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Résumé Cette thèse porte sur certaines extensions des automates pondérés,
et étudie les séries qu’ils réalisent en fonction de la nature des poids.
Ces extensions se distinguent par les mouvements supplémentaires autorisés
à la tête de lecture de l’automate. retour au début du mot pour les automates
circulaires, changement de sens de lecture pour les automates boustrophédons.
Dans le cas général, les automates pondérés circulaires sont plus puissants que
les automates unidirectionnels classiques, et moins puissants que les boustro-
phédons.
On introduit de plus les expressions de Hadamard, qui sont une extension
des expressions rationnelles et qui permettent de dénoter le comportement des
automates circulaires. Les aspects algorithmiques de cette conversion sont étu-
diés dans le cas où les poids appartiennent à un semi-anneau rationnellement
additif.
On montre que lorsque les poids sont des nombres rationnels, réels ou com-
plexes, les automates circulaires sont aussi expressifs que les boustrophédons.
Enfin, si les poids forment un bi-monoïde localement fini, les automates
boustrophédons ne sont pas plus expressifs que les automates pondérés clas-
siques.
Mots-clés Automates pondérés, automates circulaires, séries rationnelles,
séries de Hadamard, automates boustrophédons
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Introduction
Cette thèse porte sur l’étude de l’expressivité en terme de séries de certaines
familles d’automates pondérés en fonction de la structure des poids.
Parmi les outils utilisés pour la modélisation mathématique, le modèle des
machines de calcul universelles dû à Turing est un des plus connus, et des plus
étudiés. Ce modèle est très puissant, et permet de représenter de nombreux
problèmes, notamment sur les langages. Cependant, la contrepartie est que de
nombreux problèmes de décision sur ce type de machine sont indécidables.
Des machines plus simples ont été introduites, dont les propriétés peuvent
être vérifiées algorithmiquement, c’est-à-dire automatiquement, en suivant tou-
jours le même processus. Cependant les langages que ces machines peuvent
traiter sont plus restreints.
On peut citer parmi ces machines le modèle des automates finis, modèle très
étudié en raison – entre autres – de sa simplicité, et dont de très nombreuses
propriétés sont connues :
la machine lit un mot en entrée, de gauche à droite, et ensuite prend une
décision, soit d’accepter le mot, soit de le rejeter. Il est important de noter que
cette machine ne modifie pas le mot d’entrée, contrairement aux machines de
Turing.
Dans ce mémoire, nous allons étudier des modèles intermédiaires entre les
automates et les machines de Turing, qui sont les automates circulaires et les
automates boustrophédons. Ces modèles ne modifient pas non plus le mot d’en-
trée, mais peuvent le lire autant de fois que souhaité dans le cas des automates
circulaires, voire changer de sens de lecture du mot pendant cette lecture dans
le cas des automates boustrophédons.
Il a été prouvé que dans le cas où les automates ne sont pas pondérés, tous
ces modèles sont équivalents quant à leur puissance, cependant plus le modèle
est complexe, plus les machines vont être succintes pour exprimer la même
chose.
Sauf mention contraire, dans ce mémoire, tous les automates sont munis
de poids : au lieu de décider simplement "oui" ou "non", ces machines vont
renvoyer un élément d’une structure algébrique. Par exemple, dans le cas d’un
automate probabiliste, le calcul donnera un réel compris entre 0 et 1. Ces
modèles sont utilisés dans l’industrie, l’analyse d’image, etc.
Dans ce mémoire, on montre que dans les semi-anneaux rationnellement
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additifs, on peut construire un automate circulaire à partir d’une expression
de Hadamard, et vice-versa, ainsi que certains résultats pour cette équivalence
sur Q, R et C.
On montre de plus que sur les corps commutatifs, bien qu’ils soient stric-
tement plus puissants que les automates classiques, les automates boustrophé-
dons et les automates circulaires sont équivalents.
L’essentiel des techniques de preuve utilisées repose sur la modification
d’automates afin d’assurer qu’ils vérifient une propriété donnée. Il s’agit donc
de preuves constructives.
Éléments fondamentaux
Le but du premier chapitre est de présenter l’essentiel des outils algébriques
dont nous allons avoir besoin tout au long de ce mémoire. Y seront présentés
en particulier l’ensemble des structures sur les poids dont nous munirons les
automates, les langages et les séries, ainsi que les expressions, rationnelles
comme celles de Hadamard.
Automates
Le deuxième chapitre sera consacré à la définition formelle des différents mo-
dèles d’automates étudiés au long de ce document : les automates unidirec-
tionnels, le modèle classique, les automates circulaires, où l’on peut lire le mot
autant de fois que nécessaire, les automates à navette, qui peuvent en plus
lire le mot de droite à gauche, et les automates boustrophédons, qui peuvent
changer de sens de lecture au cours du mot.
On y trouvera également quelques outils de manipulation des automates,
permettant de transformer un automate tout en garantissant l’invariance de
son comportement.
Automates circulaires sur les semi-anneaux rationnellement ad-
ditifs
Le chapitre suivant étudie les liens entre expressions de Hadamard et auto-
mates circulaires : dans le cas des semi-anneaux rationnellement additifs, ces
deux modèles réalisent les mêmes séries, et on donne un algorithme pour passer
d’un modèle à l’autre. Ce résultat, qui étend le lien entre expressions ration-
nelles et automates unidirectionnels, permet aussi d’étendre les algorithmes
effectuant ces transformations.
De plus, on donne quelques résultats sur les corps courants Q, R, et C, qui
ne sont pas rationnellement additifs : on montre entre autres comment passer
d’un automate circulaire à un quotient de Hadamard d’expressions rationnelles,
et vice-versa.
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Les automates boustrophédons sur les corps commutatifs
Dans ce chapitre, on étudie les automates boustrophédons lorsque les poids
forment un corps commutatif. On montre que les séries réalisées par ces au-
tomates sont des quotients de séries rationnelles. On montre ainsi, grâce à un
résultat du chapitre précédent, que sur Q, R, et C, les automates boustrophé-
dons et les automates circulaires sont équivalents. La preuve de ce résultat
repose sur le calcul par automate de l’étoile d’une matrice, qui n’est valide que
sur une sous-classe des automates boustrophédons, les automates fortement
valides. C’est pourquoi on montre tout d’abord que pour tout automate bous-
trophédon valide, on peut construire un automate boustrophédon équivalent
fortement valide.
Les automates boustrophédons sur les semi-anneaux et les bi-mo-
noïdes localement finis
Le dernier chapitre porte sur l’étude des automates boustrophédons lorsque
les poids forment un bi-monoïde localement fini. Il s’agit d’une extension de la
preuve de Shepherdson reposant sur la même technique : l’analyse des coupes
de l’automates. Ces objets sont des "tranches" des chemins de l’automate, et
sont étudiés en début de ce chapitre. La suite est consacrée à la construction
d’un automate unidirectionnel équivalent à un automate boustrophédon.
Expressivité des automates pondérés circulaires et boustrophédons 3
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Chapitre 1
Élements fondamentaux
“Au commencement était le
Verbe”
– Évangile selon saint Jean,I,1
Dans ce chapitre sont rappelées un certain nombre de définitions dont nous
allons avoir besoin dans la suite. On y fixe un certain nombre de notations,
mais le lecteur déjà au fait des notions abordées peut passer sans perte de
compréhension au chapitre suivant.
Structures algébriques
Rappel sur les langages
Définition 1.1. Un alphabet est un ensemble fini A de symboles, que l’on
appelle lettres . Un mot est une suite finie de lettres, et la longueur de ce mot
la longueur de cette suite. Un langage est un ensemble de mots.
On notera la longueur d’un mot u par |u|, ε le mot de longueur 0, ui
la ie`me lettre de ce mot, et A∗ l’ensemble de tous les mots. On aura besoin
également de deux marqueurs pour les extrémités du mot. On peut considérer
que tout mot sur A∗ de longueur n est de la forme w = ⊢ w1 . . . wn ⊣, avec
pour tout i, wi ∈ A. Par extension, on notera si besoin w0 =⊢ et wn+1 =⊣. On
a donc ε = ⊢⊣.
On note u.v ou uv la concaténation du mot u et du mot v, c’est-à-dire la
suite de lettres u1, . . . , um, v1, . . . , vn, avec |u| = m et |v| = n.
On pose également, pour tout i ∈ N, u0 = ε et ui+1 = ui.u.
Monoïdes
Définition 1.2. Unmonoïde (M, ., 1) est un ensembleMmuni d’une opération
binaire interne associative . qui possède un unique élément neutre, noté 1 ou 1M.
5
1.1. Structures algébriques
Le monoïde (M, ., 1), parfois noté M, est dit commutatif si l’opération . est
commutative.
On peut définir pour tout élément x de M et pour tout i de N la puis-
sance ie`me de x : x0 = 1 et ∀i ∈ N, xi+1 = x.xi.
Un monoïde est dit libre s’il admet un unique sous-ensemble X tel que tout
élément x de M admet une unique décomposition en produit d’éléments de X.
Exemple 1
(N,×, 1) forme un monoïde, de même que (N,+, 0) ou bien que l’ensemble A∗
muni de la concaténation, avec comme élément neutre ε. Ces deux derniers
sont de plus des monoïdes libres.
Définition 1.3. Dans un monoïde, deux éléments x et y sont dits
• L-équivalents s’il existe deux éléments du monoïdes z et z′ tels que x = zy
et y = z′x, et
• R-équivalents s’il existe deux éléments du monoïdes z et z′ tels que
x = yz et y = xz′.
On notera x ∼L y et x ∼R y ces propriétés.
Définition 1.4. Soit (M, ∗,1m) et (N, .,1n) deux monoïdes.
L’application ϕ de M dans N est un morphisme de monoïde si pour
tout x, y de M , ϕ(x ∗ y) = ϕ(x)ϕ(y), et que ϕ(1m) = 1n.
Bi-monoïdes et semi-anneaux
Définition 1.5. Un bi-monoïde fort (K,+, ., 0, 1) est un ensemble muni de
deux opérations internes : «+ » la somme, et « . » le produit, avec 0 l’élément
neutre de la somme, et 1 celui du produit ; et vérifiant les propriétés suivantes :
• (K,+, 0) est un monoïde commutatif,
• (K, ., 1) est un monoïde,
• 0 est absorbant pour le produit : ∀x ∈ K, 0.x = x.0 = 0.
Définition 1.6. Un semi-anneau (K,+, ., 0, 1) est un bi-monoïde fort dont le
produit est distributif par rapport à la somme, i.e. :
∀x, y, z ∈ K, x.(y + z) = x.y + x.z,
∀x, y, z ∈ K, (x+ y).z = x.z + y.z.
(K,+, ., 0, 1) est parfois noté simplement (K,+, .) ou K.
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1. Élements fondamentaux
Exemple 2
Les ensembles Q, R et C, munis du produit et de la somme usuelle sont des
semi-anneaux, tout comme (N ∪ {∞}, min,+), qui modélise les distances, et
(N ∪ {∞},+, min), qui modélise les flots. (N,+, min) est un bi-monoïde qui
n’est pas un semi-anneau.
Lorsque l’ensemble K est fini, on parle de semi-anneau fini : les parties
d’un ensemble fini munies de l’intersection et de l’union, par exemple.
On considèrera également les corps, qui sont des semi-anneaux particuliers.
Définition 1.7. Un corps (K,+, ., 0, 1) est un anneau (semi-anneau dans le-
quel tout élément admet un inverse pour la somme) dans lequel tout élément
non nul admet un inverse pour le produit.
De même que pour les semi-anneaux, (K,+, ., 0, 1) est parfois noté simple-
ment (K,+, .) ou K.
Définition 1.8. Une norme sur un corps K est une application ‖.‖ de K
dans R+, telle que :
• ∀x ∈ K, ‖x‖ = 0⇒ x = 0K,
• ∀x, y ∈ K, ‖xy‖ = ‖x‖‖y‖, et
• ∀x, y ∈ K, ‖x+ y‖ ≤ ‖x‖ + ‖y‖.
Somme infinie et étoile
On souhaite de plus munir notre structure K, un bi-monoïde fort ou un
semi-anneau, d’un opérateur partiel de somme infinie, qui sera noté
∑
∞
ou
∑
i∈I
,
avec I un ensemble dénombrable, et d’un opérateur partiel d’itération, l’étoile
de Kleene.
Définition 1.9. Une famille dénombrable est une suite non ordonnée d’élé-
ments d’un ensemble X. On peut donc la voir comme une fonction de X
dans N ∪ {∞}. Une famille (si)i∈I sera dite sommable dans K un bi-monoïde
fort si
∑
i∈I
si existe dans K.
Afin que la définition du comportement des automates soit cohérente et
que ces opérateurs vérifient les identités habituelles, on souhaite que la somme
infinie vérifie un certain nombre de propriétés. En fonction de la structure,
bi-monoïde fort ou semi-anneau, on souhaitera disposer de tout ou partie de
ces propriétés en tant qu’axiomes.
Il s’agit des axiomes suivants :
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1.2. Somme infinie et étoile
Ax.1 Si la famille I est finie, l’opérateur
∑
i∈I
et la somme de K coïncident ;
Ax.2 (Commutativité)
Soit π une permutation sur I. Si la famille (si)i∈I est sommable de
somme l, alors la famille (sπ(i))i∈I est sommable de somme l.
Ax.3 L’union finie de familles sommables est sommable, et en posant k familles
sommables ((xi,j)i∈Ij )j∈J1,kK de somme sj , on a
∑
j∈J1,kK
i∈Ij
xi,j =
k∑
j=1
sj.
Ax.4 (1e sommation par blocs).
Soit (si)i∈I une famille sommable, et (Ij)j∈J une partition de I.
Si pour tout j de J ,
∑
i∈Ij
si est définie (on la notera rj) alors
∑
j∈J
rj est
définie et vaut
∑
i∈I
si.
De plus, dans les semi-anneaux, on souhaite que l’opérateur de somme
infinie vérifie des axiomes ayant trait à la distributivité, que l’on n’exigera pas
pour une somme infinie sur un bi-monoïde.
Ces axiomes sont ordonnés par croissance des contraintes qu’ils expriment :
chacun est conséquence de l’axiome qui le suit.
Ax.5 Si la famille (si)i∈I est sommable, alors pour tout x de K, (x.si)i∈I et
(si.x)i∈I sont sommables, et
∑
i∈I
x.si = x
(∑
i∈I
si
)
, (1.1)
∑
i∈I
si.x =
(∑
i∈I
si
)
x, (1.2)
(1.3)
Ax.6 Soit (xi)i∈I et (yj)j∈J deux familles sommables de somme x et y. Alors
la famille (xiyj)i,j∈I×J est sommable, et sa somme vaut xy.
Ax.7 (2e sommation par blocs)
Soit (si)i∈I une famille, et (Ij)j∈J une partition de I.
Si pour tout j de J ,
∑
i∈Ij
si est définie (on la notera rj) et que
∑
j∈J
rj est
définie, alors
∑
i∈I
si est définie et vaut
∑
j∈J
rj .
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1. Élements fondamentaux
À partir de la somme infinie, on peut définir l’étoile de Kleene d’un élé-
ment x de K, notée x∗ : x∗ est définie si et seulement si
∞∑
i=0
xi est définie, et
dans ce cas, x∗ =
∞∑
i=0
xi.
On a donc, si les axiomes Ax.3 et Ax.5 sont vérifiés, pour tout élément x
de K dont l’étoile est définie :
x∗ = 1 + xx∗ = 1 + x∗x.
Proposition 1. Soit x et y deux éléments d’un semi-anneau muni d’un opé-
rateur de somme infinie vérifiant les 5 premiers axiomes, et d’une étoile. Si
(yx)∗ est définie, alors (xy)∗ est définie et on a :
(xy)∗ = 1 + x(yx)∗y. (1.4)
Démonstration. Conséquence de l’axiome Ax.5. En effet, si (yx)∗ est définie,
alors aussi
∑
n∈N
x(yx)ny. Cette dernière somme est égale à
∑
n∈N
(yx)n+1. Ainsi,
x(yx)∗y =
∑
n∈N
(yx)n+1, et en rajoutant 1 de chaque coté de l’égalité, on obtient
le résultat souhaité.
Proposition 2. Soit x et y deux éléments d’un semi-anneau muni d’un opé-
rateur de somme infinie vérifiant les 7 axiomes, et d’une étoile. Si l’étoile de x
et celle de x∗y sont définies, alors on a :
(x+ y)∗ = (x∗y)∗x∗ (1.5)
Démonstration. Cette preuve est inspirée de [Ésik et Kuich, 2002]. On consi-
dère ϕ un morphisme de {a, b}∗ dans K, le semi-anneau, tel que ϕ(a) = x et
ϕ(b) = y. Comme x∗ est définie, la somme
∑
w∈a∗
ϕ(w) est bien définie. Considé-
rons les langages Ln = (a∗b)n et L = (a∗b)∗. On montre par récurrence sur n
que
∑
w∈Ln
ϕ(w) est bien définie. Il est clair que cela est le cas lorsque n = 0.
Supposons la propriété vraie pour n. Par l’axiome Ax.5,
∑
n∈N
ϕ(an)ϕ(b) est
définie et vaut
∑
w∈a∗b
ϕ(w). Donc par l’axiome Ax.6,
∑
w∈Ln+1
ϕ(w) est définie et
vaut
( ∑
w∈Ln
ϕ(w)
)( ∑
w∈a∗b
ϕ(w)
)
.
Posons sn =
∑
w∈Ln
ϕ(w) = (x∗y)n. Comme (x∗y)∗ est définie,
∑
n∈N
sn est défi-
nie d’après l’axiome Ax.5, et vaut (x∗y)∗. Par l’axiome Ax.7,
∑
w∈L
ϕ(w) est dé-
finie et vaut (x∗y)∗. Par l’axiome Ax.6, (x∗y)∗x∗ =
(∑
w∈L
ϕ(w)
)( ∑
w∈a∗
ϕ(w)
)
.
Ainsi,
∑
w∈(a∗b)∗a∗
ϕ(w) est définie, que l’on peut écrire
∑
w∈(a+b)∗
ϕ(w).
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1.2. Somme infinie et étoile
Définition 1.10. Les équations (1.4) et (1.5) sont dites identités de Conway.
Un semi-anneau est dit de Conway si l’étoile de chaque élément est définie et
que ces deux identités sont respectées.
Le semi-anneau des langages rationnels muni de l’union et de la concaté-
nation est un semi-anneau de Conway.
Ces axiomes ne sont que des propriétés que l’on souhaite voir vérifiées par
la somme infinie, mais ne disent rien de la façon dont elle est définie. Par
exemple, dans les treillis, où la somme est définie comme un supremum, cet
opérateur est défini comme une borne supérieure. Dans Q, R ou C, afin d’obte-
nir l’axiome Ax.2, une famille est sommable si elle est absolument sommable 1,
au sens classique. On peut remarquer que l’axiome Ax.7 n’y est pas vérifié.
On pourrait également donner une définition de l’étoile qui ne dépend pas de
la somme infinie : avec x dans Q, R ou C, tel que |x| < 1, on a x∗ = 1
1−x . Nous
n’utiliserons pas cette définition : dans ce mémoire, l’étoile est utilisée pour
représenter la somme de chemins sur un automate.
On peut ordonner les semi-anneaux en fonction des axiomes qu’ils vérifient
avec leur étoile usuelle.
Pour cette classification, il existe trois grandes familles de semi-anneaux : les
semi-anneaux dans lesquels l’étoile est définie partout, les semi-anneaux pour
lesquels l’étoile n’est définie que partiellement, et les semi-anneaux dans les-
quels l’étoile n’est définie que pour le 0, comme par exemple (N∪{∞},max,+).
Q, R, C, et les corps commutatifs en général sont des semi-anneaux dans
lesquels la somme infinie n’est définie que partiellement.
On appelle rationnellement additifs les semi-anneaux pour lesquels les axi-
omes 1 à 7 sont vrais et les séries géométriques sont définies, et donc dans les-
quels l’étoile est définie partout [Ésik et Kuich, 2002]. L’ensemble des langages
rationnels, muni de l’union et de la concaténation, est un semi-anneau ration-
nellement additif. Les treillis distributifs, (N ∪ {∞}, min,+) ou Q+ ∪ {∞},
sont aussi de tels semi-anneaux.
Sur un corps muni d’une norme, on considèrera qu’une famille (xi)i∈I est
sommable si la famille (‖xi‖)i∈I est sommable.
Proposition 3. Dans un corps muni d’une norme, la somme infinie respecte
les axiomes Ax.1 à Ax.6. L’étoile d’un élément x est définie si et seulement
si ‖x‖ < 1.
Démonstration. Il s’agit des propriétés usuelles des séries absolument conver-
gentes sur R.
Remarque 1. Sur Q, qui ne vérifie pas l’axiome Ax.7, la proposition 2 n’est
pas vérifiée : en posant x = y = 1
2
, on a x∗ définie, qui vaut 2
3
, (x∗y)∗ définie,
qui vaut 3
4
, et leur produit vaut donc 1
2
, mais l’étoile de x + y = 1 n’est pas
définie.
1. Pour Q, on demande de plus que sa somme appartienne à Q.
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1. Élements fondamentaux
0 x
+x
x+ x
+x
mx.x
=
(mx + rx).x
(mx + 1).x
Figure 1.1 – Les éléments de {k.x | k ∈ N}, ensemble fini.
Ordre d’un monoïde
On s’intéresse aux sommes infinies dans les bi-monoïdes localement finis.
Un bi-monoïde muni d’un opérateur de somme infinie est dit localement fini
si la clôture par le produit, la somme et la somme infinie de tout ensemble fini
est finie. Cette définition est plus forte que la définition usuelle, pour laquelle
la clôture par la somme infinie n’est pas exigée.
Remarque 2. Dans un souci de simplicité, on se placera dans le cas oùK est fini,
l’extension des résultats à des bi-monoïdes forts localement finis étant aisée :
ces résultats portant sur les automates, il suffit de considérer le bi-monoïde
fort fini engendré par les poids utilisés dans l’automate.
Soit (M,+, 0) un monoïde fini commutatif muni d’un opérateur de somme
infinie, vérifiant les axiomes Ax.1 à Ax.3.
On notera par souci de simplification k.x la somme finie de k fois le même
élément x de M, avec k un entier naturel. On notera de même ∞.x la somme
infinie de x si celle-ci est définie.
Définition 1.11. Soit x un élement de M. Son ordre est le couple mini-
mal (mx, rx) d’entiers (avec rx entier positif) qui vérifient :
∀k > mx, (k + rx).x = k.x . (1.6)
Cet ordre est toujours défini dans un monoïde localement fini. En effet,
l’ensemble {k.x | k ∈ N} est fini, et la suite s = (k.x)k∈N est ultimement
periodique : si si = sj, alors pour tout k entier naturel on a si+k = i.x+ k.x =
j.x + k.x = sj+k. On peut ainsi voir rx comme la distance minimale entre
deux occurences égales dans s, et mx comme le plus petit i tel que si apparait
infiniment souvent dans s, ainsi que cela est représenté dans la Figure 1.1. On
a également que si k est plus grand que mx et que q est un multiple de rx,
alors (k + q).x = k.x
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1.4. Séries
Définition 1.12. L’ordre d’un monoïde M est le couple
(max{mx | x ∈M}, ppmc{rx | x ∈M}), (1.7)
avec ppmc(E) le plus petit multiple commun des éléments de E.
Définition 1.13. Pour tout k dans N∪{∞}, on définit kmod(m, r) comme :
kmod(m, r) =
{
k si k < m ou si k =∞
m+ ((k −m)mod r) sinon.
(1.8)
En posant (m, r) l’ordre additif de M, pour tout élément x de M, on a
∀k > m, (k+ r).x = k.x, et ∀k, k.x = (kmod(m, r)).x. Ainsi, kmod(m, r) est
compris entre 0 et m+ r − 1 ou bien est infini.
Dans la suite, on notera (m, r) l’ordre de M, et Nm,r le semi-anneau
J0;m+ r − 1K ∪ {∞} où les opérations entre entiers finis sont modulo (m, r).
Définition 1.14. On appelle description d’une famille infinie I d’éléments
de M la fonction de M dans Nm,r qui à chaque élément attribue son nombre
d’occurences dans I modulo (m, r) si ce nombre est fini, et ∞ sinon
Par l’axiome Ax.3, la somme des éléments de I et la somme des éléments
de sa description avec leur multiplicité sont égales si celle-là est définie :∑
i∈I
i =
∑
x∈M
dI(x).x, (1.9)
avec dI la description de I.
Séries
L’ensemble des séries formelles sur A∗ à coefficients dansK est notéK〈〈A∗〉〉.
Une série s de K〈〈A∗〉〉 est une application de A dans K, et l’image d’un mot w
par cette série, appelé coefficient de w, est noté 〈s, w〉. On note la série s comme
la somme formelle
s =
∑
w∈A∗
〈s, w〉 w.
On appelle terme constant de la série le coefficient du mot vide. S’il est nul,
on dit que la série est propre. Si pour tout mot w, 〈s, w〉 6= 0, on dit que la
série s a support plein.
On peut définir plusieurs opérations sur les éléments de K〈〈A∗〉〉 :
• La somme. La somme de deux séries est la série obtenue en effectuant
la somme terme à terme des coefficients des deux séries.
s+ t =
∑
w∈A∗
(〈s, w〉+ 〈t, w〉)w. (1.10)
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La série 0 (dans laquelle chaque coefficient est nul) est neutre pour cette
opération.
• Le produit de Cauchy. Le produit de Cauchy est l’extension aux séries
du produit de polynômes :
s · t =
∑
w∈A∗
∑
u,v∈A∗
uv=w
(〈s, u〉.〈t, v〉)w. (1.11)
La série 1 (dont tous les coefficients sont nuls sauf le terme constant qui
vaut 1) est neutre pour le produit de Cauchy.
• Le produit de Hadamard. Le produit de Hadamard de deux séries est
le produit terme à terme :
s⊙ t =
∑
w∈A∗
(〈s, w〉.〈t, w〉)w. (1.12)
L’élément neutre pour cette opération est la série dont tous les coeffi-
cients sont égaux à 1, c’est la série caractéristique de A∗, et on la notera
également A∗.
Les deux produits sont associatifs et distributifs par rapport à la somme.
Ils permettent chacun de définir une puissance pour une série s :
si =
{
1 si i = 0,
si−1 · s sinon.
s⊙i =
{
A∗ si i = 0,
s⊙i−1 · s sinon.
(1.13)
Ces puissances permettent de définir deux itérateurs :
• L’étoile de Kleene. L’étoile de Kleene d’une série est la somme des
puissances itérées de la série :
s∗ =
∑
w∈A∗
∞∑
i=0
〈si, w〉w =
∑
w∈A∗
|w|∑
i=0
〈si, w〉w. (1.14)
Cette somme est définie pour toutes les séries propres. Pour les séries
non propres, cette somme est définie si et seulement si l’étoile de Kleene
du terme constant de la série est définie. Dans ce cas, on peut montrer
(cf. [Sakarovitch, 2009]) que s∗ = (s∗0sp)
∗s∗0, avec s = s0 + sp une série
non propre, sp une série propre, et s0 = 〈s, ε〉.
• L’étoile de Hadamard. L’étoile de Hadamard d’une série est la somme
des puissances de Hadamard itérées de la série
s⊛ =
∑
w∈A∗
∞∑
i=0
〈s⊙i, w〉w. (1.15)
On constate que pour tout w, 〈s⊛, w〉 = 〈s, w〉∗.
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1.5. Expressions
Remarque 3. Les étoiles ont été définies ici comme des opérateurs unaires. Il
est possible – et on le fera plus tard – de les considérer comme des opérateurs
binaires. C’est d’ailleurs la définition initiale de l’étoile de Kleene dans [Kleene,
1956]. On définit ces opérateurs binaires comme : s ∗ t = s∗ · t et s⊛ t = s⊛⊙ t.
Remarque 4. Dans le cas où x ∈ C, R ou Q, l’étoile de x n’est définie que
si |x| < 1, et on a x∗ = 1
1−x
.
Remarque 5. Contrairement au cas booléen, l’étoile de Kleene n’est pas en
général idempotente. En effet,
(
−1
2
)∗
= 2
3
et
(
−1
2
)∗∗
= 3. En fait, on a déjà
que s∗.s∗ est en général différent de s∗. Par exemple, si s = a, alors s∗ =
1 + a+ aa + aaa+ . . . et s∗.s∗ = 1 + 2a+ 3aaa + . . ..
Un polynôme est une série de K〈〈A∗〉〉 dont tous les coefficients sont nuls à
partir d’une taille de mot suffisamment grande.
Les séries rationnelles sont la clôture des polynômes par les opérations
rationnelles : la somme, le produit de Cauchy et l’étoile de Kleene. On notera
KRatA∗ l’ensemble des séries rationnelles sur A∗.
Les séries de Hadamard sont la clôture des séries rationnelles par les opé-
rations terme à terme : la somme, le produit de Hadamard et l’étoile de Ha-
damard. On notera KHadA∗ l’ensemble des séries de Hadamard sur A∗.
Expressions
Les expressions sont des objets finis permettant de décrire inductivement
des séries. On considère le plus souvent les expressions rationnelles, qui sont en
général attribuées à Kleene. Leur version pondérée a été utilisée tout d’abord
par [Caron et Flouret, 2003].
Définition 1.15. La grammaire suivante génère les expressions rationnelles
pondérées :
R→ 0 | 1 | a ∈ A | kR, k ∈ K | Rk, k ∈ K | R +R | RR | R∗. (1.16)
On notera KRatExpA l’ensemble des expressions rationnelles sur A à coeffi-
cients dans K.
La grammaire suivante génère les expressions de Hadamard :
H → R | kH, k ∈ K | Hk, k ∈ K | H +H | H ⊙H | H⊛. (1.17)
On notera KHadExpA l’ensemble des expressions rationnelles.
Définition 1.16. L’interprétation d’une expression de Hadamard est une série
de Hadamard, définie inductivement comme suit :
J0K = 0K, J1K = 1K, (1.18)
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∀a ∈ A, JaK = a, JF+ GK = JFK + JGK, (1.19)
∀k ∈ K, JkFK = kJFK, JFkK = JFKk, (1.20)
JFGK = JFK · JGK, JF∗K = JFK∗, (1.21)
JF⊙ GK = JFK⊙ JGK, JF⊛K = JFK⊛. (1.22)
Une expression de Hadamard E est dite valide si son interprétation est
définie, i.e. si la série JEK existe. Dans ce cas, pour tout w dans A∗, on note
〈E, w〉 = 〈JEK, w〉.
Les seules opérations pouvant ne pas être définies sont les itérations. Pour
vérifier la validité d’une expression E, il faut étudier chacune des sous-expressions
se trouvant sous une étoile dans E.
Dans Q, R ou C muni de la somme et du produit usuels, E∗ est valide si et
seulement si |〈E, ε〉| < 1, et E⊛ est valide si et seulement si pour tout w ∈ A∗,
|〈E, w〉| < 1,
Nous verrons dans la suite que la validité d’une expression de Hadamard
sur Q est indécidable.
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Chapitre 2
Automates
“Chouette ! Où est-ce qu’on va ?”
– Pippin (Billy Boyd), La
communauté de l’anneau 2001
Les objets mathématiques concernés par l’essentiel des résultats de ce mé-
moire sont les automates finis. Dans ce chapitre, on présentera les différents
modèles d’automates que nous allons étudier, ainsi que quelques fonctions pour
les manipuler.
Automates unidirectionnels
Les automates les plus simples sont les automates unidirectionnels. Ces
machines, dont l’origine est en général 2 attribuée à Kleene [Kleene, 1956],
décrivent un langage sur un alphabet donné. Un automate prend en entrée un
mot et renvoie vrai ou faux selon l’appartenance de ce mot au langage que cet
automate décrit.
Pour ce faire, au fur et à mesure de la lecture du mot d’entrée, il passe
par différents états. Pour changer d’état, l’automate emprunte une transition
étiquetée par la lettre courante, et la consomme, jusqu’à arriver à la fin du
mot. Si le dernier état est un état acceptant, ou terminal, alors le mot est
accepté. Le mot est rejeté s’il n’existe aucun moyen d’arriver à un état final en
fin du mot. Ainsi, l’automate de la Figure 2.1 décrit l’ensemble des mots qui
comportent un nombre impair de a sur l’alphabet {a, b}.
La vision classique de ces objets est une vision combinatoire, c’est-à-dire
que l’on considère le graphe étiqueté défini à partir de l’automate, et un calcul
peut-être défini comme un chemin sur le graphe, qui va d’un état initial à un
état final. L’étiquette du calcul est le mot lu le long des transitions empruntées
2. Le lecteur intéressé par les origines historiques détaillées de ce modèle peut consulter
[Perrin, 1995]
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a
a
b b
Figure 2.1 – Un automate décrivant les mots avec un nombre impair de a.
lors de ce calcul. De prime abord, on considère d’abord séparément les différents
calculs de même étiquette.
On peut étendre ce modèle : au lieu de n’avoir que deux comportements
pour un mot, l’accepter ou le refuser, on permet à l’automate de lui attri-
buer un poids. Pour ce faire, chaque transition est munie d’un poids, le poids
d’un calcul sera le produit des transitions, et le poids d’un mot la somme des
poids des calculs. On souhaite donc que les poids soient dotés d’une structure
ayant deux opérations, la somme et le produit, ayant de bonnes propriétés. La
structure minimale est celle du bi-monoïde, mais parfois, nous aurons besoin
d’une structure plus puissante, celle du semi-anneau, qui rajoute la distribu-
tivité. C’est la structure usuelle de poids sur un automate, puisqu’elle permet
entre autres des manipulations des représentations des automates en tant que
matrices.
Dans la suite, et sauf mention contraire, on considère K un bi-monoïde fort.
Définition 2.1. UnK-automate, ou encore automate pondéré sur K, en anglais
weighted automaton, sur l’alphabet A est un quadruplet (Q,E, I, T ), avec :
• Q un ensemble fini d’états,
• E une fonction de Q× A×Q vers K, la fonction de transition,
• I une fonction de Q vers K, les poids initiaux,
• T une fonction de Q vers K, les poids finaux.
En raisons des modèles étudiés dans la suite, on parlera de ces objets en
tant qu’automates unidirectionnels.
Remarque 6. Il est possible d’étendre la définition à des automates infinis,
c’est-à-dire ayant un nombre infini d’états. Les séries qui nous intéressent ici
sont celles réalisées par des automates finis, d’où cette restriction. On se servira
ponctuellement dans les preuves d’automates infinis.
Dans le cas pondéré, ce qui nous intéresse n’est pas tant la définition for-
melle de l’objet ou le graphe sous-jacent, mais la sémantique qui lui est asso-
ciée : la façon de calculer le poids d’un mot dans cet automate. C’est l’objet
des définitions suivantes.
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Quelques définitions
Soit A = (Q,E, I, T ) un K-automate. On rappelle que le support d’une
fonction est l’ensemble des éléments de son domaine de définition dont l’image
est non nulle. L’ensemble des transitions est le support de E, les états initiaux
le support de I, et les états finaux le support de T .
Une transition (p, a, q) se décompose en son état source p, noté σ(p, a, q),
son étiquette a, notée λ(p, a, q), et son état cible q, noté τ(p, a, q).
On appellera transitions entrantes de l’état p les transitions dont l’état
cible est p, et transitions sortantes celles dont l’état source est p,
Un chemin ρ de A de longueur n est un triplet (p, e, q), avec p et q deux
états de l’automate, et e une suite de transitions de la forme (pi, ai, qi)i∈J1,nK,
avec pi, qi ∈ Q et ai ∈ A tels que p = p1, q = qn et que pour tout i dans
J1, n − 1K, qi = pi+1 (si n = 0, alors p = q). Le poids de ce chemin est∏n
i=1E(pi, ai, qi). L’étiquette de ce chemin est le mot w = a1 . . . an.
Un calcul de A de poids k est un chemin (p, e, q) de poids k′ tel que p est
initial, q est final, et k = I(p)k′I(q).
Un mot w a pour poids k dans A si la somme des poids des calculs dont
l’étiquette est w vaut k. On note 〈A, w〉 = k.
Ainsi, un automate réalise une série : la série qui à chaque mot associe son
poids dans l’automate. C’est le comportement de A, noté
|A| =
∑
w∈A∗
〈A, w〉 w.
On note KAutA l’ensemble des séries réalisables par un automate sur l’al-
phabet A.
Définition 2.2. Deux automates sont dits équivalents s’ils réalisent la même
série.
Remarque 7. Dans le cas où K est le semi-anneau booléen, on dit qu’un mot
est accepté par A s’il existe un calcul dans l’automate dont il est l’étiquette,
i.e. 〈A, w〉 = 1. Le langage reconnu par un automate est l’ensemble des mots
acceptés par celui-ci : c’est le support de la série qu’il réalise.
En général, le langage support de la série réalisée par l’automate est in-
clus dans le langage reconnu par l’automate support 1. Si le semi-anneau est
positif 2, alors ces deux langages sont égaux.
Dans le cas des semi-anneaux en général, on a le théorème suivant, dit de
Kleene-Schützenberger [Schützenberger, 1961], extension du résultat de Kleene
sur les langages :
1. Avec un automate A = (Q,E, I, T ), c’est l’automate booléen (Q,E′, I ′, T ′) tel que
E′(p, a, q) = 1 si et seulement si E(p, a, q) 6= 0, et de même pour les états initiaux et finaux.
2. Dans le sens le plus faible : x+ y = 0⇒ x = y = 0, et xy = 0⇒ x = 0 ou y = 0.
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2.2. Extensions du modèle
Théorème 2.1. Soit K un semi-anneau. L’ensemble des séries réalisables par
les K-automates sont les séries K-rationnelles ( i.e. KAutA = KRatA∗).
Cette équivalence est constructive : à partir d’une expression rationnelle
pondérée, on peut construire un automate réalisant la même série, et vice-
versa.
De nombreuses méthodes ont été décrites pour réaliser cette construction,
soit dans le cas booléen, soit dans le cas pondéré. On en rappellera un certain
nombre dans la section 3.3.
Extensions du modèle
On peut voir les automates comme des restrictions des machines de Turing.
Une façon classique pour étendre le modèle est de lever certaines de ces res-
trictions. Nous allons ici présenter trois extensions classiques, qui lèvent petit
à petit les limitations sur les mouvements de la tête de lecture.
Automates circulaires
Les automates circulaires (en anglais rotating automata) sont des auto-
mates qui peuvent relire le mot en entrée autant de fois qu’ils le souhaitent, et
qui sont comme les K-automates classiques, en lecture seule.
Ainsi, on peut considérer qu’il s’agit de K-automates classiques munis de
transitions spéciales qui ramènent la tête de lecture au début du mot.
Définition 2.3. Un automate circulaire sur l’alphabet A est un quintuplet
(Q,E,R, I, T ), où :
• Q,E, I, T sont définis de la même façon que dans le cas classique des
K-automates,
• R est une fonction de Q×Q vers K, la fonction de rembobinage.
On représentera R(p, q) = k comme une transition de poids k entre p et q
étiquetée par la lettre r, n’appartenant pas à l’alphabet A. On pourra appeler
ces transitions des r-transitions.
Ainsi, l’automate de la Figure 2.2 lit un mot non vide sur l’alphabet {a},
puis retourne au début du mot. Il attribue ensuite à toute lettre le poids 1
2
, sauf
une, choisie de manière non déterministe, à laquelle il donne poids 1
3
. Ensuite,
grâce à la r-transition, il peut retourner au début du mot pour recommencer
cette dernière partie.
Remarque 8. Tout K-automate peut-être vu comme un K-automate circulaire,
en posant R la fonction nulle : ∀K, KAutA ⊆ RKAutA. Un tel automate n’aura
aucune transition étiquetée par r.
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a|1
a|1
r|1
r|1
a| 13
a| 12a|
1
2
Figure 2.2 – Un automate circulaire pondéré.
Remarque 9. Il existe des semi-anneaux dans lesquels les automates circu-
laires sont strictement plus puissants que les automates unidirectionnels. Par
exemple, dans le semi-anneau RatA∗ (ce qui est une façon de présenter les
transducteurs), les automates circulaires peuvent réaliser la série qui à tout
mot associe le carré de ce mot, or cette série n’est pas rationnelle. Dans la
suite seront abordés d’autres exemples, notamment sur Q, donc dans un semi-
anneau commutatif.
Comportement et validité
Comme dans les automates unidirectionnels, le poids d’un calcul est le
produit des poids des transitions rencontrées, en prenant en compte le poids
initial et le poids final.
Dans un automate circulaire, on ne considère que des calculs d’étiquette
(wr)iw, avec i un entier.
Définition 2.4. Le comportement d’un automate circulaire A est la série
qui à tout mot w de A∗ associe la somme des poids des calculs de A d’éti-
quette (wr)iw, avec i un entier. On note RKAutA l’ensemble des séries réali-
sables par les automates circulaires sur l’alphabet A.
Définition 2.5. Un automate circulaire A est dit valide si pour tout mot w,
la somme des poids des calculs de A sur w est définie.
Automates à navette
Les automates à navette (en anglais sweeping automata) sont des automates
qui peuvent lire le mot en entrée autant de fois qu’ils le souhaitent, en alternant
le sens de lecture, d’abord de gauche à droite, puis de droite à gauche, etc.
Ainsi, on peut considerer qu’il s’agit de deux K-automates classiques, l’un
lisant de droite à gauche et l’autre de gauche à droite, et l’on ne peut passer
de l’un à l’autre qu’en extrémité de mot.
Définition 2.6. Un automate à navette sur l’alphabet A est un quintuplet
(F,B,E, I, T ), avec :
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→
→
→
←
←
→
a, b a, b
a, b|2
a|2, b
b
a
⊣
⊣
⊢
⊢
Figure 2.3 – Un automate à navette pondéré.
• Q = F ∪B, l’ensemble fini des états, avec F l’ensemble des états forward
et B l’ensemble des états backward ,
• E une fonction de
F × A× F (la partie qui lit de gauche à droite)
∪ F × {⊣} ×B (les demi-tours à la fin du mot)
∪ B × A×B (la partie qui lit de droite à gauche)
∪ B × {⊢} × F (les demi-tours au début du mot)
dans K.
• I, T deux fonctions de F dans K, I la fonction des poids initiaux et T
celle des poids finaux.
Exemple 3
Pour l’automate de la Figure 2.3, on a F l’ensemble des états notés avec →
et B ceux notés par ←. De plus, par simplicité de lecture, on a omis le poids
des transitions lorsque celui-ci était 1. Cet automate lit un mot non vide sur
l’alphabet {a, b}, puis lit le mot à l’envers en associant le poids 2 à toute lettre
identique à la dernière lettre. Il relit ensuite le mot.
Remarque 10. Tout automate circulaire peut-être vu comme un automate à
navette. En effet, il suffit de simuler les transitions R(p, p′) par l’ajout d’un
état q et d’étendre E : E(p,⊢, q) = R(p, p′), E(q,⊣, p′) = 1 et pour tout a
de A, E(q, a, q) = 1. On a donc ∀K, RKAutA ( SKAutA.
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Remarque 11. Il existe des semi-anneaux dans lesquels les automates à navette
sont strictement plus puissants que les automates circulaires. Par exemple, les
transducteurs à navette peuvent réaliser la série qui à tout mot associe le
miroir de ce mot. Cette série n’est pas réalisable par un automate circulaire
(voir [Guillon, 2016] par exemple).
Comportement et validité
Comme dans les automates unidirectionnels, le poids d’un calcul est le
produit des poids des transitions rencontrées, en prenant en compte le poids
initial et le poids final.
Notons u le miroir du mot u, c’est-à-dire le mot u lu à l’envers. Dans un
automate à navette, on ne considère que les calculs d’étiquette w(⊣ w ⊢ w)i
avec i un entier.
Définition 2.7. Le comportement d’un automate à navette A est la série qui
à tout mot w de A∗ associe la somme des poids des calculs de A d’étiquette
w(⊣ w ⊢ w)i, avec i un entier. On note SKAutA l’ensemble des séries réalisables
par les automates à navette sur l’alphabet A.
Définition 2.8. Un automate à navette A est dit valide si pour tout mot w,
la somme des poids des calculs de A sur w est définie.
Proposition 4. Si K est commutatif, alors tout automate à navette est équi-
valent à un automate circulaire.
Démonstration. L’idée de la preuve, illustrée dans la Figure 2.4, est de prendre
le “miroir” de la partie backward de l’automate à navette, que l’on peut simuler
par un automate unidirectionnel, et de reconnecter les deux parties grâce à des
r-transitions.
Soit A = (F,B,E, I, T ) un automate à navette. Soit B = (Q,E ′, R, I, T )
un automate circulaire, avec :
• Q = F ∪ B,
• E ′(p, a, q) =


E(p, a, q) si p, q ∈ F,
E(q, a, p) si p, q ∈ B,
0 sinon,
• R(p, q) =


E(p,⊢, q) si p ∈ F,
E(p,⊣, q) si p ∈ B,
0 sinon.
Il y a bijection entre les chemins de A et ceux de B, et cette bijection
conserve les poids : en effet, comme K est commutatif, le poids d’un mot ne
change pas en fonction du sens de lecture de celui-ci.
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⊢ ⊣
B
F
→ r r
B
F
Figure 2.4 – La transformation d’un automate à navette en automate circu-
laire.
⊢ a b ⊣
x1 x2
y1y2
z1 z2
(a) Un calcul d’un automate à na-
vette sur le mot ab.
⊢ a b ⊣
x1 x2
y2 y1
z1 z2
r
r
(b) Un calcul d’un automate cir-
culaire sur le mot ab.
Figure 2.5 – Deux calculs de poids x1x2y1y2z1z2.
À un chemin d’étiquette w(⊢ w ⊣ w)i dans A, cette bijection associe un
chemin d’étiquette w(rw)2i dans B. Ces deux chemins contribuent au poids du
même mot w. La Figure 2.5 illustre la bijection.
Cette proposition va nous permettre de nous concentrer dans la suite sur
les automates circulaires, et non les automates à navette, car les semi-anneaux
manipulés seront souvent commutatifs. Le modèle est cependant présenté ici
dans un souci d’exhaustivité.
Automates boustrophédons
On peut encore lever la restriction sur les mouvements de la tête de lecture
afin de retrouver le mode de déplacement d’une machine de Turing : à tout
moment durant la lecture du mot, la tête de lecture peut se déplacer sur la
droite aussi bien que sur la gauche. Ces automates ont été introduits et prouvés
équivalents aux automates unidirectionnels dans le cas booléen par [Rabin et
Scott, 1959] et [Shepherdson, 1959]. Ce n’est généralement pas le cas lorsque
ces automates sont pondérés. La définition donnée ici suit celle de [Birget,
1989].
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Définition 2.9. Un K-automate boustrophédon (en anglais two-way automa-
ton) sur l’alphabet A est un quintuplet (F,B,E, I, T ), avec :
• Q = F ∪B, l’ensemble fini des états, avec F l’ensemble des états forward
et B l’ensemble des états backward ,
• E une fonction de
Q×A×Q (les déplacements dans le mot)
∪ F × {⊣} × B (les demi-tours à la fin du mot)
∪ B × {⊢} × F (les demi-tours au début du mot)
dans K, la fonction de transition,
• I une fonction de F vers K, les poids initiaux,
• T une fonction de F vers K, les poids finaux.
Nota bene : Seuls les états de F peuvent être initiaux ou finaux.
On définit de plus une fonction sur les états : δ(p) = 1 si p est dans F ,
et δ(p) = −1 si p est dans B.
Définition 2.10. Soit A = (Q,E, I, T ) un K-automate boustrophédon.
Un chemin ρ de A de longueur n est un triplet p, e, q, avec p et q deux
états de l’automate, et e une suite de transitions de la forme (pi, ai, qi)i∈J1,nK,
avec pi, qi ∈ Q et ai ∈ A ∪ {⊢,⊣} avec p = p1, q = qn et tels que pour tout i
dans J1, n− 1K, qi = pi+1.
L’étiquette d’un chemin (p, (ei)i∈J1,kK, q) existe et est le mot w = w1 . . . wn
(wi ∈ A ∪ {⊢,⊣}) s’il existe une application surjective π de J1, kK vers J1, nK
telle que :
• Im(π) = J1, nK
• pour tout i dans J2, kK, π(i) = π(i− 1) + δ(σ(ei))
• pour tout i dans J1, kK, λ(si) = wπ(i).
Un calcul de A d’étiquette w est un chemin (p, (ei)i∈J1,kK, q) d’étiquette dans
(⊢ +ε)w(ε+ ⊣) tel que :
• p est initial,
• q est final,
• π(1) = 1,
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(a) Un automate boustrophédon.
→
p
→
q
←
r
→
s
→
t
i
x
a, b
a
b,⊣
a
a
b
b
a, b
(b) Un calcul sur ba.
⊢ b a ⊣
→
p
→
p
→
q
←
r
→
q
←
r
→
s
b a ⊣
a
⊣
a
x
π 0 1 2 3
pos() 0 1 2
Figure 2.6 – Un automate boustrophédon et un calcul.
• π(k) = n.
On définit de plus une fonction pos de J1, kK dans J0, nK pour les états d’un
chemin :
pour tout j ∈ J1, kK, pos(j) = π(j) si δ(pj) = 1, et pos(j) = π(j)− 1 sinon.
Remarque 12. Dans la suite, on identifiera un chemin et la suite des états
rencontrés par celui-ci.
Remarque 13. Tout automate à navette peut être vu comme un automate
boustrophédon : ∀K, SKAutA ⊆ 2KAutA.
Remarque 14. Il existe des semi-anneaux dans lesquels les automates boustro-
phédons sont strictement plus puissants que les automates à navette.
Exemple 4 (tiré de [Guillon, 2016])
On considère K = (P(N),∪,+). La série s, telle que pour tout mot w, 〈s, w〉 =
{kn | k ∈ N, banb est un facteur de w}, est réalisable par un automate bous-
trophédon, mais pas par un automate à navette. Il s’agit de la série qui à
chaque mot w composé de k blocs de a, le i-ème bloc étant de longueur ni,
associe
k∑
i=1
niN.
Comportement et validité
Définition 2.11. Le comportement d’un automate boustrophédonA, noté |A|,
est la série qui à tout mot w de A∗ associe la somme des poids des calculs
de A d’étiquette w. On note 2KAutA l’ensemble des séries réalisables par les
automates boustrophédons sur l’alphabet A.
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Définition 2.12. Un automate boustrophédon pondéré sur K est dit valide
si pour tout mot w, la somme des poids des calculs de A d’étiquette w existe
dans K, donc si la série |A| est bien définie.
Dans certains cas, on peut avoir besoin d’une notion plus fine de validité :
c’est le but de la définition suivante.
Définition 2.13. Un automate boustrophédon A est dit fortement valide si
pour tout mot w, pour tout états p, q de A, pour toutes positions i, j dans w,
la somme des poids des chemins sur w commençant en p à la position i et
finissant en q dans la position j est définie.
Remarque 15. Tout automate unidirectionnel est fortement valide.
Variantes du modèle
Il existe d’autres définitions d’un automate boustrophédon. Les variantes
principalement utilisées diffèrent de notre modèle soit dans la définition des
calculs, soit dans la façon de représenter les mouvements de la tête de lecture
(soit les deux). Le modèle utilisé en général sera le modèle présenté ci-dessus,
mais il arrivera que l’on change de modèle localement afin d’avoir des calculs
plus agréables à manipuler.
Les calculs peuvent être définis comme se finissant non à droite du mot
comme dans notre définition, mais se finissant à gauche du mot, voire n’importe
où. Plus formellement, dans les définitions 2.9 et 2.10, on remplace π(k) = n
par π(k) = 1 et T une fonction de B dans K, ou bien par π(k) ∈ J1, nK et
T une fonction de Q dans K. Ainsi, en fonction de la position de début des
calculs, et de celle de la fin, un automate peut accepter un mot en examinant
seulement un facteur de celui-ci.
Dans notre modèle, on représente de plus le mouvement de la tête de lecture
dans un état, qui peut être forward ou backward selon que la tête se déplacera
vers la gauche ou vers la droite du mot.
Un autre modèle usuel (e.g. [Rabin et Scott, 1959] ou [Shepherdson, 1959])
est d’avoir un seul type d’état, et d’avoir des transitions étiquetées par le
mouvement de la tête de lecture : E est une fonction de Q×A×{←,→}×Q
dans K. On peut aussi voir E comme deux fonctions, E+ et E−.
Dans ce modèle, la fonction de transition est une fonction de Q × A ×
Q × {−1,+1} dans K, un chemin est défini comme un triplet (p, e, q), avec
p et q deux états, et e une suite de transitions de la forme (pi, ai, qi, mi)J1,kK
telle que p = p1, q = qk, et pour tout i de J1, k − 1K, qi = pi+1. L’étiquette du
chemin (p, (pi, ai, qi, mi)i∈J1,kK, q) existe et est le mot w = w1 . . . wn s’il existe
une application π de J1, kK vers J1, nK telle que :
• Im(π) = J1, nK,
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• pour tout i dans J1, k − 1K, wπ(i+1) = wπ(i)+mi .
Un calcul d’étiquette w est un chemin tel que p est initial et q est final d’éti-
quette dans (⊢ +ε)w(ε+ ⊣).
Tous ces modèles sont équivalents (voir [Pécuchet, 1985]). Nous montre-
rons en sous-section 2.3.6 comment passer d’un automate dans le modèle dont
les transitions stockent les mouvements de la tête de lecture en un automate
dans le modèle où cette information est dans les états, et vice-versa. Pour
l’équivalence des autres modèles, il est immédiat que finir à gauche ou à droite
lorsqu’on dispose d’un automate dans l’autre modèle, ou qui finit n’importe
où, est faisable : il suffit de rajouter un état après tous les états finaux, qui
emmène la tête de lecture à l’extrémité souhaitée.
Il peut être nécessaire de rajouter un état forward ensuite, si l’on rembo-
binait avec un état backward , afin qu’il soit final.
Constructions
Dans cette section, nous verrons diverses opérations et constructions sur
les automates. En général, elles seront définies sur les K-automates classiques,
mais on pourra facilement étendre ces définitions aux cas des automates cir-
culaires, à navette, et boustrophédons.
Les transformations décrites dans cette partie préservent les calculs ; leur
correction ne dépend pas de la distributivité des poids : elles sont donc valides
dans le cas où K est un bi-monoïde.
Revêtement
Les manipulations d’automates que nous allons étudier sont toutes basées
sur le même concept : transformer un automate en un automate équivalent
vérifiant de plus une certaine propriété. Dans le cas des automates unidirec-
tionnel booléens, une méthode usuelle est l’utilisation d’un morphisme entre
deux automates, c’est-à-dire une application entre les états, qui respecte les
transitions.
Ces applications ne sont pas adaptées au cas pondéré. Nous étendons ici
la définition du revêtement d’automates de [Sakarovitch, 2009] aux automates
boustrophédons. Cette définition est inspirée de la notion de covering sur les
graphes, due à [Stallings, 1983]. Le revêtement est lié à la notion plus classique
de bisimulation. Plus précisément, on peut dire de deux automates qu’ils sont
en bisimulation s’ils sont tous deux des revêtements d’un troisième.
Définition 2.14. Un revêtement (en anglais covering) d’un automate A =
(Q+, Q−, E, I, T ) est un automate B = (R+, R−, F, J, U) pour lequel il existe
une surjection ϕ de R = R+ ∪R− dans Q = Q+ ∪Q− telle que :
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• ϕ préserve le type des états : ∀p ∈ R, p ∈ R+ ⇔ ϕ(p) ∈ Q+.
• Si I(q) 6= 0, alors il existe un unique p antédédent de q par ϕ tel que
J(p) 6= 0. Dans ce cas, I(q) = J(p).
• Pour tous états q1, q2 ∈ Q, pour toute lettre a, tels que E(q1, a, q2) 6= 0,
pour tout antécédent p1 de q1, il existe un unique p2 antécédent de q2 tel
que F (p1, a, p2) 6= 0.
• Pour tous états p1, p2 ∈ R, pour toute lettre a, si F (p1, a, p2) 6= 0,
E(ϕ(p1), a, ϕ(p2)) = F (p1, a, p2).
• U(p) = T (ϕ(p)).
Proposition 5. Soit A un automate et B un automate, revêtement de A. Il
existe une bijection qui respecte les poids entre les calculs de A et les calculs
de B.
Démonstration. Considérons l’application ψ des transitions de B vers celles
de A, qui envoie (p1, a, p2) sur (ϕ(p1), a, ϕ(p2)).
Soit un calcul de A. Ce calcul a un antécédent, et il est unique. En effet,
l’état initial admet un unique antécédent, initial dans B. Et pour toute tran-
sition, si l’on fixe l’antécédent de la source, alors l’antécédent de la cible est
unique.
C’est donc bien une bijection, et elle respecte bien les poids.
Corollaire 1. Un automate est valide si et seulement si un revêtement de
celui-ci est valide. Le cas échéant, ils sont équivalents.
Circulation
Définition 2.15. Soit A = (Q,E, I, T ) un K-automate. Une circulation sur
cet automate est une fonction de Q dans K. Appliquer une circulation c
sur A revient à construire un automate B = (Q,F, J, U) tel que, pour tout
état p ∈ Q :
• I(p) = J(p).c(p),
• U(p) = c(p).T (p),
• Pour tout état q, c(p).E(p, a, q) = F (p, a, q).c(q).
Proposition 6. Le comportement d’un automate est invariant par circulation.
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Démonstration. Soit w un mot de A∗, et ρ = (p1, (ei)i∈J1,kK, pk+1) un calcul
de A sur w. Soit Pw le poids de ce calcul. Avec ei = (pi, wi, pi+1), on a :
Pw = I(p1).
k∏
i=1
E(pi, wi, pi+1).T (pk+1). (2.1)
Par définition de B, on a donc :
Pw = J(p1).c(p1).
k∏
i=1
E(pi, wi, pi+1).T (pk+1)
...
= J(p1).
r∏
i=1
F (pi, wi, pi+1).c(pr+1).
k∏
i=r+1
E(pi, wi, pi+1).T (pk+1)
...
= J(p1).
k∏
i=1
F (pi, wi, pi+1).c(pk+1).T (pk+1)
= J(p1).
k∏
i=1
F (pi, wi, pi+1).U(pk+1)
C’est bien le poids du même calcul dans B. Ainsi, le poids d’un calcul ne change
pas par circulation, et non plus celui d’un mot. Les deux automates sont donc
équivalents.
Remarque 16. Si K est inversible, alors pour tout automate A, pour toute
circulation c sur cet automate, il existe un unique automate B tel qu’il soit le
résultat de l’application de c sur A.
Ces deux constructions, le revêtement et la circulation, vont nous permettre
de prouver l’équivalence avant et après les transformations que nous allons
décrire maintenant.
Automate caractéristique
Définition 2.16. Un automate est dit caractéristique si toute transition a un
poids égal à 1.
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Proposition 7. Si K est localement fini, alors toute série réalisée par un K-
automate peut être réalisée par un K-automate caractéristique.
Démonstration. Soit A = (Q,E, I, T ) un automate unidirectionnel pondéré
sur K localement fini (cf. section 1.3 page 11). On effectue le produit de l’au-
tomate A avec la partie finie K′ engendrée par les poids de l’automate.
Plus précisément, considérons l’automate B = (Q × K′, E ′, I ′, T ′) défini
comme suit :
• E ′((p, x), a, (q, y)) = E(p, a, q) si et seulement si y = xE(p, a, q).
• I ′(p, x) = x si I(p) = x, 0 sinon,
• T ′(p, x) = T (p).
Montrons que cet automate est un revêtement de A. Posons ϕ la surjection
qui à tout état (p, x) de B associe p de A.
Si I(q) n’est pas nul, alors il existe un unique antécédent par ϕ dont l’image
par I ′ n’est pas nulle, c’est (q, I(q)), et on a bien I ′(q, I(q)) = I(q).
Soit p, q, a, k tels que E(p, a, q) = k 6= 0, et (p, x) un antécédent de p. Alors
il existe un seul état (q, y) tel que E ′((p, x), a, (q, y)) 6= 0. Il s’agit de (q, xk).
De plus, pour tous les états (p, x) et (q, y) de B, si E ′((p, x), a, (q, y)) 6= 0,
alors y = xE(p, a, q) et E ′((p, x), a, (q, y)) = E(p, a, q).
Comme de plus on a que T ′(p, x) = T (p), l’automate B est bien un revête-
ment de A.
Soit maintenant l’automate C = (Q×K′′, E ′′, I ′′, T ′′) :
• E ′′((p, x), a, (q, y)) = 1 si x.E(p, a, q) = y, et 0 sinon,
• I ′′(p, x) = 1 si I(p) = x, 0 sinon,
• T ′′(p, x) = xT (p).
On a bien appliqué sur B la circulation c telle que c(p, x) = x. En effet, on
a bien :
• I ′(p, x) = x = I ′′(p, x)c(p, x),
• T ′′(p, x) = xT (p) = c(p, x)T ′(p, x), et
• si E ′((p, x), a, (q, y)) = k alors k = E(p, a, q), y = xk, et E ′′((p, x), a, (q, y))
= 1.
L’automate C est donc équivalent à A.
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Automates positifs sur Q et R
Définition 2.17. Un K-automate est dit standard s’il existe un seul état
initial p, avec I(p) = 1, et tel que p n’ait aucune transition entrante.
On a la proposition classique suivante :
Proposition 8. Tout K-automate est équivalent à un K-automate standard.
Définition 2.18. Un Q-automate ou R-automate standard est dit positif si
toute transition a un poids positif.
Lemme 1. Toute série réalisable par un R-automate boustrophédon est réali-
sable par un R-automate boustrophédon standard positif.
Démonstration. Soit A = (Q+, Q−, E, I, T ) un R-automate boustrophédon
réalisant une série s, que l’on peut considérer standard par la proposition 8.
Considérons l’automate suivant B = (Q+ × {1,−1}, Q− × {1,−1}, E ′, I ′, T ′) :
• I ′(p, 1) = I(p) si I(p) est positif, I ′(p,−1) = I(p) sinon.
• E ′((p, x), a, (q, x)) = E(p, a, q) si E(p, a, q) est positif,
• E ′((p, x), a, (q, y)) = −E(p, a, q) si E(p, a, q) est négatif, et que x 6= y,
• T ′(p, x) = xT (p).
Cet automate est la circulation d’un revêtement de A, il lui est donc équi-
valent. À part peut-être les poids finaux, tous les poids sont positifs. Comme
A est standard, et en posant i son état initial, B n’a qu’un seul état initial,
(i, 1), initial de poids 1. B est donc standard.
Proposition 9. Toute série s réalisée par un R-automate boustrophédon est
décomposable en deux séries s+, s−, chacune réalisable par un R+-automate
positif boustrophédon standard telles que s = s+ − s−.
Démonstration. Soit A = (Q+, Q−, E, I, T ) un R-automate boustrophédon
réalisant une série s, et B l’automate construit dans la preuve du lemme 1
ci-dessus.
On peut considérer deux automates, B+ et B−, copies de B sauf pour la
fonction finale, restreinte aux éléments de poids final positif pour B+ et aux
éléments de poids final négatif pour B−. De plus, on multiplie par -1 tous
les poids finaux de B−, afin d’obtenir un automate dont tous les poids sont
positifs.
La série réalisée par A est immédiatement la différence de la série réalisée
par B+ et de celle réalisée par B−. Ces deux automates sont pondérés sur R+.
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(b) Cet automate n’est pas valide.
Figure 2.7 – Contre-exemple de l’extension à C de la proposition 9.
Remarque 17. Cette construction peut s’étendre à C dans le cas des automates
unidirectionnels, pour obtenir une série réelle et une série imaginaire pure.
Cependant, comme il n’y a pas bijection des calculs, la construction ne conserve
pas nécessairement la validité dans le cas des C-automates circulaires, ainsi
qu’illustré dans l’exemple 5.
Exemple 5
L’automate de la Figure 2.7a est valide, cependant si l’on construit un au-
tomate en suivant l’idée de la construction de la proposition 9, on obtient
l’automate de la Figure 2.7b, qui n’est pas valide. En effet, pour le mot a, par
exemple, il existe exactement 2n+1 calculs d’étiquette (ar)na, chacun dont le
module du poids vaut
(
2
3
)n+1
. La somme des modules des poids des calculs
d’étiquette (ar)na est donc
(
4
3
)n+1
. Cela signifie que la somme des modules
des poids des calculs sur a est donc
∞∑
n=0
(
4
3
)n
, qui n’est pas définie. L’automate
n’est donc pas valide.
δ-normalisation
Définition 2.19. Un automate boustrophédon (F,B,E, I, T ) est dit δ-normal-
isé si F et B sont respectivement partionnés en F = F+∪F− et B = B+∪B−,
tels que :
• tous les états finaux sont dans F+,
• pour tout état p, pour toute transition (p, a, q), q appartient à F si et
seulement si p appartient à F+ ∪B+.
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Proposition 10. Tout automate boustrophédon est équivalent à un automate
δ-normalisé.
Démonstration. Soit A = (F,B,E, I, T ) un automate boustrophédon sur K.
L’idée est de faire deux copies des états de l’automate, l’une où l’on ne
garde que les transitions provenant des états forward , l’autre celles provenant
des états backward .
Soit B = (F × {1, 2}, B × {1, 2}, E ′, I ′, T ′) un automate sur K avec :
• I ′(p, i) = I(p), si i = 1, 0 sinon.
• T ′(p, i) = T (p).
• E ′((p, i), a, (q, 1)) = E(p, a, q) si p appartient à F , 0 sinon.
• E ′((p, i), a, (q, 2)) = E(p, a, q) si p appartient à B, 0 sinon.
Montrons que cet automate est un revêtement de A. Considérons ϕ la
surjection qui à tout état (p, i) associe l’état p.
Soit q tel que I(q) est non nul. Alors il existe un unique antécédent de q
qui soit initial, c’est (p, 1), de poids initial I(p).
Soit p, q et k non nul tel que E(p, a, q) = k 6= 0. Soit (p, i) un antécédent
de p. Alors il existe un unique antécédent de q, noté (q, j), tel queE ′((p, i), a, (q, j))
est différent de 0, c’est (q, 1) si p appartient à F , (q, 2) sinon.
Soit (p, i), (q, j) deux états de F × {1, 2} ∪B × {1, 2}. Si E ′((p, i), a, (q, j))
est non nul, alors E ′((p, i), a, (q, j)) = E(p, a, q).
De plus, pour tout p ∈ F ∪ B, T ′(p, i) = T (p). Il s’agit donc bien d’un
revêtement.
Équivalence des modèles des automates boustrophédons
Nous allons montrer que le modèle que nous utilisons et le modèle dans
lequel les mouvements de la tête de lecture dépendent des transitions sont
équivalents, en donnant une transformation permettant de passer d’un modèle
à un autre.
Soit A = (Q+, Q−, E, I, T ) un automate boustrophédon sur K. L’auto-
mate B = (Q+ ∪ Q−, E+, E−, I, T ) lui est équivalent, en posant E+(p, a, q) =
E(p, a, q) si q ∈ Q+, et E−(p, a, q) = E(p, a, q) si q ∈ Q−. La transformation
inverse ne marche que si les états n’admettent qu’un seul type de transition
entrante. On peut au besoin dupliquer les états pour lesquels c’est nécessaire,
afin de séparer les transitions entrantes forward des transitions entrantes ba-
ckward.
Exemple 6
Les Figures 2.8a et 2.9a présentent deux automates, obtenus l’un à partir de
l’autre, selon la transformation ci-dessus. On peut voir l’effet de cette tranfor-
mation sur les calculs, avec les Figures 2.8b et 2.9b.
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Figure 2.8 – Un automate boustrophédon A0 et un de ses calculs.
p q r
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b,⊣,→
b,⊢,→
a,→
(a)
⊢ a b a a ⊣
p q
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Figure 2.9 – Un automate boustrophédon B0 équivalent à A0 et un de ses
calculs.
La transformation décrite ci-dessus est naturellement un revêtement. Il
existe donc une bijection entre les calculs de A et ceux de B, la validité est
donc conservée. Les deux modèles ont donc bien la même expressivité.
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Chapitre 3
Automates circulaires sur les
semi-anneaux rationnellement
additifs
“Ce qu’on a fait, on le refait,
l’histoire est comme un cercle
immense.”
– Offenbach,
La Grande-Duchesse de
Gérolstein
Ce chapitre présente les résultats obtenus pour les automates circulaires
pondérés par des semi-anneaux rationnellement additifs, qui ont été pour l’es-
sentiel publiés dans [Dando et Lombardy, 2017]. On rappelle tout d’abord
en section 3.1 que sur de tels semi-anneaux, les automates circulaires et les
séries de Hadamard sont équivalents [Lombardy, 2016]. Il est donc naturel de
chercher des algorithmes pour passer d’une représentation à une autre : c’est le
but de ce chapitre, dans lequel on présente une façon d’étendre les algorithmes
de conversion entre les séries rationnelles et les automates unidirectionnels.
Cette extension consiste à transformer une expression de Hadamard en une
expression rationnelle sur un alphabet étendu, et de transformer cette expres-
sion en un automate unidirectionnel, en suivant un des algorithmes classiques,
tels que la construction de l’automate des dérivées, ou celle de l’automate des
positions. On montre que si l’on considère ensuite l’automate obtenu comme
un automate circulaire, on réalise encore la même série. Différents algorithmes
pour cette conversion sont décrits dans la section 3.3.
La transformation réciproque est moins directe, car il faut pouvoir retrans-
former l’expression rationnelle étendue en une expression de Hadamard, ce qui
ne peut se faire que si cette expression est d’une certaine forme. Les détails de
cette transformation sont expliqués dans la section 3.4.
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La dernière section s’intéresse au cas des automates pondérés surQ, R ou C.
Bien que ces derniers ne soient pas rationnellement additifs, ils présentent des
propriétés intéressantes : on montre que les séries de Hadamard sont exacte-
ment les quotients de Hadamard de séries rationnelles (proposition 28). On
montre également que le problème de l’équivalence de deux automates circu-
laires valides est décidable (théorème 3.3).
La section 3.2 introduit les différents éléments dont nous allons avoir be-
soin dans la suite. Dans tout ce chapitre, nous noterons K un semi-anneau
rationnellement additif.
Équivalence séries de Hadamard - Automates cir-
culaires
Dans les semi-anneaux rationnellement additifs, les automates circulaires,
et même les boustrophédons, ont un comportement toujours défini [Lombardy,
2016]. Cela provient essentiellement du fait que dans un semi-anneau ration-
nellement additif, l’étoile d’un élément est toujours définie. On montre que ce
comportement est une série de Hadamard, et réciproquement.
Proposition 11. Toute série de Hadamard sur K, un semi-anneau rationnel-
lement additif, est le comportement d’un automate circulaire sur K : KHadA∗ ⊆
RKAutA.
Démonstration. Une série de Hadamard est dans la clôture des séries ration-
nelles par les opérations terme à terme. Montrons donc le résultat par induc-
tion. Soit s une série de Hadamard.
• La série s est rationnelle.
Au chapitre 2, nous avons vu que le théorème 2.1 dit de Kleene-Schützen-
berger([Schützenberger, 1961]) affirmait que toute série rationnelle est le
comportement d’un K-automate unidirectionnel. Comme ces automates
forment un sous-ensemble des automates circulaires, la proposition est
vraie dans ce cas.
Dans la suite, on supposera la proposition vraie pour s1 et s2, deux séries
de Hadamard. On notera A1 = (Q,E,R, I, T ) et A2 = (Q′, E ′, R′, I ′, T ′)
les automates circulaires dont les séries s1 et s2 sont les comportements,
tels qu’illustrés dans la Figure 3.1.
De plus, on utilisera les abus de notation suivants :
Si X est un sous-ensemble de Y , et f une fonction de X dans K, alors
on étend naturellement f à Y avec f(y) = 0K quel que soit y ∈ Y \X.
Si X ′ est également un sous-ensemble de Y , avec f ′ une fonction de X ′
dans K, alors on note (f + f ′)(y) = f(y) + f ′(y) pour tout y dans Y .
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A1
i1
im
t1
tn
A2
i′1
i′m′
t′1
t′n′
Figure 3.1 – Deux automates, A1 réalisant s1, et A2 réalisant s2.
ki1
kim
t1
tn
Bk
Figure 3.2 – L’automate réalisant ks1.
• La série s est le produit de s1 par un élément k du semi-anneau.
L’automate Bk = (Q,E,R, J, T ) réalise la série s, en posant pour tout
état q de Q, J(q) = kI(q). Cette construction est représentée dans la Fi-
gure 3.2. (Si le semi-anneau n’est pas commutatif, et que s = s1k, alors
on multiplie les sorties, et non les entrées, de l’automate).
• La série s est la somme des séries s1 et s2.
L’automate A1 ∪ A2 = (Q ∪ Q′, E + E ′, R + R′, I + I ′, T + T ′) réalise
la série s. En effet, pour tout mot w, l’ensemble des calculs pour w est
l’union disjointe de l’ensemble des calculs pour w sur A et de ceux sur B.
Ainsi, le poids de w dans A∪B est bien la somme du poids de w dans s1
et dans s2.
Cette construction est représentée dans la Figure 3.3.
• La série s est le produit de Hadamard de s1 et s2.
L’automate A1⊙A2 = (Q∪Q′, E+E ′, R+R′+S, I, T ′), avec S(p, q) =
T (p).I ′(q) pour tout p dansQ et q dansQ′, réalise la série s. En effet, pour
tout mot w, pour tout paire de calculs (p, (ei), q) de A1 et (p′, (e′j), q
′) de
A2, il existe un calcul (p, (fk), q′) dans A1 ⊙A2, où la suite f est définie
ainsi :
fi = ei pour i ∈ J1, nK, fn+1 = (q, p
′), fn+1+j = e
′
j pour j ∈ J1, mK,
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A1
i1
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i′1
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t′1
t′n′
Figure 3.3 – L’automate réalisant s1 + s2.
i1
im
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t′1
t′n′
A2
t1i
′
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′
n′r
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n ′r
tni
′
1
r
Figure 3.4 – L’automate réalisant s1 ⊙ s2.
avec n la longeur de la suite e, et m celle de e′. Le poids de ce nouveau
calcul est bien le produit des poids des calculs initiaux.
De plus, tout calcul de A1⊙A2 est nécessairement de cette forme. Ainsi,
on a bien A1 ⊙A2(w) = A1(w).A2(w).
Cette construction est représentée dans la Figure 3.4.
• La série s est l’étoile de Hadamard de la série s1.
Soit l’automate A⊛1 = (Q∪{i}, E+F,R+S, I+χi, T +χi), avec F et S
telles que ∀a ∈ A, F (i, a, i) = 1K, ∀(p, q) ∈ Q, S(p, q) = T (p).I(q), et χi
la fonction caractéristique de i.
Cette construction est représentée dans la Figure 3.5.
Cet automate réalise bien la série s. En effet, en posant w un mot de A∗,
pour tout l entier positif, pour chaque liste de calculs (p(j), (e(j)m ), q(j))j∈J1,lK
dans A, il existe un calcul (p(1), (fk), q(l)) dans A⊛1 telle que la suite f est
constituée de la concaténation des suites e(j) dans l’ordre, les suites e(j)
et e(j+1) étant séparées par la r-transition (q(j), p(j+1)).
Le poids d’un tel calcul est naturellement le produit des poids des l calculs
de la liste. Si l’on groupe ces calculs en fonction de l, on remarque donc
que le poids de ces groupes est la puissance l de la série s.
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i
i1
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t1
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t1i1r
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tni1r
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r
Figure 3.5 – L’automate réalisant s⊛1 .
Or, un calcul sur A⊛1 peut être de deux formes : soit une telle suite
avec l − 1 r-transitions de S, soit une boucle sur l’état i.
Ce dernier calcul est unique pour w, et il est de poids 1 : l’automate
restreint à i calcule la puissance 0 de la série s.
Ainsi, le poids d’un mot w dans A⊛1 est de 1 plus le poids de w dans A1
à la puissance l, et ce pour chaque entier positif l.
On a donc bien 〈A⊛1 , w〉 = 〈A1, w〉
∗.
On a également la propriété dans l’autre sens :
Proposition 12. Soit K un semi-anneau rationnellement additif. Tout K-
automate circulaire est valide, et son comportement est une série de Hada-
mard : RKAutA ⊆ KHadA∗.
Démonstration. Soit A = (Q,E,R, I, T ) un K-automate circulaire, avec Q
ordonné de taille n, que l’on notera par simplicité J1;nK.
Pour montrer la proposition, nous allons tout d’abord montrer par induc-
tion qu’une certaine somme est définie, puis exprimer le comportement de A
en fonction de cette somme.
Nous aurons besoin de quelques définitions : soit w un mot de A∗, k ∈ N,
et π un chemin de A d’étiquette u = (wr)k.
Pour tout j ∈ J1, kK, on note sj l’état rencontré après avoir lu le jème r dans
le chemin π. On définit la fonction ordre sur un chemin comme le plus grand
des états sj rencontré le long de ce chemin.
Plus précisément,
ordre(π) =
{
0 si k = 0 ou k = 1,
max{sj | j ∈ J1, k − 1K} sinon.
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Notez que dans le cas général, on ne tient compte ni de s0 ni de sk, qui
sont respectivement le premier et le dernier état de π.
Soit P(w, i, p, q) l’ensemble des chemins dont l’étiquette est dans (wr)∗,
d’ordre au plus i, et dont le premier état est p et le dernier q. Soit S(w, i, p, q)
la somme des poids des chemins de P(w, i, p, q).
Montrons par induction sur i que pour toute paire d’états (p, q), la somme
S(w, i, p, q) est bien définie.
• Supposons que i = 0. Alors, ordre(π) = 0, et soit π est de taille 0, soit
il est de taille |w| + 1. Dans les deux cas, P(w, 0, p, q) est fini quels que
soient p et q, et la somme S(w, 0, p, q) est bien définie.
• Supposons que pour tout j < i, pour tout p et q, S(w, j, p, q) est bien
définie.
On peut décrire de manière unique P(w, i, p, q) en considérant la conca-
ténation de chemins comme un produit :
P(w, i, p, q) = P(w, i− 1, p, q)
∪ P(w, i− 1, p, i).P(w, i− 1, i, i)∗.P(w, i− 1, i, q).
(3.1)
On a donc :
S(w, i, p, q) = S(w, i− 1, p, q)
+ S(w, i− 1, p, i).S(w, i− 1, i, i)∗.S(w, i− 1, i, q).
(3.2)
Dans un semi-anneau rationnellement additif, l’étoile de Kleene est tou-
jours définie, donc S(w, i, p, q) est bien définie.
Ainsi, par induction, la somme S(w, i, p, q) est bien définie quels que soient p
et q. Montrons maintenant que le comportement de A est une série de Hada-
mard.
Notons tout d’abord F (w, p, q) la somme des chemins de p à q d’étiquette w.
Cette somme existe car ces chemins sont en nombre fini.
On peut définir deux séries à partir des deux sommes F et S : la sé-
rie s(i, p, q) telle que 〈s(i, p, q), w〉 = S(w, i, p, q), et la série f(p, q) telle que
〈f(p, q), w〉 = F (w, p, q). On peut remarquer que les séries f(p, q) et s(0, p, q)
sont rationnelles pour tout couple (p, q).
De plus, par l’équation (3.2), pour tout i dans J1, nK, on a :
s(i, p, q) = s(i− 1, p, q) + s(i− 1, p, i)⊙ s(i− 1, i, i)⊛ ⊙ s(i− 1, i, q). (3.3)
Ainsi, par une induction immédiate, s(n, p, q) est une série de Hadamard.
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KRatExpA KRatA∗
1KAutA
J.K
| · |
σ
Figure 3.6 – Un algorithme σ de conversion.
De plus, on peut exprimer le poids du mot w dans A en fonction de F
et de S. Ces deux sommes étant bien définies, le poids 〈A, w〉 du mot w est
également bien défini, et est égal à :
〈A, w〉 =
∑
p,q,r∈Q
I(p).S(w, n, p, q).F (w, q, r).T (r). (3.4)
On peut donc exprimer le comportement de A :
|A| =
∑
p,q,r∈Q
I(p).s(n, p, q)⊙ f(q, r).T (r), (3.5)
qui est une série de Hadamard.
Les séries réalisées par les automates circulaires sont donc exactement les
séries de Hadamard (cf. [Lombardy, 2016]).
On remarque que la preuve de la propriété précédente peut s’étendre àQ, R,
ou C sur les automates valides :
Proposition 13. Soit K égal à Q, R, ou C. Le comportement de tout automate
circulaire valide sur K est une série de Hadamard sur K.
En effet, sur R ou C, si (xi)i∈I est une famille sommable, alors pour toute
partition (Ij) de I, toute famille (xi)i∈Ij est sommable. On a donc bien tous
les S(w, i, p, q) de la preuve de la proposition 12 définis.
Cet argument n’est pas suffisant sur Q, car ce dernier n’est pas complet.
Cependant, on obtient quand même le résultat que le comportement d’un Q-
automate valide est une série de Hadamard sur R, dont tous les coefficients
sont obtenus grâce à des opérations rationnelles sur des éléments de Q : la série
obtenue est donc une série de Hadamard sur Q.
Aspects algorithmiques : notions nécessaires
Un algorithme σ de conversion d’une expression rationnelle en un automate
unidirectionnel est une application rendant commutatif le graphe de la Fi-
gure 3.6.
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KHadExpA KHadA∗
RKAutA
J.K
| · |
τ
Figure 3.7 – On cherche un algorithme τ .
Dans ce chapitre, nous cherchons à construire un algorithme τ convertissant
une expression de Hadamard en un automate circulaire, de façon à rendre
commutatif le graphe de la Figure 3.7.
Le but de cette section est de définir les outils dont nous allons avoir besoin
afin d’effectuer cette construction.
Comment voir les automates circulaires
Un automate circulaire peut être vu comme un automate unidirectionnel
sur un alphabet doté d’une lettre spéciale, r, qui sert à “rembobiner” le mot
d’entrée. Le calcul des poids des mots est effectué suivant la définition 2.3. On
notera Ar = A ∪ {r}.
Dans cette optique, définissons les deux fonctions qui permettent de passer
de la sémantique unidirectionnelle à la sémantique circulaire.
Définition 3.1. Soit A = (Q,E,R, I, T ) un automate circulaire sur A. On
note 1w(A) = (Q,E ′, I, T ) l’automate unidirectionnel sur Ar tel que :
• E ′(p, a, q) = E(p, a, q) pour tout a ∈ A, et
• E ′(p, r, q) = R(p, q).
De même, avec B = (Q,E, I, T ) un automate unidirectionnel sur Ar, on
note Br voire rot(B) l’automate circulaire (Q,E ′, R, I, T ), avec :
• E ′(p, a, q) = E(p, a, q) pour tout a ∈ A, et
• R(p, q) = E(p, r, q).
On a naturellement A = rot(1w(A)) et B = 1w(rot(B)), avec A un auto-
mate circulaire sur A et B un automate unidirectionnel sur Ar.
On a également immédiatement pour tout mot w de A∗ :
〈A, w〉 =
∞∑
i=0
〈1w(A), w(rw)i〉, (3.6)
〈Br, w〉 =
∞∑
i=0
〈B, w(rw)i〉. (3.7)
On aimerait cependant savoir l’effet de ces opérations sur la série reconnue
par l’automate en paramètre : c’est le but de la définition suivante.
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KRatA∗
r
KHadA∗
1KAutAr
RKAutA
ϕ
| · |
| · |
rot 1w
Figure 3.8 – La fonction ϕ respecte 1w et rot.
Définition 3.2. Soit ϕ la fonction linéaire de K〈〈A∗
r
〉〉 vers K〈〈A∗〉〉 telle que
∀s ∈ K〈〈A∗
r
〉〉, ϕ
( ∑
u∈A∗
r
〈s, u〉u
)
=
∑
w∈A∗
( ∑
u∈w(rw)∗
〈s, u〉
)
w. (3.8)
Cette fonction est partiellement définie. Plus précisément, ϕ(s) est définie si et
seulement si pour tout mot w de A∗, la famille (〈s, u〉)u∈w(rw)∗ est sommable.
La fonction ϕ associe à une série s sur Ar la série sur A pour laquelle le
poids d’un mot est la somme des poids des mots de la forme w(rw)i dans s.
On a la proposition suivante :
Proposition 14. Soit K un semi-anneau rationnellement additif, et A un
K-automate circulaire valide sur A. L’image par ϕ de |1w(A)| est définie et
vaut |A|.
Démonstration. Pour chaque mot w, la somme des poids des calculs de 1w(A)
étiquetés par un mot de w(rw)∗ est bien définie : il s’agit d’une somme finie.
Comme K est rationnellement additif, la somme des poids des calculs de 1w(A)
des mots de w(rw)∗ existe et est égale à la somme des poids des calculs de A
étiquetés par w.
On obtient immédiatement le corollaire suivant :
Corollaire 2. Soit K un semi-anneau rationnellement additif et A un K-
automate unidirectionnel sur Ar.
Si ϕ(|A|) existe, alors Ar est valide et |Ar| = ϕ(|A|).
Le graphe de la Figure 3.8 est donc commutatif. De plus, comme toute série
rationnelle peut être décrite comme le comportement d’un automate unidirec-
tionnel et que toute série de Hadamard est le comportement d’un automate
circulaire, on obtient le corollaire suivant :
Corollaire 3. L’image par ϕ des séries K-rationnelles sur Ar est l’ensemble
des séries de Hadamard sur A pondérées par K : ϕ(KRatA∗
r
) = KHadA∗.
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KHadExpA
KRatExpAr KRatA∗r
KHadA∗
J.K
J.K
ρ
ϕ
Figure 3.9 – ρ, inverse syntaxique de ϕ ?
Démonstration. Par le théorème de Kleene-Schützenberger, toute sérieK-ration-
nelle s sur Ar est le comportement d’un automate unidirectionnel A sur Ar. Par
le corollaire 2, rot(A) est valide et l’image de s par ϕ est donc le comportement
de rot(A), qui est une série de Hadamard, par la proposition 12.
De plus, toute série de Hadamard s′ sur A est, par la proposition 11, le
comportement d’un automate circulaire valide B. Par la proposition 14, l’image
de 1w(B) par ϕ est s′.
Expressions pré-Hadamard
À partir de maintenant, et ce jusqu’à la fin de ce chapitre, nous considère-
rons que l’étoile de Hadamard n’est plus un opérateur unaire sur les expres-
sions, mais qu’il s’agit d’un opérateur binaire.
Il est défini comme suit :
JF⊛ GK = JFK⊛ ⊙ JGK
Remarque 18. Il est immédiat que la grammaire introduite en section 1.5 et
celle avec une étoile binaire sont équivalentes. L’utilisation d’une itération de
Hadamard binaire nous permettra dans la suite une écriture plus aisée des
définitions. De plus, l’étoile de Kleene a été introduite dans [Kleene, 1956] en
tant qu’opérateur binaire.
On souhaite désormais avoir un inverse de ϕ : une transformation syn-
taxique ρ qui transforme une expression de Hadamard E sur A en une expres-
sion rationnelle sur Ar de telle sorte que JEK = ϕ(Jρ(E)K), et que le graphe de
la Figure 3.9 soit commutatif.
On définit cet inverse inductivement :
ρ(E) = E si E ∈ KRatExpA, (3.9)
∀k ∈ K, ρ(kF) = kρ(F), (3.10)
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ρ(Fk) = ρ(F)k, (3.11)
ρ(F+ G) = ρ(F) + ρ(G), (3.12)
ρ(F⊙ G) = ρ(F)rρ(G), (3.13)
ρ(F⊛ G) = (ρ(F)r)∗ρ(G). (3.14)
Pour montrer que ρ est bien un inverse de ϕ, en passant par les interpré-
tations, montrons tout d’abord le lemme suivant :
Lemme 2. Soit E une expression de Hadamard sur A. Pour tout mot w de A∗,
〈E, w〉 =
∞∑
i=0
〈ρ(E), w(rw)i〉. (3.15)
Démonstration. Il est important de noter que les manipulations de somme
infinies ne sont ici valides que parce que K est un semi-anneau rationnellement
additif.
La preuve s’effectue par induction sur E.
• E est une expression rationnelle.
On a donc ρ(E) = E, et donc
∞∑
i=0
〈ρ(E), (wr)iw〉 =
∞∑
i=0
〈E, (wr)iw〉 (3.16)
= 〈E, w〉+
∞∑
i=1
〈E, (wr)iw〉 (3.17)
= 〈E, w〉. (3.18)
Supposons maintenant le résultat vrai pour deux expressions de Hada-
mard F et G.
• E = F+ G, E = kF ou E = Fk.
Le résultat est immédiat par linéarité.
• E = F⊙ G.
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〈E, w〉 = 〈F⊙ G, w〉
= 〈F, w〉〈G, w〉 =
(
∞∑
i=0
〈ρ(F), (wr)iw〉
)(
∞∑
j=0
〈ρ(G), (wr)jw〉
)
=
∑
i,j∈N2
〈ρ(F), (wr)iw〉〈ρ(G), (wr)jw〉
=
∞∑
k=0
k∑
n=0
〈ρ(F), (wr)k−nw〉〈ρ(G), (wr)nw〉
=
∞∑
k=0
〈ρ(F)rρ(G), (wr)k+1w〉
=
∞∑
i=0
〈ρ(E), (wr)iw〉
(3.19)
• E = F⊛ G.
On a donc 〈E, w〉 = 〈F, w〉∗〈G, w〉. Pour montrer le résultat, et par souci
de simplification d’écriture, on étend ici les expressions rationnelles avec
la puissance associée au produit de Cauchy, et les expressions de Hada-
mard avec celle associée au produit de Hadamard. Pour tout entier k, on
notera respectivement Ek et E⊙k les puissances ke`mes d’une expression E.
On a donc JE⊙kK = JEK⊙k, et 〈E⊙k, w〉 = 〈E, w〉k. On peut montrer faci-
lement par induction sur k, avec le résultat sur F⊙ G, que
〈E⊙k, w〉 = 〈E, w〉k =
∞∑
i=0
〈(ρ(E)r)k, (wr)i〉 . (3.20)
On peut donc réécrire 〈F, w〉∗ :
〈F, w〉∗ =
∞∑
k=0
〈F, w〉k =
∞∑
k=0
〈F⊙k, w〉
=
∞∑
k=0
∞∑
i=0
〈(ρ(F)r)k, (wr)i〉
=
∞∑
i=0
∞∑
k=0
〈(ρ(F)r)k, (wr)i〉
=
∞∑
i=0
〈(ρ(F)r)∗, (wr)i〉 .
(3.21)
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Ce qui nous permet d’obtenir le résultat suivant pour 〈E, w〉 :
〈E, w〉 =
(
∞∑
i=0
〈(ρ(F)r)∗, (wr)i〉
)(
∞∑
j=0
〈ρ(G), w(rw)j〉
)
=
∑
i,j∈N2
〈(ρ(F)r)∗, (wr)i〉〈ρ(G), w(rw)j〉
=
∞∑
n=0
n∑
k=0
〈(ρ(F)r)∗, (wr)n−k〉〈ρ(G), w(rw)k〉
=
∞∑
n=0
〈(ρ(F)r)∗ρ(G), w(rw)n〉
=
∞∑
n=0
〈ρ(E), w(rw)n〉 .
(3.22)
Ainsi, le lemme est prouvé pour toute expression de Hadamard.
On peut donc maintenant montrer la proposition suivante :
Proposition 15. Soit E une expression de Hadamard. On a JEK = ϕ(Jρ(E)K).
Démonstration. On a Jρ(E)K =
∑
u∈A∗
r
〈ρ(E), u〉 u, par définition de l’interpréta-
tion.
Donc
ϕ(Jρ(E)K) = ϕ

∑
u∈A∗
r
〈ρ(E), u〉 u


=
∑
w∈A∗

 ∑
u∈(wr)∗w
〈ρ(E), u〉

w
=
∑
w∈A∗
∞∑
i=0
〈ρ(E), (wr)iw〉w
=
∑
w∈A∗
〈E, w〉w
= JEK .
(3.23)
Ainsi, ρ fonctionne bien comme un inverse de ϕ, et le graphe de la Figure 3.9
est commutatif.
Caractérisons maintenant les expressions dans l’image de ρ.
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Définition 3.3. La grammaire suivante génère les expressions pré-Hadamard ,
en notant KRatExpA l’ensemble des expressions rationnelles sur l’alphabet A,
pondérées sur K :
P→ E ∈ KRatExpA | kP, k ∈ K | Pk, k ∈ K | P+ P | PrP | (Pr)∗P. (3.24)
Proposition 16. L’image par ρ des expressions rationnelles sur l’alphabet A
est l’ensemble des expressions pré-Hadamard sur Ar.
Démonstration. Soit E une expression de Hadamard. Il est immédiat par in-
duction que ρ(E) est une expression pré-Hadamard.
De plus, toute expression pré-Hadamard est image par ρ d’une expression de
Hadamard. En effet, toutes les productions de la grammaire à la définition 3.3
correspondent à un membre droit des équations (3.9) à (3.14) qui définissent ρ.
On peut donc définir un inverse pour ρ sur son image, et l’on notera cet
inverse ρ−1. Cet inverse envoie donc E, une expression pré-Hadamard sur Ar,
vers une expression de Hadamard F telle que ρ(F) = E.
Aspects algorithmiques : des expressions de Ha-
damard aux automates circulaires pondérés. . .
Nous allons désormais présenter comment adapter les algorithmes de tran-
formation d’expressions rationnelles en automates unidirectionnels au pro-
blème de tranformation d’expressions de Hadamard en automates circulaires.
On présente tout d’abord une extension générique, puis son application à des
algorithmes classiques.
Extension générique de la synthèse d’automates
Il existe de nombreux algorithmes permettant de construire, à partir d’une
expression rationnelle, un automate réalisant la même série, i.e. le comporte-
ment de l’automate et l’interprétation de l’expression désignent la même série.
À l’aide des fonctions introduites dans la section précédente, nous pou-
vons étendre un algorithme σ de transformation d’expression rationnelle en
automate unidirectionnel afin qu’il transforme une expression de Hadamard
en automate circulaire.
Théorème 3.1. Soit σ un algorithme (donc une application) convertissant
une expression rationnelle en un automate unidirectionnel équivalent.
L’application rot◦σ◦ρ envoie une expression de Hadamard sur un automate
circulaire réalisant la même série.
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KHadExpA
KRatExpAr KRatA∗r
KHadA∗
1KAutAr
RKAutA
J.K
J.K
ρ
ϕ
| · |
σ
| · |
rot 1w
Figure 3.10 – Extension d’un algorithme σ.
Démonstration. Soit E une expression de Hadamard.
| (σ(ρ(E)))r | = ϕ(|σ(ρ(E))|) par le corollaire 2
= ϕ(Jρ(E)K) par définition de σ
= JEK par la proposition 15
Le graphe de la Figure 3.10 est donc commutatif.
La complexité de la fonction rot est constante, puisqu’il ne s’agit que d’une
autre façon d’interpreter un même objet. La complexité de la transformation
d’une expression de Hadamard en une expression rationnelle est linéaire en la
taille de cette expression. Comme la complexité de la transformation σ d’une
expression rationnelle en un automate est nécessairement au moins linéaire, la
complexité de rot ◦ σ ◦ ρ est donc celle de σ.
Cependant, lorsque la complexité de la conversion est calculée en fonction
du nombre de lettres dans l’expression rationnelle, pour avoir la complexité de
la conversion expression de Hadamard - automate circulaire, il faut ajouter au
nombre de lettres de l’expression le nombre d’opérateurs de Hadamard utilisés.
Le théorème 3.1 est applicable à n’importe quel algorithme de conversion
des expressions rationnelles en automates unidirectionnels. Nous allons, dans
les sous-sections suivantes, appliquer ce théorème à trois algorithmes connus :
la dérivation, les follow, et une méthode inspirée de Thompson.
Dérivation
La dérivation des expressions rationnelles pondérées a été introduite dans
[Lombardy et Sakarovitch, 2005], et est une extension aux séries sur K de
l’algorithme d’Antimirov [Antimirov, 1996] sur les langages.
Il faut tout d’abord définir une fonction auxiliaire, introduite dans la pro-
position suivante :
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Proposition 17. Soit E une expression rationnelle. Le poids du mot vide
dans JEK, 〈E, ε〉, peut être calculé par la fonction récursive suivante, Null, qui
va des expressions rationnelles sur K dans K :
Null(0) = 0K,
Null(1) = 1K,
∀a ∈ A, Null(a) = 0K,
∀k ∈ K, Null(kF) = kNull(F),
Null(Fk) = Null(F) k,
Null(F+ G) = Null(F) + Null(G)
Null(F.G) = Null(F)Null(G),
Null(F∗) = Null(F)∗.
(3.25)
La preuve est immédiate.
La dérivée d’une expression rationnelle est une combinaison linéaire d’ex-
pressions, que l’on nommera un polynôme d’expressions. La somme formelle
dans ces polynômes sera notée ⊞, afin d’éviter la confusion avec la somme des
expressions rationnelles. De plus, on utilisera des crochets pour factoriser les
opérations qui se distribuent sur les polynômes. Ainsi, on notera [P⊞ P′].Q le
polynôme P.Q⊞ P′.Q.
Définition 3.4. La dérivée d’une expression K-rationnelle E sur A par une
lettre a est un polynôme d’expressions noté ∂
∂a
E. Il est défini inductivement
comme :
∂
∂a
0 = 0,
∂
∂a
1 = 0,
∂
∂a
(E + F) =
∂
∂a
E⊞
∂
∂a
F, ∀b ∈ A,
∂
∂a
b =
{
1 si a = b,
0 sinon,
∀k ∈ K,
∂
∂a
kE = k
∂
∂a
E, ∀k ∈ K,
∂
∂a
Ek =
[
∂
∂a
E
]
k,
∂
∂a
(EF) =
[
∂
∂a
E
]
.F⊞ Null(E)
∂
∂a
F,
∂
∂a
(E∗) = Null(E∗)
[
∂
∂a
E
]
.E∗.
(3.26)
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L’idée de la construction de l’automate des dérivées est d’associer à chacune
de ces expressions générées un état de l’automate, avec l’état initial celui associé
à l’expression originale. Entre les états F et G, il y a une transition étiquetée par
a de poids k si 〈 ∂
∂a
F,G〉 = k. Il a été montré dans [Lombardy et Sakarovitch,
2005] qu’il n’y a qu’un nombre fini d’expressions générées par l’application
successive de la dérivation à une expression, et que l’automate est donc fini.
De plus, le comportement de cet automate est l’interprétation de l’expression
d’origine.
On peut appliquer le théorème 3.1 à l’algorithme de dérivation. Appliquons-
le tout d’abord sur un exemple.
Exemple 7
On cherche un automate circulaire qui réalise la même série que E0 = ((12(a+
b))∗b(a+ b)∗)⊛ (ab)∗, une expression de Hadamard.
Calculons tout d’abord ρ(E0). En posant F1 = (12(a + b))
∗b(a + b)∗, on
a E1 = ρ(E0) = (F1r)∗(ab)∗.
On applique maintenant l’algorithme de construction d’automate à E1, une
expression rationnelle.
Les dérivées de E1 sont calculées dans le tableau 3.1.
Table 3.1 – Les expressions dérivées de E1.
Expression ∂
∂a
∂
∂b
∂
∂r
E1 = (F1r)∗(ab)∗
1
2
E2 ⊞ E4
1
2
E2 ⊞ E3 0
E2 = F1rE1
1
2
E2
1
2
E2 ⊞ E3 0
E3 = (a+ b)
∗rE1 E3 E3 E1
E4 = b(ab)
∗ 0 E5 0
E5 = (ab)
∗ E4 0 0
(3.27)
Cela nous permet de construire l’automate des dérivées de E1, en Figure 3.11.
Cet automate, interprété comme un automate circulaire, réalise une série de
Hadamard, qui est l’interprétation de E0. On peut donc le voir comme l’auto-
mate des dérivées de E0.
Pour étendre le concept de dérivation aux expressions de Hadamard, on
étend tout d’abord la définition de la fonction Null.
Expressivité des automates pondérés circulaires et boustrophédons 53
3.3. Des expressions de Hadamard aux automates circulaires pondérés. . .
E1
E2
E3
E4E5
1
2a+
1
2b
b
r
a+ b
a
1
2a+
1
2b
b
a
b
Figure 3.11 – L’automate des dérivées de E1 = ρ(E0).
Définition 3.5. Soit E une expression de Hadamard. Si E est une expression
rationnelle, alors Null(E) est définie à la définition 3.4. Sinon, on la définit
inductivement comme suit :
∀k ∈ K, Null(kE) = kNull(E),
Null(Ek) = Null(E) k,
Null(E⊙ F) = 0,
Null(E⊛ F) = Null(F),
Null(E + F) = Null(E) + Null(F).
(3.28)
Remarque 19. Cette extension de la fonction Null ne respecte pas la propriété
Null(E) = 〈E, ε〉. Cependant, on a Null(E) = Null(ρ(E)) = 〈ρ(E), ε〉, qui est
l’égalité dont on aura besoin.
On peut désormais étendre la dérivation aux expressions de Hadamard.
Définition 3.6. Pour toute lettre a de A, la dérivée d’une expression de Hada-
mard est inductivement définie comme suit : si E est une expression rationnelle,
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alors la dérivée est définie à la définition 3.4. Sinon :
∀k ∈ K,
∂
∂a
kE = k
∂
∂a
E,
∂
∂a
Ek =
[
∂
∂a
E
]
k,
∂
∂a
(E+ F) =
∂
∂a
E⊞
∂
∂a
F,
∂
∂a
(E⊙ F) =
[
∂
∂a
E
]
⊙ F,
∂
∂a
(E⊛ F) =
[
∂
∂a
E
]
⊙ (E⊛ F)⊞
∂
∂a
F.
(3.29)
De plus, il nous faut définir un nouvel opérateur de dérivation pour le
produit de Hadamard.
Si E est une expression rationnelle, alors ∂
∂⊙E = 0. Sinon,
∂
∂⊙
(kE) = k
∂
∂⊙
E,
∂
∂⊙
(Ek) =
[
∂
∂⊙
E
]
k,
∂
∂⊙
(E + F) =
∂
∂⊙
E⊞
∂
∂⊙
F,
∂
∂⊙
(E⊙ F) = Null(E) F⊞
[
∂
∂⊙
E
]
⊙ F,
∂
∂⊙
(E⊛ F) =
[
∂
∂⊙
E
]
⊙ (E⊛ F)⊞ Null(E) (E⊛ F)⊞
∂
∂⊙
F.
(3.30)
Ce résultat vient du théorème 3.1 et de la proposition suivante.
Proposition 18. Soit E une expression de Hadamard. Alors, en étendant
naturellement ρ−1 aux polynômes d’expressions, on a les égalités suivantes :
Null(E) = Null(ρ(E)), (3.31)
∀a ∈ A,
∂
∂a
E = ρ−1
(
∂
∂a
ρ(E)
)
, (3.32)
∂
∂⊙
E = ρ−1
(
∂
∂r
ρ(E)
)
. (3.33)
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Démonstration. Cette proposition se prouve par induction sur E.
Si E est une expression rationnelle, alors ρ(E) = ρ−1(E) = E, et on a
bien ∂
∂r
E = ∂
∂⊙E = 0. Sinon, soient deux expressions de Hadamard F et G
vérifiant la proposition :
• E = F⊙ G. On a Null(ρ(E)) = Null(ρ(F))Null(r)Null(ρ(G)) = 0 = Null(E),
et :
∂
∂a
(F⊙ G) =
[
∂
∂a
F
]
⊙ G =
[
ρ−1
( ∂
∂a
ρ(F)
)]
⊙ G
= ρ−1
([
∂
∂a
ρ(F)
]
rρ(G)
)
= ρ−1
(
∂
∂a
(
ρ(F)rρ(G)
))
= ρ−1
(
∂
∂a
ρ(E)
)
.
(3.34)
On a également pour la dérivée par rapport au produit de Hadamard :
∂
∂⊙
(F⊙ G) = Null(F)G⊞
[
∂
∂⊙
F
]
⊙ G
= Null(ρ(F))G⊞
[
ρ−1
( ∂
∂r
ρ(F)
)]
⊙ G
= ρ−1
(
Null(ρ(F))ρ(G)⊞
[
∂
∂r
ρ(F)
]
rρ(G)
)
= ρ−1
([[ ∂
∂r
ρ(F)
]
r⊞ Null(ρ(F))
∂
∂r
r
]
ρ(G)
)
= ρ−1
([
∂
∂r
(
ρ(F)r
)]
ρ(G)
)
= ρ−1
(
∂
∂r
ρ(E)
)
.
(3.35)
• E = F ⊛ G. On a Null(ρ(E)) = (Null(ρ(F))Null(r))∗Null(G) = Null(G) =
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Null(E), et :
∂
∂a
(F⊛ G) =
[
∂
∂a
F
]
⊙ (F⊛ G)⊞
∂
∂a
G
= ρ−1
([
∂
∂a
ρ(F)
]
r(ρ(F)r)∗ρ(G)
)
⊞
∂
∂a
G
= ρ−1
(
(Null(ρ(F)r))∗
[
∂
∂a
(
ρ(F)r
)]
(ρ(F)r)∗ρ(G)
)
⊞
∂
∂a
G
= ρ−1
([
∂
∂a
(ρ(F)r)∗
]
ρ(G)⊞ Null((ρ(F)r)∗)
∂
∂a
ρ(G)
)
= ρ−1
(
∂
∂a
(
(ρ(F)r)∗ρ(G)
))
= ρ−1
(
∂
∂a
ρ(E)
)
.
(3.36)
Quant à la dérivée par rapport au produit de Hadamard, elle vaut :
∂
∂⊙
(F⊛ G) =
[
∂
∂⊙
F
]
⊙ E⊞ Null(F)E⊞
∂
∂⊙
(G)
= ρ−1
([
∂
∂r
ρ(F)
]
rρ(E)
)
⊞ ρ−1
(
Null(ρ(F))
∂
∂r
rρ(E)
)
⊞
∂
∂⊙
(G)
= ρ−1
([[ ∂
∂r
ρ(F)
]
r⊞ Null(ρ(F))
∂
∂r
r
]
ρ(E)
)
⊞
∂
∂⊙
(G)
= ρ−1
([
∂
∂r
(
ρ(F)r
)]
ρ(E)
)
⊞
∂
∂⊙
(G)
= ρ−1
((
Null(ρ(F)r)
)∗ [ ∂
∂r
(
ρ(F)r
)]
(ρ(F)r)∗ρ(G)⊞
∂
∂r
ρ(G)
)
= ρ−1
([
∂
∂r
(
ρ(F)r
)∗]
ρ(G)⊞ Null
(
(ρ(F)r)∗
) ∂
∂r
ρ(G)
)
= ρ−1
(
∂
∂r
(
(ρ(F)r)∗ρ(G)
))
= ρ−1
(
∂
∂r
ρ(E)
)
.
(3.37)
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Ainsi, on a pu étendre aux expressions de Hadamard l’algorithme des dé-
rivées, afin d’obtenir un automate circulaire équivalent.
Automate des follow
La définition pour les expressions rationnelles et construisant l’automate
des follow se trouve dans [Ilie et Yu, 2003].
Il est appelé ainsi parce qu’il repose sur le calcul d’une fonction qui, étant
donnée une expression et une lettre de cette expression, calcule les lettres qui
peuvent la suivre — follow en anglais — dans l’expression. À chaque lettre,
ou plutôt à chaque position de lettre dans l’expression, correspondra un état,
et la fonction follow donnera les transitions sortantes.
Plus précisément, on considère, pour une expression rationnelle E, la liste
des occurences des lettres. Chacune de ces occurences est appellée position, et
l’ensemble de ces positions est noté pos(E).
Pour définir l’automate des follow, nous aurons besoin de quatre fonctions :
Null, des expressions vers K, définie plus haut(cf. définition 3.6), First, Follow,
et Last, des expressions dans les combinaisons linéaires — formelles — de posi-
tions. La fonction Follow a de plus une position en argument. On notera 〈L, p〉
le coefficient d’une position p dans une combinaison linéaire de positions L.
Ces fonctions sont définies comme suit, avec a une lettre de A :
First(a) = position de a,
First(0)= First(1) = 0K,
First(F+ G)= First(F)⊞ First(G),
First(FG) = First(F)⊞ Null(F)First(G),
∀k ∈ K, First(kF) = k First(F),
First(Fk) = First(F),
First(F∗)= (Null(F))∗First(F),
(3.38)
Last(0) = Last(1) = 0K,
Last(a) = position de a,
Last(F+ G) = Last(F)⊞ Last(G),
Last(FG) = Last(G)⊞ Last(F)Null(G),
∀k ∈ K, Last(kF) = Last(F),
Last(Fk) = Last(F) k,
Last(F∗) = Last(F)(Null(F))∗,
(3.39)
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Follow(0, p) = Follow(1, p) = Follow(a, p) = 0K,
∀k ∈ K, Follow(kF, p) = Follow(Fk, p) = Follow(F, p),
Follow(F+ G, p) =
{
Follow(F, p) si p ∈ pos(F),
Follow(G, p) si p ∈ pos(G),
Follow(FG, p) =
{
Follow(F, p)⊞ 〈Last(F), p〉First(G), si p ∈ pos(F),
Follow(G, p) si p ∈ pos(G),
Follow(F∗, p) = Follow(F, p) ⊞ 〈Last(F), p〉(Null(F))∗First(F).
(3.40)
On rajoute de plus une position i0, la position initiale, à pos(E), telle que
Follow(E, i0) = First(E) et 〈Last(E), i0〉 = Null(E).
On définit maintenant l’automate des positions, qui nous servira à définir
l’automate des follow :
Définition 3.7. On appelle automate des positions de l’expression ration-
nelle E l’automate (Q,E, I, T ) suivant :
• Q est l’ensemble des positions de E,
• E(p, a, q) = 〈Follow(E, p), q〉 si la lettre à la position q est un a,
• I est la fonction caractéristique de i0,
• T (p) = Last(p).
On peut réduire la taille de cet automate en en prenant un quotient : c’est
la définition suivante.
Définition 3.8. L’automate des follow de l’expression rationnelle E est un
quotient de l’automate des positions de E : si Follow(E, p) = Follow(E, q)
et 〈Last(E), p〉 = 〈Last(E), q〉, alors on fusionne les états p et q.
L’automate des positions est ainsi un revêtement de l’automate des follow.
Exemple 8
On considère l’expression E1 définie dans l’exemple 7. C’est une expression
rationnelle, avec 8 positions.
Par souci de simplicité, on ajoute des indices aux lettres, pour repérer les
positions : E1 = ((12(a1 + b2))
∗b3(a4 + b5)
∗r6)∗(a7b8)∗
Les fonctions Follow et Last calculées dans le tableau 3.2 induisent une
relation d’équivalence sur les positions : {{i0, 6}, {1, 2}, {3, 4, 5}, {7}, {8}} ; on
peut donc construire l’automate des follow de E1, en Figure 3.12.
Cet automate, interprété comme un automate circulaire, réalise JE0K.
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position Follow(E1, pos) 〈Last(E1), pos〉
i0
1
2
1⊞ 1
2
2⊞ 3⊞ 7 1
1 (a) 1
2
1⊞ 1
2
2⊞ 3 0
2 (b) 1
2
1⊞ 1
2
2⊞ 3 0
3 (b) 4⊞ 5⊞ 6 0
4 (a) 4⊞ 5⊞ 6 0
5 (b) 4⊞ 5⊞ 6 0
6 (r) 1
2
1⊞ 1
2
2⊞ 3⊞ 7 1
7 (a) 8 0
8 (b) 7 1
(3.41)
Table 3.2 – Les fonctions Follow et Last de l’expression E1.
Pour étendre le concept de l’automate des follow aux automates circulaires,
il faut étendre la définition des fonctions qu’il utilise.
Définition 3.9. On étend la définition des équations (3.38) à (3.40) aux ex-
pressions de Hadamard, où l’on considère les positions non plus uniquement
des lettres, mais des lettres et des opérateurs de Hadamard. On notera ⊙i pour
indiquer que l’opérateur est en position i.
First(F⊙i G) = First(F)⊞ Null(F) i,
First(F⊛i G) = First(F)⊞ Null(F) i⊞ First(G),
(3.42)
Last(F⊙i G) = Last(G)⊞ Null(G) i,
Last(F⊛i G) = Last(G)⊞ Null(G) i,
(3.43)
Follow(F⊙i G, p) =


Follow(F, p)⊞ 〈Last(F), p〉 i si p ∈ pos(F),
First(G) si p = i,
Follow(G, p) si p ∈ pos(G),
Follow(F⊛i G, p) =


Follow(F, p)⊞ 〈Last(F), p〉 i si p ∈ pos(F),
First(F⊛i G) si p = i,
Follow(G, p) si p ∈ pos(G),
(3.44)
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78 i0, 6
1, 2
3, 4, 5
1
2a+
1
2b
b
r
a+ b
a
1
2a+
1
2b
b
a
b
Figure 3.12 – L’automate des follow de E1 = ρ(E0).
Exemple 9
Les positions de E0 sont indiquées dans le tableau (3.45) suivant :
E0 = ((
1
2
( a + b ))∗ b ( a + b )∗) ⊛ ( a b )∗
position 1 2 3 4 5 6 7 8
(3.45)
Comme à chaque utilisation d’un opérateur de Hadamard dans E corres-
pond un r dans ρ(E), il y a une bijection naturelle entre les positions de E et
celles de ρ(E).
La proposition suivante montre la correction de la définition 3.9 :
Proposition 19. Pour toute expression de Hadamard E on a :
First(E) = First(ρ(E)), (3.46)
Last(E) = Last(ρ(E)), (3.47)
∀p ∈ pos(E), Follow(E, p) = Follow(ρ(E), p). (3.48)
Démonstration. La preuve est par induction sur E. Nous montrons l’equation
sur Follow, la preuve pour First et Last s’effectuant de la même manière.
Il est immédiat qu’elle est vérifiée pour E si c’est une expression rationnelle,
ou pour E de la forme kF, Fk ou F+G, avec k dans K, et F et G des expressions
vérifiant la propriété.
Supposons maintenant que E = F⊙i G.
On a, pour tout p dans pos(F),
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Follow(ρ(E), p) = Follow(ρ(F)riρ(G), p),
= Follow(ρ(F), p)⊞ 〈Last(ρ(F)), p〉First(riρ(G)),
= Follow(F, p)⊞ 〈Last(F), p〉i,
= Follow(F⊙i G, p).
On a également
Follow(ρ(E), i) = Follow(ρ(F)riρ(G), i),
= 〈Last(ri), i〉First(ρ(G)),
= First(G),
= Follow(F⊙i G, i).
Et pour tout p dans pos(G),
Follow(ρ(E), p) = Follow(ρ(G), p),
= Follow(G, p),
= Follow(F⊙i G, p).
Ainsi, pour tout p ∈ pos(E), on a Follow(ρ(E), p) = Follow(E, p). On procède
de la même manière avec E = F⊛i G.
Pour tout p dans pos(F) :
Follow(ρ(E), p) = Follow((ρ(F)ri)
∗ρ(G), p),
= Follow((ρ(F)ri)
∗, p)⊞ 〈Last((ρ(F)ri)
∗), p〉First(ρ(G)),
= Follow(ρ(F)ri, p)
= Follow(ρ(F), p)⊞ 〈Last(ρ(F)), p〉i,
= Follow(F, p)⊞ 〈Last(F), p〉i,
= Follow(F⊛i G, p).
De même, avec p = i, on a :
Follow(ρ(E), i) = Follow((ρ(F)ri)
∗ρ(G), i),
= Follow((ρ(F)ri)
∗, i)⊞ 〈Last((ρ(F)ri)
∗), i〉First(ρ(G)),
= Follow(ρ(F)ri, i)⊞ 〈Last(ρ(F)ri), i〉First(ρ(F)ri)
⊞ 〈Last(ρ(F)ri), i〉First(G),
= 〈Last(ri), i〉 (First(ρ(F))⊞ Null(ρ(F))First(ri))⊞ First(G),
= First(F)⊞ Null(F)i⊞ First(G),
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= First(F⊛i G),
= Follow(F⊛i G, p).
Et pour tout p dans pos(G),
Follow(ρ(E), p) = Follow((ρ(F)ri)
∗ρ(G), p),
= Follow(ρ(G), p)⊞ 〈Last((ρ(F)ri)
∗), p〉First(ρ(G)),
= Follow(G, p)
= Follow(F⊛i G, p)
Ainsi, Follow(ρ(E), p) = Follow(E, p).
Automate Thompson-like
Les définitions d’automates permettent parfois d’étiqueter une transition
avec ε. Un algorithme de conversion utilise de manière extensive de telles tran-
sitions : il s’agit de la construction de Thompson [Thompson, 1968]. On étudie
ici une variante de cet algorithme, inspirée par la ZPC-structure de [Ziadi
et al., 1997], basée sur son extension aux multiplicités dans [Champarnaud
et al., 2003].
Informellement, pour une expression rationnelle E, et similairement à l’au-
tomate de Thompson classique, l’automate a un unique état initial de poids 1,
et un état final t de poids 1, distinct de i. De plus, i n’a pas de transition
rentrante, t n’a pas de transition sortante, et si un état possède deux tran-
sitions entrantes ou deux transitions sortantes distinctes, ces transitions sont
étiquetées par ε.
Cependant, contrairement à la construction classique, i peut être final, et il
n’y a pas d’ε-transition de i à t : le poids final de i est donc le poids de ε dans E.
L’état i est le seul état différent de t qui peut être final. Cette construction
garantit l’absence de circuit d’ε-transitions, contrairement à la construction
usuelle.
On pose dans un souci de concision χE la fonction caractéristique de l’en-
semble E, c’est-à-dire la fonction qui à x associe 1 si x est dans E, et 0 sinon.
La définition formelle est récursive :
Définition 3.10. L’automate Thompson-like (Q,E, I, T ) de l’expression ra-
tionnelle F, noté T (F), est défini récursivement. On pose a une lettre, F1 et F2
deux expressions rationnelles, T (F1) = (Q1, E1, χi1 , T1), d’états finaux t1 de
poids 1, et i1 de poids c1, T (F2) = (Q2, E2, χi2 , T2) d’états finaux t2 de poids 1,
et i2 de poids c2. a Voici maintenant la définition récursive de cet automate.
Pour tous les cas, on a I = χ{i} ; ensuite :
• F = 0
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– Q = {i, t}
– E = ∅
– T = χ{t}
i t
Figure 3.13 – L’automate
Thompson-like de 0.
• F = 1
– Q = {i, t}
– E = ∅
– T = χ{i,t}
i t
Figure 3.14 – L’automate
Thompson-like de 1.
• F = a
– Q = {i, t}
– E(i, a, t) = 1
– T = χ{t}
i t
a
Figure 3.15 – L’automate
Thompson-like de a.
• F = kF1
– Q = {i} ∪Q1
– E(i, ε, i1) = k
– E(p, a, q) =
{
E1(p, a, q) si p, q ∈ Q1,
0 sinon.
– T (t1) = 1, T (i) = kc1, et pour tout p ∈ Q \ {i, t1}, T (p) = 0.
T (F1)i i1 t1
kc1
ε|k
Figure 3.16 – L’automate Thompson-like de kF1.
• F = F1k
Ici, on a i1 = i.
– Q = {t} ∪Q1
– E(t1, ε, t) = k
– E(p, a, q) =
{
E1(p, a, q) si p, q ∈ Q1
0 sinon
64 L.-M. Dando
3. Automates circulaires sur les semi-anneaux rationnellement additifs
– T (i1) = c1k, T (t) = 1, et pour tout p ∈ Q \ {i1, t}, T (p) = 0.
T (F1) ti1 t1
c1k
ε|k
Figure 3.17 – L’automate Thompson-like de F1k.
• F = F1F2
– Q = {i, t} ∪Q1 ∪Q2
– E(i, ε, i2) = c1
– E(t1, ε, t) = c2
– E(i, ε, i1) = E(t1, ε, i2) = E(t2, ε, t) = 1
– E(p, a, q) =


E1(p, a, q) si p, q ∈ Q1,
E2(p, a, q) si p, q ∈ Q2,
0 sinon
– T (i) = c1c2, T (t) = 1, et pour tout p ∈ Q \ {i, t}, T (p) = 0.
T (F1)
T (F2)
i t
i1 t1
i2 t2
c1c2
ε
ε
ε
ε|c1
ε|c2
Figure 3.18 – L’automate Thompson-like de F1F2.
• F = F∗1
– Q = {i, t} ∪Q1
– E(i, ε, i1) = E(t1, ε, i1) = E(t1, ε, t) = c∗1
– E(p, a, q) =
{
E1(p, a, q) si p, q ∈ Q1,
0 sinon
– T (i) = c∗1, T (t) = 1, et pour tout p ∈ Q \ {i, t}, T (p) = 0.
T (F1)i ti1 t1
c∗1
ε|c∗1 ε|c
∗
1
ε|c∗1
Figure 3.19 – L’automate Thompson-like de F∗1.
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En utilisant le théorème 3.1, on peut étendre cette définition aux expres-
sions de Hadamard :
Définition 3.11. L’automate Thompson-like (Q,E,R, I, T ) de l’expression de
Hadamard F, noté T (F), est défini récursivement. On pose a une lettre, F1 et F2
deux expressions de Hadamard, T (F1) = (Q1, E1, χi1, T1), d’états finaux t1 de
poids 1, et i1 de poids c1, T (F2) = (Q2, E2, χi2 , T2) d’états finaux t2 de poids 1,
et i2 de poids c2. Voici maintenant la définition récursive de cet automate.
Pour tous les cas, on a I = χ{i} ; ensuite :
• F est une expression rationnelle :
T (F) est défini à la définition 3.10.
• F = F1 ⊙ F2
– Q = {i, t, ir, tr} ∪Q1 ∪Q2
– E(i, ε, i1) = E(t1, ε, ir) = E(tr, ε, i2) = E(t2, ε, t) = 1
– E(i, ε, ir) = c1
– E(tr, ε, t) = c2
– E(p, a, q) =


E1(p, a, q) si p, q ∈ Q1,
E2(p, a, q) si p, q ∈ Q2,
0 sinon
– R(ir, tr) = 1
– R(p, q) =


R1(p, q) si p, q ∈ Q1,
R2(p, q) si p, q ∈ Q2,
0 sinon
– T = χ{t}
T (F1) T (F2)
i t
i1 t1 i2 t2
ir tr
ε ε
r
ε ε
ε|c1 ε|c2
Figure 3.20 – L’automate Thompson-like de F1 ⊙ F2.
• F = F1 ⊛ F2
– Q = {i, t, ir, tr, p1, p2} ∪Q1 ∪Q2
– E(i, ε, p1) = E(i, ε, i2) = E(tr, ε, p1) = E(tr, ε, p2) = E(p1, ε, i1) =
E(p2, ε, i2) = E(t1, ε, ir) = E(t2, ε, t) = 1
– E(p1, ε, ir) = c1
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– E(p2, ε, t) = c2
– E(p, a, q) =
{
E1(p, a, q) si p, q ∈ Q1,
E2(p, a, q) si p, q ∈ Q2,
– R(ir, tr) = 1
– R(p, q) =
{
R1(p, q) si p, q ∈ Q1,
R2(p, q) si p, q ∈ Q2,
– T (t) = 1, T (i) = c2, et pour tout p ∈ Q \ {i, t}, T (p) = 0.
T (F1)
T (F2)
i
i1 t1
ir
tr
i2 t2
t
c2
ε
ε
ε
ε|c1
ε
r
ε
ε
ε|c2
ε ε
Figure 3.21 – L’automate Thompson-like de F1 ⊛ F2.
Ces automates sont bien ceux que l’on aurait obtenus en appliquant la
transformation aux expressions ρ(F1 ⊙ F2) et ρ(F1 ⊛ F2). On peut donc trans-
former une expression de Hadamard en un automate circulaire. On cherche
maintenant à effectuer la transformation dans l’autre sens.
. . . Et vice-versa
Pour effectuer la transformation inverse, à savoir transformer un automate
circulaire en expression de Hadamard, on adopte la même philosophie : on
considère l’automate comme un automate unidirectionnel sur un alphabet
étendu, on applique un algorithme qui transforme les automates unidirection-
nels en expressions rationnelles sur cet alphabet, et on transforme ces expres-
sions rationnelles en expressions de Hadamard.
Pour cette dernière étape, on veut utiliser ρ−1. Or l’image de ρ est un sous-
ensemble des expressions rationnelles : il s’agit des expressions pré-Hadamard
de la définition 3.3.
On souhaite donc s’assurer que l’algorithme utilisé ne produise que des
expressions pré-Hadamard, et obtenir le théorème suivant :
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Théorème 3.2. Soit τ un algorithme (donc une application) convertissant un
automate unidirectionnel en une expression pré-Hadamard équivalente. L’ap-
plication ρ−1 ◦ τ ◦ 1w envoie un automate circulaire sur une expression pré-
Hadamard réalisant la même série.
Nous allons ici appliquer ce théorème avec l’algorithme d’élimination d’états,
dont on va détailler le principe.
On convertit tout d’abord l’automate A = (Q,E, I, T ) en un graphe simple
orienté, dont on étiquette les arcs par des expressions rationnelles :
• Ses sommets sont les états de l’automate, plus deux nouveaux som-
mets, i0 et t0.
• Pour chaque transition (p, a, q) de poids k non nul, l’arc (p, q) existe et
est étiqueté par ka. S’il y a plusieurs transitions de p à q, l’étiquette de
l’arc (p, q) est la somme des kiai, avec la transition (p, ai, q) de poids ki
non nul.
• Si l’état p est initial de poids k, l’arc (i0, p) est étiqueté par k.
• Si l’état q est final de poids k, l’arc (q, t0) est étiqueté par k.
Ensuite, l’idée est d’éliminer un par un chacun des sommets différents de i0
et de t0, jusqu’à ce qu’il ne reste que ces deux sommets : tant qu’il reste un
sommet p différent de i0 et de t0, pour toute paire de sommets q, r tels que
q est un prédécesseur de p et r un successeur, on met à jour l’étiquette de
l’arc (q, r) d’après le processus décrit en Figure 3.22. On supprime ensuite le
sommet p.
q p r
E G
F
H
7−→ q r
E.F ∗.G+H
Figure 3.22 – Processus d’élimination de l’état p.
Lorsque l’on a éliminé tous les sommets sauf i0 et t0, on retourne l’éti-
quette de l’arc (i0, t0), qui est une expression rationnelle sur Ar, dont l’in-
terprétation est la même série que le comportement de A. La forme de cette
expression dépend fortement de l’ordre choisi pour éliminer les états. Mais une
élimination quelconque ne nous permet pas toujours d’obtenir une expression
pré-Hadamard.
Exemple 10
L’élimination d’états, sur l’automate de la Figure 3.23, donne soit ε + b(a +
(1
2
r + a)b)∗(1
2
r + a), soit (ba∗(1
2
r + a))∗. Aucune de ces expressions n’est une
expression pré-Hadamard.
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p q
b
r| 12 , a
a
Figure 3.23 – Un automate unidirectionnel sur Ar.
Pour assurer l’obtention d’une expression pré-Hadamard, il nous faut tra-
vailler avec des automates spéciaux : les automates r-locaux. Après leur défi-
nition, nous montrons que tout automate unidirectionnel peut être transformé
en un automate équivalent r-local, et enfin nous appliquons l’algorithme à un
automate r-local.
Automate r-local
Définition 3.12. Un automate unidirectionnel sur l’alphabet Ar est dit r-
local s’il existe une partition {Q1, Q2} de l’ensemble des états Q telle qu’il n’y
ait aucun état initial dans Q2, et que l’étiquette d’une transition soit r si et
seulement si la destination de cette transition est dans Q2.
Cette propriété ne restreint pas l’expressivité des automates. En effet, on
a la proposition suivante :
Proposition 20. Tout automate unidirectionnel sur l’alphabet Ar admet un
revêtement r-local.
Démonstration. Soit A = (S, F, J, U) un automate unidirectionnel sur l’alpha-
bet Ar. On pose B = (Q,E, I, T ) un automate unidirectionnel sur l’alphabet Ar
tel que Q = Q1 ∪ Q2, avec Q1 et Q2 deux copies de S : la copie dans Q1 de
l’état p de S sera nommée p1, et p2 celle dans Q2. De plus, pour tout p, q dans S
et i dans {1, 2}, on pose :
I(p1) = J(p), I(p2) = 0, T (pi) = U(p),
∀a ∈ A, E(pi, a, q1) = F (p, a, q),
∀a ∈ A, E(pi, a, q2) = 0,
E(pi, r, q2) = F (p, r, q),
E(pi, r, q1) = 0.
Cette construction est illustrée dans la Figure 3.24.
L’automate B est bien un revêtement de A, avec la fonction de revêtement
qui envoie p1 et p2 sur p. Il est de plus immédiat que B est r-local.
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(a) Un automate unidirectionnel A.
Q
a, r
(b) Un revêtement r-local de A.
r
a
a
r
Q1
Q2
Figure 3.24 – Schéma de la construction de B r-local.
Élimination d’états dans un automate r-local
Appliquons donc maintenant l’algorithme d’élimination d’états sur un au-
tomate r-local, afin d’obtenir des expressions pré-Hadamard.
Dans cet algorithme, l’ordre d’élimination des sommets joue un rôle impor-
tant dans la forme du résultat : on présente ici une variante de l’algorithme
qui nous permet d’obtenir des expressions pré-Hadamard.
Elle se déroule comme suit : on élimine tout d’abord les états dont les
transitions entrantes sont différentes de r. De plus, à chaque nouvelle expression
créée par l’algorithme, on applique les règles de réécriture suivantes, afin de
toujours manipuler des expressions pré-Hadamard :
Er+ Fr→ (E+ F)r
E(kr)→ (Ek)r
k(Er)→ (kE)r
E(Fr)→ (EF)r.
(3.49)
On a donc la proposition suivante :
Proposition 21. La sortie de la variante de l’algorithme d’élimination d’états
appliqué à un automate r-local A est une expression pré-Hadamard EA telle
que JEAK = |A|.
Démonstration. Ni l’ordre d’élimination des états ni les diverses règles de ré-
écriture ne changent l’interprétation de l’expression obtenue. Celle-ci est donc
bien égale au comportement de l’automate.
Assurons-nous donc que l’on obtient bien une expression pré-Hadamard.
Soit A = (Q1 ∪ Q2, E, I, T ) un automate r-local, avec Q1 et Q2 la partition
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des états témoignant de la r-localité de l’automate. On notera R l’ensemble
des sommets restant après chaque élimination.
On peut séparer l’application de l’algorithme en deux étapes : supprimer
les états de Q1 en premier, puis ceux de Q2 ensuite.
Les propriétés suivantes sont des invariants lors de la première étape, pour
tout p ∈ R :
∀q1 ∈ R \Q2, p
E
−→ q1 =⇒ E est une expression rationnelle,
∀q2 ∈ Q2, p
E
−→ q2 =⇒ E = Fr avec F une expression rationnelle.
En effet, les deux propositions sont vraies au début par définition de l’au-
tomate. Si l’on supprime un état entre p et q1, comme il s’agit nécessairement
d’un état de Q1, alors les expressions E, F, G, et H de la Figure 3.22 sont toutes
rationnelles, et également EF∗G + H. S’il s’agit d’un état entre p et q2, alors
grâce aux réécritures de l’équation (3.49), on obtient une expression rationnelle
suivie de r.
Lors de la deuxième étape, les propriétés suivantes sont invariantes, pour
tout p ∈ R :
∀q2 ∈ Q2 ∩R, p
E
−→ q2 =⇒ E = Fr avec F une expression pré-Hadamard,
p
E
−→ t0 =⇒ E est une expression pré-Hadamard.
À la fin de l’algorithme, l’étiquette de l’arc (i0, t0) est bien une expression
pré-Hadamard.
Ainsi, nous disposons d’un algorithme τ vérifiant l’hypothèse du théo-
rème 3.2 : en l’appliquant, nous obtenons un algorithme transformant un au-
tomate circulaire en une expression de Hadamard.
Proposition 22. Soit A un automate circulaire et E l’expression pré-Hadamard
obtenue en appliquant la variante de l’élimination d’états sur un revêtement
r-local de 1wA. Alors ρ−1(E) est une expression de Hadamard, et
Jρ−1(E)K = |A|.
Extension à Q, R et C
On s’intéresse dorénavant à des semi-anneaux qui, bien que non rationnel-
lement additifs, présentent des propriétés intéressantes, et qui sont usuels : Q,
R et C.
Le but de cette section est de montrer que la clôture des séries rationnelles
par le quotient de Hadamard est l’ensemble des séries de Hadamard, ainsi que
d’étudier quelques problèmes de décision sur la validité des modèles.
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On peut tout d’abord remarquer que Q+ ∪ {∞} et R+ ∪ {∞} sont des
semi-anneaux rationnellement additifs, avec pour tout x ≥ 1, x∗ = ∞. On
rappelle que dans ces semi-anneaux, ∀x tel que x < 1, on a x∗ = 1
1−x .
Ainsi, on a le résultat suivant :
Proposition 23. Soit s une série réalisée par un Q-automate circulaire valide.
Alors s est une série de Hadamard sur Q.
Démonstration. Par la proposition 9, on a s+ et s− deux séries, chacune réa-
lisable par un Q+-automate positif valide, telles que s = s+ − s−. Comme
Q+ ∪ {∞} est rationnellement additif, par la proposition 12, ces deux séries
sont des séries de Hadamard sur Q+. De plus, comme l’automate réalisant s
est valide, ∞ n’est le poids d’aucun mot. Ainsi, s est une série de Hadamard
sur Q.
Les séries sur C
Pour étudier les séries sur C, décrites par des expressions rationnelles ou
de Hadamard, considérons tout d’abord une nouvelle opération sur les séries :
le quotient de Hadamard.
Définition 3.13. Une série t sur C est dite à support plein si son support ne
s’annule jamais : ∀w ∈ A∗, 〈t, w〉 6= 0.
On peut définir pour une telle série son inverse de Hadamard : il s’agit de
la série notée t -1© :
∀w ∈ A∗, 〈t -1©, w〉 =
1
〈t, w〉
.
Comme t est à support plein, t -1© est bien définie, et est l’inverse de t pour
le produit de Hadamard. On peut maintenant définir le quotient de Hadamard
de deux séries s et t sur C, noté
s
⊙
t
, avec t une série à support plein : c’est la
série telle que
∀w ∈ A∗, 〈
s
⊙
t
, w〉 = 〈s⊙ t -1©, w〉 =
〈s, w〉
〈t, w〉
.
Problèmes de clôture
On s’intéresse maintenant au comportement des classes de séries définies
auparavant vis-à-vis de l’application des différents opérateurs.
Proposition 24 ([Schützenberger, 1962]). Dans un semi-anneau commutatif,
le produit de Hadamard de deux séries rationnelles est une série rationnelle.
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L’idée de la preuve constructive de [Schützenberger, 1962] est d’effectuer
le produit direct des automates, et de prouver que ce produit réalise bien le
produit de Hadamard des séries réalisées par les deux automates initiaux.
Corollaire 4. La puissance ie`me pour le produit de Hadamard d’une série
rationnelle est encore une série rationnelle.
Ce n’est pas nécessairement le cas de l’étoile de Hadamard. En effet :
Proposition 25. Il existe des séries de Hadamard qui ne sont pas rationnelles.
Démonstration. Soit s la série rationnelle décrite par l’expression
(
a
2
)∗ a
2
(
a
2
)∗
.
On a donc pour tout entier k, 〈s, ak〉 = k
2k
, et 〈s⊛, ak〉 = 2
k
k−2k
.
Les coefficients d’une série rationnelle sur une variable vérifient une relation
récurrente linéaire (cf. par exemple [Berstel et Reutenauer, 2010]). Ce n’est pas
le cas pour s⊛ : elle n’est donc pas rationnelle.
Lemme 3. Dans un semi-anneau commutatif, toute série de Hadamard peut
s’exprimer comme le quotient de Hadamard de deux séries rationnelles.
Démonstration. Soit s une série de Hadamard. Montrons le résultat par in-
duction sur s.
• s est rationnelle. Alors s =
s
⊙
A∗
• s = kt ou s = tk, avec t =
p
⊙
q
. Alors on a s =
kp
⊙
q
ou s =
pk
⊙
q
, selon
le cas.
• s = t⊙ t′, avec t =
p
⊙
q
et t′ =
p′
⊙
q′
. On a s =
p⊙ p′
⊙
q ⊙ q′
, qui sont toutes
deux rationnelles, grace à la proposition 24.
• s = t⊛, avec t =
p
⊙
q
. Comme l’étoile de Hadamard de t est définie, pour
tout mot w, on a 〈p, w〉 < |〈q, w〉|. En particulier, on a 〈q − p, w〉 6= 0.
De plus, la série q − p est naturellement rationnelle. Ainsi,
1
⊙
q − p
est
bien définie, et on a s =
q
⊙
q − p
.
On souhaite également montrer que le quotient de Hadamard de deux séries
rationnelles est une série de Hadamard. Pour cela, nous avons besoin de la série
Geom(λ), qui à tout mot w associe 1
λ|w|+1
, ainsi que du lemme suivants :
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Lemme 4. Soit t une série Q-rationnelle telle que pour tout mot w, on
ait 〈t, w〉 > 0 1. Alors il existe un nombre rationnel positif λ tel que la sé-
rie t′ = A∗− t⊙Geom(λ) est une série Q+-rationnelle, dont chaque coefficient
est dans [0; 1[.
Démonstration. La série t est rationnelle, il existe donc un automate unidirec-
tionnel la réalisant. Par le lemme 1, on peut supposer cet automate standard
(un seul état initial de poids 1) et positif (toutes les transitions ont un poids
positif).
Soit A = (Q,E, χi 2, T ) cet automate, avec i ∈ Q le seul état initial.
Posons M = max(maxp,a
∑
q E(p, a, q),maxp T (p)) et λ = 1/M .
On définit B = (Q ∪ {⊥}, E ′, χi, T ′), avec ⊥ un nouvel état, tel que pour
tout p, q de Q ∪ {⊥} et pour toute lettre a,
E ′(p, a, q) =


E(p, a, q).λ si p, q ∈ Q,
1−
∑
r∈Q
E(p, a, r).λ si p ∈ Q et q = ⊥,
1 si p = q = ⊥,
0 sinon.
(3.50)
En fonction de T ′, l’automate B peut réaliser différentes séries :
1. T ′(p) = T (p).λ pour tout p de Q et T ′(⊥) = 0.
Dans ce cas, il y a une bijection naturelle entre les chemins de B et ceux
de A. Le poids de chaque chemin d’étiquette w dans B est égal au poids
du chemin correspondant dans A, multiplié par λ|w|+1.
Ainsi, 〈B, w〉 = 〈t, w〉.λ|w|+1.
2. T ′(p) = 1 pour tout p de Q ∪ {⊥} ;
Pour toute lettre a, pour tout état p, la somme des poids des transitions
sortantes de p avec étiquette a est égale à 1. Comme il n’y a qu’un seul
état initial et qu’il est de poids 1, le poids de chaque mot est de 1 dans B :
〈B, w〉 = 1.
3. T ′(p) = 1− T (p).λ pour tout état p de Q et T ′(⊥) = 1.
Dans ce cas, le comportement de B est la différence des deux précé-
dents comportements : 〈B, w〉 = 1 − 〈t, w〉.λ|w|+1. Cette valeur est bien
dans [0; 1[.
Dans le dernier cas, tous les poids de B sont positifs ; donc B est un Q+-
automate réalisant une série Q+-rationnelle.
1. La série t a donc un support plein.
2. la fonction caractéristique de {i}
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i p
1 1
a|2
a|1 a|1
(a) Un automate A réalisant t, la
série de exemple 11.
i p ⊥
2
3
2
3 1
a| 23 a|
2
3
a| 13 a|
1
3 a|1
(b) Un automate B réalisant
A∗ − t⊙ Geom(13 ).
Figure 3.25 – Schéma de la construction du lemme 4.
Exemple 11
Soit t la série réalisée par l’automate A décrit dans la Figure 3.25a. On a
∀k ∈ N, 〈t, ak〉 = 2k + 1. Appliquons la construction de la preuve du lemme 4
à cette série. On a M = 3, et donc λ = 1
3
. L’automate B de la construction est
en Figure 3.25b.
Proposition 26. Pour toute série Q-rationnelle s à support plein, il existe un
nombre rationnel positif λ tel que l’étoile de Hadamard de A∗−s⊙s⊙Geom(λ)
est définie et
A∗
⊙
s
= (A∗ − s⊙ s⊙ Geom(λ))⊛ ⊙ s⊙ Geom(λ). (3.51)
Démonstration. Si s est une série Q-rationnelle à support plein, t = s ⊙ s
est une série rationnelle dont tous les coefficients sont strictement positifs.
Par le lemme 4, il existe un nombre rationnel positif λ tel que la série t′ =
A∗ − t ⊙ Geom(λ) est une série Q+-rationnelle, dont chaque coefficient est
dans [0; 1[.
Son étoile de Hadamard est donc définie, et on a pour tout mot w :
〈(A∗ − t⊙ Geom(λ))⊛, w〉 = 〈A∗ − t⊙ Geom(λ), w〉∗ (3.52)
= (1− 〈t⊙ Geom(λ), w〉)∗ (3.53)
=
1
1− (1− 〈t⊙ Geom(λ), w〉)
(3.54)
=
1
〈t⊙ Geom(λ), w〉
(3.55)
= 〈
A∗
⊙
t⊙ Geom(λ)
, w〉 (3.56)
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(3.57)
On peut donc écrire :
(A∗ − t⊙ Geom(λ))⊛ ⊙ s⊙ Geom(λ) =
A∗
⊙
t⊙ Geom(λ)
⊙ s⊙ Geom(λ)
(3.58)
=
A∗
⊙
s⊙ s⊙ Geom(λ)
⊙ s⊙ Geom(λ)
(3.59)
=
A∗
⊙
s
. (3.60)
Les résultats du lemme 4 et de la proposition 26 s’étendent naturellement à
R. On ne peut les étendre directement à C. Cependant, si avec s une série sur
C, on note s la série qui associe à tout mot w le conjugué du complexe 〈s, w〉,
on peut faire les remarques suivantes :
• Si s est C-rationnelle, alors c’est aussi le cas pour s.
• Si s est C-rationnelle, s ⊙ s est une série C-rationnelle dont tous les
coefficients sont des réels positifs. Elle est à support plein si et seulement
si s l’est.
Comme C est une extension de Fatou de R, par le lemme de Fatou ([Fliess,
1974]), on obtient que s⊙ s est une série R-rationnelle,
Ainsi, si s est à support plein, on peut appliquer le lemme 4 à la série
t = s⊙s : il existe un réel positif λ tel que A∗− t⊙Geom(λ) est une série dont
l’étoile de Hadamard existe. On obtient donc :
Proposition 27 (proposition 26 sur C). Pour toute série C-rationnelle s à
support plein, il existe un nombre réel positif λ tel que l’étoile de Hadamard de
A∗ − s⊙ s⊙ Geom(λ) est définie et
A∗
⊙
s
= (A∗ − s⊙ s⊙ Geom(λ))⊛ ⊙ s⊙ Geom(λ). (3.61)
Proposition 28. Sur C, les séries de Hadamard sont exactement les quotients
de Hadamard des séries rationnelles.
Démonstration. Conséquence immédiate du lemme 3 et de la proposition 27.
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Ainsi, on pourra décrire une série de Hadamard sur C grâce à deux repré-
sentations équivalentes : une paire de séries rationnelles, ou bien une expres-
sion de Hadamard. De même que pour que l’interprétation d’une expression
de Hadamard soit définie il faut que la série existe, pour que la paire de sé-
rie rationnelles définisse effectivement une série de Hadamard, il faut que la
deuxième soit à support plein.
Proposition 29. L’ensemble des séries de Hadamard n’est pas clos par le
produit de Cauchy.
Démonstration. Soit s la série définie dans la preuve de la proposition 25. En
étudiant le produit de Cauchy de s avec elle-même, on a :
〈s.s, ak〉 =
k∑
i=0
1
(i+ 1)
.
1
(k − i+ 1)
=
k∑
i=0
1 + i− i+ k − k + 1− 1
(i+ 1)(k − i+ 1)
=
k∑
i=0
i+ 1
(i+ 1)(k − i+ 1)
+
k − i+ 1
(i+ 1)(k − i+ 1)
+
−k − 1
(i+ 1)(k − i+ 1)
=
k∑
i=0
1
(k − i+ 1)
+
k∑
i=0
1
(i+ 1)
− (k + 1)
k∑
i=0
1
(i+ 1)(k − i+ 1)
= 2
k∑
i=0
1
(i+ 1)
− (k + 1)〈s.s, ak〉
=
2
(k + 2)
k+1∑
i=1
1
i
(3.62)
Donc pour des entiers k suffisamment grands, on a :
〈s.s, ak〉 =
2
k + 2
k∑
i=0
1
i+ 1
∼
2 ln k
k
. (3.63)
Supposons maintenant que s.s est une série de Hadamard. C’est donc le quo-
tient de deux séries rationnelles. Les coefficients de chacune de ces deux séries
doivent satisfaire une relation récurrente linéaire : leur quotient ne sera donc
jamais équivalent à 2 ln k
k
, et l’on obtient une contradiction.
Décidabilité
Sur ces objets, différents problèmes de décision peuvent être exprimés. On
en présente ici quelques-uns. Les résultats d’indécidabilité sont exprimés sur
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Q, mais s’étendent à C, ou du moins à tout sous-semi-anneau représentable de
C. Toutefois, pondérer des automates par des nombres non calculables par ma-
chine de Turing n’est pas pertinent en général. Si nécessaire, on peut cependant
les manipuler formellement.
Proposition 30 (cf. [Berstel et Reutenauer, 2010, Sakarovitch, 2009]). On ne
peut décider si une série Q-rationnelle a un support plein.
Remarque 20. On peut décider si une série R+-rationnelle a un support plein :
il suffit de vérifier si l’automate support reconnait A∗. Ce problème étant dé-
cidable grâce à une simple minimisation, le résultat suit immédiatement.
Intéressons-nous maintenant à quelques problèmes de validité des représen-
tations. Les deux représentations se comportent de la même manière dans le
cas de Q.
Proposition 31. La validité de la représentation d’une série de Hadamard
sur Q est indécidable.
Démonstration. Même si les deux représentations sont équivalentes, nous al-
lons prouver ce résultat dans les deux cas, en réduisant au problème de la
décision de la validité deux probèmes indécidables.
• Dans le cas d’une représentation par une paire de séries rationnelles, la
représentation est valide si et seulement si la série au dénominateur a un
support plein, ce qui est indécidable, par la proposition 30.
• Dans le cas d’une représentation grâce à une série de Hadamard, on réduit
un problème sur les automates probabilistes, ce qui nous donne le résultat
sur les Q+-automates. Le problème de l’acceptation d’un mot avec une
probabilité supérieure ou égale à 1
2
par un automate probabiliste avec
poids dans {0, 1
2
, 1} est indécidable [Paz, 1971]. Soit donc s la série sur
Q+ réalisée par un automate de cette forme. L’expression (2s)⊛ est valide
si et seulement si pour tout mot w, son poids dans 2s est dans ]− 1; 1[.
Comme l’automate est positif, cela revient à exiger que le poids par s de
chaque mot soit strictement plus petit que 1
2
, ce qui est indécidable.
De manière surprenante, dans le cas des séries sur Q+, les deux problèmes
vus ci-dessus ont des décidabilités différentes.
Proposition 32. La validité des expressions de Hadamard avec poids dans Q+
est indécidable.
Démonstration. La preuve dans le cas des séries sur Q est en fait une preuve
sur Q+.
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Proposition 33. Soit s =
t
⊙
t′
une série de Hadamard avec t′ une série Q+-
rationnelle. La validité de s est décidable.
Démonstration. Cela découle immédiatement de la décidabilité du support
plein des séries sur Q+.
Proposition 34. L’équivalence des expressions de Hadamard valides sur C
est décidable.
Démonstration. Soit E et E′ deux expressions de Hadamard valides. On peut
construire, grâce à la proposition 28 , quatre séries rationnelles s, s′, t, t′, telles
que JEK =
s
⊙
t
et JE′K =
s′
⊙
t′
. Pour montrer l’équivalence de E et de E′, il suffit
de montrer l’équivalence de s⊙t′ et de s′⊙t. Ces deux séries étant rationnelles,
cela est décidable.
Les automates circulaires sur C.
Comme le comportement d’un automate circulaire sur C est une série de
Hadamard (cf. proposition 13), intéressons-nous maintenant à ces automates.
Proposition 35. Soit s une série C-rationnelle (respectivement R-rationnelle,
respectivement Q-rationnelle) à support plein. Il existe un automate circulaire
valide sur C (respectivement R, respectivement Q) dont le comportement est
l’inverse de Hadamard de s.
Démonstration. D’après la proposition 27, il existe un nombre rationnel positif
λ tel que la série t = A∗ − s⊙ s⊙ Geom(λ) est une série R+-rationnelle, dont
chaque coefficient est dans [0; 1[. Cette série peut être réalisée par un automate
unidirectionnel A = (Q,E, I, T ) sur R+, que l’on peut sans perte de généralité
supposer standard.
Soit B l’automate circulaire construit à partir de A en ajoutant :
• une r-transition de chaque état final p vers l’unique état initial, de poids
T (p),
• un nouvel état ⊥, initial et final avec poids 1, telle que pour toute lettre
de A, il y ait une boucle de poids 1 avec cette lettre sur ⊥.
Cette construction est illustrée par les Figures 3.28 et 3.29.
Soit w un mot de A∗. Tout calcul étiquetté par w dans B est soit une
boucle sur ⊥, de poids 1, soit la concaténation de calculs dans A suivis d’une r-
transition.
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Comme le poids de chaque calcul dansA est positif, et que pour tout mot w,
la somme des poids des calculs d’étiquette w dans A est strictement inférieure
à 1, le poids d’un mot dans B est défini.
Ce poids est l’étoile du poids de w dans B. Ainsi, B est valide, et son
comportement est (A∗−s⊙s⊙Geom(λ))⊛ =
A∗
⊙
s⊙s⊙Geom(λ)
. On peut facilement
construire un automate circulaire réalisant (A∗ − s ⊙ s ⊙ Geom(λ))⊛ ⊙ s ⊙
Geom(λ) =
A∗
⊙
s
.
Remarque 21. La construction naïve, consistant à ajouter des r-transitions
partant des états finaux aux états initiaux d’un automate réalisant A∗ − s
ne fonctionne pas. Soit par exemple A l’automate de la Figure 3.27 réalisant
la série a∗ −
(
a
2
)∗
. Si l’on construit l’automate qui, après chaque état final,
permet de retourner dans un état initial avec une r-transition, on obtient un
automate non valide. En effet, pour tout mot il existe une infinité de chemins
de poids −1.
Proposition 36. Toute série de Hadamard sur C (respectivement R, respecti-
vement Q) est réalisable par un automate circulaire sur C (respectivement R,
respectivement Q).
Démonstration. Soit s une série de Hadamard : elle est représentable par une
paire de séries rationnelles (t, t′). On peut grâce à la proposition 35 construire
un automate réalisant
A∗
⊙
t′
, et de là, construire un automate réalisant
A∗
⊙
t′
⊙t,
c’est-à-dire s.
Décidabilité
Comme il y a équivalence entre les Q-automates circulaires et les expres-
sions de Hadamard sur Q (propositions 23 et 36), on peut déduire les deux
résultats suivants :
Théorème 3.3. L’équivalence de deux C-automates circulaires valides est dé-
cidable.
Cela découle de la décidabilité de l’équivalence entre deux expressions de
Hadamard valides, en proposition 34.
Proposition 37. La validité d’un Q-automate circulaire est indécidable.
Cela découle de l’indécidabilité de la validité d’une Q-expression de Hada-
mard, en proposition 31.
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p q
−1
a
1
2a
Figure 3.26 – Un automate A1 réalisant a∗ −
(
a
2
)∗
.
p qa, r
−r
r
1
2a,−r
a
Figure 3.27 – Automate non valide, suivant la construction naïve.
p q
1
2a a
1
2a
Figure 3.28 – Un automate standard et positif équivalent à A1.
p q r
1
2a a a
1
2a
r
Figure 3.29 – Un automate A2 réalisant l’inverse de Hadamard de |A1|.
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3.5. Extension à Q, R et C
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Chapitre 4
Automates boustrophédons sur les
corps commutatifs
One ring to rule them all.
– The Lord of the Rings (1954),
J.R.R. Tolkien
Maintenant, et dans toute la suite du chapitre, on notera K un corps com-
mutatif, tel que Q, R et C par exemple.
Nous nous sommes intéressés dans le chapitre précédent aux automates
circulaires, et à ce que l’on pouvait dire d’eux dans les semi-anneaux ration-
nellement additifs et dans C. Dans ce chapitre, nous allons nous interesser
à l’expressivité des automates boustrophédons, en général plus puissants. En
effet, même sur les semi-anneaux rationnellement additifs commutatifs, par
exemple, il existe des séries réalisables par des automates boustrophédons,
mais pas par des automates circulaires (cf. [Guillon, 2016]).
Le but de ce chapitre est de démontrer le théorème suivant :
Théorème 4.1. Soit K un corps commutatif. Les séries sur K réalisables par
un automate boustrophédon valide sont des quotients de Hadamard de séries
K-rationnelles.
Ce résultat est effectif : à partir d’un automate boustrophédon, on peut
construire deux automates unidirectionnels tels que le quotient de Hadamard
des séries qu’ils réalisent est égal à la série réalisée par l’automate boustro-
phédon initial. Cette construction, inspirée de [Anselmo et Bertoni, 1992], a
été publiée dans [Dando et Lombardy, 2018a]. Cet article présentait une faille
dans la preuve : elle requiert que l’étoile d’une certaine matrice (que l’on dé-
crira plus loin) soit définie. Or, il apparaît que la validité de l’automate n’est
pas une condition suffisante pour garantir cette propriété. Il faut en fait que
l’automate soit fortement valide (définition 2.13 page 27).
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C’est pourquoi on montre d’abord que l’on peut, à partir d’un automate
boustrophédon valide, construire un automate boustrophédon équivalent for-
tement valide.
Ensuite, nous prouverons le théorème pour les automates fortement valides.
Afin d’établir ce théorème, nous allons tout d’abord montrer que l’on peut
exprimer le poids d’un mot par un automate boustrophédon grâce à l’étoile
d’une matrice.
On peut exprimer cette étoile en tant qu’inverse d’une matrice. De manière
classique, chaque coefficient de l’inverse s’exprime comme le quotient d’un
mineur et d’un déterminant ; on montrera que chacune de ces valeurs peut être
calculée par un automate unidirectionnel. On aura donc montré qu’il s’agit
d’un quotient de Hadamard de deux séries K-rationnelles.
Par les propositions 28 et 36, on sait que sur C, un tel quotient est réalisable
par un automate circulaire. Toutes les étapes étant constructives, on peut donc
construire, à partir d’un automate boustrophédon valide sur C, un automate
circulaire valide équivalent.
Construction de l’automate fortement valide
On souhaite donc construire un automate boustrophédon fortement valide
équivalent à un automate boustrophédon valide donné. Pour ce faire, nous
allons stocker de l’information supplémentaire dans les états de l’automate :
les contextes.
Il s’agit de matrices représentant les chemins de l’automate et servant à
décider si un mot w permet d’arriver à la position actuelle à partir d’un état
initial pour les contextes gauches, et pour les contextes droits, d’atteindre un
état final, à partir de la position actuelle. On montrera dans la suite que cette
information est suffisante.
Dans la suite, on notera A = (Q+, Q−, E, I, T ) l’automate boustrophédon
valide dont on veut calculer un équivalent fortement valide.
Représentation booléenne et contextes
Pour tout mot u de A∗, on peut définir une matrice booléenne,
−−→
µ(u), repré-
sentant les chemins sur u de l’automate qui commencent à gauche et finissent
à droite. Plus précisément, on pose
−−→
µ(u)p,q = 1, avec p, q ∈ Q+, si et seulement
s’il existe dans l’automate un chemin sur u allant de l’état p en position 0 à
l’état q en position |u|. C’est donc une matrice de M |Q+|×|Q+|(B).
On peut définir de la même manière trois autres matrices,
←−−
µ(u) pour les
chemins commençant à droite et finissant à gauche, dans M |Q−|×|Q−|(B), µ(u)
←−֓
pour les chemins commençant à gauche et finissant à gauche, en lisant un
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préfixe du mot, dans M |Q+|×|Q−|(B), et µ(u)
−֒→
pour les chemins commençant à
droite et finissant à droite, en lisant un suffixe du mot, dans M |Q−|×|Q+|(B).
Pour tout mot u ∈ A∗, on notera :
µ(u) =


−−→
µ(u) µ(u)
←−֓
µ(u)
−֒→ ←−−
µ(u)

 .
On peut remarquer que pour toute lettre a, la matrice µ(a) est la matrice
d’adjacence du graphe sous-jacent de l’automate restreint à ses transitions
étiquetées par a.
D’après [Birget, 1990], pour tous mots u, v ∈ A∗, on peut calculer µ(uv) à
partir de µ(u) et de µ(v).
On a :
−−−→
µ(uv) =
−−→
µ(u)
(
µ(v)
←−֓
µ(u)
−֒→
)∗−−→
µ(v), (4.1)
µ(uv)
←−−֓
=µ(u)
←−֓
+
−−→
µ(u)
(
µ(v)
←−֓
µ(u)
−֒→
)∗
µ(v)
←−֓ ←−−
µ(u), (4.2)
µ(uv)
−֒−→
=µ(v)
−֒→
+
←−−
µ(v)µ(u)
−֒→
(
µ(v)
←−֓
µ(u)
−֒→
)∗−−→
µ(v), et (4.3)
←−−−
µ(uv) =
←−−
µ(v)
(
µ(u)
−֒→
µ(v)
←−֓
)∗←−−
µ(u). (4.4)
Muni de cette opération (associative, cf. [Birget, 1990]), que l’on notera
µ(u) sµ(v), l’ensemble des matrices obtenues par µ forme un monoïde fini,
noté M . On a donc α ∈M ⇔ ∃w ∈ A∗, µ(w) = α. Le monoïde M est donc le
monoïde de transition de l’automate boustrophédon. Si Q− = ∅, on retrouve
la notion de monoïde de transition pour un automate unidirectionnel. On peut
étendre naturellement la définition de µ à µ(⊢)
−֒→
et µ(⊣)
←−֓
.
On note I le vecteur ligne tel que Ip = 1 si et seulement si p est initial,
et T le vecteur colonne tel que Tp = 1 si et seulement si p final. On définit
également pour tout mot u ∈ A∗ un vecteur ligne
−→
Lu, tel que
−→
Lup = 1, avec
p ∈ Q+ si et seulement s’il existe un chemin de A sur le mot ⊢ u allant d’un
état initial en position 0 à l’état p en position |u|. Ainsi,
−→
Lε = I. De même, on
définit pour tout mot u ∈ A∗ un vecteur colonne
−→
Ru, pour les chemins sur u
allant jusqu’à un état final, et l’on a
−→
Rε = T .
Exemple 12
Si l’on considère A1, l’automate de la Figure 4.1, on a
µ(a) =

 0 1 01 0 0
0 0 1

 , µ(b) =

 1 0 00 0 1
0 1 0

 (4.5)
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−→p −→q ←−r
b
a
a
b,⊣
b,⊢
a
Figure 4.1 – L’automate A1.
µ(⊢)
−֒→
=
[
0 1
]
, µ(⊣)
←−֓
=
[
0
1
]
, I =
[
0 1
]
, T =
[
1
0
]
. (4.6)
On peut également définir les matrices Lu
−֒→
comme µ(⊢ u)
−֒−−→
, et Ru
←−֓
= µ(u ⊣)
←−−−֓
.
Il existe de la même manière une interprétation de ces matrices en terme de
chemins : (Lu
−֒→
)p,q, avec p ∈ Q− et q ∈ Q+, vaut 1 si et seulement s’il existe un
chemin sur le mot ⊢ u allant de l’état p en position |u| à l’état q en position |u| ;
et symétriquement (Ru
←−֓
)p,q, avec p ∈ Q+ et q ∈ Q−, vaut 1 si et seulement s’il
existe un chemin sur le mot u ⊣ allant de l’état p en position 0 à l’état q en
position 0 1.
Ainsi, avec u ∈ A∗, on appellera contexte gauche une matrice de la forme[ −→
Lu
Lu
−֒→
]
, et contexte droit une matrice de la forme
[
−→
Ru
∣∣∣Ru←−֓
]
.
On pose I =
[ −→
Lε
Lε
−֒→
]
et T =
[
−→
Rε
∣∣∣Rε←−֓
]
.
On peut naturellement étendre la définition du produit sau produit entre
un contexte et une matrice, qui nous donne un contexte de même latéralité et
également entre un contexte gauche Lu et un contexte droit Rv, ce qui nous
donne un booléen qui vaut vrai s’il existe un calcul de poids non nul sur uv
dans l’automate. On peut vérifier qu’on a bien Luv = Lu sµ(v), et également
Ruv = µ(u) sRv.
On note CL l’ensemble des contextes gauches, que l’on peut voir comme
{I sγ|γ ∈ M}, et CR l’ensemble des contextes droits, égal à {γ sT |γ ∈ M}.
Dans la suite, on omettra la notation slors du produit.
Définition de l’automate des contextes
Munis de ces objets, nous pouvons maintenant définir l’automate des contex-
tes de A, l’automate B = ({i0} ∪ S+, S−, E ′, χi0, T
′).
1. Les positions sont relatives à u : si w = vu, il faut leur ajouter |v| pour obtenir les
positions absolues dans le mot.
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L’idée de cet automate, inspirée de [Carton, 2012], est de mémoriser dans
les états deux contextes : le contexte gauche ayant permis d’arriver dans cet
état à partir d’un état initial, et le contexte droit qui permet d’accéder à un
état final. Ainsi, on aura des états de la forme (p, L,R), avec L ∈ CL et R ∈ CR ,
tels que tout calcul sur le mot uv à la position |u| est dans un état de la forme
(p, Iµ(u), µ(v)T ).
Esquisse de la construction
Avant de définir formellement l’automate, on décrit la façon dont les deux
contextes sont mis à jour. En fonction du type des états, différents éléments
doivent être calculés.
Si les deux états forment un demi-tour, comme on ne change pas de position
dans le mot, on ne change pas le contexte, il faut juste vérifier que le contexte
permet de faire ce demi-tour.
Si les deux états (p, L,R) et (q, L′, R′) sont de même type, alors au moins
une des deux composantes peut être immédiatement mise à jour. Supposons
par exemple que les états p et q soient forward : la deuxième composante peut
être mise à jour sans difficulté et vaut Lµ(a). Ainsi, si l’on a L = Iµ(u),
alors on a L′ = Iµ(ua), ce qui est bien la propriété désirée. De plus, si µ(a) est
inversible (pour le morphisme), alors on peut également mettre immédiatement
à jour le troisième élément de l’état : R′ = µ(a)−1R.
Si l’on n’a pas cette inversibilité, l’automate va avancer dans le mot en
calculant une information sur la partie du mot restant à lire, qui permettra
de mettre à jour correctement le contexte, ainsi que de revenir à la bonne
position dans le mot. Une fois revenu à la bonne position, l’automate met
à jour le deuxième élément, et passe à la transition suivante. On peut donc
toujours calculer localement l’état suivant.
Il faut également pouvoir initialiser le calcul, car l’on souhaite commencer
dans un état de la forme (p, I, µ(w)T ), avec w le mot d’entrée. Pour calcu-
ler µ(w)T , l’automate va se placer à la fin du mot, et revient en stockant
l’image par µ du suffixe lu. Une fois à la gauche du mot, on peut commencer
la simulation.
Les états de l’automate des contextes
L’automate des contextes est donc constitué de trois types d’états :
• les états d’initialisation, notés S0,
• les états de simulation, notés S1, simulant directement les états de A,
• les états d’anticipation, notés S2, pour calculer un pseudo-inverse lorque
la matrice de la lettre lue n’est pas inversible,
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S0 : initialisation.
Calcul de I, µ(w)T
S1 : simulation.
E´tats (L, p,R)
De´but de la
simulation
S2 : anticipation.
Calcul d’un
pseudo-inverse
S3 : repositionnement
Cas non-inversible
Mise a` jour
des contextes
Cas inversible :
simulation directe
de la transition
Simulation de
la transition
Figure 4.2 – Schéma du fonctionnement de l’automate des contextes.
• et les états de repositionnement, notés S3, permettant de replacer la tête
de lecture à la bonne position après le calcul d’un pseudo-inverse.
On trouvera en Figure 4.2 une explication schématique de l’enchaînement
des différents états lors d’un calcul.
Les états forward . L’automate des contextes dispose d’un unique état ini-
tial de poids 1 : i0. Les autres états forward sont décomposables en trois caté-
gories :
• S1+, un ensemble d’états contextualisés, dans Q+×CL ×CR , qui simulent
les états de Q+.
On souhaite que, lorsque l’automate est en position |u| sur le mot uv,
ces états soient de la forme (p, Iµ(u), µ(v)T ).
• S2+, un ensemble d’états d’anticipation, dans Q+ × CL × CR ×M ×M .
Ces états sont de la forme (p, Iµ(ua), µ(v)T , µ(a), µ(v0)), avec v0 un
préfixe de v, lorsque l’automate est en position |uav0| sur le mot uav, et
que µ(a) n’est pas inversible.
• et S3+, un ensemble d’états de repositionnement, dans Q− × CL × CR ×
M ×M .
Ces états sont de la forme (p, Iµ(u), µ(v)T , µ(u1a), µ(u2)), avec u =
u0u1a et u2 un préfixe de u1, lorsque l’automate est en position |u0u2|
sur le mot uv, et que µ(a) n’est pas inversible.
Les seuls états finaux sont les états de S1+ de la forme (p, L, T ) : ils sont
finaux de poids T (p).
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Les états backward . Les états backward de l’automate des contextes sont
décomposables en quatre catégories :
• S0−, un ensemble d’états d’initialisation permettant de calculer au départ
l’image par µ de w, dans CR .
Ces états sont de la forme (p, µ(v)T ), lorsque l’automate est en posi-
tion |u| sur le mot uv.
• S1−, un ensemble d’états contextualisés, dans Q−×CL ×CR , qui simulent
les états de Q−.
On souhaite que ces états soient de la forme (p, Iµ(u), µ(v)T ), lorsque
l’automate est en position |u| sur le mot uv.
• S2−, un ensemble d’états d’anticipation, dans Q− × CL × CR ×M ×M ,
Ces états sont de la forme (p, Iµ(u), µ(av)T , µ(a), µ(u1)), avec u0u1 = u,
lorsque l’automate est en position |u0| sur le mot uav, et que µ(a) n’est
pas inversible.
• et S3−, un ensemble d’états de repositionnement, dans Q− × CL × CR ×
M ×M .
Ces états sont de la forme (p, Iµ(u), µ(v)T , µ(u1a), µ(v0)), avec v0 un
préfixe de v, lorsque l’automate est en position |uv0| sur le mot uv, et
que µ(a) n’est pas inversible.
Dans un souci de simplicité et de pédagogie, on notera −→p si p ∈ S+ et
←−p
si p ∈ S−.
Propriétés supplémentaires Les états de S1+, de la forme (p, L,R), doivent
vérifier les propriétés suivantes :
(I.
−→
L (R
←−֓
L
−֒→
)∗)p = 1
((R
←−֓
L
−֒→
)∗
−→
R.T )p = 1
Ceux de S1−, de la forme (p, L,R), doivent vérifier les propriétés suivantes :
(I.
−→
L (R
←−֓
L
−֒→
)∗R
←−֓
)p = 1
(L
−֒→
(R
←−֓
L
−֒→
)∗
−→
R.T )p = 1
Par ces conditions, on s’assure grâce aux contextes que l’état est bien ac-
cessible et co-accessible dans A.
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Les transitions de l’automate des contextes
Le but de cet automate est de simuler l’automate original A. Pour simuler
une de ses transitions (p, a, q) de poids k, avec p et q forward , en partant d’un
état (p, L,R), plusieurs cas se présentent :
• soit µ(a) est inversible, auquel cas la transition est simulée par une seule
transition de (p, L,R) à (q, Lµ(a), µ(a)−1R), de poids k.
• Soit µ(a) n’est pas inversible, et l’on continue à lire l’entrée vers la droite
jusqu’à trouver un mot v0 pour lequel il existe un pseudo-inverse γ tel que
γµ(av0) = µ(v0). Il faut donc arriver dans l’état (q, Lµ(a), γR) pour finir
la simulation de la transition (p, a, q), mais il faut auparavant ramener la
tête de lecture à la bonne position dans le mot. Cela se fait en lisant un
suffixe v1 de v0 toujours plus grand jusqu’à obtenir que µ(v1) = µ(av0).
Ce chemin est illustré en Figure 4.3. La preuve de l’exactitude de cette
méthode de repositionnement est en proposition 38.
• Si un tel mot v0 n’existe pas, on lit tout le suffixe v du mot d’entrée
restant à lire. L’état à rejoindre est alors (q, Lµ(a), µ(v)T ). Le reposi-
tionnement se fait de manière identique au cas précédent.
Le raisonnement est similaire dans le cas où p et q sont des états back-
ward . Si p et q ont des directions opposées, on passe directement de (p, L,R)
à (q, L, R) avec poids k.
Voyons maintenant leur définition plus formelle. Certaines transitions ont
dans leur définition des conditions du type "il existe un L dans CL tel que . . . ",
ou bien "il existe un R dans CR tel que . . . ". Ces conditions assurent que la
lettre lue respecte le contexte de l’état. On pose a ∈ A, L ∈ CL et R ∈ CR .
Il existe six grands types de transitions :
• Les transitions d’initialisation, au début de l’automate :
– E ′(i0, a, i0) = 1 : on lit le mot de gauche à droite.
– E ′(i0,⊣, T ) = 1 : on fait demi-tour à la fin du mot, et on passe dans
les états de Q−,0, qui stockent l’image du mot par µ.
– E ′(R, a, µ(a)R) = 1 : en revenant, on met à jour l’image du suffixe.
– E ′(R,⊢,
−−−−−→
(p, I, R)) = I(p), avec p ∈ Q+ : on initialise l’état avec le
contexte calculé.
• les transitions de demi-tour sur les états de simulation (ceux de S1), qui
vérifient simplement que le demi-tour est compatible avec le contexte :
– Si p ∈ Q+ et q ∈ Q−, alors E ′(
−−−−−→
(p, L, T ),⊣,
←−−−−−
(q, L, T )) = E(p,⊣, q), et
E ′(
−−−−−→
(p, L,R), a,
←−−−−−
(q, L, R)) = E(p, a, q) si et seulement si ∃R ∈ CR tel
que µ(a)R = R.
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a v0
v1
b
p, L,R
p, L,R
µ(a),1
p, L,R
µ(a), µ(v0)
Tant que
∄γ, γµ(av0) = µ(v0)
p, Lµ(a), γR
µ(av0),1
p, Lµ(a), γR
µ(av0), µ(v0)
Tant que
µ(av0) 6= µ(v1)
q, Lµ(a), γR
a|k
S2
S3
∃γ,
γµ(av0b)
=
µ(v0b)
Figure 4.3 – Chemin calculant un pseudo-inverse.
– Si p ∈ Q− et q ∈ Q+, alors E ′(
←−−−−−
(p, I, R),⊢,
−−−−−→
(q, I, R)) = E(p,⊢, q), et
E ′(
←−−−−−
(p, L,R), a,
−−−−−→
(q, L, R)) = E(p, a, q) si et seulement si ∃L ∈ CL tel
que Lµ(a) = L.
• les transitions pour lesquelles µ(a) est inversible :
– Si p, q ∈ Q+, alors E ′(
−−−−−→
(p, L,R), a,
−−−−−−−−−−−−−→
(q, Lµ(a), µ(a)−1R)) = E(p, a, q).
– Si p, q ∈ Q−, alors E ′(
←−−−−−
(p, L,R), a,
←−−−−−−−−−−−−−
(q, Lµ(a)−1, µ(a)R)) = E(p, a, q).
• les transitions pour lesquelles µ(a) n’est pas inversible, et avec lesquelles
on passe donc dans les états d’anticipation (ceux de S2) :
– Si p ∈ Q+, E ′(
−−−−−→
(p, L,R), a,
−−−−−−−−−−−−−−→
(p, Lµ(a), R, µ(a),1)) = 1 si et seulement
si ∃R ∈ CR tel que µ(a)R = R.
– Si p ∈ Q−, E ′(
←−−−−−
(p, L,R), a,
←−−−−−−−−−−−−−−
(p, L, µ(a)R, µ(a),1)) = 1, si et seulement
si ∃L ∈ CL tel que Lµ(a) = L.
• les transitions de calcul intermédiaire simulant une transition forward :
– E ′(
−−−−−−−−−→
(p, L,R, α, γ), a,
−−−−−−−−−−−−→
(p, L,R, α, γµ(a))) = 1, avec α, γ ∈ M , p ∈ Q+
si γµ(a) et αγµ(a) ne sont pas L-équivalents, et si ∃R ∈ CR tel que
αγµ(a)R = R.
– E ′(
−−−−−−−−−→
(p, L,R, α, β), a,
←−−−−−−−−−−−
(p, L, γR, αβ,1)) = 1, avec α, β ∈ M et p ∈ Q+,
s’il existe γ ∈M tel que βµ(a) = γαβµ(a) (i.e. βµ(a) ∼L αβµ(a)),
et si ∃R ∈ CR tel que αβµ(a)R = R : on fait demi-tour.
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– E ′(
−−−−−−−−−→
(p, L,R, α, β),⊣,
←−−−−−−−−−−−
(p, L, βT , αβ,1)) = 1, avec α, β ∈ M et p ∈
Q+ : on est arrivé à la fin du mot, on fait demi-tour.
– E ′(
←−−−−−−−−−
(p, L,R, β, ζ), a,
←−−−−−−−−−−−−
(p, L,R, β, µ(a)ζ)) = 1, avec β, ζ ∈ M , p ∈ Q+,
si µ(a)ζ 6= β et si ∃γ ∈M tel que γµ(a)ζ = β : on retourne par des
états backward vers la bonne position.
– E ′(
←−−−−−−−−−
(p, L,R, β, ζ), a,
−−−−−→
(q, L, R)) = E(p, a, q), avec β, ζ ∈M , p, q ∈ Q+,
si µ(a)ζ = β : on fait demi-tour sur la lettre qui nous a fait rentrer
dans le calcul intermédiaire.
• les transitions de calcul intermédiaire simulant une transition backward :
– E ′(
←−−−−−−−−−
(p, L,R, α, γ), a,
←−−−−−−−−−−−−
(p, L,R, α, µ(a)γ)) = 1, avec α, γ ∈ M , p ∈ Q−
si µ(a)γ et µ(a)γα ne sont pas R-équivalents, et si ∃L ∈ CL tel que
Lµ(a)γα = L.
– E ′(
←−−−−−−−−−
(p, L,R, α, β), a,
−−−−−−−−−−−→
(p, Lγ,R, βα,1)) = 1, avec α, β ∈M et p ∈ Q−
s’il existe γ ∈M tel que µ(a)β = µ(a)βαγ (i.e. µ(a)β ∼R µ(a)βα),
et si ∃L ∈ CL tel que Lµ(a)βα = L : on fait demi-tour.
– E ′(
←−−−−−−−−−
(p, L,R, α, β),⊢,
−−−−−−−−−−−→
(p, Iβ,R, βα,1)) = 1, avec α, β ∈ M , p ∈ Q− :
on est arrivé au début du mot, on fait demi-tour.
– E ′(
−−−−−−−−−→
(p, L,R, β, ζ), a,
−−−−−−−−−−−−→
(p, L,R, β, ζµ(a))) = 1, avec β, ζ ∈ M , p ∈ Q−,
si ζµ(a) 6= β et si ∃γ ∈M tel que ζµ(a)γ = β : on retourne par des
états forward vers la bonne position.
– E ′(
−−−−−−−−−→
(p, L,R, β, ζ), a,
←−−−−−
(q, L, R)) = E(p, a, q), avec β, ζ ∈M , p, q ∈ Q−,
si ζµ(a) = β : on fait demi-tour sur la lettre qui nous a fait rentrer
dans le calcul intermédiaire.
Exemple 13
L’automate des contextes obtenu à partir de l’automate de la Figure 4.1 se
trouve en Figure 4.4.
Propriétes de l’automate des contextes
Proposition 38. Soit w un mot de A∗, et ρ un calcul de B sur w.
Pour tous les états (p, L,R) de S1 à la position |u| dans ρ, on a L = Iµ(u)
et R = µ(v)T .
Démonstration. La preuve se fait par récurrence sur les états (p, L,R) consé-
cutifs dans ρ.
Tout calcul sur B commence par un chemin déterministe, de l’état ini-
tial i0 jusqu’à l’état T , puis de cet état à l’état µ(w)T . On va ensuite dans un
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−→
i0
a, b
←−
T
←−−−−
µ(a)T
⊣ a
a, b
b
−−−−→
p, I, T
−−−−−−−→
p, I, µ(a)T
⊢ ⊢
−−−−−−−−−−−→
q, Iµ(a), µ(a)T
−−−−−−−→
q, Iµ(a), T
a
a a
a
−−−−−−−→
p, I, T , b,1
−−−−−−−−−−→
p, I, T , b, µ(a)
b
a
a
←−−−−−−−−−−
p, I, T , µ(b),1
←−−−−−−−−−−−−
p, I, T , µ(b), µ(a)
b,⊣
a
a
b
←−−−−−−−
r, Iµ(a), T
←−−−−−−−
r, I, µ(a)T
b
a
a
−−−−−−−→
q, I, µ(a)T
−−−−−−−→
p, Iµ(a), T
ba
ab
←−−−−−−−−−−−−−−−−−
p, I, µ(a)T , µ(b)µ(a),1
←−−−−−−−−−−−−−−−−−−−
p, I, µ(a)T , µ(b)µ(a), µ(a)
b,⊣
a
a
b
Figure 4.4 – Automate des contextes de A1.
état (p, I, µ(w)T ), qui est le premier état de S1 rencontré. On est bien à la
position 0, donc la propriété est vérifiée dans ce cas.
Supposons maintenant qu’elle soit vraie dans un état donné : soit l’on fait
demi-tour, soit on passe à la position suivante, soit on passe à la position pré-
cédente. Le raisonnement pour passer à la position précédente étant similaire
à celui pour la position suivante, il ne sera pas détaillé.
Si l’on fait demi-tour, on passe dans un état dont les deuxièmes et troisièmes
composantes sont identiques à celles de l’état précédent, et on ne change pas
de position : la propriété est donc toujours vérifiée.
Supposons que l’on se trouve dans un état forward
−−−−−→
(p, L,R) à la position |u|
dans w, avec a ∈ A ∪ {⊣}, u, v ∈ A∗ tels que uav = w, L = Iµ(u) et R =
µ(av)T . Pour passer à la position suivante, le chemin suivi par le calcul est
déterminé par l’inversibilité de µ(a).
Si µ(a) est inversible, alors on passe dans un état
−−−−−−−−−−−−−−→
(p, Lµ(a), µ(a)−1R).
Comme µ(a)−1R = µ(v)T , on a donc la propriété encore vérifiée pour cet état.
Si µ(a) n’est pas inversible, alors on passe dans l’ état
−−−−−−−−−−−−−−→
(p, Lµ(a), R, µ(a),1).
On lit ensuite la lettre suivante, b, et si µ(b) ≁L µ(ab) on passe dans
l’état
−−−−−−−−−−−−−−−−−→
(p, Lµ(a), R, µ(a), µ(b)), jusqu’à ce que, après avoir lu un suffixe v0 de v,
on arrive dans un état
−−−−−−−−−−−−−−−−−→
(p, Lµ(a), R, µ(a), µ(v0)), avec µ(v0) ≁L µ(av0). Pour
chaque nouvelle lettre b lue, soit l’on met à jour v0, soit on a µ(v0b) ∼L µ(av0b),
soit b =⊣.
Si µ(v0b) ∼L µ(av0b), alors on passe de l’état
−−−−−−−−−−−−−−−−−→
(p, Lµ(a), R, µ(a), µ(v0)) à
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l’état
←−−−−−−−−−−−−−−−−−
(p, Lµ(a), γR, µ(av0),1), avec γ tel que µ(v0b) = γµ(av0b).
De l’état
←−−−−−−−−−−−−−−−−−
(p, Lµ(a), γR, µ(av0),1), on lit v0 à l’envers en passant par des
états
←−−−−−−−−−−−−−−−−−−−−
(p, Lµ(a), γR, µ(av0), µ(v1)) après avoir lu v1, suffixe de v0. On continue
tant que µ(bv1) 6= µ(av0), avec b la lettre à lire. Lorsque µ(bv1) = µ(av0), on
passe de l’état
←−−−−−−−−−−−−−−−−−−−−
(p, Lµ(a), γR, µ(av0), µ(v1)) à l’état
−−−−−−−−−→
(q, Lµ(a), γR).
Montrons maintenant que γR = µ(v)T et que nous sommes à la posi-
tion |u|+ 1 dans w. On sait que µ(v0b) = γµ(av0b). Comme v0b est un préfixe
de v, il existe un mot v′ tel que v = v0bv′, donc µ(v) = mu(v0b)µ(v′) =
γµ(av0b)µ(v
′) = γµ(av). Ainsi, puisque R = µ(av)T , on a µ(v)T = γR.
Il est immédiat que si v1 = v0, alors µ(bv1) = µ(av0). Montrons par l’ab-
surde qu’il n’existe pas de suffixe t de v0 tel que µ(bt) = µ(av0), en posant
v0 = t
′bt. On sait que µ(v0) ≁L µ(av0). Or µ(v0) = µ(t′)µ(av0) : contradiction.
La seule possibilité est donc que l’on soit dans la position |u| + 1. Ainsi, la
propriété est vraie dans l’état
−−−−−−−−−→
(q, Lµ(a), γR).
Il est possible qu’il n’existe pas un tel v0. Les états d’anticipation nous
emmènent à la fin du mot, et nous avons donc la dernière coordonnée de l’état
avant le demi-tour qui contient µ(v). Le raisonnement pour le repositionnement
se déroule comme précédemment.
Ainsi, si le long d’un calcul de w on est dans un état
−−−−−→
(p, L,R) à la posi-
tion |u|, avec w = uav, tel que L = Iµ(u) et R = µ(av)T , alors l’état suivant
de S3 est
−−−−−−−−−−−−→
(q, Lµ(a), µ(v)T ), avec q un état de Q.
Naturellement, pour la simulation d’une transition entre deux états back-
ward, les conditions portent sur la R-équivalence, mais le raisonnement est le
même.
Montrons à présent que cet automate est fortement valide et équivalent
à A.
Lemme 5. Il existe une bijection entre les calculs de A et ceux de B. Cette
bijection respecte les poids.
Démonstration. On construit l’application ϕ suivante entre les calculs de B et
ceux de A : l’image d’un calcul de B est la restriction de ce calcul aux états
de S1, de forme (p, L,R), projetés ensuite sur leur première variable.
C’est bien une surjection : à partir d’un calcul ρ sur A de w, un mot de A,
on peut construire un calcul de B d’image ρ. En effet, il existe un chemin de i0
à (p0, I, µ(w)T ), avec p0 l’état initial de ρ.
Soit maintenant (p, L,R) un état de S3, avec L = Iµ(u) et R = µ(av)T , en
posant w = uav, tel que (p, L,R) soit à la position |u| dans le calcul. Si dans ρ la
transition suivante est (p, a, q), alors soit les deux états sont de types différents,
dans ce cas il s’agit d’un demi-tour et on peut passer à (q, L, R) dans B, soit les
deux états sont de même type, supposons forward (dans l’autre sens, il s’agit
du même raisonnement).
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Dans ce cas, deux cas se présentent en fonction de l’inversibilité de µ(a).
Soit µ(a) est inversible, et l’on peut aller dans
−−−−−−−−−−−−−→
(q, Lµ(a), µ(a)−1R), soit µ(a)
n’est pas inversible, et il existe un chemin d’états de S2 et de S3 menant à l’état
←−−−−−−−−−−−−−−−−−−−−−−
(p, Lµ(a), µ(v)T , µ(av0), µ(v0)) en position |u|+ 1, avec v0 un préfixe de v tel
que µ(av0) ∼L µ(v0), à partir duquel on peut aller dans l’état (q, Lµ(a), µ(v)T ).
Dans tous les cas, le chemin simulant E(p, a, q) est de même poids. De plus,
si ρ finit sur l’état p, alors l’état (p, Iµ(w), T ) est atteint par le calcul sur B,
de poids T (p). En fait, toute transition d’un calcul de A est simulée par un
chemin de B entre deux états de S1, soit de longueur 1 si µ(a) est inversible,
avec a la lettre lue, soit des chemins ne contenant que des états de S2 puis des
états de S3, en plus des deux extrémités du chemin.
Montrons qu’il s’agit également d’une injection. Soit ρ1 et ρ2 deux calculs
de B sur un mot w. Supposons qu’ils aient la même image par l’application
définie ci-dessus, et notons pi les états rencontrés successivement par cette
image, avec p0 initial. Comme ρ1 et ρ2 sont deux calculs sur le mot w, ils ont le
même début, puisque B n’est non-déterministe que pour les transitions menant
vers des états de S1.
Comme ils ont la même image, ce chemin les emmène tous deux dans l’état
(p0, I, µ(w)T ). Ensuite, pour chaque état de S1, comme ils doivent tous deux
lire la même lettre, ils ont même comportement : soit ils vont dans un autre
calcul de S1, soit ils commencent un chemin composé d’abord d’états de S2
puis d’états de S3. Dans ce cas, il est immédiat que ces deux chemins sont
identiques, car déterministes et commençant du même état. De plus, l’état
pour sortir de ce chemin est imposé par l’égalité de leur image.
Ainsi, on peut montrer que ρ1 = ρ2.
Corollaire 5. A et B sont équivalents.
Démonstration. Immédiat par le lemme 5.
Lemme 6. Soit (p, L,R) un état de S1.
S’il existe u, v ∈ A∗ tels que Iµ(u) = L et µ(v)T = R, alors il existe un
calcul de B d’étiquette uv qui passe par (p, L,R) en position |u|.
Démonstration. Par définition de l’état (p, L,R), on a les deux équations sui-
vantes : (
I.
−−→
µ(u)
(
µ(v ⊣)
←−−−֓
µ(⊢ u)
−֒−−→
)∗)
p
= 1, (4.7)
((
µ(v ⊣)
←−−−֓
µ(⊢ u)
−֒−−→
)∗−−→
µ(v)T
)
p
= 1. (4.8)
Ainsi, I
−−−→
µ(uv)T = 1 : il existe un calcul de A d’étiquette uv, et il passe
par p en position |u|. Comme il y a bijection des calculs entre A et B, il existe
un calcul de B d’étiquette uv passant par (p, L,R) à la position |u|.
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Lemme 7. Soit ρ un circuit stationnaire de B d’étiquette t.
De deux choses l’une :
• Soit t = t′ ⊣, avec t′ ∈ A∗ ∪ {⊢}. Alors pour tout u préfixe propre de t,
pour tout état (p, L,R) de S1 de ce chemin en position |u|, R = µ(v)T ,
en posant v = u−1t.
• Soit t ∈ A∗ ∪ {⊢}. Alors il existe w ∈ A∗, tel que pour tout u préfixe
propre de t, pour tout état (p, L,R) de S1 de ce chemin en position |u|,
R = µ(vw)T , en posant v = u−1t.
Démonstration. La preuve est similaire dans les deux cas, même si le résultat
s’écrit de façon différente. On montre le deuxième cas, t ∈ A∗.
Considérons une transition étiquetée par la dernière lettre de t. Il s’agit
nécessairement d’un demi-tour. Soit
−−−−−−−→
(p0, L0, R0) l’état de S1 précédant cette
transition dans ρ.
On note
−−−−−−−→
(pi, Li, Ri) le ie`me état de S1 de ρ après
−−−−−−−→
(p0, L0, R0), et ui le préfixe
de t tel que
−−−−−−−→
(pi, Li, Ri) est en position |ui| dans ρ. On note également vi = u
−1
i t.
On montre maintenant le résultat par récurrence sur i.
Par définition de l’automate B, les conditions d’existence des transitions de
tous les demi-tours imposent : ∃R ∈ CR tel que R0 = µ(v0)R. Par définition
de CR , ∃w ∈ A∗ tel que R0 = µ(v0w)T .
Supposons maintenant que Ri = µ(vi)µ(w)T , et montrons que Ri+1 =
µ(vi+1)µ(w)T , quel que soit le type de pi et de pi+1, forward ou backward.
• S’ils sont de type différent, alors Ri+1 = Ri et µ(vi+1) = µ(vi) : la
propriété est vérifiée.
• Si pi et pi+1 sont tous deux des états de Q−,3, alors Ri+1 = µ(a)Ri et
vi+1 = avi, avec a la lettre lue. On a donc bien Ri+1 = µ(vi+1)µ(w)T .
Cela ne dépend pas de l’inversibilité de µ(a).
• Si pi et pi+1 sont tous deux des états de Q+, alors posons vi+1 = avi.
Si µ(a) est inversible, alors Ri+1 = µ(a)−1Ri = µ(a)−1µ(avi+1)µ(w)T .
Sinon, le chemin entre les états
−−−−−−−→
(pi, Li, Ri) et
−−−−−−−−−−−→
(pi+1, Li+1, Ri+1) est un
chemin d’états de S2+, puis un chemin d’états de S
3
−, d’étiquette av
′b,
avec a, b ∈ A et v′ ∈ A∗ un préfixe de vi+1.
Par définition des demi-tours de l’automate, ∃γ ∈M tel que γµ(av′b) =
µ(v′b) et Ri+1 = γRi.
On a donc Ri+1 = γRi = γµ(vi)µ(w)T = µ(vi+1)µ(w)T .
Le résultat se montre de la même manière du coté gauche :
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Lemme 8. Soit ρ un circuit stationnaire de B d’étiquette t.
De deux choses l’une :
• Soit t = ⊢ t′, avec t′ ∈ A∗ ∪ {⊣}. Alors pour tout u préfixe de t′, pour
tout état (p, L,R) de S1 de ce chemin en position |u|, L = Iµ(u).
• Soit t ∈ A∗∪{⊣}. Alors il existe w ∈ A∗, tel que pour tout u préfixe de t,
pour tout état (p, L,R) de S1 de ce chemin en position |u|, L = Iµ(wu).
On peut donc maintenant montrer le résultat suivant :
Proposition 39. B est fortement valide (dans un corps normé).
Démonstration. On montre ce résultat par l’absurde. Supposons que B ne soit
pas fortement valide. Il admet donc un circuit stationnaire ρ de poids x, cor-
rectement étiquetté par w, dont l’étoile n’est pas définie.
Ce circuit contient forcément des états de S3 et peut-être des états de S1
et S2. Soit
−−−−−→
(p, L,R) un état de S1+ de ce circuit
1. Il existe u et v de A∗ tel que uv
est l’étiquette de ce circuit, avec
−−−−−→
(p, L,R) à la position |u| dans ce circuit.
Par les lemmes 7 et 8, il existe w0 et w1 de A∗ tels que u est un suffixe
de ⊢ w0 et v est un préfixe de w1 ⊣, et que L = Iµ(w0) et R = µ(w1)T . Par
le lemme 6, il existe donc un calcul d’étiquette w0w1 qui passe par
−−−−−→
(p, L,R) en
position |w0|.
Soit ρ1 et ρ2 deux chemins tels que ce calcul soit égal à la concaténation de
ces deux chemins en
−−−−−→
(p, L,R), de poids respectifs x1 et x2. Pour tout i entier,
ρ1.(ρ)
i.ρ2 est donc un calcul de B, d’étiquette w0w1, de poids x1xix2. Tous ces
calculs sont en bijection avec des calculs de A de même poids sur le même
mot. Ainsi, dans A, il existe une famille de calculs sur le mot w0w1 dont la
somme des poids est
∑
i∈N
x1x
ix2. Si cette somme était définie, alors serait aussi
définie
∑
i∈N
xi, car nous sommes dans un corps. Or l’étoile de x n’est pas définie,
et de plus, on sait que comme K est normé, toute sous-famille d’une famille
sommable est sommable.
Ainsi, la famille des poids des mots de w0w1 n’est pas sommable, et donc A
n’est pas un automate valide : contradiction.
Cette construction est la preuve du théorème suivant :
Théorème 4.2. Soit K un corps muni d’une norme. Alors pour tout auto-
mate boustrophédon valide, il existe un automate boustrophédon fortement va-
lide équivalent.
1. un tel circuit contient nécessairement des états de S1+ et de S
1
−
.
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p q r
s
⊣,←
b,→
a,→
a,→
b,←
⊣,←
b,→
⊢,→
a,←
a,←
b,←
Figure 4.5 – L’automate A1 qui servira d’exemple dans cette partie.
D’un automate boustrophédon fortement valide à
un automate circulaire
Nous pouvons donc maintenant considérer que l’on travaille uniquement
avec des automates boustrophédons fortement valides. On souhaite construire
à partir d’un tel automate un automate circulaire qui lui est équivalent.
Description du modèle pour l’automate boustrophédon
Afin de simplifier les calculs, nous allons dans cette section utiliser un
modèle d’automate boustrophédon qui n’est pas celui que nous avons utilisé
jusqu’ici : dans ce modèle, les calculs commencent et finissent au début du mot.
Ce modèle est cependant, ainsi que nous l’avons vu dans la sous-section 2.3.6
page 34, équivalent aux différents modèles usuels.
Plus formellement :
Définition 4.1. UnK-automate boustrophédon est un quadruplet (Q,E, I, T ),
avec :
• Q l’ensemble fini des états,
• E la fonction de transition, de Q× (A∪{⊢,⊣})×{+1,−1}×Q dans K.
• I et T les fonctions respectivement initiale et finale, de Q dans K.
Exemple 14
L’automate A1 de la Figure 4.5, qui est dans ce formalisme, servira d’exemple
tout au long de cette partie.
Dans les transitions, la valeur +1 ou −1 indique la direction de la tête
de lecture après avoir lu la lettre : +1, la tête de lecture se déplace vers la
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droite, −1, elle se déplace vers la gauche. Il ne peut donc y avoir de transition
étiquetée par (⊢,−1) ou par (⊣,+1).
Un chemin pour le mot w = w1 . . . wk de A∗ est une suite de transitions
ρ = (qi−1, xi, mi, qi)i∈J1,ℓK, avec (qi) des états de Q, pour laquelle il existe une
fonction pos de J0, ℓK dans J0, k+1K, indiquant la position de la tête de lecture.
Cette fonction vérifie les conditions suivantes :
• Pour tout i strictement positif, pos(i) = pos(i− 1) +mi.
• Pour tout i de J1, ℓK, si pos(i−1) = 0, alors xi = ⊢, si pos(i−1) = k+1,
alors xi = ⊣, et sinon, xi = wpos(i−1).
De plus, on appelle calcul sur w tout chemin sur w tel que q0 est initial, ql
est final, pos(0) = 1 et pos(ℓ) = 0. Le poids d’un calcul est :
I(p0).
(
ℓ∏
i=1
E(pi−1, xi, mi, pi)
)
.T (pℓ).
Comme d’habitude, le poids d’un mot w est égal à la somme des poids des
calculs sur w. Dans la partie suivante, nous allons montrer que ce poids peut
s’exprimer à l’aide de l’étoile d’une matrice.
Calcul de poids par une matrice
Une façon de représenter les automates pondérés est d’utiliser la matrice
d’adjacence du graphe sous-jacent. Nous allons utiliser une extension classique
de cette représentation : pour chaque lettre a de A ∪ {⊢,⊣}, on définit deux
matrices de taille n × n, F (a) et B(a), représentants les chemins de taille 1,
vers la droite pour F , et vers la gauche pour B. Plus formellement, avec p et q
deux états, on pose F (a)p,q = E(p, a,+1, q) et B(a)p,q = E(p, a,−1, q). Notons
que F (⊣) = B(⊢) = 0 : aux extrémités du mot, on ne peut se déplacer que
dans une seule direction.
On définira ensuite une matrice Mw, et deux vecteurs, I initial et T final,
tels que IMwT nous donne le poids des calculs de longueur 1, IM2wT le poids
des calculs de longueur 2, et plus généralement pour tout entier i, IM iwT le
poids des calculs de longueur i.
Dans un automate unidirectionnel, la longueur des calculs acceptant un
mot donné est borné par la taille du mot. Dans un automate boustrophédon,
il peut exister des calculs de toute longueur, à cause des circuits stationnaires.
C’est pourquoi on s’intéressera à M∗w.
Exemple 15
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Les matrices de l’automate A1 de la Figure 4.5 sont :
I =
[
1 0 0 0
]
T


0
0
0
1


F (a) =


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 F (b) =


1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0

 F (⊢) =


0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0


B(a) =


0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

 B(b) =


0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 1

 B(⊣) =


0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0


On rappelle la définition de l’étoile d’une matrice :
Définition 4.2. Soit M une matrice carrée, à coefficients dans K. L’étoile de
la matrice M est la somme infinie de toutes les puissances de M . Si elle est
définie, elle vérifie l’équation M∗ = Id+M.M∗.
Si les quatres sous-matrices de l’équation suivante sont définies, alors l’étoile
de M est définie, et (cf. [Conway, 1971]) :
M∗ =
[
A B
C D
]∗
=
[
(A∗BD∗C)∗A∗ A∗(BD∗CA∗)∗BD∗
D∗C(A∗BD∗C)∗A∗ D∗ +D∗CA∗(BD∗CA∗)∗BD∗
]
,
avec A et D deux matrices carrées.
Soit maintenant w = w1 . . . wk un mot de A∗ de longueur k. On définit, pour
étudier les calculs de w, des matrices par blocs de dimension (k+2)× (k+2),
dont chacune des sous-matrices est de taille n × n, et l’on indicera les blocs
avec des entiers dans J0, k + 1K.
Soit donc maintenantMw, la matrice représentant les chemins de longueur 1
sur w :
Mw =


0 F (⊢) 0 . . . 0
B(w1) 0 F (w1) . . .
...
0 B(w2)
. . . . . . 0
...
...
. . . 0 F (wk)
0 . . . 0 B(⊣) 0


. (4.9)
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Ainsi, en notant Mi,j la matrice de taille n×n à la i-ème ligne des blocs et
à la j-ème colonne, on a pour tout i, (Mw)i,i+1 = F (wi) et (Mw)i,i−1 = B(wi).
En particulier, ((Mw)i,i+1)p,q représente une transition forward de p à q qui
peut être empruntée à la position i.
On veut montrer maintenant que la matrice (M∗w)i,j représente tous les
sous-chemins des calculs sur w commençant à la position i et finissant à la
position j, en fonction de leurs états de départ et d’arrivée.
Pour cela, on note C(r), avec r dans J0, k + 1K, la matrice par blocs, de
dimension (r + 1) × (r + 1), dont les coefficients (C(r))i,j sont des matrices
n×n telles que pour tout i, j ∈ J0, k+1K, ((C(r))i,j)(p,q) est la somme des poids
des chemins compatibles avec w qui vont de la position i et de l’état p à la
position j et l’état q, sans passer par une position plus grande (plus à droite)
que r. La forme générale de ces chemins est illustrée en Figure 4.6.
Afin de simplifier l’écriture des matrices par blocs, on notera Li la matrice
ligne de r + 1 blocs de taille n × n, tous nuls sauf le ième, égal à la matrice
identité.
On peut énoncer le lemme suivant :
Lemme 9. M∗w = C
(k+1).
Démonstration. La preuve se fait par induction, avec la restriction de l’étoile
de Mw à ses r + 1 premières lignes et colonnes. Notons M (r) cette restriction.
On a donc M (k+1) = Mw, et l’on va prouver par induction sur r que pour
tout r de J0, k + 1K, (M (r))∗ = C(r).
On a tout d’abord (M (0))∗ = 0∗ = Id = C(0).
Soit maintenant r dans J0, k + 1K tel que (M (r))∗ = C(r).
On a donc :
M (r+1) =
[
M (r) tLr+1.F (wr)
B(wr+1).Lr+1 0
]
. (4.10)
Si l’on note R = M (r), L = Lr+1, F = F (wr), et B = B(wr+1), on obtient :
(
M (r+1)
)∗
=
[ (
R∗ tLFBL
)∗
R∗ R∗
(
tLFBLR∗
)∗ tLF
BL
(
R∗ tLFBL
)∗
R∗
(
BLR∗ tLF
)∗
]
(4.11)
Calculons à présent C(r+1). Ce calcul se fera en quatre parties : considérons
tout d’abord C(r+1)i,j , avec i et j dans J0, rK.
Il s’agit des chemins de la position i à la position j, tels qu’aucune position
intermédiaire ne soit supérieure à r + 1. Ces chemins peuvent être de deux
formes. Soit ils n’ont aucune position intermédiaire supérieure à r, soit ils
ont atteint la position r + 1. Le détail de la décomposition est expliqué dans
la Figure 4.6.
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⊢ w ⊣
w0 wi wj wrwr+1
1
(a) Chemins C(r)i,j .
⊢ w ⊣
w0 wi wj wr wr+1
F (wr)
F (wr)
B(wr+1)
2
4
3
(b) Chemins de i à j sur wr+1.
Figure 4.6 – Décomposition des chemins de C(r+1)i,j , avec i et j dans J0, rK.
On a donc, pour tout i, j de J0, rK :
C
(r+1)
i,j = C
(r)
i,j + C
(r)
i,r F (wr)B(wr+1)
(
C(r)r,rF (wr)B(wr+1)
)∗
C
(r)
r,j (4.12)
On peut raisonner de la même manière sur chacune des trois autres possi-
bilités pour i, j. Cela nous donne les équations suivantes :
∀i ∈ J0, rK C(r+1)i,r+1 = C
(r)
i,r
(
F (wr)B(wr+1)C
(r)
r,r
)∗
F (wr) (4.13)
∀j ∈ J0, rK C(r+1)r+1,j = B(wr)
(
C(r)r,rF (wr)B(wr+1)
)∗
C
(r)
r,j (4.14)
C
(r+1)
r+1,r+1 =
(
B(wr+1)C
(r)
r,rF (wr)
)∗
(4.15)
On remarque de plus que pour tout i, j :
• C(r)i,r =
(
C(r) tL
)
i
,
• C(r)r,j =
(
LC(r)
)
j
, et
• C(r)r,r = LC(r)
tL.
Avec l’hypothèse d’induction, on obtient :
∀i, j ∈ J0, rK
(
C(r+1)
)
i,j
=
(
R∗ +R∗ tLFB
(
LR∗ tLFB
)∗
LR∗
)
i,j
(4.16)
=
((
R∗ tLFBL
)∗
R∗
)
i,j
, (4.17)
ce qui correspond bien à la partie voulue dans
(
M (r+1)
)∗
.
Les trois autres équations donnent de même les résultats souhaités. Par
conséquent, (M (r+1))∗ = C(r+1).
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Ainsi, on a une matrice qui nous permet de savoir le poids des chemins
compatibles avec w, qui vont de la position i dans l’état p, à la position j dans
l’état q, sans dépasser la position k + 1.
On peut donc, en appliquant directement le lemme 9, obtenir la proposition
suivante :
Proposition 40. Le poids de w dans A est égal à I.L2.M∗.
tL1.T .
On souhaite désormais calculer ce poids. Remarquons que siA est fortement
valide, alors l’étoile de Mw est définie pour tout mot w. On a donc que Id−Mw
est inversible. En effet, si ce n’était pas le cas, il existerait un vecteur non nul v
tel que Mw.v = v. On aurait donc M∗w.v = (Id +M
∗
w.Mw).v = v +M
∗
w.v, et
donc v = 0 ce qui est contradictoire.
Ainsi, pour tout mot w, on peut écrire :
〈A, w〉 =I.L2.(Id−Mw)
−1. tL1.T (4.18)
=
1
det (Id−Mw)
∑
p,q∈Q
Ip.(adj (Id−Mw))n+p,q.Tq, (4.19)
avec adj (X) la transposée de la matrice des cofacteurs de X, et det (X), noté
aussi |X|, le déterminant de X.
On peut donc définir les séries suivantes :
• pour tout p, q dansQ, la série αp,q telle que 〈αp,q, w〉 = (adj (Id−Mw))n+p,q,
• la série δ telle que 〈δ, w〉 = det (Id−Mw).
On a donc
〈A, w〉 =
1
〈δ, w〉
∑
p,q∈Q
Ip.〈αp,q, w〉.Tq, (4.20)
Ainsi, si nous arrivons à montrer que les séries αp,q et δ sont rationnelles,
nous obtiendrons que toute série réalisable par un automate boustrophédon
peut s’écrire comme le quotient de Hadamard de deux séries rationnelles.
Le but de la partie suivante est de construire un automate unidirectionnel
réalisant chacune de ces séries, ce qui nous donnera le résultat.
Du calcul d’un déterminant au quotient de Hadamard de
deux séries rationnelles
Les séries que nous souhaitons montrer rationnelles sont toutes des détermi-
nants de matrices par blocs de forme particulière : la diagonale est l’identité, et
à l’exception des blocs sur la sur-diagonale et la sous-diagonale, tous les blocs
sont vides : c’est une matrice bloc-tridiagonale. Nous allons dans cette par-
tie montrer que l’on peut calculer récursivement le déterminant d’une matrice
tridiagonale par blocs. Le calcul inductif du déterminant de telles matrices a
déja été étudié, voir [Molinari, 2008] par exemple, mais nous construisons ici
un automate unidirectionnel le calculant.
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Déterminant d’une matrice tridiagonale par blocs
Soit n et k deux entiers positifs. On considère deux familles de matrices
carrées à coefficients dans K : (Ai)i∈J1,kK et (A′i)i∈J0,kK.
Pour tout r de J0, kK, on considère la matrice N (r) de Krn×(r+1)n suivante :
N (r) =


A′r Idn Ar 0
0 A′r−1 Idn Ar−1
. . . . . . . . .
A′1 Idn A1
0 A′0 Idn


, (4.21)
avec Idn la matrice identité de taille n.
On cherchera dans la suite à calculer le déterminant de cette matrice privée
de n colonnes. Pour cela, nous introduisons quelques notations :
• Pour tout ensemble x, pour tout entier i, on note PiX l’ensemble des
parties de X à i élements.
• On note X le complémentaire d’un ensemble d’indices X, i.e. l’ensemble
des indices n’appartenant pas à X, et ΣX la somme des élements de X.
• On note MX×Y la restriction de M , une matrice, aux lignes de X et aux
colonnes de Y , avec X et Y deux ensembles d’indices.
• Pour tout ensemble C de PnJ1, 2nK, on note G(r)(C) la matrice carrée
N
(r)
J1,(r+1)nK×C
: c’est N (r) privée de n colonnes, celles de C.
• Pour tout C,D de PnJ1, 2nK, pour tout a, b de A, on définit
K(r)(C,D) =
[
A′r Idn Ar 0
0 A′r−1 Idn Ar−1
]
J1,2nK×(C∩J1,2nK)∪(D+2n)
. (4.22)
Il s’agit d’une matrice carrée de taille 2n : dans les deux premières co-
lonnes de taille n, on enlève les colonnes de C, et dans les deux dernières,
on garde celles de D.
Le lemme suivant nous dit comment calculer récursivement le déterminant
de N (r) privée de n colonnes.
Lemme 10. Pour tout C de PnJ1, 2nK, pour tout r de J2, kK, on a :∣∣G(r)(C)∣∣ = ∑
D∈PnJ1,2nK
(−1)sig(D).
∣∣K(r)(C,D)∣∣ . ∣∣G(r−2)(D)∣∣ (4.23)
avec sig(D) =
n(n + 1)
2
+ ΣD pour tout D de PnJ1, 2nK.
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Démonstration. On pose d un entier positif, N une matrice de Kd×d, et X un
sous-ensemble de J1, dK. L’idée est d’utiliser la formule de Laplace suivante, sur
le calcul inductif du déterminant :
|N | =
∑
Y ∈P|X|J1,dK
(−1)ΣX+ΣY |NX×Y | .
∣∣NX×Y ∣∣ . (4.24)
On applique cette formule à G(k)(C), en prenant X = J1, 2nK. Si Y ne
contient pas J1, nK, alors il existe une colonne nulle dans NX×Y : son déter-
minant est nul. De plus, si Y contient un élément plus grand que 3n, alors il
existe une colonne nulle dans NX×Y : son déterminant est nul.
Ainsi, avec D = Y \ J1, nK, on peut réécrire :∣∣G(r)(C)∣∣ = ∑
D∈PnJn+1,3nK
(−1)sig0(D).
∣∣K(r)(C,D − n)∣∣ . ∣∣H(r)(D)∣∣ , (4.25)
avec
sig0(D) = n(2n+ 1) +
n(n + 1)
2
+ ΣD et (4.26)
H(r)(D) = G(r)(C)J2n+1,knK×(Jn+1,knKrD). (4.27)
Posons maintenant D′, dans PnJ1, 2nK tel que D′ + n = D. On obtient
alors :
sig0(D) = sig(D
′) =
n(n+ 1)
2
+ ΣD′, (4.28)
K(r)(C,D − n) = K(r)(C,D′), (4.29)
H(r)(D) = G(r−2)(D′). (4.30)
Cela nous donne bien le résultat du lemme. On peut noter que sig(D) ne
dépend pas de r.
Ce lemme nous permet de calculer le déterminant de (Id −Mw) ainsi que
sa matrice des cofacteurs, en choisissant judicieusement les blocs de la ma-
trice N (r). C’est le but de la partie suivante : décrire un automate réalisant la
série qui à tout mot w associe det(Id−Mw).
L’automate unidirectionnel calculant le déterminant
Avant de pouvoir décrire l’automate, on introduit quelques notations qui
nous seront utiles pour faire le lien entre l’automate et la matrice N (r) décrite
ci-dessus.
On note M la rotation de la matrice M par un demi-tour. Pour tout i, j ∈
J1, nK, (M)i,j = Mn−i+1,n−j+1. Notez que |X| = |X|.
On modifie également les notations ci-dessus :
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• On pose, avec u un mot de A∗ de longueur k,
N (u) =


−F (uk) Idn −B(uk)
. . . . . . . . .
−F (u1) Idn −B(u1)
0 −F (⊢) Idn

 ;
• pour tout ensemble C de PnJ1, 2nK, on pose G(u)(C) la matrice carrée
N
(u)
J1,(k+1)nK×C
: c’est N (u) privée de n colonnes, celles de C ;
• pour tout C,D de PnJ1, 2nK, pour tout a, b de A, on définit
K(a,b)(C,D) =
[
−F (a) Idn −
B(a) 0
0 −F (b) Idn −B(b)
]
J1,2nK×C∪(D+2n)
.
On rapelle également que F (⊣) = B(⊢) = 0.
Ainsi, le lemme 10 s’écrit :∣∣G(uab)(C)∣∣ = ∑
D∈PnJ1,2nK
(−1)sig(D).
∣∣K(b,a)(C,D)∣∣ . ∣∣G(u)(D)∣∣ . (4.31)
De plus, on a que pour tout mot w = u.a,
|Id−Mw| = |
(Id−Mw)| =
∣∣∣∣∣∣∣∣∣∣∣


Idn −B(⊣) 0 0 · · · 0
−F (a) Idn −
B(a) 0 · · · 0
0
N (u)
...
0


∣∣∣∣∣∣∣∣∣∣∣
En appliquant la formule de Laplace (équation (4.24)), on obtient, en po-
sant X = J1, 2nK, et Y = J1, nK ∪D,
|Id−Mw| =
∑
D∈PnJ1,2nK
(−1)sig(D)
∣∣K(⊣,a)(J1, nK, D)∣∣ . ∣∣G(u)(D)∣∣ . (4.32)
On construit dorénavant un automate qui va calculer ce déterminant. L’idée
est de montrer que l’on peut calculer G(u)(D) dans les états de l’automate après
avoir lu u. Le poids final de l’automate sera obtenu grâce à l’équation ci-dessus.
Comme la formule de récurrence pour calculer G(u)(D) est d’ordre 2, on aura
deux types d’états en fonction de la parité du mot.
L’idée de la construction est en Figure 4.7, et l’on note f(a, b, C,D) pour
(−1)sig(D)
∣∣K(b,a)(C,D)∣∣. Remarquons que dans un état (a,D), on vient de lire
une lettre a, de même parité que la dernière lettre.
Plus précisément, l’automate A = (Q,E, I, T ), dont on montrera plus tard
qu’il calcule bien le déterminant, est défini comme suit :
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i C ∈ Pn
a ∈ A
D ∈ Pn
I(C)
a|f(⊢, a, C, J1, nK)
a|1
D = Cb|f(a, b, C,D)
|Mε|
∣∣K(⊣,a)(J1, nK, D)∣∣
Figure 4.7 – Schéma de l’automate calculant δ.
• L’ensemble des états est {i} ∪ PnJ1, 2nK ∪ A× PnJ1, 2nK.
• L’état i est initial de poids 1, et final de poids |Mε|.
• Pour tout C dans PnJ1, 2nK, C est initial de poids
∣∣∣[ −F (⊢) Idn ]J1,nK×C
∣∣∣.
• Tous les états de la forme (a,D) sont finaux, de poids
∣∣K(⊣,a)(J1, nK, D)∣∣.
• Pour tout C de PnJ1, 2nK, pour tout a ∈ A, il y a une transition de i à
C étiquetée par a, de poids
∣∣K(a,⊢)(C, J1, nK)∣∣.
• Pour tout C de PnJ1, 2nK, pour tout a ∈ A, il y a une transition de C à
(a, C) étiquetée par a, de poids 1.
• Pour tout C,D de PnJ1, 2nK, pour tout a, b ∈ A, il y a une transition de
(a,D) à C étiquetée par b, de poids (−1)sig(D)
∣∣K(b,a)(C,D)∣∣.
Montrons tout d’abord la propriété suivante :
Lemme 11. Pour tout mot u ∈ A∗, pour tout C ∈ PnJ1, 2nK, la somme des
poids des chemins de A sur u commençant en un état initial (dont on compte
le poids) et finissant en C est de
∣∣G(u)(C)∣∣.
Démonstration. Cette preuve se fait par récurrence sur la taille de u, avec deux
cas, un cas pair, et un cas impair, car la récurrence du lemme 10 est d’ordre 2.
Cependant la seule différence est à l’initialisation. En effet, pour les mots de
longueur paire, les chemins concernés commencent en i et vont ensuite dans un
état C, après avoir lu une première lettre. Les chemins sur les mots de longueur
impaire, eux, commencent directement en un état C. Mais dans les deux cas,
la propagation de la propriété à un mot u.a.b si elle est vraie pour le mot u se
fait de la même manière. Ainsi, il nous faut donc prouver trois choses :
• le poids initial d’un état C est bien de poids
∣∣G(ε)(C)∣∣,
• les chemins de i à C d’étiquette a sont bien de poids
∣∣G(a)(C)∣∣, et
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• si la propriété est vraie pour un mot u, alors elle est vraie pour u.a.b,
pour toutes lettres a, b de A.
Montrons tout d’abord que le poids initial d’un état C est bien de poids∣∣G(ε)(C)∣∣.
On a le poids initial de C qui vaut∣∣∣[ −F (⊢) Idn ]J1,nK×C .
∣∣∣ (4.33)
Or G(ε)(C) est la matrice
[
−F (⊢) Idn
]
J1,nK×C
(4.34)
Son déterminant est bien égal au poids initial de l’état C.
Montrons maintenant que les chemins de i à C d’étiquette a sont bien
de poids
∣∣G(a)(C)∣∣. Ils n’ont qu’une seule transition, et leur poids initial est
de 1. Pour chaque état C, le chemin de i à C d’étiquette a est de poids∣∣K(a,⊢)(C, J1, nK)∣∣ c’est-à-dire :
∣∣∣∣∣
[
−F (a) Idn −B(a)
0 −F (⊢) Idn
]
J1,2nK×C
∣∣∣∣∣ . (4.35)
Or G(a)(C) est la matrice[
−F (a) Idn −B(a)
0 −F (⊢) Idn
]
J1,2nK×C
. (4.36)
Son déterminant est donc bien égal au poids des chemins de i à C d’éti-
quette a.
Supposons maintenant que la somme des poids des chemins de A sur u
commençant en un état initial (dont on compte le poids) et finissant en C est
de
∣∣G(u)(C)∣∣. On cherche donc la valeur de la somme des poids des chemins
de A sur u.a.b commençant en un état initial et finissant en C. Ces chemins
sont des chemins sur u commençant en un état initial et finissant en un état
D, suivis de deux transitions, une étiquetée par a et allant de D à (a,D), et
une de (a,D) à C étiquetée par b. Comme par l’hypothèse de récurrence on
connait le poids de ces chemins en D, on peut écrire que le poids des chemins
en C est de :
∑
D∈PnJ1,2nK
∣∣G(u)(D)∣∣ .E(D, a, (a,D)).E((a,D), b, C). (4.37)
Or E(D, a, (a,D)) = 1 et E((a, C), b, D) = (−1)sig(D)
∣∣K(b,a)(D,C)∣∣.
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Ainsi, le poids en C après avoir lu u.a.b est de :∑
D∈PnJ1,2nK
(−1)sig(D).
∣∣K(b,a)(C,D)∣∣ . ∣∣G(u)(D)∣∣ , (4.38)
qui est bien égal à
∣∣G(uab)(D)∣∣.
Ainsi, on a bien prouvé par récurrence notre propriété.
On peut maintenant poser :
Lemme 12. Pour tout mot w de A+, 〈A, w〉 = |Id−Mw|.
Démonstration. Le poids d’un mot w.a dans A est la somme des poids des cal-
culs, i.e. la somme des poids des chemins allant d’un état initial à un état final.
Les seuls chemins acceptants sont les chemins sur w commençant en un état
initial et finissant en C, suivis d’une transition de C à (a, C) étiquetée par a,
avec C dans PnJ1, 2nK. Comme la somme des poids des chemins sur w finissant
en C est deG(w)(C), on a que 〈A, w.a〉 =
∑
C∈PnJ1,2nK
G(w)(C).E(C, a, (a, C).T (a, C)).
On peut le réécrire comme
〈A, w.a〉 =
∑
C∈PnJ1,2nK
G(u)(C).(−1)sig(C).
∣∣K(⊣,a)(J1, nK, D)∣∣). (4.39)
Or l’équation (4.32) nous dit que cette somme est égale à |Id−Mw|.
Ainsi, par le lemme 12, la série δ telle que 〈δ, w〉 = |Id−Mw| est une série
rationnelle.
On cherche maintenant à montrer que pour tout p, q dans Q, la série αp,q
telle que 〈αp,q, w〉 = (adj (Id−Mw))n+p,q est rationnelle.
Or, on peut poser M (q,n+p)w une matrice telle que (adj (Id − Mw))n+p,q =∣∣∣M (q,n+p)w ∣∣∣.
C’est la matrice Id−Mw dans laquelle certains blocs ont été changés. On
remplace la ligne n+ p et la colonne q par une ligne et une colonne de 0, sauf
à leur intersection, que l’on pose égale à 1.
On pose, avec w = u un mot de longueur k :
• Id(p)n la matrice identité de taille n dans laquelle le 1 à la p-ième ligne et
p-ième colonne est remplacé par un 0,
• B(p,q)(a) la matrice B(a) dans laquelle la p-ième ligne et p-ième colonne
son nulles sauf pour B(p,q)(a)p,q qui vaut 1,
• F (p)(a) la matrice F (a) dans laquelle la p-ième ligne est remplacée par
une ligne nulle, et
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• N ′(u) =


B(u2) Idn F (uk)
. . . . . . . . .
B(uk) Idn F (uk)
0 B(⊣) Idn

 .
On a donc
M (q,n+p)w =


Id(q)n F (⊢) 0 0 · · · 0
B(p,q)(w1) Id
(p)
n F
(p)(w1) 0 · · · 0
0
N ′(u)...
0


. (4.40)
On peut donc appliquer la même procédure qu’au cas précédent : on définit
un automate dont les états calculent récursivement le déterminant deM (q,n+p)w .
Cependant, la première lettre n’a pas les mêmes matrices F et B que toutes
ses autres occurrences dans le mot. En effet, on leur a supprimé une ligne et/ou
une colonne.
On va donc ajouter à l’automate deux ensembles d’états : des états de
PnJ1, 2nK, et des états de A×PnJ1, 2nK, annotés pour ne pas les confondre avec
les états originaux. L’idée de cette construction est illustrée dans la Figure 4.8.
On note dans ce schéma f(a, b, C,D) comme auparavant, fp,q(a, b, C,D) pour
(−1)sig(D)
∣∣∣∣∣
[
−F (b) Idn −B(b) 0
0 −F (p)(a) Id(p)n −
B(p,q)(a)
]
J1,2nK×(C∩J1,2nK)∪(D+2n)
∣∣∣∣∣, et
I ′(C) =
∣∣∣[ −F (⊢) Id(q)n ]J1,nK×C
∣∣∣.
Avec les poids et transitions identiques à l’automate précédent, sauf en ce
qui concerne les deux premières lignes de la matrice, et en traitant à part les
mots de longueur 1, on peut montrer que cet automate calcule bien le déter-
minant de M (q,n+p)w . Pour tout p, q dans Q, la série αp,q est donc rationnelle.
On peut donc énoncer notre théorème :
Théorème (Rappel du théorème 4.1). Soit K un corps commutatif. Les séries
sur K réalisables par un automate boustrophédon fortement valide sont des
quotients de Hadamard de séries rationnelles.
Or on a vu dans le chapitre précédent (proposition 28) que sur Q, R et C, les
séries de Hadamard et les quotients de Hadamard de séries rationnelles coïnci-
daient. Comme sur ces semi-anneaux, les séries de Hadamard sont réalisables
par des automates circulaires (proposition 36), on peut énoncer également :
Théorème 4.3. Soit K égal à Q, R ou C. Les séries sur K réalisées par les K-
automates boustrophédons fortement valides sont réalisables par des automates
circulaires sur K.
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i C ∈ Pn
a ∈ A
D ∈ Pn
C ∈ Pn
a ∈ A
D ∈ Pn
I ′(C) 1
a|fp,q(⊢, a, C, J1, nK)
b|fp,q(a, b, C,D)
b|f(a, b, C,D) a|1D = C
∣∣∣M (p,q)ε ∣∣∣
∣∣K(⊣,a)(J1, nK, D)∣∣
∣∣∣M (p,q)a ∣∣∣
Figure 4.8 – Schéma de l’automate réalisant αp,q.
s-représentation sur Q, R, ou C
On souhaite ici montrer que sur K = Q, R ou C, toute série s réalisable
par un automate boustrophédon est s-reconnaissable, c’est-à-dire qu’il existe
un produit sassociatif sur des K-matrices, et on peut définir deux fonctions
de projection I et T ainsi qu’un morphisme de monoïdes µ de A∗ dans ces
matrices, tels que le poids de tout mot w dans s est égal à I sµ(w) sT . Pour
toute cette partie, on poseA = (Q+, Q−, E, I, T ) un automate boustrophédon 1
valide.
Pour tout mot u de A∗, on peut définir une matrice,
−−→
µ(u), représentant les
chemins sur u de l’automate qui commencent à gauche et finissent à droite.
Plus précisément, on pose
−−→
µ(u)p,q = k, avec p, q ∈ Q+, si et seulement si k
est la somme des poids des chemins sur u de l’automate, allant de l’état p en
position 0 à l’état q en position |u|. C’est donc une matrice de M |Q+|×|Q+|(K).
On peut définir de la même manière trois autres matrices,
←−−
µ(u) pour les chemins
commençant à droite et finissant à gauche, dans M |Q−|×|Q−|(K), µ(u)
←−֓
pour les
chemins commençant à gauche et finissant à gauche, en lisant un préfixe du
mot,dans M |Q+|×|Q−|(K), et µ(u)
−֒→
pour les chemins commençant à droite et
finissant à droite, en lisant un suffixe du mot,dans M |Q−|×|Q+|(K).
Pour tout mot u ∈ A∗, on notera
µ(u) =


−−→
µ(u) µ(u)
←−֓
µ(u)
−֒→ ←−−
µ(u)

 .
1. On retourne dans le modèle d’automates boustrophédons de la définition 2.9
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On peut remarquer que pour toute lettre a, on a :
•
−−→
µ(a)p,q = E(p, a, q) avec p, q ∈ Q+,
• µ(a)
←−֓
p,q = E(p, a, q) avec p ∈ Q+, q ∈ Q−,
• µ(a)
−֒→
p,q = E(p, a, q) avec p ∈ Q−, q ∈ Q+,
•
←−−
µ(a)p,q = E(p, a, q) avec p, q ∈ Q−.
La matrice µ(a) est la matrice d’adjacence du graphe sous-jacent à l’automate
restreint à ses transitions étiquetées par a.
On pose I =
[
I
µ(⊢)
−֒→
]
et T =
[
T µ(⊣)
←−֓
]
.
On considère sur ces matrices le produit définit par les équations (4.1)
à (4.4). Attention, comme ce produit est défini à partir d’étoiles, il n’est pas
toujours défini sur C.
Lemme 13. Soit A un automate boustrophédon, et µ l’application définie ci-
dessus. Si A est fortement valide, alors pour tout mots u et v, les matrices
µ(u) et µ(v) sont définies, et le produit µ(u) sµ(v) est défini et vaut µ(uv).
Démonstration. La preuve est par induction sur la longueur des mots u et v.
Elle se fait indépendamment pour chacune des quatre matrices
−−−−−−−→
µ(u) sµ(v),
µ(u) sµ(v)
←−−−−−−֓
, µ(u) sµ(v)
−֒−−−−−→
et
←−−−−−−−
µ(u) sµ(v), mais dans un souci de concision, seule
la preuve pour
−−−−−−−→
µ(u) sµ(v) est faite ici, les preuves supplémentaires suivant le
même raisonnement.
On a
−−−−−−−→
µ(u) sµ(v) =
−−→
µ(u)
(
µ(v)
←−֓
µ(u)
−֒→
)∗−−→
µ(v). Par définition des matrices µ(v)
←−֓
et µ(u)
−֒→
, µ(v)
←−֓
µ(u)
−֒→
est la somme des poids des chemins sur le mot uv commen-
çant et finissant en position |u| dans des états forward, et ne passant qu’une
seule autre fois par la position |u|. De manière plus générale,
(
µ(v)
←−֓
µ(u)
−֒→
)k
est la somme des poids des chemins sur le mot uv commençant et finissant en
position |u| dans des états forward, et passant par la position |u| exactement
k fois.
Ainsi, la somme des poids des chemins sur le mot uv commençant et finis-
sant en position |u| dans des états forward est la somme de toutes les puissances
de µ(v)
←−֓
µ(u)
−֒→
, ce qui s’obtient en en prenant l’étoile.
Comme l’automate est fortement valide, cette étoile est bien définie. Or un
chemin sur le mot uv commençant en position 0 et finissant en position |uv|
est obtenu en concaténant un chemin sur u de 0 à |u|, puis un chemin sur uv
112 L.-M. Dando
4. Automates boustrophédons sur les corps commutatifs
allant de |u| à |u|, puis un chemin sur v allant de la position (relative) 0 à la
position |v|.
Ainsi,
−−−→
µ(uv) =
−−→
µ(u)
(
µ(v)
←−֓
µ(u)
−֒→
)∗−−→
µ(v) =
−−−−−−−→
µ(u) sµ(v).
Définition 4.3. Soit m,n ∈ N. On appelle s-représentation de la série s un
triplet (I, µ, T ) avec :
• I, composé d’un vecteur de K1×m et d’une matrice de Kn×m,
• µ un morphisme de (A∗, .) dans (K(m+n)×(m+n), s),
• T , composé d’un vecteur de Km×1 et d’une matrice de Km×n,
qui vérifie la propriété suivante :
∀w ∈ A∗, 〈s, w〉 = I sµ(w) sT .
Si une série admet une s-représentation, on dit qu’elle est s-reconnaissable.
Avant de s’intéresser au cas des corps, on rappelle ce qui ce passe dans le
cas des semi-anneaux rationnellement additifs.
Théorème 4.4 ([Lombardy, 2016]). Si K est rationellement additif, une série
est réalisable par un automate boustrophédon si et seulement si elle est s-recon-
naissable.
D’une manière plus générale, si le semi-anneau vérifie les axiomes Ax.1
à Ax.6, alors on peut énoncer la proposition suivante :
Proposition 41. Soit s une série réalisée par un automate fortement valide.
La série s est s-reconnaissable.
Démonstration. Soit A = (Q+, Q−, E, I, T ) l’automate fortement valide réali-
sant s. On identifie I (resp. T ) au vecteur ligne (resp. colonne) qui le caracté-
rise : Ip = I(p). L’application µ de la définition 4.3 est bien un morphisme.
Vérifions que 〈s, w〉 = Iµ(w)T .
Soit Sw la somme des poids des chemins sur ⊢ w ⊣ commençant en posi-
tion 1 et finissant en position |w|+1. En séparant selon s’ils effectuent des demi-
tours sur ⊢, et en notant, dans un souci de concision, S1 =
−−→
µ(w)
(
µ(⊣)
←−֓
µ(w)
−֒→
)∗
,
la contribution des chemins sans effectuer de tels demi-tours, on a :
Sw = S1 +
((
µ(w)
←−֓
+ S1µ(⊣)
←−֓ ←−−
µ(w)
)
µ(⊢)
−֒→
)+
S1. (4.41)
En notant S2 =
(
µ(w)
←−֓
+ S1µ(⊣)
←−֓ ←−−
µ(w)
)
µ(⊢)
−֒→
, on a Sw = S1 + S2S∗2S1.
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→
←
→
→
a
a
a
⊣
⊣−a
a
⊢
Figure 4.9 – Automate A2 obtenu à partir du triplet (I2, µ2, T2).
Comme 〈s, w〉 est la somme des poids des chemins sur ⊢ w ⊣ commençant
en position 1 dans un état initial et finissant en position |w|+ 1 dans un état
final, on a 〈s, w〉 = I(S2)∗S1T , qui est bien égal à I sSw sT .
Ainsi, (I, µ, T ) est bien une s-représentation de s.
En particulier, grâce au théorème 4.2, on a :
Théorème 4.5. Si K est un corps muni d’une norme, toute série sur K réa-
lisable par un automate boustrophédon valide est s-reconnaissable.
Démonstration. Corollaire immédiat du théorème 4.2 et de la proposition 41.
Remarque 22. La réciproque de ce théorème n’est pas aussi immédiate. En
effet, l’automate qui correspond naturellement à une s-représentation n’est pas
nécessairement valide. Considérons la s-représentation (I2, µ2, T2) suivante :
I2 =
[
1 0 0
1 0 0
]
, T2 =

 0 01 1
1 1

 , µ2(a) =


0 1 −1 0
0 1 0 0
0 0 1 0
0 0 0 1

 . (4.42)
On peut vérifier que les produits suivants sont définis :
• I sT = 0,
• µ2(a) sµ2(a) = µ2(a), et
• I2 sµ2(a) sT2 = 0.
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Ainsi, (I2, µ2, T2) est une s-représentation de la série nulle. Cependant si
l’on considère l’automate A2 de la Figure 4.9, on constate que pour tout mot
non vide, il existe à la fois une infinité de calculs de poids 1, et une infinité de
calculs de poids -1. Cet automate n’est donc pas valide.
Ainsi, grâce aux résultats de ce chapitre et du chapitre précédent, nous
avons un certains nombre d’objets équivalents pour représenter certaines séries
sur Q, R, et C. Plus précisément, on a montré que :
• les séries réalisées par des automates boustrophédons fortement valides
étaient s-reconnaissables,
• dans les corps normés, les automates boustrophédons valides étaient équi-
valents aux automates boustrophédons fortement valides,
• si le corps est commutatif, les automates boustrophédons fortement va-
lides réalisent des quotients de Hadamard de séries rationnelles, et que
• sur Q, R, et C, de tels quotients sont réalisables par des automates cir-
culaires (chapitre précédent).
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Chapitre 5
Automates boustrophédons sur les
semi-anneaux et les bi-monoïdes
localement finis
“Capri, c’est fini”
– Hervé Vilard
Nous nous sommes intéressés dans le chapitre précédent aux automates
boustrophédons dans les corps commutatifs, et nous avons vu que ces derniers
étaient équivalents aux automates circulaires. Dans ce chapitre, nous allons
nous interesser à l’expressivité des automates boustrophédons lorsque la struc-
ture des poids est finie.
Le résultat principal de ce chapitre, publié dans [Dando et Lombardy,
2018b], est le théorème 5.1, résultat classique sur les automates booléens ([Ra-
bin et Scott, 1959] et [Shepherdson, 1959]), dans le cas localement fini : les au-
tomates boustrophédons et les automates unidirectionnels réalisent les mêmes
séries.
Dans la première section, nous présentons les objets qui nous seront utiles
pour représenter les calculs des automates boustrophédons : les coupes. Ces
objets ont été introduits par [Shepherdson, 1959] pour montrer l’équivalence
des automates unidirectionnels et boustrophédons dans le cas booléen. On
présente un certain nombre d’extensions et d’utilisations de ces objets dont
nous allons avoir besoin dans la suite.
La deuxième section présente l’automate des coupes d’un automate bous-
trophédon, qui lui est équivalent, ainsi que les façons dont on s’en servira.
La troisième section s’attache à montrer l’équivalence des automates unidi-
rectionnels et boustrophédons lorsque les poids forment un bi-monoïde locale-
ment fini, en construisant un automate basé sur les coupes, telles qu’étendues
dans la section précédente.
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Les coupes
Dans [Shepherdson, 1959], Shepherdson a montré l’équivalence entre auto-
mates boustrophédons et unidirectionnels dans le cas booléen grâce aux coupes,
en anglais crossing sequences.
L’idée est d’analyser les calculs de l’automate boustrophédon, et de consi-
dérer l’ensemble des états rencontrés à une position donnée dans le mot. Cet
ensemble, nommé coupe, peut comporter plusieurs fois le même état. Cepen-
dant, si c’est le cas, cela veut dire que le calcul considéré passe deux fois à la
même position dans le mot, et dans le même état. Le chemin entre ces deux po-
sitions sera appelé circuit stationnaire. Le calcul privé de ce circuit est encore
un calcul sur le même mot : au moins dans le cas booléen, qui ne s’intéresse
qu’à l’existence d’au moins un calcul, on peut donc ne considérer que les coupes
sans répétition. À l’opposé, un circuit stationnaire peut être répété un nombre
arbitraire de fois dans le calcul et engendrer ainsi un nombre infini de calculs.
Ceci nous conduit à considérer deux ensembles particuliers de coupes, celles
sans répétitions, et celles avec une répétition.
On montre que si un automate n’admet que des coupes sans répétition,
ses calculs peuvent être représentés par un automate fini unidirectionnel. Si
le semi-anneau des poids est commutatif, on montre en outre que l’on peut
calculer le poids d’une transition entre deux coupes afin d’obtenir un automate
unidirectionnel équivalent à l’automate boustrophédon.
Si l’automate admet des coupes avec une répétition, on montre que l’on peut
décider si l’automate boustrophédon est valide, et le cas échéant, construire
un automate unidirectionnel équivalent. Certains cas simples, les bi-monoïdes
pour lesquelles toutes les sommes infinies sont définies, ou ceux pour lesquelles
aucune n’est définie, sont étudiés. Le cas général nécessite, pour des raisons
que l’on verra plus tard, une déterminisation supplémentaire.
Exemple 16
Afin d’illustrer les définitions, on introduit ici l’automateA1 qui servira d’exemple
tout au long de ce chapitre. Il est composé de deux états forward, p et r, et
d’un état backward q. Il est décrit complètement en Figure 5.1a.
Définitions
Définition 5.1. Une coupe d’un automate boustrophédon A = (F,B,E, I, T )
est un mot de (FB)∗F . La coupe d’un calcul ρ à la position i est la restriction
de ce calcul aux états pj tels que pos(j) = i. Une coupe est dite simple si aucun
état n’y apparaît deux fois.
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→
p
←
q
→
r
a, b
a
a, b
b,⊣
a
a
b
(a) L’automate A1.
0 1 2 3 4 5
⊢ a b a a a ⊣
→
p
→
p
←
q
→
r
→
p
→
p
→
p
←
q
→
r
←
q
→
p
←
q
→
q
→
r
→
r
→
r
a
b
a
b
a a a
⊣
aa
a
aa
a a
(b) Un calcul ρ de A1.
Figure 5.1 – L’automate qui servira d’exemple dans ce chapitre.
Exemple 17
Les coupes du calcul ρ de la Figure 5.1b sont : p aux positions 0 et 2, pqr en
position 1, 3, et 5, et pqrqr à la position 4. Parmi celles-ci, seules les coupes p
et pqr sont simples. Il existe d’autres coupes, certaines n’appartenant pas à ce
calcul (r, par exemple), voire n’appartenant à aucun calcul (telle rqp).
Remarque 23. Une coupe simple étant un mot de (FB)∗F sans répétition,
tout automate a donc un nombre fini de coupes simples. Plus précisément, en
notant f = |F | et b = |B|, les coupes simples sont au nombre de
min{b,f−1}∑
i=0
b!
(b− i)!
f !
(f − (i+ 1))!
. (5.1)
On peut montrer, en notant un cette valeur lorsque f = b+ 1 = n, que un
et n!(n+ 1)! sont équivalents.
Ainsi, on a :
un ∼ (n+ 1)(n!)
2 (5.2)
Automates simples
Définition 5.2. Sur un automate boustrophédon, un calcul ρ sur un mot w
est dit simple si pour chaque position, la coupe de ρ à cette position est simple.
Cela signifie que dans ce chemin, aucun état n’apparait deux fois à la même
position dans le mot.
Si un calcul ρ sur w n’est pas simple, il passe donc par un état p au moins
deux fois, et à la même place dans w. Ainsi, on peut écrire ce calcul ρ1ρ2ρ3
avec p l’état séparant ρ1 de ρ2 et ρ2 de ρ3. Le chemin ρ2 est appelé circuit
stationnaire de ρ. Le chemin ρ1ρ3 est également un calcul sur le mot w.
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Exemple 18
Le calcul ρ de la Figure 5.1b n’est pas simple : en effet, il admet en position 4
la coupe pqrqr, dans laquelle apparaît deux fois q. Le circuit (q, a, r)(r, a, q)
est un circuit stationnaire.
Remarque 24. S’il existe un calcul sur un mot w qui admet au moins un circuit
stationnaire, il existe un autre calcul sur w sans circuit stationnaire. De plus,
si l’automate est caractéristique, alors ces deux calculs ont même poids, ce qui
n’est pas nécessairement vrai dans le cas général.
Définition 5.3. Un automate est dit simple si tout mot de A∗ n’est l’étiquette
que d’un nombre fini de calculs.
Remarque 25. Tout automate unidirectionnel est simple.
Proposition 42. Tous les calculs d’un automate simple sont des calculs sim-
ples.
Démonstration. Immédiat par contraposée.
Dans le cas des automates boustrophédons pondérés sur des semi-anneaux
dont l’étoile n’est définie que pour le 0, Anselmo à montré dans [Anselmo,
1990] que seuls les automates simples sont valides et qu’ils sont dans ce cas
équivalents aux automates unidirectionnel si le semi-anneau est commutatif.
Extension des coupes
L’idée dans le cas booléen était d’utiliser les coupes simples pour simuler
le comportement de l’automate boustrophédon initial : chaque coupe avait
un représentant de taille bornée, une coupe simple, et on en avait donc un
nombre fini. De plus, le nombre de calculs acceptant un mot donné n’a pas
d’importance dès qu’il est non nul.
Dans le cas pondéré, il faut tenir compte de ce nombre, potentiellement
infini. Et dans le cas d’un calcul possédant une coupe avec un état apparaissant
deux fois, chacun des calculs obtenus par itération du circuit stationnaire a
potentiellement un poids différent. Se pose également le problème de la validité.
Pour résoudre ces problèmes, nous travaillerons avec un automate carac-
téristique, de telle sorte que le poids d’un calcul ne dépendra que de son état
final. Ainsi, on pourra représenter une famille infinie de calculs de même poids
grâce à une coupe avec répétition d’un état.
On ajoute aux définitions précédentes la définition formelle des coupes dans
lesquelles un état peut apparaître deux fois.
Définition 5.4. On appelle coupes avec répétition les coupes dans lesquelles
aucun état n’apparaît plus de deux fois.
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Remarque 26. Les mots de B∗ dans lesquels aucune lettre n’apparait plus de
deux fois sont, avec b = |B|, au nombre de
∑
u+d≤b
(
b
u
)(
b− u
d
)
(u+ 2d)!
2d
. (5.3)
On peut remarquer, que pour les mots de (FB)∗F , en posant f − 1 = b,
la longueur maximale d’une coupe avec répétition est de 4f + 1, et donc leur
quantité est bornée par f 4f+1.
L’automate des coupes
Nous allons maintenant construire un automate à partir de ces coupes.
L’idée est de reconstruire les calculs de A à partir des coupes. Voyons tout
d’abord comment l’on peut joindre deux coupes.
Chaînage de coupes
On souhaite reconstituer un calcul à partir d’une suite de coupes. Pour
cela, on explicite quelles propriétés doivent vérifier les coupes aux extrémités
du mot, ainsi que les façons de "recoller" deux coupes, qu’elles soient simples
ou non.
Aux extrémités du mot
Une coupe q1 . . . q2n+1 est dite initiale avec poids k 1 si q1 est initial (I(q1) 6=
0K), si pour tout i compris entre 1 et n, on a E(q2i,⊢, q2i+1) 6= 0K, et si k =
I(q1)Π
n
i=1E(q2i,⊢, q2i+1).
Une coupe q1 . . . q2n+1 est dite finale avec poids k si q2n+1 est final (T (q2n+1) 6=
0K), si pour tout i compris entre 0 et n, on a E(q2i+1,⊣, q2i) 6= 0K, et si k =
(Πni=0E(q2i+1,⊣, q2i)) T (q2n+1).
Exemple 19
Comme il n’existe pas de transition de demi-tour sur ⊢ dans A1, sa seule coupe
initiale est p. De plus, l’ensemble des coupes finales est la famille (pq)∗r.
1. Le poids d’une coupe a peu de sens dans le monde non-commutatif : considérer les
poids entre deux coupes d’un calcul, c’est réorganiser l’ordre des poids de ce calcul. On
pourrait toutefois définir les coupes sans considérer les poids.
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Figure 5.2 – Existence d’un maillon entre deux coupes.
Jonction de deux coupes
On s’intéresse également aux propriétés pour joindre deux coupes. Afin
de simplifier la description de la relation, on définit les blocs de demi-tours.
Il s’agit des suites de transitions de demi-tour consécutives dans une même
coupe. Plus précisément, un bloc de demi-tours pour a est un mot w de (BF )∗
tel que pour tout i dans J0, |w|/2− 1K, E(w2i, a, w2i+1) est non nul. Son poids
est k = Π|w|/2−1i=0 E(q2i,⊢, q2i+1).
On ne considère que les blocs de demi-tours constitués de transitions de
demi-tours gauches, cela nous suffit pour décrire récursivement deux coupes
que l’on souhaite "recoller".
Il existe un maillon de poids k pour la lettre a entre deux coupes c1 et c2,
ce que l’on note c1
a
 
k
c2, si l’une des conditions suivantes est remplie :
Cas 1 : c1 = p, avec p dans F , et c2 est de la forme q.u, avec u un bloc de demi-
tours pour a de poids k′, et q dans F , avec E(p, a, q) non nul tel que
k = k′E(p, a, q).
Cas 2 : c1 = p.q.c, avec E(p, a, q) non nul, et c et c2 chaînables par a avec poids
k′ tel que k = k′E(p, a, q).
Cas 3 : c1 = p.p′.c, c2 = q.b.q′.c′, avec E(p, a, q) non nul, b un bloc de demi-tours
pour a de poids k′, E(q′, a, p′) non nul, et c et c′ chaînables par a avec
poids k′′ tel que k = E(p, a, q)k′E(q′, a, p′)k′′.
On dira qu’il existe un chaînage de poids k pour la lettre a entre deux
coupes c et c′ s’il existe au moins un maillon pour a entre c et c′ et que k est
la somme des poids de ces maillons.
On peut remarquer que la relation entre deux états de l’automate des
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l r
(pq, ǫ)|E(p, a, q) (ǫ, qp)|E(q, a, p)
(p, p′)|E(p, a, p′)
(q, q′)|E(q, a, q′)
Figure 5.3 – Le transducteur Ta réalisant la relation de chaînage.
coupes est calculable par un transducteur 1 unidirectionnel. En effet, le trans-
ducteur suivant, représenté en Figure 5.3, réalise la relation de chaînage pour
la lettre a : les états sont l et r, avec l initial et r final, on note E ′ la fonction
de transition, et pour tout p, p′ états de F , et q, q′ états de B, on pose :
• E ′(l, l) = (pq, ε) si E(p, a, q) 6= 0,
• E ′(l, r) = (p, p′) si E(p, a, p′) 6= 0,
• E ′(r, l) = (q, q′) si E(q, a, q′) 6= 0, et
• E ′(r, r) = (ε, qp) si E(q, a, p) 6= 0.
On peut définir ainsi un transducteur Ta pour chaque lettre a. Deux coupes
c et c′ sont chaînables par a si et seulement si (c, c′) est accepté par Ta.
Les transitions de r à r reconnaissent les blocs de demi-tours, donc les
transitions ramenant à la coupe de départ, celles de l à l capturent les demi-
tours de la coupe de gauche, et celles de l à r ou de r à l capturent les transitions
qui permettent de changer de coupe.
De plus, si l’automate initial est δ-normalisé, alors ces transducteurs sont
déterministes (sur le couple entrée-sortie). En effet, supposons que l’on se
trouve dans l’état l, et considérons la première lettre de la coupe de gauche qu’il
nous reste à lire. C’est donc un état de l’automate boustrophédon qui va soit
uniquement vers des états forward , soit uniquement vers des états backward.
S’il ne va que vers des états backward, alors nécessairement, il faut prendre
une transition qui fait rester dans l, puisque la coupe commence donc par un
demi-tour. Sinon, il faut aller dans l’état r. L’automate est donc non ambigu :
entre n’importe quelle paire de coupes, il n’existe qu’un maillon possible pour
relier ces deux coupes.
Proposition 43. Soit A un automate boustrophédon. Si A est δ-normalisé, il
y a bijection des chemins entre A et son automate des coupes.
1. Automate dont les étiquettes sont des paires de mots : cf. [Eilenberg, 1974] pour la
définition originale.
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Démonstration. Si A est δ-normalisé, alors pour toute paire d’états de l’au-
tomate des coupes, il n’existe qu’un seul maillon possible pour chaque lettre
entre ces deux coupes. Ainsi, tout calcul de l’automate des coupes permet de
reconstituer un et un seul calcul de A.
L’automate des coupes d’un automate boustrophédon simple
Les coupes d’un automate encodent une information suffisante sur les cal-
culs pour pouvoir le simuler avec un automate unidirectionnel dont la taille
est le nombre des coupes. Cet automate peut donc être infini. Cependant, si
l’automate est simple, alors on verra que cet automate est fini.
Définition 5.5. L’automate des coupes d’un automate boustrophédon A =
(F,B,E, I, T ) est défini comme suit : ses états sont les coupes de A, les poids
initiaux sont les poids des coupes initiales, les poids finaux sont les poids des
coupes finales, et il existe une transition entre c et c′ de poids k étiquetée par
a si k est le poids du chaînage pour a entre c′ et c′.
On ne considère bien sûr que la partie accessible de cet automate. Cet
automate est potentiellement infini.
Proposition 44. Tout automate boustrophédon est équivalent à son automate
des coupes.
Démonstration. Considérons un calcul de A : il s’agit en fait d’une suite de
coupes, et cette suite est un calcul de l’automate des coupes. S’il y a plusieurs
maillons possibles pour un chaînage, alors les poids de ces deux calculs peuvent
être différents. Mais l’existence de plusieurs maillons est preuve de l’existence
d’autre calculs de A sur le même mot. La somme des poids de tous ces calculs
est égale au poids du calcul de l’automate des coupes.
Ainsi, tout calcul de A est simulé par son automate des coupes. La réci-
proque est immédiate.
Lemme 14. L’automate des coupes d’un automate boustrophédon A est de
taille finie ( i.e. il a un nombre fini d’états) si et seulement si toute coupe de
A est simple.
Démonstration. Si toute coupe est simple, par la remarque 23, il y a un nombre
fini de coupes, et donc l’automate des coupes est de taille finie.
Si l’automate des coupes est de taille finie, supposons qu’il possède une
coupe c qui ne soit pas simple.
Cette coupe est de la forme u.p.v.p.w avec p un état, et u, v, w des suites
finies d’états.Comme c est accessible, il existe un calcul de l’automate des
coupes passant par cette coupe. On peut donc reconstruire au moins un calcul
de A admettant c à une position i, avec i un entier naturel. Ce calcul admet
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donc un circuit stationnaire. On peut écrire ce calcul ρ1ρ2ρ3 avec ρ2 le circuit
stationnaire.
Tous les chemins ρ1(ρ2)iρ3 sont des calculs de A : toutes les coupes de la
forme u.(p.v)i.p.w appartiennent donc à l’automate des coupes. Ce dernier doit
donc être de taille infinie, contradiction.
Proposition 45. Si K est commutatif, tout automate boustrophédon simple
est équivalent à un automate unidirectionnel.
Démonstration. Si l’automate boustrophédon est simple, alors toutes ses coupes
sont simples (proposition 42). Ainsi, par le lemme 14, l’automate des coupes
est fini. L’équivalence vient par la proposition 44.
Remarque 27. La condition de commutativité est nécessaire : La série s qui
au mot an associe le mot bncn (〈s, an〉 = bncn) est réalisable par un automate
boustrophédon simple (et même par un automate circulaire simple), mais pas
par un automate unidirectionnel.
Compter les calculs
On considère désormais un automate boustrophédon A.
En s’inspirant du raisonnement sur les booléens, on peut construire un
automate unidirectionnel B basé sur les coupes, qui n’est pas équivalent à A,
mais qui servira à compter les calculs dans celui-ci. Comme ils peuvent être en
nombre infini, les poids de B seront dans (N ∪∞,+, .), noté N∞.
Définition 5.6. L’automate des coupes avec répétition B = (R,F, J, U) de A
est un automate unidirectionnel pondéré sur N∞, tel que :
• R est l’ensemble des coupes avec répétition deA. On notera C1 l’ensemble
des coupes simples, et C2 = R \ C1.
• J(c) =


∞ si c est une coupe initiale de C2,
1 si c est une coupe initiale de C1,
0 sinon.
• F (c, a, c′) est nul si c et c′ ne sont pas chaînables par a. Si elles le sont,
alors F (c, a, c′) =
{
∞ si c ∈ C1 et c′ ∈ C2,
1 sinon.
• U(c) = 1 si et seulement si c est une coupe finale.
L’idée de la construction se trouve en Figure 5.4.
Cet automate B sert à compter les calculs dans A qui finissent dans un état
donné. En effet, tant qu’un chemin n’est pas passé dans C2, il est compté surN,
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∞
∞
C1
C2
Figure 5.4 – Schéma de l’automate des coupes à répétition.
mais dès qu’il passe par un état de C2, cela veut dire qu’il existe un calcul dans
A admettant un circuit stationnaire. Cela implique l’existence d’une infinité
de calculs finissant dans le même état et reconnaissant le même mot. D’où le
poids ∞ pour tout calcul passant par un état de C2.
Proposition 46. Soit A un automate boustrophédon δ-normalisé, B son au-
tomate des coupes, et p un état final de A. On pose Bp l’automate obtenu à
partir de B en restreignant les coupes finales à celles finissant par p.
Alors pour tout mot w de A∗, pour tout état p, le nombre de calculs de A
sur w finissant dans l’état p est égal à 〈Bp, w〉.
Démonstration. Soit w ∈ A∗. Il existe une bijection immédiate entre les calculs
simples de A sur w et les calculs de B passant uniquement par C1 : tout calcul
de A est une suite d’états de C1, et réciproquement tout calcul de B passant
uniquement par C1 permet bien de construire un unique calcul de A. Ainsi,
comme tout calcul de B passant uniquement par C1 à poids 1, le poids total
de leur contribution au poids de w est égal au nombre de calculs simples de A
sur w.
Soit ρ un calcul de B sur w passant par au moins un état de C2 et finissant
en p : on a donc 〈Bp, w〉 = ∞. Or ce calcul permet de reconstruire un calcul
de A, et possédant une coupe non simple, et donc un circuit stationnaire. On
peut donc itérer ce circuit, et le nombre de calculs de A se finissant en p est
donc ∞.
L’équivalence boustrophédon-unidirectionnel
Munis de ces outils, on cherche à déterminer quelles sont les séries réa-
lisés par les automates boustrophédons pondérés lorsque le semi-anneau des
poids est fini. Il s’agit d’une extension du résultat de [Rabin et Scott, 1959]
et de [Shepherdson, 1959], que grâce à une remarque de Manfred Droste, nous
avons étendu aux bi-monoïdes :
126 L.-M. Dando
5. Automates boustrophédons sur les semi-anneaux et les bi-monoïdes
localement finis
Théorème 5.1. Sur un bi-monoïde fort localement fini, la validité des au-
tomates boustrophédons est décidable. De plus, tout automate boustrophédon
valide est équivalent à un automate unidirectionnel.
Notez que le résultat est encore vrai si le bi-monoïde n’est pas commuta-
tif, contrairement à ce à quoi on pourrait s’attendre au vu des chaînages des
coupes.
Il est immédiat que toute propriété montrée sur les automates pondérés sur
un bi-monoïde fort fini s’étend au cas localement fini, puisque l’automate de
départ est fini, et donc n’utilise qu’un nombre fini d’éléments du bi-monoïde.
C’est pourquoi nous allons nous intéresser au cas fini.
Dans toute la suite, on considèrera A = (Q+, Q−, E, I, T ) un automate
boustrophédon pondéré sur K, un bi-monoïde fort fini, et B = (R,F, J, U) son
automate des coupes avec répétition.
On considère de plus que A est caractéristique et δ-normalisé, ce qui est
toujours faisable dans un bi-monoïde fini, cf. propositions 7 et 10 pages 31 et
34.
Les cas simples
Tout d’abord, on s’intéresse à la construction dans quelques cas où celle-ci
est rendue plus simple de par la définition de la somme infinie. Il s’agit des bi-
monoïdes localement finis fortement idempotents, des bi-monoïdes localement
finis dans lesquels la somme infinie n’est définie nulle part (sauf pour le 0),
et des bi-monoïdes localement finis dans lesquels la somme infinie est définie
partout.
Les bi-monoïdes localement finis fortement idempotents
On considère tout d’abord une classe de bi-monoïdes localement finis pour
laquelle l’extension du résultat (et de la preuve) est immédiate.
Définition 5.7. Un bi-monoïde K est dit fortement idempotent si pour tout
x ∈ K, x+ x = x et
∞∑
i=0
x = x.
Exemple 20
Considérons le semi-anneau idempotent (0, 1, ω), dans lequel 1 + ω = ω et
ωω = ω. Si la somme infinie de 1 vaut ω, il s’agit d’un bi-monoïde fini idem-
potent, mais pas fortement idempotent, mais si cette somme infinie est définie
comme égale à 1, il est fortement idempotent.
On a vu lors de notre étude des coupes que la présence d’un circuit sta-
tionnaire d’un calcul était signe de l’existence d’une infinité de calculs. Mais
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comme A est caractéristique, tous ces calculs ont même poids. L’addition étant
idempotente, il suffit de compter un seul de ces calculs pour obtenir le même
résultat.
On construit donc l’automate suivant :
Définition 5.8. L’automate des coupes simples d’un automate boustrophédon
A = (Q+, Q−, E, I, T ) caractéristique et δ-normalisé est un automate unidi-
rectionnel C = (Q,E ′, I ′, T ′) défini comme suit :
• Q est l’ensemble des coupes simples de A
• E ′(c1, a, c2) = 1 si c1 et c2 sont chaînables par a.
• I ′(c) = 1 si et seulement si c est une coupe initiale.
• T ′(c) = T (p), avec p le dernier état de c, si et seulement si c est une
coupe finale.
Cet automate est équivalent à A. En effet, si l’on simule tous les calculs
simples, on simule tous les calculs, par l’idempotence de la somme (et de la
somme infinie). Il suffit donc de montrer que cet automate simule bien tous
les calculs simples de l’automate A. Tout calcul de C est une suite de coupes,
et comme A est δ-normalisé, entre chaque paire de coupes, il n’existe qu’un
seul maillon. Ainsi, chaque calcul de C simule bien une et une seule fois chaque
calcul simple de A.
Cette preuve du théorème 5.1 est exactement celle de [Shepherdson, 1959].
D’ailleurs, B est lui-même un bi-monoïde fort localement fini fortement idem-
potent.
Lorque le bi-monoïde n’est pas fortement idempotent, il se peut qu’il pos-
sède des propriétés qui simplifient la construction, notamment les deux cas
suivants.
Aucune somme infinie n’est définie
Dans le cas où aucune somme infinie n’est définie, alors le poids d’un mot
dont un calcul admet un circuit stationnaire n’est pas défini. En effet, si un
calcul pour un mot w admet un circuit stationnaire, alors en répétant ce circuit,
on génère une infinité de calculs pour w qui contribuent tous à son poids. Il
faut donc calculer la somme infinie de ces calculs, or cette somme n’est pas
définie.
Ainsi, si une coupe avec répétition est accessible dans B, alors il existe un
mot dont un calcul de A admet un circuit stationnaire : A n’est donc pas
valide. Cette propriété est décidable.
Remarque 28. Si l’automate n’est pas valide, le langage des mots qui ne sont
l’étiquette que de calculs simples forme un langage rationnel, et l’on peut
construire l’automate qui le reconnaît à partir de A.
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Si en revanche aucune coupe avec répétition n’est accessible dans B, alors
A est valide. On peut construire à partir de B un automate unidirectionnel B′
qui est équivalent à A. Il suffit de modifier la fonction finale, de sorte que le
poids final d’une coupe simple c = p1 . . . pn soit le poids final de pn dans A.
Toutes les sommes infinies sont définies
En revanche, dans le cas où toutes les sommes infinies sont définies, alors
l’automate A est immédiatement valide. De plus, on peut construire un au-
tomate qui lui est équivalent. Pour cela, on utilise une variante de B, dans
laquelle on annote les états avec un booléen indiquant si l’on a déjà croisé une
coupe avec répétition dans le calcul. Il suffit ensuite d’adapter les poids.
Lemme 15. Soit A un K-automate boustrophédon caractéristique et δ-normal-
isé. Si toutes les sommes infinies de K sont définies, alors A est valide et il
existe un automate unidirectionnel équivalent.
Démonstration. Soit C = (R′, F ′, J ′, U ′) l’automate unidirectionnel sur K sui-
vant :
• R′ = C1 × {1} ∪ (C1 ∪ C2) × {∞} avec C1 et C2 définis comme à la
définition 5.6.
• J ′(c, n) vaut 1 si n = 1 et que c est une coupe initiale de C1, ou bien si
n =∞ et que c est une coupe initiale de C2, et vaut 0 sinon.
• U ′(c, 1) = T (p), et U ′(c,∞) = ∞.T (p), avec p le dernier état de c, si et
seulement si c est une coupe finale.
• F ′((c,m), a, (c′, n)) =∞ si m = 1, n =∞, c ∈ C1 et c′ ∈ C2.
• F ′((c,m), a, (c′, n)) = 1 si c, c′ ∈ C1 et que n = m, ou si c′ ∈ C2 et que
m =∞.
Le schéma représentant C se trouve en Figure 5.5, en posant x le poids final
dans A d’une coupe de C1, et y celui d’une coupe de C2.
Montrons que cet automate est équivalent à A : soit w un mot de A∗. Si
l’on ignore les poids, il y a surjection immédiate entre les calculs de A et les
calculs de C. Il y a même une bijection entre les calculs simples de A et les
calculs de C finissant dans un état de C1 × 1.
De plus, tous les calculs ayant même image par la surjection peuvent être
groupés en classes d’équivalence en fonction de leur état final, et l’on peut leur
choisir un représentant qui soit un calcul avec un seul circuit stationnaire. La
somme infinie des poids des représentants de ces calculs est équivalente à la
somme de tous ces calculs.
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x
C1 × 1
∞.y
∞.x
C2 ×∞
C1 ×∞
Figure 5.5 – Schéma de l’automate C équivalent à A lorsque toutes les coupes
sont définies.
Or il existe une bijection entre ces représentants de ces calculs et les calculs
de C. En effet, A est δ-normalisé.
Ainsi 〈A, w〉 = 〈C, w〉.
Le cas général
Il existe des bi-monoïdes pour lesquels certaines sommes infinies ne sont
pas définies, alors que d’autres le sont. Par exemple le bi-monoïde K1 dont les
opérations sont décrites ci-dessous est un tel bi-monoïde : une somme infinie
de 1 n’est pas définie, mais une telle somme plus un m vaut m.
+ 0 1 m
0 0 1 m
1 1 0 m
m m m m
· 0 1 m
0 0 0 0
1 0 1 m
m 0 m m
(5.4)
Exemple 21
Le bi-monoïdeK1 servira d’exemple dans cette partie. Il pondère l’automateA3
de la Figure 5.6a. La Figure 5.6b représente son automate des coupes B3. Pour
plus de concision, nous avons noté P la coupe p, X la coupe qrqrs, Y la coupe
qrs, et T la coupe t.
Pour savoir si le poids d’un mot est défini, il est dans ce cas nécessaire
de connaitre l’ensemble des poids de ses calculs et de déterminer si cette fa-
mille potentiellement infinie est sommable. Rappelons que cette famille sera
représentée par une description, (cf. définition 1.14 page 12).
Pour pouvoir prendre cette décision localement, nous allons donc détermi-
niser l’automate, afin de grouper les différents calculs sur un même mot. En
général, on ne connait pas d’algorithme pour déterminiser un automate pon-
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→
p
→
q
←
r
→
s
→
t
1
m
a, b
a
b,⊣
a
a
b
b
a, b
(a) Un K1-automate boustrophé-
don A3 .
PY X
T
a, b
b
a
b
a | ∞
b
a, b
(b) L’automate des coupes de A3.
Figure 5.6 – L’automate A3 qui servira d’exemple dans cette partie, et son
automate des coupes.
P : 1
P : 1
T : 1
P : 1
T : 2
P :∞
T : 1
P :∞
T : 2
P : 1
X :∞
Y : 1
T : 1
P : 1
X :∞
Y : 1
T : 2
P : 1
X :∞
Y : 1
b
a
a
a
a
a
a
b
b
b
b
b
P :∞
T :∞
P :∞
X :∞
Y :∞
T : 1
P :∞
X :∞
Y :∞
T : 2
P :∞
X :∞
Y :∞
T :∞b
b
b
b
a
b
a
a
a
a
a
Figure 5.7 – L’automate B3 déterminisé modulo (1,2).
déré. Pour que cette déterminisation termine, nous allons l’effectuer dans un
ensemble fini ce qui est une condition suffisante.
Plus précisément, nous construirons d’abord un automate unidirectionnel
qui compte les calculs, vu en sous-section 5.2.3. Mais au lieu de compter les
calculs sur N∪∞, on les compte modulo l’ordre du bi-monoïde fini, c’est-à-dire
sur Nm,r, le semi-anneau J0;m+ r − 1K ∪ {∞} où les opérations entre entiers
finis sont modulo (m, r) (cf. section 1.3). C’est sur ce semi-anneau fini que l’on
effectue la déterminisation.
Exemple 22
On peut voir la déterminisation de B3 en Figure 5.7. L’ordre de K1 est (1, 2).
Chaque état est une description, c’est-à-dire un vecteur de paires "coupe : n",
avec n ∈ Nm,r. Notez que l’on a pas encore représenté les poids finaux.
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1 : 1
1 : 2
m :∞
1 : 1
m :∞
1 : 2
m :∞
1 : 1
1 : 2
m :∞
1 : 1
m :∞
1 : 2
1 :∞
m :∞
1 :∞
1
m
m
m
1
m
m
? m
b
a
a
a
a
a
a
b
b
b
b
b
b
b
a
a
a
a
b
b
a
b
a
Figure 5.8 – L’automate D3, équivalent à A3.
Ainsi, chaque état stocke le nombre de calculs finissant dans la coupe que
cet état encode, ainsi que le poids de ces calculs. On peut donc associer à chaque
état c de ce nouvel automateD la description de la famille, possiblement infinie,
des poids des calculs qui finissent par c.
À partir de cette description, on peut décider si la famille décrite est som-
mable, et le cas échéant calculer son poids. On montre que s’il existe une des-
cription d’une famille non sommable, alors l’automate de départ n’était pas
valide, et que si toutes les familles décrites sont sommables, alors en posant
cette somme comme poids final de l’état, ce nouvel automate est équivalent à
l’automate boustrophédon original.
La suite de cette section prouve le théorème 5.1, en construisant l’auto-
mate D unidirectionnel équivalent à A.
Soit donc D = (R′, F ′, J ′, U ′) l’automate unidirectionnel sur K tel que :
• R′ = RNm,r , les états sont des descriptions (cf. définition 1.14 page 12)
de familles (possiblement infinies) de coupes ;
• le seul état initial est le vecteur V0, avec V0(c) = J(c), i.e. le vecteur dans
lequel le poids de chaque coupe est son poids initial dans B ;
• F ′(v1, a, v2) = 1 si et seulement si pour toute coupe c′ de R, v2(c′) =∑
c∈R
v1(c).F (c, a, c
′) ;
• le poids final d’un état est la somme de la famille décrite par cet état si
cette somme existe.
Exemple 23
L’automate D3 unidirectionnel équivalent à A3 obtenu par la construction ci-
dessus se situe en Figure 5.8. On constate l’existence d’un état dont la somme
de la description n’est pas définie : l’automate A3 n’est donc pas valide.
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S’il existe des états dont le poids final n’est pas défini, i.e. qui décrivent
une famille non sommable, alors l’automate boustrophédon original A n’est
pas valide. En effet, si l’on considère un mot w arrivant dans un tel état c,
le calcul unique (l’automate est déterministe) arrivant en c sur ce mot simule
l’ensemble des calculs de A sur w, puisque c’est ce que fait B et qu’il s’agit
juste d’une déterminisation modulo l’ordre, déterminisation qui conserve donc
les poids. Ainsi, comme tous les calculs pour w sont bien représentés par la
description de l’état c, la non sommabilité de c implique la non validité de A.
On a donc également que si le poids final de c est défini, il est égal au
poids de w dans A. Ainsi si tous les états sont des descriptions sommables,
l’automate D et l’automate A sont équivalents.
Remarque 29. L’ensemble des mots qui rendent non valide un automate bous-
trophédon sur K, un bi-monoïde fort localement fini, est rationnel.
Conclusion Ainsi, on a montré que, comme dans le cas booléen, les sé-
ries réalisées par les automates boustrophédons sur les bi-monoïdes forts finis
étaient exactement celles réalisées par les automates unidirectionnels.
Cependant, on peut remarquer que dans le cas général, avec un automate
boustrophédon avec n états forward et n états backward , pondéré sur un bi-
monoïde localement fini d’ordre (m, r), la taille de l’automate unidirectionnel
équivalent que nous obtenons grâce à cette construction est de (m+ r)O(n
4n).
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