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, –
RLSE Liu , MSE Liu
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$n\cross 1$ $y,$ $n\cross p$ $X,$ $p\cross 1$ $\beta,$ $n\cross 1$
$\epsilon$
$y=X\beta+\epsilon$
$E(y)=X\beta,$ $V(y)=\sigma^{2}I$ $y$ $(y, X\beta, \sigma^{2}I)$ . $\sigma^{2}$
. $R\beta=r$ . $\beta$ $\tilde{\beta}$
, MSE $h’I(\tilde{\beta})=E(\tilde{\beta}-\beta)(\tilde{\beta}-\beta)’$ . $\beta$ $\tilde{\beta}_{1},\tilde{\beta}_{\mathit{2}}$
, $\Lambda’I(\tilde{\beta}_{1})-\Lambda,I(\tilde{\beta}_{2})$ $\tilde{\beta}_{2}$ $\tilde{\beta}_{1}$
.
4 .
(i) $n$. $\cross n$ $A$
(ii) $n$ $x$ $x’Ax\geq 0$
(iii) $A$ $\lambda_{i}(i=1, \ldots, n)$ $\lambda_{i}\geq 0$
$(\mathrm{i}\mathrm{v})A=B’B$ $B$ .
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. Ordinary Least Square Estimator (OLSE) . $\hat{\beta}$ $\beta$
. , $S^{-}$ $S$ .
(i) $SS^{-}S=S$ , $(\mathrm{i}\mathrm{i})S^{-}SS^{-}=S^{-}$ , $(\mathrm{i}\mathrm{i}\mathrm{i})(S^{-}S)’=S^{-}S$ , $(\mathrm{i}\mathrm{v})(SS^{-})’=SS^{-}$
$\beta$ $R\beta=r$ . $R$ $m(m<p)$
$m\cross p$ , $r$ $m\cross 1$ , $R,$ $r$ . 2
$b$
$b=\hat{\beta}+(X’X)^{-}R’(R(X’X)^{-}R’)^{-}(r-R\hat{\beta})=\hat{\beta}+S^{-}R’(RS^{-}R’)^{-}(r-R\hat{\beta})$




. $R\beta=r$ $b$ . RLSE OLSE
.
1 ([6]) (1),(2) .
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(1) $b$ $\hat{\beta}$ . $M(\hat{\beta})-M(b)$ .
(2) $\delta=R\beta-r$ $\delta’(RS^{-}R’)^{-}\delta\leq\sigma^{2}$
1,2
1 ([2]) $A$ $n\mathrm{x}n$ $a$ $n\cross 1$ $c$
2
(1) $cA-aa’$
(2) $A$ $a\in \mathcal{M}(A),$ $A^{-}$ $A$ – ($AA^{-}A=A$
$A^{-})$ $a’A^{-}a\leq c$

















2([6’]) $\beta$ 2 $\tilde{\beta}_{1:}\tilde{\beta}_{2}$ 2
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(1) $\tilde{\beta}_{2}$ $\tilde{\beta}_{1}$
(2) $C(\tilde{\beta}_{1},\tilde{\beta}_{2})$ $B(\tilde{\beta}_{2})\in \mathcal{M}(C(\tilde{\beta}_{1},\overline{\beta}_{2})),$ $d$ $B(\tilde{\beta}_{\mathit{2}})=C(\tilde{\beta}_{1},\tilde{\beta}_{2})d$
$d’C(\tilde{\beta}_{1},\tilde{\beta}_{\mathit{2}})d\leq 1$






1 . 2 .
3. Ridge Estimator&Restricted Ridge Estimator (RRE)




$\hat{\beta}_{k}=W_{k}\hat{\beta}$ $R\beta=r$ Sarkar [5]
$b_{rk}=W_{k}b$









, RRE RLSE MSE .





$C(b, b_{\mathrm{f}k})$ $=$ $\sigma^{2}\Sigma-\mathrm{c}\mathrm{o}\mathrm{v}(b_{rk})$
$=$ $\sigma^{\mathit{2}}\{\Sigma-(I+kS^{-1})^{-1}\Sigma((I+kS^{-1})^{-1})’\}$
$=\sigma^{\mathit{2}}(I+kS^{-1})^{-1}\{(I+kS^{-1})\Sigma(I+kS^{-1})’-\Sigma\}((I+kS^{-1})^{-1})’$








, $P’SP=\Delta$ $P$ $\Delta$ . $P$
$P’P=PP’=I$ . $B=P’\Sigma P$ . $\Sigma$
$B$ , $B$ . $\gamma=P’\beta$ $\beta=P\gamma$
. $R\beta=RP\gamma=r$ .
$M(b)-\Lambda’f(b_{rd})$
$=$ $(PAP’+kPP’)^{-1}[\sigma^{2}k\{P\Delta P’\Sigma+\Sigma P\Delta F+k\Sigma\}-k^{2}P\gamma\gamma’P’](P\Delta P’+k,PP^{j})^{-1}$
$=$ $P(\Delta+kI)^{-1}[\sigma^{2}k\{B\Delta+\Delta B+\mathrm{A};B\}-k^{2}\gamma\gamma^{j}](\Delta+kI)^{-1}P’$
. .
2 $R\beta=r$ , $\beta$ 2 $b,$ $b_{\mathrm{r}k^{\backslash }}$ ,
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(1),(2) .
(1) $b_{rk}$ $b$ .
$M(b)-M(b_{rk})=k^{2}P( \Delta+kI)^{-1}[\frac{\sigma^{2}}{k}E-\gamma\gamma^{l}](A+kI)^{-1}P’$
. $E=B\Delta+AB+kB$ .
(2) $E$ , $\gamma$ $E$ , $E^{-}$ $E$ –
($EE^{-}E=E$ $E^{-}$ ) ,
$\gamma’E^{-}\gamma\leq\frac{\sigma^{2}}{k}$ , $(k>0)$




$\beta=$ , $X=$ , $R=$ , $r=$ .
, RLSE, RRE restricted Liu (RLE)
$(S+I)^{-1}(S+dI)b$ $(0<d<1)$
, Mathematica Ver 5.1. 1000
. , $\sigma=1$ , RRE $k$ 0.1, 0.5, 1, 2, 3 , RLE
$d$ 0.1, 0.3, 0.5, 0.7, 0.9 . 1 , , 2
. 2 RRE RLE RLSE
.
6.
Ujiie and Ishii [8] RLSE
$b=\hat{\beta}-S^{-}R’(I-RS^{-}SR^{-})(RS^{-}R’)^{-}r$




$\text{ }1$ : The mean of estimators for $\beta$
X 2: The variance of estimators for $\beta$
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