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1. Kapitel: Einführung 
Das v o r l i e g e n d e Lehrbuch r i c h t e t s i c h vor a l l e m an Studenten 
der P s y c h o l o g i e , S o z i o l o g i e , Pädagogik sowie P o l i t i k w i s s e n -
s c h a f t e n und hat d i e grundlegenden mathematischen Methoden 
zum Gegenstand, d i e für d i e s o z i a l w i s s e n s c h a f t l i c h e Grund-
l a g e n f o r s c h u n g , d i e e m p i r i s c h e Forschung und insbesondere 
für das Verständnis der s t a t i s t i s c h e n V e r f a h r e n i n den S o z i a l -
w i s s e n s c h a f t e n u n e n t b e h r l i c h s i n d . Dabei w i r d d i e mathemati-
sche D a r s t e l l u n g n i c h t auf a b s t r a k t e r Ebene v o l l z o g e n , sondern 
d i e behandelten mathematischen B e g r i f f e und V e r f a h r e n werden 
s t e t s im s o z i a l w i s s e n s c h a f t l i c h e n Kontext, d.h. anhand von 
konkreten P r o b l e m s t e l l u n g e n d i s k u t i e r t , so daß auch M e d i z i n e r , 
W i r t s c h a f t s w i s s e n s c h a f t l e r sowie im B e r e i c h der emp i r i s c h e n 
W i r t s c h a f t s - und S o z i a l f o r s c h u n g tätige P r a k t i k e r diesem B a s i s -
t e x t Anregungen entnehmen können. 
Im E i n k l a n g mit dem modernen Selbstverständnis der S o z i a l -
w i s s e n s c h a f t e n a l s e m p i r i s c h e W i s s e n s c h a f t e n wurde i n zuneh-
mendem Maße d i e Möglichkeit e r f o r s c h t , s o z i a l w i s s e n s c h a f t l i c h e 
Beziehungen i n mathematischer Form auszudrücken. Dies führte 
i n v i e l e n B e r e i c h e n naturgemäß zu e i n e r f o r m a l i s i e r t e n Dar-
s t e l l u n g s w e i s e . Dabei nehmen d i e "mathematischen Modelle" 
e i n e herausragende S t e l l u n g e i n , w e i l s i e meistens a l s l o g i s c h e 
Gerüste von T h e o r i e n u n e n t b e h r l i c h s i n d . E i n e grundlegende 
E i g e n s c h a f t a l l e r Modelle i s t d i e Abbildung e i n i g e r w i c h t i g e r 
Aspekte der Realität durch e i n i n höherem Maße a b s t r a k t e s 
System. S i e b e s c h r e i b e n schematisch d i e w e s e n t l i c h e n G e s i c h t s -
punkte e i n e s F o r s c h u n g s f e l d e s oder P r o b l e m k r e i s e s . B e i der 
Anwendung eines M o d ells übernehmen d i e a b s t r a k t e n Elemente 
und R e l a t i o n e n e i n e s mathematischen Systems d i e R o l l e von 
Objekten, I n d i v i d u e n und Beziehungen zwischen i h r e n E i g e n -
s c h a f t e n i n der Realität. Demnach w i r d das M o d e l l a l s e i n e 
a b s t r a k t e D a r s t e l l u n g der Realität b e t r a c h t e t . Das M o d e l l , 
insbesondere e i n mathematisches M o d e l l i n den S o z i a l w i s s e n -
s c h a f t e n , f o r m a l i s i e r t Grundannahmen und Hypothesen e i n e r 
t h e o r e t i s c h e n Konzeption für s o z i a l w i s s e n s c h a f t l i c h e Prozesse 
und S t r u k t u r e n und d e d u z i e r t aus d i e s e n mit H i l f e f o r m a l e r 
Techniken gewisse Konsequenzen, S t r a t e g i e n oder R e l a t i o n e n 
zwischen den i n v o l v i e r t e n K o n s t r u k t e n bzw. V a r i a b l e n . M e i s t 
werden d i e R e l a t i o n e n zwischen den V a r i a b l e n und s o n s t i g e n 
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Elementen des Systems i n Form von Gleichungen, Ungleichungen, 
Abbildungen und Funktionen ausgedrückt. 
Die V o r t e i l e der Verwendung von mathematischen Modellen i n 
den S o z i a l w i s s e n s c h a f t e n bestehen d a r i n , daß s i e 
- d i e Anzahl und Präzision der d e d u z i e r b a r e n A b l e i t u n g e n 
w e s e n t l i c h erhöhen, 
- überflüssige Annahmen i n der T h e o r i e aufdecken, 
- auf der formalen Ebene l e i c h t e r Widersprüche entdecken, 
- i n Kombination mit emp i r i s c h e n Untersuchungen d i e E r f o r -
schung s o z i a l w i s s e n s c h a f t l i c h e r Prozesse e n t s c h e i d e n d 
v o r a n t r e i b e n . 
Zur D a r s t e l l u n g w e i t e r e r V o r t e i l e von mathematischen Modellen 
i n den S o z i a l w i s s e n s c h a f t e n v e r g l e i c h e man b e i s p i e l s w e i s e 
APOSTEL (1961), BJORK (1973), DEPPE (1977) oder TACK (1969). 
Durch den v o r l i e g e n d e n B a s i s t e x t s o l l dem Studenten und 
P r a k t i k e r das Verständnis der durch d i e Einführung mathema-
t i s c h e r Modelle b e d i n g t e n f o r m a l i s i e r t e n D a r s t e l l u n g s w e i s e 
e r l e i c h t e r t werden, um auch dem noch n i c h t mit mathematischen 
Methoden v e r t r a u t e n L e s e r d i e Logik der Zusammenhänge t r a n s -
parent zu machen und es ihm zu ermöglichen, Forschungsergeb-
n i s s e i n d i e s e n B e r e i c h e n mit Gewinn l e s e n zu können. 
Da d i e Autoren i n i h r e n L e h r v e r a n s t a l t u n g e n f e s t s t e l l e n 
mußten, daß d i e mathematischen V o r k e n n t n i s s e der Studenten 
der S o z i a l w i s s e n s c h a f t e n r e c h t u n t e r s c h i e d l i c h s i n d , werden 
i n K a p i t e l 2 d i e w i c h t i g s t e n G r u n d b e g r i f f e der Elementarmathe-
matik, soweit s i e für d i e S o z i a l w i s s e n s c h a f t e n von Bedeutung 
s i n d , nochmals ausführlich erörtert. Dadurch s o l l der Versuch 
unternommen werden, den u n t e r s c h i e d l i c h e n E i n g a n g s v o r a u s -
setzungen der Studienanfänger Rechnung zu t r a g e n . 
Durch den einführenden Ch a r a k t e r und durch das S t r e b e n nach 
einem möglichst n i e d r i g e n P r e i s s i n d zwangsläufig I n h a l t und 
Umfang d i e s e s Lehrbuches Grenzen g e s e t z t , so daß s e l b s t v e r -
ständlich n i c h t a l l e T e i l g e b i e t e der Mathematik, d i e für d i e 
Anwendung mathematischer Modelle i n den S o z i a l w i s s e n s c h a f t e n 
bedeutsam s i n d , b e handelt werden können. So mußte b e i s p i e l s -
weise auf d i e D a r s t e l l u n g w i c h t i g e r mathematischer T e i l g e b i e t e 
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wie D i f f e r e n t i a l - und I n t e g r a l r e c h n u n g , D i f f e r e n t i a l g l e i c h u n g e n , 
G raphentheorie, V e k t o r d i f f e r e n t i a t i o n , e t c . v e r z i c h t e t werden. 
Es i s t b e a b s i c h t i g t , d i e genannten und w e i t e r e im Rahmen d i e s e r 
Einführung n i c h t abgedeckte B e r e i c h e i n e i n e r e r w e i t e r t e n 
Fassung m i t e i n z u b e z i e h e n . 
B e i der h i e r g e t r o f f e n e n Auswahl lagen d i e Akzente auf den-
j e n i g e n B e r e i c h e n der Mathematik, d i e zum Verständnis der für 
das Studium der S o z i a l w i s s e n s c h a f t e n w i c h t i g e n Gebiete wie 
Meßtheorie und S k a l i e r u n g , W a h r s c h e i n l i c h k e i t s r e c h n u n g , Psycho-
l o g i s c h e T e s t t h e o r i e und insbesondere der m u l t i v a r i a t e n s t a t i -
s t i s c h e n Methoden e r f o r d e r l i c h s i n d . Dabei wurde darauf geachtet, 
d i e b e i den Studenten der S o z i a l w i s s e n s c h a f t e n meist u n g e l i e b t e n 
mathematischen V e r f a h r e n so verständlich wie möglich zu g e s t a l -
t e n . Darüber hinaus werden sämtliche B e g r i f f e und V e r f a h r e n 
durch e i n e Reihe von Anwendungsbeispielen im s o z i a l w i s s e n -
s c h a f t l i c h e n Kontext ausführlich d e m o n s t r i e r t und erläutert. 
Aus diesem Grunde und mit B l i c k r i c h t u n g auf den beschränkten 
Umfang d i e s e r Einführung wurde auf d i e E i n b e z i e h u n g w e i t e r e r 
Übungsaufgaben am Ende der e i n z e l n e n K a p i t e l v e r z i c h t e t . Da-
gegen w i r d am Ende jedes K a p i t e l s e i n e k l e i n e Auswahl w e i t e r -
führender L i t e r a t u r zur V e r t i e f u n g angeboten. 
D e f i n i t i o n e n , Aussagen, Sätze und Regeln, d i e den Autoren 
aus d i d a k t i s c h e n Gründen für das Verständnis besonders 
w i c h t i g e r s c h i e n e n , wurden durch Einrahmung hervorgehoben, 
wobei n i c h t immer e x p l i z i t darauf hingewiesen wurde, daß 
es s i c h um mathematische Aussagen der genannten A r t h a n d e l t . 
Frau W. Büchl hat mit großer S o r g f a l t d i e Übertragung des 
s c h r e i b t e c h n i s c h s c h w i e r i g e n Manuskripts b e s o r g t . Ihr s e i 
an d i e s e r S t e l l e h e r z l i c h gedankt. Schließlich i s t es den 
V e r f a s s e r n eine angenehme P f l i c h t , dem V e r l a g R. Oldenbourg, 
insbesondere Herrn D i p l o m - V o l k s w i r t M. Weigert, für d i e s t e t s 
gute Zusammenarbeit zu danken. 
2. Kapitel: Grundbegriffe der 
Elementarmathematik 
2.1 Klassifikation der Zahlen und Regeln der Arithmetik 
Der Vorgang des Abzählens von g l e i c h a r t i g e n Gegenständen 
oder B e g r i f f e n führt zu den natürlichen Zahlen. S i e wer-
den i n dem b e i uns gebräuchlichen Zahlensystem mit H i l f e 
von a r a b i s c h e n Z i f f e r n 0,1,2,...,9 g e s c h r i e b e n : 
1,2,3,4,5,6,7,8,9,10,11,12,... 
Die natürlichen Zahlen l a s s e n s i c h auf dem Z a h l e n s t r a h l 
v e r a n s c h a u l i c h e n : 
1 2 3 4 5 6 7 8 9 10 11 
Aus j e d e r natürlichen Zahl läßt s i c h durch Hinzufügen der 
E i n h e i t 1 e i n e neue natürliche Zahl gewinnen, und der Zah-
l e n s t r a h l läßt s i c h i n P f e i l r i c h t u n g unbegrenzt f o r t s e t z e n , 
d.h. 
Es g i b t k eine größte natürliche Zahl 
In e i n e r formaleren mathematischen D a r s t e l l u n g werden d i e 
natürlichen Zahlen gewöhnlich a x i o m a t i s c h oder a l s Äguiva-
*) 
l e n z k l a s s e n eingeführt, etwa durch d i e Axiome von PEANO 
Aus d i e s e n Axiomen (Grundannahmen, Prämissen) l a s s e n s i c h 
a l l e E i g e n s c h a f t e n der natürlichen Zahlen a b l e i t e n . Für 
d i e natürlichen Zahlen a l s Zahlenmenge hat s i c h d i e Be-
zeichnungsweise N eingebürgert, d.h. 
IN = {1,2,3,4,...}.** ) 
Die e i n f a c h s t e Rechenoperation mit natürlichen Zahlen i s t 
d i e A d d i t i o n . S i e c h a r a k t e r i s i e r t das Zusammenfügen bzw. 
*) Bezüglich der B e g r i f f e "Axiom" und "Äquivalenzklasse" 
v e r g l e i c h e man K a p i t e l 3, A b s c h n i t t 3.1 bzw. 3.3. 
**) Zur D a r s t e l l u n g e i n e r Menge durch g e s c h w e i f t e Klammern 
v e r g l e i c h e man A b s c h n i t t 3.2. 
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Zusammenzählen, das aus dem A l l t a g s l e b e n wohlbekannt i s t . 
Es h a n d e l t s i c h d a b e i um n i c h t s anderes a l s abgekürztes 
Vorwärtszählen, a l s O p e r a t i o n s z e i c h e n d i e n t "+" ( l i e s : p l u s ) . 
Am Z a h l e n s t r a h l v e r a n s c h a u l i c h t bedeutet d i e A d d i t i o n der 
Zahlen 4 und 3, a l s o 
4 + 3, 
daß man auf dem Z a h l e n s t r a h l zunächst den Punkt 4 auf z u -
suchen hat und von da aus um d r e i E i n h e i t e n nach r e c h t s 
("vorwärtszählen") gehen muß. Man l a n d e t b e i der Zahl 7. 
Diese Vorgehensweise b e i der A d d i t i o n i s t n i c h t nur für 
d i e h i e r verwendeten Zahlen 4 und 3 gültig, sondern für 
b e l i e b i g e natürliche Zahlen. 
In der Mathematik verwendet man aus diesem Grund zur a l l -
gemeinen D a r s t e l l u n g n i c h t bestimmte Zahlen (wie h i e r 4 
und 3), sondern a l l g e m e i n e Symbole für d i e Zahlen, z.B. 
k l e i n e l a t e i n i s c h e Buchstaben. Die A d d i t i o n s c h r e i b t s i c h 
dann i n allg e m e i n e n Symbolen: 
a + b = c. 
Die b e i d e n Zahlen a und b, d i e a d d i e r t werden, heißen Sum-
manden , das Er g e b n i s c b e z e i c h n e t man a l s Summe. Die Ad-
d i t i o n von natürlichen Zahlen i s t s t e t s durchführbar und 
das E r g e b n i s i s t wieder e i n e natürliche Zahl. 
B e i der A d d i t i o n s i n d d i e e i n z e l n e n Summanden ohne w e i t e -
res v e r t a u s c h b a r , d.h. d i e A d d i t i o n i s t kommutativ. 
a + b = b + a Kommutativgesetz 
der A d d i t i o n 
Ferner kann d i e A d d i t i o n auf mehr a l s zwei Summanden e r w e i -
t e r t werden. Dies g e s c h i e h t durch s u k z e s s i v e s Zusammenzäh-
l e n von j e w e i l s zwei Summanden. Dabei i s t d i e Re i h e n f o l g e 
der Zusammenfassung ohne Einfluß auf das R e s u l t a t . Für d r e i 
Summanden g i l t b e i s p i e l s w e i s e 
(a + b) + c = a + (b + c) A s s o z i a t i v g e s e t z 
der A d d i t i o n 
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E i n e w e i t e r e Rechenoperation, d i e im B e r e i c h der natürli-
chen Zahlen uneingeschränkt durchführbar i s t , i s t d i e Mul-
t i p l i k a t i o n , Dabei h a n d e l t es s i c h im Grunde um e i n e f o r t -
g e s e t z t e A d d i t i o n mit demselben Summanden, z.B. 
4 + 4 + 4 , 
für d i e abkürzend 3 • 4 ges c h r i e b e n w i r d . 
Der Punkt a l s M u l t i p l i k a t i o n s z e i c h e n w i r d g e l e g e n t l i c h auch 
weggelassen, wenn man mit allgemeinen Zahlensymbolen r e c h -
net. So bedeutet ab d a s s e l b e wie a . b und 3x da s s e l b e wie 
3 • x, e t c . 
Auch b e i der M u l t i p l i k a t i o n i s t d i e R e i h e n f o l g e der e i n z e l -
nen Faktoren ohne Belang, das R e s u l t a t der M u l t i p l i k a t i o n , 
das Produkt, i s t s t e t s d a s s e l b e . G l e i c h f a l l s g i l t das Asso-
z i a t i v g e s e t z b e i f o r t g e s e t z t e r M u l t i p l i k a t i o n . A l l g e m e i n 
i s t a l s o 
a • b = b • a Kommutativgesetz der 
M u l t i p l i k a t i o n 
(a • b) • c = a • (b o c) A s s o z i a t i v g e s e t z 
der M u l t i p l i k a t i o n 
Die M u l t i p l i k a t i o n i s t e i n e Rechenoperation 2. S t u f e , wäh-
rend es s i c h b e i der A d d i t i o n um e i n e Rechnungsart 1. S t u f e 
h a n d e l t . Dies beeinflußt d i e R e i h e n f o l g e der Rechenopera-
t i o n e n : 
Die Rechenoperation höherer S t u f e i s t z u e r s t durch-
zuführen ("Punktrechnung geht v o r S t r i c h r e c h n u n g " ) . 
S o l l e n d i e Operationen i n anderer R e i h e n f o l g e aus-
geführt werden, so s i n d Klammern zu s e t z e n . Der j e -
w e i l s i n Klammern stehende Ausdruck w i r d z u e r s t aus-
geführt . 
Die zur A d d i t i o n entgegengesetzte Rechenoperation 1. S t u f e 
i s t d i e S u b t r a k t i o n . S i e kann auf dem Z a h l e n s t r a h l durch 
"Rückwärtszählen" v e r a n s c h a u l i c h t werden. 
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B e i s p i e l s w e i s e erhält man d i e D i f f e r e n z 
7 - 4 
indem man ausgehend von der Zahl 7 auf dem Z a h l e n s t r a h l um 
4 E i n h e i t e n nach l i n k s zählt. Man l a n d e t b e i der Zahl 3. 
A l l e r d i n g s kann im B e r e i c h der natürlichen Zahlen n i c h t 
jede S u b t r a k t i o n ausgeführt werden, b e i s p i e l s w e i s e i s t d i e 
D i f f e r e n z 
4 - 7 
keine natürliche Zahl mehr. S o l l d i e S u b t r a k t i o n immer durch-
führbar s e i n , muß das Zahlensystem e r w e i t e r t werden. Man e r -
r e i c h t d i e s durch Hinzunahme der Zahl 0 und der n e g a t i v e n 
(ganzen) Zahlen. 
Graphisch kann man d i e s dadurch v e r a n s c h a u l i c h e n , daß der 
Z a h l e n s t r a h l am Ausgangspunkt (Nullpunkt) g e s p i e g e l t w i r d , 
so daß nun vom N u l l p u n k t aus nach l i n k s und r e c h t s i n g l e i -
chen Abständen d i e Zahlen 1,2,3,4,... au f g e t r a g e n werden. 
Die Zahlen l i n k s von 0 werden mit einem Minuszeichen "-" 
versehen und a l s n e g a t i v e Zahlen b e z e i c h n e t . 
—, . . i • • 1 1 » • • 
-6 -5 -4 -3 -2 -1 O 1 2 3 4 5 6 
Das P l u s z e i c h e n b e i den r e c h t s vom N u l l p u n k t aufgetragenen 
p o s i t i v e n ganzen Zahlen (natürlichen Zahlen) w i r d meist weg-
gelassen ( + 3 = 3 ) . Der Z a h l e n s t r a h l b e s i t z t j e t z t keinen 
Anfangspunkt mehr und i s t nach beiden S e i t e n unbegrenzt; man 
s p r i c h t von der Zahlengeraden. 
Man erhält auf d i e s e Weise d i e Menge der ganzen Zahlen 
...,-4,-3,-2,-1,0,1,2,3,4,..., 
d i e mit 1 b e z e i c h n e t w i r d . 
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A d d i t i o n , S u b t r a k t i o n und M u l t i p l i k a t i o n s i n d im B e r e i c h der 
ganzen Zahlen uneingeschränkt durchführbar. Für d i e A d d i t i o n 
und d i e M u l t i p l i k a t i o n g e l t e n auch i n 1 d i e Gesetze der Kom-
mutativität und Assoziativität, für d i e S u b t r a k t i o n hinge-
gen n i c h t I B e i s p i e l s w e i s e i s t 
15 - 8 * 8 - 15. 
M u l t i p l i z i e r t man Zahlen mit b e l i e b i g e m V o r z e i c h e n , so g e l -
ten d i e folgenden Regeln: 
(+a) (+b) = + (ab) 
(+a) (-b) = -(ab) 
<-a) (+b) = -(ab) 
(-a) (-b) = +(ab) 
B e i der M u l t i p l i k a t i o n von Zahlen mit g l e i c h e n V o r z e i c h e n 
i s t das Produkt s t e t s p o s i t i v , b e i Zahlen mit v e r s c h i e d e -
nen V o r z e i c h e n i s t das Produkt n e g a t i v . 
Die zur M u l t i p l i k a t i o n entgegengesetzte Rechenoperation i s t 
d i e D i v i s i o n . B e i s p i e l s w e i s e führt d i e Frage nach dem F a k t o r , 
mit dem d i e Zahl 3 m u l t i p l i z i e r t werden muß, damit a l s Pro-
dukt d i e Zahl 12 r e s u l t i e r t , a l s o 
? . 3 = 1 2 , 
b e k a n n t l i c h zu e i n e r D i v i s i o n s a u f g a b e , deren E r g e b n i s 
12 : 3 bzw. y -
i s t . Wie b e r e i t s angedeutet, i s t das O p e r a t i o n s z e i c h e n der 
D i v i s i o n das T e i l u n g s z e i c h e n ":" oder e i n schräger oder ge-
r a d e r B r u c h s t r i c h . So bedeuten d i e Ausdrücke 
12 : 3, - y oder 12/3 
a l l e d a s s e l b e , nämlich d i e D i v i s i o n der Zahl 12 durch d i e 
Zahl 3. Das Ergebnis i s t e i n Q u o t i e n t . 
S o l l d i e D i v i s i o n i n jedem F a l l durchführbar s e i n , so muß 
das Zahlensystem der ganzen Zahlen erneut e r w e i t e r t werden, 
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denn z.B. i s t k e i n e ganze Zahl mehr. Man muß n a h e l i e g e n -
derweise a l l e "Brüche" hinzunehmen. Für d i e "Brüche" g i b t 
es zwei Möglichkeiten der D a r s t e l l u n g : 
1. E i n i n der Form ^ g e s c h r i e b e n e r Q u o t i e n t , wobei a und b 
ganze Zahlen s i n d , heißt gemeiner oder gewöhnlicher Bruch. 
Die Zahl a i s t der Zähler, d i e Zahl b der Nenner des Bru-
ches. G e l e g e n t l i c h w i r d noch zwischen echten und unech-
t e n Brüchen u n t e r s c h i e d e n . B e i echten Brüchen i s t der 
Zähler immer k l e i n e r a l s der Nenner, d.h. der Wert des 
Bruches i s t s t e t s k l e i n e r a l s 1. 
B e i s p i e l e : 
i oder i s i n d echte Brüche, 
D O 
9 1 -r = 2-r i s t e i n unechter Bruch. 4 4 
2. Löst man d i e im Bruch e n t h a l t e n e D i v i s i o n s a u f g a b e , erhält 
man e i n e n Dezimalbruch. 
B e i s p i e l e : 
h = ° ' 0 8 7 5 
2j = 2,25 
1 = 0,75 
Besteht der Nenner e i n e s echten Bruches l e d i g l i c h aus einem 
Produkt der Fakt o r e n 2 und 5, so geht d i e D i v i s i o n auf. S i n d 
im Nenner noch andere F a k t o r e n e n t h a l t e n , e r g i b t s i c h e i n 
u n e n d l i c h e r p e r i o d i s c h e r Dezimalbruch, etwa 
1 = 0,3333 
In der P r a x i s werden s o l c h e Dezimalbrüche a u f - bzw. abgerun-
det. 
Die ganzen Zahlen und d i e Brüche (bzw. d i e unendlichen Dezimal-
brüche, d i e p e r i o d i s c h sind) b i l d e n zusammen d i e Menge der 
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r a t i o n a l e n Zahlen, d i e mit Q b e z e i c h n e t w i r d . E i n e g r a p h i -
sche V e r a n s c h a u l i c h u n g kann e b e n f a l l s auf der Zahlengera-
den e r f o l g e n , wobei j e t z t auch b e l i e b i g e Brüche a u f g e t r a g e n 
werden, z.B. 
-5 -4 -1 -3 -2 -| -1 O J 1 2 2' 5 3 4 5 6 
Auch im B e r e i c h der r a t i o n a l e n Zahlen g e l t e n für d i e A d d i t i o n 
und d i e M u l t i p l i k a t i o n das kommutative und das a s s o z i a t i v e 
Gesetz. A l l e v i e r Grundrechnungsarten, nämlich A d d i t i o n und 
S u b t r a k t i o n a l s Rechenoperationen 1. S t u f e sowie M u l t i p l i k a -
t i o n und D i v i s i o n a l s Rechenoperationen 2. S t u f e (Regel 
"Punkt v o r S t r i c h " b e i zusammengesetzten R e c h e n v o r s c h r i f t e n ! ) 
können mit e i n e r e i n z i g e n Ausnahme uneingeschränkt durchge-
führt werden. Die Ausnahme l a u t e t : 
Durch d i e Zahl 0 d a r f n i c h t d i v i d i e r t werden. 
Die p r a k t i s c h e Berechnung von Summen, D i f f e r e n z e n , Produk-
ten oder Quotienten w i r d heute zweckmäßigerweise mit H i l f e 
e i n e s Taschenrechners durchgeführt. Deshalb kann auf d i e 
d e t a i l l i e r t e D a r s t e l l u n g der Rechenregeln für Brüche z.B. 
Suche des Hauptnenners b e i der A d d i t i o n an d i e s e r S t e l l e 
v e r z i c h t e t werden. H i e r s e i nur an zwei Regeln kurz e r i n -
nert:. 
Brüche werden m u l t i p l i z i e r t , indem man j e w e i l s d i e 
Zähler und d i e Nenner der Brüche m i t e i n a n d e r m u l t i -
p l i z i e r t . 
Durch einen Bruch w i r d d i v i d i e r t , indem man mit dem 
Kehrwert (Zähler und Nenner v e r t a u s c h t ) m u l t i p l i -
z i e r t . 
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B e i der M u l t i p l i k a t i o n und D i v i s i o n von Zahlen mit v e r s c h i e -
denen V o r z e i c h e n g e l t e n i n Q d i e s e l b e n Regeln wie im B e r e i c h 
d e r ganzen Zahlen. S i e werden h i e r nochmals zusammengefaßt: 
(+a) • (+b) = +(ab) (+a) (+b) 
(-a) • (+b) = - (ab) (-a) (+b) a b 
(+a) • (-b) = -(ab) (+a) (-b) a b 
(-a) • (-b) = +(ab) (-a) (-b) 
Dabei können d i e Zahlen a und b b e l i e b i g e r a t i o n a l e Zahlen 
s e i n , mit Ausnahme der Zahl b = 0 b e i der D i v i s i o n . 
Das Rechnen mit Potenzen, Wurzeln und Logarithmen 
Ebenso wie d i e f o r t g e s e t z t e A d d i t i o n mit demselben Summan-
den zu e i n e r neuen Rechenart, der M u l t i p l i k a t i o n , führt, 
so führt auch das w i e d e r h o l t e M u l t i p l i z i e r e n mit demselben 
F a k t o r zu e i n e r neuen Rechenart, dem P o t e n z i e r e n . Im Gegen-
s a t z zur A d d i t o n und M u l t i p l i k a t i o n e x i s t i e r e n für d i e s e 
Rechenart jedoch zwei Möglichkeiten der Umkehrung, nämlich 
das R a d i z i e r e n oder Wurzelziehen und das L o g a r i t h m i e r e n . 
Das n-fache Produkt 
a • a a 
v v y 
n-mal 
heißt n-te Potenz von a und w i r d an g e s c h r i e b e n ( l i e s : 
a hoch n oder n-te Potenz von a ) . Dabei nennt man a 
B a s i s und d i e Hochzahl n Exponent der Potenz. Der Ex-
ponent n i s t e i n e natürliche Zahl *) Im S p e z i a l f a l l 
n = 2 s p r i c h t man meistens von "a -Quadrat" s t a t t 
"a hoch 2". 
Das P o t e n z i e r e n i s t n i c h t wie d i e A d d i t i o n und d i e M u l t i p l i -
*) Diese Voraussetzung w i r d später auf b e l i e b i g e ( p o s i t i v e 
und negative) Zahlen e r w e i t e r t . 
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k a t i o n kommutativ bezüglich der b e t e i l i g t e n Größen. B e i -
s p i e l s w e i s e i s t 
3 2 = 9 und 2 3 = 8. 
Da man auch n e g a t i v e Zahlen w i e d e r h o l t mit s i c h s e l b s t mul-
t i p l i z i e r e n kann, d a r f d i e B a s i s e i n e r Potenz auch n e g a t i v 
s e i n . Aufgrund der V o r z e i c h e n r e g e l n e r g i b t s i c h : 
E i n e Potenz mit n e g a t i v e r B a s i s i s t p o s i t i v b e i ge-
radem Exponenten und n e g a t i v b e i ungeradem Exponenten. 
B e i s p i e l e : 
(-4) 2 = 16 
(-4) 3 = - 64 
(-5) 2 = 25 
(-5) 3 = - 125 
Aus der D e f i n i t i o n der Potenz l a s s e n s i c h s o f o r t e i n i g e Re-
g e l n für d i e M u l t i p l i k a t i o n und D i v i s i o n von Potenzen a b l e i -
t e n . 
B etrachten w i r zunächst den F a l l von Potenzen mit g l e i c h e r 
B a s i s : 
n + m Potenzen mit g l e i c h e r B a s i s wer-
a den m u l t i p l i z i e r t , indem d i e Ex-
ponenten a d d i e r t werden. 
an n-m Potenzen mit g l e i c h e r B a s i s wer-
— = a 1 1 m den d i v i d i e r t , indem d i e Exponen-
a ten s u b t r a h i e r t werden. 
B e i der 2. Regel muß man zunächst v o r a u s s e t z e n , daß n größer 
a l s m i s t . Aber auch für den F a l l , daß m der größere nExpo-
nent, a l s o n-m n e g a t i v i s t , läßt s i c h der Q u o t i e n t ^ t r o t z -
dem berechnen, denn der Zähler w i r d durch n-maliges aKürzen 
1, und im Nenner b l e i b e n m-n Faktoren a übrig, so daß man 
1 
m-n 
a 
erhält. 
Aus diesem Grunde w i r d d i e D e f i n i t i o n der Potenz e n t s p r e -
chend e r w e i t e r t , wobei jedoch d i e b i s h e r i g e n Rechenregeln 
i h r e Gültigkeit b e h a l t e n . Man s e t z t 
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-n = J _ a n a 
Nach demselben P r i n z i p w i r d d i e Potenz a° neu f e s t g e l e g t . 
S i e e n t s t e h t b e i s p i e l s w e i s e aus 
a 1 1 n-n — = a n a 
und muß den Wert 1 haben. A l s o w i r d d e f i n i e r t : 
(a * 0) a 1 
(a = 0, d.h. 0 , w i r d ausgeschlossen.) 
Ohne S c h w i e r i g k e i t e n läßt s i c h d i e "Potenz e i n e r Potenz" 
d e f i n i e r e n . Es i s t b e i s p i e l s w e i s e 
( 5 3 ) 2 = (5-5-5) • (5-5-5) = 5 6 = 5 3 ' 2 
A l l g e m e i n g i l t : 
l a m , n _ m»n Potenzen werden p o t e n z i e r t , indem 
d i e Exponenten m u l t i p l i z i e r t werden. 
Potenzen mit n e g a t i v e n Exponenten werden häufig b e i p h y s i -
k a l i s c h e n Maßeinheiten, etwa gern 3 = g/cm 3 für d i e D i c h t e 
e i n e s Körpers, verwendet. Zehnerpotenzen mit n e g a t i v e n Expo-
nenten werden zur übersichtlichen D a r s t e l l u n g von sehr k l e i -
nen Zahlen gebraucht, auch b e i Taschenrechnern. Z.B. kann 
d i e Zahl 
0,0004795 
d a r g e s t e l l t werden a l s 
4,795 . 10' 
Schließlich s e i e n noch zwei e i n f a c h e Regeln für den F a l l der 
M u l t i p l i k a t i o n bzw. D i v i s i o n von Potenzen m i t ver s c h i e d e n e n 
Basen und g l e i c h e n Exponenten angegeben: 
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n ,n _ a D — ( a b ) n 
n 
a 
A l l g e m e i n i s t b e i der Rechenoperation des P o t e n z i e r e n s aus 
der "Potenzgleichung" 
b e i bekannter B a s i s a und bekanntem Exponenten n der Wert 
der Potenz b zu e r m i t t e l n . Dreht man nun d i e F r a g e s t e l l u n g 
um, und v e r s u c h t aus der P o t e n z g l e i c h u n g an = b b e i bekann-
tem n und b _> 0 d i e B a s i s a zu bestimmen, e r g i b t s i c h e i n e 
e r s t e Umkehrung des P o t e n z i e r e n s , nämlich d i e Rechenoperation 
des R a d i z i e r e n s . Man s c h r e i b t 
a = $Hb , a,b > 0 ( l i e s : a i s t d i e n-te 
n=1,2,... Wurzel aus b) 
Die n-te Wurzel aus b i s t a l s o d i e j e n i g e n i c h t nega-
t i v e Zahl a, deren n-te Potenz gerade b e r g i b t ; b 
heißt Radikand und d a r f n i c h t n e g a t i v s e i n . 
Im S p e z i a l f a l l n = 2 s c h r e i b t man s t a t t vHB gewöhnlich \/b 
und nennt s i e "Quadratwurzel aus b". 
Die n-te Wurzel aus b i s t demnach d i e e i n d e u t i g bestimmte 
n i c h t n e g a t i v e Lösung der G l e i c h u n g 
n , x = b. 
Damit d i e s e G l e i c h u n g s t e t s e i n e Lösung b e s i t z t , muß a l l e r -
dings das Zahlensystem der r a t i o n a l e n Zahlen e r w e i t e r t wer-
den, denn man kann l e i c h t z e i g e n , daß z.B. d i e Lösung der 
Glei c h u n g 
x = 2, 
nämlich \fTt k e i n e r a t i o n a l e Zahl i s t , s i c h a l s o n i c h t i n der 
Form £ (p,q g a n z z a h l i g ) d a r s t e l l e n läßt. 
Auf der anderen S e i t e kann aber \[2 durch e i n e S t r e c k e r e -
präsentiert werden, nämlich a l s Diagonale i n einem Quadrat 
der Länge 1, 
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1 
und d e s h a l b e n t s p r i c h t \fl auch e i n Punkt auf der Zahlenge-
raden. Man nennt s o l c h e Zahlen, d i e s i c h n i c h t a l s Brüche 
bzw. p e r i o d i s c h u n e n d l i c h e Dezimalzahlen d a r s t e l l e n l a s s e n , 
i r r a t i o n a l e Zahlen. Die i r r a t i o n a l e n Zahlen b i l d e n zusammen 
mit den r a t i o n a l e n Zahlen d i e Menge der r e e l l e n Zahlen, d i e 
gewöhnlich mit B b e z e i c h n e t w i r d . 
Es b e s t e h t d i e Möglichkeit, d i e Wurzeln e b e n f a l l s a l s Po-
tenzen zu s c h r e i b e n und zwar a l s Potenzen mit gebrochenem 
Exponenten: 
1 
V T n := a 
m 
n 
:= a 
Man z i e h t d i e n-te Wurzel e i n e r 
Potenz, indem man den Exponenten 
der Potenz durch n t e i l t . 
Damit l a s s e n s i c h a l l e Rechenregeln für Wurzeln auf d i e 
Rechenregeln für Potenzen zurückführen. B e i s p i e l s w e i s e i s t 
1 1 1 
\/a\fb = a 2 • b 2 = ( a b ) 2 = Vab\ 
Die p r a k t i s c h e Berechnung von Wurzeln w i r d , ebenso wie das 
Berechnen von Potenzen, zweckmäßigerweise mit einem Taschen-
rechner ausgeführt, da d i e s e Rechenoperationen heute auch 
schon b e i e i n f a c h e n und b i l l i g e n Geräten zur Verfügung s t e -
hen. 
B e i s p i e l e ; 
\[2 w 1 , 4 1 4 2 1 3 5 ( w bedeutet "ungefähr g l e i c h " ) 
vT5 w 3 , 1 6 2 2 7 7 6 
\ /3 • /TÖ = \ / 3 Ö « 5 , 4 7 7 2 2 5 5 
3 
= 5 2 « 11 , 1 8 0 3 3 9 
\/l7 = 4 
V5781 « 0 , 8 9 4 4 2 7 1 
22 2. Kapitel: Grundbegriffe der Elementarmathematik 
E i n e zweite Umkehrung der P o t e n z b i l d u n g erhält man, wenn man 
aus der P o t e n z g l e i c h u n g 
b e i bekannter B a s i s a und bekanntem Potenzwert b den Expo-
nenten n zu e r m i t t e l n v e r s u c h t . Man s c h r e i b t 
l i e s : n i s t der Logarithmus von 
b zur B a s i s a. 
und nennt d i e zugehörige Rechenoperation L o g a r i t h m i e r e n . 
Der Logarithmus e i n e r Zahl b (b > 0) zur B a s i s a i s t 
d e r j e n i g e Exponent, m it dem d i e B a s i s a zu p o t e n z i e -
ren i s t , damit man d i e Zahl b erhält, b heißt Nume-
rus und a d i e B a s i s des Logarithmus. Der Numerus 
d a r f n i c h t n e g a t i v s e i n ! 
Der Zusammenhang zwischen P o t e n z i e r e n und L o g a r i t h m i e r e n 
w i r d durch d i e Beziehung 
l o g b , 
a a = l o g a ( a D ) = b 
h e r g e s t e l l t , d.h. L o g a r i t h m i e r e n und P o t e n z i e r e n mit den-
s e l b e n Basen heben s i c h g e g e n s e i t i g auf. 
Aus 
a = a bzw. a = 1 
ergeben s i c h d i e beiden Sonderfälle 
bzw. 
l o g a = 1 a Der Logarithmus der B a s i s i s t immer 1. 
l o g 1 = 0 Der Logarithmus von 1 i s t b e i j e d e r 
B a s i s g l e i c h 0. 
G l e i c h f a l l s aus den Regeln für das Rechnen mit Potenzen 
l a s s e n s i c h e i n f a c h e Rechenregeln für Logarithmen a b l e i t e n : 
n = l o g b 
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l o g o ( b . c ) 
a 
l o g b + l o g c 
n 
l o g a b - l o g a c 
B e i s p i e l e ; 
l o g 5 6 2 5 = 4, 
log 21024 = 1 
denn 5 4 = 625 
10, denn 2 10 = 1024 
l o g '0,25 4 - 1, denn 0,25 y y g - = 4 
l o g 5 ( 2 5 3 ) 
l o ^ o o o 1 0 1, denn 1000
3 = ^1000" = 10 
3 . log,25 = 3 - 2 = 6 . 
Die Gesamtheit a l l e r Logarithmen zur B a s i s a (a > 0) b i l d e n 
e i n Logarithmensystem zur B a s i s a. Die d r e i w i c h t i g s t e n Lo-
garithmensysteme s i n d : 
1. Das dekadische Logarithmensystem 
a = 10, Abkürzung: l g 
2. Das natürliche Logarithmensystem 
a = e = 2,718... (E u l e r ' s c h e Z a h l ) , Abkürzung: In 
3. Das duale Logarithmensystem 
a = 2, Abkürzung: l d . 
Das dekadische Logarithmensystem, unserem Zahlensystem e n t -
sprechend, d i e n t e früher häufig zur numerischen Berechnung 
von k o m p l i z i e r t e n Rechenausdrücken. Dazu wurden sog. Loga-
r i t h m e n t a f e l n verwendet. Heute w i r d d i e s e Aufgabe e i n f a c h e r 
und z e i t s p a r e n d e r von e l e k t r o n i s c h e n Taschenrechnern über-
nommen . 
Das natürliche Logarithmensystem s p i e l t e i n e große R o l l e 
i n der höheren Mathematik, insbesondere a l s Umkehrfunktion 
der E x p o n e n t i a l f u n k t i o n e x mit der E u l e r ' s e h e n Zahl e a l s 
B a s i s . 
Das duale Logarithmensystem i s t für d i e e l e k t r o n i s c h e Daten-
v e r a r b e i t u n g von grundlegender Bedeutung. 
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R a d i z i e r e n , P o t e n z i e r e n und L o g a r i t h m i e r e n b i l d e n 
Rechnungsarten der 3. S t u f e . In zusammengesetzten 
Rechenausdrücken s i n d s i e vor der M u l t i p l i k a t i o n und 
der D i v i s i o n auszuführen. 
Die Logarithmen s i n d , ebenso wie d i e Wurzeln, im a l l g e m e i -
nen keine r a t i o n a l e n Zahlen, a l s o n i c h t durch einen Quo-
t i e n t e n £ (p,q ga n z z a h l i g ) d a r s t e l l b a r . Selbstverständlich 
g i b t es Ausnahmen, z.B. i s t 
l o g 1 Q 1 0 0 = 2, 
jedoch mit Ausnahme der Potenzen von 10 gehören d i e deka-
d i s c h e n Logarithmen zu den i r r a t i o n a l e n Zahlen. 
Das Zahlensystem, i n dem gewöhnlich gerechnet w i r d und das 
für d i e meisten F r a g e s t e l l u n g e n der S o z i a l w i s s e n s c h a f t e n 
völlig a u s r e i c h t , i s t d i e Menge IR der r e e l l e n Zahlen, wel-
che a l l e r a t i o n a l e n und i r r a t i o n a l e n Zahlen enthält. Der 
Vollständigkeit h a l b e r s e i noch f e s t g e s t e l l t , daß s i c h auch 
im B e r e i c h der r e e l l e n Zahlen gewissen Gleichungen n i c h t 
lösen l a s s e n . So g i b t es b e i s p i e l s w e i s e k e i n e r e e l l e Z a h l x, 
für d i e 
2 1 x = - 1 
g i l t . Diese S c h w i e r i g k e i t w i r d durch d i e Einführung der 
komplexen Zahlen behoben, auf deren D a r s t e l l u n g h i e r 
jedoch v e r z i c h t e t w i r d . Im B e r e i c h der komplexen Zahlen 
können dann auch Wurzeln aus n e g a t i v e n Radikanden und 
Logarithmen mit neg a t i v e n Numeri g e b i l d e t werden. 
Schließlich w o l l e n w i r d i e w i c h t i g s t e n Rechenregeln für 
r e e l l e Zahlen nochmals zusammenfassen. Je zwei r e e l l e n Zah-
l e n a und b i s t genau e i n e r e e l l e Zahl a + b a l s Summe und 
genau e i n e r e l l e Zahl a«b a l s Produkt zugeordnet. Dabei 
g e l t e n d i e folgenden Grundgesetze: 
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A d d i t i o n M u l t i p l i k a t i o n 
Kornmutatives 
Gesetz 
a + b = b + a ab = ba 
A s s o z i a t i v e s 
Gesetz 
a + (b+c) = (a+b) + c a(bc) = (ab)c 
D i s t r i b u t i v e s 
Gesetz 
a(b+c) = ab + ac 
Für b e l i e b i g e a,b aus IR 
w i r d d i e G l e i c h u n g 
Für b e l i e b i g e a,b aus 
mit a * 0 w i r d d i e 
Gl e i c h u n g 
IR 
a + x = b 
a • x = b 
durch genau e i n x aus (R 
gelöst; man s c h r e i b t durch genau e i n x aus 
gelöst; man s c h r e i b t 
«R 
x = b - a 
x = * a 
( e i n d e u t i g e S u b t r a k t i o n ) 
( e i n d e u t i g e D i v i s i o n ) 
Beim Gesetz über d i e e i n d e u t i g e D i v i s i o n i s t d i e Voraus-
setzung a * 0 w e s e n t l i c h ; a n d e r e n f a l l s wäre das Gesetz f a l s c h , 
denn d i e G l e i c h u n g 
0 • x = b 
i s t für den F a l l b = 0 u n e n d l i c h v i e l d e u t i g lösbar (0 • x = O 
für a l l e x aus IR) und im F a l l e b * 0 i s t d i e G l e i c h u n g un-
lösbar. 
Zur Ordnungsstruktur der r e e l l e n Zahlen 
Darüber hinaus b e s i t z e n d i e r e e l l e n Zahlen, wie auch b e r e i t s 
d i e natürlichen Zahlen, e i n e Ordnungstruktur, d i e e i n e n Grös-
s e n v e r g l e i c h zwischen r e e l l e n Zahlen e r l a u b t . Von zwei v e r -
schiedenen r e e l l e n Zahlen läßt s i c h immer e n t s c h e i d e n , wel-
che Zahl d i e k l e i n e r e von beiden und welche Zahl d i e grö-
ßere i s t , s i e stehen bezüglich der numerischen Größe i n 
e i n e r " R e l a t i o n " . 
Man b e z e i c h n e t d i e Aussage "a i s t k l e i n e r a l s b" mit "a < b" 
und mit "a < b" d i e Aussage "a i s t k l e i n e r oder g l e i c h b" 
("a i s t höchstens so groß wie b", "a i s t n i c h t größer a l s b " ) . 
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Man beachte, daß sowohl 
12 < 19 a l s auch 12 < 12 
r i c h t i g i s t . 
In A n a l o g i e dazu w i r d d i e Aussage "a i s t größer a l s b" mit 
"a > b" b e z e i c h n e t und mit "a > b" d i e Aussage "a i s t grö-
ßer oder g l e i c h b" ("a i s t mindestens so groß wie b", "a i s t 
n i c h t k l e i n e r a l s b " ) . Es g i l t b e i s p i e l s w e i s e 
7 > 3 oder 12 > 8, 
aber auch 
8 > 8. 
V e r a n s c h a u l i c h t man s i c h den Größenvergleich von r e e l l e n 
Zahlen auf der Zahlengeraden, so l i e g t d i e k l e i n e r e Zahl 
s t e t s l i n k s von der größeren Z a h l . 
a [ t [ b 
-5 -4 -3 -2 -1 O .1 2 3 4 5 6 
a < b 
Man beachte, daß für n e g a t i v e Zahlen b e i s p i e l s w e i s e g i l t 
-6 < -3 oder -100 < -50, 
d.h. d i e r e i n zahlenmäßig größere Zahl i s t , wenn beide Zah-
l e n mit einem Minuszeichen versehen werden, dann d i e k l e i -
nere Z a h l . 
Für d i e Ordnungsstruktur der r e e l l e n Zahlen g e l t e n d i e f o l -
genden Gesetzmäßigkeiten: 
(1) Für zwei b e l i e b i g e r e e l l e Zahlen a und b g i l t s t e t s 
genau e i n e der d r e i folgenden Beziehungen ( R e l a t i -
onen) : 
a < b oder a = b oder a > b 
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(2) Für a,b,c aus IR f o l g t aus a < b und b < c s t e t s 
a < c. 
Diese E i g e n s c h a f t nennt man Transitivität. ( I s t P e t e r 
k l e i n e r a l s Paul und d i e s e r wiederum k l e i n e r a l s Hans, 
so muß auch P e t e r k l e i n e r a l s Hans s e i n . ) 
(3) Aus a < b f o l g t a + c < b + c für b e l i e b i g e s c aus IR. 
Der Größenvergleich zwischen a und b b l e i b t unverän-
d e r t , wenn zu beiden Zahlen d i e s e l b e Zahl a d d i e r t 
oder s u b t r a h i e r t (c kann auch n e g a t i v s e i n l ) w i r d . 
( I s t P e t e r k l e i n e r a l s P a u l , so g i l t d i e s auch noch, 
wenn b e i d e auf einem T i s c h stehen.) Diese E i g e n s c h a f t 
heißt Monotoniegesetz der A d d i t i o n . 
(4) Aus a < b f o l g t a • c < b • c für a l l e c aus |R mit c > 0 
Diese E i g e n s c h a f t heißt Monotoniegesetz der M u l t i p l i -
k a t i o n . H i e r i s t d i e Voraussetzung c > 0 w e s e n t l i c h . 
Für n e g a t i v e c muß man das U n g l e i c h h e i t s z e i c h e n um-
drehen und es g i l t : 
Aus a < b f o l g t a • c > b . c für c < 0 
Insbesondere erhält man (c = -1 e i n g e s e t z t ) : 
Aus a < b f o l g t -a > -b. 
Daraus e r g i b t s i c h d i e b e r e i t s früher erwähnte T a t -
sache, daß zwar z.B. 10 < 15 g i l t , aber 
-10 > -15. 
Die Gesetze (2) b i s (4) b e h a l t e n i h r e Gültigkeit, wenn man 
"<" durch "<" (oder durch ">" bzw. ">") e r s e t z t . 
Die E i g e n s c h a f t e n (1) b i s (4) der Ordnungsstruktur im B e r e i c h 
der r e e l l e n Zahlen s p i e l e n neben der Op e r a t i o n der A d d i t i o n 
in R i n den S o z i a l w i s s e n s c h a f t e n e i n e w e s e n t l i c h e R o l l e b e i 
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der Messung und S k a l i e r u n g von Merkmalen. Man v e r g l e i c h e 
h i e r z u A b s c h n i t t 3.4.1. 
Zum Schluß d i e s e s A b s c h n i t t s w i r d noch kurz auf den B e g r i f f 
des A b s o l u t b e t r a g e s e i n e r r e e l l e n Zahl eingegangen. 
Unter |a| ( l i e s : a a b s o l u t oder A b s o l u t b e t r a g von a) 
v e r s t e h t man den r e i n zahlenmäßigen Wert e i n e r r e e l -
l e n Zahl unabhängig von ihrem V o r z e i c h e n . Formal i s t 
a l s o d i e Zahl a s e l b s t , wenn a > 0 i s t , und d i e Zahl 
-a, wenn a < 0 i s t . 
B e i s p i e l e : 
I 3 | = 3 
|-5| = -(-5) = 5 
|-20| = 20 
Für das Rechnen mit Absolutbeträgen von r e e l l e n Zahlen g e l -
t e n d i e folgenden Rechenregeln. 
(1) |a| = 0 genau dann, wenn a = 0 
Der A b s o l u t b e t r a g e i n e r Zahl i s t nur dann 0, wenn d i e 
Zahl s e l b s t 0 i s t . 
(2) |-a| = |a| 
B e i s p i e l : 
a = 3 =» | a | = 3 und |-a| = 3 
a = -6 => | a I = -(-6) = 6 und -a = 6, [ a | = 6. 
(3) a < |ai und -a < l a l 
a f a l l s a > 0, 
a f a l l s a < 0, a aus R 
Jede r e e l l e Zahl i s t höchstens so groß wie i h r A b s o l u t b e -
t r a g . Für p o s i t i v e Zahlen stimmen a und |a| überein, d.h. 
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3. - |a| , für n e g a t i v e s a i s t |a| der p o s i t i v e Wert von a, 
d. h . a < | a | . 
B e i s p i e l r 
a = - 7 => | a | = 7 und -7 < 7 
(4) |a • b| = |a|-|b| 
B e i s p i e l : 
a = 1o, b = -3 
|ab| = |10- (-3) | = l-30 J = 30. 
|a|• |b| = |10| . |— 31 = 10 • 3 = 30 
(5) 'a 1 |a| für a * 0 
(6) !a + b| < |a| + |b| 
D i e s e Ungleichung w i r d a l s " D r e i e c k s u n g l e i c h u n g " b e z e i c h -
n e t . 
2.2 Lineare Gleichungen mit einer und zwei Unbekannten 
Die G l e i c h u n g i s t e i n fundamentaler B e g r i f f der Mathematik. 
Werden zwei a l g e b r a i s c h e Ausdrücke durch e i n G l e i c h h e i t s -
z e i c h e n verbunden, e n t s t e h t e i n e G l e i c h u n g . Man u n t e r s c h e i -
det d r e i v e r s c h i e d e n e Typen von Gleichungen: 
I d e n t i s c h e Gleichungen 
F u n k t i o n s g l e i c h u n g e n 
Bestimmungsgleichungen 
E i n B e i s p i e l für e i n e i d e n t i s c h e G l e i c h u n g i s t 
(a+b) 2 = a 2 + 2ab + b 2 . 
S i e g i l t für b e l i e b i g e Werte der Zahlensymbole a und b. 
I d e n t i s c h e Gleichungen s t e l l e n häufig nur a l g e b r a i s c h e Um-
formungen oder andere Schreibweisen dar. 
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E i n e F u n k t i o n s g l e i c h u n g enthält zwei oder mehr veränderli-
che Größen ( V a r i a b l e n ) , d i e einander zugeordnet werden. 
E i n B e i s p i e l i s t 
H i e r d i e n t d i e G l e i c h u n g a l s Z u O r d n u n g s v o r s c h r i f t , d.h. 
jedem x-Wert w i r d genau e i n y-Wert zugeordnet. Somit g i l t 
e i n e F u n k t i o n s g l e i c h u n g nur für bestimmte Zahlenpaare x und 
y, jedoch insgesamt für u n e n d l i c h v i e l e . F u n k t i o n s g l e i c h u n -
gen s i n d Gegenstand der höheren Mathematik. 
Dagegen s t e l l t d i e G l e i c h u n g 
( x - 2 ) 2 = 16 
e i n e Bestimmungsgleichung dar. S i e g i l t nur für d i e beide n 
Werte x = 6 und x = -2. In e i n e r Bestimmungsgleichung t r e -
te n unbekannte Größen (Unbekannte) auf, und man hat d i e 
Aufgabe, d i e s e Unbekannten r e c h n e r i s c h zu bestimmen. Man 
hat d i e G l e i c h u n g nach der Unbekannten "aufzulösen". A l l e r -
d i n g s kann e i n e G l e i c h u n g auch mehrere "Lösungen" oder "Wur-
z e l n " b e s i t z e n oder kann unlösbar s e i n , d.h. überhaupt k e i -
ne Lösung haben. 
Handelt es s i c h um e i n e Bestimmungsgleichung mit e i n e r 
Unbekannten und kommt d i e Unbekannte nur i n der e r s t e n 
Potenz vor, s p r i c h t man von e i n e r l i n e a r e n G l e i c h u n g . 
B e i mehreren Gleichungen mit mehreren Unbekannten, d i e 
a l l e nur i n der e r s t e n Potenz vorkommen, s p r i c h t man 
von einem l i n e a r e n Gleichungssystem. 
Die Behandlung von l i n e a r e n Gleichungen mit e i n e r und zwei 
Unbekannten w i r d nun kurz erörtert. L i n e a r e G l e i c h u n g s s y s -
teme mit mehr a l s zwei Unbekannten werden i n einem späte-
ren A b s c h n i t t im Rahmen der "Matrizenrechnung" d i s k u t i e r t . 
Man v e r g l e i c h e dazu Kap. 6. 
Zu e r s t w i r d der F a l l e i n e r G l e i c h u n g mit e i n e r Unbekannten 
b e t r a c h t e t . Man löst e i n e Bestimmungsgleichung mit e i n e r 
Unbekannten nach f o l g e n d e r a l l g e m e i n e n Regel: 
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Durch g e e i g n e t e s Umformen i s o l i e r t man d i e Unbekann-
t e auf der ei n e n S e i t e der G l e i c h u n g und d i e r e i n e n 
Zahlenwerte und bekannten Ausdrücke auf der anderen 
S e i t e der G l e i c h u n g . 
Für d i e Umformung e i n e r G l e i c h u n g g e l t e n d i e folgenden Re-
geln : 
(1) A d d i e r t oder s u b t r a h i e r t man auf beiden S e i t e n 
der G l e i c h u n g denselben Ausdruck, so b l e i b t d i e 
Gleichung r i c h t i g . 
(2) M u l t i p l i z i e r t oder d i v i d i e r t man beid e S e i t e n 
der G l e i c h u n g mit demselben F a k t o r , so b l e i b t 
d i e G l e i c h u n g r i c h t i g . Ausgenommen s i n d d i e Mul-
t i p l i k a t i o n mit 0 und d i e D i v i s i o n durch 0. 
(3) Entsprechendes g i l t für Rechenoperationen höhe-
r e r S t u f e n , etwa l o g a r i t h m i e r e n , r a d i z i e r e n 
oder p o t e n z i e r e n . 
(4) E i n e G l e i c h u n g b l e i b t r i c h t i g , wenn man beide 
S e i t e n der G l e i c h u n g v e r t a u s c h t . 
Die Umformungsregeln l a s s e n s i c h folgendermaßen zusammen-
fassen: 
Eine G l e i c h u n g b l e i b t gültig, wenn man auf beiden 
S e i t e n der G l e i c h u n g m it denselben Ausdrücken g l e i -
che Rechenoperationen durchführt. 
Ok das e r m i t t e l t e E r g e b n i s auch tatsächlich e i n e Lösung 
der Gleichung d a r s t e l l t , z e i g t d i e Probe durch E i n s e t z e n 
des errechneten Werts für d i e Unbekannte i n beide S e i t e n 
der Ausgangsgleichung. 
B e i s p i e l e : 
1. 29x - 19 = 5x + 17 / S u b t r a k t i o n von 5x 
-5x -5x 
24x - 1 9 = 0 + 1 7 / A d d i t i o n von +19 
+ 1 9 + 1 9 
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24x 
x 
36 
3 
D i v i s i o n durch 24 
= 1,5 
•o 07 00 AQ 
Probe: L i n k e S e i t e : 2 9 . | - 1 9 = ^ - - | ^ = |^-
3 15 34 49 Rechte S e i t e : 5 - | + 1 7 = - ^ - + ~ - = -|^ 
9 3x+5 2x-3 = 1 2x-5 
12 " 6 18 / M u l t i p l i k a t i o n mit 36 (damit d i e Brüche verschwinden) 
3(3x+5) - 6(2x-3) = 36 + 2(2x-5) / A u s m u l t i p l i z i e r e n der 
Klammern 
9x + 15 - 12x + 18 = 36 + 4x - 10 / Zusammenfassen 
3x + 33 = 4x + 26 
7x + 33 = 26 
- 7x = -7 
7x = 7 
x = 1 
/ S u b t r a k t i o n von 4x 
/ S u b t r a k t i o n von 33 
/ M u l t i p l i k a t i o n mit -1 
/ D i v i s i o n durch 7 
Probe: L i n k e S e i t e : 3-1+5 2-1-3 12 
Rechte S e i t e : 1 + 
6 
2-1-5 
18 
12 
1 + ^ = 1 
8__ 2_ 10 = 5 
12 12 12 6 
2 = 5 
6 6 
Zwei Gleichungen mit zwei Unbekannten 
Die Unbekannten werden i n der Regel mit 
x und y oder x^ und x 2 
b e z e i c h n e t , aber auch andere Bezeichnungsweisen s i n d zu-
lässig. 
B e i s p i e l : 
I 3x + 7y = 19 
I I 2x - y = 7 
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Die v e r s c h i e d e n e n Lösungsmethoden für zwei l i n e a r e 
G leichungen mit zwei Unbekannten beruhen darauf, daß 
man e i n e der Unbekannten e l i m i n i e r t und g l e i c h z e i t i g 
d i e A n z a h l der Gleichungen r e d u z i e r t , so daß nur noch 
e i n e G l e i c h u n g mit e i n e r Unbekannten übrig b l e i b t , 
d i e dann mit H i l f e der Methoden des l e t z t e n A b s c h n i t t s 
gelöst werden kann. 
Die b e i d e n w i c h t i g s t e n P r i n z i p i e n zur Reduktion der G l e i -
chungen (und Unbekannten) s i n d : 
Man löst e i n e der Gleichungen nach e i n e r Unbekannten 
auf und s e t z t das R e s u l t a t i n d i e andere G l e i c h u n g 
e i n . Diese G l e i c h u n g enthält dann nur noch e i n e Unbe-
kannte (Substitutionsmethode) 
Durch M u l t i p l i k a t i o n j e d e r der Gleichungen mit e i n e r 
passenden Zahl ( E r w e i t e r u n g s f a k t o r ) läßt s i c h s t e t s 
e r r e i c h e n , daß d i e K o e f f i z i e n t e n von x oder y dem 
Betrage nach g l e i c h s i n d . Beim Addieren oder S u b t r a -
h i e r e n der Gleichungen verschwindet dann e i n e Unbe-
kannte (Eliminationsmethode) 
B e i s p i e l zur Substitionsmethode: 
I 3x + 7y = 19 
I I 2x - y = 7 
aus I I : - y = 7 - 2x | . (-1) 
(*) y = - 7 + 2x 
i n I : 3x + 7 (-7+2x) = 19 
3x - 49 + 14x = 19 
- 49 + 17x = 19 
17x = 68 
x = 4 
x = 4 i n (*) e i n s e t z e n : 
y = - 7 + 2 4 => y = 1 
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B e i s p i e l zur Eliminationsmethode: 
I 3x + 7y = 19 
I I 2x - y = 7 
M u l t i p l i k a t i o n der G l e i c h u n g I I mit 7 e r g i b t : 
I I 14x - 7y = 49 
A d d i t i o n von I und der neuen G l e i c h u n g I I : 
17x = 68 
x = 4 
E r g e b n i s i n I e i n g e s e t z t : 
3-4 + 7y = 19 
12 + 7y = 19 
7y = 7 
Y = 1 
Welche der Lösungsmethoden b e i einem gegebenen G l e i c h u n g s -
system zu verwenden i s t , hängt von den Ausgangsgleichungen 
ab. E i n allgemeingültiges Rezept, i n welchem F a l l d i e s e s 
oder jenes V e r f a h r e n am v o r t e i l h a f t e s t e n i s t , kann n i c h t 
gegeben werden. 
Es b e s t e h t auch d i e Möglichkeit, daß e i n l i n e a r e s G l e i c h u n g s -
system u n e n d l i c h v i e l e Lösungen b e s i t z t oder aber auch über-
haupt k e i n e Lösung b e s i t z t . Wann d i e s der F a l l i s t , w i r d 
i n K a p i t e l 6 ausführlich erörtert. 
P r i n z i p i e l l l a s s e n s i c h d i e beschriebenen V e r f a h r e n auch 
b e i l i n e a r e n Gleichungssystemen mit mehr a l s zwei G l e i c h u n -
gen anwenden. Man v e r s u c h t , s u k z e s s i v e d i e Zahl der G l e i -
chungen und Unbekannten durch E i n s e t z e n oder E l i m i n i e r e n zu 
r e d u z i e r e n , b i s schließlich nur noch e i n e G l e i c h u n g m i t e i n e r 
Unbekannten übrig b l e i b t . B e i zunehmender Zahl der G l e i c h u n -
gen s t e i g t a l l e r d i n g s der Rechenaufwand s c h n e l l an. Deshalb 
wurden im Rahmen der Matrizenrechnung bzw. L i n e a r e n A l g e -
b r a wirksame Algorithmen e n t w i c k e l t , d i e i n den A b s c h n i t t e n 
6.1 und 6.2 ausführlich behandelt werden. 
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2.3 Quadratische Gleichungen 
Die q u a d r a t i s c h e G l e i c h u n g b e s i t z t d i e allge m e i n e Form 
Dabei s i n d a,b und c r e e l l e Zahlen, wobei a * 0 vorausge-
s e t z t w i r d , da es s i c h sonst um keine echte q u a d r a t i s c h e 
G l e i c h u n g h a n d e l t . L i e g t d i e q u a d r a t i s c h e G l e i c h u n g noch 
n i c h t i n o b i g e r Form vo r , so kann s i e durch Umformungen 
nach den Regeln des l e t z t e n A b s c h n i t t s s t e t s auf d i e s e 
Form gebracht werden. 
Die a l l g e m e i n e Lösungsformel l a u t e t : 
B e i der Anwendung d i e s e r Lösungsformel s i n d d r e i Fälle zu 
u n t e r s c h e i d e n : 
In diesem F a l l b e s i t z t d i e q u a d r a t i s c h e G l e i c h u n g zwei v e r -
schiedene Lösungen, nämlich 
ax + bx + c = 0. 
1. F a l l : 
b 2 - 4ac > 0 
x ac und x^ = 1 2a 2a 
2. F a l l : 
b 2 - 4ac = 0 
In diesem F a l l b e s i t z t d i e q u a d r a t i s c h e G l e i c h u n g nur e i n e 
Lösung, nämlich 
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3. F a l l : 
b 2 - 4ac < O 
In diesem F a l l b e s i t z t d i e q u a d r a t i s c h e G l e i c h u n g im Be-
r e i c h der r e e l l e n Zahlen keine Lösung. 
B a i s p i e l e : 
6 x 2 - 17x + 10 = 0 
= 17 - y/l7 2-4.6-10 
X1,2 12 
17 2 - 4-6.10 = 49, a l s o 
17 + v/49" n 17 - \f49~ 5 
X1 = 12 = 2 u n d X 2 = T2 = 6 
9x 2 + 15x + 32 = 7 - 15x 
Umformen e r g i b t : 
9x 2 + 30x + 25 = 0 
= - 30 - y/302-4.9-25 
1,2 18 
2 
30 - 4-9-25 = 0, demnach e x i s t i e r t nur e i n e Lösung 
30 _ _ 5 
x " 18 3* 
6x 2 - 17x + 15 = 0 
= 17 ± \ / l 7 2 - 4.6.15 
X1,2 12 
17 2 - 4.6-15 = 289 - 360 = - 71, a l s o e x i s t i e r t 
keine r e e l l e Lösung. 
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2.4 Das Rechnen mit dem Summenzeichen 
a 1 , a 2 , . . . , a ± , ...,a s e i e n r e e l l e Zahlen, man s c h r e i b t n 
etwas kürzer: a i aus IR, i = 1 , . . . ,n. Dann w i r d d e f i -
n i e r t : 
n 
1 2 n 
(man l i e s t : " Summe über a. von i = 1 b i s n " ) . Manch-
mal l i e g t auch der a l l g e m e i n e r e F a l l (0 < k < 1 < n) 
1 
Z a i i=k 1 
: " a k + a k + i + • • • + «i 
v o r . 
Der Index i heißt Summationsindex, s e i n e Benennung hat k e i n e 
1 1 
Bedeutung: s t a t t I a. kann man ebenso I a. s c h r e i b e n . 
i=k 1 j=k 3 
k nennt man un t e r e , 1 obere Summationsgrenze. 
Die Einführung des g r i e c h i s c h e n Buchstabens I für e i n e 
Suirme von Zahlen bzw. Zahlensymbolen bedeutet a l s o l e d i g -
l i c h e i n e abkürzende S c h r e i b w e i s e . Im F a l l 
n 
I a. 
i=1 1 
handelt es s i c h um e i n e Summe von n Summanden, d i e mit 
a,j,a 2 ,. . . ,^ n b e z e i c h n e t s i n d . Man gel a n g t von der symboli-
schen S c h r e i b w e i s e zur ausführlichen S c h r e i b w e i s e , indem 
mar. den Summationsindex a l l e natürlichen Zahlen von der 
unteren b i s zur oberen Summationsgrenze d u r c h l a u f e n läßt 
und d i e Summanden nacheinander h i n s c h r e i b t . 
B e i s p i e l e : 
4 
1) I a. = a 1 + a 0 + a^ + a. 
i=1 1 1 z J 4 
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2) S e t z t man für d i e Summanden 
a. = i , 
e r g i b t s i c h 
4 
I i = 1 + 2 + 3 + 4 = 1o 
i=1 
2 
3) Für a^ = i erhält man 
4 2 
I i = 1 + 4 + 9 + 16 = 30 
i=1 
4) Für a.^  = a r e s u l t i e r t 
I a. = I a = a + a + . . . + a = n a 
n-mal 
5) I a. = a. + a 4 + a. 
i=3 1 J ° 
5 
6) I i = 3 + 4 + 5 = 12 
i=3 
Se i e n d i e r e e l l e n Zahl a.^  _., i = 1,...,n, j = 1,...,r 
gegeben. Die Summe 
I I a = I a +...+ I a = I a +...+ I a 
i=1 j = 1 3 j=1 1 j=1 3 i=1 i=1 
n Summanden r Summanden 
b e z e i c h n e t man a l s Doppelsumme. 
B e i s p i e l : 
Für ei n e g e z i e l t e Planung und Durchführung von Maßnahmen 
zur Unfallverhütung und S i c h e r h e i t s e r z i e h u n g werden von den 
Trägern der g e s e t z l i c h e n Schülerunfallversicherung im Rah-
men der U n f a l l a n z e i g e n jährlich auf S t i c h p r o b e n b a s i s Daten 
zum U n f a l l g e s c h e h e n i n Schulen und Kindergärten erhoben. 
Aus den "Kopfverletzungen" b e i Kindergarten-Unfällen des 
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J a h r e s 1978 wurden d i e Merkmale " A l t e r " und " G e s c h l e c h t " 
ausgewählt und e i n e zweidimensionale Häufigkeitstabelle 
entworfen. 
^ ^ ^ A l t e r 
G e s c h l e c h t s ^ 
d r e i / v i e r fünf sechs 
männlich a11 a12 a13 
3 
I a, . 
w e i b l i c h a21 a22 a2 3 
3 
2 
l a . , 
i=1 1 1 
2 
1 a i 2 i=1 1 Z 
2 
I a., 
i=1 1 3 
2 3 
I I a. . 
i=1 j=1 ^ 
Häufigkeit der 
" K o p f v e r l e t -
zungen" b e i 
Jungen 
Häufigkeit der 
" K o p f v e r l e t -
zungen" b e i 
Mädchen 
Häufigkeiten der "Kopf- Gesamthäufigkeit 
V e r l e t z u n g e n " pro A l t e r s -
s t u f e 
Für das Rechnen mit Summen g e l t e n d i e folgenden Regeln: 
(1) I a. = I a. + I a. 
i=1 1 i=1 1 i=l+1 
für 1 < 1 < n-1 
n n 
(2) I c a . = c- I a. für a l l e c aus IR 
i=1 i=1 1 
(3) I (a ±b.) = I a. ± I b . 
i=1 1 1 i=1 1 i=1 1 
Für Doppelsummen g e l t e n analoge Regeln: 
Insbesondere i s t 
n r r n 
1 1 3 . . = ! I a 
i=1 j = 1 ± J j=1 i=1 ± 3 
d.h. es i s t gleichgültig, ob z u e r s t über den Summations-
index i oder über den Summationsindex j summiert w i r d . 
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2.5 Der Binomische Lehrsatz 
E i n e i n der Mathematik, insbesondere auch für deren Anwen-
dungen i n den S o z i a l w i s s e n s c h a f t e n , w i c h t i g e Formel l i e f e r t 
der Binomische L e h r s a t z , dessen Spezialfälle wie z.B. 
(a+b) 2 = a 2 + 2ab + b 2 
b e r e i t s aus der Schule wohlbekannt s i n d . 
Zu s e i n e r allgemeinen Formulierung benötigt man sog. B i n o -
m i a l k o e f f i z i e n t e n . 
(a) Für ein e natürliche Zahl m erklärt man 
m! : = 1.2-3 m und s e t z t 0! : = 1 
(m! l i e s t man m Fakultät). 
(b) Für zwei natürliche Zahlen k und n (mit k <_ n) 
erklärt man den B i n o m i a l k o e f f i z i e n t e n 
vk' k l ( n - k ) ! 
( (£) l i e s t man "n über k") 
B e i s p i e l e : 
1 ! = 1 <? 
2 i = 2 
3! = 6 
4! - 24 
5! = 120 ( o 
6! 720 
5! _ 1.2.3.4.5 _ 1 0 
3!2! 1-2.31.2 
6! L2.3.4.5 
2!4! I.2 . I.2.3.4 
( n) = 1, n 
= 15. 
Die Fakultäten s i n d grundlegende Elemente der "Kombinato-
r i k " und s i n d insbesondere i n der W a h r s c h e i n l i c h t k e i t s t h e o -
r i e für d i e e x p l i z i t e Berechnung von W a h r s c h e i n l i c h k e i t e n 
von Bedeutung. 
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Der Binomische L e h r s a t z l a u t e t : 
n i i / . i \ n ,nN n—K, K (a+b) = I ( ) a b 
k=o K 
für b e l i e b i g e r e e l l e Zahlen a und b sowie n aus IN. 
B e i s p i e l e : 
1) (a+b) 3 = ( ^ ) a 3 b 0 + ( 3 ) a 2 b 1 + fy^*2 + ( ^ ^ b 3 = 
3 2 2 3 = a + 3a zb + 3ab^ + b . 
2) ( a - b ) 4 = ( a + ( - b ) ) 4 = ( 4)a 4(-b)° + ( 4 ) a 3 ( - b ) 1 + ( 4 ) a 2 ( - b ) 2 + 
( 4 ) a 1 ( - b ) 3 + ( 4 ) a ° ( - b ) 4 = 
= a 4 - 4a 3b + 6a 2b - 4ab 3 + b 4 . 
Weiterführende L i t e r a t u r : 
Knerr (1973)/ K r e u l u.a. (1970) 
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3.1 Grundlagen der mathematischen Logik 
Aus dem umfangreichen, i n Z i e l s e t z u n g e n und R e s u l t a t e n s t a r k 
expandierenden Gebiet der mathematischen Logik werden h i e r 
l e d i g l i c h e i n i g e G r u n d b e g r i f f e der A u s s a g enlogik s k i z z i e r t . 
Unter Aussagen v e r s t e h t man s p r a c h l i c h e Formulierungen und 
Sätze, für d i e es s i n n v o l l i s t zu f r a g e n , ob s i e wahr oder 
*) 
f a l s c h s i n d . Man l e g t das Z w e i w e r t i g k e i t s p r i n z i p zugrunde, 
nach dem e i n e Aussage s t e t s entweder wahr oder f a l s c h , und 
e i n e d r i t t e Möglichkeit ausgeschlossen i s t . 
So s i n d d i e Ankündigung "Morgen werde i c h Tennis s p i e l e n " , 
d e r Wunschsatz "Ich möchte gern zu einem anderen Planeten 
f l i e g e n " , der B e f e h l s s a t z "Geh nach Hause!" keine Aussage-
sätze im Sinne der mathematischen L o g i k . 
B e i s p i e l e für Aussagen: 
A l l e Menschen s i n d s t e r b l i c h . 
9 i s t e i n e gerade Z a h l . 
Herr A i s t älter a l s Herr B. 
Herr A wohnt i n München. 
Die Erde hat d r e i Monde. 
Deuts c h l a n d gewann das F i n a l e der Fußball-Europameister-
s c h a f t 1980. 
Herr A i s t V a t e r von Herrn C. 
Es g i b t k eine gerade P r i m z a h l . 
Aussagen b e s c h r e i b e n S a c h v e r h a l t e , d i e z u t r e f f e n 
können oder n i c h t . T r i f f t der beschriebene Sachver-
h a l t zu, h a n d e l t es s i c h um e i n e Tatsache und d i e 
zugehörige Aussage erhält den Wahrheitswert "Wahr 
(w)"; a n d e r e n f a l l s erhält s i e den Wahrheitswert 
" F a l s c h ( f ) " . 
*) Diese D e f i n i t i o n geht auf A r i s t o t e l e s zurück. 
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Für d i e A b l e i t u n g von Gesetzen im B e r e i c h der Aussagenlogik 
i s t d i e Verbindung von mehreren Aussagen von Bedeutung. 
S o l c h e Verbindungen oder Verknüpfungen zu größeren Satzge-
fügen werden umgangssprachlich z.B. durch Worte wie "und", 
"oder", "entweder ... oder", "weder ... noch", b e w i r k t . H i e r 
werden s i e mit H i l f e l o g i s c h e r Symbole, den l o g i s c h e n Kon-
s t a n t e n oder l o g i s c h e n Operatoren, erklärt. 
Im folgen d e n werden Aussagen formal mit l a t e i n i s c h e n K l e i n -
buchstaben p,q,... b e z e i c h n e t . 
K o n j u n k t i o n und D i s j u n k t i o n 
Die b e i d e n Aussagen p: "Herr A i s t V a t e r von Herrn C" und 
q: "Herr A wohnt i n München" l a s s e n s i c h zu e i n e r neuen 
Aussage v e r b i n d e n . Die zusammengesetzte Aussage e n t s t e h t 
durch Verknüpfung der beiden T e i l a u s s a g e n und l a u t e t : "Herr 
A i s t V a t e r von Herrn C und wohnt i n München." Man b e z e i c h -
net d i e zusammengesetzte Aussage "p und q" a l s Kon j u n k t i o n 
der Aussagen p und q. A l l g e m e i n w i r d d e f i n i e r t : 
(3.1) D e f i n i t i o n 
p und q bezeichnen zwei Aussagen. 
Dann w i r d d i e Aussage "p und q" (sowohl p a l s auch q) a l s 
Konjunktion von p und q b e z e i c h n e t und das Symbol p A q 
verwendet. 
Der Wahrheitswert der zusammengesetzten Aussage hängt von 
den Wahrheitswerten der T e i l a u s s a g e n ab. 
Die Konjunktion p A q i s t wahr, wenn be i d e T e i l a u s s a -
gen p und q g l e i c h z e i t i g wahr s i n d . S i e i s t f a l s c h , 
wenn mindestens e i n e der beiden T e i l a u s s a g e n f a l s c h 
i s t . 
Der Wahrheitswert e i n e r zusammengesetzten Aussage läßt s i c h 
anhand e i n e r W a h r h e i t s t a f e l i n a n s c h a u l i c h e r Weise v e r -
d e u t l i c h e n . In der W a h r h e i t s t a f e l werden für d i e T e i l a u s -
sagen a l l e möglichen Wahrheitswerte e i n g e t r a g e n und j e w e i l s 
für die zusammengesetzte Aussage der zugehörige Wahrheits-
wert e r m i t t e l t . Für d i e Konjunk t i o n erhält man 
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p q P A q 
w w w 
w f f 
f w f 
f f f 
B e i e i n e r w e i t e r e n Verknüpfung, der D i s j u n k t i o n , werden d i e 
T e i l a u s s a g e n p und q durch "oder" verbunden. Die beiden 
Aussagen p: "Die Lösungswahrscheinlichkeit von p s y c h o l o -
g i s c h e n Testaufgaben erhöht s i c h mit zunehmender Fähigkeit 
der Probanden" und q: "Die Lösungswahrscheinlichkeit von 
p s y c h o l o g i s c h e n Testaufgaben erhöht s i c h mit abnehmendem 
S c h w i e r i g k e i t s g r a d der Aufgaben" können zur zusammengesetz-
ten Aussage "Die Lösungswahrscheinlichkeit von p s y c h o l o -
g i s c h e n Testaufgaben erhöht s i c h b e i zunehmender Fähigkeit 
der Probanden oder mit abnehmendem S c h w i e r i g k e i t s g r a d der 
Aufgaben" verknüpft werden. Die Erhöhung der Lösungswahr-
s c h e i n l i c h k e i t w i r d durch s t e i g e n d e Fähigkeit der Proban-
den oder durch abnehmende S c h w i e r i g k e i t der Aufgaben - aber 
auch wenn b e i d e s z u t r i f f t - b e w i r k t . 
(3.2) D e f i n i t i o n 
p und q bezeichnen zwei Aussagen. 
Dann wird d i e Aussage "p oder q" (entweder p oder q oder 
beide) a l s D i s j u n k t i o n von p und q b e z e i c h n e t und das Sym-
b o l p v q verwendet. 
Man beachte, daß das "oder" der D i s j u n k t i o n n i c h t im Sinne 
e i n e s ausschließenden "oder" gebraucht w i r d wie i n der F o r -
mulierung: "Entweder h e i r a t e i c h meine Freundin Barbara 
oder i c h b l e i b e J u n g g e s e l l e " , b e i der s i c h d i e beiden T e i l -
aussagen g e g e n s e i t i g ausschließen. 
Der Wahrheitswert der D i s j u n k t i o n p v q hängt wieder von 
den Wahrheitswerten der T e i l a u s s a g e n ab. 
Die D i s j u n k t i o n p v q i s t immer dann wahr, wenn min-
destens e i n e der b e i d e n T e i l a u s s a g e n p und q wahr i s t . 
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Man erhält d i e folge n d e W a h r h e i t s t a f e l : 
p q p v q 
w w w 
w f w 
f w w 
f f f 
N e g a t i o n 
( 3 . 3 ) D e f i n i t i o n 
S e i p e i n e Aussage. 
Dann w i r d d i e Aussage " n i c h t p" a l s Neg a t i o n b e z e i c h n e t 
und das Symbol Hp verwendet. 
Da e i n e Aussage n i c h t g l e i c h z e i t i g wahr und f a l s c h s e i n 
kann, e r g i b t s i c h d i e W a h r h e i t s t a f e l 
p Hp 
w f 
f w 
S p r a c h l i c h w i r d d i e Negation e i n e r Aussage im al l g e m e i n e n 
durch das Wort " n i c h t " ausgedrückt. S t e h t p b e i s p i e l s w e i s e 
für "Herr A i s t verwandt mit Herrn C", dann b e d e u t e t - [ p 
"Herr A i s t n i c h t verwandt m i t Herrn C". 
I m p l i k a t i o n und Äquivalenz 
Bei der Aussage "Wenn i c h P s y c h o l o g i e s t u d i e r e , dann muß 
i c h d i e s e s Mathematikbuch d u r c h a r b e i t e n " werden d i e beiden 
T e i l a u s s a g e n "Ich s t u d i e r e P s y c h o l o g i e " und "Ich muß d i e s e s 
Mathematikbuch d u r c h a r b e i t e n " durch d i e s p r a c h l i c h e Wendung 
"wenn ... dann" verknüpft. H i e r h a n d e l t es s i c h e b e n f a l l s 
um einen l o g i s c h e n Operator, nämlich d i e I m p l i k a t i o n . 
( 3 . 4 ) D e f i n i t i o n 
Seien p und q zwei Aussagen. 
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Dann w i r d d i e Aussage "wenn p dann q" a l s I m p l i k a t i o n be-
z e i c h n e t und das Symbol p q verwendet. 
B e i der I m p l i k a t i o n p q w i r d d i e Aussage p a l s Voraus-
setzung (Prämisse) b e z e i c h n e t , d i e Aussage q heißt F o l g e -
rung ( K o n k l u s i o n ) . 
Andere Sprechweisen für p **> q s i n d : 
aus p f o l g t q, 
p i s t h i n r e i c h e n d für q, 
q i s t e i n e notwendige Bedingung für p. 
I n h a l t l i c h bedeutet d i e s : 
wenn p r i c h t i g i s t , dann auch q. 
Die I m p l i k a t i o n p =*• q i s t nur dann f a l s c h , wenn aus 
e i n e r wahren Prämisse e i n e f a l s c h e Folgerung gezo-
gen w i r d . In a l l e n anderen Fällen i s t s i e wahr. 
Für d i e I m p l i k a t i o n e r g i b t s i c h folgende W a h r h e i t s t a f e l : 
p q p «* q 
w w w 
w f f 
f w w 
f f w 
In manchen Fällen g i l t d i e I m p l i k a t i o n i n beiden R i c h t u n -
gen. Dann s i n d d i e beiden Aussagen p und q g l e i c h w e r t i g 
oder äquivalent. 
(3.5) D e f i n i t i o n 
S e i e n p und q zwei Aussagen. 
Dann w i r d d i e Aussage " (p q) A (q p) " a l s Äquivalenz 
b e z e i c h n e t und das Symbol p q verwendet. 
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Andere Sprechweisen für "p q" s i n d : 
p i s t äquivalent mit q, 
p i s t notwendig und h i n r e i c h e n d für q, 
p genau dann, wenn q, 
p dann und nur dann, wenn q. 
I n h a l t l i c h bedeutet d i e s : 
wenn p r i c h t i g i s t , so auch q und umgekehrt. 
Der Wahrheitswert der Äquivalenz p q läßt s i c h aus den 
Wahrheitswerten von I m p l i k a t i o n und Ko n j u n k t i o n a b l e i t e n . 
Es e r g i b t s i c h d i e f o l g e n d e W a h r h e i t s t a f e l : 
p q p => q q => p p ~ q = (p =* q) 
A (q «=> p) 
w w w w w 
w f f w f 
f w w f f 
f f w w w 
Weitere B e i s p i e l e für I m p l i k a t i o n und Äquivalenz s i n d : 
(a) Erhöht s i c h d i e Lärmbeeinflussung am A r b e i t s p l a t z , dann 
s i n k t d i e A r b e i t s l e i s t u n g . 
(b) Die Lösungswahrscheinlichkeit für Testaufgabe a i s t 
genau dann größer a l s d i e Lösungswahrscheinlichkeit 
für Testaufgabe b, wenn d i e Testaufgabe b s c h w i e r i g e r 
i s t a l s Testaufgabe a. 
Durch l o g i s c h e Operatoren wie z.B. D i s j u n k t i o n und Konjunk-
t i o n können auch mehr a l s zwei Aussagen m i t e i n a n d e r v e r -
bunden werden. Der Wahrheitswert s o l c h e r komplexen Aus-
sagen kann wieder mit H i l f e e i n e r W a h r h e i t s t a b e l l e e r -
m i t t e l t werden. Auf D e t a i l s zu s o l c h e n mehrfach zusammen-
ges e t z t e n Aussagen w i r d h i e r n i c h t eingegangen. 
Unter e i n e r Aussageform v e r s t e h t man i n der mathematischen 
Logik e i n e s p r a c h l i c h e F o r mulierung, d i e mindestens e i n e 
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V a r i a b l e enthält, d e r a r t , daß für gewisse "Werte" der 
V a r i a b l e n e i n e Aussage e n t s t e h t . 
B e i s p i e l e : 
x i s t e i n P l a n e t 
x > 5 
5 + x = 11 
In der Aussagenlogik u n t e r s c h e i d e t man zwischen l o g i s c h 
wahren und f a k t i s c h wahren Sätzen. I s t der Wahrheitswert 
e i n e r Aussage i n a l l e n l o g i s c h möglichen Fällen "Wahr", 
s p r i c h t man von einem l o g i s c h wahren Satz oder e i n e r Tau-
t o l o g i e . Analoges g i l t für e i n e n l o g i s c h f a l s c h e n Satz oder 
e i n e K o n t r a d i k t i o n . E i n e K o n t r a d i k t i o n b e s i t z t i n a l l e n 
l o g i s c h möglichen Fällen den Wahrheitswert " F a l s c h " . 
E i n B e i s p i e l für e i n e T a u t o l o g i e i s t der sog. "Satz vom 
ausgeschlossenen D r i t t e n " p v ~ l p ("p" oder " n i c h t p") . 
Für d i e s e s p e z i e l l e D i s j u n k t i o n e r g i b t s i c h d i e folgende 
W a h r h e i t s t a f e l : 
p P v I p 
w f w 
f w w 
Da ei n e Aussage p und i h r e Negation ~]P n i c h t denselben 
Wahrheitswert b e s i t z e n können, i s t d i e W a h r h e i t s t a f e l ge-
genüber der gewöhnlichen W a h r h e i t s t a f e l für d i e D i s j u n k t i o n 
verkürzt. Demnach i s t d i e Aussage p v ~ l p i n a l l e n l o g i s c h 
möglichen Fällen, unabhängig vom Wahrheitswert i h r e r e i n -
zelnen B e s t a n d t e i l e , immer wahr. 
In der Umgangssprache t r e t e n T a u t o l o g i e n häufig durch Wie-
derholungen von D e f i n i t i o n s m e r k m a l e n auf, wie z.B. 
" A l l e Schimmel s i n d weiß" 
oder " J u n g g e s e l l e n s i n d u n v e r h e i r a t e t " . 
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Davon abzugrenzen s i n d Pleonasmen. Darunter v e r s t e h t man 
überflüssige Verdoppelungen, wie z.B. 
"Er r i t t auf einem weißen Schimmel". 
Handel t es s i c h b e i e i n e r Aussage weder um e i n e T a u t o l o g i e 
noch um e i n e K o n t r a d i k t i o n , so b e s i t z t d i e s e Aussage n i c h t 
i n a l l e n l o g i s c h möglichen Fällen den Wahrheitswert "Wahr" 
und n i c h t i n a l l e n l o g i s c h möglichen Fällen den Wahrheits-
wert " F a l s c h " . In e i n e r s o l c h e n S i t u a t i o n i s t zu überprü-
f e n , ob der S a c h v e r h a l t , der durch d i e Aussage b e s c h r i e b e n 
w i r d , z u t r i f f t oder n i c h t . E n t s p r i c h t der S a c h v e r h a l t den 
Tatsachen, s p r i c h t man von einem f a k t i s c h wahren S a t z , ande-
r e n f a l l s von einem f a k t i s c h f a l s c h e n S a t z . 
In anderen T e i l g e b i e t e n der mathematischen L o g i k , etwa der 
Prädikatenlogik, werden neben den i n Def. (3.1) b i s (3.5) 
eingeführten l o g i s c h e n Konstanten noch w e i t e r e eingeführt, 
b e i s p i e l s w e i s e d i e Operatoren "es g i b t (es e x i s t i e r t ) " und 
"für a l l e " . Diese sog. Quantoren grenzen den Geltungsbe-
r e i c h von Aussagen ab und f i n d e n insbesondere b e i mathe-
matischen Aussagen Verwendung. So g i l t b e i s p i e l s w e i s e d i e 
Beziehung 
(a+b) 2 = a 2 + 2ab + b 2 
für a l l e Zahlen a und b, d i e Beziehung 
x 2 - 3x + 2 = 0 
g i l t l e d i g l i c h für bestimmte x, nämlich für x = 1 und 
x = 2, und schließlich s i n d d i e beiden Gleichungen 
2x + y = 1 A 4x + 2y = 3 
für keine Zahlen x und y erfüllt. 
Die I n t e r p r e t a t i o n von "es g i b t " l a u t e t : "Es g i b t minde-
stens e i n Element aus der b e t r a c h t e t e n Menge (mit der i n 
Frage stehenden E i g e n s c h a f t ) " , d i e I n t e r p r e t a t i o n des Quan-
t o r s "für a l l e " l a u t e t : "Für a l l e Elemente der b e t r a c h t e -
ten Menge ( g i l t d i e i n Frage stehende E i g e n s c h a f t ) " . 
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Besonders w i c h t i g e Aussagen i n der Mathematik s i n d d i e 
D e f i n i t i o n e n , d i e Axiome und d i e Sätze (Theoreme, Gesetze) 
D e f i n i t i o n e n s i n d Aussagen, d i e der Klärung und Ab-
grenzung von B e g r i f f e n dienen. O f t b e i n h a l t e n D e f i -
n i t i o n e n auch nur abkürzende Schr e i b w e i s e n . 
Axiome s i n d Forderungen an bestimmte "Dinge" (= Ob-
j e k t e e i n e r T h e o r i e ) , d i e gewisse Grundeigenschaf-
te n und Grundannahmen über d i e Objekte der T h e o r i e 
f e s t l e g e n . 
Dabei h a t s i c h d i e i n h a l t l i c h e Bedeutung des B e g r i f f s 
"Axiom" im Laufe der Z e i t etwas gewandelt. Zur Z e i t der 
g r i e c h i s c h e n Mathematiker um E u k l i d bedeutete e i n Axiom 
e i n e selbstverständliche Grundtatsache, wie b e i s p i e l s w e i s e 
" G l e i c h e s zu Gleichem a d d i e r t e r g i b t G l e i c h e s " , "das Ganze 
i s t größer a l s s e i n T e i l " oder " s i n d zwei Größen e i n e r 
d r i t t e n g l e i c h , so s i n d s i e auch ei n a n d e r g l e i c h " . Axiome 
waren u n i v e r s e l l e F e s t s t e l l u n g e n und wurden n i c h t i n Frage 
g e s t e l l t . Daneben wurden Axiome, vor a l l e m i n der Geome-
t r i e , auch a l s P o s t u l a t e verwendet. Diese a l l g e m e i n e r e 
Verwendung von Axiomen a l s P o s t u l a t e oder Grundannahmen 
wurde i n l e t z t e r Z e i t i n der Mathematik und i n den Natur-
w i s s e n s c h a f t e n i n zunehmendem Maße bevorzugt, insbesonde-
re s e i t der Entwicklung der n i c h t e u k l i d i s c h e n Geometrien. 
Somit können Axiome auch v e r l e t z t s e i n bzw. n e g i e r t werden, 
ohne daß d i e s zu einem Widerspruch führt. Diese A u f f a s s u n g 
von Axiomen a l s Grundannahmen oder Prämissen hat s i c h heute 
weitgehend d u r c h g e s e t z t . 
Sätze (Theoreme, Gesetze) schließlich s i n d Aussagen, 
d i e durch Schlußfolgerungen nach den Regeln der mathe-
matischen L o g i k aus D e f i n i t i o n e n , Axiomen und/oder be-
r e i t s bewiesenen Sätzen aewonnen v/erden. 
Axiome und D e f i n i t i o n e n bedürfen k e i n e s Beweises, Sätze 
(Theoreme) müssen aus den Axiomen, D e f i n i t i o n e n und/oder 
schon bewiesenen Sätzen a b g e l e i t e t werden. 
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E i n Beweis i s t e i n e A b l e i t u n g von Folgesätzen, a l s o 
T r a n s f o r m a t i o n e n von vorgegebenen Aussagen, so daß aus 
wahren Prämissen s t e t s wahre Folgesätze bzw. Konklu-
s i o n e n f o l g e n . 
Die Vorgehensweise im Beweis hängt von der im Satz bzw. 
Theorem f o r m u l i e r t e n Aussage ab. Enthält b e i s p i e l s w e i s e der 
Satz e i n e A l l - A u s s a g e , d.h. für a l l e Elemente e i n e r v o r h e r 
d e f i n i e r t e n Menge s o l l d i e Aussage r i c h t i g s e i n ( s i e s t e h t 
i n Verbindung m i t dem Quantor "für a l l e " ) , so i s t k e i n e s -
wegs a u s r e i c h e n d , d i e R i c h t i g k e i t der Aussage anhand e i n e s 
s p e z i e l l e n Z a h l e n b e i s p i e l s nachzuweisen, d.h. d i e Gültig-
k e i t e i n e r A l l - A u s s a g e kann niemals durch e i n s p e z i e l l e s 
B e i s p i e l bewiesen werden 1 A n d e r e r s e i t s kann aber e i n e f o r -
m u l i e r t e A l l - A u s s a g e durch d i e Angabe e i n e s e i n z i g e n Gegen-
b e i s p i e l s w i d e r l e g t werden, d.h. f i n d e t man e i n Element 
der v o r h e r f e s t g e l e g t e n Menge, für das d i e Aussage n i c h t 
wahr i s t , so i s t d i e A l l - A u s s a g e f a l s c h . Anders verhält es 
s i c h b e i "Es gibt-Aussagen" ( s i e s i n d mit dem Quantor "es 
g i b t (es e x i s t i e r t ) " verbunden). H i e r genügt e s , . e i n E l e -
ment zu f i n d e n , für das d i e Aussage wahr i s t . 
D r e i v erschiedene A r t e n , i n der Mathematik Beweise zu füh-
ren, s i n d : 
Der d i r e k t e Beweis: 
Die zu beweisende Aussage s e i q. Aus b e r e i t s a l s r i c h t i g 
erkannten oder a l s r i c h t i g angenommenen Aussagen (Axiome, 
D e f i n i t i o n e n und b e r e i t s bewiesene Sätze) w i r d beim d i r e k -
ter. Beweis q e r s c h l o s s e n . 
Der i n d i r e k t e Beweis: 
Die zu beweisende Aussage s e i q. E i n e Möglichkeit b e s t e h t 
d a r i n , von der Negation von q auszugehen und von ~]q und 
b e r e i t s a l s r i c h t i g erkannten Aussagen p^,p 2,... auf ein e n 
Widerspruch zu schließen, der d a r i n b e s t e h t , daß e i n e r i c h -
t i c e Aussage r n e g i e r t w i r d . Daneben stehen noch andere 
Varianten des i n d i r e k t e n Beweises zur Verfügung. 
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Der Beweis durch vollständige I n d u k t i o n 
Diese Beweistechnik i s t nur für Aussagen q anwendbar, d i e 
für a l l e natürlichen Zahlen 1,2,...,n,... g e l t e n s o l l e n . 
D i es i s t insbesondere b e i v i e l e n mathematischen Formeln 
und Gesetzmäßigkeiten der F a l l . B e i s p i e l s w e i s e e r g i b t d i e 
Summe der e r s t e n n natürlichen Zahlen s t e t s den Wert -^nfn+l), 
etwa 
1 + 2 + . . . + 9 + 1 0 = j 1 0 • 11 = 55. 
Der allgemeine Beweis für d e r a r t i g e Gesetzmäßigkeiten g l i e -
d e r t s i c h i n d r e i S c h r i t t e : 
1. Induktionsanfang: Man z e i g t , daß q für n = 1 r i c h t i g i s t 
2. Induktionsvoraussetzung: Man s e t z t voraus, daß q für 
ein e b e l i e b i g e natürliche Zahl 
n r i c h t i g i s t . 
3. Induktionsschluß: Man beweist unter der Voraussetzung 2., 
daß q für d i e Zahl n + 1 r i c h t i g i s t ; 
d i e s e r S c h r i t t w i r d auch Schluß von n 
auf n + 1 genannt. 
Hat man d i e s e d r e i S c h r i t t e durchgeführt, so g i l t d i e Aus-
sage q für a l l e natürlichen Zahlen. 
3.2 Mengen 
In Wissenschaft und P r a x i s werden häufig Gesamtheiten von 
Objekten oder I n d i v i d u e n b e t r a c h t e t , d i e gemeinsame Merk-
male aufweisen, z.B. 
d i e Wähler e i n e r P a r t e i , 
d i e Versuchspersonen, d i e s i c h für e i n p s y c h o l o g i -
sches Experiment zur Verfügung s t e l l e n , 
d i e n e u r o t i s c h e n P a t i e n t e n e i n e r K l i n i k , 
d i e am 15.11.1980 e i n g e s c h r i e b e n e n Studenten der 
Sozialwissenschäften, 
d i e Testitems e i n e s p s y c h o l o g i s c h e n T e s t s . 
Es e r s c h e i n t zweckmäßig, für d e r a r t i g e Gesamtheiten e i n e n 
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allgemeingültigen B e g r i f f der Menge f e s t z u l e g e n . Nach dem 
Mathematiker CANTOR w i r d d e f i n i e r t : 
" E i n e Menge i s t e i n e Zusammenfassung bestimmter, 
w c h l u n t e r s c h i e d e n e r Objekte u n s e r e r Anschauung oder 
unseres Denkens zu einem Ganzen. Diese Objekte heißen 
d i e Elemente der Menge." 
Be i d i e s e r Beschreibung h a n d e l t es s i c h genaugenommen um 
ke i n e D e f i n i t i o n , sondern l e d i g l i c h um e i n e C h a r a k t e r i s i e -
rung. Darüber hinaus führt d i e s e r D e f i n i t i o n s v e r s u c h zu 
Widersprüchen (-• RUSSELsche A n t i n o m i e ) . Für p r a k t i s c h e An-
wendungen i s t d i e oben angeführte F e s t l e g u n g und d i e auf 
i h r b a s i e r e n d e "naiveMengenlehre" Cantors jedoch a u s r e i -
chend. S i e b i l d e t d i e Grundlage des folgenden A b s c h n i t t s . 
Zur Erläuterung des M e n g e n b e g r i f f s : Von jedem Objekt muß 
f e s t s t e h e n , ob es zur u n t e r s u c h t e n Menge gehört oder n i c h t 
("wohlbestimmt") und jedes Element der Menge kommt nur e i n -
mal i n der Menge v o r ("wohlunterscheidbar"). Mengen werden 
gewöhnlich mit großen l a t e i n i s c h e n Buchstaben A,B,C,... be-
z e i c h n e t , i h r e Elemente mit k l e i n e n Buchstaben. Ob e i n be-
stimmtes Objekt x zu e i n e r bestimmten Menge M gehört, a l s o 
Element von M i s t oder n i c h t , w i r d durch d i e folgenden 
formalen Bezeichnungen abgekürzt: 
(3.6) D e f i n i t i o n 
(a) x G M s o l l heißen: x i s t e i n Element der Menge M. 
(b) x C M s o l l heißen: x i s t n i c h t Element der Menge M. 
Für d i e allgeme i n e D a r s t e l l u n g von Mengen g i b t es folgende 
Möglichkeiten. 
Beschreibung e i n e r Menge durch Aufzählung der Elemente 
AlLe Elemente, d i e zu der Menge gehören, werden angegeben. 
Dabei s p i e l t d i e R e i h e n f o l g e k e i n e - R o l l e . Zur Mengendar-
s t e l l u n g werden g e s c h w e i f t e Klammern benützt. 
M= {a,b,c,...} bedeutet: M i s t d i e Menge, d i e aus den E l e -
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menten a,b,c, usw. b e s t e h t . S i n d Mißverständnisse ausge-
s c h l o s s e n , begnügt man s i c h o f t mit der Aufzählung der 
e r s t e n Elemente der Menge, z.B. d i e Menge der natürlichen 
Zahlen 
IN = {1,2,3,...}. 
Beschreibung e i n e r Menge durch Angabe e i n e r für d i e Elemen-
te c h a r a k t e r i s t i s c h e n E i g e n s c h a f t 
M = {x|x hat d i e E i g e n s c h a f t E} bedeutet: M i s t d i e Menge 
a l l e r Elemente x mit der E i g e n s c h a f t E. 
B e i d i e s e r S c h r e i b w e i s e w i r d v o r dem Schrägstrich e i n Sym-
b o l zur formalen Kennzeichnung der Elemente angegeben und 
nach dem Schrägstrich d i e d i e Elemente c h a r a k t e r i s i e r e n d e 
E i g e n s c h a f t . 
B e i s p i e l e : 
M = {x|x i s t Student der P s y c h o l o g i e } . 
M = {x|x i s t Vokal des l a t e i n i s c h e n Alphabets} = {a,e,i,o,u}. 
Ei n e w e i t e r e Möglichkeit i s t : 
M = {x £ N|x hat d i e E i g e n s c h a f t E} bedeutet: M i s t d i e 
Menge a l l e r Elemente aus der Menge N, welche d i e E i g e n s c h a f t 
E aufweisen. 
B e i s p i e l : 
M = {x €!N|x < 5} = {1,2,3,4}. 
M = {x 6 IN|x i s t e i n e gerade Zahl} = {2,4,6,8,10,...}. 
Weitere B e i s p i e l e für Mengen 
1. Die 25 Testaufgaben e i n e s p s y c h o l o g i s c h e n T e s t s b i l d e n 
e i n e Menge {a^,a 2,•••, a25^• 
2. S e i N d i e Menge der Versuchspersonen (Vpn), d i e an einem 
Experiment teilnehmen. Dann c h a r a k t e r i s i e r t 
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M = {x e N | x i s t e i n e Frau} 
a l l e w e i b l i c h e n Vpn, d i e an dem geplanten Experiment 
t e i l n e h m e n . 
3. M = {x e IN | 8 < x < 12} = {8,9,10,11}. 
4. Die natürlichen Zahlen 
(N = {1,2,3,...}, 
d i e ganzen Zahlen 
ar = {...-2,-1,0,1,2,...}, 
d i e r a t i o n a l e n Zahlen (Brüche) 
C = { ^ | x , y € * A y * 0}, 
d i e r e e l l e n Zahlen (R (Menge a l l e r Punkte auf der Zahlen-
geraden) . 
5. M * {x e J I x 2 = 9} = {-3,3}. 
Be i diesem B e i s p i e l h a n d e l t es s i c h um e i n e Menge, de-
ren Elemente durch e i n e G l e i c h u n g f e s t g e l e g t werden. Die 
Elemente von M s i n d dadurch c h a r a k t e r i s i e r t , daß s i e 
ganze Zahlen s i n d und außerdem e i n e q u a d r a t i s c h e G l e i -
chung erfüllen. Um d i e Elemente von M e x p l i z i t angeben 
zu können, muß man d i e q u a d r a t i s c h e G l e i c h u n g lösen. Man 
erhält {-3,3}. 
Wenn e i n e Menge e n d l i c h v i e l e Elemente enthält, w i r d 
s i e a l s e n d l i c h e Menge b e z e i c h n e t , a n d e r e n f a l l s a l s 
unen d l i c h e Menge. 
(3.7) D e f i n i t i o n 
E i n e Menge A heißt Teilmenge (Untermenge) der Menge B, f o r -
mal A 5 B ( l i e s : A i s t Teilmenge von B oder: A i s t i n B ent-
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h a l t e n ) , wenn jedes Element der Menge A auch i n der Menge 
B e n t h a l t e n i s t . 
M i t u n t e r i s t es h i l f r e i c h , Mengen a l s K r e i s - oder Flächen-
a r e a l e g r a p h i s c h zu v e r a n s c h a u l i c h e n , so daß man s i c h d i e 
Elemente d i e s e r Mengen a l s Punkte i n d i e s e n A r e a l e n v o r s t e l -
l e n kann. Man s p r i c h t von sog. "Venn-Diagrammen". 
Anmerkung; 
A i s t e i n e echte Teilmenge von B, i n Zeichen A <z B, wenn es 
mindestens e i n x aus B g i b t , das n i c h t i n A l i e g t . 
B e i s p i e l e : 
1. A = {1,3}, B = {1,2,3,4}. 
Dann i s t A e i n e echte Teilmenge von B, da d i e Elemente 
2 und 4 der Menge B n i c h t i n A e n t h a l t e n s i n d . 
2. E i n I n t e l l i g e n z t e s t b e s t e h t i n der Regel aus mehreren 
U n t e r t e s t s , d i e auf v e r s c h i e d e n e Dimensionen der I n t e l l i -
genz z u g e s c h n i t t e n s i n d . Der I n t e l l i g e n z t e s t HAWIE (Ham-
b u r g - W e c h s l e r - I n t e l l i g e n z t e s t für Erwachsene) b e s t e h t b e i -
s p i e l s w e i s e aus 11 S u b t e s t s . Faßt man d i e Aufgaben der 
Subtests und d i e des Gesamttests zu Mengen zusammen, dann 
repräsentieren d i e Aufgabenmengen der Subt e s t s echte Un-
termengen der Aufgabenmenge des Gesamttests. 
Nebenstehendes Venn-Diagranm 
repräsentiert AGLB 
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Man beachte d i e u n t e r s c h i e d l i c h e Bedeutung der l o g i s c h e n 
Symbole "c" und "e". Für d i e Menge 
M = {a,b,c} 
g i l t b e i s p i e l s w e i s e 
a e M und {a} c M. 
(3.8) D e f i n i t i o n 
Zwei Mengen A und B heißen g l e i c h , wenn s i e d i e s e l b e n E l e -
mente b e s i t z e n , f o r m a l ausgedrückt: 
A = B : *> (AcB) A (BcA) . 
Um zu z e i g e n , daß zwei e n d l i c h e Mengen A und B g l e i c h s i n d , 
kann man durch V e r g l e i c h der Elemente von A und B f e s t s t e l -
l e n , ob jedes Element von A auch i n B e n t h a l t e n i s t und um-
gekehrt auch jedes Element von B i n A l i e g t . Handelt es s i c h 
um unen d l i c h e Mengen, hat man d i e all g e m e i n e Gültigkeit der 
Im p l i k a t i o n e n 
x £ A «=> x e B und x e B x £ A 
nachzuweisen. 
(3.9) D e f i n i t i o n 
Die Menge, d i e gar k e i n Element enthält, heißt d i e l e e r e 
Menge und w i r d mit <f> b e z e i c h n e t . S i e i s t definitionsgemäß 
Teilmenge j e d e r Menge. 
Aus zwei Mengen A und B l a s s e n s i c h durch gewisse "Mengen-
operationen" w e i t e r e Mengen gewinnen. Die Mengenoperationen 
repräsentieren das Analogon zur Verknüpfung von Aussagen i n 
den D e f i n i t i o n e n (3.1) b i s (3.5) im B e r e i c h der Aussagenlo-
gik. 
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( 3 . 1 0 ) D e f i n i t i o n 
A und B s e i n e n zwei Mengen 
(a) A n B : = {x | x G A A x 6 B} heißt der D u r c h s c h n i t t 
von A und B. 
(b) A u B : = {x | x G A v x G B} heißt d i e V e r e i n i g u n g 
von A und B. 
Graphische V e r a n s c h a u l i c h u n g : 
A 
B 
Die s c h r a f f i e r t e n Flächen repräsentieren A H B ( l i n k s ) und 
A U B ( r e c h t s ) . 
I s t x e i n Element aus der Vereinigungsmenge A u B, so 
bedeutet d i e s , daß x i n mindestens e i n e r der beiden 
Mengen A oder B l i e g t , d.h. entweder l i e g t x i n A oder 
i n B oder i n beiden Mengen. I s t x e i n Element der 
Durchschnittsmenge A n B, so bedeutet d i e s , daß x so-
wohl i n A a l s auch i n B e n t h a l t e n s e i n muß. 
B e i s p i e l e : 
1 . A = { 1 , 3 , 5 } , B = { 1 , 2 , 3 , 4 } , dann i s t A u B = { 1 , 2 , 3 , 4 , 5 } . 
Elemente, d i e sowohl i n A a l s auch i n B vorkommen, wer-
den i n A u B, wie auch son s t i n Mengen, nur einmal aufge-
führt, da sonst d i e Bedingung der U n t e r s c h e i d b a r k e i t 
( v g l . D e f i n i t i o n e i n e r Menge) v e r l e t z t wäre. 
2 . S e i e n A und B wie i n B e i s p i e l 1 . Dann i s t A n B = { 1 , 3 } . 
3 . E i n V e r s u c h s l e i t e r w i l l d i e Abhängigkeit der Lösung von 
3. Kapitel: Mengen und Strukturen 59 
Aufgaben vom S c h w i e r i g k e i t s g r a d der Aufgaben und der 
Stärke des Lärms, der i n der Umgebung des Arb e i t e n d e n 
h e r r s c h t , untersuchen. Dazu s t e l l t e r folgende Versuchs-
bedingungen auf: 
E i n f a c h e Aufgaben (A^), s c h w i e r i g e Aufgaben (A 2) und k e i n 
Lärm ( L ^ ) , m i t t e l s t a r k e r Lärm (I^) , s t a r k e r Lärm ( L ^ ) . 
L1 L2 L 3 
A 1 
A 2 
Faßt man d i e Vpn zusammen, d i e s c h w i e r i g e Aufgaben zu lösen 
haben oder u n t e r starkem Lärmeinfluß a r b e i t e n , b i l d e t man 
A 2 U L^, g r a p h i s c h : 
L 1 L 2 L 3 
A 1 
A 2 
Faßt man d i e Vpn zusammen, d i e sowohl s c h w i e r i g e Aufgaben 
zu lösen haben a l s auch u n t e r starkem Lärmeinfluß a r b e i t e n , 
b i l d e t man A 2 D L^, g r a p h i s c h : 
L1 L2 L 3 
A 1 
A 2 
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(3.11) D e f i n i t i o n 
Seien A und B zwei Mengen 
A ^ B : = { x | X € A A X $ B ) heißt Differenzmenge 
Zur Differenzmenge A \ B gehören a l l e Elemente von A , 
d i e n i c h t i n B e n t h a l t e n s i n d . 
Graphische V e r a n s c h a u l i c h u n g : 
Selbstverständlich läßt s i c h auch d i e Differenzmenge B \ A 
b i l d e n . Man beachte, daß im allgemeinen 
A N. B * B \ A 
g i l t . 
(3.12) D e f i n i t i o n 
S e i e i n e Grundmenge ft gegeben und A c ft. Dann heißt 
A = {x | x E ft und x £ A} 
das Komplement (die Komplementärmenge) von A bezüglich ft. 
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B e i s p i e l : 
ü = { 1 , 2 , 3 , 4 , 5 , 6 } , A = { 2 , 4 , 6 } = * Ä = { 1 , 3 , 5 } . 
Fü.r d i e eben d e f i n i e r t e n Verknüpfungen von Mengen g e l t e n 
ei.ne Reihe von Rechenregeln, d i e i n den folgenden Sätzen 
( 3 . 1 3 ) b i s ( 3 . 1 6 ) erörtert werden. 
( 3 . 1 3 ) Satz 
S e i e n A und B zwei Mengen. Dann g i l t : 
(1) A c A U B und B c A U B 
( 2 ) A n B c A und A n B c B 
(3 ) Aus A c B f o l g t A U B = B und A n B = A 
( 3 . 1 4 ) Satz 
S e i e n A,B und C Mengen. Dann g i l t : 
(1) A u B = B u A und A n B = B n A (Kommutativität) 
(2 ) A U (BUC) = (AUB) U C und A n (BflC) = (AHB) n C 
(Assoziativität) 
(3) A n (BUC) = (AHB) U (AflC) und A U (BflC) = (AUB) fl (AUC) 
(Distributivität) 
A l s B e i s p i e l s o l l das e r s t e D i s t r i b u t i v g e s e t z von Satz ( 3 . 1 4 ) -
(3 ) g r a p h i s c h v e r d e u t l i c h t werden. Das Gesetz 
A n (BUC) = (AHB) u (ADC) 
b e i n h a l t e t d i e Aussage, daß d i e zusammengesetzten Mengen-
o p e r a t i o n e n 
A n (BUC) und (AHB) U (AflC) 
zu d e r s e l b e n Menge führen. Beginnen w i r mit A fl (BUC) . Die 
s c h r a f f i e r t e Fläche des l i n k e n Venn-Diagramms i s t B U C 
und daraus r e s u l t i e r t a l s A n (BUC) d i e s c h r a f f i e r t e Fläche 
im rechten Venn-Diagramm. 
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Nun w i r d d i e Mengenoperation (AHB) U (AflC) durchgeführt. 
Im folgenden Venn-Diagramm s i n d d i e beiden s c h r a f f i e r t e n 
Flächen d i e Mengen A n B bzw. A n C und d i e V e r e i n i g u n g 
der beiden Mengen e r g i b t d i e s e l b e Menge wie d i e s c h r a f f i e r -
t e Fläche im obigen r e c h t e n Venn-Diagramm. 
A 
C 
( 3 . 1 5 ) Satz 
S e i A e i n e Menge. Dann g i l t 
(1 ) A n A = A und A u A = A (Idempotenz) 
(2) A n 0 = 0 und A u 0 = A 
Es fällt e i n e gewissen Ähnlichkeit der Operationen u und 
n m i t der A d d i t i o n und M u l t i p l i k a t i o n der r e e l l e n Zahlen 
auf, insbesondere beim Studium von Satz ( 3 . 1 4 ) . Man beachte 
2 
je d o c h , daß für jede Zahl a g i l t : a + a = 2a und a . a = a , 
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während für jede Menge A s i c h A u A = A und A n A = A e r -
g i b t ( v g l . Satz (3.15)). 
(3.16) Satz 
A und B s e i e n Teilmengen e i n e r Grundmenge ft. Dann g i l t : 
(1) Aus A c B f o l g t B c Ä. 
(2) (A) = A 
(3) A n Ä = 0 
(4) A U A ft 
(5) A n B = X (J B 
(6) A U B = Ä n B 
Die Gesetze (5) und (6) i n Satz (3.16) werden "DeMorgan'sehe 
Regeln" oder das "Dualitätsprinzip" genannt. V e r b a l ausge-
drückt l a u t e n s i e : 
Das Komplement des D u r c h s c h n i t t s zweier Mengen i s t g l e i c h 
der V e r e i n i g u n g der e i n z e l n e n Komplemente. 
Das Komplement der V e r e i n i g u n g zweier Mengen i s t g l e i c h 
dem D u r c h s c h n i t t der e i n z e l n e n Komplemente. 
Die Mengenoperationen der D u r c h s c h n i t t s - und V e r e i n i g u n g s -
b i l d u n g l a s s e n s i c h ohne S c h w i e r i g k e i t e n auf mehr a l s zwei 
Mengen v e r a l l g e m e i n e m . I s t der D u r c h s c h n i t t der Mengen 
A 1,A 2,...,A n, a l s o A 1 D A 2 0 ... n A R zu b i l d e n , s c h r e i b t man 
man dafür 
n 
n A. = {x I x G A 1 A A x G A > 
i=1 1 1 n 
und l i e s t : " D u r c h s c h n i t t der Mengen A i für i von 1 b i s n". 
Für d i e gemeinsame V e r e i n i g u n g U A 2 U...U A n s c h r e i b t 
man 
n 
U A. = {x I x G A 1 v. . .v x G A } 
i=1 1 1 n 
und l i e s t : " V e r e i n i g u n g der Mengen A. für i von 1 b i s n". 
64 3. Kapitel: Mengen und Strukturen 
Die Potenzmenge 
Betrachten w i r nun d i e Menge A = {a,j,a 2,a 3}. Welche T e i l -
mengen b e s i t z t A? W i e v i e l e Teilmengen g i b t es insgesamt? 
Ordnet man d i e Teilmengen von A nach der Anzahl i h r e r E l e -
mente, so e r g i b t s i c h : 
Teilmengen mit d r e i Elementen: {a^,a 2,a 3> = A 
Teilmengen mit zwei Elementen: {a^,a 2>, {a^,a^}/ {a 2,a^} 
Teilmengen mit einem Element: {a^}, ( a 2 ) , (a^) 
Teilmengen mit keinem Element: 0 
Die Menge A b e s i t z t a l s o insgesamt 8 Teilmengen. A l l g e m e i n 
g i l t für e n d l i c h e Mengen: 
(3.17) Satz 
S e i A = {a^,a 2,...,a n>. Dann b e s i t z t A genau 2 n v e r s c h i e d e -
ne Teilmengen. 
Die Teilmengen e i n e r Menge A können wieder zu e i n e r Menge 
zusammengefaßt werden. Man beachte, daß d i e Elemente d i e s e r 
Menge s e l b s t wieder Mengen s i n d . Es h a n d e l t s i c h um e i n e Men-
ge von Mengen und man s p r i c h t von der Potenzmenge von A. 
(3.18) D e f i n i t i o n 
I s t A e i n e Menge, so nennt man d i e Menge a l l e r Teilmengen 
von A d i e Potenzmenge von A und b e z e i c h n e t s i e mit IP (A) . 
B e i s p i e l : 
I s t A = {a.|,a 2,a 3}, ^ a n n e r n ä l t man für d i e Potenzmenge 
von A: 
P(A) = { 0 ,{a 1},(a 2),{a 3>,{a 1,a 2>,{a 1,a 3),{a 2,a 3>,{a 1,a 2,a 3>}. 
Zum Schluß d i e s e s A b s c h n i t t s w i r d noch kurz d i e Verbindung 
zwischen Mengenlehre und Au s s a g e n l o g i k erörtert. Können ge-
gebenen Sätzen der Aussagenlogik Mengen zugeordnet werden, 
dann l a s s e n s i c h a u s s a g e n l o g i s c h e Ausdrücke aus A b s c h n i t t 
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3 . 1 l e i c h t überführen i n Ausdrücke der Mengenlehre und um-
g e k e h r t . 
D a b e i e n t s p r i c h t z.B. 
dem Ausdruck i n der Ausdruck i n # 
der Mengenlehre der Aussagenl o g i k 
( 1 ) A U B p v q 
(2 ) A n B P A q 
(3 ) A I P 
(4 ) A B P A ~ I q 
(5 ) A B p => q 
(6 ) A = B p * q 
3.3 Relationen, Abbildungen und Funktionen 
Im l e t z t e n A b s c h n i t t wurden e i n i g e Möglichkeiten der Ver-
bindung v e r s c h i e d e n e r Mengen beha n d e l t , insbesondere wie 
durch Mengenoperationen wieder neue Mengen en t s t e h e n . In 
diesem A b s c h n i t t werden nun Beziehungen zwischen den E l e -
menten e i n e r Menge oder zwischen den Elementen v e r s c h i e -
dener Mengen beha n d e l t . Grundlegend dafür i s t der B e g r i f f 
d e r R e l a t i o n . In s o z i a l w i s s e n s c h a f t l i c h e n Gesamtheiten von 
I n d i v i d u e n oder Objekten s i n d R e l a t i o n e n i n vielfältiger 
Weise beobachtbar. B e i s p i e l s w e i s e stehen Personen bezüg-
l i c h e i n e r bestimmten E i g e n s c h a f t i n Beziehung zueinander: 
zwei Personen haben d i e s e l b e oder n i c h t d i e s e l b e Augenfar-
be, Herr Müller i s t größer a l s Herr Huber, F r i t z geht i n 
d i e s e l b e K l a s s e wie P a u l , Hans löst mehr Testaufgaben wie 
F r i t z , P aul hat im h e u t i g e n D i k t a t d o p p e l t so v i e l e F e h l e r 
wie im l e t z t e n D i k t a t , Hans i s t m i t M i c h a e l b e f r e u n d e t , 
e t c . 
Zur mathematischen Beschreibung der Beziehung zwischen den 
Elementen von s o z i a l w i s s e n s c h a f t l i c h e n Gesamtheiten werden 
im folgenden d i e grundlegenden B e g r i f f e " C a r t e s i s c h e s Pro-
dukt (Produktmenge)" und " R e l a t i o n " formal präzisiert. 
( 3 . 1 9 ) D e f i n i t i o n 
Seien A und B n i c h t l e e r e Mengen. Dann heißt d i e Menge der 
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geordneten Paare (a,b), wobei a € A und b £ B i s t , das 
c a r t e s i s c h e Produkt von A und B; es w i r d A x B g e s c h r i e b e n , 
a heißt d i e e r s t e Komponente, b d i e zweite Komponente des 
geordneten Paares (a,b). 
Man beachte, daß d i e e r s t e Komponente des Paares (a,b) s t e t s 
e i n Element der Menge A und d i e zweite Komponente immer e i n 
Element der Menge B s e i n muß. A l l e r d i n g s brauchen d i e Men-
gen A und B keineswegs immer v e r s c h i e d e n s e i n . Man v e r g l e i -
che dazu B e i s p i e l 2. 
B e i s p i e l e : 
(1) A = {a 1,a 2/a 3>, B = ( b ^ , b 2 ) . Dann i s t 
A x B = { ( a 1 ,b^) , ( a 1 ,b 2) , ( a ^ b ^ , ( a 2 , b 2 ) , ( a ^ b ^ , ( a 3 , b 2 ) }. 
2 
(2) IR = R x R, d i e " r e e l l e Ebene" (xy-Ebene), i s t d i e Men-
ge der geordneten Paare (x,y) von r e e l l e n Zahlen x und 
y-
J e d e r Punkt P der Ebene läßt s i c h auf d i e s e Weise durch 
d i e Angabe e i n e s Paares (x,y) von r e e l l e n Zahlen charak-
t e r i s i e r e n . 
D i e e r s t e Komponente x e n t s p r i c h t dabei dem senkrech-
t e n Abstand des Punktes P zur y-Achse, d i e zweite Kom-
ponente y e n t s p r i c h t dem senkrechten Abstand des Punk-
t e s P zur x-Achse. 
Man beachte, daß d i e beiden Komponenten n i c h t v e r t a u s c h t 
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werden dürfen. So werden z.B. durch (1,2) und (2,1) zwei 
v e r s c h i e d e n e Punkte der Ebene f e s t g e l e g t . 
y 
2j 1 (1,2) 
H 1 t 2 ' 1 ) 
(3^ M s e i e i n e Menge von Männern und F e i n e Menge von F r a u -
en; dann i s t M x F d i e Menge a l l e r möglichen Paare (m,f), 
wobei m e M eine n Mann und f € F e i n e F r a u repräsentie-
ren . 
S t a t t " C a r t e s i s c h e s Produkt" w i r d g e l e g e n t l i c h auch der Be-
g r i f f "Produktmenge" verwendet. Es kann auf e i n e b e l i e b i g e 
Anzahl von Mengen ausgedehnt werden. 
(3.20) D e f i n i t i o n 
S e i en A^,A 2,. . . ,A N n i c h t l e e r e Mengen. Das c a r t e s i s c h e Pro-
dukt A 1 x A 2 x . . . x A N i s t d i e Menge a l l e r geordneten n-Tu-
p e l (a.| , a 2 / . . • ' a n ) m i t a«j € A 1 , a 2 £ A 2 , , a n £ A N . 
(3.21) D e f i n i t i o n 
(1) Eine Teilmenge R des c a r t e s i s c h e n Produkts A x B heißt 
binäre R e l a t i o n zwischen den Mengen A und B (bzw. auf 
A x B) . 
(2) I s t d i e R e l a t i o n R Teilmenge des c a r t e s i s c h e n Produkts 
der n Mengen A^ x ... x A , nennt man s i e n - s t e l l i g e 
R e l a t i o n auf den Mengen A . , A ? , . . , , A . 
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Die Elemente von R e l a t i o n e n s i n d a l s o geordnete Paare 
(a,b) bzw. n-Tupel ( a ^ , . . . , a n ) . B e i den Mengen, d i e 
der c a r t e s i s c h e n P r o d u k t b i l d u n g z u g r u n d e l i e g e n , muß 
es s i c h n i c h t um versc h i e d e n e Mengen handeln. So nennt 
man eine Teilmenge von A x A e i n e binäre R e l a t i o n auf 
A. I s t R€A XB e i n e binäre R e l a t i o n zwischen A und B 
und g i l t (a,b)€R, so s c h r e i b t man hierfür auch aRb. 
Die Paare (a,b)€R s i n d b e i p r a k t i s c h e n Anwendungen 
im allgemeinen durch ei n e bestimmte E i g e n s c h a f t aus-
g e z e i c h n e t , d i e d i e R e l a t i o n c h a r a k t e r i s i e r t . 
B e i s p i e l e : 
(1) S e i A d i e Menge der Schüler e i n e r K l a s s e . A l l e Schüler 
werden g e f r a g t , neben welchem Schüler s i e am l i e b s t e n 
s i t z e n möchten. Die Menge der Paare ( a , j , a 2 ) , k e i denen 
der Schüler a^ a n g i b t , e r möchte neben Schüler a 2 s i t -
zen, i s t e i n e binäre R e l a t i o n auf A. 
(2) S e i A ein e Menge von erwachsenen Personen. Die R e l a t i o n 
R s e i d e f i n i e r t durch " i s t verwandt mit". R i s t a l s o 
d i e Menge a l l e r Paare (a«j ,a 2) / b e i denen j e w e i l s Per-
son a^ i n einem Verwandtschaftsverhältnis zu Person a 2 
s t e h t . 
(3) S e i A e i n e Menge von Personen und B d i e Menge der T e s t -
items e i n e s p s y c h o l o g i s c h e n T e s t s . Die R e l a t i o n R s e i 
d e f i n i e r t durch "Person a löst Testaufgabe b". R i s t 
a l s o d i e Menge a l l e r Paare (a,b) € A x B, wobei Person 
a d i e Testaufgabe b r i c h t i g beantwortet hat. 
(4) W i c h t i g e R e l a t i o n e n im B e r e i c h der r e e l l e n Zahlen s i n d 
d i e "Größer-" und " K l e i n e r - R e l a t i o n e n " , z.B. 
R = { (x,y) £ IR x (R : x > y} 
Im folgenden werden e i n i g e E i g e n s c h a f t e n von binären R e l a -
t i o n e n auf A v o r g e s t e l l t . 
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(3.22) D e f i n i t i o n 
E i n e binäre R e l a t i o n i s t wenn g i l t (a,b,c € A) 
r e f l e x i v aRa für a l l e a€A 
i r r e f l e x i v 1 aRa f ü r a l l e a £ A 
symmetrisch 
asymmetrisch 
an t i s y m m e t r i s c h 
aRh =» bRa 
aRb => "1 bRa 
aRb A bRa a=b 
t r a n s i t i v aRb A bRc =* aRc 
n e g a t i v t r a n s i t i v 
konnex (vollständig, t o t a l ) 
l a R b A"lbRc =»HaRc 
aRb v bRa 
Ei n e r e f l e x i v e , symmetrische und t r a n s i t i v e R e l a t i o n w i r d 
Äquivalenzrelation genannt. Man s t e l l t f e s t , daß d i e s e 
R e l a t i o n d i e Elemente der Menge A so i n Teilmengen z e r l e g t , 
daß i n n e r h a l b j e d e r Teilmenge a l l e Elemente zueinander i n 
der R e l a t i o n R stehen und k e i n Element e i n e r Teilmenge i n 
R e l a t i o n zu irgendeinem Element e i n e r anderen Teilmenge 
s t e h t . Die so entstandenen Teilmengen heißen Äquivalenz-
k l a s s e n . 
Jede t r a n s i t i v e R e l a t i o n i s t e i n e O r d n u n g s r e l a t i o n . Von 
besonderer Bedeutung, insbesondere i n der Meßtheorie ( v g l . 
nächster A b s c h n i t t ) , s i n d konnexe und t r a n s i t i v e R e l a t i o n e n . 
Man b e z e i c h n e t s i e a l s schwache O r d n u n g s r e l a t i o n e n bzw. 
schwache Ordnungen. Durch d e r a r t i g e R e l a t i o n e n können d i e 
untersuchten I n d i v i d u e n oder Objekte i n e i n e Rangordnung 
gebracht werden. E i n B e i s p i e l im numerischen B e r e i c h i s t 
die ">"-Relation. 
B e i s p i e l e : 
(1) S e i M eine Menge von Frauen und d i e R e l a t i o n R auf M 
s e i durch " i s t Schwester von" d e f i n i e r t . R i s t e i n e 
symmetrische R e l a t i o n . E r w e i t e r t man M auf e i n e b e l i e -
bige Menge von Personen, dann i s t R im allgemeinen n i c h t 
symmetrisch, da zwar rn^Rn^ (m.j i s t Schwester von n^) 
g e l t e n mag, aber wenn m2 e i n Mann i s t , g i l t n i c h t 
n^Rm^ . 
(2) S e i d i e Menge M e i n Mengensystem, a l s o eine Menge von 
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Mengen, und R s e i d e f i n i e r t durch " i s t Teilmenge von". 
Diese R e l a t i o n i s t t r a n s i t i v , denn 
aus A c B A B c C f o l g t auch A cz C, 
aber s i e i s t im allgemeinen n i c h t konnex, denn es g i b t 
Mengen, für d i e weder 
A c B noch B c A 
g i l t 
S olche Mengen können mit der eben d e f i n i e r t e n R e l a t i o n 
n i c h t v e r g l i c h e n werden; man hat l e d i g l i c h e i n e p a r t i -
e l l e Ordnung v o r l i e g e n . 
(3) Die ">"-Relation auf IR i s t r e f l e x i v , da für jedes a € (R 
g i l t 
a > a, 
d i e s t r e n g e ">"-Relation hingegen i s t i r r e f l e x i v . 
Die durch " i s t älter a l s " auf e i n e r Menge von Personen 
d e f i n i e r t e R e l a t i o n i s t e b e n f a l l s i r r e f l e x i v . 
(4) M s e i d i e Menge der Schüler e i n e r Schule und R s e i durch 
"geht i n d i e s e l b e K l a s s e " d e f i n i e r t . Man prüft l e i c h t 
nach, daß durch R e i n e Äquivalenzrelation f e s t g e l e g t 
i s t . Durch d i e s e R e l a t i o n w i r d d i e Menge M i n d i s j u n k -
te Teilmengen z e r l e g t , denn a l l e Schüler, d i e zueinan-
der i n R e l a t i o n stehen, gehen i n d i e s e l b e K l a s s e . Die 
entstehenden Äquivalenzklassen s i n d h i e r d i e üblichen 
S c h u l k l a s s e n . 
Im F a l l e von e n d l i c h e n Grundmengen g i b t es mehrere Möglich-
k e i t e n der graphischen bzw. t a b e l l a r i s c h e n V e r a n s c h a u l i c h u n g 
von (binären) R e l a t i o n e n . 
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Be i der g r a p h e n t h e o r e t i s c h e n D a r s t e l l u n g werden d i e Elemente 
d e r i n Frage stehenden Mengen durch Punkte i n der Ebene dar-
g e s t e l l t . Genau dann, wenn (a,b)GR g i l t , w i r d e i n P f e i l von 
Punkt a nach Punkt b e i n g e z e i c h n e t . 
Be i s p i e l : 
S e i e n A = { , a 2 , a ^ , a ^ } und R = { ( a ^ , a 3 ) , ( a 2 , a 2 ) , ( a 3 , a 2 ) , ( a ^ , a 4 ) } 
crAxA e i n e binäre R e l a t i o n auf A . Dann e r g i b t s i c h folgende 
g r a p h e n t h e o r e t i s c h e V e r a n s c h a u l i c h u n g : 
E i n e w e i t e r e Möglichkeit der V e r a n s c h a u l i c h u n g l i e f e r t d i e 
M a t r i x d a r s t e l l u n g e i n e r binären R e l a t i o n R. S i e w i r d i n 
A b s c h n i t t 5.1 be h a n d e l t . 
B e i e i n e r (binären) R e l a t i o n zwischen den Mengen A und B 
können einem Element a£A sehr v i e l e Elemente b€B zugeordnet 
werden. So werden b e i s p i e l s w e i s e durch d i e "<"-Relation im 
B e r e i c h der r e e l l e n Zahlen (A=B=R) j e d e r Zahl x€R u n e n d l i c h 
v i e l e Zahlen zugeordnet ( s i e s t e h t mit u n e n d l i c h v i e l e n 
Zahlen i n der " < " - R e l a t i o n ) , denn es g i b t j a u n e n d l i c h v i e l e 
Zahlen größer a l s x. Ebenso werden b e i der i n B e i s p i e l (4) 
d e f i n i e r t e n Äquivalenzrelation jedem Schüler mehrere M i t -
schüler zugeordnet (d.h. er s t e h t mit mehreren Mitschülern 
" i n R e l a t i o n " ) , nämlich a l l e , d i e i n s e i n e K l a s s e gehen. 
Von besonderem I n t e r e s s e s i n d R e l a t i o n e n zwischen zwei 
Mengen A und B, b e i denen jedem Element aus A genau e i n 
Element aus B zugeordnet w i r d . 
(3.23) D e f i n i t i o n 
E i n e R e l a t i o n f zwischen zwei Mengen A und B (die n i c h t 
v e r s c h i e d e n s e i n müssen), heißt Abbildung von A i n B, 
wenn jedem a€A genau e i n b€B zugeordnet w i r d , d.h. aus 
(a,b.,)ef und ( a / b 2 ) € f f o l g t s t e t s b 1=b 2-
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Um d i e besondere Bedeutung der Abbildung hervorzuheben, 
s c h r e i b t man s t a t t (a,b)GR nun (a,b)€f bzw. b=f(a) oder 
f :A+B. 
E i n e Abbildung f i s t a l s o e i n e Z u O r d n u n g s v o r s c h r i f t , 
d i e jedem Element a€A genau e i n Element b€B a l s B i l d 
zuordnet. 
Dabei heißt A der D e f i n i t i o n s b e r e i c h von f , B der Werte-
b e r e i c h und d i e Menge f(A):={f(a)|a€A} der B i l d b e r e i c h 
(oder d i e Bildmenge) von f . 
Man beachte, daß e i n und demselben Element aus A n i c h t 
v e r s c h i e d e n e B i l d e l e m e n t e aus B zugeordnet werden dürfen. 
Dagegen i s t zulässig, daß v e r s c h i e d e n e n Elementen aus A 
d a s s e l b e Element aus B zugeordnet w i r d . F e r n e r i s t aus 
der D e f i n i t i o n e r s i c h t l i c h , daß e i n e Abbildung e r s t durch 
d i e Angabe von D e f i n i t i o n s b e r e i c h , W e rtebereich und Zuord-
n u n g s v o r s c h r i f t f e s t g e l e g t i s t . 
Das folgende B i l d s o l l den Vorgang der Abbildung g r a p h i s c h 
v e r a n s c h a u l i c h e n : 
B e i s p i e l e ; 
(1) S e i A d i e Menge der Schüler e i n e r S c h u l k l a s s e . Jeder 
Schüler w i r d a u f g e f o r d e r t , genau ei n e n Mitschüler zu 
benennen, mit dem er i n einem geplanten Praktikum zusam-
menarbeiten möchte. Die R e l a t i o n f i s t d i e Menge a l l e r 
Paare ( a ^ a ^ , wobei Schüler a^ a n g i b t , er möchte mit 
Schüler a 2 zusammenarbeiten, f i s t e i n e Abbildung von 
A i n A. Dürfen d i e Schüler mehr a l s e i n e n Mitschüler 
benennen, i s t d i e dadurch f e s t g e l e g t e R e l a t i o n k e i n e 
Abbildung mehr. 
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(2) S e i M d i e Menge der P a t i e n t e n e i n e r p s y c h i a t r i s c h e n 
K l i n i k und D d i e Menge der möglichen d i a g n o s t i s c h e n 
K a t e g o r i e n . Wird j e d e r P a t i e n t genau e i n e r K a t e g o r i e 
zugeordnet, e n t s t e h t e i n e A b b i l d u n g f:M-»D. 
(3] In e i n e r Reihe von s o z i a l w i s s e n s c h a f t l i c h e n Experimenten 
und Erhebungen werden sog. " D i s t a n z - " oder "Ähnlichkeits-
maße" zwischen den Objekten e i n e r Menge A benötigt. 
Jedem Paar von Objekten w i r d e i n e " D i s t a n z " bzw. e i n 
Maß für d i e "Ähnlichkeit" ( h i n s i c h t l i c h e i n e s K r i t e r i u m s ) 
zugeordnet. Dabei h a n d e l t es s i c h j e w e i l s um e i n e A b b i l -
dung von AxA i n R m i t bestimmten E i g e n s c h a f t e n . 
(4) S e i e n A={a^,a 2,a 3,a^} und B={b.j ,b 2 ,b3> 
f^A-^B f2:A->B 
a ^ b 2 a 
a 2 ^ 1 a 2 : h 
a3->-b1 ^ b 3 
a 4 * b 2 a 3-*2 
a 4 " b 3 
f^ i s t e i n e A b b i ldung, aber f 2 i s t keine Abbildung. 
(3.24) D e f i n i t i o n 
S e i f e i n e A b b i l d u n g von A i n B. 
(1) Für e i n e b e l i e b i g e Teilmenge McA heißt d i e Menge 
f(M):={f(a)|a€M} das B i l d von M (unter der A b b i l -
dung f von A i n B). 
(2) Für e i n e b e l i e b i g e Teilmenge Neß heißt d i e Menge 
f" 1(N):={a€A|f(a)€N> da 
Abbildung f von A i n B) 
 1(N):={a€A|f(a)€N> d s U r b i l d von N (unter der 
In den fol g e n d e n D e f i n i t i o n e n werden e i n i g e s p e z i e l l e A b b i l -
dungen eingeführt. Dabei s e i f s t e t s e i n e Abbildung von A i n B. 
(3.25) D e f i n i t i o n 
(1) f heißt s u r j e k t i v , wenn a l l e Elemente b€B B i l d p u n k t e 
s i n d (f(A)=B), d.h. wenn es zu jedem bEB e i n a€A g i b t 
mit b = f ( a ) . 
(2) f heißt i n j e k t i v , wenn d i e Abbildung f v e r s c h i e d e n e n 
Elementen aus A auch v e r s c h i e d e n e Elemente von B zu-
ordnet, d.h. wenn aus a ^ * a 2 f o l g t : f ( a ^ ) * f ( a 2 ) für 
a l l e a^,a 2£A. 
(3) f heißt b i j e k t i v , wenn f s u r j e k t i v und i n j e k t i v i s t . 
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B e i der Ab b i l d u n g von B e i s p i e l (4) s i e h t man, daß der 
B i l d b e r e i c h den Wertebereich n i c h t auszuschöpfen b r a u c h t 
(Element b^ i s t k e i n Bildelement). B e i e i n e r s u r j e k t i v e n Ab-
b i l d u n g i s t der ganze Wertebereich auch B i l d b e r e i c h . 
Wie schon erwähnt, i s t es m i t der D e f i n i t i o n e i n e r A b b i l d u n g 
durchaus verträglich, daß zwei oder mehr Elemente des D e f i -
n i t i o n s b e r e i c h s d a s s e l b e Element des Wertebereichs zugeordnet 
e r h a l t e n . B e i e i n e r i n j e k t i v e n Abbildung w i r d d i e s e r F a l l 
n i c h t mehr z u g e l a s s e n . 
B e i s p i e l e : 
(1) S e i e n A={a^,a 2,a^,a^} und B={b 1,b 2,b^}, 
Die A b b i l d u n g f:A-*B 
a 2+b 2 
a 3+b 2 
a 4 " b 1 
i s t s u r j e k t i v , aber n i c h t i n j e k t i v . 
(2) S e i e n A={a^,a 2,a^} und B={b 1,b 2,b^,b^}. 
Die A b b i l d u n g f:A->B 
a1+ b2 
a 3 * b 1 
i s t i n j e k t i v , aber n i c h t s u r j e k t i v . 
Von besonderem I n t e r e s s e s i n d Abbildungen, b e i denen D e f i n i -
t i o n s - und Wertebereich Teilmengen der r e e l l e n Zahlen s i n d . 
S e i e n A und B n i c h t l e e r e Teilmengen von R. Dann heißt 
e i n e A b b i l d u n g f:A->B ( r e e l l e ) F u n k t i o n e i n e r r e e l l e n 
V a r i a b l e n . 
Zum Schluß d i e s e s A b s c h n i t t s werden noch kurz d i e "Umkehrabbil-
dung" und "zusammengesetzte Abbildungen" erörtert. 
Be i e i n e r b i j e k t i v e n Abbildung f:A-*B e x i s t i e r t aufgrund 
der Surjektivität zu jedem b€B e i n aGA mit b= f ( a ) . 
Wegen der Injektivität i s t d i e s e s a£A e i n d e u t i g bestimmt 
(aus a ^ * a 2 => f ( a ^ ) * f ( a 2 ) ) . Auf d i e s e Weise erhält man 
e i n e e i n d e u t i g bestimmte Abbildung von B i n A. S i e heißt 
i n v e r s e A b b i l d u n g (Umkehrabbildung) und w i r d mit f ^ be-
z e i c h n e t ( n i c h t zu verwechseln mit den U r b i l d ! ) . 
3. Kapitel: Mengen und Strukturen 75 
Es s e i e n f:A-+B und g:B-*C zwei Abbildungen. Jedem a€A 
w i r d durch f e i n B i l d p u n k t f(a)GB zugeordnet. Nach 
Vo r a u s s e t z u n g i s t g auf B d e f i n i e r t , f ( a ) gehört zum 
D e f i n i t i o n s b e r e i c h von g. F o l g l i c h kann man j e t z t f ( a ) 
s e i n B i l d g ( f ( a ) ) u n t e r g zuordnen. Durch d i e F e s t s e t z u n g 
h(a) := g ( f ( a ) ) für a l l e aGA 
w i r d a l s o i n e i n d e u t i g e r Weise e i n e A b b i l d u n g h:A-»C e r -
klärt. Man nennt h d i e aus f und g zusammengesetzte Ab-
b i l d u n g und b e z e i c h n e t s i e mit f o g . 
Die Anwendungsmöglichkeiten der i n diesem K a p i t e l kurz d a r -
g e s t e l l t e n T e i l g e b i e t e der Mathematik, d i e g e l e g e n t l i c h a l s 
"Grundlagen der Mathematik" b e z e i c h n e t werden, i n der Mathe-
matischen P s y c h o l o g i e und den S o z i a l w i s s e n s c h a f t e n s i n d sehr 
vielfältig. S i e r e i c h e n von der W a h r s c h e i n l i c h k e i t s t h e o r i e 
über l e r n t h e o r e t i s c h e Modelle b i s zur T h e o r i e der Wahlent-
scheidungen und a l l g e m e i n e n s o z i o m e t r i s c h e n Modellen. Im 
folgen d e n werden zwei Anwendungsmöglichkeiten, d i e für das 
Studium der S o z i a l w i s s e n s c h a f t e n von grundlegender Bedeutung 
s i n d , b e handelt, nämlich e i n k u r z e r Abriß der G r u n d b e g r i f f e 
und Z i e l s e t z u n g e n der Meßtheorie und e i n e knappe Einführung 
i n d i e Grundlagen der W a h r s c h e i n l i c h k e i t s t h e o r i e . 
Weiterführende L i t e r a t u r : 
Haimos (1968), Kamke (1965), Menne (1966), P i c k e r (1973), 
Suppes (1960) 
3.4 Einige Anwendungen der mengentheoretischen 
Grundbegriffe in den Sozialwissenschaften 
3.4.1 Grundlegende Begriffe und Zielsetzungen der Meßtheorie 
Die modernen S o z i a l w i s s e n s c h a f t e n v e r s t e h e n s i c h a l s empi-
r i s c h e W issenschaften, deren t y p i s c h e s Kennzeichen d a r i n 
l i e g t , daß i h r e Aussagen, Hypothesen und Gesetzmäßigkeiten 
e i n e r e mpirischen Überprüfung unterzogen werden und p r i n z i -
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p i e l l durch d i e Emp i r i e w i d e r l e g b a r s e i n müssen. Nur s o l -
che Hypothesen bzw. Deduktionen e i n e s e m p i r i s c h - w i s s e n s c h a f t -
l i c h e n Systems können zur Erklärung u n s e r e r Umwelt dienen, 
d i e n i c h t im Widerspruch zur E r f a h r u n g stehen. 
Die S o z i a l w i s s e n s c h a f t e n versuchen, ebenso wie andere Wis-
s e n s c h a f t e n , beobachtbare Phänomene mit möglichst a l l g e -
meingültigen Gesetzmäßigkeiten zu erklären und zu progno-
s t i z i e r e n . Die T e i l a s p e k t e e i n e r s o z i a l w i s s e n s c h a f t l i c h e n 
T h e o r i e , d i e dann a l s Hypothesen und Gesetzmäßigkeiten 
e i n e r e mpirischen Untersuchung unterzogen werden, konkre-
t i s i e r e n s i c h i n jedem F a l l auf bestimmte E i g e n s c h a f t e n der 
zu untersuchenden Objekte oder I n d i v i d u e n , a l s o auf gewisse 
Untersuchungsmerkmale. B e i s p i e l e s o l c h e r E i g e n s c h a f t e n bzw. 
Merkmale s i n d Länge, Masse, Volumen oder G e s c h w i n d i g k e i t i n 
der P h y s i k , Angebot, Nachfrage, Einkommen oder Konsum i n 
der Ökonomie, Persönlichkeitsmerkmale wie I n t e l l i g e n z , Angst 
oder Kreativität i n der P s y c h o l o g i e . Die Betrachtung e i n e r 
E i n h e i t , etwa d i e F e s t s t e l l u n g des Gewichts e i n e r Person, 
aber auch ei n e Befragung, e i n p s y c h o l o g i s c h e r T e s t oder 
d i e Durchführung e i n e s Experiments, l i e f e r t j e w e i l s e i n e n 
Wert (eine Ausprägung oder R e a l i s a t i o n ) d i e s e r Merkmale 
oder V a r i a b l e n . Die Frage, welche Ausprägungen b e i e i n e r 
V a r i a b l e n u n t e r s c h i e d e n werden s o l l e n , und was d i e s e Aus-
sagen bezüglich der e i n z e l n e n U n t e r s u c h u n g s e i n h e i t e n be-
sagen, i s t i n a l l e n W issenschaften, welche d i e R i c h t i g k e i t 
i h r e r t h e o r e t i s c h e n Gesetzmäßigkeiten durch e m p i r i s c h e s 
D a t e n m a t e r i a l überprüfen, von zentralem I n t e r e s s e . Die 
Kennzeichnung der systematischen V a r i a t i o n e i n e r V a r i a b -
l e n und d i e Präzisierung des Aussagegehalts der Ausprägun-
gen des Merkmals s i n d Gegenstand e i n e s eigenständigen Be-
r e i c h s der Datenanalyse: der Meßtheorie und S k a l i e r u n g . 
Wenn man bestimmte V e r h a l t e n s w e i s e n e i n e s Individuums beob-
a c h t e t oder e i n e E i g e n s c h a f t e i n e s Objekts u n t e r s u c h t und 
das Meßergebnis u n m i t t e l b a r oder mit H i l f e von Meßinstru-
menten durch Zahlen ausdrückt, hat man e i n e "Messung" v o r -
genommen. Dem V e r h a l t e n oder der E i g e n s c h a f t w i r d e i n e Zahl 
zugeordnet, d i e d i e "Intensität oder Stärke" der V e r h a l t e n s -
weise oder den "Ausprägungsgrad" der un t e r s u c h t e n E i g e n -
s c h a f t c h a r a k t e r i s i e r e n s o l l . A l l g e m e i n w i r d der Prozeß, 
i n dem d i e verschiedenen Ausprägungen von E i g e n s c h a f t e n bzw. 
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Unt:ersuchungsmerkmalen durch Zahlen repräsentiert werden, 
Messung genannt. 
E i n i g e E i g e n s c h a f t e n aus dem B e r e i c h der Naturwissenschaf-
t e n , wie Länge, Gewicht, Volumen, e t c . , werden mit Metho-
den gemessen, d i e uns s e i t l a n g e r Z e i t v e r t r a u t s i n d , über-
haupt e r s c h e i n t d i e Messung der meisten p h y s i k a l i s c h e n 
Größen völlig p r o b l e m l o s . Anders verhält es s i c h i n den So-
z i a l w i s s e n s c h a f t e n . Obwohl s i e nach d e r s e l b e n Präzision 
s t r e b e n wie d i e N a t u r w i s s e n s c h a f t e n , werden s i e mit e i n e r 
h a r t e n Realität k o n f r o n t i e r t : menschliche V e r h a l t e n s w e i s e n 
und s o z i a l e P rozesse s i n d äußerst schwer zu q u a n t i f i z i e r e n . 
So e r s c h e i n t uns b e i s p i e l s w e i s e d i e Messung der Persönlich-
keitsmerkmale " I n t e l l i g e n z " oder "Angst" im V e r g l e i c h zu 
t e c h n i s c h - p h y s i k a l i s c h e n Messungen w e s e n t l i c h willkürli-
c h e r und p r o b l e m a t i s c h e r . V i e l f a c h wurde sogar d i e A u f f a s -
sung v e r t r e t e n , daß p s y c h o l o g i s c h e E i g e n s c h a f t e n überhaupt 
n i c h t i n demselben Sinne meßbar s e i e n wie p h y s i k a l i s c h e 
E i g e n s c h a f t e n , etwa z.B. Länge oder Masse. Dabei b l i e b d i e 
R e c h t f e r t i g u n g für d i e v e r t r e t e n e n Standpunkte meistens 
r e c h t vage. S i n d p s y c h o l o g i s c h e und s o z i a l w i s s e n s c h a f t l i -
che Merkmale p r i n z i p i e l l n i c h t "meßbar" bzw. q u a n t i f i z i e r -
b a r , oder s i n d s i e nur n i c h t mit d e r s e l b e n G e n a u i g k e i t meß-
bar, d i e man b e i t e c h n i s c h - p h y s i k a l i s c h e n Merkmalen e r h a l -
t e n kann? Die Klärung der durch d i e versc h i e d e n e n Stand-
punkte aufgeworfenen F r a g e s t e l l u n g e n i s t Gegenstand der 
Meßtheorie. 
P r i n z i p i e l l g i l t , daß sowohl i n den Na t u r w i s s e n s c h a f t e n a l s 
auch i n den S o z i a l w i s s e n s c h a f t e n n i c h t d i e untersuchten 
Objekte bzw. I n d i v i d u e n s e l b s t , sondern l e d i g l i c h i h r e 
E i g e n s c h a f t e n meßbar s i n d . Die Meßtheorie e r f o r s c h t d i e 
Voraussetzungen für d i e Meßbarkeit der E i g e n s c h a f t e n . Unter 
den Voraussetzungen v e r s t e h t man i n diesem Zusammenhang 
bestimmte meist q u a l i t a t i v e Beziehunaen, d i e im e m p i r i s c h 
beobachtbaren B e r e i c h v o r l i e g e n müssen, damit e i n e "Mes-
sung" möglich i s t . Entgegen dem v i e l f a c h e n Gebrauch i n 
der A l l t a g s s p r a c h e k o r r e s p o n d i e r t der B e g r i f f "Messung" 
h i e r hauptsächlich mit dem Vorgang der Ent w i c k l u n g des 
"Meterstabes" und n i c h t mit dem Gebrauch e i n e s b e r e i t s 
k o n s t r u i e r t e n und g e e i c h t e n Meterstabes. Das Z i e l der 
Meßtheorie i s t a l s o , dem Meßprozeß ei n e l o g i s c h e Grundlage 
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zu geben. Die Aussagen der Meßtheorie g e l t e n für a l l e 
W i s s e n s c h a f t s d i s z i p l i n e n . Das Konzept der Meßtheorie, wel-
che i n jüngerer Z e i t e i n umfassendes Theoriengebäude ge-
worden i s t , kann h i e r nur kurz s k i z z i e r t werden. Für e i n e 
d e t a i l l i e r t e D a r s t e l l u n g der ( a l g e b r a i s c h f o r m u l i e r t e n ) 
T h e o r i e v e r g l e i c h e man etwa das überaus gründliche und 
entsprechend umfangreiche Buch von KRANTZ, LUCE, SUPPES 
und TVERSKY (1971). E i n e g l e i c h f a l l s e x z e l l e n t e Einführung 
i n e i n e mehr t o p o l o g i s c h o r i e n t i e r t e Meßtheorie g i b t 
PFANZAGL (1971). Außerdem v e r g l e i c h e man SUPPES und ZINNES 
(1963), CAMPBELL (1928), ELLIS (1966), ROZEBOOM (1966), 
DOMOTOR (1972), ORTH (1974) und andere. 
Ausgangspunkt der Messung i s t e i n e Menge M von Objekten 
bzw. I n d i v i d u e n , denen Meßwerte zugeordnet werden s o l l e n . 
Neben den Objekten bzw. I n d i v i d u e n u n t e r s u c h t man e i n e 
( e n d l i c h e ) Anzahl e m p i r i s c h f e s t s t e l l b a r e r R e l a t i o n e n 
R<j,...,R zwischen den Objekten bzw. I n d i v i d u e n . Für d i e 
D e f i n i t i o n e i n e r R e l a t i o n v e r g l e i c h e man Def. (3.21). 
B e i s p i e l e für s o l c h e e m p i r i s c h f e s t s t e l l b a r e R e l a t i o n e n s i n d : 
Produkt a^ w i r d Produkt a 2 vorgezogen, 
Person a löst Testaufgabe b, 
P a u l hat mehr F e h l e r im D i k t a t a l s Hans, 
Ton a^ w i r d a l s l a u t e r empfunden a l s Ton a 2 . 
B e i v i e l e n Anwendungen, vor a l l e m i n den S o z i a l w i s s e n s c h a f -
t e n , können d i e Objekte h i n s i c h t l i c h der u n t e r s u c h t e n E i g e n -
s c h a f t i n ein e Rangordnung gebracht werden. Besteht s o n s t 
k e i n e Beziehung zwischen den Objekten bzw. I n d i v i d u e n der 
Grundmenge, i s t l e d i g l i c h e i n e e i n z i g e R e l a t i o n e m p i r i s c h 
f e s t s t e l l b a r . Vom mathematischen Standpunkt h a n d e l t es 
s i c h d a b e i i n der Regel um ein e sog. "schwache Ordnung", 
d.h. e i n e antisymmetrische, r e f l e x i v e und t r a n s i t i v e b i -
näre R e l a t i o n ( v g l . Def. (3.22)), d i e durch 
" i s t mindestens so ... wie" 
oder " i s t höchstens so ... wie" 
f e s t g e l e g t i s t . 
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(3.26) D e f i n i t i o n 
(a) S e i M e i n e Menge von Objekten bzw. I n d i v i d u e n und 
R^/...fR s e i e n auf M d e f i n i e r t e R e l a t i o n e n . Das 
System <MfR1,...,R > heißt e m p i r i s c h e s r e l a t i o n a l e s 
System oder e m p i r i s c h e s R e l a t i v . 
(b) I s t N e i n e Menge von Zahlen oder Vektoren und be-
zei c h n e n S^,...,S m R e l a t i o n e n auf d i e s e r Menge, so 
heißt das System < N , S S > numerisches r e l a -
t i o n a l e s System oder numerisches R e l a t i v . 
V oraussetzung für d i e Messung i s t das Vorhandensein e i n e s 
e m p i r i s c h e n R e l a t i v s , a l s o e i n e r Menge e m p i r i s c h beobacht-
b a r e r Objekte oder I n d i v i d u e n , d i e i n bezug auf ei n e be-
stimmte E i g e n s c h a f t i n beobachtbaren R e l a t i o n e n z u e i n a n -
der s t e h e n . Die e i g e n t l i c h e Messung e r f o l g t dann durch Zu 
Ordnung von numerischen Werten zu den Objekten bzw. I n d i -
viduen, d.h. das em p i r i s c h e R e l a t i v w i r d durch das nume-
r i s c h e R e l a t i v repräsentiert. A l l e r d i n g s i s t n i c h t jede 
Zuordnung a l s Messung anzusehen. 
Ei n e Messung l i e g t genau dann v o r , wenn d i e Zuordnung 
durch e i n e homomorphe Abbildung v des empiri s c h e n R e l a -
t i v s i n das numerische R e l a t i v gegeben i s t . Die homo-
morphe Ab b i l d u n g v, zusammen mit empirischem und nume-
rischem R e l a t i v , heißt dann S k a l a . Manchmal w i r d auch 
d i e homomorphe Abbildung v a l l e i n b e r e i t s a l s S k a l a 
b e z e i c h n e t . E i n e homomorphe Abb i l d u n g v i s t dadurch 
gekennzeichnet, daß n i c h t nur d i e (empirische) U r b i l d -
menge M i n d i e (numerische) Bildmenge N a b g e b i l d e t 
wird, sondern daß darüber hinaus auch d i e bestehenden 
R e l a t i o n e n auf der Menge M i n analoge R e l a t i o n e n , d i e 
jdann auf der Menge N bestehen, übergeführt werden. 
G i l t a l s o b e i s p i e l s w e i s e für zwei Elemente a^ und a 2 aus 
M die R e l a t i o n 
a 1 R ± a 2 , 
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so muß für d i e zu k o r r e s p o n d i e r e n d e R e l a t i o n auf der 
Menge N 
v(a.j) S i v ( a 2 ) 
g e l t e n . 
B e z e i c h n e t man etwa d i e e m p i r i s c h e schwache Ordnungsrela-
t i o n " i s t höchstens so ... wie" im U n t e r s c h i e d zur e n t s p r e -
chenden R e l a t i o n "<" im Z a h l e n b e r e i c h mit "<", und stehen 
zwei Objekte oder I n d i v i d u e n i n der R e l a t i o n 
a1 ~ a 2 ' 
so hat d i e numerische Zuordnung so zu e r f o l g e n , daß für 
d i e Skalenwerte 
v ( a 1 ) < v ( a 2 ) 
g i l t . 
Die E x i s t e n z e i n e s Homomorphismus der beschriebenen A r t 
i s t das K r i t e r i u m dafür, daß e i n e V a r i a b l e a l s "meßbar" 
b e t r a c h t e t werden kann. Die Repräsentation e i n e s e m p i r i -
schen R e l a t i v s durch e i n numerisches R e l a t i v b i l d e t d i e 
Grundlage der meisten modernen Meßtheorien. I s t ei n e V a r i -
a b l e ausschließlich aufgrund d i e s e r Repräsentation meßbar, 
s p r i c h t man von fundamentaler Messung. B e i s p i e l e hierfür 
s i n d Länge, Masse, Volumen, e t c . E i n e a b g e l e i t e t e Messung 
hingegen l i e g t v or, wenn neue Meßvariablen a l s Funktionen 
der V a r i a b l e n fundamentaler Messung f e s t g e l e g t werden. E i n e 
a b g e l e i t e t e Messung hängt a l s o n i c h t u n m i t t e l b a r von einem 
e m p i r i s c h e n R e l a t i v , sondern von w e i t e r e n numerischen R e l a -
t i v e n ab. A l s B e i s p i e l für e i n e a b g e l e i t e t e Messung be-
t r a c h t e man etwa den p h y s i k a l i s c h e n B e g r i f f der D i c h t e , der 
a l s Q u o t i e n t von Masse und Volumen d e f i n i e r t i s t , und somit 
zwei fundamentale Messungen v o r a u s s e t z t . 
E i n e r s t e s Hauptproblem der Meßtheorie i s t das Repräsenta-
t i o n s p r o b l e m . Es b e s t e h t i n der Angabe von Bedingungen bzw. 
E i g e n s c h a f t e n , d i e e i n e m p i r i s c h e s R e l a t i v erfüllen muß, 
damit d i e E x i s t e n z e i n e r homomorphen Ab b i l d u n g vom e m p i r i -
schen R e l a t i v i n das numerische R e l a t i v g e s i c h e r t i s t . In 
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der Regel w i r d d i e s e s Problem durch d i e Formulierung e i n e s 
Repräsentationstheorems gelöst, mit welchem d i e E x i s t e n z 
e i n e s Homomorphismus bzw. e i n e r S k a l a bewiesen w i r d , so-
f e r n das empirische R e l a t i v bestimmte E i g e n s c h a f t e n erfüllt. 
D i e s e E i g e n s c h a f t e n bzw. Annahmen werden i n der Meßtheorie 
gewöhnlich a l s "Axiome" angegeben. Unter einem Axiomensystem 
v e r s t e h t man einen Annahmenkatalog, d.h. ei n e e n d l i c h e Menge 
von Axiomen, aus denen das Repräsentationstheorem a b g e l e i -
t e t w i r d . Die Meßtheorie bemüht s i c h darüber hinaus um kon-
s t r u k t i v e Beweise der Repräsentationstheoreme: es s o l l n i c h t 
nur bewiesen werden, daß e i n e numerische Repräsentation mög-
l i c h i s t , sondern es s o l l g l e i c h z e i t i g e i n Weg gewiesen wer-
den, wie s i e zu k o n s t r u i e r e n i s t . I n s o f e r n i s t auch e i n Z i e l 
der Meßtheorie, n i c h t nur d i e Überprüfung der Meßbarkeit 
e i n e r E i g e n s c h a f t zu a n a l y s i e r e n , sondern auch p r a k t i s c h e 
Meßverfahren zu l i e f e r n . 
E i n zweites Hauptproblem der Meßtheorie i s t das Problem der 
E i n d e u t i g k e i t der e r h a l t e n e n S k a l a . Denn i n der Regel g i b t 
es zu einem s p e z i e l l e n Repräsentationsproblem v i e l e S k a l e n , 
d i e das angegebene Axiomensystem i n g l e i c h e r Weise erfüllen, 
d.h. es g i b t neben v noch w e i t e r e Homomorphismen v' von 
<M,,...,R n> i n <N,S^,...,Sn>, d i e dem Repräsentationssatz 
genügen. Aufgrund d i e s e r M e h r d e u t i g k e i t i s t es möglich, 
e i n e Skala i n eine andere zu t r a n s f o r m i e r e n , ohne d i e Gül-
t i g k e i t des Repräsentationstheorems zu v e r l e t z e n . A l l e 
Skalen mit d e r s e l b e n Menge zulässiger Transformationen 
faßt man zu e i n e r S k a l e n a r t zusammen. Die Menge der zuläs-
s i g e n Transformationen c h a r a k t e r i s i e r t grundsätzlich den 
Typ der Skala . Die v i e r w i c h t i g s t e n S k a l e n a r t e n , zusammen 
mit i h r e n zulässigen T r a n s f o r m a t i o n e n , s i n d i n Tab. 3.-1 
aufgeführt. Die K l a s s i f i k a t i o n geht auf STEVENS (1946 bzw. 
1951) zurück. 
Tab. 3.-1: Die v i e r w i c h t i g s t e n S k a l e n a r t e n mit i h r e n zu-
lässigen T r a n s f o r m a t i o n e n 
Skalentyp zulässige Transformationen Beispiele 
Nominalskala eineindeutige Funktionen Kontonummern 
Geschlecht 
Konfession 
Augenfarbe 
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Ordinalskala monoton steigende Funktionen Schulnoten 
Mönssehe Härteskala 
Intervallskala positiv-lineare Funktionen, 
v*=av+3 (a,ß€R,a>0) 
Temperatur 
Verhältnisskala ^Tnlichkeitstransformationen 
v'=av , coO 
Länge 
Masse 
elektrischer 
Widerstand 
Preise 
Gehören d i e U n t e r s u c h u n g s v a r i a b l e n zum B e r e i c h der Natur-
w i s s e n s c h a f t e n oder der Technik, wie etwa Länge, Masse oder 
Volumen, so i s t für d i e h i e r gebräuchliche Messung charak-
t e r i s t i s c h , daß n i c h t nur d i e zu messenden Objekte bezüglich 
d i e s e r E i g e n s c h a f t q u a l i t a t i v v e r g l e i c h b a r s i n d , etwa durch 
e i n e schwache O r d n u n g s r e l a t i o n , sondern daß überdies im 
O b j e k t b e r e i c h e i n e O p e r a t i o n des "Zusammenfügens" (Verket-
t u n g s o p e r a t i o n ; c o n c a t e n a t i o n o p e r a t i o n ) s i n n v o l l i s t , wel-
che dann im numerischen B e r e i c h durch d i e A d d i t i o n der e i n -
z e l n e n Meßwerte v o l l z o g e n w i r d . So e n t s t e h t b e i s p i e l s w e i s e 
durch Verknüpfen von zwei S t r e c k e n e i n e neue S t r e c k e , de-
ren Länge d i e Summe der Längen der be i d e n ursprünglichen 
S t r e c k e n e r g i b t , oder man kann Gewichte aufeinanderhäufen 
und erhält a l s Gesamtgewicht d i e Summe der E i n z e l g e w i c h t e . 
(3.27) D e f i n i t i o n 
Unter e i n e r (binären) O p e r a t i o n "o" v e r s t e h t man eine Zu-
ordnung, welche jedem Paar a^,a2€M e i n Element a^oa^R zu-
ordn e t , a l s o e i n e A b b i l d u n g von MxM i n M. 
B e i s p i e l s w e i s e w i r d b e i der O p e r a t i o n der A d d i t i o n im Be-
r e i c h der r e e l l e n Zahlen jedem Paar x , y e |R d i e Summe der 
Zahlen x + y zugeordnet. 
S e i nun auf M außer e i n e r V e r g l e i c h s r e l a t i o n <, d.h. e i n e r 
schwachen Ordnung, auch e i n e V e r k e t t u n g s o p e r a t i o n "o" de-
f i n i e r t . Man geht a l s o aus vom e m p i r i s c h e n R e l a t i v <M,<,o> 
Das Z i e l i s t j e t z t , e i n e homomorphe A b b i l d u n g von <M,<,o> 
i n <IR,<,+> zu f i n d e n , a l s o e i n e r e e l l w e r t i g e F u n k t i o n v, 
d i e neben 
a- < a o gdw. (genau dann, wenn) v(a-) < v(a~) 
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auch 
v ( a 1 o a 2 ) = v(a,j) + v ( a 2 ) 
erfüllt. 
E i n e Messung, d i e (neben der V e r g l e i c h s r e l a t i o n ) auf e i n e r 
V e r k e t t u n g s o p e r a t i o n im O b j e k t b e r e i c h b a s i e r t , nennt man 
e x t e n s i v e Messung. S i e i s t für d i e meisten p h y s i k a l i s c h e n 
Merkmale t y p i s c h . 
E i n w i c h t i g e r Grundgedanke der e x t e n s i v e n Messung b e s t e h t 
d a r i n , e i n e w i c h t i g e E i g e n s c h a f t d er r e e l l e n Zahlen auf 
allge m e i n e e m p i r i s c h e R e l a t i v e zu übertragen. D i e s e E i g e n -
s c h a f t w i r d m e i s t a l s A r c h i m e d i s c h e E i g e n s c h a f t b e z e i c h -
net und l a u t e t : 
S i n d x,y€R und i s t x>0, so g i b t es e i n n€IN m it nx>y. 
Gleichgültig, wie k l e i n d i e p o s i t i v e Zahl x und wie groß 
d i e Zahl y i s t , e n d l i c h v i e l e "Kopien" von x zusammenge-
nommen s i n d größer a l s y. Für e i n e Messung bedeutet d i e s 
folgendes: man wählt x a l s Maßeinheit und kann d i e s e Maß-
e i n h e i t mit jedem Element y v e r g l e i c h e n , indem man f e s t -
s t e l l t , w i e v i e l e "Kopien" der Maßeinheit x notwendig s i n d , 
um gerade y zu überschreiten. 
Je k l e i n e r d i e Maßeinheit x gewählt w i r d , umso mehr "Kopien" 
sir.d notwendig, um das zu messende Objekt y zu überschrei-
ter.. Dies s t e h t im Zusammenhang mit der G e n a u i g k e i t der 
Messung und es hängt dann von der Güte des k o n s t r u i e r t e n 
Meßinstruments ab, b e i w e l c h e r Maßeinheit x das "Über-
s c h r e i t e n von y" gerade noch exakt a n g e z e i g t w i r d . 
Extensive Meßstrukturen wurden b e r e i t s von HOLDER (1901) un t e r s u c h t . 
Er gab Bedingungen an, d i e notwendig und h i n r e i c h e n d s i n d für einen 
Isomorphismus von <M,<,0> i n <&,<_,+>. Darüber hinaus z e i g t e e r , daß 
die k o n s t r u i e r t e n Skalen e i n d e u t i g s i n d b i s auf M u l t i p l i k a t i o n mit 
einer p o s i t i v e n Konstanten, daß es s i c h a l s o um Verhältnisskalen 
hanfielt. A l l e r d i n g s s i n d d i e Forderungen des Repräsentationssatzes 
von HOLDER an das empirische R e l a t i v zu s t a r k , denn s i e gehen aus 
vor. sog. "archimedisch geordneten Gruppen". Wendet man d i e Grup-
peraxiome b e i s p i e l s w e i s e auf d i e Längenmessung an, so müßte zu j e -
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der Strecke eine dazu " i n v e r s e " Strecke e x i s t i e r e n , so daß d i e Ver-
knüpfung der beiden Strecken d i e Strecke der Länge N u l l e r g i b t . In 
jüngerer Z e i t wurden d i e Axiome auf l o k a l e und p o s i t i v e Halbgruppen 
abgeschwächt, d i e für Anwendungen auf empirisch beobachtbare R e l a t i v e 
r e a l i s t i s c h e r s i n d . Da h i e r nur e i n kurzer Abriß der Meßtheorie ge-
geben werden kann, muß auf E i n z e l h e i t e n v e r z i c h t e t werden. Man ver-
g l e i c h e h i e r z u den A b s c h n i t t 2.2 i n KRANTZ et a l . (1971), insbeson-
dere Theorem 4. Der grundlegende Charakter der A r b e i t von HOLDER 
b l e i b t jedoch auch b e i der M o d i f i k a t i o n des Axiomensystems e r h a l -
ten. Für w e i t e r e Verallgemeinerungen des HÖLDERschen Satzes v e r g l e i -
che man HOFFMAN (1963), ALIMOV (1950), HOLMAN (1969 und 1974) und 
ROBERTS und LUCE (1968). 
Lange Z e i t e r a c h t e t e n Meßtheoretiker e i n e V e r k e t t u n g s o p e r a -
t i o n im empirischen B e r e i c h , wie s i e eben b e i e x t e n s i v e n 
Meßstrukturen b e s c h r i e b e n wurde, für unerläßlich zur Ge-
winnung m e t r i s c h e r Skalen, d.h. Skalen mit mindestens I n t e r -
v a l l s k a l e n n i v e a u . Aus diesem Grunde h i e l t man insbesonde-
re p s y c h o l o g i s c h e und s o z i a l w i s s e n s c h a f t l i c h e E i g e n s c h a f t e n 
p r i n z i p i e l l n i c h t für meßbar, zumindest n i c h t i n dem Sinne 
wie etwa i n der Physik, da b e i p s y c h o l o g i s c h e n und s o z i a l -
w i s s e n s c h a f t l i c h e n E i g e n s c h a f t e n i n der Regel keine V e r k e t -
t u n g s e i g e n s c h a f t im empirischen B e r e i c h vorhanden i s t . So 
l a s s e n s i c h b e i s p i e l s w e i s e H e l l i g k e i t e n , Lautstärken oder 
gar I n t e l l i g e n z e n n i c h t d e r a r t e m p i r i s c h verknüpfen, daß 
s i c h d i e korrespondierenden numerischen Skalenwerte a d d i e -
ren. Solange das Konzept d e r " e m p i r i s c h e n A d d i t i o n " n i c h t 
übertragbar s e i auf p s y c h o l o g i s c h e und s o z i a l w i s s e n s c h a f t -
l i c h e V a r i a b l e n , so d i e damalige A u f f a s s u n g , s e i d i e Mes-
sung d i e s e r V a r i a b l e n durch e i n f a c h e Zuordnung von Zahlen 
zu den Objekten (Eigenschaftsträgern) s t e t s s u b j e k t i v und 
e m p i r i s c h n i c h t bedeutsam. In jüngerer Z e i t wurde jedoch 
g e z e i g t , daß d i e V e r k e t t u n g s e i g e n s c h a f t keineswegs e i n e 
zwingende Voraussetzung zur Gewinnung m e t r i s c h e r Skalen 
i s t . Es wurden e i n e ganze Reihe von Axiomensystemen ent-
w i c k e l t , welche ohne d i e V e r k e t t u n g s e i g e n s c h a f t im e m p i r i -
schen B e r e i c h auskommen und dennoch h i n r e i c h e n d s i n d für 
e i n e numerische Repräsentation auf e i n e r I n t e r v a l l s k a l a . 
Man v e r g l e i c h e h i e r z u b e i s p i e l s w e i s e PFANZAGL (1959 bzw. 
1971), KRISTOF (1969) oder KRANTZ et a l . (1971), Kap. 4 f f . 
E i n für d i e Anwendung i n W i r t s c h a f t s - und S o z i a l w i s s e n -
s c h a f t e n besonders w i c h t i g e s V e r f a h r e n zur Gewinnung von 
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I n t e r v a l l s k a l e n , d i e a d d i t i v verbundene Messung ( a d d i t i v e 
c o n j o i n t measurement), w i r d i n KRANTZ e t a l . (1971), Kap. 6, 
ausführlich b e h a n d e l t . 
Zum Schluß d i e s e s A b s c h n i t t s w i r d noch d i e v i e l f a c h g e p f l e g -
te Vorgehensweise der " o p e r a t i o n a l e n D e f i n i t i o n " e i n e r n i c h t 
d i r e k t e m p i r i s c h erfaßbaren, l a t e n t e n V a r i a b l e n kurz d i s k u -
t i e r t . Im s o z i a l w i s s e n s c h a f t l i c h e n Sprachgebrauch w i r d i n 
diesem Kontext häufig der etwas un s c h a r f e Terminus "Kon-
s t r u k t " verwendet. B e i der o p e r a t i o n a l e n D e f i n i t i o n e i n e r 
l a t e n t e n V a r i a b l e n bzw. e i n e s K o n s t r u k t s w i r d s t a t t der i n 
Frage stehenden V a r i a b l e n e i n e andere d i r e k t beobachtbare 
und l e i c h t e r erfaßbare V a r i a b l e gemessen, von welcher der 
F o r s c h e r annimmt, daß s i e mit der f r a g l i c h e n E i g e n s c h a f t 
s t a r k k o r r e l i e r t . So werden b e i s p i e l s w e i s e s t a t t Angst d i e 
Pulsfrequenzerhöhung, der p s y c h o g a l v a n i s c h e Hautwiderstand 
oder d i e P u n k t z a h l i n einem dafür k o n s t r u i e r t e n T e s t , s t a t t 
s o z i a l e r Schichtzugehörigkeit d i e V a r i a b l e n Einkommen und 
B e r u f oder s t a t t Lernfähigkeit d i e P u n k t z a h l d i f f e r e n z zwi-
schen Vor- und N a c h t e s t b e i einem s p e z i e l l e n Lehrprogramm 
gemessen. In den S o z i a l w i s s e n s c h a f t e n g a l t e n O p e r a t i o n a l i -
s i e r u n g e n von l a t e n t e n V a r i a b l e n ( t h e o r e t i s c h e n Konstruk-
ten) und Bestimmung von geeigneten I n d i k a t o r e n für d i e l a -
t e n t e n V a r i a b l e n a l s Beginn der w i s s e n s c h a f t l i c h e n Behand-
lung e i n e s v o r h e r meist nur u n d e u t l i c h d e f i n i e r t e n Konzepts. 
Durch d i e O p e r a t i o n a l i s i e r u n g s o l l d i e a b s t r a k t e t h e o r e t i -
sche V o r s t e l l u n g k o n k r e t i s i e r t und der Meßvorgang e r s t mög-
l i c h gemacht werden. A l l e r d i n g s t a u c h t e b e i d i e s e r Vorge-
hensweise e i n e neue S c h w i e r i g k e i t auf: w i r d durch d i e i n 
der o p e r a t i o n a l e n D e f i n i t i o n f e s t g e l e g t e n Meßoperationen 
d i e n i c h t d i r e k t e m p i r i s c h erfaßbare V a r i a b l e i n i h r e r i n -
h a l t l i c h e n Bedeutung vollständig erfaßt oder haben im Ex-
t r e m f a l l d i e o p e r a t i o n a l e Meßvorschrift und d i e l a t e n t e 
V a r i a b l e n i c h t s mehr gemeinsam? 
Dieses Dilemma b r a c h t e e i n e n neuen B e g r i f f i n d i e w i s s e n -
s c h a f t l i c h e D i s k u s s i o n , nämlich d i e Validität oder Gültig-
k e i t e i n e s Meßverfahrens. V e r b a l ausgedrückt l i e g t V a l i d i -
tät ei n e s Meßverfahrens dann vor, wenn tatsächlich das Merk-
mal erfaßt w i r d , dessen Messung mit dem V e r f a h r e n b e a b s i c h -
t i g t war. Während b e i p h y s i k a l i s c h e n Merkmalen d i e Gültig-
k e i t e i n e s Meßverfahrens bzw. e i n e s k o n s t r u i e r t e n Meßin-
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struments m e i s t t r i v i a l i s t , g i l t d i e s keineswegs b e i Meß-
v e r f a h r e n für t h e o r e t i s c h e Konstrukte bzw. l a t e n t e V a r i a b -
l e n , d i e auf e i n e r O p e r a t i o n a l i s i e r u n g beruhen. Diese be-
dürfen v i e l m e h r e i n e r sorgfältigen empi r i s c h e n Überprüfung. 
D e f i n i e r t man Validität formal a l s K o r r e l a t i o n zwischen 
Konstrukt und tatsächlich gemessener V a r i a b l e r ( c o n s t r u c t 
v a l i d i t y ) , was d i e t h e o r e t i s c h b e f r i e d i g e n d s t e Konzeption 
wäre, stößt man jedoch erneut auf das Problem, daß d i e s e 
K o r r e l a t i o n e m p i r i s c h n i c h t berechnet bzw. geschätzt wer-
den kann. Der Grund dafür i s t k l a r : für d i e l a t e n t e V a r i -
a b l e (das Konstrukt) s e l b s t können eben ke i n e d i r e k t e n 
Meßwerte v o r l i e g e n , sondern nur d i e zu der O p e r a t i o n a l i -
s i e r u n g verwendeten V a r i a b l e n und e i n K o r r e l a t i o n s k o e f f i -
z i e n t kann n i c h t berechnet werden. In der empirischen S o z i -
a l f o r s c h u n g und der p s y c h o l o g i s c h e n T e s t t h e o r i e werden aus 
diesem Grunde andere Konzeptionen von Validität e i n g e s e t z t , 
wie z.B. d i e empi r i s c h e Überprüfung e i n e s k o n s t r u i e r t e n 
Meßverfahrens durch sog. " E x p e r t e n u r t e i l e " (expert v a l i -
d i t y ) . Da d i e E x p e r t e n u r t e i l e i h r e r s e i t s n i c h t v a l i d e zu 
s e i n brauchen, sagt auch e i n e hohe Übereinstimmung von 
Meßinstrument und E x p e r t e n u r t e i l wenig über d i e tatsäch-
l i c h e Validität der Messungen aus. Auf w e i t e r e , vorwiegend 
i n der k l a s s i s c h e n p s y c h o l o g i s c h e n T e s t t h e o r i e verwendete 
Konzeptionen von Validität w i r d an späterer S t e l l e e i n g e -
gangen . 
In a l l e n B e r e i c h e n , i n denen e i n e Messung von l a t e n t e n Va-
r i a b l e n durch e i n e O p e r a t i o n a l i s i e r u n g v e r s u c h t w i r d , t r e t e n 
große S c h w i e r i g k e i t e n auf, wenn d i e Rückübersetzung der 
häufig mit k o m p l i z i e r t e n s t a t i s t i s c h e n und mathematischen 
Techniken v e r a r b e i t e t e n numerischen Meßwerte i n den unter-
suchten O b j e k t b e r e i c h vorgenommen werden s o l l . A l l e d e r a r -
t i g e n Meßverfahren s i n d Versuche, d i e S t r u k t u r des Objekt-
b e r e i c h s zu e r m i t t e l n , indem s i e Meßverfahren aus anderen, 
meist p h y s i k a l i s c h - n a t u r w i s s e n s c h a f t l i c h e n B e r e i c h e n auf 
e i n unbekanntes Ge b i e t , nämlich den zu untersuchenden Ob-
j e k t b e r e i c h , anwenden. In v i e l e n Fällen w i r d damit nur 
e i n e S c h e i n q u a n t i f i z i e r u n g e r r e i c h t . Es wurde verkannt, 
daß der Meßvorgang s e l b s t auch B e s t a n d t e i l j e n e r T h e o r i e 
i s t , welche man aufgrund der Messungen e r s t zu f i n d e n oder 
zu erhärten h o f f t e (FISCHER, 1974, S. 128). 
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Darüber hinaus i s t b e i Messungen, d i e auf e i n e r o p e r a t i o -
n a l e n D e f i n i t i o n beruhen, d i e O p e r a t i o n a l i s i e r u n g k e i n e s -
wegs von v o r n h e r e i n e i n d e u t i g f e s t g e l e g t , sondern l i e g t 
w eitgehend im Ermessen des F o r s c h e r s . So werden i n der 
Regel für e i n und d a s s e l b e t h e o r e t i s c h e Konstrukt e i n e 
V i e l z a h l von O p e r a t i o n a l i s i e r u n g e n v o r g e s c h l a g e n und es 
e x i s t i e r t k e i n o b j e k t i v e s und t h e o r e t i s c h b e f r i e d i g e n d e s 
K r i t e r i u m , um e n t s c h e i d e n zu können, welche der o p e r a t i o -
n a l e n D e f i n i t i o n e n dem K o n s t r u k t am besten gerecht w i r d . 
Da der Zahlenzuordnung keine a b g e s i c h e r t e n Gesetzmäßigkei-
ten z u g r u n d e l i e g e n , s p r i c h t TORGERSON (1965, S. 22 f f ) 
i n s o l c h e n Fällen von " v e r e i n b a r t e r Messung" (measurement 
by f i a t ) . H i e r z u s i n d a l l e Messungen zu rechnen, d i e an 
I n d i k a t o r e n vorgenommen werden, d i e i h r e r s e i t s wieder 
für e i n t h e o r e t i s c h e s K o n s t r u k t stehen und d i e s e s o p e r a t i o -
n a l i s i e r e n s o l l e n . E i n grundlegendes Problem der e m p i r i -
schen Forschung der Zukunft w i r d d a r i n bestehen, s t a t t 
d a r a u f zu v e r t r a u e n , daß d i e gewählten I n d i k a t o r e n oder 
I n d i c e s tatsächlich e m p i r i s c h e Äquivalente der t h e o r e t i s c h 
d e f i n i e r t e n Merkmalsdimensionen s i n d , e i n e fundamentale 
Messung der K o n s t r u k t e zu versuchen. 
E i n prominentes und für d i e P r a x i s folgenschweres B e i s p i e l 
für "measurement by f i a t " l i e f e r t d i e k l a s s i s c h e p s y c h o l o -
g i s c h e T e s t t h e o r i e . Die "Messung" von Persönlichkeitseigen-
s c h a f t e n oder Fähigkeiten g e s c h i e h t heute i n vermehrtem 
Maße durch p s y c h o l o g i s c h e T e s t s . Diese geben vor, Meßin-
strumente für p s y c h i s c h e Zustände oder k o g n i t i v e und kör-
p e r l i c h e Fähigkeiten zu s e i n . Das k l a s s i s c h e " t r u e s c o r e " -
Modell s e t z t 
X = T + E bzw. T = X - E , 
d.h. der "wahre" Testwert T e i n e r Person, a l s o b e i s p i e l s -
weise d i e "wahre" I n t e l l i g e n z e i n e r Person zum Z e i t p u n k t 
der Testvorgabe, w i r d g l e i c h dem im T e s t beobachteten Punkt-
wert x g e s e t z t , welcher a l l e r d i n g s von einem " F e h l e r t e r m " 
e a d d i t i v überlagert s e i n kann. Dennoch w i r d im w e s e n t l i c h e n 
der "wahre" Wert, d.h. d i e Ausprägung der l a t e n t e n V a r i a b -
l e n , definitionsgemäß g l e i c h dem beobachteten Testwert ge-
s e t z t . Die n i c h t d i r e k t e m p i r i s c h erfaßbare E i g e n s c h a f t " I n -
t e l l i g e n z " w i r d durch d i e V a r i a b l e "Punktwert im I n t e l l i -
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g e n z t e s t " o p e r a t i o n a l i s i e r t und BORINGs k r i t i s c h e F e s t s t e l -
l ung " I n t e l l i g e n z i s t das, was e i n I n t e l l i g e n z t e s t mißt" 
b e s i t z t durchaus Gültigkeit. 
Durch d i e F e s t l e g u n g der möglichen Punktwerte e i n e s T e s t s 
w i r d l e d i g l i c h e i n numerisches R e l a t i v f e s t g e l e g t . Es f e h l t 
jedoch d i e systematische Untersuchung des e m p i r i s c h e n Ob-
j e k t b e r e i c h s mit den empirischen R e l a t i o n e n . Somit i s t k e i -
neswegs k l a r , welche der auf dem numerischen R e l a t i v d e f i -
n i e r t e n R e l a t i o n e n e i n e Entsprechung im O b j e k t b e r e i c h , d.h. 
im empirischen R e l a t i v , b e s i t z e n . Man weiß a l s o n i c h t , ob 
zwei Personen mit der g l e i c h e n Anzahl gelöster T e s t i t e m s 
h i n s i c h t l i c h i h r e r I n t e l l i g e n z tatsächlich a l s g l e i c h anzu-
sehen s i n d . Durch d i e herkömmlichen I n t e l l i g e n z t e s t s w i r d 
das t h e o r e t i s c h e Konstrukt l e d i g l i c h o p e r a t i o n a l i s i e r t und 
man muß darauf v e r t r a u e n , daß mit dem k o n s t r u i e r t e n Meß-
instrument, dem I n t e l l i g e n z t e s t , das K o n s t r u k t auch tatsäch-
l i c h gemessen w i r d . Eine exakte Überprüfung der K o n s t r u k t -
validität i s t aus den oben genannten Gründen wiederum n i c h t 
möglich; d i e S c h w i e r i g k e i t e n e i n e r wenigstens t e i l w e i s e n 
e m p i r i s c h e n Überprüfung b e s c h r e i b e n z.B. CRONBACH und MEEHL 
(1955) oder CAMPBELL und FISKE (1959). Durch d i e Einfüh-
rung des Konzepts der " P a r a l l e l t e s t s " ( v g l . LORD und NOVICK, 
1968, S. 47-50) v e r s u c h t e man, d i e K o r r e l a t i o n zwischen 
t h e o r e t i s c h e m K o n s t r u k t und T e s t auf d i e K o r r e l a t i o n zwi-
schen zwei beobachtbaren Größen, den P a r a l l e l t e s t s , zu-
rückzuführen. P a r a l l e l t e s t s s i n d dadurch gekennzeichnet, 
daß s i e d a s s e l b e t h e o r e t i s c h e Konstrukt " g l e i c h gut" mes-
sen s o l l e n , d.h. d i e V a r i a n z der F e h l e r v a r i a b l e n s o l l b e i 
b e i d e n T e s t s g l e i c h s e i n . A l l e r d i n g s w i r d dabei das Pro-
blem nur auf e i n e andere Ebene v e r l a g e r t , nämlich auf d i e 
K o n s t r u k t i o n von P a r a l l e l f o r m e n e i n e s T e s t s . In der P r a x i s 
w i r d dabei meist s o r g l o s v e r f a h r e n und a l l z u l e i c h t f e r t i g 
werden zwei Testformen a l s P a r a l l e l t e s t s i n t e r p r e t i e r t . 
E i n e n p a r t i e l l e n Ausweg aus dem Dilemma s c h e i n t der Über-
gang zur K r i t e r i u m s - oder Vorhersagevalidität zu l i e f e r n . 
Darunter v e r s t e h t man d i e K o r r e l a t i o n der Testwerte mit 
den Werten e i n e r K r i t e r i u m s v a r i a b l e n , etwa S c h u l l e i s t u n g , 
B e r u f s e r f o l g , V o r g e s e t z t e n b e u r t e i l u n g , später e r z i e l t e s 
Einkommen, e t c . Diese Vorgehensweise vermischt das theo-
r e t i s c h e A n l i e g e n (Zusammenhang zwischen l a t e n t e r V a r i a b -
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l e r and T e s t l e i s t u n g ) mit der Thematik der angewandten 
P s y c h o l o g i e , um b e i p r a k t i s c h e n Anwendungen wenigstens d i e 
B r a u c h b a r k e i t des T e s t s a l s Vorhersageinstrument zu be-
stimmten. S i n d d i e K r i t e r i u m s v a r i a b l e n nur unter sehr großem 
Aufwand oder mit großer z e i t l i c h e r Verzögerung verfügbar 
(z.B. S t u d i e n e r f o l g b e i Z u l a s s u n g s t e s t s ) , können d e r a r t i -
ge a l s Prädiktorvariablen verwendete Meßinstrumente, etwa 
i n einem m u l t i p l e n R e g r e s s i o n s a n s a t z , durchaus i h r e n Zweck 
erfüllen. A l l e r d i n g s s i n d geeignete K r i t e r i e n meist schwer 
zu e r m i t t e l n . S i e werden i n der Regel e b e n f a l l s o p e r a t i o -
n a l d e f i n i e r t und weisen i n meßtheoretischer H i n s i c h t 
kaum weniger Mängel a l s d i e T e s t s s e l b s t auf, so daß auch 
d i e s e S t r a t e g i e i n v i e l e n Fällen wenig e r f o l g v e r s p r e c h e n d 
i s t . 
Weiterführende L i t e r a t u r : 
Campbell (1927), Domotor (1972), E l l i s (1966), K r a n t z , Luce, 
Suppes, Tversky (1971), Orth (1974), P f a n z a g l (1971). 
3.4.2 Elementare Wahrscheinlichkeitsrechnung 
Man kennt sowohl i n der w i s s e n s c h a f t l i c h e n Forschung a l s 
auch im täglichen Leben Vorgänge, d i e w i e d e r h o l t u n ter 
einem konstanten Komplex von Bedingungen a b l a u f e n , ohne 
durch d i e s e n b e r e i t s vollständig d e t e r m i n i e r t zu s e i n . So 
r e g u l i e r e n w i r unser V e r h a l t e n im täglichen Leben n i c h t 
nach "Wahrheiten", sondern nach einem k o m p l i z i e r t e n System 
von "Überzeugungen", d i e w i r für mehr oder weniger wahr-
s c h e i n l i c h bzw. s i c h e r h a l t e n . Solche Überzeugungen s i n d 
e i n w i c h t i g e r B e s t a n d t e i l unseres A l l t a g s , w i r machen uns 
l a u f e n d Gedanken über mögliche E r e i g n i s s e und i h r e poten-
t i e l l e n Auswirkungen für uns. "Wie gefährlich i s t Rauchen? 
S o l l man S i c h e r h e i t s g u r t e im Auto verwenden oder n i c h t ? 
W i e v i e l R i s i k o e n t h a l t e n Atomkraftwerke? Welche Nebenwir-
kungen haben bestimmte Medikamente?, e t c . " Wir s e t z e n a l s o 
s t e t s e i n gewisses V e r t r a u e n i n das E i n t r e f f e n von bestimm-
ten E r e i g n i s s e n , können aber n i e s i c h e r s e i n , daß s i e auch 
tatsächlich r e a l i s i e r t werden. Die Entscheidungen, d i e w i r 
im täglichen Leben und auf s o z i a l e r und p o l i t i s c h e r Ebene 
zu t r e f f e n haben, v e r l a n g e n von uns immer mehr d i e Fähig-
k e i t , u n t e r s c h i e d l i c h w a h r s c h e i n l i c h e Vorgänge und Daten zu 
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v e r s t e h e n und Schlüsse daraus ziehen zu können. Wer g e l e r n t 
hat, mit W a h r s c h e i n l i c h k e i t e n und s t a t i s t i s c h e n Daten um-
zugehen, dessen i n d i v i d u e l l e s Urteilsvermögen w i r d gestärkt 
und e r i s t i n der Lage, R i s i k e n und Konsequenzen b e s s e r 
einzuschätzen, und e r kann Kosten und Nutzen von neuen 
T e c h n o l o g i e n oder p o l i t i s c h e n Entscheidungen b e s s e r ab-
wägen (NISBETT und ROSS, 1980). 
B e t r a c h t e n w i r e i n w e i t e r e s B e i s p i e l : In einem L a b o r e x p e r i -
ment w i r d e i n e Ratte mehrmals durch e i n T - L a b y r i n t h ge-
s c h i c k t und es w i r d j e w e i l s r e g i s t r i e r t , welchen Gang des 
T - L a b y r i n t h s d i e Ratte wählt. Auch für d i e s e n Laborversuch 
i s t t y p i s c h , daß b e i Kenntnis der e x p e r i m e n t e l l e n Anord-
nung a l l e i n n i c h t e i n d e u t i g p r o g n o s t i z i e r t werden kann, 
welches E r g e b n i s e i n t r i t t . Es läßt s i c h l e d i g l i c h angeben, 
welche R e s u l t a t e möglich s i n d . 
Ähnliche F e s t s t e l l u n g e n l a s s e n s i c h auch g e n e r e l l b e i empi-
r i s c h e n Untersuchungen im w i s s e n s c h a f t l i c h e n Forschungs-
prozeß machen. Jede E r f a h r u n g s w i s s e n s c h a f t s t e l l t ihrem 
Wesen nach e i n System von i n s i c h und u n t e r e i n a n d e r wider-
s p r u c h s f r e i e n Aussagen oder Theoremen über i h r e n Forschungs-
gegenstand dar, deren Gültigkeit nach f e s t g e l e g t e n Metho-
den am Forschungsgegenstand s e l b s t überprüfbar s e i n muß, 
s o l l e n d i e Theoreme n i c h t " r e i n a b s t r a k t e r " Natur s e i n . 
Diese e m p i r i s c h e Überprüfung kann i n der Regel nur an 
S t i c h p r o b e n e r f o l g e n . Dabei i s t darauf zu achten, daß 
ke i n e s y s t e m a t i s c h e n Auswahlfaktoren d i e S e l e k t i o n b e e i n -
f l u s s e n , daß a l s o r e i n e Z u f a l l s s t i c h p r o b e n verwendet wer-
den. Aber auch dann kann n i c h t mit S i c h e r h e i t vorherge-
sagt werden, welche I n d i v i d u e n bzw. Objekte i n d i e Z u f a l l s — 
auswahl gelangen. Aus diesem Grunde kann niemals a b s o l u t e 
S i c h e r h e i t b e i Entscheidungen e r r e i c h t werden, d i e auf 
S t i c h p r o b e n b a s i e r e n . 
Aus den vorangegangenen Ausführungen erkennt man, daß b e i 
v i e l e n s o z i a l w i s s e n s c h a f t l i c h e n Prozessen e i n e gewisse 
U n s i c h e r h e i t e i n z u k a l k u l i e r e n i s t und deshalb l e d i g l i c h 
W a h r s c h e i n l i c h k e i t s a u s s a g e n möglich s i n d . Im täglichen 
Sprachgebrauch w i r d der B e g r i f f " w a h r s c h e i n l i c h " häufig 
r e c h t u n q u a l i f i z i e r t verwendet. Die W i s s e n s c h a f t v e r s u c h t 
den vagen B e g r i f f " W a h r s c h e i n l i c h k e i t " zu k o n k r e t i s i e r e n 
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und m i t t e l s e i n e s exakten mathematischen B e g r i f f s "Wahr-
s c h e i n l i c h k e i t " zu e r f a s s e n . Dabei i s t d i e W a h r s c h e i n l i c h -
k e i t s t h e o r i e a l s mathematische D i s z i p l i n ihrem Wesen nach 
zunächst n i c h t an e i n e r p r a k t i s c h e n Anwendung i h r e r R e s u l -
t a t e i n t e r e s s i e r t . V i elmehr s i e h t s i e i h r Hauptanliegen 
i n d e r A x i o m a t i s i e r u n g des W a h r s c h e i n l i c h k e i t s b e g r i f f s 
und den aus d i e s e n Axiomen a b g e l e i t e t e n Theoremen. Dabei 
l i e g e n d i e Akzente auf möglichst e i n f a c h e n Axiomen, d i e 
darüber hinaus so gewählt werden, daß s i e b e i g e e i g n e t e r 
I n t e r p r e t a t i o n e m p i r i s c h e S a c h v e r h a l t e wiedergeben und 
i h r e E r g e b n i s s e i n außermathematischen B e r e i c h e n angewen-
det werden können (SCHMETTERER, 1966, S.28). 
Die W a h r s c h e i n l i c h k e i t s t h e o r i e b i l d e t d i e Grundlage der 
s t a t i s t i s c h e n Schätz- und T e s t v e r f a h r e n . Während s i e a l s 
de d u k t i v e T h e o r i e k e i n e Aussagen darüber macht, welche 
e x p l i z i t e n numerischen Werte e i n "Wahrscheinlichkeitsmaß" 
für bestimmte zufällige E r e i g n i s s e annimmt, wurden i n der 
mathematischen S t a t i s t i k V e r f a h r e n e n t w i c k e l t , d i e es e r -
möglichen, anhand der e m p i r i s c h v o r l i e g e n d e n Beobachtungen 
unbekannte Parameter und W a h r s c h e i n l i c h k e i t e n zu schätzen 
oder h y p o t h e t i s c h e W a h r s c h e i n l i c h k e i t s v e r t e i l u n g e n zu t e -
s t e n . 
Die e r k e n n t n i s t h e o r e t i s c h e n Grundlagen der W a h r s c h e i n l i c h -
k e i t s t h e o r i e s i n d b i s heute u m s t r i t t e n . So geht d i e objek-
t i v i s t i s c h e A u f f a s s u n g davon aus, daß zufällige E r e i g n i s s e 
e i n e bestimmte W a h r s c h e i n l i c h k e i t " b e s i t z e n " , etwa wie 
e i n Körper eine bestimmte Temperatur b e s i t z t . Es können 
nur W a h r s c h e i n l i c h k e i t e n für s o l c h e Zufallsvorgänge be-
t r a c h t e t werden, d i e zumindest p o t e n t i e l l b e l i e b i g o f t 
wiederholbar s i n d . Man v e r s u c h t d i e W a h r s c h e i n l i c h k e i t 
durch d i e r e l a t i v e Häufigkeit zu "messen", mit der das 
E r e i g n i s i n e i n e r langen V e r s u c h s r e i h e a u f t r i t t . 
Demgegenüber w i r d b e i der s u b j e k t i v i s t i s c h e n A u f f a s s u n g 
den E r e i g n i s s e n durch den j e w e i l i g e n B e t r a c h t e r e i n e Wahr-
s c h e i n l i c h k e i t zugeordnet, d i e s e i n e n Grad der Überzeu-
gung h i n s i c h t l i c h des E i n t r e f f e n s der E r e i g n i s s e zum Aus-
druck b r i n g t . Die W a h r s c h e i n l i c h k e i t e i n e s E r e i g n i s s e s 
w i r d durch sog. "Wett-Quotienten" zu messen v e r s u c h t . 
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Sowohl im o b j e k t i v i s t i s c h e n a l s auch im s u b j e k t i v i s t i s c h e n 
S inn werden W a h r s c h e i n l i c h k e i t e n E r e i g n i s s e n zugeordnet, 
deren E i n t r e t e n n i c h t mit S i c h e r h e i t p r o g n o s t i z i e r b a r i s t . 
Ob e i n E r e i g n i s e i n g e t r e t e n i s t oder n i c h t , i s t das Re-
s u l t a t e i n e s Z u f a l l s v o r g a n g s oder e i n e s Z u f a l l s e x p e r i m e n t s . 
(3.28) D e f i n i t i o n 
(1) Vorgänge, d i e ( r e a l oder h y p o t h e t i s c h ) u n t e r einem 
konstanten Komplex äußerer Bedingungen w i e d e r h o l b a r 
s i n d und deren R e s u l t a t n i c h t präzise vorhergesagt 
werden kann, heißen Zufallsvorgänge. 
(2) Die Zusammenfassung a l l e r möglichen E r g e b n i s s e ( R e a l i -
s ationen) e i n e s Z u f a l l s v o r g a n g s nennt man E r g e b n i s -
menge oder Ergebnisraum Ü. Die E r g e b n i s s e (Elementar-
e r e i g n i s s e ) werden mit ÜJ b e z e i c h n e t . 
(3) Teilmengen der Ergebnismenge Q heißen zufällige E r -
e i g n i s s e oder E r e i g n i s s e . S i e werden mit l a t e i n i s c h e n 
Großbuchstaben b e z e i c h n e t . Auch ü s e l b s t ( s i c h e r e s 
E r e i g n i s ) und d i e l e e r e Menge 0 (unmögliches E r e i g n i s ) 
werden hinzugenommen. 
Der Ausdruck " Z u f a l l s v o r g a n g " i s t dabei i n einem umfassen-
den Si n n zu i n t e r p r e t i e r e n . A l s "Experimentator" kann 
n i c h t nur der Mensch, sondern auch d i e Natur bzw. d i e Um-
w e l t im w e i t e s t e n Sinn a u f t r e t e n . So werden z.B. auch das 
E i n t r e t e n der E r e i g n i s s e "Morgen w i r d es regnen" oder 
"Person a löst Testaufgabe b" a l s vom Z u f a l l beeinflußt 
und somit abhängig vom Ausgang e i n e s " Z u f a l l s e x p e r i m e n t s " 
b e t r a c h t e t . Immer wenn Ungewißheit über den Ausgang e i n e s 
Geschehens h e r r s c h t , h a n d e l t es s i c h um e i n e n Z u f a l l s v o r -
gang. Dabei i s t es u n e r h e b l i c h , ob d i e s e Ungewißheit ob-
j e k t i v e r oder s u b j e k t i v e r Natur i s t und ob s i e durch Be-
s c h a f f u n g zusätzlicher Informationen oder E r k e n n t n i s s e 
(Kenntnis von Gesetzmäßigkeiten) gänzlich oder p a r t i e l l 
behebbar i s t . Demzufolge w i r d es h i e r mehr a l s ei n e prag-
m a t i s c h - a l s eine e r k e n n t n i s t h e o r e t i s c h e Frage angesehen, 
ob e i n Vorgang d e t e r m i n i s t i s c h oder s t o c h a s t i s c h i s t . 
In der folgenden D e f i n i t i o n werden d i e für Anwendungen der 
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W a h r s c h e i n l i c h k e i t s t h e o r i e r e l e v a n t e n E r e i g n i s s e bzw. d i e 
Verknüpfung von E r e i g n i s s e n erörtert. 
(3.29) D e f i n i t i o n 
(1) T r i t t e i n E r e i g n i s A n i c h t e i n , so sagt man, das kom-
plementäre E r e i g n i s Ä i s t e i n g e t r o f f e n . 
Ä = { u) £ ft | O J £ A } 
(2) Das E r e i g n i s , das genau dann e i n t r i t t , wenn sowohl A 
a l s auch B e i n t r e f f e n , heißt der D u r c h s c h n i t t der E r -
e i g n i s s e A und B. 
A fl B = { ÜJ G ft | W € A A W6 B} 
(3) Das E r e i g n i s , das genau a l l e E r g e b n i s s e enthält, d i e 
zu irgendeinem der E r e i g n i s s e A und B gehören, heißt 
V e r e i n i g u n g der E r e i g n i s s e A und B 
A U B = { w € ft | 0 ) £ A v W € B} 
(4) Die Verknüpfungen (2) und (3) l a s s e n s i c h ohne Schwie-
r i g k e i t e n auf b e l i e b i g v i e l e E r e i g n i s s e e r w e i t e r n . S e i 
I c IN eine Indexmenge, dann d e f i n i e r t man: 
n A.: = {w € ft I w € A. für a l l e i € 1} 
i € I 1 1 
U A.: = {(i) C fi I w 6 A. für mindestens 
i € I e i n i '€ 1} 
Damit i s t d i e mathematische Behandlung der zufälligen 
E r e i g n i s s e gänzlich i n d i e Mengenlehre e i n g e b e t t e t . 
Demnach g e l t e n für d i e Verknüpfung von E r e i g n i s s e n a l -
l e entsprechenden Gesetze der Mengenlehre von A b s c h n i t t 
3.2, etwa Kommutativ-, A s s o z i a t i v - und D i s t r i b u t i v g e -
s e t z . 
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Jedes E r e i g n i s A e i n e s Z u f a l l s v o r g a n g s i s t durch d i e 
i n A en t h a l t e n e n E l e m e n t a r e r e i g n i s s e b e s c h r e i b b a r : 
A t r i t t genau dann e i n , wenn e i n e s der i n A e n t h a l -
tenen E l e m e n t a r e r e i g n i s s e e i n t r i t t . Damit w i r d d i e 
Isomorphie zwischen Operationen mit E r e i g n i s s e n und 
Operationen mit Mengen v o l l e n d s d e u t l i c h . 
B e i s p i e l : 
Beim A u s s p i e l e n e i n e s Würfels i s t das E r e i g n i s A = {2,4,6} 
durch d i e E l e m e n t a r e r e i g n i s s e 2,4 und 6 f e s t g e l e g t . Wür-
f e l t man z.B. e i n e Sechs, so i s t damit das E r e i g n i s 
A = {gerade Zahl} e i n g e t r e t e n . 
(3.30) D e f i n i t i o n 
E x i s t i e r t k e i n E r g e b n i s des Z u f a l l s v o r g a n g s , das sowohl 
zu A a l s auch zu B gehört, so heißen d i e E r e i g n i s s e A und 
B d i s j u n k t (unvereinbar; s i c h g e g e n s e i t i g ausschließend). 
B e i s p i e l e : 
(1) E i n m a l i g e s A u s s p i e l e n e i n e s Würfels 
Das Z u f a l l s e x p e r i m e n t b e s t e h t aus dem e i n m a l i g e n Werfen 
e i n e s (symmetrischen und homogenen) Würfels. Die Ergeb-
nismenge Q, s y m b o l i s i e r t d i e möglichen Augenzahlen 1 
b i s 6, a l s o 
ü = {1 ,2,3,4,5,6}. 
S e i A = {2,4,6} ("gerade Z a h l " ) . 
Dann i s t 
A fl B = 0 
A {1,3,5} ("ungerade Z a h l " ) . 
S e i e n A 
B 
{2,4,6} 
{4,5,6} ("Zahl größer a l s 3"). 
und 
Dann s i n d 
A n B = {4,6} und A U B = {2,4,5,6}. 
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(2) Gegeben s e i e n d i e d r e i Testaufgaben 1,11 und I I I . Es 
werden d i e folgenden E r e i g n i s s e d e f i n i e r t : 
A 1 : "Vp löst Aufgabe I" 
A 2 : "Vp löst Aufgabe I I " 
A 3 : "Vp löst Aufgabe I I I " 
Dann e r g i b t s i c h das zusammengesetzte E r e i g n i s B : "Vp 
löst a l l e d r e i Aufgaben" i n der mengentheoretischen T e r -
m i n o l o g i e zu 
B = A^ n A 2 n A 3 
und für das E r e i g n i s C : "Vp löst mindestens zwei T e s t -
aufgaben" r e s u l t i e r t : 
c = ( A 1 n A 2 n Ä 3 ) u ( A 1 n Ä 2 n A 3 ) u ( Ä 1 n A 2nA 3) u ( A ^ A ^ A ^ 
Dabei s t e h t A 1 n A 2 n Ä 3 für: Vp löst d i e Aufgaben I 
und I I , aber n i c h t Aufgabe I I I , A^ D Ä 2 n A 3 b e d e u t e t : 
Vp löst d i e Aufgaben I und I I I , aber n i c h t Aufgabe I I / 
und schließlich b e i n h a l t e t fl A 2 D A 3 : Vp löst d i e 
Aufgaben I I und I I I , aber n i c h t Aufgabe I. Die V e r e i n i -
gung d i e s e r d r e i E r e i g n i s s e m it B e r g i b t das E r e i g n i s C. 
Die W a h r s c h e i n l i c h k e i t s o l l e i n e q u a n t i t a t i v e Kenngröße 
für den "Grad der S i c h e r h e i t " des E i n t r e f f e n s e i n e s zu-
fälligen E r e i g n i s s e s s e i n . Demnach v e r s u c h t d i e Wahr-
s c h e i n l i c h k e i t s t h e o r i e , jedem E r e i g n i s A e i n e Zahl P ( A ) , 
d i e W a h r s c h e i n l i c h k e i t des E r e i g n i s s e s A, zuzuordnen. 
Die W a h r s c h e i n l i c h k e i t i s t a l s o e i n e F u n k t i o n , d i e im 
Gegensatz zu den aus der Schulmathematik bekannten Funk-
t i o n e n j e d e r Menge e i n e Zahl zuordnet und somit auf 
einem System von Mengen bzw. einem E r e i g n i s s y s t e m de-
f i n i e r t i s t . S i e i s t ei n e Mengenfunktion. 
In der W a h r s c h e i n l i c h k e i t s t h e o r i e werden nur bestimmte 
Mengensysteme b e t r a c h t e t . 
Besteht d i e Ergebnismenge 0, e i n e s Z u f a l l s v o r g a n g s aus 
96 3. Kapitel: Mengen und Strukturen 
e n d l i c h v i e l e n oder abzählbar u n e n d l i c h v i e l e n Elementen, so 
kann ohne w e i t e r e s jede Teilmenge von ft a l s E r e i g n i s auf-
gefaßt werden. Der D e f i n i t o n s b e r e i c h der f e s t z u l e g e n d e n Men-
ge n f u n k t i o n , der gesuchten W a h r s c h e i n l i c h k e i t , i s t i n einem 
s o l c h e n F a l l d i e Potenzmenge P(ft). 
Im V e r l a u f der En t w i c k l u n g der W a h r s c h e i n l i c h k e i t s t h e o r i e 
und insbesondere i h r e r Anwendungen b e i s t a t i s t i s c h e n Aus-
wertungen z e i g t e s i c h b a l d , daß es e i n e zu s t a r k e E i n -
schränkung i s t , nur e n d l i c h e oder abzählbare Ergebnismen-
gen ft zu b e t r a c h t e n , obwohl natürlich jedes r e a l e E x p e r i -
ment m i t e n d l i c h e r Versuchsdauer bzw. a l l e r e a l e n Z u f a l l s -
vorgänge immer nur e n d l i c h v i e l e E r g e b n i s s e haben können, 
da auch mit den best e n Meßgeräten nur e i n e e n d l i c h e Anzahl 
von Ausprägungen r e g i s t r i e r t werden können. Man bevorzugt 
deshalb e i n e " i d e a l i s i e r e n d e " Vorgehensweise, b e i der der 
A b l a u f der Vorgänge und i h r e r R e s u l t a t e n i c h t durch d i e 
"Unzulänglichkeit des Experimentators bzw. Beobachters 
und s e i n e r Meßgeräte" beeinträchtigt werden s o l l . Dies 
b r i n g t insbesondere für d i e mathematische D a r s t e l l u n g s w e i -
se e r h e b l i c h e V o r t e i l e . 
B e s i t z t ft überabzählbar v i e l e Elemente (wie z.B. (R), dann i s t d i e 
Potenzmenge gewissermaßen "zu groß", d.h. s i e enthält "zu v i e l e " 
Elemente. In solchen Fällen e x i s t i e r t nur für ganz s p e z i e l l e Fälle, die 
für p r a k t i s c h e Anwendungen n i c h t mehr ausreichen, eine für jede Teilmenge 
d e f i n i e r t e Mengenfunktion mit den Eige n s c h a f t e n , d i e man s i n n v o l l e r w e i s e 
an eine W a h r s c h e i n l i c h k e i t s t e l l t (siehe Axiome 1 b i s 3 i n Def. (3.33)). 
In der Tat läßt s i c h zeigen (Satz von Ulam), daß W a h r s c h e i n l i c h k e i t e n , 
d i e auf P (ft) erklärt s i n d , notwendig " d i s k r e t " s i n d , d.h. e i n e r ab-
zählbaren Menge von Ergebnissen d i e gesamte W a h r s c h e i n l i c h k e i t zuord-
nen. 
Aus diesem Grunde werden i n der W a h r s c h e i n l i c h k e i t s t h e o r i e 
d i e b e t r a c h t e t e n E r e i g n i s s y s t e m e auf d i e S t r u k t u r von sog. 
"a-Algebren" eingeschränkt. 
*) E i n e Menge b e s i t z t abzählbar u n e n d l i c h v i e l e Elemente, 
wenn s i e umkehrbar e i n d e u t i g auf d i e Menge der natür-
l i c h e n Zahlen a b g e b i l d e t werden kann. Mengen, d i e n i c h t 
abzählbar s i n d , werden überabzählbar genannt. 
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(3.31) D e f i n i t i o n 
E i n n i c h t l e e r e s Mengensystem A c p (ft) heißt o-Algebra über 
ft, wenn g i l t : 
(1) Aus A £ A f o l g t A £ A. 
(2) S i n d A. £ A, i £ I c N , so i s t U A. £ A. 
i € l 
Aus D e f i n i t i o n (3.31) läßt s i c h ohne S c h w i e r i g k e i t f o l g e r n , 
daß auch das " s i c h e r e E r e i g n i s " ft und das "unmögliche E r -
e i g n i s " 0 zu Ä gehören. F e r n e r läßt s i c h zeigen (mit H i l f e 
der deMorgan 1 sehen Regeln), daß i n dem F a l l , wenn bestimm-
te E r e i g n i s s e A^, i £ I c IN, zum Mengensystem A gehören, 
dann auch das " g l e i c h z e i t i g e E r e i g n i s " D A . zu A gehört. 
i € I 1 
Man beachte, daß d i e Indexmenge I e i n e b e l i e b i g e Teilmenge 
der natürlichen Zahlen s e i n kann. In D e f i n i t i o n (3.31) w i r d 
demnach g e f o r d e r t , daß n i c h t nur V e r e i n i g u n g und Durch-
s c h n i t t von j e zwei Teilmengen der Ergebnismenge ft, sondern 
g e g e b e n e n f a l l s sogar von abzählbar u n e n d l i c h v i e l e n T e i l -
mengen wieder zu A gehören s o l l e n . D iese Forderung e r w e i s t 
s i c h für d i e a x i o m a t i s c h e D e f i n i t i o n der W a h r s c h e i n l i c h -
k e i t a l s unerläßlich (Totaladdivität der W a h r s c h e i n l i c h -
k e i t ) . 
Selbstverständlich i s t d i e Potenzmenge P(ft) e i n e r E r g e b n i s -
menge ft immer e i n e a-Algebra, denn s i e enthält j a a l l e 
Teilmengen von ft. Diese a-Algebra kann immer dann verwen-
det werden, wenn ft nur e n d l i c h v i e l e oder höchstens ab-
zählbar u n e n d l i c h v i e l e E r g e b n i s s e b e s i t z t . 
B e i s p i e l : Werfen e i n e r Münze 
ft = ( K o p f ( K ) , Wappen(W)} 
P(ft) = (0,{K),{W),ft} 
Hingegen b e s t e h t d i e Potenzmenge beim Würfelexperiment 
(einmaliges A u s s p i e l e n e i n e s Würfels) b e r e i t s aus 2^ = 64 
Elementen. 
Von besonderem I n t e r e s s e für überabzählbare Ergebnismengen 
i s t d i e Menge der r e e l l e n Zahlen oder e i n T e i l b e r e i c h von R. 
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P r a k t i s c h bedeutsam s i n d h i e r s p e z i e l l e Teilmengen von IR, 
d i e I n t e r v a l l e , denn man möchte i n v i e l e n Fällen wissen, 
wie groß d i e W a h r s c h e i n l i c h k e i t i s t , daß e i n E r g e b n i s zwi-
schen zwei Grenzen a und b a u f t r i t t . 
(3.32) D e f i n i t i o n 
S e i e n a und b zwei r e e l l e Zahlen mit a < b. Dann erklärt 
man d i e e n d l i c h e n I n t e r v a l l e wie f o l g t : 
[a,b] : = {x 6 R | a < x < b} abgeschlossenes I n t e r v a l l 
[a,b) : = { x € l R | a £ x < b} nach r e c h t s h a l b o f f e n e s I n t e r v a l l 
(a,b] : = {x € IR | a < x < b} nach l i n k s h a l b o f f e n e s I n t e r v a l l 
(a,b) : = { x € l R | a < x < b } o f f e n e s I n t e r v a l l 
und a n a l o g d i e entsprechenden unendlichen I n t e r v a l l e 
[a,») , ( - o o,a], (a,oo) , (-oo,a) und (-00,00) . 
I n t e r v a l l e s i n d a l s o Teilmengen der r e e l l e n Zahlen. Durch 
fo l g e n d e Überlegung gel a n g t man zu e i n e r graphischen Ver-
a n s c h a u l i c h u n g der I n t e r v a l l e : d i e r e e l l e n Zahlen l a s s e n 
s i c h durch d i e Punkte e i n e r Geraden - der sog. Zahlengera-
den (man v e r g l e i c h e Kap. 2) - d e r a r t d a r s t e l l e n , daß j e -
dem Punkt der Geraden genau e i n e r e e l l e Zahl e n t s p r i c h t 
und umgekehrt jede r e e l l e Zahl durch e i n e n Punkt auf der 
Geraden c h a r a k t e r i s i e r t w i r d . E i n e r e e l l e Zahl a i s t genau 
dann k l e i n e r a l s e i n e r e e l l e Zahl b, wenn der zugehörige 
Punkt a l i n k s vom Punkt b l i e g t . E i n I n t e r v a l l hat dann 
b e i s p i e l s w e i s e folgende Form: 
• 1 • 
a b IR 
Je nachdem, ob d i e Randpunkte a und b noch zum I n t e r v a l l 
gehören, ergeben s i c h abgeschlossene, o f f e n e oder h a l b o f f e -
ne I n t e r v a l l e . 
In der W a h r s c h e i n l i c h k e i t s t h e o r i e b e t r a c h t e t man b e i 
ü = IR vor a l l e m s o l c h e E r e i g n i s s y s t e m e , d i e neben anderen 
Teilmengen j e w e i l s sämtliche I n t e r v a l l e e n t h a l t e n , i n s b e -
sondere im H i n b l i c k auf Anwendungen i n der S t a t i s t i k . Un-
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t e r d i e s e n a - A l g e b r e n , d i e j e w e i l s das System der I n t e r v a l -
l e uimfassen, g i b t es e i n e k l e i n s t e a - A l g e b r a . S i e w i r d 
Bore 1 1 sehe g - A l g e b r a bzw. g-Algebra der Borel-Mengen ge-
nannt. Die B o r e l ' s c h e a - A l g e b r a i s t für p r a k t i s c h e Anwen-
dungen umfassend genug und a n d e r e r s e i t s s i n d auf i h r noch 
Wahrscheinlichkeitsmaße d e f i n i e r b a r . 
Das Axiomensystem von Kolmogorov 
B e t r a c h t e t w i r d e i n Z u f a l l s v o r g a n g mit e i n e r Ergebnismen-
ge ft und e i n e r a - A l g e b r a A von Teilmengen von ft, den E r -
e i g n i s s e n . 
(3.33) D e f i n i t i o n 
E i n e Mengenfunktion P, d i e jedem Element A des Mengensystems 
A e i n e r e e l l e Zahl P (A) zuordnet, heißt W a h r s c h e i n l i c h k e i t s -
maß und P(A) d i e W a h r s c h e i n l i c h k e i t des E r e i g n i s s e s A, ge-
nau dann, wenn g i l t : 
Axiom 1 : P ( A ) > 0 für a l l e A € A 
Axiom 2: P(ft) = 1 
Axiom 3: Für j e e n d l i c h v i e l e oder abzählbar u n e n d l i c h 
v i e l e E r e i g n i s s e A^, i € I c (N, d i e paarweise 
d i s j u n k t s i n d (A i PI Aj = 0 für i * j) , g i l t : 
P ( U A. ) = I P ( A . ) 
i€I 1 i e i 
Das w a h r s c h e i n l i c h k e i t s t h e o r e t i s c h e M o d e l l zur B e s c h r e i -
bung e i n e s Z u f a l l s v o r g a n g s b e s t e h t a l s o insgesamt aus 
d r e i B e s t a n d t e i l e n : 
1. E i n e Grundmenge ft mit den E r g e b n i s s e n oo € ft. 
2. E i n e n i c h t l e e r e Gesamtheit von Teilmengen von ft, e i n e 
a - A l g e b r a A, deren Elemente E r e i g n i s s e heißen. 
3. E i n e " t o t a l a d d i t i v e " A b b i l d u n g P : A -> [0,1] mit 
P(0) = 0 und P(ft) = 1 . 
Man nennt das T r i p e l (ft,A,P) e i n e n W a h r s c h e i n l i c h k e i t s r a u m . 
Man beachte, daß durch d i e Axiome von Kolmogorov der Be-
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g r i f f des Wahrscheinlichkeitsmaßes l e d i g l i c h i m p l i z i t de-
f i n i e r t w i r d . Numerische Werte für d i e W a h r s c h e i n l i c h k e i -
ten der ve r s c h i e d e n e n E r e i g n i s s e können im all g e m e i n e n 
daraus noch n i c h t berechnet werden. 
Das Axiom 3, den " A d d i t i o n s s a t z der W a h r s c h e i n l i c h k e i t " , kann man 
s i c h folgendermaßen p l a u s i b e l machen: Man geht aus von einem Z u f a l l s -
experiment und den s i c h g e g e n s e i t i g ausschließenden zufälligen E r -
e i g n i s s e n A und B. Wird nun das Zu f a l l s e x p e r i m e n t n-mal "unabhängig 
wi e d e r h o l t " und b i l d e t man d i e r e l a t i v e n Häufigkeiten h ^ = n /n 
( \ und h £ = n /n des E i n t r e f f e n s der E r e i g n i s s e A und B, so scheinen B B 
die s e r e l a t i v e n Häufigkeiten i n langen Beobachtungsreihen gegen Zahlen 
P(A) bzw. P(B) zu "konvergieren". I s t nun A fl B = 0; so i s t n A y B = n A + n B 
und demnach hffji = h ( ^ . Genau d i e s wird i n Axiom 3 für d i e AUB A B 
zugehörigen W a h r s c h e i n l i c h k e i t e n g e f o r d e r t . 
Die oben angesprochene Konvergenz der r e l a t i v e n Häufigkeiten läßt s i c h 
mit dem i n D e f i n i t i o n (3.33) eingeführten W a h r s c h e i n l i c h k e i t s b e g r i f f 
auch beweisen. Es ha n d e l t s i c h dabei um das "Gesetz der großen Z a h l " . 
A l l e r d i n g s g i l t d i e Konvergenz n i c h t im üblichen mathematischen Sinne, 
sondern nur "nach W a h r s c h e i n l i c h k e i t " (bzw. "mit W a h r s c h e i n l i c h k e i t 1"). 
Aus den Axiomen der W a h r s c h e i n l i c h k e i t s r e c h n u n g l a s s e n s i c h 
e i n i g e e i n f a c h e Folgerungen a b l e i t e n . Es g i l t : 
( 3 . 3 4 ) P ( Ä ) = 1 - P(A) 
( 3 . 3 5 ) P(0) = O 
( 3 . 3 6 ) P(AUB) = P(A) + P(B) - P (AHB) 
( A d d i t i o n s s a t z für zwei b e l i e b i g e E r e i g n i s s e ) 
Man beachte, daß i n ( 3 . 3 6 ) n i c h t von d i s j u n k t e n E r e i g n i s s e n 
d i e Rede i s t . I s t A n B = 0, so g i l t nach Axiom 3 der Spe-
z i a l f a l l 
P(AUB) = P(A) + P(B) . 
Eine w i c h t i g e Möglichkeit zur konkreten Berechnung von 
W a h r s c h e i n l i c h k e i t e n b i l d e n d i e sog. "Laplace-Experimente". 
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(3.37) D e f i n i t i o n 
S e i 3 = {w1 , . . . ,con} , A = P(ft) , P({o3 i)) = ^ für 1 , . . . ,n, 
d.h. a l l e E l e m e n t a r e r e i g n i s s e s i n d g l e i c h w a h r s c h e i n l i c h , 
so heißt der W a h r s c h e i n l i c h k e i t s r a u m (ft,A,P) e i n L a p l a c e -
E xperiment. 
(3.38) S a t z 
Für L a p l a c e - E x p e r i m e n t e g i l t für b e l i e b i g e E r e i g n i s s e A <z ft: 
P(A) = Anzahl der für A günstigen E r g e b n i s s e 
Anzahl a l l e r (möglichen) E r g e b n i s s e 
B e i s p i e l : 
A u s s p i e l e n e i n e s Würfels, ft = {1,2,3,4,5,6}. 
S e i A = {2,4,6} ("gerade Z a h l " ) , dann s i n d aus ft genau d r e i 
E r g e b n i s s e ( E l e m e n t a r e r e i g n i s s e ) günstig für A, nämlich 
gerade d i e Augenzahlen 2,4 und 6 und P(A) i s t 1/2. 
Be d i n g t e W a h r s c h e i n l i c h k e i t e n und s t o c h a s t i s c h unabhängige 
E r e i g n i s s e 
B i s h e r b i l d e t e s t e t s e i n W a h r s c h e i n l i c h k e i t s r a u m mit der 
Ergebnismenge ft und einem aus Teilmengen von ft d e f i n i e r t e n 
E r e i g n i s s y s t e m den Ausgangspunkt. J e t z t w i r d das Problem 
be h a n d e l t , ob e i n e zusätzliche I n f o r m a t i o n über den Z u f a l l s -
vorgang d i e W a h r s c h e i n l i c h k e i t e n für d i e E r e i g n i s s e A € A 
verändert. Dabei w i r d angenommen, daß e i n bestimmtes E r -
e i g n i s B c ft e i n g e t r e t e n i s t ( P ( B ) > 0 ) . Man weiß a l s o , daß 
für d i e w e i t e r e n Überlegungen d i e E r g e b n i s s e w aus B ohne 
Belang s i n d , da mit S i c h e r h e i t e i n e s der E r g e b n i s s e aus B 
e i n g e t r e t e n i s t oder anders ausgedrückt: auf d i e s e r Ebene 
der B e t r a c h t u n g l i e g t e i n r e d u z i e r t e r W a h r s c h e i n l i c h k e i t s -
raum mit der Grundmenge B c ft zugrunde und das Problem l a u -
t e t : 
Wie ändert s i c h d i e W a h r s c h e i n l i c h k e i t für e i n b e l i e b i g e s 
E r e i g n i s A, wenn das E r e i g n i s B e i n g e t r e t e n i s t ? 
Diese "neue" W a h r s c h e i n l i c h k e i t von A heißt "bedingte Wahr-
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s c h e i n l i c h k e i t von A u n t e r der Bedingung, daß das E r e i g n i s 
B e i n g e t r e t e n i s t " und w i r d mit P(A|B) b e z e i c h n e t . 
Weiß man, daß das E r e i g n i s B e i n g e t r e t e n i s t , so s i n d b e i 
der E r m i t t l u n g der W a h r s c h e i n l i c h k e i t von A nur noch d i e -
j e n i g e n E r g e b n i s s e von A i n B e t r a c h t zu z i e h e n , d i e auch 
i n B e n t h a l t e n s i n d . Dies i s t gerade d i e Menge A H B . Des-
h a l b i s t nah e l i e g e n d , d i e bedingte W a h r s c h e i n l i c h k e i t P(A|B) 
a l s den A n t e i l an der W a h r s c h e i n l i c h k e i t P(B) zu d e f i n i e r e n , 
der durch P(AHB) repräsentiert w i r d . 
(3.39) D e f i n i t i o n 
S e i (ft,A,P) e i n W a h r s c h e i n l i c h k e i t s r a u m und P(B) > 0. Dann 
i s t 
P(AIB) : = P f f i ^ } für A G A 
d i e b e d i n g t e W a h r s c h e i n l i c h k e i t von A unter der Bedingung, 
daß das E r e i g n i s B e i n g e t r e t e n i s t . 
B e i s p i e l ; 
E i n 15-köpfiges Gremium e i n e r Firma b e s t e h t aus 10 Ange-
s t e l l t e n und 5 A r b e i t e r n . Von den A n g e s t e l l t e n s i n d 
5 Männer und 5 Frauen, von den A r b e i t e r n s i n d 3 männlich 
und 2 w e i b l i c h . Aus dem Gremium s o l l e i n e Person zufällig 
ausgewählt werden (z.B. per L o s v e r f a h r e n ) . Es werden d i e 
folgenden E r e i g n i s s e d e f i n i e r t : 
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A: " D i e gewählte Person i s t e i n Mann". 
B: " D i e gewählte Person i s t e i n A n g e s t e l l t e r bzw. e i n e 
A n g e s t e l l t e " . 
Wie groß i s t P(A)? 
B e i der Z u f a l l s a u s w a h l b e s i t z t jedes M i t g l i e d des Gremiums 
d i e s e l b e Chance, ausgewählt zu werden. Nach der Laplace'sehen 
Formel i n Satz (3.38) g i l t : 
P(A) = 
Nun erhält man d i e Z u s a t z i n f o r m a t i o n , daß d i e ausgewählte 
Person i n einem Angestelltenverhältnis s t e h t . Verändert 
s i c h aufgrund d i e s e r zusätzlichen I n f o r m a t i o n d i e Wahr-
s c h e i n l i c h k e i t für A, daß e i n männliches M i t g l i e d des Gre-
miums ausgewählt wurde? Dazu w i r d d i e be d i n g t e Wahrschein-
l i c h k e i t P(AlB) e r m i t t e l t . 
Von den 15 Personen des Gremiums s i n d 5 g l e i c h z e i t i g männ-
l i c h e n G e s c h l e c h t s und A n g e s t e l l t e . A n B enthält a l s o 
5 R e s u l t a t e des Z u f a l l s v o r g a n g s und 
P(AflB) = . 
Auf d i e s e l b e Weise erhält man 
PCB) = $ 
und daraus 
PCAIB) = f 
15 
In diesem F a l l nimmt a l s o d i e W a h r s c h e i n l i c h k e i t von A 
(ausgewählte Person i s t e i n Mann) durch d i e Zu s a t z i n f o r m a -
t i o n , daß B e i n g e t r e t e n i s t (ausgewählte Person s t e h t im 
Angestelltenverhältnis), ab. Auch das G e g e n t e i l i s t mög-
l i c h . In e i n i g e n Fällen b l e i b t d i e W a h r s c h e i n l i c h k e i t von 
A unverändert, d.h. d i e s i c h e r e Kenntnis des E i n t r e f f e n s 
des E r e i g n i s s e s B b e s i t z t k einen Einfluß auf das E i n t r e f -
fen des E r e i g n i s s e s A. In s o l c h e n Fällen heißen d i e E r e i g -
n i s s e A und B s t o c h a s t i s c h unabhängig. H i e r i s t d i e be-
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d i n g t e W a h r s c h e i n l i c h k e i t P(A|B) g l e i c h der unbedingten 
W a h r s c h e i n l i c h k e i t , b e i der k e i n e I n f o r m a t i o n über das 
E r e i g n i s B verfügbar i s t , a l s o 
P(A|B) = P ( A ) . 
Dies i s t g l e i c h b e d e u t e n d mit 
P(APIB) = P(A) • P(B) . 
Die l e t z t e Beziehung, der M u l t i p l i k a t i o n s s a t z für unab-
hängige E r e i g n i s s e , w i r d i n der Regel a l s D e f i n i t i o n der 
s t o c h a s t i s c h e n Unabhängigkeit zweier E r e i g n i s s e verwendet. 
(3.40) D e f i n i t i o n 
(a) Zwei E r e i g n i s s e A und B heißen ( s t o c h a s t i s c h ) unab-
hängig, wenn g i l t 
P (ADB) = P(A) . P(B) . 
(b) Die E r e i g n i s s e A^ , . . .,A^ heißen ( s t o c h a s t i s c h ) unab-
hängig, wenn für j e w e i l s k (2<k<n) b e l i e b i a e d i e s e r 
E r e i g n i s s e , etwa A. ,...,A. , g i l t : 
11 L k 
P(A, n . . . n A . ) = P ( A . ) . . . . . P ( A . ). 
x1 x k X1 1 k 
Auch für b e l i e b i g e , im a l l g e m e i n e n n i c h t s t o c h a s t i s c h unab-
hängige E r e i g n i s s e kann e i n M u l t i p l i k a t i o n s s a t z a b g e l e i t e t 
werden. Aus 
P ( A I B ) = ^ g f bzw. P(BIA) - ^ l A n B l 
(P(A),P(B) * 0) e r g i b t s i c h 
(3.41) (a) P ( A n B ) = P ( A I B ) . P(B) 
und 
(b) P(AOB) = P ( B I A ) • P(A) . 
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Die s t o c h a s t i s c h e Unabhängigkeit von zufälligen E r e i g n i s s e n i s t b e i 
Glücksspielen, d i e für d i e Entwicklung der W a h r s c h e i n l i c h k e i t s r e c h n u n g 
eine z e n t r a l e R o l l e s p i e l t e n , von großer Bedeutung. I s t z.B. beim 
R o u l e t t e 15 mal h i n t e r e i n a n d e r e i n e schwarze Zahl g e f a l l e n , neigen 
v i e l e S p i e l e r zu der Überzeugung, d i e W a h r s c h e i n l i c h k e i t für eine 
r o t e Zahl müsse nun sehr groß s e i n . Da das R o u l e t t e aber " k e i n Ge-
dächtnis" b e s i t z t , wenn es ei n w a n d f r e i , d.h. ohne mechanische F e h l e r , 
a r b e i t e t , s i n d d i e e i n z e l n e n Ausspielungen im w a h r s c h e i n l i c h k e i t s -
t h e o r e t i s c h e n Sinne voneinander unabhängig. Demnach b l e i b e n d i e ob-
j e k t i v e n W a h r s c h e i n l i c h k e i t e n für ei n e r o t e oder e i n e schwarze Zahl 
unverändert, gleichgültig, welche Zahlen b e i früheren Ausspielungen 
g e f a l l e n s i n d . Anders hingegen verhält es s i c h b e i K a r t e n s p i e l e n 
wie z.B. "Black Jack" oder "Siebzehn und V i e r " . H i e r i s t entscheidend, 
welche Karten b e r e i t s a u s g e s p i e l t wurden, da s i c h dadurch d i e Zusam-
mensetzung der verbleibenden Karten ändert und somit auch d i e Wahr-
s c h e i n l i c h k e i t , daß e i n bestimmter Kartentyp (z.B. As, König, e t c . ) 
gezogen w i r d . 
Eine w e i t e r e gerade für Anwendungen w i c h t i g e Formel i s t der 
sog. Satz von der t o t a l e n W a h r s c h e i n l i c h k e i t . Den Ausgangs-
punkt b i l d e t e i n e Zerlegung d e r Ergebnismenge ft; d a r u n t e r 
v e r s t e h t man e i n System von paarweise d i s j u n k t e n E r e i g n i s -
sen A-j ,. . . ,A n, deren V e r e i n i g u n g ft e r g i b t . 
ft 
S e i nun B e i n b e l i e b i g e s E r e i g n i s , dann s i n d d i e E r e i g n i s s e 
B D A. l 
d i s j u n k t und es g i l t : 
B = (BOA ) U . . . U (BflA n) 
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und nach Axiom 3: 
n 
Wendet man nun (3.41) an, so erhält man 
n 
(3.42) P(B) = I P(B|A.) 
i=1 1 
• P(A ±) 
den Satz von der t o t a l e n W a h r s c h e i n l i c h k e i t . 
Geht man noch einen S c h r i t t w e i t e r und e r s e t z t i n der D e f i -
n i t i o n für bedingte W a h r s c h e i n l i c h k e i t e n 
P (A. DB) 
P(A.IB) = 
den Zähler gemäß (3.41) durch P (B |A_.) • P (Aj ) und den Nen-
ner durch (3.42), e r g i b t s i c h das Theorem von BAYES: 
P(B|A.) .P(A.) 
P(A jIB) = — * J — 
I P ( B l A i ) . P ( A i ) 
E i n für p r a k t i s c h e Anwendungen w i c h t i g e r S p e z i a l f a l l e r -
g i b t s i c h für n=2, i n dem das Theorem von BAYES f o l g e n d e r -
maßen l a u t e t : 
P(A|B) = P(B|A).P(A)_ 
P(B|A) -P(A)+P(B|A) -P(A) 
S i n d s i c h g e g e n s e i t i g ausschließende Zustände A<j ,. . . ,A 
gegeben, deren W a h r s c h e i n l i c h k e i t e n P(A.), d i e sog. 
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a - p r i o r i - W a h r s c h e i n l i c h k e i t e n , bekannt s i n d , sowie für e i n 
E r e i g n i s B d i e b e d i n g t e n W a h r s c h e i n l i c h k e i t e n P(B|A_.) an-
gebbar, so l a s s e n s i c h gemäß dem Theorem von BAYES d i e 
sog. a - p o s t e r i o r i - W a h r s c h e i n l i c h k e i t e n P(A_.|B) berechnen. 
B e i s p i e l : ^ ^ 
Um d i e Güte e i n e s S c h u l r e i f e t e s t s zu prüfen, wurden a l l e 
s c h u l p f l i c h t i g e n K i n d e r e i n e r bestimmten P o p u l a t i o n probe-
weise e i n g e s c h u l t , zusätzlich wurde i h r e " S c h u l r e i f e " 
durch e i n e n S c h u l r e i f e t e s t T e r m i t t e l t . Nach Beendigung 
des e r s t e n G r u n d s c h u l j a h r e s s t e l l t e man f e s t , daß 88 % a l -
l e r probeweise e i n g e s c h u l t e n K i n d e r das Z i e l des e r s t e n 
G r u n d s c h u l j a h r e s e r r e i c h t e n . 81 % d i e s e r Schüler h a t t e n den 
S c h u l r e i f e t e s t bestanden, während nur 28 % der K i n d e r , d i e 
das e r s t e S c h u l j a h r n i c h t e r f o l g r e i c h beendeten (d.h. n i c h t 
s c h u l r e i f waren), e i n p o s i t i v e s E r g e b n i s beim S c h u l r e i f e -
t e s t T h a t t e n . 
Das zu klärende Problem i s t : Wie groß i s t d i e Wahrschein-
l i c h k e i t , daß e i n e i n z u s c h u l e n d e s Kind, das den S c h u l r e i f e -
t e s t b e s t e h t ( n i c h t b e s t e h t ) , das Z i e l des e r s t e n Grund-
s c h u l j a h r e s e r r e i c h t ( n i c h t e r r e i c h t ) ? 
D e f i n i e r t man d i e E r e i g n i s s e 
T : K i n d b e s t e h t den S c h u l r e i f e t e s t , 
T : K i n d b e s t e h t den S c h u l r e i f e t e s t n i c h t , 
S : Kind e r r e i c h t das Z i e l des 1. G r u n d s c h u l j a h r e s ( i s t 
s c h u l r e i f ) , 
S : K i n d e r r e i c h t das Z i e l des 1. G r u n d s c h u l j a h r e s n i c h t 
( i s t n i c h t s c h u l r e i f ) , 
erhält man: 
P(S) = 0,88, P(S) = 0,12, 
P(TlS) = 0,81, P(TlS) = 0,28. 
1) / g l . Kornmann, R. : M i n i m a l i s i e r e n S c h u l r e i f e t e s t s d i e 
2ahl der Fehlentscheidungen? Z e i t s c h r i f t für Entwick-
Lungspsychologie und Pädagogische P s y c h o l o g i e , 1972, 
282-286. 
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Gesucht s i n d d i e W a h r s c h e i n l i c h k e i t e n P(SIT) bzw. P ( S l T ) , 
da i n Zukunft nur d i e j e n i g e n K i n d e r e i n g e s c h u l t werden 
s o l l e n , d i e den S c h u l r e i f e t e s t bestanden haben. Die Unter-
suchung s o l l a u f z e i g e n , ob e i n e d e r a r t i g e Vorgehensweise 
s i n n v o l l i s t . 
Nach dem BAYES-Theorem (n=2; S s t a t t A , T s t a t t B) e r -
hält man: 
P(T|S)-P(S) 
P (S IT) 
P(T|S) .P(S)+P(T|S) -P(S) 
0,81*0,88 = g c-, 
0,81-0,88+0,28-0,12 ' 
Die W a h r s c h e i n l i c h k e i t , daß e i n K i n d , das den S c h u l r e i f e -
t e s t bestanden hat, dann auch tatsächlich das Z i e l des 
1. Gr u n d s c h u l j a h r e s e r r e i c h t , l i e g t b e i 95,5 %. 
A l l e r d i n g s r e i c h t d i e s e s (günstige) R e s u l t a t für d i e Be-
u r t e i l u n g des S c h u l r e i f e t e s t s n i c h t aus. E i n e w e i t e r e An-
wendung des BAYES-Theorems e r g i b t : 
P(T|S)-P(S) 
P (S |T) = 
P(T|S) -P(S)+P(T|S) -P(S) 
0,19-0,88 
0,19-0,88+0,72-0,12 0,66 
V e r g l e i c h t man P(S|T) mit 
P(S|T) = 1 - P(S!T) = 0,34 , 
so s t e l l t man f e s t , daß d i e W a h r s c h e i n l i c h k e i t dafür, daß 
e i n Kind das Z i e l des e r s t e n S c h u l j a h r e s e r r e i c h t , wenn 
es den S c h u l r e i f e t e s t n i c h t bestanden hat, größer i s t a l s 
d i e W a h r s c h e i n l i c h k e i t , daß es das K l a s s e n z i e l n i c h t e r -
r e i c h t . Demnach wäre es a l s o s i n n v o l l , auch d i e j e n i g e n 
K i n d e r probeweise e i n z u s c h u l e n , d i e den S c h u l r e i f e t e s t 
n i c h t bestehen. Dies läßt Z w e i f e l an der Güte des k o n s t r u -
i e r t e n S c h u l r e i f e t e s t s aufkommen. 
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Eine w i c h t i g e Anwendung des BAYES-Theorems, a l l e r d i n g s i n e i n e r a l l g e -
meineren Form für Zufallsgrößen, f i n d e t man im Be r e i c h der " S i g n a l e r -
kennimg" 1 ( s i g n a l d e t e c t i o n ) . So enthält b e i s p i e l s w e i s e eine Veröffent-
l i c h m n g - ^ der I n s t r u k t i o n e n und Prozeduren für die Durchführung der am 
neu r o p s y c h o l o g i s c h e n Labor des Indiana U n i v e r s i t y Medical Center v e r -
wendeten T e s t b a t t e r i e n Daten, d i e zeigen, daß h i r n v e r l e t z t e P a t i e n t e n 
dazu neigen, s i c h von Normalen i n der Frequenz des Fi n g e r k l o p f e n s zu 
u n t e r s c h e i d e n . Der P a t i e n t w i r d i n s t r u i e r t , seinen Arm auf den T i s c h 
zu l e g e n und dann so s c h n e l l , wie er kann, mit dem Fi n g e r zu k l o p f e n . 
H i r n v e r l e t z t e neigen im D u r c h s c h n i t t zu langsamerem Kl o p f e n . In der 
P r a x i s w i r d natürlich d i e Diagnose n i c h t anhand eines e i n z i g e n Merk-
mals g e t r o f f e n , sondern anhand der Beobachtungswerte von mehreren Merk-
malen. J e d e r Reizeingang x i s t i n s o l c h e n Fällen e i n Vektor mit mehr 
a l s e i n e r Komponente ( v g l . Kap. 4), e i n Punkt i n einem mehrdimensiona-
l e n Raum, der e i n e r Symptomkonfiguration oder einem Symptommuster ent-
s p r i c h t . 
Kennt man für jeden s o l c h e n Punkt oder Reizeingang x d i e zugehörigen 
W a h r s c h e i n l i c h k e i t e n (bzw. " W a h r s c h e i n l i c h k e i t s v e r t e i l u n g e n " ) i n der 
Normaipopulation und i n der Hirngeschädigtenpopulation 
P(x|N) und P(xlH) 
sowie d i e a - p r i o r i - W a h r s c h e i n l i c h k e i t e n P(N) und P(H), so l a s s e n s i c h 
mit H i l f e des Theorems von BAYES d i e für d i e Diagnose w i c h t i g e n 
a - p o s t e r i o r i - W a h r s c h e i n l i c h k e i t e n 
P(H |x) bzw. P(N|x) , 
daß e i n P a t i e n t b e i vorliegendem Beobachtungsvektor x an e i n e r 
H i r n v e r l e t z u n g l e i d e t , e r m i t t e l n . Für weite r e D e t a i l s v e r g l e i c h e man 
z.B. COOMBS, DAWS und TVERSKY (1975) oder LEE (1977), Kap. 6. 
Das Konzept der s t o c h a s t i s c h e n Unabhängigkeit s p i e l t i n der 
S t a t i s t i k e i n e große R o l l e . Wird e i n Z u f a l l s e x p e r i m e n t mehr-
mals durchgeführt bzw. e i n Z u f a l l s v o r g a n g mehrfach beobach-
t e t und s i n d d i e E r e i g n i s s e , d i e e i n e Durchführung bzw. Be-
obachtung des Z u f a l l s v o r g a n g s b e t r e f f e n , unabhängig von a l -
l e n E r e i g n i s s e n der anderen Durchführungen, s p r i c h t man von 
1) V g l . Coombs, Dawes und Tversky (1975) 
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unabhängigen Wiederholungen des Z u f a l l s e x p e r i m e n t s bzw. 
Z u f a l l s v o r g a n g s . So werden b e i e i n e r Z u f a l l s s t i c h p r o b e von 
I n d i v i d u e n d i e ausgewählten Personen a l s unabhängige R e a l i -
s i e r u n g e n der zufälligen Auswahl i n t e r p r e t i e r t . A l l e r d i n g s 
i n t e r e s s i e r t man s i c h i n e r s t e r L i n i e gar n i c h t für d i e l e t z t -
e n d l i c h i n d i e S t i c h p r o b e gelangten I n d i v i d u e n s e l b s t , son-
dern für gewisse an ihnen gemessene Merkmale, etwa bestimm-
t e Persönlichkeitsmerkmale, p h y s i o l o g i s c h e Merkmale, E i n -
s t e l l u n g e n , e t c . Da man n i c h t a l l e I n d i v i d u e n e i n e r P o p u l a -
t i o n i n d i e Untersuchung e i n b e z i e h e n kann, e r f o l g t d i e Ana-
l y s e anhand der Meßwerte e i n e r Z u f a l l s s t i c h p r o b e . Das Zu-
f a l l s e x p e r i m e n t der zufälligen Auswahl von Untersuchungs-
e i n h e i t e n b i l d e t l e d i g l i c h d i e Grundlage der s t a t i s t i s c h e n 
Auswertung, das e i g e n t l i c h e Z i e l s i n d jedoch Aussagen über 
bestimmte Untersuchungsmerkmale. Dazu benötigt man den Be-
g r i f f der Z u f a l l s v a r i a b l e n . 
(3.43) D e f i n i t i o n 
S e i (ft,Ä,P) e i n W a h r s c h e i n l i c h k e i t s r a u m . E i n e F u n k t i o n 
X ; ft -> IR, d i e jedem E r g e b n i s w € ft des Z u f a l l s v o r g a n g s 
e i n e r e e l l e Zahl X(OJ) zuordnet, heißt Z u f a l l s v a r i a b l e . 
Genaugenommen kann n i c h t jede auf ft d e f i n i e r t e F u n k t i o n 
a l s Z u f a l l s v a r i a b l e angesehen werden. Damit für d i e Aus-
prägungen bzw. R e a l i s a t i o n e n e i n e r zufälligen V a r i a b l e n X 
a l l e W a h r s c h e i n l i c h k e i t e n P(B) für b e l i e b i g e Borel-Mengen B 
d e f i n i e r t werden können, müssen sämtliche " U r b i l d e r " 
X ~ 1 (B) : = { w € ft | X(Ü3) € B}, B Borel-Menge, 
E r e i g n i s s e , a l s o Elemente der a - A l g e b r a Ä s e i n , da das Wahr-
scheinlichkeitsmaß P nur auf A d e f i n i e r t i s t . Diese Bedin-
gung heißt "Meßbarkeit" von X. B e i p r a k t i s c h e n Anwendungen 
i s t d i e s e Bedingung s t e t s von s e l b s t erfüllt, so daß i n 
d i e s e n Fällen ei n e Z u f a l l s v a r i a b l e X immer a l s e i n e Zuord-
nung angesehen werden kann, d i e b e i jedem Ausgang des Zu-
f a l l s e x p e r i m e n t s bzw. Z u f a l l s v o r g a n g s e i n e n bestimmten Zah-
lenwert annimmt. 
S i n d für e i n e Z u f a l l s v a r i a b l e X höchstens abzählbar v i e l e 
3. Kapitel: Mengen und Strukturen 111 
Z a h l e n w e r t e möglich, s p r i c h t man von e i n e r d i s k r e t e n Zu-
f a l l s v a r i a b l e n , im F a l l e von überabzählbar v i e l e n möglichen 
R e a l i s a t i o n e n von X von s t e t i g e n Z u f a l l s v a r i a b l e n . 
E n t s p r e c h e n d der Konzeption der s t o c h a s t i s c h e n Unabhängig-
k e i t werden b e i s t a t i s t i s c h e n Untersuchungen d i e Meßwerte 
e i n e s Untersuchungsmerkmals, d i e aus e i n e r Z u f a l l s s t i c h p r o -
be gewonnen wurden, a l s unabhängige R e a l i s i e r u n g e n e i n e r 
das Untersuchungsmerkmal c h a r a k t e r i s i e r e n d e n Z u f a l l s v a r i -
a b l e n X i n t e r p r e t i e r t . Deshalb i s t b e i d i e s e r Vorgehenswei-
se d a r a u f zu achten, daß d i e i n e i n e r s o z i a l w i s s e n s c h a f t l i -
chen Erhebung u n t e r s u c h t e n I n d i v i d u e n oder Objekte zumindest 
a p p r o x i m a t i v e i n e Z u f a l l s a u s w a h l aus e i n e r übergeordneten 
P o p u l a t i o n repräsentieren. B e i v i e l e n p s y c h o l o g i s c h e n Expe-
rim e n t e n und s o z i a l w i s s e n s c h a f t l i c h e n Erhebungen i s t d i e s e 
Annahme n i c h t u n p r o b l e m a t i s c h , da d i e Auswahl der Unter-
s u c h u n g s e i n h e i t e n v i e l f a c h von s y s t e m a t i s c h e n Auswahlfak-
t o r e n beeinflußt w i r d . 
Die B e g r i f f e " W a h r s c h e i n l i c h k e i t s r a u m " und " Z u f a l l s v a r i a b l e " 
b i l d e n d i e t h e o r e t i s c h e Grundlage a l l e r s t a t i s t i s c h e n U nter-
suchungen. A l l e r d i n g s a r b e i t e t man b e i der e x p l i z i t e n s t a -
t i s t i s c h e n Auswertung i n der Regel n i c h t mit W a h r s c h e i n l i c h -
keitsmaßen, da d i e s e a l s Mengenfunktionen mathematisch nur 
umständlich zu handhaben s i n d . S t a t t dessen geht man aus 
von der sog. " W a h r s c h e i n l i c h k e i t s v e r t e i l u n g " der Z u f a l l s -
v a r i a b l e n X. Die W a h r s c h e i n l i c h k e i t s v e r t e i l u n g e i n e r Z u f a l l s -
v a r i a b l e n X kann neben der genauen Angabe des zugehörigen 
Wahrscheinlichkeitsmaßes P auch durch d i e V e r t e i l u n g s f u n k t i o n 
von X oder durch d i e W a h r s c h e i n l i c h k e i t s f u n k t i o n von X b e i 
d i s k r e t e n Z u f a l l s v a r i a b l e n bzw. durch d i e W a h r s c h e i n l i c h k e i t s -
d i c h t e f u n k t i o n b e i s t e t i g e n Z u f a l l s v a r i a b l e n c h a r a k t e r i s i e r t 
werden. Da an d i e s e r S t e l l e nur e i n e kurze Einführung i n d i e 
elementare W a h r s c h e i n l i c h k e i t s r e c h n u n g gegeben werden kann, 
w i r d auf d i e e x p l i z i t e D e f i n i t i o n d i e s e r für W a h r s c h e i n l i c h -
k e i t s t h e o r i e und S t a t i s t i k z e n t r a l e n B e g r i f f e v e r z i c h t e t . 
Für w e i t e r e D e t a i l s , B e g r i f f e und V e r f a h r e n s e i auf d i e e i n -
schlägigen Statistik-Lehrbücher, d i e für S o z i a l w i s s e n s c h a f t -
l e r g e e i g n e t s i n d , verwiesen. 
Weiterführende L i t e r a t u r : 
Bamberg, Baur (1980), B a s l e r (1977), B o r t z (1977), DeGroot 
(1975), Hays (1973), S c h a i c h (1977), S t i l s o n (1966), W i n k l e r , 
Hays (1975). 
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B i s h e r wurden Untersuchungsmerkmale b e t r a c h t e t , deren Meß-
werte durch e i n e r e e l l e Zahl repräsentiert werden, z.B. 
d i e Merkmale Punktwert i n einem T e s t , Einkommen, B l u t d r u c k , 
e t c . Auch i n den N a t u r w i s s e n s c h a f t e n kommen s o l c h e Größen 
vor, z.B. b e i der Temperatur-, Z e i t - oder Längenmessung. 
Man nennt s o l c h e Größen S k a l a r e . 
A n d e r e r s e i t s i s t b e r e i t s aus dem P h y s i k u n t e r r i c h t der Schu-
l e bekannt, daß auch noch andere Größen e x i s t i e r e n , zu 
deren vollständigen Beschreibung neben dem zahlenmäßigen 
Wert, dem B e t r a g , auch noch d i e Angabe i h r e r Richtung e r -
f o r d e r l i c h i s t . B e i s p i e l e hierfür s i n d G e s c h w i n d i g k e i t , 
Beschleunigung oder Kräfte. S o l c h e g e r i c h t e t e Größen nennt 
man üblicherweise Vektoren. 
Diese von den N a t u r w i s s e n s c h a f t e n und Technik her gewohnte 
D e f i n i t i o n der Vektoren i s t n i c h t d i e e i n z i g mögliche und 
i n den S o z i a l w i s s e n s c h a f t e n von u n t e r g e o r d n e t e r Bedeutung. 
In der r e i n e n Mathematik, etwa der L i n e a r e n A l g e b r a , wer-
den Vektoren a l s a b s t r a k t e mathematische Objekte e i n e r be-
stimmten Menge, nämlich des "Vektorraums", d e f i n i e r t . Die 
i n d i v i d u e l l e n E i g e n s c h a f t e n und d i e i n h a l t l i c h e Bedeutung 
der Vektoren s i n d dabei völlig gleichgültig, w i c h t i g i s t 
nur, daß im Vektorraum bestimmte Operationen ( A d d i t i o n 
und s k a l a r e M u l t i p l i k a t i o n ) nach gewissen Regeln erklärt 
s i n d . 
In den S o z i a l w i s s e n s c h a f t e n g e l a n g t man zu e i n e r Vektor-
repräsentation, wenn s t a t t nur einem Erhebungsmerkmal an 
jedem Objekt bzw. jedem Individuum s i m u l t a n mehrere Merk-
male ,...,X gemessen werden. Die m Meßwerte (Scores) 
für e i n e U n t e r s u c h u n g s e i n h e i t (Versuchsperson oder Objekt) 
werden a l s geordnetes m-Tupel von Zahlen g e s c h r i e b e n , d.h. 
i n Klammern und durch Kommata g e t r e n n t : 
x = [ x 1 , x 2 , . . . , x m ] . 
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B e i s p i e l e ; 
1) Im I n t e l l i g e n z - S t r u k t u r - T e s t (IST) von Amthauer w i r d 
angenommen, daß d i e tragenden Elemente der i n t e l l e k t u -
e l l e n S t r u k t u r d i e s p r a c h l i c h e und r e c h n e r i s c h e I n t e l l i -
genz, d i e räumliche D a r s t e l l u n g und d i e Merkfähigkeit 
s i n d . S i e werden erfaßt durch d i e 9 S u b t e s t s SE ( S a t z -
ergänzung) , WA (Wortauswahl), AN ( A n a l o g i e ) , GE (Gemein-
samkeiten) , ME (Merkaufgaben), RA (Rechenaufgaben), ZA 
( Z a h l e n r e i h e n ) , FA (Figurenauswahl), WÜ (Würfelaufgaben) 
( v g l . AMTHAUER, 1955). Werden d i e E i n z e l e r g e b n i s s e der 
S u b t e s t s für e i n e n Probanden r e g i s t r i e r t , erhält man 
e i n e n V e k t o r 
x = [ x ^ , x 2 , • • • , x ^ J , 
den man i n diesem Zusammenhang das " T e s t p r o f i l " des 
Probanden nennt. 
2) In einem Experiment zur Untersuchung der v o r Examens-
oder T e s t s i t u a t i o n e n empfundenen Angst werden v o r und 
nach der Durchführung des Experiments d i e p h y s i o l o g i -
schen V a r i a b l e n P u l s f r e q u e n z , B l u t d r u c k , p s y c h o g a l v a -
n i s c h e H a u t r e a k t i o n und Pupillenöffnung gemessen. Die 
Meßwerte e i n e s Probanden vor dem Experiment werden zum 
Vektor x = [ x ^ , x 2 ' x 3 ' x 4 1 zusammengefaßt, d i e Meßwerte 
nach dem Experiment zum Ve k t o r y = [ y ^ , y 2 t y ^ ' ^ 4 ^ * 
(4.1) D e f i n i t i o n 
E i n m-dimensionaler Ve k t o r x i s t e i n geordnetes m-Tupel 
r e e l l e r Zahlen. Vektoren können a l s " S p a l t e n v e k t o r e n " 
x = 
oder a l s " Z e i l e n v e k t o r e n " 
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g e s c h r i e b e n werden, heißt d i e i - t e Komponente des Vek-
t o r s x ( i = 1,,..,m). 
Für d i e Anwendungen i n den S o z i a l w i s s e n s c h a f t e n i s t es 
gleichgültig, ob d i e Schreibweise a l s Z e i l e n - oder S p a l t e n -
v e k t o r gewählt w i r d . Da aber Vektoren auch a l s Spezialfäl-
l e von M a t r i z e n aufgefaßt werden können, und d o r t d i e Un-
t e r s c h e i d u n g zwischen Z e i l e n - und S p a l t e n v e k t o r e n bedeut-
sam i s t , hat es s i c h eingebürgert, i n der V e k t o r - und Ma-
t r i z e n r e c h n u n g von S p a l t e n v e k t o r e n auszugehen und d i e Z e i -
l e n v e k t o r e n im U n t e r s c h i e d dazu mit x f zu bezeichnen. Auf 
d i e Bedeutung des Hochkommas w i r d später noch eingegangen. 
Im folgenden w i r d von d i e s e r Bezeichnungsweise Gebrauch ge-
macht. 
Vektoren b e i n h a l t e n b e i Anwendungen i n den S o z i a l w i s s e n -
s c h a f t e n i n der Regel simultane Meßergebnisse von m Unter-
suchungsmerkmalen. B e i der konkreten I n t e r p r e t a t i o n e i n e s 
"Merkmalsvektors" i s t natürlich s t e t s anzugeben, welches 
Merkmal durch d i e i - t e Komponente gemessen w i r d . 
I s t d i e Dimension höchstens 3, können d i e Vektoren g r a p h i s c h 
v e r a n s c h a u l i c h t werden. Dazu wählt man gewöhnlich e i n " c a r -
t e s i s c h e s Koordinatensystem". Dies i s t e i n Ko o r d i n a t e n s y -
stem mit aufeinander senkrecht stehenden Koordinatenachsen, 
d i e s i c h im "Ursprung" kreuzen. D i e s e r erhält auf beiden 
Koordinatenachsen den Wert 0 zugeordnet ( N u l l p u n k t ) . Im 
F a l l m = 2 nennt man d i e waagrechte Achse A b s z i s s e , d i e 
senkrechte Achse O r d i n a t e . 
Die e r s t e Möglichkeit b e s t e h t d a r i n , d i e Vektoren a l s Punk-
t e i n diesem Koordinatensystem mit den Koordinaten [ x ^ , x 2 ] 
für m = 2, bzw. [x..,x9,x^'] für m = 3 d a r z u s t e l l e n . 
4. Kapitel: Vektoren und der Vektorraum Rm 115 
All 
Ordinate 
-3 -2 -1 
-1 
»[?] 
A b s z i s s e 
Die z w e i t e Möglichkeit b e s t e h t d a r i n , d i e Vektoren a l s 
P f e i l e d a r z u s t e l l e n , d i e vom Ursprung zum Punkt x g e r i c h -
t e t s i n d . 
Aus den vorangegangenen Ausführungen w i r d b e r e i t s d e u t l i c h , 
daß der h i e r eingeführte V e k t o r b e g r i f f a l l g e m e i n e r i s t a l s 
d i e i n N a t u r w i s s e n s c h a f t und Technik übliche D e f i n i t i o n 
von Vektoren a l s g e r i c h t e t e Größen. Der d o r t zur mathema-
t i s c h e n Präzisierung verwendete "Vektorraum" i s t s t e t s der 
d r e i d i m e n s i o n a l e e u k l i d i s c h e Vektorraum, den w i r später 
mit bezeichnen werden. B e i Vektoren i n den S o z i a l w i s s e n -
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Schäften ha n d e l t es s i c h n i c h t um g e r i c h t e t e Größen, son-
dern um m-dimensionale Meßergebnisse, deren Komponentenzahl 
m auch größer a l s 3 s e i n kann. Die D a r s t e l l u n g im K o o r d i n a -
tensystem d i e n t l e d i g l i c h a l s geometrische V e r a n s c h a u l i c h u n g . 
Si e i s t auch nur für m _< 3 möglich und für m = 1 e n t s p r i c h t 
s i e der D a r s t e l l u n g der r e e l l e n Zahlen auf der Zahlengera-
den. 
In der r e i n e n Mathematik w i r d b e i der Behandlung von Vektorräumen ge-
wöhnlich auf eine geometrische Veranschaulichung völlig v e r z i c h t e t . In 
v i e l e n Fällen i s t eine s o l c h e auch gar n i c h t möglich oder s i n n v o l l - . 
B e i s p i e l s w e i s e können d i e mathematischen Objekte, d i e dann auch Vek-
toren genannt werden, Funktionen f ( x ) , g ( x ) , . . . s e i n . 
A l l e möglichen m-Tupel von r e e l l e n Zahlen werden zur Menge 
R m zusammengefaßt. 
(4.2) D e f i n i t i o n 
Die Menge a l l e r Vektoren mit m r e e l l e n Komponenten b i l d e t 
den Vektorraum IRm. 
Für m. = 1 stimmt IR mit der Menge (R der r e e l l e n Zahlen über-
2 
e i n . Im F a l l m = 2 erhält man d i e r e e l l e Ebene IR , d i e be-
r e i t s i n A b s c h n i t t 3.3, B e i s p i e l (2), behandelt wurde. Jeder 
2 
Punkt aus IR kann durch d i e Angabe der bei d e n Komponenten 
x^ und X2 c h a r a k t e r i s i e r t werden und umgekehrt kann j e d e r 
Vektor x = ( x 1 f x 2 ) durch einen Punkt i n der Ebene repräsen-
t i e r t werden. Der k l a s s i s c h e p h y s i k a l i s c h e Raum, der für 
Naturwissenschaften und Technik bedeutsam i s t , i s t durch 
IR gegeben. 
Häufig vorkommende s p e z i e l l e Vektoren s i n d : 
Der N u l l v e k t o r 
dessen sämtliche Komponenten 0 s i n d , 
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d e r E i n s e n v e k t o r 
1 = 
dessen sämtliche Komponenten g l e i c h 1 s i n d und 
d e r i - t e E i n h e i t s v e k t o r 
+- i - t e S t e l l e , 
dessen i - t e Komponente 1 und a l l e anderen Komponenten 
0 s i n d ( i = 1 ,. . .,m). 
B e i s p i e l e von E i n h e i t s v e k t o r e n : 
(a) E i n h e i t s v e k t o r e n im (R : 
(b) E i n h e i t s v e k t o r e n im R : 
r0 
[o 
(c) E i n h e i t s v e k t o r e n im R : 
T "o" "0" 0' 
0 1 0 0 
e1 = 0 0 ' 6 3 = 1 ' e4 = 0 
0 0 0 
Im folgenden werden d i e Beziehungen, d i e im Vektorraum R 
zwischen den Vektoren bestehen, f e s t g e l e g t . 
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(4.3) D e f i n i t i o n 
Zwei m-dimensionale Vektoren x und y (aus dem R m ) s i n d 
g l e i c h , wenn s i e i n a l l e n m Komponenten übereinstimmen. 
Es i s t a l s o x = y genau dann, wenn 
x i = y i für a l l e i = 1,...,m 
g i l t . 
Zwei Vektoren s i n d a l s o nur dann v e r g l e i c h b a r , wenn s i e von 
" g l e i c h e r Dimension" s i n d , a l s o d i e s e l b e A n zahl von Kom-
ponenten b e s i t z e n . Darüber hinaus muß b e i Anwendungen i n 
den S o z i a l w i s s e n s c h a f t e n s i c h e r g e s t e l l t werden, daß d i e 
e i n z e l n e n Komponenten der Vektoren d i e s e l b e n Merkmale be-
i n h a l t e n . W i l l man b e i s p i e l s w e i s e im I n t e l l i g e n z - S t r u k t u r -
T e s t ( v g l . B e i s p i e l 1) d i e T e s t p r o f i l e der Probanden v e r -
g l e i c h e n , so d a r f d i e R e i h e n f o l g e der S u b t e s t s n i c h t v e r -
ändert werden. 
(4.4) D e f i n i t i o n 
B e i zwei (oder mehr) m-dimensionalen Vektoren erhält man 
durch A d d i t i o n (Subtraktion) der e i n z e l n e n Komponenten d i e 
Summe ( D i f f e r e n z ) der Vektoren, d.h. 
x i ' 
x2 
X1 i 
x2 ± ^2 
x + y = 
V 
+ 
. V ,xm ± V 
B e i s p i e l e : 
'6" -2 "4" 
4 + 3 = 7 
1 2 3 
"-3" M -2" 0 - 1 2 = -2 2 4 -2 
[i] * [1] - [-1] 
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Im F a l l m = 2 läßt s i c h d i e A d d i t i o n von Vektoren l e i c h t 
geomietrisen v e r a n s c h a u l i c h e n . 
Der V e k t o r x + y e r g i b t s i c h a l s Diagonale des P a r a l l e l o -
gramms, das von den Vektoren x und y g e b i l d e t w i r d . Wäh-
rend d i e s e r P a r a l l e l o g r a m m k o n s t r u k t i o n i n der Mechanik 
auch e i n e i n h a l t l i c h e Bedeutung zukommt, etwa b e i der Dar-
s t e l l u n g der Wirkung zweier Kräfte, d i e i n einem Punkt an-
g r e i f e n , d i e n t s i e b e i Anwendungen i n den S o z i a l w i s s e n -
s c h a f t e n l e d i g l i c h zur geometrischen V e r a n s c h a u l i c h u n g . 
Für m > 3 i s t , wie b e r e i t s erwähnt, e i n e geometrische Ver-
a n s c h a u l i c h u n g n i c h t mehr möglich. Man kann aber ohne wei-
t e r e s i n höherdimensionalen Vektorräumen "rechnen". Die 
B e g r i f f e , d i e w i r verwenden werden, s i n d V e r a l l g e m e i n e r u n -
2 3 
gen der entsprechenden B e g r i f f e im IR bzw. (R . 
(4 . 5 ) D e f i n i t i o n 
Man erhält das Produkt e i n e s V ektors x mit e i n e r r e e l l e n 
Zahl a € IR (einem S k a l a r ) , indem man a l l e Komponenten von 
x mit a m u l t i p l i z i e r t , 
x+y 
ax •1 
2 ax, 
ax = 
ax m 
( S k a l a r m u l t i p l i k a t i o n ) . 
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Geometrisch bedeutet d i e M u l t i p l i k a t i o n e i n e s V e k t o r s x 
mit einem S k a l a r a e i n e Streckung bzw. Schrumpfung des 
V e k t o r s (a > 1 bzw. 0 < a < 1), d i e im F a l l a < 0 mit e i n e r 
Richtungsumkehr verbunden i s t . 
Aus den D e f i n i t i o n e n der A d d i t i o n und der S k a l a r m u l t i -
p l i k a t i o n von Vektoren i n R m können e i n e Reihe von E i g e n -
s c h a f t e n a b g e l e i t e t werden, d i e im folgenden kurz zusam-
m e n g e s t e l l t s i n d : 
S e i e n x,y,z b e l i e b i g e Vektoren aus lR m, dann g i l t : 
(1) Für x und y e x i s t i e r t e i n Summenvektor x + y e (Rm 
(Addition) 
(2) x + y = y + x 
(3) x + (y+z) = (x+y) + z 
(4) Es e x i s t i e r t genau e i n N u l l v e k t o r 0 mit der E i g e n -
s e h a f t 
x + 0 - x für a l l e x € IRm 
(5) Zu jedem x € QR™ g i b t es e i n e n V e k t o r -x mi t 
x + (-x) = 0. 
(6) Für a l l e x € CRm und a € IR e x i s t i e r t e i n V e k t o r 
ax € IRm ( S k a l a r m u l t i p l i k a t i o n ) 
(7) a(x+y) = ax + ay 
(8) (a + ß)x = ax + $x a , 8 € IR, x € IRm 
(9) a(ßx) = (a£)x 
(10) 1 • X = X 
In der L i n e a r e n A l g e b r a werden A d d i t i o n und S k a l a r m u l -
t i p l i k a t i o n mit den angeführten E i g e n s c h a f t e n a l s k o n s t i -
t u i e r e n d e D e f i n i t i o n e i n e s Vektorraums verwendet. E i n e 
Menge V heißt e i n Vektorraum (über IR), wenn für i h r e E l e -
mente eine A d d i t i o n und e i n e M u l t i p l i k a t i o n mit einem 
S k a l a r erklärt s i n d , so daß d i e Regeln (1) b i s (10) gül-
t i g s i n d . Wir s i n d h i e r g l e i c h von einem s p e z i e l l e n Vek-
torraum, nämlich der Menge 
1*™= { (x 1 ,. . . ,x m) |x i€R, i=1,...,m} 
ausgegangen. 
Der Vektorraum R m und s p e z i e l l e Teilmengen des fRm wie 
b e i s p i e l s w e i s e I n t e r v a l l e , beschränkte Mengen oder konvexe 
Mengen werden b e i der Analyse von Funktionen mehrerer 
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Veränderlicher und deren Anwendungen benötigt. S i e s p i e l e n 
z.B. b e i Optimierungsproblemen (etwa i n der L i n e a r e n P ro-
grammierung) e i n e w i c h t i g e R o l l e . 
Wie b e r e i t s früher erwähnt, können Vektoren a l s s p e z i e l l e 
" M a t r i z e n " aufgefaßt werden, d i e im nächsten K a p i t e l aus-
führlich erörtert werden. Aus diesem Grunde e r f o l g t d i e 
Einführung w e i t e r e r w i c h t i g e r B e g r i f f e wie S k a l a r p r o d u k t 
von Vektoren, Orthogonalität von Vektoren oder Linearkombi-
n a t i o n von Vektoren e r s t nach e i n e r Einführung i n d i e elemen-
t a r e Matrizenrechnung i n den A b s c h n i t t e n 5.3 bzw. 5.6. 
Weiterführende L i t e r a t u r : 
s i e h e Kap. 5. 
5. Kapitel: Elementare Matrizenrechnung 
5.1 Matrizen und einige Anwendungen in den 
Sozialwissenschaften 
E i n e (nxm) -Matrix A i s t e i n r e c h t e c k i g e s Schema von 
n-m Zahlen , bestehend aus n Z e i l e n und m S p a l t e n : 
a n a 1 2 . . • a1m" 
a21 a22 •• • a2m 
(5.1) A = 
• 
. an1 an2 •• * anm. 
Für M a t r i z e n verwenden w i r f e t t g e d r u c k t e Großbuchstaben 
A/B /C / e t c . 
(n*m) heißt Ordnung, Typ oder Dimension der M a t r i x A. In 
K u r z s c h r e i b w e i s e läßt s i c h d i e M a t r i x A auch folgendermaßen 
d a r s t e l l e n : 
A = [a. J 
Dabei heißt i Z e i l e n i n d e x ( i = 1,2,...,n), j S p a l t e n i n d e x 
(j = 1,2,...,m) und a ^ Element der M a t r i x A/ das i n Z e i -
l e i und S p a l t e j s t e h t . 
Zum B e i s p i e l i s t 
A = f 9 5 - 1 ' 
.-4 O 7. 
e i n e (2x3)-Matrix, und a ^ 2 = 5 das Element von A, welches 
i n Z e i l e 1 und S p a l t e 2 s t e h t . 
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E i n e (nx1)-Matrix a heißt n - d i m e n s i o n a l e r S p a l t e n v e k t o r , 
b e s t e h e n d aus n Komponenten: 
( 5 . 2 ) 
und e i n e (1xm)-Matrix b 1 heißt m-dimensionaler Z e i l e n -
v e k t o r , bestehend aus m Komponenten: 
b' = t b 1 , b 2 , " b m ] 
Damit s i n d d i e b e r e i t s im l e t z t e n K a p i t e l eingeführten Z e i -
l e n - und S p a l t e n v e k t o r e n h i e r a l s Spezialfälle von M a t r i -
zen d a r g e s t e l l t . Auf d i e Bedeutung des Hochkommas w i r d spä-
t e r noch eingegangen werden. 
B e i s p i e l s w e i s e i s t 
1 
0 
- 2 
e i n 3 - d i m e n s i o n a l e r S p a l t e n v e k t o r und 
b' = [ 4 , - 7 , - 1 , 0 , 3 ] 
e i n 5 - d i m e n s i o n a l e r Z e i l e n v e k t o r . 
Eine ( 1 x 1 ) - M a t r i x a i s t e i n S k a l a r , a l s o e i n e gewöhnliche 
r e e l l e Z a h l . So kann b e i s p i e l s w e i s e d i e r e e l l e Zahl 3 auch 
a l s ( 1 x 1 ) - M a t r i x aufgefaßt werden. Diese Betrachtungsweise 
i s t b e i den später noch zu behandelnden Matrizenverknüpfun-
gen von Bedeutung. 
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E i n i g e Anwendungsbeispiele für M a t r i z e n im B e r e i c h der 
S o z i a l w i s s e n s c h a f t e n 
1. Datenmatrizen 
Wie b e r e i t s zu Beginn des l e t z t e n A b s c h n i t t s erwähnt, l a s -
sen s i c h d i e Meßwerte von n Versuchspersonen e i n e r S t i c h -
probe i n Bezug auf m Merkmale i n e i n e r Datenmatrix 
X = 
n l n 
anordnen. Dabei enthält e i n e Z e i l e der Datenmatrix d i e für 
e i n e U n t e r s u c h u n g s e i n h e i t gemessenen m Ausprägungen der 
m V a r i a b l e n X 1,...,X und e i n e S p a l t e der Datenmatrix d i e I m 
für e i n Merkmal erhobenen n Meßwerte der I n d i v i d u e n . 
2. K o r r e l a t i o n s m a t r i z e n 
B i l d e t man für jedes der m (metrischen) Merkmale den M i t -
t e l w e r t 
x. = — I x . . 3 n i = 1 i 3 j = 1 ,. . . ,m 
und d i e S t i c h p r o b e n v a r i a n z 
2 1 n - x 2 
j = n^T . ^ ( x i j ' V j = 1 m 
so können d i e Daten durch " S t a n d a r d i s i e r u n g " auf d i e Form 
z . . 
ID s 
gebracht werden. Für d i e s t a n d a r d i s i e r t e n z-Werte i s t der 
M i t t e l w e r t 0 und i h r e S t i c h p r o b e n v a r i a n z g l e i c h 1. 
Auf d i e s e Weise erhält man aus der Datenmatrix X eine neue 
M a t r i x Z, d i e s t a n d a r d i s i e r t e Datenmatrix 
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'11 '1m 
Z = 
n1 
B i l d e t man j e t z t d i e K o r r e l a t i o n s k o e f f i z i e n t e n 
r. . = — I z. . z, . ID n k = 1 k i k j 
so l a s s e n s i c h d i e K o r r e l a t i o n s k o e f f i z i e n t e n i n der (mxm) • 
K o r r e l a t i o n s m a t r i x R anordnen. 
"21 
um1 
Da s t e t s r i . = g i l t , i s t d i e K o r r e l a t i o n s m a t r i x symme-
t r i s c h ( v g l . d i e Def. gegen Ende d i e s e s A b s c h n i t t s ) . 
Präferenzmatrizen 
Auf der Menge der v i e r Objekte (0^,0 2,0^,0^} s e i e i n e Prä-
f e r e n z r e l a t i o n R d e f i n i e r t , d.h. 0-^ROj genau dann, wenn 0 i gegen-
über Oj vorgezogen w i r d . E i n e b e l i e b i g e Präferenzstruktur 
zwischen den Objekten kann durch e i n e (4*4)-Matrix P ausge-
drückt werden, wobei das Element p ^ j g l e i c h 1 i s t , f a l l s 
0^ gegenüber Oj präferiert w i r d und 0 s o n s t . B e i s p i e l s w e i -
se i n d i z i e r t d i e M a t r i x 
0 1 0 1 
0 0 1 0 
1 0 0 1 
0 1 0 0 
daß das Objekt 0^ gegenüber den Objekten 0^ und 0 4 präfe-
r i e r t w i r d , das Objekt 0^ gegenüber O^, das Objekt 0^ ge-
genüber 0^ und 0^ und schließlich das Objekte 0^ gegenüber 
0„. 
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Auf d i e s e Weise l a s s e n s i c h g e n e r e l l binäre R e l a t i o n e n auf 
e i n e r e n d l i c h e n Menge A = { a ^ - . ^ a } d a r s t e l l e n . In der 
M a t r i x 
a1 a 2 a n 
a2 
s t e h t i n der i - t e n Z e i l e und j - t e n S p a l t e e i n e 1 für den 
F a l l a^Ra^ und 0 s o n s t . 
4. S o z i o m a t r i z e n 
Die Grundlage der s o z i o m e t r i s c h e n V e r f a h r e n b i l d e n "Wahl-
handlungen" oder "Wahlen". Die Personen e i n e r Gruppe wer-
den a u f g e f o r d e r t , e i n e oder mehrere Personen anhand e i n e s 
vorgegebenen K r i t e r i u m s auszuwählen. D e r a r t i g e Wahlhandlun-
gen s t e l l e n einen natürlichen Aspekt zwischenmenschlicher 
*) 
Beziehungen dar. Werden z.B. fünf Personen e i n e r Gruppe 
a u f g e f o r d e r t , d i e Frage "Mit wem möchten S i e i n den nächsten 
Monaten an diesem P r o j e k t zusammenarbeiten? Wählen S i e zwei 
Personen aus." zu beantworten, so können d i e s e s o z i o m e t r i -
schen Wahlen i n e i n e r M a t r i x d a r g e s t e l l t werden. Wählt e i n 
Gruppenmitglied e i n anderes, so w i r d d i e s e Wahl durch e i n e 
"1" repräsentiert. In der f o l g e n d e n " S o z i o m a t r i x " s i n d d i e 
Wahlen e i n e s h y p o t h e t i s c h e n B e i s p i e l s wiedergegeben: 
a1 a 2 a 3 a 4 a 5 
0 1 1 0 0 
1 0 0 0 1 
1 1 0 0 0 
0 0 1 0 1 
0 1 1 0 0 
*) V g l . dazu K e r l i n g e r (1979), Kap. 31. 
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Da j e d e Person zwei G r u p p e n m i t g l i e d e r auswählen s o l l t e , 
s t e h t i n j e d e r Z e i l e der M a t r i x zweimal e i n e "1". Die An-
z a h l e n der E i n s e n i n den S p a l t e n kennzeichnen d i e Anzahl 
der Wahlen, d i e jede Person e r h i e l t . Für w e i t e r e D e t a i l s 
von s o z i o m e t r i s c h e n Wahlen und S o z i o m a t r i z e n v e r g l e i c h e 
man b e i s p i e l s w e i s e KERLINGER (1979), Kap. 31 oder KEMENY 
et a l . (1966). 
5. Verwechslungsmatrizen (Konfusionsmatrizen) 
In einem Erkennungsexperiment werden d i e Versuchspersonen 
a u f g e f o r d e r t , aus e i n e r vorgegebenen Reizmenge {S^, 
d e n j e n i g e n auszuwählen, der nach i h r e r A u f f a s s u n g dem dar 
gebotenen Reiz e n t s p r i c h t . B e z e i c h n e t man m i t 
h i ( S j ) 
d i e Häufigkeit der Nennung des R e i z e s b e i D a r b i e t u n g von 
S j , erhält man d i e (mxm)-Konfusionsmatrix: 
Dargebotener R e i z 
Von der Vp 
angegebe-
ner Reiz 
1 
h^S-j) h 1 ( S 2 ) 
h 2(S.,] h 2 ( s 2 ) 
V S 1 > V S 2 > 
h1 
Die aufgeführten fünf Anwendungsbeispiele repräsentieren 
nur eine k l e i n e Auswahl der Anwendungsmöglichkeiten von Ma-
t r i z e n i n den S o z i a l w i s s e n s c h a f t e n . Weitere Anwendungen f i n -
det man b e i s p i e l s w e i s e i n der G r a p h e n t h e o r i e oder b e i s t o -
c h a s t i s c h e n Prozessen, i n s b e s o n d e r e b e i Markov-Ketten, i n 
der Demographie, sowie i n der S p i e l t h e o r i e und b e i den für 
d i e S o z i a l w i s s e n s c h a f t e n w i c h t i g e n m u l t i v a r i a t e n s t a t i s t i -
schen V e r f a h r e n . 
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E i n e ( n x n ) - M a t r i x A heißt q u a d r a t i s c h , d i e Elemente 
a 1 1 , a 2 2 ' ' ' ' , a n n h e i ß e n Hauptdiagonalelemente und b i l d e n 
d i e Hauptdiagonale von A . 
B e i s p i e l s w e i s e i s t 
e i n e q u a d r a t i s c h e ( 3 x 3 ) - M a t r i x , deren Hauptdiagonale aus 
den Zahlen 7,-4,1 b e s t e h t . 
Werden d i e Z e i l e n und S p a l t e n e i n e r (nxm)-Matrix A v e r -
t a u s c h t , so e n t s t e h t d i e zu A t r a n s p o n i e r t e M a t r i x oder 
d i e T r a n s p o n i e r t e von A: 
a l 1 a 2 1 . ' a n l " 
a12 a22 • - art2 
A' = : : • 
,a1m a2m • . . a nm. 
Dies bedeutet i n K u r z s c h r e i b w e i s e : 
Wenn A = i s t , g i l t A 1 = ^ . . J U = 1,...,n; j = 1,...,m). 
Insbesondere g i l t für den Typ der beiden M a t r i z e n : 
A ' i s t eine (m*n)-Matrix, wenn A e i n e (nxm)-Matrix i s t . 
B e i s p i e l s w e i s e l a u t e t d i e zu 
A = 
' 5 4 -2 
1 3 0 
t r a n s p o n i e r t e M a t r i x A* = [ 
5 1 " 
4 3 
[-2 0 
F e r n e r w i r d gemäß der D e f i n i t i o n der t r a n s p o n i e r t e n M a t r i x 
aus dem n-dimensionalen S p a l t e n v e k t o r 
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aufgefaßt a l s ( n x 1 ) - M a t r i x , durch t r a n s p o n i e r e n e i n n-dimen-
s i o n a l e r Z e i l e n v e k t o r , nämlich 
a 1 — [ a^ , a 2 / • • • t ] , 
a l s o e i n e ( 1xn)-Matrix. 
Zum B e i s p i e l l a u t e t der 
1 
0 
- 2 
entsprechende Z e i l e n v e k t o r : a 1 = [ 1 , 0 , - 2 ] . 
Da Z e i l e n v e k t o r e n a l s o t r a n s p o n i e r t e S p a l t e n v e k t o r e n s i n d , 
werden s i e mit einem Hochkomma versehen, womit dessen Be-
deutung i n D e f i n i t i o n ( 5 . 2 ) erklärt i s t . 
Im f o l g e n d e n w i r d auf e i n i g e s p e z i e l l e M a t r i z e n und Vekto-
r e n , wie s i e im Rahmen der Behandlung m u l t i v a r i a t e r Ana-
l y s e v e r f a h r e n i n den S o z i a l w i s s e n s c h a f t e n häufig vorkommen, 
eingegangen. 
Eine q u a d r a t i s c h e M a t r i x A heißt symmetrisch, wenn 
A = A 1 i s t , d.h. wenn a ^ = a ^ für a l l e i und j g i l t . 
(Der an d i e s e r S t e l l e i m p l i z i t verwendete B e g r i f f der 
G l e i c h h e i t zweier M a t r i z e n w i r d i n A b s c h n i t t 5 . 2 exakt 
d e f i n i e r t . ) 
B e i s p i e l : 
1 4 - 5 
4 3 0 
- 5 0 - 2 
1 30 5. Kapitel: Elementare Matrizenrechnung 
Die q u a d r a t i s c h e M a t r i x D, deren sämtliche Elemente 
außerhalb der Hauptdiagonalen n u l l s i n d , heißt Diago-
n a l m a t r i x : 
d 1 0 
0 d 0 
0 0 
0 
O 
= d i a g ( d ± ) 
F e r n e r d e f i n i e r t man, f a l l s d i > 0 für a l l e i = 1,. ,n i s t : 
1 
2 
V^d1 0 . . . O 
0 Vd2,.. 0 
0 o ...Vä 
n 
B e i s p i e l : 
D = 
2 0 0 
0 1 0 
0 0 9 
1 
und D 2 = 
\p. 0 0 
0 1 0 
0 0 3 
Die q u a d r a t i s c h e n M a t r i z e n 
*I1 w " 
i 2 1 a 2 2 . 
0 
0 
und A,, 
n1 an2* 
a11 a l 2 
0 a 2 2 
A1n 
2n 
heißen untere bzw. obere D r e i e c k s m a t r i x . B e i e i n e r 
D r e i e c k s m a t r i x s i n d sämtliche Elemente auf j e w e i l s 
e i n e r S e i t e der Hauptdiagonalen N u l l . 
Zum B e i s p i e l i s t 
1 0 0 
2 7 0 
1 -1 4 
e i n e untere und A Q = 
2 4 5 
0-1 3 
0 0 7 
e i n e obere 
D r e i e c k s m a t r i x . 
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D i e ( n x n ) - E i n h e i t s m a t r i x i = I i s t e i n e Diagonalma-
t r i x , deren Hauptdiagonalelemente aus l a u t e r E i n s e n 
b e s t e h t : 
1 0 . . . 0 
0 1 . . . 0 
O 0 . . . 1 
F e r n e r heißt e i n e (n*m)-Matrix 0 , deren Elemente a l l e N u l l 
s i n d , N u l l m a t r i x ; 
0 „ m = 0 = n ,m 
0 0 
0 0 
0 
0 
E i n e N u l l m a t r i x braucht n i c h t q u a d r a t i s c h zu s e i n . 
B e i s p i e l s w e i s e i s t 
e i n e N u l l m a t r i x der Ordnung (2x3) und 0 2,3 
O O O 
0 0 0 
'4,4 
0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 
e i n e N u l l m a t r i x der Ordnung ( 4 X 4 ) . 
Wir v e r z i c h t e n im folgenden auf d i e I n d i z i e r u n g der E i n -
h e i t s - und N u l l m a t r i x , wenn der Typ durch den j e w e i l i g e n 
Sachzusammenhang e i n d e u t i g f e s t g e l e g t i s t . 
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5.2 Matrixverknüpfungen 
Zwei (nxm)-Matrizen A = ^ a i j ^ u n d B = ^ i j ^ n e i ß e n 
g l e i c h , wenn s i e elementweise übereinstimmen, d.h. 
(5.3) A = B genau dann, wenn a^_j = b ^ j für a l l e i und j . 
Insbesondere können zwei M a t r i z e n A und B dann n i c h t 
g l e i c h s e i n , wenn s i e von v e r s c h i e d e n e r Ordnung s i n d . 
Zum B e i s p i e l g i l t für d i e folgenden M a t r i z e n 
1 o" "1 o" *1 1 1 0 o" A * 0 1 / B = 0 1 / C = 0 1 / D = 0 1 0 
A = B/ A * C und A * D-
Zwei (nxm)-Matrizen A = ^ a i j ^ u n < ^ B = ^ werden 
a d d i e r t bzw. s u b t r a h i e r t , indem man s i e elementweise 
a d d i e r t bzw. s u b t r a h i e r t , d.h. 
(5.4) c = A ± B genau dann, wenn c ^ j = a,_. ± für 
a l l e i und j . 
Es können a l s o nur M a t r i z e n d e r s e l b e n Ordnung a d d i e r t 
bzw. s u b t r a h i e r t werden. 
13 - 13 
Eine (nxm)-Matrix A w i r d mit einem S k a l a r a m u l t i p l i -
z i e r t , indem man jedes Element von A mit <x m u l t i p l i -
z i e r t : 
(5.5) otA = t a a i j ] f ü r a l l e i und j . 
B e i s p i e l s w e i s e g i l t für d i e beiden folgenden M a t r i z e n 
und B A = -2 1 0 -5 3 1 
C = A + B 
und 
3 - 1 2 
0 5 4 
-2 1 O 
-5 3 1 
1 O 2 
-5 8 5 
5, Kapitel: Elementare Matrizenrechnung 133 
2A = 2 6 - 2 4 0 10 8 
Die nächste fundamentale M a t r i x o p e r a t i o n i s t d i e M a t r i z e n -
m u l t i p l i k a t i o n . 
Das Produkt e i n e r (nxm)-Matrix A = ^ ^ i ^ m ^ e i n e r 
(mxk)-Matrix B = l-b^..] i s t e i n e (nxk)-Matrix 
C = t c i j ] / deren Elemente c ^ s i c h folgendermaßen 
berechnen: 
(5.6)c. . = I a.,b-, . für i = 1,...,n; j = 1,...,k. 
J 1 = 1 
Die M u l t i p l i k a t i o n zweier M a t r i z e n A und B i s t a l s o 
nur dann d e f i n i e r t , wenn d i e Anzahl der S p a l t e n von 
_A m i t der Anzahl der Z e i l e n von B übereinstimmt. 
In " s y m b o l i s c h e r P r o d u k t n o t a t i o n " g i l t für d i e Typen (nxm) 
und (mxk) zweier m u l t i p l i z i e r b a r e r M a t r i z e n : 
(5.7) (nxm) • (mxk) = (nxk) 
B e i s p i e l : 
Gegeben s i n d 
A = 
1 o 7 
3 4-2 und B 
2 2 
-5 2 
1 5 
Dann i s t d i e Produktmatrix C gemäß (5.7) vom Typ (2x2) 
und s i e l a u t e t : 
C = AB = 
1-2 +0-(-5) +7-1 1'2 + 0-2 + 7-5 
3-2 + 4-(-5) + (-2)-1 3-2 + 4-2 + (-2)*5 
9 37 
•16 4 
Im allgemeinen i s t AB * BA , wie man an diesem B e i s p i e l 
sehen kann: 
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BA 
8 8 10 
1 8 -39 
16 20 -3 
9 37" 
-16 4 A B 
E i n e q u a d r a t i s c h e (nxn)-Matrix P heißt o r t h o g o n a l , wenn 
(5.8) P ' P = P P 1 = I 
g i l t . 
B e i s p i e l s w e i s e i s t d i e M a t r i x 
3 -2 
\H~3 vT! 
2 3 
\/T3 VT3 
i _ r 3 - 2 i 
L2 3j /T3 
o r t h o g o n a l , da s i e (5.8) erfüllt: 
/ l l ' 
und 
i_r 3 21 _L_ f3 ~21 = J_P3 °1 = P °1 T l l - 2 3 j ^ [2 3 j 13[ 0 13 J [0 1 J 
1 [3 -2] _1_ [ 3 2| = i _ [ 1 3 O] [1 0 
^ L 2 3j ^ [-2 3 j 13[ O 13 J [0 1 
M i t den i n diesem A b s c h n i t t d e f i n i e r t e n Matrizenverknüpfun-
gen kann man im w e s e n t l i c h e n so rechnen wie mit den r e e l -
l e n Zahlen. A l l e r d i n g s i s t dabei zu beachten, daß immer 
nur s o l c h e M a t r i z e n verknüpft werden dürfen, d i e bezüglich 
Z e i l e n - und S p a l t e n a n z a h l zueinander passen. 
Es g e l t e n dann folgende elementare Rechenregeln: 
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(5.9) 
(1) A + B = B + A 
(2) A + 0 = A 
(3) ( A + B ) + C = A + ( B + C ) = : A + 3 + C 
(4) a ( A + B ) = aA + aB 
(5) (a+ß) A = aA + ßA 
(6) a(ßA) = (aß)A = ( ß a ) A = ß(aA) 
(7) ( A B ) C = A ( B C ) = A B C 
(8) A ( B + C ) = A B + A C 
(9) ( B + C ) A = B A + C A 
(10) a(AB) = ( a A ) B = A(aB) = et A B 
(11) IA = A I = A 
(12) O A = A O = 0 
(13) ( A ' ) 1 = A 
(14) ( A + B ) ' = A ' + B ' 
(15) ( A B ) • = B ' A 1 
(16) ( A B C ) 1 = C ' B ' A ' 
A l s e r s t e s Anwendungsbeispiel der Matrizenrechnung i n den 
S o z i a l w i s s e n s c h a f t e n b e t r a c h t e n w i r das M o d e l l der Fakto-
r e n - bzw. Hauptkomponentenanalvse und zwar gehen w i r von 
der d e s k r i p t i v o r i e n t i e r t e n D a r s t e l l u n g f a k t o r e n a n a l y t i -
s c h e r Methoden aus. 
Das Z i e l der F a k t o r e n a n a l y s e b e s t e h t d a r i n , v i e l e mehr 
oder weniger hoch k o r r e l i e r e n d e Merkmale durch möglichst 
wenige voneinander unabhängige h y p o t h e t i s c h e K o n s t r u k t e , 
den "Faktoren", möglichst genau zu e r f a s s e n . Im Gegensatz 
zu anderen m u l t i v a r i a t e n V e r f a h r e n wie etwa R e g r e s s i o n s -
oder V a r i a n z a n a l y s e können d i e s e Einflußgrößen n i c h t 
u n m i t t e l b a r gemessen werden, sondern s t e l l e n e i n R e s u l t a t 
des f a k t o r e n a n a l y t i s c h e n M o d ells dar. Dabei erweisen s i c h 
d i e beiden Z i e l e "möglichst wenige F a k t o r e n " und "möglichst 
genau" a l s gegenläufig, so daß Kompromißlösungen gefunden 
werden müssen, d i e von s u b j e k t i v e n Aspekten abhängig s i n d . 
Ausgangspunkt des d e s k r i p t i v e n Modells der F a k t o r e n a n a l y s e 
b i l d e t d i e s t a n d a r d i s i e r t e Datenmatrix Z. Man v e r g l e i c h e 
dazu Anwendungsbeispiel (2) i n Kap. 5.1. Es werden a l s o 
an n Ind i v i d u e n j e w e i l s m Merkmale gemessen, d i e e r h a l t e -
nen Meßwerte x.^ ( i = 1,...,n; j = 1,...,m) gemäß der 
Transformation 
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z i 3 ( X j = " i = i X i j ; "3 - ^ i S / W 
j=1,...,m) 
s t a n d a r d i s i e r t und d i e s t a n d a r d i s i e r t e n Meßwerte z^j i n 
der (nxm)-Matrix Z angeordnet, a l s o 
Z = 
M 1 
n1 
'1m 
Für d i e beobachteten Meßwerte w i r d nun angenommen, daß 
s i e s i c h aus dem a d d i t i v e n Zusammenwirken von k hypothe-
t i s c h e n F aktoren f ^ , . . . , f ^ ergeben, daß a l s o 
k 
z . . = z a . T f. T iD 1 = 1 Dl i l 
g i l t . 
V e rschiedene V a r i a b l e n u n t e r s c h e i d e n s i c h demnach vor a l l e m 
durch das Gewicht a ^ , m i t dem d i e v e r s c h i e d e n e n F a k t o r e n 
am Zustandekommen der V a r i a t i o n i h r e r Meßwerte b e t e i l i g t 
s i n d . Die G e w i c h t s z a h l a ^ des 1-ten F a k t o r s i n der j - t e n 
V a r i a b l e n heißt F a k t o r l a d u n g . Die Faktorladungen können i n 
der (mxk)-Faktorladungsmatrix (Faktorenmuster) 
M l 
am1 mk 
angeordnet werden. En t s p r e c h e n d können für jedes Individuum 
d i e "Meßwerte" auf den F a k t o r e n , nämlich d i e sog. F a k t o r e n -
werte (i=1,...,n; 1=1,...,k) g e b i l d e t werden. Faßt man 
d i e s e zur (n x k ) - M a t r i x der Faktorenwerte 
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F = 
f11 f 1 k 
f 1 • • • f i 
n1 nk 
zusammen, erhält man den M o d e l l a n s a t z i n M a t r i z e n f o r m : 
(5.10) F A ' 
Geht man nun über zur K o r r e l a t i o n s m a t r i x 
"12 
"21 
Lm1 
( v g l . Anwendungs-
b e i s p i e l 2 i n Ab-
s c h n i t t 5.1) 
wobei für d i e K o r r e l a t i o n s k o e f f i z i e n t e n 
g i l t , so läßt s i c h d i e K o r r e l a t i o n s m a t r i x R durch das Pro-1 
dukt — Z ' Z d a r s t e l l e n , a l s o 
R = 1 Z ' Z . 
(Wer mit Matrizenrechnung noch n i c h t so v e r t r a u t i s t , über-
zeuge s i c h durch N a c h v o l l z i e h e n der M a t r i z e n m u l t i p l i k a t i o n 
von der R i c h t i g k e i t der obigen Beziehung.) 
S e t z t man d i e s e s R e s u l t a t i n (5.10) e i n , erhält man 
R = ^ Z ' Z = ^ ( F A ' ) 1 F A ' = A ^ F ' F J A ' 
Wie eingangs erwähnt, s o l l e n d i e F a k t o r e n u n k o r r e l i e r t s e i n . 
Dies bedeutet i n diesem Zusammenhang, daß d i e Faktorenwer-
t e m a t r i x o r t h o g o n a l i s t und daß i n s b e s o n d e r e g i l t : 
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so daß s i c h e r g i b t : 
(5.11) R = AA*. 
Diese Beziehung w i r d manchmal Fundamentaltheorem der d e s k r i p -
t i v e n F a k t o r e n a n a l y s e bzw. der Hauptkomponentenanalyse ge-
nannt. 
E i n e andere Z i e l s e t z u n g b e s i t z t d i e F a k t o r e n a n a l y s e nach 
dem ( s t o c h a s t i s c h e n ) M o d e l l mehrerer gemeinsamer F a k t o r e n , 
das auf THURSTONE zurückgeht. Es w i r d angenommen, daß s i c h 
d i e V a r i a t i o n e i n e s Merkmals aus einem A n t e i l zusammen-
s e t z t , der auf d i e Wirkung von einem oder mehreren F a k t o r e n 
zurückgeht (gemeinsame Var i a n z ) und einem w e i t e r e n A n t e i l , 
der s p e z i f i s c h e E i g e n a r t e n des Merkmals b e i n h a l t e t ( s p e z i -
f i s c h e V a r i a n z ) . E i n F a k t o r kann a l s o i n a l l e n V a r i a b l e n 
oder nur i n e i n i g e n - mindestens aber i n zweien - wirksam 
s e i n . 
Neben d i e s e n gemeinsamen Fakt o r e n g i b t es s p e z i f i s c h e , d i e 
j e w e i l s nur zur Variabilität e i n e s Merkmals b e i t r a g e n . Das 
M o d e l l mehrerer gemeinsamer Fak t o r e n wurde von THURSTONE 
hauptsächlich i n der I n t e l l i g e n z f o r s c h u n g zur I d e n t i f i k a -
t i o n a l l g e m e i n e r I n t e l l i g e n z - und L e i s t u n g s f a k t o r e n e n t -
w i c k e l t . Neben den u n m i t t e l b a r meßbaren V a r i a b l e n , z.B. be-
stimmte I n t e l l i g e n z t e s t s , w i r d d i e E x i s t e n z von "Faktoren" 
angenommen, welche den V a r i a b l e n zugrundeliegen und das 
Zustandekommen der beobachteten Meßwerte "erklären". Die 
l a t e n t e n F a k t o r e n können nur aus den gemessenen V a r i a b l e n 
e r s c h l o s s e n werden und d i e Fakt o r e n a n a l y s e i s t nach THUR-
STONE das geeignete V e r f a h r e n zur E r m i t t l u n g der "Faktoren-
s t r u k t u r " . 
Selbstverständlich konnte an d i e s e r S t e l l e l e d i g l i c h e ine 
s t a r k v e r e i n f a c h t e Einführung i n e i n i g e G r u n d b e g r i f f e der 
F a k t o r e n a n a l y s e gegeben werden. Für w e i t e r e D e t a i l s v e r -
g l e i c h e man d i e einschlägige L i t e r a t u r , z.B. HARMAN (1976), 
REVENSTORF (1976) oder ÜBERLA (1971). Die w e i t e r e Vorgehens-
weise b e i der F a k t o r e n - bzw. Hauptkomponentenanalyse w i r d 
am Ende von Kap. 7 kurz d a r g e s t e l l t . 
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5.3 Skalarprodukt, Norm und Orthogonalität von Vektoren 
Für zwei Vektoren 
' ai | rjv 
a2 b 2 
a = " und b = , 
n n 
aufgefaßt a l s ( n x 1 ) - M a t r i z e n , g e l t e n a l s S p e z i a l f a l l der 
M a t r i z e n m u l t i p l i k a t i o n d i e beiden folgenden Produkte: 
V 
n 
a'b = [ a 1 , a 2 , . . . , a R ] z 
b 
n 
= i a.b. 
i = 1 1 1 
heißt i n n e r e s Produkt oder S k a l a r p r o d u k t der b e i d e n 
Vektoren a und b. 
a'b i s t e i n S k a l a r , da gemäß (5.7) g i l t : 
( 1 x n ) ( n x 1 ) = ( 1 x 1 ) . 
F o l g l i c h i s t immer 
a'b = b'a, 
d.h. das S k a l a r p r o d u k t zweier Vektoren i s t kommutativ. 
"a 1b 1 a i b 2 ... a i b n ] 
a 2 b 1 a 2 b 2 ... a 2 b n 
ab' 
. a n 
[ b r b 2 / . . .,b n] = 
n 1 n 2 n n 
ab' heißt dyadisches Produkt der Vektoren a und b. 
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ab 1 i s t e i n e q u a d r a t i s c h e M a t r i x , da nach (5.7) g i l t : 
(nx1) (1x n) = (nxn) 
B e i s p i e l s w e i s e g i l t für d i e b e i d e n Vektoren 
2 
-1 
3 
und b 
a'b = [2,-1,3] 
0 
5 
-2 
r o 
" 5 
-2 
= 2.0+(-1)-5 +3.(-2) = -11, 
b'a = [0,5,-2] = 0-2+5.(-1)+(-2).3 = -11 und 
ab' = [0,5,-2] = 
0 10 -4 
0 - 5 2 
0 1 5 - 6 
E i n häufig benötigtes V e k t o r p r o d u k t i s t das S k a l a r p r o d u k t 
e i n e s V e k t o r s a mit s i c h s e l b s t : 
S e i 
, dann i s t gemäß der D e f i n i t i o n des S k a l a r p r o d u k t s : 
a'a = i a. . 
Zum B e i s p i e l i s t für a = 
3 
0 
-1 
i=1 
a'a = 3 2 + 0 2 + (-1) 2 = 10. 
Die p o s i t i v e Wurzel aus dem S k a l a r p r o d u k t e i n e s n-dimen-
s i o n a l e n Vektors a mit s i c h s e l b s t heißt Länge oder Norm 
des V e k t o r s a und w i r d m i t Hall b e z e i c h n e t : 
(5.12) iiaii = v/rnr Z T ? 
i=1 
B e i s p i e l s w e i s e b e s i t z t der V e k t o r 
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d i e Länge (Norm) Mal 
3 
i=1 
Z a" = / l 2 + (-2) 2 +22' = 3 
2 3 
Im IR (oder im DR ) b e s i t z t d i e Norm e i n e e i n f a c h e geometri-
sche V e r a n s c h a u l i c h u n g 
a=(aj,a 2) 
Die Norm e i n e s V e k t o r s i s t h i e r n i c h t s anderes a l s d i e 
Länge des P f e i l e s vom Ursprung b i s zum Punkt a = (a«j,a2). 
E i n Vektor a b e s i t z t d i e Länge 1, wenn Mali = 1 . Jeder 
von 0 v e r s c h i e d e n e Vektor a b e l i e b i g e r Länge kann auf Län-
ge 1 n o r m i e r t werden, indem man jede s e i n e r Komponenten 
durch seine Länge d i v i d i e r t : 
(5.13) a = 1 (lall a b e s i t z t d i e Länge 1, denn 
Ma II Mal al l Jdma' Han a = ^ Mal 
II a I Mall 
Mall = 1. 
Wählen wir nochmals a l s B e i s p i e l den V e k t o r a 
a 1 a 
1 
-2 
2 
Es ergab s i c h ||a|i = 3 . Damit b e s i t z t gemäß (5.13) 
der Vektor 
d i e Länge 1. 
Dies kann man auch durch d i r e k t e s E i n s e t z e n i n D e f i n i t i o n 
(5.12) v e r i f i z i e r e n : 
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Zwei von 0 v e r s c h i e d e n e Vektoren a und b heißen 
o r t h o g o n a l , wenn 
(5.14) a'b = 0 
i s t . Hat j e d e r der beiden Vektoren a und b d i e Länge 1, 
so nennt man s i e mit der E i g e n s c h a f t (5.14) o r t h o n o r -
mal. 
B e i s p i e l s w e i s e s i n d d i e beiden Vektoren 
und b = o r t h o g o n a l , denn a'b = 0. 
Wegen ||a|| = und ||b|| = \/T£ s i n d s i e n i c h t o r t h o n o r -
mal, wohl aber d i e Vektoren 
1 * 1 
• a und b = b, 
1 
v/51 v/TT 
v/TT 
da a* 'b = — —L- a'b = 0 und ||a*|| |b N = 1. 
Ergänzend s e i f e s t g e h a l t e n , daß j e zwei v e r s c h i e d e n e n - d i -
mensionale E i n h e i t s v e k t o r e n e i und e_. ( i * j) orthonormal 
s i n d . 
S e i etwa 
und e^ = 
Dann i s t ej|e 3 = 1.0+0-0+0.1 = 0 und 
v / l 2 + 0 2 + 0 2 = 1 und II e 3 II = / o 2 + 0 2 + 12' = 1 . 
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5.4 Determinanten 
Jede q u a d r a t i s c h e M a t r i x A b e s i t z t e i n e sog. "Determinante", 
d i e m i t det A oder IAI b e z e i c h n e t w i r d . Die Determinante i s t 
e i n e r e e l l e Zahl und i s t b e i der M a t r i z e n i n v e r s i o n ( v g l . 
Kap. 5.5), d e r Lösung von l i n e a r e n Gleichungssystemen ( v g l . 
Kap. 6 ) , aber auch b e i Funktionen mehrerer V a r i a b l e r von 
Bedeutung. Geometrisch i s t s i e eng mit dem B e g r i f f des 
"Volumens" verknüpft. 
Wir beginnen mit dem e i n f a c h e n F a l l von (2x2)-Matrizen bzw. 
(3x3)-Matrizen und geben dann e i n e allgemeine D e f i n i t i o n 
der Determinante e i n e r q u a d r a t i s c h e n M a t r i x . 
S e i A e i n e (2x2)-Matrix, d. h. 
a11 a12 
A = f 
a21 a22 
dann i s t d i e Determinante von A gegeben durch 
IAI = a11 a22 a12 a21 
Geometrisch repräsentiert der A b s o l u t b e t r a g von IAI d i e 
Fläche des Parallelogramms, das von den beiden Vektoren 
( a ^ , a 1 2 ) und ( a 2 i ' a 2 2 ^ aufgespannt w i r d . Im d r e i d i m e n -
s i o n a l e n F a l l e r g i b t s i c h entsprechend das Volumen des 
durch d i e Vektoren aufgespannten P a r a l l e l e p i p e d s . 
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B e i s p i e l : 
S e i A = 2 5 / dann i s t IAI = 1 .5 2 = - 3 . 
S e i A e i n e ( 3 x 3 ) - M a t r i x , d.h. 
a 1 1 
ä 2 1 
a 1 2 a 1 3 
3 1 d 3 2 d 3 3 
dann i s t d i e Determinante von A gegeben durch 
| A | a 1 1 a 2 2 a 3 3 + a 2 1 a 3 2 a 1 3 + a 3 1 a 1 2 a 2 3 a 3 1 a 2 2 a 1 3 
" a 2 1 a 1 2 a 3 3 " a 1 1 a 2 3 a 3 2 * 
B e i s p i e l : 
S e i 
A = 
1 O O 
2 3 - 4 
7 0 5 
dann i s t 
I A I 1 - 3 - 5 + 2 - 0 - 0 + 7 » 0 - 7 - 3 - 0 2 . 0 * 5 - 1 . ( - 4 ) . 0 = 1 5 . 
Für höherdimensionale M a t r i z e n werden d i e Formeln für d i e 
Determinante r e c h t k o m p l i z i e r t . Im folgenden w i r d e i n e a l l -
gemeine D e f i n i t i o n und B e r e c h n u n g s v o r s c h r i f t für Determi-
nanten von q u a d r a t i s c h e n M a t r i z e n gegeben. Selbstverständ-
l i c h können d i e oben aufgeführten B e r e c h n u n g s v o r s c h r i f t e n 
für ( 2 x 2 ) - und ( 3 x 3 ) - M a t r i z e n a l s Spezialfälle des a l l g e -
meinen Schemas aufgefaßt werden. 
Die Determinante e i n e r q u a d r a t i s c h e n (nxn)-Matrix 
A = t a ^ j ] w i r d mit lAl (oder detA) b e z e i c h n e t und 
läßt s i c h wie f o l g t r e k u r s i v d e f i n i e r e n : 
n= 1 [a] IAI = a für e i n e ( 1 x 1 ) - M a t r i x A 
( 5 . 1 5 ) n ... 
n> 2 : IAI = I ( - 1 ) 3 a . . IA . . I für b e l i e b i g e s i , 
-: — 1 i j 13 
1 < i < n. j = 1 
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Man nennt d i e D a r s t e l l u n g i n ( 5 . 1 5 ) E n t w i c k l u n g der Deter-
minante nach der i - t e n Z e i l e . Die analoge D a r s t e l l u n g mit 
demselben E r g e b n i s e r g i b t s i c h b e i der E n t w i c k l u n g nach 
der i - t e n S p a l t e . 
l A ^ I i s t d i e Determinante d e r j e n i g e n ( (n - 1 ) x (n - 1)) - M a t r i x 
A i j , d i e man nach S t r e i c h e n der i - t e n Z e i l e und j - t e n Spal-
t e von A erhält, und heißt Minor des Elements a^^ von A. 
( - 1 ) I A_^  I heißt K o f a k t o r oder Adjunkte des Elements 
von A und w i r d meistens mit A^ _. b e z e i c h n e t . 
S e i nun 
a 1 1 a 1 2 
E n t w i c k e l n w i r d i e Determinante nach der e r s t e n Z e i l e , a l s o 
i = 1 , so erhält man gemäß ( 5 . 1 5 ) : 
IAI = I ( - 1 ) 1 + j a i . IA..I = (-1) 1 + 1 a 1 1 l A 1 1 l + ( - D 1 + 2 a 1 2 I A 1 2 l 
j = 1 * 1 j " ~ 1 j l 1 1 11 
- a ^ l a ^ l a 1 2 l a 2 1 l " a 1 1 a 2 2 ~ a 1 2 a 2 V 
Dieses R e s u l t a t stimmt m i t der oben angegebenen Formel für 
d i e Determinante e i n e r ( 2 x 2 ) - M a t r i x überein. 
Es e r g i b t s i c h für 
[ a 1 1 a 1 2 a 1 3 
a 2 1 a 2 2 a 2 3 
a 3 1 a 3 2 a 3 3 
IAI = ( - 1 ) j IA 1 j I = ( - 1 ) 1 + 1 a n l A ^ I + ( - 1 ) 1 + 2 a 1 2 I A 1 2 l + 
1+3 
1 1 3 ' " 1 3 ' 
a 2 2 a 2 3 a 2 1 a 2 3 
~ a 1 1 " a l 2 
a 3 2 a 3 3 a 3 1 a 3 3 
+ a 13 
a 3 1 a 3 2 
~ a 1 1 ( a 2 2 a 3 3 a 2 3 a 3 2 } a 1 2 ( a 2 1 a 3 3 
a 2 3 a 3 1 ) + a 1 3 ( a 2 1 a 3 2 a 2 2 a 3 1 ) -
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B e i s p i e l : 
A = 
1 0 
2 3 
7 0 
0 
•4 
5 
Dann i s t 
IAI = 1 • 3 0 
-4 
5 0 o 
2 
7 
-4 
5 + 0 . 
2 
7 
3 
0 = 15. 
Für d i e p r a k t i s c h e Berechnung der Determinante e i n e r qua-
d r a t i s c h e n M a t r i x A der Ordnung (nxn) s i n d folgende Regeln 
von Nutzen: 
(5.16) Satz 
(1) IAI = |A*[. Dies bedeutet, daß man d i e Determinan-
te von A, wie b e r e i t s erwähnt, auch nach der i - t e n 
S p a l t e e n t w i c k e l n kann: 
(2) Verwandelt man d i e M a t r i x A durch Vertauschen von 
zwei Z e i l e n (oder Spalten) i n e i n e M a t r i x B, so 
(3) Aus (2) f o l g t u n m i t t e l b a r , daß IAI = 0 i s t , wenn 
zwei Z e i l e n (oder Spalten) von A übereinstimmen. 
(4) Verwandelt man d i e M a t r i x A durch M u l t i p l i k a t i o n 
e i n e r Z e i l e (oder Spalte) mit einem S k a l a r a i n 
e i n e M a t r i x B, so g i l t : IBI = a I A I . 
Daraus f o l g t insbesondere: IaAI = a n I A I . 
(5) Ebenso e r g i b t s i c h aus (4), daß IAI = 0 i s t , wenn 
a l l e Elemente e i n e r Z e i l e (oder Spalte) von A N u l l 
g i l t : 
IBI = - IAI. 
s i n d . 
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(6) Verwandelt man d i e M a t r i x A durch A d d i t i o n des 
a-fachen e i n e r Z e i l e (oder Spalte) zu e i n e r ande-
ren ( n i c h t derselben) Z e i l e (oder Spalte) i n e i n e 
M a t r i x B/ so i s t : Iß l = I A I -
A l s o ändert s i c h der Wert der Determinante von A 
durch d i e s e elementare Z e i l e n - bzw. Spaltenumfor-
mung n i c h t . 
(7) Die Determinante e i n e r D r e i e c k s m a t r i x Ay oder A Q 
i s t g l e i c h dem Produkt der Hauptdiagonalelemente. 
Insbesondere g i l t dann für e i n e D i a g o n a l m a t r i x D: 
ID I = d 1 d 2 . 
n 
n d. 
i=i 1 woraus man 111=1 a l s 
S p e z i a l f a l l erhält. 
(8) Für zwei q u a d r a t i s c h e (n*n)-Matrizen A und B g i l t : 
IABI IAI - I B I . 
Wiederholte Anwendung von (5.16)-(6) e r g i b t i n Verbindung 
mit (5.16)-(7) e i n e besonders e i n f a c h e Möglichkeit, d i e 
Determinante e i n e r M a t r i x A zu berechnen. 
S e i zum B e i s p i e l 
"1 1 -1 ' 
A = 1 0 2 
3 1 1 
Addieren w i r das (-1)-fache der e r s t e n Z e i l e zur zweiten 
Z e i l e , so e r h a l t e n w i r : 
.(1) 1 1 -1 0-1 3 
3 1 1 
Ferner addieren w i r das (-3)-fache der e r s t e n Z e i l e zur 
d r i t t e n Z e i l e und e r h a l t e n : 
(2) _ 1 1 -1 0 - 1 3 
0 - 2 4 
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Schließlich a d d i e r e n w i r das (-2)-fache der zweiten Z e i l e 
zur d r i t t e n . Z e i l e und e r h a l t e n : 
(3) 1 1 -1 0-1 3 
0 0 - 2 
Nach (5.16)-(7) i s t l ß ( 3 ) l = 1-(-1)-(-2) = 2. Da wegen 
( 5 . 1 6 ) - ( 6 ) I A I = 
daß I A I = 2 i s t . 
I = I B 
(2) 
I B 
(3) g i l t , f o l g t daraus, 
5.5 Matrixinversion 
Eine q u a d r a t i s c h e M a t r i x A heißt i n v e r t i e r b a r , wenn es 
e i n e q u a d r a t i s c h e M a t r i x A ^ g i b t mit 
A A ~ 1 = A ~ 1 A = I-
Die M a t r i x A ^ i s t , f a l l s s i e e x i s t i e r t , e i n d e u t i g be-
stimmt und heißt d i e Inverse von A -
E i n e M a t r i x A i s t genau dann i n v e r t i e r b a r , wenn 
I A I * 0. 
Für i n v e r t i e r b a r e M a t r i z e n g e l t e n folgende Rechenregeln: 
(5.18) Satz 
(1) ( A B ) " 1 = B " V 1 
(2) ( A B C ) " 1 = ( T V 1 
(3) ( A " 1 ) = A 
(4) I " 1 = I 
(5) ( A 1 ) ~ 1 = ( A " 1 ) ' 
(6) ( c x A ) ~ 1 - 1 A " 1 
(7) I s t A symmetrisch, so i s t auch A symmetrisch 
(8) Für e i n e D i a g o n a l m a t r i x D g i l t : 
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. 0 
. 0 
f a l l s d i > 0 für a l l e i=1,...,n 
(9) F e r n e r d e f i n i e r t man, f a l l s d i > O für a l l e i=1,. 
2 
2 -1 
(D ) • Damit e r g i b t s i c h gemäß ( 8 ) : 
1 
0 
. 0 
. 0 
(10) | A 1 | = 
E i n formelmäßig e i n f a c h e r Weg zur konkreten Berechnung der 
Inversen A e i n e r i n v e r t i e r b a r e n M a t r i x A e r g i b t s i c h über 
d i e K o f a k t o r e n der Elemente von A . 
B e z e i c h n e t man mit a (-1) " i j das i n der i - t e n Z e i l e und j - t e n -1 S p a l t e stehende Element von A und analog zu den e n t s p r e -
chenden Ausführungen i n A b s c h n i t t 5.4 mit A_.^  = (-1) 1 A ^  I 
den K o f a k t o r des Elements a.. von A , so berechnet s i c h I i 
d i e Inverse A elementweise wie f o l g t : 
( 5 . 1 8 ) a f : 1 ) = t i i (i=1,...,n; j=1,...,n) ~ i l I A I 
B e t r a c h t e n w i r a l s B e i s p i e l nochmals d i e M a t r i x 
1 1 -1 
1 0 2 
3 1 1 
deren Determinante w i r am Ende des A b s c h n i t t s 5.4 ausge-
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rechnet und a l s E r g e b n i s |A| = 2 * 0 e r h a l t e n h a t t e n . Dem-
nach e x i s t i e r t d i e Inverse A" 1, und es e r g i b t s i c h gemäß 
* 3 3 
8 ) : 
-11 
2 
^1 
2 
S l 
2 
12 = 2/ 
2 2 ( " 
2 2 ^ 1 , 
2 2 ( " 
132 
2 
2 
^ 2 3 
2 
S a 
2 
1 + 1 
2 + 1 
3 + 1 
1 + 2 
2 + 2 
3 + 2 
1 + 3 
2 + 3 
3 + 3 
IA 11 
IA 2 1 
IA 31 
IA 12 
IA 2 2 
IA 3 2 
IA 1 3 
IA 2 3 
[ A 3 3 
= 2 
2 
= (-
1_ 
2 
= - 1 
1 
| 1 - 1 I 
lo 2 
2 
1 
= 2 
1 
o 
Damit l a u t e t d i e Inverse 
" - 1 - 1 1 
A - 2 2 " 2 
1 1 - 1 
2 2 
und es g i l t : 
1 1 - 1 - 1 - 1 r * - 1 - 1 1 ' " 1 1 - 1 " ' 1 0 o' 
1 0 2 1 2 - 2 
2 ^ 2 = 
5 
2 2 -
3 
2 1 0 2 = 0 1 0 
3 1 1 
A 
1 1 - 1 _ 2 2 . 
- 1 
• A 
1 
2 
1 -
- 1 
A 
1 
2 . 
A 
3 1 1 0 0 
1 
1 
Ergänzend s e i noch f e s t g e h a l t e n , daß s i c h für e i n e i n v e r -
t i e r b a r e ( 2 x 2 ) - M a t r i x A Formel ( 5 . 1 8 ) zu 
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a22 a l 2 
" a21 a11 
v e r e i n f a c h t . 
S e i etwa 
dann i s t | A | = 3 * 0 und demnach i n v e r t i e r b a r , und man e r -
hält m i t (5.19) a l s Inverse 
-1 _ 1 [-3 Ol 
A l s B e i s p i e l e i n e r n i c h t i n v e r t i e r b a r e n M a t r i x geben w i r 
A = [ ~ i -2] a n - E s i s t IA1 = °-
Für höherdimensionale M a t r i z e n i s t d i e Berechnung der I n -
v e r s e n r e c h t aufwendig. Aus diesem Grunde verwendet man i n 
s o l c h e n Fällen zweckmäßigerweise entsprechende Unterpro-
gramme, d i e an a l l e n Rechenanlagen i m p l e m e n t i e r t s i n d . 
Auch b e i programmierbaren Taschenrechnern f i n d e t man i n 
den zur Verfügung stehenden Programmmoduln s t e t s Unterpro-
gramme zur M a t r i x i n v e r s i o n . 
Schließlich werden zum Schluß d i e s e s A b s c h n i t t s noch e i n i -
ge w i c h t i g e Folgerungen für or t h o g o n a l e M a t r i z e n erläutert. 
Gemäß D e f i n i t i o n (5.8) i s t e i n e M a t r i x P o r t h o g o n a l , wenn 
P * P = P P " = I 
g i l t . 
Wegen der E i n d e u t i g k e i t der Inversen, f a l l s s i e e x i s t i e r t , 
i s t a l s o e i n e M a t r i x p genau dann o r t h o g o n a l , wenn 
p" 1 = P ' i s t . 
(5.19) A 
a 1 1 a 2 2 " a 1 2 a 2 1 
a22 " a12 
a21 
l11 
Eine orthogonale M a t r i x P b e s i t z t folgende E i g e n s c h a f t e n : 
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P i s t i n v e r t i e r b a r . 
IPi = + 1 oder -1. 
Die S p a l t e n v e k t o r e n von P s i n d paarweise orthonormal. 
Dasselbe g i l t für d i e Z e i l e n v e k t o r e n . 
5.6 Lineare Abhängigkeit von Vektoren 
und der Rang einer Matrix 
E i n Vektor b heißt L i n e a r k o m b i n a t i o n der Vektoren 
a 1 , . . . , a n , wenn es ( r e e l l e ) Zahlen ,.. , a n g i b t , 
so daß 
n 
(5.20) b = V l + . . +ot a = I a. a. n n . = 1 i i 
i s t . 
B e i s p i e l s w e i s e i s t der Vektor b 
t i o n der Vektoren 
e i n e Linearkombina-
-3 
0 
2 
, da wegen 
"5" "1 " -3* "0 
7 = 2 2 + (-D 0 + 3 1 
0 1 2 0 
b = 2a^ - a2 + 3a^ g i l t . 
Zur graphischen V e r a n s c h a u l i c h u n g d i e n t e i n B e i s p i e l aus 
dem R 2. Der Vektor b = i s t e i n e L i n e a r k o m b i n a t i o n der 
Vektoren a 1 = [^j und a 2 = nämlich 
b = 2a- + a 0 
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y 
x 
B e t r a c h t e n w i r nun einen ganz s p e z i e l l e n V e k t o r b, nämlich 
den N u l l v e k t o r 0. Man kann auf t r i v i a l e Weise den N u l l v e k -
t o r a l s L i n e a r k o m b i n a t i o n von n Vektoren a.|,a 2,...,a n dar-
s t e l l e n , indem man = a 2 = .. . = ocn = 0 s e t z t , dann i s t 
nämlich 0 = Oa- + 0a~ +...+ Cte . 
1 2 n 
Wir b e t r a c h t e n j e t z t den F a l l , daß n i c h t a l l e a. = 0 s i n d . 
Die Vektoren a^ , a 2 ,. . . , a n heißen l i n e a r abhängig, wenn 
es ( r e e l l e ) Zahlen cx^  , cx2 ,.. . , cx^  g i b t , d i e n i c h t a l l e 0 
s i n d , so daß 
n 
(5.21) I o.a. = 0 
i=1 1 1 
g i l t . 
A n d e r e n f a l l s heißen s i e l i n e a r unabhängig, d.h. der N u l l -
v e k t o r läßt s i c h nur auf t r i v i a l e Weise a l s Linearkom-
b i n a t i o n der Vektoren a i d a r s t e l l e n : 
n 
Aus I a.a. = 0 f o l g t a- = a 0 = ... = a = 0 . i s * ] 1 1 3 1 2 n 
Die v i e r Vektoren a ^ a ^ a ^ und a^ = b aus dem B e i s p i e l zu 
(5.20) s i n d l i n e a r abhängig, da aus 
a, = b = 2a 1 - a- + 3a~ f o l g t : 2a- - a- + 3a^ - a. = 0, 
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wobei sogar a l l e a i (a ]=2, (* 2=-l, a 3=3, a 4=-1) von N u l l ver-
schieden s i n d . 
Daß d i e obigen v i e r 3-dimensionalen Vektoren l i n e a r abhän-
g i g s i n d , f o l g t auch ganz a l l g e m e i n aus der folgenden Regel: 
Mehr a l s m m-dimensionale Vektoren s i n d s t e t s l i n e a r 
abhängig. 
Die d r e i Vektoren 
1 1 0 
0 ' a2 = 1 ' a 3 = 3 2 . .0. .0. 
s i n d dagegen l i n e a r unabhängig, denn aus 
f o l g t 
1 1 0 0 
0 + a 1 + a3 3 = 0 .2, z .Oj .0. .0. 
a i + a2 = 0 
2 a-
a 2 + 3 a 3 = o 
= 0 
und daraus e r g i b t s i c h et = = = o, a l s o g i l t 
3 
0 = 1 nur für a 1 = a 2 = "3 
B e t r a c h t e n w i r nun d i e S p a l t e n v e k t o r e n und Z e i l e n v e k t o r e n 
e i n e r M a t r i x A. 
Dann heißt d i e Maximalzahl der l i n e a r unabhängigen 
S p a l t e n v e k t o r e n der S p a l t e n r a n g von A und d i e Maximal-
z a h l der l i n e a r unabhängigen Z e i l e n v e k t o r e n der Z e i l e n -
rang von A. 
Es i s t nun der S p a l t e n r a n g von A g l e i c h dem Z e i l e n -
rang von A . Diese e i n d e u t i g bestimmte Zahl heißt Rang 
von A und w i r d mit r g ( A ) b e z e i c h n e t . 
Für den Rang e i n e r (nxm)-Matrix A g i l t : 
r g(A) <_ min{n,m} . 
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Daraus f o l g t i nsbesondere für e i n e q u a d r a t i s c h e M a t r i x 
der Ordnung n: rg(A) < n. 
G i l t für e i n e (nxm)-Matrix A: 
rg(A) = min{n,m), so sagt man, A b e s i t z e v o l l e n Rang. 
E i n e q u a d r a t i s c h e M a t r i x mit v o l l e m Rang heißt regulär 
(rg(A) = n ) , a n d e r e n f a l l s s i n g u l a r (rg(A) < n ) . S i e 
i s t genau dann regulär, wenn |A| * 0, a l s o auch genau 
dann, wenn A i n v e r t i e r b a r i s t . 
S i n g u l a r e M a t r i z e n s i n d f o l g l i c h n i c h t i n v e r t i e r b a r , d.h. 
es e x i s t i e r t k e i n e Inverse A 1 . 
Im f o l g e n d e n werden e i n i g e w i c h t i g e Rechenregeln für den 
Rang von M a t r i z e n angegeben: 
(5. 22) rg(A) = rg(A') 
(5. 23) rg(AB) _<min{rg(A), r g ( B ) ) 
(5. 24) rg(A'A) = rg(A) = rg(AA') 
(5. 25) rg(BA) = rg(A) = rg(AC) 
für reguläre M a t r i z e n B und C. 
Aus (5.24) f o l g t i n s b e s o n d e r e , daß d i e aus e i n e r (nxm)-Ma-
t r i x A g e b i l d e t e q u a d r a t i s c h e (mxm)-Matrix A'A genau dann 
regulär und damit i n v e r t i e r b a r i s t , wenn rg(A) = m i s t , 
d.h. wenn A v o l l e n S p a l t e n r a n g b e s i t z t . Dies s p i e l t e i n e 
w i c h t i g e R o l l e im M o d e l l der m u l t i p l e n R e g r e s s i o n , i n s b e -
sondere b e i der Schätzung der Regressionsparameter nach 
der Methode der k l e i n s t e n Quadrate. Man v e r g l e i c h e dazu 
d i e Ausführungen am Ende von K a p i t e l 6. 
Um den Rang e i n e r (nxm)-Matrix A e x p l i z i t berechnen zu kön-
nen, benötigt man den B e g r i f f der "elementaren Umformung". 
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Unter e i n e r elementaren Zeilenumformung (Spaltenumfor-
mung) von A v e r s t e h t man e i n e n der d r e i folgenden Vor-
gänge : 
(5.26) Vertauschung zweier Z e i l e n (Spalten) 
(5.27) M u l t i p l i k a t i o n e i n e r Z e i l e (Spalte) mit 
e i n e r Zahl a * 0 
(5.28) A d d i t i o n e i n e s b e l i e b i g e n V i e l f a c h e n e i n e r 
Z e i l e (Spalte) zu e i n e r anderen ( n i c h t der-
selben) Z e i l e ( S p a l t e ) . 
M i t H i l f e d i e s e r elementaren Umformungen, durch d i e der 
Rang der (nxm)-Matrix A n i c h t geändert w i r d , läßt s i c h A 
auf d i e S t u f e n m a t r i x 
B = 
>\ • > h r + r b 2 r + r "h2m 
0 . b 
r r b r r + r 
. .b 
rm 
0 . . . 0 0 ... 0 
_0 . . . 0 0 . . . 0 
bzw. kanonische Form K 
I 0 r 
0 0 
b r i n g e n , aus der man d i r e k t a b l e s e n kann: 
(5.29) rg(A) = rg(B) = rg(K) = r 
B e t r a c h t e n w i r a l s B e i s p i e l d i e ( 3 X 3 ) - M a t r i x : 
2 1 -1 
1 0 2 
3 1 1 
Dann e r g i b t s i c h mit H i l f e der f o l g e n d e n elementaren Um-
formungen von A : 
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(5.30) 
2 1 -1 
A 1 0 2 
3 1 1 
1 0 2 
2 1 -1 
3 1 1 
1 0 2 
• 0 1 -5 
0 1 -5 
1 Oi 2 
B 0 
0 Oi 0 
1 Oi' 0 
K 0 1 1 0 
0 0| 0 
Vertauschen der 
l e 
1.und 2. Z e i -
Add i e r e n des (-2)fachen der 
1. Z e i l e z u r 2 . Z e i l e und des 
(-3)fachen der I . Z e i l e zur 
3 . Z e i l e 
A d d i e r e n des (-1)fachen der 
2. Z e i l e z ur 3 . Z e i l e 
A d d i e r e n des (-2)fachen der 
I. S p a l t e und des 5fachen der 
2.Spalte z u r 3.Spalte 
elementare 
Zeilenumfor-
mungen 
elementare 
Spaltenum-
formungen 
d i e M a t r i x 
K = 
1 
0_ 
0 0 
_J_i° 
0 
0 
womit man wegen (5.29) rg(A) = rg(B) = rg(K) = 2 erhält. 
Die auf e i n e (nxm)-Matrix A angewandten elementaren Umfor-
mungen kann man auch durch M u l t i p l i k a t i o n von A mit g e e i g -
neten regulären M a t r i z e n , sogenannten E l e m e n t a r m a t r i z e n , 
e r z i e l e n ; und zwar werden elementare Zeilenumformungen 
durch M u l t i p l i k a t i o n von l i n k s und elementare Spaltenum-
formungen durch M u l t i p l i k a t i o n von r e c h t s e r r e i c h t . Dabei 
b l e i b t wegen der Regularität der Elementarmatrizen der Rang 
von A gemäß (5.25) e r h a l t e n . 
Entsprechend den i n (5.26) b i s (5.28) d e f i n i e r t e n elemen-
t a r e n Umformungen g i b t es d r e i Typen von Ele m e n t a r m a t r i z e n , 
d i e s i c h im folgenden zwar aus Gründen der A n s c h a u l i c h k e i t 
s p e z i e l l auf d i e 1. und 2. Z e i l e b e z i e h e n , aber i n V e r a l l -
gemeinerung davon auf völlig analoge Weise für d i e i - t e 
und j - t e Z e i l e d e f i n i e r t werden können: 
(1) 
0 1 0...0 
1 0 0...0 
0 0 1 . . .0 
0 0 0.. . 1 
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1 0 0...0 
0 b 0...0 
O O 1 . . .0 
0 0 0.. . 1. 
1 0 0...0" 
c 1 0...0 
0 0 1 . . .0 
.0 0 0. . . 1. 
wobei E ^ U A bewirkt, daß d i e 1 . und 2. Z e i l e von A v e r -
(2) 
t a u s c h t w i r d , E A bewirkt, daß d i e 2. Z e i l e von A mit 
b m u l t i p l i z i e r t w i r d und E ^ A bewirkt, daß das c-fache 
der 1. Z e i l e zur 2. Z e i l e von A a d d i e r t w i r d . M u l t i p l i k a t i o n 
der t r a n s p o n i e r t e n Elementarmatrizen mit A von r e c h t s e r -
g i b t d i e entsprechenden elementaren Spaltenumformungen. 
E ( 2 ) = 
E ( 3 ) = 
So l a s s e n s i c h d i e auf A i n (5.30) angewandten elementa-
ren Umformungen durch folgende s u k z e s s i v e M u l t i p l i k a t i o n e n 
von Elementarmatrizen mit A auf äquivalente Weise d a r s t e l -
l e n : 
1 0 0 
0 1 0 
.0-1 1. 
E 4 
1 0 0 
o 1 0 
|-3 0 1 
E3 
1 0 0 
-2 1 0 
0 0 1. 
E 9 
0 1 0 
1 0 0 
0 0 1. 
El 
elementare Zeilenumformungen 
i n (5.30) 
2 1 -1 
1 0 2 
3 1 1 
A 
1 0 -2 
0 1 0 
0 0 1 
1 0 0 
0 1 5 
0 0 1 
E* 
elementare Spaltenum-
formungen i n (5.30) 
1 0 ; 0 
0 1 ; 0 
0 O i 0 
Die r a n g e r h a l t e n d e Reduktion e i n e r M a t r i x A auf kanonische 
Form mit H i l f e elementarer Umformungen läßt s i c h kurz i n 
folgendem F a k t o r i s i e r u n g s s a t z zusammenfassen: 
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(5.31) S a t z 
Zu j e d e r (nxm)-Matrix A mit rg(A) = r g i b t es zwei r e -
guläre M a t r i z e n Q 1 und Q ?, so daß g i l t : 
(5.32) Q^AQ2 = 
wobei den elementaren Z e i l e n o p e r a t i o n e n und Q 2 den 
elementaren S p a l t e n o p e r a t i o n e n e n t s p r i c h t . 
Zum B e i s p i e l g i l t für d i e (3x3)-Matrix A i n (5.30): 
Q l A Q 2 
l2 0 
0 OJ 
m i t = E^E^E^jE^ und Q 2 E 5 E 6 " 
Man kann nun d i e I n v e r s e e i n e r regulären M a t r i x A a l l e i n 
m i t elementaren Zeilenumformungen e i n f a c h berechnen, denn 
für e i n e reguläre (nxn)-Matrix A g i l t a l s S p e z i a l f a l l von 
(5.32): 
Q 1 A - V 
M u l t i p l i k a t i o n b e i d e r S e i t e n der G l e i c h u n g von r e c h t s mit _ i 
A e r g i b t : 
Q l ' n = A ~ 1 -
Das bedeutet aber gerade, daß d i e s e l b e n durch f e s t g e -
l e g t e n elementaren Z e i l e n o p e r a t i o n e n , d i e A i n d i e E i n h e i t s -
m a t r i x I überführen, auch d i e E i n h e i t s m a t r i x I i n d i e 
n-1 - 1 n 
Inverse A von A überführen. Man kann a l s o A dadurch be-
rechnen, indem man geeignete elementare Zeilenumformungen 
auf d i e e r w e i t e r t e M a t r i x ^ A , I n ^ ( a l s o s i m u l t a n auf A und 
I n ) anwendet und d i e s e i n d i e e r w e i t e r t e M a t r i x ^ I n , A 1 J 
überführt, aus der man A 1 d i r e k t a b l e s e n kann. 
Betrachten w i r nochmals d i e i n v e r t i e r b a r e M a t r i x 
1 1 -1 
1 0 2 
3 1 1 
. Dann erhält man u n t e r Anwendung elementarer 
Zeilenumformungen auf t A # I ^ ^  
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A 13 
1 1 -1 1 0 0 
1 0 2 0 1 0 
3 1 1 0 0 1 
1 1 -1 1 0 0 
0 -1 3 -1 1 0 
0 -2 4 -3 0 1 
1 1 -1 1 0 0 
0 1 -3 1 -1 0 
0 0 -2 -1 -2 1 
1 1 -1 1 0 0 
0 1 -3 1 -1 0 
0 0 1 ' 1 2 1 
1 
"2 
1 1 0 3 2 1 
1 
2 
0 1 0 5 2 2 
3 
~2 
0 0 1 1 2 1 
1 
2 
1 0 0 : -1 -1 1 
0 1 0 5 2 2 
3 
"2 
0 0 1 1 2 1 
1 
"2 
A l s o i s t 
-1 -1 
' - i 
und stimmt natürlich mit dem 
im B e i s p i e l zu (5.18) e r h a l -
tenen E r g e b n i s überein. 
Zum Schluß d i e s e s K a p i t e l s w i r d noch ei n e Anwendungsmöglich-
k e i t der behandelten M a t r i z e n o p e r a t i o n e n sowie der elemen-
t a r e n Z e i l e n - und Spaltenumformungen d i s k u t i e r t , d i e b e i 
der Analyse s o z i a l e r S t r u k t u r e n oder Kommunikationsnetze 
*) 
von Nutzen i s t . 
Den Ausgangspunkt b i l d e t e i n e binäre R e l a t i o n R c M x M 
auf e i n e r Menge M von n I n d i v i d u e n m^,...,!^. Entsprechend 
dem B e i s p i e l (3) i n A b s c h n i t t 5.1 läßt s i c h e i n e binäre 
R e l a t i o n auf e i n e r e n d l i c h e n Menge i n M a t r i x f o r m d a r s t e l -
l e n . Dabei l e g t man 
*) V g l . z.B. Kemeny e t a l . (1963), Kap. 7, L e i k und Meeker 
(1975), Kap. 5 oder Rapoport (1980), S. 207 f f . 
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= 1 gdw. (genau dann, wenn) n i ^ m . und = 0 a n d e r e n f a l l s 
f e s t und d i e r e s u l t i e r e n d e q u a d r a t i s c h e (nxn)-Matrix A> i n 
der j e d e Person durch e i n e Z e i l e und e i n e S p a l t e repräsen-
t i e r t w i r d , b e s t e h t nur aus E i n s e n und N u l l e n . 
B e i s p i e l : 
In e i n e r Gruppe von 10 Personen w i r d jede Person a u f g e f o r -
d e r t , a l l e M i t g l i e d e r der Gruppe anzugeben, d i e s i e a l s 
Freund b e z e i c h n e t . Es e r g i b t s i c h d i e folgende M a t r i x A: 
1 2 3 4 5 6 7 8 9 1 
1 0 0 1 0 0 1 0 0 0 0 
2 1 0 0 0 1 0 0 0 0 0 
3 1 0 0 0 0 1 0 0 0 0 
4 0 0 0 0 0 0 1 1 1 0 
5 0 0 1 0 0 0 0 0 1 1 
6 1 0 1 0 0 0 0 0 0 0 
7 0 0 0 1 0 0 0 1 1 0 
8 0 0 0 1 0 0 1 0 1 0 
9 0 0 0 1 0 0 1 1 0 0 
10 1 0 1 0 0 0 0 0 0 0 
F a l l s R r e f l e x i v i s t , g i l t a.^ = 1 ( i = 1,...,n), im F a l l e 
e i n e r symmetrischen R e l a t i o n i s t auch A e i n e symmetrische 
M a t r i x , d.h. a ^ = a j i / und b e i e i n e r asymmetrischen R e l a -
t i o n i s t a ^ = 0 und a^_. = 1 gdw. a ^ = 0 i s t . 
B e i der Analyse s o z i a l e r S t r u k t u r e n aufgrund e i n e r Freund-
s c h a f t s r e l a t i o n s i n d sog. " e x k l u s i v e C l i q u e n " von Bedeu-
tung. Die M i t g l i e d e r e i n e r e x k l u s i v e n C l i q u e nennen nur In 
d i v i d u e n i n der C l i q u e und niemanden außerhalb der C l i q u e 
a l s Freunde. Die C l i q u e n s t r u k t u r i s t i n der ursprünglichen 
M a t r i x n i c h t immer u n m i t t e l b a r e r s i c h t l i c h , sondern w i r d 
e r s t durch geeignete Z e i l e n - und Spaltenumformungen, i n s -
besondere durch entsprechende Vertauschung von Z e i l e n bzw. 
S p a l t e n , s i c h t b a r . 
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B e i s p i e l : 
In obigem B e i s p i e l erhält man durch Z e i l e n - bzw. S p a l t e n -
vertauschungen d i e M a t r i x 
1 3 6 2 5 10 4 7 8 9 
1 0 1 
! 
1 ! 0 0 0 0 0 0 0 
3 1 0 i 1 ! 0 0 0 0 0 0 0 
6 1 1 I 0 i J 0 0 0 0 0 0 0 
2 1 0 0 0 1 0 0 0 0 0 
5 0 1 0 0 0 1 0 0 0 1 
10 1 1 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 f o ~ 1 1 1 
7 0 0 0 0 0 0 ! 1 0 1 1 
8 0 0 0 0 0 0 I 1 1 0 1 9 0 0 0 0 0 0 ! 1 1 1 0 
Werden d i e I n d i v i d u e n der Gruppe auf d i e s e Weise umgrup-
p i e r t , läßt s i c h unschwer erkennen, daß d i e I n d i v i d u e n 
m^  ,m^  und m^  sowie m4,m7/mg und m^ j e w e i l s e i n e e x k l u s i v e 
C l i q u e b i l d e n . 
C l i q u e n können a l s T e i l m a t r i z e n mit ausschließlich p o s i t i -
ven Elementen außerhalb der Hauptdiagonalen d a r g e s t e l l t 
werden oder a l s T e i l m a t r i z e n mit hohen " D i c h t i g k e i t e n " der 
p o s i t i v e n Elemente, f a l l s d i e K r i t e r i e n der C l i q u e n i c h t 
so r e s t r i k t i v f e s t g e l e g t werden (RAPOPORT, 1980, S. 209). 
Bet r a c h t e n w i r nun d i e R e l a t i o n 
"kann mit ... kommunizieren". 
Dann bedeutet a ^ = 1, daß e i n e N a c h r i c h t d i r e k t an m^  
übermitteln kann, a n d e r e n f a l l s i s t a ^ = 0 . In d e r a r t i g e n 
"Kommunikationsmatrizen" g i b t es neben der d i r e k t e n N a c h r i c h 
tenübermittlung auch d i e Möglichkeit, von zwei oder mehr-
s t u f i g e n Kommunikationen. Diese können auf e i n f a c h e Weise 
aus den Potenzen A der Kommunikationsmatrix e r m i t t e l t wer-
2 (2) 
den. B e z e i c h n e t man z.B. d i e Elemente von A mit a.;.. , so 
f o l g t aus der M a t r i z e n m u l t i p l i k a t i o n 
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(2) " a. . = I a., a, . , ID k = 1 l k k}' 
(2) 
daß a^/j nur dann p o s i t i v i s t , wenn für mindestens e i n k 
g i l t : a i k • a^.. = 1, d.h. a^ = a^.. = 1. B e i der An a l y s e 
e i n e s Kommunikationsnetzes weiß man i n einem s o l c h e n F a l l , 
daß m. über (mindestens) e i n Z w i s c h e n g l i e d m i t m. kommuni-(r) ^ z i e r e n kann. A l l g e m e i n bedeutet a^ > 0, daß mindestens 
e i n "Weg" von ITK nach m_. un t e r den Kommunikationswegen der 
Länge (r-1) e x i s t i e r t . 
Kann rtK überhaupt mit m^  kommunizieren, so muß d i e s entweder 
d i r e k t geschehen oder über höchstens (n-2) Z w i s c h e n g l i e d e r , 
da d i e Menge M außer nu und m_. nur noch (n-2) M i t g l i e d e r 
enthält. Demnach enthält d i e Summe der M a t r i z e n 
A + A 2 + . . . + A n ~ 1 
d i e vollständige I n f o r m a t i o n darüber, wer m i t wem im Kommu-
n i k a t i o n s n e t z M kommunizieren kann. 
Weiterführende L i t e r a t u r : 
B i s h i r , Drewes (1970), Gantmacher (1970), G r a y b i l l (1969), 
Green, C a r r o l l (1976), Hadley (1961), H o r s t (1963), Jänich 
(1979), Kochendörffer (1967), S e a r l e (1966), Zurmühl (1964). 
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In A b s c h n i t t 2.2 h a t t e n wir e i n B e i s p i e l für zwei l i n e a r e 
Gleichungen mit zwei Unbekannten d i s k u t i e r t , nämlich 
(6.1) 3x,| + 7x 2 
2x- - x~ 
19 
7 
wobei h i e r d i e beiden Unbekannten mit x^ und x 2 a n s t a t t 
mit x und y b e z e i c h n e t werden. 
A l l g e m e i n nennt man n l i n e a r e Gleichungen 
a 1 1 x 1 + a 1 2 x 2 + ••• + a 1 m x m " b1 
a 2 1 x 1 + a 2 2 x 2 + ••• + a2m xm = b 2 
a n 1 x 1 + a n 2 x 2 + + a x = b nm m n 
e i n l i n e a r e s Gleichungssystem von n Gleichungen m i t 
(in) m Unbekannten. 
B i l d e t man d i e (nxm)-Matrix A und d i e Vektoren x und b 
gemäß 
a11 a12**' a1m 
a21 a 2 2 " , a 2 m 
'V V 
X2 b2 
X 
, b = 
b 
n. 
so läßt s i c h das l i n e a r e Gleichungssystem i n der übersicht-
l i c h e n Kurzform 
(6.2) A x = b 
(nxm)(mx1) (nx1) 
s c h r e i b e n . A heißt K o e f f i z i e n t e n m a t r i x , und e i n V e k t o r 
x €R m, der d i e G l e i c h u n g Ax = b erfüllt, heißt Lösung 
(Lösungsvektor) des l i n e a r e n Gleichungssystems. 
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Das B e i s p i e l (6.1) l a u t e t i n M a t r i z e n s c h r e i b w e i s e (6.2): 
" x1" - '19 
7 
X b 
Nach A b s c h n i t t 2.2 i s t 
4 
x = 
1 
e i n e Lösung d i e s e s l i n e a r e n Gleichungssystems. 
Ganz a l l g e m e i n s t e l l t s i c h b e i einem l i n e a r e n G l e i c h u n g s -
system Ax = b d i e Frage, ob es überhaupt lösbar i s t - z.B. 
e x i s t i e r t für das Gleichungssystem 
x1 + X2 
x1 + X2 
1 
0 
kei n e Lösung, da d i e Summe von zwei Zahlen n i c h t g l e i c h -
z e i t i g 1 und 0 s e i n kann - und wenn es lösbar i s t , wie-
v i e l e Lösungen es g i b t und wie s i e konkret bestimmt werden. 
H i e r -zeigt s i c h nun, daß der entscheidende Grund für d i e 
Verwendung von M a t r i z e n und Vektoren b e i der Behandlung 
von l i n e a r e n Gleichungssystemen n i c h t so sehr i n dem daraus 
s i c h ergebenden V o r t e i l der übersichtlicheren o p t i s c h e n 
D a r s t e l l u n g l i e g t , sondern d a r i n , daß man mit H i l f e des 
Ranges der K o e f f i z i e n t e n m a t r i x A bzw. der e r w e i t e r t e n Ma-
t r i x [A,b] e i n f a c h e K r i t e r i e n für d i e Lösbarkeit l i n e a r e r 
Gleichungssysteme angeben kann, wie im folgenden ausführ-
l i c h erörtert werden w i r d . 
E i n l i n e a r e s Gleichungssystem Ax = b heißt homogen, 
f a l l s b = 0 i s t , und inhomogen, f a l l s b * 0 i s t . 
Ax = b i s t a l s o genau dann inhomogen, wenn mindestens e i n e 
der Komponenten b i (i=1,2,...,n) von b u n g l e i c h N u l l i s t . 
Zum B e i s p i e l i s t 
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2x^ + x 2 = 5 
x. - 3x 0 = 0 i z 
e i n inhomogenes l i n e a r e s G l e i c h u n g s s y s t e m , während das 
Gleichungssystem 
-x,| + 2 x 2 ~ X 3 = 0 
x 2 + x 3 = 0 
homogen i s t . 
Wir w o l l e n nun s c h r i t t w e i s e vorgehen und zunächst d i e Lös-
b a r k e i t homogener l i n e a r e r Gleichungssysteme untersuchen 
und darauf aufbauend d i e a l l g e m e i n e Lösung inhomogener G l e i -
chungssysteme d i s k u t i e r e n . 
6.1 Allgemeine Lösung eines homogenen linearen 
Gleichungssystems und deren konkrete Berechnung 
Gegeben s e i e i n homogenes l i n e a r e s G l eichungssystem 
(6.3) Ax = 0 
mit n Gleichungen und m Umbekannten. 
Wie man l e i c h t e i n s i e h t , i s t x = 0 e i n e Lösung des G l e i -
chungssystems (6.3), da t r i v i a l e r w e i s e AO = 0 i s t . Man nennt 
desh a l b x = 0 d i e t r i v i a l e Lösung des homogenen G l e i c h u n g s -
systems . 
Uns i n t e r e s s i e r t nun, ob es auch n i c h t t r i v i a l e Lösungen, 
d.h. e i n oder mehrere x * 0 g i b t , welche d i e G l e i c h u n g 
Ax = 0 erfüllen. 
Diese Frage läßt s i c h anhand f o l g e n d e r Regel e i n f a c h e n t -
s c h e i d e n : 
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(6.4) S a t z 
E i n homogenes l i n e a r e s G l e i c h u n g s s y s t e m Ax = 0 mit 
n G l e i c h u n g e n und m Unbekannten b e s i t z t genau dann 
n i c h t t r i v i a l e Lösungen, wenn 
rg(A) < m 
is±. 
Daraus e r g i b t s i c h : 
(6.5) S a t z 
I s t b e i einem homogenen l i n e a r e n G l e i c h u n g s s y s t e m 
Ax = 0 
rg(A) = m, 
so b e s i t z t es nur d i e t r i v i a l e Lösung x = 0. 
In diesem Zusammenhang s e i kurz daran e r i n n e r t , daß 
rg(A) < min {n,m} i s t , der F a l l rg(A) > m a l s o niemals 
e i n t r e t e n kann. 
Betrachten wir nun als Beispiel das folgende homogene lineare 
Gleichungssystem Ax= 0 mit drei Gleichungen und fünf Unbekann-
ten: 
(6.6) 
+ 2x 4 + = 0 
l + 2 X 2 + X 3 x 4 - 4x 5 
x 2 + x 3 + 3x 4 3 x 5 = 0 
Es i s t n = 3, 5 und 
1 -1 0 2 l " [ x i ] 0 
1 2 1 1 -4 , x = 
X2 
X 3 , 0 = 0 
0 1 1 3 -3. X4 
X 5 
0 
Den Rang der Koeffizientenmatrix A bestimmen wir mit Hilfe der ele-
mentaren Zeilenumformungen, vgl. dazu (5.26)-(5.28): 
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-1 -1 0 2 1 
A 1 2 1 1 -4 
0 1 3 -3 
l 1 -2 -1 
l 2 1 1 -4 
0 1 3 -3 
1 1 -2 -1 
v 0 1 1 3 -3 
0 1 1 3 -3 
1 1 0 -2 -1 
B 0 1 ; l 3 -3 
0 0 ! o 0 0 
Man erhält a l s o gemäß (5.29): 
rg(A) = rg(ß) = 2 . 
Daraus e r g i b t s i c h wegen m = 5: 
rg(A) < m, 
so daß wir aufgrund von Regel (6.4) 
schließen können, daß das homogene 
l i n e a r e Gleichungssystem (6.6) n i c h t -
t r i v i a l e Lösungen b e s i t z t . 
Dies e r g i b t s i c h auch a l l g e m e i n aus f o l g e n d e r Regel, d i e 
e i n e Konsequenz von (6.4) i s t : 
E i n homogenes l i n e a r e s G l e i c h u n g s s y s t e m Ax = 0 mit 
weniger Gleichungen a l s Unbekannten (n<m) b e s i t z t 
s t e t s n i c h t t r i v i a l e Lösungen. 
Genau d i e s i s t b e i dem aus 3 Gleich u n g e n und 5 Unbekannten 
bestehenden Gleichungssystem (6.6) erfüllt. Eine w e i t e r e 
F o l g e r u n g aus (6.4) e r g i b t s i c h für den F a l l , daß d i e An-
z a h l der Gleichungen g l e i c h der Anzahl der Unbekannten i s t : 
(6.7) Satz 
E i n homogenes l i n e a r e s G l e i c h u n g s s y s t e m Ax = 0 mit 
n Gleichungen und n Unbekannten b e s i t z t genau dann 
n i c h t t r i v i a l e Lösungen, wenn s e i n e ( n x n ) - K o e f f i z i -
e n t e n m a t r i x singulär i s t . D i e s i s t genau dann der 
F a l l , wenn 
IAI = 0 
i s t . 
D iese Bedingung s p i e l t i n der T h e o r i e der Eigenwerte, d i e 
im folg e n d e n K a p i t e l 7 kurz g e s t r e i f t w i r d , e i n e ent-
scheidende R o l l e . 
Nach (6.7) b e s i t z t zum B e i s p i e l das Gleichungssystem 
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x1 + x2 " x 3 = 0 
x 1 + 2x 3 = 0 
3x^ + x 2 + x^ = O 
nur d i e t r i v i a l e Lösung x = 0, da d i e K o e f f i z i e n t e n m a t r i x 
A = 
1 1 -1 
1 0 2 
3 1 1 
wegen rg(A) = 3 regulär, und somit IAI * 0 i s t . 
Zusammenfassend i s t a l s o f e s t z u h a l t e n , daß e i n homoge-
nes l i n e a r e s G l e i c h u n g s s y s t e m Ax = 0 nur für rg(A) < m 
n i c h t t r i v i a l e Lösung b e s i t z t . Dies i s t im F a l l e n < m 
(weniger Gleichungen a l s Unbekannte) nach o b i g e r Regel 
ohne konkrete Rangbestimmung s o f o r t e n t s c h e i d b a r . 
Wir w o l l e n nun im e i n z e l n e n d a r l e g e n , wie man n i c h t t r i v i -
a l e Lösungen von homogenen l i n e a r e n Gleichungssystemen kon-
k r e t bestimmen kann. 
Gegeben s e i a l s o e i n homogenes l i n e a r e s G l e i c h u n g s s y s t e m 
Ax = 0 mit n Gleichungen und m Unbekannten, für das 
rg(A) < m erfüllt s e i . Wir s e t z e n nun rg(A) = r und 
d = m-r. Dann g i l t folgende Formel: 
(6.8) Satz 
S i n d x^ ^ , x ^ , . . . ,x ^  d l i n e a r unabhängige Lösungs-
vektoren des Gleichungssystems Ax = 0 
(d.h. A x ( 1 ) = O, A x ( 2 ) = 0,...,Ax ( d ) = 0 ) , so l a u t e t 
x* = Ö 1 x ( 1 ) + a 2 * ( 2 ) +...+ a d x ( d ) (et 1 ,a 2 ,. . . , a d £ R) 
d i e allgemeine Lösung des homogenen l i n e a r e n G l e i c h u n g s -
systems Ax = 0. 
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Bemerkung; 
O f f e n s i c h t l i c h kennt man dann d i e a l l g e m e i n e Lösung von 
Ax = O, wenn man d i e d l i n e a r unabhängigen Lösungsvektoren 
x ( 1 ) ^ x ( 2 ) ^  ^  ^ ^ ( d ) g e f u n ä e n h a t . Dazu b r i n g t man b e i der 
konkreten Berechnungsvorgehensweise d i e K o e f f i z i e n t e n m a -
t r i x A durch elementare Zeilenumformungen auf d i e S t u f e n -
m a t r i x B, e r m i t t e l t d a b e i gemäß (5.29) rg(A)=r und macht 
den Ansatz: 
(6.9) x 
x1 
" (2) " 
X1 
x2 
(2) x 2 
x' ( 1 ) 
. x<2> = x' ( 2 ) x r x r 
1 0 
0 1 
0 0 
k1 
,(d) 
K ( d ) r 
0 
0 
Die j e w e i l s e r s t e n r Komponenten der d l i n e a r unabhängigen 
Lösungsvektoren x^ 1 ^ , x ^ ,. . . , x ^ s i n d unbekannt. Man e r -
hält s i e durch Lösen der d homogenen Gleichungssysteme 
(6.10) B x ( 1 ) = O, B x ( 2 ) = 0,...,Bx ( d ) = 0. 
D i e s e homogenen l i n e a r e n Gleichungssysteme s i n d durch suk-
z e s s i v e s E i n s e t z e n d i r e k t lösbar, da es s i c h um S t u f e n -
systeme h a n d e l t ( d ie K o e f f i z i e n t e n m a t r i x B i s t ei n e S t u f e n -
m a t r i x ) . 
Da jede Lösung von Ax = 0 auch e i n e Lösung von Bx = 0 und 
umgekehrt i s t , erhält man m i t (6.9), (6.10) und (6.8) auf 
konkretem Wege d i e a l l g e m e i n e Lösung des homogenen l i n e -
aren Gleichungssystems Ax = 0. 
Aus (6.8) f o l g t i n s b e s o n d e r e : 
Wenn e i n homogenes l i n e a r e s G l e i c hungssystem Ax = 0 
n i c h t t r i v i a l e Lösungen b e s i t z t , dann s i n d es unend-
l i c h v i e l e . 
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G r e i f e n w i r nochmals B e i s p i e l (6.6) a u f: 
x l + 2 x 2 
+ 2x 4 + x 5 
+ x. - 4x,_ 
O 
0 
* 2 + X 3 + 3 X 4 3 x 5 = 0 
Wir h a t t e n d o r t b e r e i t s r g (A) = rg(B) = 2 < 5 = m mit 
1 1 0 - 2 - 1 
0 1 1 3 - 3 
0 0 0 0 0. 
er r e c h n e t und demgemäß mit H i l f e von Satz (6.4) f e s t g e s t e l l t , das d i e -
ses homogene l i n e a r e Gleichungssystem n i c h t t r i v i a l e Lösungen b e s i t z t . 
Aus rg(A) = 2 e r g i b t s i c h d = 5 - 2 = 3 , so daß w i r gemäß (6.9) f o l -
genden Ansatz machen: 
(1) 
" x ( 1 ) " " x ( 2 ) " x l X l 
x ( 1 ) x ( 2 ) - (2) X 2 , Ä — X 2 
1 0 
0 1 
0 0 
.(3) 
0 
0 
L 1 
und d i e 3 Stufensysteme 
B x ( 1 ) = 0 , B x ( 2 ) = 0 , B x ( 3 ) - o 
lösen. Aus 
1 1 0 - 2 -1 
0 1 1 3 - 3 
0 0 0 0 0 
(1) 
K l 
*2 
1 
0 
0 
(1) M (1) 
X l + X 2 
erhält man d i e Gleichungen 
x* 1' + 1 - 0 
so daß s i c h x* 1* = 1, -1 und damit x (1) e r g i b t . 
Analog erhält man aus 
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1 1 0 - 2 - 1 
0 1 1 3 - 3 
0 0 0 0 0 
(2) 
X l 
(2) 
*2 
0 
1 
o 
d i e Gleichungen 
< ( 2 ) + x ( 2 ) *1 2 
« ( 2 ) 
- 2 = 0 
+ 3 
so daß s i c h x (2) 1 = 5, 
(2) 
K2 = -3 und damit x 
(2) e r g i b t . 
Schließlich l i e f e r t 
0 -2 -1 
1 3 -3 
0 0 0 
so daß man x (3) 1 
(3) 
K l 
(3) 
*2 
0 
0 
1 
-2 
(3) 
d i e Gleichungen 
(3) = 3 und damit x (3) 
(3) 
(3) 
1 = 0 
- 3 = 0 
erhält. 
A l s o l a u t e t nach (6.8) d i e allgemeine Lösung: 
l" 5' '-2 
* -1 -3 3 
1 + a 2 0 + a 3 0 = 0 1 0 
0. 0 1_ 
\a2 
3ou 
2a 3 
3a, 
( 0 ^ , 0 ^ , 0 ^ € CR) 
Dem Leser w i r d empfohlen, durch E i n s e t z e n von x i n das Gleichungs-
system (6.6) d i e R i c h t i g k e i t der Losung zu überprüfen. 
Abschließend s e i noch auf f o l g e n d e s hingewiesen: 
Für d i e Umwandlung der K o e f f i z i e n t e n m a t r i x A e i n e s homoge-
nen l i n e a r e n G leichungssystems Ax = 0 i n e i n e S t u f e n m a t r i x 
B braucht man l e d i g l i c h elementare Zeilenumformungen durch-
zuführen . 
V e r t a u s c h t man dennoch zwei S p a l t e n von A m i t e i n a n d e r , 
z.B. d i e i - t e mit der j - t e n S p a l t e , so e n t s p r i c h t das 
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e i n e r Vertauschung der V a r i a b l e n x^ und x j . Im Schlußer-
g e b n i s , d.h. b e i den Lösungsvektoren, muß d i e s e V e r t a u -
schung wieder rückgängig gemacht werden. 
6.2 Allgemeine Lösung eines inhomogenen linearen 
Gleichungssystems und deren konkrete Berechnung 
Gegeben s e i e i n inhomogenes l i n e a r e s G l e i c h u n g s s y s t e m 
Ax = b 
mit n Gleichungen und m Unbekannten. 
Wie w i r b e r e i t s am B e i s p i e l 
x^ + x 2 = 0 
gesehen h a t t e n , braucht e i n inhomogenes l i n e a r e s G l e i c h u n g s -
system n i c h t lösbar zu s e i n , während e i n homogenes l i n e -
ares Gleichungssystem i n jedem F a l l e i n e Lösung b e s i t z t , 
und s e i es nur d i e t r i v i a l e Lösung x = 0. 
Es g i b t nun e i n e e i n f a c h e Bedingung, mit der man e n t s c h e i -
den kann, ob e i n inhomogenes l i n e a r e s G l e i c h u n g s s y s t e m 
Ax = b lösbar i s t oder n i c h t . 
Dazu b i l d e t man d i e um den Vektor b e r w e i t e r t e M a t r i x A: 
a11 a12 a1m b1 
a2m b2 
[A,b] 
an1 an2 
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Dann g i l t folgende R e g e l : 
(6.11; Satz 
E i n inhomogenes l i n e a r e s G l e i c h u n g s s y s t e m Ax = b 
i s t genau dann lösbar, wenn 
rg(A) = rg(A,b) 
i s t . 
B e trachten w i r nochmals das inhomogene l i n e a r e G l e i c h u n g s -
system 
x1 + x 2 
x1 + x 2 
1 
0 
Es i s t 
"1 r "1" "1 1 [ 1" 
1 1 , b = 0 , CA,b] = 1 1 j 0. 
und man erhält mit elementaren Zeilenumformungen 
A 
i 
1 ! 1 
0 \ 0 
[A,b] 
rg(A)=rg(B)=1 und 
A 
1 1 
1 1 
1 
0 
[B,c] 0 ! 0 1-1 
B c 
rg(A,b)=rg(B,c)=2. 
Damit i s t rg(A) * r g ( A , b ) , das heißt, das o b i g e inhomogene 
Gleichungssystem b e s i t z t nach Regel (6.11) k e i n e Lösung. 
Wir wollen nun d i e a l l g e m e i n e Lösung e i n e s (lösbaren) i n -
homogenen l i n e a r e n G l e i chungssystems angeben und d i e kon-
k r e t e Berechnungsmethode zur E r m i t t l u n g der Lösungen e r -
örtern . 
Gegeben s e i e i n inhomoqenes l i n e a r e s G l e i c h u n g s s y s t e m 
Ax = b, für das rg(A) = rg(A,b) erfüllt i s t . 
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Dann g i l t f o l g e n d e Formel: 
I s t x^°^ e i n e s p e z i e l l e Lösung des inhomogenen l i n e -
aren G leichungssystems Ax = b (d.h. Ax^°^ = b) und 
i s t x d i e a l l g e m e i n e Lösung des dazugehörigen homo-
genen l i n e a r e n Gleichungssystems Ax = 0 (d.h. Ax = 0 ) , 
dann l a u t e t 
(6.12) x = x ( o ) + x* 
d i e a l l g e m e i n e Lösung des inhomogenen l i n e a r e n G l e i -
chungssystems Ax = b. 
Die a l l g e m e i n e Lösung e i n e s inhomogenen l i n e a r e n G l e i c h u n g s -
systems e r g i b t s i c h a l s o a l s Summe e i n e r s p e z i e l l e n Lösung 
des inhomogenen l i n e a r e n G l e ichungssystems und der a l l g e -
meinen Lösung des dazugehörigen homogenen l i n e a r e n G l e i c h u n g s 
systems. 
Bemerkung: 
B e i der p r a k t i s c h e n Berechnungsvorgehensweise b r i n g t man 
d i e M a t r i x [A/b] durch elementare Zeilenumformungen auf 
d i e G e s t a l t [ B , c ] , wobei B e i n e S t u f e n m a t r i x i s t , und s t e l l t 
f e s t , ob d i e Bedingung rg(A) = r g ( A , b ) , d.h. rg(B) = rg(B,c) 
erfüllt i s t . Dies i s t genau dann der F a l l , wenn i n j e d e r 
N u l l z e i l e von B auch d i e entsprechende Komponente von c 
N u l l i s t . Setzen w i r wiederum rg(A) = rg(B) = r , dann i s t 
damit folgendes gemeint: 
A b B c 
3 1 2 - Im " b u b 1 2 . • • b l r , r+1 b l , r + 2 ' • • b l m c l 
a. 21 a ; 12 ' Im 1 32 0 b 2 2 * • • b 2 r b 2 t r+1 b 2 r r+2 * •• b2m C 2 
e l e - ; ; \ : 
ment. 0 0 . . .b r r 
b 
r , r + 1 b r ,r+2* 
. .b 
rm 
c 
r 
Z e i -
l e n -
um-
0 
0 
0 . 
0 . 
. 0 
. 0 
0 
0 
0 
o 
. 0 
. 0 
c r + l 
C r + 2 
f orm . l l 
. a n l a 0 . n2 
. a 
nm 
b 
n _ 
0 o . . 0 0 0 . 0 c 
n 
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Es i s t rg(A) = rg(A,b) genau dann, wenn rg(B) 
und d i e s t r i f f t genau dann zu, wenn 
= r g ( B , c ) , 
-r+1 "r+2 
i s t . 
Im F a l l e der Lösbarkeit gemäß (6.11) macht man den Ansatz: 
(6.13) 
,(o) 
k1 
4°> 
0 
0 
um e i n e s p e z i e l l e Lösung des Gleicfmngssystems Bx = c zu 
e r h a l t e n . 
Die e r s t e n r Komponenten des Vektors x ^ s i n d unbekannt. 
Man erhält s i e durch Lösen des inhomogenen Gleichungssystems 
(6.14) Bx ( o> - c 
Dieses Gleichungssystem i s t durch s u k z e s s i v e s E i n s e t z e n d i -
r e k t lösbar, da es s i c h um ei n e Stufensystem h a n d e l t . 
Die allgemeine Lösung x des homogenen Gleichungssystems 
Ax = 0 erhält man wie i n Bemerkung zu (6.8) erörtert. 
Da jede Lösung des Gleichungssystems Ax = b auch e i n e Lö-
sung des Gleichungssystems Bx = c und umgekehrt i s t , e r -
hält man mit (6.13), (6.14) und (6.8) d i e a l l g e m e i n e Lösung 
(6.12) des inhomogenen l i n e a r e n Gleichungssystems Ax = b. 
Man nennt d i e i n den Bemerkungen zu (6.8) und (6.12) dar-
g e s t e l l t e Lösungsmethode das Gaußsche E l i m i n a t i o n s v e r f a h r e n . 
6. Kapitel: Lineare Gleichungssysteme 177 
B e t r a c h t e n wir a l s B e i s p i e l das folgende inhomogene l i n e a r e Gleichungs-
system : 
(6.15) x 1 + 2x 2 + x 3 + x 4 - 4x 5 = -5 
x„ + x_ + 3x. - 3x c = -2 2 3 4 5 
Es i s t n = 3, m = 5 und 
'-1 - l 0 2 r 3' "-1 - l 0 2 1 3 
A = 1 2 1 1 -4 , b = -5 , [A,b] = 1 2 1 1 -4 -5 
0 1 1 3 -3 -2 0 1 1 3 -3 -2 
Elementare Zeilenumformungen ergeben: 
A b 
[B,c] 
-1 -1 0 2 1 3 Es i s t 
1 2 1 1 -4 -5 
0 1 1 3 -3 -2 rg(A) = rg(A,b) = 2, 
1 1 -2 -1 -3 da gemäß Bemerkung zu (6.12) c^ = o, 
1 2 1 1 -4 -5 und damit 
0 1 1 3 -3 -2 
rg(B) = rg(B,c) = 2 
1 1 -2 -1 -3 
0 1 1 3 -3 -2 i s t . 
0 1 1 3 -3 -2 A l s o i s t das inhomogene l i n e a r e G l e i 
1 1 0 -2 -1 -3 chungssystem (6.15) nach Regel (6.11 
0 1 1 3 -3 -2 lösbar. 
Wir machen nun gemäß (6.13) den 
0 0 0 0 0 0 Ansatz: 
B 
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Lösen des Stufensystems Bx (o) 
( o f 
1 1 0 -2 - f X l -3 
0 1 1 3 -3 x ( 0 ) 2 = -2 
0 0 0 0 0 0 0 
O 
0 
(o) (o) 
(o) 
K2 
= -3 
= -2 
e r g i b t d i e beiden Gleichungen 
(o) (o) woraus x^ = -1, x^ -2 f o l g t , so daß man 
(o) a l s s p e z i e l l e Lösung des inhomogenen G l e i -
chungssystems (6.15) erhält. 
Die allgemeine Losung des zu (6.15) gehörigen homogenen l i n e a r e n G l e i -
chungssystems h a t t e n wir b e r e i t s ausgerechnet und 
3a 2 + 3a 3 
( a 1 , a 2 , a 3 £ tR) 
e r h a l t e n . 
Damit l a u t e t gemäß (6.12) d i e allgemeine Lösung des inhomogenen l i n e -
aren Gleichungssystems (6.15) wie f o l g t : 
(o) 
' - f ' o j + 3 a 2 - 3 a 3 
-2 -ctj - 3 a 2 + 3 a 3 
0 + 
a l 
0 a2 
0 °3 
(a 1 ,a2,a3 € IR) 
Wie man s i e h t , b e s i t z t das inhomogene Gleichungssystem (6.15) unend-
l i c h v i e l e Lösungen. 
W i r w o l l e n j e t z t e i n e R e g e l a n g e b e n , wann e i n lösbares i n -
homogenes l i n e a r e s G l e i c h u n g s s y s t e m g e n a u e i n e Lösung b e -
s i t z t , a l s o e i n d e u t i g lösbar i s t . 
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(6.16) Satz 
Ein. inhomogenes l i n e a r e s Gleichungssystem Ax = b mit 
n G l e i c h u n g e n und m Unbekannten i s t genau dann eindeu-
tier lösbar, wenn 
rg ( A ) = rg (A,b) = m 
i s t , d.h. wenn A v o l l e n S p a l t e n r a n g b e s i t z t . 
F o l g l i c h h a t Ax = b wegen (6.5) genau e i n e Lösung, wenn das 
zugehörige homogene l i n e a r e Gleichungssystem Ax = 0 nur d i e 
t r i v i a l e Lösung x = 0 b e s i t z t . 
Wenn e i n inhomogenes l i n e a r e s Gleichungssystem zwar lösbar, 
aber n i c h t e i n d e u t i g lösbar i s t , dann b e s i t z t es u n e n d l i c h 
v i e l e Lösungen: 
E i n inhomogenes l i n e a r e s Gleichungssystem Ax = b mit 
n G l e i c h u n g e n und m Unbekannten, für das 
rg ( A ) = rg(A,b) < m 
g i l t , b e s i t z t u n e n d l i c h v i e l e Lösungen. 
Daraus e r g i b t s i c h a l s Fol g e r u n g : 
I s t d i e Anzahl der Gleichungen k l e i n e r a l s di e Anzahl 
der Unbekannten (n < m), so b e s i t z t Ax = b u n e n d l i c h 
v i e l e Lösungen. 
Deshalb h a t t e n w i r auch im B e i s p i e l (6.15), b e i dem 3 G l e i -
chungen mit 5 Unbekannten gegeben waren, u n e n d l i c h v i e l e 
Lösungen e r h a l t e n . 
Das i n Bemerkung zu (6.12) d a r g e s t e l l t e Gaußsche E l i m i n a -
t i o n s v e r f a h r e n läßt s i c h natürlich auch anwenden, wenn e i n 
inhomogenes l i n e a r e s G leichungssystem n i c h t u n e n d l i c h v i e -
l e , sondern genau e i n e Lösung b e s i t z t . 
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Dazu betrachten wir das folgende inhomogene l i n e a r e Gleichungssystem 
mit 3 Gleichungen und 2 Unbekannten: 
(6.17) ~ X1 " 2 X 2 
X l + 3 X 2 
1 
0 
-1 
Es i s t n = 3 , m = 2 und 
1 r 
A = -1 -2 , x 
1 3 
b = 
Elementare Zeilenumformungen ergeben: 
A b 
Wegen 1 1 J 1 
[A,b] -1 -2 ! 0 
1 3.-1 
1 1 1 
0 - 1 1 
1 3-1 
1 1 ; 1 
r 0 -1 1 
0 2 - 2 
1 1 1 
[B,c] 0 - 1 1 
O 0 0 
B c 
rg(B) = rg(B,c) = 2 i s t 
rg(A) = rg(A.b) = 2 = m. 
Damit i s t das inhomogene Gleichungssystem 
(6.17) nach (6.16) e i n d e u t i g lösbar. Wir 
machen gemäß (6.13) den Ansatz: 
.(o)' 
(o) (o) 1 
(o) 
«2 
und lösen B* 
Aus 
" l l " x ( 0 ) " 
0 -1 
X l 
x ( 0 ) 0 0. . X2 
e r h a l t e n wir d i e Gleichungen: 
(o) ^ (o) 
<1 + x2 
(o) 
= 1 
= 1 
so daß s i c h x|°^ = 2, x^ 0^ = -1 und damit 
(o) a l s e i n d e u t i g e Lösung des inhomogenen l i n e a r e n G l e i -
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chungssystems (6.17) e r g i b t (das dazugehörige homogene l i n e a r e G l e i -* 
chungs system b e s i t z t wegen (6.5) nur d i e t r i v i a l e Lösung x = 0 ) . 
Aus (6.16) erhält man noch e i n e F o l g e r u n g für den F a l l , daß 
n Gl e i c h u n g e n und n Unbekannte v o r l i e g e n : 
(6.18) Satz 
E i n inhomogenes l i n e a r e s Gleichungssystem Ax = b mit 
n Gleich u n g e n und n Unbekannten i s t genau dann eindeu-
t i g lösbar, wenn A regulär, d.h. wenn 
I A I * 0 
i s t . 
In diesem F a l l i s t A i n v e r t i e r b a r , und man erhält d i e e i n -
d e u t i g bestimmte Lösung von Ax = b auch auf folgendem Wege: 
M u l t i p l i z i e r t man d i e G l e i c h u n g Ax = b von l i n k s mit der 
Inversen A ^ der K o e f f i z i e n t e n m a t r i x A, so e r g i b t s i c h 
A" 1Ax = A" 1b, 
und daraus f o l g t wegen A 1A = 1^ a l s e i n d e u t i g bestimmte 
Lösung: 
(6.19) x = A"'b 
S e i a l s B e i s p i e l das folgende inhomogene l i n e a r e Gleichungssystem von 
3 Gleichungen mit 3 Unbekannten 
x l + x2 ~ x 3 = 3 
x 1 + 2x 3 = -3 
3 x l + x2 + X 3 = 1 
gegeben. 
Es i s t n=m=3, und 
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A = 
1 -1 
X l 3' 
0 2 , x = X 2 , b = - 3 
1 1 . . 1 . 
Im B e i s p i e l zu (5.18) wurde b e r e i t s a l s Inverse 
errechnet. 
Damit e r g i b t s i c h nach (6.19) a l s e i n d e u t i g bestimmte Lösung d i e s e s inhomo-
genen l i n e a r e n Gleichungssystems: 
"-1 -1 1 
x = A *b = 5 2 2 
3 
2 
1 1 1 2 2. 
3 
-3 
1 
O 
-2 
Natürlich führt d i e dem Leser zur K o n t r o l l e überlassene Anwendung des 
Gaußschen E l i m i n a t i o n s v e r f a h r e n s zu demselben E r g e b n i s : 
1 1 - 1 1 3 
1 0 2;-3 
.3 1 1 ; 1 _ 
A b 
element. 
Zeilenumf. 
1 1 -1 ; 3 
O 1 -3 I 6 
O O -2 ! 4 
B c 
l i e f e r t 
(o) 
x 
(o) 
2 
(o) 
2 3x^ = 6, woraus x 
- 2 x ' o ) - 4 
1 
o 
-2 
f o l g t . 
Abschließend b e t r a c h t e n w i r noch e i n e Anwendungsmöglich-
k e i t der Methoden d i e s e s K a p i t e l s im Rahmen des m u l t i p l e n 
l i n e a r e n R e q r e s s i o n s m o d e l l s . Die m u l t i p l e Regressionsana-
l y s e i s t e i n e s der w i c h t i g s t e n V e r f a h r e n der S o z i a l f o r -
schung. S i e i s t sowohl für d i e b e s c h r e i b e n d e a l s auch für 
d i e i n f e r e n t i e l l e A n a l y s e von grundlegender Bedeutung. In 
den meisten Anwendungssituationen s o l l mit H i l f e der mul-
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t i p l e n R e g r e s s i o n s a n a l y s e e i n e K r i t e r i u m s v a r i a b l e (abhän-
gige V a r i a b l e ) Y durch ei n e Reihe von Prädiktorvariablen 
(unabhängige V a r i a b l e n ) , . . . v o r h e r g e s a g t werden. 
Das M o d e l l der m u l t i p l e n R e g r e s s i o n geht für e i n e S t i c h -
probe von n Beobachtungen der K r i t e r i u m s - und Prädiktor-
v a r i a b l e n von dem folgenden s t o c h a s t i s c h e n Ansatz aus: 
y± = 6 o + B i x n + ß 2 x i 2 + - - - + ß k x i k + v 1 = 1 n -
s i n d d a b e i R e a l i s i e r u n g e n von n i c h t beobachtbaren Feh-
l e r v a r i a b l e n bzw. Störgrößen. Die n R e g r e s s i o n s g l e i c h u n g e n 
können i n M a t r i x n o t a t i o n wie f o l g t i n Kurzform g e s c h r i e b e n 
werden 
(6.20) y = X3 + e, 
wobei y der n-dimensionale V e k t o r der Beobachtungen der ab-
hängigen V a r i a b l e n i s t , X d i e (n*(k+1»-Matrix der Meßwerte 
der unabhängigen V a r i a b l e n , 3 der (k+1)-dimensionale P a r a -
metervektor und e der n-dimensionale zufällige V e k t o r der 
Störgrößen. 
Zur Schätzung der unbekannten Parameter 3 , 3 ß v w i r d 
o i K 
d i e "Methode der k l e i n s t e n Quadrate" verwendet. Dabei be-
t r a c h t e t man d i e D i f f e r e n z e n zwischen den beobachteten Wer-
ten y. und den Line a r k o m b i n a t i o n e n 3 +3 -x.„+...+3 nx.. 
l o 1 i1 k l k 
und m i n i m i e r t d i e Quadratsumme 
(6.21) R = J^y. - ( ß 0 + ß 1 x l 1 + . . . + ß k x i k ) ] 2 
i n Abhängigkeit von 3 Q , 3-j ,. . . , 3^.. In M a t r i z e n s c h r e i b w e i s e 
erhält man für d i e obige Quadratsumme 
R = ( y - X 3 ) ' ( y - X 3 ) . 
Die Berechnung der p a r t i e l l e n A b l e i t u n g e n -|ir- (j=0,1 , . . . ,k) 
und M u l l s e t z e n d i e s e r p a r t i e l l e n Ableitungen- 1 l i e f e r t d i e 
sog. "Normalgleichungen" 
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n n n 
ß n+£ o i I x . 1 + 1=1 = 
n n 2 n n 
. . +t k^.^ i1 i k 
n n n 2 n 
°i=1 l k 
I. I X . . X . . + . , 
1. = 1 i k i1 
> . +f 
i=1 1 K 1 
In M a t r i z e n s c h r e i b w e i s e ergeben s i c h d i e Normalgleichungen 
i n e i n f a c h e r Weise zu: 
(6.23) X ' X ß = X'y 
(Man überzeuge s i c h durch Nachrechnen von der Identität 
von (6.22) und (6.23)). 
Faßt man d i e M a t r i x X ' X a l s K o e f f i z i e n t e n m a t r i x A der Unbe-
kannten ß Qf ß-j * • • • * 3^ auf und den V e k t o r X'y a l s Vektor b, 
so e r g i b t s i c h e i n inhomogenes l i n e a r e s Gleichungssystem 
der Form (6.2) . 
In der R e g r e s s i o n s a n a l y s e w i r d nun v o r a u s g e s e t z t , daß d i e 
M a t r i x X der Werte der unabhängigen V a r i a b l e n den Rang 
k+1, a l s o v o l l e n S p a l t e n r a n g , b e s i t z t . Gemäß Bemerkung zu 
(5.24) b e s i t z t dann d i e q u a d r a t i s c h e M a t r i x X ' X den maxi-
malen Rang k+1 und i s t somit i n v e r t i e r b a r . A l s o l i e g t für 
das inhomogene l i n e a r e System (6.23) der Normalgleichungen 
d i e S i t u a t i o n (6.18) vor und nach (6.19) erhält man d i e 
e i n d e u t i g bestimmte Lösung 
(6.24) ß = ( X ' X ) ~ V y . 
Die aus (6.24) e r m i t t e l t e n j ^ , ^ , . . . , ^ s i n d d i e " K l e i n s t -
Quadrate-Schätzungen" der unbekannten R e g r e s s i o n s k o e f f i z i e n t e n . 
In den beiden folgenden Übersichten geben wir noch e i n e 
schematische Zusammenfassung a l l e r l o g i s c h möglichen Lö-
s u n g s s i t u a t i o n e n homogener und inhomogener l i n e a r e r G l e i -
chungssysteme. Dabei w i r d der B e g r i f f Gaußsches E l i m i n a -
t i o n s v e r f a h r e n durch d i e Bezeichnung GE abgekürzt. 
Weiterführende L i t e r a t u r : s i e h e Kap. 5. 
n < m 
rg (A) < m 
rg (A) < m ; I AI = O 
Ax = O b e s i t z t 
u n e n d l i c h v i e l e 
Lösungen 
Bestimmung 
* 
von x nach GE 
Ax = O b e s i t z t 
u n e n d l i c h v i e l e 
Lösungen 
Bestimmung 
* 
von x nach GE 
rg(A) = m ; IAJ * 0 
Ax = 0 b e s i t z t nur 
d i e t r i v i a l e Lösung 
x = 0 
rg (A ) < m rg (A) = m 
Ax = O b e s i t z t 
u n e n d l i c h v i e l e 
Lösungen 
Bestimmung 
* 
von x nach GE 
Ax = 0 b e s i t z t 
nur d i e t r i v i -
a l e Lösung x = 0 I 
1 
A x = b 
rg (A) < m 
Ax = b b e s i t z t 
u n endlich v i e -
l e Lösungen 
Bestimmung 
(o) * von x=x fx 
nach GE 
rg(A) = = r g ( A ,b) 
rg (A) < m ; | AI = O 
Ax = b b e s i t z t 
u n endlich v i e -
l e Lösungen 
Bestimmung 
(o) 
von x=x +x 
nach GE 
rg (A)=m ; i A| * o 
Ax = b b e s i t z t 
genau eine 
Lösung 
Bestimmung 
(o) 
von x =x 
nach GE 
x = A b 
A x = b b e s i t z t 
keine Lösung 
rg ( A ) < m 
Ax = b b e s i t z t 
u n e n d l i c h v i e -
l e Lösungen 
Bestimmung 
(o) 
von x=x + 
nach GE 
rg ( A ) = m; 1 A 'A | * 0 
Ax = b b e s i t z t 
genau eine 
Lösung 
Bestimmung 
(o) 
von x =x 
nach GE 
x=(A 'A )~ A'b 
7. Kapitel: Eigenwerte, Eigenvektoren, 
Diagonalisierung symmetrischer Matrizen 
und Anwendungen in der Faktorenanalyse 
Gegeben s e i e i n e q u a d r a t i s c h e M a t r i x A der Ordnung (nxn). 
G i b t es e i n e n V e k t o r x und e i n e Zahl A, so daß d i e G l e i -
chung 
(7.1) Ax = Ax 
erfüllt i s t , dann heißt A Eigenwert von A und x der da-
zugehörige E i g e n v e k t o r von A . Dabei schließt man t r i v i -
a l e Lösungen von (7.1), nämlich x = 0 und A b e l i e b i g 
aus. 
Formt man (7.1) um, so erhält man: 
(7.2) (A - A I n ) x = 0 
(7.2) s t e l l t b e i gegebenem A e i n homogenes l i n e a r e s G l e i -
chungssystem i n x dar und heißt c h a r a k t e r i s t i s c h e G l e i c h u n g 
der M a t r i x A• 
Aus Satz (6.7) f o l g t , daß (7.2) genau dann eine n i c h t t r i v i -
a l e Lösung x * 0 b e s i t z t , wenn 
|A " A I J = 0 
i s t . 
]A - \I I i s t e i n Polvnom i n A vom Grade n und heißt 
' n' 
c h a r a k t e r i s t i s c h e s Polynom, das zur Abkürzung mit P R ( ^ ) 
bezeichnet w i r d . 
Betrach-en w i r a l s B e i s p i e l d i e ( 2 X 2 ) - M a t r i x 
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Dann l a u t e t das zu A gehörige c h a r a k t e r i s t i s c h e Polynom: 
P 2(X) I A - X I 2 I '8 l' '1 0' 8-A 7 - A — 1 2 0 1 1 2-A 
(8-A) (2-A) - 7 = A - 10A + 9. 
Die N u l l s t e l l e n \^ von p n ( M s i n d d i e gesuchten Eigenwerte 
von A. Da jedes Polynom n-ten Grades n N u l l s t e l l e n b e s i t z t , 
g i b t es zu A genau n, n i c h t notwendig v e r s c h i e d e n e , E i g e n -
werte A^. Die zu A^ gehörigen Eigenvektoren von A s i n d 
dann d i e Lösungen der homogenen l i n e a r e n Gleichungssysteme 
(7.3) (A - * i l n ) x = 0 
wobei e i n b e l i e b i g e s V i e l f a c h e s (außer dem N u l l f a c h e n ) 
e i n e s zu A^ gehörigen E i g e n v e k t o r s e b e n f a l l s e i n zu A^ ge-
höriger E i g e n v e k t o r i s t . 
Fährt man i n obigem B e i s p i e l f o r t , so erhält man durch Be-
stimmen der N u l l s t e l l e n von P 2 ( A ) , a l s o durch Lösen der 
G l e i c h u n g 
A 2 - 10A + 9 = 0 
d i e beiden Eigenwerte A ^  = 9 und A = 1. 
Die zu A^ und A 2 gehörigen Eigenvektoren von A erhält man 
gemäß (7.3) wie f o l g t : 
Zu A 1 = 9: 
Aus (A - 9 I 2 ) x = 0 e r g i b t s i c h : 
-x.j + 7x 2 = 0 
x1 " 7x 2 = 0 
und damit x = [ ^ ] • A l l e Vektoren der Form ot ^ j , a * 0, 
s i n d dann d i e Eigenvektoren zum Eigenwert A^ = 9 . 
Zu A 0 = 1: 
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| Aus (A - = 0 e r < ? i k t s i c h : 
7x 1 + 7x 2 = O 
x1 + x2 = 0 
und damit x = [ \ ] • -Alle Vektoren der Form !jj , a * 0 7 
s i n d dann d i e E i g e n v e k t o r e n zum Eigenwert A ^  = 1 . 
Ganz a l l g e m e i n nennt man d i e Aufgabe, d i e Eigenwerte 
und E i g e n v e k t o r e n e i n e r M a t r i x A der Ordnung (nxn) zu 
bestimmen, auch Eigenwertproblem. 
Es s e i erwähnt, daß d i e Eigenwerte keineswegs r e e l l zu 
s e i n brauchen. Z.B. b e s i t z t d i e M a t r i x 
A = 
0 -1 
1 0. 
keine r e e l l e n Eigenwerte, da das dazugehörige c h a r a k t e r i -
2 
s t i s c h e Polynom P 9(A) = A + 1 b e k a n n t l i c h keine r e e l l e n 
z 2 N u l l s t e l l e n b e s i t z t , d.h. d i e G l e i c h u n g A + 1 = 0 i s t 
für k e i n A£R erfüllt. 
Für d i e Eigenwerte A^ e i n e r (nxn)-Matrix A g e l t e n f o l g e n -
de für s t a t i s t i s c h e Anwendungen nützliche E i g e n s c h a f t e n : 
n n 
(7.4) sp ( A ) : = I a i ± = I A ± (sp(A) heißt Spur 
der M a t r i x A) 
n 
(7.5) IAI = TT A. 
i = 1 
(7.6) rg(A) i s t g l e i c h der Anzahl der von N u l l v e r s c h i e -
denen Eigenwerte von A 
(7.7) I s t A e i n Eigenwert e i n e r regulären M a t r i x A , 
1 -1 dann i s t j e i n Eigenwert von A 
(7.8) I s t C e i n e reguläre M a t r i x , dann b e s i t z e n A und 
B = C AC d i e s e l b e n Eigenwerte 
(7.9) Die Eigenwerte e i n e r D i a g o n a l m a t r i x D = diag(d^) 
s i n d gerade d i e Hauptdiagonalelemente d^ 
(i=1,...,n) 
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Aus (7.5) i s t u n m i t t e l b a r e r s i c h t l i c h , daß e i n e q u a d r a t i -
sche M a t r i x A genau dann regulär i s t , wenn a l l e i h r e Eigen-
werte u n g l e i c h n u l l s i n d . Abschließend s e i f e s t g e h a l t e n , 
daß d i e Eigenwerte e i n e r q u a d r a t i s c h e n M a t r i x A n i c h t a l l e 
v e r s c h i e d e n zu s e i n brauchen. B e i s p i e l s w e i s e b e s i t z t d i e 
M a t r i x 
A = 
zwei g l e i c h e Eigenwerte, nämlich A^ = X^ = 5. 
S i n d a l l g e m e i n u n t e r den Eigenwerten A ^ , A ^ / • • • / ^ n e i n e r 
(nxn)-Matrix A k (k£n) verschiedene Eigenwerte A. und 
kommt A^ (i=1,...,k) genau r ^ mal vor, wobei natürlich 
k 
I r, = n g i l t , so heißt A^ r ^ f a c h e r Eigenwert oder Eigen-
wert der V i e l f a c h h e i t r,^ von A . 
B e i dem eben erwähnten B e i s p i e l i s t A = 5 2 - f a c h e r E i g e n -
wert oder Eigenwert der V i e l f a c h h e i t 2 von A . 
Die für unsere Zwecke w i c h t i g e n Aussagen für symmetrische 
M a t r i z e n , d i e im folgenden A b s c h n i t t erörtert werden, g e l -
ten aber auch für den F a l l , daß n i c h t a l l e Eigenwerte v e r -
s c h i e d e n s i n d . 
Symmetrische M a t r i z e n s p i e l e n im Rahmen der m u l t i v a r i a t e n 
s t a t i s t i s c h e n A n a l y s e e i n e herausragende R o l l e . Insbeson-
dere i s t d i e E i g e n w e r t t h e o r i e b e i symmetrischen M a t r i z e n 
besonders e i n f a c h und b i e t e t deshalb e i n nützliches H i l f s -
m i t t e l b e i t y p i s c h e n P r o b l e m s t e l l u n g e n wie etwa Minimie-
rung oder Maximierung q u a d r a t i s c h e r Formen, Schätzung von 
Parametern, e t c . 
Im f o l g e n d e n werden d i e w i c h t i g s t e n Aussagen über E i g e n -
werte und E i g e n v e k t o r e n e i n e r symmetrischen (n^n)-Matrix A 
zusammengestellt: 
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(7.10) A l l e Eigenwerte von A s i n d r e e l l . 
(7.11) Die zu ve r s c h i e d e n e n Eigenwerten gehörenden 
E i g e n v e k t o r e n s i n d paarweise o r t h o g o n a l . F a l l s 
d i e Eigenwerte A<j,A2,...,A n i c h t a l l e v e r -
s c h i e d e n s i n d , g i b t es zu X^,A 2 ,.../X^ minde-
s t e n s e i n Set von n paarweise orthogonalen 
E i g e n v e k t o r e n ,x 2,...,x n. 
(7.12) Zu A g i b t es e i n e orthogonale M a t r i x P, so daß 
P'AP = A bzw. A = PAP' (7.13) 
i s t . Dabei i s t A e i n e D i a g o n a l m a t r i x , deren 
Hauptdiagonalelemente gerade d i e Eigenwerte 
X -J / X 2 , •••/A von A s i n d . Die S p a l t e n v e k t o r e n 
von P bestehen aus paarweise orthonormalen 
E i g e n v e k t o r e n von A . 
Man nennt (7.12) D i a g o n a l i s i e r u n g e i n e r symmetrischen 
M a t r i x A oder o r t h o g o n a l e T r a n s f o r m a t i o n e i n e r symme-
t r i s c h e n M a t r i x A auf Di a g o n a l g e s t a l t . 
A l s ' B e i s p i e l wählen w i r d i e symmetrische M a t r i x 
S e t z t man 'ni "' 1 
und X 2 = -7 und nach (7.3) d i e dazugehörigen wegen (7.11) 
orthogonalen E i g e n v e k t o r e n 
und x 0 = 
Die entsprechenden orthonormalen E i g e n v e k t o r e n berechnet 
man wie f o l g t : 
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und a l s orthogonale M a t r i x P erhält man 
P = t x 1 , x2 ^ = 
1 
vT? 
'3 -
2 
-2" 
3. • 
Daraus e r g i b t s i c h 
1 3 2 "2 6 ' 1 3 -2" ' 6 O" 
-2 3 6 -3 V^3 2 3 0 - 7 
P' * A p = A 
Die i n ( 7 . 1 2 ) b e s c h r i e b e n e Diagonalisierungsmöglichkeit 
symmetrischer M a t r i z e n i s t für v i e l e Anwendungen i n den 
S o z i a l w i s s e n s c h a f t e n von grundlegender Bedeutung. S i e b i l -
d et b e i s p i e l s w e i s e d i e B a s i s für d i e im Rahmen der Haupt-
komponenten- und Faktorenanalyse durchzuführende Haupt-
a c h s e n r o t a t i o n . 
Den Ausgangspunkt der Analyse b i l d e t d i e S t i c h p r o b e n - K o r -
r e l a t i o n s m a t r i x R. Man v e r g l e i c h e dazu d i e Ausführungen 
am Ende von A b s c h n i t t 5 . 2 . 
Nach ( 5 . 1 1 ) g i l t : 
( 7 . 1 4 ) R = AA' 
und d i e F a k t o r l a d u n g s m a t r i x A i s t zu e r m i t t e l n . Dazu wer-
den d i e i n diesem A b s c h n i t t e n t w i c k e l t e n V e r f a h r e n der 
E i g e n w e r t t h e o r i e verwendet. 
Da d i e K o r r e l a t i o n s m a t r i x R symmetrisch i s t , e x i s t i e r t 
nach ( 7 . 1 3 ) e i n e o r t hogonale M a t r i x P mit 
( 7 . 1 5 ) R = P A P ' , 
wobei A eine D i a g o n a l m a t r i x i s t , deren Hauptdiagonalelemen-
t e gerade d i e Eigenwerte ^ , \ ^ , . . . , A ^ von R s i n d . Aus ( 7 . 1 5 ) 
erhält man: 
1 1 1 1 
( 7 . 1 6 ) R = P A 2 A ^ P ' = (PA 2 ) ( P A 2 ) 1 . 
M i t A = PA 2 i s t a l s o e i n e Lösung der G l e i c h u n g ( 7 . 1 4 ) e r -
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f m i t t e l t . S e t z t man d i e s e s Ergebnis i n das Grundmodell der 
i. 
| Hauptkomponentanalyse 
( 7 . 1 7 ) Z = F A ' 
e i n , l a s s e n s i c h dann d i e Faktorenwerte gemäß 
( 7 . 1 8 ) F = Z P A 2 
berechnen. 
Das M o d e l l der Hauptkomponentenanalyse - etwa i n den Ma-
t r i x f o r m ( 7 . 1 7 ) bzw. (5 . 1 0 ) i s t n i c h t e i n d e u t i g , denn den 
nm Meßwerten s t e h t e i n e w e s e n t l i c h größere Zahl unbekann-
t e r Parameter, d i e Faktorladungen und Faktorwerte, gegen-
über. Es l i e g t e i n sog. " I d e n t i f i k a t i o n s p r o b l e m " v o r . Man 
erhält mit e i n e r o r t hogonalen (kxk)-Matrix T eine zu ( 7 . 1 7 ) 
äquivalente D a r s t e l l u n g (wegen TT' = l ) : 
Z = F T T ' A * 
bzw. 
( 7 . 1 9 ) z = F * A * ' 
mit A * = A T und p * = p y . 
Die M a t r i z e n F * und A * erfüllen g l e i c h f a l l s sämtliche Vor-
aussetzungen des Hauptkomponenten-Modells. Man nennt d i e s e 
I n d e t e r m i n i e r t h e i t von F bzw. A das Rotationspro b lem der 
Hauptkomponenten- bzw. F a k t o r e n a n a l y s e . Es e x i s t i e r e n e i n e 
Reihe von Vorschlägen, z.B. d i e Varimax-, Equimax oder 
Quartimax-Rotation, für d i e Wahl der M a t r i x T , so daß d i e 
F a k t o r l a d u n g s m a t r i x e i n e möglichst e i n f a c h e und i n h a l t l i c h 
gut i n t e r p r e t i e r b a r e G e s t a l t erhält ( R o t a t i o n zur " E i n f a c h -
s t r u k t u r " ) . S e t z t man n i c h t voraus, daß d i e Fak t o r e n o r t h o -
gonal s e i n s o l l e n , kann T e i n e b e l i e b i g e nichtsinguläre 
M a t r i x s e i n ( " s c h i e f w i n k l i g e " oder " o b l i q u e " R o t a t i o n ) . Für 
D e t a i l s v e r g l e i c h e man d i e einschlägige L i t e r a t u r , z.B. 
HARMAN ( 1 9 7 6 ) , REVENSTORF ( 1 9 7 6 ) oder ÜBERLA ( 1 9 7 1 ) . 
E i n weiteres Problem e r g i b t s i c h aus der Frage, w i e v i e l e 
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Faktoren " e x t r a h i e r t " werden s o l l e n . Zur übersichtlichen 
I n t e r p r e t a t i o n möchte man d i e Anzahl der Faktoren möglichst 
g e r i n g h a l t e n . Ihre Obergrenze i s t durch den Rang der 
Ma t r i x R f e s t g e l e g t . Eine Möglichkeit b e s t e h t d a r i n , d i e 
Eigenwerte von R der Größe nach zu ordnen und nur d i e j e n i -
gen Faktoren zu e x t r a h i e r e n , deren zugehörige Eigenwerte 
"groß genug" s i n d . In der P r a x i s wurden eine Reihe von Ab-
b r u c h k r i t e r i e n für d i e F a k t o r e n e x t r a k t i o n v o r g e s c h l a g e n . 
Für D e t a i l s v e r g l e i c h e man wieder d i e einschlägige L i t e r a -
t u r . 
B e i der Faktorenanalyse nach dem Modell mehrerer gemeinsa-
mer Faktoren wird angenommen, daß s i c h d i e V a r i a t i o n e i n e s 
Merkmals aus einem A n t e i l zusammensetzt, der auf d i e Wir-
kung von einem oder mehrerer Faktoren zurückgeht (gemein-
same Varia n z ) und einem we i t e r e n A n t e i l , der s p e z i f i s c h e 
E i g e n a r t e n des Merkmals b e i n h a l t e t ( s p e z i f i s c h e V a r i a n z ) . 
Für d i e beobachteten ( s t a n d a r d i s i e r t e n ) Meßwerte w i r d 
angenommen, daß s i e s i c h aus dem a d d i t i v e n Zusammenwirken 
der gemeinsamen Faktoren und e i n e s für das j e w e i l i g e Merk-
mal s p e z i f i s c h e n F a k t o r s ergeben, daß a l s o 
k 
z..= £ a. , f . , + d . s . iD 1 = 1 j l i l 3 3 
g i l t . Dabei s i n d s ^ . - . / S d i e nur j e w e i l s e i n e e i n z e l n e 
V a r i a b l e b e e i n f l u s s e n d e n s p e z i f i s c h e n F a ktoren. Wie beim 
Hauptkomponenten-Modell läßt s i c h auch h i e r wieder e i n e 
zu (7.14) analoge Beziehung a b l e i t e n , nämlich 
R = A A ' + D D , 
wobei D e i n e (mxm)-Diagonalmatrix i s t , deren Hauptdiago-
nalelemente d i e A n t e i l e d^,...,d s i n d . Für d i e Hauptdia-
gonalelemente von R erhält man 
1 = r . . = a z , +. . .+ a z, + d z . 
33 3^ Dk D 
Der von den gemeinsamen Faktoren herrührende V a r i a n z a n t e i l 
u 2 2 ^ , 2 h. = 8 j 1 a j k 
nennt man Kommunalität des j - t e n Merkmals. 
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B i l d e t man d i e r e d u z i e r t e K o r r e l a t i o n s m a t r i x 
R h = R - D D , 
erhäl- man i n A n a l o g i e zu ( 7 . 1 4 ) : 
R h = A A ' . 
Die w e i t e r e n S c h r i t t e e r f o l g e n dann wie beim Hauptkomponen-
t e n - M o d e l l . A l l e r d i n g s stehen j e t z t i n der Hauptdiagonalen 
von d i e Kommunalitäten, d i e unbekannt s i n d und e r s t ge-
e i g n e t geschätzt werden müssen (Kommunalitätenproblern). 
Im f o l g e n d e n werden d i e e i n z e l n e n S c h r i t t e beim Modell der 
Hauptkomponenten- bzw. F a k t o r e n a n a l y s e nochmals zusammen-
gefaßt. 
( 1 ) Aus der Datenmatrix X b i l d e t man durch S t a n d a r d i s i e -
rung und gemäß der Beziehung 
d i e K o r r e l a t i o n s m a t r i x R. 
( 2 ) G e g e b e n e n f a l l s w i r d aus R und den geschätzten Kommu-
2 nalitäten h. d i e r e d u z i e r t e K o r r e l a t i o n s m a t r i x R, ge-ll h 
b i l d e t . 
(3) Die (der Größe nach geordneten) Eigenwerte von R bzw. 
R^ und d i e zugehörigen normierten Eigenwerte werden 
s u k z e s s i v e berechnet. M i t einem A b b r u c h k r i t e r i u m w i r d 
d i e Anzahl r der zu e x t r a h i e r e n d e n Faktoren f e s t g e l e g t . 
Diese s i n d , möglicherweise nach Durchführung e i n e r Ro-
t a t i o n zur E i n f a c h s t r u k t u r , geeignet zu i n t e r p r e t i e r e n . 
( 4 ) Gegebenenfalls s i n d d i e Faktorenwerte gemäß ( 7 . 1 8 ) aus-
zurechnen. Die r S p a l t e n der F a k t o r l a d u n g s m a t r i x A s i n d 
durch d i e r Eigenvektoren a ^ , . . . , a gegeben. 
Abschließend s e i noch darauf hingewiesen, daß noch e i n e 
Reihe w e i t e r e r Lösungsmöglichkeiten e x i s t i e r e n , d i e der 
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S p e z i a l l i t e r a t u r zu entnehmen s i n d . Obwohl Computerprogram-
me zur numerischen Lösung von Figenwertproblemen l e i c h t v e r -
fügbar s i n d , i s t wegen der h i e r nur i n Kürze angesprochenen 
Probleme (z.B. Kommunalitätenproblem, R o t a t i o n s p r o b l e m , ge-
eig n e t e s A b b r u c h k r i t e r i u m b e i der F a k t o r e n e x t r a k t i o n , unsach-
gemäße I n t e r p r e t a t i o n f a k t o r e n a n a l y t i s c h e r R e s u l t a t e , e t c . ) 
b e i der Anwendung f a k t o r e n a n a l y t i s c h e r Methoden e i n i g e Vor-
s i c h t geboten. 
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