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Abstract
We characterize those linear optimization problems that are ill-posed in the sense that arbitrarily small
perturbations of the problem’s data may yield both, solvable and unsolvable problems. Thus, the ill-posedness
is identified with the boundary of the set of solvable problems. The associated concept of well-posedness
turns out to be equivalent to different stability criteria traced out from the literature of linear programming.
Our results, established for linear problems with arbitrarily many constraints, also provide a new insight for
the ill-posedness in ordinary and conic linear programming. They are formulated in terms of suitable subsets
of Rn and Rn+1 (n is the number of unknowns) which only depend on the problem coefficients.
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1. Introduction
The stability of optimization models is considered a crucial property by most scientists (see,
for instance, [22]). In particular, the analysis of ill-posedness and distance to ill-posedness is
a paradigmatic subject in mathematical programming. Generically it may be considered that a
problem is ill-posed when arbitrarily small perturbations of the coefficients (data) yield different
kinds of problems, namely, consistent/inconsistent, bounded/unbounded, solvable/unsolvable,
etc. This idea leads to define the ill-posed problems as those belonging to the common boundary
of each of these pairs of sets.
In this paper our focus is a generalization of the linear programming model allowing for
infinitely many constraints (linear semi-infinite programming problem), and our goal is to char-
acterize the ill-posedness with respect to the solvability (and the boundedness) in terms of the
problem’s data. This goal represents essentially a step forward with respect to the most relevant
contributions in the field of quantitative stability theory. In fact, [11,14–16], etc., deal with the
ill-posedness relative to the primal/dual consistency/inconsistency (ill-posedness in the sense of
Renegar [16]) for conic linear systems. In [5] the ill-posedness with respect to the consistency
in linear semi-infinite programming is studied, and the influence of the distance to ill-posedness
on the numerical complexity of certain algorithms is conveniently emphasized. In this sense, the
results obtained here are new (to the authors knowledge) for finite inequality constrained linear
programming (LP) problems. Also, the stability of LP programs in standard form is obtained as a
particular case of the model in Section 4. Moreover some known results relative to the consistency
of conic linear systems in [14] and [18] are easily derived in our framework.
In the next paragraphs we present the model and some basic notation. We consider a linear
optimization problem, in Rn, in the form
π : Inf c′x
s.t. a′t x  bt , t ∈ T , (1)
where c, x, at ∈ Rn, bt ∈ R, and y′ denotes the transpose of y ∈ Rn. In our approach, the index set,
T , of the constraint system of π , σ = {a′t x  bt , t ∈ T }, is an arbitrary non-empty set (possibly
infinite), and then the results of this paper hold, as a particular case, in ordinary linear program-
ming. When T is infinite the problem π = (c, σ ) will be a linear semi-infinite programming
(LSIP) problem. The feasible set of π is denoted by F , its optimal value by v, and its optimal set
by F op. We adopt the convention v = +∞ ⇔ F = ∅.
The parameter space of all the linear optimization problems (1), whose constraint systems have
the same index set T , is denoted by. So, can be identified withRn × (Rn+1)T. When different
problems are considered in, they and their associated elements will be distinguished by means
of sub(super)scripts. So, if π1 also belongs to, we write π1 = (c1, σ1) and σ1 := {(a1t )′x  b1t ,
t ∈ T }, and its feasible set, optimal value and optimal set are accordingly denoted by F1, v1 and
F
op
1 , respectively.
c will denote the subset of formed by all the consistent problems (π ∈ c ⇔ σ is consistent
⇔ F /= ∅), whilei := \c represents the subset of all the inconsistent problems.b denotes
the subset of the bounded problems, i.e. those problems with finite optimal value (v finite). Finally,
we denote bys the subset of the solvable problems, i.e. those problems with non-empty optimal
set (F op /= ∅). Obviously, s ⊂ b ⊂ c.
If we consider two arbitrary norms in Rn and Rn+1, denoted in the same way by ‖ · ‖, we can
introduce the extended distance δ : ×→ [0,+∞] given by
δ(π1, π) := max{‖c1 − c‖, d(σ1, σ )}, (2)
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where
d(σ1, σ ) := sup
t∈T
∥∥∥∥∥
(
a1t
b1t
)
−
(
at
bt
)∥∥∥∥∥ .
This extended distance endowswith the topology of the uniform convergence of the coefficient
vectors [12, Chapter 10].
Given π ∈  and ˜ ⊂ , we will write, as usual,
δ(π, ˜) := inf {δ(π, π˜), π˜ ∈ ˜} ∈ [0,+∞].
If X is a subset of the parametric space or of any other topological space, int(X), cl(X), and
bd(X) denote the interior set, the closure, and the boundary of X, respectively. By ext(X) we
represent the exterior of X; i.e., the complement of cl(X).
In [1] three notions of stability in linear programming are studied. Extending their scope to
LSIP, these notions are defined as follows:
Definition 1. Given π ∈  we define:
S1) π is stably solvable if π ∈ int(s);
S2) π is stable with respect to the optimal value function if π is stably solvable and the optimal
value function v : → R ∪ {±∞} is continuous at π .
S3) π is stable with respect to the optimal set if π is stably solvable and the optimal set mapping
Fop : ⇒Rn, assigning to each problem its optimal set, is upper semicontinuous in the sense of
Hausdorff at π ; i.e. for each ε > 0 there exists δ > 0 such that
δ(π, π1) < δ ⇒Fop(π1) ⊂ {x ∈ Rn : d(x,Fop(π)) < ε}.
(Here d(x,Fop(π)) = infz∈Fop(π) ‖x − z‖.)
Following [2], in [20] it is shown that these three stability concepts are equivalent for ordinary
linear programming. In fact, the concepts S2 and S3 were introduced in [9] and [10], and their
equivalence was established there. In this paper (Proposition 2) we prove that this equivalence
is still valid for the LSIP. Observe that if int(s) = no problem in  will be stably solvable.
Nevertheless, and according to Proposition 1 ((vii) and (viii)), int(s) /= if and only if |T |  n.
In [4] a general framework including different notions of well-posedness in LSIP is developed.
Some of these notions are also closely related to the condition π ∈ int(s). Our Theorem 1
shows that the set of solvable problems and the set of bounded ones have the same closure, the
same interior and, therefore, the same boundary. This fact justifies the choice of this boundary
bd(s)(= bd(b)) as a concept of ill-posedness for linear optimization problems.
The main objective of this paper consists of characterizing the ill-posedness set bd(s),
whereas in a forthcoming paper [6] we shall give some measures of the distance to the ill-
posedness, δ(π, bd(s)). With this aim we introduce the sets
Z+ := conv({at , t ∈ T ; c}) and Z− := conv({at , t ∈ T ;−c}),
where conv(X) denotes the convex hull of X, which become key tools in our approach. To
characterize the property “π ∈ bd(s)” we distinguish two cases, π ∈ int(c) and π ∈ bd(c).
In the first one the set Z− allows us to characterize completely the ill-posed problems. In fact,
a partition of the subset int(c) is provided in terms of the relative position between the vec-
tor 0n and the set Z− (see Theorem 2). In the second case, π ∈ bd(c), the characterization
comes partially in terms of the set Z+ (see Theorem 3). By means of Theorems 4 and 5 the
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ill-posedness of problems with {bt , t ∈ T } bounded, which includes the case of ordinary linear
programming, is completely characterized in terms of the problem’s data. In the latter case the
property “π ∈ bd(s)”, formulated in the infinite-dimensional space , will be characterized
via suitable subsets of Rn and Rn+1. Section 4 provides a LSIP approach to the consistency ill-
posedness of a dual pair of conic linear programs, which turns out to be a particular case of our
model. The main results in [14] are easily derived by applying our theory. The paper finishes with
some comments about the distance to the ill-posedness with respect to the solvability, which will
have a strong influence in the complexity of algorithms to solve the underlying problem.
2. Preliminaries
This section gives account of the necessary notation as well as the basic definitions, results, and
tools that will be used later on. Given /= X ⊂ Rk , k ∈ N, by cone(X), span(X), and aff(X),
we denote the conical convex hull of X, the linear hull of X, and the affine hull of X, respectively.
It is assumed that cone(X) always contains the zero-vector 0k and, so, cone() = {0k}. Also, we
denote by Xo the dual cone of X, which is given by
Xo := {y ∈ Rk|y′x  0 for all x ∈ X}.
If X is a set in the Euclidean space, rint(X) represents the relative interior of X which is
defined as the interior set in the topology relative to aff(X).
Given a non-empty closed convex set X ⊂ Rk and a point z /∈ X, it is said that ẑ ∈ X is
a best approximation of z in X (with respect to the norm ‖.‖) if d(z,X) = ‖z − ẑ‖, where
d(z,X) := inf{‖z − x‖ : x ∈ X}. For the Euclidean norm ‖.‖2 it is well-known that the best
approximation of z in X, ẑ, is unique and satisfies
(̂z − z)′x  (̂z − z)′ ẑ, for all x ∈ X. (3)
If  ⊂ R, we introduce the set
X := {λx : λ ∈  and x ∈ X}.
If we consider any norm in Rk , ‖.‖, the open unit ball for this norm will be represented by B.
Also, if we denote by ‖.‖∗ the dual norm of ‖.‖, that is,
‖u‖∗ := max{u′z|‖z‖  1},
the open unit ball for the dual norm will be represented by B∗.
Given a sequence {µr}, limr µr should be interpreted as limr→+∞ µr , while µr ↓ µ will
represent that limr µr = µ and {µr} is decreasing for all r greater or equal than certain r0 ∈ N.
Aside Z+ and Z− we introduce different sets involving the coefficient vectors of π = (c, σ ),
which are also relevant in our analysis (remember that T /=):
• A := conv({at , t ∈ T }),
• C := conv
({(
at
bt
)
, t ∈ T
})
,
• H := C + R+
(
0n
−1
)
,
• M := cone({at , t ∈ T }) = R+A,
• N := cone
({(
at
bt
)
, t ∈ T
})
= R+C, and
• K := N + R+
(
0n
−1
)
= R+H ,
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where R+ := [0,+∞[, and R+
(
0n
−1
)
≡ R+
{(
0n
−1
)}
.
We call H the hypographical set, whereas M is called the first moment cone, N is the second
moment cone, and K is the characteristic cone associated with π = (c, σ ).
If π = (c, σ ) ∈ c, with feasible set F , we say that a′x  b is a consequence of σ if this
inequality is satisfied at each point of F ; i.e., a′z  b for every z ∈ F .
The following proposition gathers different results spread out in the literature which will be
applied throughout the paper.
Proposition 1. Given π = (c, σ ) ∈ , the following statements hold:
(i) π ∈ c if and only if
(
0n
1
)
/∈ cl(N) (equivalently,
(
0n
1
)
/∈ cl(K)).
(ii) If π ∈ c, a′x  b is a consequence of σ if and only if(
a
b
)
∈ cl(K). (4)
(iii) If π ∈ b, then c ∈ cl(M).
(iv) If π ∈ c and c ∈ rint(M), then π ∈ s .
(v) If π ∈ c, then 0n+1 /∈ int(C).
(vi) π ∈ c and c ∈ int(M) if and only if F op is non-empty and bounded, which is equivalent
to π ∈ intc(s).
(intc(s) is the interior of s in the relative topology of c.)
(vii) If π ∈ int(c), then π ∈ int(s) if and only if c ∈ int(M).
(viii) If π ∈ c, then π ∈ int(c) if and only if 0n+1 /∈ cl(C).
(ix) If π ∈ i , then π ∈ int(i ) if and only if M = Rn.
Proof
(i) can be found in [12, Theorem 4.4], and it constitutes a kind of extended Gale theorem.
(ii) is the so-called (non-homogeneous) Farkas Lemma [21] and, as a consequence of this result,
cl(K) is called the consequent relations cone of σ .
(iii) [12, Theorem 8.1(iv)].
(iv) [12, Theorem 8.1(v)].
(v) If 0n+1 ∈ int(C), there must exist ε > 0 such that(
0n
ε
)
∈ C ⊂ N.
Thus,
(
0n
1
)
∈ N and, by (i), π ∈ i , which is a contradiction.
(vi) [3, Lemma 4.1] and [12, Theorem 8.1(vi)].
(vii) It is an immediate consequence of (vi).
(viii) [13, Theorem 3.1].
(ix) [12, Theorem 6.3]. 
If we introduce the cone R(T )+ of all the functions λ : T → R+ taking positive values only
at finitely many points of T , (4) is equivalent to the existence of sequences {λr} ⊂ R(T )+ and
{µr} ⊂ R+, such that
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(
a
b
)
= lim
r
{∑
t∈T
λrt
(
at
bt
)
+ µr
(
0n
−1
)}
,
where λr = (λrt )t∈T , r = 1, 2, . . .
Remark 1. For π ∈ c, and according to [13, Theorem 3.1], the condition 0n+1 /∈ cl(C) is
equivalent to the so-called strong Slater condition, which is satisfied by π if there exist a
positive scalar ρ and a point x¯ such that a′t x¯  bt + ρ for all t ∈ T . This condition is also
called primal superconsistency, whereas the condition c ∈ int(M) is called dual superconsis-
tency (in fact c ∈ M characterizes the consistency of the dual problem of π in Haar’s sense [12,
Chapter 2]).
In [13, Theorem 3.1] it is also proved, for π ∈ c, that 0n+1 /∈ cl(C) is equivalent to the
stability concept introduced by Robinson ([17,18]), adapted to our SIP setting.
Proposition 2. In our parametric space , the notions of stability S1, S2 and S3 introduced in
Definition 1 are equivalent.
Proof. According to Proposition 1(vi), S1 is equivalent, in our context, to the nonemptiness and
boundedness of F op. Then, Theorem 3.1 in [13] and Theorem 4.2 in [3] yield the continuity
of v at π (even more, we conclude that v is Lipschitz continuous at π ). Thus, S1 and S2 are
equivalent.
Finally, the statements (i) and (ii) in [3, Theorem 5.1] give rise to the equivalence of S1 and
S3. 
In the line of [11] (which deal with conic linear systems), bd(c) is considered as the set of ill-
posed problems with respect to the consistency, and according to [16], the distance to ill-posedness
will be δ(π, bd(c)).
The existence of infinitely many coefficient vectors whenT is infinite gives rise to a pathological
class of problems:
∞ := {π ∈ |δ(π, bd(c)) = +∞}.
The following proposition characterizes these abnormal problems:
Proposition 3 [5, Proposition 1]. Given π ∈ , one has π ∈ ∞ if and only if
(
0n
1
)
∈ NR, where
NR :=

(
a
b
)
∈ Rn+1
∣∣∣∣∣∣
(
a
b
)
= limk→∞∑t∈T λkt (atbt
)
,
(λkt )t∈T ∈ R(T )+ and limk→∞
∑
t∈T λkt = 0
 .
If T is finite, the set of coefficient vectors of every π ∈  is bounded, then NR = {0n+1}
and, therefore,∞ =. It is also obvious that NR ⊂ cl(N), and Proposition 1(i), together with
Proposition 3, entail ∞ ⊂ i . Technically, NR is nothing else but the recession cone ([19,
Section 8]) of the set cl(C). In order to analyze bd(s), we can confine our study to \∞.
The following proposition describes the position of π ∈  relatively to bd(c) in terms of the
relative position between 0n+1 and the boundary of the hypographical set, bd(H).
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Proposition 4 [5, Theorems 4, 5 and 6]. Let π ∈ \∞. Then, the following statements hold:
(i) π ∈ int(i ) ⇔ 0n+1 ∈ int(H);
(ii) π ∈ int(c) ⇔ 0n+1 ∈ ext(H);
(iii) π ∈ bd(c) ⇔ 0n+1 ∈ bd(H);
(iv) δ(π, bd(c)) = d(0n+1, bd(H)).
Statement (iv) allows us to translate the problem of measuring the distance to ill-posedness,
posed in the parameter space , into a problem of calculating a distance in Rn+1.
The following proposition is also used in the sequel.
Proposition 5 [5, Lemma 4]. Let π ∈ i\∞. Then, there exists ρ  0 such that(
0n
ρ
)
∈ cl(C).
The following technical propositions admit straightforward proofs.
Proposition 6. Let X ⊂ Rk be a non-empty set. Then one has:
(i) 0n ∈ rint(conv(X)) ⇔ 0n ∈ rint(cone(X));
(ii) z ∈ rint(cone(X)) ⇔ 0n ∈ rint(conv(X ∪ {−z})).
As an immediate consequence of (ii)
c ∈ rint(M) ⇔ 0n ∈ rint(Z−) and − c ∈ rint(M) ⇔ 0n ∈ rint(Z+).
If c = 0n, Z+ = Z− and
0n ∈ rint(Z−) ⇔ 0n ∈ rint(A) ⇔ 0n ∈ rint(M) ⇔ M = aff(A).
Proposition 7. Let S /= be an arbitrary index set and let X := {xs, s ∈ S} and Y := {ys, s ∈
S} be two subsets of Rk, such that
sups∈S ‖xs − ys‖  ε for a certain ε  0. Then one has:
(i) If ρcl(B) ⊂ cl(conv(X)) for some ρ  ε, then
(ρ − ε)cl(B) ⊂ cl(conv(Y )).
(ii) If ρcl(B) ∩ cl(conv(X)) = for some ρ  ε, then
(ρ − ε)cl(B) ∩ cl(conv(Y )) =.
Consequently, if d(0k, conv(X))  ρ  ε, then d(0k, conv(Y ))  ρ − ε.
3. Characterization of the ill-posedness
The following theorem shows that the ill-posedness with respect to solvability and boundedness
are the same.
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Theorem 1. One has the following equalities:
(i) cl(s) = cl(b);
(ii) int(s) = int(b);
(iii) bd(s) = bd(b).
Proof. (i) The inclusion cl(s) ⊂ cl(b) is evident becauses ⊂ b. In order to prove the con-
verse inclusion it is sufficient to prove thatb ⊂ cl(s). Take then π = (c, σ ) ∈ b. According
to Proposition 1(iii) we have c ∈ cl(M) = cl(rint(M)) [19, Theorem 6.3] and then, there will exist
a sequence {cr} ⊂ rint(M) converging to c. If we consider the problems πr := (cr , σ ), r ∈ N,
obviously the sequence {πr} converges to π , and πr ∈ s , for all r , by virtue of Proposition 1(iv).
Thus, π ∈ cl(s).
(ii) The inclusion int(s) ⊂ int(b) is also obvious. In order to prove the converse inclusion,
take π ∈ int(b) ⊂ int(c). Then we have c ∈ cl(M), again by Proposition 1(iii). Reasoning
by contradiction, if π /∈ int(s), Proposition 1(vii) will imply c /∈ int(M) and, necessarily, c ∈
bd(M) = bd(cl(M)) [19, Theorem 6.3]; i.e., there will exist a sequence {cr} ⊂ Rn\cl(M) con-
verging to c. Now consider, for each r ∈ N, the problem πr := (cr , σ ). We have cr /∈ cl(M) and
then πr /∈ b, for all r ∈ N, by Proposition 1(iii). The last statement constitutes a contradiction
because {πr} converges to π ∈ int(b).
(iii) is trivial from (i) and (ii). 
Next we characterize the set of ill-posed problems, bd(s), distinguishing two cases: π ∈
int(c) and π ∈ bd(c). The first case is analyzed in the following result which provides a
complete partition of int(c) via the set Z−.
Theorem 2. Given π ∈ int(c), the following statements hold:
(i) π ∈ int(s) ⇔ 0n ∈ int(Z−);
(ii) π ∈ bd(s) ⇔ 0n ∈ bd(Z−);
(iii) π ∈ ext(s) ⇔ 0n ∈ ext(Z−).
Proof. (i) is an immediate consequence of Proposition 1(vii) and Proposition 6.
(ii) We start with the condition “if”. 0n ∈ bd(Z−) entails the existence of a sequence {ur} ⊂
rint(Z−) converging to 0n. For each r ∈ N let us consider the problem πr := (cr , σr) where
cr := c + ur and σr := {(at − ur)′x  bt , t ∈ T }.
Since limr πr = π , and π ∈ int(c), then there must exist r1 ∈ N such that πr ∈ int(c) for all
r  r1. On the other hand, since ur ∈ rint(Z−), one has 0n ∈ rint(Z−r ), where
Z−r = Z− − ur = conv({at − ur, t ∈ T ;−(c + ur)})
and Proposition 6 leads us to c + ur ∈ rint(Mr), where Mr := cone({at − ur, t ∈ T }). So, by
Proposition 1(iv), we have πr ∈ s for all r  r1. Since {πr} converges to π we have π ∈ cl(s),
and since 0n /∈ int(Z−) we deduce π ∈ bd(s) by virtue of (i).
Let us prove the condition “only if”. Take then π ∈ bd(s) and suppose, reasoning by con-
tradiction, that 0n /∈ bd(Z−), which leads to 0n ∈ ext(Z−) by (i). We can strictly separate 0n and
Z−; in other words, there exists
(
u
w
)
∈ Rn+1, u /= 0n, such that u′0n < w and u′z  w for all
z ∈ Z−. In particular u′at  w for all t ∈ T , u′(−c)  w and w > 0.
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Since π ∈ bd(s), there exists a sequence {πr} ⊂ s converging to π , with πr = (cr , σr) and
σr = {(art )′x  brt , t ∈ T }, r ∈ N. Moreover, since π ∈ int(c), there exists some r1 ∈ N such
that πr ∈ int(c) for all r  r1.
On the other hand, one has
(art )
′u = (at )′u + (art − at )′u  w − ‖art − at‖‖u‖∗
and
(cr )′u = (cr − c)′u + c′u  ‖cr − c‖‖u‖∗ − w.
Since {πr} converges to π , there exists r2 ∈ N such that, for all r  r2, one has
sup
t∈T
‖art − at‖ 
w
2‖u‖∗ and ‖c
r − c‖  w
2‖u‖∗ ,
and according to this
(art )
′u  w
2
> 0 and (cr )′u  −w
2
, for all r  r2. (5)
Take r0 := max{r1, r2} and fix an arbitrary r  r0. Since πr ∈ s ⊂ b, Proposition 1(iii)
implies cr ∈ cl(Mr) and there will exist a sequence {λr,k}∞k=1 ⊂ R(T )+ such that
cr = lim
k
{∑
t∈T
λ
r,k
t a
r
t
}
.
Multiplying the last expression by u and using (5) one obtains
(cr )′u = lim
k
{∑
t∈T
λ
r,k
t (a
r
t )
′u
}
 0,
which contradicts (cr )′u  −w2 < 0 (see again (5)).
Finally, (iii) is an immediate consequence of (i) and (ii). 
Remark 2. (a) To see that the hypothesis “π ∈ int(c)” in the previous theorem is not superflu-
ous, consider the problem, in R2, given by
Inf x2
s.t. x1  0, −x1  0, x2  0,
which belongs to bd(c) ∩ bd(s). However, 02 ∈ int(Z−).
(b) Whereas in the first statement of the previous theorem the condition “0n ∈ int(Z−)” can
be replaced by “c ∈ int(M)” (see Proposition 6), in the second one, the condition “0n ∈ bd(Z−)”
cannot be changed by “c ∈ bd(M)”, as the following problem in R2 shows
Inf x2
s.t. 1
r
x1  −1, r ∈ N.
Next we characterize the ill-posed problems (those belonging to bd(s)) in bd(c). Note that
if π ∈ bd(c) only the cases π ∈ bd(s) or π ∈ ext(s) can arise.
Before stating the main results of this case, let us gather certain properties which will be used
later on.
Lemma 1. Given π ∈ , one has:
(i) If π ∈ bd(c), then 0n ∈ cl(A).
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(ii) If π ∈ bd(c) ∩i , then 0n ∈ bd(A).
(iii) If π ∈ b and 0n ∈ int(Z+), then 0n ∈ int(A).
(iv) If π ∈ c and c ∈ cl(M), then π ∈ cl(s).
Proof. (i) Suppose π ∈ bd(c), then 0n+1 ∈ cl(H) by virtue of Proposition 4(iii), and therefore
there exist sequences {λr} ⊂ R(T )+ , with
∑
t∈T λrt = 1 for all r , and {µr} ⊂ R+, such that
0n+1 = lim
r
{∑
t∈T
λrt
(
at
bt
)
+ µr
(
0n
−1
)}
.
If we consider the n first coordinates in the previous expression, we obtain 0n ∈ cl(A).
(ii) Given π ∈ bd(c) ∩i , by (i) one has 0n ∈ cl(A). If 0n ∈ int(A) then Proposition 6
ensures that M = Rn. Moreover, since π ∈ i one has π ∈ int(i ) (see Proposition 1(ix)), which
is a contradiction because π ∈ bd(c); thus 0n ∈ bd(A).
(iii) According to Proposition 1(iii), if π ∈ b, then c ∈ cl(M). By Proposition 6 we also have
−c ∈ int(M) and, by the so-called Accessibility Lemma [19, Theorem 6.1], 0n = 12c + 12 (−c) ∈
int(M). Apply again Proposition 6.
(iv) The argument is completely analogous to the proof ofb ⊂ cl(s) in Theorem 2 (i). 
The next theorem provides the characterization that we were looking for.
Theorem 3. Let π ∈ bd(c). Then π ∈ bd(s) if and only if either π ∈ cl(bd(c) ∩c) or
0n ∈ bd(Z+).
Proof. We start by establishing the condition “if”. First, let us prove that cl(bd(c) ∩c) ⊂
bd(s). Since bd(s) is closed, it will be sufficient to prove that bd(c) ∩c ⊂ bd(s). Let
π ∈ bd(c) ∩c and let x¯ ∈ F . For each p ∈ N take πp := (c, σp) where
σp :=
{(
at + 1
p
c
)′
x  bt + 1
p
c′x¯, t ∈ T
}
.
Note that σp is consistent since x¯ ∈ Fp, for all p.
Moreover, δ(πp, π) = 1p
∥∥∥∥( cc′x¯
)∥∥∥∥ −→p→∞ 0 and therefore {πp} converges to π . On the other
hand, Proposition 1(viii) ensures that 0n+1 ∈ cl(C) and then, there exists a sequence {λr} ⊂ R(T )+ ,
with
∑
t∈T λrt = 1 for all r , such that
0n+1 = lim
r
{∑
t∈T
λrt
(
at
bt
)}
.
Then we can write
1
p
(
c
c′x¯
)
= lim
r
{∑
t∈T
λrt
((
at
bt
)
+ 1
p
(
c
c′x¯
))}
∈ cl(Kp)
for each p ∈ N, and Proposition 1(ii) ensures that c′x  c′x¯ for all x ∈ Fp, which implies x¯ ∈
F
op
p , and then πp ∈ s for all p ∈ N. Therefore, π ∈ cl(s) and since π ∈ bd(c), one has
π ∈ bd(s).
Suppose now that 0n ∈ bd(Z+) and let us prove thatπ ∈ bd(s). There exists a non-zero vector
u ∈ Rn such that u′y  0 for all y ∈ Z+. For each r ∈ N consider the problem πr := (cr , σr)
where
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cr := c + 1
r
u and σr :=
{(
at + 1
r
cr
)′
x  bt , t ∈ T
}
.
It can be easily checked that {πr} converges to π .
Now let us see that 0n ∈ ext(Ar) for each r ∈ N where
Ar := conv
({
at + 1
r
cr , t ∈ T
})
.
Indeed, ifa ∈ Ar for some r , there existsλ ∈ R(T )+ , with
∑
t∈T λt = 1, such thata =
∑
t∈T λt (at +
1
r
cr ) and, in particular,
a′u =
∑
t∈T
λt
(
at + 1
r
cr
)′
u =
∑
t∈T
λta
′
t u +
1
r
c′u + 1
r2
‖u‖22.
Since u′y  0 for all y ∈ Z+, then a′t u  0 for all t ∈ T and c′u  0, and so, the previous
expression yields
a′u  1
r2
‖u‖22 > 0 for all a ∈ Ar.
Consider then the open subset in Rn given by
W :=
{
x ∈ Rn|u′x < 1
r2
‖u‖22
}
.
Obviously 0n ∈ W and W ∩ Ar =, therefore 0n ∈ ext(Ar), which implies 0n+1 ∈ ext(Hr).
Then, by virtue of Proposition 4(ii) we have πr ∈ int(c).
On the other hand, since π ∈ bd(c) we have, by Lemma 1(i), 0n ∈ cl(A), and then, there
exists a sequence {γ k} ⊂ R(T )+ , with
∑
t∈T γ kt = 1 for all k, such that 0n = limk
∑
t∈T γ kt at . This
implies
1
r
cr = lim
k
∑
t∈T
γ kt
(
at + 1
r
cr
)
,
from which we conclude that cr ∈ cl(Mr) for all r ∈ N. So, Lemma 1(iv) ensures thatπr ∈ cl(s),
and therefore π ∈ cl(s). Since π ∈ bd(c), one has π ∈ bd(s).
Now let us prove the condition “only if”. Note that if 0n ∈ ext(Z+) then one has, in particular,
0n ∈ ext(A), and Lemma 1(i) goes in contradiction with the hypothesis π ∈ bd(c). There-
fore it is sufficient to prove that if π ∈ bd(s) and 0n ∈ int(Z+), then π ∈ cl(bd(c) ∩c).
Given π under the previous assumptions, consider a sequence {πr} ⊂ s converging to π , with
πr = (cr , σr) where σr = {(art )′x  brt , t ∈ T }, r ∈ N. We may assume, without loss of gener-
ality, that Rn+1 is endowed with the Euclidean norm. For all r ∈ N, take
(
ur
vr
)
∈ bd(Hr) such
that
d(0n+1, bd(Hr)) = d
(
0n+1,
(
ur
vr
))
and consider the problem π˜r := (cr , σ˜r ) where
σ˜r := {(art − ur)′x  brt − vr , t ∈ T }.
Since π ∈ bd(c), by Proposition 4(iv) we have
δ(π˜r , π) δ(π˜r , πr) + δ(πr , π) =
∥∥∥∥(urvr
)∥∥∥∥
2
+ δ(πr , π)
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= d(0n+1, bd(Hr)) + δ(πr , π) = δ(πr , bd(c)) + δ(πr , π)
 2δ(πr , π) −→
r→+∞ 0
and then {π˜r} converges to π . Now let us see that π˜r ∈ bd(c) ∩c. In the case that there exists
r0 ∈ N such that
(
ur
vr
)
= 0n+1 for all r  r0, this statement is true because π˜r = πr ∈ s ⊂ c.
Moreover, 0n+1 =
(
ur
vr
)
∈ bd(Hr) = bd(H˜r ), so π˜r ∈ bd(c) by virtue of Proposition 4(iii). We
can suppose then, that there exists a subsequence, also denoted by
{(
ur
vr
)}
, such that
(
ur
vr
)
/= 0n+1
for all r ∈ N. Since πr ∈ s ⊂ c, we have again by Proposition 4 that 0n+1 ∈ ext(Hr), and
since
(
ur
vr
)
is a best approximation (in the Euclidean norm) of 0n+1 in bd(Hr), we have for all
t ∈ T and every µ  0((
art
brt − µ
)
−
(
ur
vr
))′ ((
ur
vr
)
− 0n+1
)
 0.
Equivalently
(art )
′ur − ‖ur‖22 + brt vr − µvr − |vr |2  0. (6)
If vr > 0, taking µ  0 large enough in the previous expression we obtain a contradiction. On
the other hand, if vr = 0, we have ur /= 0n and (6) leads us to
(art )
′ur  ‖ur‖22 > 0, for all t ∈ T . (7)
Now, since 0n ∈ int(Z+) and {πr} converges to π , Proposition 7 ensures that 0n ∈ int(Z+r ) for r
large enough and, since πr ∈ s ⊂ b, Lemma 1(iii) and Proposition 6 guarantee that Mr = Rn
for r large enough. This fact contradicts (7) and we conclude vr < 0. Let us see that −ur
vr
∈ F˜r .
In fact, taking µ = 0 in (6) we obtain for all t ∈ T((
art
brt
)
−
(
ur
vr
))′ (−ur/vr
−1
)
= −1
vr
(
(art )
′ur − ‖ur‖22 + brt vr − |vr |2
)
 0.
Then π˜r ∈ c. Moreover, since
(
ur
vr
)
∈ bd(Hr), one has 0n+1 ∈ bd(H˜r ) and therefore π˜r ∈
bd(c)by virtue of Proposition 4(iii). In this way, we obtain the aimed conclusionπ ∈ cl(bd(c) ∩
c). 
The following theorem presents the condition “π ∈ cl(bd(c) ∩c)” in a more operative
form, specifically in terms of C.
At this moment we point out that the previous proofs involved “rigid” perturbations (adding
the same vector to all the coefficient vectors). The proof of the following result uses perturbations
depending on t ∈ T .
Theorem 4. Let π ∈ bd(c). If π ∈ cl(bd(c) ∩c), then 0n+1 ∈ bd(C). The converse state-
ment holds when {bt , t ∈ T } is bounded.
Proof. If π = limr πr , with πr ∈ bd(c) ∩c, r = 1, 2, . . ., then 0n+1 ∈ bd(Cr) for each r ∈ N
by virtue of Proposition 1(v) and (viii). Then Proposition 7 establishes that 0n+1 ∈ bd(C).
Suppose now that supt∈T |bt | < ∞ and 0n+1 ∈ bd(C), and consider the nontrivial caseπ ∈ i .
Lemma 1(ii) ensures that 0n ∈ bd(A), then we can separate 0n and A, i.e. there exists a non-zero
vector u ∈ Rn such that u′at  0 for all t ∈ T . Suppose without loss of generality that ‖u‖2 = 1.
For each r ∈ N consider the problem πr := (c, σr) where
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σr :=
{(
at + 1
r
btu
)′
x  bt , t ∈ T
}
.
We have
δ(πr , π) = d(σr , σ ) = sup
t∈T
∥∥∥∥( 1r btu0
)∥∥∥∥ = 1r
∥∥∥∥(u0
)∥∥∥∥ sup
t∈T
|bt | −→
r→∞ 0,
i.e., {πr} converges to π . For each r ∈ N we can see ru ∈ Fr :(
at + 1r btu
bt
)′ (
ru
−1
)
= ra′t u  0 for all t ∈ T .
Therefore πr ∈ c. Now let us see that πr ∈ bd(c), which is equivalent, by Proposition 1
(viii), to the condition 0n+1 ∈ cl(Cr). By the current hypothesis 0n+1 ∈ bd(C) and, then, there
exists a sequence {λk} ⊂ R(T )+ , with
∑
t∈T λkt = 1 for all k, such that 0n+1 = limk
∑
t∈T λkt
(
at
bt
)
.
In particular, if we only consider the last coordinate we have 0 = limk ∑t∈T λkt bt , and now
multiplying by 1
r
(
u
0
)
we obtain 0n+1 = limk ∑t∈T λkt 1r bt (u0
)
, and therefore
0n+1 = lim
k
∑
t∈T
λkt
(
at + 1r btu
bt
)
∈ cl(Cr). 
The next example shows that the hypothesis of boundedness of {bt , t ∈ T } in Theorem 4 is
not superfluous.
Example 1. Consider the problem, in R,
π : Inf −x
s.t. 0x  1, if t = 0,
x  −r, if t = r ∈ N.
Fig. 1 graphically illustrates the situation.
The set {bt , t ∈ N ∪ {0}} is unbounded and it is easy to prove (observe Fig. 1) that π ∈ bd(c),
0 ∈ int(Z+) and 02 ∈ bd(C). Let us see that π /∈ cl(bd(c) ∩c). Reasoning by contradic-
tion suppose that there exists a sequence {πs} ⊂ bd(c) ∩c converging to π . Write πs =
(cs, σs) where σs = {(0 + as0)x  1 + bs0, (1 + asr )x  −r + bsr , r ∈ N}. Since {πs} converges
Fig. 1. 02 ∈ bd(C) but π /∈ cl(bd(c) ∩c).
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to π , given 0 < ε < 1 there exists s0 ∈ N such that, for s  s0, |asr | < ε and |bsr | < ε for all
r ∈ N ∪ {0}, and
∣∣∣ as0(1−bs1)(1+as1)(1+bs0) ∣∣∣ < ε. Let us distinguish three cases: if as0 > 0, since 1 + asr >
1 − ε > 0 for all r ∈ N ∪ {0}, then 02 ∈ ext(Hs) (and πs /∈ ∞), and so πs ∈ int(c) by virtue
of Proposition 4(ii). If as0 = 0, since 1 + bs0 > 1 − ε > 0, then
(
0
1
)
= 11+bs0
(
as0
1 + bs0
)
∈ Ns and
therefore πs ∈ i by virtue of Proposition 1(i). Finally, if as0 < 0 we can write(
0
1
)
= λs0
(
as0
1 + bs0
)
+ λs1
(
1 + as1−1 + bs1
)
,
where
λs0 =
1
(1 + bs0)
(
1 + as0(1−bs1)
(1+as1)(1+bs0)
) and λs1 = −as0(1 + as1)(1 + bs0) + as0(1 − bs1)
are both positive quantities by the choice of ε, then one has again
(
0
1
)
∈ Ns and πs ∈ i . In any
case, we have seen that πs ∈ int(c) ∪i for all s  s0, which represents a contradiction. Thus
π ∈ cl(bd(c) ∩c) cannot occur.
The results obtained until now allow us to establish the following theorem which characterizes
the set of ill-posed problems, bd(s), when the set {bt , t ∈ T } is bounded, in terms of H , C, Z−
and Z+. Note that this situation covers the ordinary linear programming.
Theorem 5. Let π ∈ , and suppose that the set {bt , t ∈ T } is bounded. Then, π ∈ bd(s) if
and only if some of the following statements hold:
(i) 0n+1 ∈ ext(H) and 0n ∈ bd(Z−);
(ii) 0n+1 ∈ bd(H) ∩ bd(C);
(iii) 0n+1 ∈ bd(H) and 0n ∈ bd(Z+).
Proof. Suppose firstly that π ∈ bd(s) ⊂ cl(c). If π ∈ int(c) then 0n+1 ∈ ext(H) by virtue
of Proposition 4(ii), and 0n ∈ bd(Z−) by virtue of Theorem 2, and so (i) holds. If π ∈ bd(c) then
0n+1 ∈ bd(H) by virtue of Proposition 4(iii). If 0n+1 ∈ bd(C) then (ii), and otherwise Theorems
3 and 4 ensure (iii). Now let us see that any of the conditions (i), (ii) or (iii) imply that π ∈ bd(s).
Suppose that (i) is fulfilled, then 0n+1 ∈ ext(H) and, since {bt , t ∈ T } is bounded, π ∈ \∞,
and Proposition 4(ii) establishes then that π ∈ int(c). Moreover 0n ∈ bd(Z−), thus π ∈ bd(s)
by virtue of Theorem 2. Suppose now that we have (ii). From the fact that 0n+1 ∈ bd(H) and
{bt , t ∈ T } is bounded, Proposition 4(iii) establishes that π ∈ bd(c) and then π ∈ bd(s), again
by virtue of Theorems 3 and 4. Finally, if (iii) is satisfied, then π ∈ bd(c) again, and Theorem
3 applies once more to conclude that π ∈ bd(s). 
Remark 3. In the previous theorem, the hypothesis of boundedness of the set {bt , t ∈ T } is only
used for the condition “if”. Then for all π ∈ bd(s) one has that some of the conditions (i), (ii)
or (iii) is true.
The following result gives us a necessary condition for the property π ∈ bd(c) ∩ ext(s),
which allows us a better understanding of the structure of the subset \∞ in Fig. 2.
Proposition 8. If π ∈ bd(c) ∩ ext(s), then 0n ∈ bd(Z−).
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Fig. 2. Structure of \∞.
Proof. Let us firstly show that the current hypothesis implies π ∈ i . Suppose, reasoning by
contradiction, that π ∈ c and, so, π ∈ c ∩ bd(c). Consequently π ∈ bd(s) by virtue of
Theorem 3, which is a contradiction. Then π ∈ bd(c) ∩i and then Lemma 1(ii) ensures that
0n ∈ bd(A) ⊂ cl(A) ⊂ cl(Z−).
On the other hand, sinceπ ∈ bd(c), there exists a sequence {πr} ⊂ c converging toπ . In the
case that 0n ∈ int(Z−), Lemma 7 ensures that 0n ∈ int(Z−r ) for r large enough, or equivalently,
cr ∈ int(Mr). This implies, by virtue of Proposition 1(iii), that πr ∈ s and then π ∈ cl(s),
yielding again a contradiction. Thus 0n ∈ bd(Z−). 
In Fig. 2 we try to gather the information we have about the structure of \∞.
4. A semi-infinite approach to the ill-posedness of conic linear programs
In this section we apply the previous results to the stability analysis of the pair of dual conic
linear programs (see [14]):
P(d) : Inf c′x
s.t. Ax = b,
x ∈ C,
D(d) : Sup b′y
s.t. c − ATy ∈ Co,
y ∈ Rm,
where c, x ∈ Rn, b, y ∈ Rm, A : Rn → Rm is a linear operator and AT : Rm → Rn is its adjoint
operator; i.e., regarded as matrices, AT is the transpose of A. Here C is a fixed regular cone in Rn
(i.e., a closed convex pointed cone with non-empty interior), andCo is the dual cone ofC. Observe
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that, if C = Co = Rn+, we are dealing with a dual pair of linear programs, with the primal written
in standard form. It is assumed that m  n. We consider the spaces Rn and Rm equipped with
the corresponding Euclidean norms, and the parameter space of all data instances d = (A, b, c),
denoted by D, is endowed with the norm
‖d‖ := max{‖A‖, ‖b‖, ‖c‖},
where ‖A‖ is the usual operator norm; i.e., ‖A‖ := sup{‖Ax‖ : ‖x‖  1}. By F we represent
the subset ofD formed by those data instances d whose associated programs P(d) and D(d) are
both consistent.
For each d ∈ D, the program D(d) may be reformulated as the following linear semi-infinite
problem
πd : −Inf −b′y
s.t. −(Au)′y  −c′u, u ∈ C ∩S,
y ∈ Rm,
where S := {x ∈ Rn : ‖x‖ = 1}. Observe that the problem πd is regarded as an element of the
parameter space ≡ Rm × (Rm+1)C∩S . Therefore, at a first glance, the stability theory for d in
D and for πd in is different as much as the parameter spaces are different (note thatD is finite
dimensional while  is not). Nevertheless the results provided in this section straightforwardly
entail the following relationship:
Theorem 6. Given d ∈ D, one has:
(i) d ∈ int(F) if and only if πd ∈ int(s);
(ii) d ∈ ext(F) if and only if πd ∈ ext(s);
(iii) d ∈ bd(F) if and only if πd ∈ bd(s).
Proof
(i) This is the equivalence between statements (i) and (iv) in Theorem 8 below.
(ii) See Theorems 9, 10 and 11.
(iii) is a straightforward consequence of (i) and (ii). 
The next proposition gathers different results provided in [14] that will be used later on.
Proposition 9. For d = (A, b, c) ∈ D, the following properties hold:
(i) b ∈ int(A(C)) if and only if b ∈ A(int(C)) and A has full-rank;
(ii) int(AT(Rm) + Co) = AT(Rm) + int(Co);
(iii) c /∈ AT(Rm) + int(Co) if and only if there exists x ∈ C, x /= 0n, such that Ax = 0m and
c′x  0;
(iv) If AT(Rm) ∩ Co = {0n} and c /∈ AT(Rm) + Co, then there exists x ∈ int(C), Ax = 0m and
c′x < 0.
Proof. (i) and (ii) are proved in [14, Theorem 1], and they are also straightforward consequences
of Theorem 6.6 and Corollary 6.6.2 in [19], respectively.
(iii) [14, Lemma 12].
(iv) [14, Lemma 13(3)]. 
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The following lemma is referred to continuous problems (see [12]), namely, those problems
π = (c, σ ) ∈ , σ = {a′t y  bt , t ∈ T }, such that the index set T is a compact Hausdorff space
and the functions t → at and t → bt are continuous in T . Note that πd is obviously a continuous
problem.
Lemma 2 [12, Theorems 6.1 and Corollary 5.9.1]. Given a continuous problem π = (c, σ ) ∈ ,
the following statements hold:
(i) π ∈ int(c) if and only if there exists y¯ ∈ Rm such that a′t y¯ > bt for all t ∈ T (such a point
y¯ is called Slater point of σ).
(ii) If π is consistent and does not contain the trivial constraint 0′nx  0, then int(F ) coincides
with the set of Slater points of σ.
Remark 4. Because of the continuity of π , the ordinary Slater points coincide with the so-
called strong Slater points in [12, Chapter 6]. Moreover, and as an immediate consequence of the
statement (ii) in the previous lemma, one has
x ∈ int(Co) if and only if u′x > 0 for all u ∈ C ∩S.
The following result characterizes the property πd ∈ int(c) in the line of Lemma 3 in [18].
Theorem 7. Given d = (A, b, c) ∈ D, one has:
πd ∈ int(c) if and only if c ∈ int(AT(Rm) + Co).
Proof. From Proposition 9(ii) one has c ∈ int(AT(Rm) + Co) if and only if there exists a point
y¯ ∈ Rm such that c − ATy¯ ∈ int (Co) and, appealing to Remark 4, (c − ATy¯)′u > 0 for all u ∈
C ∩S. Now, according to Lemma 2(i), this is equivalent to πd ∈ int(c) (observe that y¯ is a
Slater point of the constraint system of πd ). 
Following the notation used along this paper, associated to πd we have the following convex
sets:
Md := cone({−Au, u ∈ C ∩S}) = −A(C);
Z−d := conv({−Au, u ∈ C ∩S; b}); Z+d := conv({−Au, u ∈ C ∩S;−b});
Cd := conv
({(−Au
−c′u,
)
, u ∈ C ∩S
})
, and Hd := Cd + R+
(
0m
−1
)
.
The following theorem provides different characterizations of d ∈ int(F), relating this prop-
erty to the stability with respect to the solvability of the associated LSIP problem πd .
Theorem 8. Given d ∈ D, the following conditions are equivalent:
(i) d ∈ int(F);
(ii) b ∈ int(A(C)) and c ∈ int(AT(Rm) + Co);
(iii) b ∈ A(int(C)), c ∈ AT(Rm) + int(Co) and A has full-rank;
(iv) πd ∈ int(s);
(v) 0n ∈ int(Z−d ) and 0n+1 ∈ ext(Hd).
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Proof. (i) ⇔ (ii) ⇔ (iii) is established in [14, Theorem 1]. (Indeed, (ii) ⇔ (iii) is based on the
statements (i) and (ii) of Proposition 9.)
The equivalence (iv) ⇔ (ii) is straightforward consequence of Theorem 7 and Proposition
1(vii), just observing that −b ∈ −int(A(C)) = int(Md).
The equivalence (iv) ⇔ (v) comes from Theorem 2(i) and Proposition 4(ii). (It is obvious that
πd /∈ ∞.) 
In [14] it is pointed out that (i) ⇔ (ii) was originally stated in [18, Theorem 1].
The following theorem characterizes those data instances d ∈ D which belong to ext(F).
Theorem 9 [14, Theorem 2]. One has that ext(F) may be partitioned as H1 ∪H2 ∪H3
where
H1 := {d ∈ D : −b ∈ A(int(C)),−c ∈ AT(Rm) + int(Co),
∃(p, q) ∈ Rn × Rm,Ap = 0m, p ∈ C, p /= 0n,−ATq ∈ Co, q /= 0m,
and A has full-rank};
H2 := {d ∈ D : ∃u ∈ Rm,−ATu ∈ int(Co), and b′u > 0};
H3 := {d ∈ D : ∃v ∈ int(C), Av = 0m, c′v < 0, and A has full-rank}.
The following theorem is a consequence of the results obtained in the previous section, and it
characterizes those problems π = (c, σ ) in ext(s), whose associated constraint systems, σ =
{a′t x  bt , t ∈ T }, have the right hand side coefficients bounded.
Theorem 10. Let π ∈  be a problem with {bt , t ∈ T } bounded. Then, π ∈ ext(s) if and only
if π ∈ 1 ∪2 ∪3 where
1 := {π ∈  : 0n+1 ∈ bd(H) ∩ ext(C) and 0n ∈ int(Z+)};
2 := {π ∈  : 0n+1 ∈ ext(H) and 0n ∈ ext(Z−)};
3 := {π ∈  : 0n+1 ∈ int(H)}.
We point out that 1, 2 and 3 are mutually disjoints.
Proof. It is a consequence of Proposition 4(i) (taking into account that π /∈ ∞ because {bt , t ∈
T } is bounded), and Theorems 2 (iii), 3 and 4. 
Next we obtain a new characterization of the property d ∈ ext(F) in terms of the stability with
respect to the unsolvability of the LSIP problem πd .
Theorem 11. Let d = (A, b, c) ∈ D. With the notation of Theorems 9 and 10, one has
d ∈Hj if and only if πd ∈ j , for j = 1, 2, 3.
Proof. The fact that πd is a continuous problem implies the compactness of {−c′u, u ∈ C ∩
S} and πd /∈ ∞. Thus, the conditions 0n+1 ∈ int(Hd), 0n+1 ∈ bd(Hd), 0n+1 ∈ ext(Hd) are
equivalent to πd ∈ int(i ), πd ∈ bd(c) and πd ∈ int(c), respectively, by virtue of
Proposition 4.
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• {d ∈H1 ⇔ πd ∈ 1}. Firstly observe that, from Proposition 9(i), −b ∈ A(int(C)) and A
has full-rank are equivalent to −b ∈ int(A(C)), which is equivalent to 0m ∈ int(Z+d ) by virtue of
Proposition 6.
Suppose that d ∈H1. Let us see first that −c ∈ AT(Rm) + int(Co) implies 0n+1 ∈ ext(Cd).
Indeed, there exists y¯ ∈ Rm such that −c − ATy¯ ∈ int (Co) and, then, (−c − ATy¯)′u > 0 for all
u ∈ C ∩S (see Remark 4). In other words,
(−Au
−c′u
)′(
y¯
−1
)
> 0 for all u ∈ C ∩S, which implies(
z
z1
)′(
y¯
−1
)
> 0 for all
(
z
z1
)
∈ Cd and, so, 0m+1 ∈ ext(Cd).
Let us proceed by proving that πd ∈ i . Since (−c − ATy¯)′u > 0 for all u ∈ C ∩S, we have
in particular (−c − ATy¯)′ p‖p‖ > 0 and, since Ap = 0m, we obtain c′p < 0. Now, reasoning by
contradiction, if πd ∈ c, there would exist z¯ ∈ Rm such that −(Au)′z¯  −c′u for all u ∈ C ∩S.
In particular −(A p‖p‖ )′z¯  −c′ p‖p‖ , which, together with Ap = 0m, lead us to the contradiction
c′p  0.
For finishing, let us see that πd ∈ bd(c). Otherwise, we would have πd ∈ int(i ) and then
A(C) = −Md = Rm by virtue of Proposition 1(ix). But this is a contradiction with the existence
of q ∈ Rm, q /= 0m, such that −ATq ∈ Co, because this implies q ∈ −A(C)o = {0m}.
Let us prove now that πd ∈ 1 implies d ∈H1. Indeed, if 0n+1 ∈ ext(Cd), there will exist(
w
w1
)
∈ Rn+1\{0n+1}, such that
(−Au
−c′u
)′(
w
w1
)
> 0 for all u ∈ C ∩S, and so −(Au)′w − c′uw1 >
0 for all u ∈ C ∩S.
Let us see that, under the current hypothesis, w1 must be positive. In the case that w1 = 0
(w /= 0n), one has −(Au)′w > 0 for all u ∈ C ∩S; i.e., −(ATw)′u > 0 for all u ∈ C ∩S,
and so −ATw ∈ int(Co) (see Remark 4). Then 0n ∈ ATw + int(Co) ⊂ int(AT(Rm) + Co) (see
Proposition 9(ii)), which implies AT(Rm) + Co = Rn and, by Theorem 7, πd ∈ int(c) which
is a contradiction. Suppose now that w1 < 0, so
(−Au
−c′u
)′(−w/w1
−1
)
> 0 for all u ∈ C ∩S, and
−(Au)′(− w
w1
)
> −c′u for all u ∈ C ∩S; i.e., − w
w1
is a Slater point of the constraint system
associated to the continuous problem πd . Then πd ∈ int(c) by Lemma 2(i), which is again a
contradiction. Therefore, w1 > 0 and −(Au)′ ww1 − c′u > 0 for all u ∈ C ∩S. In other words,
−(AT w
w1
)′u − c′u > 0 for all u ∈ C ∩S and so −AT w
w1
− c ∈ int(Co) (see Remark 4), then
−c ∈ AT(Rm) + int(Co).
Under the current hypothesis we have πd ∈ bd(c) ∩ ext(s). Then, by Theorem 3, we have
πd ∈ i and, consequently, the convex cone A(C) = −Md is different from Rm by virtue of
Proposition 1(ix). Thus, there exists q ∈ Rm, q /= 0m, such that −(Au)′q  0 for all u ∈ C ∩S;
in other words, −(ATq)′u  0 for all u ∈ C ∩S; i.e., −ATq ∈ Co.
Since πd ∈ bd(c), Theorem 7 implies c /∈ AT(Rm) + int (Co) and Proposition 9(iii) ensures
the existence of p ∈ C, p /= 0n, such that Ap = 0m, and this finishes the proof of this equivalence.
• {d ∈H2 ⇔ πd ∈ 2}. If we suppose first that d ∈H2, then we have that 0n ∈ ATu +
int(Co) ⊂ AT(Rm) + int(Co), and πd ∈ int(c) by Proposition 9(ii) and Theorem 7. Moreover,
we have, from the current hypothesis, that −(ATu)′x = −(Ax)′u > 0 for all x ∈ C ∩S, and
b′u > 0. Then, one has 0n ∈ ext(conv({−Ax, x ∈ C ∩S; b})) = ext(Z−d ).
Conversely, if 0n ∈ ext(Z−d ), there exists u ∈ Rm, u /= 0m, such that −(Ax)′u > 0 for all
x ∈ C ∩S and b′u > 0. The first statement can be written −(ATu)′x > 0 for all x ∈ C ∩S and,
so, −ATu ∈ int(Co) (see, again, Remark 4).
• {d ∈H3 ⇔ πd ∈ 3}. If d ∈H3, one have −(A v‖v‖ )′y = 0 < −c′ v‖v‖ for every y ∈ Rm
and, then, πd ∈ i . Moreover, 0m = Av ∈ A(int(C)) and A has full-rank. Then, Proposition 9(i)
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ensures 0m ∈ int(A(C)) and, so, A(C) = Rm. Therefore Md = Rm and πd ∈ int(i ) by virtue
of Proposition 1(ix).
Conversely, if πd ∈ int(i ) we have, applying once again Proposition 1(ix), that Md = Rm;
i.e., A(C) = Rm and, consequently, A has full-rank. Let us see now that AT(Rm) ∩ Co = {0n}.
Reasoning by contradiction, if there exists x¯ ∈ Rn, x¯ /= 0n, such that x¯ ∈ AT(Rm) ∩ Co, one
has that there exists y¯ ∈ Rm, y¯ /= 0m, such that x¯ = ATy¯ and (ATy¯)′x  0 for all x ∈ C; i.e,
(Ax)′y¯  0 for all x ∈ C. Therefore A(C) /= Rm, which is a contradiction. Moreover, and since
πd ∈ i , one has that c /∈ AT(Rm) + Co. Hence, Proposition 9(iv) ensures the existence of
v ∈ int(C) such that Av = 0 and c′v < 0, which finishes this part of the proof. 
5. Final remarks
There is a great deal of literature analyzing the use of the so-called condition numbers associated
with an optimization problem in the study of the computational complexity of the algorithms to
solve it. The main example corresponds to the case in that the problem is a linear program
and the algorithms used are interior point methods. Most of the condition numbers introduced
in the literature (see [7], and references therein) trace back to Eckart and Young [8], and are
defined as the relative inverse of the distance of our problem (called instance) to ill-posedness.
It is clear that a notion of ill-posedness is needed in each case, giving rise to different notions
of condition number which, sometimes, are closely related. In [7] a unifying view is given for
different condition numbers in the linear programming setting. In our Section 4 we have seen
that ill-posedness with respect to solvability is related with the ill-posedness with respect the
consistency of both problems in a certain dual pair.
The important problem of measuring the distance to ill-posedness with respect solvability is
extensively approached in [6], where we identify different regions of the parametric space\∞
in which this distance takes the value
δ(π, bd(s)) = min{d(0n+1, bd(H)), d(0n, bd(Z−)}. (8)
These regions almost cover all the parametric space [6, Theorem 1], and in the remaining
part, Theorem 5 in [6] shows that the right hand side in (8) still stands as a lower bound for
δ(π, bd(s)), at the same time that some upper bounds are also given.
The main features of the formula (8) is that only the instance’s data are involved, and that a
distance in an infinite-dimensional parametric space has been translated into the minimum of two
distances, in Rn and Rn+1, like it is common in this type of quantitative analysis of stability (see,
for instance, [11]).
Note that, by Proposition 4 (iv), the first ingredient of the formula (8) d(0n+1, bd(H)) coincides
with δ(π, bd(c)). In [5, Section 6] the latter distance is related to the analysis of the Lipschitz
properties of the feasible set mapping, as well as to the complexity analysis of the ellipsoid
algorithm for detecting feasibility.
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