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Abstrak 
Perilaku suatu rantai Markov setelah berjalan cukup lama dapat diketahui melalui distribusi 
limit peluangnya. Sifat ergodik dan reguler rantai Markov menjamin eksistensi limit peluang. 
Dalam tulisan ini, diperlihatkan bahwa nilai eigen Perron-Frobenius dari matriks transisi rantai 
Markov adalah 1pf  dan normalisasi vektor eigen kiri yang bersesuaian dengan nilai 
eigen 
pf  dari matriks transisi P merupakan distribusi stasioner rantai Markov. 
  
Kata Kunci: Matriks stokastik, nilai eigen Perron-Frobenius, vektor eigen kiri. 
 
1. Pendahuluan 
Persoalan yang menarik untuk dikaji dari suatu rantai Markov antara lain adalah 
bagaimana peluang perpindahan dari satu keadaan ke keadaan yang lain, apakah setelah 
berpindah proses masih akan kembali ke keadaan awal, serta bagaimana proporsi waktu yang 
dibutuhkan oleh sistem untuk mencapai suatu keadaan setelah berlangsung cukup lama. Jika 
rantai Markov bersifat ergodik dan reguler, maka perpindahan antar keadaan akan selalu terjadi 
sehingga memungkinkan untuk mencapai suatu keadaan dari manapun proses berawal. Kemudian 
yang menjadi pertanyaan adalah, bagaimanakah distribusi peluang dari suatu rantai Markov 
setelah berjalan untuk jangka waktu yang sangat lama. Pertanyaan ini akan terjawab melalui 
distribusi stasioner dari rantai Markov. Teorema Perron Frobenius menjamin bahwa setiap 
matriks reguler memiliki nilai eigen Perron Frobenius. Tulisan ini menampilkan beberapa 
teorema dan akibat dari Teorema Perron Frobenius, khususnya yang berkaitan dengan matriks 
peluang transisi rantai Markov. Penerapan teorema ini pada matriks stokastik reguler 
memperlihatkan adanya kaitan antara vektor eigen kiri dari matriks transisi yang bersesuaian 
dengan nilai eigen Perron Frobenius  dengan distribusi stasioner rantai Markov. 
 
2. Landasan Teori 
2.1. Rantai Markov 
Misalkan  ,...2,1,0,  nXX n adalah proses stokastik dimana Xn menyatakan keadaan 
dari sistem pada saat n. Jika semua nilai dari Xn merupakan elemen dari suatu himpunan S, maka 
S disebut ruang keadaan. Untuk rantai Markov dengan ruang keadaan merupakan himpunan 
berhingga atau terhitung, maka himpunan S dapat dituliskan:  ...2,1,0S . Penulisan iX n   
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menyatakan bahwa proses berada di keadaan i pada saat n. Rantai Markov merupakan proses 
stokastik dengan ruang keadaan berhingga dan terhitung, serta memiliki sifat Markovian yang 
secara formal didefinisikan sebagai berikut. 
 
Definisi 1. 
Proses Stokastik  ,...2,1,0,  nXX n  disebut rantai Markov dengan ruang keadaan S jika 
    ijnnnn piXjXPiXiXiXjXP   |,...,,| 111001 , untuk setiap 
Sjiiii n  ,,,...,, 110  dan untuk setiap ,...2,1,0n  . 
 
Notasi pij menyatakan peluang perpindahan atau peluang transisi dari keadaan i ke 
keadaan j dalam satu langkah atau transisi, dan memenuhi sifat: 





Peluang perpindahan proses dari keadaan i ke keadaan j setelah mengalami n transisi dikenal 
sebagai peluang transisi n-langkah, dinotasikan dengan 
n
ijp . Jadi 
n
ijmmn piXjXP  )|( . 
Untuk keperluan praktis, peluang transisi rantai Markov dituliskan dalam bentuk matriks peluang 
transisi P dimana pij merupakan elemen baris ke-i kolom ke-j dari P. 
Kajian mengenai perilaku sistem dari suatu rantai Markov diawali dengan melihat 
klasifikasi dari keadaan-keadaan rantai Markov. Dan untuk memahami klasifikasi dan sifat rantai 
Markov, beberapa istilah diperkenalkan dalam definisi berikut ini. 
 
Definisi 2. 
Keadaan j dikatakan accessible dari keadaan i jika terdapat 0n  sedemikian sehingga 0nijp
. 
Definisi 3. 
Keadaan i dikatakan berkomunikasi dengan keadaan j jika keadaan i accessible dari j dan 
keadaan j accessible dari keadaan i. 
 
Keadaan i berkomunikasi dengan keadaan j ditulis dengan notasi ji  . Konsep komunkasi “
ji  ” merupakan suatu kelas ekuivalensi. Dengan relasi ekuivalensi ini, ruang keadaan S akan 
terdiri atas satu atau beberapa kelas ekuivalensi. Jika suatu rantai Markov hanya memiliki satu 
kelas ekuivalensi maka rantai Markov tersebut dinamakan rantai Markov irreducible. Setiap kelas 






iiii ff , dimana 
n
iif  
adalah peluang suatu rantai Markov yang pada suatu saat berada di keadaan i akan kembali ke i. 
Jika 1iif  maka keadaan i bersifat recurrent, sedangkan jika 1iif  maka keadaan i bersifat 
transient. Sifat recurrent dari suatu keadaan berarti bahwa apabila proses berawal dari keadaan 
tersebut, maka proses akan selalu kembali ke keadaan tersebut. Sedangkan sifat transient dari 
suatu keadaan berarti bahwa jika rantai Markov pada suatu saat berada pada keadaan tersebut, 
maka terdapat peluang positif bahwa proses tidak akan kembali ke keadaan tersebut. Suatu 















Keadaan i dikatakan mempunyai periode d(i)=d jika d adalah pembagi bersama terbesar dari 
himpunan   0| niipn . 
 
Jika d(i) = 1 untuk suatu Si maka keadaan i dikatakan aperiodic. Suatu rantai Markov 
dikatakan aperiodic jika d(i)=1 untuk setiap Si . Rantai Markov yang bersifat irreducible, 
recurrent positif dan aperiodik disebut ergodik. Berikut ini sebuah teorema yang penting 
berkaitan dengan sifat ergodik dari suatu rantai Markov. 
 
 
Teorema 1. (Ross, 2010) 












j ,             (1) 
maka 
j  merupakan penyelesaian satu-satunya  dari persamaan: 
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Jadi 
j  merupakan limit peluang dari rantai Markov, yang menyatakan bahwa dimulai 
dari keadaan apapun, proses akan berada di keadaan j setelah n transisi. Selain itu, 
j  
dapat juga 
berarti proporsi waktu dari proses akan berada di keadaan j setelah berjalan cukup lama. Dan 
untuk rantai Markov ergodik, (
j ), j = 0,1,2 merupakan distribusi stasioner. 
 
2.2. Matriks Stokastik dan Teorema Perron-Frobenius 
Matriks stokastik adalah matriks dimana setiap elemen bernilai antara 0 dan 1 (termasuk 
0 dan 1), dan jumlah elemen setiap baris adalah 1. Jadi matriks peluang transisi P adalah matriks 
stokastik. Disamping itu, matriks peluang transisi merupakan matriks tak negative karena setiap 
elemennya bernilai positif atau nol.  
Banyak sifat dari matriks yang diturunkan dari matriks tak negatif. Beberapa sifat dan 
pengertian yang menjadi dasar kajian dalam tulisan ini seperti teorema Perron-Frobenius (tidak 
dibuktikan), nilai eigen Perron-Frobenius, vektor eigen kiri dan vektor eigen kanan 
mengelaborasi sifat-sifat dari matriks tak negative dan matriks stokastik. 
 
Definisi 5.  
Misalkan nxnRA  adalah matriks bujursangkar dan  adalah nilai eigen A. Vektor 0x yang 
memenuhi xAx  ( xxA  ) disebut vektor eigen-kanan (vektor eigen kiri) dari A.  
 
Teorema 2. (Robinson, 2002) 
Misalkan nxnRA  adalah matriks tak negatif dan regular, yaitu setiap elemen A tak negative 




- Terdapat nilai eigen 0pf dengan vektor eigen kiri dan vektor eigen kanan positif, 
- Untuk setiap nilai eigen  dari A, jika 
pf   maka pf  , 
- Nilai eigen
pf bersifat simple, yang berarti mempunyai multiplisitas 1. 
 
Nilai eigen 
pf selanjutnya disebut nilai eigen Perron-Frobenius dari A. Sebuah akibat dari 
teorema Perron-Frobenius dinyatakan dalam Akibat berikut. 
 
Akibat 1. 
Jika A adalah matriks stokastik, maka A mempunyai vektor eigen tak negatif dengan nilai eigen 
1. 
 
3. Penerapan Nilai Eigen Perron-Frobenius dalam Menentukan 
Distribusi Peluang 
 
 Sebagai matriks stokastik dengan jumlah elemen setiap baris adalah 1, maka dengan 
mudah dapat dipahami bahwa vektor  T1...111 

 
merupakan vektor eigen kanan yang 
bersesuaian dengan nilai 1 .  
Nilai eigen 1  mempunyai multiplisitas 1, dan sekaligus merupakan nilai eigen 
Perron-Frobenius. Lebih khusus lagi, jika rantai Markov bersifat irreducible, aperiodic dan 
reguler, maka nilai-nilai eigen   yang lain memenuhi 1 . Jadi  1pf . Dan jika 


























dimana kolom pertama C merupakan vektor  T1...111 

, n ,...,2 adalah nilai eigen P 





















































 CCPm .                                   (3) 
 
Karena matriks 
m mempunyai elemen 1 pada baris pertama kolom pertama yang merupakan 
elemen satu-satunya yang tidak nol, dan kolom pertama C adalah vektor  T1...111 

, 
maka hasil perkalian pada persamaan (3) merupakan perkalian kolom pertama C dan baris 
pertama C
-1
. Jadi  

































































































dimana  11112111 ...  nccc  adalah baris pertama C-1. Dengan membandingkan persamaan (1) 
dan (4), diperoleh bahwa   
 
   nnccc  ...... 2111112111  . 
Pada kenyataannya, baris pertama C
-1
 adalah vektor eigen-kiri dari P yang bersesuaian dengan 
nilai eigen 1 (sebut v
1
) , sehingga  11112111 ...  nccc  merupakan normalisasi vektor eigen kiri 
tersebut ke vektor satuan. Dari sini disimpulkan bahwa normalisasi vektor eigen kiri yang 
bersesuaian dengan nilai eigen Perron-Frobenius 1pf  dari matriks transisi P merupakan limit 
peluang dan distribusi stasioner dari rantai Markov. Ilustrasi mengenai hasil yang diperoleh 



























Tentukan distribusi peluang P. 
 
 
Jawab: Asumsi ergodik dipenuhi oleh rantai Markov. Nilai eigen yang bersesuaian dengan 
matriks transisi P tersebut adalah 2,0,5,0,1 221   . Vektor eigen kiri yang bersesuaian 
















































. Hasil yang sama diperoleh dengan 
menyelesaikan  persamaan (2). 
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