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The years between the two World Wars seem to have been a "golden age" in research 
on the foundations of probability in Italy. By analyzing publications dating from 1900 to 
1915, the present article uncovers an interest in the foundational problems of probability, 
a conviction that logic would play a role in resolving these problems, and varying conceptions 
of logic, all of which predate and serve as an historical foundation for this "golden 
age." © 1995 Academic Press, Inc. 
I1 periodo tra le due guerre mondiali sembra essere stato un "periodo aureo" degli studi 
probabilistici in Italia. Questo articolo tratta dell'analisi di alcuni scritti pubblicati rail 1900 
e il 1915. Esso mostra che in questo periodo vi era un certo interesse per i problemi 
fondazionali della probabilitY; era convinzione diffusa chela possibilith di risolvere questi 
problemi sarebbe stata offerta dalla logica, e coesistevano c ncezioni profondamente diverse 
della logica. Cosi il "periodo aureo" segue da una solida tradizione di discussione nata in 
Italia agli inizi del Novecento. © 1995 Academic Press, Inc. 
Les ann6es entre les deux guerres mondiales emblent avoir 6t6 un "age d'or" pour les 
recherches ur les fondements de la probabilit6 en Italie. En concentrant sur les textes 
publi6s entre 1900 et 1915, cet article souligne les trois aspects uivants de la pr6histoire 
de cet "age": un int6r6t dans les probl6mes concernant les fondements de la probabilit6, 
une conviction que la logique jouerait un r61e en r6soudrant ces probl6mes, et des conceptions 
diverses de la logique. Tous les trois pr6c6dent et servent de fondement historique de cet 
"age d'or." © 1995 Academic Press, Inc. 
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In Italia la riflessione sui fondamenti della probabilith, pressoch~ assente nell'Ot- 
tocento, ~sembra nimarsi improvvisamente nelperiodo tra le due guerre mondiali, 
grazie ad autori come Cantelli, de Finetti, Castelnuovo. 2 In questo articolo pren- 
derb in considerazione alcuni scritti pubblicati tra il 1900 e il 1915, 1' analisi dei 
quali pub a mio parere giustificare le tre affermazioni che seguono: 
(i) un certo interesse per i problemi fondazionali della probabilit~t era gi~t vivo 
in Italia negli anni che precedono il "periodo aureo" degli studi probabilistici; 
(ii) era convinzione diffusa tra gli autori nteressati a tali problemi chela possibi- 
liter di risolverli sarebbe stata offerta dalla logica; 
l Per una rassegna dei lavori italiani sulla probabilit~ pubblicati in Italia tra la fine dell'Ottocento 
ed i primi del Novecento, si veda Fenaroli et al. [17]. 
2 Si vedano a questo proposito Regazzini [33] e Benzi [3]. 
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(iii) tuttavia, dietro al comune appello al potere chiarificatore della logica, coesi- 
stevano concezioni  della logica profondamente diverse. 
I 
In una recensione, scritta nel 1903, del trattato di calcolo delle probabilit~t di 
E. Czuber,  Paolo Pizzetti avanzava lcune considerazioni sullo stato della r icerca 
italiana: 
In Italia gli studi sulla teoria della probabilit5 e sulle sue applicazioni on hanno generalmente 
avuto fortuna; ea noi ~ occorso di sentire qualche persona di merito padare di questa dottrina 
come di cose che hannofatto il loro tempo. Ci6 ~ da attribuirsi aquella giusta diffidenza che 
l'ingegno italico, di natura sua equilibrato, ha verso talune applicazioni arbitrarie della teoria 
in discorso; ma, in maggior parte, a una non giusta indifferenza che molti dei nostri cultori 
di scienze positive provano verso quegli studi che hanno indole filosofica e che imprendono, 
per cosi dire, a scrutare il ragionamento scientifico nelle sue basi fondamentali. 3 
Il disagio degli scienziati taliani nei confronti  di una disciplina in cui le scelte 
filosofiche pesavano t roppo- -e  in maniera troppo ev idente - - t rovava  forse qualche 
giustificazione all' inizio del secolo, in un momento in cui l 'esigenza di una riflessio- 
ne sui fondamenti  della probabilit~t emergeva con particolare vigore. 
Le difficolt~t connesse con la teoria classica, laplaceana, che definiva la probabi- 
lit~ come il rapporto t ra i l  numero dei casi favorevol i  e il numero dei casi ugual- 
mente possibili, erano state denunciate da J. L. Bertrand [5], uno dei piO eminenti 
matematici  francesi della seconda meter del l 'Ottocento.  I cosiddetti "paradoss i "  
presentati  nel suo trattato 4 mostravano come la definizione classica consentisse 
di derivare valori diversi e incompatibil i  per la probabilit~ di uno stesso evento e 
fosse pertanto ambigua. Sugli stessi argomenti  sarebbe tornato, alcuni anni dopo, 
H. Poincar6 [33]. 
Ulteriori problemi erano legati al rilievo crescente assunto dalla probabilit~ in 
fisica, in particolare nella teoria cinetica dei gas; al Congresso internazionale dei 
matemat ic i  di Parigi del 1900, D. Hilbert aveva incluso l 'assiomatizzazione d l 
calcolo delle probabilit~ nella famosa lista dei problemi che i matematici  avrebbero 
dovuto affrontare nel nuovo secolo: 
Dutch die Untersuchungen 0bet die Grundlagen der Geometrie wird uns die Aufgabe 
nahegelegt, nach diesem Vorbilde diejenigen physikalischen Disziplinen axiomatisch zu be- 
handeln, in denen schon heute die Mathematik eine heroorragende Rolle spielt; diese sind 
in erster Linie die Wahrscheinlichkeitsrechnung und die Mechanik. [20, 47] 
Hilbert accennava in nota agli ' 'ass iomi"  della probabilit~ formulati in quel l 'anno 
3 Citazione tratta da Medolaghi [23,267]. Paolo Pizzetti (1860-1918) si laure6 in ingegneria a Roma 
nella Scuola di Applicazione per gli Ingegneri. Nel 1886 vinse la cattedra diGeodesia nella Universit~ 
di Genova, dove le sue ricerche furono dedicate principalmente ai fondamenti della teoria degli errori. 
La sua opera piO nota in questo campo 6lfondamenti matematiciper la critica dei risultati sperimentali 
(1892). Nel 1900 Pizzetti veniva chiamato dalla Universit~ di Pisa, dove forni contributi di carattere 
geometrico in campo geodetico. I principali risultati ottenuti in questo settore furono presentati nel 
trattato Lezioni di geodesia teoretica (1905). 
4 Per una esposizione dei "paradossi" di Bertrand, si veda Maistrov [20]. 
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da G. Bohlmann, la cui esposizione completa sarebbe comparsa neUa voce Lebens- 
oersicherungs-Mathematik nella Encyklopiidie der mathematischen Wissenschaf- 
ten. L'intento di Bohlmann era quello di chiarire i fondamenti matematici della 
teoria dell'assicurazione sulla vita, l'unica, tra i diversi tipi di assicurazione, che 
egli riteneva passibile di una trattazione probabilistica. Le "ipotesi" sulle quali 
essa era fondata erano divise in due gruppi: il primo comprendeva la definizione 
di probabilith ("la probabilit~t che un evento e si avveri 6 una frazione propria 
positivap assegnata ad E"  [6,859]) e le definizioni di incompatibilit~ e di indipende- 
nza tra eventi; al primo gruppo di ipotesi appartenevano inoltre i tre assiomi della 
"teoria generale della probabilith" [6, 859], il primo dei quali affermava che se E 
6 certo, allora p(E) = 1, se E ~ impossibile, allora p(E) = 0, mentre gli altri due 
enunciavano rispettivamente il principio delle probabilit~ totali e il principio delle 
probabilit~ composte. I1 secondo gruppo era composto da due "assiomi speciali 
per la probabilit~t di morte" [6, 860], che specificavano il particolare modello 
statistico utilizzato. 
La suddivisione dei principi fondamentali della teoria in ipotesi generali e ipotesi 
speciali mostra chiaramente il fatto che ai principi generali non era riconosciuta 
la funzione di definire univocamente la probabilitY. Essa doveva pertanto essere 
specificata mediante assiomi speciali, cio6 caratteristici del settore di applicazione. 
In Italia il primo a proporre un sistema di postulati per la probabilitg con l'intento 
di risolvere problemi fondazionali fu F. P. Cantelli, 5all'epoca ttuario presso il 
Ministero del Tesoro. In apertura di un articolo pubblicato in diversi fascicoli 
successivi della rivista Pitagora [13], egli riprendeva l  ormai consueta denuncia 
della circolarit~ della definizione classica: 
La probabilitg diun avvenimento viene definita come rapporto del numero dei casi favorevoli 
all'avvenimento al numero totale dei casi possibili, a condizione che tutti i casi siano egual- 
mente possibili (cio~ ugualmente probabili). 
E' stata notata la petizione di principio che si verifica nella riportata definizione della 
probabilitg e si 6 cercato di chiarire che cosa debba intendersi per ¢asi ugualmente probabili. 
Si 6 detto, portando a chiarimento degli esempi, che per casi o eventi egualmente possibili 
a manifestarsi debbano intendersi quelli che per nessuna ragione si pub pensare si manifestino 
con facilit~t diversa (ci6 significa con probabilitg diversa). Si ~ detto ancora che questa 
definizione non 6 arbitraria perch6 viene suggerita dall'esperienza. [13, 21] 
Egli riteneva necessaria una chiara distinzione trail  piano delle osservazioni 
empiriche quello della teoria. Per evitare definizioni circolari occorreva intro- 
durre nella teoria i dati dell'esperienza, quali l'esistenza di casi ugualmente proba- 
Francesco Paolo Cantelli (1875-1966) fu attuario presso il Ministero del Tesoro dal 1903 al 1923. 
Nel 1925 vinse la cattedra di Matematica finanziaria ed attuariale dell'Universit~ di Catania; pass6 
quindi a Napoli e infine all'Universit~ di Roma. Fu uno dei fondatori deU'Istituto Italiano degli Attuari. 
I suoi contributi pitl noti riguardano la matematica attuariale [ricordiamo Genesi e costruzione delle 
tavole di mutualit~ (1914)] e soprattutto il calcolo delle probabilitY, dove sono noti i suoi risultati 
relativi alla legge forte dei grandi humeri [La tendenza  un limite nel senso del calcolo delle probabilitd 
(1916), Sulla probabilitd come limite della frequenza (1917), Su due applicazioni di un teorema di G. 
Boole alia statistica matematica (1917)]. Dimostr6 sempre un vivo interesse per i fondamenti della 
probabilitb., come attesta, l'altro, il lavoro Una teoria astratta del calcolo delle probabilitd (1932). 
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bili, come idee primitive, cio6 mediante postulati. Cantelli osservava che gi~ G. 
Veronese 6 aveva eliminato la circolarit~ della definizione di figure geometr iche 
uguali " facendo dipendere la eguaglianza delle figure geometr iche dalla eguaglian- 
za dei segmenti, che viene postulata"  [13, 21], e aggiungeva: "Qua lche cosa di 
simile si potrebbe fare nello stabilire i fondamenti  del calcolo delle probabilith, 
ad evitare nella teoria concerti ndeterminati. Gli esempi pratici servirebbero sem- 
pl icemente a chiarire le proposizioni che si stabil iscono in teor ia"  [13, 21]. 
Coerentemente con tali assunzioni, Cantelli presentava l seguente formulazione 
dei fondament i  della probabil itd: 
Postulato I. Esistono eventi distinti . . . .  
Postulato II. Esiste un gruppo dim eventi (rn finito e diverso da zero) tale che, considerati 
due eventi a e b qualsivogliano del gruppo, si verifichi uno ed uno solo dei fatti che enunciamo 
dicendo: 
a ha la stessa probabilith di manifestarsi d b; 
a non ha la stessa probabilit~ di manifestarsi d b. 
Definizione I. Se per due elementi qualunque di un gruppo dim eventi si verifica il primo 
dei fatti enunciati nel post. II, gli m eventi si dicono egualmente probabili . . . .  
Postulato 1II. La misura della probabilit~ diun avvenimento 6 data dal rapporto del numero 
dei casi favorevoli a questo avvenimento al numero dei casi possibili, a condizione che tutti 
questi siano egualmente probabili. 
Cor. 1. La certezza 6 rappresentata d ll'unit~; l'impossibilith dallo zero; il dubbio dalla 
frazione 1/2. 
Cor. II. Se a/m ~ la misura della probabilit~ che si verifichi un dato avvenimento, 1 - a~ 
m sara la misura della probabilith che il dato avvenimento non si verifichi. [13, 22-23] 
Subito dopo Cantelli der ivava come teoremi principi delle probabilit~ totali e 
delle probabilit~t composte.  Seguiva un tentativo di derivare la definizione classica 
della probabilit~ dal principio delle probabilit~t totali. Cantelli non si soffermava 
sulle implicazioni filosofiche di tale derivazione; essa delineava un sistema di 
postulati alternativo al primo, dove il principio delle probabilith totali era assunto 
come primitivo, la probabilit~ era definita come una generica funz ione f(x, y) del 
numero x dei casi favorevol i  e del numero y dei casi possibil i  e la misura della 
probabilith come rapporto tra casi favorevoli  e casi ugualmente possibili era deri- 
vata anzich6 postulata. 
6 Giuseppe Veronese (1854-1917), allievo di Luigi Cremona, ~ noto principalmente per i risultati 
conseguiti nel campo della geometria degli perspazi eper avere presentato il primo sistema di geometria 
non archimedea. I1 suo testo pi~ importante ~ Fondamenti di geometria pi~ dimensioni e a pift 
specie di unitd rettilinee (1891). In una lunga appendice, Veronese criticava pertamente il programma 
logico di Peano, dando origine a una dura polemica, che si sarebbe protratta nel 1892 sui Rendiconti 
del Circolo matematico diPalermo. 
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II 
Di diversa impostazione rano le opinioni di P. Medolaghi, 7 che nel 1907 dedic6 
due lavori ai problemi fondazionali. I1 primo, sul calcoloformale delle probabilitd, 
iniziava con queste parole: 
In quel libro, ricco di idee geniali e feconde, nel quale George Boole pose le leggi fondamen- 
tall della logica deduttiva, un posto importante ~ riserbato alia teoria deUe probabilith. 
I1 punto di vista dal quale il Boole esamina i problemi di questa teoria ~ puramente formale: 
egli non analizza la nozione di probabilit~ e ne accetta quasi senza osservazioni la definizione 
tradizionale. Per6 su questa base costruisce dei metodi veramente originali ed interessanti, 
e per quali non ~ certamente giustificato l'attuale oblio--tanto pitl strano quando si ponga a 
riscontro con il meritato onore in cui oggi ~ tenuta l'opera sua. [22, 192] 
L'elaborata concezione del rapporto tra logica e probabilit~ esposta in [7], era 
ridotta da Medolaghi a poche righe: 
La idea fondamentale del Boole consiste nell'adottare due classi di simboli, l'una per 
esprimere gli avvenimenti, l'altra per esprimere la loro probabilitY. Un evento qualsiasi viene 
rappresentato nel linguaggio ordinario con una proposizione; e quindi i simboli del Boole 
sono di due specie: gli uni rappresentano proposizioni (eventi), gli altri rappresentano numeri 
(probabilit~t). Or mentre il calcolo su questi ultimi costituisce la vera materia e 1o scopo della 
teoria della probabilith, il calcolo sui primi costituisce un capitolo della logica matematica, 
una teoria sussidiaria suscettibile di una trattazione molto piO semplice e universale. [22, 192] 
Questa presentazione suona oggi un poco ingenua e aprossimativa, specialmente 
per quanto riguarda l'affermazione che Boole si sia astenuto dall'analizzare la 
nozione di probabilit~t 8 e la sbrigativa associazione di proposizioni agli eventi, 
laddove proprio una distinzione tra le due cose (cio~ il considerare gli enunciati 
probabilistici come enunciati che parlano di proposizioni e non di eventi) aveva 
consentito a Boole di individuare una identith strutturale tra logica e calcolo delle 
probabilit~t. 9 Inoltre, la trattazione formale booleana poteva apparire "molto pit1 
semplice" soltanto a condizione di trascurare il metodo generale di calcolo pro- 
posto da Boole, alia cui complessit~t ~stato pi~ volte imputato l'oblio riservato 
ai contributi probabilistici del grande logico britannico. 
Tuttavia, nonostante la scarsa attenzione rivolta al|e implicazioni pit~ profonde 
7 Nato a Firenze nel 1873, allievo di Cremona, Bruno Medolaghi ricopri la carica di direttore generale 
dell'Istituto di Previdenza Sociale dal 1923 al 1936, fu presidente del Credito Fondiario Sardo e 
dell'Istituto Italiano degli Attuari; nel 1936 ottenne "per chiara fama" la cattedra di Economia e 
finanza delle imprese di assicurazione a Roma. Oltre che autore di contributi nel campo della statistica 
e della probabilit~t, produsse un metodo generale neUa teoria dei gruppi continui. 
8 In realt~ Boole presentava una riflessione molto approfondita sulla natura della probabilitY, in cui 
prendeva in considerazione sia la definizione classica [7,244], sia la definizione della probabilit~t come 
"motivo di credere," o aspettativa [7, 244], sia la definizione in termini di "frequenze relative" [7, 
245]. 
9 "There is another form under which all questions in the theory of probabilities may be viewed; 
and this form consists in substituting for events the propositions which assert that those events have 
occurred, or will occur; and viewing the element of numerical probability as having reference to the 
truth of those propositions, not to the occur rence  of the events  concerning which they make assertion" 
[7,247-248]. 
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dell'opera booleana, o forse proprio a causa di essa, Medolaghi riusciva  coglierne 
l'aspetto pill sostanziale  innovativo: la possibilith di determinate la probabilit~ 
di una proposizione sulla base delle relazioni Iogiche che sussistono tra tale proposi- 
zione e altre proposizioni le cui probabilith siano note; ~° dal punto di vista opera- 
tivo, questo comporta la determinazione d lla probabilitta di un evento qualsiasi 
a partite da una distribuzione diprobabilith su tutti i possibili stati di cose, descritti 
tramite cost ituenti .  ~1 
Medolaghi [22, 192] si proponeva di mostrare come al "calcolo aritmetico delle 
probabilit~t" potesse sostituirsi l "calcolo logico degli eventi" e come alcuni 
principi generali, stabiliti da Boole, permettessero "poi di riportare al primo i 
risultati ottenuti con questo secondo calcolo." Quasi a prevenire una acceglienza 
ostile, o quantomeno scettica, egli insisteva sulla utilit~ di questo procedimento, 
affermando che l'esempio scelto per illustrarlo presentava un notevole interesse 
anche per gli attuari. 
Il problema posto da Medolaghi era quello di calcolare la probabilith che, data 
una serie di possibili eventi, se ne presentino esattamente r, con r < n (per esempio, 
che su n lanci di una moneta, si ottengano esattamente r croci). La soluzione, 
egli affermava, era facile e spedita quando gli eventi erano indipendenti, pifi 
complicata se si rinunciava ll'assunzione dell'indipendenza. Seguiremo i punti 
salienti della sua trattazione, semplificandone il simbolismo. 
Siano a 1 . . . . .  a n , n eventi elementari, p(a  l) . . . . .  p(an) le rispettive probabilita, 
p(1 - ai) , con i -- 1 . . . .  , n, la probabilith che l'evento a i non si avveri. L'espressio- 
ne aiaj denota if simultaneo avverarsi dei due eventi a ie aj, l'espressione ai + aj 
l 'evento in cui si avvera ai o aj. 
Si hanno le identith logiche: 
a i ( l  -- a i) = 0 
a i + (1 -- a i) = 1 
dove 1o zero sta a rappresentare l 'assurdo e l'unit~ la certezza (universo del discorso). [22, 
193] 
Se ci limitiamo a considerare due eventi elementari a~, a2, avremo quattro 
possibili casi: 
si presenta le  non a 2 (simbolicamente al(l - a2)); 
si presenta l ed a2 (simbolicamente ala2); 
si presenta 2 e non al (simbolicamente (1 - al)a2); 
non si presenta n6 al n6 a 2 (simbolicamente (1 - a0(l  - a2)).  [22, 195] 
I quattro casi sono detti cost ituenti .  In generale, dati n eventi (elementari), si
possono formare 2 n costituenti. La loro disgiunzione saurisce l'universo di di- 
SCOFSO" 
l0 Si veda Boole [7, 245]. 
II Dopo Boole, la nozione di "costituente" 6 diventata corrente; lasi trova, tra gli altri, in de Finetti 
e, in tempi recenti, n J. Hintikka. 
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Uno di questi quattro casi si presenta di certo, ci6 che si esprime con la relazione logica: 
al(1 - a2) + ala2 + (1 - al)a 2 + (1 - a0(1 - a 2) = 1; (1) 
l 'evento al put5 presentarsi insieme ad a2 o senza che l 'evento a2 si presenti; e ci6 logicamente 
si esprime scrivendo: 
ala 2 + al(l - a2)  = al; 
similmente 
ala 2 + a2(l - al) = a 2. [22, 195, numerazione nostra] 
Se ora passiamo alia "vera natura aritmetica del problema" [22, 194], se cio6 
ci spostiamo dal piano logico a quello probabilistico, e se denotiamo rispettiva- 
mente con C~, . . . ,  C4 i quattro costituenti del nostro esempio e con p(CO . . . . .  
p (C4) le loro probabilit~ e restituiamo aisegni di operazione il loro usuale significato 
aritmetico vediamo che, in corrispondenza della (1), vale la (2), 
p(C l )  + " ' "  + P (C4)  = 1, (2) 
dove il valore di probabilit~t 1 rappresenta l certezza. 
Data la (2), i valori di probabilit~ degli eventi elementari al . . . . .  an, e (laddove 
non sussista l'indipendenza) le probabilit~ del simultaneo avverarsi di due, tre, 
. . . .  n eventi 6 possibile determinare l probabilit~t di tutti i costituenti. Infatti, 
" l 'evento a~ pub logicamente esprimersi come la somma di 2 n-~ costituenti, cio~ 
di tutti quelli in cui la proposizione al entra affermativamente" [22, 196]. 
Nel nostro esempio avremo: 
P(C l )  + P (C2)  = p(a  O. (3) 
Successivamente: 
Si deducono altre n - 1 relazioni analoghe alia (3) avendo riguardo agli eventi a 2 . . . . .  a n . 
L 'evento costituito dal simultaneo avverarsi d ia l  e a 2 ~: logicamente rappresentato da una 
somrna di 2 "-2 costituenti, e cio~ di tutti quelli nei quali le proposizioni al ,  a2 entrano 
affermativamente. [22, 196] 
Qualora siano note le probabilit~t degli eventi elementari e le probabilit~ del 
simultaneo avverarsi simultaneo di due, tre . . . . .  n eventi (nel caso della non 
indipendenza), possiamo formulare le equazioni che ci consentono di determinare 
le probabilit~ dei costituenti. 
Supponiamo che siano note p(al), P(a2)  e p(a la2)  = P(CI). Possiamo ottenere: 
p(C2) = p(al(1 - a2)) = p(al) - p(C0; 
p(C3) = p(a2(1 - al)) = p(a2) - p(C1); 
p(C4) = p((1 - a0(1 - a2)) = 1 - p(al) - p(a2) + p(C1). 
(4) 
(5) 
(6) 
Una volta determinate l probabilit~ dei costituenti "il problema proposto in 
principio ed ogni altro analogo, sono risoluti" [22, 195]: per determinare, ad 
esempio, la probabilit~t che su n = 2 lanci si presenti una sola testa, occorre 
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sommare l probabilith dei costituenti incui solo un evento entra ffermativamente: 
nel nostro caso 6"2 e C3. 
Se avessimo supposto a le  a 2 indipendenti, per ottenere p(ala2)  sarebbe stato 
sufficiente moltiplicare l  loro probabilitY. Qualora si assuma l'indipendenza, una 
volta note le probabilit~ degli eventi elementari, "allora ~ perfettamente d termi- 
nata anche la probabilit~ di ogni evento Ache  sia esprimibile logicamente per 
mezzo delle sole espressioni al . . . . .  a n. ' '  [22, 197]. 
In assenza di tale assunzione, occorre che siano note anche le probabilit~t del 
simultaneo avverarsi di tutte le possibili coppie, triple . . . .  , n-uple di eventi. 
III 
I motivi che avevano spinto Medolaghi ad interessarsi di logica matematica 
erano chiariti nella sua seconda nota [23]. Questa si apriva con la constatazione 
che le applicazioni della logica alla teoria della probabilith, che avevano ricevuto 
il primo impulso da Boole ed erano state coltivate da "gli altri logici di quel tempo, 
Peirce, Venn, De Morgan, Macfarlane, Gilman, McColl" [23, 20], erano state 
abbandonate dopo il 1880. I1 disinteresse dei logici gli appariva giustificato, consid- 
erate le "dubbiezze controversie" che ancora affliggevano "qualunque teoria 
fondata, per esempio, sopra la nozione classica di probabilith" [23, 21]. Meno 
giustificabile gli appariva la "trascuranza in cui ~ tenuto tutto l'importante contri- 
buto del Boole" da parte dei cultori della teoria della probabilitY. I probabilisti 
erano forse scoraggiati dal fatto che: 
la questione pregiudiziale intorno al significato che debba ttribuirsi alia nozione di probabilitY, 
per quanto si cerchi e si pensi di metterla da parte per collocarsi sul terreno puramente 
formale, si ripresenta ppena si cerca di illustrare i casi concreti. [23, 21] 
L'obiettivo che Medolaghi si prefiggeva era quello di distinguere tra la teoria 
formale delle probabilith e le applicazioni. La teoria formale era descritta come 
un calcolo logico degli eventi. I1 termine "evento" ~ inteso in senso generico, 
senza che occorra mai precisare la natira dell'evento in questione, la sola ipotesi che verr~ 
fatta in ogni caso . . . .  ~ che l'evento possa dar luogo ad una determinazione di probabilit~ 
obiettiva, restando impregiudicato se, quando, e sotto quail condizioni cib possa verificarsi. 
Noi veniamo cosi a segnare i confini di una dottrina lia quale ben si adatterebbe il nome 
di teoria formale, o, meglio ancora, di teoria astratta della probabilit/~. Questa teoria si pub 
costituire su alcuni principii intuitivi e semplicissimi, prescindendo affatto dalla consueta 
definizione di probabilit~ come il rapporto trail numero dei casi favorevoli e quello dei casi 
egualmente possibili, o probabili, o equivalenti che dir si voglia. 
Questa, che nella trattazione ordinaria si incontra sulla soglia della teoria come definizione 
o idea primitiva, e che dal D'Alembert in poi ha arrestato e continua d arrestare tanti spiriti 
acuti dal procedere innanzi, non diventa per me (che seguo e completo anche in questo una 
idea accennata da Boole) niente piO che una regola pratica (esatta o approssimata secondo 
i casi) per la misura della probabilitd helle esemplificazioni concrete, nello stesso modo come, 
per esempio, i teoremi di Gauss, di Cotes, di Simpson sulle quadrature sono regole pratiche 
per il calcolo degli integrali, ma non ci danno certo la nozione di integrale. [23, 22] 
La natura astrat ta  del calcolo delle probabilith poteva essere colta, secondo 
Medolaghi, anche senza ricorrere a specifici sistemi di logica formale; aproposito 
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dei teoremi della probabilit~t totale e della probabilith composta egli affermava 
infatti: "La  dimostrazione che ne ha dato il Poincar6 nel suo trattato effettivamente 
appartiene all'indirizzo logico di Boole sebbene il linguaggio ed il simbolismo della 
logica non vi sia introdotto" [23, 23]. 
In questo lavoro, tuttavia, nel presentare "una nuova e piO elegante semplifica- 
zione delle idee di Boole,"  Medolaghi si proponeva di rimanere fedele al simboli- 
smo booleano, con le motivazioni seguenti: 
La ideografia oggi generalmente usata e meglio rispondente alle necessit~ delle scienze 
quella introdotta dal prof. Peano; sono stato quindi molto incerto se avvalermi di quella. Ha 
prevalso per6 il desiderio, direi quasi la necessit~t, di conservare trail calcolo logico degli 
eventi e il calcolo numerico delle probabilit~ quella perfetta corrispondenza di notazioni che 
concorre ametter meglio in evidenza il parallelismo delle due teorie. Conservo quindi nella 
sostanza l'ideografia di Boole. [23, 24] 
Nonostante tali dichiarazioni, nel paragrafo dedicato aUe Idee e teoremi di logica 
matematica Medolaghi avrebbe fatto riferimento al Calcolo geometrico di Peano, 
e nel successivo paragrafo sulle Applicazioni al calcolo delle probabilitd, avvertiva 
che non avrebbe seguito "davvicino il Boole se non nei primissimi passi ,"  poich6 
ci6 avrebbe reso necessaria l 'esposizione dei suoi metodi generali "che in certo 
qual modo sono modellati sull 'esempio dei procedimenti dell 'algebra ordinaria 
(sviluppo in serie, el iminazione)"; esposizione superflua, dal momento che "noi  
possiamo giungere agli stessi risultati fondamentali e completarli, seguendo una 
via elementare" [23, 29]. 
NeUa notazione adottata in questo saggio, i simboli "a ,  b . . . .  " indicano proposi- 
zioni qualunque, "ab"  la moltiplicazione logica, "a  + b"  l'addizione logica, 
"1 - a"  la negazione, "a  D b"  la deduzione (cio6 l'implicazione), 1o zero l'assurdo 
logico, l'unit~t il vero, nozione "in certo qual modo opposta queUa del l 'assurdo";  
dunque "a  = 0" sta per " la proposizione a 6 assurda",  e "a  = 1" sta per " la 
proposizione a 6 vera".12 
Dopo aver presentato le propriet~ commutativa ed associativa della somma e 
del prodotto logico, la propriet~ distributiva del prodotto rispetto alia somma, la 
legge di tautologia (aa = a), le leggi di assorbimento ((a + ab) = a; a(a + b) = 
a), le leggi di De Morgan e l'identith 1 - (1 - a) = a, Medolaghi introduceva ncora 
una volta la nozione di "cost i tuente,"  mostrando come qualunque proposizione 
composta dalle proposizioni al, • • •, an poteva essere spressa da una disgiunzione 
di costituenti. 
Il legame tra "calcolo logico degli eventi"  e calcolo numerico delle probabilit~t 
era spiegato citando direttamente il primo capitolo con le stesse parole di Boole 
[7]: 
Before we can determine the mode in which the expected frequency of occurrence of a 
particular event is dependent upon the known frequency of occurrency of any other events, 
we must be acquainted with the mutual dependence of the events themselves. Speaking 
technically, we must be able to express the event whose probability is sought as a function 
12 Boole non usava il simbolo di implicazione. 
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of events whose probabilities are given. Now this explicit determination belongs inall instances 
to the department of logic. [7, 13] 
Se x, y, z rappresentano eventi ("o, per meglio dire, le proposizioni che e- 
sprimono quegli eventi" [23, 29]), p(x), p(y), p(z) le loro probabilifft (nostra notazio- 
ne), "dalla nozione di probabilith" (che tuttavia non veniva in alcun modo defini- 
ta) discendono cinque principi: 
(I) se a = 0, allora p(a) = 0 e viceversa; 
(II) sea  = 1, allora p(a) = 1 e viceversa; 
(III) sea  ~ b, allora p(a) <- p(b); 
(IV) p(a) = p(a(1 - b)) + p(ab); 
(V) p(a(1 - b) + b(1 - a)) = p(a(1 - b)) + p(b(1 - a)). 
Secondo Medolaghi il teorema delle probabilitfi totali e l'intera teoria astratta 
potevano essere derivati dai principi I -V,  indipendentemente dalla possibilit~t di 
enumerare casi favorevoli; quindi "anche, per esempio, dalla ipotesi che il numero 
di questi sia finito o che essi costituiscano un aggregato numerabile" [23, 31]. In 
una nota a pie' di pagina criticava la derivazione della definizione classica dal 
principio delle probabilitfi totali proposta da Cantelli, in quanto "la ipotesi chela  
probabilit~t possa esprimersi con f(x, y) implica gih molto e riduce la questione ad 
una di pura analisi" [23, 31]. 
IV 
Nello stesso anno in cui Medolaghi pubblicava i due articoli appena esaminati, 
U. Broggi presentava a G6ttingen una tesi di dottorato dal titolo Die Axiome der 
Wahrscheinlichkeitsrechnung, con la supervisione, tra gli altri, di D. Hilbert. ~3 
Broggi aveva gih pubblicato un trattato di matematica attuariale [10], nel quale la 
probabilifft veniva introdotta mediante la definizione classica, pur osservando che: 
"La  via seguita dal Bohlmann di definire la probabilitfi a mezzo di un sistema di 
assiomi evita la tautologia insita nella precedente definizione conduce forse ad 
una generalith non del tutto definita" [10, vii]. In [11] Broggi ribadiva che dalla 
definizione classica, laplaceana, della probabilifft potevano essere derivati l prin- 
cipio delle probabilifft totali e delle probabilith composte da questi, con l'aiuto 
del teorema di Bernoulli, gli ulteriori principi della teoria [11, 367]. Nei casi in 
cui la definizione classica non poteva essere applicata, poich~ l'insieme dei casi 
possibili o l'insieme dei casi favorevoli sono infiniti, potevano essere introdotte 
mediante definizione altre grandezze, alle quali spettava "il carattere formale della 
probabilith" ("d.h.: die im Intervalle (0, 1) enthalten sind") [11,367]. In generale, 
la teoria della probabilifft ~ definita nel modo seguente: "Die Theorie, in der alle 
aus der klassischen Wahrscheinlichkeitsdefinition ableitbaren S/itze giiltig bleiben, 
und als Wahrscheinlichkeiten die Grf/3en, denen die Eigenschaften zukommen, 
13 Ugo Broggi, nato a Milano nel 1880, fu professore a Buenos Aires. Produsse contributi nel campo 
della risoluzione delle equazioni algebriche e fu autore di un manuale dimatematica attuariale [10]. 
Le informazioni sui rapporti ra Broggi e Hilbert sono tratte da Bernhardt [4]. 
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aus welchen eine solche Theorie widerspruchslos abgeleitet werden kann" [11, 
367]. 
I1 concetto di probabilith, tuttavia, presupponeva "un concetto di gran lunga 
pitl primitivo": il concetto di evento. Quest'ultimo concetto non ha una natura 
matematica, bensl "una natura logica-generale [allgemein-logischer Natur]" [11, 
368]. Gli assiomi avrebbero pertanto avuto il compito di esprimere le "condizioni 
arbitrariamente accettate" del calcolo delle probabilitY, ma avrebbero avuto un 
senso solo in quanto fondati su "relazioni certe tra eventi, le quali sono formulate 
indipendentemente da qualunque considerazione appartenente alia teoria della 
probabilit~t" [11,368]. Una volta enunciati tali assiomi, occorreva dimostrarne la 
noncontraddittoriet~t, la completezza e i'indipendenza: 
Der Beweis der des Widerspruchslosigkeit ist der Beweis der Existenz von Wahrscheinlich- 
keiten in dem definierten Sinne. Wir zeigen, dab sich eine konstruktive Wahrscheinlichkeitsde- 
finition angeben l~iBt, welche (die Widerspruchslosigkeit des Systems der ganzen reellen 
Zahlen angenommen) unserem Axiomensysteme g niigt. Der Beweis der Vollst~ndigkeit ist 
der Beweis dab diese Wahrscheinlichkeiten ei e logisch-definierte Klassen bilden, d.h. dab 
es keine zwei nicht mit einander identische Systeme von Dingen geben kann, die beide unsere 
Axiome befriedigen. 
Endlich ist der Beweis der Unabh~ingigkeit eines Axioms der Beweis der Widerspruchslo- 
sigkeit eines Axiomensystems, das bis auf dieses Axiom mit dem urspriinglichen System 
identisch ist. Es ist die Unabh~ingigkeit des Axioms von den iibrigen, die dadurch bewiesen 
wird. [11,368] 
Broggi poneva a fondamento della teoria due condizioni, formulate tenendo 
conto di un suggerimento di E. Zermelo: (1) dato un elemento arbitrario x di un 
insieme M, era oggettivamente d ciso se tale elemento possedeva o meno la 
propriet~ A; (2) era possibile assumere un elemento x di M senza dire se possedeva 
o meno la propriet~ A. A questa ipotesi era applicabile la probabilit~t, che dipende 
dallo stato delle nostre conoscenze [11,369]. 
L' insieme degli x, o insieme dei casi possibili, era denotato con M, l'insieme 
degli x con A, o insieme dei casi favorevoli, con M1, l 'evento era definito come 
E = [M, M~]. L'impossibilit~ di un evento era simbolizzata da V = [M, 0], la 
certezza da G = [M, M]. Due eventi erano definiti complementari quando E + 
E' = G, indipendenti quando E. E' = E. 
La probabilit~t era identificata con la grandezza non negativa che soddisfa i
seguenti assiomi: 
Assioma 1. Se un evento ~ certo . . . .  la sua probabilit~ uguale a 1. 
Assioma 2 (Assioma della somma). Se E = E1 + E 2 , cio~ E si verifica quando 
o si avvera E 1 , o si avvera E 2 , allora p(E) = p(E1) + p(E2). 
I due assiomi comportano le conseguenze: 
1. Se E ~ l 'evento impossibile V, p(E) = O. 
2. Se E = E1 + E2, allora 
p(E) >- p(E1), e p(E) >- p(E2). 
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Broggi si proponeva diestendere l'additivith finita fino a comprendere l'additivith 
numerabile. Aggiungeva pertanto l'assioma: 
Assioma 2'. Se vi ~ un'infinit~t numerabile di eventi, allora: 
p(E) = P(El) + p(E2) + . . .  all'infinito. 
Questi assiomi erano, secondo Broggi, sufficienti per determinare l "grandez- 
ze" di cui tratta il calcolo delle probabilith. Nel caso in cui gli insiemi dei casi 
possibili e quello dei casi favorevoli fossero finiti, la probabilith di un evento E 
era definita, in accordo con la definizione classica, come p(E) = ml/m, dove ml 
6 il numero degli elementi di MI e m ~ il numero degli elementi di M. Tra gli aspetti 
piO innovativi della sua trattazione vi erano l'analisi delle probabilith geometriche e 
quella del caso in cui l'insieme dei casi possibili 6 infinito numerabile. 
Nel primo caso p(E) = m(MO/m(M), dove la parte destra dell'uguaglianza 
indicava il rapporto tra le misure di Lebesgue degli insiemi M 1 e M. Nel secondo, 
Broggi assegnava un "ordinamento" agli elementi di M e definiva la probabilit~t 
come il limite della frequenza relativa nei sottoinsiemi sempre crescenti ottenuti 
mediante l'ordinamento di M ([11,373], cfr. anche von Plato [32]). 
In Bernhardt [4] si rileva che, da un lato, l'introduzione della nozione di "limite" 
per le probabilit~t di una infinit~ numerabile di casi richiama immediatamente le 
successive elaborazioni di von Mises, anche se con le importanti differenze legate 
al fatto che von Mises avrebbe applicato tale nozione in relazione a una classe di 
eventi definita in maniera particolare, il Kollektiv. Dall'altro, l'utilizzazione della 
misura di Lebesgue sembra collocare Broggi ai primordi del pitl recente inseri- 
mento delle probabilit~t nell'ambito della teoria della misura. Tuttavia, il tentativo 
di Broggi si colloca a meter strada tra la concezione classica e quella moderna: la 
stessa pretesa che il sistema di assiomi fosse completo faceva si chela sua definizi- 
one di probabilith fosse, in ultima analisi, costruttiva e che il sistema rimanesse 
legato agli insiemi dei casi "favorevoli" e "possibili," a differenza di quello, 
pienamente formale, che Kolmogorov avrebbe presentato nel 1933. 
Bernhardt avanza inoltre l'ipotesi che 1o stesso Hilbert, pur sottolineandone il 
valore scientifico, non giudicasse del tutto soddisfacente la formalizzazione pro- 
dotta dal suo allievo, ipotesi corroborata dal non ottimale "Priidikat 2" proposto 
come valutazione della dissertazione. 
V 
Nella sua philosophische Dissertation Broggi aveva criticato il sistema di Bohl- 
mann, mostrando che i primi due assiomi non erano indipendenti. Questi argomenti 
sarebbero stati ulteriormente discussi due anni dopo, in un articolo pubblicato nel 
numero dei Rendiconti del Circolo matematico di Palermo successivo a quello 
che conteneva un importante articolo di Borel [8] sulle probabilit~ numerabili. 
Broggi sollevava la questione se fosse necessario aggiungere un ulteriore postulato 
per il principio delle probabilit~ composte al seguente sistema, dove la probabilit~ 
era definita descrittivamente come la grandezza positiva che soddisfa le seguenti 
condizioni: 
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1. ~ uno la probabilit~ di un evento certo; 
2. ~ zero la probabilit~t di un evento impossibile; 
3. se un evento si presenta col presentarsi dell'uno o dell'altro di due eventi escludentisi, 
la sua probabilit~t ~ uguale alla somma delle probabilit~t di questi, [12, 245] 
dove "evento ~ ci6 che pub accadere o non accadere," "evento certo ~ ci6 che 
necessariamente accade," evento impossibile 6ci6 che non pub accadere" [12, 
245]. Queste proposizioni corrispondevano rispettivamente ai principi I, II, V di 
Medolaghi [23], che aveva derivato il principio delle probabilit~ composte come 
teorema. Le proposizioni 1e 2 prese insieme formavano l'Assioma I di Bohlmann 
[6], mentre la proposizione 3 corrispondeva all'Assioma II. Bohlmann aveva intro- 
dotto anche l'Assioma III, che postulava il principio delle probabilith composte. 
Broggi si proponeva di mostrare la correttezza della posizione di Medolaghi, anche 
se contestava l sua derivazione, e affermava che egli era caduto "in equivoco 
circa il contenuto del teorema" [12,246]. Gi~t nella sua Dissertation Broggi aveva 
mostrato che la seconda parte dell'Assioma I di Bohlmann, cio~ la proposizione 
2, non era indipendente dall'Assioma II, qui formulato mediante la proposizione 
3. Ora indicava come, a suo avviso, anche il principio delle probabilit~ composte 
(Assioma III di Bohlmann) fosse derivabile dalle proposizioni 1 e 3. I1 sistema 
fondato sulle proposizioni l, 2, 3, e 4 (dove 4 6 il principio delle probabilit~t 
composte) era dunque equivalente al sistema fondato sulle sole proposizioni 1 e 
3 (le quali corrispondevano agli assiomi 1 e 2 di Broggi [11]). E concludeva: 
Ma come mi propongo di mostrare altrove, essi non valgono a definite in modo univoco 
la probabilit~ di un evento, quando non si introduca una restrizione nel concerto di evento 
e, chiarito il senso della proposizione "due eventi sono uguali", non si postuli che ad eventi 
uguali corrispondono probabilit~t uguali. [11,247] 
VI 
Una rassegna degli scritti su probabilith e logica agli inizi del Novecento non 
pub naturalmente escludere il contributo di Peano, anche se l'attenzione dedicata 
dal matematico piemontese allo probabilith fu notevolmente inferiore di quella 
riscontrabile helle opere di Boole e degli altri logici inglesi, che pure Peano aveva 
studiato in maniera pprofondita.14 Non vogliamo incorrere nell'errore, frequente 
fino a qualche tempo fa, ~5 di giudicare Peano per cib che non ha fatto, piuttosto 
che per i risultati effettivamente conseguiti. L'accostamento a Boole ~ tuttavia 
inevitabile, poich6 la posizione di Peano 6 per un verso vicina a quella dell'autore 
delle Laws, per l'altro ne ignora aspetti sostanziali. Nelle Laws Boole aveva 
inserito il calcolo delle probabilith nella trattazione delle "proposizioni secon- 
darie," cio~ in quella che, con le debite cautele, potrebbe ssere definita la sua 
"logica proposizionale." La probabilit~t era pertanto assegnata alle proposizioni. 
Una proposizione poteva descrivere un evento semplice (per esempio: "piove") 
o un evento composto ("piove e tuona"). Come abbiamo visto nei paragrafi 
14 A questo proposito si veda Bottazzini [9]. 
15 Da questo errore mette in guardia Agazzi [1, 23]. 
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dedicati a Medolaghi, compito generale della teoria delle probabilit~t era quello di 
calcolare la probabilit~ di proposizioni esprimenti eventi composti a partire dalle 
probabilit~ note di proposizioni relative a eventi semplici (ed eventualmente di 
altri eventi composti che fossero in relazione con i primi). Tuttavia Boole ricono- 
sceva che, in molti casi, le inferenze probabilistiche non si basano sull'assegnazione 
di probabilit~ a uno schema di eventi elementari, bensi su proposizioni che descri- 
vono delle "condizioni statistiche," cio~ delle frequenze relative osservate [7, 
cap. 19]. Le condizioni statistiche forniscono le probabilit~t di "eventi composti" 
determinate mediante il rapporto tra (numerosit~ di) classi di eventi, o al limite 
di questo rapporto al crescere del numero delle osservazioni. Per esempio, se x 
denota la classe degli "uomini bianchi" e 1 l'intera popolazione degli uomini, 
p(x) = n(x)/n(1), dove n(x) ~ il numero degli uomini bianchi e n(1) ~ il numero di 
tutti gli uomini. L'approccio peaniano consisteva invece nell'interpretare diretta- 
mente la probabilit~t come rapporto tra numerosit~i di classi, trascurando l'attribuzi- 
one di probabilith alle proposizioni. 
Scopo principale del Formulario mathematico era la traduzione di tutte le pro- 
posizioni conosciute nelle scienze matematiche, tutte le dimostrazioni, tutti i me- 
todi nel linguaggio artificiale della logica, il quale consentiva una maggiore chiarez- 
za, concisione precisione. Nelle Notations de logique math~matique, una intro- 
duzione al Formulario scritta nel 1894, Peano sceglieva proprio la definizione della 
"probabilit~t di un evento composto" per illustrare la possibilit~ di tradurre in 
linguaggio simbolico qualunque teoria matematica. La definizione, nella formulazi- 
one di Bertrand, identificava l  probabilith dell'evento composto con "il prodotto 
della probabilit~t del primo esempio per la probabilith che spetta l secondo quando 
si sappia che il primo si ~ verificato." 
La traduzione nei simbolismo peaniano era la seguente: 
num(a n b) _ num(a) num(a n b) 
sEK.a ,  bEKs .  D 
nums nums num(a n s)'  
dove "a E K"  vuol dire "a 6 una classe di eventi," " s "  ~ la classe degli eventi 
possibili, "a N b" ~ 1' evento composto da a e b, "num a" denota la numerosith 
di a e "num a/num s" denota la probabilith di a. 
Nella quinta edizione del Formulario, Peano definiva la probabilit~t nel suo latino 
sine flexione : 
a, b, s E Cls . Num s E NI . . . . .  prob (a, s) = Num (an  s)/Num s 
•.. Tunc probabilitate de casu a, inter casu s est ratione de numero des s que es ad a, ad 
numero totale de a,. Objectos de c lasses  dicere "casus possibile"; objectos de classe 
a n s "casus favorabile. '° [29, 143] 
Alcuni anni dopo Peano dedicava lia definizione della probabilith un breve 
articolo. Nel linguaggio ordinario, questa la motivazione, si finiva col definire 
la probabilit~t mediante il probabile, cadendo nel circolo vizioso denunciato da 
Bertrand, Borel, e Poincarr. Era tuttavia possibile evitare la circolarit~t se si 
adottava la definizione simbolica che egli proponeva (sostanzialmente quella del 
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Formulario). Qui Peano aggiungeva qualche considerazione sulle sue possibili 
interpretazioni: essa poteva essere interpretata secondo la tradizione classica, ma 
non solo. L'importante era considerare la probabilit~t come una funzione di due 
classi: "I1 simbolo P(b, a) che si definisce, 6 funzione di due classi variabili a e 
b. E' lecito leggerlo (probabilit~t dell'avvenimento di un caso b fra i casi a) ovvero 
"percentuale dei b fra gli a," o altrimenti, purch6 sempre si enuncino le due 
variabili a e b" [30, 431]. 
Le domande, frequenti nel linguaggio rdinario, del tipo: "Qual'6 la probabilit~t 
che domani piova?" non hanno senso se non si specifica un classe di riferimento. 
Esse dovrebbero essere pertanto interpretate come quesiti circa "il rapporto fra 
il numero dei giorni di pioggia e il numero totale dei giorni nel mese, o stagione, 
o anno" [30, 431]. 
VII 
Quest'ultimo lavoro di Peano ha fornito 1o spunto a A. Padoa ~6 per una vera e 
propria digressione epistemologica. Cosi inizia il suo articolo: "La logica formale 
permette di rispondere saurientemente all domande: --Che cosa significa ppli- 
care una proposizione scientifica? Quali proposizioni sono suscettibili di applicazi- 
one? Quand'6 che un'applicazione spetta lia scienza stessa e quando invece alla 
pratica?" [25,878]. 
Occorreva innanzitutto definire formalmente l proposizioni scientifiche. Per 
Padoa queste potevano essere di due tipi: o asserzioni, cio6 proposizioni che 
contenevano s ltanto costanti, o implicazioni, cio6 proposizioni condizionali in cui 
l'antecedente, o ipotesi, era composto da un insieme di condizioni. Le implicazioni 
erano "suscettibili di applicazione" [25, 879], cio6 potevano essere sottoposte 
alia procedura seguente: (1) trovare un'interpretazione delle variabili contenute 
nell'ipotesi tale che ciascuna condizione nunciata nell'ipotesi diventasse una 
asserzione vera; (2) sostituire ovunque nel conseguente l  dette interpretazioni 
alle dette variabili; (3) asserire il conseguente. 
Se nel corso dell'applicazione di una implicazione appartenente a una certa 
disciplina le variabili erano sostituite con costanti tutte appartenenti a tale di- 
sciplina (oggi diremmo con termini del suo vocabolario) l'implicazione dava luogo 
a un corollario; altrimenti, l risultato era detto applicazione pratica. Nel primo 
caso, il compito di accertare la verit~ delle condizioni spettava lia disciplina 
stessa; nel secondo "le asserzioni on sono di pertinenza della scienza considerata, 
16 Alessandro Padoa (1868-1937), allievo e collaboratore di Peano, si occup6 soprattutto diquestioni 
connesse con I'assiomatizzazione delle teorie deduttive. In una comunicazione presentata al Congresso 
internazionale di filosofia di Parigi nell'agosto 1900 presentb il metodo che sarebbe divenuto noto 
come "metodo di Padoa," volto a stabilire l'irriducibilit~ dei simboli primitivi in una teoria assiomatica 
(Essai d'une th~orie alg~brique des nombres entiers, pr~c~d~ d'une introduction logique d une th~orie 
d~ductive quelconque). In una comunicazione al Congresso internazionale dei matematici svoltosi 
sempre aParigi nello stesso mese present6 un'applicazione d l metodo in cui proponeva una assiomatiz- 
zazione della teoria dei numeri interi basata sui concetti primitivi di "intero," "successivo," "simme- 
trico" (Un nouveau syst~me irr~ductible de postulates pour I'algdbre). 
58 MARGHERITA BENZ1 HM 22 
la quale percib n6 deve, n6 potrebbe in alcun modo accertarne la verith, senza 
esorbitare dal proprio campo" [25, 880]. 
Veniamo finalmente alia probabilit~t. La definizione di Peano [30] era, secondo 
Padoa, un'implicazione suscettibile di applicazioni che potevano essere sia corol- 
lari logico-aritmetici, qualora i simboli a e b fossero interpretati come simboli di 
classi, sia conclusioni pratiche "delle quali n6 la Logica, n6 l'Aritmetica sono 
garanti . . ,  se per probabilitd di un avvenimento s'intende una valutazione numer- 
ica della legittimitd ell 'attesa . . .  dell'avvenimento dichiarato" [25, 882]. 
Per evitare confusioni, Padoa proponeva un cambiamento di nomenclatura, 
suggerendo di chiamare "frequenza" la probabilit~ logico-aritmetica, poich~ "in 
tutte le questioni aritmetiche, dette di probabilit~t, effettivamente si tratta sempre 
e soltanto di frequenze degli individui di una certa classe b fra quelli di una certa 
classe a"  [25, 882]. 
Secondo Padoa, la definizione peaniana era immediatamente applicabile soltanto 
in quei casi in cui le classi a e b erano ben determinate, come nel caso dei 
giochi d'azzardo. Ma nella maggior parte dei casi la probabilit~t era applicata lla 
previsione di un evento singolo. La domanda "Qual ~ la probabilit~ che domani 
piova?" non riguardava l generica frequenza dei giorni di pioggia, bensi la probabi- 
liter di pioggia in un giorno ben preciso, per la cui determinazione era necessario 
considerare un'ampia messe di dati statistici ele caratteristiche precise dell'evento 
in questione. Per questi casi egli proponeva una formula a quattro variabili, che 
ammetteva interpretazioni pratiche del tipo: "la probabilith nell'istante l, rispetto 
alle circostanze c, che al termine della durata d. si avveri un avvenimento b." 
Questa definizione avrebbe potuto essere applicata nche a quei casi, apparente- 
mente pif~ semplici, ai quali ben si adattava l  definizione peaniana, come i lanci 
di monete di dadi, le estrazioni da urne, ecc. Infatti, questi casi differivano dai 
problemi di previsione di eventi singolari soltanto se si conveniva di trascurare 
le informazioni di carattere fisico relative alia costruzione del dado e delle monete, 
alia forza del lancio, ecc. 
Le definizione proposta da Padoa presenta una certa affinit~t rispetto alla defini- 
zione di "probabilit~ empirica" formulata lcuni anni prima da C. Gini. '7 Gini 
ammetteva due definizioni della probabilith: quella classica, soggettiva in quanto 
fondata sul principio di indifferenza, e quella empirica, di cui forniva la seguente 
"nuova formulazione": La probabilit~t che un fenomeno B presenti un carattere 
A, entro determinati limiti di spazio e di tempo, ~ data dal rapporto del numero 
delle volte in cui, entro codesti l miti, B si presenta ccompagnato daA, al numero 
delle volte in cui, entro gli stessi limiti, si avvera B" [18,342]. Per Gini, tuttavia, 
17 Corrado Gini (1884-1965) si laure6 in giurisprudenza all'Universith di Bologna, insegn6 Statistica 
nelle Universit~ di Cagliari, Padova e Roma. Fu presidente d ll'Istituto Generale di Statistica e 
di numerose altre societh italiane d internazionali operanti nel campo delle scienze statistiche e 
demografiche. Dal 1920 fu direttore della rivista Metron. I suoi nteressi estesero dalla statistic 
all'economia alia sociologia e ll'economia. Tra le sue opere principali Ifattori demografici nell'evoluzio- 
ne delle nazioni (1912), Patologia economica (1925), Dinamica delle popolazioni (1930), Variabilitd 
e concentrazione (1939), Le medie (1957). 
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non era lecito parlare di probabilit~t di fenomeni individuali. In un lungo saggio 
scritto nel 1907, ma pubblicato postumo molti anni dopo [19], egli aveva proposto 
di distinguere tre aspetti della generale scienza della probabilitd: una teoria filo- 
sofica della probabilith, che tratta del concetto e della misura delle probabilith 
fondamentali; una teoria matematica, o calcolo delle probabilitd, "che insegna  
dedurre, dalle probabilith fondamentali d alcuni fenomeni, le probabilit~ derivate 
di altri avvenimenti svariatissimi e che risultano dalla combinazione dei primi" 
[19, 5] e una parte pratica, che applica i risultati teorici del calcolo a fenomeni 
concreti. La teoria filosofica della probabilit~t pub a sua volta essere vista come 
composta da due parti: una teoria logica della probabilitY, volta ad analizzare il
concetto di "probabilith" in termini di possibilit~ e casualit~t e una teoria psicolo- 
gica, che si propone di "indicare i metodi con i quali noi determiniamo le probabi- 
lith fondamentali" [19, 8]. All'interno di quest'ultimo settore, infine, Gini distin- 
gueva tra una scuola soggettiva, che accettava il principio di indifferenza, e una 
scuola oggettiva, che 1o rifiutava: Boole era citato come uno dei principali es- 
ponenti di tale scuola. 
Le distinzioni rigorosamente racciate da Padoa rispondevano all'esigenza, gi~ 
espressa da Medolaghi, di separare l'apparato logico-matematico della probabilit~t 
dall'ambito delle sue applicazioni, entro il quale avrebbero dovuto essere relegati 
i problemi di interpretazione. Una esigenza condivisa: in un trattato che ebbe una 
certa diffusione, scritto da Tullio Bagni, professore dell'Istituto Superiore di studi 
commerciali in Roma, la probabilit~t era nominata soltanto nell'introduzione, 
poich~ l'autore si proponeva di illustrarne sclusivamente gli aspetti combinatori 
o aritmetici: "I1 Calcolo delle probabilitd ~ la teoria matematica dei fatti accidentali 
normali (e degli eventi che ad essi corrispondono); considerato nel riguardo for- 
male, ~ una teoria prettamente ed esclusivamente logico aritmetica, ~ un calcolo 
delle frequenze" [2, xii]. 
Non mancavano tuttavia le voci di dissenso, che avrebbero trovato un rappresen- 
tante iUustre in G. Castelnuovo, ~8 
Nella costruzione astratta la probabilitb. ~il numero degli individui di due classi, di cui la 
prima ~ contenuta nella seconda; alle operazioni logiche sulle classi corrispondono operazioni 
aritmetiche sulla probabilitY; . . .  perb, se un siffatto indirizzo pub soddisfare i cultori della 
logica matematica, esso appare insufficiente a chi ritiene dannoso di stabilire rigide barriere 
tra la matematica e le applicazioni. [14, xv] 
VIII 
Negli articoli che abbiamo citato ~ assente una discussione approfondita suUa 
natura e le finalit~t della logica in generale. Tuttavia, a partire dalla discussione di 
aspetti particolari e talvolta possibile tracciare connessioni con diverse concezioni 
della logica e con diverse scuole di pensiero. Ad esempio, la scelta della ideografia 
booleana sfavore di quella peaniana compiuta da Medolaghi [22] potrebbe non 
18 Allievo di Cremona edi Veronese, Guido Castelnuovo (1865-1952) fu uno dei principali esponenti 
della celebre scuola italiana di geometria lgebrica. Dal 1906 abbandonb praticamente la ricerca 
geometrica per dedicarsi al calcolo delle probabilith e a questioni didattiche. 
60 MARGHERITA BENZI HM 22 
essere una mera questione tecnica. Come abbiamo visto nella sezione III, Medo- 
laghi dichiarava di apprezzare il simbolismo di Peano ed anzi, in una nota, segna- 
lava come migliore avviamento agli studi di logica il noto trattato di Couturat e 
un lavoro di Peano [26] il cui primo capitolo costituiva una introduzione al calcolo 
logico. Qui Peano presentava una significativa innovazione rispetto al simbolismo 
esposto neU'opuscolo Der Operationskreis des Logikkalkulus di SchrOder, che 
pure rappresentava la sua principale fonte di ispirazione: la sostituzione dei sim- 
boli n, u, -A,  o, e • ai simboli ×, +, A~, 0, e 1, "al fine di impedire una possibile 
confusione tra i segni della logica e quelli della matematica" [26, 18]. 
Medolaghi, al contrario, put lodando la notazione simbolica di Peano, sceglieva, 
analogamente a quanto aveva fatto Boole, di mantenere identici simboli per il 
calcolo logico delle proposizioni e il calcolo numerico delle probabilit~t, allo scopo 
di "metter meglio in evidenza il parallelismo delle due teorie" [23, 24]. Le diverse 
opzioni rispetto alla scelta di unificare o differenziare i simboli della logica e quelli 
della matematica rispecchiano le profonde differenze che dividono la concezione 
peaniana della logica da quella booleana. Per Peano la logica, in quanto lingua 
artificiale in cui le teorie matematiche dovevano essere tradotte per raggiungere 
un livello soddisfacente di rigore, meritava una notazione autonoma. La visione 
booleana, invece, put prestando attenzione al problema del rigore, aveva come 
principale obiettivo la messa a nudo di un calcolo, inteso come struttura formale 
passibile di diverse interpretazioni. All'interno di questa visione non ha senso 
l'idea di tradurre la teoria matematica della probabilit~t nel simbolismo logico; 
l'obiettivo ~ piuttosto quello di mostrare la corrispondenza tra leggi deU'inferenza 
deduttiva e leggi dell'inferenza probabilistica, corrispondenza che trova il suo 
fondamento nella costituzione stessa della mente. 
Medolaghi, lo ripetiamo, si guardava bene dall'avventurarsi in speculazioni sulle 
leggi del pensiero. Tuttavia le sue scelte concrete lo pongono a una certa distanza 
dalla concezione peaniana, che a quell' epoca era predominante in Italia. Forse 
non ~ un caso se F. Enriques, ~9 il piO "booleano" degli autori che favorirono, in 
un modo o nell'altro, il fiorire dell'interesse per la logica in Italia agli inizi del 
Novecento, cita l'articolo di Medolaghi nella sua storia della logica [16]. 
Se ora ci soffermiamo sul tentativo peaniano di eliminate la circolarit~t della 
definizione classica proposto nel Formulario mathematico, assistiamo al venir 
meno della corrispondenza tra calcolo logico delle proposizioni e calcolo numerico 
delle probabilitY. Infatti la probabilith viene introdotta come rapporto tra numero- 
sitar di classi [prob(a, s) = Num(a n s)/Num s]. Peano sottolinea il carattere 
19 Laureatosi a Pisa, Federigo Enriques (1871-1946) vinse a soli venticinque anni la cattedra di 
Geometria ll'Universit~ di Bologna. Trasferitosi a Roma fu allontanato dall'insegnamento el 1938 
in seguito alle leggi razziali. Fu con Castelnuovo, di cui divenne cognato, uno dei massimi esponenti 
del "nuovo indirizzo" della geometria lgebrica (Lezioni sulla teoria geometrica delle equazioni e 
delle funzioni algebriche, 1915-1934). Alia ricerca scientifica ffianc8 un profondo interesse per la 
storia e la filosofia della scienza edella matematica in particolare. Dichiarandosi fedele a una posizione 
di "positivismo critico," Enriques sosteneva posizioni originali, che lo portarono di volta in volta a 
polemizzare con il pragmatismo, con A. Padoa, e con il neoidealismo di Croce e Gentile. 
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puramente matematico della propria definizione  in [30] ammette che essa po- 
trebbe ricevere una interpretazione totalmente diversa da quella probabilistica, 
per esempio: "Sea  ~ una lega, b ~ il metallo fino, o oro, allora P(b, a) . . . .  si 
intende il rapporto frail  numero dei grammi d'oro che sonvi nella lega, al peso 
totale della lega" [30, 430]. Ma allora non si capisce perch6 prob (a, s) debba 
valere come definizione della probabilitd. Proprio questo sembra essere il senso 
della critica rivolta a Peano da Padoa, il quale, suggerisce di riservare il termine 
"frequenza" al rapporto tra la numerosit~ di classie il termine "probabilith" a
una specifica interpretazione di tale rapporto in termini di"misura della credenza." 
Diversa ancora 6 la posizione di Ugo Broggi, fedele, almeno nelle intenzioni, 
alia concezione assiomatica propria del suo "maestro" Hilbert. Essa comportava 
la rinuncia ad una definizione della probabilit~ the non consistesse neUa formulazi- 
one di un sistema di assiomi di cui fossero provate l'indipendenza reciproca e 
la non contraddittoriet~. Broggi [12] eliminava ogni riferimento alia definizione 
classica, laplaceana, in favore di una "definizione descrittiva" della probabilit~ 
fondata su alcuni assiomi e sui termini primitivi "evento," "evento certo," 
"evento impossibile." Broggi non si impegnava "ontologicamente" sulla natura 
"oggettiva" o"  soggettiva" della probabilit~t: la teoria della probabilit~t si configura 
piuttosto come la soluzione di problemi matematici connessi con la assunzione, 
implicita nella sua definizione di "evento" che "qualcosa possa accadere o non 
accadere." 
Nel periodo successivo a quello qui considerato, a partire dagli anni trai l  
1926-1928, Bruno de Finetti avrebbe laborato la propria concezione della teoria 
della probabilit~ intesa come "logica dell'incerto." De Finetti assegnava al termine 
"logica" un significato del tutto particolare; egli stesso affermava chela "logica 
dell'incerto" si occupava "di un campo del quale la logica ordinaria non conosce 
neppure l'esistenza" e cercava "di trovare le sue proprie forme e leggi" [15,207]. 
La sua teoria della probabilitY, che si sarebbe rivelata originale e innovativa, si 
basa anche sul suo interesse per le grandi correnti della ricerca logica e per il 
legame tra questa e la ricerca probabilistica; questo suo interesse non fu un caso 
isolato, ma si insefi in una solida tradizione di discussione nata in Italia agli inizi 
del Novecento. 
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