Objectives Prior to foetal karyotyping, the likelihood of Down's syndrome is often determined combining maternal age, serum free beta-HCG, PAPP-A levels and embryonic measurements of crown-rump length and nuchal translucency for gestational ages between 11 and 13 weeks. It appeared important to get a precise knowledge of these scan parameters' normal values during the first trimester. This paper focused on crown-rump length.
Methods 402 pregnancies from in-vitro fertilization allowing a precise estimation of foetal ages (FA) were used to determine the best model that describes crown-rump length (CRL) as a function of FA. Scan measures by a single operator from 3846 spontaneous pregnancies representative of the general population from Northern France were used to build a mathematical model linking FA and CRL in a context as close as possible to normal scan screening used in Down's syndrome likelihood determination. We modeled both CRL as a function of FA and FA as a function of CRL. For this, we used a clear methodology and performed regressions with heteroskedastic corrections and robust regressions. The results were compared by cross-validation to retain the equations with the best predictive power. We also studied the errors between observed and predicted values.
Results Data from 513 spontaneous pregnancies allowed to model CRL as a function of age of foetal age. The best model was a polynomial of degree 2. Datation with our equation that models spontaneous pregnancies from a general population was in quite agreement with objective datations obtained from 402 IVF pregnancies and thus support the validity of our model. The most precise measure of CRL was when the SD was minimal (1.83mm), for a CRL of 23.6 mm where our model predicted a 49.4 days of foetal age. Our study allowed to model the SD from 30 to 90 days of foetal age and offers the opportunity of using Zscores in the future to detect growth abnormalities.
Conclusion With powerful statistical tools we report a good modeling of the first trimester embryonic growth in the general population allowing a better knowledge of the date of fertilization useful in the ultrasound screening of Down's syndrome. The optimal period to measure CRL and predict foetal age was 49.4 days (9 weeks of gestational age). Our results open the way to
Introduction
In France, prior to foetal karyotyping, the likelihood of chromosomal aneuploidy is determined with an algorithm that combines maternal age, serum free β-HCG, pregnancy-associated plasma protein A levels and scan embryonic measurements of first trimester crown-rump length (CRL) and nuchal translucency 1 2 3 . When the probability of aneuploidy exceeds 1/250, foetal karyotyping is proposed, whatever the woman's age. The window of screening requires scan measures for gestational age (GA) between 11 weeks + 0 day and 13 weeks + 6 days (CRL between 45 and 84 mm) 4 , thus during and at the boundary of the first trimester. To date the most consensual reference regarding CRL according to the foetal age (FA) , arose from Robinson in 1973 5 on an Australian population. Regardless of their validity, Robinson's data were obtained using ultrasound technologies far from the modern ultrasound devices now routinely used and given the great potential impact of ultrasound measures on the medical decision in the aneuploidy diagnosis process, it appeared crucial to get a precise knowledge of CRL variations with current ultrasound technologies. Our study of the first trimester CRL variation in a French general population, completes the results of Salomon et al. 6 regarding the second and third trimesters. Since Robinson, several CRL curves have been proposed. Hadlock 7 published an equation that integrates data from vaginal measurements, Verwoerd-Dikkeboom and al. and in 2010 Papaioannou et al. 10 established new charts based on multiethnic samples taken by multiple operators with various devices. In 2010, Pexters and al.
11 established a multi-operator curve on a population sample close to that in our study. Our curves did not significantly differed from the classical Robinson curve, and those recently presented 8 10 11 . The present work provides a first trimester external validation of these recent charts and pleads for the use of our equations in routine foetal aneuploidy screening at least in the French population. Moreover, our work offers for the first time a modeling of the standard deviation, which is a prerequisite step towards the definition of normal foetal growth parameters. 12 . This was possible since the FA distributions were similar between groups. However, since the CRL clearly depends on FA, the Chow test was more suitable as it compares the modeling of CRL as a function of FA and checks whether the same regression can be applied to both samples or whether two different models are needed 13 14 15 12 .
Methods
The general population sample consisted of 3846 spontaneous pregnancies examined in one center (Lambersart) by a single operator (M.C.) between January 2007 and February 2011. CRLs were measured for 2123 of them. Pregnancies from IVF were excluded. To determine as accurately as possible the date of fecundation, we included in the study only pregnancies of women who had regular periods with a cycle duration that was clearly expressed, and who knew the date of their last menstruations and who had no contraception for at least 3 months before pregnancy. As it is well known that CRL measurements are less accurate on large embryos, only CRL measures below 85 mm were kept. Thus 513 pregnancies fitted our selection criteria and were scored. As estrus occurs 14 days before menstruations rather than at half of the menstrual cycle (due to delayed ovulation 16 ), the J0 of life for the foetus was determined as 14 days before the next estimated menstruation. In case of a multiple pregnancy, the measurement of only one embryo was kept.
As several examinations were sometimes performed during the follow-up of pregnancies, only the measurement from the first examination was selected for inclusion in the datasets. The way embryonic lengths were measured was optimized for every examination, according to the size of the embryo and the prevailing technical conditions. Below 20 mm, the greatest length is a neck-rump measurement 11 . As often as possible, the measure tried to get closer to a sagittal section. This criterion is less important for small embryos. For many measures, a sagittal section was often obtained in 2D mode by vaginal or abdominal access. In case of difficulties, this sagittal section was be built with triplan mode from a 3D acquisition 9 ( Figure 1 ). Below 45 mm, the measure was almost essentially the one of an embryo in flexion. Beyond, we looked for a neutral position of the embryo with presence of an amniotic liquid triangle 2. Favorable locations of calipers: crown and rump were well defined, without edge contact, and the calipers were placed at the outer side of the interface (greatest length). Note that at this age, the biggest length is obtained by placing the cephalic caliper in the crownneck junction 11 .
3. Zoom of the image: do that the image of the foetus filled at least 3/4 of the screen. To clean the data, we used non parametric tolerance limits 17 18 . In this context if the consensus reference values for a Gaussian distributed parameter are usually those comprised between -2SD and +2SD (95% of the whole population), for a non Gaussian distributed parameter as is probably the case here, there is no consensus range 19 . The 3rd and 97th or the 5th and 95th or the 10th and 90th percentiles are chosen as reference values according to the biological or physiological parameter under investigation, thus excluding either 6, 10 or 20% of the population with extreme values 20 21 22 . We performed a preliminary robust regression, that is not sensitive to outliers, and provided weights which were used to clean the data. This led us to exclude 8.4% of the pregnancies with extreme values, 3.9% above and 4.5% below.
Mathematical methods
Regressions: Several regression models were tested. Numerical tests, based on comparisons of R 2 statistics, led us to describe CRL by polynomials of degree 2 in FA. Fisher's significance tests for the highest degree coefficients were performed and showed significant coefficients. The choice of degree 2 polynomials avoided overfitting of the model to the data and was in agreement with the settings of Robinson 5 , Verwoerd-Dikkeboom et al. 8 or Pexters et al.
11 . Papaioannou et al. 10 used a polynomial of degree 2 in FA to describe the square root of the CRL. Whereas classical least square estimators assume a constant variance of the residuals, the discrepancy between predictions and observations in our case, clearly depended on the FA at the time of measure. Thus, we corrected the heteroskedasticity to account for the varying variance of the residuals and to obtain an equation for the latter. For this, we applied generalized least squares regressions 23 12 . The modeling of the standard deviation was very important since our purpose was to further define Z-scores and normal parameters. Our dataset exhibited outliers due among other to imprecision on the fecundation time, which could compromise the quality of the regression results. The robust regression methods we used are designed to be unsensitive to the presence of outliers 15 24 . We used the lmRob function from the R Cran robust package 25 . The study was completed by a modeling of the residuals' variance in time. Also, the observations corresponding to CRLs smaller or higher than 45mm were reweighted so that these two periods had equivalent importance in the regression.
Validation of the results:
We considered two criteria to compare the results provided by the different regressions. The cross-validation reveals methods with good predictive power, whereas the study of the differences between predictions and measurements provides information on the accuracy of prediction. The idea behind cross-validation is to separate the observations into two samples: the first one, the training sample, was used to obtain the regression formula that express the explained variable as a function of explanatory variables ; the explanatory variables of the second sample, the test sample, were used in these regressions to provide predictions of the explained variable. These predictions were compared with the true measurements. We chose a leave-one-out cross-validation that uses test samples of size 1 and repeats the procedure by successively excluding each observation from the training data. We did this for each regression that had been proposed (heteroskedastic, robust, Robinson's curve) and ranked the methods according to the number of times their predictions were the best ones. To ensure that the methods did not perform too badly when they did not provide the best predictions, we also studied the distribution of the deviations between the predictions and the measurements.
Results

Pregnancies from IVFs
Out of the 402 pregnancies, there were 78 (19.40%) twin pregnancies and 8 (1.99%) triple pregnancies. Preliminary tests (Wilcoxon and Chow, data not shown) showed that multiple pregnancies did not required to be separated from single pregnancies and that the measures made in Nice and Monaco could be considered simultaneously.
Heteroskedastic and robust regressions were realized. We performed cross-validation with the obtained regressions (see Table 1 ). Globally, the robust regression gave the best prediction in 64.56% cases:
with R 2 = 73.79%
Tabulated values are given in the electronic supplementary materials (ESM).
We used robust tests that generalize the Wald test for linear hypothesis 15 . The null assumptions that the coefficients in (1) were equal to the coefficients of Robinson, Pexsters or Verwoerd-Dikkeboom models were all rejected with p-values smaller than 0.01.
We saw from the cross-validation ( Table 1) that the CRLs predicted with our model were closer to the true values in 64.56% of the cases when compared with Robinson's prediction (67.72% of the cases when compared with Papaioannou's curve, 63.68% when compared with Pexsters' curve, 54.56% when compared with VerwoerdDikkeboom's curve). Predictions errors, with (1), had also a smaller standard deviation (3.43 mm).
Pregnancies after spontaneous conception
Using the same methodology as reported above, we performed heteroskedastic and robust regressions with the CRL measures from spontaneous pregnancies.
with R 2 = 78.48%
The CRL 95% confidence interval was also determined:
The constant κ was calibrated so that 95% of the observations were included in the confidence interval, thus κ = 1.85. This regression (2) was compared to Robinson's, Papaioannou's, Pexsters', Verwoerd-Dikkeboom's equations and to equation (1) (obtained with IVFs). Robust Wald-type tests 15 showed that with the variance of our observations, our equation (2) ) and fits with less than 1 day difference for foetal age. Thus, on this period, datations predcited by these equations were either similar or negligible (see datation tables in ESM). However, for CRL = 20 mm, the deviation between equation (1) and equation (2) slightly increased. Graphically (Fig. 3 (b) ), the equation (1) In line 1, we computed the predictions for all the models and count, for each method, the number of times it gave the best prediction. In lines 2 to 5, we compared equation (1) with each of the other model (for instance, in line 2, we compared the predictions of equation (1) and of Robinson's model and indicated how many times each of them gave the best prediction). In the second and third parts of the table, summary of the absolute error and of the signed error were computed. The data used for the cross-validation were the IVF measures. Our equation (1) provided the best predictions. Papaioannou's curve was efficient for GA under 75 days (FA under 61 days) but not for larger embryos (see ESM).
A t-test showed that, for the spontaneous pregnancies, the proportion of over-estimations by the equation (1) (built on IVF) was statistically higher than when equation (2) (built on spontaneous pregnancies) was used (pvalue= 0.0330). The mean difference between the CRL prediction by equation (1) and equation (2) Predicting FA with the ultrasound measure of CRL Up to now, the determination of FA from the ultrasound measure of CRL is based on Robinson's equation 26 or on the equation by Papaioannou et al.
10 (see equations in the ESM). As these authors, we opted to build a mathematical model from our data predicting FA from CRL. Indeed, in a stochastic setting, inverting the equations linking measures of CRL to FA may not be optimal. We built mathematical models from our data using the same regression methods and validation procedures as described in the previous sections. from the measurements of the CRL using the equations found with various methods. We represented data from the sample of spontaneous pregnancies.
This time, the heteroskedastic regression was shown to Equation (2) Equation ( (2) and (1) with Robinson's, Pexters's and Verwoerd-Dikkeboom's equations, using the reweighted sample of 513 women with regular cycles. In the first part of the table, cross-validation with the data from spontaneous pregnancies was conducted, as in Table 1 ; in the second and third parts, summaries of the absolute and signed errors are provided.
be more accurate when compared with the equation obtained by robust regression (with a cross-validation and a study of the prediction error, data not shown). These equations were:
with R 2 = 99.71% Fisher's tests with heteroskedastic corrections showed that the coefficients of (3) and those of Robinson 26 were statistically different (p-value=0.0321). The difference between the coefficients of (3) and (4) was not statistically significant (p-value=0.9943). Papaioannou et al. 10 used a polynomial of degree 2 to express FA as a function of CRL and CRL 2 thus the coefficients could not be compared to the ones of (3).
We compared the equation (3) Table 4 ). This comparison showed that Equation (3) and Papaioannou's equations had similar predictive powers and equivalent precision in the predictions. Both outperformed Robinson's equation, but the latter still provided correct predictions for CRL larger than 45 mm, with an average error of 3.5 days (against 3 days for Equation (3) Regression Equation (3) Equation (4 Optimal period to predict the FA with CRL From equation (4), the foetal age at which the width of the confidence interval of FA predicted from the CRL was the smallest, was obtained for CRL=23.5950 mm, corresponding to FA=49.38 days. The CRL standard deviation at this time was estimated to be 1.8292 mm. This corresponds to the period where there is a trade-off between measuring large dimensions and adequate position of the embryo. Around FA=50 days, the embryo is indeed quite curved in shape and motionless.
Breakpoint
As the graphical representation of CRL by FA (Fig. 3  (a) ) evoked a breakpoint in foetal growth, instead of using polynomials of degree 2 to model the CRL as a function of FA, we searched to reproduce the curvature of the graph by modeling a breakpoint between two subperiods. We looked for breakpoints from mixed regressions and used the package flexmix 27 . We obtained two groups ( with R 2 -statistics of 99.15% and 97.36%. Both equations disclosed a breakpoint at FA=45.56 days.
The methods distinguished two samples of respectively 211 and 359 observations, which differed from their FA, the first sample being composed of small FAs.
Discussion
Robinson's curve remains a historical benchmark that is still widely used. Since 1973, many other studies have been performed. Our first purpose was to propose new equations for the modeling of CRL as a function of FA using modern equipment and following the standardized procedures for ultrasound measurements in the context of Down syndrome's detection in a general population. We obtained two equations. For IVF data, equation (1) and equation (4) respectively gave the predictions of CRL by FA and of FA by CRL. Likewise with spontaneous pregnancies, we obtained equation (2) and equation (3) . The accuracy of these new main equations we propose relies on several factors. First, each of our datasets (from IVFs and from spontaneous pregnancies) was obtained by a single operator using the same manufacturer devices: Kretz/General Electric. The computerized data collection was done on interfaces that had been specially developed for this work. Measurements were optimized by the choice of the best method, transabdominal or transvaginal scan, for every examination. The difficult measures benefitted from 3D triplan reconstructions. Moreover, we used an explicit methodology to clean our data. The statistical accuracy of our equation was established by a cross-validation and by studying the errors of the different predictions. Comparisons between the various predictions showed that for CRLs between 45 and 85 mm, the differences between "ancient" and "recent" charts were small. On the other hand, the recent equations benefitted from a larger number of data for the initial period, collected by vaginal access. The new equations we propose are more precise, and allow moreover to follow up in time embryos that are measured with CRL smaller than 45 mm. The beginning of the curve is much more accurate and is more in adequation with the practice, for instance when considering the predicted size after 28 days since conception. Moreover, we provided models for the evolution of the residuals, which allows for building confidence intervals and Z-scores. As a byproduct we showed that the best period to predict FA is to measure embryo around day 50, when its size is around 24 mm.
For CRL <20mm there is not difference between equations built on IVF data and on spontaneous pregnancies data. This objectively suggests that the age at which an embryo of 1 to 2mm becomes visible in the gestational sac, as well as the embryonic growth for foetuses between 1 and 20 mm, are in average independent from the mode. For CRL≥20mm the small difference between both models increased suggesting that IVF embryos could have a slightly higher growth rate than spontaneous pregnancies embryos as was already reported 28 29 .
Finally, models where the CRL is expressed as a polynomial of degree 2 are convenient for practical uses. However, searching a model with a break point showed that there is a change in the growth regime around day 46, when the CRL is around 20 mm. This could correspond to the beginning of the maternal connection.
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Equations of Robinson (1973 Robinson ( , 1975 Robinson 5 calibrated CRLs from 334 measures of natural pregnancies with known and significant last menstruations:
where we recall that GA = FA + 14 represents the gestational age. A corrective factor of (1 mm +3.7%) was substracted by par Robinson to account for the calibration of his machine. Papaioannou et al. 10 obtain a curve for the CRL as a function of GA for GA between 40 and 75 days.
Their curve is correct for GA ≤ 75 days, but from the negative coefficient of GA 2 , we can guess that the fit for larger time will deteriorate (see Fig. 4 ).
They could also predict the GA as a function of the CRL.
Equation of Pexters et al. (2010)
Using a large population of pregnancies, Pexsters et al. 11 proposed a new curve to re-estimate the CRL curve from 5.5 weeks' gestation and obtained:
Equation of Verwoerd-Dikkeboom et al. (2010)
Verwoerd-Dikkeboom et al. 8 use 3D measurements from 6 to 14 weeks GA in 32 pregnancies to calibrate an equation of the CRL. CRL = 9.0963 − 0.751165 GA + 0.015508
Robust regression for the prediction of FA as a function of CRL
The robust regression gave, on our IVF data:
Cross validation showed that on IVF data, the regression with heteroskedastic regression (4) gave the best prediction. Compared with Robinson's regression, it gave the best prediction in 343 cases out of 570 (60.18%).
On spontaneous pregnancies data, we obtained:
Cross-validation showed that on spontaneous pregnancies data, the heteroskedastic regression presented in (3) gave better prediction in 263 (51.27%) cases versus 250 (48.73%) cases for the Robust regression. However, in term of precision, these two methods were comparable. For the heteroskedastic (resp. robust) regression, the mean absolute error was 2.9180 (resp. 2.9120), the median absolute error was 2.5410 (resp. 2.5000) and the standard deviation was 3.7199 (resp. 3.7169).
Characteristics of the parents
Characteristics of parents of spontaneous pregnancies data are presented the characteristics in Table 4 . Table 7 : Predictions of the CRL as a function of FA for spontaneous pregnancies. We use Equations (2) and the associated equation for the standard deviation (SD).
