Several hundred participants crowded into one of the auditoriums at the Kyoto International Conference Center to attend the First International Kyoto Life Sciences Symposium: Learning and Memory (May 27-28, 1995) . Susumu Tonegawa (Center for Learning and Memory, Massachusetts Institute of Technology) told the audience that this Symposium would be the first of five annual Kyoto Symposia and that the series represents a joint venture between Kyoto University and Shionogi Pharmaceutical, who provided the major funding for the Symposia. This collaboration between academia and industry is far more unique in Japan than in Western nations. Kyoto University's President, Hiroo Imura, welcomed all the symposium speakers and participants and thanked the corporate financial sponsors. As the talks of the symposium unfolded and the lively discussions ensued, it was quite evident that our comprehension of the field has progressed enormously since Donald Hebb's (Hebb, 1949) proposals almost half a century ago. A combined systems, cellular, and molecular genetic approach has given us the tools needed to dissect experimentally the processes underlying learning and memory.
Hemispheric Specialization and Brain Systems Involved in Memory
Studies of human patients with brain lesions have provided important insights into the anatomical basis of memory. One such patient, H. M., first observed 40 years ago by Brenda Milner (Montreal Neurologic Institute; Scoville and Milner, 1957; Milner et al., 1968; Squire, 1987) , developed amnesia in 1953 following bilateral surgical removal of the medial temporal region (amygdala, parahippocampal gyrus, and the anterior two-thirds of the hippocampus) to alleviate intractable epilepsy. Although H. M.'s epileptic condition improved following surgery, he was able to learn little, if anything, new; he was unable to learn the names or faces of people who saw him regularly; and he lost much of his memory for events that occurred several years preceding surgery. H. M., however, retained a normal digit span, provided the material did not exceed short-term memory capacity. In addition, he could acquire new motor skills, but was not cognizant of this learning. H. M.'s memory deficit clearly illustrated the difference between short-and long-term memory and the difference between memory for names and faces (explicit or declarative memory; Squire, 1987) and that for motor skills (implicit memory). Similar impairments have been observed in patients with temporal lobe lesions. Milner's talk also focused on studies that suggest explicit memory is hemispherically specialized.
Hemispheric Specialization
Studies of patients in which the medial temporal lobe has been removed from only one hemisphere for treatment of severe epilepsy have revealed that there is a hemispheric specialization for explicit long-term memory. Patients in which the right temporal lobe (hippocampus and parahippocampal gyrus) was removed are impaired, whereas those where the corresponding left hemispheric region was removed are not. When these patients were tested with zero delay, they showed no impairment, thereby ruling out a deficit in encoding of memory.
Using positron emission tomography (PET) and magnetic resonance imaging, Mitner and colleagues measured regional cerebral blood flow (a measure of neural activity) while normal volunteers encoded, and later recalled, the locations of eight familiar objects presented to them at random on a computer screen. Under analogous conditions, the volunteers were required to encode, and later recall, eight distinct locations represented by identical white boxes on the computer monitor. This permits the subtraction of activity due to the encoding (or retrieval) of location from the encoding (or retrieval) of object location. These manipulations uncover an increase (hot spot) of regional cerebral blood flow in the caudal part of the right medial temporal region for encoding and another hot spot more anterior in the region of the right parahippocampal gyrus (entorhinal cortex) for recalling. Encoding for location and object location also activated left hemisphere regions (inferior frontal and area 46) preferentially, whereas recall of location and object location activated right hemisphere regions (right frontal, orbital, and ventral). Combined, these results suggest that in humans the right medial temporal region is essential for recalling information that links objects to places. In addition, encoding and retrieval appear to be lateralized to the left and right cerebral hemispheres, respectively.
Anatomical Locations for Memory
Larry Squire (Virginia Medical Center and University of California, San Diego) presented interesting studies of patients with circumscribed memory impairment (amnesia) and of primate animal models with defined anatomical lesions and provided insights into how memory is organized in the brain. Neurological and psychological testing of patients with amnesia has revealed that declarative memory (or explicit memory; see Squire, 1987 Squire, , 1992 , which includes both events (episodic) and facts (semantic) and is assessed by tests of recall, recognition, and cued recall, is seriously impaired. In these same patients, nondeclarative (or implicit) memory, which includes perceptual and perceptuomotor memory, cognitive skills, habit learning, and priming (enhanced identification of recently encountered words or objects; Tulving and Schacter, 1990 ), appears to be normal. These data further support the hypothesis that memory constitutes more than one faculty and, in the context of the abnormal neuroanatomical findings in these patients, provide strong evidence for disparate anatomical loci for the different forms of memory (see Figure 1) . Important clues about the anatomical bases of memory have also been obtained from studies analyzing memories encoded prior to the onset of amnesia (retrograde amne- . The medial temporal lobe is not only essential for the formation and storage of declarative memory but also for the retrieval of these memories during a lengthy period of time when they undergo consolidation and reorganization.
With the passage of time, the importance of the medial temporal lobe diminishes as these memories are shifted to a more permanent storage site, possibly in neocortex. This period of consolidation varies from weeks (rodents) to several years (humans).
Map of Higher Level Visual Features and Mechanisms of Visual Memory in Primate Temporal Lobe
Keiji Tanaka (Frontier Research Program, RIKEN) spoke about an elegant set of experiments on the stimulus selectivity and functional architecture of neurons in area TE of the primate inferotemporal cortex, which apparently represents the final stage of the ventral visual cortical pathway that is thought to be essential for visual object recognition. Area TE has projections to the limbic system, striatum, and prefrontal cortex. Image features essential to the activation of single TE cells were determined by sequentially simplifying the effective stimuli (e.g., water bottle reduced to contour then elongated ellipse). Most cells in area TE are activated by moderately complex features; some cells respond to intricate shapes, whereas others respond to combinations of shape, color, and texture. Vertical penetration (almost 2.5 mm) of the recording electrode revealed cells that respond to similar or identical stimuli, whereas tangential movement (400 #m) of the electrode uncovered cells that respond to very different stimuli. Area TE appears to be composed of columnar modules (-104) whose cells have very similar response characteristics. A small number of TE neurons are activated by facial stimuli, many of them requiring a full set of facial features. Tangentially neighboring cells demonstrate a partial overlap of responses to a given complex stimulus. Training of adult monkeys results in a modification of the response selectivity of TE cells, showing that cells in area TE alter their response characteristics in a changing environment.
Yasushi Miyashita (University of Tokyo) described important studies that examine the neural mechanisms underlying visual memory formation by conducting singleunit recordings in inferotemporal cortex of monkeys trained with visual pair-association tasks. Long-term representations of visual objects appear to be encoded by neural network in the anterior inferotemporal cortex by two mechanisms: termed association and tuning. Primates performing the pair-association task exhibit a group of neurons (pair-coding neurons) in inferotemporal cortex that fire only when presented with both of the paired associates, lending strong support to the hypothesis that single neurons acquire stimulus selectivity through associative learning. In addition, repeated exposures to a given image produce inferotemporal cortex neurons that respond selectively to that image, demonstrating the mechanism of tuning.
A backward signal from the limbic system (medial temporal lobe) is necessary for the learning of these associative pairs. Lesions of entorhinal and perirhinal cortex disrupt the associative code of inferotemporal cortex neurons between paired associates, but spare the tuning mechanism. Experiments are underway to determine whether any of the known immediate-early genes (e.g., zif268) are involved in this coding within individual cells of the neural networks in the inferotemporal cortex.
Optical Imaging and Electrical Recording of Hippocampus: Reverberating Circuits and Dynamics of Hippocampal Memory Formation
Gen Matsumoto (Electrochemical Laboratory, Tsukuba) employed high resolution optical imaging (RH 153 dye) to measure neural activity in the rat hippocampus (exposed by removal of overlying cortex) simultaneously at more than 16,000 sites and in real time. The crude information collected is a changing pattern of nerve cell firing over time. The neural coding could be in the firing frequency or the timing between spikes. Observation of the hippocampus reveals that the CA1 region obtains two inputs: perforant path from entorhinal cortex and a multisynaptic pathway; the perforant projection signal is septal to temporal. The dentate granule-CA3 pathway appears to be space coded to select one category, whereas the CA1-subiculum pathway is another compartment. The picture that emerges is that the hippocampus is uniquely suited for a multimodal association task and may resemble a reverberating circuit as information travels to and from the cortex.
Mat Wilson (Center for Learning and Memory, Massa-chusetts Institute of Technology) explored the dynamics of hippocampal activity in waking and sleep states (Hobson, 1988) to gain key insights into the role of the hippocampus in the formation of memories. Employing a recently developed technique that allows the simultaneous recording of 100-200 individual neurons in a freely moving rat McNaughton, 1993, 1994) , Wilson showed that the firing of specific neurons in hippocampal CA1 was correlated to a new learning experience. Simultaneous recording from more than 40 neurons in hippocampus before a rat explored an environment revealed that many hippocampal neurons respond to places in the environment; excitatory pyramidal cells increased their firing, whereas inhibitory neurons decreased their firing during exploration of a new environment. The activities of neurons with neighboring place fields that fired together during exploration of an environment became more highly correlated during the following sleep phase as compared with the sleep phase preceding the exploration. Reflecting a newly acquired experience, the correlated firing of neurons during non-REM sleep may serve to play back the memory traces for transfer to the neocortex through feedback projections. Recently, H inton et al. (1995) have proposed a new theoretical framework for creating efficient memory representations in a hierarchical neural networks model. They propose that feedback connections generate patterns on the input layers of the network, which correspond to representations at a higher level, when the external inputs to the cortex and feed-forward processing are suppressed. During this generative sleep stage, the feed-forward synaptic strengths are altered. In contrast, during the awake phase, the feedback connections are inhibited, and sensory inputs drive the feed-forward system. Likewise, during this period the strength of the feedback connections can be modulated. The many aspects of this wake-sleep model of memory formation can now be tested using the simultaneous recording technique in freely moving/sleeping rats.
Role of Cerebellum and Basal Ganglia in Associative Learning and Memory
Richard Thompson (University Southern California) presented stimulating data and discussed the role of two brain systems, hippocampus and cerebellum, in learning discrete behavioral responses when presented with aversive stimuli. PET studies in humans subjected to the classical conditioning of the eyeblink response--coupling a tone or light conditioned stimulus (CS) to a corneal air puff of periorbital shock unconditioned stimulus (US)-show massive increases in neuronal activity in the CAI/CA3 of hippocampus, the cerebellar cortex, and the interpositus nucleus. Although hippocampal lesions do not prevent the learning of the basic delay conditioned response (CR), they drastically impair the learning and memory of the CR when the time period between CS and US is increased to 500 ms. Lesions of the interpositus nucleus, however, prevent the learning of and abolish the retention of the basic conditioned eyeblink response. Anatomically, the CS pathway appears to involve the mossy fiber projections to the cerebellum; the US pathway encompasses the inferior olive-climbing fiber projections to the cerebellum; and the CR pathway runs from the anterior interpositus via the superior cerebellar peduncle to the magnocellular red nucleus, and then to the premotor and motor nuclei. Reversible inactivation, using muscinol injection, of different brain regions during training strongly suggests that the memory trace is formed and stored in the cerebellum. Genetically engineered mice are now being used to probe the relative roles of the cerebellar cortex and deep cerebellar nuclei, and to unravel the underlying cellular and molecular mechanisms in this type of learning.
Minoru Kimura (Osaka University) examined the role of the basal ganglia in behavioral learning in an elegant set of experiments. It has been known for some time that the basal ganglia were intimately linked with movement mechanisms, as evidenced by the movement disorders in patients with basal ganglia disease (e.g., Parkinson's disease). More recent data implicate the basal ganglia in motor learning and memory. Neurons in striatum, the largest input station in these ganglia, systematically alter their activity during sensorimotor conditioning. These tonically active neurons, which are thought to be cholinergic interneurons, respond during the course of classical conditioning of primates to the pairing of a juice reward (CS) with a light flash or click sound (US). In these monkeys, about 1 out of 10 of these interneurons respond to the US not paired to the CS. During training, the US became associated with the juice reward, and likewise, the monkeys' licking movements gradually became associated with the reward. As training progressed, the licking movements became stereotyped, with a short, constant latency following the reward; a larger percentage of the tonically active neurons responded to the US until two-thirds of the interneurons sampled showed a brief activation followed by a pause in their tonic discharges. These responses lasted for several weeks following the termination of training. Unilateral lesion of the nigrostriatal dopamine system by infusion of a dopaminergic neurotoxin into the caudate putamen produced a dopamine depletion and a concordant reduction in the acquired sensory responsiveness of the tonically active interneurons only on the side of the lesion . Systemic application of the dopamine agonist apomorphine reinstated the responsiveness of the tonically active neurons on the lesioned side. The nigrostriatal dopamine system not only appears to enable the tonically active neurons during sensorimotor learning but may also provide a long-lasting modulation of these neurons, as they still require dopamine to express the learned neuronal activity . Finally, the basal ganglia may also provide a crucial link between the limbic system and motor output.
Activity-Dependent Synaptogenesis and Molecular Mechanisms of Synaptic Transmission
Martha Constantine-Paton (Yale University) described important studies in the rodent and amphibian visual systems to address the role of glutamate receptors in activitydependent synaptogenesis. Early in development, synaptic connections are made onto wide dendritic arbors, which later undergo a pruning during an activity-dependent stage of synaptogenesis that involves signaling via the N-methyl-D-aspartate (NMDA) receptor (Constantine-Paton et al., 1990) . In the rat retinocollicular pathway, early blockade of NMDA receptors (with D-APV but not L-APV) results in broader, more disorganized dendritic arbors, and (~-calcium/calmodulin kinase II activity is in the soluble rather than the particulate fraction, indicating a stalling of the normal process of synaptogenesis and map refinement. In contrast, NMDA treatment produces much sharper retinal ganglion cell arbors. Analysis of the amphibian retinotectal pathway in normal and three-eyed frogs (tecta innervated by one retina versus two retinas) treated chronically with NMDA demonstrates that synaptic sites are lost only from regions of retinotectal neuropil, where correlations in activity among converging afferents are lower than normal. Experiments are underway to elucidate the mechanisms underlying the activity-dependent refinement of synaptic connections that occurs during normal development.
Richard Scheller (Stanford University School of Medicine) gave a very clear presentation of interesting studies whose aim is to understand the basis of neuronal plasticity by dissecting the biochemical events that mediate neurotransmitter release and the changes in the efficacy of this process that underlie neuronal plasticity. Although neurosecretion is distinguished from constitutive cellular secretion by its dependence on calcium for regulation, it shares several features with all membrane protein trafficking, including the mechanisms responsible for vesicle targetting and docking and the involvement of actin cytoskeleton and acidic phospolipids. The understanding of general membrane trafficking and secretion has benefited greatly from studies in yeast that combine yeast genetics with biochemical analyses. Using what is learned from studying yeast protein secretion and secretion in mammalian cells as a framework for dissecting neurosecretion, the challenge is to determine how calcium regulates secretion at the synapse. Current research is at the stage of identifying the principal proteins involved in neurosecretion and the complexes they form, and in ultimately testing these concepts in a system with phospholipids and not detergents.
Antibodies to specific proteins involved in neurosecretion can also be used to monitor vesicular fusion and recycling at the level of single synaptic boutons. This was the approach taken by Malgaroli et al. (1995) , who determined the uptake of specific antibodies that recognize a luminar epitope of the vesicular protein synaptotagmin. The levels of presynaptic activity during two sequential experimental periods were assayed separately with the use of two different antibody preparations, generated in two disparate animal species immunized with synaptotagmin, and assessed by indirect immunofluorescence. Using a ratiometric measure of changes in exocitosis after experimental manipulations, each synapse serves as its own control. This approach was used to determine the contribution of presynaptic modification to long-term potentiation (LTP) in CA3-CA1 hippocampal cultures and found an enhancement of presynaptic activity in association with long-lasting, glutamate-induced potentiation of spontaneous transmission at hippocampal synapses.
Role of Ionotropic and Metabotropic Glutamate Receptors in Synaptic Plasticity
Shigetada Nakanishi (Kyoto University Faculty of Medicine) provided interesting insights into the role of metabotropic glutamate receptors, mGluR6 and mGluR2, in visual and olfactory information processing (Hayashi et al., 1993; Masu et al., 1995) and highlighted the importance of second order neurons in the segregation and discrimination of sensory information. Detection of contrast is an essential feature of visual information processing, and this function is accomplished at the level of the bipolar cells by segregating the primary visual signals into ON-center and OFFcenter pathways that rely on metabotropic and ionotropic glutamate receptor transmission, respectively. The metabotropic receptor, mGluR6, which is located exclusively at postsynaptic sites of rod ON-bipolar cells, receives this signal and mediates the postsynaptic response of these cells by increasing cGMP hydrolysis, resulting in the closing of cGMP-gated channels, hyperpolarization, and a decrease in glutamate release. Homozygous mutant mice deficient for mGluR6 lack the ON-bipolar responses but have completely normal OFF-bipolar transmission. Although these mice respond to light stimulation, they most likely have a markedly diminished sensitivity to contrast.
Olfactory receptor neurons project axons to glomeruli and synapse onto mitral cells. Inhibitory interneurons known as granule cells form dendrodendritic synapses with mitral cells, and these synapses are reciprocally regulated: the mitral cell excites the granule cell by releasing glutamate, which modulates the release of the inhibitory neurotransmitter y-aminobutyric acid (GABA) from the granule cell that acts on the mitral cell. In the accessory olfactory bulb, mGluR2 (Hayashi et al., 1993) is selectively localized at the presynaptic sites of granule cells and, when activated, suppresses the release of GABA from the granule cell onto the mitral cell. mGluR2 exerts a modulatory effect that is confined to synapses of excitated mitral cells, thereby relieving the recurrent inhibition of excited mitral cells while maintaining the lateral inhibition of neighboring unexcited mitral cells. Persistent activation of this metabotropic receptor on the granule cell allows the prolonged excitation of the adjacent mitral cell, leading to long-term enhancement of synaptic efficacy, which may underlie olfactory memory formation.
Masayoshi Mishina (University of Tokyo Faculty of Medicine) described a set of interesting experiments designed to determine the functional roles of the various NMDA receptor s (NMDAR2) and (5 subunits by characterizing mice with targeted deletions of these subunits. Homozygous mice deficient for sl (NMDAR2A) show diminished NMDA responses in hippocampus, a marked reduction in CA1 LTP, and a slight impairment in the hidden platform task of the Morris water maze (Morris et al., 1982) . The phenotype of mice with a homozygous deficiency in s2 (NMDAR2B) is far more severe: the mice die shortly following birth because they fail to suckle, barrelletes in brain stem show deficits in refinement, and the mice do not have detectable NMDA receptors in hippocampus. The sequences of the 8 glutamate receptor subunits (81 and 82) fall in between those of the NMDA and non-NMDA subunits, and their functional role is unknown. Mice made homozygous for the ~2 subunit deficiency exhibit impaired motor coordination, abnormalities in cerebellar long-term depression (LTD), and irregularities in Purkinje cell synapse formation.
Genes, Synapses, Learning, and Memory
Eric Kandel (Columbia University) tackled the complex mechanisms underlying long-term memory in invertebrates (Aplysia and Drosophila) and mammals (mice) and exposed a theme common to learning processes in all of these systems. Long-term memory requires the induction of genes and proteins not necessary for short-term memory. In the sensitization of the Aplysia gill-withdrawl reflex, a simple form of implicit learning, a short-term enhancement of synaptic strength occurs through the elevation of cAMP, the activation of protein kinase A(PKA), phosphorylation of a potassium channel, and an increase in transmitter release from the presynaptic sensory neurons. The long-term enhancement, however, requires nuclear entry of the PKA catalytic subunit, phosphorylation of the cAMPresponsive element-binding protein (CREB), and the activation of transcription of several specific genes required for growth of new synaptic connections. Studies in Drosophila and mammals also reveal a similar need for activation of cAMP-mediated gene expression for long-term memory. In hippocampal CA3/CA1 LTP, the late phase of LTP is dependent on protein synthesis and transcription, and is blocked by PKA inhibitors.
Alcino Silva (Cold Spring Harbor Laboratory) focused on studies that characterized homozygous CREB mutant mice by examining the effects of this mutation on LTP and short-term and long-term memory (Bourtchuladze et al., 1994) . These mice exhibit LTP that returns to baseline over time, resembling that achieved in the presence of protein synthesis inhibitors. Although short-term memory is normal, these mice are abnormal in consolidating what they learn into long-lasting memories, even when given a large number of additional trials. Interestingly, the deficit in consolidation can be reduced in these partial CREB mutant mice if the intertrial interval is increased to 60 min, suggesting that an inhibitor of consolidation that builds up during learning may decay with time. Other CREB-like proteins may also be involved in memory consolidation.
Susumu Tonegawa (Center for Learning and Memory, Massachusetts Institute of Technology) described several ongoing studies whose aim is to place learning and memory in mammals on a molecular genetic framework. Homozygous mice deficient for mGluR1 are ataxic and exhibit a whole-body intention tremor (Aiba et al., 1994) . Although gross brain morphology appears normal, a minor increase in the number of Purkinje cell dendrites is detectable. Cerebellar LTD is clearly impaired. The conditioned eyeblink response is also impaired, although some learning is evident, The relative contribution of LTD in cerebellar cortex, changes in Purkinje cell dendritic structure, and deep cerebellar nuclei to motor learning still remain to be determined.
Shigeyoshi Itohara (Kyoto University) introduced the possibility that a mutation in astrocytes may have profound effects on neuronal plasticity as he described experiments that characterized motor learning in homozygous mice deficient for the glial fibrillary acidic protein gene. In cerebellum, Bergmann gila (an astrocyte subset) ensheath the dendrites and synapses of Purkinje cells. Although there are no apparent morphological abnormalities and excitatory transmission appears to be normal, these mice exhibit a reduced cerebellar LTD. The mice, however, do not have ataxia or intension tremor, thereby calling into question the link between defects in LTD and abnormalities in motor control. Eyeblink conditioning is slightly impaired in these mice. Further work is necessary to determine how this mutation affects gila-neuron communication, which apparently results in the altered cerebellar LTD.
Perspective
Eric Kandel eloquently delivered the closing remarks of the symposium, which covered an impressive range (from cognitive psychology to the molecular and cellular basis of learning and memory) and balance of topics. What became apparent to all of the participants is that science now has the tools in hand to dissect the process of procedural memory (with little anatomical transfer of information) and declarative memory, which appears to involve a large transfer of information from the hippocampus to "its final resting place in the neocortex." Every participant of this First International Kyoto Life Sciences Symposium left the auditorium excited about the important insights into the process of learning and memory.
