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Zusammenfassung
Die folgende Arbeit befasst sich mit Fragestellungen der asymptotischen Statistik.
Der erste Teil ist der Modalwertschätzung im Rahmen der nichtparametrischen
Kurvenschätzung in verschiedenen Modellen gewidmet. Zunächst wird das Pro-
blem der Modalwertschätzung in Dekonvolutionsmodellen betrachtet, wo inter-
essierende Zufallsvariablen nicht direkt beobachtet werden können, sondern mit
einer additiven Störgröße versehen sind. Durch Verwendung von für diese Proble-
matik üblichen Kernschätzern für die Kurven selbst werden Konvergenzraten für
den Modalwertschätzer erzielt, der durch Maximierung der Kurvenschätzer defi-
niert ist. Die erzielten Konvergenzraten im Modell der Dichteschätzung und der
Errors-in-Variables-Regression sind von der Glattheit der mindestens als zwei-
mal stetig differenzierbar angenommen Kurve sowie der Schlechtgestelltheit des
Dekonvolutionsproblems abhängig und erweisen sich als asymptotisch optimal.
Im Modell mit direkten Beobachtungen wird der Fall einer Kurve mit nicht-
differenzierbarer Modalstelle unter Vorliegen stark mischender Beobachtungen
beleuchtet. Zur Schätzung des Modalwertes wird sowohl die Maximierung des
Kurvenschätzers über dem Kontinuum sowie über einem Gitter herangezogen,
beide Schätzer erweisen sich wiederum als asymptotisch optimal.
Der zweite Teil dieser Arbeit behandelt den empirischen Prozesses mit geschätz-
tem Parameter, basierend auf schwach abhängigen Beobachtungen. Zahlreiche
Teststatistiken beruhen auf dem geschätzten empirischen Prozess, jedoch ist de-
ren Verteilung von unbekannten Parametern abhängig. Daher wird der Origi-
nalprozess durch einen Prozess imitiert, welcher auf Pseudo-Beobachtungen be-
ruht, die durch ein geeignetes Resampling-Verfahren generiert wurden. Für den
Prozess der zugrundeliegenden Beobachtungen wird das auf Doukhan und Lou-
hichi basierende Abhängigkeitskonzept der ψ-Weak Dependence verwendet, wel-
ches allgemeiner ist als das Mixing-Konzept und etwa auch innovationsgesteu-
erte Prozesse mit diskret verteilten Innovationen umfasst. Es wird zunächst die
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Verteilungskonvergenz des geschätzten empirischen Prozesses gegen einen zen-
trierten Gaußprozess nachgewiesen. Weiterhin wird für den Bootstrap-Prozess
die Verteilungskonvergenz in Wahrscheinlichkeit gegen einen zentrierten Gauß-
prozess gezeigt und daraus für geeignete Teststatistiken die schwache Konsistenz
des Bootstrap-Verfahrens in der Supremums-Metrik abgeleitet.
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1 Modalwertschätzung im
Rahmen der
nichtparametrischen
Kurvenschätzung
Im Themengebiet der nichtparametrischen Schätzung von Wahrscheinlichkeits-
dichten und Regressionskurven befasst sich die Modalwertschätzung mit der Fra-
gestellung, an welcher Stelle die interessierende Kurve ihr Maximum erreicht. Im
Fall von Dichtefunktionen bezeichnet der Modalwert also die Stelle, an welcher die
meiste Wahrscheinlichkeitsmasse konzentriert ist. Die Schätzung des Modalwertes
ist insbesondere bei Fragestellungen von Interesse, bei der die unbekannte Dich-
tefunktion der Beobachtungen als nichtsymmetrisch angenommen wird, während
sich hierfür bei symmetrischen Dichten ebenfalls Erwartungswert und Median als
zu schätzende Größen anbieten. Anwendung findet die Schätzung des Modalwer-
tes einer Dichte etwa im Bereich der Methode der Molekularen Uhr, wie in Hedges
und Shah [37] dargelegt. Ziel hierbei ist es, den Zeitpunkt in der Evolutionsge-
schichte abzuschätzen, zu welchem die Aufspaltung zweier Arten stattgefunden
hat. Realisiert wird dies, indem jeweils der Zeitpunkt der evolutionsgeschicht-
lichen Aufspaltung von bestimmten Proteinen anhand der Unterschiede in der
DNA-Sequenz geschätzt wird. Der Modalwert der Verteilung dieser Zeitschät-
zungen wird nun als der Zeitpunkt der Aufspaltung beider Spezies angenommen.
Indem die Zeitschätzungen für eine Vielzahl von Proteinen durchgeführt werden,
kann der Modalwert anhand dieser Daten geschätzt werden.
In der Regressionskurvenschätzung spielt der Modalwert etwa zur Durchführung
von Gruppenvergleichen eine Rolle. Ein klassisches Anwendungsbeispiel wurde
von Müller [50] genannt. Hierbei fungieren die Modalwerte in der zweiten bzw.
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ersten Ableitung von menschlichen Wachstumskurven in bestimmten Altersgrup-
pen als Indikatoren für Wachstumsschübe. Gruppenvergleiche können hier bei-
spielshalber zwischen Mädchen und Jungen angestellt werden.
Für den Fall, dass die den interessierenden Kurven zugrundeliegenden Daten
direkt beobachtet werden können, liegen bereits zahlreiche Resultate zur Modal-
wertschätzung vor.
In Parzen [56] wurde erstmals die Konsistenz und die asymptotische Normali-
tät des auf einem Kerndichteschätzer, nämlich dem Rosenblatt-Parzen-Schätzer,
basierenden Modalwertschätzers bewiesen. Eddy [25] konnte etwas bessere Kon-
vergenzraten dieses Modalwertschätzers nachweisen. Untere Schranken für das
quadratische Risiko des Modalwertschätzers wurden erstmals in Hasminskii [36]
untersucht. Hierbei wurde vorausgesetzt, dass die zugrundeliegende Dichte zwei-
mal stetig differenzierbar ist. In Romano [67] wurden diese Resultate auf Funk-
tionen höherer Glattheit erweitert und untere Schranken in Abhängigkeit der
Glattheit der Kurve bewiesen. Ebenso wurde in Romano [67] gezeigt, dass diese
Raten zugleich auch obere Schranken für die Konvergenzgeschwindigkeit des Mo-
dalwertschätzers sind.
In Müller [50] und Müller [51] wurden im Rahmen der Modalwertschätzung für
Regressionsfunktionen für das quadratische Risiko des Modalwertschätzers die-
selben Raten wie in Eddy [25] erzielt. Diese stimmen wiederum im Falle dreimal
differenzierbarer Funktionen mit den in Romano [67] erzielten Resultaten überein.
1.1 Modalwertschätzung in
Dekonvolutionsmodellen
Während in den oben erwähnten Arbeiten die der Dichteschätzung zugrundelie-
genden Daten als direkt beobachtbar angenommen wurden, geht man in Dekon-
volutionsmodellen davon aus, dass die interessierenden Daten nur indirekt beob-
achtet werden können. Sind im Falle der Dichteschätzung also Xi, i = 1, ..., n, die
interessierende Zufallsvariablen, werden nicht diese beobachtet, sondern Y1, ..., Yn
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mit
Yi = Xi + εi.
Hierbei sind die Xi und εi unabhängig und verteilt wie X und ε. Eine übliche
Methode zur Schätzung des Modalwertes der interessierenden Dichte fX von X
ist es, dass zunächst in geeigneter Weise die Schätzung der Dichte erfolgt und
dann als Schätzer der Modalwert des Dichteschätzers herangezogen wird. Diese
Methode wird auch in der folgenden Arbeit angewendet.
Zur Dichteschätzung im Dekonvolutionsmodell mithilfe von Kernschätzern exis-
tieren zahlreiche Resultate. Die gleichmäßige Konsistenz des auf Dekonvolutions-
kernen beruhenden Dichteschätzers wurde in Liu und Taylor [48] nachgewiesen.
Stefanski [71] und Stefanski und Carrol [72] erzielten obere Schranken für die
Konvergenzraten. Was die Optimalität der Konvergenzraten anbelangt, so konn-
te Fan [28] obere und entsprechende untere Schranken für das quadratische Risiko
dieses Kurvenschätzers zeigen.
Analoge Resultate bestehen für die der Dichteschätzung mit indirekten Beob-
achtungen verwandte Fragestellung der Regression mit Fehlern in den Variablen
(auch als Errors-in-Variables-Regression bezeichnet). Geschätzt werden soll hier-
bei der Modalwert der Regressionskurve E(Z|X = x), wobei wiederum die Re-
gressorvariable X nicht beobachtbar ist, sondern in analoger Weise wie im oben
beschriebenen Modell nur Y = X + ε.
Fan [28] konnte für die Regressionskurvenschätzung mit Fehlern in den Variablen
ebenfalls obere und untere Schranken für das quadratische Risiko nachweisen.
Was nun die Modalwertschätzung in Dekonvolutinsmodellen anbelangt, so exis-
tiert eine entsprechende Arbeit, in welcher im Fall der Dichteschätzung Konver-
genzraten des Modalwertschätzers erwähnt sind, siehe Rachdi und Sabre [63].
Allerdings sind die dort erzielten Raten offensichtlich abgeleitet von denjenigen
Raten, welche für die gleichmäßige Konsistenz des Kurvenschätzers im Falle zwei-
mal stetig differenzierbarer Funktionen nachgewiesen wurden. Die so erzielten
Raten des Modalwertschätzers sind zum einen nicht optimal, und zum anderen
hängen sie ebenso nicht von höherer Glattheit der zugrundeliegenden Dichte ab.
In der aktuellen Arbeit werden obere Schranken für die Konvergenzrate nachge-
wiesen, die eine Verbesserung und Verallgemeinerung der Resultate von Rachdi
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und Sabre [63] darstellen. Die Konvergenzrate hängt hierbei von der Glattheit
der zugrundeliegenden zu schätzenden Kurve ab, sowohl im Falle der Dichte- als
auch der Regressionskurvenschätzung in Dekonvolutionsmodellen. Es wird ge-
zeigt, dass unter Voraussetzung höherer Glattheit der zugrundeliegenden Kurve
bessere Raten erzielt werden können.
Unlängst wurde in Meister [49] ebenfalls die Modalwertschätzung für Dichten
im Dekonvolutionsmodell betrachtet. Es werden dort keinerlei Stetigkeits- oder
Glattheitsanforderungen an die zugrundeliegende Kurve gestellt und Minimaxra-
ten erzielt für eine Funktionenklasse, die somit allgemeiner ist als in sämtlichen
anderen Arbeiten, die zur Modalwertschätzung vorliegen. Der dort verwendete
Schätzer maximiert nicht einen Kurvenschätzer über ein gesamtes Intervall, son-
dern schätzt die Wahrscheinlichkeitsmasse einer endlichen Anzahl kleiner Inter-
valle. Die dort erzielten Raten sind für diese allgemeine Funktionenklasse optimal
und stimmen überein mit den in Wieczorek [78] erzielten Raten für zweimal stetig
differenzierbare Funktionen.
Optimale obere Schranken für das quadratische Risiko des Modalwertschätzers
wurden bislang aus der asymptotischen Normalität des Modalwertschätzers ab-
geleitet. In der vorliegenden Arbeit werden obere Schranken erzielt, indem der
Kontrast der Funktion an der Modalstelle analysiert wird, ohne auf die Raten
der gleichmäßigen Konsistenz des Kurvenschätzers zurückgreifen zu müssen, was
keine optimale Konvergenzrate des Modalwertschätzers liefern würde. Dies wurde
bereits in Neumann [54] im Fall der Change-Point-Schätzung umgesetzt.
Ebenso wird gezeigt werden, dass die erzielten oberen Schranken optimal sind.
Dies wird über die Analyse eindimensionaler Teilprobleme realisiert, wie es in
Donoho und Liu [21] erstmalig vorgeschlagen wurde.
Die entsprechenden Resultate sind in Wieczorek [78] zusammengefasst.
1.1.1 Kernschätzer in nichtparametrischen
Dekonvolutionsmodellen
Wie bereits im vorigen Abschnitt erläutert, wird die Schätzung des Modalwer-
tes der jeweiligen Kurve über die Bestimmung des Modalwertes eines geeigneten
Kernschätzers dieser Kurve erfolgen. Im folgenden werden nun zunächst zwei
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Kernschätzer vorgestellt, welche in den oben beschriebenen Dekonvolutionsmo-
dellen Verwendung finden.
Bei der Dichteschätzung ist der verwendete Schätzer vom Rosenblatt-Parzen-
Typ, wobei hier anstelle der gewöhnlichen Kernfunktion ein Dekonvolutionskern
verwendet wird. Im Regressionsmodell mit Fehlern in den Variablen wird ein
Schätzer vom Nadaraya-Watson-Typ eingesetzt, ebenso mit einem Dekonvoluti-
onskern anstelle des gewöhnlichen Kernes.
An die zu schätzenden Funktionen stellen wir in beiden Fällen die Anforderung,
dass diese in der folgenden Klasse p-mal differenzierbarer Funktionen mit eindeu-
tiger Modalstelle θ liegen, wobei p ≥ 2 gilt:
Fp := {f(·) : f (p)(·) existiert, ist stetig und beschränkt,
∃θ : ∀µ > 0∃δ > 0: f(θ)− f(x) > δ ∀x mit |x− θ| > µ, f ′′(θ) < 0}.
Im Fall der Dichteschätzung sind nur Wahrscheinlichkeitsdichten in dieser Klasse
zugelassen, d.h. in diesem Fall wird folgende Klasse von Funktionen betrachtet:
F˜p := Fp ∩ {f(·) : f ist Wahrscheinlichkeitsdichte}.
Dichteschätzung im Dekonvolutionsmodell
Wir richten nun unser Augenmerk auf die Schätzung einer Wahrscheinlichkeits-
dichte im Dekonvolutionsmodell. Ausgangspunkt sind unabhängige und identisch
verteilte Beobachtungen Y1, ..., Yn, welche verteilt sind wie
Y = X + ε. (1.1)
Die Zufallsvariable X besitze hierbei die Dichte fX , und X und ε werden als
unabhängig vorausgesetzt. Wir sind also an der Verteilung von X interessiert,
können X aber nur indirekt über die Zufallsvariable Y beobachten, mit dem Feh-
ler ε.
Die Verteilung von ε wird als bekannt vorausgesetzt. Ebenso wird für diese Ver-
teilung gewöhnliche Glattheit vom Grad β angenommen. Dies beduetet, dass die
charakteristische Funktion φε der Verteilung von ε folgende Ungleichung erfüllt,
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für positive Konstanten c0 und c1:
c0(1 + |t|)−β ≤ |φε(t)| ≤ c1(1 + |t|)−β, ∀t ∈ R. (1.2)
Zahlreiche bekannte Verteilungen erfüllen die Bedingung der gewöhnlichen Glatt-
heit, darunter Gamma-, Laplace-, Hyperexponential- und Pearson-Verteilung.
(siehe Ushakov [75], Appendix B).
Aufgrund der Unabhängigkeit von X und ε lässt sich die charakteristische Funk-
tion von Y als das Produkt der charakteristischen Funktionen von X und ε dar-
stellen:
φY (·) = φX(·)φε(·) .
Da aufgrund von Voraussetzung (1.2) φε strikt positiv ist, kann die charakteris-
tische Funktion als Quotient von φY und φε dargestellt werden. Ein möglicher
Schätzer für φX ergibt sich daher folgendermaßen:
φˆX =
φ˜Y
φε
,
wobei φ˜Y ein geeigneter Schätzer für die charakteristische Funktion von Y ist.
Als Schätzer für die Dichte fX kann somit die inverse Transformation von φˆX
herangezogen werden. Dieser Schätzer wird im folgenden mit fˆX,n bezeichnet.
Um sicherzustellen, dass die inverse Transformation von φˆX existiert, muss die
Integrierbarkeit von φ˜Y
φε
sichergestellt werden, was durch entsprechende Wahl des
Schätzers φ˜Y erfolgt. Dies gilt, indem gesetzt wird
φ˜Y = φˆY (t)φK(bnt),
wobei φˆY (t) = 1n
n∑
j=1
eitYj die empirische charakteristische Funktion von Y bezeich-
net. bn ist eine Bandbreite, welche nichtzufällig gewählt wird, undK(·) bezeichnet
einen Kern der Ordnung p− 1.
Die charakteristische Funktion des Kerns erfülle folgende Bedingung, welche die
Endlichkeit aller Momente des Dichteschätzers garantiert:∫
R
(|u|1+β|φK(u)|)rdu <∞ für 1 ≤ r ≤ 2. (1.3)
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Der Dichteschätzer fˆX,n an der Stelle t kann demnach geschrieben werden als
fˆX,n(t) =
1
2pi
∫
R
e−itu φˆX(u)du =
1
2pi
∫
R
e−itu
φˆY (u)φK(bnu)
φε(u)
du
=
1
nbn
n∑
j=1
1
2pi
∫
R
e−i(
t−Yj
bn
)u φK(u)
φε(u/bn)
du
=
1
nbn
n∑
j=1
K∗bn
(t− Yj
bn
)
, (1.4)
wobei
K∗bn
(
x
)
:=
1
2pi
∫
R
e−ixu
φK(u)
φε(u/bn)
du.
Mit K∗bn(·) wird also der Dekonvolutionskern bezeichnet.
Optimale lokale und globale Raten wurden in Fan [28] und Fan [29] für derartige
Kernschätzer nachgewiesen.
Auch wenn die Wahl der Bandbreite im hier untersuchten Fall nicht datengesteu-
ert erfolgt, könnte in der Praxis eine Bestimmung der Bandbreite via Kreuzvali-
dierung erfolgen. Dieser Ansatz wurde bereits in Hesse [40] für Dichteschätzung
in Dekonvolutionsmodellen verfolgt. Was Modalwertschätzung in Modellen mit
direkten Beobachtungen anbelangt, so wurde diese Methode von Romano [67] in
der Dichteschätzung und von Müller [50] in der Regressionsanalyse verwendet,
wobei dieselben asymptotischen Resultate erzielt wurden wie im Fall nichtdaten-
abhängiger Bandbreiten.
Kurvenschätzung im Regressionsmodell mit Fehlern in den Variablen
Im Regressionsmodell mit Fehlern in den Variablen geht es darum, die Abhän-
gigkeit einer Variable Z von einer Regressorvariable X zu beschreiben, wobei X
nicht direkt beobachtet werden kann.
Gegeben sind also Tupel von Beobachtungen (Yi, Zi), i = 1, ..., n. Die Tupel
(Yi, Zi) seien hierbei unabhängig und identisch verteilt. Die Zi sind verteilt wie
Z, während die Yi dieselbe Verteilung besitzen wie Y = X + ε. ε und X sind
wiederum unabhängig.
Der Zufallsvektor (X,Z) besitze eine zweidimensionale Dichte, welche mit fX,Z
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bezeichnet werde.
Die zu schätzende Regressionsfunktion ist nun gegeben durch
m(x) = E(Z|X = x) =
∫
zfZ|X=x(z)dz =
∫
zfX,Z(x, z)dz∫
fX,Z(x, z)dz
=:
r(x)
fX(x)
.
Für dieses Modell wurde in Fan und Truong [30] ein Schätzer vom Nadaraya-
Watson-Typ vorgeschlagen. Ebenso wie bei der Dichteschätzung im Dekonvolu-
tionsmodell wird hier ein Dekonvolutionskern zur Schätzung der Randdichte von
X verwendet. Der Schätzer für die Regressionsfunktion ist dann gegeben durch
mˆn(x) =
1
nbn
n∑
j=1
K∗bn
(x−Yj
bn
)
Zj
1
nbn
n∑
j=1
K∗bn
(x−Yj
bn
) = rˆn(x)fˆX,n(x) . (1.5)
Ebenso wie im vorherigen Abschnitt bezeichnet
1
nbn
n∑
j=1
K∗bn
(x− Yj
bn
)
den Schätzer für fX , wobei die charakteristische Funktion der Kernfunktion K(·)
wiederum Gleichung (1.3) erfüllt.
Die Verteilung der Fehlervariablen ε wird wiederum als gewöhnlich glatt ange-
nommen, wie durch Gleichung (1.2) beschrieben.
Optimale lokale und globale Raten für diesen Kernschätzer wurden ebenfalls in
Fan und Truong [30] gezeigt.
1.1.2 Obere Schranken für die Konvergenzraten der
Modalwertschätzer
Modalwertschätzung für Dichten im Dekonvolutionsmodell
Wir sind nun daran interessiert, den Modalwert der Dichtefunktion fX zu schät-
zen, basierend auf der Dichteschätzung im Dekonvolutionsmodell, wie im Ab-
schnitt 1.1.1 beschrieben. Der Modalwert der Dichte fX sei folgendermaßen defi-
niert
θ = argmax fX(x).
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Die Eindeutigkeit des Modalwertes wird dadurch sichergestellt, dass die Dichte
fX in der oben eingeführten Klasse F˜p liegt.
Des weiteren werden wir annehmen, dass der Modalwert in einem kompakten
Intervall [τ1, τ2] liegt, welches als bekannt vorausgesetzt wird.
Als Schätzer für den unbekannten Wert θ definieren wir
θˆn = inf{t| fˆX,n(t) = max
s∈[τ1,τ2]
{fˆX,n(s)}}.
Die Messbarkeit dieses Schätzers wurde in Eddy [25] nachgewiesen.
Die Definition von θˆn in obiger Weise ist die am meisten verbreitete Methode
um den Modalwert einer Funktion zu schätzen. Dennoch bestehen einige andere
Methoden zur Schätzung des Modalwertes. In Vieu [76] wurden Konvergenzra-
ten eines Modalwertschätzers nachgewiesen, welcher auf der Schätzung der ersten
Ableitung der zugrundeliegenden Kurve beruht. Dies wird sowohl für nicht daten-
gesteuerte als auch datengesteuerte Bandbreiten untersucht. In Bickel und Fan
[9] wurden Konvergenzraten über einen Maximum-Likelihood-Ansatz bestimmt,
und Shoung und Zhang [70] verwendeten einen Kleinste-Quadrate-Schätzer. In
Meister [49] erfolgt die Schätzung des Modalwertes über die Schätzung der Wahr-
scheinlichkeitsmasse endlich vieler Intervalle, wie bereits eingangs erwähnt.
Was nun obere Schranken für die Konvergenzrate des oben definierten Modal-
wertschätzers im Dekonvolutionsmodell anbelangt, wurde in Wieczorek [78] das
folgende Resultat hinsichtlich des quadratischen Risikos von θˆn bewiesen:
Theorem 1.1.1
Es seien Y1, ..., Yn gemäß Modell (1.1)unabhängig und identisch verteilt wie
Y = X + ε, wobei die charakteristische Funktion von ε gewöhnlich glatt der
Ordnung β sei, β ≥ 0, siehe hierzu (1.2).
Als Kurvenschätzer für fX ∈ Fp, p ≥ 2, diene der Kernschätzer mit Dekonvolu-
tionskern, wie in (1.4) definiert. Hierbei sei K ein Kern der Ordnung p− 1, für
welchen (1.3) gelte. Die Bandbreite bn sei von der Ordnung n−
1
2β+2p+1 . Dann gilt
für das quadratische Risiko der Modalwertschätzers θˆn, dass
E[(θˆn − θ)2] = O(n−
2(p−1)
2p+2β+1 ).
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Im Fall β = 0, welches der Fall direkter Beobachtungen ist, stimmt diese Rate
überein mit der in Romano [67] erzielten oberen Schranke.
Bislang wurden im Fall direkter Beobachtungen optimale obere Schranken für
das quadratische Risiko über Methoden nachgewiesen, welche auf der Theorie
empirischer Prozesse beruhen. Hierzu wurde stets angenommen, dass die zugrun-
deliegende Funktionen mindestens dreimal differenzierbar ist. Obgleich inRachdi
und Sabre [63] asymptotische Normalität des Modalwertschätzers für Wahrschein-
lichkeitsdichten im Dekonvolutionsmodell nachgewiesen wurde, ergibt deren An-
nahme nb7n → 0 nicht die optimale Rate im dort betrachteten Fall.
Eine weitere Möglichkeit zum Nachweis oberer Schranken für die Konvergenzrate
ist es, die Abweichung des Schätzers θˆn von θ abzuschätzen, indem der Kontrast
der Funktion an der Modalstelle analysiert wird. Dieser kann beschrieben werden
durch
fX(θ)− fX(x) ≥ d1(θ − x)κ mit d1 > 0, für x in einer Umgebung von θ.
Je kleiner die Konstante κ ist, desto steiler ist also das Abfallen der Kurve an der
Modalstelle.
Dieser Ansatz wurde zuerst in Müller [50] verfolgt. Dadurch kann die Konver-
genzrate des Modalwertschätzers nach oben abgeschätzt werden durch die Rate
der globalen gleichmäßigen Konvergenz des verwendeten Kurvenschätzers.
In Rachdi und Sabre [63] wurde ebenfalls ein ähnlicher Ansatz verwendet, um
Raten für das quadratische Riskio des Modalwertschätzers abzuleiten. Allerdings
ergibt dies einen zusätzlichen log-Term als Faktor in der erzielten Konvergenzra-
te, ebenso kann kein Nutzen aus höherer Glattheit der zugrundeliegenden Kurve
gezogen werden.
Um optimale Raten, die von der Glattheit der Kurve abhängen, zu erzielen, wird
in dieser Arbeit eine ähnliche Idee verfolgt. Hierbei wird die κ-te Potenz der Ab-
weichung des Modalwertschätzers folgendermaßen nach oben beschränkt, ebenso
wie in Müller [50]:
(θˆn − θ)κ ≤ O(fˆX,n(θˆn)− fX(θˆn)− (fˆX,n(θ)− fX(θ))).
Die rechte Seite kann wiederum nach oben abgeschätzt werden. Hierbei wird zwi-
schen den Fällen unterschieden, in welchen θˆn innerhalb bestimmter Intervalle
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eines Gitters liegt, wobei die Feinheit des Gitters mit wachsendem n zunimmt.
Aufgrund der Glattheit sowohl der Kurve selbst als auch des Kurvenschätzers
kann von der Nähe von θ und den einzelnen Gitterpunkten profitiert werden.
Auf diese Weise wird eine genauere Abschätzung für die obere Schranke erzielt
und dadurch können letztendlich optimale Raten für das quadratische Risiko des
Modalwertschätzers θˆn abgeleitet werden.
Im hier betrachtete Fall, in welchem die unbekannte Kurve gemäß Annahme der
Klasse F˜p entstammt, ist der Kontrast von der Ordnung κ = 2, welches durch
eine Taylorentwicklung bei θ gezeigt wird. Hieraus ist auch ersichtlich, dass die
getätigte Annahme f ′′X(θ) < 0 nicht zwingend erforderlich ist. Die Rate vergrößert
sich lediglich zu
O(n−
1
κ−1
2(p−1)
2p+2β+1 ),
falls der Kontrast an der Modalstelle von der Ordnung κ ≥ 2 ist. Der Einfachheit
und Lesbarkeit halber wird der obere Fall bewiesen, wenngleich sich der Beweis
unmittelbar auf den Fall übertragen lässt, in welchem der Kontrast schwächer als
quadratisch ist.
Für kleineres κ, welches den Verlust der Differenzierbarkeit an der Modalstelle
bedeutet, kann hingegen die Rate O(n−1/2κ+1) bewiesen werden, wobei hier der-
selbe Ansatz verwendet werden kann wie in Wieczorek und Ziegler [79].
Beweis von Theorem 1.1.1
Um obere Schranken für die Konvergenzraten des Modalwertschätzers zu bewei-
sen betrachten wir ein Gitter G˜n der Breite hn auf dem Intervall [τ1, τ2]. Der
Gitterpunkt, welcher k Schritte von θ entfernt ist, werde mit θn,k bezeichnet. Das
Gitter sei also folgendermaßen definiert:
G˜n = {θn,k = θ + k · hn ∈ [τ1, τ2]| k ∈ Z}.
Um das quadratische Risiko zu beschränken, werden dann obere Schranken ange-
geben für die Wahrscheinlichkeiten, dass der Modalwertschätzer θˆn innerhalb des
Intervalls [θn,k−1, θn,k] liegt. Abkürzend werden diese Intervalle mit Tn,k bzeichnet.
Aufgrund der Voraussetzung f ′′X(θ) < 0 ergibt sich die folgende Kontrasteigen-
schaft an der Modalstelle der Kurve fX , wobei x in einer µ-Umgebung von θ liegt,
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für ein µ > 0:
fX(θ)− fX(x) ≥ d1(θ − x)2, d1 > 0. (1.6)
Dies wird durch eine Taylorentwicklung bei θ ersichtlich:
fX(x) = fX(θ) + (θ − x) · f ′X(θ) +
1
2
· (θ − x)2 · f ′′X(ξ)
= fX(θ) +
1
2
· (θ − x)2 · f ′′X(ξ).
Der zweite Summand in der ersten Zeile entspricht dem Restglied nach Lagrange
und ξ bezeichnet somit eine Stelle zwischen θ und x. Aufgrund der Vorausset-
zung f ′′X(θ) < 0 und der Stetigkeit von f ′′X(·) gilt also auch f ′′X(ξ) < 0, falls die
µ-Umgebung von θ hinreichend klein gewählt ist. An dieser Stelle ist auch ersicht-
lich, dass bei Vorhandensein höherer stetiger Ableitungen auch bei Verschwinden
höherer Ableitungen eine entsprechende Kontrasteigenschaft per Taylorentwick-
lung gezeigt werden kann, wobei sich hier der Exponent bei (1.6) erhöht, abhängig
von der ersten nichtverschwindenden Ableitung bei θ.
Insgesamt ergibt sich im obigen Fall also für den Kontrast innerhalb der ε-
Umgebung Eigenschaft (1.6):
fX(θ)− fX(x) = (−1
2
) · f ′′X(ξ) · (θ − x)2 ≥ d1 · (θ − x)2, d1 > 0.
Außerhalb der µ-Umgebung gilt aufgrund der Eindeutigkeit der Modalstelle, wie
in Fp definiert:
fX(θ)− fX(x) ≥ δ, für ein δ > 0.
Das Gitter G˜n kann somit in zwei Teilmengen unterteilt werden, wobei die eine
diejenigen Gitterpunkte enthält, welche innerhalb der µ-Umgebung liegen, und
die anderen jene Punkte, die außerhalb der µ-Umgebung liegen. Die zugehörigen
Indizes werden in den Mengen, Gn, G1n und G2n zusammengefasst, welche also
folgendermaßen definiert seien
Gn = {k ∈ Z : θn,k ∈ [τ1, τ2] },
G1n = {k ∈ Z : θn,k ∈ (θ − µ, θ + µ) },
G2n = {k ∈ Z : θn,k ∈ [τ1, τ2] \ (θ − µ, θ + µ) }.
Das quadratische Risiko des Modalwertschätzers kann somit folgendermaßen nach
oben abgeschätzt werden:
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E
(
(θ − θˆn)2
) ≤ ∑
k∈Gn
(
sup
t∈Tn,k
(t− θ)2) · P(θˆn ∈ Tn,k).
Das Supremum im obigen Ausdruck kann nun für die direkt an θ angrenzenden
Intervalle durch h2n nach oben abgeschätzt werden. Für die weiter entfernten
Intervalle ergibt sich die Abschätzung (|k|+ 1)2. Man erhält also weiter:
E
(
(θ − θˆn)2
) ≤ h2n · P(θˆn ∈ Tn,0 ∪ Tn,1)
+ h2n ·
∑
k∈G1n
k 6=0,1
(|k|+ 1)2 · P(θˆn ∈ Tn,k)
+h2n ·
∑
k∈G2n
k 6=0,1
(|k|+ 1)2 · P(θˆn ∈ Tn,k).
Um nun zu einer Abschätzung des quadratischen Risikos zu gelangen, bleibt es
also, die Wahrscheinlichkeiten abzuschätzen, dass θˆn im Intervall Tn,k liegt. Falls
es gelingt zu beweisen, dass P(θˆn ∈ Tn,k) genügend klein ist, sodass beide letzteren
Summen konvergieren, so ergibt sich h2n als Konvergenzrate für das quadratische
Risiko.
Um dies zu beweisen, nehmen wir o.B.d.A. im Folgenden an, dass k > 1 gilt.
Analoge Überlegungen gelten für k < 0. Wir haben
P(θˆn ∈ Tn,k) ≤ P
(
sup
t∈Tn,k
(
fˆX,n(t)− fˆX,n(θ)
) ≥ 0)
≤ P
(
sup
t∈Tn,k
(fˆX,n(t)− fˆX,n(θ)− (fX(t)− fX(θ))) ≥ inf
t∈Tn,k
(fX(θ)− fX(t))
)
.
Für den Ausdruck auf der rechten Seite innerhalb der Wahrscheinlichkeit bestehen
zwei verschiedene Arten unterer Schranken, je nachdem ob Tn,k innerhalb der
Umgebung von θ liegt, in welcher die Ungleichung (1.6) gilt, oder außerhalb.
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Für k ∈ G1n erhalten wir für den letztgenannten Ausdruck aufgrund von (1.6)
P
(
sup
t∈Tn,k
(fˆX,n(t)− fˆX,n(θ)− (fX(t)− fX(θ))) ≥ inf
t∈Tn,k
(fX(θ)− fX(t))
)
≤ P
(
sup
t∈Tn,k
(
fˆX,n(t)− fˆX,n(θ)− (fX(t)− fX(θ))
) ≥ d1 · ((|k| − 1) · hn)2)
≤ P
(
sup
t∈Tn,k
|fˆX,n(t)− EfˆX,n(t)−
(
fˆX,n(θ)− EfˆX,n(θ)
)| ≥ d˜1 · (k · hn)2)
+ P
(
sup
t∈Tn,k
|EfˆX,n(t)− f(t)−
(
EfˆX,n(θ)− fX(θ)
)| ≥ d˜1 · (k · hn)2)
=: P1,k + P2,k .
Die Glattheit des Schätzers gewährleistet, dass die Wahrscheinlichkeit, dass das
Supremum innerhalb eines Gitterintervalls über die betragsmäßige Abweichung
des zentrierten Schätzers vom Wert des zentrierten Schätzers an der Modal-
stelle eine bestimmte Schranke überschreitet, dieselbe Ordnung besitzt wie die
entsprechende Wahrscheinlichkeit, wenn die Abweichung nur an einem festen
Punkt innerhalb des Gitterintervalls betrachtet wird. Dies wird gezeigt, indem die
Chaining-Technik angewendet wird und eine Momentenungleichung für die Diffe-
renzen des zentrierten Kurvenschätzers an zwei festen Punkten ausgenutzt wird.
Die Wahrscheinlichkeit P1,k kann nun durch Anwendung der Markov-Ungleichung
nach oben abgeschätzt werden. Mithilfe von Lemma 1.1.1 (iii) und Lemma 1.1.6
ergibt sich also, für r = 4,
P1,k = |k|−4O
(( 1
bn
)4(nb2β+1n )
−2
h4n
)
.
Um eine geeignete obere Schranke für P2,k zu erhalten, ist zu zeigen, dass für
genügend großes n der deterministische Ausdruck auf der linken Seite innerhalb
der Wahrscheinlichkeit kleiner als die rechte Seite ist, womit P2,k für hinreichend
großes n verschwindet. Hierzu wird zunächst die Ordnung der linken Seite berech-
net, in Abhängigkeit der noch festzulegenden Bandbreite. Mithilfe von Lemma
1.1.1 (i) erhält man hierfür:
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sup
t∈Tn,k
|(EfˆX,n(t)− EfˆX,n(θ))− (fX(t)− fX(θ))|
= sup
t∈Tn,k
∣∣∣ t−θ∫
0
( ∫
R
1
bn
K
(θ − z
bn
)
f ′X(z + u)dz − f ′X(θ + u)
)
du
∣∣∣
≤ sup
t∈Tn,k
bp−1n
||f (p)X ||∞
(p− 1)!
t−θ∫
0
∫
R
∣∣∣K(z)zp−1∣∣∣dz du = O(k · hn · bp−1n ). (1.7)
Falls nun die Wahrscheinlichkeit betrachtet wird, dass der Schätzer θˆn in einem
Gitterintervall außerhalb der µ-Umgebung liegt, in welcher die Kontrasteigen-
schaft (1.6) erfüllt ist, so kann man sich für die Abschätzung an dieser Stelle die
Eindeutigkeit der Modalstelle zunutze machen und man erhält für k ∈ G2n
P(θˆn ∈ Tn,k)
≤ P( sup
t∈Tn,k
|fˆX,n(t)− EfˆX,n(t)−
(
fˆX,n(θ)− EfˆX,n(θ)
)| ≥ δ
2
)
+ P
(
sup
t∈Tn,k
|EfˆX,n(t)− f(t)−
(
EfˆX,n(θ)− f(θ)
)| ≥ δ
2
)
=: P˜1,k + P˜2,k.
In analoger Weise wie oben kann die Wahrscheinlichkeit P˜1,k wiederum mithilfe
von Lemma 1.1.6 beschränkt werden:
P˜1,k = O
((khn
bn
)4(nb2β+1n )
−2
δ4
)
.
Die Bandbreite bn und die Gitterbreite hn werden nun folgendermaßen gewählt:
hn  bp−1n sowie bn  n−
1
2β+2p+1 .
Damit gilt für ein bestimmtes k0, dass P2,k und P˜2,k verschwinden für |k| > k0, was
aufgrund von (1.7) ersichtlich ist und aufgrund der Tatsache, dass k ≤ b |τ2−τ1|
hn
c.
Mit den obigen Überlegungen kann das quadratische Risiko demnach folgender-
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maßen beschränkt werden:
E((θ − θˆn)2)
≤ h2n +
∑
|k|≤k0
(khn)
2 +
∑
k∈G1n
k 6=0,1
h2nk
−2C1
b−4n (nb
2β+1
n )
−2
h4n
+
∑
k∈G2n
k 6=0,1
h2nk
2C2
(khn
bn
)4(nb2β+1n )
−2
δ4
,
und mit |k| ≤ |τ2 − τ1|/hn kann weiter nach oben abgeschätzt werden
≤ h2n
(
2 +
∑
|k|≤k0
k2 +
∞∑
k=1
k−2C1
(nb2β+1n )
−2
b4nh
4
n
+
⌊ |τ2−τ1|
hn
⌋∑
k=1
k2C2(
khn
bn
)4
(nb2β+1n )
−2
δ4
)
≤ h2n
(
2 + C3 +
(
C˜1
∞∑
k=1
k−2
)
+ C˜2
)
.
Der letzte Schritt erfolgt aufgrund der Wahl von hn und bn. Daher ergibt sich
insgesamt als obere Schranke für das quadratische Risiko
E
(
(θ − θˆn)2
)
= O(h2n) = O(n
− 2(p−1)
2p+2β+1 ).

Modalwertschätzung für Regressionskurven im Modell mit Fehlern in den
Variablen
Unter Verwendung derselben Techniken wie im Fall der Dichteschätzung kann ein
analoges Resultat für die obere Schranke des quadratischen Risikos des Modal-
wertschätzers ebenso im Regressionsmodell mit Fehlern in den Variablen erzielt
werden. Der zu schätzende Modalwert ist in diesem Fall der Modalwert θ der
Regressionsfunktion
m(x) = E(Z|X = x).
Wiederum wird der Modalwertschätzer durch Maximierung des Schätzers der
Kurve m(·) definiert:
θˆn = inf{t| mˆn(t) = max
s∈[τ1,τ2]
{mˆn(s)}}. (1.8)
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Unter einigen zusätzlichen Anforderungen an die Randdichte fX und den be-
dingten Erwartungswert E(Z|X = x) kann folgendes Resultat hinsichtlich oberer
Schranken für das quadratische Risiko von θˆn erzielt werden (siehe Wieczorek
[78]):
Theorem 1.1.2
Seien (Y1, Z1), ..., (Yn, Zn) unabhängig und identisch verteilt wie (Y, Z), mit
Y = X + ε, wobei X und ε unabhängig seien und die charakteristische Funk-
tion von ε die Bedingung (1.2) erfülle.
Sei weiter m(x) = E(Z|X = x) ∈ Fp, p ≥ 2. f (p)X existiere, sei stetig und be-
schränkt und es gelte fX ≥ c > 0 in [τ1, τ2].
Das bedingte Moment E(|Z|4·q|X = x) sei gleichmäßig beschränkt in x für ein
q > 1.
Der Kurvenschätzer für m sei definiert wie in (1.5), K ein Kern der Ordnung
p− 1, welcher (1.3) erfülle. Die Bandbreite bn sei von der Ordnung n−
1
2β+2p+1 .
Dann gilt
E(θˆn − θ)2 = O(n−
2(p−1)
2p+2β+1 ).
Auch in diesem Fall kann das Resultat erweitert werden für den Fall, dass an
der Modalstelle Ableitungen höherer Ordnung verschwinden, ebenso wie für den
Fall geringerer als der oben geforderten Glattheit der zugrundeliegenden Kurve
an der Modalstelle.
Beweis von Theorem 1.1.2
Der Beweis der oberen Schranke für die Konvergenzrate des Modalwertschätzers
im Errors-in-Variables-Regressionsmodell ist im Wesentlichen analog zu demjeni-
gen für den Dichteschätzer. Einige Veränderungen müssen jedoch vorgenommen
werden. Zunächst kann das quadratische Risiko in diesem Fall folgendermaßen
abgeschätzt werden:
E
(
(θ − θˆn)2
)
≤
∑
k∈Gn
sup
t∈Tn,k
(t− θ)2 · P(An) +
∑
k∈Gn
sup
t∈Tn,k
(t− θ)2 · P({θˆn ∈ Tn,k} ∩ A¯n).
(1.9)
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Hierbei ist An folgendermaßen definiert:
An := {ω : sup
t∈[τ1,τ2]
|fˆX,n(t)− f(t)| > c/2}.
A¯n ist also Teilmenge desjenigen Ereignisses, dass der Schätzer der Randdichte
fX von Null weg beschränkt ist. Diese Annahme wird benötigt, um zu gewährleis-
ten, dass die im weiteren Verlauf benötigten Momente entsprechend nach oben
beschränkt werden können.
Gemäß Lemma 1.1.3 bestimmt der zweite Term bei (1.9) die Konvergenzordnung
des quadratischen Risikos.
Analog zur Dichteschätzung wird nun die Wahrscheinlichkeit abgeschätzt, dass
der Modalwertschätzer θˆn im Intervall Tn,k liegt. Hierbei erhält man zunächst
folgende Abschätzung:
P({θˆn ∈ Tn,k} ∩ A¯n)
≤ P
(
{ sup
t∈Tn,k
(mˆn(t)− mˆn(θ)) ≥ 0} ∩ A¯n
)
≤ P
(
{ sup
t∈Tn,k
(mˆn(t)− mˆn(θ)− (m(t)−m(θ))) ≥ inf
t∈Tn,k
(m(θ)−m(t))} ∩ A¯n
)
Für k ∈ G1n, k > 1, gilt weiter
≤ P
(
{ sup
t∈Tn,k
(
mˆn(t)− mˆn(θ)− (m(t)−m(θ))
) ≥ d˜1(khn)2} ∩ A¯n)
≤ P
(
{ sup
t∈Tn,k
∣∣∣ rˆn(t)
fˆX,n(t)
− Erˆn(t)
EfˆX,n(t)
− ( rˆn(θ)
fˆX,n(θ)
− Erˆn(θ)
EfˆX,n(θ)
)∣∣∣ ≥ d˜1(khn)2} ∩ A¯n)
+ P
(
{ sup
t∈Tn,k
∣∣∣ Erˆn(t)
EfˆX,n(t)
− r(t)
fX(t)
− ( Erˆn(θ)
EfˆX,n(θ)
− r(θ)
fX(θ)
)∣∣∣ ≥ d˜1(khn)2} ∩ A¯n)
≤ P
(
{ sup
t∈Tn,k
∣∣∣ rˆn(t)
fˆX,n(t)
− Erˆn(t)
EfˆX,n(t)
− ( rˆn(θ)
fˆX,n(θ)
− Erˆn(θ)
EfˆX,n(θ)
)∣∣∣ ≥ d˜1(khn)2} ∩ A¯n)
+ P
(
{ sup
t∈Tn,k
∣∣∣ Erˆn(t)
EfˆX,n(t)
− r(t)
fX(t)
− ( Erˆn(θ)
EfˆX,n(θ)
− r(θ)
fX(θ)
)∣∣∣ ≥ d˜1(khn)2} ∩ A¯n)
=: P1,k + P2,k .
Die Wahrscheinlichkeit P1,k wird nun in analoger Weise abgeschätzt wie im Beweis
von Theorem 1.1.1. Um Lemma 1.1.6 anwenden zu können, wird hierfür wieder-
um eine Abschätzung für die vierten Momente des Terms auf der linken Seite
innerhalb der Wahrscheinlichkeit benötigt. Diese ist in Lemma 1.1.4 bewiesen.
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Unter Verwendung von Lemma 1.1.6 erhält man erhält also auch hier:
P1,k = |k|−4O
(( 1
bn
)4(nb2β+1n )
−2
h4n
)
.
Hinsichtlich des Terms in P2,k kann mithilfe von Lemma 1.1.5 ebenso wie im
Beweis von Theorem 1.1.1 die Ordnung O(k · hn · bp−1n ) gezeigt werden.
Ebenfalls gilt für k ∈ G2n
P({θˆn ∈ Tn,k} ∩ A¯n)
≤ P
(
{ sup
t∈Tn,k
|mˆn(t)− Emˆn(t)−
(
mˆn(θ)− Emˆn(θ)
)| ≥ δ
2
} ∩ A¯n
)
+ P
(
{ sup
t∈Tn,k
∣∣∣ Erˆn(t)
EfˆX,n(t)
− r(t)
fX(t)
− ( Erˆn(θ)
EfˆX,n(θ)
− r(θ)
fX(θ)
)∣∣∣ ≥ δ
2
} ∩ A¯n
)
=: P˜1,k + P˜2,k.
Es gilt auch hier
P˜1,k = O
((khn
bn
)4(nb2β+1n )
−2
δ4
)
.
Nun erfolgt die Abschätzung des quadratischen Risikos in analoger Weise wie im
vorherigen Theorem und somit folgt die Aussage von Theorem 1.1.2. 
1.1.3 Untere Schranken für das quadratische Risiko des
Modalwertschätzers
Während im vorherigen Abschnitt obere Schranken für die Raten des Modalwert-
schätzers in den betrachteten Dekonvolutionsmodellen erzielt wurden, wird in den
folgenden beiden Theoremen gezeigt, dass diese Raten auch optimal sind, sowohl
für die Dichteschätzung als auch für das Errors-in-Variables-Regressionsmodell.
Diese beiden Resultate werden bewiesen, indem sogenannte eindimensionale Teil-
probleme betrachtet werden. Hierbei werden Dichten gewählt, sodass die Situa-
tionen, welche von diesen Dichten erzeugt werden, nicht vollständig unterschieden
werden können, wobei jedoch die Differenz der Modalwerte der interessierenden
Funktionen von derselben Ordnung ist wie die Konvergenzrate des quadratischen
Risikos von θˆn, die in den Theoremen 1.1.1 und 1.1.2 erzielt wurde.
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Untere Schranken für die Dichteschätzung
Um untere Schranken zunächst für die Modalwertschätzung im Fall der Dich-
teschätzung nachzuweisen, wird im Folgenden angenommen, dass die Verteilung
der Fehler ε eine Dichte besitzt, bezeichnet mit fε. Dann kann, unter den bis-
her getätigten Annahmen, folgendes Theorem bewiesen werden (siehe Wieczorek
[78]):
Theorem 1.1.3
Es gelten die Voraussetzungen von Theorem 1.1.1. Zusätzlich besitze die Vertei-
lung von ε eine Dichte fε mit folgender Eigenschaft:∫
R\[c,d] |f (α)ε (x)|dx ≤ C, α ≥ 2β + p, für ein kompaktes Intervall [c, d] und C ∈ R.
Dann gilt, für einen beliebigen Modalwertschätzer Mˆn für fX , dass
sup
f∈F˜p
Ef (Mˆn − θ)2 ≥ d · n−
2(p−1)
2p+2β+1 für ein d > 0.
Ef bezeichnet den Erwartungswert, wobei die Beobachtungen die Dichte f besit-
zen.
An dieser Stelle sollte darauf hingewiesen werden, dass die Bedingung an die
Fehlerdichte keine Einschränkung darstellt, was die typischen Fälle gewöhnlich
glatter Verteilungen anbelangt. Die Bedingung ist etwa erfüllt für die Gamma-
und Hyperexponentialverteilung, für beliebig großes α, falls 0 ∈ [c, d], und für die
Laplace-Verteilung, falls µ ∈ [c, d], wobei µ den Erwartungswert der Verteilung
bezeichnet (siehe hierzu Ushakov [75], Appendix B).
Die beiden konkurrierenden Situationen werden in ähnlicher Weise konstruiert
wie in Romano [67]. Hierbei wird eine fixierte Dichtefunktion fX,1 betrachtet.
Die Dichten fX,2,n werden erzeugt, indem eine Störfunktion zu fX,1 addiert wird,
in Abhängigkeit von n. Um die Vorgehensweise möglichst einfach zu gestalten,
wird angenommen, dass fX,1 sich in einer kompakten Umgebung der Modalstelle
wie eine quadratische Parabel verhält. Die Störfunktion ist so gewählt, dass sich,
abhängig von n, die Modalwerte der Parabel um eine Distanz verschieben, welche
sich asymptotisch verhält wie n−(p−1)/(2p+2β+1). Dies entspricht der Ordnung der
oberen Schranke für die Konvergenzrate des Modalwertschätzers.
Dann, der Vorgehensweise wie im Beweis von Lemma 4.1 in Neumann [54] fol-
gend, wird gezeigt, dass der quadrierte Hellinger-Abstand der beiden Dichten von
der Ordnung O(n−1) ist. Dies bedeutet, dass die beiden Situationen asymptotisch
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nicht unterscheidbar sind, was eine untere Schranke der Ordnung n−(p−1)/(2p+2β+1)
für das quadratische Risiko ergibt.
Beweis von Theorem 1.1.3
Wie bereits geschildert, wird zum Beweis der unteren Schranken dieselbe Her-
angehensweise wie im Beweis von Lemma 4.1 in Neumann [54] gewählt. Hierzu
wird eine Teilmenge von Dichten in F˜p betrachtet. Diese besteht aus einer Familie
fX,1,n von Dichten sowie einer weiteren Familie fX,2,n. Die jeweiligen Modalwerte
M(fX,1,n) und M(fX,2,n) werden mit θ1,n und θ2,n bezeichnet.
Die beiden Familien werden so gewählt, dass zum einen der quadrierte Hellinger-
Abstand klein ist. In unserem Fall soll gelten:
H2(fX,1,n, fX,2,n) = O(n
−1), (1.10)
wobei
H2(fX,1,n, fX,2,n) =
1
2
∫
R
(√
fX,1,n(x)−
√
fX,2,n(x)
)2
λ(dx).
Zum anderen sollen die Familien so konstruiert sein, dass für die Modalwerte gilt:
|θ1,n − θ2,n| ≥ ∆n, (1.11)
wobei gelten soll, dass ∆n ein von n abhängiger Ausdruck ist, der sich asympto-
tisch wie die in Theorem 1.1.1 erzielte Konvergenzordnung verhält, also ∆n 
n−(p−1)/(2p+2β+1).
In der durch fX,1,n generierten Situation besitzt der Vektor der Beobachtungen
(Y1, ..., Yn) eine Verteilung mit der n-dimensionalen Dichte (fX,1,n ∗ fε)[n]. Auf-
grund der Unabhängigkeit der Beobachtung handelt es sich hierbei um die Pro-
duktdichte aus fX,1,n ∗ fε:
(fX,1,n ∗ fε)[n](y1, ..., yn) =
n∏
i=1
(fX,1,n ∗ fε)(yi).
In der anderen Situation ist die Dichte (fX,2,n ∗ fε)[n], wieder mit
(fX,2,n ∗ fε)[n](y1, ..., yn) =
n∏
i=1
(fX,2,n ∗ fε)(yi).
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Unter Berücksichtigung der Tatsache, dass die Beobachtungen Y1, ..., Yn unab-
hängig sind ergibt sich somit für die Hellinger-Affinität ρ(f1, f2) =
∫ √
f1
√
f2 der
beiden n-dimensionalen Dichten, unter Voraussetzung von (1.10):
ρ
(
(fX,1,n ∗ fε)[n], (fX,2,n ∗ fε)[n]
)
= ρn(fX,1,n ∗ fε, fX,2,n ∗ fε)
=
(
1− 1
2
H2(fX,1,n ∗ fε, fX,2,n ∗ fε)
)n
≥ (1− C ′/n)n ≥ C > 0
(wegen (1− C ′/n)n n→∞→ e−C′).
Die Hellinger-Affinität ist also von Null weg beschränkt. Betrachten wir nun einen
beliebigen Modalwertschätzer Mˆ(Y1, ..., Yn), so gilt unter Verwendung der Defi-
nition der Hellinger-Affinität und wegen |θ1,n − θ2,n|/∆n ≥ 1, dass
ρ
(
(fX,1,n ∗ fε)[n], (fX,2,n ∗ fε)[n]
)
≤
∫ |θ1,n − θ2,n|
∆n
√
(fX,1,n ∗ fε)[n](y)
√
(fX,2,n ∗ fε)[n](y) λ[n](dy)
≤
∫ |Mˆ(y)− θ1,n|
∆n
√
(fX,1,n ∗ fε)[n](y)
√
(fX,2,n ∗ fε)[n](y) λ[n](dy)
+
∫ |Mˆ(y)− θ2,n|
∆n
√
(fX,1,n ∗ fε)[n](y)
√
(fX,2,n ∗ fε)[n](y) λ[n](dy)
=
∫ |Mˆ(y)− θ1,n|
∆n
√
f
[n]
Y,1,n(y) ∧ f [n]Y,2,n(y)
√
f
[n]
Y,1,n(y) ∨ f [n]Y,2,n(y) λ[n](dy)
+
∫ |Mˆ(y)− θ2,n|
∆n
√
f
[n]
Y,1,n(y) ∧ f [n]Y,2,n(y)
√
f
[n]
Y,1,n(y) ∨ f [n]Y,2,n(y) λ[n](dy).
Anwendung der Cauchy-Schwarz-Ungleichung und Abschätzung des Maximums
durch die Summe ergibt weiterhin
≤
√∫ ( |Mˆ(y)− θ1,n|
∆n
)2 (
f
[n]
Y,1,n(y) ∧ f [n]Y,2,n(y)
)
λ[n](dy)
·
√∫ (
f
[n]
Y,1,n(y) + f
[n]
Y,2,n(y)
)
λ[n](dy)
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+
√∫ ( |Mˆ(y)− θ2,n|
∆n
)2 (
f
[n]
Y,1,n(y) ∧ f [n]Y,2,n(y)
)
λ[n](dy)
·
√∫ (
f
[n]
Y,1,n(y) + f
[n]
Y,2,n(y)
)
λ[n](dy)
≤ 2
√
EfX,1,n
(Mˆ(y)− θ1,n
∆n
)2
+ 2
√
EfX,2,n
(Mˆ(y)− θ2,n
∆n
)2
≤ 4 max
fX∈{fX,1,n,fX,2,n}
√
EfX
(Mˆ(y)− θX
∆n
)2
.
Da der letzte Ausdruck eine obere Schranke für die Hellinger-Affinität der Dich-
ten der beiden konkurrierenden Situationen darstellt, die Hellinger-Affinität aber
nach unten durch eine positive Konstante beschränkt ist, ergibt sich weiter
inf
Mˆ
max
fX∈F˜p
EfX (Mˆ(Y1, ..., Yn)− θX,n)2 ≥
1
4
C ·∆2n,
da der Schätzer für den Modalwert beliebig gewählt war.
Nun gilt es also, die beiden Familien konkurrierender Dichten fX,1,n ∈ F˜p und
fX,2,n ∈ F˜p so zu konstruieren, dass die Bedingungen (1.10) und (1.11) erfüllt
sind.
Wie bereits angedeutet, ist hierbei fX,1,n ≡ fX,1 eine fixierte Dichte. Die Funktio-
nen fX,2,n werden durch Addition einer von n abhängigen Störfunktion gewonnen.
Für die konkurrierenden Dichten gelten im Detail folgende Annahmen:
(i) fX,1(x) > 0 ∀x, mit M(fX,1) =: θ1 = 0 und
fX,1(x) = f(0)− x2 für |x| ≤ τ3.
(ii) fX,2,n(x) = fX,1(x) + gn(x), M(fX,2,n) =: θ2,n,
wobei gn(x) = bpn g(
x− θ1
bn
),
und g(·) beschränkt mit g(x) = −(2x+ bp−2n ) für |x| ≤ τ4, τ4 ≤ τ3.
g(p)(·) existiert und ist stetig, g(x) ≡ 0 for |x| ≥ τ5, τ4 < τ5.∫
supp (gn)
gn(x)x
jdx = 0 für j = 0, ..., α− 1.
(Die Abhängigkeit von n der Funktion g wird in der verwendeten Schreibweise
nicht explizit hervorgehoben.)
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Die Annahmen für fX,1 und fX,2,n stellen sicher, dass sowohl fX,1 als auch fX,2,n
sich in einer Umgebung der jeweiligen Modalstelle wie quadratische Parabeln
verhalten. Es gilt in einer Umgebung von 0 = θ1:
fX,2,n(x) = fX,1(0)− (x+ bp−1n )2 .
Da g(·) beschränkt ist, gilt für genügend großes n auch fX,2,n ∈ F˜p und es gilt
für den Modalwert θn,2 = −bp−1n , woraus Eigenschaft (1.11) folgt.
Nun ist also nachzuweisen, dass die konstruierten Familien von Dichten die An-
forderung (1.10) erfüllt. Es gilt zum einen
H2(fX,1 ∗ fε, fX,2,n ∗ fε)
=
∫ (√
(fX,1 ∗ fε)(x)−
√
((fX,1 + gn) ∗ fε)(x)
)2
dx
≤
d+η∫
c−η
((gn ∗ fε)(x))2
(fX,1 ∗ fε)(x) dx+
∫
R\[c−η,d+η]
|(gn ∗ fε)(x)|dx =: I1 + I2 .
Es gilt fX,1 > 0 für alle x, daher ist fX,1 ∗ fε von Null weg beschränkt auf dem
kompakten Intervall [c − η, d + η]. Im Integranden von I1 kann also der Nenner
nach unten durch eine positive Konstante abgeschätzt werden und man erhält
zunächst
I1 ≤ C
∫
R
((gn ∗ fε)(x))2 dx
Die Gleichung von Plancherel liefert weiterhin
= C
∫
R
|φgn(ω)φε(ω)|2 dω
= C · b2p+1n
∫
R
|ei ubn θ1 · φg(u) · φε( u
bn
)|2 du
und aufgrund der gewöhnlichen Glattheit der Fehlerverteilung
≤ C˜ · b2p+2β+1n
∫
R
(|φg(u)||u|−β)2 du
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≤ C˜ · b2p+2β+1n
( ∫
|u|<1
(|φg(u)u(−dβe)|2 du+
∫
|u|≥1
|φg(u)u−bβc|2 du
)
≤ C˜ · b2p+2β+1n
( ∫
R
|(φg(−dβe)(u))|2 du+
∫
R
|φg(−bβc)(u)|2 du
)
Plancherel
= C˜ · b2p+2β+1n
( ∫
supp (g)
|g(−dβe)(u)|2 du+
∫
supp (g)
|g(−bβc)(u)|2 du)
= O(b2p+2β+1n ) = O(n
−1) für bn = O(n−
1
2p+2β+1 ) .
Die beiden zuletzt auftretenden Integrale sind beschränkt aufgrund der Beschränkt-
heit der Funktion g.
Hinsichtlich des Integranden von I2 gilt, aufgrund der Differenzierbarkeit der
Fehlerdichte fε, unter Anwendung von Voraussetzung (ii),
|(gn ∗ fε)(x)|
=
∣∣∣ ∫
supp (gn)
gn(y)fε(x− y) dy
∣∣∣
= |
∫
supp (gn)
gn(y)
( α−1∑
j=0
(−y)j
j!
f (j)(x) +
x−y∫
x
f
(α)
ε (u)
(α− 1)!(x− u)
(α−1)du
)
dy|
≤ C · bα+pn
τ5∫
−τ5
∣∣g(u)∣∣du ∫
supp (gn)
|f (α)ε (x− z)| dz .
Also gilt für I2 folgende Abschätzung
I2 ≤ C(τ5bn)α+p
∫
R\[c−η,d+η]
∫
supp (gn)
|f (α)ε (x− z)|dz dx
= C˜bα+pn
( ∫
supp (gn)
c−η−z∫
−∞
|f (α)ε (u)|du+
∞∫
d+η−z
|f (α)ε (u)|du dz
)
≤ C˜bα+pn
( ∫
supp (gn)
c−η+τ5bn∫
−∞
|f (α)ε (u)|du+
∞∫
d+η−τ5bn
|f (α)ε (u)|du dz
)
≤ O(bα+p+1n ) ,
falls c und d so gewählt werden, dass die geforderte Bedingung an fε erfüllt ist.
Die Ordnung dieses Terms ist nun kleiner oder gleich derjenigen von I1, falls
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2β + 2p+ 1 ≤ α + p+ 1⇔ 2β + p ≤ α.
Somit gilt für bn  n−
1
n2p+2β+1 , dass
inf
Mˆ
max
fX∈{fX,1,fX,2,n}
√
EfX (Mˆ(Y1, ..., Yn)− θX)2 ≥
1
4
C b2(p−1)n  n−
2(p−1)
2p+2β+1 . 
Untere Schranken im Regressionsmodell mit Fehlern in den Variablen
Analog zu den unteren Schranken, die im vorhergehenden Abschnitt erzielt wur-
den, können entsprechende Raten auch im Regressionsmodell mit Fehlern in den
Variablen erzielt werden. Die Voraussetzungen an die Fehlerdichte, welche bereits
für den Nachweis unterer Schranken im Fall der Dichteschätzung getätigt wurden,
werden auch hier benötigt. Insgesamt gilt folgendes Theorem (siehe Wieczorek
[78])
Theorem 1.1.4
Es gelten die Voraussetzungen von Theorem 1.1.2 und
∫
R\[c,d] |f (α)ε (x)|dx ≤ C,
α ≥ 2β + p, für ein kompaktes Intervall [c, d] und C ∈ R. Dann gilt für einen
beliebigen Modalwertschätzer Mˆn für m(x) = E(Z|X = x), dass
sup
m∈Fp
Em(Mˆn − θ)2 ≥ d · n−
2(p−1)
2p+2β+1 für ein d > 0.
Ähnlich wie im Beweis des vorherigen Theorems werden zwei Familien zwei-
dimensionaler Dichten erzeugt. Hierbei besteht eine aus einer fixierten Dichte,
fX,Z,1(x, z) und einer weiteren, fX,Z,2,n, für n ∈ N. Letztere wird erzeugt, indem
eine Störfunktion zu fX,Z,1 addiert wird, so dass einerseits die Randdichten bezüg-
lich X identisch sind, andererseits die bedingten Erwartungswerte von Z unter
der Bedingung X = x verschiedene Modalwerte besitzen, aber immer noch ähn-
lich genug sind, dass der Hellinger-Abstand der beiden Dichten von der Ordnung
O(n−1) ist.
Wiederum setzen wir voraus, dass der bedingte Erwartungswert sich in einer Um-
gebung des Modalwertes wie eine Parabel verhält.
Beweis von Theorem 1.1.4
Im Modell mit Fehlern in den Variablen besitzt die Verteilung von (X,Z) unter
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den Voraussetzungen von Theorem 1.1.2 eine zweidimensionale Dichten. Um kon-
kurrierende Situationen zu erzeugen, werden wiederum zwei Familien von zwei-
dimensionalen betrachtet, bezeichnet mit fX,Z,1(x, z) und fX,Z,2,n(x, z). Die zuge-
hörigen Regressionsfunktionen werden mit m1 und m2,n bezeichnet.
Es werden folgende Voraussetzungen an fX,Z,1(x, z) und fX,Z,2,n(x, z) gestellt
(i′) fX,Z,1(x, z) ist stetig und fX,Z,1(x, z) > 0 ∀x, z;∫
zfX,Z,1(x, z)dz =: r1(x) ∈ Fp,∫
zfX,Z,1(x, z)dz ≡ 0, x /∈ [−1, 1],
M
(
m1
)
=: θ1 = 0,
und m1(x) = m1(0)− x2 für x ∈ [−τ3, τ3], 1 > τ3 > 0∫
f(x, z)dz = fX(x) ≡ const =: c, x ∈ [−1, 1] ,
(ii′) fX,Z,2,n(x, z) = fX,Z,1(x, z) + gn(x, z) = fX,Z,1(x, z) + h(z) · bpng(x/bn),
wobei
h beschränkt, supp (h) ⊆ [−1, 1],
∫
zh(z)dz = 1,
∫
h(z)dz = 0.
g wird so gewählt wie im vorherigen Abschnitt.
Dann gilt mit
m1(x) = EfX,Z,1(Z|X = x) =
∫
zfX,Z,1(x, z)dz∫
fX,Z,1(x, z)dz
,
dass
m2,n(x) = EfX,Z,2,n(Z|X = x) =
∫
zfX,Z,2,n(x, z)dz∫
fX,Z,2,n(x, z)dz
=
∫
zfX,Z,1(x, z)dz
fX(x)
+
bpng(x/bn)
fX(x)
= m1(x) +
1
c
bpng(x/bn) .
Es sei bemerkt, dass m1 und m2,n in Fp liegen, denn die Randdichte fX ist kon-
stant in einer Umgebung des Modalwertes. Die Beobachtungen (Yi, Zi) besitzen
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eine Verteilung mit Dichte
(fX,Z,1 ∗ fε)(y, z) :=
∫
R
fX,Z,1(y − ε, z)fε(ε) dε
bzw.
(fX,Z,2,n ∗ fε)(y, z) :=
∫
R
fX,Z,2,n(y − ε, z)fε(ε) dε.
Da fX,Z,1(x, z) positiv auf R2 ist, ist (fX,Z,1 ∗ fε) auf dem kompakten Intervall
[c1 − η, d1 + η] nach unten beschränkt durch eine Konstante 1/C, C > 0, wobei
[c2, d2] so gewählt ist, dass c2 ≤ −1, d2 ≥ 1.
Für den Hellinger-Abstand der beiden zweidimensionalen Dichten gilt
H2(fX,Z,1 ∗ fε, fX,Z,2,n ∗ fε)
≤
d1+η∫
c1−η
d2∫
c2
(
h(z)gn(x) ∗ fε(x)
)2
(fX,Z,1(x, z) ∗ fε(x)) dzdx
+
∫
R2\[c1−η,d1+η]×[c2,d2]
h(z)gn(x) ∗ fε(x)d(x, z)
=: I1 + I2 .
Für I1 erhält man folgende Abschätzung, wobei das Vorgehen analog zum Fall
der Dichteschätzung ist:
I1 ≤ C
d2∫
c2
d1+η∫
c1−η
h(z)gn(x) ∗ fε(x)dxdz
≤ ||h||∞(d2 − c2) · C
d1+η∫
c1−η
gn(x) ∗ fε(x)dx
= O(b2p+2β+1n ), für bn = O(n
− 1
2p+2β+1 ).
Für I2 gilt
I2 =
∫
R2\[c1−η,d1+η]×[c2,d2]
h(z)gn(x) ∗ fε(x)d(x, z)
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=
∫
R\[c1−η,d1+η]
∫
R
h(z)gn(x) ∗ fε(x) dzdx
+
∫
[c1−η,d1+η]
∫
R\[c2,d2]
h(z)gn(x) ∗ fε(x) dzdx .
Aufgrund der Wahl von c2 und d2 verschwindet das zweite Integral und mit
|h(z)gn(x) ∗ fε(x)| ≤ |h(z)| ba+pn
1
(α− 1)!
∫
supp (gn)
|f (α)ε (x− u)| du
folgt das analoge Resultat wie im Fall der Dichteschätzung.
1.1.4 Hilfsresultate
Um die in den Beweisen der Theoreme 1.1.1 und 1.1.2 auftretenden Wahrschein-
lichkeiten nach oben beschränken zu können, spielen Momentenungleichungen für
die Kurvenschätzer eine bedeutende Rolle, sowohl für den Dichteschätzer als auch
für den Regressionskurvenschätzer.
Zunächst werden einige Resultate für Momente des Dichteschätzers im Dekonvo-
lutionsmodell angegeben.
Lemma 1.1.1 Falls die Kernfunktion der Bedingung (1.3) genügt, dann gilt
für jedes kompakte Intervall I, für r ≥ 2
(i) E(fˆX,n(t)) =
1
bn
∫
K
(t− u
bn
)
fX(u)du
(ii) E
(∣∣fˆX,n(t)− EfˆX,n(t)∣∣r) = O((nb2β+1n )−r/2)
(iii) E
(∣∣fˆX,n(t1)− EfˆX,n(t1)− (fˆX,n(t2)− EfˆX,n(t2))∣∣r)
= O(
∣∣t1 − t2
bn
∣∣r(nb2β+1n )−r/2)
gleichmäßig für t, t1, t2 ∈ I.
Beweis:
zu (i):
E(fˆX,n(t)) = E
( 1
nbn
n∑
j=1
K∗bn(
t− Yj
bn
)
)
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= E
( 1
nbn
n∑
j=1
1
2pi
∫
R
e−i(
t−Yj
bn
)u φK(u)
φε(
u
bn
)
du
)
= E
( 1
2pi
· 1
bn
∫
R
e−i(
t−Y
bn
)u φK(u)
φε(
u
bn
)
du
)
= E
( 1
2pi
∫
R
e−i(t−Y )u
φK(ubn)
φε(u)
du
)
= E
( 1
2pi
∫
R
e−i(t−(X+ε))u
φK(ubn)
φε(u)
du
)
.
Aufgrund der Unabhängigkeit von X und ε und unter Ausnutzung der Definition
der charakteristischen Funktion entspricht dies
1
2pi
∫
R
e−itu · φX(u) · φε(u) · φK(ubn)
φε(u)
du
=
1
2pi
∫
R
e−itu · φX(u) · φK(ubn) du
=
1
2pi
∫
R
e−itu
∫
R
eiuy fX(y) dy
∫
R
eiux
1
bn
K(
x
bn
) dx du
=
1
2pi
∫
R
e−itu
∫
R
∫
R
eiuyfX(y) e
iu(x−y) 1
bn
K(
x− y
bn
) dy dx du
=
1
2pi
∫
R
e−itu
∫
R
eiux
∫
R
fX(y)
1
bn
K(
x− y
bn
) dy dx du
=
1
bn
∫
R
K(
t− u
bn
)fX(u) du.
zu (iii):
Zunächst kann geschrieben werden
E
(∣∣fˆX,n(t1)− EfˆX,n(t1)− (fˆX,n(t2)− EfˆX,n(t2))∣∣r)
= E
(∣∣ n∑
j=1
1
nbn
(
K∗bn
(t1 − Yj
bn
)−K∗bn(t2 − Yjbn ))
−E
( 1
nbn
(
K∗bn
(t1 − Yj
bn
)−K∗bn(t2 − Yjbn ))
)∣∣r)
=: E
(∣∣ n∑
j=1
(
Zj,n,∆t − EZj,n,∆t
)∣∣r) .
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Hieraus ist ersichtlich, dass die Momente einer Summe unabhängiger zentrierter
Zufallsgrößen vorliegen. Damit kann die Rosenthal-Ungleichung (siehe Braverman
[12], S. 21) angewendet werden und wir erhalten
≤ C
{ n∑
j=1
E
(∣∣Zj,n,∆t − EZj,n,∆t∣∣r)+ ( n∑
j=1
E
(|Zj,n,∆t − EZj,n,∆t|)2)r/2}
und unter Verwendung der Cr-Ungleichung (siehe Shorack und Wellner [69], S.
843)
≤ C
{
Cr
n∑
j=1
E
(∣∣Zj,n,∆t∣∣r)+ (C2 n∑
j=1
E
(|Zj,n,∆t|)2)r/2} . (1.12)
Nun gilt es, obere Schranken für E(|Zj,n,∆t|r) zu berechnen:
Hierfür sehen wir zunächst, dass 1
r
+ r−1
r
= 1 und 1 < r
r−1 ≤ 2. In diesem Fall,
ergibt das Riesz-Thorin-Theorem (siehe Werner [77]) folgendes, wobei mit || · ||r
die Lr-Norm bezeichnet wird(||φf ||rr)1/r ≤ (||f || rr−1r
r−1
)
) r−1
r ⇔ ||φf ||rr ≤ (||f ||
r
r−1
r
r−1
)r−1 (1.13)
Also gilt
E
(∣∣Zj,n,∆t∣∣r)
= E
(∣∣∣ 1
nbn
· 1
2pi
∫
R
[
e−i
t1−Yj
bn
u − e−i
t2−Yj
bn
u
] φK(u)
φε(u/bn)
du
∣∣∣r)
=
1
nr
1
(2pi)r
E
∣∣∣ ∫
R
eiYju
[
e−it1u − e−it2u]φK(bnu)
φε(u)
du
∣∣∣r
=
1
nr
1
(2pi)r
E
∫
R
∣∣∣ ∫
R
eixueiεju
[
e−it1u − e−it2u]φK(bnu)
φε(u)
du
∣∣∣rfX(x)dx
≤ ||fX ||∞
nr
1
(2pi)r
E
∫
R
∣∣∣ ∫
R
eixueiεju
[
e−it1u − e−it2u]φK(bnu)
φε(u)
du
∣∣∣rdx
und unter Anwendung von (1.13)
≤ ||fX ||∞
nr
1
(2pi)r
E
(∫
R
(∣∣eiεju∣∣ ∣∣e−it1u − e−it2u∣∣︸ ︷︷ ︸
≤|t1−t2|·|u|
∣∣φK(bnu)
φε(u)
∣∣) rr−1du)r−1 .
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Im Fall von Aussage (ii) des Lemmas wird der Ausdruck
∣∣e−it1u − e−it2u∣∣ ersetzt
durch
∣∣e−itu∣∣ und kann daher durch 1 nach oben beschränkt werden. Weiter kann
letzterer Ausdruck folgendermaßen abgeschätzt werden:
≤ ||fX ||∞
nr
1
(2pi)r
E
(∫
R
(∣∣eiεju∣∣ · |t1 − t2| · |u| · ∣∣φK(bnu)
φε(u)
∣∣) rr−1du)r−1
≤ 1
n
1
(nbn)r−1
1
(2pi)r
(∣∣∣t1 − t2
bn
∣∣∣ rr−1 O( 1
bβn
) r
r−1
∫
R
(|φK(u)||u|1+β) rr−1du
)r−1
=
1
n
O
(
(nb
r
r−1 β+1
n )
−(r−1)
)∣∣t1 − t2
bn
∣∣r ,
was gleichmäßig für alle t1, t2 in I gilt.
Somit ist (1.12) von der Ordnung
O
(
(nb
r
r−1β+1
n )
−(r−1)∣∣t1 − t2
bn
∣∣r)+O(((nb2β+1n ))−r/2∣∣t1 − t2bn ∣∣r
)
.
Da r
r−1 ≤ 2 falls r ≥ 1, gilt weiterhin nb
r
r−1β+1
n ≥ nb2β+1n und mit r − 1 ≥ r/2
folgt für r ≥ 2
(nb
r
r−1β+1
n )
−(r−1) ≤ (nb2β+1n )
)−r/2
.
Also folgt (iii). Hierbei gilt, dass aufgrund von (1.3) alle Momente für r ≥ 2
existieren. 
Auch im Fall der Schätzung des Modalwertes im Errors-in-Variables-Regressionsmodell
werden Resultate hinsichtlich der Momente von Nenner und Zähler des Kurven-
schätzers benötigt.
Bezüglich der Momente des Zählers liefert das nächste Lemma die benötigten
Aussagen:
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Lemma 1.1.2 Falls (1.3) erfüllt ist und das bedingte Moment der Ordnung
r, E(|Z|r|X = x), existiert und gleichmäßig beschränkt ist, dann gilt für jedes
kompakte Intervall I, für r ≥ 2
(i) E(rˆn(t)) =
1
bn
∫
R
K
(t− x
bn
)
fX(x)m(x)dx
(ii) E
(∣∣rˆn(t1)− Erˆn(t1)∣∣r) = O((nb2β+1n )−r/2)
(iii) E
(∣∣rˆn(t1)− Erˆn(t1)− (rˆn(t2)− Erˆn(t2))∣∣r)
= O(
∣∣t1 − t2
bn
∣∣r(nb2β+1n )−r/2)
gleichmäßig für t, t1, t2 ∈ I.
Beweis:
zu (i)
Diese wohlbekannte Aussage kann ebenso in der einschlägigen Literatur, etwa bei
Fan und Truong [30] nachgelesen werden.
Zunächst gilt für die gemeinsame Dichte fY,Z(y, z) des Zufallsvektors (Y, Z) fol-
gendes, wobei Fε die Verteilungsfunktion der Fehlervariable ε bezeichnet:
fY,Z(y, z) =
∫
R
fX,Z(y − u, z) dFε(u)
Damit gilt für den Erwartungswert des Zählers:
E(rˆn(t))
= E
( 1
nbn
n∑
j=1
K∗bn
(t− Yj
bn
)
Zj
)
=
1
bn
· E
(
K∗bn
(t− Y
bn
)
Z
)
=
1
2pi
· E
(
Z ·
∫
R
e−i(t−Y )u
φK(ubn)
φε(u)
du
)
=
1
2pi
·
∫
R
∫
R
z
(∫
R
e−i(t−y)u
φK(ubn)
φε(u)
du
)(∫
R
fX,Z(y − ε, z) dFε(ε)
)
dydz
=
1
2pi
·
∫
R
z
(∫
R
e−i(t−y)u
φK(ubn)
φε(u)
∫
R
eiuy
∫
R
fX,Z(y − ε, z) dFε(ε) dydu
)
dz
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=
1
2pi
·
∫
R
z
(∫
R
e−itu
φK(ubn)
φε(u)
∫
R
eiuxfX,Z(x, z) dx
∫
R
eiuε dFε(ε) du
)
dz
=
1
2pi
·
∫
R
z
(∫
R
e−itu
φK(ubn)
φε(u)
φε(u)
∫
R
eiuxfX,Z(x, z) dxdu
)
dz
=
1
2pi
·
∫
R
z
(∫
R
e−itu φK(ubn)
∫
R
eiuxfX,Z(x, z) dxdu
)
dz
=
1
2pi
·
∫
R
z
(∫
R
(∫
R
e−i(
t−x
bn
)tu φK(u) du
)
fX,Z(x, z) dx
)
dz
=
∫
R
z
(∫
R
K(
t− x
bn
) fX,Z(x, z) dx
)
dz
=
∫
R
K(
t− x
bn
)
∫
R
z · fX,Z(x, z) dz dx
=
∫
R
K(
t− x
bn
)
∫
R
z · fZ|X=x(z) dz fX(x) dx
=
∫
R
K(
t− x
bn
) fX(x)m(x) dx.
zu (iii):
Zunächst gilt:
E
(∣∣rˆn(t1)− Erˆn(t1)− (rˆn(t2)− Erˆn(t2))∣∣r)
= E
(∣∣rˆn(t1)− rˆn(t2)− (Erˆn(t1)− Erˆn(t2))∣∣r)
= E
(∣∣∣ n∑
j=1
Zj · 1
nbn
(
K∗bn
(Yj − t1
bn
)−K∗bn(Yj − t2bn ))
−E
(
Zj · 1
nbn
(
K∗bn
(Yj − t1
bn
)−K∗bn(Yj − t2bn ))
)∣∣r)
=: E
(∣∣ n∑
j=1
(
Uj,n,∆t − EUj,n,∆t
)∣∣∣r).
In Analogie zum vorherigen Lemma, Aussage (iii), erfolgt nun die Abschätzung
des r-ten absoluten Momentes von Uj,n,∆t:
E(|Uj,n,∆t|r)
= E
( 1
(nbn)r
∣∣K∗bn(t1 − Yjbn )−K∗bn(t2 − Yjbn )∣∣r|Zj|r
)
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=
1
(nbn)r
∫
R
∫
R
∣∣K∗bn(t1 − ybn )−K∗bn(t2 − ybn )∣∣r|z|rfY,Z(y, z)dy dz
=
1
(nbn)r
∫
R
∫
R
∣∣K∗bn(t1 − ybn )−K∗bn(t2 − ybn )∣∣r|z|r
∫
R
fX,Z(y − ε, z)dFε(ε) dy dz
=
1
nr
1
(2pi)r
∫
R
∫
R
∣∣∣ ∫
R
eixueiεu[e−it1u − e−it2u]φK(bnu)
φε(u)
du
∣∣∣r ·
·
∫
R
|z|rfX,Z(x, z) dFε(ε) dx dz
=
1
nr
1
(2pi)r
∫
R
∫
R
∣∣∣ ∫
R
eixueiεu[e−it1u − e−it2u]φK(bnu)
φε(u)
du
∣∣∣r ·
·
∫
R
|z|rfZ|X=x(z) dz · fX(x) dFε(ε) dx
=
1
nr
1
(2pi)r
∫
R
∫
R
∣∣∣ ∫
R
eixueiεu[e−it1u − e−it2u]φK(bnu)
φε(u)
du
∣∣∣r
·E(|Z|r|X = x) · fX(x) dFε(ε) dx
≤ sup
x∈[τ1,τ2]
E(|Z|r|X = x) · ||fX ||∞
nr · (2pi)r ·
·
∫
R
∫
R
∣∣∣ ∫
R
eixueiεu[e−it1u − e−it2u]φK(bnu)
φε(u)
du
∣∣∣r dFε(ε) dx
An dieser Stelle kann, analog zur entsprechenden Abschätzung im Falle des Dich-
teschätzers, Ungleichung (1.13) angewendet werden und es ergibt sich ebenfalls
≤ sup
x∈[τ1,τ2]
E(|Z|r|X = x) · ||fX ||∞ ·
·O
( 1
n(nbn)β+r−1
)
· |t1 − t2|
r
brn
·
(∫ (|u|β+1∣∣φK(u)∣∣) rr−1du)r−1
=
1
n
·O
(
(nb
r
r−1β+1
n )
r−1
)
· ∣∣t1 − t2
bn
∣∣r = 1
n
·O
(
(nb2β+1n )
r
2
)
· ∣∣t1 − t2
bn
∣∣r
für r ≥ 2. Somit folgt (iii). 
Um Raten für die Momente des Nadaraya-Watson-Typ-Schätzers (1.5) zu er-
zielen, muss gewährleistet sein, dass die Wahrscheinlichkeit, dass der Nenner des
Schätzers kleiner als eine Konstante ist, genügend klein ist, so dass dieses Ereignis
die Konvergenzrate nicht beeinträchtigt. Dieses Resultat, was ein Standardresul-
tat für Kerndichteschätzer darstellt, wird im nächsten Lemma angegeben.
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Lemma 1.1.3 Mit bn  n−
1
2p+2β+1 gilt unter den Voraussetzungen von Theorem
1.1.1, dass
∀B > 0 : P( sup
t∈[τ1,τ2]
|fˆX,n(t)− fX(t)| ≥ B) = O(n−d)
für beliebig gewähltes d > 0.
Beweis:
Wie in der Literatur üblich (siehe zum Beispiel Müller und Stadtmüller [52]), wird
dies gezeigt, indem ein Gitter Tn auf dem Intervall [τ1, τ2] betrachtet wird. Die
Feinheit dieses Gitters sei von der Ordnung n−3. Die Abbildung an : [0, 1] → Tn
weist jedem Punkt in [τ1, τ2] den nächstgelegenen Gitterpunkt in Tn zu.
So können wir schreiben, für B > 0:
P( sup
t∈[τ1,τ2]
|fˆX,n(t)− fX(t)| ≥ B)
≤ P( sup
t∈[τ1,τ2]
|fˆX,n(t)− fˆX,n(an(t))| ≥ B/4)
+ P(max
t∈Tn
|fˆX,n(an(t))− EfˆX,n(an(t))| ≥ B/4)
+ P( sup
t∈[τ1,τ2]
|EfˆX,n(an(t))− EfˆX,n(t)| ≥ B/4)
+ P( sup
t∈[τ1,τ2]
|EfˆX,n(t)− fX(t)| ≥ B/4)
=: P1 + P2 + P3 + P4
Was P1 and P3 anbelangt, so stellt die Lipschitz-Stetigkeit des Schätzers sicher,
dass diese beiden Wahrscheinlichkeiten klein sind, denn wir haben, unter Durch-
führung ähnlicher Rechnungen wie in Lemma 1.1.1 (ii):
|fˆX,n(t)− fˆX,n(an(t))|
=
1
nbn
∣∣ n∑
j=1
K∗bn
(t− Yj
bn
)−K∗bn(an(t)− Yjbn )∣∣
≤ 1
b1+βn
LK |t− an(t)|.
Des weiteren gilt
1
b1+βn
LK |t− an(t)| < B/4
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für bn  n−
1
2p+2β+1 und |t − an(t)| ≤ n−3, für hinreichend großes n, was ebenso
für den Erwartungswert gilt, und somit gilt P1 = 0 und P3 = 0.
Für P2 gilt, gemäß Lemma 1.1.1 (ii)
P2 ≤
∑
t∈an
P(|fˆX,n(an(t))− EfˆX,n(an(t))| ≥ B/4)
= O(n3) · (B/4)r · (nb2β+1n )−r/2
= (B/4)r ·O(n3n− rp2p+2β+1 ) = O(n−d), für r hinreichend groß.
Der Bias besitzt die gleichmäßige Ordnung bp−1n , und somit gilt P4 = 0 für hin-
reichend großes n, wegen
bpn  (nb2β+1n )−1/2.

Im nächsten Lemma werden die absoluten Momente des stochastischen Anteils
der Differenz des Nadaraya-Watson-Typ-Kurvenschätzers (siehe (1.5)) an zwei
verschiedenen Punkten betrachtet. Wie in Theorem 1.1.2 wird hier angenommen,
dass für die Dichte fX gilt, dass fX ≥ c > 0 im Intervall [τ1, τ2]. Wie im Beweis
von Theorem 1.1.2 definiert, betrachten wir das Ereignis A¯n, dass der Schätzer
für fX innerhalb einer c/2-Umgebung der tatsächlichen Kurve fX liegt. Wie im
zuletzt angegebenen Lemma gesehen, besitzt das entsprechende Gegenereignis
eine Wahrscheinlichkeit der Ordnung O(n−d), für beliebiges d > 0. Falls ω in A¯n
liegt, bedeutet dies ebenfalls, dass der Kurvenschätzer fˆX,n nach unten von Null
weg beschränkt ist und nach oben beschränkt ist durch maxt∈[τ1,τ2] fX(t) + c/2.
Lemma 1.1.4 Falls E(|Z|r·q|X = x) existiert und gleichmäßig beschränkt ist
für q > 1, dann gilt
E
(| rˆn(t1)
fˆX,n(t1)
− rˆn(t2)
fˆX,n(t2)
− ( E(rˆn(t1))
E(fˆX,n(t1))
− Erˆn(t2)
EfˆX,n(t2)
)|r · 1{A¯n})
= O
(∣∣t1 − t2
bn
∣∣r( 1
nb2β+1n
)r/2
)
.
Beweis:
Aufgrund der Tatsache, dass der Kurvenschätzer im Intervall [τ1, τ2] für ω ∈
A¯n nach unten von Null weg beschränkt ist, kann der Ausgangsterm zunächst
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folgendermaßen abgeschätzt werden (der Faktor 1{A¯n} wird im folgenden der
Lesbarkeit halber unterdrückt)
E
∣∣∣ rˆn(t1)
fˆX,n(t1)
− rˆn(t2)
fˆX,n(t2)
− ( E(rˆn(t1))
E(fˆX,n(t1))
− Erˆn(t2)
EfˆX,n(t2)
)∣∣∣r
≤ 1
C
· E∣∣rˆn(t1)fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)− rˆn(t2)fˆX,n(t1)EfˆX,n(t1)EfˆX,n(t2)
−fˆX,n(t1)fˆX,n(t2)Erˆn(t1)EfˆX,n(t2) + fˆX,n(t1)fˆX,n(t2)Erˆn(t2)EfˆX,n(t1)
∣∣r
=:
1
C
· E(|T1|r);
Des weiteren gilt, unter Durchführung geeigneter Nulladditionen:
T1 = rˆn(t1)fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)− rˆn(t2)fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)
+ rˆn(t2)fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)− rˆn(t2)fˆX,n(t1)EfˆX,n(t1)EfˆX,n(t2)
− fˆX,n(t1)fˆX,n(t2)Erˆn(t1)EfˆX,n(t2) + fˆX,n(t1)fˆX,n(t2)Erˆn(t2)EfˆX,n(t2)
− fˆX,n(t1)fˆX,n(t2)Erˆn(t2)EfˆX,n(t2) + fˆX,n(t1)fˆX,n(t2)Erˆn(t2)EfˆX,n(t1)
Ausklammern ergibt weiterhin
= [rˆn(t1)− rˆn(t2)] · [fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)]
− [Erˆn(t1)− Erˆn(t2)] · [fˆX,n(t1)fˆX,n(t2)EfˆX,n(t2)]
+ [fˆX,n(t2)− fˆX,n(t1)] · [rˆn(t2)EfˆX,n(t1)EfˆX,n(t2)]
− [EfˆX,n(t2)− EfˆX,n(t1)] · [fˆX,n(t1)fˆX,n(t2)Erˆn(t2)].
Weitere Nulladditionen führen zu
= [rˆn(t1)− rˆn(t2)] · [fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)]
− [Erˆn(t1)− Erˆn(t2)] · [fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)]
+ [Erˆn(t1)− Erˆn(t2)] · [fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)]
− [Erˆn(t1)− Erˆn(t2)] · [fˆX,n(t2)fˆX,n(t1)EfˆX,n(t2)]
+ [fˆX,n(t2)− fˆX,n(t1)] · [rˆn(t2)EfˆX,n(t1)EfˆX,n(t2)]
− [EfˆX,n(t2)− EfˆX,n(t1)] · [rˆn(t2)EfˆX,n(t1)EfˆX,n(t2)]
+ [EfˆX,n(t2)− EfˆX,n(t1)] · [rˆn(t2)EfˆX,n(t1)EfˆX,n(t2)]
− [EfˆX,n(t2)− EfˆX,n(t1)] · [Erˆn(t2)EfˆX,n(t1)EfˆX,n(t2)]
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+ [EfˆX,n(t2)− EfˆX,n(t1)] · [Erˆn(t2)EfˆX,n(t1)EfˆX,n(t2)]
− [EfˆX,n(t2)− EfˆX,n(t1)] · [Erˆn(t2)fˆX,n(t1)EfˆX,n(t2)]
+ [EfˆX,n(t2)− EfˆX,n(t1)] · [Erˆn(t2)fˆX,n(t1)EfˆX,n(t2)]
− [EfˆX,n(t2)− EfˆX,n(t1)] · [Erˆn(t2)fˆX,n(t1)fˆX,n(t2)].
Ausklammern vereinfacht den Term T1 schließlich zu
T1 =
(
[rˆn(t1)− rˆn(t2)]− [Erˆn(t1)− Erˆn(t2)]
)
·
(
fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)
)
+
(
EfˆX,n(t1)− fˆX,n(t1)
)
·
(
Erˆn(t1)− Erˆn(t2)
)
·
(
fˆX,n(t2)EfˆX,n(t2)
)
+
(
[fˆX,n(t2)− fˆX,n(t1)]− [EfˆX,n(t2)− EfˆX,n(t1)]
)
·
(
rˆn(t2)EfˆX,n(t1)EfˆX,n(t2)
)
+
(
EfˆX,n(t2)− EfˆX,n(t1)
)
·
(
rˆn(t2)− Erˆn(t2)
)
·
(
EfˆX,n(t1)EfˆX,n(t2)
)
+
(
EfˆX,n(t2)− EfˆX,n(t1)
)
·
(
EfˆX,n(t1)− fˆX,n(t1)
)
·
(
Erˆn(t1)EfˆX,n(t2)
)
+
(
EfˆX,n(t2)− EfˆX,n(t1)
)
·
(
EfˆX,n(t2)− fˆX,n(t2)
)
·
(
Erˆn(t2)fˆX,n(t1)
)
.
T1 kann also als die Summe von Produkten von je zwei bzw. drei Zufallsvariablen
dargestellt werden. Unter Anwendung der Cr-Ungleichung (Shorack und Wellner
[69], S. 843) kann das r-te Moment von T1 nun zunächst abgeschätzt werden
durch die Summe der r-ten Momente der jeweiligen Produkte, multipliziert mit
einer Konstanten. Auf die einzelnen Summanden kann nun jeweils die Hölder-
Ungleichung angewendet werden, und man erhält so folgende Abschätzung:
E(|T1|r)
≤ Cr ·
{(
E
∣∣∣[rˆn(t1)− rˆn(t2)]− [Erˆn(t1)− Erˆn(t2)]∣∣∣rq1)1/q1
·
(
E
∣∣∣fˆX,n(t2)EfˆX,n(t1)EfˆX,n(t2)∣∣∣rq2)1/q2
+
(
E
∣∣∣Erˆn(t1)− Erˆn(t2)∣∣∣rq1)1/q1
·
(
E
∣∣∣EfˆX,n(t1)− fˆX,n(t1)∣∣∣rq3E∣∣∣fˆX,n(t2)EfˆX,n(t2)∣∣∣rq3)1/q3
+
(
E
∣∣∣rˆn(t2)EfˆX,n(t1)EfˆX,n(t2)∣∣∣rq1)1/q1
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·
(
E
∣∣∣fˆX,n(t2)− fˆX,n(t1)− [EfˆX,n(t2)− EfˆX,n(t1)]∣∣∣rq2)1/q2
+
(
E
∣∣∣rˆn(t2)− Erˆn(t2)∣∣∣rq1)1/q1
·
(
E
∣∣∣EfˆX,n(t2)− EfˆX,n(t1)∣∣∣rq3∣∣∣EfˆX,n(t1)EfˆX,n(t2)∣∣∣rq3)1/q3
+
(∣∣∣Erˆn(t2)EfˆX,n(t2)∣∣∣rq1)1/q1
·
(
E
∣∣∣EfˆX,n(t2)− EfˆX,n(t1)∣∣∣rq3E∣∣∣EfˆX,n(t1)− fˆX,n(t1)∣∣∣rq3)1/q3
+
(
E
∣∣∣fˆX,n(t1)Erˆn(t2)∣∣∣rq1)1/q1
·
(
E
∣∣∣EfˆX,n(t2)− EfˆX,n(t1)∣∣∣rq3E∣∣∣EfˆX,n(t2)− fˆX,n(t2)∣∣∣rq3)1/q3}.
Für die Konstanten q1, q2 und q3 gilt hierbei q2 = q1/(q1 − 1), sowie
q3 = 2q1/(q1−1), während q1 beliebig nahe an 1 gewählt werden kann, da für den
Dichteschätzer jede Momentenbedingung aufgrund von (1.3) erfüllt ist. Dadurch
wird gewährleistet, dass für die bedingten Momente von Z unter der Bedingung
X = x keine Momentenbedingung benötigt wird, welche über diejenige hinaus-
geht, die in Theorem 1.1.2 gefordert ist. Der erste und dritte Summand bestim-
men die Konvergenzrate, da die anderen Terme höchstens von derselben Ordnung
sind. Mit Lemma 1.1.1 und Lemma 1.1.2 folgt das gewünschte Resultat. 
Für den im Beweis von Theorem 1.1.2 auftretenden Biasterm ist ebenfalls zu
zeigen, von welcher Ordnung dieser ist, um zu gewährleisten, dass ab hinreichend
großem n die entsprechende Wahrscheinlichkeit P2,k Null wird. Unter den Voraus-
setzungen von Theorem 1.1.2 wird hierfür dieselbe Ordnung erzielt wie für den
entsprechenden Term in Theorem 1.1.1. Diese Aussage gibt das folgende Lemma,
wobei die Vorgehensweise des Beweises ähnlich ist wie im Lemma zuvor und die
Rechnungen daher verkürzt dargestellt werden.
Lemma 1.1.5 Es gelten die Bedingungen von Theorem 1.1.2. Dann gilt:
sup
t∈Tn,k
∣∣∣ Erˆn(t)
EfˆX,n(t)
− Erˆn(θ)
EfˆX,n(θ)
−
( r(t)
fX(t)
− r(θ)
fX(θ)
)∣∣∣ = O(k · hn · bn).
Beweis:
Es gilt, unter Durchführung analoger Überlegungen wie im vorherigen Lemma
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∣∣∣ Erˆn(t)
EfˆX,n(t)
− Erˆn(θ)
EfˆX,n(θ)
−
( r(t)
fX(t)
− r(θ)
fX(θ)
)∣∣∣
≤ 1
C
· |T2|
mit
T2 :=
(
[Erˆn(t)− Erˆn(θ)]− [r(t)− r(θ)]
)
·
(
EfˆX,n(θ)fX(t)fX(θ)
)
+
(
fX(t)− EfˆX,n(t)
)
·
(
r(t)− r(θ)
)
·
(
EfˆX,n(θ)fX(θ)
)
+
(
[EfˆX,n(θ)− EfˆX,n(t)]− [fX(θ)− fX(t)]
)
·
(
Erˆn(θ)fX(t)fX(θ)
)
+
(
fX(θ)− fX(t)
)
·
(
Erˆn(θ)− r(θ)
)
·
(
fX(t)fX(θ)
)
+
(
fX(θ)− fX(t)
)
·
(
fX(t)− EfˆX,n(t)
)
·
(
r(t)fX(θ)
)
+
(
fX(θ)− fX(t)
)
·
(
fX(θ)− EfˆX,n(θ)
)
·
(
r(θ)EfˆX,n(t)
)
.
Bestimmend für die Ordnung sind hier wiederum der erste und dritte Summand
des Terms T2. Für den Biasterm des dritten Summanden gilt gemäß der Ar-
gumentation im Beweis von Lemma 1.1.1 die Ordnung O(k · hn · bn). Für den
Bias-Ausdruck im ersten Summanden kann in ähnlicher Weise wie für den Dich-
teschätzer folgende Abschätzung getroffen werden:
sup
t∈Tn,k
∣∣[Erˆn(t)− Erˆn(θ)]− [r(t)− r(θ)]∣∣
= sup
t∈Tn,k
∣∣∣ ∫
R
1
bn
K
(t− x
bn
)
fX(x)m(x)dx−
∫
R
1
bn
K
(θ − x
bn
)
fX(x)m(x)dx
∣∣∣
− (fX(t)m(t)− fX(θ)m(θ))
= sup
t∈Tn,k
∣∣∣ ∫
R
1
bn
K
(θ − z
bn
)
(fX(z + t− θ)m(z + t− θ)− fX(z)m(z))dz
−(fX(t)m(t)− fX(θ)m(θ))
∣∣∣
= sup
t∈Tn,k
∣∣∣ t−θ∫
0
(∫
R
1
bn
K
(θ − z
bn
)
(fX ·m)′(z + u)dz − (fX ·m)′(θ + u)
)
du
∣∣∣
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= sup
t∈Tn,k
∣∣∣ t−θ∫
0
(∫
R
K
(
z
)(
(fX ·m)′(θ + u− zbn)− (fX ·m)′(θ + u)
)
dz
)
du
∣∣∣
= sup
t∈Tn,k
∣∣∣ t−θ∫
0
(∫
R
K
(
z
)[( p−1∑
k=2
(fX ·m)(k)(θ + u)
(k − 1)! (zbn)
k−1)
− (fX ·m)
(p)(θ + u+ z˜)
(p− 1)! (zbn)
p−1
]
dz
)
du
∣∣∣
≤ sup
t∈Tn,k
bp−1n ·
||(fX ·m)(p)||∞
(p− 1)!
t−θ∫
0
∫
R
|K(z)||zp−1|dz du
= O(k · hn · bp−1n ).
Die Biasterme im zweiten, vierten, fünften und sechsten Summanden sind jeweils
von der Ordnung O(bpn), denn
sup
t∈Tn,k
∣∣Erˆn(t)− r(t)∣∣
= sup
t∈Tn,k
∣∣∣ ∫
R
K
(t− x
bn
)(
fX(x)m(x)− fX(t)m(t)
)
dx
∣∣∣
= sup
t∈Tn,k
∣∣∣ ∫
R
K(z)
[
(fX ·m)(t− bnz)− (fX ·m)(t)
]
dz
∣∣∣
= sup
t∈Tn,k
∣∣∣ ∫
R
K(z)
[( p−1∑
k=1
(fX ·m)(k)(t)
k!
· (zbn)k
)
+
(fX ·m)(p)(t˜)
p!
· (zbn)p
]
dz
∣∣∣
≤ bpn ·
||(fX ·m)(p)||∞
p!
·
∫
R
|K(z)| · |zp| dz
= O(bpn).
Analog wird der Bias von fˆX,n(·) berechnet.
Aufgrund der Eigenschaften der Funktionen fX(·) bzw. m(·) ist
sup
t∈Tn,k
|fX(θ)− fX(t)| bzw. sup
t∈Tn,k
|r(t)− r(θ)|
jeweils von der Ordnung O(k · hn).
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Des weiteren sind fX(·) und r(·) im Intervall [τ1, τ2] beschränkt, und dies gilt
ebenso für EfˆX,n(·) bzw. Erˆn(·). Damit folgt also insgesamt die gewünschte Ord-
nung und somit die Aussage des Lemmas. 
Das folgende Resultat wird benötigt, um die Wahrscheinlichkeit zu beschränken,
dass der Modalwertschätzer θˆn im Intervall [θn,k−1, θn,k] liegt.
Lemma 1.1.6 Falls für den stochastischen Prozess (Zn(t))t∈R für t1, t2 in
[τ1, τ2] gilt, dass,
E(|Zn(t1)− Zn(t2)|r) = O
(∣∣t1 − t2
bn
∣∣r(nb2β+1n )−r/2)
und falls die Pfade von (Zn(t))t∈R stetig sind, dann folgt für k 6= 0
P
(
sup
t∈[θn,k−1,θn,k]
|Zn(t1)− Zn(θ)| ≥ c · (khn)2
)
= |k|−rO(( 1bn )r(nb2β+1n )−r/2
hrn
)
.
Beweis:
Es wird an dieser Stelle angenommen, dass k positiv ist, analoge Überlegungen
gelten für negatives k. Für festes l ∈ N werden die Mengen Dn,k,l und Dn,k
folgendermaßen definiert
Dn,k,l := {θn,k−1 + j · hn
2l
| , j = 0, ..., 2l} und Dn,k :=
⋃
j∈N
Dn,k,l.
Dn,k,l bezeichnet ein Gitter der Breite 2−lhn auf dem Intervall Tn,k := [θn,k−1, θn,k],
während Dn,k eine dichte Menge innerhalb von Tn,k darstellt.
Definiere nun die Abbildung
tl(·) : Dn,k,l+1 → Dn,k,l durch tl(t) = min{s ∈ Dn,k,l : s = argmin |s− t|}.
tl(t) bezeichnet den Gitterpunkt in Dn,k,l, welcher am nächsten an t ∈ Dn,k,l+1
gelegen ist.
Wähle nun ηl, so dass ηl := c˜(khn)22−γl mit c˜ ≤ c(1− 2−γ) und γ < 1− 1r .
Dann gilt
P( sup
t∈Tn,k
|Zn(t)− Z(θ)| ≥ c · (khn)2)
≤ P( sup
t∈Tn,k
|Zn(t)− Z(θ)| ≥
∞∑
j=0
ηj) mit
∞∑
j=0
ηj ≤ c · (khn)2
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= P( sup
t∈Tn,k∩Dn,k
|Zn(t)− Z(θ)| ≥
∞∑
j=0
ηj) (aufgrund der Stetigkeit von Zn(t))
≤
∑
t∈Dn,k,0
P(|Zn(t)− Zn(θ)| ≥ η0)
+
∞∑
l=1
∑
t∈Dn,k,l
P(|Zn(t)− Zn(tl−1(t))| ≥ ηl).
Dies kann mithilfe der Markov-Ungleichung, unter Verwendung der Vorausset-
zungen des Lemmas wiederum abgeschätzt werden durch
≤ |k|−r O
(( 1
bn
)r(nb2β+1n )
−r/2
hrn
) ∞∑
l=0
2l(r(γ−1)+1)
= |k|−r O
(( 1
bn
)r(nb2β+1n )
−r/2
hrn
)
.

1.2 Regressionskurven im Fixed Design Modell
mit nichtglatter Modalstelle
Während im vorherigen Abschnitt Modalwertschätzung unter der Voraussetzung,
dass die interessierende Kurve differenzierbar ist und die getätigten Beobach-
tungen indirekt sind, betrachtet wurde, werden nun andere Annahmen an das
zugrundeliegende Modell gestellt. Im folgenden wird ein Regressionsmodell mit
fixiertem Design beleuchtet, wobei jedoch die Regressionskurve, deren Modalwert
es zu schätzen gilt, an der Modalstelle nichtdifferenzierbar ist.
Während in den im Abschnitt 1 erwähnten Arbeiten zur Modalwertschätzung
jeweils Differenzierbarkeit an der Modalstelle der zugrundeliegenden Funktionen
vorausgesetzt wird, so wurden in der Literatur auch obere Schranken für die Mo-
dalwertschätzung nichtglatter Kurven erzielt. In der bereits im Zusammenhang
mit der Modalwertschätzung in Dekonvolutionsmodellen erwähnten Arbeit von
Meister [49] ist für die Dichteschätzung auch der Fall nichtstetiger und nichtglat-
ter Funktionen enthalten und die erzielten Raten sind in der dort betrachteten
allgemeinen Funktionenklasse optimal. In Abraham et al. [1] und Abraham et al.
[2] wird die Schätzung des Modalwertes nichtglatter Wahrscheinlichkeitsdichten
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betrachtet und es werden Raten erzielt, die im Fall nichtdifferenzierbarer Funk-
tionen von steilerem Abfallen der Kurve an der Modalstelle profitiern. Die Schät-
zung des Modalwertes erfolgt hierbei, indem der entsprechende Kurvenschätzer
nur über die endlich vielen Beobachtungen maximiert wird, die erzielten Raten
sind jedoch nicht optimal. In Herrmann und Ziegler [39] wurden etwas bessere
Raten unter Verwendung des gewöhnlichen Argmax-Schätzers bewiesen, jedoch
tritt auch hier ein zusätzlicher logarithmischer Faktor in der Konvergenzrate auf.
Im folgenden wird nun die Modalwertschätzung für Regressionskurven im Fixed
Design Modell betrachtet. Mit einem Ansatz wie in Neumann [54], welcher auch
in Wieczorek [78] im Fall der Dekonvolutionsmodelle verwendet wurde, wurden
in hier sowohl obere Schranken der Konvergenzraten der verwendeten Schätzer
nachgewiesen als auch deren Optimalität gezeigt. Als Schätzer für den Modal-
wert wird zum einen der gängige Argmax-Schätzer verwendet, zum anderen ein
Schätzer, der aus der Maximierung des jeweiligen Kurvenschätzers über Punkte
eines endlichen Gitters resultiert.
Die erzielten Resultate wurden in Kooperation mit Dr. Klaus Ziegler erarbeitet
und sind in Wieczorek und Ziegler [79] nachzulesen. Die Autorin hat insbesondere
zum Beweis der oberen Schranken des Modalwertschätzers entscheidende Beiträge
geleistet als auch die Betrachtung unterer Schranken angeregt und ausgearbeitet.
Modellannahmen
Das Regressionsmodell in Wieczorek und Ziegler [79] wird zunächst durch folgen-
de Gleichung beschrieben:
Yi,n = m(xi,n) + εi,n, i = 1, ..., n. (1.14)
Für beliebiges n bilden dabei die εi,n eine Folge α-mischender Zufallsgrößen.
Die Designpunkte xi,n ∈ [0, 1] werden als gleichmäßig verteilt angenommen, in
dem Sinne, dass gilt
|xi,n − xi−1,n| = O(n−1).
Die Regressionsfunktion m(·) sei auf [0, 1] hölderstetig der Ordnung ρ ≤ 1, es
gelte also für eine Konstante c > 0, dass für alle x, y ∈ [0, 1]
|m(x)−m(y)| ≤ c · |x− y|ρ.
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Die Modalstelle sei wiederum eindeutig, und es gelte
|m(θ)−m(x)| > δ für |θ − x| > µ.
Die Konvergenzgeschwindigkeit des Modalwertschätzers wird beeinflusst durch
das Verhalten der Regressionsfunktion an der Modalstelle θ, wie in Wieczorek
und Ziegler [79] gezeigt. Dieses Verhalten werde beschrieben durch
m(θ)−m(x) ≥ c1|θ − x|ρ. (1.15)
Je kleiner der Exponent ρ ist, desto stärker fällt die Kurve also an der Modalstel-
le θ. Die Klasse von Funktionen, welche die soeben genannten Voraussetzungen
erfüllen, werde mit Fρ bezeichnet.
1.2.1 Kernschätzer im Fixed Design Modell
Da der verwendete Modalwertschätzer darauf beruht, einen geeigneten Kurven-
schätzer zu maximieren, wird zunächst der verwendete Schätzer für die unbekann-
te Regressionskurve m(·) vorgestellt. In Wieczorek und Ziegler [79] wird hierfür
ein Kurvenschätzer in allgemeiner Form vorgeschlagen:
mˆn(t) =
n∑
i=1
Yi,nwi,n(t), (1.16)
wobei wi,n(·) eine Gewichtsfunktion darstellt, die folgende Bedingungen erfüllt:
n∑
i=1
(wi,n(t))
r = O
( 1
(nbn)r−1
)
für r > 3/ρ. (1.17)
Für den Bias gelte
|E[mˆn(t)]−m(t)| = O(bρn)|, (1.18)
gleichmäßig in t, für eine Folge bn := b(n), wobei gilt bn
n→∞→ 0 und nbn n→∞→ ∞.
Die gängigen Kernschätzer erfüllen diese Bedingungen, wobei bn hier die Band-
breite ist, so zum Beispiel der Gasser-Müller-Schätzer
mˆGMn (t) =
n∑
i=1
Yi,n
1
bn
∫ si,n
si−1,n
K(
x− t
bn
)dx, (1.19)
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der Priestley-Chao-Benedetti-Schätzer
mˆPCn (t) =
n∑
i=1
Yi,n(xi,n − xi−1,n) 1
bn
K(
xi,n − t
bn
) (1.20)
und der Nadaraya-Watson-Schätzer
mˆNWn (t) =
∑n
i=1 Yi,nK(
xi,n−t
bn
)∑n
i=1K(
xi,n−t
bn
)
. (1.21)
Die im Gasser-Müller-Schätzer auftretenden Punkte si,n liegen zwischen xi−1,n
und xi,n.
Die Kernfunktion K(·) sei lipschitzstetig und besitze kompakten Träger.
Es werden nun zwei Modalwertschätzer folgendermaßen definiert:
θˆcn = min{t|t = argmaxs∈[0,1] fˆn(s)} (1.22)
und
θˆgn = min{t|t = argmaxs∈G˜n fˆn(s)}. (1.23)
Es sei hierbei G˜n = {k ·hn, k ∈ Z}∩[0, 1] ein äquidistantes Gitter der Schrittweite
hn auf [0, 1].
Im folgenden wird gezeigt werden, dass die Konvergenzrate beider Schätzer op-
timal sind, falls Schrittweite und Bandbreite von derselben Ordnung gewählt
werden, nämlich:
hn  bn  n−
1
2ρ+1 .
Die Schätzung des Modalwertes im Falle von θˆgn erfolgt also, indem der entspre-
chende Kurvenschätzer über endlich viele Punkte maximiert wird, während bei
θˆcn die Maximierung über dem Kontinuum erfolgt.
Hieraus ist ersichtlich, dass bei Verwendung des Schätzers θˆgn über weniger als
n Punkte maximiert wird, da gilt nhn→∞, während in Abraham et al. [1] die
Maximierung über n Punkte erfolgt.
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1.2.2 Obere Schranken für die Konvergenzrate
Um obere Schranken für die Konvergenzrate der beiden Modalwertschätzer θˆcn
und θˆgn zu zeigen werden zunächst die Anforderungen an die Fehlervariablen ge-
nauer spezifiziert. Die Folge εi,n sei definiert auf einem Wahrscheinlichkeitsraum
(Ωn,Bn,Pn). Für das jeweilige Wahrscheinlichkeitsmaß werde im Folgenden P ge-
schrieben.
Die εi,n bilden für festes n eine α-mischende Folge. Der Mischungskoeffizient sei
hierbei definiert durch
αn(j) = sup
m∈{1,...,n}
sup{|P(A ∩B)− P(A)P(B)| : A ∈ Fm1 , B ∈ Fnm+j}. (1.24)
Fkm (wiederum abhängig von n) bezeichne hierbei die von (εi,n : m ≤ i ≤ k)
erzeugte σ-Algebra.
Die Mischungskoeffizienten αn(j) fallen hierbei polynomiell, gleichmäßig in n:
αn(j) ≤ aj−ν , für a > 0 und ν > 0 .
Um Raten für das quadratische Risiko des jeweiligen Modalwertschätzers zu er-
halten, wird ähnlich zur Vorgehensweise in Wieczorek [78] die Wahrscheinlich-
keit begrenzt, dass der Modalwertschätzer auf dem Gitter G˜n k Schritte von
der wahren Modalstelle θ entfernt ist. Diese Wahrscheinlichkeit kann wiederum
beschränkt werden aufgrund der Kontrasteigenschaft der Kurve m an der Modal-
stelle.
Während zur Behandlung des stochastischen Anteils in Wieczorek [78] eine Rosen-
thal-Ungleichung für unabhängige Zufallsvariable verwendet wurde, wird im Fall
mischender Fehlervariablen eine Momentenungleichung vom Rosenthal-Typ her-
angezogen, welche in Yang [80] bewiesen wurde. Der α-Mischungskoeffizient ist
hierbei ähnlich definiert wie in (1.24), wobei der zugrundeliegende Wahrschein-
lichkeitsraum und somit auch der Mischungskoeffizient nicht von n abhängig ist.
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Lemma 1.2.1 Für r > 2, und δ > 0 sei {ξi, i ≥ 1} eine α-mischende Folge
von Zufallsvariablen mit Eξi = 0 und E|ξi|r+δ <∞. Es gelte weiter
ν > r(r + δ)/(2δ)
und α(j) ≤ aj−ν für ein a > 0. Dann existiert für beliebiges µ > 0 eine positive
Konstante C = C(µ, r, δ, ν, a) <∞, so dass
E
(
max
1≤j≤n
|
j∑
i=1
ξi|r
) ≤ C{nµ n∑
i=1
E|ξi|r +
( n∑
i=1
(E|ξi|r+δ) 2r+δ
)r/2}
.
Das Resultat überträgt sich unmittelbar auf Dreiecksschemata ξi,n, falls die Vor-
aussetzungen des Lemmas gleichmäßig in n erfüllt sind, wie in (1.24) gefordert.
Die Momentenungleichung gilt für jedes feste n für Folgen ξj,n. Die Konstante C
gilt gleichmäßig in n, falls die Voraussetzungen gleichmäßig erfüllt sind.
Die Voraussetzungen von Lemma 1.2.1 sind beispielsweise für stationäre ARMA-
Prozesse erfüllt, wenn die Innovationen Momente der Ordnung r + δ besitzen.
Der Mischungskoeffizient fällt in diesem Fall exponentiell, ebenso wie in vielen
anderen gängigen Modellen.
Die Anzahl der Momente, welche benötigt werden, hängt ab von der Gestalt der
Modalstelle der Regressionskurve m, wie sich später zeigen wird.
Indem Lemma 1.2.1 auf die r-ten Momente des stochastischen Anteils der Abwei-
chung des Kurvenschätzers von der tatsächlichen Kurve angewendet wird, erhält
man folgendes Hilfsresultat, in Analogie zu den Betrachtungen im Dekonvoluti-
onsmodell:
Lemma 1.2.2 Es sei mˆn ein Kurvenschätzer im Regressionsmodell (1.14).
Falls die Gewichtsfunktionen die Bedingung (1.17) erfüllen und falls E(εi,n) = 0
und E(|εi,n|r+δ) ≤ Mr+δ < ∞, für r > 2, δ > 0, gleichmäßig für alle i, n, ebenso
wie n−(1−µ˜) = O(bn), für ein µ˜ > 0, dann gilt
E(|mˆn(t)− Emˆn(t)|r) = O(nbn)−r/2 gleichmäßig für alle t.
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Ähnlich wie in Wieczorek [78] werden mithilfe von Lemma 1.2.2 zunächst obere
Schranken für den Modalwertschätzer θˆgn nachgewiesen, indem mithilfe von Lem-
ma 1.2.2 jeweils die Wahrscheinlichkeiten beschränkt werden können, dass der
Schätzer eine bestimmte Anzahl von Gitterpunkten vom tatsächlichen Modal-
wert entfernt ist. Man erhält also zunächst folgendes Resultat (siehe Wieczorek
und Ziegler [79]):
Theorem 1.2.1 Sei mˆn(t) =
n∑
j=1
Yi,nwi,n(t) ein Kernschätzer im Regressions-
modell (1.14). Für die Gewichtsfunktionen gelten die Voraussetzungen (1.17) und
(1.18). Die Regressionsfunktion m liege in der Klasse Fρ. Für die Fehlervariablen
εi,n gelten die Voraussetzungen von Lemma 1.2.2, mit r > 3/ρ. Dann gilt, mit
hn  bn  n−1/(2ρ+1), dass
E(θˆn − θ)2 = O(n−
2
2ρ+1 ) .
Um die im soeben genannten Theorem erzielte Rate auch für den Argmax-
Schätzer nachweisen zu können, welcher über das gesamte Intervall [0, 1] maxi-
miert, müssen die Gewichtsfunktionen zusätzlich einer lipschitzähnlichen Bedin-
gung genügen, ähnlich wie die Bedingung an die Momente des Kurvenschätzers
in 1.1.1 und 1.1.2. Damit gilt folgendes (siehe Wieczorek und Ziegler [79])
Theorem 1.2.2 Es gelten die Voraussetzungen des vorangegangenen Theorems
sowie
n∑
i=1
|wi,n(t1)− wi,n(t2)|r = O
(( |t1 − t2|
bn
)r 1
(nbn)r−1
)
. (1.25)
Dann folgt
E(θˆcn − θ)2 = O(n−
2
2ρ+1 ) .
Somit sind obere Schranken für die Konvergenzrate der beiden Modalwertschät-
zer (1.22) und (1.23) nachgewiesen. Nichtsdestoweniger hängt die Wahl der Band-
breite bn vom unbekannten Parameter ρ ab. Was die datengesteuerte Wahl der
Bandbreite anbelangt, so liegen hierzu Resultate vor für das Problem der Schät-
zung der Kurve im Fixed-Design-Regressionsmodell mit α-mischenden Fehlern,
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so in Chu und Marron [17] und Hall et al. [34], wo die Methode der Leave-k-out-
Kreuzvalidierung angewendet wurde. Es bliebe zu untersuchen, ob diese Methode
auch im Fall der Modalwertschätzung angewendet werden kann.
1.2.3 Untere Schranken für die Konvergenzrate
In diesem Abschnitt wird gezeigt, dass die erzielten oberen Schranken für die
Konvergenzraten der Modalwertschätzer θˆgn und θˆcn asymptotisch optimal sind.
Dies wird ebenso wie im Fall der Dekonvolutionsmodelle gezeigt, indem eindi-
mensionale Teilprobleme innerhalb der Funktionenklasse Fρ betrachtet werden,
wie in Donoho und Liu [21]. Für die hier betrachtete Fragestellung nehmen wir
nun an, dass die Fehlervariablen unabhängig und standardnormalverteilt sind.
Die hierfür in Wieczorek und Ziegler [79] im folgenden Theorem nachgewiesenen
unteren Schranken gelten dann ebenso im allgemeineren Modell (1.14).
Theorem 1.2.3 Gegeben sei das Regressionsmodell (1.14), wobei die Fehler-
variablen zeilenweise unabhängig und standardnormalverteilt seien. Es bezeichne
Mˆn einen beliebigen Schätzer für den Modalwert θ der Regressionsfunktion, ba-
sierend auf den Beobachtungen Y1, ...., Yn. Dann gilt
sup
m∈Fρ
Em
(
(Mˆn − θ)2
) ≥ Cn− 22ρ+1 .
Dieses Resultat verdeutlicht, dass auch in dieser Fragestellung für mischende Feh-
lervariablen asymptotisch dieselben optimalen Raten erzielt werden können wie
unter Unabhängigkeit.
Um nun sicherzustellen, dass die oben genannten Resultate für die unter (1.19),
(1.20) und (1.21) vorgestellten Kernschätzer gültig sind, wird mit dem folgenden
Lemma gezeigt, unter welchen Bedingungen die hierfür notwendigen Vorausset-
zungen (1.17) und (1.18) erfüllt sind. Für den Schätzer θˆcn ist hierbei zusätzlich
noch (1.25) zu zeigen.
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Lemma 1.2.3 Für die Designpunkte und die Kernfunktion gelte
max |xi,n − xi−1,n| = O(n−1),
si+1,n =
xi+1,n − xi,n
2
, i = 1, ..., n− 1, s0,n = 0, sn,n = 1,
K(·) sei stetig differenzierbar, supp (K) ⊆ [−1, 1] .
Dann sind für den Gasser-Müller-Schätzer und den Priestley-Chao-Benedetti-
Schätzer die Voraussetzungen (1.17), (1.18) und (1.25) erfüllt.
Falls zusätzlich eine lipschitzstetige Funktion g existiert, welche auf [0, 1] positiv
ist, so dass ∫ xi,n
0
g(u)du =
i− 1
2
n
und
∫ si,n
0
g(u)du =
i
n
dann gelten (1.17), (1.18) und (1.25) auch für den Nadaraya-Watson-Schätzer.
1.2.4 Beweise für die Resultate im Fixed Design Modell
Beweis von Theorem 1.2.3
Die Beweisführung nutzt eine ähnliche Argumentation, wie sie im Beweis von
Theorem 1.1.1 erfolgte. Während dort jedoch die Punkte des im Beweis verwen-
deten Gitters von θ abhängen, wird hier ein von θ unabhängiges Gitter auf [0, 1]
definiert, welches ebenfalls mit G˜n bezeichnet wird, siehe Definition von (1.23):
G˜n = {k · hn, k ∈ Z} ∩ [0, 1]}.
Zur Bezeichnung der Gitterpunkte wird weiter definiert:
θn,0 := min{t|t = argmins∈G˜n |s− θ|} sowie θn,k := θn,0 + k · hn .
Des weiteren gelte I := [0, 1] und I := I1∪ I2, wobei I1 eine kompakte Umgebung
von θ bezeichne, in welcher die Kontrastbedingung (1.15) erfüllt ist. Weiter wird
definiert
Gn := {k ∈ Z : θn,k ∈ I}, G1n := {k ∈ Z : θn,k ∈ I1}
G2n := Gn \G1n = {k ∈ Z : θn,k ∈ I2} .
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Dann gilt
E[(θ − θˆgn)2] =
∑
k∈Gn
(θ − θˆgn)2 · P(θˆgn = θn,k)
≤ 6h2n +
∑
k∈Gn
k 6=−1,0,1
(θ − θn,k)2 · P(θˆgn = θn,k)
≤ 6h2n +
∑
k∈Gn
k 6=−1,0,1
(|k|+ 1)2 · P(θˆgn = θn,k).
Weiter gilt nun für k ∈ G1n:
P(θˆgn = θn,k) ≤ P(|mˆn(θn,k)− E[mˆn(θn,k)]|)
≤ P(|mˆn(θn,k)− E[mˆn(θn,k)]| ≥ c˜1|khn|ρ)
+ P(|E[mˆn(θn,k)]−m(θn,k)| ≥ c˜1|khn|ρ)
+ P(|E[mˆn(θ)]− mˆn(θ)| ≥ c˜1|khn|ρ)
+ P(|m(θ)− E[mˆn(θ)]| ≥ c˜1|khn|ρ)
≤ 2 sup
t∈[0,1]
P(|mˆn(t)− Emˆn(t)| ≥ c˜1|khn|ρ)
+ 2 sup
t∈[0,1]
P(|m(t)− E[mˆn(t)]| ≥ c˜1|khn|ρ)
=: 2 · (P1,k + P2,k).
Wie im Beweis von Theorem 1.1.1 wird P1,k mithilfe der Markov-Ungleichung
abgeschätzt und mit Lemma 1.2.1 und aufgrund von r > 3/ρ > 2 gilt
P1,k ≤ sup
t∈[0,1]
E(|
n∑
i=1
εi,nwi,n(t)|r)
(c˜1|khn|)r·ρ = |k|
−rρ ·O(1),
was gleichmäßig in t gilt, falls hn  bn  n−1/(2ρ+1).
Der in P2,k auftretende Biasterm ist von der Ordnung O(bρn) und daher ergibt
sich
P2,k ≤ P
(
O(bρn · h−ρn ) ≥ |k|ρ
)
.
Für k ∈ G2n ergibt sich
P(θˆgn = θn,k) = O((nbn)−r/2 · δ−r).
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|k| ist beschränkt durch 1/hn, und somit ergibt sich insgesamt
E
[
(θ − θˆn)2
] ≤ 2h2n(3 + ∑
|k|≤k0
k2 + 2
∑
k∈G1n
k2−rρC1 + 2
b 1hn c∑
k=1
k2C2h
r
n
(nbn)
−r/2
δrhrn
)
≤ 2h2n
(
3 + C3 +
( ∑
k∈G1n
k2−rρC1
)
+ hr−3n C2
(nbn)
−r/2
δrhrn
)
= 2h2n
(
3 + C3 +
( ∑
k∈G1n
k2−rρC˜1
)
+ hr−3n C˜2
)
= O(n−2/(2ρ+1)),
mit hn  bn und bn  n−
1
2ρ+1 .
Beweis von Theorem 1.2.2
Das quadratische Risiko kann hier beschränkt werden durch
E
(
(θ − θˆcn)2
) ≤ 6 · h2n + 2 ∑
k∈Gn
k 6=−1,0,1
(k · hn)2 · P(θˆcn ∈ [θn,k−1, θn,k]) .
Für k in G1n kann die Wahrscheinlichkeit beschränkt werden durch
P
(
sup
t∈[θn,k−1,θn,k]
|mˆn(t)− Emˆn(t)− (mˆn(θ)− Emˆn(θ))| > c · |k|ρhρn
)
+ P
(
sup
t∈[θn,k−1,θn,k]
|m(t)− Emˆn(t)− (m(θ)− Emˆn(θ))| > c · |k|ρhρn
)
.
Aufgrund der gleichmäßig gültigen Hölder-Bedingung für die Kurve m ist der
Bias von derselben Ordnung wie im Beweis von Theorem 1.2.1.
Was den stochastischen Teil anbelangt, gilt folgendes Lemma, was wie im Dekon-
volutionsmodell mittels Chaining gezeigt wird, unter Ausnutzung der Bedingun-
gen an die Glattheit des Schätzers und der Kurve selbst.
Lemma 1.2.4 Unter den Voraussetzungen von Theorem 1.2.1 gilt, für k 6= 0, 1
P
(
sup
t∈[θn,k−1,θn,k]
|mˆn(t)− Emˆn(t)− (mˆn(θ)− Emˆn(θ))| > c · |k|ρhρn
)
= |k|−rρO((nbn)−r/2
hρrn
)
.
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Ebenso wie im Beweis von Lemma 1.2.4 wird gezeigt
P
(
sup
t∈[θn,k−1,θn,k]
|mˆn(t)− Emˆn(t)− (mˆn(θ)− Emˆn(θ))| > 1
4
δ
)
= O
((nbn)−r/2
δr
)
für k in G2n.
Die restlichen Überlegungen erfolgen analog zum Beweis von Lemma 1.2.1. 
Beweis von Theorem 1.2.3
Es wird nun Modell (1.14) betrachtet, für den Spezialfall standardnormalver-
teilter, unabhängiger Fehlervariablen. Die unteren Schranken, die in diesem Fall
erzielt werden, gelten dann ebenso im allgemeinen Modell (1.14).
Ähnlich zu Romano [67], wo untere Schranken für Dichten, welche an der Modal-
stelle differenzierbar sind, nachgewiesen wurden, wird das eindimensionale Teil-
problem folgendermaßen konstruiert: Als Ausgangsfunktion diene folgende:
m1(x) = −|x|ρ mit der Modalstelle θ1 = 0
und weiter
m2,n(x) = m1(x) + γn(x) = m1(x) + b
ρ
n · γ(
x
bn
).
γ sei hierbei hölderstetig der Ordnung ρ und besitze kompakten Träger.
Darüber hinaus gelte
∫
γ(x)dx = 0 und
γ(x) = |x|ρ − |x+ 1|ρ
in einer Umgebung von 0.
In einer Umgebung von 0 gilt demzufolge
m2,n(x) = m1(0)− |x+ bn|ρ,
also wird der Modalwert θn,2 von m2,n von Null weg verschoben um −bn. Es gilt
also für die Modalwerte von m1 and m2,n:
|θ1 − θ2,n| ≥ bn . (1.26)
Die Beobachtungsvektoren (Y1,n, ..., Yn,n) besitzen in beiden Fällen die Dichten
h
Y1,n,...,Yn,n
1 (y) := h
Y1,n,...,Yn,n
1 (y1, ..., yn) =
n∏
i=1
1√
2pi
exp
(− 1
2
(yi −m1(xi,n))2
)
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bzw.
h
Y1,n,...,Yn,n
2,n (y) =
n∏
i=1
1√
2pi
exp
(− 1
2
(yi −m1(xi,n)− γn(xi,n))2
)
.
Für gegebene Regressionsfunktion m sind also die Beobachtungen Yi verteilt wie
die Fehlervariablen, wobei der Erwartungswert um den Wert m(xi,n) verschoben
ist. Es werde mit Em der Erwartungswert bezeichnet, welcher dem Modell ent-
spricht, in welchem m die zugrundeliegende Regressionsfunktion ist, und mit θm
der entsprechende Modalwert.
Es bezeichne weiterhin Mˆn := Mˆ(Y1,n, ..., Yn,n) einen beliebigen Schätzer für den
Modalwert θ, welcher auf den Beobachtungen Y1,n, ..., Yn,n basiert. Dann besteht
der folgende Zusammenhang zwischen Hellinger-Affinität der Dichten, welche die
oben beschriebenen Situationen generieren, und dem quadratischen Risiko von
Mˆn:
Indem wiederum λ[n] das n-dimensionale Lebesgue-Maß bezeichne, gilt unter Be-
achtung von (1.26)
ρ(h
Y1,n,...,Yn,n
1 , h
Y1,n,...,Yn,n
2,n )
=
∫ √
h
Y1,n,...,Yn,n
1 (y)
√
h
Y1,n,...,Yn,n
2,n (y)λ
[n](dy)
≤
∫ |Mˆn − θ1|
bn
√
h
Y1,n,...,Yn,n
1 (y) ∧ hY1,n,...,Yn,n2,n (y)
·
√
h
Y1,n,...,Yn,n
1 (y) ∨ hY1,n,...,Yn,n2,n (y)λ[n](dy)
+
∫ |Mˆn − θ2,n|
bn
√
h
Y1,n,...,Yn,n
1 (y) ∧ hY1,...,Yn2 (y)
·
√
h
Y1,n,...,Yn,n
1 (y) ∨ hY1,n,...,Yn,n2 (y)λ[n](dy)
und mithilfe der Cauchy-Schwarz-Ungleichung
≤ 4 max
m∈{m1,m2,n}
√
Em
(Mˆn − θm
bn
)2 ≤ 4 sup
m∈Fρ
√
Em
(Mˆn − θm
bn
)2
.
Es ist also wiederum nachzuweisen, dass die Hellinger-Affinität der beiden Dichten
von Null weg beschränkt ist. Dann ergibt sich die gewünschte untere Schranke,
falls bn  n−1/(2ρ+1) gewählt werden kann.
Die Hellinger-Affinität der beiden Dichten der jeweiligen Beobachtungsvektoren
stellt sich nun folgendermaßen dar, wobei mit H2(·, ·) den quadrierten Hellinger-
Abstand bezeichnet und Jθ1 die Anzahl von Indizes, für welche g(xi,n/bn) nicht
verschwindet:
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ρ(h
Y1,n,...,Yn,n
1 , h
Y1,n,...,Yn,n
2,n )
=
∫ √
h
Y1,n,...,Yn,n
1 (y)
√
h
Y1,n,...,Yn,n
2,n (y)λ
[n](dy)
=
∏
i∈Jθ1
∫ √
h
Yi,n
1 (yi)
√
h
Yi,n
2,n (yi)λ(dyi) =
∏
i∈Jθ1
(1− 1
2
H2(h
Yi,n
1 , h
Yi,n
2,n )) .
Die Anzahl der Faktoren im letztgenannten Produkt ist von der Ordnung O(nbn).
Der Ausdruck ist also von Null weg beschränkt, falls der quadrierte Hellinger-
Abstand von der Ordnung O(1/(nbn)) ist.
Für den quadrierten Hellinger-Abstand gilt
H2(h
Yi,n
1 , h
Yi,n
2,n )
=
1√
2pi
∫
R
(
exp
(− 1
4
(y −m1(xi,n)− γn(xi,n))2
)− exp (− 1
4
(y −m1(xi,n))2
))2
dy
=
1√
2pi
∫
R
(1
4
|γn(xi,n)|
)2(1
2
(y∗ −m1(xi,n))
)2(
exp
(− 1
4
(y∗ −m1(xi,n))2
))2
dy
(y∗ zwischen y und y − γn(xi,n))
≤ b2ρn · C = O(
1
nbn
),
falls bn  n−
1
2ρ+1 , wobei die Konstante C gleichmäßig in i und n gilt. Damit ist
die Aussage des Theorems gezeigt. 
1.2.5 Beweise der Hilfsresultate
Beweis von Lemma 1.2.2
Mit den Voraussetzungen an das Regressionsmodell (1.14) gilt
E(|mˆn(t)− Emˆn(t)|r) = E(|
n∑
i=1
εi,nwi,n(t)|r)
Bezeichne Cr eine gleichmäßig gültige, endliche obere Schranke für E(|εi,n|r).
Dann gilt mit Lemma 1.2.1
≤ C
{
nµ
n∑
i=1
E(|εi,n|r)|wi,n(t)|r +
( n∑
i=1
(E(|εi,nwi,n(t)|r+δ) 2r+δ
)r/2}
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≤ C
{
nµCr
n∑
i=1
|wi,n(t)|r +
((
Cr+δ)
2
r+δ
n∑
i=1
|wi,n(t)|2
)r/2}
≤ O( 1
(nbn)r−1
nµ) +O(
1
(nbn)r/2
) = O(
1
(nbn)r/2
),
wegen r > 2 und aufgrund der für bn gültigen Annahme, da µ beliebig klein
gewählt werden kann (wobei die Konstante C von µ abhängig ist). 
Beweis von Lemma 1.2.3
Aufgrund der Beschränktheit der Kernfunktion K und der Wahl der Designpunk-
te gilt für den Gasser-Müller-Schätzer (1.19)
wi,n(t) =
1
bn
si,n∫
si−1,n
K
(u− t
bn
)
du = O((nbn)
−1),
was gleichmäßig für alle t gilt. Mit (1.26) und aufgrund der Tatsache, dass K
kompakten Träger besitzt, verschwindet wi,n(·) nur für i ∈ Jt nicht , wobei
|Jt| = O(nbn). Daher gilt
n∑
i=1
( 1
bn
si,n∫
si−1,n
K
(u− t
bn
)
du
)r
=
∑
j∈Jt
( 1
bn
si,n∫
si−1,n
K
(u− t
bn
)
du
)r
= O(
1
(nbn)r−1
)
gleichmäßig in t.
Analog gilt für den Priestley-Chao-Schätzer (1.20):
n∑
i=1
((xi,n − xi−1,n) · 1
bn
K
(xi,n − t
bn
)
)r
=
∑
i∈Jt
((xi,n − xi−1,n) · 1
bn
K
(xi,n − t
bn
)
)r
= O(
1
(nbn)r−1
) .
Die Bedingung (1.25) folgt aufgrund der gleichmäßigen Lipschitzstetigkeit von K.
Für den Nadaraya-Watson-Schätzer (1.21) gilt
∣∣∣ 1
nbn
n∑
i=1
(
K(
(t− xi,n
bn
))r − 1∫
0
1
bn
(
K
(t− z
bn
))r
g(t)dz
∣∣∣
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≤
n∑
i=1
si,n∫
si−1,n
1
bn
∣∣∣(K((t− xi,n
bn
))r
g(ξi,n)−
(
K
(t− z
bn
))r
g(ξi,n)
∣∣∣
+
∣∣∣(K(t− z
bn
))r
g(ξi,n)−
(
K
(t− z
bn
))r
g(z)
∣∣∣dz
=
∑
i∈Jt
(
O(
1
(nbn)2
) +O(
1
n2bn
)) = O(
1
nbn
) .
Weiter gilt
( 1
nbn
n∑
i=1
K
(t− xi,n
bn
))r
=
( 1∫
0
1
bn
K
(t− z
bn
)
g(z)dz +O(
1
nbn
)
)r
=
( 1∫
0
1
bn
K
(t− z
bn
)
g(z)dz
)r
+O(
1
nbn
)
und somit erhält man
n∑
i=1
(wi,n(t))
r =
( 1
nbn
)r
n∑
i=1
(
K
( t−xi,n
bn
))r
(
1
nbn
n∑
j=1
K
( t−xj,n
bn
))r
=
1
(nbn)r−1
·
1∫
0
1
bn
(
K
(
t−z
bn
))r
g(z)dz +O( 1
nbn
)
( 1∫
0
1
bn
K
(
t−z
bn
)
g(z)dz
)r
+O( 1
nbn
)
= O(
1
(nbn)r−1
)
gleichmäßig für t ∈ [0, 1].
Was (1.25) anbelangt, so wird die Aussage nachgewiesen, indem der Ausdruck auf
der linken Seite von (1.25) auf einen gemeinsamen Hauptnenner gebracht wird.
Die einzelnen Faktoren werden durch ihre jeweiligen, soeben gezeigten Approxi-
mationen ersetzt, und die Aussage folgt dann aufgrund der Differenzierbarkeit
der Kernfunktion.
Um die jeweilige Ordnung des Bias nachzuweisen, wird zunächst für (1.19) gezeigt
∣∣ n∑
i=1
m(xi,n)
1
bn
si,n∫
si−1,n
K
(u− t
bn
)
du− 1
bn
1∫
0
f(u)K
(u− t
bn
)
du
∣∣
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≤
n∑
i=1
1
bn
si,n∫
si−1,n
|m(xi,n)−m(u)|K
(u− t
bn
)
du
≤
n∑
i=1
1
nρ
1
bn
si,n∫
si−1,n
K
(u− t
bn
)
du = O(
1
nρ
) = O(bρn) .
Also gilt für den Bias
∣∣Emˆn(t)−m(t)∣∣ ≤ 1
bn
1∫
0
|m(u)−m(t)|K(t− u
bn
)
du+O(
1
nρ
)
≤
∫
|m(t− zbn)−m(t)|K(z)dz +O( 1
nρ
)
≤
∫
zρbρnK(z)dz +O(b
ρ
n) = O(b
ρ
n)
gleichmäßig in t, aufgrund der Hölder-Stetigkeit von m.
Dieselbe Integralapproximation gilt für (1.20):
∣∣∣ 1
bn
n∑
i=1
(xi,n − xi−1,n)m(xi,n)K
(t− xi,n
bn
)− 1
bn
1∫
0
m(t)K
(u− t
bn
)
du
∣∣∣
≤
n∑
i=1
1
bn
si,n∫
si−1,n
∣∣m(xi,n)∣∣∣∣K(t− xi,n
bn
)−K(u− t
bn
)∣∣+ ∣∣m(xi,n)−m(u)∣∣∣∣K(t− u
bn
)∣∣du
≤
∑
i∈Jt
((
1
nbn
)2 +
1
nρbn
) = O(bρn) .
Die Rechnungen sind somit analog wie im Falle von (1.19).
Hinsichtlich des Nadaraya-Watson-Schätzers (1.21) gilt, dass die Gewichte sich
zu eins aufsummieren, und daher gilt für den Bias
bias(mˆNWn (t)) = EmˆNWn (t)−m(t) =
∑n
i=1(m(xi,n)−m(t))K(xi,n−tbn )∑n
i=1K(
xi,n−t
bn
)
.
Da nur Terme mit |xi,n − t| ≤ bn zur Summe beitragen, gilt unmittelbar
bias(mˆNWn (t)) = O(b
ρ
n)
falls m hölderstetig der Ordnung ρ ist. 
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Beweise der Hilfsresultate
Beweis von Lemma 1.2.4
Der Beweis erfolgt nahezu analog zum Beweis von Lemma 1.1.6.
Auch hier wird angenommen, dass k > 0 gilt. Es gelten die Bezeichnungen des
Beweises von Lemma 1.1.6, mit Zn(t) := mˆn(t)− Emˆn(t).
P( max
t∈Tn,k
|Zn(t)− Zn(θ)| ≥ c · (k · hn)ρ)
≤ P( max
t∈Tn,k
|Zn(t)− Zn(θ)| ≥ η0 + η1 + ...+ ηj) with
j∑
l=0
ηl ≤ c · (khn)ρ
≤
∑
t∈Dn,k,0
P(|Zn(t)− Zn(θ)| ≥ η0) +
∞∑
l=1
∑
t∈Dn,k,l
P(|Zn(t)− Zn(tl−1(t))| > ηl) .
(1.27)
Wähle hier ηl, so dass ηl := c˜(khn)ρ2−
γl
ρr . Dann gilt
j∑
l=0
ηl
j→∞→ c˜(khn)2 1
1− 2− γρr
.
Dann folgt für c˜ ≤ c · (1− 2− γρr ), dass ∑ ηl ≤ c · (khn)ρ.
Für t ∈ Dn,k,0 gilt mit Lemma 1.2.3, für r ≥ 2
P(|Zn(t)− Zn(θ)| ≥ η0) ≤
E
(|Zn(t)− Zn(θ)|r)
ηr0
≤ C (nbn)
−r/2
ηr0
≤ Cc˜−r|k|−ρr (nbn)
−r/2
hρrn
.
Für t ∈ Dn,k,l, mit |t− tl−1(t)| ≤ 2−lhn gilt:
P(|Zn(t)− Zn(tl−1(t))| ≥ ηl)
≤ E
(|Zn(t)− Zn(tl−1(t))|r)
ηrl
≤ C
∣∣2−lhn
bn
∣∣ρr(nbn)−r/2
ηrl
= und mit hn  bn
= 2(
γ
ρ
−r) l|k|−ρrC˜ (nbn)
−r/2
hρrn
.
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Also gilt insgesamt, für hinreichend kleines γ, welches von der Anzahl der benö-
tigten Momente abhängt
P( max
t∈Tn,k
|Zn(t)− Zn(θ)| ≥ c · (k · hn)ρ)
≤ 2P(|Zn(t)− Zn(θ)| > η0) +
∞∑
l=1
(2l + 1)P(|Zn(t)− Zn(tl−1(t))| > ηl)
= O
(|k|−ρr (nbn)−r/2
hρrn
) 1
1− 21−r+ γρ
=: |k|−ρrO((nbn)−r/2
hρrn
)
.

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2 Blockwise Bootstrap für den
geschätzten empirischen
Prozess bei schwach
abhängigen Beobachtungen
2.1 Empirische Prozesse mit geschätztem
Parameter und Goodness-of-Fit
Bei der Analyse von Zeitreihendaten ist es oft von Interesse zu überprüfen, ob
den beobachteten Daten eine bestimmte stationäre Verteilung zugrundeliegt. Dies
kann mittels Hypothesentests erfolgen, bei denen in einem bestimmten Sinn die
empirische Verteilungsfunktion der Beobachtungen X1, ..., Xn und die theoretisch
angenommene verglichen werden.
Oftmals wird hierzu aber nicht eine konkrete Verteilungsfunktion F spezifiziert,
vielmehr ist die Hypothese von Interesse, dass F einer bestimmten Familie F von
Verteilungsfunktionen angehört.
Um dennoch die empirische Verteilungsfunktion der Beobachtungen mit einer
geeigneten Funktion vergleichen zu können, werden Komponenten, die in der
Beschreibung der vermuteten Familie auftreten, anhand der Beobachtungen ge-
schätzt und die so gewonnene Verteilungsfunktion für den Vergleich herangezo-
gen.
Im folgenden wird angenommen, dass es sich bei F um eine parametrische Fa-
milie von Verteilungsfunktionen handelt, wobei der Parameter θ p−dimensional
sei.
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Die Nullhypothese in diesem Fall lautet folgendermaßen:
H0 : F ∈ F := {Fθ : θ ∈ Θ ⊆ Rp}.
Die tatsächliche Verteilungsfunktion unter H0 wird im weiteren Verlauf mit Fθ
bezeichnet und deren Schätzung erfolgt nun über die Schätzung des Parameters
θ. Der Schätzer für θ werde mit θˆn bezeichnet.
Der sogenannte geschätzte empirische Prozess wird nun folgendermaßen definiert:
Definition 2.1.1 Der auf einem Wahrscheinlichkeitsraum (Ω,A,P) definierte
stochastische Prozess (Wn(x))x∈R¯ mit
Wn(x) =
√
n
( 1
n
n∑
t=1
1{Xt≤x} − Fθˆn(x)
)
heißt geschätzter empirischer Prozess.
Wn(x) wird als ein Element des Raumes D(R¯), den cadlag-Funktionen auf R¯ :=
[−∞,∞] betrachtet, ausgestattet mit der Supremumsnorm und der σ-Algebra P ,
welche durch die endlichdimensionalen Projektionen piSn : D → Rn erzeugt wird.
Um zu überprüfen, ob den beobachteten Daten tatsächlich eine Verteilung aus der
angenommenen Familie zugrundeliegt, werden häufig Teststatistiken angewendet,
die auf dem geschätzten empirischen Prozess beruhen. Diese sind messbare Ab-
bildungen von (D(R¯),P) nach (R,B(R)).
Konvergiert der Prozess Wn für n → ∞ in Verteilung gegen einen Prozess mit
Pfaden in einem separablen Teilraum von D, und sind die Teststatistiken stetige
Funktionale, so kann aus der Verteilungskonvergenz von Wn mit Hilfe des Con-
tinuous Mapping Theorems die Verteilungskonvergenz der verwendeten Teststa-
tistiken abgeleitet werden. Somit können bei bekannter Grenzverteilung asymp-
totisch gültige kritische Werte für die entsprechenden Teststatistiken konstruiert
werden.
Häufig verwendete Tests hierbei sind solche, welche auf der Supremumsabwei-
chung zwischen empirischer und geschätzter Verteilungsfunktion beruhen, etwa
der Kolmogorov-Smirnov-Test, sowie Tests vom Cramér-von-Mises-Typ, die eine
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gewichtete L2-Abweichung unter H0 benutzen. Das Grenzverhalten von Teststa-
tistiken, welche auf dem geschätzten empirischen Prozess beruhen, wurde erst-
mals von Darling [18] und von Kac, Kiefer und Wolfowitz [42] betrachtet. Eine
Übersicht über gängige Teststatistiken, welche auf empirischen Prozessen beru-
hen, findet sich in D’Agostino und Stephens [19].
Das Grenzverhalten des empirischen Prozesses mit geschätztem Parameter selbst
wurde erstmals von Durbin [23] untersucht, wobei dort die Verteilungskonvergenz
gegen einen zentrierten Gaußprozess nachgewiesen wurde.
Bei Vorliegen stark mischender Daten wurde in Rao und Krishnaiah [66] eben-
falls die Verteilungskonvergenz des geschätzten empirischen Prozesses gegen einen
zentrierten Gaußprozess gezeigt.
Die Verteilung von Teststatistiken, welche auf dem geschätzten empirischen Pro-
zess beruhen, hängt in der vorliegenden Situation von der zugrundeliegenden un-
bekannten Verteilungsfunktion sowie von der unbekannten Abhängigkeitsstruktur
der Beobachtungen ab. Daher können auf direktem Wege keine asymptotisch gül-
tigen kritischen Werte zum Testen der Nullhypothese gewonnen werden.
Um dennoch zu kritischen Werten für die interessierende Teststatistik zu gelan-
gen, kann der geschätzte empirische Prozess (2.1.1) auf Grundlage der beobach-
teten Daten durch ein geeignetes Bootstrap-Verfahren imitiert werden. Diese Art
von Resampling-Verfahren wurde von Efron [27] vorgestellt um Verteilungsei-
genschaften von Statistiken zu imitieren, welche auf unabhängigen und identisch
verteilten Beobachtungen basieren.
Imitiert man den Originalprozess, welcher auf den tatsächlichen Beobachtungen
X1, ..., Xn beruht, durch einen Bootstrap-Prozess, der mithilfe der Bootstrap-
Stichprobe X∗1 , ..., X∗n gewonnen wird, so sind die Parameter der Verteilungen
der Teststatistiken, die auf dem Bootstrap-Prozess beruhen, bekannt. Für die
Bootstrap-Statistik können daher kritische Werte ermittelt werden. Dies kann er-
folgen durch analytische Berechnung der Verteilung oder, für den Fall, dass dies
nicht praktikabel ist, durch Approximation der Verteilung der Teststatistik durch
wiederholtes Simulieren unter Nutzung der beobachteten Daten.
Asymptotische Resultate zum Bootstrap für den gewöhnlichen empirischen Pro-
zess, welcher empirische und eine vollständig spezifizierte Verteilungsfunktion ver-
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gleicht, wurden in Bickel und Freedman [10] erzielt, für den Fall unabhängiger
und identisch verteilter Beobachtungen, unter Nutzung des von Efron vorgestell-
ten Bootstrap-Verfahrens. In Giné und Zinn [33] wurde, ebenso für i.i.d. Be-
obachtungen, dieses Bootstrap-Verfahren für empirische Prozesse, welche durch
Funktionen indiziert sind, untersucht.
Was den geschätzten empirischen Prozess anbelangt, so ist es naheliegend, die
durch die Schätzung der Parameter der vermuteten Verteilungsfunktion gewon-
nene Information zur Generierung der Bootstrap-Stichprobe zu verwenden, um
den Originalprozesses durch einen Bootstrap-Prozess nachzubilden.
Bei Vorliegen unabhängig und identisch verteilter Beobachtungen wurde dies zu-
nächst von Stute et al. [73] betrachtet. Dort wird ebenfalls davon ausgegangen,
dass die vermutete Verteilungsfamilie von einem endlichdimensionalen Parame-
ter θ abhängt, so dass durch dessen Schätzung unabhängige Zufallsgrößen mit
Verteilungsfunktion Fθˆn generiert werden können. Es konnte gezeigt werden, dass
Originalprozess und Bootstrap-Prozess fast sicher die gleiche Grenzverteilung be-
sitzen.
In Babu und Rao [6] wurde unter ähnlichen Voraussetzungen zusätzlich ein nicht-
parametrisches Bootstrap-Verfahren angewendet. Der hierbei entstehende geschätz-
te empirische Prozess weist allerdings einen zusätzlichen Bias-Term auf. Durch
Einführung einer Bias-Korrektur kann jedoch gezeigt werden, dass der um die
Bias-Korrektur veränderte Prozess dieselbe Grenzverteilung wie der Originalpro-
zess besitzt.
Ziel der aktuellen Arbeit ist nun zu zeigen, dass unter Vorliegen abhängiger Be-
obachtungen der geschätzte empirische Prozess mit einem geeigneten Bootstrap-
Verfahren gut imitiert wird. Um die Abhängigkeit der Beobachtungen zu beschrei-
ben, wird das von Doukhan und Louhichi [24] eingeführte Konzept der ψ-Weak
Dependence genutzt.
Es wird zunächst das Grenzverhalten des Originalprozesses unter den gegebe-
nen Voraussetzungen untersucht. Sodann wird gezeigt, dass auch der Bootstrap-
Prozess in Wahrscheinlichkeit dieselbe Grenzverteilung besitzt. Die Anwendung
des kritischen Wertes der Bootstrap-Statistik auf die Originalstatistik führt da-
mit asymptotisch zu einem Niveau-α-Test.
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Liegen keine unabhängigen Beobachtungen vor, so muss durch das verwendete
Bootstrap-Verfahren auch die Abhängigkeitsstruktur des Prozesses geeignet nach-
gebildet werden, weswegen die Generierung einer Bootstrap-Stichprobe mit zu-
grundeliegender Verteilungsfunktion Fθˆn ohne zusätzliche Modellannahmen nicht
auf den abhängigen Fall übertragen werden kann.
Die Verwendung eines modellbasierten Bootstrap-Verfahrens unter der Annahme
eines bestimmten Zeitreihenmodells erweist sich jedoch als problematisch, da die
Eigenschaften der stationären Verteilung im allgemeinen Fall nicht hinreichend
greifbar sind, ebenso wie Effekte, die durch das Schätzen von Innovationen auf-
treten.
Um diese beim modellbasierten Bootstrap zutage tretenden Probleme zu umge-
hen, wurde in der vorliegenden Arbeit stattdessen ein Block-Bootstrap-Verfahren
angewendet, wie in Künsch [43] für stationäre, abhängige Beobachtungen vorge-
schlagen. Hierbei werden aus den Beobachtungen X1, ..., Xn k := kn zusammen-
hängende Blöcke gezogen, die jeweils die Länge l := ln besitzen, wobei die jeweils
ersten Indizes der Blöcke unabhängig aus den Zahlen 1 bis n − l + 1 gezogen
werden. Dieses sogenannte Moving-Block-Bootstrap-Verfahren wurde ebenfalls
in Liu und Singh [47] untersucht.
Weitere Block-Bootstrap-Verfahren wurden in Carlstein [15], Politis und Romano
[59] und Politis und Romano [59] vorgestellt, siehe Lahiri [45] für eine Übersicht
über die verschiedenen Verfahren.
Im Zusammenhang mit empirischen Prozessen wurden Blockwise-Bootstrap-Verfahren
für das Resampling in Naik-Nimbalkar und Rajarshi [53] und Bühlmann [13] für
den gewöhnlichen empirischen Prozess, basierend auf α-mischenden Zufallsgrö-
ßen, verwendet. Es wurde gezeigt, dass unter bestimmten Voraussetzungen an
die Summierbarkeit des Mischungskoeffizienten sowie an Blockanzahl und -länge
der auf der Bootstrap-Stichprobe basierende empirische Prozess fast sicher gegen
denselben zentrierten Gaußprozess konvergiert wie der Originalprozess. Ein ana-
loges Resultat wurde in Peligrad [58] unter schwächeren Voraussetzungen an den
Mischungskoeffizienten erzielt, ebenso wie für assoziierte Folgen von Beobachtun-
gen.
In Bühlmann [14] wurde des weiteren ein allgemeineres Resultat erzielt, welche die
obige Methode erfolgreich auf funktionenindizierte Prozesse anwendet, welchen
β-mischende Zufallsgrößen zugrundeliegen. Dies wurde ebenfalls in Radulovic [65]
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unter schwächeren Bedingungen an den Mischungskoeffizienten betrachtet.
Was die Anwendung dieses Ansatzes auf den hier betrachteten Prozess (2.1.1)
anbelangt, so tritt jedoch, ähnlich wie in Babu und Rao [6] bei der Verwendung
des nichtparametrischen Bootstrap für unabhängige Beobachtungen, beim entste-
henden geschätzten empirischen Prozess, welcher auf der Bootstrap-Stichprobe
beruht, ein zusätzlicher Bias-Term auf. Daher wird hier in analoger Weise wie
in Babu und Rao [6] eine Bias-Korrektur vorgenommen und gezeigt, dass der
so modifizierte Prozess in Wahrscheinlichkeit dieselbe Grenzverteilung wie der
Originalprozess besitzt. Die Beweismethoden sind teilweise an das Vorgehen in
Bühlmann [14] und Naik-Nimbalkar und Rajarshi [53] angelehnt.
Das genutzte Abhängigkeitskonzept, welches für die zugrundeliegenden Beobach-
tungen verwendet wird, ist jedoch allgemeiner als das Mixing-Konzept.
Es hat sich gezeigt, dass gewisse Prozessklassen wie etwa innovationsgesteuerte
Prozesse, deren Innovationen eine diskrete Verteilung besitzen, nicht mischend
sind. Diese Thematik wurde etwa in Chernick [16] und Andrews [3] diskutiert.
In dieser Arbeit wird daher das in Doukhan und Louhichi [24] eingeführte Kon-
zept der schwachen Abhängigkeit (ψ-weak dependence) eingesetzt. Dieses deckt
eine breite Klasse wichtiger Prozesse ab, welche auch die mischenden Prozes-
se einschließt. Modelle, die diesem Abhängigkeitskonzept genügen, wurden unter
anderem in Ango Nze, Bühlmann und Doukhan [4] und Ango Nze und Doukhan
[5] untersucht.
Im Folgenden wird vorausgesetzt, dass die Beobachtungen X1, ..., Xn schwach
abhängig sind in der Form, dass die Kovarianzen gewisser Funktionen über Teil-
vektoren aus dem zugrundeliegenden Prozess in einem bestimmten Sinne gegen
Null konvergieren, falls die dazwischenliegende Zeitlücke groß wird.
Dieses Konzept der schwachen Abhängigkeit im Sinne von Doukhan und Louhichi
[24] lautet in seiner allgemeinen Form folgendermaßen:
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Definition 2.1.2 Die Folge (Xn)n∈N von Zufallsvariablen heißt (ζ,F , ψ)-
schwach abhängig, falls eine Klasse F reellwertiger Funktionen, eine Nullfol-
ge ζ = (ζr)r∈N und eine Funktion ψ mit Argumenten (h, k, u, v) ∈ F2 × N2
existieren, so dass für jedes u-Tupel (i1, ..., iu) und jedes v-Tupel (j1, ..., jv) mit
i1 ≤ ... ≤ iu < iu + r ≤ j1 ≤ ... ≤ jv gilt
| cov(h(Xi1 , ..., Xiu), k(Xj1 , ..., Xjv))| ≤ ψ(h, k, u, v) · ζr
für alle Funktionen h, k ∈ F , die auf Ru bzw. Rv definiert sind.
Um die Verteilungskonvergenz des geschätzten empirischen Prozesses nachzuwei-
sen, wird nun zunächst formuliert, unter welchen Voraussetzungen an die schwa-
che Abhängigkeit der Beobachtungen und an den Parameterschätzer θˆn die Kon-
vergenz des geschätzten empirischen Prozesses gegen einen zentrierten Gaußpro-
zess gezeigt werden kann.
2.2 Verteilungskonvergenz des geschätzten
empirischen Prozesses
2.2.1 Verteilungskonvergenz von Prozessen
Der folgende Abschnitt befasst sich mit der Erläuterung der Verteilungskonver-
genz von Prozessen auf D(R¯).
Was die Metrisierung anbelangt, so wird der Raum D(R¯) mit der uniformen
Metrik ausgestattet, d.h.
||x− y||∞ = sup
t∈R¯
|x(t)− y(t)|.
Während die Verwendung der uniformen Metrik insofern anschaulich ist, als die
Stetigkeit von bestimmten Funktionalen dann unmittelbar ersichtlich ist, so ist
der empirische Prozess bezüglich der zugehörigen Borel-σ-Algebra nicht messbar
(S. Pollard [61], S. 65).
Für festes t gilt jedoch, dass Wn(t) eine A − B(R)-messbare Zufallsvariable ist.
Um die Messbarkeit des empirischen Prozesses zu gewährleisten, wird der Raum
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D(R¯) mit der σ-Algebra P ausgestattet, welche durch die endlichdimensionalen
Projektionen erzeugt wird. Diese ist äquivalent ist zur σ-Algebra, die durch die
abgeschlossenen Kugeln auf(D(R¯), || · ||∞) erzeugt wird, wie in Pollard [61], S. 66,
geschildert.
Mit der uniformen Metrik ausgestattet ist D(R¯) zwar nicht separabel, aber es
wird sich zeigen, dass der Grenzprozess im betrachteten Fall fast sicher stetig
und somit Element eines separablen Teilraums von D(R¯) ist, was ausreichend ist,
um über die Anwendung des Continuous Mapping Theorems die Verteilungskon-
vergenz von entsprechenden Funktionalen abzuleiten.
Es gilt nun zunächst, die Verteilungskonvergenz der auf einem Wahrscheinlich-
keitsraum (Ω,A,P) definierten Prozesse Wn gegen ein Grenzelement G, definiert
auf einemWahrscheinlichkeitsraum (Ω′,A′,P′) zu charakterisieren (Vereinfachend
wird im folgenden das Maß auf (Ω′,A′) ebenfalls mit P bezeichnet).
Dies geschieht durch die schwache Konvergenz der jeweils auf (D(R¯),P) indu-
zierten Bildmaße. Hinsichtlich dieser Bildmaße gelten folgende Bezeichnungen:
Für A ∈ P gilt:
Pn(A) := P(Wn ∈ A) und P(A) := P(G ∈ A).
Für die in der nachfolgenden Definition verwendeten Bezeichnungen wird folgende
Vereinbarung getroffen:
Pnf := E(f(Wn)) :=
∫
f(Wn) dP bzw. Pf := E(f(G)) :=
∫
f(G) dP.
Die Verteilungskonvergenz auf dem metrischen Raum (D(R¯), || · ||∞) wird nun
folgendermaßen charakterisiert (vgl. Pollard [61], S. 65 und Billingsley [11], S.
25)
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Definition 2.2.1 Bezeichne (Wn)n∈N eine Folge von A − P-messbaren Abbil-
dungen von Ω nach (D(R¯), || · ||∞) und G eine A′−P-messbare Abbildung von Ω′
nach (D(R¯), || · ||∞). Dann konvergiert die Folge Wn in Verteilung gegen G, wenn
für jede stetige, beschränkte, borelmessbare Funktion f auf (D(R¯),P , || · ||∞) gilt:
E
(
f(Wn)
) n→∞→ E(f(G)).
Ebenso konvergiert eine Folge von Wahrscheinlichkeitsmaßen (Pn)n∈N auf P
schwach gegen P, falls Pnf
n→∞→ Pf für jede stetige, beschränkte, borelmessbare
Funktion auf (D(R¯),P , || · ||∞).
Wn konvergiert also in Verteilung gegen G, wenn die auf (D(R¯),P) durch Wn
induzierten Maße Pn schwach gegen P konvergieren.
Falls das Grenzelement G bestimmten Bedingungen genügt, kann die Verteilungs-
konvergenz von Wn gegen G sogar mithilfe von gleichmäßig stetigen Funktionen
auf (D(R¯), || · ||∞) charakterisiert werden. Hierzu wird zunächst die vollständige
Regularität eines Punktes im metrischen Raum (D(R¯), || · ||∞), ausgestattet mit
der σ-Algebra P , definiert (vgl. Pollard [61], S. 67).
Definition 2.2.2 Ein Punkt x ∈ D(R¯) wird vollständig regulär bezüglich der
Metrik || · ||∞ und der σ-Algebra P genannt, wenn für jede Umgebung V von x
eine gleichmäßig stetige und P-messbare Funktion g existiert mit g(x) = 1 und
g ≤ IV .
Bezeichne weiter
Cb := {f : (D[R¯],P , || · ||∞)→ (R,B(R), | · |), messbar, gleichmäßig stetig
und beschränkt}. (2.1)
Mithilfe dieser Definition und der oben eingeführten Bezeichnungen kann nun die
Verteilungskonvergenz von Wn gegen G folgendermaßen charakterisiert werden
(vgl. Pollard [61], S. 69):
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Korollar 2.2.1 Falls gilt
Pnf = E
(
f(Wn)
) n→∞→ E(f(G)) = Pf
für jede Funktion f mit f ∈ Cb, und falls G mit Wahrscheinlichkeit 1 in einer
separablen Menge vollständig regulärer Punkte liegt, so gilt
Wn
D→ G.
Um Korollar 2.2.1 anwenden zu können, muss also gewährleistet sein, dass der
Grenzprozess mit Wahrscheinlichkeit 1 in einer separablen Menge vollständig re-
gulärer Punkte liegt. Zunächst gilt, dass jeder Punkt in (D(R¯),P , || · ||∞) voll-
ständig regulär ist (s. Pollard [61], S. 90). Es wird gezeigt werden, dass G mit
Wahrscheinlichkeit 1 in C(R¯) ⊆ D(R¯) liegt. Die Menge C(R¯) ist separabel und
P-messbar (vgl. Pollard [61], Problem IV.8). Kann also die Stetigkeit fast sicher
des Grenzprozesses nachgewiesen werden, so folgt die Verteilungskonvergenz von
Wn gegen G durch Anwendung von Korollar 2.2.1. Aus der Verteilungskonver-
genz von Wn gegen ein Grenzelement, welches mit Wahrscheinlichkeit 1 in C(R¯)
liegt, kann dann ebenfalls die Verteilungskonvergenz von Funktionalen, welche
auf diesem Teilraum stetig sind, gefolgert werden. Näher wird dies in Abschnitt
2.4 beleuchtet.
Im Folgenden werden nun zunächst die Voraussetzungen an den Prozess der Be-
obachtungen sowie den Schätzer des Parameters θ und anschließend das Resultat
bezüglich des Grenzverhaltens von Wn formuliert.
2.2.2 Voraussetzungen und Grenzverhalten des geschätzten
empirischen Prozesses
Um die Konvergenz von Wn gegen einen Gaußprozess zu zeigen, werden nun eine
Reihe von Voraussetzungen getroffen.
Diese betreffen die Abhängigkeitsstruktur des Prozesses der Beobachtungen Xt
sowie die Eigenschaften des Parameterschätzers θˆn.
Hierzu wird zunächst definiert, für eine Funktion h : Rd → Rk:
Lip(h) := sup
{ ||h(X1, ..., Xd)− h(Y1, ..., Yd)||2
||(X1, ..., Xd)T − (Y1, ..., Yd)T ||2
}
.
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|| · ||2 bezeichnet hierbei die 2-Norm auf Rd bzw. Rk, welche für den Fall d = 1
(oder k = 1) der 1-Norm entspricht. Eine Funktion h mit Lip(h) <∞ werde als
lipschitzstetig bezeichnet.
Es gelten nun folgende Annahmen:
Annahme A:
(i) Gegeben seien Beobachtungen X1, ..., Xn, welche einem stochastischen Pro-
zess (Xt)t∈Z entstammen mit:
(Xt)t∈Z ist ein reellwertiger, strikt stationärer Prozess, definiert auf einem
Wahrscheinlichkeitsraum (Ω,A,P). (Xt)t∈Z ist schwach abhängig in folgen-
dem Sinne:
Für (ζr)r∈N = ρr, ρ < 1, gilt:
∀ s1 < s2 < ... < su < su + r = t1 < ... < tv, v ≤ 4 :∣∣ cov (f(Xs1 , ..., Xsu), g(Xt1 , ..., Xtv))∣∣ ≤√Ef(Xs1 , ..., Xsu)2 · Lip(g) ·K · ζr
für alle f ∈ L2(Ru) und g ∈ L2(Rv), Lip(g) < ∞ und eine Konstante
K ∈ [0,∞).
(ii) Die eindimensionalen Randverteilungen von (Xt) besitzen die Verteilungs-
funktion Fθ(x), mit θ ∈ Θ ⊆ Rp, wobei Fθ lipschitzstetig in x ist und:
F˙θ(x) :=
∂
∂θ
Fθ(x) ∈ Rp ist gleichmäßig stetig auf R × U , wobei U offene
Umgebung von θ ist, und besitzt endliche Grenzwerte für x→ ±∞.
(iii) Für den Schätzer θˆn für θ gelte, für eine messbare Funktion:
` : R×Θ→ Rp
√
n(θˆn − θ) = 1√
n
n∑
i=1
`(Xi, θ) + εn, εn
P→ 0.
` besitze die folgenden Eigenschaften:(
E[`(X0, θ)]
)T
= (0, .., 0), E[||`(X0, θ)||2+δ2 ] <∞ für ein δ > 0,
Lip(`c) ≤ cγ, für ein γ > 0.
Die gestutzte Version `c(·, θ) von `(·, θ) sei hierbei folgendermaßen definiert:
`c(X0, θ) := `(X0, θ) · 1{|X0| ≤ c}
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+ `(c, θ) · 1{X0 > c}
+ `(−c, θ) · 1{X0 < −c}. (2.2)
Voraussetzung (ii) impliziert, dass ||F˙θ||∞ := sup
x∈R
||F˙θ(x)||2 beschränkt ist.
Des weiteren folgt aufgrund von Voraussetzung (ii) und (iii), dass die Funktion
`Tc (X, θ) · F˙θ(x) lipschitzstetig bezüglich X ist, denn:
|`Tc (X, θ) · F˙θ(x)− `Tc (Y, θ) · F˙θ(x)|
= |(`c(X, θ)− `c(Y, θ))T · F˙θ(x)|
≤ ||`c(X, θ)− `c(Y, θ)||2 · ||F˙θ(x)||2
≤ cγ · ||F˙θ||∞ · |X − Y |.
Der Nachweis der asymptotischen Linearität des Parameterschätzers ist eine in
diesem Zusammenhang übliche Forderung, siehe Rao und Krishnaiah [66], Stute
et al. [73] und Babu und Rao [6]. Sie wird beispielshalber erfüllt von M-Schätzern,
siehe hierzu Lahiri [44].
Die Funktion ` erfüllt im Allgemeinen nicht die benötigte Lipschitzbedingung be-
züglichXk. Daher wird die Lipschitzstetigkeit für eine bezüglich derXk gestutzten
Version `c vorausgesetzt, was gemeinsam mit der Forderung an die Momente von
` die spätere Beweisführung ermöglicht.
Die Voraussetzung des exponentiellen Abfallens des Abhängigkeitskoeffizienten
kann in Abhängigkeit von der konkret vorliegenden Situation vermutlich abge-
schwächt werden. In der Tat ist lediglich zu gewährleisten, dass die Summierbar-
keit bestimmter Potenzen der Abhängigkeitskoeffizienten erfüllt ist.
Da allerdings ohnehin eine Vielzahl in der Praxis bedeutender Prozesse die oben
geforderte Eigenschaft besitzen, stellt dies keine wesentliche Einschränkung dar
und erleichtert die Lesbarkeit und somit die Anwendbarkeit der Resultate.
In Neumann und Paparoditis [55] wurde gezeigt, dass die unter A (i) getroffene
Voraussetzung an das Abhängigkeitsverhalten des Prozesses von wichtigen Pro-
zessklassen wie AR(p)- und ARCH(p)-Prozessen erfüllt wird.
Das folgende Theorem beinhaltet die Konvergenz des geschätzten empirischen
Prozesses in Verteilung gegen einen zentrierten Gaußprozess G mit fast sicher
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stetigen Pfaden unter den soeben getroffenen Annahmen.
Theorem 2.2.1 Es gelte A. Dann gilt:
Wn
D→ G,
wobei G ein zentrierter Gaußprozess ist mit fast sicher stetigen Pfaden und Ko-
varianzfunktion
cov(G(xi), G(xj)) =
∑
k∈Z
cov
(
zθ(X0, xi), zθ(Xk, xj)
)
,
wobei
zθ(Xk, x) := 1{Xk≤x} − Fθ(x)− `T (Xk, θ) · F˙θ(x).
2.2.3 Beweis der Verteilungskonvergenz des
Originalprozesses
Darstellung des geschätzten empirischen Prozesses und Vorgehensweise
Zunächst wird unter Ausnutzung der in Abschnitt 2.2.2 unter A genannten Vor-
aussetzungen eine Darstellung des Prozesses Wn gezeigt, wie sie üblicherweise in
diesem Rahmen verwendet wird, siehe etwa Rao und Krishnaiah [66], Stute et al.
[73] und Babu und Rao [6].
Der Prozess wird hierbei in einen zentrierten Anteil zerlegt und einen Restterm,
der das asymptotische Verhalten nicht beeinflusst, wie im folgenden zu zeigen
sein wird.
Es gilt zunächst unter Verwendung der Taylorschen Formel aufgrund der Existenz
von F˙θ(x), für ein θ˜n zwischen θˆn und θ:
Wn(x) =
√
n · [Fn(x)− Fθ(x) + Fθ(x)− Fθˆn(x)]
=
√
n · [Fn(x)− Fθ(x)] +
√
n · [(θ − θˆn)T · F˙θ˜n(x)]
=
√
n · [Fn(x)− Fθ(x)] +
√
n · [(θ − θˆn)T · F˙θ(x)]
+
√
n · (θ − θˆn)T · [F˙θ˜n(x)− F˙θ(x)].
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Mit Voraussetzung (iii) gilt
√
n · (θˆn − θ) = 1√
n
n∑
i=1
`(Xi, θ) + εn.
Gemäß Lemma 2.5.3 ist 1√
n
n∑
i=1
`(Xi, θ) P-beschränkt. Damit gilt auch insbeson-
dere die Konvergenz von θˆn und θ˜n gegen θ in Wahrscheinlichkeit.
Aufgrund von θˆn
P→ θ befindet sich θ˜n für hinreichend großes n in U und auf-
grund der gleichmäßigen Stetigkeit von F˙θ(x) auf R×U gilt F˙θ˜n(x)− F˙θ(x)
P→ 0,
gleichmäßig in x.
Daher konvergiert mit dem Satz von Cramér-Slutsky der Ausdruck
√
n · (θ − θˆn)T · [F˙θ˜n(x)− F˙θ(x)]
in Wahrscheinlichkeit gegen 0, gleichmäßig in x.
Insgesamt gilt also folgende Darstellung für Wn(x):
Wn(x) =
√
n · [Fn(x)− Fθ(x)]− 1√
n
n∑
k=1
`T (Xk, θ) · F˙θ(x) + ε˜n(x)
=
1√
n
n∑
k=1
[1{Xk≤x} − Fθ(x)− `T (Xk, θ) · F˙θ(x)] + ε˜n(x)
=: Un(x)− 1√
n
n∑
k=1
`T (Xk, θ) · F˙θ(x) + ε˜n(x)
=:
1√
n
n∑
k=1
zθ(Xk, x) + ε˜n(x)
=: Zn(x) + ε˜n(x), (2.3)
wobei gilt, dass sup
x∈R¯
ε˜n(x) = oP(1).
Mit Korollar 2.2.1 kann, falls die Pfade des Grenzprozesses mit Wahrscheinlichkeit
1 stetig sind, die Verteilungskonvergenz von Wn gegen G auf (D[−∞,∞],P),
ausgestattet mit der σ-Algebra P nun folgendermaßen charakterisiert werden:
Wn
D→ G ⇔ ∀f : D(R¯)→ R gleichmäßig stetig und beschränkt gilt:
Ef(Wn)
n→∞→ Ef(G).
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Hierzu werden die folgenden Prozesse W˜n und G˜ definiert, die zwischen (später
festzulegenden) Gitterpunkten {x0, ..., xM}, M ∈ N, konstant sind:
W˜n(x) = Wn(xi) für alle x ∈ (xi−1, xi], i = 1, ...,M,
G˜(x) = G(xi) für alle x ∈ (xi−1, xi], i = 1, ...,M.
Damit gilt:
|Ef(Wn)− Ef(G)|
≤ |Ef(Wn)− Ef(W˜n)|+ |Ef(W˜n)− Ef(G˜)|+ |Ef(G˜)− Ef(G)|
=: D1 +D2 +D3. (2.4)
In Betrachtung des Terms D2 definieren wir weiterhin
~Wn := (Wn(x1), ...,Wn(xM))
T und ~G := (G(x1), ..., G(xM))T (2.5)
sowie
f˜( ~Wn) := f(W˜n) und f˜(~G) := f(G˜), wobei f˜ : RM → R.
Da f gleichmäßig stetig und beschränkt ist, besitzt auch f˜ diese Eigenschaften.
Daraus folgt, dass die Verteilungskonvergenz von W˜n gegen G˜ äquivalent ist zur
Konvergenz von Ef˜( ~Wn) gegen Ef˜(~G) und dies wiederum zur Verteilungskonver-
genz von ~Wn gegen ~G. (Siehe hierzu Pollard [61], Kapitel V.)
Um die Verteilungskonkvergenz des geschätzten empirischen Prozesses nachzu-
weisen, wird also zunächst die Konvergenz der endlichdimensionalen Verteilun-
gen und anschließend die stochastische Äquikontinuität des Prozesses sowie die
Existenz des Grenzprozesses G gezeigt.
Konvergenz der endlichdimensionalen Verteilungen
Für den Beweis der Konvergenz der endlichdimensionalen Verteilungen des Pro-
zessesWn ist der folgende zentrale Grenzwertsatz für Dreiecksschemata von schwach
abhängigen Zufallsgrößen aus Neumann und Paparoditis [55] (Theorem 6.1) von
Bedeutung.
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Zum Nachweis der Konvergenz der endlichdimensionalen Verteilungen des Origi-
nalprozesses wird dieser Satz für eine Folge von Zufallsvariablen angewendet.
Theorem 2.2.2 (Neumann und Paparoditis [55])
Sei (Xn,k)k=1,...,n, n ∈ N, ein Dreiecksschema von zeilenweise unabhängigen Zu-
fallsvariablen mit EXn,k = 0 und EX2n,k ≤ C < ∞. Außerdem gelte für alle
ε > 0
1
n
n∑
k=1
EX2n,k · 1{|Xn,k|/
√
n > ε} n→∞→ 0
und
var(Xn,1 + ...+Xn,n)/n
n→∞→ σ2 ∈ [0,∞).
Für n ≥ n0 existiert eine monotone nichtwachsende und summierbare Folge
(ζr)r∈N, so dass, für alle Indizes 1 ≤ s1 < s2 < ... < su < su + r = t1 ≤ t2 ≤ n,
die folgenden oberen Schranken für Kovarianzen gelten:
Für alle messbaren und quadratisch integrierbaren Funktionen f : Ru → R gilt:
| cov(f(Xn,s1 , ..., Xn,su), Xn,t1)| ≤
√
Ef 2(Xn,s1 , ..., Xn,su) · ζr
sowie für alle messbaren und beschränkten Funktionen f : Ru → R
| cov(f(Xn,s1 , ..., Xn,su), Xn,t1Xn,t2)| ≤ ||f ||∞ · ζr.
Dann gilt
1√
n
(Xn,1 + ...+Xn,n)
D→ N (0, σ2).
Um die Konvergenz von D2 (siehe (2.4)) gegen Null zu zeigen, ist zunächst die
Konvergenz der endlichdimensionalen Verteilungen von Zn (siehe (2.3)) gegen die-
jenigen von G zu zeigen. Mit dem Satz von Cramér-Slutsky konvergieren somit
auch die endlichdimensionalen Verteilungen von Wn gegen die eines Gaußprozes-
ses.
Setze hierzu, ähnlich wie oben
~Zn := (Zn(x1), ..., Zn(xM))
T .
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Der Satz von Cramér-Wold erlaubt es, die Verteilungskonvergenz auf den univa-
riaten Fall zu reduzieren. Zu beweisen ist also zunächst folgendes Lemma
Lemma 2.2.1
Sei c = (c1, ..., cM)T ∈ RM beliebig.
Dann gilt unter Voraussetzung A
cT ~Zn
D→ cT ~G ∼ N(0, cTΣx1,...,xM c),
wobei
Σx1,...,xM (i, j) =
∑
k∈Z
cov
(
zθ(X0, xi), zθ(Xk, xj)
)
.
Beweis:
Definiere, für k = 1, ..., n,
Tk :=
M∑
i=1
cizθ(Xk, xi).
Dann gilt
cT ~Zn =
1√
n
n∑
k=1
M∑
i=1
cizθ(Xk, xi) =
1√
n
n∑
k=1
Tk.
Es wird nun der oben formulierte zentrale Grenzwertsatz für schwach abhängige
Zufallsvariablen auf die Folge Tk angewendet. Hierzu ist zu sicherzustellen, dass
die Voraussetzungen des zentralen Grenzwertsatzes erfüllt sind.
• E(Tk) = 0 ist klar, denn es gilt
E(1{Xk≤xi} − Fθ(xi)) = 0
und
E(`T (Xk, θ) · F˙θ(xi)) = 0
gemäß Voraussetzung A (iii).
• E(T 2k ) ≤ C < ∞ für ein C ∈ R gilt, da zum einen E(1{Xk≤xi} − Fθ(xi))
und zum anderen F˙θ(x) und E(||`(X0, θ)||2+δ2 ) beschränkt sind gemäß Vor-
aussetzung A (ii) und (iii). Damit gilt auch E(||`(X0, θ)||22) < ∞ und die
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Ungleichung von Cauchy-Schwarz liefert somit die Endlichkeit von E(T 2k ):
E
(
T 2k
)
= E
( M∑
i=1
M∑
j=1
cicjzθ(Xk, xi)zθ(Xk, xj)
)
=
M∑
t=1
M∑
r=1
cicjE
((
1{Xk≤xi} − Fθ(xi)
) · (1{Xk≤xj} − Fθ(xj))
+
(
1{Xk≤xi} − Fθ(xi)
) · (`T (Xk, θ) · F˙θ(xj))
+
(
1{Xk≤xj} − Fθ(xj)
) · (`T (Xk, θ) · F˙θ(xi))
+
(
`T (Xk, θ) · F˙θ(xi)
) · (`T (Xk, θ) · F˙θ(xj)))
≤
M∑
t=1
M∑
r=1
cicj
(
1 + 2 · ||F˙θ||∞ · E(||`(Xk, θ)||2)
+ ||F˙θ||2∞ · E(||`(Xk, θ)||22
))
<∞.
• Die Lindeberg-Bedingung ist erfüllt, da die Tk aufgrund der strikten Statio-
narität der Xk identisch verteilt sind. Die dann ausreichende quadratische
Integrierbarkeit gilt gemäß des zuletzt ausgeführten Punktes.
• Um die Konvergenz von σ2n = 1n var
(
T1 + ...+ Tn
)
gegen σ2 := cTΣx1,...,xM c
zu zeigen, wird die absolute Konvergenz der Reihe
∑
k∈Z cov(T0, Tk) gezeigt,
denn dann gilt
σ2n =
1
n
var(
n∑
k=1
Tk) =
1
n
n∑
k=1
n∑
l=1
cov(Tk, Tl)
=
1
n
n−1∑
k=−(n−1)
(n− |k|) cov(T0, Tk)
=
∑
k∈Z
(n− |k|)+
n
cov(T0, Tk)
n→∞→
∑
k∈Z
cov(T0, Tk) mit dem Satz von Lebesgue
Da gilt
σ2n = c
T · [cov( 1√
n
n∑
k=1
zθ(Xk, xi),
1√
n
n∑
k=1
zθ(Xk, xj))](i,j) · c
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ist durch den Nachweis von σ2n → σ2 ebenso die Konvergenz der Kovarianzen
von Wn gegen diejenigen von G gezeigt.
Um die absolute Konvergenz von
∑
k∈Z cov(T0, Tk) nachzuweisen beobach-
ten wir zunächst
∑
k∈Z
cov(T0, Tk) =
∞∑
k=−∞
cov(T0, T|k|), (2.6)
was aufgrund der Stationarität des Prozesses (Xt)t∈Z gilt.
Weiter gilt
cov(T0, Tk)
= cov
( M∑
i=1
ci ·
(
1{X0 ≤ xi} − Fθ(xi)− `T (X0, θ) · F˙θ(xi)
)
,
M∑
i=1
ci ·
(
1{Xk ≤ xi} − Fθ(xi)− `T (Xk, θ) · F˙θ(xi)
))
=
M∑
i=1
M∑
j=1
cicj · cov(1{X0 ≤ xi} − Fθ(xi),1{Xk ≤ xj} − Fθ(xj))︸ ︷︷ ︸
=:(i)
−
M∑
i=1
M∑
j=1
cicj · cov(1{X0 ≤ xi} − Fθ(xi), `T (Xk, θ) · F˙θ(xj))︸ ︷︷ ︸
=:(ii a)
−
M∑
i=1
M∑
j=1
cicj · cov(`T (X0, θ) · F˙θ(xi),1{Xk ≤ xj} − Fθ(xj))︸ ︷︷ ︸
=:(ii b)
+
M∑
i=1
M∑
j=1
cicj · cov(`T (X0, θ) · F˙θ(xi), `T (Xk, θ) · F˙θ(xj))︸ ︷︷ ︸
=:(iii)
.
Es wird nun die absolute Konvergenz der Reihe bei (2.6) unter Ausnutzung
der schwachen Abhängigkeit der Xi und der Eigenschaften des Parame-
terschätzers θˆn gezeigt, was impliziert, dass die Reihe und somit σ2n einen
Grenzwert besitzt. Hierzu werden die mit (i), (iia), (iib) und (iii) bezeich-
neten Terme separat betrachtet.
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zu (i):
Unter Einführung der Bezeichnung
Y¯0(xi) := 1{X0 ≤ xi} − Fθ(xi) (2.7)
erhält man zunächst
| cov(1{X0 ≤ xi} − Fθ(xi),1{Xk ≤ xj} − Fθ(xj))| = | cov(Y¯0(xi), Y¯k(xj))|.
Um die schwache Abhängigkeit der Xk ausnutzen zu können, muss die Lip-
schitzstetigkeit in X des zweiten innerhalb der Kovarianz unter (i) auftre-
tenden Terms gegeben sein. Da es sich hierbei allerdings um eine nichtstetige
Funktion handelt, wird folgende lipschitzstetige Glättung ˜¯Y (·)(x) von Y¯(·)(x)
definiert (siehe Beweis von Theorem 6 in Doukhan und Louhichi [24]):
˜¯Y k(x) := 1{Xk ≤ x}+ 1{x < Xk ≤ x+ a} · (1− Xk − x
a
)
− Fθ(x).
˜¯Y (·)(x) ist lipschitzstetig mit Lipschitzkonstante 1a . (Siehe auch Lemma
(2.5.1)).
Da die Funktionen Y¯k(x) und ˜¯Y k(x) quadratisch integrierbar sind, folgt
somit aufgrund der schwachen Abhängigkeit der Xk, für k ≥ 0 (siehe (2.6)),
gemäß Lemma 2.5.1:
| cov(Y¯0(xi), Y¯k(xj)|
≤ | cov(Y¯0(xi), ˜¯Y k(xj))|
+ | cov(Y¯0(xi), Y¯k(xj)− ˜¯Y k(xj))|
≤ const ·ζ
1
2
k , (2.8)
wobei im letzten Schritt a in Abhängigkeit von k so gewählt wird, dass für
jede Zeitlücke k beide Summanden von der gleichen Ordnung sind.
zu (ii a):
Um wiederum die schwache Abhängigkeit der Xk ausnutzen zu können,
muss die Funktion `(·, θ) in einen lipschitzstetigen Anteil und einen Rest-
term zerlegt werden. An dieser Stelle kommt zum Tragen, dass vorausge-
setzt wurde, dass `(·, θ) lipschitzstetig ist, sofern die Argumente der Norm
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nach beschränkt sind. `c(·, θ) ersetzt. (siehe (2.2))
| cov(1{X0 ≤ xi} − Fθ(xi), `T (Xk, θ) · F˙θ(xi))|
≤ | cov(1{X0 ≤ xi} − Fθ(xi), `Tc (Xk, θ) · F˙θ(xj))|
+ | cov(1{X0 ≤ xi} − Fθ(xi), `T (Xk, θ) · F˙θ(xj)− `Tc (Xk, θ) · F˙θ(xj))|.
(2.9)
Zum einen gilt:
| cov(1{X0 ≤ xi} − Fθ(xi), `Tc (Xk, θ) · F˙θ(xj))|
≤
√
E
[
(1{X0 ≤ xi} − Fθ(xi))2
] · cγ · ||F˙θ||∞ ·K · ζk
≤ cγ · ||F˙θ||∞ ·K · ζk,
da aufgrund der Voraussetzungen ||F˙θ||∞ beschränkt ist.
Der zweite Summand bei (2.9) kann abgeschätzt werden durch
| cov(1{X0 ≤ xi} − Fθ(xi), (`T (Xk, θ)− `Tc (Xk, θ)) · F˙θ(xj))|
≤ E[|`T (Xk, θ) · F˙θ(xj)| · 1{|Xk| > c}]
≤ (E[|`T (Xk, θ) · F˙θ(xj)|2]) 12 · (E[1{|Xk| > c}]) 12
≤ (E[||`T (Xk, θ)||22]) 12 · ||F˙θ||∞ · (E[1{|Xk| > c}]) 12
≤ (E[||`T (Xk, θ)||22]) 12 · ||F˙θ||∞ · (E(|Xk|2)) 12c .
Man erhält also für (2.9)
| cov(1{X0 ≤ xi} − Fθ(xi), `T (Xk, θ) · F˙θ(xj))|
≤ ||F˙ ||∞ ·
(
cγ ·K · ζk +
(
E[||`T (Xk, θ)||22]
) 1
2 · (E(|Xk|2)) 12 · c−1)
≤ const ·ζ
1
1+γ
k , (2.10)
wobei dies durch Ausbalancieren der beiden Summanden in der vorletzten
Zeile erzielt wird.
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zu (ii b):
Mit den oben eingeführten Bezeichnungen gilt für diesen Term, für k ≥ 0
| cov(`T (X0, θ) · F˙θ(xj),1{Xk ≤ xi} − Fθ(xj))|
≤ | cov(`T (X0, θ) · F˙θ(xj), ˜¯Y xi(Xk))|
+ | cov(`T (X0, θ) · F˙θ(xj), Y¯xi(Xk)− ˜¯Y xi(Xk))|. (2.11)
Der erste Summand kann durch die Lipschitzstetigkeit von ˜¯Y xi(·) mithilfe
der schwachen Abhängigkeit der Xk abgeschätzt werden.
Es gilt:
| cov(`T (X0, θ) · F˙θ(xj), Y˜xi(Xk))|
≤ (E[(`T (X0, θ) · F˙θ(xj))2]) 12 · 1
a
·K · ζk
≤ (E(||`T (X0, θ)||22)) 12 · ||F˙θ||∞ · 1a ·K · ζk,
aufgrund der Beschränktheit von ||F˙ ||∞ und E(||`(Xk, θ)||22).
Für den zweiten Term unter (2.11) gilt des weiteren
| cov(`T (X0, θ) · F˙θ(xj), Yxi(Xk)− Y˜xi(Xk))|
≤ |E[`T (X0, θ) · F˙θ(xi) · (−1{xi < Xk ≤ xi + a}(1− Xk − xi
a
))]|
+ | E[`T (X0, θ) · F˙θ(xj)]︸ ︷︷ ︸
=0
·E[(−1{xi < Xk ≤ xi + a}(1− Xk − xi
a
))]|
≤ (E(||`T (X0, θ)||22)) 12 · ||F˙θ||∞ · (E[1{xi < Xk ≤ xi + a}]) 12
=
(
E(||`T (X0, θ)||22)
) 1
2 · ||F˙θ||∞ ·
(
(Fθ(xi + a)− Fθ(xi))
) 1
2
≤ (E(||`T (X0, θ)||22)) 12 · ||F˙θ||∞ · (C · a) 12 .
Somit gilt insgesamt für (2.11)
| cov(1{X0 ≤ xi} − Fθ(xj), `T (Xk, θ) · F˙θ(xj))|
≤
√
E(||`T (Xk, θ)||22) · ||F˙θ||∞ ·
(1
a
·K · ζk +
√
C · a)
≤ const ·ζ
1
3
k , (2.12)
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wobei wiederum der letzte Schritt durch Ausbalancieren der Summanden
durch die Wahl von a in Abhängigkeit von k erzielt wird.
zu (iii)
Hier wird wiederum die Funktion ` durch deren lipschitzstetige Variante
ersetzt. Man erhält für (iii), für k ≥ 0
| cov(`T (X0, θ) · F˙θ(xi), `T (Xk, θ) · F˙θ(xj))|
≤ | cov(`T (X0, θ) · F˙θ(xi), `Tc (Xk, θ) · F˙θ(xj))|
+ | cov(`T (X0, θ) · F˙θ(xi), (`T (Xk, θ)− `Tc (Xk, θ)) · F˙θ(xj))|
≤ (E[||`T (X0, θ)||22]) 12 · ||F˙θ||∞ · cγ · ||F˙θ||∞ ·K · ζk
+ E
[|`T (X0, θ) · F˙θ(xi)| · |`T (Xk, θ) · F˙θ(xj)| · 1{|Xk| > c}]
≤ (E[||`T (X0, θ)||22])1/2 · ||F˙θ||2∞ · cγ ·K · ζk
+
(
E
[|`T (X0, θ) · F˙θ(xi)|2]) 12 (E[|`T (Xk, θ) · F˙θ(xj)|2 · 1{|Xk| > c}]) 12
≤ (E[||`T (X0, θ)||22]) 12 · ||F˙θ||2∞ · cγ ·K · ζk
+
(
E
[|`T (X0, θ) · F˙θ(xi)|2]) 12
·(E[|`T (Xk, θ) · F˙θ(xj)|2δ˜]) 12δ˜ · (E[1{|Xk| > c}]) δ˜−12δ˜
für δ˜ > 1.
Für δ mit 2 + δ = 2δ˜ gilt somit weiter, für δ > 0
≤ (E[||`T (X0, θ)||22]) 12 · ||F˙θ||2∞ · cγ ·K · ζk
+
(
E
[|`T (X0, θ) · F˙θ(xi)|2]) 12
·(E[|`T (Xk, θ) · F˙θ(xj)|2+δ]) 12+δ · (E[1{|Xk| > c}]) δ/22+δ
≤ K · (E[||`(X0, θ)||22]) 12 · ||F˙θ||2∞ · cγ · ζk
+
(
E
[|`T (X0, θ) · F˙θ(xi)|2]) 12 · (E[||`T (Xk, θ)||2+δ2 · ||F˙θ||2+δ2 ]) 12+δ
· (E[1{|Xk| > c}]) δ/22+δ
= K · (E[||`(X0, θ)||22])1/2 · ||F˙θ||2∞ · cγ · ζk
+
(
E
[|`T (X0, θ) · F˙θ(xi)|2]) 12 · ||F˙θ||∞ · (E[||`T (Xk, θ)||2+δ2 ]) 12+δ
· (P(|Xk| > c)) δ/22+δ
≤ K · (E[||`(X0, θ)||22])1/2 · ||F˙θ||2∞ · cγ · ζk
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+
(
E
[|`T (X0, θ) · F˙θ(xi)|2]) 12 · ||F˙θ||∞ · (E(||`T (Xk, θ)||2+δ2 ) 12+δ
·
(
E[|Xk|2]
) δ/2
2+δ
cδ/(2+δ)
.
Die obigen Abschätzungen erfolgen durch wiederholtes Anwenden der Hölder-
Ungleichung und durch Nutzung der Markov-Ungleichung im letzten Schritt.
Minimiert wird der letzte Ausdruck, wenn beide Summanden von dersel-
ben Ordnung sind. Dies kann durch die Wahl von c, jener Konstanten, bei
welcher `(·, θ) bezüglich des Argumentes gestutzt wird, erreicht werden.
Man erhält hierbei
c = const ·ζ−
2+δ
γ(2+δ)+δ
k
und daher gilt abschließend
| cov(`T (X0, θ) · F˙θ(xi), `T (Xk, θ) · F˙θ(xj))|
≤ const ·ζ δγ(2+δ)+δ . (2.13)
Aufgrund der Glättung der Funktion `(·, θ) und der Abschätzung der Wahr-
scheinlichkeit, dass |Xk| eine bestimmte Schranke nicht überschreitet, er-
höht sich in diesem Schritt die Anforderung an die Momente von `(X0, θ)
zu E||`(X0, θ)||2+δ2 , wobei δ positiv ist, aber beliebig klein sein kann. Für
Xk selbst ergibt sich keine neue Momentenbedingung. Unter der Voraus-
setzung des exponentiellen Abfallens von ζk bleibt die Summierbarkeit der
betrachteten Reihe erhalten, aber es ist ersichtlich, dass an dieser Stelle
wiederum die Summierbarkeit von ζδ/(γ(2+δ)+δ)k ausreichend ist, um die ge-
wünschte Konvergenz zu erzielen.
Insgesamt gilt also für die hinsichtlich der Konvergenz von σ2n betrachtete
Reihe, mit (2.8), (2.10), (2.12) und (2.13):
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∑
k∈Z
| cov(T0, Tk)|
≤
∑
k∈Z
M∑
i=1
M∑
j=1
|ci| · |cj| · const ·
[
ζ
1
2
k + ζ
1
1+γ
k + ζ
1
3
k + ζ
δ
γ(2+δ)+δ
k
]
.
An dieser Stelle wird exponentielles Abfallen von ζk nicht benötigt, sondern
es muss lediglich die Summierbarkeit der auftretenden Potenzen
max{ζ 11+γ , , ζ
1
3
k , ζ
δ
γ(2+δ)+δ
k } von ζk gewährleistet sein.
Somit ist die Konvergenz σ2n → σ2 und damit die Konvergenz der Kovari-
anzen von Zn gegen diejenigen von G gezeigt.
• Sei jetzt f : Ru → R quadratisch integrierbar bzgl. der Verteilung von
(Ts1 , ..., Tsu), s1 < ... < su < su + r = t1.
Dann gilt zunächst
| cov(f(Ts1 , ..., Tsu), Tt1)|
≤
M∑
i=1
|ci| | cov(f(Ts1 , ..., Tsu), Y¯t1(xi))|︸ ︷︷ ︸
=:(i)
+
M∑
i=1
|ci| | cov(f(Ts1 , ..., Tsu), `T (Xt1 , θ) · Fθ(xi)|︸ ︷︷ ︸
=:(ii)
Die beiden Terme werden analog zum obigen Vorgehen analysiert und man
erhält im Falle von (i)
| cov(f(Ts1 , ..., Tsu), Y¯t1(xi))|
≤ | cov(f(Ts1 , ..., Tsu), ˜¯Y t1(xi)|
+ | cov(f(Ts1 , ..., Tsu), Y¯t1(xi)− ˜¯Y t1(xi))|
≤ (E[f 2(Ts1 , ..., Tsu)]) 12 · (1a ·K · ζr + (C · a) 12 )
≤ (E[f 2(Ts1 , ..., Tsu)]) 12 · (K · C) 13 · ζ 13r
und für (ii), wobei hier die aus der Glättung von `(·, θ) resultierende Lip-
schitzstetigkeit von ` ausgenutzt wird:
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| cov(f(Ts1 , ...., Tsu), `T (Xt1 , θ) · F˙θ(xi)|
≤ | cov(f(Ts1 , ...., Tsu), `Tc (Xt1 , θ) · F˙θ(xi)|
+ | cov(f(Ts1 , ...., Tsu), (`T (Xt1 , θ)− `Tc (Xt1 , θ)) · F˙θ(xi)|
Der erste Term kann nach oben abgeschätzt werden durch
K · (E[f 2(Ts1 , ..., Tsu)]) 12 · ||F˙θ||∞ · cγ · ζk .
Der zweite kann weiter abgeschätzt werden mit
| cov(f(Ts1 , ...., Tsu), (`T (Xt1 , θ)− `Tc (Xt1 , θ)) · F˙θ(xi)|
≤ |E[f(Ts1 , ...., Tsu) · (`T (Xt1 , θ)− `Tc (Xt1 , θ)) · F˙θ(xi)]|
+ |E[f(Ts1 , ...., Tsu)] · E[`T (Xt1 , θ)− `Tc (Xt1 , θ) · F˙θ(xi)]|
≤ 2 · (E[f 2(Ts1 , ...., Tsu)]) 12 · (E[(`T (Xt1 , θ) · F˙θ(xi) · 1{|Xt1| > c})2]) 12
≤ 2 · (E[f 2(Ts1 , ...., Tsu)]) 12 · (E[||`T (Xt1 , θ)||2+δ2 ]) 11+δ/2 · 12
· ||F˙θ||2+δ∞ ·
(
E[1{|Xt1| > c}]
) δ/2
1+δ/2
· 1
2
≤ 2 · (E[f 2(Ts1 , ...., Tsu)]) 12 · (E[||`T (Xt1 , θ)||2+δ2 ]) 12+δ
· ||F˙θ||2+δ∞ ·
(
E[|Xt1|2]
) δ/2
2+δ · c− δ2+δ
Insgesamt gilt
| cov(f(Ts1 , ...., Tsu), `T (Xt1 , θ) · F˙θ(xi)|
≤ const ·ζ
δ
γ(2+δ)+δ
k ,
was wiederum durch Ausbalancieren des ersten und des zweiten Summan-
den erreicht wird.
Somit erhält man
cov(f(Ts1 , ..., Tsu), Tt1)
≤
M∑
t=1
|ct| · const ·
(
ζ
1
3
r + ζ
δ
γ(2+δ)+δ
k
)
. (2.14)
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• Sei f : Ru → R messbar und beschränkt. Dann gilt
| cov(f(Ts1 , ..., Tsu), Tt1 · Tt2)|
≤
M∑
i=1
M∑
j=1
|ci||cj| | cov(f(Ts1 , ..., Tsu), Y¯t1(xi) · Y¯t2(xj))|︸ ︷︷ ︸
=:(i)
+
M∑
i=1
M∑
j=1
|ci||cj| · | cov
(
f(Ts1 , ..., Tsu), Y¯t1(xi) · (`T (Xt2 , θ) · F˙θ(xj))
)|︸ ︷︷ ︸
=:(ii)
+
M∑
j=1
M∑
i=1
|ci||cj| · | cov
(
f(Ts1 , ..., Tsu), Y¯t2(xj) · (`T (Xt1 , θ)) · F˙θ(xi)
)|︸ ︷︷ ︸
=:(iii)
+
M∑
i=1
M∑
j=1
|ci||cj| · | cov
(
f(Ts1 , ..., Tsu),
(`T (Xt1 , θ) · F˙θ(xi)) · (`T (Xt2 , θ) · F˙θ(xj))
)| .
Da die Funktion Y¯(·)(xi) · Y¯(·)(xj) nicht lipschitzstetig ist, wird wieder eine
Glättung vorgenommen, hier durch ˜¯Y (·)(xi) · ˜¯Y (·)(xj).
Diese Funktion ist lipschitzstetig, denn es gilt
| ˜¯Y 1(xi) ˜¯Y 2(xj)− ˜¯Y 3(xi) ˜¯Y 4(xj)|
≤ | ˜¯Y 1(xi) · ( ˜¯Y 2(xj)− ˜¯Y 4(xj))|+ | ˜¯Y 4(xj) · ( ˜¯Y 3(xi)− ˜¯Y 1(xi))|
≤ || ˜¯Y (·)(xi)||∞ · 1
a
· |X2 −X4|+ ||Y˜xj ||∞ ·
1
a
· |X3 −X1|
≤ 1
a
· (|X2 −X4|+ |X3 −X1|)
=
1
a
· ||(X1, X2)T − (X3, X4)T ||1 ≤ 1
a
·
√
2 · ||(X1, X2)T − (X3, X4)T ||2 .
Hierbei bezeichnen, wie üblich, || · ||2 die 2−Norm auf R2 sowie || · ||1 die
1-Norm auf R2.
Für den Fall der Funktionen˜¯Y (·)(x) · (`Tc (·, θ) · F˙θ(x)) und
(`Tc (·, θ) · F˙θ(xi)) · (`Tc (·, θ) · F˙θ(xj))
gelten ähnliche Überlegungen. Hierbei macht man sich zunutze, dass auf-
grund der Lipschitzstetigkeit der Stutzung der Funktion `c(·, θ) die Werte
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dieser Funktion beschränkt sind, denn für ein beliebiges Argument gilt
||`c(X, θ)− `c(0, θ)||2 ≤ cγ · |X| ≤ c1+γ, falls |X| ≤ c sowie
||`c(X, θ)||2 = ||`(c, θ)||2 bzw. ||`(−c, θ)||2 ≤ ||`c(0, θ)||2 + c1+γ, falls |X| > c.
Damit gilt zum einen
|| ˜¯Y 1(xi) · (`Tc (X2, θ) · F˙θ(xj))− ˜¯Y 3(xi) · (`Tc (X4, θ) · F˙θ(xj))||
≤ ||Y˜(·)(xi)||∞ · cγ · ||F˙θ||∞ · |X2 −X4|+ ||`c(·, θ)||∞ · ||F˙θ||∞ · 1
a
· |X3 −X1|
≤ ||F˙θ||∞ · max{cγ, ||`c(·, θ)||∞ · 1
a
} · (|X2 −X4|+ |X1 −X3|)
≤ ||F˙θ||∞ · max{cγ, ||`c(·, θ)||∞ · 1
a
} ·
√
2 · ||(X1, X2)T − (X3, X4)T ||2 .
Analog zeigt man
|(`Tc (X1, θ) · Fθ(xi)) · (`Tc (Z1, θ) · Fθ(xj))
− (`Tc (X2, θ) · Fθ(xi)) · (`Tc (Z2, θ) · Fθ(xj))|
≤ ||F˙θ||2∞ · ||`c(·, θ)||∞ · cγ ·
√
2 · ||(X1, X3)T − (X2, X4)T ||2 .
Es wird nun der Ausdruck (i) betrachtet. Es gilt
| cov(f(Ts1 , ..., Tsu), Y¯t1(xi) · Y¯t2(xj))|
≤ | cov(f(Ts1 , ..., Tsu), ˜¯Y t1(xi) · ˜¯Y t2(xj))|
+ | cov(f(Ts1 , ..., Tsu), Yt1(xi) · Yt2(xj)− ˜¯Y t1(xi) · ˜¯Y t2(xj))|.
Weiter gilt unter Zuhilfenahme von Lemma 2.5.1 (iv)
| cov(f(Ts1 , ..., Tsu), Y¯t1(xi) · Y¯t2(xj)− ˜¯Y t1(xi) · ˜¯Y t2(xj))|
≤ E[|f(Ts1 , ..., Tsu) · (Y¯t1(xi) · Y¯t2(xj)− ˜¯Y t1(xi) · ˜¯Yt2(xj))|]
+ E[|f(Ts1 , ..., Tsu)|] · E[|Y¯t1(xi) · Y¯t2(xj)− ˜¯Y t1(xi) · ˜¯Y t2(xj)|]
≤ 2 · ||f ||∞ · E[|Y¯t1(xi) · Y¯xj(Xt2)− ˜¯Y xi(Xt1) · ˜¯Y t2(xj)|]
≤ 2 · ||f ||∞ · 3 · C · a.
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Man erhält somit für (i)
| cov(f(Ts1 , ..., Tsu), Y¯t1(xi) · Y¯t2(xj))|
≤ ||f ||∞ ·
√
2
a
·K · ζr + 6 · ||f ||∞ · C · a
= ||f ||∞ · (6 ·
√
2 · C ·K)1/2 · ζ1/2r
wiederum durch Ausbalancieren der beiden Summanden.
zu (ii):
Aufgrund der Voraussetzungen an die Beobachtungen und die Funktion
`(·, θ) erhält man
| cov(f(Ts1 , ..., Tsu), Y¯t1(xi) · (`T (Xt2 , θ) · F˙θ(xj)))|
≤ | cov(f(Ts1 , ..., Tsu), ˜¯Y t1(xi) · (`Tc (Xt2 , θ) · F˙θ(xj)))|
+ | cov(f(Ts1 , ..., Tsu), (Y¯t1(xi)− ˜¯Y t1(xi)) · (`T (Xt2 , θ) · F˙θ(xj)))|
+ | cov(f(Ts1 , ..., Tsu), (Y¯t1(xi) · (`T (Xt2 , θ) · F˙θ(xj)− `Tc (Xt2 , θ) · F˙θ(xj)))|
≤ ||f ||∞ · ||F˙θ||∞ · max{cγ, ||`c(·, θ)||∞ · 1
a
} ·
√
2 ·K · ζr
+ 2 · E[|f(Ts1 , ..., Tsu) · (Y¯t1(xi)− ˜¯Y t1(xi)) · `T (Xt2 , θ) · F˙θ(xj)|]
+ 2 · E[|f(Ts1 , ..., Tsu) · Y¯t1(xi) · (`T (Xt2 , θ) · F˙θ(xj)− `Tc (Xt2 , θ) · F˙θ(xj))|]
≤ ||f ||∞ · ||F˙θ||∞ ·max{cγ, ||`c(·, θ)||∞ · 1
a
} ·
√
2 ·K · ζr
+ 2 · ||f ||∞ · (Fθ(xi + a)− Fθ(xi))1/2 ·
(
E[||`(Xt2 , θ)||22]
)1/2
· ||F˙θ(xj)||2
+ 2 · ||f ||∞ ·
(
E[||`(Xt2 , θ)||22]
)1/2
· ||F˙θ(xj)||2 ·
(
E[|Xt2|2]
)1/2 · c−1
≤ const ·(max{cγ, ||`c(·, θ)||∞ · 1
a
} · ζr + a1/2 + c−1
)
≤ const ·(2 · cγ+1 · ζr + 2a1/2 + c−1)
= const ·ζ
1
4+γ
r
für Konstanten D˜ und C˜, wobei o.B.d.A. angenommen wird, dass c ≥
max{1, `(0, θ)}. Der letzte Schritt wird wiederum durch Ausbalancieren der
drei Summanden erreicht.
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Dies gilt analog für (iii).
zu (iv):
In Analogie zu den oben getätigten Ausführungen erhält man folgende Ab-
schätzung:
| cov(f(Ts1 , ..., Tsu), `T (Xt1 , θ) · F˙θ(xi)) · (`T (Xt2 , θ) · F˙θ(xj)))|
≤ ||f ||∞ · ||F˙θ||2∞ · ||`c(·, θ)||∞ · cγ ·K · ζr
+ 4 · ||f ||∞ · ||F˙θ||2∞ ·
(
E[||`(Xt1 , θ)||22]
) 1
2
·(E[||`(Xt2 , θ)||2+δ2 ]) 12+δ · (E[|Xt2|2]) δ/22+δ · c− δ2+δ
≤ const · ζ
δ
γ(2+δ)+δ
r .
Also gilt für messbare und beschränkte Funktionen f : Ru → R
| cov(f(Ts1 , ..., Tsu), Tt1 · Tt2)|
≤ const
( M∑
i=1
M∑
j=1
|ci||cj| · ζ
1
2
r
+
M∑
i=1
M∑
j=1
|ci||cj| · ζ
1
1+4γ
r
+
M∑
i=1
M∑
j=1
|ci||cj| · ζ
δ
γ(2+δ)+δ
r ,
)
(2.15)
was summierbar ist unter der Voraussetzung, dass max{ζ1/2r , ζ
1
1+4γ
r , ζ
δ
γ(2+δ)+δ
r }
summierbar ist.
Insgesamt können die unter (2.14) und (2.15) auftretenden Ausdrücke ma-
jorisiert werden durch√
E(f 2(Ts1 , ..., Tsu)) · ζ˜r bzw. ||f ||∞ · ζ˜r,
wobei ζ˜r eine summierbare Folge ist.
Damit sind die Voraussetzungen des zentralen Grenzwertsatzes in Neumann und
Paparoditis [55] erfüllt und die Konvergenz der endlichdimensionalen Verteilun-
gen des Prozesses
1√
n
n∑
k=1
zθ(Xk, x)
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gegen diejenigen von ~G ∼ N(0,Σx1,...,xm) ist gezeigt. Mit dem Satz von Cramér-
Slutsky folgt damit ebenfalls die Konvergenz der endlichdimensionalen Verteilun-
gen von Wn gegen N(0,Σx1,...,xm). 
Gleichgradige Stetigkeit in Wahrscheinlichkeit auf einem Gitter
Nachdem die Konvergenz von D2 = |Ef(W˜n)− Ef(G˜)| gezeigt ist, wird nun die
Konvergenz von D1 = |Ef(Wn)− Ef(W˜n)| nachgewiesen.
Hierzu überlegt man sich, dass aufgrund der gleichmäßigen Stetigkeit von f gilt:
∀µ > 0 : ∃ν := ν(µ) > 0 : ||Wn − W˜n||∞ ≤ ν ⇒ |f(Wn)− f(W˜n)| ≤ µ.
Falls im Gegenzug gilt:
||Wn − W˜n||∞ > ν,
so folgt aufgrund der Beschränktheit von f
|f(Wn)− f(W˜n)| ≤ 2 · ||f ||∞.
Somit kann D1 folgendermaßen abgeschätzt werden
D1 = |Ef(Wn)− Ef(W˜n)| ≤ E|f(Wn)− f(W˜n)|
≤ µ · P(||Wn − W˜n||∞ ≤ ν) + 2 · ||f ||∞ · P(||Wn − W˜n||∞ > ν).
Letztere Wahrscheinlichkeit muss also klein sein, etwa kleiner als
η := µ/(2 · ||f ||∞), so dass der gesamte Ausdruck kleiner wird als 2µ, für hinrei-
chend großes n.
Zu zeigen ist nun, dass das Gitter Gν,η := {x0, ..., xM} in Abhängigkeit von η und
ν so gewählt werden kann, dass dies erfüllt ist.
Weiter gilt
P(||Wn − W˜n||∞ > ν)
= P( max
i=1,...,M
sup
t∈(xi−1,xi]
|Wn(xi)−Wn(t)| > ν)
≤ P( max
i=1,...,M
sup
t∈(xi−1,xi]
|Un(xi)− Un(t)
+ Fθ(xi)− Fθˆn(xi)− (Fθ(t)− Fθˆn(t))| > ν)
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≤ P( max
i=1,...,M
sup
t∈(xi−1,xi]
|Un(xi)− Un(t)| > ν
2
)
+ P( max
i=1,...,M
sup
t∈(xi−1,xi]
|Fθ(xi)− Fθˆn(xi)− (Fθ(t)− Fθˆn(t))| >
ν
2
)
(Siehe (2.3) zur verwendeten Bezeichnung.)
Es wird nun zunächst ein Gitter gefunden, sodass die zweite Wahrscheinlichkeit
für genügend großes n unter der geforderten Schranke bleibt. Hinsichtlich der ers-
ten Wahrscheinlichkeit wird ein separates Gitter konstruiert, wobei gezeigt wird,
dass beide Wahrscheinlichkeiten für genügend großes n unter der geforderten
Schranke bleiben, falls als Gitter Gν,η die Vereinigung der beiden Gitter gewählt
wird.
Es wird nun zunächst der zweite Teil des Ausgangsprozesses betrachtet (siehe
hierzu (2.3)). Hierbei gilt folgendes Lemma
Lemma 2.2.2 Für beliebige ν > 0 gilt:
Es existiert ein Gitter G˜ = {y0, ..., yN} mit −∞ = y0 < .... < yN−1 < yN = ∞,
sodass für alle η > 0
P( max
1≤i≤N
sup
t∈(yi−1,yi]
|√n · [Fθ(yi)− Fθˆn(yi)− (Fθ(t)− Fθˆn(t))]| > ν2) ≤ η2
für alle n ≥ n0(η). Dies gilt ebenso für jede endliche Obermenge des Gitters.
Beweis:
Gemäß (2.3) gilt
√
n · (Fθˆn(t)− Fθ(t))
=
1√
n
n∑
k=1
`T (Xk, θ) · F˙θ(t) + ε˜n(t),
wobei sup
t∈R
ε˜n(t) = oP(1).
Aus der Anwendung des zentralen Grenzwertsatzes im Abschnitt zuvor folgt, dass
auch 1√
n
n∑
k=1
`(Xk, θ) asymptotisch normalverteilt ist und damit P-beschränkt, da
für diesen Teil des Prozesses die Voraussetzungen des zentralen Grenzwertsatzes
ebenso erfüllt sind.
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Es gilt also aufgrund der P-Beschränktheit, dass zu jedem η > 0 ein a := a(η) ∈ R
existiert und ein n0(η), sodass für n ≥ n0(η)
P(|| 1√
n
n∑
k=1
`(Xk, θ)||2 > a) ≤ η
4
,
wobei n0(η) so gewählt ist, dass gleichzeitig erfüllt ist, dass
P(2 · sup
t∈R
|ε˜n(t)| > ν
4
) ≤ η
4
.
Wähle nun, für noch zu bestimmendes N , y1 und yN−1 so, dass für alle t ≤ y1
gilt
||F˙θ(t)− F˙θ(y1)||2 < ν
8a
bzw. für alle t ≥ yN−1
||F˙θ(t)− F˙θ(yN−1)||2 < ν
8a
.
Dies kann gewährleistet werden aufgrund der Endlichkeit von lim
t→±∞
||F˙θ(t)||2.
Wird das Gitter G˜ um endlich viele Punkte erweitert, wobei die Gitterpunkte
des erweiterten Gitters mit y˜0, ..., y˜N˜ bezeichnet werden, so erhält man hier als
Abschätzung für t ≤ y1 und y˜i ≤ y1
||F˙θ(t)− F˙θ(y˜i)||2 < ν
4a
(2.16)
und für t ≥ y˜N˜−1 und y˜i ≥ yN−1
||F˙θ(t)− F˙θ(y˜N−i)||2 < ν
4a
. (2.17)
Betrachte nun wieder die Wahl der noch nicht festgelegten Gitterpunkte des Git-
ters G˜.
Aufgrund der gleichmäßigen Stetigkeit von F˙θ existiert ein ε := ε( ν4a), sodass gilt
|x− y| ≤ ε⇒ ||F˙θ(x)− F˙θ(y)||2 < ν
4a
.
Wähle nun die Gitterpunkte y2 < ... < yN−2 (mit N = N(ν)) so, dass
|yi − yi−1| ≤ ε für i = 2, ..., N1.
Damit gilt, für n ≥ n0(ν):
P( max
1≤i≤N
sup
t∈(yi−1,yi]
|√n · [Fθ(yi)− Fθˆn(yi)− (Fθ(t)− Fθˆn(t))]| > ν2)
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= P( max
1≤i≤N
sup
t∈(yi−1,yi]
| 1√
n
n∑
k=1
`T (Xk, θ) · (F˙θ(yi)− F˙θ(t))|+ |ε˜n(yi)− ε˜n(t)| > ν
2
)
= P(|| 1√
n
n∑
k=1
`(Xk, θ)||2 · max
1≤i≤N
sup
t∈(yi−1,yi]
||F˙θ(yi)− F˙θ(t)||2 > ν
4
)
+ P( max
1≤i≤N
sup
t∈(yi−1,yi]
|ε˜n(yi)− ε˜n(t)| > ν
2
)
≤ P(|| 1√
n
n∑
k=1
`(Xk, θ)||2 · ν
4a
>
ν
4
) + P(sup
t∈R
|ε˜n(yi)− ε˜n(t)| > ν
4
)
= P(|| 1√
n
n∑
k=1
`(Xk, θ)||2 > a) + P(2 · sup
t∈R
|ε˜n(t)| > ν
4
) ≤ η
2
.
Hier ist offensichtlich, dass dieselbe Aussage für jede endliche Obermenge des
Gitters G˜ = {y0, ..., yN} gilt, denn die Abschätzung in der vorletzten Zeile gilt
auch dann gemäß (2.16) und (2.17). 
Um jetzt die Existenz eines Gitters Gν,η = {x0, ..., xM} zu zeigen, mit G˜ ⊆ Gν,η,
sodass gilt
P( max
i=1,...,M
sup
t∈(xi−1,xi]
|Un(xi)− Un(t)| > ν
2
) ≤ η
2
,
wird in mehreren Schritten vorgegangen. Zunächst wird ein feineres Gitter kon-
struiert, sodass die Wahrscheinlichkeit, dass die Zuwächse des Prozesses zwischen
den Punkten des feinen Gitters größer als bestimmte Konstanten sind, kleiner als
η
4
ist.
Dann wird gezeigt, dass unter der Voraussetzung, dass die Zuwächse auf dem fei-
nen Gitter klein sind, auch die Zuwächse zwischen Kontinuum und feinem Gitter
klein sind und die Zuwächse zwischen feinem Gitter und einem zu wählenden grö-
beren Gitter klein sind. Diese Vorgehensweise entspricht derjenigen in Neumann
und Paparoditis [55] zum Nachweis der stochastischen Äquikontinuität des dort
betrachteten Prozesses.
Definiere hierzu eine Folge von Gittern G˜j = {zj,0, ..., zj,2j}, j ∈ N, auf R¯ mit
jeweils 2j + 1 Gitterpunkten folgendermaßen:
zj,k =

−∞, k = 0
F−1θ (
k
2j
), 1 ≤ k ≤ 2j − 1
∞, k = 2j
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wobei F−1θ (x) := inf{t : Fθ(t) = x}. Zwischen diesen Gitterpunkten sind die
Zuwächse der Verteilungsfunktion Fθ aufgrund deren Stetigkeit gleich 2−j.
Setze weiterhin Gj := G˜j ∪G˜ (mit G˜ wie in Lemma 2.2.2), wobei bezeichnet werde
Gj =: {xj,0, ..., xj,Mj}, mit Mj ≤ 2j + 1 +N.
Offensichtlich gilt für j1 ≤ j2, dass Gj1 ⊆ Gj2 . Jn wird nun so gewählt, dass gilt
2Jn−1 < n ≤ 2Jn .
Für noch festzulegendes J0 werden nun die Gitter GJ0 , ...,GJn betrachtet.
Hierzu werden zunächst für jedes Gitter GJ0+1, ...,GJn zugehörige Zuwachshöhen
λj definiert:
λj := D · 2−αj
Folgendes Lemma besagt nun, dass höchstens mit einer Wahrscheinlichkeit, wel-
che beliebig klein gewählt werden kann, die Zuwächse von Un auf Gj, j = J0 +
1, ..., Jn, größer als λj sind, für jeweils geeignet gewähltes D und α.
Lemma 2.2.3
Es existieren α und D := D(η), sodass für λj := D · 2−αj gilt:
P( max
j∈{J0+1,...,Jn},k=1,...,Mj
|Un(xj,k−1)− Un(xj,k)| > λj) ≤ η
2
. (2.18)
Beweis:
Zum Beweis der Aussage wird folgendes Hilfsresultat benötigt, welches besagt, wie
die vierten Momente der Zuwächse des Prozesses Un beschränkt werden können
(siehe Lemma 2.5.2). Hierbei gelte PX0((x, y]) := P (X0 ∈ (x, y]):
E[|Un(x)− Un(y)|4] ≤ Cψ ·
(
PX0((x, y]) +
1
n
)1+ψ
= (Fθ(y)− Fθ(x) + 1
n
)1+ψ. (2.19)
Es gilt zunächst unter Anwendung der Bonferroni- und der Markov-Ungleichung:
P( max
j∈{J0+1,...,Jn},k∈{1,...,Mj}
|Un(xj,k)− Un(xj,k−1)| > λj)
≤
Jn∑
j=J0+1
Mj∑
k=1
P(|Un(xj,k)− Un(xj,k−1)| > λj)
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≤
Jn∑
j=J0+1
Mj∑
k=1
Cψ · E[|Un(xj,k)− Un(xj,k−1)|
4]
D4 · 2−4αj
und unter Anwendung des Hilfsresultates (2.19)
≤
Jn∑
j=J0+1
Mj∑
k=1
Cψ ·
(Fθ(xj,k)− Fθ(xj,k−1) + 1n)1+ψ
D4 · 2−4αj
≤
Jn∑
j=J0+1
Cψ · 22ψ−ψj
D4 · 2−4αj
Mj∑
k=1
(Fθ(xj,k)− Fθ(xj,k−1) + 1
n
),
wobei im vorigen Schritt ausgenutzt wurde, dass 1/n < 21−Jn ≤ 21−j,
für j = J0 + 1, ..., Jn,
≤ Cψ
D4
· 22ψ
Jn∑
j=J0+1
2(4α−ψ)j(1 +
2j
n︸︷︷︸
≤2Jn/n
+
N
n
)
≤ (1 + 2
Jn +N
n
) · Cψ
D4
· 22ψ · 2(4α−ψ)(J0+1) ·
Jn−J0−1∑
j=0
2(4α−ψ)j (2.20)
≤ (1 + 2 · 2
Jn−1 + N
2
n
) · Cψ
D4
· 22ψ · 2(4α−ψ)(J0+1) · Sα,ψ
≤ η
2
,
was erfüllt ist, falls α so gewählt wird, dass 4α < ψ und damit Sα,ψ < ∞ gilt,
und D genügend groß gewählt wird. 
Das nächste Lemma besagt nun, dass die Zuwächse des Prozesses zwischen ei-
nem beliebigen Punkt t ∈ Gj, j ∈ {J0 + 1, ..., Jn} und dem t am nächsten ge-
legenen Gitterpunkt aus GJ0 für geeignetes J0 unter einer beliebig kleinen aber
festen Schranke bleiben, falls die Zuwächse innerhalb der Punkte der Gitter Gj,
j = J0 + 1, ..., Jn, die Schranken λj nicht überschreiten. Dies gilt für hinreichend
großes J0, welches von der Größe der Schranken λj und damit von den Konstan-
ten D und α abhängt.
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Lemma 2.2.4
Falls gilt:
max
j∈{J0+1,...,Jn},k=1,...,Mj
|Un(xj,k−1)− Un(xj,k)| ≤ λj (2.21)
mit λj = D · 2−αj, (α, D, sodass die Bedingungen für Lemma 1 erfüllt sind),
dann existiert ein J0 := J0(ν, α,D), sodass für t ∈ Gj, j ∈ {J0 + 1, ..., Jn}, mit
t ∈ (xJ0,i−1, xJ0,i]
|Un(xJ0,i)− Un(t)| ≤
ν
4
. (2.22)
Beweis:
Betrachte zunächst den Fall, dass das Gitter Gj nur aus Punkten des dyadischen
Gitters G˜j besteht.
Sei t := xj,k ein Punkt beliebig auf Gj, für j ≥ J0 + 1.
Dann existiert ein i ∈ {1, ..., 2J0} mit t ∈ (xJ0,i−1, xJ0,i].
Für t = xJ0,i gilt |Un(xJ0,i)− Un(t)| = 0.
Falls t < xJ0,i, so existieren Intervalle [xjl,kl−1, xjl,kl ] mit jl > J0 und l = 1, ..., L,
wobei die jl paarweise verschieden sind, sodass:
[t, xJ0,i] =
L⋃
l=1
[xjl,kl−1, xjl,kl ], d.h. [t, xJ0,i] kann als Vereinigung von Intervallen
aus Gittern Gj, j ∈ {J0 + 1, ..., Jn} paarweise verschiedener Feinheit dargestellt
werden. Daher kann abgeschätzt werden:
|Un(xJ0,i)− Un(t)|
≤
L∑
l=1
|Un(xjl,kl)− Un(xjl,kl−1)| ≤
L∑
l=1
λjl
= D ·
L∑
l=1
2−αjl ≤ D ·
Jn∑
j=J0+1
2−αj ≤ 2−αJ0 ·D ·
Jn∑
j=1
2−αj
≤ ν
4
,
falls J0 genügend groß gewählt wird.
Sind nun noch weitere Gitterpunkte zugelassen, so erweitert sich die obige Ver-
einigung von Intervallen höchstens um ein Intervall, welches die Entfernung von
xj,k zum nächstgelegenen Gitterpunkt des dyadischen Gitters in (xJ0,i−1, xJ0,i] be-
schreibt. In obiger Summe ergänzt sich dann ein Summand der Größe 2−αJn und
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J0 kann wiederum entsprechend gewählt werden. 
Im nächsten Schritt wird nun gezeigt, dass die Zuwächse des Prozesses Un zwi-
schen einem beliebigen Punkt t aus R und dem t am nächsten gelegenen Gitter-
punkt aus GJn unter einer vorgegebenen Schranke bleiben, falls n genügend groß
gewählt wird und die Zuwächse zwischen den Gitterpunkten der Gitter Gj kleiner
oder gleich λj sind.
Lemma 2.2.5
Falls gilt:
max
j∈{J0+1,...,Jn},k=1,...,Mj
|Un(xj,k−1)− Un(xj,k)| ≤ λj (2.23)
mit λj = D · 2−αj, (α, D, sodass die Bedingungen für Lemma 1 erfüllt sind),
dann existiert ein n1 := n1(D,α, ν) und ein Gitterpunkt xJn(t) ∈ GJn, sodass für
n ≥ n1 gilt
max
i=1,...,MJ0
sup
t∈(xJ0,i−1,xJ0,i]
|Un(t)− Un(xJn(t))| ≤
ν
4
.
Beweis:
Sei jetzt t beliebig aus R. Dann gilt: ∃i(t) : t ∈ (xJn,i(t)−1, xJn,i(t)] und es gilt:
Un(xJn,i(t)−1)−
1√
n
n∑
k=1
P(xJn,i(t)−1 < Xk ≤ xJn,i(t))
=
1√
n
( n∑
k=1
1{Xk ≤ xJn,i(t)−1} − Fθ(xJn,i(t)−1)− P(xJn,i(t)−1 < Xk ≤ xJn,i(t))
)
≤ 1√
n
( n∑
k=1
1{Xk ≤ xJn,i(t)−1} − Fθ(xJn,i(t)−1)− P(xJn,i(t)−1 < Xk ≤ t)
)
=
1√
n
( n∑
k=1
1{Xk ≤ t} − Fθ(t)
)
= Un(t)
≤ 1√
n
( n∑
k=1
1{Xk ≤ xJn,i(t)} −
(
Fθ(xJn,i(t))− P(xJn,i(t)−1 < Xk ≤ xJn,i(t))
))
= Un(xJn,i(t)) +
1√
n
n∑
k=1
P(xJn,i(t)−1 < Xk ≤ xJn,i(t)).
Man erhält also
Un(xJn,i(t)−1)−
1√
n
n∑
k=1
P(xJn,i(t)−1 < Xk ≤ xJn,i(t))
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≤ Un(t)
≤ Un(xJn,i(t)) +
1√
n
n∑
k=1
P(xJn,i(t)−1 < Xk ≤ xJn,i(t)).
Wegen
1√
n
n∑
k=1
P(xJn,i(t)−1 < Xk ≤ xJn,i(t)) ≤
√
n · 21−Jn ≤ 2√
n
folgt damit
− 2√
n
≤ Un(t)− Un(xJn,i(t)−1) ≤ Un(xJn,i(t))− Un(xJn,i(t)−1) +
2√
n
und aufgrund von |Un(xJn,i(t))− Un(xJn,i(t)−1)| ≤ λJn gilt
− 2√
n
≤ Un(t)− Un(xJn,i(t)−1) ≤ λJn +
2√
n
⇒ −( 2√
n
+ λJn) ≤ Un(t)− Un(xJn,i(t)−1) ≤ λJn +
2√
n
⇒ |Un(t)− Un(xJn,i(t)−1)| ≤ λJn +
2√
n
≤ ν
4
für genügend großes n, welches aufgrund der Wahl der Gitterpunkte aus GJn nicht
von t abhängig ist.
Bezeichne mit xJn(t) den Punkt xJn,i(t)−1.
Da t beliebig gewählt war, gilt somit
sup
t∈R
|Un(t)− Un(xJn(t))| ≤
ν
4
,
woraus die Behauptung folgt. 
Nun wird zusammengefasst, dass mit der Wahl von J0 aus Lemma (2.2.4) der
Prozess Un für genügend großes n gut auf dem groben Gitter GJ0 approximiert
werden kann.
Lemma 2.2.6 Es gelte A. Dann existiert ein Gitter Gν,η mit −∞ = x0 < ... <
xM =∞, sodass für n ≥ n1(ν, η) gilt:
P( max
1≤i≤M
sup
t∈(xi−1,xi]
|Un(xi)− Un(t)| > ν
2
) ≤ η
2
.
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Beweis:
Setze nun GJ0 =: {x0, ..., xM}, λj wie oben, wobei D, α und J0 so gewählt seien,
dass die Aussagen der vorangegangenen Lemmata gelten.
Damit gilt insgesamt für n ≥ n1:
P( max
1≤i≤M
sup
t∈(xi−1,xi]
|Un(xi)− Un(t)| > ν
2
)
≤ P( max
1≤i≤M
sup
t∈(xi−1,xi]
|Un(xi)− Un(xJn(t))|+ |Un(xJn(t))− Un(t)| >
ν
2
)
≤ P({ max
1≤i≤M
sup
t∈(xi−1,xi]∩GJn
|Un(xi)− Un(t))| > ν
4
}
∪ { max
1≤i≤M
sup
t: t∈(xi−1,xi]
|Un(xJn(t))− Un(t)| >
ν
4
})
= 1− P({ max
1≤i≤M
sup
t∈(xi−1,xi]∩GJn
|Un(xi)− Un(t)| ≤ ν
4
}
∩ { max
1≤i≤M
sup
t: (xi−1,xi]
|Un(xJn(t))− Un(t)| ≤
ν
4
})
≤ 1− P( max
j=J0+1,..,Jn
k=1,...,2j
P
(|Un(xj,k)− Un((xj,k−1)| ≤ λj)
≤ 1− (1− η
2
) =
η
2
.

Setze nun abschließend
Gν,η := GJ0 .
Somit gilt für Gν,η, mit n ≥ max{n0, n1}
P( max
1≤i≤M
sup
t∈(xi−1,xi]
|Wn(xi)−Wn(t)| > ν)
≤ P( max
1≤i≤M
sup
t∈(xi−1,xi]
|Un(xi)− Un(t)| > ν
2
)
+ P( max
1≤i≤M
sup
t∈(xi−1,xi]
| 1√
n
n∑
k=1
`T (Xk, θ) · (F˙θ(xi)− F˙θ(t))|+ |ε˜n(t)| > ν
2
)
≤ η
und somit ist die stochastische Äquikontinuität von Wn nachgewiesen. 
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Approximierbarkeit des Grenzprozesses auf einem Gitter und Stetigkeit
Um die Konvergenz des Terms |Ef(G˜)−Ef(G)| gegen Null zu zeigen, ist nun die
Existenz eines Grenzelementes G ∈ D(R¯) zu zeigen, welches ebenso wie Wn auf
einem Gitter approximiert werden kann.
Es muss dann ebenso wie im letzten Schritt gezeigt werden, dass für alle η und
ν ein Gitter {x0, ..., xM} existiert, sodass
P( max
1≤i≤M
sup
t∈(xi−1,xi]
|G(xi)−G(t)| > δ) ≤ η.
Die Argumentation hier ist analog zu derjenigen in Neumann und Paparoditis
[55].
Zunächst weiß man aufgrund der Approximierbarkeit von Wn auf einem Gitter,
dass eine Folge von Gittern G(N) := {x0, ..., xMN} mit G(N) ⊆ G(N+1) existiert, die
folgendes erfüllt:
P
(
max
1≤i≤MN
sup
t∈(xi−1,xi]
|Wn(xi)−Wn(t)| > 1
N
) ≤ 1
N
, (2.24)
falls n ≥ nN .
Bezeichnet man mit G(∞) die Vereinigung aller Gitter G(N), so existiert gemäß dem
Theorem von Kolmogorov (s. Bauer [8]) ein reellwertiger stochastischer Prozess
G˜, definiert auf G(∞), dessen endlichdimensionale Verteilungen zentrierte Normal-
verteilungen mit Kovaranzmatrix (Σx1,...,xn(i, k))1≤i,k≤n sind.
Aufgrund der Konvergenz der endlichdimensionalen Verteilungen von Wn gegen
diejenigen von G˜ gilt auch für jedes beliebige N ′:
P
(
max
1≤i≤MN
max
t∈(xi−1,xi]∩G(N′)
|Wn(xi)−Wn(t)| > 1
N
)
n→∞→ P( max
1≤i≤MN
max
t∈(xi−1,xi]∩G(N′)
|G˜(xi)− G˜(t)| > 1
N
)
.
Aufgrund von Eigenschaft (2.24) gilt ∀N ′ ≥ N und n ≥ nN auch
P
(
max
1≤i≤MN
max
t∈(xi−1,xi]∩G(N′)
|Wn(xi)−Wn(t)| > 1
N
) ≤ 1
N
und damit folgt auch für den Grenzprozess
P
(
max
1≤i≤MN
max
t∈(xi−1,xi]∩G(N′)
|G˜(xi)− G˜(t)| > 1
N
) ≤ 1
N
∀N ′ ≥ N.
107
2 Blockwise Bootstrap für den geschätzten empirischen Prozess
Aufgrund der Stetigkeit von unten des Maßes P gilt auch
P
(
max
1≤i≤MN
max
t∈(xi−1,xi]∩G(∞)
|G˜(xi)− G˜(t)| > 1
N
) ≤ 1
N
∀N ′ ≥ N.
Zu zeigen bleibt nun noch, dass diese Relation erhalten bleibt, wenn t beliebig
aus (xi−1, xi] zugelassen ist.
Hierzu muss der auf G(∞) definierte Prozess G˜ geeignet zu einem Prozess auf R¯
fortgesetzt werden.
Sei t beliebig aus R. Dann existiert eine Folge
xiN−1 ≤ t ≤ xiN (xiN )N∈N, xiN ∈ G(N),
sodass gilt, dass xiN−1 ≤ xiN+1−1 ∀N und daher besitzt xiN−1 einen Grenzwert
xi∞−1 aus G(∞), wobei gilt xi∞−1 ∈ [xiN−1, xiN ], ∀N ∈ N. Es gilt daher
P
(|G˜(xi∞−1)− G˜(xiN )| > 1N ) ≤ 1N ,
woraus folgt
|G˜(xi∞−1)− G˜(xiN )| N→∞→ 0 in P-Wahrscheinlichkeit.
Setze G(t) := G(xi∞−1). Daher gilt für den so definierten Prozess G:
P
(
max
1≤i≤MN
max
t∈R:t∈(xi−1,xi]
|G˜(xi)− G˜(t)| > 1
N
) ≤ 1
N
∀N. (2.25)
Dies bedeutet zum einen die gleichgradige Stetigkeit in Wahrscheinlichkeit auf
der Folge von Gittern G(N) und zum anderen auch die Stetigkeit der Pfade des
Prozesses mit Wahrscheinlichkeit eins, denn wären die Pfade von G nicht fast
sicher stetig, dann würde gelten
∃ε > 0 : P(∃x ∈ R : ∃N : ∀δ > 0 : ∃yδ : |x− yδ| ≤ δ, |G(x)−G(y)| > 1
N
) > ε
und, für hinreichend großes N ′
P(∃x ∈ R : ∃N ′ : ∀δ > 0 : ∃y : |x− yδ| ≤ δ, |G(x)−G(yδ)| > 2
N ′
) >
1
N ′
. (2.26)
Falls x ∈ G(N ′), so wird letztere Annahme durch Ausnutzung von (2.25) unmit-
telbar zum Widerspruch geführt. Gilt x /∈ G(N ′), so existiert ein Punkt xiN′ aus
G(N ′), sodass für hinreichend kleines δ gilt, dass x, yδ ∈ (xiN′−1 , xiN′ ] und damit
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|x − yδ| ≤ |x − xiN′ | + |yδ − xiN′ |. Wiederum unter Verwendung von (2.25) ist
damit die Nichtgültigkeit von (2.26) gezeigt.
Somit ist die fast sichere Stetigkeit der Pfade des Prozesses G gezeigt.
Es ist also die Verteilungskonvergenz des geschätzten empirischen Prozesses ge-
gen einen zentrierten Gaußprozess mit fast sicher stetigen Pfaden gezeigt. 
2.2.4 Konvergenz des Originalprozesses unter fixierten
Alternativen
Um sicherzustellen, dass Tests basierend auf dem geschätzten empirischen Prozess
nichttriviale Mächtigkeit besitzen, betrachten wir nun die Grenzverteilung des
Prozesses Wn, falls die Nullhypothese nicht erfüllt ist.
Wir analysieren die Situation, dass die gemeinsame Verteilungsfunktion F der
Beobachtungen X1, ..., Xn nicht in der parametrischen Klasse F liegt:
H1 : F /∈ F .
Um das Verhalten des ProzessesWn für n gegen unendlich analysieren zu können,
müssen folgende Voraussetzungen hinsichtlich des Parameterschätzers θˆn und der
Beobachtungen X1, .., Xn getroffen werden:
Zunächst fordern wir, dass θˆn gegen einen fixierten Wert θ¯ konvergiert, auch wenn
die Randverteilung der X1, ..., Xn nicht in der parametrischen Klasse F liegt:
θˆn
P→ θ¯.
Hinsichtlich der Abhängigkeitsstruktur des Prozesses X1, ..., Xn nehmen wir des
weiteren an, dass A (i) erfüllt ist.
Aus der Gültigkeit von H1 ergibt sich, dass eine Funktion g existiert, welche
ungleich der Nullfunktion ist, sodass
F = Fθ¯ + g.
Der Prozess Wn besitzt nun in Analogie zu (2.3) die folgende Darstellung
Wn(x) =
√
n · [Fn(x)− Fθ¯(x)− g(x)]+√n · [Fθ¯(x)− Fθˆn(x)]+√n · g(x).
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=
√
n · [Fn(x)− Fθ¯(x)− g(x)] +
√
n · [(θ¯ − θˆn)T · F˙θ¯(x)]
+
√
n · (θ¯ − θˆn)T · [F˙θ˜n(x)− F˙θ¯(x)] +
√
n · g(x) (2.27)
und somit folgt
1√
n
·Wn(x)− g(x) = [Fn(x)− Fθ¯(x)− g(x)] + [(θ¯ − θˆn)T · F˙θ¯(x)]
+ (θ¯ − θˆn)T · [F˙θ˜n(x)− F˙θ¯(x)].
Aufgrund der Voraussetzungen konvergiert
1√
n
·Wn(x)− g(x)
in Wahrscheinlichkeit gegen Null, gleichmäßig für x ∈ R¯.
Der Wert einer auf 1√
n
·Wn basierenden Teststatistik wird also üblicherweise in
Wahrscheinlichkeit gegen eine positive Konstante konvergieren, weswegen eben-
falls die Wahrscheinlichkeit, dass der Wert der Teststatistik eine beliebige positive
Konstante überschreitet, gegen 1 konvergiert.
2.3 Imitation des Originalprozesses durch einen
Bootstrap-Prozess
Das Ziel beim Bootstrapping ist es nun, anhand der beobachteten DatenX1, ..., Xn
neue Daten zu generieren, und anhand dieser neu generierten Daten den auf der
Originalstichprobe beruhenden geschätzten empirischen Prozess so zu imitieren,
dass der imitierte Prozess bei Gültigkeit der Nullhypothese in Wahrscheinlich-
keit Verteilungskonvergenz gegen denselben Grenzprozess wie der Originalprozess
aufweist. Falls H0 nicht gilt, soll das Bootstrap-Verfahren dennoch die Situation
unter H0 imitieren. Dies sichert, dass der verwendete Test nichttriviale Mächtig-
keit besitzt und somit in der Lage ist, Alternativen zu erkennen (siehe hierzu Hall
und Wilson [35]).
Um die verwendete Begriffsbildung zu präzisieren, werden folgende Annahmen
getroffen:
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Die Bootstrap-Stichprobe X∗1 , ...., X∗n := Xn1, ...., Xnn stelle hierbei ein Dreiecks-
schema von Zufallsgrößen dar. Definiert sei dieses ebenso wie der Prozess der
Beobachtungen (Xt)t∈Z und die Prozesse Wn auf einem hinreichend großen ge-
meinsamen Wahrscheinlichkeitsraum. Vereinfachend werde dieser, ebenso wie im
ersten Teil, mit (Ω,A,P) bezeichnet. Ebenfalls seien auf diesem Raum die noch
näher zu beschreibenden Bootstrap-Prozesse W ∗n definiert.
Mit P∗n werde weiterhin die auf die Originalstichprobe bedingte Wahrscheinlich-
keit bezeichnet:
P∗n( · ) := P( · |(X1, ..., Xn)).
Ebenso bezeichnet E∗n die entsprechende bedingte Erwartung.
Um letztlich die Konsistenz des Bootstrap-Verfahrens für bestimmte Teststa-
tistiken nachzuweisen, wird nun zunächst die Konvergenz der Verteilung des
Bootstrap-Prozesses W ∗n , bedingt auf die Originalstichprobe, in Wahrscheinlich-
keit nachgewiesen.
Um den geschätzten empirischen Prozess hinreichend gut nachbilden zu kön-
nen, müssen, wie aus dem ersten Teil der Arbeit ersichtlich wurde, Bootstrap-
Verfahren angewendet werden, die in geeigneter Weise die Abhängigkeitsstruktur
der beobachteten Größen nachbilden.
Ein Vorgehen wie es im Falle unabhängiger Beobachtungen angewendet wurde,
um die durch die Schätzung der Parameters θ gewonne Information zu nutzen, ist
hierbei allerdings nicht möglich, da zwar Beobachtungen mit zugrundeliegender
Verteilungsfunktion Fθˆn generiert werden können, wobei diese Verteilungsfunkti-
on die Rolle der Funktion Fθ beim Originalprozess übernimmt. Allerdings ist es
auf diesemWege nicht möglich, ohne zusätzliche Modellannahmen an die Struktur
des beobachteten Prozesses das Abhängigkeitsverhalten geeignet zu imitieren. Die
Anwendung eines modellbasierten Verfahrens gestaltet sich schwierig, da hierbei
die Eigenschaften der stationären Verteilung der Beobachtungen im allgemeinen
ebensowenig hinreichend greifbar sind wie Effekte, die durch das Schätzen von
Innovationen auftreten, wie bereits eingangs erwähnt.
Um dies zu umgehen, wird die Methode des Blockwise Bootstrap angewendet. Die
Bootstrap-Stichprobe X∗1 , ..., X∗n wird gewonnen, indem aus der Originalstichpro-
be k := kn Blöcke der Länge l := ln unabhängig gezogen werden, wobei sowohl
die Anzahl der Blöcke als auch deren Länge in geeigneter Weise gegen unendlich
strebt und gilt n = k · l, was vereinfachend für alle n angenommen wird. Für den
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Fall, dass n nicht Vielfaches von l ist, wird der letzte gezogene Block entsprechend
gekürzt.
Dieser Ansatz wurde im Zusammenhang mit empirischen Prozessen bereits von
Naik-Nimbalkar und Rajarshi [53], Bühlmann [13], Peligrad [58], Bühlmann [14]
und Radulovic [65] verwendet, wie bereits eingangs erwähnt.
Der zugehörige geschätzte empirische Prozess für die Beobachtungen X∗1 , ..., X∗n
lautet:
Ŵ ∗n(x) =
√
n · (F ∗n(x)− Fθˆ∗n(x)),
wobei F ∗n(·) die empirische Verteilungsfunktion der Bootstrap-Stichprobe
X∗1 , ..., X
∗
n bezeichnet.
Geht man nun, um zu einer linearisierten Darstellung des geschätzten empiri-
schen Prozesses zu gelangen, so vor wie im Falle des Originalprozesses, so erhält
man:
Ŵ ∗n(x) =
√
n · (F ∗n(x)− Fθˆn(x) + Fθˆn(x)− Fθˆ∗n(x)).
Während für den zweiten Teil des Prozesses, Fθˆn(x) − Fθˆ∗n(x), unter geeigneten
Voraussetzungen an die Klasse F und den Parameterschätzer wieder eine asym-
ptotisch lineare Darstellung erzielt werden kann, ist der erste Teil, F ∗n(x)−Fθˆn(x),
aufgrund der Tatsache, dass das Bootstrap-Verfahren nichtparametrisch ist, nicht
zentriert. Es muss also eine zusätzliche Korrektur vorgenommen werden, wie dies
auch in Babu und Rao [6] für den Fall unabhängiger Daten bei Verwendung eines
nichtparametrischen Bootstrap-Verfahrens durchgeführt wurde. Mit F˜n(x) wird
hierzu der auf die Originalstichprobe bedingte Erwartungswert von F ∗n(x) be-
zeichnet, siehe hierzu auch Naik-Nimbalkar und Rajarshi [53].
Es gelten die beiden Darstellungen
F ∗n(x) =
1
k
k∑
i=1
1
l
l∑
j=1
1{XSi+j ≤ x}
=:
1
k
k∑
i=1
HSi(x)
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und
F˜n(x) = E
∗
n(F
∗
n(x)) = E
∗
n
[1
l
l∑
j=1
(1{XS1+j ≤ x)}
]
=
1
n− l + 1 ·
1
l
n−l∑
r=0
l∑
j=1
1{Xr+j ≤ x}.
Weiter kann Ŵ ∗n(x) nunmehr geschrieben werden als
Ŵ ∗n(x) =
√
n
(
F ∗n(x)− F˜n(x) + Fθˆn(x)− Fθˆ∗n(x) + F˜n(x)− Fθˆn(x)
)
=:
√
n
(
F ∗n(x)− F˜n(x) + Fθˆn(x)− Fθˆ∗n(x)
)
+Bn(t)
=: W ∗n(x) +Bn(x).
Bn(·) bezeichnet den zusätzlichen Bias-Anteil, der durch dei Verwendung ei-
nes nichtparametrischen Verfahrens entsteht, während der Prozess W ∗n(x) eine
dem Originalprozess entsprechende Darstellung besitzt, wie später gezeigt wer-
den wird.
Insgesamt wird im folgenden gezeigt werden, dass unter H0
W ∗n(x) = Ŵ
∗
n(x)−Bn(x)
in Wahrscheinlichkeit Verteilungskonvergenz gegen denselben Gaußprozess G auf-
weist wie der Originalprozess. Falls H0 nicht erfüllt ist, erfolgt unter geeigneten
Bedingungen an θˆn ebenfalls die Konvergenz gegen einen zentrierten Gaußpro-
zess, welcher im folgenden mit G¯ bezeichnet wird.
2.3.1 Voraussetzungen und Konvergenz des
Bootstrap-Prozesses
Um die Verteilungskonvergenz des Bootstrap-Prozesses in Wahrscheinlichkeit ge-
gen einen zentrierten Gaußprozess nachzuweisen wird, wie im letzten Abschnitt
geschildert, bewiesen, dass gilt
W ∗n → G¯ in P-Wahrscheinlichkeit.
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G¯ ist unter H0 derselbe Grenzprozess wie unter Theorem 2.2.1.
Hierzu ist zu zeigen, dass für jede Teilfolge (mn)n∈N der natürlichen Zahlen eine
Teilfolge (m′n)n∈N existiert, sodass mit Wahrscheinlichkeit 1 gilt, dass
E∗m′n
(
f(W ∗m′n)(ωm′n)
) n→∞→ E(f(G¯)) (2.28)
für alle gleichmäßig stetigen, P-messbare Funktionen f : D(R¯) → R. (vgl. [55],
Theorem 4.1, zur Verteilungskonvergenz in Wahrscheinlichkeit).
Dies wird auf ähnliche Weise gezeigt wie für den Originalprozess.
Zunächst wird die Konvergenz der endlichdimensionalen Verteilungen von W ∗n
gegen diejenigen von G¯ gezeigt. Ähnlich wie beim Originalprozess wird die Kon-
vergenz der endlichdimensionalen Verteilungen auf den univariaten Fall reduziert,
allerdings mithilfe des modifizierten Satzes von Cramér-Wold (siehe Pauls [57],
Satz 8.2). Hieraus wird gefolgert, dass für jede Teilfolge der natürlichen Zahlen
wiederum eine Teilfolge existiert, sodass der zwischen Punkten eines geeigneten
Gitters konstante Prozess W˜ ∗n für diese Teilfolge fast sicher in Verteilung gegen
den entsprechenden Grenzprozess ˜¯G konvergiert. (siehe (2.4) zur Bezeichnungs-
weise). Damit folgt auch die Verteilungskonvergenz von W˜ ∗n gegen
˜¯G in Wahr-
scheinlichkeit.
Des weiteren wird ebenfalls die gleichgradige Stetigkeit in Wahrscheinlichkeit von
W ∗n auf einem geeignet gewählten Gitter gezeigt und schließlich wird insgesamt
die Verteilungskonvergenz in Wahrscheinlichkeit bewiesen.
Um die Konvergenz des Bootstrap-Prozesses auch zu gewährleisten, falls die Null-
hypothese nicht erfüllt ist, wird ebenso wie für die Konvergenz des Originalpro-
zesses unter H1, vorausgesetzt, dass der Schätzer für den Parameter θˆn gegen
einen Wert θ¯ ∈ Θ konvergiert.
Durch das Bootstrap-Verfahren wird nun somit die Situation imitiert, dass Fθ¯ die
wahre Verteilungsfunktion der Originalstichprobe ist. Der entsprechende Grenz-
prozess ist zentriert, während der Grenzprozess im Falle des Originalprozesses
nichtzentriert ist, wie in Abschnitt 2.2.4 erläutert.
Allgemein werde im folgenden Abschnitt die tatsächliche Verteilungsfunktion der
Beobachtungen mit F (·) bezeichnet, wobei für F (·) zumindest die Lipschitzste-
tigkeit gefordert wird.
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Insgesamt müssen folgende Voraussetzungen hinsichtlich des Originalprozesses,
des Bootstrap-Verfahrens und des Parameterschätzers erfüllt sein:
Annahme A∗:
Es gelte A(i) sowie
(ia)∗ Für die Blocklänge l der Bootstrap-Stichprobe gelte
l  n1/2−ε für ein ε > 0 mit 1
4
< ε < 1
2
.
(ib)∗ Es seien Si, i = 1, ..., k, unabhängig und gleichverteilt auf der Menge der
Zahlen {0, ..., n− l}. Die Bootstrap-Stichprobe wird gewonnen durch
X∗1 , ..., X
∗
n = XS1+1, ..., XS1+l, ..., XSk+l.
(ii)∗ Es gilt θˆn
P→ θ¯.
(iii)∗ Für den Schätzer θˆ∗n für θˆn gelte, für eine messbare Funktion
` : R×Θ→ Rp (k ≤ p)
√
n(θˆ∗n − θˆn) =
1√
k
k∑
i=1
{ 1√
l
l∑
j=1
`(XSi+j, θ¯)− E∗n(
1√
l
l∑
j=1
`(XS1+j, θ¯))
}
+ ε∗n.
Für ε∗n gelte, dass ε∗n
P∗n→ 0 in P-Wahrscheinlichkeit, d.h. P∗n(||ε∗n||2 > µ) P→ 0
für jedes µ > 0.
` besitze die folgenden Eigenschaften:
E(||`(X0, θ¯)||42) <∞, Lip(`c) = cγ, für ein γ > 0.
(`c ist gestutzte Version von `, siehe Annahme A.)
(iv)∗ F˙θ¯(x) existiert und ist gleichmäßig stetig auf R×U , wobei U offene Umge-
bung von θ¯ ist und F˙θ¯(x) besitzt Grenzwerte für x→ ±∞.
(v)∗ Fθ˜(x), θ˜ ∈ U , ist lipschitzstetig in x.
(vi)∗ Die Verteilungsfunktion F (x) der Beobachtungen X1, X2, ..., sofern diese
nicht Fθ¯ ist, ist lipschitzstetig in x.
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Voraussetzung (iii)∗ resultiert aus der Verwendung eines nichtparametrischen
Bootstrap-Verfahrens, siehe hierzu Babu und Rao [6]. Gültig ist (iii)∗ unter be-
stimmten Bedingungen etwa für M -Schätzer, siehe Lahiri [44]. Für den Fall un-
abhängiger Daten wurde diese Bedingung in Babu und Singh [7] für L-Schätzer
untersucht.
Insgesamt gilt dann in Analogie zu Theorem 2.2.1
Theorem 2.3.1 Es gelte A∗. Dann gilt:
W ∗n(x)
D→ G¯ in P-Wahrscheinlichkeit
wobei G¯ ein zentrierter Gaußprozess ist mit
cov(G¯(xi), G¯(xj)) =
∑
k∈Z
cov
(
zθ¯(X0, xi), zθ¯(Xk, xj)
)
,
wobei
zθ¯(Xk, x) = 1{Xk ≤ x} − Fθ¯(x)− `T (Xk, θ¯) · F˙θ¯(x).
Unter H0 gilt θˆn P→ θ und somit entspricht G¯ in diesem Fall dem Grenzprozess
wie in Theorem (2.2.1).
Der Beweis von Theorem 2.3.1 erfolgt im Abschnitt 2.3.2, unter Nutzung der
Resultate aus Abschnitt 2.3.2, 2.3.4 und 2.3.2.
2.3.2 Beweis der Verteilungskonvergenz des
Bootstrap-Prozesses
Darstellung des Bootstrap-Prozesses
Um zu einer geeigneten Darstellung für den Bootstrap-Prozess W ∗n zu gelangen,
geht man so vor wie im Falle des Originalprozesses.
Es gilt:
W ∗n(x) =
√
n(F ∗n(x)− F˜n(x)) +
√
n(Fθˆn(x)− Fθˆ∗n(x)).
Weiter gilt aufgrund von (iii)∗ und (iv)∗
116
Beweis der Verteilungskonvergenz des Bootstrap-Prozesses
√
n(Fθˆn(x)− Fθˆ∗n(x)) =
√
n · (θˆn − θˆ∗n) · F˙θ˜∗n(x)
=
√
n · (θˆn − θˆ∗n) · F˙θ¯(x) +
√
n(θˆn − θˆ∗n) · (F˙θ˜∗n(x)− F˙θ¯(x))
=
1√
k
k∑
i=1
( 1√
l
l∑
j=1
`(XSi+j, θ¯) · F˙θ¯(x)
− E∗n(
1√
l
l∑
j=1
`(XSi+j, θ¯)) · F˙θ¯(x)
)
+
√
n · (θˆn − θ∗n) · (F˙θ˜∗n(x)− F˙θ¯(x)) + ε˜∗n(x)
mit θ˜∗n zwischen θˆn und θˆ∗n und
sup
x∈R¯
|ε˜n(x)| P
∗
n→ 0 in P-Wahrscheinlichkeit.
Aus dem Beweis von Lemma 2.3.11 folgt, dass || 1
n
n∑
i=1
`(X∗i , θ¯)−E∗n`(X∗i , θ¯)||2
P∗n→ 0
in P-Wahrscheinlichkeit, und daher gilt mit Voraussetzung (iii)∗, dass
θˆ∗n
P∗n→ θ¯ in P-Wahrscheinlichkeit.
Damit kann aufgrund der gleichmäßigen Stetigkeit von F˙(·)(·) geschrieben werden
W ∗n(x) =
1√
k
k∑
i=1
{ 1√
l
l∑
j=1
1{XSi+j ≤ x} − F˜n(x)
− [`T (XSi+j, θ¯) · F˙θ¯(x)− E∗n(`T (XSi+j, θ¯) · F˙θ¯(x))]}+ ε˜∗n
=: U∗n(x)−
1√
k
k∑
i=1
[ 1√
l
l∑
j=1
`T (XSi+j, θ¯) · F˙θ¯(x)
− E∗n
( 1√
l
l∑
j=1
`T (XSi+j, θ¯) · F˙θ¯(x)
)]
+ ε˜∗n
=:
1√
k
k∑
i=1
{ 1√
l
l∑
j=1
z∗¯θ(XSi+j, x)
}
+ ε˜∗n(x), (2.29)
wobei
z∗¯θ(XSi+j, x) := 1{XSi+j ≤ x} − F˜n(x)
− [`T (XSi+j, θ¯) · F˙θ¯(x)− E∗n(`T (XSi+j, θ¯) · F˙θ¯(x))] .(2.30)
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Nun wird folgendermaßen vorgegangen:
Zunächst wird, wie oben beschrieben, die Konvergenz der endlichdimensionalen
Verteilungen von
Z∗n(x) :=
1√
k
k∑
i=1
{ 1√
l
l∑
j=1
z∗¯θ(XSi+j, x)
}
(2.31)
in Wahrscheinlichkeit gegen die des Grenzprozesses G¯ gezeigt.
Mit dem Satz von Cramér-Slutsky gilt dann ebenso die Konvergenz der endlich-
dimensionalen Verteilungen von W ∗n gegen diejenigen von G¯.
Dann wird die stochastische Äquikontinuität des Prozesses W ∗n nachgewiesen.
Konvergenz der endlichdimensionalen Verteilungen des
Bootstrap-Prozesses
In diesem Abschnitt wird die Konvergenz der endlichdimensionalen Verteilungen
des Bootstrap-Prozesses W ∗n gegen diejenigen von G¯ nachgewiesen. Hierbei wird
zunächst die Kovarianzstruktur des Prozesses betrachtet.
Konvergenz der Kovarianzen gegen die Kovarianzen des Originalpro-
zesses
Für die Konvergenz der endlichdimensionalen Verteilungen des Bootstrap-Prozesses
Z∗n wird zunächst gezeigt, dass die Kovarianzstruktur des zentrierten Anteils des
Prozesses im Grenzwert dieselbe ist wie diejenige des Grenzprozesses G¯. Die Kon-
vergenz der Kovarianzen von Z∗n gegen diejenigen von G¯ gilt aufgrund der getrof-
fenen Voraussetzungen wiederum in P-Wahrscheinlichkeit.
Lemma 2.3.1 Unter Voraussetzung A∗ gilt für beliebige (s, t) ∈ R¯2
cov∗n(Z
∗
n(s), Z
∗
n(t)) = cov(G¯(s), G¯(t)) + oP(1).
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Beweis:
Gemäß obiger Definition gilt
Z∗n(s) =
1√
k
k∑
i=1
{ 1√
l
l∑
j=1
1{XSi+j ≤ s} − `T (XSi+j, θ¯) · F˙θ¯(s)
− E∗n
[ 1√
l
l∑
j=1
1{XSi+j ≤ s} − `T (XSi+j, θ¯) · F˙θ¯(s)
]}
.
Unter Verwendung von der unter (2.3) definierten Bezeichnung wird weiter defi-
niert
Dn(Si, s) :=
1√
l
l∑
j=1
1{XSi+j ≤ s} − `T (XSi+j, θ¯) · F˙θ¯(s)− Fθ¯(s)
=
1√
l
l∑
j=1
zθ¯(XSi+j, s).
Damit gilt
cov∗n(Z
∗
n(s), Z
∗
n(t)) = cov
∗
n(
1√
k
k∑
i=1
Dn(Si, s),
1√
k
k∑
i=1
Dn(Si, t))
= cov∗n(Dn(S1, s), Dn(S1, t))
= E∗n(Dn(S1, s) ·Dn(S1, t))︸ ︷︷ ︸
=:(i)
−E∗n(Dn(S1, s)) · E∗n(Dn(S1, t))︸ ︷︷ ︸
=:(ii)
.
Es wird nun gezeigt, dass der erste Teil des letzten Ausdrucks in Wahrscheinlich-
keit gegen die entsprechende Kovarianz des Originalprozessees konvergiert und
für den zweiten Teil wird Konvergenz gegen Null in Wahrscheinlichkeit nachge-
wiesen. (Siehe zur Vorgehensweise auch Bühlmann [14].)
zu (i)
Durch Nulladdition erhält man:
E∗n[Dn(S1, s) ·Dn(S1, t)]
=
1
n− l + 1
n−l∑
u=0
{( 1√
l
u+l∑
j=u+1
zθ¯(Xj, s)
)( 1√
l
u+l∑
j=u+1
zθ¯(Xj, t)
)
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− E
[( 1√
l
u+l∑
j=u+1
zθ¯(Xj, s)
)( 1√
l
u+l∑
j=u+1
zθ¯(Xj, t)
)]
+ E
[( 1√
l
u+l∑
j=u+1
zθ¯(Xj, s)
)( 1√
l
u+l∑
j=u+1
zθ¯(Xj, t)
)]}
=:
1
n− l + 1
n−l∑
u=0
{
Qu(s, t)
+ E
[( 1√
l
u+l∑
j=u+1
zθ¯(Xj, s)
)( 1√
l
u+l∑
j=u+1
zθ¯(Xj, t)
)]}
(2.32)
mit
Qu(s, t) =
( 1√
l
u+l∑
j=u+1
zθ¯(Xj, s)
)( 1√
l
u+l∑
j=u+1
zθ¯(Xj, t)
)
− E
[( 1√
l
u+l∑
j=u+1
zθ¯(Xj, s)
)( 1√
l
u+l∑
j=u+1
zθ¯(Xj, t)
)]}
.
Nun wird gezeigt, dass das arithmetische Mittel über die Qu in Wahrscheinlichkeit
gegen Null konvergiert, während der Ausdruck in der letzten Zeile für n gegen
unendlich gegen die entsprechende Kovarianz des Grenzprozesses G¯ konvergiert.
Lemma 2.3.2 Unter den Voraussetzungen von Theorem 2.3.1 gilt die Konver-
genz von (n−l+1)−1∑n−lu=0 Qu(s, t) gegen Null in W’keit, für beliebiges (s, t) ∈ R¯2.
Beweis:
Bezeichne mit
z˜(Xi, s,Xj, t) := zθ¯(Xi, s) · zθ¯(Xj, t)− E
[
zθ¯(Xi, s) · zθ¯(Xj, t)
]
.
Ausmultiplizieren von Qu(s, t) ergibt damit:
Qu(s, t) =
1
l
u+l∑
i=u+1
u+l∑
j=u+1
z˜(Xi, s,Xj, t)
=
1
l
u+l∑
i=u+1
{
z˜(Xi, s,Xi, t) +
l−1∑
j=1
[z˜(Xi, s,Xi+j, t) + z˜(Xi+j, s,Xi, t)]
}
.
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Durch Zusammenfassung gleicher Terme erhält man somit, wie in Künsch [43],
Abschnitt 3.2, für das arithmetische Mittel über die Qu
1
n− l + 1
n−l∑
u=0
Qu
=
1
n− l + 1
n∑
i=1
w(i)
{
z˜(Xi, s,Xi, t)
+
l−1∑
j=1
min{w(i), l − j}(z˜(Xi, s,Xi+j, t) + z˜(Xi+j, s,Xi, t))}
=
1
n− l + 1
n∑
i=1
w(i)
{
z˜(Xi, s,Xi, t)
+
l−1∑
j=1
min{w(i), l − j}(z˜(Xi, s,Xi+j, t) + z˜(Xi+j, s,Xi, t))}.
Für die Gewichtsfunktion w(·) gilt aufgrund der Vielfachheit der auftretenden
Terme folgendes:
l ·w(i) = i ·1{i ≤ l}+ l ·1{l < i ≤ n− l}+(n− (i−1)) ·1{n− l < i ≤ n}, (2.33)
woraus insbesondere folgt, dass 0 < w(·) ≤ 1.
Abgeschätzt werden soll jetzt die Wahrscheinlichkeit, dass der letztgenannte Aus-
druck betragsmäßig größer als µ ist, wobei µ > 0 beliebig aber fest gewählt sei.
Diese Wahrscheinlichkeit kann wiederum beschränkt werden durch Anwendung
der Tschebyschow-Ungleichung, und aufgrund der Tatsache, dass der letztgenann-
te Term zentriert ist, gilt
P
(∣∣∣ 1
n− l + 1
n−l∑
u=0
Qu
∣∣∣ > µ)
≤ 1
µ2(n− l + 1)2 · E
({ n∑
i=1
w(i) · z˜(Xi, s,Xi, t)
+
l−1∑
j=1
min{w(i), l − j} · [z˜(Xi, s,Xi+j, t) + z˜(Xi+j, s,Xi, t)]
}2)
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≤ 1
µ2(n− l + 1)2
n∑
i1=1
n∑
i2=1
∣∣∣ cov (w(i1) · z˜(Xi1 , s,Xi1 , t) +
+
l−1∑
j=1
min{w(i1), l − j} · [z˜(Xi1 , s,Xi1+j, t) + z˜(Xi1+j, s,Xi1 , t)],
w(i2) · z˜(Xi2 , s,Xi2 , t) +
+
l−1∑
j=1
min{w(i2), l − j} · [z˜(Xi2 , s,Xi2+j, t) + z˜(Xi2+j, s,Xi2 , t)]
)∣∣∣
Weiter kann aufgrund der Linearität der Kovarianz ein Ausmultiplizieren erfol-
gen, des weiteren kann der Betrag der Summe durch die Summe der Beträge
über die Kovarianzen abgeschätzt werden. Dann kann jeweils die Gewichtsfunk-
tion als konstanter Faktor ausgeklammert werden und man erhält schließlich als
Abschätzung nach oben aufgrund der Stationarität der Beobachtungen
≤ 1
µ2(n− l + 1)2
n−1∑
i=−(n−1)
(n− |i|) ·
{∣∣ cov (z˜(X1, s,X1, t), z˜(X1+|i|, s,X1+|i|, t))∣∣
+
l−1∑
j=1
[∣∣ cov (z˜(X1, s,X1+j, t), z˜(X1+|i|, s,X1+|i|, t))∣∣
+
∣∣ cov (z˜(X1+j, s,X1, t), z˜(X1+|i|, s,X1+|i|, t))∣∣]
+
l−1∑
j=1
∣∣ cov (z˜(X1, s,X1, t), z˜(X1+|i|, s,X1+|i|+j, t))∣∣
+
l−1∑
j1=1
l−1∑
j2=1
[∣∣ cov (z˜(X1, s,X1+j1 , t), z˜(X1+|i|, s,X1+|i|+j2 , t))∣∣
+
∣∣ cov (z˜(X1+j1 , s,X1, t), z˜(X1+|i|, s,X1+|i|+j2 , t))∣∣]
+
l−1∑
j=1
∣∣ cov (z˜(X1, s,X1, t), z˜(X1+|i|+j, s,X1+|i|, t))∣∣
+
l−1∑
j1=1
l−1∑
j2=1
[∣∣ cov (z˜(X1, s,X1+j1 , t), z˜(X1+|i|+j2 , s,X1+|i|, t))∣∣
+
∣∣ cov (z˜(X1+j1 , s,X1, t), z˜(X1+|i|+j2 , s,X1+|i|, t))∣∣]}
(2.34)
Unter der äußeren Summe tritt die Summe über insgesamt [1+(2l−2)]2 = (2l−1)2
einzelne Kovarianzen.
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Jede einzelne der Kovarianzen ist von der Struktur
cov(z˜(X1, s,X1+j1 , t), z˜(X1+|i|, s,X1+|i|+j2 , t))
=
∑
(v1,v2,v3,v4)
∈{1,2}4
cov
(
fv1(X1, s) · fv2(X1+j1 , t), fv3(X1+|i|, s) · fv4(X1+|i|+j2 , t)
)
,
wobei f1(X, s) := 1{X ≤ s}, f2(X, s) := `T (X, θ¯) · F˙θ¯(s).
Falls nun für obige Kovarianzen unter (2.34) gilt, dass 1 + j1 ≥ 1 + |i|, so kann
die Eigenschaft der schwachen Abhängigkeit hier nicht ausgenutzt werden, da
zwischen den in der Kovarianz auftretenden Termen keine Zeitlücke besteht. Die-
se Kovarianzen können unter Anwendung der Ungleichung von Cauchy-Schwarz
durch eine Konstante abgeschätzt werden. Die entsprechenden Terme sind end-
lich, falls gilt, dass
||`(X0, θ¯)||42
endlich ist, wie in Voraussetzung A∗ gefordert. Vereinfachend wird diese Abschät-
zung für die Kovarianzen benutzt, falls |i| ≤ l−1. Hiervon betroffen sind für festes
i insgesamt (2l− 1)2 Terme, und dies für |i| von 0 bis l− 1. Die Summe über all
diese Kovarianzen kann also nach oben abgeschätzt werden durch
(2l − 1) · (2l − 1)2 · const .
Insgesamt kann also für |i| < l der Term (2.34) abgeschätzt werden durch
O(l3 · (n− l + 1)−1).
Dies geht gegen Null, sofern gewährleistet ist, dass
l3 = o(n)⇔ n3/2−3ε−1 = o(1)⇔ 1
2
− 3ε < 0⇔ 1
6
< ε.
Für festes i mit |i| ≥ l können alle Kovarianzen unter Ausnutzung der schwachen
Abhängigkeit der Beobachtungen abgeschätzt werden. Gemäß den Überlegungen,
welche zum Nachweis der Konvergenz der endlichdimensionalen Verteilungen des
Originalprozesses angestellt wurden, können diese Kovarianzen in Abhängigkeit
der Zeitlücke |i| − l + 1 abgeschätzt werden durch
cov(z˜(X1, s,Xl, t), z˜(X1+|i|, s,X1+|i|+r, t)) ≤ const ·ζ˜ |i|−l+1,
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wobei ζ˜ = max{ζ 12+γ , ζ 12}.
Auch für diese Abschätzung muss die Voraussetzung
||`(X0, θ¯)||42 <∞
erfüllt sein.
Die äußere Summe bei (2.34) läuft auch in diesem Fall über O(l2) Terme, und
man erhält insgesamt für (2.34) im Fall |i| ≥ l die Ordnung
O(n−1 · l2).
Aufgrund der Voraussetzung l = O(n1/2−ε) geht also dieser Teil des Ausdrucks
gegen Null. Die Abschätzungen erfolgten gleichmäßig in (s, t) ∈ R¯2, sodass ins-
gesamt Lemma 2.3.2 bewiesen ist. 
Um zu zeigen, dass E∗n[Dn(S1, s) ·Dn(S1, t)] insgesamt in Wahrscheinlichkeit ge-
gen die entsprechende Kovarianz des Originalprozesses konvergiert, ist nun noch
folgendes Hilfsresultat zu zeigen
Lemma 2.3.3 Unter Voraussetzung A∗ gilt für (s, t) ∈ R¯ beliebig, dass,
1
n− l + 1
n−l∑
u=0
E
[( 1√
l
u+l∑
j=u+1
zθ¯(Xj, s)
)( 1√
l
u+l∑
j=u+1
zθ¯(Xj, t)
)]
n→∞→ cov(G¯(s), G¯(t)).
Beweis:
1
n− l + 1
n−l∑
u=0
E
[ 1√
l
u+l∑
j=u+1
(
zθ¯(Xj, s)
) 1√
l
u+l∑
j=u+1
(
zθ¯(Xj, t)
)]
=
1
l
l∑
j=1
l∑
r=1
E
(
zθ¯(Xj, s) · zθ¯(Xr, t)
)
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=
l−1∑
i=−(l−1)
(l − |i|)
l
cov
(
zθ¯(X1, s) · zθ¯(X1+|i|, t)
)
n→∞→
∑
i∈Z
cov
(
zθ¯(X1, s), zθ¯(X1+|i|, t)
)
= cov(G¯(s), G¯(t)). 
Zum Beweis von Lemma 2.3.1 ist nun gemäß (2.32) noch zu zeigen, dass gilt
E∗n(Dn(S1, s)) · E∗n(Dn(S1, t)) P→ 0.
Gemäß Künsch, (3.14) gilt: (Analog zu den Betrachtungen im Beweis von Lemma
2.3.2)
E∗n[Dn(S1, s)] =
√
l(n− l + 1)−1
n∑
j=1
w(j) · zθ¯(Xj, s)
wobei |w(j)| ≤ 1 (siehe (2.33)).
Daher gilt:
P
(√
l(n− l + 1)−1
∣∣∣ n∑
j=1
w(j) · zθ¯(Xj, s)
∣∣∣ > µ)
≤ 1
µ2
var
(√
l(n− l + 1)−1
n∑
j=1
w(j) · zθ¯(Xj, s)
)
= µ−2
1
l(n− l + 1)2E
( n∑
j=1
w(j) · zθ¯(Xj, s)
)2
≤ µ−2 1
l(n− l + 1)2
n∑
i=1
n∑
j=1
|E(zθ¯(Xi, s) · zθ¯(Xj, s))|
= µ−2
1
l(n− l + 1)2
i=n−1∑
i=−(n−1)
(n− |i|)∣∣ cov (zθ¯(X1, s), zθ¯(X1+|i|))∣∣
≤ µ−2
l(n− l + 1)
∞∑
i=−∞
(n− |i|)+
n− l + 1
∣∣ cov (zθ¯(X1, s), zθ¯(X1+|i|))∣∣ n→∞→ 0
für beliebig aber festes µ > 0, wobei die Abschätzungen wiederum gleichmäßig
in (s, t) ∈ R¯2 gelten.
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Damit gilt die Konvergenz der Kovarianzen des Bootstrap-Prozesses gegen dieje-
nigen des Prozesses G¯ in Wahrscheinlichkeit, womit Lemma 2.3.1 gezeigt ist. 
Anwendung des zentralen Grenzwertsatzes für Dreiecksschemata
Nachdem nun die Konvergenz inWahrscheinlichkeit der Kovarianzen des Bootstrap-
Prozesses gegen diejenigen des Grenzprozesses G¯ nachgewiesen ist, soll nun die
Verteilungskonvergenz in Wahrscheinlichkeit der endlichdimensionalen Verteilun-
gen des zentrierten Anteils des Bootstrap-Prozesses nachgewiesen werden. Zu-
nächst wird dies auf den univariaten Fall reduziert. Es wird zunächst gezeigt,
dass für jeden festen Vektor c ∈ RM und x1, ..., xM die Verteilungkonvergenz von
cT ~W ∗n mit ~W ∗n = (W ∗n(x1), ...,W ∗n(xM))T gegen cT
~¯G mit ~¯G = (G¯(x1), ..., G¯(xM))T
gilt.
Die gewichteten Summen über die einzelnen Blöcke sind hierbei voneinander un-
abhängige Zufallsgrößen und daher kann der univariate Grenzwertsatz für unab-
hängige Zufallsgrößen angewendet werden.
Es gilt folgendes Lemma
Lemma 2.3.4 Seien M ∈ N, c = (c1, ..., cM)T beliebig ∈ RM .
Dann gilt unter Voraussetzung A∗, mit ~W ∗n = (W ∗n(x1), ...,W ∗n(xM))T und ~¯G =
(G¯(x1), ..., G¯(xM))
T , dass
cT ~W ∗n
D→ cT ~¯G ∼ N(0, cT Σ¯x1,...,xM c) in P-W’keit,
wobei Σ¯x1,...,xM (i, j) =
∑
t∈Z
cov
(
zθ¯(X0, xi), zθ¯(Xt, xj)
)
.
Beweis:
Der zentrale Grenzwertsatz wird zunächst auf den zentrierten Anteil Z∗n des
Bootstrap-Prozesses angewendet.
Betrachte (c1, ..., cM)T ∈ RM und (x1, ..., xM)T ∈ RM . Es gilt, mit Z∗n wie in
(2.31) und z∗¯
θ
wie in (2.30):
cT ~Z∗n =
1√
n
n∑
k=1
M∑
r=1
crz
∗¯
θ(X
∗
k , xr)
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=
1√
k
k∑
i=1
1√
l
l∑
j=1
M∑
r=1
crz
∗¯
θ(XSi+j, xr)
=:
1√
k
k∑
i=1
T ∗i,k.
(Hierbei gilt, dass z∗¯
θ
sowie T ∗i,k jeweils von n abhängen.)
Die Zufallsgrößen T ∗i,k bilden hierbei ein zeilenweise unabhängig und identisch
verteiltes sowie (bedingt auf die Originalstichprobe) zentriertes Dreiecksschema.
Es kann somit der zentrale Grenzwertsatz für zeilenweise unabhängige Dreiecks-
schemata angewendet werden (s. Pruscha [62], S. 348).
Um die Verteilungskonvergenz in Wahrscheinlichkeit nachzuweisen, wird folgen-
dermaßen vorgegangen: Zur Verteilungskonvergenz von cT ~Z∗n in Wahrscheinlich-
keit ist gemäß der Definition zu Beginn des Abschnittes 2.3.1 zu zeigen, dass für
jede Teilfolge (mn)n∈N der natürlichen Zahlen N wiederum eine Teilfolge (m′n)n∈N
existiert, sodass cT ~Z∗m′n fast sicher in Verteilung gegen c
T ~¯G konvergiert.
Es ist also hinsichtlich der Lindeberg-Bedingung zu zeigen, dass für jede Teilfolge
(mn)n∈N ⊆ N eine Teilfolge (m′′n)n∈N existiert, sodass
P
(
ω : ∀µ > 0 : 1
k
· E∗m′′n
( k∑
i=1
1{|T ∗i,k| >
√
k · µ} · (T ∗1,k)2
)
n→∞→ 0
)
= 1
⇔ P
(
ω : ∀µ > 0 : E∗m′′n
(
1{|T ∗1,k| >
√
k · µ} · (T ∗1,k)2
)
n→∞→ 0
)
= 1, (2.35)
aufgrund der Tatsache, dass die T ∗i,k zeilenweise identisch verteilt sind.
Hierbei gilt, dass k = k(m′′n).
Zunächst ist hierzu zu zeigen, dass für jedes beliebige µ > 0 gilt, dass
E∗n
(
1{|T ∗1,k| >
√
k · µ} · (T ∗1,k)2
)
P→ 0. (2.36)
Betrachte dann eine Nullfolge (µn)n∈N. Ist dann (mn)n∈N eine beliebige Teilfolge
der natürlichen Zahlen, so gilt gemäß Lemma 2.5.4 für eine Teilfolge m(1)n von mn
E∗
m
(1)
n
(
1{|T ∗1,k| >
√
k · µ1} · (T ∗1,k)2
)
P−f.s.→ 0.
Weiter gilt
E∗
m
(1)
n
(
1{|T ∗1,k| >
√
k · µ2} · (T ∗1,k)2
)
P→ 0
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und demzufolge existiert wiederum eine Teilfolge (m(2)n )n∈N von (m
(1)
n )n∈N, sodass
E∗
m
(2)
n
(
1{|T ∗1,k| >
√
k · µ2} · (T ∗1,k)2
)
P−f.s.→ 0.
Indem so Teilfolgen (m(i)n )n∈N mit (m
(i+1)
n )n∈N ⊆ (min)n∈N konstruiert werden,
kann nun die gesuchte Folge (m′′n)n∈N gewonnen werden durch:
m′′i := m
(i)
i .
Weiter gilt für µ′ < µ, dass ∀n ∈ N
E∗n
(
1{|T ∗1,k| >
√
k · µ} · (T ∗1,k)2
)
≤ E∗n
(
1{|T ∗1,k| >
√
k · µ′} · (T ∗i,k)2
)
und daher folgt, da µn als Nullfolge gewählt ist, Aussage (2.35).
Weiter gilt
(s∗k)
2 :=
k∑
i=1
E∗n(T ∗i,n)2
=
k∑
i=1
E∗n
[( 1√
l
l∑
j=1
M∑
t=1
ctz
∗¯
θ(XSi+j, xt)
) · ( 1√
l
l∑
j=1
M∑
t=1
ctz
∗¯
θ(XSi+j, xt)
)]
= k ·
M∑
r=1
M∑
t=1
crct · cov∗n
( 1√
l
l∑
j=1
z∗¯θ(XS1+j, xr),
1√
l
l∑
j=1
z∗¯θ(XS1+j, xt)
)
= k ·
M∑
r=1
M∑
t=1
crct · cov∗n
(
Z∗n(xr), Z
∗
n(xt)
)
.
Gemäß Lemma 2.3.1 gilt somit, dass
1
k
· (s∗k)2 n→∞→
M∑
r=1
M∑
t=1
crct cov(G¯(xr), G¯(xt))
=
M∑
r=1
M∑
t=1
crct
∑
κ∈Z
cov
(
zθ¯(X0, xr), zθ¯(Xκ, xt)
)
= cT Σ¯x1,...,xM c in P-W’keit.
Wiederum existiert also eine Teilfolge (m′n)n∈N ⊆ (m′′n)n∈N, sodass
1
k(m′n)
· (sk(m′n)∗)2 n→∞→ cT Σ¯x1,...,xM c f.s.
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und damit gilt, falls die Lindeberg-Bedingung erfüllt ist, dass
cTZ∗m′′n =
1√
k
k∑
i=1
T ∗i,k
D→ N (0, cT Σ¯x1,...,xM c) fast sicher.
(Es gilt hier ebenfalls: k = k(m′n)). Da die Teilfolge mn beliebig gewählt war,
folgt damit zunächst die Verteilungskonvergenz von cTZ∗n in Wahrscheinlichkeit.
Die Verteilungskonvergenz von ~W ∗n folgt nun mit dem Satz von Cramér-Slutsky
und damit gilt die Aussage des Lemmas.
Zu zeigen bleibt nun also (2.36).
Nachweis der Lindeberg-Bedingung:
Gemäß (2.36) ist zu zeigen, dass
E∗n( 1{|T ∗1,k| >
√
k · µ} · (T ∗1,k)2) P→ 0.
Bezeichne wie in (2.3)
zθ¯(Xi, xr) = 1{Xi ≤ xr}+ `T (Xi, θ¯) · F˙θ¯(xr).
Dann gilt:
E∗n( 1{|T ∗1,k| >
√
k · µ} · (T ∗1,k)2)
= E∗n
{( S1+l∑
j=S1+1
1√
l
M∑
r=1
crzθ¯(Xj, xr)− E∗n[
S1+l∑
j=S1+1
1√
l
M∑
r=1
crzθ¯(Xj, xr)]
)2
·I
(∣∣ S1+l∑
j=S1+1
1√
l
M∑
r=1
crzθ¯(Xj, xr)− E∗n[
S1+l∑
j=S1+1
1√
l
M∑
r=1
crzθ¯(Xj, xr)]
∣∣ > √k · µ)}.
Gezeigt wird nun, dass die Wahrscheinlichkeit, dass der Wert der oben auftreten-
den Indikatorfunktion gleich 1 ist, für n gegen unendlich gegen Null strebt. Für
diejenigen ω ∈ Ω, für welche die Indikatorfunktion gleich Null ist, gilt nämlich,
dass der in der Lindeberg-Bedingung auftretende bedingte Erwartungswert gleich
Null ist. Somit folgt dann die Konvergenz des bedingten Erwartungswertes gegen
Null in P-Wahrscheinlichkeit.
Es gilt
E∗n
( 1√
l
S1+l∑
j=S1+1
M∑
r=1
crzθ¯(Xj, xr)
)
=
1
n− l + 1
n−l∑
i=0
( 1√
l
i+l∑
j=i+1
M∑
r=1
crzθ¯(Xj, xr)
)
129
2 Blockwise Bootstrap für den geschätzten empirischen Prozess
Bezeichne in der folgenden Rechnung Tj :=
M∑
r=1
crzθ¯(Xj, xr). Dann gilt weiter
P
(∣∣ 1√
l
S1+l∑
j=S1+1
Tj − 1
n− l + 1
n−l∑
i=0
( 1√
l
i+l∑
j=i+1
Tj
)∣∣ > √k · µ)
= P
( n−l⋃
u=0
{[ 1√
l
u+l∑
j=u+1
Tj − 1
n− l + 1
n−l∑
i=0
( 1√
l
i+l∑
j=i+1
Tj
)| > √k · µ] ∩ [S1 = u]})
≤
n−l∑
u=0
P
(
| 1√
l
u+l∑
j=u+1
Tj − 1
n− l + 1
n−l∑
i=0
( 1√
l
i+l∑
j=i+1
Tj
)| > √k · µ) · 1
n− l + 1
≤ max
u∈{0,...,n−l}
P
(
| 1√
l
u+l∑
j=u+1
Tj − 1
n− l + 1
n−l∑
i=0
( 1√
l
i+l∑
j=i+1
Tj
)| > √k · µ)
≤ max
u∈{0,...,n−l}
E
(
1
l
|
u+l∑
j=u+1
Tj − 1n−l+1
n−l∑
i=0
i+l∑
j=i+1
Tj|2
)
k · µ2
=
E
(
1
l
|
l∑
j=1
Tj − 1n−l+1
n−l∑
i=0
i+l∑
j=i+1
Tj|2
)
k · µ2 .
Der letzte Schritt gilt aufgrund der Stationarität des zugrundeliegenden Prozesses
der Beobachtungen.
Nun wird die Ordnung des Zählers betrachtet:
Es gilt
E
(1
l
|
u+l∑
j=u+1
M∑
r=1
crzθ¯(Xj, xr)−
1
n− l + 1
n−l∑
i=0
i+l∑
j=i+1
M∑
r=1
crzθ¯(Xj, xr)|2
)
=
1
l
· E
[( u+l∑
j=u+1
M∑
r=1
crzθ¯(Xj, xr)
)]2
− 2
l(n− l + 1)E
[( u+l∑
j=u+1
M∑
r=1
crzθ¯(Xj, xr)
)( n−l∑
i=0
i+l∑
j=i+1
M∑
r=1
crzθ¯(Xj, xr)
)]
+
1
l(n− l + 1)2E
[( n−l∑
i=0
i+l∑
j=i+1
M∑
r=1
crzθ¯(Xj, xr)
)2]
.
Aufgrund der Voraussetzung an die Momente der Funktion `(·, θ¯) sind die in-
nerhalb der Summen auftretenden Momente beschränkt. Der erste Term umfasst
insgesamt M2 · l2 Summanden, der zweite (n − l + 1) · l2 · M2 und der letzte
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(n− l + 1)2 · l2M˙2.
Insgesamt ergibt sich also für den Zähler die Ordnung O(l), während der Nenner
die Ordnung k besitzt.
Die Wahrscheinlichkeit kann also insgesamt beschränkt werden durch
O( l
k
) und geht gegen Null unter der Voraussetzung l = o(k), womit Lemma (2.3.4)
bewiesen ist. 
Zu zeigen ist nun, dass aus der Aussage dieses Lemmas auch die Konvergenz der
endlichdimensionalen Verteilungen des Prozesses W ∗n in Wahrscheinlichkeit folgt.
Um dies zu folgern, macht man sich die folgende Version des Satzes von Cramér-
Wold zunutze (vgl. Pauls [57], Satz 8.2):
Lemma 2.3.5 Sei (ξn)n∈N eine straffe Folge von Zufallsvariablen ξn : Ω → Rd
und bezeichne D := {λk : k ∈ N} eine dichte Teilmenge in Rd. Gilt
ξTn · λk D→ ξT · λk ∀λk ∈ D,
so folgt
ξn
D→ ξ in Rd.
Da in Lemma 2.3.4 die Aussage der Verteilungskonvergenz in Wahrscheinlich-
keit für beliebiges c ∈ R¯M gezeigt wurde, gilt dies insbesondere auch für jedes c
aus einer abzählbaren dichte Teilmenge des R¯M . Die Straffheit des betrachteten
Zufallsvektors in RM , welcher aus dem zugrundeliegenden Prozess hervorgeht,
indem dieser zwischen Gitterpunkten als konstant angenommen wird, folgt aus
den Aussagen des folgenden Abschnittes, der stochastischen Äquikontinuität des
Prozesses.
Zu zeigen ist also für die Konvergenz der endlichdimensionalen Verteilungen, dass
für jede Teilfolge (mn)∈∈N ⊆ N eine weitere Teilfolge (m′n)n∈N ⊆ N existiert, so-
dass die Verteilungskonvergenz fast sicher gilt. Dies zeigt man folgendermaßen:
Bezeichne c(1), c(2), ... eine abzählbare dichte Teilmenge des RM . Aufgrund der
Argumentation im Beweis von Lemma 2.3.4 gilt für eine Teilfolge m(1)n ⊆ mn die
Verteilungskonvergenz fast sicher von (c(1))T · ~Z∗
m
(1)
n
. Für eine Teilfolgem(2) ⊆ m(1)n
gilt wiederum die Verteilungskonvergenz von (c(2))T · ~Z∗
m(2)
fast sicher. Analog gilt
für festes i ∈ N, dass für eine Teilfolge m(i)n ⊆ m(i−1)n die fast sichere Verteilungs-
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konvergenz von (c(i))T · ~Z∗
m
(i)
n
gilt. Setze nun als die gesuchte Folge m′n:
m′i := m
(i)
i .
Für m′ gilt demzufolge, dass für alle c(i) mit i ∈ N gilt, dass (c(i))T · ~Z∗m′ fast
sicher in Verteilung gegen ξ konvergiert. Gemäß dem oben genannten Satz von
Cramér-Wold gilt somit auch die Verteilungskonvergenz fast sicher von ~Z∗m′ gegen
~¯G. Insgesamt gilt also die Verteilungskonvergenz von ~Z∗n in Wahrscheinlichkeit
gegen ~¯G, für n ∈ N.
Somit ist die Konvergenz der endlichdimensionalen Verteilungen des Bootstrap-
Prozesses Z∗n gewährleistet. Mit dem Satz von Cramér-Slutsky folgt somit die
Konvergenz der endlichdimensionalen Verteilungen von W ∗n gegen diejenigen von
G¯, wie in folgendem Lemma zusammengefasst:
Lemma 2.3.6 Es gelte A∗. Dann folgt
~W ∗n
D→ ~¯G in P-Wahrscheinlichkeit.
Stochastische Äquikontinuität des Bootstrap-Prozesses
In Analogie zur Vorgehensweise im Falle des Originalprozesses wird nun die sto-
chastische Äquikontinuität des Bootstrap-Prozesses gezeigt. Um die Äquikonti-
nuität des Bootstrap-Prozesses nachzuweisen, wird in mehreren Schritten vorge-
gangen.
Ziel ist es, die Existenz eines Gitters mit endlich vielen Punkten auf [−∞,∞] zu
zeigen, sodass das Maximum der Zuwächse des Prozesses zwischen den Gitter-
punkten und dazwischenliegenden Punkten mit hoher Warscheinlichkeit (bedingt
auf die Originalstichprobe) klein ist, falls ω ∈ Ω(n). (Ω(n))n∈N ist wiederum eine
Folge von Teilmengen von Ω, deren Wahrscheinlichkeiten mit n → ∞ gegen 1
geht.
Dies wird gezeigt, indem die zwei Teile des Prozesses separat betrachtet werden,
der Anteil, welcher der Differenz zwischen empirischer und tatsächlicher Vertei-
lungsfunktion entspricht sowie der Anteil, der den Effekt der Parameterschätzung
imitiert.
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In diesem Abschnitt wird folgendes Lemma bewiesen:
Lemma 2.3.7 Es gelte A∗.
Dann existiert für alle ν > 0 und η > 0 ein Gitter G∗ν,η := {x∗0, ...., x∗M∗} auf R¯,
sodass gilt:
Es existiert eine Folge (Ω(n))n∈N von Teilmengen von Ω mit P(Ω(n))→ 1, sodass
gilt, für genügend großes n:
P∗n
(
max
{i=1,...,M∗}
sup
t∈(x∗i−1,x∗i ]
|W ∗n(x∗i )−Wn(t)| > ν
) ≤ η
für ω ∈ Ω(n).
Betrachte also zunächst
U∗n(t)− U∗n(s) =
√
l√
k
k∑
i=1
(HSi(t)−HSi(s))− (F˜n(t)− F˜n(s)).
Die in der Summe auftretenden Zufallsgrößen sind unabhängig und identisch
verteilt und durch 1 beschränkt.
In einem ersten Schritt wird eine Folge von Gittern bis zu einer von n abhän-
gigen Feinheit konstruiert, sodass die entsprechenden Zuwächse zwischen dem
feinen und dem groben Gitter mit hoher Wahrscheinlichkeit klein sind. Hierfür
wird auf die Chaining-Technik zurückgegriffen. Dazu macht man sich zunutze,
dass die Zuwächse zwischen zwei festen Punkten mit hoher (bedingter) Wahr-
scheinlichkeit eine genügend kleine Schranke nicht überschreiten.
Dann wird gezeigt, dass dies auch beim Übergang zum Kontinuum gilt.
Um zu einer Abschätzung der Wahrscheinlichkeiten zu gelangen, dass zwischen
zwei festen Punkten die Zuwächse des Prozesses U∗n eine bestimmte Schranke
nicht überschreiten, wird die Ungleichung von Bennett angewendet. Entschei-
dend hierfür, ebenso wie für den Übergang vom feinen Gitter auf das Kontinuum,
ist die Konvergenz der Varianz der Zuwächse des Bootstrap-Prozesses (bedingt
auf die Originalstichprobe) gegen den Grenzwert der Varianz der Zuwächse des
Originalprozesses. Für die letztgenannte Problematik ist eine gleichmäßige poly-
nomielle Konvergenzrate in Wahrscheinlichkeit zu zeigen. Dies wird am Ende des
Abschnitts in mehreren Schritten durchgeführt.
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Die Beweisschritte orientieren sich an der Arbeit von Naik-Nimbalkar und Ra-
jarshi [53], wo der empirische Prozess basierend auf mischenden Zufallsvariablen
betrachet wurde.
Unter Nutzung dieses Resultates wird nun zunächst die stochastische Äquikonti-
nuität des ersten Teils des Bootstrap-Prozesses nachgewiesen.
Es gelten folgende Bezeichnungen:
Die Varianz der Zuwächse des Bootstrap-Prozesses U∗n, bedingt auf die Original-
stichprobe, wird nun mit σˆ2n(·, ·) bezeichnet. Es gilt also:
σˆ2n(s, t) := var
∗
n(U
∗
n(t)− U∗n(s)).
Weiter gelte
σ2(s, t) := lim
n→∞
var(Un(t)− Un(s)) =
∑
i∈Z
cov(1{s < X1 ≤ t},1{x < X1+|i| ≤ t}).
(Der Grenzwert existiert aufgrund der Voraussetzung an die schwache Abhängig-
keit der Xi.)
Die betragsmäßige Abweichung von σˆ2n(s, t) von σ2(s, t) wird mit ∆n(s, t) be-
zeichnet. Damit gilt:
σˆ2n(s, t) ≤ σ2(s, t) + ∆n(s, t).
Setze nun noch
∆n := sup
(s,t)∈R¯2
∆n(s, t). (2.37)
Zuwächse des Bootstrap-Prozesses U∗n zwischen zwei festen Punkten
Was die Zuwächse des Prozesses zwischen zwei festen Punkten anbelangt, gilt
unter den hier verwendeten Voraussetzungen ein Analogon zu Lemma 4.1 in
Naik-Nimbalkar und Rajarshi [53]. Zum Beweis wird die Bennett-Ungleichung
herangezogen, wie sie etwa in Pollard [61], S. 192, zu finden ist, wo auch die in
den Voraussetzungen des folgenden Lemmas auftretende Funktion B(·) definiert
ist.
Es gilt
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Lemma 2.3.8 Es gelte A∗.
Dann folgt, für hinreichend großes n und ein b > 0:
∀λ ∈ (0, 1),∀η > 0 und ∀δ > 0 mit δ
2
η
>
bn−ε
2B−1(λ)
und δ2 ≥ ∆n gilt
P∗n[|U∗n(t)− U∗n(s)| > η] ≤ 2 exp
{
− η
2(λ/2)
2δ2
}
,
falls für die Punkte s und t gilt: L · |F (t)− F (s)|1/2 ≤ δ2, für ein L > 0.
Beweis:
Um dieses Lemma zu beweisen macht man sich die Unabhängigkeit der einzelnen
Blöcke zunutze. Hierzu schreiben wir zunächst:
U∗n(t)− U∗n(s) =
√
l√
k
k∑
i=1
HSi(t)−HSi(s)− (F˜n(t)− F˜n(s)).
Weiter gilt aufgrund der Unabhängigkeit der Summanden:
var∗n(
k∑
i=1
HSi(t)−HSi(s)− (F˜n(t)− F˜n(s))) =
k
l
· σˆ2n(s, t).
Die einzelnen Summanden sind unabhängig und beschränkt. Daher kann die Un-
gleichung von Bennett angewendet werden (s. Pollard [61], S. 192) und es gilt
unter der Voraussetzung l  n 12−ε
P∗n(|U∗n(t)− U∗n(s)| > η)
= P∗n(|
k∑
i=1
HSi(t)−HSi(s)− (F˜n(t)− F˜n(s))| >
√
k√
l
η)
= 2 exp
{− 1
2
η
√
k/l · η
√
l/k
σˆ2n(s, t)
·B( η√l/k
σˆ2n(s, t)
)}
Die Funktion λB(λ) ist monoton wachsend in λ und daher kann weiter abge-
schätzt werden
≤ 2 exp{− 1
2
η
√
k/l · η
√
l/k
∆n + σ2(s, t)
·B( η√l/k
∆n + σ2(s, t)
)}
und, falls ∆n < δ2 und σ2(s, t) < δ2
≤ 2 exp{− 1
2
η
√
k/l · η
√
l/k
2δ2
·B(η√l/k
2δ2
)}
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= 2 exp
{− 1
2
· η
2
2δ2
·B(η√l/k
2δ2
)}
= 2 exp
{− 1
2
· η
2
2δ2
·B(ηbn−ε
2δ2
)}
, (2.38)
wegen l ≤ b · n−ε, für ein b > 0 und n hinreichend groß. Weiter kann dieser
Ausdruck nach oben beschränkt werden, indem für festes λ ∈ (0, 1) abgeschätzt
wird
B
(ηbn−ε
2δ2
) ≥ λ,
was erfüllt ist,wenn
ηbn−ε
2δ2
< B−1(λ)⇔ δ
2
η
>
bn−ε
2 ·B−1(λ) .
Dies ist erfüllbar aufgrund der Eigenschaften der Funktion B(·). (B(·) ist stetig
und fallend und es gilt B(x) ≥ (1 + 1
3
x)−1 für x > 0, wie in Pollard [61], S. 193,
nachzulesen.)
Mit (2.38) kann somit abschließend abgeschätzt werden
P∗n(|U∗n(t)− U∗n(s)| > η) ≤ 2 exp
{− 1
2
· η
2
2δ2
· λ}.

Approximation des Bootstrap-Prozesses U∗n auf einem Gitter
Das zuletzt genannte Lemma (2.3.8) wird nun angewendet auf Teilmengen Ω˜(n)1
von Ω, für die gilt, dass ∆n, also die Abweichung sup
(s,t)∈R¯2
|σˆ2n(s, t) − σ2(s, t)|, von
der Ordnung O(n−r), für ein r > 0, ist. Auf diesen Teilmengen können die be-
dingten Wahrscheinlichkeiten für Zuwächse des Prozesses zwischen Kontinuum
und den Punkten eines geeigneten Gitters beschränkt werden, was Gegenstand
der folgenden beiden Lemmata ist. Die Mengen Ω˜(n)1 sind hierbei unabhängig vom
gewählten Gitter. Letzteres wird konstruiert aufgrund der Vorgaben an die Größe
der Zuwächse und der entsprechenden Wahrscheinlichkeiten.
Gemäß Lemma 2.3.13 konvergiert die Wahrscheinlichkeit der Teilmengen Ω˜(n)1 ge-
gen 1 für n→∞.
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Wir konstruieren nun eine Folge von Gittern;
Gemäß Pollard [61], S.143 wird δi exponentiell fallend gewählt:
δi = 2
−i.
Um die in Lemma 2 genannte Ungleichung ausnutzen zu können, muss gelten (für
beliebig aber fest gewähltes λ ∈ (0, 1)):
{δ2i ≥ max{∆n, bn−ε/(2B−1(λ))}
(Wir können davon ausgehen, dass η < 1 gilt. Durch die Wahl von δi oben werden
die Voraussetzungen dann auf alle Fälle nicht verletzt.)
Es ist nun ein imax =: in zu bestimmen. Dies wird so gewählt, dass
δ2in ≥ ∆n + n−ε/(2B−1(λ)).
Für in gilt dann:
2−2in ≥ ∆n + n−ε/(2B−1(λ))
⇔ in ≤ − ln(∆n + n−ε/(2B−1(λ)))/(2 ln 2)
(in ist also von der Größenordnung konstante · lnn, falls ∆n die Ordnung O(n−r)
besitzt).
Es wird nun eine Folge von Gittern G∗i = {xi,1, ..., xi,Mi} mit xi,1 = −∞ und
xi,Mn = ∞ auf R¯ konstruiert, sodass für benachbarte Punkte xi,j und xi,j−1 des
Gitters G∗i gilt:
σ2(xi,j, xi,j−1) ≤ δ2i . (2.39)
Dies wird erreicht, indem die Punkte so gewählt werden, dass die Zuwächse der
Verteilungsfunktion F zwischen den Gitterpunkten des Gitters G∗i von der Höhe
1
L2
· 2−4i
sind. Dann gilt nämlich:
σ2(xi,j, xi,j−1) ≤ L(F (xi,j)− F (xi,j−1))1/2 ≤ 2−2i = δ2i .
Die Mächtigkeit des Gitters G∗i beträgt demnach:
c˜ · 24i + 1.
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Wie in Pollard gilt weiter (Der Konstante D entspricht hier (2/λ)1/2, Mi ist die
Mächtigkeit des Gitters G∗i ):
ηi :=
(2
λ
)1/2 · δi[ln(Mi+1/δi)]1/2.
Damit gilt für xi,j und xi,j−1 aus G∗i , für hinreichend großes i:
P∗n(|Un(xi,j)− Un(xi,j−1)| > ηi) ≤
δi
Mi+1
.
Für die Summe der ηi gilt weiter:
k∑
i=1
ηi =
k∑
i=1
(2
λ
) 1
2 δi [2 ln(c˜ · (24i + 1) · 2i)]1/2︸ ︷︷ ︸
O(i)
=
k∑
i=1
(2
λ
) 1
22−i ·O(i).
Sei nun t beliebig aus G∗in . Wird mit xi(t) der t am nächsten gelegene Punkt des
Gitters G∗i bezeichnet, so gilt (gemäß Pollard, S. 143) für einen Index i0:
P∗n(max
t∈Gin
|U∗n(xi0(t))− U∗n(t)| >
in∑
k=i0
ηk) ≤
in∑
k=i0
δk.
Insgesamt gilt also zunächst aufgrund der Summierbarkeit der ηk und δk:
Lemma 2.3.9 Für jedes vorgegebene η-δ-Paar existiert ein Index i0, sodass für
ω ∈ Ω˜(n)1 mit Ω˜(n)1 ⊆ Ω und P(Ω˜(n)1 ) n→∞→ 1 gilt:
P∗n( max
j∈1,...,Min
max
t∈[xi0,j−1,xi0,j)∩G∗in
|U∗n(xi0(t))− U∗n(t)| > η) ≤ δ.
Wähle hierzu i0 so, dass für die Summe der ηk und δk (wie oben definiert) jeweils
η bzw. δ als obere Schranke gilt. Dann kann die Wahrscheinlichkeit entsprechend
abgeschätzt werden. (S.o.) 
Nachdem im letzten Lemma gezeigt ist, dass für ω ∈ Ω˜(n)1 (aufgrund der Kleinheit
der Abweichung ∆n) die Zuwächse zwischen den Punkten des Gitters G∗i0 und den
Punkten des Gitters G∗in mit hoher Wahrscheinlichkeit (bedingt auf die Original-
stichprobe) klein sind, gilt es nun noch zu zeigen, dass die Zuwächse zwischen
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beliebigen Punkten des Kontinuums und dem nächstgelegenen Gitterpunkt aus
G∗in ebenfalls mit hoher Wahrscheinlichkeit klein sind. Dann kann der betrachtete
Prozess gut auf dem endlichen Gitter G∗i0 approximiert werden.
Dies folgt aus einem Analogon zu Lemma 4.3 aus Naik-Nimbalkar und Rajarshi
Lemma 2.3.10 Für G∗in mit der Mächtigkeit Min gilt, für ω ∈ Ω˜(n)1 :
P∗n(sup
t∈R¯
|U∗n(xin(t))− U∗n(t)| > η) ≤ δ.
Beweis:
Hierzu wird die gleiche Vorgehensweise gewählt wie in Naik-Nimbalkar und Ra-
jarshi, Lemma 4.3;
Es gilt zunächst: Bei einer Originalstichprobe vom Umfang n nimmt U∗n(t)−U∗n(s)
höchstens (n+ 1)2 unterschiedliche Werte an, denn:
Für beliebige Punkte t und t′ mit Fn(t) = Fn(t′) gilt, dass
1{Xr ≤ t} = 1{Xr ≤ t′}.
Also gilt ebenfalls:
1
l
l∑
r=1
1{Xi+r ≤ t} − 1
l(n− l + 1)
n−l∑
j=0
l∑
r=1
1{Xj+r ≤ t}
= Hi(t)− E∗n(F ∗n(t)) = Hi(t′)− E∗n(F ∗n(t′))
und damit auch
HSi(t) = HSi(t
′), ∀i ∈ {1, ..., k}
sowie U∗n(t) = U
∗
n(t
′).
Die empirische Verteilungsfunktion Fn nimmt nur n + 1 Werte an, sodass
U∗n(t)− U∗n(s) nur (n+ 1)2 Werte annehmen kann.
Also gilt
P∗n(sup
t∈R¯
|U∗n(xin(t))− U∗n(t)| > η)
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≤ (n+ 1)2 · sup
t∈R¯
P∗n(|U∗n(xin(t))− U∗n(t)| > η).
Des weiteren gilt folgende Darstellung:
=
k∑
i=1
[HSi(t)−HSi(s)]− [F˜n(t)− F˜n(s)]√
l · √k .
Die Summanden sind beschränkt durch
√
l√
k
. Daher kann anhand der Bernstein-
Ungleichung (Shorack und Wellner [69], S. 855) abgeschätzt werden:
P∗n(|U∗n(xin(t))− U∗n(t)| > η)
≤ 2 · exp{− 1
2
η2
σˆ2n(xi,n(t), t) +
2
3
η
√
l/k
}
= exp
{− 1
2
η2
σˆ2n(xi,n(t), t) +
2
3
ηln−1/2
}
.
Des weiteren kann σˆ2n(xi,n(t), t) gemäßg (2.37) und (2.39) betragsmäßig abge-
schätzt werden durch
σˆ2n(xi,n(t), t) ≤ ∆n + σ2(xi,n(t), t) ≤ ∆n + δ2n (2.40)
aufgrund der Wahl der Gitterpunkte.
Daher kann die oben genannte Wahrscheinlichkeit beschränkt werden durch
exp
{− 1
2
η2
∆n + δ2n +
2
3
ηn−1/2
}
.
∆n konvergiert stochastisch mit polynomieller Rate gegen Null (siehe Lemma
2.3.13). Somit kann der Ausdruck (2.40) auf den Mengen Ω˜(n)1 aufgrund der Ei-
genschaften von ∆n und δ2n abgeschätzt werden durch
O(n−r), für ein r > 0.
Insgesamt gilt also:
P∗n(sup
t∈R¯
|U∗n(xin(t))− U∗n(t)| > η) ≤ 2(n+ 1)2 exp(−Cnr) n→∞→ 0.

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Stochastische Äquikontinuität des zweiten Teils des Bootstrap-Prozesses
Die stochastische Äquikontinuität des zweiten Teils des Prozesses,
1√
n
n∑
j=1
(`(X∗j , θ¯)− E∗n`(X∗j , θ¯)) · F˙θ¯(·),
ist Gegenstand des folgenden Lemmas.
Lemma 2.3.11 Es existiert eine Folge von Teilmengen Ω˜(n)2 ⊆ Ω, wobei
P(Ω˜(n)2 )
n→∞→ 1, sodass für alle ν > 0 und η > 0 ein Gitter G˜∗ν,η = {y0, ..., yN∗}
existiert, sodass
P∗n
(
max
1≤i≤N∗
sup
t∈(yi−1,yi]
∣∣ 1√
n
n∑
j=1
(`(X∗j , θ¯)− E∗n`(X∗j , θ¯))T · (F˙θ¯(yi)− F˙θ¯(t))
∣∣ > ν) ≤ η,
für hinreichend großes n, für alle ω ∈ Ω˜(n)2 .
Beweis:
Aufgrund der gleichmäßigen Stetigkeit von F˙θ¯(·) und der Existenz von lim
t→±∞
||F˙θ¯(t)||2
gilt
max
1≤i≤N∗
sup
t∈(yi−1,yi]
|F˙θ¯(yi)− F˙θ¯(t)| ≤ a,
wobei die Konstante a von der Wahl der Gitterpunkte abhängt. Die Gitterpunkte
können so gewählt werden, dass die Konstante a beliebig klein werden kann.
Es gilt also:
P∗n
(
max
1≤i≤N∗
sup
t∈(yi−1,yi]
∣∣ 1√
n
n∑
j=1
(`(X∗j , θ¯)− E∗n[`(X∗j , θ¯)])T · (F˙θ¯(yi)− F˙θ¯(t))
∣∣ > ν)
= P∗n
(
max
1≤i≤N∗
sup
t∈(yi−1,yi]
∣∣ 1√
n
n∑
j=1
(`(X∗j , θ¯)− E∗n[`(X∗j , θ¯)])T · (F˙θ¯(yi)− F˙θ¯(t))
∣∣2 > ν2)
≤ P∗n
(|| 1√
n
n∑
j=1
`(X∗i , θ¯)− E∗n[`(X∗j , θ¯)]||22 · a2 > ν2
)
≤
a2 · E∗n
(
|| 1√
n
n∑
j=1
`(X∗j , θ¯)− E∗n[`(X∗j , θ¯)]||22
)
ν2
.
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Nun ist die Konvergenz von E∗n
(
|| 1√
n
n∑
j=1
`(X∗j , θ¯)−E∗n[`(X∗j , θ¯)]||22
)
in Wahrschein-
lichkeit gegen eine Konstante nachzuweisen.
Es gilt:
E∗n
(
|| 1√
n
n∑
j=1
`(X∗j , θ¯)− E∗n[`(X∗j , θ¯)]||22
)
= E∗n
[( 1√
k
k∑
j=1
1√
l
l∑
r=1
`(XSj+r, θ¯)− E∗n[`(XSj+r, θ¯)]
)T
·
( 1√
k
k∑
j=1
1√
l
l∑
r=1
`(XSj+r, θ¯)− E∗n[`(XSj+r, θ¯)]
)]
=
p∑
τ=1
E∗n
[( 1√
k
k∑
j=1
1√
l
l∑
r=1
`(XSj+r, θ¯)− E∗n[`(XSj+r, θ¯)]
)2
(τ)
]
=
p∑
τ=1
1
k
k∑
i=1
E∗n
[( 1√
l
l∑
r=1
`(XSj+r, θ¯)− E∗n[`(XSj+r, θ¯)]
)2
(τ)
]
=
p∑
τ=1
E∗n
[( 1√
l
l∑
r=1
`(XS1+r, θ¯)− E∗n[`(XS1+r, θ¯)]
)2
(τ)
]
=
p∑
τ=1
E∗n
[( 1√
l
l∑
r=1
`(XS1+r, θ¯) ·
1√
l
l∑
t=1
`(XS1+t, θ¯)
)
(τ)
]
− E∗n
[( 1√
l
l∑
r=1
`(XS1+r, θ¯)
)
(τ)
]
· E∗n
[( 1√
l
l∑
r=1
`(XS1+r, θ¯)
)
(τ)
]
.
Der Index (τ) bezeichnet hierbei die τ -te Komponente der betrachteten Vektoren.
Die Vorgehensweise zum Nachweis der Konvergenz erfolgt analog zum Beweis der
Konvergenz in Wahrscheinlichkeit der Kovarianzen des Bootstrap-Prozesses ge-
gen diejenigen des Originalprozesses. 
Wähle nun Ω˜(n) := Ω˜(n)1 ∩ Ω˜(n)2 sowie G∗ν,η := G∗i0 ∪G˜∗ν,η. Dann gilt mit analogen Ar-
gumenten wie für die stochastische Äquikontinuität des Originalprozesses Lemma
2.3.7, unter Nutzung von Lemma 2.3.9, 2.3.10 und 2.3.11. 
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Konvergenz der Varianz der Zuwächse des Bootstrap-Prozesses U∗n
In diesem Abschnitt wird gezeigt, dass die Varianz der Zuwächse des Bootstrap-
Prozesses U∗n (siehe (2.29)) in Wahrscheinlichkeit gegen einen Grenzwert konver-
giert, welcher demjenigen der Varianz der Zuwächse des zugehörigen Teils des
Originalprozesses entspricht.
Bezeichne hierzu mit σ2(s, t) den Grenzwert der Varianz der Differenz des Pro-
zesses Un an den Punkten s und t (für n gegen unendlich).
Zunächst wird nachgewiesen, dass σ2(s, t) unter den Voraussetzungen an die
schwache Abhängigkeit und die Verteilungsfunktion der zugrundeliegenden Be-
obachtungen stetig in s und t ist.
Es gilt:
σ2(s, t) := lim
n→∞
var[Un(t)− Un(s)]
= lim
n→∞
var
[ 1√
n
n∑
i=1
1{s < Xi ≤ t} − (F (t)− F (s))
]
= lim
n→∞
E
[
(
1√
n
n∑
i=1
Yi(s, t)− F (s, t))2
]
= lim
n→∞
(
var[Y1(s, t)] + 2 ·
n−1∑
i=1
n− i
n
· cov[Y1(s, t), Y1+i(s, t)]
)
= lim
n→∞
(
var[Y1(s, t)] + 2 ·
∞∑
i=1
(n− i)+
n
· cov[Y1(s, t), Y1+i(s, t)]
)
Zur Abschätzung der Kovarianzen wird Lemma 2.5.1 ausgenutzt. Da die Sum-
me über die Kovarianzen somit absolut konvergent ist, gilt mit dem Satz von
Lebesgue
= var[Y1(s, t)] + 2 ·
∞∑
i=1
· cov[Y1(s, t), Y1+i(s, t)]
≤ |F (t)− F (s)|1/2 ·
∞∑
i=1
const ·ζ
2
3
i
≤ C˜ · |F (t)− F (s)|1/2.
Es gilt also:
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Lemma 2.3.12 Sei (Xi)i∈Z ein Prozess, welcher der Voraussetzung A(i) genügt.
Zudem sei die Verteilungsfunktion der Randverteilungen lipschitzstetig. Dann gilt
für σ2(s, t) := lim
n→∞
var(Un(t)− Un(s)), dass
σ2(s, t) ≤ C˜ · |F (t)− F (s)| 12 .
Wie in Lemma 2.5.1 ersichtlich, ist hier wiederum exponentielles Abnehmen des
Abhängigkeitskoeffizienten vorausgesetzt, dies kann allerdings abgeschwächt wer-
den. Lediglich die Summierbarkeit im obigen Sinne muss gewährleistet sein.
Das folgende Lemma beinhaltet nun die gleichmäßige Konvergenz von σˆ2n(s, t) in
Wahrscheinlichkeit gegen σ2(s, t) mit polynomieller Rate (vgl. hierzu Theorem
3.1 und Korollar 3.2 in Naik-Nimbalkar und Rajarshi [53]):
Lemma 2.3.13 Es gilt unter Voraussetzung A∗:
Es existiert ein r > 0, sodass
nr · sup
(s,t)∈R¯2
|σˆ2n(s, t)− σ2(s, t)| P→ 0.
Beweis:
Dieses wird in mehreren Schritten bewiesen. Zunächst wird die gleichmäßige Kon-
vergenz des deterministischen Anteils gezeigt. Dann wird eine Zerlegung des
stochastischen Anteils betrachtet und hierfür die gleichmäßgie Konvergenz in
Wahrscheinlichkeit der Ordnung oP(n−r) nachgewiesen, unter Ausnutzung von
Monotonie-Argumenten wie in Shorack und Wellner [69], S. 95f.
Es gilt zunächst die in Naik-Nimbalkar und Rajarshi [53], S. 985, verwendete
Darstellung:
σˆ2n(s, t) =
l
n− l + 1
n−l∑
j=0
{ l∑
r=1
1{s < Xr+j ≤ t} − (F˜n(t)− F˜n(s))
l
}2
, (2.41)
denn
σˆ2n(s, t) = var
∗
n[U
∗
n(t)− U∗n(s)]
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= var∗n
[ 1√
k
k∑
i=1
1√
l
l∑
j=1
{
1{XSi+j ≤ t} − 1{XSi+j ≤ s}
− 1
n− l + 1
n−l∑
u=0
(1{Xu+j ≤ t} − 1{Xu+j ≤ s})
}]
= var∗n
[ 1√
l
l∑
j=1
1{s < XS1+j ≤ t} − (F˜n(t)− F˜n(s))
]
=
1
l
· E∗n
[( l∑
j=1
1{s < XS1+j ≤ t} − (F˜n(t)− F˜n(s))
)2]
=
l
n− l + 1
n−l∑
j=0
{ l∑
r=1
1{s < Xr+j ≤ t} − (F˜n(t)− F˜n(s))
l
}2
.
Zum Beweis des Lemmas wird die Abweichung von σˆ2n(s, t) von σ2(s, t) in einen
stochastischen und einen deterministischen Anteil zerlegt:
|σˆ2n(s, t)− σ2(s, t)|
≤ |σˆ2n(s, t)− Eσˆ2n(s, t)|+ |Eσˆ2n(s, t)− σ2(s, t)|.
Nun werden der stochastische und deterministische Anteil separat betrachtet.
Konvergenz des deterministischen Anteils
Zunächst wird die gleichmäßige Konvergenz des deterministischen Anteils
|σ2(s, t)− σˆ2n(s, t)| mit polynomieller Rate nachgewiesen.
Es gilt
Lemma 2.3.14 Unter Voraussetzung A∗ gilt für ein r > 0
sup
(s,t)∈R¯2
|E[σˆ2n(s, t)]− σ2(s, t)| = o(n−r).
Beweis:
Es gilt zunächst, mit F (s, t) := F (t) − F (s) und F˜n(s, t) = F˜n(t) − F˜n(s) sowie
Yi(s, t) gemäß (2.65):
E[σˆ2n(s, t)] =
l
(n− l + 1)
n−l∑
j=0
E
[(1
l
l∑
r=1
Yj+r(s, t)− F (s, t)
+ F (s, t)− 1
l
l∑
r=1
F˜n(s, t)
)2]
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=
l
(n− l + 1)
n−l∑
j=0
{
E
[(1
l
l∑
r=1
Yj+r − F (s, t)
)2]
+ 2 · E
[(1
l
l∑
r=1
Yj+r(s, t)− F (s, t)
)(
F (s, t)− F˜n(s, t)
)]}
+ l · E[(F (s, t)− F˜n(s, t))2].
Die letzten beiden Summanden des Ausdrucks können unter Anwendung der Un-
gleichung von Cauchy-Schwarz und mithilfe von Lemma 2.5.8 und Lemma 2.5.7
abgeschätzt werden durch
≤ 2l
n− l + 1 ·
n−l∑
j=0
{
E
[(1
l
l∑
r=1
Y1+r(s, t)− F (s, t)
)2]}1/2
·
{
E
[(
F (s, t)− F˜n(s, t)
)2]}1/2
+ l · E[(F (s, t)− F˜n(s, t))2]
= l ·O( 1√
l
) ·O( l − 1
n− l + 1) + l ·O(
l − 1
n− l + 1) = O(
l2
n
).
Man erhält also
E[σˆ2n(s, t)] =
l
(n− l + 1)
n−l∑
j=0
E
[(1
l
l∑
r=1
Yj+r(s, t)− F (s, t)
)2]
+ O(
l2
n
)
= l · E[(1
l
l∑
r=1
Y1+r(s, t)− F (s, t)
)2]
+ O(
l2
n
)
= var[Y1(s, t)] + 2 ·
l−1∑
i=1
l − i
l
· cov[Y1(s, t), Y1+i(s, t)] +O( l
2
n
).
Damit gilt insgesamt für den Bias von σˆ2n(s, t) unter Ausnutzung der Darstellung
für σ2(s, t).
|E[σˆ2n(s, t)]− σ2(s, t)|
≤ ∣∣ ∞∑
i=−∞
cov(Y1(s, t), Y1+|i|(s, t))|
−
l−1∑
i=−(l−1)
l − |i|
l
· cov(Y1(s, t), Y1+|i|(s, t))
∣∣+O( l2
n
)
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≤
l−1∑
i=−(l−1)
|i|
l
· | cov(Y1(s, t), Y1+|i|(s, t))|
+
∑
|i|≥l
| cov(Y1(s, t), Y1+|i|(s, t))|+O( l
2
n
)
≤
∞∑
i=−∞
|i|
l
· cov(Y1(s, t), Y1+|i|(s, t))|
+
∑
|i|≥l
| cov(Y1(s, t), Y1+|i|(s, t))|+O( l
2
n
).
Mit der Voraussetzung der Summierbarkeit bezüglich i von
|i|
l
· | cov(Y1(s, t), Y1+|i|(s, t))|, was unter hinreichenden Bedingungen an die Sum-
mierbarkeit des Abhängigkeitskoeffizienten erfüllt ist, und anhand der Vorausset-
zungen an die Blocklänge l gilt insgesamt die Konvergenz gegen Null des gesamten
Ausdrucks.
Der erste Term ist von der Ordnung O(l−1), der zweite von der Ordnung O(ρl)
(unter Voraussetzung des exponentiellen Abfallens des Abhängigkeitskoeffizien-
ten gemäß A(i) ). Der letzte ist von der Ordnung n−2ε, unter der geforderten
Bedingung l = O(n
1
2
−ε).
Da die Abschätzungen gleichmäßig in (s, t) ∈ R¯2 gelten, folgt somit für ein r > 0
sup
(s,t)∈R¯2
|E[σ2(s, t)]− σ2(s, t)| = o(n−r).

Konvergenz des stochastischen Anteils
Hinsichtlich der Konvergenz des stochastischen Anteils wird zunächst eine Zerle-
gung von σˆ2n(s, t)− E[σˆ2n(s, t)] vorgenommen.
In Analogie zu Naik-Nimbalkar und Rajarshi [53] (S. 985f) kann der stochastische
Anteil folgendermaßen dargestellt werden:
σˆ2n(s, t)− E[σˆ2n(s, t)] =
l
n− l + 1
[ n−l∑
j=0
Vj(s, t) + V (s, t)
]
,
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wobei
Vj(s, t) =
{
l−1
l∑
r=1
[Yj+r(s, t)− (F (t)− F (s))]
}2
− E
[{
l−1
l∑
r=1
[Yj+r(s, t)− (F (t)− F (s))]
}2]
. (2.42)
und
V (s, t) = − (n− l + 1){[F˜n(t)− F˜n(s)]− [F (t)− F (s)]}2
+ (n− l + 1)E[{[F˜n(t)− F˜n(s)]− [F (t)− F (s)]}2].
(Eine ausführliche Rechnung hierzu findet sich bei Lemma 2.5.5)
Nun wird die gleichmäßige Konvergenz von l/(n− l + 1) · V nachgewiesen.
Lemma 2.3.15 Unter Voraussetzung A∗ gilt
sup
(s,t)∈R¯2
l
n− l + 1 · V = oP(n
−r).
Beweis:
Es gilt
P
(
nr · l
n− l + 1 · sup(s,t)∈R¯2
∣∣V ∣∣ > µ)
= P
(
nr · l · sup
(s,t)∈R¯2
∣∣(F˜n(t)− F˜n(s)− (F (t)− F (s)))2
− E[(F˜n(t)− F˜n(s)− (F (t)− F (s)))2]∣∣ > µ)
≤ P(nr · l · sup
(s,t)∈R¯2
∣∣F˜n(t)− Fn(t) + Fn(s)− F˜n(s)
+ Fn(t)− F (t) + F (s)− Fn(s)
∣∣2 > µ
2
)
+ P
(
nr · l · sup
(s,t)∈R¯2
E
[∣∣F˜n(t)− Fn(t) + Fn(s)− F˜n(s)
+ Fn(t)− F (t) + F (s)− Fn(s)
∣∣2] > µ
2
)
≤ P(nr · l · {2 · sup
t∈R¯
|F˜n(t)− Fn(t)|+ 2 · sup
t∈R¯
|Fn(s)− F (t)|
}2
>
µ
2
)
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+ P
(
nr · l · sup
t∈R¯
E
[∣∣|F˜n(t)− Fn(t)|+ |Fn(s)− F˜n(s)|
+ |Fn(t)− F (t)|+ |F (s)− Fn(s)|
∣∣2] > µ
2
)
=: (i) + (ii) (2.43)
Es wird nun zunächst die Differenz zwischen der empirischen Verteilungsfunktion
basierend auf der Bootstrap-Stichprobe und der empirischen Verteilungsfunktion
basierend auf der Originalstichprobe betrachtet. Hierbei gilt:∣∣∣F˜n(t)− Fn(t)∣∣∣ = O( l − 1
n− l + 1), (2.44)
wie in Lemma 2.5.7 gezeigt.
Es gilt des weiteren
E[(Fn(t)− F (t))4] = E
[( 1
n
n∑
i=1
1{Xi ≤ t} − F (t)
)4]
,
= O(n−2), (2.45)
wie in Lemma 2.5.8 gezeigt.
Betrachte nun weiter ein Gitter {x0, ..., xMn} auf R¯, wobei gilt F (xi) = iMn und
x0 := −∞, xMn :=∞. Dann gilt, analog zu Shorack und Wellner [69], S. 95f, für
t ∈ [xi−1, xi]:
Fn(xi−1)− F (xi−1)− 1
Mn
≤ Fn(t)− F (t) ≤ Fn(xi)− F (xi) + 1
Mn
.
Damit gilt für (i) in (2.43)
P
(
nr · l · {2 · sup
t∈R¯
|F˜n(t)− Fn(t)|+ 2 · sup
t∈R¯
|Fn(t)− F (t)|
}2
>
µ
2
)
≤ P(nr · l · const · (l − 1)2
(n− l + 1)2 >
µ
6
)
+ P
(
nr · l · const · l − 1
n− l + 1 · ( maxi∈{0,...,Mn} |Fn(xi)− F (xi)|+
1
Mn
) >
µ
6
)
+ P
(
nr · l · const ·{ max
i∈{0,...,Mn}
|Fn(xi)− F (xi)|+ 1
Mn
}2
>
µ
6
)
≤ P(nr · l · const · (l − 1)2
(n− l + 1)2 >
µ
6
)
+ (Mn + 1) · max
i∈{0,...,Mn}
P
(
nr · l · const · l − 1
n− l + 1 · (|Fn(xi)− F (xi)|+
1
Mn
) >
µ
6
)
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+ (Mn + 1) · max
i∈{0,...,Mn}
P
(
nr · l · const ·{|Fn(xi)− F (xi)|+ 1
Mn
}2
>
µ
6
)
≤ P(const ·nr− 12−3ε > µ
6
)
+O
(
Mn · n
2r · l4
n2
) · (E(|Fn(t)− F (t)|2) +M−2n )
+O
(
Mn · nr · l
) · (E(|Fn(t)− F (t)|2) +M−2n )
(Anwendung von cr- und Markov-Ungleichung)
= P(const ·nr− 12−3ε > µ
6
) +O
(
Mn · n2r−4ε−1 +M−1n · n2r−4ε
)
+O
(
Mn · nr−ε− 12 +M−1n · nr−ε+
1
2
)
= o(1),
falls n
1
2
−(r−ε) >> Mn >> n
1
2
+(r−ε).
Dies ist wiederum erfüllbar für 0 < r < ε. 
Nun wird der erste Summand des stochastischen Anteils betrachtet.
Bezeichne mit
V (n)(s, t) :=
l
n− l + 1
n−l∑
j=0
Vj(s, t). (2.46)
Das folgende Lemma beinhaltet die gleichmäßige Konvergenz von (2.46).
Lemma 2.3.16 Es existiert ein r > 0, sodass unter A∗ gilt:
sup
(s,t)∈R¯2
|V (n)(s, t)| = oP(n−r).
Beweis:
Zunächst erfolgt die Betrachtung der zweiten Momente von
n−l∑
j=0
Vj(s, t).
Unter der Voraussetzung, dass der Prozess (Xi)i∈Z strikt stationär ist, ist Vj
ebenso strikt stationär. Die Eigenschaft der schwachen Abhängigkeit der Xi wird
im folgenden für die Abschätzung der Kovarianzen von Vj ausgenutzt, wobei sich
die Zeitlücke jeweils um l − 1 verkleinert.
Insgesamt gilt für die zweiten Momente der Summe über Vj(s, t):
E
[( n−l∑
j=0
Vj
)2]
=
n−l∑
j=0
n−l∑
i=0
| cov(Vj, Vi)|
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≤ | var(V0)|+ 2 ·
n−l∑
i=1
(n− l + 1− i) · | cov(V0, Vi)|.
≤ | var(V0)|+ 2 ·
l−1∑
i=1
(n− l + 1− i) · | cov(V0, Vi)|
+ 2 ·
∑
l≤i≤n−l
(n− l + 1− i) · | cov(V0, Vi)|
≤ 2 · (n− l + 1) ·
( l−1∑
i=0
const1 · 1
l2
+
∑
l≤i≤n−l
const2 ·(ζi−l+1)1/2
)
= O
(
(n− l + 1) · l−1 + (n− l + 1))
= O
(
n− l + 1). (2.47)
(Siehe Lemma 2.5.6 zur Abschätzung der Kovarianzen | cov(V0, Vi)|).
Die getätigten Abschätzungen gelten jeweils gleichmäßig für alle (s, t) ∈ R¯2.
Betrachte nun wiederum Vj(s, t), wobei analog zu Naik-Nimbalkar und Rajarshi
[53] (S. 988) für s ≤ t folgende Darstellung gilt:
Vj(s, t) =
{1
l
l∑
r=1
[Yj+r(s, t)− F (s, t)]
}2
− E
[{1
l
l∑
r=1
[Yj+r(s, t)− F (s, t)]
}2]
=
(1
l
l∑
r=1
Yj+r(s, t)
)2 − 2 · F (s, t) · 1
l
l∑
r=1
Yj+r(s, t) + F (s, t)
2
− E
[(1
l
l∑
r=1
Yj+r(s, t)
)2]
+ 2 · E
[1
l
l∑
r=1
Yj+r(s, t)
]
· F (s, t)− F (s, t)2
=
(1
l
l∑
r=1
Yj+r(s, t)
)2 − E[(1
l
l∑
r=1
Yj+r(s, t)
)2]
− 2 · (1
l
l∑
r=1
Yj+r(s, t)
) · F (s, t) + 2 · F (s, t)2
=
1
l2
( l∑
r=1
Yj+r(s, t)
)2 − 1
l2
E
[( l∑
r=1
Yj+r(s, t)
)2]
− 2 · F (s, t) · 1
l
l∑
r=1
(
Yj+r(s, t)− F (s, t)
)
.
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Es sei hierbei Yj(s, t) := 1{s < Xj ≤ t} und die Xj schwach abhängig wie unter
Voraussetzung A (i) gefordert.
Für s ≥ t gilt V (n) = 0.
Sei nun s < t.
Es sei R¯2 mit einem zweidimensionalen Gitter {x(1,n), ..., x(Mn,n)}2 versehen, wo-
bei die Gitterpunkte (x(i,n), x(j,n)) gemäß den Zuwächsen der Verteilungsfunktion
in Abhängigkeit der noch zu bestimmenden Konstanten Mn folgendermaßen ge-
wählt werden:
x(i,n) =: xi =

−∞, i = 0,
F−1( i
Mn
), i ∈ {1, ...,Mn − 1},
+∞, i = Mn.
Es gilt mit diesen Bezeichnungen:
sup
(s,t)∈R¯2
|V (n)(s, t)| = max
1≤i,p≤Mn
sup
(s,t)∈[xi−1,xi]×[xp−1,xp]
|V (n)(s, t)|.
Sei nun (s, t) ∈ [xi−1, xi]× [xp−1, xp]. Es gelte zunächst i < p.
Dann gilt aufgrund der Monotonie der Indikatorfunktion folgende Abschätzung
nach oben, indem s und t jeweils durch die geeigneten Grenzen der jeweiligen
Intervalle ersetzt werden:
V (n)(s, t) ≤ l
n− l + 1
n−l∑
j=0
{ 1
l2
( l∑
r=1
Yj+r(xi−1, xp)
)2 − 1
l2
E
[( l∑
r=1
Yj+r(xi, xp−1)
)2]
− 2(p− 1
Mn
− i
Mn
)
1
l
l∑
r=1
Yj+r(xi, xp−1)
+ 2(
p
Mn
− i− 1
Mn
)
1
l
l∑
r=1
(
p
Mn
− i− 1
Mn
)
}
.
(Bei denjenigen Summanden, welche größer oder gleich Null sind, wird die untere
Grenze innerhalb der Indikatorfunktion möglichst klein sowie die obere möglichst
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groß gewählt, bei den anderen Summanden umgekehrt.)
=
l
n− l + 1
n−l∑
j=0
{ 1
l2
( l∑
r=1
Yj+r(xi−1, xp)
)2 − 1
l2
E
[( l∑
r=1
Yj+r(xi−1, xp)
)2]
− 2( p
Mn
− i− 1
Mn
)
1
l
l∑
r=1
(
Yj+r(xi−1, xp)− ( p
Mn
− i− 1
Mn
)
)
+ 2(
p
Mn
− i− 1
Mn
)
1
l
l∑
r=1
Yj+r(xi−1, xp)
− 2(p− 1
Mn
− i
Mn
)
1
l
l∑
r=1
Yj+r(xi, xp−1)
+
1
l2
E
[( l∑
r=1
Yj+r(xi−1, xp)
)2]− 1
l2
E
[( l∑
r=1
Yj+r(xi, xp−1)
)2]}
(Hier erfolgten Nulladditionen so, dass die Summanden innerhalb der Summe in
der ersten und zweiten Zeile zentriert sind. Die letzten drei Zeilen ergeben sich
durch die Korrektur der Veränderungen in Zeile eins und zwei.)
=
l
n− l + 1
n−l∑
j=0
{ 1
l2
( l∑
r=1
Yj+r(xi−1, xp)
)2 − 1
l2
E
[( l∑
r=1
Yj+r(xi−1, xp)
)2]
− 2( p
Mn
− i− 1
Mn
)
1
l
l∑
r=1
(
Yj+r(xi−1, xp)− ( p
Mn
− i− 1
Mn
)
)
+ 2(
p
Mn
− i− 1
Mn
)
1
l
l∑
r=1
(
Yj+r(xi−1, xp)− Yj+r(xi, xp−1)
)
+ 2 · 2
Mn
1
l
l∑
r=1
Yj+r(xi, xp−1)
+
1
l2
E
[( l∑
r=1
Yj+r(xi−1, xp)
)2]− 1
l2
E
[( l∑
r=1
Yj+r(xi, xp−1)
)2]}
= V (n)(xi−1, xp)
+
1
n− l + 1
n−l∑
j=0
{
2(
p
Mn
− i− 1
Mn
)
1
l
l∑
r=1
(
Yj+r(xi−1, xp)− Yj+r(xi, xp−1)
)
+ 2 · 2
Mn
1
l
l∑
r=1
Yj+r(xi, xp−1)
+
1
l2
E
[( l∑
r=1
Yj+r(xi−1, xp)
)2]− 1
l2
E
[( l∑
r=1
Yj+r(xi, xp−1)
)2]}
.
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Demnach gilt für beliebiges s und t in oben genannten Intervallen
V (n)(s, t)− V (n)(xi−1, xp)
≤ l
n− l + 1
n−l∑
j=0
{
2(
p
Mn
− i− 1
Mn
)
1
l
l∑
r=1
(
Yj+r(xi−1, xp)− (Yj+r(xi, xp−1)
)
+ 2 · 2
Mn
1
l
l∑
r=1
Yj+r(xi, xp−1)
+
1
l2
E
[( l∑
r=1
Yj+r(xi−1, xp)
)2]− 1
l2
E
[( l∑
r=1
Yj+r(xi, xp−1)
)2]}
.
Nun gilt:
Yj+r(xi−1, xp)− Yj+r(xi, xp−1) = 1{Xj+r ∈ (xi−1, xp]} − 1{Xj+r ∈ (xi, xp−1]}
= 1{Xj+r ∈ (xi−1, xi]}+ 1{Xj+r ∈ (xp−1, xp]}
= Yj+r(xi−1, xi) + Yj+r(xp−1, xp).
Daher kann weiter geschrieben werden:
V (n)(s, t)− V (n)(xi−1, xp)
≤ l
n− l + 1
n−l∑
j=0
{
2(
p
Mn
− i− 1
Mn
)
1
l
l∑
r=1
(
Yj+r(xi−1, xi) + (Yj+r(xp−1, xp)
)
+ 2 · 2
Mn
1
l
l∑
r=1
Yj+r(xi, xp−1)
+
1
l2
· E
[( l∑
r=1
Yj+r(xi−1, xp)
)2]− 1
l2
E
[( l∑
r=1
Yj+r(xi, xp−1)
)2]}
(2.48)
=: Rn,1(xi−1, xp).
Für jede einzelne Zeile des vorletzten Ausdrucks wird nun Konvergenz gegen Null
in Wahrscheinlichkeit der Ordnung n−r nachgewiesen.
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Betrachtung der ersten Zeile in (2.48)
Diese Zeile kann zunächst geschrieben werden als
l
n− l + 1
n−l∑
j=0
2(
p− i+ 1
Mn
)
1
l
l∑
r=1
Yj+r(xi−1, xi)− E(Yj+r(xi−1, xi))
+
l
n− l + 1
n−l∑
j=0
2(
p− i+ 1
Mn
)
1
l
l∑
r=1
Yj+r(xp−1, xp)− E(Yj+r(xp−1, xp))
+
l
n− l + 1
n−l∑
j=0
2(
p− i+ 1
Mn
)
1
l
l∑
r=1
2
1
Mn
=: 2 · l · p− i+ 1
Mn
· (An +Bn + Cn).
mit
An =
1
n− l + 1
n−l∑
j=0
1
l
l∑
r=1
Yj+r(xi−1, xi)− E(Yj+r(xi−1, xi)),
Bn =
1
n− l + 1
n−l∑
j=0
1
l
l∑
r=1
Yj+r(xp−1, xp)− E(Yj+r(xp−1, xp)),
Cn =
1
n− l + 1
n−l∑
j=0
1
l
l∑
r=1
2
1
Mn
.
Die Wahrscheinlichkeit, dass 2 · l · p−i+1
Mn
· (An +Bn +Cn) ·nr betragsmäßig größer
als ein fest vorgegebenes µ wird, kann zunächst mithilfe der Markov-Ungleichung
abgeschätzt werden.
Daher werden zunächst die Momente von An, Bn und Cn betrachtet. Es gilt
unter Verwendung einer Ungleichung für die vierten Momente schwach abhängiger
Zufallsvariablen (s. Lemma 2.5.9), mit ζ˜ := const ·ζ
E(A4n) = E
[( 1
n− l + 1
n−l∑
j=0
1
l
l∑
r=1
Yj+r(xi−1, xi)− E
[
Yj+r(xi−1, xi)
])4]
≤ 4!
( 1
(n− l + 1)2
( l−1∑
v=0
1 +
n−l−1∑
v=l
ζ
1
2
v−l+1
)2
+
1
(n− l + 1)3
( l−1∑
v=0
(v + 1)2 +
n−l−1∑
v=l
(v + 1)2ζ
1
2
v−l+1
))
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= O(
l2
(n− l + 1)2 ) = O(n
−1−2ε). (2.49)
Dieselbe Überlegung gilt für Bn.
Für
Cn =
1
n− l + 1
n−l∑
j=0
1
l
l∑
r=1
2
1
Mn
gilt:
Cn = O(
1
Mn
). (2.50)
Insgesamt gilt also mit (2.49) und (2.50), unter Berücksichtigung von 0 ≤ (p −
i+ 1)/Mn ≤ 1:
P
(
2 · l · p− i+ 1
Mn
· (An +Bn + Cn) · nr > µ
)
≤ µ−4 · E
[(
2 · l · p− i+ 1
Mn
· (An +Bn + Cn) · nr
)4]
= O(n1−6ε+4r) +O(
n2−4ε+4r
M4n
). (2.51)
Betrachtung der zweiten Zeile in (2.48)
Aufgrund der Beschränktheit durch 1 von Yj+r(xi, xp−1) gilt:
l
n− l + 1
n−l∑
j=0
2 · 2
Mn
1
l
l∑
r=1
Yj+r(xi, xp−1) = O(
l
Mn
). (2.52)
Betrachtung der dritten Zeile in (2.48)
Aufgrund der Tatsache, dass die dort auftretenden quadrierten Erwartungswerte
für jedes j ∈ {0, ..., n−l} identisch sind, kann diese Zeile mittels Ausmultiplizieren
zunächst geschrieben werden als
1
l
l∑
r=1
l∑
t=1
E
[
Yr(xi−1, xp) · Yt(xi−1, xp)− Yr(xi, xp−1) · Yt(xi, xp−1)
]
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=
1
l
l∑
r=1
l∑
t=1
E
[
Yr(xi−1, xi) · Yt(xi−1, xi) + Yr(xp−1, xp) · Yt(xp−1, xp)
+ Yr(xi−1, xi) · Yt(xp−1, xp) + Yr(xp−1, xp) · Yt(xi−1, xi)
+ Yr(xi, xp−1) · Yt(xi−1, xi) + Yr(xi, xp−1) · Yt(xp−1, xp)
+ Yr(xi−1, xi) · Yt(xi, xp−1) + Yr(xp−1, xp) · Yt(xi, xp−1)
]
.
Exemplarisch erfolgt nun die betragsmäßige Abschätzung des Terms
∣∣1
l
l∑
r=1
l∑
t=1
E
[
Yr(xi−1, xi) · Yt(xi, xp−1)
]∣∣
durch
1
l
∣∣∣ l∑
r=1
l∑
t=1
E
[
Yr(xi−1, xi) · Yt(xi, xp−1)
]∣∣∣
≤ 1
l
l∑
r=1
l∑
t=1
E
[
Yr(xi−1, xi)
]
≤ l · C · 1
Mn
= O(
l
Mn
). (2.53)
Ebenso können auch die anderen Terme abgeschätzt werden. Multipliziert mit nr
ergibt dies ebenfalls die Ordnung O(n1/2−ε+r).
Insgesamt gilt also unter Verwendung von (2.51), (2.52) und (2.53)
E
[
Rn,1(xi, xp)
4
]
= O(
l6
(n− l + 1)2 +
l4
M4n
)O(n1−6ε) +O(
n2−4ε
M4n
). (2.54)
Damit gilt unter Anwendung der Markov-Ungleichung
P
(
nr · |Rn(xi, xp)| > µ
)
=
n4r · E[Rn(xi, xp)4]
µ4
= O(n1−6ε+4r) +O(
n2−4ε+4r
M4n
). (2.55)
Hieraus ergibt sich eine Bedingung an ε, denn es soll gelten
n1−6ε+4r → 0,
weshalb gelten muss
6ε− 4r > 1⇔ r < 1
4
− 3
2
ε,
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was unter der Bedingung
1
4
− 3
2
ε > 0⇔ ε > 1
6
zu realisieren ist.
Des weiteren ergibt sich aus (2.55) als Bedingung
n1/2−ε+r = o(Mn). (2.56)
Analoge Betrachtungen führen zu einer ähnlichen Abschätzung nach unten, wobei
gilt
Vn(s, t)− Vn(xi, xp−1)
≥ l
n− l + 1
n−l∑
j=0
{
− 2( p
Mn
− i− 1
Mn
)
1
l
l∑
r=1
(Yj+r(xi−1, xi) + Yj+r(xp−1, xp))
− 2 · 2
Mn
1
l
l∑
r=1
Yj+r(xi, xp−1)
+
1
l2
E
[( l∑
r=1
Yj+r(xi, xp−1)
)2]− 1
l2
E
[( l∑
r=1
Yj+r(xi−1, xp)
)2]}
=: Rn,2(xi, xp−1).
Also gilt insgesamt für beliebiges (s, t) ∈ [xi−1, xi]× [xp−1, xp] mit i < p:
V (n)(xi, xp−1) +Rn,2(xi, xp−1) ≤ V (n)(s, t) ≤ V (n)(xi−1, xp) +Rn,1(xi−1, xp))
und daher
sup
(s,t)∈[xi−1,xi]×[xp−1,xp]
|V (n)(s, t)| ≤ max
{
|V (n)(xi, xp−1) +Rn,2(xi, xp−1)|,
|V (n)(xi−1, xp) +Rn,1(xi−1, xp)|
}
.
Für i = p gilt folgende Abschätzung nach oben:
V (n)(s, t)
≤ l
n− l + 1
n−l∑
j=0
1
l2
( l∑
r=1
Yj+r(xi−1, xi)
)2
+ 2 · F (xi−1, xi)
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=
l
n− l + 1
n−l∑
j=0
1
l2
( l∑
r=1
Yj+r(xi−1, xi)
)2 − E[ 1
l2
( l∑
r=1
Yj+r(xi−1, xi)
)2]
(2.57)
+
l
n− l + 1
n−l∑
j=0
(
2 · F (xi−1, xi) + E
[ 1
l2
( l∑
r=1
Yj+r(xi−1, xi)
)2]) (2.58)
=: R˜n,1(xi−1, xi)
Der Ausdruck (2.58) kann abgeschätzt werden durch l
Mn
.
Hinsichtlich (2.57) werden die zweiten Momente in analoger Weise wie bei der
Abschätzung der zweiten Momente von
∑
Vj(s, t) abgeschätzt (Siehe hierzu Lem-
ma 2.5.6 und (2.47)).
Es gilt also
E
[
(R˜n,1(xi−1, xi))2
]
= O(
l3
n− l + 1) +O(
l2
M2n
). (2.59)
Für i = p gilt als Abschätzung nach unten
V (n)(s, t)
≥ l
n− l + 1
n−l∑
j=0
(
− 1
l2
· E[( l∑
r=1
Yj+r(xi−1, xi)
)2]− 2 · 1
Mn
· 1
l
l∑
r=1
Yj+r(xi−1, xi)
)
=: R˜n,2(xi−1, xi) = O(
l
Mn
). (2.60)
und somit
max
1≤i<p≤Mn
sup
s,t∈[xi−1,xi]×[xp−1,xp]
|V (n)(s, t)|
≤ max
1≤i<p≤Mn
max
{
|V (n)(xi, xp−1) +Rn,2(xi, xp−1)|,
|V (n)(xi−1, xp) +Rn,1(xi−1, xp)|,
|R˜n,1(xi−1, xi)|, |R˜n,2(xi−1, xi)|
}
.
Es gilt weiter anhand obiger Überlegungen (siehe (2.47), (2.46), (2.54), (2.59)
und (2.60))
P
(
nr · max
1≤i,p≤Mn
max{|V (n)(xi, xp−1) +Rn,2(xi, xp−1)|,
|V (n)(xi−1, xp) +Rn,1(xi−1, xp)|, |R˜n,1(xi−1, xi)|, |R˜n,2(xi−1, xi)|} > µ
)
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≤ M2n ·
{
P
(
nr · |V (n)(xi, xp−1)| > µ/2
)
+ P
(
nr · |V (n)(xi−1, xp)| > µ/2
)
+ P
(
nr · |Rn,1(xi, xp−1)| > µ/2
)
+ P
(
nr · |Rn,2(xi−1, xp)| > µ/2
)
+ P
(
nr · |R˜n,1(xi−1, xi)| > µ
)
+ P
(
nr · |Rn,1(xi−1, xi)| > µ
)}
= O(M2n · n1/2−3ε+2r) +O(M2n · n1−6ε+4r) +O(n2−4ε ·M−2n ),
falls (2.56) erfüllt ist. Als Bedingung an Mn ergeben sich hieraus
Mn >> n
1
2
−ε+4r
und hieraus ε < 1
2
,
Mn << n
ε−r,
woraus folgt r < ε, und
Mn << n
3ε− 1
2
−2r,
woraus sich ε > 1
6
ergibt. Da hiermit gelten muss
min{ε− r, 3ε− 1
2
− 2r} > 1
2
− ε+ 4r,
folgt die Bedingung ε > 1/4. 
Verteilungskonvergenz in Wahrscheinlichkeit des Bootstrap-Prozesses
Nun wird gefolgert, dass aus der Konvergenz der endlichdimensionalen Verteilun-
gen und der stochastischen Äquikontinuität, was jeweils in den Abschnitten 2.3.2
und 2.3.2 gezeigt wurde, auch die Verteilungskonvergenz in Wahrscheinlichkeit
des Bootstrap-Prozesses folgt, gemäß Lemma 2.3.1.
Zu zeigen ist, dass für alle Teilfolgen (mn)n∈N der natürlichen Zahlen eine Teilfolge
(m′n)n∈N existiert, sodass
P(∀ f ∈ Cb : |E∗m′nf(W ∗m′n)− Ef(G¯)|
n→∞→ 0) = 1,
was äquivalent ist dazu, dass
P
(∀f ∈ Cb, ∀ν > 0 : ∃n0 = n0(f, ν) : ∀n ≥ n0 : |E∗m′nf(W ∗m′n)− Ef(G¯)| ≤ ν) = 1.
(Siehe (2.1) und (2.28) zu den verwendeten Bezeichnungen.)
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Zunächst werden die Testfunktionen f ∈ Cb in abzählbar viele Klassen eingeteilt.
Für alle (M,N) ∈ N2 gelte:
C(N,M)b := {f ∈ Cb : ||f ||∞ < N, ∀x, y ∈ D(R¯) :
||x− y|| < 1
N
⇒ |f(x)− f(y)| < 1
M
}.
Für jedes f undM existiert somit ein N0(f,M), sodass ∀N ≥ N0(f,M) gilt, dass
f ∈ C(N,M)b .
Gemäß Lemma 2.3.7 existiert für alle M und N aus N ein endliches Gitter
G∗(M,N) = {x∗0, ..., x∗λ(M,N)} auf R¯, sodass gilt, dass für jede Teilfolge (mn)n∈N von
N eine Teilfolge (m′′n)n∈N existiert, sodass mit Wahrscheinlichkeit 1
P∗m′′n
(
max
i=1,...,λ(M,N)
sup
t∈(x∗i−1,x∗i ]
|W ∗m′′n(x∗i )−W ∗m′′n(t)| >
1
N
) ≤ 1
MN
,
für hinreichend großes n.
(Die Abhängigkeit der x∗i von (M,N) wird zugunsten der besseren Lesbarkeit
unterdrückt.)
Definiere gemäß der Definition von G∗ν,η in Abschnitt 2.3.2, Lemma 2.3.7 weiter
eine abzählbare Menge von endlichen Gittern
X := {G∗(M,N) : (M,N) ∈ N2}.
Durch Konstruktion einer Diagonalfolge wie im Beweis von Lemma 2.3.6 folgt,
dass ebenso eine entsprechende Teilfolge (m′′′n )n∈N existiert, sodass
P
(
∀G∗(M,N) ∈ X : ∀n ≥ n0(M,N) :
P∗m′′′n
(
max
{i=1,...,λ(M,N)}
sup
t∈(x∗i−1,x∗i ]
|W ∗m′′′n (x∗i )−W ∗m′′′n (t)| >
1
N
) ≤ 1
MN
)
= 1.
Mit analogen Argumenten existiert wieder eine Teilfolge (m′n)n∈N, sodass für diese
Teilfolge auch die Konvergenz der entsprechenden endlichdimensionalen Vertei-
lungen für alle G∗(M,N) ∈ X mit Wahrscheinlichkeit 1 gilt. Bezeichne die entspre-
chende Teilmenge von Ω mit Ω∗ und betrachte nun ein festes ω ∈ Ω∗:
Seien f ∈ Cb und ν > 0 beliebig aber fest gewählt. Setze M so, dass ν ≥ 7M und
wähle weiter N so, dass gilt
∀x, y ∈ D(R¯) : ||x− y|| < 1
N
⇒ |f(x)− f(y)| < 1
M
.
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Dann gilt für das entsprechende Gitter G∗(M,N), wobei W˜ ∗n und ˜¯G konstant sind
zwischen den Punkten des Gitters G∗(M,N)
|E∗m′n(f(W ∗m′n))− E∗m′n(f(W˜ ∗n))|
≤ 1
M
· P∗m′n(||W ∗m′n − W˜ ∗m′n||∞ ≤
1
N
) + 2 · ||f ||∞ · P∗m′n(||W ∗m′n − W˜ ∗m′n||∞ >
1
N
)
≤ 3
M
.
Mit analogen Argumenten wie unter Abschnitt 2.2.3 gilt diese Schranke ebenso
für den Grenzprozess und man erhält insgesamt:
|E∗m′nf(W ∗m′n)− Ef(G¯)|
≤ |E∗m′n(f(W ∗m′n))− E∗m′n(f(W˜ ∗m′n))|+ |E∗m′n(f(W˜ ∗m′n))− E(f( ˜¯G))|
+ |E(f( ˜¯G))− E(f(G¯))|
≤ 7
M
≤ ν
für hinreichend großes n und demnach
P
(∀f ∈ Cb, ∀ν > 0 : ∃n0 = n0(f, ν) : ∀n ≥ n0 : |E∗m′nf(W ∗m′n)− Ef(G¯)| ≤ ν) = 1.
Damit ist die Verteilungskonvergenz von W ∗n gegen G¯ in Wahrscheinlichkeit ge-
zeigt.

2.4 Anwendung auf Teststatistiken und
Bootstrap-Konsistenz
Die oben bewiesene Verteilungskonvergenz des Bootstrap-Prozesses gegen densel-
ben Grenzprozess wie im Falle des Originalprozesses kann nun angewendet wer-
den, um kritische Werte für Teststatistiken zu erhalten, die asymptotisch Tests
zum gewünschten Signifikanzniveau liefern.
Um die Konsistenz des Bootstrap-Verfahrens nachzuweisen, wird nun gezeigt,
dass die Verteilungen der interessierenden Teststatistik H, welche auf der Boot-
strap-Stichprobe beruht, gegen die Grenzverteilung der Teststatistik, welche auf
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der Originalstichprobe basiert, in folgendem Sinne konvergieren: Es gilt bei ste-
tiger Grenzverteilung der Teststatistik unter H0
P(sup
x∈R
|P∗n(HW ∗n ≤ x)− P(HWn ≤ x)| > µ) n→∞→ 0, ∀µ < 0.
Dies entspricht der schwachen Konsistenz des Bootstrap-Verfahrens in der Supre-
mums-Metrik, im Sinne von Shao und Tu [68], S. 73. Aufgrund der Konsistenz
bezüglich der Supremums-Metrik führt also die Verwendung der entsprechenden
Quantile der Bootstrap-Statistik für die Originalstatistik zu einem asymptoti-
schen Niveau-α-Test:
P(HWn > t(n)1−α)
n→∞→ α,
wobei t(n)1−α das (1− α)-Quantil der Bootstrap-Statistik bezeichnet. Die Quantile
der Bootstrap-Teststatistik können in der Praxis durch wiederholtes Simulieren
approximiert werden.
Die Übertragung der Verteilungskonvergenz des empirischen Prozesses auf die der
Teststatistik liefert das Continuous Mapping Theorem, siehe Pollard [61], Kapitel
IV.2.
Theorem 2.4.1 Gegeben seien metrische Räume X und X ′ sowie darauf σ-
Algebren A bzw. A′. Sei H : X → X ′ eine A/A′-messbare Abbildung. Gilt,
dass H in jedem Punkt einer separablen, A-messbaren Menge C von vollständig
regulären Punkten stetig ist, dann folgt aus Xn
D→ X zusammen mit P(X ∈ C)=1,
dass HXn
D→ HX.
Die Pfade von G sind gemäß Theorem 2.2.1 auf einer Menge konzentriert, die
die in Theorem 2.4.1 geforderten Eigenschaften erfüllt, denn alle Punkte in D(R¯)
und somit insbesondere diejenigen in C(R¯) sind vollständig regulär und es gilt
ebenfalls, dass C(R¯) eine vollständige, P-messbare Menge in (D,P) ist.
Bezeichnet H : D(R¯) → R also ein auf C(R¯) stetiges Funktional, so überträgt
sich anhand des Continuous Mapping Theorems die Verteilungskonvergenz von
Wn gegen G auf die Verteilungskonvergenz von HWn gegen HG und für den
Bootstrap-Prozess gilt die entsprechende Aussage in Wahrscheinlichkeit:
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Theorem 2.4.2 Es gelten A und A∗. Sei H : D(R¯)→ R ein auf C(R¯) stetiges,
P− B(R)-messbares Funktional. Dann gilt
(i) für jede Teilfolge (mn)n∈N von N existiert eine Teilfolge (m′n)n∈N, sodass
HW ∗n
D→ HG¯ fast sicher.
Gilt darüber hinaus, dass die Verteilung von HG stetig ist, so folgt unter H0
(ii)
P
(
sup
x∈R
|P∗n(HW ∗n ≤ x)− P(HWn ≤ x)| > µ
) n→∞→ 0, ∀µ > 0.
Beweis:
Aussage (i) folgt unmittelbar aus Theorem 2.3.1, dem Continuous Mapping Theo-
rem und den oben ausgeführten Überlegungen. Was (ii) anbelangt, so gilt mit
2.3.1 und dem Continuous Mapping Theorem zunächst, dass für jede Teilfolge
(mn)n∈N von N eine Teilfolge (m′n)n∈N existiert, sodass
sup
x∈R
|P∗m′n(HW ∗m′n ≤ x)− P(HG ≤ x)|
n→∞→ 0 fast sicher
und damit auch
sup
x∈R
|P∗m′n(HW ∗m′n ≤ x)− P(HWm′n ≤ x)|
n→∞→ 0 fast sicher,
woraus (ii) folgt. 
Unter der Voraussetzung der stetigen Grenzverteilung der Teststatistik ist also
die schwache Konsistenz des Bootstrap-Verfahrens in der Supremums-Metrik ge-
währleistet.
Damit gilt, wenn mit t(n)1−α das 1−α-Quantil der Verteilung von HW ∗n bezeichnet
wird ∣∣P(HWn ≤ t(n)1−α)− (1− α)∣∣
≤ ∣∣P(HWn ≤ t(n)1−α)− P∗n(HW ∗n ≤ t(n)1−α)∣∣
+ |P∗n(HW ∗n ≤ t(n)1−α)− (1− α)|
≤ sup
x∈R¯
∣∣P(HWn ≤ x)− P∗n(HW ∗n ≤ x)∣∣
+ |P∗n(HW ∗n ≤ t(n)1−α)− (1− α)| P→ 0,
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woraus folgt, dass im deterministischen Sinne
P(HWn ≤ t(n)1−α) n→∞→ 1− α.
Falls also die Teststatistik eine stetige Abbildung ist auf der Menge, auf der die
Pfade des Grenzprozesses mit Wahrscheinlichkeit 1 konzentriert sind, und falls die
Verteilung von HG stetig ist, liefert also die Verwendung des kritischen Wertes
der Bootstrap-Statistik einen Test, der asymptotisch das gewünschte Konfidenz-
niveau erreicht.
2.5 Hilfsresultate
2.5.1 Abschätzung für Kovarianzen durch lipschitzstetige
Glättungen
Um betragsmäßige Abschätzungen für auftretenden Kovarianzen zu erhalten, wer-
den lipschitzstetige Glättungen der verwendeten Indikatorfunktionen eingeführt,
wie in Doukhan und Louhichi [24] im Beweis von Theorem 6. Dies wird sowohl
im Falle des Originalprozesses als auch für den Bootstrap-Prozess benötigt.
Es gelten folgende Bezeichnungen, wie auch zum Teil im Beweis der Konvergenz
der endlichdimensionalen Verteilungen in Abschnitt 2.2.3 verwendet:
F (s, t) := F (t)− F (s)
und
Yi(t) := 1{Xi ≤ t} (2.61)
Y¯i(t) := 1{Xi ≤ t} − F (t) (2.62)
Y˜i(t) := 1{Xi ≤ t}
+ 1{t < Xi ≤ t+ a}
(
1− Xi − t
a
)
(2.63)˜¯Y i(s, t) := 1{Xi ≤ t} − F (t)
+ 1{t < Xi ≤ t+ a}
(
1− Xi − t
a
)
(2.64)
Yi(s, t) := 1{s < Xi ≤ t} (2.65)
Y¯i(s, t) := 1{s < Xi ≤ t} − F (s, t) (2.66)
165
2 Blockwise Bootstrap für den geschätzten empirischen Prozess
Y˜i(s, t) := 1{s < Xi ≤ t}
+ 1{t < Xi ≤ t+ a}
(
1− Xi − t
a
)
+ 1{s− a < Xi ≤ s}
(
1 +
Xi − s
a
)
(2.67)˜¯Y i(s, t) := 1{s < Xi ≤ t} − F (s, t)
+ 1{t < Xi ≤ t+ a}
(
1− Xi − t
a
)
+ 1{s− a < Xi ≤ s}
(
1 +
Xi − s
a
)
(2.68)
=: 11,i + 12,i + 13,i. (2.69)
Die Funktionen Y˜(·)(t), ˜¯Y (·)(t), Y˜(·)(s, t) und ˜¯Y (·)(s, t) sind lipschitzstetig, und dies
gleichmäßig in (s, t), denn
sup
(s,t)∈R
| ˜¯Y i(s, t)− Y˜0(s, t)| = sup
(s,t)∈R
|Y˜i(s, t)− ˜¯Y 0(s, t)|
= sup
(s,t)∈R
|1{s < Xi ≤ t} − 1{s < X0 ≤ t}
+ 1{s− a < Xi ≤ s} · (1 + Xi − s
a
)− 1{s− a < X0 ≤ s} · (1 + X0 − s
a
)|
+ 1{t < Xi ≤ t+ a} · (1− Xi − t
a
)− 1{t < X0 ≤ t+ a} · (1− X0 − t
a
)
≤ 1
a
· |X0 −Xi|.
Es gelten somit folgende Kovarianzungleichungen:
Lemma 2.5.1 Unter Voraussetzung A sowie A∗ gilt, für i ≥ 0:
(i)
∣∣ cov[Y1(s, t), Y1+i(s, t)]∣∣ ≤ (F (t)− F (s)) 12 ·O(ζ 13i )
(ii) sup
(s,t)∈R2
∣∣ cov[Y1(s, t), Y1+i(s, t)]∣∣ = O(ζ 12i )
und
(iii) sup
(s,t)∈R2
∣∣ cov[Y¯1(s, t), Y¯1+v1(s, t) · Y¯1+v2(s, t) · Y¯1+v3(s, t)∣∣ = O(ζ 12v1)
(iv) sup
(s,t)∈R2
∣∣ cov[Y¯1(s, t) · Y¯1+v1(s, t), Y¯1+v2(s, t) · Y¯1+v3(s, t)∣∣ = O(ζ 12v2−v1)
(v) sup
(s,t)∈R2
∣∣ cov[Y¯1(s, t) · Y¯1+v1(s, t) · Y¯1+v2(s, t), ·Y¯1+v3(s, t)∣∣ = O(ζ 12v3−v2),
für 0 ≤ v1 ≤ v2 ≤ v3.
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Beweis:
zu (i):
Y˜s,t(Xi) ist lipschitzstetig in Xi mit Lipschitzkonstante 1/a, gleichmäßig für alle
(s, t) ∈ R2.
Damit gilt aufgrund der Eigenschaft der schwachen Abhängigkeit der Xi:
| cov (Y1(s, t), Y1+i(s, t))|
≤ | cov (Y1(s, t), Y˜1+i(s, t))|
+ | cov (Y¯1(s, t), Y1+i(s, t)− Y˜1+i(s, t))|
≤ 1
a
· (E[(Y1(s, t))2])1/2 ·K · ζi
+
(
E
[
(Y¯s,t(X1))
2
])1/2 · (E[(1{s− a < X1+i ≤ s}(X1+i − s
a
+ 1)
+ 1{t < X1+i ≤ t+ a}(1− X1+i − t
a
))2
])1/2
≤ (F (s, t))1/2 · (1
a
·K · ζi + 2 ·
√
C · a)
= (F (t)− F (s)) 12 ·O(ζ
1
3
i ),
falls a  ζ
2
3
i .
Damit ist die Summe über die Kovarianzen unter Voraussetzung A insbesondere
absolut konvergent.
zu (ii):
Analog zu den Überlegungen unter (i) gilt
| cov (Y1(s, t), Y1+i(s, t))|
≤ 1
a
·
√
E
[(
Y1(s, t)
)2] ·K · ζi
+ E
[
1{s− a < X1+i ≤ s}(X1+i − s
a
+ 1)
+ 1{t < X1+i ≤ t+ a}(1− X1+i − t
a
)
]
≤ 1
a
·K · ζi + 2 · C · a = O(ζ
1
2
i ),
wobei diese Abschätzungen offensichtlich gleichmäßig für (s, t) ∈ R¯2 gelten.
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zu (iii):
Es gilt ∣∣ cov (Y¯1(s, t), Y¯1+v1(s, t) · Y¯1+v2(s, t) · Y¯1+v3(s, t))∣∣
≤ | cov
(
Y¯1(s, t),
˜¯Y 1+v1(s, t) · ˜¯Y 1+v2(s, t) · ˜¯Y 1+v3(s, t))∣∣
+ | cov
(
Y¯1(s, t), Y¯1+v1(s, t) · Y¯1+v2(s, t) · Y¯1+v3(s, t)
− ˜¯Y 1+v1(s, t) · ˜¯Y 1+v2(s, t) · ˜¯Y 1+v3(s, t))∣∣
=
3
a
·K · ζv1 + |E
(
Y¯1+v1(s, t) · Y¯1+v2(s, t) · Y¯1+v3(s, t)
− ˜¯Y 1+v1(s, t) · ˜¯Y 1+v2(s, t) · ˜¯Y 1+v3(s, t))|
=
3
a
·K · ζv1 +
∑
1≤j1,j2,j3≤3
nichtalle=1
E
(
1j1,1+v1 · 1j2,1+v2 · 1j3,1+v3
)
=
3
a
·K · ζv1 + const ·C · a = O(ζ
1
2
v1),
da die Lipschitzkonstante des Produktes aus den drei geglätteten Funktionen auf-
grund deren Beschränktheit durch 1 gleich 3
a
beträgt.
Die Abschätzung von E
(
1j1,1+v1 · 1j2,1+v2 · 1j3,1+v3
)
gilt, da einer der Faktoren
von 1j1,1+v1 · 1j2,1+v2 · 1j3,1+v3 aufgrund der Lipschitzstetigkeit von F durch C · a
abgeschätzt werden kann und die anderen beiden durch 1 beschränkt sind (denn
es gilt, dass j1, j2 und j3 nicht alle gleich 1 sind).
zu (iv):
∣∣ cov (Y¯1(s, t) · Y¯1+v1(s, t), Y¯1+v2(s, t) · Y¯1+v3(s, t))∣∣
≤ ∣∣ cov (Y¯1(s, t) · Y¯1+v1(s, t), ˜¯Y 1+v2(s, t) · ˜¯Y 1+v3(s, t))∣∣
+
∣∣ cov (Y¯1(s, t) · Y¯1+v1(s, t), Y¯1+v2(s, t) · Y¯1+v3(s, t)
− ˜¯Y 1+v2(s, t) · ˜¯Y 1+v3(s, t))∣∣
≤ 2
a
·K · ζv2−v1 + const ·C · a = O(ζ
1
2
v2−v1).
zu (v):
∣∣ cov (Y¯1(s, t) · Y¯1+v1(s, t) · Y¯1+v2(s, t), Y¯1+v3(s, t))∣∣
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≤ ∣∣ cov (Y¯1(s, t) · Y¯1+v1(s, t) · Y¯1+v2(s, t), ˜¯Y 1+v3(s, t))∣∣
+
∣∣ cov (Y¯1(s, t) · Y¯1+v1(s, t) · Y¯1+v2(s, t), Y¯1+v3(s, t)− ˜¯Y 1+v3(s, t))∣∣
≤ 2
a
·K · ζv3−v2 + const ·C · a = O(ζ
1
2
v3−v2).
Die Punkte (iv) und (v) werden hierbei in analoger Weise nachgewiesen wie (iii),
wobei in allen Fällen die Abschätzungen gleichmäßig in (s, t) ∈ R¯2 gelten. 
2.5.2 Hilfsresultate zur Konvergenz des Originalprozesses
Vierte Momente der Zuwächse von Un
Zum Nachweis der stochastischen Äquikontinuität wird eine Ungleichung für die
vierten Momente der Zuwächse des Prozesses Un (siehe (2.3)) benötigt. Vergleiche
hierzu Neumann und Paparoditis [55], Beweis von Theorem 3.1.
Lemma 2.5.2 Es gelte A. Dann folgt, dass für beliebiges ψ ∈ (0, 1) eine Kon-
stante Cψ existiert, so dass
E[|Un(x)− Un(y)|4] ≤ Cψ · {P(X0 ∈ (x, y]) + 1
n
}1+ψ
Beweis:
Bezeichne B := (x, y] sowie PX0(B) := P(X0 ∈ B).
Mit Lemma 3 in Doukhan und Louhichi [24] gilt zunächst:
E[|Un(x)− Un(y)|4]
≤ 4!·
{( n−1∑
v=0
Cv,2(B)
)2
+
1
n
n−1∑
v=0
(v + 1)2 · Cv,4(B)
}
.
Weiter gilt, für ein ρ˜ < 1
Cv,q ≤ C˜ ·min{(PX0(B), ρ˜v)} =: C˜ · (PX0(B) ∧ ρ˜v)
und
ρ˜v ≤ PX0(B)
für v ≥ v0 mit v0 = d ln(PX0 (B))ln ρ˜ e. Vereinfachend wird die Ganzzahligkeit von
ln(PX0(B))/ ln ρ˜ angenommen.
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Damit folgt
E[|Un(x)− Un(y)|4]
≤ 4! · C˜ ·
{( n−1∑
v=0
(PX0(B) ∧ ρ˜v)
)2
+
1
n
n−1∑
v=0
(v + 1)2 · C˜ · (PX0(B) ∧ ρ˜v)
}
und weiter
( n−1∑
v=0
(PX0(B) ∧ ρ˜v)
)2
+
1
n
n−1∑
v=0
(v + 1)2 · (PX0(B) ∧ ρ˜v)
≤
( v0−1∑
v=0
PX0(B) +
n−1∑
v=v0
ρ˜v
)2
+
1
n
·
( v0−1∑
v=0
(v + 1)2 · PX0(B) +
n−1∑
v=v0
(v + 1)2 · ρ˜v
)
≤
(
v0 · PX0(B) + ρ˜v0 ·
n−1−v0∑
v=0
ρ˜v
)2
+
1
n
·
(
PX0(B) ·
v0−1∑
v=0
(v + 1)2 + ρ˜v0 ·
n−1−v0∑
v=0
(v + 1 + v0)
2 · ρ˜v
)
≤
( ln(PX0(B))
ln ρ˜
· PX0(B) + PX0(B) ·
n−1−v0∑
v=0
ρ˜v
)2
+
1
n
·
(
2 ·
∣∣∣ ln(PX0(B))
ln ρ˜
∣∣∣3 · PX0(B) + PX0(B) n−1−v0∑
v=0
(v + 1 + v0)
2 · ρ˜v
)
≤ C1 · | ln(PX0(B))|3 ·
(
PX0(B)
)2
+
1
n
·
(
C2 · | ln(PX0(B))|3 ·
(
PX0(B)
))
≤ Cψ ·
(
(PX0(B))ψ · PX0(B) + 1
n
)
(mit | ln(PX0(B))|3 · (PX0(B)) ≤ Cψ · (PX0(B))ψ)
≤ Cψ ·
(
PX0(B) +
1
n
)1+ψ
.
Bemerkung: Zum Nachweis von Lemma 2.5.2 wird das exponentielle Abfallen des
Abhängigkeitskoeffizienten benötigt. Zum Verzicht auf diese Annahme müsste ei-
ne alternative Abschätzung erfolgen. 
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P-Beschränktheit von 1√
n
n∑
i=1
`(Xi, θ)
Das folgende Lemma beinhaltet die P-Beschränktheit von 1√
n
n∑
i=1
`(Xi, θ). Diese
wird benötigt, um die Gültigkeit der asymptotisch linearisierten Darstellung des
Prozesses Wn (siehe (2.3)) zu zeigen. Auch für den Nachweis der stochastischen
Äquikontinuität wurde diese als Argument eingesetzt.
Lemma 2.5.3 Es gelte A. Dann gilt, dass für alle µ > 0 ein ν > 0 existiert,
so dass für n ≥ n0(µ)
P
(
|| 1√
n
n∑
i=1
`(Xi, θ)||22 > ν
)
< µ,
d.h. 1√
n
n∑
i=1
`(Xi, θ) ist P-beschränkt.
Beweis:
Es gilt:
P
(
|| 1√
n
n∑
i=1
`(Xi, θ)||22 > ν
)
≤ 1
ν
· E
(
|| 1√
n
n∑
i=1
`(Xi, θ)||22
)
=
1
n
n∑
i=1
n∑
j=1
E
(
`(Xi, θ) · `T (Xj, θ)
)
≤ 1
n
n∑
i=1
n∑
j=1
p∑
t=1
cov
(
`(t)(Xi, θ) · `T(t)(Xj, θ)
)
=
p∑
t=1
(
var(`(t)(X0, θ)) + 2
n−1∑
i=1
n− i
n
· | cov(`(t)(X0, θ), `(t)(Xi, θ))|
)
Da die gestutzte Version `c von ` lipschitzstetig ist, folgt auch die Lipschitzstetig-
keit der einzelnen Komponenten von `c. Somit folgt die Konvergenz der Summe
aufgrund der schwachen Abhängigkeit der Beobachtungen mit analogen Argu-
menten wie in Abschnitt 2.2.3. 
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2.5.3 Hilfsresultate zur Konvergenz des
Bootstrap-Prozesses
Konvergenz in Wahrscheinlichkeit
Um die Verteilungskonvergenz in Wahrscheinlichkeit, wie in Abschnitt 2.3.1 nach-
zuweisen, wird die folgende bekannte Charakterisierung der stochastischen Kon-
vergenz durch Teilfolgen verwendet, vergleiche hierzu etwa Dudley [22]:
Lemma 2.5.4 Sei (Xi)i∈N eine Folge von Zufallsvariablen, definiert auf einem
Wahrscheinlichkeitsraum (Ω,A,P) mit Werten in einem metrischen Raum (Y, d).
Dann gilt, dass Xi
P→ X für eine Zufallsvariable X, genau dann wenn jede Teil-
folge von (Xi)i∈N eine Teilfolge enthält, welche fast sicher gegen X konvergiert.
Bedingte Varianz von U∗n
Gemäß Naik-Nimbalkar und Rajarshi [53], S. 985f gilt folgendes Lemma:
Lemma 2.5.5 Mit den Bezeichnungen von Lemma 2.3.13 gilt:
σˆ2n(s, t)− E[σˆ2n(s, t)] =
l
n− l + 1
[ n−l∑
j=0
Vj(s, t) + V (s, t)
]
.
Beweis:
Gemäß Naik-Nimbalkar und Rajarshi [53], S. 985f., gelten folgende Überlegungen:
σˆ2n(s, t)− E[σˆ2n(s, t)]
=
l
n− l + 1
n−l∑
j=0
( l∑
r=1
Yj+r(s, t)− (F˜n(t)− F˜n(s))
l
)2
− l
n− l + 1
n−l∑
j=0
E
[(Yj+r(s, t)− (F˜n(t)− F˜n(s))
l
)2]
=
l
n− l + 1
n−l∑
j=0
{(1
l
l∑
r=1
Yj+r(s, t)
)2
− 2
l
· ( l∑
r=1
Yj+r(s, t)
) · F˜n(s, t)
+ (F˜n(s, t))
2
}
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− l
n− l + 1
n−l∑
j=0
{
E
[(1
l
l∑
r=1
Yj+r(s, t)
)2]
− 2 · E[1
l
· ( l∑
r=1
Yj+r(s, t)
) · F˜n(s, t)]
+ E
[
(F˜n(s, t))
2
]}
=
l
n− l + 1
n−l∑
j=0
(1
l
l∑
r=1
Yj+r(s, t)
)2
− 2l
n− l + 1
n−l∑
j=0
1
l
· ( l∑
r=1
Yj+r(s, t)
) · F˜n(s, t)
+
l
n− l + 1
n−l∑
j=0
(
F˜n(s, t)
)2
− l
n− l + 1
n−l∑
j=0
E
[(1
l
l∑
r=1
Yj+r(s, t)
)2]
− 2l
n− l + 1
n−l∑
j=0
E
[1
l
· ( l∑
r=1
Yj+r(s, t)
) · F˜n(s, t)]
+
l
n− l + 1
n−l∑
j=0
E
[(
F˜n(s, t)
)2]
=
l
n− l + 1
n−l∑
j=0
{(1
l
l∑
r=1
Yj+r(s, t)
)2 − 2l · (F˜n(s, t))2 + l · (F˜n(s, t))2}
− l
n− l + 1
n−l∑
j=0
{
E
[(1
l
l∑
r=1
Yj+r(s, t)
)2]− 2l · E[(F˜n(s, t))2]
+ l · E[(F˜n(s, t))2]}
=
l
n− l + 1
n−l∑
j=0
{(1
l
l∑
r=1
Yj+r(s, t)
)2 − l · (F˜n(s, t))2
− 2 · (1
l
l∑
r=1
Yj+r(s, t)
) · F (s, t)}
− l
n− l + 1
n−l∑
j=0
{
E
[(1
l
l∑
r=1
Yj+r(s, t)
)2]− l · E[(F˜n(s, t))2]
+ 2l · F˜n(s, t) · F (s, t)
}
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=
l
n− l + 1
n−l∑
j=0
{(1
l
l∑
r=1
Yj+r(s, t)
)2 − 2 · (1
l
l∑
r=1
Yj+r(s, t)
) · F (s, t)
+
(
F (s, t)
)2}
− l
n− l + 1
n−l∑
j=0
{
E
[(1
l
l∑
r=1
Yj+r(s, t)
)2]− 2 · E[(1
l
l∑
r=1
Yj+r(s, t)) · F (s, t)
]
+
(
F (s, t)
)2}
− l · (F˜n(s, t))2 + 2l · F˜n(s, t) · F (s, t)− l · (F (s, t))2
− l · E[(F˜n(s, t))2]− 2l · E[F˜n(s, t)] · F (s, t) + l · (F (s, t))2
=
l
n− l + 1
[ n−l∑
j=0
Vj(s, t) + V (s, t)
]
.

Lemma 2.5.6 Es gilt mit den Bezeichnungen im Beweis von Lemma 2.3.13
(i) | var(V0)| = O(l−2).
sowie
(ii) | cov(V0, Vi)| ≤ const ·ζ
1
2
i−l+1, für i ≥ l.
Beweis:
zu (i):
var(V0) = E
[(1
l
l∑
r=1
Y¯r(s, t)
)4]− (E[(1
l
l∑
r=1
Y¯r(s, t)
)2])2
.
Weiter gilt mit Lemma 3 in Doukhan und Louhichi [24]
E
[(1
l
l∑
r=1
Y¯r(s, t)
)4] ≤ 4!{ 1
l2
( l−1∑
v=0
Cv,2
)2
+
1
l3
l−1∑
v=0
(v + 1)2 · Cv,4
}
.
Wie in Doukhan und Louhichi [24] definiert, gilt hierbei
Cv,q = max
1≤m≤q−1
sup
(t1,...,tq)
∣∣ cov (Y¯t1(s, t) · ... · Y¯tm+1(s, t), Y¯tm(s, t) · ... · Y¯tq(s, t))∣∣,
wobei tm+1 − tm = v.
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Hierbei gilt aufgrund der strikten Stationarität von (Xt)t∈Z:
Cv,2 = cov( Y¯0(s, t), Y¯v(s, t))
= cov(Y0(s, t), Yv(s, t))
≤ const ·ζv (2.70)
sowie
Cv,4 = max
{
cov(Y¯0(s, t), Y¯v1(s, t) · Y¯v2(s, t) · Y¯v3(s, t)),
cov(Y¯0(s, t) · Y¯v1(s, t), Y¯v2(s, t) · Y¯v3(s, t)),
cov(Y¯0(s, t) · Y¯v1(s, t) · Y¯v2(s, t), Y¯v3(s, t))
}
,
wobei in Zeile 1 gilt v1 = v, in Zeile 2 v2 − v1 = v und in Zeile 3 v3 − v2 = v.
Mit Lemma 2.5.1 (iii), (iv) und (v) gilt
Cv,4 = O(ζ
1
2
v ).
Unter der in A gestellten Voraussetzung an die Summierbarkeit der Abhängig-
keitskoeffizienten folgt Aussage (i).
zu (ii):
Abkürzend gelte
Y¯j := Y¯j(s, t) sowie ˜¯Y j := Y¯j(s, t).
Somit gilt:
| cov(V0, Vi)|
= | cov
( 1
l2
( l∑
r=1
Y¯0+r
)2
,
1
l2
( l∑
r=1
Y¯i+r
)2)
≤ 1
l4
l∑
r1=1
l∑
r2=1
l∑
r3=1
l∑
r4=1
| cov(Y¯r1 · Y¯r2 , Y¯i+r3 · Y¯i+r4)|
≤ 1
l4
l∑
r1=1
l∑
r2=1
l∑
r3=1
l∑
r4=1
const ·ζ
1
2
i−l+1
= ζ˜
1
2
i−l+1
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für ζ˜i := const ·ζi, wenn gilt a  ζ
1
2
i−l+1, unter Ausnutzung von Lemma 2.5.1 (iv).

Lemma 2.5.7 Es gilt
sup
t∈R¯
∣∣∣F˜n(t)− Fn(t)∣∣∣ = O( l − 1
n− l + 1).
Beweis:
Es gilt ∣∣∣F˜n(t)− Fn(t)∣∣∣
=
∣∣∣ 1
n− l + 1
n−l∑
j=0
1
l
l∑
r=1
1{Xr+j ≤ t} − 1
n
n∑
i=1
1{Xi ≤ t}
∣∣∣
=
∣∣∣ 1
n− l + 1
n∑
i=1
w(i)1{Xi ≤ t} − 1
n
n∑
i=1
1{Xi ≤ t}
∣∣∣
(w(i) definiert wie in (2.33))
=
n∑
i=1
∣∣∣ w(i)
n− l + 1 −
1
n
∣∣∣ · 1{Xi ≤ t}
≤
l∑
i=1
( 1
n
− 1
l · (n− l + 1)
)
+
n−l∑
i=l+1
(
1
n− l + 1 −
1
n
)
+
n∑
i=n−l+1
( 1
n
− 1
l · (n− l + 1)
)
= O(
l − 1
n− l + 1), (2.71)
denn es gilt wiederum:
l · w(i) = i · 1{i ≤ l}+ l · 1{l < i ≤ n− l}+ (n− (i− 1)) · 1{n− l < i ≤ n}
und damit
1
l · (n− l + 1) −
1
n︸ ︷︷ ︸
<0
≤ w(i)
n− l + 1 −
1
n
≤ 1
n− l + 1 −
1
n︸ ︷︷ ︸
>0
.
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sowie ∣∣ 1
l · (n− l + 1) −
1
n
∣∣ > ∣∣ 1
n− l + 1 −
1
n
∣∣.
Die Abschätzung (2.71) gilt gleichmäßig für alle t ∈ R. 
Lemma 2.5.8 Unter Voraussetzung A∗ gilt
E
[( 1
n
n∑
i=1
1{s < Xi ≤ t} − F (s, t)
)4]
= O(n−2).
Beweis:
Das vierte Moment der im Lemma genannten Summe kann wiederum folgender-
maßen abgeschätzt werden (siehe Doukhan und Louhichi [24], Lemma 3), unter
Verwendung der Bezeichnung (2.62):
E
[( 1
n
n∑
i=1
Y¯i(s, t)
)4]
≤ 4!
( 1
n2
( n−1∑
v=0
Cv,2
)2
+
1
n3
n−1∑
v=0
Cv,4(v + 1)
2
)
.
Hier gilt also aufgrund der Stationarität von (Xt)t∈Z:
Cv,4 = max
{∣∣ cov (Y¯1(s, t), Y¯1+t1(s, t) · Y¯1+t2(s, t) · Y¯1+t3(s, t))∣∣,∣∣ cov (Y¯1(s, t) · Y¯1+t1(s, t), Y¯1+t2(s, t) · Y¯1+t3(s, t))∣∣,∣∣ cov (Y¯1(s, t) · Y¯1+t1(s, t) · Y¯1+t2(s, t), Y¯1+t3(s, t))∣∣},
(2.72)
wobei in Zeile 1 gilt t1 = v, in Zeile 2 t2 − t1 = v und in Zeile 3 t3 − t2 = v.
Mit Lemma 2.5.1 gilt Cv,4 = O(ζ
1
2
v ) (Hier wird s = −∞ gesetzt und somit gilt
Yi(t) = Yi(s, t)).
Für Cv,2 gilt mit analogen Überlegungen ebenfalls
Cv,2 = O(ζ
1
2
v ).
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Insgesamt gilt also:
E
[( 1
n
n∑
i=1
Y¯i(s, t)
)4]
≤ 4! ·
( 1
n2
( n−1∑
v=0
const ·ζ
1
2
v
)2
+
1
n3
n−1∑
v=0
const ·ζ
1
2
v · (v + 1)2
)
= O(n−2).

Zum Beweis der gleichmäßigen Konvergenz von σˆ2n werden im nächsten Lemma
wiederum die vierten Momente einer Summe abgeschätzt.
Lemma 2.5.9 Unter Voraussetzung A∗ gilt
E
[( 1
n− l + 1
n−l∑
j=0
1
l
l∑
r=1
1{xi−1 < Xj+r ≤ xi} − E(1{xi−1 < Xj+r ≤ xi})
)4]
= O(
l2
(n− l + 1)2 ).
Beweis:
Bezeichne im folgenden abkürzend (siehe (2.65)):
Y¯j+r := Y¯j+r(xi−1, xi) = 1{xi−1 < Xj+r ≤ xi} − F (xi−1, xi).
Das vierte Moment der im Lemma genannten Summe kann nach Doukhan und
Louhichi [24], Lemma 3, wie im vorigen Lemma abgeschätzt werden durch:
( 1
(n− l + 1)4
n−l∑
j=0
1
l
l∑
r=1
Y¯j+r
)4
≤ 4!
( 1
(n− l + 1)2
( n−l−1∑
v=0
Cv,2
)2
+
1
(n− l + 1)3
n−l−1∑
v=0
Cv,4(v + 1)
2
)
.
Für Cv,2 und Cv,4 gilt hier aufgrund der Stationarität des zugrundeliegenden
Prozesses
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Cv,4 = max
{∣∣ cov (1
l
l∑
t1=1
Y¯t1 ,
(1
l
l∑
t2=1
Y¯v1+t2
)(1
l
l∑
t3=1
Y¯v2+t3
)(1
l
l∑
t4=1
Y¯v3+t4
))∣∣,
∣∣ cov ((1
l
l∑
t1=1
Y¯t1
)(1
l
l∑
t2=1
Y¯v1+t2
)
,
(1
l
l∑
t3=1
Y¯v2+t3
)(1
l
l∑
t4=1
Y¯v3+t4
))∣∣,
∣∣ cov ((1
l
l∑
t1=1
Y¯t1
)(1
l
l∑
t2=1
Y¯v1+t2
)(1
l
l∑
t3=1
Y¯v2+t3
)
,
1
l
l∑
t4=1
Y¯v3+t4
)∣∣},
(2.73)
wobei 0 ≤ v1 ≤ v1 ≤ v2 und in der ersten Zeile v1 = v gilt, in der zweiten
v2 − v1 = v sowie in der dritten v3 − v2 = v.
Ähnlich wie im Beweis von Lemma 2.5.8 wird auch hier bezeichnet:
˜¯Y j := ˜¯Y j(xi−1, xi)
und weiter
˜¯Y j = 1{xi−1 ≤ Xj < xi} − F (xi−1, xi)
+ 1{xi−1 − a ≤ Xj < xi−1} ·
(
1 +
Xj − xi−1
a
)
+ 1{xi ≤ Xj < xi + a} ·
(
1− Xj − xi
a
)
=: 11,j + 12,j + 13,j.
(siehe auch (2.69)).˜¯Y j ist lipschitzstetig mit Lipschitzkontante 1a , was ebenso für l−1∑lr=1 ˜¯Y j+r gilt.
Während die entsprechenden Kovarianzen durch 1 abgeschätzt werden können,
falls die Zeitlücke kleiner oder gleich l ist, gilt für v ≥ l bei der ersten Kovarianz
unter (2.73) folgende Abschätzung.
cov
(1
l
l∑
t1=1
Y¯t1 ,
(1
l
l∑
t2=1
˜¯Y v1+t2)(1l
l∑
t3=1
˜¯Y v2+t3)(1l
l∑
t4=1
˜¯Y v3+t4))
=
1
l4
∑
t1
∑
t2
∑
t3
∑
t4
cov
(
Y¯t1 ,
˜¯Y v1+t2 ˜¯Y v2+t3 ˜¯Y v3+t4)
≤ 3
a
·K · ζv1−l+1.
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Nun bleibt noch abzuschätzen
cov
(1
l
l∑
t1=1
Y¯t1 ,
(1
l
l∑
t2=1
˜¯Y v1+t2)(1l
l∑
t3=1
˜¯Y v2+t3)(1l
l∑
t4=1
˜¯Y v3+t4)
− (1
l
l∑
t2=1
Y¯v1+t2
)(1
l
l∑
t3=1
Y¯v2+t3
)(1
l
l∑
t4=1
Y¯v3+t4
))
= cov
(1
l
l∑
t1=1
Y¯t1 ,
1
l3
∑
t2
∑
t3
∑
t4
˜¯Y v1+t2 ˜¯Y v2+t3 ˜¯Y v3+t4 − Y¯v1+t2Y¯v2+t3Y¯v3+t4)
= cov
(1
l
l∑
t1=1
Y¯t1 ,
1
l3
∑
t2
∑
t3
∑
t4
( ∑
1≤j1,j2,j3≤3
nicht alle=1
1j1,v1+t2 · 1j2,v2+t3 · 1j3,v3+t4
))
=
1
l4
∑
t1
∑
t2
∑
t3
∑
t4
∑
1≤j1,j2,j3≤3
nicht alle=1
cov
(
Y¯t1 ,1j1,v1+t2 · 1j2,v2+t3 · 1j3,v3+t4
)
.
Wiederum gilt:
| cov (Y¯t1 ,1j1,v1+t2 · 1j2,v2+t3 · 1j3,v3+t4)|
= |E(Y¯t1 · 1j1,v1+t2 · 1j2,v2+t3 · 1j3,v3+t4
)− E(Y¯t1)︸ ︷︷ ︸
=0
·E(1j1,v1+t2 · 1j2,v2+t3 · 1j3,v3+t4)|
≤ E(1j1,v1+t2 · 1j2,v2+t3 · 1j3,v3+t4)
≤ C · a.
Also gilt insgesamt
| cov
(1
l
l∑
t1=1
Yt1 ,
(1
l
l∑
t2=1
˜¯Y v1+t2)(1l
l∑
t3=1
˜¯Y v2+t3)(1l
l∑
t4=1
˜¯Y v3+t4))|
= O(ζ
1
2
v−l+1) .
Analog kann abgeschätzt werden:
∣∣ cov ((1
l
l∑
t1=1
Yt1
)(1
l
l∑
t2=1
Yv1+t2
)
,
(1
l
l∑
t3=1
Yv2+t3
)(1
l
l∑
t4=1
Yv3+t4
))∣∣
= O(ζ
1
2
v−l+1),
falls a  ζ
1
2
v−l+1.
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Die dritte Kovarianz bei Cv,4 kann abgeschätzt werden, da das Produkt aus den
drei Summen durch 1 beschränkt ist und die Summe nach dem Komma wiederum
durch eine lipschitzstetige Variante der Yv3+t4 ersetzt werden kann.
Also ergibt sich in diesem Fall∣∣ cov ((1
l
l∑
t1=1
Y¯t1
)(1
l
l∑
t2=1
Y¯v1+t2
)(1
l
l∑
t3=1
Y¯v2+t3
)
,
1
l
l∑
t4=1
Y¯v3+t4
)∣∣
≤ ∣∣ cov ((1
l
l∑
t1=1
Y¯t1
)(1
l
l∑
t2=1
Y¯v1+t2
)(1
l
l∑
t3=1
Y¯v2+t3
)
,
1
l
l∑
t4=1
Y˜v3+t4
)∣∣
+
∣∣ cov ((1
l
l∑
t1=1
Y¯t1
)(1
l
l∑
t2=1
Y¯v1+t2
)(1
l
l∑
t3=1
Y¯v2+t3
)
,
1
l
l∑
t4=1
Y¯v3+t4 −
1
l
l∑
t4=1
˜¯Y v3+t4)∣∣
≤ 1
a
·K
+ E
(∣∣(1
l
l∑
t1=1
Y¯t1
)(1
l
l∑
t2=1
Y¯v1+t2
)(1
l
l∑
t3=1
Y¯v2+t3
)∣∣ · ∣∣1
l
l∑
t4=1
Y¯v3+t4 −
1
l
l∑
t4=1
˜¯Y v3+t4∣∣)
+ E
(∣∣(1
l
l∑
t1=1
Y¯t1
)(1
l
l∑
t2=1
Y¯v1+t2
)(1
l
l∑
t3=1
Y¯v2+t3
)∣∣) · E(∣∣1
l
l∑
t4=1
Y¯v3+t4 −
1
l
l∑
t4=1
˜¯Y v3+t4∣∣)
≤ (1
a
·K · ζv−l+1 + 2 · C · a) = O(ζ
1
2
v−l+1),
falls a  ζ
1
2
v−l+1.
Von der gleichen Ordnung ist Cv,2. Insgesamt gilt also, für ζ˜v−l+1 = const ·ζv−l+1:
E
(∣∣ 1
n− l + 1
n−l∑
j=0
1
l
l∑
r=1
1{xi−1 < Xj+r ≤ xi} − E(1{xi−1 < Xj+r ≤ xi})
∣∣4)
≤ 4!
( 1
(n− l + 1)2
( l−1∑
v=0
1 +
n−l−1∑
v=l
ζ˜
1
2
v−l+1
)2
+
1
(n− l + 1)3
( l−1∑
v=0
(v + 1)2 +
n−l−1∑
v=l
(v + 1)2 · ζ˜
1
2
v−l+1
))
≤ 4!
( 1
(n− l + 1)2
(
l + c1
)2
+
1
(n− l + 1)3
(
O(l3) + c2
))
= O(
l2
(n− l + 1)2 ),
falls l/(n− l + 1) = o(1). 
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3 Ausblick
In dieser Arbeit wurden sowohl Fragestellungen der nichtparametrischen Kur-
venschätzung behandelt als auch Bootstrap-Verfahren für den geschätzten empi-
rischen Prozess betrachtet. Was den ersten Teil der Arbeit anbelangt, so haben
sich die erzielten Konvergenzraten als asymptotisch optimal erwiesen unter den
gestellten Voraussetzungen, wobei globale Forderungen an die Glattheit der Kur-
ve gestellt wurden. Die erzielten Konvergenzraten hängen von der Glattheit der
Kurve ab und gelten, wenn die verwendete Bandbreite von geeigneter Ordnung
ist. So kann also in einem nächsten Schritt untersucht werden, wie in den jeweilie-
gen Modellen die datengesteuerte Wahl der Bandbreite erfolgen kann, sodass die
Konvergenzrate asymptotisch, siehe hierzu Hesse [40] zur datengesteuerten Wahl
der Bandbreite in Dekonvolutionsmodellen bei der Schätzung der Kurve selbst.
Bei der Modalwertschätzung in Dekonvolutionsmodellen wurde hinsichtlich der
Fehlerverteilung zum einen vorausgesetzt, dass diese bekannt ist, zum anderen
wurde die gewöhnliche Glattheit (ordinary smoothness) angenommen. Während
die erzielten Resultate sich vermutlich unmittelbar auf den Fall übertragen las-
sen, dass die Abnahme der charakteristischen Funktion der Fehlerdichte mit loga-
rithmischer Rate erfolgt, so existieren bereits Arbeiten zur Kurvenschätzung in
Dekonvolutionsmodellen, welche weiter von diesen Voraussetzungen abweichen.
So wurde in Johannes [41] das Problem der Dichteschätzung im Dekonvolutions-
modell mit unbekannter Fehlerverteilung beleuchtet. Ebenso kann die Vorausset-
zung aufgeweicht werden, dass die charakteristische Funktion der Fehlerdichte
von Null weg beschränkt ist. So wurde in Delaigle und Meister [20] ein Kur-
venschätzer vorgeschlagen, dessen Konvergenzrate nicht durch Nullstellen in der
charakteristischen Funktion der Fehlerverteilung beeinflusst wird, wie es etwa
bei Verteilungen auftritt, die kompakten Träger besitzen. Auch das Problem der
Modalwertschätzung kann unter diesen allgemeineren Bedingungen untersucht
werden.
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3 Ausblick
Was den geschätzten empirischen Prozess anbelangt, so wurde zunächst die Kon-
vergenz des Originalprozesses unter H0 nachgewiesen. Es wurde ebenso das Ver-
halten des Prozesses unter einer fixierten Alternative betrachtet. In diesem Zu-
sammenhang kann weiter untersucht werden, wie sich der Prozess unter geeig-
neten lokalen Alternativen verhält, die mit einer bestimmten Rate gegen die
Nullhypothese konvergieren. In Durbin [23] wurden hierzu bereits Überlegun-
gen für den geschätzten empirischen Prozess bei unabhängigen Daten angestellt,
in Quessy und Mailhot [64] wurden verschiedene lokale Alternativen bei Tests
auf normalverteilte Beobachtungen vorgeschlagen. Ebenfalls bietet sich an, das
Verhalten des geschätzten empirischen Prozesses zu untersuchen, wenn die Be-
obachtungen schwach abhängig wie im betrachteten Modell sind, jedoch keine
stetige Verteilungsfunktion besitzen. Unter Unabhängigkeit wurde in Henze [38]
der auf Zähldaten beruhende geschätzte empirische Prozess betrachtet, in Szücs
[74] wurden sowohl stetige als auch diskrete Verteilungen für die zugrundelie-
genden Beobachtungen zugelassen, wobei hier jeweils parametrische Bootstrap-
Verfahren angewendet wurden. Bei Vorliegen schwach abhängiger Beobachtungen
bietet sich nun wiederum die Imitation durch ein Block-Bootstrap-Verfahren an,
dessen Konsistenz es zu untersuchen gilt.
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Symbolverzeichnis
Allgemeines
sup Supremum
max Maximum
inf Infimum
min Minimum
lim sup Limes Superior
argmax Stelle, an welcher Funktion Maximum annimmt,
y = argmaxx∈D f(x)⇔ f(y) ≥ f(x)∀x ∈ D
supp (f) Träger der Funktion f
f ∗ g Faltung von f und g
φX charakteristische Funktionen der Verteilung von X
H(f, g) Hellinger-Abstand der Wahrscheinlichkeitsdichten
f und g
ρ(f, g) Hellinger-Affinität der Wahrscheinlichkeitsdichten
f und g
λ[n] n-dimensionales Lebesgue-Maß
bac Abrundungsfunktion, größte ganze Zahl kleiner
oder gleich a
dae Aufrundungsfunktion, kleinste ganze Zahl größer
oder gleich a
1{A}, 1{A} Indikatorfunktion der Menge A
const konstant
a ∧ b min{a, b}
a ∨ b max{a, b}
R Menge der reellen Zahlen
N Menge der positiven natürlichen Zahlen
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Symbolverzeichnis
B(Rd) Sigma-Algebra der Borelmengen auf Rd
R¯ kompaktifizierte reelle Achse, R¯ = [−∞,∞]
E(·) Erwartungswert
E∗n(·) bedingte Erwartung, E∗n(·) = E(·|(X1, ..., Xn))
P∗n(·) bedingte Wahrscheinlichkeit, P∗n(·) =
P(·|(X1, ..., Xn))
var(X) Varianz einer Zufallsvariablen X
cov(X, Y ) Kovarianz zweier Zufallsvariablen X und Y
var∗n(X) Varianz, bedingt auf die Originalstichprobe
cov∗n(X, Y ) Kovarianz, bedingt auf die Originalstichprobe
Xn → X P-f.s. P-fast sichere Konvergenz
Xn
P→ X P-stochastische Konvergenz
Xn
D→ X Konvergenz in Verteilung
|| · ||∞ Supremums-Norm
|| · ||2 Eudklidische Norm
| · | Betrag
O(an), o(an) Landau-Notation,
an = O(bn)⇔ 0 ≤ lim sup
n→∞
(|an/bn|) <∞
an = o(bn)⇔ lim
n→∞
(|an/bn|) = 0
OP(an), oP(an) Landau-Notation in Wahrscheinlichkeit
Xn = OP(an)⇔ ∀ε > 0∃ δ : P(|Xn|/|an| > δ) < ε
Xn = oP(an)⇔ ∀ε > 0: P(|Xn|/|an| > ε) n→∞→ 0.
Lip(h) Lipschitzmodulus der Funktion h : Rd → Rk,
Lip(h) := sup
{ ||h(X1, ..., Xd)− h(Y1, ..., Yd)||2
||(X1, ..., Xd)T − (Y1, ..., Yd)T ||2
}
.
Nichtparametrische Kurvenschätzung: Daten und
Funktionen
Yi, (Yi, Zi) Beobachtungen im jeweiligen Dekonvolutionsmodell
Xi Realisierungen der nichtbeobachtbaren Zufallsvariablen
X
εi Fehlervariablen im Dekonvolutionsmodell, verteilt wie ε
Yi,n Beobachtungen im Fixed-Design-Modell
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xi,n Designpunkte im Fixed-Design-Modell
εi,n Fehlervariablen im Fixed-Design-Modell
fX Dichte von X
fε Dichte von ε
fX,Z Dichte von (X,Z)
fY,Z Dichte von (Y, Z)
fZ|X=x bedingte Dichte von Z unter Bedingung X = x
m Regressionsfunktion im jeweiligen Modell
K Kernfunktion
θ Modalwert der interessierenden Kurve
[τ1, τ2], [0, 1] kompakte Intervalle, innerhalb derer sich die interessie-
renden Modalwerte befinden
β Ordnung der Schlechtgestelltheit des Dekonvolutions-
problems
p Anzahl stetiger und beschränkter Ableitungen der inter-
essierenden Kurve
θˆn Modalwertschätzer im Dekonvolutionsmodell
θˆcn, θˆgn Modalwertschätzer im Fixed-Design-Modell
bn Bandbreite
K∗bn Dekonvolutionskern
fˆX,n Schätzer für fX
mˆn Schätzer für m
F˜p Funktionenklasse für Dichteschätzung im Dekonvoluti-
onsmodell
Fp Funktionenklasse für Errors-in-Variables-Regression
Fρ Funktionenklasse im Fixed-Design-Regressionsmodell
f (j) j-te Ableitung von f
Bootstrap für empirische Prozesse: Daten und
Prozesse
(Ω,A,P) zugrundeliegender Wahrscheinlichkeitsraum
(Xt)t∈Z den Beobachtungen zugrundeliegernder Prozess
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X1, ..., Xn Originalstichprobe
X∗1 , ..., X
∗
n Bootstrap-Stichprobe
F parametrische Klasse von Verteilungsfunktionen
Fθ Funktion aus F
θˆn Schätzer für θ
D[R¯] Raum der Cadlag-Funktionen auf R¯
P Sigma-Algebra auf D
C[R¯] Stetige Funktionen auf R¯ mit C[R¯] ⊆ D[R¯]
Pn, P Wahrscheinlichkeitsmaße auf (D[R¯],P)
Cb Menge von Funktionen f mit f : (D[R¯],P , || · ||∞) →
(R,B(R), | · |), messbar, gleichmäßig stetig und beschränkt
l Blocklänge
k Blockanzahl
Fn empirische Verteilungsfunktion, basierend auf Originalstichprobe
F ∗n empirische Verteilungsfunktion, basierend auf Bootstrap-
Stichprobe
F˜n E∗n(F ∗n)
F (s, t) F (t)− F (s)
F˜n(s, t) F˜n(t)− F˜n(s)
Wn geschätzter empirischer Prozess: Wn =
√
n(Fn − Fθˆn)
Un gewöhnlicher empirischer Prozess basierend auf Originalstichprobe
Zn zentrierter Anteil von Wn
W ∗n Bootstrap-Imitation von Wn
Z∗n zentrierter Anteil von W ∗n
U∗n gewöhnlicher empirischer Prozess basierend auf Bootstrap-
Stichprobe
G, G¯ Grenzprozesse auf Original- bzw. Bootstrap-Seite
F˜n(s, t) F˜n(t)− F˜n(s)
σ2(s, t) Limes der Varianz der Zuwächse von Un, für n→∞
σˆ2n(s, t) Varianz der Zuwächse von U∗n, bedingt auf (X1, ..., Xn)
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