Abstract. We present a new kind of normalization theorem: linearization theorem for skew products. The normal form is a skew product again, with the fiber maps linear. It appears, that even in the smooth case, the conjugacy is only Hölder continuous with respect to the base. The normalization theorem mentioned above may be applied to perturbations of skew products and to the study of new persistent properties of attractors.
1. Setting and statements 1.1. Motivation. This paper is devoted to a normalization theorem for Hölder skew products. We begin with the motivation for the choice of this class of maps.
According to a heuristic principle going back to [1] , generic phenomena that occur in random dynamical systems on a compact manifold may also occur for diffeomorphisms of manifolds of higher dimensions. Random dynamical systems are equivalent to skew product homeomorhisms over Bernoulli shift. Some new effects found for these homeomorphisms were transported later to skew product diffeomorphisms over hyperbolic maps with compact fibers. These diffeomorphisms are in no way generic. Their small perturbations are skew products again, whose fiber maps are smooth but only continuous with respect to the base point [8] .
Recently it was discovered that these fiber maps are in fact Hölder with respect to the base point [4, 13, 21] .
New effects found for skew product diffeomorphisms are then transported to Hölder skew products, and thus proved to be generic. This program was carried on in [3, 9, 10, 11, 16, 17] .
This motivates the study of Hölder skew products. We now pass to our main results.
Main statements.
Consider a skew product diffeomorphism over an Anosov map in the base with the fiber a segment. In more detail, let M = T d × I, T d is a a d-dimensional torus, I = [0, 1]. Consider a boundary preserving skew product
where f b (0) = 0, f b (1) = 1, the fiber map f b is an orientation preserving diffeomorphism I → I and the base map A is a linear hyperbolic automorphism of a torus. Suppose also that f is Hölder continuous in x with respect to the C k -norm; i.e. that there exist constants C k , β > 0 such that for any b, b ′ ∈ T d the following holds:
This assumption appears in slightly different settings as a statement in a number of articles on partial hyperbolicity: for exmple, in [21] the estimate (2) is true for k = 0, in [2] for k = 1 and in [4] for any k. Now we will state the main results that we are proving in a hope to apply them to the study of the skew products: for example, to drastically simplify the proofs in [10] . Theorem 1. Consider a map F of the form (1) with the property (2) for some fixed k and C k -smooth on the x variable, k ≥ 2. Let O ∈ T d × {0} be its hyperbolic fixed point. Then there exists a neighborhood U of O and a fiber preserving homeomorphism 2. H is smooth on x for b fixed: the degree of smoothness is k − 2 3. H is fiberwise Hölder: there exist constantsC l , α > 0 such that for any l, 0 ≤ l ≤ k − 2 holds
where µ is the largest magnitude of eigenvalues of A.
This theorem is local: the conjugacy relation F • H = H • F 0 holds in a neighborhood of O only. We will reduce this theorem to the following two results. Theorem 2. Consider the same F as in Theorem 1, with k = 2. Let in addition
Then the map H with the properties 1, 2, 3 mentioned in Theorem 1 is defined in a set
for some ε > 0 and is continuous on this set. Moreover, for l = 0, the relation (7) holds for any α as in (8) .
Theorem 3. Suppose that all assumptions of Theorem 2 hold, except for k is arbitrary now. Then the map H with the same properties as in Theorem 2 exists. Moreover, H is C k−2 fiberwise smooth, and satisfies the Hölder condition (8) for l = k − 2.
Theorems 2 and 3 are the main results of the paper. They are similar: the first one claims that the fiberwise conjugacy H is continuous in the C-norm with respect to the point of the fiber, and the second one improves this result -by decreasing the neighborhood in the fiber, and replacing the C-norm by the C l one. The main part of the paper to follow is the proof of Theorem 2. At the end we present a part of the proof of Theorem 3. Namely, we prove that the maps h b are (k − 2)-smooth , but we do not prove that the derivatives
This may be proven in the same way as the Hölder property for h b , but requires more technical details that we skip here.
At the beginning of the next section we deduce Theorem 1 from Theorems 2, 3.
1.3.
Comparison with the theory of "nonstationary normal forms". This theory is developed in [6] and [5] . The closer to our results is Theorem 1.2 of [6] proved in full detail as Theorem 1 of [5] . For future references we will call it the GK-Theorem. This theorem considers a wide class of maps to which the map (1) belongs, provided that it satisfies the so called narrow band spectrum condition. In assumptions of our Theorem 1, this condition has the form:
This is a restrictive condition, not required in Theorem 2. Moreover, GK-Theorem claims properties 1 and 2 of the map H, that is, H is a fiberwise smooth topological conjugacy, and does not claim Hölder continuity of the fiberwise maps of H, see (8) . To summarize, Theorems 2, 3 improve the GK-Theorem for the particular class of maps (1), skipping the narrow band spectrum condition and adding Property 3, the Hölder continuity.
Statements 1 and 2 of Theorem 1 may be deduced from the GK-Theorem. Indeed, any continuous function λ < 1 satisfies condition (9) in a suitable neighborhood of any point. On the other hand, Theorem 1 in its full extent is easily deduced from Theorems 2, 3.
2. The plan of the proof 2.1. Globalization. Theorem 1 is proved with the help of standard globalization technics (see, for instance, [14] ). Without loss of generality, hyperbolicity of the skew-product F implies that λ b < 1 in the neighborhood U ∈ T d of the fixed point O. If not, we pass to the inverse mapping F −1 . Let K be a compact subset of U. Let us take a smooth cut function ϕ :
Instead of the initial function f b (x) on the fibers let us consider the function
Then a map
has the following list of properties:
1.F coincides with F in the neighborhood of the fixed point O 2.F is attracting near the zero layer: ifλ b :=f
So without loss of generality we may assume from the very beginning that λ b ∈ (0, 1) everywhere on the base T d . Moreover, the conjugacy H is to be found in the whole M ε : in other words, the equality F • H = H • F 0 will hold on the full neigbourhood M ε of the base.
All the rest of the article deals with the proof of the global result, i.e. Theorem 2 and Theorem 3. Now let us prove Theorem 2: the main idea is to use fixed point theorem to prove the existence of the conjugacy H: we should just properly define the functional space and a contraction operator in it. In the following sections we will do all of it, postponing some calculcations as well as the proof of Theorem 3 to the Appendix (Section 6).
2.2.
Homological and functional equations. Suppose that (14) f
Then finding the conjugacy H : M ε → M ε of the form (3) satisfying (6) is equivalent to finding the solutionh b (x) of a so-called functional equation
More briefly, this equation can be written in a compositional form as
Here we denote by λ the operator of multiplication by λ b , here b is an argument of the considered function.
In the following we will be working not with the quadratic part of the conjugacy itself but with this part divided by x 2 . That's why we change the notations in such a way: we write bars for the functions in the space of quadratic parts for possible conjugacy maps and we don't write bars for the same functions divided by x 2 , for instance, 
Let us define an operatorΨ : M → M on it which acts on a function h(b, x) by associating to it the left-hand side of the homological equation (17) . With the use of this operator, equation (17) can be rewritten in a formΨh = R. DenoteL an inverse operator toΨ. The operatorL is solving homological equation: if the right-hand side is R thenLR =h andLΨ = id. From now on, operatorL will be referred as homological operator.
Let us define a shift operatorΦ : M → M which acts as
Then the functional equation on the functionh can be rewritten in the formΨh =Φh or, equivalently, h =LΦh. So the search for conjugacy is equivalent to the search of a fixed point for the operatorLΦ in the space M.
Let us note for the future that the operatorΨ (as well as its inverseL) is a linear operator on the space of formal series although operatorΦ is not at all linear: for instance, it sends a zero function to R b (x).
2.4.
Choice of a functional space for the Banach fixed point theorem. We will be using the simplest of the forms of a contraction mapping principle by considering a contracting mapping defined on a metric space N and preserving its closed subspace N.
Let us define N , d and N for our problem: a contraction mapping f will be a slight modification of the composition of operatorsLΦ considered in Section 2.3. Note that operatorL as well as operator Φ preserve the subspace of M of functions starting with quadratic terms in x which we will denote by M 2 :
That's why for our comfort we will define the operators L and Φ acting on M as
These operators correspond to the solution of homological equation and to the shift operator but are somewhat normalized.
The linearization theorems we prove will be applicable only in the vicinity of the base, i.e. in T d ×[0, ε]. The conditions on the small constant ε will be formulated later. Contraction mapping theorem will be applied to the operator LΦ acting in the complete metric space M ε of functions from M restricted to the small neighborhood of a torus
A norm on this space is simply a continuous one, for
To use contraction mapping principle we define a space
with a continuous norm on it.
The constant A will be chosen later. Now we pass to the definition of the set N.
2.5.
Hölder property and a closed subspace N. To prove Theorem 2 we shall work with the three norms: continuous one || · || C,ε was already defined, now we will define the Lipschitz norm Lip x,ε as well as the Hölder one || · || [α] ,ε . The index ε indicates that these norms are considered for the subspaces of functions in M 2 ε ; but it will be omitted in the case it is matter-of-course. Definition 1. For a function h ∈ M define its Hölder norm ||h|| [α] as (25) ||h|| [α] := sup
Hölder norm of a function is sometimes called its Hölder constant. The subspace of functions h ∈ M for which this norm is finite, will be called the space of Hölder functions with exponent α and denoted by H α . In much the same way, the space H α ε is a subset of functions h in M ε such that ||h|| [α],ε < ∞ where
Once these definitions given, we can say what will be the closed subspace N of the functional space N (see (24)) for the contraction mapping principle. We will show that there exist constants ε > 0 as well as A C , A Lip and A α such that the space (N , ρ) and preserved under LΦ. Note that here we need A ≥ A C . In the proof, we will first choose constants A C , A Lip and A α , A can be chosen later as A := A C .
2.6. Three main lemmas and the proof of Theorem 2. To prove Theorem 2, one needs simply to show that all the conditions of contraction mapping principle hold for N , ρ and N defined correspondingly in (24) and (29). Here we state three main lemmas that will give the result of Theorem 2.
Lemma 1 deals with homological equation and provides an explicit solution of (17) as a formal series. It also states that this series converges exponentially and gives a continuous function on M. Moreover, for α chosen accordingly to (8) , the operator L in the space M preserves the subspace H α of Hölder functions with this particular exponent. This is a crucial point that gives us the main claim -Hölder property of a conjugacy.
The two lemmas that are left enable us to apply contraction mapping principle. Lemma 2 deals with composition LΦ: it states that one can choose a closed subspace N ⊂ N of the form (29) such that is mapped into itself under the composition LΦ. Lemma 3 proves that LΦ is indeed a contraction on the space M ε in continuous norm.
Let us state precisely these lemmas.
Lemma 1. [Solution of a homological equation] Consider a skew product (1). Let us define a sequence of functions on
Let α be given by (8) , and set
Suppose that conditions (2) and (31) hold, and let Q ∈ H α . Then the following holds: 1. There exist a solution h b (x) of the homological equation (18); it can be represented as a formal series
2. The series (32) converges uniformly on M and its sum is continuous in b and as smooth in x as Q.
3. The solution h satisfies Hölder condition with the exponent equal to α : h ∈ H α . 4. The operator L : Q → h is bounded in C-norm on the space M. 
Proof of Theorem 2. Now the proof follows: first, we take ε defined by Lemma 2 and fix all constants A C , A Lip , A α provided by the same lemma. Then we diminish ε for Lemma 3 to hold. Then the set N corresponding to such an ε and a constant A = A C has a C-norm on it defining a complete metric space. Operator LΦ acts in this space and, by Lemma 3, is a contracting map. Note that the set N defined in (29) 
Proof of Lemma 1: homological equation solution
From the form (18) of the homological equation we deduce that h(b, x) can be represented as
Let us take the right composition of this equation with the normalized map F 0 given by (4) . And then let us apply the operator of multiplication by λ to this equation. The equality (33) implies
Note that the left side of (34) is equal to one of the terms in the right hand side of (33). We continue such a process of taking right composition with F 0 and multiplying by λ. Thus we obtain the infinite sequence of equations that can be all summed up. Let us sum the first N + 1 of them, then we will have
Let us now pass to the limit when N → ∞: since h ∈ N , ||h|| C ≤ A and λ is bounded by some q < 1, we have that the first term on the right-hand side of (35) is bounded by Aq N +1 and hence tends to 0. Thus we obtain formula (32) for h(b, x).
Since F is a diffeomorphism, then ∀b ∈ T d we have: λ b = 0. Then, since λ b is a continuous function on a compact manifold T d , there exists a lower bound D > 0 such that
Then, since obviously
the series (32) is bounded by a converging number series
So by the Weierstrass majorant theorem, its sum is a continuous function on M, and the normalized homological operator L is bounded in continuous norm. Namely,
is as smooth in x as Q is: that can be verified by differentiation of the series (32) and repetitive applying of Weierstrass majorant theorem. Convergence of the series for the derivative of the solution of homological equation h will be even faster than the convergence of the series for the function itself: indeed, the coefficients in the series (32) will be multiplied by the factors Π k (b) which are rapidly decreasing.
So assertions 1, 2 and 4 of Lemma 1 are proven. What is left to prove is that Hölder property with exponent α is preserved by operator L. We will need the following To prove assumption 3 of Lemma 1 let us denote by C Q := ||Q|| [α] and C λ := ||λ|| [α] the Hölder constants for functions Q and λ respectively. We need to find such C > 0 that for all
Note that even though Hölder exponents for Q and λ can be close to 1, the Hölder exponent for the solution h of normalized homological equation will be close to zero.
For each k ∈ Z + denote (42)
Then the solution h can be written in the form
So we have the estimate
where
Let us formulate some propositions that we will need, and postpone their proofs to the Appendix, Section 6.
q where C λ is the Hölder constant for λ, θ is defined in (31), and µ is the largest magnitude of eigenvalues of A.
Proposition 3. Function P n (b) defined by (42) is Hölder with the exponent α, and
where B depends only on the initial map, the precise formula for B is given below, see (71).
Now, using Proposition 3 we can prove that
The estimate of θ 2,k is somewhat lengthier. (47) is Hölder with the exponent α, and
The proof of this proposition is using only the triangle inequality and we postpone it till the appendix. Inserting estimates on θ 1,k and θ 2,k from (50) and (51) into the inequality (46), we can finally use our special choice of α. It is in this place where we crucially use the fact that θ < 1 to establish the convergence of estimating series in the right-hand side of (46). By simple computation of the sum of a geometric progression, we obtain that h is Hölder, and (41) holds for some C h . The expicit form of C h is not important for the proof of this lemma, but it will be used in the proof of Lemma 2. That's why we write it out explicitely:
This completes the proof of Lemma 1. ✷
Proof of Lemma 2: the shift operator
Take some h ∈ N and let us estimate continuous, Lipschitz and Hölder norms of its image under the composition of operators L and Φ.
The plan of the proof is the following: we will first show that there exist constants ε C > 0 and A = A C > 0 such that the space N defined by (24) is mapped by LΦ to itself. So the operator LΦ doesn't increase too much the continuous norm if we consider it on an appropriate space.
In the following step, we will diminish even more the ε-neighborhood of the base in which the functions are defined, and search for ε Lip < ε C and we will also search for a good bound A Lip in (24). We will find such ε Lip and A Lip that LΦ won't increase the Lipschitz norm of the function h with conditions ||h|| C ≤ A C , ||h|| Lip ≤ A Lip in the vicinity of the base.
And, in the final step, we will find ε α < ε Lip and A α such that the space N defined by (29) is preserved by LΦ.
From the definition (20) of the shift operatorΦ we have
Using the definition (29) of the subspace N as well as the estimate (38) and the expression (55), for any h ∈ N we have
Hence let us first fix any
and then choose ε = ε C such that
Note that in the definition of the space N the constant A bounding the norm should be greater than A C defined by (57).
For the Lipschitz norm bound, we will need the proposition concerning only the homological operator: it preserves the space of smooth on fiber functions. Since we will deal with derivatives of functions along the fiber let us agree on notations: let us denote the l-th derivative of a function h(b, x) with respect to fiber coordinate x as h (l) , l ∈ N.
Proposition 5. The operator L is bounded in the Lipschitz norm: there exists a constant Lip x L such that for any h ∈ M the following holds:
Moreover, if for any b ∈ T d , the function h(b, ·) ∈ C l , then Lh has the same smoothness as well and
The proof of this proposition is an easy consequence of the explicit form (32) for the solution of the normalized homological equation, and we give it in the Appendix, Section 6. Now let us pass to the Lipschitz norm Lip x,ε [LΦh] ≤ Lip x L×Lip x,ε Φh. By using the simple arguments one can prove the following Proposition 6. There exist polynomials T 3 (ε) and T From here we see that there exists a constant A Lip such that for ε small enough, say ε < ε Lip , Lipschitz constant of the image of any function h ∈ N is bounded by A Lip :
We can assume that ε Lip < ε C .
What is left is to estimate ||LΦh|| [α],ε : for this, we will need the bounds on how operators L and Φ behave on the space of α-Hölder functions separately.
For the shift operator in Appendix, Section 6 we will prove 
Let us now combine (61) and (62) for h := Φh to get the bound for ||LΦh|| [α] ,ε . Here we will be using Propositions 6 and 7 as well as inequality (56) to get the bounds on different norms of Φh in the space
So we see that there exist polynomials
, and for some A α > 0 the right-hand side of inequality (64) can be made less than A α . We can take ε [α] < ε Lip . By taking ε = ε [α] we obtain the desired preservation of N by operator LΦ. This space is obviously closed in N . ✷
Proof of Lemma 3: contraction property
Since operator L is linear and uniformly bounded by (38) in the continuous norm, the only thing to prove is that normalized shift operator Φ is strongly contracting in this norm, i.e. for any ε small enough there exists some constant ν = ν(ε) ∈ (0, 1) such that for any h, g ∈ N
Proof.
Hence operator Φ is strongly contracting. And since from (39) for any function h ∈ N the norm ||Lh|| C,ε ≤ D 1−q ||h|| C,ε , applying this to Φh with the fact of the strong contraction property for Φ we get the strong contraction property for LΦ. ✷
Appendix: Proof of Theorem 3 and other calculations
In the appendix we will prove the technical propositions stated above.
6.1. Hölder properties of some auxiliary functions. First let us prove Proposition 2. Function Π n (b) defined as a product of λ b in the first n points of the orbit of a linear diffeomorphism A, see (30), is Hölder with the exponent α and
where C λ is Hölder constant for λ, θ is defined in (31). Here and below α is given by (8) and µ is the largest magnitude of eigenvalues of A.
Proof of Proposition 2:
(68)
is Hölder with exponent α and
where B doesn't depend on anything but initial skew product:
| is Hölder with α as exponent and
, and the definition of P k (b) was reminded in Proposition 2 above.
Proof. We use the results of Proposition 2 in the following chain of inequalities.
Operator L is bounded in the Lipschitz norm: there exists a constant Lip x L such that for any h ∈ M holds
Lh has the same smoothness as well and
Proof. Using the explicit formula for the solution (32), as well as bounds (37) and (43), we have:
The bounds for the derivatives are obtained analgously by differentiating term by term the series (32):
Proposition 6. There exist polynomials T 3 (ε) and T 
Since in this proposition the base coordinate b is fixed and x is changing we will permit to ourselves not to write the b index and just suppose that Q(x) = Q(b, x +h b (x)) as well as h(x) = h b (x). The bound All the propositions stated above are proven. This completes the proof of our main result -Theorem 2.
Now we are ready to prove that the conjugacy is smooth in fiber variable, and Hölder with its derivatives in base variables.
Proof of Theorem 3:
The proof of a smooth version of Theorem 2 is analogous to the proof of the latter theorem. Here we will give a sketch of the proof: we will only show that the conjugacy H is (k − 2)-smooth with respect to the fiber variable. The proof of the fact that its fiber derivatives are now Hölder on b is analogous to the proof of the Hölder property fot the function H itself and we don't give it here.
The idea is to change the space N in an appropriate way. For some constants A 0 , . . . , A l > 0 and κ 0 , . . . , κ l > 0 let us define the space We have now to prove the analogues of Lemmas 1, 3 and 2 above, and then follow the argument in Theorem 2. The homological and shift operators will stay the same although the functional spaces in which they act will be smaller, and the metric will be not continuous but a smooth one.
Lemma 1 (smooth case) Operator L is bounded in the norm (87).
For the space N l to map to itself by LΦ, we should choose constants A 0 , A 1 , . . . , A l appropriately. For LΦ to be contracting in the space, we should appropriately choose κ 0 , . . . , κ l . Let us show that these two choices can be made without complications and the analogues of Lemmas 3 and 2 hold.
In what concerns the operator Φ, we will use its presentation (55) and calculate the derivatives for k = 0, . . . , l : by the Leibnitz rule:
The explicit form of the right-hand side is not as important as a fact that it can be written as a sum of polynomials in derivatives of h,h and Q. Indeed, there exist polynomials τ 0 , . . . , τ l and σ 0 , . . . , σ l such that 
