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ABSTRACT
ULTRAFAST MAGNETIC ENTROPY DYNAMICS WITH TIME-RESOLVED
PUMP-PROBE MAGNETO-OPTIC TECHNIQUE
Sahar Goharshenasanesfahani
December 6th , 2021

It has been observed that ultrathin films, multilayers, or magnetic nanostructures indicate novel magnetic phenomena that differ profoundly from the respective
bulk properties. Besides, because of the broad applications of these magnetic materials in the industry, they are an exciting research area. Hence, investigating the
low-dimensional magnetic systems is one of the most active fields in experimental
condensed matter physics.
Magnetization dynamics can occur over a wide range of time scales (from seconds
to femtoseconds). Some of these processes even occur on time scales as short as
a few picoseconds (10−12 s) or femtoseconds (10−15 s). Measurement of these fast
processes is essential to fully understand the dynamics of various excitations in the
magnetic thin films and multilayers, which has motivated significant advancements
in the accuracy of time-resolved measurements in the past several decades.

v

Development of ultrafast femtosecond pulsed laser sources and pump-probe techniques enabled measurements of the dynamics of these fast processes, specifically
ultrafast spin dynamics in magnetic materials.
Entropy is vital in various fields in thermodynamics and statistical mechanics.
Investigating and measuring the nonequilibrium magnetic entropy dynamics of a ferromagnetic material, in addition to the magnetization dynamics, is of great interest
because entropy is crucial for fully characterizing the nonequilibrium magnetic state.
The first part of this work is dedicated to the ultrafast time-resolved measurement
using a pump-probe technique to measure transient features on a 35 nm Co/Au sample
induced by an intense pump beam with 190 fs pulses. A new method is developed to
modulate the delay between the pump and the probe pulses. A delay modulator, made
of glass plates rotating in a pump beam, is applied to measure time-resolved rates of
transient processes in a pump-probe experimental setup. Glass plates modulate both
delay and beam power. Delay modulation results obtained with this procedure are
consistent with the derivative in the delay of the usual power modulation and can
show a more significant signal-to-noise ratio.
Next, the main focus was on magnetization and magnetic entropy dynamics measurements of ferromagnets simultaneously. We are the first group to report it. A
double probe beam polarization and pump power modulation configuration were applied to measure the magnetization and magnetic entropy dynamics in ultrafast demagnetization of ferromagnets. Two magnetic properties, obtained by subtracting
vi

measurements at the opposite field, have the same onset at small delays and different
relaxations at large delays. The different dynamics suggest that spin relaxation in
ultrafast demagnetization is a combination of two processes. Measurements of ultrafast magnetization and magnetic entropy relaxation rates were also made on a 100
nm Co/Ag at different equilibrium temperatures obtained with heat accumulation.
The relaxation rate of a state in internal equilibrium was determined by the curvature of its thermodynamic potential surface at the equilibrium point. This model
explains the observed magnetization and magnetic entropy relaxation rates different
dependence on equilibrium temperature.
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CHAPTER 1

ITRODUCTION

1.1 Magnetism and data storage
To scientists and engineers finding and enhancing methods to transfer, store and
access information has always been of great importance.
In 1898, it was demonstrated for the first time that a magnetic medium could be
used to record and playback data (Figure 1.1). In Valdemar Poulsen’s demonstration,
an electromagnet connected to a telephone transmitter (microphone) and a battery,
hung on a trolley carriage. He spoke into the microphone as he moved the carriage
down along the steel piano wire. Moving back the carriage to the top, he disconnected
the battery and replaced the transmitter with a telephone receiver. Rolling down
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the carriage again, he was able to hear his recorded voice in the earpiece (Figure 1.1)
Speaking into the transmitter alters the electric current produced by the battery
and sent through the electromagnet, resulting in magnetic field changes at the tip
of the magnet. As the electromagnet tip moves down along the wire, each point on
the wire becomes permanently magnetized, which depends on the strength of the
electromagnet (Figure 1.2).

Figure 1.1: First demonstration of recording voice on a steel piano wire using a telephone transmitter (microphone) connected to a battery and electromagnet. Then,
playing back using a telephone receiver connected to the electromagnet developed
by Valdemar Poulsen [3].

Due to the rise of information and communication technologies in the information
technology era, a considerable improvement in electronic devices, and big data analytic and artificial intelligence, there has been a growing demand for information
storage of about 30-40 % per year [1]. Magnetism and magnetic material structural
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Figure 1.2: (a). The wire is magnetized while recording, in multiple magnetic domains on it. (b). Magnetic field pattern around the wire [3].
research have been a cornerstone in fulfilling these demands, specifically in data storage technology. Since 1955, there has been a tremendous decrease in the bit size, with
smaller bit sizes corresponding to a higher storage capacity of data storage media.
In magnetic memory devices, logical bits (“ones” and “zeros”) are stored by selectively setting the magnetization vector of individual magnetic domains either “up”
or “down”. The size of these magnetic domains is an essential factor in determining
the density of information in a memory device: The smaller the bit size, the higher
the data storage capacity. Smaller bit size requires a higher recording speed of information, which means a faster magnetization reversal. Therefore, decreasing the
magnetization reversal time in the bit is essential for magnetic data storage technology. In addition, increasing the density of the recorded information can be achieved
by using materials with very high magnetic anisotropy, which requires even higher
strength of the writing field.
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Traditionally, an external magnetic field pulse is applied to reverse the magnetization, to record a magnetic bit. Intuitively, one would expect that by increasing
the strength and shortness of the magnetic field pulse, the magnetization reversal
time in the picosecond range can be achieved. However, using relativistic electron
bunches from Stanford Linear Accelerator (SLAC) to generate magnetic field pulses
up to 3 T , it was shown that deterministic magnetization reversal does not occur for
the magnetic field pulse of shorter than 2 ps [4].
With the recent developments of ultrafast femtosecond lasers, the ultrafast optical
manipulation of the magnetization is a promising alternative to the magnetic field
pulses (Ultrafast is defined as timescales shorter than 100 picoseconds [2]).

1.2 Ultrafast magnetization dynamics
Magnetization dynamics can range over a long-timescale, from the billions of years
due to the reversal of the earth magnetic poles down to the femtosecond time scale
originated from spin-spin interactions.
Since discovering sub-picosecond demagnetization over two decades ago, the interaction of magnetic material with sub-picosecond laser pulses has become an exciting
research topic in modern magnetism. Manipulating the magnetic order by ultra-
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fast laser pulses (on a sub-picosecond timescale) has become a challenging topic,
which has brought new opportunities to the future of data storage, spintronics, and
quantum computers.
The development of the femtosecond laser pulses makes it possible to gain access
to the dynamics of fast processes in sub-picosecond timescales that correspond to
the exchange interactions, which are much faster than the spin-orbit interaction
(v 0.1 − 1 ps) or magnetic precession (v 1 ps − 1 ns) (Figure 1.3).

Figure 1.3: (a). Time scales for different magnetic processes is compared to the time
scales of magnetic field and ultrafast laser pulse as two method for manipulating
the magnetization. Development of ultrafast lasers contributed significantly to gain
access to the dynamics of fast processes in sub-picosecond timescales [5].

Because of the broad applications of ferromagnets in industry, they have always
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been an interesting area of research. Therefore, ultrafast time-resolved measurements
have been performed on different ferromagnetic materials, e.g., N i [6], F e [7, 40], and
Gd samples, applying picosecond laser pulses.
In 1996, Beaurepaire et al. measured the transient transmitivity and the linear
magneto-optical Kerr effect (MOKE) of a 22 nm N i film on a 100 nm M gF2 , using 60 f s laser pulses. He estimated the electronic temperature Te , applying the
pump-probe transmission experiments. The spin dynamics were also measured in
the time-resolved MOKE configuration [6].

The electron temperature presented

a sharp peak followed by an exponential-like decay of 1 ps. The spin temperature
reaches its maximum at around 2 ps. Hence, it was concluded that during the first
few picoseconds, their dynamics were different. Other measurements also obtained
consistent results, and observed dynamics were much faster than the spin-lattice relaxation time. The spin-lattice relaxation time for the Gd sample was estimated to
be 100 ± 80 ps [9]. There was also a fast decrease in the magnetization, as it depends on the temperature M = M (Ts ), where Ts is the spin temperature. Remanent
magnetization Mr (∆t) is shown in Figure 1.4. The magnetization of the film drops
rapidly within 2 ps, indicating a fast increase of the spin temperature, which was
surprisingly faster than previously published results, followed by a slight recovery.
According to the experimental results, there is a possible delay between the electron
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excitation and the demagnetization up to 50 f s.

Figure 1.4: (a). Remanent longitudinal MOKE measurements for a N i thin film as a
function of timeafter exciting by a 60 f s laser pulse. The inset indicates to hysteresis
loop obtained inthe absence of pump beam and for a delay ∆t = 2.3ps between the
pump and the probe pulses [6].

1.2.1 Phenomenological three-temperature model

Beaurepaire et al. also developed a three-temperature model (3TM) to describe the
time evolution of the electron, the spin, and the lattice after the electron excitation
is induced by ultrafast laser pulses. In his model, the electron, spin, and lattice are
three thermalized reservoirs (at temperatures Te , Ts , Tl , respectively) exchanging
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Figure 1.5: Schematic illustration of the thermalized reservoirs in the threetemperature model. A temperature is assigned to each reservoirs.
energy (Figure 1.5). The temporal evolutions of the states are explained by three
coupled differential equations,

Ce (Te )dTe /dt = −Gel (Te − Tl ) − Ges (Te − Ts ) + P (t)

(1.2.1)

Cs (Ts )dTs /dt = −Ges (Ts − Te ) − Gsl (Ts − Tl )

(1.2.2)

Cl (Tl )dTl /dt = −Gel (Tl − Te ) − Gsl (Tl − Ts )

(1.2.3)

Here Ce is the electronic specific heat, Cs is the magnetic contribution to the specific
heat, and Cl is the lattice contribution. Gel , Ges , and Gsl are the electron-lattice,
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electron-spin, and spin-lattice interaction constants, showing how strong the interactions are. The spin reservoir temporal evolution is crucial for obtaining the magnetization dynamics since it depends on the spin temperature (Ts ). Solving these
equations numerically, the simulated temperature dynamics were derived, as shown
in the Figure 1.6.

Figure 1.6: Temporal evolution of the electron, spin, and lattice temperatures derived
from the three-temperature model for a N i film. The laser pulse excites the electron
state, which is characterized by an electron temperature Te induced by an ultrafast
laser pulses [1].

9

1.2.2 Precessional magnetization dynamics
Landau-Lifshitz-Bloch equation for ferromagnets

The interaction of magnetization vectors with magnetic fields can lead to a directional magnetization change via a precessional motion. Therefore, explaining the
dynamics of magnetization vectors assists in a better understanding of the magnetic
phenomena. First, the motion of a single spin is explained in the external magnetic
field.

For a spin vector S = µ/µs in an external magnetic field H there will be

a torque T = −|γ|(S × H) acting on the spin magnetic moment µ. γ is called the
gyromagnetic ratio. It determines the response of a magnetic moment to torque and
is defined as the ratio of the magnetic moment to the angular momentum.
Based on the fundamental law of conservation of angular momentum, the change
in angular momentum with time equals the torque:

dS
= −|γ|(S × H)
dt

(1.2.4)

Here γ = 2πgµB /h is determined by the spectroscopic splitting factor g (Lande factor
or g factor), µB is the Bohr magneton (µB = 9.27 × 10−24 J.T −1 ), and h is Planck’s
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constant (h = 6.63 × 10−34 J.s). In ferromagnetic materials, one should consider the
magnetization vector M = µ0 < S > instead of the spin vector, with µ0 the atomic
magnetic moment.
The total angular momentum of the system associated with a total magnetization
vector M is

L=−

M
|γ|

(1.2.5)

Hence, the equation (1.4.1) becomes:

dM
= −|γ|(M × H)
dt

(1.2.6)

In addition to the external magnetic field, the spin might also be affected by the
magneto-crystalline anisotropy, shape anisotropy, and exchange field. In this case,
all the interactions should be considered, and Hef f contains these contributions:

Hef f = H + Hani + Hex + Hdm + ...
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(1.2.7)

Where H indicates the external applied field, Hani is the anisotropy field field,
Hex is the exchange field, and Hdm denotes the demagnetizing field. All these terms
depend on the material but H.

M

𝑯𝒆𝒇𝒇

𝑯𝒆𝒇𝒇

𝑯𝒆𝒇𝒇

M
𝒅𝑴
𝒅𝒕

𝒅𝑴
𝒅𝒕

(a)

M(r)

(b)

(c)

Figure 1.7: A schematic illustration of the precession magnetization dynamics after
being disturbed by the effective magnetic field Hef f . a). Without considering the
damping term. b). Including the damping term which leads to the finall alignment
of the M and Hef f after traveling a spiral trajectory. c). Including the Langevin
field and its fluctuation ζ(t).

Considering Hef f as the total magnetic field, the equation for the motion of the
total magnetization vector, named after Landau and Lifshitz is:

dM
= −|γ|(M × Hef f )
dt

(1.2.8)

This equation expresses the precession of the total magnetization vector around
the effective field Hef f . At equilibrium, there is no torque since M is parallel to
Hef f . Equation (1.2.6) indicates that, if an external stimulus (such as a magnetic
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field or laser pulse) perturb either of the effective field included in equation (1.2.7),
on a time scale shorter than the response time of the system, the total magnetization vector will start to precess around the new effective field Hef f as shown in
figure ((Figure 1.7 a). However a damping term must also be included in equation
(1.2.8). This dissipative term is proportional to the generalized velocity

−dM
,
dt

which

slows down the motion of the total magnetization vector until it eventually aligns M
parallel to Hef f (Figure 1.7 b).
This damped precessional dynamics give the Landau-Lifshitz-Gilbert (LLG) equation of motion.

dM
α
dM
(M ×
= −|γ|(M × Hef f ) +
)
dt
Msat
dt

(1.2.9)

Where α is the Gilbert damping constant and is a dimensionless parameter. In
order to visualize the entire precessional and damping process, which occurs on
the picosecond timescales, a magneto-optical pump-probe setup with a resolution of
about 10−12 s can be used.
Both the LL and LLG equation of motion only describes magnetization dynamics in
which magnetization length is conserved. However, the effects of a finite temperature
should be included in LL equation (Figure 1.7 c), including the Langevin field and
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its flctuation ζ(t) given by [45]

< ζα (t)ζβ (t0 ) >=

2kb λT
δαβ δ(t − t0 )
γµs

(1.2.10)

Where α and β are the casrtesian components, α, β = x, y, z, kB is the Boltzman constant and T the temperature of the heat bath to which the spins are coupled. λ is the
damping parameter at the atomic level and µs the atomic magnetic moment. Considering this term in the LL equation of motion leads to the Landau-Lifshitz-Bloch
(LLB) equation for ferromagnets that is valid for the whole range of temperature,
and gives a correct acount of the temperature above and below Tc . Deriving the
LLB equations first start from a well-defined microscopic model and a couple of
approximation [45].
Then, Eq. (1.2.9) yield the following Landau-Lifshitz-Bloch equation:

(M.Hef f )M
(M × (M × Hef f ))
1 dM
= −(M × Hef f ) + αk
− α⊥
2
γ dt
M
M2

(1.2.11)

According to the above equation, the LLB equation depends on dimensionless
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longitudinal and transverse damping parameters αk and α⊥ , repectively, and the
effective field Hef f . For a ferromagnet these parameters are given by

αk = 2λ

T
,
3Tc

α⊥ = λ(1 −

T
)
3Tc

(1.2.12)

for T < Tc and are the same with αk = α⊥ for T > Tc .
The effective field in this model, which also includes a variable magnetization
amplitude, is given by

Hef f = H + Hanis + Hexch +

1
M2
(1 − 2 )M
2e
χk
Me

f or T < Tc

(1.2.13)

and

Hef f

1
3 Tc M 2
= H + Hani + Hex − (1 +
)M
χ
ek
5 T − Tc Me2

f or T > Tc

(1.2.14)

Where Hani is the anisotropy field, Hex is the non-homogeneous exchange field.
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The longitudinal field acting along M is defined by both the longitudinal suseptibility
(e
χk ) and the zero-field equilibrium magnetisation Me .

1.3 Ultrafast Laser-Induced Magnetic Entropy Dynamics in
Ferromagnetic materials

1.3.1 Introduction to entropy
In classical thermodynamics, entropy is defined in terms of macroscopic measurable
thermodynamic parameters such as mass, volume, temperature, and pressure. A
state variable describes the equilibrium state, depending only on the current state,
not the path to reach that state. In classical thermodynamics, entropy is defined for
a state in equilibrium. However, to understand a non-equilibrium state better, we
need to measure the non-equilibrium entropy.

1.3.2 Definition of entropy
In this section, different ways of defining entropy are discussed. However, they are
all equivalent in equilibrium. The most prominent feature of entropy is that it never
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decreases.

∆Stot ≥ 0

(1.3.1)

Where ∆Stot is the change in entropy of a state and the change in entropy of the
reservoir.
In the early 1850s, Rudolf Clausius (a German physicist) developed the thermodynamic definition of entropy. According to his explanation, the change in the entropy
(∆S) of a thermodynamic state and for a reversible process is:

Z
∆S =

dQ
¯ rev
T

(1.3.2)

This macroscopic definition of entropy (change) is called Clausius entropy, where
T is the absolute temperature of the system and (¯
dQ) is a reversible transfer of heat
into the state.
In the 1870s, Ludwig Boltzmann developed the statistical definition of entropy.
This was achieved by analyzing the statistical behavior of the microscopic components of the state. In statistical mechanics, entropy measures the probability of
different possible microstates of a state even when it is far away from equilibrium.
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According to his definition, entropy is proportional to the natural logarithmic of possible microscopic configurations of the state and known as the Boltzmann entropy:

S = kB ln Ω

(1.3.3)

Where kB is the Boltzman constant and equal to 1.38 × 10−23 J/K, Ω is the number
of possible microstates corresponding to the same macroscopic parameters such as
(U, V), with U and V being the energy and volume, respectively.
In Boltzmann’s formula, it is assumed that each possible microstate of the state is
equally probable. In 1878, Gibs generalized Boltzmann’s formula to the thermodynamic states where microstates of the state may not have equal probabilities, known
as the Gibbs entropy:

S = −kB

X

pi ln pi

(1.3.4)

i

Here pi is the probability of finding the state in the ith microstate and then summation over all the possible microstates of the state.
In 1932s, John Von Neumann introduced the density matrix and used it to de-
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velop the concept of entropy in quantum statistical mechanics. The density matrix
is the matrix representing the quantum state, which can be used to calculate the
probabilities of the particle position measurement outcomes of the system. The
Von Neumann entropy is

S = −kB Tr(ρ ln ρ)

(1.3.5)

Here ln is the (natural) matrix logarithm, and Tr denotes the trace operator.

1.3.3 Applications
Entropy is important in a wide variety of fields such as:
Magnetic refrigerations, based on magnetocaloric effect (MCE), are considered
a preferable alternative to conventional refrigeration since the former has an efficient
cooling mechanism and is environmentally friendly. MCE refers to the heating or
cooling of a magnetic material after being subjected to an altering magnetic field. It
is shown that measurements and analysis of magnetic entropy change is an essential
technique for understanding and enhancing magnetic refrigerant performance [11,
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12, 13].
Entropy and entanglement are two of the most important notions in Quantum
computing. For example, in quantum computers, changing the state of an entangled
qubit will change the state of the paired qubit immediately. Therefore, entanglement
improves the processing speed of quantum computers. The value of entropy can be
utilized to estimate the degree of entanglement of a quantum state [14, 15, 16].

1.3.4 Ultrafast magnetic entropy dynamics measurement
Despite all the improvements in MOKE techniques and results obtained for magnetization dynamics, there are still questions about the physics of ultrafast optical
manipulation of magnetism, such as the role of spin-lattice, and electron-lattice interactions in the ultrafast magnetization dynamics.
This thesis shows that in addition to the magnetization dynamics, investigating
and measuring the non-equilibrium magnetic entropy dynamics is crucial for fully
characterizing the non-equilibrium magnetic state. This work is the first to report
such measuremets.
We have applied the time-resolved magneto-optical Kerr effect (TR-MOKE) measurements and pump-probe approach, with the double modulation and double de-
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modulation techniques, to measure magnetic entropy dynamics and magnetization
dynamics simultaneously of ferromagnetic thin films. The TR-MOK pump-probe
techniques and setup will be thoroughly discussed in the next chapter.

21

CHAPTER 2

MAGNETO-OPTICAL PUMP-PROBE
TECHNIQUES

2.1 Outline
In this Ph.D. work, we are specifically interested in measuring ultrafast magnetic
entropy and magnetization simultaneously. The pump-probe technique combined
with the magneto-optic effect is applied. The present chapter discusses the main
experimental techniques used to measure the temporal evolution of magnetization
and magnetic entropy induced by ultrafast laser pulses.
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2.2 Magneto-optic kerr effect

2.2.1 Introduction
In the past decades, many types of research have been dedicated to magnetic material characterizations because of their enormous demand in industrial technology. As
a result, there are different techniques developed to measure responses of a magnetic
sample to an applied field: Superconducting Quantum Interference Device (SQUID),
Vibrating Sample Magnetometer (VSM), Alternating Gradient Force Magnetometer
(AGFM), and so on. However, these techniques are mainly probing static magnetic
properties.
The magneto-optic effect is a tremendous experimental technique to investigate the
magnetic characteristic of thin films and multilayers. In this optical phenomenon, the
polarization rotation of light is proportional to magnetization. Magneto-optic Kerr
effect (MOKE) refers to the polarization variation of the reflected beam after interacting with the magnetic material, and magneto-optic Faraday effect (MOFE) refers
to the polarization variation of the beam after transmitting through the magnetic
material. Therefore, one can study the magnetic state by measuring the polarization rotation of a reflected (transmitted) laser beam. The polarization variations
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induced by the magnetization are small for many magnetic materials. For example,
for Ni, this polarization variation is in the order of tens of millidegrees, and a sensitive measurement technique is required [17]. MOKE is an excellent technique with
even higher sensitivity than the Superconducting Quantum Interferometer Devices
(SQUID) [18] and has been widely used for different magnetic phenomena.
In 1849, Michael Faraday was the first to discover that light and electromagnetism
are related. In his experiment, an oil lamp was used as a light source. It was polarized
after reflecting off from a glass surface. The polarized ray was then transmitted
through a transparent material (lead-borosilicate glass ) which was mounted between
the poles of the electromagnet. He observed a rotation in the polarization of the
transmitted light (Figure 2.1). This magneto-optic phenomenon was named after
him, the magneto-optic Faraday effect (MOFE). Between 1876-1878 (approximately
30 years later), John Kerr observed a similar effect upon reflection of the beam, and
it became known as the magneto-optic Kerr effect (MOKE).

2.2.2 Theory of magneto-optic phenomenon
As mentioned earlier, in a general way magneto-optic effect refers to the interaction
of electromagnetic radiation and magnetic matter. The transmitted/reflected light
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Figure 2.1: A schematic diagram of Faraday effect.
properties could be modulated due to this interaction. Polarization is an essential
feature of light. Depending on the light source, it can be linearly, circularly, elliptically polarized, or unpolarized. Light is linearly polarized when the electric field
vector, E, oscillates along a given direction and perpendicular to the wave propagation. On the other hand, in a circularly/elliptically polarized light, the electric field
vector rotates during the wave propagation.
Any linearly polarized light can be displayed as a superposition of right circularly
polarized light (RCL) and left circularly polarized light (LCP ) with amplitudes
ER = EL = E/2 and both components in phase. Suppose a linearly polarized light
passes through a medium with free electrons and positive charges fixed in the center.
The electron and the positive fixed at the center form a rotating electric dipole with
an attractive force, F , proportional to the radius of the circular trajectory. Where
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there is no applied magnetic field, the radius of the orbits of both left and right
circular motions are equal and can be derived from the equation,

eEL,R + KrL,R = mω 2 rL,R ⇒ rL,R =

eE/2m
(ω 2 − ωo 2 )

(2.2.1)

With m the electron mass, ω the angular frequency of the radiation, and ω0 2 =

k
m

is

a constant which depends on the material. E is the electric field amplitude, and e is
the elementary charge. The electric dipole moment, Pi , is equal to er, which r is the
radius of the circular orbit. From equation D = εE = ε0 E + P with P = N Pi (N is
number of dipoles per unit volume), the dielectric constant ε can be derived:

ε = ε0 (1 +

N e2 /2mε0
)
ω 2 − ω02

(2.2.2)

The index of refraction of a material is n = c/cm with c the speed of light in a
vacuum and cm is the speed of light in the material. The index of refraction can
be expressed in terms of ε(ε0 ) and µ(µ0 ) as n = (µε/µ0 ε0 )1/2 . For a nonmagnetic
material µr = µ/µ0 is equal to 1. In this case, there will be no difference between the
refractive indices of a left-circularly polarized light and a right-circularly polarized
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light.
However, suppose an external magnetic field is applied along the wave propagation
direction. In that case, there will be Lorentz forces acting differently on electrons
depending on their rotation directions, namely left or right. As a result, left and
right circular orbits will have different radii. According to the following equation:

eEL,R + KrL,R ± eωL,R B = mω 2 rL,R ⇒ rL,R =

(ω 2

eE/2m
− ωo 2 ∓ ωBe/m)

(2.2.3)

Different r means the dielectric constants for left and right circularly polarized
waves are different, so the corresponding refractive indices nL and nR . Consequently,
as the light travels through the medium for a distance L, there will be a phase
difference ∆θ = (ωL/c)(nL −nR ). The polarization direction of the linearly polarized
wave rotates at an angle θ = ∆θ/2 from the initial direction. nL and nR can be
expressed as
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N e2 E/2mε0
∼
= n2 (1 ± ξ)
(ω 2 − ωo 2 ∓ ωBe/m)
N e2 /2mε0
n2 = 1 +
ω 2 − ω02
ωB
1
ξ=(
)( 2
)
m ω − ω02
1
nL,R ∼
= n(1 ± )ξ
2
2
ωLnξ ∼ ne
ω
ωL
(nL − nR ) ∼
LB ∼
θ=
=
=
= K(ω)LB
2c
2c
2mc ω 2 − ω02
n2L,R = 1 +

(2.2.4)
(2.2.5)
(2.2.6)
(2.2.7)
(2.2.8)

According to relation (2.2.8), the rotational angle θ is proportional to the length, L,
of the distance that the light travels through the medium, strength of the external
magnetic field, B, and the constant of the proportionality, which depends on the
light wavelength (known as the Verdet constant).
However, it was shown that for ferromagnetic materials, which usually show significant MO effects, relation (2.2.8) dependence is not linear. For ferromagnetic
materials, field B should be redefined as the magnetic flux density, H represents the
applied magnetic field, and M is the induced magnetization by H. The MOKE and
MOFE measure the magnetization M , not B nor H. Hence, in this case, the rotation
angle in relation (2.2.8) is proportional to the magnetization, M , of the medium as
well as L.
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The refractive index, n∗ = n + ik, includes a real part and an imaginary part
proportional to the absorption coefficient. It should also be taken into account that
the perturbation ξ of the refractive index induced by the magnetic field depends on
the orientation of the field, B with respect to the propagation direction, uk = k/k
as well as its magnitude. K is the wave vector, and uk is its unit vector. In general,
ξ = Q.uk is perturbation and Q is known as the Voigt vector and is proportional to
the B (or magnetization M). Thus, the expression for the left and the right magnetic
indices (2.2.7) becomes [19],

1
nL,R ∼
= n∗ (1 ± Q.uk )
2

(2.2.9)

As mentioned earlier, n∗ is the complex refractive index. Relation (2.2.8) extends to,

θ=

πnl
Q.uk = θk + iεk
λ

(2.2.10)

With θk and εk being the rotational angle and the ellipticity of the emergent polarized
light, respectively.
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2.2.3 Magneto-optic kerr effect
There are three different MOKE geometries depending on the orientation of the
magnetic field with respect to the sample (Figure 2.2): 1). Polar 2). Longitudinal
3). Transverse. In this thesis, we are using the Longitudinal MOKE geometry, and
there is a rotation in the direction of beam polarization of the reflected sample.

M
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0
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𝜀𝜀1 𝑚𝑚𝑦𝑦
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Figure 2.2: Three MOKE configurations and their dielectric tensors. The off-diagonal
elements are proportional to the magnetization.
(a). Polar : Magnetic field is oriented along the plane of incident and normal to the
sample.
(b). Longitudinal : Magnetic field is oriented parallel to the plane of incident and
the sample surface.
(c). Transverse : Magnetic field is normal to the plane of incident and parallel to
the sample surface.
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The macroscopic features of the magneto-optic effect are well explained in terms of
the dielectric constant tensor ε of the medium where there is an interaction between
the light and the magnetization [20]. The generalized 3 × 3 dielectric tensor for an
anisotropic material is defined as




εxx εxy εxz 





ε=
εyx εyy εyz 




εzx εzy εzz

(2.2.11)

To simplify the tensor, it is assumed that the sample is isotropic before applying
the magnetic field, so it means εxx = εyy = εzz = ε, and in a magnetic sample,
off-diagonal terms are antisymmetric namely, εij = −εji .
The off-diagonal elements of the tensor, εij , are proportional to the M component
along the i × j direction. Thus, the dielectric tensor can be expressed as [19],





i Qz −i Qy 
 1





ε̃ = ε −i Qz
1
i Qx 





i Qy i Qx
1
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(2.2.12)

ε is the isotropic part of the dielectric constant. Off-diagonal terms are the components of the Voigt vector Q (as mentioned earlier) and proportional to the magnetization components, which is responsible for the magneto-optic effects:

Qx ∝ M sinϕ cosγ

(2.2.13)

Qy ∝ M sinϕ sinγ

(2.2.14)

Qz ∝ M cosϕ

(2.2.15)

Where ϕ and γ are shown in (Figure 2.3).

The magneto-optic Fresnel reflection matrix can be used to describe the magnetic
sample and obtain the rotation of the polarization of the reflected light:




ress resp 

S=


reps repp

(2.2.16)

Fresnel coefficients rnm for s and p polarizations can be obtained applying boundary
conditions on the interface [20]. The diagonal terms, ress = rs eiδs and repp = rp eiδp ,
are indipendent of the magnetic field, while the off-diagonal terms, resp = rsp eiδsp =
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Z

Y


X

Figure 2.3: The angle ϕ is the angle of the magnetization vector with z-axis. The
angle γ is defined as the angle of the projected magnetization vector in the x-y plane
(M sin ϕ) and the x-axis.
−e
rps = −rps e−iδps , acount for the MOKE effect, and δ is the phase angle [19].
The Kerr rotation θkerr and Kerr ellipticity εkerr for s and p light polarization and
all MOKE modes in terms of Fresnel coefficients are derived as:

rps
rps
), εkerr,s ≈ Im( )
rss
rss
rsp
rsp
≈ Re( ), εkerr,p ≈ Im( )
rpp
rpp

θkerr,s ≈ Re(

(2.2.17)

θkerr,p

(2.2.18)
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2.3 Magneto-optic detection techniques
In this section, two different configurations, longitudinal MOKE with the photoelastic modulator and longitudinal MOFE with Wollaston prism and balanced photodiode detector, are applied to measure the magnetization. Results are discussed and
compared in the following.

2.3.1 The Photo-Elastic Modulator (PEM)
The PEM instrument is an optical device designed to modulate the polarization
of light sources at a specific frequency. Its optical head consists of a transparent
material, which is periodically compressed in one direction by a piezo-electric crystal
to change retardation and wavelength in the visible and infrared spectral region
(Figure 2.4).

This device is functioning based on the photoelasticity phenomenon. Photoelasticity refers to the change in the optical properties of certain transparent materials when
deformed mechanically. It means when they are stressed by compression or stretching, and they become birefringent. Birefringence (or double refraction) occurs when
light beam experiences two refractive indices passing through a stressed transparent
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Pure and Efficient
Polarization Modulation

Figure 2.4: The PEM instrument, controller, and optical head.
material. In other words, when a polarized beam passes through the periodically
stressed material, polarization components will have different paths, which induces
a phase difference between the two components. The phase difference oscillates as a
function of time and is called retardation or retardance.
Matrix representation of PEM in the Jones-formalism:





0 
eiϕ(t)/2

φ=


0
e−iϕ(t)/2

(2.3.1)

Where ϕ0 is the maximum retardation. If we set retardation (A) equal to π/2, the
PEM acts as an oscillating quarter-wave plate. For an incident light that is linearly
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√ 1

polarized under π/4 (Jones vector representation 1/ 2 
 ), the light polarization
1
 
√ 1

after the PEM oscillates between right circular and left circular 1/ 2 
 .
±i

2.3.2 MOKE technique with the photo-elastic modulator (PEM)
MOKE can involves various set-ups. Here, we have used photo-elastic modulator
(PEM) as a detection method to measure in-plane magnetization (Figure 2.5). First,
the laser beam passes through a polarizer and hits the sample, which is placed
between water-cooled coils. Next, the reflected beam passes through the PEM, which
modulates the reflected beam at 50 kHz, then a second polarizer (we call it analyzer),
finally a photo-diode detector. Signal goes to the LIA synchronized to the frequency
of PEM.

Water-cooled coils provide an external magnetic field, which varies between −Bmax
and Bmax . This external variable magnetic field will change the polarization of
the beam after reflecting off a ferromagnetic sample, providing the hysteresis loop
(Figure 2.6).
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Polarizer

Analyzer
Sample
PEM
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𝑩𝒆𝒙𝒕

Figure 2.5: The Schematic diagram of our MOKE set-up in longitudinal geometry.
It is sensitive to in-plane magnetization.
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-50
-200

0

200

B (G)

Figure 2.6: Hysteresis loop from the longitudinal MOKE mode with the PEM.

2.3.3 MOFE technique with the balanced photo-diode detector
Here, we used a different method of detection that consists of a Wollaston prism and
a balanced photo-diode detector to do MOFE measurements (Figure 2.7). The laser
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beam passes through the polarizer. After interacting with the magnetic sample,
the transmitted beam goes through the Wollaston prism, and it is split into two
orthogonally polarized beams (s and p). The intensities of the two beams are detected
by the balanced photo-diode as IA and IB (Figure 2.7). By rotating the polarizer,
the two intensities on the photo-diodes are balanced such that IA ∼
= IB . In this
way, any change in the polarization plane angle θF (due to the change of the sample
magnetization direction or magnitude) can be detected from IA − IB ≈ 2I0 θF .

Balanced
Photo-diode

Laser Source

𝑰𝑩

𝑰𝑨

Wollaston prism

Polarizer

Sample

Magnet

𝑩𝒆𝒙𝒕

Wollaston prism
𝑰𝑨
𝑰𝑩

Balanced
Photo-diode

Figure 2.7: The Schematic diagram of our MOFE set-up.

Here, there is also an external magnetic field, which varies between −Bmax and
Bmax . This external variable magnetic field will change the polarization of the beam
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after transmitting through the ferromagnetic sample, and the hysteresis loop is measured (Figure 2.8).

Figure 2.8: Hysteresis loop from the longitudinal MOFE mode with the Wollaston
prism and ballanced photo-diode.

2.4 MOKE setup optimization
Comparing the Hysteresis loop from the two previously mentioned methods, it
is evident that PEM is a better detection technique with a considerably larger S/N
ratio. Hence, all the magnetization measurements were done with the PEM.
In the MOKE technique with PEM, since the magnetically induced change in
the polarization is small for some of the magnetic materials, optimizing the signalto-noise (S/N) ratio is of great importance. The relative analyzer and polarizer
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orientation are essential for the sample to achieve a good magnetization curve and
improve the S/N ratio. In this section, optimization of the setup by finding the
best orientations of polarizer and analyzer with respect to each other is investigated
theoretically and experimentally.

2.4.1 Jones Matrix Analysis
In the following section the principle of MOKE with polarization modulation
technique is described in terms of the Jones matrix method. In Jones matrix analysis,
each optical elements of the experiment is represented by a 2 × 2 Jones matrix to
drive the final theoretical intensity at the detector.
Our MOKE setup includes a light source, a polarizer (P), the magnetic sample
(S), a photoelastic modulator (PEM), an analyzer (A) and the photodetector. The
analysis resumes with a column matrix representation of the incident electric field,
Ei , in terms of s- and p-polarized light and the final state of the reflected electric
field, Er , can be obtained by multiplying the matrices of optical elements as







Ers 
  = AM(P EM ) SP
 
Erp
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Eis 
 
 
Eip

(2.4.1)

Here A, MP EM , S, and P are the matrices representation of analyzer, PEM, sample,
and polarizer, respectively. The Jones matrix representation of polarizer (P ) is





 (cosα)2 sinα cosα

P =


sinα cosα (sinα)2

(2.4.2)

With α being the angles between the incident plane and the transmission axis in
polarizer.
As mentioned earlier, the PEM is used to modulate the polarization of the reflected
beam at the frequency of 50 kHz and its matrix representation is:




0 
eiϕ(t)/2

φ=


0
e−iϕ(t)/2

(2.4.3)

Where ϕ represent the periodic retardation and is expressed as

ϕ = ϕ0 sin(ωt)

(2.4.4)

Here ϕ0 represents the phase amplitude of the PEM. The Fourier decomposition of
cos(ϕ(t)) and sin(ϕ(t)) is required for the subsequent analysis, which yields
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cos(ϕ(t)) = J0 (ϕ0 ) + 2

∞
X

J2m (ϕ0 ) cos(2mωt)

(2.4.5)

J2m+1 (ϕ0 ) sin((2m + 1)ωt)

(2.4.6)

m=1

sin(ϕ(t)) = 2

∞
X
m=0

Here, Jk (ϕ0 ) is the Bessel function of order k and a function of the phase amplitude
ϕ0 . Then the beam passes through the analyzer with a Jones matrix similar to
polarizer, here β is the angles between the incident plane and the transmission axis
in analyzer. Finally it reaches to the Photodetector:









2

iϕ(t)/2

sinβ cosβ  e
Ers   (cosβ)

 =

  
0
sinβ cosβ (sinβ)2
Erp



 ress resp 




reps repp
e−iϕ(t)/2


0



 (cosα)2 sinα cosα Eis 
   (2.4.7)

 

Eip
sinα cosα (sinα)2

The signal intensity, I, measured by the detector is proportional to |Er |2 . Since the
Kerr rotation angle θk and ellipticity εk are usually small (in the order of 10−3 rad),
optimizing the signal-to-noise (S/N) ratio is of great importance. To do this, the
optimum relative orientation of P and A with respect to each other should be found.
A systematic investigation of the signal to noise (S/N) ratio is done theoretically by
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alteration of the polarizer/analyzer orientation with respect to each other [21]. In
the following, one configuration is shown. With P transmission axis at α = 90◦ ,
intensity is calculated and given by [21]

2
I ∝ rs2 sin2 β + rps
cos2 β + 2J0 (ϕ0 )rs rps cos(δs − δps ) sin β cos β

+ 4J1 (ϕ0 ) sin(ωt)rs rps sin(δs − δps ) sin β cos β + 4J2 (ϕ0 ) cos(2ωt)rs rps
× cos(δs − δps ) sin β cos β + higher order terms (2.4.8)

Now let’s obtain and analyze the intensity for different angle of analyzer [21].
1). β = 0 :
2
I ∝ rps

2). β = 45◦ :
2
I ∝ 21 rs2 + 12 rps
+ J0 (ϕ0 )rs rps cos(δs − δps ) + 2J1 (ϕ0 ) sin(ωt)rs rps sin(δs − δps )

+ 2J2 (ϕ0 ) cos(2ωt)rs rps cos(δs − δps ) + higher order terms.
It is shown that terms containing first and second harmonics are detected by the
lock-in amplifier and give Kerr hysteresis loop.
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2.4.2 Experimental analysis
In this work, to find the ideal S/N ratio, different relative orientations of P and A
with respect to each other for a 100 nmN i on Si substrate and a 35 nm Co/Au on
glass substrate have been examined and the ratio of the hysteresis loop amplitude
to noise have been plotted (Figure 2.9). These angles vary for different samples and
laser wavelengths. We found the experimental method to be a better choice and
straightforward.

2.5 Magnetization and magnetic entropy change in equilibrium
In this section, Maxwell’s relation is introduced from which the entropy change ∆S
has been calculated. Double modulation (with a chopper wheel and PEM) and double
demodulation techniques (with two LIA in series) are developed to simultaneously
measure magnetization and magnetic entropy change.
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2.5.1 Maxwell relations in thermodynamics
In thermodynamics, the state of a system is its condition at a specific time. The
state of a system can be fully obtained by fundamental thermodynamics quantities
known as state variables or thermodynamic variables. These state variables are not
entirely independent, and the connection between variables can be expressed in part
by the Maxwell relations derived from fundamental quantities. Theses quantities are
also known as thermodynamic potentials.
The most important thermodynamic potentials are: Internal energy U (S, V ),
Helmholtz free energy F ≡ U − T S, Enthalpy H ≡ U + P V , and Gibbs free energy
G ≡ U + P V − T S. Taking the derivative of the functions give:

dU = T dS − P dV

(2.5.1)

dF = −SdT − P dV

(2.5.2)

dH = T dS + V dP

(2.5.3)

dG = −SdT + V dP

(2.5.4)

The four most common Maxwell relations are derived from the symmetry of second
derivatives of each of above mentioned thermodynamic potentials, with respect to
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their thermal state variable (temperature (T), or entropy (S)) and their mechanical
state variable (pressure (P) or volume (V)):

∂P
∂T
)S = −(
)V
∂V
∂S
∂S
∂P
(
)T = (
)V
∂V
∂T
∂T
∂V
(
)S = (
)P
∂P
∂S
∂S
∂V
(
)T = −(
)p
∂P
∂T

(

(2.5.5)
(2.5.6)
(2.5.7)
(2.5.8)

2.5.2 Magnetic entropy change from Maxwell relations
The above mentioned Maxwell relations can be applied to a magnetic sample
that is placed in an external magnetic field, B. In this case, instead of pressure and
volume, we have magnetization M and magnetic field B. The expression for work is
given as

dW = −M dB

(2.5.9)

Comparing this with the work −P ∆V , in the case of the magnetic system, alter-
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nation should be made for the state variables:

P →M

(2.5.10)

V →B

(2.5.11)

The internal energy differential of the magnetic system is

dU = T dS − M dB

(2.5.12)

Equation (2.5.8) will change to:

 ∂S 
∂B

=

 ∂M 
∂T

T

(2.5.13)
B

(2.5.14)

Where S denotes magnetic entropy, T is temperature, and M denotes the total
magnetization in the presence of the external field B. Hence, if we integrate from
the above equation and over the magnetic field from zero to a field of B we derive:

Z
∆S(T, B) =

B

 ∂M 
∂T

0
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dB
B

(2.5.15)

Where ∆S(T, B) is the magnetic entropy change of the system from zero to B.
Considering the importance of the entropy in different fields, equation (2.5.15) have
been used as a great technique to derive ∆S theoretically and in equilibrium from
M (T, B) [13]. However, in this work we have developed techniques to measure magnetic entropy and magnetization dynamics simultaneously, using equation (2.5.15).
Experimental setups and techniques are discussed thoroughly in the next sections
and results are presented in the following chapters.

2.5.3 Lock-in amplifier (LIA) working principle
Lock-In amplifiers are of great interest since they can detect and measure minimal
AC signals (to a few nanovolts). Large signals can be easily detected and measured
using an oscilloscope, but measurement becomes challenging for the tiny signals
buried in the noise. If the input signal is modulated at a specific frequency, to detect
the signal, LIA should be referenced at the same frequency as the input signal. In
this case, LIA provides the synchronous demodulation of the desired signal (a DC
output proportional to the amplitude of the modulation). Noise and signals with
frequencies different than the reference are rejected and removed from the input
signal (Figure 2.10). That is where LIA becomes an essential method of detection.
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It combines techniques from the time and frequency domain analysis (Fourier
Transform). There are two inputs for the LIA. The first one is an oscillating input
signal (modulated at fs ) sent from the Photodiode detector as well as noise. The
second one is the reference signal. The LIA combines these two, and the final signal
is the multiplication of these two inputs in the time domain.

Vs (t).Vr (t) → R. sin(2πfs t + θs ). cos(2πfr t)

(2.5.16)

When the signal and reference output are sine waves with frequencies fs and fr , this
multiplication results in the two components: sum of the two (fs + fr ) and difference
of the two (fs − fr ). For most of the LIA applications fs and fr are identical leaving
leading to a DC component at zero Hz and an AC component at fs + fr = 2f .
The LIA seperates the amplitude (which is a DC signal) from the 2f component by
means of an adjustable low-pass filter.

2.5.4 Double modulation and double demodulation technique
In this technique, we have the same MOKE setup explained in the previous section.
However, in addition to the first beam, which is modulated with the PEM, called
the probe beam, a second intense laser beam, known as the pump beam, will excite
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the sample after interacting with it. The pump beam is mechanically chopped and
modulated by a chopper wheel at a specific frequency (fc). Both beams are focused
onto the same spot on the sample through the lenses. These modulations are of
pivotal importance in order to optimize the signal-to-noise ratio in the Lock-in based
detection techniques.
Since we have double modulation, two LIA is needed to do double demodulation.
The detector is connected to two Lock-in amplifiers in series. The first LIA is referenced at the frequency of PEM (50 KHz) and demodulate at this frequancy. The
second LIA demodulate at the frequency of the chopper (fc ) (Figure 2.11).

As I explained before, applying a varying external magnetic field and measuring
the polarization variation of the reflected probe off the sample, a hysteresis loop was
derived for the ferromagnetic sample. To be more specific, the output of the first LIA
(R1 ) in our configuration, which is referenced at the frequency of the PEM, gives us
the derivative of intensity with respect to the polarization

∂I
,
∂λ

which is proportional

to the magnetization M . Therefore, the input of the second LIA includes a term
proportional to the derivative of magnetization with respect to the temperature

∂M
,
∂T

modulated at frequency of the chopper. Output of the LIA 2 (R2 ) can be related to
magnetic entropy change in equilibrium with the Maxwell relation (Figure 2.12).
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The magnetization and magnetic entropy change have been measured for different
pump powers. The temperature dependence of the magnetization curve is obtained
as shown in (Figure 2.13) (a) both experimentally and from the magnetic equation
of state in the Landau model for ferromagnets. Results are in good agreement,
and the sample is demagnetized at a temperature close to the curie temperature.
Magnetization variation with temperature is shown in (Figure 2.13) (b).
The entropy variation with temperature is also obtained both experimentally and
from the Landau model, and results are consistent (Figure 2.13) (c). The entropy
change is maximum close to the Curie temperature, where the sample becomes demagnetized. These results confirm that the double demodulation technique with two
LIA in series can be used to measure magnetic entropy change.

2.6 Time-resolved MOKE
Measurement of these fast processes is essential to understand the dynamics of
various excitations in the matter entirely. The timing uncertainty must be smaller
than the time scale that the process occurs, meaning a temporal time resolution less
than 1 ps is required.
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Improvement in the time resolution of the ultrafast lasers pulses is crucial to
enhance the pump-probe techniques. In the early 1960s, laser pulse duration was
about ten milliseconds. However, this pulse duration was reduced by a factor of 104 ,
creating nanosecond pulses, by developing the Q-switching techniques [22]. In 1964,
the development of the mode-locking technique led to the new generation of shorter
laser pulses on the order of femtoseconds [23].

2.6.1 Ultrafast pump-probe experiment
The ultrafast pump-probe technique is used to probe ultrafast responses and
is essential in fundamental studies and industrial applications. In a time-resolved
pump-probe experiment, there are two laser pulses, an intense pulse beam (pump)
and a weak pulse beam (probe). Both beams are focused on the same spot on a
sample (Figure 2.14). Intense pump pulses excite the sample and decay so quickly in
time. Then the probe pulse measures its state at different time delays with respect
to the pump.

In our ultrafast pump-probe setup, a 1030 nm laser beam with a pulse duration of
175 f s was applied. The laser beam was split into two beams of different intensities
at a ratio of about 80 to 20, using a polarizing cube and a half-wave plate (intensities
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of both beams could be adjusted independently). The pump power is mechanically
modulated at the frequency of the chopper wheel. The probe is converted to 515 nm
green after passing through a BBO (Beta Barium Borate) crystal, doubling the
frequency of the beam. Two mirrors are mounted on a high-precision motorized
stage for the probe, and the stage controls the path difference between the pump and
the probe. The pump and the probe travel different paths (introducing a delay time
between two beams) and approach the sample. This delay time can be calculated:

τ = (2x)/c

(2.6.1)

x is the displacement of the motorized stage, and c is the speed of light. The system
under study is perturbed from an equilibrium state by the pump pulse, which travels
a shorter distance to reach the sample before the probe. Then, the state of the
sample is measured by a delayed probe. The reflected probe is sent to the photodiode detector, then to a LIA.
This optical pump-probe technique is used to first measure transient reflectivity.
The pump beam is intense and can substantially increase the temperature of the
sample. It will cause two changes on the sample: First, increasing the temperature
of the sample (heat accumulation). Heat diffusion is slow, so it will take time for the
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sample to cool down. For thin samples deposited on thermal insulator substrates,
this heat accumulation is considerable. This is not the usual method of changing the
temperature and its advantages are local, fast heating. We have used this feature to
measure the entropy of the sample.
Metal Chopper modulates the pump power with a large amplitude square wave,
meaning that the output of the LIA which is referenced at frequency of the chopper
is derivative of the signal with respect to the power and we know changing the power
means changing the temperature of the sample, so it means:

R1 ≈

 ∂I 
∂P

≈

 ∂I 
∂T

(2.6.2)

The second feature is the change of the temperature of the sample due to the
ultrafast pump pulses, and is in sub-picosecond time scale. The peak in (Figure 2.15)
is the transient feature induced by the pump pulses in ps timescales.
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2.6.2 Ultrafast magnetization and magnetic entropy dynamics
In this work, we are specifically interested in the magnetization dynamics M (τ )
and magnetic entropy dynamics ∆S(τ ) triggered by the pump pulses, using TRMOKE technique. As the translation stage moves, at different time delays τ between
pump and probe, we can monitor the temporal evolution of magnetization (The first
LIA output) and magnetic entropy (The second LIA output) simultaneously, using
double modulation and double demodulation techniques (Figure 2.16). Results will
be discussed thoroughly in chapter 4 and 5.
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Figure 2.9: Different pairs of (P,A) (a). For 100 nm N i on Si substrate and with
400 nm laser pulses. (b). For 35 nm Co/Au on glass substrate and with 400 nm
laser pulses. (c). For 35 nm Co/Au on glass substrate and with 515 nm laser pulses.
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Figure 2.10: Lock-in amplifier Stanford Reaserch System model SR830 DPS.
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Figure 2.11: The schematic diagram of the double demodulation setup to measure the
entropy change in equilibrium from the Maxwell relation. The pump is mechanically
chopped, and polarization of the probe is modulated using PEM at 50 KHz.
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Figure 2.12: The first LIA output includes a term proportional to the magnetization.
The second LIA output is proportional to the magnetic entropy using the double
modulation technique and double demodulation.
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Figure 2.13: (a). Magnetization curve for different pump powers and B > 0 (left)
from Landau model (right) from the double demodulation technique. (b). Temperature dependence of magnetization (left) from the Landua model (right) from the
experiment. Ferromagnet becomes paramagnet close to the Curie temperature. (c).
Temperature dependence of entropy (left) from the Landau model (right) from the
double demodulation technique. Entropy is maximum close to the Curie temperature.
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Figure 2.14: First, the intense pump reaches the sample and excites the sample
state. Then the delayed probe reaches the sample to measure the heat accumulation
and transient temperature induced by the pump as well as the magnetization and
magnetic entropy change.
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Figure 2.15: Thermal signal in LIA1 referenced at fR1 = fc = 2069Hz for P =
100 mW pump power.
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Figure 2.16: TR-MOKE setup used in this work to study ultrafast magnetization
dynamics and magnetic entropy dynamics. This is the same setup as Figure 2.11,
with a delay stage added in the probe beam for time-resolved measurements.
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CHAPTER 3

DELAY MODULATION WITH A GLASS
CHOPPER IN PUMP-PROBE EXPERIMENTS

3.1 Introduction
Dynamics of coupled electrons and lattice in metallic films under laser excitation
has been extensively investigated [24, 25, 26], with transient features from excited
state populations and ultrafast non-equilibrium processes. This quantitative understanding has been obtained in a large part with pump-probe experiments that
include a lock-in amplifier (LIA) and a chopper modulating the pump beam power
with a large amplitude square wave. Alternatively, fast modulation with an electro-
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optic modulator in time-resolved thermoreflectance [28, 27] and a small amplitude
sine-wave polarization modulation with photo-elastic modulators in measurements
on magnetic materials [29, 50] have also been applied.
A different method is fast delay scanning, in which the pump-probe delay is
quickly varied over the range of interest. A LIA and chopper combination cannot be
used unless the reference frequency is sufficiently high to modulate the beam power
a large number of times during each fast scan. This method gives better signal
to noise ratio when compared to a slow scan measurement that averages at each
delay without a LIA and has been applied to characterize pulses in real time. Fast
delay scanning setups can include galvanometric mirrors [31], an oscillating retroreflector [32], curved surfaces [33], a crystal [34] or glass plate [35]. However, not
all advantageous experimental configurations that involve delay variations have been
explored.
In this work, the delay between pump and probe pulses was modulated with a small
amplitude ∆τ square-wave profile introduced by glass plates rotating in the pump
beam. In contrast to fast scanning methods, delay is modulated over a small range
and detection is with a LIA at the modulation frequency. Transient thermal features
were separated from a constant heat accumulation. Results compared favorably to
those obtained with power modulation of the pump beam.
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3.2 Experimental setup
Measurements were made in reflection on Co/Au superlattices 35 nm thick deposited with e-beam evaporation on Si substrates. A TiS oscillator 800 nm pump
beam with τp = 190 f s pulses excited the sample (typical power Ppump = 300 mW )
and polarization variations of a 400 nm probe beam (Pprobe = 100 µW ) were measured
with a balanced photodiode. The speed of the stage advancing the delay τ =

2vs
t
c

was vs = 2.5 µm/s, in a slow delay scanning configuration. No magnetic field was
applied. Measurements were also made on N i/Si in reflection and Co/P d/glass
samples in transmission.
The glass chopper wheel of the delay modulator was made with 10 glass plates
mounted on a 60-blade metal chopper wheel (Figure 3.1 (a)). Microscope cover slips
and ultrathin Schott type AF32 glass plates, 170 µm and 30 µm thick respectively,
were added in different rows. The glass angle-dependent transmittance was measured
with a 800 nm continuous wave test laser beam (Figure 3.6). A square-wave delay
modulation of amplitude τmax = (n − 1) hc , where h is the thickness of the glass plate
and n its index of refraction, is introduced when the rotating glass plate intersects
the light beam. Cover slips and ultra thin glass plates have τmax ≈ 280 f s and 50 f s
delay modulation amplitudes, respectively (Figure 3.1 (b)).
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The chopper wheel was oriented normal to the beam. The periodic pointing
variation of the pump beam from refraction in tilted glass plates corresponds to a
negligible periodic variation in pump-pulse overlap at the sample (Figure 3.1 (a),
inset). Specifically, the beam lateral displacement is d = hθ(1 − 1/n) ≈ h(θ −
θ0 ) ≈ 1 µm for a glass plate of thickness h = 170 µm and a small incidence angle
θ ≈ nθ0 = 1 degree (in practice, θ was minimized by overlapping the reflected and
incident beams). This is

1 µm
1 mm

= 0.1 % of the beam diameter at the chopper and

is demagnified to d0 ≈ d/M = 0.05 µm at the sample, where M ≈

1 mm
50 µm

= 20 is a

typical focusing factor. The variation d0 was neglected in the analysis.
A function generator output f was multiplied by 6 in the chopper controller,
which then rotates the 60-blade wheel for chopping at 6f (Figure 3.1 (a)). This is
equivalent to modulating the delay with the glass plates with a square-wave profile
at f because there is 1 plate for each 6 metal blades (Figure 3.1 (b)). A square-wave
delay modulation

∞
2τmax X sin(2π(2m + 1)ft)
∆τ (t) = τ (t) − τ0 =
,
π m=0
2m + 1

Where m ≥ 0 is an integer and τ0 =

τmax
2
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(3.2.1)
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Figure 3.1: (a) Chopper wheel, with mounted cover slips and ultrathin glass plates
in two rows at different radii, and sketch of the experimental configuration with
the reference fR = f (glass chopper modulation, solid line) and fR = 6f (metal
chopper modulation, dotted line). Alternative setups, using the internal oscillator
of a LIA or chopper controller, do not require a function generator. Inset: lateral
displacement induced by refraction in glass plates tilted at θ (in practice, θ < 1
degree) and two f1 = 30 mm and f2 = 50 mm lenses separated by l = 102 mm,
1 −l)f2
applied in a configuration with a combined focal distance f = (f
≈ 164 mm
f1 +f2 −l
after the 2nd lens. (b) Power modulation at 6f (top) and delay modulation at f
(lower panel) for f = 486 Hz or a period T = 1/f = 2.05 ms. Dashed line in top
panel shows the additional small amplitude power modulation at f introduced by
glass plate reflectivity.
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multiples of f , adding sidebands at (2m + 1)f to each peak in the fs comb spectrum.
A similar expression applies for a square-wave power modulation ∆P (t) with the
replacement f → 6f . Because LIA detection is at the reference frequency fR it
is necessary to consider only the first m = 0 term of the series, with amplitudes
2τmax /π or 2Pmax /π, respectively. Measurements were done with glass and metal
choppers on the same sample area in identical conditions by locking in at either f or
6f , respectively.

3.3 Results
Measurements with a power modulation of the pump beam and the 6f reference
were first made. The result T = THA + Ttr (Figure 3.2 (a)) has contributions from
a slow heat accumulation and an ultrafast transient. Heat accumulation temperature increase is large for high-repetition rate pump beams incident on thin metallic
films on thermally-insulating substrates [36, 37, 38] and constant within a few %
up to several ns because heat diffusion is relatively slow. Variation of this thermal
offset with chopping frequency can be applied to investigate thermal properties of
nanostructures [28, 27, 39].
Measurements made with the f reference and cover slips and thin glass plates
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Figure 3.2: (a) Time dependence of R with metal chopper power modulation at
6f = 2060 Hz (top), with cover slips (middle) and ultrathin (lower panel) glass plate
double modulation at f for Co/Au/Si. (b) X − Y plot of cover slip measurement
with a constant transient phase (dashed, blue line).
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(Figure 3.2 (a)) were then done without moving either the beams or the sample.
As expected, in contrast to the thinner glass plates, thicker cover slips noticeably
broadened the transient features in time-resolved scans. The predicted minimum
widths (0.32 ps and 0.272 ps for the cover slips and glass plates, respectively), from a
convolution of the pump-probe auto-correlation width (0.27 ps) and delay modulation
amplitudes 2τmax /π, are consistent with observations. Features in the measurement
with cover slips had a larger height because a larger delay modulation amplitude
gives larger signals (Figure 3.4 (a)). The observed ratio 3 µV /0.5 µV = 6, which
is not significantly changed after subtraction of the glass power modulation (next
section), is consistent with a calculated 2τmax /π ratio of 5.6.
Both heat accumulation THA and transient Ttr contributions have in-phase X and
out-of-phase Y components. Plotting the results obtained with cover slips in X − Y
coordinates with delay τ as an implicit variable (Figure 3.2 (b)) gives a line that
corresponds to the up and down oscillation in Figure 3.2 (a) (middle panel). Because
heat accumulation has negligible variation on ultrafast timescales, the variation with
delay is due to transients ∂T /∂τ ≈ ∂Ttr /∂τ . It is observed experimentally that the
transient contribution has a linear dependence on the X −Y plot with constant phase
∂φtr /∂τ = 0. Then, delay variations of the signal are due to resultant R variations
∂Ttr /∂τ ≈ (∂Rtr /∂τ )eiφtr . X, Y and R are proportional to each other when the
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phase is constant and either one can be taken to characterize the time-dependence.
R was chosen in Figure 3.2 (a).
Results for Co/Au/Si were consistent with measurements on Ni/Si (Figure 3.3)
and Co/Pd/glass samples (Figure 3.5).

3.4 Discussion
Measurements done with cover slips and thin glass plates resemble the derivative of measurements made with the power modulation (Figure 3.2 (a)) with the
exception of a constant offset in the range before and after the transient features,
where a derivative is approximately zero. In addition to delay modulation, glass
0
= R̃Pmax where R̃ is the glass reflectivplates introduce a power modulation Pmax

ity. The offset from zero before the transient features is approximately in the ratio
(32 µV )/(355 µV ) = 0.09, close to what would be expected of glass reflectivity R̃
(Figure 3.6). This glass power modulation occurs at the same frequency f as the
delay modulation (Figure 3.1 (b)) and is not filtered out by the lock-in amplifier
when detecting at f , unlike the metal blade power modulation at 6f . To obtain the
delay modulation it is necessary to subtract it from measurements made with glass
plates.
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A scaled measurement done with the metal blades can be used to subtract the
glass power modulation. Metal blades have only a power modulation at 6f . The
glass power modulation can be obtained by scaling down the metal chopper measurement with a constant Rs that includes the ratio of the modulation amplitudes
0
/Pmax = R̃, the frequency dependence of the power modulation [39] and nonPmax

linear contributions. In practice, Rs can be found by requiring that the result after
subtraction have zero offset before the transient features.
More formally, when a small amplitude square-wave double modulation of power
P near P0 and delay τ near τ0 is considered, a Fourier transform of the signal
T [P (t), τ (t)] expanded to first order is

Z
T (f ) =

"
i2πf t

dte

 ∂T 

 ∆P (t) +
T (P0 , τ0 ) +
∂P P0

#
 ∂T 

+
 ∆τ (t) .
∂τ 

(3.4.1)

τ0

Keeping only the terms at f in the square-wave profile (equation (1)) gives first order
contributions proportional to the two slopes
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 ∂T  2P
 ∂T  2τ


max
max
T (1) (f ) =
+
.


∂P 
π
∂τ 
π
P0

(3.4.2)

τ0

Different results are obtained for different modulated parameters because the slopes
∂T /∂P of power modulation and ∂T /∂τ of delay modulation are different. Inset of
Figure 3.4 (a) illustrates the difference for a simple thermal signal.
The measured voltage is

R(1) =

 h 
 
i

∂T
∂T

0
 A ∂P
− ∂τ
P
τmax , for glass
0 max
P0

τ0

(3.4.3)



 Ah ∂T iPmax , for metal
∂P

0
Where A converts T into a resultant R with lock-in voltage units and Pmax
is the

amplitude of the glass power modulation near P00 ≈ 0.96Pmax . The minus sign accounts for the 180 degrees phase difference between delay and power modulations for
∂T
glass (Figure 3.1(b)). An average value h ∂P
i has been considered for the large am 
∂T
of small-amplitude
plitude metal power modulation, equal to the local slope ∂P
0
P0

glass modulation when non-linear effects can be neglected (T ∝ P ).
The power modulation contribution to glass measurements is replaced with a scaled
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Figure 3.4: (a) A larger modulation amplitude (horizontal arrow) gives a larger
qsignal

Dτ
(vertical arrow). Plot shows the time-dependence of temperature T (t) = 2F
at
Λ
π
the surface of a semi-infinite medium with thermal conductivity Λ and diffusivity D
after a spatially uniform and constant heat source of fluence F is turned on at t = 0.
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Inset: ∂P
for power modulation and ∂T
for delay modulation plotted vs τ . (b) Delay
∂τ
modulation compared to derivative of power modulation. (c) Left scale: electron and
lattice temperature from a 2T model. Right scale: −∂Te /∂τ after convolution with
a Gaussian of width τ0 = 0.26 ps due to probe τp pulse width and delay modulation
amplitude 2τmax /π compared to the measurements from panel (b).
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fraction of the result obtained with metal blades

 ∂T 
(1)
(1)
Rglass = Rs Rmetal − A
τmax .
∂τ τ0

(3.4.4)

Once the contribution from the glass power modulation is removed, the result has
no offset before the transient features, as required of a delay modulation measurement
(Figure 3.4(b)). The delay modulation obtained in this way matches the derivative
(1)

dRmetal /dτ of the power modulation scan. Delay modulation measures rates, in
contrast to power modulation, and can be more directly related to rates calculated
in models of transient excited states and non-equilibrium processes.
The delay measurement consistently showed smaller noise for different sample areas
in separate measurements. Reducing the heat accumulation offset with the glass
chopper also reduces the heat accumulation noise from 2σ = 1.08 µV to 0.175 µV
(Figure 3.2 (a)). This noise reduction occurs over the entire range, including the
range of transient features. However, changing the measurement frequency from 6f
to f increases the 1/f noise. Which of the two factors is larger depends on the
sample. For Co/Au/glass the glass chopper measurement has better signal to noise
ratio. For Ni/Si it is better to apply the metal chopper (Figure 3.3). The two
methods give similar signal to noise ratio for Co/Pd/glass (Figure 3.5)

76

Comparing quantitatively rates measured in ultrafast pump-probe experiments
to model calculations requires considering distinct electron Te and lattice Tlatt temperatures. Laser-induced changes in the imaginary and real parts of the dielectric
constant contribute to variations in transmittance and reflectivity [25]. The measured variations depend on the pump and probe wavelengths, film thickness, and
details of metal density of states [24, 25, 26]. This is illustrated by Ni/Si scans over
a wider delay range, where an initial peak is followed by additional variations before
a uniformly decreasing signal at larger delays (Figure 3.3).
Rate of cooling of a thermalized electron distribution from energy conservation
is

∂Te
∂t

0
= − gγepe TeT−T
when neglecting diffusion out of the probed volume, where gep
e

and γe are the electron-phonon coupling and electron specific heat constant, and
T0 is the equilibrium temperature. A constant rate ∂Te /∂t = −gep /γe is obtained
for Te  T0 when (Te − T0 )/Te ≈ 1. In our case (Te − T0 )/Te  1. Applying a
2T model with constant gep = 75 × 1016

W
,
m3 K

γe = 400

J
m3 K 2

and T0 = 308 K

(heat accumulation temperature on silicon substrates is ∼ 8 K), gives Te and Tlatt
variations shown in Figure 3.4 (c) and a maximum slope in the electron temperature
of 20 K/ps. Calculations show an asymmetric rate with a fast rise and a slower decay,
in contrast to power and delay modulation measurements, which show a symmetric
feature for thicker Co/Au films on Si measured in reflection and thinner Co/Pd films
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on glass measured in transmission [?]. The difference suggests a time-dependent
electron-phonon coupling gep and electron specific heat γe [26].

78

3.5 Conclusion
A delay modulator was demonstrated. The device allows examining ultrafast
processes from a different point of view, is simple to implement in time-resolved
pump-probe setups, and can give a better signal to noise ratio than other methods
applied in pump-probe experiments.
A limitation of this technique is that larger signals obtained with thicker glass plates
correspond to a reduced time resolution. In choosing the optimal plate thickness
a trade-off is made between signal amplitude and time resolution. Measurements
made with the glass chopper for different films and substrates, in reflection and
transmission, showed a 6-fold increase in signal to noise ratio for Co/Au/glass in
reflection, a 80 % increase in noise for Ni/Si in reflection, and a 25 % decrease in
noise for Co/Pd/glass in transmission.
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CHAPTER 4

MAGNETIC ENTROPY DYNAMICS IN
ULTRAFAST DEMAGNETIZATION

4.1 Introduction
Magneto-optical pump-probe experiments that excite and probe transient magnetic states revealed an ultrafast demagnetization (UDM) dynamics in ferromagnetic
materials. In contrast to laser-induced precession, the spins are misaligned by the
intense laser field and relaxation to equilibrium with the lattice implies an interaction
with the environment. Microscopic models of angular momentum transfer include
among others spin-flip interactions [58], spin-orbit interactions [40], and localized
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spins [41, 61]. Models with an effective field Hef f and local stochastic fields ξ in a
Landau-Lifshitz-Bloch (LLB) equation were also developed [43, 44, 45].
The limit of this gradual coarse-graining approach is a thermodynamic model.
Independent thermodynamic variables can have distinct dynamics and together determine the time-evolution of a state. For example, ideal gas dynamics includes
pressure or density sound waves and temperature or entropy diffusion. This suggests
that two measurements, of magnetization M or effective field Hef f and spin temperature Ts or magnetic entropy SM , are necessary to determine the dynamics of a
magnetic state interacting by work done and heat exchanged with its environment.
Only measurements of magnetization dynamics during UDM were made until now.
In this work, the magnetization M (τ ) and its (∂M/∂T )B derivative were measured
at different delays τ and applied fields B with a double modulation of probe beam
polarization and pump beam power. The time dependence of magnetic entropy
∆SM (τ ) induced by an external field was obtained from (∂M/∂T )B with a Maxwell
relation. The dynamics of M (τ ) and ∆SM (τ ) are different, suggesting that the
relaxation of the magnetic state toward equilibrium is a combination of two processes.
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4.2 Experimental setup
Multilayer Co/Au samples were deposited on glass substrates with e-beam evaporation. Substrates were cleaned with nanostrip at 90 o C, followed by acetone and
methanol at 40 o C. Ten Co/Au repeats were deposited at a rate of 0.1 A/s for a
38 nm total thickness, with the substrate on a plate rotating at 5 RPM, oriented at
45 degrees from the direction of the incident beam.
A 1030 nm beam with 175 f s pulses and a 578 kHz repetition rate was split
into a strong pump and a weak probe beam (power hPprobe i < 5 mW ). The probe
beam was delayed by τ , frequency-doubled to 515 nm, and reflected off the sample
through a polarizer P , photoelastic modulator (PEM) and analyzer A (Figure 4.1
(a)). The widths of pump and probe beams at the sample were w0 = 230 µm and
67 µm, respectively.
The intensity at the photodiode (PD) is



IP D = Pprobe (τ ) F (Te , Tl ), 0 (M (Ts , B)

(4.2.1)

Where F is a function that can be obtained from a Jones calculus including polarizing
optics P , the sample, PEM, and A, and depends on the sample on-  and off-diagonal
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0 dielectric constants, P and A orientation angles, PEM amplitude, and the probe
beam incidence angle. Te,l,s are time-dependent temperatures of the electrons, lattice,
and spins. Pprobe is the probe pulse train delayed by τ relative to the pump pulses.
The magnetic field Bx ≡ B of an electromagnet oriented along the sample surface
induces off-diagonal 0yz,zy = ±RMx components through a response function R that
impart a polarization rotation and ellipticity to the reflected beam.
The dependence of the measured intensity IP D on probe beam polarization λ
and pump beam power P allows simultaneous measurements of M and (∂M/∂T )B
with a double modulation technique. Specifically, probe beam polarization λ(t) =
λ0 sin(2πfp t) was modulated with a fp = 50 kHz sinusoidal wave applied to the PEM.
Pump beam power P (t) = P0 sin(2πfc t + φ) was modulated with a fc (2069 Hz or
138 Hz, depending on configuration) chopper square-wave, where P0 includes the
time structure of the unmodulated pulse train and only the fundamental frequency
oscillation at fc is considered. The double modulation gives IP D a time-dependence
about its hIP D i average value

h ∂F
IP D (t) = hIP D i + Pprobe (τ )
P (t) +
∂P
i
∂F
∂ 2F
+
λ(t) +
P (t)λ(t) + ...
∂λ
∂P ∂λ
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(4.2.2)

Where only terms that oscillate at frequencies fc of P(t), fp of λ(t) and fp ± fc of
λ(t)P (t) (Figure 4.1 (a), inset) and which were detected in the three experimental
configurations presented next were included.
In the first configuration, the λ(t) polarization modulation was turned off. Modulating P only leaves the 2nd term in equation (2) and demodulation in a lock-in
amplifier with a reference frequency fR1 = fc removes the time-dependence to give
a resultant voltage

R10

 ∂F (τ ) 
= a0 Pprobe (τ )
P0
∂P

(4.2.3)

A constant a0 converts PD intensity to LIA voltage units and depends on PD and
LIA settings. As for delay modulation [46], R10 is proportional to the derivative

∂F
,
∂P

which depends on delay τ through the variable temperatures Te,s,l (τ ). Delay scans
show a peak within 1 ps (Figure 4.1 (b)) from fast electron processes in ∂F/∂P
convoluted with the pump-probe cross-correlation (pp)corr = Pprobe (τ )P0 . The step
after the peak shows the increase of lattice temperature induced by the pump pulse
and is followed by a gradual relaxation as heat diffuses into the substrate. An
oscillation visible on a larger scale (inset) is due to probe beam reflecting off strain
waves launched in the glass substrate by the pump pulse [47]. The offset at τ < 0

86

shows that the sample does not fully return to equilibrium before the arrival of the
next pulse and that a heat accumulation temperature Tacc increases the baseline
temperature.
These delay profiles do not show a discernible dependence on the applied magnetic
field B and a different configuration was used to measure the magnetization. Modulating polarization λ and blocking the pump beam removes the power modulation
P (t) and leaves the third term in equation (2) only. This is a standard one-beam configuration for measuring magnetization with a PEM. With P and A angles adjusted
to optimize the magnetic signal and detection at a reference frequency fR1 = fp , field
scans show a step near B = 0, with the good saturation of magnetization Mx ≡ M ,
as expected for an in-plane easy axis of the relatively thick films (Figure 4.2 (a)).
This confirms that the resultant voltage after subtracting a constant offset C is
proportional to magnetization

 ∂F 
R100 − C = b0 hPprobe i
λ0 − C ∝ M
∂λ

(4.2.4)

From this measurement it can be inferred that, when the modulated pump beam
is added, the pre-factor of the last term in equation (2) is

87

∂2F
∂P ∂λ

∝

∂M
∂P

∝

∂M
.
∂Tacc

In

the last step above, the pump beam power P modulation has been replaced with a
heat accumulation temperature Tacc modulation that can be obtained by solving the
heat diffusion equation [38, 39, 36]. The modulation of baseline sample temperature
at frequency fc with a chopped pump beam may be compared to variations of temperature with heating or cooling stages [48, 49]. Since

∂2F
∂P ∂λ

oscillates at fp ± fc a

double de-modulation detection configuration with two LIA connected in series [50]
was applied to measure it.
In this third configuration, after demodulation in the 1st LIA with a fR1 = fp
reference, the last two terms in equation (2) contribute to the resultant voltage

i
h  ∂M 
P0 sin(2πfc t + φ)
R1 = b1 M + Pprobe (τ ) c1
∂Tacc B

(4.2.5)

The 1st term is the same as in equation (4). The additional term is a pump-induced
contribution, oscillating at fc . A small time constant tc = 1 ms and a small frequency
fc = 138 Hz were used, allowing this term after filtering (Figure 4.1 (a), inset).
In a second de-modulation step, R1 was sent into a 2nd lock-in amplifier (LIA2)
referenced at fR2 = fc . This filters out the constant term and removes the fc time-
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dependence, leaving

h  ∂M  i
R2 = Pprobe (τ ) c2
P0
∂Tacc B

(4.2.6)

To remove a field-independent offset from the thermal signal, the difference of measurements made with opposite fields was taken

A2 ≡ R2 (+B) − R2 (−B) ∝

 ∂M 
∂Tacc B

(4.2.7)

This procedure applied to R1 yields

(4.2.8)

A1 ≡ R1 (+B) − R1 (−B) ∝ M

Where the last term in equation (5) that also changes sign with the transformation
B → −B will be seen to give a small contribution to A1 , which has been neglected.
The last two equations relate R1,2 measured in LIA1 and LIA2 to M and

∂M
.
∂Tacc B

Ferromagnetism models predict that magnetization M should decrease and



∂M
∂T B



should have a peak as equilibrium temperature is increased with larger pump power.
Measurements made for different pump powers with a continuous wave 633 nm HeNe
laser probe beam and a pulsed 1030 nm pump beam confirmed these expectations. A1
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decreases with P and A2 shows a peak (Figure 4.2 (b)). The



∂M
∂Tacc



contribution
B

to A1 neglected above is visible as a small shoulder at the power where A2 peaks.
An advantage of this method is that M and (∂M/∂T )B are measured simultaneously in identical experimental conditions. Measuring the derivative directly
(Figure 4.2 (b), lower panel) is faster and gives better results when compared to
measuring the magnetic equation of state M (T, B) for different T and B and then
calculating the derivative (∂M/∂T )B numerically from these measurements [51]. One
disadvantage is that two LIA are required
This equilibrium measurement corresponds to a delay τ < 0 in time-resolved
measurements. Time-resolved measurements were then done with pulsed pump and
probe beams at different delays τ .

4.3 Results
To examine the dynamics of the magnetic state during UDM, A1 and A2 were measured for different fields B, delays τ and pump powers P . The A1 time-dependence
for B = Bmax and different powers is consistent with known magnetization dynamics. It shows spikes near τ = 0 from pump-probe cross-correlation convoluted with
fast electronic process (figure 3). The recovery to equilibrium for τ > 0 is partial
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for P = 200 mW . Slowing down of the equilibration rate for P = 250 mW is
consistent with previous measurements of magnetization dynamics near the critical
temperature [65, 66, 67].
R2 was measured as the field B was ramped between B = ±Bmax at constant
delays τ (Figure 4.4 (a) and supplementary figure 1). Features with good magnetic saturation are observed in successive field ramps for τ > 0, with an amplitude
A2 (B = Bmax ) that decreases to approximately half the maximum value as the delay is increased. Complementary measurements, made with delay scans at fixed
fields B = ±Bmax , confirmed the A2 time-dependence (Figure 4.4 (b)). Measurements made with these two scanning methods for different pump powers showed that
A2 (τ, B = Bmax ) has a peak, followed by a relaxation with a τ2 = 2 ps time constant
to a step above its equilibrium (τ < 0) value (Figure 4.4(c)).
The A2 time-dependence combines the delayed onset of A1 and the long-range relaxation profile of the thermal signal. Specifically, A1 (τ ) and A2 (τ ) change together
at the cross-correlation (pp)corr peak of the thermal signal, as expected of two properties of a magnetic state excited when electrons transfer their energy to the spins
(Figure 4.5 (a)). At large delays, A2 follows the thermal R10 , as expected of a magnetic state already in equilibrium with a lattice at a slowly-changing temperature
Tl = Ts (Figure 4.5 (b)).
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However, the time-dependence of A1 (τ ) (red curve in Figure 4.5 (a)) and A2 (τ )
(black curve) after onset and before ∼ 4 ps are noticeably different, with A1 (τ )
constant and A2 (τ ) decreasing toward equilibrium with the lattice. Measurements
at higher powers are compared in supplementary Figure 4.2. The different dynamics
of two thermodynamic properties M and

∂M
∂Tacc Bmax



of the magnetic state suggest

that the material relaxation toward equilibrium is a combination of two processes.

4.4 Discussion
Spins in the transient magnetic state are in internal local equilibrium at temperature Ts when equilibration processes among spins due to strong exchange interactions
are faster than equilibration rates with the lattice. The spin state is then uniformly
distributed during relaxation over all its accesible microstates, evolving with time
because of interactions with the lattice reservoir.
If spin temperature Ts alone determines the state of the magnetic material in inter

∂M
nal equilibrium, M and ∂Tacc
would relax together, as Ts recovers from a transient
B

excursion induced by the pump pulse. This is not observed experimentally, suggesting that a second independent dynamical thermodynamic variable participates in
UDM relaxation. Independent variables of the magnetic state are associated with
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different processes and interactions with the environment.
One interpretation is that the two processes are work done by the magnetic state
and heat exchanged with the lattice environment during UDM, for instance from
exchange fields Hex variations in Hef f and the thermal interactions represented by
the stochastic fields ξ in LLB models. Work done by the magnetic state has also
been considered in microscopic models with a time-dependent exchange interaction
in the band structure [41, 55, 56, 57].
The entropy variation −∆SM due to an external magnetic field can be calculated
with a Maxwell relation, by integrating the field dependence of (∂M/∂Ts )B [51].
The result for an equilibrium M (T, B) model of ferromagnetism (Figure 4.5 (c))
is shown in the inset. The spin temperature modulation is given by the baseline
heat accumulation temperature modulation and, after substituting the measured
(∂M/∂Tacc )B for the derivative (∂M/∂Ts )B ,

Bmax

Z
∆SM =

∂Ts

0

Z
∝

 ∂M 

dB
B

Bmax

(4.4.1)

A2 (B)dB ∝ A2 (Bmax )
0

Where, with good saturation in the field dependence, the integral is proportional to
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A2 (Bmax ).
This gives the expected variation of ∆SM (T ) with temperature in equilibrium
(Figure 4.5 (c), inset) when applied to equilibrium A2 (P ) measurements made with
a HeNe probe beam (Figure 4.2 (b), lower panel). For time-resolved measurements
of a magnetic state in internal equilibrium at each delay τ and an integration area
highlighted in red and blue for successive field cycles in Figure 5.4 (a), it implies
that the measured time-dependent A2 (Bmax ) represents the time-dependent ∆SM .
The field-induced entropy −∆SM (τ ) peaks with A2 (Bmax ) when M (τ ) reaches its
minimum (Figure 4.5 (a)), consistent with expectations of misaligned spins being
more susceptible to an external field.
However, as A2 (Bmax , τ ) before, the ∆SM (τ ) time-dependence does not fully track
M (τ ). An intuitive microscopic model is to consider a time-dependent spin spatial
correlation function. During the ∆SM relaxation observed when M ≈ const, spins
gradually re-align after excitation in increasingly larger spin blocks, consistent with
the limited experimental knowledge of fluctuating spin blocks in a ferromagnetic state
at finite temperatures. This recovery of short-range order decreases ∆SM , while large
fluctuations prevent alignment on a larger scale, leaving the measured magnetization
M unchanged.
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4.5 Conclusion
Probe polarization and pump power modulation techniques with two LIA is series
are applied to measure magnetization and magnetic entropy change dynamics for
different pump powers. Using two LIA, the first and the second derivative of the
signal with respect to the modulated quantities can be derived ( depending on the
frequency that the LIA is referenced at).
Magnetization and field-induced magnetic entropy have different dynamics between
0.5 ps and 4 ps, suggesting that the relaxation of the transient magnetic state is a
combination of two processes, of work done by the magnetic state and heat exchanged
with the lattice reservoir.
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Figure 4.1: (a) Sketch of the experimental setup (P polarizer, A analyzer, P EM
photo-elastic modulator, P D photodiode, LIA1, LIA2 lock-in amplifiers with references fR1 and fR2 ). Focusing elements are not shown. The inset shows a sketch of
the IP D spectrum with peaks at fc , fp and chopper-induced sidebands near the PEM
frequency fp for fc = 0.138 kHz. Filtering in LIA1 allows the fp ± fc sidebands to
pass to LIA2. (b) Thermal signal in LIA1 referenced at fR1 = fc = 2069 Hz at different applied fields B for P = 240 mW pump power. Measurements with different
probe wavelengths (not shown) confirmed that the oscillation in the inset is due to
interference of the probe beam with its reflections off waves launched into the glass
substrate. The offset at τ < 0 is due to heat accumulation.
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CHAPTER 5

MAGNETIC ENTROPY RELAXATION AT
DIFFERENT EQUILIBRIUM TEMPERATURE

5.1 Introduction
The compelling image of misaligned spins has stimulated the development of
statistical microscopic models of ultrafast demagnetization. A model with itinerant electrons and a microscopic spin-flip rate proportional to the damping constant
of ferromagnetic precession successfully reproduced the measurements [58]. Models
have also considered spin diffusion [59] and thermal processes in granular materials [60]. A different approach includes microscopic stochastic magnetic fields acting
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on individual spins [61]. A macrospin time-evolution modified to include variations
in its amplitude [62, 63] was also applied to calculate the rate of spin relaxation
toward equilibrium with the lattice.
These statistical physics calculations are not the only possible point of view. Thermodynamics should be able to model the results of experiments made at different
equilibrium temperatures on macroscopic spin ensembles. In particular, the equilibrium thermodynamic state of a ferromagnet in an external field B at temperature
T is defined by both magnetization M and magnetic entropy SM . For instance, the
difference between a more regular and a randomly-oriented magnetic structure is not
revealed by a measurement of total magnetization M alone, but would be revealed
by a measurement of magnetic entropy SM .
In this work, the magnetization and magnetic entropy relaxation rates were measured and compared at different equilibrium temperatures. The relation between
the shape of the thermodynamic potential surface and relaxation rates of thermodynamic quantities is applied to obtain the rates dependence on response functions.
The model explains the observed different dependence on equilibrium temperature
of magnetization and magnetic entropy rates.
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5.2 Experimental setup
A 100 nm thick Co/Ag multilayer sample was deposited with e-beam evaporation
on glass substrates. The 1030 nm laser beam was split into an intense pump and
a weak probe beam, with the power of the pump at least five times larger than the
probe. The widths of pump and probe beams at the sample were w0 = 130 µm
and 95 µm, respectively. The delayed probe is frequency-doubled by a BBO crystal,
linearly polarized after passing through the first polarizer and focused on the sample.
The reflected probe beam passes through a photoelastic modulator (PEM) and a
second polarizer before arriving at a photodiode detector (PD).
In the first measurement configuration the pump power P was modulated with
a chopper wheel rotating at fc = 138 Hz, and the PD signal was sent to a lock-in
amplifier (LIA), referenced at the frequency of the chopper (fR = fc ). Output of the
LIA is a resultant voltage (R10 ) proportional to the

∂I
∂P

derivative of intensity with

respect to the pump power. The delay dependence of R10 (Figure 5.1 (a)) displays
a sharp peak around zero, when pump and probe pulses arrive at the sample at the
same time, followed by a step from an increase in sample temperature and a recovery
as heat diffuses in the substrate.
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In the second measurement configuration, using the PEM to modulate the probe
polarization λ at fp = 50 kHz, the LIA is referenced at the frequency of the PEM
(fR = fp ). The output of the LIA (R100 ) is proportional to the

∂I
∂λ

derivative of inten-

sity. This signal is proportional to the magnetization M after subtracting a constant
offset. The hysteresis loop was measured by applying with an electromagnet a varying external magnetic field (Bmax = ±400 G) along the sample surface (Figure 5.1(a),
inset).
A double modulation method was used for measurements of ( ∂M
) . The intensity
∂Ts B
at the photodiode depends on the pump power (P ) and the probe polarization (λ).
Pump power was modulated at fc , and probe polarization at fp , with both variations
projected on the intensity [64]. Two LIA in series were used to double demodulate
the intensity signal, with first LIA referenced at fp and the second LIA at fc .
More specifically, the output R1 of the first LIA now includes a magnetization
term modulated at the frequency of the chopper fc and is sent to the input of the
second LIA to be demodulated. The output R2 of the second LIA is proportional to
the derivative ( ∂M
) of the input with respect to power P , the modulated variable
∂P B
that is used as a reference. A variation in average pump power corresponds to
a variation in sample equilibrium temperature because of heat accumulation, or
( ∂M
) ∝ ( ∂M
) [36].
∂P B
∂Ts B
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Figure 5.1: (a) Thermal signal (R10 ) with LIA1 referenced at fR1 = fc = 138 Hz for
60 mW pump power. Inset: R100 hysteresis loop measured with LIA1 referenced at
fp = 50 kHz. (b) Pump power dependence of A1 and A2− for B = Bmax measured
with a continuous HeNe probe beam. The inset shows magnetization curves for
20 mW (black) and 167 mW (red) pump power.
The final step is to remove an offset by subtracting measurements done with opposite
fields, which yields A1 ≡ R1 (+B) − R1 (−B) ∝ M and A2− ≡ R2 (+B) − R2 (−B) ∝
) from the first and second LIA, respectively. A Maxwell relation is then used
( ∂M
∂T B
to calculate the entropy variation ∆SM induced by the external magnetic field by
RB  
integrating as ∆SM = − 0 max ∂M
dB. For magnetization curves with good sat∂Ts
B
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uration ∆SM ∝ A2− (Bmax ), or the LIA2 output at maximum field is the field-induced
change in magnetic entropy. Adding measurements done with LIA2 at opposite fields
gives a time-dependent profile A2+ = R2 (+B) + R2 (−B) proportional to the thermal
signal R10 measured with one LIA referenced at fc (the first configuration).
In practice, the in-phase X or out-of-phase Y LIA signals were usually chosen for
further analysis, instead of the resultant R, because they are not limited to positive
values only. X, Y and R were always consistent. The same component was chosen
for LIA 1 and 2.
A first measurement was done in the double modulation configuration with a
continuous wave HeNe laser as the probe and the 1030 nm pulsed pump beam for
different pump powers. A1 decreases as pump power increases and a peak is ob) dependence on
served for A2− (Figure 5.1(b)), consistent with the M and ( ∂M
∂T B
temperature in equilibrium models of ferromagnetism.
This measurement in equilibrium is equivalent to a time-resolved measurement
at a fixed negative delay. Since we are interested in the time-resolved evolution of
the magnetic state, measurements were made in an ultrafast pump-probe setup at
different delays.
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5.3 Experimental results
Measurements of A1 , A2− and A2+ dependence on field B, delay τ , pump power
P and repetition rate frep were made using an ultrafast pump-probe setup to determine the transient state magnetization and magnetic entropy dynamics at different
equilibrium temperatures. The equilibrium temperature was changed with heat ac-
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cumulation by either increasing the average power P at constant repetition rate frep
or by increasing frep at constant P [36, ?].
Y10 measurements of the thermal time evolution show a peak that increases with
pump power, as expected (Figure 5.2(a)). A1 time evolution measurements for three
different pump powers (Figure 5.2(b)) show a drop in magnetization around zero
delay, followed by a full recovery to equilibrium for positive delay at 20 mW , a partial
recovery at 40 mW and almost no recovery at 60 mW , as expected from previous
measurements of magnetization dynamics near the Curie temperature [65, 66, 67].
The A2± time dependence was obtained from Y2 delay scans at +Bmax and −Bmax
made for different pump powers in the double modulation configuration. A2+ is
consistent with the thermal profile Y10 measured with fR1 = fc (Figure 5.3). A
different time-dependence is obtained when subtracting, with a 0.15 ± 0.05 ps later
onset and a different recovery profile. A2− (τ, B = Bmax ) has a step and a peak
followed by a relaxation. The peak height increases as the power increases. The
relaxation time constant is 0.5 ps at 40 mW , decreasing to 0.4 ps at 60 mW , and to
0.15 ps at 80 mW .
Time-resolved A2 and Y10 measurements were also made for different laser repetition
rates, with the average power constant at 60 mW (Figure 5.4). For the 96.3 kHz
repetition rate, A2− increases after a 0.25 ± 0.05 ps delay and shows almost no peak,
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Figure 5.3: Time-resolved A2− (Bmax ) (black line), A2+ (red line) and thermal Y10
(blue line) at different pump powers and 144.5 kHz repetition rate.
followed by a slow relaxation. The A2− peak becomes more prominent as the laser
repetition rate is increased to 144.5 kHz and then 289 kHz at constant average
pump beam power. This also decreases the relaxation time constant from 0.6 ps for
96.3 kHz to 0.4 ps for 144.5 kHz and 0.2 ps for 289 kHz.
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Figure 5.4: Time-resolved A2− (Bmax ) (black line), and thermal Y10 (red line) at different repetition rates. The A2− peak is taller at larger repetition, with a step and
almost no peak for 96.3 kHz repetition rate.
Higher equilibrium temperatures from higher P or higher frep correlate with
faster rates of A2− (Bmax ) ∝ ∆SM relaxation and slower rates of magnetization relaxation. This is consistent with previous measurements (supplementary information of
Ref. [64]).
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5.4 Model
A thermodynamic model explains the observed different dependence of entropy
and magnetization relaxation rates on equilibrium temperature.
The magnetic state is assumed to be in internal equilibrium during relaxation to
equilibrium with the lattice reservoir, so that its thermodynamic variables, response
functions and potential energy surfaces remain well defined. For instance, a magnetic state temperature Ts can be justifed by the fast internal equilibrium obtained
in exchange interactions. The relatively small transient increase in lattice temperature from each individual pump pulse is neglected. However, the heat accumulation
temperature is large for samples on thermally insulating substrates and determines
the equilibrium temperature at different average pump powers and repetition rates.
In the rate equation approximation, the rate RA at which a time-dependent variable
A(τ ) approaches equilibrium can be obtained from

dA
dτ

= −RA (A−Aeq ). It is assumed

that non-equilibrium is in the range of the linear approximation, where response
functions of the magnetic state are constant and that the relaxation process is local.
RA is then determined by the state response functions at equilibrium, proportional to
the second derivative of a thermodynamic potential or its curvature at the equilibrium
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point.

5.4.1 Magnetization and temperature relaxation
The potential G(T, M ) is chosen to allow for both heat transfer and work being done on the magnetic state during relaxation. The magnetization relaxation
rate is given by the curvature of this potential surface along the M −direction, or
 2 
 
∂ G
∂B
RM ∝ ∂M
= χ1T , where T is the equilibrium temperature. All deriva= ∂M
2
T

T

tives are taken at equilibrium temperature T = Teq , where lattice reservoir and
magnetic state (spin) temperatures are equal Tl = Ts . A small χT corresponds to a
large RM . This is consistent with previous models that first average the dynamics
into a stochastic Landau-Lifshitz-Bloch equation of motion for magnetization and
obtain a rate RM =

γα
,
χT

where γ is a constant and α is the spin-orbit coupling.

Magnetization measurements [65, 66, 67] showed a smaller relaxation rate RM near
the Curie temperature Tc , where χT of ferromagnetic materials has a peak.
When the same procedure is applied along the other axis, the magnetic state
temperature Ts relaxation rate is similarly proportional to the curvature along the
 2 
 
∂S
Ts −direction, or RT ∝ ∂∂TG2
= ∂T
= cTM . The cooling rate is determined by
M

M

the shape of the potential surface, for which a smaller cM means a smaller rate RT .
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There are no known experiments that directly measure the relaxation of magnetic
state temperature in ultrafast demagnetization.

5.4.2 Magnetic entropy relaxation
The relaxation rate has this compact form for the natural variables of the chosen
thermodynamic potential only. The relaxation of other variables is determined by
the relaxation of the natural variables. In particular, the magnetic entropy relaxation
can be obtained by first writing it in terms of M and T , the two independent variables
considered above, or dS =

∂S
dM
∂M T



∂S
dT .
∂T M



+

The expressions for magnetization and temperature rates RM and RT are applied
to obtain

 c 2
1  ∂S 
dS
M
= −a
(M − Meq ) − b
(T − Teq )
dτ
χT ∂M T
T

(5.4.1)

Where a and b are constants accounting for the proportionality signs above. Then,
if the deviations from equilibrium are not too large and the linear approximation
holds


1
dS

≈ −a (S − Seq )
dτ
χT
along

M


cM

− b (S − Seq )
T
along
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(5.4.2)
T

Or a rate of entropy relaxation from a combination of magnetization and temperature
rates.
These results do not depend on the model chosen for the magnetic state or on
the microscopic processes expressing how a spin interacts with the thermal reservoir
and work done. The Landau model is chosen for the magnetic state to obtain the
 
response
response functions and more detailed predictions. The χT and ∂M
∂T
B

functions have peaks at Tc . In contrast, the specific heats cB and cM have a step and
are continuous at Tc , respectively, as expected of a mean-field approximation model.
This predicts that, unlike RM suppression by a large χT , the temperature relaxation
rate RT remains finite near Tc .
Because of these differences, RM and RS vary differently as the equilibrium temperature is increased. In particular, unlike magnetization rate RM (Figure 5.2 (b)),
the entropy relaxation rate RS is not suppressed (Figure 5.3 and 5.4) because of the
finite temperature relaxation rate RT contribution.

5.5 Conclusion
A different dependence on equilibrium temperature is observed for magnetization
RM and entropy RS relaxation rates. A thermodynamic model is applied to explain
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the observations and give a more complete understanding of the magnetic state
during the relaxation process.
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CHAPTER 6

FUTURE WORK

6.1 Magneto-optical Kerr effect study of magnetic ac susceptibility

6.1.1 Introduction
It has been observed that ultrathin films, multilayers, or magnetic nanostructures
indicate novel magnetic phenomena that differ profoundly from the respective bulk
properties. Hence, investigating the low-dimensional magnetic systems is one of
the most active fields in experimental condensed matter physics. The magnetic
properties of ultrathin and multilayers magnetic films can be obtained from the
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temperature dependence of magnetic ac susceptibility χ(T ). In this work, we have
applied the MOKE technique and the double-demodulation technique to measure
susceptibility.
The MOKE technique will be described thoroughly as a tool to measure magnetic
ac susceptibility in the following sections. In this thesis, we are specifically interested
in ultrafast magnetic susceptibility measurements.

6.1.2 Ac susceptibility measurement MOKE technique
We have used the same MOKE setup and double demodulation technique used
in the previous measurements. However, in this technique, instead of modulating
the power (with a chopper wheel), the applied magnetic field is modulated. Field
modulation is done utilizing a function generator, a current source, and a second
small pair of coils (with a diameter of about 8 cm and 1000 turns) at a specific
frequency and amplitude provided by the function generator (Figure 6.1).
The output of the first LIA, which is referenced at the frequency of the PEM, is
measuring R1 (proportional to the magnetization). The output of the second signal
is R2 , giving us the derivative of the magnetization with respect to the external field
(the modulated quantity), as depicted in (Figure 6.2). This provides a method to
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investigate ultrafast susceptibility dynamics for the first time.

Figure 6.1: Field modulation setup, including (from the right) a function generator
which provides different oscillation amplitude (Vpp ) and frequency (fB ), a current
source and a pair of small inner coils. Bottom: Double demodulation technique.
The first LIA provides ultrafast magnetization, and the second LIA, referenced at
the field modulation frequency, ultrafast magnetic susceptibility is obtained using
double modulation.

The result for magnetization curve and susceptibility (χ) measurement at a fixed
pump power, Figure 6.3 shows that susceptibility shows a narrow and sharp peak
and a step. Besides, to optimize the setup as well as S/N ratio, R2 peak height and
width is measured for different field modulation frequencies (fB ), voltage amplitude
(Vpp ) of the modulation (Figure 6.4).
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Figure 6.2: Double demodulation technique. The first LIA provides ultrafast magnetization, and the second LIA, referenced at the field modulation frequency, ultrafast
magnetic susceptibility is obtained using double modulation.

Figure 6.3: Black: Magnetization curve, Red: Measured susceptibility, consistent
with the derivative of hysteresis loop with respect to the applied field.

6.1.3 Magnetic susceptibility and magnetization variation with the
pump power in equilibrium
The temperature dependence of magnetization and magnetic susceptibility in equilibrium was investigated for Co/Ag. The susceptibility measurement was mainly
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Figure 6.4: The susceptibility dependence of a 100 nm Ni/Si on fB (left panel) and
Vpp (right panel).
characterized by a pronounced maximum close to Curie temperature (Tc ), corresponding to the ferromagnetic phase transition to the paramagnetic. This result was
confirmed by measuring the temperature variation of the hysteresis loop amplitude
(Figure 6.5).

120

Figure 6.5: Susceptibility and Magnetization measurements for a Co/Ag sample Vs.
temperature in equilibrium. Demagnetization occurred close to Curie temperature,
and susceptibility had a peak. These results are consistent with the earlier measurements [68]

6.1.4 Ultrafast laser induced Susceptibility and Magnetization Dynamics
No previous investigation has been performed for ultrafast susceptibility dynamics
χ(τ ) triggered by the pump pulse. Using the TR-MOKE technique, the evolution
of the magnetization and susceptibility has been obtained at different time delays
between the pump and the probe pulses. However, the sensitivity of the detection
needs optimization to improve results. Magnetic susceptibility measurements and
techniques can be a complete future project to work on. There are measures to take
into account to improve the results:
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- A different detection method can be used, such as a balanced photo-diode detector
to remove the laser instabilities in intensity, a general issue for ultrafast lasers.
- The field modulation tools can be improved, e.g., the second coils designed for the
field modulation.
- Measurement with different samples, e.g., Co/Au, can be done.
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2. J. Stöhr, H. C. Siegmann,Magnetism from Fundamentals to Nanoscale Dynamics, Springer-Verlag, Berlin, (2006).
3. B. Bhushan et al., Historical evolution of magnetic data storage devices and
related, Microsyst Technol 24, 4423–4436 (2018).
4. Tudosa, I., Stamm, C., Kashuba, A. et al. The ultimate speed of magnetic
switching in granular recording media. Nature 428, 831–833 (2004).
5. Andrei Kirilyuk, Alexey V. Kimel, Ultrafast optical manipulation of magnetic
order and Theo Rasing, Rev. Mod. Phys. 82, 2731 (2010).

123

6. E. Beaurepaire, J.-C. Merle, A. Daunois, and J.-Y. Bigot,Ultrafast Spin Dynamics in Ferromagnetic Nickel, Phys. Rev. Lett. 76, 4250 (1996).
7. T. Kampfrath, R. G. Ulbrich, F. Leuenberger, M. Münzenberg, B. Sass, and
W. Felsch, Ultrafast magneto-optical response of iron thin films, Phys. Rev. B
65, 104429 (2002).
8. E. Carpene, E. Mancini, C. Dallera, M. Brenna, E. Puppin, and S. De Silvestri,
Dynamics of electron-magnon interaction and ultrafast demagnetization in thin
iron films, Phys. Rev. B 78, 174422 (2008).
9. A. Vaterlaus, T. Beutler, D. Guarisco, M. Lutz, and F. Meier, Spin-lattice relaxation in ferromagnets studied by time-resolved spin-polarized photoemission,
Phys. Rev. B 46, 5280 (1992).
10. U. Atxitia, D. Hinzke, U. Nowak, Fundamentals and applications of the Landau–Lifshitz–Bloch equation, J. Phys. D: Appl. Phys. 50 03300 (2017).
11. Si Xiaodong et al., The analysis of magnetic entropy change and long-range
ferromagnetic order in M n1−x Agx CoGe, J. Mater. Sci., 54:3196-3210 (2019).
12. Pathak, Arjun K., Dubenko, Igor, Stadler, Shane and Ali, Naushad. Magnetic
and Magnetocaloric Properties of Gd6 X2 Si3 (X = N i, Co)andLn6 Co2 Si3 (Ln =
P r, La) (Apr 2011).

124

13. Samanta Tapas et al., Giant magnetocaloric effects near room temperature in
M n1−x Cux CoGe, Appl. Phys. Lett. 101, 242405 (2012).
14. M. Sawerwain, and Joanna Wi sniewska, Quantum qubit switch: entropy and
entanglement, arXiv:1709.02407v1 [quant-ph], (2017).
15. Andrew Steane, Quantum computing, Rep. Prog. Phys. 61 117 (1998).
16. Sabre Kais, Advances in Chemical Physics, Chapter 15: Entanglement, Electron Correlation, and Density Matrices (2007).
17. Maarten Van Kampen, Ultrafast spin dynamics in ferromagnetic metals, Technische Universiteit Eindhoven (2003).
18. S. Polisetty, J. Scheffler, S. Sahoo, Yi Wang, T. Mukherjee, Xi He, and Ch.
Bineka, Optimization of magneto-optical Kerr setup: Analyzing experimental
assemblies using Jones matrix formalism, Review of Scientific Instruments 79,
055107 (2008).
19. Z. Qui and S. Bader, Surface Magneto-optic Kerr Effect, Journal of Magnetism
and Magnetic Materials, 200, 664 (2000).
20. J. Zak , E. R. Moog, C. Liu, S. D. Bader, Magneto-optics of multilayers with
arbitrary magnetization directions, Phys. Rev., B 43, 6423 (1991).

125

21. Binek, Christian, Optimization of Magneto-Optical Kerr Setup: Analyzing experimental assemblies using Jones matrix formalism, The Review of scientific
instruments 79(5):055107(2008).
22. Mc. Clung, F.J. and Hellwarth, R.W.: Giant optical pulsations from ruby.
Journal of Applied Physics 33 3, 828-829 (1962).
23. H. W. Mocker, R. J. Collins, Mode Competition and Self-Locking Effects in a
Q-Switched Ruby Laser, Appl. Phys. Lett. 7, 270-272 (1965).
24. J. Hohlfeld, S.-S. Wellershoff, J. Gudde, U. Conrad, V. Jahnke, and E. Matthias
Electron and lattice dynamics following optical excitation of metals, Chemical
Physics 251, 237 (2000)
25. N. Del Fatti, C. Voisin, M. Achermann, S. Tzortzakis, D. Christofilos, and F.
Vallee Nonequilibrium electron dynamics in noble metals, Phys. Rev. B 61,
16956 (2000)
26. Z. Lin and L. V. Zhigilei Electron-phonon coupling and electron heat capacity of
metals under conditions of strong electron-phonon nonequilibrium Phys. Rev.
B 77, 075133 (2008)
27. D. G. Cahill et al. Nanoscale thermal transport.II.2003-2012 Appl. Phys.
Reviews 1, 011305 (2014)

126

28. D. G. Cahill et al. Nanoscale thermal transport Journal of Applied Phys. 93,
793 (2003)
29. B. Koopmans, M. van Kampen, J. T. Kohlhepp, and W. J. M. de Jonge Ultrafast Magneto-Optics in Nickel: Magnetism or Optics?, Phys. Rev. Lett. 85,
844 (2000)
30. B. Koopmans Laser-Induced Magnetization Dynamics, 253-316 Springer-Verlag
Berlin Heidelberg (2003)
31. W. M. Diffey and W. F. Beck Rapid-scanning interferometer for ultrafast
pump–probe spectroscopy with phase-sensitive detection, Rev. Sci. Intruments
68, 3296 (1997)
32. Y-S. Jin, S-G. Jeon, G-J. Kim, J-I. Kim, and C-H. Shon Fast scanning of a
pulsed terahertz signal using an oscillating optical delay line, Rev. Sci. Intruments 78, 023101 (2007)
33. G-J. Kim, S-G. Jeon, J-I. Kim, and Y-S. Jin High speed scanning of terahertz
pulse by a rotary optical delay line, Rev. Sci. Intruments 79, 106102 (2008)
34. J. W. Wilson and R. A. Bartels Rapid Birefringent Delay Scanning for Coherent Multiphoton Impulsive Raman Pump-Probe Spectroscopy, IEEE Journal of
Selected Topics in Quantum Electronics, 18, 130 (2012)

127

35. S. R. Domingue, D. G. Winters, and R. A. Bartels Time-resolved coherent
Raman spectroscopy by high-speed pump-probe delay scanning, Optics Letters
39, 4124 (2014)
36. F. Hoveyda, E. Hohenstein and S. Smadici Heat accumulation and all-optical
switching by domain wall motion in Co/Pd superlattices J. Phys.: Condens.
Matter 29, 225801 (2017)
37. F. Hoveyda, E. Hohenstein, R. Judge and S. Smadici Demagnetizing fields in
all-optical switching J. Phys.: Condens. Matter 30, 035801 (2018)
38. F. Hoveyda, E. Hohenstein, R. Judge and S. Smadici Ultrafast demagnetization
at high temperatures J. Phys.: Condens. Matter 30, 195802 (2018)
39. F. Hoveyda, M. Adnani and S. Smadici Heat diffusion in magnetic superlattices
on glass substrates, Journal of Applied Phys. 122, 184304 (2017)
40. Carpene E, Mancini E, Dallera C, Brenna M, Puppin E and De Silvestri S
2008 Dynamics of electron-magnon interaction and ultrafast demagnetization
in thin iron films, Phys. Rev. B 78, 174422
41. Schellekens A J and Koopmans B 2013 Comparing Ultrafast Demagnetization
Rates Between Competing Models for Finite Temperature Magnetism Phys.
Rev. Lett. 110, 217204

128

42. Evans R F L, Fan W J, Chureemart P, Ostler T A, Ellis M O A and Chantrell R
W 2014 Atomistic spin model simulations of magnetic nanomaterials, J. Phys.:
Condens. Matter 26, 103202
43. Kazantseva N, Hinzke D, Nowak U, Chantrell R W, Atxitia U and ChubykaloFesenko O 2008 Towards multiscale modeling of magnetic materials: Simulations of FePt, Phys. Rev. B 77, 184428
44. Hinzke D, Atxitia U, Carva K, Nieves P, Chubykalo-Fesenko O, Oppeneer P
M and Nowak U 2015 Multiscale modeling of ultrafast element-specific magnetization dynamics of ferromagnetic alloys, Phys. Rev. B 92, 054412
45. Atxitia U, Hinzke D and Nowak U 2017 Fundamentals and applications of the
Landau-Lifshitz-Bloch equation, J. Phys. D: Appl. Phys. 50, 033003
46. Goharshenasanesfahani S, Hoveyda F, Scott-Jones M and Smadici S 2019 Delay
modulation with a glass chopper in pump-probe experiments, Rev. Sci. Instr.
90, 043907
47. Lin H N, Stoner R J, Maris H J and Tauc J 1991 Phonon attenuation and
velocity measurements in transparent materials by picosecond acoustic interferometry J. Appl. Phys. 69 (7), 3816.

129

48. Roth T, Schellekens A J, Alebrand S, Schmitt O, Steil D, Koopmans B, Cinchetti
M and Aeschlimann M 2012 Temperature Dependence of Laser-Induced Demagnetization in Ni: A Key for Identifying the Underlying Mechanism Phys. Rev.
X 2, 021006
49. Kimling J, Kimling J, Wilson R B, Hebler B, Albrecht M and Cahill D G 2014
Ultrafast demagnetization of FePt:Cu thin films and the role of magnetic heat
capacity Phys. Rev. B 90, 224408
50. Koopmans B 2003 Laser-induced magnetization dynamics in Spin Dynamics in
Confined Magnetic Structures II, B. Hillebrands, K. Ounadjela (Eds.), Topics
Appl. Phys. 87 253, Springer-Verlag Berlin Heidelberg
51. Shen B G, Sun J R, Hu F X, Zhang H W and Cheng Z H 2009 Recent Progress
in Exploring Magnetocaloric Materials, Adv. Mat. 21, 4545
52. Kuiper K C, Roth T, Schellekens A J, Schmitt O, Koopmans B, Cinchetti M
and Aeschlimann M 2014 Spin-orbit enhanced demagnetization rate in Co/Ptmultilayers Appl. Phys. Lett. 105, 202402
53. Gunther S, Spezzani C, Ciprian R, Grazioli C, Ressel B, Coreno M, Poletto L,
Miotti P, Sacchi M, Panaccione G, Uhlir V, Fullerton E E, De Ninno G and
Back Ch H 2014 Testing spin-flip scattering as a possible mechanism of ultrafast

130

demagnetization in ordered magnetic alloys, Phys. Rev. B 90, 180407(R)
54. Mendil J, Nieves P, Chubykalo-Fesenko O, Walowski J, Santos T, Pisana S
and Munzenberg M 2014 Resolving the role of femtosecond heated electrons in
ultrafast spin dynamics, Sci. Reports 4, 3980
55. Mueller B Y, Baral A, Vollmar S, Cinchetti M, Aeschlimann M, Schneider
H C and Rethfeld B 2013 Feedback Effect during Ultrafast Demagnetization
Dynamics in Ferromagnets, Phys. Rev. Lett. 111, 167204
56. Turgut E, Zusin D, Legut D, Carva K, Knut R, Shaw J M, Chen C, Tao Z,
Nembach H T, Silva T J, Mathias S, Aeschlimann M, Oppeneer P M, Kapteyn
H C, Murnane M M and Grychtol P 2016 Stoner versus Heisenberg: Ultrafast
exchange reduction and magnon generation during laser-induced demagnetization Phys. Rev. B 94, 220408(R)
57. Eich S, Plotzing M, Rollinger M, Emmerich S, Adam R, Chen C, Kapteyn H C,
Murnane M M, Plucinski L, Steil D, Stadtmuller B, Cinchetti M, Aeschlimann
M, Schneider C M and Mathias S 2017 Band structure evolution during the
ultrafast ferromagnetic-paramagnetic phase transition in cobalt Sci. Adv. 3
e1602094
58. B. Koopmans, G. Malinowski, F. Dalla Longa, D. Steiauf, M. Fahnle, T. Roth,

131

M. Cinchetti, and M. Aeschlimann, Explaining the paradoxical diversity of ultrafast laser-induced demagnetization, Nat Mater. 9, 259 (2010).
59. A. Fognini, T. U. Michlmayr, A. Vaterlaus, and Y. Acremann, Laser-induced
ultrafast spin current pulses: a thermodynamic approach, J Phys Condens Matter 29, 214002 (2017).
60. J. Gorchon, Y. Yang, and J. Bokor, Model for multishot all-thermal all-optical
switching in ferromagnets, Phys Rev B 94, 020409(R) (2016).
61. R. F. L. Evans, W. J. Fan, P. Chureemart, T. A. Ostler, M. O. A. Ellis, and
R. W. Chantrell, Atomistic spin model simulations of magnetic nanomaterials,
J. Phys.: Condens. Matter 26, 103202 (2014).
62. U. Atxitia, P. Nieves, and O. Chubykalo-Fesenko, Landau-Lifshitz-Bloch equation for ferrimagnetic materials, Phys Rev B 86, 104414 (2012).
63. R. F. L. Evans, D. Hinzke, U. Atxitia, U. Nowak, R. W. Chantrell, and
O. Chubykalo-Fesenko, Stochastic form of the Landau-Lifshitz-Bloch equation,
Phys. Rev. B 85, 014433 (2012).
64. S. Goharshenasanesfahani, and S. Smadici Magnetic entropy dynamics in ultrafast demagnetization, J. Phys.: Condens. Matter 33, 035802 (2020).

132

65. K. C. Kuiper, T. Roth, A. J. Schellekens, O. Schmitt, B. Koopmans, M.
Cinchetti, and M. Aeschlimann Spin-orbit enhanced demagnetization rate in
Co/Pt-multilayers Appl. Phys. Lett. 105, 202402 (2014).
66. S. Gunther, C. Spezzani, R. Ciprian, C. Grazioli, B. Ressel, M. Coreno, L.
Poletto, P. Miotti, M. Sacchi, G. Panaccione, V. Uhlir, E. E. Fullerton, G. De
Ninno, and Ch. H. Back Testing spin-flip scattering as a possible mechanism
of ultrafast demagnetization in ordered magnetic alloys, Phys. Rev. B 90,
180407(R) (2014).
67. J. Mendil, P. Nieves, O. Chubykalo-Fesenko, J. Walowski, T. Santos, S. Pisana,
and M. Munzenberg Resolving the role of femtosecond heated electrons in ultrafast spin dynamics, Sci. Reports 4, 3980 (2014).
68. A. Berger, S. Knappmann, and H. P. Oepen Susceptibilities in ultrathin cobalt
films, Journal of Applied Physics 75, 5598 (1994).
69. K. Fritsch, Optimization of magnetic susceptibility measurements on ultrathin
films, McMaster University (2008).

133

CURRICULUM VITAE

NAME:

Sahar Goharshenasanesfahani

ADDRESS:

Department of Physics and Astronomy
Art and Natural Science
University of Louisville
132 Eastern Parkway
Louisville, KY 40292

DOB:

Louisville, Kentucky - December 6, 2021

EDUCATION
& TRAINING:

B.S., Physics
University of Isfahan
Isfahan, Iran
2004 - 2008
M.S., physics
University of Zanjan
Zanjan, Iran
2008 - 2010
M.S., Physics
University of Louisville
louisville, kentucky
2016 - 2018
Ph.D., Physics
University of Louisville
louisville, kentucky
2018 - 2021

PUBLICATIONS: Goharshenasanesfahani, S., and Smadici, S. (2019), ”Delay
modulation with a glass chopper in pump-probe experiments,” Rev. Sci. Instrum..

134

Goharshenasanesfahani, S., and Smadici, S. (2020), ”Magnetic entropy dynamics in ultrafast demagnetization,”
J. Phys.: Condens. Matter.
Goharshenasanesfahani, S., and Smadici, S. (Submitted),
”Magnetic entropy relaxation at different equilibrium
temperatures”.

135

