In this paper, we show how to construct examples of closed manifolds with explicitly computed irrational, even transcendental L 2 Betti numbers, defined via the universal covering.
Abstract
In this paper, we show how to construct examples of closed manifolds with explicitly computed irrational, even transcendental L 2 Betti numbers, defined via the universal covering.
We show that every non-negative real number shows up as an L 2 -Betti number of some covering of a compact manifold, and that many computable real numbers appear as an L 2 -Betti number of a universal covering of a compact manifold (with a precise meaning of computable given below).
In algebraic terms, for many given computable real numbers (in particular for many transcendental numbers) we show how to construct a finitely presented group and an element in the integral group ring such that the L 2 -dimension of the kernel is the given number. We follow the method pioneered by Austin [2] but refine it to get very explicit calculations which make the above statements possible.
Introduction
In 1974, Atiyah defined L 2 -Betti numbers for covering spaces of closed manifolds [1] . A priori these Betti numbers are real and Atiyah asked at the end of his paper to find examples where they are irrational. The question remained open and the fact that these L 2 -Betti numbers may always be rational, and even integral for torsion free groups, has become known as the "Atiyah conjecture". Under conditions on the torsion in the group, more refined conjectures have been formulated and popularized as the "strong Atiyah conjectures", [11, Chapter 10] , [4, Definition 1.1], which are satisfied for many groups.
Let us observe that the discussion is concerned with two slightly different cases:
• Atiyah from the very beginning studied arbitrary normal coverings of a compact manifold M . The resulting values for the L 2 -Betti numbers may be very different depending on which covering of M they are associated with.
• The most important special case, often exclusively considered in later work, uses the universal covering of the manifold M . This way, one defines invariants depending only on M : these are the invariants typically meant by the L 2 -Betti numbers of M .
The L 2 -Betti numbers are homotopy invariants of the underlying manifold M . It follows from this that, when considering only the universal covering, i.e. the L 2 -Betti numbers, there is in total only a countable set of possible values.
However, a given space can have uncountably many different normal coverings (corresponding to the normal subgroups of the fundamental group) so that the set of possible L 2 -Betti numbers of normal coverings of compact manifolds a priori could well be uncountable.
In a recent paper [2] , Tim Austin showed that the set of L 2 Betti numbers associated to all possible normal coverings of compact manifolds is uncountable, and in particular contains irrational (and even transcendental) values.
In the present paper, we show how to construct examples of closed manifolds with explicitly given irrational (and transcendental) L 2 -Betti numbers for their universal coverings. As explained below, we follow closely the techniques developed by Austin in [2] , with refinements which allow us to make explicit dimension calculations. Explicit calculations (and to some extend the basis of all these developments) have been carried out previously in [3, 7, 6] , which already lead to unexpected values of L 2 -Betti numbers, not however to any which one could prove to be irrational.
The problem at hand has a well known purely algebraic reformulation. The aim is to produce a finitely presented group G and an element Q in the group algebra Z[G] such that dim G (ker(Q)), the von Neumann dimension of the kernel of this operator acting on l 2 (G) is irrational. Then there is a standard construction to obtain a closed 7-dimensional manifold M with the fundamental group isomorphic to G and whose third L 2 Betti number (computed using the universal covering) is equal to the dim G (ker(Q)) [11, Lemma 10.5] and [6, Proposition 6 and Theorem 7] .
If, instead of starting with a finitely presented group one only starts with a finitely generated group G, the standard construction will result in a manifold M with normal covering M (which is not necessarily the universal covering) such that the third L 2 -Betti number for this covering is equal to dim G (ker(Q)). Actually, we construct a group G which is not finitely presented but admits a recursive presentation and thus embeds into a finitely presented group H by Higman's theorem [8] . For a suitable element Q ∈ Q[G] we prove that dim G (ker(Q)) is transcendental. Clearing denominators, we can achieve that Q ∈ Z[G] without changing its kernel. Finally, it is a standard fact that the dimension of the kernel does not change if we let Q act on l 2 (H), compare e.g. [14, Proposition 3.1] .
The group G will be of the form
where V is a suitable Γ-invariant subspace of Z ⊕Γ 2 . For Γ, we will choose either the free group on two generators F 2 (as in [2] ) or Z ≀ Z.
The main result of [2] is to construct an uncountable family of groups G i of the form above and operators Q i ∈ Q[G i ] such that the numbers dim Gi (ker(Q i )) are all mutually different. It seems hard to prove that among those groups for which dim Gi (ker(Q i )) is irrational are recursively presented groups, as their existence is only inferred from a counting argument.
The new approach of this paper consists of considering different operators Q for which one can explicitly compute dim G (ker(Q)). We are able to explicitly produce a recursively presented group for which dim G (ker(Q)) is transcendental.
Namely, for any set of natural numbers I = {0, n k } ⊂ N (listed in increasing order 0 < n 1 < n 2 < . . . ) we construct a group G I as above whose presentation is determined by the set I together with
where β 1 and β 2 are some explicit rational numbers and d is a natural number.
We prove that G I has a recursive presentation (and therefore embeds into a finitely presented group) if (and only if) I is recursively enumerable. It is now immediate to choose a recursively enumerable set I which leads to an irrational or even transcendental L 2 -dimensions, e.g. by asking it to satisfy the Liouville condition. Recall that a real number x is a Liouville number if for any positive integer n, there exist integers p and q with q > 1 and such that 0 < x − p q < 1 q n . Liouville [10] showed that such numbers are transcendental.
Let us also stress the fact that we obtain these L 2 -Betti numbers for solvable groups (this is the reason why we use the group Γ = Z ≀ Z), answering a question of [2] . Note that for torsion-free solvable groups the Atiyah conjecture is known [9, Theorem 1.3] .
Using the explicit form of these L 2 -dimensions of kernels for the operators we obtain, we can construct out of these for each real number r ≥ 0 a group G r (in general not recursively presented) and A r ∈ M n (Z[G r ]) with dim(ker(A r )) = r. This relies on explicit knowledge of how the kernel looks like under the operations we employ.
We will discuss possible extensions of the result which can be obtained with the same method. In particular, with suitable modifications and additional effort one could produce many examples of A ∈ M n (Z[G]) as above with explicit knowledge of the full spectral measure (as in [3, 7] ). This spectral measure would be atomic and many of the L 2 -dimensional of the eigenspaces would be transcendental.
We also discuss more about the question which L 2 -Betti numbers can (by modifications of the construction) be obtained using finitely presented groups.
Lukasz Grabowski [5] has independently and simultaneously, using an approach which implements Turing machines directly in the integral group ring of a suitable recursively presented group, arrived at results similar to ours.
For simplicity we sometimes denote s(χ) :
and by T s the translation operator given by
Checking the definitions, we observe the covariant relation
The revised operators
We want to construct certain operators in the rational group ring
. They will be taken to be of the form
where F s : Z Γ 2 → Q will depend only on finitely many coordinates around the origin e. The operator A is self-adjoint as shown in [2, Lemma 3.1].
The essential difference with the operators of [2] is that the function F s will recognize a very specific family of paths that we call "hooks" and which substitute the paths "with no small horizontal doglegs" of [ for some g ∈ Γ and n, m ∈ {1, . . . , ∞}. If n < ∞ then gs −n 2 is called the left endpoint of P . We call n the length of the left leg and m the length of the right leg.
We call a path P (finite or not) a vertical segment if
for some n, m ∈ Z.
If h, hs 2 ∈ P , but hs
/ ∈ P we call h a lower endpoint of the hook or vertical segment P . If P is a hook and h is additionally the left endpoint, then h is called left lower endpoint.
We denote by B(g, k) the ball of radius k around g ∈ Γ in Cay(Γ, S).
We say that χ is 1-good if for some hook P in Cay(Γ, S) containing e, its restriction χ |B(e,1) to B(e, 1) equals 1 on P and 0 outside. We say that χ is locally good if χ is 1-good and s(χ) is 1-good for every s ∈ χ −1 (1) ∩ B(e, 1). We say that χ is interior good if χ is locally good and χ −1 (1) ∩ B(e, 1) = 3. We say that χ is a good end if χ is locally good and e is a lower endpoint of the hook P above. This happens exactly if χ −1 (1) ∩ B(e, 1) = 2.
We now introduce 
2 χ is interior good (i.e. the path extends two more steps) and G s2 (χ) = 0 otherwise.
(a) (case where in one direction the path goes bad): if for s ∈ {s 
the path doesn't extend in this direction) then
G s (χ) = 0. Write {s −1 2 , t} = {s, s ′ }, then G s ′ (χ) = 0 if s ′ −1 χ is not interior good, and G s ′ (χ) =
Remark.
(1) In other words: we only "move along the path", with weight 2 if one is in an interior situation or arrives at or from a good end point (with some extension of the path in all directions). We use weight 1 2 if we move to or from a point which is next to a bad point (again the path has to extend a bit in the other direction).
(2) Our definition of F s involves 1-neighborhoods rather than 10-neighborhoods.
This will make calculations later easier, in particular if Γ is not the free group. In the framework of [2] one can economize and can reduce the size of the neighborhoods, albeit not to 1.
(3) We emphasize that our definition of F s makes the operators A follow the hook itself, rather than its 1-neighborhoods (this convenient simplification will be made precise in a subsequent section).
Decomposition of V ⊥ into invariant subsets
This section follows pretty much [2, Section 3.2], with slight modifications that we indicate now.
Having this definition, and since our notations essentially coincide, we can obtain a partition of Z Γ 2 by simply copying that of [2, Section 3] . Namely, we obtain first a disjoint Borel partition
Here C 0 is the set of χ such that F s (χ) and F s −1 (s −1 χ) are both zero for all generators s. If χ / ∈ C 0 then in particular χ is 1-good, i.e. χ −1 (1) ∩ B(e, 1) contains a piece of a path containing e.
The other sets C i,j are now determined according to the fate of two walkers starting at the origin and moving in opposite directions along this path starting at e. Indeed, for this description we identify χ with the subset χ −1 (1) of Γ. Each walker will have as path a (possibly infinite) hook or vertical segment R ′ , starting at e.
We have three possible disjoint ending scenarios i, j ∈ {1, 2, ∞} for each walker:
(∞) the walker never reaches a good or a bad neighborhood, and continues her path forever;
(1) the walker reaches a good neighborhood and ends up at a lower end point of a hook;
(2) the walker reaches a bad neighborhood and stops walking. In this case we let P ′ ⊂ R ′ be the path that the given walker follows up to distance 1 of her stopping point.
Furthermore, in case (1) we set P ′ := R ′ to be the path followed by our given walker. Finally, we set R to be the union of the two hooks R ′ of the two walkers, and similarly we define R. Note that these are hooks or vertical segments and that the 1-neighborhood of each endpoint of P (if it exists) determines the ending scenario at that endpoint.
Next, we refine further and partition C i,j for i, j < ∞ according to triples (P, R, ψ), with fate i and j respectively, where we assume that i ≤ j. Note that R here is finite since i, j < ∞) and ψ : B(R, 1) → Z 2 is the characteristic function of the 1-neighborhood of the path R in χ. Note that these have to take the value 1 on R and 0 on all points outside R except for B(R \ P, 1). Let Ω i,j be the set of all such triples and set
We obtain:
By intersection with V ⊥ this leads to a Borel partition of V ⊥ and therefore to an orthogonal decomposition of L 2 (V ⊥ ). Depending on V ⊥ , several summands will vanish.
Later, the pile-up of eigenspaces is organised according to the following equivalence relations on triples (P, R, ψ):
4.3 Definition. Two triples (P 1 , R 1 , ψ 1 ) and (P 2 , R 2 , ψ 2 ) are said to be translation equivalent if there exists a g ∈ Γ such that P 2 = gP 1 , R 2 = gR 1 and ψ 2 (gh) = ψ 1 (h) for all h ∈ B(R 1 , 1).
Equivalence classes in Ω i,j are finite (since R is finite and contains e) and we denote them by C ∈ Ω i,j / ∼. Moreover, note that if e ∈ P then the set of g ∈ Γ which translates (P, R, ψ) to a translation equivalent pair are exactly the g ∈ P with g −1 ∈ P .
Unitary equivalence
We obtain the decomposition
where the notation is close to the one in [2, Section 3], namely:
More precisely, we should have written C i,j ∩ V ⊥ , and we think of the characteristic function 1 Ci,j as a bounded measurable function on V ⊥ , thus acting by left multiplication on L 2 (V ⊥ ) and also by twisted left multiplication on
For notational convenience, we have omitted reference to V here.
Note that, because
Its von Neumann dimension is given by the measure of the subset C P,R,ψ :
Corresponding statements apply to the other subspaces. 
the one with e as the (left) lower endpoint of P ; "left" if P is a hook (and not a vertical segment). Then we have a unitary equivalence of Hilbert
where l is the length of the path P and (i, j) is the ending scenario of (P, R, ψ).
Proof. The proof is essentially the same as for the corresponding statement [2, Proposition 3.12]. First observe that for g ∈ Γ the operator T g −1 (which is a Hilbert-Z
This implies that A, because of its shape, maps a vector in H (P,R,ψ) indeed to a linear combination of vectors in H (sP,sR,sψ) for the generators s. However, inspection of the functions G s in Proposition 3.5 or Remark 3.6 shows that a nonzero contribution is obtained only if s ∈ P . Consequently, H C for C ∈ Ω i,j / ∼ is A-invariant. Moreover, inspection of 3.5 further shows that A maps one summand to the other (up to identification with the unitary T g ) exactly with the weights as described by A l,i,j ; details of the argument follow exactly as in [2, Proposition 3.12], using 3.5 or 3.6.
Moreover, Proposition 3.5 also shows that the operator is zero on
Note also that A |H0 = 0.
The finite dimensional models
We will concentrate now on the particular eigenvalue −2.
6.1 Lemma. The value −2 is an eigenvalue for A l,1,1 acting on l 2 (V l,1,1 ) only for l ≡ 1(3) and the eigenspace is one dimensional in this case.
The value −2 is never an eigenvalue for A l,i,2 for l ∈ N and i ∈ {1, 2}.
Proof. We first study the kernel for the l × (l + 1)-matrix 
The kernel of A l,i,j is non-trivial if and only if this vector is also mapped to zero by the last row of A l,i,j , which is simply the condition
If i = j = 1, i.e. α = β = 2, this is satisfied if and only if l ≡ 1 (mod 3). However, if α = 
whenever both C(ψ 1 ) and
We also remark that if
Given a finite subset F ⊂ Γ and a subgroup Λ ⊂ Γ, we define a left invariant subgroup V F,Λ of Z ⊕Γ 2 in the following way:
where 1 F is the characteristic function of the set F . Setting χ(F ) := v∈F χ(v), we have
7.4 Definition. Let E, F be subsets of Γ and Λ ≤ Γ be a subgroup. We say that E has the extension property relative to (F, Λ) if for any ψ : E → Z 2 , then
implies the existence of χ ∈ V ⊥ F,Λ such that χ |E = ψ. In other words, if the obvious set of conditions on ψ is satisfied on E, then ψ extends to an element of V ⊥ F,Λ . Given E, F, Λ, Γ as in Definition 7.4, we let Ω F,E be the set Ω F,E := {gF ⊂ E, g ∈ Γ}.
We denote by Ω F,E /Λ the set of classes of the equivalence relation ∼ Λ on Ω E given by right multiplication by Λ on Γ, namely:
The following is a generalization of [2, Corollary 5.9] with the same proof.
7.6 Lemma. Let E, F be finite subsets of Γ and Λ ≤ Γ be a subgroup. Assume that E has the extension property relative to (F, Λ). Then
Proof. Since E has the extension property relative to (F, Λ), the subset
The latter is the orthogonal of the finite dimensional subspace
and its dimension equals 
where K is the number of equivalence classes of subsets gE of B(R, 1) (g ∈ Γ), with gF ∼ gtF for t ∈ Γ.
Extension lemma
We need a sufficiently general condition for deciding when a set E has the extension property relative to (F, Λ). The following criterion is an analog of [2, Lemma 5.5].
8.1 Lemma. Suppose that s 1 is of infinite order, F ⊂ {s Proof. Let B n be an increasing sequence of subsets of Γ such that B 0 = B and such that B n+1 is obtained from B n by adding an element at distance 1 from B n , B n+1 is horizontally connected and the union of B n is Γ. We construct a sequence of functions χ n such that χ 0 = φ and χ n+1 | Bn+1 = χ n and the condition (7.5) is true with E = B n . This implies the existence of the extension. Of course it suffices to give a construction of χ 1 .
Suppose that we add to B one element h to get B 1 = B ∪ {h} and we want to construct χ 1 . If gF ⊂ B 1 h ∈ gF then by horizontal connectivity of B and the special shape of F the element h is an end-point of F .
Then, again by horizontal connectivity of B it is not possible that h ∈ g ′ F for some other g ′ with g ′ F ⊂ B 1 . If there is e = t ∈ Λ such that also gtF ⊂ B 1 then necessarily gtF ⊂ B and by (7.5) χ 1 (h) is imposed by
We only need to show that this is independent of the choice of t. Indeed, if for t, t ′ ∈ Λ both gtF, gt ′ F ⊂ B then, as t ′ t −1 ∈ Λ and because B satisfies condition (7.5), χ(gtF ) = χ(gt ′ F ). If no pair gF, gtF as considered above exist, we can choose χ 1 (h) at will, e.g. χ 1 (h) := 0, as no additional condition has to be satisfied for (7.5) to hold for E = B 1 .
9 Subgroups V I and the effect on the eigenspaces As before, we consider a group Γ generated by s 1 , s 2 , but from now on we will mostly concentrate on the case of the free group or of Z ≀ Z.
, ∀g ∈ Γ, t ∈ Λ} as in Definition (7.3). Finally, we specialize to F l = {s 
Lemma. For
the elements t n are the free generators of a free abelian subgroup, contained in the kernel of the obvious projection to Z = s 2 .
Proof. This is part of the structure theory of the wreath product: the base Z ⊕Z is a free abelian group with generators s
for n ∈ Z. The group s 2 = Z acts on the base by the obvious permutation of the basis elements, the semidirect product is Z ≀ Z. Then xt = y for x = y ∈ P and t ∈ Λ I exactly if t = t k for some generator t k with k ∈ I such that k ≤ n and k ≤ m, x = gs
Proof. Obviously, the t k , x, y we have given satisfy all the conditions. Since Z≀Z is a quotient of the free group s 1 , s 2 , it suffices to show that the conditions are necessary in Z ≀ Z. Now, if x, y ∈ P satisfy x −1 y ∈ Λ I , then in particular x −1 y is contained in the base group of the wreath product. First, this means the projection to s 2 has to be the trivial element, i.e. the s 2 -exponent in the words x, y have to be equal. As the base group is free abelian on generators s Proof. By a normal form argument, we know that whenever gF l ⊂ B(R, 1) then g ∈ R. By Lemma 8.1 we only have to check that, whenever xF l and yF l for x, y ∈ R are equivalent, then ψ(xF l ) = ψ(yF l ). By Proposition 9.4 (and normal form in Γ), if xF l and yF l are equivalent then |xF l ∩ B(R, 1)| = 1 = |yF l ∩ B(R, 1)|: the intersection would have different cardinality only if x (or y) was part of the "bend" of the hook, i.e. xs 1 or xs −1 1 ∈ R, but then x is only equivalent to itself. Finally ψ(xF l ) ≡ |xF l ∩ B(R, 1)| (mod 2), therefore ψ(xF l ) = ψ(yF l ) and the proposition follows. Proof. Because of Proposition 9.5 and Lemma 8.1, we can directly apply Corollary 7.7. By normal form, we know that inside B(R, 1) there are no relations and that |R| = n + m + 2, hence |B(R, 1)| = 3(n + m + 2) + 2. Moreover, by Propositions 9.5 and 9.4, the correction term K is exactly as given. (D g ) = 0.
Proof. Given g ∈ Γ and an integer N ≥ 0 set
By Lemma 7.6, we have
and it follows from the last assertion of Proposition 9.5 that K N ≤ N . Since
−2N for all N ≥ 1 and the lemma follows.
Thus, we get the following analog of [2, Prop. 5.8].
Corollary. Keeping the notations above, we have
(C ∞,∞ ) = 0.
In particular,
Proof. Indeed,
so we may apply Lemma 9.8. The second assertion is a direct consequence of the corresponding version of (5.2).
9.10 Remark. Lemma 9.8 and its corollary above can be extended to almost arbitrary subgroups V F,Λ , where F ⊂ Γ is a finite subset, Λ ≤ Γ is a subgroup as in Section 7, and a large choice of prescriptions on infinite sets E ⊂ Γ having the extension property with respect to (F, Λ). For instance it is enough to have that |F | ≥ 2 and that the subsets gF (g ∈ Γ) which are included in E are pairwise disjoint (as the proof of Lemma 9.8 shows).
Explicit calculation of the von Neumann dimension of the eigenspace
We continue with the situation of Section 9. We deal only with the eigenvalue −2 for A and we set Q = A + 2.
10.1 Theorem. Fix I := {2, n 1 , n 2 , . . . } ⊂ N with n 0 := 2 < n 1 < n 2 < . . . and such that n k ≡ 2 (mod 3) ∀k. Choose Γ = Z ≀ Z or Γ free on two generators and set
Here, d = 6 and β 1 and β 2 are explicitly given rational numbers, compare (10.4) .
In particular, these numbers show up as L 2 -Betti numbers of normal coverings of compact manifolds with covering group G I .
Proof. We use Proposition 5.3 to decompose A. By Corollary 9.9 and Lemma 6.1 the only contributions to the eigenvalue −2 are obtained on H C if C ∈ Ω 1,1 / ∼ if the length of the associated hook R is congruent 1 modulo 3, and the L 2 -dimension of the eigenspace is then
where R is the hook, ψ is the characteristic function of the hook in its 1-neighborhood and l 1 , l 2 are the lengths of the left and right leg of the hook, respectively. Note that the length of the hook is l 1 + l 2 + 1, so we get a contribution exactly if l 1 + l 2 is divisible by 3. Write I = {n 1 , n 2 , . . . } with n 1 < n 2 < . . . . We have to add the summand (10.2) for each 1 ≤ l 1 , l 2 with l 1 + l 2 divisible by 3 (each such corresponding to one class of hook passing through e). To facilitate the effect of |I ∩ {1, . . . , min{l 1 , l 2 }}|, we choose the disjoint decomposition of the (
We obtain (with convention
Recall that all n k are congruent 2 modulo 3. We distinguish the cases l 1 = 3r 1 + r with r = 0, 1, 2 (and l 2 = 3r 2 + 2 − r to get l 1 + l 2 ≡ 0 (mod 3)) and obtain finally for the sum over U k
Substituting this in (10.3) we get
11 Arbitrary real numbers as L 2 -Betti numbers for normal coverings
Our main point about the explicit formulas for L 2 -Betti numbers is two-fold: on the one hand, we want to show that every positive real number is an L 2 -Betti number. This is the goal of the current section.
Secondly, we want to show that we get transcendental L 2 -Betti numbers for universal coverings, which translates algebraically that we have to use finitely presented groups. This will be done in the last sections. Now we show how, starting from the L 2 -Betti numbers we explicitly obtain in Theorem 10.1, one can construct (again explicitly) more groups and elements in their group rings to finally get the following theorems.
11.1 Theorem. For every real number r ≥ 0 their is a finitely generated group Γ r , an l ∈ N and a r ∈ M l (ZΓ r ) such that dim Γr (ker(a r )) = r.
Moreover, from a dyadic expansion r = λ j 2 j with λ j ∈ {0, 1} we get (in principle) and "explicit" description of Γ r and a r .
Moreover, there is a compact manifold M with a normal coveringM (with covering group Γ r ) such that
To prove this from the previous constructions, we review a couple of constructions for which we can control the L 2 -Betti numbers in terms of L 2 -Betti numbers of the ingredients.
11.2 Lemma. Let Γ 1 , Γ 2 be two groups, l 1 , l 2 ∈ N and a j ∈ M lj (Z[Γ j ]) for j = 1, 2. Form the "block sum"
where we tacitly identify Γ j with its image in Γ := Γ 1 × Γ 2 and identify a j with its image under the induced map. Then dim Γ (ker(a)) = dim Γ1 (ker(a 1 )) + dim Γ2 (ker(a 2 ) ).
Proof. This is well known and essentially clear. First of all, by the induction principle (e.g. [14, Proposition 3.1]), dim Γ (ker(a j )) = dim Γj (ker(a j )) for j = 1, 2, where we think of a j either as living over
Secondly, the kernel of a (as block sum) is the direct sum of the kernels of a 1 and of a 2 (in l 2 (Γ) l1+l2 ). As the von Neumann dimension is additive for direct sums, the assertion follows.
Assume that a 1 and a 2 are non-negative (if necessary, replace them by a * j a j ). Form the "tensor sum"
Proof. This lemma is also well known and follows from the fact that in this situation ker(a) = ker(a 1 ) ⊗ ker(a 2 ). A detailed argument for a special case can be found in the proof of [3, Theorem 4.1] . For the sake of completeness, let us give a more explicit proof here. If p j is the orthogonal projection onto ker(a j ) for j = 1, 2 (considered as matrices over N Γ, induced up from N Γ j ), we claim that in this situation p := p 1 ⊗ p 2 is the projection onto the kernel of a. As (a 1 ⊗ id + id ⊗a 2 )(p 1 ⊗ p 2 ) = 0, the image of p is contained in the kernel of a.
is an orthogonal decomposition of 1 − p. On the image of (1 − p 1 ) ⊗ p 2 , which is equal to im(1 − p 1 ) ⊗ im(p 2 ), a coincides with a 1 ⊗ id which is > 0 there.
On the image of (1−p 1 )⊗(1−p 2 ) which coincides with im(1−p 1 )⊗im(1−p 2 ), a coincides with a 1 ⊗ id + id ⊗a 2 , and both summands are > 0. Altogether, on the complement of im(p) a > 0 and therefore ker(a) = im(p).
Finally, we have to compute the Γ-trace of p. Let e 1 , . . . , e l1 be the standard basis vectors of l 2 (Γ 1 ) l1 and f 1 , . . . , f l2 be the standard basis vectors of
l2 (the characteristic function of the neutral element in the corresponding component).
Then
..,l1; j=1,...,l2 will be the standard basis for
This proves the claim. (2) U is additively closed: if r, s ∈ U then also r + s ∈ U ; (3) there are rational numbers a, q ∈ Q ≥0 , q > 0 and d ∈ N such that for every increasing sequence 0 ≤ n 1 < n 2 < . . . the number a + q
Proof. Choose m ∈ N such that b := 2 dm−1 q > a is a multiple of q. Adding the rational number b − a and multiplying with the rational number 2q −1 we see that all real numbers of the form
Replacing d by D := dm and using only sequences where each n k is a multiple of m, and multiplying with suitable powers of 2, we see that all real numbers of the form 6) belong to U . Because U is closed under multiplication with non-negative rational numbers it suffices to show that U contains some non-empty open interval.
Moreover, because U is additively closed and closed under multiplication with powers of 2, it suffices to show that U contains every real number of the form
since an arbitrary real number between 0 and 1 is a sum of at most D multiples (by 2 k with 0 ≤ k < d) of numbers of the form (11.7). Fix therefore I ⊂ N. We now describe 2 D−1 numbers of the form (11.6) with sum equal to r.
Instead of writing down the formulas, we describe the digits of these numbers in dyadic expansion. Note that the relevant feature of any number of the form (11.6) is that the consecutive digits occur at places which are multiples of D (as is true for r), but each new digit shifted one further "to the left".
The first D−3 , of our numbers to be constructed. We continue this construction inductively until we arrive at 2 D−1 digits which are not to be shifted at all. Then we cyclically continue this pattern inductively.
The result are by construction the 2 D−1 numbers, each of the form (11.6), which therefore belong to U and which add up to r.
As explained above, this implies the assertion. Proof. By a standard reduction, it suffices that for every r ∈ R ≥0 there is a finitely generated group Γ, d ∈ N and A ∈ M n (ZΓ) such that dim Γ (ker(A)) = r.
However, the main result of this paper asserts that for I = {2, n 1 , n 2 , . . . } with n 0 = 2 < n 1 < n 2 < . . . all congruent 2 modulo 3 and for a certain
there is a finitely generated Γ r and a r ∈ Z[Γ r ] such that dim Γr (ker(a r )) = r. Using in addition Lemmas 11.2 and 11.3 the set of von Neumann dimensions of kernels satisfies the assumptions of Proposition 11.4. The corollary follows.
Structure of the groups G I
To show that there are also universal coverings with transcendental L 2 -Betti numbers -equivalently matrices over the group ring of a finitely presented group with transcendental L 2 -dimension of the kernel, we have to analyze the groups used in 10.1 more precisely.
Recall that, starting with Γ = s 1 , s 2 either free or Γ = Z ≀ Z and given a subset I ⊂ N, fixing F l = {s −1
1 , e, s 1 }, in 9.1 we have groups
generated by the elements of the form h∈F l (δ h − δ th ), t ∈ Λ I , so as Z 2 -vector space it is generated by elements of the form
The following lemma will be useful:
12.1 Lemma. The subgroup V F l ,I is generated as Z 2 [Γ]-module by the elements w g := h∈F l (δ h − δ gh ) with g = t n , n ∈ I. Assume moreover that s 1 has infinite order in Γ. 1 ] there is a 1 = t ∈ Λ I such that for some
Proof. By definition, V F l ,I is generated by the w g with g ∈ Λ I . However,
As Λ I by definition is generated by {t n | n ∈ I}, the first assertion follows.
The third statement is a direct consequence of the second, as the support of w g intersects exactly two cosets: s 1 and g s 1 .
The assertion of the second statement concerning the length of the support intervals (being always ≥ 3) follows by considering the possible cancellations of the left-and right-most element.
The rest of the second statement is proved by induction on the number of summands in
The statement is trivial if the sum is empty. Assume the statement is correct for x ′ and form x = x ′ + gw t with t ∈ Λ I , g ∈ Γ. The statement for x follows directly from the one for x ′ except if one or several of gs Proof. Assume that I is recursively enumerable. Using Lemma 12.1, a presentation of G I is given by the generating set s 1 , s 2 , τ =: δ e with the following relations:
• τ 2 = 1
• g −1 τ g =: δ g commutes with h −1 τ h =: δ h for each g, h ∈ Γ.
• x∈F l δ gx δ gtnx is trivial for each n ∈ I and each g ∈ Γ.
recursive subset I ⊂ N. Consequently, these are precisely the L 2 -Betti numbers obtained with groups which have a solvable word problem.
13.5 Remark. The construction we have described here allows for many modifications. Essentially, we can make an operator A which accepts local patterns in the Cayley graph of Γ. One interesting modification would be to only accept 1-neighborhoods of hooks with a thickened neighborhood of the ends.
Then one could replace in the definition of the quotient groups the set F l by a slightly large set F = {e, s 1 , s It is then easy to see that, using recursively presented groups, we can get all numbers ∞ k=1 2 −n k with I = {n 1 < n 2 < . . . } recursively enumerable. Consequently, these numbers are also obtained as L 2 -Betti numbers of universal coverings of compact manifolds.
13.6 Remark. We can go even one step further with our modifications and instead of hooks with two vertical legs work with hooks with left leg vertical as before, but right leg horizontal {g, gs 1 , . . . , gs for n ∈ I. At least if Γ is free, this subgroup is free one these generators and has appropriate properties corresponding to those of Λ I we used above. At least if Γ is free, the extension lemma works for the cross F (use the proof of [2, Lemma 5.5]). We can then arrange the local patterns at the two ends (which are locally different: one is horizontal, the other vertical) to differ for those which contribute to the eigenvalue −2 in such a way that extension is not possible. It follows that, instead of an identification which increases the weight of the contribution to the spectrum, those paths where both legs have length n k ∈ I do not contribute at all.
Carrying out the calculations, we obtain for I recursively enumerable an 
