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Abstract
A necessary and sufficient condition for an open irredundant set of vertices of a graph to be maximal is obtained. This result
is used to show that the smallest cardinality amongst the maximal open irredundant sets in an n-vertex isolate-free graph with
maximum degree ∆ is at least n(3∆− 1)/(2∆3 − 5∆2 + 8∆− 1) for ∆ ≥ 5, n/8 for ∆ = 4 and 2n/11 for ∆ = 3. The bounds
are the best possible.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let G = (V, E) be a simple graph and u ∈ X ⊆ V . The open neighbourhood of u consists of all vertices
adjacent to u and is denoted by N (u), while the closed neighbourhood of u is N [u] = N (u)∪ {u}. The open (closed)
neighbourhood of X is N (X) = ∪u∈X N (u) (N [X ] = ∪u∈X N [u]). We sometimes write NG(u), NG[u], etc. to
emphasise the graph under consideration. The vertex u is called an X -self private neighbour (abbreviated X -spn) if u
is isolated in the subgraph G[X ] of G induced by X , and t ∈ V − X is an X -external private neighbour (X -epn) of u
if N (t)∩ X = {u}. The set of all X -epn of u is denoted epn(u, X). It is well-known that X is an irredundant set if for
each u ∈ X , u is an X -spn or u has at least one X -epn. Alternatively, X is irredundant if for each u ∈ X,
N [u] − N [X − {u}] 6= ∅. (1)
Since each neighbourhood in (1) is closed, such an X has also been called CC-irredundant [2].
Irredundance is the property which makes a dominating set minimal. This fact, together with applications, has
stimulated many authors to contribute to an intriguing theory of irredundant sets (see [12]). In particular a practical
condition for maximality of an irredundant set was given in [4] and it was shown in [5] that the smallest cardinality
of a maximal irredundant set (the parameter ir(G)) in an n-vertex graph with maximum degree ∆, is at least 2n3∆ . The
extremal graphs for this inequality were also characterised.
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It is the purpose of this work to establish analogous results for open irredundance, which was introduced in [8] and
applied to broadcast networks. The set X is open irredundant if each u ∈ X has at least one X -epn. Equivalently, X
is open irredundant if for each u ∈ X ,
N (u)− N [X − {u}] = epn(u, X) 6= ∅. (2)
Since the neighbourhoods in (2) are open and closed, such sets have also been called OC-irredundant in [2,10].
For the sake of brevity, open irredundant sets will be referred to as oir-sets.
Let oir(G) and OIR(G) denote the smallest and largest cardinalities amongst the maximal open irredundant set
of G. Various inequalities relating these parameters to the domination number and CC-irredundant parameters were
established in [8,9,13]. In [1] it was shown that any isolate-free graph has an open irredundant minimum dominating
set. For a tree T , a bound for OIR(T ) in terms of n and ∆ was established in [6] and an algorithm for computing
OIR(T ) was presented in [7].
In Section 2 we obtain a necessary and sufficient condition for an open irredundant set to be maximal. This
condition is used in Sections 3 and 4 to establish the bounds.
oir(G) ≥

(3∆− 1)n
2∆3 − 5∆2 + 8∆− 1 for ∆ ≥ 5
n
8
for ∆ = 4
2n
11
for ∆ = 3,
where G is an isolate-free n-vertex graph with maximum degree ∆. (Observe that oir(G)n can be arbitrarily small if
isolates are permitted.) The bounds are the best possible and the extremal graphs are given in Section 5. The case
∆ = 1 is trivial (oir(G) = n2 ) and if ∆ = 2, then each component of G is a path or a cycle and it is easy to see that
oir(G) ≥ n3 .
The concepts of CC- and OC-irredundance have been embedded in larger classes of irredundance models in [2,3,
10,11].
2. Maximal open irredundance
We first establish a necessary and sufficient condition for an oir-set to be maximal. Recall that X ⊆ V is an oir-set
if for all u ∈ X ,
N (u)− N [X − {u}] = epn (u, X) 6= ∅.
The following result is obvious, its proof is omitted.
Lemma 1. Let X ⊆ V, u ∈ X and v ∈ V − X. Then
(i) epn (v, X ∪ {v}) = N (v)− N [X ], and
(ii) epn (u, X ∪ {v}) = epn (u, X)− N [v] .
Our next proposition characterises the maximality of oir-sets.
Proposition 2. Let X be an oir-set of G and R = V − N [X ]. Then X is a maximal oir-set if and only if
for each v ∈ N (R) there exists uv ∈ X such that epn (uv, X) ⊆ N [v] . (3)
Proof. Suppose X is a maximal oir-set and let v ∈ N (R). Then v is adjacent to some r ∈ R. By maximality, X ∪ {v}
is not an oir-set. Now, by Lemma 1(i), r ∈ N (v) − N [X ] which implies that epn (v, X ∪ {v}) 6= ∅. Hence for some
uv ∈ X, epn (uv, X ∪ {v}) = ∅. By Lemma 1(ii), epn (uv, X) ⊆ N [v] as required.
Conversely, suppose that condition (3) holds and let v ∈ V − X . If v 6∈ N (R), then N (v) ⊆ N [X ] and so, by
Lemma 1(i), epn (v, X ∪ {v}) = ∅ and X ∪ {v} is not an oir-set. If v ∈ N (R), then by (3), epn (uv, X) ⊆ N [v]
for some uv ∈ X . By Lemma 1(ii), epn (uv, X ∪ {v}) = ∅. Again X ∪ {v} is not an oir-set and so X is a maximal
oir-set. 
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In view of Proposition 2 we make additional definitions.
If ∅ 6= epn (u, X) ⊆ N [v], where u ∈ X and v ∈ V − X , we say u is annihilated by v, and v annihilates u (or v
is an annihilator of u), written v → u. Further, if u is the only vertex of X which is annihilated by v we write v ∗→ u.
3. Preliminary results
Let H∆ be the set of all isolate-free graphs with maximum degree ∆ ≥ 3. We will consider pairs (G, X), where
X is a maximal oir-set of a graph G ∈ H∆. Define
λ(G, X) = |X ||V | .
Partition V into X ∪ B ∪ C ∪ R (disjoint union), where
B =
⋃
u∈X
epn (u, X) , |B| = b
C = {u ∈ V − X : |N (u) ∩ X | ≥ 2} , |C | = c
Ĉ = {u ∈ C : u is an annihilator} , |Ĉ | = ĉ
R = V − N [X ] , |R| = r.
When we require additional maximal oir-sets, such as X ′′ and X∗, we define partitions X ′′∪ B ′′∪C ′′∪ R′′ (disjoint
union) and X∗ ∪ B∗ ∪ C∗ ∪ R∗ (disjoint union) analogously.
Let |X | = x . For each u ∈ X , let Bu = epn (u, X). For i = 1, 2 . . . ,∆, let X i = {u ∈ X : |Bu | = i},
|X i | = xi , Yi = ∪u∈X i Bu and |Yi | = yi . Note that yi = i xi .
Finally let k =
⌊
∆+1
2
⌋
and define X =⋃ki=2 X i and Y =⋃ki=2 Yi .
We now define fifteen properties that the pair (G, X) may possess.
P1. X is independent and each v ∈ X has degree ∆.
P2. The sets R and C are independent.
P3. Each vertex in R is adjacent to exactly one vertex in B ∪ C.
P4. For each annihilator v ∈ B ∪ C, deg (v) = ∆.
P5. For vi ∈ Bui , where i = 1, 2 and v1 6= v2 (possibly u1 = u2), v1v2 ∈ E(G) if and only if
v1 ∈ N (R) and v1 ∗→ u2, or v2 ∈ N (R) and v2 ∗→ u1. (4)
P6. For each v ∈ Bu and w ∈ C, vw ∈ E(G) if and only if
w ∈ N (R) and w ∗→ u. (5)
P7. If u ∈ X is annihilated by v ∈ B ∪ C , then each w ∈ Bu is an annihilator.
P8. Each w ∈ B is an annihilator.
P9. If w ∈ Yi where i ≥ 2, then |N (w) ∩ R| ≥ ∆−12 .
P10. If u ∈ X and w ∈ N (Bu) ∩ B, then w ∗→ u.
P11. For i = 1, 2 let vi ∈ Bui where ui ∈ X , v1 6= v2 (possibly u1 = u2). Then v1v2 ∈ E if and only if
(a) for all w ∈ Bu1 , N (w) ∩ Y = Bu2 − {w}
and (b) for all w ∈ Bu2 , N (w) ∩ Y = Bu1 − {w} .
P12. Let u, v ∈ X and w ∈ Bu . If w → v, then u = v.
P13. Let w ∈ Bu where u ∈ X . Then w → u or w annihilates a vertex of X1.
P14. Each u ∈ X satisfies one of the following:
(a) u is annihilated by exactly ∆+12 vertices of (B ∪ C)− Y1
(b) u is annihilated only by vertices of Y1
(c) u ∈ X2 and u is annihilated only by vertices of Bu
P15. If w ∈ C and w → u, then u ∈ X1 ∪ X .
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Fig. 1. A pair (G, X ) with∆ = 3.
For each i = 1, 2, . . . , 15, define the parameter δi of G by
δi (G, X) =
{
1 if (G, X) has property Pi
0 otherwise.
The remainder of the proof of the lower bound for oir/n has two principal parts. Firstly, lemmas will show that for
each pair (G, X) there exists a pair (G ′, X ′) satisfying
δi (G
′, X ′) = 1 for i = 1, 2, . . . , 9 and i = 11, 12, . . . , 15 (6)
and
λ(G ′, X ′) ≤ λ(G, X).
It will then be sufficient to establish the lower bound for graphs G ∈ H∆ with a smallest maximal oir-set X such
that (G, X) satisfies (6). This second part of the argument is achieved in Theorem 1.
Lemma 3. For each i = 1, 2, . . . , 10, if δ j (G, X) = 1 for each j = 1, 2, . . . , i − 1, then there exists a pair
(
G ′, X ′
)
satisfying δ j
(
G ′, X ′
) = 1 for each j = 1, 2, . . . , i and λ(G ′, X ′) ≤ λ(G, X). Moreover equality in this latter
inequality is possible only if G ′ is a spanning subgraph of G.
Proof. In this proof we repeatedly form a pair, say (G ′, X ′), from a pair (G, X). The fact that X ′ is a maximal oir-set
of G ′ will follow from the properties of (G, X) and an application of Proposition 2 in the form:
The oir-set X ′ is maximal if and only if each v ∈ N (R′) annihilates some vertex of X ′.
1. Suppose that δ1(G, X) = 0. Form G∗ from G by deleting all edges of G [X ]. Let G ′ be the graph obtained from
two disjoint copies of G∗ by joining, for every v ∈ X with degG∗ (v) = ∆ − j ( j > 0), j new vertices to both
copies of v in G∗. Now X ′, the union of the two copies of X is an oir-set of G ′ and the new vertices are in C ′.
Each vertex of NG ′
(
R′
)
is an annihilator so X ′ is a maximal oir-set of G ′ satisfying λ(G ′, X ′) < λ(G, X) and
δ(G ′, X ′) = 1. An example of this process is shown in Figs. 1 and 2.
2. Suppose δ1(G, X) = 1 and δ2(G, X) = 0. Let v1v2 ∈ E (G), where v1, v2 ∈ R or v1, v2 ∈ C ; define
G ′′ = G − v1v2. Note that G ′′ is a spanning subgraph of G. Then δ1
(
G ′′
) = 1, hence∆(G ′′) = ∆. If vi ∈ R, then
vi ∈ NG (R) and hence, by Proposition 2, degG (vi ) ≥ 2, hence degG ′′ (vi ) ≥ 1, for i = 1, 2, and so G ′′ ∈ H∆.
If vi ∈ C , for i = 1, 2, then obviously G ′′ ∈ H∆. Now X ′′ = X is an oir-set of G ′′ and is maximal since
NG ′′
(
R′′
) ⊆ NG (R). Hence, λ(G ′′, X ′′) = λ (G, X). By repeating the process for other (possible) edges in R or
C , we obtain a spanning subgraph G ′ of G with the desired properties.
3. Suppose δ1(G, X) = δ2(G, X) = 1 and δ3(G, X) = 0. Since R is independent and G is isolate-free, each
vertex in R is adjacent to at least one vertex in B ∪ C . Suppose v ∈ R is adjacent to distinct u, u′ ∈ B ∪ C .
Construct G ′′ by deleting vu′ and joining u′ to a new vertex in R. Now X ′′ = X is a maximal oir-set of G ′′ and
λ
(
G ′′, X ′′
)
< λ(G, X). Repetition of the construction (if necessary) yields
(
G ′, X ′
)
with δi
(
G ′, X ′
) = 1, for
i = 1, 2, 3.
The result of this procedure when applied to the pair shown in Fig. 2 is given in Fig. 3.
4. Suppose that δi (G, X) = 1, for i = 1, 2, 3, and δ4(G, X) = 0. Let deg (v) = ∆ − j, j > 0, for some annihilator
v ∈ B ∪ C . Form G ′′ by joining v to j new vertices and let X ′′ = X . The new vertices are in R′′. The set X ′′ is
a maximal oir-set in G ′′ with λ(G ′′, X ′′) < λ(G, X). Repeat this construction, if necessary, for other vertices in
B ∪ C to obtain (G ′, X ′) with the desired properties.
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Fig. 2. The pair (G′, X ′) formed from (G, X ) in Fig. 1 using the procedure described in 1.We note that λ(G′, X ′) < λ(G, X) and δ1
(
G′, X ′
) = 1.
Fig. 3. The pair (G′, X ′) formed from the pair shown in Fig. 2 using the procedure described in 3.
Fig. 4. The pair (G′, X ′) formed from the pair shown in Fig. 3 using the procedure described in 4.
In Fig. 4, we show the result of the application of this procedure to the pair given in Fig. 3.
5. Suppose that δi (G, X) = 1, for i = 1, 2, 3, 4, and δ5(G, X) = 0. If condition (4) is satisfied, then v1v2 ∈ E (by
definition of annihilation). Therefore, suppose that v1v2 ∈ E but (4) is violated. Let G ′′ be the graph obtained from
G by deleting v1v2, and if vi is an annihilator in G ′′, joining vi to a new vertex. Define X ′′ = X . Note that any new
vertex is in R′′.
Since the two conditions (v1 ∈ N (R) and v1 ∗→ u2) and (v2 ∈ N (R) and v2 ∗→ u1) are both false,
X ′′ is a maximal oir-set of G ′′ and λ
(
G ′′, X ′′
) ≤ λ (G, X) ,
with equality only if G ′′ is a spanning subgraph of G. A pair
(
G ′, X ′
)
with the desired properties is obtained by
repeating the construction.
6. Suppose that δi (G, X) = 1, for i = 1, 2, . . . , 5, and δ6(G, X) = 0. If (5) holds then vw ∈ E (by the definition
of annihilation). Let v ∈ Bu, w ∈ C, vw ∈ E and (5) be violated. Form G ′′ from G by deleting vw, and if w
(respectively v) is an annihilator in G ′′, by joiningw (respectively v) to a new vertex. Let X ′′ = X and note that any
new vertex (if it exists) is in R′′. Since (5) is false, X ′′ is a maximal oir-set of G ′′ satisfying λ
(
G ′′, X ′′
) ≤ λ(G, X)
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Fig. 5. The pair (G∗, X∗) formed in the process of making (G′, X ′) from the pair shown in Fig. 4, using the procedure found in 8. This pair has
δi
(
G∗, X∗
) = 1, for i = 2, 3, . . . , 8.
with equality only if G ′′ is a spanning subgraph of G. Repetition of this construction produces the required pair(
G ′, X ′
)
.
7. Suppose that δi (G, X) = 1, for i = 1, 2, . . . , 6, and δ7 (G) = 0. If Bu = {b}, then b → u. Hence, suppose that
|Bu | ≥ 2, w ∈ Bu is not an annihilator, and v → u. Let
Dw = {s ∈ N (w) ∩ (B ∪ C)|s is an annihilator} .
By Proposition 2, w 6∈ N (R) and v ∈ Dw. Form G∗ from G as follows:
(i) For each s ∈ Dw, join s to a new vertex. Observe that at least one vertex has been added since v ∈ Dw.
(ii) Delete w.
Since w 6∈ NG(R), G∗ has no isolates and since we added at least one vertex in the formation of G∗, G∗ has
at least n vertices. The graph G∗ has maximum degree ∆ (since G has property P4 and v is an annihilator) and so
G∗ ∈ H∆. Each vertex of X∗ = X has an X∗-epn in G∗, NG∗ (R∗) = NG (R) ∪ Dw and each annihilator in G is
also an annihilator in G∗. Also by definition, each member of D∗w = Dw annihilates some vertex of X in G and,
hence, some vertex of X∗ in G∗. We conclude that X∗ is a maximal oir-set of G∗ and λ (G∗, X∗) ≤ λ(G, X). It is
easy to check that (G∗, X∗) satisfies P2, P3, P5, P6. From (i) in the construction of G∗, it follows that (G∗, X∗)
also satisfies P4. Repeat this process as necessary to construct
(
G ′′, X ′′
)
, which satisfies δi
(
G ′′, X ′′
) = 1, for
i = 2, 3, . . . , 7. As in 1, construct (G ′, X ′) from two disjoint copies of (G ′′, X ′′) as follows. If for u ∈ X ′′ = X∗,
degG ′′(u) = ∆− j , join j new vertices to each copy of u in G ′.
Let X ′ be the union of the two copies of X ′′ in G ′. It is evident that G ′ ∈ H∆, δi
(
G ′, X ′
) = 1, for
i = 1, 2, . . . , 7, and λ (G ′, X ′) < λ (G ′′, X ′′) ≤ λ(G, X), as desired.
8. The example given in Figs. 1–4 will continue at the end of 8. In Fig. 5, the procedures outlined here to obtain (G∗,
X∗) are applied to the graph and oir-set shown in Fig. 4 (which has properties P1–P7, but not P8).
Suppose δi (G, X) = 1, for i = 1, 2, . . . , 7, and δ8(G, X) = 0. Then the set
W = {u ∈ X |there is a w ∈ Bu which is not an annihilator}
is non-empty. Let u ∈ W . Then there is a wu ∈ Bu which is not an annihilator and ∆ ≥ |Bu | = mu ≥ 2. By P7,
u is not annihilated. Therefore, by P5 and P6, deg (wu) = 1. Suppose lu ≥ 0 vertices vu1, vu2, . . . , vulu in Bu are
annihilators. By P4, deg
(
vu j
) = ∆ for each j = 1, 2, . . . , lu , and each vu j is adjacent to at least one vertex in B;
say vu j is adjacent to su j vertices in B ∪ C. Since u is not annihilated, these su j vertices belong to B − Bu (by P5
and P6). By P4,
∣∣N (v j ) ∩ R∣∣ = ∆− s j − 1.
We first construct a set of pairs
(
Gi , X i
)
for i = 1, 2, . . . ,∆. The graph G1 is formed from G by processing
each u ∈ W as follows:
(i) Delete all vertices of (Bu − {wu}) and all vertices of ⋃luj=1 (N (vu j ) ∩ R). Observe that by P4, (mu − 1) +∑lu
j=1
(
∆− su j − 1
)
vertices have been deleted.
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(ii) For each j = 1, 2, . . . , lu and each z ∈ N
(
vu j
) ∩ B, join z to a new vertex. Observe that∑luj=1 su j vertices
have been added.
Define X1 = X . Using P5, P7 and the fact that u is not annihilated in (G, X), we conclude that each vertex
of N (R1) is an annihilator for
(
G1, X1
)
, i.e. X1 is a maximal oir-set of G1. Let u1 and wu1 be the vertices of G1
corresponding to u and wu , respectively, and note that degG1 (u1) = ∆− (mu − 1).
For each i = 2, 3, . . . ,∆, let Gi be obtained from G by joining the vertex wui , which corresponds to wu , to
∆− 2 new vertices and let X i = X.
Next form the pair (G∗, X∗), where G∗ is obtained from G1,G2, . . . ,G∆ by joining wui to wu1 , for each
i = 2, 3, . . . ,∆, and X∗ = ⋃∆i=1 X i . Each vertex of NG∗ (R∗) is an annihilator for (G∗, X∗) ; in particular, each
wui = 1, 2, . . . ,∆ annihilates u1. Thus, X∗ is a maximal oir-set of G∗.
Now G∗ ∈ H∆, |X∗| = ∆x and the number of vertices in V (G∗) is
∆n +
∑
u∈W
[
lu∑
j=1
su j + (∆− 1) (∆− 2)−
lu∑
j=1
(
∆− su j − 1
)− (mu − 1)]
= ∆n +
∑
u∈W
[
(∆− 1) (∆− 2)− (mu − 1)− lu (∆− 1)+ 2
lu∑
j=1
su j
]
≥ ∆n +
∑
u∈W
[(∆− lu − 1) (∆− 3)]
≥ ∆n since lu ≤ ∆− 1,∆ ≥ 3.
Hence, λ (G∗, X∗) ≤ λ(G, X). The construction of G∗ ensures that δi (G∗) = 1, for i = 2, 3, . . . , 7.
Now form (as in 1) G ′′ by joining mu − 1 new vertices to u1 in each of the two copies of G∗ (for every u ∈ W )
and let X ′′ be the union of the two copies of X∗.
Repeating this process, as necessary (at most ∆ times), you obtain the required pair (G ′, X ′).
9. Let δi (G, X) = 1, for i = 1, 2, . . . , 8, and δ9(G, X) = 0. Suppose that w ∈ Bu , where u ∈ X i for i ≥ 2 and
|N (w) ∩ R| < ∆−12 . By P4 and P8, w has at least ∆2 neighbours in B ∪ C . Form G ′′′ from G by
(i) deleting all vertices in {w} ∪ (N (w) ∩ R) and
(ii) for each v ∈ N (w) ∩ (B ∪ C), joining v to a new vertex.
Note that∣∣V (G ′′′)∣∣ = n − (1+ |N (w) ∩ R|)+ |N (w) ∩ (B ∪ C)|
≥ n −
(
1+ ∆− 2
2
)
+ ∆
2
≥ n.
Define X ′′′ = X . Then X ′′′ is a maximal oir-set of G ′′′, and λ (G ′′′, X ′′′) ≤ λ(G, X). Repeat this process as
necessary to form
(
G ′′, X ′′
)
, which satisfies δi (G ′′, X ′′) = 1, for i = 2, 3, . . . , 9. Form
(
G ′, X ′
)
from
(
G ′′, X ′′
)
as in 1 and notice that λ
(
G ′, X ′
)
< λ
(
G ′′, X ′′
)
.
10. For this procedure the pair (G, X) shown in Fig. 6 (which has properties P1–P9, but not P10) is transformed as is
described below and the result is shown in Fig. 7. Note that this is a new example.
Let δi (G, X) = 1, for i = 1, 2, . . . , 9, and δ10(G, X) = 0. The set
W =
{
u ∈ X | for some w ∈ N (Bu) ∩ B, w ∗→ u is false
}
is non-empty. Suppose u ∈ W , v ∈ Bu, w ∈ B, vw ∈ E (G) and
(
w
∗→ u
)
is false. By P8, w → z (where z 6= u).
Construct G∗ from disjoint copies G1 and G2 of G, as follows. The vertex sets corresponding to X in Gi will
be denoted by X i , while the copies of u, v, w,C, R, etc. in Gi will be denoted by ui , vi , wi ,Ci , Ri , etc. This
notation will also be used in subsequent lemmas. For each u ∈ W , perform the following three operations:
(i) Join u2 to each vertex of Bu1 − {v1} and delete all edges between u1 and Bu1 − {v1} .
(ii) By definition of X , 2 |Bu | ≤ ∆+ 1. Hence, |Bu | − 1 ≤ ∆− |Bu | = |NG (u) ∩ C | .
Choose D ⊆ NG2 (u2) ∩ C2 of cardinality |Bu | − 1.
Join u1 to each vertex of D and delete all edges between u2 and D.
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Fig. 6. An example pair (G, X ) with the vertices u, v, w and z as described in 10 identified.
Fig. 7. The pair (G′, X ′) formed from the pair shown in Fig. 6 using the procedure described in 10.
(iii) By P8, P4 and P9,
|N (v) ∩ (B ∪ C)| ≤ |N (v) ∩ R| ,
so we may choose R′ ⊆ NG1 (v1) ∩ R1 of cardinality |N (v) ∩ (B ∪ C)| − 1.
Join v1 to each vertex of NG2 (v2)∩(B2 ∪ C2). Delete each edge between v2 and NG2 (v2)∩(B2 ∪ C2)−{w2}.
Join v2 to each of R′. Delete each edge between v1 and R′.
Now G∗ ∈ H∆. Let X∗ = X1 ∪ X2. Any vertex (except possibly v2) which annihilated u2 in
(
G2, X2
)
, now
annihilates u1 in (G∗, X∗) .
Form G∗∗ from G∗ by (performing for each u ∈ W ): deleting edges v1w1, v2w2, adding the edge v1v2 and
joining each of w1, w2 to a new vertex. Now v2 → v1 and for i = 1, 2, wi → zi in (G∗∗, X∗), so that X∗ is a
maximal oir-set of G∗∗.
Construct G ′′ from G∗∗ by edge deletion and vertex addition (if necessary) as in 5 and 6 and let X ′′ = X∗. It
is easy to check that
(
G ′′, X ′′
)
satisfies P1, P2, . . . , P9 and λ
(
G ′′, X ′′
)
< λ(G, X). Since
∣∣B ′′u2 ∣∣ > |Bu |, repeated
application of this process (if necessary) yields
(
G ′, X ′
)
with the desired properties. 
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Fig. 8. An example pair (G, X ) with a choice for the set {u, v, w} as described in the proof of Lemma 5.
Lemma 4. If δi (G, X) = 1, for i = 1, 2, . . . , 10, then δ11(G, X) = 1.
Proof. (a) Let v1v2 ∈ E . From hypothesis and P10, it follows that v1 ∗→ u2. Suppose there exists w ∈ Bu1 satisfying
wv3 ∈ E , where v3 ∈ Bu3 and u3 ∈ X . By P10, v3 ∗→ u1, which implies v1v3 ∈ E . Again by P10, v1 ∗→ u3. Hence,
u2 = u3 as asserted.
The proof of (b) is similar and the converse is obvious. 
Lemma 5. Let δi (G, X) = 1, for i = 1, 2, . . . , 11. Then there exists
(
G ′, X ′
)
, with δi
(
G ′, X ′
) = 1 for i =
1, 2, . . . , 8, 9, 11, 12 (note that 10 is not present), and λ
(
G ′, X ′
) ≤ λ (G, X), with equality only if (G ′, X ′) = (G, X).
In the proof of this Lemma a pair (G ′, X ′) is formed from the pair (G, X) using the same techniques used in
the proof of Lemma 3, however, it may be possible that the new pair, (G ′, X ′) may not satisfy property P10. This
is demonstrated by the graph/set pair (G, X) in Fig. 8 (which has properties P1–P11). After the application of the
transformation described in the proof of Lemma 5, the resulting graph/set pair shown in Fig. 9, does not have P10
(since v1 ∈ X ) and w1 ∈ N
(
Bv1
) ∩ B, and w1 → u1.
Proof. Suppose that δ12(G, X) = 0. Then, using P10 and P11, there exists a non-empty set W of disjoint vertex
subsets {u, v, w} of G, each of which satisfies:
{u, v} ⊆ X , w ∈ Bu and w → v,
each vertex of Bu (respectively Bv) annihilates v (respectively u),
no vertex of Bu (respectively Bv) annihilates u (respectively v)
and if {u, v, w} and {u′, v′, w′} are in W , there are no edges
between the sets (Bu ∪ Bv) and (Bu′ ∪ Bv′) .
For {u, v, w} ∈ W define
Au = {y ∈ B ∪ C |y → u} ,
Av = {y ∈ B ∪ C |y → v} ,
andA = Au ∪ Av(disjoint union by P6 and P10).
We form G∗ from two copies G1,G2 of G. For each {u, v, w} ∈ W perform the following constructions (i)–(v) for
j = 1 and j = 2 and then for each {u, v, w} perform constructions (vi) and (vii).
(i) Delete all edges between
(
Bu j ∪ Bv j
)
and
(
B j ∪ C j
)
.
(ii) For each z ∈ Bu j −
{
w j
}
(respectively z ∈ Bv j ) join z to |Au | − 1 (respectively |Av| − 1) new vertices.
(iii) Since u ∈ X , |N (w) ∩ R| ≥ ∆−12 (P9). Now, in G, w 9 u (P10), hence, by considering edges incident in G
with w and using P4, P8, we obtain |Au | + |N (w) ∩ R| + 1 ≤ ∆, which gives |Au | ≤ ∆−12 . A similar argument
shows that |Av| ≤ ∆−12 and so for j = 1 and j = 2, |Av| ≤
∣∣N (w j ) ∩ R j ∣∣. This facilitates the construction:
Delete |Av| vertices from N
(
w j
) ∩ R j .
(iv) Join v j to each vertex of Bu j −
{
w j
}
and delete all edges from u j to Bu j −
{
w j
}
.
(v) Join w j to each vertex of A j .
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Fig. 9. The pair (G′, X ′) which satisfies P1–P9, P11 and P12, but not P10.
(vi) Let D be a subset of NG (v)∩C with cardinality |Bu |−1. Such a D was shown to exist in the proof of Lemma 3,
11(ii).
Delete all edges from v1 to D1 (respectively v2 to D2) and join u2 to each vertex of D1 (respectively, u1 to
each vertex of D2).
(vii) Join each z ∈ A1 ∪ A2 − Bu1 − Bu2 − Bv1 − Bv2 to a new vertex.
Using the properties of (G, X), definition of W and Proposition 2, it is easy to check that G∗ ∈ H∆ and
X∗ = X1 ∪ X2 is a maximal oir-set of G∗. The difference n(G∗)− 2n(G) is given by∑
{u,v,w}∈W
2 [(|Bu | − 1)(|Au | − 1)+ (|Bv|)(|Av| − 1)− |Av| + |A| − |Bu | − |Bv|]
=
∑
{u,v,w}∈W
2 [|Bu‖Au | − 2|Bu | + |Bv‖Av| − 2|Bv| + 1]
=
∑
{u,v,w}∈W
2 [|Bu |(|Au | − 2)+ |Bv|(|Av| − 2)+ 1] ≥ 2|W |.
Hence λ (G∗, X∗) < λ (G, X) . Now form (G ′, X ′) from (G∗, X∗) using the constructions of 4, 5 and 6 in the proof
of Lemma 3. Then
(
G ′, X ′
)
has the desired properties. 
Lemma 6. If δi (G, X) = 1, for i = 1, 2, . . . , 9, 11, 12, then δ13(G, X) = 1.
Proof. Suppose that w ∈ Bu , where u ∈ X . By P8, w annihilates some v ∈ X . By P9, u ∈ X1 ∪ X and so by P12,
v ∈ X1 or v = u. 
Lemma 7. Let δi (G, X) = 1, for i = 1, 2, . . . , 9, 11, 12, 13. Then there exists
(
G ′, X ′
)
with δi
(
G ′, X ′
) = 1, for
i = 1, 2, . . . , 9, 11, 12, 13, 14 and λ (G ′, X ′) ≤ λ (G, X), with equality only if (G ′, X ′) = (G, X).
Proof. Suppose that δ14(G, X) = 0. Then there exists a non-empty set Q ⊆ X such that for each u ∈ Q, (a)–(c) of
P14 are all false. For u ∈ Q and w ∈ Bu , P13 asserts that w → u or w annihilates a vertex of X1. For u ∈ Q, define
Au = {v ∈ (B ∪ C)− Y1|v → u} .
We form G∗ from two copies G1 and G2 of G by processing each u ∈ Q as detailed below. There are different
cases which depend on properties of u.
Case 1. w → u.
By P11 each vertex of Bu annihilates u.
(i) For j = 1, 2, delete all edges from Bu j to
(
B j ∪ C j
)
.
(ii) For each v ∈ (Bu1 ∪ Bu2)− {w1}, join v to |Au | − 2 new vertices.
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(iii) By P9, |N (w) ∩ R| ≥
⌈
∆−1
2
⌉
=
⌊
∆
2
⌋
, and since P14(a) is false, |Au | < ∆+12 , which implies |Au | ≤
⌊
∆
2
⌋
.
Hence, |Au | ≤ |N (w) ∩ R|, which allows the construction: delete |Au | vertices from NG1 (w1) ∩ R1.
(iv) Join u2 to each vertex of
(
Bu1 − {w1}
)
. Delete each edge from u1 to
(
Bu1 − {w1}
)
.
(v) Let D be a subset of NG2 (u2)∩C2 of cardinality |Bu | − 1. Join u1 to each vertex of D and delete all edges from
u2 to D.
(vi) Join w1 to each vertex of
(
Au1 ∪ Au2
)− {w1} .
(vii) Since P14(c) is false, if u ∈ X2 ∩ Q, then Au − Bu 6= ∅. Hence, |Au | ≥ 3 and the following construction adds at
least two new vertices.
If u ∈ Q ∩ X2, then for each v ∈ Au − Bu and j = 1, 2, join v j to a new vertex.
We show that the change pu in the number of vertices due to the processing of each u ∈ Q is positive:
If u ∈ X i ∩ Q, where i ≥ 3, then
pu = (2i − 1) (|Au | − 2)− |Au | .
Since each v ∈ Bu annihilates u, |Au | ≥ i and so
pu ≥ 2i (i − 3)+ 2 ≥ 2.
If u ∈ X2 ∩ Q, then
pu = 3 (|Au | − 2)− |Au | + 2 (|Au | − |Bu |)
= 4 |Au | − 10 ≥ 2.
Case 2. w 9 u. By P11, no vertex of Bu annihilates u and so by P13 each vertex of Bu annihilates a vertex of X1.
(i) For j = 1, 2, delete all edges between Bu j and
(
B j ∪ C j
)− Y1 j (Y1 j is the copy of Y1 in G j ).
(ii) Join each v ∈ (Bu1 − {w1}) ∪ Bu2 to |Au | new vertices.
(iii) Delete |Au | − 1 vertices from NG1 (w1) ∩ R1.
(iv), (v) and (vi): same as Case 1.
(vii) Delete an edge from w1 to Y1.
The net increase in vertices by processing u is given by
pu = (2i − 1) |Au | − (|Au | − 1)
= 2 (i − 1) |Au | + 1 ≥ 1.
Using the hypothesis and Proposition 2, it is easily verified that X∗ = X1 ∪ X2 is a maximal oir-set of G∗. The
bounds for pu show that λ (G∗, X∗) < λ(G, X). The pair (G∗, X∗) satisfies P1, P2, and P3. Form
(
G ′, X ′
)
by
following constructions 4, 5 and 6 of Lemma 6.3. This pair has the required properties. 
Lemma 8. Let δi (G, X) = 1, for i = 1, 2, . . . , 9, 11, 12, 13, 14. Then there exists
(
G ′, X ′
)
with δi
(
G ′, X ′
) = 1, for
i = 1, 2, . . . , 9, 11, 12, . . . , 15 and λ (G ′, X ′) ≤ λ(G, X), with equality only if (G ′, X ′) = (G, X).
Proof. Suppose that δ15(G, X) = 0. Then there exists w ∈ Ĉ and u ∈ X −
(
X1 ∪ X
) = ⋃∆k+1 X i such that w → u.
Form G ′′ ∈ H∆ from G as follows:
(i) Delete each vertex of N (w) ∩ R.
(ii) Join each vertex of N (w) ∩ B to a new vertex.
(iii) Delete all edges from w to B.
By P2 and P4,
|N (w) ∩ R| + |N (w) ∩ X | + |N (w) ∩ B| ≤ ∆.
Noting that |N (w) ∩ X | ≥ 2, we obtain
− |N (w) ∩ R| ≥ |N (w) ∩ B| + 2−∆.
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Therefore,
n
(
G ′′
)− n (G) ≥ 2 |N (w) ∩ B| + 2−∆
≥ 2
(⌊
∆+ 1
2
⌋
+ 1
)
−∆+ 2 > 0. (7)
By Proposition 2, X ′′ = X is a maximal oir-set of G ′′ and (7) shows that λ (G ′′, X ′′) < λ(G, X). It is easily checked
that
(
G ′′, X ′′
)
satisfies P1, P2, . . . , P9 and (since u 6∈ X ) P11, P12, P13, P14. Repeated application of this process (if
necessary) yields
(
G ′, X ′
)
with the desired properties. 
Because of the above lemmas, it is sufficient to establish the lower bounds for any pairs having properties P1, P2,
. . . , P9, P11, P12, . . . , P15. Henceforth, (G, X) will denote a pair with these properties.
4. A lower bound for oir(G)
We need a definition and further lemmas.
Recall that k =
⌊
∆+1
2
⌋
. For i = 2, 3, . . . , k, define
Zi =
{
u ∈ X i
∣∣∣∣∆+ 12 vertices of (B ∪ C)− Y1 annihilate u
}
.
For all other values of i (i.e. i = 1, k + 1, k + 2, . . . ,∆), let
Zi = ∅.
Lemma 9. If u ∈ Zi and w ∈ Bu , then w → u.
Proof. The hypothesis implies that i ∈ {2, 3, . . . , k}. Let Au = {v|v → u}. By the definition of annihilation,
Au ⊆ N [w]− R. (8)
Using (8), P4, P8 and P9 we obtain
∆+ 1
2
= |Au | ≤ |N [w]− R| = ∆− |N [w] ∩ R| ≤ ∆−
(
∆− 1
2
)
= ∆+ 1
2
.
Therefore, each inequality among these relations is an equality and so |Au | = |N [w]− R|. By (8), w ∈ N [w]− R =
Au as required. 
Lemma 10. If w ∈ Ĉ ∪
(⋃∆
i=3
⋃
u∈X i−Zi Bu
)
, then w annihilates exactly one vertex.
Proof. If w ∈ Ĉ , then the result follows directly from P6. Hence, we consider w ∈ Bu , where u ∈ X i − Zi for i ≥ 3.
By P8, w annihilates at least one vertex, so suppose, contrary to the statement, that w annihilates distinct vertices u1
and u2. For j = 1, 2, let v j ∈ Bu j . Then for j = 1, 2, v jw ∈ E and since w ∗→ u j is false, P5 asserts that
v j
∗→ u. (9)
There are now two cases depending on the value of i.
Case 1. 3 ≤ i ≤ k.
Now u ∈ X , P14(a) is false because u 6∈ Zi and P14(c) is false since i ≥ 3. Therefore, P14(b) holds, i.e. u is only
annihilated by vertices of Y1. By (9) v1 ∈ Y1 and so u1 ∈ X1. Hence, v1 annihilates both u and u1, contrary to (9).
Case 2. k + 1 ≤ i ≤ ∆.
By P15 (respectively P9) no vertex of Ĉ (respectively B − Y1) annihilates u. Hence, u is only annihilated by
vertices of Y1 and we contradict (9), as in Case 1. 
For the pair (G, X), let H = G [B ∪ C]. The next result gives a lower bound for η, the degree sum of H . Let
|Zi | = zi , for i = 1, 2, . . . , k.
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Lemma 11.
η ≥ 2x2 + 2̂c + 2
∆∑
i=3
i xi + (∆− 3) z2 +
∆∑
i=3
(
∆i − i2 −∆− 1
)
zi .
Proof. We partition B ∪ Ĉ into four sets W1,W2,W3, Y1, where:
W1 =
⋃
v∈X2−Z2
Bv,
W2 =
k⋃
i=2
⋃
v∈Zi
Bv,
W3 =
(
∆⋃
i=3
⋃
v∈X i−Zi
Bv
)
∪ Ĉ,
and
Y1 =
⋃
u∈X1
Bu .
For w ∈ W1 ∪W2 ∪W3, let η (w) = degH (w)+ |NH (w) ∩ Y1| .We will find, for each i = 1, 2, 3, a lower bound for
ηi =∑w∈Wi η (w). Then∑3i=1 ηi will give the required bound for η.
Case 1. w ∈ W1.
Let w ∈ Bu , where u ∈ X2 − Z2. By P8, degH (w) ≥ 1 and so
η1 ≥ |W1| = 2 (x2 − z2) . (10)
Case 2. w ∈ W2.
Let w ∈ Bv , where v ∈ Zi for 2 ≤ i ≤ k. By Lemma 9, w → v. By definition of Zi , w is adjacent to the ∆−12
other vertices which annihilate v. Hence,
η2 ≥
∆∑
i=2
∑
v∈Zi
(
∆− 1
2
)
i =
∆∑
i=2
(
∆− 1
2
)
i zi . (11)
Case 3. w ∈ W3.
By P8, P9, P15 and Lemma 10, w
∗→ u ∈ X ∪ X1. If u ∈ X , then P14(b) and (c) are false and we conclude that
P14(a) holds. Hence,
u ∈ Zi for some i ∈ 2, 3, . . . , k or u ∈ X1. (12)
By Lemma 9, each u ∈ Zi is annihilated by precisely
(
∆+1
2 − i
)
vertices of
(
B ∪ Ĉ) − (Y1 ∪ Bu). By P12 none
of these vertices are in Bv , where v ∈ X . Hence, all of them are in⋃∆i=k+1 Yi ∪ Ĉ ⊆ W3.We emphasise:
for i = 2, 3, . . . ,∆, each u ∈ Zi is annihilated by precisely(
∆+ 1
2
− i
)
vertices of W3.
 (13)
By (13) if M =
{
w ∈ W3|w → u ∈⋃∆i=2 Zi}, then
∑
w∈M
deg
H
(w) ≥
∆∑
i=2
(
∆+ 1
2
− i
)
i zi . (14)
Further, by (13) and Lemma 10,
|M | =
∆∑
i=2
(
∆+ 1
2
− i
)
zi . (15)
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Now each w ∈ W3 − M annihilates a vertex of X1 (by (12)), hence η (w) ≥ 2. Hence, by (15),∑
w∈W3−M
η (w) ≥ 2 (|W3| − |M |)
≥ 2
(
|W3| −
∆∑
i=2
(
∆+ 1
2
− i
)
zi
)
. (16)
The sum of the right-hand sides of (14) and (16) is a lower bound for η3. We substitute
|W3| =
∆∑
i=3
(xi − zi ) i + ĉ
into (16) and obtain
η3 ≥
k∑
i=2
(
∆+ 1
2
− i
)
i zi + 2̂c + 2
∆∑
i=3
(xi − zi ) i − 2
k∑
i=2
(
∆+ 1
2
− i
)
zi . (17)
This completes Case 3.
Therefore, by (10), (11) and (17),
η ≥ η1 + η2 + η3
≥ 2 (x2 − z2)+
k∑
i=2
(
∆− 1
2
)
i zi + (all terms of (17)).
= 2x2 + 2̂c + 2
∆∑
i=3
i xi + (∆− 3) z2 +
∆∑
i=3
(
∆i − i2 −∆− 1
)
zi
as required. 
Lemma 12. If ∆ > 3, then
ĉ +
∆∑
i=2
yi ≤ (∆− 1) x1 + 2 (x2 − z2)+
k∑
i=2
(
∆+ 1
2
)
zi .
Proof. By P8, P9 and P15, each w ∈ (B ∪ Ĉ)− Y1 annihilates u ∈ X1 ∪ X . Since w 6∈ Y1, P14(b) is false. Hence, u
satisfies:
(1) u ∈ X1, or
(2) u ∈ Zi , for some 2 ≤ i ≤ k, or
(3) u ∈ X2 − Z2 and u is only annihilated by vertices of Bu .
For each of these cases we obtain an upper bound for the number of vertices which annihilate u.
If u ∈ X1, then u is annihilated by at most
∆− 1 vertices of (B ∪ Ĉ)− Y1. (18)
If u ∈ Zi for 2 ≤ i ≤ k, then u is annihilated
by exactly
∆+ 1
2
vertices of
(
B ∪ Ĉ)− Y1. (19)
If u ∈ X2 − Z2, then u is annihilated by at most
two vertices of
(
B ∪ Ĉ)− Y1. (20)
By (18)–(20),
ĉ +
∆∑
i=2
yi =
∣∣(B ∪ Ĉ)− Y1∣∣ ≤ (∆− 1) x1 + 2 (x2 − z2)+ k∑
i=2
(
∆+ 1
2
)
zi
as required. 
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We now establish the lower bound for oir(G).
Theorem 1. Let G have n vertices and maximum degree ∆. Then
oir (G)
n
≥

2
11
∆ = 3
1
8
∆ = 4
(3∆− 1)
2∆3 − 5∆2 + 8∆− 1 ∆ ≥ 5.
Proof. A count of the edges from C to X yields
c ≤
∆∑
i=1
(
∆− i
2
)
xi . (21)
Using (21) and the equality b =∑∆i=1 i xi we obtain
2 (x + b + c) ≤
∆∑
i=1
(2+ i +∆) xi . (22)
By P4 and P8,
r ≤
∆∑
i=1
(∆− 1) yi + (∆− 2) ĉ − η.
Using the bound for η of Lemma 11 and substituting yi = i xi we deduce
r ≤ (∆− 1) x1 + 2 (∆− 2) x2 +
∆∑
i=3
(∆− 3) i xi
+ (∆− 4) ĉ − (∆− 3) z2 +
k∑
i=3
(
i2 −∆i +∆+ 1
)
zi . (23)
By (22) and (23)
2n = 2 (x + b + c)+ 2r
≤ (3∆+ 1) x1 + (5∆− 4) x2 +
∆∑
i=3
[(2∆− 5) i + (∆+ 2)] xi
+ 2 (∆− 4) ĉ − 2 (∆− 3) z2 + 2
k∑
i=3
(
i2 −∆i +∆+ 1
)
zi . (24)
Case 1. ∆ = 3.
By (24),
2n ≤ 10x1 + 11x2 + 8x3 − 2̂c ≤ 11 (x1 + x2 + x3) = 11x .
Hence, xn ≥ 211 as required.
Case 2. ∆ = 4.
Since ∆+12 is non-integral, each zi = 0. Hence from (24),
2n ≤ 13x1 + 16x2 + 15x3 + 18x4. (25)
However by Lemma 12,
0 ≤ ĉ ≤ 3x1 + 2x2 − (2x2 + 3x3 + 4x4)
which yields 3x3 + 4x4 ≤ 3x1.
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Hence, from (25),
2n ≤ 13x1 + 16x2 + 12x3 + 14x4 + (3x3 + 4x4)
≤ 16x1 + 16x2 + 12x3 + 14x4
≤ 16x,
or xn ≥ 18 .
Case 3. ∆ ≥ 5.
Let µ denote the relation (24) multiplied by (3∆− 1). The term involving ĉ in µ is(
6∆2 − 26∆+ 8
)
ĉ =
(
2∆2 − 4∆− 6
)
ĉ + 2
(
2∆2 − 11∆+ 7
)
ĉ. (26)
The coefficients of ĉ on the right-hand side of (26) are positive for ∆ ≥ 5. Therefore, we can apply the upper bound
for ĉ given in Lemma 12 (respectively given in (21)) to the first term (respectively, second term) of (26) and obtain(
6∆2 − 26∆+ 8
)
ĉ ≤
(
2∆2 − 4∆− 6
)[
(∆− 1) x1 + 2 (x2 − z2)+
k∑
i=2
(
∆+ 1
2
)
zi −
∆∑
i=2
yi
]
+ 2
(
2∆2 − 11∆+ 7
) ∆∑
i=1
(
∆− i
2
)
xi .
Using this inequality in µ, substituting yi = i xi and simplifying we deduce
2 (3∆− 1) n ≤
(
4∆3 − 10∆2 + 16∆− 2
)
x1
+
(
2∆3 + 12∆− 10
)
x2 +
(
∆3 − 11∆2 + 23∆+ 3
)
z2
+
∆∑
i=3
[(
2∆2 − 2∆+ 4
)
i +
(
2∆3 − 8∆2 + 12∆− 2
)]
xi
+
k∑
i=3
[
(6∆− 2) i2 −
(
6∆2 − 2∆
)
i +
(
∆3 + 5∆2 −∆− 5
)]
zi .

(27)
Let f (∆) = 4∆3 − 10∆2 + 16∆ − 2. We use the inequality 0 ≤ zi ≤ xi in (27) and observe that this implies
a1xi + a2zi ≤ max {a1, a1 + a2} xi , for any real numbers a1 and a2. Therefore, the right-hand side of (27) is at most
f (∆) x1 +max
{
2∆3 + 12∆− 10, 3∆3 − 11∆2 + 35∆− 7
}
x2
+
k∑
i=3
max
{(
2∆2 − 2∆+ 4
)
i +
(
2∆3 − 8∆2 + 12∆− 2
)
,
(6∆− 2) i2 − 4i
(
∆2 − 1
)
+
(
3∆3 − 3∆2 + 11∆− 7
)}
xi
+
∆∑
i=k+1
{(
2∆2 − 2∆+ 4
)
i +
(
2∆3 − 8∆2 + 12∆− 2
)}
xi .

(28)
We determine the largest coefficient in (28).
(i) It is easily seen that the coefficient of x2 is less than f (∆), for ∆ ≥ 5.
(ii) For ∆ ≥ 5, (2∆2 − 2∆+ 4) i + (2∆3 − 8∆2 + 12∆− 2) attains its maximum when i = ∆ (since the term in
each bracket is positive). This maximum is equal to f (∆).
(iii) Let g (i) = (6∆− 2) i2−4i (∆2 − 1)+(3∆3 − 3∆2 + 11∆− 7). Now g (i) is a minimum when i = (∆2−1)3∆−1 <
k. Hence,
max
3≤i≤k
g (i) = max {g (3) , g (k)}
≤ max
{
g (3) , g
(
∆+1
2
)}
.
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Fig. 10. A graph with n = 22,∆ = 3 and oir = 4.
Fig. 11. A graph with n = 16,∆ = 4 and oir = 2.
By (ii) and (iii), the largest coefficient of xi in (28), where i ∈ {3, 4, . . . , k}, is bounded above by
max
{
f (∆) , 3∆3 − 15∆2 + 65∆− 13, 1
2
(
5∆3 − 5∆2 + 27∆− 11
)}
.
Now
f (∆)− (3∆3 − 15∆2 + 65∆− 13) = ∆
(
∆2 + 5∆
)
− 49∆+ 11
≥ 50∆− 49∆+ 11 > 0 (since ∆ ≥ 5).
Moreover,
2
[
f (∆)− 1
2
(
5∆3 − 5∆2 + 27∆− 11
)]
= 3∆2 (∆− 5)+ 5∆+ 7 > 0.
By (i), (ii) and (iii) we see that all coefficients in (28) are bounded above by f (∆), hence
2n (3∆− 1) ≤ f (∆) x,
i.e.
x
n
≥ 2(3∆− 1)
4∆3 − 10∆2 + 16∆− 2
as required. 
5. Some extremal graphs
Infinite classes of extremal graphs for the bound given in Theorem 1 exist, however they are not presented here.
Three extremal graphs are presented in Figs. 10–12.
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Fig. 12. A graph with n = 82,∆ = 5 and oir = 7.
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