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Abstract: In this paper, we propose a new method for control of large-scale multi-rate systems
with linear dynamics that are coupled via inputs. These systems are multi-rate systems in the
sense that either output measurements or input updates are not available at certain sampling
times. Such systems can arise, e.g., when the number of sensors is less than the number of
variables to be controlled, or when measurements of outputs cannot be completed simultaneously
because of applicational limitations. The multi-rate nature gives rise to lack of information,
which will cause uncertainty in the system's performance. We propose to control such systems
with a distributed model predictive control (MPC) approach based on Nash game theory, in
which multiple control agents each determine actions for their own parts of the system. Via
communication, the agents can in a cooperative way take one another's actions into account.
To compensate for the information loss due to the multi-rate nature of the systems under
study, a distributed Kalman Filter is proposed to provide the optimal estimation of the missing
information. Using simulation studies on a distillation column the added value of the proposed
distributed MPC and Kalman Filter method is illustrated in comparison with a centralized
method, and a distributed MPC with fully decentralized (i.e., no communication) Kalman Filter.
1. INTRODUCTION
Economical and technological demands motivate the de-
velopment of large-scale plants such as process plants,
manufacturing systems, and satellite orbit formations with
low complexity and high performance accuracy. Large-
scale systems consist of many subsystems that interact.
Control of such systems in a centralized setting needs high
computational eort. Model Predictive Control (MPC)
is a well-established method that can handle constraints
and is relatively easy to tune. However, centralized MPC
is impractical for controlling large-scale systems includ-
ing several interacting subsystems and requires signicant
computation. Many distributed MPC methods have been
developed by researchers to cope with large-scale control
problem. Examples include the work by Al-Gherwi et al.
(2010); Li et al. (2005); Mercangoz and Doyle (2007); Ne-
genborn et al. (2008). Architectures for distributed MPC
have been extensively reviewed by Scattolini (2009).
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In this paper, we propose a novel control method for multi-
rate sampled linear systems that uses distributed MPC. In
multi-rate plants, either the measurements are available
less frequently or the control moves are made at a lower
rate. This kind of systems can be seen in many industrial
applications. Scattolini and Schiavoni (1995); Embiruu
and Fontes (2006); Gopinath et al. (1994); Ohshima et al.
(1994) illustrate practical situations in which measure-
ments of process variables and input updates occur at
dierent rates. E.g., they illustrate that in the process
industry even when the quality variables, such as, e.g.,
a product concentration or the average molecular weight
distribution of a polymerization process, are measured on-
line, time delays involved in the measurements are signif-
icantly large when compared to other process measure-
ments. On the other hand in some biomedical applications
(Gopinath et al., 1994) the input injection rate is slower
than the output measurement, e.g., in some drug infusion
systems, the drug injection to the patient happens less
frequently than the body symptom's measurements such
as blood pressure, body temperature, etc.
Our focus is to develop a generalized scheme that covers
both of these aspects for large-scale systems. Lee et al.
(1992); Scattolini and Schiavoni (1995) developed a state
space based multi-rate MPC scheme in a centralized case.
In a distributed MPC architecture, the whole system is
decomposed into a number of small subsystems. Each
subsystem is controlled by a so-called agent, which solvesits own, local optimization problem. We propose a new
MPC control strategy for large-scale systems with multi-
rateness in its subsystems. This means that each of the
subsystems is multi-rate in inputs and/or outputs. The
multi-rate control method that we have developed allows
control moves to be made using state estimates from a
distributed Kalman Filter. The eciency of this method
is illustrated by comparing it to other MPC schemes for
the high purity distillation column model developed by
Skogestad et al. (1988).
2. STATE-SPACE REPRESENTATION
Consider the distributed MPC of plants with linear dy-
namics whose centralized nominal model is decomposed
into m subsystems. Let t be the discrete-time index for the
system under control. The following augmented model can
be derived for a distributed system with input coupling:
xi(t + 1) = Aixi(t) + Biiui(t)
+ Divi(t) +
m X
j=1
j6=i
Bijuj(t) (1)
yi(t) = Cixi(t) + zi(t); (2)
where for each subsystem i, xi, ui, yi denote the state,
input and output variables, respectively, vi, zi are the
state and measurement noise sequences, respectively and
Ai, Bii, Bij, Di and Ci are matrices of appropriate
dimensions. Assume that the sampling instants for the
system vary as t = 1;2;:::;Tf, where Tf is the nal sam-
pling time. We follow a strategy similar to Scattolini and
Schiavoni (1995) to implement multi-rate measurement or
input updating mechanisms for subsystem i. In a multi-
rate output setting, the output vector yi(t) of subsystem
i can be measured every Tyi units, where Tyi > 0. Dene
the switching function ij, for j = 1;2;:::;q with q being
the number of outputs, as follows:
ij(t) =

1 if t = yjTyj
0 otherwise; (3)
where yi is an integer introduced to describe the output
sampling mechanism for subsystem i and ij(t) represents
output sampling parameter of subsystem i for j number
of outputs j = 1;2;:::;qi. The following measured output
vector ' ' 'i(t) can now be dened:
' ' 'i(t) =   i(t)yi(t); (4)
where
  i(t) = diag[i1(t) i2(t) ::: iq(t)]: (5)
In a multi-rate input setting, the input vector ui(t) of
subsystem i is updated every Tui units, where Tui > 0.
Introduce a switching function ij for j = 1;2;:::;l with
l being the number of inputs. Dene the inputs holding
mechanism as:
ij(t) =

1 if t = ujTuj
0 otherwise; (6)
where ui is an integer introduced to describe the input
updating mechanism and ij(t) represents input sampling
parameter of subsystem i for j number of inputs j =
1;2;:::;li. The following input matrix 	 	 	i(t) for subsystem
i can be dened.
	 	 	i(t) = diag[i1(t) i2(t) ::: il(t)]: (7)
Now a new control variable # # #i(t) is introduced to imple-
ment the input administering mechanism:
ui(t) = 	 	 	i(t)# # #i(t): (8)
In fact the control input computed by the local MPC is
# # #i(t) and not ui(t), however in the multi-rate system
the manipulated variables are dened as (8) which includes
both the computed inputs and the input updating variable
	 	 	i(t).
After substituting (8) into (1) we get:
xi(t + 1) = Aixi(t) + Bii	 	 	i(t)# # #i(t) + Divi(t)
+
m X
j=1
j6=i
Bij	 	 	j(t)# # #j(t) (9)
(10)
As in multi-rate systems output measurements are done
at specic sampling times, therefore the output sampling
mechanism needs to be included in the system's model.
To do that both sides of (2) are multiplied by the output
sampling parameter   i(t), we get:
  i(t)yi(t) =   i(t)Cixi(t) +  i(t)zi(t): (11)
The left hand side of (11) can be replaced by (4), therefore:
' ' 'i(t) =   i(t)Cixi(t) +  i(t)zi(t): (12)
Equations (9) and (12) give the linear state-space rep-
resentation of the distributed multi-rate system for i =
1;2;:::;m with m the number of subsystems. Next, the
distributed MPC problem will be formulated for such a
system.
3. CONTROL PROBLEM FORMULATION
3.1 Nash-based Distributed MPC
In the distributed control structure, input coupling among
subsystems is considered as given by (9). These subsystems
communicate with one another to accomplish a global ob-
jective (see Fig. 1). One type of Distributed MPC based on
Nash optimality has been investigated by Li et al. (2005);
Al-Gherwi et al. (2010). In this approach, the agents com-
municate but they do not take a cooperative decision. The
agents iterate to resolve their local optimization problem
simultaneously and obtain their optimal solution (Li et al.,
2005; Giovanini and Balderud, 2006). An initial guess for
each agent is rst given based on the solution found at the
last sampling time. Then each agent checks if its terminal
iteration condition satises a user-dened threshold. This
implies that the agents do not share information about
the utility of each decision; the agreement (Nash equi-
librium) between the agents is reached when neither of
their solutions can be improved. The main advantage of
this scheme is that the on-line optimization of a large-
scale problem can be converted into several small-scale
subproblems, thus reducing the computational complexity
signicantly while keeping satisfactory performance.
3.2 Computation
Consider a linear system consisting of m subsystems and
m control agents. In Nash-based distributed MPC eachFig. 1. Distributed control and estimation architecture.
control agent calculates the # # #i(t) manipulated variable
action by minimizing its local cost function as follows:
min
# # #i(t);:::;# # #i(t+Nc 1)
Ji(t) =
Np X
k=1
kyi(t + k)   y0
i(t + k)k2
Qi
+
Nc 1 X
k=0
k# # #i(t + k)k2
Ri; (13)
subject to # # #i;min  # # #i(t)  # # #i;max; (14)
where # # #i;min and # # #i;max are the lower and upper limits for
the inputs, respectively.Qi  0 and Ri > 0 denote the
weighting matrices and Np and Nc are the prediction and
control horizons, respectively. In order to solve the problem
in (13)-(14), rst we substitute (9) into (12). Based on
the augmented state-space model (9)-(12), the future state
variables are calculated sequentially using the set of future
control parameters. The matrices thus obtained can be
written in a compact form as
Yi(t) = Fixi(t) +  ii(t)  i(t)
+     i  i(t) +
m X
j=1
j6=i
  ij(t)  j(t); (15)
with
Yi(t) = [yi(t + 1) yi(t + 2);:::;yi(t + Np)]T;
  i(t) = [# # #i(t) # # #i(t + 1);:::;# # #i(t + Nc   1)]T;
  i(t) = [vi(t) vi(t + 1);:::;vi(t + Nc   1)]T;
Fi = [CiAi CiA2
i;:::;CiA
Np
i ]T; (16)
  ij(t) =
2
6
6 6
6
4
CiBij	 	 	j(t) 0 ::: 0
CiAiBij	 	 	j(t)
. . .
...
. . .
. . .
. . .
. . . 0
CiA
Np 1
i Bij	 	 	j(t) ::: ::: CiA
Np Nc
i Bij	 	 	j(t + Nc   1)
3
7 7
7
7
5
(17)
     i =
2
6
6
6 6
4
CiDi 0 ::: 0
CiAiDi CiDi
...
. . .
. . .
. . .
. . . 0
CiA
Np 1
i Di CiA
Np 2
i Di ::: CiA
Np Nc
i Di
3
7
7
7 7
5
:
(18)
Note that in (15),   i(t) is used as the control input and
the input sampling variable 	 	 	j(t) is embedded in (17). In
practice, the current state xi(t) is usually not available
from measurements and a state observer needs to be used
to reconstruct the full state vector. In this case, we replace
xi(t) by its estimate b xi(t), hence
b Yi(t) = Fib xi(t) +  ii(t)  i(t)
+     i  i(t) +
m X
j=1
j6=i
  ij(t)  j(t): (19)
If Y0
i(t) = [y0
i(t+1) y0
i(t+2);:::;y0
i(t+Np)]T, the local
optimization problem (13) for agent i can be reformulated
as:
min
  i(t)
Ji(t) = jjb Yi(t)   Y0
i(t)jj2
Qi + k  i(t)k2
Ri; (20)
subject to   i;min    i(t)    i;max; (21)
where   i;min and   i;max are the lower and upper bounds
for the inputs, respectively. It can be shown that prob-
lem (20){(21) is equivalent to a quadratic programming
problem which can be solved eciently and reliably using
standard o-the-shelf solvers. Notice that although the
global objective function can be split into several local
objective functions, the output of each subsystem is still
related to all the input variables due to the input coupling.
The Nash-based MPC algorithm proceeds by allowing
each subsystem/agent to optimise its objective function
using its own control decision # # #i(t) assuming that other
subsystem's solutions # # #j(t) are known. Let # # #n
i (t) dene
the computed control input for subsystem i at iteration n,
(n  0). At sampling time t, in the rst iteration (n = 0),
each agent makes initial estimation of the input variables
# # #n
i (t) and announces it to the other agents. Then each
agent solves its optimization problem (20){(21) simultane-
ously and gets its optimal solution # # #
n+1
i (t). Next, all the
agent compares the new solution with that obtained in the
previous iteration and checks the convergence condition:
jj# # #
n+1
i (t)  # # #n
i (t)jj    i; (22)
in which   i, (for i = 1;2;:::;m) is the error accuracy
If the Nash optimal solution is achieved, each subsystem
does not change its decision # # #n
i (t) because it has achieved
an equilibrium point of the coupling decision process
(Giovanini and Balderud, 2006); otherwise the local cost
function Ji(t) will degrade.
In the following section, a novel distributed Kalman Filter
algorithm is proposed to provide optimal estimation b xi(t)
of the state vector xi(t) while compensating for the inter-
sampling information loss due to the multi-rate nature of
the systems under study.
4. DISTRIBUTED KALMAN FILTER
Consider the linear model in (9){(12). We want to use
the available measurements y to estimate the state of the
system x. To understand the distributed Kalman Filter
equations, let us consider the process noise vi(t) to be
a discrete-time white noise for each subsystem i. The
following covariance matrix for each agent can hence be
dened:
Efvi(t)vT
i (t)g = Spi(t) (23)
where E[] denotes the expectation of the argument, Spi(t)
represents the covariance matrix of the process noise.
Consider the measurement noise zi(t) in (12) to be a
discrete-time white noise. The following covariance matrix
for the measurement noise Smi(t) can be similarly dened:
Efzi(t)zT
i (t)g = Smi(t): (24)
Let the estimated states by the distributed Kalman Filter
for a multi-rate system be given by:
b xi(t + 1jt) = Aib xi(tjt   1) + Biiui(t)
+ Li(t)[' ' 'i(t)    i(t)Cib xi(tjt   1)]
+
m X
j=1
j6=i

Bijuj(t)+ Lj(t)[' ' 'j(t)    j(t)Cjb xj(tjt   1)]

; (25)
where the terms Li(t) and Lj(t) are referred as the Kalman
Gains. From (25) it is clear that local estimators share
their gains and also estimated states to accomplish their
estimation task. Substituting (12) into (25) and combining
with (9) we proceed to the next step to obtain the
estimation error ei(t + 1jt) = xi(t + 1jt)   b xi(t + 1jt)
at sampling time t. The index (tjt   1) refers to the
information at sampling time t given knowledge of the
process prior to sampling time t. Therefore,
ei(t + 1jt) = xi(t + 1jt)   b xi(t + 1jt)
= [Ai   Li(t)  i(t)Ci]ei(tjt   1)
+ Divi(t)   Li(t)  i(t)zi(t)
 
m X
j=1
j6=i
 
Lj(t)  j(t)Cjej(tjt   1)
+ Lj(t)  j(t)zj(t)

: (26)
Now to initialize the estimator algorithm, consider
E[xi(0j   1)] = b xi(0j   1) then E[ei(tjt   1)] = 0; 8t. This
means we assume that the mean of the estimates should
be equal to the mean of the expected value in Kalman
Filter design. In order to develop the Kalman Filter for
the multi-rate and distributed case we dene a covariance
matrix Si(t) where,
Si(t + 1) = Efei(t + 1jt)eT
i (t + 1jt)g: (27)
By the properties of the vector covariance and expansion
of the terms (Lee et al., 1992) we obtain the nal form of
the multi-rate distributed Kalman Filter as:
Si(t + 1) = AiSi(t)AT
i + Di Spi(t)DT
i
  AiSi(t)CT
i   i(t)
 
 

 1
i (t)  i(t)CiSi(t)AT
i
+
m X
j=1
j6=i
AjSi(t)CT
j   j(t)
 
 

 1
j (t)  j(t)CjSj(t)AT
j ;
(28)
with 
 
 
i(t) and 
 
 
j(t) positive denite and dened as:

 
 
i =   i(t)CiSi(t)CT
i   i(t) +  i(t)Smi(t)  i(t)
+ [Iqq    i(t)] (29)

 
 
j =   j(t)CjSj(t)CT
j   j(t) +  j(t)Smj(t)  j(t)
+ [Iqq    j(t)]: (30)
It should be noted that (28) is the algebraic Ricatti
equation. The solution of the Ricatti equation is found
iteratively backwards in time by using (29) and (30). Then,
the Kalman gains are computed as:
Li(t) = AiSi(t)CT
i   i(t)
 
 

 1
i (t); (31)
Lj(t) = AjSi(t)CT
j   j(t)
 
 

 1
j (t): (32)
In order to guarantee the non-singularity of 
 
 
i and 
 
 
j
at any time instant the extra terms [Iqq    i(t)] and
[Iqq    j(t)] have been added to (29) and (30), respec-
tively, in which Iqq is the identity matrix of size q-by-q,
(Scattolini and Schiavoni, 1995). The matrix [Iqq    (t)]
only adds non-zero terms to the scalar diagonal elements
of 
 
 
i(t) and 
 
 
j(t) during the output sampling mechanism
and in no way aects the predictor equation.
5. SIMULATION RESULTS
To illustrate the eciency of the proposed method for
solving distributed control problems, the example of the
high purity distillation column studied in Skogestad et al.
(1988); Al-Gherwi et al. (2010) is considered. There, the
outputs of the system, y1 and y2 are the top and bottom
product compositions, respectively, and the inputs u1 and
u2 are the reux owrate and the boil-up, respectively. As
the composition dynamics are usually much slower than
the ow dynamics the system can be considered as a multi-
rate system. In particular, the following nominal state-
space continuous-time model is considered:

_ x1
_ x2

=

 0:0133 0
0  0:0133

x1
x2

+

0:0117 0:0115
0:0144 0:0146

u1
u2

; (33)
y y y = x x x: (34)
The inputs are constrained to  2  u1  2 and  1 
u2  2. The continuous-time model is discretized with a
sampling time of 1 min. The parameters used for simu-
lation purposes are the same as the parameters used by
Al-Gherwi et al. (2010): Np = 20, Nc = 5 and Q = R = I.
The set-point value for the rst subsystem switches be-
tween one and zero every 200 minutes and for the second
subsystem the set-point is zero. The nominal model was
decomposed into two subsystems as follows:
Subsystem 1:
_ x1 =  0:0133x1 + 0:0117u1 + 0:0115u2 (35)
y1 = x1 (36)
Subsystem 2:
_ x2 =  0:0133x2 + 0:0146u1 + 0:0144u2 (37)
y2 = x2: (38)
The process and measurement noises for both subsystems
are zero mean white noise sequences with covariances
Sp1(t) = Sp2(t) = Sm1(t) = Sm2(t) = 10 5. The closed-
loop performance was studied using centralized MPC,
Nash-based MPC with Distributed Kalman Filter, and
Nash-based MPC with decentralized Kalman Filter for a
multi-rate setting. The outputs and inputs for the asyn-
chronous agents (agents in which both inputs sampling
rate and outputs sampling rate are dierent) are depicted
in Fig. 2. It can be seen from Fig. 2 that the proposed
method in the presence of noise and input constraints
represents good tracking performance which is close to
the centralized case. Moreover, the distributed Nash-based
MPC with a decentralized Kalman Filter shows slower
tracking in comparison with the centralized approach and
the proposed method. In Fig. 3 and Fig. 4, two scenarios
have been considered. In the rst scenario the goal is to
analyze the degradation of the performance due to an
infrequent output sampling. From the simulation results
in Fig. 3 it can be seen that performance does not degrade
signicantly even in a noisy process with lack of output
measurements. In the second scenario the aim is to analyze
the eect of infrequent inputs on the system performance.
The simulation results for the second scenario are depicted
in Fig. 4 which shows satisfactory performance in the
presence of noise. From Fig. 4 it can be seen that the(a) (b) (c) (d)
Fig. 2. Closed-loop response of asynchronous agents using Centralized approach in red (solid); Nash-based MPC with
DKF (proposed method) in blue (dashed); Nash-based MPC with decentralized KF in green (dash-dotted).
(a) (b)
Fig. 3. Closed-loop response of dierent output sampling rates using the proposed method. The solid line represents
Ty2 = 3; the dashed line represents Ty2 = 6; the dash-dotted line represents Ty2 = 9.
(a) (b)
Fig. 4. Closed-loop response of dierent input sampling using the proposed method. The solid line represents Tu1 = 2;
the dashed line represents Tu1 = 3; the dash-dotted line represents Tu1 = 4.
Table 1. Simulation results and analysis of:
Centralized (Cent), Nash-based MPC with
distributed Kalman Filter (Nash-DiKF) and
Nash-based MPC with decentralized Kalman
Filter (Nash-DeKF).
Performance Evaluation - Cost Computation
Cent Nash-DiKF Nash-DeKF
Single-Rate Tu1 = 1; Tu2 = 1; Ty1 = 1; Ty2 = 1
Constrained 0.3752 0.5808 1.4025
Unconstrained 0.3063 0.5082 0.7756
Multi-Rate1 Tu1 = 2; Tu2 = 1; Ty1 = 4; Ty2 = 9
Constrained 0.4955 0.6125 1.0464
Unconstrained 0.4332 0.5449 0.7956
Multi-Rate2 Tu1 = 1; Tu2 = 1; Ty1 = 3; Ty2 = 9
Constrained 0.3373 0.5713 0.9070
Unconstrained 0.2713 0.5193 0.7666
Multi-Rate3 Tu1 = 2; Tu2 = 4; Ty1 = 1; Ty2 = 1
Constrained 0.7570 0.6224 1.5659
Unconstrained 0.7022 0.5900 0.8435
proposed method presents even better performance than
the centralized case for the second subsystem's output
when the input sampling period increases. The main rea-
son for this improvement with respect to the centralized
scheme is that in the centralized case when the inputs are
updated less frequently than the output measurements,
the state computation at each sampling time can not be
accomplished properly because of the missing input in-
jection in the inter-sampling times. However this problem
is not the case in the proposed method as the Kalman
Filter corrects this fault by replacing the computed states
with the estimated states. Table 1 gives the comparison of
the costs computed by (20) as a mean over the complete
simulation period. A comparison has been done between
the three MPC schemes. The results of the analysis for
the set-point tracking show better performance for the
proposed method in comparison with the decentralized
Kalman Filter case.
6. CONCLUSIONS AND FUTURE RESEARCH
Distributed MPC via a Nash game has been studied for
multi-rate sampled-data systems. A distributed Kalman
Filter has been proposed to provide the state values
for inter-sampling times. The proposed method has been
compared with a centralized scheme and also with a
decentralized Kalman Filter scheme through simulations.
The simulation results illustrate the eciency of our
method. The simulation has been done in MATLAB for
possible cases including slow and fast input samples as
well as slow and fast output samples. The proposed scheme
oers ecient tracking for constrained problems including
both process and measurement noise. Future research and
theoretical contributions are required toward developing
ecient algorithms with guaranteed properties, such as
stability, robustness, convergence, and performance.
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