We study a system of simple random walks on graphs, known as frog model. This model can be described as follows: There are active and sleeping particles living on some graph G. Each active particle performs a simple random walk with discrete time and at each moment it may disappear with probability 1 − p. When an active particle hits a sleeping particle, the latter becomes active. Phase transition results and asymptotic values for critical parameters are presented for Z d and regular trees.
Introduction and results
The subject of this paper is the so-called frog model with death, which can be described as follows. Initially there is a random number of particles at each site of a graph G. A site of G is singled out and called its root. All particles are sleeping at time zero, except for those that might be placed at the root, which are active. At each instant of time, each active particle may Let η be a random variable taking values in N = {0, 1, 2, . . . } such that P[η > 0] > 0, and define p j = P[η = j]. Let {η(x); x ∈ V}, {(S x n (i)) n∈N ; i ∈ {1, 2, 3, . . . }, x ∈ V} and {(Y x p (i)); 0 < p < 1, i ∈ {1, 2, 3, . . . }, x ∈ V} be independent sets of i.i.d. random variables defined as follows. For each x ∈ V, η(x) has the same law as η, and gives the initial number of particles at site x. If η(x) > 0, then for each 0 < i ≤ η(x), (S x n (i)) n∈N is a discrete time SRW in G starting from x and Y x p (i) is a random variable whose law is given by P[Y x p (i) = k] = (1 − p)p k−1 . These sequences give the movement of each one of the η(x) particles placed originally at site x, starting to move at the instant they are activated (if that happens at all). The i-th particle at site x follows the SRW (S x n (i)) n∈N and dies (disappears) Y x p (i) units of time after being activated. It is important to note that at the moment the particle disappears, it is not able to activate other particles (as first we decide whether the particle survives, and only after that the particle that survived is allowed to jump). Notice that there is no interaction between active particles, which means that each active particle moves independently of everything else. We denote by FM(G, p, η) the frog model on the graph G with survival parameter p and initial configuration ruled by η.
Let us consider the following definition.
Definition 1.1. A particular realization of the frog model survives if for any instant of time there is at least one active particle. Otherwise, we say that it dies out.
The next proposition shows that for small enough p (depending on η), the frog model dies out almost surely on any graph. Proposition 1.1. If Eη < ∞ and p ≤ (Eη + 1) −1 , then FM(G, p, η) dies out almost surely on any graph G.
Proof. The set of active particles in the frog model is dominated by the population of the following Galton-Watson branching process. Each individual has a number of offspring distributed as (η+1)ξ, where the random variable ξ is independent of η, and P[ξ = 1] = p = 1 − P[ξ = 0]. Therefore, since the mean number of offspring by individual is (1 + Eη)p, the result follows by comparison with the Galton-Watson process. Now we remark that P[FM(G, p, η) survives] is nondecreasing in p and define p c (G, η) := inf{p : P[FM(G, p, η) survives] > 0}.
Note that Proposition 1.1 in fact shows that p c (G, η) ≥ (Eη + 1) −1 . As usual, we say that FM(G, p, η) exhibits phase transition if
Next, again by comparison with Galton-Watson branching process, we give another lower bound to p c (G, η). This bound is better than the one presented in Proposition 1.1 for bounded degree graphs. Proposition 1.2. Suppose that G a graph of maximum degree k, and Eη < ∞. Then it is true that
.
Proof. Consider a Galton-Watson branching process where particles produce no offspring with probability 1 − p, one offspring with probability p/k and the random number η of offspring with probability p(k − 1)/k. Observing that every site with at least one active particle at time n > 0, has at least one neighbor site whose original particle(s) has been activated prior to time n, one gets that the frog model is dominated by the Galton-Watson process just defined. An elementary calculation shows that if p < k(1+(k −1)(Eη+1)) −1 , the mean offspring in the Galton-Watson process defined above is less than one, therefore it dies out almost surely. So, the same happens to the frog model. Now we state the main results of this paper. The proofs are given in the next section.
The last theorem says that if η has finite expectation, then, for all possible values of p ∈ (0, 1), FM(Z, p, η) dies out almost surely. On the other hand, the next theorem shows that if η has a very heavy tail, then FM(Z, p, η) survives with positive probability for all values of p ∈ (0, 1). Theorem 1.2. Considering FM(Z, p, η), suppose that there are σ > 1 and 0 < ε < 1 such that
for all n large enough. Then p c (Z, η) = 0.
Open Problem 1.1. It would be interesting to obtain a complete classification for the one-dimensional frog model, i.e., to close the gap between Theorems 1.1 and 1.2.
The next two theorems show that, differently from what occurs in Z, the condition Eη < ∞ is sufficient to guarantee the existence of phase transition in Z d , d ≥ 2, and in T k , k ≥ 3.
There are other types of phase transitions for this model. For example, let p be such that p c (G, 1) < p < 1 and η q be a 0-1 random variable with P[η q = 1] = q. Then, the following result holds:
There is a phase transition in q, i.e., FM(G, p, η q ) dies out when q is small and survives when q is large.
The following two theorems give asymptotic values for critical parameters (compare with Propositions 1.1 and 1.2). Theorem 1.6. We have
Note that Theorems 1.6 and 1.7 suggest that there is some monotonicity of the critical probability in dimension. This motivates the following Open Problem 1.3. Is it true that p c (Z d , η) ≥ p c (Z d+1 , η) for all d (and can one substitute "≥" by">")? In fact, there is a more general question: if
The last question has a trivial negative answer if we construct G 2 from G 1 by adding loops; if loops are not allowed, then this question is open. Note that for percolation that inequality is trivial; even the strict inequality can be proved in a rather general situation, cf. Menshikov [7] .
One may also be interested in the study of other types of critical behaviour with respect to the parameter p. Denote p u (G, η) = inf{p : P[0 is hit infinitely often in FM(G, p, η)] > 0}; clearly, p u (G, η) ≥ p c (G, η) for any G, η. Then, one is interested in studying the existence of phase transition with respect to p u . However, a simple analysis shows that, if Eη < ∞, then p u (G, η) = 1 for the case G = Z d or T k . This motivates the following Open Problem 1.4. How one should choose η to guarantee that p u (Z d , η) < 1 (or p u (T k , η) < 1)? Are there "strange" graphs G such that p u (G, η) < 1 for the case Eη < ∞?
Note also that in our model the lifetime of active particles is geometrically distributed. A natural question to ask is what could happen if the lifetime has another, possibly more heavy-tailed, distribution.
Open Problem 1.5. Consider e.g. the frog model in Z d and with the oneparticle-per-site initial configuration. What should be the lifetime distribution to guarantee that 0 will be hit infinitely often with positive probability? And to guarantee that, with positive probability, all the particles will be awakened?
Häggström [4] recently studied the connection of existence of phase transitions for different percolation and particle system models on the same graph. For the frog model, one may also ask a similar question. Denote by p perc (G) the critical probability for the site percolation on the graph G.
Open Problem 1.6. Is it true that
for any graph G of bounded degree?
Note that the backward implication does not hold for graphs of unbounded degree. As an example, consider G = T ! , where T ! is a tree constructed in such a way that for any v ∈ T ! the degree of v is equal to dist(0, v) + 2. Then it is not difficult to see that p perc (T ! ) = 0, while p c (T ! , 1) = 1/2. Note also that for quasi-transitive graphs on which the SRW is recurrent the forward implication can be proved quite analogously to the proof of Theorem 1.3 (the case of d = 2).
Proofs
Let
be the "virtual" set of sites visited by the i-th particle placed originally at x. The set R i x becomes "real" in the case when x is actually visited (and thus all the sleeping particles from there are activated). We define the (virtual) range of site x by
Notice that the frog model survives if and only if there exists an infinite sequence of distinct sites 0 = x 0 , x 1 , x 2 , . . . such that, for all j,
The last observation shows that in fact we are dealing with an oriented percolation model (from each site x the oriented edges are drawn to all the sites of the set R x ). This approach is the key for the proof of most of the results of this paper.
Proof of Theorem 1.1. Notice that, for n ≥ 1, and all x = y ∈ Z,
and by using the inequality (1 − α) j ≥ 1 − αj, α ∈ (0, 1), j ≥ 0, we get that
So, being ζ y the indicator function of the event
by using (2.2) it follows that
Observe that (ζ y ) y∈Z is a stationary sequence. By using standard arguments, one can show that it is strongly mixing. Therefore, by the ergodic theorem (see e.g. Billingsley [3] , p. 314), there exists, almost surely, an infinite sequence of sites . . . < y −1 < y 0 < y 1 < . . . such that ζ y i = 1 for all i. Therefore for almost every realization there is an infinite number of blocks of sites without "communication" with its exterior, which prevents the active particles to spread out. The result follows.
Proof of Theorem 1.2. The idea of the proof is the following. We think of Z + = {0, 1, 2, 3 . . . } as a disjoint union of intervals I k := [a k , a k+1 ) of increasing lengths, such that with large probability (increasing with k), the interval I k contains a large number of particles in the initial configuration. Besides, given that I k contains many particles, also with large probability (increasing with k as well), the virtual paths of some of these particles will hit the site a k+2 , thus activating all particles placed originally on I k+1 . With a particular choice of a k -s, all independent events mentioned above occur simultaneously with strictly positive probability, which implies, consequently, that the process survives. Let us start with the proof. Fix a positive integer N (to be chosen later); let a 0 = 0, a 1 = N, and, inductively, a k+1 = a k + 2 k−1 N. Define the following events F := {η(0) > 0 and N ∈ R 0 }, A k := {I k contains at least θ 2 k−1 N particles}, B k := {at least one particle from I k hits the site a k+2 − 1}, k = 0, 1, 2, . . . , where θ > 1 is a positive constant to be chosen later.
We have
For fixed θ there exists N large enough such that for all n > N σ n 1+ε > θ n ,
Since
for some positive C. So for N large enough we have
(2.5)
Observe now that an active particle starting from site r has probability greater than (p/2) s of hitting site r + s, where s > 0. So, by choosing θ > (2/p) 3 , we obtain for N large enough
After plugging (2.5) and (2.6) into (2.3), we finish the proof of Theorem 1.2.
By Proposition 1.1, in order to prove Theorems 1.3 and 1.4 it is enough to show that, for p large enough, the frog model survives with positive probability in Z d , d ≥ 2, and in T k , k ≥ 3. Let us define the modified initial configuration η ′ by
Since FM(G, p, η) dominates FM(G, p, η ′ ), without loss of generality we prove Theorems 1.3 and 1.4 assuming that the initial configuration is given by
In order to prove Theorems 1.3 and 1.7 we need some additional fact about projections of percolation models. Let H d := {H d
x :
x ∈ Z d } be a collection of random sets such that x ∈ H d x and the sets H d x − x, x ∈ Z d , are i.i.d. By using the sets of H d , define an oriented percolation process on Z d analogously to what was done for the frog model (compare with (2.1)): If there is an infinite sequence of distinct sites, 0 = x 0 , x 1 , x 2 , . . . , such that x j+1 ∈ H d
x j for all j = 0, 1, 2, . . . , we say that the cluster of the origin is infinite or, equivalently, that H d survives.
Let Λ := {x ∈ Z d : x (k) = 0 for k ≥ 3} ⊂ Z d be a copy of Z 2 immersed into Z d and P : Z d → Λ be the projection on the first two coordinates. Let H 2 := {H 2
x : x ∈ Λ} be a collection of random sets such that x ∈ H 2 x and the sets H 2
x − x, x ∈ Λ, are i.i.d. Analogously, one defines the percolation of the collection H 2 .
Lemma 2.1. Suppose that there is a coupling of H d 0 and H 2 0 such that
i.e., the projection of
Proof of Lemma 2.1. The proof of this fact is standard and can be done by carefully growing the cluster in Λ step by step, and comparing it with the corresponding process in Z d . See e.g. Menshikov [6] for details.
Proof of Theorem 1.3. We start by considering the two dimensional frog model FM(Z 2 , p, η) which is equivalent to FM(Λ, p, η), since Λ is a copy of Z 2 . It is a well-known fact that the two-dimensional SRW (no death) is recurrent. Then, given N ∈ N and assuming η ′ (0) = 1, for sufficiently large p = p(N), the probability that the first active particle hits all the sites in the square [−2N, 2N] 2 ∩ Z 2 before dying can be made arbitrarily large. Besides, the probability that there is a site x ∈ [0, N) 2 ∩ Z 2 such that η ′ (x) = 1, can also be made arbitrarily large by means of increasing N. Let us define now a two-dimensional percolation process in the following way. Divide Z 2 into disjoint squares of side N, i.e., write 
Observe that the events {Q(r, k) is open}, (r, k) ∈ Z 2 , are independent. Notice that the frog model dominates this percolation process in the sense that if there is percolation then the frog model survives. It is not difficult to see that by suitably choosing N and p it is possible to make P[Q(r, k) is open] arbitrarily close to 1, so the percolation process can be made supercritical, and thus the result follows for Z 2 . Now, by using Lemma 2.1, we give the proof for dimensions d ≥ 3. Let {R y (p, d) : y ∈ Z d } be the collection of the ranges for the d dimensional frog model. For the moment we write R y (p, d) instead of R y to keep track of the dimension and the survival parameter. Analogously, let {R y (p, 2) : y ∈ Λ} be the collection of the ranges for the two dimensional frog model immersed in Z d . Notice that P(R x (p, d) ) ⊂ Λ is distributed as R P(x) (p ′ , 2) for p ′ = 2p/(d(1 − p) + 2p), where, as before, P : Z d → Λ is the projection on the first two coordinates. Since the fact p ′ < 1 implies that p < 1, and, as we just have proven, p c (Z 2 , η) < 1 when Eη < ∞, by using Lemma 2.1 we finish the proof of Theorem 1.3.
Proof of Theorem 1.4. As in the previous theorem, we work with η ′ instead of η. In order to prove the result, we need some additional notation. Let us label the sites of the tree T k in the following way. The k vertices adjacent to the root of T k are labeled 1, 2, . . . , k. The others are labeled by words a 1 a 2 . . . a n , where a 1 ∈ {1, 2, . . . , k}, and for i > 1, a i ∈ {2, 3, . . . k}. Clearly, the vertex a 1 a 2 . . . a n is at distance n from the origin and its neighbors are the sites a 1 a 2 . . . a n−1 and a 1 a 2 . . . a n b, b ∈ {2, 3 . . . k}.
Given a = a 1 a 2 · · · a n ∈ T k and b
k such that a = bc. By a translation by a ∈ T + k we mean a function of the form T a :
For any A ⊂ T k let us define the external boundary ∂ e (A) in the following way:
A useful fact is that if A ⊂ B, then |∂ e (A)| ≤ |∂ e (B)|. Now, denote by W t the set of sites visited until time t by a SRW (no death) in T k starting from 0.
Note that
• as SRW on tree is transient, with positive probability W t ⊂ T + k for all t; • |∂ e (W t )| is a nondecreasing sequence, and, moreover, it is not difficult to get that |∂ e (W t )| → ∞ a.s. as t → ∞.
The above facts show that for p large enough
Now, all the initially sleeping particles in ∂ e (R 0 ) ∩ T + k are viewed as the offspring of the first particle. By using (2.8) together with the fact that for any x, y ∈ ∂ e (R 0 ), x = y, we have T x (T + k ) ∩ T y (T + k ) = ∅, one gets that the frog model dominates a Galton-Watson branching process with mean offspring greater than 1, thus concluding the proof of Theorem 1.4.
Proof of Theorem 1.5. First, note that FM(G, p, η q ) is dominated by the following Galton-Watson branching process: An individual has 0 offspring with probability 1 − p, 1 offspring with probability p(1 − q), and 2 offspring with probability pq. The mean offspring of this branching process is p(1 + q), so FM(G, p, η q ) dies out if q < −1 + 1/p. Let us prove that FM(G, p, η q ) survives when p > p c (G, 1) and q is close enough to 1. Indeed, this model dominates a model described in the following way: The process starts from the one-particle-per-site initial configuration, and on each step particles decide twice whether to disappear, the first time with probability q, and the second time with probability p. The latter model is in fact FM(G, pq, 1 ), so the model FM(G, p, η q ) survives if q > p c (G, 1)/p.
Proof of Theorem 1.6. By Proposition 1.1, p c (T k , η) ≥ (1 + Eη) −1 . So, it is enough to show that, fixing p > (1 + Eη) −1 , the model FM(T k , p, η) survives for k large enough.
Let us define
By the monotone convergence theorem it follows that Eη (s) → Eη as s → ∞, so, if p > (1 + Eη) −1 , then it is possible to choose s large enough so that p > (1 + Eη (s) ) −1 . Fixed s and p, notice that FM(T k , p, η) dominates FM(T k , p, η (s) ) in the sense that if the latter survives with positive probability, the same happens to the former. Therefore, it is enough to show that if p > (1 + Eη (s) ) −1 , then FM(T k , p, η (s) ) survives for k sufficiently large.
Let ξ n be the set of active particles of FM(T k , p, η (s) ), which are at level n (i.e., at distance n from the root) at time n. Next we to prove that there exists a discrete time supercritical branching process, which is dominated by ξ n . We do this by constructing an auxiliary processξ n ⊂ ξ n . First of all, initially the particle(s) in 0 belong(s) toξ 0 . In general, the processξ n is constructed by the following rules. If at time n − 1 the set of particles ξ n−1 , which lives on the level n − 1, is constructed, then at time n the set of particlesξ n (which all are at level n) is constructed in the following way. Introduce some ordering of the particles ofξ n−1 , they will be allowed to jump according to that order. Now, if the current particle survives, then
• if the particle jumps to some site of level n and does not encounter any particles that already belong toξ n there, then this particle as well as all the particles possibly activated by it enter toξ n ;
• otherwise it is deleted.
The particles ofξ n+1 activated by some particle fromξ n are considered as the offspring of that particle; note that, due to the asynchronous construction of the processξ n , each particle has exactly one ancestor. Note also that the processξ n was constructed in such a way that each site can be occupied by at most s + 1 particles fromξ n . So, it follows that processξ n dominates a Galton-Watson process with mean offspring being greater than or equal to k − 1 − s k (Eη (s) + 1)p (the "worst case" for a particle fromξ n is when it shares its site with another s particles fromξ n , and all those particles have already jumped to the different sites of level n + 1). Therefore, since p > (Eη (s) + 1) −1 , choosing k sufficiently large, one guarantees the survival of the processξ n . This concludes the proof of Theorem 1.6.
Theorem 1.7 is a consequence of the following lemma.
and consider FM(Z d , p, η), where p > (1 + Eη) −1 , restricted on K (this means that if a particle attempts to jump outside K, then it disappears). There are constants d 0 , a > 0 and µ > 1 such that if d ≥ d 0 , then with probability greater than a, at time √ d there are more than µ √ d active particles in K.
Proof. First observe that it is enough to prove the lemma for FM(Z d , p, η (s) ) with η (s) defined by (2.9), where s is such that p > (1 + Eη (s) ) −1 . Let us consider the sets
|x (i) | = k , k = 0, . . . , d and define ξ k as the set of active particles which are in S k at instant k. Similarly to the proof of Theorem 1.6, the idea is to show that up to time √ d the process ξ k dominates a supercritical branching process to be defined later.
Let x ∈ S k and y ∈ S k+1 be such that x−y = 1, where x = d i=1 |x (i) |. Notice that if site x contains an active particle at instant k, then this particle can jump into y at the next instant of time. Keeping this in mind we define for x ∈ S k
called the set of the "enemies" of x. Observe that for x ∈ S k and z ∈ E x there exists y ∈ S k+1 such that x − y = z − y = 1 which in words means that if sites x and z have active particles at instant k, then these particles can jump into the same site next step. Moreover, for fixed x and z, the site y is the only one in S k+1 with this property and there are exactly k + 1 sites in S k whose particles might jump into y in one step. Notice also that
be the set of "descendants" of x ∈ S k . It is a fact that |D x | = 2(d − k). Finally, we define for y ∈ S k+1
called the set of "ancestors" of y, observing that for
is a disjoint union, (2.10) and |A y | = k + 1 for any y ∈ S k+1 . Note that a single site x ∈ S k can contain various particles from ξ k . Now (as in the proof of Theorem 1.6) we define a processξ k ⊂ ξ k in the following way. First, initially the particle(s) in 0 belong(s) toξ 0 . If at time k the set of particlesξ k (which live in S k ) was constructed, then at time k + 1 the set of particlesξ k+1 (which live in S k+1 ) is constructed in the following way. Introduce some ordering of the particles ofξ k , they will be allowed to jump according to that order. Now, if the current particle survives, then
• if the particle jumps to some site of S k+1 and does not encounter any particles that already belong toξ k+1 there, then this particle as well as all the particles possibly activated by it enter toξ k+1 ;
For x ∈ S k define X (x) to be the number of particles fromξ k in the site x. Note that, by construction, 0 ≤ X (x) ≤ s + 1 for all x and k. For x ∈ S k and y ∈ D x we denote by (x → y) the event X (x) ≥ 1 and at least one particle fromξ k jumps from x to y at time k + 1 , and, also, let ζ k xy be the indicator function of the event there is z ∈ E x such that X (z) ≥ 1 and (z → y) . Notice that by (2.10) the random variables {ζ k xy : y ∈ D x } are independent with respect to P * . Therefore, by the large deviations technique (cf. e.g.
Shiryaev [8] , p. 68), we get for k ≤ √ d
11)
with some positive constants C 2 , C 3 , which depend only on σ. Let us define the following event
Since η (s) ≤ s we have that |ξ k | ≤ (s+1) k+1 . Therefore, from (2.11) it follows that
and, as a consequence, P[B] can be made arbitrarily small for fixed σ and d large enough.
Suppose that the event B c happens. In this case, since each site can be occupied by at most s + 1 particles fromξ k , for each x ∈ S k there are at least 2(d − √ d) − 2σd − s available sites (i.e., sites which do not yet contain any particle fromξ k+1 ) in S k+1 into which a particle fromξ k placed at site x could jump. So, it follows that up to time √ d, the processξ k dominates a Galton-Watson branching process with mean offspring being greater than or equal to Fixed M ∈ N, y ∈ K and x ∈ Λ M , after at most 2M + 2 steps an active particle starting from y hits ℓ x with probability at least (p/2d) 2M +2 . So, for each fixed site x of Λ M , the probability that at least one of those µ √ d particles enters ℓ x after at most 2M + 2 steps is greater than
Consequently, defining a ′ := P[ℓ x is hit by some particle starting from K, for all x ∈ Λ M | more than µ √ d particles start from K] one gets that, for fixed M,
and so a ′ can be made arbitrarily close to 1 by choosing d large enough.
So we see that with probability at least aa ′ P[η ≥ 1] the projection of the trajectories of particles from K will fill up the square Λ M (and M can be made as large as we want). Note that we can repeat the above construction for any site x ∈ 3Λ, and note also that if x, y ∈ 3Λ, x = y, then those constructions starting from x and y are independent (since (K + x) ∩ (K + y) = ∅). Consider now the following percolation model: For x ∈ 3Λ, all the sites of the square Λ M + x are selected with probability aa ′ P[η ≥ 1]. Then, as in Theorem 1.3, one can prove that for M large enough this model percolates. Using Lemma 2.1, we obtain that the original frog model survives with positive probability, thus concluding the proof of Theorem 1.7.
