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Abstract— In this paper we address the problems of flux and
speed observer design for voltage-fed induction motors with
unknown rotor resistance and load torque. The only measured
signals are stator current and control voltage. Invoking the
recently reported Dynamic Regressor Extension and Mixing-
Based Adaptive Observer (DREMBAO) we provide the first
global solution to this problem. The proposed DREMBAO
achieves asymptotic convergence under an excitation condition
that is strictly weaker than persistent excitation. If the latter
condition is assumed the convergence is exponential.
I. INTRODUCTION
Because of its great practical and theoretical importance
control of induction motors (IM) has attracted much attention
from researchers and engineers for over 50 years now. More
than 5,000 journal papers have been published on IM control,
being to date still a very active research area. The industrial
interest in IM control is documented by over 80,000 patents
on this subject. In spite of the intense research efforts in the
field of IM control there are several important problems that
remain open, cf., [9], [11].
We address in the paper the problems of estimation of the
rotor resistance and the load torque, as well as the design of
flux and speed observers in the absence of the knowledge of
these parameters. Providing an answer to these questions is
relevant for the solution of the so-called sensorless control
problem as well as in fault detection and motor calibration
tasks. For a review of the literature the reader is referred
to the excellent, comprehensive research monograph [9], see
also [4], [10], [11].
In this paper we give solutions to the following.
Adaptive Observer Problem Given the 5th-order dynamics
of the voltage-fed IM with
• measurable stator current and voltage;
• known stator inductance and resistance and leakage
coefficient;
• unknown rotor resistance and mechanical load torque.
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Design an observer for the rotor flux and the speed which
ensures global asymptotic convergence of the unknown
parameters and unmeasurable states under excitation
conditions that are strictly weaker than the classical
persistent excitation (PE) requirement [17, Section 2.5].
State of the Art Many authors have studied these prob-
lems, under different assumptions, and adopting various
approaches including: high-gain based techniques, like slid-
ing modes; designs based on linear approximations, like
Kalman filtering and Model Reference Adaptive Systems;
and schemes based on Neural Network or Fuzzy Control.
We concentrate in this paper on results for which a
rigorous mathematical proof, under reasonable, verifiable
assumptions is provided. In this sense, to the best of our
knowledge, the aforementioned questions are open, and
we provide in this paper the first solutions to them. The
requirement of “reasonable, verifiable assumptions” leads us
to rule out schemes based on open-loop integration of IM
currents and/or voltages, cf., [5], [18], which is not practically
feasible.
Several solutions for particular cases of the problem are
known and some of them are reviewed below.
• The following results assume the motor speed is measur-
able.1
- In [9, Subsection 3.2] a rotor flux observer that estimates
the rotor resistance is proposed. The observer has a redundant
dynamics and convergence is guaranteed under a PE condi-
tion imposed on some of the estimated signals [9, Equation
(3.59)].
- In [4, Subsection 10.3] a rotor flux observer that estimates
the load torque, assuming known the rotor resistance is
proposed. The observer is proposed as part of a globally
convergent speed tracking controller that does not require
any excitation assumption.
- A load torque estimator, assuming the rotor flux can be
recovered exponentially fast, is proposed in [9, Subsection
3.2].
- An adaptive observer-based speed control with uncertain
load torque that estimates the rotor flux assuming all machine
parameters known is proposed in [9, Subsection 4.3]. This
result is extended to the case of unknown rotor resistance
with known lower bound.
1We refer the interested reader to the quoted monograph references to
find out the journal where these results were first reported.
ar
X
iv
:2
00
9.
00
96
6v
1 
 [e
es
s.S
Y]
  2
 Se
p 2
02
0
• For the case when rotor speed is not measurable we are
only aware of the result of [9, Subsection 5.4] where a local
result assuming known the rotor resistance and some PE
conditions is reported.
About the Paper To provide a solution to the adaptive
observer problem stated above we rely on three essential
components.
C1 The key observation made in [9, Subsection 1.2] that
the derivatives of the flux and the current are related
by a simple relation. This observation was already used
in [5] to address the adaptive observer problem but, a
practically inadmissible, open-loop integration of the
IM currents and voltages was proposed.
C2 Proceeding from a reparameterization of the aforemen-
tioned equation—using the norm of the rotor flux—
we derive a linear regression equation (LRE), which
involves unknown parameters, unmeasurable states and
their product. This step was first reported in [16].
C3 The use of DREMBAO [15], which is an advanced
technique for the design of adaptive observers able
to handle the presence of products between unknown
parameters and unobservable states. Towards this end,
DREMBAO uses the dynamic regressor extension and
mixing (DREM) parameter estimation procedure [2],
[13] to generate scalar regressions, using which we ob-
tain the estimated parameters and the observed states.
The remainder of the paper is organized as follows. In
Section II we present the model of the IM and the problem
formulation. The novel parameterization of the IM model
and its associated vector LRE are described in Section III. In
Sections IV and V we present the new flux observer and the
rotor resistance estimator, respectively. Using these flux and
rotor resistance estimates in Section VI we propose the new
speed observer and load torque estimator. In Section VII
we present simulation results, which demonstrate the
effectiveness of the proposed approach. Our work is
wrapped-up with some conclusions and future research in
Section VIII.
Notation. In is the n × n identity matrix. We use R+ :=
(0,∞). For x ∈ Rn, we denote the Euclidean norm |x|2 :=
x>x. All mappings are assumed smooth. For an LTI filter
G(p) ∈ R(p) its action on a signal w(t) is denoted G(p)[w].
II. PROBLEM FORMULATION
Consider the electrical dynamics of the fixed-frame model
of the voltage-fed induction motor [10, Equation (4.42)]
λ˙ = −
(
Rr
Lr
I2 − npJω
)
λ+Rrβi, (1a)
Lsσ
di
dt
= −(Rs +Rrβ2)i+ β
(
Rr
Lr
I2 − npJω
)
λ+ v,
(1b)
where λ, i, v ∈ R2 are the rotor flux, the stator current and
the control voltage, respectively, ω ∈ D is the rotor speed,
Ls, Rr, Lr, Rs, np, σ are positive constants representing the
stator inductance, rotor resistance, rotor inductance, stator
resistance, number of pole pairs and leakage parameter,
respectively. To simplify the notation, we defined β := MLr ,
where M is the mutual inductance, and
J :=
[
0 −1
1 0
]
.
The mechanical dynamics, on the other hand, is described
by
Jω˙ = −npβλ>J i− TL, (2)
where J is the rotor inertia and TL is the load torque, which
is assumed constant.
The goal is to design an observer for the rotor flux λ and
the speed ω, assuming only the current i, and the voltage v
are measured, that the electrical parameters Ls, Rs and σ
are known, but Rr and TL are unknown. As discused in the
Introduction the importance of this problem can hardly be
overestimated.
Consistent with the usual observer design scenario [6],
we assume that the external signals v and TL are such that
the system (1a)–(2) is forward complete and all the signals
are bounded. Furthermore, we also assume that v and i
are absolutely integrable. This assumption is consistent with
the motor operation since, in steady-state, these signals are
periodic of zero-mean.
III. A LINEAR REGRESSION EQUATION
As explained in [15] the key step for the application of
DREMBAO is to derive a family of parameterized LREs to
which we can apply the DREM procedure to isolate its scalar
components, namely [15, Equation (8)] and [15, Equation
(11)].
In the present case, this LRE is identified in the lemma
below, whose proof—being quite technical—is given in the
Appendix.
Lemma 1: Consider the IM electrical dynamics (1) with
measured signals
y := col(i, v).
There exists measurable signals2
ze : R+ × R+ → R
φe : R+ × R+ → R6,
verifying
ze(t, α`) = φ
>
e (t, α`)

Rr
λ(t)
Rrλ(t)
Rr|λ(t)|2
+ εt, (3)
where α` > 0 is a designer-chosen parameter and εt is a
generic, exponentially decaying signal stemming from some
LTI filters initial conditions.
2That is, signals that can be computed, via stable filtering and algebraic
operations, from the measured signals y—without open-loop integration nor
differentiation.
Remark 1: We underscore the presence of products be-
tween the unknown parameter Rr and the state to be re-
constructed λ in (3), which makes the adaptive observation
problem unsolvable with standard techniques [4], [6], [9].
IV. GENERATION OF SCALAR REGRESSIONS
In this section we apply the DREM methodology to
generate, from the vector LRE (3), six scalar LRE. In this
way we “isolate” two scalar LRE for the flux λ and the
unknown parameter Rr, that we can easily identify. The
result is contained in the lemma below, whose proof is given
in the Appendix.
Lemma 2: Consider the family of LREs (3). Fix six
different, positive constants α`, ` = 1, . . . , 6. There exists
measurable signals
ζe : R+ → R6
∆e : R+ → R,
verifying
ζe(t) = ∆e(t)

Rr
λ(t)
Rrλ(t)
Rr|λ(t)|2
+ εt. (4)
Remark 2: We underline the fact that ∆e(t)—defined in
(43) in the proof of Lemma 2—is a scalar signal. Conse-
quently, from the first three elements of (4) we can define
three scalar LREs
ζe1(t) = ∆e(t)Rr + εt (5)
ζe23(t) :=
[
ζe2(t)
ζe3(t)
]
= ∆e(t)λ(t) + εt, (6)
from which we can estimate Rr and reconstruct λ indepen-
dently. A task that is carried out in the next two sections.
V. FLUX OBSERVER
Our first main result, that is, a globally convergent ob-
server for the flux, is given in the following proposition.
To establish the result we need an excitation assumption
articulated below.
Assumption 1: Assume that the scalar signal ∆e, defined
in (43) in the proof of Lemma 2, verifies
∆e(t) /∈ L2 ⇐⇒ lim
t→∞
∫ t
0
∆2e(s)ds =∞.
Proposition 1: Consider the model of the IM (1) and the
LRE (6) with ∆e verifying Assumption 1. The flux observer
χ˙e =
1
β
v − Rs
β
i+ γλ∆e
[
ζe23 +
(σLs
β
i− χe
)
∆e
]
(7)
λˆ = −σLs
β
i+ χe, (8)
where γλ > 0 is a tuning gain, ensures
lim
t→∞ |λ(t)− λˆ(t)| = 0.
Proof: Define the observation error
λ˜ := λ− λˆ, (9)
using the flux dynamics equation (28), the observer equations
(7) and (8), and the LRE3 (6) we get the error dynamics
˙˜
λ = λ˙− ˙ˆλ
= λ˙+
σLs
β
di
dt
− χ˙e
= −γλ∆e(ζe23 − λˆ∆e)
= −γλ∆2eλ˜.
The solution of this scalar differential equation is
λ˜(t) = e−γλ
∫ t
0
∆2e(s)dsλ˜(0) (10)
from which we conclude the proof.
Remark 3: It has been shown in [13] that the condition
∆e(t) /∈ L2 is strictly weaker than PE of the regressor φe(t)
of (3).
Remark 4: In [19] it is established that—generically, i.e.,
for almost all choices of the constants α`—if φe(t) is PE
then ∆e(t) is also PE. It is easy to see that, in that case,
there exists positive constants Cλ and ρλ such that
|λ˜(t)| ≤ Cλe−ρλt.
Remark 5: Notice that the additive exponentially decaying
term εt in (6), that we neglected in the proof above, appears
in the flux observer error equation in the form
˙˜
λ = −γλ∆2eλ˜+ γλ∆eεt.
As shown in [1, Lemma 1] the presence of the term εt does
not affect the result of Proposition 1. Therefore, in the sequel,
we neglect the presence of such terms.
VI. ROTOR RESISTANCE ESTIMATION
In this section the rotor resistance is estimated using the
LRE (5).
Proposition 2: Consider the LRE (5) and the parameter
update law
˙ˆ
Rr = γr∆e
(
ζe1 − Rˆr∆e
)
, (11)
where γr > 0. If ∆e verifies Assumption 1 then
lim
t→∞ |Rˆr(t)−Rr| = 0.
Moreover, if ∆e is PE then there exists positive constants
CR and ρR such that
|Rˆr(t)−Rr| ≤ CRe−ρRt. (12)
Proof: Defining the observation error
R˜r = Rˆr −Rr, (13)
and substituting (11) we obtain
˙˜Rr = − ˙ˆRr = −γr∆2e(t)R˜r. (14)
The proof is completed using the same arguments of the
proof of Proposition 1.
3For ease of presentation we neglect the exponentially decaying term in
(6). See Remark 5.
VII. ROTOR SPEED OBSERVER AND LOAD
TORQUE ESTIMATION
In this section we design an observer for the speed ω
and an estimator for the load torque TL. In the light of
Propositions 1 ans 2, we apply certainty equivalence and—
assuming ∆e verifies Assumption 1—consider that the resis-
tance and the flux are obtained applying these propositions.
The constructions are done with a procedure similar to the
one used above. Namely, doing first some filtering to obtain
a vector LRE in the unknowns ω and TL. Then, using DREM
to derive independent, scalar LREs for ω and TL.
A. Derivation of two scalar LREs
Lemma 3: Consider the IM electrical (1) and mechanical
(2) dynamics with known flux λ and rotor resistance Rr.
There exists measurable signals
ζm : R+ → R2
∆m : R+ → R,
verifying
ζm(t) = ∆m(t)
[
TL
ω(t)
]
+ εt. (15)
Proof: The first step in the proof is to derive a vector
LRE for col(TL, ω). For, consider the equations of the
IM model (1a) and (2), that we rewrite as
λ˙+ η1 = η2 ω, (16)
Jω˙ = βη>2 i− TL, (17)
where we defined the two-dimensional, measurable signals
η1 :=
Rr
Lr
λ−Rrβi,
η2 := npJ λ,
Applying the filter ap+a , with a > 0, and the Swapping
Lemma to (16) we obtain
ap
p+ a
[λ] +
a
p+ a
[η1] =
a
p+ a
[η2ω]
=
a
p+ a
[η2]ω − 1
p+ a
[
ω˙
a
p+ a
[η2]
]
.
Using (17) to replace ω˙ in the right hand side term above
yields the matrix LRE
zm(t) = Φm(t)
[
TL
ω(t)
]
+ εt, (18)
where we defined the measurable signals
zm :=
ap
p+ a
[λ] +
a
p+ a
[η1] +
β
J
1
p+ a
[
η>2 i
a
p+ a
[η2]
]
Φm :=
[
1
J
a
(p+a)2 [η2] | ap+a [η2]
]
.
Now, we apply DREM to (18) and obtain (15) with the
definitions
ζm := adj{Φm}zm
∆m := det{Φm}. (19)
completing the proof.
Remark 6: Notice that the matrix Φm may be written as
Φm =
a
p+ a
[
1
J(p+a) [J λ] | J λ
]
(20)
underscoring the critical role of the flux vector in the
excitation requirement. See Corollary 1 below.
B. Estimation of TL and observation of ω
To design these estimators we need an additional excita-
tion assumption articulated below.
Assumption 2: The scalar signal ∆m defined in (19) ver-
ifies
∆m(t) /∈ L2 ⇐⇒ lim
t→∞
∫ t
0
∆2m(s)ds =∞.
Proposition 3: Consider the IM electrical (1) and mechan-
ical (2) dynamics with known flux λ and rotor resistance
Rr, with ∆m defined in (19) verifying Assumption 2. The
parameter estimator
˙ˆ
TL = γT∆m
[
ζm1 − TˆT∆m
]
, (21)
together with the speed observer
˙ˆω = − 1
J
TˆL − npβ
J
λ>J i+ γω∆ˆm (ζm2 − ωˆ∆m)
where γT > 0 and γω > 0 are tuning parameters, ensures
lim
t→∞ |TˆL(t)− TL| = 0
lim
t→∞ |ωˆ(t)− ω(t)| = 0
Moreover, if Φm(t) is PE the convergences are exponential.
Proof: The proof is established invoking (15) and
verifying that the error equations take the forms
˙˜TL = −γT∆2mT˜L.
˙˜ω = −γω∆2mω˜ −
1
J
T˜L,
and using arguments similar to the once used in the proof of
Proposition 1 and standard cascaded systems analysis.
The following corollary proves that, in steady state, ∆m
is PE, ensuring exponential convergence of the estimates of
TL and ω.
Corollary 1: Consider the IM electrical (1) and mechan-
ical (2) dynamics operating in steady-state. The adaptive
observer of Proposition 3 is exponentially convergent.
Proof: The steady-state time-varying operation of the
IM with sinusoidal voltages is given by [9, equation (1.47)]
λ? = |λ?|
[
cos(ρ?)
sin(ρ?)
]
ρ˙? = ω? +
RrTL
|λ?|2
ρ?(0) = arctan
{λ2(0)
λ1(0)
}
,
where (·)? denotes their reference value. Replacing these
values in the matrix Φm given in (20), computing the steady-
state values of the filter outputs and using some simple
trigonometric identities yields
∆?m = −
|λ?|
J
sin(ψ?),
where ψ? is the phase shift of the filter 1j$+a at the frequency
$ = ω? +
RrTL
|λ?|2 .
This completes the proof.
Remark 7: Clearly, for the adaptive implementation of the
algorithms of Proposition 3 we replace λ and Rr by their
estimates generated as indicated in Propositions 1 and 2,
respectively. Due to the complicated algebraic operations
involved in the derivation of the LRE (3) the mathematical
analysis of this implementation of the adaptive observer—
without the certainty equivalent assumption—is a daunting
task.
VIII. SIMULATION RESULTS
The proposed observers and estimators have been tested
via numerical simulations in the open loop. The IM is
driven by the standard full-state measurement field-oriented
control [8] independently on the flux estimates
vdq = Kp(i
ref
dq − idq) +Ki
∫ t
0
(irefdq − idq)dτ, (22)
where (·)dq = e−Jδ(·)ab,
δ := arctan
(
λb
λa
)
, (23)
and the current references are generated as
irefd =
1
M
|λab|+ Lr
RˆrM
(
Kλpeλ +Kλi
∫ t
0
eλdτ
)
, (24)
irefq =
JmLr
M |λab|
(
Kωpeω +Kωi
∫ t
0
eωdτ
)
(25)
with the error signals
eλ := |λab|ref − |λab|, (26)
eω = ω
ref − ω, (27)
and the six controller gains K(·) > 0 are given below.
The IM parameters are same as in [5], namely, Ls =
140 mH, Lr = 140 mH, M = 117 mH, Rs = 1.7 Ω,
Rr = 3.9 Ω, J = 0.00011 kg m2. The amplitude of the rotor
flux reference in (26) was chosen |λab|ref = 0.0455 Wb.
The speed reference in (27) was chosen ωref = 40 rad/s (see
Fig. 2a), with the following initial conditions θ(0) = −3 rad,
ω(0) = 0 rpm, λ(0) = (0.02, 0) Wb. The controller tuning
gains were selected as Kp = 100, Ki = 100, Kλp = 10,
Kλi = 100, Kωp = 10 and Kωi = 10.
The observers parameters were chosen as: γd = 1000,
α1 = 10, α2 = 20, α3 = 30, α4 = 40, α5 = 50, α6 = 100,
γλ = 0.001, γr = 0.0001, γω = 106, γTL = 10
6. The
observer starts working after two seconds, with the observer
input signals set to zero before that time.
Fig. 1a shows the behavior of the flux observer, while the
one of the rotor resistance estimator is depicted in Fig. 1b.
As shown in the figures the performance of the observer and
the estimator is remarkable. In Fig. 2a the actual rotor speed,
its estimate and estimation error are depicted, while the ones
of the external load are shown in Fig. 2b. Similarly to the
previous remark, the quality of the transients is excellent.
IX. CONCLUSIONS
The paper is devoted to the problem of adaptive observer
design for IM. It is assumed that only stator voltages and
currents are available for measurement and that all param-
eters of the IM except rotor resistance and load torque are
known. The solution to this problem is obtained applying
the recent results on DREMBAO reported in [15]. The algo-
rithms convergence relies on the verification of an excitation
conditions—Assumptions 1 and 2—which has been shown
in [13] to be strictly weaker than PE of the regressor.
Current research is underway to sharpen the aforemen-
tioned excitation conditions, with the hope of providing ad-
missible verifiable operation modes of the IM. Another, very
challenging, topic of interest is the application of the adaptive
observers in closed-loop operation. Also, some preliminary
results on adaptive observers with finite convergence time,
with a very weak interval excitation assumption has been
designed in [14]. Finally, we are currently working on the
practical implementation of the proposed algorithms in an
experimental benchmark. We hope to be able to report these
new results in the near future.
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APPENDIX
PROOF OF LEMMA 1
The first step to prove the lemma is the key observation
made in [9, Subsection 1.2] that the derivatives of the flux
and the current are related via
βλ˙ = −Rsi+ v − σLs di
dt
, (28)
which follows directly from (1a) and (1b).
Let us introduce the following partial change of coordi-
nates
ξ = |λ|2 (29)
and consider its derivative
ξ˙ = 2λ>λ˙
= 2λ>
[
−
(
Rr
Lr
I2 − npJω
)
λ+Rrβi
]
= −2Rr
Lr
ξ + 2Rrβλ
>i. (30)
Now, consider a set of stable, linear time-invariant (LTI)
filters α`p+α` , parameterized by the constant α` > 0, where
p := ddt . Applying this filters to the model (30) we get
α`
p+ α`
[ξ˙] = −2Rr
Lr
α`
p+ α`
[ξ] + 2Rrβ
α`
p+ α`
[λ>i]. (31)
We will prove now that (31) may be represented as (3).
Towards this end, we utilize the Swapping Lemma [17,
Lemma 3.6.5] and some algebraic operations with the model
equations (1).
Transform each term separately using the Swapping
Lemma
α`
p+ α`
[ξ˙] = 2
α`
p+ α`
[λ>λ˙]
= 2λ>
α`
p+ α`
[λ˙]− 2
p+ α`
[
λ˙>
α`
p+ α`
λ˙
]
.
(32)
Taking λ˙ from (28) we get
α`
p+ α`
[ξ˙] = 2λ>
α`
p+ α`
[−Rs
β
i+
v
β
− σLs
β
˙ˆi
]
− 2
p+ α`
[(−Rs
β
i+
v
β
− σLs
β
˙ˆi
)>
× α`
p+ α`
[−Rs
β
i+
v
β
− σLs
β
˙ˆif
]]
. (33)
To simplify the notation, define the measurable filtered
signals
fi :=
α`
p+ α`
[i], f˙i :=
α` p
p+ α`
[i],
fv :=
α`
p+ α`
[v], f˙v :=
α` p
p+ α`
[v].
Using the definitions above rewrite (33) as
α`
p+ α`
[ξ˙] = −2Rs
β
λ>fi +
2
β
λ>fv − 2σLs
β
λ>f˙i
− 2
β2
1
p+ α`
[
(−Rsi+ v)>
(
−Rsfi + fv − σLsf˙i
)]
+
2σLs
α`β2
α`
p+ α`
[
di
dt
> (
−Rsfi + fv − σLsf˙i
)]
.
(34)
Let us consider first the last right-hand term of (34), that
is,
α`
p+ α`
[
di
dt
> (
−Rsfi + fv − σLsf˙i
)]
=
=
(
−Rsfi + fv − σLsf˙i
)>
f˙i
− 1
p+ α`
[(
−Rsf˙i + f˙v − σLsf¨i
)>
f˙i
]
=
(
−Rsfi + fv − σLsf˙i
)>
f˙i
− 1
p+ α`
[(
−Rsf˙i + f˙v
)>
f˙i
]
+ σLs
1
p+ α`
[
f¨i
>f˙i
]
=
(
−Rsfi + fv − σLsf˙i
)>
f˙i
− 1
p+ α`
[(
−Rsf˙i + f˙v
)>
f˙i
]
+
1
2
σLs
p
p+ α`
[
f˙i
>
f˙i
]
= Rs
(
−f>i f˙i +
1
p+ α`
[
|f˙i|2
])
+ σLs
(
−f˙i>f˙i + 1
2
p
p+ α`
[
|f˙i|2
])
+ f>v f˙i −
1
p+ α`
[
f˙>v f˙i
]
.
Replacing the latter identity in (34), we see that α`p+α` [ξ˙]
may be written as
α`
p+ α`
[ξ˙] = λ>ρ1 + ρ2, (35)
where we defined the measurable signals
ρ1 :=
2
β
(
−Rsfi − σLsf˙i + fv
)
,
ρ2 := − 2
β2
1
p+ α`
[v>fv]
+Rsµ1 + σµ2 +R
2
sµ3 +Rsσµ4 + σ
2µ5,
and
µ1 :=
2
β2
1
p+ α`
[
i>fv + v>fi
]
,
µ2 :=
2Ls
α`β2
f>v f˙i +
2Ls
β2
1
p+ α`
[
v>f˙i − 1
α`
(
f˙>v f˙i
)]
,
µ3 := − 2
β2
1
p+ α`
[i>fi],
µ4 := −2Ls
β2
1
p+ α`
[
i>f˙i
]
+
2Ls
α`β2
(
−f>i f˙i +
1
p+ α`
[
|f˙i|2
])
,
µ5 :=
2L2s
α`β2
(
−|f˙i|2 + 1
2
p
p+ α`
[
|f˙i|2
])
.
Combining (31) and (35) we get the identity
λ>ρ1 + ρ2 = −2Rr
Lr
α`
p+ α`
[ξ] + 2Rrβ
α`
p+ α`
[λ>i]. (36)
We proceed now to analyze the the two right-hand terms of
(36). For the first term we get
α`
p+ α`
[ξ] = ξ − 1
p+ α`
[ξ˙] + 1(t)
= ξ − 1
α`
(
λ>ρ1 + ρ2
)
+ 1(t), (37)
where 1(t) := α`p+α` [1(t)] is exponentially decaying term.
Finally, consider the second term of (36)
α`
p+ α`
[λ>i] = λ>fi − 1
β
1
p+ α`
[(
−Rsi+ v − σLs di
dt
)>
fi
]
= λ>fi +Rs
1
β
1
p+ α`
[i>fi]
− 1
β
1
p+ α`
[v>fi] +
Lsσ
β
1
p+ α`
[
di>
dt
fi
]
= λ>fi + ρ3 (38)
where we defined the measurable signal
ρ3 := Rs
1
β
1
p+ α`
[i>fi]− 1
β
1
p+ α`
[v>fi]
+
Lsσ
α`β
(
f>i f˙i −
1
p+ α`
[
|f˙i|2
])
.
The proof is completed by replacing (37) and (38) in (36),
grouping terms, and defining4
z(t, α`) := ρ2 (39)
φe(t, α`) :=

2
α`L
ρ2 + 2βρ3
−ρ1
2
α`L
ρ1 + 2βfi
− 2L
 . (40)
PROOF OF LEMMA 2
Following the construction of the dynamically extended
regressor we consider the set of LTI filters α`p+α` with
different α` > 0, ` = 1, . . . , 6, to generate different filtered
signals z(t, α`) and φe(t, α`). Piling this signals up and using
(3) we obtain a matrix equation
Ψ(t) = Φ(t)Θ(t), (41)
where
Ψ(t) := col{z(t, α1), . . . , z(t, α6)} ∈ R6,
Φ(t) := col{φ>e (t, α1), . . . , φ>e (t, α6)} ∈ R6,
Θ(t) :=

Rr
λ(t)
Rrλ(t)
Rr|λ(t)|2
 ∈ R6.
Applying the next step of the DREM procedure we multiply
(41) by the adjugate of the matrix Φ(t), denoted adj{Φ(t)}
to get (4) with the definitions
ζe(t) := adj{Φ(t)}Ψ(t), (42)
∆e(t) := det{Φ(t)}. (43)
4We underscore the fact that, for each constant α`, we generate different
signals ρ1, ρ2, ρ3, fi and fv , but this dependence is omitted to simplify
the notation.
