Introduction
The use of visualization to support engineering design and decision-making is gaining considerable attention as the requisite computer tools and technologies become more readily available. Companies such as Chrysler ͓1͔, Raytheon ͓2͔, and Boeing ͓3,4͔ are working to harness the power of visualization to enhance product design and development. Multidimensional visualization techniques that employ desktop PCs are also becoming prevalent for use in multiobjective optimization ͓5-10͔. Virtual reality has become a powerful tool for networking multiple users in distributed design environments ͓11͔; a recent review of virtual reality applications in engineering design can be found in Ref. ͓12͔ .
Despite the apparent advantages and recent advances of visualization in design and optimization, many consider the state-of-theart in visualization to still be in its infancy ͓5͔. Jones ͓13͔ argues that appropriate representations ͑i.e., visualization strategies͒ are needed to better understand the models, algorithms, data, and design candidates obtained during the design process. A recent study conducted by the National Research Council ͑NRC͒ found that the ''Most effective collaboration today still takes place among a few partners in similar disciplines ͑e.g., engineers͒ across a narrow slice of the supply chain using a standardized software package for the interface ͑e.g., the use of CATIA by Boeing for the 777 ͓14͔͒. Anyone not comfortable using the standard software package ͑e.g., small suppliers͒ may have difficulty adjusting to the collaboration technology'' ͓15͔. This NRC study also highlighted three requirements for an effective design interface: it must be integrative, visual, and fast, i.e., enable real-time response to user input.
Speed of response is critical for certain cognitive tasks; however, we have found little evidence in the engineering design literature that assess the impact of fast graphical design environments on the efficiency and effectiveness of engineering design or decision-making. Evans, et al. ͓16͔ have compared the effectiveness of using traditional interfaces and virtual reality interfaces for 3-D spherical mechanism design, but they did not investigate the impact of response delay on user performance. Most research on the effect of response delay in the design software on user productivity has focused on simple placement, searching, and editing tasks ͓17-20͔ or on the loss of information held in short-term memory ͓21͔.
There have been some investigations addressing the impact of software performance ͑speed͒ on the quality of design. Goodman and Spence ͓22͔ examined the effect of system response time on the time to complete an artificial task that was created to mimic design activity. The task was the graphical adjustment of five parameters to change the shape of a function ͑presented graphically͒ so that it passed between forbidden regions in the x, f (x) plane. They found an increase in task completion time of approximately 50% for response delays of 1.5 seconds between a parameter adjustment and the resulting shape change for the function.
For more complex tasks, Foley and Wallace ͓23͔ found that system response delays of up to ten seconds did not have significant impact on the design process. Hirschi and Frey ͓24͔ recently investigated the interaction between task complexity and completion time for simple graphical user interfaces developed for problems with 2ϫ2 to 5ϫ5 input and output parameters, but response delays were not considered in their study.
Unfortunately, many design analysis tasks may not be instantaneous, even when calculated using state-of-the-art software on state-of-the-art computers. For instance, Ford Motor Company reports that one crash simulation on a full passenger car takes 36 -160 hours ͓25͔; therefore, we hypothesize that a metamodeldriven design interface provides a strategy for meeting the challenge of creating an integrative, visual, and fast graphical design environment. By metamodels we mean simple mathematical approximations to the input/output functions calculated by the designer's analyses and simulation models ͓26 -28͔. Because the approximations are simple, they are fast, virtually instantaneous, enabling performance analyses to be computed in real-time when design ͑input͒ variables are changed within a graphical design environment; however, because they are simple approximations, there is a tradeoff between accuracy and speed. Consequently, our primary research objective is to determine the efficacy of metamodel-driven visualization for graphical design and optimization as shown in Fig. 1 . Figure 1 shows how the experiments presented in this paper fit into our overall research strategy. At the highest level, our investigations can be divided into two categories: ͑1͒ assessing the benefit of having a rapid response to user requests for performance as a function of design parameters, and ͑2͒ assessing the cost of lost accuracy due to the use of approximations or metamodels. The benefit of rapid response depends on the nature of the design task and the richness of the design interface ͑e.g., textbased versus graphical͒. The first of these has led us to investigate the development of alternative design interfaces and exercises to study the impact of time delays in the system response on the efficiency and effectiveness of the design process. To study the impact of response delays on design efficiency and effectiveness, we have developed five design exercises-design of an I-beam, desk lamp, pressure vessel, automobile suspension, and aircraft wing-and two sets of graphical and text-based design interfaces, one for the I-beam and one for the desk lamp. As highlighted in Fig. 1 , in this paper we focus on the design exercises involving the I-beam and desk lamp, which are described in the next section. The experimental protocol used to test these interfaces is outlined in Section 3, and Section 4 contains a discussion of the hypotheses we tested. Closing remarks are given in the Section 5.
Descriptions of Design Exercises and Software
Two graphical design interfaces ͑GDIs͒ have been developed to assess their impact on design efficiency and effectiveness. Corresponding text-based design interfaces ͑TDIs͒ have also been developed to serve as controls in each experiment. Two engineering design problems have been selected as motivating examples in these interfaces. The first is an I-beam design example adapted from Haftka and Gurdal ͓29͔ wherein the user varies the crosssection of an I-beam, subject to a bending moment, to minimize the cross-sectional area and the bending stress. The second example involves the design of a desk lamp to maximize the mean illuminance and minimize the standard deviation of the illuminance on a predetermined surface area ͑e.g., a paper or a book͒ on a desk using the analyses in Ref. ͓30͔. For our graphical-based interfaces, the user manipulates the values of design variables using the mouse to control slider bars on the screen. The resulting system performance is displayed graphically in a plot of the performance ͑response͒ space as the slider bars are adjusted, and the user can investigate solutions by clicking the mouse on any point that has been plotted in the performance space. In the text-based design interfaces, the user enters the values of design variables using the keyboard, and the resulting performance is displayed numerically in text boxes, which are stored in a drop-down menu that the user can browse using the mouse.
In both examples, the impact of delay in the display of the system performance is studied. For the I-beam example, the analysis is virtually instantaneous, making it easy to study the effect of response delay by imposing an artificial delay. For large complex systems, however, detailed analyses often dictate large response delays, and rapid response can only be achieved by using metamodels as discussed in the previous section. We employ the metamodels developed in Ref. ͓31͔ for the desk lamp example to investigate their benefit as fast surrogates for detailed analyses that have large response delays.
Using both interfaces, users are asked to perform two design exercises:
1. Free-form design exercise: find the ''best'' design to simultaneously minimize the two competing objectives. There is no response delay present during this portion of the design exercise.
2. Weighted-sum design exercises: find the ''best'' design to minimize a weighted-sum of the two competing objectives. Each user solves three weighted-sum problems where the value of the weighting factor, ␣, is varied, along with the response delay. The experimental set-up is described in detail in Section 3.
The two interfaces for the I-beam example are discussed in the next section; Section 2.2. contains an overview of the two desk lamp design interfaces.
I-Beam Design Example
I-Beam Graphical Design Interface. In the I-beam GDI, users can adjust the height, h, and width, w, of the I-beam cross-section to vary the cross-sectional area, A, and the imposed bending stress, . As users change h and w using the slider bars, the corresponding A and values appear in the performance ͑response͒ space ͑xy-plot of A vs. ͒ as shown in Fig. 2 . Normalized measures of A and are used to help alleviate scaling inconsistencies on the plot. The GDI for the I-beam example was developed using Visual Basic 6.0.
The graphical design interface allows the user to change the scale of the plot of the performance space by selecting any of the three Plot Scale buttons that appear in the upper right portion of Fig. 2 . The Color buttons allow the user to change the color of new points as they are plotted in the performance space. The performance space plot can be cleared of all points using the Clear button. Users can check the quality of a specific design by using the mouse to click on a point that has been plotted within the performance space. The numerical values of the normalized measures of A and then appear in the right-hand portion of the screen in the output display, and the slider bars return to the corresponding h and w values for that design.
For the free-form design exercise, users seek to resolve the tradeoff between the two competing objectives by finding the best combination of h and w that simultaneously minimize the normalized measures of A and . For the weighted-sum design exercises, users seek to find the combination of h and w that minimizes the weighted-sum objective function, F:
where ␣ is a scalar weighting factor (0р␣р1); A and are the area and stress in the I-beam; A max and A min are the maximum and minimum possible areas, respectively; and max and min are the maximum and minimum possible stresses, respectively, based on the slider bar limits. Contour lines of constant F are automatically displayed in the GDI during each weighted-sum design exercise ͑see Fig. 2͒ , where the slope of the contour line depends on the value of ␣. In addition, the numerical value of F is displayed when a design point is selected. In many bicriteria optimization problems, a weighted-sum approach may not yield good solutions ͓32-34͔; however, the weighted-sum approach is suitable in this example because of the convex nature of the Pareto frontier. Figure 3 shows the layout and functionality of the text-based design interface for the I-beam. Text boxes in the lower right portion of the interface allow the user to enter values of the design variables using the keyboard; changing the design variables causes the values of performance variables to be displayed in the right portion of the interface. Previously analyzed designs are stored and can be accessed by using the drop-down menu as shown in Fig. 3 . As with the graphical-based interface, the user is asked to complete freeform design and weighted-sum design exercises using this textbased design interface.
Desk Lamp Design Example
Desk Lamp Graphical Design Interface. The desk lamp design example has three design variables: reflector length, L 1 , rod length, L 2 , and reflector angle, . The GDI for this example is shown in Fig. 4 and was also developed using Visual Basic 6.0. As the user changes the values of L 1 , L 2 , and using slider bars, the mean, , and the corresponding standard deviation of the illuminance, , are displayed in the performance space ͑xy-plot of vs. ͒. Since both and are competing design objectives, the user seeks to find the best combination of L 1 , L 2 , and that maximizes the mean illuminance, , and minimizes its respective standard deviation, .
The overall layout and functionality of the desk lamp graphical design interface is very similar to the I-beam GDI as discussed in Section 2.1. In the desk lamp GDI, the user can check the quality of a specific design by using the mouse to click on a point plotted within the performance space. The numerical values for and then appear to the right of the performance space in the output display shown on the right-hand side of Fig. 4 .
For the free-form design exercise, the user seeks to resolve the tradeoff between the two competing objectives by finding the best combination of L 1 , L 2 , and that simultaneously maximizes and minimizes . In the weighted-sum exercises, the user seeks to resolve tradeoffs between and using a weighted-sum objective function, F:
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ere F is a weighted-sum of normalized measures of and , where max and min are the maximum and minimum possible values for mean illuminance, respectively, and max and min are the maximum and minimum possible standard deviations for illuminance, respectively. The scalar weighting factor, ␣, ranges from 0 to 1, and the optimal design maximizes the normalized by using Ϫ␣ for the first term in Eq. ͑2͒.
Desk Lamp Text-based Design Interface.
As with the I-beam experiment, a text-based design interface was developed for the desk lamp design problem. Figure 5 displays the layout and functionality of the desk lamp text-based interface. The controls and operation of the desk lamp text-based design interface are identical to those of the I-beam text-based design interface except that it has three design variables.
Experimental Setup
Careful experimental design was required to properly assess the impact of response delay on user performance. The series of experiments that were developed to test the impact of delay on design efficiency and effectiveness are described in this section. In the following four sections, we identify the factors that were varied in the experiments, the performance measures, the experimental design, and the procedures that were used to conduct the experiments. The results are analyzed and discussed in Section 4.
Experimental Factors.
Experiments were completed using the two examples and four interfaces described in Section 2. Three levels of response delay were tested in the experiments: 0 s, 0.1 s, and 0.5 s, where user performance was expected to decline as response delay increased. The delays of 0.1 s and 0.5 s were smaller than the 1.5 s delay used by Goodman and Spence ͓22͔ in a less realistic design exercise; however, they were large enough to provide a noticeable effect in the behavior of the interface. For the weighted-sum exercises, three levels of the weighting factor, ␣, were also tested in the experiments: ␣ϭ0.1, 0.5, and 0.9.
Performance Measures.
Our performance measures were related to the design effectiveness and efficiency of the users in completing the design exercises. Design effectiveness was measured by calculating the percent error between each submitted design and the known optimal design. For our analyses, we found that the logarithm of the percent error tended to produce more normally distributed variation; hence, the natural logarithm of percent error, ln͑error͒, was used for the analyses reported in Section 4. Design efficiency was measured by recording the completion time for each design task. The natural logarithm of task completion time, ln͑completion time͒, was also used to produce more normally distributed variation. Users were also asked to complete survey questionnaires before ͑pre-test͒, during ͑mid-test͒, and after ͑post-test͒ the experiment. Responses to these questions were used to test for significant correlation with user performance. Transactions of the ASME 3.3 Experimental Design. Each subject was assigned three weighted-sum experiments for the same design exercise; therefore, run number was considered another factor when designing the experiment. A Graeco-Latin square design was used to test the three factors-response delay, ␣, and run number-for a given GDI or TDI. The Graeco-Latin square design was constructed such that for the three experiment runs, each level of time delay occurs only once with the three levels of ␣. With three levels for each factor, nine test subjects were required for one replicate of the design.
Experimental Protocol and Location of Experiments.
Test subjects were provided with two resources to guide them through the design experiment. First, the subjects were given a packet of written instructions that included a brief outline of the experiment instructions and a human subject consent form. Also included in the packet was a one-page overview of the specific problem exercise, including problem background and some software instruction. Finally, the packet included three questionnaires that were completed throughout the course of the experiment. The test subjects were also supplied with a CD that included a training and demonstration video in addition to the software. The packet instructed the subjects exactly how to run the training video and design software.
The packet of instructions also assigned the three weighted-sum experiments that the subjects were to perform and the order in which they were to perform them. Test subjects would select their assigned experiments using the setup pull-down menu available in the upper left-hand corner of each interface. Table 1 summarizes the experiment assignments for the nine test subjects that complete one replicate of the experiment design.
Experiments for the I-beam and desk lamp exercises were conducted by 133 graduate students at several universities from December 2000 through April 2002. The universities participating in the study included the Pennsylvania State University ͑PSU͒, the University at Buffalo ͑UBuffalo͒, the University of Illinois at Chicago ͑UIC͒, the University of Michigan ͑U of M͒, and the University of Pennsylvania ͑UPenn͒. These sites were identified based on our personal contacts at each university and student availability in graduate-level design optimization courses. Table 2 summarizes the number of test subjects that participated at each university.
The majority of the test subjects completed their design exercise in less than the 30 minutes allocated to them; however, those experiments exceeding 30 minutes were also accepted. The level of education of the participating graduate students ranged from first year M.S. students to fifth year Ph.D. students, and 80% of the test subjects were male, with age ranging from 22 to 35 years of age. The test subject population was comprised of 65% Mechanical Engineering students and 28% Industrial Engineering students; the remaining 8% were students from Mechanics, Mechanical Engineering Design, Architecture, Engineering Optimization, Math, and Aerospace Engineering. Table 3 summarizes the evolution of the design experiments conducted at each of these five universities, which resulted from slight modifications to the experimental protocol as results were obtained and analyzed. Specifically, increased response delay time and increased instruction were tested in the I-beam GDI in March and April 2002 in hopes of reducing variability in the experimental results as discussed in the next section. A response delay of up to 1.5 s was tested at UIC, along with increased instruction, as part of a graduate-level design optimization course; increased instruction was simultaneously tested at PSU as well. The increased instruction included a modified overview and explanation of the design exercise. The new overview began with a more detailed explanation of the problem background and design objective derivation. The overview was broken into two sections, one explaining the freeform design experiment, and the other explaining the three weighted-sum experiments. The explanation of the weighted-sum experiments included a better description of how to minimize the weighted-sum objective using the objective function contours. The new overview also encouraged test subjects to generate as many designs as possible to help identify the best design.
For the experiments conducted at PSU, the increased instruction eliminated the use of the training video provided on the CD. Instead, an experienced supervisor advised the test subjects oneon-one throughout the experiment. This supervisor would actively guide the test subjects as they performed the demonstration experiment. The supervisor was provided with a detailed outline to discuss all software features and also clarify parts of the design exercises that are commonly misunderstood by the users, such as the objective function contours. The supervisor was present to 
Hypotheses Results and Discussion
Several hypotheses were established prior to any experimentation and data analysis to reflect the research objectives outlined in Fig. 1 . The primary hypotheses were those concerning the impact of response delay and graphical feedback on user performance; however, the impact of the ordering of the runs, as well as analysis of questionnaire responses, led to the establishment of several secondary hypotheses. Statistical testing of each hypothesis was conducted, and the results are summarized in Table 4 and discussed in this section. A point-by-point discussion of each hypothesis test can be found in Ref. ͓35͔, and we refer the reader to Refs. ͓36,37͔ for more detailed information on the design and analysis of experiments and hypothesis testing using t-tests and F-tests for comparing differences in means and variances, respectively.
Primary Hypotheses "Hypotheses 1-9…: Results and
Discussion. The impact of response delay and graphical feedback on user performance is assessed with our primary hypotheses. As seen from Table 4 , there was no statistically significant increase in ln͑error͒ as response delay varied from no delay to 0.1 s to 0.5 s for the I-beam GDI experiments. Plots of ln͑error͒ and ln͑completion time͒ versus response delay for the I-beam GDI are shown in Fig. 6 . In both figures, we can see positive increases in the average ln͑error͒ and ln͑completion time͒, but these increases are not statistically significant for the I-beam GDI. A significant increase (pϭ0.022) in ln͑error͒ was observed in the desk lamp GDI as response delay increased, but increased response delay did not significantly affect ln͑completion time͒ when using the desk lamp GDI. A correlation analysis of the ln͑error͒ and ln͑comple-tion time͒ for both GDIs for the increased delay did reveal a significant negative correlation between the two performance measures such that ln͑error͒ increased as ln͑completion time͒ decreased as one might expect.
For the text-based design interfaces, we hypothesized that response delay would have little effect on error or task completion time since there was no real-time graphical feedback; however, there was statistical evidence that response delay does have some effect on ln͑error͒ and ln͑completion time͒ for the I-beam TDI but not for the desk lamp TDI. Interestingly, error did not necessarily increase as delay increased. In fact, error was lowest at the highest level of response delay for the I-beam TDI, but completion time was the highest at this level of delay.
To test whether graphical design interface users were faster than text-based design interface users, we first examined the I-beam and desk lamp data separately. Using the I-beam experimental data, the mean ln͑completion time͒ was compared between the GDI and TDI. There is statistically significant evidence that the mean ln͑completion time͒ between the two interfaces differed, where users of the I-beam GDI took significantly less time than users of the TDI (pϭ0.000). For the desk lamp, there is also a statistically significant difference in mean ln͑completion time͒ between the desk lamp GDI and TDI, where users of the GDI take less time (pϭ0.000). In terms of effectiveness, the average ln͑er- ror͒ was lower for the I-beam GDI users when compared to the I-beam TDI users, but this difference was not statistically significant due to high variance in the error. The same analysis was conducted for the users of the desk lamp GDI and TDI. For this exercise, TDI users performed better than users of the GDI (p ϭ0.034), which may have been caused by an unusual trajectory in the objective function in the desk lamp GDI. Figure 7a and 7b illustrate the typical search results moving the slider bars one-ata-time for the desk lamp and I-beam GDIs respectively. It is clear that a smooth search path is not always achievable within the desk lamp GDI, making it difficult for subjects to use intuition to help identify the best desk lamp design. When examining both design exercises, we found that the variances in ln͑error͒ and ln͑completion time͒ for the GDIs and TDIs are not equal. There was a statistically significant difference between the variance in ln͑error͒ of the two groups (pϭ0.000), where the GDI users had significantly lower variance in ln͑error͒ than the TDI users. There was also a statistically significant difference between the variance in ln͑completion time͒ for the two types of interfaces (pϭ0.000), where the TDI users had significantly lower variance in ln͑completion time͒ than the GDI users. These results are supported by the box plots shown in Fig. 8 , which compare user performance on the two sets of interfaces. We see little difference in average ln͑error͒ between the GDI and TDI users in Fig. 8a , but we notice a much larger variation in the error for the TDI users. In Fig. 8b , we see a larger difference in ln͑completion time͒, with GDI users being faster on average and a much tighter variance among the TDI users compared to the GDI users, indicating that TDI users spent consistently more time with the interface than GDI users as we expected.
Finally, we wanted to determine if response delay had any im- pact on selecting and submitting a design. Our hypothesis was that users who rate design selection and submission more difficult due to the response delay on their post-test questionnaire will perform worse. Users of the I-beam GDI who found the selection task more difficult due to the delays perform with significantly lower error (pϭ0.021). This result suggests that the response delay was noticeable to the test subjects and made selecting and submitting the ''best'' design more difficult, but the magnitude of the delays was not large enough to affect performance as noted previously.
Secondary
Hypotheses "Hypotheses 10-28…: Results and Discussion. The remaining hypotheses listed in Table 4 are secondary hypotheses that helped us pinpoint areas of concern and future improvement, such as increased training to account for the learning effect that we found. To facilitate discussion, the hypotheses have been grouped into five categories: ordering of weights during multiobjective optimization ͑Hypotheses 10 & 11͒, learning effect ͑Hypotheses 12 & 13͒, pre-test questionnaire responses ͑Hypotheses 14 -19͒, post-test questionnaire responses ͑Hypoth-eses 20-27͒, and impact of increased delay and instruction ͑Hy-potheses 28 -30͒. As stated previously, a detailed discussion of each individual hypothesis can be found in Ref. ͓35͔ .
Ordering of weights during multiobjective optimization. Even though we controlled the run order in our experimental design ͑see Table 1͒ , we hypothesized that the ordering of the weighting factor, ␣, would not affect ln͑error͒ or ln͑completion time͒, i.e., user performance with either interface should not depend on which weighted-sum objective the user was trying to minimize. This hypothesis was true for the I-beam GDI and TDI ͑i.e., the weighting had no effect͒, but this was not the case for the desk lamp. The weighting factor had a significant effect on ln͑error͒ for both the desk lamp interfaces (pϭ0.036 for GDI and pϭ0.000 for TDI͒, and the highest error occurred when alpha equaled 0.1. The weighting factor did have suggestive, but not significant, influence on ln͑completion time͒ for the I-beam GDI (pϭ0.088), but it did not have a not significant impact on the remaining three exercises, namely, the desk lamp GDI and TDI, and the I-beam TDI. On average, users spent less time when the alpha was 0.1, which also helps explain why error was highest for experiments where ␣ ϭ0.1.
Learning effect. Despite the demostration and software training implemented in the experimental protocol, each of the four interfaces had a significant learning effect in terms of ln͑completion time͒, where completion time is highest during the first run. Also, the four data sets show that there is very little difference in completion time between the second and third run, indicating that the learning effect occurs at once after the first run. The anticipated learning effect on ln͑error͒, where error decreases as run number increases, was true for the I-beam GDI and TDI; however, the results were not statistically significant. Run number was significant in explaining ln ͑error͒ for the desk lamp GDI, but the error was much lower for the first run and about the same for the second and third runs. This suggests a fatiguing effect as opposed to a learning effect. The addition of motivational feedback would likely help in eliminating this degradation of performance error throughout the three weighted-sum experiments-a test subject who knowingly did not achieve an optimal design should be more inclined to develop better strategies to achieve optimality in the next experiment. No statistically significant effect of run number on ln͑error͒ existed for the desk lamp TDI data.
Pre-Test Questionnaire Responses. For the pre-test questionnaires, we asked users to rate their level of computer knowledge, weekly usage, and overall understanding; the amount of time spent playing video games; their knowledge of multiobjective optimization; and their experience with GUI development on a 5-point Likert scale ͑1 lowest, 5 highest͒. Stepwise regression analysis was used to determine which factors, if any, had a significant effect on ln͑error͒, and the most significant results are reported in Table 4 . While many of these factors did not have a significant impact on user performance as we had anticipated, we did find that users who rated themselves with a greater understanding of multiobjective optimization had significantly lower ln͑error͒, especially when using the GDIs (pϭ0.022 for GDIs combined͒. Computer knowledge and usage did not significantly effect ln ͑error͒, but people with a greater understanding of computers actually performed significantly worse with the desk lamp interfaces (pϭ0.004 for GDI, and pϭ0.040 for TDI͒; however, this effect was not found to be significant for the I-beam interfaces. This result suggests that users with greater understanding of computers may need more training on the problem mechanics and strategies to reach the optimal design. Previous experience in GUI development also negatively impacted user performance, although not significantly; users who had previous experience in GUI development had higher ln͑error͒ than those with no experience. Those with GUI development skills may have concentrated less on the design task and more on how the interface was designed or how it could be improved. Finally, frequent video game playing caused an increase in ln͑error͒, which was almost statistically significant (pϭ0.055). This result suggests that users interested in video game playing may not concentrate on the task at hand but rather on ''playing'' with certain software features, such as the input slider bars. We found that video game playing also had a significant effect on completion time: those that played video games more frequently spent longer using the TDIs (pϭ0.055); the same suggestive effect was found with the GDIs, but it was not as statistically significant. None of the other factors had a significant effect on ln͑completion time͒.
Post-Test Questionnaire Responses. After completing the design tasks, users were asked to rate the ease of using the software, the slider bars and zoom, selecting and submitting a design, and the objective function contours. They were also asked to rate their frustration with the software, their satisfaction with their freeform design, their confidence with their final design, and their overall understanding of the problem. Stepwise regression analysis was used to determine which factors had a significant effect on ln͑er-ror͒ based on users ratings of each item on a 5-point Likert scale ͑1 lowest, 5 highest͒.
For the desk lamp GDI, we found that users who rated the interfaces easy to use had significantly (pϭ0.001) higher ln͑er-ror͒. Much like users interested in video gaming, a ''playing'' effect may have been present, taking away concentration from the design task, and thus increasing performance error. This result is still significant when the data sets for both GDIs are combined. Likewise, users that found the slider bars and zoom control easy to use performed with higher ln͑error͒, although this result was only suggestive and not statistically significant (pϭ0.083 for GDIs combined͒. These users also took significantly longer to complete the task, which further supports the ''playing'' effect. Ease of use of the objective function contours did not have a significant effect on ln͑error͒ or ln͑completion time͒.
Evidence suggests that users of the desk lamp GDI that found the software frustrating to use performed with lower error; however, this result was not statistically significant (pϭ0.146). The task of selecting one optimal design among hundreds of possible designs on the objective plot can certainly be frustrating. Those users who were more determined to submit the optimal design and perform with lower error likely experienced this tedium of searching through a large number of possible designs, but users of the I-beam GDI who rated selecting and submitting designs easy performed with significantly (pϭ0.002) lower ln͑error͒. Meanwhile, users of the desk lamp GDI who were more satisfied with their freeform design after completing the weighted-sum experiments performed with significantly higher ln͑error͒ in the weighted-sum experiments (pϭ0.021). This result remains significant only at the 90% confidence level when the data sets of both GDIs are combined. Users of the desk lamp GDI that were more confident with their final designs also performed with significantly (p ϭ0.040) lower ln͑error͒; no significant relationship was found with the I-beam GDI or the GDIs combined. It appears that users confident with their final design submissions had a good understanding of the desk lamp design task and the strategies required to reach the optimum; however, user ratings of problem understanding the problem did not have a significant effect on user performance.
Increased Delay and Instruction. Since response delays of up to 0.5 s did not have a statistically significant effect on the task completion time for either the I-beam or the desk lamp GDI, we increased response delay to 1.5 s for the I-beam GDI tests that were conducted at UIC in April 2002. The increased delay did not have a statistically significant effect on ln͑error͒ due to the small sample size (nϭ12), but ln͑completion time͒ was definitely impacted by the longer response delay, where experiments with the longer response delay took longer than those with no delay (p ϭ0.056). The mean completion times for experiments with 0.5 s delay and 1.5 s delay were 180.3 s and 229.1 s, respectively, which were much higher than the mean completion time with no response delay ͑125.2 s͒. The increased set of instructions did yield lower variance for both ln͑error͒ and ln͑completion time͒ for the I-beam GDI, but the difference was not statistically significant. Interestingly, we found that when the I-beam GDI experiments were conducted with the increased response delay, the weighting factor did have a significant (pϭ0.039) effect on ln͑error͒. The highest average error occurred when ␣ϭ0.1, which is when the slope of the objective function contours is closest to 0. This effect may have been caused by the use of slider bars to vary design ͑input͒ variable values over a discretized range. Even though the slider bar discretization is uniform, the resulting Pareto frontier in the performance space is not uniformly spaced as seen in Fig. 2 and Fig. 7b , which is not an uncommon phenomenon ͓33͔. When ␣ϭ0.9, the gaps in the Pareto frontier are larger than the gaps when ␣ϭ0.1, making it easier to identify the optimal design; it is much more difficult to select the optimal design when ␣ϭ0.1 since the points are tightly spaced for small values of .
Conclusions and Future Work
The study has provided many insights based on simple design exercises that use fast graphical and text-based design interfaces. Experimental results indicate that users of graphical design interfaces perform better ͑lower error and faster completion time͒ on average than those using text-based design interfaces, but this difference is not statistically significant. In terms of rapid feedback, we found that a response delay of 0.5 s does increase error and task completion time, on average, but this increase is not always statistically significant. Trials using longer delays ͑1.5 seconds͒, however, did yield significant increases in task completion time.
When evaluating the pre-test and post-test questionnaire responses, it was reassuring to find that those that were more familiar with multiobjective optimization performed better than those less familiar with it. We also found that the perceived difficulty of the design task and the graphical interface controls were inversely correlated with design effectiveness-designers who rated the task more difficult to solve or the graphical interface more difficult to use actually performed better than those who rated them easy. A significant ''playing'' effect was observed among our test subjects: those who played video games more frequently or rated the slider bars and zoom controls easy to use took more time to complete the design tasks.
We also found significantly less variance in ln͑error͒ among GDI users, but TDI users had significantly less variance in ln͑completion time͒-TDI users took consistently more time to complete the design tasks than GDI users. In fact, some subjects performed surprisingly well with the TDI ͑see Figure  8͒ , indicating a possible preference for text-based interfaces. Gardner ͓38͔ argues that there are differences among students and teachers that impact the efficiency of different ways of presenting information, and one distinguishing characteristic is right-brain versus left-brain dominance in individuals ͓39,40͔.
Individuals with left-brain dominance are likely to prefer a text-based interface, while those with right-brain dominance may prefer a graphical interface. In future studies, we plan to test for this preference by evaluating each subject's dominance with the Hemispheric Dominance Inventory Test, ͗http://brain.web-us.com/brain/braindominance.htm͘.
Additional future modifications include increased training to reduce variability among subjects and minimize the learning effect that we observed. The training video initially included on the CD distributed with the software demonstrates the usage of all the GDI and TDI features; however, the video is quick-moving, allowing little opportunity for subjects to practice the features in conjunction with the demonstration. Those users that did not complete or fully understand the demonstration exercise after viewing the video may not have fully understood how to use the software and were subsequently still ''training'' during the initial design tasks.
We are also considering simplifying the problem by making it a single objective, constrained optimization problem rather than a multiobjective optimization problem to minimize potential confusion about the contours and impact of the weighting factor. Allowing users to manipulate more than one variable at a time might also improve performance. Slider bars restrict users to one-at-atime variation, which can diminish their ability to explore all possible combinations in the design space. We are currently investigating the use of a ''field box'' that allows users to manipulate two variables at a time with the mouse; similar studies are also being performed within the virtual reality community ͑e.g., Pinch™ gloves ͓16͔, haptic devices ͓41͔͒.
We are also investigating ways to motivate our subjects better to combat the ''fatiguing'' effect that we observed in some experiments, especially with the TDIs. The lack of feedback on user performance during the three weighted-sum experiments may have discouraged some users during the experiment since they did not know how well ͑or how poorly͒ they were doing. Users who receive feedback on how close their designs are to the optimal design may be more likely to modify and improve their strategies in future experiments in order to achieve better designs.
Finally, we are also in the process of developing graphical and text-based design interfaces for industrial applications. We have been working with engineers at ͑1͒ The Boeing Company to develop a graphical design interface for a wing design problem involving six design ͑input͒ variables, one objective, and three constraints, and ͑2͒ Renault to develop a graphical design interface for optimizing a vehicle sub-frame. The sub-frame problem employs a detailed finite element analysis wherein the user can manipulate 12 design ͑input͒ variables to minimize the sub-frame's weight and deflection and to maximize its first natural frequency. Pilot studies are currently being conducted for both interfaces.
