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Los datos clínicos y terapéuticos procedentes de registros médicos y bases de datos 
administrativas para facturación farmacéutica (es decir, bases de datos secundarias) presentan 
un potencial ampliamente reconocido en la investigación farmacoepidemiológica, habiendo 
aumentado notablemente su utilización durante las últimas décadas. Contribuye a esto la 
percepción de que los ensayos clínicos no siempre son útiles para la evaluación de las terapias 
en la práctica del mundo real, en particular los que proporcionan datos de seguridad limitados. 
 
Sin embargo, la disponibilidad de toda esta información puede resultar 
engañosamente simple. La utilización de bases de datos secundarias implica no solo las 
limitaciones específicas de la investigación epidemiológica observacional, sino también las 
inherentes a este tipo específico de fuentes de datos. Para controlar estas situaciones se debe 
considerar la aplicación de diseños metodológicos apropiados y técnicas de análisis 
estadístico. En general, antes de iniciar una investigación utilizando bases de datos 
secundarias, los investigadores deben evaluar en detalle las fuentes disponibles, centrándose 
en el propósito para el que fueron creadas. En la fase de análisis, el origen de los datos, según 
sea la fuente de información primaria o secundaria, debe ser tenido en cuenta como variable 
en el estudio de heterogeneidad de cualquier metanálisis que considere fármacos como factor 
de exposición. 
 
En este trabajo se revisa la literatura científica de las dos últimas décadas cuyo 
propósito fuese poner de manifiesto la existencia de algún tipo de sesgo en estudios clínicos 
observacionales con fuentes de datos secundarias, y se proponen estrategias para la mitigación 
de dichos sesgos. A continuación se discuten metodológicamente las diferentes técnicas de 
metanálisis disponibles para resumir la evidencia sobre seguridad de medicamentos, y se 
ilustra, mediante varios ejemplos, cómo difieren las conclusiones a partir de un mismo 
metanálisis cuando se considera el tipo de fuente de datos, primaria o secundaria, como una 
variable en el análisis de heterogeneidad. Por último, se evalúa el grado en que el origen de 
los datos se explora como una fuente de heterogeneidad en metanálisis de estudios 












Os datos clínicos e terapéuticos procedentes de rexistros médicos e bases de datos 
administrativas para facturación farmacéutica (é dicir, bases de datos secundarias) teñen un 
potencial amplamente recoñecido na investigación farmacoepidemiolóxica, aumentando 
notablemente o seu uso nas últimas décadas. Contribúe a isto a percepción de que os ensaios 
clínicos non sempre son útiles para avaliar terapias na práctica do mundo real, especialmente 
aqueles que proporcionan datos de seguridade limitados. 
 
Non obstante, a dispoñibilidade de toda esta información pode resultar 
enganosamente simple. O uso de bases de datos secundarias implica non só as limitacións 
específicas da investigación epidemiolóxica observacional, senón tamén as inherentes a este 
tipo específico de fontes de datos. Para controlar estas situacións débese considerar a 
aplicación de deseños metodolóxicos apropiados e técnicas de análise estatística. En xeral, 
antes de iniciar unha investigación con bases de datos secundarias, os investigadores deben 
avaliar en detalle as fontes dispoñibles, centrándose no propósito para o que foron creadas. Na 
fase de análise, a orixe dos datos, según sexa a fonte de información primaria ou secundaria, 
debe ser tida en conta como unha variable no estudo de heteroxeneidade de calquera 
metanálise que considere fármacos como factor de exposición. 
 
Neste traballo revísase a literatura científica das dúas últimas décadas cuxo propósito 
fose pór de manifesto a existencia dalgún tipo de sesgo en estudos clínicos de observación con 
fontes de datos secundarias, e proponse estratexias para mitigar eses sesgos. A continuación 
discútense metodoloxicamente as diferentes técnicas de metanálise dispoñibles para resumir a 
evidencia sobre seguridade de medicamentos, e ilústrase, mediante varios exemplos, cómo 
difiren as conclusións a partir dunha mesma metanálise cando se considera o tipo de fonte de 
datos, primaria ou secundaria, como variable na análise de heteroxeneidade. Por último, 
avalíase o grao en que a orixe dos datos é explorada como fonte de heteroxeneidade en 












Clinical and therapeutic data from medical records and administrative databases for 
pharmaceutical billing (i.e., secondary databases) have a widely recognised potential in 
pharmacoepidemiological research. Their use increased dramatically in the last decades. The 
perception that clinical trials are not always useful for the evaluation of therapies in day-to-
day practice, particularly those that provide limited safety data, contributes to the increase in 
the use. 
 
However, the apparent simplicity of the use of these databases is probably deceptive. 
The utilization of secondary databases implies the existence of limitations inherent to any 
observational epidemiological research, but also those inherent to this specific data source. 
The implementation of appropriate methodological designs and adequate statistical techniques 
should be considered to control these drawbacks. In general, before initiating a research using 
secondary databases, researchers should assess in detail the sources of data available, focusing 
on the purpose for which they were created. At the analysis stage, the origin of the data, either 
primary or secondary, should be considered as a variable in the assessment of heterogeneity in 
any meta-analysis involving drugs as an exposure factor. 
 
This dissertation reviews the scientific literature of the last two decades in which the 
authors highlight the existence of some type of bias in observational clinical studies when 
using secondary data sources, and proposes strategies for mitigating such biases. Then, the 
different meta-analysis techniques available to summarize evidence on drug safety are 
discussed from a methodologic point of view. Several examples are provided to illustrate how 
conclusions differ from the same meta-analysis when the type of data source, primary or 
secondary, is introduced as a variable in the heterogeneity analysis. Finally, the extent to 
which the origin of the data is explored as a source of heterogeneity is assessed in meta-












AAB Anticuerpo contra agente biológico 
AINE Antiinflamatorio no esteroideo 
Ann Intern Med Annals of Internal Medicine 
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Tras la segunda guerra mundial, la industrialización progresiva de los medicamentos 
originó una revolución terapéutica. Paralelamente, el desarrollo de la tecnología permitió 
acumular grandes cantidades de datos sanitarios procedentes tanto de registros médicos como 
del uso administrativo para facturación farmacéutica, u otros fines fiscales relacionados con la 
prestación de salud al paciente. Desde entonces, esta información se ha ido almacenando en 
bases de datos actualizadas a diario, incrementándose exponencialmente en número y tamaño 
durante las últimas décadas. 
La utilización secundaria de estas bases de datos presenta numerosas ventajas 
prácticas y metodológicas [1, 2], ofreciendo la posibilidad de un acceso fácil y rápido a 
grandes cantidades de datos informatizados. Esta disponibilidad de datos ha creado grandes 
expectativas sobre su potencial aplicación en farmacoepidemiología como fuentes de datos 
para investigación. Contribuye a esto la percepción de que los ensayos clínicos no siempre 
son útiles para la evaluación de las terapias en la práctica del mundo real, en particular los que 
proporcionan datos de seguridad limitados [3]. 
No obstante, frente a este entusiasmo, no deben descuidarse sus limitaciones [4]. El 
acceso a toda esta información y su utilización para estudios epidemiológicos observacionales 
puede resultar engañosamente simple. A las dificultades propias de toda investigación 
observacional hay que sumarle algunas específicas de las bases de datos secundarias, y 
también desafíos sociales relacionados con la privacidad y seguridad [5, 6]. Frente a las 
prometedoras perspectivas de futuro en torno a la utilización de bases de datos secundarias, 
todas las precauciones son pocas para llevar a cabo una investigación de calidad. La 
utilización de estas bases de datos en investigación debe abordarse con cautela, siendo 
numerosos los requisitos de calidad y desafíos metodológicos que deben ser considerados [7]. 
Si bien las preguntas específicas de investigación se responden idealmente a través 
de estudios con datos primarios hechos a medida (ad hoc) que proporcionan datos más 
precisos y actualizados, el diseño de un proyecto completamente nuevo puede no representar 
una estrategia viable. Este hecho se añade al uso creciente de grandes conjuntos de datos en 
algunos países, publicándose con frecuencia estudios que ponen de relieve las dificultades 
derivadas de su explotación, y la consiguiente identificación de resultados sesgados [3, 4, 8-
12]. Junto con los sesgos de selección y medición, la confusión es una de las más importantes 
fuentes de error en los estudios observacionales, y cualquier asociación observada en estos 
estudios está confundida hasta cierto punto. 
Por otra parte, el metanálisis representa una de las herramientas más valiosas para 
evaluar los efectos de los medicamentos, ya que puede conducir a la mejor evidencia posible en 
epidemiología [13]. En consecuencia, su uso para tomar decisiones clínicas y regulatorias 
relevantes sobre la seguridad y eficacia de los medicamentos está aumentando notablemente 
[14]. La existencia de heterogeneidad en un metanálisis dado es una característica que debe ser 
cuidadosamente descrita analizando los posibles factores responsables de su generación [15]. 
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No obstante, el uso extensivo del metanálisis ha suscitado cierta controversia [16]. 
Para obtener conclusiones correctas que puedan derivar en decisiones clínicas y regulatorias 
importantes, se han sugerido mejoras en el procedimiento de metanálisis, incluyendo un 
estudio más detallado de la heterogeneidad y el uso de modelos de efectos aleatorios en lugar 
de modelos de efectos fijos, así como la implementación de técnicas de sensibilidad para 
comprobar cuán dependientes del modelo seleccionado son los resultados [16, 17]. Mientras 
que la estratificación por el diseño del estudio se utiliza frecuentemente para evaluar la 
heterogeneidad en los metanálisis de los estudios observacionales [18, 19], la estratificación 
por el tipo de fuente de datos (según sea el origen de la información primario o secundario) 
rara vez se utiliza con este fin [20]. 
La finalidad de este trabajo fue estudiar las repercusiones de la utilización de bases 
de datos secundarias en estudios de farmacoepidemiología. A continuación se exponen, con 
carácter introductorio, los principales mecanismos conocidos generadores de sesgos en 
estudios epidemiológicos sobre efectos de medicamentos, así como las estrategias disponibles 
para el control, parcial o total, de dichos sesgos. 
1. Introducción 
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1.1. RETOS Y DIFICULTADES EN EL USO DE FUENTES DE DATOS EN FARMACOEPIDEMIOLOGÍA. 
 
1.1.1. Datos primarios y secundarios. 
 
En Salud Publica, al hablar de datos primarios (ad hoc) nos referimos a la 
información recogida por el investigador directamente de la realidad a través de sus propios 
instrumentos, como encuestas, grupos de estudio u observación. Los datos primarios se 
elaboran durante el tiempo en que se realiza la investigación. 
 
Por otro lado, los datos secundarios son los datos recogidos para otros fines. Los 
investigadores reutilizan la información y le dan un nuevo propósito porque resulta más fácil 
y menos costoso que recogerla por primera vez. Sin embargo, rara vez suele ser tan útil y 
precisa como la información primaria. Aunque algunos de ellos son registros que proceden 
también de un contacto con la práctica, ya han sido recogidos y muchas veces procesados con 
anterioridad. Dado que fueron generados con un propósito diferente al de la investigación de 
interés, es posible que surjan problemas de correspondencia entre los datos requeridos y los 
datos disponibles. Los investigadores no tienen conocimiento acerca de cómo se recogieron 
los datos, ni tienen control sobre éstos, de modo que pueden no estar actualizados, y en 
consecuencia no podrán ser idóneamente utilizados en el estudio de una asociación. 
 
Desde el punto de vista del investigador, podemos clasificar los datos secundarios en 
internos o externos según su procedencia. 
 
- Datos secundarios internos: Se considera información interna aquélla que 
se recoge desde la propia empresa, entidad o sistema sanitario donde trabaja el 
investigador. Los datos internos de los sistemas de información sanitaria, provenientes 
del Sistema Nacional de Salud, consejerías de salud autonómicas o servicios de 
atención primaria u hospitalaria, proporcionan información básica sobre los recursos 
disponibles. Estas bases informatizadas de datos internos recogen información 
individualizada sobre el uso de recursos sanitarios, como prescripción de 
medicamentos, visitas ambulatorias, ingresos médicos con diagnósticos al alta, entre 
otros. Algunos ejemplos son registros como el Conjunto Mínimo de Bases de Datos 
(CMBD) y la encuesta de morbilidad hospitalaria. 
 
- Datos secundarios externos: Los datos secundarios que se publican a nivel 
externo provienen de fuentes diversas ajenas al ámbito de trabajo del investigador. 
Algunos ejemplos son los datos generales de publicaciones, como libros, revistas y 
boletines; fuentes gubernamentales (por ejemplo, el registro de mortalidad del Instituto 
Nacional de Estadística o el sistema de notificación de accidentes de tráfico de la 
Dirección General de Tráfico); organizaciones sociales y/o científicas sin ánimo de 
lucro (por ejemplo, el proyecto BIFAP (Base de Datos para la Investigación 
Farmacoepidemiológica en Atención Primaria)); o entidades privadas que ofertan 
bases de datos. 
 
Debe tenerse en cuenta que en esta clasificación la referencia es el propio 
investigador, lo que le confiere un cierto grado de relatividad (una fuente interna para un 
investigador puede ser externa para otro, y viceversa). 
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Desde el punto de vista metodológico se utilizan dos tipos principales de bases de 
datos secundarias en investigación observacional: las bases de datos administrativas y los 
registros médicos [21]. 
 
- Bases de datos administrativas: Registran de forma automatizada consultas, 
hospitalizaciones y prescripciones farmacológicas, y se recogen de forma rutinaria 
fundamentalmente para fines de contabilidad. Contienen información general sobre un 
gran número de pacientes. 
 
La utilidad de estos datos para fines de investigación es un subproducto de la 
finalidad administrativa primaria de los datos. Los registros de facturación de los 
sistemas sanitarios se consideran la medida más exacta de la exposición al fármaco, 
proporcionando una gran cantidad de información, entre la que se incluye la fecha de 
prescripción, la farmacia de dispensación, el nombre del medicamento, la cantidad, 
dosis y duración del tratamiento, y por ello suele considerarse el estándar de oro para 
medir la exposición. 
 
- Bases de datos de registros médicos: Se obtienen a partir de las historias 
clínicas electrónicas actualizadas por los profesionales de la salud. En la historia 
clínica electrónica, tanto en el ámbito hospitalario como extrahospitalario, se introduce 
información detallada sobre la medicación prescrita; sin embargo, los registros 
médicos no reflejan si el paciente obtiene el medicamento de la farmacia ni el grado de 
exposición al mismo. Estos registros pueden considerarse una fuente de captura de 
medicamentos de venta libre (over the counter), en general no cubiertos por ningún 
registro de dispensación [22]. A diferencia de las bases administrativas, las bases de 
datos de registros médicos en general incluyen información adicional de variables, 
tales como consumo de alcohol, tabaquismo, masa corporal o número de 
partos/abortos. 
 
Los registros médicos electrónicos se perfilan como una prometedora fuente de datos 
para la investigación clínica, aunque tienen sus propios retos [23, 24], incluyendo el 
desarrollo y la armonización de estándares para el registro de datos. La tabla 1 compara las 
bases de datos de registros médicos con las bases administrativas en base a algunos de los 
factores que son importantes en los estudios farmacoepidemiológicos. 
 
La creciente tendencia al registro de información está haciendo que el uso de grandes 
conjuntos de datos sea cada vez más común en la investigación farmacoepidemiológica, 
especialmente en Canadá y EE.UU., donde se han utilizado bases de datos administrativas 
como Medicare, Medicaid, entre otras. En Europa esto ha ocurrido con la GPRD (General 
Practice Research Database) en el Reino Unido, y en otras bases de datos de los países 
nórdicos, los Países Bajos, Alemania e Italia. Esta tendencia es alimentada por el creciente 
reconocimiento de que los ensayos clínicos aleatorizados, aunque esenciales, no pueden 
responder a todas las cuestiones importantes sobre eficacia/seguridad de los medicamentos en 
la práctica clínica diaria [3]. 
 
El potencial de investigación que ofrece la utilización de bases de datos secundarias 




Tabla 1. Comparación entre bases de datos de registros médicos y bases administrativas de uso en estudios 
farmacoepidemiológicos. 
 
Ítem Registros médicos Bases administrativas 
Origen de los datos Historias clínicas electrónicas 
mantenidas por los profesionales 
de la salud 
Subproducto de transacciones 
económicas relacionadas con la 
prestación sanitaria 
Evento que provocó el registro 
de prescripciones de pacientes 
ambulatorios 
Prescripción  Dispensación 
Prescripciones de múltiples 
prescriptores 
No habitual Sí 
Diagnósticos hospitalarios Habitual Sí 
Registro de potenciales variables 
de confusión 
Habitual No 
Utilidad Proporcionan datos más amplios 
para el ajuste de la comorbilidad 
en estudios de investigación que 
pueden ser particularmente 
susceptibles al sesgo de selección 
Adecuadas para cuestiones de 
investigación que implican 
resultados poco frecuentes 
cuando contienen un gran número 
de pacientes 
Ejemplos - German MediPlus 
- Italian General Practice 
Research Database  
- UK MediPlus  
- United Kingdom General 
Practice Research Database 
(GPRD) 
- Group Health Cooperative 





- Medicines Monitoring Unit 
(MEMO) 
- United Health Group 
 
 
su elevada representatividad, el bajo riesgo de selección por no participación, un tamaño de 
muestra grande que se puede seguir durante largos períodos de tiempo con pocas pérdidas y 
de forma continuada, evitando sesgos como el de causalidad inversa [25]; y una 
disponibilidad de información precisa de la exposición a fármacos prescritos, que evita los 
sesgos de memoria y del entrevistador. 
 
El uso de bases de datos secundarias presenta ventajas especialmente de orden 
práctico, permitiendo el estudio de los efectos de los fármacos de forma rápida y a un coste 
bajo, en las condiciones de la práctica clínica habitual, y en poblaciones más heterogéneas que 
las de los ensayos clínicos. 
 
Aunque el potencial de las bases automatizadas para estudios epidemiológicos es 
ampliamente reconocido, entraña numerosas dificultades. Estos estudios son casi siempre 
complicados, y por ello requieren una inversión sustancial de tiempo y reflexión [26]. La tabla 
2 recoge las principales dificultades y consiguientes sesgos potenciales en estudios de bases 
de datos secundarias [3]. 
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Tabla 2. Dificultades y sesgos potenciales en estudios con bases de datos secundarias en 
farmacoepidemiología. 
 
Etapa de la 
investigación 
Condición que debe 
cumplir 
Dificultades Sesgos potenciales 
Obtención de los datos Datos completos y 
precisos para la 
población definida 
Falta de familiaridad de 
los investigadores con la 
base de datos  
Calidad inadecuada de 
los datos 
Errores de vinculación 




Reconocimiento de la 
población diana 
Grupos de exposición 
debidamente 
identificados 
Asegurar la elegibilidad 
de los individuos 
Cambios en la asignación 
a los grupos de 
exposición  
Cuestiones de muestreo 
Sesgo del usuario 
prevalente 
Sesgo de tiempo 
inmortal 
Medición de la 
exposición 
Definición consistente 
con el mecanismo que lo 
relaciona con el 
resultado 
Disponibilidad 
insuficiente de datos 
para la definición 
Elaboración insuficiente 
de los datos existentes 
Sesgo de mala 
clasificación de la 
exposición 
Medición del resultado Definición con valor 
predictivo positivo y 
sensibilidad adecuados 
Condición clínica no 
diagnosticada de forma 
fiable 
Sesgo de mala 
clasificación del 
resultado 
Registro de factores de 
confusión 
Inclusión de factores de 
confusión importantes 
Variables no medidas 
Variables infrautilizadas 
Dificultad para medir las 
variables relacionadas 
con el consumo de 
fármacos y la salud 
Tamaño de efecto 
pequeño 
Confusión 










1.1.2. El error sistemático en farmacoepidemiología. 
 
La farmacoepidemiología presenta una serie de dificultades metodológicas 
específicas condicionadas por el tipo de exposición y la disponibilidad de datos. Junto con los 
sesgos de selección y medición, la confusión es una de las más importantes fuentes de error en 
los estudios observacionales, y cualquier asociación observada en este tipo de estudios está 
confundida hasta cierto punto [27]. La tabla 3 sintetiza la amplia variedad de sesgos 
potenciales a los que puede estar sometido cualquier estudio observacional de medicamentos 





Tabla 3. Clasificación y nomenclatura de los potenciales errores sistemáticos en farmacoepidemiología. 
 
Confusión • Confusión por indicación de tratamiento 
o Confusión por gravedad de la enfermedad 
• Confusión por contraindicación de tratamiento 
• Confusión tiempo-dependiente 
• Confusión por variables no medidas 
o Confusión por fragilidad 
o Efecto del usuario (cumplidor de tratamiento) sano. Sesgo de adhesión 
• Confusión residual 
• Elección inadecuada de las variables: Sobreajuste 
o Sesgo debido al control de una variable intermedia 
o Sesgo debido al control de una variable instrumental (Z-bias) 
o Sesgo debido al control de un factor de colisión (M-bias) 
Sesgo de selección • Definición inapropiada de la población elegible 
o Riesgos competitivos 
o Sesgo por acceso diferencial a los servicios de salud 
o Muestreo con sesgo de duración 
o Depleción de susceptibles. Efecto de la cohorte superviviente. Sesgo de los 
riesgos cruzados. Sesgo del usuario prevalente/superviviente 
o Sesgo de Neyman. Sesgo de incidencia-prevalencia. Sesgo de supervivencia 
selectiva 
o Sesgo de selección del tratamiento superviviente. Sesgo de tiempo inmortal 
o Sesgo de Berkson 
o Sesgo de exclusión/inclusión 
o Sobremparejamiento 
• Falta de precisión en el muestreo 
o Sesgo de muestreo no aleatorio 
• Procedimientos de diagnóstico desiguales en la población diana 
o Sesgo de detección 
• Durante el curso del estudio 
o Sesgo por pérdida/retirada diferencial durante el seguimiento. Censura 
informativa 
o Falta de datos en el análisis multivariable 
o Sesgo de no respuesta 
 Sesgo del voluntario sano 
• Sesgo protopático 
Sesgo de medición 
(sesgo de 
información) 
• Mala clasificación (diferencial frente a no diferencial) 
o Sesgo de mala clasificación de la exposición 
 Sesgo de tiempo inmortal. Sesgo de tiempo de espera 
 Sesgo de tiempo no medible 
o Sesgo de mala clasificación del resultado 
o Sesgo de detección 
o Sesgo del observador 
o Sesgo de memoria 
o Sesgo de notificación/infranotificación 
• Regresión a la media 
o Sesgo por dilución de la regresión 
• Ambigüedad temporal 
 
Puede consultarse una breve descripción de alguno de estos sesgos, y el diseño de estudio afectado en cada 
caso, en [28]. 
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Tabla 4. Ejemplos prácticos de los principales sesgos en farmacoepidemiología. 
 
Sesgo  Ejemplo 
Confusión por 
indicación 
Si se estudia el riesgo de mortalidad asociado a la vacunación antigripal, puede 
encontrarse que los vacunados tengan un mayor riesgo de muerte, debido a que la vacuna 
está indicada para personas con factores de riesgo de mortalidad, como la edad avanzada 




Si se estudia la relación entre el uso de aspirina con el riesgo de infarto de miocardio 
(IAM) y muerte cardíaca, el IAM previo es un factor de confusión para el efecto del uso de 
aspirina sobre el riesgo de muerte cardíaca, porque el IAM previo es una causa del 
(posterior) uso de aspirina, y es también un factor de riesgo causal para la (posterior) 
muerte cardíaca. Sin embargo, el uso de aspirina (anterior) también impide causalmente 
el IAM previo. Por lo tanto, el IAM previo actúa al mismo tiempo como factor de confusión 
(causa el uso de aspirina) y etapa intermedia (estando afectado por el uso de aspirina), y 





Variables habitualmente no disponibles incluyen información sobre comportamiento: 
tabaquismo, consumo de alcohol, nutrición y hábitos alimentarios, ejercicio, abuso de 
sustancias, medidas de cumplimiento terapéutico y automedicación; información de 
laboratorio: análisis de sangre, pruebas de función pulmonar, y otras pruebas de 
funcionalidad; información de la exposición: productos de venta libre, historia de 
inmunización, uso de otros medicamentos; y marcadores de gravedad de la enfermedad, 
entre otros muchos. 
Censura 
informativa 
En un país con un sistema sanitario no universal y más de un de un seguro de salud donde 
poder elegir asistencia de pago, se realiza un estudio en una población homogénea para 
evaluar el consumo de un medicamento. Es más probable que los pacientes más jóvenes, 
o bien individuos sanos con problemas económicos, se den de baja por precisar menos 
asistencia médica y consumo de medicamentos, permaneciendo los pacientes crónicos. De 
esta manera pueden asociarse al consumo de ese fármaco condiciones propias de 
diabéticos, polimedicados, o edad avanzada, entre otros. 
Depleción de 
susceptibles 
Si se estudia la relación entre el riesgo de hemorragias gastrointestinales y el consumo de 
antiinflamatorios no esteroideos (AINEs), puede observarse un riesgo mayor entre los que 
consumen un AINE por vez primera, debido a un proceso de autoselección de los 
expuestos a los antiinflamatorios: los pacientes que tomaron un AINE y lo toleraron 
mantendrán el fármaco, mientras que los que padecieron algún síntoma gastrointestinal 
lo habrán cambiado por otro. 
Mala 
clasificación 
No diferencial: La clasificación errónea de la exposición para un fármaco utilizando los 
datos de un registro de prescripción es igualmente probable con independencia de la 
variable de resultado. 
Diferencial: Si para recibir la medicación un paciente ha de estar incluido en el sistema 
sanitario, aumenta la probabilidad del registro de un diagnóstico, de modo que los 
expuestos a un fármaco tienen una menor probabilidad de error de clasificación del 
resultado. Los no expuestos son mucho más propensos a ser mal clasificados como no 
enfermos, lo cual es un artefacto de no incluirse en el sistema sanitario. 
Sesgo 
protopático 
Si se estudia la relación entre el consumo de AINEs y el riesgo de cáncer puede 
encontrarse una asociación positiva debido a un efecto de causalidad inversa. El uso de 
analgésicos en respuesta al dolor causado por un tumor no diagnosticado podría llevar a la 




Si se estudia la efectividad de los β-bloqueantes en la prevención de un segundo infarto 
comparando dos cohortes, y se establece como criterio de inclusión haber retirado el 
fármaco de la farmacia durante un período de tiempo específico después del alta, ese 
período de espera se considera inmortal: cada individuo del grupo expuesto tiene 
necesariamente que sobrevivir hasta que se cumpla el criterio de inclusión (el expuesto 
que fallece durante el período después del alta se excluye del estudio); mientras que si 
muere antes de iniciar el tratamiento, entonces se encuadra en el grupo de comparación 
no expuesto (el que fallece durante ese período sí es contabilizado como evento). 
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A continuación se explican los sesgos más influyentes, bien por su frecuencia de 
presentación o por su impacto en los resultados, de los estudios farmacoepidemiológicos que 
se basan, parcial o totalmente, en datos secundarios. 
 
1.1.2.1. Confusión. 
Se define clásicamente como un fenómeno que distorsiona la relación entre la 
exposición y el resultado [29]: un factor de confusión C se asocia con la exposición E, 
contribuye a parte o la totalidad del resultado (efecto) R observado, y no interviene en la vía 
causal. Cuando el riesgo de R es diferente entre los individuos con y sin C; el sesgo se 
produce si la distribución de C es diferente entre los grupos de exposición. La distorsión 
puede sobrestimar, subestimar, o revertir el efecto de la exposición. 
 
1.1.2.1.1. Confusión por indicación de tratamiento. 
Es una distorsión en la asociación entre la exposición y el resultado que se produce 
cuando la elección de un fármaco se ve afectada por las características basales específicas de 
los pacientes, como un peor estado de la enfermedad al inicio del estudio (confusión por 
gravedad de la enfermedad); en consecuencia, un fármaco se prescribe preferentemente a un 
determinado tipo de pacientes. Suponiendo que la gravedad de la enfermedad sea un factor de 
riesgo para el resultado de interés, la confusión se produce si los médicos prescriben el 
tratamiento en función de la eficacia percibida entre diferentes opciones de fármacos a 
pacientes con diferentes niveles de gravedad [30, 31]. Así, la estimación del efecto real del 
tratamiento podría confundirse con el efecto de un estado de enfermedad más severo, que 
llevó a prescribir a los pacientes un tratamiento dado [32]. Esto es, la prescripción de un 
fármaco (E) se relaciona con una indicación (C: conjunto de factores por los que un paciente 




(A) Confusión por 
indicación (tiempo-
independiente) 
(B) Sesgo protopático (C) Confusión tiempo-
dependiente y exposición 
variable en el tiempo 
(D) Exposición variable 
en el tiempo sin 
confusión tiempo-
dependiente 
                    
           EA  CA   EA  CA  
                    
 E  C   E  C   E  C   E  C  
                    
           EP  CP   EP  CP  
                    
Resultado (efecto beneficioso/adverso del fármaco) 
 
E = Exposición (fármaco) 
C = Factor de confusión 
EA = Estado anterior de la exposición 
CA = Estado anterior del factor de confusión 
EP = Estado posterior de la exposición 
CP = Estado posterior del factor de confusión 
 
Figura 1. 
Confusión y sesgo protopático. (A) La indicación (condición clínica) es un factor de confusión porque se 
correlaciona con el tratamiento, es un factor de riesgo para el resultado, y no constituye un paso intermedio 
en la vía causal. (B) El resultado condiciona la condición clínica (mientras que en la confusión por indicación la 
condición clínica condiciona el resultado). (C) El efecto del fármaco se ve afectado por un factor de confusión 
tiempo-dependiente, el cual se ve afectado por la exposición anterior al fármaco y afecta a la exposición 
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En los estudios observacionales, los factores pronósticos y/o de riesgo, conocidos y 
desconocidos, influyen en la selección del tratamiento, y en consecuencia pueden repartirse 
desigualmente entre los grupos. A diferencia de los estudios que utilizan fuentes primarias de 
datos con recogida prospectiva, no siempre es posible ajustar por todos los determinantes 
conocidos de la selección del tratamiento al emplear datos secundarios, debido a que no 
recogen factores importantes de la decisión clínica [33]. 
 
1.1.2.1.2. Confusión tiempo-dependiente. 
Se define como una alteración en la asociación entre E y R debido a una variable C 
que puede variar con el tiempo y actúa como: (i) factor de confusión entre la exposición 
actual y el resultado, e (ii) intermediaria entre la exposición anterior y la exposición actual. Es 
decir, un factor de confusión tiempo-dependiente es una variable predecible por la exposición 
anterior, y un predictor de la exposición posterior [27]. En farmacoepidemiología, los efectos 
de los medicamentos dependen del tiempo, viéndose afectados por factores de confusión 
tiempo-dependientes (Fig. 1C). Las conclusiones extraídas de los estudios que no tienen en 
cuenta los factores de confusión tiempo-dependientes pueden resultar espurias. La confusión 
por indicación puede adoptar la forma de confusión tiempo-dependiente [22]. 
 
1.1.2.1.3. Confusión por variables no medidas. 
Incluso las fuentes de datos más completas pueden dejar de incluir información sobre 
posibles factores de confusión, que permanecerán sin medir, y por lo tanto sin controlar en un  
 
estudio. Mucha información se recoge por causas diferentes a la hipótesis de la investigación, 
por lo que rara vez se dispone de información suficiente sobre todos los factores de confusión 
relevantes [34]. Los factores de confusión no medidos pueden ser medibles o no medibles 
(desconocidos o difíciles de medir). 
 
La confusión residual se refiere a la confusión que no se ha controlado 
completamente, de manera que todavía permanece el efecto de confusión de algunos factores 
en el efecto final observado. No tener en cuenta todos los factores de confusión puede deberse 
a variables no medidas o errores de medición en las variables registradas [35]. Por otro lado, 
la categorización de un factor de confusión medido en una escala continua también puede 
resultar en un control inadecuado de la confusión, sobre todo cuando algunas categorías 
presentan un escaso número de observaciones [36]. 
 
Confusión por fragilidad: La fragilidad es una condición cercana a la muerte 
caracterizada por un mal estado de salud general que no se relaciona con una patología 
específica [25]. A diferencia de los ensayos clínicos, las poblaciones de estudio construidas a 
partir de grandes bases de datos sanitarios incluyen pacientes frágiles. La fragilidad puede 
reducir el efecto de un tratamiento si se trata la condición clínica principal del paciente y no se 
inician terapias útiles para condiciones secundarias. Debido a que la fragilidad es difícil de 
medir, y un fuerte factor de riesgo para resultados desfavorables, dará lugar a confusión no 
medida y residual [37]. Al comparar un grupo tratado con otro no tratado, paradójicamente, 
este fenómeno puede hacer que el fármaco parezca mejor [38]. 
 
Efecto del usuario sano: Un mayor nivel de educación y un comportamiento de 
búsqueda de salud son características que se asocian con el acceso a los recursos sanitarios y 
al inicio de la terapia, particularmente si el medicamento es un tratamiento preventivo o para 
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una enfermedad crónica asintomática. Además, los pacientes que cumplen el tratamiento 
durante períodos prolongados de tiempo tienden a ser más saludables que los que interrumpen 
la medicación (efecto del cumplidor del tratamiento sano) [25, 39, 40]. El ajuste inadecuado 
de este tipo de comportamientos (habitualmente no registrados en bases de datos secundarias) 
puede infraestimar la asociación entre un tratamiento y el riesgo de acontecimientos adversos. 
De forma parecida a la confusión por fragilidad, el sesgo de selección de usuarios sanos 
tiende a ser más acusado para la mortalidad por cualquier causa [41]. 
 
1.1.2.2. Sesgo de selección. 
Es una distorsión en la asociación entre E y R que surge de los errores sistemáticos 
debidos a la forma en que se ha elegido la muestra del estudio, de modo que ésta no será 
representativa de la población diana a la que se extrapolarán los resultados. 
 
En investigación observacional, la elección del tratamiento se basa en las 
características de los pacientes y la enfermedad, o la preferencia personal del médico. El 
sesgo de selección se relaciona con el fenómeno de confusión a través del sesgo de 
prescripción/indicación, o sesgo de canalización (channeling bias), que se produce cuando el 
fármaco se prescribe preferentemente a pacientes con alto riesgo de padecer el resultado de 
interés [42, 43]. 
 
1.1.2.2.1. Sesgo protopático. 
Se produce cuando el fármaco se asocia, bien por indicación o por contraindicación, 
a los estados subclínicos de la enfermedad, de modo que el síntoma inicial de la enfermedad 
de estudio es la causa del consumo del medicamento [44]. A diferencia de la confusión por 
indicación, donde la condición clínica/indicación (C) que determina la selección del 
medicamento es un factor de riesgo de la enfermedad, en el sesgo protopático esa condición 
clínica es una consecuencia de la enfermedad (R) (Fig. 1B). El sesgo protopático es un tipo de 
causalidad inversa. La hipótesis habitual es que el fármaco aumenta el riesgo de enfermedad, 
pero en presencia de sesgo protopático ocurre lo contrario: los primeros síntomas de la 
enfermedad son los que aumentan la prescripción del fármaco [45]. 
 
1.1.2.2.2. Pérdidas durante el seguimiento (censuras). 
En el contexto del análisis de supervivencia, la censura se produce cuando las 
observaciones no se siguen el tiempo suficiente para observar el resultado de interés. El 
investigador suele definir las condiciones para establecer el final de la observación. Cuando la 
censura se debe a razones que no están bajo el control del investigador, se habla de censura 
aleatoria. El mecanismo de censura puede relacionarse con la exposición o el resultado (la 
pérdida es diferencial según el grupo de exposición o el riesgo de desarrollar el resultado), se 
dice entonces que la censura es de tipo informativo. Si los individuos censurados constituyen 
una submuestra sesgada (por ejemplo, tienen riesgos sistemáticamente mayores o menores de 
observar el resultado que los individuos no censurados), la censura informativa puede dar 
lugar a estimaciones sesgadas de la asociación entre la exposición y el resultado [46]. En 
ocasiones la censura se debe a riesgos competitivos; cuando la tasa del evento competitivo es 
mayor en uno de los grupos de exposición, la estimación del efecto final estará sesgada. 
 
1.1.2.2.3. Depleción de susceptibles (sesgo del usuario prevalente). 
Este fenómeno es común en los estudios que incluyen usuarios prevalentes en lugar 
de incidentes, favoreciendo la aparición de sesgos relacionados con la insuficiente 
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verificación de los efectos adversos que ocurren al inicio del tratamiento. Los usuarios 
prevalentes (“supervivientes” del primer período de tratamiento) pueden no tener el mismo 
riesgo de un evento adverso que los incidentes (nuevos usuarios): los que toleran el fármaco 
continúan utilizándolo, y los que no (susceptibles al evento adverso), han dejado de usarlo 
[47]. Dado que la mayoría del tiempo-persona proviene de los prevalentes, el efecto puede ser 
infraestimado si se consideran conjuntamente expuestos incidentes y prevalentes. 
 
La inclusión de individuos prevalentes conlleva un sesgo de selección por dos 
mecanismos: (i) la pérdida de individuos susceptibles, y (ii) el ajuste por factores de confusión 
que están influidos por exposiciones pasadas. La inclusión de usuarios prevalentes en un 
estudio complica el control de posibles factores de confusión debido a que estos factores a 
menudo están afectados por el propio tratamiento. En este caso, los investigadores pueden 
ajustar por las covariables, cometiendo así el error de ajustar por factores de la vía causal, o en 
caso de no hacerlo, introducir confusión [48-50]. 
 
1.1.2.2.4. Falta de datos. 
Una de las grandes dificultades en el análisis de los datos de observación es la 
ausencia de datos [23]. En su forma más extrema, las observaciones pueden carecer por 
completo de una variable importante. En el análisis multivariante, como los modelos de 
regresión, la mayoría de los paquetes de software estadístico eliminan las observaciones 
cuando se ha perdido alguno de los valores de una variable incluida en el modelo. En 
consecuencia, las observaciones con valores perdidos pueden conducir a una pérdida 
sustancial del tamaño de la muestra, aunque el grado de ausencia de datos sea bajo para 
cualquiera de las variables [51]. Si esta falta de información está asociada con una 
característica importante (por ejemplo, gravedad, fragilidad) se produce un sesgo de 
selección. 
 
1.1.2.3. Sesgo de medición. 
Es una distorsión en la asociación entre la exposición y el resultado que surge de los 
errores sistemáticos por el modo en que se miden las variables de interés para los grupos de 
comparación [27]. En un análisis retrospectivo de una base de datos, la información con 
respecto a las verdaderas exposiciones, resultados y otras variables (constructo no observado, 
E, R, C), se registra en forma de indicadores (medidas observadas, EO, RO, CO). Cuando estas 
medidas observadas no reflejan con exactitud la realidad, se producen los errores de medición 
(eE, eR, eC) [52]. 
 
1.1.2.3.1. Sesgo de clasificación. 
El sesgo de mala clasificación en farmacoepidemiología se clasifica atendiendo a: (i) 
la relación de dependencia entre los errores de medición en la exposición y el resultado 
(independiente/dependiente), y (ii) la influencia de la clasificación errónea de la exposición –o 
el resultado– por el verdadero valor del resultado –o la exposición– (diferencial/no 







EO = medida observada de la exposición 
RO = medida observada del efecto 
CO = medida observada del confundidor 
eE = error de medida en la exposición 
eR = error de medida en el resultado 
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Figura 2. 
Sesgo de medición por mala clasificación. (A) Independiente no diferencial: se refiere a la independencia entre 
los errores de medición en la exposición y en el resultado, no viéndose afectada la mala clasificación de la 
exposición por el verdadero valor de resultado (y del mismo modo en la mala clasificación del resultado). 
Independiente diferencial: se refiere a la independencia entre los errores de medición en la exposición y en el 
resultado; sin embargo, el verdadero valor del resultado afecta a la clasificación de la exposición (y de manera 
similar en la mala clasificación del resultado). (B) Dependiente: ocurre cuando los errores de medición en la 
exposición y en el resultado son dependientes entre sí (por ejemplo, comparten el mismo mecanismo de 
obtención de información), puede ser no diferencial y diferencial (de la exposición o del resultado). 
 
 
La mala clasificación diferencial puede exagerar o infraestimar las estimaciones de la 
asociación entre la exposición y el resultado. La mala clasificación no diferencial conduce a 
estimaciones hacia la hipótesis nula en variables dicotómicas; sin embargo, en exposiciones 
de múltiples categorías, si los errores de medición de la exposición y el resultado son 
dependientes, o cuando la mala clasificación depende de la clasificación errónea de otras 
variables (por ejemplo, factores de confusión), las estimaciones pueden alejarse del nulo.  
Además, la categorización de variables continuas o la agrupación en un menor número de 
categorías puede revertir la mala clasificación no diferencial en diferencial [54]. 
 
El sesgo de clasificación también se puede categorizar, según la dirección de la 
clasificación errónea, como unidireccional o bidireccional. Por ejemplo, los pacientes se 
pueden identificar como expuestos al fármaco cuando realmente no lo están, y/o no expuestos 
cuando sí lo están. Igualmente, puede existir una probabilidad de que los casos aparezcan 
como controles, y los controles aparecen como casos. Es importante considerar la dirección de 
las posibles fuentes de error de clasificación y cómo podría influir en el rechazo de la 
hipótesis nula antes de realizar un estudio [22]. 
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1.1.2.3.1.1. Sesgo de mala clasificación de la exposición. 
En estudios farmacoepidemiológicos a partir de bases de datos retrospectivas, las 
medidas de la exposición al fármaco no son necesariamente un reflejo exacto de su consumo 
real [55]. Las fuentes de sesgo más habituales, además de una medición deficiente, son el 
incumplimiento del tratamiento, la falta de control sobre el consumo de medicamentos de 
venta libre, y el uso inadecuado de las ventanas de tiempo para la clasificación de la 
exposición. La exposición intermitente es más habitual en la práctica médica real de lo que 
generalmente se reconoce en los estudios observacionales [49]. El sesgo se puede clasificar 
según la mala clasificación afecte a los expuestos o a los no expuestos. 
 
- Dirección de los no expuestos: En los registros ambulatorios existe una 
mayor probabilidad para la mala clasificación en la dirección de los no expuestos, 
dadas las diversas vías a través de las cuales los usuarios pueden recibir sus 
medicamentos al margen de la prescripción dentro del Sistema Nacional de Salud. 
Algunas de estas fuentes incluyen las hospitalizaciones o la conducta fraudulenta. 
Además, en los datos administrativos de recetas, el sesgo de clasificación está presente 
en la medición de la exposición a fármacos de venta libre [22]. 
 
- Dirección de los expuestos: En las bases de datos la prescripción de un 
medicamento no significa necesariamente que el paciente haya adquirido el producto y 
lo haya consumido según las instrucciones. El paciente puede no haber estado 
realmente expuesto a una cantidad variable del fármaco, pero clasificarse como 
expuesto [56]. 
 
1.1.2.3.1.2. Sesgo de mala clasificación del resultado. 
Suele observarse en estudios retrospectivos, generalmente como resultado de la 
utilización de criterios de diagnóstico no uniformes, o datos de diagnóstico con valores 
desconocidos. Algunos factores como la ambigüedad clínica en el diagnóstico o la 
codificación utilizada pueden producir errores de clasificación [57]. Se puede producir un 
error sistemático en la clasificación de los resultados si el investigador no tiene en cuenta las 
actualizaciones en los códigos; por ejemplo, los derivados de la transición de la Clasificación 
Internacional de Enfermedades (CIE-9) a los sistemas de codificación CIE-10 [22]. 
 
1.1.2.4. Sesgo relacionado con el tiempo. 
Es una forma de sesgo de mala clasificación diferencial debida a una consideración 
inadecuada del tiempo de seguimiento y el estado de la exposición en las fases de diseño o 
análisis del estudio. Puede producir resultados sesgados en estudios observacionales a partir 
de base de datos, tanto de cohortes como de casos y controles [58]. 
 
En los estudios sobre efectos adversos, la ventana de riesgo de exposición constituye 
el número de días de exposición asignados a cada prescripción. El diseño de esta ventana de 
tiempo influye en la validez de las estimaciones de riesgo; el diseño ideal contempla ventanas 
de prescripción que cubren solo el período de exceso de riesgo potencial (durante el cual el 
fármaco puede producir el efecto) [59]. 
 
1.1.2.4.1. Sesgo de tiempo inmortal. 
El tiempo inmortal es un lapso en el seguimiento de una cohorte en el que, por el tipo 
de diseño, el resultado del estudio no puede ocurrir. Se produce cuando la determinación del 
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estado de exposición de un sujeto implica un retraso, o período de espera, respecto la fecha de 
comienzo del estudio, durante el cual el tiempo de seguimiento se acumula; por ejemplo, si se 
espera a que una prescripción se dispense tras el alta hospitalaria cuando esta fecha representa 
el inicio del seguimiento. Este período se considera inmortal porque cada individuo del grupo 
expuesto tiene necesariamente que sobrevivir hasta que se cumpla la definición de 
tratamiento, mientras que si muere (o presenta otro evento de censura) antes de iniciar el 
tratamiento, entonces se encuadra en el grupo no expuesto [60, 61]. 
 
El sesgo se introduce en el estudio cuando este período de inmortalidad: (i) se 
clasifica erróneamente en relación al estado de tratamiento, y se atribuye al grupo tratado en 
un análisis tiempo-independiente; o bien (ii) se excluye del análisis porque el inicio del 
seguimiento en el grupo tratado se define por el comienzo del tratamiento, que por diseño es 
posterior al inicio de seguimiento del grupo no tratado [62] (Fig. 3). 
 
(A) Tiempo inmortal mal clasificado 
    
 Tiempo inmortal mal clasificado   
Grupo tratado 
   
   
    
 Inicio de seguimiento          Primera prescripción  Evento 
    
    
Grupo no tratado 
    
    
     
 Inicio de seguimiento         Evento  
    
    
(B) Tiempo inmortal excluido 
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Grupo tratado 
   
   
     
 Diagnóstico  Primera prescripción                
(inicio de seguimiento)                          
Evento 
    
Grupo no tratado 
    
    
     
 Diagnóstico                                                    
(inicio de seguimiento) 
        Evento   








Sesgo de tiempo inmortal (estudio de cohortes). (A) Sesgo de mala clasificación: La exposición al fármaco se 
define después de la entrada a la cohorte, por lo que el tiempo entre el inicio de seguimiento y la primera 
prescripción es inmortal para los expuestos (el sujeto debe sobrevivir para recibir el fármaco), y además mal 
clasificado como expuesto. (B) Sesgo de selección: La entrada a la cohorte se define por la primera exposición 
al fármaco para los expuestos, y por un evento (por ejemplo, un diagnóstico) para los no expuestos; el tiempo 
entre el evento y la primera prescripción es inmortal, y no se contabiliza en el grupo no tratado. 
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Este fenómeno es particularmente problemático porque confiere una ventaja de 
supervivencia espuria al grupo tratado. No tener en cuenta el tiempo-persona inmortal deriva 
en estimaciones sesgadas de la asociación exposición-resultado, siendo la magnitud del sesgo 
proporcional a la duración del tiempo-persona inmortal [63]. 
 
1.1.2.4.2. Otras formas de sesgo relacionado con el tiempo. 
En muchos estudios realizados a partir de bases de datos secundarias se desconoce el 
estado de exposición durante la hospitalización. Puede producirse un sesgo de mala 
clasificación de la exposición según se continúe o interrumpa la exposición a los fármacos 
prescritos antes de la hospitalización, y si los días de hospitalización se consideran o no 
lagunas de exposición [57]. El sesgo diferencial derivado de no considerar o disponer de 
información sobre las hospitalizaciones producidas durante el período de observación (sesgo 
de tiempo no medible/inconmesurable) [64] puede ser problemático al estudiar enfermedades 





Antes de iniciar un proyecto farmacoepidemiológico con una base de datos 
secundaria, los investigadores deben estudiar detenidamente la propia fuente de información, 
considerando si la pregunta de investigación en particular puede ser abordada válidamente 
con cualquier base de datos. Existen guías orientativas para la selección y uso de los recursos 
de información [66]. Los datos de facturación de recetas médicas siguen siendo considerados 
la referencia para medir la exposición a fármacos, pero carecen de la medición de los 
resultados de estudio. Por otro lado, los registros médicos se consideran normalmente la 
referencia para la captura de resultados intermedios y finales, pero no registran todos los 
medicamentos realmente consumidos, y en general no se consideran adecuados para la 
identificación de la exposición. Mediante la vinculación de bases de datos administrativas y 
registros médicos, los investigadores pueden llegar a desarrollar medidas de resultados 
intermedios útiles para la vigilancia poscomercialización debido al uso sinérgico de las 
ventajas de cada tipo de fuente de datos. 
 
Posiblemente, la mayor limitación de los estudios realizados con bases de datos 
secundarias es la dificultad de disponer de información sobre potenciales factores de 
confusión para un correcto análisis e interpretación de los resultados. En este sentido, resulta 
conveniente combinar la utilización de datos primarios y secundarios para un estudio más 
riguroso que minimice la aparición de sesgos. 
 
Por último, el impacto en la política sanitaria de la investigación observacional sobre 
el riesgo/beneficio de los medicamentos es de gran importancia tanto a nivel sanitario como 
económico, por lo que resulta imprescindible una mayor vigilancia para reconocer y evitar la 
aparición de sesgos en estos estudios, cada vez más frecuentes debido al aumento del número 
de bases de datos secundarias. 
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1.2. ESTRATEGIAS DE CONTROL DE SESGOS EN FARMACOEPIDEMIOLOGÍA. 
 
Aunque son diversos los errores sistemáticos que pueden sesgar los resultados de la 
investigación no experimental, al estudiar los efectos de los fármacos resulta especialmente 
preocupante el fenómeno de confusión. En este apartado se describen las principales 
estrategias de control de la confusión, así como del resto de sesgos, que se pueden utilizar en 
la fase de diseño del estudio y en el análisis de los datos. 
 
1.2.1. Diseño del estudio. 
 
En la fase de diseño, la confusión por variables medidas y otros sesgos se pueden 
abordar mediante estrategias como la restricción (a través de criterios de inclusión y 
exclusión), el emparejamiento, o la implementación de un diseño de usuarios nuevos. Para 
controlar la confusión no medida, los diseños de casos cruzados son especialmente útiles (Fig. 
4). 
  
     
Confusión 
     
           
  
Medida 
     
No medida 
  
         
          






de validación)     




 Diseño  Análisis  Ajuste externo 












usuarios nuevos  






sensibilidad    
    
* Variable de propensión Medidas 
sucedáneas 
(proxy)  
      
 
Figura 4. 




La restricción de pacientes homogéneos en cuanto a su indicación para el fármaco 
estudiado conducirá a un mayor equilibrio de las variables predictoras del resultado de interés 
en los grupos de exposición, reduciendo la confusión, especialmente si existen variables no 
disponibles en los datos que influyen en las decisiones de prescripción. También puede 
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reducir la posible modificación del efecto porque aumenta la probabilidad de que todos los 
sujetos incluidos tengan una respuesta similar a la terapia [67]. 
 
El grupo de comparación debe incluir pacientes con distribuciones similares de los 
factores de riesgo medidos y no medidos del resultado de interés. Al seleccionar fármacos 
para la misma indicación médica se reduce la confusión. Por ejemplo, los nuevos fármacos 
competidores dentro de una misma clase suelen comercializarse por su mayor 
eficacia/seguridad, o indicaciones ligeramente ampliadas, lo que influye en las decisiones de 
prescripción de los médicos produciendo confusión por indicación [51]. 
 
El cumplimiento del tratamiento es más habitual en pacientes que toleran bien el 
fármaco y que perciben algún beneficio terapéutico, es decir, la prescripción crónica tiende a 
asociarse con la no susceptibilidad a cualquier efecto adverso del medicamento. Esto significa 
que el riesgo de un evento será mayor en los usuarios agudos, y un estudio con pacientes 
mixtos prevalentes e incidentes (según la cronicidad de utilización del medicamento) 
conducirá a la subdetección de los primeros eventos [68]. 
 
1.2.1.2. Diseños de usuarios nuevos/incidentes. 
En primer lugar, se identifican todos los pacientes en una población definida que 
inician el tratamiento a estudio. El seguimiento comienza al mismo tiempo que el inicio de la 
terapia (t0) y se restringe a los pacientes con un período mínimo de ausencia de utilización 
antes de t0, definido previamente, excluyéndose así los usuarios prevalentes [49]. 
 
Los datos de los pacientes se obtienen justo antes de t0, incluyendo los potenciales 
factores de confusión, de modo que éstos no podrán estar influenciados por el propio fármaco 
de estudio. Los valores basales de dichas variables pueden utilizarse para ajustar las 
diferencias entre grupos [69]. 
 
Este diseño presenta algunas limitaciones [49], como la dificultad logística que 
supone identificar el momento en que se inició la medicación y la recogida de información 
sobre posibles factores de confusión. El uso de bases de datos informatizadas y su vinculación 
puede contribuir a identificar usuarios nuevos, pues a menudo incluyen información detallada 
sobre la prescripción y dispensación de medicamentos, además de historiales médicos.  
 
Por otro lado, la restricción para nuevos usuarios puede reducir el tamaño de la 
muestra, y por ello la potencia del estudio. Los usuarios prevalentes incluyen muchos usuarios 
crónicos, especialmente importantes para evaluar el riesgo de los efectos relacionados con 
exposiciones crónicas. En este sentido, algunas bases de datos longitudinales incluyen 
información suficiente para el estudio de un fármaco desde su introducción. También se 
puede valorar a priori la magnitud de los potenciales sesgos relacionados con los usuarios 
prevalentes incluidos (por ejemplo, utilizando métodos de análisis de supervivencia para 
determinar la forma en que varía la función de riesgo según el tiempo desde el inicio del 
tratamiento, o realizando análisis comparativos entre usuarios nuevos y prevalentes). 
 
Igualmente, los pacientes que son malos cumplidores o consumen inadecuadamente 
pueden estar sobrerrepresentados entre los que inician la terapia; por ello, se deben recoger y 





1.2.1.3. Diseños de casos. 
Diseño de casos cruzados (case-crossover) [70]: Consiste en seleccionar solo casos, 
evitando de ese modo un posible sesgo de selección, y comparar la prevalencia de exposición 
durante el período de tiempo previo al evento (ventana de exposición) con la exposición del 
mismo sujeto en uno o varios períodos control más distantes para obtener una razón de 
riesgos. Así, las posibles variables de confusión (conocidas y desconocidas) estables en el 
tiempo quedan automáticamente controladas [71]. 
 
Los requisitos para poder aplicar esta metodología son [72]: (i) la aparición del 
efecto debe ser aguda, y (ii) la exposición al tratamiento debe ser transitoria. Puede producirse 
un sesgo como consecuencia de cambios temporales en la prescripción o por confusión dentro 
del propio individuo, debido a una indicación transitoria o cambios en la gravedad de la 
enfermedad. Una limitación de este diseño es la confusión temporal cuando la prevalencia de 
la exposición es mayor en la ventana más próxima a la fecha del evento con respecto a la 
ventana más distante, debido al aumento natural del consumo a lo largo del tiempo (la 
prescripción puede aumentar al disponer progresivamente de una mayor evidencia sobre los 
efectos del fármaco). 
 
Para situaciones en que las exposiciones sean prolongadas se ha desarrollado una 
extensión denominada diseño caso-tiempo-control (case-time-control). Se utilizan datos del 
historial de la exposición de un grupo que no experimenta el evento de interés, y se analizan 
de manera similar a los casos para estimar y ajustar el sesgo de los cambios temporales en la 
prevalencia de exposición [73]. 
 
El análisis caso-tiempo-control no requiere que la exposición sea estable en el 
tiempo, pero supone que la tendencia de exposición no está confundida. Requiere también un 
número suficiente de pacientes que presenten el evento y la exposición al tratamiento de 
interés en cualquiera de las ventanas de exposición predefinidas, y todavía puede ser 
problemático el problema del sesgo de selección al comparar casos y controles [74]. Aunque 
elimina el efecto de la confusión tiempo-independiente no medida, este diseño es sensible al 
supuesto de intermitencia de utilización del medicamento y la amplitud de la ventana de 
tiempo de exposición [75]. La principal desventaja en estudios farmacoepidemiológicos es la 
necesidad de inferir los períodos de riesgo, cuya infraestimación o sobrestimación puede 
diluir el efecto del factor de exposición. 
 
Diseño de serie de casos autocontrolados [76]: El período de observación después de 
cada exposición para cada caso se divide en uno o varios períodos de riesgo (período(s) de 
tiempo justo después de cada exposición) y un período de control (el tiempo de observación 
restante), a continuación se comparan las tasas de incidencia dentro de ambos períodos. El 
análisis de una serie de casos autocontrolados presenta la ventaja de controlar implícitamente 
cualquier factor de confusión conocido o desconocido que sea estable en el tiempo [58, 77]. 
Deben definirse también intervalos de tiempo relevantes para los períodos de riesgo y control 
[78]. 
 
1.2.1.4. Otros diseños. 
Ensayos pragmáticos: Los ensayos aleatorizados simples a gran escala se 
caracterizan por un tamaño muestral grande y unos criterios de inclusión flexibles. Las 
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variables dependientes de estudio son objetivas, procedentes de bases de datos secundarias, y 
las variables de seguimiento se recogen en la práctica clínica habitual. El análisis se realiza 
por intención de tratar, evitando el sesgo de selección por pérdidas diferenciales entre los 
grupos de comparación. 
 
Metanálisis de ensayos aleatorizados: Los ensayos clínicos carecen del poder 
estadístico suficiente para estudiar la seguridad de un medicamento cuando el efecto es de 
baja incidencia, lo que puede resolverse combinando varios ensayos individuales mediante la 
técnica de metanálisis. 
 
1.2.2. Análisis de datos. 
 
Algunos de los siguientes métodos están bien establecidos en la investigación 
farmacoepidemiológica, como la estratificación y la regresión; otros se utilizan con relativa 
frecuencia, como el grado de propensión y el análisis de variables instrumentales. Los 
modelos estructurales marginales y los modelos de ecuaciones estructurales se utilizan menos 
frecuentemente; requieren una amplia formación e interpretación adecuada de los resultados. 
 
1.2.2.1. Estratificación. 
Consiste en clasificar datos en subcategorías que se pueden analizar por separado. 
Sus aplicaciones incluyen la estandarización, el control de la confusión, el análisis de 
subgrupos en presencia de modificación del efecto, y el abordaje de un tipo de sesgo de 
selección que se produce en los estudios de casos y controles emparejados. Cuando una 
cohorte se clasifica por el tiempo de seguimiento, también se puede evitar el sesgo de los 
riesgos competitivos y las pérdidas en el seguimiento [51]. 
 
Una ventaja de la estratificación es que no requiere supuestos restrictivos. Algunas 
limitaciones incluyen la posibilidad de estratos de pequeño tamaño que reducen la precisión, 
la pérdida de información cuando las variables continuas se dividen en categorías elegidas 
arbitrariamente, y la dificultad del análisis cuando el número de estratos es grande. 
 
La heterogeneidad significativa entre estratos sugiere la presencia de modificación 
del efecto. Se trata de una característica del efecto que se estudia, y no una fuente de sesgo 
que deba ser eliminada. Pueden calcularse también estimaciones combinadas del efecto para 
obtener una estimación global; en este caso, si difiere sustancialmente de las estimaciones 
específicas por estrato sugiere la presencia de confusión. Existen diversos métodos para la 




Cuando se trabaja con numerosas categorías en un análisis estratificado, o se necesita 
ajustar por varios potenciales factores de confusión, se puede utilizar la regresión múltiple, al 
tiempo que se controla por los efectos de todos los demás factores independientes incluidos en 
la ecuación de regresión. Otro uso importante es utilizar la ecuación para predecir los 
resultados en otros pacientes, como ocurre con la regresión logística múltiple en el uso del 
grado de propensión [51]. 
 
Deben identificarse todas las posibles variables de confusión que pueden influir en la 
selección del tratamiento o la medición del resultado, y cualquier modificación o interacción 
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de efecto sospechada. Al utilizar fuentes de datos administrativas es habitual no disponer de 
medidas válidas para algunas de estas variables. Aun cuando todos estos factores se incluyan 
en la ecuación, todavía puede haber sesgo debido a factores de confusión desconocidos. 
 
El tipo de variable dependiente condiciona la elección del modelo de regresión. Las 
variables continuas suelen analizarse con una regresión lineal de mínimos cuadrados 
ordinarios, mientras que los resultados dicotómicos se modelan mediante regresión logística. 
Ambas pertenecen a una categoría más amplia, los modelos lineales generalizados, que 
permiten incorporar diferentes especificaciones de estructuras de covarianza cuando se viola 
el supuesto de independencia entre las observaciones. Son habituales en estudios 
farmacoepidemiológicos los análisis longitudinales donde se realizan varias mediciones en el 
tiempo del mismo sujeto; una situación análoga produce el mismo tipo de correlación cuando 
los sujetos se muestrean repetidamente de una misma ubicación (por ejemplo, un hospital). 
 
Debido a que la exposición al tratamiento puede cambiar con el tiempo (cambio de 
fármaco o de dosis), el modelo de regresión de riesgos proporcionales de Cox modeliza de un 
modo más realista la asociación fármaco-efecto, permitiendo la inclusión de covariables 
tiempo-dependientes. Mientras que el análisis de regresión logística supone que no hay 
pérdida de seguimiento ni riesgos competitivos en la población estudiada, estos supuestos no 
son necesarios en el modelo de Cox (donde la variable dependiente es el tiempo para el 
evento, en vez de la probabilidad de que ocurra el evento durante un período determinado). 
 
Datos perdidos: El método más sencillo consiste en sustituir cada observación 
ausente por un valor medio utilizando los valores observados de la variable. Otra opción 
consiste en sustituir el valor predicho a partir de un modelo de regresión; sin embargo, ambos 
métodos sustituyen el mismo valor para todos los pacientes (o pacientes con características 
similares). En consecuencia, se reduce la variabilidad en los datos. Esto puede no suponer un 
problema si el patrón de ausencia de datos es aleatorio y no afecta a un gran número de 
observaciones para una variable dada. Existen métodos más sofisticados que preservan la 
variabilidad en los datos, como la imputación múltiple [79]. 
 
1.2.2.3. Grado de riesgo de enfermedad. 
Un método para controlar un gran número de variables de confusión es la 
construcción de una puntuación de confusión multivariable que resuma los posibles factores 
de confusión en un solo índice, como el grado de riesgo de enfermedad, que estima la 
probabilidad o frecuencia de aparición de la enfermedad condicionado a no estar expuesto. La 
asociación exposición-enfermedad se estima ajustando por la puntuación de riesgo de 
enfermedad, en vez de las covariables individuales [80, 81]. 
 
1.2.2.4. Grado de predisposición a recibir un tratamiento: Análisis con una variable 
de propensión a la exposición. 
El grado o índice de predisposición/propensión (GP) también combina un gran 
número de posibles factores de confusión en una sola variable. Se trata de una técnica 
empleada para tratar cuestiones relacionadas con el sesgo de selección, la confusión por 
indicación o la endogeneidad, habituales en estudios farmacoepidemiológicos. Por definición, 
en estos estudios los grupos de exposición están desequilibrados por potenciales variables de 
confusión; una opción es ajustar por ellas en modelos multivariantes, pero cuando el número 
de covariables es elevado y el número de eventos bajo, los efectos pueden estar sesgados y los 
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errores estándar no ser correctos [82]. En esta situación, los métodos basados en el GP 
permiten equilibrar posibles variables de confusión entre los grupos. 
 
El GP se define como la probabilidad de exposición a un determinado tratamiento 
condicionada a las covariables observadas de un individuo [83, 84]. Los efectos del 
tratamiento no están sesgados si los grupos de tratamiento y la variable de resultado son 
condicionalmente independientes dadas las covariables. Esta hipótesis de independencia no se 
cumplirá cuando haya variables no incluidas como covariables de GP que se correlacionan 
con los eventos de resultado y la selección del tratamiento. El método más común para 
calcular los valores (o puntuaciones) de propensión es el modelo de regresión logística, de 
modo que la variable dependiente es el tratamiento y las covariables son los factores 
determinantes de la selección del tratamiento; el evento de estudio no forma parte del modelo 
para generar los valores de propensión. El ajuste de un modelo predictivo permite determinar 
la probabilidad de que cada sujeto reciba el tratamiento. Cada valor generado contiene la 
información de todas las covariables que dieron lugar al GP; así, si dos individuos presentan 




1. Calcular los valores de propensión: 
- Regresión logística para estimar la probabilidad de ser asignado a un tratamiento específico a 
partir del conjunto de covariables 
   
2.1. Agrupar según la variable de 
propensión: 
- Técnicas de emparejamiento (1:1, 1:N …) 
- Estratificación basada en los valores de 
propensión (5-10 categorías) 
 
2.2. Incluir la variable de propensión en un 
modelo estadístico: 
- Directamente como una variable continua 
con el resultado de interés como variable 
dependiente  
- Categorizada en cuantiles (5-10 categorías) 
  
3. Análisis estratificado: 
- Análisis adecuado que considere la 
correlación intragrupo o el emparejamiento 
 
   




Aplicaciones de los valores de propensión para el control de la confusión medida. Etapa de diseño del 
estudio: El uso de los valores de propensión en el emparejamiento se centra en la búsqueda de la 
correspondencia más próxima, basada en el valor de propensión, entre un individuo del grupo tratado y un 
sujeto(s) del grupo de comparación, lo que tiende a equilibrar todas las covariables observadas. Para garantizar 
un mayor solapamiento de las covariables solo se mantienen los pares de sujetos que son comparables, 
excluyéndose los sujetos en los que el tratamiento está contraindicado o raramente indicado en la muestra de 
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control (baja propensión), y en los que el tratamiento siempre está indicado en la muestra de tratamiento (alta 
propensión). Etapa de análisis de los datos: Los valores de propensión pueden emplearse para agrupar los 
sujetos de los grupos de comparación en niveles de estratificación (por ejemplo, todos los pacientes con un 
valor de propensión para recibir un determinado tratamiento entre 0 y 0,10 se juntan en un mismo estrato, el 
siguiente estrato contiene pacientes con un valor de propensión entre 0,10 y 0,20), de modo que los efectos 
del tratamiento se pueden comparar directamente dentro de cada estrato. Los métodos de regresión incluyen 
el GP como una covariable (continua o categorizada en cuantiles), además de una variable para determinar el 
efecto del tratamiento recibido (exógena), con el resultado de interés como variable dependiente (por 
ejemplo, la reacción adversa a un medicamento). 
 
 
Para la construcción del modelo debe tenerse en cuenta que (i) la inclusión de 
variables claramente relacionadas con la exposición, pero no con el resultado, disminuye la 
precisión del efecto (aumenta la varianza); no obstante, debe considerarse incluir variables 
que están solo débilmente relacionadas con la selección del tratamiento, ya que 
potencialmente pueden reducir el sesgo en mayor medida de lo que aumentan la varianza [86, 
87]. Mientras que (ii) las variables relacionadas con los resultados siempre deben ser incluidas 
en el GP, al margen de su fuerza de asociación en la selección de tratamiento; este es el caso 
de las variables de confusión (relacionadas con la exposición y el resultado) [88]. 
 
Debido a que en la ecuación del GP no se considera el principio de parsimonia, 
pueden incluirse más covariables e interacciones que en las técnicas habituales de regresión. 
Este problema se acentúa cuando hay pocos eventos de resultado, dada la restricción de al 
menos 8-10 eventos por covariable [89]. No obstante, si la exposición no es poco frecuente, 
con las técnicas de GP es posible ajustar por un gran número de covariables incluso si los 
resultados son poco frecuentes. 
 
El modelo de propensión de alta dimensión [90] trata de identificar empíricamente 
un gran número de posibles factores de confusión, o variables sucedáneas (proxies) de los 
mismos, en bases de datos sanitarias [91]. A excepción del GP de alta dimensión, estos 
modelos no superan a los métodos multivariantes convencionales en cuanto al ajuste por los 
factores de confusión identificados [92]. Por otro lado, cuando se trabaja con bases 
secundarias los datos no se recogen con fines de investigación, y es habitual un desequilibrio 
entre los factores no medidos que puede violar el supuesto de independencia de tratamiento 
[93]. En esta circunstancia, el GP no aporta ventaja alguna sobre las técnicas de ajuste 
clásicas. La calibración del grado de propensión [94] es una técnica que combina métodos de 
emparejamiento con valores de propensión y modelos de regresión del error de medida para 
hacer frente a la confusión por variables no medidas en el estudio principal, mediante el uso 
de medidas de covarianza adicionales observadas en un estudio de validación [95]. 
 
1.2.2.5. Análisis de sensibilidad y ajuste externo. 
El concepto básico del análisis de sensibilidad es hacer suposiciones fundadas acerca 
de posibles factores de confusión residual y cuantificar su efecto en la estimación de la 
medida de asociación. Si se dispone de fuentes con datos fiables, se pueden sustituir estas 
aproximaciones por estimaciones empíricas, y luego utilizarlas para el ajuste externo de la 
asociación. Estos análisis pueden utilizarse para evaluar cuantitativamente el sesgo de 
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1.2.2.5.1.  Análisis simples de sensibilidad de factores de confusión a partir de 
datos agregados [96]. 
Pueden llevarse a cabo análisis a partir de suposiciones estructurales y seleccionando 
parámetros para un único factor de confusión que explicaría el resultado observado en el 
estudio bajo una hipótesis alternativa, en general nula. La ventaja de estos análisis para limitar 
la posible confusión de factores individuales es que se pueden realizar fácilmente a partir de 
información procedente de la literatura, o la opinión de expertos, sobre la distribución en la 
población de un factor de confusión no medido y su asociación con la exposición y el 
resultado, no siendo necesario recoger datos adicionales [97]. 
 
1.2.2.5.2. Ajustes externos que abordan la distribución conjunta de varios 
factores de confusión a partir de datos individuales. 
Para hacer frente a la confusión conjunta de múltiples covariables se necesita 
información adicional sobre la distribución conjunta de estas covariables. Este procedimiento 
requiere datos a nivel individual de los estudios de validación. Estos estudios se clasifican en 
internos o externos, según los datos provengan de individuos incluidos o no en la población 
principal del estudio. 
 
- Estudios de validación interna: Se basan en datos obtenidos para un 
subgrupo de la población principal del estudio. El resto de los participantes presentan 
valores desconocidos para todos los factores de confusión, evaluados solo en los 
sujetos del estudio de validación. Utilizando un método como la imputación múltiple 
para sustituir los valores ausentes del factor de confusión en el conjunto de datos 
principal se puede controlar la confusión no medida. Las principales ventajas de estos 
estudios son una mayor representatividad del estudio principal y la posible mejora de 
eficiencia basada en el sobremuestreo de la exposición/resultado de interés [98, 99]. 
No obstante, dependen de la viabilidad de recoger datos adicionales de los 
participantes, pudiendo no ser posible contactar con las personas cuyos datos se 
recogen para fines administrativos debido a cuestiones de privacidad o regulatorias. 
También debe considerarse la temporalidad y el sesgo de recuerdo. 
 
- Estudios de validación externa: Los datos ya están recogidos y se pueden 
volver a utilizar para varios estudios principales que abordan múltiples hipótesis. Sin 
embargo, a menudo no contienen exactamente las mismas medidas que las utilizadas 
en el estudio principal y carecen de información sobre el resultado de interés. La 
calibración del grado de propensión para incorporar información sobre variables no 
disponibles en datos sanitarios puede ser útil para ajustar por factores de confusión no 
medidos. Estos estudios son bastante accesibles debido a que no son específicos de 
una determinada hipótesis, pero su uso en farmacoepidemiología es limitado ya que la 
información de fuentes externas sobre la utilización de medicamentos suele ser 
transversal (cuestionarios autocumplimentables o entrevistas), lo que conlleva un 
potencial de mala clasificación y un número limitado de usuarios incidentes. 
 
1.2.2.6. Análisis con variables instrumentales. 
En los estudios observacionales el sesgo se produce como resultado de una 
correlación entre una variable particular y el término de error en la ecuación de regresión; esto 
se conoce como endogeneidad, y se relaciona estrechamente con el concepto de confusión 
residual. La endogeneidad a menudo se presenta en forma de sesgo de selección de la 
muestra; es el caso de la selección no aleatoria del tratamiento, debiéndose a variables no 
medidas que están correlacionadas con el término de error de la ecuación [100]. 
1. Introducción 
45 
El método de la variable instrumental (VI) [101] para abordar la endogeneidad se 
basa en la búsqueda de al menos una variable (instrumento) que se correlacione con la 
variable explicativa (endógena), pero no con el término de error (Fig. 6). Una limitación 
práctica importante es la dificultad para identificar buenos instrumentos [102]; con frecuencia 
los instrumentos utilizados tienden a correlacionarse débilmente con la variable a la que están 
destinadas a servir como instrumento, con el término de error, o con ambos, lo que reduce la 
eficiencia estadística y conduce a estimaciones sesgadas [103]. 
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Características de una variable instrumental (VI). (1) La VI se asocia con la exposición E, directamente o a 
través de una causa común A1. (2) La VI no se asocia con el resultado R (ni directamente ni a través de una 
causa común A2); solo afecta al resultado a través de la exposición. (3) La VI no está asociada con las variables 
de confusión C. 
 
 
1.2.2.7. Control de la confusión tiempo-dependiente en el análisis. 
En los estudios farmacoepidemiológicos los efectos de los medicamentos son 
frecuentemente dependientes del tiempo y están afectados por factores de confusión tiempo-
dependientes que se ven afectados por el tratamiento. Los métodos estándar (estratificación, 
regresión) suelen ser suficientes para ajustar por la confusión, excepto en el caso de variables 
de confusión tiempo-dependientes. En particular, la confusión por indicación suele ser 
variable en el tiempo. En esta situación, los métodos estadísticos estándar pueden estar 
sesgados y se deben contemplar métodos alternativos, como los modelos estructurales 
marginales o la estimación-g. 
 
1.2.2.7.1. Estimación-g. 
Es un método utilizado para estimar los efectos conjuntos de tratamientos variables 
en el tiempo, basándose en ideas de los métodos de VI. El procedimiento permite el ajuste 
apropiado del efecto de una exposición variable en el tiempo en presencia de factores de 
confusión tiempo-dependientes que están influenciados por la exposición [104]. Aun siendo 
útil para los resultados de tiempo de supervivencia, los resultados de medición continuos y los 
resultados de recuento de Poisson, la estimación-g logística no puede ser convenientemente 
empleada para estimar el efecto del tratamiento sobre los resultados dicotómicos, salvo que el 
resultado sea raro [22]. 
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1.2.2.7.2. Modelos estructurales marginales. 
El uso de modelos estructurales marginales es más parecido a los modelos estándar, 
y puede ser una alternativa a la estimación-g, permitiendo una mejor adaptación de la 
confusión en estas situaciones [105, 106]. 
 
Se han desarrollados modelos estructurales marginales que utilizan la ponderación 
por probabilidad inversa de tratamiento y que parecen estimar consistentemente los efectos de 
una exposición tiempo-dependiente en presencia de factores de confusión tiempo-
dependientes. En ocasiones, el análisis estándar de Cox no puede detectar un beneficio neto 
clínicamente significativo del tratamiento debido a que no ajusta adecuadamente para 
covariables tiempo-dependientes que son simultáneamente factores de confusión y variables 
intermedias [107]; en este caso, mediante un modelo de supervivencia estructural marginal sí 
sería posible [108]. 
 
1.2.2.8. Otras técnicas. 
En los métodos estadísticos comentados hasta ahora se utilizan generalmente 
variables ficticias para evaluar los efectos del tratamiento. Aunque los modelos multivariantes 
intentan controlar por otras variables observables (y en el caso de las VI, no observables), en 
última instancia miden una diferencia media esperada en la variable dependiente entre los 
grupos de tratamiento. Los modelos de ecuaciones estructurales pueden ofrecer más detalles 
[22]. Estos modelos consideran la posibilidad de que el tratamiento para una enfermedad 
puede caracterizarse por los siguientes procesos: (i) la elección del fármaco; (ii) el 
cumplimiento del tratamiento o los patrones de utilización; y (iii) los resultados (Fig. 7). El 
principal inconveniente en el uso de estos modelos es que no contienen una simple variable 
ficticia que proporcione la magnitud, el signo y la significación estadística del efecto del 
tratamiento estimado. 
(1) 
Selección del fármaco 




Cumplimiento del tratamiento 





( )02 ,,,, BTXCSf=  
 
f0 - f2: relaciones entre los procesos (lineales o no lineales) 
X: vector de variables explicativas que incluye las características del paciente 
T: vector del tratamiento recibido por los pacientes en el período previo y las condiciones basales de salud 
P: vector de variables que mide características del proveedor 
Bo: características basales de salud del individuo  
Figura 7. 
Modelo de ecuaciones estructurales. La selección del fármaco se produce en primer lugar en la secuencia de 
acontecimientos (ecuación 1). A continuación, los pacientes generan patrones de cumplimiento a la terapia 
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(ecuación 2) que a su vez influyen en los resultados observados (ecuación 3); también es posible que los 
resultados puedan retroalimentar los patrones de consumo de los medicamentos. Tanto los patrones de 
consumo como los resultados pueden estar influidos por factores no observados. Los patrones de consumo y los 
resultados pueden estar correlacionados con las variables no observadas asociadas con la selección del 
fármaco. Los patrones de variables tiempo-dependientes y variables omitidas pueden conducir a estimaciones 
sesgadas de los parámetros. El método de estimación adecuado para el sistema de ecuaciones depende 
críticamente de la estructura de la covarianza de los términos de error de las tres ecuaciones (si éstos no están 





Al evaluar los efectos de los medicamentos en estudios que utilizan bases de datos 
secundarias surgen diversas limitaciones, resultando especialmente preocupante el fenómeno 
de confusión. No obstante, existen mecanismos para el control de la mayoría de ellas. Es 
necesario tener en cuenta estas estrategias de control para el diseño y/o análisis e 
interpretación de los estudios con estas fuentes de datos. 
 
Entre las principales estrategias de control disponibles para la confusión medida en la 
fase de diseño, se incluyen la restricción de nuevos usuarios y la consideración de solo casos. 
Y para el control de la confusión no medida, la restricción a un grupo de comparación activo 
y el diseño de casos cruzados. En la fase de análisis de datos, los mecanismos para el control 
de la confusión medida incluyen técnicas tradicionales como la estratificación y la regresión. 
Se han propuesto varios métodos para hacer frente a los factores de confusión no medidos, 
que pueden clasificarse según se utilicen o no datos adicionales no incluidos en el conjunto de 
datos original. Algunos métodos que no se basan en la recogida de datos adicionales incluyen 
el análisis con variables instrumentales o una variable de propensión. Otros métodos utilizan 
información adicional sobre factores de confusión que se mide en un conjunto externo de 
datos y que puede servir como un estudio de validación. 
 
Un encuadre cuidadoso de la pregunta de investigación, con el diseño metodológico 
adecuado y la aplicación de técnicas de análisis estadístico, puede producir resultados válidos 
y mejorar las inferencias sobre los efectos de los medicamentos en estudios 
farmacoepidemiológicos que utilizan bases de datos secundarias. En cualquier caso, aunque se 
haya intentado controlar toda la variedad de sesgos descrita, nunca se puede descartar la 
posibilidad de que persistan factores de confusión que sesguen los resultados. Por ello, la 
evaluación de las asociaciones entre fármacos y sus efectos es limitada, habiéndose estimado 
que solo uno de cada cinco resultados positivos obtenidos de estudios observacionales es 









2.1. OBJETIVO GENERAL. 
 
Identificar y describir las limitaciones de las bases de datos administrativas y 
registros médicos (datos secundarios) cuando se utilizan con fines de investigación en 
farmacoepidemiología, y valorar la necesidad de su complementación o validación con datos 
ad hoc (primarios). 
 
2.2. OBJETIVO ESPECÍFICOS. 
 
2.2.1. Revisar publicaciones científicas, indexadas en las principales bases de datos 
bibliográficas médicas, que pongan de manifiesto potenciales sesgos en estudios 
farmacoepidemiológicos que utilizan bases de datos secundarias, y proponer estrategias para 
la mitigación de dichos sesgos. 
 
2.2.2. Revisar los diferentes tipos de fuentes de datos disponibles para resumir los 
resultados sobre seguridad de medicamentos, así como los diversos métodos de síntesis, 
centrándose en la técnica del metanálisis. 
 
2.2.3. Averiguar si el tipo de fuente de datos utilizada, según sea su origen primario 
o secundario, introduce heterogeneidad en los metanálisis de la asociación entre diversos 
fármacos y sus respectivos efectos adversos. 
 
2.2.4. Evaluar el grado en que el origen de los datos, primario o secundario, se 
explora como una fuente de heterogeneidad en los metanálisis de estudios observacionales 









3.1. EL SESGO EN ESTUDIOS FARMACOEPIDEMIOLÓGICOS QUE UTILIZAN BASES DE DATOS 
SECUNDARIAS: UNA REVISIÓN EXPLORATORIA (OBJETIVO 1 - ANEXO 1). 
 
Se llevó a cabo una “scoping review”, que es una estrategia metodológica que 
permite resumir los resultados de una investigación exploratoria. En este tipo de revisión, a 
diferencia de otras revisiones sistemáticas, la aplicación de filtros de calidad no es una 
prioridad inicial [110]. El estudio fue realizado en base a la guía metodológica para la 
realización de una scoping review del Instituto Joanna Briggs [111] y la guía de extensión 
para scoping reviews de PRISMA (Preferred Reporting Items for Systematic reviews and 
Meta-Analyses) [112]. 
 
3.1.1. Fuentes de datos y estrategia de búsqueda. 
 
Se realizó una búsqueda automatizada en bases de datos bibliográficas, con una 
búsqueda inicial en MEDLINE, complementada posteriormente por EMBASE y Web of 
Science. Para evitar la duplicación de resultados, en EMBASE y Web of Science se utilizó la 
opción que permite excluir revistas indexadas en MEDLINE. La misma estrategia de 
búsqueda de texto libre se aplicó en las tres bases de datos: (clinical–data* OR health–data* 
OR medical–data* OR prescription–data* OR administrative–data* OR epidemiologic–data* 
OR health–claim* OR administrative–claim* OR insurance–claim* OR claims–data* OR 
health–record* OR medical–record*) AND (confounding OR bias* OR missing–data OR 
misclassification) AND (observational OR epidemiolog* OR pharmacovigilance OR 
challenge*) AND drug, del 1 de enero de 2000 al 1 de enero de 2018. Todos los tipos de 
diseño de investigación fueron tenidos en cuenta. No se consideró adecuado añadir términos 
restrictivos de MeSH (Medical Subject Headings) según el tipo de publicación, pues se 
comprobó que esto conducía a una reducción excesiva de la sensibilidad de búsqueda. 
 
Una vez identificadas las referencias, los títulos y los resúmenes, cuando estuvieron 
disponibles, se utilizaron como filtro de selección preliminar y, cuando se consideró 
potencialmente relevante, se recuperó el texto completo de los artículos. Otras referencias 
relevantes fueron identificadas mediante la comprobación cruzada manual de las listas de 
referencias de los artículos seleccionados y el uso de la opción “artículos relacionados”. Este 
cribado exhautivo fue realizado por dos revisores (GP-R, AF). Se discutieron las 
discrepancias entre ambos revisores para lograr un consenso. En caso de un posible 
desacuerdo, se designó a un tercer revisor (BT). 
 
3.1.2. Selección de artículos y extracción de datos. 
 
En la revisión se incluyeron artículos de opinión, revisiones metodológicas, 
análisis/reanálisis y estudios de simulación, así como cartas al editor o retracciones, cuyo 
objetivo principal, descrito en sus resúmenes, fue destacar la existencia de algún tipo de sesgo 
en estudios farmacoepidemiológicos que utilizaron bases de datos secundarias. 
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Para reducir el número de referencias identificadas y simplificar así la presentación 
de los resultados, se consideraron los siguientes criterios de exclusión que clasificaron las 
referencias descartadas en subgrupos: (i) el objetivo principal del artículo fue describir, 
comparar, evaluar, validar o desarrollar una estrategia de control para un sesgo o limitación 
conocidos (por ejemplo, método analítico, diseño del estudio, algoritmo, marco de trabajo); 
(ii) se estimó una medida (por ejemplo, una asociación tratamiento-efecto) o se identificaron 
factores de riesgo para una enfermedad, mencionando la existencia de sesgo como una 
limitación del estudio, independientemente de que se utilizaran o no estrategias para su 
control; (iii) el estudio tenía características diferentes de las indicadas anteriormente (por 
ejemplo, estudios con objetivos diferentes, no basados en bases de datos secundarias, sin 
algún fármaco involucrado, sin sesgo mencionado) o era una comunicación/ponencia sin un 
resumen/texto completo disponible. 
 
Dos revisores (GP-R y AF) desarrollaron conjuntamente un formulario de datos para 
determinar qué variables debían extraerse. Una persona (GP-R) extrajo la información de los 
artículos (es decir, el primer autor, la fecha de publicación, la categoría bajo la cual se indexó 
la revista ‒si la revista se indexó bajo más de una categoría, se consideró la categoría bajo la 
cual estaba mejor clasificada‒, el tipo de artículo, el tipo de sesgo(s) mencionado(s)) y cuando 
fue necesario, los artículos fueron revisados y validados por revisores adicionales como una 
forma de control de calidad (AF y BT). Los tres revisores discutieron los resultados y 
actualizaron continuamente el formulario de datos. 
 
La síntesis incluyó tanto el análisis cuantitativo (es decir, la tendencia de publicación 
de los artículos identificados/incluidos y el análisis de frecuencia de los sesgos mencionados) 
como el análisis cualitativo (es decir, el análisis de contenido) de los componentes del 
propósito de la investigación. 
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3.2. CONCLUSIONES DIVERGENTES A PARTIR DEL MISMO METANÁLISIS EN ESTUDIOS DE 
SEGURIDAD DE MEDICAMENTOS. RELEVANCIA DEL TIPO DE FUENTE DE DATOS 
CONSIDERADA (OBJETIVO 3 - ANEXO 3). 
 
3.2.1. Criterios de inclusión. 
 
Para utilizar ejemplos de la vida real de metanálisis sobre seguridad de 
medicamentos que pudiesen ilustrar la importancia de tener en cuenta el origen de los datos en 
los resultados, se seleccionaron metanálisis de estudios observacionales que cumplieron los 
siguientes criterios (ver diagrama de flujo de la estrategia de búsqueda en suplemento 1, 
anexo 3): (i) el consumo de medicamentos de venta libre (sin receta) de uso frecuente fue la 
exposición principal o un tratamiento concomitante, ya que una de las limitaciones de la 
utilización de bases de datos de origen secundario en los estudios farmacoepidemiológicos es 
la dificultad para encontrar información sobre la exposición a los fármacos de venta libre; (ii) 
el metanálisis se publicó recientemente (entre 2013 y 2015); (iii) los eventos clínicos 
evaluados en los estudios individuales del metanálisis tuvieron períodos cortos de inducción y 
latencia (de unos pocos días a unos pocos meses), para minimizar el riesgo de sesgo de 
recuerdo cuando se utilizaron fuentes de datos primarias; y (iv) el metanálisis incluyó al 
menos dos estudios que utilizaron datos primarios o secundarios, de manera que fuese posible 
evaluar la heterogeneidad en cada estrato. Los fármacos de venta libre considerados en la 
estrategia de búsqueda fueron el paracetamol, el omeprazol y el ibuprofeno. Se tuvo en cuenta 
la posibilidad de que estos fármacos pudiesen desempeñar el papel de una potencial variable 
de confusión cuando se consumieron de forma concomitante (por ejemplo, con los inhibidores 
selectivos de la recaptación de serotonina (ISRSs)), y que los estudios basados en datos 
secundarios pudiesen ser propensos a sesgos de clasificación errónea en la exposición debido 
a la falta de registro de la parte de su consumo que corresponde a los medicamentos de venta 
libre. 
 
3.2.2. Evaluación de la exposición y el resultado. 
 
Se consideró “datos primarios” la información sobre la exposición al fármaco 
recogida por los investigadores directamente del paciente, mediante entrevistas (personales o 
telefónicas) o cuestionarios autoadministrados. Los “datos secundarios” son datos recogidos 
originalmente para fines distintos a los del estudio en cuestión e incluidos en bases de datos 
de prescripción y dispensación de medicamentos (ver las características de los estudios 
incluidos en suplemento 1, anexo 3). 
 
Cuando el evento clínico (por ejemplo, hemorragia gastrointestinal alta) tuvo dos 
resultados distintos con diferente etiología (por ejemplo, variceal y no variceal), se excluyeron 
los estudios que no diferenciaron ambos resultados. Nuestro propósito fue mitigar la 
heterogeneidad que pudiese surgir de la inclusión de enfermedades de diferente etiología. 
 
3.2.3. Extracción de datos. 
 
Los datos se extrajeron directamente de las tablas o figuras de los metanálisis, no de 
los estudios individuales. Cuando los metanálisis incluyeron tanto estudios observacionales 
como ensayos clínicos aleatorizados, solo los estudios observacionales fueron considerados 
para el análisis. Excepcionalmente, se incluyeron también aquellos estudios en los que el 
fármaco de venta libre se evaluó de forma observacional como un fármaco concomitante con 
el tratamiento aleatorizado (por ejemplo, tratamiento antiplaquetario dual). 
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3.2.4. Análisis de datos. 
 
Se utilizó el inverso de la varianza para calcular las estimaciones combinadas de 
razones de riesgos (RR), razones de odds (OR) o razones de riesgos instantáneos (HR), y sus 
intervalos de confianza (IC) del 95% en cada grupo (fuentes de datos primarias o fuentes de 
datos secundarias). Se utilizó un modelo de efectos aleatorios y se midió la heterogeneidad de 
los resultados mediante el estadístico I2. Los gráficos de bosque se generaron mediante el 
programa informático Review Manager 5.3 (the Cochrane Collaboration, Oxford, UK). 
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3.3. UTILIZACIÓN DE FUENTES DE DATOS Y HETEROGENEIDAD EN METANÁLISIS DE 
ESTUDIOS OBSERVACIONALES SOBRE EFECTOS DE MEDICAMENTOS: UN ESTUDIO DE LAS 
PRINCIPALES REVISTAS MÉDICAS (OBJETIVO 4 - ANEXO 4). 
 
3.3.1. Selección de metanálisis y proceso de recogida de datos. 
 
En la revisión se incluyeron revistas de medicina general e interna con un factor de 
impacto >15 según Web of Science [113]. Este método se ha utilizado ampliamente para 
evaluar la calidad y las tendencias de publicación en revistas médicas [114-116]. La razón es 
que los metanálisis publicados en revistas de alto impacto: (i) probablemente se realicen e 
informen rigurosamente debido al exhaustivo proceso editorial [115, 117]; y, (ii) en general, 
ejercen una mayor influencia en la práctica médica debido al importante papel desempeñado 
por estas revistas en la difusión de las nuevas evidencias médicas [117, 118]. Se realizaron 
búsquedas en MEDLINE en mayo de 2018 con los términos de búsqueda “meta-analysis” 
como tipo de publicación y “drug” en cualquier campo, entre el 1 de enero de 2012 y el 7 de 
mayo de 2018, en the New England Journal of Medicine (NEJM), Lancet, Journal of the 
American Medical Association (JAMA), British Medical Journal (BMJ), JAMA Internal 
Medicine (JAMA Intern Med), Annals of Internal Medicine (Ann Intern Med) y Nature 
Reviews Disease Primers (Nat Rev Dis Primers). 
 
Dos investigadores (GP-R, AF) evaluaron de forma independiente la elegibilidad de 
las publicaciones. Se revisaron los resúmenes y, cuando se consideró oportuno, se recuperaron 
los artículos completos. Los artículos se excluyeron si cumplían alguna de las siguientes 
condiciones: (i) no ser un metanálisis de estudios publicados, (ii) no evaluar los efectos de un 
medicamento, (iii) el metanálisis incluir únicamente ensayos clínicos aleatorizados (con el fin 
de considerar los estudios observacionales), (iv) el metanálisis incluir menos de dos estudios 
observacionales (ya que con un solo estudio no habría sido posible calcular una medida 
combinada). Cuando un metanálisis incluyó tanto estudios observacionales como ensayos 
clínicos, solo se consideraron los estudios observacionales. 
 
Previamente se desarrolló un formulario de extracción de datos para obtener la 
información de los artículos. Dos investigadores (GP-R, AF) extrajeron y registraron la 
información de forma independiente y resolvieron las discrepancias cotejando el artículo 
original. En caso necesario, se pidió a un tercer autor (BT) que resolviese los desacuerdos 
entre los investigadores. 
 
Cuando estuvieron disponibles, se extrajeron los siguientes datos de cada metanálisis 
elegible: primer autor, año de publicación, revista, exposición a fármacos y resultados; 
número de estudios individuales incluidos en el metanálisis según el tipo de fuente de datos 
utilizada (primaria frente a secundaria), tanto para la evaluación de la exposición como para la 
evaluación de los resultados; y variables relacionadas con la exposición y los resultados 
incluidas en los análisis de sensibilidad, subgrupos o metarregresión. Los datos se extrajeron 
directamente de las tablas, las figuras, el texto y el material suplementario de los metanálisis, 
no de los estudios individuales. 
 
3.3.2. Evaluación de la exposición y el resultado. 
 
Se consideró “datos primarios” la información sobre la exposición al fármaco 
recogida directamente por los investigadores mediante entrevistas ‒personales o telefónicas‒ 
o mediante cuestionarios autoadministrados. El origen de los datos también se consideró 
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primario cuando se utilizaron métodos de diagnóstico objetivos para la determinación de la 
exposición al fármaco (por ejemplo, análisis de sangre). Los “datos secundarios” son los datos 
que inicialmente se recogieron para fines distintos de los del estudio en cuestión y que se 
incluyeron en bases de datos de prescripción de medicamentos (por ejemplo, registros de 
prescripciones, historiales médicos) y dispensación (por ejemplo, registros de farmacia 
informatizados, bases de datos de seguros médicos). Con respecto a la evaluación de 
resultados, los datos se consideraron primarios cuando se dispuso de una confirmación 
objetiva que los avalase (por ejemplo, confirmada por un diagnóstico médico ad hoc 
individual, pruebas de laboratorio o resultados por imagen). Estos criterios se basan en los 









4.1. EL SESGO EN ESTUDIOS FARMACOEPIDEMIOLÓGICOS QUE UTILIZAN BASES DE DATOS 
SECUNDARIAS: UNA REVISIÓN EXPLORATORIA (OBJETIVO 1 - ANEXO 1). 
 
La figura 8 muestra el proceso de selección de artículos. Se incluyeron un total de 
117 artículos. La búsqueda automatizada dio lugar a la identificación de 863 referencias no 
duplicadas, que se redujeron a 56 tras la aplicación de los criterios de exclusión. El proceso de 
selección manual incorporó otras 61 referencias. 
 
4.1.1. Tendencia de publicación. 
 
La figura 9 muestra una suavización polinómica de la frecuencia con la que se 
publicaron los artículos incluidos en la revisión desde el año 2000. Se observa una tendencia 
creciente, de manera que casi la mitad (45,3%, 53/117) de los artículos fueron publicados 
durante los últimos 5 años completos de esta revisión. Existe una tendencia temporal similar 
de las referencias identificadas mediante la búsqueda automatizada cuando se ajusta por el 
número de citas indexadas añadidas a MEDLINE durante cada año [123], lo que sugiere que 
los criterios de restricción considerados no introdujeron sesgo de selección. Una ligera 
disminución en 2017 puede deberse a las características inherentes al proceso de indexación 
en las bases de datos bibliográficas, o al hecho de que las referencias más recientes han tenido 
menos tiempo para ser citadas y, en consecuencia, es menos probable que sean identificadas 
por la búsqueda manual de referencias cruzadas. 
 
Parece haber una gran variedad de disciplinas interesadas en artículos sobre las 
limitaciones potenciales de las bases de datos secundarias (Fig. 10a). Las categorías de 
revistas médicas más utilizadas fueron “Salud pública, ambiental y ocupacional” (24,8%, 
29/117 artículos incluidos) y “Farmacología y farmacia” (14,5%, 17/117). En general, se 
observa la misma tendencia de publicación a lo largo del tiempo cuando se estratifica por 
disciplina (Fig. 10b). 
 
4.1.2. Principales sesgos mencionados en los artículos incluidos en la revisión. 
 
En la tabla 5 se enumeran los artículos que mencionan las categorías o subcategorías 
de los sesgos más habitualmente descritos en estudios observacionales que utilizan bases de 
datos farmacoepidemiológicas. El sesgo de confusión como tal, o en cualquiera de sus 
diversas formas de presentación, fue la categoría de sesgo más frecuentemente mencionada 
(63,2%, 74/117 artículos incluidos), mientras que el sesgo de confusión por indicación fue la 
subcategoría más frecuente (32,5%, 38/117), seguida por el sesgo de confusión no 
medida/residual (28,2%, 33/117). También se mencionó la existencia de confusión tiempo-
dependiente y el sobreajuste debido a una elección inadecuada de las variables en el modelo 
estadístico (sesgo debido a una especificación errónea de las variables de control). 
 
Asimismo, se mencionó algún tipo de sesgo de selección y medición en el 47,0% 
(55/117) y 46,2% (54/117) de los artículos incluidos, respectivamente. El sesgo debido a la  





































































Referencias excluidas después del 
cribado de resúmenes: n=762 
- Subgrupo 1* (n=122) 
- Subgrupo 2† (n=487) 
- Subgrupo 3‡ (n=153) 
Artículos de texto completo evaluados 
para los criterios de elegibilidad: n=162 
Artículos incluidos: n=117 
Referencias después de eliminar los 
duplicados: n=924 
Artículos de texto completo 
excluidos: n=45 
- Subgrupo 1* (n=27) 
- Subgrupo 3‡ (n=18) 
Referencias adicionales 
identificadas a través de la 
búsqueda no sistemática: n=61 
Referencias identificadas a través 
de la búsqueda automatizada: 
n=863 
1. MEDLINE (n=814) 
2. EMBASE (n=2*) 
3. Web of Science (n=47*) 




Diagrama de flujo del proceso de selección de artículos. * Subgrupo 1: Su objetivo principal fue describir, 
comparar, evaluar, validar o desarrollar una estrategia de control para un sesgo o limitación conocido. † 
Subgrupo 2: Se estimó una medida o se identificaron factores de riesgo para una enfermedad, mencionando la 
existencia de sesgo como una limitación del estudio, independientemente de que se utilizaran o no estrategias 
para su control. ‡ Subgrupo 3: Tenía características diferentes a las indicadas anteriormente o era una 
comunicación/ponencia sin resumen/texto completo disponible. 
 
 
falta de datos y el sesgo del usuario prevalente fueron los sesgos de selección reportados con 
mayor frecuencia (38,2%, 21/55 y 21,8%, 12/55, respectivamente); además, también se 
describieron otras formas de sesgo, como el sesgo protopático, la censura informativa, los 
riesgos competitivos y el sesgo del acceso diferencial a la atención sanitaria. La clasificación 






























































Nº de artículos incluidos
Nº de artículos identificados a través de la búsqueda automatizada (sin ajustar)
Nº de artículos identificados a través de la búsqueda automatizada (ajustado)
 
Figura 9. 
Cronología de la publicación de los 117 artículos incluidos en la revisión (eje Y izquierdo) y las 863 referencias 
identificadas mediante la búsqueda automatizada (eje Y derecho) sin ajustar y ajustado por el número de citas 
indexadas añadidas a MEDLINE. 
 
 
medición (51,9%, 28/54 y 61,1%, 33/54 respectivamente). También se citó la ambigüedad 
temporal y la clasificación errónea de los factores de confusión. 
 
Aunque puede considerarse estrictamente como un subconjunto de las tres categorías 
más grandes (es decir, confusión, sesgo de selección o sesgo de medición), la última categoría 
en estudiarse fue la categoría del sesgo relacionado con el tiempo, como el sesgo de “tiempo 
inmortal”, que resultó ser el sesgo más mencionado (25,6%, 30/117) después de la confusión 
por indicación, la confusión no medida/residual y la clasificación errónea del resultado 
(28,2%, 33/117). También se describió el sesgo de tiempo inconmensurable, el sesgo de 
ventana temporal y el sesgo de desfase temporal. La figura 11 muestra la frecuencia de cada 
sesgo mencionado en los artículos incluidos, así como las categorías generales, estratificada 
por períodos de 6 años. 
 
El suplemento (ver suplemento 1, anexo 1) contiene los datos extraídos de los 
artículos revisados en orden descendente de fecha de publicación por categoría de campo de 
investigación bajo la cual se indexó la revista. Los artículos también se clasificaron según el 
tipo de contenido, incluyendo, en cada caso, las categorías o subcategorías de sesgo 
mencionadas. 










Ciencias de la salud y servicios
Política sanitaria y servicios
Medicina general e interna












































(a) Distribución de los artículos incluidos entre las distintas disciplinas médicas. (b) Cronología de los artículos 




Tabla 5. Artículos que mencionan los sesgos más comunes descritos en estudios observacionales con bases 
de datos farmacoepidemiológicas. 
 
Categoría/ Subcategoría Descripción del sesgo Referencias (n=117) Porcentaje (%) 
Confusión La medida de la asociación entre el 
tratamiento y el resultado está distorsionada 
por el efecto de una o más variables, que 
también son factores de riesgo para el 
resultado de interés 
1-3, 8, 10, 21, 27, 32, 
37, 39, 42, 65, 124-185 
63.2 
 Confusión por 
indicación* 
La condición clínica que determinó la 
prescripción del tratamiento está asociada con 
el efecto, actuando como un factor de 
confusión (por ejemplo, un peor estado de la 
enfermedad al inicio del estudio: confusión por 
la gravedad de la enfermedad) 
1, 10, 27, 32, 39, 42, 
65, 124, 126, 128, 130, 
131, 133, 134, 136, 
140-142, 144, 146, 147, 
151, 153, 156, 158, 
159, 161, 164, 166, 





Una variable que puede variar con el tiempo actúa 
como factor de confusión entre la exposición 
actual y el resultado, y como intermediario entre 
la exposición anterior y la actual 
2, 27, 125, 136, 140, 
142, 151 
6.0 
 Confusión no 
medida/residual 
No hay suficiente información sobre todos los 
factores de confusión relevantes conocidos, 
desconocidos o difíciles de medir (por ejemplo, 
fragilidad). Si no se puede controlar 
completamente el efecto de confusión, el efecto 
de confusión residual de algunos factores 
permanece en el efecto final que se observa 
1-3, 8, 10, 21, 37, 39, 
42, 124-127, 130, 133, 
135-137, 141, 143, 148, 
150, 154, 158, 161, 
163, 172, 175, 177, 
178, 180, 182, 185 
28.2 
  Efecto del usuario 
sano/ adherente 
El acceso a los recursos de atención sanitaria 
está asociado con un mayor nivel educativo y 
un comportamiento de búsqueda de salud. 
Además, los pacientes que cumplen con el 
tratamiento durante períodos prolongados de 
tiempo tienden a estar más sanos 
3, 8, 39, 135, 141, 172 5.1 
Sesgo de selección La población de la muestra del estudio no es 
representativa de la población objetivo a la 
que se extrapolarán los resultados 
2, 3, 8, 27, 32, 39, 125, 
127, 128, 131, 132, 
134, 135, 137-140, 142, 
146, 148-150, 152-158, 
160-163, 165, 166, 168, 
169, 171, 181-183, 186-
199 
47.0 
 Sesgo protopático El tratamiento se asocia a estadios subclínicos 
de la enfermedad (una manifestación precoz 
de la condición clínica bajo estudio, todavía no 
diagnosticada, da lugar a la prescripción del 
tratamiento) 
125, 140, 142, 155 3.4 
 Pérdidas durante el 
seguimiento (censura 
informativa) 
El mecanismo que desencadena la 
discontinuidad del tratamiento se asocia con el 
riesgo de observar el resultado de interés 
140, 142, 161 2.6 




La inclusión de usuarios prevalentes en lugar 
de usuarios incidentes implica una verificación 
insuficiente de los efectos adversos que se 
producen al comienzo del tratamiento (los 
susceptibles al efecto adverso han 
interrumpido el tratamiento) 
3, 27, 32, 127, 134, 
140, 142, 146, 153, 
156, 161, 196 
10.3 
 Falta de datos En los análisis multivariados, como los modelos 
de regresión, las observaciones que carecen de 
uno o más de los valores de una variable 
incluida en el modelo tienden a ser eliminadas 
2, 8, 131, 137, 138, 
154, 157, 161, 163, 
181-183, 186, 187, 189-
192, 194, 195, 199 
17.9 
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Categoría/ Subcategoría Descripción del sesgo Referencias (n=117) Porcentaje (%) 
Sesgo de medición Los datos sobre las exposiciones reales, los 
resultados y otras variables se registran en 
forma de indicadores (medidas observadas) que 
no reflejan con precisión la realidad 
1-3, 8, 10, 11, 42, 55, 
131, 132, 135, 137, 
138, 140-142, 148, 152, 
154, 157, 159, 160, 
162, 163, 165, 168, 
169, 175, 181-184, 186, 
187, 190, 191, 193-195, 
197, 199-212 
46.2 
 Sesgo de mala 
clasificación 
La asociación entre el tratamiento y el 
resultado está distorsionada por errores 
sistemáticos, debido a la forma en que se 
miden las variables de interés en los grupos de 
comparación 
1-3, 8, 10, 11, 42, 55, 
131, 132, 135, 137, 
138, 140-142, 148, 152, 
154, 157, 159, 160, 
163, 165, 168, 175, 
181-184, 186, 187, 190, 
191, 193-195, 197, 200-
212 
43.6 
  Mala clasificación 
de la exposición 
La medida de la exposición de un tratamiento 
dado no es un reflejo exacto de su uso real 
(por ejemplo, medición defectuosa, 
incumplimiento del tratamiento, uso 
inapropiado de las ventanas de tiempo) 
1-3, 42, 55, 131, 135, 
137, 138, 140-142, 148, 
163, 165, 168, 175, 
184, 186, 193-195, 200, 
202, 204, 206, 207, 212 
23.9 
  Mala clasificación 
del resultado 
Error en el diagnóstico (por ejemplo, 
ambigüedad clínica, codificación no uniforme) 
1-3, 8, 10, 11, 42, 131, 
135, 137, 138, 140-142, 
148, 157, 159, 165, 168, 
181-183, 187, 190, 193, 
197, 201, 203, 205, 208-
211 
28.2 
Sesgo relacionado con 
el tiempo 
El tiempo de seguimiento y el estado de 
exposición no se tienen en cuenta 
adecuadamente en las fases de diseño del 
estudio o de análisis 
3, 11, 27, 32, 60, 62-
65, 127, 130, 131, 134, 
140, 142, 146, 148, 
152, 153, 156, 159, 
173, 174, 179, 188, 
213-223 
30.8 
 Sesgo de tiempo 
inmortal 
Se incluye en el seguimiento un período de 
tiempo (inmortal) durante el cual el evento de 
estudio no puede ocurrir, o se excluye del 
análisis debido a una definición incorrecta del 
inicio del seguimiento 
3, 11, 27, 32, 60, 62, 
63, 65, 127, 130, 131, 
134, 140, 142, 146, 
148, 153, 156, 159, 
173, 174, 179, 214, 
215, 218-223 
25.6 
 Sesgo de tiempo 
inconmensurable 
Se ignora un período de tiempo 
(inconmensurable) durante el seguimiento y, por 
lo tanto, se clasifica erróneamente como período 
no expuesto, ya que las prescripciones 
ambulatorias que definen la exposición no 
pueden ocurrir (por ejemplo, enfermedades 
crónicas graves que requieren el uso extensivo de 
medicamentos y hospitalizaciones múltiples) 
64, 188, 213, 216 3.4 
 Sesgo de ventana 
temporal 
El uso de ventanas de tiempo de diferente 
duración entre los casos y los controles para 
definir las exposiciones dependientes del 
tiempo, impide que los sujetos tengan la 
misma oportunidad de recibir prescripciones 
65, 134, 217 2.6 
 Sesgo de desfase 
temporal 
Se realizan comparaciones de los tratamientos 
administrados en diferentes estadios de la 
enfermedad, lo que intrínsecamente introduce 
un sesgo relacionado con la duración y la 
progresión de la enfermedad 
65 0.9 
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Frecuencia de los sesgos mencionados en los artículos incluidos, estratificada por períodos de tiempo. 
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4.2. CONCLUSIONES DIVERGENTES A PARTIR DEL MISMO METANÁLISIS EN ESTUDIOS DE 
SEGURIDAD DE MEDICAMENTOS. RELEVANCIA DEL TIPO DE FUENTE DE DATOS 
CONSIDERADA (OBJETIVO 3 - ANEXO 3). 
 
Se incluyeron cuatro metanálisis que cumplieron los criterios de inclusión. 
 
4.2.1. Inhibidores selectivos de la recaptación de serotonina y sangrado 
gastrointestinal alto [224]. 
 
Se excluyeron los estudios que no diferenciaron entre la hemorragia variceal y la 
hemorragia no variceal. Se observó que al estratificar por la fuente de datos no hubo aumento 
del riesgo en el grupo de datos primarios ni heterogeneidad (OR = 1,19; IC del 95%: 0,90 a 
1,58), mientras que el aumento del riesgo fue alto en el grupo de datos secundarios (OR = 
1,81; IC del 95%: 1,50 a 2,17), con heterogeneidad alta. El análisis original, que no distinguió 
entre las diferentes fuentes de datos, concluyó que hubo un aumento importante del riesgo 
(OR = 1,71; IC del 95%: 1,44 a 2,04) (Fig. 12). 
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Figura 12. 
Inhibidores selectivos de la recaptación de serotonina y efecto sobre el sangrado gastrointestinal alto. 
(Adaptado de [224], figura 2). OR, razón de odds; EE, error estándar; IC, intervalo de confianza. (Reproducida 
con autorización de la revista Drug Safety). 
 
 
4.2.2. Inhibidores de la bomba de protones junto con tratamiento antiplaquetario 
dual y eventos adversos cardiovasculares mayores. 
 
Los resultados del metanálisis realizado por Melloni et al. [225], que evaluó el efecto 
del uso concomitante de un inhibidor de la bomba de protones (IBP) y tratamiento 
antiplaquetario dual en la aparición de eventos cardiovasculares, sugieren un aumento 
moderado del riesgo (HR = 1,35; IC del 95%: 1,18 a 1,54). La estratificación por el origen de 
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los datos sugiere que este aumento solo está presente si la fuente son datos secundarios. Por el 
contrario, los resultados para el grupo de datos primarios sugieren ausencia de significación 
estadística y disminución de la heterogeneidad (Fig. 13). 
 











Cualquier inhibidor de la bomba de protones (+ tratamiento antiplaquetario dual) y efecto sobre el resultado 
compuesto de eventos isquémicos (mortalidad cardiovascular, infarto de miocardio no fatal o accidente 
cerebrovascular) a 1 año. (Adaptado de [225], figura 2A). HR, razón de riesgos instantáneos; EE, error 
estándar; IC, intervalo de confianza. (Reproducida con autorización de la revista Drug Safety). 
 
 
4.2.3. Fármacos antiinflamatorios no esteroideos no aspirina e infarto de 
miocardio. 
 
El metanálisis más reciente, publicado por Varas-Lorenzo et al. [226], que evalúa la 
relación entre los fármacos antiinflamatorios no esteroideos (AINEs) individuales y el infarto 
de miocardio, se basa en estudios que solo utilizaron datos secundarios. Por lo tanto, se utilizó 
un metanálisis más completo publicado anteriormente sobre el mismo tema [227]. Este 
metanálisis no mostró aumento significativo del riesgo (RR = 1,08; IC del 95%: 0,95 a 1,22). 
Sin embargo, nuestro análisis de subgrupos muestra que el efecto combinado de los AINEs 
entre los estudios que utilizaron datos primarios es fuertemente protector (RR = 0,57; IC del 
95%: 0,34 a 0,96), mientras que el efecto entre los estudios que utilizaron datos secundarios 
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es el de un factor de riesgo (RR = 1,15; IC del 95%: 1,03 a 1,28) (Fig. 14). De nuevo, en el 








Cualquier fármaco antiinflamatorio no esteroideo no aspirina y su efecto sobre el infarto de miocardio. 
(Adaptado de [227], tabla 2). RR, razón de riesgos; EE, error estándar; IC, intervalo de confianza. (Reproducida 
con autorización de la revista Drug Safety). 
 
 
4.2.4. Paracetamol en el embarazo y asma infantil. 
 
Cheelo et al. [228] realizaron un metanálisis sobre el uso del paracetamol durante el 
embarazo y el riesgo posterior de asma en los primeros años de vida. El análisis de subgrupos 
por la fuente de datos muestra una divergencia con respecto a los resultados del análisis 
combinado original; el efecto combinado entre los estudios con datos primarios muestra un 
menor aumento del riesgo (OR = 1,23; IC del 95%: 1,06 a 1,42) en comparación con el 
análisis global, y entre los estudios con datos secundarios, un mayor aumento del riesgo (OR 
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Figura 15. 
Paracetamol en el embarazo y efecto sobre el asma infantil. (Adaptado de [228], figuras 2 y 3). OR, razón de 
odds; EE, error estándar; IC, intervalo de confianza. (Reproducida con autorización de la revista Drug Safety). 
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4.3. UTILIZACIÓN DE FUENTES DE DATOS Y HETEROGENEIDAD EN METANÁLISIS DE 
ESTUDIOS OBSERVACIONALES SOBRE EFECTOS DE MEDICAMENTOS: UN ESTUDIO DE LAS 
PRINCIPALES REVISTAS MÉDICAS (OBJETIVO 4 - ANEXO 4). 
 
La búsqueda en MEDLINE obtuvo 217 artículos de las principales revistas médicas 
generales (3 de NEJM, 46 de Lancet, 26 de JAMA, 85 de BMJ, 19 de JAMA Intern Med, 38 
de Ann Intern Med y 0 de Nat Rev Dis Primers) (Fig. 16). Se excluyeron un total de 194 
artículos (ver lista de artículos excluidos con motivos de exclusión en suplemento 1, anexo 4), 
dejando 23 artículos para examinar [229-251]. Las características generales de los 23 




































































Registros excluidos en base a los 
títulos y resúmenes: n=173 
1. No era un metanálisis de 
estudios publicados (4) 
2. No se evaluaron efectos 
farmacológicos (32) 
3. Sólo se incluyeron ensayos 
clínicos (137) 
Artículos de texto completo excluidos: 
n=21 
1. No era un metanálisis de 
estudios publicados (5) 
2. No se evaluaron efectos 
farmacológicos (6) 
3. Sólo se incluyeron ensayos 
clínicos (8) 




Registros identificados a 
través de la búsqueda en 
MEDLINE: 
n=217 
Artículos de texto 
completo evaluados para 





Diagrama de flujo de los resultados de la búsqueda de literatura. 
 
 
4.3.1. Fuente de datos de la exposición y el resultado. 
 
La tabla 7 resume la evidencia sobre el tipo de fuente de datos incluida en cada 
metanálisis, de acuerdo con la información presentada en las tablas de extracción de datos del 
artículo. La información se evaluó teniendo en cuenta el diseño del estudio. Solo ocho  
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Tabla 6. Características de los 23 metanálisis incluidos. 
 
Metanáisis Variables 
Primer autor Año Revista Exposición Resultado 
Weiss J [229] 2017 Ann 
Intern 
Med 
Fármacos antihipertensivos Resultados sobre daños: Deterioro cognitivo, 
calidad de vida, caídas, fracturas, síncope, 
estado funcional, hipotensión, lesión renal 
aguda, carga de medicación, abstinencia 
debido a eventos adversos 
Bally M [230] 2017 BMJ AINEs Infarto de miocardio 
Sordo L [231] 2017 BMJ Tratamiento de sustitución 
de opiáceos (metadona, 
buprenorfina) 
Mortalidad por cualquier causa y por 
sobredosis 
Tariq R [232] 2017 JAMA 
Intern 
Med 











agonistas de los receptores 
GLP-1) o combinaciones 
basadas en metformina 
Mortalidad por cualquier causa, resultados 
macrovasculares y microvasculares, 
resultados intermedios (hemoglobina A1c, 
peso corporal, presión arterial sistólica, 
frecuencia cardíaca), hipoglucemia, efectos 
secundarios gastrointestinales, infecciones 
micóticas genitales, insuficiencia cardíaca 
congestiva 
Paul S [234] 2016 Ann 
Intern 
Med 
Profilaxis antiviral Resultado primario: Reactivación del virus de 
la hepatitis B (VHB) 
Resultados secundarios: Hepatitis relacionada 
con el VHB, quimioterapia interrumpida, 
insuficiencia hepática aguda, mortalidad 
Li L [235] 2016 BMJ Inhibidores de la dipeptidil 
peptidasa-4 
Insuficiencia cardíaca 




2015 BMJ Fármacos inmunosupresores 
genéricos 
Supervivencia del paciente, supervivencia del 
aloinjerto, rechazo agudo, eventos adversos, 
bioequivalencia. 
Ziff OJ [237] 2015 BMJ Digoxina Resultado primario: Mortalidad por cualquier 
causa 
Resultados secundarios: Mortalidad 
cardiovascular; ingreso hospitalario por 
cualquier causa, causas cardiovasculares e 
insuficiencia cardíaca; accidente 
cerebrovascular, infarto de miocardio incidente 
CGESOC [238] 2015 Lancet Terapia hormonal 
(estrógeno, progestágeno) 
Cáncer de ovario 
Bellemain-
Appaix A [239] 
2014 BMJ Tienopiridinas (clopidogrel) Resultado primario: Mortalidad por cualquier 
causa, hemorragia grave 
Resultados secundarios: Eventos 
cardiovasculares mayores e infarto de 
miocardio, accidente cerebrovascular, 
revascularización urgente, trombosis de stent 
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Metanáisis Variables 
Primer autor Año Revista Exposición Resultado 
Grigoriadis S 
[240] 
2014 BMJ Antidepresivos (ISRSs) Hipertensión pulmonar persistente del recién 
nacido 
Li L [241] 2014 BMJ Tratamientos basados en 
incretina 
Pancreatitis 
Kalil AC [242] 2014 JAMA Vancomicina (CMI) Mortalidad por cualquier causa 
Stegeman BH 
[243] 












Influencia de los AABs: sobre la eficacia en 
enfermedades inflamatorias inmunomediadas 
(artritis reumatoide, artritis idiopática 
juvenil, enfermedad inflamatoria intestinal, 
espondilitis anquilosante, psoriasis, artritis 
psoriásica u otras espondiloartropatías), en 
reacciones de hipersensibilidad, y sobre la 
concentración de fármacos biológicos; efecto 
del tratamiento concomitante en el 






Antipsicóticos Resultados primarios: Mejora de los síntomas 
básicos de la enfermedad (síntomas positivos 
y negativos y psicopatología general), 
eventos adversos: diabetes mellitus, muerte, 
discinesia tardía, síndrome metabólico mayor 
Resultados secundarios: Resultados 
funcionales, uso del sistema de atención 
sanitaria; tasas de respuesta, remisión y 
recaída; cumplimiento de la medicación, 
calidad de vida relacionada con la salud, 
otros resultados orientados al paciente (por 
ejemplo, satisfacción del paciente), otros 
eventos adversos: síntomas extrapiramidales, 
aumento de peso 






Mortalidad, hospitalización, ingreso en la 
unidad de cuidados intensivos, ventilación 
mecánica e insuficiencia respiratoria, 
duración de la hospitalización, duración de 
los signos y síntomas, tiempo para retornar a 
la actividad normal, complicaciones, eventos 
adversos críticos: trastornos psicóticos 
graves, encefalitis, accidente 
cerebrovascular, convulsiones; eventos 
adversos importantes: dolor en las 
extremidades, fasciculaciones clónicas, 
debilidad corporal, cambios dermatológicos 
(urticaria o erupción cutánea); eliminación 




2012 BMJ IECAs y ARAs Incidencia de neumonía 
Mortalidad relacionada con la neumonía 
MacArthur GJ 
[248] 
2012 BMJ Sustitución de opiáceos, 
desintoxicación de 
metadona 





Primer autor Año Revista Exposición Resultado 
Mantha S 
[249] 
2012 BMJ Anticoncepción con 
progestina sola 
Eventos tromboembólicos venosos 
Silvain J [250] 2012 BMJ Enoxaparina, heparina no 
fraccionada 
Resultado primario: Mortalidad, hemorragia 
grave 
Resultados secundarios: resultado compuesto 
de eventos isquémicos (muerte o infarto de 
miocardio), complicaciones del infarto de 
miocardio, hemorragia leve 
McKnight RF 
[251] 
2012 Lancet Litio Función renal, función tiroidea, función 
paratiroidea, trastornos del cabello, 
trastornos de la piel, peso corporal, 
teratogenicidad 
 
Abreviaturas: AABs, anticuerpos contra agentes biológicos; IECAs, inhibidores de la enzima convertidora de 
angiotensina; Ann Intern Med, Annals of Internal Medicine; ARAs, antagonistas de los receptores de 
angiotensina; BMJ, British Medical Journal; DPP-4, dipeptidil peptidasa-4; GLP-1, péptido-1 similar al glucagón; 
JAMA, Journal of the American Medical Association; CMI, concentración mínima inhibitoria; AINEs, 
antiinflamatorios no esteroideos; SGLT-2, cotransportador sodio-glucosa tipo-2; ISRSs, inhibidores selectivos de 
la recaptación de serotonina. 
 
 
metanálisis [230, 233, 235, 240, 241, 243, 247, 250] informaron sobre la fuente de datos, tres 
de ellos [240, 243, 247] reportaron fuentes mixtas tanto para la evaluación de la exposición 
como los resultados. Cinco metanálisis [230, 233, 235, 241, 250] reportaron solo fuentes 
secundarias para la evaluación de la exposición, tres de ellos [230, 233, 250] reportando 
también solo fuentes secundarias para la evaluación de los resultados, mientras que en los 
otros dos [235, 241] se informaron solo fuentes primarias y mixtas para la evaluación de los 
resultados respectivamente. 
 
4.3.2. Fuente de datos en el análisis de la heterogeneidad. 
 
Todos los metanálisis menos dos [229, 251] realizaron análisis de subgrupos y/o de 
sensibilidad. Aunque tres de ellos [232, 243, 245] consideraron los métodos de evaluación de 
los resultados ‒tipo de prueba diagnóstica utilizada para la infección por Clostridium difficile, 
método de confirmación del diagnóstico de trombosis venosa y tipo de escala para la 
evaluación de los síntomas de psicosis, respectivamente‒ como variables de estratificación, 
solo el segundo se refirió al origen de los datos. Solo cinco metanálisis [231, 237, 242, 244, 
248] incluyeron análisis de metarregresión para describir la heterogeneidad, ninguno de los 
cuales consideró la fuente de los datos como una variable explicativa. En la tabla 8 se 
muestran otros resultados acerca de la inclusión de la fuente de datos como variable en el 
análisis de la heterogeneidad. 
 
Finalmente, se evaluó si la influencia del origen de los datos en las conclusiones de 
los metanálisis había sido discutida por sus respectivos autores. Se encontró que solo en 
cuatro metanálisis [230, 240, 241, 243] se señalaron limitaciones derivadas del tipo de fuente 
de datos utilizada. 
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Tabla 7. Reporte de la fuente de datos en las tablas de extracción de datos de los metanálisis incluidos. 
 




en el MA 
Estudios de cohorte 
(n) 





en el MA 
Estudios de cohorte 
(n) 
Estudios de casos y 
controles (n) 
1aria 2 aria NR 1 aria 2 aria NR 1 aria 2 aria NR 1 aria 2 aria NR 
Weiss J [229] Harms outcomes No - - - - - - No - - - - - - 
Bally M [230] Sí 0 3† 0 0 1 0 Sí 0 3† 0 0 1 0 
Sordo L [231] No* - - - - - - No* - - - - - - 
Tariq R [232] No*‡ - - - - - - No* - - - - - - 
Maruthur N [233] Sí§ 0 3 0 - - - Sí§ 0 3 0 - - - 
Paul S [234] No* - - - - - - No* - - - - - - 
Li L [235] Heart failure Sí 0 1 2 0 0 1 Sí 1 0 2 0 0 1 
Li L[235] Hospital admissions for heart failure Sí 0 0 6 0  0 2 Sí 3 0 3 0 0 2 
Molnar AO [236] No* - - - - - - No* - - - -  - - 
Ziff OJ [237] No* - - - - - - No* - - - - - - 
CGESOC [238] No - - - - - - No - - - - - - 
Bellemain-Appaix A [239] No* - - - - - - No* - - - - - - 
Grigoriadis S [240] Sí 2 3 0 1 1 0 Sí 4 1 0 2 0 0 
Li L [241] Sí 0 1 2 0 1 1 Sí 1 2 0 0 0 2 
Kalil AC [242] No - - -  - - - No - - -  - - - 
Stegeman BH [243] Sí 0 9 0 8 8 1 Sí 4 5 0 5 12 0 
Maneiro JR [244] No* - - - - - - No* - - - - - - 
Hartling L [245] No - - - -  - - No - - - -  - - 
Hsu J [246] No* - - - - - - No* - - - - - - 
Caldeira D [247] Sí 2 2 7 0  7 1 Sí 0 1 10 3 1 4 
MacArthur GJ [248] No* - - - -  - - No* - - - - - - 
Mantha S [249] No - - - - - - No - - - - - - 
Silvain J [250] Sí 0 7 0 - - - Sí 0 7 0 - - - 
McKnight RF [251] No - - - -  - - No - - - - - - 
 
Abreviaturas: 1aria, Número de estudios individuales en cada MA basados en fuentes de datos primarias; 2aria, Número de estudios individuales en cada MA basados en 
fuentes de datos secundarias; NR, Número de estudios individuales en cada MA con fuentes de datos no reportadas. 
* Aunque el metanálisis muestra los resultados de la evaluación de la calidad metodológica basada en una escala estandarizada, no indica el tipo de fuente de datos 
utilizada para cada estudio observacional individual incluido en el metanálisis. 
† Cohorte con análisis caso-control anidado. 
‡ El metanálisis reporta que la mayoría de los estudios observacionales incluidos evaluaron la exposición a los fármacos a través de una revisión de los registros médicos. 
§ El metanálisis solo reporta datos de estudios observacionales de alta calidad. 
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Tabla 8. Inclusión de la fuente de datos como variable en el análisis de la heterogeneidad de los metanálisis incluidos. 
 
















Otras variables Tipo de 
fuente de 
datos incluida 
Weiss J [229] 
Resultados sobre 
daños 
- - - No - - - No 
Bally M [230] Momento de la 
exposición a los 











No - - - No 
Sordo L [231] Intervalo de 








No Proveedor del 
tratamiento, 
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Otras variables Tipo de 
fuente de 
datos incluida 
Tariq R [232] Tipo de supresor 
de ácido gástrico 
(IBP y H2B 
reportados juntos, 
PPI solo o H2B 
solo) 




dentro de 60 días 
frente a 90 días), 
tipo de ensayo 
diagnóstico 











ajuste de datos 
No - - - No 
Maruthur N [233] Modo de terapia - - No - - - No 
Paul S [234] 
Resultado 
primario 
- Infección crónica o 
resuelta por el 
virus de la 
hepatitis B 





calidad de diseño 
No - - - No 
Paul S [234] 
Resultados 
secundarios 





No - - - No 
Li L [235] Tipo de control, 
modo de terapia, 
fármacos 
individuales 
- Duración del 
seguimiento, tipo 
de diseño 
No - - - No 
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Otras variables Tipo de 
fuente de 
datos incluida 
Molnar AO [236] - - Tipo de diseño No - - - No 
Ziff OJ [237] 
Resultado 
primario 
- - Ajuste de datos, 
tipo de población 
No Diferencia entre 
los brazos de 
digoxina y de 






- Puntuación de sesgo 
resumida, variable 
de nivel de estudio 
de línea de base: 
Año de publicación, 
edad, sexo, infarto 
de miocardio previo 
No 
Ziff OJ [237] 
Resultados 
secundarios 
- - - No - - - No 
CGESOC [238] Duración del uso 
en usuarias 
actuales y pasadas 
de terapia 




maligno del tumor 
Diseño del estudio, 
región geográfica, 
edad en la que se 
utilizó por primera 
vez la terapia 
hormonal, edad de 
la menarquia, 








o hermana con 
cáncer de ovario o 
de mama, 
histerectomía 
No - - - No 
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Tipo de diseño No - - - No 
Grigoriadis S 
[240] 
Momento de la 
exposición a los 
ISRSs 







No - - -  No  
Li L [241] Tipo de agentes de 
la incretina, tipo 













No - - - No 
Kalil AC [242] Diferentes cortes 









No Corte de CMI de 
vancomicina, 
exposición a 
vancomicina en los 
6 meses anteriores, 


























































Sí (resultado) - - - No 














calidad de los 
datos, diseño del 
estudio, nivel de 
evidencia de los 
estudios 
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Abreviaturas: APACHE, Acute Physiology and Chronic Health Evaluation; CMI, concentración mínima inhibitoria; ISRSs, inhibidores selectivos de la recaptación de 








5.1. EL SESGO EN ESTUDIOS FARMACOEPIDEMIOLÓGICOS QUE UTILIZAN BASES DE DATOS 
SECUNDARIAS: UNA REVISIÓN EXPLORATORIA (OBJETIVO 1 - ANEXO 1). 
 
Esta es la primera revisión estructurada conocida que explora los sesgos potenciales 
en estudios observacionales que utilizan bases de datos farmacoepidemiológicas. Los 
resultados de esta revisión sugieren que existe una preocupación creciente en la literatura 
científica acerca de la identificación, descripción y control de dichos sesgos. Esto no debe 
pasarse por alto, ya que los estudios observacionales que utilizan bases de datos 
epidemiológicas ofrecen actualmente una excelente oportunidad para la investigación médica. 
Los resultados de estos estudios deben ser válidos y aplicables a la toma de decisiones sobre 
seguridad y eficacia. Por lo tanto, es de suma importancia que se tengan debidamente en 
cuenta estos sesgos para garantizar que se controlan correctamente. 
 
El sesgo de confusión como tal, o en cualquiera de sus diversas formas de 
presentación, se menciona en casi dos tercios de los artículos incluidos en la revisión (ver 
Tabla 5 para consultar referencias). El control adecuado de los factores de confusión plantea 
un desafío en los estudios que utilizan bases de datos de atención sanitaria, ya que éstas no 
fueron diseñadas para realizar estudios epidemiológicos. La ausencia o mala calidad de los 
datos sobre posibles factores de confusión en las bases de datos secundarias (por ejemplo, 
medicamentos de venta libre, fragilidad del sujeto, hábito de fumar) es un fenómeno frecuente 
[37, 143, 168, 252], que dificulta o incluso imposibilita el ajuste por tales factores, a fin de 
controlar la confusión [39]. 
 
Cuando se hayan recogido datos sobre variables de confusión, los artículos revisados 
proponen diferentes métodos de control: (i) en la etapa de diseño, mediante la aplicación de 
criterios de restricción, métodos de emparejamiento o la implementación de un diseño de 
nuevo usuario (ver más adelante, depleción de susceptibles); y (ii) en la etapa de análisis, 
mediante la estratificación de los pacientes entre los grupos de tratamiento de acuerdo con los 
factores relevantes, o técnicas de regresión multivariada, incluyendo estos factores de 
confusión como variables independientes en los modelos de regresión. En los casos en que el 
número de variables es muy alto, puede ser interesante ajustar por la puntuación de riesgo de 
enfermedad [80] o la puntuación de propensión a recibir tratamiento [82, 253]. 
 
Entre los estudios que tratan el tema de la confusión en farmacoepidemiología, el 
tipo de confusión más comúnmente descrito es la confusión por indicación para el 
tratamiento (la decisión de tratamiento se asocia con una indicación, que a su vez es un 
factor de riesgo para la enfermedad), mencionada en un tercio de los artículos revisados 
(Tabla 5). La confusión por indicación, también conocida como sesgo de canalización, está 
estrechamente relacionada con el sesgo de selección [171]. Algunos métodos analíticos de 
control útiles propuestos incluyen la separación de los efectos de un fármaco tomado en 
diferentes momentos [30], el análisis de sensibilidad para factores de confusión no medidos 
(ver más adelante) y el uso de variables instrumentales [101]. De acuerdo con la literatura 
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revisada, parece existir un acuerdo general de que los métodos convencionales para el control 
de los factores de confusión son inadecuados para controlar la confusión dependiente del 
tiempo (mencionada en el 6.0% de los artículos revisados, ver tabla 5). La estimación-g [104] 
y los modelos estructurales marginales [105] son métodos alternativos para lograr dicho 
control. 
 
Más de una cuarta parte de los artículos incluidos en la revisión consideran la 
ausencia de datos de calidad para el control de posibles variables de confusión como una 
limitación importante de los estudios farmacoepidemiológicos observacionales que utilizan 
bases de datos secundarias (Tabla 5). Las estrategias propuestas para el control de las 
variables no medidas incluyen la realización de análisis de sensibilidad y el uso de 
información externa a la base de datos [96, 254, 255]. También se han utilizado técnicas de 
variables instrumentales, medidas proxy y puntuaciones de propensión, excluyendo del 
análisis a sujetos tratados y no tratados con valores extremos [256]. En la etapa de diseño, los 
diseños de casos cruzados, en los que cada participante recibe todos los tratamientos que se 
están investigando, pero en momentos diferentes [71], y la restricción a un grupo de 
comparación activa, pueden ser útiles. El diseño del comparador activo emula el diseño de un 
ensayo controlado aleatorizado de comparación directa. En lugar de utilizar un grupo de no 
usuarios, el fármaco de interés se compara con otro fármaco comúnmente utilizado para la 
misma indicación. Al asegurar que los grupos de tratamiento tengan características similares, 
este diseño ayuda potencialmente a mitigar los factores de confusión medidos y no medidos 
[257]. En cualquier caso, con la excepción de los diseños cruzados, en los que el orden en el 
que un participante del estudio recibe los tratamientos es aleatorio, el control de las variables 
no medidas nunca será óptimo o, en el mejor de los casos, nunca se podrá garantizar que lo 
sea. Pero incluso en este caso, el diseño cruzado puede verse afectado por confusión 
dependiente del tiempo. 
 
En este contexto, Hernán ha propuesto un nuevo enfoque basado en el uso de datos 
observacionales de una gran base de datos de salud para emular un hipotético ensayo aleatorio 
(target trial) [258]. Aunque el ensayo diana emulado ayuda a evitar las dificultades 
metodológicas habituales, el ajuste apropiado por los factores de confusión dependientes del 
tiempo sigue siendo crítico [259]. 
 
A diferencia de los ensayos clínicos, una ventaja de los estudios 
farmacoepidemiológicos observacionales en los que las poblaciones de estudio se construyen 
sobre la base de grandes bases de datos de asistencia sanitaria, es la inclusión de pacientes 
frágiles. Sin embargo, algunos autores han argumentado que debido al hecho de que la 
fragilidad es difícil de medir y un fuerte factor de riesgo para resultados desfavorables, 
conducirá a una confusión residual no medida y, posiblemente, a resultados paradójicos [34, 
38]. La fragilidad es un ejemplo de una variable de confusión no medida [37, 143]. 
 
Alrededor del 5% de los artículos revisados mencionan el efecto del usuario sano 
(Tabla 5), que consiste en un tipo de confusión generada porque los pacientes con conductas 
más saludables generalmente demandan atención médica con mayor frecuencia para 
tratamientos preventivos o enfermedades crónicas asintomáticas. Estos pacientes también es 
más probable que se adhieran mejor al tratamiento. En consecuencia, parte de la aparente 
eficacia/seguridad del tratamiento se debe, no al tratamiento en sí, sino a los comportamientos 
más saludables que se asocian con quienes lo toman [39, 40]. En estudios observacionales que 
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utilizan bases de datos farmacoepidemiológicas, estos tipos de comportamiento rara vez se 
miden, lo que hace muy difícil controlar su efecto [260]. 
 
Casi la mitad de los artículos incluidos en la revisión mencionan algún tipo de sesgo 
de selección. Dentro de esta categoría cabe destacar el sesgo protopático. Aunque este sesgo 
en concreto no se menciona demasiado en nuestra revisión (3,4%, ver tabla 5), posiblemente 
porque es inusual que el tratamiento se asocie con estados subclínicos y/o síntomas tempranos 
de la enfermedad, el impacto de este sesgo puede ser importante. Sin embargo, controlar el 
sesgo protopático no es fácil, ya que no es un sesgo de confusión y, por lo tanto, las técnicas 
de ajuste no resultan útiles. En este caso, debemos recurrir a la restricción del grupo de 
exposición a pacientes con indicaciones que no están relacionadas con los estados iniciales de 
la enfermedad en estudio. Otra opción para controlar el sesgo protopático es utilizar el 
concepto de tiempo demora (lag-time) para definir la ventana etiológica en la que se evalúa la 
exposición al fármaco [261]. 
 
El consumo de medicamentos en condiciones reales está sujeto a variaciones 
importantes (por ejemplo, variaciones en la dosis, interrupciones del tratamiento, abandonos), 
especialmente en el tratamiento de enfermedades crónicas. Esta variabilidad puede deberse a 
cambios en la enfermedad (aumento o disminución de la gravedad) o en el efecto del fármaco 
(eventos adversos o interacciones). El enfoque tradicional a través de un análisis “por 
intención de tratar”, en el que se censura a los sujetos que interrumpen su tratamiento durante 
el seguimiento, puede introducir sesgos, ya que los sujetos censurados (perdidos durante el 
seguimiento) tienen sistemáticamente un mayor o menor riesgo de desarrollar el resultado 
[140, 142]. En la práctica, esta censura informativa (mencionada en solo el 2,6% de los 
artículos revisados, ver tabla 5) conduce a un sesgo de selección. Por ejemplo, si los efectos 
clínicos esperados no se cumplen, o el tratamiento se suspende o se modifica. El sesgo 
consiste en seleccionar para el análisis los datos de los pacientes para los cuales el tratamiento 
produce el resultado esperado [46]. Este sesgo puede identificarse mediante un análisis de 
sensibilidad. En este sentido, el uso de bases de datos representa una ventaja importante, ya 
que la información sobre el resultado puede estar disponible incluso cuando se haya 
suspendido el tratamiento. Para controlar el sesgo introducido por una exposición al fármaco 
que varía con el tiempo, podría ser útil considerar esa exposición como una variable 
dependiente del tiempo en un modelo de regresión multivariante apropiado. También se han 
propuesto procedimientos basados en la ponderación por probabilidad inversa de censura 
[262]. 
 
A juzgar por el número de artículos que lo mencionan (10.3%), se le ha dado mayor 
importancia a otro tipo de sesgo de selección conocido como depleción de susceptibles, el 
cual es causado por la inclusión en el estudio tanto de usuarios tratados prevalentes como 
incidentes (Tabla 5). Los usuarios prevalentes (“supervivientes” del primer período de 
tratamiento) pueden no tener el mismo riesgo de un evento adverso que los usuarios 
incidentes (nuevos), es decir, aquellos que toleran el fármaco continúan usándolo y aquéllos 
que no lo toleran (susceptibles al evento adverso) han dejado de usarlo. Este sesgo puede 
evitarse en la fase de diseño del estudio limitando el seguimiento a los nuevos usuarios [48]. 
El diseño de nuevo usuario permite medir los factores de confusión potenciales justo antes del 
inicio del seguimiento. De esta manera, estos factores de confusión no se verán afectados por 
el tratamiento. El ajuste por las diferencias entre grupos de tratamiento utilizará los valores 
basales de los factores de confusión [49]. 
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Aparte de asegurar un ajuste apropiado de la confusión, el diseño de nuevo usuario 
reduce potencialmente el sesgo de tiempo inmortal (ver abajo) cuando se combina con el 
diseño de comparador activo, mediante la implementación de definiciones similares de la 
fecha índice en todos los grupos de comparación [257]. El diseño de nuevo usuario 
combinado con el diseño de comparador activo también puede reducir la confusión por 
indicación y otras características no medidas del paciente (por ejemplo, fragilidad, usuario 
sano) en la fase de diseño [263]. 
 
Como sugieren los resultados, uno de los mayores desafíos en el análisis de los datos 
observacionales es el problema de la falta de datos [23], que se menciona en casi uno de cada 
cinco artículos incluidos en la revisión (Tabla 5). Si la probabilidad de que falte una 
observación es independiente tanto de los datos observados como de los ausentes, se supone 
que los casos completos son una muestra aleatoria del conjunto de datos completo (es decir, 
“ausencia completamente aleatoria” [264]). En este caso, la eliminación de casos con datos 
ausentes puede dar estimaciones no segadas. Sin embargo, en el análisis multivariado, las 
observaciones (o sujetos) se eliminan cuando faltan datos de una variable incluida en el 
modelo. Como consecuencia, las observaciones con valores perdidos pueden llevar a una 
reducción sustancial del tamaño de la muestra. Si esta falta de información se asocia a una 
característica importante, como la gravedad o la fragilidad, se produce un efecto equivalente 
al sesgo de selección. 
 
A veces se supone que la probabilidad de que falte una observación puede ser 
predicha por variables que se miden previamente, pero que no dependen de variables no 
medidas (es decir, “ausencia aleatoria” [264]). Es decir, la probabilidad de abandono 
dependerá de los valores observados. Aunque el análisis estándar de los casos disponibles está 
potencialmente sesgado en este caso, existen métodos que pueden proporcionar un análisis 
válido, pero éstos requieren un modelo estadístico adicional apropiado. 
 
En ambas circunstancias descritas anteriormente, los métodos basados en la 
verosimilitud (por ejemplo, modelos mixtos), en los que los datos ausentes pueden estimarse 
utilizando la distribución condicional de las otras variables, pueden ser útiles para controlar el 
sesgo [265]. Existen técnicas alternativas, como la imputación múltiple, que preservan la 
variabilidad natural de los datos [79] e incorporan la incertidumbre por falta de datos [266], 
con lo que se obtienen resultados similares. La ponderación por probabilidad inversa (cuando 
los casos completos se ponderan por la inversa de su probabilidad de ser un caso completo) es 
también un método comúnmente utilizado para reducir este sesgo. Mientras que la imputación 
múltiple requiere un modelo para la distribución de los datos que faltan dados los datos 
observados, la ponderación inversa de la probabilidad requiere un modelo para la probabilidad 
de que un individuo sea un caso completo [267]. En cualquier caso, es importante que se 
incluyan en el modelo todas las covariables de las que depende la falta de datos. 
 
Por el contrario, si el hecho de que una observación esté ausente se predice mediante 
variables no medidas, como el resultado de interés (es decir, “ausencia no aleatoria”, a veces 
llamada “falta de respuesta no ignorable” o “ausencia informativa”), entonces ninguna técnica 
estadística puede dar estimaciones no sesgadas. Cuando la falta de datos no puede ser 
modelada empíricamente, el enfoque recomendado es realizar análisis de sensibilidad para 




Después de la confusión por indicación y la confusión no medida/residual, los 
resultados muestran que el sesgo más frecuentemente descrito en los estudios que utilizan 
bases de datos secundarias de asistencia sanitaria es el debido a errores sistemáticos de 
clasificación que distorsionan la asociación entre el tratamiento y el resultado. La 
clasificación errónea de la exposición o del resultado, que se menciona en casi la mitad de 
los artículos incluidos en la revisión (Tabla 5), puede dar lugar a sesgos de medición y 
heterogeneidad [55, 193, 252]. Para evitarlo, se debe realizar primero un estudio de validación 
de estas variables, seguido de la realización de un análisis de sensibilidad o la aplicación de 
técnicas de regresión [269]. Los registros médicos se consideran normalmente el estándar de 
oro o la referencia para las variables de resultados intermedios y finales, pero muestran 
limitaciones en el registro de todos los medicamentos tomados por los pacientes [27]. Si bien 
los registros de dispensación son más detallados en la medición de la exposición (aunque no 
registran el consumo de venta libre o el copago a nivel individual), carecen de variables de 
resultado [1, 2, 21, 270]. Por lo tanto, es importante vincular ambos tipos de fuentes de datos 
[271, 272] y considerar, cuando sea necesario, el uso de datos adicionales recogidos 
expresamente con fines de investigación [37, 177, 189] para evitar errores que puedan generar 
conclusiones equivocadas [273, 274]. 
 
La última categoría de sesgo identificada fue la relacionada con el tiempo. No 
obstante, debe tenerse en cuenta que el mecanismo que subyace en la generación de un sesgo 
relacionado con el tiempo puede estar estrechamente relacionado con las otras categorías 
principales descritas (es decir, sesgo de confusión, selección o medición). Con diferencia, el 
sesgo temporal más frecuentemente descrito es el sesgo de tiempo inmortal, que se 
menciona en uno de cada cuatro artículos revisados (Tabla 5). El sesgo de tiempo inmortal 
(donde el seguimiento incluye un período de tiempo durante el cual el evento de estudio no 
puede ocurrir, o se excluye del análisis debido a una definición incorrecta del inicio del 
seguimiento) resurgió con varios estudios observacionales que reportaron efectos 
sorprendentemente beneficiosos de algunos fármacos [275, 276] y está siendo descrito cada 
vez más en estudios de cohortes a partir de bases de datos farmacoepidemiológicas [60, 62, 
63]. Suissa advierte sobre el riesgo de obtener conclusiones absurdas si se utilizan métodos 
inadecuados en el análisis de datos [60, 63, 219-224]. Para evitarlo, se debe considerar todo el 
tiempo de seguimiento, incluido el que precede al inicio de la exposición; y la exposición 
durante el tiempo inmortal se debe clasificar correctamente [277]. Aplicando un modelo de 
Cox con exposiciones dependientes del tiempo se pueden obtener estimaciones más fiables 
[63, 218, 278]. 
 
La aparición de grandes bases de datos de asistencia sanitaria ha provocado cambios 
drásticos en la farmacoepidemiología. Debido a la captura rutinaria y automatizada de los 
datos de prescripción y dispensación de medicamentos que se utilizan con fines 
administrativos, junto con la implementación de historias clínicas electrónicas, las bases de 
datos secundarias han generado enormes posibilidades y expectativas acerca de su potencial. 
Esto ocurre, además, en un momento en que se reconoce que los ensayos clínicos no pueden 
responder a preguntas sobre la eficacia y la seguridad de los tratamientos en la práctica 
clínica. 
 
En apariencia, las bases de datos secundarias ofrecen la posibilidad de realizar 
estudios rápidamente, a bajo coste, con enormes tamaños de muestra, datos objetivos y 
seguimiento a largo plazo. No obstante, sus limitaciones no deben ser ignoradas. Los sesgos 
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inherentes a este tipo de fuentes de datos más descritos en la literatura son la confusión por 
indicación, la confusión no medida/residual, la clasificación errónea del resultado y el sesgo 
de tiempo inmortal. 
 
Para controlar estas situaciones se debe considerar la aplicación de diseños 
metodológicos apropiados y técnicas de análisis estadístico. Las principales estrategias se 
resumen en la tabla 9. En general, antes de iniciar una investigación utilizando bases de datos 
secundarias, los investigadores deben evaluar en detalle las fuentes de datos disponibles, 
centrándose en el propósito para el que fueron creadas, y así tomar conciencia de su potencial 
de sesgo. La vinculación de los registros médicos con las bases de datos administrativas es 
útil para minimizar el riesgo de sesgo, así como para complementar o validar los datos 
secundarios con datos primarios (es decir, recopilados a partir de métodos ad hoc) cuando se 
cuestiona la integridad o la calidad de los datos originales. 
 
5.1.1. Limitaciones del método. 
 
Esta scoping review presenta las limitaciones inherentes a este tipo de diseño de 
estudio. A diferencia de las revisiones sistemáticas clásicas, cuyo objetivo es proporcionar 
respuestas a una pregunta de investigación claramente definida, es menos probable que este 
tipo de estudios exploren preguntas de investigación muy específicas ni, en consecuencia, 
evalúen la calidad de los estudios incluidos [279]. En este sentido, no se puede descartar un 
potencial sesgo del revisor en la evaluación de los criterios de restricción, ya que éstos no se 
basan en una calidad mensurable de las referencias identificadas. Sin embargo, no creemos 
que esto obstaculice el propósito y las conclusiones de la revisión. 
 
Debido a la naturaleza exploratoria de esta revisión, su propósito no fue obtener toda 
la evidencia disponible sobre un tema específico, sino más bien de un subconjunto de la 
literatura sobre un tema amplio (sesgo en los estudios farmacoepidemiológicos 
observacionales basados en fuentes de datos secundarias), en el que pueden ser aplicables 
muchos diseños de estudio diferentes (ensayos de opinión, revisiones metodológicas, análisis, 
cartas al editor o retracciones). Aunque se utilizó una estrategia de búsqueda amplia, es 
posible que se hayan omitido algunos estudios relevantes. Por lo tanto, no se puede descartar 
la existencia de algún sesgo de selección. Además, la estrategia de búsqueda en sí misma, 
diseñada intencionadamente para identificar artículos que destacan las limitaciones de las 
bases de datos secundarias, no permite una comparación no sesgada con los artículos que 
pueden mostrar la ventaja de las bases de datos secundarias. 
 
Dadas las limitaciones anteriores, y el hecho de que la información sobre el sesgo se 
obtuvo a parir de la descripción proporcionada por los autores originales, otra limitación 
estaría relacionada con la cuantificación de cada tipo de sesgo, que debe ser interpretada como 
una medida aproximada del impacto del sesgo en la literatura publicada (es decir, qué es de lo 
que más se habla), pero no como la probabilidad de ocurrencia (o detección) del sesgo en la 
población de estudios farmacoepidemiológicos que utilizan bases de datos secundarias, ya que 
puede estar influenciada por la facilidad de descripción de ese sesgo específico, o por el 
interés que el sesgo haya suscitado en los estudios de los autores más prolíficos en el campo 
(por ejemplo, el sesgo de tiempo inmortal). Por lo tanto, es posible que exista cierto grado de 




Tabla 9. Principales estrategias de control de sesgos en estudios observacionales de bases de datos 
farmacoepidemiológicas. 
 
Categoría Estrategias de control  
Confusión 




- Diseño de usuarios nuevos 
- Puntuación de propensión 
- Ensayos aleatorios simples a gran escala 
- Metaanálisis de ensayos clínicos 
 
* Confusión por indicación: Restringir el grupo no tratado a una población con la 
misma indicación, o limitar la participación a pacientes sin factor de riesgo 




- Modelos estructurales marginales 
 Confusión no medida - Diseño de casos cruzados 
- Exclusión asimétrica de pacientes con valores extremos de puntuaciones de 
propensión 
- Variables instrumentales 
- Medidas sucedáneas (proxy) 
- Restricción (grupo de comparación activo) 
- Análisis de sensibilidad 
- Estudio de validación + ajuste externo 
Sesgo de selección 
 Sesgo protopático - Restricción (por ejemplo, restringir el grupo no tratado a una población con la 
misma indicación, o restringir el grupo tratado a una población con una 
indicación que no sea un estadio subclínico de la enfermedad) 
- Excluir de la ventana etiológica un período de tiempo específico antes de la 
fecha de diagnóstico de la enfermedad (lag-time) 




- Inclusión de las variables que afectan a la censura y los tiempos de evento en 
el modelo de regresión multivariante 
- Ponderación por probabilidad inversa de censura 
- Análisis de sensibilidad 




- Diseño de usuarios nuevos 
- Metaanálisis de ensayos clínicos 
 Falta de datos - Sustituir cada observación ausente por un valor medio a partir de los valores 
observados de la variable, o el valor predicho a partir de un modelo de 
regresión 
- Métodos de imputación (por ejemplo, imputación múltiple) 
- Métodos basados en la verosimilitud 
- Ponderación por probabilidad inversa 
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Categoría Estrategias de control  
Sesgo de medición 
 Sesgo de mala 
clasificación 
- Estudio de validación (exposición/resultado/factores de confusión) + (análisis 
de sensibilidad/técnicas de control de la mala clasificación mediante 
regresión multivariante) 
Sesgo relacionado con el tiempo 
 Sesgo de tiempo 
inmortal 
- Análisis de datos con procedimientos que tengan en cuenta la exposición 
tiempo–dependiente dentro de una cohorte 
- Trasladar el inicio del tratamiento al final del período de tiempo inmortal en 
ambos grupos 
 Sesgo de tiempo 
inconmensurable  
- Análisis de los datos teniendo en cuenta el período de exposición variable en 
el tiempo 
 Sesgo de ventana 
temporal 
- Tener en cuenta la duración del tratamiento en la selección de los controles 
- Análisis dependiente del tiempo 
 Sesgo de desfase 
temporal 
- Comparar pacientes en el mismo estadio de la enfermedad 
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5.2. DISCUSIÓN METODOLÓGICA ACERCA DE LAS DIFERENTES TÉCNICAS DE METANÁLISIS 
PARA RESUMIR LA EVIDENCIA SOBRE SEGURIDAD DE MEDICAMENTOS (OBJETIVO 2 - ANEXO 
2). 
 
Los ensayos clínicos aleatorizados (ECAs) se consideran el estándar de oro para 
evaluar la efectividad de los fármacos, aunque su capacidad para detectar problemas de 
seguridad es limitada. Esta limitación se debe al hecho de que los ECAs evalúan los 
medicamentos en muestras de pequeño tamaño durante un período de seguimiento 
relativamente corto. En consecuencia, se conoce poco sobre el riesgo de eventos adversos que 
pueden ser atribuibles a medicamentos que, a pesar de tener una baja incidencia, pueden, sin 
embargo, ser de gran relevancia para la salud pública cuando son graves y el medicamento en 
cuestión es consumido por millones de personas [280]. 
 
Además, las poblaciones de los estudios controlados aleatorizados tienden a estar 
muy estrechamente definidas y excluyen a los pacientes que reciben otros tratamientos, lo que 
hace imposible identificar los problemas de seguridad en condiciones de la vida real, como las 
interacciones con fármacos concomitantes o las reacciones farmacológicas a edades 
tempranas o avanzadas [281]. Para resolver los problemas de validez externa de los ECAs se 
ha sugerido la realización de ensayos simples de gran tamaño (equivalentes a ensayos 
pragmáticos) y estudios epidemiológicos observacionales que utilizan grandes bases de datos 
electrónicas. Sin embargo, pocos ensayos simples de gran tamaño han abordado los daños del 
tratamiento [282], probablemente debido a barreras operativas, financieras, éticas o 
científicas, como la utilidad limitada en situaciones en las que el evento adverso es muy raro o 
tiene un período de latencia largo [282]. Aunque son mucho más frecuentes los estudios con 
bases de datos secundarias cuando se trata de evaluar los daños debido a que el acceso a dicha 
información resulta simple en apariencia, la experiencia indica que estas bases de datos deben 
ser abordadas con cautela debido a importantes limitaciones potenciales [3]. 
 
El metanálisis (MA) es una herramienta potente para abordar las cuestiones 
anteriores. Mientras que los MAs de eficacia farmacológica se llevan a cabo sistemáticamente 
cuando se alcanza un número suficiente de ECAs para la misma relación fármaco-resultado, 
los MAs de seguridad farmacológica (es decir, aquellos en los que el objetivo es evaluar el 
riesgo de reacciones adversas a medicamentos (RAMs)) no son tan sencillos de llevar a cabo. 
Estos MAs son particularmente relevantes cuando los estudios existentes (observacionales o 
experimentales) tienen un poder estadístico insuficiente y/o son inconsistentes con el fin de 
evaluar el riesgo de las RAM que tienen una incidencia baja o muy baja. Recientemente, en 
un informe de Council for International Organisations of Medical Sciences (CIOMS Working 
Group X) [283] se pusieron a disposición de la comunidad médica directrices destinadas a 
mejorar el desarrollo y la interpretación de los MAs sobre seguridad de medicamentos y, por 
extensión, el proceso de toma de decisiones. 
 
A continuación se complementan estas directrices, discutiendo los diversos tipos de 
técnicas para sintetizar la información sobre seguridad de medicamentos procedente de 
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5.2.1. Fuentes de datos utilizadas para resumir los resultados de seguridad de 
medicamentos. 
 
5.2.1.1. Ensayos clínicos aleatorizados y estudios no aleatorizados. 
La calidad de los datos para resumir determinará necesariamente la validez de los 
resultados. Idealmente, los datos de más calidad serán los extraídos de los ECAs, ya que la 
asignación aleatoria del tratamiento garantiza un cierto grado de control de los factores de 
confusión (conocidos, desconocidos o no medibles), asegurando un reparto equilibrado entre 
los grupos de tratamiento y de comparación. 
 
Aun así, los datos de los ECAs pueden ser inadecuados para el propósito de estudiar 
los daños del tratamiento porque: (i) no todos los ECAs informan sobre eventos adversos 
[284], (ii) la duración del estudio es limitada y, en muchos casos, más corta que la de la 
práctica clínica habitual o que el tiempo de inducción y latencia necesario para que se 
desarrolle una RAM, (iii) las poblaciones de los estudios son altamente seleccionadas [285] 
(se excluye a los pacientes con mayor riesgo de desarrollar RAMs debido a la presencia de 
comorbilidades), y (iv) el número de pérdidas durante el seguimiento puede ser considerable 
en algunos ensayos (cuanto más largo sea el ensayo, mayor será la pérdida) y puede ser 
diferente entre los grupos, en algunos casos estando vinculadas dichas pérdidas a la RAM 
(censura informativa), algo que puede sesgar los resultados a menos que el análisis se realice 
por intención de tratar [286]. Además, una consecuencia de la reducción del tamaño de la 
muestra, incluso después de combinar varios ECAs, es que la potencia estadística puede ser 
insuficiente para detectar algunos daños del tratamiento. 
 
La falta de cumplimiento del tratamiento en el ECA también puede estar relacionada 
con: (i) un peor estado de salud al inicio del estudio, (ii) una peor evolución de la enfermedad 
en todo el ensayo, o (iii) una peor tolerancia al tratamiento. Cualquiera de estas situaciones 
puede aumentar el riesgo de una RAM [287]. Un efecto similar, aunque en dirección opuesta, 
es el efecto de la depleción de susceptibles [47]. Es más probable que los pacientes propensos 
a una RAM determinada presenten el evento en la etapa inicial del tratamiento y, por lo tanto, 
se retiren del ensayo. Por lo tanto, solo los pacientes menos susceptibles continuarían 
tomando el medicamento, lo que llevaría a una aparente reducción del riesgo de RAM a lo 
largo del tiempo. 
 
Idealmente, para combinar los datos sobre daños de varios ECAs, cada estudio debe 
haber recopilado un registro completo de datos sobre todos los eventos indeseables para todos 
los participantes del ensayo (y no solo los eventos adversos atribuidos específicamente al 
tratamiento), incluyendo cualquier posible pérdida y retirada relacionada con el evento 
adverso. La realidad muestra, sin embargo, que hay inconsistencias en la manera de registrar 
los eventos adversos. Esta información a veces se registra sistemáticamente, pero también es 
frecuente que los datos sobre daños se registren como resultados secundarios y no de forma 
predefinida [288], lo que puede, a su vez, generar clasificaciones erróneas y sesgos en la 
evaluación de la seguridad del medicamento y contribuir a la variabilidad de los resultados. 
Para poder controlar o tener en cuenta la heterogeneidad de los resultados de los daños, los 
ensayos tendrían que informar sobre cómo se recopilaron los eventos adversos en cada estudio 
(por ejemplo, mediante el contacto con los pacientes por teléfono, el examen de sus registros 




Por otro lado, los estudios no aleatorizados (ENAs) se basan en datos extraídos de la 
práctica clínica habitual, una característica que confiere una mayor validez externa. Además, 
debido a que la incidencia de la RAM en los sujetos no expuestos es similar a la de la 
población general (lo que puede no ocurrir en todos los ECAs con poblaciones seleccionadas), 
este tipo de estudio debería permitir al investigador calcular un “número necesario para dañar 
(NND)” más cercano al del mundo real. 
 
Sin embargo, uno de los mayores inconvenientes de estos diseños, al menos desde un 
punto de vista teórico, es su incapacidad para adaptarse a los factores de confusión 
importantes (por ejemplo, fragilidad) que pueden ser desconocidos o no medibles o, 
alternativamente, ser conocidos, pero no haber sido registrados o haber sido medidos de 
manera inapropiada. Una de las fuentes más importantes de confusión en los estudios sobre 
los daños del tratamiento es la confusión por indicación para el tratamiento (la decisión de 
tratamiento se asocia con una indicación, que a su vez es un factor de riesgo para la 
enfermedad). Aunque el ajuste estadístico por las variables de confusión es posible, puede 
estar sujeto a cierto grado de arbitrariedad (por ejemplo, categorización de las variables de 
confusión, criterios para su inclusión en el modelo). Todo esto disminuye la homogeneidad de 
los resultados. Otro problema es que los estudios que utilizan datos observacionales tienden a 
asociarse con un mayor grado de sesgo de publicación; es decir, los ECAs son más fáciles de 
publicar porque se considera que tienen un mayor grado de evidencia. 
 
A pesar de las limitaciones de los ENAs, se ha comprobado que cuando estos 
estudios están bien diseñados, el análisis de los datos obtenidos en condiciones clínicas reales 
permite obtener estimaciones similares a las de los ECAs [289]. Sin embargo, debido a la 
ausencia de aleatorización, existe una tendencia a descartar los resultados obtenidos en los 
ENAs [290]. 
 
Algunos estudios indican que cuando hay datos suficientes para comparar los efectos 
de ambos tipos de estudios, los resultados de los ENAs (y por lo tanto los resultados de su 
MA) son a menudo más conservadores que los de los ECAs al estimar los riesgos absolutos y 
relativos [291]. La imprecisión derivada de la medición de la exposición al fármaco del 
estudio, de la notificación de posibles efectos adversos, o de la presencia de factores 
potenciales de confusión, puede diluir los hallazgos y así subestimar los resultados de estos 
estudios [292]. También debe tenerse en cuenta que, en presencia de cualquier sesgo, y debido 
a que los ENAs pueden tener un tamaño de muestra muy grande (especialmente aquéllos que 
utilizan bases de datos secundarias), el aumento de la potencia estadística puede llevar a 
conclusiones erróneas. Así, los inconvenientes de las pruebas de significación, ya conocidos 
para otras cuestiones epidemiológicas, se ponen de relieve en el contexto del MA: un tamaño 
de muestra grande siempre conduce a valores p significativos, incluso si la significación 
clínica es escasa o inexistente, ya que el valor p es directamente proporcional al tamaño de la 
muestra. 
 
Los resultados obtenidos con los diferentes diseños de ENAs (estudios de cohortes, 
estudios de casos y controles) se verán influidos por las diferentes fuentes de sesgo, lo que 
puede dar lugar a un aumento de la heterogeneidad de los efectos en un MA posterior. El 
hecho de que los ENAs utilicen criterios diferentes para ajustar por los factores de confusión 
también puede ser una fuente de heterogeneidad. Por otra parte, es común que los ENAs 
reporten varios conjuntos de medidas de efecto, cada uno de los cuales se ajusta en función de 
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diferentes covariables [293], lo que dificulta la decisión sobre las medidas que deben 
combinarse. 
 
Por lo tanto, ambos enfoques, experimental y no experimental, proporcionan 
información que puede ser útil en el estudio de los daños del tratamiento. Aunque existe cierta 
controversia con respecto a cuál es la mejor evidencia para evaluar los daños del tratamiento 
médico [292], ambos enfoques pueden proporcionar información complementaria: los ECAs 
pueden ser útiles en el estudio de las RAMs frecuentes que se producen poco después del 
inicio del tratamiento, mientras que los ENAs serán más apropiados en el caso de eventos 
raros o eventos que solo pueden medirse a largo plazo en la práctica clínica habitual. A este 
respecto, se ha sugerido que en las revisiones sistemáticas de eventos adversos el análisis no 
debe limitarse a determinados tipos de diseño, sino que, por el contrario, debe utilizar la 
información de todos los diseños disponibles. De esta manera, se mejorará la generalización 
sin disminuir la validez [294]. 
 
Cuando existen datos aleatorios y no aleatorios, puede ser más conveniente realizar 
un análisis estratificado según el tipo de diseño. Los estudios se pueden mostrar en un gráfico 
de bosque (forest plot) para evaluar visualmente las discrepancias en los efectos de los 
estudios e identificar fuentes potenciales de heterogeneidad. 
 
5.2.1.2. Estudios publicados y no publicados. 
La validez de un MA puede estar limitada por la falta de información sobre eventos 
adversos. Esto puede ocurrir en el caso de estudios publicados en los que no se han medido o 
reportado los eventos adversos [295], y también en los casos en los que estos estudios 
permanecen sin publicar. 
 
El hecho de que los eventos adversos no hayan sido medidos o reportados podría 
interpretarse como que el evento no hubiese ocurrido. El sesgo de notificación puede existir si 
se omiten ciertos resultados, o solo se informan parcialmente, porque: (i) los resultados 
obtenidos fueron diferentes de los esperados, (ii) los resultados no alcanzaron significación 
estadística, o (iii) los autores no consideraron los eventos adversos como clínicamente 
relevantes. Este sesgo puede afectar a las conclusiones de las revisiones sistemáticas, dando 
así una falsa sensación de ausencia de daño [296]. En este contexto, también se ha descrito 
que los estudios que no reportan eventos adversos tienen menor probabilidad de ser incluidos 
en el MA debido a la dificultad analítica que plantea la manipulación de celdas con ceros 
[297]. 
 
Otro de los grandes desafíos a la hora de combinar los resultados de los daños es el 
acceso a todos los estudios realizados, ya sean observacionales o experimentales. El sesgo de 
publicación describe el fenómeno por el cual la naturaleza y la dirección de los resultados de 
un estudio individual influyen en su publicación o no publicación [298]. La autocensura de 
los autores (en los casos en que creen que sus resultados no son suficientemente notables), las 
decisiones editoriales por parte de editores o revisores de revistas y los intereses corporativos 
pueden, entre otras razones, influir negativamente en la decisión de publicar un estudio 
determinado [298]. Existen diferentes situaciones que pueden contribuir a que un estudio se 
incluya o se excluya de un MA y, por lo tanto, dar lugar a sesgos relacionados con la 
publicación. El sesgo puede ocurrir incluso si el estudio se publica en una revista pequeña y 
no indexada, o si se imponen restricciones de idioma (sesgo de idioma) [299]. La inclusión de 
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un estudio en un MA también puede estar influenciada por la velocidad relativa con la que es 
publicado. El grado de importancia o interés médico despertado por los resultados de un 
estudio puede acelerar o retrasar (sesgo de demora) su publicación. La publicación también 
puede retrasarse si el artículo en cuestión no es aceptado por la revista de primera elección del 
investigador [300].  
 
La situación inversa al sesgo de publicación también puede ocurrir cuando un solo 
evento adverso se contabiliza más de una vez en el mismo MA como resultado del recuento 
múltiple de estudios o subgrupos de pacientes [301]. Todo esto puede alterar sustancialmente 
las conclusiones de un MA y, por extensión, cualquier decisión clínica y/o regulatoria 
resultante. 
 
Los resultados de los ECAs se publican más fácilmente si son estadísticamente 
significativos [302]. Esto puede explicar el hecho de que los hallazgos de seguridad del 
medicamento puedan estar sesgados hacia una toxicidad significativa. Por lo tanto, se 
recomienda que las revisiones sistemáticas y los MAs que abordan los daños del tratamiento 
incluyan datos de estudios no publicados [303-305]. Algunos autores han enfatizado el hecho 
de que se dispone de más información sobre los eventos adversos a partir de fuentes de datos 
no publicados que a partir de fuentes de datos publicados, y que en la versión no publicada del 
mismo estudio se informa de un mayor número de eventos adversos que en la publicada 
[306]. 
 
Para acceder a dicha información se pueden realizar búsquedas en los registros y 
depósitos de ensayos clínicos y/o en los sitios web de compañías farmacéuticas y agencias 
reguladoras. Por ejemplo, desde 2007, ciertos ensayos con productos regulados por US Food 
and Drug Administration (FDA) están obligados a reportar un resumen de los resultados, 
incluyendo los eventos adversos de los medicamentos, al sitio web ClinicalTrials.gov [307] 
en el plazo de un año a partir de la finalización del ensayo (aunque todavía hay evidencia de 
informes selectivos en los ensayos registrados [308]). En este sentido, recientemente se ha 
implementado una nueva guía regulatoria para una mayor transparencia en la notificación de 
los resultados de los estudios [309], de manera que los eventos adversos graves y fatales 
deben ser reportados en su totalidad, así como los métodos utilizados en la monitorización de 
dichos eventos. 
 
También puede resultar útil utilizar motores de búsqueda genéricos para recuperar la 
literatura gris [310]. Sin embargo, no siempre es posible acceder a todos los datos debido a la 
falta de voluntad de los autores de los estudios no publicados para proporcionar datos. 
 
La inclusión de estudios no publicados tiene la ventaja de reducir un posible sesgo de 
publicación. Sin embargo, no está exenta de dificultades, a saber: (i) una menor 
reproducibilidad de la búsqueda bibliográfica, que puede minimizarse si los autores del MA 
incluyen información detallada sobre cómo rastrearon la información (sitios web, estrategias 
de búsqueda, fechas), y (ii) la inclusión de datos de estudios no publicados puede introducir 
sesgos, ya que los estudios encontrados pueden ser una muestra no representativa de todos los 
estudios no publicados (por ejemplo, en términos de su calidad metodológica) [311]. En este 
sentido, un análisis de subgrupos que considere estudios publicados frente a no publicados 
podría ser de interés. 
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Uno de los métodos tradicionales para la evaluación del sesgo de publicación 
consiste en la interpretación visual del gráfico de embudo (funnel plot), en el que la medida 
del efecto se representa con su correspondiente medida de precisión (varianza, varianza 
inversa, tamaño de la muestra, etc.) y en el que una forma asimétrica indicaría la presencia de 
sesgo de publicación. Sin embargo, debido a su naturaleza subjetiva, se ha comprobado que 
los investigadores tienen una capacidad limitada para identificar correctamente los gráficos de 
embudo de los MAs que son propensos al sesgo de publicación [312]. Además, la presencia 
de sesgo no siempre implica asimetría en este gráfico. Estas limitaciones pueden explicar un 
uso menos frecuente de este método en los MAs recientes. Algunos autores prefieren 
complementar esta evaluación visual de la asimetría con pruebas de hipótesis formales como 
la prueba de asimetría de Egger [313]. 
 
Finalmente, es importante mencionar que las agencias reguladoras de medicamentos 
están facultadas para solicitar todos los resultados de los estudios primarios a las compañías 
farmacéuticas. Por lo tanto, en un contexto regulatorio, la consideración de los datos 
publicados puede ser menos relevante, y no es probable que las conclusiones del MA 
obtenidas por dichas agencias (muy consideradas para el desarrollo de directrices y 
recomendaciones) puedan verse afectadas por la ausencia de los datos originales. 
 
También es importante recordar que la falta de pruebas sobre los daños del 
tratamiento en una revisión sistemática puede explicarse por múltiples factores. En 
consecuencia, para evitar una falsa sensación de seguridad (error de tipo II), algunos autores 
recomiendan que la evaluación de los daños se realice con el mismo rigor que la de los 
estudios de eficacia [314, 315], y proponen el uso de herramientas específicas para ello. 
 
5.2.1.3. Fuentes de datos primarias y secundarias. 
Un punto importante a tener en cuenta al combinar estudios es la fuente de los datos. 
La investigación primaria, diseñada de acuerdo con sus necesidades específicas, proporciona 
datos más precisos y actualizados. Por “datos primarios” se entiende la información recogida 
por los investigadores a través de sus propios instrumentos, como entrevistas o cuestionarios. 
Por el contrario, los “datos secundarios” son datos recogidos para otros fines (por ejemplo, 
administrativos o clínicos); los investigadores reutilizan la información y le dan un nuevo 
propósito, ya que es más fácil y menos costoso que recogerla desde el comienzo. El modo en 
que se tiene en cuenta la fuente de los datos como criterio de heterogeneidad puede cambiar 
las conclusiones de un MA [273]. 
 
La tendencia creciente hacia la recogida y el registro informatizado de datos está 
incrementando la utilización de grandes conjuntos de datos. Esta tendencia es alimentada por 
el creciente reconocimiento de que los ECAs, aunque esenciales, no pueden responder a 
preguntas importantes relacionadas con los daños del tratamiento en la práctica clínica diaria 
[1]. 
 
El potencial de investigación que ofrece el uso de bases de datos secundarias 
preexistentes en farmacoepidemiología es indiscutible. Esta fuente se caracteriza por [316]: (i) 
su alta representatividad, (ii) un bajo riesgo de sesgo de selección debido a la no participación, 
(iii) una muestra de gran tamaño que puede ser seguida ininterrumpidamente durante largos 
períodos de tiempo con pocas pérdidas, algo que puede prevenir sesgos como el de causalidad 
inversa, y (iv) la disponibilidad de información precisa sobre la exposición a los fármacos 
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prescritos, que previene los sesgos de memoria y del entrevistador. El uso de bases de datos 
secundarias también ofrece ventajas de carácter práctico, en la medida en que permiten el 
estudio rápido y a bajo coste de los efectos de los fármacos en las condiciones de la práctica 
clínica habitual en poblaciones más heterogéneas que las de los ECAs. Aunque el potencial de 
las bases de datos automatizadas para estudios epidemiológicos es ampliamente reconocido, 
su uso, sin embargo, conlleva numerosas dificultades [1, 12, 316]. Los registros médicos se 
consideran normalmente el estándar de oro para las variables de resultados intermedios y 
finales, pero muestran limitaciones en el registro de todos los medicamentos consumidos por 
los pacientes [2]. Aunque los registros de dispensación son más detallados en la medición de 
la exposición (aunque no registran el uso de medicamentos de venta libre a nivel individual), 
carecen de variables de resultado [2, 21]. 
 
5.2.2. Diferentes tipos de síntesis. 
 
La enorme cantidad de publicaciones existentes hoy en día hace necesario resumir la 
evidencia científica sobre los daños del tratamiento. Se han definido diferentes tipos de 
revisiones bibliográficas [14, 317]. Esta sección describe brevemente las características 
básicas de cada una de estas técnicas, y luego se centra en la técnica del MA, con el fin de 
discutir los aspectos más relevantes y/o controvertidos de su uso en el ámbito de la seguridad 
de los medicamentos. 
 
5.2.2.1. Síntesis cualitativa. 
5.2.2.1.1.  Revisiones narrativas tradicionales. 
Permiten obtener información actualizada sobre un tema de investigación específico 
con relativa rapidez y sirven para ofrecer una visión general. Sin embargo, la selección de los 
trabajos incluidos es subjetiva y no sistemática, y tiende a citar literatura que refuerza las 
ideas preconcebidas [317]. 
 
5.2.2.1.2.  Revisiones sistemáticas. 
A diferencia de las revisiones narrativas, las revisiones sistemáticas incluyen una 
búsqueda exhaustiva y reproducible de los estudios individuales. La selección de los estudios 
se basa en criterios de elegibilidad bien definidos. Con frecuencia se incluye una evaluación 
de la calidad de los estudios, que a menudo es exigida por las revistas. A veces, debido a 
diferencias considerables entre los estudios, las revisiones sistemáticas resumen los resultados 
cualitativa pero no cuantitativamente. Sin embargo, siempre que sea posible, se debe realizar 
un MA como parte de la revisión sistemática. Como cualquier otro estudio, un MA debe 
realizarse de acuerdo con un plan de análisis preestablecido [318]. 
 
Una “scoping review” es un tipo particular de revisión sistemática que se ha vuelto 
cada vez más popular como una forma de síntesis de conocimiento. Este tipo de estudio 
“aborda una pregunta de investigación exploratoria dirigida a trazar conceptos clave, tipos 
de evidencia y lagunas en la investigación relacionados con un área definida mediante la 
búsqueda, selección y síntesis sistemática del conocimiento existente” [110]. A diferencia de 
otras revisiones sistemáticas, la aplicación de filtros de calidad no es una prioridad inicial en 
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5.2.2.2. Síntesis cuantitativa. 
5.2.2.2.1.  Metanálisis de datos agregados. 
En general, se basan en la agrupación de las medidas de efecto reportadas en la 
literatura, con lo que se prescinde de la cooperación de los autores de los estudios originales 
para recopilar los datos. Los resultados se sintetizan cuantitativamente, utilizando técnicas 
estadísticas para calcular las estimaciones del efecto combinado. Esta es la técnica 
convencional de MA. 
 
Este tipo de análisis también se denomina “MA de datos de resumen” o “MA de 
resultados” [319]. El término “datos agregados” se refiere a la información promediada de 
todos los individuos de un estudio (como la estimación del efecto medio del tratamiento y su 
error estándar). 
 
5.2.2.2.2.  Metanálisis de datos de pacientes individuales (MA-DPI). 
Este tipo de estudios requiere la colaboración de los autores de los estudios originales 
‒publicados y, en ocasiones, no publicados‒ para obtener las bases de datos que contienen los 
datos registrados para cada participante. Sin embargo, no siempre es posible acceder a todas 
las bases de datos, ya sea porque los autores o los promotores no están dispuestos a 
proporcionarlas, o porque un estudio no cumple con los criterios de definición de las variables 
relevantes. 
 
Una vez que las bases de datos estén disponibles, deberán adaptarse a un formato 
común, de modo que puedan combinarse para formar una única base de datos, para la que se 
definirán criterios de inclusión específicos, o bien se modificarán las definiciones existentes 
de las variables de exposición y de confusión [320]. 
 
5.2.2.2.3.  Metanálisis de datos de pacientes individuales planificados 
prospectivamente [317]. 
Los estudios individuales previstos para ser incluidos en un futuro MA-DPI están 
diseñados conjuntamente para que compartan una gran parte del protocolo. Por lo tanto, los 
objetivos del estudio, los criterios de inclusión, las variables y los métodos de recogida de 
datos coinciden en gran medida, lo que a su vez facilita el análisis y la interpretación de los 
resultados. 
 
Este tipo de estudio no es sistemático en su naturaleza, ya que no abarca toda la 
evidencia disponible sobre una cuestión de investigación determinada. De hecho, este tipo de 
análisis, en el que solo se consideran los estudios que comparten el protocolo, se asemeja más 
a un estudio multicéntrico que a un MA convencional. Dado que los estudios individuales 
pueden analizarse y publicarse por separado, puede haber todavía un grado de heterogeneidad 
de los efectos debido a las pequeñas diferencias en el diseño de los estudios o en las 
poblaciones de estudio. 
 
5.2.2.2.4.  Metanálisis en red (metanálisis de tratamiento múltiple o de 
comparación de tratamiento mixto) [318]. 
Los MAs convencionales permiten a los investigadores resumir la evidencia de 
estudios independientes que comparan los mismos tratamientos, como en los ensayos de 
fármacos nuevos que utilizan tratamientos actuales o antiguos como comparadores. Sin 
embargo, no permiten evaluar la efectividad relativa o los daños de varios tratamientos que no 
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han sido comparados directamente. En este sentido, tener comparaciones directas entre los 
nuevos fármacos resulta extremadamente útil para la práctica clínica. 
 
El MA en red es un método para comparar más de dos intervenciones, algunas de las 
cuales pueden no haber sido comparadas directamente en el mismo estudio. Con este fin, las 
comparaciones indirectas del tratamiento entre los ensayos se realizan mediante un 
comparador común [321, 322], lo que permite identificar el tratamiento más efectivo y 
seguro. La validez de estas comparaciones depende de que los estudios midan los mismos 
efectos relativos del tratamiento y de que las diferencias observadas no se deban al azar [323]. 
 
La mayoría de los MAs en red publicados hasta la fecha han incorporado datos de 
ECAs solamente. Sin embargo, la inclusión de estudios no aleatorizados podría resolver 
algunas de las limitaciones del MA en red, como períodos de seguimiento cortos, tamaños de 
muestra pequeños y poblaciones altamente seleccionadas. Sin embargo, esta práctica también 
puede aumentar el riesgo de sesgos como el de confusión, que a veces no son evaluables ni 
detectables [323]. 
 
5.2.3. ¿Cuándo se pueden realizar metanálisis y revisiones sistemáticas? 
 
Las relaciones entre las exposiciones y los resultados se evalúan a menudo de manera 
no convencional. Muchos estudios no proporcionan medidas de efecto o datos suficientes para 
calcularlas. Esto ocurre a menudo en los estudios clínicos. En tal caso, es imposible 
proporcionar una estimación combinada, y entonces puede resultar útil una revisión 
sistemática narrativa. Cuando hay pocos estudios, realizar un MA puede ser inútil o incluso 
contraproducente. La presentación de una medida de efecto combinado de solo dos o tres 
estudios puede dar una falsa sensación de rigor científico. 
 
Cuando hay heterogeneidad excesiva, es aconsejable realizar análisis de subgrupos y 
mostrar los resultados estratificados por variables clave. Sin embargo, esto no siempre es 
posible si persiste un alto grado de heterogeneidad dentro de los subgrupos. La presentación 
de los resultados en forma de una revisión sistemática sin MA a menudo se considera la mejor 
solución. La presencia de sesgo de publicación bien podría ser un caso en el que se requiera 
una revisión sistemática sin MA. Por otro lado, existen técnicas como el método de recorte y 
relleno (trim-and-fill method) [324] que permiten predecir el número de estudios que faltan y 
su efecto. Aun así, es aconsejable abstenerse de presentar resultados metanalíticos si el 
número de estudios que faltan es demasiado grande. 
 
5.2.4. Metanálisis sobre seguridad de medicamentos: justificación, ventajas y 
limitaciones. 
 
5.2.4.1. Metanálisis de datos agregados. 
El aumento drástico en el uso de la técnica de MA para el estudio de los daños del 
tratamiento se debe a que es una herramienta rápida y de bajo coste para estimar el riesgo 
global de un evento adverso que los estudios individuales son incapaces de estimar [325], ya 
sea porque los estudios individuales tienen un tamaño de muestra insuficiente o porque la 
incidencia del evento adverso es demasiado baja. El MA también puede ser útil cuando los 
resultados de los estudios individuales son inconsistentes [318]. 
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Las técnicas estadísticas más ampliamente utilizadas para combinar los datos de 
estudio utilizan un enfoque de efectos fijos o de efectos aleatorios. Se ha criticado la 
realización de MAs sin tener plenamente en cuenta las hipótesis estadísticas subyacentes e 
inferencias necesarias para este tipo de análisis [326, 327]. En el caso de los modelos de 
efectos fijos, se supone que el efecto del tratamiento es constante en todos los estudios y que 
la variación entre estudios del efecto se debe exclusivamente al azar. El modelo de efectos 
aleatorios considera una fuente adicional de variación entre los estudios, que puede deberse, 
entre otras razones, a diferencias en el diseño de los estudios, el período de seguimiento o la 
selección de pacientes. El resultado final es que el modelo de efectos aleatorios tiende a 
producir estimaciones más conservadoras (intervalos de confianza más amplios) del efecto 
combinado. No obstante, el uso de modelos de efectos aleatorios no exime en absoluto de la 
necesidad de un estudio adecuado de la heterogeneidad y sus fuentes, ya que estos modelos no 
pueden explicar la presencia de una heterogeneidad importante. Cuando existe una 
heterogeneidad mínima de las estimaciones puntuales entre los estudios, ambas técnicas 
producen resultados similares. 
 
A pesar de su uso generalizado, el MA sigue siendo una técnica controvertida en la 
investigación epidemiológica [317, 328-330]. Los argumentos más consistentes contra el MA 
son la presencia de confusión, sesgo de selección y marcada heterogeneidad en el diseño de 
los estudios y los procedimientos de recogida de datos [14]. Las principales limitaciones se 
deben al mal uso de la técnica; por ejemplo, cuando se ignora la diversidad de los estudios 
incluidos en el análisis o se aborda de forma inadecuada, o cuando no se tiene en cuenta la 
calidad de los datos, la variabilidad en las poblaciones de pacientes y/o los posibles sesgos 
subyacentes [331]. Algunos autores sostienen que el uso adecuado del MA consiste en 
mejorar la precisión de las estimaciones cuantitativas de los estados de salud en las 
poblaciones, y que no debe utilizarse para la realización de pruebas de hipótesis [332]. En el 
campo de la seguridad de los medicamentos, sin embargo, el MA de ENAs puede ser una 
herramienta fundamental para comprobar señales sobre cuestiones de seguridad; por ejemplo, 
cuando el número de eventos adversos en los estudios individuales es tan pequeño que no se 
puede calcular una medida de efecto [333]. En los ECAs, sin embargo, el tiempo de 
seguimiento suele ser demasiado corto para que ocurra el evento; en tal caso, un MA no 
tendría sentido. 
 
Es una práctica estándar que los MAs sean actualizados acumulativamente con 
cualquier nueva evidencia que esté disponible. Sin embargo, al igual que se establecen 
métodos para controlar el error de tipo I en los análisis intermedios y las comparaciones 
múltiples de ECAs, estas correcciones también deben aplicarse en el MA acumulativo 
(utilizando un nivel de significación más estricto que el habitual de 0,05) [334]. 
 
Otro punto a tener en cuenta es que la validez externa de un MA no es mucho mayor 
que la validez de los estudios individuales, aunque la distribución geográfica global puede ser 
más dispersa. La validez externa está determinada por criterios de inclusión/exclusión, y si 
éstos son muy restrictivos, la validez externa del MA también será baja. Desde el punto de 
vista clínico, el interés real radica en determinar el mejor tratamiento para un paciente 
específico [330]. Por lo tanto, los resultados del MA solo son aplicables a las poblaciones que 
presentan características similares a las de las poblaciones incluidas en ese MA. En un MA, 
los estudios que tienen criterios de inclusión estrictos coexisten frecuentemente con otros 
cuyos criterios son más flexibles (además de tener diferentes resultados o tiempos de 
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seguimiento, entre otros factores). Es por ello por lo que algunos autores consideran el MA 
como una herramienta que sirve para evaluar la asociación entre un factor y un resultado, pero 
no la causalidad [13]. 
 
Además, en los MAs de datos agregados la información sobre eventos adversos 
dentro de subgrupos no suele estar disponible, lo que hace imposible realizar análisis por 
subgrupos. Incluso cuando se dispone de dicha información, el poder estadístico del MA de 
ECAs es generalmente inadecuado para detectar la modificación del efecto. 
 
En los MAs de datos agregados, la heterogeneidad no debe ser vista como una 
molestia sino más bien como una característica intrínseca. Sería casi imposible que los 
estudios sobre poblaciones diferentes, con metodologías e investigadores diferentes, 
obtuviesen resultados idénticos [15]. Por lo tanto, la heterogeneidad debe considerarse la regla 
y no la excepción [335], y debe describirse cuidadosamente analizando los posibles factores 
responsables de su generación. De hecho, la existencia de heterogeneidad “aparente” es 
probablemente la mejor razón para realizar un MA. Si hubiese un veredicto unánime y todos 
los estudios sobre una relación particular exposición-resultado indicaran un mayor riesgo, 
entonces un MA sería de menor interés (si no completamente inútil). 
 
La evaluación de la heterogeneidad mediante la comprobación de hipótesis es 
ineficaz, ya que las pruebas de heterogeneidad tienen un poder estadístico muy bajo. En 
cambio, el uso de gráficos como el gráfico de bosque (que evalúa visualmente las 
discrepancias en los efectos de los estudios e identifica las fuentes potenciales de 
heterogeneidad) y medidas más descriptivas como la proporción de varianza debida a la 
varianza entre estudios (RI [17] e I2 [336]), son más útiles porque, en lugar de implicar la 
aceptación o el rechazo de cualquier hipótesis de homogeneidad, la describen y la miden. 
 
Una de las opciones disponibles para explicar la heterogeneidad es realizar una 
metarregresión, donde se busca la explicación de la respuesta media de todos los pacientes del 
estudio (variable dependiente) en una o más covariables que diferencian unos estudios de 
otros. Sin embargo, el efecto de estas covariables sobre la variable de respuesta en la 
metarregresión puede no ser el mismo que en los estudios, dando lugar a un efecto 
equivalente a la “falacia ecológica” o sesgo ecológico (es decir, las relaciones encontradas a 
nivel agregado no representan relaciones a nivel individual). 
 
En el contexto de la seguridad de los medicamentos, los resultados de una 
metarregresión deben interpretarse con cautela, especialmente cuando se analiza la 
susceptibilidad de la población a los eventos adversos. Siempre es posible que la 
heterogeneidad no se deba a la susceptibilidad de la población, sino a que haya una o más 
variables de confusión que no fueron evaluadas y que muestran frecuencias diferentes entre 
las distintas poblaciones de estudio. La única forma de evitarlo es utilizar datos de pacientes 
individuales en un MA-DPI, en el que esta covariable se incluya como variable de ajuste 
[337]. 
 
5.2.4.2. Metanálisis de datos individuales. 
En el MA-DPI, se combinan los datos primarios (o datos brutos) de todos los 
pacientes incluidos en cada uno de los estudios publicados y no publicados. Esta técnica 
permite responder a preguntas que no pudieron ser resueltas satisfactoriamente por los 
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estudios individuales, y proporciona una estimación más precisa de los efectos de la confusión 
y la interacción. 
 
Algunos autores reconocen que el enfoque de MA-DPI es el estándar de oro [319, 
338-344], gracias a sus numerosas ventajas sobre los análisis que se basan en datos agregados, 
a saber: (i) el uso de datos actualizados, (ii) un examen detallado de los datos y un manejo 
más apropiado de los datos ausentes en cada estudio [345], (iii) el potencial para transformar 
los datos en medidas comunes, (iv) la generación de análisis más flexibles y consistentes y, 
específicamente, (v) la realización de análisis más potentes por subgrupos. Además, esta 
técnica también ofrece (vi) la posibilidad de prevenir los sesgos habituales en el uso de datos 
agregados en la metarregresión [346], y (vii) la investigación de nuevas hipótesis relacionadas 
con las características individuales de los pacientes (para lo cual faltarían datos en los 
resultados publicados) [342]. 
 
Una de las principales ventajas sobre los MAs convencionales (con o sin 
metarregresión) es que permiten que los daños del tratamiento en subpoblaciones sean 
analizados de manera efectiva y no sesgada. Trabajar con datos individuales sirve para 
prevenir el riesgo de la falacia ecológica, riesgo que existe en el MA con metarregresión 
[318]. 
 
Para tener en cuenta la heterogeneidad, el MA-DPI puede utilizar potenciales 
variables de confusión y/o modificadores de efecto para cada uno de los sujetos del estudio, 
además de otras variables “ecológicas” (aquéllas con el mismo valor para todos los 
participantes del estudio, tales como el tipo de estudio, los criterios de inclusión, las 
características del sistema de salud, las instalaciones de diagnóstico y los recursos). Esto 
permite lograr un efecto comparable al de la metarregresión en un MA convencional, con la 
ventaja adicional de disponer de los datos necesarios para ajustar las variables individuales. 
 
Cuando se combinan estudios con diferentes tiempos de seguimiento en un MA-DPI, 
se pueden aplicar técnicas de análisis de datos que permiten evaluar la relación entre el 
fármaco y el evento adverso, teniendo en cuenta el tiempo. 
 
El uso de datos de pacientes individuales (DPI) permite reducir el sesgo de 
publicación en los casos en que los datos provengan también de estudios no publicados. 
Existe la posibilidad de sesgos relacionados con la publicación que podrían afectar el análisis 
si los investigadores se limitasen a los estudios publicados [347]. Otro factor a tener en cuenta 
es el sesgo de disponibilidad de datos (donde la falta de disponibilidad de DPI está 
relacionada con los resultados del estudio) [347]. Podría surgir un sesgo a favor de la 
seguridad del tratamiento si los DPI fueron proporcionados únicamente por los autores de los 
estudios que detectaron menos problemas de seguridad, o alternativamente, si los autores de 
los estudios con resultados relacionados con los eventos adversos significativos no 
proporcionaron los datos de los pacientes para realizar nuevos análisis o ampliar el 
seguimiento. A este respecto, es importante incluir un diagrama de flujo que describa los 
criterios de búsqueda y los documentos seleccionados, a fin de mejorar la reproducibilidad. 
También podría estar presente un sesgo de selección del revisor (cuando los DPI se buscan 
entre un subgrupo de estudios que no representan la evidencia general) [347]. Este sesgo es 
particularmente importante en los casos en que no se utiliza un método sistemático de 
selección de estudios, como ocurre en las revisiones narrativas. 
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Aparte del sesgo de publicación descrito anteriormente en el caso de artículos 
ausentes, es esencial que los datos ausentes sean tenidos en cuenta en el MA-DPI. No todos 
los estudios registrarán necesariamente las mismas variables de exposición y/o efecto, por lo 
que existe un alto riesgo de que falten datos. Si dichas variables se incluyen en los modelos 
estadísticos, esto puede dar lugar a un sesgo equivalente al sesgo de selección, debido a que 
los participantes de los estudios que no pudieron evaluar tales variables no serán considerados 
en el análisis. Por consiguiente, es aconsejable realizar un análisis descriptivo de los datos que 
faltan para cada estudio y controlarlos utilizando una técnica como la imputación múltiple, 
que preserva la variabilidad de los datos. El informe final de los resultados debe especificar 
cuántos sujetos fueron incluidos en el análisis y el porcentaje del total inicial que esto 
representa. 
 
Para el análisis estadístico del MA-DPI es necesario considerar la estructura 
jerárquica (o multinivel) de los datos, donde el primer nivel contiene los individuos como 
unidades de análisis, mientras que el segundo nivel es aquél en el que la unidad de análisis es 
el estudio. En las estimaciones de las respuestas, además de la variación entre individuos, se 
debe tener en cuenta una segunda fuente de variación: la variación entre estudios [348]. 
 
Para la elección de un modelo se puede adoptar un marco frecuentista (en el que se 
maximiza la función de verosimilitud) o un marco bayesiano (en el que la función de 
verosimilitud se combina con información previa). Debido a la complejidad de estas técnicas, 
se recomienda la colaboración de expertos en la materia. Un trabajo reciente de Debray et al. 
revisa en profundidad los métodos de análisis del MA-DPI [349]. 
 
Aunque el MA-DPI resulta atractivo desde un punto de vista científico, puede 
presentar limitaciones éticas/legales en algunos países en los que el intercambio de datos a 
nivel individual no sea legal. Para sortear este obstáculo, se han descrito métodos sencillos 
para el análisis de datos combinados [350]. 
 
Debido a que tanto el MA de datos agregados como el MA-DPI comparten muchas 
de sus limitaciones, debería ser un requisito que el MA-DPI incluyese un análisis con datos 
agregados (“MA-DPI de dos etapas”*) como forma de análisis de sensibilidad adicional, y 
determinar así la posible presencia no solo de (i) sesgo de publicación o (ii) heterogeneidad, 
sino también de (iii) confusión por estudio, un sesgo que puede surgir cuando los datos de 
 
* En un MA-DPI de una etapa los DPI de todos los estudios se agrupan para realizar un único análisis teniendo en cuenta la 
agrupación de los participantes dentro de los estudios. Se debe especificar un modelo que se adapte al tipo de datos que se 
resumen (por ejemplo, un modelo de regresión lineal, o de Cox, según la naturaleza de las variables del estudio) y también a 
los supuestos estadísticos del metanálisis (efectos fijos o aleatorios). Aunque este método requiere una separación cuidadosa 
de la variabilidad dentro del estudio y entre los estudios [338], no es infrecuente que se ignoren las diferencias entre los 
estudios y que los datos se analicen como si perteneciesen a un solo estudio (es decir, un análisis de "megaensayo"). 
 
Por el contrario, en un MA-DPI de dos etapas los DPI se analizan primero por separado para cada estudio utilizando el 
método estadístico apropiado, obteniendo así datos agregados. Estos datos se agrupan en una segunda etapa utilizando el 
modelo más adecuado para el metanálisis de datos agregados (asumiendo efectos fijos o aleatorios del tratamiento en todos 
los estudios). Este método, por lo tanto, puede ser considerado como un MA clásico, con la ventaja de utilizar los mismos 
criterios para analizar los estudios individuales. Debido a que este método ignora la información a nivel de paciente, es más 
adecuado para aquellos casos en los que el interés radica exclusivamente en determinar el efecto combinado global del 
tratamiento en relación con las covariables a nivel de estudio (es decir, las covariables que son idénticas para cada paciente 
en un estudio dado) [319]. 
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pacientes de diferentes estudios se combinan como si procediesen de la misma muestra†. 
Además, en este tipo de análisis también es aconsejable determinar la influencia de cada 
estudio en el resultado final. 
 
Los resultados de un solo estudio generalmente no son suficientes para tomar 
decisiones sobre el perfil de seguridad de un medicamento determinado. Los estudios 
epidemiológicos, y los ensayos clínicos aleatorizados en particular, carecen del tamaño de 
muestra necesario para identificar los riesgos de reacciones adversas graves y poco frecuentes 
entre los consumidores de medicamentos. Además, el poder estadístico de estos estudios es 
insuficiente para determinar el perfil de seguridad de un medicamento en ciertas 
subpoblaciones, evaluar su efecto dosis-riesgo o evaluar la influencia del tiempo de uso en sus 
riesgos asociados. 
 
La síntesis sistemática de los datos disponibles puede proporcionar información 
decisiva para los fines antes mencionados y es considerada por muchos autores como el 
método de referencia para obtener conocimientos acerca de la seguridad de los medicamentos. 
Aunque el metanálisis basado en datos agregados es el método tradicional y más extendido 
para la evaluación de los daños del tratamiento, no está exento de controversia. Por el 
contrario, los MA-DPI no han generado mucho debate y a menudo son considerados el 
estándar de oro. Aun así, comparten muchas limitaciones con los metanálisis de datos 
agregados, y también la desventaja de requerir la verificación de varios supuestos estadísticos 
específicos. Por ello, los MA-DPI deben ser diseñados, analizados, reportados e interpretados 
con cautela. La tabla 10 incluye las cuestiones más importantes que se deben tener en cuenta. 
En general, se debe realizar un análisis de sensibilidad para determinar si los resultados son 










† La confusión por estudio [287] (un tipo de falacia ecológica; ver “paradoja de Simpson” [351, 352]) aparece cuando se 
agrupan varios estudios y se obtienen resultados contraintuitivos [353]. Por ejemplo, si la mayoría de los estudios sobre un 
fármaco determinado coinciden en que éste se comporta como un factor de riesgo para un evento adverso, pero cuando estos 
estudios se agrupan en un MA-DPI, el mismo fármaco se muestra como un factor protector [354]. 
 
Este sesgo surge en MA-DPI porque se considera que los datos provienen de una sola muestra y, por lo tanto, no se ponderan. 
Sin embargo, los sujetos de los respectivos estudios (o subgrupos) incluidos en el análisis pueden diferir significativamente 
en características importantes (por ejemplo, el riesgo inicial). Tales diferencias se pueden deber al hecho de que: (i) existe un 
desequilibrio considerable entre los estudios debido al tamaño desigual de los grupos, (ii) las poblaciones incluidas en los 
estudios con placebo y control activo son muy diferentes, (iii) existen diferencias importantes en el diseño del reclutamiento 
de pacientes y el estadio de la enfermedad; o bien, (iv) no se tienen en cuenta las variaciones en la duración del seguimiento 
del estudio [355]. 
 
La técnica de metanálisis de datos agregados (o metanálisis de dos etapas) combina los resultados tras la ponderación de las 
unidades de estudio, evitando así el riesgo de confusión por estudio [355]. Es por ello por lo que algunos autores proponen 
que en el proceso de registro de un medicamento se realice un metanálisis de datos agregados para evaluar los riesgos del 
medicamento, en lugar de realizar un MA-DPI [355]. Otra consecuencia de los diferentes riesgos iniciales entre los estudios 
es que el NND calculado considerando los datos como si fuesen todos extraídos de un solo estudio (“treat-as-one-trial 
method") puede estar sesgado en los casos en que los grupos no estén equilibrados [356]. 
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Tabla 10. Resumen de las principales cuestiones a considerar en metanálisis de datos de pacientes 
individuales sobre daños relacionados con medicamentos. 
 
Fase del estudio Cuestión 
Concepción Registrar el diseño del estudio y asegurar la visibilidad de toda la información detallada 
sobre: 
• definición de los criterios de estudio y de inclusión de los pacientes 
• elección de la variable principal, tiempo de seguimiento 
• análisis por subgrupos a realizar 
• plan de análisis (por protocolo/intención de tratamiento), pruebas estadísticas que 
se utilizarán y ajuste para comparaciones múltiples 
• las variables de confusión que deben tenerse en cuenta y los criterios para su 
inclusión en los modelos 
• tratamiento de los datos que faltan 
• plan de difusión de los resultados 
Incluir datos sobre estudios no publicados mediante búsquedas realizadas en: 
• registros y repositorios de ensayos clínicos 
• sitios web de compañías farmacéuticas y agencias reguladoras 
• motores de búsqueda genéricos (literatura gris) 
Incluir información detallada sobre cómo se obtuvieron los datos (sitios web, estrategias 
de búsqueda, fechas) 
Informar cómo se recogieron las posibles reacciones adversas a los medicamentos en 
cada estudio (por ejemplo, poniéndose en contacto con los pacientes por teléfono, 
examinando sus historias clínicas o accediendo a sus registros de urgencias o mortalidad 
en el hospital) 
Evaluar la calidad de los estudios que comprenden el metanálisis 
Para ensayos clínicos aleatorios, verifcar si: 
• todos los ensayos clínicos aleatorios reportan eventos adversos 
• la duración del estudio es similar a la de la práctica clínica habitual o al tiempo de 
inducción y de latencia necesario para que se desarrollen los efectos adversos 
• se excluyen los pacientes con mayor riesgo de desarrollar eventos adversos debido 
a la presencia de comorbilidades 
• las pérdidas durante el seguimiento son diferentes entre los grupos de comparación 
y están relacionadas con los eventos adversos 
• el análisis se realiza por intención de tratar 
Para los estudios no aleatorizados, se debe verificar si se tiene en cuenta la fuente de 
datos (primaria frente a secundaria) 
Análisis Para evaluar la seguridad de los fármacos es preferible realizar un metanálisis de datos 
agregados o un metanálisis de datos individuales en dos etapas 
Realizar un análisis de heterogeneidad y/o un análisis estratificado que considere: (i) 
estudios publicados frente a no publicados, y (ii) fuente de datos 
Realizar un análisis de sensibilidad para evaluar: (i) sesgo de publicación, (ii) 
heterogeneidad, y (iii) confusión por estudio (mediante un metanálisis convencional de 
datos agregados o un metanálisis de datos individuales en dos etapas) 
Tener en cuenta los datos ausentes en cada estudio, preservando la variabilidad de los 
datos (por ejemplo, imputación múltiple) 
Tener en cuenta la naturaleza multinivel de los datos (agrupación de pacientes dentro de 
los estudios) en el análisis estadístico 
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Fase del estudio Cuestión 
Reporte Incluir un diagrama de flujo que explique las razones para excluir estudios no publicados 
Describir los datos ausentes para cada estudio 
Mostrar el número (y porcentaje) de pacientes en cada estudio incluido en el modelo 
estadístico final 
Metanálisis con análisis multinivel: incluir una medida de heterogeneidad entre los 
estudios 
Mostrar los resultados del análisis de sensibilidad 
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5.3. CONCLUSIONES DIVERGENTES A PARTIR DEL MISMO METANÁLISIS EN ESTUDIOS DE 
SEGURIDAD DE MEDICAMENTOS. RELEVANCIA DEL TIPO DE FUENTE DE DATOS 
CONSIDERADA (OBJETIVO 3 - ANEXO 3). 
 
Los resultados muestran que es de suma importancia tener en cuenta la fuente de 
datos como fuente potencial de heterogeneidad y variable modificadora del efecto en los 
metanálisis farmacoepidemiológicos. De lo contrario, se llegaría a conclusiones que podrían 
ser erróneas. 
La contradicción entre los resultados de la versión revisada de los metanálisis y los 
resultados originales obtenidos sin tener en cuenta la fuente de los datos se debe a la presencia 
de sesgos no controlados en los estudios farmacoepidemiológicos. Los ensayos clínicos 
aleatorizados sobre la misma relación exposición-enfermedad que la evaluada en los 
metanálisis de los estudios observacionales son extremadamente escasos o inexistentes. Por lo 
tanto, no se puede utilizar un estándar de oro para determinar qué fuente de datos es más 
fiable. 
Si el resultado se espera a largo plazo después de la exposición, como el cáncer y las 
enfermedades neurodegenerativas, los datos secundarios son probablemente más fiables, ya 
que los registros proporcionan información sobre la mayoría de los factores de confusión. Por 
el contrario, el uso de datos secundarios en el estudio de los efectos a corto plazo de los 
medicamentos, especialmente en el caso de los medicamentos de venta libre, puede ser 
problemático. 
Los sesgos que con más frecuencia explican la divergencia de los resultados son los 
de confusión (especialmente la confusión por indicación) y la clasificación errónea de la 
exposición. 
La confusión por indicación se produce cuando los primeros síntomas inespecíficos, 
que podrían ser manifestaciones tempranas de la enfermedad, llevan al consumo del fármaco 
evaluado en el estudio, exagerando así su efecto. Por ejemplo, una madre podría usar 
paracetamol para mitigar el dolor y la fiebre debidos a infecciones del tracto respiratorio, 
mientras que las infecciones son un factor de riesgo de asma en su descendencia [228]. 
También es posible que los sujetos enfermos hayan consumido otros medicamentos que 
incrementaron su riesgo de enfermedad. Esto puede explicar los resultados en el metanálisis 
de los ISRSs y el sangrado gastrointestinal alto. Es probable que los estudios que utilizaron 
datos secundarios sean más susceptibles de presentar confusión debido al hecho de que los 
consumidores de ISRSs son probablemente más propensos a consumir otros medicamentos, 
como los AINEs, fármacos que se asocian frecuentemente con la hemorragia [357]. En 
general, las bases de datos secundarias no evalúan la ingesta de medicamentos de venta libre. 
También es posible que algún tercer factor, como la depresión, una afección que aumenta el 
riesgo de síntomas digestivos menores [358], haya aumentado la vulnerabilidad de los sujetos 
deprimidos a los fármacos gastrointestinales lesivos. Otros posibles factores de confusión 
difíciles de evaluar en las bases de datos secundarias son la presencia de Helicobacter pylori 
[359] y el consumo de alcohol, tabaco y café [360]. 
Existen varios métodos para mitigar el efecto de la confusión en 
farmacoepidemiología, como los que utilizan variables instrumentales [101] o puntuaciones 
GUILLERMO JOSÉ PRADA RAMALLAL 
106 
de propensión [85]. Otros métodos miden los factores de confusión en una base de datos 
externa y realizan un estudio de validación [254]. 
Por otro lado, en los estudios farmacoepidemiológicos es probable que se produzca un 
sesgo de clasificación errónea que pueda subestimar o sobrestimar el efecto. En las bases de datos 
administrativas (por ejemplo, las bases de datos de dispensación farmacéutica o de seguros 
médicos), la fecha y la cantidad del medicamento dispensado se miden con precisión. Sin 
embargo, la información sobre prescripción y dispensación no refleja necesariamente el consumo 
real, lo que puede causar una clasificación errónea de la exposición [55]. No tener en cuenta la 
parte del consumo de medicamentos debida a los medicamentos de venta sin receta puede 
introducir sesgos, ya que ese consumo puede estar relacionado con el nivel socioeconómico y/o 
con un peor acceso al sistema de salud, factores de riesgo independientes de un resultado negativo 
de algunas enfermedades, como el infarto de miocardio. Otra consecuencia de la falta de registro 
de los datos relacionados con los medicamentos de venta libre es el menor grado de control de las 
interacciones con otros fármacos. Esto puede causar confusión residual si se tiene en cuenta 
que los IBPs inhiben la enzima que activa el clopidogrel [361, 362]. 
También pueden producirse errores de clasificación en aquellos estudios que evalúan 
la exposición de forma retrospectiva a partir de fuentes de datos de origen primario. Este es el 
caso de los dos estudios incluidos en el metanálisis de los AINEs y el infarto de miocardio, en 
los que es probable que se produjese una clasificación errónea, ya que las exposiciones 
mensuales se extrapolaron a todo el año y se utilizaron diferentes intervalos de tiempo para 
los casos y controles [227]. Este tipo de estudio puede ser propenso a un mayor riesgo de 
sesgo de clasificación errónea debido al sesgo de recuerdo cuando la ventana etiológica de la 
exposición al fármaco es remota y la población del estudio es de edad avanzada o susceptible 
de presentar problemas de memoria, como los observados en la demencia. 
Otra fuente de discrepancia en los metanálisis seleccionados para este trabajo es la 
alta frecuencia de datos ausentes en las fuentes secundarias, especialmente en los registros 
clínicos. 
El origen de los datos, según sea la fuente de información primaria o secundaria, 
debe ser tenido en cuenta en cualquier metanálisis que considere fármacos como factor de 
exposición. Se debe realizar siempre un primer análisis estratificado por los estudios que 
utilizan fuentes de datos primarias y los estudios que utilizan fuentes de datos secundarias. 
Cualquier discrepancia en el signo o la magnitud de la relación exposición-enfermedad debe 
ser suficiente para presentar resultados separados para cada subgrupo y abstenerse de calcular 
una estimación general del efecto combinado. Este análisis de subgrupos debe planificarse a 
priori en cualquier metanálisis relacionado con fármacos y mencionarse en la fase de registro 
del metanálisis. 
El metanálisis es el diseño de estudio que conduce a la mejor evidencia posible en 
epidemiología, superando la alcanzada por un ensayo clínico aleatorizado [13], y 
probablemente represente la herramienta más valiosa para evaluar la seguridad de los 
medicamentos. Por lo tanto, es importante que las conclusiones estén exentas de debilidades 
debidas al origen de los datos. Además, cualquier metanálisis en farmacoepidemiología puede 
tener consecuencias decisivas después de su publicación a nivel del paciente, ya que la 
elección entre varios medicamentos es, en primer lugar, una cuestión individual; a nivel 
regulatorio, ya que las decisiones se toman generalmente una vez se dispone de una cantidad 
suficiente de información, por ejemplo, cuando se publica un metanálisis metodológicamente 
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sólido; y a nivel de salud pública, ya que el metanálisis se utiliza para decidir sobre la 
intervención que resulta más efectiva. 
 
5.3.1. Limitaciones del método. 
 
El objetivo de este trabajo no fue reunir una muestra representativa de metanálisis. 
Simplemente se intentó seleccionar aquellos metanálisis que cumplían una serie de criterios 
de inclusión y en los que se observó un efecto relevante en el análisis de subgrupos por fuente 
de datos (primaria frente a secundaria). Aunque pueden existir otros metanálisis en los que los 
efectos no son tan evidentes como los observados en este trabajo, creemos que los ejemplos 
similares a los nuestros no son escasos. Aunque la ausencia de interacción significativa en el 
total de casos puede ser vista como una limitación, no creemos que sea una condición 
necesaria considerar los cambios en los resultados como clínicamente relevantes. 
Además, hay que tener en cuenta la posible influencia que el diseño del estudio 
puede ejercer sobre los resultados divergentes que presentamos (ver metanálisis de subgrupos 
por diseño del estudio en suplemento 2, anexo 3). A diferencia de la estratificación por 
diseño, la estratificación por el origen de los datos sugiere una modificación en la conclusión 
del metanálisis en el ejemplo de los AINEs [227], así como una disminución sustancial de la 
heterogeneidad en el ejemplo de los ISRSs [224]. Sin embargo, no podemos descartar la 
posibilidad de que el diseño explique parte de la variabilidad atribuida a la fuente de datos en 
los otros dos ejemplos, ya que existe una superposición considerable entre ambas 
clasificaciones. Debido a que cada criterio de estratificación tiene su propio fundamento, 
consideramos que pueden ser complementarios. 
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5.4. UTILIZACIÓN DE FUENTES DE DATOS Y HETEROGENEIDAD EN METANÁLISIS DE 
ESTUDIOS OBSERVACIONALES SOBRE EFECTOS DE MEDICAMENTOS: UN ESTUDIO DE LAS 
PRINCIPALES REVISTAS MÉDICAS (OBJETIVO 4 - ANEXO 4). 
 
Los resultados de esta investigación sugieren que el origen de los datos, primario o 
secundario, está poco explorado como fuente de heterogeneidad y modificador del efecto en 
los metanálisis sobre efectos de medicamentos publicados en revistas de medicina general de 
alto impacto. Unos pocos metanálisis reportaron la fuente de los datos y solo uno [243] de los 
artículos incluidos en nuestra revisión comparó y discutió los resultados del metanálisis 
considerando las diferentes fuentes de datos. 
 
Aunque es habitual considerar el diseño de los estudios individuales (es decir, 
estudios de casos y controles, de cohortes o experimentales) en el análisis de la 
heterogeneidad de un metanálisis [18, 363], el tipo de fuente de datos (primaria frente a 
secundaria) raramente se utiliza para este propósito [20, 364]. De hecho, las directrices 
actuales para la presentación de informes para los metanálisis, como MOOSE (Meta-analysis 
Of Observational Studies in Epidemiology) [121] o PRISMA (Preferred Reporting Items for 
Systematic reviews and Meta-Analyses) [365, 366], no recomiendan que los autores reporten 
específicamente el origen de los datos. Esto se debe probablemente a la estrecha relación que 
existe entre el diseño del estudio y el tipo de fuente de datos utilizada, a pesar de que cada 
criterio tiene su propio fundamento. La realización de este análisis adicional es una tarea 
sencilla que no implica ningún coste adicional. De lo contrario, pueden surgir conclusiones 
divergentes [273]. 
 
Las conclusiones sobre los efectos de un medicamento que se derivan de estudios 
basados exclusivamente en datos de fuentes secundarias pueden ser arriesgadas, entre otras 
razones, porque no se recoge información sobre el consumo de medicamentos de venta libre 
(es decir, medicamentos que las personas pueden comprar sin receta médica) [252] y/o el 
desembolso económico que debe realizar el propio paciente en relación con el coste de 
medicamentos de venta con receta médica [55]. En el contexto de la atención médica y de los 
seguros de salud, este concepto suele referirse a los deducibles, copagos o coseguros. La 
figura 17 muestra el modelo que proponemos para describir la relación entre los diferentes 
registros de datos según su origen, incluyendo la posible pérdida de información (susceptible 
de ser registrada solo a través de la investigación primaria). 
 
Si no se tienen en cuenta estas situaciones, puede producirse un sesgo en la medición 
de la exposición [55, 252]. El consumo de un medicamento puede subestimarse cuando solo 
se utilizan datos de prescripción como fuente secundaria sin considerar adicionalmente el 
consumo no registrado, como el consumo de venta libre (por ejemplo, anticonceptivos orales 
[243, 367]), que tal vez solo esté disponible en una base de datos primaria. Alternativamente, 
esto puede ocurrir cuando se utilizan datos con fines de facturación (por ejemplo, con un fin 
de reembolso por parte de una compañía de seguros) para la investigación clínica, si no se 
considera el copago (Fig. 17). Es poco probable que se registre la parte de la factura médica 
que la compañía de seguros no cubre y que el individuo debe pagar por su cuenta. En este 
escenario tampoco se dispondrá de datos sobre la venta de medicamentos de venta libre. 
 
La situación inversa también puede ocurrir, y el consumo ser sobrestimado, cuando 
solo se utilizan datos de prescripción, si el farmacéutico no dispensa el medicamento 
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Modelo conceptual de registro de datos individuales. * Nunca dispensado. † Ausencia de dispensación de 
prescripciones sucesivas entre pacientes con adherencia primaria, o adhesión secundaria inadecuada. 
 
 
consumido por el paciente. Mientras que la falta de adhesión primaria ocurre cuando no se 
dispensa el medicamento después de la primera prescripción, la falta de adhesión secundaria 
se refiere a la ausencia de dispensación de prescripciones sucesivas entre pacientes con 
adherencia primaria, o a la adhesión secundaria inadecuada (es decir, ≥20% del tiempo sin la 
medicación adecuada) [368] (Fig. 17). En algunas enfermedades, la adhesión a la medicación 
es muy baja [369-372], con porcentajes de falta de adhesión primaria (medicación nunca 
dispensada) que superan el 30% [373]. Debe tenerse en cuenta que el impacto de la falta de 
adhesión varía de un medicamento a otro. Por lo tanto, debe ser definido y medido en el 
contexto de una terapia particular [374]. 
 
Además, no tener en cuenta la parte del consumo debida a los gastos de venta libre 
y/o copago puede dar lugar a confusión, ya que esa variable puede estar relacionada con el 
nivel socioeconómico y/o el potencial de acceso al sistema de salud [375], que son factores de 
riesgo independientes de los resultados adversos de algunos medicamentos (por ejemplo, el 
infarto de miocardio [230, 237, 239, 250]). Dada la presencia de planes de salud altamente 
deducibles y la alta tasa de coseguro para algunos medicamentos, la coparticipación en los 
costes puede disuadir a los pacientes clínicamente vulnerables de iniciar el tratamiento con los 
medicamentos esenciales, afectando así negativamente al cumplimiento del paciente [376, 
377]. 
 
La clasificación errónea de los resultados también puede dar lugar a sesgos de 
medición y heterogeneidad [378]. Esto ocurre, por ejemplo, en el metanálisis que evalúa la 
relación entre los anticonceptivos orales combinados y el riesgo de trombosis venosa [243]. 
En los estudios sin confirmación objetiva del resultado, las mujeres fueron clasificadas 
erróneamente con independencia del uso de anticonceptivos. Esto condujo a una clasificación 
errónea no diferencial que puede haber subestimado la relación fármaco-resultado, 
especialmente cuando se analiza la tercera generación de progestágeno: razón de riesgos (RR) 
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de datos primarios = 6,2 (intervalo de confianza [IC] del 95%: 5,2 a 7,4), RR de datos 
secundarios = 3,0 (IC del 95%: 1,7 a 5,4) [243]. 
 
Por un lado, los registros médicos son considerados a menudo como la mejor fuente 
de información para las variables de resultado. Sin embargo, presentan limitaciones 
importantes en el registro de los medicamentos que toman los pacientes [2]. Por otra parte, los 
registros de dispensación muestran datos más detallados sobre la medición de la exposición a 
los fármacos. Sin embargo, no registran el consumo de medicamentos de venta libre o el 
desembolso económico que debe realizar el propio paciente a nivel individual [55, 252], 
aparte de ofrecer datos poco fiables sobre las variables de resultado [2, 270]. 
 
La existencia de heterogeneidad en un metanálisis no es en absoluto un síntoma de 
mala calidad, sino una característica que debe ser descrita. Idealmente, ninguna fuente de 
heterogeneidad en un metanálisis debe ser considerada por separado, sino como parte de un 
conjunto interconectado de variables potenciales que deben ser estudiadas. En particular, el 
origen de los datos, primario o secundario, no se explora suficientemente como fuente de 
heterogeneidad en los metanálisis sobre efectos de medicamentos, ni siquiera en los 
publicados en revistas de medicina general de alto impacto. Por lo tanto, los autores deben 
incluir sistemáticamente la fuente de datos como una variable adicional en los análisis de 
subgrupos y de sensibilidad, o en los análisis de metarregresión, y discutir su influencia en los 
resultados del metanálisis. Asimismo, revisores, editores y futuras guías también deben 
considerar el origen de los datos como una causa potencial de heterogeneidad en los 
metanálisis de estudios observacionales que incluyan estudios con datos primarios y estudios 
con datos secundarios. De lo contrario, se pueden obtener conclusiones erróneas, con efectos 
negativos en las decisiones clínicas y regulatorias. 
 
5.4.1. Limitaciones del método. 
 
La primera limitación de esta investigación es que sus hallazgos pueden no ser 
aplicables a revistas no incluidas en nuestra revisión, como las revistas con bajo factor de 
impacto. A pesar del uso generalizado de la métrica del factor de impacto [379], este método 
tiene debilidades inherentes [380, 381]. Sin embargo, es probable que los metanálisis 
publicados en revistas de medicina general de alto impacto se realicen y reporten con mayor 
rigor debido a su mayor disponibilidad de recursos y procedimientos [115, 117]. Por ello, es 
esperable que la calidad de los datos reportados en los artículos publicados en otras revistas 
menos conocidas sea similar. Otra limitación estaría relacionada con el período de búsqueda 
limitado. En este sentido, y dado que la tendencia general es la mejora de la metodología de 
los metanálisis publicados [382, 383], no encontramos ninguna razón para sospechar que las 
conclusiones adversas puedan ser diferentes antes del período 2012-2018. Aunque excede el 
objetivo de esta investigación, una última limitación puede ser la incapacidad de reanalizar los 
metanálisis incluidos estratificando por el tipo de fuente de datos, ya que el diseño de nuestro 
estudio restringe las conclusiones a los datos publicados de los metanálisis, los cuales fueron 
reportados de manera insuficiente, o el número de estudios individuales en cada estrato fue 









6.1.1. Antes de iniciar una investigación utilizando bases de datos secundarias, los 
investigadores deben evaluar en detalle las fuentes de datos disponibles, centrándose en el 
propósito para el que fueron creadas, y así tomar conciencia de su potencial de sesgo. 
 
6.1.2. La vinculación de los registros médicos con bases de datos administrativas es 
útil para minimizar el riesgo de sesgo, así como la complementación o validación de los datos 
secundarios con datos primarios (es decir, recopilados a partir de métodos ad hoc) cuando se 
cuestiona la integridad o la calidad de los datos originales. 
 
6.2.1. Los metanálisis de datos de pacientes individuales a menudo son 
considerados el estándar de oro. Aun así, comparten muchas limitaciones con los metanálisis 
de datos agregados, y también la desventaja de requerir la verificación de varios supuestos 
estadísticos específicos. Por ello, los metanálisis de datos de pacientes individuales (MA-DPI) 
deben ser diseñados, analizados, reportados e interpretados con cautela. Se debe realizar un 
análisis de sensibilidad para determinar si los resultados son sensibles a la técnica utilizada. 
 
6.3.1. El origen de los datos, según sea la fuente de información primaria o 
secundaria, debe ser tenido en cuenta en cualquier metanálisis que considere fármacos como 
factor de exposición. Se debe realizar siempre un primer análisis estratificado por los estudios 
que utilizan fuentes de datos primarias y los estudios que utilizan fuentes de datos 
secundarias. 
 
6.3.2. Cualquier discrepancia en el signo o la magnitud de la relación exposición-
enfermedad debe ser suficiente para presentar resultados separados para cada subgrupo y 
abstenerse de calcular una estimación general del efecto combinado. Este análisis de 
subgrupos debe planificarse a priori en cualquier metanálisis relacionado con fármacos y 
mencionarse en la fase de registro del metanálisis. 
 
6.4.1. La existencia de heterogeneidad en un metanálisis no es en absoluto un 
síntoma de mala calidad, sino una característica que debe ser descrita. Idealmente, ninguna 
fuente de heterogeneidad en un metanálisis debería ser considerada por separado, sino como 
parte de un conjunto interconectado de variables potenciales que deben ser estudiadas. 
 
6.4.2. En particular, el origen de los datos, primario o secundario, no se explora 
suficientemente como fuente de heterogeneidad en los metanálisis sobre efectos de 
medicamentos, ni siquiera en los publicados en revistas de medicina general de alto impacto. 
Por lo tanto, los autores deben incluir sistemáticamente la fuente de datos como una variable 
adicional en los análisis de subgrupos y de sensibilidad, o en los análisis de metarregresión, y 
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1. 3. If the credit line on any part of the material you have requested indicates that it was reprinted or adapted with 
permission from another source, then you should also seek permission from that source to reuse the material. 
 
2. Scope of Licence 
 
2. 1. You may only use the Licensed Content in the manner and to the extent permitted by these Ts&Cs and any 
applicable laws. 
 
2. 2. A separate licence may be required for any additional use of the Licensed Material, e.g. where a licence has been 
purchased for print only use, separate permission must be obtained for electronic re-use. Similarly, a licence is only valid 
in the language selected and does not apply for editions in other languages unless additional translation rights have been 
granted separately in the licence. Any content owned by third parties are expressly excluded from the licence. 
 
2. 3. Similarly, rights for additional components such as custom editions and derivatives require additional permission and 
may be subject to an additional fee. Please apply to 
Journalpermissions@springernature.com/bookpermissions@springernature.com for these rights. 
 
2. 4. Where permission has been granted free of charge for material in print, permission may also be granted for any 
electronic version of that work, provided that the material is incidental to your work as a whole and that the electronic 
version is essentially equivalent to, or substitutes for, the print version. 
 




3. Duration of Licence 
 
 
3. 1. A licence for is valid from the date of purchase ('Licence Date') at the end of the relevant period in the below table: 
 
Scope of Licence Duration of Licence 
Post on a website 12 months 
Presentations 12 months 





4. 1. The Licensor's permission must be acknowledged next to the Licenced Material in print. In electronic form, this 
acknowledgement must be visible at the same time as the figures/tables/illustrations or abstract, and must be hyperlinked to 
the journal/book's homepage. Our required acknowledgement format is in the Appendix below. 
 
 
5. Restrictions on use 
 
 
5. 1. Use of the Licensed Material may be permitted for incidental promotional use and minor editing privileges e.g. minor 
adaptations of single figures, changes of format, colour and/or style where the adaptation is credited as set out in Appendix 1 
below. Any other changes including but not limited to, cropping, adapting, omitting material that affect the meaning, intention 
or moral rights of the author are strictly prohibited. 
 
5. 2. You must not use any Licensed Material as part of any design or trademark. 
 
5. 3. Licensed Material may be used in Open Access Publications (OAP) before publication by Springer Nature, but any 
Licensed Material must be removed from OAP sites prior to final publication. 
 
 
6. Ownership of Rights 
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6. 1. Licensed Material remains the property of either Licensor or the relevant third party and any rights not explicitly granted 







IN NO EVENT SHALL LICENSOR BE LIABLE TO YOU OR ANY OTHER PARTY OR ANY OTHER PERSON OR FOR ANY 
SPECIAL, CONSEQUENTIAL, INCIDENTAL OR INDIRECT DAMAGES, HOWEVER CAUSED, ARISING OUT OF OR IN 
CONNECTION WITH THE DOWNLOADING, VIEWING OR USE OF THE MATERIALS REGARDLESS OF THE FORM OF 
ACTION, WHETHER FOR BREACH OF CONTRACT, BREACH OF WARRANTY, TORT, NEGLIGENCE, INFRINGEMENT OR 
OTHERWISE (INCLUDING, WITHOUT LIMITATION, DAMAGES BASED ON LOSS OF PROFITS, DATA, FILES, USE, 
BUSINESS OPPORTUNITY OR CLAIMS OF THIRD PARTIES), AND 
WHETHER OR NOT THE PARTY HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES. THIS LIMITATION 






8. 1. BOOKS ONLY:Where 'reuse in a dissertation/thesis' has been selected the following terms apply: Print rights of the 
final author's accepted manuscript (for clarity, NOT the published version) for up to 100 copies, electronic rights for use only 
on a personal website or institutional repository as defined by the Sherpa guideline (www.sherpa.ac.uk/romeo/). 
 
 
9. Termination and Cancellation 
 
 
9. 1. Licences will expire after the period shown in Clause 3 (above). 
 
9. 2. Licensee reserves the right to terminate the Licence in the event that payment is not received in full or if there has been 
a breach of this agreement by you. 
 
 
Appendix 1 — Acknowledgements: 
 
For Journal Content: 
Reprinted by permission from [the Licensor]: [Journal Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL NAME] 
[REFERENCE CITATION (Article name, Author(s) Name), [COPYRIGHT] (year of publication) 
 
For Advance Online Publication papers: 
Reprinted by permission from [the Licensor]: [Journal Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL NAME] 
[REFERENCE CITATION (Article name, Author(s) Name), [COPYRIGHT] (year of publication), advance online 
publication, day month year (doi: 10.1038/sj.[JOURNAL ACRONYM].) 
 
For Adaptations/Translations: 
Adapted/Translated by permission from [the Licensor]: [Journal Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL 
NAME] [REFERENCE CITATION (Article name, Author(s) Name), [COPYRIGHT] (year of publication) 
 
Note: For any republication from the British Journal of Cancer, the following credit line style applies: 
 
Reprinted/adapted/translated by permission from [the Licensor]: on behalf of Cancer Research UK: : [Journal 
Publisher (e.g. Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION (Article name, Author(s) 
Name), [COPYRIGHT] (year of publication) 
 
For Advance Online Publication papers: 
Reprinted by permission from The [the Licensor]: on behalf of Cancer Research UK: [Journal Publisher (e.g. 
Nature/Springer/Palgrave)] [JOURNAL NAME] [REFERENCE CITATION (Article name, Author(s) Name), [COPYRIGHT] 
(year of publication), advance online publication, day month year (doi: 10.1038/sj.[JOURNAL ACRONYM]) 
For Book content: 
Reprinted/adapted by permission from [the Licensor]: [Book Publisher (e.g. Palgrave Macmillan, Springer etc) [Book 
Title] by [Book author(s)] [COPYRIGHT] (year of publication) 
 
Other Conditions: 
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Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or +1-978-646-2777. 
 
 
 
 
 
