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Faculty of Business Economics in Kosice, University of Economics in Bratislava, Tajovske´ho 13, 041 30 Kosice, Slovak RepublicAbstractThe relationship between stock market returns and real economic output has been studied in many empirical works over several decades. We
present a simple methodology to verify the time-varying structure of this “returnsegrowth” relationship using dynamic conditional correlation
model. Monthly stock market returns and output growth data for G7 countries from January 1961 to July 2013 are utilized. Our main findings
can be summarized as follows: (i) the “returnsegrowth” relationship is positive and holds over the entire period for all G7 countries, (ii) the
average correlations for the US and Canada were higher, and much lower for France and the UK, (iii) after the weakening of the “returnse-
growth” relationship during 80s and 90s, the correlations between stock market returns and output growth were higher, and (iv) for some
countries within several sub-samples we also found evidence, that higher levels of correlation were accompanied with higher levels of market
volatility.
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One of the basic laws in finance states that the fundamental
value of capital stocks reflects the present value of all future
payouts (e.g., dividends, liquidating value) resulting from the
ownership of the stock. In general, these payouts are associ-
ated with the development of the real economy. As a conse-
quence, the fundamental value of the stocks should be related
to the real economic activity. In an empirical framework, stock
market returns should lead output growth. It is widely believed
that this “returnsegrowth” relationship holds for most devel-
oped countries, especially the US (e.g., Fama, 1990;* Corresponding author.
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ever, to some extent, the belief in a strong “returnsegrowth”
relationship has been challenged by several studies (e.g.
Binswanger, 2000, 2004; Canova & De Nicolo, 2000; Dufour
& Tessier, 2006), which claim that the “returnsegrowth”
relationship is not stable over time.
In this study, we will explicitly address the stability of the
“returnsegrowth” relationship for the G7 countries: Canada
(CA), France (FR), Germany (DE), Italy (IT), Japan (JP),
United Kingdom (UK), and United States (US). We estimate
the time-varying correlations between lagged stock market
returns and contemporary output growth. In contrast to all
previous studies, this process allows us to observe the (in-
sample) dynamics of the “returnsegrowth” relationship.
The present value model implies that an increasing uncer-
tainty about the future state of the real economy will manifest
itself into the higher uncertainty in stock market returns. As a
consequence the volatility on the stock market should be
related to the future volatility of the real economy. Guo (2002)
argued that the volatility in the output of the real economyting by Elsevier B.V. Open access under CC BY-NC-ND license.
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time and resources, which in turn leads to slowdown of the
economy. If investors are good at predicting, increasing
volatility should lead to an increase in the “returnsegrowth”
relationship, specifically if it is related with a decrease on the
stock market. In our analysis we are using monthly data. Using
such lower data frequency one could argue, that the stock
market volatility is far less-sentiment driven than with higher
data frequency. It thus seems more reasonable to assume, that
higher levels of volatility could display rational changes made
by investors who react on their changing expectations about
the future state of the real economy. Using simple regression
models, we have tested, whether the apparent variability of the
“returnsegrowth” relationship can be explained by stock
market volatility.
The remainder of the paper is organized as follows. In the
next section, we review some of the most influential studies
that shaped the belief in the “returnsegrowth” relationship.
We start by reviewing studies covering the US, as most of the
previous research has focused on equity returns and output
growth in the US. Next, we make a short excursion into studies
covering other G7 countries. Then, we describe the data used
in our study and the methodology in Section 3. A discussion of
the results follows in Section 4, and finally our conclusions are
discussed in Section 5.
2. Related literature2.1. “Returnsegrowth” nexus in the USFama (1981) 1 verified that in the US from January 1954 to
December 1979, the current stock market returns could be
predicted by the future output growth. This relationship was
essential to the formulation and testing of the so called “proxy
hypothesis”, which was central to their study. Similarly unam-
biguous results were also found later by Fama (1990) and
Schwert (1990). Schwert (1990) is of particular note, as the
study used data from 1889 to 1988 in monthly, quarterly, and
annual frequency. Regardless of whether Schwert (1990)
explained current growth using past returns or current returns
using future growth, his results remained the same; a strong and
positive “returnsegrowth” relationship exists for the US.
Using inflation and interest rates, Lee (1992), employed a
4-VAR system to study over the period from January 1947 to
December 1987, and confirmed that stock market returns have
the ability to explain the variability of economic growth. In a
simple linear regression framework with a sampling period
from January 1948 to September 1990, Gallinger (1994)
confirmed that stock market returns Granger cause economic
growth. Similarly, Tease (1993) rejected the Granger non-
causality hypothesis, of the “returnsegrowth” relationship,
for the US, using data from 1960 to 1991. In Canova and De
Nicolo (1995), stock market returns in the US (from the first1 In Fama (1981), see Table 5 Models 3 and 4, Table 6 Models M3 to M7,
Q3 to Q7 and A3 to A7.quarter of 1970 to the fourth quarter of 1991) were significant
in predicting output growth. Interestingly, when the equations
also included the past returns from the European stock mar-
kets, the predictive power shifted to those returns instead.
Similar to Lee (1992) and Gallinger (1994), Domian and
Louton (1997) rejected the hypothesis of non-causality be-
tween stock market returns and economic growth over the
period from January 1947 to December 1992 for the US
economy. They further expanded their analysis by separately
estimating the predictive power of positive and negative stock
returns. Their results were very convincing, showing that
negative stock returns have higher predictive power than
positive returns. This asymmetry is not surprising because
asymmetric business cycles had been observed before. For
example, an increase in output is often preceded by in-
vestments, which are accumulated slowly, while the decline in
production does not necessitate investment, and can be faster.
The study of Domian and Louton (1997) has some influence
on our study because their results suggest that there should be
periods (e.g., before the actual drop in production) where the
“returnsegrowth” relationship is stronger, implying that the
“returnsegrowth” relationship is time-varying.
Usingmonthly and quarterly frequency from January 1957 to
March 1996, Choi, Hauser, and Kopecky (1999) provided
further evidence of the “returnsegrowth” relationship for the
US. However, when using the annual frequency, the results re-
ported by Choi et al. (1999) were not unambiguous. Guo (2002)
followed an earlier work of Campbell, Lettau, Malkiel, and Xu
(2001) and argued that stock market volatility has predictive
power for real economic activity as well. Using several samples
with quarterly frequency (one of the samples started as early as
1885), Guo (2002) confirmed that past excess returns predict the
growth of the economy regardless of whether his models
included past stock market volatility or not.
Influential work done by Stock and Watson (2003) argued
that in-sample methods could not capture the changing
strengths of a relationship between variables. Therefore, they
used out-of-sample predictive models,2 which quantify the
accuracy of the out-of-sample predictions. When predicting
GDP (four quarters ahead) using past quarterly stock returns,
their results suggested that the predictive power of stock
market returns (i) was rather weak and (ii) was stronger from
1971 to 1984 than from the 1985 to 1999.
Most of the previously reviewed studies used linear re-
gressions or VARs, while Panopoulou et al. (2010) used a
different approach by employing the Granger causality test of
Cheung and Ng (1996) and Hong (2001). Regarding the
analysis performed on the US data from January 1973 to
February 2008, their results convincingly showed that the
cumulative effect of the past 3, 6, 9, 12, 18, 24, 30, and 36
monthly stock market returns Granger cause the growth of the
economy. Panopoulou et al. (2010) also utilize an out-of-2 An approach also previously used by Choi et al. (1999).
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by using stock market returns is beneficial.3
However, this hegemony of positive results was challenged
by Canova and De Nicolo (2000). Their 4-VAR model esti-
mated for each of the developed countries (the US, Germany,
Japan, and the UK) also included4 inflation and a variable
accounting interest rate spread between a ten year government
bond and interest on a three month treasury bill. In these
systems, they did not find evidence of the “returnsegrowth”
relationship. A more explicit rejection was formulated in the
studies of Binswanger (2000, 2004), who studied the stability
of the “returnsegrowth” relationship in the US. Binswanger
(2000) analyzed three subsamples, (a) January
1953eDecember 1995, (b) January 1953eDecember 1965,
and (c) January 1984eJanuary 1995, using monthly and
quarterly frequency of data. For samples (a) and (b), he
rejected the Granger non-causality hypothesis from stock
market returns to the growth of the economy. For sample (c),
he was unable to reject the non-causality hypothesis.
Binswanger (2000) used simple bi-variate models, but argued
that the breakdown of the relationship cannot be coupled with
the non-consideration of other, most notably monetary vari-
ables, as the “returnsegrowth” relationship should hold
regardless of the monetary policy. The fundamental value of
the stock should reflect changes in the real economy, which in
turn can be (at least from the short term perspective) effected
by monetary policy. Therefore, there is no reason why this
relationship should not hold. Binswanger (2000) also asserts
that the breakdown of the relationship should not be attributed
to the fact that only returns from the US were used to predict
output growth. While it is true that the fundamental value of
the US companies depends on more than domestic factors,
there is no reason to believe that (i) investors in US stock
markets ignore information about economic activity in other
parts of the world and (ii) an increase in economic integration
decreases the predictive power of domestic stock market
returns; instead, it rather increases the predictive power of
foreign stock market returns (see Canova and De Nicolo,
1995, 2000). Binswanger (2000) suggested that the stock
market prices simply diverged from the fundamental value of
the capital stocks due to the excessive bullish sentiment, which
was later dubbed the “dot-com bubble”. Finally, Dufour and
Tessier (2006) were also unable to reject the Granger non-
causality hypothesis when they examined the period from
the first quarter of 1968 to the third quarter of 2005 within
their VAR(h, p) systems.2.2. “Returnsegrowth” nexus in G7 countriesOther G7 countries were covered less frequently and the
results were more ambiguous. Using data from 1960 to 1994,3 Panopoulou et al.’s (2010) forecasting experiment considered of only a
short time period as they were predicting real economic activity from January
2004 to February 2008.
4 Canova and De Nicolo (2000) also used 9-VAR international models, e.g.,
US and UK variables in one system or US and Germany in one system.Tease (1993) confirmed Granger causality from stock market
returns to output growth (GDP) for Canada, Germany, Japan,
and UK. Using a sample of quarterly observations from 1970
to 1991, Canova and De Nicolo (1995) confirmed, that stock
market returns lead output growth in France and Germany, but
found no evidence of a similar relationship for Italy and UK.
Using in-sample Granger causality tests (within an ECM
framework), Choi et al. (1999) found that for the period from
1957 to 1996 there is at least some evidence that stock market
returns lead economic growth for all G7 countries except Italy,
and a relatively weaker leading relationship for France.
Aylward and Glen (2000) found that even for an annual data
frequency covering the period from 1951 to 1992, stock
markets in Canada, Germany, Italy, UK, and US lead output
growth. For France the relationship was negative, while for the
Japan the “returnsegrowth” relationship was not significant at
all. Using standard 2-VAR systems, Hassapis and Kalyvitis
(2002) analyzed data for the G7 using annual and quarterly
frequency. For each country their data sample covered a
different period. Evidence for the “returnsegrowth” relation-
ship was found for Canada, Germany, Japan, UK, and US.
In contrast, Stock and Watson (2003) suggest that stock
market returns have limited forecasting power towards the
output growth (besides the US, some evidence may be inferred
for Canada, Germany and Japan). They conclude, that asset
prices are not a reliable predictor over multiple decades and
that there is a considerable instability in predictive relations
involving asset prices. Their results suggest that “returnse-
growth” relationship should be studied in a time-varying
context.
Binswanger (2004) expanded upon his study from 2000, by
not only investigating other countries of the G7 group, but also
using different sub-samples. According to the results of his 2-
VAR systems, in Italy and France, the stock market returns
were not leading output growth, regardless of the sub-sample
used (see Section 2.1 above). Except for the Canada and
US, his results further suggests, that the relationship dis-
appeared in the 80s.
Estimation of the “returnsegrowth” relationship presented
in this paper is most similar to that of Panopoulou et al.
(2010). In their study, standardized residuals derived from
ARMAeGARCH models were used to test for the presence of
the Granger causality (using the improved Granger-causality
test of Cheung and Ng, 1996; as suggested by Hong, 2001).
Using data from 1973 to early 2002, they confirmed short-term
(up to 6 months) Granger-causality from stock market returns
to output growth (industrial production) for Italy and Japan.
For other countries of the G7, lags of up to 18 months were
needed to establish Granger-causality.
3. Data and methodology
Seasonally adjusted monthly data for the Industrial Pro-
duction Index (IP) and Consumer Price Index (CPI) were
obtained from the OECD’s Main Economic Indicators data-
base (November 2013 edition), and monthly stock market
prices (SM) were obtained from the OECD’s Monetary and
Table 1
The specification of the ARMAeGARCH models.
Stock market Industrial production
Mean
equation
Variance
equation
Mean
equation
Variance
equation
Canada ARMA(3,4) GJRGARCH(1,1) ARMA(4,2) GARCH(1,1)
France ARMA(2,3) EGARCH(1,1) ARMA(4,4) CSGARCH(1,1)
Germany ARMA(3,4) EGARCH(1,1) ARMA(1,2) GARCH(1,1)
Italy ARMA(4,4) NAGARCH(1,1) ARMA(1,2) GARCH(1,1)
Japan ARMA(4,2) GARCH(1,1) ARMA(3,4) GJRGARCH(1,1)
UK ARMA(3,2) TGARCH(1,1) ARMA(0,3) CSGARCH(1,1)
US ARMA(3,4) NAGARCH(1,1) ARMA(4,0) GJRGARCH(1,1)
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daily rates and are adjusted by the CPI to obtain the real stock
market prices. Our dataset covers the period from January
1961 to July 2013.
In the subsequent analysis, we used log differences as a
proxy of real stock market returns (DSMt) and output growth
(DIPt).
5 Stationarity was tested using the KPSS test with the
long-run variance estimation using the HAC matrix with a
quadratic spectral weighting scheme and a boundary condition
on the long-run variance as proposed by Sul, Phillips, and
Choi (2005). Alternatively, we have used the standard ADF-
GLS test where lags of the dependent variable in the auxil-
iary regressions were chosen according to the Modified
Akaike Information Criterion. According to these tests, at the
10% significance level, the logarithms of all series may be
regarded as integrated of order one.6
To estimate the time-varying correlations, we used the two-
step DCC MV-GARCH procedure proposed by Engle and
Sheppard (2001) and Engle (2002). In the first step,
ARMAeGARCH models are estimated to obtain standardized
residuals. We consider nine GARCH-class models, i.e., stan-
dard GARCH (Bollerslev, 1986), AVGARCH (Taylor, 1986),
NGARCH (Higgins & Bera, 1992), EGARCH (Nelson, 1991),
GJR-GARCH (Glosten, Jagannathan, & Runkle, 1993),
APARCH (Ding, Granger, Engle, 1993), NAGARCH (Engle
& Ng, 1993), TGARCH (Zakoian, 1994), and CSGARCH
(Lee & Engle, 1999). In all of the GARCH models, we
assumed generalized error distributions (GED) of the error
terms. The model selection procedure is based on the Pen˜a and
Rodrı´guez (2002, 2006) test, which tests for the autocorrela-
tion and conditional heteroskedasticity of the standardized
residuals at a 5% significance level up to 16 lags (months). To
ensure that the model specification is correct (meaning that all
possible asymmetric effects are included), the sign bias test
proposed by Engle and Ng (1993) is applied. After appropriate
models were found (no autocorrelation, no remaining ARCH
and asymmetric effects are present), the model that fits the
data best is selected on the basis of the Bayesian information
criterion (BIC).
Correlation dynamics are estimated in the second step of
the DCC model. It is assumed that the variance-covariance
matrix of paired residuals (from filtered series) can be
decomposed to DtRtDt, where Dt is a diagonal matrix of time-
varying conditional standard deviations from the univariate
GARCH models. Given this assumption, the DCC(1,1) model
takes the following form:
Rt ¼ diagfQtg1=2QtdiagfQtg1=2 ð1Þ5 After inspecting all series, we have decided to smooth (using simple linear
interpolation) few outlying observations: March 1963, and May and June 1968
for the DIPt series of France, December 1972 for DIPt series for Italy, and
March and April 2011 for DIPt series for Japan. Two observations for the
series of SMt for France were inputed (using again linear interpolation), April
1974 and March 1979 as these data points were not available.
6 Detailed results are available upon request.Qt ¼ ð1 a bÞQþ aεt1εTt1þ bQt1 ð2Þ
ri;j;t ¼
qi;j;tﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
qi;i;tqj;j;t
p ; i; j ¼ 1;2;.;n; isj ð3Þ
where Rt is the time-varying correlation matrix, Q is the un-
conditional correlation matrix in the dynamic correlation
structure Qt, and εt is a vector of standardized residuals. Q is
estimated via the moment estimator T1
PT
t¼1bεtbεTt . The
following restrictions are imposed on the scalar parameters to
ensure that the matrix Qt is positive definite: (i) a, b  0 and
(ii) a þ b < 1. A typical element of Rt takes the form of ri,j,t,,
which are the estimated DCCs.
If lag p > 0, we refer to the DCCs between DIPt and
DSMtp as dynamic conditional lagged correlations, and we
will denote these correlations as DCC( p). If p ¼ 0, these
DCCs are the usual contemporaneous DCCs. In the subsequent
analysis we study the strength of the correlations over several
months by simply averaging lagged correlations, DCC( p). We
denote these indicators as PSt(1,3) and PSt(4,6), where
PStðs;EÞ ¼ 1=ðE sþ 1Þ
PE
p¼sDCCðpÞ. For example PSt(1,3)
denotes the average DCC( p) of the first three lagged corre-
lations (one quarter), to which we will refer as the predictive
power of the stock market. This approach allows us to observe
how stock market returns lead output growth and how this
relationship has evolved over time.
4. Empirical results and discussion4.1. Estimating the “returnsegrowth” relationshipIn Table 1 we present mean and variance equations of the
models that fit the data best according to the BIC and diag-
nostic test described in the previous chapter. An asymmetric
version of the GARCH-class model is suggested in almost all
stock market series except Japanese, which is a surprising
result as asymmetry in volatility is well-documented in
financial time series (for further discussion, see, e.g.,
Cappiello, Engle, & Sheppard, 2006). Our model selection
procedure suggested the presence of asymmetry in conditional
variances in four industrial production series, specifically
those of France, Japan, UK, and US. The persistence of the
output growth volatility was comparably large with that of the
Fig. 1. Estimated average correlations.
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growth may be perceived as a measure of the structural
changes in the underlying economy, higher persistence sug-
gests that structural changes in the economy occur over several
months, possibly up to a year. Similar values for the persis-
tence in volatility have been found in other studies as well
(e.g., Bos & Koopman, 2010).
The estimated average correlations are displayed in Fig. 1.
For all countries and for most of the observed time period, the
average correlations are positive. Investors appear to be for-
ward looking; thus, the expectations of the current output may
already be reflected in the previous prices.8 Over the sample
period, the average correlations display large swings. In some
instances, the average correlation was even negative.
The estimated correlations also suggest (see Fig. 1 and Table
2), that the predictive power of the stockmarkets is concentrated
in the first threemonths prior to observed real economic activity,
as the values of PSt(1,3) are larger compared to the average
predictive power for the 4th to 6th month prior to the real eco-
nomic activity (PSt(4,6)). Two exceptions might be the markets
in Germany and the UK. In general, the predictive power of
stock markets for the first three months prior to real economic
activity is strongest for the US and Canada, while low predictive7 Full results of the estimated ARMAeGARCH models are available upon
request.
8 The average correlations (PSt) might seem to be rather low, but one has to
take into account, that it is an average over three months. The cumulative
effect is larger.power is observed for France and, perhaps surprisingly, for the
UK as one would expect that stock markets with long-history
and large capitalization will have higher predictive power.
Given the larger values of PSt(1,3), in the subsequent analysis
we will focus only on the short-term predictive power of the
stock market, i.e. PSt(1,3).
To assess the stability of the “returnsegrowth” relationship
we divided the sample into four subsamples. The first sample
covers the period from August 19619 to December 1982. The
end of the 1982 was chosen because it corresponds to structural
changes observed in the relationships between asset prices and
real economic variables by Stock and Watson (2003) (for Can-
ada, see, Faroque,Veloce,&Lamarche, 2012).Historically large
increases in stock prices for the G7 markets can be observed in
the 80s as well. The second sample therefore ranges from
January 1983 to December 2001, which also involves the crea-
tion and burst of the Dot-Com Bubble, which according to
Binswanger (2004) might have disrupted the “returnsegrowth”
relationship. Our third sample starts in January 1989 as it ex-
cludes the 1987 stock market crash and ends in December 2001.
Our final subsample starts in January 2002 and ends in July 2013.
An interesting observation is that for the second and third
subsample, the predictive power was lower, while for the
fourth it was usually higher (UK being the only exception).
This observation is in line with the previous results of9 The first seven months of the 1961 year were used in the estimation of the
DCCs as well, but were consumed in the process of data filtering
(ARMAeGARCH models).
Table 2
Average predictive power of stock markets.
Subsamples
(1961e2013) (1961e1982) (1983e2001) (1989e2001) (2002e2013)
Canada PSt(1,3) 0.0839 0.0822 0.0714 0.0711 0.1076
PSt(4,6) 0.0468 0.0475 0.0456 0.0404 0.0476
France PSt(1,3) 0.0451 0.0390 0.0370 0.0484 0.0697
PSt(4,6) 0.0284 0.0279 0.0270 0.0223 0.0357
Germany PSt(1,3) 0.0617 0.0610 0.0537 0.0497 0.0758
PSt(4,6) 0.0687 0.0668 0.0664 0.0662 0.0759
Italy PSt(1,3) 0.0693 0.0681 0.0673 0.0801 0.0747
PSt(4,6) 0.0280 0.0285 0.0272 0.0271 0.0287
Japan PSt(1,3) 0.0694 0.0770 0.0535 0.0546 0.0815
PSt(4,6) 0.0358 0.0354 0.0361 0.0367 0.0359
UK PSt(1,3) 0.0352 0.0373 0.0350 0.0318 0.0319
PSt(4,6) 0.0376 0.0325 0.0400 0.0378 0.0432
US PSt(1,3) 0.1038 0.1010 0.1034 0.1057 0.1095
PSt(4,6) 0.0590 0.0617 0.0580 0.0539 0.0558
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“returnsegrowth” relationship disappeared.
From Table 2, as well as from Fig. 1, a visible increase of
the predictive power at the end of the sample is observed, most
notably for Canada, US, France, and Japan, if the Dot-Com
Bubble is excluded. A similar increase was also visible in
the 70s, which might be linked to the oil and currency crisis.
Higher levels of volatility generally accompany crises of such
magnitude. In the next subsection, we have decided to test,
whether conditional volatility might be related to the predic-
tive power of stock markets.4.2. “Returnsegrowth” relationship and market
volatilityTo explain the predictive power of stock markets, we have
used conditional standard deviations estimated from the cor-
responding ARMAeGARCH models applied on the series of
stock market returns. As the PSt(1,3) measures predictive
power of stock market over the past three months, conditional
standard volatilities of stock market returns were averaged
over the same period. Note, that the index t in PSt(1,3) cor-
responds to the observation of the growth of the real economy.
As volatilities over the previous three months are used, we
indexed the volatilities with te1. As the dynamic conditional
correlations are highly persistent, we decided to use a speci-
fication with a lagged dependent variable10:
PStð1;3Þ ¼ b0 þ b1PSt1ð1;3Þ þ b2st1ð1;3Þ þ ut ð4Þ
Table 3 presents the estimated results. Over the entire
sample period the volatility coefficients were positive (except
for the UK), but significant only for Canada and US. Sub-
sample analysis revealed that, at least for Canada, France,
Italy, UK, and the US, volatility might have been related to the
predictive power in the last sub-sample. Compared to the10 With the autocorrelations of residuals >0.9, the use of HAC matrices is not
recommended. See simulations of Kiefer and Vogelsang (2005).results on other sub-samples (except UK and Germany) an
increase in the R2* is visible as well (see Table 3).
It seems that the short term (last three months) predictive
power of the stock market increased during the recent financial
crisis and the subsequent recovery, i.e. the effects of the
financial crisis on the real economy were predicted as a
slowdown, but also the recovery of the economy was correctly
expected by the investors on the market. During this time,
Federal Reserve and other central banks had employed an
unprecedented monetary intervention.
The strength of the “returnsegrowth” relationship might
depend on whether the volatility was linked with increases or
decreases in stock market returns. Such conjectures are natural
extensions of the possible existence of the business cycle
asymmetry, but also asymmetric volatility in stock markets.
Based on such concepts, we also estimated the followingmodel:
PStð1;3Þ ¼ b0þ b1PSt1ð1;3Þ þ b2st1ð1;3Þ
þ b3

stð1;3ÞIððSMt1  SMt3Þh0it
þ ut ð5Þ
where I(.) denotes the indicator function, with value 1 if stock
market return for the past three months was negative. To
preserve space, we are not reporting the detailed results. For
almost all cases, the coefficients for the interaction term were
not significant and the signs were rather erratic.11
5. Conclusion
In this study, we used dynamic conditional lagged correla-
tions to observe time-varying relationships between current
output growth and past stock market returns. We demonstrate
evidence supporting the leading relationship between financial
market returns and real economic growth, i.e. the “returns-
growth” model.
As Graff (2003) showed, financial activity in the past mat-
tered for economic growth, particularly for less developed11 Detailed results are available upon request.
Table 3
Results from regression models (average predictive power over 1e3 months).
1961e2013 1961e1982 1983e2001 1989e2001 2002e2013
Coef. SE Z-stat Coef. SE Z-stat Coef. SE Z-stat Coef. SE Z-stat Coef. SE Z-stat
Canada Constant 0.0014 0.0040 0.3439 0.0034 0.0043 0.7861 0.0080 0.0040 1.9980 0.0073 0.0052 1.4098 0.0087 0.0076 1.1393
Lagged 0.9340 0.0136 68.4521 0.8657 0.0333 25.9908 0.9084 0.0277 32.8418 0.8847 0.0396 22.3301 0.8801 0.0279 31.5429
Vol. 0.1846 0.1020 1.8095 0.2049 0.1382 1.4827 0.0410 0.0773 0.5307 0.0271 0.0964 0.2809 0.5941 0.2706 2.1955
PR/HT 0.1888 0.0020 0.0839 0.0020 0.6374 0.2947 0.4635 0.1227 0.0809 0.0000
R2/R2* 0.8928 0.0531 0.7824 0.1229 0.8378 0.0603 0.7707 0.0250 0.9597 0.4353
France Constant 0.0027 0.0035 0.7743 0.0037 0.0047 0.7997 0.0084 0.0045 1.8785 0.0107 0.0067 1.5938 0.0057 0.0060 0.9458
Lagged 0.9308 0.0145 64.2495 0.8998 0.0280 32.0842 0.9105 0.0291 31.2961 0.8860 0.0402 22.0474 0.9103 0.0292 31.1747
Vol. 0.0072 0.0643 0.1111 0.0001 0.0852 0.0012 0.0927 0.0770 1.2047 0.1044 0.1229 0.8496 0.2316 0.1354 1.7106
PR/HT 0.4256 0.0013 0.9051 0.0513 0.3906 0.6400 0.4655 0.1047 0.4995 0.0040
R2/R2* 0.8655 0.0016 0.8060 0.0166 0.8353 0.1228 0.7748 0.0556 0.8748 0.1807
Germany Constant 0.0006 0.0006 0.9886 0.0030 0.0013 2.2018 0.0018 0.0010 1.8404 0.0014 0.0022 0.6345 0.0006 0.0016 0.3727
Lagged 0.9878 0.0070 140.3711 0.9608 0.0173 55.6910 0.9783 0.0160 61.2558 0.9699 0.0429 22.6117 0.9763 0.0183 53.3258
Vol. 0.0048 0.0116 0.4162 0.0154 0.0209 0.7377 0.0145 0.0127 1.1469 0.0052 0.0213 0.2456 0.0298 0.0205 1.4567
PR/HT 0.0819 0.0233 0.1469 0.1473 0.4266 0.1993 0.3077 0.0280 0.1469 0.1527
R2/R2* 0.9689 0.0315 0.9245 0.0014 0.9433 0.0017 0.8859 0.1027 0.9553 0.0166
Italy Constant 0.0078 0.0029 2.6730 0.0102 0.0044 2.3420 0.0089 0.0069 1.2914 0.0044 0.0076 0.5722 0.0047 0.0046 1.0339
Lagged 0.8468 0.0215 39.4369 0.8071 0.0372 21.6946 0.8762 0.0336 26.0901 0.8020 0.0525 15.2892 0.7877 0.0547 14.4081
Vol. 0.0495 0.0493 1.0054 0.0512 0.0696 0.7351 0.0056 0.1123 0.0499 0.2108 0.1525 1.3821 0.2033 0.1031 1.9731
PR/HT 0.3896 0.0673 0.5644 0.4507 0.5175 0.1307 0.1129 0.0693 0.4336 0.4613
R2/R2* 0.7218 0.0243 0.6563 0.0182 0.7507 0.0021 0.6713 0.1715 0.7337 0.3396
Japan Constant 0.0026 0.0018 1.4224 0.0020 0.0024 0.8656 0.0086 0.0031 2.7476 0.0100 0.0040 2.5253 0.0030 0.0052 0.5767
Lagged 0.9589 0.0114 84.4603 0.9514 0.0228 41.7161 0.9280 0.0234 39.6965 0.9319 0.0268 34.8282 0.9168 0.0317 28.9368
Vol. 0.0063 0.0391 0.1610 0.0436 0.0590 0.7391 0.1108 0.0584 L1.8968 0.1336 0.0721 L1.8526 0.2059 0.1452 1.4184
PR/HT 0.2118 0.0060 0.7343 0.0007 0.1598 0.9333 0.2448 0.8947 0.5724 0.0100
R2/R2* 0.9195 0.0041 0.9042 0.0039 0.8850 0.0817 0.8971 0.0789 0.9184 0.3965
UK Constant 0.0323 0.0063 5.1137 0.0421 0.0107 3.9339 0.0423 0.0121 3.4937 0.0265 0.0174 1.5260 0.0047 0.0149 0.3154
Lagged 0.2458 0.0389 6.3140 0.3349 0.0591 5.6640 0.1508 0.0660 2.2845 0.1496 0.0803 1.8634 0.0845 0.1218 0.6942
Vol. 0.1378 0.1442 0.9560 0.3838 0.2193 L1.7502 0.3365 0.3019 1.1148 0.0081 0.4642 0.0175 0.6267 0.3745 1.6737
PR/HT 0.0799 0.0693 0.1768 0.5800 0.5275 0.6467 0.6034 0.2720 0.0569 0.0453
R2/R2* 0.0592 0.0002 0.1253 0.0170 0.0211 0.0030 0.0096 0.0061 0.0338 0.0349
US Constant 0.0046 0.0023 2.0575 0.0039 0.0041 0.9579 0.0049 0.0046 1.0718 0.0029 0.0089 0.3215 0.0040 0.0035 1.1437
Lagged 0.8841 0.0182 48.5397 0.8805 0.0292 30.1589 0.8855 0.0303 29.2450 0.9034 0.0333 27.1103 0.8711 0.0377 23.1038
Vol. 0.2127 0.0727 2.9249 0.2217 0.1382 1.6041 0.2275 0.1180 1.9283 0.4249 0.2720 1.5621 0.2733 0.0994 2.7505
PR/HT 0.2777 0.0060 0.7033 0.0073 0.6833 0.3200 0.4276 0.0260 0.1149 0.7400
R2/R2* 0.8347 0.1694 0.8251 0.1530 0.7962 0.0224 0.8151 0.0038 0.8809 0.4151
Note: Significant volatility coefficients at 10% level are bolded. Critical values are 1.645, 1.960, and 2.576 for 10%, 5%, and 1% levels, respectively. P-values for Pen˜a and Rodrı´guez’s autocorrelation test and
White’s heteroskedasticity test are denotes as “PR” and “HT”. “R2*” is the adjusted R squared calculated for a specification without a lagged dependent variable in the regression model.
5
4
S
.
L
yo´
csa
,
E
.
B
a
u
m
o¨h
l
/
B
o
rsa
I _sta
n
bu
l
R
eview
1
4
(2
0
1
4
)
4
8e
5
6
55S. Lyo´csa, E. Baumo¨hl / Borsa I_stanbul Review 14 (2014) 48e56countries. The results of Darrat, Elkhal, and McCallum (2006)
also suggest that improving the structure and operation of the
financial sector in emergingmarkets does stimulate real growth,
but only if such improvement persists over a prolonged period of
time. Emerging stock markets may be characterized by smaller
market capitalizations, less liquidity, and overall, fewer repre-
sented industries. It is therefore not unexpected to find that
studies analyzing the “returnsegrowth” relationship in
emerging markets observes mixed results, e.g. Aylward and
Glen (2000), Mauro (2003), Liu and Sinclair (2008), and
Lyo´csa, Baumo¨hl, and Vy´rost (2011). However, we have not
expected to find such variability over time in the “returnse-
growth” relationship for the developedmarkets of theG7. In this
context, our results may be viewed as surprising.
Based on data of the individual G7 markets and economies,
our findings may be summarized as follows:
 Using dynamic conditional lagged correlations on a sam-
ple of monthly data from January 1961 to July 2013, we
found some variation in the “returnsegrowth” relation-
ship, but aside from a few cases, the average correlations
(predictive power) were positive.
 Predictive power of the stock market is stronger for the
one to three months ahead of the growth of the industrial
production as opposed to four to six months ahead of the
growth of the industrial production.
 Short-term predictive power was strongest for the US and
Canada, while for France and UK the predictive power of
stock market returns was much lower.
 We have found that average correlations were higher
during the last decade which covers the recent financial
crisis but also the subsequent recovery (at least for some
countries).
 We found some evidence for Canada and US that over the
whole sample period, during times of higher volatility, the
“returnsegrowth” relationship increases. However, in the
last decade, a positive and significant relationship was also
identified for France, Italy and the UK. As volatility is a
manifestation of changing conditions on the market, it
suggests, that the predictive power of the stock market can
be substantially influenced by the current market
conditions.
 Finally, we have not confirmed that the volatility coupled
with a decline in the market is a significant predictor of the
predictive power stock market returns.Acknowledgement
Support by the Slovak Grant Agency for Science (VEGA
project No. 1/0393/12) is acknowledged.
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