In this paper, we consider the problem of determining the weight spectrum of -ary codes associated with Grassmann varieties . For , this was done in a paper by Nogin in 1997. We derive a formula for the weight of a codeword of , in terms of certain varieties associated with alternating trilinear forms on . The classification of such forms under the action of the general linear group is the other component that is required to calculate the spectrum of . For , we explicitly determine the varieties mentioned above. The classification problem for alternating three-forms on was solved in a study by Cohen and Helminck in 1988, which we then use to determine the spectrum of .
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I. INTRODUCTION
G RASSMANN codes are linear codes associated with the Grassmann variety of -dimensional subspaces of an -dimensional vector space , where is a finite field with elements. These codes are conveniently described using the correspondence between nondegenerate linear codes on one hand and nondegenerate projective systems on the other hand [3] . A nondegenerate projective system is simply a collection of points in projective space over satisfying the condition that no hyperplane of contains all the points under consideration. The projective system used to define the Grassmann codes is given by the classical Plücker embedding of in , the projective th exterior power of . Thus, the parameters and of the codes are (1) Grassmann codes were introduced by Ryan [4] for , and by Nogin [5] for general , where the minimum distance of was determined to be . The relative distance of these Grassmann codes tends to 1 as , whereas the rate of transmission tends to 1 as . weights of have been studied by several authors, for example, [5] - [7] . The first and last higher weights are known, but the calculation of the remaining weights remains an interesting unsolved problem. The weight spectrum of and were determined by Nogin in [1] and [5] , respectively. In this paper, we determine the spectrum of . We also demonstrate that the spectrum of for and even for is very hard to determine. Examples of codes obtained by puncturing the Grassmann codes are the Affine Grassmann codes and the Schubert codes. The Affine Grassmann codes are generalizations of Reed-Muller codes, and have been studied in the works [8] , [9] . The Schubert codes have been studied in [7] and [10] .
We briefly recall the Plücker embedding. To an -dimensional subspace of , we assign the wedge product , where is an arbitrary basis of . The expression considered as an element of is independent of the choice of basis. This defines a one-one map of in . The image of this map is a nonsingular variety defined by the Plücker relations. Let be a basis of , the associated dual basis, and let denote the set of multi-indices Then, is a basis of . In terms of this basis, the Plücker image of the -dimensional subspace is given as where the homogeneous coordinates are called the Plücker coordinates of . A hyperplane in is given by a linear equation:
. It is clear that if , then the -plane having basis does not lie in . This shows that the Plücker embedding is nondegenerate.
Assigning some order to the points of , and also to the elements of , we form the matrix whose entries are given by the th Plücker coordinate of . The matrix is the generator matrix of the code . The nondegeneracy condition implies that the matrix has full rank. If we left-multiply by a message-word (a row vector of length ), we obtain a codeword (a row vector of length ) in a one-one manner. Thus, generates a linear code . Observe that the row-span of is the space of codewords. The entries of the codeword are equal to the values at of the functional on , given by where is the 0018-9448/$31.00 © 2012 IEEE dual basis to . Thus, we see that the message words correspond to elements of , the space of functionals on . There is a bijective correspondence between hyperplanes in and points of the projective space of nonzero message-words . In this correspondence, the kernel of the functional is precisely . We may also think of elements of as the projective space of alternating -multilinear functions (or -forms) on . The weight of a codeword corresponding to (i.e., its Hamming norm) is simply the number of points not lying on . By abuse of notation, we often refer to as the codeword. Consider the function from nonzero codewords to positive integers. The image of this function, together with the number of preimages for each integer in the image, is called the spectrum of the code . The weight of a nonzero codeword only depends on its projective class. Therefore, for determining the spectrum of , it suffices to consider only the projective space of codewords.
The organization of this paper is as follows. In Section II, we introduce what we call the weight varieties associated to a three-form, and derive a formula for the weight of a codeword of in terms of the cardinalities of these varieties. The calculation of the spectrum of requires us to determine the possible values of these weights, as well as the number of codewords having each of these weights. This weight classification of codewords is facilitated by the classification of projective three-forms on under the action of the projective linear group . In Section III, we obtain this classification for , by a minor modification of the results of the authors of [2] . In Section IV, we determine the weight varieties (and their cardinalities), of representative codewords of this classification, and calculate the spectrum of . We conclude the paper in Section V with a brief discussion on the problem of determining the spectrum of the general Grassmann code .
II. FORMULA FOR THE WEIGHT OF A THREE-FORM
We derive a formula for the weight of a codeword of the code . The following notation will be used in this section. denotes the vector space . For any set which satisfies for all nonzero scalars , we use the notation to denote the projectivization of . For a finite set , denotes its cardinality. The cardinality of the general linear group will be denoted by Given a codeword of , let be the corresponding three-form on , and let be the corresponding hyperplane of as described above. The weight of the codeword is
We will frequently use the following observation: the total number of ordered bases of all 3-D subspaces of represented by the put together, is .
Definition II.1: For each , the group acts on -forms by taking a -form to the -form defined by For a -form on we define to be the group
A. Weight of a Degenerate Three-Form
We consider the map sending where is the operation of interior multiplication defined by Here, is the pairing between and for each .
Definition II.2:
We say that the three-form is nondegenerate if . If is degenerate, let be -dimensional. We pick a basis of such that that is a basis for . Let denote the span of . Let denote the restriction of the form to . Since , it is clear that is a nondegenerate three-form on . Thus, can be thought of as a codeword in . The proposition shows that in order to calculate the weights of codewords of , it is enough to know only the weights of nondegenerate codewords of for . The cardinality of is useful in determining the number of codewords having a given weight (i.e., the spectrum).
B. Weight Varieties of a Nondegenerate Three-Form
Let be an -dimensional vector space over an arbitrary field . Given a two-form , we define certain quantities , for each which we call the th Pfaffian of . Let . We define inductively by requiring (3) This generalizes the forms , which are used over the fields of real and complex numbers, to fields with arbitrary characteristic. We recall the following standard diagonalization theorem (see [11, Sec. XV.8]) for two-forms on . The rank of a two-form is the rank of the matrix whose th entry is for any basis of . The rank is an even integer , and one can always pick a basis of such that the associated matrix is block diagonal with blocks consisting of the 2 2 matrix and zeros elsewhere.
Proposition II.4 ( th Pfaffians of a Two-Form): 1) Given a , , for each there is a unique element satisfying (3) 2) (4)
3) The unique integer such that and , is the rank of . Proof: We assume inductively that the first assertion of the proposition holds for . The uniqueness of follows from the fact that any form is determined completely by the forms . As for existence, we consider the function The function is clearly multilinear. It is also alternating in the variables . In order to prove that is a -form on , it suffices to show that It also follows from the definition of that thus proving that . The second assertion easily follows from the defining (3) and induction. To prove the third assertion, we observe that if , then by (3), for all . Since , there is a unique integer satisfying and . Using a special basis of as in the diagonalization theorem mentioned before the proposition, we write where is the rank of and is the dual basis. Using this expansion of in (4), we calculate all the th Pfaffians of , and find that .
Remarks: If does not divide , then by uniqueness is simply . The equations are the Plücker equations defining decomposable elements of , or in other words the Plücker embedding of in . Given a skew symmetric matrix with entries in , (with diagonal terms required to be zero if ), we can associate a two-form to it by where is the dual basis to the standard basis of . Then, equals times a scalar (whose square equals det ) known as the Pfaffian of the matrix ([11, Sec. XV.9]). We also mention the fact for all , which can easily be proved by induction starting from the case and the defining (3).
Definition II.5: Given a nondegenerate three-form on , the th weight variety of is the subvariety of given by
We have
We will need Nogin's result on spectrum of :
Theorem II.6 (see [5] ): The weight of a codeword in depends only on the rank of its associated three-form . If rank is , where , then
For each of these weights, the number of codewords of of that weight is also determined in [5] . We do not need it here.
Theorem II.7: Given a nondegenerate three-form on , let
The weight is given by 
For the case , we use in (5) to get (7)
C. Variety of a Nondegenerate Three-Form on
Let and . We show that the variety is a quadric hypersurface given by the vanishing of an explicitly determined quadratic form on . Let be a basis of the 1-D space , and let be the isomorphism defined by (8) Let and let . We claim that is a scalar multiple of . Since is trilinear in , the scalar multiple is a quadratic form . Pick so that . For any with , we will show that , thus proving that is a scalar multiple of . By the definition of , and choice of it follows that where in the last equality, we have used the fact that . Using the defining property (3) of the three-Pfaffian, and the fact that , it follows that , and hence that
The variety can now be expressed as A different choice for the basis vector of (where is a nonzero scalar) gives an isomorphism , and hence to the quadratic form . Since the zero locus of and is the same, the variety does not depend on the choice of . We summarize the above discussion.
Theorem II.8: The variety associated with a nondegenerate three-form on is a quadric hypersurface given by the vanishing of a quadratic form on . The form is defined by (9) where is the linear isomorphism defined in (8) : Applying to the equation:
we get . If , this relation defines . If , we have to use (9) to define .
III. CLASSIFICATION OF THREE-FORMS ON
Let denote . We recall the action of on threeforms as given in definition II.1. . Therefore, in order to determine the possible weights of all codewords, it suffices to restrict the classification to projective equivalence classes of three-forms. There is also a notion of linear equivalence obtained by requiring in Definition III.1. The linear equivalence classes of nonzero three-forms on and their cardinalities were determined by Cohen and Helminck [2] . By grouping together linear classes which have representatives differing by a scalar multiple, we obtain the projective equivalence classes. The sum of the cardinalities of the linear classes in each such group is equal to times the cardinality of the corresponding projective class. We thus obtain the following theorem.
Theorem III.2: There are eleven projective equivalence classes in with representatives and cardinalities as given below (10)
Remarks on Theorem III.2: The notation denotes . The symbol above denotes a fixed element of satisfying the condition that is not a square if , and that is not of the form in case . The number denotes the cardinality of the projective equivalence class of . The linear equivalence class of a three-form has cardinality . For each except , and any nonzero scalar , the form is linearly equivalent to . To see this, we just observe that if sends to and fixes the other basic vectors, then for , whereas if sends to and fixes the other basic vectors, then for . Thus, the cardinalities of the projective classes , for , are obtained by dividing the cardinalities of the linear equivalence classes by . (The forms are denoted in [2] by respectively.) The set of all three-forms projectively equivalent to consists of three or one linear equivalence classes according to whether 3 divides or not (denoted in [2, Tables 1 and 2 ] by in the former case and just in the latter case). However, the sum of the cardinalities of these linear equivalence classes is always . The computation of is not elementary. The authors of [2] use the fact that is (possibly up to a cyclic group of order 3) the automorphism group of the split algebra of Cayley octonions over . The latter group is the Chevalley exceptional group of order . The number as calculated in [2] (the first entry of table 2) has a typographical error. The denominator in that expression should be instead of . Note that can also be calculated using Proposition II.3. If and denotes the restriction of to (the span of ), and and are as in the proposition II.3. Then, we have Therefore, for , equals where as calculated by Nogin [1] .
IV. WEIGHT CLASSIFICATION OF THREE-FORMS ON
The weights of the nondegenerate forms can be determined from formula (7) once the cardinalities of the varieties and are known. We begin with . We recall that The cardinality of can easily be calculated to be (but is not , see below). We give a description of and use it to compute the cardinality. Writing where the affine part corresponds to , and is the hyperplane at infinity , the variety is a disjoint union , where is the affine part, and is the part at infinity. is thus the projective closure of the affine variety . Comparing with the Plücker relation defining the Grassmannian of two-forms of rank 2 on , we see is isomorphic to . The variety is isomorphic to the variety The formula implies that any with is of the form for a uniquely determined up to left multiplication by an element of . Thus , and hence is the projective closure of the affine variety )
The cardinality equals Proof: By Proposition II.3, the weight of a degenerate form is times the weight of viewed as a threeform on span of . The latter weights were determined in [1] . Multiplying them with we get the weights of .
For the nondegenerate forms , we use the formula (7) with The quantities and have been computed in Propositions IV.1 and IV.2. Substituting these in the above equation we get the weights of .
We observe that the weights of and are equal. So we conclude:
Theorem IV.4: The spectrum of the Grassmann code has ten distinct weights where are given in (14) . Let for denote the number of codewords with weight . We have
The quantities for are equal to times respectively, where are given in (15 
Using
, and , we can rewrite the above equation as which has the interpretation that the average weight of a codeword equals times the fraction of points of not lying on a fixed hyperplane. We verified this identity on a computer algebra system by evaluating the left hand side of (16) using the weights from (14) and the 's from (15).
V. CONCLUDING REMARKS: SPECTRUM OF
We consider the problem of determining the spectrum of for general . The fact that linearly equivalent codewords have the same weight allows us to reduce the problem to determining the weights only on linear equivalence classes, and to determining the cardinality of these equivalence classes. Let denote the number of linear equivalence classes of nonzero codewords of . If are representatives of these equivalence classes, then decomposing the nonzero codewords into -orbits gives Now let . Since , and , we get
We note that if and only if either or , . Therefore, for the code with or , , the number of projective equivalence classes is greater than the polynomial . Although the number of distinct weights is in general less than the number of projective classes, we believe that the former will still be bounded below by polynomial function of . We also note that the problem of determining the weights of representative codewords from these classes is another problem altogether. In the case , Theorem II.7 of the present work reduces this problem to the problem of determining the cardinalities of the weight varieties of these equivalence classes.
We now indicate how the spectrum of can be calculated. By Proposition II.3, we need to determine only the weights of nondegenerate Three-forms. Noui [13] has shown that there are 13 linear equivalence classes of nondegenerate three-forms over where is an algebraic closure of . Let (in the notation of [13] and [14] ) be representative three-forms for these classes. Distinct linear equivalence classes over may turn out to be linearly equivalent over . Following the method used by Cohen and Helminck [2] for , once the groups are known, the methods of Galois cohomology can be used to determine the classes which split into multiple classes when going from to . This program is partially carried out by Noui and Midoune [14] (Corollary 2) for the first 6 forms . Under the restriction , they show explicitly that these 6 classes over yield nine classes over . As future work one can complete this program, and use it to fully determine the spectrum of .
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