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PAIRS OF DISJOINT CYCLES
HEIN VAN DER HOLST, SERGUEI NORINE, AND ROBIN THOMAS
ABSTRACT. Let G = (V,E) be a finite undirected graph. Let Z〈V 〉 denote free Z-module generated by
the vertices of G. Let Z〈E〉 denote the free Z-module generated by the oriented edges of G. A 2-cycle of
G is a bilinear form d : Z〈E〉 × Z〈E〉 → Z such for each edge e of G, d(e, ·) and d(·, e) are circulations,
and d(e, f) = 0 whenever e and f have a common vertex. The 2-cycles of a graph G are in one-to-one
correspondence with the homology classes in the second homology group of the deleted product ofG. We show
that each 2-cycle is a linear combination of three special types of 2-cycles: cycle-pair 2-cycles, Kuratowski 2-
cycles, and quad 2-cycles. Furthermore, we show that each skew-symmetric 2-cycles is a linear combination
of two special types of 2-cycles: skew-symmetric cycle-pair 2-cycles and skew-symmetric quad 2-cycles.
1. INTRODUCTION
Let G = (V,E) be a finite undirected graph. Let Z〈V 〉 denote free Z-module generated by the vertices
of G. Orient the edges of G in an arbitrary way and denote by Z〈E〉 the free Z-module generated by the
oriented edges. For each vertex v and each oriented edge e of G, define
[v, e] =

+1 if e is oriented towards v,
−1 if e is oriented from v,
0 if e is not incident with v.
For each vertex v of G, we define
δG(v) =
∑
e∈E
[v, e]e,
and if no confusion arises, we also write δ(v) for δG(v). A circulation on G is a map f : Z〈E〉 → Z such
that for each vertex v of G, f(δ(v)) = 0. The support of a circulation f on G, supp(f), is the set of all
edges e such that f(e) 6= 0. If C is an oriented cycle of G, then C defines a circulation χC : Z〈E〉 → Z
by χC(e) = +1 if e is traversed in forward direction by C, χC(e) = −1 if e is traversed in backward
direction by C, and χC(e) = 0 otherwise; we call χC a circulation on C. A 2-cycle on G is a bilinear form
d : Z〈E〉 × Z〈E〉 → Z such that
(i) d(e, f) = 0 whenever e and f share a vertex, and
(ii) for each v ∈ V and each e ∈ E, d(e, δ(v)) = 0 and d(δ(v), e) = 0.
We denote the module of all 2-cycles on G by L(G).
An example of a 2-cycle on G = (V,E) is the following. For oriented cycles C and D of G, let
χC,D : Z〈E〉 × Z〈E〉 → Z be defined by χC,D(e, f) = χC(e)χD(f) for e, f ∈ E. If C and D are vertex-
disjoint, we call such a 2-cycle a circuit-pair 2-cycle. We denote the submodule of L(G) generated by all
circuit-pair 2-cycles by B(G). A Kuratowski subgraph of G is a subgraph homeomorphic to K5 or K3,3.
Let V (K5) = {v1, v2, v3, v4, v5}. Define K(vivj , vkvl) := sgn(ijklm) for all permutations (i, j, k, l,m)
of {1, 2, 3, 4, 5}. It is easy to verify thatK is a 2-cycle. In fact every 2-cycle onK5 is an integral multiple of
K. Similarly, for K3,3 let V (K3,3) = {a1, a2, a3, b1, b2, b3} with the bipartition ({a1, a2, a3}, {b1, b2, b3}.
Define K(ai1bj1 , ai2aj2) := sgn(i1i2i3) sgn(j1j2j3), for all permutation (i2, i2, i3), (j1, j2, j3) of {1, 2, 3}.
The 2-cycles described in this paragraph are called elementary Kuratowski 2-cycles.
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Let G′ be a graph obtained from a graph G by replacing an edge e ∈ E¯(H) by a path consisting of
edges e1, e2, . . . , ek. Given a bilinear form K on G we define a bilinear form K ′ of K on G′ by set-
ting K ′(f1, f2) = K(f1, f2) if f1, f2 6∈ {e1, e2, . . . , ek}, K ′(ei, f) = K(e, f), K ′(f, ei) = K(f, e) and
K(ei, ej) = K(e, e) for i, j ∈ {1, 2, . . . , k}. We say that K ′ is a subdivision of K. If G′ is a sub-
graph of another graph G′′ we can consider K ′ as a bilinear form on G′′ by defining K ′(f1, f2) = 0 if
fi ∈ E(G′′) − E(G′) for some i ∈ {1, 2}. A Kuratowski 2-cycle is a subdivision of an elementary Ku-
ratowski 2-cycle. Note that by Kuratowski’s theorem a graph is non-planar if and only if there exists a
Kuratowski 2-cycle on G.
It was a folklore conjecture that every 2-cycle on G is a sum of circuit-pair 2-cycles and Kuratowski
2-cycles on G. This was disproved by Barnett [2]: there exists a 2-cycle on K3,4 which is not a sum of
circuit-pair 2-cycles and Kuratowski 2-cycles. However, we will see that the conjecture holds in case the
graph is sufficiently connected. Another case where the conjecture holds is for symmetric 2-cycles. Define
the map T : L(G)→ L(G) by T (d)(e, f) = d(f, e) for all d ∈ L(G) and all edges e, f ∈ E(G). A 2-cycle
d on G is symmetric if T (d) = d. We denote the module of all symmetric 2-cycles of G by Lsym(G). If
d ∈ L(G), then d + T (d) is a symmetric 2-cycle. For vertex-disjoint oriented cycles C and D of G, we
call χC,D + T (χC,D) a symmetric circuit-pair 2-cycle. We denote the submodule of Lsym(G) generated
by all symmetric circuit-pair 2-cycles by Bsym(G). Observe that Kuratowski 2-cycles are symmetric. In
[6], van der Holst showed that every symmetric 2-cycle on G over Z is a linear combination of symmetric
circuit-pair 2-cycles and Kuratowski 2-cycles.
In this paper, we use the notion of module of 2-cycles on G. These are isomorphic to the module of
homology classes in H2(G×G−∆G). Here G×G−∆G is the deleted product of the graph G, which is
obtained from the 2-dimensional cell complex G × G by removing the diagonal ∆G = {(x, x) | x ∈ G}.
Copeland and Patty [4] obtained upper and lower bounds on the Betti numbers of the deleted products of
graphs. In [1], Barnett and Farber proved, if we put it in terms of 2-cycles on G, that the module of 2-cycles
of a plane graph G has as a basis the set of all χC,D, where C and D are cycles bounding nonadjacent faces
of G.
As cited above, Barnett proved that onK3,4, there exists a 2-cycle that is not a sum of circuit-pair 2-cycles
and Kuratowski 2-cycles. The 2-cycle introduced by Barnett is a special case of a quad 2-cycle; in Section 3,
we will give the definition. Our main result is
Theorem 1.1. Let G be a graph. The module L(G) is generated by circuit-pair 2-cycles, Kuratowski 2-
cycles, and quad 2-cycles of G.
The outline of the proof of this theorem is as follows. First we show that we may assume that the graph
G is internally 4-connected. A graph G is internally 4-connected if G is 3-connected simple graph with
|G| ≥ 5 and for every 3-separation (G1, G2) of G, exactly one of G1, G2 is K1,3. In this step, quad 2-cycles
appear. For an edge e = uv of G, we denote by Bu,v(G) the submodule generated by all cycle-pair 2-cycles
χC,D with u ∈ V (C) and v ∈ V (D). Let d be a 2-cycle of G and let e = uv be an edge of G such
that G/e is 3-connected. There exists a 2-cycle d1 of G with d1(f, g) = 0 for all edges f incident with u
and all edges incident with v such that d − d1 is a linear combination of a b ∈ Bu,v(G) and at most one
Kuratowski 2-cycles dH . Using a topological argument, we then show that there exists a 2-cycle d′ with
d′(f, g) = d′(g, f) = 0 for all edges f incident with u and all edges incident with v such that d − d′ is a
linear of combination of b ∈ Bu,v(G), b′ ∈ Bv,u(G), and at most one Kuratowski 2-cycle dH . The 2-cycle
d′ corresponds to a 2-cycle of G/e. As G/e has fewer edges, we may assume that the theorem holds for
G/e. Hence L(G/e) is generated by circuit-pair 2-cycles, Kuratowski 2-cycles, and quad 2-cycles of G/e.
Decontracting the edge e then proves the theorem.
A 2-cycle d on a graph G is skew-symmetric if T (d) = −d. We denote the module of all skew-symmetric
2-cycles by Lskew(G). If d ∈ L(G), then d − T (d) is a skew-symmetric 2-cycle. For disjoint oriented
cycles C and D of a graph G, we call χC,D − T (χC,D) a skew-symmetric circuit-pair 2-cycle. We denote
the submodule of all skew-symmetric circuit-pair 2-cycles by Bskew(G). If q is a quad 2-cycle of G, we
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call q − T (q) a skew-symmetric quad 2-cycle. (We will see in Lemma 3.5 that the corresponding notion of
symmetric quad 2-cycle is not needed as any such symmetric 2-cycle is a sum of Kuratowski 2-cycles.) For
skew-symmetric 2-cycles of a graph, we will prove the following.
Theorem 1.2. Let G be a graph. Then the module Lskew(G) is generated by skew-symmetric circuit-pair
2-cycles and skew-symmetric quad 2-cycles.
A graph G is Kuratowski connected if no (≤ 3)-separation (G1, G2) divides Kuratowski subgraphs H1
and H2. In [6], van der Holst proved the following theorem.
Theorem 1.3. LetG be a Kuratowski-connected graph. Then the moduleLsym(G) is generated by symmetric
circuit-pair 2-cycles and Kuratowski 2-cycles. Furthermore, ifG is planar or ifG has no linkless embedding,
then no Kuratowski 2-cycles are needed in a generating set. Otherwise, exactly one Kuratowski 2-cycle is
needed in a generating set.
In this paper we prove a similar theorem.
Theorem 1.4. Let G be a Kuratowski-connected graph. Then the module L(G) is generated by circuit-pair
2-cycles and Kuratowski 2-cycles. Furthermore, if G is planar or if G has no linkless embedding, then no
Kuratowski 2-cycle is needed in a generating set. Otherwise, exactly one Kuratowski 2-cycle is needed in a
generating set.
In case of skew-symmetric 2-cycles, only skew-symmetric circuit-pair 2-cycles are needed.
Theorem 1.5. Let G be a Kuratowski-connected graph. Then the module Lskew(G) is generated by skew-
symmetric circuit-pair 2-cycles.
2. CONTRACTING AN EDGE
In this paper, many proofs that hold for the case of 2-cycles also hold for the cases of symmetric 2-cycles
and skew-symmetric 2-cycles. To provide one proof for these cases, we introduce Lσ(G) and Bσ(G).
• If σ = I , we denote by σ = I − I = 0. A 2-cycle d ∈ L(G) if and only if d ∈ L(G) and σ(d) = 0.
We will denote L(G) and B(G) also by Lσ(G) and Bσ(G), respectively, if σ = I .
• If σ = I + T , we denote by σ = I − T . A 2-cycle d ∈ Lsym(G) if and only if d ∈ L(G)
and σ(d) = d − T (d) = 0. We will denote Lsym(G) and Bsym(G) also by Lσ(G) and Bσ(G),
respectively, if σ = I + T .
• If σ = I − T , we denote by σ = I + T . A 2-cycle d ∈ Lskew(G) if and only if d ∈ L(G)
and σ(d) = d + T (d) = 0. We will denote Lskew(G) and Bskew(G) also by Lσ(G) and Bσ(G),
respectively, if σ = I − T .
Observe that if d ∈ L(G), then σ(d) ∈ Lσ(G).
The proof of the following lemma is easy.
Lemma 2.1. Let d ∈ Lσ(G) and let φ1, φ2 : Z〈E〉 → Z〈E〉 be homomorphism. If d′(f, g) = d(φ1(f), φ2(g))
for all f, g ∈ E(G) and d′ ∈ L(G), then σ(d′)(f, g) = 0.
Proof. Since d ∈ Lσ(G), σ(d) = 0. Then σ(d′)(f, g) = σ(d)(φ1(f), φ2(g)) = 0. 
Let e = uv be an edge of a graph G = (V,E) and let d ∈ Lσ(G). If d(f, g) = 0 and d(g, f) = 0 for
every two edges f, g in G with f incident with u and g incident with v, we define d/e to be the restriction
of d to Z〈E − {e}〉 × Z〈E − {e}〉. It is easy to see that d/e ∈ Lσ(G/e).
Lemma 2.2. Let G = (V,E) be a graph and e be an edge of G. Then, for any d′ ∈ Lσ(G/e), there exists a
unique d ∈ Lσ(G) such that d/e = d′.
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Proof. Let u and v be the ends of e. Define a homomorphism φ : Z〈E〉 → Z〈E − {e}〉 by
φ(f) =
{
f if f 6= e,
−[u, e]∑h∈E−{e}[u, h]h if f = e.
If d′ ∈ Lσ(G/e), we define d by d(f, g) = d′(φ(f), φ(g)). Then σ(d) = 0.
Since
φ(δG(w)) =
{
δG/e(w) if w 6= u,
0 if w = u,
d(f, ·) and d(·, f) are circulations for any f ∈ E.
It remains to show that d(f, g) = 0 if g and f are edges that have a common vertex. If f, g ∈ E − {e}
and f and g are adjacent, then d(f, g) = d′(f, g). If f ∈ E − {e} and f is adjacent to e, then
d(f, e) = d′(f, φ(e))
= d′(f,−[u, e]
∑
h∈E−{e}
[u, h]h)
= −[u, e]
∑
h∈E−{e}
[u, h]d′(f, h) = 0.
In the same way, d(e, f) = 0 for every edge f that share a vertex with e. Furthermore,
d(e, e) = d′(φ(e), φ(e))
= d′(−[u, e]
∑
g∈E−{e}
[u, g]g,−[u, e]
∑
h∈E−{e}
[u, h]h)
=
∑
h,g∈E−{e}
[u, g][u, h]d′(g, h) = 0.
Hence d(f, g) = 0 if g and f have a common vertex. It is clear that d is unique. 
The following lemma is easy to verify.
Lemma 2.3. Let G = (V,E) be a graph and e be an edge of G. Let d ∈ L(G). Then
(i) if d/e = σ(χC′,D′) for disjoint oriented cycles C ′ and D′ of G/e, then d = σ(χC,D) for disjoint
oriented circuits C and D of G;
(ii) if d/e is a Kuratowski 2-cycle on some K3,3-subdivision H ′ in G/e, then d is a Kuratowski 2-cycle on
some K3,3-subdivision H in G, with H/e = H ′;
(iii) if d/e is a Kuratowski 2-cycle on H ′ for some K5-subdivision H ′ in G/e, then d = dH + α(χC,D +
T (χC,D)) for some α ∈ {0, 1}, some disjoint oriented cycles C and D of G, and a Kuratowski 2-cycle
dH on some K5- or K3,3-subdivision H in G, contained in a subgraph H ′′ of G with H ′′/e = H ′;
3. QUAD 2-CYCLES
A quad of G is a subgraph K = P1 ∪ P2 ∪ P3 ∪Q1 ∪Q2 ∪Q3 ∪R1 ∪R2 ∪R3 of G consisting of
(1) four distinct vertices a, b, c, d;
(2) three paths P1, P2, P3 of G between a and b, mutually internally disjoint, each with at least one
internal vertex;
(3) three paths R1, R2, R3 of G between c and d, mutually internally disjoint, each with at least one
internal vertex;
(4) three paths Q1, Q2, Q3 of G, mutually disjoint, such that for i = 1, 2, 3, Qi has ends ui and vi,
where ui ∈ V (Pi)− {a, b}, vi ∈ V (Ri)− {c, d}, and no vertex of Qi, except for ui and vi belongs
to V (P1 ∪ P2 ∪ P3 ∪R1 ∪R2 ∪R3);
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(5) for i = 1, 2, 3, V (Pi ∩ (R1 ∪R2 ∪R3)) ⊆ V (Qi).
Observe that we allow the paths Qi to consist of one vertex. The width of a quad is the sum of the lengths
of the paths Q1, Q2, Q3. We call the sets {a, b} and {c, d} the axles of the quad. Choose a vertex s ∈ {a, b}
and a vertex t ∈ {c, d}. We call {s, t} the left side of the quad. For i = 1, 2, 3, the ends of Qi split the
paths Pi and Ri each into two subpaths. We denote the subpath of Pi containing the vertex s by PL,i and
the other by PR,i, and, similarly, we denote the subpath of Ri containing the vertex t by RL,i and the other
by RR,i. Let KL =
⋃3
i=1 PL,i ∪
⋃3
i=1Qi ∪
⋃3
i=1RL,i and let KR =
⋃3
i=1 PR,i ∪
⋃3
i=1Qi ∪
⋃3
i=1RR,i.
For i = 2, 3, let Ci be the unique cycle of KL that does not use Qi and let Di be the unique cycle of KR
that does not use Qi. Orient the paths PL,1 and PR,1 from a, b to Q1. For i = 2, 3, orient Ci and Di such
that PL,1 and PR,1 are traversed in forward direction by Ci and Di, respectively. Define the bilinear form
qs,t : Z〈E〉 × Z〈E〉 → Z by
qs,t = χC2,D3 − χC3,D2 .
It is easy to verify that qs,t ∈ L(K). We call any such 2-cycle a quad 2-cycle.
We leave the proof of the following lemma to the reader.
Lemma 3.1. Let K be a quad of G with axles {a, b} and {c, d}. If K has width zero, then there exist quad
2-cycles qa,c, qa,d, qa,b such that qa,c+qa,d+qa,b = dH for some Kuratowski 2-cycles dH on the Kuratowski
subgraph K − {a}. If the width of K is nonzero, then there exist quad 2-cycles qa,c and qa,d such that
qa,c + qa,d − dH ∈ B(K) for some Kuratowski 2-cycles dH on the Kuratowski subgraph H obtained from
K by deleting all branches of K that contain a.
Lemma 3.2. Let G = (V,E) be a graph and e be an edge of G. If q′ = q/e is a quad 2-cycle on a quad H
in G/e, then either q is a quad 2-cycle on some quad H ′ in G, with H ′/e = H , or q ∈ B(G).
Proof. Let ve be the vertex in G/e obtained by contracting e. Let H ′ be the subgraph in G such that
H ′/e = H . If ve is not a vertex of H or ve has degree three in H , then H ′ is a quad in G and q is a quad
2-cycle on H .
Suppose next that ve has degree four inH . Let {s, t} be the left side of the quad. Then eitherH ′ is a quad
and q is a quad 2-cycle, or H ′ can be written as P1 ∪P2 ∪P3 ∪Q1 ∪Q2 ∪Q3 ∪R1 ∪R2 ∪R3, consisting of
(1) four distinct vertices a, b, c, d;
(2) three paths P1, P2, P3 between a and b, mutually internally disjoint, each with at least one internal
vertex;
(3) internally disjoint paths R1, R2, R3 between c and d, mutually internally disjoint, each with at least one
internal vertex;
(4) two paths Q2, Q3, mutually disjoint, such that for i = 2, 3, Qi has ends ui and vi, where ui ∈ V (Pi)−
{a, b}, vi ∈ V (Ri)−{c, d}, and no vertex of Qi, except for ui and vi belong to V (P1 ∪P2 ∪P3 ∪R1 ∪
R2 ∪R3);
(5) for i = 2, 3, V (Pi ∩ (R1 ∪R2 ∪R3)) ⊆ V (Qi).
(6) P1 is disjoint from R2 ∪R3, and P1 ∩R1 is a path of length one and {a, b, c, d} ∩ V (P1 ∩R1) = ∅.
Let C2, C3, D2, D3 be the oriented cycles as in the definition of the quad 2-cycles qs,t on H . Since C2 and
D3 are disjoint and C3 and D2 are disjoint in H ′, qs,t ∈ B(G). 
Lemma 3.3. Every 2-cycle d in a quad K is a linear combination of quad 2-cycles, Kuratowski 2-cycles,
and circuit-pair 2-cycles.
Proof. Let d be a 2-cycle on K. We may assume that each path PL,i, PR,i, RL,i, and RR,i, i = 1, 2, 3, has
length 1, and that the paths Qi, i = 1, 2, 3, have length ≤ 1. We first show that we may assume that the
paths Q1, Q2, Q3 have length zero. Suppose Q1 has nonzero length; let {g} = E(Q1), and let u1 and v1 be
the ends of g.
Suppose first that d(e, f) 6= 0 for an edge e 6= g incident with u1 and an edge f 6= g incident with v1.
We may assume that e and f are on the left side of K. Let C be the cycle spanned by P1 and P2, where
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C traverses P1 from the left side to the right side of K. Let D be the cycle spanned by R1 and R3, where
D traverses R1 from the left side to the right side of K. Then d′ = d − d(e, f)χC,D has the property that
d′(e, f) = 0 for all edges e 6= g incident with u1 and all edges f 6= g incident with v1. We may therefore
assume that d(e, f) = 0 for all edges e 6= g incident with u1 and all edges f 6= g incident with v1. Then
d/g is a 2-cycle on K/g. By induction, the lemma holds for d/g, and therefore the lemma holds for d. In
the same way, we may assume that Q2 and Q3 have length zero.
Let {e} = E(PL,1). Then d(e, ·) is a circulation, and there are quad 2-cycles q1, q2 of K such that
d(e, ·) = α1q1(e, ·)+α2q2(e, ·) for some α1, α2 ∈ Z. Then d−α1q1−α2q2 is a 2-cycle ofK−e. It is easy
to check that the only possible 2-cycles on K − e are of the form αdH , where H is a Kuratowski 2-cycle of
K − e, and α ∈ Z. 
Lemma 3.4. Let q be a quad 2-cycle of a graph G. If G is Kuratowski connected, then either q ∈ B(G) or
q − dH ∈ B(G) for some Kuratowski 2-cycle dH .
Proof. Suppose for a contradiction that there is a quad 2-cycle q of G such that neither q ∈ B(G) nor
q − dH ∈ B(G) for some Kuratowski 2-cycle dH ; let Kq be a quad that supports q. Choose such a quad
2-cycle q for which the width ofKq is the smallest and letKq = P1∪P2∪P3∪Q1∪Q2∪Q3∪R1∪R2∪R3,
where P1, P2, P3, Q1, Q2, Q3, R1, R2, R3 are as in the definition of quad. Let {a, b} and {c, d} be the axles
and {a, c} be the left side of the quad. We assume that the paths Q1, Q2, Q3 are oriented from P1 ∪P2 ∪P3
to R1 ∪ R2 ∪ R3. Let (A,B) be a 3-separation of Kq such that A contains P1 ∪ P2 ∪ P3 and B contains
Q1 ∪Q2 ∪Q3 ∪R1 ∪R2 ∪R3. Since G is Kuratowski connected, there exists a path P from A \V (A∩B)
to B \ V (A ∩ B). Suppose first P has an end u in PL,i \ V (Qi) and an end v inn Qi; we may assume that
i = 1. Let C be the cycle in PL,1 ∪Q1 ∪ P and let D be the cycle PR,2 ∪ PR,2 ∪Q2 ∪Q3 ∪RR,2 ∪RR,3.
Then, with C and D oriented in the appropriate way, q′ = q − χC,D is a quad 2-cycle on Kq′ and the width
of Kq′ is smaller.
Suppose next that P has an end u in PL,i \ V (Qi) and an end v in Qj , where i 6= j; we may assume that
i = 1 and j = 2. Let C be the cycle in PL,1 ∪ PL,2 ∪ Q2 ∪ P and let D be the cycle PR,1 ∪ PR,3 ∪ Q1 ∪
Q3 ∪ RR,1 ∪ RR,3. Then q′ = q − χC,D is a quad 2-cycle on Kq′ and the width of Kq′ is smaller. We may
therefore assume that the path P does not end on Q1 ∪Q2 ∪Q3.
Suppose next that P has an end u in PL,i \V (Qi) and an end v in RL,j \V (Qj) for some i, j ∈ {1, 2, 3}.
Suppose that u 6= s. Let T be the path in PL,i from u to s. We may assume that T consists of one edge e.
Since qs,t(f, h) = 0 for all edges f 6= e of Kq ∪ P incident with u and all edges h 6= e of Kq ∪ P incident
with s, qs,t/e is a quad 2-cycle of G/e. In the same way, we may assume that v = t. Let q′ be the resulting
quad 2-cycle.
For i = 1, 2, 3, let Ci be the cycle of KL ∪ P that uses Qi but not any other of the paths Q1, Q2, Q3, and
orient Ci such that it traverses Qi in forwards direction. For i = 1, 2, 3, let Di be the cycle of KR that uses
the paths in {Q1, Q2, Q3} − {Qi}, and, for i = 1, 2, 3, orient Di such that χD1 + χD2 + χD3 = 0. Then,
for i = 1, 2, 3, Ci and Di are vertex-disjoint, and the quad 2-cycle q′ satisfies q′ =
∑3
i=1 χCi,Di . Hence
q ∈ B(G).
The case where P has an end in PR,i \ V (Qi) and an end in RR,j \ V (Qj) for some i, j ∈ {1, 2, 3} is
similar.
Suppose next that P has an end in PL,i\V (Qi) and an end inRR,j \V (Qj). If the width ofKq is nonzero,
then using Lemma 3.1 brings us back to the previous cases. We may therefore assume that the width of Kq
is zero.
Since G is Kuratowski connected, there is a path Q with either an end in (PL,1 ∪ PL,2 ∪ PL,3) \ V (Q1 ∪
Q2∪Q3) and in (PR,1∪PR,2∪PR,3)\V (Q1∪Q2∪Q3) or an end in (RR,1∪RR,2∪RR,3)\V (Q1∪Q2∪Q3)
and in (RL,1 ∪RL,2 ∪RL,3) \ V (Q1 ∪Q2 ∪Q3). Then q − dH ∈ B(G).

The next lemma explains why in the decomposition of symmetric 2-cycles no quad 2-cycles appear.
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Lemma 3.5. Let q be a quad 2-cycle. Then d := q + T (q) is a sum of Kuratowski 2-cycles.
Proof. Let K be a quad supporting q, and let P1, P2, P3, Q1, Q2, Q3, R1, R2, R3 as in the definition of a
quad. LetH be the Kuratowski subgraph P1∪P2∪P3∪Q1∪Q2∪Q3∪RR,1∪RR,2∪RR,3 and let dH be the
Kuratowski 2-cycle with dH(e, f) = 1 if e ∈ E(PL,1) and f ∈ E(PR,3). Let z = d− dH . Then z(e, ·) = 0
for all edges e ∈ E(∪3i=1PL,i). Hence we may view z as a 2-cycle onH ′ =
⋃3
i=1 PR,i∪
⋃3
i=1Qi∪
⋃3
i=1Ri.
The only 2-cycle z on a Kuratowski subgraph is a Kuratowski 2-cycle. Hence q + T (q) = dH + dH′ for
some Kuratowski 2-cycle dH′ on H ′. 
4. INCREASING THE CONNECTIVITY
Let G be a graph. If (G1, G2) is a separation of G, we denote by Sσ(G1, G2) the subspace of all
d ∈ Lσ(G) such that d(e, f) = 0 whenever e, f ∈ E(G1) and whenever e, f ∈ E(G2). By Bσ(G1, G2) we
denote the space generated by all σ(χC,D) with C an oriented cycle of G1, D an oriented cycle of G2, and
C and D disjoint.
If G is a graph and S ⊆ V (G), an S-component of G is a subgraph of G induced by a component of
G− S and S. So, if S = ∅, then an S-component of G is a component of G.
If F,H : Z〈E〉 → Z are linear forms, we denote by F ⊗ H : Z〈E〉 × Z〈E〉 → Z the bilinear form
defined by (F ⊗H)(x, y) = F (x)H(y).
Lemma 4.1. Let G be a k-connected graph, where k ≥ 0, and let (G1, G2) be a k-separation of G. Let
C1, . . . , Cm be the collection of all V (G1 ∩ G2)-components of G and let T1, . . . , Tm be a collection of
trees, where for i = 1, . . . ,m, Ti is a subgraph of Ci with V (G1 ∩ G2) a subset of the vertex set of Ti.
Let H = ∪mi=1Ti. Then for each d ∈ Sσ(G1, G2), there exists a d1 ∈ Sσ(G1 ∩ H,G2 ∩ H) such that
d− d1 ∈ Bσ(G1, G2).
Proof. For any d′ ∈ Sσ(G1, G2), let F (d′) be the set of edges f ∈ E(G) \ E(H) such that d′(f, ·) is
nonzero. Let d ∈ Sσ(G1, G2). Let d1 ∈ Sσ(G1, G2) such that d − d1 ∈ Bσ(G1, G2) and F = F (d1) is
minimal. We will show that d1 ∈ Sσ(G1 ∩H,G2 ∩H).
Suppose for a contradiction that F (d1) 6= ∅. Then there is an edge f ∈ E(G) \ E(H) such that d1(f, ·)
is a nonzero circulation. We may assume that f is an edge of G1, and so d1(f, ·) is a circulation on G2. Let
Ci be a V (G1 ∩G2)-component of G1 containing f .
Suppose first that f is incident with a vertex of V (G1∩G2). If f connects two vertices in V (G1∩G2), let
P be a path in Ti connecting the ends of f , and let Z be the oriented cycle on P ∪{f} such that χZ(f) = 1.
Then Z and the support of the circulation d1(f, ·) are vertex disjoint. Define d2 = d1 − σ(χZ ⊗ d1(f, ·)).
Then d2(f, e) = 0 for all e ∈ E(G). This contradicts the minimality of F . We may therefore assume that
f is incident to only one vertex of V (G1 ∩G2). If V (G1 ∩G2) has exactly one vertex, let e be an edge of
G2 such that d1(f, e) 6= 0. Let Z be an oriented cycle in restriction of the support of d1(·, e) to Ci such that
χZ(f) = 1. Let d2 = d1−σ(χZ⊗d1(f, ·)). Then d2(f, e) = 0 for all e ∈ E(G). We may therefore assume
that V (G1 ∩ G2) has at least two vertices. Then the tree Ti has at least one edge. Let u be the end of f in
V (G1 ∩G2) and let f2 be an edge of Ti incident with u. Let v1 and v2 be the ends of f and f2, respectively,
distinct from u. Since Ci − V (G1 ∩G2) is connected, there is a path P from v1 to v2 in Ci − V (G1 ∩G2).
Let Z be the cycle spanned by P ∪{f1, f2} and let χZ be the circulation on Z such that χZ(f) = 1. Observe
that no edge in the support of the circulation d1(f, ·) is incident with u. Let d2 = d1 − σ(χZ ⊗ d1(f, ·)).
Then d2(f, e) = 0 for all e ∈ E(G). This contradicts the minimality of F . We may therefore assume that
for each vertex u ∈ V (G1 ∩G2), the only edges f that are incident with u such that d1(f, ·) 6= 0 belong to
H .
Suppose next that f is not incident with a vertex of V (G1 ∩ G2). Since d1 ∈ Sσ(G1, G2), there exists
an edge e of G2 such that d1(f, e) 6= 0. Then d1(·, e) is a circulation in G1. Let v1 and v2 be the ends of
f . There exists a path P in the subgraph of G1 \ {f} spanned by the support of d1(·, e) connecting v1 and
v2. If P is vertex-disjoint from Ti, let Z be the cycle spanned by P ∪ {e}. Then Z is a cycle of Ci. Let
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d2 = d1 − σ(χZ ⊗ d1(f, ·)). Then d2(f, e) = 0 for all e ∈ E(G). This contradicts the minimality of F .
Suppose next that P is not vertex-disjoint from Ti. Going from v1 to v2 along the path P , let u1 be the first
vertex of P in Ti and let u2 be the last vertex of P in Ti. Let Q1 be the subpath of P between v1 and u1
and let Q2 be the subpath of P between u2 and v2. Let Q be the path in Ti between u1 and u2. Let Z be
the cycle of G1 spanned {f} ∪Q1 ∪Q ∪Q2. Then Z is a cycle of Ci. Orient Z such that χZ(f) = 1. Let
d2 = d1−σ(χZ ⊗d1(f, ·)). Then d2(f, e) = 0 for all e ∈ E(G). This contradicts the minimality of F . 
Lemma 4.2. LetG be a connected graph and let (G1, G2) be a (≤ 1)-separation ofG. Then Sσ(G1, G2) =
Bσ(G1, G2).
Proof. Let d ∈ Sσ(G1, G2). For each V (G1∩G2)-component Ci, let Ti be the tree consisting of one vertex
such that V (G1 ∩ G2) is a subset of the vertex set of Ti. Let H = ∪mi=1Ti. By the previous lemma, there
exists a d1 ∈ Sσ(G1 ∩H,G2 ∩H) such that d− d1 ∈ Bσ(G1, G2). Since H has no edges, d1 = 0. Hence
Sσ(G1, G2) ⊆ Bσ(G1, G2). The converse inclusion is clear. 
Lemma 4.3. Let (G1, G2) be a 1-separation of a connected graph G. Then Lσ(G) = Lσ(G1) +Lσ(G2) +
Bσ(G1, G2).
Proof. The inclusion Lσ(G1) + Lσ(G2) ⊆ Lσ(G) is clear. To see the other inclusion, let d ∈ Lσ(G). For
i = 1, 2, let di be the restriction of d toGi. Then z = d−d1−d2 ∈ Lσ(G) has the property that z(e, f) = 0
for all e, f ∈ E(G1) and for all e, f ∈ E(G2). Hence z ∈ Sσ(G1, G2). By Lemma 4.2, z ∈ Bσ(G1, G2).
Hence d ∈ Lσ(G1) + Lσ(G2) +Bσ(G1, G2). 
Lemma 4.4. Let (G1, G2) be a 2-separation of a 2-connected graph G. Then Sσ(G1, G2) = Bσ(G1, G2).
Proof. Let C1, . . . , Cm be the collection of all V (G1 ∩ G2)-components of G and let P1, . . . , Pm be a
collection of paths, where for i = 1, . . . ,m, Pi is a path in Ci with V (G1 ∩G2) equal to the ends of Pi. Let
d ∈ Sσ(G1, G2) and let H = ∪mi=1Pi. By Lemma 4.1, there exists a d1 ∈ Sσ(G1 ∩H,G2 ∩H) such that
d1 − d ∈ Bσ(G1, G2). We assert that d1 = 0. This shows that d ∈ Bσ(G1, G2).
Suppose for a contradiction that there is an edge e ∈ E(G1 ∩ H) such that d1(e, ·) is nonzero. Let
{v1, v2} := V (G1 ∩ G2). Since d1(e, ·) is a circulation, there exists an edge f1 ∈ E(G2 ∩ H) with
f1 incident with v1 such that d1(e, f1) 6= 0. Since d1(·, f1) is a circulation, d1(e1, f1) 6= 0 for an edge
e1 ∈ E(G1 ∩ H) incident with v1. This is a contradiction. Hence Sσ(G1, G2) ⊆ Bσ(G1, G2). The
converse inclusion is clear. 
Lemma 4.5. Let (G1, G2) be a 2-separation of a 2-connected graph G = (V,E). Let P be a path in G2
with ends in V (G1∩G2). For each d ∈ Lσ(G), there exists a d′ ∈ Lσ(G1∪P ) for which d(e, f) = d′(e, f)
for all e, f ∈ E(G1).
Proof. Let u1 and u2 be the vertices in V (G1∩G2). We may assume that P is oriented from u1 to u2 and that
the edges of P are traversed in forward direction by P . Define a homomorphism φ : Z〈E(G1∪P )〉 → Z〈E〉
by
φ(e) =
{
e if e ∈ E(G1),∑
h∈E(G2)[u1, h]h if e ∈ E(P ).
Let d ∈ Lσ(G). Define d′(f, g) = d(φ(f), φ(g)). As σ(d) = 0, σ(d′) = 0. Since
φ(δG1∪P (v)) =
{
δG(v) if v ∈ V (G1), and
0 if v ∈ V (P )− V (G1),
d′(e, ·) and d′(·, e) are circulations for each edge e ofG1∪P . To see that d′(e, f) = 0 for e, f ∈ E(G1∪P )
that have a common vertex, we distinguish a few cases. If e, f ∈ E(G1) and e and f have a common vertex,
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then clearly d′(e, f) = 0. Suppose next that e ∈ E(G1), f ∈ E(P ), and e and f have a common vertex,
say they have vertex uj ∈ V (G1 ∩G2) in common. If uj = u1, then
d′(e, f) = d(e, φ(f))
= d(e,
∑
h∈E(G2)
[u1, h]h)
=
∑
h∈E(G2)
[u1, h]d(e, h) = 0.
If uj = u2, then, as d(e, ·) is a circulation,
d(e,
∑
h∈E(G2)
[u1, h]h+
∑
h∈E(G2)
[u2, h]h) = 0,
and hence
d′(e, f) = d(e, φ(f))
= d(e,
∑
h∈E(G2)
[u1, h]h)
= −d(e,
∑
h∈E(G2)
[u2, h]h)
= −
∑
h∈E(G2)
[u2, h]d(e, h) = 0.
The case where e ∈ E(P ), f ∈ E(G1), and e and f have a common vertex is similar. Suppose next that
e, f ∈ E(P ) and e and f have a common vertex. Then
d′(e, f) = d(φ(e), φ(f))
= d(
∑
g∈E(G2)
[u1, g]g,
∑
h∈E(G2)
[u1, h]h)
=
∑
g,h∈E(G2)
[u1, h][u1, g]d(g, h) = 0.
Thus, d′ ∈ Lσ(H). 
Lemma 4.6. Let (G1, G2) be a 2-separation of a 2-connected graph. For i = 1, 2, let Pi be an oriented path
inGi connecting both vertices in V (G1)∩V (G2). ThenLσ(G) = Lσ(G1∪P2)+Lσ(G2∪P1)+Bσ(G1, G2).
Proof. The inclusion Lσ(G1 ∪ P2) + Lσ(G2 ∪ P1) + Bσ(G1, G2) ⊆ Lσ(G) is clear. To see the other
inclusion, let d ∈ Lσ(G). By Lemma 4.5, there exists a d1 ∈ Lσ(G1 ∪ P2) such that d1(e, f) = d(e, f) for
all e, f ∈ E(G1). Then z = d − d1 ∈ Lσ(G) has the property that z(e, f) = 0 for all e, f ∈ E(G1). By
the same lemma, there exists a z1 ∈ Lσ(G2 ∪ P1) such that z1(e, f) = z(e, f) for all e, f ∈ E(G2). Then
z − z1 ∈ Sσ(G1, G2) ⊆ Bσ(G1, G2), and so d ∈ Lσ(G1 ∪ P2) + Lσ(G2 ∪ P1) +Bσ(G1, G2). 
A triad in a graph G is a connected subgraph T of G with no cycles, with one vertex of degree 3, and all
others of degree ≤ 2. There are precisely three vertices with degree 1, called the feet of triad.
Lemma 4.7. Let G be a 3-connected graph and let (G1, G2) be a 3-separation of G. Then for each d ∈
Sσ(G1, G2), there exist quad 2-cycles q1, q2, . . . , qk ∈ S(G1, G2), such that d−
∑k
i=1 σ(qi) ∈ Bσ(G1, G2).
Proof. Let d ∈ Sσ(G1, G2). Let C1, . . . , Ck be the collection of all V (G1 ∩G2)-components of G, and let
T1, . . . , Tk be a collection of triads, where Ti is a triad in Ci with feet in V (G1∩G2). Let H := ∪ki=1Ti and
letHi = Gi∩T for i = 1, 2. By Lemma 4.1, there exists a d1 ∈ Sσ(H1, H2) such that d−d1 ∈ Bσ(G1, G2).
9
We now proceed by induction on k to show that d1 =
∑k
i=1 σ(qi) for quad 2-cycles q1, . . . , qk. We may
assume that H has no vertices of degree two. Suppose there is an edge e ∈ E(H1) such that d1(e, ·) is
nonzero. Since d1(e, ·) is a circulation, d1(e, ·) can be written as
∑
i αiχZi , where each Zi is an oriented
cycle in H2 and αi ∈ Z. Each Zi is a cycle of length four and uses two vertices of V (H1 ∩ H2) and
two vertices v1i , v
2
i of H2 \ V (H1). Let u1 be the end of e not in V (H1 ∩ H2), and let u2 be a vertex
in H1 \ V (H2) distinct from u1. Let Qi be the quad in H on V (H1 ∩ H2) ∪ {v1i , v2i , u1, u2}, where we
define {u1, u2} to be the left side of the quad Qi. Let qi be a quad 2-cycle on Qi, where {u1, u2} is the
left side. Let d2 = d1 −
∑
i αiσ(qi). Then d2(e, ·) = 0. We claim that d2(f, ·) = 0 for each f incident
with u1. For suppose that d2(e1, ·) 6= 0 for an e1 ∈ E(H) incident with u1. Then d2(e2, ·) 6= 0 for the
other edge e2 ∈ E(H) incident with u1. Let u be the end of e1 in V (H1 ∩ H2). The circulation d2(e1, ·)
uses the vertices V (H1 ∩H2)− {u}. Then d2(e2, ·) uses the same vertices. This is a contradiction. Hence
d2(f, ·) = 0 for each f incident with u1. By induction on the number of vertices in H1 \ V (H2), we
proceed. 
Lemma 4.8. Let (G1, G2) be a 3-separation of a 3-connected graphG = (V,E). Let T be a triad inG2 with
feet in V (G1 ∩G2) and let H be the graph obtained by replacing G2 by T . If d ∈ Lσ(G) has the property
that d(e, f) = 0 for all e, f ∈ E(G2), then there exists a d1 ∈ Lσ(G1 ∪T ) for which d1(e, f) = d(e, f) for
all e, f ∈ E(G1).
Proof. Let {u1, u2, u3} = V (G1 ∩ G2) and let Pi be the oriented path in T from ui to the vertex w of
degree 3 in T . We may assume that the edges of Pi are traversed in forward direction by Pi. Define a
homomorphism φ : Z〈E(G1 ∪ T )〉 → Z〈E〉 by
φ(e) =
{
e if e ∈ E(G1),∑
f∈E(G2)[uj , f ]f if e ∈ E(Pj), j = 1, 2, 3.
Let d ∈ Lσ(G). Define d1(f, g) = d(φ(f), φ(g)). As σ(d) = 0, σ(d1) = 0. Since
φ(δG1∪T (v)) =

δG(v) if v ∈ V (G1),∑
u∈V (G1) δG(u) if v = w, and
0 if v ∈ V (Pj)− (V (G1) ∪ {w}),
d1(e, ·) and d1(·, e) are circulations for each edge e of G1 ∪ T . We show that d1(e, f) = 0 if e and f are
edges of H that have a common vertex. If e, f ∈ E(G1) and e and f have a common vertex, then clearly
d1(e, f) = 0. Suppose next that e ∈ E(G1), f ∈ E(Pj), and e and f have a common vertex. Then
d1(e, f) = d(φ(e), φ(f))
= d(e,
∑
h∈E(G2)
[uj , h]h)
=
∑
h∈E(G2)
[uj , h]d(e, h) = 0.
Suppose next that e ∈ E(Ps) and f ∈ E(Pj), and e and f have a common vertex. Then
d1(e, f) = d(φ(e), φ(f))
= d(
∑
h∈E(G2)
[us, h]h,
∑
k∈E(G2)
[uj , k]k)
=
∑
h∈E(G2)
∑
k∈E(G2)
[us, h][uj , k]d(h, k) = 0,
where the equality follows as d(h, k) = 0 for all h, k ∈ E(G2). Thus, d1 is a 2-cycle on H . 
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Let v1, v2, v3 be distinct vertices of a graph G. By a tripod on v1, v2, v3 is a subgraph P1 ∪ R1 ∪ P2 ∪
R2 ∪ P3 ∪R3 ∪Q1 ∪Q2 ∪Q3 of G consisting of
(1) two vertices a, b so that a, b, v1, v2, v3 are all distinct;
(2) three paths P1 ∪ R1, P2 ∪ R2, P3 ∪ R3 of G between a and b, mutually internally disjoint, each at
least with one internal vertex;
(3) three pathsQ1, Q2, Q3 ofG, mutually disjoint, such that for i = 1, 2, 3,Qi has ends ui and vi, where
ui ∈ V (Pi∪Ri)−{a, b}, and no vertex ofQi except for ui belongs to V (P1∪R1∪P2∪R2∪P3∪R3).
The paths Q1, Q2, Q3 are called the legs of the tripod, and the vertices v1, v2, v3 the feet.
Lemma 4.9. Let (G1, G2) be a 3-separation of a 3-connected graph G such that G2 contains a tripod TP
with feet in V (G1 ∩G2). If d ∈ Lσ(G), then there exists a d1 ∈ Lσ(G1 ∪TP ) for which d1(e, f) = d(e, f)
for all e, f ∈ E(G1).
Proof. Let d ∈ Lσ(G) and let {u1, u2, u3} = V (G1 ∩G2). Let Q1, Q2, Q3 be the legs of the tripod, where
Qi contains the vertex ui. Let P1, P2, P3, R1, R2, R3 be the other paths as in the definition of tripod. Let
{a} = V (P1 ∩ P2 ∩ P3) and {b} = V (R1 ∩R2 ∩R3). We assume that the paths Qi ∪ Pi and Qi ∪Ri are
oriented from ui to a and b, respectively, and that the edges in these paths are traversed in forward direction.
We define the homomorphisms φ1 : Z〈E(G1 ∪ TP )〉 → Z〈E(G)〉 and φ2 : Z〈E(G1 ∪ TP )〉 → Z〈E(G)〉
by
φ1(e) =

e if e ∈ E(G1),∑
f∈E(G2)[uj , f ]f if e ∈ E(Pj ∪Qj), j = 1, 2, 3,
0 if e ∈ E(Rj), j = 1, 2, 3,
and
φ2(e) =

e if e ∈ E(G1),∑
f∈E(G2)[uj , f ]f if e ∈ E(Rj ∪Qj), j = 1, 2, 3,
0 if e ∈ E(Pj), j = 1, 2, 3.
Define
d1(f, g) = d(φ1(f), φ2(g)).
As σ(d) = 0, σ(d1) = 0. Since
φ1(δG1∪TP (v)) =

δG(v) if v ∈ V (G1),∑
u∈V (G1) δG(u) if v = a, and
0 if v ∈ V (TP )− (V (G1) ∪ {w}),
and
φ2(δG1∪TP (v)) =

δG(v) if v ∈ V (G1),∑
u∈V (G1) δG(u) if v = b, and
0 if v ∈ V (TP )− (V (G1) ∪ {w}),
d1(e, ·) and d1(·, e) are circulations for each edge e of G1 ∪ TP , and, by Lemma 2.1, σ(d1)(e, f) = 0 for
all e, f ∈ E(G1 ∪ TP ).
We show that d1(e, f) = 0 if e and f are edges ofG1∪T that have a common vertex. If e, f ∈ E(G1) and
e and f have a common vertex, then clearly d1(e, f) = 0. Suppose next that e ∈ E(G1), f ∈ E(Rj ∪Qj),
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and e and f have a common vertex. Then
d1(e, f) = d(φ1(e), φ2(f))
= d(e,
∑
h∈E(G2)
[uj , h]h)
=
∑
h∈E(G2)
[uj , h]d(e, h) = 0.
Suppose next that e ∈ E(G1), f ∈ E(Pj), and e and f have a common vertex. Then
d1(e, f) = d(φ1(e), φ2(f)) = 0,
as φ2(f) = 0 for every edge f ∈ E(Pj). The cases where e ∈ E(Pj ∪Qj), f ∈ E(G1), and e and f have a
common vertex and where e ∈ E(Rj), f ∈ E(G1), and e and f have a common vertex are similar.
Suppose next that e, f ∈ E(Pj ∪Rj ∪Qj) and e and f have a common vertex. Then
d1(e, f) = d(φ1(e), φ2(f))
= d(
∑
h∈E(G2)
[uj , h]h,
∑
k∈E(G2)
[uj , k]k)
=
∑
h∈E(G2)
∑
k∈E(G2)
[uj , h][uj , k]d(h, k) = 0.
Suppose next that e ∈ E(Pj) and f ∈ E(Pk), j 6= k, and e and f have a common vertex. Then
d1(e, f) = d(φ1(e), φ2(f)) = 0,
as φ2(f) = 0 for every edge f ∈ E(Pk). In the same way,
d1(e, f) = d(φ1(e), φ2(f)) = 0,
if e ∈ E(Rj) and f ∈ E(Rk), j 6= k, and e and f have a common vertex.
Thus, d1 ∈ Lσ(G1 ∪ P ). 
Lemma 4.10. LetG be a 3-connected graph. Suppose (G1, G2) is a 3-separation ofG such thatGi contains
a tripod TPi with feet V (G1 ∩G2) for i = 1, 2. For i = 1, 2, let Ti be a triad in Gi with feet V (G1 ∩G2).
Then Lσ(G) = Lσ(G1 ∪ T2) + Lσ(G2 ∪ T1) + Lσ(TP1 ∪ TP2) + Sσ(G1, G2).
Proof. Clearly, Lσ(G1 ∪ T2) + Lσ(G2 ∪ T1) + Lσ(TP1 ∪ TP2) + Sσ(G1, G2) ⊆ Lσ(G).
To see the converse inclusion, let d ∈ Lσ(G). By Lemma 4.9, there exists a d1 ∈ Lσ(G1 ∪ TP2) such
that d1(e, f) = d(e, f) for all e, f ∈ E(G1). Then d2 = d − d1 has the property that d2(e, f) = 0 for
all e, f ∈ E(G1). By Lemma 4.8, there exists a d3 ∈ Lσ(G2 ∪ T1) such that d3(e, f) = d2(e, f) for all
e, f ∈ E(G2). Then d4 = d2 − d3 ∈ Sσ(G1, G2). By Lemma 4.9, there exists a d5 ∈ Lσ(TP1 ∪ TP2)
such that d5(e, f) = d1(e, f) for all e, f ∈ E(TP2). Then d6 = d1 − d5 ∈ Lσ(G1 ∪ TP2) has the property
that d6(e, f) = 0 for all e, f ∈ E(TP2). By Lemma 4.8, there exists a d7 ∈ Lσ(G1 ∪ T2) such that
d7(e, f) = d6(e, f) for all e, f ∈ E(G1). Then d8 = d6 − d7 ∈ Sσ(G1, TP2) ⊆ Sσ(G1, G2). Hence
d = d3 + d4 + d5 + d7 + d8 ∈ Lσ(G1 ∪ T2) + Lσ(G2 ∪ T1) + Lσ(TP1 ∪ TP2) + Sσ(G1, G2). 
5. SPACE OF 2-LINKAGES
Let G = (V,E) be a graph. If R ⊆ V , we denote by Z〈R〉 the free Z-module generated by R. Let
R1, R2 ⊆ V . If P1, P2 are disjoint paths with P1 connecting r1, r2 ∈ R1 and P2 connecting vertices
s1, s2 ∈ R2, then we define pi(P1 ⊗ P2) = r1 ⊗ s1 − r1 ⊗ s2 − r2 ⊗ s1 + r2 ⊗ s2 ∈ Z〈R1〉 ⊗ Z〈R2〉 if P1
is oriented from r1 to r2 and P2 is oriented from s1 to s2. By P (G;R1, R2), we denote the submodule of
Z〈R1〉 ⊗ Z〈R2〉 generated by pi(P1 ⊗ P2) over all pairs of disjoint paths P1, P2 with P1 and P2 connecting
vertices in R1 and R2, respectively.
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Let G = (V,E) be a graph and let R,S ⊆ V . We call a 2-separation (G1, G2) of G a sided (R,S)-
separation if |V (G1)−V (G1∩G2)| > 0, |V (G2)−V (G1∩G2)| > 0, V (G1)∩S = ∅, andG1−V (G1∩G2)
contains at least two vertices u1, u2 from R and there are (u1s1;u2s2)- and (u1s2;u2s1)-linkages in G1,
where {s1, s2} = V (G1∩G2). An (R,S)-connected graph is a 2-connected graph that has no sided (R,S)-
and no sided (S,R)-separations.
See [3] for the proofs of the following two lemmas.
Lemma 5.1. Let G be a graph and let R1, R2 ⊆ V . Suppose G is (R1, R2)-connected. Let c1 = u1 ⊗ v1 −
u1 ⊗ v2 − u2 ⊗ v1 + u2 ⊗ v2 and c2 = u3 ⊗ v3 − u3 ⊗ v4 − u4 ⊗ v3 + u4 ⊗ v4. If c1, c2 6∈ P (G;R1, R2),
then either c1 − c2 ∈ P (G;R1, R2) or c1 + c2 ∈ P (G;R1, R2).
Lemma 5.2. Let G be a graph and let R1, R2 ⊆ V , where R1 ∪R2 has at least four vertices. Suppose G is
(R1, R2)-connected. Let u1, u2, u3 ∈ R1∩R2 be distinct vertices and let c1 = u1⊗u2−u1⊗u3 +u2⊗u3−
u2 ⊗ u1 + u3 ⊗ u1 − u3 ⊗ u2. Suppose c1 6∈ P (G;R1, R2). Then there exists distinct vertices u4, u5 ∈ R1
and distinct vertices v1, v2 ∈ R2 such that c2 = u4 ⊗ v1 − u4 ⊗ v2 − u5 ⊗ v1 + u5 ⊗ v2 6∈ P (G;R1, R2)
and c1 + c2 ∈ P (G;R1, R2).
Let e = uv be an edge of a graph G. For d ∈ L(G), we define
Pu,v(d) =
∑
e incident with u
f incident with v
d(e, f)e⊗ f ∈ Z〈E〉 ⊗ Z〈E〉.
Recall that byBu,v(G), we denote the submodule of L(G) generated by all cycle-pair 2-cycles χC,D with
u ∈ V (C) and v ∈ V (D). IfG is a graph, an arc inG is a path inG whose ends have degree≥ 3 and whose
interior vertices have degree 2 in G. Using the previous lemmas, we can now prove the following lemma.
Lemma 5.3. Let G = (V,E) be an internally 4-connected graph and let e = uv be an edge. Let dH1 and
dH2 be Kuratowski 2-cycles ofG such that e is an arc of bothH1 andH2. If there is no d ∈ Bu,v(G) such that
Pu,v(d) = Pu,v(dH1) or Pu,v(d) = Pu,v(dH2), then there exists a b ∈ Bu,v(G) such that Pu,v(dH1−dH2) =
Pu,v(b) or Pu,v(dH1 + dH2) = Pu,v(b).
Proof. Let H := G − {u, v}. We assume that the edges incident with u and v are oriented toward u
and v, respectively. Let R1 be the set of neighbors of u in H and let R2 be the set of neighbors of v
in H . Since G is internally 4-connected, there are no sided (R1, R2)- or side (R2, R1)-separations in H .
Hence H is (R1, R2)-connected. For i = 1, 2, define ci =
∑
r1∈R1,r2∈R2 dHi(r1u, r2v)r1 ⊗ r2. Since, for
i = 1, 2, there is no d ∈ Bu,v(G) such that Pu,v(d) = Pu,v(dHi), c1, c2 6∈ P (G,R1, R2). By the previous
lemmas, c1 − c2 ∈ P (G,R1, R2) or c1 + c2 ∈ P (G,R1, R2). Hence Pu,v(dH1 − dH2) = Pu,v(b) or
Pu,v(dH1 + dH2) = Pu,v(b) for some b ∈ Bu,v(G). 
6. THE INTERSECTION NUMBER
Let G = (V,E) be a graph and let e = uv be an edge of G. Define the homomorphism
T : Z〈E〉 ⊗ Z〈E〉 → Z〈E〉 ⊗ Z〈E〉
by
T (e⊗ f) = f ⊗ e.
In this section, we prove that if d ∈ L(G) and Pu,v(d) = Pu,v(dH) for some Kuratowski 2-cycle dH ∈ L(G)
and there is no d′ ∈ B(G) such that Pu,v(d) = Pu,v(d′), then Pv,u(d) = T (Pu,v(d)) = Pv,u(dH).
Let Γ be a drawing of G in the plane. If f and g are nonadjacent edges of Γ, crΓ(f, g) denotes the
crossing number of f and g. Observe that crΓ(g, f) = − crΓ(f, g). If d ∈ L(G), we define crΓ(d) =∑
f,g∈E d(f, g) crΓ(f, g). We now first prove that crΓ(d) = 0 for every d ∈ L(G).
Let Γ1 and Γ2 be drawings of G in the plane in generic position. The drawing Γ2 can be obtained from
Γ1 by changing the drawing one edge at a time. The crossing number of nonadjacent edges e and f changes
only if a change as in Figure 6 occurs; we call such a change an elementary move.
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FIGURE 1. An elementary move
Lemma 6.1. Let Γ1 and Γ2 be drawings of an oriented graph G in the plane in generic position that differ
by an elementary move. Then crΓ1(d) = crΓ2(d) for any d ∈ L(G).
Proof. Suppose Γ2 arises from Γ1 by pulling an edge e through a vertex v not on e. Since d(δ(v), e) =
d(e, δ(v)) = 0, crΓ2(d) = crΓ1(d). 
From the previous lemma, we immediately obtain the following theorem.
Theorem 6.2. Let Γ1 and Γ2 be drawings of an oriented graph G in the plane in generic position. If
d ∈ L(G), then crΓ1(d) = crΓ2(d).
Theorem 6.3. Let Γ be a drawing of an oriented graph G in the plane in generic position. If d ∈ L(G),
then crΓ(d) = 0.
Proof. Let d ∈ L(G). If Γ2 is the mirror drawing of Γ in the plane, then, by the previous theorem, crΓ(d) =
crΓ2(d). Since crΓ(e, f) = − crΓ2(e, f) for any two nonadjacent edges e, f , we obtain that crΓ(d) = 0. 
Lemma 6.4. Let G be an internally 4-connected graph and let e = uv be an edge of G. Let u1, u2 and
v1, v2 be distinct neighbors of u and v, respectively. Let f1 = uu1, f2 = uu2 and g1 = vv1, g2 = vv2, where
we orient the edges f1, f2 towards u and the edges g1, g2 towards v. If K ∈ L(G) such that Pu,v(K) =
αf1 ⊗ g1 − αf1 ⊗ g2 + αf2 ⊗ g2 − αf2 ⊗ g1 for some α ∈ Z, and there is no d ∈ B(G) such that
Pu,v(K) = Pu,v(d), then Pv,u(K) = T (Pu,v(K)).
Proof. Let H := G − {u, v}. Since G is internally 4-connected and there is no d ∈ B(G) with Pu,v(d) =
αf1 ⊗ g1 − αf1 ⊗ g2 + αf2 ⊗ g2 − αf2 ⊗ g1, H can be drawn in the disc with the vertices in H adjacent
to u or v on the boundary with u1, v1, u2, v2 in the order. Let i, j ∈ {1, 2}. The edges e, f1, f2, g1, g2 can
be drawn in the infinite face such that only the pair fi, gj crosses and cr(fi, gj) ∈ {−1, 1}. Then cr(d) =
d(fi, gj) cr(fi, gj) + d(gj , fi) cr(gj , fi). Since cr(d) = 0 for each d ∈ L(G) and cr(fi, gj) = − cr(gj , fi),
we obtain that d(fi, gj) = d(gj , fi). 
The proof of the following lemma is similar.
Lemma 6.5. Let G be an internally 4-connected graph and let e = uv be an edge of G. Let f1 = uu1, f2 =
uu2, f3 = uu3 and let g1 = vu1, g2 = vu2, g3 = vu3, where u1, u2, u3 are distinct vertices. We orient the
edges f1, f2, f3 and g1, g2, g3 towards u and v, respectively. If K is a 2-cycle of G such that Pu,v(K) =
αf1 ⊗ g1 − αf1 ⊗ g2 + αf2 ⊗ g2 − αf2 ⊗ g3 + αf3 ⊗ g3 − αf3 ⊗ g1 for some integer α and there is no
d ∈ B(G) such that Pu,v(K) = Pu,v(d), then Pv,u(K) = T (Pu,v(K)).
Corollary 6.6. If G is either K5 or K3,3, then there is no nonzero skew-symmetric 2-cycle on G.
7. MAIN THEOREM
The following lemma is taken from [6]. For completeness, we include a proof.
Lemma 7.1. Let G be a 3-connected graph and let g = u1u2 be an edge such that G/g is 3-connected.
If d ∈ L(G), then there exist circuit-pair 2-cycles χCi,Di(i = 1, . . . ,m), Kuratowski 2-cycles dHi(i =
1, . . . , k), and integers αi(i = 1, . . . ,m) and integers βi(i = 1, . . . , k) such that (d −
∑m
i=1 αiχCi,Di −∑k
i=1 βjdHi)(e, f) = 0 for each edge e incident with u and each edge f incident with u2.
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Proof. Order the edges that are incident with u1 but not with u2 as e1, . . . , ek = g in such a way that we
start with the edges that connect u1 to a neighbor of u2. Similarly, we order the edges that are incident with
u2 but not with u1 as f1, . . . , fl in such a way that we start with the edges that connect u2 to a neighbor of
u1. Choose i and j with d(ei, fj) 6= 0 and i + j minimal. Let ei have ends u1 and v1, and let fj have ends
u2 and v2.
Let ei′ = u1w1 be an edge in the support of the vector d(·, fj) that is unequal to ei, and let fj′ = u2w2 be
an edge in the support of the vector d(ei, ·) that is unequal to fj . These edges exist since d(·, fj) and d(ei, ·)
are circulations. Since ei and fj are nonadjacent, we know that v1 6= v2. Similarly, we know that v1 6= w2
and v2 6= w1. We consider now several cases.
In the first case we assume w1 6= w2. First suppose that there exist disjoint circuits C and D such that C
contains ei and ei′ and such that D contains fj and fj′ . Orient C and D such that ei and fj are traversed in
forward direction by these circuits. Replacing d by d− d(ei, fj)χC,D gives a reduction using i′ > i, j′ > j.
Next suppose that such circuits do not exist. Then, since G − u1 − u2 is 2-connected, it contains two
disjoint paths Q1 and Q2 connecting {v1, v2} to {w1, w2}. As there are no disjoint circuits C and D with C
containing ei and ei′ and with D containing fj and fj′ , Q1 connects v1 and w2, and Q2 connects v2 and w1.
Since G − u1 − u2 is 2-connected, there are disjoint paths R1 and R2 connecting Q1 to Q2. Again using
the fact that there are no disjoint circuits C and D with C containing ei and ei′ and with D containing fj
and fj′ , we see that there exist a circuit F disjoint from g and disjoint paths P1, P2, P3, P4, openly disjoint
from g and starting at v1, v2, w1, w2, respectively, and ending on F , in the cyclic order P1, P2, P3, P4. Then
g, F, ei, ei′ , fj , fj′ and P1, P2, P3, P4 form a subdivision H of K3,3. Since ei and fj belong to disjoint
subdivided edges of K3,3, we can choose the Kuratowski 2-cycle dH on H such that dH(ei, fj) = 1. Then
replacing d by d− d(ei, fj)dH gives a reduction using i′ > i, j′ > j.
In the second case we assume that w1 = w2. Then, by choice of the orderings of the edges e1, e2, . . . and
f1, f2, . . . and by the minimality of i+ j, v1 is adjacent to u2, and v2 is adjacent to u1. So each of v1, v2 and
w1(= w2) is adjacent to u1 and u2. By the 2-connectivity of G − u1 − u2, there exist a circuit F disjoint
from g, and disjoint paths P1, P2, P3, disjoint from g and starting at v1, v2, w1, respectively, and ending on
F . Then g, F , the edges between {v1, v2, w1} and {u1, u2}, and P1, P2, P3 form a subdivision H of K5 or
K3,3. Since ei and fj belong to disjoint subdivided edges of K3,3, we can choose the Kuratowski 2-cycle
dH on H such that dH(ei, fj) = 1. Then replacing d by d− d(ei, fj)dH gives a reduction.
Hence we may assume that d(e, f) = 0 for each e incident with u1 and each edge f incident with u2,
which concludes the proof. 
Lemma 7.2. Let G be an internally 4-connected graph and let h = uv be an edge of G. If d ∈ L(G), then
there exists d′ ∈ L(G) such that d′ − d ∈ Bu,v(G) and Pv,u(d′) = Pv,u(d) and either Pu,v(d′) = 0 or
Pu,v(d
′) = αPu,v(dH) for a Kuratowski 2-cycle dH and an integer α.
Proof. By Lemma 7.1, there exists a 2-cycle b ∈ Bu,v(G) and Kuratowski 2-cycles dHi and integers βi(i =
1, . . . , k) such that Pu,v(d) =
∑k
i=1 Pu,v(βjdHi) + Pu,v(b). Suppose k > 1. By Lemma 5.1, for i =
2, . . . , k, there exists a 2-cycle b1 ∈ Bu,v(G) such that either Pu,v(dH1 − dHi) = Pu,v(b1) or Pu,v(dH1 +
dHi) = Pu,v(b1). Hence there exists d
′ ∈ L(G) such that d′ − d ∈ Bu,v(G) and Pv,u(d′) = Pv,u(d) and
either Pu,v(d′) = 0 or Pu,v(d′) = αPu,v(dH) for a Kuratowski 2-cycle dH and an integer α. 
Lemma 7.3. LetG be an internally 4-connected graph and let h = uv be an edge ofG. For every d ∈ L(G),
there exists a d′ ∈ L(G) such that d′ − d ∈ B(G) and either Pu,v(d′) = Pv,u(d′) = 0 or Pu,v(d′) =
αPu,v(dH) and Pv,u(d′) = αPv,u(dH) for a Kuratowski 2-cycle dH and an integer α.
Proof. By the previous lemma, there exists an d′ ∈ L(G) such that d′ − d ∈ B(G) and either Pu,v(d′) =
Pv,u(d
′) = 0 or Pu,v(d′) = αPu,v(dH) for some Kuratowski 2-cycle dH and α ∈ Z and Pv,u(d′) =
βPv,u(dH′) for some Kuratowski 2-cycle dH′ and β ∈ Z. By Lemma 5.1, we may assume that dH′ = dH .
By Lemmas 6.4 and 6.5, β = α. 
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Lemma 7.4. Let G be an internally 4-connected graph and let h = uv be an edge of G. For every d ∈
Lsym(G), there exists a d′ ∈ Lsym(G) such that d′ − d ∈ Bsym(G) and either Pu,v(d′) = 0 or Pu,v(d′) =
βPu,v(dH) for a Kuratowski 2-cycle dH and a β ∈ Z.
Proof. Let d ∈ Lsym(G). By the previous lemma, there exists a 2-cycle b ∈ Bu,v(G) such that either
Pu,v(d + b) = 0 or Pu,v(d + b) = βPu,v(dH) for some integer β and Kuratowski 2-cycle dH . Then either
Pu,v(d + (b + T (b))) = 0 and Pv,u(d + (b + T (b))) = 0 or Pu,v(d + (b + T (b))) = βPu,v(dH) and
Pv,u(d+ (b+ T (b))) = βPv,u(dH) for some β ∈ Z and Kuratowski 2-cycles dH . 
Lemma 7.5. Let G be an internally 4-connected graph and let h = uv be an edge of G. For every d ∈
Lskew(G), there exists a d′ ∈ Lskew(G) such that d′ − d ∈ Bskew(G) and Pu,v(d′) = 0.
Proof. Let d ∈ Lskew(G). By the previous lemma, there exists a b ∈ Bu,v(G) such that either Pu,v(d+b) =
0 or Pu,v(d + b) = βPu,v(dH) for some integer β and Kuratowski 2-cycle dH . Then either Pu,v(d + (b −
T (b))) = 0 and Pv,u(d+(b−T (b))) = 0 or Pu,v(d+(b−T (b))) = βPu,v(dH) and Pv,u(d+(b−T (b))) =
βPv,u(dH) for some β ∈ Z and Kuratowski 2-cycle dH . Since dH 6∈ Lskew(G), only Pu,v(d+(b−T (b))) =
0 and Pv,u(d+ (b− T (b))) = 0 is possible. 
In the proof of the next theorem, we will use the following lemma.
Lemma 7.6. Let G = (V,E) be a 3-connected graph with |V | > 4. Then G has an edge e such that G/e is
3-connected.
A proof of this lemma can be found in [5].
We are now ready to prove the main theorem.
Theorem 7.7. Let G be a graph.
(1) Then L(G) is generated by circuit-pair 2-cycles, Kuratowski 2-cycles, and quad 2-cycles, if any.
(2) Then Lsym(G) is generated by symmetric circuit-pair 2-cycles, and Kuratowski 2-cycles, if any.
(3) Then Lskew(G) is generated by skew-symmetric circuit-pair 2-cycles, and skew-symmetric quad 2-
cycles, if any.
Proof. We show this by induction on the number of vertices of G. Suppose first that G has a vertex-cut
S of size ≤ 1. Let (G1, G2) be a (≤ 1)-separation of G with V (G1 ∩ G2) = S and V (G1) − S 6= ∅
and V (G2) − S 6= ∅ . Then Lσ(G) = Lσ(G1) + Lσ(G2). By induction, the theorem holds for Lσ(G1)
and Lσ(G2), and hence the theorem holds for Lσ(G). We may therefore assume that G is 2-connected.
Suppose next thatG has a vertex cut S of size 2. Let (G1, G2) be a 2-separation ofG with V (G1∩G2) = S
and |V (G1)|, |V (G2)| > 2. For i = 1, 2, let Pi be a path in Gi connecting both vertices in S. Then
Lσ(G) = Lσ(G1 ∪ P2) + Lσ(G2 ∪ P1) + Sσ(G1, G2). By induction, the theorem holds for Lσ(G1 ∪ P2)
and Lσ(G2 ∪ P1). By Lemma 4.4, Sσ(G1, G2) is generated by σ-circuit pair 2-cycles. Hence the theorem
holds for Lσ(G). We may therefore assume that G is 3-connected. Let (G1, G2) be a 3-separation of G.
Suppose first that Gi, i = 1, 2 contains a tripod TPi with feet V (G1 ∩ G2). For i = 1, 2, let Ti be a triad
in G1 with feet V (G1 ∩ G2). By Lemma 4.9, Lσ(G) = Lσ(G1 ∪ T2) + Lσ(G2 ∪ T1) + Sσ(G1, G2) +
Lσ(TP1 ∪ TP2). By induction, the theorem holds for Lσ(G1 ∪ T2) and Lσ(G2 ∪ T1). By Lemma 4.7,
Sσ(G1, G2) is generated by σ-quad cycles. If σ = I + T , a σ-quad cycle is a sum of Kuratowski 2-cycles.
By Lemma 3.3, Lσ(TP1 ∪ TP2) is generated by σ-circuit-pair 2-cycles, Kuratowski 2-cycles if σ = I or
σ = I + T , and σ-quad 2-cycles. Hence the theorem holds for Lσ(G).
We may therefore assume that G is internally 4-connected.
If G has order 4, then Lσ(G) only contains 0. Hence we may assume that G has order > 4. By
Lemma 7.6, there exists an edge g such that G/g is 3-connected; let g have ends u and v. Let d ∈ Lσ(G).
Suppose now first that σ = I or σ = I + T . By Lemmas 7.3, 7.4, and 7.5 there exists a d1 ∈ Lσ(G)
such that d − d1 ∈ Bσ(G) and either Pu,v(d1) = 0 and Pv,u(d1) = 0 or Pu,v(d1) = αPu,v(dH) and
Pv,u(d1) = αPv,u(dH) for some Kuratowski 2-cycle dH and α ∈ Z. Then d′ = d1 − αdH satisfies
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d′(e, f) = 0 for all edges e incident with u and all edges f incident with v. By induction, the theorem holds
for Lσ(G/g). Hence d′/g is a sum of σ-circuit-pair 2-cycles, and σ-quad 2-cycles and Kuratowski 2-cycles.
By Lemmas 2.3 and 3.2, d′ is a sum of circuit-pair 2-cycles, and σ-quad 2-cycles and Kuratowski 2-cycles,
hence so is d. If σ = I + T , then we apply Lemma 3.5.
Suppose next that σ = I − T . By Lemma 7.5, there exists d1 ∈ Lσ(G) such that d − d1 ∈ Bσ(G) and
Pu,v(d1) = Pv,u(d1) = 0. Then d1 satisfies d1(e, f) = 0 for all edges e incident with u and all edges f
incident with v. By induction, the theorem holds for Lσ(G/g). Hence d1/g is a sum of σ-circuit-pair 2-
cycles and σ-quad 2-cycles. By Lemmas, d1 is a sum of σ-circuit-pair 2-cycles and σ-quad 2-cycles, hence
so is d. 
From Lemma 3.4 and the previous theorem, we obtain the following theorem.
Theorem 7.8. Let G be a Kuratowski-connected graph.
(1) Then L(G) is generated by circuit-pair 2-cycles and Kuratowski 2-cycles, if any.
(2) Then Lsym(G) is generated by symmetric circuit-pair 2-cycles, and Kuratowski 2-cycles, if any.
(3) Then Lskew(G) is generated by skew-symmetric circuit-pair 2-cycles, if any.
Recall that a graph G is Kuratowski connected if no (≤ 3)-separation (G1, G2) divides Kuratowski
subgraphs H1 and H2. In [6], van der Holst proved the following theorem.
Theorem 7.9. Let G be a Kuratowski-connected graph. If dH and dH′ are Kuratowski 2-cycles, then
dH − dH′ ∈ B(G) or dH + dH′ ∈ B(G).
From the previous lemma, we immediately obtain the following lemma.
Lemma 7.10. Let G be a Kuratowski-connected graph.
(1) Then L(G) is generated by circuit-pair 2-cycles and at most one Kuratowski 2-cycle.
(2) Then Lsym(G) is generated by symmetric circuit-pair 2-cycles and at most one Kuratowski 2-cycle
(see [6]).
Lemma 7.11. LetG be a Kuratowski-connected graph containing a Kuratowski subgraph. Then the follow-
ing are equivalent:
(1) G has a minor isomorphic to a graph in the Petersen family;
(2) dH ∈ B(G) for any Kuratowski 2-cycles dH of G.
(3) dH ∈ B(G) for some Kuratowski 2-cycles dH of G;
Proof. (1) =⇒ (2) Suppose G has a minor P isomorphic to a graph in the Petersen family. Let H be a
Kuratowski subgraph in P . Then dH ∈ B(P ). Since G is Kuratowski connected, dH′ ∈ B(G) for any
Kuratowski 2-cycle dH′ of G.
(2) =⇒ (3) Clear.
(3) =⇒ (1) Suppose dH ∈ B(G) for some Kuratowski 2-cycles dH of G. Suppose for a contradiction
that G has a linkless embedding Γ. Then, as linkΓ(dH) is odd, there exists a circuit-pair 2-cycle χC,D with
linkΓ(χC,D) odd. This contradicts that Γ is a linkless embedding. Hence G has a minor isomorphic to a
graph in the Petersen family. 
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