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Abstract
There are strong theoretical reasons to expect that the Universe is permeated by a
stochastic background of gravitational waves (SGWB). Its detection will provide impor-
tant information about the very early Universe and astrophysical scenarios not accessible
by any other means. Most of the mechanisms, both of cosmological and astrophysical
origin, that may have produced this background had taken place at extreme regimes of
energy densities. There, it is no more ensured the validity of Einstein's General Relativ-
ity (GR). Moreover, there are important theoretical motivations to expect some devia-
tions from GR. For this reason, they have been proposed several alternative theories of
gravity. Their linearized, gravity-wave solutions may diﬀer from standard gravitational
waves (GWs) of GR for the presence of additional polarization modes, diﬀerent from the
usual + and × modes of GR. A consistent search for an SGWB should include these
alternative theories and, on the other hand, the study of the features of this background
may provide a valuable testing ground for them.
In this work we study the detection of a stationary, isotropic and Gaussian SGWB with
non-standard polarizations by means of laser interferometric detectors. We provide a
basic description of gravitational waves in alternative theories of gravity, showing how
their polarization modes arise, and, most important, what are their physical eﬀects
on test masses, or interferometric detectors as well. After describing the features we
may expect from an SGWB produced by a generic alternative theory, we will extend
the standard cross-correlation analysis, usually presented in literature and currently
adopted for the searches of an SGWB, including the non-standard polarizations. We
chose to adopt a frequentist approach, suitable when no prior information are available,
especially on alternative theories and not well understood production mechanisms. We
compute the statistical estimators needed to investigate the presence of the non-standard
modes of polarization within this background. Also, we describe a generalized algorithm
that allows to reconstruct the detailed frequency dependence of SGWB spectral density,
improving the standard cross-correlation algorithm, which relies on power-law templates.
We investigate then the presence of this background within the LIGO S5 data. The
result is that there is no evidence of a detection of an SGWB in these data, and then
we provide the upper limit on the sensitivity to this background achieved by LIGO
during its S5 run. Then we consider the predicted strain sensitivities form the scheduled
Advanced detectors upgrades, and we compare the resulting values for the sensitivity to
the stochastic background with the predictions of some theoretical models. We will see
that these models will be testable by means of the Advanced detectors, for their predicted
SGWB energy density is greater than the sensitivity achievable to it. Then, if these
models will be predictive, an SGWB detection will be attainable, or, in the other case, the
study of the SGWB will still provide valuable information on the viable mechanisms that
may have produced it, and the corresponding cosmological and astrophysical scenarios.
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Notation
Throughout this document, we will follow the metric signature convention (+,−,−,−),
usually adopted in quantum ﬁeld theory and particle physics, and in some classic text-
books on General Relativity, like the one by Landau and Lifshits [126], instead of the
more popular one (−,+,+,+) of many recent General Relativity textbooks. In particu-
lar, two events separated by an inﬁnitesimal time-like interval satisfy ds2 = gµνdx
µdxν >
0. This choice has eﬀect only in Chapter 2, where we will make some calculations with
four-vectors, and where the expressions involving the metric may look with an opposite
sign respect to those in other General Relativity textbooks.
In Chapter 3 we will abandon the four-vector notation and we will refer only to spatial
indices. There, we will make use of the usual sign convention for the Euclidean metric,
δij , (+,+,+).
We will follow the convention adopted by Carroll [49] to denote vector and tensor quan-
tities. Any vector A, thought as an abstract geometrical entity, can be written as a
linear combination of basis vectors:
A = Aµeˆ(µ),
where the coeﬃcients Aµ are the components of the vector A. We will usually forget to
write explicitly the basis and refer to the vector Aµ, or the tensor Tµν, but keeping
in mind that this is shorthand. The parentheses around the indices on the basis vectors
have the role to remind us that this is a collection of vectors, not components of a single
vector.
Greek indices, such as µ, ν, . . . or α, β, . . ., are used in Chapter 2 to denote space-time
components and they take values 0, . . . , 3. Latin indices, instead, are referred to spatial
dimensions: i, j, k, l, . . . = 1, 2, 3. In Chapter 3, where no space-time calculation will
be involved, these indices will take diﬀerent meanings. In particular, in order to present
results with the standard notation adopted in recent literature about the experimental
study of gravity waves [17, 18, 55, 87, 139], we will refer to spatial indices with the ﬁrst
lower-case Latin letters a, b, c, d, . . ., while mid alphabet ones, i , j , k , l, will be referred
to detectors or other related quantities.
The Einstein repeated indices summation convention, xµyµ =
∑
µ x
µyµ, is always un-
derstood, in particular in Chapter 2, for space-time indices. We will stress the diﬀerence
between them and other quantities related with the detectors, the measures and the po-
larization modes, writing explicitly their summations and the corresponding extremes.
Sometimes, especially when the number of indices to sum becomes large, we will adopt a
shorthand matrix notation and a repeated indices summation convention also for some
quantities related with the detectors and the polarizations. It will be always remarked
when this will be the case.
The speed of light c is usually written explicitly, especially in Chapter 3 and when in
Chapter 2 it is interesting to relate it with the possibly diﬀerent speed of gravitational
waves, vg.
Parentheses around multiple indices are sometimes used for denoting the symmetric part
of a tensor respect to them:
T (i1i2)i3... ≡ 12!
[
T i1i2 i3... + T i2i1 i3...
]
,
v
while square braces denote its anti-symmetric part:
T [i1i2]i3... ≡ 12!
[
T i1i2 i3... − T i2i1 i3...].
The conjugate complex of a certain quantity Q is usually denoted with an asterisk, Q∗.
However, in section 2.3 we will work with quantities that already have subscripts, like
primes or space-time indices, and therefore it is unpractical to add one further sign
there. For this reason we will follow the convention adopted by Will [215] to denote
the complex conjugate with an overhead bar: Q∗ = Q¯. This notation is only referred
to section 2.3, and this and the usual asterisk notation, won't ever be used together,
avoiding any possible misinterpretation.
Also, the overhead bar, is usually referred, especially in section 2.1.1, to background
space-time quantities, in agreement with the notation followed in refs. [138, 188]. In this
case, the distinction between complex conjugate quantities and background space-time
ones is evident, and no confusion should arise.
vi
Contents
1. Introduction 1
1.1. Stochastic background of gravitational waves . . . . . . . . . . . . . 2
1.1.1. General deﬁnition . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2. Observational constraints . . . . . . . . . . . . . . . . . . . . 3
1.1.3. Production mechanisms . . . . . . . . . . . . . . . . . . . . 3
1.1.3.1. Cosmological . . . . . . . . . . . . . . . . . . . . . 3
1.1.3.2. Astrophysical . . . . . . . . . . . . . . . . . . . . . 6
1.2. Alternative theories of gravity . . . . . . . . . . . . . . . . . . . . . 7
1.2.1. Why extending gravity? . . . . . . . . . . . . . . . . . . . . 7
1.2.2. Why testing with GWs? . . . . . . . . . . . . . . . . . . . . 7
2. Gravity waves from alternative theories 11
2.1. Theory of gravitational waves . . . . . . . . . . . . . . . . . . . . . 12
2.1.1. Linearized theory . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.1.1. Einstein's General Relativity . . . . . . . . . . . . 14
2.1.1.2. Scalar-tensor theories . . . . . . . . . . . . . . . . . 17
2.1.1.3. More general scalar-tensor theories and f(R) theories 18
2.1.1.4. Vector-tensor theories . . . . . . . . . . . . . . . . 20
2.1.2. Rigorous approach to Linearized theory . . . . . . . . . . . . 21
2.1.2.1. Gauge-invariant perturbation theory of space-times 21
2.1.2.2. GWs as gauge-independent Riemann tensor per-
turbations . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.2.3. Wave-like solutions for the Riemann tensor in vacuum 25
2.2. Interaction of GWs with test masses . . . . . . . . . . . . . . . . . . 29
2.2.1. Geodesic equation and geodesic deviation . . . . . . . . . . . 30
2.2.2. The proper detector frame . . . . . . . . . . . . . . . . . . . 31
2.2.2.1. Local Lorentz invariance and locally ﬂat metric . . 32
2.2.2.2. Exponential map and Riemann normal coordinates 32
2.2.2.3. Proper reference frame of an accelerated observer . 34
2.2.3. Interaction of GWs in the detector frame . . . . . . . . . . . 37
2.2.3.1. Metric contributions in the proper detector frame . 37
2.2.3.2. Distinguishing the eﬀects of GWs from other New-
tonian eﬀects . . . . . . . . . . . . . . . . . . . . . 38
2.2.3.3. Interaction of GWs in the detector frame . . . . . . 38
2.3. Polarization modes of GWs . . . . . . . . . . . . . . . . . . . . . . . 40
2.3.1. E(2) classiﬁcation scheme . . . . . . . . . . . . . . . . . . . 41
2.3.1.1. Newman-Penrose null tetrad . . . . . . . . . . . . . 41
2.3.1.2. Independent components of the Riemann tensor . . 42
2.3.1.3. E(2) little group . . . . . . . . . . . . . . . . . . . 44
vii
Contents
2.3.1.4. E(2) classiﬁcation of the Newman-Penrose quantities 45
2.3.2. Gravitational wave solution in various theories of gravity . . 47
2.3.2.1. Einstein's General Relativity . . . . . . . . . . . . 47
2.3.2.2. Scalar-tensor theories . . . . . . . . . . . . . . . . . 48
2.3.2.3. Vector-tensor theories . . . . . . . . . . . . . . . . 48
2.3.3. Experimental determination of the E(2) class . . . . . . . . 49
2.3.3.1. GW polarization modes . . . . . . . . . . . . . . . 50
2.3.3.2. Further remarks . . . . . . . . . . . . . . . . . . . 52
2.4. Gauge-invariant detector response to GWs . . . . . . . . . . . . . . 53
2.4.1. Observed clock phase and phase Doppler . . . . . . . . . . . 53
2.4.2. Detector response to GWs . . . . . . . . . . . . . . . . . . . 56
2.4.2.1. Interferometric detector response to GWs . . . . . 57
2.4.2.2. The Detector tensor . . . . . . . . . . . . . . . . . 58
3. Detecting a stochastic background of gravitational waves with non-
standard polarizations 61
3.1. Data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2. Statistical treatment of data . . . . . . . . . . . . . . . . . . . . . . 66
3.2.1. Frequentist vs. Bayesian approach . . . . . . . . . . . . . . . 67
3.2.2. Some nomenclature and a brief summary of probability def-
initions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3. Detector characterization . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3.1. The noise characterization . . . . . . . . . . . . . . . . . . . 71
3.3.1.1. Noise sources . . . . . . . . . . . . . . . . . . . . . 71
3.3.1.2. Assumptions about the noise distribution . . . . . 73
3.3.1.3. Noise cross-correlation . . . . . . . . . . . . . . . . 76
3.3.1.4. Noise probability density function . . . . . . . . . . 77
3.3.2. The SGWB signal characterization . . . . . . . . . . . . . . 79
3.3.2.1. Assumptions on the SGWB . . . . . . . . . . . . . 80
3.3.2.2. Cross-correlator of the GW signal . . . . . . . . . . 87
3.3.2.3. SGWB polarization modes . . . . . . . . . . . . . . 88
3.3.2.4. Energy density spectrum of the SGWB . . . . . . . 96
3.3.2.5. Detector Pattern function and angular sensitivity . 102
3.3.2.6. Two detector response to a GW signal: overlap
reduction function . . . . . . . . . . . . . . . . . . 104
3.3.2.7. GW signal probability density function . . . . . . . 123
3.4. Detection theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.4.1. Statement of the detection problem . . . . . . . . . . . . . . 125
3.4.1.1. Statistical hypotheses . . . . . . . . . . . . . . . . 126
3.4.1.2. Hypothesis test . . . . . . . . . . . . . . . . . . . . 127
3.4.1.3. Neyman-Pearson criterion . . . . . . . . . . . . . . 128
3.4.1.4. Neyman-Pearson Lemma: likelihood-ratio test . . . 128
3.4.2. Composite hypothesis test . . . . . . . . . . . . . . . . . . . 129
3.4.2.1. Bayesian approach . . . . . . . . . . . . . . . . . . 129
3.4.2.2. Generalized likelihood-ratio test . . . . . . . . . . . 130
3.4.3. Parameter estimation . . . . . . . . . . . . . . . . . . . . . . 132
3.4.3.1. Preliminary considerations and deﬁnitions . . . . . 132
viii
Contents
3.4.3.2. Unbiased estimators . . . . . . . . . . . . . . . . . 136
3.4.3.3. Polarization reconstruction: Examples and Exten-
sions . . . . . . . . . . . . . . . . . . . . . . . . . . 137
3.4.3.4. Reconstruction by means of templates . . . . . . . 141
3.4.3.5. Combining multiple pairs or diﬀerent noise periods
of measurement . . . . . . . . . . . . . . . . . . . . 144
3.4.4. Computation of the test statistic . . . . . . . . . . . . . . . 146
3.4.4.1. Standard cross-correlation statistic . . . . . . . . . 146
3.4.4.2. Comments and observations about the standard
test statistic . . . . . . . . . . . . . . . . . . . . . . 149
3.4.4.3. Generalized statistics in diﬀerent situations . . . . 150
3.4.4.4. Probability density function for the generalized statis-
tic . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
3.4.5. Test threshold and detection probability . . . . . . . . . . . 159
3.4.5.1. Relation with the standard test statistic . . . . . . 161
3.4.5.2. Combining multiple detector pairs . . . . . . . . . 161
3.4.5.3. Termination criteria . . . . . . . . . . . . . . . . . 162
3.4.6. Signal determination and sensitivity level . . . . . . . . . . . 163
3.4.6.1. Conﬁdence interval, Neyman's construction . . . . 163
3.4.6.2. Sensitivity level . . . . . . . . . . . . . . . . . . . . 165
3.4.6.3. Most sensitive direction in the polarization space . 167
4. Analysis of Virgo and LIGO data 171
4.1. Analysis on LIGO science run S5 . . . . . . . . . . . . . . . . . . . 171
4.1.1. Neyman-Pearson test . . . . . . . . . . . . . . . . . . . . . . 172
4.1.2. Upper limit on the SGWB energy density with the LIGO S5
data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
4.1.2.1. Noise spectral density reconstruction . . . . . . . . 175
4.1.2.2. Sensitivity level with the LIGO S5 data . . . . . . 177
4.2. Prospects with the Advanced detector projected sensitivities . . . . 178
4.2.1. Achievable sensitivities . . . . . . . . . . . . . . . . . . . . . 178
4.2.2. Comparison with theoretical models . . . . . . . . . . . . . . 180
5. Conclusions 183
A. Scalar-tensor theories of gravity: a review 185
A.1. Generality on scalar-tensor theories . . . . . . . . . . . . . . . . . . 185
A.1.1. Field equations . . . . . . . . . . . . . . . . . . . . . . . . . 187
A.1.2. Linearized theory and scalar GWs . . . . . . . . . . . . . . . 188
A.1.2.1. Gauge invariance and eﬀective degrees of freedom . 188
A.1.2.2. Energy-momentum tensor for scalar GWs . . . . . 193
B. Details on some results in Statistics 197
B.1. Proof of the Neyman-Pearson Lemma . . . . . . . . . . . . . . . . . 197
B.2. Details on the computation of the MLEs for the SGWB . . . . . . . 198
B.2.1. Finding the maximum of the likelihood function . . . . . . . 198
B.2.2. Asymptotic MLEs . . . . . . . . . . . . . . . . . . . . . . . 200
ix
Contents
B.2.3. MLE for the power-law exponent ν . . . . . . . . . . . . . . 202
B.3. 8-point correlator of the detector outputs . . . . . . . . . . . . . . . 203
C. Some notes on matrix computations 207
C.1. Matrix identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
C.1.1. Jacobi identity . . . . . . . . . . . . . . . . . . . . . . . . . 207
C.2. Projector operator on the null space of a linear application . . . . . 207
C.3. Projector operator on the image of a linear application . . . . . . . 208
x
1. Introduction
Gravitational wave detection is about seeing the biggest
things that ever happen by measuring the smallest
changes that have ever been measured.
 Harry Collins, Gravity Shadows
The ﬁrst direct detection of a gravitational wave signal is an event awaited with great
interest. Gravitational waves (GWs) ware predicted at theoretical level by Albert Ein-
stein about a hundred years ago, and their search was an experimental challenge from
ﬁfty years [209]. On this purpose, they are underway the upgrades necessary for the real-
ization of the Advanced interferometric detectors Advanced Virgo and Advanced LIGO
[11, 102, 90]. They are expected to reach their design sensitivity values within the end of
this decade or so, ∼ 2016-2021 [132]. Besides these, it is under study the proposal of the
next generation of detectors, represented by the three-arm, ground-based interferometer
Einstein Telescope [167] and by the space-based LISA mission [20, 89].
When the scheduled upgrades for the Advanced detectors will be accomplished, there will
be signiﬁcant possibilities to achieve the long-awaited detection of a GW signal. Such an
event would open the door to a new era of astrophysical and cosmological observations of
non-luminous, highly relativistic celestial bodies, like black holes and neutron stars [2], or
even the dynamics of the very ﬁrst stages of the primordial Universe [135]. Indeed, the
weakness of the gravitational interaction constitutes a great advantage for astronomy
and cosmology, because gravitational waves can propagate to us from the very early
Universe almost without scattering and absorption [220]. Currently, our understanding
of the Universe outside the Solar System comes almost exclusively from observations of
electromagnetic radiation, with only some additional input from neutrinos and cosmic
rays; the detection of a GW signal will open an entirely new window onto energetic
phenomena in the distant Universe.
In this respect, a SGWB is an important target for GW searches. This is similar to the
cosmic electromagnetic background radiation (CMB), generated by the superposition of
a large number of independent, uncorrelated and unresolved gravity-wave sources [136].
Its existence is supported by a large number of theoretical models, both of cosmological
and of astrophysical origin [48, 135, 143, 168].
After the ﬁrst detection will be accomplished we could, at least in principle, get more and
better information about the form of the SGWB spectrum by extending the measurement
time over larger periods, and improving the instrumental sensitivities, as we can expect
that the characteristic features of the SGWB do not change appreciably over time [18,
138].
In the next section, we will describe the general properties of an SGWB, and some of the
most important mechanism that may have produced it. We will see that most of them
took place at very high energy density regimes that have never been possible to test.
There, the validity of Einstein's GR is not expected to hold anymore, either because
it has never been possible to test it in such extreme conditions [217, 220], and because
1
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there are important theoretical reasons to expect that there could be some corrections
and deviations form it [47]. For these reasons they have been proposed several alternative
theories of gravity [33, 45, 58, 208]. In the following section, we will review some of the
motivations that have led to them and what are currently some of the viable proposed
theories.
The goal of the present work is to extend the studies for the detectability of an SGWB,
as they are customary described in literature within the standard framework of GR
[17, 18, 55, 86], to include also the possibility of alternative theories of gravity. This
seems to be, at least from a theoretical point of view, the most correct approach to
the study of the stochastic background and the production mechanisms that may have
created it. On the other hand, the information obtained from studying it may represent
a valuable tool for testing alternative theories of gravity, which in some cases probably
can't be obtained from any other means.
1.1. Stochastic background of gravitational waves
In principle every massive objects whose motion involves acceleration can radiate GWs.1
Unfortunately, due to the extreme weakness of the gravitational interaction, these waves
are expected to have intensities too weak to be experimentally detected even in the
extreme cases where they have been produced by some of the highest energetic astro-
physical processes, like supernovae explosions or the merging of binary black-holes. On
the other hand, we may expect that there is a huge number of such sources and produc-
tion mechanisms in the Universe surrounding us. Also, some highly energetic processes
are expected to have taken place in the very early Universe. All of them can contribute
to what we refer to as a stochastic background of gravitational waves (SGWB).
1.1.1. General deﬁnition
An SGWB is generally described as the incoherent superposition of a large number of
independent and unresolved sources [138, 7.1].
This deﬁnition seems to be clear as regards astrophysical sources, assuming that their
number is actually very large and their signals overlap. They are considered as unresolved
because the angular resolution of our detectors, even assuming to combine several of
them, is not suﬃcient to resolve each source as a pointlike object. Then, when many
of them are present, they can't be discriminated and their cumulative signal must be
modeled as a stochastic one [18]. We will describe some of these sources in section 1.1.3.2.
A stochastic background could be also the result of processes that took place very shortly
after the Big Bang. Also in this case we can assume the previous qualitative deﬁnition
of SGWB to hold. The point here is that we do not have any information about the
initial conditions of the Universe at very early times, and once again we have to model
the amplitudes of the GWs modes as stochastic variables. [135].
In section 3.3.2.1 we will provide further details and discuss the implications of the
previous deﬁnition on the resulting signal at an interferometric detector.
1An exception is a time dependent mass distribution with spherical symmetry
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1.1.2. Observational constraints
Before proceeding with the description of which are the features we may expect from an
SGWB, and what are some of the possible production mechanisms, we review here the
current experimental bounds on its intensity.
As we will show in section 3.3.2, provided that the SGWB is stationary and Gaussian
distributed, we can fully characterize the value of its intensity by means of the power
spectrum density, Sh(f), or the corresponding cosmological energy density spectrum,
Ωgw(f); refer to equations (3.32) and (3.63), respectively, for the deﬁnitions of these
quantities. The latter is usually preferred from a theoretical point of view for its direct
implications in cosmology, and then we will usually adopt it when we will quote results
and estimations on the SGWB intensity, except in Chapter 3 where we will prefer the
former, Sh(f), more strictly related to experimental quantities.
Current experimental upper bounds on Ωgw(f) are shown in ﬁgure 1.1. Indirect upper
bounds are provided by Big-Bang nucleosynthesis (BBN) [135] and the cosmic microwave
background (CMB) [186], since they provide a measurement of the total relativistic
energy density of the Universe respectively at the time of BBN (at about 1 MeV),
and at photon decoupling (∼ 0.3 eV) [48]. Also, CMB temperature anisotropies have
been used to set an upper bound on Ωgw(f), since the presence of tensor perturbations
in the Friedmann-Robertson-Walker (FRW) metric causes the CMB photons to move
on perturbed geodesics and changes their temperature (Sachs-Wolfe eﬀect) [125]. The
corresponding upper limit is Ωgw < 10
−14 at frequencies 10−18 Hz < f < 10−16 Hz.[18].
This constitutes the strongest bound on the SGWB intensity, though it applies only at
extremely low frequencies.
In ﬁgure 1.1 they are also shown the current results of the direct SGWB searches from
the LIGO S3, S4 and S5 science runs [6, 7, 9], and those from pulsar timing arrays
(PTA) measurements [113, 181, 220]. Prospects on the sensitivities of future experiments
[20, 89], excluding those for the Advanced detectors that we will present in Chapter 4,
and on the analysis of Planck data [164] are shown in ﬁgure 1.2.
These values have to be compared with the intensity predicted by the theoretical pro-
duction mechanisms that we are going to discuss in the next section, and, most of all,
on the results that we will present at the end of this work, in Chapter 4.
1.1.3. Production mechanisms
Many cosmological and astrophysical production mechanisms have been proposed in
recent years. Here, we will review brieﬂy which are the most promising candidate for an
SGWB detection in the next years, by means of the Advanced interferometric detectors
of Virgo [11, 90] and LIGO [102].
1.1.3.1. Cosmological
The cosmological SGWB is of fundamental importance in the understanding of the state
of the primordial Universe. Besides the particular details of each mechanism that may
have produced the background, it is important to deduce some general features we may
expect from it.
The most important reason why the study of GWs from cosmological epochs deserves
great importance is because particles, in general, which decoupled from the primordial
plasma at time t ∼ tdec, when the Universe had a temperature Tdec, maintain all the
3
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information about the conditions in which they have been produced in their subsequent
travel to us, and therefore they give a valuable picture of the state of the Universe at
T ∼ Tdec. The condition for a particle to be in thermal equilibrium is that the rate of
the processes, Γ, that maintain the equilibrium is larger than the rate of expansion of
the Universe, as measured by the Hubble parameter H [135]. In practice, the weaker the
interaction of a particle, the higher is the energy scale when they drop out of equilibrium.
The rate of the interactions is given by Γ = nσv, where n is the number density of the
particle involved in the process and σ is the corresponding cross-section. For example,
the decoupling of weakly interacting neutrinos took place approximately one second after
the Big Bang; their number density at a temperature T was n ∝ T 3, and below theW/Z
boson masses (∼ 100 GeV) their cross-section is given σ ∼ G 2F 〈E2〉 ∼ G 2FT 2. The
Hubble parameter during the radiation dominated era is related to the temperature by
H ∼ T 2/MPl, and therefore:(
Γ
H
)
neutrinos
∼ G
2
FT
5
T 2/MPl
'
(
T
1 MeV
)3
.
This means that neutrinos can carry information about the state of the Universe up to
Tdec ∼ 1 MeV, or 1010 K. If we repeat the same computation for gravitons, where the
Fermi constant GF is replaced by the Newton constant GN = 1/M
2
Pl, we have:(
Γ
H
)
gravitons
∼
(
T
MPl
)3
,
that is, Tdec ∼MPl ' 1019 GeV. This explains the importance of the study of primordial
GWs as a source of information about the very early Universe and correspondingly high-
energy physics, which cannot be accessed experimentally in any other way.
We can also make some considerations about the characteristic frequencies of the GWs
we can detect today, in relation with the epochs when they have been produced. Of
course the dynamics of the process that produced them matters; anyway, every causal
mechanism that operates at sub-Hubble scales at some time t∗ after inﬂation has to
produce GWs with a characteristic wavelength λ∗ that is smaller than the Hubble length
H(t∗)−1 = H−1∗ at that time [135]: λ∗ = εH−1∗ , where the parameter ε 6 1 contains
the information on the dynamics of the speciﬁc production process under consideration.
Typical values for ε may range from 10−3 to ∼ 1. This characteristic GWs frequency can
be observed today red-shifted at a frequency fc = (a∗/a0)H∗/ε [121, 2.3]. Considering
a dominant contribution from the radiation dominated (RD) era in the evolution of the
Universe [18], for GWs generated when the plasma temperature was T∗, the characteristic
frequency today can thus be written [115]:
fc ' 2.6× 10−5 Hz ε−1
(
T∗
1 GeV
)(
g∗
100
)1/6
,
where g∗ is the number of relativistic degrees of freedom at temperature T∗ [135, eq. (151)];
in the Standard Model, at T ? 300 GeV this takes the constant value g = 106.75. No-
tice that this correspondence only holds for GWs emitted by causal sources, and not for
the GWs spectrum possibly generated by inﬂation, which leads to the ampliﬁcation of
super-horizon tensor modes and gives rise to a spectrum which is almost scale invariant
over a wide frequency range [48].
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The previous equation allow to understand the energy of production, and the correspond-
ing epoch, that can be probed in GW experiments that are able to measure a certain
range of frequencies of the GWs. For example, ground-based interferometric detectors,
such as Virgo and LIGO, operating in the frequency range f ∈ [10, 1000] Hz, can cor-
respondingly probe energy scales up to T∗ . 1010 GeV, which are currently inaccessible
by any other means.
In ﬁgure 1.3 some cosmological mechanisms of production are shown; these are of partic-
ular interest for SGWB searches with ground-based interferometer. We brieﬂy describe
here how these mechanisms arise.
Inﬂation. GWs are produced from the ampliﬁcation vacuum ﬂuctuations at the tran-
sitions between the de Sitter, radiation dominated (RD) and matter dominated (MD)
eras [77, 168, 202]. This is one of the oldest and most studied examples of production
of an SGWB [94]. The condition that the COBE bound [38, 119] is not exceeded puts
a limit on the value of Ωgw at all frequencies, which is far below the experimental sen-
sitivities of next generations detectors and even for LISA. So, while it is one of the best
studied examples, it appears that it is not very promising from the point of view of
detection.
Axion inﬂation model. GWs can also be emitted classically during inﬂation if there are
anisotropic stresses [48]. These stresses can be generated by particles. In a cosmological
model which follows from the low energy action of string theory [27, 158], as the inﬂaton
rolls down its potential, it provides a time-dependent eﬀective mass to ﬁelds coupled to it.
If such a ﬁeld becomes eﬀectively massless during inﬂation, particles of this ﬁeld can be
produced eﬃciently, giving rise to GWs. The frequency spectrum of the corresponding
background has a characteristic lift at high frequencies that gives rise to intensities that
will be close to the sensitivities achievable by the Advanced detectors, as we will see in
ﬁgure 4.5.
Cosmic strings. These are topological defects predicted by several high-energy physics
models, both in ﬁeld theory (grand uniﬁcation, supersymmetry) and in string theory
[204]. They can be left over by a phase-transition occurring either at the end of inﬂation
or during the thermal evolution of the Universe. Once produced, a network of stable
cosmic strings evolves towards a self-similar regime characterized by a continuous energy
loss: when long string segments cross each other and reconnect, they form smaller cosmic
string loops, which oscillate relativistically and decay away by emitting GWs; their
energy density is costantly converted into GWs via the production of loops [48]. An
SGWB produced by cosmic strings is one of the most promising candidate for a detection.
It covers a wide frequency range and has relatively high intensities, about one order of
magnitude lower than the sensitivity attained by LIGO S5, to which the new generation
of detectors will be potentially sensitive to.
Stiﬀ equation of state. From the Friedmann equations, the energy density component
of a cosmological matter scales with the expansion of the Universe as ρ ∝ a−3(1+w)
[32, 121]. Matter described by an equation of state stiﬀer than that for radiation (w >
1/3) is usually referred to as stiﬀ matter, and it may have dominated the cosmic energy
budget at suﬃciently early times, or small values of a. Various authors have considered
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inﬂation models in which the inﬂaton ﬁeld experiences a period of free evolution at the
end of inﬂation characterized by an equation of state with parameter w = 1 [143]. This
mechanism may have produced by vacuum ﬂuctuation an SGWB diﬀerent from that
predicted by standard inﬂation, and characterized by high values for its energy density
at high frequencies, as shown in ﬁgure 1.3.
Pre-Big Bang models. Recently, cosmological models have been proposed involving a
pre-Big Bang accelerated expansion of the Universe, derived from the low-energy eﬀec-
tive action of string theories [135, 143]. Also in this case, the ampliﬁcation of vacuum
ﬂuctuation may give origin to an SGWB at high frequency with energy densities com-
parable with the design sensitivities that we will reach in the near future, as we will
discuss in section 4.1.2.2. Anyway, large uncertainties arise on these models and on the
corresponding production of GWs. The interest for these models mostly come from the
possibility to obtain information on epochs before the Big Bang not accessible by any
other means.
1.1.3.2. Astrophysical
An SGWB of astrophysical origin may be the result of the superposition of a large
number of sources since the beginning of stellar activity [169]. The study of it would
give very interesting information on the state of the Universe at red-shifts z ∼ 2÷5 [135],
inaccessible by means of ordinary electromagnetic observations. In particular, when the
new era of GW astronomy will become reality, the information obtainable from the study
of an astrophysical SGWB will provide a probe of star formation rates, supernova rates,
branching ratios between black hole and neutron star formations, mass distribution of
black holes births, angular momentum distributions and black hole growth mechanisms.
At the same time, however, from the point of view of cosmological backgrounds, the
astrophysical one is in a certain sense a sort of foreground noise, because it may masker
the relic cosmological signal that lies beneath it. Anyway, we can expect that this kind
of background is not isotropic but focused in regions of the sky where the stellar activity
is greater, as for example the center of the Milky Way, the Virgo Cluster or the Great
Attractor [168]. Therefore, as we will show in section 3.3.2.1, isotropic searches for an
SGWB will tend to ﬁlter out any anisotropies and, for this reason, we don't expect that
the eﬀects of a more recent astrophysical background, if not isotropic, may give rise to
signiﬁcant inﬂuences in the study of a cosmological SGWB, which instead is assumed to
be isotropic (refer to the discussion in section 3.3.2.1 for further discussions about these
assumptions).
The phenomena that may contribute to the production of an astrophysical SGWB can
be either short live burst sources, such as core collapses to neutron stars or black
holes, oscillation modes, ﬁnal stage of compact binary mergers, or periodic long live
sources, typically pulsars, the early inspiral phase of compact binaries or captures by
supermassive black holes.[168]. In the simplest cases there is a strong overlap between
signals originating from diﬀerent events. Depending on the kind of sources and on
their population evolution this can be not true and we may expect that their overall
contribution to an SGWB can't be characterized by the usual assumption of gaussianity.
Figure 1.4 represent a summary of the discussions of this section. We recapitulate in
there the most of the sources, both cosmological (continuous lines) and astrophysical
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(depicted with dotted lines), presented before, the current observational upper bounds
(shadowed lines) and the projected sensitivities of space-based missions, as well as of
analysis of Planck data (dashed shadowed lines). What it remains to add to this ﬁgure
are the results on the projected sensitivities that we are going to compute in this work
for the Advanced interferometric detectors.
1.2. Alternative theories of gravity
From the previous description of the production mechanisms of an SGWB, it results
evident that the regimes where these processes took place are quite extreme and far from
the usual scenarios where fundamental interactions are usually investigated. Moreover,
many of the cosmological models that give rise to the background are on their own
originating from theories of gravity diﬀerent than GR, and in particular by those obtained
from low-energy limits of string theories [143, 185]. This lead us to study the detection
of an SGWB that necessarily embodies the possibility of alternative theories of gravity.
1.2.1. Why extending gravity?
One may wonder why to look for alternative theories of gravity, diﬀerent than Einstein's
GR. Indeed, GR has passed many tests, including solar system ones, binary pulsar
ones and cosmological ones [220]. Nonetheless, there exist several motivations that led
theoretical physicists to develop, over the years, a large amount of alternative theories
[39, 45, 68, 111] and study how their predictions may diﬀer from those of GR [215, 216].
First of all, alternative theories of gravity are important in order to test GR itself. For
example, in an hypothesis test, like the one we will describe in section 3.4.1.2, it is
sometimes important to consider the theory we want to test, usually GR, as the null
hypothesis and see if the outcome of a certain experimental test is better supported
by its predictions or by those of an alternative theory, meant indeed as the alternative
hypothesis of the test. In this sense, many theories have been constructed as attempts
to confute (that is, to test) GR from the fundamentals [215, 4].
In recent years, a large importance is ascribed to the so called class of Extended Theories
of Gravity (ETGs), that is those theories based on corrections and enlargements of GR.
These theories naturally emerge in eﬀective actions describing the low energy limit of
models for the uniﬁcation of fundamental interactions, like superstrings, supregravity,
GUTs. They are also introduced to correct some issues with GR, both of cosmological
and astrophysical (Mach's principle, dark energy, coincidence problem, monopole prob-
lem) origin, as well as on its mathematical formulation (Palatini formalism, minimal vs
non-minimal couplings, extra spatial dimensions) [47].
Moreover, they could be a step toward the solution for the gravity quantization problem:
since the eﬀorts in unifying quantum ﬁeld theory with GR have not been fully successful,
it is important to look for other classical theories of gravity to quantize.
1.2.2. Why testing with GWs?
A common feature of all, or at least the most, of the tests that have been made to verify
GR, like Solar System tests and binary-pulsar observations [215, 220], have in common
that they sample the quasi-stationary, quasi-linear weak ﬁeld regime of GR. That is,
they sample the regime of space-time where the gravitational ﬁeld is weak compared to
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the energy-density of the system, the characteristic speeds of gravitating bodies are small
relative to the speed of light, and the gravitational ﬁeld is stationary or quasi-stationary
relative to the characteristic size of the system.
No experiments exist to date that validate Einstein's GR in the highly-dynamical, strong-
ﬁeld region, as for example that characterizing the production of an SGWB. For this
reasons, the detection and study of a stochastic background will provide invaluable
information for testing GR in a wider scenario than the ones are usually explored.
The present thesis work is structured as follows. In Chapter 2 we provide a review
of gravitational waves in alternative theories of gravity, showing how their polarization
modes arise, and, most important, what are their physical eﬀects on test masses, or
interferometric detectors as well.
The main contribution to the thesis is given in Chapter 3, where, after describing the fea-
tures we may expect from an SGWB produced by a generic theory of gravity, we extend
the standard cross-correlation analysis to include also non-standard polarizations, and
therefore the possibility to study alternative theories. We compute then the statistical
estimators needed to investigate the presence of the non-standard polarization modes.
Also, we describe a generalized algorithm that allows to reconstruct the detailed fre-
quency dependence of SGWB spectral density, improving the standard cross-correlation
algorithm, which relies on power-law templates.
In Chapter 4 we make use of this detection algorithm to investigate the presence of a
stochastic background within the LIGO S5 data. Also, by means of the projections on
the strain sensitivities for the Advanced detectors, we discuss what are the prospects for
the near future SGWB searches, comparing their values with the production mechanisms
described in the ﬁrst part of this chapter.
We conclude in Chapter 5 with a brief summary of the motivations that led us to this
work, the main steps followed in the construction of the proposed algorithm, and the
results of the data analysis carried out on currently available LIGO data and on the
projections for the Advanced detectors sensitivities.
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Figure 1.1.: Plot of the current upper limits on the intensity of an SGWB. As we will see,
in Chapter 4 we will reconsider the bound obtained from LIGO S5 run adopting a diﬀerent
approach than that described in [9]. This plot has been generated with [142].
Figure 1.2.: Plans for the sensitivities achievable with the Planck data and from the currently
under planning space-based missions LISA and eLISA [30, 89]. This plot has been generated
with [142].
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Figure 1.3.: Plot of the predicted SGWB energy density according to diﬀerent cosmological
models and their comparison with current upper limits and projected sensitivities for LISA
and eLISA, as well as from the analysis of the Planck data. The former are represented with
shadowed lines because they have been already presented in the previous ﬁgures, and to give
result to the new values. This plot has been generated with [142].
Figure 1.4.: Summarizing plot of all the production mechanisms, including astrophysical ones
(dotted lines), current upper limits and projected sensitivities of space-based missions discussed
in this chapter.
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Most theories of gravity, including Einstein's General Relativity (GR), embody the ideas
of local Lorentz invariance [215, 2.3] (that is, the covariance of the physical laws ex-
pressed in diﬀerent reference frames, particularly in the inertial ones), at least at some
crude level, in the emergent low-energy limit [47, 1.4.1], as well as being based upon
second order diﬀerential equations. Even those theories that are natively higher order in
their ﬁeld equations, such as f(R) theories [33, 58, 68], can be usually reduced to this
order by means of suitable conformal transformations [47, 182]. Then, since the wave
operator (i.e. the d'Alembertian  ≡ 1
c2
∂2t −∇2) is the Lorentz invariant second order
diﬀerential operator, it seems reasonable to suppose that most theories of gravity may
admit wave-like solutions [192, 215].
On the other hand, the propagation of the physical interaction by means of (plane) waves,
at large distance from the source, depending on a retarded time u˜ = t − z/vg only, is
probably the only sound way to preserve the condition of local Lorentz invariance, since
it automatically brings with it the concept of a limiting speed of propagation. Hence,
in this spirit, the existence of wave-like solutions in a generic theory of gravity is, in a
certain sense, one of the desirable features it should have in order to be consistent with
the experimental evidences in favor of LLI [217, 2.1.2] and therefore to be viable.
Despite the simplicity and generality of this statement, the reality of observable GWs,
that is, the existence of physical eﬀects associated with them, was for a long time de-
bated. Noticeable is the case of GR, in its early days, when Eddington [78] in 1922 and
Rosen [170] in 1937 argued against the actual existence of the gravitational radiation.
The heart of the problem was that GR, and the most of the other viable theories of
gravity as well, has a huge local group of invariance, the invariance under arbitrary co-
ordinate transformations (diﬀeomorphisms) [49, 149, 207], and one can easily fall into
the mistake of believing that the eﬀect of GWs can be gauged away, that is, set to
zero by an appropriate coordinate transformation [138, 1]. Also the converse may lead
to confusion and inconsistencies, that is, to attribute physical signiﬁcance to coordi-
nate gauge-dependent quantities, as we will see later, when we will study the detector
response to GWs.
It wasn't until the work of Hermann Bondi and collaborators (see, for example, [37, 163,
201]) in the late 1950s and early 1960s that it was conclusively demonstrated in invariant,
coordinate-free terms that gravitational waves were real, they could carry energy away
from a system and being observed by means of the motion of test masses [215, 10].
Currently, it has been possible to experimentally verify only the ﬁrst part of the previous
statement. The discovery of the Hulse-Taylor binary pulsar PSR B1913+16 in 1974 [212],
awarded the Nobel Prize in Physics in 1993 [106], and other similar systems discovered
later [124, 217], allowed to test the eﬀective existence of the gravitational radiation from
the strong agreement between the predictions of the General Relativistic quadrupole
formula for the energy loss by a binary system and the observed rate of dumping of the
pulsar's orbit (see [66] for a review of the subject).
What concerns us here is the last part of the statement, that is, the direct detection of
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GWs. Extensive eﬀorts have been made in the construction of large, kilometer-size, grav-
itational waves detectors, such as Virgo in Cascina (Italy) [11], the two detectors of LIGO
at Hanford (WA) and Livingston (LA) [8], GEO 600 in Hannover (Germany) [60, 61], and
the proposed Einstein Telescope [167], as well as the proposals of some space missions,
like LISA [30, 89] and eLISA [20]. Due to the extraordinary weakness of the gravita-
tional interaction, any such direct detection is a very challenging issue, complicated by
the extraordinarily small eﬀect the waves would produce on a detector, and, as is well
known, it has never been possible to succeed in it yet.
In this chapter we give a sketchy review of the theoretical framework that stands behind
the deﬁnition and characterization of GWs and their interaction with a detector, paying
particular attention to the extension of the well known results in GR to other generic
theories of gravity. The methods described in this chapter lean heavily on the work of
Maggiore [138], Will [215, 217] and Finn [83, 122].
We begin with the description of the general theory of GWs as solutions to the linearized
ﬁeld equations for the corresponding theory of gravity. This description is usually accom-
plished [49, 103, 138, 210] in terms of space-time metric perturbations, gµν ' ηµν + hµν ,
which are dependent on coordinate gauge choices and therefore they are unphysical and
may lead to the misconceptions described before [78, 170]. Similarly, GW detectors are
thought to make physical measurements, and attempts to describe how they respond to
metric perturbations may lead, as well, to misleading statements [122, I]. Indeed, one
can ﬁnd in literature numerous (and conﬂicting) descriptions of how a GW physically
produces a signal in a detector based on the interpretation of eﬀects that are, in fact,
purely artifacts of a choice of gauge; both the statements GWs `push' the mirrors of an
ideal interferometric detector apart and together [177, Lect. 1] and GWs alternately
redshift and blueshift the light in an interferometer detector [176], as well as many
others [122], are all gauge-dependent and, as it is apparent by appropriate application
of the equivalence principle, unphysical statement. Their fault is to ascribe physical
signiﬁcance to gauge-dependent quantities. While the freedom to choose a gauge may
be exploited to simplify some computations, it is perilous to give physical meaning to
partial or intermediate results of the calculations [122].
Instead, it has long been understood that, in general relativity, gravitational phenomena
are the physical manifestation of space-time curvature, as described by the Riemann
curvature tensor, Rµνρσ. For this reason, waves described as space-time curvature per-
turbations are, in a well-deﬁned sense [107, 163], physically unambiguous quantities. As
a consequence, describing the gravitational wave detector response in terms of the de-
tector's interaction with space-time curvature may be expected to be conceptually more
satisfying and physically more revealing [84].
2.1. Theory of gravitational waves
A consequence of the weakness of the gravitational interaction is that space-time, at
suﬃciently large distances from any strong source of gravity, as for example celestial
bodies or the Big Bang, can be considered ﬂat over a large region; we can choose there a
non accelerating or rotating reference frame where the space-time metric can be described
by that of Minkowski:
gµν = ηµν = diag(1,−1,−1,−1).
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This is also called a (locally) Lorentzian frame, and in there they hold the laws of Special
Relativity, as well as of all the other theories based on it, like the Standard Model of
Electro-Weak interactions [14, 43].
The conventional approach to the study of gravitational waves proceeds with consider-
ing small perturbations about this ﬂat space-time background. Therefore we write the
expansion of the metric:
gµν = ηµν + hµν , |hµν |  1 (2.1)
where hµν is meant as a small deviation from a ﬂat space-time. The previous equa-
tion identiﬁes a family of coordinate systems that are called nearly Minkowskian (or
Lorentzian).
Two problems arise immediately from the previous expansion. The expression gµν =
ηµν +hµν does not describe the addition of two tensors; ηµν and hµν are both rank-(0, 2)
tensors but they are deﬁned on diﬀerent manifolds, as we will see later on in section 2.1.2.
Therefore, (2.1) simply expresses the addition of two sets of components, and it is not
clear that the result is a tensor with any physical meaning, as they were led to think
Eddington and Rosen [78, 192]. Secondly, to study whether GWs generate a physical
curvature, we can't deﬁne them as perturbations over the ﬂat metric ηµν , otherwise
we exclude from the beginning the possibility that GWs curve the background space-
time [138, 1.4.1]. We can get over this complication allowing the background space-time
to be curved and dynamical, and deﬁne hence the GWs to be perturbations over it:
gµν = g¯µν + hµν (2.2)
where the condition of |hµν | to be inﬁnitesimal is now referred to the diagonal elements
of the background metric g¯µν . This is not enough to take us away from troubles as
indeed another problem follows in turn: how do we decide whether part of the metric
is the background and which the ﬂuctuation? Or, to put it in another way, how can
we identify gravitational radiation as a distinct space-time phenomenon respect to what
stands beneath it? In principle we could move some contributions of the former to
the latter, and vice-versa. This problem did not arise in linearized theory where the
background was ﬁxed from the beginning to be that of Minkowski.
The solution to this ambiguity came from the works of Pirani [163, 201] and Isaac-
son [107, 108] who noticed that, if in some reference frame we can separate the metric
into background plus ﬂuctuations on the basis of the fact that there is a clear separation
of scales, either in space (with their wavelength) or in time (with frequencies), then the
distinction of the GWs to the background can be done unambiguously. We will come
back to this topic in section 3.3.2.4 when we will discuss the GWs energy-momentum
tensor.
For the moment, it is suﬃcient to observe that this distinction has eﬀect only when
we consider perturbation to higher order then that linear [138, 1.4], as indeed when
computing the energy-momentum tensor for the GWs, and it can be shown that the ﬂat
space-time linearized approach in (2.1) also takes us to the right answers when we limit
ourselves to this order.
With the criterion provided by Isaacson [107], we can interpret what we really mean with
equation (2.1) as the evidence that, in the physical situation we are interested to, there
exists a (family of) reference frame(s) where equation (2.1) holds, on a suﬃcient large
region of space, depending on the distance scale where we can consider the background
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curvature |R¯µνρσ|−1/2 ∼ LB to be negligible. This, of course, may not be the case when
considering perturbations over cosmological space-times, where the approach by means
of (2.2) is instead necessary [49, 7.1].
The region of validity of the approximation inherent with the linear, ﬂat space-time,
perturbative approach of equation (2.1) will be carefully taken into account when we
will describe the proper detector reference frame in section 2.2.2, the limits of its validity
(see equation (2.50)) and the consequences on the detectability of GWs (section 2.2.3.2).
A more accurate justiﬁcation to the previous statements, and a thorough discussion
about the validity of the linear approximation, can be found in the book [138].
We therefore proceed with the description of some theories of GWs by means of the
linearized approximation (2.1), as it is usually treated in literature [47, 215]. It is also
important to notice, by the way, that from the previous discussion, based on the interpre-
tation that Isaacson ascribed to GWs, we have the starting point for the more rigorous
description to GWs in terms of the Riemann tensor, and the corresponding description
of their interaction with the detector, as we will present in section 2.1.2 and 2.4.
2.1.1. Linearized theory
The standard approach to deal with alternative theories of gravity and to study in a
perturbative way their eﬀects and possible deviation from GR, has been described by
Cliﬀord Will [215, 5.1]. This consists in the following steps:
1. Identify the variables that comprise the theory: (a) dynamical gravitational vari-
ables such as the space-time metric gµν , additional scalar ﬁeld(s) φ, vector ﬁeld
Kµ, or tensor ﬁeld Bµν...; (b) prior-geometrical variables, such as a ﬂat background
metric ηµν , cosmic time function t, and so on; and (c) matter and non-gravitational
ﬁeld variables.
2. Set the cosmological boundary conditions on their values, possibly in such a way to
be in agreement with both the observations and the proposed cosmological models
that may ﬁx the asymptotic values of the gravitational ﬁelds (further discussions
in [215, 13]).
3. Expand the gravitational ﬁelds about these asymptotic values. For the present
purposes, it is suﬃcient to limit to the ﬁrst order in the expansion.
4. Substitute these expansion into the ﬁeld equations of the theory, keeping only such
terms that are necessary to obtain a ﬁnal solution for hµν .
Greater eﬀorts should be spent in the study of further particular issues, such as the
Post-Newtonian limit of such theories [215, 5.1] or the calculation of their GW energy-
momentum tensors [188], which is an important aspect for the present study but, con-
taining several diﬃculties and being entirely model-dependent, we therefore choose to
neglect.
For the purposes of the present discussion, the study of wave-like solutions in vacuum,
we make the further assumption that all the other non-gravitational ﬁelds vanish.
2.1.1.1. Einstein's General Relativity
We begin with the usual study of Einstein's General Relativity (GR), whose treatment
can be found in many textbooks on the subject [126, 149, 161, 207, 210].
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The vacuum, Einstein's ﬁeld equations in GR are given by (see for example [49, eq. (4.45)]):
Rµν = 8piG
(
Tµν − 12gµνT
)
= 0, (2.3)
where T = Tµνgµν is the trace of the matter energy-momentum tensor, which, by deﬁ-
nition, vanishes in vacuum: Tµν = 0. Because gµν is the only gravitational ﬁeld present,
recalling the comments and the caveats discussed at the beginning of section 2.1, we
can choose it to be asymptotically Minkowskian without aﬀecting any other ﬁelds [215,
5.2], and therefore its linear order expansion recovers that of equation (2.1).
We want to ﬁnd the equations of motion obeyed by the metric perturbation hµν , which
can be obtained examining the Einstein's equation to ﬁrst order. We begin with com-
puting the linearized expression of the connection coeﬃcients (or Christoﬀel symbols):
Γρµν =
1
2
gρλ
(
∂µgνλ + ∂νgµλ − ∂λgµν
)
=
1
2
ηρλ
(
∂µhνλ + ∂νhµλ − ∂λhµν
)
+O(h2), (2.4)
where the assumptions of absence of torsion, Γµνρ = Γ
µ
ρν , and metric compatibility,
∇ρgµν ≡ ∂ρgµν − Γλρµgλν − Γλρνgλµ = 0, are implicit [49, 3.2].
Since they are ﬁrst-order quantities in the metric perturbation hµν , the only contribution
to the Riemann tensor will come from their derivatives, while terms of the form Γ2 won't
contribute, for being already of the second order:
Rµνρσ = ηµλ∂ρΓ
λ
νσ − ηµλ∂σΓλνρ +O(h2)
=
1
2
(
∂ρ∂νhµσ + ∂ρ∂µhνσ − (ρ↔ σ)
)
+O(h2). (2.5)
The Ricci tensor comes from contracting over ρ and σ, by means of the Minkowski metric
ηρσ, giving:
Rµν =
1
2
(
∂σ∂µh
σ
ν + ∂σ∂νh
σ
µ − ∂µ∂νh−hµν
)
= 0. (2.6)
In the previous expression we have deﬁned the trace of the metric perturbation as h ≡
ηµνhµν = h
µ
µ, and the d'Alembertian diﬀerential operator as that from ﬂat space-time:
 = ∂µ∂µ = 1c2
∂2
∂t2
−∇2.
It will be useful to proceed further, calculating from now the Ricci scalar contracting
the previous expression with ηµν :
R ≡ Rµνηµν = ∂µ∂νhµν −h. (2.7)
A gauge change, characterized by the vector ﬁeld ξµ,
xµ → x′µ ≡ xµ + ξµ(x), (2.8)
transforms the metric perturbation hµν as [158, 2.2]:
hµν(x) → h′µν(x′) ≡ g′µν(x′)− ηµν
= hµν(x) +
(
∂xρ
∂x′µ
∂xσ
∂x′ν
− δρµδσν
)
gρσ(x)
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= hµν(x)−
(
∂µξν + ∂νξµ
)
+O((∂ξ)2), (2.9)
where in the second line we substituted to the ﬂat space-time metric ηµν its expression
in terms of hµν and gµν . From the previous equation, it is immediate to verify that
the linearized Riemann tensor (2.5) is invariant under the eﬀect of a gauge transforma-
tion (2.8), and also that:
∂µh
µ
ν − 12∂νh→ ∂µhµν − 12∂νh− ∂µ
(
∂νξµ + ∂µξν
)
+ ∂µ∂νξ
µ = ∂µh
µ
ν − 12∂νh−ξν .
Since the d'Alembertian operator is invertible, we can always solve the inhomogeneous
wave equation ξν = ∂µhµν − 12∂νh, for suitable input functions. Then, it is possible to
choose the gauge parameter ξµ such that the right-hand side of the previous equation
vanishes, and therefore rewrite (2.7) in a gauge where:
∂µh
µ
ν − 12∂νh = 0. (2.10)
If we compute the derivative ∂ρ of the previous equation and we symmetrize respect to
ν and ρ, substituting the result
∂ρ∂µh
µ
ν + ∂µ∂νh
µ
ρ − ∂ρ∂νh = 0
in equation (2.6), after renaming in a suitable way all the dummy indices, we have:
hµν = 0. (2.11)
This is the wave equation of GR for the propagation of GWs in vacuum, over a ﬂat
space-time. The ﬂat space-time d'Alembertian operator,
 ≡ ∂µ∂µ = 1
c2
∂2
∂t2
−∇2
implies that GWs travel at the speed of light. The most general solutions to (2.11) are
given by the summation of plane waves, that is [138, eq. (1.42)]:
hµν(x) =
ˆ
d3k
(2pi)3
h˜µν(k)e
−ikρxρ + c.c. (2.12)
where kµ =
(
2pif/c, 2pifΩˆ/c
)
is the wave four-vector, and Ωˆ is the unit (three-dimensional)
vector that identiﬁes the direction of propagation of the wave. We can rewrite the dif-
ferential of the wave vector as:
d3k = (2pi/c)3f2df d2Ωˆ,
where d2Ωˆ ≡ d cos θ dφ, and then rewrite (2.12) as:
hµν(t,x) =
1
c3
ˆ ∞
0
df
ˆ
S2
d2Ωˆ f2h˜µν
(
f, Ωˆ
)
e−2pii f(t−Ωˆ·x/c) + c.c. (2.13)
The factors 1/c3 and f2 can be reabsorbed in the deﬁnition of the amplitudes h˜µν
(
f, Ωˆ
)
.
Notice that only physical frequencies, i.e. f > 0, enter in the previous equation; we
can rewrite it in a more compact form, extending the deﬁnition of h˜µν
(
f, Ωˆ
)
to negative
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frequencies by deﬁning:
h˜µν
(− f, Ωˆ) ≡ h˜ ∗µν(f, Ωˆ),
and then rewriting (2.13) as:
hµν(t,x) =
ˆ +∞
−∞
df
ˆ
S2
d2Ωˆ h˜µν
(
f, Ωˆ
)
e−2pii f(t−Ωˆ·x/c). (2.14)
The question that usually arises at this point of the discussion is: what is the eﬀective
number of `physical', propagating degrees of freedom predicted by GR?. The answer is
well known from standard textbooks [103, 149, 207, 210], and can be obtained exploiting
the gauge freedom described by (2.8), in terms of further conditions on the parameter
ξµ in such a way not to spoil the annulment of its d'Alembertian (2.10), reducing the 10
original degrees of freedom of the 4×4 symmetric tensor hµν to two eﬀective [49, 138, 149].
In practice, this consists in ﬁxing the gauge, breaking therefore the local invariance of
the theory, in order to get rid of spurious degrees of freedom and expose the actual
physical content of the theory [138]. This can be accomplished, for example, with the
usual Transverse Traceless, TT, gauge where the two eﬀective degrees of freedom are
represented by the plus and cross polarization modes, in the tranverse plane to the
propagation direction of the wave.
We won't follow this approach here, but we will consider its generalization in the case
of scalar-tensor theories in Appendix A; we also refer to section 2.3.2.1 for the discus-
sion of the eﬀective GWs degrees of freedom in GR within the more comprehensive
framework provided by the Eardley's E(2) classiﬁcation [76], where we will relate the ef-
fective degrees of freedom of the GWs predicted by a generic theory to the non-vanishing
components of the Riemann tensor as seen by a particular class of observer (detector
reference frame, Fermi normal coordinate).
2.1.1.2. Scalar-tensor theories
We can choose locally quasi-Lorentzian coordinates in which gµν is Minkowskian and φ
takes the value φ0, which may be determined by the distribution of matter at cosmo-
logical distances, and so will presumably varies on a Hubble timescale as the Universe
evolves [206]. The linearized approximation here is therefore [192]:
gµν = ηµν + hµν (2.15a)
and
φ = φ0 + ϕ (2.15b)
where |ϕ|  φ0. Under a gauge change, we get an expression similar to (2.9) for hµν
and:
φ→ φ− 2∂µξµ
∣∣
φ=φ0
. (2.16)
Though not strictly constant, we can consider φ0 so for our purposes [215, 5.3], and
then φ becomes gauge invariant to leading order.1 The linearized ﬁeld equations for
1A ﬂat background is antithetical to the original inspiration for Brans-Dicke theory as the implemen-
tation of Mach's principle in gravity [31, 39, 206]. However, the pair (ηµν , φ0), where φ0 is also a
constant, is now regarded as a legitimate solution of the ﬁeld equations of scalar-tensor gravity [47,
5.4.1].
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scalar-tensor theories will be obtained in (A.8) and (A.9). In vacuum they reduces to:
1
2
(
∂σ∂µh
σ
ν + ∂σ∂νh
σ
µ − ∂µ∂νh−hµν
)
− 1
2
ηµν
(
∂ρ∂σh
ρσ −h) =
Rµν − 1
2
ηµνR =
1
φ0
(
∂µ∂νϕ− ηµνϕ
)
, (2.17a)
and
ϕ = 0. (2.17b)
Therefore, we can make a gauge choice similar to (2.10):
∂µh
µ
ν − 12∂νh+ φ−10 ∂νϕ = 0, (2.18)
which, substituted in (2.17b), yields:
hµν = 0.
Therefore, GWs are null in scalar-tensor theories of gravity (assuming massless ﬁelds,
where we neglect the potential term V (φ) in the action; see the discussion in Appendix A)
and they have the form of equation (2.14) in addition to an analogous equation for the
scalar ﬁeld perturbation solution to (2.17b):
ϕ =
ˆ +∞
−∞
df
ˆ
S2
d2Ωˆ ϕ˜
(
f, Ωˆ
)
e−2pii f(t−Ωˆ·x/c). (2.19)
As in the case of GR, one then may ask what are the actual, propagating degrees of
freedom carried by such waves. Observing both the wave-like expression for the metric
and scalar ﬁeld perturbations, and the gauge choice similar to that in (2.10), one might
be led to think that GWs in scalar-tensor theories contain three eﬀective degrees of
freedom, two within the metric perturbation, exactly as in GR, plus one further mode
represented by the additional scalar ﬁeld. Indeed, this will turn out to be the right guess,
as it will be formally proven in Appendix A.1.2.1. We refer to section 2.3.2.2 for the
discussion about what are the physical polarization modes of these waves according to
the E(2) classiﬁcation scheme.
2.1.1.3. More general scalar-tensor theories and f(R) theories
In the previous section we obtained that, in the absence of a further potential term
V (φ) in the action (A.3), the linearized gravity wave solutions (2.19) for the scalar ﬁeld
perturbation ϕ are mass-less and propagate at the speed of light.
If a potential term V (φ) is reintroduced in the action (A.3), the ﬂat Minkowski asymp-
totic space-time solution
(
ηµν , φ0
)
is no more valid except when it holds the condition [47,
5.4.1]:
φ0
dV
dφ
∣∣∣
φ=φ0
− 2V (φ0) = 0.
In this case the linearized ﬁeld equation for ϕ (2.17b) becomes:
ϕ = −V
′
0 − φ0V ′′0
2ω0 + 3
, (2.20)
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where V ′0 and V ′′0 are the asymptotic, i.e. φ→ φ0, values of the ﬁrst and second deriva-
tives of the potential term with respect to the ﬁeld φ, and ω0 = ω(φ0) is the asymptotic
value of an arbitrary function of the scalar ﬁeld that enters in the action in the Jordan
frame (A.3); compare the previous ﬁeld equation for ϕ with that found in (A.9).
Notice that the contribution of V (φ) to the linearized ﬁeld equation for ϕ vanishes if:
V (φ) =
1
2
m2φ2.
In all the other cases, the plane wave solutions to equation (2.20) satisfy the condition
on their wave four-vector kµ = (ω,k):
ηµνk
µkν = −V
′
0 − φ0V ′′0
2ω0 + 3
,
which implies that the scalar ﬁeld perturbation ϕ acquires a mass,mgc
2 = ~
(
−V ′0−φ0V ′′02ω0+3
)1/2
,
and satisﬁes the dispersion relation:
ω(k) =
√
|k|2 − V
′
0 − φ0V ′′0
2ω0 + 3
,
The (phase) velocity of these waves is:
vg(ω) =
ω
|k| =
(
1 +
1
ω2
V ′0 − φ0V ′′0
2ω0 + 3
)−1/2
.
Notice that, in order to have time-like (or quasi-null) waves and to preserve causality,
the condition
V ′0−φ0V ′′0
2ω0+3
< 0 is necessary.
If ~ω  mgc2, we can expand:
vg ≈ 1− 1
2
m 2g c
4
~2ω2
= 1− 1
2
1
ω2
V ′0 − φ0V ′′0
2ω0 + 3
.
Model dependent bounds2 for the graviton mass mg are obtained in weak ﬁeld regimes
from solar-system experiments, 4.4 × 10−22 eV/c2 [195, 216], and galaxy and clusters
observations, 2.0 × 10−29 eV/c2 [97], while the best current limit in a dynamical and
relativistic regime is provided by observations of binary pulsars, 7.6× 10−20 eV/c2 [85].
These correspond to bounds on the Compton wavelength, λg = h/mgc, of massive GWs
of 1012 ÷ 1019 km.
Related with the present discussion of GWs from scalar-tensor theories, there is that of
generic higher order f(R) gravitational theories. A formal discussion of their linearized,
weak-ﬁeld solutions goes beyond the purposes of the present work. We refer to [47, 5],
and the references therein, for a comprehensive discussion, and we limit ourselves to
quote here the most important results.
In the case of generic f(R) theories, the Einstein-Hilbert action is generalized by adding
2Refer to the corresponding section in [217, 6.4] for more details.
19
2. Gravity waves from alternative theories
curvature invariant diﬀerent from the Ricci scalar:
S =
ˆ
d4x
√−gf(R,P,Q),
where P and Q are terms obtained by contracting the Ricci tensor and the Riemann
tensor, respectively:
P ≡ RµνRµν , Q ≡ RµνρσRµνρσ.
In addition to the usual metric gµν , we can deﬁne an additional scalar ﬁeld constructed
with the previous curvature invariants [47, eq. (5.202)]:
Φ ≡ ∂f
∂R
+
2
3
(
∂f
∂P
+
∂f
∂Q
)
R.
We can then study these ﬁeld in the linearized approximation about the ﬂat, Minkowski
asymptotic space-time solution
gµν = ηµν + hµν ,
Φ = Φ0 + Φ.
These conditions are analogous to (2.15), thought the linearized ﬁeld equations for hµν
and Φ are now considerably more complex. Their solutions can be still expressed in
terms of GWs; for the metric perturbation, it turns out that its wave equation depends
on a mass term of the form:
m2spin 2 = −
∂f
∂R
∣∣
0
∂f
∂P
∣∣
0
+ 4 ∂f∂Q
∣∣
0
,
while that for the scalar ﬁeld perturbation is:
m2scalar ≡
∂f
∂R
∣∣
0
3 ∂
2f
∂R2
∣∣
0
+ 2
(
∂f
∂P
∣∣
0
+ ∂f∂Q
∣∣
0
) .
Therefore, we have that when m2spin 2 = 0 the GW solutions correspond to a massless
spin two ﬁeld, with two independent polarizations, plus a scalar mode, as in the case of
scalar-tensor theories of section 2.1.1.2; if m2spin 2 6= 0, we have a massive spin two ghost
mode and there are ﬁve independent polarization tensors plus a scalar mode [45, 47].
These additional polarization modes will be classiﬁed by means of the E(2) scheme that
we are going to discuss in section 2.3.1, and their polarizations expressed in terms of the
linear polarization tensors (2.74).
2.1.1.4. Vector-tensor theories
The linearized approximation of vector-tensor theories sets, in analogy with the previous
examples, the ﬁeld perturbations about the asymptotic, cosmological solutions to be:
gµν = ηµν + hµν ,
Kµ = Kδµ0 + k
µ,
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where kµ is a ﬁxed time-like vector.
As it might be expected, from the complicated form of the original ﬁeld equations, the
linearized vacuum ﬁeld equations in these theories are vastly more complicated than
those discussed before, and it wouldn't be particularly enlightening to reproduce them
here [192]. Therefore, without explicitly calculating their wave-like solutions, we refer
to [215, 5.4] for further insight into their study, and to section 2.3.2.3 for the discussion
of their polarization modes in terms of the non-vanishing components of the Riemann
tensor predicted by their vacuum linearized ﬁeld equations.
2.1.2. Rigorous approach to Linearized theory
We proceed here with a more formal approach to GWs as curvature perturbations in a
gauge-invariant way. This appears to be the best way to analyze the properties of GWs
in a mathematically rigorous way [133, 192], and it will lead us to describe in section 2.4
the detector response in a physical, gauge-invariant way [122]. The price to pay for this
more formal and abstract formalism, other than a general increment in the complexity of
the mathematics, is the loss of intuitive intermediate results to interpret, as for example,
the eﬀects on test masses from the passage of a GW as seen by a local inertial observer,
which will be the subject of section 2.2.
The following discussion of gauge-invariant perturbations of space-time is based on the
work of Stewart [190, 191], who seems to be the ﬁrst to originally develop this approach,
and on more recent papers such as [40, 42, 122, 192] and [49, 7.1]. For the diﬀerential
geometry background we refer to the corresponding sections in standard GR textbooks
like [49, 2] and [207, 3].
As regards to the notation, it is convenient, for this section, to follow the convention
of [122, B.1] and adopt a mathematically inspired index-free notation [149, 9.5]. For
example, we will refer to a generic tensor simply as T , and in particular to the metric
tensor as g, and the Riemann tensor as R. This choice is motivated by the formal desire
of not relying on any choice of basis components, and, on the practical side, with this
notation the equations will look more clear when we will introduce further perturbation
indices.
2.1.2.1. Gauge-invariant perturbation theory of space-times
Space-time can be described, at least in metric theories of gravity, as a 4-dimensional
Lorentzian manifold (M, g), that is, a topological space that resembles the Euclidean
one near each point, equipped with a continuous and non-degenerate metric, g, whose
signature is, for our convention, of the type (+,−,−,−) at every point [49, 2.5].
The gauge-invariant approach to space-time perturbations starts with deﬁning a 1-
parameter family of space-time manifolds and metrics, (M, g)ε, smoothly depending on a
dimensionless real parameter ε. We refer to the ε = 0 manifold and metric (M0, g0) as the
background, unperturbed space-time, while (M, g)ε 6=0 are the physical, perturbed space-
times.3 These can be thought of as a set of hypersurfaces embedded in a 5-dimensional
manifold N .
To compare tensor ﬁelds on the perturbed and unperturbed manifolds, we need to deﬁne
a point identiﬁcation map [192, 4.2], that is, a diﬀeomorphism that makes to identify
3In analogy with the notation adopted in [40, 122], we omit for the clarity of notation, the label 0, or
equivalently any overbar signs like in (2.2), on tensor ﬁelds deﬁned on the background space-time.
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when a point onM0 is the same as a point on some otherMε. This corresponds to intro-
duce some coordinates on each of the Mε. There is no unambiguous way to accomplish
this identiﬁcation, and indeed this will constitute a gauge freedom in the theory. We
therefore introduce an arbitrary map φε : M0 → Mε, which associates to p ∈ M0 the
equivalent point φε(p) on Mε. We will come back soon on the gauge freedom associated
with this choice.
Since we would like to construct our linearized theory as one taking place on the back-
ground space-time, we are interested in the pull-back of physical quantities, that is, the
tensors Tε deﬁned on Mε, such as the metric gε, from the physical, perturbed manifold
Mε to M0. We deﬁne then: φ
∗
ε : Mε → M0, gε 7→ φ∗ε(gε). This map, together with φε,
allows to move tensors back and forth between the background and the physical space-
time, M0 and Mε. These are thus the same, as manifolds, since they are diﬀeomorphic,
but we can imagine that they possess some diﬀerent tensor ﬁelds; for example, if we take
M0 to be the ﬂat space-time, we have in there the ﬂat Minkowski metric η, while on
Mε we have some metric gε that obeys Einstein's equation, or the corresponding ﬁeld
equations of a generic theory of gravity.
By means of the family parameter ε, we can write the corresponding Taylor expansion
of the pull-back of any tensor ﬁeld Tε in Mε as:
φ∗εTε = T +
∑
k
εk
k!
∆kφT, where ∆
k
φT ≡
dk φ∗εTε
dεk
∣∣∣∣
ε=0
, (2.21)
which, by deﬁnition, is a tensor ﬁeld onM0. We identify ∆
k
φT as the O(εk) perturbation
of Tε. For example, we can deﬁne the metric perturbation as the diﬀerence between the
pulled-back physical metric and the background one:
h ≡ φ∗εgε − g =
∑
k
εk
k!
∆kφg. (2.22)
This tensor ﬁeld is deﬁned on the background space-time and, from this deﬁnition, there
is no reason for the components of h to be small. Anyway, for the physical applications
we are going to consider, we are particularly interested in the perturbation expansion
of the metric and the Riemann tensor (and its contractions) when the parameter ε is
small:
φ∗εgε = g + εh
(1) +O(ε2) (2.23a)
φ∗εRε = R+ εR
(1) +O(ε2) (2.23b)
where we introduced the shorthand notations:
h(1) ≡ ∆1φh, and R(1) ≡ ∆1φR.
In particular, equation (2.23a) is analogous to (2.2), where the weakness condition of the
perturbation is expressed by the request of the expansion/space-time family parameter ε
to be small. Moreover, if we assume a ﬂat background space-time, g = η, equation (2.23a)
becomes:
φ∗εgε = η + εh
(1) +O(ε2),
which corresponds to (2.1), and the fact that gε obeys Einstein's equation, or the cor-
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responding alternative theory ﬁeld equations, on the physical space-time means that h
will obey the linearized ﬁeld equations on the background space-time.
As remarked upon earlier, the choice of the map φε and the pull-back φ
∗
ε is not unique,
and this corresponds, in this language, to the issue of the coordinate gauge invariance.
Physical quantities do not depend on coordinate choices; correspondingly, a tensor ﬁeld
T is physical only if it is measurable with a value independent of the choice of coordinates
used to measure it [49, 122].
We can express the gauge freedom by introducing a vector ﬁeld ξµ(p) on the background
space-time, which generates a one-parameter family of coordinate gauge transformations
(diﬀeomorphisms):
ψt : M0 →M0, ψ∗t xµ(p) = xµ
(
ψt(p)
)
, (2.24)
where
ψ∗0x
µ = xµ, and
d
(
ψ∗t xµ
)
dt
∣∣∣∣
t=0
= ξµ.
In practice, the diﬀeomorphisms ψt provide a diﬀerent representation of the same phys-
ical situation, while maintaining the requirement that the perturbation be small. In
particular, we can consider a diﬀerent choice of coordinate for the metric perturba-
tion (2.22) over a ﬂat background space-time as:
ht = ψ
∗
t
(
φ∗εg
)− η
= ψ∗t
(
η + h
)− η = ψ∗t η + ψ∗t h− η,
where we used the linearity property of the pull-backs [49, 7.1]. Now we can consider a
diﬀeomorphism whose parameter t is small. In this case ψ∗t h will equal h to the lowest
order, while to the ﬁrst order the previous equation becomes:
ht = ψ
∗
t h+ t
(
ψ∗t η − η
t
)
+O(t2)
≡ h+ tLξη, (2.25)
where we introduced the Lie derivative of a tensor along the vector ﬁeld ξµ [49, Appendix
B]:
LξT = lim
t→0
(
ψ∗t T − T
t
)
.
Equation (2.25) represents the change of the metric perturbation under an inﬁnitesimal
diﬀeomorphism along the vector ﬁeld ξµ; this is the same as the gauge transformation
described in (2.8), and indeed it can be shown that the Lie derivative of the metric
along this vector ﬁeld is Lξgµν = 2t∇(µξν) [49, eq. (B.21)], which reduces in the context
of a ﬂat background (∇µ → ∂µ) to h(t)µν = hµν + 2t(∂µξν + ∂νξµ), as we already know
from (2.9).4
Going back to the issue of the gauge invariance, a tensor ﬁeld T is physical if and only
4The diﬀerence in sign respect to (2.9) comes from the fact that the new metric ψ∗t g is pulled back
from a small distance forward, t, along the integral curves tξµ, which is equivalent to replacing the
coordinates by those a small distance backward along these curves: xµ → xµ − tξµ, instead of (2.8).
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if it is left unchanged by the diﬀeomorphism (2.24), that is:
ψ∗t T − T = 0.
Extending the expansion of equation (2.25), it can be shown that the transformation of
a tensor T under a generic diﬀeomorphism ψ∗t can be described by the Taylor expan-
sion [42]:
ψ∗t T =
∞∑
k=0
tk
k!
LkξT, (2.26)
from which we conclude that a tensor ﬁeld T is physical if and only if its Lie derivatives
LkξT vanish for every ξµ.
2.1.2.2. GWs as gauge-independent Riemann tensor perturbations
After having explained the mathematical content of the gauge-invariant approach to
space-time perturbations, we make use of the criterion proposed by Isaacson [107, 108]
to characterize the GWs in a gauge-independent, small curvature and small amplitude,
perturbative way. In particular, from this procedure we want to show that GWs can be
deﬁned as physical, ﬁrst-order perturbation to the Riemann tensor, propagating on the
background described by the unperturbed space-time.
Then, according to the guideline of the Isaacson's criterion, let us assume to characterize
a background space-time with a curvature O(LB), and a small O(ε) amplitude GW
perturbation with a curvature radius O(ω−1), where ω−1 = λ¯ is the characteristic GWs
wavelength.
From (2.23) we have the pull-back of the Riemann tensor from the physical space-time
to the background:
φ∗εRε = R+ εR
(1) +O(ε2) (2.27a)
where:
R ∼ L−2B , and R(1) ∼ ω2. (2.27b)
The contributions to R(1) involve the perturbation of the metric and its derivatives. The
description of how any two covariant derivative operators diﬀer, say the background and
the perturbed ones, is completely characterized by what that Wald calls the connection
tensor C [207, 3.1]: ∇µων−∇′µων = Cρµνωρ.5 When we consider the background space-
time to be the ﬂat one, the covariant derivative ∇ becomes the usual partial derivative
operator ∂, and indeed the Wald's connection tensor C turns into the usual Γ. We can
write:
φ∗εCε − C = ∆1εC +O(ε2) ≡ εC(1) +O(ε2),
which scales with L and ω as:
C ∼ L−1B , and ∂C ∼ L−2B ,
C(1) ∼ ω−1, and ∂C(1) ∼ ω−2.
Following the procedure discussed by Isaacson, we deﬁne the relative orders of magni-
5This is actually related with the diﬀerence of two usual connections Γ and Γ′, Cµνρ = Γ
µ
νρ−Γ′µνρ, and
it is an actual tensor as in the deﬁnition ∇µων − ∇′µων =
(
Γρµν − Γ′ρµν
)
ωρ = C
ρ
µνωρ no coordinate
choice is implicit. See the discussion in [49, 3.2] for further details.
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tudes of the characteristic quantities of the perturbation and the background; we suppose
the perturbation wavelength, ω−1, to be much smaller than the background curvature
scale, LB, and we deﬁne the relative smallness parameter δ ≡ (ωLB)−1  1. From (2.27)
we can see that the ratio between the magnitudes of R(1) and R is then δ−2  1.
We now face the issue of the gauge-invariance, and the demonstration that these per-
turbations are physical, according to the criteria described at the end of the previous
section. Let us consider an inﬁnitesimal, order ε 1, coordinate gauge transformation
generated by the vector ﬁeld εξµ.6 The diﬀerence between the perturbed Riemann cur-
vature R(1) in the old and the new gauge is given, to order ε, by the Lie derivative of
R(1) with respect to εξµ, as we can see from the full expression (2.26):
ψ∗R(1) −R(1) = ψ∗R−R+O(ε) = LξR+O(ε)
= ∇λRµνρσξλ +∇µRλνρσξλ +∇νRµλρσξλ
+∇ρRµνλσξλ +∇σRµνρλξλ +O(ε), (2.28)
where, in reintroducing the index notation, we made use of the deﬁnition [207, eq. C.2.14]
for the Lie derivative of the Riemann tensor.
The generator of the previous gauge transformation, ξµ, is independent of ε and δ, that
is, ξ ∼ O(1) and ∂ξ ∼ O(1). Since the background covariant derivative ∇ ∼ O(L−1B ),
the gauge terms in (2.28) are O(L−3B ), which corresponds to O(L−1B δ2) relative to R(1)
(∼ O(ω2)). Therefore, we conclude that as long as δ ≡ (ωLB)−1  1 the ﬁrst-order
perturbation to the Riemann R
(1)
µνρσ, and, similarly, the Ricci tensor R
(1)
µν and Ricci scalar
R(1), is gauge independent.7
This concludes the demonstration that the perturbations on the Riemann tensor are
gauge independent quantities to leading orders, and therefore they are worth for de-
scribing physical phenomena. It remains to identify that these perturbations are indeed
waves propagating in vacuum in the background space-time. Therefore, we have to show
that the Riemann tensor satisfy a wave-equation in vacuum.
2.1.2.3. Wave-like solutions for the Riemann tensor in vacuum
This issue has not a simple solution because, at some point in the discussion, we have
necessary to face the particular ﬁeld equations of the theory of gravity that we are con-
sidering. These equations might be complicated, and in general a model independent
discussion of vacuum solutions in terms of the Riemann tensor is not possible. Anyway,
from section 2.1.1 we already know that many theories of gravity admit wave-like so-
lutions, and also the corresponding Riemann tensors should reproduce such behavior.
Moreover, from the discussion at the beginning of this chapter, in a certain sense, we do
expect wave-like solutions for viable theories of gravity in order to satisfy the condition
of local Lorentz invariance [217, 2.1.2].
We may attempt two approaches to try to overcome this diﬃculty. One is to perform
the calculations in GR and later discuss under which conditions the possible contribu-
tions from alternative theories of gravity don't alter the results. The other option is
to assume from the beginning wave-like solutions in terms of the metric perturbation,
and then deduce the corresponding wave-equation for the Riemann tensor without any
6Here we reintroduced a coordinate index on ξ to stress that while ε is just a real parameter ξµ is a
vector instead.
7The same result can be found in an explicit form in [49, eq. (7.15)].
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further assumption on the ﬁeld equations of the considered theory of gravity.8 These
two alternatives seems to be reasonable and incomplete at the same time, so we decide
to proceed with the discussion of both of them.
We start with the ﬁrst approach, which is more enlightening and indeed is that followed
by Koop an Finn [122], though they didn't consider the possibility of alternative theories
of gravity. From diﬀerential geometry, we know that the Riemann tensor satisﬁes the
Bianchi identity [49, eq. (3.139-140)]:
3∇[λRρσ]µν = ∇λRρσµν +∇ρRσλµν +∇σRλρµν = 0. (2.29)
Contracting this identity with the covariant derivative ∇λ we obtain another identity:
∇λ∇λRρσµν +∇ρ∇λRσλµν +∇σ∇λRλρµν + Sρσµν = 0, (2.30)
where Sρσµν is a homogeneous quadratic form in the Riemann tensor [53, VIII.12.9]:
Sρσµν ≡
(
R ασ Rαρµν +R
β α
σρ Rβαµν +
[
Rβ ασµ Rβσαν − (µ↔ ν)
])− (ρ↔ σ). (2.31)
Returning to the Bianchi identity, if we contract (2.29) with gµλ it yields the further
identity:
∇λR λρσ ν +∇ρR λσλ ν +∇σR λλρ ν = 0,
and therefore, using the symmetry propriety Rρσµν = Rµνρσ and introducing the Ricci
tensor Rµν , this reduces to:
∇βRβρµν +∇νRµρ −∇µRνρ = 0. (2.32)
To proceed further, we eventually need to face the problem of the vacuum ﬁeld equations
in generic theories of gravity, and make some consideration and approximation on their
predictions. From (2.3) we know that in GR:
Rµν = ρµν ,
where ρµν = 8piG
(
Tµν− 12gµνT
)
is a tensor that represents the energy-momentum tensor
of the matter ﬁelds and that vanishes in vacuum:
Rµν = 0.
We would like to recover similar equations when we consider alternative theories of
gravity:
Rµν ' 0. (2.33)
This implies that the additional gravitational ﬁelds, at these leading orders of the space-
times perturbations, don't contribute in vacuum to generate the space-time curvature
associated with the metric; that is, the metric gµν is approximately decoupled, to these
orders, to the additional gravitational ﬁelds φ, Kµ, etc.. This can be thought as a
condition on the relative strength between the leading order metric perturbation h(1) in
equation (2.23a) and the corresponding perturbations ϕ(1), K(1), etc.. We can neglect
8In reality, this approach makes implicitly the assumption that the ﬁeld equations of the alternative
theories may admit wave-like solutions for the metric perturbation tensor.
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the latter if in the perturbative expansion the characteristic intensities of these quantities
are such that |h(1)|  |ϕ(1)|, |K(1)|, and so on. Also the form of the ﬁeld equations
matters for the study of the hierarchy of the gravitational ﬁelds perturbations, but
this issue is completely dependent upon the model of the particular theory that we
are considering, though we can think that many of these equations are second order
diﬀerential equations.
In Appendix A.1.2.2, we will consider scalar tensor-theories of gravity with small de-
viations from GR. We will parametrize the orders of their perturbations about GR in
terms of the small parameter α0 characterizing the theory; refer to equation (A.4b) for
its deﬁnition. As we will see, this family of scalar-tensor theories, considered as small
deviations from GR and with a continuous limit to it, are described by ﬁeld equations
that are the same of GR within O(α 20 ). In this case, the vacuum ﬁeld equation (2.33)
can be rewritten as: Rµν = 0 +O(α 20 ).
So, let us make the qualitative assumption (valid only for the purposes of this section)
that the ﬁeld equations in vacuum don't diﬀer considerably from that of GR (2.33), or
to put it in another way, alternative theories makes diﬀerence only when considering
extreme, as opposite to vacuum, regimes, which is in a certain sense one of the main
reasons to introduce and study them [47, 1.1].
In this case, the previous diﬀerential geometry identities (2.30) and (2.32) imply [54, 122]:
∇α∇αRµνρσ + Sµνρσ = Jµνρσ,
where the tensor Jµνρσ depends on the sources and is zero in vacuum:
Jµνρσ = ∇ν
(∇σρρµ −∇ρρσµ)− (µ↔ ν).
What concerns us here is the vacuum wave-equation for Rµνρσ, that is:
Rµνρσ + Sµνρσ = 0,
where now the d'Alembertian operator is thought as the one from curved space-time:
 ≡ ∇α∇α.
We now have to focus on the orders of the perturbations in the previous equation.
Recalling that we are considering the O(ε) perturbations, we have that:
R(1)µνρσ ∼ O(ω4), and S(1)µνρσ ∼ O
(
ω4δ2
)
.
Thus, for δ2  1 the perturbation R(1)µνρσ satisﬁes the vacuum wave equation on the
background. In fact, an accurate observation of the expansion terms in equations (2.30)
and (2.31) suggests an additional requirement on the relative sizes of ε and δ; the O(ε)
perturbation leads to a contribution R(2) ∼ ω−2(R(1))2 ∼ ω2. To be comfortable working
to ﬁrst order in perturbation theory we would like the corresponding O(ε2ω2) contri-
bution to the total curvature to be not more than the O(L−2B ) background curvature
itself [122]. Correspondingly, we also require the relative perturbation order condition
ε . δ ≡ (ωLB)−1.
It can be also useful to exploit the other approach for obtaining wave-like solution for
R(1). Assuming that most viable theories of gravity admit wavelike solutions of the
form hµν = 0 (recall the discussion at the beginning of this chapter and the exam-
ples discussed in section 2.1.1), we can readily deduce, evaluating the d'Alembertian
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of equation (2.5) (which commutes with partial derivatives [138, 1.2]), that also (the
perturbation to) the Riemann tensor can be described in vacuum by:
R(1)µνρσ = 0. (2.34)
Notice that, in general, some theories predict GWs speeds, vg, diﬀerent from that of
light, c. It can happen, for example, when gravity is coupled to a distinguished frame
which can be postulated as a non-dynamical background, as for example in Rosen's
bimetric theory [171], or be deﬁned by a dynamical tensor ﬁeld, as in Einstein-æther
theory [111], where the physically consistent velocities of diﬀerent polarization modes
span two-dimensional manifold [35, 215, 217]. Another possibility arises in theories
with nonzero mass of gravitons in their spectra [29, 46, 97]. In these cases, the metric
perturbation hµν doesn't obey the equation given by the d'Alembertian operator in the
Minkowski space-time,  = ∂µ∂µ, but analogous relations where the speed of light is
substituted by the actual speed of the GWs (which, in general, may depend on the
frequency/energy of the wave [217, eq. (99)]):
vg ≡
1
v 2g
∂2
∂t2
−∇2.
Then, equation (2.34) should be generalized, in order to include this possibility, with the
substitution → vg :
vgR(1)µνρσ = 0. (2.35)
At long distances from the source, gravitational wave-fronts are approximately ﬂat (as
opposed to spherical). This is an extremely good approximation for waves reaching Earth
from distant astrophysical (and, certainly, cosmological) sources, in comparison with the
typical length scales of the instruments that we use to measure them. Therefore, the most
general solution to the previous wave-equations can be expressed as a linear superposition
of plane waves using Fourier techniques. Therefore, provided our governing equations
are linear (which will be true in the weak ﬁeld approximation), the behavior of any wave
can be inferred from an understanding of its plane Fourier modes [192, 4]. Assuming
to know the propagation direction of the incoming wave, say, by convention, the z axis,
its Fourier components will be dependent only on a retarded time u˜ ≡ t − z/vg(f) and
on the frequency f characterizing the mode. The most general solution is then obtained
integrating over all the frequencies, as in equation (2.11) and (2.19).
Therefore, the GW perturbations to the Riemann tensor will be wave-like solution on a
background space-time, depending only on a retarded time u˜ = t − z/vg, where, if the
waves are strictly null, vg = c.
We conclude this section by summarizing the important result that the physical, i.e gauge-
independent, manifestation of the gravitational waves results in the perturbations to the
Riemann tensor. These perturbations are:
weak, characterized by the two parameters ε and ω, which describe the amplitude and
the (inverse of the) typical wavelength of the perturbations respectively. The scale
ω−1 is thought to be very small with respect to the background characteristic
length scale LB, in agreement with the Isaacson criterion [107, 108];
wave like, as it can be shown that many theories of gravity (see section 2.1.1) admit
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wave-like solutions for their metric perturbations, and also, under the general re-
quirement of local Lorentz invariance, we can assume that a wider class of viable
theories admit solutions of the form in (2.34) or in (2.35), at least under certain
further assumptions (depending on the particular theory) on the relative ampli-
tudes of the additional gravitational ﬁelds perturbations. Moreover, these waves
are supposed to be:
plane, because at long distance from the source, their wavefronts are approxi-
mately ﬂat, in comparison to the typical length scales of our detectors. Then,
their solutions can be expressed as a linear superposition of plane waves de-
pending on a retarded time u˜ ≡ t − z/vg only, Rµνρσ = Rµνρσ(u˜), assuming
waves propagating along the (arbitrary coordinate) direction z; and,
null or nearly null, that is their speeds vg . c, as implicit in most (but not
all) theories of gravity, as for example GR, and in order to be in agreement
with the experimental tests on the speed of the gravitational interaction (see
ref. [217, 6.2]).
With this general deﬁnition of GWs in a physical, gauge-independent way, we can pro-
ceed with the study of their features restricting our attention to particular observers, as
for example the freely falling detector reference frame.
In particular, one ﬁnds that alternative theories of gravity may diﬀer from each other
and from GR in at least three important ways: (i) they may predict a diﬀerence between
the speed of weak gravitational waves, vg, and the speed of light, c; (ii) they may predict
diﬀerent polarization modes for generic gravitational waves; and (iii) they may predict
diﬀerent waveform of gravitational radiation emitted by given sources [215, 10.1].
The last one of these properties requires to know the sources of the gravitational radiation
we aim to detect, and how to describe them, especially in the framework of alternative
theories. That is, the study of it is completely model and source dependent, and for the
uncertainties about both of them we won't consider it in the present work, though in
section 3.4.3 we will construct the estimators to study in detail the spectral properties of
an SGWB. As regards the speed of GWs, we know from experimental constraints that
this is almost equal to that of light, for the corresponding limits on the masses of gravitons
are extremely small, & 10−20 eV/c2, or, equivalently, their Compton wavelength are
extremely long, & 1010 km, compared to the typical scales of ground-based detectors;
refer to the discussion at the end of section 2.1.1.3. Therefore we won't develop in this
work an algorithm that allows to measure the possible deviation of vg from c, thought
in the classiﬁcation of GWs in section 2.3 we will include also this possibility. We refer
to [159] for a study of the speed/mass of GWs by means of an array of ground-based
detectors, with an approach similar to the one that we will develop in the next chapter
for the study of their polarization modes.
In this work we will focus therefore on the study of the non-standard polarization modes
of GWs predicted by alternative theories of gravity. This study is independent on both
the model and the sources that may have produced the gravitational radiation.
2.2. Interaction of GWs with test masses
In this section we consider the equations of the motion of test masses in a curved space-
time; we suppose, at ﬁrst, that our detector is approximately an apparatus capable of
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measuring the relative displacements of these masses, and we will study then the eﬀects
produced by the passage of a generic GW.
We abandon for the moment the generality purposes of the previous section; in this dis-
cussion we will follow the preferred reference frame of an observer, or a family of them,
which is in free fall, or approximately so. We construct for these reference frames the
particular coordinate system where the conditions of LLI are satisﬁed, as it seems a nat-
ural choice of coordinate in any local test experiment. There are two advantages in such
approach. First of all, ﬁxing the gauge and getting rid of spurious degrees of freedom,
allow us, in fact, to visualize the eﬀects of GWs (though in a gauge dependent way,
of course). Second, it is in this context that takes place the so called E(2) classiﬁcation
scheme proposed by Eardley et al. [76] that allow us to classify GWs on the base of their
rotation properties about their propagation direction as seen by the preferred observer
described before.
The drawbacks of such an approach have been already described at the beginning of
the chapter, and take origin from the objection raised in [84, 122, 133]. For this reason,
once we have exploited the possibility to ﬁx the gauge to characterize the behavior of
the GWs predicted by diﬀerent theories of gravity, we will go back in section 2.4 to the
more formal, physical, gauge-independent description of the actual detector response in
terms of gauge-invariant quantities.
2.2.1. Geodesic equation and geodesic deviation
Let us consider, in a generic reference frame, the curve xµ(λ) describing the motion of
a test particle of mass m > 0. Consistently with the Special Theory of Relativity, we
expect that this trajectory is time-like, that is, the following condition must be satisﬁed
all along the trajectory: ds2 = gµνdx
µdxν > 0 (notice the signature choice (+,−,−,−)
for the metric tensor); therefore the quantity λ that parametrizes the trajectory can be
chosen to be the proper time τ of the particle, deﬁned by: c2dτ2 = ds2 > 0. This is the
time measured by a clock carried along this trajectory.
The classical trajectory of the test particlem, moving in the curved background described
by the metric gµν , and assuming the absence of any other non-gravitational interaction,
is obtained by extremizing the action [126, 87]:
S = −mc2
ˆ τB
τA
dτ = −mc2
ˆ τB
τA
gµν
dxµ
dτ
dxν
dτ
dτ
with respect to the variation δxµ. We obtain then the geodesic equation [49, eq. (3.45-
55)]:
d2xµ
dτ2
+ Γµνρ(x)
dxν
dτ
dxρ
dτ
= 0, (2.36)
where the connection coeﬃcients (Christtoﬀel symbols) are deﬁned as:
Γµνρ =
1
2
gµα
(
∂νgρα + ∂νgρα − ∂αgνρ
)
Let us consider now two nearby geodesic curves; one parametrized by xµ(τ) and the
other by xµ(τ) + ξµ(τ). Notice that the parameter τ is the proper time of each geodesic;
anyway, if the vector ξµ is small, for example in comparison with the typical scales of
variation of the gravitational ﬁeld, we can equal the two proper times and express the
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diﬀerence between the two geodesic curves, to the ﬁrst order in ξµ, by means of the so
called equation of the geodesic deviation [138, eq. (1.69)]:
d2ξµ
dτ2
+ 2Γµνρ(x)
dxν
dτ
dξρ
dτ
+ ξσ∂σΓ
µ
νρ(x)
dxν
dτ
dxρ
dτ
= 0 (2.37)
which can be rewritten in a more elegant way as
D2ξµ
dτ2
= −Rµνρσξρ
dxν
dτ
dxσ
dτ
, (2.38)
by introducing the covariant derivative of a vector ﬁeld along the curve xµ(τ), D/dτ ≡
(dxµ/dτ)∇µ, and the Riemann tensor Rµνρσ, deﬁned in terms of the connection coeﬃ-
cients as:
Rµνρσ = ∂ρΓ
µ
σν + Γ
µ
ρλΓ
λ
νσ − ∂ρΓµσν − ΓµσλΓλνρ. (2.39)
Equation (2.38) shows that two nearby time-like geodesics experience a tidal gravita-
tional force, which is determined by the Riemann tensor (2.39). Writing explicitly the
equation of the geodesic deviation (2.38) in the reference frame of our interest, we can
understand how test masses behave for the corresponding observer [138].
We now proceed to describe the eﬀects of the passage of a GW on the test masses that
constitute the detector. From an experimental point of view, the most suitable reference
frame where to perform this description is that proper of the detector.
At least conceptually, the simplest laboratory we can imagine is the inside of satellite
that is in free fall.9 The detection apparatus located inside the satellite will be free-falling
as well.
Fermi, in 1922 [82], demonstrated that along a geodesic trajectory, as for example that
followed by our apparatus, it is possible to construct a system of coordinate whose
associated metric is that of a ﬂat space-time and its ﬁrst derivatives (that is, the connec-
tion coeﬃcients) vanish; Synge named these coordinates Fermi normal coordinates [193,
II.10]. In 1962 Manasse and Misner [141] performed an expansion of the metric in pow-
ers of the proper normal distance to the curve, demonstrating that the lower order eﬀects
of the gravitational ﬁeld are contained in the second order terms in the expansion, which
can be locally measured by an observer in free fall, as we aim to do with our detection
apparatus.
2.2.2. The proper detector frame
We now want to construct a system of Fermi normal coordinates for the detector reference
frame in an experiment that aims to detect the eﬀects on test masses of the passage of a
GW. We want to recognize in the lower order terms of the metric expansion the eﬀects
of this wave. We follow the approach ﬁrst discussed by Misner and Manasse [141], in
the more modern formulation made by Nesterov in [152], highlighting the limits on the
validity of this expansion and its role in the detection of a gravitational signal.
9We refer here to a satellite that is free-falling, or, more precisely, in a drag-free orbit, when this
follows a geodesic trajectory, not inﬂuenced by any other kind of non-gravitational forces, such as
the thrust of the engines or the drag due to the residual atmosphere.
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2.2.2.1. Local Lorentz invariance and locally ﬂat metric
First of all, let us recall the principle of Local Lorentz Invariance (LLI) that is at the
base of the Einstein's equivalence principle (EEP) [215, 2.3], and which states that all
the laws of Special Relativity, and of all the theories based on that, as for example the
QED, must be locally valid independently on the speed of free fall of the measurement
apparatus we are using to test them. The locality condition is in fact one of the most
important properties we will be interested to for the purposes of GWs detection.
It is a standard exercise in GR to show that it is always possible to perform a change of
coordinates such that, at a given space-time point p, all the connection components
vanish: Γµνρ(p) = 0. In such a frame, the geodesic equation (2.36) at p becomes:(
d2xµ/dτ2
)
(p) = 0, that is, the test mass is free falling, although at only one point
in space and at one moment in time. This frame is said to have a locally ﬂat metric,
which embodies the condition of local Lorentz invariance.
Our aim here is to explicitly construct a similar system of coordinate in a generic metric
theory of gravity.
2.2.2.2. Exponential map and Riemann normal coordinates
Taking a point p on a space-time (M, g), we want to construct there, and in a certain
neighborhood of p, a locally ﬂat metric, in agreement with the principle of local Lorentz
invariance. As anticipated, being locally ﬂat in a neighborhood of a point p means that
there exists a system of coordinate xµˆ around p, which we will indicate with an hat,
or circumﬂex accent ^, in agreement with the convention adopted by Will [215, 11.2],
such that gµˆνˆ(p) = ηµˆνˆ = diag(1,−1,−1,−1) and Γµˆνˆρˆ(p) = 0, that is, the eﬀects of the
gravitational ﬁeld can be locally removed.
A convenient way to construct these coordinates is given by the exponential map: expp :
Tp(M) → M , which we use to map in a suitable way all the point of space-time in the
neighborhood of a reference point p [152, II.A].
We begin by noticing that, for every point p in the space-timeM , any vector v belonging
to the tangent space of p, Tp(M), identiﬁes a unique geodesic γv(λ) passing through it,
for which the vector v = ∂/∂λ is the tangent vector at p. Taking in p the origin of the
aﬃne parameter λ ∈ R that describes the trajectory, p = γv(0), we have:
dxµ
dλ
(λ(p) = 0) = vµ. (2.40)
Uniqueness follows from the fact that the geodesic equation (2.36) is a second-order
diﬀerential equation, which admits unique solution once they are speciﬁed the initial
conditions of position, xµ(p), and velocity, vµ =
(
dxµ/dλ
)
(p) [49, 3.4]. The parameter
λ, which is used to identify each point on this geodetic, can be meant as the proper time
τ if the geodetic is time-like, or the proper distance s if it is space-like.
On this geodesic there will be a unique point q ∈ M whose parameter is λ(q) = 1,
q = γv(1), and then we deﬁne the exponential map at p: expp(v) = q. Filling all the
space-time surrounding p with time-like or space-like geodesics, so that all the points
are reached by (at least) one geodesic, one can repeat the same procedure of mapping
for all the points in this space. This map will be well deﬁned if the tangent vectors
vµ are close enough to the null vector, so that two geodesics γv and γv′ won't intersect
before q; we know, indeed, that in a suﬃciently small region of space, geodesics do not
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intersect, so each point in this region is reached by one and only one geodesic. In this
case the exponential map is a one-to-one map and then it is invertible; this allows to
assign coordinate unambiguously to all points of a suﬃciently small region around p.
We now make use of the exponential map to construct the sought-after locally inertial
coordinates at any point q [141]. First of all, we can ﬁnd for the tangent space Tp of p
an orthonormal tetrad base {eˆ(µˆ)}, respect to the ﬂat space-time metric, such that:
eˆα(µˆ)eˆ
β
(νˆ) gαβ = ηµˆνˆ . (2.41)
Here, the indices with circumﬂex accents, named the Lorentz indices10, identify the
vectors of the orthonormal basis, while those without accents are the usual indices for
the space-time components respect to a generic reference frame. From arguments of
linear Algebra only, it is always possible to ﬁnd the 4×4 matrices eˆα(µˆ) that diagonalize
the metric gαβ, which is symmetric and non-degenerate [49].
The hard part is ﬁnding a system of coordinate xµˆ for which the vectors {eˆ(µˆ)} comprise
the usual (holonomic, or coordinate) basis, eˆ(µˆ) = ∂/∂x
µˆ ≡ ∂µˆ, and such that the ﬁrst
partial derivative of gµˆνˆ vanishes. We can make use of the exponential map; indeed,
for any two suﬃciently close points p and q there exists a unique geodesic path γv(λ)
connecting p to q, and such that λ(p) = 0 and λ(q) = 1. At p the tangent vector
to this geodesic v = ∂/∂λ can be rewritten by means of the orthonormal basis {eˆ(µˆ)}:
v = vµˆeˆ(µˆ). We can then deﬁne the sought after Riemann normal coordinates x
µˆ in
the point q = expp(v) simply as the components (with respect to the orthonormal basis
{eˆ(µˆ)}) of the vector tangent to γv in p, which is mapped to q by expp(v):
xµˆ(q) ≡ vµˆ = ( exp−1p (v))µˆ(q).
Coordinate constructed in this way are known as Riemann normal coordinates at p.
Apart from q, there is an entire region of points on γv(λ) where this geodesic is unique,
i.e. there exists only this geodetic between these points and p, and then the exponential
map expp is invertible. Therefore, they can be all described by the Riemann normal
coordinates:
xµˆ(λ) = λ vµˆ.
These coordinates are linear in the geodesic parameter λ, and therefore: d2xµˆ/dλ2 = 0.
Moreover, laying on the geodesic, they are solutions to the geodesic equation (2.36), that
is:
0 =
d2xµˆ
dλ2
(p) = −
(
Γµˆνˆρˆ
dxνˆ
dλ
dxρˆ
dλ
)
(p)
(2.40)
= −Γµˆνˆρˆ(p) vνˆvρˆ
which holds for arbitrary v, and then it implies Γµˆνˆρˆ(p) = 0. From the condition of metric
compatibility, we ﬁnally obtain:
0 = ∇ρˆgµˆνˆ(p) = ∂ρˆgµˆνˆ(p)−
(
Γσˆρˆµˆgσˆνˆ + Γ
σˆ
ρˆνˆgσˆµˆ
)
(p)︸ ︷︷ ︸
=0
, ⇒ ∂ρˆgµˆνˆ(p) = 0.
10Usually, in literature they are reserved to these indices the ﬁrst lower case letters of the Latin alphabet:
a, b, . . .. Their name follows because the transformation laws between two bases, {eˆ(a)} and {eˆ(a′)},
must preserve the orthonormality condition gµν eˆ
µ
(a)eˆ
ν
(b) = gµν eˆ
µ
(a′)eˆ
ν
(b′) = diag(1,−1,−1,−1), and
therefore they must be Lorentz transformations, that is: eˆ(a) → eˆ(a′) = Λaa′(x) eˆ(a), where Λaa′(x) is
a local Lorentz transformation such that, in every point x of the space-time, Λaa′Λ
b
b′ηab = ηa′b′ .
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We see then that the Riemann normal coordinates provide a realization of a locally
Lorentz frame.
2.2.2.3. Proper reference frame of an accelerated observer
We want to extend the previous construction to a much general observer, as for example
one that moves along a trajectory that is accelerated and rotated respect to a geodesic,
as they are in general the detectors we will use to measure gravitational waves.
We begin with the simpliﬁed task of building a reference frame that is locally ﬂat all
along the geodesic followed by a test particle [103, 8.4] (in spite of the Riemann normal
coordinates discussed in the previous section, which are locally ﬂat only at one time
and one point in space-time). We make use of gyroscopes to identify some ﬁxed spatial
direction as, according to the conservation of angular momentum, the orientation of the
gyroscope axes are unaﬀected by tilting or rotating their mountings. Then, given the
spin four-vector ξµ of a spinning test mass, whose components reduce in the rest frame
of that mass to the usual spatial spin vector (0,S), such a frame can be obtained parallel
transporting the spin four-vector along the time-like geodesic γ(τ) followed by the test
mass (2.36):
D
dτ
ξµ ≡ dξ
µ
dτ
+ Γµρσ
dξρ
dτ
= 0, (2.42)
The previous equation expresses the covariant generalization of the conservation of an-
gular momentum in ﬂat space-time [138, 1.3.2].
Then, using three spinning gyroscopes, we can construct a local inertial frame at p
orienting the time axis in the direction of the tangent vector v to the geodesics at this
point, eˆ(0) = v = ∂/∂τ |τ=0, and deﬁning the three spatial axes, eˆ(ıˆ), according to the
directions pointed by the three gyroscopes, eˆµ(ıˆ) = ξ
µ
(ıˆ), and in such a way to achieve the
orthonormality condition (2.41). We then propagate this basis tetrad along the geodesic,
always orienting the spatial axes in the direction of the gyroscopes. By deﬁnition, in
these frames the gyroscopes do not rotate with respect to the axes since they deﬁne
the orientation of the axes. Then, dξµˆ/dτ = 0 along the entire time-like geodesic and,
from (2.42), we see that also Γµˆνˆρˆ vanish along the entire geodesic and not just at a single
point p. Such a reference frame is called a freely falling frame, is, by construction, locally
ﬂat along the entire geodesic, and its coordinate
xµˆ = δµˆ0 τ + δ
µˆ
i ξ
is, (2.43)
are known as Fermi normal coordinates; the time dependence is parametrized by the
proper time τ , while the spatial one by the proper length s; it is usually convenient to
parametrize this length choosing the gyroscope spin four-vectors to be normalized.
We now make things a bit more complicated considering the proper detector frame. This
moves along a trajectory γ(τ) that, in the case for example of a ground-based experiment,
will diﬀer from a geodesic for the presence of a rotation and an acceleration [144]. The
basis tetrad changes from point to point along the observer's world-line, relative to
parallel transport as [157]:
D
dτ
eˆα(µ) ≡
d
dτ
eˆα(µ) + Γ
α
βδv
β eˆδ(µ) = Ω
α
β eˆ
β
(µ) (2.44)
where, as in the previous example, τ is the proper time of the detector, used as an aﬃne
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parameter for the trajectory, v = ∂/∂τ |τ=0 is the tangent vector to this trajectory, and
where now all the eﬀects of acceleration and rotation are summarized in the tensor11
Ωαβ ≡ gαvβ − gβvα + αβγδvγωδ, (2.45)
which is the generator of inﬁnitesimal Lorentz transformation, where gα is the four-
acceleration experienced by the observer in a direction orthogonal to the (geodesic)
trajectory of free fall, gα ≡ Dvα/dτ , while ωα is the four-rotation angular speed of the
spatial components of the orthonormal basis, eˆ(i), as it would be measured by a system
of gyroscopes [149, 13.6].
We consider now the corresponding covariant components basis tetrad eˆ
(ν)
µ , which can
be meant as an orthonormal basis of one-forms in Tp, related with the old basis simply
by eˆ
(ρ)
µ eˆν(ρ) = δ
ν
µ. In Fermi normal coordinates, we make an expansion of this coordinate
in a world-tube, parametrized by the proper distance s, that surround the trajectory
γ of the Fermi observer:
eˆ(µ)α (s) = δ
µ
α +
deˆ
(µ)
α
ds
∣∣∣∣∣
s=0
s+
1
2!
d2eˆ
(µ)
α
ds2
∣∣∣∣∣
s=0
s2 + . . . (2.46)
where, on γ (s = 0), it holds, from (2.43), the condition: eˆ
(µ)
α (s = 0) = δ
µ
α. Parallel
transporting this basis tetrad along a geodesic orthogonal to γ, we have, in Fermi normal
coordinates:
D
ds
eˆ(µ)α ≡
deˆ
(µ)
α
ds
− Γβαieˆ(µ)β ξi = 0,
which allows to rewrite the expansion (2.46) as:
eˆ(µ)α (s) = δ
µ
α + Γ
µ
αi|s=0 xi +
1
2!
(
∂lΓ
µ
αi + Γ
β
αiΓ
µ
βl
)∣∣∣
s=0
xixl + . . . (2.47)
For computing the connection coeﬃcients and their derivatives, we consider the equation
of the geodesic deviation (2.38) along the space-like geodesic orthogonal to γ:
D2ηµ
ds2
=
d2ηµ
ds2
+
dΓµνi
ds
ξiην + 2Γµνiξ
idη
ν
ds
+ ΓρνiΓ
µ
ρjξ
iξjην
= Rµijνξ
iξjην .
Rewriting the geodesic deviation vector in the form ηµ = δµ0 + sδ
µ
i , we can simplify the
previous equation as:
dΓµki
ds
ξis+ 2Γµkiξ
i + ΓρkiΓ
µ
ρjξ
iξjs = Rµijkξ
iξjs (2.48)
dΓµ0i
ds
ξi + Γρ0iΓ
µ
ρjξ
iξj = Rµij0ξ
iξj
From (2.44) we have: Γµαβ
∣∣
s=0
δα0 = Ω
µ
β. This, together with the previous equations,
allows to rewrite the connection coeﬃcients and their derivatives. Expanding the second
term in (2.48), that of the form 2Γ . . ., about the trajectory γ (s = 0), in order to make
11This tensor has Newtonian origin and the corresponding expression can be obtained performing the
calculation in ﬂat space-time, as it can e found discussed in detail in [149, 6.5 & Exercise 6.8].
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appear a factor s, we have:
dΓµki
ds
ξis+ 2
(
Γµki +
d
dsΓ
µ
kiξ
is+O(s2))+ ΓρkiΓµρjξiξjs = Rµijkξiξjs
where, if considered on the trajectory γ, all the terms of the form Γµij |s=0 ∝ δ0i vanish
and, canceling higher powers of s, we have:
3
dΓµki
ds
∣∣∣
s=0
ξi = Rµijkξ
iξj ,
and therefore:
Γµαβ
∣∣
0
= δ0αΩ
µ
β,
dΓµki
ds
∣∣∣
0
ξi =
1
3
Rµijk
∣∣
0
ξiξj ,
dΓµ0i
ds
∣∣∣
0
ξi =
(
Rµij0
∣∣
0
− Ω0iΩµj
)
ξiξj .
Proceeding with the expansion it is possible to obtain higher-order derivatives in s.
Substituting the previous results in (2.47) we have:
eˆ
(µ)
0 = δ
µ
0 + Ω
µ
ıˆx
ıˆ + 12R
µ
ıˆˆ0
∣∣
0
xıˆxˆ +O((xıˆ)3)
eˆ
(µ)
k = δ
µ
k +
1
6R
µ
ıˆˆk
∣∣
0
xıˆxˆ +O((xıˆ)3)
where, with the shorthand notation ...|0, we understand a quantity calculated on the
trajectory γ (s = 0). By means of the orthonormality relations between the elements
of the basis tetrad , gαβ = ηµν eˆ
(µ)
α eˆ
(ν)
β , we can obtain the expansion of the metric about
the trajectory of an accelerated and rotated observer [152, 157, 196]:
g00 = 1 + 2Ω0ıˆx
ıˆ + ΩαıˆΩ
α
ˆx
ıˆxˆ +R0ıˆˆ0
∣∣
0
xıˆxˆ +O((xıˆ)3), (2.49a)
g0i = Ωiˆx
ˆ + 23Riˆkˆ0
∣∣
0
xˆxkˆ +O((xıˆ)3), (2.49b)
gij = δij +Rikˆlˆj
∣∣
0
xkˆxlˆ +O((xıˆ)3). (2.49c)
The frame where the metric has this form is called the proper detector frame, and is the
frame implicitly used by the experimenters in a laboratory on Earth [138, 1.3].
If we had considered also higher order terms in the basis tetrad expansion, we would have
found contributions of the form ∂Rx3 and RΩx3, where it is intuitive the interpretation
of this shorthand notation.
In order this expansion to converge, we must have the condition that the higher-order
terms contribute less than the former, that is: ∂Rx3/Rx2 = ∂Rx/R 1 andRΩx3/Rx2 =
Ωx 1. Therefore, we can deﬁne the size of the converging region, where we are allowed
to limit the expansion to the leading orders, as:
s min
{
1
|Ω| ,
1
|Rαβγδ|1/20
,
|Rαβγδ|0
|∂iRαβγδ|0
}
. (2.50)
The ﬁrst condition requires that the eﬀects of acceleration and rotation are not too
strong to considerably alter the geodesic trajectory. The second condition determines
the size of the region of space-time where the eﬀects of the curvature have not caused
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geodesics to cross each other yet, while the last condition (involving corrections O(x3)
that were not explicitly calculated) determines the domain where the curvature does
not change substantially [152, I]. Notice that the typical length scale characterizing
the curvature produced by GWs is their wavelength λ. In the typical frequency range
of ground-based, interferometric detectors, f ∈ [10, 1000] Hz (see the discussion in sec-
tion 2.2.3.2 and, further, that in section 3.3.1.1), GWs wavelengths range from 300 to
30, 000 km. Therefore, the description of a typical kilometer-size detector by means
of Fermi normal coordinates and the metric (2.49) is, in good approximation, valid.
Anyway, in section 2.4 we will study its response to GWs in a coordinate-independent,
physical way, reintroducing only later (see equation (2.81)) the description by means of
metric perturbations, which depend on the choice of coordinate (gauge) and for which
we will recover the Fermi normal ones.
2.2.3. Interaction of GWs in the detector frame
Once that we know how to construct a system of locally inertial coordinate in the
laboratory reference frame, let us consider the eﬀects of the passage of a GW in terms
of the quantities that comprises equations (2.49).
2.2.3.1. Metric contributions in the proper detector frame
So, let us imagine to construct a system of coordinate, as described in the previous
section, about the geodesic that pass through a reference point p, that we can think of
as the center of the detector, at the time τ = 0. Consistently with Will [215, S11.2], let
us label the corresponding coordinate with a circumﬂex accent ^. For this system of
coordinate has been constructed in such a way to explicitly satisfy the property of LLI,
the presence of a gravitational wave is not adverted at the ﬁrst order in the (spatial)
displacement about the reference geodesic, or, equivalently, about the ﬂat metric:
ds2 ' gµˆνˆ(p) dxµˆdxνˆ = c2dtˆ2 − δıˆˆdxıˆdxˆ. (2.51)
The ﬁrst non-vanishing contributions will enter the second order terms in |xıˆ|, that
we will indicate with r2 = δıˆˆx
ıˆxˆ. The expansion of gµν to this order is given by
equations (2.49):
ds2 ' c2dtˆ2
[
1 +R0ıˆ0ˆ
∣∣
0
xıˆxˆ
]
+ 2c dt dxıˆ
(
2
3R0ˆˆıkˆ
∣∣
0
xˆxkˆ
)
− dxıˆdxˆ
[
δıˆˆ − 13Rıˆkˆˆl
∣∣
0
xkˆxl
]
.
(2.52)
An Earth-bound experiment is not in free fall, as it experience also the eﬀects of contact
forces which constrain it to the Earth. These eﬀects were taken into account in (2.45).
Then, to the order O(r2), these eﬀects modify the metric (2.52) according to [157, 196]:
ds2 ' c2dt2
[
1 + 2
c2
g · x + 1
c4
(g · x)2 − 1
c2
(ω × x)2 +R0ıˆ0ˆ
∣∣
0
xıˆxˆ
]
+2c dt dxıˆ
[
−1c ıˆˆkˆωˆxkˆ + 23R0ˆˆıkˆ
∣∣
0
xˆxkˆ
]
− dxıˆdxˆ
[
δıˆj − 13Rıˆˆkˆlˆ
∣∣
0
xkˆxlˆ
]
.(2.53)
To the zeroth order in r/LB, where LB ∼ |Rαβγδ|−1/2 is the length scale over which the
curvature tensor changes substantially (2.53), we get back to (2.51) where it holds, in
good approximation, the Newtonian physics. The corrections to the ﬁrst order in r/LB
introduce the typical eﬀects of the non inertial reference frames, which can be described
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by means of the Newtonian mechanics in terms of gravitational force, centrifugal accel-
eration and Coriolis' force. Indeed, the geodesic equation corresponding to (2.53) is, to
the ﬁrst order in r/LB [138, eq. (1.89)]:
d2xıˆ
dτ2
= −gıˆ − 2(ω × v)ıˆ + f
ıˆ
m
+O(xıˆ),
where we can recognize the eﬀects of the gravitational acceleration gi and of an external
force f i, which can be meant, for example, as due to the suspension mechanism of the
measurement apparatus, and the Coriolis' acceleration −2(ω×v)i. Then, to this order,
the motion of a test mass can be completely described by the Newtonian mechanics in
terms of forces.
2.2.3.2. Distinguishing the eﬀects of GWs from other Newtonian eﬀects
The eﬀects of a possibly incoming GW will be contained into the O(r2) terms of equa-
tion (2.53), those proportional to the Riemann tensor, and they will compete with the
well known other Newtonian eﬀects. This indeed constitutes a limitation to the possi-
bilities of detection of a GW. Fortunately, the spectrum of GWs may have, at least for
some sources and mechanisms of productions of GWs, higher frequency modes respect
to the typical variation time-scales, usually quite slow, of all the other eﬀects, as well as
of the seismic noise [138].
As we will discuss in section 3.3, it results that at frequencies lower than few Hz the
possible eﬀects of the passage of a GW are completely buried into the noise produced
by much stronger Newtonian eﬀects. However, at higher frequencies, greater than some
tens of Hz, these disturbances will considerably attenuate, enough to be possible to
neglected them and allowing the identiﬁcation of a gravitational signal.
On the opposite side, at highest frequencies, greater than some kHz, they become dom-
inant the noise eﬀects due to the experimental apparatus, as for example the shot noise
and the thermal noise (see the discussion in section 3.3.1.1, and ﬁgure 3.1a).
Between these two limits there is an observation window where the disturbances are
considerably reduced, in particular those due to the slow-varying Newtonian noise, and
where it is possible, in principle, to detect the eﬀects produced by GWs.
To isolate and identify these eﬀects, they have been designed suspension mechanisms to
compensate the eﬀects of the acceleration gi and of all other eﬀects producing slowly-
varying changes. Also it was studied the method to optimize the instrumental sensitivity
in the window where all the low frequency and high frequency eﬀects are suppressed.
From now on, until the end of this chapter, we assume to consider the eﬀects of GWs
within this sensitivity window, and therefore we neglect all terms in equation (2.53) that
are not due to GWs. This implies that we can adopt a description based on the Fermi
normal coordinates (2.43) and the corresponding metric (2.52). These assumptions,
however, are valid only in the directions xi(τ) where the suspension mechanism allows
the test masses to move freely, and for only the Fourier components of their motion that
fall in the described frequency window.
2.2.3.3. Interaction of GWs in the detector frame
With the assumptions of the previous section, by means of the metric (2.49), we proceed
with the study of the motion of test masses from the passage of a GW. Instead of
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considering just one mass at a time, and then the corresponding geodesic equation (2.36),
it actually turns out to give more insight to study the equation of the geodesic deviation
between two test masses [138].
First of all, we can simplify (2.37) recalling that Γµνρ(x) vanishes on the geodesic, at the
expansion point p. Moreover, since the detector moves at non-relativistic speed dxıˆ/dτ ,
this term can be neglected respect to dx0/dτ , an then we can approximate equation (2.37)
with:
d2ξ ıˆ
dτ2
+ ξσ∂σΓ
ıˆ
00
(
dx0
dτ
)2
= 0. (2.54)
We can observe also that the metric (2.52) depends explicitly on the distance xıˆ from the
point p around which we are expanding, while it implicitly depends on t only through
the Riemann tensor. Therefore, as the derivative of the connection coeﬃcients ∂σΓ
ıˆ
00 is
evaluated in (2.54) at the point p, that is, where xıˆ = 0, the only non-zero contributions
to these terms are those where the two derivatives of the metric that are present in ∂σΓ
i
00
are both respect to spatial coordinates, and go to cancel the terms xıˆxˆ in (2.52). In
particular, ∂0Γ
ıˆ
00 evaluated at p gives zero and therefore:
ξσ∂σΓ
ıˆ
00 = ξ
ˆ∂ˆΓ
ıˆ
00.
We can take advantage of this fact, simplifying (2.54) as:
d2ξ ıˆ
dτ2
+ ξ ˆ∂ˆΓ
ıˆ
00
(
dx0
dτ
)2
= 0.
Also, with these approximations, the Riemann tensor takes a particularly simple form.
As in p they are valid the conditions Γµνρ = 0 and ∂0Γ
ıˆ
0ˆ = 0, then the expression of the
Riemann tensor reduces to:
Rıˆ0ˆ0 = ∂ˆΓ
ıˆ
00 − ∂0Γıˆˆ0 = ∂ˆΓıˆ00,
which, substituted into (2.54), gives:
d2ξ ıˆ
dτ2
= −Rıˆ0ˆ0ξ ˆ
(
dx0
dτ
)2
. (2.55)
These equations can be simpliﬁed further. First of all, notice that the Riemann tensor
produced by the GWs is linear in the metric perturbation (or, to be more precise, in
its second derivative ∂2h; see (2.5) and recall the formal analysis of section 2.1.2), and
therefore we write Rıˆ0ˆ0 ∼ O(h). Also the velocity acquired by a test mass, originally at
rest, form the passage of GW is, from the geodesic equation (2.36),
d2xµ
dτ2
= −Γµ00 ∼ ∂h,
proportional to the metric perturbation: dxıˆ/dτ = cO(h). Therefore:
dt2 = dτ2
[
1 +
1
c2
dxıˆ
dτ
dxıˆ
dτ
]
= dτ2
[
1 +O(h2)] ,
but since we are limiting ourselves to consider only the linear order in the metric per-
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turbation h, we can equal proper time and coordinate time: t = τ , and dx0/dτ = c.
Finally, equation (2.55) becomes simply:
ξ¨ ıˆ = −c2Rıˆ0ˆ0ξj (2.56)
where the double dot denotes the derivative respect to the coordinate time t in the
proper detector frame.
Notice some powerful features of the previous equation; ﬁrst of all, in (2.56) we have
related the physical displacement of test masses due to GWs to the Riemann tensor,
which, contrary to the metric perturbations hµν that are coordinate gauge-dependent
quantities, and thus unphysical, is a well deﬁned, unambiguous physical quantity [122,
107, 163]. Therefore, describing the GW detector response in terms of the detector
interaction with space-time curvature is physically more revealing.
Moreover, from section 2.1.2.2, we know that in linearized theory the Riemann tensor is
invariant, rather then just covariant as in the full theory, and therefore we can compute it
in the frame we prefer. For example, in GR the best choice is to compute it in the TT
gauge, where the standard polarization gravitational waves have their simplest form.
This property will be helpful also in the next section, where we will discus the E(2)
classiﬁcation of GW polarization. Notice indeed, that, although there can be auxiliary
ﬁelds in a generic metric theory of gravity, the acceleration of test masses is sensitive
to the Riemann tensor only. Therefore, equation (2.56) provides the reference tool to
experimentally study generic metric theories of gravity.
This statement may not to be true for those theories that are non-metric, which cou-
ples to the matter with gravitational ﬁelds other than the metric tensor (they therefore
violate the EEP [217, 2.1]). Several examples of non-metric theories are presented in
literature12 [47, 79, 215]; a straw man example for such theories is one that aims to
demonstrate a violation of the Weak Equivalence Principle (WEP), that is, the equiv-
alence of gravitational mass and inertial mass [217], by means of a coupling term to
matter that is proportional, for example, to the atomic mass number A (see the discus-
sion of Eötvös-like experiments in [215, 2.4]). Then, the detector test masses will be
moved, from the passage of a GW-like solution to this theory, by a contribution that
can not be described by (2.56). This is indeed a model dependent eﬀect, and can't be
covered by the general purpose approach we aim to perform. We will come back to this
aspect in section 3.3.2.4 when we will try to interpret the energy-momentum tensor of
a generic theory of gravity from the measured displacement of the test masses that
comprises a GW detector.
2.3. Polarization modes of GWs
Eardley et al. [76] developed a complete analysis of the polarization properties of the
most general, weak, plane and quasi-null, gravitational wave predicted by a generic
theory of gravity, as described at the end of section 2.1. The main result they obtained
was that the Riemann tensor of the most general gravitational wave can be decomposed,
12Also a deeper debate about whether some theories that can be transformed into metric theories by
means of a suitable conformal transformation are, in the new frame, physical or not, that is, test
masses follow the geodesic (and predict physical observable eﬀects) of the metric in these conformal
frames or the one in the original one [44, 87, 165]. Some referements on this subject will be discussed
in Appendix A.
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at most, in six independent modes of polarization, which can be expressed by means of
the six electric component of the Riemann tensor: R0i0j0.
Following the classiﬁcation scheme proposed by Eardley et al. [76] and reviewed by
Will [215, 10.2], we can study diﬀerent (metric) theories of gravity on the base of
the eﬀects their wave-like solutions produce on test masses, which are described by
equation (2.56). We can classify the various theories according to the features of the
(non-zero) components of the Riemann tensor R0ˆ
ıˆ0ˆˆ
, that set to move the test masses of
the detector. These are sometimes referred to as the electric components of the Riemann
tensor [76, 215].
2.3.1. E(2) classiﬁcation scheme
As we found in section 2.2.3.3, from equation (2.56) we see that there are 6 independent
components in the (symmetric, Rµνρσ = Rρσµν) electric components of the Riemann
tensor R0ˆ
ıˆ0ˆˆ
that can be measured by means of the acceleration of test masses. From
these six independent components, it will turn out indeed that there can only be at
most 6 independent, measurable modes of polarization for the waves in a generic, metric
theory of gravity [76, 192]. We will justify this statement in the next section; for the
moment, let us study the various independent components of R0ˆ
ıˆ0ˆˆ
deﬁning some further
useful quantities characterizing the waves.
2.3.1.1. Newman-Penrose null tetrad
Let {tˆ, xıˆ} be the coordinates associated with the basis tetrad {eˆ(µˆ)} of Fermi normal
coordinates adopted by the experimenter that perform a GW test experiment. The
analysis of the properties of the Riemann tensor for a generic plane, weak, and quasi-
null GW can be conveniently performed introducing another set of coordinate, deﬁned
respect to a null basis tetrad which is usually referred to as the Newman-Penrose null
tetrad [153, 189, 2.6]. These are introduced considering a null (i.e. whose trajectory
is light-like), plane, non-gravitational wave, as, for example, an electromagnetic wave
propagating in the zˆ direction of the original laboratory frame. This will be described
by some functions of the retarded time u = t− z/c and the advanced time v = t + z/c.
We can therefore deﬁne two vector ﬁelds, whose components, respect to the Fermi basis
tetrad {eˆ(µˆ)}, are:
lµ ≡ c · ∂µu = (1, 0, 0, 1) e nµ ≡ c1
2
· ∂µv = 1
2
(1, 0, 0,−1), (2.57a)
which are tangent to direction of the surfaces of propagation of the two null waves de-
scribed by the retarded and advanced time, u and v, respectively. We can also introduce
two complex, null vectors13
mµ ≡ 1√
2
(0, 1, i, 0) e m¯µ ≡ 1√
2
(0, 1,−i, 0) (2.57b)
13A note on the nomenclature. In this equation, and in those that will follow in this section, we use an
overline, −, to indicate the complex conjugate of a quantity. This choice has been made in order
to match the equations we are going to discuss with the results presented in literature [192, 215].
Of course, this notation has a practical advantage, respect to the usual asterisk, ∗, we place at
the right-side apex of complex conjugate quantities, when we deal with components where there is
already an index in the right-side apex position.
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in order to complete the Newman-Penrose basis tetrad [153]: {lµ, nµ,mµ, m¯µ}. Notice
that the vectors of this basis are normalized but with orthogonality relations given by
[215]:
lµlνηµν = n
µnνηµν = m
µmνηµν = m¯
µm¯νηµν = 0,
lµnνηµν = 1, m
µm¯νηµν = −1, (2.58a)
ηµν = 2l(µnν) − 2m(µm¯ν). (2.58b)
2.3.1.2. Independent components of the Riemann tensor
We now turn to consider a generic weak, null (or quasi-null), plane gravitational wave
that propagates at speed vg close, or equal, to the speed of light. This is, by deﬁnition,
dependent in a local Lorentz frame only on a retarded time u˜ [215]. Analogously to
(2.57a), we deﬁne a vector ﬁeld l˜µ tangent to the surfaces of constant retarded time u˜:
l˜µ ≡ c · ∂µu˜, where l˜i l˜i = (c/vg)2. (2.59)
We take account for the fact that the wave is null or quasi-null by means of the condition:
ηµν l˜µ l˜ν = 1− (c/vg)2 ≡ ε, with |ε|  1 (2.60)
where the small parameter ε expresses the ratio between the speed of the wave, as mea-
sured in a locally inertial reference frame, at rest with respect to the rest reference frame
of the Universe, and that of light. For the Newman-Penrose null tetrad {lµ, nµ,mµ, m¯µ}
form a complete basis, we can expand l˜µ respect to this. The expansion will depend,
in general, to the propagation speed of the GW, vg, which, for we are assuming this
velocity to diﬀer from c, will depend in turn on the observer. Then, respect to the basis
tetrad (2.57), we can expand:
l˜µ ≡ lµ(1 + εl) + εnnµ + εmmµ + εm¯m¯µ, (2.61)
with {εl, εn, εm, εm¯} ∼ O(ε). Anyway, from the deﬁnition of the Newman-Penrose null
tetrad (2.57), this observer is still free to (i) perform a rotation to orient his spatial
basis so that the GW and his null wave are parallel, i.e. l˜i ∝ li, and (ii) rescale the
temporal component l0 so that to be equal to l˜0, the frequency of the GW [215].
Hence: εm = εm¯ = 0, while, from the relation l˜
0 = l0 = 1, we get εl = −12εn, which
allows to rewrite (2.61) as:
l˜µ = (1− εn/2)lµ + εnnµ. (2.62)
Turning to consider (the perturbation to) the Riemann tensor Rαβγδ describing the wave,
this will be a function of the retarded time u˜ only as well, and then we can write its
derivative as:
∂µRαβγδ
(2.59)≡ l˜µ 1
c
∂
∂u˜
Rαβγδ ≡ l˜µR˙αβγδ. (2.63)
This equation has covariant form; we can then compute it respect to the Newman-
Penrose null tetrad (2.57). In this case, the indices in (2.63) take the values: l, n,m
and m¯. Therefore, using the orthogonality relations (2.58), we can try to compute the
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derivatives of the Riemann tensor respect to the elements of this basis tetrad:
∂lRαβγδ ≡ l˜lR˙αβγδ = ηlµ l˜µR˙αβγδ (2.58b)= 2
(
l(lnµ) −m(lm¯µ)
)
l˜µR˙αβγδ = l˜
nR˙αβγδ
= εnR˙αβγδ (2.64a)
where it holds: lµ = δ
l
µ, nµ = δ
n
µ etc., and the component l˜
n of the vector l˜µ can be
readily obtained from (2.62). Analogously, it is possible to obtain the derivatives respect
to n,m and m¯:
∂nRαβγδ = (1− εn/2)R˙αβγδ (2.64b)
∂mRαβγδ = ∂m¯Rαβγδ = 0. (2.64c)
Moreover, the linearized Bianchi identity (where partial derivatives are substituted to
covariant ones) (2.29),
∂[µRαβ]γδ = 0,
implies that:
∂nRabγδ + ∂aRbnγδ + ∂bRnaγδ = 0, with {a, b} ⊂ {l,m, m¯} (2.65)
and, similarly, {γ, δ} ⊂ {l, n,m, m¯}. Therefore, in addition to ∂nRαβγδ in (2.64b), we
have that the last two terms of (2.65) are O(εnR˙) as well.
We have obtained that all the derivatives of the components of the Riemann tensor of the
form Rabγδ, with {a, b} ⊂ {l,m, m¯} and {γ, δ} ⊂ {l, n,m, m¯}, are O(εnR˙). Therefore,
integrating these terms and neglecting any constant, which doesn't depend on the wave,
we obtain:
Rabγδ = Rγδab = O(εnR). (2.66)
The only components of the Riemann tensor that are not inﬁnitesimal O(ε) have there-
fore the form: Rnanb, {a, b} ⊂ {l,m, m¯}. According to the symmetry property of this
tensor, there are only 6 such independent components; all the other terms can be ob-
tained applying the symmetry properties of this tensor.
In general, in 4 dimension the Riemann tensor has 20 independent components [49, 3.7]
which can be expressed by means of [149, 13.5]:
• the Ricci scalar, R ≡ gµνgρσRµνρσ; (1 component)
• the trace-free Ricci tensor, R(STF)µρ ≡ gνσRµνρσ − 14gµρR; (9 components)
• the Weyl tensor14, Cµνρσ ≡ Rµνρσ−gµ[ρRσ]ν +gν[ρRσ]µ+ 13gµ[ρgσ]νR, equals to the
traceless component of the Riemann tensor. (10 components)
14The Weyl tensor has a very important role in the description of the gravitational radiation. Let
us consider the usual example of GR; taking the trace of the Einstein equation, Rµν − 12gµνR =
κTµν , R = −κT , we can express this in terms of the Ricci tensor: Rµν = κ(Tµν − 12Tgµν), where
the 10 independent components of Rµν are locally (i.e. algebraically) determined from the energy-
momentum tensor Tµν . Instead, from the Bianchi identity, ∇[λRρσ]µν = 0 [49, 3.7], we can obtain
the Einstein equation for the Weyl tensor:
∇ρCρσµν = ∇[µRν]σ + 1
6
gσ[µ∇ν]R = κ
(
∇[µTν]σ + 1
3
gσ[µ∇ν]T
)
which shows that the components of Cµνρσ are non-locally determined by Tµν [73, XII.2]. This
equation resembles the covariant form of the Maxwell equations ∇µF νµ = Jµ [49, 4.7], and therefore
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Then, making use of the tetrad (2.57), Newman and Penrose [153] deﬁned a diﬀerent set
of quantities for classifying the independent components of the Riemann tensor [192]:
• Λ ≡ R/24, real valued and corresponding to the Ricci scalar; (1 component)
• Φij , with i, j = 0, 1, 2, a 3 × 3 array of real valued components, corresponding to
the traceless part of the Ricci tensor ; (9 components)
• Ψ0,Ψ1,Ψ2,Ψ3,Ψ4, complex valued and related to the Weyl tensor. (10 (real)
independent components)
Among these quantities, only 6 are non-O(ε), and they are worth to be used to char-
acterize the general weak, null (or quasi-null), plane gravitational wave. From their
deﬁnitions (we refer to [153, 192]) and from the results obtained in (2.64), we have:
• Ψ2 ≡ −12Clnαβ(lαnβ + mαm¯β) = −16Rnlnl +O(εnR); (real up to the zeroth order
in ε, and therefore with one independent component only, for the imaginary part
coming from the terms with m and m¯ is, by the (2.66), O(εnR))
• Ψ3 ≡ Clnnm¯ = −12Rnlnm¯ = −12Rlm¯; (complex, 2 components)
• Ψ4 ≡ −Cnm¯nm¯ = −Rnm¯nm¯; (complex, 2 components)
• Φ22 ≡ −12Rnn. (real, 1 component)
This quantities have some very favorable properties. It is immediate to observe, indeed,
that Ψ2,Ψ3 and the corresponding complex conjugate quantity Ψ¯3, describe longitudinal
eﬀects, parallel to the propagation direction of the wave,
(∼)
lµ , while Ψ4, Ψ¯4 and Φ22 are
purely transverse, like m and m¯.
2.3.1.3. E(2) little group
The most important property of the Newman-Penrose quantities is that, thanks to them,
it is possible to identify the various polarization modes of the generic gravitational wave
as seen by the preferred observer described before. In order to relate each mode to
the corresponding quantity we have to analyze how they behave when observed from a
generic Lorentz reference frame, related to that of the preferred observer by an inﬁnitesi-
mal Lorentz transformation: boost and rotation. This is usually accomplished restricting
our attention to transformation of reference frame between observers that agree with the
preferred observer on the knowledge of the propagation direction of the GW, l˜i, and of
its frequency, l˜0. This assumption has a strong experimental signiﬁcance, as, in some
sense, it is equivalent to assume the observer to know the direction of the incoming wave
before detecting it [192, 215]. We will come back discussing the implications of this
assumption shortly.
We consider then the (sub-)group of the Lorentz transformations that leave the vector l˜µ
ﬁxed. This is the little group E(2) of the homogeneous Lorentz group SO(1, 3) [214] which
is isomorph to the bidimensional Euclidean group15[26]. In general, an inﬁnitesimal
the degrees of freedom contained in the Weyl tensor can be interpreted in a similar way to the radiative
degrees of freedom for the electromagnetic ﬁeld [161, 6.3].
15Actually, if we also consider GWs with propagation speed vg 6= c, the group of transformation that
leaves l˜µ unchanged is SO(2) (or SU(2), if one needs to introduce complex ﬁelds) and not E(2)
[26, 211].
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Lorentz transformation can be written as [137, 2.7.2]:
xµ → x′µ = Λµνxν = (δµν + ωµν)xν
where ωµν is an antisymmetric tensor containing the 6 inﬁnitesimal parameters of the
transformation (this tensor plays a role analogous to that in (2.45)) [137, 211]. Asking
the vector l˜µ to be left unchanged by such a transformation, ωµν l˜ν = 0, we ﬁx 3 con-
straints16 on the inﬁnitesimal parameters of the transformation; therefore, we can choose
to describe the resulting E(2) transformations by means of a complex parameter α, that
describes the translations, and a real phase ϕ ∈ [0, 2pi], that produces the rotations about
the propagation direction of the wave. We therefore can write the transformation laws
[215, 10.2]:
l′µ = (1− αα¯εn)lµ − εn(α¯mµ + αm¯µ) +O(ε 2n), (2.67a)
n′µ = (1− αα¯εn)
(
nµ + αα¯lµ + α¯mµ + αm¯µ
)
+O(ε 2n), (2.67b)
m′µ = (1− αα¯εn)eiϕ(mµ + αlµ)− εnαeiϕ(nµ + αm¯µ) +O(ε 2n), (2.67c)
m¯′µ = (1− αα¯εn)e−iϕ(m¯µ + α¯lµ)− εnα¯e−iϕ(nµ + α¯mµ) +O(ε 2n). (2.67d)
The complex parameter α is arbitrary except for the further consistency constrain αα¯
|εn|−1 ∼ |1− (c/vg)2|−1, which is needed in order to not to alter the order of smallness
of the terms proportional to εn: O(αα¯εn) ∼ O(εn).17 It is immediate to verify that this
transformation leaves unchanged l˜µ up to higher order terms in εn:
l˜′µ
(2.62)
= (1− εn/2)l′µ + εnn′µ = (1− εn/2)lµ + εnnµ +O(ε 2n).
On the other hand, it is also easy to verify that this is actually a Lorentz transformation,
neglecting, as usual, terms O(ε 2n), which leaves the relations (2.58) unchanged, and
particularly: 2l′(µn′ν) − 2m′(µm¯′ν) = ηµν +O(εn).
2.3.1.4. E(2) classiﬁcation of the Newman-Penrose quantities
Let us now proceed to study how the Newman-Penrose quantities deﬁned in the previ-
ous section transform under the E(2) transformations described in (2.67). Neglecting
contributions of O(εn), we have, inserting the new forms of the vectors (2.67) into the
deﬁnition given above for these quantities [153, 192]:
Ψ′2 = Ψ2, (2.68a)
Ψ′3 = e
−iϕ(Ψ3 + 3α¯Ψ2), (2.68b)
Ψ′4 = e
−2iϕ(Ψ4 + 4α¯Ψ3 + 6α¯2Ψ2), (2.68c)
Φ′22 = Φ22 + 2αΨ3 + 2α¯Ψ¯3 + 6αα¯Ψ2. (2.68d)
16The independent equations corresponding to the constraint ωµ
′
µ l˜
µ = 0 are 3, and not 4, because the
vector l˜µ has three actual degrees of freedom, for its normalization is ﬁxed in every reference frame:
l˜µ l˜µ
(2.60)≡ ε.
17Physically, this can be interpreted as a restriction on the speed of the primed reference frame respect to
that of the preferred one; this speed shouldn't be too close to that of the quasi-null GW vg because,
otherwise, v′g would diﬀer from its value as measured by the preferred observer and the order of
smallness related to that may change. For exactly null waves, vg = c, it holds ε = 0, and the previous
condition is automatically satisﬁed.
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At a glance, we can notice that these quantities are not invariant, but they depend
on the observer. For example, looking at (2.68b) we can observe that if in a certain
reference frame it holds Ψ2 6= 0 and Ψ3 6= 0, then there exists another reference frame
where Ψ′3 = 0. Anyway, it is not diﬃcult to make some invariant statements about the
existence of certain components (modes) and therefore give a way of classifying waves
in terms of observable quantities.
First of all, the transformation law (2.67) allows to associate to each Newman-Penrose
quantity a precise value of the helicity18; therefore, considering observers related by an
E(2) transformation that constitutes of a pure rotation (α = 0), and neglecting, as usual,
all terms O(ε), we have that the helicities of the various Newman-Penrose quantities are:
Ψ2 : h = 0, Φ22 : h = 0, (2.69a)
Ψ3 : h = −1, Ψ¯3 : h = +1, (2.69b)
Ψ4 : h = −2, Ψ¯4 : h = +2. (2.69c)
Then, following the scheme proposed by Eardley et al. [76], we can proceed with mak-
ing some (quasi-)Lorentz invariant considerations that allow us to classify the various
gravitational wave theories on the base of what detectable Newman-Penrose quantities
they produce. Each class is labeled by the Petrov type of its non-vanishing Weyl tensor
components [189, 2.4] and by the maximum number of non-vanishing amplitudes as
seen by any observer. These labels are independent on the observer. For exactly null
waves we have [76, 215]:19
Class II6 : Ψ2 6= 0. Ψ2 is observer independent but, if it diﬀers from zero, all the other
quantities become observer dependent. This is therefore the least restrictive class;
a theory that belongs to this class can have all the six modes of polarizations for
the GWs it predicts, but 5 of these are observer dependent;
Class III5 : Ψ2 = 0 and Ψ3 6= 0. The condition Ψ2 = 0 is an observer independent
statement and it makes the quantity Ψ3 independent as well. Hence, there are 5
possible modes of polarization for the GWs, but 3 of them are observer dependent;
Class N3 : Ψ2 = Ψ3 = 0. In this class Φ22 is independent of the observer, while Ψ4 is
independent up to rotations about the propagation direction of the wave. In any
case, the presence of this quantity is an invariant property that characterizes the
GWs belonging to this class. There is a total of 3 possible polarization modes, and
only one of these is observer independent;
Class N2 : Ψ2 = Ψ3 = Φ22 = 0, Ψ4 6= 0. This class is the most restrictive; it con-
tains only two independent modes of polarization, which are observer independent
up to rotations about the propagation direction of the wave. Einstein's General
Relativity (GR) belongs to this class.
The scheme we have just presented is the so called E(2) classiﬁcation of the generic weak,
plane, (quasi-)null gravitational waves predicted by any metric theory of gravity. Respect
to that described in [76] or [215], in the above classiﬁcation we omitted two further
18A quantity that, in a certain reference frame, under a rotation of an angle ϕ transforms by a multi-
plicative phase factor eihϕ is said to have helicity h according to that observer.
19For quasi-null waves it is suﬃcient to substitute in the various classes the request of annulment
(i.e ≡ 0) of a certain quantity with that of being inﬁnitesimal with ε ≡ 1− (c/vg)2, Ψi ≡ O(ε).
46
2.3. Polarization modes of GWs
classes, O1 and O0, which respectively predict only the scalar mode of polarization or
no modes at all, and therefore they are not consistent with the two standard modes of
polarization of GR or, moreover, it doesn't make sense the study of their polarizations,
if any.
2.3.2. Gravitational wave solution in various theories of gravity
To determine the E(2) class of a particular theory of gravity it is suﬃcient to look at its
linearized vacuum ﬁeld equations, in the approximation of plane waves, as seen by an
observer far enough form the source. From (2.58) we can write the identities [215]:
Rnl = Rnlnl +O(εnR), Rnn = 2Rnmnm¯ +O(εnR), (2.70a)
Rnm = Rnlnm +O(εnR), R = −Rnl +O(εnR). (2.70b)
If we compute the Riemann tensor from a linearized metric perturbation, hµν(u˜), then:
Rµναβ =
1
2 (∂α∂νhµβ + ∂β∂µhνα − α↔ β)
= 12
(
l˜α l˜ν h¨µβ + l˜β l˜µh¨να − α↔ β
)
and
Ψ2 =
1
12
h¨ll +O(εnR), Ψ3 = 1
4
h¨lm¯ +O(εnR), (2.71a)
Ψ4 =
1
2
h¨m¯m¯ +O(εnR), Φ22 = 1
2
h¨mm¯ +O(εnR). (2.71b)
We therefore proceed to describes the polarization modes for diﬀerent theories of gravity
according to their E(2) class.
2.3.2.1. Einstein's General Relativity
The vacuum ﬁeld equation of GR was derived in (2.3):
Rµν = 0, (2.72)
and we know that the linearized theory solutions to that are the null waves (that is,
εn ≡ 0) of the form:
hµν(t,x) = hµνe
−i l˜ρxρ
where l˜ρ is the null wave-vector (2.59) that describes the propagation of the wave.
From the identities (2.70), the vacuum ﬁeld equation (2.72) together with the condition
εn ≡ 0 imply that:
Rnlnl = Rnmnm¯ = Rnlnm = 0,
and therefore, form their deﬁnitions in section 2.3.1.2, we have the annulment of the
Newman-Penrose quantities:
Ψ2 = Ψ3 = 0,
but also:
Φ22 ≡ −1
2
Rnn = 0,
so the only possible non-vanishing modes of polarization of the GWs of GR are those
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corresponding to Ψ4, which in turn correspond to transverse waves (2.71b) of helicity
±2 (2.69c) respect to the propagation direction of the wave, and an E(2) class N2. This
is a well known result in GR [149, 35] as concerns the usual Transverse and Traceless
polarization modes + and ×.
2.3.2.2. Scalar-tensor theories
In a local freely falling frame, the linearized vacuum ﬁeld equations for scalar-tensor
theories were derived in (2.17), and they are:
Rµν − 1
2
ηµνR = φ
−1
0
(
∂µ∂νϕ− ηµνϕ
)
,
ϕ = 0,
where that for the scalar ﬁeld perturbation ϕ admits wave-like solutions of the form (see
eq. (A.17c)):
ϕ(t,x) = Φ
(˜
l
)
e−i l˜
ρxρ
described by the null wave-vector ηµν l˜
µ l˜ν = 0. If we substitute this solution in the ﬁrst
ﬁeld equations we get:
Rµν = − l˜µ l˜ν
φ0
Φ
(˜
l
)
e−i l˜
ρxρ ,
thus, using the orthogonality relation (2.58a), l˜µn
ν = 1, we have:
Rnn ≡ Rµνnµnν = − 1
φ0
Φ
(˜
l
)
e−i l˜
ρxρ
while all the other components of the Ricci tensor, Rnl and Rnm, vanish. Therefore, in
addition to the Ψ4 modes of GR, these theories also have an additional Φ22 mode; see
ﬁgure 2.1 for the corresponding eﬀect on test masses. That is, the theory is of class N3.
2.3.2.3. Vector-tensor theories
The linearized, vacuum ﬁeld equations in a local freely falling frame in the Universe rest
frame are reported in [215, eq. (10.60-61)], and, due to their complexity, it is of little
interest to quote them here without accounting for the meanings of each of the terms
that comprise them. Therefore, we look directly to their GW solutions. Imposing the
condition that these waves are functions of some retarded time coordinate u˜ only, and
projecting the ﬁeld equations onto the null tetrad used above, one can guess [192,
4.4.3] solutions of the form [215, eq. (10.62-64)]:[(
1− ωK2) εn (1− 12εn)− 12 (η − τ)K2] h¨m¯m¯ = 0
αA1h¨lm¯ + αA2h¨nm¯ + αA3k¨m¯ = 0
βB1h¨mm¯ + βB2h¨ll + βB3h¨ln + βB4h¨nn + βB5k¨l + βB6k¨n = 0,
where ω, η and τ are arbitrary constant parameters characterizing the coupling of the
vector ﬁeld in the action, and αAi, i = 1, 2, 3, and βBj , j = 1, . . . , 6, are 9 functions of
them. Then, the previous equations are, overall, 10 linear equations for the 10 unknowns
hµν and k
µ. However, in general there are ten diﬀerent solutions, each with its own
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characteristic speed and polarizations [215, 10.1]. For one of these solutions, we can
consider, for example, the ﬁrst of the previous equations, which gives:
hm¯m¯ 6= 0, εn
(
εn − 12εn
)
= 12 (η − τ)K2
(
1− ωK2)−1 .
From the deﬁnition (2.60), we can see that these waves predict propagation speeds given
by:
l˜µ l˜νηµν ≡ ε = 1−
(
vg/c
)−2 (2.62)
= 2εn
(
1− 12εn
)
= (η − τ)K2 (1− ωK2)−1 ,
that is:
v 2g = c
2 1− ωK2
1− (ω + η − τ)K2 .
This is not null, except in the special case η = τ . Also, v 2g > 1 would violate causality,
and hence there is a restriction placed on the values of the arbitrary constants allowed
if we are to get a viable theory.
To ﬁnd the polarizations class according to the E(2) scheme, we need to ﬁnd the other
components of hµν . These are given by [216, eq. (10.68)]:
h¨mm¯ = k¨l = k¨n = k¨m¯ ≡ 0,
εnh¨nm¯ −
(
1− 12ε
)
h¨lm¯ ≡ 0,(
1− 12ε
)
h¨nl + (1− ε) h¨nn ≡ 0,(
1− 12ε
)
h¨ll + 2εnh¨nn ≡ 0.
This results in Ψ2 = Ψ3 = Φ22 = 0, meaning that this is an N2 mode. This is not
a general result for the theory however, and there can be as many as 9 other modes
with h¨m¯m¯ = 0, each with its own speed and characteristic polarizations. Their number
depends on the speciﬁc values of the arbitrary constants ω, η and τ that comprises the
theory. Some of them can have all 6 Newman-Penrose quantities non-vanishing, and the
corresponding class would be II6 [215, 192].
2.3.3. Experimental determination of the E(2) class
Now that we know how to classify diﬀerent theories of gravity and describe the modes
of polarization they predict, we turn to the question, of fundamental importance, of
their experimental detection and reconstruction. This investigation may allow indeed
to test diﬀerent theories of gravity, on the base of the detected electric Riemann tensor
components and, from these, the corresponding polarization modes. In table 2.1 is
reported a list of various theories of gravity, including those discussed in the previous
sections, and their predicted modes of polarization.
We consider then a GW detector, whose simpliﬁed working principle is that of an appa-
ratus able to measure the six independent electric components of the Riemann tensor,
R0i0j , from the motion of the test mass that comprises it, as described in section 2.2
by equation (2.56). This provides the measurement of 6 independent quantities. The
polarization modes of a generic GW, expressed, for example, by means of the 6 Newman-
Penrose quantities described in section 2.3.1, constitutes 6 unknowns, to whom they must
be added the two angles of the celestial sphere that represent the direction of the incom-
ing GW, for a total of 8 unknowns. Therefore, in order to reconstruct the E(2) class of
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the wave it is necessary to reduce the number of the unknowns, for example supposing
to know à priori the direction of the incoming wave.
Indeed, in the discussion of the E(2) classiﬁcation, we have always assumed the observer
to know the direction of propagation of the wave, orienting its coordinate system in such
a way to set lµ parallel to the actual propagation direction l˜µ.
This experimentally may or may not be the case. If, for example, some independent
trigger, such as some astronomical measurements, provides the information on where
to look in the sky for the incoming GWs, one can orient its detector, that is, the
coordinate system discussed of section 2.3.1, and correctly classify the waves on the base
of the E(2) criterion. This is the case of the GW signal from a supernova explosion
[192] or from pulsars [138, 6], where one has strong electromagnetic (and neutrinos)
counterparts to the gravitational signal, or where he knows in advance the position of
the sources.
Another important case is that of our interest of the detection of a stochastic background
of gravitational waves (SGWB). As discussed in detail in this thesis, this background
can be either isotropic, as, for example, it is likely to be the case of that of cosmological
origin, or focused in the areas of the sky where there are the most of the active possible
sources of GWs, as for example the Virgo cluster, the center of the Milky Way, or the
Great Attractor [168]. In the ﬁrst case, the gravitational radiation comes to us in the
same amount from all the directions of the sky20, and the corresponding signal will be
integrated over all the celestial sphere, reducing then the eﬀective number of unknowns
by two. The same is true for backgrounds of astrophysical origin, but we can also know
the positions where they are concentrated the most of the possible GW sources and this
can give additional information [145, 150].
If, on the contrary, the experimenter has not enough information to reconstruct the
direction of the incoming wave, the information provided by the Riemann tensor R0i0j
only is not suﬃcient and there are some ambiguities in the reconstruction of the E(2)
class of the measured GW. In the original paper by Eardley et al. [76], they are described
some examples of this kind of ambiguity in the E(2) classiﬁcation.
We proceed in this section by assuming to know the propagation direction of the incoming
GW, and, for simplicity, we consider only one point-like source at a time, referring to
section 3.3.2 for the study of an isotropic SGWB over all the directions of the sky.
2.3.3.1. GW polarization modes
It is customary to set the detector orientation (or rather its coordinate system) so that
the propagation direction of the incoming wave is along the +z axis. So, let us rewrite the
6 Newman-Penrose quantities respect to the experimenter Cartesian basis of coordinates;
from their deﬁnition in (2.57) we have:
Ψ2 = −16Rµνρσnµlνnρlσ = −16R0z0z,
Ψ3 =
1
4
√
2
[
R0z0x − iR0z0y
]
, Ψ¯3 =
1
4
√
2
[
R0z0x + iR0z0y
]
,
Ψ4 = −12
[
R0x0x − 2i R0x0y +R0y0y
]
, Ψ¯4 = −12
[
R0x0x + 2i R0x0y +R0y0y
]
,
Φ22 = −12
[
R0x0x +R0y0y
]
.
20Notice, however, that the detector response to an SGWB is not isotropic, and as we will see the
information about the polarization components of this background are contained in the coherence
between the signals seen by every pair of detector.
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From these equations, it is possible to obtain the electric component of the Riemann
tensor in terms of the Newman-Penrose quantities:
R0ıˆ0ˆ =
 −ReΨ4 − Φ22 ImΨ4 −2
√
2ReΨ3
ImΨ4 ReΨ4 − Φ22 2
√
2 ImΨ3
−2√2ReΨ3 2
√
2 ImΨ3 −6Ψ2
 . (2.73)
Substituting this expression in (2.56) we can ﬁnd the equations of the motion of test
masses induced by the various Newman-Penrose quantities; in ﬁgure 2.1 it is depicted
the corresponding deformation produced on a circular array of test masses.
Instead of describing the waves by means of the theoretical Newman-Penrose quanti-
ties, it gives more insight characterizing their polarizations on the base of the deforma-
tions they produce on test masses, and then relate them with the corresponding metric
perturbation tensor through equation (2.71). We can expand the metric perturbation
hij(t− z/c) of a wave propagating along z in components that describe diﬀerent defor-
mations, as they are depicted in ﬁgure 2.1. From (2.71) and (2.73) we deﬁne the linear
polarization modes tensors:
e+ij =
1 0 00 −1 0
0 0 0
 , e×ij =
0 1 01 0 0
0 0 0
 , (2.74a)
ebij =
1 0 00 1 0
0 0 0
 , e`ij = √2
0 0 00 0 0
0 0 1
 , (2.74b)
exij =
0 0 10 0 0
1 0 0
 , eyij =
0 0 00 0 1
0 1 0
 (2.74c)
whose names, plus, cross, breathing, longitudinal, x and y, have been chosen on the base
of the deformation they produce on a circular array of test masses; see ﬁgure 2.1 for
comparison. Each polarization mode is orthogonal to one another and is normalized so
that:
eAije
ij
A′ = 2δ
A
A′ .
Note also that the breathing and longitudinal modes are not traceless, in contrast to
the ordinary plus and cross polarization modes of GR. According to rotation symmetry
around the propagation axis of the GW, it is immediate to see that the + and × modes
can be identiﬁed with tensor -type (spin-2) GWs, the x and y modes are vector -type
(spin-1) GWs, and the b and ` modes are scalar-type (spin-0) GWs [160, II].
We can use these polarization tensors to expand the Riemann tensor, R0i0j , and the
corresponding derivatives of the metric perturbation:
h+ij = h
+e+ij , h
×
ij = h
×e×ij , h
x
ij = h
xexij , etc.
The equation of the motion of a test mass from the passage of a GW, expressed in the
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Plus mode

Cross mode

Breathing mode

x mode y mode Longitudinal mode
Figure 2.1.: Representation, according to the Fermi normal coordinates of the observer, of the
deformation produced on a circular array of test masses from the transit of a generic gravita-
tional wave. The small circles  and the arrows → indicate the direction of propagation
of the waves; the three modes on the top have transverse eﬀects on the detector test masses,
and they are depicted indeed respect to a plane transverse to the direction of the wave, while
those at the bottom have longitudinal eﬀects. At the top, from left to right, these deformations
correspond to ReΨ4, ImΨ4 and Φ22, while those at the bottom to ReΨ3, ImΨ3 and Ψ2.
Fermi normal coordinates of the observer (2.56), can be expanded as:
ξ¨ ıˆ = −c2R0ıˆ0ˆξ ˆ = −c2
(
−1
2
∂0∂0hıˆˆ
)
ξ ˆ =
1
2
h¨ıˆˆξ
ˆ
≡ 1
2
∑
A=+,×,b,
x,y,`
h¨Aıˆˆ ξ
ˆ =
1
2
∑
A=+,×,b,
x,y,`
h¨AeAıˆˆ ξ
ˆ. (2.75)
2.3.3.2. Further remarks
The experimental detection of some Newman-Penrose quantities provides a method for
deducing to what E(2) class belongs the GW that has interacted with our detector.
Also, on the base of the class, we can reconstruct the theory of gravity that may have
produced GWs with such properties. Notice however that a speciﬁc source may or may
not produce the most general wave predicted by a certain theory, but only some of the
allowed polarization modes; therefore the E(2) class, obtained by means of R0i0j and
the study of the response of test masses, will be the least generic allowed by a particular
theory of gravity.
For example, the determination of the N2 class for the gravitational radiation com-
ing from a certain source doesn't provide, itself, a proof in favor of Einstein's GR, or
against other theories of gravity; that source, for its particular structure and the speciﬁc
mechanisms of production of GWs inherent with that, may have not produced the non-
standard modes of polarization characterizing the alternative theories, or the amplitudes
of such modes may be considerably weaker respect to that corresponding to the standard
polarizations of GR.
On the contrary, the evidence for a gravitational radiation belonging to the E(2) class
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Theoretical Model e+ij e
×
ij e
b
ij e
`
ij e
x
ij e
y
ij Refs.
Einstein's General Relativity (GR) * * sec. 2.3.2.1, [149]
Scalar-tensor (Brans-Dicke) theories * * *1 *1 sec. 2.3.2.2
f(R) theories * * *2 *2 *2 *2 sec. 2.1.1.3, [47]
Vector-tensor theories * * *3 *3 *3 *3 sec. 2.3.2.3, [215]
GR in a noncompactiﬁed 5D Minkowski sp. * * *4 *4 * * [160]
GR in a noncompactiﬁed 6D Minkowski sp. * * * * * * [160]
5D Kaluza-Klein theory * * * * * [15]
Randall-Sundrum braneworld * * [92, 215]
DGP braneworld (normal branch) * * [50]
DGP braneworld (self-accelerating branch) * * *1 *1 [50]
Bimetric (Rosen's, Rastall's and BSLL) ths. * * *1 *1 * * [69, 171, 215]
Table 2.1.: A list of the predicted modes of polarization according to diﬀerent theories of gravity.
Some considerations are needed in order to establish which modes are actually present and
behave as independent degrees of freedom: 1Ifmg = 0 the `-mode vanishes, otherwise, ifmg 6= 0
then the b- and `-modes are correlated and behave as one eﬀective degree of freedom. 2If the
mass of the spin-2 ﬁeld vanish, mspin 2 = 0, there are two independent tensor polarizations,
plus a scalar mode; if mspin 2 6= 0, there are ﬁve independent polarizations, corresponding to
the massive spin two ghost mode, plus a scalar mode. 3The actual number of independent
modes of polarization depends on the parameters ω, η and τ that characterize the theory (as
discussed in section 2.3.2.3). 4These modes are correlated and behave as 1 degree of freedom.
N3 would constitute a clear evidence in favor of some alternative theory of gravity, as
for example the scalar-tensor theories, and against the standard GR.
In conclusion, detecting new gravitational wave modes could be a crucial, model inde-
pendent, experiment able to discriminate among diﬀerent theories of gravity, since these
modes would constitute evidence that GR must be enlarged or modiﬁed [29].
2.4. Gauge-invariant detector response to GWs
We conclude this chapter with the study of the detector response to non-standard GWs
in a gauge-independent way. We have discussed at the beginning of the chapter and in
section 2.1 the reasons that stands behind this choice.
This section lean on the work of Koop and Finn [122, II], and we aim to recover the
results presented in [35] in the case of non-standard polarizations. The description
of the response we present here makes no assumptions regarding the geometry of the
background space-time and involves, from beginning to end, only physical measurements
and gauge-independent quantities: i.e. it is valid in an arbitrary background space-time,
for detectors of arbitrary size compared to the radiation wavelength, and never requires
or invokes any special gauge or gauge-dependent quantities.
2.4.1. Observed clock phase and phase Doppler
Most of the modern GW detectors, like pulsar timing arrays [25, 71, 220], spacecraft
Doppler tracking [23, 80, 105], and both space- [20, 30, 89] and ground-based interfer-
53
2. Gravity waves from alternative theories
ometric detectors [8, 60, 102, 90], involve the measurement of the advancing phase of
a remote clock via an electromagnetic signal that propagates through space-time along
piecewise-null21 geodesics to reach the receiver/observer. As discussed (in a gauge-
dependent way) in section 2.2.3.3 about the displacement of test masses, the presence
of GWs involves on the detector a diﬀerence in the location of the clock and of the re-
ceiver/observer, as well as in the path taken by the electromagnetic record of the phase
as it is transferred from the clock to the receiver/observer [122]. These are all gauge-
dependent quantities, while, on the other hand, the measured record of the clock phase,
for it is an observed quantity, recorded during the data acquisition, is completely gauge-
independent; this constitutes indeed the deﬁning characteristic of these detectors. Our
aim here is to relate all the gauge-dependent quantities to the invariant measurement of
the clock phase in a gauge-invariant, physical way.
Referring to ﬁgure 2.2, let us consider the worldlines followed by the clock and the
receiver/observer; these trajectories are parametrized by the proper times t and τ re-
spectively. We identify the tangent vector ﬁelds to these worldlines, and then we
denote the clock 4-velocity with V = ∂t = (dx
µ/dt)∂µ and the observer's one with
U = ∂τ = (dx
µ/dτ)∂µ. We introduce then a congruence [49, Appendix F] of future-
directed, null-geodesics connecting the clock worldline and the receiver/observer, and
we label each geodesic of this family with the monotonically increasing phase φ on the
clock worldline where it intersects that null geodesic. We also introduce the aﬃne pa-
rameter λ for the null geodesics, measured from the clock worldline, in order to obtain
a basis,
{
∂φ, ∂λ
}
, for the coordinate on the world-sheet described by the null-geodesic
congruence. As we noted for equation (2.37), each geodesic has its aﬃne parameter
but if we consider two geodesics much closer than the typical scales of variation of the
gravitational ﬁeld, we can equal in ﬁrst approximation their aﬃne parameters.
Then, respect to the basis
{
∂φ, ∂λ
}
on the clock-observer world-sheet, we can rewrite
the receiver/observer 4-velocity as:
U =
dφ
dτ
∂φ +
dλ
dτ
∂λ, (2.76)
where dφdτ = U
φ and dλdτ = U
λ are the coordinate components respect to this basis. We
deﬁne the observed rate of phase as:
dφ
dτ
=
U · ∂λ
∂φ · ∂λ , (2.77)
where the dot  ·  denotes the usual four-vector product, and where ∂λ · ∂λ = 0 for
it is referred to null geodesics. The denominator of the previous equation is then a
sort of normalization that takes into account for the fact these two basis vector are not
orthonormal.
To evaluate this rate of phase we need to know how the deviation vector ∂φ varies
along the geodesics described by ∂λ; we deﬁne then the corresponding geodesic deviation
21Consistently with the Special Theory of Relativity and with the principle of LLI, the speed of light,
as measured locally, takes always the same value c. However, in GR, non-local measurements of
this speed, such as the time travel taken by a light ray to reach us from a known source, produce
variations of this value due to curvature of the space-time passed by the wave [120, 8], and the well
known eﬀect of the Shapiro, or gravitational, time delay [183, 184]. This eﬀect is also at the base of
the working principle of GW detectors.
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Figure 2.2.: Space-time diagram describing the transmission of the phase rate record from the
clock to the receiver/observer. Picture readapted from [122, Fig. 1].
equation as a set of ﬁrst order diﬀerential equations:
∇∂λ∂φ = K, (2.78a)
∇∂λK = −R
(
∂λ, ∂φ
)
∂λ, (2.78b)
where, following the notation of Koop and Finn [122, eq. (2.3)], we think of the Riemann
tensor as a multilinear map from three vector ﬁelds, ∂λ, ∂φ and ∂λ respectively, to a
fourth one [49, 3.6], that is, introducing a coordinate notation:
∇∂λ∇∂λ∂µ(φ) ≡ ∇∂λKµ = −Rµνρσ∂ν(λ)∂ρ(λ)∂σ(φ).
In order to solve (2.78), we also need to specify initial conditions for ∂φ and K. The
ﬁrst is provided by the condition on the clock worldline:
∂φ
∣∣
λ=0
=
(
dφ
dt
)−1
V =
(
dφ
dt
)−1
∂t.
The condition on K can be set in terms of the receiver/observer's trajectory and the
observed direction to the clock:
K
∣∣
λ=λR/O
≡ ∇∂λ∂φ
∣∣
λ=λR/O
= ∇∂φ∂λ
∣∣
λ=λR/O
= ∇∂φ [−(U − n)U · ∂λ]
(2.76)
= −
(
dφ
dτ
)−1
∇U [(U − n)U · ∂λ] ,
where n is the apparent direction to the clock as measured in the receiver/observer's
proper reference frame. The previous equation can be rewritten scaling the aﬃne pa-
rameter λ in such a way to satisfy U · ∂λ = −1, and deﬁning the receiver/observer's
4-acceleration ∇UU ≡ aR/O and the angular velocity (proper motion) of the clock as
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measured by the receiver/observer θ˙ ≡ ∇Un:
K
∣∣
λ=λR/O
=
(
dφ
dτ
)−1 (
aR/O − θ˙
)
.
More insight into the eﬀects produced by GWs on the detector clock phase is given by
the clock phase observed Doppler, that is d2φ/dτ2. This can be directly obtained from
the rate of phase (2.77); coherently with the objectives we set ourselves, we want to
express the result in a gauge-invariant way, and therefore we have to write it be means
of gauge-independent quantities, such as intrinsic properties of the clock, like dφ/dt and
d2φ/dt2, and other expressions of physical quantities written in a fully covariant, gauge-
independent way. This computation is quite straightforward, thought it deserves some
care. Therefore we limit here to quote the ﬁnal results obtained by Koop and Finn
[122, eq. (2.19)], referring to the original paper for comments and justiﬁcations of the
intermediate steps in the calculation.
The observed clock Doppler results to be:
d2φ
dτ2
= ∇U
(
∂λ · U
∂λ · ∂φ
)
=
(
dφ
dτ
)3 [
∇∂φ
(
∂λ · ∂φ
)]
λ=0
=
(
dφ
dτ
)3 [(
∂λ ·K
)
λ=0
+
∂λ · aC(
dφ/dt
)2 + ∂λ · ∂φ∇V (dφdt
)−1 ]
=
(
dφ/dτ
dφ/dt
)2 d2φ
dt2
− dφ/dτ
∂λ · U
{(
dφ/dτ
dφ/dt
)2 (
∂λ · aC
)∣∣
λ=0
− (∂λ · aR/O)∣∣λ=λR/O
−
(
dφ
dτ
)2 ˆ λR/O
0
[
K2 − ∂φ ·R
(
∂λ, ∂φ
)
∂λ
]
dλ
}
. (2.79)
The quantities that comprise the previous equation are all gauge-invariant or expressed
in a gauge-independent way. As regards those of the ﬁrst kind, these are the clock
intrinsic phase rate and phase Doppler, dφ/dt and d2φ/dt2, while the latter are the tensor
quantities clock 4-acceleration aC, and detector 4-velocity U and 4-acceleration aO/R, and
the other quantities related to the relative motion of the clock and the receiver/observer,´
K2dλ, and the space-time properties along the null-geodesics,
´
∂λ · R
(
∂λ, ∂φ
)
∂λdλ.
These are all combined in such a way to determine a space-time scalar, which is a
gauge-invariant quantity, with an unambiguous physical origin and meaning.
We conclude that, as it was our goal, the fundamental result obtained in equation (2.79)
was derived entirely in terms of the physical measurements made at the receiver/observer
and the clock, and other scalar, gauge-invariant quantities; at no point were special
coordinates, privileged observers, or gauge-dependent quantities introduced.
2.4.2. Detector response to GWs
We refer now to what we learned in section 2.1.2 about the characterization of the GWs
in terms of the perturbations to the Riemann tensor, and we ask how the observed clock
phase is aﬀected by their presence. First of all, we observe that of the quantities that
comprises equation (2.79), the GW perturbation doesn't eﬀect the intrinsic phase rate
and phase Doppler of the clock, dφ/dt and d2φ/dt2, measured in its proper reference
frame, while the remaining terms, dφ/dτ, aR/O, aC, ∂λ, K, λR/O and R, are all per-
turbed and contribute to the perturbation to d2φ/dτ2, which is the physical observable
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we use to detect the presence of a gravitational signal. The point is now to understand
how much these quantities change with the characteristic quantities that characterize
the space-time perturbation, that is the GW amplitude ε and wavelength ω−1, which
are assumed to be inﬁnitesimal with respect to the typical background space-time cur-
vature scales, LB. The details of this analysis can be found in [122, APPENDIX]; we
limit ourselves here to quote the result that, for high frequency, small amplitude GWs,
the clock rate phase Doppler, measured by the observer/receiver, is:
d2φ
dτ2
=
d2φ(0)
dτ2
+ ε
d2φ(1)
dτ2
+O(ε2),
where:
d2φ(1)
dτ2
= −
(
dφ(0)/dτ
)3
∂λ · U
ˆ λR/O
0
∂φ ·R(1)
(
∂λ, ∂φ
)
∂λ dλ+O(δ).
The ﬁrst order perturbation to the Riemann tensor, R
(1)
µνρσ, represents the GW, while
all the other terms correspond to their unperturbed quantities. Notice that the previous
equation is valid up to O(ε2) in the GWs amplitudes, and to O(δ) in the ratio of their
wavelengths with that of the background space-time, δ ≡ (ωLB)−1.
An important remark on the previous result, as well as on (2.79), is that the gravitational
contribution to the observed clock phase Doppler manifestly satisﬁes the principle of LLI,
as it must: since the gravitational contribution to the response arises from the integral
of the Riemann curvature along the path traversed by the electromagnetic signal from
the clock to the observer the eﬀect of gravitational waves requires an extended detector,
capable of measuring tidal accelerations, i.e. geodesic deviation [122, IV.A].
2.4.2.1. Interferometric detector response to GWs
What concerns us here is the study of the response of laser interferometric detectors,
like Virgo and LIGO, to GWs; thus, what we aim is to extend the previous results to
embody the particular geometry and features of this kind of machines. Unfortunately,
due to the large degree of complexity of an actual interferometric detector, it is not
simple, nor particularly enlightening for the purposes of the present work, to correctly
take into account of all the features that comprises them, such as the interaction of GWs
with Fabry-Perot cavities [8, 10]. Therefore, we limit ourselves to provide here a sketch
of some qualitative arguments that lead to the fundamental result that constitutes the
detector response tensor, Dij , to GWs. This is the fundamental ingredient to characterize
how GWs, described in terms of perturbations of the spatial metric (refer to eq. (2.75)),
couple with the detector. This result will be of considerable importance for the study of
the following chapters, where we will abandon the physical description of the waves in
terms of space-time tensor quantities and where we will refer to them simply as scalar
signals measured at the detector output.
As regards a comprehensive description of the principles of functioning of an interfero-
metric detector we refer to the book by Maggiore [138, 9], or to the article by Bªaut
[35], which is closer to the spirit of the present discussion and of that by Koop and Finn
[122]
Laser interferometric detectors provide a particularly sensitive light-time detection method
for GWs. Their working principle can be schematically summarized in a single-pass
delay-line, where the interferometer response is the phase diﬀerence, ∆φ, of the clock
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image reﬂected from the x-arm beam splitter, φx, and the y-arm beam splitter, φy.
Thus, the response for the diﬀerential interferometers can be obtained as the diﬀerence
of two responses. Equation (2.80) describes how the phases φx and φy are observed at
the output port of the detector; it also describes how φx and φy are determined from
the light phase at the interferometer input port. As a consequence, the response of an
interferometric detector follows from the iterative use of equation (2.80) [122, IV.A].
In order to recover the well-known results usually presented in literature, it is convenient
to eventually abandon the formal, gauge-invariant description of the detector response
and to consider its relation with the metric perturbation. See ref. [35] for a comprehen-
sive, gauge-independent treatment.
The metric perturbation expression for the gravitational wave contribution to the ob-
served phase Doppler is generally described for the special case of a nearly-Minkowskian
background, with clock and receiver/observer at rest in a locally Lorentzian frame, suf-
ﬁciently large to contain both; see, on this purpose, the range of validity of the Fermi
normal coordinates (2.50).
When the background space-time is ﬂat, we do not have ε . δ, for δ ≡ 0; correspondingly,
we can't make use of the approximate expression for the clock rate phase Doppler (2.80),
but we have to refer directly to (2.79), which makes no assumptions regarding ε and
δ. When clock and receiver/observer accelerations aC and aR/O vanish, the geodesic
deviation is an eﬀect of O(ε) (recall the discussion in sec. 2.2.3.3), and therefore K2 ∼
O(ε2), and equation(2.79) reduces to:
d2φ(1)
dτ2
= −
(
dφ(0)/dτ
)
∂λ · U
ˆ λR/O
0
∂φ ·R(1)
(
∂λ, ∂φ
)
∂λ dλ+O(ε2).
In this nearly-Minkowskian frame, clock and receiver/observer are at relative rest, and
therefore:
U = V = ∂t, ∂φ =
(
dφ
dt
)−1
∂t, and ∂λ = ∂t + n
i∂i,
where ni is in the spatial direction from the clock to the receiver/observer. Substituting
then the linearized expression for the Riemann tensor (2.5) in Fermi normal coordinates
(2.75), we obtain, for a receiver/observer located at xi:
d2φ(1)
dτ2
= −1
2
dφ(0)
dt
ˆ 0
−λR/O
ninj h¨ij
(
τ + λ, xi + λni
)
dλ. (2.81)
2.4.2.2. The Detector tensor
The fundamental tensorial structure in the previous equation is given by the term
ninj h¨ij , which, in turn, is proportional to n
injhij , for the metric perturbations are
waves described by (2.14). Then, taking the diﬀerence of the phase Doppler from the
two arms of an interferometric detector, we obtain a term poportional to the tensor
contraction:
1
2
(
ninj −mimj)hij ,
58
2.4. Gauge-invariant detector response to GWs
where ni and mi are the two (uni-)vectors pointing from the receiver/observer to the
two diﬀerent arms of the interferometer. The tensor:
Dij ≡ 1
2
(
ninj −mimj) (2.82)
determines the angular response to a GW depending on the orientation of the detector
arms. This is called the detector tensor [55, 86]. The factor 1/2 takes origin from the fact
that we could have obtained this equation directly from the equation of the motion of a
test mass under the eﬀects of GWs in Fermi normal coordinates (2.75); indeed, assuming
mirror located at ξxˆ = L, we have had an acceleration along the xˆ direction:
ξ¨xˆ =
1
2
h¨xˆxˆL,
and, relating the phase shift with the acceleration of the mirrors, we obtain for the
diﬀerence in phase shift of the signal from the two arms of a detector, respectively along
the xˆ and yˆ axes, the term:
1
2
(
h¨xˆxˆ − h¨yˆyˆ
)
.
The detector tensor (2.82) is particularly important in characterizing the (scalar) signal
produced in an interferometric detector from the passage of a GW, because, leaving
aside all the quantities in equation (2.81) that depend on the particular detector, like
the phase rate and the null geodesic path of the electromagnetic record, it contains
only geometrical information that are the same for every detector of this kind. All
the interferometric detectors share the same geometrical response to GWs expressed by
(2.82). For this reason, it is useful to deﬁne, in an universal way, the detector response
to GWs as [138, 7.1]:
h(t) ≡ Dijhij(t).
This will be the key ingredient for the analysis that we are going to discuss in the next
chapter.
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3. Detecting a stochastic background of
gravitational waves with non-standard
polarizations
Searching a stochastic background of gravitational waves (SGWB), or a generic GW sig-
nal as well, consists into relating the perturbed metric tensor hab(t,x), which represents
the GW propagation in the three-dimensional space (a, b = 1, 2, 3), and the output signal
of our GW detector, that is, a time series s(t) describing, for instance, the oscillation
state of a resonant mass, or the phase shift of the light recombined after traveling into
the two arms of an interferometer [138, 7.1]. We'd want to recognize the presence of a
GW signal by looking at the detector output. Currently, it has never been possible to
have direct evidence of this signal and only some constraints and upper limits have been
evaluated on the strength that the GW signal may have [6, 7, 9, 113, 181]. Indeed, the
signal we expect from an SGWB, or from any other kind of GW source, is so weak that
the intrinsic noise of the detection apparatus, n(t), completely buries it. For this reason,
the detection of an SGWB signal is a very hard task that needs a clever strategy.
The key idea to detect an SGWB is correlating the outputs of two, or more, diﬀerent
detectors. As was ﬁrst shown by Michelson [147], and developed later by Christensen [55]
and Flanagan [86], provided that these detectors have uncorrelated noises, the only part
of their outputs that won't vanish, on the average, once correlated is that of the GW
signal. In this way one can, in principle, isolate the signal of the stochastic background
from the intrinsic noise of the detectors. Of course, noise still plays a crucial role, and, in
fact, it limits the actual detection capabilities of our detectors, as we will see in relation
with the variances of the statistical quantities that we will consider for the study of the
SGWB.
In this chapter we will discuss the data analysis techniques and the optimal detection
strategy for a generic SGWB signal which satisﬁes some basic assumptions. The frame-
work is that described in many classical papers about the SGWB [17, 55, 86, 135], while
the detection strategy we adopt is more formal and statistically oriented, as proposed in
many statistical signal processing texts (see for example [116, 117, 130]). In this sense,
our aim is to extend the previous works, trying to recover known results as particular,
simpliﬁed, cases of a more general and comprehensive paradigm.
3.1. Data acquisition
We begin our discussion describing some general features of the data set acquired in a
typical GW experiment. In the next sections, we will make some considerations and
assumptions about the physical properties we expect for these data and then we will
turn to the problem of the detection of a GW signal, and, in particular, a stochastic
background of gravitational waves. Let us consider for the moment only one detector at
a time, postponing the important aspect of combining data from diﬀerent detectors to
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the next sections.
The typical duration of a GW experiment can be hours, days, weeks, or even months in
length, during which a set of measures are recorded with a typical sampling rate fS ∼
104 Hz. Besides the GWs we are trying to detect, many instrumental and environmental
eﬀects may change over the course of time, altering the physical properties of the system
under observation [17, V.B]. Therefore, as a ﬁrst operation, it is convenient to break the
total data set into shorter periods, such that within each of these intervals the detector
properties can be considered stationary. This scale is chosen based on observations of
the detectors noise variation [138, 7.8.3].1
In practice, the analysis takes place independently on each set of measures with the
calculation of some statistics of the data. These are subsequently combined in an optimal
way (e.g. maximizing a certain signal-to-noise ratio) by means of a weighted summation
in order to obtain some overall optimal statistics of the full data set, as discussed in [17]
and later on in sections 3.4.3.5 and 3.4.5.2. Let us leave this complication aside for the
moment, and consider only one set of data at a time and the statistical properties of the
detector to be stationary for all the duration of this data acquisition, Ttot.
To experimentally study the statistical properties of the system within this period, one
further divides each interval into n shorter segments of duration T ≡ Ttot/n, with a
number N ≡ TfS of measures each. T should be much larger than the light travel time
between the two detectors we are considering for the cross-correlation analysis, as we
will discuss in the next sections [138]; typically, T is of order of a few tenth of seconds.
Then for each of these segments we have a set of measures:{
sI(t0), sI(t1), . . . , sI(t0 + T )
}
(3.1)
where I = 1, . . . , n is the segment index. Here ti = t0 + i dt = t0 + i/fS , with the time
index i ∈ [0, N − 1]. These segment will be studied independently, calculating some
statistics of the data inside them, and then recombined together. In each segment, it is
convenient to set the starting time t0 to be equal to −T/2.
For the sake of simplicity, we are considering here equal length, non-overlapping seg-
ments. They are supposed to be statistically uncorrelated, provided that their duration
T is much larger than the typical coherence scale of the signal. In practice, it may be
more convenient to use overlapping segments, which may have correlations [128] but this
would make the analysis more involved.
The most of the analysis will be performed in the frequency domain, thus one ﬁrst
compute the discrete Fourier transform of the data (3.1) through some fast Fourier
transform (FFT) algorithm:
s˜I(fk) =
N−1∑
i=0
sI(ti) e
2pii fkti∆t, where fk =
k
T
(3.2)
and k = 1, . . . , N . Notice that the resolution in frequency depends on the segment
duration: ∆f ≡ fk+1 − fk = 1/T . These Fourier components contain the parameters T
and fS , which take trace of the way the data have been recorded and their transforms
1Consider that for many models of SGWB the only characteristic time scale for the GW signal traveling
at the speed of light between two detectors is the light travel time between them, that is d/c, which is
typically ∼ 10−2 sec for detectors several thousand kilometers apart. See section 3.3.2.1 for a general
account for this topic and further details.
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calculated. The choice of normalization, by means of the ∆t = 1/fS factor, has been
made in order to give these components the same dimensions of the ﬁctitious true
(i.e. continuous time, inﬁnite duration) Fourier transform:
s˜I(f) =
ˆ +∞
−∞
sI(t) e
2pii ft dt, (3.3)
which, of course, is not well deﬁned, besides for the measurement times are discrete,
because the data sI(t) are stationary and then the integral of their squares is not ﬁnite for
an inﬁnite integration time.2 Nevertheless, in searching the optimal detection algorithm,
it will be more convenient to work with integrals and Fourier transforms, rather than
with series and discrete indices. We can adopt this sort of description by means of some
considerations and approximations. First of all, the point that the times of measurement
are discrete is of little interest for us, as the sampling rate fS ? 10 kHz is actually much
faster than the GW frequencies we are sensitive to, and hence we can consider, in fact,
the times continuous, or the sampling rate inﬁnite, and forget about fS in the analysis.
On the contrary, the ﬁnite time of measurement is a subtle aspect we won't get rid of,
though in many results we will ﬁnd integrands with a compact support in time smaller
than the measurement time T . There will be many circumstances where we can forget
also about the fact that T is ﬁnite, not always though.
Thus, let us assume a continuous times description and the measures within each segment
I to be represented by the family {sI(t)}, whose parameter t ∈ [−T/2, T/2]. We can
deﬁne the corresponding Fourier series:
s˜I(fk) =
ˆ +T/2
−T/2
sI(t) e
2pii fktdt, where fk =
k
T
, (3.4)
with k ranging over all the positive integers.
In developing the optimal detection algorithm, we will work with quadratic, or even
quartic, functions of the measures sI(t). As anticipated, their support is compact in
time and then their integral, calculated over the actual duration of the measurement,
equals that over an inﬁnite time interval. Let us consider, for example, the correlation3
between two diﬀerent Fourier components (3.4) in the I-th segment (whose index will
be left out, for simplicity) with frequencies fk and fk′ , which will be labeled simply as
f and f ′, respectively; assuming they have zero mean, we have:4
〈
s˜∗(f) s˜(f ′)
〉
=
〈ˆ +T/2
−T/2
s(t) e−2pii ftdt
ˆ +T/2
−T/2
s(t′) e2pii f
′t′dt′
〉
(3.5)
=
ˆ +T/2
−T/2
dt
ˆ +T/2
−T/2
dt′
〈
s(t) s(t′)
〉
e2pii(f
′t′−ft)
2In other words, it doesn't exist the Fourier transform of the function of the time sI(t), meant as a
continuous time generalization of the time series of experimental data (3.1), for it is not square-
integrable. This is a consequence of the stationarity, as the squares |sI(t)|2 doesn't drop to zero for
suﬃciently large times and, in average, they maintains about the same non-negative values.
3It will be the subject of section 3.2.2 the formalization of this and other statistical concepts.
4We could have performed this calculation using the actual discrete Fourier transform (3.2), though
it would have been quite cumbersome in manipulating indices and summations. Anyway, the result
would have been the same as nowhere in these passages we encountered the eﬀects of a ﬁnite sampling
rate; thus, the description by means of the Fourier series (3.4) can be considered, so far, valuable.
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τ ≡ t′−t =
ˆ +T/2
−T/2
dt
ˆ +T/2−t
−T/2−t
dτ
〈
s(t+ τ) s(t)
〉
e2pii t(f
′−f)e2pii f
′τ
=
ˆ +T/2
−T/2
dt
ˆ +T
−T
dτ θ
(
τ − (−T/2− t))θ(τ − (+T/2− t))
× 〈s(t+ τ) s(t)〉 e2pii t(f ′−f)e2pii f ′τ
=
ˆ +T
−T
dτ
ˆ +T/2
−T/2
dt θ
(
t− (−T/2− τ))θ(t− (+T/2− τ))
× 〈s(t+ τ) s(t)〉 e2pii t(f ′−f)e2pii f ′τ
=
ˆ +T
−T
dτ
ˆ min[+T/2,+T/2−τ ]
max[−T/2,−T/2−τ ]
dτ
〈
s(t+ τ) s(t)
〉
e2pii t(f
′−f)e2pii f
′τ
=
ˆ 0
−T
dτ
ˆ +T/2
−T/2−τ
dt e2pii t(f
′−f)〈s(t+ τ) s(t)〉 e2pii f ′τ
+
ˆ +T
0
dτ
ˆ +T/2−τ
−T/2
dt e2pii t(f
′−f)〈s(t+ τ) s(t)〉 e2pii f ′τ
=
ˆ T
0
dτ
sin
[
(f − f ′)pi(T − τ)]
(f − f ′)pi
(
2 cos
[
(f + f ′)piτ
])〈
s(t+ τ) s(t)
〉
.
In the fourth line we introduced the step Heaviside function, θ(x), a discontinuous
function whose value is zero for negative argument and one for positive argument. The
term within angle braces,
〈
s(t + τ) s(t)
〉
, is called the autocorrelation function (in the
time domain) and often written as R(t + τ, t). For a stationary process, as we are
assuming for the measures within each period of duration Ttot, it doesn't depend on the
absolute values of the times but on their diﬀerence only, that is:
〈
s(t+ τ) s(t)
〉
= R(τ).
Also, for real valued data, it can be shown that it is an even function of τ , and we
applied this property in the third line of the previous equation. Both the functions
within parentheses (round and angle braces) in the last integrand are even functions of
τ ; the integral can than be extended over a symmetric integration interval as:
〈
s˜∗(f) s˜(f ′)
〉
=
ˆ +T
−T
dτ
sin
[
(f − f ′)pi(T − |τ |)]
(f − f ′)pi R(τ) e
pii(f+f ′)τ .
Since a stochastic process is generally very little predictable after a long enough time,
the autocorrelation function should drop to zero as |τ | increases [138, 7.1].5 Then, in
practice, R(τ) is a function with a very small support compared with T , and we can
5An extreme example is white noise, characterized by the autocorrelation function 〈s(t+τ) s(t)〉 ∝ δ(τ)
[162, 9.1]. As regards our searches for an SGWB signal, we will have both noise and signal with very
broadband frequency spectral densities (see section 3.3.1); the broader the frequency spectrum, the
narrower the autocorrelation function and then the support of R(τ). To be more quantitative, to a
ﬁrst approximation, and neglecting the eﬀect of the resonances of the apparatus, we can consider the
noise spectral density as a constant over all the sensitivity band of our detectors (see Figure 3.2), which
is ∆f ≡ fmax − fmin ∼ 1000 Hz. Then, the characteristic time scales over which the autocorrelation
function R(τ) is not vanishing are approximately of order τ . ∆f−1 = 0.001 sec  T . Similar
arguments hold for the most of the SGWB spectral density models proposed in literature, whose
frequency band extensions are much larger than the typical sensitivity band of our detectors. Then,
the error one would make in the approximation in equation (3.6) is about O(∆f−1/T ) ∼ O(10−3).
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approximate:
ˆ +T
−T
dτ
sin
[
(f − f ′)pi(T − |τ |)]
(f − f ′)pi R(τ) e
pii(f+f ′)τ
≈ sin
[
(f − f ′)piT ]
(f − f ′)pi
ˆ +T
−T
dτ R(τ) epii(f+f
′)τ (3.6)
The function in front of the integral is independent on τ , and it is called truncated delta
function:
δT (f − f ′) ≡
ˆ +T/2
−T/2
e2pii (f−f
′)tdt =
sin
[
(f − f ′)piT ]
(f − f ′)pi = T sinc
[
(f − f ′)T ], (3.7)
and it approaches the Dirac delta δ(f − f ′) as T →∞. Notice in particular that
δT (f = 0) ≡
[ˆ +T/2
−T/2
dt e2pii ft
]∣∣∣∣
f=0
= T, (3.8)
then, recovering the discrete frequencies description, as a consequence of the ﬁnite times
of measurement, fk = k/T , the truncated delta becomes:
δT (fk − fk′) = Tδkk′ , (3.9)
where δkk′ is the Kronecker delta, a function equals to 1 if k = k
′, and zero otherwise.
Indeed, being (f − f ′)T = k − k′ an integer number, the numerator of equation (3.7)
identically vanishes, except for f = f ′, where it holds equation (3.8).
In practice, we will consider this function within an integral over the frequencies (actually,
a summation) as an actual Dirac delta distribution, δ(f − f ′), forgetting about the
subscript T . Otherwise, we will consider this as a function, equals to T when its
argument vanishes, and zero otherwise.
Introducing this function in the expression for the correlation (3.6), we have:
〈
s˜∗(f) s˜(f ′)
〉
= δ(T )(f − f ′)
ˆ +T
−T
dτ R(τ) e2pii fτ
but, for the autocorrelation R(τ) has a very small support (∼ ∆f−1 ∼ 10−3 sec), the
previous integral equals that over an inﬁnite time interval:
〈
s˜∗(f) s˜(f ′)
〉
= δ(f − f ′)
ˆ +T
−T
dτ R(τ) e2pii fτ = δ(f − f ′)
ˆ +∞
−∞
dτ R(τ) e2pii fτ . (3.10)
This extension is only formal as we don't follow the system for inﬁnite times. We can
redeﬁne the previous integral as a function of the frequency:〈
s˜∗(f) s˜(f ′)
〉 ≡ 1
2
δ(f − f ′)S(|f |). (3.11)
This function is known as the power spectrum density (or, simply, power spectrum) of
the signal s(t) [162, 9.1]. It always exists for stationary processes whose autocorrelation
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function has a ﬁnite support.6
From the deﬁnition and the properties of the autocorrelation we can immediately deduce
some properties of the power spectrum densities. Since the s(t) are real, the autocorre-
lation is also real and then, taking the complex conjugate of equation (3.10), we see that
S(f)∗ = S(−f). Also, the invariance under time translations, R(τ) ≡ 〈s(t + τ) s(t)〉 =〈
s(t) s(t− τ)〉 = 〈s(t− τ) s(t)〉 = R(−τ), implies that S(f) = S(−f), that is the power
spectrum density is a real, even function of the frequency. For this reason, we conven-
tionally deﬁne one-sided power spectra S(f), only for positive (physical) frequencies,
with the 1/2 factor and the absolute value in (3.11).
3.2. Statistical treatment of data
Currently, the only experimental evidence, though indirect, for the existence of the
gravitational radiation comes from the observation of the variations in the revolution
period of the Hulse-Taylor binary pulsar, PSR B1913+16 [212], and other similar systems
discovered later [124, 217].7
Gravitational waves can't be screened, so we can't decouple the apparatus from them,
contrarily of what happened, in fact, with the electromagnetic CMB, discovered by
Wilson and Penzias in 1965 [18, 3.1].
Then, how can we claim detection of a GW signal? And, what can we learn about the
properties of the source, and with what accuracy?
To address these questions we need to use statistical reasoning. There are many reasons
to do so, concerning our ignorance on the system under consideration and the stochastic
nature of the phenomena we observe. First of all, due to noise intrinsic to the detectors
and to errors inherent to the measurement process, the outcome of any experiment,
that is, the (real) quantity we read at the output of the data acquisition system, is a
random variable. It can be described only statistically by means of its probability density
function, or p.d.f., for short [17, IV.B]. Also the SGWB signal, as the name implies, is a
stochastic process, characterized by its p.d.f.. In fact, the detection problem consists into
identifying the presence of a gravitational signal through the changes of the statistical
properties, that is the p.d.f., of the data at the detector output. Unfortunately, very
seldom one knows the exact p.d.f.s of any stochastic process entering his experiment.
Anyway, with certain assumptions and thanks to some well known statistics theorems,
we can approximate the p.d.f.s and characterize them by means of only few estimators.
6For the right-hand side of equation (3.10) resembles a Fourier transform, it is tempting to interpret
the left-hand side as the correlator of some Fourier transforms as well, like that in (3.3). As pointed
out at the beginning of the section, this is not correct, though it would have led us to the right result,
for the measurement time T (and the sampling rate fS) is ﬁnite.
7Recent results from the BICEP2 experiment indicated the existence of CMB B-mode polarization [96,
2.4] at degree angular scales [12], which could be due to an ultra-low frequency primordial background
of GWs. Several controversies and debates have followed this hypothesis [88, 151], and the recent
joint analysis by the Planck, Keck and BICEP collaborations [13] seems to have deﬁnitely rejected
this circumstance, proving that the previous BICEP2 result is compatible with foreground eﬀects due
to cosmic dusts. Anyway, the hypothetical GWs, which could have produced the mentioned eﬀect
in the BICEP2 results, and their high-frequency counterparts in the standard slow-roll inﬂationary
model [95, 8.3], are several orders of magnitude below the sensitivity levels of current and advanced
interferometric detectors [4]. Hence, the BICEP2 results, whether they will be conﬁrmed or deﬁnitely
denied, are of little importance in the current study of the SGWB.
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3.2.1. Frequentist vs. Bayesian approach
Statistical inference has to be constructed in a coherent way in order to obtain and
publish trustworthy results. Hence, before analyzing our data, we need to specify which
approach we are going to adopt to the theory of probability and statistics.
There are actually two approaches that one can take when analyzing data: the frequentist
approach, from the classical interpretation of probabilities, deﬁned as the limits of re-
peatable events, and the Bayesian approach, related on the subjective interpretation for
which probabilities are meant as the degree of belief one has for certain hypothesis [32,
31.1]. These approaches are not equivalent and the conclusions one can infer from a
common set of data are, in general, diﬀerent [83, 138]. Usually, the choice on which one
of these two approaches to adopt depends on the amount of the available data, their
reproducibility and the need, or not, one has to introduce some prior (subjective) hy-
pothesis about the results he wants to obtain. In practice, in elementary particle physics
experiments, where one can reproduce the same experimental setup a large number of
times, and a very large amount of data is collected, whose parameters are under control,
the frequentist notion of repeated trial ﬁts very well and the frequentist approach is
most likely to be adopted. On the other hand, in astrophysics the sources can be very
rare, they are not under control of the experimenter, and each one is very interesting
individually; hence a Bayesian approach could be preferred [138, 7.4.1].
In the context of an SGWB search, data are continuously recorded by our GW detectors
and therefore, at least hypothetically, we could dispose of a large amount of events
relative to the object of our interest. Furthermore, we have the lack of prior hypothesis to
start with; actually we have no experimental evidence for the existence of an SGWB but
only many, not conﬁrmed, theoretical models. For these reasons a frequentist approach is
more suited in the context of our analysis, as already adopted by Allen and Romano [17,
86].8
3.2.2. Some nomenclature and a brief summary of probability deﬁnitions
Before proceeding further, we devote this section to a brief summary of the nomenclature
and of some results in statistics and probability that we will make use in the next sections.
In order to be consistent with the most of the results published in modern GW literature,
we will adopt the same terms and notations of some classical references like [17, 86, 138],
and of other older classic texts in signal analysis and statistics [34, 116, 117, 162].
In the previous section 3.1, we already computed the correlation of the detector output
(3.6). We now make these concepts clearer.
A stochastic process is a family of functions s(t), real or complex, representing the
evolution of some (stochastic) system over time. At speciﬁc times t0, . . . , ti the quantities
s(t0), . . . , s(ti) are random variables. An experiment consists into measure realizations
of these variables and record their values; the outcome is then a set of ﬁxed numbers, as
for example those written in (3.1).9 These measures are drown from the ensemble or
8A comparison of the frequentist and Bayesian approaches to the detection of an SGWB signal can be
found in [83], or, in the case of a generic GW detection, in [65, Appendix A].
9With a little abuse of notation, we named both the random variables, whose possible values represent
the outcomes of a yet-to-be-performed experiment, and their actual realizations with the same symbol,
s(ti). Many authors, especially in most mathematically oriented texts, prefer to stress the distinction
using capitol or boldface letters for the former [70, 162]. Anyway, we will follow the habit of the
modern GW literature ignoring this distinction. In practice, we will always consider the detector
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probability space, that is, the space of all the possible states that the real system might
be in, with their probabilities. This idealization is often described as a large number of
virtual copies (sometimes inﬁnitely many) of the system, considered all at once.10
The stochastic variables that constitute the process are fully characterized by their
probability density functions (p.d.f.s), p
(
s(t)
)
. In practice, only seldom, and under
certain assumptions and approximations, one knows these functions, and is limited to
characterize them by means of the (lower order) moments of their distributions. These
are deﬁned by means of ensemble averages, or expectation values, of some functions of
the random variables; these are evaluated by means of the correlator operator 〈. . .〉 (also
indicated with E[. . .]), which gives the mean of its argument over all the possible states
of the system. The lowest order moment is the mean of a random variable:
µ(t) = 〈s(t)〉 ≡ E[s(t)] ≡
ˆ
s(t) p
(
s(t)
)
ds(t),
where the integral is extended over all the accessible ensemble space for the variable
s(t). This in general may depend on time. In our analysis we will assume to work with
zero mean, 〈s(t)〉 = 0, stationary signals. In this case, their correlators won't depend on
the choice of time origin but upon their diﬀerences only; thus, the most general second
order moment is the autocorrelation11:
R(t+ τ, t) ≡ 〈s(t+ τ) s(t)〉 stationarity= R(τ), (3.12)
which for τ = 0 equals the variance of the (zero mean) stochastic variable s(t):
R(0) =
〈∣∣s(t)∣∣2〉 ≡ σ2 ≡ ˆ ∣∣s(t)∣∣2p(s) ds.
When we will consider an array of N detectors, which we will label with i, j = 1, . . . , N ,
we will work with N diﬀerent stochastic processes, and then equation (3.12) will be
generalized into the cross-correlation:〈
si(t+ τ) sj(t)
〉
,
which will be the fundamental quantity of interest in our analysis for the search for an
SGWB signal.
From an experimental point of view, we don't have access to the full ensemble space with
respect to which the previous averages are deﬁned, as every time we perform an experi-
ment we randomly pick up one, and only one, physical realization of the system. Anyway,
output as a stochastic process until section 3.4.3, when we will consider statistics built upon the
recorded measures.
10These are only some brief sketches of deﬁnitions. More formal deﬁnitions of stochastic process and
probability space can be found in [34, 23].
11More often, the name autocovariance is preferred for R(τ), reserving (auto)correlation for the normal-
ized (auto)covariance with respect to the variances of the two variables:
Corr
[
s(t+ τ), s(t)
] ≡ R(t+ τ, t)√
Var
[
s(t+ τ)
]
Var
[
s(t)
] stationarity= R(τ)Var[s(t)] , ∣∣Corrs(t+ τ), s(t)]∣∣ 6 1.
Anyway, we prefer to follow the convention of [17, 86], naming R(τ) correlation, after the correlator
operator it has been deﬁned from, and the analysis based on this statistical quantity the cross-
correlation analysis.
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the hypothesis of stationarity has a very important role in studying it in practice. Every
measurement performed during the time interval the system is, by assumption, station-
ary shares the same ensemble space, and then the measures are all drawn from the same
ensemble; we can then think to follow the system for a suﬃciently long time, i.e. record
a suﬃcient number of measures, such that all (or, at least, the most) of the possible
states have been identiﬁed, and hence the system behavior averaged over time can be
considered equal to that averaged over all the (inaccessible) ensemble space. This is the
ergodic hypothesis, and a system that satisﬁes it is said to be ergodic [162, 11.1]. In
practice, with this assumption all the statistical quantities expressed in terms of ensem-
ble averages are accessible by means of the corresponding time averages, which can be
directly calculated integrating the recorded data over the time they've been acquired.
We will make use of the ergodicity of the system in the data analysis, when we will
consider the time averages over the measures taken in each segment of duration T as
estimation of the corresponding ensemble averages.
3.3. Detector characterization
Now that we have outlined the mathematical framework needed to describe the data we
will work with, let us characterize them form a physical point of view, deﬁning what is
the GW signal and what instead we will consider as noise.
First of all, we reconsider the discussion begun in section 2.4.2, turning now our attention
to describe, in a very general, way what a GW detector is from the point of view of the
signals and the quantities it relates.
It is a common assumption to represent a detector with a linear time invariant (LTI)
ﬁlter [138, 7.1], whose output is, in the frequency space, a linear function of the input
signal. The hypothesis of time invariance is based on the stationarity of the system,
i.e. the detector, during the time of measurement, while the linearity is the simplest
mathematical model for describing it. Let us label, for the moment, the detector input
with s(t), causing a bit of inconsistency with the notation adopted in section 3.1, where
s(t) was reserved to the data recorded at the detector output. We'll ﬁx this issue shortly.
In the frequency space, we can then write the detector output, sout(t), through the
relation:
s˜out(f) = T (f) s˜(f), (3.13)
where T (f) is called the transfer function of the system, thought as an LTI ﬁlter, and
completely characterizes its response. Here we are adopting a continuous times de-
scription, where the Fourier components are calculated from equation (3.4). This is
equivalent to the more formal description by means of discrete Fourier transforms (3.2)
of the recorded data (3.1), as shown in section 3.1, for the ﬁnite sampling rate will not
aﬀect our results.
As they are conceived our GW detectors, we can take as their inputs the GWs, described
by the metric perturbation hab(t,x). Of course, the latter quantity is a tensor, while
the former is supposed to be a scalar. Hence, we ﬁrst have to relate hab(t,x) to a
scalar quantity which represents the GW input signal: we deﬁne h(t) a time series that
measures the strain amplitude produced on the detector by the passage of a GW. As
we anticipated in section 2.4.2.2, the link between hab(t,x) and h(t) is provided by the
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detector pattern function Dab introduced in equation (2.82):
h(t) = Dabhab(t,x).
This is a three dimensional tensor that describes the geometry of the detector and how
the waves couple with it producing a strain. For example, a resonant bar with its axis
along the xˆ direction will be excited only by the (x, x) component of the metric pertur-
bation, hxx(t), and its detector pattern function is then D
xx = 1, and zero otherwise.
As we discussed in section 2.4.2.1, for an interferometric detector, whose arms are along
the uˆ and vˆ directions, the strain is measured by the phase diﬀerence of the recombined
signals coming from the two arms, and then the detector pattern function is:
Dab =
1
2
(
uˆauˆb − vˆavˆb).
In the absence of noise, the output of a detector would be:
h˜out(f) = T (f) h˜(f) (3.14)
which is, for example, the ﬂuctuation in the intensity of the recombined light measured by
the photo-diodes at the output of an interferometric apparatus. This equation resembles
the Fourier transform of equation (2.81), where all the quantities that do not depend on
the GW and on the detector geometry are now assumed to be embedded in T (f).
In any real detector there is, anyway, also a component of noise, which is a characteristic
property of the apparatus. Roughly speaking, noise is everything in the detector output
that has nothing to do with the gravitational signal (3.14). A common assumption is
that this noise is additive [17, 138], that is, at the output of our detector we have the
sum of the contributions:
sout(t) = hout(t) + nout(t).
If we have a theoretical model for the intrinsic noise and we know the transfer function
of the detector, we can deﬁne the following quantity:
n˜(f) ≡ T−1(f) n˜out(f), (3.15)
which is called strain equivalent noise and can be meant as the ﬁctitious signal to be
injected into a noiseless detector/ﬁlter to obtain an output n˜out(f). From the previous
quantity, we can also deﬁne the signal:
s(t) = h(t) + n(t). (3.16)
This equation has the great advantage to relate the characteristic noise of an apparatus
directly to the gravitational strain amplitude h(t). Since diﬀerent detectors, labeled by
the index i, may have very diﬀerent transfer functions, while, for a given source of
GWs, the signals hi(t) at the input of each detector are about of the same order, we
can compare diﬀerent detectors on the base of their noises ni(t) only, and discuss their
performances for the detectability of a GW signal simply comparing these noises with
the unﬁltered GW signal hi(t). This description is very practical and, as customary in
literature [17, 86, 135], we will adopt it for our analysis, referring to s(t) simply as if
it were the output of our detector, and h(t) and n(t) its signal and noise components,
respectively. In fact, one can multiply the actual output of a detector by T (f)−1 already
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at the level of data acquisition, and, in this sense, s(t) really becomes the output of the
data acquisition system [138], which is recorded obtaining the data set (3.1), as described
in section 3.1.
3.3.1. The noise characterization
From equation (3.16), we identify as noise everything at the detector output that is
not related with the GW strain signal. This is a random process, very similar to the
SGWB signal, as we will discuss at length, but many orders of magnitude stronger. In
order to infer the possible presence of a GW signal, and to extract information about its
waveform, we have to compare the noise n(t) with the strain h(t). It is understood that
this comparison must concern their relative statistical properties. For this reason, it is of
crucial importance to know with the highest possible accuracy the statistical properties
of the noise.
A GW detector is a very complex apparatus with many stages and degrees of freedom.
Several sources of noise, arising from both instrumental and environmental disturbances,
can enter at diﬀerent levels. The detector output (3.16) is then, on the whole, a very
tangled composition of many diﬀerent, random contributions. It is a crucial process
for the detector characterization the so called noise hunting [1, 3], that consist of
searching and tracking down each noise source and the conversion mechanisms that
occur between the source and the detector output. For this reason, a large number of
physical environment monitoring (PEM) channels (such as seismometers, accelerometers,
microphones, magnetometers, radio receivers and voltage line monitors) are installed at
each observatory [8] in order to readily detect, and possibly correct, both online and
oine, any (unknown) transient noise eﬀect (glitches) that could be confused with a
GW signal.
Also, it is of fundamental importance the noise control, which aims to monitor the
known sources of noise all along the duration of an experiment and, before that, it try
to improve the apparatus in order to keep these disturbances as low as possible in the
observation band [57, 3.2], that is the window of frequencies where we aim to reach the
best possible sensitivity.
3.3.1.1. Noise sources
There are three main sources of noise: vibrational, thermal and shot noise. To under-
stand the way they are produced and controlled, it is important to think in the frequency
domain; these sources have been listed indeed on the base of their importance, in as-
cending frequency range order.
Ground vibrations are the most important disturbances that aﬀect ground based de-
tectors at low frequencies, typically under 10 Hz. Every site on Earth is bathed in a
micro-seismic background which mainly consists of surface waves, originated both from
human activities and local phenomena [138, 9.4.4]; they have the eﬀect to shake every
components of the apparatus with vibrations of the order of few microns. These are mon-
itored through seismometers and accelerometers, placed in several strategical locations
inside and around the detectors sites. The use of multiple pendula suspensions allows in
modern interferometric detectors to ﬁlter out seismic noise with frequencies above the
characteristic oscillation frequencies of the pendula, ∼ 1 Hz, giving to the spectrum12 of
12We will shortly formalize the characterization of the noise with its spectral density; see equation (3.19).
71
3. Detecting a stochastic background of gravitational waves with non-standard polarizations
this kind of noise a characteristic steep roll-oﬀ above these frequencies. If the number of
sources that contribute to the seismic background is large, and there are no dominant
contributions among them, or, to be more precise, the variances and cross-correlations
of each single contribution are small compared with the total variance13, then we can
invoke a well known result in statistics, the central limit theorem (CLT), and describe
the distribution of the seismic noise with a Gaussian statistic. Also, if it holds the as-
sumption that our GW detector can be modeled with an LTI ﬁlter, and we take as its
input this seismic, Gaussian noise, then also the output, or simply n(t), as explained in
its deﬁnition in equation (3.15), has a Gaussian distribution.14 These distributions have
the great advantage to be particularly convenient to handle with. They can be fully
characterized by the values of their mean and variance only, as we will discuss later on.
The thermal noise is due to the thermal kinetic energy of the atoms of the detector.
In the interferometric detectors, it has important eﬀects on the pendulum suspensions
and on the mirror masses hanging down them; it is the dominant source of noise at
frequencies ranging from few Hertz to 100 ÷ 200 Hz. To control this noise, mechanical
components are designed in such a way to have vibrational modes with very narrow
resonances (a high quality factor: Q ? 106) at frequencies as far as possible from the
central sensitivity band, so that the eﬀects of the noise in this band are small. The
characteristic frequencies of the pendula are at about 1 Hz, as we already discussed
for the seismic noise, well below the observing window, and mirror masses are designed
to have principal vibration modes above 1 kHz. Moreover, there are also the so called
violin modes, that is, the resonance modes of the wires of the pendula; their characteristic
frequencies fall above few hundred Hertz, and they are responsible of the characteristic
spikes in the noise power spectrum density plots. As we anticipated in note 14, at
the frequencies of the resonances there could be important non-Gaussian contributions
but, since in their neighborhood the apparatus is very noisy, it is unlikely that their
contribution could be relevant for the total sensitivity15 of the detector. Hence they can
be safely omitted from the analysis by applying an appropriate linear notch ﬁlter.
The shot noise is the principal limitation to the sensitivity of laser interferometric de-
tectors at higher frequencies, above 200÷ 300 Hz. It originates from the fact that laser
light comes in discrete quanta, the photons, which arrive at random times at the pho-
todetector; this produces ﬂuctuations in the measured light intensity that can mask the
presence of a GW signal. If the number of photons is large, their distribution can be
13These are the Lyapunov's conditions for the central limit theorem [34, 27]. They require that (i) the
sum is made over a large number of independent random variables, and that (ii) the variance of each
of these variables, is inﬁnitesimal, in the number of summed variables, with respect to the compound
variance of their sum. Due to a virtually enormous number of sources of this kind, the ﬁrst condition
is likely to be met, at least once we have redeﬁned the several components that contribute to the
noise in such a way that they are independent. The second one is more complex and it is worth
checking it before attempting the data analysis [1]. See [34], theorem 27.3, for more details about
the Lyapunov's conditions.
14It is likely that, at some level, this simplistic description of a GW detector lacks of accuracy, and
actual non-Gaussian contributions, both from vibration mechanisms or from any other noise source,
show up. This circumstance is expected, for example, when the seismic vibrations excite one of the
characteristic resonance frequencies of some component of the apparatus; in the neighborhood of
those frequencies there is only one dominant contribution to the noise, which can be non-Gaussian,
and hence the CLT doesn't apply. In general, this issue is healed by making mechanical components
with very narrow resonances and excluding from the analysis a small range of frequencies around
them.
15This fundamental quantity in the characterization of the detector capabilities of detection will be
described in section 3.4.6.2.
72
3.3. Detector characterization
described by a Gaussian statistic [138, 9.4.1]16, and also the related p.d.f. for the shot
noise is Gaussian. This is a fundamental, quantum limit to the sensitivity of laser inter-
ferometric detectors. One can in principle try to improve it using even more photons:
the more the photons, the smaller will be their relative ﬂuctuation and less the eﬀect
on the signal [57, 3.2]. For this reason, very powerful and stable lasers are required for
interferometric detectors; typical values of their powers are 10÷ 20 W for the ﬁrst gen-
eration detectors, and 100÷ 200 W for the advanced ones. Moreover, they are installed
very eﬃcient power recycling systems, which together with the eﬀect of high ﬁnesse op-
tical cavities can increase the actual power of the photons that run into the arms of the
interferometers by a factor of 105, reaching values of about 1 MW.
In addition to these main sources of noise, there are some others contributions that must
be taken into account and that could become important in the near future, as sensitivity
increase. These include other quantum eﬀects, like zero-point vibrations of suspensions
and mirror surfaces and back reaction of light pressure ﬂuctuations on the mirrors, and
gravity gradient eﬀects, produced by changes in the Newtonian gravitational ﬁeld in
nearby objects [57]. In ﬁgure 3.1a the reference values for all of the discussed noise
contributions, and many others, are plotted for the Advanced Virgo detector [90, 1.3].
In ﬁgure 3.1b it is shown instead how the actual strain sensitivity looks like, averaged
over time, for the latest scientiﬁc runs of Virgo and LIGO, from Jan 11, 2010 to August
6, 2010, and from July 07, 2009 to October 20, 2010, respectively [5].
Beside these noise sources, which are predictable and therefore can be controlled by
detector design, it is possible that there will be many unexpected and unpredicted noise
sources. For this reason, interferometers are instrumented with many kinds of envi-
ronmental monitors, but there may occasionally be noise that is impossible to identify.
The cross-correlation analysis, which we will discuss later on, aims to cancel as much as
possible all of the eﬀects that are not simultaneously present in two or more detectors;
this is limited by the chances of a coincident unknown noise event between two or more
detectors.
3.3.1.2. Assumptions about the noise distribution
From the previous discussion, we can conclude that, except for few, small frequency
intervals, corresponding to the resonances of the components of the apparatus, we have
a window of frequencies, ranging form the few Hertz of the seismic lower bound, up to
some thousand of Hz, where the shoot noise becomes most intense, where a detector
reaches its best sensitivity to a GW signal. In this interval, we can describe statistically
the noise with a fundamental Gaussian component [1]. In addition, there could be also
some small regions where a dominant, unknown, non-Gaussian source of noise conditions
the detector output to be, overall, non-Gaussian as well.
16The average power measured at the photodetector in an observation time T is:
P =
1
T
Nγ ~ωL, (3.17)
where Nγ is the number of photons arrived at the photodetector in the time T and ωL is the frequency
of the laser. If we assume that every single event of arrival of a photon is independent from each
other, the probability distribution for the outcome of a number Nγ of photons in a time T follows
a Poisson distribution. The average rate of photons per unit time is, for Advanced detectors with
laser wavelength λL ∼ 1 µm and power, after recycling, P ∼ 1 MW, N¯γ/T
(3.17)≈ 1025 sec−1 [57, 138].
Then, it is a good approximation to describe the photons with a (continuous) Gaussian distribution.
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(a) (b)
Figure 3.1.: On the left-hand side, it is reported the plot of the reference Advanced Virgo
strain sensitivity (
√
P (f)) and the corresponding expected noise contributions [90, 1.3]. On
the right-hand side they are shown the eﬀective values of the representative (averaged) strain
sensitivity curves for LIGO and Virgo detectors during S6 and VSR2-3 runs [5]. Notice that
strain of 10−21 Hz−1/2 corresponds, for a kilometer-size arm length detector, L ∼ 1000 m, to a
relative mirror displacement of about 10−18 meters, or about one thousandth the diameter of
a proton (∼ 1 fm = 10−15 m).
If it is possible to track down their sources, for example correlating the detector output
with that of some control sensor, some suitable notch-ﬁlter could be used to get rid of
these disturbances and recover the fundamental Gaussian component. On the contrary,
a procedure of vetoing must be performed both on-line, to mitigate their eﬀects before
data acquisition, and later on, when the data stream have been recorded and before
attempting to perform the analysis for a GW signal search. More details are discussed
in [1]. For the intents of our analysis, it will be suﬃcient to consider only the fundamental
Gaussian component of the noise, having care of testing the gaussianity of the data before
proceeding with the analysis.
Another customary assumption is that the noise is stationary [17, 138]. This is implicit
in the choice of the time duration Ttot during which the data set (3.1) is recorded, as
described in section 3.1. This assumption has two important consequences that help us
to greatly simplify the analysis. First of all, as the statistical properties of the system
are time-independent, all the correlators won't depend on the absolute values of times
but on their diﬀerences only; in particular, the mean value of the noise is a constant:
〈n(t)〉 = const.. Since we are insensitive to constant signals, we can neglect, without
any loss, any constant baseline component of the output signals. Hence, we can assume
that17:
〈ni(t)〉 = 0,
17If it happens that a constant component of noise actually exists, we can shift all the data by its value,
setting to zero the average of the data and restoring the conditions in (3.18).
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from which it follows that
〈n˜i(f)〉 (3.4)=
ˆ +T/2
−T/2
e2piift〈ni(t)〉dt = 0. (3.18)
As a consequence of this equation, the only parameter we need to know about the
Gaussian noise to fully characterize it statistically is the two point correlator, that is
the variance and the cross-correlation of the noises (or their transforms) of the various
detectors.
The second consequence of the stationarity hypothesis is the possibility of computing
the ensemble averages by means of time averages.
In this way we know how to statistically characterize the noise of one detector with
the least number of parameters and how to study it in practice. Here it is that we
introduce another fundamental assumption that will bring us to the sought-after detec-
tion algorithm. We assume that the noises of two diﬀerent detectors are uncorrelated,
provided they are suﬃciently apart from each other. This is one of the key ingredients
of the cross-correlation method developed by Michelson and Christensen [147, 55], and
it is generally taken for true in most of the literature about GW detection. This as-
sumption is inspired by the fact that one may expect, in principle, that the physical
separation (which is ∼ 3000 km between the LIGO Hanford and Livingston detectors,
and ∼ 8000 km between LIGO and Virgo detectors) is large enough to eliminate the
coupling of local instrumental and environmental noise between two detectors, and that
the only kind of signal we are sensible to, traveling at the speed of light from one de-
tector to another one, several thousand kilometers apart, is the gravitational one. This
is supported by observations, as none of the coherence measurements performed to-date
between the separated LIGO and Virgo detectors reveled the presence of correlations [9].
Nevertheless, we know the existence of some global disturbances, such as electromagnetic
resonances (e.g. Schumann resonances) [36, 205, 11], which are currently at suﬃciently
low level that they are not observable by the (ﬁrst generation) detectors at their design
sensitivities, but which could become important for the Advanced detectors as a source
of coherent environmental noise even for non-colocated detectors. It is expected that
the coupling of global magnetic ﬁelds to non-colocated Advanced LIGO detectors could
reduce their sensitivity to an SGWB by an order of magnitude [198, 199]. For this
reason, methods to identify and mitigate the eﬀects of correlated noise are needed to
realize the potential increase in sensitivity of the next generation detectors [4].
The absence of common coherent noise, of course, doesn't apply to the two LIGO 4 km
and 2 km Hanford detectors, H1 and H2, and hence they have been excluded so far
from the standard cross-correlation searches for an SGWB, reserved indeed to non-
colocated detectors. Anyway, while physically separated detectors have the advantage
of reduce correlated noise, they have the disadvantage of reducing the sensitivity to an
SGWB due to their physical separation and misalignment (see Section 3.3.2.6 about
the interpretation of the overlap reduction functions (ORFs)). On the other hand,
colocated and coaligned detectors, like H1 and H2, respond identically to GWs from all
directions and, thus, they are potentially a few orders of magnitude more sensitive to
an SGWB than non-colocated ones. This potential gain in sensitivity is however oﬀset
by the presence of correlated instrumental and environmental noise, given that the two
detectors share the same local environment.
These aspects attach special attentions to the study of correlated noise between de-
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tectors, whether they are colocated or not, and methods for mitigating its eﬀects will
become a major task in the near future. Recent studies on the two colocated LIGO de-
tectors succeeded in developing methods that are able to reduce the contaminations from
common noise in the high-frequency band of sensitivity, f & 200 Hz [4]. The authors
also presented several ideas in which their methods can be improved and extended also
to lower frequency ranges, in the light of the accomplishment of the Advanced detectors
scheduled updates and their subsequent data run.
For the purposes of the present work, we take as true the assumption of absence of
coherent noise between diﬀerent detectors, without directly dealing with methods for
mitigating its possible presence. Thus, the results we will present about the achievable
sensitivities for the Advanced detectors ignore this eﬀect, even though some authors have
shown how it may aﬀect by even one order of magnitude the detectors sensitivities [198].
3.3.1.3. Noise cross-correlation
Summing up the assumptions discussed in the previous section, if the noise at the output
of every detector is:
• Gaussian distributed,
• stationary, and
• uncorrelated with the noises of the other detectors,
then we can fully characterize it statistically with the two point cross-correlator of each
pair of detector (i, j)18; this correlator must depend only on time diﬀerences and it must
be diagonal in the detector indices space. We can then write it in the frequency domain,
in analogy with (3.10), as:
〈
n˜∗i (f) n˜j(f
′)
〉
= δijδ(T )(f − f ′)
ˆ +T
−T
dτ Ri(τ)e
2pii fτ
≡ δij δ(f − f ′) 1
2
Pi(|f |). (3.19)
The above equation provides the deﬁnition of the noise power spectrum densities Pi(f)
for each detector i. These functions give a complete characterization, ignoring transient
noise eﬀects, of the GW detector noises [1]. Equivalently, it is often preferred in lit-
erature [9, 11, 102, 132] the square root
√
Pi(f), known as spectral strain sensitivity.
In ﬁgure 3.2 there are plotted the strain sensitivities for the scheduled upgrades of the
advanced laser interferometric detectors Advanced LIGO and Advanced Virgo. As n(t)
is dimensionless, as it is usually chosen, the Fourier components n˜(f) have dimensions
of the inverse of a frequency (that is, a time; see equation (3.4)), as well as δ(T )(f − f ′)
(see its deﬁnition (3.7)), so Pi(f) has dimensions Hz
−1.
It is interesting to consider the expectation value of the square of the noise component
of frequency f for the i-th detector, that is:
〈|n˜i(f)|2〉. For this purpose, it has been put
in the ﬁrst line of the previous equation a reminder for the subscript T , meaning that
the delta function therein is actually the truncated delta deﬁned in (3.7), whose value
18When i = j the cross-correlator reduces to the auto-correlator.
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Figure 3.2.: Plot of the aLIGO (left) and AdVirgo (right) target strain sensitivity as a function
of frequency. Current notions of the progression of sensitivity are given for early, middle,
and late commissioning phases, as well as the operational design sensitivity target and the
binary neutron star (BNS) optimized sensitivity. While both dates and sensitivity curves are
subject to change, the overall progression represents our best current estimates. Data taken
end readapted from [132, Figure 1]. Compare these plots with those in ﬁgure 3.1.
for argument equals to zero is that written in equation (3.8), that is δT (0) = T . Then:〈|n˜i(f)|2〉 = 1
2
δT (0)Pi(f) ≡ T
2
Pi(f).
Also, more formally, accounting for discrete frequencies, equation (3.19) can be rewritten
by means of equation (3.9) as:
〈
n˜∗i (fk) n˜j(fk′)
〉
=
T
2
δijδkk′Pi(fk). (3.20)
3.3.1.4. Noise probability density function
From the previous discussion, we can deduce the probability density function (p.d.f.) of
the noise. Let us start with its component of frequency f , n˜i(f). Its distribution, for all
of the detectors, i = 1, . . . , N , is a multivariate Gaussian with zero mean and covariance
matrix given by (3.19):
p
(
n˜(f)
) ≡ N∏
i=1
pi
(
n˜i(f)
)
=
(∏N
i=1piT Pi(f)
)−1/2
exp
[
− 1
2
N∑
i,j=1
n˜∗i (f)
2
T
[
δijPi(f)
]−1
n˜j(f)
]
= exp
[
− 1
T
N∑
i,j=1
n˜∗i (f)
[
δijPi(f)
]−1
n˜j(f) +
T
2 log
[
piT δijPi(f)
]]
(3.21)
where the p.d.f.s of each detector, pi(n˜i), factorize, for the hypothesis of no correlation
between one another, and where we have deﬁned the N -dimensional vector, in the de-
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tector space, n˜(f) ≡ (n˜1(f), n˜2(f), . . . , n˜N (f)) of the components of frequency f of the
Fourier series of the noises. This nomenclature can be misleadingly confused with that
for the component n˜(·)(f) for the noise of one generic, unlabeled detector, as we did in
equation (3.16). Also, in matrix notation, it is clear what it is the inverse of δij , that is,
the identity matrix in the detector space.
We can easily extend the previous p.d.f. to all the frequency components of the noise for
their cross-correlation is diagonal in the frequency space, as shown in equation (3.20).
As the measurement time and the sampling rate are both ﬁnite, we have a ﬁnite number
of frequency components, with fk = k/T ∈
[
1/T, fS
]
, where k = 1, . . . ,M = TfS . Their
p.d.f. for all of the detectors is given by the productory of equation (3.21) over all the
M frequencies:
p(n˜) =
M∏
k=1
pk
(
n˜(fk)
)
=
M∏
k=1
N∏
i=1
pi,k
(
n˜i(fk)
)
= exp
[
− 1
T
M∑
k=1
N∑
i,j=1
n˜∗i (fk)
[
δijPi(fk)
]−1
n˜j(fk) +
T
2 log
[
piT δijPi(fk)
]]
. (3.22)
The notation n˜ may lead to confusion. It is a vector of dimension N ·M , over both the
detector and the frequency spaces, and it is intended as a generalization of the vector
n˜(f) in equation (3.21):19 n˜ ≡ (n˜1(f1), n˜1(f2), . . . , n˜1(fM ), . . . , n˜N (f1), . . . , n˜N (fM )).
Though equation (3.22) is formally correct as regards the way the measures have been
recorded (that is, with ﬁnite measurement time and sampling rate), it is much easier to
work with continuous variables and integrals, rather than with summation and discrete
indices. Thus, it is convenient to convert the previous equation in a form as if the
frequencies were in fact continuous, deleting therefore one of the yet too many indices:
p(n˜) = exp
[
−
ˆ
df
N∑
i,j=1
n˜∗i (f)
[
δijPi(f)
]−1
n˜j(f) +
T
2 log
[
piT δijPi(f)
]]
. (3.23)
The 1/T factor in front of the summations in (3.22), which equals to the inﬁnitesimal
diﬀerence between two contiguous frequencies, have been rewritten here as the diﬀerential
df = fk+1 − fk ≡ 1/T . The integration interval extends in principle from 1/T to fS .
In practice, looking at ﬁgure 3.2 and from the discussion in section 3.3.1.1, we know
that the inverse of the power spectrum density, Pi(f)
−1, is sensibly diﬀerent from zero
in a sensitivity band ranging from fmin, equals to a few of tens of Hz (seismic noise
limit), up to fmax of some thousands of Hz (shot noise limit); then, we can consider
the integrand contribution to be dominant in the interval [fmin, fmax], and compute the
previous integral only on this region. This justiﬁes the passage from equation (3.22) to
equation (3.23), that is, from discrete frequencies to continuous ones, as the frequency
gap df = 1/T > 10−1 Hz is typically much shorter than fmin & 10 Hz, and then between
fmin and fmax the frequencies are f  df and can actually be considered as a continuum.
We could have further simpliﬁed equation (3.23) performing the summation over one of
the two detector indices, which simply consists into substituting the index j with i and
19In fact, one can imagine to arrange the M ×N variables representing the noise in the M -dimensional
frequency space of our system of N detectors into an array with M raws and N columns. Then we
can vectorize this array, through the isomorphism that turns an array, or a generic multidimensional
tensor, into a vector, ordering the detector indices and the frequency ones.
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deleting both the Kronecker deltas. It is not convenient anyway, since the GW signal
cross-correlation won't have the property of being diagonal over the detector space.
Notice also that the normalization factor, that is, that proportional to the logarithm,
is often omitted since it doesn't provide further information. This is certainly true if
we assume to know with absolute certainty the noises but it won't be the case for the
unknown GW signal, and then it is useful to keep it from the beginning and we will ﬁnd
its utility when we will study the maximum likelihood estimator for the power spectrum
density of the SGWB.
3.3.2. The SGWB signal characterization
Now, we focus on the most interesting part of the output signal of a GW detector, the
gravitational signal hi(t). We start from the plane wave expansion of the most generic,
null, weak gravitational wave, as described in section 2.1.2.2:
hab(t,x) =
∑
A
ˆ +∞
−∞
df
ˆ
S2
d2Ωˆ h˜A
(
f, Ωˆ
)
eAab(Ωˆ) e
−2pii f(t−Ωˆ·x/c). (3.24)
The polarization tensors eAab(Ωˆ), with spatial indices a, b = 1, 2, 3, are given in (2.74)
for each linear polarization mode, A = +,×, x, y, b and `. As stated at the beginning of
this section, the metric perturbation tensor must be combined with the detector tensor
Dabi to obtain the GW contribution to the scalar output of the i-th detector, that is, the
strain signal :20
hi(t) ≡ Dabi hab(t,xi) =
∑
A
ˆ +∞
−∞
df
ˆ
S2
d2Ωˆ h˜A
(
f, Ωˆ
)
FAi (Ωˆ) e
−2pii f(t−Ωˆ·xi/c), (3.25)
where we have introduced the detector pattern function, or antenna pattern response, of
the i-th detector for the polarization mode A:
FAi (Ωˆ) = D
ab
i e
A
ab(Ωˆ).
This function depends on the direction Ωˆ of propagation of the incoming GW and
represents the sensitivity the detector can have toward this direction to a certain mode
of polarization; we will show that there are directions where our detector is completely
blind and others where it is most sensitive (see, for example, ﬁgure 3.7 or 3.8). We will
study this function in more detail in the next sections.
In equation (3.25) we also omitted in hi(t) the explicit dependence on the spatial po-
sition x; we included all this information in the suﬃx i assuming that, for the typical
wavelengths we are going to consider (& 100 km), our kilometer size interferometers can
be approximated with a single point, say, their centers, that is the positions of the
beam splitters. Each value i is in one-to-one correspondence with the coordinates of
the center of each detector.
As we did for the noise, it is most convenient to work in the frequency domain. Passing
20In these formulae, spatial indices a, b = 1, 2, 3 are summed over according to the Einstein summation
convention. We won't adopt this convention, later on, for detector and polarization indices.
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to the Fourier transform of equation (3.25), we have:
h˜i(f) ≡
∑
A
h˜Ai (f) =
∑
A
ˆ
S2
d2Ωˆ h˜A
(
f, Ωˆ
)
e2piif Ωˆ·xi/cFAi
(
Ωˆ
)
. (3.26)
A stochastic background is characterized by the fact that the amplitudes h˜A
(
f, Ωˆ
)
are
random variables, and they can be described statistically by their p.d.f.s. Before at-
tempting to build an optimal detection strategy, we ﬁrst discuss some properties of this
variables and make some assumptions in order to describe a very general SGWB in
terms of the least number of quantities. We will ﬁnd that, as a stochastic process, it is
very similar to the noise we have just described, and it's suﬃcient to specify its power
spectrum density to fully characterize it.
3.3.2.1. Assumptions on the SGWB
So far, we have commonly referred to the SGWB as the random signal produced by a
large number of weak, independent, and unresolved GW sources [17, II.A]. From this
general statement, we want to deduce some mathematical, statistical properties we can
expect for the random variables h˜A
(
f, Ωˆ
)
in (3.26). So, we make some considerations
and assumptions that can be used to characterize a very general SGWB. As we assumed
for the detector noise, we can state that the SGWB we expect is:
• stationary, and
• Gaussian.
Also, as a ﬁrst order approximation, and in accordance to the guidelines followed
by [18, 55, 86, 135], we assume that the SGWB is
• isotropic, and with no angular correlations.
The latter assumptions have actually diﬀerent meanings, and were customary included
in the same point only because they are both inspired by the properties exhibited by the
CMB in ﬁrst approximation, as we will discuss shortly.
Contrary to most other works in literature, such as [17, 137, 160], we dropped the
assumption that the SGWB is also unpolarized, since it wouldn't be suitable for studying
alternative theories of gravity that include parity-violating therms, such as the Chern-
Simons theory, as described in [16, 134, 140, 175, 194] and reviewed in [220, 2.3.6].
Polarized tensor modes have already been studied in [64, 179, 180]. We will extend their
formalism to include also polarized vector modes and discuss their optimal detection
strategy.
Let's justify and make some clariﬁcations on the previous statements.
Stationarity. This means that all statistical quantities depend only upon the diﬀer-
ences between times, and not on the choice of time origin, as we have previously assumed
for the noise. For example, the two-point correlator
〈
hAi (t)h
B
j (t
′)
〉
can depend only on
the diﬀerence t−t′. Then, in the frequency space, the Fourier transform 〈h˜A∗i (f) h˜Bj (f ′)〉
must be proportional to δ(f − f ′). Also, as discussed at the beginning of 3.3.1, station-
arity also implies that
〈
h˜i(f)
〉
is a constant so, even if it were non-zero, as far as we are
interested in GWs, that is in the time-dependent part of the gravitational signal, we can
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set it to zero by properly shifting the output data si(t).
The assumption of stationarity is almost certainly justiﬁed for the typical duration of
our experiments, compared with the time-scales characterizing an SGWB. For exam-
ple, for a background created in cosmological epochs, the typical time-scale on which
it can change substantially (e.g. because it has been red-shifted) is of the order of the
age of the Universe (∼ 1017 sec). This is about 20 orders of magnitude larger than the
characteristic period of the waves that LIGO, Virgo, etc. can detect (considering typical
sensitivities in the band around f ∼ 100 Hz, and GW periods ∼ 10−2 sec), and 9 orders
of magnitude larger than the longest realistic observation time (reasonably few years,
∼ 108 sec). Contrary to the case of the noise intrinsic to the detectors, it seems very
unlikely that an SGWB would have statistical properties that vary over either of these
time-scales [17, II.B].
Similar considerations can be made for an astrophysical SGWB. Despite many kinds
of sources have, individually, very short duration (GW bursts) and hence are clearly
not stationary, if considered as a whole the time-scale that characterizes them collec-
tively is the evolution of their abundance and distribution in the near Universe. The
intensity of the background produced by astrophysical sources depends on the cosmic
star formation rate ρ˙∗(z) [169, 2], which varies over time-scales comparable with the
cosmic scales and then it is several order of magnitudes larger then the typical duration
of any GW experiment. For this reason, the astrophysical SGWB can be considered
stationary. Of course, for the validity of this argument, it has to make sense considering
collectively the sources; if, on the contrary, their number is small, the characteristic GW
production times of each one are more relevant than their collective evolution and the
previous argument doesn't hold. As an example, we can mention the pulsars, which are
some of the most promising and best known astrophysical SGWB sources [168, 169]; the
time-scales characterizing their emissions are the variation of their pulse period, repre-
sented by the spin-down time, τSD ≡ (dP/dt)−1 > 1020s, and their characteristic age,
τc ≡ P/2P˙ ∼ 1017 s [118], and therefore their signal can be considered stationary with
respect to the duration of our experiments.
Gaussianity. As observed for the noise, this property greatly simpliﬁes the statistical
analysis of the GW signal. Its p.d.f. is characterized by the value of the covariance matrix
only (as its mean equals zero) and all the higher order moments, or N -point correlators,
can be reduced to sum and product of the two-point correlator
〈
h˜A∗i (f) h˜
B
j (f
′)
〉
by means
of the Wick-Isserlis theorem [59, 1.6.3]. For most early-universe processes, or even for
more recent astrophysical sources, this is a reasonable assumption; it can be justiﬁed
by the, already invoked, central limit theorem if the SGWB is actually the sum of GW
signals produced by a large number of independent sources [17]. There is a simple argu-
ment, due to Bruce Allen [18, 2.3], that shows that for a cosmological SGWB there is
indeed a very large number of separate horizon volumes which contribute independently
to the radiation we could see today. Let's assume, for simplicity, the standard cosmo-
logical model of a spatially ﬂat (k = 0) Friedmann-Robertson-Walker (FRW) Universe,
described by the metric: d2s = c2dt2 − a2(t)dx2. With simple dimensional arguments,
one can guess that radiation, of whatever type, of a certain wavelength must be pro-
duced by phenomena characterized by an equal length-scale. With this assumption, he
estimates that the cosmological processes that produced the target SGWB for our inter-
ferometric detectors, which are most sensitive around frequencies of ∼ 100 Hz, must be
characterized by a length, the Hubble length cH(t)−1, of the same order. This is indeed
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SGWB production surface
Initial singularity
Here, now
Figure 3.3.: A conformal diagram of a spatially ﬂat Friedmann-Robertson-Walker Universe.
They are shown the past light-cone of a present-day observer (Here, now) and a forward
light-cone of the initial singularity, intersecting the surface at t1 ∼ 10−22 sec of production
of a cosmological SGWB. The number of independent, uncorrelated horizon volumes Nhorizons
which contribute to the cosmological SGWB arriving at a detector today is given by the ratio
of the areas of the larger 2-sphere to the smaller one. This picture is an adaptation of Figure
2 of [18].
the horizon size, which is, physically, the length scale beyond which causal microphysics
cannot operate (see e.g. [121, 8.4]), and therefore, for causality reasons, we expect that
the characteristic wavelength of GWs, or of any other wave, produced at time t1 will
be of order cH(t1)
−1 or smaller [135, 8.1]. Comparing this scale with the GW length,
λ(t) ≡ λ0
(
1+z(t)
)
, that we are searching today red-shifted at λ0 ∼ 1000 km ≈ c/100 Hz,
we can ﬁnd that these two lengths were equal, for a radiation dominated (RD) Universe
(1 + z(t) = (t0/t)
1/2 and H(t) = 1/2t), at times t1 ∼ 10−22 sec after the initial singu-
larity [32, 19.1.5].21 Of course, this argumentation completely ignores the dynamics
of the production mechanisms of the cosmological SGWB, which are model-dependent
(and are either unknown or with large uncertainties [18, 48, 135, 143]), and it is based
only on the kinematical evolution of the waves from their production era, which has the
great advantage to be completely known once accepted the standard FRW cosmological
model. Then Allen calculate the area of the intersection of the forward light-cone of the
initial singularity with the surface at t = t1, and the area of the past light-cone of the
present day detector intersecting the same surface, as pictured in ﬁgure 3.3. Making use
of the conformal time, dη = a−1 cdt, these areas are 4piη 21 a2(η1) and 4pi(η0− η1)2a2(η1),
respectively. Their ratio,22
Nhorizons =
4pi (η0 − η1)2a2(η1)
4pi η 21 a
2(η1)
=
(η0 − η1)2
η 21
RD
=
(
t
1/2
0 − t
1/2
1
)2
t1
≈ 1039, (3.27)
can be interpreted as the number of independent horizons visible to detector today over
the entire sky, and it justiﬁes the use of the central limit theorem.
21It is an acceptable assumption for this calculation to suppose that the Universe evolution was com-
pletely radiation dominated between t1 and today, t0 [18]. A more formal calculation, based on the
adiabatic expansion of the Universe during the standard RD and matter dominated (MD) phases [121,
8.2], can be found in [135, 8.1] and yields a similar result for the production time of the relic GWs.
22In the last equality, we used the expression of the conformal time η as a function of the coordinate
time t for a radiation dominate Universe: a(t) ∝ t1/2, η(t) ∝ ´ a−1dt ∝ t1/2.
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As regards the astrophysical SGWB, its waveform depends on the number of sources that
simultaneously contribute to the total background; we have to relate the duration of each
single event that produce an emission of GWs and the interval between two, or more,
of these events. If the number of sources is large enough for the time interval between
events to be small compared to the duration of a single event, then the waveforms
of each single source overlap to create a continuous background and due to the CLT,
such background can be described by a Gaussian distribution [168]. This is the case of
pulsars, as we already mentioned, which can be considered stationary with respect to
the typical duration of our experiments and are expected to contribute in large number
to the SGWB that advanced detectors will be able to detect [2, 3]. More complicated is
the case of short duration (. 1 sec) sources, known as GW bursts, such as core collapses,
oscillation modes and ﬁnal stage of compact binary mergers. For many of these sources
there are also large uncertainties on their abundance, especially at red-shifts z & 1 [168,
Fig. 1]. Then, it is reasonable to expect that their number is small enough for the time
interval between events to be long compared to the duration of a single event. In this
case, the waveform are separated by long stretches of silence and the hypothesis of the
CLT are not valid and the overall background is not Gaussian. We refer to this case as
GW shot noise [24, 166] or, in the intermediate case where the interval between events
is comparable with the duration of a single event, GW popcorn noise [63, 74]. For
example, it could be the case that the SGWB is the sum of the radiation produced by
only a few unresolved binary star systems radiating in a given frequency interval at any
instant of time; in this case, further information can be extracted from the higher-points
correlators [197] and, also, an analysis strategy in the time domain would be preferable
[168]. Then, in general, the assumption of gaussianity may not be true and must be
checked before performing the analysis.
Isotropy. This property implies that the covariance of the amplitudes in (3.24),〈
h˜A∗(f, Ωˆ) h˜B(f ′, Ωˆ
′
)
〉
, should not depend on the directions Ωˆ and Ωˆ
′
but on their
diﬀerence only, Ωˆ − Ωˆ′, or, equivalently, on the relative angle between them: Ωˆ · Ωˆ′ ≡
cosω = 1 − 12
(
Ωˆ − Ωˆ′)2. We provide here a brief justiﬁcation of this last statement.
Let us ignore the frequency dependence in the previous correlator, which we already
know to be diagonal in the frequency space (stationarity assumption). Also, as it will
be shown in Section 3.3.2.3, the correlator
〈
h˜A∗(Ωˆ) h˜B(Ωˆ)
〉
is non-vanishing only if the
polarization indices belong to the same representation of the rotations about the Ωˆ axis,
that is, if A,B = ±2,±1, 0, 〈h˜A(Ωˆ) h˜B(Ωˆ)〉 ∝ δAB. Thus, let us also ignore the po-
larization indices, and limit ourselves studying
〈
h˜∗(Ωˆ) h˜(Ωˆ
′
)
〉
, where the frequency and
polarization dependence has been omitted. Assuming that the ﬁelds h˜(Ωˆ) are L2
(
S2
)
,
that is, square-integrable functions on the 2-sphere, they can be expanded in a base of
spherical harmonics:
h˜
(
Ωˆ
)
=
+∞∑
`=0
+∑`
m=−`
h˜`mY`m
(
Ωˆ
)
,
where the expansion coeﬃcients are given by:
h˜`m ≡
ˆ
S2
Y ∗`m(Ωˆ)h(Ωˆ) d
2Ωˆ.
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The correlator can then be rewritten as:〈
h˜∗
(
Ωˆ
)
h˜
(
Ωˆ
′)〉
=
∑
`1`2
∑
m1m2
〈
h˜∗`1m1 h˜`2m2
〉
Y ∗`1m1
(
Ωˆ
)
Y`2m2
(
Ωˆ
′)
. (3.28)
Isotropy implies that this correlator must remain unchanged under rotations on the two
sphere, S2. A rotation of this type is described by R ∈ SO(3), and it is characterized
by three (Euler) angles: two angles rotate the ﬁrst axis, say Ωˆ, and the third one rotate
the other axis, Ωˆ
′
, with respect to the ﬁrst, leaving unchanged their relative opening:
Ωˆ · Ωˆ′ = cosω. The ﬁelds transformation can be described by means of the Wigner
D-matrices [75, Appendix 4.2]:[
U(R)h˜](Ωˆ) ≡ h˜(R−1Ωˆ), Y`m(R−1Ωˆ) = ∑
m′
D
(`)
m′m(R)Y`m′(Ωˆ)
where the 2`+ 1 by 2`+ 1 matrices D
(`)
m′m(R) form an irreducible representation of the
rotation R ∈ SO(3). For an isotropic background it must hold:〈
h˜∗
(
Ωˆ
)
h˜
(
Ωˆ
′)〉
=
〈
h˜∗U∗
(
Ωˆ
)
U h˜
(
Ωˆ
′)〉∑
`1,2
∑
m1,2
〈
h˜∗`1m1 h˜`2m2
〉
Y ∗`1m1Y`2m2 =
∑
`1,2
∑
m1,2
∑
m′1,2
D
(`1)∗
m1m′1
D
(`2)
m2m′2
〈
h˜∗`1m′1 h˜`2m′2
〉
Y ∗`1m′1Y`2m′2 ,
which implies the relations between the coeﬃcients of the spherical harmonics tensor
product base of S2 × S2:〈
h˜∗`1m1 h˜`2m2
〉
=
∑
m′1
∑
m′2
D
(`1)∗
m1m′1
D
(`2)
m2m′2
〈
h˜∗`1m′1 h˜`2m′2
〉
. (3.29)
The isotropic nature of the random process shows up in that these expectation values
depend only on ` not m; indeed, the `'s are related to the angular size of the anisotropy
pattern (low ` corresponds to large scales and high ` to small scales: ∼ 2pi/`, as we
can see from ﬁgure 3.4), whereas the m's are related to orientation. Also, the diﬀerent
h˜`m's are independent random variables
23 and then the coeﬃcients of the correlator of
an isotropic background must satisfy the relation:〈
h˜∗`1m1 h˜`2m2
〉
= C`1δ`1`2δm1m2 ,
where C`1 is a function of the frequency (and the polarization indices) and it is called
the angular power spectrum. We can see immediately that this form satisﬁes equation
(3.29): 〈
h˜∗`1m1 h˜`2m2
〉
=
∑
m′1,2
D
(`1)∗
m1m′1
D
(`2)
m2m′2
C`1δ`1`2δm′1m′2
23As implied by the orthonormality condition for the spherical harmonics [22]:
ˆ
d2ΩˆY`1m1(Ωˆ)Y`2m2(Ωˆ) = δ`1`2δm1m2 .
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= C`1δ`1`2
∑
m′1
D
(`1)∗
m1m′1
D
(`1)
m2m′1
= C`1δ`1`2δm1m2 .
Going back to (3.28), we have
〈
h˜∗
(
Ωˆ
)
h˜
(
Ωˆ
′)〉
=
+∞∑
`=0
C`
+∑`
m=−`
Y ∗`m
(
Ωˆ
)
Y`m
(
Ωˆ
′)
=
+∞∑
`=0
C`
2`+ 1
4pi
P`
(
Ωˆ · Ωˆ′) ≡ +∞∑
`=0
C`
2`+ 1
4pi
P`(cosω) (3.30)
where we made use of the addition theorem for spherical harmonics [62, VII.4], and
where P`(cosω) is the Legendre polynomial of order `, which depends only on the cosine
of the opening angle ω between Ωˆ and Ωˆ
′
. The angular dependence of the GW signal
cross-correlation is fully contained in these polynomials, combined in a weighted sum by
means of the angular power spectrum C`.
In principle, there are no bounds on the coeﬃcients C` in (3.30) coming from the isotropy
condition for the SGWB. If there are no favorite angular correlation scales, represented
by the index `, then all the C`'s should have the same value. This implies that equa-
tion (3.30) turns into:
〈
h˜∗
(
Ωˆ
)
h˜
(
Ωˆ
′)〉
= const.
+∞∑
`=0
+∑`
m=−`
Y ∗`m
(
Ωˆ
)
Y`m
(
Ωˆ
′)
= const. δ2
(
Ωˆ− Ωˆ′) ≡ const. δ(cos θ − cos θ′)δ(φ− φ′) (3.31)
where (θ, φ) are the polar angles that deﬁne the direction Ωˆ, and where in the last
equation we made use of the representation of the Dirac delta function by means of
spherical harmonics [131, 22, 12.6]. This means that for an isotropic background where
there are no favorite angular correlation scales, the GW signal cross-correlation must
depend on the angles only through a Dirac delta, δ2
(
Ωˆ − Ωˆ′), that is, there are no
angular correlations.
We deserve to give some explanations and justiﬁcations about these assumptions. Ex-
perience with the CMB indicates that the early Universe was highly isotropic and, for
the photons, temperature ﬂuctuations across the sky are at the level δT/T ∼ 10−5
at T = 2.725 K [219], which in turn implies inhomogeneities of the matter density of
δρ/ρ ∼ 10−3÷10−2 [121, 9.6]. Hence, it is not unreasonable to assume that an SGWB of
cosmological origin is also isotropic, at least as a ﬁrst order approximation; otherwise, one
would then have to explain why the CMB is isotropic but the gravity-wave background is
not [17]. Of course, after a ﬁrst detection of an SGWB, it will be extremely interesting to
investigate its anisotropies and therefore to give up this assumption. In particular, in a
cosmological background we must expect a dipole term, dominated by the Earth motion
in the rest frame of the CMB [138, 7.8], whose eﬀect is characterized by a Doppler shift
of the incoming radiation corresponding to an equivalent z ≈ 0.00123 [164] towards the
constellation Leo (galactic coordinates: (l, b) = (264.4± 0.3 deg, 48.4± 0.5 deg) [119]).
As regards the angular correlations, we know that they are an important aspect in the
study of the CMB for, through the coeﬃcients C`, they provide the most important single
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Figure 3.4.: Plot of the ` = 1, 2, 3 spherical harmonics on the 2-sphere. From left to
right, in the ﬁrst row they are plotted Y10, Re[Y11] and Im[Y11]; in the second row:
Y20, Re[Y21], Im[Y21], Re[Y22] and Im[Y22], and so on the bottom for Y3m.
observational data set for determining (or constraining) the cosmological parameters
(e.g. Ω0 and ΩΛ) [32, 23]. Anyway, the angular correlations in the CMB temperature
spectrum are at the level ∆T (ω)/T . 10−4 [121, Fig. 1.6] and then they can be neglected
in a ﬁrst approximation. We expect a similar behavior also for the SGWB of cosmological
origin (whereas for that of astrophysical origin this hypothesis should be certainly true,
for the astrophysical sources are in a good approximation point-like with respect to the
angular resolution of our detectors [150, III.B]). To justify this assumption, we can
use the same argument that Allen adopted for justify the hypothesis of gaussianity [18,
2.3]. As we quoted in (3.27), we can expect that there are a very large number of
causally independent horizons of production of a cosmological SGWB, visible allover
the sky; hence, the angular correlations should be of the order of 4pi/Nhorizons ≈ 10−38
steradians, which can be safely neglected.
Diﬀerent is the case of an astrophysical SGWB, for which this assumption might not
to be true [145]. It is well known, for instance, that the Universe is not uniform up to
distance-scales of about 100 Mpc [121]; then, we should expect that also the possible
astrophysical GW sources located within this range, are non-uniformly distributed in
the sky. For example, we may expect a dominant number of sources in the center of our
galaxy, or toward the Virgo Cluster or the Great Attractor [168]. Further astrophysical
sources may be instead more homogeneous but, due to the cosmological redshift, the
produced GW frequencies are also red-shifted and this results in a loss of the detectable
ﬂux of GW in the typical sensitivity range of our detectors.24
Let us make some other comment and conclusive consideration about the previous as-
sumptions. Stationarity and gaussianity, seems to be properties inherent in the quali-
tative deﬁnition we gave of SGWB, and they are expected to be satisﬁed by, or can be
taken as good ﬁrst order approximations for a large number of sources and mechanism
of production, both astrophysical and cosmological. Nevertheless, there is the possibility
that, for certain astrophysical sources, one, or both, of these properties may not to be
fully satisﬁed, even as an approximation of the ﬁrst order. Isotropy is, in a certain sense,
the only assumption we made, not implicitly inherent in the deﬁnition of SGWB. More-
24Actually, a more accurate framework and some precise calculations are needed to clarify this point.
Here we just outlined a simple argumentation similar to that used in order to solve the Olbers'
Paradox. More details and a precise estimate can be found in [145, II-III].
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over, observational evidences suggest that this can not even be true for an astrophysical
SGWB.
Then, we could ask ourselves what error we would commit, that is, what would be
the consequences of applying an isotropic algorithm to an SGWB that is actually not
isotropic?
The answer has already been discussed in [145, IV] for the case of the possible astro-
physical background produced by the Virgo Cluster. The authors make a comparison of
the signal-to-noise ratio of an isotropic SGWB search, SNRiso, with the expected value
for an anisotropic SGWB search, SNRV, which correctly points to the Virgo Cluster,
where all the sources are in fact supposed to be located. Their computations show that
SNRiso is suppressed by a factor of 10
3 ÷ 104 with respect to SNRV [145, TABLE II].25
Hence, choosing in our analysis to look for an isotropic SGWB, and developing an al-
gorithm that relies on this property, means, in a certain sense, that we are favoring a
cosmological SGWB, or an astrophysical isotropic SGWB, if existing; we are, conversely,
suppressing by purpose any anisotropic contribution, which could be the astrophysical
SGWB. This latter could be regarded as an additional source of noise, a foreground,
if we are interested in cosmological studies.
3.3.2.2. Cross-correlator of the GW signal
Let's now convert the previous assumptions in formulae. For what we have discussed, a
stationary, Gaussian, isotropic SGWB is uniquely characterized by its two-points corre-
lator: 〈
h˜A∗(f, Ωˆ) h˜B(f ′, Ωˆ
′
)
〉
= δ(f − f ′)δ
2
(
Ωˆ− Ωˆ′)
4pi
1
2
SABh (f), (3.32)
where they appear few functions of the frequency, depending on the polarizations A, B,
called cross-power spectrum density for the modes A and B of the SGWB.26 This deﬁ-
nition is analogous to that of the spectral density of the noise, Pi(f), discussed in section
3.3.1. The components SABh (f), which can be collectively thought as a matrix on the po-
larization space (ignoring therefore the fact that also the frequencies could be discrete),
are even functions of the frequency, as a consequence of the fact that the GW correlation
signal (26), 〈h˜∗i (f) h˜j(f ′)〉, is real, as it was the noise correlator (3.19).27 Therefore we
adopted the normalization factor 12 in front of the right-hand side of equation (3.32),
as we did in equation (3.11) and (3.19). The quantities SABh (f), to whom we will refer
25The converse is also true; directional searches for an anisotropic SGWB of astrophysical origin suppress
the isotropic contribution due, mostly, to the cosmological background. Authors mainly interested in
astrophysical studies prefer indeed this technique [19, 150, 168]. The important aspect is that these
two kind of searches, isotropic for cosmological and directional for astrophysical backgrounds, can
be done independently, at least at ﬁrst order approximation, in these preliminary phases of the GW
detection.
26We used diﬀerent letters, P and Sh, only to easily distinguish between noise and signal, but they are
exactly the same kind of quantity. Beware that in equation (3.32) the cross-spectrum components
SABh (f) are, in general, complex quantities. We will make this point clearer in the next subsection
3.3.2.3, when we will discuss about the independent components of the cross-spectrum matrix SABh (f).
27This point is subtle and requires some comments. While it was easy to deduce that the correlator
of the noise in the frequency space is real, it is not so obvious that also the correlator of the GW
signal, in the frequency space, 〈h˜∗i h˜j〉, is real as well. Indeed, following the same argument we used
for the noise, despite 〈hi(t + τ)hj(t)〉 is clearly real, it is not clear why it should be also equal to
〈hi(t− τ)hj(t)〉. We will give physical arguments in its favor studying in detail SABh (f) and ΓABij (f)
in the following sections.
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collectively as Sh(f), allow us to perform a direct comparison with the noise of a de-
tector, characterized by P (f). Unfortunately, because of this similarity between (3.19)
and (3.32), it is hard, in practice, to distinguish between noise and GW signal, espe-
cially when one doesn't know, with absolute accuracy, the former, and the latter is very
small. The Dirac delta over the frequencies should be interpreted as in equation (3.7)
and applied as explained in the discussion that follows: δ(f − f) ≡ δT (0) = T . We have
introduced a factor 4pi, at denominator, as a choice of normalization such that:
¨
S2
d2Ωˆ d2Ωˆ
′〈
h˜A∗(f, Ωˆ) h˜B(f ′, Ωˆ
′
)
〉
= δ(f − f ′)1
2
SABh (f).
From equation (3.32) we can calculate the correlator between the GW signal at the i-th
and at the j-th detector:〈
h˜ ∗i
(
f
)
h˜j
(
f ′
)〉 (3.26)
=
¨
S2
d2Ωˆ d2Ωˆ
′
e2pii(fΩˆ·xi−f
′Ωˆ′·xj)/c
×
∑
A,B
FA∗i
(
Ωˆ
)
FBj
(
Ωˆ
′)〈
h˜A∗(f, Ωˆ) h˜B(f ′, Ωˆ
′
)
〉
(3.33)
(3.32)
= δ(f − f ′)
∑
A,B
ˆ
S2
d2Ωˆ
4pi
e2pii fΩˆ·(xi−xj)/cFA∗i
(
Ωˆ
)
FBj
(
Ωˆ
)
︸ ︷︷ ︸
ΓABij
1
2
SABh (f)
(3.34)
≡ δ(f − f ′)
∑
A,B
1
2
SABh (f)Γ
AB
ij (f) (3.35)
where we have introduced the coherence matrix ΓABij (f) for the GW signals of the i-th and
at the j-th detector, for polarizations A and B.28 This is also called the (unnormalized)
ORF, it has been ﬁrst calculated in closed-form by Flanagan [86], and it takes into
account the fact that the two detectors can see diﬀerent GW signals, h˜i(f) and h˜j(f),
either because they are at diﬀerent locations, and there is a separation time delay between
signals, or because they have a diﬀerent angular sensitivity, due to the non-parallel
alignment of their arms [138, 7.8].
The diﬀerence in location is reﬂected by the exponential factor exp
(
2pii fΩˆ(xi−xj)/c
)
,
which is rapidly oscillating when the detector separation ∆x ≡ xi−xj is much larger than
the reduced wave-length of the signal λ¯ = c/2pif , that is, when the two detector are far
apart, or, conversely, when the frequency is larger than the characteristic frequency of the
two detectors fc = c/∆x. This means that for frequencies larger than fc, the correlation
is strongly suppressed. Also the diﬀerent orientations of the detectors, reﬂected in the
term FA∗i
(
Ωˆ
)
FBj
(
Ωˆ
)
, implies a reduction of the coherence. We will study in detail this
functions in section 3.3.2.6.
3.3.2.3. SGWB polarization modes
In this section, we study in more detail the cross-power spectrum densities SABh (f) and
what the assumptions of section 3.3.2.1 imply on these functions. As we can evince from
28Exactly like the covariance matrix (3.32), ΓABij (f) is far from being a true matrix! Ignoring the frequen-
cies, it is deﬁned on two diﬀerent spaces, that of the detector indices and that of the polarizations.
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the deﬁnition (3.32), SABh (f) can be regarded as an Hermitian matrix of dimension 6,
the number of polarization modes, whose independent components are 6 real, and 15
complex functions. Too many!
We can appeal to the deﬁnition we gave to the linear modes of polarization, A =
+,×, x, y, b and `, and ﬁnd which components of SABh (f) are actually independent. We
have seen in section 2.3.1.3 that there is a degree of freedom in the deﬁnition we can
give for the linear polarization tensors eAab(Ωˆ), for the modes A = +,×, x and y:
e+(Ωˆ) = mˆ⊗ mˆ− nˆ⊗ nˆ, e×(Ωˆ) = mˆ⊗ nˆ + nˆ⊗ mˆ, (3.36a)
ex(Ωˆ) = mˆ⊗ Ωˆ + Ωˆ⊗ mˆ, ey(Ωˆ) = nˆ⊗ Ωˆ + Ωˆ⊗ nˆ, (3.36b)
eb(Ωˆ) = mˆ⊗ mˆ + nˆ⊗ nˆ = 1 ⊗ 1 − Ωˆ⊗ Ωˆ, e`(Ωˆ) =
√
2Ωˆ⊗ Ωˆ, (3.36c)
where base members of the same representation, with the exception of the scalar one,
whose members transform into themselves, can be transformed into each other by a
suitable rotation, of angle ψ, about the direction Ωˆ of propagation of the wave:
mˆ′ = mˆ cosψ − nˆ sinψ
nˆ′ = mˆ sinψ + nˆ cosψ ⇒
e+
′
= e+ cos 2ψ − e× sin 2ψ
e×′ = e+ sin 2ψ + e× cos 2ψ
,
ex′ = ex cosψ − ey sinψ
ey ′ = ex sinψ + ey cosψ
(3.37)
This is not the case of circular polarization modes. Indeed, we can deﬁne the circular
polarization tensors eAab(Ωˆ) as
e+2ab (Ωˆ) ≡
e+ab(Ωˆ) + i e
×
ab(Ωˆ)√
2
, e−2ab (Ωˆ) ≡
e+ab(Ωˆ)− i e×ab(Ωˆ)√
2
, (3.38a)
e+1ab (Ωˆ) ≡
ex
ab
(Ωˆ) + i eyab(Ωˆ)√
2
, e−1ab (Ωˆ) ≡
exab(Ωˆ)− i eyab(Ωˆ)√
2
, (3.38b)
which are complex quantities: (
e±1,2(Ωˆ)
)∗
= e∓1,2(Ωˆ). (3.39)
Each of them identify a base for an irreducible representation of the E(2) subgroup of
the spatial transformation that leave unchanged the GW propagation directions Ωˆ and
their frequencies, f . We will see how this property will advantage us in the study of the
independent components of SABh (f) or, better, S
AB
h (f).
Going back to the linear polarization tensors (3.36), for one single astrophysical source
there can be a natural choice of axes (mˆ, nˆ), with respect to which the radiation has
an especially simple form [135, 3.1]; this choice may depend on the orientation relative
to the observer of the dynamics inside the source, e.g., the orbit plane in a binary star
system or the rotation axis of a pulsar [174, 2.2].
Diﬀerent is the case of a stochastic background of GWs, produced by a large number
of independent sources. We can show, indeed, that an isotropic SGWB must be not
linearly polarized, that is, we cannot rotate the axes (mˆ, nˆ) by any angle ψ, and notice
any diﬀerence in the components of the radiation and their spectra; for example, every
+-mode components equal ×-mode components for every choice of the angle ψ, that
is for every choice we made in the deﬁnition of these modes through the axes (mˆ, nˆ).
The same holds for the x- and y-modes of the vector representation. The previous
statement equals to say that there is no preferred choice of axes (mˆ, nˆ); every choice
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is equivalent and must return the same result, for the cross-power spectra and for any
other quantity related to the GW radiation, for the two linear polarization modes of the
same representation, +, × and x, y.
The proof of the previous statement can be done by contradiction. Let us assume that an
isotropic SGWB is linearly polarized, that is, by means of a suitable rotation of the type
in (3.37), we can see diﬀerences in the linear modes of polarization, and we can therefore
construct, for example, an SGWB whose
〈∥∥h˜+(f, Ωˆ)∥∥2〉 = T2 S+(+)h (f) is maximum with
respect to
〈∥∥h˜×(f, Ωˆ)∥∥2〉 = T2 S×(×)h (f).29 This means that we can construct a vector
ﬁeld mˆ
(
ψ(Ωˆ)
)
, over the whole solid angle S2, by means of which to deﬁne the linear
polarization tensor
e+ab(Ωˆ) ≡ mˆamˆb − nˆanˆb ≡ mˆamˆb − acdΩˆcmˆd def Ωˆemˆf (3.40)
that makes us seeing the SGWB +-polarized, in the sense that we have just explained.
This actually introduce (implicitly) a dependence on Ωˆ, through the deﬁnition (3.40) of
the polarization tensor +, in the power spectrum component S
+(+)
h (f).
However, for the SGWB is, by assumption, isotropic, the correlator
〈∥∥h˜+(f, Ωˆ)∥∥2〉 =
T
2 S
+(+)
h (f) should be completely independent on the angle Ωˆ, and then it should be a
constant over the whole solid angle. This, in turn, must also be true for the vector ﬁeld
the we used to see the SGWB polarized: mˆ(Ωˆ) = const.. Here we have the contradiction;
as a well known theorem in topology, the Poincaré-Brouwer(-Hopf) theorem (or the hairy
ball theorem), asserts, there can't be a constant, non vanishing, vector ﬁeld over a whole
sphere S2 [114, V.B], as depicted in ﬁgure 3.5.30 Hence the constant vector ﬁeld mˆ(Ωˆ)
must vanish everywhere and it is impossible to construct the linearly polarized SGWB;
it is impossible to orientate the axes (mˆ, nˆ) in such a way to see the SGWB linearly
polarized, hence it must be
S
+(+)
h (f) = S
×(×)
h (f) and S
x(x)
h (f) = S
y(y)
h (f),
everywhere, that is, an isotropic SGWB is also linearly unpolarized. This reduce the
number of independent elements of the cross-spectrum matrix SABh (f) by two.
This statement, of course, doesn't hold for circular polarization modes (and scalar rep-
resentations, whose tensors cannot be rotated); we will see, indeed, that an isotropic
SGWB can admit circular polarizations, both for the tensor and the vector representa-
tions.
What we have just shown for the linear polarizations and the dependence on the angle
ψ has an important interpretation. For any direction Ωˆ, we have a family of reference
frames that diﬀer by a rotation of an angle ψ, which can be used to label each of these
frames, whose base vectors are
(
mˆ(ψ), nˆ(ψ), Ωˆ
)
, and where the physical description of
the isotropic SGWB must be the same. This means that ψ is a gauge parameter, that is,
29It is unnecessary to double the polarization indices for diagonal therms of the cross-power spectrum
matrix SABh (f) since these are the usual power spectrum densities. At the and of this section, we
will see indeed that we can simply deal with S+h (f), S
×
h (f) etc..
30More formally, the theorem states that the sum of the zeros (the sources and sinks) of a smooth
vector ﬁeld on a compact diﬀerentiable manifold must equals the Euler characteristic of that surface.
For a connected, orientable surface, this number equals 2 minus the number of holes, or genus, of
that surface [114], which means that, for a sphere, the ﬁeld must vanish at least in two points, the
poles.
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Figure 3.5.: Graphical depiction of the hairy ball, Poincaré-Brouwer(-Hopf) theorem. It is clear
how the vector ﬁeld mˆ(Ωˆ) must vanish at the North Pole: θ = 0. But, since it is constant
with respect to Ωˆ, it is null everywhere on S2.
a redundant degree of freedom in our description; the transformations among diﬀerent
frames of this family are gauge transformations and the description of the SGWB is
gauge invariant with respect to these reference frames and the angle/parameter ψ. Every
dependence on this parameter must vanish in the ﬁnal results; to have this under control,
we can explicitly write the dependence of the linear polarization modes on this parameter:
A(ψ) = +(ψ),×(ψ), etc..
We said that the previous argument doesn't prevent the isotropic SGWB to be circularly
polarized. Anyway, it can be adopted to deduce some other important properties. We
start rewriting equation (3.32) for circular modes of polarization:
〈
h˜A∗(f, Ωˆ) h˜B(f, Ωˆ)
〉
=
T
2
SABh (f).
If we rotate our reference frame around Ωˆ by an angle ψ, that is, if we perform the
transformation in (3.37), the cross-correlator transforms according to〈
h˜A∗(f, Ωˆ) h˜B(f, Ωˆ)
〉→ ei(B−A)ψ〈h˜A∗(f, Ωˆ) h˜B(f, Ωˆ)〉, (3.41)
that is, it gains a phase factor explicitly depending on the angle ψ. Repeating the
considerations we made for the linear polarization modes, we can argue that the previous
phase factor should vanish, that is, this phase cannot be a physical observable, and hence
A must equal B (or they have to be the two modes of the scalar representation, b and
`, whose elicity is 0). This implies that the correlator between diﬀerent representations
must vanish and the matrix SABh (f) is diagonal for A,B = ±2,±1, and it contains a
separate block for the two modes of the scalar representation:〈
h˜A∗(f, Ωˆ) h˜B(f, Ωˆ)
〉
= δAB
T
2
SABh (f), for A,B = ±2,±1. (3.42)
Let us see what this imply in the base of linear polarization modes, SABh (f). Since
diﬀerent polarization are uncorrelated, we can consider tensor and vector representations
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separately. We focus on the former:( 〈∥∥h˜+(f, Ωˆ)∥∥2〉 〈h˜+∗(f, Ωˆ)h˜×(f, Ωˆ)〉〈
h˜+∗(f, Ωˆ)h˜×(f, Ωˆ)
〉∗ 〈∥∥h˜×(f, Ωˆ)∥∥2〉
)
.
This is an hermitian 2 × 2 matrix, whose coeﬃcients can be customary rewritten by
means of the Pauli matrices, together with the 2× 2 identity matrix:( 〈∥∥h˜+(f, Ωˆ)∥∥2〉 〈h˜+∗(f, Ωˆ)h˜×(f, Ωˆ)〉〈
h˜+∗(f, Ωˆ)h˜×(f, Ωˆ)
〉∗ 〈∥∥h˜×(f, Ωˆ)∥∥2〉
)
≡ T2 STh (f)
(
1 + ξ3 ξ1 − iξ2
ξ1 + iξ2 1− ξ3
)
(3.43)
= T STh (f)
1
2
(
1 + ξ · σ),
where we introduced the tensor mode power spectrum density STh (f).
31 It describes the
overall contribution to the power spectrum due to the tensor modes, and it is related to
the corss-power spectra S++h , S
××
h and S
+×
h , by means of the three real numbers ξ1, ξ2
and ξ3, which can be functions of the frequency f , and satisfy the condition
∑
i ξ
2
i 6 1.
These numbers are called Stokes parameters, and the 2×2 hermitian matrix 12
(
1 +ξ ·σ)
is the density matrix, which statistically describes the general state of polarization of a
certain wave, both gravitational and electromagnetic. In literature about the study of
the SGWB, these numbers are customary replaced by the following Stokes parameters
[96, 123, 179]:( 〈∥∥h˜+(f, Ωˆ)∥∥2〉 〈h˜+∗(f, Ωˆ)h˜×(f, Ωˆ)〉〈
h˜+∗(f, Ωˆ)h˜×(f, Ωˆ)
〉∗ 〈∥∥h˜×(f, Ωˆ)∥∥2〉
)
=
T
2
(
I(f) +Q(f) U(f)− iV(f)
U(f) + iV(f) I(f)−Q(f)
)
,
(3.44)
which are real functions of the frequency, and are related to the quantities we have
already introduced by:
S++h (f) = I(f) +Q(f) = STh (f)
(
1 + ξ3
)
,
S××h (f) = I(f)−Q(f) = STh (f)
(
1− ξ3
)
,
S+×h (f) = U(f)− iV(f) = STh (f)
(
ξ1 − iξ2
)
.
Tensor mode power spectrum density STh (f) equals the Stokes parameter I(f) for the ten-
sor modes; we will always prefer the former, Allen and Romano's nomenclature respect
to the latter, Seto and Taruya's [180] Stokes parameter notation. From this conversion
table we can see that: ξ3 = Q(f)/I(f), or Q(f) = 12
(
S++h − S××h
)
, measures the linear
polarization with respect to the +-mode, against the×-mode; ξ1, or U(f) = Re
[
S+×h
]
, de-
scribe a linear polarization with axis rotated by an angle of pi/8; ξ2, or V(f) = Im
[
S×+h
]
,
31This deﬁnition of STh (f) is the same given by the most of the authors in literature [17, 86, 135], though
they didn't consider the possibility of non-standard polarizations. On the contrary, it diﬀers by a
factor of 2 from that adopted by Nishizawa et al. [160, eq. (15)], which actually considered non-
standard polarizations. This choice has been made because we want to directly compare our results
and estimations with the majority of those results already published; we also want to produce an
algorithm that reduces to that commonly adopted by the scientiﬁc community, that is that of Allen
and Romano, in the case of the absence of the non-standard polarizations. In this sense, we preferred
this deﬁnition of STh (f), and S
V
h (f), with respect to that originally introduced by Nishizawa et al..
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describes the circular polarizations. Let us transform the previous matrix in the base of
circular polarization; we can rewrite equation (3.38) by means of a unitary matrix U :32(
e+2,1
e−2,1
)
=
1√
2
(
1 i
1 −i
)(
e+,x
e×,y
)
: eA ≡ U AA eA ⇒ h˜AeA ≡ h˜AeA ≡ h˜AU AA eA
⇒ h˜A = h˜B(U−1) A
B
= (U∗)ABh˜
B,
h˜+2,1 =
h˜+,x − i h˜×,y√
2
h˜−2,1 =
h˜+,x + i h˜×,y√
2
. (3.45)
With this change of basis, we transform the matrix (3.44) in the basis of the circular
polarizations:
U
( 〈∥∥h˜+∥∥2〉 〈h˜+∗h˜×〉〈
h˜+∗h˜×
〉∗ 〈∥∥h˜×∥∥2〉
)
U † =
( 〈∥∥h˜+2∥∥2〉 〈h˜+2∗h˜−2〉〈
h˜−2∗h˜+2
〉∗ 〈∥∥h˜−2∥∥2〉
)
(3.46)
=
T
2
(
I(f) + V(f) Q(f)− iU(f)
Q(f) + iU(f) I(f)− V(f)
)
=
T
2
diag
[
I(f) + V(f), I(f)− V(f)
]
(3.47)
≡ T
2
diag
[
S+2h (f), S
−2
h (f)
]
. (3.48)
In (3.47) we made use of the property that cross-power spectrum matrix is diagonal in the
base of circular polarizations.33 Hence, for an isotropic SGWB, the Stokes parameters
Q(f) and U(f) must vanish, both for tensor and vector representations. It remains
only V(f), or equivalently ξ2 = V(f)/I(f), which describes the asymmetry between
left-handed and right-handed polarization modes [179], that is, between +2 and −2
modes, and +1 and −1, and it is called the circular polarization degree. In [179, 180] ξ3
is named Π(f). Any mechanism of production of GWs that violates parity, that is, that
makes diﬀerence between this handedness of the GWs, produce a non-vanishing value of
V(f) for the SGWB [64, 180].
Then, we can go back to the base of linear polarizations:( 〈∥∥h˜+(f, Ωˆ)∥∥2〉 〈h˜+∗(f, Ωˆ)h˜×(f, Ωˆ)〉〈
h˜+∗(f, Ωˆ)h˜×(f, Ωˆ)
〉∗ 〈∥∥h˜×(f, Ωˆ)∥∥2〉
)
(3.43)
=
T
2
STh (f)
(
1 −i ξ2
i ξ2 1
)
(3.44)
=
T
2
(
I(f) −iV(f)
iV(f) I(f)
)
. (3.49)
The tensor representation components of the isotropic SGWB power spectrum can then
be fully characterized by:
STh (f) ≡ S++h (f) = S××h (f), (3.50)
32In this equation, polarization indices are written in such a way that polarization tensors {e(A)}, or
{e(A)}, are viewed as a basis for the vector h˜ = h˜Ae(A), belonging to the polarization space, whose
components are the amplitudes h˜A. Matrix U AA , or, more formally, U ≡ θ(A)U AA e(A) with {θ(A)}
the dual base of {e(A)}, θ(A)e(B) ≡ δAB , represents, indeed, a change of basis.
33The same result was discussed, with a slightly diﬀerent argument, by Seto and Taruya in [180, II].
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and the parity violation Stokes parameter:
VT (f),
where we added the representation label T  to distinguish it from the analogous pa-
rameter for the vector representation.
The same discussion applies to the vector representation components of the SGWB power
spectrum, which can be fully described by:
SVh (f) ≡ Sxxh (f) = Syyh (f)
and the parity violation Stokes parameter:
VV (f).
There are no cross-terms of the power spectrum density between tensor modes and vector
ones, as shown in (3.42).
For what concerns the two modes of the scalar representation, b and `, we can't apply
the trick of the rotation we used to show that tensor and vector modes are uncorrelated
in an isotropic SGWB. Hence, we have to keep all the three Stokes parameters of the
density matrix that describes the scalar polarizations:( 〈∥∥h˜b(f, Ωˆ)∥∥2〉 〈h˜b∗(f, Ωˆ)h˜`(f, Ωˆ)〉〈
h˜b∗(f, Ωˆ)h˜`(f, Ωˆ)
〉∗ 〈∥∥h˜`(f, Ωˆ)∥∥2〉
)
= T2
(
Sbh(f) S
b`
h (f)
Sb`∗h (f) S
`
h(f)
)
≡ T2 SSh (f)
(
1 + ξ3 ξ1 − iξ2
ξ1 + iξ2 1− ξ3
)
(3.51)
where we should have added the representation label S on the parameters ξi to dis-
tinguish them from those in equation (3.43) for the tensor modes. It sounds redundant
describing the scalar polarization state of the SGWB with so many parameters, and we
wish to reduce their number. We know indeed that in many theoretical models, such as
in 5D Kaluza-Klein theory [15], or in Brans-Dicke [139] and f(R) theories with mass-
less gravitons [47], the longitudinal mode vanishes, that is ξ3 = 1, or in most theories
with massive gravitons, e.g. Brans-Dicke and f(R) theories, the breathing mode and
longitudinal mode are correlated [160].
Despite this, we have to face the fact that orthogonal arms, laser interferometric GW
detectors, the main target of our analysis, can't distinguish between these b- and `-
modes, and we are actually insensitive to all of the ξi Stokes parameters of the scalar
polarizations.34 Indeed, as we will show in section 3.3.2.5, the detector pattern functions
that enters in equation (3.34) for the two scalar modes are equal except for an unrelevant
normalization factor: F `(Ωˆ) = −√2F b(Ωˆ), as we will compute in equation (3.69e)
and (3.69f). Substituting these functions and the Stokes parameters in equation 3.3.2.5,
34This is not true for interferometric detectors whose arms have opening angles diﬀerent from 90◦, as,
for example, the projected LISA experiment [89] and Einstein Telescope [167], whose arms form an
angle of 60◦. Also the currently operating GEO600 has not exactly orthogonal arms and an opening
angle of 94.3◦ [218]. In these cases it would be possible, in principle, to distinguish b-mode from
`-mode polarizations. See the results in Note 40 for the detector pattern functions of 60◦ arms LISA
and the Einstein Telescope detectors.
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we have: ∑
A,B=b,`
FA∗i F
B
j S
AB
h = F
b∗
i F
b
j S
b
h + F
b∗
i F
`
j S
b`
h + F
`∗
i F
b
j S
`b
h + F
`∗
i F
`
j S
`
h
(3.69)
= F b∗i F
b
j
(
Sbh + 2
(
S`h −
√
2Re
[
Sb`h
]))
(3.51)
= F b∗i F
b
j S
S
h
(
1 + ξ3 + 2
(
1− ξ3 −
√
2ξ1
))
. (3.52)
Between the parentheses there is an unknown function that describes the contributions
of the scalar polarizations to the power spectrum density of the scalar modes. It can be
rewritten in terms of only one unknown parameter; it is convenient to choose a notation
similar to that of Nishizawa et al. [160]:
SSh
(
1 + ξ3 + 2
(
1− ξ3 −
√
2ξ1
)) ≡ SSh (1 + 2κ1 + κ
)
, κ =
−2√2ξ1 − ξ3
1 + 2
√
2ξ1 + ξ3
(3.53)
where κ(f) is an unknown, real function of the frequency that contains information
about the Stokes parameters ξ1 and ξ3 of the scalar polarizations. This choice has been
made in order to match the deﬁnition of the parameter κ in [160], where the authors
considered an independently polarized cross-power spectrum density, Sb`h (f) = 0 and
ξ1 = ξ2 = 0, and where κ is deﬁned as the ratio of the power spectrum density of the
breathing mode and that of the longitudinal mode:
κ ≡ Sbh/S`h. (Nishizawa, eq. (17))
They also deﬁne SSh (f) as the sum of the spectral densities of the two scalar modes,
SSh = S
b
h + S
`
h = (1 + κ)S
b
h, contrary to the deﬁnition we gave in (3.51).
Our ignorance about κ makes it impossible to resolve separately the two scalar modes,
and it will aﬀect every results about the estimations of the power spectrum densities of
these modes.
Summing up all the discussion of this section, we have that an isotropic SGWB can be
fully characterized by the components of its power spectrum density, which are the 5 real
functions STh (f), S
V
h (f), S
S
h (f) and the parity violation Stokes parameters VT (f) and
VV (f) to which we will refer with SMh (f), withM = T, V, S, and VM (f), withM = T, V .
Any other component of the cross-spectrum SABh vanish for an isotropic SGWB.
Analogously, we can use instead:
S+2h (f) ≡ STh (f) + VT (f),
S−2h (f) ≡ STh (f)− VT (f),
S+1h (f) ≡ SVh (f) + VV (f),
S−1h (f) ≡ SVh (f)− VV (f),
S0h(f) ≡ SSh (f).
This last nomenclature can be more concisely abbreviated with SAh (f), with A =
±2,±1 and 0, and it will be adopted throughout all the analysis, even though the re-
sults will be given in terms of STh (f), VT (f), etc., to be most easily compared with others
already published in literature.
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Also, the cross-correlator of the GW signal (3.35) will be characterized by the only 5
overlap reduction function Γ2+ij (f), Γ
2−
ij (f), Γ
1+
ij (f), Γ
1−
ij (f) and Γ
0
ij(f) or Γ
T
ij(f), Γ
V
ij(f),
ΓSij(f), Γ
VT
ij (f) and Γ
VV
ij (f), for each pair of detector. These functions will be the subject
of the next section.
3.3.2.4. Energy density spectrum of the SGWB
To have a physical understanding in comparing experimental results with theoretical
predictions, it is convenient to express the experimental, in the sense that it is directly
related with the strain one can practically measure, quantity Sh(f) with the theoretical
energy density carried by the GWs of the stochastic background, ρgw.
35 In order to
analyze the frequency contributions to this quantity, it is convenient to rewrite it as an
integral over logarithmic frequencies, d log f = df/f , of some spectral density [17, 57,
135]:36
ρgw ≡
ˆ f=∞
f=0
d log f
dρgw
d log f
. (3.54)
There is a very natural unit of energy density in cosmology, the critical energy density
ρc, deﬁned as the energy density of a perfect ﬂuid, needed to close (i.e. set the spa-
tial curvature k to zero) a spatially homogeneous and isotropic, 4D Robertson-Walker
Universe, with cosmological constant Λ = 0 [121, 3.1]; according to Friedman-Lamaître
equations [32, eq. (19.8)]:
ρc ≡ 3c
2H 20
8piGN
,
where H0 is the present value of the Hubble expansion rate and GN is the Newton
constant. In order to work most conveniently with dimensionless quantities, ρc is used
to normalize the cosmological energy densities, and then it is deﬁned the normalized GW
energy density [138, 7.8] (or cosmological GW energy density parameter [32, 121]):
Ωgw ≡ ρgw
ρc
(3.55)
and, also, merging together the previous deﬁnitions, the (normalized) energy density
spectrum, for logarithmic frequency interval, is:
Ωgw(f) ≡ 1
ρc
dρgw
d log f
=
1
ρc
1
f
dρgw
df
, (3.56)
and it satisﬁes:
Ωgw =
ˆ f=∞
f=0
Ωgw(f) d log f. (3.57)
It was useful to consider logarithmic unit of frequency interval, dρgw/d log f , rather then
dρgw/df , other that for physical energy production reasons, because in this way Ωgw(f)
35Let us forget for the moment any polarization index; we will recover them shortly, when we will extend
the customary deﬁnitions in the context of GR also to generalized theories of gravity.
36As pointed out in [138, Note 65], there is some abuse of notation in the deﬁnition given in (3.54). As
it is written, ρgw is independent of the frequency, so its derivative with respect to f should vanish.
In this writing, dρgw/d log f is not, strictly speaking, the derivative of ρgw, but just a notation for
the spectral density of ρgw, which stresses that it is the energy density contained in a logarithmic
interval of frequency.
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is still a dimensionless quantity.
When quoting experimental results, it has a practical drawback normalizing the GW
energy density (spectrum) with respect to ρc, which, containing the Hubble expansion
rate, suﬀers of large uncertainties (∼ 5% of its value [32, Table 2.1]). For this reason, it
has been introduced the normalized Hubble expansion rate, deﬁned in such a way that the
value of H0 is proportional to the scale factor h0 containing all the uncertainties [121,
1.2]: H0 ≡ 100h0 km s−1Mpc−1 ' 3.257h0 × 10−18 Hz. Current estimations on h0
yieldh0 = 0.673(12) [32]. Therefore, one rather characterizes the SGWB energy density
spectrum with the quantity h 20 Ωgw(f), which is independent of h0 and doesn't suﬀer of
the uncertainties on its value.
The GW energy density ρgw is, by deﬁnition, the (00)-component of the energy-momentum
(density) tensor of the GWs, t00, which is directly related to the metric perturbation
hµν(t,x) via the linearized equations of motion, say the Einstein's equations, for the con-
sidered theory of gravity. The dependence of tµν on hµν provides, from the relation (3.32),
the sought-after link between the theoretical ρgw, or Ωgw(f), and the experimental Sh(f).
Unfortunately, it is not so obvious how to account for the proper amount of energy and
momentum to the GWs even in well consolidated theories like the Einstein's GR [49,
7.6]. There are several diﬀerent proposals and approaches in literature for the energy-
momentum tensor for gravitation in the weak ﬁeld limit [21, 93, 91, 126], which in general,
for physically well-posed questions such as the rate of energy emitted by a binary system,
converge to the same results. In modern GW literature [57, 149, 207, 210], the most
widely adopted method is that developed by Isaacson [107, 108] in the standard context
of GR, and to what we already referred in section 2.1.1 for the characterization of GWs,
and their distinction form the background.
A rigorous approach to the issue of the GWs energy-momentum tensor requires long and
complicated calculations and, besides being of great importance in testing alternative
theories of gravity, it transcends the purposes of the present work; therefore, we limit
ourselves quoting the most important results of the Isaacson's method and their extension
to alternative theories of gravity, as recently discussed by Stein and Yunes [188], and
other authors [33, 100, 172, 187]. Further details will be presented in Appendix A.
Isaacson's method consists into expanding the Einstein equations to the second order
in the metric perturbation about an arbitrary background. The ﬁrst-order equations
describe the evolution of gravitational radiation, while the second-order one serves as a
source to the zeroth-order ﬁeld equations, just like an energy-momentum tensor, and it
depends on the square of the ﬁrst-order perturbation. This tensor can then be averaged,
by means of a linear integral operator37 〈〈 · 〉〉, over several gravitational wavelengths (or
the inverse of the frequencies), assuming, as discussed in section 2.1.1 and 2.1.2, the
background length (frequency) scale to be much longer (or, respectively, lower) than the
typical GW wavelength (frequency). This procedure is called the short-wavelength or
high-frequency approximation [172]; this has both conceptual and practical advantages.
From a conceptual viewpoint, we know that our ability to choose Riemann normal co-
ordinates at any one point makes it impossible to deﬁne a reliable measure of the gravi-
tational energy-momentum, by means of mass displacements (2.56), that is purely local,
i.e. deﬁned at each point in terms of the metric and its derivatives at precisely that
point. If we average over several wavelengths, however, we can capture enough of the
37We are using, for the moment, the same notation of [188], to distinguish this averaging operator form
the ensemble averages of the previous sections, 〈 · 〉.
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physical curvature in a small region to describe a gauge-invariant, eﬀective measure of
the GW energy-momentum [49, 7.6]. From a practical standpoint, the most noticeable
property is that the average of a derivative of a tensor vanishes [188, II.A]; this allows
to greatly simplify lots of results.
In this approximation, Isaacson found that the eﬀective GW energy-momentum ten-
sor is proportional to the square of ﬁrst partial derivatives of the metric perturbation,
i.e. proportional to the square of the gravitational frequency:
teﬀµν =
κ
2
〈〈
∂µhαβ ∂νh
αβ
〉〉
, (3.58)
where we are considering a ﬂat background space-time, at large distance from the source,
and where ∂µ is the usual partial derivative. The parameter κ is the constant factor in
the Einstein-Hilbert action: κ =
(
16piGN
)−1
c4. The averaging operator 〈〈 · 〉〉 denotes
a wavelengths, i.e. spatial, average or, equivalently, a frequency inverse, i.e. temporal,
average [138, 1.4.3]. We can substitute into (3.58) the plane wave expansion (3.24), and
consider its (00)-component:
ρgw ≡ teﬀ00 =
c2
32piGN
〈〈
h˙µν h˙
µν
〉〉
=
c2
32piGN
∑
A,A′
¨
df df ′
¨
S2
d2Ωˆ d2Ωˆ
′
(2piif)(−2piif ′) 2δAA′
× 〈h˜∗A(f, Ωˆ) h˜A′(f ′, Ωˆ′)〉e−2pii(t(f−f ′)−x(Ωˆ−Ωˆ′)/c),
where in the second line we contracted the time derivatives of h∗µν(t,x) = hµν(t,x) and
hµν(t,x), and substituted the relation eAµνe
A′ µν = 2δAA
′
, with A, A′ = +,× (x, y, ` and
b), between the linear polarization tensors (3.36). Since the GW signal is stationary, we
substitute the time average in (3.58) with an ensemble average. Then, substituting the
signal correlator (3.32) into the previous equation, we have:
ρgw ≡ teﬀ00 =
c2
32piGN
∑
A,A′=+,×
ˆ +∞
−∞
df (2pif)22δAA
′ 1
2
S
A(A)
h (f)
=
c2
32piGN
2
ˆ +∞
0
df (2pif)2
(
S+h (f) + S
×
h (f)
)
(3.50)
=
c2
8piGN
ˆ +∞
0
df (2pif)2S
(T )
h (f)
≡ c
2
8piGN
ˆ f=∞
f=0
d log f (2pif)2f S
(T )
h (f).
Comparing the previous result with the deﬁnitions in (3.54-3.57) we get:
dρgw
d log f
=
pic2
2GN
f3S
(T )
h (f),
and
Ω(T )gw (f) =
4pi2
3H 20
f3S
(T )
h (f). (3.59)
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In the previous equations we reintroduced the label T , for the tensor modes of po-
larization (3.36a), in order to stress that these results have been computed by Isaacson
in the context of GR, and holds only for the two tensor modes of polarization of this
theory. Equation (3.58) is written in a form that only these two physical polarization
modes contribute to the eﬀective energy-momentum tensor tµν . All the other gauge
modes, which are non-physical in GR and can be gauged away (choosing for example
the so called TT, transverse and trace-free, gauge), don't contribute to the Isaacson's
energy-momentum tensor.
The scaling of the Isaacson's eﬀective energy-momentum tensor (3.58) with the GW
frequency squared can be traced to the Einstein-Hilbert action's dependence on second
derivatives of the metric perturbation through the Ricci scalar. Alternative theories
of gravity generically lead to modiﬁcation to this dependence; if the action is modiﬁed
through the introduction of higher powers of the curvature tensor, such as in generic f(R)
gravity theories [33, 45, 58, 68], then the energy-momentum tensor will be proportional
to higher powers of the frequency. Also, besides the metric, there may be new ﬁelds, of
any spins, considered part of the gravitational sector, and they can be non-minimally
coupled to connection and curvature quantities.
A consistent calculation of the energy-momentum tensor of the waves in alternative
theories of gravity should necessarily pass through their particular ﬁeld equations, and
their second order expansions and averages, as in the standard Isaacson's approach. It is
unpractical to follow this route here, for the huge variety of alternative theories and their
potentially very complicated actions, which would make the calculations very involved.
Anyway, with some insight and approximations, we can deduce the asymptotic form their
energy-momentum tensor should have at future, null inﬁnity I+ [104, 149, 207, 11.1].
Stein and Yunes recently calculated the corrections to the general relativistic Isaacson's
energy-momentum tensor for a wide class of metric, Lagrangian-based, modiﬁed theories
of gravity [188], consisting in corrections to the GR with higher order curvature invariants
in the action and non-minimally coupled scalar ﬁelds. They found that corrections to
the Isaacson tensor vanish at I+ provided the following conditions are met: (i) the
curvature invariants in the modiﬁcation are quadratic or higher order in their rank (the
number of contracted curvature tensors used to construct invariant quantities); (ii) the
non-minimally coupled scalar ﬁeld(s) is(are) dynamical; (iii) the modiﬁcation may be
modeled as a weak deformation, with a continuous GR limit; (iv) for isolated matter
space-time, the metric is asymptotically ﬂat at future null inﬁnity. The authors also
assert that these results may hold as well for any spin additional ﬁelds in the theory,
even if a proof is not provided.
Intuitively, one can convince himself of the validity of these results observing that, if the
space-time is asymptotically ﬂat (iv), i.e. with zero curvature at null inﬁnity, higher order
curvature invariants, respect to that of the GR, shouldn't contribute (i). The second
point, is somewhat technical, as the requirement for the additional scalar ﬁeld(s) to be
dynamical arises from demanding the theory to be general covariant, or diﬀeomorphism
invariant [188]; this rules out, fore example, the class of so called stratiﬁed theories
of gravity [129, 156], characterized by the presence, in addition to a ﬂat background
metric ηµν , of a nondynamical scalar ﬁeld t, which selects out preferred spatial sections,
or strata, in the Universe that are orthogonal to ∇t [215, 5.6]. The request (iii),
that the alternative theories can be modeled with small deformations of GR, allows to
express them with additional curvature terms and ﬁelds to the Einstein-Hilbert action,
controlled by means of small parameters. This is important in order to match these
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alternatives with all the experimental veriﬁcations of GR [217], and it allows us to
use some theoretical results derived in the context of GR, as for example the Minkowski
space-time as a stable vacuum solution, and future null inﬁnity should be asymptotically
ﬂat for isolated matter space-times (iv), and, most important, the expression for the GR
energy-momentum tensor. For further details, we refer to Appendix A or the original
paper by Stein and Yunes.
Therefore, the only non-vanishing contributions to the energy-momentum tensor of the
considered class of alternative theories of gravity may come from zeroth and ﬁrst rank
curvature invariant corrections to the Einstein-Hilbert action. Zeroth order terms,
i.e. constants, in fact correspond to a cosmological constant and a further minimally
coupled scalar ﬁeld [215, 5.3]; the former must vanish, as we are considering Minkowski
stable solutions, while the latter can be separated from the gravitational sector and re-
absorbed in the matter action [188, VI.C.1], and therefore the gravitational eﬀective
energy-momentum tensor remains unchanged.
They remain only modiﬁcations proportional to ﬁrst rank curvature invariant. There is
only one algebraic invariant of this type, the Ricci scalar R, which is already contained
in the Einstein-Hilbert action. Modiﬁed theories of gravity depending on this curvature
invariant falls into the classes of the so called scalar-, vector- and scalar-vector-tensor
theories of gravity [217, 3.3], depending on the spins of the additional gravitational ﬁelds
coupled with the Ricci scalar. The ﬁrst class, akin to the Brans-Dicke theory [31, 206],
is widely studied in literature and well motivated from particle-physics-inspired ideas of
uniﬁcation, such as string theory and quantum mechanics, and from cosmological models
[47]; they will be studied in detail in Appendix A.
In general, we can guess that, for the linear dependence of the actions on the Ricci
scalar, their eﬀective energy-momentum tensor should depend, with respect to a certain
choice of the gauge, on the square of the ﬁrst derivative of the metric perturbation [188]:
teﬀµν =
κ′
2
〈
∂µhαβ ∂νh
αβ
〉
, (3.60)
as it is for the GR Isaacson's tensor, and where κ′ is a constant that account for the
right amount of energy and momentum from the metric perturbation partial derivative
∂µhαβ, and in general it could be diﬀerent form that of GR, κ =
(
16piGN
)−1
c4. The
metric perturbation hαβ is expressed with respect to a certain choice of the gauge, as
for example the proper detector frame (Riemann normal coordinates), and it contains
the contributions form the additional gravitational ﬁelds. These additional degrees of
freedom, in general, can't be gauged away, as it is for the gauge modes of GR, and
the resulting energy-momentum tensor will contain contributions from additional, non-
standard polarization, other than the tensor ones of GR. In section A.1.2.2 we will
discuss the example of the additional scalar ﬁeld in scalar-tensor theories of gravity.
We can expand equation (3.60) with respect the 6 polarization modes (3.36) (all the
cross-terms vanish because eAµνe
A′ µν = 2δAA
′
) as discussed for the GW power spectrum
density in the previous section:
tAµν =
κ′
2
〈
∂µh
A
αβ ∂νh
Aαβ
〉
, with A = +,×, x, y, ` and b. (3.61)
In general, the constant κ′ may also depends on the polarization mode; anyway, it can
be shown (we will perform the calculation in Appendix A in the case of the scalar-tensor
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theories) that the additional gravitational ﬁelds that enter the theory, or, rather, their
perturbations, and the constant κ′ can be tuned in such a way that κ′ takes the exact
value as in GR: κ =
(
16piGN
)−1
c4. Hence, we deﬁne:
ΩAgw(f) =
2pi2
3H 20
f3SAh (f), with A = +,×, x and y, (3.62)
or
ΩMgw(f) =
4pi2
3H 20
f3SMh (f), with M = T, V, S. (3.63)
Also the parity violating, Stokes VM parameters can be rewritten in cosmological units
of energy density:
VM ≡ 3H
2
0
4pi2f3
ΩMh (f) ξ
M
3 (f), with M = T, V. (3.64)
Even if it has never been possible to directly measure these energy density spectra, the
ﬁrst generation of long scale interferometric detectors have produced important results
about the maximum possible values of these quantities, constraining or forbidding all the
theoretical models that would have predicted higher values for them. In fact, the current
published results concern only the standard tensor modes of the GR; in Chapter 4 we
will extend these results also to non-standard polarizations making use of the detection
algorithm that we are going to discuss in section 3.4. Currently, the most credited upper
limit has been published in [9] and calculated on the base of the LIGO S5 data run. It
sets for h 20 Ω
T
gw(f) an upper limit of 6.9 × 10−6 in the frequency band around 100 Hz,
at 95% of conﬁdence level. From the value of H0, this corresponds to an upper limit on
the power spectrum density of STh of 5.4× 10−48 Hz−1.
When we will study the optimal detection strategy of an SGWB signal, it will be conve-
nient to simplify the equations expanding about small values of the ratio P−1Sh.38 If we
take for Sh (all the polarization modes) the upper limit published in [9], and for P the
best values of the projected noise power spectrum densities for the advanced interfero-
metric detectors, as reported in [132], ∼ 10−46 Hz−1, we have approximately the ratio
P−1Sh ∼ 10−2. This is an extreme value for this ratio, for it requires the SGWB spectral
density to be right behind the current upper limit, and the noise spectral density to be
that foreseen by design. This would be, even if not very realistic, the most favorable
case for the detection of an SGWB signal with the advanced detectors, and it provides
the highest value of the ratio P−1Sh; it is very likely that this ratio could be actually
some order of magnitude smaller. For example, if we consider the stiﬀ energy [38] and
the axion inﬂation [27] theoretical SGWB production mechanisms, we can expect values
of Ωgw(f) ∼ 10−9 ÷ 10−8, at f = 100 Hz, which correspond to Sh > 10−50 and the ratio
P−1Sh > 10−4.
38The notation P−1Sh should be understood as a short-hand for the matrix P−1
∑
A Γ
ASAh , where both
P and ΓA are matrices in the N × N -dimensional detector indices space. In saying that the ration
P−1Sh is inﬁnitesimal we actually mean that every entry of the matrix P−1
∑
A Γ
ASAh is small,
O(P−1Sh). Also the eigenvalues of this matrix will be small, and than it makes sense the expansion
of some result in powers of the small quantity P−1Sh.
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3.3.2.5. Detector Pattern function and angular sensitivity
We go on with equation (3.32), studying the overlap reduction functions (ORFs) ΓABij (f),
that is the part of the signal cross-correlation that depends only on the detectors. First
of all, we calculate the key elements that constitutes the ORFs: the detector pattern
functions FAi (Ωˆ). As we have seen, the detector tensor that characterize the scalar
response to the perturbed metric tensor is given by (2.82):
h(t) = Dabhab(t,x) with D
ab = 12
[
uˆauˆb − vˆavˆb], (3.65)
where a, b = 1, 2, 3 are spatial indices, and uˆ and vˆ are unit vectors pointing to the
direction of the two arms of an interferometric detector.
Let us specialize our description considering only equal length, orthogonal arms inter-
ferometric detectors, like Virgo [11] or the LIGO interferometers [102]: uˆ · vˆ = 0. These
vectors constitute a natural Cartesian coordinate system to be used as a reference frame
for our GW experiments; we can deﬁne, for example, uˆ ≡ (1, 0, 0) and vˆ ≡ (0, 1, 0),
which, together with the unit vector wˆ ≡ (0, 0, 1), perpendicular to the detector plane
and outgoing the Earth surface, constitute our orthonormal reference frame.
This detector reference frame is certainly the most convenient for studying the properties
inherent with the detector, but it is not the most suitable for a GW which comes from a
generic direction Ωˆ; it is then useful to study in detail the transformation of coordinates
between our detector reference frame and the GW reference frame. Let us rotate the
system of axes uˆ, vˆ and wˆ in order to match, say, wˆ with the GW propagation axis
direction Ωˆ. We can label these transformed frame with uˆ′, vˆ′ and wˆ′ ≡ Ωˆ, and their
coordinates in the original detector reference frame are given by the column of the
rotation matrix R that brings the detector reference frame axes into the primed ones.
As depicted in ﬁgure 3.6, this (active) transformation is provided by a counter-clockwise
rotation of an angle φ around wˆ, the third axis, followed by a rotation of θ around the
transformed vˆ axis, the new second axis:39
R = Ry′(θ)Rz(φ) = Rz(φ)Ry(θ)R−1z (φ)Rz(φ) = Rz(φ)Ry(θ)
=
cosφ − sinφ 0sinφ cosφ 0
0 0 1
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
 (3.66)
and then:
uˆ′ = (cos θ cosφ, cos θ sinφ,− sin θ),
vˆ′ = (− sinφ, cosφ, 0),
wˆ′ ≡ Ωˆ = (sin θ cosφ, sin θ sinφ, cos θ).
This is not yet the most general reference frame for the incoming GW, which can be
further rotated about the propagation direction Ωˆ by the angle ψ, as shown in Figure 3.6.
39Here we adopted the z-y-z convention for the Euler angles [213], which consists in a counter-clockwise
rotation about z, the third axis, followed by one around y, the second axis, and back again around
z. In (3.66) we represented these transformation with matrices Rz(φ) and Ry(θ). We don't need to
formally deﬁne who these axes are; we use the standard notation where x is the ﬁrst axis, and so
on. Note that the second rotation Ry′(θ) is actually performed about the new, i.e. the transformed,
second axis y′, and it is related to a rotation around the original second axis y by means of Rz(φ):
Ry′(θ) = Rz(φ)Ry(θ)R
−1
z (φ). This choice has been made in accordance with [160, 180], since our aim
for this section is to reproduce their results; it diﬀers from that of [17] and [135], where the authors
adopted the classical Goldstein [98, 4.4] and Landau's [127, 35] z-x-z convention.
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Figure 3.6.: Choice of Euler angles for the transformation of equation (3.66), from the proper
detector reference frame into the GW reference frame.
Then, we can deﬁne the GW proper reference frame axes, with the usual nomenclature
mˆ, nˆ and Ωˆ, as:
mˆ = uˆ′ cosψ + vˆ′ sinψ
= (cos θ cosφ cosψ − sinφ sinψ, cos θ sinφ cosψ + cosφ sinψ,− sin θ cosψ), (3.67a)
nˆ = vˆ′ cosψ − uˆ′ sinψ
= (− cos θ cosφ sinψ − sinφ cosψ,− cos θ sinφ sinψ + cosφ cosψ, sin θ sinψ),
(3.67b)
Ωˆ = wˆ′
= (sin θ cosφ, sin θ sinφ, cos θ). (3.67c)
With respect to this vectors, the polarization modes are deﬁned as in equation (3.36).
In the GW reference frame, described by the axes mˆ = (1, 0, 0), nˆ = (0, 1, 0) and Ωˆ =
(0, 0, 1), the polarization tensors assume the especially simple form:
e+ = mˆ⊗ mˆ− nˆ⊗ nˆ =
1 0 00 −1 0
0 0 0
 , e× = mˆ⊗ nˆ + nˆ⊗ mˆ =
0 1 01 0 0
0 0 0
 , (3.68a)
eb = mˆ⊗ mˆ + nˆ⊗ nˆ =
1 0 00 1 0
0 0 0
 , e` = √2Ωˆ⊗ Ωˆ = √2
0 0 00 0 0
0 0 1
 , (3.68b)
ex = mˆ⊗ Ωˆ + Ωˆ⊗ mˆ =
0 0 10 0 0
1 0 0
 , ey = nˆ⊗ Ωˆ + Ωˆ⊗ nˆ =
0 0 00 0 1
0 1 0
 , (3.68c)
which it makes clear the convenience of performing calculations in this reference frame,
rather than in the proper detector one, and going back to the detector frame with the
transformation written in equation (3.66).
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For each mode of polarization, we can ﬁnd the detector pattern function, as a function
of the incoming GW direction Ωˆ and the gauge angle ψ contracting the detector
tensor (3.65) with the polarization tensors (3.68), expressed in the reference frame of the
detector by means of (3.67). For example:
F+(Ωˆ, ψ) ≡ Dabe+ab(θ, φ, ψ)
= 12
(
uˆauˆb − vˆavˆb)e+ab(θ, φ, ψ)
= 12
(
e+11 − e+22
)
(3.68a)
= 12
(
mˆ1mˆ1 − nˆ1nˆ1 − mˆ2mˆ2 + nˆ2nˆ2
)
(3.67)
= 12
(
1 + cos2 θ
)
cos 2φ cos 2ψ − cos θ sin 2φ sin 2ψ (3.69a)
and, analogously, for the other polarization modes:
F×(θ, φ, ψ) = −12
(
1 + cos2 θ
)
cos 2φ sin 2ψ − cos θ sin 2φ cos 2ψ, (3.69b)
F x(θ, φ, ψ) = sin θ(cos θ cos 2φ cosψ − sin 2φ sinψ), (3.69c)
F y(θ, φ, ψ) = − sin θ(cos θ cos 2φ sinψ − sin 2φ cosψ) (3.69d)
F b(θ, φ) = −12 sin2 θ cos 2φ = −
√
2pi
15
Y22(θ, φ), (3.69e)
F `(θ, φ) =
1√
2
sin2 θ cos 2φ =
√
4pi
15
Y22(θ, φ). (3.69f)
This results is in accordance with [160, (3-8)], as it was in our intention. We can read
from the previous equations the behavior of the various detector pattern functions with
respect to the gauge angle ψ: those for the tensor modes depend on 2ψ, the vector ones
on ψ and the scalar ones are independent on this angle; this characterizes the tensorial
(spin-2), vectorial (spin-1) and scalar (spin-0) nature of the polarization modes of a GW.
As pointed out in section 3.3.2.3, in the ﬁnal results this dependence must vanish.
We can also notice that, besides a constant factor, the detector pattern functions for
the two scalar modes, (3.69e) and (3.69f), are equal. This means that, except for their
intensities, expressed by the power spectrum densities, which are unknown, all the scalar
modes behave in the same way at the output of an orthogonal arms, interferometric
detector. For this reason, it is impossible to resolve independently these two modes
and we say that their spectra are completely degenerate at the output of this kind of
detectors, as anticipated at the end of section 3.3.2.3.40
3.3.2.6. Two detector response to a GW signal: overlap reduction function
Let us add another detector and study their joint response to a GW, that is, their
overlap reduction functions: ΓABij (f). From the discussion in section 3.3.2.3, we have
40This is not true if the arms are not orthogonal, as anticipated in Note 34. For example, if we have an
interferometric detector whose arms form an angle of 60◦, as they do each pair of arms of the projected
LISA [30] and ET [167] detectors, equations (3.69) assume a diﬀerent form and, in particular:
F b60◦(Ωˆ) =
1
32
(
3 + cos(2θ)− 6 cos(2φ) sin2 θ), and F `60◦(Ωˆ) = 1
8
√
2
(
1 + 3 cos(2θ)
)
sin2 θ,
which are diﬀerent functions of the solid angle Ωˆ, and then may allow us to make distinction between
the b- and `-modes of the incoming GW.
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(a) F+(Ωˆ) (b) F×(Ωˆ)
(c) F x(Ωˆ) (d) F y(Ωˆ)
(e) F b(Ωˆ) (f) F `(Ωˆ)
Figure 3.7.: Detector pattern functions for an orthogonal arms, interferometric detector for
each polarization mode, evaluated setting the gauge angle ψ to zero. From the rotational
properties of the polarization tensors (3.36) we have that: F+
(
Ωˆ, ψ = 0
)
= F×
(
Ωˆ, ψ = pi/4
)
,
and F x
(
Ωˆ, ψ = 0
)
= F y
(
Ωˆ, ψ = pi/2
)
. Also, F `
(
Ωˆ, ψ
)
=
√
2F b
(
Ωˆ, ψ
)
.
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seen that we can omit a second polarization label because diﬀerent modes of polarization
are independent (3.42).
We begin with considering the simpler case of a pair of coincident and coaligned detectors
[17, III.A], xi − xj ≡ ∆x = 0, and we study their cross-correlation. We can rewrite
equation (3.33), with the results of section 3.3.2.3, as:
〈
h˜∗i (f) h˜j(f
′)
〉
= δ(f − f ′)
∑
A,B
ˆ
S2
d2Ωˆ
4pi
FA∗i (Ωˆ)F
B
j (Ωˆ)
〈
h˜A∗
(
f, Ωˆ
)
h˜B
(
f, Ωˆ
)〉
(3.70)
(3.49)
= δ(f − f ′)1
2
ˆ
S2
d2Ωˆ
4pi
(
STh (f)
(
F+∗i (Ωˆ)F
+
j (Ωˆ) + F
×∗
i (Ωˆ)F
×
j (Ωˆ)
)
+ VT (f) i(F×∗i (Ωˆ)F+j (Ωˆ)− F+∗i (Ωˆ)F×j (Ωˆ))
+ SVh (f)
(
F x∗i (Ωˆ)F
x
j (Ωˆ) + F
y∗
i (Ωˆ)F
y
j (Ωˆ)
)
+ VV (f) i(F y∗i (Ωˆ)F xj (Ωˆ)− F x∗i (Ωˆ)F yj (Ωˆ))
+ SSh (f)
1 + 2κ
1 + κ
F b∗i (Ωˆ)F
b
j (Ωˆ)
)
(3.71)
≡ δ(f − f ′)1
2
(
ΓTij S
T
h (f) + Γ
VT
ij VT (f) + ΓVij SVh (f) + ΓVVij VV (f)
+ ΓSij S
S
h (f)
)
(3.72)
where we have introduced the overlap reduction functions (actually, constants) for co-
incident detectors:
ΓTij ≡
ˆ
S2
d2Ωˆ
4pi
F+∗i (Ωˆ)F
+
j (Ωˆ) + F
×∗
i (Ωˆ)F
×
j (Ωˆ), (3.73a)
ΓVTij ≡
ˆ
S2
d2Ωˆ
4pi
i
(
F×∗i (Ωˆ)F
+
j (Ωˆ)− F+∗i (Ωˆ)F×j (Ωˆ)
)
, (3.73b)
ΓVij ≡
ˆ
S2
d2Ωˆ
4pi
F x∗i (Ωˆ)F
x
j (Ωˆ) + F
y∗
i (Ωˆ)F
y
j (Ωˆ), (3.73c)
ΓVVij ≡
ˆ
S2
d2Ωˆ
4pi
i
(
F y∗i (Ωˆ)F
x
j (Ωˆ)− F x∗i (Ωˆ)F yj (Ωˆ)
)
, (3.73d)
ΓSij ≡
1 + 2κ
1 + κ
ˆ
S2
d2Ωˆ
4pi
F b∗i (Ωˆ)F
b
j (Ωˆ). (3.73e)
In equations (3.71) and (3.73e) we inserted the parameter κ, already deﬁned in equa-
tion (3.53), that expresses the correlations between the scalar modes; we have substi-
tuted equation (3.52) in (3.71). The tensor, vector and scalar modes ORFs (3.73a-
3.73e) reproduce the results of Nishizawa et al. [160, (22-24)], while those for the Sotke's
V parameters diﬀer for an overall sign from those deﬁned by Seto and Taruya [180,
(16)]; this diﬀerence can be ascribed to the fact that the authors deﬁned their signal
cross-correlator as the complex conjugate of the one we chose, which is more commonly
adopted in literature [17, 55, 86, 138, 160], that is:
〈
h˜∗i h˜j
〉
=
(〈
h˜ih˜
∗
j
〉
Seto
)∗
, and therefore
ΓVij =
(
ΓVij Seto
)∗
= −ΓVij Seto.
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We can explicitly calculate the previous quantities; we start evaluating the integrals of
pairs of detector pattern functions over the entire solid angle:
FABij (ψ) ≡
ˆ
S2
d2Ωˆ
4pi
FA∗i
(
Ωˆ, ψ
)
FBj
(
Ωˆ, ψ
)
,
where we have reintroduced the remainder for the dependence on the gauge angle
ψ. Specializing again to the case of orthogonal arms, interferometric detectors, form
equations (3.69) the calculation of these integrals yields:
F++ij (ψ) =
1
30
(
6 + cos(4ψ)
)
, F××ij (ψ) =
1
30
(
6− cos(4ψ)),
F+×ij (ψ) = −
1
30
sin(4ψ), (3.74a)
F xxij (ψ) =
1
15
(
3− 2 cos(2ψ)), F yyij (ψ) = 115(3 + 2 cos(2ψ)),
F xyij (ψ) =
2
15
sin(2ψ), (3.74b)
F bbij (ψ) =
1
2
F ``ij (ψ) =
1
15
. (3.74c)
These functions generalize those deﬁned in [135, (62)], and make evident how the de-
pendence on the angle ψ will, at the end, vanish in (3.73) and in all the results that will
follow:
ΓTij = Γ
V
ij =
2
5
, ΓVTij = Γ
VV
ij = 0 and Γ
S
ij =
1
15
1 + 2κ
1 + κ
. (3.75)
The number 25 is a sort of geometrical factor and it can be understood as the characteristic
loss of GW signal, due to the geometry, between two orthogonal arms, interferomet-
ric detectors. It is commonly used as a normalization factor to deﬁne the normalized
overlap reduction functions: γMij , γ
VM
ij . This version of the ORFs is preferred by many
authors [17, 138, 160] because it approaches 1 as f → 0, which is the same as considering
the two detectors as coincident with respect to the GW wavelength λ = c/f →∞:
γTij(f) ≡
ΓTij(f)
F++ij +F
××
ij
=
5
2
ˆ
S2
d2Ωˆ
4pi
[
F+∗i F
+
j + F
×∗
i F
×
j
]
e2piifΩˆ·∆x/c, (3.76a)
γVij (f) ≡
ΓVij(f)
Fxxij +F
yy
ij
=
5
2
ˆ
S2
d2Ωˆ
4pi
[
F x∗i F
x
j + F
y∗
i F
y
j
]
e2piifΩˆ·∆x/c, (3.76b)
γSij(f) ≡ Γ
S(f)
F bbij
1+2κ
1+κ
= 15
ˆ
S2
d2Ωˆ
4pi F
b∗
i F
b
j e
2piifΩˆ·∆x/c. (3.76c)
Also, γSij(f) has the practical advantage to be independent, by construction, on the
unknown scalar polarization parameter κ, which makes it possible to plot this function
without the need to specify any value for κ.
We can choose the same normalization also for the Stokes V parameter ORFs, (3.73b)
and (3.73d):
γVTij (f) ≡
5
2
ˆ
S2
d2Ωˆ
4pi i
[
F×∗i F
+
j − F+∗i F×j
]
e2piifΩˆ·∆x/c, (3.76d)
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(a) F+∗(Ωˆ)F+(Ωˆ) + F×∗(Ωˆ)F×(Ωˆ) (b) F x∗(Ωˆ)F x(Ωˆ) + F y∗(Ωˆ)F y(Ωˆ)
Figure 3.8.: Plots of the integrands of (3.73a) and (3.73c). They are independent of the angle
ψ and they represent the sensitivity of an orthogonal arms, interferometric detector the the
tensor and vector modes of a GW.
γVVij (f) ≡
5
2
ˆ
S2
d2Ωˆ
4pi i
[
F y∗i F
x
j − F x∗i F yj
]
e2piifΩˆ·∆x/c. (3.76e)
Notice that for two coincident detectors these functions are identically zero, and it is
therefore impossible to measure any parity violation in the SGWB with two coincident,
or actually very close, detectors.
In ﬁgure 3.8 they are plotted the integrands of (3.73a) and (3.73c), which are indepen-
dent of the angle ψ and represent the sensitivity of an orthogonal arms, interferometric
detector to the tensor and vector modes of polarization of a GW. A similar plot for
the scalar modes would depend on the unknown parameter κ, and in fact it would look
exactly like that in ﬁgure 3.7e and 3.7f.
Before proceeding with the calculation of the ORFs, it is worth spending some words
to answer a question we left pending from section 3.3.2.2; we asserted, without provid-
ing a valid justiﬁcation, that the cross-correlation of the GW signal in the frequency
domain 〈h˜∗i (f) h˜j(f ′)〉 is a real-valued function. Now we have all the instruments to
prove this statement, that is the equality 〈h˜∗i h˜j〉 = 〈h˜∗i h˜j〉∗ ≡ 〈h˜∗j h˜i〉. This corresponds
to the interchange of the detector indices i ↔ j; we have to study how the quantities
shown in equation (3.35) transform with respect to this interchange of indices. From
equations (3.76), we can see that the ORFs ΓMij (f), with M = T, V, S, are invariant
with respect to this transformation, because the exponential function, whose argument
is a scalar product, and the quantities between square brackets don't change; on the
contrary, those for the Stokes V parameter, ΓVMij (f), change sign as the quantities within
square brackets. As regards the components of the power spectrum density, SMh (f), and
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the parity violation Stokes VM parameters, we can observe that this transformation,
i↔ j, is similar to the parity transformation that ﬂips the direction that joints the two
detectors, that is dˆ ≡ (xi − xj)/∆x → −dˆ. Respect to this transformation, we know
from section 3.3.2.3 that the SMh , with M = T, V and S, are left unchanged, and the
parity violation Stokes parameters VM , withM = T, V , of course, change sign.41 Hence,
overall, the correlator 〈h˜∗i (f) h˜j(f ′)〉 remains unchanged with respect to the interchange
i ↔ j, and then it equals 〈h˜∗j (f) h˜i(f ′)〉 that means it is a real-valued function. Also,
the output signals (3.16) correlator 〈s˜∗i (f) s˜j(f ′)〉 is a real function as well.
Tensorial expansion of the ORFs We proceed with calculating in a closed form the
expressions of the ORFs. Until the end of this section, we will limit ourselves considering
only two detectors and then we omit their labels: ΓA12(f) = Γ
A(f). The procedure we
are going to discuss is based on that developed by Flanagan in [86, APPENDIX B] and
it has been generalized to the vector and scalar modes of polarization and to the Stokes
V parameter for the tensor and vector modes.
The key idea is to identify the basic tensorial elements that are available and perform a
tensorial expansion of the integrands of the ORFs using these elements. Let us start by
defying the following quantity to ease the calculations that will follow:
∆x ≡ x1 − x2 = |∆x|dˆ ≡ ∆x · dˆ, α(f) ≡ 2pi f ∆x
c
(3.77)
where ∆x is the distance between the sites of the two detectors and dˆ is the unit vector
along the direction that joints them, as shown in ﬁgure 3.9. This vector is actually the
only preferred direction in space for our couple of detectors, other than the respective
orientations of the detector arms, which are already included in the detector pattern
functions Dabi . It is useful to separate these tensorial components:
ΓM,VM(12) (f) ≡ Dab1 Dcd2 ΓM,VMabcd (α, dˆ), (3.78)
where the spatial indices a, b, c, d = 1, 2, 3, and the polarization ones M = T, V, S and
VM = VT ,VV . The ORF tensors ΓM,VMabcd (α, dˆ) are functions of the frequency, or, more
exactly, of the normalized frequency α, equals to the dimensionless ratio of the frequency
and the characteristic frequency fc ≡ ∆x/c. Its tensorial structure must be built upon
the unit vector dˆa and other invariant tensors, like the Kronecker delta δab and the Levi-
Civita antisymmetric tensor abc. It doesn't depend on the orientation of the detector
arms.
First of all, we expand the linear polarization tensors (3.68) that enter in the deﬁnition
of the ORF tensors:
ΓTabcd(α, dˆ) ≡
∑
A=+,×
ˆ
S2
d2Ωˆ
4pi e
A
abe
A
cd e
iαΩˆ·dˆ
(3.36a)
=
ˆ
S2
d2Ωˆ
4pi
[
(mˆamˆb − nˆanˆb)(mˆcmˆd − nˆcnˆd)
+ (mˆanˆb + nˆamˆb)(mˆcnˆd + nˆcmˆd)
]
eiαΩˆ·dˆ (3.79a)
41This indeed corresponds to transform S+2h = S
T
h + VT into S−2h = STh − VT , and S+1h = SVh + VV into
S−1h = S
V
h − VV .
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ΓVabcd(α, dˆ)
(3.36b)
=
ˆ
S2
d2Ωˆ
4pi
[
(mˆaΩˆb + Ωˆamˆb)(mˆcΩˆd + Ωˆcmˆd)
+ (nˆaΩˆb + Ωˆanˆb)(nˆcΩˆd + Ωˆcnˆd)
]
eiαΩˆ·dˆ (3.79b)
ΓSabcd(α, dˆ)
(3.36c)
=
1 + 2κ
1 + κ
ˆ
S2
d2Ωˆ
4pi (mˆamˆb + nˆanˆb)(mˆcmˆd + nˆcnˆd)e
iαΩˆ·dˆ (3.79c)
ΓVTabcd(α, dˆ) =
ˆ
S2
d2Ωˆ
4pi i
[
(mˆamˆb − nˆanˆb)(mˆcnˆd + nˆcmˆd)
+ (mˆanˆb + nˆamˆb)(mˆcmˆd − nˆcnˆd)
]
eiαΩˆ·dˆ (3.79d)
ΓVVabcd(α, dˆ) =
ˆ
S2
d2Ωˆ
4pi i
[
(nˆaΩˆb + Ωˆanˆb)(mˆcΩˆd + Ωˆcmˆd)
− (mˆaΩˆb + Ωˆamˆb)(nˆcΩˆd + Ωˆcnˆd)
]
eiαΩˆ·dˆ (3.79e)
We want to rewrite the vectors mˆa, nˆa and Ωˆa in terms of the available tensorial elements
dˆa, δab and abc. It is convenient to start making use of the symmetries of the ORF
tensors, and reproduce these properties by means of the invariant tensors δab and abc.
As regards the ORF tensors for the tensor, vector and scalar modes of polarization,
from (3.79) we can read the following symmetry properties with respect to their spatial
indices:
ΓMabcd = Γ
M
bacd, Γ
M
abcd = Γ
M
abdc, Γ
M
abcd = Γ
M
cdab with M = T, V, S (3.80)
which correspond to Kronecker deltas in the tensorial structure of these functions. The
only other tensor element that can be combined with these deltas is the unit vector dˆa,
since a Levi-Civita symbol abc is not compatible with the previous symmetry properties.
We can observe that there are only 5 rank-4 tensors, satisfying the previous properties,
that we can built with these tensors:
δabδcd,
(
δacδbd + δbcδad
)
,
(
δabdˆcdˆd + δcddˆadˆb
)
,(
δacdˆbdˆd + δaddˆbdˆc + δbcdˆadˆd + δbddˆadˆc
)
and dˆadˆbdˆcdˆd.
(3.81)
ΓMabcd must be a linear combination of these basis tensors, with coeﬃcients that are
functions of the normalized frequency α:
ΓMabcd(α, dˆ) = C
M
1 (α)δabδcd + C
M
2 (α)
(
δacδbd + δbcδad
)
+ CM3 (α)
(
δabdˆcdˆd + δcddˆadˆb
)
+ CM4 (α)
(
δacdˆbdˆd + δaddˆbdˆc + δbcdˆadˆd + δbddˆadˆc
)
+ CM5 (α)dˆadˆbdˆcdˆd. (3.82)
This is the most general tensor, satisfying the symmetry properties (3.80), that can be
built with dˆa and δab. We could observe however that some of these basis tensors (3.81)
are unnecessary; once we go back to equation (3.78) and we contract the ORF ten-
sors (3.82) with Dab1 and D
cd
2 , since the detector tensors are traceless (with respect to
any reference frame), their contraction with a Kronecker delta vanishes, and the terms
proportional to CM1 (α) and C
M
3 (α) cancel. We are then left with only three unknown
coeﬃcients: CM2 (α), C
M
4 (α) and C
M
5 (α):
ΓM (f) ≡ΓMabcdDab1 Dcd2
=C1δabδcdD
abDcd + C2
(
δacδbd + δbcδad
)
DabDcd + C3
(
δabdˆcdˆd + δcddˆadˆb
)
DabDcd
+C4
(
δacdˆbdˆd + δaddˆbdˆc + δbcdˆadˆd + δbddˆadˆk
)
DabDcd + C5dˆadˆbdˆcdˆdD
abDcd
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=2C2(α)D
abDab + 4C4(α)D
abD ca dˆbdˆk + C5(α)D
abDcddˆadˆbdˆkdˆd
≡ρM1 (α)DabDab + ρM2 (α)DabD ca dˆbdˆk + ρM3 DabDkddˆadˆbdˆkdˆd (3.83)
We can ﬁnd the unknown coeﬃcients CMi (α) by fully contracting the tensors in (3.81)
with the GW linear polarization tensors in the deﬁnitions of ΓMabcd. We deﬁne the fol-
lowing scalar quantities from the contraction of ΓMabcd with the tensors in (3.82):
q1(α) ≡ Γabcd(α, dˆ)δabδcd,
q2(α) ≡ Γabcd(α, dˆ)
(
δacδbd + δbcδad
)
,
q3(α) ≡ Γabcd(α, dˆ)
(
δabdˆcdˆd + δcddˆadˆb
)
, (3.84)
q4(α) ≡ Γabcd(α, dˆ)
(
δacdˆbdˆd + δaddˆbdˆc + δbcdˆadˆd + δbddˆadˆc
)
,
q4(α) ≡ Γabcd(α, dˆ)dˆadˆbdˆcdˆd.
By means of equation (3.82), we can relate the scalars qi(α) with the unknown coeﬃcients
Ci(α); recalling the identities δabδ
ab = 3 and dˆadˆ
a = 1, we have that:
q1
q2
q3
q4
q5
 (α) ≡

9 6 6 4 1
6 24 4 16 2
6 4 8 8 2
4 16 8 24 4
1 2 2 4 1


C1
C2
C3
C4
C5
 (α) (3.85)
which can be inverted to ﬁnd the expressions of the coeﬃcients Ci(α) in therms of the
scalar functions qi(α):
C1
C2
C3
C4
C5
 (α) ≡ 18

3 −1 −3 1 1
−1 1 1 −1 1
−3 1 5 −1 −5
1 −1 −1 2 −5
1 1 −5 −5 35


q1
q2
q3
q4
q5
 (α). (3.86)
The next step is calculating similar contractions using the expansion of ΓMabcd in (3.79).
We can make use of the symmetry properties in the description by means of the vectors
mˆa and nˆa, as we already discussed in 3.3.2.3, to choose a gauge where the calculations
are particularly simple; we can observe, indeed, that, thanks to the integration over
the entire solid angle, the ORF tensors ΓMabcd are symmetric with respect to rotations
around dˆa. Also, their integrands depends only on the scalar product Ωˆadˆ
a, as we can
see from the exponential factor, and then can entirely be described in terms of only one
angle: Ωˆadˆ
a ≡ cos δ. The other vectors, mˆa and nˆa, are free to be chosen in the plane
orthogonal to Ωˆa. It seems to be particularly convenient the choice of reference frame
shown in ﬁgure 3.9, where mˆ is perpendicular to the plane that passes through the two
detectors and the center of the Earth [17]:
Ωˆ · dˆ ≡ cos δ ≡ x, mˆ · dˆ = 0, nˆ · dˆ ≡ − sin δ (3.87)
The contraction of the GW polarization tensors with those of equation (3.82) yields:
e+abe
+
cdδ
abδcd = e×abe
×
cdδ
abδcd = exabe
x
cdδ
abδcd = eyabe
y
cdδ
abδcd = 0,
111
3. Detecting a stochastic background of gravitational waves with non-standard polarizations
Figure 3.9.: Choice of coordinates for the GW propagation direction Ωˆ and polarization vectors
mˆ and nˆ as in equation (3.87), to ease the computation of the ORFs. Vectors dˆ, Ωˆ and nˆ are
on the same plane, while mˆ is orthogonal to this plane.
ebabe
b
cdδ
abδcd = 4,
e`abe
`
cdδ
abδcd = 2,
eAabe
A
cd
(
δacδbd + δbcδad
)
= 4 ∀ A = +,×, x, y, b and `,
eT,Vab e
T,V
cd
(
δabdˆcdˆd + δcddˆadˆb
)
= 0,
ebabe
b
cd
(
δabdˆcdˆd + δcddˆadˆb
)
= 4 sin2 δ,
e`abe
`
cd
(
δabdˆcdˆd + δcddˆadˆb
)
= 4 cos2 δ,
e+,×,bab e
+,×,b
cd
(
δacdˆbdˆd + δaddˆbdˆc + δbcdˆadˆd + δbddˆadˆc
)
= 4 sin2 δ,
exabe
x
cd
(
δacdˆbdˆd + δaddˆbdˆc + δbcdˆadˆd + δbddˆadˆc
)
= 4 cos2 δ
eyabe
y
cd
(
δacdˆbdˆd + δaddˆbdˆc + δbcdˆadˆd + δbddˆadˆc
)
= 4,
e`abe
`
cd
(
δacdˆbdˆd + δaddˆbdˆc + δbcdˆadˆd + δbddˆadˆc
)
= 8 cos2 δ
e+abe
+
cddˆ
adˆbdˆcdˆd = ebabe
b
cddˆ
adˆbdˆcdˆd = sin4 δ,
e×abe
×
cddˆ
adˆbdˆcdˆd = exabe
x
cddˆ
adˆbdˆcdˆd = 0,
eyabe
y
cddˆ
adˆbdˆcdˆd = 4 sin2 δ cos2 δ,
e`abe
`
cddˆ
adˆbdˆcdˆd = 2 cos4 δ.
By means of these contractions, we can then calculate the expressions of the scalar
functions qMi (α). We have that :
• for the tensor modes:
ΓTabcdδ
abδcd = 9CT1 + 6C
T
2 + 4C
T
3 + 4C
T
4 + C
T
5
=
∑
A=+,×
ˆ 2pi
0
dφ
ˆ +1
−1
dx
4pi
eAabe
A
cdδ
abδcd eiαx
= 0 = qT1 (α),
ΓTabcd
(
δacδbd + δbcδad
)
= 6CT1 + 24C
T
2 + 4C
T
3 + 16C
T
4 + 2C
T
5
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=
∑
A=+,×
ˆ 2pi
0
dφ
ˆ +1
−1
dx
4pi
eAabe
A
cd
(
δacδbd + δbcδad
)
eiαx
=
1
2
ˆ +1
−1
dx 8 eiαx
= 8j0(α) = q
T
2 (α),
ΓTabcd
(
δabdˆcdˆd + δcddˆadˆb
)
= 6CT1 + 4C
T
2 + 8C
T
3 + 8C
T
4 + 2C
T
5
=
∑
A=+,×
ˆ 2pi
0
dφ
ˆ +1
−1
dx
4pi
eAabe
A
cd
(
δacδbd + δbcδad
)
eiαx
= 0 = qT3 (α),
ΓTabcd
(
δacdˆbdˆd + ...+ δbddˆadˆc
)
= 4CT1 + 16C
T
2 + 8C
T
3 + 24C
T
4 + 4C
T
5
=
∑
A=+,×
ˆ 2pi
0
dφ
ˆ +1
−1
dx
4pi
eAabe
A
cd
(
δacdˆbdˆd + δaddˆbdˆc+
δbcdˆadˆd + δbddˆadˆc
)
eiαx
=
1
2
ˆ +1
−1
dx 8(1− x2) eiαx
= 16
j1(α)
α
=
16
3
[
j0(α) + j2(α)
]
= qT4 (α),
ΓTabcddˆ
adˆbdˆcdˆd = CT1 + 2C
T
2 + 2C
T
3 + 4C
T
4 + C
T
5
=
∑
A=+,×
ˆ 2pi
0
dφ
ˆ +1
−1
dx
4pi
eAabe
A
cddˆ
adˆbdˆcdˆd eiαx
=
1
2
ˆ +1
−1
dx
(
1− x2)2 eiαx
= 8
j2(α)
α
=
8
105
[
7j0(α) + 10j2(α) + 3j4(α)
]
= qT5 (α)
Substituting these qTi (α) in (3.86), we get the expressions for the coeﬃcients C
T
i (α):

C1
C2
C3
C4
C5
 ≡ 18

3 −1 −3 1 1
−1 1 1 −1 1
−3 1 5 −1 −5
1 −1 −1 2 −5
1 1 −5 −5 35


q1
q2
q3
q4
q5

=
1
105

3 −1 −3 1 1
−1 1 1 −1 1
−3 1 5 −1 −5
1 −1 −1 2 −5
1 1 −5 −5 35


0 0 0
105 0 0
0 0 0
70 70 0
7 10 3

j0j2
j4

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=
1
105

−28 80 3
42 −60 3
0 −120 −15
0 90 −15
0 0 105

j0j2
j4

where we have expressed the dependence on the reduced frequency α in terms of spherical
Bessel functions jn(α):
42
j0(α) ≡ 1
2
ˆ +1
−1
dx eixα =
sinα
α
,
j1(α) ≡ 1
4
ˆ +1
−1
dxα eixα(1− x2) = sinα
α2
− cosα
α
,
j2(α) ≡ 1
16
ˆ +1
−1
dxα2eixα
(
1− x2)2 = ( 3
α2
− 1
)
sinα
α
− 3 cosα
α2
,
jn(α) ≡ 1
2
(
α/2
)n
n!
ˆ +1
−1
dx eixα
(
1− x2)n = (−α)n( 1
α
d
dα
)n sinα
α
.
We also made use of the following identities that relate spherical Bessel functions with
diﬀerent index n:
j1(α)
α
=
1
3
(
j0(α) + j2(α)
)
,
j2(α)
α2
=
1
105
(
7j0(α) + 10j2(α) + 3j4(α)
)
.
The results for the coeﬃcients CTi (f) can be substituted in the ORF expansion (3.83)
and the same procedure can be repeated for the vector and scalar modes ORFs. It
results that:
• for the tensor modes:
ρT1ρT2
ρT3
 (α) ≡ 1
105
0 2 0 0 00 0 0 4 0
0 0 0 0 1


−28 80 3
42 −60 3
0 −120 −15
0 90 −15
0 0 105

j0j2
j4
 (α)
=
1
35
28 −40 20 120 −20
0 0 35
j0j2
j4
 (α) (3.88)
• for the vector modes:
qV1 (α) = 0, q
V
2 (α) = 8j0(α), q
V
3 (α) = 0,
qV4 (α) =
8
3
[
2j0(α)− j2(α)
]
, qV5 (α) = 8
[
1
15j0(α)− 121j2(α)− 435j4(α)
]
,
42The previous result, and the analogous ones that will follow for the vector and scalar modes, apparently
diﬀers from that of Nishizawa et al. [160, APPENDIX] by a factor of 5
2
, because, contrarily to what
the authors did, we expanded the unnormalized ORFs ΓM (f) instead of the normalized ones γM (f).
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ρV1ρV2
ρV3
 (α) = 4
35
7 5 −20 −15 20
0 0 −35
j0j2
j4
 (α) (3.89)
• for the scalar modes:
qS1 (α) = q
S
2 (α) =
1 + 2κ
1 + κ
4j0(α), q
S
3 (α) = q
S
4 (α) =
1 + 2κ
1 + κ
8
3
(
j0(α) + j2(α)
)
,
qS5 (α) =
1 + 2κ
1 + κ
8
105
(
7j0(α) + 10j2(α) + 3j4(α)
)
,
ρS1ρS2
ρS3
(α) = 1
105
1 + 2κ
1 + κ
14 20 60 −60 −60
0 0 105
j0j2
j4
 (α). (3.90)
As underlined in note 42, the previous results diﬀer from those in [160, APPENDIX]
by a factor of normalization 5/2 for the tensor and vector modes, and by a factor
15(1 + κ)/(1 + 2κ) for the scalar one, as we considered the unnormalized ORF.
We can repeat the previous tensorial expansion for the Stokes V parameter ORFs. The
ORF tensors for this parameters, ΓVMabcd, are symmetric with respect to the exchange of
the indices within the same pair, that is a↔ b and c↔ d, exactly like ΓMabcd, but they
are anti-symmetric respect to the exchange of the ﬁrst and the second pair of indices,
(ab)↔ (cd), which corresponds to a ﬂip of the direction that joints the two detectors:
dˆ → −dˆ. We make use of Levi-Civita symbols, abc, to describe the latter property. It
turns out that the most general tensorial expansion for ΓVMabcd is [179]:
ΓVMabcd(α, dˆ) = C
VM
1 (α)
(
ωacδbd + ωadδbc + ωbcδad + ωbdδac
)
+ CVM2 (α)
(
ωacdˆbdˆd + ωaddˆbdˆc + ωbcdˆadˆd + ωbddˆadˆc
)
, (3.91)
where ωab ≡ abcdˆc. In analogy with (3.84), we can deﬁne the following scalar quantities
contracting the expansion of ΓVMabcd with the tensors it is built with:
qVM1 (α) ≡ ΓVMabcd(α, dˆ)
(
ωacδbd + ωadδbc + ωbcδad + ωbdδac
)
,
qVM2 (α) ≡ ΓVMabcd(α, dˆ)
(
ωacdˆbdˆd + ωaddˆbdˆc + ωbcdˆadˆd + ωbddˆadˆc
)
,
which can be explicitly calculated:(
q1
q2
)
(α) ≡
(
40 8
8 8
)(
C1
C2
)
(α),
(
C1
C2
)
(α) =
1
32
(
1 −1
−1 5
)(
q1
q2
)
(α). (3.92)
In the previous equation we dropped the label VM . We can perform a similar tensor
contractions using the ORF tensors (3.79d) and (3.79e). Let us start with the Stokes
V parameter for the tensor modes. Maintaining the same choice of axes we made in
equation (3.87) and ﬁgure 3.9, we have the following contractions:(
e+abe
×
cd − e×abe+cd
)(
ωacδbd + ωadδbc + ωbcδad + ωbdδac
)
= 16 cos δ,(
e+abe
×
cd − e×abe+cd
)(
ωacdˆbdˆd + ωaddˆbdˆc + ωbcdˆadˆd + ωbddˆadˆc
)
= 8 cos δ sin2 δ,
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which can be integrated in order to ﬁnd the scalar coeﬃcients qVTi :
ΓVTabcd
(
ωacδbl + ωalδbc + ωbcδal + ωblδac
)
= 40C1 + 8C2
=
ˆ 2pi
0
dφ
ˆ +1
−1
dx
4pi
i16x eiαx
=
16(α cosα− sinα)
α2
= −16 j1(α) = qVT1 (α),
ΓVTabcd
(
ωacdˆbdˆd + ωaddˆbdˆc + ωbcdˆadˆd + ωbddˆadˆc
)
= 8C1 + 8C2
=
ˆ 2pi
0
dφ
ˆ +1
−1
dx
4pi
i8x(1− x2)eiαx
= 16
(α2 − 3) sinα+ 3α cosα
α4
= −16
5
(
j1(α) + j3(α)
)
= qVT2 (α).
By substituting the scalar quantities qi(α) in equation (3.92), we can ﬁnd the values of
the coeﬃcients Ci(α):(
C1
C2
)
(α) =
1
32
16
5
(
1 −1
−1 5
)(−5 0
−1 −1
)(
j1(α)
j3(α)
)
=
1
10
(−4j1(α) + j3(α)
−5j3(α)
)
,
ΓVTijkl(α, dˆ) =
1
10
(− 4j1(α) + j3(α))(ωacδbd + ωadδbc + ωbcδad + ωbdδac)
− 1
2
j3(α)
(
ωacdˆbdˆd + ωaldˆbdˆc + ωbcdˆadˆd + ωbddˆadˆc
)
. (3.93)
For the Stokes V parameter for the vector modes, we have:(
exabe
y
cd − eyabexcd
)(
ωacδbc + ωacδbc + ωbcδal + ωblδac
)
= 8 cos δ,(
exabe
y
cl − eyabexcl
)(
ωacdˆbdˆl + ωaldˆbdˆc + ωbcdˆadˆl + ωbldˆadˆc
)
= 16 cos3 δ − 8 cos δ
which allow to calculate the expressions for the scalar qVVi :
ΓVVabcd
(
ωacδbd + ωadδbc + ωbcδad + ωbdδac
)
= 40C1 + 8C2
=
ˆ 2pi
0
dφ
ˆ +1
−1
dx
4pi
i8x eiαx
= 8
(α cosα− sinα)
α2
= −8 j1(α) = qVV1 (α),
ΓVVabcd
(
ωacdˆbdˆd + ωaddˆbdˆc + ωbcdˆadˆd + ωbddˆadˆc
)
= 8C1 + 8C2
=
ˆ 2pi
0
dφ
ˆ +1
−1
dx
4pi
i8x(2x2 − 1)eiαx
= 8
(
12− 5α2) sinα+ α (α2 − 12) cosα
α4
= −8
5
(
j1(α)− 4j3(α)
)
= qVT2 (α).
116
3.3. Detector characterization
(
C1
C2
)
(α) =
1
32
8
5
(
1 −1
−1 5
)(−5 0
−1 4
)(
j1(α)
j3(α)
)
=
1
5
( −j1(α)− j3(α)
5j3(α)
)
,
ΓVVabcd(α, dˆ) = −
1
5
(
j1(α) + j3(α)
)(
ωacδbd + ωadδbc + ωbcδad + ωbdδac
)
+ j3(α)
(
ωacdˆbdˆd + ωaddˆbdˆc + ωbcdˆadˆd + ωbddˆadˆc
)
. (3.94)
We can observe that equation (3.93) and (3.94) are functions of the odd spherical Bessel
functions j1(α) and j3(α), which vanish as the frequency f , or the distance ∆x, which is
inside α ∝ f∆x, goes to 0. On the contrary, the ORFs for the vector, tensor and scalar
modes (3.88-3.90) depend on even spherical Bessel functions, and, in particular, on j0(α)
that approaches 1 as α → 0. This dependence shows the behavior of the ORFs with
respect to the frequency f , for a ﬁxed pair of detectors, and with the distance ∆x, when
we compare the performances of diﬀerent pairs. In particular, we can evince that two
detectors very close together are best suited to measure the ORFs for the vector, tensor
and scalar modes (3.88-3.90) but they are almost insensitive to the Stokes V parameter
ORFs. If we consider GWs of about 100 Hz of frequency, the best overlap of their signals
in order to measure the parameter V will be at distances ∆x ≈ c/f ' 3000 km, where
the spherical Bessel function j1(α) has its maximum.
Eﬀects of the orientation of the detectors We recover now the detector tensors Dabi
(3.65), which describe the orientation of the detectors, and see how they contribute to the
ORFs. Again, we limit ourselves considering only a pair of detectors at a time: i = 1, 2.
To describe the orientation of a pair of ground-based detectors, it is useful to introduce
the so called terrestrial reference frame depicted in ﬁgure 3.10; the relative conﬁguration
of the two detectors is completely described by the three angles (β, σ1, σ2), where β is
the separation angle between the detectors, measured from the center of the Earth, and
where σ1 and σ2 are the angles formed by the bisector of two arms of each detector,
measured in a counterclockwise manner relative to the great circle connecting the two
detectors. With this new choice of coordinate, the distance between two detectors is
given by:
|∆x| = 2R⊕ sin β
2
,
where R⊕ ' 6371 km is the Earth radius.
In order to calculate the contractions of the detector tensors Dab1,2 with the ORF ten-
sors (3.82), it is convenient to choose one detector of the pair and perform all the calcu-
lations using the coordinate deﬁned with respect to the reference frame identiﬁed by its
arms. Recovering the nomenclature of section 3.3.2.5, we can deﬁne, with respect to the
center of this detector (say, the position of the beam splitter), a pair of orthonormal vec-
tors uˆ1 and vˆ1 along the two arms of the interferometric detector, and a third auxiliary
unit vector wˆ1 orthogonal to the detector plane. They identify a reference frame where
the coordinates of these vectors are: uˆ1 = (1, 0, 0), vˆ1 = (0, 1, 0) and wˆ1 = (0, 0, 1). The
detector tensor for this detector, with respect to its own reference frame, is simply:
D1 =
1
2
[
uˆ1 ⊗ uˆ1 − vˆ1 ⊗ vˆ1
]
=
1
2
1 0 00 −1 0
0 0 0
 .
Our ﬁrst task is calculating, with respect to this reference frame, the detector tensor for
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Figura 3.10.: Terrestrial coordinate system (β, σ1, σ2), used to calculate the contraction of the
detector tensors Dab1,2 with the ORF tensors (3.82).
the other detector, Dab2 , and the unit vector dˆ that joints the two detectors. Reproducing
the same procedure we did at the beginning of section 3.3.2.5, we want to rotate the
vectors uˆ1, vˆ1 and wˆ1 in order to make them match the analogous set of vectors for the
second detector: uˆ2, vˆ2 and wˆ2. Looking at ﬁgure 3.10, we ﬁrst have to rotate about
wˆ1 by an angle of −σ1 + pi4 , in order to make the transformed vector uˆ′1 tangent to the
great circle. Then, we rotate about the transformed vector vˆ′1 by an angle β and match
wˆ′′1 with wˆ2, the unit vector orthogonal to the plane of the second detector. Last, we
rotate about wˆ′′1 ≡ wˆ2 by an angle of σ2 − pi4 and make the rotated vectors match those
of the second detectors. The transformation matrix that describes this rotation is:43
R = Rz
(− σ1 + pi4 )Ry(β)Rz(σ2 − pi4 )
=
cos(−σ1 + pi4 ) − sin(−σ1 + pi4 ) 0sin(−σ1 + pi4 ) cos(−σ1 + pi4 ) 0
0 0 1
 cosβ 0 sinβ0 1 0
− sinβ 0 cosβ

×
cos(σ2 − pi4 ) − sin(σ2 − pi4 ) 0sin(σ2 − pi4 ) cos(σ2 − pi4 ) 0
0 0 1

The detector tensor for the second detector, with respect to the reference frame of the
ﬁrst one, is therefore:
D2 =
1
2
[
uˆ2 ⊗ uˆ2 − vˆ2 ⊗ vˆ2
]
=
1
2
[Ruˆ1 ⊗Ruˆ1 −Rvˆ1 ⊗Rvˆ1] = RD1RT . (3.95)
The ﬁrst contraction of the detector tensors that comprises equation (3.83) is:
D1 abD
ab
2 =
1
2
[
D 112 −D 222
]
=
1
8
[
4 cosβ cos(2σ1) cos(2σ2) +
(
3 + cos(2β)
)
sin(2σ1) sin(2σ2)
]
. (3.96)
We can simplify the previous equation, and all those that will follow, redeﬁning the
orientation angles of the detector arms as:
43Refer to note 39 for the conventions and the nomenclature adopted to describe this transformation.
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σ+ ≡ σ1 + σ2
2
, σ− ≡ σ1 − σ2
2
, (3.97)
in such a way that equation (3.96) simpliﬁes into:
D1 abD
ab
2 =
1
2
[
cos4 β2 cos(4σ−)− sin4 β2 cos(4σ+)
]
. (3.98)
The coordinate of the vector dˆ, with respect to the ﬁrst detector reference frame, are
given by a rotation of the vectors uˆ1, vˆ1 and wˆ1 of an angle −σ1 + pi4 about wˆ1, and
then by means of a rotation of −(pi − β)/2 = β−pi2 about vˆ′1, in such a way to match wˆ1
with dˆ:
R =
cos(−σ1 + pi4 ) − sin(−σ1 + pi4 ) 0sin(−σ1 + pi4 ) cos(−σ1 + pi4 ) 0
0 0 1
 cos (β−pi2 ) 0 sin (β−pi2 )0 1 0
− sin (β−pi2 ) 0 cos (β−pi2 )

⇒ dˆ = R
 00
1
 = 1√
2
 − cos β2 (cosσ1 + sinσ1)− cos β2 (cosσ1 − sinσ1)√
2 sin β2
 . (3.99)
The second tensor contraction in equation (3.83) is, then:
D ab1 D
c
2 a dˆbdˆc = D
11
1 D
c
2 1 dˆ1dˆc +D
22
1 D
c
2 2 dˆ2dˆc =
1
2
[
D c2 1 dˆ1dˆc −D c2 2 dˆ2dˆc
]
=
1
4
cos2 β2
[
cos(2σ1) cos(2σ2) + cosβ sin(2σ1) sin(2σ2)
]
that, thanks to the newly deﬁned angles σ+ and σ−, can be simpliﬁed in:
D ab1 D
c
2 a dˆbdˆc =
1
16
[
4 cos4 β2 cos(4σ−) + sin
2 β cos(4σ+)
]
. (3.100)
Last contraction of equation (3.83) turns out to be:
D ab1 D
cd
2 dˆadˆbdˆcdˆd =
1
8
cos4 β2
[
cos(4σ−)− cos(4σ+)
]
, (3.101)
and, analogously, the contraction of the Stokes V parameter ORF tensors ΓVMabcd in (3.91)
with Dab1 D
cd
2 produces the two terms
D ab1 D
cd
2
(
ωacδbd + ωadδbc + ωbcδad + ωbdδac
)
= 2 sin3
(
β
2
)
sin
(
2(σ1 + σ2)
)
,
D ab1 D
cd
2
(
ωacdˆbdˆd+ωaddˆbdˆc+ωbcdˆadˆd+ωbddˆadˆc
)
= − sin
(
β
2
)
cos2
(
β
2
)
sin
(
2(σ1+σ2)
)
.
Combining these equations with the previous results for the ORF tensors it is easy to
write down the expressions for the ORFs as functions of the reduced frequency α ≡
2pif ∆x/c and depending on the angles (β, σ1, σ2), or, more conveniently, (β, σ+, σ−):
• for the tensor mode:
ΓT (α, β, σ+, σ−) = ΘT+(α, β) cos(4σ+) + Θ
T
−(α, β) cos(4σ−) (3.102)
119
3. Detecting a stochastic background of gravitational waves with non-standard polarizations
where
ΘT+(α, β) ≡ −
1
2240
(336 j0 − 720 j2 + 169 j4) +
(
1
5
j0 − 2
7
j2 − 27
560
j4
)
cosβ
− 1
2240
(112 j0 + 80 j2 + 3 j4) cos(2β),
ΘT−(α, β) ≡
(
2
5
j0 +
2
7
j2 +
3
280
j4
)
cos4 β2
• for the vector mode:
ΓV (α, β, σ+, σ−) = ΘV+(α, β) cos(4σ+) + Θ
V
−(α, β) cos(4σ−) (3.103)
where
ΘV+(α, β) ≡ −
1
560
(84j0 + 90j2 − 169j4) + 1
140
(28j0 + 20j2 + 27j4) cosβ
− 1
560
(28 j0 − 10 j2 − 3 j4) cos(2β),
ΘV−(α, β) ≡
1
70
(28 j0 − 10 j2 − 3 j4) cos4 β2
• for the scalar mode:
ΓS(α, β, σ+, σ−) =
1 + 2κ
1 + κ
(
ΘS+(α, β) cos(4σ+) + Θ
S
−(α, β) cos(4σ−)
)
(3.104)
where
ΘS+(α, β) ≡ −
1
2240
(56 j0 + 120 j2 + 169 j4) +
1
1680
(50 j0 + 80 j2 − 81 j4) cosβ
− 1
6720
(56 j0 − 40 j2 + 9 j4) cos(2β),
ΘS−(α, β) ≡
1
840
(56 j0 − 40 j2 + 9 j4) cos4 β2 ,
• for the tensor Stokes V parameter:
ΓVT
(
α, β, σ+, σ−) =
1
20
sin
(
β
2
)(
8
(
cosβ − 1) j1(α) + (3 cosβ + 7) j3(α))
× sin(4σ+), (3.105)
• and, for the vector Stokes V parameter:
ΓVV
(
α, β, σ+, σ−) =
1
10
sin
(
β
2
)(
2
(
cos(β)− 1) j1(α)− (3 cos(β) + 7) j3(α))
× sin(4σ+). (3.106)
If we had considered the circular modes of polarization for each representation, as deﬁned
in section 3.3.2.3, we would have found instead:
Γ±2ij (f) ≡ ΓTij(f)± ΓVTij (f), Γ±1ij (f) ≡ ΓVij(f)± ΓVVij (f) and Γ0ij(f) ≡ ΓSij(f).
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Figure 3.11.: Plot of the normalized ORFs γT , γV , γS , γVT and γVV for Virgo and the LIGO
Hanford and Livingston detector pairs. Notice that both the horizontal and vertical scales of
the ﬁrst two graphics diﬀer from that of the third one, of the ORFs for the two LIGO detectors.
This is a consequence of the dependence on the distance (the parameter β) of these functions.
Observe also how these functions start to oscillate at frequencies grater than the characteristic
frequency fc ≡ c/|∆x|, equivalent to 19, 18 and 51 Hz, respectively.
It will be useful in the next section to use the short-hand notation
〈h˜∗i (f) h˜j(f)〉 =
T
2
∑
A
ΓAij(f)S
A
h (f), (3.107)
instead of
∑
A Γ
A
ij(f)S
A
h (f), with A = ±2,±1, 0, to indicate the summation:
ΓTij(f)S
T
h (f) + Γ
V
ij(f)S
V
h (f) + Γ
S
ij(f)S
S
h (f) + Γ
VT
ij (f)VT (f) + ΓVVij (f)VV (f) =
Γ+2ij (f)S
+2
h (f) + Γ
−2
ij (f)S
−2
h (f) + Γ
+1
ij (f)S
+1
h (f) + Γ
−1
ij (f)S
−1
h (f) + Γ
0
ij(f)S
0
h(f).
Observations and comments First of all, let us discuss what we could already have
said, before performing the calculations, about the dependence of the previous results
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on the angles β, σ+ and σ− that describe the conﬁguration of our pairs of detectors.
The detector pattern functions (3.69) are linear combination of the trigonometric func-
tions cos(2φ) and sin(2φ) of the azimuth angle φ (see ﬁgure 3.6); once we introduced the
terrestrial coordinate σ1 and σ2, as the angles that describe the azimuthal orientations
of the detectors, the detector pattern functions, through the angles addition trigono-
metric identities, become dependent on linear combinations of sin(2σ1), cos(2σ1) and
sin(2σ2), cos(2σ2) respectively. These functions, in turn, correspond to combinations of
cos(4σ+), cos(4σ−), sin(4σ+) and sin(4σ−) in terms of the angles σ+ and σ−, as deﬁned
in (3.97). Since the cross-correlation 〈h˜∗i h˜j〉 is a real-valued function, as we proved at
the beginning of this section, that is it is invariant with respect to the interchange i↔ j,
〈h˜∗i h˜j〉 = 〈h˜∗j h˜i〉, they are admitted only trigonometric functions of the angles σi and
σj that don't change sign with respect to this transformation. For this reason, terms
proportional to sin(4σ−) ≡ sin
(
4σi − 4σj
)
are forbidden.
Moreover, the cross-correlation 〈h˜∗i (f) h˜j(f ′)〉 should be parity invariant, for the detector
output is insensitive to any convention we adopted about the spatial coordinate as,
for example, the handedness in the measurement of the angles and in the deﬁnition
of the circular polarization components of the power spectrum density of the SGWB.
Hence, the ORFs ΓMij (f), with M = T, V, S, must be invariant with respect to parity
transformations, as they are the power spectrum densities SMh (f); that is, they have
to be left unchanged by the transformation that turns σi into −σi and σj → −σj ,
which corresponds to invert the conventions we adopted to measure the angles. For this
reason, the ORFs ΓMij (f) can be linear combination of cos(4σ+) and cos(4σ−) only. On
the contrary, the ORFs ΓVMij (f) have to change sign, as they do the VM , with respect to
a parity transformation; for this reason, they have to be proportional to sin(4σ+).
Let us now comment the actual results found in equations (3.102-3.106). First of all, we
can notice that the ORFs ΓMij (f), withM = T, V, S, are constructed with the sum of two
terms, ΘM+ and Θ
M− , which depend only on the frequency and on the distance between
the two detectors, and their sum is modulated by the cosines of the angles that describe
the detector arms orientation: σ+ and σ−. When two detectors are placed at the same
position (β = 0 and α = ∆x = 0) ΘM+ vanish and Θ
M− = ΓMij , where Γ
M
ij are the ORFs for
colocated and coaligned detectors (3.75). Also, in this case Γ
M (unaligned)
ij = Γ
M
ij cos(4σ−)
shows the reduction of signals coherence due to the unalignment of the detectors. In
contrast, we have already discussed how the ORFs for the Stokes VM parameters (3.105-
3.106) identically vanish for colocated detectors.
We can also deduce the optimal conﬁguration for a couple of detectors, taking ﬁxed their
separation β and studying their arms orientation. The ORFs are maximum (in absolute
value) in the following cases:
1. if ΘM+ and Θ
M− are of the same sign, then
∣∣ΓMij ∣∣ is maximum adding this two terms,
that is, it must be: cos(4σ+) = cos(4σ−) = ±1, and then σ+ = 0 + ppi2 and
σ− = 0 + q pi2 , with p, q ∈ IN, or σ+ = pi4 + ppi2 and σ− = pi4 + q pi2 . In both cases we
have that σi and σj must be integer multiple of pi/2: σi =
pi
2 (p+ q), σj =
pi
2 (p− q).
This conﬁguration corresponds to have two arms, belonging to diﬀerent detectors,
lying on the same plan (that of the great circle passing by the two detectors), as
shown in ﬁgure 3.12a;
2. if ΘM+ and Θ
M− are of opposite signs, then
∣∣ΓMij ∣∣ is maximum subtracting the two
terms: cos(4σ+) = − cos(4σ−) = ±1. In this case: σ+ = 0+ppi2 and σ− = pi4 +q pi2 , or
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(a) (b) (c) (d)
Figure 3.12.: Optimal conﬁgurations for a pair of ground-based, interferometric detectors.
σ+ =
pi
4 +p
pi
2 and σ− = 0+q
pi
2 . These imply σi =
pi
4 +
pi
2 (p+q) and σj =
pi
4 +
pi
2 (p−q),
that is, respect to the previous case with ΘM+ and Θ
M− of the same sign, we have
the detectors rotated by an angle of pi/4 about the tangent direction to the great
circle jointing the two detectors; this corresponds to have the bisectors (or their
orthogonal directions in the plane of each interferometer) lying on the same plane,
as shown in ﬁgure 3.12b;
3. cos(4σ+) = cos(4σ−) = 0 and sin(4σ+) = 1: this is the optimal conﬁguration for
measuring the parity violation Stokes VM parameters, because the ORFs ΓMij (f),
with M = T, V, S, vanish and the dependence of ΓVMij (f) on the arms orientation
of the two detector reaches its maximum. This corresponds to 4σ+ = 2(σi + σj) =
pi
2 + kpi, that is σj = −σi + pi4 + k pi2 . Then, ﬁxing for example σi = pi4 , we have
σj = k
pi
2 , as shown in ﬁgure 3.12c, or, ﬁxing σi = 0, we have σj =
pi
4 + k
pi
2 , as in
Figure 3.12d.
Further discussions about the optimal conﬁguration for a pair of GW detectors can be
found in literature in [86], or in [160], as regards the non-standard polarization modes,
and in [179, 180], for the parity violation Stokes parameter V.
3.3.2.7. GW signal probability density function
Finally, as a conclusive remark for this section we can write down the p.d.f. for the GW
signal. As we said in section 3.3.2.1, the p.d.f. for the GW signal in the frequency space
can be approximated with a (multivariate) Gaussian with zero mean and covariance
matrix given by equation (3.35), where the power spectrum densities SMh (f), with M =
T, V, S, and the Stokes parameters VM (f), with M = T, V , are unknown functions, and
where their coeﬃcients ΓM,VMij (f) have been explicitly calculated in equations (3.102-
3.106). Using the short-hand notation (3.107) and representing the power spectrum
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densities Pi(f) and the ORFs Γ
A
ij(f) with N ×N matrix in the detector space,
P (f) ≡

P1(f) 0 · · · 0
0 P2(f) · · · 0
...
...
. . .
...
0 0 · · · PN (f)
 , ΓA(f) ≡

ΓA11 Γ
A
12(f) · · · ΓA1N (f)
ΓA21(f) Γ
A
22 · · · ΓA2N (f)
...
...
. . .
...
ΓAN1(f) Γ
A
N2(f) · · · ΓANN
 ,
we can write the p.d.f. for the component of frequency f of the GW signals at the output
of each detector, h˜i(f), with i = 1, . . . , N , as:
p
(
h˜(f)
)
=
(
det
[
piT
(∑
AΓ
A(f)SAh (f)
)])−1/2
× exp
[
− 1
2
N∑
i,j=1
h˜i(f)
2
T
[(∑
AΓ
A(f)SAh (f)
)−1]
ij
h˜j(f)
]
= exp
[
− 1
T
N∑
i,j=1
h˜i(f)
[(∑
AΓ
A(f)SAh (f)
)−1]
ij
h˜j(f)
− 1
2
log det
[
piT
∑
AΓ
A(f)SAh (f)
]]
where, analogously to n˜(f) in equation (3.21), we introduced the N -dimensional vector,
over the detector space, h˜(f) =
(
h˜1(f), h˜2(f), . . . , h˜N (f)
)
. As we did for the noise in
equation (3.23), we can extend the previous function to all the frequencies. It's easier,
and clearer, to do that passing through discrete frequencies: fk = k/T ∈
[
1/T, fS
]
, k =
1, . . . ,M = fST . Using again the property that the correlation matrix (3.35) is diagonal
in the frequency space, we have:
p
(
h˜
)
=
M∏
k=1
exp
[
− 1
T
N∑
i,j=1
h˜i(fk)
[(∑
AΓ
A(fk)S
A
h (fk)
)−1]
ij
h˜j(fk)
− 12 log det
[
piT
∑
AΓ
A(fk)S
A
h (fk)
]]
= exp
[
−
M∑
k=1
1
T
N∑
i,j=1
h˜∗i (fk)
[(∑
A S
A
h (fk)Γ
A(fk)
)−1]
ij
h˜j(fk)
+ 12 log det
[
piT
(∑
AS
A
h (fk)Γ
A(fk)
)]]
,
where, in the second equality, an overall minus sign has been factorized in front of the
summation over the frequencies. Then, we can transform this summation over discrete
frequencies fk, spaced df = 1/T from each other, in an integral in df over the measured
frequency range or, as we discussed in section 3.3.1.2, over the sensitivity band of our
detector:
p
(
h˜
)
= exp
[
−
ˆ
df
N∑
i,j=1
h˜∗i (f)
[(∑
A S
A
h (f)Γ
A(f)
)−1]
ij
h˜j(f)
+ T2 log det
[
piT
(∑
AS
A
h (f)Γ
A(f)
)]]
. (3.108)
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This equation, together with (3.23), will be the starting point for the detection analysis
that will be treated in the next section.
3.4. Detection theory
The detection of the signal is the ﬁrst task one has to face when analyzing data, in order
to gain information about them.
In the previous sections we discussed about the stochastic nature of the SGWB sig-
nal and the detector noise, and we have described, provided some hypotheses and
approximations, their statistical properties by means of the probability density func-
tions (p.d.f.s) (3.108) and (3.23); we have also shown that all the information about
them can be summarized in the two point cross-correlators (3.35) and (3.19), and in the
power spectrum densities Sh(f) and P (f). Now we face the problem of the detection,
that is recognizing the presence of a GW signal in a certain stream of data from its
statistical properties, that makes the experiment results diﬀerent from those one would
have expected from noise only. At the beginning of this chapter, we stressed indeed that
we've never directly detected a GW signal and, in principle (or à priori), we don't know
whether this signal is actually present or not in the data set we have recorded in a GW
experiment. For this reason, we can only hypothesize its presence, and the ﬁrst (and,
currently, main) task of our analysis is ﬁnding an algorithm that permits to support our
hypothesis. We want to extract information from the data, distinguishing the eﬀects
produced by the chance from those of our interest, making use of the recorded data set
as eﬃciently as possible.
3.4.1. Statement of the detection problem
The ﬁrst question one may ask when analyzing the output of an experiment is, broadly
speaking, wondering if the recorded data are in agreement with our expectations, that
is, for example, with some model or theoretical prediction. These are encoded by means
of statistical hypotheses on the data, that is, statements that are testable and are able
to make predictions about the outcome of an experiment. The inference on the data
consists into verifying how much the measures support or reject these hypotheses.
In the detection problem, the hypotheses originate from the question of whether the
signature of a certain (GW) signal is present or not in the recorded data set; they can
be cast in the form signal is absent and signal is present. The former is typically
named the null hypothesis, H0, and the latter the alternative hypothesis, H1. These
names take origin from the fact that H0 asserts, in a certain sense, complete absence of
structure, other than something we assume to hold for sure (the noise foreground, for
example), and, as long as the data are consistent with that, we don't need to provide
further justiﬁcations about the outcome of the experiment. On the contrary, H1 is
the alternative we must take into account for, hopefully, revealing evidence of a certain
structure we don't already know, that is the GW signal, with its waveform and properties.
Statistical inference about the data is made by means of a statistical hypothesis test ; that
is, roughly speaking, a decision rule that, given a certain set of measured data, selects
for us one of the alternative hypotheses [17, IV.B].
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3.4.1.1. Statistical hypotheses
Let us now rephrase the two hypothesis about the results of a GW experiment relating
them with the properties we discussed in the previous sections for the noise and the
GW signal. If a GW signal is absent, the data recorded from the detector output would
be of the form s(t) = n(t), and then they can be completely described by means of a
zero mean multivariate Gaussian distribution with covariance matrix given by the cross-
correlation (3.19). On the contrary, if a GW signal is present then s˜(f) = n˜(f) + h˜(f),
and it is described by a multivariate Gaussian distribution with covariance matrix given
by the cross-correlation
〈s˜∗i (f) s˜j(f ′)〉 ≡
〈(
n˜i(f) + h˜i(f)
)∗(
n˜j(f
′) + h˜j(f ′)
)〉
= 〈n˜∗i (f) n˜j(f ′)〉+ 〈h˜∗i (f) h˜j(f ′)〉,
where cross-terms, such as 〈h˜∗i n˜j〉, between the signal and the noise cancel out because
signal and noise are, by deﬁnition, uncorrelated processes. Then, from the previous
equation, we can see that the alternate hypothesis can be expressed saying that the
detector output has a covariance matrix given by the sum of (3.19) and (3.35).
Hence, we can express the statistical hypothesis we want to test in terms of cross-
correlation relations of the detector outputs s˜i(f):
Hypothesis H0 : absence of the signal:
〈s˜∗i (f) s˜j(f ′)〉 =
1
2
δ(f − f ′)δijPi(f); (3.109a)
Hypothesis H1 : presence of the signal:
〈s˜∗i (f) s˜j(f ′)〉 =
1
2
δ(f − f ′)
(
δijPi(f) +
∑
AΓ
A
ij(f)S
A
h (f)
)
. (3.109b)
The previous hypotheses in turn imply diﬀerent p.d.f.s for the detector outputs. From
equations (3.23) and (3.108), we have:
H0 : p
(
s˜|H0
)
= exp
[
−
ˆ
df
N∑
i,j=1
s˜∗i (f) δijP
−1
i (f)s˜j(f)
+ T2 log det
[
piT P(f)
]]
, (3.110a)
H1 : p
(
s˜|H1
)
= exp
[
−
ˆ
df
N∑
i,j=1
s˜∗i (f)
[(
P (f) +
∑
A S
A
h (f)Γ
A(f)
)−1]
ij
s˜j(f)
+ T2 log det
[
piT
(
P (f) +
∑
AS
A
h (f)Γ
A(f)
)]]
. (3.110b)
Once the experiment has recorded the data, the array
s˜ ≡ (s˜1(f1), . . . , s˜1(fM ), . . . , s˜N (f1), . . . , s˜N (fM ))
is no longer a vector of random variables but, instead, a ﬁxed vector of data, i.e. known
numbers, as already discussed in section 3.2.2. Similarly, equations (3.110) are no longer
p.d.f.s but likelihood functions for the (unknown) parameter inside their expressions. As
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we will see, the hypothesis test we are going to consider consists in a comparison of these
two likelihood function.
For the discussion in section 3.3.2.2, the hypotheses (3.110) can be equivalently rephrased
in terms of the (vector of) parameters SAh (f): null for the null hypothesis H0, S
A
h (f) = 0
for all A, and greater than zero for the alternative one H1: S
A
h (f) > 0. Note also
an important features of the previous hypotheses; although H0 completely speciﬁes the
p.d.f. (3.110a), and then it's said to be a simple hypothesis, H1, as the parameters S
A
h (f)
are unknown (unless one wants to test a speciﬁc model with parameters ﬁxed by some
theory), identiﬁes in fact a whole family of distributions, depending on the parameters
SAh (f), and the p.d.f. (3.110b) is left undetermined. For this reason, H1 is said to be
composite. We will see that the latter case will complicate the analysis and requires a
preliminary step that consists into an estimation of the unknown parameters; this will
be the subject of section 3.4.3.
It will be convenient to introduce a 5-dimensional space Θ, whose dimensionality equals
the number of unknown components of the power spectrum density SAh (f) at ﬁxed fre-
quency f , to contain the possible values of the vector Sh(f) ≡
(
STh (f), . . . , S
S
h (f)
)
al-
lowed by the hypothesis H0 or H1.
44 We can partition this space into the subsets Θ0,
which is actually the point (0, 0, 0, 0, 0), for the hypothesis H0, and Θ1, of the vectors
Sh(f) whose components are all non-zero, for the hypothesis H1.
3.4.1.2. Hypothesis test
Let us consider R, the space spanned by all the possible outcomes s˜ of an experiment
(taken at the same environmental and set up conditions). An hypothesis test is a par-
tition of this space in two disjoint regions, R0 and R1, and a rule that tell us to accept
H0 if the measures s˜ fall into R0, or, vice-versa, accept H1 if s˜ ∈ R1 [17, IV.B]. Every
test of this kind will be imperfect, in the sense that some measures may always fall into
the wrong partition, with a consequent error in our decision. Indeed, there are four
possibilities associated with the decision in favor of one hypothesis or another: correctly
accept the null hypothesis, correctly reject the null hypothesis, wrongly accept the null
hypothesis and wrongly reject the null hypothesis. We don't have any concern with the
ﬁrst two cases, as we cannot prove hypotheses, but only disprove them with evidences,
provided by the experimental outcomes, against them [70, 12.1]. Then, a good test
should avoid or minimize the possibilities of the last two cases. In the language of the
detection theory, these two cases describe two diﬀerent types of error: type I, or false
alarm, error, which occurs when one reject H0 when it's actually true, and type II, or
false dismissal, error, when H1 is wrongly rejected. In terms of p
(
s˜|H0
)
, p
(
s˜|H1
)
, R0
and R1, these errors occur with probabilities:
α ≡ false alarm rate = P (s˜ ∈ R1|H0) ≡ ˆ
R1
ds˜ p
(
s˜|H0
)
(3.111)
44Actually, if we consider the spectral densities Sh(f), the parameter space has not 5 dimensions but
5×M , where M = fS · T is the number of discrete frequencies at which we are sampling the stream
of data. Then we should have added a frequency label also to this parameter space: Θ(f). Anyway,
we won't stress this aspect and use this nomenclature. As we will see shortly, it is useless to consider
the spectral densities frequency-by-frequency, and we will adopt instead power-law template of the
form SAh (f) = S
A
ν f
ν , where ν is a ﬁxed number (no repeated index summation convention here), and
there are in fact only 5 actual parameters SAν .
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β ≡ false dismissal rate = P (s˜ ∈ R0|H1) ≡ ˆ
R0
ds˜ p
(
s˜|H1
)
(3.112)
The quantity
γ ≡ 1− β ≡ detection rate = P (s˜ ∈ R1|H1) = ˆ
R1
ds˜ p
(
s˜|H1
)
(3.113)
is called the power of the test and represents the probability of correctly classify the
data s˜ accepting H1. Note that β and γ depend, as it does p
(
s˜|H1
)
, on the unknown
parameters SAh (f) within the deﬁnition of hypothesisH1. Diﬀerent tests can be compared
on the basis of their power; that is, we can make use of this parameter in order to choose
which test makes an optimal use of the available information. The test that is powerful
at least as any other test is called the most powerful test. If this property is true for any
value of the parameters that enter in the hypotheses, then the test is called uniformly
most powerful (UMP) test.
3.4.1.3. Neyman-Pearson criterion
The goal in designing an hypothesis test is optimizing its performances, as characterized
by the value of its power. For example, the method that maximizes the power γ, or,
conversely, keeps as small as possible the false dismissal rate β, keeping the probability
of false alarm not larger than a threshold, an arbitrary ﬁxed value for α, called the size of
the test (to be decided before starting the test), is called Neyman-Pearson criterion [17,
IV.B]. This is a reasonable choice for stochastic background searches, where one does
not know á priori the costs that one should associate with false alarm and false dismissal
errors. This is also the most suitable test when one has to choose between two alternative
hypotheses and they are available repeated samples from a speciﬁc, real population [70,
12-13].
3.4.1.4. Neyman-Pearson Lemma: likelihood-ratio test
Now, we focus on constructing the optimal Neyman-Pearson (NP) test according to the
prescriptions of the previous section. First of all, it is not convenient to work in the
space R of all the possible experimental outcomes s˜ and it is preferable to base the test
on a statistic that summarizes the information contained in them. This is an observable,
i.e. computable, function of the measures, deﬁned on the sample space R. The term
observable means that the function should not contain any unknown quantities, because
we need to be able to compute the value of the statistic from the observed data s˜ alone.
If both H0 and H1 are simple hypotheses, i.e. they completely specify their p.d.f.s,
then an UMP test exists for the binary hypothesis testing problem, as expressed by the
Neyman-Pearson Lemma [155]:
Deﬁnition (Neyman-Pearson test). Construct the test statistic
Λ(s˜) ≡ p
(
s˜|H1
)
p
(
s˜|H0
) , (3.114)
given by the ratio of the likelihood functions of the alternative and the null hypotheses.
The test that choose H1 if the statistics Λ(s˜) is greater than the threshold η, found
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through the relation
P
(
Λ(s˜) > η|H0
)
=
ˆ
{s˜: Λ(s˜)>η}
p
(
s˜|H0
)
ds˜ = α,
maximizes the power γ at ﬁxed level α. It is also an UMP test, as the hypotheses are
simple. For the form of the test statistic Λ(s˜), this is also termed the likelihood ratio
test (LRT). A sketch of its proof is reported in Appendix B.1.
3.4.2. Composite hypothesis test
Unfortunately, the case when H0 or H1 or both are composite is more frequent. This
usually happens when testing a theory or model with free parameters that are to be
determined from the data. This is the case of hypotheses (3.109), where we know the
distributions predicted by the two hypotheses but we don't know the parameters SAh (f)
entering the deﬁnition of H1. Here we assume to know exactly the noise p.d.f.; in general,
there could be also uncertainties about this and it would constitute a sort of nuisance
for the hypothesis test [117, 9], negatively aﬀecting its performances.
Finding an UMP test for composite hypotheses is more diﬃcult, and in general a solution
may not exists. Anyway, it can be shown that UMP tests exist for one sided hypotheses,
that is those tests whose unknown parameter(s) can take only positive (or negative)
values. For these tests the NP test can be casted in a form that yields the maximum
detection rate independently of the unknown parameters that contains. Fortunately, this
is the case for the hypotheses (3.109) and we can then construct an optimal detection
algorithm, with respect to the NP criterion, for the SGWB signal.
In dealing with unknown parameters, the ﬁrst step is to design an NP test as if all the
parameters were known. Then, if possible, the test should be manipulated so that it
does not depend on the values of the unknown parameters; the resulting test is optimal
since it is the NP test [117, 6.3]. There are two major approaches to do this.
3.4.2.1. Bayesian approach
If one has a trustworthy prior knowledge about the unknown parameters, he can consider
them as realizations of random variables, employing a Bayesian approach, as discussed
in section 3.2.1, and assign prior p.d.f.s for their possible values. In the case of hypothe-
ses (3.109), denoting p(Sh) the prior p.d.f. for the parameter vector Sh, we can rewrite
equation (3.114), for the optimal NP detector, as:
p
(
s˜|H1
)
p
(
s˜|H0
) =
ˆ
Θ1
p
(
s˜|Sh;H1
)
p(Sh) dSh
p
(
s˜|H0
) (3.115)
where p
(
s˜|Sh;H1
)
is the conditional p.d.f. for s˜, conditioned on Sh, assuming H1 is
true. The unconditioned p.d.f. p
(
s˜|H1
)
is now completely speciﬁed, no longer dependent
on the unknown parameters SAh (f). Then, this Bayesian composite hypothesis testing
approach requires a multidimensional integration on the partition Θ1 of the parameter
space, with dimensionality equals to the number of unknown parameters.
Often, it happens that this multidimensional integration is not simple, or even impossi-
ble, to perform in closed form. Moreover, there couldn't be any prior knowledge about
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the unknown parameters and it is then impossible to decide a prior p.d.f.. This is in fact
the case of hypotheses (3.109) for the study of non-standard polarizations. In these cases
a frequentist approach is preferable, with a preliminary estimation of all the unknown
parameters.
3.4.2.2. Generalized likelihood-ratio test
Diﬀerent tests can be built following a frequentist approach and diﬀering for the choice
of the estimators for the unknown parameters, or for the method adopted to replace
them; their performances can be compared on the basis of the NP criterion. For its ease
of use and important asymptotic properties, the most popular estimator in this context
is the maximum likelihood estimator (MLE). Given a set of measured quantities s˜ this
estimator is found by maximizing the likelihood function for the unknown parameter
over the allowed parameter space. For the SGWB power spectrum density components,
SAh (f), the likelihood function is given by equation (3.110b):
p
(
s˜|Sh;H1
)
= exp
[
−
ˆ
df
N∑
i,j=1
s˜∗i (f)
[(
P (f) +
∑
A S
A
h (f)Γ
A(f)
)−1]
ij
s˜j(f)
+ T2 log det
[
piT
(
P (f) +
∑
AS
A
h (f)Γ
A(f)
)]]
where s˜ is no longer a random vector but a set of measures and p
(
s˜|Sh;H1
)
is not seen
as a p.d.f. for s˜, or for Sh. The MLE for Sh can be found maximizing the likelihood
function over the allowed parameter space partition according to H1: Θ1. It is more
convenient, for the moment, to work at ﬁxed frequency f , removing then the integration
from the previous equation:
p
(
s˜(f)|Sh(f);H1
)
= exp
[
−
N∑
i,j=1
s˜∗i (f)
[(
P (f) +
∑
A S
A
h (f)Γ
A(f)
)−1]
ij
s˜j(f)
− T2 log det
[
piT
(
P (f) +
∑
AS
A
h (f)Γ
A(f)
)]]
. (3.116)
The MLE for Sh(f), written with a hat, Ŝh(f), is then found from the relation:
p
(
s˜(f)
∣∣∣Ŝh(f);H1) ≡ sup
Sh(f)∈Θ1
p
(
s˜(f)
∣∣Sh(f);H1).
MLEs are often an optimal choice, thanks to the following important properties:
Suﬃciency : if a suﬃcient statistic exists, the MLE is a function of it.45 This property
is particularly important in the case of small samples, where it is important
to make an optimal use of all the available information;
Eﬃciency : if an eﬃcient estimator exists, the MLE reproduces it, and this maximum
likelihood solution is unique (uniqueness property of the MLEs);
45A statistic is suﬃcient, with respect to a certain statistical model and its associated unknown param-
eters, if no other statistic that can be calculated from the same sample can provide any additional
information as to the value of the parameters.
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Invariance: if g(θ) is a one-to-one function of the parameter θ, and θˆ is its MLE, then
gˆ = g
(
θˆ
)
is the MLE of g(θ). This property can be extended also to non
one-to-one functions (see [116, Theorem 7.2]);
and, most important, it has the following asymptotic (i.e. for large data records) prop-
erties:
Asymptotic MVU : the MLE is asymptotically unbiased, E
[
θˆ
]
= θ, and eﬃcient, even if
an eﬃcient estimator doesn't exist, as it achieves the lower variance allowed
for an estimator by the Cramér-Rao lower bound, Var
[
θˆ
]
> I(θ)−1, where
I(θ) is the Fisher information (matrix) evaluated at the actual values of the
unknown parameters:
Iij(θ) = −E
[
∂2 log p(s˜|θ)
∂θi∂θj
]
.
This property, the MLE being asymptotically a minimum variance unbiased
(MVU) estimator, makes the ML method very powerful and optimal in its
asymptotic features;
Asymptotic normality : under certain regularity conditions46 of the p.d.f. of the data s˜,
the MLE of the unknown parameters θ is asymptotically distributed accord-
ing to a Gaussian distribution with mean and variance given by the previous
asymptotic property:
θˆ
a∼ N(θ, I(θ)−1) (3.117)
This particular p.d.f., thanks to its properties, makes it very easy to work
with MLE.
Further details about these properties will be discussed in appendix B.2 or, for their
general treatment, we refer to [70, 17].
The composite hypothesis test that replaces the unknown parameters, θi, with their
MLEs θ̂i is called the generalized likelihood ratio test (GLRT) [117, 6.4.2]. It state to
choose H1 if:
ΛG(s˜) =
p
(
s˜
∣∣θ̂1;H1)
p
(
s˜
∣∣θ̂0;H0) ≡
sup
θ1∈Θ1
p
(
s˜
∣∣θ1;H1)
sup
θ0∈Θ0
p
(
s˜
∣∣θ0;H0) > η, (3.118)
where the threshold η is found from the (ﬁxed) false alarm rate α, i.e. the size of the
test:
P
(
ΛG(s˜) > η|H0
)
=
ˆ +∞
η
p
(
ΛG(s˜)
∣∣H0) dΛG = α. (3.119)
In general, there is no optimality associated with the GLRT but, in some cases, the
resulting test is actually optimal, in the sense of the NP criterion. Asymptotically it can
be shown that the GLRT is UMP among all test that are invariant47 [130, 3.3].
46The regularity conditions require the existence of the derivatives of the log-likelihood function
log p(s˜|θ), as well as the Fisher information being nonzero. More details in [116, 7B].
47A statistical hypothesis test is said to be invariant under a group of transformations acting on the
sample space of the observed data vector or on the parameter space of the parameters within the
statistical hypothesis under test if, for any transformation, the test yields the same statistical result.
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There exist many other tests relying on estimator properties, as for example the Fisher
information matrix I(θ), that does not involve the maximization over the parameters.
For this reason, they are easier and faster to compute in practice. Two of the most
important tests of this kind are theWald test and the Rao test [117, 6.6]. For ﬁnite data
records there are no guaranties about their performances but their asymptotic statistics
are identical to those of the GLRT. Then, in our case, performing these tests instead
of the GLRT yields the same result (as we are, in good approximation, in asymptotic
conditions) but, as the parameter estimation is one important aspect of our analysis, we
will anyway prefer the GLRT.
3.4.3. Parameter estimation
Assuming that an SGWB signal is present, characterized by some ﬁxed, but unknown,
value of its power spectrum density components SAh (f), parameter estimation attempts
to answer the question: What are the values of these parameters?. We should em-
phasize that parameter estimation does assume the presence of a signal, as it doesn't
make any sense trying to estimate the parameters of something we may assume not to
exist [17, IV.E].
Parameter estimation is, besides the detection, one aspect of fundamental importance
in the study of the SGWB and it is the preliminary step in performing the GLRT. The
ML method is, under several aspects outlined in the previous section, the best suited
method of estimation to use in this context. Anyway, instead of directly calculating
the MLEs ŜAh (f), ﬁnding the maximum of the likelihood function p
(
s˜|SAh
)
with respect
to the parameters SAh , here we attempt the simpliﬁed approach of constructing some
estimators with the same asymptotic properties of the MLEs, especially the property of
being unbiased estimators, but much easier to compute. We will show in Appendix B.2
that these estimators are actually equivalent to the MLEs and can be adopted for the
GLRT.
In fact, once the data set has been recorded, one can always compute the MLEs numer-
ically maximizing the exact expression of the likelihood function [116, 7.7]. Anyway, as
we are mainly interested in ﬁnding an analytic method for solving the detection problem,
we will rather prefer to make approximations, in order to make the analysis as simple
as possible and ﬁnally have analytic results.
3.4.3.1. Preliminary considerations and deﬁnitions
Let us start with equation (3.109b), which, for simplicity, we consider at ﬁxed frequency
f : 〈
s˜∗i (f) s˜j(f)
〉
=
T
2
(
δijPi(f) +
∑
AΓ
A
ij(f)S
A
h (f)
)
. (3.120)
As a ﬁrst observation, and as anticipated, it is quite useless, in that it provides just little
contribution, to consider the correlations computed on the same detector, that is:
i = j :
〈
s˜∗i (f) s˜i(f)
〉
=
T
2
(
Pi(f) +
∑
AΓ
A
ii(f)S
A
h (f)
)
.
In practice, if from a certain sample of data we construct without losing or modifying the original
information a new sample, an invariant test should yield the same statistical decision. Also, if we
transform the hypothesis parameters, within their parameter spaces, the test should return the same
decision as well. A more complete and rigorous deﬁnition is discussed in [130, 1.5].
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The reason is that the noise component, which is never known with absolute certainty,
is largely dominant with respect to the SGWB signal; the result is that the former
completely buries the latter and the uncertainties about the noise p.d.f. could be eas-
ily confused with the ﬂuctuations produced by a GW signal. Also, even assuming to
completely know the noise p.d.f., as we do in this stage of the analysis, omitting the
correlations on the same detector will simplify the algebra, as it allows to cancel the
noise oﬀset from all the equations (see the discussion concerning the test statistic in
section 3.4.4.1). For this reason, it is always preferable to omit these correlations from
the analysis, and consider only those terms where i 6= j:〈
s˜∗i (f) s˜j(f)
〉
=
T
2
∑
AΓ
A
ij(f)S
A
h (f), for i, j = 1, . . . , N and i 6= j. (3.121)
Looking at the previous equation, it is evident that the ﬁrst step in order to construct the
estimators for the polarization components of the SGWB power spectrum density on the
right-hand side is to ﬁnd an estimator for the cross-correlation on the left. As discussed
in section 3.1, the total data stream recorded in an experiment lasted a time Ttot, of the
order of days or months, is usually broken into n shorter segments of the duration of some
tenth of seconds: Ttot/n = T ∼ 102 sec. These subsets are then transformed via an FFT
and then correlated with the data from other detectors. Each time interval provides a
set of statistically independent measurements, therefore, the assumption of stationarity
discussed in section 3.2.2 allows us to construct the estimator for the cross-correlation〈
s˜∗i (f) s˜j(f)
〉
substituting the ensemble average with a time average, calculated with
the data of each segment. Then, for every detector pair i, j = 1, . . . , N , we deﬁne the
estimator:
Σij(f) ≡ 1
n
n∑
I=1
s˜∗I,i(f) s˜I,j(f). (3.122)
Its expectation value, by construction, is exactly that written in equation (3.121) (or
(3.120), if we admit also the possibility i = j). We will also need to consider its variance;
this can be readily computed, but we prefer to perform the calculation of the generic
four point correlator in greater detail, as it will be useful later on in several situations:
1
n2
∑
I,J
〈
s˜∗I,i(f) s˜I,j(f) s˜J,i′(f
′) s˜∗J,j′(f
′)
〉
=
1
n2
∑
I,J
δIJ
〈
s˜∗i s˜j s˜i′ s˜
∗
j′
〉
+ (1− δIJ)
〈
s˜∗i s˜j
〉〈
s˜i′ s˜
∗
j′
〉
=
1
n
〈
s˜∗i s˜j s˜i′ s˜
∗
j′
〉
+
(
1− 1
n
)〈
s˜∗i s˜j
〉〈
s˜i′ s˜
∗
j′
〉
=
1
n
[〈
s˜∗i s˜j
〉〈
s˜i′ s˜
∗
j′
〉
+
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉
+
〈
s˜∗i s˜
∗
j′
〉〈
s˜j s˜i′
〉− 〈s˜∗i s˜j〉〈s˜i′ s˜∗j′〉]+ 〈s˜∗i s˜j〉〈s˜i′ s˜∗j′〉.
Notice that on the right-hand side of the previous equation we omitted the frequency
dependence, recalling that those terms with primed indices are also dependent on f ′. In
the ﬁrst line we separated the summation in diagonal and oﬀ-diagonal terms with respect
to the segment indices I, J , and then we made use of the fact that data from diﬀerent
segments are uncorrelated. In the last line we applied the Wick-Isserlis theorem [59,
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1.6.3] in order to reduce the 4-point correlator of our zero-mean, Gaussian variables
s˜i(f), into sums and products of two-point correlators.
48 We can also recognize in the
term that is not proportional to 1/n the square norm of the cross-correlation estimator
mean, which is subtracted in the computation of the variance. Then, we have:
1
n2
∑
I,J
〈
s˜∗I,is˜I,j s˜J,i′ s˜
∗
J,j′
〉− 〈s˜∗i s˜j〉〈s˜i′ s˜∗j′〉 = 1n[〈s˜∗i s˜i′〉〈s˜j s˜∗j′〉+ 〈s˜∗i s˜∗j′〉〈s˜j s˜i′〉]
(3.109b)
=
1
n
[
1
4
δT (f − f ′)2
(
Piδii′ +
∑
AΓ
A
ii′S
A
h
)(
Pjδjj′ +
∑
BΓ
B
jj′S
B
h
)∗
+
1
4
δT (f + f
′)2
(
Piδij′ +
∑
AΓ
A
ij′S
A
h
)(
Pjδji′ +
∑
BΓ
B
ji′S
B
h
)]
. (3.124)
As regards the ﬁrst term in the last line, we will usually consider one truncated delta
function δT (f−f ′) as an actual Dirac delta distribution, which we are going to integrate,
substituting the value δT (0) = T to the other one (recall the discussion concerning
equations (3.7-3.9)). The last term, that proportional to δT (f + f
′), has been computed
noticing from (3.5) that the substitution s˜(f ′) → s˜∗(f ′) in the correlator 〈s˜∗(f) s˜(f ′)〉
corresponds to the substitution f ′ → −f ′ in the cross-correlation (3.10). If it holds f =
f ′, this term equals δT (2f), which is non-vanishing only for f = 0 but, for the smallest
frequency we are sampling is f1 = 1/T , this is identically zero. Otherwise, if f 6= f ′,
the integration in df ′ of one δ(T )(f + f ′), meant as an actual Dirac delta distribution,
yields a factor δT (0) = T , corresponding to the other truncate delta function, and
the substitution f ′ → −f in the terms within parentheses; but, for we deﬁned one-
sided power spectrum densities (3.11), which are even function of the frequency, this
substitution corresponds to f ′ → f , which, in turn, can be obtained integrating the
distribution δ(T )(f − f ′).49 Then, we can rewrite the second term of the last line of the
previous equation as:
T
4
δT (f − f ′)
(
Piδij′ +
∑
AΓ
A
ij′S
A
h
)(
Pjδji′ +
∑
BΓ
B
ji′S
B
h
)
.
The variance of the cross-correlation estimator (3.122) follows from (3.124) with the
substitution i′, j′ → i, j and f → f ′, so that they appear two δT (0), which correspond
48If s˜ =
(
s˜1, . . . , s˜N
)
is a Gaussian vector with zero mean, then
E
[
s˜1s˜2 . . . s˜2k
] ≡ 〈s˜1s˜2 . . . s˜2k〉 = ∑∏E[s˜is˜j] (3.123)
where the notation
∑∏
means summing over all distinct ways of partitioning into pairs [146]. This
theorem can be proven by induction, generalizing the formula for the fourth-order moments [109].
49These consideration are true in general for 〈s˜∗(f) s˜(f ′)〉 and for the noise spectral densities Pi(f). As
regards each single ORF and SGWB polarization component, we can observe form (3.76) that the
substitution f → −f correspond to inverting the positions of the detectors, xi − xj ≡ ∆x → −∆x,
which is a parity transformation that leaves the tensor, vector and scalar ORFs, ΓTij , Γ
V
ij and Γ
S
ij ,
unchanged, as well as the relative SGWB spectral densities, STh , S
V
h and S
S
h , while it changes sign
to the other components related with the parity violation: the ORFs ΓVTij and Γ
VV
ij , and the spectral
density components VT and VV . Overall, the sum over the polarizations ∑AΓAij′SAh is still an even
function of f .
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to a T 2 factor:50
Var
[
Σij(f)
] ≡ 1
n2
〈(∑
I s˜
∗
I,is˜I,j
)(∑
J s˜J,is˜
∗
J,j
)〉
− 〈Σij(f)〉2
=
1
n
[〈
s˜∗i s˜j s˜is˜
∗
j
〉− 〈s˜∗i s˜j〉2] = 1n[〈s˜∗i s˜i〉〈s˜j s˜∗j〉+ 〈s˜∗i s˜∗j〉〈s˜is˜j〉]
=
1
n
T 2
4
(
Pi(f) +
∑
AΓ
A
iiS
A
h (f)
)(
Pj(f) +
∑
BΓ
B
jjS
B
h (f)
)∗
, (3.125)
In practice, as we discussed at the end of section 3.3.2.4, the noise spectral density
is much larger than the signal, and, from the upper limit on Sh published in [9] and
the best sensitivities achievable with the Advanced detectors [132], it holds the best
estimate P−1Sh . 10−2, which may actually be of even some order of magnitude less,
depending on the real strength of the SGWB signal. So the previous variance can be
further approximated with its dominant noise contribution:51
Var
[
Σij(f)
]
=
1
n
T 2
4
Pi(f)Pj(f) +O
(
P−1Sh
)
. (3.126)
We have removed the complex conjugate from the j-th detector noise spectral density
Pj(f) for it is a real-valued function, as we have proven at the end of section 3.1.
It will be convenient to count the order of smallness of the quantities involving the ratio
P−1Sh entering our equations using the convention to indicate it as:
O
((
P−1Sh
)n) ≡ O(n) . 10−2n. (3.127)
So, the variance of Σij(f) can be written as: Var
[
Σij(f)
]
= 1n
T 2
4 Pi(f)Pj(f) +O(1).
In order to simplify the algebra when manipulating these quantities, we can introduce
a multi-index notation for the detectors, employing a procedure of vectorization similar
to that discussed in section 3.3.1.4 and note 19, ordering the
(
N
2
)
detector pairs and
attributing to each of them an index: α = (1, 2), (1, 3), . . . , (1, N), (2, 3), . . . , (2, N), . . . ,
(N − 1, N). Also, lowering the polarization index A in SAh (f), we can turn equation
(3.121), with the notation
Σij(f)→ Σα(f), ΓAij(f)→ ΓAα (f), SAh (f)→ SA(f),
in an actual vector equation (neglecting the frequency dependence) where the Einstein
50Notice that, while the expectation value
〈
s˜∗i (f) s˜j(f)
〉
is a real-valued function, as shown in 3.3.2.6,
the stochastic variable Σij(f) = n
−1∑
I s˜
∗
I,i(f) s˜I,j(f) is, in general, a complex vector in the detector
space. Hence, some cautions are needed, as also we know that the spectral densities SAh (f) and the
ORFs, to account for the possibility of a parity violating SGWB, are not real functions in general.
Then, for a generic complex-valued stochastic vector Z, we can deﬁne a real-valued measure of its
dispersion about the mean 〈Z〉 as the expectation value of the square norm of the diﬀerence between
the variable Z and its mean:
Var[Z] ≡ 〈‖Z − 〈Z〉‖2〉 = 〈‖Z‖2 + ∥∥〈Z〉∥∥2 − Z∗〈Z〉 − Z〈Z〉∗〉 = 〈‖Z‖2〉+ ∥∥〈Z〉∥∥2 − 2〈Z〉∗〈Z〉
=
〈
ZZ∗
〉− 〈Z〉〈Z〉∗.
This explains the origin of the complex conjugate in the expression for Var
[
Σij(f)
]
.
51Recall note 38 for the interpretation of the notation P−1Sh.
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index summation convention is understood:
〈Σα〉 = T
2
Γ Aα SA. (3.128)
With this writing, Γ Aα resembles an actual matrix, which we will call the ORF matrix.
3.4.3.2. Unbiased estimators
Our aim here is to ﬁnd some unbiased estimators for the parameters SAh (f), as we know
that the actual MLEs are asymptotically unbiased and, in very good approximation, we
are in fact in asymptotic conditions for the size of the data sets; refer to the discussion
in Appendix B.2.
Looking at equation (3.121), or at its vector form (3.128), we can try to minimize∥∥∥∥∥Σα −∑
A
ΓAα (f) Ŝ
A
h (f)
∥∥∥∥∥
2
(3.129)
with respect to the statistics ŜAh (f), as functions of the cross-correlation estimator Σα,
whose expectation values equal SA ≡ SAh (f), that is, they are exactly the sought-after
unbiased estimators. The minimum condition is given by(∑
α
ΓBα (f)Σα
)
=
∑
A
(∑
α
ΓBα (f)Γ
A
α (f)
)
ŜAh (f).
Provided the squared ORF matrix
(
ΓTΓ
)
in the right member is invertible, the solution
to (3.129) can be written as
ŜAh (f) =
2
T
[(
ΓTΓ
)−1]AB
Γ αB Σα(f). (3.130)
The P × (N2 ) matrix (ΓTΓ)−1ΓT is the left pseudo-inverse of the ORF matrix [112]. The
estimators (3.130) are unbiased by construction, and their variances can be obtained
from
Cov
[
Σα1α2 ,Σβ1β2
]
=
1
n
T 2
4
(
δα1β1Pα1(f)+
∑
AΓ
A
α1β1S
A
h (f)
)(
δα2β2Pα2(f)+
∑
BΓ
B
α2β2S
B
h (f)
)
.
(3.131)
and are given by
Var
[
ŜAh (f)
]
=
1
n
∑
i<j
([(
(ΓTΓ)−1ΓT
)−1] ij
A
)2
Pi(f)Pj(f) +O(1). (3.132)
Two comments are in order about the previous equations. First of all, the variance
of ŜAh (f) is, to the dominant order, proportional to the square of the noise spectral
densities Pi(f), as it was reasonable to expect from dimensional arguments, and, most
important, to the square of the pseudoinverse of the ORF matrix. This implies that at
those frequencies where the ORFs are comparable with zero, that is the signals of the two
detectors are, for their separation and orientations, mostly incoherent, the variance of
the estimators of the SGWB spectral densities diverges and, in practice, it is impossible
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to reconstruct the various polarization contributions. Notice also that the variance does
not depend, to the leading order, on the signal spectral density SAh (f).
Second, and most important, the previous equations, like (3.130) and (3.132), are obvi-
ously meaningless if the inverse of the matrix ΓTΓ doesn't exist. In short, the invertibility
of this matrix depends on the number of available detector pairs with respect to the num-
ber of SGWB components (polarizations) one wants to reconstruct.52 We will discuss
the conditions for the invertibility of the ΓTΓ matrix in the next subsection.
3.4.3.3. Polarization reconstruction: Examples and Extensions
The matrix ΓTΓ is a square one, with a dimension equal to the number of polarizations
one want to detect. It will be invertible when of full rank. A necessary condition is that
the matrix Γ must be tall, with a number of detector pairs larger than (or equal to)
the number of polarizations. We will consider now what happen with a small number
of detectors.
N = 1 With only one detector it is impossible, by deﬁnition, to perform the data
analysis based on the cross-correlation and, as already discussed in 3.3.1, the detector
output is dominated by the noise so that, with the present-day strain sensitivities, it is
unlikely that one could clearly reconstruct the signature of a GW signal. We are going
to face again this topic in the next section, when we will consider the detection problem.
N = 2 This is the customary example, widely discussed in literature [17, 55, 86] for
the cross correlation analysis for searching a GW signal. In this case there is a single
pair of detectors and rank
[
ΓTΓ
] ≤ 1. Therefore, the customary choice is to study only
the tensor modes of polarization, assuming that these are also unpolarized, that is:
S±1h (f) = S
S
h (f) = VT (f) = 0, and S+2h (f) = S−2h (f) = STh (f). With these assumptions,
there is only one ORF, ΓT12(f), and the solution (3.130) make sense when the ORF is
non vanishing. Then we can deﬁne the unbiased estimator:
ŜTh (f) ≡
2
T
1
n
ΓT12(f)
−1
n∑
I=1
s˜∗I,1(f) s˜I,2(f) =
2
Ttot
ΓT12(f)
−1
n∑
I=1
s˜∗I,1(f) s˜I,2(f). (3.133)
Notice that the choice of the tensor modes of polarizations and the assumption that
the SGWB is not circularly polarized come natural taking as a reference the Einstein's
GR. If one had preferred instead to test the capability to reconstruct another mode
of polarization, say SAh (f), with the available pair of detectors, and assuming all the
other polarization modes to be equal to zero, he would have rewritten equation (3.133)
substituting the corresponding ORF: ΓA12(f). Notice that these are estimation of the
spectral densities provided the assumptions that all the other polarizations are absent,
and then they don't provide a real reconstruction of the SGWB power spectrum density
components, which is impossible with only one pair of detectors (and without introducing
some templates for the SGWB spectra, which will be the subject of section 3.4.3.4).
Equation (3.133) and the corresponding ones with diﬀerent ORFs are just estimations
that undergoes certain assumptions; we would commit a systematic error by trying to
52Anyway, we will show shortly that, even if one doesn't have a suﬃcient number of detectors, we can
easily get rid of this problem simply looking for less than the actual number of independent SGWB
components or introducing some template for the spectral densities.
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interpret the estimators ŜAh (f), obtained from (3.133) with the substitution of Γ
A
12(f),
as estimators for SAh (f).
N = 3 This is an interesting situation under several aspects. Firstly, it is the cur-
rent scenario of the Advanced interferometric detectors LIGO and Virgo, and then it
is important to study in great detail the actual capabilities of this detectors network.
Secondly, three detectors are suﬃcient to reconstruct several features (not all, though,
if one chooses not to introduce further assumptions or models) of the SGWB spectral
density. Indeed, Nishizawa et al. [160] have already shown how to reconstruct the ten-
sor, vector and scalar modes of polarization, assuming they are not circularly polarized
(VT (f) = VV (f) = 0); Seto and Taruya [179, 180], instead, studied the tensor circular
polarization S±2h (f), assuming all the other modes are absent. Let us consider the case
studied by Nishizawa et al., which has the peculiarity of containing the same number of
detector pairs and of SGWB polarizations, STh (f), S
V
h (f) and S
S
h (f), and then the ORF
matrix is square, 3× 3:
Γ Aα (f) =
ΓT12 ΓV12 ΓS12ΓT13 ΓV13 ΓS13
ΓT23 Γ
V
23 Γ
S
23
 (f).
The estimators that allow to separate and evaluate each polarization component of
the SGWB spectral density are found from (3.130) by noticing that in this case the
pseudoinverse reduces to the standard inverse. We get
ŜAh (f) =
2
T
[(
Γ−1
)A
12
(f) Σ12(f) +
(
Γ−1
)A
13
(f) Σ13(f) +
(
Γ−1
)A
23
(f) Σ23(f)
]
, (3.134)
where:
(
Γ−1
) α
A
=
1
det
(
Γ Aα
)
ΓV23ΓS13 − ΓS23ΓV13 ΓV13ΓS12 − ΓS13ΓV12 ΓV12ΓS23 − ΓS12ΓV23ΓS23ΓT13 − ΓT23ΓS13 ΓS13ΓT12 − ΓT13ΓS12 ΓS12ΓT23 − ΓT12ΓS23
ΓT23Γ
V
13 − ΓV23ΓT13 ΓT13ΓV12 − ΓV13ΓT12 ΓT12ΓV23 − ΓV12ΓT23
 ,
det
(
Γ Aα
)
= ΓT12
(
ΓV23Γ
S
13 − ΓS23ΓV13
)
+ ΓV12
(
ΓS23Γ
T
13 − ΓT23ΓS13
)
+ ΓS12
(
ΓT23Γ
V
13 − ΓV23ΓT13
)
.
Necessary and suﬃcient condition for the invertibility of this 3 × 3 matrix, and the
polarization reconstruction through the estimators (3.134), is that its determinant is
non-vanishing. This equals to ask that its rows (ﬁxed detector pair α) and its columns
(ﬁxed polarization A) are, respectively, linearly independent. Rephrasing it with a math-
ematical language, the ORF matrix is invertible if it has full rank in its columns, or rows,
equivalently.
In order to reconstruct the spectrum of each polarization modes over the whole frequency
range, the condition of invertibility must hold, and thus must be checked, for every
frequency. In fact, as discussed in 3.3.2.6, at higher frequencies, larger than fc = c/|∆x|,
the ORFs start to oscillate and rapidly drop to zero; therefore it is very likely that two
or more ORFs become approximately equal to each other, Γ Aα (f) ' Γ Bα (f). This would
make the ORF matrix still (as long as the ORFs are not exactly the same, Γ Aα (f) 6=
Γ Bα (f)) algebraically invertible but, in practice, ill-conditioned [22, 3.6]. This means
that, even though the inverse
(
Γ−1
) α
A
exists, the ORF matrix determinant is very close to
zero, as it would be for a non-invertible (i.e. singular) matrix, and the inverse is actually
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very large.53 The consequence is that small variations in the data would produce huge
diﬀerences among the solutions of the matrix equation; in the case of stochastic variables,
we would see that the variances (3.132) of the estimators (3.134), which are proportional
to the square of the inverse matrix, become very large and forbid an eﬃcient estimate
of the SGWB polarization components.
General case We now add some comments about the general case where we want to
reconstruct, that is, separate, P polarization components of the SGWB using an array
of N detectors, and therefore
(
N
2
)
detector pairs.
Let us start with the favorable case of an over-determined system, where the number
of detector pairs is larger than the number of polarizations to reconstruct. The error in
the determination of SAh will depend on the variance (3.132). It obviously scales with the
noise power spectra of the detectors, but it depends also on the pseudoinverse matrix.
What we expect is that with a large number of detectors it will be diﬃcult for this
matrix to have a large eigenvalue. Intuitively, the reason is that with many detector
pairs available when one of them will have a zero ORF (or a very small one), it will be
compensated by the others. This means, in practice, that all the information from the
several detector pairs is useful in order to reconstruct the SGWB polarizations.
Unfortunately, at the state of the art, it is more likely to be in the opposite case where
there are not enough detectors to resolve all the polarization modes,
(
N
2
)
< P , as it
actually is with the 3 Advanced detectors and 5 polarization modes ±2,±1 and S. In this
case the ORF matrix is broad and the system (3.129) is said to be under-determined,
meaning that there are not enough equations to determine the unknowns exactly, and
then the system admits multiple solutions.
We could pick one of the possible solutions according to some criteria, for example the
one that requires the solution to have least square norm:
∥∥Ŝh(f)∥∥2 ≡ ŜhT (f) Ŝh(f) ≡∑
AŜ
A
h
2
(f). This is named the least square solution: Ŝlss(f). We can ﬁnd it with the
method of the Lagrange's multipliers, looking for the minimum of
∥∥Ŝh(f)∥∥2, under the(
N
2
)
constraints given by equation (3.129):∥∥Ŝh∥∥2 + λT (Σ− T2 ΓŜh),
where λα are
(
N
2
)
Lagrange's multipliers. We can ﬁnd them deriving the previous equa-
tion respect to Ŝh, and imposing its annulment:
2Ŝh
T − T2 λTΓ = 0, or, taking its transpose: 2Ŝh − T2 ΓTλ = 0. (3.135)
We can't directly invert it to ﬁnd λ, as, of course, ΓT is rectangular and not invertible.
Anyway by multiplying the last equation by Γ yields:
2ΓŜh − 2T ΓΓT λ
(3.129)
= 2 2T Σ− 2T ΓΓT λ = 0.
53More formally, with respect to a certain matrix norm [99, 2.3], ‖ · ‖, the conditioning of the solutions
of a matrix equation Ax = b is measured by the conditioning number : K(A) ≡ ∥∥A−1∥∥ · ‖A‖. An
approximate expression for this parameter, due to Turing, is: K(A) = nmax[Aij ] · max
[
(A−1)ij
]
,
where n is the order of the matrix A and the maxima are calculated respect to all the elements
(i, j) of the matrix A and its inverse A−1 [200]. In practice, the conditioning number measures how
singular a matrix is; if this number is large, it indicates that the matrix is nearly singular. Further
details and checks for the ill-conditioning can be found in [22, 3.6] and [99, 2.7].
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The symmetric
(
N
2
)× (N2 ) square matrix ΓΓT has full rank and then it can be inverted
to ﬁnd λ:
λ = 2
(
ΓΓT
)−1
Σ,
which can be substituted in (3.135) yielding the sought-after least square solution:
Ŝlss(f) =
T
2 Γ
T
(
ΓΓT
)−1
Σ
or, reintroducing the indices notation:
ŜAlss(f) =
T
2 Γ
β
A (f)
((
ΓΓT
)−1) α
β
Σα(f). (3.136)
The P × (N2 ) matrix ΓT (ΓΓT )−1 is called right pseudo-inverse of the ORF matrix [28].
One may ask what is the physical meaning of this least square solution; it seems that
there are no reasons why Nature should prefer the actual SGWB polarization modes,
SAh (f), to have least norm, and then why to choose an estimator with such a property.
The importance of this choice for a particular solution of (3.129) will be clear when we
will return to discuss the optimal detection statistic and the GLRT in the next section.
From (3.136), we can ﬁnd the most general solution to (3.129), in the under-determined
case, adding to Ŝlss(f) a generic linear combination of vectors belonging to the null space
(or kernel) of the ORF matrix, that is, the space of the P -dimensional vectors R⊥(f)
such that Γ Aα R⊥A = 0:
Ŝh(f) = Ŝlss(f) +R⊥(f). (3.137)
We can write down an explicit expression for the vector R⊥ ∈ Null(Γ) by means of the
projector operator on the null space of Γ(f):
R⊥(f) ≡ PN(Γ) · r =
(
1 5×5 − ΓT
(
ΓΓT
)−1
Γ
)
r,
where r is a generic 5-dimensional vector, with only 5− (N2 ) actually independent com-
ponents. Further details about this operator can be found in Appendix C.2; anyway,
we can easily convince ourselves that it is the right choice because it contains the right
pseudo-inverse of Γ, and then if we multiply it to the left by Γ, or to the right by ΓT ,
it yields 0. Of course, the least square solution estimator Ŝlss(f) is orthogonal to this
operator:
PN(Γ)Ŝlss =
(
1 5×5 − ΓT
(
ΓΓT
)−1
Γ
)
ΓT
(
ΓΓT
)−1
Σ
= ΓT
(
ΓΓT
)−1
Σ− ΓT (ΓΓT )−1ΓΓT (ΓΓT )−1Σ = 0.
Notice then an awkward characteristic of the estimators (3.136) and (3.137), that is,
they are not unbiased: 〈
Ŝlss
〉
= ΓT
(
ΓΓT
)−1
ΓSh 6= Sh.
This is a consequence of the impossibility, in an under-determined system, to construct
estimators that reconstruct the values of the SGWB polarization components; the avail-
able statistic provided by few detector pairs is not suﬃcient to reconstruct so many
unknown polarization components. In these under-determined cases is therefore impos-
sible to ﬁnd the MLEs for all the polarization components of the SGWB spectral density.
Anyway, if we leave aside the task of the polarization reconstruction, and we consider the
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whole cross-correlation (3.121) as an unknown, the relative MLE is indeed the unbiased
estimator deﬁned in (3.122).
3.4.3.4. Reconstruction by means of templates
At the end of the previous section, we encountered the problem that with a low numberN
of detectors,
(
N
2
)
< P , it is impossible to untangle the various P polarization components
of the SGWB, and also we can't construct the corresponding unbiased estimators due
to the lack of information. Actually, we can get rid of this diﬃculty introducing some
models for the SGWB spectral density. One more practical reason is that, with the
current and near-future projected sensitivities, the signal to noise ratio expected in these
experiments is low and in practice we are far away from the possibility of a point-wise,
that is, frequency-by-frequency, study of the SGWB spectrum; so it is worth trying to
introduce some templates for them and integrate the information contained in the data
over all the frequency spectrum.54
A stochastic background, whether of cosmological [27, 38, 77, 143, 185] or astrophys-
ical [168] origin, is not expected to show strong spectral features in the bandwidth
[fmin, fmax] ∼ [10, 1000] Hz of ground based interferometric detectors, as shown in ﬁg-
ure 3.13;55 so it is reasonable to model its spectrum as a power-law:
ΩAgw(f) = Ω
A
ν
(
f
f0
)ν
(3.138)
where ΩAν are a set of P parameters representing the intensity of the spectra, and ν is the
power-law exponent, which is just a number that can be positive or negative.56 Notice
that also ν could depend on the polarization, that is, within each production mechanism
of a stochastic background, the diﬀerent modes can be described by some power-laws
with diﬀerent exponents. For the lack of strong theoretical motivations to include this
possibility, we prefer to keep it simple, assuming the same parameter ν for all the modes
of polarizations.
So, let us modify the previous equations, starting from (3.129), introducing the tem-
54The same is true for the detection of short-time astrophysical GW sources, where one needs to compare
the data with theoretical templates of the predicted gravitational waveforms emitted by these objects
and processes to ﬁlter out the noise [138, 7.5].
55To be rigorous, two comments should follow to clarify this statement. First of all, despite most
of the production mechanisms that fall into the frequency range [10, 1000] Hz resemble power-law
behaviors, their sum, if we assume that many of them may contribute to the overall SGWB, won't be
well-described by a power-law, especially where in ﬁgure 3.13 two lines cross. In this case, the overall
SGWB will be ill-described by a power-law template. Anyway, as we will see in section 3.4.6.2 and
ﬁgure 3.17, the most of the contribution to the SGWB sensitivity is given by a very small range of
frequencies of about 10÷ 20 Hz, in the region that goes from 20 to 60 Hz. In such small regions it is
unlikely that the crossing of two lines may occur, and then we can expect that a possibly inappropriate
characterization of the (overall) SGWB spectrum with a power-law template is still reliable. Anyway,
it will be of fundamental importance, in future, to study in detail the various frequency features of
the overall SGWB spectrum, and then infer about the contributions of the possible mechanisms that
produced it, especially if it will be the case that many of them do actually give sensible contributions.
In this case, the generalized approach discussed in the previous section will be more appropriate.
56In (3.138) no repeated indices summation convention is implicit. Notice also that, while outside the
parentheses ν is used as an exponent, in ΩAν it is used just as a book-keeping index (adopting the
same convention of Allen and Romano [17, III.C]).
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Figure 3.13.: Comparison of the LIGO S5 95% upper limit and the projected Advanced LIGO
SGWB sensitivity with respect to some models of production for a cosmological (solid lines) or
astrophysical (dotted lines) background. With only few exceptions, the spectra of the various
models can be approximated with power-law templates (note the logarithmic scale), in the
sensitivity range of the detectors. Wait until section 4.2 for the actual values of the predicted
sensitivity of the two Advanced LIGO detectors [132]. Plot generated with [142].
plates (3.138):
〈Σα(f)〉 = T
2
∑
A
ΓAα (f)S
A
h (f) =
T
2
∑
A
ΓAα (f)S
A
ν′
(
f
f0
)ν′
, (3.139)
where ν ′ ≡ ν − 3, from the relation (3.62) between the energy densities ΩAgw(f) and the
spectral densities SAh (f).
This apparent simpliﬁcation hides a complication; the exponent ν ′ is actually an un-
known parameter as well as the energy densities ΩAgw, so, in principle, one has to estimate
this as well. This can't be done analytically for two reasons: ﬁrst of all, the estimation of
ν ′ requires the knowledge of the parameters ΩAgw, and vice-versa; second, for the nature
of the power-function, it is impossible to ﬁnd its MLE through the maximization of the
likelihood function (3.110b) unless one introduces some (model dependent) parameter
space over which ν ′ can vary. See further details in the discussion in Appendix B.2.3.
We can overcome this diﬃculty only ﬁxing the value of ν ′, and then studying numerically
the variation of the sensitivity (i.e. upper limits and, hopefully, in the near future,
estimations) to the SGWB signal. A common choice is ν ′ = −3, that is, ν = 0 in (3.138),
as reported in [9] for the LIGO S5 upper limit to Ω
(T )
0 , and as it seems reasonable for
some of the proposed mechanisms of production of an SGWB plotted in ﬁgure 3.13.
Then, ﬁxing the value of ν(′) (we will omit the prime later on) and considering only one
detector pair, α = (i, j), which now provides enough information, let us try to construct
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from (3.139) some estimators for the power-law spectral density parameters SAν . We
want them to be unbiased and then satisfying:
Σ(α)(f) =
T
2
∑
A
ΓA(α)(f) Ŝ
A
ν
(
f
f0
)ν
.
Moving to discrete frequencies fk, with k = 1, . . . ,M , we can rewrite the previous
equation as a linear system:
Σ(f1)
Σ(f2)
...
Σ(fM )
 = T2

Γ+2(f1)
(
f1/f0
)ν
Γ−2(f1)
(
f1/f0
)ν
. . . ΓS(f1)
(
f1/f0
)ν
Γ+2(f2)
(
f2/f0
)ν
Γ−2(f2)
(
f2/f0
)ν
. . . ΓS(f2)
(
f2/f0
)ν
...
...
. . .
...
Γ+2(fM )
(
fM/f0
)ν
Γ−2(fM )
(
fM/f0
)ν
. . . ΓS(fM )
(
fM/f0
)ν


Ŝ+2ν
Ŝ−2ν
...
ŜSν
 ,
(3.140)
Σ(fk) ≡ Σk = T
2
ΓA(fk)
(
fk/f0
)ν
ŜAν ≡
T
2
Γ˜ Ak ŜA
where the modiﬁed ORF matrix Γ˜ Ak is now an M × P application between the po-
larization and the frequency spaces, whose entries have been multiplied by the factors(
fk/f0
)ν
. With M ≡ T · fS ∼ 107 it is likely that the P = 5 columns of Γ˜ Ak are now
linearly independent, that is, the new ORF matrix has full rank in the columns. The
introduction of the power-law template (3.138) has the advantage of transforming an
under-determined situation in an over-determined one, which can be exactly solved. We
can read the expressions for the unbiased estimators ŜA from (3.130); by means of the
left pseudo-inverse of the modiﬁed ORF matrix, we have:
ŜA =
2
T
((
Γ˜T Γ˜
)−1) B
A
Γ˜ kB Σk (3.141)
with the notation: Γ˜ kB ≡ Γ˜T , the transpose of the modiﬁed ORF matrix. Notice that
the previous equation consists in a multiplication between a matrix,
(
Γ˜T Γ˜
)−1
, and a
vector, Γ˜TΣ, in the polarization space; we can rewrite both terms separately carrying
out the summation/integration over the frequencies:
Γ˜T Γ˜ ≡
M∑
k=1
Γ˜ kA Γ˜
B
k → T
ˆ
df
(
f
f0
)2ν
ΓA(f) ΓB(f) ≡ (M−1) B
A
(3.142a)
Γ˜TΣ ≡
M∑
k=1
Γ˜ kB Σk → T
ˆ
df (f/f0)
ν ΓB(f) Σ(f) (3.142b)
from which
ŜA ≡ 2
T
[ˆ
df
(
f
f0
)2ν
ΓA(α)(f) Γ
B
(α)(f)
]−1 ˆ
df (f/f0)
ν ΓB(α)(f) Σ(α)(f)
=
2
T
M BA
ˆ
df (f/f0)
ν ΓB(α)(f) Σ(α)(f). (3.143)
The matrix M BA acts as a normalization; see the discussion in Appendix C. This is by
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construction and for similarity with the previously discussed over-determine case, an
unbiased estimator. Its variance can be computed from (3.124) with the substitution
i′, j′ → i, j:
Var
[
ŜA
] ≈ 4
T 2
∑
B,C
M BA M
∗C
A
¨
df df ′
(
f
f0
)ν (f ′
f0
)ν
ΓBij(f) Γ
C
ij(f
′)∗
× 1
n
T
4
δ(f − f ′)Pi(f)Pj(f ′)
=
1
nT
∑
B,C
M BA M
∗C
A
ˆ
df
(
f
f0
)2ν
ΓBij(f) Γ
C
ij(f)
∗ Pi(f)Pj(f). (3.144)
In the ﬁrst line, we did the usual leading order approximation, neglecting all the terms
containing the SGWB power spectrum, Sh. Notice how the integral in the previous equa-
tion resembles (the inverse of) the normalization matrix M−1, as deﬁned in (3.142a).
3.4.3.5. Combining multiple pairs or diﬀerent noise periods of measurement
We now want to improve the results of the previous section, as concerns the estimators
obtained by means of the power-law templates for the SGWB spectral density (3.141),
combining multiple pairs of detectors. This incidentally correspond computationally
to combine diﬀerent periods of measurements with diﬀerent noises; this possibility was
already anticipated in section 3.1.
Disposing of the data from several pairs α = (ij) of detectors, we can compute the
estimator (3.141) corresponding to each pair: (α)ŜA, with α = 1, . . . ,
(
N
2
)
. We want to
combine them in order to obtain an overall estimator for the various detector pairs that
is optimal under certain criteria. The basic idea to combine diﬀerent detector pairs, or
diﬀerent noise periods of measurement as well, is to weight the most the less noisy ones
and less those more noisy.
The estimators (α)ŜA are unbiased, that is, they all have the same mean, which cor-
responds to the power-law constant for the polarization component A of the SGWB
spectral density: SA, S
A
h (f) = SA
(
f/f0
)ν
. Then, the only way to combine the diﬀerent
detector pairs in order to preserve this property is to construct a linear combination of
the form:
ŜA ≡
∑
α λα
(α)ŜA∑
α λα
, (3.145)
whose expectation value is indeed:
〈
ŜA
〉
=
∑
α λα
〈
(α)ŜA
〉∑
α λα
= SA
∑
α λα∑
α λα
= SA.
As we want this mean to remain ﬁxed, that is, the overall estimator to be unbiased, the
only criteria we may adopt to optimally combine the estimator from diﬀerent detector
pairs is to minimize the overall variance or, conversely, maximize the signal-to-noise
ratio (SNR), deﬁned as the ratio between the mean and the square root of the variance
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of (3.145).57 The variance of the previous estimator is:
N2 ≡
〈
ŜA
2
〉
− 〈ŜA〉2 = ∑α,β λαλβCov[(α)ŜA, (β)ŜA](∑
α λα
)2 .
The covariance matrix can be computed from (3.124), which shows that to the leading
noise contributions this is diagonal in the detector pairs (munlti-)indices:
Cov
[(α)
ŜA,
(β)ŜA
]
= δαβVar
[(α)
ŜA
]
+O(P−1Sh),
therefore the variance of the overall statistic (3.145) reduces to:
N2 ≡
〈
ŜA
2
〉
− 〈ŜA〉2 = ∑α λ 2αVar[(α)ŜA](∑
α λα
)2 .
The (square of the) SNR which we want to maximize is:
SNR2 = S 2A
(∑
α λα
)2
∑
α λ
2
αVar
[(α)
ŜA
] .
This indeed can be rewritten by means of the inner product between two real
(
N
2
)
-
dimensional vectors :
(a, b) ≡
∑
α
aαbαVar
[(α)
ŜA
]
,
SNR = SA
(
λα,Var
[(α)
ŜA
]−1)(
λα, λα
)1/2
This expression is maximized if the vectors with components λα and Var
[(α)
ŜA
]
are
parallel, so λα ≡ Var
[(α)
ŜA
]−2
(apart for an irrelevant overall normalization). Physically
this means that more noisy pairs are weighted less in computing the overall estimator:
ŜA =
∑
α
(α)ŜA ·Var
[(α)
ŜA
]−1∑
α Var
[(α)
ŜA
]−1 . (3.146)
If the index α was referred instead to diﬀerent periods of measurement, where the de-
tector noises are diﬀerent, and then, where the corresponding variances of the estimator
(α)ŜA may vary as well, the procedure that we have just described can be repeated in all
of its form, yielding a result for the overall estimator, obtained form the combination of
diﬀerent noise measurement periods, equivalent to that written in (3.146). Now α vary
from 1 to the number of these periods.
57The estimators ŜA, thought as stochastic variables, are described by means of Gaussian distributions
(see the discussion in Appendix B.2.2), which are completely described by the values of their mean and
variance. As the mean of the overall statistic (3.145) is ﬁxed from the condition that the corresponding
estimator is unbiased, the only sound criteria to optimize its performances is to minimize the variance,
or, conversely, maximize the SNR.
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3.4.4. Computation of the test statistic
We now have all the tools to compute the generalized likelihood ratio test (GLRT)
statistic (3.118), in order to test the hypotheses (3.109), for the detection of an SGWB
signal. We begin computing the Neyman-Pearson (NP) test statistic (3.114), which is
not an actual statistic in the case of composite hypotheses, and therefore it must be
modiﬁed by substituting the MLEs for the unknown parameters, as prescribed by the
GLRT.
3.4.4.1. Standard cross-correlation statistic
The NP statistic is given by the ratio of the likelihood functions (3.110):
Λ(s˜) =
p
(
s˜|H1
)
p
(
s˜|H0
) = exp [− ˆ df 1
n
∑
I
∑
i,j
s˜∗I,i(f)
([(
P +
∑
AΓ
ASAh
)−1]
ij
− δijP−1j
)
s˜I,j(f)
+ T2 log det
(
1 + P−1
∑
AΓ
ASAh
)]
. (3.147)
Before generalizing it by substituting the unknown parameters SAh with their MLEs, it is
convenient to ﬁnd an equivalent statistic that is much easier to work with, approximating
the previous equation to the leading orders in P−1Sh . 10−2. Two statistics are said to
be equivalent if, in simple terms, they give equivalent information about the data s˜.58
First of all, we can ﬁnd a statistic equivalent to Λ(s˜) simply removing the exponential,
which is a one-to-one map and then it satisﬁes the relation between equivalent statistics
(see note 58). Then, we expand the terms in Λ(s˜) containing P and Sh to the leading
orders in P−1Sh:[
P +
∑
AΓ
ASAh
]−1 − P−1 = [P (1 + P−1∑ΓSh)]−1 − P−1
=
(
1 + P−1
∑
ΓSh
)−1
P−1 − P−1
=
(
1 − P−1∑AΓASAh +O((P−1Sh)2))P−1 − P−1
= −P−1∑AΓASAh P−1 +O(2), (3.148)
log det
(
1 + P−1
∑
AΓ
ASAh
)
= tr log
(
1 + P−1
∑
AΓ
ASAh
)
= tr
(
P−1
∑
AΓ
ASAh − 12
(
P−1
∑
AΓ
ASAh
)2)
+O(3).
(3.149)
In computing the expansion of the matrix logarithm we used the identity (C.2). Also,
we needed to expand this term one order further respect to the inverse cross-correlation
because, when the latter is contracted with s˜∗i (f) s˜j(f), which corresponds in expectation
58More formally, two statistics Y (s˜) and W (s˜) are equivalent if there exists a one-to-one function g
from the image of Y onto the image of W such that W = g(Y ) [130, 2.3]. Equivalence really is an
equivalence relation on the collection of statistics for a given statistical experiment; this means that
the probability of the statistic Y , taken before performing the experiment and thought as a random
variable, to have the outcome y is the same as that of the equivalent statistic W = g(Y ) to have the
outcome w = g(y).
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value to an O(1) term if i 6= j, it has already O(2).59 With these simpliﬁcations, we
can deﬁne the equivalent statistic, up to the second order in P−1Sh, to the NP statistic
Λ(s˜):
Y (s˜) ≡
ˆ
df
1
n
∑
I
∑
i,j
s˜∗I,i(f)
∑
A Γ
A
ij(f)S
A
h (f)
Pi(f)Pj(f)
s˜I,j(f)
− T
2
tr
[
P−1
∑
AΓ
ASAh − 12
(
P−1
∑
AΓ
ASAh
)2]
. (3.150)
We can observe that we could also have obtained a similar result directly expanding the
logarithm of the likelihood functions ratio with respect to the small parameters SAh (f)
we want to test; making use of the expansion (B.3), we have:
Y (s˜) ≡ log p(s˜|SAh , H1)− log p(s˜|H0) = ∑A∂ log p(s˜|SAh )∂SAh
∣∣∣∣
SAh =0
· SAh (f) +O(3)
=
ˆ
df
1
n
∑
I
N∑
i,j=1
s˜∗I,i(f)
∑
A Γ
A
ij(f)S
A
h (f)
Pi(f)Pj(f)
s˜I,j(f)
− T2 tr
[
P−1
∑
AΓ
ASAh − 12
(
P−1
∑
AΓ
ASAh
)2]
+O(3).
Let us now see how to interpret the trace terms in the previous equations. First of all, we
assume for the moment to know exactly the noise, Pi(f), and also the SGWB spectral
densities, SAh (f), that is, we don't need to substitute in Λ(s˜) or in Y (s˜) their estimators,
and when we will calculate the expectation value this quantities behave like constants.
With these considerations, we can see that the trace term actually is a constant oﬀset,
which has the purpose of canceling out the noise term from the correlations calculated
with respect to the data of the same detector, that is, the terms in (3.147) or (3.150)
proportional to
〈
s˜∗i (f) s˜j(f)
〉
with i = j. Indeed, the expectation value of the integrand
in (3.150) is:
∑
i,j
∑
AΓ
A
ijS
A
h
PiPj
〈
s˜∗i s˜j
〉− T2 tr[P−1∑AΓASAh − 12(P−1∑AΓASAh )2] =
=
T
2
tr
[
P−1
∑
AΓ
ASAh P
−1(P +∑AΓASAh )T − P−1∑AΓASAh + 12(P−1∑AΓASAh )2)]
=
3T
4
tr
[
P−1
∑
AΓ
ASAh P
−1∑
AΓ
ASAh
]
, (3.151)
where the term
(
P +
∑
AΓ
ASAh
)(T )
is symmetric, for the correlator
〈
s˜∗i s˜j
〉
is so (see the
discussion at the end of section 3.3.2.6), and then it equals its transpose. Notice that the
diagonal part of the correlator (3.109b), that is, the terms dominated by the noises Pi(f),
cancels with the corresponding term in the trace; this means that the trace actually has
the role of canceling the noisy diagonal O(1) terms, leaving all the expectation value of
the integrand of (3.147), or (3.150), to O(2). To put it in another way, we can observe
that the presence of a gravity background is a phenomenon of O(2), i.e. of the second
order in powers of the ratio of the SGWB and the detector noises spectral densities; as
59In the previous expansions we made use of the convention (3.127) for counting the orders of smallness
in the expansions in powers of P−1Sh.
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a consequence, the detection of a GW background is indeed a very hard task, for the
smallness of Sh compared to Pi. Also, as the NP equivalent statistic Y (s˜) is an object
whose expectation value is O(2), we could wonder about constructing another equivalent
statistic that is manifestly O(2), for example, simplifying equation (3.150) by getting rid
of the trace factor. This aim will be reinforced by the next consideration.
The assumptions we made in order to calculate the previous expectation value are in
general not true because, besides the SGWB spectra SAh (f), we never know with absolute
accuracy the noise spectral densities Pi(f), and the relative uncertainties will enter
equation (3.151) dominating its value. This is due to the noise and to the possible
sources that contribute to its variance, which are much larger than the SGWB signal
we're trying to detect. It was for this reason that Michelson, already in 1987, realized
that the key idea to detect a GW signal is to reduce as much as possible the eﬀects due
to the detector noises by correlating the signals from diﬀerent detectors [147].
Then, we can follow this idea, getting rid of the dominant noise contributions by leaving
out from (3.150) the diagonal, i = j, terms in the summation over the detectors indices,
and therefore omitting the oﬀset trace that has the role of counterbalancing them.
We deﬁne then the standard cross-correlation statistic [18, 9, 86] for the research of an
SGWB as:
Y (s˜) ≡ 1
n
n∑
I=1
N∑
i,j
(i 6=j)
ˆ
df s˜∗I,i(f)
∑
A Γ
A
ij(f)S
A
h (f)
Pi(f)Pj(f)
s˜I,j(f). (3.152)
We can notice that this function of the data is proportional to 1/n, which in turn is
proportional to the inverse of the measurement time, Ttot; this will be a key feature of
this statistic when we will analyze its performance according to the NP Lemma.
It is immediate to check that its expectation value is similar to that of the statis-
tic (3.150), and in particular it diﬀers from (3.151) by a numerical factor of 3/2, which is
irrelevant for the deﬁnition of a test statistic. In practice, what we have done was choos-
ing to ignore the information coming from the correlations calculated with the data of a
single detector in order to get rid of the disturbance inherent with its noise; the loss of
information is compensated by the reduction of the noise and the overall simpliﬁcation
of the expressions.60
Notice also that with the compact vector notation of section 3.4.3, we can rewrite (3.152)
as:
Y (s˜) ≡ 2
T
ˆ
df Σ˜αΓ Aα SA =
2
T
ˆ
df Σ˜TΓSh,
where Σ˜ij ≡ P−1i ΣijP−1j is the normalized cross-correlation estimator (3.122) with
respect to the noise power spectra. Notice also that in the previous equation it shows
a factor of 2, respect to (3.152), because we have ordered the detector pairs indices
α = (i, j) in an ascending way, that is, (1, 2), (1, 3) (1, 4), . . . , (N − 1, N), and then we
have counted only a half of the possible i, j combinations.
60Of course, also those correlations calculated with the data of the same detector would give a little
contribution for the signal detection, but such a contribution is almost completely negligible for the
uncertainties on the detector noises that dominate the overall signal; so, it is usually preferable to
ignore these terms, obtaining much simpler expressions.
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3.4.4.2. Comments and observations about the standard test statistic
The same result of (3.152) is presented in modern GW literature [17, 138] with a slightly
diﬀerent approach based on amatching ﬁlter procedure. Indeed, for the importance of the
cross-correlation in the signals characterization, as extensively discussed in section 3.3,
we could have tried to directly ﬁnd a test statistic based on an optimal cross-correlation
estimator:
Y (s˜) =
ˆ
df s˜∗i (f) s˜j(f) Q˜ij(f), (3.153)
where Q˜ij(f) is a real ﬁlter function, which has to take into account the diﬀerences in
the locations and orientations of the detectors, as well as the noise power spectra of the
detectors. We can ﬁnd the optimal statistic, ﬁxing the value of Q˜, by maximizing its
SNR:
S ≡ 〈Y (s˜)〉 = ˆ df 〈s˜∗i (f) s˜j(f)〉Q˜(f) (i 6=j)= T2
ˆ
df
∑
A Γ
A
ijS
A
h Q˜ij(f),
N2 ≡ 〈Y (s˜)2〉− 〈Y (s˜)〉2∣∣∣
Sh=0
=
¨
df df ′
〈
s˜∗i (f) s˜j(f) s˜i(f
′) s˜∗j (f
′)
〉
Q˜ij(f)Q˜ij(f
′)
=
¨
df df ′
〈
s˜∗i (f) s˜i(f
′)
〉〈
s˜j(f) s˜
∗
j (f
′)
〉
Q˜ij(f)Q˜ij(f
′)
(3.109a)
=
1
4
¨
df df ′ δT (f − f ′)Pi(f) δ(T )(f − f ′)Pj(f ′) Q˜ij(f)Q˜ij(f ′)
=
T
4
ˆ
df Pi(f)Pj(f)
∣∣Q˜ij(f)∣∣2. (3.154)
In the last line, as usual, we integrated one truncated delta function as if it were an
actual Dirac delta, δ(f − f ′), and we substituted the value δT (0) of the other one; see
for reference the relative deﬁnition in section 3.1. The SNR of the statistic (3.153) is:
S
N
= T
1/2
´
df
∑
A Γ
A
ijS
A
h Q˜ij(f),[ ´
dfPi(f)Pj(f)
∣∣Q˜ij(f)∣∣2]1/2
which resembles the form of a positive deﬁnite scalar product between complex functions
A(f) and B(f):
(A,B) =
ˆ
df A∗(f)B(f)Pi(f)Pj(f),
S
N
≡ T 1/2
(
Q˜,
∑
A Γ
A
ijS
A
h
)(
Q˜, Q˜
)1/2 ,
which is maximized by deﬁning:
Q˜ij(f) ≡ const.
∑
A Γ
A
ij(f)S
A
h (f)
Pi(f)Pj(f)
. (3.155)
Substituting this optimal ﬁlter function in (3.153), and considering the possibility of
adding more uncorrelated segments and detector pairs, we obtain the same result of
equation (3.152).
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As it was already anticipated in 3.4.2, the test statistic (3.152), as well as the optimal
ﬁlter function (3.155), depends on the unknown SGWB spectral densities SAh (f); this
is a consequence of the fact that we have deﬁned a complex hypothesis H1, where the
p.d.f. (3.110b) is not completely known because of the values of the parameters SAh (f).
For this reason the function of the data Y (s˜), as deﬁned in (3.152), is not an actual
statistic, that is, a function that we do know a priori from the values of the data only.
In the literature [17, 18, 86], where only one mode of polarization (the tensor one)
is taken into account, the usual way to evade this diﬃculty is to use the power-law
templates (3.138) and then construct a set of ﬁlters Q˜ij(f ; ν) with diﬀerent values of
the power-law parameter ν. Indeed, substituting S
(T )
h (f) = Sν
(
f/f0
)ν
into (3.155) (and
neglecting the summation on the polarizations), we obtain a ﬁlter function proportional
to
(
f/f0
)ν
and where the constant spectral density parameter Sν can be reabsorbed
into the constant part of Q˜ij(f ; ν), which is irrelevant for the purposes of the test. With
this assumptions, the functions Y (s˜; ν) becomes some actual test statistics, and they
are worth for searching an SGWB, whose results have been published, for example,
in [9]. This simpliﬁcation, however, is not suitable for the detection of diﬀerent modes
of polarization, where a GLRT algorithm is more appropriate, and which will be the
subject of the next section.
3.4.4.3. Generalized statistics in diﬀerent situations
Following the prescriptions of the GLRT, in order to obtain an actual test statistic, we
have to generalize (3.152) substituting therein the MLEs for the unknown parameters.
Let us start with the over-determined case (3.130); it will be convenient, for the clarity
of writing, to work out the matrix multiplications without explicating the indices:
YG(s˜) =
1
nT
n∑
I=1
∑
i,j
(i 6=j)
ˆ
df
s˜∗I,i(f) s˜I,j(f)
Pi(f)Pj(f)
∑
A
ΓAij(f) Ŝ
A
h (f) (3.156a)
(3.130)
=
2
T
ˆ
df Σ˜TΓŜh =
4
T 2
ˆ
df Σ˜TΓ
((
ΓTΓ
)−1
ΓTΣ
)
(3.156b)
≡ 1
(nT )2
n∑
I,J
∑
i,j
(i 6=j)
∑
k,l
(k 6=l)
ˆ
df
s˜∗I,i(f) s˜I,j(f) s˜
∗
J,k(f) s˜J,l(f)
Pi(f)Pj(f)
×∑AΓAij∑B((ΓTΓ)−1)ABΓBkl. (3.156c)
This is the GLRT statistic, or generalized statistic, for short, in the case of an over-
determined system of detector pairs-polarizations, where it is possible, at least in prin-
ciple, to reconstruct the SGWB polarizations, frequency by frequency. The combination
of ORF matrices Γ
(
ΓTΓ
)−1
ΓT , that appears in line (3.156b), can be interpreted as the
projection operator on the image of the ORF matrix, meant as a linear operator between
the polarizations and the detector pairs spaces; details about this will be presented in
Appendix C.3. This operator is needed, in a certain sense, to ﬁlter the overabundant
degrees of freedom of an over-determined system, projecting the
(
N
2
)
-dimensional space
of the detector pairs onto the smaller P -dimensional polarization space.
If we consider instead the exact case of the reconstruction of three modes of polarization
with three detectors, as studied by Nishizawa et al. [160], where the ORF matrix is square
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(and that, we assume, invertible, except for few frequencies we can cut oﬀ):
YG(s˜) =
1
nT
n∑
I=1
∑
i,j
(i6=j)
ˆ
df s˜∗I,i(f) s˜I,j(f)
∑
A Γ
A
ij(f) Ŝ
A
h (f)
Pi(f)Pj(f)
=
2
T
ˆ
df Σ˜TΓŜh
(3.134)
=
4
T 2
ˆ
df Σ˜TΓ
(
Γ−1Σ
)
=
4
T 2
ˆ
df Σ˜TΣ
≡ 2
(nT )2
n∑
I,J
∑
i,j
(i 6=j)
ˆ
df
s˜∗I,i(f) s˜I,j(f) s˜
∗
J,i(f) s˜J,j(f)
Pi(f)Pj(f)
. (3.157)
A similar expression can be obtained in the more likely case of an under-determined
system of detector pairs-polarizations:
YG(s˜) =
2
T
ˆ
df Σ˜TΓŜh
(3.137)
=
2
T
ˆ
df Σ˜TΓ
(
Ŝlss + PN(Γ)r
)
(3.158a)
=
2
T
ˆ
df Σ˜ΓŜlss
(3.136)
=
4
T 2
ˆ
df Σ˜Γ
(
ΓT
(
ΓΓT
)−1
Σ
)
=
4
T 2
ˆ
df Σ˜TΣ (3.158b)
=
2
(nT )2
n∑
I,J
∑
i,j
(i 6=j)
ˆ
df
s˜∗I,i(f) s˜I,j(f) s˜
∗
J,i(f) s˜J,j(f)
Pi(f)Pj(f)
. (3.158c)
As discussed in 3.4.3.2, the most general estimator in the under-determined case is
constructed by adding to the least-square solution, Ŝlss, a term proportional to the
projection operator on the null space of the ORF matrix, PN(Γ), which, of course, yields
zero if multiplied by Γ. Further discussion about the construction and the properties of
this operator can be found in Appendix C.2. As we stated at the end of section 3.4.3.2,
for the statistic is not suﬃcient to reconstruct all the polarization modes, the MLEs for
the parameters SAh (f) don't exist, but it exists the MLE for the whole cross-correlation
〈s˜∗s˜〉 ∝ ΓSh. Then, in the deﬁnition of the generalized statistic YG (3.158a) in the
under-determined case, rather then substituting the MLEs for SAh (f), we substituted
that for the cross-correlation
∑
A Γ
A
ijS
A
h , and, for this reason, this procedure is still in
accordance with the prescription of the GLRT.
We can observe that in the generalized test statistics YG(s˜) for the exact and under-
determined cases, it has disappeared the dependence on the ORF matrix. In fact, this
dependence is hidden in the expectation values of the data and their correlations, and
it will reappear in the next section when we will compute the expectation value and the
variance of these generalized statistics.
Moreover, we can compute a similar generalized statistic for the case where we use the
power-law templates (3.138) to reconstruct the diﬀerent SGWB polarization modes, as
discussed in section 3.4.3.4. Let us start considering only one pair of detectors, that is,
a ﬁxed value for the multi-index α = (i, j), and a ﬁxed value of the power-law exponent
ν:
(α)YG(s˜; ν) =
1
nT
n∑
I=1
ˆ
df
s˜∗I,i(f) s˜I,j(f)
Pi(f)Pj(f)
∑
A
ΓAij(f) Ŝ
A
h (f)
=
1
T
ˆ
df Σ˜(α)(f) Γ
A
(α)(f)
(
f/f0
)ν
ŜA
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(3.140)
=
1
T
Σ˜kΓ˜ Ak ŜA
(3.141)
=
2
T 2
Σ˜kΓ˜ Ak M
B
A Γ˜
k′
B Σk′
(3.143)
=
2
T 2
( ˆ
df Σ˜(α)(f) Γ
A
(α)(f)
(
f/f0
)ν)
M BA
( ˆ
df ′Σ(α)(f ′) Γ A(α)(f
′)
(
f ′/f0
)ν)
=
2
(nT )2
∑
I,J
∑
A,B
MAB
¨
df df ′
s˜∗I,i(f) s˜I,j(f) s˜
∗
J,i(f
′) s˜J,j(f ′)
Pi(f)Pj(f)
× ΓAij(f) ΓBij(f ′)
(
f f ′
f 20
)ν
(3.159)
where Σ˜k ≡ Σ˜(ij)(fk) = Σ(ij)(fk)P−1(i) (fk)P−1(j) (fk). The generalized test statistics con-
structed for every pair of detectors can then be combined by means of the procedure
shown in section 3.4.3.5. Also, a set of test statistic, diﬀering for the various values
allowed for the parameter ν, can be constructed and used to test the statistical hypothe-
ses (3.109).
3.4.4.4. Probability density function for the generalized statistic
In order to perform the hypothesis test (3.118), which consists in comparing the gener-
alized statistic YG(s˜) with the threshold η given in (3.119), we need to consider YG(s˜),
before performing the experiment, as a function of stochastic variables, and therefore a
stochastic variable itself, and then discuss about its probability density function (p.d.f.).
For the rest of this section, with the notation YG, without the argument between paren-
theses, we will intend the stochastic variable constructed by the combination of stochastic
variables s˜I,i(f).
As a ﬁrst consideration, we can observe form (3.156c), or (3.157) and (3.159), that the
stochastic variable YG, for the hypothesis of stationarity of both the GW signal and the
detector noises (see sections 3.3.1.2 and 3.3.2.1), is given by the summation/integration
over all the frequencies of a very large number of uncorrelated stochastic variables(
s˜∗i (f) s˜j(f) s˜
∗
k(f) s˜l(f)
)
, whose variances contributes each in an inﬁnitesimal way to
the overall variance of YG.
61 Therefore, we meet again the Lyapunov's conditions [34,
27] for the validity of the central limit theorem (CLT) for the variable YG, and then its
p.d.f. can be approximated with a Gaussian distribution: YG ∼ N(µ, σ2). Therefore, in
order to fully characterize this scalar stochastic variable, we only need to compute the
values of its mean, µ, and variance, σ2.
As a simpliﬁed example of what we are going to do, let us start calculating the moments
µ and σ2 of the stochastic variable Y corresponding to the standard NP statistic (3.152),
as if we knew the SGWB spectral densities. In this case, it is immediate to compute its
expectation value from the values of the correlator
〈
s˜∗i (f) s˜j(f)
〉
according to the two
61The validity of the last statement, that the variances of the compound random variables
s˜∗i (f) s˜j(f) s˜
∗
k(f) s˜l(f) are inﬁnitesimal with respect to the overall variance of YG, follows from the
gaussianity of the detector outputs s˜i(f) and from the Wick-Isserlis theorem [109]. This allows to
break higher order correlators into sums and products of two point correlators (see note 48), which
in practice correspond to products of the detector noises, Pi(f)Pj(f) . . .. These functions undergo
several controls that aim to cut oﬀ those frequencies (typically, resonances) where the spectral den-
sity is too large, and where the reconstruction of the underlying gravitational signal is unlikely. This
guarantees the gaussianity of also the test variable YG.
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hypotheses to test (3.109):
1
nT
∑
I
〈
s˜∗I,i(f) s˜I,j(f)
〉
i 6=j =
{
0 H0
1
2
∑
A Γ
A
ijS
A
h H1
,
µ ≡ 〈Y 〉 (3.152)=
0 H01
2
∑
i,j
ˆ
df
(∑
A Γ
A
ij(f)S
A
h (f)
)2
Pi(f)Pj(f)
H1
(3.160)
Its variance can be readily obtained from the four point correlator (3.124), which is
dominated by the noise power spectra and then, as we have already observed, we can
ignore the GW signal contributions to it:
σ2 ≡ 〈Y 2〉− 〈Y 〉2 = 1
nT
∑
I
∑
i,j
ˆ
df
(∑
A Γ
A
ij(f)S
A
h (f)
)2
Pi(f)Pj(f)
+O(3), (3.161)
respect to both H0 and H1. This same result could have been directly read from (3.154),
substituting the optimal ﬁlter function (3.155). Notice that, in computing the previous
moments, the only stochastic part of Y , whose p.d.f. is conditioned by the hypotheses
H0 or H1, is that containing the variables s˜i(f), while the term
∑
A Γ
A
ijS
A
h in (3.152) is
ﬁxed, though unknown, and then it is not subject to these hypotheses. From (3.160)
and (3.161) we learn that the hypothesis test has in fact the role of distinguishing between
two Gaussian distributions with the same variance but one centered in zero and the other
whose mean value is as big as strong it is the signal we want to detect.
We pass now to the study of the moments of the stochastic variable corresponding to
the generalized statistic YG. For the computation of its mean, we recover the four point
correlator (3.124):
4
(nT )2
n∑
I,J
〈
s˜∗I,is˜I,j s˜
∗
J,ks˜J,l
〉
= 4
T 2
〈
s˜∗i s˜j
〉〈
s˜∗ks˜l
〉
+ 4
nT 2
[〈s˜∗i s˜∗k〉〈s˜j s˜l〉+ 〈s˜∗i s˜l〉〈s˜j s˜∗k〉] (3.162)
In the case of (3.157), (3.158c) and (3.159) k = i and l = j, and for (3.156c), (3.157)
and (3.158c) the detector outputs are all evaluated at the same frequency, hence the
term 〈s˜∗i s˜∗k〉〈s˜j s˜l〉 within square brackets is proportional to δT (2f)2 and then identically
vanishes.
We begin with the over-determined case, for it hides some diﬃculties; the expectation
value of YG according to the hypotheses (3.109a) and (3.109b) is:
4
(nT )2
∑
I,J
〈
s˜∗I,is˜I,j s˜
∗
J,ks˜J,l
〉
=
{
1
nPiδilPjδjk H0(∑
ΓijSh
)(∑
ΓklSh
)
+ 1n
(
PiδilPjδjk +O(2)
)
H1
which, contrarily to (3.160), for both the hypotheses, contains the eﬀects of the detector
noises, as a sort of oﬀset. Though these terms are suppressed for large n [17, IV.A], we
are not allowed to neglect them because the one containing the stochastic background,
once adequately normalized by means of the noise spectral densities, has O(2) and then
it could be of the same order, or smaller than the others. As far as we don't know how
much is the intensity of the SGWB, we can't think to get rid of the noise oﬀset terms by
simply improving our detectors, reducing Pi(f), and increasing the measurement time
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Ttot, and then diminishing the 1/n factor.
Therefore, the only way to get rid of these disturbances, recovering an easy to test expres-
sion similar to equation (3.160), is to assume to compute the SGWB spectral density es-
timators and the other terms that enter the deﬁnition of the generalized statistic (3.156c)
with respect to diﬀerent segments, that is: I 6= J . With this further assumption, valid
only for the over-determined case generalized statistic, the expectation value (3.162)
simpliﬁes to the only term 4
T 2
〈
s˜∗i s˜j
〉〈
s˜∗ks˜l
〉
, whose expectation value respect to the two
hypotheses is:
4
(nT )2
∑
I,J
(I 6=J)
〈
s˜∗I,is˜I,j s˜
∗
J,ks˜J,l
〉
=
{
0 H0(∑
AΓ
A
ijS
A
h
)(∑
BΓ
B
klS
B
h
)
H1
Then, for the expectation value of the generalized statistic in the over-determined case,
we have, according to H1:
〈YG〉 (3.156b)= 4
T 2
ˆ
df
〈
Σ˜TΓ
(
ΓTΓ
)−1
ΓTΣ
〉
(I 6=J)
=
4
T 2
ˆ
df
〈
Σ˜T
〉
Γ
(
ΓTΓ
)−1
ΓT
〈
Σ
〉
=
ˆ
df
〈
Σ˜T
〉
Γ
(
ΓTΓ
)−1
ΓTΓSh =
ˆ
df
〈
Σ˜T
〉
ΓSh (3.163)
=
1
2
∑
i,j
ˆ
df
∑
A Γ
A
ij(f)S
A
h (f)
Pi(f)Pj(f)
∑
BΓ
B
ij(f)S
B
h (f)
=
1
2
∑
i,j
ˆ
df
(∑
A Γ
A
ij(f)S
A
h (f)
)2
Pi(f)Pj(f)
which is identical to that for the NP test statistic (3.160). In the previous equation,
we could have directly obtained the result in the second line (3.163) from the deﬁ-
nition (3.156a) of generalized statistic YG =
4
T 2
´
df Σ˜TΓŜh by observing that in the
over-determined case the (vector) estimator Ŝh is unbiased, and then its expectation
value equals (the vector) Sh.
Also the stochastic variable (3.159), where we reconstructed the SGWB power spectrum
by means of templates, belongs to the over-determined cases and suﬀers of the same
problem. From (3.162) we can compute the expectation value of the stochastic part of
its integrand according to the two hypotheses (3.109):
4
(nT )2
∑
I,J
〈
s˜∗I,i(f) s˜I,j(f) s˜
∗
J,i(f
′) s˜J,j(f ′)
〉
=
=
{
δ(f−f ′)
nT PiPj H0(∑
ΓijSh(f)
)(∑
ΓijSh(f
′)
)
+ δ(f−f
′)
nT
(
Pi(f)Pj(f
′) +O(2)) H1
Again, we can only get rid of the noise oﬀset by assuming to compute the estimators ŜA
and the remaining stochastic part of (3.159) on diﬀerent segments, I 6= J . In this way,
the correlator reduces to the usual form:
4
(nT )2
∑
I,J
(I 6=J)
〈
s˜∗I,i(f) s˜I,j(f) s˜
∗
J,i(f
′) s˜J,j(f ′)
〉
=
{
0 H0(∑
AΓ
A
ij(f)S
A
h (f)
)(∑
BΓ
B
ij(f
′)SBh (f
′)
)
H1
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and, the expectation of (ij)YG is then:
〈
(ij)YG
〉 ≡ µ (3.159)=
0 H01
2
ˆ
df
(∑
A Γ
A
ij(f)S
A
h (f)
)2
Pi(f)Pj(f)
H1
(3.164)
In the 3× 3 case or of an under-determined system, no other assumption is needed and,
from (3.162), we immediately have:
2
(nT )2
∑
I,J
〈
s˜∗I,is˜I,j s˜
∗
J,is˜J,j
〉
=
{
0 H0
1
2
(∑
AS
A
h (f) Γ
A
ij(f)
)2
H1
(3.165)
and the average of the stochastic variable YG follows as:
〈YG〉 ≡ µ =

0 H0
1
2
∑
i,j
ˆ
df
(∑
A Γ
A
ij(f)S
A
h (f)
)2
Pi(f)Pj(f)
H1
(3.166)
The computation of the variance of the previous variables is more involved as it re-
quires the computation of an 8-point correlator. For this reason, in this section we limit
ourselves to quote the result of the full computation that can be found in Appendix B.3.
First of all, we can rewrite all the generalized statistics YG for the various cases we
have encountered by means of a four-indices tensor, which is supposed not to contain
any stochastic dependence, and grouping together all the detector output stochastic
variables:
YG =
1
(nT )2
n∑
I,J
∑
i,j
(i 6=j)
∑
k,l
(k 6=l)
ˆ
df Mijkl(f) s˜
∗
I,i(f) s˜I,j(f) s˜
∗
J,k(f) s˜J,l(f) (3.167)
where
Mijkl =

∑
A,B
ΓAij
(
(ΓTΓ)−1
)AB
ΓBkl
PiPj
over-det.
2
δikδjl
PiPj
3× 3
2
δikδjl
PiPj
under-det.
(3.168)
By means of this tensor, we can formally write the variance as:
Var[YG] = σ
2 ≡ 〈YG Y ∗G 〉− 〈YG〉〈YG〉∗
=
(
1
nT
)4∑
I,J
∑
I′,J ′
∑
i,j
k,l
∑
i′,j′
k′,l′
¨
df df ′MijklM∗i′j′k′l′
× 〈s˜∗I,is˜I,j s˜∗J,ks˜J,l s˜I′,i′ s˜∗I′,j′ s˜J ′,k′ s˜∗J ′,l′〉− 〈YG〉〈YG〉∗ (3.169)
where the quantities with primed indices depend on f ′.
A similar expression can be found for the variable (ij)YG in (3.159), where we made use
of the power-law templates (3.138) for the stochastic background spectrum and which
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we computed respect to only one pair of detector, i, j:
(ij)YG =
1
(nT )2
n∑
I,J
∑
k,l
(k 6=l)
¨
df df ′Mijkl(f) s˜∗I,i(f) s˜I,j(f
′) s˜∗J,k(f) s˜J,l(f
′)
where:
Mijkl = 2
δikδjl
Pi(f)Pj(f)
∑
A,BM
ABΓAij(f) Γ
B
ij(f
′)
(
f f ′
f 20
)ν
. (3.170)
Its variance is then:
Var
[(ij)
YG
]
= σ2 =
(
1
nT
)4∑
I,J
∑
I′,J ′
∑
k,l
k′,l′
˘
df df ′df ′′df ′′′MijklM∗ijk′l′
× 〈s˜∗I,is˜I,j s˜∗J,ks˜J,l s˜I′,is˜∗I′,j s˜J ′,k′ s˜∗J ′,l′〉− 〈YG〉〈YG〉∗. (3.171)
The 8-point correlator in the previous equations can be splitted, thanks to the Wick-
Isserlis theorem [146], into 8!
2!4·4! = 105 combinations of
(
8
2
)
= 28 diﬀerent 2-point corre-
lators. Fortunately, the only terms that actually contribute to the leading order are just
a few. As in the case of the NP statistic (3.161), they will be only the ones made out
with combinations of the noise spectral densities: Pi(f).
Then, let us make a guess for the possible form of this 8-point correlator expansion.
First of all, we can observe that the main contributions come from correlations between
terms with i 6= j and k 6= l, and similarly for the relative primed quantities, because
these correlations don't contain the noises. Also, those cross-correlations with two or
none complex conjugate variables, that is, 〈s˜∗s˜∗〉 or 〈s˜s˜〉, are suppressed by a factor 1/n,
as we have already found in (3.162), and then the combinations made out with four of
them are either O(n−2) or O(n−4), and can be neglected in ﬁrst approximation. These
considerations simplify many possible combinations, but not enough though.
In the case of the over-determined system, we have also to pick those correlations between
segments with I, I ′ 6= J, J ′, which are the only ones that can involve the same segments.
In this case the result is given in (B.10):(
2
nT
)4∑
I,J
∑
I′,J ′
〈
s˜∗I,is˜I,j s˜
∗
J,ks˜J,l s˜I′,i′ s˜
∗
I′,j′ s˜J ′,k′ s˜
∗
J ′,l′
〉
=
=
δ(f − f ′)
n2T
[
Pi(f)δii′ Pj(f)δjj′ Pk(f)δkk′ Pl(f)δll′
+ Pi(f)δik′ Pj(f)δjl′ Pk(f)δki′ Pl(f)δlj′
]
. (3.172)
We may convince ourselves that this has the right form. Notice that the factor 24 has
been introduced just to simplify the four factors 12 that come from the one-sided spectral
densities obtained by for cross-correlators. We may have expected the Dirac delta δ(f −
f ′) because we have correlated terms with diﬀerent frequencies, and also the dividing
factor T , which counterbalance the dimensions of the delta. Also the proportionality
factor n−2 shouldn't be a surprise, as all the variances of the SGWB MLEs, (3.132)
and (3.144), scale with n−1, and the form of the generalized test statistics resembles, in
fact, their squares. More exactly, this factor, or rather the factor n2 that simpliﬁes with
n−4, takes origin, in the summation over the measurement segments, from those terms
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where we combine two pairs of correlators evaluated on the same segments, as indeed:〈
s˜∗I,is˜I′,i′
〉〈
s˜I,j s˜
∗
I′,j′
〉〈
s˜∗J,ks˜J ′,k′
〉〈
s˜J,ls˜
∗
J ′,l′
〉
, which correspond to the ﬁrst term in (3.172).
Similar considerations apply to the second term, which resembles the former with the
substitution (ij)↔ (kl). Notice however that the tensor Mijkl (3.168) is left unchanged
under this transformation, and then the two terms in (3.172) yield the same contribution,
which we can rewrite as:
2
n2T
δ(f − f ′)Pi(f)δii′ Pj(f)δjj′ Pk(f)δkk′ Pl(f)δll′ .
Then the variance of YG in the over-determined case (3.156c) is, to the leading order:
Var
[
YG
] ≡ σ2 (3.169)= 1
8n2T
∑
i,j
(i 6=j)
∑
k,l
(k 6=l)
¨
df df ′
∣∣Mijkl∣∣2δ(f − f ′)PiPjPkPl
=
1
8n2T
∑
i,j
(i 6=j)
∑
k,l
(k 6=l)
ˆ
df
∑
A,B
ΓAij
(
(ΓTΓ)−1
)AB
ΓBkl
PiPj
×
∑
C,D
ΓCij
(
(ΓTΓ)−1
)CD
ΓDkl PkPl (3.173)
=
1
2n2T
ˆ
df Tr
[(
P−2 · Γ)(ΓTΓ)−1ΓT(Γ(ΓTΓ)−1(P 2 · Γ)T)T ]
=
1
2n2T
ˆ
df Tr
[
1 P×P
]
=
1
2n2T
ˆ
df P
=
P
2n2
(
fmax − fmin
)
T
, (3.174)
where P is the number of polarization modes, which equals 5 if we admit the possibility of
a polarized SGWB. With the notation
(
P−2 · Γ) ≡ P−1i P−1j ΓAij we deﬁned the (N2 )× P
matrix whose rows are given by the product of the rows (just numbers, actually) of
the vector P−2α ≡ P−1i P−1j with the rows of the ORF matrix Γ Aα , and similarly for(
P · Γ) ≡ PkPlΓDkl.
In the 3 × 3 and under-determined cases we can obtain similar results. Now it holds
i = k and j = l, and analogously for the relative primed quantities. Repeating then
a similar reasoning as into the over-determined case, we can guess that, to the leading
order (see the result (B.11) in section B.3):(
2
nT
)4∑
I,J
∑
I′,J ′
〈
s˜∗I,is˜I,j s˜
∗
J,is˜J,j s˜I′,i′ s˜
∗
I′,j′ s˜J ′,i′ s˜
∗
J ′,j′
〉
=
2
n2T
δ(f − f ′)P 2i (f)δii′ P 2j (f)δjj′ .
(3.175)
The variance is readily computed as
Var
[
YG
] ≡ σ2 = 1
8n2T
∑
i,j
(i6=j)
¨
df df ′
∣∣Mijij∣∣2δ(f − f ′)P 2i (f)P 2j (f)
=
1
2n2T
∑
i,j
(i6=j)
¨
df df ′ δ(f − f ′) P
2
i (f)P
2
j (f)
Pi(f)Pj(f)Pi(f ′)Pj(f ′)
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=
1
2n2T
∑
i,j
(i 6=j)
ˆ
df =
1
2n2T
(
N
2
) ˆ
df
=
1
2n2
(
N
2
)
(fmax − fmin)
T
. (3.176)
The over-determined case by means of template reconstruction (3.171) yields a result
similar to (3.175):(
2
nT
)4∑
I,J
∑
I′,J ′
〈
s˜∗I,is˜I,j s˜
∗
J,is˜J,j s˜I′,is˜
∗
I′,j s˜J ′,is˜
∗
J ′,j
〉
=
1
n2T 2
P 2i (f)P
2
j (f
′)
[
δ(f − f ′′)δ(f ′ − f ′′′) + δ(f − f ′′′)δ(f ′ − f ′′)
]
but Mijkl is symmetric under the exchange f ↔ f ′, then for the variance we have the
result:
Var
[(ij)
YG
] ≡ σ2 = 1
2n2T 2
∑
A,B
∑
C,D
MAB
( ˆ
df ΓA(ij)(f) Γ
C
(ij)(f)
(
f
f0
)2ν )
×MCD
(ˆ
df ′ΓD(ij)(f
′) ΓB(ij)(f
′)
(
f ′
f0
)2ν )
(3.142a)
=
1
2n2T 2
Tr
[
MM−1MM−1
]
=
1
2n2T 2
Tr
[
1 P×P
]
=
P
2n2T 2
. (3.177)
As in the over-determined case, the variance is proportional to P , but the factor (fmax−
fmin) ∼ 103 Hz now it seems substituted by a factor T−1 ∼ 10−1 ÷ 10−2 Hz which shows
a noticeable (∼ 104÷ 105) reduction on the variance of this statistics calculated making
use of spectral density templates.
With the discussed approximations, both (3.174) and (3.176) and (3.177) do not depend
on the intensity of the gravitational signal, or on the noise spectral densities. In the
over-determined cases the variance is proportional to the number of polarizations P we
have reconstructed, while in the under-determined case the variance is proportional to
the number of the available detector pairs
(
N
2
)
. Notice that these two numbers are equal
in the case considered by Nishizawa et al. of a 3 × 3 system with 3 polarizations and 3
(pairs of) detectors.
Two important features of the variances (3.174), (3.176) and (3.177) are that they are
completely known, once we have assumed to know exactly the noise spectral densities
Pi(f), and that they decrease like n
−2 if we increase the number of segments we make
use for the computation of the generalized statistics (3.156c) and (3.158c), instead of the
standard NP test variable Y (3.152), whose variance scales with n−1. Then, taking the
duration T of each segment ﬁxed, we can improve the test performances extending the
overall measurement time Ttot = nT of the experiment.
158
3.4. Detection theory
3.4.5. Test threshold and detection probability
In the previous section we have seen that we can characterize the hypothesis test as a
comparison between two Gaussian distributions; that predicted by H0 has zero mean
and variance σ2, while the other from H1 has mean µ > 0 (as it is proportional to the
square
(∑
ΓSh
)2
) and the same variance σ2:
YG ∼
{
N(0, σ2) H0
N(µ, σ2) H1
(3.178)
Once we have performed the experiment, the statistic YG(s˜) is a known quantity; in
order to test if YG(s˜) is better described by one p.d.f. or the other, that is, it better
supports the hypothesis of absence or that of presence of an SGWB signal (3.109), we
have to compare it with a threshold given by the false alarm probability :
α ≡ P (YG > η∣∣H0). (3.179)
Usually, α is a small quantity, which we ﬁx before performing the test, and which has
the purpose of declaring the probabilities we want our test to have to assert a signal
detection when the signal is actually absent (Type I error, see section 3.4.1.2).
Rather than testing a generic Gaussian distribution, it is usually preferable to test a
variable with a standard form, ∼ N(0, 1), whose values can be found listed in most
handbooks on statistics. Then, assuming to know σ2, as we did in the previous section,
we can deﬁne the standard normal variable:
z ≡ YG√
σ2
∼
{
N(0, 1) H0
N
(
µ/
√
σ2, 1
)
H1
,
which can be meant as an equivalent statistic to YG(s˜), and which makes it easy to
compute the test threshold (3.179):
α = P
(
YG/
√
σ2 ≡ z > η′ ≡ η/√σ2∣∣H0) = ˆ +∞
η′
1√
2pi
exp
[−z2/2] dz
=
1√
pi
ˆ +∞
η′/
√
2
e−z
2
dz ≡ 12erfc
(
η′/
√
2
)
= 12erfc
(
η/
√
2σ2
)
,
which yields:
η =
√
2σ2 erfc−1(2α). (3.180)
Remarkably, this threshold doesn't depend on any unknown parameter, and then we can
always perform a NP test of the hypotheses (3.109).62 Also, as the unknown parameter
we want to test, represented by µ, can have only positive values, this test is said to be
one-sided and it can be shown that it will be uniformly most powerful, in the sense that
it yields the best detection probability among all the other test that can be built based
on the NP criteria with ﬁxed false alarm probability α [117, 6.3]. This is a consequence
of the assumptions about the weakness of the signal we want to detect and the large
statistic (expressed by the parameter n) provided by the experiment.
Then, the NP Lemma states to compute, from the measured data set, the test statistic
62This is because the relation YG ≷ η doesn't depend on the unknown parameter µ to test, and then it
always satisﬁes the conditions of validity of the NP Lemma.
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Figure 3.14.: Plot of the p.d.f. of the standard normal variable z, with zero mean and unit
variance. The shadowed area corresponds to the probability α to have values of z larger than
the threshold η′.
YG(s˜), given in (3.156c), (3.157) or (3.158c), and then to compare it with the thresh-
old (3.180). The decision to choose the hypothesis H1, that is, the presence (detection)
of a gravitational signal, if it holds
YG(s˜) > η, (3.181)
yields the maximum detection probability among all the tests with ﬁxed false alarm
probability α. This detection probability will depend, in fact, on the theoretical, actual
value of the unknown parameter µ ∝ (∑ShΓ)2:
γ(µ) ≡ 1− β(µ) = P (z > η′∣∣H1) = ˆ +∞
η′
1√
2pi
exp
[
−12
(
z − µ/
√
σ2
)2]
dz
=
1√
pi
ˆ +∞
η′/
√
2−µ/
√
2σ2
e−z
2
dz
=
1
2
erfc
(
η′/
√
2− µ/
√
2σ2
)
=
1
2
erfc
((
η − µ)/√2σ2)
(3.180)
=
1
2
erfc
(
erfc−1(2α)− µ/
√
2σ2
)
. (3.182)
Otherwise, if it holds the opposite relation than in (3.181), YG(s˜) > η, we have to choose
the hypothesis H0, of the absence of an SGWB signal, within the false alarm probability
α. In this case, we have a false dismissal probability
β(µ) ≡ 1− γ(µ),
which corresponds to wrongly accept H0 when there actually is an SGWB signal with
µ > 0. This probability, as that in (3.182), depends on the unknown value µ, that is, on
the intensities of the SGWB spectral densities (3.166).
Refer to ﬁgure 3.15 for an insight on how the detection probability γ(µ), or its comple-
mentary β(µ), scales according to (3.182) with the values of mean, variance and false
alarm probability.
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3.4.5.1. Relation with the standard test statistic
The inequality (3.181), which establish the decision rule according to the NP Lemma,
that makes us to choose the hypothesis of the presence of a GW signal, can be rewritten
in the form:
YG(s˜)√
σ2
> η′ ≡
√
2 erfc−1(2α) (3.183)
where the left-hand side resembles an estimator for the SNR = µ/
√
σ2 of the generalized
test statistic YG(s˜): ŜNR = YG(s˜)/
√
σ2. Indeed, since YG(s˜) is deﬁned as an average
over statistically independent and equivalent (for the assumptions of stationarity of both
the signal and the noise) segments, it can be considered itself an estimator for the mean
of the stochastic variable YG. Then, assuming to know the noise spectral density, and
thus the variance of YG, YG(s˜)/
√
σ2 ≡ ŜNR(s˜) is actually an estimator for the SNR of
the test variable YG.
In this sense, the hypothesis test can be meant as a comparison of the measured ŜNR
of a test statistic with a certain ﬁxed (for it doesn't depend on the parameters to test)
threshold value. This is a property of the NP test for Gaussian distributions, where
the test threshold for a Gaussian distributed statistic is proportional to its standard
deviation,
√
σ2.
Interpreting the NP test as in equation (3.183), where the estimator for a certain SNR
has to exceed a ﬁxed threshold, gives also a justiﬁcation for the validity of the standard
approach to the computation of the test statistic Y (s˜) for the detection of an SGWB.
As discussed in section 3.4.4.2, this is obtained by means of a matching ﬁltering proce-
dure that aims to obtain a function of the signal cross-correlation whose SNR is indeed
maximum. Since the resulting expression can be statistically described by a Gaussian
distribution, and has an expression that is in fact equal to that obtained form the ratio
of the likelihood functions for the two hypotheses, we can make use of it in an NP hy-
pothesis test. This is, in fact, the reasoning followed by Allen and Romano [17], which
produce the same results obtained in the previous sections form a more mathematically
oriented approach.
3.4.5.2. Combining multiple detector pairs
In the case of the SGWB spectral density reconstruction by means of power-law tem-
plates (3.4.3.4), we deﬁned the generalized test statistic (3.159) for each detector pair:
(α)YG(s˜), with α = 1, . . . ,
(
N
2
)
. We now wonder how to combine all these statistics in
order to deﬁne an overall optimal one, from the combined measures of all the avail-
able detector pairs. Again, as we discussed in section 3.4.3.5 for the SGWB spectral
density estimators, the right recipe is given by the maximization of the signal-to-noise
ratio (SNR); in this case, it is the form of the decision rule (3.183) that suggests the use
of this prescription, as it seems evident from (3.183) that the higher (the estimator for)
the SNR, the most likely is the exceeding of the threshold η′, which in equation (3.183)
is a constant.
Anyway, the diﬀerence with the case discussed in section 3.4.3.5 is that now all the
variances (3.177) have the same value, so all the statistics calculated with respect to
diﬀerent detector pairs must be weighted the same:
YG(s˜) =
∑
i,j
(ij)YG(s˜). (3.184)
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Figure 3.15.: Plot of the detection probability (3.182) as a function of the mean µ for diﬀerent
values of the variance σ2 and the false alarm probability α. Dotted lines represent the curves
where the SNR≡ µ/
√
σ2 is constant; lines with smaller slopes correspond to smaller values of
the SNR, while the steepest ones correspond to higher SNRs.
This shouldn't be much surprising, because all the other generalized statistics, those for
the over- and under-determined cases (3.156c) and (3.158c), have this form.
Its mean, obtained summing (3.164) over all the detector indices, is then equals to that of
the generalized statistics in the other cases: (3.163) and (3.166). Moreover, the variance
of the overall generalized statistic will take a factor
(
N
2
)
respect to that of (ij)YG quoted
in (3.177); not
(
N
2
)2
because in the correlator only the diagonal terms, which are indeed(
N
2
)
, contribute to the leading noise order to the variance (as we have already noticed,
for example, for the 4-point correlator (3.124)):
Var
[∑
i,j
(ij)YG(s˜)
]
=
P
2
(
N
2
)
1
n2T 2
.
This expression contains the same dependence of the variance in the over-determined
case on the number of polarizations P we want to reconstruct, and the dependence of
the variance in the under-determined case on the available detector pairs,
(
N
2
)
.
Notice also that the expression of the previous overall generalized statistic (3.184) is
also worth for combining diﬀerent periods of measurement with diﬀerent noises, as we
already observed for the estimators for the SGWB spectral density in section 3.4.3.5.
3.4.5.3. Termination criteria
The test threshold (3.180), which we use to compare the measured value of the statistic
YG(s˜), is proportional to
√
σ2 ∝ n−1 ∝ T−1tot . This seems to imply that, assuming that
all the physical properties of the measurement apparatus remain unchanged (recall the
discussion in sections 3.1 and 3.3.1), increasing the measurement time Ttot we could lower
at will the value of this threshold, making then the detection condition (3.181) much
easier to be accomplished. Also, the detection probability (3.182), with ﬁxed value of µ,
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approximately increases with 1/
√
σ2 ∝ Ttot, which means that the longer an experiment
lasts, the higher the detection probability is.
Anyway, this eﬀect is due to the noise, and not to the signal, as we can see from the
expressions for σ2 (3.174), (3.176) and (3.177); ﬁxing the threshold η, in spite of the
fact that the variance scales with T−2tot , the noise ﬂuctuations produce a probability of
exceeding this threshold that scales with Ttot. Then we must be careful about deﬁning
termination criteria, that is, some rule that tells us to terminate the experiment as
soon as the threshold η has been exceeded. Indeed, it can be shown that the false alarm
rate associated with such a rule is 100% [17, IV.E]. In other words, the conclusion
drawn from such an experiment would always be that an SGWB signal is present, even
in the absence of a signal; noise intrinsic to the detectors and errors inherent to the
measurement process are suﬃcient to guarantee that the measured YG(s˜) for the total
observation period will eventually exceed any threshold η.
Therefore, the correct way to deﬁne termination criteria in experiments where the total
measurement duration is not ﬁxed, is to scale the value of the threshold with the obser-
vation time. As discussed in [17], the appropriate way to do this is given by the Law of
the Iterated Logarithm.
3.4.6. Signal determination and sensitivity level
Let us assume that from our GW experiment we can conclude that an SGWB signal
is actually present, according to the NP criterion (3.181) and with an associated false
alarm probability α. We now want to reconstruct, from the measured data set, what
are the possible values of the quantities that characterize it, as for example the values
of the polarization components of the SGWB spectral density, SAh (f).
In this section we go back to consider the estimators constructed in section 3.4.3 and,
given their values, we will try to deduce what we may expect for the actual values
of the parameters we want to estimate, according to the statistical properties of these
estimators, thought as stochastic variables.
3.4.6.1. Conﬁdence interval, Neyman's construction
First of all, we would try to infer, given the measured value of the generalized test
statistic YG(s˜), what may be the actual value of the parameter µ. The procedure we
are going to describe is due to Neyman [154] and it consists, assuming the existence of
a gravitational background (hypothesis H1), characterized by a certain spectral density
Sh(f) and the relative mean value µ for the stochastic variable YG, to construct the
conﬁdence interval that contains the actual value of µ with a (frequentist) probability
equals to or greater than a ﬁxed value 1− α, which is termed the conﬁdence level (CL)
for the parameter µ within this interval [32, 38.4].
The stochastic variable YG, as discussed in section (3.4.4.4), can be described by a
Gaussian distribution N(µ, σ2), with µ and σ2 given in equations (3.163) and (3.174)
or (3.176); from a frequentist point of view (see the discussion in section 3.2.1), this
means that, assuming to dispose of several identical copies of the system, and sampling
the data from all of these copies, the resulting values for YG would be described by this
Gaussian p.d.f.. Then, the probability that one of the experiments within the ensemble
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will produce a value for YG contained in the symmetric interval
[
µ− δ, µ+ δ] is:
P
(
YG ∈ [µ− δ, µ+ δ]
)
=
1√
2piσ2
ˆ µ+δ
µ−δ
dYG exp
[
− 12
(
YG − µ
)2
/σ2
]
= erf
(
δ/
√
2σ2
)
.
The condition YG ∈
[
µ − δ, µ + δ] is true if and only if it is also true the condition
µ ∈ [YG − δ, YG + δ], and indeed, for the symmetry of the Gaussian respect to YG and
µ, the previous probability equals that of the interval
[
YG − δ, YG + δ
]
to contain the
actual value of µ, without anyway asserting what this value may be.63
Then, ﬁxing the value of this probability equals to the conﬁdence level 1 − α, we can
reconstruct the width δ that deﬁnes the corresponding conﬁdence interval:
P
(
µ ∈ [YG − δ, YG + δ]) = erf(δ/√2σ2) ≡ 1− α
⇒ δ =
√
2σ2erf−1(1− α) ≡
√
2σ2erfc−1(α).
With the typical values of α = 10, 5 and 1% we have: δ/
√
σ2 =
√
2erfc−1(α) '
1.6449, 1.9600 and 2.5758. For the scaling property of the variance
√
σ2 ∝ T−1tot , the
longer the measurement duration, the narrower the conﬁdence interval for the parame-
ter µ.
In conclusion, from an experiment that produced the result YG(s˜) for the generalized
test statistic, we can conclude that the symmetrical conﬁdence interval
Iα(s˜) ≡
[
YG(s˜)−
√
2σ2erfc−1(α), YG(s˜) +
√
2σ2erfc−1(α)
]
(3.185)
contains the actual value for the parameter µ with a probability (conﬁdence level (CL))
1−α. Following the point of view expressed in section 3.2.1, the frequentist interpretation
of the previous statement is the following: assuming to dispose of a large number of
identical copies of the system, where we collect diﬀerent sets of data that we use to
construct the corresponding statistics YG(s˜) and conﬁdence intervals Iα(s˜), a fraction
1−α of these intervals will contain the actual (though unknown) value of the parameter
µ, whatever it is. Every Iα(s˜) may contain or not this value but, in the limit where the
number of the copies is large, the fraction of these intervals containing µ will be 1− α.
This is, in a certain sense, an estimation of the overall intensity of the SGWB, summed
over all the polarization components, squared and integrated over all the frequency
range; recall the deﬁnition of µ in section 3.4.4.4. Anyway, we can improve our inference
repeating the same construction for the estimators ŜAh (f) of the various polarization
components of the SGWB spectral density. These estimators are describe by Gaussian
stochastic variables, with certain means µ and variances σ2. In the over-determined
cases, (3.130) and (3.141), and 3× 3 (3.134) we have unbiased estimators and then their
means converge to the actual values of the polarization components SAh (f). In under-
determined systems, instead, the statistic is not suﬃcient to deﬁne unbiased estimators
63We must beware about the meaning to give to the various expressions, in order to remain consistent
with the choice of a frequentist point of view for the interpretation of probabilities and their statistical
signiﬁcance. In equaling P
(
YG(s˜i) ∈ [µ − δ, µ + δ]
)
with P
(
µ ∈ [YG(s˜i) − δ, YG(s˜i) + δ]) we have
not to misinterpret µ as a stochastic variable, a concept that doesn't make sense according to the
frequentist interpretation of probabilities. Both of these probabilities should be considered, indeed,
probabilities about the data outcomes and about the possible values of the statistic YG(s˜), in the
sense that we have previously discussed.
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for such quantities, and then we should need to clarify the meaning to attribute to
a conﬁdence interval for a quantity we can't reconstruct.64 Let us choose to ignore
this possibility, leaving aside the discussion of the conﬁdence intervals in the under-
determined case, and referring in these circumstances to the conﬁdence interval for the
mean of the generalized statistic YG (3.185) or to the possibility to introduce power-law
templates for the SGWB spectral density, see 3.4.3.4.
Therefore, when we dispose of unbiased (ML) estimators, we can compute from their
measured values the conﬁdence interval
Iα(s˜) ≡
[
ŜAh (f)−
√
2σ2erfc−1(α), ŜAh (f) +
√
2σ2erfc−1(α)
]
which contains the actual value of the A polarization component of the SGWB spec-
tral density, SAh (f), with a (freuentist) probability of 1 − α. In this case
√
σ2 ∝ T−1/2tot
(see (3.132) and (3.144)), and then similar considerations can be made about the im-
provements in the parameter estimations as the measurement duration increases.
3.4.6.2. Sensitivity level
A problem related with that discussed in the previous section, and even more important
in these preliminary phases of the study of a stochastic background before its actual
detection, is the question of what is the minimum value of the SGWB spectral density
required so that our detectors and our decision rule are able to correctly identify its
presence with a (ﬁxed) detection probability γ. To answer this question, we make use
of the result obtained in (3.182), and in particular we ﬁnd those values for which the
detection probability γ(µ) = 1 − β(µ) is equal to or greater than the desired rate γ.
Typical values of this detection rate are 90, 95 or 99%. Let us solve this inequality to
ﬁnd the minimum detectable value of µ:
γ(µ)
(3.182)
= 12erfc
(
erfc−1(2α)− µ/√2σ2) > γ
erfc−1(2α)− µ/√2σ2 6 erfc−1(2γ),
where we inverted the sense of the inequality because the inverse of the cumulative error
function, erfc−1, is a decreasing monotonic function. Then:
µ >
√
2σ2
(
erfc−1(2α)− erfc−1(2γ)) . (3.186)
From the expression of µ (3.166) we can relate the previous inequality to the SGWB
spectral density:
ˆ
df Mijkl
(∑
AΓ
A
ijS
A
h
)(∑
BΓ
B
klS
B
h
)
>
(
1
4n2T
ˆ
df
∣∣Mijkl∣∣2PiPjPkPl)1/2
× (erfc−1(2α)− erfc−1(2γ))
where we made use of the coeﬃcient tensor Mijkl deﬁned in (3.168), which depends on
the available detector pairs and on the number of polarizations we want to reconstruct.
64Recalling the discussion at the end of section 3.4.3.2, in the under-determined cases we deﬁned the
least square solution for the possible values of the polarization components of the SGWB spectral
density, but we observed that this was only a particular solution for the practical purpose of the
detection, and it doesn't have any physical sense beyond this.
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If we consider the SGWB spectral density reconstruction by means of templates
SAh (f) = S
A
ν
(
f
f0
)ν
,
we can take oﬀ of the integral the power-law constants that characterize the intensity of
the SGWB for the various polarization components, SAν :∑
A,B
SAν S
B
ν
ˆ
df
(
f
f0
)2ν
MijklΓ
A
ijΓ
B
kl >
(
1
4n2T
ˆ
df
∣∣Mijkl∣∣2PiPjPkPl)1/2
× (erfc−1(2α)− erfc−1(2γ)) (3.187)
and substituting the expression of Mijkl given in (3.170), or equivalently in (3.186) the
values of µ and σ2 given in (3.164) and (3.177), we obtain:
∑
A,B
SAν S
B
ν
( ˆ
df
(
f
f0
)2ν ΓAij(f) ΓBij(f)
Pi(f)Pj(f)
)
>
(
P
T 2tot
)1/2 (
erfc−1(2α)− erfc−1(2γ)) .
Then, ﬁxing some values for A and ν, the sensitivity of our detectors, that is, the
minimum detectable value, according to the NP criterion, of the A component of the
SGWB spectral density, is:
SAν >
1√
Ttot
( ˆ
df
(
f
f0
)2ν (ΓAij(f))2
Pi(f)Pj(f)
)−1/2
P
1/4
(
erfc−1(2α)− erfc−1(2γ))1/2 (3.188)
The right-hand side of the previous equation depends on the noise spectral densities
of the detectors; the corresponding value of the integral will be smaller if the noises
are greater, and, conversely, the inverse of its square root will be greater if the noises
are smaller. This implies that in order to improve our detector sensitivities we have to
reduce the noise spectral density. Also, the sensitivity is proportional to 1/
√
Ttot; this is
a well known feature we have already encountered, that is, the longer is the experiment
duration, the better information we can obtain about the SGWB signal, and in this
case improve the sensitivity to it. Finally, we have to stress the importance of the last
term, containing both the false alarm and detection probabilities, α and γ respectively,
which are fundamental for a coherent deﬁnition of the sensitivity level based on the NP
criterion, and obtained from the relation (3.186).
In ﬁgure 3.16 they are shown the plots of the integrands of equation (3.188) for the LIGO
and Virgo detector pairs. These functions represent the dependence of the sensitivity on
the ORFs and on the noise spectral densities Pi(f). Notice where, due to the annulment
of the ORFs (refer to ﬁgure 3.11), the integrand drops to zero. Correspondingly, at
these frequencies our detector pair is least sensitive and it is impossible, in practice,
to reconstruct the SGWB spectral density. Notice anyway that the frequencies where
the integrand goes to zero, diﬀer among diﬀerent polarization modes. This implies that
a speciﬁc search for a particular mode of polarization should focus on those regions
where the integrands for the other modes are considerably smaller than that for the
sought-after one. For example, looking at ﬁgure 3.16a (the pair is the one constituted
by LIGO H(anford) and LIGO L(ivingston) detectors) , there is a remarkable region of
frequencies, from 40 to 100 Hz, where the detection of scalar modes of polarization is
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Figure 3.16.: Plot of the integrand of equation (3.188) for the LIGO and Virgo detector pairs,
for diﬀerent modes of polarization, assuming a power-law template with ν = −3 (that is,
ΩAgw(f) = const.; see the discussion relative to equation (3.138)). Reference values for the
noise spectral densities are those of design for the Advanced detectors [132].
favored respect to that of other modes. A similar behavior can be seen in ﬁgure 3.16b for
the Virgo - LIGO L(ivingston) detector pair, just shifted to the frequency range from 20
to 40 Hz. As we will discuss shortly, the most of the contributions to the overall value of
the sensitivity come from a small frequency range in the lower part of the spectrum (refer
to ﬁgure 3.17). As a consequence, we will see that the combination of Virgo with one of
the two LIGO detectors is particularly sensitive to non-standard polarization modes.
It is interesting to study the dependence on the frequency range and the frequencies mea-
sured by the detectors of the sensitivity (3.188). Indeed, as we can see from ﬁgure 3.17,
the most of the contributions to the overall value of the sensitivities comes from a small
window in the lower frequency range. This favors the use of narrow band GW detectors,
with higher sensitivities at low frequencies. Indeed, from ﬁgure 3.17 we can notice that
a frequency range of about 10 Hz, which takes contributions from components between
20 and 50 Hz, is suﬃcient to reach a value of the sensitivity that is about twice of the
corresponding value computed over the whole range of ∼ 1000 Hz.
3.4.6.3. Most sensitive direction in the polarization space
In this section we discuss the sensitivity of our system of detectors to a particular polar-
ization mixture. We assume that each polarization mode can be described by a power-law
template with the same exponent ν. Then we can rewrite equation (3.187) as a quadratic
form: ∑
A,B
SAν S
B
ν
ˆ
df
(
f
f0
)2ν
MijklΓ
A
ijΓ
B
kl ≡
∑
A,B
SAν S
B
ν Q
ν,AB ≡ S Th QSh (3.189)
where the T  stands now for transpose. In the last member we deﬁned a quadratic
form in the P -dimensional polarization space. We adopted the vector notation Sh =(
S2+ν , S
2−
ν , . . . , S
S
ν
)T
. The P × P square matrix Q contains the detector contributions
through the corresponding ORFs and noise spectral densities; this matrix represents
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indeed the sensitivity we have towards a certain direction in the polarization space.
This matrix is also symmetric and then we can diagonalize it. We can than rewrite
the previous quadratic form as a sum of the products of the eigenvectors S˜a with the
corresponding eigenvalues λa:
S Th QSh =
P∑
a=1
λaS˜aS˜a = S˜
Tdiag(λa)S˜.
The maximum of the eigenvalues λmax corresponds to the direction in the polarization
space, identiﬁed by the corresponding eigenvetor S˜max, toward which we reach the highest
sensitivity.
We must beware of a technical aspect in this research. In principle, the square matrix Q
that characterizes the quadratic form may have both positive and negative components
eigenvectors; for the polarization components SAν of the SGWB spectral density are
positive deﬁnite quantities, we must interpret coherently this kind of results.
If all the components of the eigenvector S˜max, corresponding to the maximum eigenvalue
λmax, are negative, then, being the eigenvalues deﬁned up to their sign (Mv = λv ↔
M(−v) = λ(−v)), we only need to consider the opposite direction −S˜max in the polar-
ization space as that of maximum sensitivity. If, on the contrary, only a part of these
components are negative, this direction can't be considered as valid; we need to intro-
duce the constraints SAν > 0, and reduce the searches of the maximum to a constrained
maxima problem: considering only one of the polarization space planes, (T, V ), (T, S)
and (V, S), at a time, we will search there the constrained maximum eigenvalue, and
the corresponding eigenvector, of the appropriate minor of the matrix Q. If we ﬁnd a
value of λmax corresponding to a valid direction in the polarization space, than we will
take this as the maximum sensitivity direction. Otherwise, we will proceed repeating
the search with respect to another plane/constrain.
In ﬁgure 3.18 they are represented the curves corresponding to the quadratic form (3.189)
for various combinations of detectors. In the directions where the ellipsoids are thinner,
the detector combination achieves its best sensitivity, while they are almost blind where
the ellipsoids are more extended.
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Figure 3.17.: Dependence on the frequency range and the frequencies measured by the detectors
of the sensitivity to the tensor component of the SGWB energy density, ΩTgw, assuming a ﬂat
power-law template (ν = 0 in equation (3.138)). Similar plot can be obtained for the vector
and scalar modes of polarization, as well as the Stokes V parameters for the tensor and vector
modes. In diﬀerent colors they are shown the sensitivities achievable by the diﬀerent pairs of
Advanced Virgo and Advanced LIGO detectors. The data for their noise spectral densities
correspond to those of design for the ﬁnal stages of their scheduled upgrades (∼ 2019÷ 2021)
[132].
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(a) LIGO L-H (b) LIGO L-Virgo
(c) LIGO H-Virgo (d) LIGO H-L-Virgo
Figure 3.18.: Representations of the quadratic curves that give the directions of maximum
sensitivity for various pairs of detectors and for the combination of all three Virgo and LIGO
detectors. These surfaces have been evaluated with the design values for the detector noise
spectral densities [132] and considering a power law template (3.138) for the tensor component
of the SGWB energy density, ΩTgw, with ν = 0.
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To verify the reliability of the analysis algorithm proposed in section 3.4, we tested its
predictions on real data coming from the most recent experiments for the study of a
stochastic background of gravitational waves (SGWB). The results are then compared
with those published in literature. The fundamental paper we will refer to is that
published by the LIGO Scientiﬁc Collaboration and the Virgo Collaboration on Nature
in 2009 [9]. This sets the current (2015) upper limit on the energy density of the SGWB,
normalized by the critical energy density of the Universe ρc (refer to its deﬁnition in
(3.59)), in the frequency band around 100 Hz, to be
Ωgw < 6.9× 10−6 at 95% conﬁdence level. (4.1)
This value is referred to the tensor mode component of the SGWB, and it assumes a
power-law template (3.138) with parameter ν = 0, that is, a ﬂat frequency spectrum for
its normalized energy density: ΩT0 .
For computing this value, they have been analyzed the LIGO science run S5 data, taken
between November 5, 2005 and September 30, 2007, acquiring one year of data coincident
among the LIGO Hanford (WA) H1 and H2 detectors, and the Livingston (LA) L1
detector, at the interferometer design sensitivities. These data were not suﬃcient to
achieve an SGWB detection, but the upper limit (4.1) allowed to rule out some models
of early Universe evolution with relatively large equation of state parameter [38], as
well as cosmic (super-)string models with relatively small string tension [185] that are
favored in some string theory models [173]. Also, this result improved the precedent
indirect upper limit on the SGWB from Big Bang nucleosynthesis (BBN) [135] and
cosmic microwave background at 100 Hz [186]. In ﬁgure 4.1 are shown these values and
the upper limits obtained by previous LIGO science runs, as well as the projection of
the result achievable with the Planck telescope data [164].
This is the latest result about the SGWB energy density before the beginning of the
upgrade works for the realization of the new Advanced detectors [11, 90, 102, 132], and
their consequent, near future, science runs.
In section 4.2 we will consider the predicted strain sensitivities, achievable by means of
the scheduled upgrades for the Advanced detectors. The corresponding values are re-
ported for the diﬀerent upgrade stages in ref. [132], and were already shown in ﬁgure 3.2.
We will test what are the prediction of our algorithm about the sensitivity that these
detectors will achieve in the near future (∼ 2015÷2021), and we will compare this value
with the theoretical reference values of the SGWB energy density predicted by some
cosmological and astrophysical models.
4.1. Analysis on LIGO science run S5
We analyzed preprocessed data that were used to compute the upper limit (4.1). These
consist of the frequency components of the standard cross-correlation statistic (3.153)
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Figure 4.1.: Comparison of diﬀerent SGWB upper limits obtained with recent experiments.
The values corresponding to the LIGO S3 and S4 runs are taken from [6] and [7], respectively.
That for the BBN limit is reported in [135], while those for the CMB and matter spectra, and
the projection of the upper limit achievable by the Planck telescope data are taken from [186].
This plot has been generated with [142].
and its standard deviation (3.154), from f = 40 Hz to 500 Hz:
Y (f) = s˜∗i (f) s˜j(f) Q˜ij(f), and σY (f) =
(
T
2 Pi(f)Pj(f)
)−1/2∣∣Q˜ij(f)∣∣.
In ﬁgure 4.2 is shown a plot of these quantities; the blue line is referred to Y (f), while
the green one to σY (f).
Of course, the statistic Y (f) is referred to the standard tensor modes of polarization,
that is, form equation (3.155):
Q˜ij(f) ≡ const.
ΓTij(f)S
T
h (f)
Pi(f)Pj(f)
.
Unfortunately, the available data set didn't provide the information about the measures
on each segments I, because the corresponding values for the statistic Y (f) and its
standard deviation σY (f) were already averaged over all the segments. For this reason,
it was not possible to perform the analysis in full generality discussed in section 3.4,
where the information on the various segments was combined to obtain the generalized
test statistic YG (refer to the corresponding deﬁnitions, for various detector pairs and
polarization conﬁgurations, in equations (3.156c), (3.157), (3.158c) and (3.159)).
4.1.1. Neyman-Pearson test
Anyway, the available data set was suﬃcient to perform the Neyman-Pearson (NP) test
on the standard cross-correlation statistic Y (s˜), with some modiﬁcations. First of all,
as we mentioned in section 3.4.4.1, Y (s˜) is not an actual statistic, that is, an observable
function of the data s˜, because it contains the unknown parameters SAh (f). But, if we
make some assumptions, similar to those of Allen and Romano [17, IV.B], we can obtain
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Figure 4.2.: Plot of the frequency components of the standard cross-correlation statistic Y (f)
and its standard deviation σY (f). These are obtained by combining the H1-L1 data from the
LIGO S5 run.
an NP test that doesn't depend on any unknown parameter. These consist in assuming
to study the presence in the data of one single mode of polarization at a time, and then
considering all the other modes equal to zero. This is implicitly what they did Allen
and Romano in the study of the unpolarized tensor modes of polarization, STh (f). Now,
we can broaden the analysis also to non-standard polarizations but still assuming to
consider only one of them at a time, and imposing the annulment of the others. In the
case of the tensor modes of polarization, this equals to assume the validity of Einstein's
GR, and it can be seen as the basis theoretical framework for the study of an SGWB.
What we are attempting to do now is to make similar considerations about non-standard
polarizations. There are no theoretical reasons to expect one of them to be considerably
stronger than the others, allowing then to assume the latter to be negligible in the
research for the former. Anyway, this procedure gives important insights into what they
could be the actual potentiality of detection for these polarization modes making use of
the full algorithm discussed in section 3.4.
First of all, we can notice that all the considerations about the statistical distribution of
Y that we made in section 3.4.4.4 are still valid, that is, Y can be described by means
of a Gaussian distribution, whose variance is the same under both the hypotheses, while
its mean is equal to zero if it holds H0 and diﬀerent from zero if it holds H1. Then, we
proceed assuming that only the mode of polarization A is present in a certain SGWB,
and, by means of the prescription of the NP Lemma, we try to investigate its possible
presence.
From equation (3.152), the test statistic becomes in this case:
Y (s˜) =
ˆ
df s˜∗1(f)
ΓA12(f)S
A
h (f)
P1(f)P2(f)
s˜2(f), (4.2)
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and the corresponding variance is, form (3.154):
σ2 =
T
4
ˆ
df
(
ΓA12(f)S
A
h (f)
)2
P1(f)P2(f)
. (4.3)
Now we make the further assumption that the SGWB spectral density can be described
by a power-law template, as in (3.138), with a ﬁxed value of the parameter ν. As we
noticed in equation (3.183), the NP test consists into a comparison of the SNR for the
statistic Y (s˜) with a ﬁxed threshold that is independent on any unknown parameter:
Y (s˜)√
σ2
=
SAν
´
df s˜∗1(f)
ΓA12(f)
P1(f)P2(f)
(
f
f0
)ν
s˜2(f)
SAν
(
T
4
´
df
ΓA12(f)
2
P1(f)P2(f)
(
f
f0
)2ν)1/2
=
´
df s˜∗1(f)
ΓA12(f)
P1(f)P2(f)
(
f
f0
)ν
s˜2(f)(
T
4
´
df
ΓA12(f)
2
P1(f)P2(f)
(
f
f0
)2ν)1/2 H1≷H0 √2 erfc−1(2α).
This hypothesis test doesn't depend on the unknown parameter SAν that enters in the
composite hypothesis H1 and therefore it always satisﬁes the conditions of validity of
the NP Lemma; see the discussion in section 3.4.5.
We can then ﬁx a reliable false alarm probability α and verify if the available data set
satisﬁes the previous inequality, for various modes of polarization A, considered only one
at a time, and for various power-law parameters ν.
As expected, this test, for reasonable values of α = 1, 5, 10 or even 20%, stated that no
detection is achievable with our data set, and then to accept the hypothesis H0, absence
of an SGWB signal.
For example, the test for the tensor mode of polarization, described by a ﬂat (ν = 0)
power-law template, ΩT0 (refer to equation (3.63) for the relation with S
T−3), where
Y (s˜) ' 2.0091× 10−6,
√
σ2 ' 2.6999× 10−6, and Y (s˜)√
σ2
' 0.7441,
for a ﬁxed false alarm probability α = 10%, produce a test threshold
η′ =
√
2 erfc−1(2α) ' 1.2816,
which is greater than Y (s˜)/
√
σ2 and that tells us to reject hypothesis H1 and accept H0,
absence of a stochastic signal with tensor modes of polarization and ﬂat spectral density.
For the same stochastic background, the minimum value of the false alarm probability
α that may allow us to declare a detection, that is, Y (s˜)/
√
σ2 ≡ √2 erfc−1(2α), is found
to be:
α = 22.8%.
This value corresponds to a frequentist probability to be wrong greater than one ﬁfth
of the times in our decision of accepting the hypothesis H1 in an ensemble of identical
copies of the system. See the corresponding discussion in section 3.4.6.1. Therefore, a
false alarm probability α = 22.8% can be considered too high to declare that in the data
measured by the LIGO S5 science run there is the evidence of an SGWB signal.
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Analogous values can be found for the other modes of polarization and for diﬀerent
power-law exponents. For comparison, we report here those corresponding to the scalar
mode of polarization, described by a ﬂat (ν = 0) power-law template, ΩS0 :
Y (s˜) ' 2.7521× 10−6,
√
σ2 ' 9.4880× 10−5, and Y (s˜)√
σ2
' 0.2901.
This value is still lower than the threshold η′ =
√
2 erfc−1(2α) ' 1.2816 corresponding
to α = 10%. Again, the minimum value of α that may allow us to declare a detection
according to the NP criterion is in this case:
α = 38.6%,
which is even worse than that found for the tensor modes of polarization. The same
test for the vector modes polarization component yields a minimum value of α equals to
32.2% in order to aﬃrm a detection.
The values corresponding to the Stokes V parameter for the tensor modes, expressed in
(3.64) in cosmological units of energy density, and described by a ﬂat power-law template
(ν = 0), are:
Y (s˜) ' 1.3344× 10−7,
√
σ2 ' 1.7126× 10−6, and Y (s˜)√
σ2
' 0.0779,
which again is considerably smaller than the threshold η′ = 1.2816 corresponding to α =
10%. The minimum value of α to aﬃrm a detection is 46.9%. The corresponding result
for VV expressed in cosmological units consists in a minimum false alarm probability
α = 46.2%.
These results from the S5 data run seem to imply that the LIGO detector pair is not
optimal for the detection of scalar and vector modes of polarization and, especially, those
corresponding to the Stokes parity violating parameters VT and VV for the tensor and
vector modes of polarization.
Therefore, we can conclude that according to the Neyman-Pearson criterion, with rea-
sonable values of the false alarm probability α, it was not possible to aﬃrm to have
detected an SGWB signal in the LIGO S5 data.
4.1.2. Upper limit on the SGWB energy density with the LIGO S5 data
From the available LIGO S5 data set we can still extract information about the stochastic
background considering the sensitivity that the H1 - L1 detector pair has to this. Making
use of equation (3.188), we can study which is, according to the NP criterion, ﬁxing some
values for the false alarm probability α and desired detection rate γ, the minimum value
of the SGWB energy density that these detectors were able to detect, or, conversely,
which was the maximum value that they weren't able to detect.
4.1.2.1. Noise spectral density reconstruction
First of all, looking at equation (3.188), we need to extract from the available data set
the information about the noise spectral densities, PL(f) and PH(f). It wasn't possible
to separate the noise contributions of the two detectors but, in fact, what we actually
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Figure 4.3.: Reconstruction of the combined strain sensitivity,
(√
PH(f)PL(f)
)1/2
, of the LIGO
detector pair. The continuous blue line contains some apparently noiseless frequencies, where
in reality we were not able to reconstruct the spectrum due to the zeroes of the ORF; see the
discussion in the text. The green dashed line is the reconstruction modiﬁed in order to get rid of
these inconsistencies. Though this reconstruction is not, strictly speaking, a strain sensitivity,
it is interesting to compare this ﬁgure with that in the article on Nature of the LIGO Scientiﬁc
Collaboration and the Virgo Collaboration, [9, Figure 1], representing the reference strain
sensitivities of LIGO interferometers during the science run S5, and with ﬁgures 3.1 and 3.2
in section 3.3.1.
needed, in order to perform the study of the sensitivity, is their product:
PL(f)PH(f).
In ﬁgure 4.3, the continuous blue line, shows the reconstruction of the square root (of the
square root, in order to have dimensions of a strain) of PL(f)PH(f) for the available data
run; this is a reconstruction of the combined strain sensitivity of this pair of detectors.
To extract the corresponding values from equation (4.3), we divided the square of the
overlap reduction function (ORF) for the tensor modes ΓTH-L(f), referred to the two
LIGO detectors, by the corresponding frequency component of the variance σ 2Y (f). As
we can see from ﬁgure 3.11c, there are some frequencies where ΓTH-L(f) vanishes, and
therefore it is not possible to reconstruct there the corresponding value of PL(f)PH(f).
This eﬀect is evident in the vertical downward lines in ﬁgure 4.3, which have not to be
meant as frequencies where the detectors are ideally almost noiseless but where we
were unable to reconstruct them, due to the annulment of the ORF.
Of course this doesn't have any eﬀect in the evaluation of the sensitivity to the tensor
modes of polarization, which is computed from equation (3.188) by means of the ratio
of ΓTH-L(f)
2 and PL(f)PH(f), and therefore where the zeroes of the ORF and those of
the reconstruction of PL(f)PH(f) cancel each other. Instead, this eﬀect is sensible in
the evaluation of the sensitivity to other modes of polarization, where the zeroes of the
corresponding ORFs don't cancel with those of ΓTH-L(f)
2, and where therefore it results
that in the integral of (3.188) there are some seemly noiseless frequencies which give
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an important contribution to the overall value of the sensitivity.
To get rid of this inconsistency, and the consequences of dividing by zero, we decided
to limit the values where ΓTH-L(f)
2 gets close to zero to the arbitrary threshold value of
10−5. In this case, the integral of ΓTH-L(f)
2 over the considered frequency range diﬀer
from that of the modiﬁed ORF described before by a factor ∼ 10−4. This approximation
allows to deﬁne the modiﬁed version of the reconstructed noise spectral density product,
PL(f)PH(f), as it is shown in green, dashed lines in ﬁgure 4.3; this function doesn't ex-
hibits the apparently noiseless, ill-reconstructed frequencies in the product PL(f)PH(f).
We chose to adopt these modiﬁed values to compute the sensitivities to non-standard
polarization components of the SGWB energy density.
4.1.2.2. Sensitivity level with the LIGO S5 data
Once that the information about the reconstructed combined strain sensitivity(√
PH(f)PL(f)
)1/2
of the two LIGO detectors is available, we can compute the sen-
sitivity level described in equation (3.188), for every mode of polarization and for every
power-law model, ﬁxing the values of false alarm probability α and detection rate γ,
as discussed in section 3.4.6.2. We also need to indicate a reference value for the total
duration Ttot of the experiment that is designated to investigate the possible presence
of an SGWB. As a typical duration for these experiments, we take the value used by
Allen and Romano [17, IV.D] of Ttot ∼ 107 sec, or about four months of measurements.
Also for the reference false alarm probability and detection rate we refer to the values
adopted by the authors:
Ttot = 10
7 sec, α = 5%, and γ = 95%.
Notice that there is no reason for the values of α and γ to be complementary to 1; we
could have taken α = 10% and γ = 99% as well.
Also, in order to compute values expressed in units of cosmological energy density, as
customary presented in literature, we assumed the present value of the Hubble parameter
to be equals to H0 = 72 km/s/Mpc = 2.32×10−18 Hz, in agreement with [9]. As regards
the reference frequency for the power-law template, Ων ∝
(
f/f0
)ν
, we chose f0 = 100 Hz.
In table 4.1 we have listed the corresponding values of the sensitivity calculated by means
of the reconstructed combined strain sensitivity
(√
PH(f)PL(f)
)1/2
and the choice of
parameters written before.
We can notice that, with the only exception of the sensitivity to VT in cosmological
units of energy density, as deﬁned in (3.64), all the other polarization components seems
favored respect to the standard, tensor one, apparently in contrast with the results
obtained in section 4.1.1, which seems to favor the detection of the tensor component
of the SGWB energy density. This is probably a consequence of the choice of the value
10−5 for the threshold of ΓTH-L(f)
2, as discussed in the previous section. We also tried
to compute the corresponding values for the sensitivities adopting a diﬀerent choice for
this threshold. We observed that with values ranging from 10−4 to 10−6 the modiﬁed
reconstruction of the combined strain sensitivity cancels the apparently noiseless fre-
quencies and preserves a great agreement with the actual reconstructed combined strain
sensitivity curve. Also, the corresponding values for the sensitivities to the non-standard
components of the SGWB energy density don't change within less then a 10% of their
values. If instead we don't make use of the modiﬁed reconstruction of the combined
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Power-law Polarization components of the SGWB energy density
exponent ν ΩTν Ω
V
ν Ω
S
ν VTν in Ω units VVν in Ω units
0 7.926× 10−5 2.427× 10−5 2.455× 10−5 1.141× 10−4 6.244× 10−5
1 6.476× 10−5 1.859× 10−5 1.934× 10−5 8.609× 10−5 4.724× 10−5
2 4.890× 10−5 1.333× 10−5 1.432× 10−5 6.084× 10−5 3.351× 10−5
3 3.445× 10−5 8.849× 10−6 9.944× 10−6 4.035× 10−5 2.231× 10−5
Table 4.1.: Sensitivities to the SGWB energy density components obtained by means of the
(modiﬁed, in the case of non-standard components) reconstruction of the combined strain
sensitivity of the two LIGO detectors. The previous values have been computed by means of
equation (3.188) and with the following choice of parameters: Ttot = 107 sec, α = 5%, γ = 95%,
and the threshold parameter for the modiﬁed reconstructed combined strain sensitivity equals
to 10−5. We also ﬁxed H0 = 72 km/s/Mpc, and the reference frequency for the power-law
templates f0 = 100 Hz.
strain sensitivity (or, equivalently, we set the threshold to zero), the sensitivities to non-
standard components improve by one order of magnitude, which is merely an artifact due
to have wrongly interpreted ill-reconstructed frequencies, as discussed in the previous
section.
We can also observe that the value listed in table 4.1 for the standard tensor component
of the SGWB with ν = 0, ΩT 5%,95%0 , is about one order of magnitude worst
1 than that
obtained in (4.1) [9] with a Bayesian analysis based on the previous results on the LIGO
S4 run. This is a consequence of the frequentist approach that, by deﬁnition, doesn't
make any prior hypothesis on the parameters we want to estimate.
As regards the values of the nonstandard components of the SGWB energy density, it
seems that they constitute an original result in literature, computed with the frequentist
approach, by means of the NP criterion, described in section 3.4. Thus, we have no
source to compere them with.
4.2. Prospects with the Advanced detector projected
sensitivities
As is well known, and from the discussion in the previous section, a direct detection of
an SGWB was not possible with the latest Virgo/LIGO scientiﬁc run [9]. Large eﬀorts
are currently underway for the realization of the upgrades necessary for the Advanced
Interferometric detectors, Advanced LIGO [102] and Advanced Virgo [11, 90]. Several
improvements in their sensitivities are expected in the next years.
4.2.1. Achievable sensitivities
From the data available from [132] for the projected strain sensitivities of the Advanced
detectors, we can compute what they are the predictions for the sensitivities to an SGWB
1Though they are both related to the same physical observable, we are misleadingly comparing two
diﬀerent statistical quantities, with diﬀerent meanings, as pointed out in section 3.2.1; the one listed
in (4.1), was obtained with a Bayesian approach [9], and the other, (3.188), which we computed by
means of a frequentist approach in section 3.4.6.2.
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P.-law Pol.
Detector pair
Early Mid Late Designed
ν comp. (2015-2016) (2017-2018) (2019) (2019-2021)
0
ΩT0
AdV - AdLIGO(L) 2.11× 10−7 7.82× 10−8 3.13× 10−8 2.49× 10−8
AdLIGO(L) - (H) 4.23× 10−8 1.02× 10−8 2.87× 10−9 2.59× 10−9
ΩV0
AdV - AdLIGO(L) 2.00× 10−7 6.94× 10−8 2.48× 10−8 1.99× 10−8
AdLIGO(L) - (H) 5.21× 10−8 1.35× 10−8 3.72× 10−9 3.47× 10−9
ΩS0
AdV - AdLIGO(L) 1.75× 10−7 5.87× 10−8 1.86× 10−8 1.47× 10−8
AdLIGO(L) - (H) 3.83× 10−8 1.22× 10−8 3.87× 10−9 3.53× 10−9
1
ΩT1
AdV - AdLIGO(L) 3.62× 10−7 1.54× 10−7 7.54× 10−8 6.06× 10−8
AdLIGO(L) - (H) 1.22× 10−7 3.31× 10−8 1.05× 10−8 8.92× 10−9
ΩV1
AdV - AdvLIGO(L) 3.75× 10−7 1.54× 10−7 6.38× 10−8 5.13× 10−8
AdLIGO(L) - (H) 1.09× 10−7 4.03× 10−8 1.44× 10−8 1.24× 10−8
ΩS1
AdV - AdLIGO(L) 3.53× 10−7 1.38× 10−7 5.36× 10−8 4.26× 10−8
AdLIGO(L) - (H) 6.40× 10−8 2.62× 10−8 1.23× 10−8 9.85× 10−9
2
ΩT2
AdV - AdLIGO(L) 4.93× 10−7 2.48× 10−7 1.42× 10−7 1.13× 10−7
AdLIGO(L) - (H) 2.45× 10−7 8.39× 10−8 3.15× 10−8 2.55× 10−8
ΩV2
AdV - AdLIGO(L) 5.46× 10−7 2.64× 10−7 1.38× 10−7 1.10× 10−7
AdvLIGO(L) - (H) 1.32× 10−7 6.50× 10−8 3.47× 10−8 2.68× 10−8
ΩS2
AdV - AdLIGO(L) 5.28× 10−7 2.52× 10−7 1.26× 10−7 1.00× 10−7
AdLIGO(L) - (H) 8.61× 10−8 3.95× 10−8 2.28× 10−8 1.78× 10−8
3
ΩT3
AdV - AdvLIGO(L) 5.11× 10−7 3.00× 10−7 1.742× 10−7 1.27× 10−7
AdvLIGO(L) - (H) 3.19× 10−7 1.48× 10−7 7.27× 10−8 5.58× 10−8
ΩV3
AdV - AdLIGO(L) 5.92× 10−7 3.40× 10−7 1.95× 10−7 1.45× 10−7
AdLIGO(L) - (H) 1.06× 10−7 6.12× 10−8 3.93× 10−8 2.69× 10−8
ΩS3
AdV - AdLIGO(L) 5.76× 10−7 3.30× 10−7 1.87× 10−7 1.40× 10−7
AdLIGO(L) - (H) 9.33× 10−8 4.82× 10−8 3.01× 10−8 2.17× 10−8
Table 4.2.: Projected sensitivities to the SGWB energy density for the Advanced LIGO and
Virgo detectors. The reference values for their strain sensitivities during the various stages
of the upgrades are those presented in [132] and shown in ﬁgure 3.2. These values have
been computed by means of equation (3.188) and with the following choice of the parameters:
Ttot = 10
7 sec, α = 5% and γ = 95%. As before, we ﬁxed H0 = 72 km/s/Mpc, and the
reference frequency for the power-law templates (3.138) f0 = 100 Hz.
that will be achieved in the near future from to the scheduled upgrades. We have already
reported in ﬁgure 3.2 what they are the reference predictions for the strain sensitivities,√
Pi(f), during all the upgrade phases. In analogy with what we did in section 4.1.2.2,
we can make use of these values to compute, by means of equation (3.188), the evolution
of the sensitivities according to the upgrades that will be achieved in the next years.
The results for diﬀerent power-law model, parametrized by ν (refer to equation (3.138)),
diﬀerent upgrades, and polarization components of the SGWB energy density are listed
in table 4.2.
The rightmost column contains the reference values for the sensitivities achievable by
design with the Advanced detectors. As we can see from a comparison with the values
reported before in table 4.1, we can expect an improvement of the sensitivity of about
four orders of magnitude within the next few years (∼ 2021).
Looking at the values corresponding to the Advanced Virgo - LIGO L detector pair, we
can notice that for every power-law model, with the only exception of that with ν = 3,
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Figure 4.4.: Evolution during the several stages of the upgrades of the sensitivity to ΩT0 of the
Advanced interferometric detectors LIGO and Virgo. Notice that before their design values,
the possible values for the sensitivities are shown as bands, because of the uncertainties on the
actual times of the scheduled upgrades.
the sensitivity to the scalar polarization component of the SGWB is, in general, better
than that to the tensor component. This is evident form ﬁgure 4.6 where they are shown,
in various colors, the details of the polarization component sensitivities to an SGWB;
the two Advanced LIGO detectors are most sensitive to the tensor (blue) component of
the SGWB, as we already noticed in section 4.1.1 as regarded the minimum false alarm
probability to aﬃrm a detection, while the Advanced LIGO L - Advanced Virgo pair is
most sensitive to the scalar (green) one.
4.2.2. Comparison with theoretical models
If we plot the values of table 4.2 for the SGWB sensitivities achievable by the Advanced
detectors when they will run at their design strain sensitivities (2019÷2021), we can see,
from the comparison with the theoretical values for the SGWB predicted by some cosmo-
logical and astrophysical models, that many of them are higher, or, at least, comparable,
with the achievable sensitivities. Indeed, as we can see from ﬁgure 4.5, the design sen-
sitivities of the Advanced detectors have values of some orders of magnitudes smaller
than the current (parameter dependent) prediction of a cosmic strings background [185].
Also the projected sensitivity values for the two Advanced LIGO detectors are worth for
testing axion inﬂation [27] and stiﬀ equation of state [38] cosmological models.
In ﬁgure 4.5 they are also shown some dotted lines referred to astrophysical production
mechanisms of a stochastic background, many of them predicting SGWB energy density
values that are greater than the Advanced detector achievable sensitivities. These con-
tributions, from the discussion in section 3.3.2.1, are probably not isotropic, and then
the isotropic SGWB search that we studied in this work is not suitable to detect them;
they will contribute, at most, as a foreground to the isotropic component of the SGWB.
Anyway, from the values in table 4.2, it is reasonable to expect that also directional
searches for an astrophysical, anisotropic SGWB will yield important results in the near
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Figure 4.5.: Comparison of the sensitivities achievable by design for the Advnced detectors with
some theoretical production mechanism of an SGWB. Solid lines are referred to cosmological
mechanisms, while dotted lines are for the astrophysical foreground (recall the discussion in
section 3.3.2.1). This plot goes to complete those presented at the end of Chapter 1, to what
we refer for the description of the other lines shown here.
future, with the scheduled upgrades for the Advanced detectors.
We can then aﬃrm that, according to some theoretical production mechanisms, it will
probably be possible in the near future to achieve a detection of an SGWB of cosmo-
logical origin. Also, if it won't be the case, the advanced detectors will be able to put
more stringent upper limits and constrain several of these models, yielding consequently
important information on the very early Universe.
Notice that if it will be the case of a detection of an SGWB of cosmological origin,
than it is probably that this background takes traces with it of alternative theories of
gravity, which are expected to arise at the extreme energy density regimes it is probably
the background has been generated from. Therefore, the detection algorithm that we
have studied in this work will be a valuable testing tool for these alternative theories of
gravity within the signal generated from an SGWB.
Also, after the ﬁrst detection, the next fundamental step toward the understanding of
the mechanisms that produced the background is the study of the SGWB frequency
per frequency, in order to reconstruct its spectrum as accurately as possible. This can
be accomplished by means of the tools discussed in section 3.4.3 and will be the next
challenge for the GW experiments of the future.
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Figure 4.6.: Detail of the polarization component sensitivities of an SGWB. The continuous
blue, red and green lines are referred to tensor, vector and scalar modes respectively. The
corresponding values are listed in table 4.2. Dashed lines show the theoretical values for some
cosmological SGWB production mechanisms [27, 38, 143, 185]. The two dot-dashed lines on
top shows some previous indirect upper limit on the SGWB from Big Bang nucleosynthesis
(BBN) [135] and cosmic microwave background at 100 Hz [186].
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5. Conclusions
We summarize here, in points, the most important motivations and results obtained
with the present thesis work:
• Many theoretical models, both astrophysical and cosmological, predict a stochastic
background of gravitational waves (SGWB). This background is of great interest
in the study of the early Universe cosmology and very-high energy physics, since it
provides access to early-times and energy densities never accessible with any other
means.
• For the study of an SGWB, we must include the possibility of alternative theories
of gravity, diﬀerent form General Relativity (GR), because this currently accepted
theory of gravitation has never been tested at the extreme regimes where many
theoretical models predict the SGWB has taken origin.
• There are many theoretical motivations to expect that GR is not the deﬁnitive
theory of gravity. Some corrections to it may arise, in particular at the extreme
regimes typical of the production of an SGWB. There are many models describing
these corrections and extensions to GR, and therefore the study of an SGWB may
be a valuable testing ground for these alternative theories of gravity.
• The most general SGWB predicted by a generic theory of gravity may admit
at most 6 independent modes of polarization, but only 5 of them are actually
detectable by an orthogonal-arms, interferometric detector. A consistent research
for an SGWB signal must include them and, on the other hand, the detection
of the non-standard modes within the stochastic background can be a valuable,
model-independent test for alternative theories of gravity.
• For these reasons, we generalized the standard cross-correlation analysis described
in literature [18, 86, 55] to include the possibility of non-standard polarizations.
Also, we relaxed the hypothesis that the SGWB spectral density may be described
by a power-law template, and we studied a generalized algorithm for detecting it
and studying its spectrum, frequency by frequency. This choice is motivated by
the large uncertainties that there are also on the mechanisms of production of this
background. After a ﬁrst detection, the study of the spectral features of the SGWB
will be of fundamental importance in gathering information about the mechanisms
that produced it, and the extreme high-energy regimes described before.
• With our algorithm, we recovered the results already known from literature [17,
160, 179] as particular, simpliﬁed cases, adding only later in the analysis further
assumptions on the background we want to detect.
• We tested the presence of an SGWB signal, according to the NP criterion, in the
LIGO S5 run data. No evidence of detection was possible, within reasonable values
for the false alarm probability α.
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• In absence of a detection we investigate, on the same data, what was the S5 run
sensitivity to the SGWB, that is, what would have been the maximum value of
the background that the detectors had missed to detect, before their upgrades to
the Advanced.
• We considered the prospects for the future. We made use of the predicted strain
sensitivities for the Advanced GW detectors, Advanced LIGO and Advanced Virgo,
to evaluate the projections on their sensitivities to an SGWB. If the design strain
sensitivities for the Advanced detectors will be attained, this will constitute an
improvement of four orders of magnitudes to the sensitivity to the SGWB that
was reached during LIGO S5. These values are worth for testing many theoretical
models of production of an SGWB, in that their predicted energy densities are
equal to or greater than the values of the detector sensitivities. From a conserva-
tive point of view, the study of the SGWB will be a valuable method, in the near
future, for testing astrophysical and cosmological theoretical models, and conse-
quently gather information about the regimes where these theories take place. To
be more ambitious in our previsions, we could say that, if some of these production
mechanisms are true, within the degrees of freedom allowed for the parameters en-
tering these models, a direct detection of the gravitational signal of a stochastic
background will be a concrete possibility. Otherwise, we will still improve upper
limits and bounds on the models predicting the SGWB, and in any case, the study
of the SGWB will remain a valuable testing ground for cosmological models and
very-high energy physics.
What does it remain to do (besides the detection)?
• Unfortunately, it was not possible to test our algorithm on a complete data set,
containing all the information about the segments of measurements of the detector
outputs. Of course, we don't expect from that to gain more information about the
SGWB, but it is still important to compare the performances of our generalized
algorithm with the one usually adopted in data analysis. In particular, it was not
possible to investigate what are the losses from the general approach we decided to
follow respect to the standard one, which excludes non-standard polarization and
make use of spectral density templates to estimate the SGWB spectrum.
• As soon as the Advanced detectors will begin to collect data, it will be extremely
interesting to analyze them on the base of the algorithm we developed in this work.
In particular, it will be important to repeat the analysis discussed in Chapter 4
for the LIGO S5 run data, and compare the predicted strain sensitivities for the
Advanced detectors on the actual one obtained from the new data.
• The results, besides the detection, will provide valuable information about the
SGWB, that will be used to constrain or rule out some theoretical mechanisms
of production of a stochastic background. In all the case, this study will provide
important information on the very early Universe, not available from any other
means.
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In this section we decided to gather in an unique, coherent description all the results we
referred to about scalar-tensor theories of gravity. This is motivated by the great impor-
tance that these theories have in the context of alternative theories of gravity. Also, they
will be presented here some calculations and results that didn't took place in the main
matter of the present work, and some alternative derivations as regards, for example,
the independent polarization modes of GWs, which in section 2.3.2.2 we deduced by
means of the E(2) classiﬁcation scheme and that we present here again with the explicit
exploitation of the gauge freedom of the linearized theory. Particular importance is also
given to the calculation of the expression for the GW energy-momentum tensor.
A.1. Generality on scalar-tensor theories
In these theories, a gravitational scalar ﬁeld φ is coupled, as well as the metric tensor
gµν , with all the other matter ﬁelds. The most general action for these theories is given
by [31, 206]:
S =
c4
16piG
ˆ √−g[R− 2gµν∂µφ∂νφ]d4x+ Sm[ψm, A2(φ)gµν], (A.1)
which may also have included a potential energy term for the ﬁeld φ, V (φ), whose
contribution would have been the same of a cosmological constant in the ﬁeld equation
of gµν , plus a further minimally coupled scalar ﬁeld, which could have been reabsorbed
into Sm and considered as a further source in the ﬁeld equations for φ [215, 5.3]. As
discussed in section 2.1, since we are focusing on Minkowski stable and asymptotically ﬂat
solutions, we can ignore this cosmological part and additional source [188, VI.C.1]. The
constant G is a bare gravitational constant [101], similar to the Newton gravitational
constant GN , and depends on the asymptotic value of the scalar ﬁeld φ [215, 5.3]. The
factor 2 that multiplies the scalar ﬁeld kinetic term is just conventional. The term Sm
is the action for all the matter (i.e. non gravitational) ﬁelds ψm, which couples with the
metric tensor and the additional scalar ﬁeld through the non-vanishing function A2(φ).
The previous action has been written in the so called Einstein frame, where the ﬁeld
equations for the metric gµν take on their conventional (Einstein equations) form [49,
4.8]. We will label the quantities expressed in this frame with an E within braces:
R(E) = R
(E)
µν gµν (E), φ(E) and G(E). This representation is a non-metric one because
the matter ﬁelds ψm couple to a combination of φ
(E) and g
(E)
µν , and hence test particles
don't follow the geodesics of g
(E)
µν . Despite appearances, however, it is a metric theory,
because it can be turned into a metric representation by identifying the physical metric1
1The issue of which frame has to be considered physical, and therefore the correct one, is an open and
controversial subject, especially when the theory manifest diﬀerent physical properties in the diﬀerent
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(written without labels) with
gµν ≡ A2
(
φ(E)(x)
)
g(E)µν . (A.2)
This transformation is a conformal transformation [49, 193, 207], and it consists, in fact,
in a local change of scale [41, 47, 2.1]: ds2 =
(
A(x) ds(E)
)2
. Null geodesics of gµν
are the same as those of A2(x) g
(E)
µν , that is, light rays, and null GWs, follow the same
trajectories, but in general time-like geodesics are diﬀerent an then the description of
the motion of test masses in the two frames is not equivalent. By means of (A.2), the
action can be rewritten in a metric form in the so called Jordan(-Fierz) (or Brans-Dicke)
frame [31, 206]:
S =
c4
16pi
ˆ √−g[φR− φ−1ω(φ) gµν∂µφ∂νφ]d4x+ Sm[ψm, gµν] (A.3)
where:
φ = G−1A
(
φ(E)
)−2
, (A.4a)
3 + 2ω(φ) = α
(
φ(E)
)−2
, (A.4b)
α
(
φ(E)
) ≡ d logA(φ(E))
dφ(E)
. (A.4c)
In equation (A.3) ω(φ) is a dimensionless arbitrary function of φ, analog to A
(
φ(E)
)
in
(A.1). In Brans-Dicke theory this is a constant [215, 5.3], and in the limit of ω → ∞,
the theory approaches General Relativity (GR), although it doesn't mean that every
solution of the theory approaches some solution of GR in this limit [101, 178]. The
gravitational scalar ﬁeld φ at asymptotic region approaches the cosmological value φ0;
this is related to the Newton gravitational constant GN . Following the approach of the
parametrized post-Newtonian formalism [215, 4], one can ﬁnd the relation between φ0
and GN :
GN =
1
φ0
4 + 2ω(φ0)
3 + 2ω(φ0)
.
In the limit of the scalar-tenor theory approaching GR, ω → ∞, the previous equation
yields: GN = φ
−1
0 .
The Einstein frame is useful for discussing general characteristics of these alternative
theories, and for some cosmological applications, while the Jordan's frame, metric rep-
resentation is most useful for calculating observable eﬀects, as for example the motion
frames [47, 182]. The gravitational physics community is mostly oriented in favor of the Jordan's
frame [67, 72, 79, 101, 215, 217], because the Einstein's Equivalence Principle seems to imply the
identiﬁcation of gravitation with the eﬀects of a space-time geometry [49, 4.7], and hence a metric.
For the strong experimental support in favor of the Einstein's Equivalence principle [217, 2.1], many
authors, like Will, consider the metric theories of gravity (or possibly those theories that are metric
apart from very weak or short-range non-metric couplings, as in string theory) the only viable ones
[217, 3.1.1]. In this sense, the non-manifestly metric Einstein frame would seem to be unphysical.
Anyway, other authors attempted to confute the viability of the description in the Jordan frame by
means of the violation of the weak energy condition [104, 4.3] by scalar-tensor theories formulated
in this frame [81], or by violating the Equivalence Principle [51, 52]. Other authors claimed that
both the frames are physical [87, 165], and some others argued the contrary [44].
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of test masses. For our purposes, the calculation of the GW energy-momentum tensor
in scalar-tensor theories, we can consider both frames as viable; we will see, indeed, that
what results in these two frames diﬀer through a redeﬁnition of the scales of the scalar
ﬁeld. Indeed, conformal transformation consist in fact in a rescaling of all length, and
mass, scales; and, since the absolute scales cannot be measured, both frames describe
the same physics, and are equivalent [165]. At list in this case!
A.1.1. Field equations
Let us start with varying the action (A.3), written in the metric representation, with
respect to δgµν . Recalling the identity
δ
√−g = −1
2
√−ggµνδgµν ,
we have:
δS =
1
16pi
ˆ
d4x
√−gφ
[(
Rµν − 1
2
Rgµν
)
δgµν +∇ρ∇ρ
(
gµνδg
µν
)−∇µ∇ν(δgµν)
+
ω(φ)
φ2
(
1
2
gµν g
ρσ∂ρφ∂σφ− ∂µφ∂νφ
)
δgµν +
8pi
φ
Tµνδg
µν
]
,
where, in the ﬁrst line, the last two terms are total derivatives and can then be converted,
through the Stokes' theorem [207, B], into surface, boundary contributions at inﬁnity,
and therefore ignored.2 This (double) integration by parts produces second derivatives
of the scalar ﬁeld φ, multiplied by the variation δgµν . The last line has been written
by purpose separating the contribution from the scalar ﬁeld kinetic term and from the
matter action. The annulment of the integrand for every value of δgµν implies:
Rµν− 1
2
gµνR =
8pi
φ
Tµν+
1
φ
(∇µ∇νφ−gµν φ)+ω(φ)
φ2
(
∂µφ∂νφ− 1
2
gµν g
ρ∂ρφ∂σφ
)
, (A.5)
where ∇µ and  ≡ ∇µ∇νgµν are the covariant derivative and the d'Alembertian of gµν ,
respectively, and Tµν is the energy-momentum tensor for the matter ﬁelds:
Tµν ≡ 2√−g
δSm
[
ψm, gµν
]
δgµν
,
with T ≡ gµνTµν its trace. Looking at the coeﬃcient of Tµν in (A.5), we see that when
the scalar ﬁeld is constant (or practically so, ∂φ = φ = 0), we may identify φ = G−1N
and recover the Einstein's equations. The last term of this equation is exactly the energy-
momentum tensor for a massless scalar ﬁeld [93, eq. (1.68)], which contributes, like the
matter ﬁelds energy-momentum tensor Tµν , to the space-time curvature.
2This aspect is not trivial, especially with alternative theories of gravity. The boundary term will include
the metric and the scalar ﬁeld variations, and also their ﬁrst derivatives variations. Traditionally,
these terms are set to zero [49, 4.3], but there could be circumstances where this assumption is not
valid [93, 104]. Here we are assuming an asymptotically ﬂat, Minkoskian space-time, and then we are
imposing by hand what happens on the boundary at inﬁnity. This procedure, which we propose
without any argumentation, could create incongruence and should be veriﬁed theory by theory.
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The variation of (A.3) with respect to δφ yields:
R− 1
φ
dω
dφ
gµν∂µφ∂νφ+
ω(φ)
φ2
gµν∂µφ∂νφ− 2ω(φ)
φ
gµν∇µ∇νφ = 0.
We can cancel the dependence of the previous equation on the Ricci scalar contracting
(A.5) with gµν ,
−R = 8pi
φ
T − 3
φ
∇µ∇µφ− ω(φ)
φ2
∂µφ∂
µφ,
and then, substituting the resulting expression for R, we have the ﬁeld equation for φ:
φ = 1
3 + 2ω(φ)
(
8piT − dω
dφ
gµν∂µφ∂νφ
)
. (A.6)
A.1.2. Linearized theory and scalar GWs
We want to study the linearized approximation of a scalar-tensor theory of gravity.
As discussed in section 2.1.1.2, and in refs. [47, 215], we can consider small, linear
perturbation from the Minkowskian metric ηµν and constant scalar ﬁeld φ0:
gµν = ηµν + hµν , φ = φ0 + ϕ, (A.7)
where |hµν |  1 and |ϕ|  φ0. We will rise and lower indices by means of the ﬂat
metric tensor ηµν and η
µν , in order to not induce further orders of smallness in the
perturbations. At this linear order, covariant derivatives are equal to partial ones, for
the connection coeﬃcients Γ ∼ ∂h would introduce one further order in powers of hµν ; see
equation (2.4). The left-hand side of equation (A.5) is well known from GR [149, 18.1],
and has already been calculated in section 2.3.2.1, in equations (2.6) and (2.7). The
same order perturbation in ϕ of the right-hand side yields the linearized ﬁeld equation
[39]:
1
2
(
∂µ∂ρh
ρ
ν + ∂ν∂ρh
ρ
µ − ∂ρ∂ρhµν − ∂µ∂νh ρρ
)− 1
2
ηµν
(
∂ρ∂σh
ρσ − ∂ρ∂ρh σσ
)
=
8pi
φ0
Tµν +
1
φ0
(
∂µ∂νϕ− ηµνϕ
)
, (A.8)
while equation (A.6) becomes:
ϕ = 8pi
3 + 2ω0
T, (A.9)
where ω0 ≡ ω(φ0).
A.1.2.1. Gauge invariance and eﬀective degrees of freedom
Our aim here is to reduce the ﬁeld equations (A.8) and (A.9) into wave equations,
which are immediately solvable in terms of plane wave solutions (see the discussion
in sec. 2.3.2.1), and try to get rid of all the unphysical, gauge degrees of freedom,
exploiting the gauge freedom of the theory. The following discussion and results are
based on the works presented by Maggiore and Nicolis in refs. [139, 158].
Choosing a set of reference frames, where the conditions (A.7) hold, breaks the diﬀeo-
morphism invariance of the general theory (hµν doesn't transform like a tensor under
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generic diﬀeomorphisms), but is usually the best way to get rid of spurious degrees of
freedom and exposing the actual physical content of a ﬁeld theory [138, 1.1]. Indeed,
as we already discussed in 2.1.1, after choosing a gauge where the conditions (A.7)
hold, we can still consider a slowly varying transformation of coordinates (refer to the
corresponding description in section 2.1.1.2):
xµ → x′µ = xµ + ξµ(x), with |∂µξν | ∼ |hµν |  1, (A.10)
under which the ﬁelds transform as (see (2.9) and (2.16)):
hµν(x) → h′µν(x′) = hµν(x)−
(
∂µξν + ∂νξµ
)
+O(∂ξ∂ξ),
ϕ(x) → ϕ′(x′) = ϕ(x).
This slowly varying diﬀeomorphism is a symmetry of the theory, as it preserves the
conditions (A.7) and the linearized ﬁeld equations (A.8-A.9). Based on this, we can
deﬁne the following internal3, in the sense of related only with the ﬁelds and not with
the coordinates, gauge transformation, of parameter ξµ, under which the ﬁelds transform
as: {
hµν(x) → h′µν(x) ≡ hµν(x)−
(
∂µξν + ∂νξµ
)
ϕ(x) → ϕ′(x) ≡ ϕ(x) (A.11)
and which leaves unchanged the equations of motion (in absence of matter: Tµν = 0).
This transformation takes origin form the diﬀeomorphism invariance, or, rather, the
invariance with respect to the restricted group of transformations (A.10) of the linearized
theory, and it will be used to reveal the gauge, redundant degrees of freedom in the
description of the theory.
It is important to take in mind that this gauge symmetry is valid only in absence of
matter, as pointed out in note 3, and then we are free to simplify the description of the
theory, getting rid of the redundant, gauge degrees of freedom, only in vacuum. When
we will study the interaction of the waves with test masses, we have to recover the
origin of the gauge transformation (A.11) from the diﬀeomorphism invariance (A.10),
which means that we cannot choose simultaneously, and independently, a reference frame
(gauge) where the description of the waves is the simplest and where the description of
the experiment (proper detector frame) is most convenient; the choice of the coordinate
(the reference frame) aﬀects both aspects simultaneously.
Let's put this aspect aside, for the moment, and attempt to simplify equations (A.8)
by means of the freedom in choosing the gauge (A.11). First of all, if we introduce the
quantity
θµν ≡ hµν − ϕ
φ0
ηµν , (A.12)
which joins the metric perturbation with the scalar ﬁeld perturbation, equation (A.8)
3It is important to stress that this is an internal transformation of the ﬁelds, calculated at ﬁxed coor-
dinate xµ, but not at ﬁxed space-time point p, whereas (A.10) is a transformation of the coordinate
(diﬀeomorphism) of a ﬁxed point p, and of the functional dependence of the ﬁelds on these coordi-
nates. See discussion in [137, 2.6] for further details. On the contrary, as (A.11) doesn't involve
coordinate changes, the matter tensor Tµν is not a tensor with respect to this transformations, and
then the ﬁeld equations in presence of matter (A.8-A.9) are not covariant (nor invariant) with respect
to this. Then, the gauge symmetry described by this transformation is valid only in absence of matter
(Tµν = 0), and indeed it will be used to simplify the ﬁeld equations, getting rid of the unphysical
degrees of freedom, in vacuum.
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reduces to:
∂µ∂
ρθνρ + ∂ν∂
ρθµρ − ∂ρ∂ρθµν − ∂µ∂νθ ρρ − ηµν
(
∂ρ∂σθ
ρσ − ∂ρ∂ρθ σσ
)
=
16pi
φ0
Tµν .
It is convenient to adopt the common trick of working with trace reversed dynamical
quantities [101, 138, 188], denoted with an overhead bar,
θ¯µν ≡ θµν − 1
2
ηµνθ
ρ
ρ and h¯µν = hµν −
1
2
ηµνh
ρ
ρ , (A.13)
from which the ﬁeld equations simplify into:
θ¯µν − ∂µ∂ρθ¯νρ − ∂ν∂ρθ¯µρ + ηµν∂ρ∂σ θ¯ρσ = −16pi
φ0
Tµν . (A.14)
We can now make use of the discussed gauge freedom in the description of the ﬁelds in
order to simplify further these equations. From the deﬁnitions (A.12) and (A.13), we
see that the ﬁeld θ¯µν transforms, under gauge transformations (A.11), as:
θ¯µν(x)→ θ¯′µν(x) = θ¯µν −
(
∂µξν + ∂νξµ
)
+ ηµν∂ρξ
ρ. (A.15)
In order to make equation (A.14) to look like a wave equation, we'd want to set to zero
all the terms of the form ∂µθ¯µν . This is accomplished choosing a gauge parameter ξ
µ
satisfying the condition4
ξν = ∂µθ¯µν (A.16a)
which, if substituted in equation (A.15), yields indeed:
∂µθ¯(′)µν = 0, that is: ∂µh¯(′)µν =
∂νϕ
φ0
. (A.17a)
[We will omit the prime  ′ for the gauge transformed ﬁelds.] This choice of the gauge
is similar to the Lorentz (or Hilbert, or harmonic, or De Donder) gauge adopted in
electromagnetism [110, 6.3], and it allows to simplify the ﬁeld equations (A.14) in a
wave-like form:
θ¯µν = −16pi
φ0
Tµν ,
in addition to the ﬁeld equation for ϕ:
ϕ = 8pi
3 + 2ω0
T.
In absence of matter, Tµν = 0, these are free-wave equations:
θ¯µν = 0,
ϕ = 0,
whose solutions are the superpositions of plane waves, propagating at the speed of light:
θ¯µν(x) = Aµν(k)e
−ikρxρ + c.c. (A.17b)
4Notice that in the next equations gauge choices of the parameter ξµ are numbered with (A.16) while
the corresponding expressions for the ﬁeld equations are numbered with (A.17).
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ϕ(x) = Φ(k)e−ik
ρxρ + c.c. (A.17c)
The coeﬃcients in the previous equations must satisfy the constraints imposed by the
ﬁeld equations and the choice of the gauge:
θ¯µν = 0 and ϕ = 0 → kµkµ = 0 (A.17d)
∂µθ¯µν = 0 → kµAµν = 0 (A.17e)
where the latter is a transversality condition for Aµν .
Once we have chosen the Lorentz gauge (A.17a), we can still reduce the number of
redundant degrees of freedom operating transformations with ξµ
(
= ∂ν θ¯µν
)
= 0, which
preserve the condition (A.17a); we can thus take ξµ such that:{
ξµ = 0
∂µξ
µ = −12 θ¯ µµ − φ−10 ϕ
(A.16b)
where the second condition is allowed because, in vacuum, it doesn't spoiler the gauge
condition θ¯ µµ = ϕ = 0. From the transformation law (A.15) of the trace of θ¯µν and
from the deﬁnition (A.12), this implies:
θ¯ µµ = −2
ϕ
φ0
⇒ hµν = θ¯µν , (A.17f)
that is, also the metric perturbation hµν is a transverse plane wave. Again, we have not
yet completely ﬁxed the gauge: operating a gauge transformations with{
ξµ = 0
∂µξ
µ = 0
(A.16c)
we have the constraints on the ﬁelds:{
∂µθ¯µν = 0
θ¯ µµ = −2φ−10 ϕ
(A.17g)
These are enough to easily describe the state of polarization of the eﬀective degrees of
freedom that radiate as plane waves in vacuum. If we consider, as in section 2.3.3.1, the
usual conﬁguration where the wave is propagating in +z direction, kµ = (k, 0, 0, k), then
the conditions (A.17) on the coeﬃcients of the plane waves are:
kµAµν = 0 → A0ν = −A3ν ,
Aν0 = −Aν3,
A00 = −A30 = A33.
Let us make a counting of the degrees of freedom: the symmetric tensor hµν has 10
independent components; the transversality condition (A.17e) reduces their number by
three (as shown in the previous equation), and the condition θ¯ µµ
(A.17f)
= h µµ = −2φ−10 ϕ
constitutes another constrain and reduces one further degree of freedom, for a total of 6
out of the 10 starting degrees. In agreement with [139, 158] (and with some insight about
the results that we obtained in section 2.3.3.1), we can choose these six components to
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be: A00, A11, A22, A21, A31 and A32. Further gauge freedom allows to put to zero 3 out
of these 6 components.
In conclusion, taking the gauge parameter{
ξµ(x) = ξ˜µ(k)e
−ikρxρ + c.c.
kµξ˜µ = 0
the action of the gauge-transformation on Aµν is:
Aµν → A′µν = Aµν − i
(
kµξ˜ν + kν ξ˜µ
)
,
that is
A00 → A00 + 2 ikξ˜0
A11 → A11
A22 → A22
A21 → A21
A31 → A31 − ikξ˜1
A32 → A32 − ikξ˜2
Only the components A11, A22 and A21 are gauge invariant, thus we can choose the
further gauge transformation
ξ˜0 = ξ˜1 = ξ˜2 = 0 (A.16d)
to constrain all the other components to be zero:
A00 = A31 = A32 = 0 (A.17h)
The conditions (A.16) completely ﬁx the gauge and yield the constraints (A.17) on the
ﬁelds.
Summing up all these transformations, we can say that, in this gauge, the metric per-
turbation tensor hµν , which equals the tensor θ¯µν (A.17f), produced by a gravitational
wave propagating in the +z direction takes the form
hµν(x) =

0 0 0 0
0 A11 A21 0
0 A21 A22 0
0 0 0 0
 exp [2pii f(t− z/c)],
which can be rewritten by means of the linear polarization tensors (2.74) as:
hµν(x) = e
+
µνh
+(t− z/c) + e×µνh×(t− z/c) + ebµνhb(t− z/c),
where the coeﬃcients have been renamed as:
h+ ≡ A11 −A22
2
, hb ≡ A11 +A22
2
, h× ≡ A12.
Notice also that, from equation (A.17f), h µµ = h11 + h22 = −2φ−10 ϕ,
hb(t− z/c) = −φ−10 ϕ,
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and hence:
hµν(x) = e
+
µνh
+(t− z/c) + e×µνh×(t− z/c)−
ϕ(t− z/c)
φ0
ebµν .
The ﬁrst two terms describe the standard GWs of General Relativity, while that propor-
tional to ebµν is the contribution of the (perturbation to the) additional scalar ﬁeld ϕ to
the perturbed metric tensor. This result is consistent with what we already know from
the E(2) classiﬁcation scheme of section 2.3.2.2; here we provided its explicit justiﬁcation
by means of the exploitation of the gauge freedom in getting rid of redundant, unphysical
degrees of freedom. Notice also that the label b for the scalar ﬁeld is referred to the
breathing mode of polarization deﬁned in (2.74).
From equations (A.4), we can relate the scalar ﬁeld, linear perturbation ϕ = φ − φ0
in the Jordan frame to the perturbation ϕ(E) = φ(E) − φ(E)0 in the Einstein frame [101,
eq. (2.39)]:
ϕ ≡ φ− φ0 ' d
dφ(E)
[
G−1A
(
φ(E)
)−2]
φ(E)=φ
(E)
0
· ϕ(E)
= −2
[
G−1A
(
φ(E)
)−2d logA
dφ(E)
]
0
· ϕ(E)
(A.4a)
= −2φ0 α0 · ϕ(E) (A.18)
where α0 ≡ α
(
φ
(E)
0
)
, and φ
(E)
0 is the asymptotic constant value of the ﬁeld φ
(E). The
parameter α0 represents the deviation of the scalar tensor theory from GR. In the
following, we will assume |α0|  1 [101] and we will perform an expansion of the tensor
ﬁelds that comprises the theory about the corresponding values predicted byGR (α0 = 0).
A.1.2.2. Energy-momentum tensor for scalar GWs
We want to ﬁnd the expressions for the GWs energy-momentum tensor in scalar-tensor
theories of gravity following the guidelines suggested by Isaacson [107, 108] and developed
in the context of alternative theories by Stein and Yunes [188, II]. This consists in a
second order expansion of the quantities entering the ﬁeld equations of scalar-tensor
theories, (A.5) and (A.6), about a background solution, by means of a small, order
counting parameter, similar to what we already did in section 2.1.2 with the parameter
ε 1.
Following the guideline discussed in refs. [101, 188], we can choose α0 ≡ α(φ0), the pa-
rameter deﬁned in (A.4b) that describes the deviation of scalar-tensor theories from GR,
to be the parameter characterizing this perturbative expansion. This approach assumes
that the eﬀects produced by the scalar ﬁeld perturbation, ϕ, in the ﬁeld equations of the
theory are small respect to those due to gµν , without imposing any further condition on
the metric, and, in particular, the possibility to describe it in linear approximation in
terms of hµν . This is also the same approach implicitly followed by Maggiore and Nicolis
(see [158], note 2 and section 5.2 therein).
It will be convenient to work in the Einstein frame because in this frame the scalar ﬁeld
can be studied independently from the metric perturbation, while in the Jordan frame
its eﬀects are hidden in the metric gµν , as we discussed in the previous section. In order
to make the expressions look clearer, we will suppress for the moment the labels E
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referred to the quantities deﬁned in the Einstein frame. Every quantities reported from
here until equation (A.22) are referred to the Einstein frame.
The ﬁeld equations can be obtained from the action (A.1) in the same way we obtained
those in the Jordan's frame:
Gµν ≡ Rµν − 1
2
ηµνR = 8piGTµν + 2
(
∂µφ∂νφ− 1
2
gµνg
αβ∂αφ∂βφ
)
, (A.19a)
φ = −4piGα(φ)T (A.19b)
which describe the ordinary Einstein's equations plus a further scalar ﬁeld in curved
space-time. We expand then the metric tensor, the scalar ﬁeld, and the energy momen-
tum tensor of matter in terms of α0, the small parameter describing the deviation of the
scalar-tensor theory from GR:
Tµν = T
(0)
µν + α0T
(1)
µν + α
2
0 T
(2)
µν +O
(
α 30
)
,
gµν = g
(0)
µν + α0h
(1)
µν + α
2
0 h
(2)
µν +O
(
α 30
)
,
φ = φ0 + α0ϕ
(1) + α 20ϕ
(2) +O(α 30 ).
To the zeroth order in α0, equation (A.19a) yields:
G(0)µν = 8piGT
(0)
µν
which are exactly the Einstein's equations. This expresses the obvious consideration that
the zeroth order in the expansion in powers of α0 about GR, gives solutions in terms of
g
(E)
µν and T
(E)
µν that are also solutions to GR. Also from the second order in α0 we have:
G(1)µν = 8piGT
(1)
µν ,
which, again, are the same as the Einstein's equations. Therefore, the metric gµν solution
in scalar-tensor theories will deviate from that predicted by GR only at order O(α 20 ):
G(2)µν = 8piGT
(2)
µν + 2
(
∂µϕ
(1)∂νϕ
(1) − 1
2
g(0)µν g
(0)αβ∂αϕ
(1)∂βϕ
(1)
)
. (A.20)
In the previous equation, ϕ(1) is simply ϕ (or rather ϕ(E)) that we studied in the previous
section.
This equation implies the conservation law:
∇µGµν = 8piG∇µ
(
Tµν +
1
4piG
(
∂µϕ∂νϕ− 1
2
g(0)µν g
(0)αβ∂αϕ∂βϕ
))
= 0
for which it is reasonable to interpret the covariantly conserved term
T (ϕ)µν ≡
1
4piG
(
∂µϕ∂νϕ− 1
2
g(0)µν g
(0)αβ∂αϕ∂βϕ
)
(A.21)
∇µT (ϕ)µν = 0, as the energy-momentum tensor for the perturbation of the gravitational
scalar ﬁeld [101, 139, 158], analogous to the energy-momentum tensor for hµν .
The scalar GWs energy-density is therefore the (00)-component of the previous tensor,
averaged over several wavelengths (refer to the discussion in section 3.3.2.4 and refs. [107,
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108, 188] for the motivations that stand behind this operation):
ρϕ ≡ T (ϕ)00 =
1
8piG
〈
ϕ˙2 +
(∇ϕ)2〉
=
1
4piG
〈
ϕ˙2
〉
,
where, in the last line, we made use of the ﬁeld equation ϕ = g(0)αβ∂α∂βϕ = 0 for the
scalar ﬁeld in vacuum to the leading order in the α0 expansion.
This expression resembles that written for GR in equation (3.58). To make this similarity
more evident, we have to go back to the Jordan frame and rewrite the previous expression
of the scalar perturbation energy-momentum tensor in terms of the metric. The link
between the scalar perturbations in the two frames is given by (A.18), and where we
rewrite α 20 in terms of ω0 by means of equation (A.4b):
ρϕ ≡ T (ϕ)00 =
3 + 2ω0
16piG
φ−20
〈
ϕ˙2
〉
, (A.22)
which now is consistently expressed in the Jordan frame. This is related with the metric
perturbation hµν by means of equation (A.17f):
hbµν = −
ϕ
φ0
ebµν ,
and therefore we obtain:
ρϕ =
3 + 2ω0
32piG
〈
h˙bµν h˙
b µν
〉
.
As discussed at the beginning of this chapter, in the limit of scalar-tensor theory ap-
proaching GR, we can equal G with the Newton constant GN , and therefore the previous
equation becomes:
ρϕ =
3 + 2ω0
32piGN
〈
h˙bµν h˙
b µν
〉
. (A.23)
Notice that the factor (3+2ω0), which makes the previous equation to look diﬀerent from
(3.58), is due to a choice of normalization of the scalar ﬁeld perturbation ϕ. Indeed, at
the level of equation (A.22), we could have chosen this normalization in order to produce
an energy-momentum tensor that resembles the same expression of that for GR.
To put it in another way, the physical quantities that characterize these theories are
the eﬀects on test masses (or interferometric detectors) associated with GWs, which we
expressed by means of the power spectrum density Sh (3.72), and the asymptotic solution
φ0 [206]. The (perturbations of the) ﬁelds, hµν and ϕ, are gauge dependent quantities
and can be rescaled at will; recall also the discussion in section 2.1.2. Therefore, in
(A.22) we could have made the substitution ϕ→ (3+2ω0)−1/2ϕ and obtained for (A.23).
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B.1. Proof of the Neyman-Pearson Lemma
We provide here a simple proof of the Neyman-Pearson Lemma, based on the scheme
presented in [117, 3.A] and [203].
Let us consider the binary hypothesis testing problem, where we have to select one of
the two simple hypotheses H0 and H1 (p
(
s˜|H0
)
and p
(
s˜|H1
)
are known), following the
NP criterion.
We have the vector of observations s˜ and, making use of the Lagrange multiplier η, we
want to maximize the detection probability P
(
s˜ ∈ R1|H1
)
, as expressed in equation
(3.113), with respect to the constrain that ﬁxes the false alarm rate, P
(
s˜ ∈ R1|H0
)
= α
(3.111); this problem is equivalent to maximize the (Lagrangian) function
P
(
s˜ ∈ R1|H1
)
+ η
(
α− P (s˜ ∈ R1|H0)) = ˆ
R1
(
p
(
s˜ ∈ R1|H1
)− η p(s˜ ∈ R1|H0))ds˜+ ηα
correctly shaping the region R1. This is clearly done including s˜ in R1 as long as the
integrand p
(
s˜ ∈ R1|H1
) − η p(s˜ ∈ R1|H0) is greater than zero. This is equivalent,
provided that p
(
s˜|H0
)
is bounded (i.e. no impulses), to the relation:
p
(
s˜ ∈ R1|H1
)
p
(
s˜ ∈ R1|H0
) > η
for every value of the Lagrange multiplier η(> 0). This result directly yields the likeli-
hood ratio test, that tells us to accept the hypothesis H1 (i.e. s˜ ∈ R1) if
Λ(s˜) =
p
(
s˜|H1
)
p
(
s˜|H0
) > η. (B.1)
The value of the Lagrange multiplier η, which now constitutes a threshold for the test,
can be found from the constrain:
P
(
s˜ ∈ R1(η)|H0
)
=
ˆ
R1={s˜: Λ(s˜)>η}
p
(
s˜|H0
)
ds˜ = α
or, employing Lebesgue integration, we have:
ˆ +∞
η
p
(
Λ|H0
)
dΛ = α.
This integral equation is solved to obtain the required threshold η. This test is, by
construction, the most powerful at ﬁxed values of the false alarm rate α, and it is also a
UMP test, as (B.1) doesn't explicitly depend on the parameters entering the hypotheses.
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B.2. Details on the computation of the MLEs for the SGWB
In section 3.4.1.2 we discussed that the suitable prescription for testing the compos-
ite hypotheses H0 and H1 (3.109) are provided by the generalized likelihood ratio
test (GLRT). In order to perform this test, we need to construct the maximum likeli-
hood estimators (MLEs) ŜAh (f) for the polarization components of the SGWB spectral
density: SAh (f). These estimators are computed maximizing the likelihood function
p
(
s˜(f)|SAh (f)
)
, given in equation (3.116), with respect to the sought-after parameters.
We consider for the moment all the quantities at ﬁxed frequency f , leaving aside the
problem of the spectral density reconstruction in situations where the statistic available
from the detectors is not suﬃcient to reconstruct all the polarization modes, and then
we need to resort to some power-law templates (3.138) and integrate the data over the
whole frequency spectrum; see section 3.4.3.4.
B.2.1. Finding the maximum of the likelihood function
Given the measured data set {s˜(f)}, at a ﬁxed frequency f , the likelihood function for
the unknown parameters SAh (f) is:
p
(
s˜(f)|Sh(f)
)
= exp
[
−
N∑
i,j=1
s˜∗i (f)
[(
P (f) +
∑
A S
A
h (f)Γ
A(f)
)−1]
ij
s˜j(f)
− T2 log det
[
piT
(
P (f) +
∑
AS
A
h (f)Γ
A(f)
)]]
. (B.2)
The search for the maxima of the previous function consists in solving a constrained
maxima problem; in the cases where no further constraints are available on the val-
ues of these parameters, as it is the case of our SGWB polarization components, this
problem reduces to ﬁnd the global maxima of the previous multivariate Gaussian dis-
tribution. The usual way to do this consists into ﬁnd the derivatives of p
(
s˜(f)|Sh(f)
)
with respect to the unknown parameters SAh (f), then, equaling the result to zero, we
ﬁnd the corresponding value of SAh (f) as a function of the data; this statistic represents
the corresponding MLE.
It can be shown that this procedure can be performed in the case of (B.2) if we also
make the assumption that the SGWB spectral density is several order of magnitudes
smaller than the noise spectral density, and then we can perform an expansion in powers
of P−1Sh; recall the notation (3.127): O(n) ≡ O
(
(P−1Sh)n
)
. Anyway, we will show
that the resulting function of the data is too complicated and has several avoidable
features; we will prefer to look for its asymptotic form, taking advantage of the powerful
asymptotic properties of the MLEs.
We begin with the standard procedure for ﬁnding the maxima of the previous function
in order to justify the previous statement and because the results we will obtain will be
useful in computing the asymptotic form of the MLEs.
Being the exponential a monotonic increasing function, the maximum of (B.2) corre-
sponds to that of the term within square brackets. We can obtain its value looking for
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the solutions where its derivative, with respect to the unknown parameter, vanishes:
∂ log p
(
s˜(f)|SAh
)
∂SBh
= 0.
We begin with computing the derivatives term by term:
∂
∑
AΓ
A
ijS
A
h
∂SBh
=
∑
A
δABΓAij = Γ
B
ij ,
∂
∂SBh
(
P +
∑
ΓSh
)−1
= −(P +∑ΓSh)−1ΓB(P +∑ΓSh)−1
= −
(
P−1 − P−1∑ΓSh P−1 + P−1O(P−1Sh))ΓB
×
(
P−1 − P−1∑ΓSh P−1 + P−1O(P−1Sh))
= −P−1ΓBP−1 + P−1ΓBP−1∑ΓSh P−1
+ P−1
∑
ΓSh P
−1ΓBP−1 + P−2O(2)
where, in computing the derivative of the inverse of a matrix X with respect to a pa-
rameter x, we used the following identity:
0 =
∂1
∂x
=
∂
(
XX−1
)
∂x
= X
∂X−1
∂x
+
(
∂X
∂x
)
X−1, ⇒ ∂ X
−1
∂x
= −X−1
(
∂X
∂x
)
X−1.
For computing the derivative of the logarithm term in (B.2), we make use of the identity
(C.2):
log det(X) = tr log(X) ⇒ ∂ log det(X)
∂x
= tr
(
X−1
∂ X
∂x
)
so that:
∂
∂SBh
[
log det
(
P +
∑
ΓSh
)]
= tr
[(
P +
∑
ΓSh
)−1
ΓB
]
= tr
[(
P−1 − P−1∑ΓSh P−1)ΓB]+ P−1O(2).
Then, the derivative of the logarithm of the likelihood can be written:
∂ log p
(
s˜(f)|SAh
)
∂SBh
=
1
T
N∑
i,j=1
s˜∗i (f)
[(
P +
∑
ShΓ
)−1
ΓB
(
P +
∑
ShΓ
)−1]
ij
s˜j(f)
− 12tr
[(
P +
∑
ShΓ
)−1
ΓB
]
=
1
T
∑
i,j
s˜∗i
[
P−1ΓBP−1 − P−1∑ShΓP−1ΓBP−1 − P−1ΓBP−1∑ShΓP−1]
ij
s˜j
− 12tr
[
P−1ΓB − P−1∑ShΓP−1ΓB]+ P−1O(2). (B.3)
This equation can be expressed in a matrix form with respect to the polarization indices,
factorizing the dependence on SAh (f), by means of the functions:
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qB
(
s˜(f)
) ≡ 1
T
∑
i,j
s˜∗i
[
P−1ΓBP−1
]
ij
s˜j − 1
2
tr
[
P−1ΓB
]
(B.4a)
MAB
(
s˜(f)
) ≡ 1
T
∑
i,j
s˜∗i
[
P−1ΓAP−1ΓBP−1 + P−1ΓBP−1ΓAP−1
]
ij
s˜j
− 1
2
tr
[
P−1ΓAP−1ΓB
]
(B.4b)
so that, to the second order in powers of P−1Sh:
qB
(
s˜(f)
)
=
∑
AM
AB
(
s˜(f)
)
SAh (f), (B.5)
which can be formally inverted to ﬁnd the sought-after solution:
ŜAh
(
s˜(f)
)
=
∑
B
(
M−1
(
s˜(f)
))AB
qB
(
s˜(f)
)
.
In the cases where the matrix MAB can't be inverted, it should be used a procedure
similar to that implemented in section 3.4.3.2 for ﬁnding the estimators in the under-
determined cases. Anyway, it is evident by now that this is of little practical interest as
already the MLEs found in the favorable case where MAB is invertible have expression
that are too complex to work with! In particular, the inverse matrix ofMAB (B.4b) seems
to contain the dependence on the data s˜(f) to the denominator, and then the relative
expectation value of the combination
∑
B
(
M−1
(
s˜(f)
))AB
qB
(
s˜(f)
)
will be something
prohibitive to work with in practice.
For these reasons it is preferable to abandon the route of ﬁnding an exact expression
for the MLEs of the polarization components of the SGWB and than looking for their
asymptotic properties.
B.2.2. Asymptotic MLEs
A considerable part of the usefulness of the MLEs relies on their asymptotic properties,
valid when the available data set is suﬃciently large. As we quoted in section 3.4.2.2, for
large data records the MLEs are asymptotically unbiased, eﬃcient (that is, their vari-
ance is the minimum admitted by the Cramér-Rao lower bound) and they are normally
distributed [70, 17]. Therefore we may think to construct these asymptotic MLEs deﬁn-
ing the relative multivariate Gaussian distribution, whose expectation value equals the
actual values of the polarization components of the SGWB spectral density and whose
covariance matrix is given by the inverse of the Fisher information matrix:
IAB
(
ŜhML
)
= −E
[
∂2 log p(s˜|Sh)
∂SAh ∂S
B
h
]
. (B.6)
In fact we have already constructed these asymptotic MLEs; they are the unbiased
estimator that we deﬁned in section 3.4.3.2 starting from the estimator for the cross-
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correlation
〈
s˜∗i (f) s˜j(f)
〉
:
Σij(f) ≡ 1
n
n∑
I=1
s˜∗I,i(f) s˜I,j(f).
This estimator is given by the sum of a large number, n ≡ Ttot/T ∼ 104, of independent,
as they are by construction the segments I (recall the discussion in section 3.1), random
variables, whose variances contribute all in the same way to the overall variance of the
variable Σij(f). Therefore, this function satisﬁes the Lyapunov's conditions [34, 27] for
the validity of the CLT, and then the unbiased estimators (3.134), (3.130), (3.137) and
(3.141), which are proportional to this variable, are Gaussian variables as well, and their
means are exactly those of the corresponding asymptotic MLEs. The asymptotic regime
is guaranteed by the large value of n.
It remains to verify, that also the variance of these unbiased estimators is given by the
inverse of (B.6) for conclude that they are statistically equivalent to the corresponding
asymptotic MLEs, and then they are worth to be used for the GLRT.
This check doesn't present any particular diﬃculty because, as we saw in (3.132) and
(3.144), the variance of the unbiased estimators is dominated by the noise components,
and then we can verify our statement with an expansion of the Fisher information matrix
to the noise dominant contributions. It was for this reason that in the previous section
we computed the derivative of the logarithm of the likelihood function (B.3); now we
just need to compute the second derivative, and then approximate this to the leading
noise order:
∂2 log p(s˜|Sh)
∂SAh ∂S
B
h
= − 1
T
∑
i,j
s˜∗i
[
P−1ΓAP−1ΓBP−1 + P−1ΓBP−1ΓAP−1 − P−1ΓAP−1ΓB
]
− 1
2
Tr
[
− P−1ΓAP−1ΓB
]
+O(1),
and then, the Fisher information matrix to the leading noise terms is:
IAB = −E
[
∂2 log p(s˜|Sh)
∂SAh ∂S
B
h
]
=
1
2
Tr
[
ΓAP−1ΓBP−1+ΓBP−1ΓAP−1−P−1ΓAP−1ΓB
]
+O(1)
which, for the cyclic property of the trace, Tr
[
ABC
]
= Tr
[
BCA
]
= Tr
[
CAB
]
, reduces
to:
IAB =
1
2
Tr
[
ΓAP−1ΓBP−1
]
=
1
2
∑
i,j
ΓAij(f) Γ
B
ij(f)
Pi(f)Pj(f)
. (B.7)
This equation takes us close enough to the correct result. Indeed recall that in (B.2) we
considered the likelihood function over only one segment; as the p.d.f.s of n independent
random variables factorize, than also (B.2) will be multiplied n times, and the corre-
sponding Fisher information matrix will get a factor n respect to that in (B.7). In the
3× 3 case, assuming the ORF matrix to be invertible, we obtain:
Var
[
ŜAh ML(f)
]
≡ (IAA)−1 = (nP−2α (Γ Aα )−2)−1 = 1n((Γ−1) αA )2P 2α
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=
1
2n
∑
i,j
(i 6=j)
((
Γ−1
) ij
A
)2
Pi(f)Pj(f)
which corresponds to the same result obtained in (3.132).
This is suﬃcient for conclude that the expressions for the unbiased estimators found in
section 3.4.3.2 correspond to the asymptotic form of the maximum likelihood estimators
(MLEs).
B.2.3. MLE for the power-law exponent ν
Let us try to compute the MLE for the power-law parameter ν, in SAh (f) = S
A
ν
(
f/f0
)ν
,
maximizing the likelihood function (3.110b), without introducing further assumptions
or constraints. For simplicity, let us consider only one mode of polarization and a single
pair of detectors:
p
(
s˜|ν;H1
)
= exp
[
−
ˆ
df s˜∗1(f)
[
P (f) + Γ12Sν
(
f/f0
)ν]−1
s˜2(f)
]
.
We compute the derivative of the logarithm of the previous equation respect to ν:
∂ log p
(
s˜|ν;H1
)
∂ν
= −
ˆ
df s˜∗1(f)
− log (f/f0)Γ12Sν (f/f0)ν(
P (f) + Γ12Sν
(
f/f0
)ν)2 s˜2(f)
=
ˆ
df s˜∗1(f)
log
(
f/f0
)
Γ12Sν
(
f/f0
)ν(
P (f) + Γ12Sν
(
f/f0
)ν)2 s˜2(f)
We can expand the previous equation to the ﬁrst order in P−1Sh; notice that the nu-
merator of the fraction is already O(1):
∂ log p
(
s˜|ν;H1
)
∂ν
=
ˆ
df s˜∗1(f)
log
(
f/f0
)
Γ12(f)Sν
(
f/f0
)ν
P1(f)P2(f)
s˜2(f) +O(2).
The same result could have been obtained ﬁrst expanding the log likelihood function to
the leading order in P−1Sh and then calculating its derivative. With our assumptions, Sν
is simply a constant parameter, though unknown, which can be taken oﬀ of the integral,
or even neglected for the purpose of ﬁnding for what value of ν this integral vanish.
Anyway, the problem with the solution of this integral equation is that a value for ν
that would make the integral vanishing may not to exist. For example, if we take an
integration interval where, besides log(f/f0) and P1,2(f), also the ORF is always positive,
the vanishing condition is completely up to the data, which can be either positive or
negative.
Therefore, a solution for the MLE of the parameter ν can't be computed analytically,
and requires numerical methods to be performed with the measured data set.
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B.3. 8-point correlator of the detector outputs
In this section we present the computation of the 8-point correlator〈
s˜∗I,is˜I,j s˜
∗
J,ks˜J,l s˜I′,i′ s˜
∗
I′,j′ s˜J ′,k′ s˜
∗
J ′,l′
〉
,
where the quantities with primed indices depend on f ′, while the others on f . This is
important in order to compute the variance of the generalized statistic YG, as discussed
in section 3.4.4.4.
The Wick-Isserlis Theorem [146] allows to break this correlator into the sum of 8!
2!4·4! =
105 terms made out of the combination of
(
8
2
)
= 28 cross-correlators. In fact, from what
we learned about the computation of the four point correlator (3.124) only a few of these
terms do actually contribute.
First of all, the only non-vanishing cross-correlations will be those containing exactly one
complex conjugate, as the others will produce terms proportional to δT (2f), or δT (2f
′),
which identically vanish, except for f = 0, as the minimum sampled frequency we are
considering is f1 = 1/T . Also, as we chose to cut oﬀ the diagonal terms dominated by the
noise (recall the discussion in 3.4.3.1), those correlations that will contribute the most
are those where i and j, k and l, and the relative primed quantities are not correlated
together.
Then, considering only the detector indices (the lower case letters), we obtain that from
the 28 cross-correlations those that contribute the most are, in a shorthand writing:
〈i∗l〉, 〈i∗i′〉, 〈i∗k′〉, 〈jk∗〉, 〈jj′∗〉, 〈jl′∗〉,
〈k∗i′〉, 〈k∗k′〉, 〈lj′∗〉, 〈ll′∗〉, 〈i′l′∗〉, 〈j′∗k′〉 (B.8)
and then the value of the 8-point correlator will be, to the leading orders, equals to the
9 cross-correlation combinations of the previous terms:〈
i∗j k∗l i′j′∗k′l′∗
〉 ' 〈i∗l〉〈jk∗〉〈i′l′∗〉〈j′∗k′〉+〈i∗l〉〈jj′∗〉〈i′l′∗〉〈k∗k′〉+〈i∗l〉〈jl′∗〉〈j′∗k′〉〈k∗i′〉
+ 〈i∗i′〉〈jk∗〉〈ll′∗〉〈j′∗k′〉+ 〈i∗i′〉〈jj′∗〉〈k∗k′〉〈ll′∗〉+ 〈i∗i′〉〈jl′∗〉〈lj′∗〉〈k∗k′〉
+ 〈i∗k′〉〈jk∗〉〈lj′∗〉〈i′l′∗〉+ 〈i∗k′〉〈jj′∗〉〈ll′∗〉〈k∗i′〉+ 〈i∗k′〉〈jl′∗〉〈lj′∗〉〈k∗i′〉.
Let us now reintroduce the segments indices (the upper case letters), and make us of the
corresponding properties.
In the over-determined case, we have I, I ′ 6= J, J ′, as we discussed when computing the
mean of YG. This relations imply the annulment of all the correlators except:〈
s˜∗I,is˜I′,i′
〉
,
〈
s˜I,j s˜
∗
I′,j′
〉
,
〈
s˜∗J,ks˜J ′,k′
〉
,
〈
s˜J,ls˜
∗
J ′,l′
〉
,〈
s˜∗I,is˜J ′,k′
〉
,
〈
s˜I,j s˜
∗
J ′,l′
〉
,
〈
s˜∗J,ks˜I′,i′
〉
,
〈
s˜J,ls˜
∗
I′,j′
〉 (B.9)
which we can combine in only four terms:〈
s˜∗I,is˜I,j s˜
∗
J,ks˜J,l s˜I′,i′ s˜
∗
I′,j′ s˜J ′,k′ s˜
∗
J ′,l′
〉 ≈ 〈s˜∗I,is˜I′,i′〉〈s˜I,j s˜∗I′,j′〉〈s˜∗J,ks˜J ′,k′〉〈s˜J,ls˜∗J ′,l′〉
+
〈
s˜∗I,is˜I′,i′
〉〈
s˜I,j s˜
∗
J ′,l′
〉〈
s˜∗J,ks˜J ′,k′
〉〈
s˜J,ls˜
∗
I′,j′
〉
+
〈
s˜∗I,is˜J ′,k′
〉〈
s˜I,j s˜
∗
I′,j′
〉〈
s˜∗J,ks˜I′,i′
〉〈
s˜J,ls˜
∗
J ′,l′
〉
+
〈
s˜∗I,is˜J ′,k′
〉〈
s˜I,j s˜
∗
J ′,l′
〉〈
s˜∗J,ks˜I′,i′
〉〈
s˜J,ls˜
∗
I′,j′
〉
.
203
B. Details on some results in Statistics
Summing over all the measurement segments we have:(
2
nT
)4∑
I,J
∑
I′,J ′
〈
s˜∗I,is˜I,j s˜
∗
J,ks˜J,l s˜I,i′ s˜
∗
I,j′ s˜J ′,k′ s˜
∗
J ′,l′
〉
=
=
(
2
nT
)4∑
I,J
∑
I′,J ′
[
δII′
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉
δJJ ′
〈
s˜∗ks˜k′
〉〈
s˜ls˜
∗
l′
〉
+ δII′
〈
s˜∗i s˜i′
〉
δIJ ′
〈
s˜j s˜
∗
l′
〉
δJJ ′
〈
s˜∗ks˜k′
〉
δJI′
〈
s˜ls˜
∗
j′
〉
+ δIJ ′
〈
s˜∗i s˜k′
〉
δII′
〈
s˜j s˜
∗
j′
〉
δJI′
〈
s˜∗ks˜i′
〉
δJJ ′
〈
s˜ls˜
∗
l′
〉
+ δIJ ′
〈
s˜∗i s˜k′
〉〈
s˜j s˜
∗
l′
〉
δJI′
〈
s˜∗ks˜i′
〉〈
s˜ls˜
∗
j′
〉]
=
(
2
nT
)4[
n2
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉〈
s˜∗ks˜k′
〉〈
s˜ls˜
∗
l′
〉
+ n
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
l′
〉〈
s˜∗ks˜k′
〉〈
s˜ls˜
∗
j′
〉
+ n
〈
s˜∗i s˜k′
〉〈
s˜j s˜
∗
j′
〉〈
s˜∗ks˜i′
〉〈
s˜ls˜
∗
l′
〉
+ n2
〈
s˜∗i s˜k′
〉〈
s˜j s˜
∗
l′
〉〈
s˜∗ks˜i′
〉〈
s˜ls˜
∗
j′
〉]
+O(2)
=
(
4
nT 2
)2[〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉〈
s˜∗ks˜k′
〉〈
s˜ls˜
∗
l′
〉
+
〈
s˜∗i s˜k′
〉〈
s˜j s˜
∗
l′
〉〈
s˜∗ks˜i′
〉〈
s˜ls˜
∗
j′
〉]
+O(n−3, 2)
=
1
n2T
[
δ(f − f ′)Pi(f)δii′ Pj(f)δjj′ Pk(f)δkk′ Pl(f)δll′
+ δ(f − f ′)Pi(f)δik′ Pj(f)δjl′ Pk(f)δki′ Pl(f)δlj′
]
+O(n−3, 1).
Anyway, the four-index tensor Mijkl, see equations (3.168) and (B.4b), is symmetric
under the exchange (ij) ↔ (kl), and then the two terms that comprise the previous
expression, once contracted withMijkl, will produce the same contribution, and then we
can approximate to the leading order the 8-point correlator in the over-determined case
as:
=
2
n2T
δ(f −f ′)Pi(f)δii′ Pj(f)δjj′ Pk(f)δkk′ Pl(f)δll′+O
(
n−3, 1
)
. (B.10)
This expression is approximated to the ﬁrst order in P−1Sh . 10−2 and to the third in
n−1 ∼ 10−4.
In the 3 × 3 and under-determined cases they hold the relations between the detector
indices: i = k, j = l, and analogously for the corresponding primed quantities. Therefore,
the cross-correlators (B.8) can be rewritten as
〈s˜∗I,is˜J,j〉, 〈s˜∗I,is˜I′,i′〉, 〈s˜∗I,i, s˜J ′,i′〉, 〈s˜I,j s˜∗J,i〉, 〈s˜I,j s˜∗I′,j′〉, 〈s˜I,j s˜∗J ′,j′〉,
〈s˜∗J,is˜I′,i′〉, 〈s˜∗J,is˜J ′,i′〉, 〈s˜J,j s˜∗I′,j′〉, 〈s˜J,j s˜∗J ′,j′〉, 〈s˜I′,i′ s˜∗J ′,j′〉, 〈s˜∗I′,j′ s˜J ′,i′〉,
whose possible combinations are:〈
s˜∗I,is˜I,j s˜
∗
J,is˜J,j s˜I,i′ s˜
∗
I,j′ s˜J ′,i′ s˜
∗
J ′,j′
〉 ≈ 〈Ii, Jj〉〈Ij, Ji〉〈I ′i′, J ′j′〉〈I ′j′, J ′i′〉
+ 〈Ii, Jj〉〈Ij, I ′j′〉〈I ′i′, J ′j′〉〈Ji, J ′i′〉
+ 〈Ii, Jj〉〈Ij, J ′j′〉〈I ′j′, J ′i′〉〈Ji, I ′i′〉
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+ 〈Ii, I ′i′〉〈Ij, Ji〉〈Jj, J ′j′〉〈I ′j′, I ′i′〉
+ 〈Ii, I ′i′〉〈Ij, I ′j′〉〈Ji, J ′i′〉〈Jj, J ′j′〉
+ 〈Ii, I ′i′〉〈Ij, J ′j′〉〈Jj, I ′j′〉〈Ji, J ′i′〉
+ 〈Ii, J ′i′〉〈Ij, Ji〉〈Jj, I ′j′〉〈I ′i′, J ′j′〉
+ 〈Ii, J ′i′〉〈Ij, I ′j′〉〈Jj, J ′j′〉〈Ji, I ′i′〉
+ 〈Ii, J ′i′〉〈Ij, J ′j′〉〈Jj, I ′j′〉〈Ji, I ′i′〉.
From the previous computation of the 8-point correlator in the over-determined case
we know that each cross-correlation computed on diﬀerent segments produce a factor
δIJ ; every Kronecker delta cancels a summations over the corresponding indices, which
instead produces a factor n, and then, to the leading orders in powers of n−1, we can
retain only those combinations that produce the least number of such Kronecker deltas,
or conversely, the higher number of factors n:〈
s˜∗I,is˜I,j s˜
∗
J,is˜J,j s˜I,i′ s˜
∗
I,j′ s˜J ′,i′ s˜
∗
J ′,j′
〉 ≈ 〈Ii, Jj〉〈Ij, Ji〉〈I ′i′, J ′j′〉〈I ′j′, J ′i′〉
+ 〈Ii, I ′i′〉〈Ij, I ′j′〉〈Ji, J ′i′〉〈Jj, J ′j′〉
+ 〈Ii, J ′i′〉〈Ij, J ′j′〉〈Jj, I ′j′〉〈Ji, I ′i′〉.
Summing over the segment indices, we obtain:(
2
nT
)4∑
I,J
∑
I′,J ′
〈
s˜∗I,is˜I,j s˜
∗
J,ks˜J,ls˜I,i′ s˜
∗
I,j′ s˜J ′,k′ s˜
∗
J ′,l′
〉
=
=
(
2
nT
)4∑
I,J
∑
I′,J ′
[
δIJ
〈
s˜∗i s˜j
〉〈
s˜j s˜
∗
i
〉
δI′J ′
〈
s˜i′ s˜
∗
j′
〉〈
s˜∗j′ s˜i′
〉
+ δII′
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉
δJJ ′
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉
+ δIJ ′
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉
δJI′
〈
s˜j s˜
∗
j′
〉〈
s˜∗i s˜i′
〉]
+O(n−3)
=
(
2
nT
)4
n2
[〈
s˜∗i s˜j
〉〈
s˜j s˜
∗
i
〉〈
s˜i′ s˜
∗
j′
〉〈
s˜∗j′ s˜i′
〉
+
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉
+
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉〈
s˜j s˜
∗
j′
〉〈
s˜∗i s˜i′
〉]
+O(n−3)
=
(
4
nT 2
)2[〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉
+
〈
s˜∗i s˜i′
〉〈
s˜j s˜
∗
j′
〉〈
s˜j s˜
∗
j′
〉〈
s˜∗i s˜i′
〉]
+O(n−3, 2)
=
2
n2T
δ(f − f ′)P 2i (f)δii′ P 2j (f)δjj′ +O
(
n−3, 1
)
. (B.11)
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C.1. Matrix identities
C.1.1. Jacobi identity
According to the Jordan's decomposition theorem [99, Thm. 7.1.9], every square matrix
A ∈ Cn×n has all of its eigenvalues λi in the ﬁeld C, and then it admits Jordan's normal
form, that is, it can be turned by a similarity transformation into an upper-triangular
matrix J , called Jordan's matrix, with all the eigenvalues λi on the main diagonal and
the entries below equal to zero: A = X−1 J X. Thus, the determinant of this matrix is:
detA = det
(
X−1 J X
)
= detX−1 · det J · detX = det J = ∏i λi. (C.1)
Taking the (complex) logarithm of the previous expression, we get:
log detA = log
∏
i
λi =
∑
i
log λi = tr log J
= tr log
(
X AX−1
)
= tr
[
logX + logA+ logX−1
]
= tr logA. (C.2)
In the previous equation, the complex logarithm is understood to be an inverse of the
complex exponential function [56, 3], and also the matrix logarithm is deﬁned in such
a way that a matrix A is the logarithm of a given matrix B if the matrix exponential of
A is B:
expA ≡
∞∑
n=0
1
n!
An = 1 +A+
1
2!
A2 + . . . = B.
Also, if the matrix A has eigenvalues λi, its exponential B ≡ expA has eigenvalues eλi ,
and substituting that into (C.1) we obtain:
det expA ≡ detB (C.1)= ∏ieλi = exp [∑iλi] = exp trJ = exp tr[XAX−1]
= exp trA (C.3)
where in the last step we used the Jordan's decomposition of A = X−1 J X and the
cyclic property of the trace: tr
[
XAX−1
]
= tr
[
X−1X A
]
. Equation (C.3) is sometimes
referred to as a corollary to the Jacobi's formula [148, Cor. 5.3].
C.2. Projector operator on the null space of a linear application
Say the m×n matrix A represents a linear application between two ﬁelds of dimensions
m and n. If it has full rank in the rows but not in the column, rk(A) = m < n, that is, it
is broad, we can ﬁnd a (n−m)×m matrix B belonging to the null space of A, whose
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rows form a complete base for Null(A). It satisﬁes the following relations: ABT = 0
and BAT = 0. The augmented matrix
[
A
B
]
, built attaching to the bottom of A the rows
of B, is a square, n × n matrix, and it is invertible. Also [AT |BT ] is well deﬁned and
invertible. Then, it follows that:
1 n×n =
[
AT |BT ][AT |BT ]−1[A
B
]−1[A
B
]
=
[
AT |BT ]([A
B
][
AT |BT ])−1[A
B
]
=
[
AT |BT ](AAT 0
0 BBT
)−1 [A
B
]
= AT
(
AAT
)−1
A+BT
(
BBT
)−1
B
where both AAT and BBT are small square matrices, in general, with diﬀerent dimen-
sions: m × m and (n − m) × (n − m), respectively. They are also invertible, as they
have full rank, by deﬁnition. From the previous equation we can read that the projector
operator on the null space of A is then the n× n matrix:
BT
(
BBT
)−1
B = 1 n×n −AT
(
AAT
)−1
A ≡ PNull(A).
It is indeed ready to verify the fundamental properties of the projectors:
PNull(A) = P
2
Null(A) = B
T
(
BBT
)−1
BBT
(
BBT
)−1
B = BT
(
BBT
)−1
B
and that it is actually orthogonal to A:
PNull(A)A
T = AT −AT (AAT )−1AAT = 0, APNull(A) = A−AAT (AAT )−1A = 0.
C.3. Projector operator on the image of a linear application
We now want to ﬁnd the projection operator on the image of the linear application A,
represented by a m× n matrix which has full rank in the columns, but not in the rows:
rk(A) = n < m, and therefore it's said to be tall. Again, we deﬁne an m × (m − n)
matrix B, whose columns are complete base for the null space of AT : ATB = 0 e
BTA = 0. THe augmented matrix [A|B] is a square m×m matrix, and it is invertible.
Also
[
AT
BT
]
is well deﬁned and invertible. We can then write:
1m×m = [A|B][A|B]−1
[
AT
BT
]−1[AT
BT
]
= [A|B]
([
AT
BT
]
[A|B]
)−1[AT
BT
]
= [A|B]
(
ATA 0
0 BTB
)−1 [
AT
BT
]
= A
(
ATA
)−1
AT +B
(
BTB
)−1
BT
Both ATA and BTB are small (< m×m), square, invertible matrix, as they have full
rank by construction. The projection operator on the image of A can then be read from
the previpus equation to be the m×m matrix:
PIm(A) ≡ A
(
ATA
)−1
AT = 1m×m −B
(
BTB
)−1
BT .
This operator is deﬁned by means of the right pseudo-inverse of the matrix A. Its
property as a projector are easy to be veriﬁed. Also, it can be noticed that the previous
equation is the direct generalization of the projector operator along a vector; if u is a
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unitary vector, the projector along u is simply: Pu = uu
T . If we have a generic vector v,
we should also divide by its norm (which is a number), ‖v‖2 = vT v: Pv = vvT (vT v)−1 =
v(vT v)−1vT . This equation resembles very much the projector on the image of A, where
the factor (ATA)−1 represents then a normalization factor.
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List of acronyms
CL conﬁdence level
CLT central limit theorem
CMB cosmic microwave background
EEP Einstein's Equivalence Principle
ETG Extended theory of gravity
FFT fast Fourier transform
FRW Friedmann-Robertson-Walker
GLRT generalized likelihood ratio test
GR General Relativity
GW gravitational wave
LLI Local Lorentz Invariance
LTI linear time invariant
MLE maximum likelihood estimator
NP Neyman-Pearson
ORF overlap reduction function
p.d.f. probability density function
rms root mean square
SGWB stochastic background of gravitational waves
SNR signal-to-noise ratio
UMP uniformly most powerful
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List of physical constants
Symbol and its value
H0 = 100h0 km s
−1Mpc−1 = h0 · 3.2× 10−18 Hz
h0 = 0.673(12)
GN = 6.6738(8)× 10−11 m3kg−1s−2
c = 299792458 m s−1
ρc ≡ 3c
2H 20
8piGN
= 1.87847(23)× 10−29h 20 g cm−3
Name
present day Hubble expansion rate
scale factor for Hubble expansion rate
Newtonian gravitational constant
speed of light
critical density of the Universe
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