INTRODUCTION
Over the past thirty years, the technique of transference has proved extremely effective in obtaining bounds for an operator T acting on a Banach space X (often an L p space) when T is associated with the representation of a locally compact group G acting on X via a "convolution-type" formula. The technique has its origins in, inter alia, the work of A.P. Calderón and A. Zygmund ([C,Z] ) on singular integrals and M. Cotlar ([Co] ) on the ergodic Hilbert transform. An early expository account of the idea of transference was given by Calderón ([C] ) and this was followed by the monograph by R.R. Coifman and G. Weiss ([C,W] ), who gave a comprehensive survey of the technique and its applications as the theory then stood.
The fundamental transference result established by Coifman and Weiss takes the following form. Let G be a locally compact abelian group and R a strongly continuous representation of G in L p (M, d µ) for some measure space (M, d µ) such that there is a uniform bounded c on R u (u ∈ G). In these circumstances, given k ∈ L 1 (G), the formula
defines an operator T k on L p (M, d µ) , integration being with respect to Haar measure on G. The fundamental transference result asserts that T k ≤ c 2 N p (k), where N p (k) denotes the norm of convolution by k on L p (G). Roughly speaking, the action of k by convolution on L p (G) can be transferred to L p (M, d µ) by the representation R of G with control of norm. Strictly, Coifman and Weiss consider more generally an amenable group G, but most applications involve abelian groups (often R, T or Z).
Since the monograph of Coifman and Weiss appeared, several results involving the transfer of the boundedness of maximal operators and square functions associated to a family of operators have been obtained (see, e.g., [A,B,G1] , [A,B,G2] ) as well as an analogue that applies to representations on an arbitrary Banach space ( [B,G,M] ). In this paper we develop a vector valued theory of transference in which the scalar valued kernel k is replaced by an operator valued kernel. Roughly speaking the principal result is the following (see Theorem 1.1 below for a precise statement).
Let X and Y be Banach spaces, let G be a locally compact abelian group, and let K be an operator valued kernel defined on G with values in the space of bounded linear operators from X to Y . Suppose that R andR are representations of G on X and Y respectively that intertwine the values of K. Then, under suitable boundedness conditions on R,R and K, the formula
defines a bounded linear operator T K from X to Y with norm controlled by norm of convolution by K as a mapping from L p X (G) into L p Y (G), (for all values of p in the range 1 ≤ p < ∞.)
The layout of the paper is as follows. In section 1, we give a proof of the above vector valued analogue of the Coifman-Weiss transference result; this is in fact a straightforward modification of the proof of the original result. We then show in section 2 how this vector valued result includes the earlier extensions mentioned above. A number of applications to the geometry of Banach spaces are given in section 3. In particular, we give a transference proof of the well known fact that every Banach space in the class UMD has non-trivial Rademacher type and cotype (Theorem 3.4 ) and show that, if a Banach space X has the property that the natural analogue of Rubio de Francia's Littlewood-Paley inequality for arbitrary intervals ( [RdeF2] ) is valid for X-valued functions, then X has type p for every p in the range 1 ≤ p < 2. In section 4 several results are proved in the setting of abstract commutative harmonic analysis. In particular, we outline the proof of the affirmative resolution of a conjecture of Rubio de Francia that was stated in [RdeF1] , the details of which can be found in [B,G,T] . In the final section of the paper, we indicate how the technique of transference can be used to obtain dimension free estimates for certain operators in an R ⋉ setting.
The notation of the paper is standard and for the most part self-explanatory. We mention only that, given Banach spaces X and Y and a measure space (M, dµ) , L(X, Y ) denotes the space of bounded linear operators from X to Y (L(X) when X = Y ) and, for 1 ≤ p < ∞, L p X (M) denotes the Lebesgue-Bochner space of p-integrable X-valued functions on (M, dµ) .
This survey is the core of a talk given by the third author at the International Conference and 13th Academic Symposium of China on Functional Analysis and Applications. In the treatment below we have, for the first time, presented these results in a complete and unified way. The third author wishes to thank the Department of Mathematics and Statistics of Wuhan University for its warm hospitality, which contributed so much to the success of the Conference 1 Technical Results Theorem 1.1 Let G be a locally compact abelian group, let X, Y be Banach spaces and let K be a function in L 1 L(X,Y ) (G). Assume that there exist strongly continuous representations R andR of the group G such that:
(1) for every u ∈ G, we have R u ∈ L(X, X) andR u ∈ L(Y, Y );
(2) there exist constants c 1 and c 2 such that R u L(X,X) ≤ c 1 and
We define the operator
where N p,X,Y (K) denotes the norm of the convolution operator defined by the kernel K from
Proof. We observe that the operator T K is well defined as a Bochner integral and that
Using (2), (3) and the properties of the Bochner integral, we have
Letting ǫ → 0 gives
in this case. Assume now that K ∈ L 1 L(X,Y ) (G). Let K n be a sequence of compactly supported func-
and so lim n N p,X,Y (K n ) = N p,X,Y (K) . Moreover by (1.2), T Kn − T K → 0. The desired result now follows by letting n → ∞ in the inequality
2
A unified approach to earlier results
In order to see that the vector-valued transference result of the previous section captures earlier known transference results, it is necessary to consider various vector-valued extensions of an operator S defined on a space L p (µ) of scalar-valued functions. To be more precise, let X be a Banach space and consider when the operatorS = S ⊗ Id X defined initially on the algebraic tensor product L p (µ) ⊗ X bỹ
has a bounded extension to the Bochner space L p X (µ). Note that, when X = ℓ q ,S is given byS({f j }) = {Sf j }. Also, when X = L p (ν) for some measure ν, a simple application of Fubini's theorem shows thatS does extend to L p X (µ) with the same norm as S. With this observation we obtain from Theorem 1.1 the classical transference result of Calderón and Coifman-Weiss.
Theorem 2.2 Suppose that (Ω, M, µ) is an arbitrary measure space and let u → R u be a strongly continuous representation of a locally compact abelian group
To see this, it is enough to apply Theorem 1.1 with X = L p (µ) and K = k ⊗ Id X . Observing that the convolution operator defined on L p (G) by
has the L p (µ)−valued extension given by convolution by K and, by the comments above, this extension has the same norm.
Theorem (1.1) also has the following vector valued antecedent ( [B,G] 
where N p,X (k) denotes the norm of convolution by k on L p X (G).
As was observed in [A,B,G2], it is not in general possible to transfer strong-type maximal inequalities under the hypotheses of Theorem 2.2, but such transference is possible if each operator R u is assumed to be separation-preserving (that is, R u f and R u g have disjoint supports whenever f and g have disjoint supports).
This additional hypothesis can be explained as follows by considering ℓ ∞ extensions.
Lemma 2.4 Let S be a bounded linear operator from L p (µ) into itself. Assume that there exists a bounded positive-preserving
Proof. It is clearly enough to prove that if V is a bounded positive-preserving operator then it has a ℓ ∞ −valued extension. But by using the positive-preserving property we have
Corollary 2.5 Let S be a separation-preserving bounded linear operator from L p (µ) into itself. Then S has an ℓ ∞ extensionS and S = S .
Proof. Since S is separation-preserving, there is a positivity-preserving operator |S| on L p (µ) such that |Sf | = |S|(|f |) for all f (see [K] ). Now apply the above lemma and note that, by construction, S = |S| = S .
Remark 2.6 It is worth noting that, conversely, if S is a bounded operator from L p (µ) into itself and has a ℓ ∞ −bounded extension, then there exists a bounded positive-preserving linear
Ω. See ( [V] ). Moreover in this case S has an X−bounded extension for any Banach space X. To see this we observe
Definition 2.7 Given {k j } a finite or infinite sequence of functions in L 1 (G).
where * denotes convolution with respect to a fixed Haar measure of G.
We are now in a position to establish the following result concerning the transference of strong-type maximal inequalities (see [A,B,G2] ). (Compare also Theorem (2.11) of [B,P,W] regarding subpositivity and transference of maximal inequalities.)
where T k j are the operators defined by
Proof. We can assume without loss of generality that the sequence {k j } is finite. Let
We are given the representation R of G in X and, using Corollary 2.5, we can extend each operator R u to Y to obtain a representationR of G in Y . (It is easy to verify that the extended operators do indeed give a representation.) Notice that, using the notation of Theorem 1.1, we have T * = T K and, to obtain the conclusion of the present theorem, it suffices to show that N p,X,Y (K) = N p,∞ ({k j }). This follows from a straightforward application of Fubini's theorem.
In a similar way, we can consider the transference of square functions from a vectorvalued viewpoint. To do this, recall the Marcinkiewicz-Zygmund theorem which states that, given an arbitrary bounded linear operator S from L p (µ) into itself (where 1 ≤ p < ∞), the ℓ 2 -valued extensionS of S is also bounded and S = S .
With the Marcinkiewicz-Zygmund theorem in mind, the vector-valued approach to the transfer of maximal functions can be easily adapted to give the following theorem [A, B,G1] .
Applications to Geometry of Banach Spaces
We recall that a Banach space is said to be of Rademacher type p, where 1 ≤ p ≤ 2,
for every finite family of vectors x 1 , . . . , x n in X, see [L,T] . Define the numbers p(X) = sup{p : X has Rademacher type p}, and q(X) = inf{q : X has Rademacher cotype q}.
Definition 3.1 Given Banach spaces X, Y, we shall say that Y is finitely representable in X if for any finite dimensional subspace Y 0 of Y and any ε > 0 there exits a finite dimensional subspace X 0 of X and a isomorphism J :
The following Theorem, due to B. Maurey and G. Pisier, is well known and can be viewed as one of the main results in the theory of Banach spaces ( see [M,P] ).
Theorem 3.2 The Banach spaces ℓ p(X) and ℓ q(X) are finitely representable in X.
Let X be a Banach space. We say that X has the UMD property if the Hilbert transform H, defined initially in L 2 (R) ⊗ X as in (2.1) has a bounded extension to L 2 X (R). The UMD property was introduced by Burkholder when studying unconditional convergence of vectorvalued martingale transforms, it is known that a Banach space X has the UMD property if and only if the Hilbert transform has a bounded extension to L p X (R) for any p in the range 1 < p < ∞. See [B] and [Bou] and the references there.
Lemma 3.3 Assume that X and Y are Banach spaces such that X has the UMD property and Y is finite representable in X, then Y has the UMD property.
Proof. We have to prove that there is a constant C such that
. , e n } ⊂ Y, and let ε be any positive number, then by using Definition 3.1 there exist X 0 and an isomorphism J : Y 0 → X 0 such that J J −1 ≤ 1 + ε. By using the linearity of the extension H and the fact that X has the UMD property, we have
. Now we give a proof of the following well known result as an illustration of the use of transference theory in the context of geometry of Banach spaces.
Theorem 3.4 Assume that a Banach space X satisfies the UMD property. Then p(X) > 1 and q(X) < ∞.
Proof. We shall give the proof in the case of p(X), the q(X) case is similar. By Theorem 3.2 and Lemma 3.3, we have that ℓ p(X) satisfies the UMD property. This guarantees that the Hilbert transform maps L 2 ℓ p(X) (R) into itself. By standard measure theory techniques this implies that the Hilbert transform H maps L 2 L p(X) (R) (R) into itself. But this is equivalent to having a uniform bound for the norms on L 2 (R) L p(X) (R) of the operators
We are in the hypothesis of Theorem 1.1 with the group G = R, the Banach spaces X = Y = L p(X) (R) and the operators K ε . Therefore the operators
are uniformly bounded in L p(X) (R) (with norms controlled by the norms of K ε as operators from L 2 L p(X) (R) (R) into itself.) But this implies that the Hilbert transform is bounded on L p(X) (R) and hence that p(X) > 1.
One of the most remarkable results in recent Harmonic Analysis is the following result due to Rubio de Francia, see ([RdeF2]) Theorem 3.5 Given an interval I ⊂ R, we denote by S I the partial sum operator defined by (S I f )ˆ=f χ I , wheref stands for the Fourier transform of the function f. For every p in the range 2 ≤ p < ∞, there exists C p > 0 such that, for every sequence {I k } of disjoint intervals, we have
It is clear that, in order to prove such an inequality, it is enough to prove that there exists a constant C p such that, for any finite subfamily {I j } j∈J of F , we have
By Kintchine's inequalities, see([L,T]), this last result is equivalent to the existence of a constant C p such that for any disjoint family {I j } j∈J and any finite collection {r j } j∈J of Rademacher functions, we have
This inequality drives us of the following definition Definition 3.9 Let X be a Banach space and let 2 ≤ p < ∞. We say that X satisfies the LP R p property if there exists a constant C p,X such that for any finite disjoint family of intervals {I j } j∈J ⊂ R, we have:
Remark 3.11 It is clear that if the Banach space X has the LP R p property for some p in the range 2 ≤ p < ∞, then the operators S I are bounded from L p X into itself and therefore X must be UMD, see ([Bou] ). An obvious use of Fubini's Theorem says that the L p spaces have the LP R p property for 2 ≤ p < ∞.
The definition of the LP R p property has particular significance for those Banach spaces in which one can defined a notion of "modulus"; that is, for Banach lattices. To be precise we give the following definition, which can be found in [L,T, p.1 ].
Definition 3.12 A partially ordered Banach space E over the reals is called a Banach lattice provided:
Analogously a Banach lattice is said to be q-concave if there exists a constant M so that
see [L,T, p 46]
Remark 3.14 The convexity properties of a Banach lattice are closely related to the Rademacher type and cotype (see [L,T, p. 100] ). In particular it is known that if p(E) > 1 then the lattice is p-convex and q-concave for some 1 < p < q < ∞ (see [L, T, Corollary 1.f.9] ). Therefore by using Theorem 3.4 we conclude that if a Banach lattice E is UMD then E is p-convex and q-concave for some 1 < p < q < ∞.
Now we present the following description of the LP R p -property in the case of Banach lattices.
Lemma 3.15 Assume that E is a Banach lattice and 2 ≤ p < ∞. Then the following are equivalent (i) E satisfies the LP R p -property.
(ii) There exists a constant C p such that, for any disjoint family {I j } j∈J of intervals in R, we have
where |.| is the absolute value in the lattice.
Proof. Observe that both conditions (i) and (ii) imply the boundedness of the operators S I from L p E into itself and therefore E must be UMD In order to finish the proof, we shall show that, if a Banach lattice E is UMD, then
where 1 < p < ∞ and {f j } is any finite sequence in L p E . To prove (3.17), note first that, as E is UMD (see Remark 3.14), it must be q 0 -concave for some q 0 < ∞. Therefore, if q = max(q 0 , p), by Jensen's inequality and q−concavity we have
where, in the last inequality, we have used Kintchine's inequalities.
For the converse, we observe that, as E is UMD, then it must be r 0 −convex for some r 0 > 1. Therefore, if we put r = min(r 0 , p), by using Kintchine's inequality, the r−convexity of E and Jensen's inequality we have
Now we state a Proposition that is for the LP R p property the parallel to Proposition 3.3 for the UMD property.
Proposition 3.18 Assume that X, Y are Banach spaces such that X has the LP R p property and Y is finite representable in X, then Y has the LP R p property.
Proof. Let R X,J be the operator
By definition, X satisfies the LP R p property if and only if the operators R X,J are uniformly bounded from L p X (R) into L p L p X ([0,1]) (R). Therefore we have to prove that there exists a constant C p (independent of J) such that
, and n ∈ IN. We follow the lines of the proof of Proposition 3.3. Consider Y 0 = span{e 1 , . . . , e n } ⊂ Y, and ε > 0 then by Definition 3.1, there exist a subspace X 0 of X, and J : Y 0 → X 0 such that J J −1 ≤ 1 + ε. Then, as X has the LP R p property, we have
Now we give a necessary condition for a Banach space to have the LP R p property.
Theorem 3.19 Assume that X is a Banach space which satisfies the LP R p property for some p, 2 ≤ p < ∞. Then p(X) = 2.
Proof. By Theorem 3.2 and last lemma we have that ℓ p(X) satisfies the LP R p property. Therefore, as we noted in the proof of the last lemma the linear operators
. By standard techniques of extension of operators, see ([RdeF,T] ), this implies that the operators R L p(X) ,J are uniformly
. In other words the operators defined from the space
. Now, by using the ideas in the proof of ([C,W, Lemma 3.5]), for each χ I j we find a sequence of functions k n j in L 1 (R) having compact support such thatk n j (x) → χ I j (x), a.e., as n → ∞. We consider the operators defined from the space
where K n J ∈ L 1 L(R,L p(X) ([0,1])) have compact support and we are denoting byR L p(X) ,J the convolution operator with K n J . By the construction it is easy to see thatR L p(X) ,J have bounded extensions from L p (R) L p(X) (R) into L p (R) L p(X) ([0,1]) L p(X) (R) . We can arrange that the operator norm ofR L p(X) ,J is bounded by the operator norm of R L p(X) ,J (as in [C,W, Lemma 3.5]). Apply Theorem 1.1 with R u φ(x) = φ(x − u), X = L p(X) (R) and Y = L p(X) L p(X) (R) ([0, 1]), to conclude that T K n j is bounded from X into Y and T K n j ≤ R L p(X) ,J , but
Now, by using the properties of the functions k n j and Fatou's lemma we get
for every finite set J, where C is a bound (independent of J) for the norms of R L p(X) ,J . This implies that 2 ≤ p(X) and therefore p(X) = 2.
As we saw in Lemma 3.15, in certain situations the existence of a lattice structure in the Banach space can be use to give a description of a particular geometry property of the space. In some particular cases the lattice can be described in terms of classes of functions and then some interesting operators can be defined. We shall say that E is a Köthe function space if E is a Banach space consisting of equivalence classes, modulo equality almost everywhere, of locally integrable real functions on a σ−finite measure space (Ω, Σ, dω), such that the following conditions hold:
on Ω, f is measurable and g ∈ E, then f belongs to E and f ≤ g ; Theorem 3.20 The operators M J are not uniformly bounded from L p L 1 (R n ) (R n ) into itself for any p, 1 < p < ∞.
Proof Assume that there exists a p o such that M J are uniformly bounded from L po L 1 (R n ) (R n ) into itself. This is equivalent to say that the ℓ ∞ (J)− valued operators
Now we can apply Theorem 1.1 and we conclude that the operators
. This says that the operators
|f (y)|dy, are uniformly bounded from L 1 (R n ) into itself, and therefore we would conclude that the Hardy-Littlewood maximal operator is bounded from L 1 (R n ) into itself, which is a contradiction.
In [GC,M,T] the following definition is given: A Köthe function space E is said to satisfy the Hardy-Littllewood property if there exists p o , 1 < p o < ∞, such that the operators M J are uniformly bounded on L po E (R n ). See [GC,M,T]. The last Theorem can be used, together with ideas parallel to the ideas in Theorems 3.4 and 3.19, to prove that if a Köthe function space E has the Hardy-Littlewood property then it must be p−convex , for some p > 1, see [GC,M,T] .
Application to functions defined on Groups
In this section we give several applications of transference to commutative harmonic analysis, both in a scalar and a vector valued setting.
Theorem 4.1 Let G 1 and G 2 be two locally compact abelian groups and let π : G 1 → G 2 be a continuous homomorphism. For u ∈ G 1 and a Banach space
Let X 1 and X 2 be Banach spaces, let k ∈ L 1 L(X 1 ,X 2 ) (G 1 ), and define
where N p,X 1 ,X 2 (G 1 , k) is the operator norm of the convolution with k from
Before proving this theorem, we give the following corollary Corollary 4.2 Let ϕ 1 , ..., ϕ N ∈ L 1 (R), let p and q fixed with 1 ≤ p < ∞, 1 ≤ q ≤ ∞, and suppose that
Let S j be the operator on L p (T) corresponding to the multiplier {φ j (n)} n∈Z . Then 
respectively.)
Proof of the Corollary. Take G 1 = R, G 2 = T, and let π : G 1 → G 2 be given by π(u) = e iu . Take X 1 = C and X 2 = ℓ q so that L(X 1 , X 2 ) = ℓ q . Take k : R → ℓ q defined by k(u) = {ϕ j (u)} j . Then by (4.3) we have k * f L p ℓ q (R) ≤ C f L p C (R). It follows that the operator
In order to prove (4.4) we show that
Proof of the Theorem (4.1). We shall apply Theorem (1.1) 
In order to finish the proof we only need to prove that
but it is clear that any function F ∈ L p (G 1 ) L p X 1 (G 2 ) can be realized as a two variables function F (u, t), u ∈ G 1 , t ∈ G 2 , such that for any u, F (., t) is in L p X 1 (G 2 ). Then by (4.5) we have
For the reverse inequality observe that for any positive g ∈ L p (G 2 ), with g L p (G 2 ) = 1, we have
Where in the penultimate inequality we have used the fact that F (ω, t) = f (ω)g(t) belongs to the space
As another application of transference, we discuss briefly the resolution of a conjecture by Rubio de Francia ( [RdeF1] ). Let G be a compact connected abelian group with dual group Γ. Then Γ can be ordered (in a non-canonical way) so that it becomes an ordered group. Fix any such ordering ≤ on Γ and let Γ + = {γ ∈ Γ : γ ≥ 0}. A classical result of Bochner [Bo] asserts that, for 1 < p < ∞, the characteristic function of Γ + is a p-multiplier. If follows immediately that, for each interval I in Γ, χ I is a p-multiplier with a uniform bound on its multiplier norm independent of I. (The intervals in Γ depend of course, on the particular ordering chosen and may or may not include either of their end-points.)
Given an interval I, let S I denote the corresponding operator on L p (G). In [RdeF1] J.L. Rubio de Francia observed in the above context that, for 1 < p < ∞ and 1 p < 2 q < p+1 p , there is a constant C p,q such that
for all sequences {I j } of intervals in Γ and all sequences {f j } in L p (G). He noted that, when G = T or T n , an inequality of the form (4.6) is in fact valid for all p, q in the range 1 < p, q < ∞ and conjectured that this would be the case for an arbitrary compact connected abelian group G. this was proved in [B,G,T] using ideas developed in [B,G] and [B,G,M] , together with Theorem 1.1. More specifically, a transference argument is used to deduce the result for T n from that for T. Structural considerations then give the result for a general G. This approach has the advantage of showing that, if 1 < p, q < ∞, then any constant C p,q for which the inequality (4.6) holds when G = T will in fact serve fro every G and every ordering in Γ. In particular, the constant in the inequality for T ⋉ can be taken to be independent of dimension and of the ordering in Z n . For further details, see [B,G,T] .
We state the result formally as follows.
Theorem 4.7 Let 1 < p, q < ∞. Then there is a constant C p,q with the following property. For every compact connected abelian group G with ordered dual (Γ, ≤),
holds for all sequences of intervals {I j } in Z and all sequences {f j } in L p (T), then we can take C p,q to equal α p,q .
The techniques in [B,G,T] can also be used to extend Rubio de Francia's Littlewood-Paley inequality discussed in the previous section to the setting of a compact connected abelian group. The precise result is as follows.
Theorem 4.8 Given pin the range 2 ≤ p < ∞, there is a constant C p with the following property. For every compact connected abelian group G with ordered dual (Γ, ≤),
for any family of disjoints intervals F in Γ. Furthermore the constant C p can be taken to equal the constant serving for G = T.
We leave the details to the reader.
Application to dimension free estimates
We consider the operators ∂ a (−∆) − a+iγ 2 , where a = 0, 1 and γ ∈ R. These operators are defined for functions whose Fourier transforms have compact support by the formula (∂ a (−∆) − a+iγ 2 f )ˆ(ξ) = (2πiξ) a |ξ| −(a+iγ)f (ξ).
Therefore they have bounded extensions to L 2 (R n ). Since ∆ is the infinitesimal generator of the Gauss semigroup, the operator (−∆) − a+iγ 2 can also be defined, in terms of the semigroup, as
see [S2] . Therefore, by using the duality in L 2 (R n ), the kernels associated, in the sense of Definition 5.14, with the operators ∂ a (−∆) − a+iγ 2 as defined above can be computed. In fact, if f is a smooth compactly supported function, for all x outside the support of f we have
where ω n−1 = 2π n/2 /Γ( n 2 ) is the surface area of the unit sphere in R n . Also,
Given a kernel K, we denote K ε (x, y) = K(x, y)χ {|x−y|>ε} (x, y). The dimension free Theorem is as follows Theorem 5.4 Let p, 1 < p < ∞, γ ∈ R, and α with −1 < α < p − 1, there exist constant C α,γ , independent of n, such that
In order to prove this theorem, obtained in [G,T1], we shall use some ideas in [D,R] [A,C] and [P] . But our intention is to present the proof of the result as an application of a weighted transference theory that can be developed in a vector valued setting (see [G,T1] for a detailed discussion). We need some preliminary work to set the stage. As we have indicated earlier, positive representations constitute an appropriate vehicle for the transference of maximal inequalities. If these representations satisfy some extra properties, one can prove some weighted transference Theorems (see [G,T1] and the references given there). In this section we describe briefly such a weighted transference with vector valued functions and present an application. For another application, see [G,T2] .
Given a σ−finite measure space (X, F , µ), an endomorphism of the σ−algebra F modulo null sets is a set function Φ : F → F which satisfies
(iii) given E ∈ F , with µ(E) = 0, then µ(ΦE) = 0.
In these circumstances, Φ induces a unique positive and multiplicative linear operator, also denoted by Φ, on the space of (finite-valued or extended) measurable functions such that
The action of Φ on simple functions is given by
Given a Banach space B, Φ has an extension, as in (2.1), to the simple B−valued functions, also denoted by Φ, given by
It is clear that, for f : X → B a simple function,
In other words, if Φ induces an operator T bounded in L p (µ), then T has a bounded extension, also denoted by T, from L p
The norm of T on L p B (µ) equals the norm of T on L p (µ).
Standing Hypotheses 5.8 Throughout, we take (X, F , µ) to be a σ−finite measure space and T = {T t : t ∈ R} a strongly continuous one-parameter group of positive invertible linear operators on L p = L p (X, F , µ), for some fixed p in the range 1 < p < ∞, such that for each t ∈ R, there exists a σ−endomorphism, Φ t , with T t f = Φ t f. In this case we shall say that T satisfies SH p .
From the group structure of T , it follows that for each t ∈ R, there exists a positive function J t such that
Using the properties of Bochner integration we have
for all f ∈ L p (µ) and all compact subsets K of R.
Definition 5.11 Let (X, F , µ), T and fixed p in the range 1 < p < ∞ be as in the SH p 5.8, and let ω be a measurable function on X such that ω(x) > 0, µ−almost everywhere. We shall say that ω is an Ergodic A p −weight with respect to the group T if, for µ−almost all
where J t and Φ t are as in (5.9) .
We shall denote by E p (T ) the class of ergodic A p -weights associated with the group T . Given a weight ω and a family T satisfying SH p 5.8, we shall use the following notation
T ω x (t) = J t (x)Φ t (ω)(x). (5.12) In [G,T1] a satisfactory weighted ergodic theory is developed; one of the outcomes obtained there is the following extrapolation result.
Theorem 5.13 Let T be a family of operators satisfying SH p 5.8 for every p in the range 1 < p < ∞. Assume that K is a sublinear operator such that Kf L p 0 (ωdµ) ≤ C ω f L p 0 (ωdµ) for every ω ∈ E p 0 (T ), where p 0 is fixed in the range 1 < p < ∞ and the constant C ω only depends on an E p 0 (T )−constant for ω. Then K is bounded from L p (ωdµ) into L p (ωdµ) for every p, 1 < p < ∞, and every ω ∈ E p (T ). Banach spaces B 1 , B 2 , and a function k ∈ L 1 (R) loc,L (B 1 ,B 2 ) , we shall say that k is a Calderón-Zygmund kernel if there exists an operator K such that
Definition 5.14 Given
and has compact support, then
. (iii) there exists a constant C such that
Remark 5.15 Such an operator K is called a Calderón-Zygmund operator. Given ε > 0 we denote by K ε the operator obtained by truncating the kernel in the standard way, that is
It is well known that the operator K * defined as
Moreover, the operator norm of K * is majorized by a constant that depends only on the operator norm of K on L p 0 B 1 (R), the constant C in (iii) and on any A p constant of v.
We now state the transference Theorem, whose proof can be found in [G,T1] . Recall that T t has a natural extension to L p B 1 (X, dµ), also denoted by T t (see 2.1). 
Then
for every ω ∈ E p (T ). Here N p (K, T ω) denotes an essential bound relative to x of the operator-norm of K * as a bounded operator from
We observe that T ω x (·) ∈ A p with an A p constant independent of x, since ω ∈ E p (T ), and hence such essential bounds exist.
Let k be a Calderón-Zygmund kernel with the corresponding operator K. We consider the unit sphere Σ n−1 of R n endowed with the rotationally invariant measure dσ normalized so that Σ n−1 dσ = 1. Given a fixed y ′ ∈ Σ n−1 we consider the one parameter group of operators (5.17) then by Theorem 5.16
for every finite subset J of (0, ∞) and every ω ∈ E p (T y ′ ), where 1 < p < ∞.
Let P 0 and P 1 be the projections of the space L 2 (dσ) into the subspaces H 0 and H 1 of L 2 (dσ) generated respectively by the function 1 and the functions y ′ 1 , . . . , y ′ n .
Lemma 5.19 With the notations in 5.17, we have
and {Y j } n j=1 are the functions Y j (y ′ ) = n 1/2 y ′ j for y ′ ∈ Σ n−1 .
Proof. As P 1 is a projection and Y 1 , · · · , Y n are orthonormal in L 2 (Σ n−1 , dσ), we have
By using polar coordinates and the fact that the Y ′ j s are odd functions, the proof can be finished.
Theorem 5.20 Let K be a Calderón-Zygmund operator on R with associated kernel k as in 5.14. Let 1 < p < ∞, assume that ω is a weight in R n such that the function t → Φ t y ′ ω(x) is a weight in A p (R) with an A p -constant independent of y ′ and x. Then there exists a constant C such that { C 0 K,ε f } ε∈J L p ℓ ∞ (J ) (R n ,ω) ≤ C f L p (R n ,ω) (5.21) and { ( n j=1 |C j K,ε f | 2 ) 1/2 } ε∈J L p ℓ ∞ (J ) (R n ,ω) ≤ C f L p (R n ,ω) (5.22) for every finite subset J in (0, ∞). Moreover the constant C can be taken to be an upper bound for the norm of operators of the form K * : L p (R, v) → L p (R, v), where v(t) = Φ t y ′ ω(x) for some y ′ and x (see Remark 5.15) .
Proof. We observe that by using Theorem 5.13 it is enough to prove inequality (5.22) for some p, 1 < p < ∞. We shall prove it for p = 2. In fact, using orthogonality and the representation formula for P 1 in Lemma 5.19, we have
( { (C K,ε,y ′f (·) } ε∈J L 2 ℓ ∞ (J ) (R n ,ω) ) 2 dσ(y ′ )) 1/2 ≤ ( Σ n−1 N 2 (K, T y ′ ω) 2 f 2 L 2 (R n ,ω)) dσ(y ′ )) 1/2 ≤ C f L 2 (R n ,ω)) , where in the penultimate inequality we have used 5.18. The case C 0 K,ε is simpler and we live the details to the reader. Proof. In order to use Theorem 5.20, it will be enough to show that, given x ∈ R n and y ′ ∈ Σ n−1 , the function t → |x + ty ′ | α is an A p -weight on R, with an A p -constant independent of x and y ′ .
Fix x ∈ R n , y ′ ∈ Σ n−1 and decompose x as x = x 1 + t 0 y ′ , with x 1 ⊥y ′ . Then, as |y ′ | = 1, we have |x + ty ′ | = (|x 1 | 2 + |t 0 + t| 2 ) 1/2 ∼ |x 1 | + |t 0 + t|. Therefore |x + ty ′ | α ∼ |x 1 | α + |t 0 + t| α . Hence if M is the Hardy-Littlewood maximal operator and we denote by ϕ s the translate function ϕ s (t) = ϕ(t − s), by using the translation properties of Lebesgue measure and the fact that |t| α is a A p -weight, we have
It follows that |x 1 | α + |t 0 + t| α , and hence |x + ty ′ | α , is an A p -weight with an A p -constant on R independent of x and y ′ .
Proof of Theorem 5.4. We consider the Calderón-Zygmund operators on R given by the Calderón-Zygmund kernels k 0 (t) = |t| −1+iγ with γ = 0 and k 1 (t) = t −1 (see [S1, Ch II]). Therefore with this notation we have in Lemma 5.19 In other words, by 5.1, C 0 K 0 ,ε f (x) = κ n ∆ γ,ε * f (x) with κ n = 2 iγ Γ( n 2 )Γ( iγ 2 ) Γ( n−iγ 2 ) . Using Stirling's formula it is easy to see that |κ n | ∼ C. Therefore Corollary 5.23 applies and we obtain
On the other hand, by Lemma 5.19 we also have C j K 1 ,ε f (x) = 2n 1/2 ω n−1 {z∈R n :ε<|z|< 1 ε } 1 |z| f (x − z) z j |z| n dz, and so, by (5.3) with γ = 0, C j K 1 ,ε f (x) = −κ n ∆ j,ε * f (x), where κ n = n 1/2 Γ( n 2 )Γ( 1 2 ) Γ( n+1 2 ) ∆ j,ε . As before, Stirling's formula gives |κ n | ∼ C and therefore the case m = 1 and γ = 0 in the theorem follows from Corollary 5.23.
