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Recently, Durkee and Reall have conjectured a criterion for linear instability of
rotating, extremal, asymptotically Minkowskian black holes in d ≥ 4 dimensions,
such as the Myers-Perry black holes. They considered a certain elliptic operator,
A , acting on symmetric trace-free tensors intrinsic to the horizon. Based in part
on numerical evidence, they suggested that if the lowest eigenvalue of this operator
is less than the critical value −1/4 ( called “effective BF-bound”), then the black
hole is linearly unstable. In this paper, we prove an extended version of their con-
jecture. Our proof uses a combination of methods such as (i) the “canonical energy
method” of Hollands-Wald, (ii) algebraically special properties of the near horizon
geometries associated with the black hole, (iii) the Corvino-Schoen technique, and
(iv) semiclassical analysis. Our method of proof is also applicable to rotating, ex-
tremal asymptotically Anti-deSitter black holes. In that case, we find additional
instabilities for ultra-spinning black holes. Although we explicitly discuss in this
paper only extremal black holes, we argue that our results can be generalized to
near extremal black holes.
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1. Introduction
Whether one believes that extra dimensions ought to play a role in fundamental theories of
Nature, or whether one merely employs them as a tool in holographic approaches to strongly
correlated real-life systems [1, 2], one needs to understand the nature of black holes in higher
dimensional spacetimes. Apart from the obvious interest in finding new, in particular stationary,
black hole solutions, it is also very important to understand the stability properties of known
solutions, see [3] for a review. Stable black holes are of obvious relevance. But also unstable
ones are interesting, because instabilities can evolve to new, as yet unknown, black holes, or
they can correspond to new stationary black holes branching off a known solution.
To analyze the (in)stability of a background, the first step is to study linear perturbations,
i.e. solutions to the linearized Einstein equations (in this paper we consider the vacuum Ein-
stein equations with Λ). If these settle down in a sufficiently strong sense, then one can hope
that small non-linear perturbations will do the same. On the other hand, if there are linear
perturbations which do not settle down, then the background is clearly unstable, although a
linear analysis cannot be used to predict what might be the endpoint of the non-linear evolu-
tion. In this paper, we want to identify criteria for linear instabilities of (rotating) black hole
backgrounds in d ≥ 4 dimensions.
Unfortunately, understanding the long-time behavior of solutions to the linearized Einstein
equations on black hole backgrounds is a highly non-trivial problem. It has been solved in
generality only for the – already far from trivial – case of Schwarzschild spacetime [4, 5, 6],
and its higher-dimensional cousins [7], where no unstable modes1 were found. For the Kerr-
metric, one can cast the perturbation equations in Teukolsky form [8], and thereby analyze
stability. Again, no unstable modes were found [9]. This success suggests to search for an
analogous ‘Teukolsky’ form for the perturbation equations of rotating black holes also in higher
dimensions, e.g. for the Myers-Perry solutions [10, 11], which can be viewed as generalizations
of Kerr/Kerr-AdS, or the black rings [12, 13]. Since the existence of the Teukolsky form appears
to be related to the profound algebraically special properties of the Kerr metric, one is naturally
led to generalize such notions to higher dimensions, as was in fact done in a series of papers
by [14, 15, 16, 17, 18]. Unfortunately, the bottom line of these investigations is that the known
rotating black holes are not of a sufficiently algebraically special nature to cast the perturbation
equations in Teukolsky form. It appears that, mainly for this reason, there has been limited
success in the analytical understanding of the (even linear) stability of generic rotating black
holes in higher dimensions, although there are by now several very interesting partial numerical
results [19, 20].
In [17] Durkee and Reall observed that, while the perturbation equations on the known
asymptotically flat rotating backgrounds in d > 4 cannot be put in Teukolsky form, this is pos-
sible for their near horizon (NH) limits [21, 22, 23, 24]. In fact, [17] showed that the Teukolsky
equations on the NH geometry separate into an “(R,T )”-part obeying a charged Klein-Gordon
equation in an auxiliary2 AdS2-space, and an “angular part”. The modes of the angular part are
eigenfunctions of an elliptic operator, A , acting on symmetric trace-free tensors intrinsic to the
1It is very important to note that mode stability does not imply uniform boundedness in time of generic perturba-
tions with bounded initial data. This problem has been studied e.g. in [25, 26, 27].
2Note that the original black hole background has vanishing cosmological constant, and is asymptotically
Minkowskian, rather than asymptotically anti-deSitter.
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(d−2)-dimensional horizon cross section, B. Its eigenvalues effectively become a mass term
in the AdS2-Klein-Gordon equation for the (R,T )-part. By looking at the properties of that
equation, [17] made a conjecture about the stability properties of the corresponding extremal
black hole (assumed to be asymptotically flat, Λ = 0), which we rephrase as follows:
Conjecture 1:Assuming generic3 values of the angular velocities of the black hole, if the
lowest eigenvalue λ of the operator A defined in (72) (acting on axisymmetric tensors) is be-
low the critical value of−14 (called the “effective BF-bound”), then the original extremal black
hole is unstable.
To support their conjecture, [17] worked out explicitly the spectrum of A in the case of the
cohomogneity-1 Myers-Perry black holes, and compared the implications of their conjecture
to the numerical results of [19, 20]. The conjecture was thereby found to hold up to dimen-
sion d = 15. (For further support for their conjecture, see, e.g., [28, 29].) In this paper, we
prove conjecture 1. The precise statements are given below in thm. 3, which also includes an
extension concerning “nongeneric” values of the spin parameter, relevant for the stability of
ultraspinning black holes.
To show conjecture 1, the first idea might be to look at the explicit form of the (R,T )-part
of the perturbations in the NH geometry corresponding to a mass below the effective BF-
bound. Unfortunately, while these modes can be given in closed form (see e.g. [30, 31] and
also appendix C), it is hard to see what one learns from them directly about the behavior of
perturbations on the original black hole background. The point is that the modes fail to be L2-
normalizable at the “infinity”, R → ∞, of the NH geometry. But the NH geometry is supposed
to be a reasonable description (“blow up”) of the black hole only for finite R, so it is rather
unclear how one could use those modes directly to prove or disprove the above conjecture. It
is also unclear how to implement the dynamical evolution of compactly supported initial data
for the AdS2-Klein-Gordon equation, because the case λ < −14 corresponds precisely to the
situation where it is essentially impossible to construct a well-defined AdS2-dynamics [32].
For these reasons, we will use a different approach which is based on a method introduced
in [33]4. The method is a sort of variational principle associated with the so-called “canonical
energy”, E , of the perturbation, γab. E is a quadratic expression depending on up to two
derivatives of the perturbation, and depending on a Cauchy surface Σ outside the black hole.
Its concrete form and key properties are recalled below in sec. 2.2. These are: 1) E is gauge
invariant, 2) E is monotonically decreasing for any axi-symmetric perturbation, in the sense
that E (Σ2) ≤ E (Σ1) as long as Σ2 is later than Σ1 [see fig. 1]. 3) E vanishes if and only if γab
represents a perturbation towards another black hole in the family up to a gauge transformation.
Properties 1),2), and 3) together imply that if we can find a perturbation with E < 0, then such a
perturbation cannot settle down to a perturbation to another stationary black hole in the family.
3 We call the angular velocities Ω = (Ω1, . . . ,Ωn) generic if the components are linearly independent over Q.
This is the same as saying that there is no non-trivial vector of integers m such that m ·Ω = 0. The generic
values form a dense set of full Lebesgue measure. For non-generic values, a variant of the conjecture can be
formulated, see part (ii) of thms. 3, 4.
4In [33] this approach was introduced in the context of general non-extremal black holes with Λ= 0. This method
suitably generalizes to the extremal case, and it also generalizes to Λ < 0. Theories with various additional
types of matter fields were considered in [34, 35].
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Hence, such a perturbation must correspond to a linear instability.
Thus, to establish an instability, we must find a perturbation γab for which E < 0. Since E
can be expressed in terms of the initial data for the perturbation, we basically have a variational
problem involving initial data. However, a major complication arises from the fact that the ini-
tial data must satisfy the linearized constraint equations. Since these have a rather complicated
structure, this may at first sight appear to render our method rather impractical. Fortunately, it
turns out that, in order to construct the desired perturbation with E < 0, we can proceed by a
roundabout route which effectively avoids having to solve the constraints explicitly. There are
basically three steps:
1. We pass to the NH limit of the black hole. In the NH limit, linearized perturbations
can be constructed via a higher dimensional generalization [36] of the “Hertz-potential”
ansatz [37, 38]. Using the Hertz-potential ansatz, and the separability property of the
linearized Einstein equations on the NH geometry background established by [17], we
reduce the canonical energy E in the NH geometry to an “energy-like”5 expression in-
volving only the complex scalar Klein-Gordon-type field on the auxiliary AdS2-space. It
involves the lowest eigenvalue, λ of the elliptic, second order, hermitian operator A [see
eq. (72)] on the (d− 2)-dimensional horizon cross section. It is shown that the AdS2-
energy can become negative for compactly supported data outside the horizon if λ is
below the critical value −14 . From these data, we get a gravitational perturbation with
compactly supported initial data in the NH geometry, having E < 0.
2. The perturbation of the NH geometry obtained in step 1) is next scaled, using the isome-
tries of the NH geometry, to a perturbation having support in a neighborhood of “size” ε
near the horizon. In such a neighborhood, the NH geometry is by construction approxi-
mately equal to the original black hole geometry. It is therefore plausible – and will be
shown – that the initial data of the scaled perturbation satisfy, to within a small error of
order ε , the linearized constraint equations of the original geometry.
3. We show by the powerful methods of Corvino-Schoen [39] and also [40] that for suffi-
ciently small ε , the initial data of the scaled perturbation on the NH geometry can be
modified to give a perturbation on the original black hole geometry still having E < 0.
The above mentioned properties of E then imply that conjecture 1 is true for any of the known
extremal, asymptotically flat black holes, i.e. the Myers-Perry black holes and the black rings.
Finding the lowest eigenvalue of A in those concrete geometries is a much simpler problem
than that of analyzing the perturbed Einstein equations (3), although even this problem probably
has to be solved on a computer for generic values of the spin-parameters.
The techniques of this paper also apply to the case of rotating, extremal, asymptotically AdS
black holes (Λ < 0) of the MP-type. In this case, the black hole is found to be not only un-
stable for an eigenvalue below the effective BF-bound, but also under more general conditions
including the case of ultra-spinning black holes. The precise statement is given in thm. 4. The
dS-case is briefly discussed in the conclusions section, where we also discuss the extension of
5 The AdS2 Klein-Gordon field involves a complex charge parameter. This implies, among other things, that the
energy-like expression has an unusual form, containing up to 3 derivatives.
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conjecture 1 to near extremal black holes. The same methods as for the gravitational perturba-
tions also work for a test Maxwell field, and analogues of all of the above results are shown to
be true for that case, too.
Conventions: Our conventions for the signature and definition of the Riemann tensor are iden-
tical with those used in Wald’s text [41]. Letters a,b, . . . from the beginning of the Roman
alphabet refer to tensor structures on spacetime M , whereas indices i, j, . . . from the middle of
the Roman alphabet to tensor structures on a Cauchy surface Σ. Capital letters A,B, . . . from the
beginning of the Roman alphabet refer to tensors on the horizon cross section B, whereas let-
ters I,J, . . . from the middle of the Roman alphabet run between 1 and n and label the rotational
isometries.
2. Stationary black holes and canonical energy
2.1. Stationary black holes and their perturbations
In this paper, we consider d-dimensional stationary black hole spacetimes (M ,g) with Killing
horizons satisfying the Einstein equations Gab = Rab− 12Rgab =−Λgab with cosmological con-
stant Λ. A stationary spacetime with Killing horizon by definition has a Killing vector field
(KVF) K that is tangent to the generators of the horizon H =H +∪H −, where ± means the
future/past horizon. This implies that, on H , we have
Kb∇bKa = κKa . (1)
The quantity κ ≥ 0 is the surface gravity and is shown to be constant on H [41]. A black
hole is called “extremal” if κ = 0, in which case the flow of K coincides with the geodesic
flow of affinely parameterized null-geodesics of H . For the remainder of this paper until
sec. 7, we restrict attention to extremal black holes (BH’s). If the black hole is rotating, i.e.
if K does not coincide with the asymptotically time-like Killing vector field, then one can
show in a very general setting [42] that there must exist rotational Killing vector fields, written
∂/∂φ I , I = 1, . . . ,n > 0 in suitable coordinates, such that
K =
∂
∂ t +Ω
I ∂
∂φ I . (2)
The constants ΩI ∈ R, I = 1, . . . ,n > 0 are called the “angular velocities” of the horizon, and
“rotational” means that ∂/∂φ I should generate an isometric action of U(1)n on the spacetime
corresponding to shifts in the angular coordinates φ I. Concrete examples of such black holes
are the Myers-Perry solutions [10, 11] (briefly reviewed in sec. 2), or the black rings [12, 13].
In these examples, n = ⌊(d−1)/2⌋.
When Λ = 0, one is dealing with asymptotically flat spacetimes, see [43, 44] and [45] for a
precise definition of this concept in higher dimensions. For even d, this notion can be formu-
lated within the formalism of conformal infinity, used throughout this paper. In this framework,
one considers a conformal compactification ( ˜M , g˜= f 2g) of (M ,g). Future/past infinity corre-
spond to the conformal boundary I = I +∪I −, which is a (conformal) null surface defined
by f = 0. The definition of the canonical energy given in the next section uses the framework
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of conformal infinity. Since our general arguments rely on the properties of the canonical en-
ergy (see sec. 3) which are derived using that framework, the results of this paper apply, strictly
speaking, only to even d, which is from now on assumed in the asymptotically flat context. It
is highly likely that this technical assumption can be removed by replacing the framework of
conformal infinity by that of [44], but we shall not attempt to do this here.
When Λ < 0, the spacetime is asymptotically AdS. In this case, the conformal boundary I
is timelike, see e.g. [47] for further explanation.
A metric perturbation is a solution to the linearized Einstein equations around a background
satisfying Gab +Λgab = 0. Denoting the linearization of Gab +Λgab by the linear operator
γab 7→ (L γ)ab, the linearized Einstein equations can be written as:
0 = (L γ)ab ≡− 12∇a∇bγ−
1
2
∇c∇cγab +∇c∇(aγb)c
− 1
2
gab
(
∇c∇dγcd −∇c∇cγ− 2Λd−2γ
)
− 2Λd−2γab ,
(3)
where γ = γaa in this equation, and where indices are raised and lowered with gab. This equation
has a gauge-invariance in the sense that γab = £Xgab is a solution to (L γ)ab = 0 for any smooth
vector field Xa. In this paper, we will consider only perturbations having initial data of compact
support on some Cauchy surface of the exterior region, Σ, i.e. the support is bounded away from
the black hole B =H ∩Σ and infinity C =I ∩Σ. See fig. 1 for an illustration of this situation
with Σ = Σ1.
The linearized Einstein equation is not hyperbolic in nature due to its gauge invariance. But,
as is well known, if one fixes the gauge (e.g. the transverse-trace-free gauge), then the sys-
tem becomes hyperbolic, and possesses a well-posed initial value formulation. This means
that, if we prescribe compactly supported initial data on Σ (satisfying the linearized constraints,
see below), then the solution γab exists, is smooth, and is unique inside the domain of depen-
dence D(Σ). In the asymptotically flat (Λ = 0) spacetimes considered in this paper such as
the extremal Myers-Perry black holes, if we take Σ to be a slice as shown in fig. 3, then D(Σ)
comprises an entire exterior region. In the asymptotically AdS black hole spacetimes (Λ < 0)
considered in this paper, if we take Σ to be a slice as shown in fig. 4, then D(Σ) is only a subset
of an exterior region. This corresponds to the well-known fact that these regions are not glob-
ally hyperbolic. In order to get a solution in an entire exterior region, we must specify what
happens at the AdS-conformal boundary I . For this, one has to specify (conformal) bound-
ary conditions on γab, which for an exact AdS-background were motivated thoroughly in [32],
and correspond to keeping the conformal metric fixed to first order. The boundary-initial value
problem for asymptotically AdS-spacetimes in the fully non-linear regime has been analyzed
by [46]. His results imply that the initial-boundary value problem for the linearized problem
has a globally regular solution in any exterior region, with the standard asymptotic expansions
near I as given e.g. in [47].
2.2. Canonical energy of gravitational perturbations
We next recall the definition of the canonical energy of a perturbation of a stationary asymp-
totically AdS (Λ < 0) or flat (Λ = 0) black hole with Killing horizon, and its key properties,
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referring to [33] for details. The main ingredient is the “symplectic current” of two solutions to
the linearized Einstein equations, given by
wa =
1
16pi g
abcde f (γ2bc∇dγ1e f − γ1bc∇dγ2e f ) , (4)
where
gabcde f = gaeg f bgcd − 1
2
gadgbeg f c− 1
2
gabgcdge f − 1
2
gbcgaeg f d +
1
2
gbcgadge f . (5)
This current is shown to be conserved, ∇awa = 0. The symplectic form W (Σ;γ1,γ2) is defined
by integrating the dual ⋆w over a (d−1)-dimensional submanifold Σ,
W (Σ;γ1,γ2)≡
∫
Σ
⋆w(g;γ1,γ2) . (6)
We typically take Σ to run between a cut C of infinity I , and a section B of the future horizon
H +, or a slice “running down the throat”, see Σ = Σ1 or = Σ2 in figs. 1, 2 for examples of such
slices.
In order to define the canonical energy associated with such a slice, we need to introduce two
boundary terms, and we need to fix the gauge at H and I . The gauge conditions and boundary
terms are needed, as in [33], so that (i) E has appropriate gauge invariance properties, and such
that (ii) E has suitable monotonicity properties. We begin by stating our gauge conditions. In
the asymptotically flat case, we impose, near I ±, that the perturbation is in transverse-trace-
free gauge. The decay near the null-infinities I ± of solutions with compactly supported data
on a Cauchy surface Σ = Σ1 (see fig. 1) in this gauge has been analyzed in sec. 2 of [43]. The
analysis shows in particular that the integral (6) converges also for a Cauchy surface of the
type Σ = Σ2, see fig. 1. In the asymptotically AdS-case, we impose on γab the linearized ver-
sion of the Graham-Fefferman type gauge, implying again convergence of (6) (see e.g. [47]).
Near H ±, we can first impose the linearized “Gaussian normal null form” gauge conditions
described in [33]. As in that reference, we would additionally like to impose as a gauge con-
dition that the perturbed expansion6, δϑ , of γab, vanishes on H ±. In [33] a proof was given
that such a gauge always exists, but this proof does not appear to generalize to extremal black
holes. We circumvent this problem in the present paper by only considering perturbations γab
having compact support on a slice “going down the throat”, as shown by Σ = Σ1 in fig. 1. In
this situation δϑ = 0 on H ± can be established via the linearized Raychaudhuri equation,
d
duδϑ =−
2
d−2ϑδϑ −2σabδσ
ab−δRabKaKb = 0 , (7)
where σab and ϑ are the (vanishing) shear and expansion of the background and δσab and δϑ
their first order variation under γab. The point is that, for example in the Lorentz gauge, γab
must be supported in the region shaded in red in fig. 1 by the usual rules for the propagation
of disturbances for hyperbolic PDE’s. Thus, δϑ must clearly vanish for sufficiently negative
6 Here we use the standard convention that δX denotes the first order perturbation of a quantity X . More precisely,
if gab(λ ) is a differentiable 1-parameter family of metrics with γab = dgab(λ )/dλ |λ=0, and if X depends on
gab in a differentiable manner, then δX = dX(g(λ ))/dλ |λ=0.
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values of the affine parameter u on H +, and therefore, by (7), for all u (and similarly for H −).
It then also follows that the perturbed area, δA, of a horizon cross section, must vanish on H ±,
so
δA|B = 0 = δϑ |B , (8)
for any cross section B ⊂ H . It is not hard to see that the vector fields Xa preserving this
gauge under γab → γab + £Xgab must be tangent to H . We next define the boundary terms.
The first boundary term, B(B,γ) is associated with the section B of the future horizon, and is
defined as
B(B,γ) = 132pi
∫
B
γabδσab . (9)
The volume element volB understood under the integral is defined by contracting Ka into the
first entry of volH , where volH is defined in turn implicitly by volH ∧K = volg. The defini-
tion of the boundary term from infinity, B(C ,γ), depends on the asymptotic structure. In the
asymptotically AdS-case, it is simply zero. In the asymptotically flat case, the boundary term
at infinity is given by replacing, roughly speaking, δσab with the perturbed news tensor7,
δNab = q˜caq˜db f−
d−4
2 δ
(
2
d−2
˜Rcd − 1
(d−1)(d−2) g˜cd
˜R
)
− 1d−2 q˜ab(trace), (10)
where q˜ab is the projector onto a cross section C of I defined using the conformal metric g˜ab =
f 2gab, and where “trace” denotes the trace with respect to q˜ab of the first term. It is understood
in the formula that the conformal factor f has been chosen such that n˜a = ˜∇a f = (∂/∂ t)a is an
affinely parameterized null field tangent to I . ˜Rab is the Ricci tensor of this conformal metric
and ˜R the Ricci scalar. Letting γ˜ab = f−(d−6)/2γab – which is shown to be smooth at I – we
set
C(C ,γ) =− 1
32pi
∫
C
γ˜abδ ˜Nab . (11)
The volume element volC understood under the integral is defined by contracting n˜a into the
first entry of volI , where volI is defined in turn implicitly by volI ∧d f = volg˜. Indices in the
formula have been raised with g˜ab. For details see [33]. With these notions in hand, we can
make the following
Definition 2.1: The canonical energy of a perturbation is defined as the quadratic form
E (Σ,γ)≡W (Σ;γ,£Kγ)−B(B,γ)−C(C ,γ) . (12)
The boundary terms are added in the definition of E in order for E to have a very important
monotonicity property under ‘time evolution’. This property comes about as follows. Since the
symplectic current is conserved, it follows that d(⋆w) = 0. We can integrate this equation over
a ‘quadrangle-shaped’ domain of M as shown in fig. 1. By Stokes’ theorem, the result is a con-
tribution from the boundaries. The contributions from Σ1 respectively Σ2 give W (Σ1,γ,£Kγ)
respectively −W (Σ2,γ,£Kγ), whereas the contributions from H12 respectively I12 represent
‘fluxes’. One can compute these fluxes using the consequences of the linearized Raychaudhuri
7 It has been shown in [43] that the decay of γab in the transverse-trace-free gauge is sufficiently strong that the
(linearized) Bondi news tensor at I ± is finite.
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Σ1
Σ2H12 I12
B2 C2
B1 C1
Figure 1: Conformal diagram of the exterior of the black hole. To obtain the balance equation, we
integrate ∇awa = 0 over rectangle shaded in dark grey. The region shaded in light grey
indicates the support of a perturbation γab whose initial data are compactly supported.
equation on H , and the asymptotic expansion of the metric and perturbation near I . Combin-
ing these with the boundary terms in the definition of E , one reaches the following important
conclusion:
Lemma 2.1: Let γ be a perturbation having smooth compactly supported initial data on Σ1
(i.e. with support intersecting neither H nor I ). Let Σ2 ⊂ J+(Σ1), as in figs. 1, 2.
1. In the asymptotically flat case, assume that the perturbation is axi-symmetric in the sense
that
£ψγab = 0 , ψ = ΩI
∂
∂φ I . (13)
Then it follows that8
E (Σ1)−E (Σ2) = 14pi
∫
H12
δσabδσ ab +
1
16pi
∫
I12
δ ˜Nabδ ˜Nab ≥ 0 , (14)
meaning that E (Σ2)≤ E (Σ1).
2. In the asymptotically AdS-case, we have E (Σ2) ≤ E (Σ1) also for non-axi-symmetric
perturbations.
A proof is given for the case of asymptotically flat non-extremal black holes in thm. 1 of [33],
and the proof for extremal black holes generalizes straightforwardly (modulo the change regard-
ing how to show δϑ = 0 mentioned earlier). The axi-symmetry restriction in the asymptotically
flat case is imposed, as in [33], to eliminate any indefinite flux terms at infinity, corresponding
physically to the radiation of angular momentum. The same proof also works for the asymp-
totically AdS-case, illustrated in fig. 2. The key difference in the AdS-case is due to the fact
that there simply is no flux at infinity, due to the “reflecting nature” of the AdS boundary condi-
tions, [47]. Therefore, no “axi-symmetry” restriction needs to be imposed in the asymptotically
AdS-case.
8Here natural integration elements on H and I are understood, see the remarks below (9),(11).
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Σ1
Σ2H12 I12
B2
B1
C2
C1
Figure 2: Conformal diagram of the exterior of the AdS black hole. To obtain the balance equation,
we integrate ∇awa = 0 over the shaded rectangle. In this case, there is no flux across I12
due to the AdS-boundary conditions.
A key property of E is its gauge invariance under γab → γab + £X gab, see lemma 2 of [33].
Although that lemma was formulated for stationary, non-extremal black holes, inspection of
the proof shows that the lemma also applies to a slice Σ “going down the throat” in an extremal
black hole such as Σ = Σ1 in figs. 1, 2, if the perturbation γab has compact support on Σ, as
will be the case in our applications. Gauge invariance also holds for a slice Σ = Σ2 as drawn
in figs. 1, 2 intersecting the future horizon if Xa becomes tangent to the generators on H
and approaches a BMS-transformation at I ±. This follows again by inspecting the proof of
lemma 2 of [33], noting that the perturbed area and expansion of H must vanish in our case.
By arguing as in prop. 4 of [33], it then follows also that E (γ,Σ) is a perturbation towards
another stationary black hole (where Σ = Σ1 or = Σ2).
With these properties of E at hand, we may now explain how one can use E to obtain a
sufficient condition for the linearized instability of a black hole spacetime, for details see [33].
Suppose that, on a slice Σ = Σ1 as in figs. 1, 2 (for asymptotically flat respectively AdS black
holes), we can find a compactly supported perturbation – axi-symmetric in the asymptotically
flat case – for which E (Σ1,γ) < 0. By lemma (2.1), E (Σ2,γ) must be less than or equal to
E (Σ1,γ) for any later slice as drawn in figs. 1 respectively 2. On the other hand, if γab is to
approach a pure gauge transformation (compatible with our gauge conditions on H and I ),
then E (Σ2,γ) must go to zero on a sufficiently late slice. This cannot be the case, and so γab
cannot go to a pure gauge transformation at late times. Likewise, γab cannot converge to a
perturbation to another stationary black hole. Thus, in this sense, the black holes is linearly
unstable.
Below, it is useful to work also with a formulation of E in terms of the initial data of the
background and perturbations. Let Σ be a spatial slice, with unit normal νa. We denote the
induced metric by hi j and an extrinsic curvature by χi j. Recall that the canonical momentum
pi j is defined in terms of the extrinsic curvature of Σ as
pi j = h
1
2 (χ i j−χkkhi j) . (15)
Here and in the following we introduce a fixed (e.g. coordinate-) (d−1)-form field dd−1x on
M related to the volume form on Σ by dvolh = h
1
2 dd−1x. With these definitions, hi j and pi j
are canonically conjugate pairs. The lapse and shift of Ka are denoted by N respectively N j.
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The initial data of a perturbation γab are written (δhi j,δ pi j) and are, throughout this article,
assumed to be of compact support on Σ. In terms of these, we have E = (1/16pi)
∫
Σ ρdvolh,
where ρ is given by:
ρ = N [12Ric(h)i jδhkkδhi j−2Ric(h)ikδhi jδh jk + 12(Diδhik)Dkδhl l −
1
2 (D
jδhik)D jδhik− (D jδhik)Dkδh jk]+
N [2δ pi jδ pi j + 12 pi j pi j(δhkk)2− pi jδ pi jδhkk−3pi j p jkδhl lδhik−
2
d−2(δ pii)2 + 3d−2 piiδ p j jδhkk + 3d−2 pkk pi jδhδhi j +8 pk jδhikδ pi j +
pkl pklδhi jδhi j +2pi j pklδhikδh jl − 1d−2(pkk)2δhi jδhi j− 12(d−2)(pii)2(δh j j)2−
4
d−2 p j
jδ pikδhik− 2d−2(pi jδhi j)2− 4d−2 pi jδ pkkδhi j]h−1−
Ni[−2δ p jkDiδh jk +4δ p jkD jδhik +2δhikD jδ p jk−
2p jkδhilD jδhkl + p jkδhilDlδh jk)]h−
1
2 , (16)
see [33] for a derivation9.
2.3. Canonical energy of electromagnetic perturbations
One may also study a test electromagnetic field, Aa, propagating on the background black hole
spacetime (M ,gab). We will call these “electromagnetic perturbations”. The field equation
is the Maxwell equation 0 = ∇a∇[aAb], and the field strength is as usual Fab = 2∇[aAb]. The
symplectic (d−1)-form for two perturbations A1,A2 can be derived from the Lagrangian for-
mulation as described in [50], with the result
wa =
1
2pi
(Ab1∇[aA2b]−Ab2∇[aA1b]) . (17)
As always, ∇awa = 0. The symplectic form W (Σ;A1,A2) is obtained, just as in the gravitational
case, by integrating ⋆w over a (d−1)-dimensional submanifold Σ,
W (Σ;A1,A2)≡
∫
Σ
⋆w(g;A1,A2) . (18)
As in the gravitational case, we impose gauge conditions on Aa near infinity and near the
horizon. Near the horizon, our gauge condition on Aa analogous to (8) is that perturbed elec-
trostatic potiential vanishes, −KaAa|H = 0. Similar to the case of gravitational perturbations,
if this condition is satisfied on one cross section B of H +, then it is automatically satisfied
everywhere on H + [50]. Near infinity, we impose the Lorentz gauge condition ∇aAa = 0. It
is shown in appendix E that this condition implies the following behavior of Aa near infinity in
the asymptotically flat case (Λ = 0): In terms of the unphysical metric g˜ab = f 2gab, we have
that ˜Aa = f (d−4)/2Aa and f−1n˜a ˜Aa are finite and smooth at I , where n˜b = g˜ab ˜∇a f .
In order to define the canonical energy for an electromagnetic perturbation associated with
such a slice, we must, as in the gravitational case, introduce certain boundary terms. The
9Note that the boundary terms in E in [33] can be omitted for perturbations having compact support on Σ.
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boundary term on the horizon is
B(B,A) =
1
2pi
∫
B
Aa£KAa , (19)
whereas the boundary term at infinity is
C(C ,A) = 1
2pi
∫
C
˜Aa£n˜ ˜Aa , (20)
where, as in the gravitational case, natural integration elements are understood and indices on
tilded quantities are raised with g˜ab. For asymptotically AdS-spacetimes (Λ < 0), the boundary
term from infinity is again simply set to zero. The canonical energy in the electromagnetic case
is then defined in precise analogy to the gravitational case:
Definition 2.2: The canonical energy of an electromagnetic perturbation is defined as the
quadratic form
E (Σ,A)≡W (Σ;A,£KA)−B(B,A)−C(C ,A) . (21)
Proceeding as in the case of gravitational perturbation, one can derive a monotonicity property
analogous to that described in lemma (2.1). In the case Λ = 0, we assume, as in the case of
gravitational perturbations, that Aa is axi-symmetric, £ψAa = 0, compare eq. (13). One obtains
the balance equation (na = Ka on H )
E (Σ1)−E (Σ2) = 12pi
∫
H12
(£nAa)£nAa +
1
2pi
∫
I12
(£n˜ ˜Aa)£n˜ ˜Aa ≥ 0 , (22)
meaning that E (Σ2) ≤ E (Σ1) as in the gravitational case. For Λ < 0, one obtains the same
balance equation without the second term on the right side even for non-axi-symmetric pertur-
bations. More details on how to derive (22) are given in [34] and appendix E.
Again, one can also write E in terms of the initial data of the perturbations. In the case of
electromagnetic perturbations these are given by (Ai,E i), where E i is the densitized10 electric
field. In terms of these, we have E = (1/4pi)
∫
Σ ρdvolh, where ρ is given by:
ρ = N(12h
−1EiE i + 14Fi jF
i j)+NiE jFi jh−
1
2 . (23)
3. Extremal black holes and their near horizon limit
A key role is played in conjecture 1 by the notion of near horizon (NH) limit of an extremal
black hole. We now recall this construction, and establish some notation used in the subsequent
sections. A good review of NH geometries is [24]. In an open neighborhood of the horizon
H + we may introduce Gaussian normal coordinates as follows. We pick a section B ⊂H +
and choose arbitrary local coordinates xA,A = 1, . . . ,d− 2 on B. We then complement these
by ρ ,u, where the coordinate u by definition parameterizes affine null geodesics ruling H +,
10We choose E i to be a density so that it is canonically conjugate to Ai, but of course we could also work with the
undensitized electric field.
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whereas ρ parameterizes null geodesics transversal to H + and orthogonal to B. It can be
shown [42] that the metric takes the form
ds2 = 2du(dρ− 12ρ2α du−ρβA dxA)+µAB dxAdxB (24)
in these coordinates. The tensor fields α,βAdxA,µABdxAdxB are defined independently of our
arbitrary choice of the coordinates xA. The Gaussian null coordinates may further be chosen,
by adjusting B if necessary, so that the Killing field is K = ∂/∂u. A key role is played in this
paper by the 1-parameter group of diffoemorphisms defined in a neighborhood of H + by
φε : (u,ρ ,xA) 7→
(
εu,
1
ε
ρ ,xA
)
. (25)
The form for the metric (24) and the fact that K = ∂/∂u is a Killing field imply that the limit
gNH = lim
ε→0
φ∗1/ε g (26)
defines a new metric solving the Einstein equations. It is called “NH limit”. In the following,
we will omit the superscript “NH” to avoid clutter. The near horizon metric can again be
represented in the form (24). In these coordinates, βA,µAB are independent of the coordinates
u,ρ and are obtained from their counterparts in the original BH metric simply by setting ρ = 0.
The diffeomorphisms φε by construction form a 1-parameter group of isometries of the NH
geometry, which together with the group generated by K forms generates an action of the 2-
dimensional group R⋉R+.
These general constructions can be applied, in particular, to the known extremal, vacuum
stationary black holes, i.e. the Myers-Perry (MP) black holes and black rings [22]. The former
are known in any dimension d ≥ 5, whereas the latter only in d = 5. For definiteness, we
will focus on the MP black holes. We recall the results in the case Λ = 0 following Ref. [22],
and refer to [49] for the case Λ 6= 0. First we describe the MP black holes themselves. These
solutions are parameterized by a mass parameter M > 0 and rotation parameters aI ∈ R where
the index I runs between 1, . . . ,n. Their properties differ somewhat in even and odd dimension,
so for definiteness and simplicity we focus on the odd dimensional case, where d = 2n+1. The
horizon topology is B ∼= S2n−1, and the topology of a Cauchy surface for the exterior region is
Rd−1 minus a ball. The exterior region is parameterized by coordinates t,r > r+, n azimuthal
coordinates φ I ∈ [0,2pi ] and n latitudinal coordinates µI ∈ [0,1] subject to ∑ µ2I = 1. In terms
of these, the MP metric is
g =−dt2+ Mr
ΠF
(
dt +
n
∑
I=1
aIµ2I dφI
)2
+
ΠF
Π−Mr2 dr
2
+
n
∑
I=1
(r2 +a2I )(dµ2I +µ2I dφ 2I ) .
(27)
Here,
Π =
n
∏
I=1
(r2 +a2I ) , F = 1−
n
∑
I=1
a2I µ2I
r2 +a2I
. (28)
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Figure 3: Conformal diagram of the extremal Λ = 0 MP spacetime [10]. The Cauchy surface for
the exterior is a complete manifold, i.e. the proper distance of B from any point on Σ is
infinite. The near horizon region is shaded, and the upward curvy lines are the orbits of
the Killing field K.
The location of the event horizon B is at the value r = r+ > 0 defined by Π(r+) = Mr2+, and
the angular velocities of the horizon are given by
ΩI =− aI
r2++a
2
I
. (29)
The isometry group of the MP black holes isR×U(1)n, corresponding to shifts in t respectively
in φ I .
As in the case of the Kerr metric, there are extremal limits. In odd d = 2n+1 ≥ 5 these are
characterized by the condition11
1 =
n
∑
I=1
r2+
a2I + r
2
+
. (30)
A Penrose diagram for the extreme MP spacetime is given in figure 3.
The NH-limit for the extremal MP solutions has been computed in [22]. It has the general
form
ds2 = L2 dsˆ2 +gIJ(dφ I + kI ˆA)(dφ J + kJ ˆA)+dσ 2d−n−2 . (31)
The geometry can be thought of as a fibration B → M → ˆM with leaves B ∼= S2n−1, total
space M , and orbit space ˆM . The quantities L > 0,dσ 2d−n−2 are intrinsic to B, whereas
11Note that this requires that all aI 6= 0.
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Figure 4: Conformal diagram of the extremal Λ < 0 MP spacetime.
hatted quantities refer to the base space ˆM . The base space is geometrically ˆM = AdS2 with
a uniform electric field d ˆA = volgˆ:
dsˆ2 =−R2dT 2 + dR
2
R2
, ˆA =−RdT . (32)
The coordinates R,T on AdS2 are sometimes called “Poincare-coordinates”, and cover the re-
gion shaded in dark grey with the slice Σ = {T = 0} in figure 5. The other quantities appearing
in the NH-metric of the extremal MP solutions are explicitly:
L2 = F(r+)/C2 , (33)
kI = 2r+aI
C2(r2++a2I )2
, (34)
dσ 2d−n−2 =
n
∑
I=1
(r2++a
2
I )dµ2I , (35)
gIJ = (r2++a
2
I )µ2I δIJ +
aIaJµ2I µ2J
L2
, (36)
where C2 = Π′′(r+)/2Π(r+)> 0. If the coordinates on B = S2n−1 are denoted collectively by
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ΣB
Figure 5: Conformal diagram of the NH limit of the extremal MP spacetime [10], i.e. AdS2. This
should be thought of as corresponding to the shaded region in the diagrams 3 or 4 of
the extreme MP black hole, to be taken “infinitely thin”. The Cauchy surface Σ in that
conformal diagram corresponds to the surface Σ drawn here. The curvy upward lines
show the orbits of K = ∂/∂T , whereas the curvy horizontal lines the surfaces of constant
T .
(xA) = (φ I,µJ), the relationship to the Gaussian null form (24) is:
ρ = L2 ·R , u = T −1/R (37)
βAdxA = 1L2
(
gIJkIdφ J +dL2
)
(38)
µABdxAdxB = gIJdφ Idφ J +dσ 2d−n−2 (39)
α =
1
L2
(
1− 1
L2
gIJkIkJ
)
(40)
implying in particular that the horizon Killing field in the coordinates (31) is K = ∂/∂T . The
relationship between the coordinates (ρ ,u,xA) and those used to represent the MP metric (27)
can be found in [23]. A Penrose diagram of the NH geometry illustrating the relation to the
extremal MP spacetime is shown in figure 5.
The presence of the AdS2 factor is crucial for the considerations of this paper. It implies for
example that the NH geometry has a larger isometry group than what can be inferred straight-
forwardly from the general construction leading to eq. (26) [21]. This enhanced isometry group
is SL(2,R)×U(1)n, with the SL(2,R) factor corresponding to AdS2. The metric dσ 2d−2−n may
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be thought as that inherited on the orbit space M /[SL(2,R)×U(1)n].
For later purposes, it is useful to know the (asymptotic) forms of the induced metric and
extrinsic curvature on the slice Σ = {T = 0} “going down the throat” of the extreme MP metric
respectively the NH geometry. These can straightforwardly be calculated noting that, by (37),
R behaves like ρ for small R, and recalling that the components α,βA,µAB of the BH and NH
metrics (see (24)) differ by terms of order ρ from the BH metric. With (xi) = (y = logR,xA),
and h = hi jdxidx j,χ = χi jdxidx j, one finds
h = L2 dy⊗dy+gIJdφ I ⊗dφ J +dσ 2d−n−2 +O(ey) , (41)
χ = gIJk
I√
L2 +gMNkMkN
(dφ J ⊗dy+dy⊗dφ J)+O(ey) . (42)
To derive the formula for χi j, one can make use e.g. of the well-known formula (see e.g.
appendix E of [41]) χi j = (2N)−1[∂T hi j − 2D(iN j)] in terms of the lapse N and shift N j of
K = ∂/∂T , together with ∂T hi j = 0. The expression O(ey) represents terms whose coordinate
components with respect to (y,xA), including their y-derivatives, decay as ey for y →−∞, i.e.
in the throat. The form of hi j shows explicitly that the slice Σ is a complete manifold, which is
a characteristic feature of extremal black holes.
4. Hertz potentials
4.1. Gravitational perturbations
The NH limits arising from the known black hole solutions in various dimensions (and in par-
ticular of the Myers-Perry family) have further special properties that allow one, to a certain
extent, to decouple and separate the linearized Einstein equations (3). These properties have to
do with the presence of certain null vector fields with special optical properties, and with the
fact that the Weyl-tensor of the NH geometries is algebraically special in a sufficiently strong
sense.
The properties are formulated in terms of a distinguished pair of null vector fields la,na. They
are normalized so that
nala = 1 , nana = lala = 0 , gab = 2n(alb)+qab , (43)
so qab projects onto the subspace of TM orthogonal to na, la. The ‘algebraically special prop-
erty’ of the Weyl tensor, Cabcd which we referred to is:
Cabcdqaeqc f lbld = 0 =Cabcdqaeqb f qchld , and same for na ↔ la. (44)
The ‘special optical properties’ for na, la are that they should be geodesic, shear free, expansion
free, and twist free; in formulas:
qcbla∇alb = 0 , qacqbd∇cld = 0 , and same for na ↔ la. (45)
In the terminology of [17], spacetimes satisfying (44) and (45) are “doubly Kundt”. The NH
geometries (31) studied in this paper all fall into this class, with la,na concretely given by (67).
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For the considerations of this section, the explicit forms (31) and (67) are not needed. It is
enough to know their general properties.
These properties can be exploited as follows. From the background Einstein equations and
Bianchi-identity, we always have
0 = ∇[aCbc]de (46)
and taking ∇a of this equation and using again the background Einstein equations, we get the
wave equation
0 = ∇a∇aCbcde +2Cabc fC f ade +2Ca[b|d| fCc]a f e +2Ca[b|e| fCc]ad f −
4Λ
d−1Cbcde . (47)
First order perturbed versions of these equations are derived by considering 1-parameter fam-
ilies of background metrics satisfying the Einstein equations. By dotting equations (46), (47)
and their perturbed counterparts in all possible ways into la,na,qab, using the optical proper-
ties (45) and the algebraically special properties of the Weyl tensor (44), [17] were able to find
a decoupled tensorial wave equation for the quantity
Ωab ≡ δCcde f qacldqbel f
=
{
∇d∇[eγ f ]c +∇c∇[ f γe]d +Rcd[egγ f ]g−
4Λ
(d−1)(d−2)
(
gc[eγ f ]d −gd[eγ f ]c
)}
qacldqbel f ,
(48)
which is a trace-free symmetric tensor field whose indices are projected by qab. This wave
equation can be written as
(OΩ)ab = 0 , (49)
where O is the differential operator12
(OΩ)ab ≡
{
2þ′þ+ðcðc−6τcðc +4Ccde f lcneqd f − 4dΛ
(d−1)(d−2)
}
Ωab + (50){
4τe(q fe ð(a−qe(að f )+2lcneCcdeg(5q f gqd(a−3qd f qg(a)
}
Ωb) f .
Our notations in this and the following equations follow [15]: The operators ða,þ,þ′ depend on
a real number b∈R (“boost weight”) and act on tensor fields ta1...as whose indices are projected
by qab. They are defined by
ðcta1...as = qa1
d1 · · ·qas ds
[
qce∇e−b ·qcend(∇eld)
]
td1...ds
þ ta1...as = qa1d1 · · ·qas ds
[
lc∇c − b · lend(∇eld)
]
td1...ds .
(51)
The boost weight of a quantity is defined to be its scaling power under la → λ la,na → λ−1na,
so for example Ωab has b = 2, þ raises the boost weight by one unit, and þ′ decreases the boost
weight by one unit. We also use the ‘prime convention’, which means that a ′ on any object
12 Note that the highest derivative terms in 2þ′þ+ ðcðc coincide with those of ∇a∇a.
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means that na and la are to be exchanged in its definition. Since na and la are on the same
footing, the ‘primed’ version of equation (49) also holds for Ω′ab. We also use the shorthands
τa = qban
c∇clb , τ ′a = qbalc∇cnb , (52)
where the second expression is an example of the priming operation.
In d = 4, a trace-free symmetric tensor field Ωab that is projected by qab can be identified
with a complex scalar via a choice of complex 2-bein for qab. Namely, if qab = m(am¯b), then
we can write Ωab = Φ0mamb + ¯Φ0m¯am¯b for some complex scalar function Φ0. The equation
OΩab = 0 is then equivalent to the Teukolsky equation [8] for Φ0. For this reason, we will refer
to eq. (49) as the “Teukolsky equation” also in d > 4.
From the quantity Ωab in (48) one can in principle reconstruct the perturbation γab itself up
to gauge transformations, and up to a finite dimensional space of special perturbations. (In our
case the latter would be perturbations to other NH-geometries.) But since Ωab involves deriva-
tives of γab, this relationship would necessarily be non-local, depend on awkward choices of
boundary conditions, etc. For our purpose, it is much better to construct perturbations γab
satisfying the linearized Einstein equations directly. We will do this by introducing a certain
“potential” for gravitational perturbations, whose existence, like that of the Teukolsky equa-
tion (49), is closely related to the optical and algebraically special properties of the background.
The desired potential Uab, called “Hertz-potential”, satisfies an equation that is closely related
to the operator O defined above in eq. (50). If this equation holds, then one can define a cor-
responding gravitational perturbation γab by acting on Uab with a certain second-order partial
differential operator. This gravitational perturbation then satisfies (3).
To set things up, we recall the standard notion of “adjoint” of a linear partial differential
operator P from sections of a real vector bundleE to sections of a real vector bundle F over M .
If both bundles are equipped with a metric structure, and if M is equipped with an integration
measure – as will be usually the case for us – then the adjoint P∗ is a differential operator from
F to E. For example, in the case of the operator P = O , E= F is the bundle of contravariant,
symmetric, trace-free tensors that are projected by qab, whereas in the case of the linearized
Einstein operator, L (3), E = F is the space of contravariant, symmetric tensors. In these
cases, the metric structure is given by qab respectively gab, and the integration element is that
induced by gab.
After these preliminaries, we can construct the Hertz-potentials first found in 4 dimensions
in [37, 38]. We will follow the elegant method of Wald [38], which can be generalized straight-
forwardly to higher dimensions 13. Consider an arbitrary smooth symmetric tensor field γab,
and let Jab ≡ (OΩ)ab, where O is the operator defined in (49) acting on symmetric tensors
projected by qab, and where Ωab is the “Teukolksy tensor”, defined in terms of γab by (48). If
γab satisfies the linearized Einstein equations (3), (L γ)ab = 0, then Jab = 0. If not, then clearly
Jab must have the form of a linear partial differential operator S applied to Tab ≡ (L γ)ab, that
is Jab = (S T )ab. We need the concrete form of this operator S . It is found after a lengthy
13After we completed our calculation, we have learned that an almost identical analysis had been carried out
previously by [36].
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calculation that
(S T )ab = +2{þð(a− (2τ(a + τ ′(a)þ− (þτ ′(a)}(qcb)ldTcd)−þ2(qcaqdbTcd)+
1
d−2qabþ
2(gcdTcd)
− 1d−2q
d
(aq
f
b)Ccde f l
cneTmnlmln (53)
+
1
d−2qab
{
2þ′þ+ðcðc−6τcðc +4Ccde f ncldnel f − 2dΛd−1
}
Tmnlmln .
Let T be the linear second order differential operator which associates with a symmetric tensor
field γab the trace-free symmetric tensor field (T γ)ab = Ωab projected by qab. T is given
concretely by the second line of eq. (48). In terms of the operators L ,S ,T ,O , the relation
(OΩ)ab = Jab may then be written as (OT γ)ab = (S L γ)ab. Since this must hold for an
arbitrary smooth symmetric tensor field γab, we have the operator equation OT =S L . Taking
the adjoint of this operator relation and applying the result to a symmetric, trace-free tensor field
Uab projected by qab, we find
T
∗
O
∗Uab = L ∗S ∗Uab . (54)
The key point is now that the linearized Einstein operator is self-adjoint, L = L ∗, which is a
direct consequence of the fact that it arises from an action principle. Hence, if14 (O∗U)ab =
0, then γab := (S ∗U)ab is a symmetric tensor satisfying the linearized Einstein equations
(L γ)ab = 0. Working out explicitly the operator S ∗ from eq. (53) gives:
(S ∗U)ab =−lalbCced f len fU cd +2l(aþðcUb)c +2l(a(2τc +[l,n]c)þUb)c−þ2Uab , (55)
and we conclude (see also [36]):
Lemma 4.1: (Hertz potentials for gravitational perturbations) Consider a background solu-
tion to the vacuum Einstein equations with Λ having null vector fields la,na with the optical
properties (45) and an algebraically special property (44). Let Uab be a smooth symmetric,
trace-free tensor field satisfying qacqbdUab =Ucd , together with
(O∗U)ab = 0 . (56)
Here, O∗ is the transpose of the operator O defined above in eq. (50) in terms of the operators
þ,ða given in eq. (51) with b = 2. Then
γab =−lalb(Cced f len fU cd)+2l(aþðcUb)c +2l(a(2τc +[l,n]c)þUb)c−þ2Uab (57)
is a solution to the linearized Einstein equation (3). We call Uab the Hertz-potential for γab.
Note that by definition γablb = 0 = qabγab.
14Note that a non-trivial kernel of the operator T ∗ can also give rise to solutions to the linearized Einstein
equations. This is closely related to the well-known fact that the correspondence between solutions and Hertz
potentials is not bijective.
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4.2. Electromagnetic perturbations
Hertz potentials in higher dimensions can also be introduced in the case of electromagnetic
perturbations. The Maxwell equations are
∇aFab = 0 , ∇[aFbc] = 0 . (58)
Taking derivatives of these equations, there follows the equation
∇c∇cFab +RabcdFcd +RadFbd +RbdFda = 0 . (59)
We now assume again the background Einstein equation Rab − 12gabR = −Λgab and that the
background has the optical and algebraically special properties as in (45), (44). We define
Ωa = Fcbqcalb. By contracting eqs. (59), (58) in all possible ways into na, la,qab, one finds
again that Ωa satisfies a decoupled equation analogous to (50). It is [17]:
(OΩ)a ≡
{
2þ′þ+ðcðc−4τcðc +qceldn fCcde f − 2Λ(2d−3)
(d−1)(d−2)
}
Ωa +{
−4τdqd[aðb]+ lcneCcde f (3qdaq fb −qdbq fa)
}
Ωb = 0. (60)
The operators þ,ða are defined as in eq. (51) with b = 1 in the present case. In order to derive
a Hertz potential for Aa, we proceed just as in the case of gravitational perturbations. Let Aa be
an arbitrary 1-form, not necessarily satisfying the Maxwell equations. One derives
(OΩ)a = þ(qbaJb)− (ða−2τa− τ ′a)(lbJb) , (61)
where Ωa = lbqacFcb is as above, and where Ja = ∇bFba. As an equation for Aa, we write this
again in the form (OT A)a = (S L A)a, where L is now the Maxwell operator defined by
(L A)a = 2∇c∇[cAa], (62)
where T is defined by
(T A)a = 2 lbqac∇[cAb] , (63)
and where S is defined by the right hand side of eq. (61). The transpose of that operator is
(S ∗U)a =−þUa + la(ðb + τb)Ub . (64)
Taking the transpose of the operator equation OT = S L and applying both sides of the
resulting equation to Ua now gives the desired Hertz potential (see also [36]):
Lemma 4.2: (Hertz potentials for electromagnetic perturbations) Consider a background so-
lution to the vacuum Einstein equations with Λ having null vector fields la,na with the optical
properties (45) and an algebraically special property (44). Let Ua be a smooth tensor field
satisfying qcbUc =Ub, together with
(O∗U)a = 0 . (65)
Here, O∗ is the transpose of the operator O defined above in eq. (60) in terms of the operators
þ,ða given in eq. (51) with b = 1. Then the field strength Fab = 2∇[aAb] of
Aa =−þUa + la(ðb + τb)Ub (66)
is a solution to the Maxwell equations (58). We call Ua the Hertz-potential for Aa. Note that by
definition 0 = Aala.
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5. Construction of a perturbation with E < 0 in the
NH geometry
5.1. Gravitational sector
We will now employ the Hertz potentials to construct a gravitational perturbation with E < 0
in the NH geometry if the operator (72) has a suitable spectrum.
We begin by defining null vector fields na, la by
l = 1
L
√
2
(
R
∂
∂R −
1
R
∂
∂T − k
I ∂
∂φ I
)
,
n =
1
L
√
2
(
R
∂
∂R +
1
R
∂
∂T + k
I ∂
∂φ I
)
,
(67)
where the coordinates R,T,φ I refer to the NH geometry (31). These vector fields can both be
shown to satisfy the optical properties (45), and the algebraically special properties (44) [17,
18]. In particular, since both na, la are twist free we get 0 = n[alb∇cld] = n[alb∇cnd], the sub-
spaces perpendicular to na, la are integrable (by Frobenius’ theorem). The corresponding fam-
ily of (d− 2)-dimensional submanifolds (all diffeomorphic to B) establish an isomorphism
M ∼= ˆM ×B, where ˆM is the base space of the foliation. Also, since the properties of being
geodesic, null, shear, expansion, and twist-free are geometrical features that are invariant under
any isometry, it follows at once that £X na = 0 for any Killing field Xa (and similarly for la).
It then also follows that the foliation is invariant under all the isometries. The leaves of this
foliation in fact correspond precisely to the surfaces of constant T,R in eq. (31), whereas the
base space ˆM is parameterized by T,R and corresponds to an AdS2-space. This explains the
geometrical significance of these coordinates from the point of view of algebraically special
geometry.
Since the Hertz-potential Uab has only components tangent to the foliation (because it is
projected by qab), we may write
Uab =UAB
( ∂
∂xA
)a( ∂
∂xB
)b
, (68)
where xA are coordinates of B. We make the separation of variables ansatz
UAB = ψ ·Y AB , (69)
where ψ = ψ(R,T ) is a function on AdS2, and where Y = Y AB(xC)∂A ⊗ ∂B is a symmetric
trace-free tensor intrinsic to B that has “angular dependence e−im·φ ” for some set of “quantum
numbers” m ∈ Zn. The last condition is stated more precisely as follows. Let E2 be the bundle
of symmetric trace-free rank 2 tensor fields over B, let χm be the character of U(1)n given by
χm(eiφ
1
, . . . ,eiφn) = e−im·φ , and let
C∞(B,E2)m = {Y ∈C∞(B,E2) | (τ∗Y )(x) = χm(τ)Y (x) for all x ∈B,τ ∈ U(1)n}
= {Y ∈C∞(B,E2) | £∂/∂φ IY (x) =−imIY (x) for I = 1, . . . ,n}.
(70)
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Then we require Y to be in this space. Inserting these definitions and using also (68), one finds,
just as in [17], that for such U , the action of O∗ is written as
( ˆD2−q2−A )U = O∗U (71)
where ˆD = ˆ∇− iq ˆA [see eq.(32)] and where A is the second order elliptic operator on B given
by
(A Y )CB =
(
−L2DADA− (DAL2)DA +L−2(DAL2)(DAL2)+DADAL2
)
YCB−
4 (k[A−D[AL2)DB]Y AC +
(
6−a2−4L−2kAkA−2(d−4) ΛL2
)
YCB+
L2
(
RAB +RµAB
)
YCA +L2
(
RA
C +RµAC
)
Y AB−2 RCABDY AD.
(72)
Capital Roman indices are always raised and lowered with µAB,µAB, and RABCDωD = 2D[ADB]ωC
is the Riemann tensor of the Levi-Civita connection DA associated with µAB. Note that A de-
pends explicitly on m through a = k ·m. The quantities µAB,kA,L are given concretely by
equations (33) for the MP solutions. The “charge” q ∈ C is given by
q = a+ ib where
{
b = 2
a = k ·m. (73)
As noted [17], A is self-adjoint on the Hilbert space of square integrable trace-free rank-2
tensors with inner product
(Y,Y )B =
∫
B
|Y |2L2 dvolµ . (74)
By the standard theory of elliptic self-adjoint operators on compact manifolds, the eigentensors
of A form an orthonormal basis of L2(B,E2;L2dvolµ). Because A commutes with the action
of U(1)n, it maps the subspace of tensors C∞(B,E2)m transforming according to the character
χm to itself. We will denote the restriction of A to this subspace by Am [where we also set
a = k ·m in (72)].
The separation of variables ansatz is now used to solve the condition (O∗U)ab = 0 required
from a Hertz-potential. Let λ be an eigenvalue of Am and let Y be an a corresponding eigenten-
sor in C∞(B,E2)m. Then, if ψ satisfies the “charged AdS2 Klein-Gordon equation”
( ˆD2−q2−λ )ψ =− 1
R2
∂ 2ψ
∂T 2 +
∂
∂R
(
R2
∂ψ
∂R
)
+
2(2− ia)
R
∂ψ
∂T −λψ = 0 , (75)
it follows that Uab = UAB(∂A)a(∂B)b as in eq. (69) satisfies (O∗U)ab = 0. Consequently, for
such a Uab, the perturbation γab given by eq. (57) satisfies the linearized Einstein equations on
the NH geometry. By first solving15 the eigenvalue equation A Y = λY to get λ , and then the
Klein-Gordon equation (75), one can thus get solutions to the linearized Einstein equations.
15It is straightforward to obtain solutions to (75) as we recall in appendix C. Solutions to the eigenvalue problem
A Y = λY must in general be found numerically in concrete examples.
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We wish to evaluate the canonical energy of such a perturbation in terms of ψ on a Cauchy
surface Σ of the form B× ˆΣ, where ˆΣ is a slice in AdS2 as drawn in the Penrose diagram 5.
This is a somewhat lengthy calculation, which we therefore break up into several steps. First,
we evaluate symplectic form W (γ1,γ2) of two perturbations, each given by eq. (57) in terms of
two Hertz potentials as in (69). We record the lengthy expression in the next lemma:
Lemma 5.1: Let Y ∈C∞(B,E2)m such that A Y = λY , ‖Y‖B = 1, let ψ1,ψ2 be two (complex)
solutions to the equation (75). Let U1,U2 be the corresponding (complex) Hertz-potential as in
eq. (69), and let γ1,γ2 be the corresponding (complex) perturbations as in eq. (57). Then the
symplectic form on Σ = B× ˆΣ is16
W (Σ,γ1,γ2) =
∫
ˆΣ
⋆ˆwˆ(ψ1,ψ2) , (76)
where ⋆ˆ is the Hodge operator of AdS2, and where the conserved current wˆ on AdS2 is given
up to a total divergence (i.e. up to changing ⋆ˆwˆ by an exact 1-form) by
128pi wˆ = (−R−1∂T +R∂R + ia)2ψ¯1(d+ iaRdT )(−R−1∂T +R∂R− ia)2ψ2 +
5(−R−1∂T +R∂R + ia)ψ¯1(d+ iaRdT )(−R−1∂T +R∂R− ia)ψ2 +
4 ψ¯1(d+ iaRdT )ψ2 +
8(−R−1∂T +R∂R + ia)ψ¯1(R−1∂T +R∂R + ia)ψ2 (RdT +R−1dR)−
{3(λ +a2)+13ia}(−R−1∂T +R∂R + ia)ψ¯1ψ2(RdT +R−1dR)−
4(−R−1∂T +R∂R + ia)ψ¯1ψ2(−RdT +R−1dR)+
3ia(−R−1∂T +R∂R + ia)ψ¯1(−R−1∂T +R∂R− ia)ψ2(RdT +R−1dR)+
4iaψ¯1ψ2(RdT +R−1dR)− (ψ1 ↔ ψ2)∗ . (77)
As before, a = k ·m, and the star ∗ in the last line indicates complex conjugation.
Proof: The formula for wˆ can in principle be obtained by inserting the ansatz (69) into (57),
then substituting that into the symplectic form ⋆w, see eq. (4) and (6), and then carrying out the
integration over Σ, taking advantage of A Y = λY and of (75) for ψ1,ψ2. However, the resulting
calculations would be extremely tedious, and we therefore present an alternative derivation that
seems simpler.
For this, we split the integration of ⋆w over Σ into successive integrations over B and then
ˆΣ. More precisely, consider a vector field ˆX tangent to ˆM ∼= AdS2, which we may lift in an
obvious way to a vector field X on M . We define wˆ by
(⋆ˆwˆ)( ˆX) =
∫
B
iX(⋆w) , (78)
where Cartan’s operator iX acts by inserting Xa into the first argument of a differential form.
Because ⋆w is a closed (d− 1)-form on M that is locally constructed out of γ1ab,γ2ab and
their derivatives, it easily follows that ⋆ˆwˆ is a closed 1-form on ˆM ∼= AdS2 that is locally
constructed out of ψ1,ψ2 and their derivatives. In fact, since w is a bilinear local expression in
16For complex perturbations, we continue W anti- linearly in the first entry.
24
the perturbations γ1ab,γ2ab containing precisely one derivative, and since γ1ab,γ2ab are in turn
local expressions in ψ1,ψ2 containing up to two derivatives each according to eqs. (69) and
(57), it follows that wˆ is a local expression in ψ1,ψ2 containing up to five derivatives altogether
and at most three derivatives on either ψ1 and ψ2 separately. Furthermore, wˆ(ψ1,ψ2) must be
anti-linear in ψ1 and linear in ψ2, and we must have
wˆ(ψ2,ψ1) =−[wˆ(ψ1,ψ2)]∗ (79)
from the anti-symmetry of the symplectic form W .
In order to find out what form wˆ(ψ1,ψ2) can take, it is efficient to introduce two operators
ˆl, nˆ on AdS2 whose definition dovetails that of la,na above in eqs. (67). We set:
ˆl = R ∂∂R −
1
R
∂
∂T − ia ,
nˆ = R
∂
∂R +
1
R
∂
∂T + ia .
(80)
One then easily verifies the identities:
ˆlnˆ− nˆ ˆl = ˆl− nˆ+2ia ,
ˆlnˆψ = (−3nˆ+2ˆl+a2 +5ia+λ )ψ , (81)
where the second equation holds for any ψ satisfying the equation of motion (75). The first
identity allows one to swap nˆ and ˆl, and the second one allows one to change ˆlnˆψ to an ex-
pression involving fewer derivatives (a similar expression can easily be derived for nˆˆlψ). By
going through the definitions, it immediately follows that the highest derivative part of wˆ must
be proportional to17
wˆ = ( ˆl2ψ1)∗(d− ia ˆA)( ˆl2ψ2)− (ψ1 ↔ ψ2)∗+(lower order terms) , (82)
where “lower order” refers to the number of derivatives. We now wish to argue that, up to terms
representing a total divergence already mentioned in the statement of the theorem, there is a
unique set of lower order terms that will turn the right side of this expression into a divergence
free 1-form on ˆM satisfying (79) for any ψ1,ψ2 that solve (75). To carry through this argument,
it is important to first remark that, although ψ is constrained by the Klein-Gordon equation (75),
we may, at each arbitrary but fixed point of ˆM , specify the values of nˆkψ and ˆl jψ independently
for all j,k (here nˆk indicates the k-th power, not a component). This follows, morally speaking,
because nˆ, ˆl represent derivatives in null-directions. We may specify those independently for
solutions of (75) as this equation allows for a “null-initial value formulation”. Our second
remark is that any mixed expression · · · ˆlinˆ j · · · ˆlknˆl . . .ψ can be manipulated using eqs. (81) into
a unique expression involving sums of nˆkψ and ˆl jψ (for different values of k, l), which in turn
are freely specifiable at each point by our first remark. These remarks give a clear procedure to
determine which lower order terms can be added to eq. (82) in order produce the most general
wˆ such that divgˆwˆ = 0 for all ψ1,ψ2 satisfying (75).
17Of course, the term involving ˆA could be subsumed into the lower order terms, but it is easier for calculations
to keep it.
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Taking a divergence of eq. (82) with respect to the AdS2-metric gˆ, we find after a computation
using (81) that
divgˆ
[
( ˆl2ψ1)∗(d− ia ˆA)( ˆl2ψ2)− (ψ1 ↔ ψ2)∗
]
=−10ia( ˆlψ1)∗ ˆlψ2 +5( ˆl2ψ1)∗ ˆlψ2−16( ˆlψ1)∗nˆψ2 +27ia( ˆlψ1)∗ψ2
− (ψ1 ↔ ψ2)∗+divgˆ[. . . ] ,
(83)
where the dots [. . . ] in the last line represent terms having lower order than those in [. . . ] on
the left side. Such lower order terms should hence be subtracted from the right side in the
expression for wˆ given by (82). We now seek to compensate the other lower order terms on the
right side of this equation, in particular the leading term proportional to ( ˆl2ψ1)∗ ˆlψ2− (ψ1 ↔
ψ2)∗, by adding further terms to the right side of eq. (82). It is seen that the unique (up to a
total divergence-) expression which can compensate this leading term must be proportional to
( ˆlψ1)∗(d− ia ˆA) ˆlψ2− (ψ1 ↔ ψ2)∗. The divergence of that term is in fact found to be
divgˆ
[
( ˆlψ1)∗(d− ia ˆA)( ˆlψ2)− (ψ1 ↔ ψ2)∗
]
=− ( ˆl2ψ1)∗ ˆlψ2 +λ ( ˆlψ1)∗ ˆlψ2 +4( ˆlψ1)∗nˆψ2−7ia( ˆlψ1)∗ψ2
− (λ +a2)( ˆlψ1)∗ψ2− (ψ1 ↔ ψ2)∗+4ia( ˆlψ1)∗ ˆlψ2 +divgˆ[. . . ] ,
(84)
where the dots [. . . ] in the last line again denote terms of lower order than those in [. . . ] on the
left side. Thus, adding 5 times this term to the right side of (82) will therefore get rid of the
highest derivative term proportional to ( ˆl2ψ1)∗ ˆlψ2− (ψ1 ↔ ψ2)∗ on the right side of eq. (83).
In fact, one finds using (81) that
divgˆ
[
( ˆl2ψ1)∗(d− ia ˆA)( ˆl2ψ2)+5( ˆlψ1)∗(d− ia ˆA)( ˆlψ2)− (ψ1 ↔ ψ2)∗
]
=8ψ∗1 nˆψ2−8ψ∗1 ˆlψ2−8ia( ˆlψ1)∗ψ2−20iaψ∗1 ψ2− (ψ1 ↔ ψ2)∗+divgˆ[. . . ],
(85)
where the dots [. . . ] in the last line again denote terms of lower order than those in [. . . ] on
the left side. We must next find a term which, when added to wˆ in eq. (82), will cancel the
terms on the right side that are not already in divergence form. This unique term (up to a total
divergence) is found to be given by 4ψ∗1 (d− ia ˆA)ψ2− (ψ1 ↔ ψ2)∗. Our argument shows that
the final expression for wˆ is uniquely specified by the symmetry condition (79) and leading
term (82), up to a total divergence. Writing out explicitly all the terms and proportionality
constants left unspecified in this outline leads to the expression of wˆ stated in the lemma.
We can now evaluate the canonical energy (12) in terms of ψ . As our Cauchy surface, we take
for simplicity Σ = {T = 0}, and we take a perturbation γab constructed from a Hertz-potential
Uab as in eq. (57). For Uab, we make the separation of variables ansatz (69) with some ψ of
compact support on the slice ˆΣ = {T = 0,R > 0}= R+. Recalling that K = ∂/∂T in Poincaré
coordinates, we get from the previous lemma
E =W (Σ;γ,£Kγ) =
∫
ˆΣ
⋆ˆwˆ(ψ, ∂∂T ψ) . (86)
We can write E in terms of ψ|
ˆΣ,∂T ψ| ˆΣ, because any T -derivative of order > 1 may be elimi-
nated, using (75), in favor of terms containing only up to one T -derivative. Thus, E becomes a
quadratic form E ( f0, f1) of the initial data
( f0, f1)≡
(
ψ
∣∣∣
T=0
, ∂∂T ψ
∣∣∣
T=0
)
∈C∞0 (R+;C)×C∞0 (R+;C) , (87)
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at T = 0. The resulting formula is rather long and is given in the appendix A. It simplifies
somewhat for initial data such that f1 = 0 and f0 is real valued. In this case (y = logR)
E =
1
128pi
∫
∞
−∞
{(
2d
3 f0
dy3 +
d2 f0
dy2 − (2λ +1)
d f0
dy +λ f0
)2
+
(
2
d3 f0
dy3 +
d2 f0
dy2 − (λ +a
2)
d f0
dy
)2
+5
(
d2 f0
dy2 +
d f0
dy −λ f0
)2
+(5+4a2)
(
d2 f0
dy2
)2
+(λ −3)
(
2d
2 f0
dy +
d f0
dy − (λ +a
2) f0
)2
+(2λ −4a2 +4a2λ )
(
d f0
dy
)2
+(2λ +3a2) f 20
−2
(
d2 f0
dy2 +
d f0
dy −λ f0
)
d f0
dy −2(4−3λ −3a
2)
(
d2 f0
dy2 +
d f0
dy −λ f0
)
f0
}
eydy .
This expression is not manifestly positive definite, so there is a possibility of having E < 0 for
suitable f0 and a,λ . To this end, we make the variational ansatz:
f0(R) = R
N
(R+ ε)N+1/2(1+RNe1/(1−R))
, f1(R) = 0 , (88)
which depends on N ∈ N and ε > 0. Here, 0 < R < 1 and the definition is extended smoothly
to all R > 0 by setting fi(R) = 0 for R ≥ 1. For gravitational perturbations, we choose N ≥ 3
because this ensures that derivatives up to order 3 vanish at R = 0. f0(R) is a pulse whose
maximum moves towards 0 as ε → 0+. Its form is inspired by the mode analysis provided in
appendix C. Inserting the ansatz into our expression for E gives, after a lengthy calculation:
E =
1
128pi (λ +
1
4)(λ 2 +2a2λ +a4−9a2 + 72) logε−1 +O(1), (89)
where O(1) stands for terms having a finite limit18 as ε → 0+. With the help of this identity,
we can now prove the following theorem:
Theorem 1: Let λ be an eigenvalue of the operator A acting on tensors in C∞(B,E2)m such
that
(λ + 14)(λ 2 +2a2λ +a4−9a2 + 72)< 0 , (90)
where a = k ·m. Then there exists a perturbation such that E < 0 on the NH geometry whose
initial data are compactly supported on Σ = {T = 0}.
This is in particular the case if
(i) m = 0 and if the lowest eigenvalue λ of A acting tensors invariant under U(1)n satisfies
λ <−14 , or if
(ii) L2gIJmImJ < (kImI)2 holds for some m ∈ Zn, somewhere on B.
18These terms depend also on N.
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Proof: If (λ + 14)(λ 2 + 2a2λ + a4− 9a2 + 72) < 0, then the right side of eq. (89) becomes
negative for sufficiently small ε > 0. Hence, there are initial data of the form (88) with E < 0.
Our ansatz (88) does not have compact support on R > 0, since the support clearly includes
R = 0. However, because E only depends on up to 3 derivatives with respect to R, and because
f0(R) is a three times differentiable function whose derivatives vanish up to third order at
R = 0, it is possible to slightly translate f0(R) to the right and modify so that the new f0(R) is
compactly supported away from R = 0, smooth, and still has E < 0.
(i) If m = 0, then clearly a = 0. Then, if λ <−14 , condition (107) is obviously satisfied.
(ii) In this case, we must necessarily have m 6= 0. We can label the rotational symmetries so
that mI 6= 0 for 0 < I ≤ j and mI = 0 for j < I ≤ n. We then view B as a compact manifold
with an action of U(1) j corresponding to the first j rotational symmetries. Since A is invariant
under U(1) j, the eigenspaces for each fixed eigenvalue λ can be decomposed into irreducible
representations of this group. Since the latter are labelled by m ∈ Z j, we may thus decompose
L2(B,E2;L2dvolµ)∼=
⊕
m∈Z j,λ∈spec(Am)
Vm,λ , (91)
where the eigenspace Vλ ,m is a subspace of the space C∞(B,E2)m of symmetric, trace-free
rank two tensors with angular dependence e−im·φ . We denote by Am the restriction of A to
C∞(B,E2)m for our fixed m. For any function f ∈C∞0 (R), we can define f (Am) as an operator
acting on the subspace C∞(B,E2)m via the spectral theorem. Standard results imply that f (Am)
has a smooth kernel and is a trace-class operator, i.e. that
tr f (Am) = ∑
λ∈spec(Am)
dim(Vm,λ ) f (λ )< ∞ . (92)
We wish to compute this trace for very large values of the “magnetic quantum numbers”, m.
For this, we introduce a parameter19 h¯ > 0 such that 1/ h¯ ∈ N, we rescale m → m/ h¯ (so that
also a → a/ h¯), and we consider the operator h¯2Am/h¯. Since the limit h¯ → 0 corresponds to a
semi-classical limit, it is plausible that the trace tr f (h¯2Am/h¯) can be evaluated by semi-classical
methods. Precisely such an analysis has been carried out in [58]. To state the relevant result, we
first introduce the “semi-classical principal symbol” of the operatorh¯2Am/h¯, given by replacing
ih¯∂/∂xA in the ordinary symbol by ξA (where ξ ∈ T ∗x B), and then setting h¯ = 0. In the present
case, the “semi-classical principal symbol” is a0(x,ξ )idE2, where
a0(x,ξ ) = L(x)2µAB(x)ξAξB− (kImI)2 . (93)
Let us also define, for each E ∈ R, the set
S (E,m) = {(x,ξ ) ∈ T ∗B | a0(x,ξ )≤ E , i∂/∂φ I ξ = mI , I = 1, . . . , j}/U(1) j . (94)
If we view a0 as a “Hamiltonian”, then this set is the part of phase space with energy less than
or equal to E and angular momenta mI, I = 1, . . . , j, divided out by the rotational symmetries.
19This notation is meant to be suggestive and does not indicate that we want to quantize our metric perturbation!
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On T ∗B, the symplectic form is defined as usual by ω = dxA ∧ dξA. It can be seen that ω
induces a 2-form on S (E,m), which we denote by the same symbol. We then define
νm(E) =
∫
S (E,m)
ω ∧· · ·∧ω︸ ︷︷ ︸
(d−2− j) times
≥ 0 . (95)
Using that mI 6= 0 for 0 < I ≤ j (which corresponds to their requirement that m be a “regular
weight” of U(1) j), [58] show20
tr f ( h¯2Am/h¯) = dim(E2) (2pi h¯) j−d+2
∫
∞
−∞
f (E) dνm(E)+O(h¯ j−d+3) , (96)
as h¯ → 0. (Here dim(E2) = 12d(d− 3) is the dimension of the space of (d− 2)-dimensional,
symmetric, trace-free rank 2 tensors21.) Suppose now that L2gIJmImJ < (kImI)2 somewhere
on B. Within the set S (E,m) we have by definition ξI = mI. It then follows from µ IJ = gIJ
and the definition of the semiclassical principal symbol that ∂νm(−E0)/∂E is non-zero (and
positive) for any sufficiently small E0 > 0. If we now take a f ≥ 0 which is a peak supported in
[−3E0/2,−E0/2], and if we use that j < d−2, then (96) shows that h¯2Am/h¯ has an eigenvalue
in [−3E0/2,−E0/2]. Hence Am/h¯ has a negative eigenvalue λ ( h¯) ∈ [−3 h¯−2E0/2,−E0 h¯−2/2].
Since a=m ·k/h¯ holds for the rescaled magnetic quantum numbers, it follows that (λ + 14)(λ 2+
2a2λ +a4−9a2+ 72)∼ λa4 < 0 for sufficiently smallh¯ and sufficiently small E0 > 0. Thus, by
the first part of the theorem, there exists a perturbation such that E < 0.
5.2. Electromagnetic sector
A similar analysis is possible in the case of electromagnetic perturbations. The Hertz potential
is in this case
Ua =UA
( ∂
∂xA
)a
(97)
and it must satisfy (O∗U)a = 0, where O was defined in eq. (60). The separation ansatz is now
UA = ψ ·Y A , (98)
where Y = Y A(xB)∂A ∈ C∞(B,E1),E1 = TB has angular dependence e−im·φ [see eq. (70)],
and where ψ = ψ(R,T ). Inserting these definitions and using also (68), one finds, just as in the
gravitation case, that for such U , the action of O∗ becomes O∗U = ( ˆD2− q2 +A )U . In the
electromagnetic case q = a+ ib,a = k ·m,b = 1, and A is A is now
(A Y )A =−L−2DB(L4DBY A)+(2−a2− 54L2 kBkB− d−62 ΛL2)YA
+L2(RAB− 12 µABR)Y B +
(
−D[AkB]+2(k[A−2LD[AL)DB]−2L−1D[AkB]
)
Y B .
(99)
20The paper [58] considers U(1) j invariant self-adjoint operators on compact manifolds under certain restrictions
on the action of U(1) j. The situation considered by [58] is more general than that encountered here, because
these authors allow the presence of points with discrete isotropy subgroup, which are absent in our case. Such
points give additional terms the asymptotic expansion.
21This factor is not present in [58], because these authors deal with scalar operators. The generalization to
operators in a vector bundle with diagonal leading semiclassical symbol is straightforward.
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A is elliptic and self-adjoint with respect to the inner product on (B,µ) given by (74). The
following lemma parallels lemma 5.1 in the gravitational case:
Lemma 5.2: Let Y ∈C∞(B,E1)m such that A Y = λY , ‖Y‖B = 1, let ψ1,ψ2 be two (complex)
solutions to the equation (75). Let U1,U2 be the corresponding (complex) Hertz-potential as in
eq. (98), and let A1,A2 be the corresponding (complex) perturbations as in eq. (66). Then the
symplectic form is22
W (Σ,A1,A2) =
∫
ˆΣ
⋆ˆwˆ(ψ1,ψ2) , (100)
where the conserved current wˆ on AdS2 is given up to a total divergence (i.e. up to changing
⋆ˆwˆ by an exact 1-form) by
8pi wˆ = (−R−1∂T +R∂R + ia)ψ¯1(d+ iaRdT )(−R−1∂T +R∂R− ia)ψ2 + ψ¯1(d+ iaRdT )ψ2−
[ψ¯1(R−1∂T +R∂R + ia)ψ2− iaψ¯1ψ2](RdT +R−1dR)− (ψ1 ↔ ψ2) , (101)
where as before, a = m · k.
The proof is similar to that given in the gravitational case.
We can now write the canonical energy (21) in terms of ψ . We take a perturbation Aa given
in terms of a Hertz-potential Ua as in eq. (66). For Ua, we make the separation of variables
ansatz (98) in terms of some ψ with compact support on ˆΣ = {T = 0,R > 0}= R+. Recalling
that K = ∂/∂T in Poincaré coordinates, we get from the previous lemma
E =W (Σ;A,£KA) =
∫
ˆΣ
⋆ˆwˆ(ψ, ∂∂T ψ) . (102)
When we evaluate E , we may again use eq. (75) (this time with q = i+a) in order to eliminate
terms containing more than one T -derivative. Thus, E becomes a quadratic form E ( f0, f1) of
the initial data (87) at T = 0. The resulting formula is rather long and given in the appendix B.
It simplifies somewhat for initial data having f1 = 0 and f0 real valued. A calculation reveals
that, in this case
E =
1
8pi
∫
∞
−∞
{(
d2 f0
dy2 +
d f0
dy −λ f0
)2
+
(
d2 f0
dy2
)2
+(λ +a2)
(
d f0
dy
)2
+λa2 f 20
}
eydy .
Here, a = m · k as before and y = logR. We substitute the variational ansatz (88) for f0, f1,
taking any N ≥ 2. A lengthy calculation shows that, for this choice
E =
1
8pi (λ +
1
4)(λ + 12 +a2) logε−1 +O(1) , (104)
where O(1) stands for terms that do not diverge as ε → 0+. A relatively simple form of E is
also found for initial data having f0 = 0 and f1 real valued. In this case:
E =
1
8pi
∫
∞
−∞
{(
d f1
dy −2 f1
)2
+
(
d f1
dy − f1
)2
+(λ +4a2−2) f 21
}
e−ydy. (105)
22For complex perturbations, we continue W anti- linearly in the first entry.
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We substitute the variational ansatz (88) with f1 ↔ f0 and R ↔ 1/R. A calculation shows that,
for this choice
E =
1
8pi
(λ + 12 +a2) logε−1 +O(1) . (106)
The expressions (104), (106) are now used to show the following theorem:
Theorem 2: Let λ be an eigenvalue of the operator A given by (99) acting on tensors in
C∞(B,E1)m such that
(λ + 14)(λ + 12 +a2)< 0 or (λ + 12 +a2)< 0 , (107)
where a = k ·m. Then there exists a perturbation such that E < 0 on the NH geometry whose
initial data are compactly supported on Σ = {T = 0}.
This is in particular the case if
(i) m = 0 and if the lowest eigenvalue λ of A acting tensors invariant under U(1)n satisfies
λ <−14 ,λ 6=−12 , or if
(ii) L2gIJmImJ < (kImI)2 holds for some m ∈ Zn, somewhere on B.
Proof: The argument is exactly the same as in the case of gravitational perturbations. In
particular:
(i) If a = 0 and if −12 < λ < −14 , then for ε > 0 and sufficiently small, we get E < 0
from (104), whereas for λ <−12 , we get E < 0 from (106).
(ii) Alternatively, suppose L2gIJmImJ < (kImI)2 holds for some m ∈ Zn somewhere on B.
We perform the same rescaling trick as in the gravitational case, noting that the leading semi-
classical symbol of A is again a0(x,ξ )idE1.
6. Construction of a perturbation with E < 0 in the
extremal BH geometry
6.1. Outline of the construction
In theorem 1 we have identified cases (depending generically on the properties of the operator
A ) in which there is a gravitational perturbation γab of the form (57), with Hertz potential Uab
as in (69), which: (i) is of compact support on the Cauchy surface Σ = {T = 0}, (ii) satisfies
the linearized Einstein equations (3), and (iii) has E < 0 in the NH spacetime. Starting from
such a perturbation, we will construct in this section a perturbation of the corresponding BH
spacetime which is of compact support on Σ, which satisfies the perturbed Einstein equations
and still has E < 0. This will lead to the main results of this paper given in theorem 3 for Λ = 0,
assumed from now on. A simple extension to asymptotically AdS solutions (Λ < 0) will give
theorem 4.
We repeat that γab as given by thm. 1 is, by construction, a solution to the linearized Einstein
equations (3) on the NH background, but of course not on the BH background, (L γ)ab 6= 0,
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where from now on and in the following gab,∇a refer to the BH background, and L in this
equation is the linearized Einstein operator of the BH background, see eq. (3). We will construct
the desired perturbation of the BH background in two steps:
1. We identify tensor fields on the NH geometry (in particular γab) with tensor fields in the
BH geometry by identifying points in both spacetimes (near H ±) if they carry the same
Gaussian null coordinates. Under this identification the slice Σ = {T = 0} in the NH
geometry corresponds via eqs. (37) to a slice Σ in the BH spacetime “running down the
throat”.
2. We then apply the scaling isometry φε [see (25)] to γab, and define, for small ε > 0
γab(ε)≡ 1√
ε
φ∗ε γab . (108)
(This ε is a new small parameter having nothing to do conceptually with the parameter
ε appearing in the constructions leading to thm. 1!) Since φε is an isometry of the NH
geometry, γab(ε) is a new solution to the linearized Einstein equations on the NH geom-
etry, having compactly supported initial data on Σ. The support “moves down the throat”
as ε → 0. Moreover, since φ∗ε K = εK, the scaling by 1/
√
ε of our perturbation (108)
ensures that the canonical energy remains unchanged23,
E (Σ,γ(ε)) = E (Σ,γ)< 0 . (109)
3. Let
(δhi j(ε),δ pi j(ε))≡ initial data of γab(ε) on Σ. (110)
By construction, these ε-dependent initial data (we omit the reference to ε in the follow-
ing) satisfy the constraints of the NH-spacetime, but not the BH-spacetime. But we can
add a small correction (for small ε), such that the modified initial data are still of compact
support, satisfy the constraints of the BH-spacetime [under the identification in 1)], and
still have negative canonical energy in the BH-spacetime. As described in section 2.2, the
time-evolution of these modified initial data in the BH spacetime cannot settle down to
a perturbation that is pure gauge or represents a perturbation to another stationary black
hole in the family. Thus, such a black hole is linearly unstable.
6.2. Correcting the variational ansatz for initial data
We now turn to a more precise explanation of this strategy. Steps 1) and 2) do not require further
explanation, but step 3) is of a rather technical nature and needs to be discussed. Generally
speaking, we have the following problem. We have an ansatz (δhi j,δ pi j) – in our case given
by eq. (110) – for the initial data having support in a bounded set A0 ⋐ Σ (in the BH spacetime).
The linearized constraints are not satisfied. We would like to modify our ansatz by adding
a correction so that the new initial data are compactly supported in a some (possibly slightly
23It is important to note that the scaling by 1/
√
ε is just a convenient choice in order to simplify our discussion.
It plays no fundamental role as the equations for the perturbations (3) are linear.
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larger) bounded set A⋑ A0, and solve the linearized constraints. There is a well-known general
method for achieving just this, developed in [39], and also in [40]24. We now describe this
method. We follow with minor modifications the original references but pay special attention
to the key question by how much the original ansatz has to be modified depending on how
much it violated the linearized constraints.
The constraints are (assuming Λ = 0 from now on):
C = h
1
2
(
−Scalh +h−1 pi j pi j− 1d−2h−1p2
−2D j(h− 12 pi j)
)
= 0 . (111)
The first entry is the Hamiltonian constraint, and the second entry is the vector constraint. We
will generally use boldface letters for a tuple consisting of a scalar (or density) on Σ, and a
vector (or density) on Σ.25 The linearized constraints δC may be viewed as the result of acting
on (δhi j,δ pi j) by a linear operator, C . It is explicitly given by
C
(
δhi j
δ pi j
)
=


h 12 (DiDiδh j j−DiD jδhi j +Ric(h)i jδhi j)+
h− 12 (−δhkk pi j pi j +2pi jδ pi j +2pik p jiδh jk+
1
d−2 p
k
k pl lδhii− 2d−2 piiδ p j j− 2d−2δhi j pi j pkk)
−2h 12 D j(h− 12 δ pi j)+Diδhk j pk j−2Dkδhi j p jk

 . (112)
Since C is a differential operator that maps the pair (δhi j,δ pi j) consisting of a symmetric
tensor, δhi j, and a symmetric tensor density, δ pi j, on Σ into a pair (u,X j) consisting of a
scalar density and dual vector density on Σ, its adjoint differential operator, C ∗, maps a pair
X = (u,X j) consisting of a scalar and vector field on Σ into a pair (δhi j,δ pi j) consisting of a
symmetric tensor density and symmetric tensor on Σ. One can straightforwardly calculate that
C ∗ is given by
C
∗
(
u
X j
)
=


h 12 (−(DkDku)hi j +DiD ju+Ric(h)i ju)+
h− 12 (−hi j pkl pklu+2p(ik p j)ku+ 1d−2hi j pkk pl lu
− 2d−2 pi j pkku− pi jDkX k +2DkX (ip j)k)
h− 12 (2pi ju− 2d−2hi j pkku)+£Xhi j

 (113)
The idea is to make particular ansatz for the correction to (δhi j,δ pi j) in order to satisfy the
linearized constraints. Let s : A → R be a function 1 ≥ s > 0 such that near the boundary ∂A,
we have
s(x) = disth(x,∂A) , (114)
where we mean the geodesic distance relative to the metric h on Σ. We also ask that s(x) = 1 in
A0 ⋐ A. The ansatz is:(
δ ˜hi j
δ p˜i j
)
≡
(
δhi j
δ pi j
)
− e−2/sα
(
s4α+4 0
0 s2α+2
)
C
∗
(
u
X j
)
(115)
24We remark that these references also deal with the full non-linear constraint equations.
25In terms of the Einstein tensor Gab and unit normal νa, the Hamiltonian constraint is given by = Gabνaνb +Λ,
whereas the vector constraint is given as = Gcbνbhac.
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Cutoff functions involving s have been inserted because we hope to extend the solution by 0
across the boundary ∂A in a smooth way. The tensors X ≡ (u,X j) are to be determined. The
matrix of cutoff functions on the right side will appear often, so we introduce the shorthand:
Φ ≡ e−1/sα
(
s2α+2 0
0 sα+1
)
. (116)
Our ansatz can then be written more compactly as(
δ ˜h
δ p˜
)
=
(
δh
δ p
)
−Φ2C ∗X . (117)
We want (δ ˜hi j,δ p˜i j) to satisfy the linearized constraints of the BH background. Acting with
C shows that X must satisfy the equation:
C Φ2C ∗X = f , (118)
where f ≡ δC = C (δh,δ p) is the violation of the linearized constraints of our NH ansatz
(δhi j,δ pi j).
The question is of course whether (118) has a suitable solution at all, which is far from obvi-
ous. In order to construct such a solution, and to control its properties, one uses the technique
of weighted Sobolev spaces. We begin by defining the weighted Sobolev norms
‖u‖W p,k,α =
(
k
∑
n=0
∫
A
|Dnu|p spn(α+1)e−2/sα dvolA
)1/p
(119)
on C∞0 (A) tensor fields u on A ⊂ Σ. We let W p,k,α0 (A) be the completion of the space of such
tensor fields under this norm. Since we will mostly consider p = 2, and sometimes α = 0, we
introduce the notations Hk,α =W 2,k,α ,L2,α = H0,α ,L2 = L2,0. We also use the notation Hk for
the ordinary Sobolev spaces and norms without any weights. Our weights differ slightly from
those used by [39]. The following lemma is the key to prove the existence of a weak solution
to (118):
Lemma 6.1: (Generalized weighted Friedrichs-Poincaré inequality) For sufficiently large α ,
there is a constant c = c(α,A) such that
c‖ΦC ∗X‖L2 ≥ ‖X−PAX‖H2,α⊕H1,α , (120)
for any tensor field X ∈ H2,α0 (A)⊕H1,α0 (A). Here PA is the orthogonal projector (in L2,α(A))
onto the subspace k spanned by the KVF’s, i.e. if Yi is a basis of Killing vector fields on M
that has been orthonormalized (in L2,α ) via the Gram-Schmidt process, we have
PAX = ∑
i
Yi(Yi,X)L2,α . (121)
The proof of this lemma is given in appendix D using a method which is somewhat different
from [39, 40]. Using this key lemma, one can show existence:
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Lemma 6.2: Let f ∈ C∞0 (A) with support in A0 ⋐ A. Then there exists a solution X to (118)
which is in H2,α0 (A)⊕H1,α0 (A) and which in fact additionally satisfies for all k = 0,1,2, . . .∫
A
s2kβ |Dk(ΦC ∗X)|2dvolA ≤ c‖f‖2Hk⊕Hk (122)
for a sufficiently large β > 0, and a constant c = c(A,α,β ,k).
Remarks: a) Note that in our definition of the corrected initial data (117), we have on the
right side the expression Φ2C ∗X, i.e. we have the square of Φ. Since Φ is a multiplication
operator involving the exponential cutoff factor e−1/sα [cf. (116)], it follows from the estimate
in the previous lemma (because s−Ne−1/sα → 0 for any N when s → 0) that s−NΦ2C ∗X is in
each (unweighted) Sobolev space of arbitrary order k for any N. Thus, by the usual Sobolev
embedding theorem, C∞( ¯A) ⊂ ∩kHk(A), it follows that Φ2C ∗X is smooth up to and including
the boundary ∂A, and that it can in fact be smoothly extended by 0 across ∂A. Thus, the
corrected initial data (117) are smooth up to and including the boundary ∂A and can be extended
by 0 across ∂A.
b) Below, we will consider applying this result to an annular domain of the form A = {x ∈
Σ | y0− logε < y(x)< y1− logε}. We claim that for ε → 0 (i.e., for the annular domain going
down the throat), the constant c = c(α,β ,k,A) may be chosen to be independent of ε . This is
in essence a direct consequence of the fact that the background hi j and χi j (hence also pi j) are
nearly translation invariant under shifts of y in the throat (y →−∞), see eq. (41), and follows
by inspecting the constants in (141) and (122).
Proof of Lemma 6.2: The lemma is demonstrated using standard tools from PDE-theory for
elliptic operators. The only non-standard feature is the presence of the weight factors, and the
fact that the operator in question C Φ2C ∗ is a matrix of operators of mixed order (up to order
4), see [52, 53] for the corresponding classical results. Existence is proved with the help of
the weighted Poincaré-Friedrichs inequality. One considers the weak formulation of the PDE
problem (118) which consists in finding an element X ∈ H2,α0 (A)⊕H1,α0 (A) such that
B[X,Y] = F[Y] , for all Y ∈ H2,α0 (A)⊕H1,α0 (A), (123)
where the bilinear form B is B[X,Y] = (ΦC ∗X,ΦC ∗Y)L2 and where the functional F is F[X] =
(f,X)L2. This weak formulation is obtained as usual by formally multipling the PDE with Y,
integrating over A, and performing (formally) partial integrations to bring the operator C to
the other factor as C ∗. The subscript “0” in our choice of Sobolev space anticipates/reflects
a choice of “boundary conditions”, and the weight α in the Sobolev space corresponds that
in Φ, see (116). Note that if Y corresponds to a KVF, then, since C ∗Y = 0, it follows that
F[Y] = 0 (because f is in the image of C ), and it also follows evidently that B[X,Y] = 0. Thus,
it is sufficient to satisfy the above identity for all Y ∈ H2,α0 (A)⊕H1,α0 (A) that are orthogonal
to the span k of KVF’s. On that subspace the quadratic form is bounded from below by a
positive multiple of the norm by the Poincaré-Friedrichs inequality, whereas F is bounded in
the H2,α0 (A)⊕H1,α0 (A)-norm26. Existence of a weak solution then follows from the standard
26Here it is used that f is supported away from the boundary ∂A, so that the weight factors do not play a role.
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Lax-Milgram theorem (basically the Riesz-representation theorem, see e.g. [51]), and one has,
in fact,
‖X‖H2,α⊕H1,α ≤ c0‖f‖L2⊕L2 , (124)
for some constant c0 = c0(α,A).
It remains to demonstrate the higher regularity estimates (122). Here, we proceed by the
standard method of finite difference quotients, combined with the Poincaré-Friedrichs inequal-
ity. First, we slice A near the boundary into onion skins On = A2−n+1 \A2−n−1 , where each
set Aδ is characterized by the condition that s(x) < δ . Next, we choose test functions ζn ≥ 0
having support in On, and such that ∑ζn = 1. We may assume that |Dkζn| ≤ c1 2nk for some
constants c1 = c1(k,A), and we shall pretend, in order avoid a more cumbersome notation, that
the support of each ζn is contained in a single coordinate chart. This could always be achieved
by subdividing On further into a fixed (independent of n) number of subregions. Points in On
are then identified with their coordinate vectors in Rd−1. The finite difference operator in the
j-th coordinate direction is defined as
∆δj u(x) =
u(x)−u(x+δe j)
δ . (125)
It satisfies standard properties riminicsient of the ‘Leibniz rule’ and a ‘partial integration rule’.
One can also establish that ‖∆δj u‖L2 ≤ c2‖∂ ju‖L2 for some constant c2 and sufficiently small
δ . Conversely, if we know that ‖∆δj u‖L2 is uniformly bounded for sufficiently small δ , then
‖∂ ju‖L2 ≤ limsupδ ‖∆δj u‖L2 , i.e. u has a square-integrable weak derivative, see sec. 5.8 of [51]
for details and proofs. After these preliminaries, we test (123) with the test-function
Y = ∆−δj (ζ 2n ∆δj X) , 0 < δ ≪ 1 (126)
so that
F[∆−δj (ζ 2n ∆δj X)] = B[∆−δj (ζ 2n ∆δj X),X] . (127)
The right side is now bounded from below as explained e.g. in sec. 6.3.2 of [51], where the
only differences in our case are the presence of weights in B, and the fact that B contains higher
derivatives. As in the standard case, the basic idea is simply to ‘move ∆δj to the other factor’
using the ‘partial integration’ and ‘Leibniz’ rules for finite difference operators. One finds, for
sufficiently small δ > 0:
r.h.s.≥B[ζn∆δj X,ζn∆δj X]
− c3
{
δ‖ζn∆δj X‖2H2,α⊕H1,α +2n(1+α)‖X‖H2,α⊕H1,α‖ζn∆δj X‖H2,α⊕H1,α
}
,
The factor of 21+α arises from the fact that a ‘partial integration’ results in a factor ∆δj (sp(1+α)e−2/s
α
),
which, for sufficiently small δ > 0 is bounded on On by
|∆δj (sp(1+α)e−2/s
α
)| ≤ c122n(1+α)sp(1+α)e−2/sα . (128)
We also have factors of 2n arising from the fact that pulling ζn through various derivative
operators will result in Dζn,D2ζn, which are bounded by a constant times 2n respectively 22n ≤
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2n(1+α), choosing α > 1. Employing the ‘Peter-Paul’ trick 2|ab| ≤ a2/ε + εb2 on the last term
(giving small weight to the norm b = ‖∆δj X‖H2,α⊕H1,α ) results altogether in
r.h.s.≥B[ζn∆δj X,ζn∆δj X]− c3(δ + ε)‖ζn∆δj X‖2H2,α⊕H1,α − c322n(1+α)‖X‖H2,α⊕H1,α
≥[c4− c3(δ + ε)]‖ζn∆δj X‖2H2,α⊕H1,α − c3ε−122n(1+α)‖X‖2H2,α⊕H1,α
≥[c4− c3(δ + ε)]‖ζn∆δj X‖2H2,α⊕H1,α − c5ε−122n(1+α)‖f‖2L2⊕L2 ,
(129)
applying in the second line the Friedrichs-Poincaré inequality (giving rise to the constant c4),
and in the third line the inequality (124), combining the constants into c5. We choose ε,δ so
small that c4 > c3(δ + ε). Then the coefficient in front of the first term on the right side is
positive. Using similar arguments, the left side of eq. (127) is bounded by
l.h.s.≤ c6
{
22n(1+α)‖f‖2H1⊕H1 +‖X‖2H2,α⊕H1,α
}
≤ c722n(1+α)‖f‖2H1⊕H1, (130)
using again (124). Combining the bounds for the left and right sides, we find for some constant
c8(α,A) and sufficiently small δ > 0 that
‖ζn∆δj X‖H2,α⊕H1,α ≤ c82n(1+α)‖f‖H1⊕H1 , (131)
and the same bound in fact then also holds for ζnD jX by the properties of the finite difference
quotients and (124). Therefore
‖sβ DX‖H2,α⊕H1,α =‖sβ (∑
n
ζn)DX‖H2,α⊕H1,α
≤∑
n
‖sβ ζnDX‖H2,α⊕H1,α
≤c9 ∑
n
2−βn‖ζnDX‖H2,α⊕H1,α
≤c10 ∑
n
2−βn2n(1+α)‖f‖H1⊕H1
≤c11‖f‖H1⊕H1
(132)
assuming β > 1 + α in the last step. This proves the statement of the theorem for k = 1,
because the L2-norm of sβ D(ΦC ∗X) is bounded by a constant times the H2,α ⊕H1,α -norm of
sβ DX. The case of general k is treated with an induction in k, considering in the k-th step the
test-function
Y =
k
∏
l
∆−δjl
(
ζ 2n
[
k
∏
m
∆δjm
]
X
)
. (133)
Since there are no new ideas need in that step, and since the details closely resemble standard
constructions as given e.g. in sec. 6.3 of [51], we do not elaborate further on these constructions.
6.3. Construction of a gravitational perturbation with E < 0 in
the extremal BH geometry
After these preliminaries, we turn back to the construction of the modified gravitational pertur-
bation from step 3) in the outline section 6.1, using the general construction from the previous
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subsection. Let δCε be the constraints of the perturbation γab(ε) [see (110)] in the BH back-
ground. They are given by
δCε = C
(
δhi j(ε)
δ pi j(ε)
)
=
(
L γab(ε)νaνb
L γab(ε)νbhca
)
(134)
where L is the linearized Einstein operator (3) for the BH background, where νa is the normal
to the Cauchy surface Σ in the BH background, and where C is the linearized constraint operator
for the BH background. From now on we drop the reference to ε in the initial data to lighten
the notation. The next lemma tells us that δCε is small:
Lemma 6.3: We have |∂ ny δCε | ≤ c
√
ε on Σ, where c = c(n) and supp δCε ⊂ A0. Here, A0 =
A0(ε) is an ‘annular’ domain of the form
A0 = {x ∈ Σ | y0− logε < y(x) < y1− logε} (135)
for some y0,y1 > 0 independent of ε .
Proof: This lemma relies on the following simple facts. First, by construction the pertur-
bation γab is of the form eq. (57) for a suitable Hertz potential Uab. As a consequence, the
perturbation γab has the schematic form γab = xlalb + y(alb)+ zab, where ya,zab are projected
by qab. Furthermore, it follows from eqs. (25) and (37) that the diffeomorphism φε acts as
(T,R) 7→ (εT,R/ε) or equivalently as (T,y) 7→ (εT,y− logε). Thus, it is just a shift in y, from
which the support property is immediately obvious. Then, e.g. from the explicit expressions of
the dual 1-forms of na, la [cf. eq. (67)]
n = eydT +dy , l =−eydT +dy , (136)
it follows that φ∗ε l = l,φ∗ε n= n. It is not difficult to see from these facts that (δhi j,δ pi j), defined
as in eq. (110), must have coordinate expressions in (y,xA) that are of order O(1/√ε) together
with all their (y,xA)-derivatives.
It also follows by construction that the background (hi j, pi j) of the BH and NH-backgrounds
as in eq. (41) agree up to terms of O(ey) in the coordinates (y,xA). for y →−∞. Substituting
this information into the definition of the linearized constraint operator on the BH background,
and using that (δhi j,δ pi j) is annihilated by the linearized constraint operator on the NH back-
ground, gives the statement of the lemma.
With this in mind, we are now ready to state and prove the main two theorems of this paper
concerning instability criteria of extremal BH’s in the asymptotically flat- respectively asymp-
totically AdS case.
Theorem 3: Let (M ,g) be an extremal MP black hole with Λ = 0. Let A be the elliptic
operator (72) viewed as an operator on tensors Y ∈ C∞(B,E2)m with angular dependence
e−im·φ .
(i) If m = 0, and if the smallest eigenvalue of A on C∞(B,E2)0 satisfies λ < −14 , there is
a perturbation of compact support on the Cauchy surface Σ which cannot settle down to
perturbation to another stationary black hole (or a pure gauge transformation). In other
words, the black hole is linearly unstable.
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(ii) If there is a m ∈ Zn such that mIΩI = 0 and such that L2gIJmImJ < (kImI)2 somewhere
on B, then the black hole is unstable (in the same sense).
Remarks: 1) It is very important to remark that this notion of instability does, by itself, not
automatically imply the existence of an “exponentially growing mode”, i.e. a linearized pertur-
bation for which a suitably defined gauge invariant norm grows as e|ω|t in time. In fact, one
cannot even exclude a priori that the solutions γab identified with the canonical energy argu-
ment will have an oscillating behavior asymptotically of the form eiωt (in the terminology of
dynamical systems, the background could still be “orbitally stable”). Recently, the existence of
an exponentially growing mode has been related, under certain conditions, with the existence
of modes for which E < 0 by [48]. It is conceivable that these results, when combined with our
arguments, can be applied to establish that there is an exponentially growing, but this is outside
the scope of the present work.
2) Case (i) may be called the “generic case”, because mIΩI = 0 has no solutions except for a
measure zero set of spin-parameters. When all the spin parameters aI are equal (“cohomogeneity-
1” BHs) the lowest eigenvalue λ of A has been calculated analytically in [17]. These authors
also identified the cases where λ < −14 and found agreement with the conclusions of the nu-
merical investigations of linear perturbations in cohomogeneity-1 black holes by [19].
Case (ii) may be called the “resonant case”. The condition mIΩI = 0 reads explicitly (with
summation sign written out)
0 =
n
∑
I=1
mIaI
r2++a
2
I
(137)
for the MP solutions. The condition L2gIJmImJ < (kImI)2 somewhere on B in case (ii) is seen
to be satisfied for instance for “ultra-spinning” black holes. As an illustration, we take d = 6,
and we consider an ultra-spinning extremal MP black hole characterized by a1 → ∞,a2 → r+.
One finds, up to terms of order O(a2/a1):
(kImI)2 = m21 , L2gIJmImJ =
2(1−µ21 − 12 µ22 )(1− 12 µ22 )
µ22
m21 , (138)
where the direction cosines have to satisfy µ21 +µ22 ≤ 1 in d = 6 dimensions. It follows from
these expressions that L2gIJmImJ < (kImI)2 holds e.g. when µ2 is sufficiently close to 1, and
µ1 is sufficiently close to 0 (and when a1 ≫ a2). Hence, we have shown the existence of a
“resonant instability” of ultra-spinning extremal black holes in d = 6.
Proof: (i) Since λ < −14 , (i) of theorem 1 applies and can construct a smooth ε-dependent
perturbation γab(ε) having E < 0 in the NH-geometry, as described in 1) and 2) in the outline
subsection 6.1. Let (δhi j(ε),δ pi j(ε)) be the initial data of this perturbation as in (110), which
are compactly supported in an annular domain of the form A0 (135) in the slice Σ of the NH
geometry (from now on we drop the reference to ε in the initial data). By lemma 6.2 and
the following remark, there exists a solution X to (118) with f :≡ δCε such that (δ ˜hi j,δ p˜i j)
defined in (117) are C∞0 tensor fields on Σ supported in an annular domain, called A, slightly
larger than (135). By the estimate in lemma 6.2, the L2-norms of k-th derivatives of δ ˜hi j−δhi j
and of δ p˜i j−δ pi j (equal by definition to those of Φ2C ∗X) are bounded by the Hk⊕Hk Sobolev
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norms of f, which in turn are of order O(
√
ε) by the previous lemma 6.3. Thus, in this sense,
our correction to the original variational ansatz (134) is small. The background initial data
(hi j, pi j) of the NH-geometry and the BH-geometry (˜hi j, p˜i j) are both given by (41) and hence
differ by terms of order O(ey) for y →−∞, or in other words, by terms of order O(ε) within A.
Now let E be the canonical energy of (δhi j,δ pi j) in the NH-geometry, and let ˜E be the
canonical energy of (δ ˜hi j,δ p˜i j) in the BH-geometry. Using the concrete form of E respectively
˜E in the NH- respectively BH-geometry given by eq. (16), using that N,N j are of order O(ey)
(hence of order O(ε) within A), using that the H1 norm of δ ˜hi j − δhi j and the L2-norm of
δ p˜i j −δ pi j is of order O(√ε), it follows that ˜E −E = O(ε2). Since it is already known that
E < 0 (independently of ε), we conclude that ˜E < 0 for sufficiently small ε .
We may now appeal to the general arguments of [33]. Pick an ε so that ˜E = ˜E (Σ) < 0 for
the compactly supported perturbation (δ ˜hi j,δ p˜i j). Let γ˜ab be the spacetime perturbation on the
BH-background defined by these initial data obeying the transverse-trace-free gauge condition.
By eq. (137), the Hertz-potential Uab as defined through (69) is Lie-derived by ψ = ΩI∂/∂φ I
(meaning that £ψUab = 0). Therefore, the perturbation γab of the NH-geometry as in (57) also
is Lie-derived by ψ . Then, since ψ is tangent to Σ, also its initial data (δhi j,δ pi j) are Lie-
derived by ψ . Furthermore, since the construction of the “corrected” initial data (δ ˜hi j,δ p˜i j) is
unique and only involves auxiliary data that are Lie-derived by ψ , the corrected initial data as
in (117) are also Lie-derived by ψ , and hence also γ˜ab. Thus, the flux lemma 2.1 applies, and
˜E (Σ′) ≤ ˜E (Σ) < 0 for any later slice Σ′ (see fig. 1 with Σ1 → Σ,Σ2 → Σ′). Hence, ˜E cannot
go to zero on an asymptotically late slice, and, therefore, as argued in [33], the corresponding
perturbation cannot settle down to a perturbation towards another stationary black hole (modulo
gauge).
(ii) In this case, (ii) of theorem 1 applies. The rest of the argument is as in (i).
We have a similar, but stronger, version of the theorem in the asymptotically AdS-case:
Theorem 4: Let (M ,g) be an extremal MP black hole with Λ < 0. Let A be the elliptic
operator (72) viewed as an operator on tensors Y ∈ C∞(B,E2)m with angular dependence
e−im·φ .
(i) If m = 0, and if the smallest eigenvalue of A on C∞(B,E2)0 satisfies λ < −14 , there is
a perturbation of compact support on the Cauchy surface Σ which cannot settle down to
perturbation to another stationary black hole (or a pure gauge transformation). In other
words, the black hole is linearly unstable.
(ii) If there is a m ∈Zn such that L2gIJmImJ < (kImI)2 somewhere on B, then the black hole
is unstable (in the same sense).
Remarks: 1) It is possible that the instability identified in part (ii) of this theorem is related to
the so called “superradiant instability” which has been discussed in [54, 55, 56]. At any rate,
there should be an independent proof of the superradiant instability by the canonical energy
method which is not restricted to extremal black holes and does not depend on the use of NH
geometries. We have learnt from S. Green that he is working on such a proof [59].
2) At present, it is not known whether extremal non-rotating (static) AdS black holes are
linearly unstable. For a review of perturbations of static black holes, see [60].
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Proof: The statement only differs from that in the asymptotically flat case in that the con-
dition m ·Ω = 0 is not needed. In the asymptotically flat case this condition was necessary in
order to get a perturbation γab that is Lie-derived by ψa (cf. previous proof). This was needed
in turn to apply the flux lemma 2.1 which in the asymptotically flat case only holds for perturba-
tions that are Lie-derived by ψa. By contrast, in the asymptotically AdS-case, the flux formula
applies also for perturbations that are not Lie-derived by ψa, hence the condition m ·Ω = 0 is
unnecessary.
6.4. Construction of an electromagnetic perturbation with E < 0
in the extremal BH geometry
The strategy of the previous sections can also be applied to electromagnetic perturbations and
directly leads to the exact analogs of thms. 3 and 4 for electromagnetic fields (except possibly
for the case λ = −12 ): Simply replace ‘gravitational perturbation’ by ‘electromagnetic pertur-
bation’ in these statements [and the operator A now refers to (99)]. Because the strategy is so
similar, we only outline the main changes required for electromagnetic fields. As in the outline
subsec. 6.1 for gravitational perturbations, there are three steps. The first step 1) is again to take
an electromagnetic perturbation Aa on the NH geometry having E < 0 and compact support on
Σ, as guaranteed by thm. 2. Step 2) proceeds as in the gravitational case, leading to initial data
(E i(ε),Ai(ε)) that have been scaled “down the throat”. Step 3), i.e. correcting these initial data
to give a perturbation satisfying the constraints in the BH spacetime, is actually easier in the
electromagnetic case. Here, the constraint is simply Gauss’ law, Di(h−
1
2 E i) = 0, which does
not involve Ai and is linear. The ansatz for the corrected initial data on the BH spacetime is
now
˜E i = E i− s2α+2e−2/sα h 12 Diu , (139)
instead of (115), where u is to be determined. Thus, letting f = Di(h− 12 E i) be the violation of
the Gauss law constraint of the original initial data E i = E i(ε), in order for ˜E i to satisfy Gauss’
law, we now need to solve
Di(s2α+2e−2/s
α
Diu) = f (140)
instead of eq. (118). The main tool is again a weighted Friedrichs-Poincaré inequality, which
in this case is:
Lemma 6.4: (Weighted Friedrichs-Poincaré inequality) For each α > 0, there is a constant
c = c(α,A) such that
c
∫
A
|Du|2s2α+2e−2/sα dvolA ≥ ‖u−〈u〉A‖2H1,α , (141)
for any u ∈ H1,α0 (A). Here the weighted mean value is defined as
〈u〉A ≡
∫
A
us2α+2e−2/α dvolA
/∫
A
s2α+2e−2/αdvolA. (142)
The proof of this lemma is analogous, but simpler than, that given for the generalized weighted
Poincaré-Friedrichs inequality (141). (Note that 〈u〉A plays a similar role as PAX in (141),
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because it may be viewed as the projection of u onto the ‘constant mode’.) With this inequality
at hand, one again proves the existence of a suitably regular solution to (140), with bounds on
the norms of u in terms of those of f of the type∫
A
s2βk|Dk(sα+1e−1/sα u)|2dvolA ≤ c‖ f‖2Hk , (143)
c = c(A,α,β ,k), for sufficiently large β and all k. In a similar way as in the gravitational case,
it follows that ˜Ei is smooth and of compact support on A. The rest of the proof is also similar
to the gravitational case, so we omit the details to avoid repetition.
7. Conclusions and outlook
7.1. Generalization to near extremal black holes
In this paper, we have proved an extension of conjecture 1 for all known extremal stationary
asymptotically flat vacuum black holes. A similar, but stronger, result was also obtained for
asymptotically anti-deSitter black holes. Due to its conceptual nature, it should be possible
to apply our strategy, in suitably modified form, to a variety of other interesting situations
in which some sufficiently simple limiting spacetime (analogous to the NH-geometry) can be
identified. What we mean more precisely is this. Suppose we would like to study the stability
of a spacetime with a metric gab which is a member of a family of metrics labelled by various
parameters such as mass, spins, charges etc. Suppose we can form out of these parameters a
small parameter ε such that the family has a limiting spacetime as ε → 0 for which the existence
of a suitable perturbation with E < 0 can be shown. (In practice, the limiting spacetime should
be simpler in the sense that the corresponding perturbation can be constructed by analytic
methods.) Then, the original metric should be unstable for sufficiently small ε . Note that the
limiting spacetime does not need to represent a black hole itself, as exemplified e.g. by the near
horizon limit.
This kind of reasoning suggests for example that conjecture 1 should also be true for near
extremal black holes, i.e. one is tempted to conjecture27:
Conjecture 2: Consider an extremal, stationary, asymptotically flat black hole spacetime, and
assume that the angular velocities are generic 28. If the lowest eigenvalue λ of the operator A
(see eq. (72)) acting on U(1)n-invariant tensors is below the critical value of −14 , then there ex-
ists a neighborhood of the black hole parameters near extremality for which the corresponding
regular, non-extremal BHs are linearly unstable.
Let us comment on the evidence for this conjecture. We first note that the numerical inves-
tigations [19] reported in table 2 of [17] in support of the Durkee-Reall conjecture (covering
extremal black holes) were, actually, carried out for a sequence of non-extremal spacetimes
converging to an extremal one. Thus [19, 17] should be viewed as support for Conjecture 2.
We believe that, in fact, an analytic proof of Conjecture 2 can be given using the general strat-
egy developed in this paper. The argument would proceed along the following lines. Consider
27This conjecture already appears in the introduction of [17].
28See thm. 3.
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Figure 6: The slice Σ′ and the support of the perturbation γab in the domain of outer communication.
a 1-parameter family of asymptotically flat Myers-Perry spacetime metrics gab(ε), such that
gab(ε) represents a regular, non-extremal BH for ε > 0, and such that gab(ε = 0) represents an
extremal limit. (We emphasize that the parameter ε here is conceptually totally different from
the parameters ε used in other places in this paper.) Let us assume that the lowest eigenvalue
λ of the operator A [see eq. (72)] is below the critical value of −14 on this extremal limit. We
have shown in this paper that there exist perturbations γab having compact support on Σ such
that E (γ)< 0 on the extremal limit. Let Σ′ be another slice intersecting the future event horizon
such that γab still has compact support on Σ′ (in particular, it has its support bounded away from
B′), see figure 6.
Near B′, we introduce Gaussian null coordinates, and we identify points in a neighbor-
hood of B′ in the extremal spacetime with points in corresponding neighborhoods of the non-
extremal spacetimes labeled by ε , by declaring that points with the same values of (ρ ,u,xA)
should be equal. Under this identification the line element of our 1-parameter family takes the
form [compare (24)]
ds2(ε) = 2du[dρ− 12ρ{κ(ε)+ρα(ε)}du−ρβA(ε)dxA]+µAB(ε)dxAdxB (144)
near B′. We have made explicit the dependence upon ε , where κ(ε) is the surface gravity, and
where u is the flow parameter of the Killing field K on H + (it will not coincide with affine
time when ε > 0). Then, as ε → 0, all quantities converge smoothly to their extremal limits, e.g.
κ(ε)→ 0. Under our identification, the slice Σ′ defines a slice in each spacetime of the family at
a “fixed coordinate location” in Gaussian null coordinates, and the perturbation γab can likewise
be viewed as a perturbation on each member of the family29. Its initial data on Σ′ will of course
not satisfy the linearized constraints for the background gab(ε) when ε > 0. But, for ε → 0, the
failure of the constraints must go to 0, because all metric components α(ε),βA(ε),γAB(ε),κ(ε)
and their derivatives converge to their extremal limits near B′. Thus, it is plausible that one
should be able to correct the initial data of γab by the Corvino-Schoen method (now on Σ′ rather
than Σ) in a similar way as described earlier on in subsection 6.2. Furthermore, one ought to be
able to show using lemma 6.2 that the correction will become small for small ε in a sufficiently
29Here it is tacitly assumed that the Gaussian null coordinates cover the part of Σ′ where γab is different from zero.
This can be justified.
43
I +
I −
I +
I −
I +
I −
r+ r+
r− r−
r− r−
r+ r+
r− r−
r− r−
rc rc
rc rc
Figure 7: Conformal diagram of the non-extremal deSitter-MP spacetime. rc indicates a cosmo-
logical horizon, r± an event horizon. The stationary regions are shaded.
strong sense. This would imply that the canonical energy E (ε) of the corrected initial data on
the background gab(ε) converges to E on the extremal limit. Since E < 0, we have thereby
constructed for sufficiently small ε a perturbation on a non-extremal black hole with compact
support on Σ′ and with a negative canonical energy. As we have argued before, this black hole
must therefore be unstable.
With regard to asymptotically AdS black holes, there is a corresponding conjecture. The
results of [57] support this conjecture in the special case of equal angular velocities, and the
analytic proof which we have just sketched should go through in the same manner, because it
is basically local to the horizon and insensitive to the asymptotic region.
Another interesting question is whether conjecture 1 (and 2) is true also in the deSitter case.
A conformal diagram for a deSitter-MP black hole is given in fig. 7. There are actually two ways
in which to take the extremal limit, depicted in figs. 8 and 9. To have a reasonable notion of
stability, one should look at the “stationary regions” in these extremal limits. It is clear that this
makes sense only in the case described in the case depicted in fig. 8, wherein one would look at
the region whose boundaries are the event- and cosmological horizons. Since the cosmological
horizon has geometrical properties that are very similar to those of an event horizon, it seems
plausible that an analogue of the monotonicity result for E , expressed in lemma 2.1, should also
hold in the asymptotically deSitter case (the region I + in the asymptotically flat case would
now effectively be replaced by a portion of the cosmological horizon.). Hence, it seems likely
that conjecture 1 (and 2) continue to be true also in the deSitter case.
7.2. Outlook
We would finally like to comment on the relationship between our results and those of Are-
takis30 [61], and those of Dain et al. [62]. Dain et al. consider, for the extremal 4-dimensional
Kerr spacetime, an “energy” for axi-symmetric linear perturbations, which they show to be
30 Aretakis [61] considered a test scalar field in extreme Kerr. The generalization to linear gravitational perturba-
tions was given in [63], and to non-linear graviational perturbations in [64].
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Figure 8: Conformal diagram of one possible extremal limit of the deSitter-MP spacetime corre-
sponding to r−→ r+. The stationary regions are shaded.
I + I + I + I +
I − I − I − I − I −I −
Figure 9: Conformal diagram of another possible extremal limit of the deSitter-MP spacetime
corresponding to rc → r+. The stationary regions are shaded.
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positive definite. We have every reason to believe that their quantity is actually identical to our
canonical energy E , when expressed in terms of the variables and gauges chosen by Dain et
al. If so, this would preclude the possibility of finding compactly supported, axi-symmetric
initial data having E < 0 for extreme Kerr. (Note that this would be consistent with the present
paper, because for extreme Kerr, the smallest eigenvalue λ happens to be above the effective
BF bound, and hence our arguments showing E < 0 do not apply.) As argued by Dain et al., a
positive definite E should translate into pointwise bounds on the perturbation outside the black
hole, indicating that in this sense, the extreme Kerr black hole should be regarded as stable.
On the other hand, Aretakis has argued that sufficiently high transverse derivatives (in fact,
second derivatives) of linear perturbation with smooth initial data blows up on the horizon, so
that, in this sense, an extremal Kerr black hole31 is in fact unstable. Aretakis’ result is not in
contradiction with that of Dain et al., because their canonical energy (likely to be equal to our
E ) contains first derivatives of the perturbation only, and hence should be insensitive to the
phenomenon discovered by Aretakis. Furthermore, the Aretakis-type instability should also be
very different in nature from the instabilities identified by conjecture 1 of this paper. One way
to see this is that the initial data for the unstable modes identified in our proof of conjecture 1
should, as explained above in the context of conjecture 2, continue to give rise to instabilities
even for near extremal black holes. By contrast, the phenomenon covered by Aretakis’ analysis
is restricted strictly to extremal black holes, as exemplified e.g. by the 4-dimensional Kerr
metric, which is expected to be stable even at the non-linear level in the non-extremal case.
Moreover, unlike our instability, the Aretakis’ type instability seems to be present basically
for any extremal black hole, regardless whether λ is or is not below the effective BF-bound
entering conjectures 1 and 2.
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A. Formula for E in gravitational case
Here we give the formula for E for a perturbation γab of the form (57), where Uab is given by
eq. (69), and where Y AB is an eigenfunction of the operator A (cf. eq. (72)) with eigenvalue
λ . As above, we let a = k ·m. Let f0, f1 be the initial data of ψ as in eq. (87). Both of them
are compactly supported, complex valued, smooth functions of the variable R ∈ R+, and E is a
quadratic functional of these under those conditions. As above, we find it convenient to express
31The analysis by Aretakis has been extended to higher dimensions in [63] under certain reasonable conditions
on the background. A similar analysis under somewhat different assumptions on the background [existence of
a zero eigenvalue of a certain operator related to our operator A (72)] has been given by [65].
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it in terms of the variable y = logR ∈ R. To write down E , define
X4 = 2e−y
d2 f1
dy2 +(1−2ia)e
−y d f1
dy +(4−2ia−λ −α
2)e−y f1−λ f0 +
d
dy
[
(1−2λ ) f0− (8−4ia)e−y f1− d f0dy −2
d2 f0
dy2
]
X5 = −d
2 f0
dy2 −
d f0
dy +(ia−4)e
−y f1 +λ f0 + e−y d f1dy , X6 = e
−y f1
X3 = f0 , X1 = 2d
2 f0
dy2 +(1−2ia)
d f0
dy +5e
−y f1− (λ +a2) f0−2d f1dy e
−y
X2 = −e−y f1− ia f0 + d f0dy
X7 = +e−y f1 + ia f0 + d f0dy
Then E is given by E = (1/128pi)
∫
∞
−∞ ρ(y)ey dy, where
ρ( f0, f1) = | ddyX1|2 +5| ddyX2|2 +4| ddyX3|2 +
(2λ +3a2−4)|X2|2 +(λ −3)|X1|2 +4a2|X3|2 + |X4|2 +5|X5|2 +4|X6|2+
2Re{−7ia ¯X5X3+8ia ¯X6X3}+
2Re{8 ¯X5X7−3(λ +a2) ¯X5X3 +4 ¯X5X3}+
2Re{3ia ¯X2 ddyX2+4ia ¯X3 ddyX3} . (145)
B. Formula for E in electromagnetic case
Here we give the formula for E for a perturbation Aa of the form (66), where Ua is given by
eq. (98), and where Y A is an eigenfunction of the operator A (cf. eq. (99)) with eigenvalue
λ . As above, we let a = k ·m. Let f0, f1 be the initial data of ψ as in eq. (87). Both of them
are compactly supported, complex valued, smooth functions of the variable R ∈ R+, and E is a
quadratic functional of these under those conditions. To write down E , define
X1 = −d
2 f0
dy2 −
d f0
dy +λ f0− e
−y(2− ia) f1+ e−y d f1dy , X2 = e
−y f1
X3 = −e−y f1− ia f0 + d f0dy , X4 = f0
X5 = +e−y f1 + ia f0 + d f0dy
Then E is given by E = (1/8pi)
∫
∞
−∞ ρ(y)ey dy, where
ρ( f0, f1) = |X1|2+ |X2|2 + | ddyX3|2 + | ddyX4|2 +(λ −1)|X3|2 +
a2|X4|2−2Re{2ia ¯X4X2− ia ¯X4 ddyX4 + ¯X5X2} . (146)
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C. Mode-type solutions to eq. (75)
Here we study the solutions of eq. (75) of the form ψ(T,R) = f (R)eiωT with ω ∈ C. The
resulting equation for f (R) is
0 = ddR
(
R2
d f
dR
)
− (λ +q2) f +
(
q+
ω
R
)2 f . (147)
Solutions of the equation can be given in terms of the hypergeometric function 1F1(a,b;z) or
Whittaker functions [66, 30, 31]. Except for degenerate cases which are not relevant for this
paper, the general solution is a linear combination of
f±(R) = eiω/R
(−iω
R
)1/2±iδ
1F1
(
±δ + 1
2
− iq,1±2δ ;−2iω
R
)
, (148)
where
δ =
√
1
4
+λ . (149)
In the case of most interest for this paper, λ < −14 , so δ is imaginary. The solutions to (147)
behave generically as linear combinations of e±iω/R for R → 0 and as R 12±δ for R → ∞. In
order to get a solution whose derivatives vanish at R = 0 (i.e. the horizon), we need to take a
particular linear combination of f±, and we need to take ω to have a non-vanishing imaginary
part. If, for example, we let Im(ω) > 0, then the desired linear combination having vanishing
derivatives at R = 0 to all orders is
f (R) = A+ f+(R)+A− f−(R) , (150)
where A± = 2δ Γ(−2δ )/Γ(12 ±δ − iq). With this choice, f (R) behaves as ∼ eiω/R near R = 0,
and as ∼ A+R− 12+δ + A−R− 12−δ as R → ∞. For example, take ω = i. The corresponding
solution ψ(T,R) is
ψ(T,R) = eT−1/R
[
A+R−1/2−iδ 1F1
(
+δ + 1
2
− iq,1+2δ ; 2
R
)
+A−R−1/2+iδ 1F1
(
−δ + 1
2
− iq,1−2δ ; 2
R
)]
.
(151)
This solution is exponentially growing in T , and regular on the future horizon (as is seen e.g.
by the fact that R,u = T − 1/R provide regular coordinates on the future horizon), but not
L2-normalizable near infinity.
D. Proof of generalized Friedrichs-Poincaré inequality,
lemma 6.4
We repeat the statement of lemma 6.4:
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Lemma D.1: (Generalized Friedrichs-Poincaré inequality) For sufficiently large α , there is
a constant c = c(α,A) such that
c‖ΦC ∗X‖L2 ≥ ‖X−PAX‖H2,α⊕H1,α , (152)
for any tensor field X ∈ H2,α0 (A)⊕H1,α0 (A). Here PA is the orthogonal projector (in L2,α(A))
onto the subspace k spanned by the KVF’s, i.e. if Yi is a basis of Killing vector fields on M
that has been orthonormalized with the Gram-Schmidt process, we have
PAX = ∑
i
Yi(Yi,X)L2,α . (153)
The proof is divided into several steps.
Step 1) We recall the 1-dimensional weighted Hardy inequality by Kufner, see sec. 5 of [67]:
Let σ be a non-negative, smooth function on the interval [0,1] such that σ(0) = 0 whereas
σ(s)> 0 for s > 0. For 1 < p < ∞, define
φ(s) = (p−1)
∫ s
0 σ(t)dt
σ(s)
. (154)
Then there holds the inequality
∫ 1
0
|u(s)|pσ(s)ds≤
(
p
p−1
)p∫ 1
0
|φu′(s)|pσ(s)ds , (155)
for all u ∈C10(0,1) i.e. with vanishing boundary values at the ends of the interval. We apply
this inequality to the case when σ(s) = e−2/sα for some α > 0. One finds that |φ(s)| ≤ (p−
1)sα+1/α . This gives rise to the inequality
∫ 1
0
|u(s)|pe−2/sα ds≤
( p
α
)p∫ 1
0
|u′(s)|psp(α+1)e−2/sα ds , (156)
for the same class of functions u.
Step 2) We now generalize this inequality to tensors u ∈C10(A) on some open domain A with
smooth boundary in a Riemannian manifold (Σ,h). We let 0 ≤ s ≤ 1 be a function which
is equal to s(x) = disth(x,∂A) in a neighborhood of the boundary, and which is positive and
smooth in the interior. We denote Aε = {x ∈ A | s(x) < ε} and first consider only tensors u
compactly supported in Aε . Using parallel transport, we may identify such a tensor field with
an s-dependent tensor field that is defined on ∂A. Then for each fixed y ∈ ∂A, we can apply
the 1-dimensional Hardy inequality from step 1) to the function u(y,s) of s, and afterwards
integrate with respect to y using the integration element on ∂A. This gives
∫
A
|u(x)|pe−2/sα dvolA =
∫
∂A
(∫ ε
0
|u(s,y)|pJ(s)e−2/sα ds
)
dvol∂A
≤
( p
α
)p∫
∂A
(∫ ε
0
∣∣∣∣ ∂∂ s [uJ1/p(s,y)]
∣∣∣∣psp(α+1)e−2/sα ds
)
dvol∂A
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where
J(s,y) =
dvol∂A(s)
dvol∂A
, (157)
and with ∂A(s) = {x ∈ A | dist(x,∂A) = s}. We distribute the s-derivatives using the Leibniz
rule, we use ∂ logJ/∂ s = ϑ (i.e. equal to the expansion of the generators of geodesics orthog-
onal to ∂A), and we use the Minkowski inequality for Lp-norms. We find:
∫
A
|u|pe−2/sα dvolA ≤ 1α p
{
ε p(1+α)(sup
s≤ε
|ϑ |)p
∫
A
|u|pe−2/sα dvolA+∫
A
|D∂/∂ su|psp(α+1)e−2/s
α dvolA
}
.
(158)
We clearly have |D∂/∂ su| ≤ |Du|, and if we furthermore choose ε so small that
(εα+1 sup |ϑ |/α)p < 1/2 (159)
then we get ∫
A
|u|pe−2/sα dvolA ≤ 2
α p
∫
A
|Du|psp(α+1)e−2/sα dvolA , (160)
holding for all u ∈C∞0 (A) whose support is contained in Aε . One can apply the same kind of
estimate again to the right side (noting that it holds for tensors). For example, for p = 2, we get
in this way∫
A
|Du|2s2(α+1e−2/sα dvolA
≤ 2
α2
∫
A
|D(s1+αDu)|2s2(α+1)e−2/sα dvolA
≤ 2
α2
∫
A
|D2u|2s4(α+1)e−2/sα dvolA + 2(α +1)
2ε2α
α2
∫
A
|Du|2s2(α+1)e−2/sα dvolA .
(161)
We now let ε be so small that 2(α+1)
2ε2α
α2
< 1/2. Then the second term on the right side can be
absorbed by the left side, resulting in∫
A
|Du|2s2(α+1)e−2/sα dvolA ≤ 4
α2
∫
A
|D2u|2s4(α+1)e−2/sα dvolA, (162)
for smooth tensor fields u supported in Aε . Combining this with eq. (160), we may write, for
some c1,
‖u‖2H2,α ≤ c1
∫
A
|D2u|2s4(α+1)e−2/sα dvolA (163)
for smooth u compactly supported in Aε . (Here we recall the notations Hk,α = W 2,k,α and
L2,α = H0,α .)
Step 3) We now wish to obtain, in the case p = 2, an inequality similar to step 2) for vector
fields u = X but with DX replaced by £X h. Note that such an inequality does not follow directly
from (160), because (£Xh)i j = DiX j+D jXi, whereas Du =DX corresponds to DiX j with tensor
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indices written out, i.e. we have an additional symmetrization of the tensor indices. In fact, we
have instead
|DX |2 = 1
2
|£Xh|2− (divhX)2+Rich(X ,X)−divh(DXX −XdivhX) , (164)
by an elementary computation. Using this identity on the r.h.s. of eq. (160) gives us∫
A
|X |2e−2/sα dvolA
≤ 2
α2
∫
A
|DX |2s2(α+1)e−2/sα dvolA
≤ 2
α2
∫
A
{1
2
|£Xh|2 +Rich(X ,X)−divh(DX X −XdivhX)
}
s2(α+1)e−2/s
α dvolA
(165)
The total divergence terms are treated with a partial integration, which yields
−
∫
A
divh(DXX −XdivhX)s2(α+1)e−2/sα dvolA
=
∫
A
〈ds,DXX −XdivhX〉 dds{s
2(α+1)e−2/s
α}dvolA
=
∫
A
{
〈ds,DXX〉−〈ds,X〉divhX
}
(2α +(2α +2)sα)sα+1e−2/s
α dvolA
(166)
To estimate the second term under the integral, we now use the Cauchy-Schwarz-inequality,
together with the elementary inequality (divhX)2 ≤ d−14 |£Xh|2. To estimate the first term, we
use that
〈ds,DXX〉=〈ds,X〉{(£Xh)(ds,ds)−divhX}−
H∂A(X ,X)−ϑ〈ds,X〉2+div∂A(X∂A〈ds,X〉)
(167)
where in the last term, X∂A denotes the projection of X along the surfaces of constant s, and
div∂A is the intrinsic divergence on these surfaces (so that this term does not contribute under
an integral). H∂A is the extrinsic curvature of these surfaces, and ϑ half its trace (expansion).
Using also the Cauchy-Schwarz inequality gives the bound
−
∫
A
divh(DXX −XdivhX)s2(α+1)e−2/sα dvolA
≤(4α +2)(d+2)
4
∫
A
|£Xh|2s2(α+1)e−2/sα dvolA+
+(4α +2)
{
2+ ε1+α sup
s<ε
(|H|+ |ϑ |)
}∫
A
|X |2e−2/sα dvolA .
(168)
We choose ε so small that ε1+α sup(|H|+ |ϑ |)< 1. We also have∫
A
Ric(X ,X)s2(α+1)e−2/s
α dvolA ≤ ε2α+2 sup
s<ε
|Rich|
∫
A
|X |2e−2/sα dvolA, (169)
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and we additionally choose ε so small that ε2+2α sup |Rich| < 1. Combining these inequalities
with eq. (165), we get∫
A
|X |2e−2/sα dvolA ≤1+(2α +1)(d+2)α2
∫
A
|£X h|2s2(α+1)e−2/sα dvolA+
+
24α +14
α2
∫
A
|X |2e−2/sα dvolA .
(170)
We now choose α so large that (24α + 14)/α2 < 1/2. In that case, we get from (170) the
relation ∫
A
|X |2e−2/sα dvolA ≤ c0
∫
A
|£X h|2s2(α+1)e−2/sα dvolA . (171)
In fact, because we have really estimated
∫
A |DX |2s2(α+1)e−2/s
α dvolA by the above argument
as well, we get the same type of upper bound for that quantity, too. Thus, we can write
‖X‖2H1,α ≤ c2
∫
A
|£Xh|2s2(α+1)e−2/sα dvolA , (172)
which holds for all X ∈C∞0 (A) with support in Aε , and a sufficiently large α > 0.
Step 4) Our next aim is to combine eqs. (163) and (172) to get, for X = (u,X) supported in Aε ,
the inequality
‖u‖2H2,α +‖X‖2H1,α ≡ ‖X‖2H2,α⊕H1,α ≤ c3‖ΦC ∗X‖2L2⊕L2 (173)
where C ∗ is the adjoint of the constraint operator defined above in eq. (113), and where we
recall that Φ is the matrix multiplication operator (116). Since the highest derivative parts of
C ∗ on u respectively X are D2u respectively £X h it follows immediately from the definition of
C ∗ and the definition of the norms ‖ . ‖Hk,α that inequality (173) holds true in the special cases
when X is either (u,0) or (0,X). To deal with the general case, one only has to take care of
the ‘cross terms’ between X and u in a fairly straightforward way. For this, we first use the
Cauchy-Schwarz inequality and that X has its support for s < ε , to get:
‖ΦC ∗X‖2L2⊕L2 ≥
∫
A
|£Xh|2s2(α+1)e−2/sα dvolA +
∫
A
|D2u|2s4(α+1)e−2/sα dvolA
− c4ε1+α
{
sup
s<ε
(|Rich|+ |p|2) · ‖u‖H2,α‖u‖L2,α+
sup
s<ε
|p| · ‖u‖H2,α‖X‖H1,α+
sup
s<ε
(|Rich|2 + |p|2 + |Rich||p|2) · ‖u‖2L2,α+
sup
s<ε
|p||Rich| · ‖X‖H1,α‖u‖L2,α
sup
s<ε
|p|2 · ‖X‖2H1,α
}
.
(174)
The first two terms on the r.h.s. represent the ‘diagonal terms’ and are bounded from below
respectively by (163) and (172). The terms in curly brackets represent the ‘cross terms’ and
are bounded from below by the trivial inequality −2ab ≥−a2−b2. Then the desired in equal-
ity (173) immediately follows for sufficiently small ε > 0.
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Step 5) The next step is to establish an inequality of the form (173) on the ‘complement’ of
the set Aε (inside A). More precisely, let Oε = A \Aε/2, so that A = Aε ∪Oε , and so that Oε
and Aε have an open overlap. On Oε , we clearly have s > ε/2 > 0, so the weight functions
involving s appearing in the various integrals are bounded away from zero and basically have no
influence. Alternatively speaking, for tensors supported in Oε , the Hk,α norms are all equivalent
to the norms with α = 0, i.e. ordinary Sobolev space Hk-norms with no weight factors. In this
setting, inequalities (163) and (172) are standard consequences of the ellipticity of the operators
D jDiD jDiu and DiD(iX j) together with the fact that none of these operators has a kernel in
H20 (Oε) respectively H10 (Oε), as such objects would correspond to KVF’s D ju respectively X i
with vanishing boundary values on ∂Oε , which do not exist. To derive from this a result of the
type (173) for X supported in Oε , one can proceed in a similar way as in step 4) and estimate
‘diagonal terms’ and ‘cross terms’, the details of which are given in lemma 2.832 of [40]. One
obtains:
‖X‖2H2,α⊕H1,α ≤ c5
{
‖ΦC ∗X‖2L2⊕L2 +‖X‖2H1,α⊕H0,α
}
, (175)
holding for X ∈C∞(A) supported in Oε .
Step 6) One next combines (173) (for X supported in Aε ) and (175) (for X supported in Oε ).
Suppose that the Poincaré-Friedrichs inequality does not hold. Then there is a sequence Xn ∈
H2,α0 (A)⊕H1,α0 (A), such that ‖Xn−PAXn‖H2,α⊕H1,α = 1, but ‖ΦC ∗Xn‖L2⊕L2 → 0. Let χ1 +
χ2 = 1 be a partition of unity such that suppχ1 ⊂ Oε ,suppχ2 ⊂ Aε . Then we estimate
‖Xn‖H2,α⊕H1,α ≤ ‖χ1Xn‖H2,α⊕H1,α +‖χ2Xn‖H2,α⊕H1,α
≤ c6‖C ∗(χ1Xn)‖L2⊕L2 + c6‖χ1Xn‖H1,α⊕H0,α + c6‖ΦC ∗(χ2Xn)‖L2⊕L2
≤ c7‖χ1C ∗Xn‖L2⊕L2 + c7‖[C ∗,χ1]Xn‖L2⊕L2 + c7‖χ1Xn‖H1⊕H0 +
c8‖χ2ΦC ∗Xn‖L2⊕L2 + c8‖Φ[C ∗,χ2]Xn‖L2⊕L2
≤ c9‖ΦC ∗Xn‖L2(A)⊕L2(A)+ c9‖Xn‖H1(O)⊕H0(O) (176)
with possibly new constants in each line. In the last step we used that the commutator [C ∗,χ ]
with a smooth compactly supported function χ decreases the order of each entry of the matrix
operator C ∗ by one unit (unless the order of the entry is already = 0), so that [C ∗,χ ] : H2⊕
H1 → H1⊕H0 is bounded. Now, by assumption, ‖ΦC ∗Xn‖L2⊕L2 → 0 for the first term on
the right side. On the other hand, since {Xn} is by assumption bounded in H2(Oε)⊕H1(Oε),
it follows from the Rellich-Kondrachov compactness theorem (see e.g. [51]) that {Xn} (or a
subsequence thereof) is Cauchy in H1(Oε)⊕H0(Oε). Hence, the above inequality shows that
a subsequence of {Xn} is Cauchy in H2,α(A)⊕H1,α(A), hence convergent with limit X in
this space. By the continuity of ΦC ∗ : H2,α(A)⊕H1,α(A)→ L2(A)⊕ L2(A), we learn that
ΦC ∗X = 0. So X must be equal, almost everywhere, to a non-trivial Killing vector field. But
then, clearly ‖X−PAX‖H2,α⊕H1,α = 0 which is in contradiction with our assumption ‖Xn −
PAXn‖H2,α⊕H1,α = 1 and the convergence of the sequence.
32Our situation corresponds to ψ = e−1/sα ,φ = s1+α in the notation of that lemma, which satisfies assumption
A.2 of [40].
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E. Behavior of electromagnetic perturbations near I
in higher dimensions
Here we study the behavior of electromagnetic perturbations near null infinity in asymptoti-
cally flat backgrounds solving the vacuum Einstein equations following the method described
in [43] for gravitational perturbations. We impose the Lorentz gauge ∇aAa = 0, and define the
unphysical metric as g˜ab = f 2gab, where f is a conformal factor such that, at I , f = 0 and
˜∇a f 6= 0. We also set
˜Aa = f−(d−4)/2Aa, ˜φ = f−1n˜a ˜Aa , n˜a = g˜ab ˜∇b f , (177)
and we adopt the convention that indices on tensors with a tilde are raised and lowered using
g˜ab. The smoothness of g˜ab at I evidently implies the smoothness of the corresponding Ricci
tensor, ˜Rab, at I . It follows from the background Einstein equations that f−1n˜an˜a is smooth at
I , and hence that n˜a is null there. After a lengthy calculation using the background Einstein
equations, one finds that the Maxwell equation ∇a∇[aAb] = 0 in Lorentz gauge is equivalent to
the coupled system of equations
˜∇b ˜∇b ˜Aa = 2 ˜∇a ˜φ + 2d−2 ˜Ra
b
˜Ab +
d−4
2(d−1)(d−2)
˜R ˜Aa (178)
˜∇b ˜∇b ˜φ = − 2d−2 ˜R
ab
˜∇a ˜Ab− 12(d−1)
˜Aa ˜∇a ˜R+
d2
2(d−1)(d−2)
˜R ˜φ (179)
for ( ˜Aa, ˜φ) in the unphysical spacetime metric g˜ab. The first key point is that these equations
have the character of wave equations, i.e. the highest derivative part is ˜∇b ˜∇b. Therefore, the
initial value problem is well posed in the unphysical spacetime ˜M . The second key point is that
all inverse powers of f have cancelled out (!), meaning that, on the right side, all coefficient
tensors are manifestly smooth at I . Hence, if Aa, and hence ( ˜Aa, ˜φ), have initial data of
compact support on some Cauchy surface as drawn in fig. 1, then the solution ( ˜Aa, ˜φ) to the
above system of equations will be smooth at I . In particular, it follows that Aa decays as
f (d−4)/2 near I , and it follows from the definition of ˜φ that n˜a ˜Aa has to vanish on I .
Consider now a quadrangle shaped domain as in fig. 1. The fall-off behavior at I of Aa
implied by the smoothness of ˜Aa and the vanishing of n˜a ˜Aa on I allow one to write∫
I12
⋆w =
1
2pi
∫
I12
(£n˜ ˜Aa)£n˜ ˜Aa−C(C1,A)+C(C2,A) , (180)
where the boundary terms are as in eq. (20), and where the symplectic current wa is as in
eq. (17). Similarly, using the gauge condition AaKa|H = 0, one can write, with na = Ka,∫
H12
⋆w =
1
2pi
∫
H12
(£nAa)£nAa−B(B1,A)+B(B2,A) , (181)
where the boundary terms are as in (19). Now integrate d⋆w = 0 over the quadrangle, and use
Gauss’ theorem to write the integral as a sum of boundary integrals over Σ1,Σ2,H12,I12. The
last two integrals were just evaluated, whereas the first two give the canonical energy associated
with Σ1,Σ2, respectively. Equation (22) follows.
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