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1. Introduction
Currently, there is growing interest in increasing the 
autonomy of robots and unmanned vehicles. To this 
end, the field of aerial navigation and guidance has 
adopted numerous strategies inspired by nature, such 
as optic flow [23], view-based snapshot localisation [9] 
and simultaneous localisation and mapping (SLAM) 
[16]. Although the robotics community has benefited 
greatly from biology thus far, there are still many 
lessons to learn through studying nature.
Animals, in particular insects, have demonstrated 
an incredible ability to navigate through complex 
environments, pursue mates and even camouflage 
their motion from the eyes of potential prey. ‘Motion 
camouflage’—a term coined by Srinivasan and Davey 
[22]—is the principle where a shadower (the agent 
chasing) conceals its motion with respect to a shad-
owee (the agent being chased). The shadower accom-
plishes visual motion camouflage by moving in such a 
way as to make the motion of its image indistinguisha-
ble from the motion of the image of a stationary object 
in the retina of the moving shadowee. Behavioural 
studies by Mizutani, et al [17] have shown that drag-
onflies use motion camouflage while pursuing prey, 
even with their limited sensory and computational 
resources. Although motion camouflage is simple in 
concept, Anderson and McOwan [4] demonstrated 
that even humans, with our advanced visual system, 
can be fooled by this clever technique.
Since the majority of animals rely on vision as their 
primary sense, the robotics community (especially 
UAS research) has in recent years focused on vision-
based strategies for navigation, situational awareness 
and guidance. Cameras are multi-purpose sensors that 
provide an abundance of information with the added 
advantages of being low cost, low power, and small in 
form-factor.
When one pairs vision-based sensing with the rap-
idly increasing popularity of UAS, Motion Camou-
flage provides the potential for numerous innovative 
military (e.g. surveillance, pursuit and interception, 
and target following) and civilian applications (e.g. 
law enforcement surveillance, animal tracking, and 
sports footage). In particular, surveillance tasks and 
video capture of sporting activities would benefit from 
a constant distance following technique that visually 
conceals the motion of the UAS.
There are a number of potential applications for 
the use of motion camouflage, ranging from defence-
related applications, through surveillance to unob-
trusive animal observation. However, the research 
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community has paid relatively little attention to this 
concept thus far. We present a novel bio-inspired 
motion camouflage guidance law, which is developed 
theoretically, and tested in simulation in Matlab, as 
well as on a UAS platform in a virtual environment. 
This motion camouflage strategy provides a closed-
form solution for guidance of the pursuer, by speci-
fying the distance and direction of the motion to be 
executed by the shadower at each time-step. This is 
accomplished by satisfying the following two con-
straints: (1) the shadower moves in such a way as to 
be perceived as a stationary object on the shadowee’s 
retina (image frame), and (2) the distance between the 
shadower and shadowee is kept constant throughout 
the pursuit. Furthermore, a theoretical framework is 
developed to ensure that the trajectory of the shadower 
is constrained to its specified maximum achievable 
speed and acceleration.
The motivation for a constant distance motion 
camouflage (CDMC) guidance law stems from the fact 
that many monocular machine vision algorithms (e.g. 
for the detection of collision avoidance) are designed 
to be sensitive to looming (expansion) cues. Thus, even 
if the traditional motion camouflage constraint—as 
defined by Srinivasan and Davey [22]—is obeyed, the 
shadowee may detect the expansion or contraction of 
the shadower’s image—thus disrupting the shadow-
er’s visual concealment.
The outline of this paper is as follows: firstly, sec-
tion 2 discusses related work in the field. Section 3 
presents the problem description, assumptions and 
theoretical framework for the motion camouflage law 
presented here, including the guidance constraints for 
the aircraft (e.g. maximum acceleration and achievable 
velocities). Section 4 outlines the virtual environment 
used to test a realistic vision-based implementation of 
the CDMC algorithm on a rotorcraft UAS. Details of 
the control architecture and vision-based implemen-
tation are given in sections 4.1 and 4.2. The results 
are outlined in sections 5—5.1 validates the methods 
using Matlab simulations and section 5.2 describes the 
results of testing the rotorcraft in a virtual environ-
ment. Finally, the discussion and conclusions follow in 
section 6 and section 7, respectively.
2. The motion camouflage principle 
and related work
The principles of motion camouflage were first set out 
by Srinivasan and Davey [22]. That study presents the 
basic concept of motion camouflage where a shadower 
‘can camouflage its motion by emulating a stationary 
object at a point F’ [22], where F, in this case, is an 
arbitrarily chosen fixed point, as illustrated in figure 1. 
In that study, four scenarios are considered: when F is 
in front of the shadower, behind the shadower, at the 
shadower’s starting location, or at infinity (the last 
scenario also coincides with the strategy of Constant 
Bearing interception, if the shadower closes in on the 
shadowee [8, 18]). Indeed, these motion camouflage 
strategies can be exploited by an agent for moving 
toward a target while appearing to be static from the 
target’s point of view, with the exception of generating 
image expansion cues that can be detected by the target 
as the agent moves closer [12].
The use of motion camouflage by flying insects 
is further supported by the study of the behaviour 
of aggressive bees when they inspect or pursue mov-
ing targets, as detailed in the supplementary mat-
erials (stacks.iop.org/BB/12/055002/mmedia). If it is 
assumed that the shadower is a point object, i.e. if the 
shadowee is not sensitive to looming (image expan-
sion) cues generated by the shadower, then the shad-
ower can camouflage its motion by staying on the 
camouflage constraint lines (the lines connecting the 
instantaneous positions of the shadowee with the fixed 
point). Treating the shadower as a point object may be 
a valid assumption for a small insect such as the afore-
mentioned honeybee. However, following such a strat-
egy poses two problems for robotic systems: (1) there 
is ambiguity to the motion camouflage solution, that 
is, there are an infinite number of trajectories that sat-
isfy the motion camouflage constraint lines (of which 
only 3 are shown in figure 1 for each scenario); and 
(2) robots are, in general, too large to be considered as 
point objects, and can therefore break the camouflage 
if they generate looming cues by closing in on the shad-
owee. To overcome the two limitations, a second con-
straint is imposed, namely, that the shadower pursues 
the shadowee at a constant distance.
Executing motion camouflage per se does not 
require knowledge of Cartesian prey velocity and dis-
tance to prey. All that one needs to do is line the tar-
get up against a landmark on the ground (Srinivasan 
and Davey [22]). Of course, we do not know if insects 
actually do it this way but the observation that insects 
perform motion camouflage has inspired a number of 
studies to look to biology to provide an unambiguous 
solution of the motion camouflage strategy for robotic 
platforms [6, 7, 15]. To provide more realistic guidance 
laws, motion camouflage has also been analysed in 
the presence of sensorimotor delay [20, 24]. Although 
extensive research has been conducted on the use of 
motion camouflage in nature and in defining the basic 
theory, its implementation in robotics has been lim-
ited.
While motion camouflage is in principle well 
defined, it is challenging to provide control laws suitable 
for robots, such as unmanned ground vehicle(s) (UGV) 
and UAS. Anderson and McOwan [3] stipulated two 
motion camouflage algorithms. The first is a respon-
sive algorithm, which reacts to the last known state of 
the target, and the second is a predictive algorithm that 
requires some prior knowledge of the target’s motion. 
In both cases the algorithm by Anderson and McOwan 
[3] requires knowledge of the shadowee’s direction, the 
direction of motion of the image, and an accurate path-
integrated estimate of the shadower’s current position 
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in order to generate a guidance command that ensures 
that the shadower remains on the (continually chang-
ing) camouflage constraint line. Although their strat-
egy is an important step towards autonomous motion 
camouflage, this method has not been implemented 
and tested on a robotic platform. Ranó and Iglesias [19] 
present a guidance law utilising a non-linear polynomial 
controller that learns through the input of motion cam-
ouflage data—constructed using a computationally 
expensive heuristic inspired by the Dynamic Window 
Approach by Thrun, et al [10]. The study by [19] valid-
ates their motion camouflage technique with experi-
ments conducted on a UAS. It was found, however, that 
the performance of the utilised heuristic implementa-
tion degraded as the UAS approached the target. Fur-
thermore, depending on the application, this solution 
may produce undesirable trajectories, as it learns from 
a number of data sets to define the motion camouflage 
trajectory. Therefore, the exact path taken by the shad-
ower may be unpredictable.
As well as providing a novel control law for motion 
camouflage at a constant pursuit distance, the next 
section will derive the requisite velocity and accel-
eration profiles of the shadower, which are then used 
to choose the fixed point based on the control con-
straints of the UAS (maximum achievable speed and 
acceleration).
3. Constant distance motion camouflage in 
2D and 3D
This section presents the theoretical derivations for 
the proposed CDMC strategy. Figure 2 shows a planar 
view of a potential trajectory, and figure 3 illustrates 
the geometry of the approach.
3.1. Problem description and assumptions
As mentioned previously, motion camouflage 
generally only constrains the quadrotor to stay on 
the line passing through both the target and the fixed 
point (from now on, ‘quadrotor’ and ‘target’, and 
‘shadower’ and ‘shadowee’ will respectively be used 
interchangeably). However, this broad definition of 
motion camouflage leaves open an infinite number 
Figure 1. Four motion camouflage scenarios—Adapted with permission from [22]. F→ is an arbitrarily chosen fixed point. In each 
scenario A, B and C represent three possible camouflage trajectories.
Shadowee
Shadower
F
Figure 2. Illustration of CDMC.
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of potential positions that the shadower can occupy 
along each constraint line. On the other hand, moving 
a vehicle in such a way as to camouflage its motion 
requires a specific control command to be issued at each 
time step—usually a position, velocity or acceleration 
command. In this proposed strategy, the trajectory of 
the quadrotor is defined by two constraints:
 • The quadrotor should always be positioned 
on the motion constraint line, defined by the 
position of the fixed point (F) and target’s 
current position.
 • The distance between the target and the 
quadrotor is kept constant.
These two constraints, along with the assumptions set 
out below, provide a trajectory with a defined set of 
commands for the quadrotor to follow from one time 
step to the next.
There are four assumptions that are made to com-
pute the quadrotor’s position, velocity and accelera-
tion throughout such a trajectory. These assumptions 
are essential for a rational choice of the location of the 
fixed point, which is the initial step in computing the 
quadrotor’s path. The assumptions are:
 (i) The target is moving at a constant velocity.
 (ii) The distance to the target is known or can be 
measured.
 (iii) The quadrotor’s state (position, velocity and 
attitude) are known.
 (iv) The quadrotor’s maximum velocity is greater 
than that of the target (this is necessary for 
achieving pursuit at a constant distance).
The above four assumptions provide the necessary 
information to determine our CDMC strategy, and 
compute the position, velocity and acceleration profiles 
of the shadower, thereby determining the appropriate 
location of the fixed point, given the quadrotor’s 
velocity and acceleration constraints. As derived later in 
this section, the location of the fixed point determines 
the position, speed and acceleration profiles of the 
shadower (and therefore the maximum speed and 
acceleration). Therefore, the location of the fixed point 
is chosen so as to ensure that the shadower does not 
exceed its speed and/or acceleration constraints. It 
should be noted that the first assumption—constant 
velocity motion of the target—is only a requirement 
for pre-computing an optimal location of the fixed 
point that is consistent with the maximum achievable 
acceleration and velocity of the UAS. If this assumption 
is relaxed by requiring only a constant direction but a 
non-constant speed, the CDMC is still achievable, 
however, the quadrotor’s maximum acceleration and 
speed throughout the trajectory will be unpredictable 
and if the velocity or acceleration required from the 
quadrotor exceeds its capabilities, then the motion 
camouflage may need to be terminated. In this case, 
conservative acceleration and velocity thresholds 
should be applied, which are below the actual maxima 
of the quadrotor’s capabilities.
The following sections provide a theoretical 
framework and analysis of the proposed CDMC strat-
egy. The derivations are conducted in 2D, however, 
as will be shown in section 3.7, they also hold for 3D 
motion camouflage. The reason that the 2D deriva-
tion holds for the 3D solution is that the quadrotor’s 
trajectory continues to be constrained by a 2D plane; 
i.e. a plane defined by the fixed point and the target’s 
linear trajectory.
For a given initial position of the shadower, and 
a target moving at a known (or inferred) velocity, it 
is possible to derive the trajectory that the shadower 
should describe if it is to pursue the target: (i) at a 
constant distance, and (ii) by camouflaging its own 
motion, through emulating a stationary object at the 
prescribed fixed point.
Figure 3. 2D geometry for CDMC. Note that =T x y,t t(   )
→
 and =Q x y,q q( )
→
. Vt
→
 and Vq
→
 represent the velocities of the target and the 
quadrotor, respectively.
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3.2. Geometry of CDMC in 2D
From figure 3, the quadrotor’s positional components 
(xq, yq), with respect to the fixed point, can be represented 
by (1) and (2) in Cartesian coordinates (Cartesian 
coordinates are used rather than polar coordinates as it 
simplifies the analysis of the acceleration profile):
( )θ=x r sinq (1)
( )θ= −y r cosq (2)
where
θ
= −r
D
L
cos
.
( ) (3)
The rate of change of θ and r will be important 
for the derivation of the quadrotor’s speed and 
acceleration profiles in the later section—note: D 
and L are constants; and r is a signed distance, and 
a change in the polarity of r means that the quadro-
tor has passed through the fixed point, which will 
be discussed later. The rate of change of θ can be 
derived from:
θ=
x
D
tan .t ( )
We define the speed of the target as:

θ
θ
=
=
S V
x
t
D
t
d
d
sec
d
d
.
t t
t
2
∥→∥ ∥ ∥
∥ ( ) ∥
 
(4)
Therefore, ( )θ=θ cos
t
S
D
d
d
2t
and the rate of change of r can be derived as:
θ
θ
θ
=
=
r
t
r
t
S
d
d
d
d
d
d
sin .t ( )
 
(5)
3.3. Derivation of the Quadrotor’s speed profile
The quadrotor’s speed in the x direction can be 
computed by differentiating (1):
( ( )) ( )
( )⎜ ⎟⎛⎝
⎞
⎠
θ
θ
θ
θ
= +
= −
x
t
r
t
r
t
S
L
D
d
d
cos
d
d
sin
d
d
1 cos
q
t
3
 
(6)
and the speed in the y direction can be computed by 
differentiating (2):
( ( )) ( )
( ) ( )
θ
θ
θ
θ θ
= −
= −
y
t
r
t
r
t
S L
D
d
d
sin
d
d
cos
d
d
2
cos sin 2 .
q
t
 
(7)
Finally, the quadrotor’s speed (Sq) can be 
expressed as:
( ) ( )
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜⎜
⎞
⎠⎟⎟
⎡
⎣⎢
⎤
⎦⎥θ θ
= +
= − +
S
x
t
y
t
S
L
D
L
D
d
d
d
d
cos
2
cos 1 .
q
q q
t
2
2 2
2
2
2
4 3
 
(8)
3.4. Quadrotor’s speed at extrema
To determine whether the quadrotor is capable of 
performing the desired trajectory as defined by the 
above equations—in the light of the maximum 
speed that it can achieve—the maximum value of 
the requisite speed profile is required. The extrema 
(maximum and minimum) of (8) occur where 
/ θ =Sd d 0q2 . Differentiating (8) with respect to θ yields:
( ) ( ) ( )⎡⎣⎢
⎤
⎦⎥θ θ θ− =
L
D
L
D
2
cos sin 3
2
cos 02 (9)
(9) is valid when:
    (i) ( )θ θ= =sin 0, that is 0
   (ii) ( )θ θ= = picos 0, that is
2
 (iii) ( )θ =cos D
L
3
2
, which only gives a real solution 
for <D
L
2
3
.
Note: here θ has a range between ⪕ ⪕θ−pi pi
2 2
. To check 
whether the extremum as defined by (8) is a maximum 
or minimum, the polarity of / θSd dq2 2 2 is evaluated. 
Computing / θSd dq2 2 2 from the left hand side (LHS) of 
(9) simplifies to:
( ) ( )
( ) ( )
( ) ( )
⎡
⎣⎢
⎤
⎦⎥
θ
θ θ
θ θ
θ θ
∝ −
−
+
S L
D
L
D
L
D
d
d
2
3 cos
2
cos
6 cos sin
6
cos sin .
q
2 2
2
3 4
2
2 2
 
(10)
Let us examine the polarity of (10) for each of the three 
extrema indicated above.
 (i) Case 1: ( ) ( )θ θ= =sin 0; cos 1
⎡
⎣⎢
⎤
⎦⎥θ = −
S L
D
L
D
d
d
2
3
2
.
q
2 2
2
 (11)
   From (11) it is possible to determine that:
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
θ
>
<
S
D
L
D
L
d
d
will
be positive if
2
3
leading to
a minimum of the speed profile.
be negative if
2
3
leading to
a maximum of the speed profile.
q
2 2
2 
(12)
   Speed at this extremum, from (8):
⎡
⎣⎢
⎤
⎦⎥= − +
= −
S S
L
D
L
D
S S
L
D
2
1
1
q t
q t
2 2
2
2
 
(13)
 (ii) Case 2: ( ) ( )θ θ= =cos 0; sin 1.
   This gives:
θ
=
Sd
d
0.
q
2 2
2
 (14)
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 In this case the shadower’s speed (Sq) 
asymptotically approaches the value St as 
→∞t :
→
=
∞
S Slim .
t
q t (15)
 (iii) Case 3: ( )θ =cos D
L
3
2
This is possible only if D/L  <  2/3, which gives:
⎜ ⎟
⎡
⎣⎢
⎛
⎝
⎞
⎠
⎤
⎦⎥= − +
= − <
S S
L
D
D
L
L
D
D
L
S S
D
L
D
L
81
16
2 27
8
1
1
9
4
, when
2
3
.
q t
q t
2 2
2
2
4
4
3
2
2
 
(16)
3.5. Derivation of the Quadrotor’s acceleration 
profile
Next, the acceleration profile is derived for the 
shadower. Differentiating (6) with respect to time gives 
the acceleration in the x direction:
⎜ ⎟⎛⎝
⎞
⎠ θ θ=
x
t
L
S
D
d
d
3 sin cos .
q t
2
2
2
4( ) ( ) (17)
Differentiating (7) with respect to time provides 
the acceleration in the y direction:
⎜ ⎟⎛⎝
⎞
⎠ θ θ= −
y
t
L S
D
d
d 2
cos 1 3 cos 2 .
q t
2
2
2
3( ) [ ( )] (18)
The magnitude of the absolute acceleration can be 
expressed as:
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟= +A
x
t
y
t
d
d
d
d
.q
q q
2
2
2 2
2
2
 (19)
Substituting from (18) and (17) this can be 
written as:
⎜ ⎟⎛⎝
⎞
⎠ θ
θ
=
−
A L
S
D
cos
5 3 cos 2
2
.q
t
2
3( ) ( ) (20)
Note that in (20) the shape of the acceleration 
profile is independent of ( /S Dt ), although it is scaled 
by it. This means that the locations of the extrema (of 
the maximum and minimum values) will occur at the 
same values of θ, irrespective of the values of St or D. It 
can be shown that Aq is maximum at θ = 0 and mini-
mum occurs at /θ pi=± 2. Inserting θ = 0 in (20), we 
obtain the value for the maximum acceleration as:
⎜ ⎟⎛⎝
⎞
⎠=A L
S
D
.q
t
2
max
 (21)
Therefore, as the fixed point moves further away 
from the target (and thus increasing D) the quadro-
tor’s acceleration is reduced.
3.6. Determining the fixed point
One key remaining requirement that has not 
previously been considered in the literature is the 
choice of the location of the fixed point (F).
The first constraint for locating the fixed point is 
that it must lie on the line connecting the target and 
the quadrotor (or on the extension of this line, as illus-
trated in figure 1). The question posed, however, is 
where should 
→
F be placed on the initial line connecting 
the target to the quadrotor? 
It is evident from figure 3 that the location of the 
fixed point on this initial line can be defined uniquely 
by its perpendicular distance, D, to the target’s trajec-
tory. Conveniently, D is the only independent vari-
able in the calculation of the quadrotor’s speed and 
acceleration. This is due to the fact that the quadro-
tor cannot control the target’s velocity (Vt), and L is a 
constant (usually the initial distance between the tar-
get and quadrotor). With this knowledge, the known 
quadrotor limitations can be used to compute the 
location of 
→
F to ensure that the maximum speed and 
acceleration throughout the quadrotor’s trajectory 
are achievable (if assumption 1 in section 3.1 holds). 
A two-step process is followed to determine the place-
ment of F. First, compute D for the maximum quadro-
tor acceleration, using (22) below. Secondly, to ensure 
that the maximum velocity is within the limits of the 
quadrotor, substitute D (computed from (22)) into 
equations (13) and (16). If the trajectory defined by 
DAccLimited requires speeds greater than the quadrotor’s 
limitations, then recompute D to satisfy the velocity 
constraint (DSpeedLimited), as specified by (23).
If the maximum acceleration is constrained to be 
Aqmax, we can calculate the required D from (21) as:
=D
LS
A
.t
q
AccLimited
2
max
 (22)
Once D is computed from (22), the speed limits are 
checked to ensure that they do not exceed the speed 
extremum cases 1 and 2 as specified by (13) and (16) 
respectively. If the calculated speeds are higher than 
the maximum achievable quadrotor’s speed (smax), D 
is recomputed by rearranging (13) or (16) (depending 
on which case provides a higher maximum speed), as 
shown by (23) below. Therefore, the appropriate value 
of D is then given by:
⎧
⎨
⎪⎪⎪⎪⎪
⎩
⎪⎪⎪⎪⎪
⎛
⎝⎜
⎞
⎠⎟
=
+
−
D
L
D
L
s
S
D
1
if case 1 provides
max speed for
16
27
1 if case 3
provides max speed for
.
s
S
t
SpeedLimited
AccLimit
max
AccLimit
t
max( )
 
(23)
Recomputing D in this way then constrains 
the maximum quadrotor’s speed and acceleration 
throughout the trajectory to the desired limits. If the 
speed of the target is greater than that of the quadro-
tor, then the shadower cannot pursue it at a constant 
distance, let alone execute motion camouflage.
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3.7. Constant distance motion camouflage in 3D
Here, the problem of executing CDMC is extended to 
3D, as illustrated in figure 4. The steps are fundamentally 
similar to the 2D case:
    (i) Measure the distance between the quadrotor 
and the target (L).
  (ii) Estimate the target’s velocity (Vt) and the 
distance between the quadrotor and the 
target (L).
 (iii) Compute D, defined by the speed and 
acceleration constraints.
 (iv) Determine the location of the fixed point (F).
The behaviour of the 3D trajectory is similar to 
that of the 2D case, as it is still confined to a 2D plane 
that is defined by the location of the fixed point and 
the target’s trajectory, as shown by the shaded plane 
in fi gure 4. Therefore, the derivation for the optimal 
placement of 
→
F also applies to a 3D situation.
3.7.1. Computing the location of 
→
F for the 3D case
D can be computed in 3D in a similar manner as in the 
2D case. Referring to figure 4, the fixed point location 
is computed as:
∥ ∥
∥ ∥ ( )
→ →
→ →
→ →
→
→ →
→ →
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⎣⎢
⎛
⎝⎜
⎞
⎠⎟
⎤
⎦⎥θ
= +
−
−
= +
−
−
−
F Q
T Q
T Q
r
Q
T Q
T Q
D
L
cos
0
0 0
0 0
0
0
0 0
0 0 0
 
(24)
where
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t
t
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3.7.2. Computing the Quadrotor’s 3D trajectory
Once location of the fixed point 
→
F is determined, the 
quadrotor’s position as a function of time (t) can be 
represented as follows:
= +
−
−
Q t T t
F T t
F T t
L.( ) ( ) ( )
∥ ( )∥
→ →
→ →
→ → (27)
The next position of the quadrotor is calculated by 
inserting the next position of the target into (27):
+ = + ∆
+
− + ∆
− + ∆
Q t T t V t t
F T t V t t
F T t V t t
L
1
.
t
t
t
( ) [ ( ) →( ) ]
   [ ( )
→( ) ]
∥ [ ( ) →( ) ] ∥
→ →
→ →
→ →
 
(28)
The final step is to compute the required velocity 
command to send to the flight controller. This is the 
difference between the predicted position at the next 
time step and the current position, divided by the time 
step, as shown in (29):
+ =
+ −
∆
V t
Q t Q t
t
1
1
.q
→( ) ( ) ( )
→ →
 (29)
To validate the derivation of the CDMC guidance 
law Matlab simulations were conducted—see sec-
tion 5.1 for the results of these simulations. Further-
more, a realistic vision-based implementation is tested 
in a virtual environment—the next section provides 
the implementation details and the experimental 
results are demonstrated in section 5.
4. Implementation in a realistic UAS 
virtual environment
To test our CDMC strategy under more realistic 
conditions, one needs to incorporate aircraft 
dynamics, sensorimotor delay and image noise (when 
using a vision sensor). The open scene graph (OSG) 
virtual environment was selected for this purpose. 
The OSG environment is used to realistically simulate 
the custom built quadrotor platform and unique bio-
inspired vision sensor used for the outdoor field tests 
as outlined in [23].
The quadrotor implementation in the OSG 
environ ment utilises a realistic flight dynamics 
model—similar to that discussed in [2]—where the 
coefficients and constants have been chosen to be 
representative of the real platform. These include the 
Figure 4. Geometry for CDMC in 3D at =t 0.
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mass, moments of inertia, drag coefficients, propeller 
diameter and sensorimotor delays. Furthermore, the 
high-level autopilot architecture and image processing 
algorithms are identical for the simulated and real plat-
forms to ensure that the OSG environment will pro-
vide similar results compared to real outdoor field tests 
(excluding external disturbances such as wind and 
illumination changes). The frame rate used to update 
the virtual camera system is 25 Hz, which is the frame 
rate of the vision sensor onboard the outdoor exper-
imental platform. Figure 5 demonstrates the similari-
ties between the simulated environment and the the 
real platform by showing a comparison between the 
real and simulated onboard views.
The advantages of testing the algorithm in the vir-
tual environment are: (1) it provides a safe environ-
ment in which to test new control algorithms, (2) a 
perfect ground truth is available, and (3) no external 
disturbances (e.g. illumination differences, wind, etc) 
influence the control strategy.
The next section will describe the high-level con-
trol architecture used in the virtual environment.
4.1. Control architecture
The structure implemented to control the quadrotor 
UAS uses either a single velocity proportional-integral-
derivative (PID) controller or a cascaded position and 
velocity PID architecture, as shown in figure 6. The 
functions of the two different structures are to provide 
flexibility between using waypoint-based control 
during take-off, landing and general navigation; and 
velocity only control when the CDMC algorithm is in 
operation.
4.1.1. Position-based control structure
In this study, the position-based navigation controller 
is used for take-off, landing and navigation when the 
CDMC algorithm is offline. A 3D position setpoint, 
and the path integrated optic-flow-based position 
estimate, constitute the inputs to the position PID 
controller, where the discrepancy between the setpoint 
and measured position is used to output a 3D velocity 
command. The velocity command is then compared 
to the actual (vision-estimated) velocity to compute 
a velocity error signal that determines the roll, pitch 
and throttle commands that are required to drive the 
velocity error to zero. These throttle commands, in 
combination with the quadrotor’s flight dynamics, 
govern the motion of the aircraft.
4.1.2. CDMC control structure
The CDMC control structure utilises the velocity 
PID controller but forgoes the need for the first-stage 
position-based controller. In this case, the CDMC 
algorithm defines a velocity setpoint. To determine 
the required velocity setpoint, first, the vision-based 
egomotion estimate and target state are provided 
to the CDMC algorithm. The CDMC algorithm 
then computes the required velocity, which is fed 
into the velocity PID controller. Finally, the velocity 
controller outputs the necessary roll, pitch and throttle 
commands, which determine the motion of the UAS.
4.2. Vision-based implementation details
To accomplish CDMC in reality, three main processes 
are required: (1) estimation of UAS state (i.e. position, 
velocity and attitude); (2) object detection; and (3) 
target state estimation. Furthermore, due to the noisy 
measurements that are used to compute the target 
state, a final post-processing step is employed.
Note that in this work the implementation of the 
CDMC algorithm is a vision-based solution to demon-
strate that motion camouflage is possible with a low-
cost camera setup. Moreover, note that the purpose is 
to demonstrate that the CDMC guidance law achieves 
effective motion camouflage by concealing the motion 
of the shadower. The aim is not to demonstrate, or to 
achieve state of the art, in egomotion estimation or tar-
get detection.
4.2.1. Egomotion estimation and path integration
A vision-based approach is used to determine 
the state (position and velocity) of the rotorcraft. 
Optic flow—the relative motion that an observer 
experiences when moving through the environment—
is used to estimate the egomotion of the aircraft (the 
Figure 5. A video frame captured by the onboard bio-inspired vision sensor in (a) the OSG virtual environment and (b) real 
outdoor field tests.
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translation and rotation) from one frame to the next. 
The computed frame-to-frame egomotion is fed to a 
path integrator to estimate the current position of the 
quadrotor. The full state of the aircraft at each time 
frame is determined through the use of path integrated 
optic flow and the aircraft’s attitude. The optic flow 
algorithm implemented is a 400-point iterative 
block matching technique, which is computed on the 
panoramic images provided by the onboard vision 
system—for a detailed explanation of the egomotion 
and path integration algorithms, see [27, 28]. Once 
the state of the quadrotor is known, the next step is to 
detect the target.
4.2.2. Target detection
There are a multitude of target detection sensors, 
which can be broken into three main categories: 
proximity sensors (e.g. ultrasonic) motion detectors 
(e.g. Infrared (IR), ultrasound or radar) and imaging 
sensors (e.g. digital cameras using charge coupled 
device (CCD) or complementary metal-oxide-
semiconductor (CMOS) sensors). In this work 
the target is detected using an image sensor. Even 
among techniques that use imaging sensors for target 
detection, there are numerous algorithms based 
around fiducial markers [11], dense optic flow [30], 
background subtraction [21] or colour information 
[1]. Each approach has its advantages and limitations, 
however, in this study there were two key requirements 
for detecting the target: (1) the target should be 
detectable regardless of whether it is stationary or 
moving; and (2) the target is detected in real-time. 
With these two requirements in mind, a fast colour-
based seeded-region growing algorithm is employed 
to detect the target (a red ball) reliably and in real-time. 
The region-growing algorithm provides robustness to 
changes in the overall illumination of the scene, and to 
minor colour gradients across the target. The details of 
the algorithm are provided in section 3 of Strydom, et al 
[25] also provides a description of the target detection 
technique. In the description of the detection in [25], 
the detection algorithm is broken into four steps: the 
reference colour computation, a segmentation phase, a 
validation phase and a refinement step. For this current 
study only the segmentation and validation phases are 
required; the validation phase compares the new target 
position (in image space) and size (number or pixels) 
to the previous estimate to check whether it is the same 
target.
As the purpose of this study is to demonstrate the 
concept of this new guidance law for motion camou-
flage, a highly visible target was chosen, to facilitate 
accurate and reliable tracking. However, if required, 
this process could be replaced by a computationally 
efficient bio-inspired target detector [5]. For example, 
it has been shown that a moving target can be detected 
using strategies inspired by insects [13, 29].
4.2.3. Target state estimation
The final process required for the CDMC described 
here is to determine the target distance, and to compute 
its state (3D position and velocity). This can again be 
accomplished by a number of different methods. For 
example, proximity sensors or stereo-based methods 
are popular for determining the distance to a target. 
However, proximity sensors are often limited by range 
and stereovision is not always available. As the stereo 
overlap of the camera system is only within a small 
portion of the overall field of view (FOV), a more direct 
approach was utilised, where the target’s size is known 
a priori, thus allowing its range to be computed from 
the size of its image in the quadrotor’s vision system.
4.2.4. Signal post-processing
To reduce the noise in the target’s state estimates 
and increase the stability of the quadrotor controller, 
two additional filtering steps were implemented: 
(i) application of a moving average window filter to 
Figure 6. Control architecture for position-based and CDMC control structures.
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the estimated target velocity and (ii) increasing the 
prediction time-step when computing the projected 
quadrotor state.
The first step, a moving average filter, reduces the 
noise in the estimated target velocity in the x, y and z 
directions. It was found that averaging velocities over a 
25-frame window provided reliable results. Of course, 
if more accurate measurements are achievable, then 
the filter window could be reduced or even removed all 
together.
The second filtering step pertains to predicting the 
position of the target. In the theory, equations (28) and 
(29) are modified to:
( ) [ ( ) ( ) ]
[ ( ) ( ) ]
∥ [ ( ) ( ) ] ∥
→ → →
→ → →
→ → →
+ ∆ = + ∆
+
− + ∆
− + ∆
Q t n t T t V t n t
F T t V t n t
F T t V t n t
L
t
t
t
 
(30)
( ) ( ) ( )→
→ →
+ =
+ ∆ −
∆
V t
Q t n t Q t
n t
1q (31)
where these equations now predict the position and 
velocity required of the quadrotor in time steps into 
the future. The resulting quadrotor trajectory is 
more stable for larger n; through experimentation 
it was found that in the tested conditions =n 25 
provided a stable quadrotor trajectory, even with 
Figure 7. Different CDMC trajectories defined by maximum acceleration and velocity. Each set of three horizontal panels shows, 
from left to right, the 2D planar view of the 3D trajectory, the speed profile, and the total absolute acceleration profile. In the first 
panels, the dashed lines represent the lines connecting the instantaneous positions of the two agents, and the start and end points 
of the target and quadrotor trajectory are defined by the green and cyan dashed lines connecting the two paths, respectively. 
The horizontal red lines in the second and third panels indicate the maximum permissible speed and acceleration. Trajectory 
(a) is limited by a maximum acceleration of 0.1 m · −s 2, (b) is limited by a maximum acceleration of 0.5 m · −s 2, (c) is limited 
by a maximum acceleration of 1.0 m · −s 2, and (d) is limited by a maximum speed of 1.5 m · −s 1. The 3D representation of these 
trajectories is shown in figure 8.
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noisy state estimation. Then, (31) is used to compute 
the required quadrotor velocity for the next time-
step.
The next section provides a validation of the 
CDMC algorithms in Matlab and demonstrates the 
performance of a vision-based implementation in a 
virtual environment.
5. Results from Matlab simulations and 
virtual environment tests
5.1. Validation of method
To validate the theory in sections 3 and 3.7, a number 
of Matlab simulations are performed. The aim of the 
Matlab simulations is to check that the theory holds 
in the 3D case for various velocity and acceleration 
limits. As such, these simulations are not intended to 
fully simulate reality with realistic noise—this will be 
demonstrated in section 4 using a virtual environment. 
The Matlab simulation provides a perfect, noise-free 
representation of the theory. It is used to validate the 
theory underlying the selection of the fixed point, and 
to demonstrate that the 2D analysis also holds for 3D 
trajectories.
Figure 7 shows four different trajectories com-
puted using the proposed motion camouflage strategy. 
It illustrates a planar view of the target (red) and quad-
rotor (blue) trajectory; and the velocity and total abso-
lute acceleration profiles. The position of the quadro-
tor as seen in figures 7 and 8 is computed using (28). 
The velocity and acceleration profiles are determined 
by equations (8) and (20) respectively. It is evident 
from figure 7 that, in each case, the maximum veloc-
ity and acceleration limits constrain the quadrotor’s 
path to ensure that they are not exceeded. The corre-
sponding 3D trajectories are illustrated in figure 8. 
The 3D trajectory of the shadower always lies in the 
plane defined by the trajectory of the prey and the fixed 
point, although this may occasionally appear not to be 
the case because the plots show a projective view of the 
trajectory.
In figure 7(a), the maximum acceleration was 
constrained to 0.1 m · −s 2. For the quadrotor to main-
tain camouflage, but concurrently limit its accel-
eration to 0.1 m · −s 2, the fixed point is placed behind 
the quadrotor’s starting point. On the other hand, 
for  figures 7(b)–(d) the acceleration limits are large 
enough that the fixed point can be placed in front of 
the quadrotor—i.e. between the target and the quad-
rotor. As expected, an increase in the maximum allow-
able acceleration requires the fixed point to be placed 
closer to the target—see section 3.6 for details on how 
the fixed point changes as a function of the target’s 
speed and acceleration. There are two distinct advan-
tages to placing the fixed point closer to the target: 
(1) the quadrotor will move behind the target earlier 
in time; and (2) once the initial turn is complete, the 
quadrotor’s trajectory will be at a shallower angle to 
the target’s motion, which may be beneficial when 
transitioning to an interception strategy (e.g. pursuit, 
constant bearing, etc [14]).
Although the Matlab simulations have validated 
the CDMC theory for 3D trajectories, the next step 
is to demonstrate that it is possible to camouflage the 
motion of a quadrotor UAS in a more realistic sce-
nario.
Figure 8. Different 3D CDMC trajectories defined by maximum acceleration and velocity. The quadrotor and target paths are 
shown by the blue and red points respectively, the fixed point is defined by the yellow diamond, the dashed lines represent the 
lines connecting the instantaneous positions of the two agents, and the start and end points of the trajectories are illustrated by 
the green and cyan dashed lines connecting the two paths respectively. Trajectory (a) is limited by a maximum acceleration of 0.1 
m · −s 2, (b) is limited by a maximum acceleration of 0.5 m · −s 2, (c) is limited by a maximum acceleration of 1.0 m · −s 2, and (d) is 
limited by a maximum velocity of 1.5 m · −s 1. For the 2D (planar view) of the trajectory, velocity profile, and acceleration profile, 
see figure 7.
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5.2. Vision-based CDMC results
To demonstrate the performance of the CDMC 
algorithm onboard a UAS, the same tests were 
performed as in the Matlab validation (see section 5.1). 
Figures 9 and 10 in this section are the counterparts of 
figure 7 and figure 8, in section 5.1.
One way to evaluate the accuracy of motion cam-
ouflage would be to examine how precisely the quad-
rotor maintains the visual bearing of the fictive fixed 
point, from the target’s point of view. This is evaluated 
in figure 11, which displays the angular error—the dis-
crepancy between the desired and the actual bearing of 
the quadrotor, from the target’s point of view. Table 1 
shows the root mean square error (RMSE) of the angu-
lar error (as perceived by the target), and the distance, 
speed and acceleration.
Analogous to figures 7–10 show the four different 
trajectories using the proposed vision-based CDMC 
implementation in the OSG virtual environment. The 
four tests demonstrate the CDMC solution when the 
acceleration is limited to 0.1 m · −s 2, 0.5 m · −s 2, 1.0 
m · −s 2 and 1.5 m · −s 2. Figure 9 shows planar views of 
the trajectories, and the speed and acceleration profiles. 
For the corresponding 3D trajectories, see figure 10.
The measured speed and acceleration profiles in 
figures 9(a)–(d) are well correlated with the theory; 
with the exception of the acceleration profile for the 
scenario where the acceleration was limited to 0.1 
m · −s 2. It is seen in figure 9(a) that the measured accel-
eration overshoots the desired 0.1 m · −s 2 acceleration 
constraint. Examination of the velocity and accelera-
tion profiles reveals a delay slight between the theor-
Figure 9. Different CDMC trajectories defined by maximum acceleration and velocity. Each set of three horizontal panels 
represents, from left to right: the 2D planar view of the 3D trajectory, as shown in figure 10 (the start and end points of the target 
and quadrotor trajectory are defined by the green and cyan dashed lines connecting the two paths, respectively). The speed 
profile, and the total absolute acceleration profile (shown by the blue (theoretical) and green (measured) curves, where the red 
line illustrates the maximum velocity or acceleration). Trajectory (a) is set to a maximum acceleration of 0.1 m · −s 2, (b) is set to 
a maximum acceleration of 0.5 m · −s 2, (c) is set to a maximum acceleration of 1.0 m · −s 2, and (d) is set to a maximum velocity of 
1.5 m · −s 1.
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etical and measured profiles, which will be discussed 
further in section 6.
Figure 10 shows the 3D paths of the quadrotor 
while performing the CDMC algorithm in the OSG 
virtual environment. It is clear that the vision-based 
estimate of the quadrotor trajectory is in good agree-
ment with the ground truth, in all cases. However 
both of these trajectories deviate slightly from the 
theor etical solution. Additionally, the vision-based 
estimated position of the target is imperfect, which 
further increases the error between the measured and 
theor etical trajectory. Even though the desired and 
actual quadrotor trajectories are not perfectly aligned 
with the theory, it is evident that the line of sight (LOS) 
Figure 10. Different 3D CDMC trajectories defined by maximum acceleration and velocity in virtual environment. The quadrotor 
trajectory is displayed by the blue (vision-based estimate), green (theoretical) and the black curve (ground truth position). The 
target position is shown by the cyan (vision-based estimate) and red (actual) points, respectively. The yellow diamond defines 
the fixed point and the dashed lines represent the line connecting the instantaneous positions. Trajectory (a) is set to a maximum 
acceleration of 0.1 m · −s 2, (b) is set to a maximum acceleration of 0.5 m · −s 2, (c) is set to a maximum acceleration of 1.0 m · −s 2, and 
(d) is set to a maximum velocity of 1.5 m · −s 1. For the 2D (planar view) of the trajectory, velocity profile, and acceleration profile, 
see figure 9.
Figure 11. CDMC angular error as perceived by the target for the trajectories shown in figures 9 and 10. The four curves each 
represent the maximum acceleration of 0.1 m · −s 2 (black), 0.5 m · −s 2 (red), 1.0 m · −s 2 (green), and the maximum velocity of 1.5 m · 
−s 1 (blue). Here θ represents the angle between D and the −T Q0 0
→ →
, as shown in figure 4.
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vectors between the target and quadrotor pass very 
close to the desired fixed point, which is the main 
requirement for motion camouflage.
Table 1 further reiterates that the vision-based 
implementation and post-processing steps provide an 
accurate solution to camouflage the motion of a quad-
rotor at a set distance from a target. To quantify the per-
formance of the CDMC strategy, the RMS errors in the 
angular direction of the quadrotor (as perceived by the 
target), in the distance to the target, and in the speed 
and acceleration were computed. The percent age dis-
tance error is computed as the mean of the percent age 
errors at each time step.
The results outlined in figures 9, 10 and table 1 will 
be analysed in greater depth in the Discussion, where 
the inconsistencies between the real and theoretical 
results are explored further.
6. Discussion
This research sets out to design a guidance law for 
motion camouflage—as theorised in section 3—to 
accomplish three main objectives: (1) the shadower 
moves in such a way as to be perceived as a stationary 
object by the shadowee, (2) the shadower pursues the 
shadowee at a constant distance, and (3) additional 
constraints are incorporated in the theoretical 
framework to ensure that the maximum speed and 
acceleration of the shadower do not exceed specified 
values.
To verify the CDMC theory, a number of Matlab 
simulations were conducted. The simulations demon-
strate that the theory does indeed:
 • Achieve camouflage of the quadrotor’s motion.
 • Ensure a constant distance to the target.
 • Constrain the maximum acceleration and velocity 
of the quadrotor to prescribed limits.
The Matlab tests demonstrate the validity of the 
CDMC algorithm under perfect conditions, without 
considering any sensory limitations. Further testing 
using an OSG virtual environment demonstrates a 
vision-based solution onboard a quadrotor UAS to 
illustrate a realistic implementation of the proposed 
CDMC strategy. Throughout the virtual environment 
experiments, the quadrotor and target states were 
estimated utilising only a bio-inspired panoramic 
vision system and attitude information.
The performance of the CDMC algorithm is out-
lined in figures 9, 10 and table 1. To provide quantita-
tive performance metrics, four key variables were taken 
into consideration: the angular error perceived by the 
target (i.e. the deviation of the bearing of the quadro-
tor from the bearing of the fixed point, as viewed by 
the target), the error in holding the target distance 
constant, and the errors in the velocity and accelera-
tion profiles. In general, it is shown that the quadrotor 
trajectories generated in the OSG virtual environment 
closely match the theoretical trajectories obtained 
from the Matlab simulations—with three exceptions: 
(i) there is a slight overshoot in the acceleration profile 
for the 0.1 m · −s 2 test, (ii) there is a slight delay between 
the theory and the measured velocity and acceleration 
profiles, and (iii) the 3D trajectory undershoots the 
desired theoretical profile.
The overshoot in the acceleration profile for the 0.1 
m · −s 2 test—as shown in figure 9—may be attributed 
partly to the PID controller, which does not produce roll, 
pitch and thrust outputs that correspond exactly to the 
desired velocities as computed by the CDMC algorithm. 
Furthermore, to reduce the complexity of the current 
theory, it is assumed that the quadrotor can instantane-
ously achieve the required initial speed, which may not 
always be the case (e.g. when the quadrotor may be ini-
tially stationary, or moving in a direction and/or speed 
that is substantially different from what is required at the 
commencement of the trajectory).
As expected, the system exhibits about a 1 second 
delay when comparing the measured and theoretical 
speeds and acceleration profiles in the OSG virtual 
environment implementation (see figure 9). This delay 
is due to the 25-frame moving average window, and 
the 25-frame time-step prediction used to determine 
the future target position, as explained in section 4.2.4. 
This 25-frame prediction is useful to increase the sta-
bility of the vision-based implementation by extrapo-
lating the target position further into the future, which 
allows the desired state to be achieved more easily and 
accurately by the shadower. However, the consequence 
of predicting further into the future is that the rotor-
craft’s trajectory is slightly different from the ideal 
camouflage trajectory.
Even with the slight mismatch between the theory 
and the virtual vision-based implementation of the 
CDMC strategy, the quadrotor is well camouflaged, 
Table 1. Individual CDMC test performance metrics conducted in 
the OSG virtual environment.
Desired 
Max. Acc.
Root mean squared  
errors (RMSE)
Angular error 
(Deg)
Dist. error 
(m) (%)
Speed error 
(m · −s 1)
Acc. error 
(m · −s 2)
0.10 0.87 0.15 [3.3] 0.12 0.09
0.20 0.96 0.17 [3.3] 0.14 0.08
0.30 0.82 0.15 [3.2] 0.14 0.06
0.40 0.95 0.15 [3.0] 0.13 0.06
0.50 0.87 0.15 [2.9] 0.11 0.07
0.60 1.09 0.15 [3.1] 0.13 0.09
0.70 1.11 0.16 [3.0] 0.15 0.10
0.80 1.08 0.15 [2.8] 0.17 0.11
0.90 1.06 0.16 [2.8] 0.20 0.12
1.00 1.05 0.16 [2.9] 0.20 0.13
1.20 1.00 0.19 [3.0] 0.28 0.19
1.40 1.00 0.21 [3.7] 0.33 0.24
1.60 0.92 0.25 [4.1] 0.34 0.25
1.80 1.00 0.29 [4.6] 0.38 0.29
2.00 0.98 0.28 [4.8] 0.41 0.34
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as illustrated by the quantitative metrics in table 1. 
The angular of the quadrotor’s bearing over 15 tests, 
when considered in relation to the visual acuity of 
the target’s vision system, should provide sufficient 
camouflage to be undetected by most vision systems. 
 Figure 11 shows the variation of the angular error in 
the quadrotor’s bearing with time. As expected, the 
maximum error occurs at the start of the trajectory 
and at approximately θ = 0, which is theoretically 
when the quadrotor’s maximum acceleration occurs 
(in this case there is a slight delay due to the post-pro-
cessing steps).
Now that it is demonstrated that the CDMC theory 
provides a well-defined trajectory for motion camou-
flage, it is important to understand the limitations and 
potential applications.
6.1. Limitations
The assumptions that were made to simplify the 
challenging problem of visual motion concealment 
also introduce certain limitations. In particular, the 
algorithm makes two assumptions in computing 
the extrema of the velocity and acceleration profiles, 
which are used to determine the best placement of the 
fixed point. These assumptions are that:
 • The distance to the target is known.
 • The target’s trajectory is linear.
Although the above restrictions are required to 
determine the optimal position of the fixed point, it is 
still possible to perform CDMC by visually servoing 
in on the target in such a way that the image size of 
the target remains constant (implying a constant 
target range) and that the UAS trajectory conforms 
to the requirements of motion camouflage. The main 
drawback of this strategy—where the target distance 
is unknown or its trajectory is non-linear—is that the 
maximum velocity and acceleration of the UAS cannot 
be predetermined. Therefore, if the maximum velocity 
or acceleration is exceeded, the camouflage may need 
to be terminated unexpectedly, although pursuit of 
the target can continue in an uncamouflaged manner 
using strategies such as those described in [14], and/or 
at a progressively increasing distance.
Strictly speaking, if the shadower is to emulate a 
stationary object at the fixed point F, then the size of 
the shadower’s image in the shadowee’s retina needs 
to vary with time, in accordance with the distance of 
the shadowee from the fixed point F. This requires 
the size of the shadower to vary in an appropriate 
manner with time. Because it is difficult to vary the 
physical size of the shadower in practice, we inves-
tigate a strategy where the shadower pursues the 
shadowee at a constant, sufficiently close distance, 
without generating any looming cues in the retina 
of the shadowee. Furthermore, it is noted that if the 
shadowee is endowed with a range sensing capability 
(e.g. stereovision, 3D Time of Flight (ToF) camera, 
radar, etc) it cannot be ’fooled’ by motion camou-
flage techniques. As stated before, however, many 
robotic platforms utilise a monocular vision system, 
which our technique could exploit to camouflage 
ones’ motion.
6.2. Applications
The benefits of stealth technologies have been well 
established in military contexts, where covertness 
was accomplished predominantly through reducing 
acoustic, infrared, visual and emissions footprints 
[14]. Recently, however, the significant trend towards 
vision-based navigation and guidance, in both 
the military and civil arenas, has introduced new 
challenges in the quest to ensure that the motion of 
an aircraft is concealed with respect to other ground 
or air vehicles. The growing popularity of UAS and 
micro aerial vehicles (MAV) have paved the way for 
numerous civilian applications in industries such as 
law enforcement surveillance, animal tracking and 
sports footage.
Target
Quadrotor
Stage 1: Surveillance
Stage 2: Approach
Stage 3: Final Interception
Figure 12. A three-stage approach to target pursuit.
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Advantages of CDMC are:
 • Many monocular vision-based detection 
algorithms for detecting approaching objects 
look for expansion (e.g. [26]), which the CDMC 
method will not generate.
 • For surveillance tasks that require the use of high 
optical zoom for detailed inspection, the target 
distance will remain constant, and thus the optical 
zoom setting can remain unchanged while the 
aircraft is achieving motion camouflage.
Additionally, in the context of pursuit and intercep-
tion, the CDMC algorithm provides a covert method 
to move behind the target when the start position is 
initially in front of the target—where the position (in 
front or behind) is relative to the target’s direction 
of travel. Figure 12 illustrates a potential three-stage 
pursuit strategy initially performing CDMC then 
Constant Bearing interception and finally simple pur-
suit. In general, pursuit and interception methods are 
more likely to be successful when the target is pursued 
from behind rather than approached from the front, 
especially when the target has the capability to actively 
evade (or attack) the prospective pursuer. Further-
more, our CDMC strategy can be modified to be an 
interception or avoidance strategy by progressively 
decreasing or increasing the distance to the target.
7. Conclusions
In this paper a novel constant distance motion 
camouflage (CDMC) guidance law is derived, which 
additionally constrains the trajectory to the velocity 
and acceleration limits of the shadower. The theory is 
validated in Matlab simulations, and a vision-based 
implementation is tested in a virtual environment—
demonstrating that, even with noisy state information, 
it is possible to remain well camouflaged using the 
presented CDMC technique. Finally, this is the first 
time that a motion camouflage strategy has been 
implemented and tested on a rotorcraft unmanned 
aerial system(s) in a realistic virtual environment.
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