Abstract. Let X be a smooth projective variety defined over Q, and f : X X be a dominant rational map. Let δ f be the first dynamical degree of f and h X : X(Q) −→ [1, ∞) be a Weil height function on X associated with an ample divisor on X. We prove several inequalities which give upper bounds of the sequence (h X (f n (P ))) n≥0 where P is a point of X(Q) whose forward orbit by f is well-defined. As a corollary, we prove that the upper arithmetic degree is less than or equal to the first dynamical degree; α f (P ) ≤ δ f . Furthermore, we prove the canonical height functions of rational self-maps exist under certain conditions. For example, when the Picard number of X is one, f is algebraically stable and δ f > 1, the limit defining canonical height limn→∞ h X (f n (P )) δ n f converges.
introduction
Let X be a smooth projective variety defined over a fixed algebraic closure Q of the field of rational numbers Q and f : X X a dominant rational map defined over Q. The (first) dynamical degree δ f of f is a measure of the geometric complexity of the iterates f n of f . The dynamical degree of a dominant rational self-map on an arbitrary smooth projective variety over C is defined by Dinh-Sibony in [5, 6] using Kähler form on X. The alternating definition is introduced by DillerFavre in [4] using the linear map f * induced on the Neron-Severi group of X. The first dynamical degree is a birational invariant of f and is an important tool for the study of dynamics of self-maps of algebraic varieties.
On the other hand, in a study of the asymptotic behavior of the Weil heights of iterations f n (P ) where P ∈ X(Q) is a point whose f -orbit is well-defined, Silverman introduced in [21] the notion of arithmetic degree of the orbit. It measures the arithmetic complexity of f -orbits. In [21] , he expects the coincidence of the dynamical degree and the arithmetic degree of a Zariski dense orbit. A refined version of this conjecture was formulated by Kawaguchi and Silverman in [13] . Related topics are studied in [12, 13, 14, 18, 19, 20, 21, 22] .
In this paper, we give upper bounds of heights of f n (P ) in terms of δ f . The main theorem of this paper is Theorem 1.4 below which says the arithmetic degrees are bounded by the dynamical degree. Actually, this theorem is stated as Theorem 1 in [13] . However, the proof of Theorem 1 in [13] unfortunately contains a mistake (cf. Remark 1.5). In this paper, we give a correct proof of Theorem 1 in [13] .
Before giving a precise statements of our main results, we recall the definition of the dynamical and arithmetic degrees.
The first dynamical degree
Let N 1 (X) be the group of divisors on X modulo numerical equivalence. Since X is smooth, this is equal to the group of codimension one cycles modulo numerical equivalence. The group N 1 (X) is a free Z-module of finite rank. We write N 1 (X) R for N 1 (X)⊗ Z R. The pull-back homomorphism f * : N 1 (X) −→ N 1 (X) is defined as follows. Take a resolution of indeterminacy g : Y −→ X of f with Y smooth. Then f * D = g * ((f • g) * D) for every D ∈ N 1 (X). This is independent of the choice of the resolution. Definition 1.1.
(1) For an endomorphism ϕ of a finite dimensional real vector space, the maximum of the absolute values of eigenvalues of ϕ is called the spectral radius of ϕ and denoted by ρ(ϕ). (2) The first dynamical degree δ f of f is defined as follows:
Note that δ f ≥ 1 since f is dominant and (f n ) * is a homomorphism of the Z-module N 1 (X). We refer, e.g., to [3, 4, 23] for basic properties of dynamical degrees.
The arithmetic degree
The absolute logarithmic Weil height function on P N (Q) is a function that measures the arithmetic complexity of the coordinates of points (see for example [1, 8, 17] for the definition). If we fix an embedding X −→ P N , we get a height function h X on X(Q).
We write h + X = max{h X , 1}. Let I f be the indeterminacy locus of f . We want to consider the orbit of a point by f , so we set
if the limit exists. Since it is not known wether the limit always exists, the following invariants are introduced by S. Kawaguchi and J. H. Silverman in [13] .
These are called the upper and lower arithmetic degrees of P and do not depend on the choice of the embedding X −→ P N (see [13, Proposition 12] ). By definition,
In [13] , Kawaguchi and Silverman proposed the following conjecture.
(1) The limit defining α f (P ) exists.
(2) The arithmetic degree α f (P ) is an algebraic integer.
The collections of arithmetic degrees {α f (Q) | Q ∈ X f (Q)} is a finite set.
For example, this conjecture is proved in the following situations:
(1) N 1 (X) R = R and f is a morphism [12] . (2) f : P N P N is a monomial map and P ∈ G N m (Q) [21] .
(3) X is a surface and f is a morphism [10, 18] . (4) X = P N and f is a rational map extending a regular affine automorphism [12] . (5) X is an abelian variety [14, 22] . When f is a morphism, the first three parts of this conjecture are proved by Kawaguchi and Silverman in [14] (cf. Remark 1.8). See [12, 18, 20, 21] for more details about this conjecture.
The main theorem of this paper is the following.
Theorem 1.4. Let f : X X be a dominant rational map defined over Q. For any ǫ > 0, there exists C > 0 such that
P ) for all n ≥ 0 and P ∈ X f (Q). In particular, for any P ∈ X f (Q), we have
Remark 1.5. This theorem is stated as Theorem 1 in [13] , but unfortunately their proof is incorrect. Precisely, in the proof of Theorem 24 (Theorem 1) in [13] , the constant C 1 and therefore C 8 depends on m. Thus one can not conclude the equality lim m→∞ (C 8 rm r ) 1/ml = 1 which is a key in the argument of the proof in [13] . Remark 1.6. We can also define the arithmetic degrees over the one dimensional function field k(t) of characteristic zero. In [19] , Sano, Shibata and I give another proof of the inequality α f (P ) ≤ δ f over k(t).
If f is a morphism, we have the following slightly stronger inequalities. Theorem 1.7. Let f : X −→ X be a surjective morphism. Let r = dim N 1 (X) R be the Picard number of X.
(1) When δ f = 1, there exists a constant C > 0 such that
Remark 1.8. In [14] , Kawaguchi and Silverman prove a similar inequality under the same assumption of Theorem 1.7. Moreover, they prove that the arithmetic degree α f (P ) exists and is equal to one of the eigenvalues of the linear map
Thus for a surjective morphism f , the first three parts of Conjecture 1.3 and the inequality α f (P ) ≤ δ f follows.. Remark 1.9. The exponent 2r in Theorem 1.7 (1) is the best possible. For example, let X be an elliptic curve with identity element 0 ∈ X and P ∈ X a non-torsion point. Let f = T P : X −→ X be the translation by P . Then, δ f = 1 since f * = id. Let h be the Neron-Tate height on X. Then
If the Picard number of X is one, we have the following stronger inequalities. Theorem 1.10. Let X be a smooth projective variety of Picard number one. Let f : X X be a dominant rational map.
(1) For a positive integer k > 0, there exists a constant C > 0 such that
A dominant rational map f is said to be algebraically stable if (f n )
. As a corollary of Theorem 1.4, we get the following. Proposition 1.11. Assume that the Picard number of X is one and let f : X X be an algebraically stable dominant rational map with δ f > 1. Then the limit
More generally, Proposition 1.12. Let X be a smooth projective variety over Q. Let f : X X be a dominant rational self-map defined over Q. Assume δ f > 1 and there exists a nef R-divisor H on X such that f * H ≡ δ f H. Fix a height function h H associated with H. Then for any P ∈ X f (Q), the limit
Question. Are there any examples that the limits diverge to −∞ ?
The functionĥ X,f is the function which is called the canonical height function in [21] . The canonical height functions of dynamical systems of self-morphisms are systematically studied in [2] . On the other hand, little is known about the canonical heights of rational maps. There are several recent studies on them. In [9, Theorem D] , it is proved that any birational self-maps of surfaces with dynamical degree greater than one admit canonical heights up to birational conjugate. In [11] , the canonical heights of regular affine automorphisms are studied in detail.
We prove Theorem 1.7 in §2, Theorem 1.4 in §3, Theorem 1.10 and Proposition 1.11, 1.12 in §4. In the proof of Theorem 1.10, we use the computation in the proof of Theorem 3.2 in §3.
In this paper, we give a method to estimate h H (f n (P )) in terms of the behavior of f on the group N 1 (X) R by controlling error terms arising from divisors numerically equivalent to zero. We give an expression of error terms as a linear combinations of fixed height functions whose coefficients can be controlled easily. 
where a i are real numbers and H i are very ample divisors. Then we define
The function h D does not depend on the choice of the representation (1) up to bounded function (see [1, 8, 17] for the detail). We call any representative of the class h D mod (bounded functions) a height function associated with D. We call a height function associated with an ample divisor an ample height function.
In the above definition, theorems and proposition, we fix a height function h X . Actually, for the definition of arithmetic degree, we can replace h X by any ample height functions. Also, the above theorems and proposition are valid for all ample height functions h X . Indeed, note that for any ample height functions h, h ′ , there exists a positive number c such that
Thus, for the proof of the above theorems, it is enough to prove them for a particular ample height function.
Remark 1.14 (Other ground fields). All of the results and arguments in this paper remain valid without change for other ground fields K of characteristic 0 where K is a field with a set of non-trivial absolute values satisfying the product formula. The main theorems (Theorem 1.4, 1.7) also hold over a field of positive characteristic, see Appendix B.
Notation. || || For a real vector v ∈ R n or a real matrix M ∈ M n×m (R), ||v|| and ||M || are the maximum among the absolute values of the coordinates.
and D 2 are numerically equivalent. , For two column vectors v = (v 1 , . . . , v n ), w = (w 1 , . . . , w n ) of the same size, we write v, w = v i w i . We use this notation whenever the multiplication v i w i is defined (e.g. v i are real numbers and w i are R-divisors or real valued functions). Similarly, for a real matrix M and a vector w entries in divisors or real valued functions, M w is defined in the obvious manner. h • f For a vector valued function h = (h 1 , . . . , h n ) on a set X and a map f to X, we write h
Endomorphism case
We first treat the case where f is a morphism. The purpose of this section is to prove the following theorem. Theorem 2.1 (Theorem 1.7). Let X be a projective variety over Q and f : X −→ X be a surjective morphism defined over Q. Let δ f be the spectral radius of
(Actually, δ f is equal to the dynamical degree of f which is defined by taking a resolution of singularities.) Let r = dim N 1 (X) R be the Picard number of X. Fix an ample height function h X on X.
for all n ≥ 1 and P ∈ X(Q).
Note that E, E i are numerically zero. 
We define
. . .
See for example [8, Theorem B.5.9] and Proposition B.3.
Let us begin the estimation of h H (f n (P )). Let P ∈ X(Q) be an arbitrary point. Then we have
For n ≥ 2, we have
By (6)(7)
Also, by the choice of h H and h Di , we have
For simplicity, we write δ = δ f . Let ρ(f * ) be the spectral radius of the linear map f * :
First we assume that δ > 1. Then k (r−1)/2 δ 1+k/2 is bounded with respect to k. Thus, there exists a constant C 3 > 0 which is independent of n, P so that
Applying Lemma A.2 to the sequence a 0 = h H (P ), a n = h H (f n (P )) n r δ n (n ≥ 1), there exists a constant C 4 > 0 independent of n, P such that
for all n ≥ 1. Again from (9),
is convergent, there exists a constant C 5 > 0 independent of n, P such that
Thus h H (f n (P )) ≤ C 5 n r−1 δ n h H (P ). Now, since h H and h X are ample height functions and we take h H ≥ 1, there exists an integer m > 0 such that
. This completes the proof of Theorem 2.1 (2) . Now assume that δ = 1. Dividing both sides of (9) by n r−1 , we get
By Lemma A.2, there exists a constant C 6 > 0 independent of n, P such that
By the same argument at the end of the proof of (2), this proves Theorem 2.1(1).
Rational self-map case
Now we prove the main theorem of this paper.
Theorem 3.1 (Theorem 1.4). Let X be a smooth projective variety over Q and f : X X be a dominant rational map defined over Q. Let δ f be the first dynamical degree of f . Fix an ample height function h X on X. Then, for any ǫ > 0, there exists C > 0 such that
We deduce this theorem from the following theorem. Theorem 3.2. Let X be a smooth projective variety over Q and f : X X be a dominant rational map defined over Q with first dynamical degree δ f . Fix an ample height function h X on X. Then, for any ǫ > 0, there exist a positive integer k and a constant C > 0 such that 
Proof. Let H be an ample divisor on X. Take a height function h H associated with H so that h H ≥ 1. Let h f * H be a height function associated with f * H. Then, from [13, Proposition 21] h
for all P ∈ X f (Q). Here O (1) is a bounded function on X f (Q) which depends on f, H, f * H, h H , h f * H but is independent of P . Since H is ample and h H ≥ 1, for a sufficiently large C 0 ≥ 1, we have
for all P ∈ X f (Q). Thus, we get 
P ) for all n ≥ 0 and P ∈ X f (Q). For any integer m ≥ 0, we write m = qk + t q ≥ 0, 0 ≤ t < k. Let C 0 be the constant in Lemma 3.3. Then for any P ∈ X f (Q),
. This proves the first statement in Theorem 3.1.
The second statement is an easy consequence of the first one. That is,
Since ǫ is arbitrary, we get α f (P ) ≤ δ f .
Before starting the proof of Theorem 3.2, we prove an interesting corollary.
Corollary 3.4. In the situation of Theorem 3.2,
for any k > 0 and any point P ∈ X f (Q).
Proof. We compute
by Lemma 3.3
Then we have α f (P ) = lim sup n→∞ h
Now we turn to the proof of Theorem 3.2.
Proof of Theorem 3.2. Let D 1 , . . . , D r be very ample divisors on X which forms a basis for N 1 (X) R . Take an ample divisor H on X so that H ± D i , i = 1, . . . , r are ample and if we write
We take a resolution of indeterminacy p : Y −→ X of f as follows. p is a sequence of blowing ups at smooth centers and the images of centers in X are contained in the indeterminacy locus
Let Exc(p) be the exceptional locus of p. By the negativity lemma (see for example [16, Lemma 3 .39]),
is an effective divisor on Y whose support is contained in Exc(p). Let
′ is an effective Q-divisor whose support is contained in Exc(p). Indeed, take an effective p-exceptional divisor G such that −G is p-ample. (For the existence of such a divisor, see for example [16, Lemma 2 .62]). Then, for sufficiently large N > 0,
By the definition of F j , A is the following form.
Note that BA is the representation matrix of f * with respect to the basis D 1 , . . . , D r . We write
These are numerically zero divisors.
The choice of height functions.
Fix height functions h D1 , . . . , h Dr associated with D 1 , . . . , D r . Fix a height function h H associated with H so that h H ≥ 1 and h H ≥ |h Di | for i = 1, . . . , r. Note that h D1 , . . . , h Dr and h H are independent of f .
We define h Fj = h Dj • g, j = 1, . . . , r. These are height functions associated with F j . For j = r + 1, . . . , s, fix any height functions h Fj associated with F j . Fix height functions h p * Fj associated with p * F j for j = 1, . . . , s. We write
By (15), (14) and (10), h E ′ j is a height function associated with E ′ j for j = 1, . . . , s, h E is the one with E and h Zi is the one with Z i for i = 1, . . . , r. By adding a bounded function to h p * Fi , we may assume that h Zi ≥ 0 on Y \ Z i (see for example [8, Theorem B.3 
.2(e)]). Fix a height function
Note that there exists a constant γ ≥ 0 such that
Since E, E ′ j are numerically zero, there exists a constant C > 0 such that Claim. Let R = max{1, r 2 c M (f ) }. Then there exists K > 0 such that
for all n ≥ 1 and P ∈ X f (Q). Note that the constant K depends on f but h H , r, c and D 1 , . . . , D r do not depend on f .
Proof of the claim. Let P ∈ X f (Q). Note that p −1 is defined at f i (P ) for every
by (16)(17),
by (18) ,
by (13)(20)(21),
by (19) and
Note that C, γ depend on f . On the other hand, r, H, D 1 , . . . , D r , and h H do not depend on f . Thus c also does not depend on f . Since BA is the representation matrix of f * with respect to D 1 , . . . , D r , BA = M (f ) and R = max{1, r 2 c BA }. Then, dividing the both sides of (22) by R n , we get
Then a n > 0 and a 0 = h H (P ) and the sequence (a n ) n satisfies the following inequality. a n ≤ a n−1 + r c C √ a n−1 + C a n−1 + γ By Lemma A.1, there exist a constant K > 0 independent of n, P such that a n ≤ Kn 2 a 0 for all n ≥ 1.
Therefore
Thus we get the claim. Now, fix any positive real number ǫ > 0. Let
Fix such a k. We apply the claim to f k in the place of f . Then,
Thus there exists a constant K ′ such that
By Remark 1.13 or the same argument at the end of the proof of Theorem 2.1(2), this proves Theorem 3.2(2).
Remark 3.5. One can prove Theorem 3.1 over any ground field K such that Weil height functions can be defined. If the characteristic of K is zero, the same proof works. For the case when the characteristic of K is positive, see Appendix B.
Picard rank one case
When the Picard number of X is one, we can say much more about the behavior of the sequence {h X (f n (P ))} n .
Theorem 4.1 (Theorem 1.10). Let X be a smooth projective variety over Q of Picard number one. Let f : X X be a dominant rational self-map defined over Q. Fix an ample height function h X on X.
(1) For any positive integer k > 0, there exists a constant C > 0 such that
Proof. We use the notation in the proof of Theorem 3.2. For simplicity, we write ρ k = ρ((f k ) * ) for k > 0. We apply (22) to f k . By the assumption r = 1, thus BA = ρ k is a real number. By (22) ,
By the definition of c 1 , this is a numerically zero divisor. Define
Then, this is a height function associated with N . Thus there exists a constant
Lemma A.2. Let (a n ) n≥0 be a positive real sequence with a 0 ≥ 1 which satisfies
where C is a positive constant. For any C ≥ 1 such that C ≥ max{
, 1 + C}, we have a n ≤ Cn 2 a 0 for all n ≥ 1.
Proof. Let (b n ) n≥0 be a sequence such that
Then clearly a n ≤ b n for all n ≥ 0. By the definition of b n , we have b n+1 = b n + C √ b n . Thus the statement follows from Lemma A.1 and its proof.
Appendix B. Positive characteristic
In this section, we briefly remark how to modify the proof of Theorem 3.2 when the ground field has positive characteristic. Let K be an algebraically closed field with height function (e.g. F q (t) the algebraic closure of the function field over a finite field). For a dominant rational self-map f : X X, let p : Y −→ X be a blow-up of X with a suitable ideal sheaf I whose support is the indeterminacy locus I f . More precisely, take an embedding i : X −→ P N . Then the linear system defining the morphism i • f : X \ I f −→ P N is uniquely extended to a linear system on X. Then we can take I to be the base ideal of this linear system. Then there exists a surjective morphism g : Y −→ X such that g = f • p. Using this setting, we can argue as in the proof of Theorem 3.2.
The only non-trivial point is the following. In the proof, we need to bound height functions associated with numerically zero divisors. Precisely, we need the inequality (20) . On a smooth projective variety, this is well-known (see for example [8] ). Now we need this inequality on Y , which is possibly singular. Actually, this inequality holds on any projective variety. 
