A probabilistic error model for random network coding is considered. An upper bound on capacity is obtained for any channel parameters, and asymptotic expressions are provided in the limit of long packet length and/or large field size. A simple and efficient coding scheme is provided that achieves capacity in both limiting cases. The scheme has zero error probability and a probability of failure that decreases exponentially both in the packet length and in the field size in bits.
INTRODUCTION
Random linear network coding [1] has been proposed as a simple and effective tool for information dissemination over networks; however, is not robust to pollution attacks, as it allows for corrupt packets to be combined with genuine packets throughout the network, causing error propagation that can potentially disrupt communication. One particularly attractive way to handle this problem is to consider endto-end coding, where internal nodes operate independently of any outer coding, simply transporting information in the usual manner of random network coding, and where only the source and destination nodes apply error control techniques.
There has been an increasing amount of research on end-to-end coding, under a variety of error models [2] [3] [4] [5] [6] . For each error model, it is natural to ask what is the ultimate limit on the rate of information that can be reliably transmitted from source to destination, i.e., the channel capacity. The common transmission model is that of a matrix channel given by Y = AX + Z, where X is an n × m matrix whose rows are the transmitted packets, Y is an N × m matrix whose rows are the received packets, and Z is a matrix of rank at most t corresponding to the injected error packets after propagation over the network. The transfer matrix A is typically assumed square (N = n) and nonsingular, corresponding to the case where the underlying network code is feasible.
A "pessimistic" error model, where an all-powerful adversary may have knowledge of A and X and complete control over Z, can be addressed with the concepts introduced by Kötter and Kschischang [3] . Recently, Montanari and Urbanke [6] have considered the opposite "optimistic" scenario where the error matrix Z is random. Under the assumption that the transmitted matrix X must contain an n × n identity sub-matrix as a header, they compute the maximal mutual information in the limit of long packet length and present an iterative coding scheme with decoding complexity O(n 3 m) that asymptotically achieves this rate.
The present paper is motivated by [6] . We consider a slightly more general scenario by removing the assumptions on packet headers. We provide an upper bound on the capacity for any channel * Supported by CAPES Foundation (Brazil).
parameters and derive capacity expressions in the limit of large field size and/or long packet length. We also present a very simple coding scheme with a significantly reduced decoding complexity, O(n 2 m). The paper is organized as follows. In Section 2, we provide general considerations on the type of channels studied in this paper. Then, our analysis proceeds gradually from simple to more complex channels. In Section 3, we start by solving a multiplicative channel given by Y = AX, where A is random. In Section 4, we compute the capacity of a channel subject to additive errors, given by Y = X + Z. We also present a coding scheme that achieves capacity asymptotically in some channel parameters. The complete channel Y = AX + Z is addressed in Section 5, where we present our main results concerning capacity expressions and an efficient coding scheme. Finally, a discussion of these results is provided in Section 6. Due to space constraints, the proofs of many results are omitted, but can be found in a full version of this paper [7] .
We will make use of the following notation. Let Fq be the finite field with q elements. We use F n×m q and Tn×m,t to denote the set of all n × m matrices over Fq and the set of all n × m matrices of rank t over Fq, respectively. We also use the notation Tn×m = T n×m,min{n,m} for the set of all full-rank n × m matrices. The n × m all-zero matrix and the n × n identity matrix are denoted by 0n×m and In×n, respectively, where the subscripts may be omitted when there is no risk of confusion.
MATRIX CHANNELS
In a matrix channel, the input variable X and the output variable Y are matrices. Here, we consider the case where both X and Y are n × m matrices over Fq; channels will differ only in the probability law relating X and Y .
The capacity of a matrix channel is defined as
where pX represents the input distribution. We will usually represent the capacity in q-ary units per channel use, i.e., we will use a base-q logarithm. Note that the capacity is a function of the channel parameters q, n and m, although this dependency will often be omitted to simplify notation. We are also interested in a normalized capacity given bȳ
represented in q-ary units per transmitted symbol. Achieving capacity involves, in general, using the channel many times. If the channel is used ℓ times, then the block length of a code is ℓ, and capacity may be achieved by letting ℓ → ∞. More precisely, a codeword will be a sequence of ℓ matrices.
Due to the difficulty of dealing with general codes, we will consider only one-shot codes, that is, codes with block length ℓ = 1. Such codes may not be capacity-achieving in general. The codes we propose in the following sections, however, will be capacityachieving in some limiting forms of the channel, either when field size or the matrix size is allowed to grow.
A MULTIPLICATIVE MATRIX CHANNEL
We define a multiplicative matrix channel (MMC) by the channel law Y = AX where A ∈ Tn×n is chosen uniformly at random among all n × n nonsingular matrices, and independently from X. In order to find the capacity of this channel, we will first solve a more general problem.
Proposition 1 Let G be a finite group that acts on a finite set S.
Consider a channel with input variable X ∈ S and output variable Y ∈ S given by Y = AX, where A ∈ G is drawn uniformly at random and independently from X. The capacity of this channel, in bits per channel use, is given by
where |S/G| is the number of equivalence classes of S under the action of G. Any complete set of representatives of the equivalence classes is a capacity-achieving code.
Proof. For each x ∈ S, let G(x) = {gx | g ∈ G} denote the orbit of x under the action of G. Recall that G(y) = G(x) for all y ∈ G(x) and all x ∈ S, that is, the orbits form equivalence classes.
Also, for y ∈ G(x), let Gx,y = {g ∈ G | gx = y}. By a few manipulations, it is possible to show that |Gx,y| = |G x,y ′ | for all y, y ′ ∈ G(x). Since A has a uniform distribution, it follows that
For any x ∈ S, consider the same channel but with the input alphabet restricted to G(x). Note that the output alphabet will also be restricted to G(x). This is a |G(x)|-ary channel with uniform transition probabilities; thus, the capacity of this channel is 0. Now, the overall channel can be considered as a sum (union of alphabets) of all the restricted channels. The capacity of a sum of M channels with capacities Ci, i = 1, . . . , M , is known to be log 2
bits. Thus, the capacity of the overall channel is log 2 M bits, where M = |S/G| is the number of orbits. A capacity-achieving code (with block length 1) may be obtained by simply selecting one representative from each equivalence class.
Proposition 1 shows that, in a channel induced by a group action, if the group elements are selected uniformly at random, then the receiver cannot distinguish between transmitted elements that belong to the same equivalence class. Thus, the transmitter can only communicate the choice of a particular equivalence class.
Returning to our original problem, we have S = F n×m q and G = Tn×n (the general linear group GLn(Fq)). The equivalence classes of S under the action of G are the sets of matrices that share the same row space. Thus, we can identify each equivalence class with a subspace of F m q of dimension at most n. Let the Gaussian coefficient m k
denote the number of k-dimensional subspaces of F m q . We have the following corollary of Proposition 1. Note that Corollary 2 reinforces the idea introduced in [3] of using subspaces to communicate under random network coding.
It is useful to investigate also some limiting forms of the capacity. We have the following result. Note that both limiting capacity expressions can be achieved using a simple coding scheme where an n × (m − n) data matrix is concatenated on the left with an n × n identity matrix.
AN ADDITIVE MATRIX CHANNEL
We define an additive matrix channel (AMC) according to
where Z ∈ Tn×m,t is chosen uniformly at random among all n × m matrices of rank t, independently from X. The capacity of this channel is computed in the next proposition.
Proposition 4 The capacity of the AMC is given by
For λ = n/m and τ = t/n, we have the limiting expressions
lim m→∞ n=λm t=τ nC
The capacity obtained in Proposition 4 is simply the entropy of the received matrix minus the entropy of the noise. As shown in [7] , the limiting expressions follow due to the fact that an exact expression for |Tn×m,t| is known.
We now present an efficient coding scheme that achieves (1) and
be a data matrix, where v ≥ t. A codeword X is formed by adding all-zero rows and columns to D so that
As we will see, these all-zero rows and columns may be interpreted as "error traps." Clearly, the rate of this scheme is R = (n − v)(m − v). Since the noise matrix Z has rank t, we can write it as
and E2 ∈ F t×(n−v) q . The received matrix Y is then given by
As we will show, decoding essentially amounts to performing v steps of Gaussian elimination on the rows of Y . We define a decoding failure to be the event that rank B1E1 < t. Intuitively, this corresponds to the situation where either the row space or the column space of the error matrix has not been "trapped".
For now, assume that a failure does not occur, i.e., rank B1 = rank E1 = t. Consider the submatrix corresponding to the first v columns of Y . Since rank B1E1 = t, the rows of B2E1 are completely spanned by the rows of B1E1. Thus, there exists some matrixT such that B2E1 =T B1E1. But (B2 −T B1)E1 = 0 implies that B2 −T B1 = 0, since E1 has full row rank. It follows that
Note also that T X = X. Thus,
from which the data matrix D can be readily obtained.
The complexity of the scheme is computed as follows. In order to obtainT , it suffices to perform Gaussian elimination on the left n × v submatrix of Y , for a cost of O(nv 2 ) operations. The data matrix can be extracted by multiplyingT with the top right v × (n − v) submatrix of Y , which can be accomplished in O((n − v)v(m − v)) operations. Thus, the overall complexity of the scheme is O(nmv) operations in Fq.
Let us now compute the probability of decoding failure. Consider, for instance, P1 = P [rank E1 = t], where E = E1 E2 is a full-rank matrix chosen uniformly at random. An equivalent way of generating E is to first generate the entries of a matrix M ∈ F t×m q uniformly at random, and then discard M if it is not full-rank. Thus, we want to compute P1 = P [rank M1 = t | rank M = t], where M1 corresponds to the first v columns of M . This probability is
The same analysis holds for P2 = P [rank B1 = t]. By the union bound, it follows that the probability of failure satisfies
Proposition 5 The coding scheme described above can achieve both capacity expressions (1) and (2) .
Proof. From (3), we see that achieving either of the limiting capacities amounts to setting a suitable v. To achieve (1), we set v = t and let q grow. The resulting code will have the correct rate, namely, R = (n − t)(m − t), while the probability of failure will decrease exponentially with the field size in bits.
Alternatively, to achieve (2), we can choose some small ǫ > 0 and set v = (τ + ǫ)n, where both τ = t/n and λ = n/m are assumed fixed. By letting m grow, we obtain a probability of failure that decreases exponentially with m. The (normalized) gap to capacity of the resulting code will bē
which can be made as small as we wish.
A MULTIPLICATIVE-ADDITIVE MATRIX CHANNEL
Consider now a multiplicative-additive matrix channel (MAMC) given by
where both A ∈ Tn×n and Z ∈ Tn×m,t are chosen uniformly at random and independently from other variables. One of the main results of this section is the following theorem, which provides an upper bound on the capacity of this channel.
Theorem 6
For n ≤ m/2, the capacity of the MAMC is upper bounded by
Note that, differently from the results of previous sections, Theorem 6 provides only an upper bound on the channel capacity. The situation here is much harder since we have two sources of uncertainty, the matrices A and Z. Nevertheless, it is still possible to compute exact expressions for the capacity of the MAMC in certain limiting cases.
Corollary 7
For 0 < λ = n/m ≤ 1/2 and τ = t/n, we have
Proof. The fact that the values in (5) and (6) are upper bounds follows immediately from Theorem 6. The fact that these upper bounds can be achieved will be proved in Theorem 8 by exhibiting a specific coding scheme.
We now propose an efficient coding scheme that can asymptotically achieve (5) and (6) . The development is similar to that of Section 4.
For a data matrix
be the corresponding codeword. The rate of this scheme is clearly seen to be R = (n − v)(m − n). Write the transfer and noise matrices, respectively, as A = A1 A2 and
. The received matrix is given by
We define a decoding failure to be the event that B A2 is not full rank or E1 is not full-rank. Both cases correspond to a lack of information about the error matrix that prevents successful decoding.
Assume that a failure does not occur. Since rank E1 = t, when the matrix
is converted to reduced row echelon (RRE) form, its last n − v rows remain unchanged. Moreover, the effect of the multiplication by a full-column-rank matrix B A2 is simply to add v − t linearly dependent rows. Thus, by uniqueness of the RRE form, it follows that D can be obtained by reducing Y to RRE form, discarding its last v − t all-zero rows, and then extracting the bottom right (n − v) × (m − n) submatrix.
Since decoding amounts to performing Gauss-Jordan elimination on Y , the complexity of the scheme is O(n 2 m) operations in Fq.
We now compute the probability of failure. First, let P3 = P [{rank B A2 = n − v + t}]. In order to find P3, we may fix any A2 ∈ T n×(n−v) and compute
where colsp (·) denotes the column space. The probability P1 = P [rank E1 = t] was computed in Section 4. By the union bound, the probability of decoding failure is bounded by
Theorem 8 The proposed coding scheme can asymptotically achieve (5) and (6) .
Proof. Using (7) and the same argument as in the proof of Proposition 5, we can set a suitable v in order to achieve arbitrarily low gap to capacity while maintaining an arbitrary low probability of failure, for both cases where q → ∞ or m → ∞.
DISCUSSION
In [6] , the problem of finding the capacity of the MAMC was addressed using a specific form of transmission matrices that contained an n × n identity header. This approach, in fact, turns the channel into an AMC after stripping off the headers. It is instructive to observe that the capacity expression of [6] ,C = (1 − λ − λτ )(1 − τ ), corresponds exactly to (2) after accounting for the extra redundancy in the header (i.e., replacing m with m − n). Note that the capacity of the MAMC, as given in (6) , is strictly larger than the expression obtained in [6] .
The model we consider in Sections 3 and 5 assumed a nonsingular transfer matrix. It may be useful to consider a scenario where R = rank A is a random variable. A simple information-theoretic argument shows that the capacity in this case cannot be much smaller than the maximum over all input distributions of the conditional mutual information I(X; Y |R) (in fact, it converges to this quantity asymptotically). Thus, it is possible to compute bounds and limiting capacity expressions for the general case simply by averaging over all possible "degraded" channels.
Another consideration of our model is that A is chosen uniformly at random. In reality, A is a function of both the network code and the network topology. Thus, it is possible that the capacity is increased if such knowledge of the network is taken into account. Note, however, that the best possible situation is to have complete knowledge of A, in which case the channel becomes an AMC. Thus, any possible gains would be relatively small. Note further that practical implementations usually employ randomization at the source. Even if A is known, if the matrix X is pre-multiplied by some random matrix that is unknown at the destination, then the overall channel will behave exactly as an MAMC.
In previous works [3, 4] , we have proposed error-correcting codes that can achieve rate R = (m − n)(n − 2t) without any assumptions on the error model. In practical terms, this rate corresponds approximately to n − 2t data packets (and 2t redundant packets) out of the n transmitted packets. It can be shown that this rate is actually the capacity of the channel under a (pessimistic) adversarial error model [8] . In the present paper, we propose a coding scheme that can achieve rate R = (m − n)(n − t) if q or m are sufficiently large. Thus, the results of this paper show an improvement of t redundant packets that can be used to transport data, if errors occur according to a probabilistic model. The decoding complexity is also improved, since the decoding algorithm in [4] requires an overhead of O(tn 2 m) operations in Fq in addition to Gaussian elimination on Y .
