Cognitive radio (CR) technology is introduced to solve the problem of spectrum underutilization in wireless networks by opportunistically exploiting portions of the spectrum temporarily vacated by licensed primary users. In this paper, we present a survey of recent routing protocols in Cognitive Radio Networks (CRNs). We start by listing routing challenges that should be considered for different types of networks starting by the Wireless Local Area Networks (WLANs) and ending with the Cognitive Radio Networks (CRNs). We then present different routing protocols that are designed for CRNs, we focus on the distributed protocols in which the spectrum availability information is locally constructed at each secondary user in a distributed manner, and we classify them according to the routing metric into four main categories: delay based approaches, link stability based approaches, throughput based approaches and location based approaches. Finally, possible future research directions are discussed.
Introduction
Cognitive radio networks (CRNs) are an emerging multi-hop wireless networking technology where nodes are able to change their transmission or reception parameters based on interaction with the environment in which they operate. Recent spectrum measurements [1] show that the fixed spectrum assignment policy is becoming unsuitable for today's wireless communication. According to the Federal Communications Commission (FCC) report [2] , many spectrum bands allocated through static assignment policies are used only in bounded geographical areas or over limited periods of time, and that the average utilization of such bands varies between 15 In order to make good use of the unutilized bands, devices with cognitive capabilities can be networked to create Cognitive Radio Network, in which there are two types of users sharing a common spectrum portion but with different rules: Primary Users (PUs) have the priority in spectrum utilization within the band they have licensed, and Secondary Users (SUs) must opportunistically access the spectrum without interfering with PUs.
The research in cognitive radio networks is primarily on spectrum sensing techniques and spectrum sharing approaches, spectrum sensing techniques [3, 4, 5, 6, 7] are used to determine which portion of the spectrum is available and detect the presence of licensed users when a SU operates in a licensed band in order to avoid any harmful interference to PUs, spectrum sharing [8, 9, 10, 11, 12, 13] seeks to coordinate access to some channel with other users in order to provide fair spectrum scheduling method among them. There is very little research on the routing algorithms for CRNs due to the many additional challenges that they face in comparison with traditional wireless networks. In fact, routing problem in cognitive radio networks has similarities with routing in multi-channel, multi-hop ad hoc networks, but with the additional challenge of having to deal with the dynamic behavior of the PUs, and their effects on changing spectrum opportunities (SOPs) availability of SUs. In last few years, many new algorithms have been proposed for the problem of routing in CRNs, and we classify them in this survey as: delay based, link stability based and throughput based, although there are few distinct ones based on maintenance cost or use swarm intelligence algorithms to reduce routing cost overhead and cumulative delay.
The paper is organized as follows. Section 2 gives a summarized history of the wireless networks beginning with the wireless local area network and ending with the cognitive radio networks. Section 3 summarizes the main challenges for routing information through multi-hop CRNs. In Section 4, delay based approaches are covered. Section 5 describes link stability based approaches. Throughput based approaches are explained in Section 6. In Section 7 we give overview of the location based approaches. Finally, section 8 concludes the paper highlighting some open research issues for future investigations.
Computer Networks History and Challenges
The history of computer networks is familiar to most computer users. It started in the United States in the 1960s when computers at some universities were connected, making possible an exchange of digital information. Different local and wide area networks were established. In the mid-1970s the Internet was launched as a collection of protocols regulating transportation of signals and information between different networks and computer systems. During the Second World War, the United States Army first used radio signals for data transmission. This inspired a group of researchers in 1971 at the University of Hawaii to create the first packet based radio communications network called ALOHNET. ALOHNET was the very first Wireless Local Area Network (WLAN). This first WLAN consisted of 7 computers that communicated in a bi-directional star topology.
Moving from wired to wireless networks makes small changes at the network layer, but large changes in the link layer due to the many differences between a wired link and a wireless link that can be listed as follows:
• Decreasing signal strength: electromagnetic radiation attenuates as it passes through matter (e.g., a radio signal passing through a wall). Even in free space, the signal will disperse, resulting in decreased signal strength as the distance between sender and receiver increases.
• Asymmetric links: Node A receives a signal from node B (using the wireless link). But this doesn't tell us anything about the quality of the connection in reverse. B might receive nothing, have a weak link, or even have a better link than the reverse direction. Routing information collected for one direction is of almost no use for the other direction. However, routing algorithms for wired networks rely on a symmetric scenario.
• Interference from other sources: radio sources transmitting in the same frequency band will interfere with each other.
• Multipath propagation: it occurs when portions of the electromagnetic wave reflect off objects and the ground, taking paths of different lengths between a sender and receiver.
After that, different types of wireless networks appeared, we can classify wireless networks according to two criteria: (i) whether the packet in the wireless network crosses exactly one wireless hop or multiple hops, and (ii) whether there is infrastructure such as a base station in the network as follows:
• Single-hop, infrastructure-based: These networks have a base station that is connected to a larger wired network. All communications is between this base station and a wireless host over a single wireless hop.
• Single-hop, infrastructure-less: There is no base station that is connected to a wireless network. However, one of the nodes may coordinate the transmissions of other nodes.
• Multi-hop, infrastructure-based: In these networks, a base station is present that is wired to the larger network. However, some wireless nodes may have to relay their communication through other wireless nodes in order to communicate via the base station.
• Multi-hop, infrastructure-less: There is no base station in these networks, and nodes may have to relay messages among several other nodes in order to reach a destination. Wireless Ad-hoc networks falls in this category.
The history of wireless ad-hoc networks began in 1973 when the U.S. DARPA (Defense Advanced Research Projects Agency) initiated a research program for interlinking mobile battlefield elements in a packet-based infrastructure-less and hostile environment called packet radio networks (PRNet). The network is called ad hoc because the decision on which nodes forward the message is made dynamically depending on the current topology.
In addition to communication characteristics changing over time as mentioned for wireless networks, wireless ad hoc networks face additional challenges as follows:
• Energy efficiency: Since ad hoc networks do not assume the availability of a fixed infrastructure, it follows that individual nodes may have to rely on portable, limited power sources. The idea of energy-efficiency therefore becomes an important problem in ad hoc networks. Most existing solutions for saving energy in ad hoc networks revolve around the reduction of power used by the radio transceiver. At the MAC level and above, this is often done by selectively sending the receiver into a sleep mode, or by selecting routes that require many short hops, instead of a few longer hops.
• Network topology changes: Nodes may fail completely; for instance, they run out of energy, or they are physically destroyed. Also new nodes may be added to the network, or nodes are taken away.
• Scalability: Scalability in ad hoc networks can be defined as whether the network is able to provide an acceptable level of service to packets even in the presence of a large number of nodes in the network. This capability is closely related as to how quickly network protocol control overhead increases as a function of an increase in the number of nodes and link changes. In proactive networks, scalability is often accomplished by limiting the scope of control updates to locations close to the changes. In reactive ad hoc networks, techniques such as dynamically limiting the scope of route requests and attempting local repairs to broken routes are often used.
Mobile Ad-hoc Networks (MANET) became a research topic in 1990s. The nodes are portable devices like laptops, PDAs, or cellular phones. Example scenarios are disaster relief operation in areas where no communication infrastructure is available, or car-to-car communication in co-called VANETs (vehicular ad hoc networks). To achieve mobility, both seamless connectivity and continuous reachability should be provided. Since the standard Internet combines the unique host identifier with the topology location using IP addresses, it cannot provide support for mobility. Thus, Mobile IP is proposed by IETF to support mobility in IP networks. Mobile IP supports mobility by decoupling the binding between the host identifier and topology location using a fixed indirection point. Mobility management in wireless networks involves changing the point of attachment, and hence the IP address of a mobile node. This adds additional requirements that should be exist for mobile networks:
• Efficient handoff: The performance of a mobility scheme mainly depends on the type of handoffs it uses. There are two types of handoffs: soft handoff and hard handoff. Soft handoff makes a new connection before disconnecting the previous connection. It allows the mobile node to communicate with multiple interfaces during handoff, and the communication with the old interface is dropped when the signal strength between the old access point drops below a certain threshold. Hard handoff drops the previous connection before making a new connection. Handoffs should be handled efficiently in order to reduce or avoid the loss and delay of packets as possible
• Efficient routing: Packets should be routed with the latency as low as possible, optimally close to the shortest path provided by IP routing.
• Fault tolerance: A mobility scheme should make the communication between mobile nodes as much tolerant to fault as the communication between stationary nodes.
• Simultaneous mobility: End hosts may move simultaneously, and the communication between them should not be interrupted.
• Transparency: The mobility scheme should be transparent to applications so that the applications are not aware of the handoff, and thus do not need to be modified for mobility.
Recently, interesting commercial applications of multi-hop wireless networks have emerged. And it's observed that in such networks, most of the nodes are either stationary or minimally mobile and do not rely on batteries. Hence, the focus of routing algorithms is on improving the network capacity. One of the main problems facing such networks is the reduction in total capacity due to interference between multiple simultaneous transmissions. Providing each node with multiple radios offers a promising solution for improving the capacity of these networks, from here the Multi-hop Multi-channel Wireless Networks appeared in which nodes can receive and transmit simultaneously using different radios, and hence the network can utilize more of the radio spectrum.
Routing Challenges in Cognitive Radio Networks
There are similarities between Cognitive Radio Networks and traditional multi-channel multi-hop ad hoc networks, but with the additional challenge of having to deal with the simultaneous transmissions of the PUs which dynamically change network topology and SOPs availability; this difference raises some challenges in CRNs which are not in multi-channel multi-hop networks and can be listed as follows:
• In CRNs, not only nodes' location but also their communication frequencies affect network connectivity, unlike multi-channel multi-hop networks where the distance between nodes is the only parameter that affects network connectivity.
• Channel availability in CRNs is different from traditional wireless multi-channel multi-hop networks, nodes have partially overlapping and non-overlapping set of available channels, and these channels vary with time according to PU activity at its position.
For the above challenges, spectrum information should be jointly considered in routing, CRNs routing solutions can be classified into two categories depending on the issue of spectrum-awareness: full spectrum knowledge, and local spectrum knowledge [14] . In the former case, a spectrum occupancy map is available to the network nodes or to a central control entity, whereas in the latter case, information on spectrum availability is locally constructed at each secondary user through distributed protocols. Protocols that are introduced in this survey lie on the second class where the spectrum knowledge is locally constructed at each node. As shown in Figure 1 , we categorize the proposed approaches into four main categories: [1] Delay based approaches in which the delay is used as the routing metric; [2] Link stability based approaches which focus on selecting the most stable routes; [3] Throughput based approaches seek to maximize the throughput; [4] Location based approaches that make use of location information to construct routes using nodes that are close to the destination. The following sections describe the proposed protocols in each category in details. 
Delay Based Approaches
This section overviews routing approaches that measure the quality of routing solutions in terms of delays. End-to-end delay along route is a traditional metric for routing algorithms, while it faces several different cases in multi-hop CRN. Delay-aware routing metrics are proposed in [15, 16, 17, 18] , which consider different delay components such as:
1. Switching Delay: occurs when a node in a path changes its frequency band. 2. Backoff Delay: MAC protocols result in backoff delay when trying to solve hidden-terminal and exposed-terminal problems (while working on identical frequency band). 3. Queuing Delay: which depends on the transmission capacity of a node on a given frequency band.
The following subsections give brief description of each protocol that use the delay materic, and specify the delay components that are used for each of them.
Joint On-demand Routing and Spectrum Assignment
A Delay motivated On-demand Routing Protocol (DORP) [16] is a delay-based approach that combines many delay metrics (switching delay, backoff delay and queuing delay) to efficiently select minimum end-to-end delay route, the switching and backoff delay along the path or at the intersecting nodes are represented as PATH-delay (DP) and NODE-delay (DN) respectively, they are used to evaluate the cumulative delay of the path. At a relay node m, a metric representing the cumulative delay along a candidate route is computed as:
The PATH-delay (DP) takes into account the switching delay and backoff delay caused by the path and depends on the frequency bands assigned to all nodes along the path. As a consequence, suppose there are H hops between node m and the destination, we have:
And
where k is a constant with the suggested value of 10 ms/10 MHz. The backoff delay depends on the bandwidth on the current frequency band, the number of consecutive nodes sharing the same frequency, and the packet size. The derivation of the expression Dbackoff is reported in [16] . The NODE-delay (DN) is caused by existing flows at relaying node; it depends on the number and frequency bands of traversing flows, and is defined as:
The frequency band from a node's active bands is denoted as Bandi. The number of active bands is assumed to be M and (1iM). The switching delay is formulated as:
and becomes a constant when there is no difference in switching from closer frequencies with respect to far away ones. Dbackoff is defined as the time from the moment a packet is ready to be transmitted to the moment the packet starts its successful transmission. The backoff delay on Bandi is obtained as:
, where Numi is the number of contending nodes, pc denotes the probability that a contending node experiences collision, and W0 represents the minimum contention window size, while the queuing delay on Bandi is obtained as:
where P n is packet size in f low n , B i is the bandwidth under Band i . DORP inherits the basic procedures of AODV, and for the route discovery phase, source node m sends RREQ when it wants to discover a route to a destination, when an intermediate node receives the RREQ it checks its current SOP and if it has intersection with the closest SOP, it attaches current SOP to RREQ and forward to next nodes. However, if the RREQ is received by the destination, it chooses frequency band from intersection of SOPs with minimum DN m , encapsulates this choice into RREP and send it back to the source. When an intermediate node receives the RREP, it chooses frequency band from intersection of SOPs with minimum DN m + DP m , where DP m is calculated with nodes from m to the destination, and encapsulates the spectrum choice into the RREP and sends it back to the source node m. Finally the source node starts data packet transfer.
Local Coordination Based Routing and Spectrum Assignment
In [17] , a general framework is proposed to achieve efficient routing and spectrum assignment in multi-hop CRN, which consists of two parts:
• A joint on-demand routing algorithm with frequency band selection to achieve minimal end-toend delay.
• A local coordination scheme is proposed for load balancing among multiple frequency traffic in the intersecting relay node.
The first part is a variation of the Ad-hoc On-demand Distance Vector (AODV), the protocol starts with the source node which broadcasts a RREQ message that holds local state information, it's being forwarded to other nodes -intermediate nodes -which add their own spectrum opportunities SOPs, a list of currently available and unavailable channels to the RREQ messages. Once a RREQ message reaches the destination, it estimates a set of cumulative delays based on possible local frequency bands it can use, and using the metric of Eq. (5). Once it chooses the best possible frequency band it can use, it sends a Route Reply (RREP) on the reverse path of the RREQ message.
The second part is a local coordination scheme to offer intersecting nodes another option of redirecting the data flow. It introduces the possibility of changing the routing decisions as the RREP is forwarded along the reverse path. This can improve the performance because nodes carrying more than one flow may have to switch between more frequency bands, which incurs a larger delay. Figure 2 shows the implementation flowchart of local coordination scheme which helps nodes decide whether to perform Flow Accommodation or Flow Redirection. The criteria of the decision is based on workload evaluation on intersecting nodes [ Cost Evaluation using Eq. (5)] , cost Evaluation is done at every node, and results are synchronized using Neighborhood Interaction, so every relaying node has a clear view of neighbors that can provide better service of relaying. Therefore, when a RREP packet is received by an intersection node, it checks its own neighbors to see if there is a better alternative to carry the flow in question. If any of the neighbors of the node that processes the RREP can provide a better delay, then the flow is routed over this new node and the previous hop is also notified of this change.
Improved Ant Routing Algorithm
A new routing algorithm based on the principle of the swarm intelligence is proposed in [18] . Swarm intelligence is a powerful tool to solve large scale optimization problems in a distributive way. It is inspired from the collective behaviors of social insects. An ant is a simple creature, but a colony of ants can present a highly structured social organization. As a result of this organization, ant colonies can accomplish complex tasks that in some cases far exceed the individual capabilities of a single ant, such as discovering the shortest path to a food source and sharing that information with other ants [19, 20] . Recently, the swarm intelligence has been widely applied to routing algorithm in communications networks [21, 22] .
The introduced protocol doesn't need common control channel and it's an on-demand routing protocol, Route Discovery phase starts with the source node which produces ant colony and create RREQ packet when it has data to be transmitted. Number of ants is determined by the network demands, and after producing ant colony, the source node will calculate the number of ants N(p) that will be sent to its neighbor nodes and sends out the RREQ on its available channels. When a secondary node i receives the RREQ packet, if number of ants is not equals zero and this node is not the destination node of this RREQ, it will first write the corresponding information which gained from received RREQ packet into its routing request table, then the secondary node i finds out the nodes which satisfying the following condition in its available neighbor node table.
The dist i (d) indicates the distance between node i and destination node. The dis is a constant which is bigger than zero. The node j indicates the available neighbor node of node i .The dist j (d) indicates the distance between node j and destination node, the node set satisfying condition 8 is denoted as connT able. The condition 8 makes the RREQ packet to be transmitted towards the direction of the destination, number of ants that should be sent to node j will be calculated according to the following cost function:
the parameters α > 0, β > 0, γ > 0, k1 < 0, k2 < 0, k3 < 0. The postpone i,j denotes the delay transmitting data packet from node itonodej. The D switching denotes the switching delay when the neighbor nodes transmit data in different channel. If many secondary nodes work on the same channel, they will contend the spectrum resource. It brings the back-off delay which can be calculated using equation 6. The number of ants in RREQ packet which node itransmitstonodej is determined by:
When the destination node receives the RREQ packet, it will produce routing reply (RREP) packet, the RREP packet will be transmitted to source node along the opposite path of route table in RREQ packet.
Because network topology is dynamic, and a route that can be used at specific time can't be used in another time, the authors suggest to divide data traffic into small data traffics, and the path will be examined before transmitting small data traffic every time. The route repair procedure is initiated if the route is disabled.
Link Stability Based Approaches
In traditional wireless Ad Hoc networks nodes communicate on the same channel and frequency. Hence, the distance among nodes and the adopted transmission power are the only parameters affecting the network connectivity. But in CRAHNs the concept of connectivity is changed because SUs experience spectrum heterogeneity. In CRAHNs two nodes can connect if they are in radio visibility and have at least one available channel, as a consequence, not only the nodes position and transmission power but also their communication SOPs affect network connectivity. This section overviews proposed routing solutions which focus on designing stable multi-hop routes in CRNs.
Gymkhana
As an example, the main objective of Gymkhana [23] is to discover the most stable routes, it is able to measure the connectivity of different network paths and to route data packets across paths that avoid network zones that do not guarantee stable and highly connected links. Gymkhana can be described in 3 parts:
1. A distributed AODV-style protocol to collect some key parameters related to candidate paths from source to destination 2. A basic mathematical structure representing a graph associated to a given path where PUs are encountered 3. A closed formula (measure of path connectivity) that is computed by evaluating the second smallest eigenvalue of the Laplacian associated to the graph of part 2 Figure 3 shows a simple example of the first part of Gymkhana protocol, a source node S broadcasts a route request (RREQ) packet across the network to discover all possible paths towards the destination D (let k be the number of possible paths). The RREQ arriving at D contains two lists:
• The list l Each secondary node receiving the RREQ, checks if its ID is already contained in l a . If this is the case, the node discards the RREQ to avoid cycles, otherwise it adds its ID in l a and its influence vector I in l b and then broadcasts the RREQ.
Processing of the contents of the received RREQs at a destination is done in the second part of the algorithm; the goal of this part is to construct a virtual graph representation V k of the path k in terms of nodes composing the paths and PUs affecting these nodes. N p virtual nodes are associated to each node n of the path k, and between two virtual nodes there exists an edge only if these two nodes are consecutive nodes in the path k or if these two nodes are the virtualizations of the same node on different channels. Two different kinds of edges can be distinguished as follows:
1. The horizontal edge: Horizontal edge between n(p) and n + 1(p) indicates that node n receives a packet from channel c p and retransmits the packet over the same channel to node n + 1 2. The vertical edge: Vertical edge between the virtual nodes n(p) and n(q) indicates that node n switches from c p to c q Each edge in the virtual graph has an associated weight resulting from a combination of two different factors: the activity of PUs and the cost of switching from a channel to another. Weights of horizontal edges of V k are computed on the basis of the elements in l b k . Weight of vertical edges takes into account the switching cost to reflect that the path that have many channel switchings is more costly than paths that only use one channel.
Link weights defined in the second part of Gymkhana algorithm are used in the third part to build cognitive Adjacency and Degree matrices of the virtual graph V k . The second eigenvalue of the Laplacian matrix (Laplacian matrix is the difference of the degree matrix and adjacency matrix) is used to evaluate the degree of connectivity of the virtual graph V k , that is of the path k. Utility function U k is associated to path k and is defined as:
where (λ 2 )
clear k is the second smallest eigenvalue of the Laplacian Matrix when all the primary activity factors are equal to 0, that is when there are no PUs affecting nodes of the path k.
The algorithm seeks to maximize the above utility function (choosing the path that has the highest value of U k ), this metric accounts for the path connectivity and the path length. The analysis of the algorithm shows the effectiveness of the proposed approach, but the introduced mathematical model is very complex and should be used in some situations (e.g: for routing critical data of large size that require high level of reliability, but for small data size that might tolerate in reliability, it should be simplified, or hybrid algorithm can be used).
STOD-RP
Collaboration between route selection and spectrum decision is considered in [24] . Authors propose the Spectrum Tree based On Demand Routing Protocol (STOD-RP) framework that combines: (i) a route metric which considers both CR user's QoS requirements and statistical PUs activities; (ii) tree-based proactive routing and on-demand route discovery; (iii) spectrum-adaptive route recovery method for resuming communication in multi-hop CR networks. As for the routing metric it's based on resource consumption and route stability (in order to reflect both CR users QoS requirements andprimary user activities as well). The link cost C i of the link l i is calculated as:
where:
• O ca , O p and P kt are constants for specific access technology and represent the channel overhead, protocol overhead and packet size, respectively;
• r i is the link rate (in Mbps);
• e pti is the packet error rate on the link;
• T li is the time duration during which a spectrum band is available to the link l i .
The available time of the spectrum band T li in the metric reflects the integration of the link stability to the link quality. Its value can be predicted from the statistical history of PU activities. The cost of an end-to-end route composed of k links is:
• M is the number of spectrum band switches along the route;
• D switching is the switching delay caused by a CR user switches between two different bands.
CR users form a tree in each available spectrum band, called spectrum-tree. Each spectrum-tree has only one root, which keeps the basic information about the spectrum-tree topology, such as the routes to other non-root nodes. Nodes belonging to multiple spectrum-trees and having multi-radios are called "overlapping" nodes and they can work in multiple spectrum-trees simultaneously. Each node has its unique CR use ID (CRID) in one spectrum-tree. The CRID of node X is CRID x = A 0 A 1 .. A n , where A 0 is the spectrum band in which the spectrum-tree is formed, and it's also the CRID of the root in this spectrum-tree, n is the hop number away from the root. The overlapping node has multiple CRIDs.
A root selection procedure makes sure that there is only one root in each spectrum tree. The node which belongs to the largest number of spectrum trees -so it can work in multiple spectrum bands or that has the longest time duration during which a spectrum band is available is selected as the root. The formulated spectrum-tree is used for both Intra-spectrum routing and Inter-spectrum one. Intra-spectrum routing occurs in a single spectrum-tree, while inter-spectrum routing occurs in multiple spectrum-trees.
In intra-spectrum routing, when a source node S wants to send data to destination node D and they are in the same spectrum-tree, node S sends Spectrum Route REQuest (SRREQ) to the root of its spectrum-tree by using the proactive path, the root checks if node D is in the same spectrumtree, it adds the CRIDD of node D to the SRREQ, sets a flag in the SRREQ indicating that it's an intra-routing procedure and sends the SRREQ back to node S. After receiving the message, node S knows that D is in the same spectrum-tree, so S broadcasts the request to the spectrum-tree as AODV does and reactively get the route to D. In the other side, inter-spectrum routing is used if the root finds that the destination node D is in another spectrum-tree in respect to S, the root then checks its inter-spectrum nodes list to find an overlapping node between the two spectrum bands and one of the following two cases will occur:
• The root doesn't find an overlapping node: it will get the data from node S and send it to node D using the proactive links.
• The root finds an overlapping node: it will choose the one which has the shortest queuing size and send the SRREQ to this intermediate node. The intermediate node knows from the SRREQ that route between S and D will be established through itself, so it broadcasts SRREQ in first spectrum-tree -the spectrum-tree that S belongs to -to find the best path to S, and the same in the second spectrum-tree to find the best path to D.
STOD-RP also introduces fast and efficient spectrum-adaptive route recovery method, both spectrum handoff and path rerouting methods are used. When spectral dynamics due to primary users changes slowly, the system avoids further coordination by using path rerouting at the same frequency bands. In case for instance it's impossible to use a spectrum band, spectrum handoff is used and all nodes in the spectrum-tree handoff to an available spectrum band.
Spectrum Aware Highly Reliable Routing in CRNs
Differently from the previous solutions, reliability is achieved in [25] by exploiting the concept of multi-path routing. The main design idea behind this protocol is to chose the most stable path among all candidates and uses it as the primary path, and selects another path that is maximally disjointed with the primary path called the alternative path, which is used when the primary path fail because of PU detection or any other reasons. The used route metric is a combination of channel stability time (CST), link stability time (LST) and switching delay, that's to select the most stable path.
An independent ON/OFF random process is the usage pattern of PUs which affect channel k used by a SU, an ON period T k on represents the time that PUs are active in using channel k, and an OFF period T k of f represents the time that PUs are inactive in using channel k so this channel can be used by SUs. It's assumed that T k on and T k of f are exponentially distributed with means equal to 1/µ k and 1/λ k seconds respectively. Assuming that the maximum waiting time is T m (maximum length of ON period), so channel k's stable time is a period before an ON period T k on exceeds T m , and the expected number of ON periods channel k would experience during its stable time can be calculated as follows:
, channel k's stable time is denoted as CST
e., link j in path i) and assuming that it begins with the OFF period, so the stable time of this channel contains γ k OFF periods, γ k − 1 ON periods and a T m , so it can be expressed as:
The protocol then presents an algorithm that selects the "best" channel from channels, and this channel is used by link j i , the algorithm also calculates Link Stable Time (LST) of the chosen channel to be used in calculating Path Stable Time (PST) which is the period of time before some link is failed. Suppose there are h hops/links between the source and the destination in path i, PST can be calculated as follows:
, after getting all RREQs from different paths, the destination chooses the path with maximal Path Effective Time (PET) which equals the difference value between PST and the mean of all intermediate node's switching delay as the primary path. For the alternative path, it's chosen to be maximally disjointed with the primary path, and there are two types of disjoint paths: node-disjoint and linkdisjoint. Node disjoint paths don't have any nodes in common, except the source and destination, while link-disjoint paths don't have any common link. Both node disjoint degree and link disjoint degree metrics are used to select the alternative path.
This protocol also provides a path maintenance mechanism, it considers a link to be disconnected or a node failure when a node fails to deliver data packets to next hop of the path, and it sends a Route Suspend packet to the upstream direction of the path to inform the source to suspend the current session. A Route Error packet is sent back if the disconnected link/node is not recovered after some specific time, and when the source receives a Route Error message, it either uses the alternative path if it's available, or if it's not available it initiates a new path discovery process. 
Routing protocol with Route-closeness metric
As the previous approach, the work in [26] exploits also the concept of multi-path routing for acheiving the reliability but with introducing a new routing metric called "Routes Closeness". Routes Closeness metric selects routes based on how far away they are from each other, the more the routes are far from each other the less PU interruption they face, because a single active mobile PU would not be able to interrupt all of them at the same time, so selecting non-close routes can reduce the number of interrupted routes and therefore, connection reliability and throughput are increased.
The authors give a clear definition of the closeness of two routes as the pairwise closeness of their links, the closeness of two routes R 1 , R 2 is:
where the closeness of the two links p, q; Closeness(L p , L q ) is the area of intersection between the PUs effective region of the two links:
The PUs effective region of a link (e.g. P uER(L) )is defined as the region around the link where a PU is able to interrupt that link, it depends on the PUs transmission range. Figure 4 shows an example of the PUs effective region, link closeness and routes closeness metric. A PU in the hatched regions interrupts both links/routes at the same time, but at any other point, the PU interrupts one of them at most.
For the route discovery phase, a variation of the DSR protocol is used but with some differences to be suitable for the routes closeness metric, DSR tries to find the shortest path between the source and destination, but in the proposed protocol the shortest path is not enough, it tries to find a set of different routes that span the whole field. For the route selection process, an algorithm for selecting the best routes among some candidate routes is given in the paper such that the routes closeness between these routes is maximized.
Throughput Based Approaches
Throughput can be defined as the average rate of successful packet delivery per second. In this section, we present routing protocols that consider the throughput as the routing metric, and the target is to maximize the throughput as possible.
SAMER
Spectrum Aware Mesh Routing (SAMER) [27] is a routing solution for CORNETs that considers both long term and short term spectral availability. It balances between long-term optimality (in terms of hop count) and shortest opportunistic gain (in terms of higher spectrum availability). Its main goal is to opportunistically utilize the spectrum in the network, by routing traffic across paths with higher spectrum availability while at the same time it achieves long-term stability by not deviating from the shortest hop-count path.
SAMER builds a forwarding mesh which is adjusted periodically according to the spectrum dynamics, and opportunistically routes packets across this mesh. The mesh is centered around the long-term shortest path (in terms of hop count), but opportunistically expands or shrinks periodically to exploit spectrum availability. The protocol associates paths with Path Spectrum Availability (PSA) metrics. Then, packets are delivered opportunistically along the path with the highest PSA value and that is available at that point in time. Authors of SAMER define a metric for estimating Path Spectrum Availability (PSA). PSAs goal is to capture:
1. Local spectrum availability: Spectrum availability at a node i depending on the number of available spectrum blocks at i, their aggregated bandwidth and the contention from secondary users 2. Spectrum blocks quality: which depends on their bandwidth and loss rate.
The PSA is expressed as the throughput between a pair of nodes (i, j) across a spectrum block b as:
where B w,b is the bandwidth and p loss,b the loss probability of the spectrum block b. This latter value can be estimated by measuring the loss rate of broadcast packets between pairs of neighboring nodes. In Eq. (14), T f,b is the minimum between the fractions of time during which the node i is free to transmit and/or receive packets through a spectrum block b. The aggregate throughput T hr (i,j) between a pair of neighboring nodes is then computed on the basis of the spectrum blocks available at a node i and then smoothed by multiplying it by a value a (assumed to be 0.4) to capture both the current view and the statistical information of spectrum availability. The Smoothed Aggregate Throughput is then updated as:
Spectrum availability for a path P is then defined as the minimum Smoothed Aggregate Throughput for (i, j) belongs to P. When a node relays a packet, it chooses the next hop based on PSA and local spectral availability. The next hop is chosen locally along the path that has the best PSA value and for which the spectrum is available. Since the channel can be accessed by many SUs, SUs contend for a channel over the CCC. All spectral resource reservations are performed over the CCC before an SU transmits a packet. If SU contention is high, this is reflected in the measurements of bandwidth availability that in turn affect the PSA values of paths. Consequently, the proposed scheme accounts for SU as well as PU activity to rank paths. In the paper, SAMER is found to outperform the popular hop count and Expected Transmission Time (ETT) metrics, and this eventually leads to higher end-to-end performance. Furthermore, simulation results suggest that SAMER avoids highly congested and unavailable links. However, overheads associated with forwarding mesh establishment and maintenance have not been considered in depth.
SPEAR
Multi-hop distributed channel assignment and routing algorithm is introduced in [28] , it supports high-throughput packet transmission; the main idea behind SPEAR is to integrate the end-to-end optimization of flow-based approaches with the flexibility of link-based approaches to address spectrum heterogeneity. Its contribution mainly include three parts: integration of spectrum discovery and route discovery to cope with spectrum heterogeneity; coordination of channel assignment of a per-flow basis, by minimizing inter-flow interference; exploiting local spectrum heterogeneity and assigning different channels to links on the same flow to minimize intra-flow interference.
Route discovery phases starts when a node need to send data, it broadcasts AODV-style route discovery message to its neighbors which accumulates information about each node's available channels and their quality, but unlike AODV, SPEAR allows multiple paths to propagate to the destination for selecting the best path. To account for inter and intra flow interference, nodes intersecting different flows store the time schedules of these flows, these parameters are combined and used by the destination to select the optimal route which is then reserved by using RREP message.
CRP
Another approach that aims to maximize the throughput is introduced in [29] , it's a distributed routing protocol that combines several key CR-specific performance metrics to maximize bandwidth availability and to provide explicit protection to PU receivers, the metrics that are considered during the route setup stage are (1) probability of bandwidth availability, (2) variance in the number of bits sent over the link, (3) spectrum propagation characteristics, (4) PU receiver protection, and (5) spectrum sensing consideration, so it's one of the few examples that consider this large number of metrics in one technique. It also considers two routing classes; class1 provides higher significance to CR performance while meeting minimum PU interference avoidance; class2 prioritizes PU protection over achieving low end-to-end latency for CR users.
In CRP, the route setup follows two stages. In the first stage (spectrum selection stage), each CR user identifies the best spectrum band and the preferred channels within that band, this is done using many unique CR metrics that were mentioned before-which are weighted appropriately in an optimization framework for choosing the spectrum. An optimization function is developed for each class of CR route, which also serves as a measure of the initiative displayed by the CR user for participating in the route. In the second stage (next hop selection stage), the candidate CR users rank themselves depending on the choice of the spectrum, and the local network and physical conditions, these ranks determine which CR users take the initiative in the subsequent route information, this initiative is mapped to a delay function for forwarding the RREQ message, so the preferred users broadcast the RREQ earlier. The destination chooses the final route that best meets the goals of the desired routing class by a route reply (RREP).
Route maintenance is provided in CRP, it has a proactive and a reactive component, the authors assume that the network architecture is composed of stationary PU transmitters with known locations and maximum coverage ranges, as in the case for television broadcast towers. The CR users are mobile, location-aware, and have no knowledge of the PU receivers. During proactive maintenance, each CR user continuously monitors its own location with respect to the known PU transmitter locations, and when a CR node moves toward one or more PUs, it proactively discover a new path in case the current route fails.
Location Based Approaches
Many of today's wireless devices are location enabled, and it's expected to spread widely in the next few decades. This motivates the work in location-based metrics for CRNs specially when location information of CR nodes can be easily obtained via FCC Geolocation-Databases [2] . Although locationbased routing has already been investigated generally for ad hoc networks, using it in CRNs will face many different and new challenges such as the dynamic changes in network connectivity due to the frequent changes in the spectrum opportunity of the CR nodes due to PU activity, another issue also is to make the routing protocol aware of this dynamic changes and to jointly select the route and the channel that will be used in the routing process. This section overviews proposed routing protocols that use location-based metric for constructing the routes. 
Search
SEARCH [30] is a greedy location-based routing protocol that is designed for mobile multi-hop CRNs. The proposed protocol makes routing and channel selection decisions while avoiding regions of PU activity. The key functionality in the proposed approach is evaluating when the coverage region of the PU should be circumvented, and when changing the channel is a preferred option. First, the shortest paths to the destination, based on geographic forwarding and consideration of the PU activity, are identified on each channel. The destination then combines these paths by choosing the channel switching locations, with an aim to minimize the number of hops to the destination.
When there is data need to be transmitted, a route request (RREQ) is transmitted by the source on each channel that is not affected by the PU activity at its current location. It gets forwarded by intermediate hops till it reaches the destination. SEARCH operates in two modes Greedy Forwarding and PU Avoidance, depending on whether the RREQ is propagating along the greedy shortest path to the destination or needs to circumvent a region of PU activity, respectively. Finally, the routes on the individual channels are combined at the destination by the joint channelpath optimization algorithm.
Greedy geographic forwarding can decide which of the candidate forwarders of the RREQ should be chosen as the next hop to minimize the distance to the destination. The RREQ forwarding process must occur on the same channel and the chosen next hop must not be under a PU coverage region on the current transmission channel. Furthermore, the chosen forwarder must lie in a specific region around the current hop, called as the Focus Region. The focus region is a sector of a circle centered around the line that connects a current node with the destination and of angular range of 2O. If the forwarder node doesn't find any node in its focus region, it marks itself as Decision Point, and SEARCH switches from greedy forwarding phase to the PU avoidance phase. The rationale behind this classification is that DPs emerge when an active region lies along the path towards the destination on a given spectrum band.
In the PU avoidance phase, the RREQ starts circumventing around the affected region. Figure 5 shows the PU avoidance phase where some of the nodes that sense the PUs and do not participate in the forwarding of the RREQ, lie in the focus region of the node x. Through the periodic beacon update, these affected nodes inform their one hop neighbors, including node x, of the current state of the channel environment. Thus, node x is aware that the closest node to the destination that can forward the RREQ (node a) lies outside its focus region. Node x concludes that it is a DP and sets the PU avoidance (PA) flag in the RREQ packet before retransmitting it. The PA flag in the RREQ remains set till a node is reached that has a candidate forwarder in its focus region. The RREQ traverses the node a; b and finally reaches node c. The latter has a candidate forwarder (node d) , that lies in its focus region. At this point, i.e., at node d, the PA flag is reset, signaling the end of the avoidance phase and the greedy forwarding is resumed. Once the RREQ packets forwarded in different channels reach the destination, the destination node makes a path and channel selection decision to form the end-to-end path. The selection of the end-to-end path is based on the shortest path among all candidate paths discovered over different channels.
LAUNCH
LAUNCH [31] is a location-based routing protocol which uses location information to guide the route discovery process, different from SEARCH protocol, LAUNCH takes into consideration the stochastic activity of the PUs to select the most stable routes. Furthermore, it doesn't only handle the PUs when they are active, but also selects routes that are expected to be more stable, it prefers longlived routes over short-lived ones. LAUNCH makes greedy decision to select the next hop neighbor that satisfies the following conditions:
• It's closer to the destination (guaranteeing that we are always getting closer to the destination).
• It has the minimum expected delay.
The delay metric estimates the delay between any two nodes as follows:
where T prop is the propagation time between the two nodes, T switch is the channel switching time and P active is the probability that at least one PU that affects the link between the source and the destination will become active during some predefined time. LAUNCH is more simple than SEARCH and doesn't have all the details presented in SEARCH, but it gives a good performance evaluation analysis by studying the impact of changing SUs density, number of PUs, PUs heterogeneity, SUs mobility, data rate and number of channels.
Discussion and Open Research Issues
Routing in multi-hop CRNs is challenging compared to traditional wireless multi-channel multi-hop networks due to the dynamic behavior of PUs and their effect on changing SOP of SUs, and the big need of joining routing decision with spectrum selection process. In this paper we have summarized recent routing protocols in CRNs that are based on local spectrum knowledge, they are classified according to the routing metric to delay-based, link stability based, throughput-based and location based approaches. In some cases the protocols are able to set up the whole path with source routing while in other cases the proposed approaches are based on hop by hop selection of next node. There are some common characteristics between all routing approaches that are summarized in this survey; the first characteristic is that they combine spectrum selection to the routing on each link of the path, the second one is the protection of PUs as it's an important key parameter to be considered in multi-hop CRNs, each solution provides a measure of protection to the ongoing communication of the PUs, but only few number of them have the ability to reconfigure the path when a PU becomes active. We also observed that only few solutions have considered the true cross-layering approach, and the mobility of SUs is not supported by the majority of them. As a conclusion of this survey, open research issues and routing-related areas that need more contribution are discussed in the following subsections.
True Cross Layering
Cross-layer design is an attractive new approach to improve the performance of wireless systems. This is particularly important in the CR networks where spectrum sensing information is required to be exchanged among multiple layers (requires cooperation of PHY and MAC layers to get spectrum sensing information that is consumed by routing layer).
There are two basic cross-layer design approaches as identified in [32] : implicit cross-layer design and explicit cross-layer design. With implicit cross-layer design there is no explicit violation of the reference layered architecture but during the design phase all layer interactions are taken into consideration to perform a joint protocol optimization, most of the CR routing protocols use this approach for spectrum sensing information exchange, where information produced by lower layers (PHY, MAC) is consumed by higher layers (Network layer) and no direct feedback is provided back to the lower layers as reported in [14] . On the contrary, explicit cross-layer design which is called "True cross-layering" allows direct bi-directional communication between non-adjacent layers, in addition to the ability of merging and/or splitting of layers. Applying true cross-layering can improve the performance of the network dramatically, it can also improve many functions like SU mobility management, selecting end-to-end candidate path and channel allocation decisions.
Mobility Support
As the explosion of Internet portable devices continues, applications and services needed to support mobility should have different network requirements. The authors of [33] study the impact of node mobility on MANET routing protocols and introduces four mobility models: (1) Random waypoint; which is the most commonly used mobility model in research community in which a node randomly chooses a destination and moves toward it with a velocity chosen randomly from a uniform distribution. (2) Random Point Group Mobility (RPGM); which can be used in military battlefield communication, there is a group leader that determines the group's motion behavior. (3) Freeway Mobility Model; which emulates the motion behavior of mobile nodes on a freeway, It can be used in exchanging traffic status or tracking a vehicle on a freeway. (4) Manhattan Mobility Model; it emulates the movement pattern of mobile nodes on streets defined by maps. Similar mobility models should be applied and studied for CRNs, but this is much harder to be handled there because it has to manage not only changes in the SUs physical location but possibly changes in the SUs operation frequency due to PU activity in the new location. As reported in Table 1 , only few solutions have considered till now the SUs mobility and most of them address CRNs with static topology, so it still needs major contributions.
Path Robustness (multiple routes)
For emergency applications, nodes can't lose the connection during transmission for any reason. For example, if there is an emergency in a chemical factory, each worker must be advised immediately about leakages through a network capable of multicasting information reliably, so introducing multiple routes in such case is very important. In [34] , simple analysis is done to study the impact of multiple routes on routing protocol robustness, and it's observed that one additional route to the path between nodes increases reliability by certain extent and strongly decreases failure probability. Only a few number of routing protocols for CRNs considers the issue of multiple routes, and the majority of them are based on the idea of using two disjoint paths, primary path and alternative path to achieve highly reliable routing, the alternative path is utilized only when data packets are not deliverable through the primary path. A generalization of this consideration leads us to the use of many routes (not only two routes) according to the level of reliability that is required by the CR network, and all of them should be disjoint as possible and not close to each other, because selecting non-close routes makes them less vulnerable to PUs' activities at the same time.
Quality of Service (QoS)
Quality of Service is the ability to provide different priority to different applications, users, or data flows, or to guarantee a certain level of performance to a data flow [35] . Resource constraints such as spectrum bandwidth and dynamic network conditions over time due to interference with PUs increase the requirement of a proper QoS for the various applications that use the CRNs, and especially for real-time multimedia applications, since they are delay sensitive and the capacity is a limited resource in CRNs. A survey on QoS provisioning for multimedia transmission over CRNs [35] lists the reasons for the need of a proper QoS system over cognitive radio as follows:
• Spectrum bandwidth constraints and dynamical changing of network topology.
• For video transmission, loss of certain important frames may degrade the video quality for the receiver significantly.
• Delay generated from sensing and channel switching activities may cause some video frames to miss the deadline.
• Upon arrival of PUs, SUs with multimedia traffic may be affected more than those with typical data traffic.
