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In Brief
The coupling of sensory and motor experience during development shapes visual perception by tuning a cortical circuit that compares inhibitory visual input and excitatory motor input and is able to detect mismatches between actual and expected sensory experience.
INTRODUCTION
Sensory feedback is inherently coupled to movement, and sensorimotor coupling is necessary for both the development (Held and Hein, 1963; Hein and Held, 1967) and the maintenance (Leonardo and Konishi, 1999; Nordeen and Nordeen, 1992) of sensory-guided behaviors. In classical experiments, Held and Hein demonstrated that cats reared with normal visual experience but without visuomotor coupling fail to perform simple visually guided behaviors (Held and Hein, 1963) . This behavioral impairment is restricted to the movements that are decoupled from sensory feedback during development (Hein and Held, 1967) . Thus, sensory-guided behaviors rely on a mechanism to integrate sensory input and motor output that is instructed by experience. It is still unclear what the neural circuits are that underlie this type of sensorimotor integration and how they are shaped by sensorimotor experience during development.
Visual responses in primary visual cortex (V1) are known to depend on visual experience during development (Blakemore and Cooper, 1970; Hirsch and Spinelli, 1970; Hubel and Wiesel, 1970) . In anesthetized or immobile animals, neural activity in V1 is known to closely reflect visual stimuli presented to the animal (Hubel and Wiesel, 1962; Niell and Stryker, 2008) . Based on this, activity in V1 is classically interpreted in a representational framework (Marr, 1982) , where neural responses are described in terms of receptive fields and signal the presence of a specific visual stimulus in the environment. However, it is becoming increasingly clear that this interpretation of the function of visual cortex is incomplete. In monkeys freely moving their eyes, response patterns of neurons in V1 give surprisingly poor reflections of what an animal is viewing (Livingstone et al., 1996) . One possible cause for this are motor-related signals. Self-generated locomotion has been shown to modulate visual responses (Fu et al., 2014; Niell and Stryker, 2010; Polack et al., 2013) , and to even drive activity in V1 independent of visual input (Keller et al., 2012; Saleem et al., 2013) . Thus, activity in V1 cannot be explained by visual input alone and is likely the result of an integration of sensory and motor-related signals.
An alternate framework within which the activity in visual cortex can be explained is that of predictive coding. It posits that the brain continuously predicts sensory feedback based on an internal model of the environment (Friston, 2005; Gregory, 1980; Rao and Ballard, 1999; Wolpert et al., 1995) . Evidence for this interpretation comes from the finding that a subset of neurons in V1 selectively responds to a mismatch between predicted and actual visual feedback (Keller et al., 2012; Saleem et al., 2013) . Similar feedback mismatch responses have also been described in primate primary auditory cortex (Eliades and Wang, 2008) and primary auditory pallium of songbirds (Keller and Hahnloser, 2009) . If such feedback mismatch responses signal a deviation from a prediction that is based on a learned relationship between motor output and sensory feedback, then they should depend on sensorimotor experience.
To test this, we reared mice in a virtual reality system either under coupled or non-coupled (yoked) visuomotor conditions and subsequently probed neural activity in layer 2/3 of V1. We found that responses to a mismatch between actual and expected visual input occurred only in mice that experienced normal visuomotor coupling. Using a simple model, in which an excitatory neuron computes a difference between an inhibitory visual input and an excitatory prediction of visual input, we show that mismatch responses can be explained by a relief from visually driven inhibition. By recording the activity of genetically identified interneurons in visual cortex, we show that this visual inhibition is likely mediated by somatostatin (SST) interneurons. Finally, we show that normal visuomotor experience restores sensorimotor integration. Together, our data are consistent with a predictivecoding interpretation of the function of visual cortex, where the balance between feedforward and top-down input underlying the computation of visuomotor mismatch is finely tuned by visuomotor experience. In this way, visuomotor experience fundamentally shapes the functional development of visual processing in primary visual cortex.
RESULTS
To experimentally control the visuomotor experience of mice, they were dark-reared from birth and only exposed to visual stimulation in six separate 2-hr training sessions spaced by 48 hr over the course of 12 days, starting on postnatal day 32 ( Figure 1A ). During these sessions each mouse was trained either in a coupled visuomotor condition (coupled trained [CT] ), in which the visual flow feedback was coupled to the locomotion of the mouse in a virtual environment, or in a non-coupled condition (non-coupled trained [NT] ) in which visual flow was independent of the mouse's locomotion ( Figure 1B ; Movie S1). Mice were head-fixed on a spherical treadmill (Dombeck et al., 2007) surrounded by a toroidal screen that provided visual flow feedback in the form of full-field vertical gratings on the walls of a virtual corridor. To match the visual experience of both groups, mice were trained in pairs (one CT and one NT mouse) in two separate virtual environments such that the locomotion of the CT mouse was used to control the visual flow of both virtual environments. In this way, both CT and NT mice experienced identical visual flow. Both groups of mice were exposed to light only in this virtual reality environment during the six training sessions, every other day for 2 hr, and were otherwise fully darkreared. A third group of mice was reared and trained in complete darkness (dark trained [DT] ). After the six training sessions, we recorded neural activity in V1 of all three groups of mice by two-photon imaging of a genetically encoded calcium indicator GCaMP5 (Akerboom et al., 2012) or GCaMP6f (Chen et al., 2013) during different visual flow feedback conditions in two imaging sessions spaced by 2 days, starting on postnatal day 44. Subsequently, mice were exposed to a normal light/dark cycle and imaged for an additional three sessions, again spaced by 2 days ( Figure 1A ). Imaging sessions for all groups of mice consisted of one or two repetitions of approximately 8 min of locomotion coupled to visual flow feedback (closed-loop session) and two replays of the same visual flow patterns during an open-loop session to quantify visual responses (Movie S2). To probe for feedback mismatch responses, we briefly halted visual flow for 1 s at random times during the closed-loop session (referred to as mismatch). Open-loop sessions consisted of a playback of the visual flow that the mouse had generated during the closed-loop session including brief visual flow halts, which we refer to as playback halts. Note that analysis of playback halts was restricted to times when the mouse was not running (see STAR Methods). Mice were free to run during the entire experiment, including open-loop sessions and did so spontaneously. In early sessions, mice that exhibited low locomotor activity were prompted to run using air-puffs to the neck. CT and NT mice exhibited similar locomotion behavior during both training and imaging sessions (Figures S1A and S1B).
Mismatch Responses in Excitatory Neurons Depend on Visuomotor Experience
To test whether mismatch responses in layer 2/3 excitatory neurons in V1 depend on coupled sensorimotor experience, we expressed GCaMP5 in C57BL/6 mice (three CT and three NT) and GCaMP6f in vesicular GABA transporter (vGAT)-Cre (Vong et al., 2011) 3 Ai14 (Madisen et al., 2010) mice (six CT and six NT) using an adeno-associated virus (AAV) vector (AAV2/1-EF1a-GCaMP, see STAR Methods). In vGAT-Cre 3 Ai14 mice, inhibitory neurons express the red fluorescent protein tdTomato, which allowed us to restrict analysis to identified excitatory neurons. In these mice, we found that 96.8% ± 0.7% (mean ± SEM) of GCaMP6f labeled neurons were excitatory (Figures S1C and S1D). Thus, for all following analysis we pooled putative excitatory neurons of the C57BL/6 mice and the identified excitatory neurons of the vGAT-Cre 3 Ai14 mice. In total, we recorded from 2,259 excitatory neurons in CT mice (996 putative excitatory and 1,263 identified excitatory neurons) and 2,104 excitatory neurons in NT mice (764 putative excitatory and 1,340 identified excitatory neurons).
We found that in CT mice, a considerable fraction of excitatory neurons responded to mismatch (865 of 2,259 neurons or 38.3%; Figures 1C and 1D ) resulting in a large population mismatch response ( Figure 1E ). In CT mice, mismatch responses cannot be explained by visual input alone as there was no population response to playback halt (Figures 1C and 1E ; note, mismatch and playback halt are identical visual stimuli). This is consistent with what we previously found in normally reared mice (Keller et al., 2012) . In NT mice, the fraction of neurons that responded to mismatch was smaller (425 of 2,104 neurons or 20.2%), and the population response to mismatch was weaker than in CT mice (Figures 1E and S1E) . Interestingly, in NT mice the response to mismatch was of similar magnitude as the response to playback halt ( Figure 1E ), and individual neurons often responded to both mismatch and playback halt (Figures S1F and S1G). With increasing mismatch response, neurons in CT, but not NT, mice became increasingly selective for mismatch ( Figure S1H ). Thus, whereas in CT mice, mismatch responses were strongly dependent on motor-related inputs, mismatch responses in NT mice were only weakly modulated by motor-related signals. In both CT and NT mice, the response reliability of mismatch responsive neurons increased with average amplitude of the mismatch response. On average mismatch neurons responded to 37.5% of mismatches in CT mice and to 33.8% in NT mice ( Figure S1I ). A subset of neurons responded with a decrease in activity to mismatch as well as playback halts (Figures 1D and S1J) . This type of response possibly reflects a visual response driven by visual flow: upon cessation of the visual flow, these neurons decrease their response.
The differences in mismatch responses between CT and NT mice could not be explained by differences in average visual or motor-related input to V1. Both the running-onset activity during the closed-loop session (referred to as running-onset response) as well as the visual flow onset responses during open-loop sessions (referred to as playback-onset response) were similar when comparing responses in CT and NT mice ( Figure 1F ). In dark-trained mice, running-onset responses were normal, but mismatch and playback halt responses were smaller ( Figure S2 ). This suggests that visual and motor-related inputs are maintained independently, and that visuomotor coupling is necessary for the development of normal integration of visual and motorrelated inputs.
Mismatch Responses Can Be Explained as a Difference between an Excitatory Prediction and an Inhibitory Visual Input
Motor-related inputs have been shown to drive activity in mouse V1 (Keller et al., 2012; Saleem et al., 2013) . One simple model to , or dark (dark trained [DT]) conditions, followed by two to five imaging sessions beginning at P44 and spaced by 2 days. Some of the mice were put on a normal 12-hr/12-hr light/dark cycle after the second imaging session. (B) Schematic of the training setup. Mice were trained in pairs; visual flow (black arrows) on both training setups was coupled to the locomotion of the CT mouse (blue arrows). The NT mouse was free to run but had no influence on the visual flow it was seeing. (C) Sample fluorescence traces (DF/F, black lines) of an excitatory neuron in a CT (left) and a NT (right) mouse, during a closed-loop (top traces) and an open-loop session (open-loop sessions consisted of a replay of the visual flow generated during the preceding closed-loop session, bottom traces). Vertical bars indicate mismatch (orange) and playback halt (green) events. Binarized visual flow (green) and running speed (purple) are indicated below the fluorescence traces. In CT mice, we found neurons that selectively respond to mismatch, whereas in NT mice, neurons that responded to mismatch also responded to corresponding playback halts in open-loop sessions. Note that all data presented in this and the following panels are from the first imaging day. (D) Average mismatch response (DF/F) of all neurons in CT mice (left, nine mice, 2,259 neurons) and NT mice (right, nine mice, 2,104 neurons), sorted by amplitude of mismatch response. Black and gray shading to the right indicates significance of responses (gray: p R 0.05, black: p < 0.05, Mann-Whitney U test; see STAR Methods). Orange bar marks the duration of mismatch. In CT mice, the fraction of neurons with a significant mismatch response was larger than in NT mice (CT: 40% ± 5%; NT: 26% ± 5%, p = 0.03, Mann-Whitney U test; see STAR Methods). (E) The average population response (DF/F) to mismatch (solid) was stronger in CT (blue) than in NT (red) mice. Population response to playback halt was negligible in CT mice, but was as large as the mismatch response in NT mice (dashed lines). Orange area indicates duration of mismatch; shading indicates SEM. The data in the different curves are compared bin-by-bin (100-ms bins) using a Student's t test. Bins with a significant difference (p < 0.01) are marked by a black line above the curves; those without are marked as light gray (see STAR Methods). Each comparison is marked by a pair of line segments to the left, corresponding in color and line style to the data plotted, indicating which two curves are being compared. explain mismatch responses in a layer 2/3 excitatory neuron would be that such a neuron integrates an excitatory motorrelated input, in this case a prediction of visual flow based on motor output and an inhibitory input that conveys feedforward visual flow input (Figure 2A ). In this model, inhibitory and excitatory inputs are balanced when predictions match feedforward input. At mismatch onset, a decrease in visual inhibition would then allow the excitatory motor-related input to activate the neuron. If this is correct, mismatch neurons should receive excitatory motor-related input and inhibitory visual input. To test this, we computed the correlation of the activity of each neuron with visual flow and with running speed during the open-loop sessions. As running and visual flow are independent in open-loop sessions, the activity of a neuron that receives net inhibitory visual input and net excitatory motor-related input would have a negative correlation with visual flow and a positive correlation with running speed and vice versa. Plotting the distribution of the correlations of all neurons revealed that neurons with a strong mismatch response had a negative correlation with visual flow and a positive correlation with running speed, on average (Figure 2B) . When comparing the entire population of neurons, we found that, in CT mice, neurons with a positive correlation with running speed tended to have a negative correlation with visual flow, whereas in NT mice neurons with a positive correlation (B) for CT (n = 9) and NT mice (n = 9). Error bars indicate SEM. Mann-Whitney U test, p = 0.04. (D) Spiking output of a simple conductance-based leaky integrate-and-fire neuron (LIF) was convolved with a unitary calcium-kernel to simulate neuronal activity during closed-loop and open-loop sessions. Excitatory and inhibitory inputs were approximated by running speed (aR) and visual flow (bV); e.g., for scaling factors a > 0 and b < 0, excitatory input is proportional to running speed, and inhibitory input is proportional to visual flow. By varying a and b systematically, we calculated correlation maps with data from open-loop sessions. The scaling factors maximizing the correlation map were used to simulate activity during closedloop sessions ( Figure 2E with running speed tended to also have a positive correlation with visual flow. We quantified this interaction for every mouse as the angle (A) of the first principal component of the correlation scatterplot and found that, in CT mice, this angle was on average negative (À41 ± 10 , mean ± SEM), whereas in NT mice it was on average positive (9 ± 13 , mean ± SEM; Figures 2B and  2C ). This suggests that visuomotor coupling establishes a balance between inhibition and excitation, such that those layer 2/3 excitatory neurons that are strongly activated by running also are also strongly inhibited by visual flow.
To test this model further, we implemented a conductance based leaky-integrate-and-fire (LIF) model (Salinas and Sejnowski, 2001 ) with two free parameters: a scaling factor for the running-related input (a) and a scaling factor for the visual input (b), which were used to modulate the excitatory and inhibitory conductances. The spiking output of the LIF model was convolved with a calcium kernel to generate a simulated calcium response (Figures 2D and 2E; see STAR Methods) . Using data from openloop sessions, we optimized the correlation between the model output and neural activity with a grid search over a and b for every excitatory neuron. We then predicted the activity of each excitatory neuron during the closed-loop session by using visual flow and running speed of that session as inputs to the LIF model optimized for the particular neuron ( Figure 2E ). We found that the average fraction of explained variance, estimated by a cross validation approach on the open-loop session data (see STAR Methods), was twice as large when using a model based on visual flow and running speed as when using a model based on just visual flow or just running speed (full model R 2 = 0.06; just visual flow R 2 = 0.02; just running speed R 2 = 0.03; p < 0.01 for both comparisons, Mann-Whitney U test; Figure 2F ). We then averaged the correlation maps generated by the grid search (see STAR Methods) for excitatory neurons with a significantly positive response to mismatch and found that activity of these neurons could be best approximated when the motor-related conductance is positive (a > 0) and the visual conductance is negative (b < 0) ( Figure 2F ). This shows that mismatch responses in excitatory neurons can be explained by a combination of an excitatory motor-related input and inhibition by visual flow. Consistent with a visually driven inhibition of mismatch neurons, mismatch responsive neurons exhibited a decrease of activity in response to the onset of visual flow in open-loop conditions ( Figures S3A-S3C ).
SST Interneurons Decrease Activity during Mismatch
As most long-range inputs to V1 are excitatory, feedforward visual inhibition would need to be relayed by local inhibitory neurons. These neurons would have to be strongly driven by visual flow and, as a consequence, decrease activity in response to a brief stop in visual flow during mismatch and playback halt. To probe the responses of different inhibitory neuron subtypes, we repeated the training and imaging protocol using four different Cre driver lines to selectively express GCaMP6f (AAV2/1-EF1a-DIO-GCaMP6f-WPRE) in SST (Taniguchi et al., 2011) , vasoactive intestinal polypeptide (VIP) (Taniguchi et al., 2011) , parvalbumin (PV) (Hippenmeyer et al., 2005) , or neuropeptide-Y (NPY) (Gong et al., 2007) interneurons. The SST-Cre, VIPCre, and PV-Cre lines collectively target approximately 80% of interneurons in mouse V1 and the labeled populations are largely non-overlapping (Pfeffer et al., 2013) . We found that SST interneurons exhibited a higher correlation with visual flow than other interneuron subtypes or excitatory neurons ( Figure 3 ). Moreover, of the four interneuron subtypes, only SST interneurons responded, on average, with a drop in activity to a brief stop in visual flow both during mismatch and playback halt ( Figure 4A ). Notably, this decrease in average activity on visual flow halt was independent of visuomotor experience, as it was present in both CT (five mice, 118 neurons) and NT mice (five mice, 157 neurons), indicating that the visual input onto SST neurons is established independently of motor-related input. Locomotion strongly increased visual responses in SST interneurons ( Figure 4B ), but running-onset responses were almost completely absent in darkness ( Figure S3D ), consistent with a predominantly visual drive to SST interneurons. Overall, the responses of SST interneurons to mismatch were diverse ( Figure S3E ), indicating that SST expression does not mark one homogeneous functional class of interneurons.
The mismatch and playback halt responses of VIP interneurons were independent of visuomotor experience. In both CT and NT mice, they responded with an increase of activity to mismatch but not to playback halt ( Figure 4C ; CT: three mice, 189 neurons; NT: three mice, 137 neurons). Given that VIP interneurons receive direct inhibitory input from SST interneurons (Pfeffer et al., 2013) , mismatch responses may result from the combination of a running-related excitatory input to VIP interneurons (Fu et al., 2014 ) and a relief from SST interneuron-mediated inhibition. Interestingly, running-related input to VIP interneurons was strongly experience dependent. VIP interneurons were driven only by running onset during closed-loop sessions in CT but not in NT mice ( Figure 4D ). Consistent with the strong reduction of running-onset responses in SST interneurons in darkness, a running-related input to VIP interneurons in NT mice was unmasked in darkness ( Figure S3F ). Taken together, our findings suggest that the inhibitory connection from SST interneurons onto VIP interneurons is stronger in absence of visuomotor experience.
Finally, responses in both PV interneurons (CT: five mice, 498 neurons; NT: six mice, 344 neurons) and NPY interneurons (CT: three mice, 189 neurons; NT: three mice, 137 neurons) were behavioral state and visuomotor-experience dependent. These two interneuron subtypes were activated by mismatch in CT mice but unresponsive to mismatch in NT mice and unresponsive to playback halt in both CT and NT mice . This highly selective response to mismatch in CT mice could be a direct consequence of the stronger activation of the excitatory neuron population in CT mice in response to mismatch ( Figure 1E ). Either excitatory neurons recruit PV and NPY interneurons only above a given activity level or the calcium dynamics in PV and NPY interneurons are such that we are unable to measure activity changes below a given threshold. Note, however, that such a simple measurement threshold cannot account for the observation that in CT mice the population response of excitatory neurons to running onset is smaller than that to mismatch ( Figures 1E and 1F ), but the running-onset response of PV interneurons is larger than that to mismatch (Figures 4E and 4F) . One potential consequence of a selective activation of PV interneurons in CT mice is that the PV activation could lead to a response normalization in excitatory neurons (Wilson et al., 2012) that narrows the population response to mismatch. Consistent with this, we found that the distribution of mismatch responses is narrower in CT mice ( Figure S3J ). This narrowing of the distribution of mismatch responses could function to make mismatch responses more selective to one particular type of mismatch.
Our data indicate that layer 2/3 excitatory mismatch neurons and a subset of VIP interneurons receive excitatory, motorrelated input, while a subset of SST interneurons is more strongly driven by visual flow. Consistent with the finding that SST interneurons receive strong input from surrounding excitatory neurons (Adesnik et al., 2012; Fino and Yuste, 2011; Jiang et al., 2015) , we found that excitatory neurons whose activity correlates positively with visual flow (CT: 24% or 539 of 2,259 of neurons; NT: 24% or 513 of 2,104 neurons) exhibit a decrease in activity on mismatch similar to SST interneurons ( Figure S1J ). Based on the connectivity motif of excitatory neurons, SST and VIP interneurons (Pfeffer et al., 2013; Pi et al., 2013) , we propose a schematic model circuit to explain mismatch responses in layer 2/3 excitatory neurons ( Figure 5A ). SST interneurons target the apical dendrites of layer 2/3 excitatory neurons . A reduction of visual input onto SST interneurons during mismatch thus relieves the apical dendrite of inhibition and would allow excitatory motor-related input to activate the neuron. Based on this model, we predict that both SST interneuron activation and inhibition should lead to a decrease of the mismatch response in excitatory neurons but should have opposing effects on running-related activity in excitatory neurons ( Figure 5B ). To test this, we pharmacogenetically manipulated the activity of SST interneurons using designer receptors exclusively activated by designer drugs (DREADDs) (Armbruster et al., 2007) . We injected either AAV-EF1a-DIO-hM4D(Gi)-mCherry or AAV-EF1a-DIO-hM3D(Gq)-mCherry into V1 of normally reared SST-Cre mice. In addition, we unconditionally transfected neurons with GCaMP6f to record mismatch and running related activity in putative excitatory neurons. Note that in these experiments we cannot exclude the possibility that some of these putative excitatory neurons are non-SST For both CT and NT mice, SST interneurons responded with a decrease in activity to mismatch and playback halt. Orange area indicates duration of mismatch; shading indicates SEM. Note that all data presented in (A)- (F) are from the first imaging day. The data in the different curves are compared bin-by-bin (100-ms bins) using a Student's t test. Bins with a significant difference (p < 0.01) are marked by a black line above the curves; those without are marked as light gray (see STAR Methods). Each of the four comparisons is marked by a pair of line segments to the left, corresponding in color and line style to the data plotted, indicating which two curves are being compared. interneurons. We found that DREADD inhibition of SST interneurons led to an increase in running-related activity in excitatory neurons, while DREADD activation of SST interneurons led to a decrease in running-related activity ( Figure 5C ). In addition, both inhibition and activation of SST interneurons led to a decrease in the mismatch response of excitatory neurons (Figures 5D and 5E) . These results are consistent with a model of mismatch computation in which mismatch responses in layer 2/3 neurons are the result of a relief of SST interneuron-mediated inhibition. To test the effect of a transient manipulation of SST and VIP activity on mismatch responses, we injected AAV-EF1a-GCaMP6f and either AAV-EF1a-DIO-ChrimsonRtdTomato (Klapoetke et al., 2014) or AAV-CAG-FLEX-ArchTtdTomato (Han et al., 2011) into V1 of normally reared SST-Cre mice and VIP-Cre mice. We then identified putative excitatory mismatch neurons based on their responses to mismatch events in closed-loop sessions (in the following simply referred to as mismatch neurons) and measured the responses of these neurons to brief (1 s) activation or inhibition of SST or VIP interneurons (see STAR Methods). We found that activation of SST interneurons resulted in an inhibition of mismatch neurons that was strong enough to fully suppress mismatch responses in mismatch neurons when SST interneurons were activated concurrently with a mismatch event ( Figure 6A ). Consistent with this, inhibition of SST neurons resulted in an activation of mismatch neurons and concurrent inhibition of SST interneurons with a mismatch event resulted in increased mismatch responses ( Figure 6B ). Conversely, activation of VIP interneurons resulted in an activation of mismatch neurons and an increase of the mismatch response when VIP interneurons were activated Figure 4C ) interneurons from CT mice. During mismatch, visual flow is halted and the activity of SST interneurons decreases, thereby disinhibiting the apical dendrites of mismatch neurons and allowing the excitatory motorrelated input to activate the neuron. VIP interneurons amplify this effect by further suppressing SST interneuron activity. (B) Predicted effects of pharmacogenetic manipulation of SST interneurons on excitatory neurons. Idealized activity profiles of excitatory motor-related activity (purple line) and SST interneuron activity for a short period of running during a closed-loop session including a mismatch (onset marked by vertical line). In normal conditions (top), SST interneuron activity balances the motor-related input and the mismatch response of excitatory neurons is maximal (mismatch-triggered difference between excitatory and inhibitory input, orange shading). Inhibition of SST interneurons (middle) should result in a smaller mismatch-induced difference in inhibition and therefore a smaller mismatch response as well as increased running-related activity. Excitation of SST interneurons (bottom) should also result in smaller mismatch responses due to an over-inhibition of excitatory neurons but decreased running-related activity. (C) Mean running related activity before and 30 min after injection of DREADD activator Clozapine-N-oxide (CNO) (5 mg/kg i.p.) in mice expressing an inhibitory (left; 829 neurons, ***p < 0.001, Wilcoxon signed-rank test) or an excitatory (right; 411 neurons, ***p < 0.001, Wilcoxon signed-rank test) DREADD in SST interneurons. Error bars indicate SEM. (D) Average population mismatch responses of excitatory neurons before (green trace) and 30 min after (yellow trace) the injection of CNO in mice expressing an inhibitory DREADD in SST interneurons (four mice, 829 neurons). Orange bar indicates duration of mismatch; shading indicates SEM. Statistical comparisons as in Figure 1E . (E) Same as in (D) , but for mice expressing an excitatory DREADD in SST interneurons (two mice, 411 neurons). See also Figure S7. concurrently with a mismatch event ( Figure 6C ). Finally, inhibition of VIP interneurons resulted in an inhibition of mismatch neurons that was strong enough to suppress mismatch responses (Figure 6D) . Note that even though these effects were stronger for mismatch neurons than for putative excitatory neurons that did not respond to mismatch ( Figure S4 ), it is very likely only a subset of SST and VIP interneurons that are part of the circuit involved in mismatch responses in excitatory neurons. In summary, these results are consistent with the classical cortical SST-VIP disinhibitory circuit (Pfeffer et al., 2013; Pi et al., 2013) and suggest that this circuit plays a central role in mismatch computation with mismatch neurons under inhibitory control of SST interneurons. Thus, the relief of SST-mediated visual inhibition combined with a top-down motor-related excitatory drive can account for visuomotor mismatch responses in layer 2/3 excitatory neurons.
To test whether both CT and NT mice learn to perform visuomotor tasks after exposure to visuomotor coupling, we repeated the training protocol with a separate cohort of mice. Instead of going through the imaging paradigm after coupled or noncoupled training, these mice were trained either to navigate a 2-dimensional (2D) virtual environment or to detect mismatch (see STAR Methods). Both CT and NT mice learned to perform the 2D virtual locomotion task over the course of six training sessions of 1 hr each ( Figures S5A and S5B) . Also, both CT and NT mice learned to report the occurrence of mismatch over the course of three to five training sessions of 1 hr each ( Figure S5C ). These findings suggest that visuomotor coupling rapidly establishes normal visuomotor processing even after prolonged absence of coupling in NT mice.
Normal Visuomotor Experience Restores Normal Visuomotor Integration in V1
Given that both CT and NT mice learned to perform visuomotor tasks over the course of a few days, visuomotor coupling should rapidly restore normal visuomotor processing in V1. To quantify the change in neural processing in V1 with the exposure to visuomotor coupling, we measured mismatch responses in both CT and NT mice over the course of 8 days following restoration of visuomotor coupling (exposure to both open-loop and closedloop conditions and normal visuomotor experience with the transfer to rearing in a normal light/dark cycle; Figure 1A) . We found that mismatch responses of excitatory neurons in CT and NT mice equalized rapidly with normal visuomotor experience ( Figures 7A-7C ). The population mismatch responses of SST and VIP interneurons remained stable throughout the course of the experiment for both CT and NT mice (Figures 7D and 7E). This is consistent with the idea that the mismatch response of VIP and SST interneurons developed independent of visuomotor coupling. Similar to excitatory neurons, mismatch responses in PV and NPY interneurons equalized after restoration of normal visuomotor coupling ( Figures 7F and S6A) . Interestingly, we found not only an increase of mismatch responses Figures 2B and 2C ; see STAR Methods) relative to the y axis for CT and NT mice as a function of imaging days. Gray area indicates dark rearing; error bars indicate SEM. *p < 0.05, **p < 0.01, ***p < 0.001, n.s., not significant, p R 0.05, Mann-Whitney U test. (H) Average pupil dilation in response to mismatch and playback halt for CT (25 mice) and NT mice (25 mice; see STAR Methods) on the first imaging day. Orange area indicates duration of mismatch; shading indicates SEM. Statistical comparisons as in Figure 1E , but for p < 0.05. (I) Average pupil dilation in response to mismatch and playback halt a function of imaging days for CT and NT mice. Gray area indicates dark rearing; error bars indicate SEM. *p < 0.05, **p < 0.01, ***p < 0.001, Mann-Whitney U test. See also Figures S5 and S6. in NT mice with exposure to closed-loop sessions and normal visuomotor experience, but also a decrease of mismatch responses in CT mice with exposure to open-loop sessions and normal visuomotor experience. Similarly, we found that for the distribution of visual flow and running speed correlations, the angle of the first principle component ( Figures 2B and 2C ) equalized and approached zero for both CT and NT mice ( Figures 7G  and S6B ). To quantify the behavioral response to mismatch on a timescale similar to that of the equalization of neural dynamics, we measured pupil dilation in response to mismatch. Mice exhibited a small but measurable pupil dilation response with a delay of approximately 450 ms after the neural response to a mismatch (400 ms for CT, 500 ms for NT; see STAR Methods; Figure 7H ). This pupil dilation response was larger in CT mice and may reflect a startle response. The pupil dilation response also equalized with restoration of normal visuomotor experience, with the same time course as neural activity ( Figure 7I ). Altogether, these results suggest that the artificial restriction of visuomotor coupling to only a subset of movements (forward locomotion and eye movements) leads to an overrepresentation of the visuomotor processing of these movements that needs to be unlearned for the restoration of normal visuomotor behavior. This is consistent with the finding that a lack of visuomotor coupling for a specific range of movements leads to behavioral impairments that are specific to those movements (Hein and Held, 1967) .
DISCUSSION
Here, we have shown that the development of responses to a mismatch between predicted and actual visual feedback in mouse V1 critically depends on coupled visuomotor experience. These mismatch responses are thought to be the consequence of predictive coding strategies that involve a comparison of actual and predicted sensory feedback to compute a prediction error or feedback mismatch. In this framework, predictions of sensory feedback are based on an internal model of the environment. Deviations from predictions in the form of mismatch signals are then used to update the internal model (Bastos et al., 2012; Rao and Ballard, 1999) . As a consequence, it is likely that predictions are systematically shaped by experience and can adapt to changes in the coupling between motor output and sensory feedback.
The mismatch responses we describe here could be the result of a weak excitatory visual response to the playback halt stimulus that is amplified by a running-related input. As mismatch is generated simply by halting visual flow, this would mean that the visual feature driving mismatch responses is either the negative acceleration of visual flow or simply a stationary grating viewed while running. However, any model for mismatch responses based on an excitatory visual drive fails to explain why mismatch responses scale linearly with the difference between running speed and visual flow speed in open-loop sessions (Zmarz and Keller, 2016) . Additionally, a model for mismatch responses based on an excitatory visual input cannot explain why mismatch responses tend to decrease activity on playback onset (Figures S3A-S3C) .
Our results are consistent with a model in which sensorimotor mismatch signals are computed locally in layer 2/3 by a comparator circuit that is shaped by experience. In this circuit, inhibition by visual flow is balanced against an excitatory motor-related input in mismatch neurons. SST interneurons mediate the inhibition by visual flow, while mutual inhibition between VIP and SST interneurons (Pfeffer et al., 2013) acts to amplify the responses of SST interneurons. Even though the average response of SST interneurons to mismatch is a decrease in activity, this effect is carried by only a subset of SST interneurons. Moreover, although such a simplified model is sufficient to explain mismatch responses, the interactions between the different interneuron subtypes are in all likelihood much richer than schematically summarized here. PV interneurons, for example, could act to normalize the mismatch response in excitatory neurons (Hofer et al., 2011; Kerlin et al., 2010) .
Given that SST interneurons provide visual inhibition to excitatory mismatch neurons and that mismatch responses in SST interneurons do not depend on visuomotor experience ( Figure 4A ), it is likely that visuomotor experience predominantly modifies the synaptic inputs onto the excitatory neuron. In this way, a balance of excitation and inhibition is established, possibly via mechanisms similar to those resulting in the establishment of the balance between feedforward excitation and inhibition mediated by PV interneurons (Xue et al., 2014) . Note that the type of mismatch neuron we describe here balances an excitatory top-down input against an inhibition by visual flow and is active when there is less visual input than predicted. Conversely, if a neuron balances an inhibitory top-down input against an excitatory feedforward input, it would signal a visual input that is stronger than predicted. Such a neuron would have classic visual responses in a passively observing animal. Computationally these two circuits are symmetric and would merely signal different types of mismatch ( Figure S7 ).
We speculate that the framework of predictive coding can be used to describe cortical processing of sensory feedback for every movement that results in a predictable change of sensory input. We propose that the comparison of sensory input with a top-down prediction may be a general principle of cortical function, where predictions from higher areas are continuously compared to signals from lower areas, and mismatches between the two are used to refine these predictions (Clark, 2013; Friston, 2010) . It is intriguing to speculate that impairments in this comparison may underlie cortical dysfunctions where the balance between predictions and sensory input is systematically perturbed (Frith et al., 2000; Sinha et al., 2014) .
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: Virtual reality setup (Leinweber et al., 2014 ) Custom
CONTACT FOR REAGENT AND RESOURCE SHARING
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Georg B. Keller (georg.keller@fmi.ch).
EXPERIMENTAL MODEL AND SUBJECT DETAILS
The data for Figures 1-4 (Gerfen et al., 2013) (n = 16). The data for Figure S2 were collected from 6 C57BL/6J mice and experiments started at P30. The data for Figure 5 were collected from a total of 6 SST-Cre mice, 7-16 weeks of age at the start of the experiment. The neural activity data for Figure 6 were collected from 9 SST-Cre mice and 7 VIP-Cre mice 7-16 weeks of age at the start of the experiment. The behavioral data for Figure S5 were collected from 15 C57BL/6J mice, experiments were started on P30. For all experiments, mice were group housed throughout and both female and male mice were used. Unless stated otherwise, mice were housed in a 12 hr/12 hr light/dark cycle. All animal procedures were approved by and carried out in accordance with guidelines of the Veterinary Department of the Canton Basel-Stadt, Switzerland.
METHOD DETAILS Surgery
Mice were briefly anesthetized with isoflurane and then received a subcutaneous injection of a Fentanyl (0.05 mg/kg; Actavis), Midazolam (5.0 mg/kg; Dormicum, Roche) and Medetomidine (0.5 mg/kg; Domitor, Orion) mixture. A 4 mm craniotomy was made over the right V1, centered on 2.5 mm lateral and 1 mm anterior of lambda. We labeled neurons with a calcium indicator by injecting an AAV2/1 vector (see section ''Viral constructs'' below for details) into right monocular V1, centered on 2.5 mm lateral and 0.5 mm anterior of lambda (3-4 injections per mouse, approx. 100-150 nL per injection). A 4 mm circular cover glass was glued in place using gel superglue (Ultra Gel, Pattex). The remaining exposed surface of the skull was scored with a needle to increase adhesion with glue and dental cement, and covered with Histoacryl (B. Braun). A titanium head bar was fixed to the skull using dental cement (Paladur, Heraeus Kulzer) (Leinweber et al., 2014) . Mice were returned to their home cage after anesthesia was antagonized by an intraperitoneal injection of a Flumazenil (0.5 mg/kg; Anexate, Roche) and Atipamezole (2.5 mg/kg; Antisedan, Orion Pharma) mixture.
DREADD and optogenetic experiments
We used 7 to 16 weeks old male and female SST-Cre mice (for DREADD and optogenetic experiments) and VIP-Cre mice (for optogenetic experiments) that were reared in normal conditions. Craniotomy, virus injection, and headbar fixation was performed as described above. Mice were habituated to the setup, and imaging experiments started 2 weeks post surgery.
Viral constructs
We used AAV2/1-EF1a-GCaMP5 (titer: 3.4 * 10 11 GC/ml) for wild-type, EF1a-CGaMP6f (titer: 5.6 * 10 11 -4.4 * 10 12 GC/ml) for vGATCre x Ai14, pharmacogenetic, and optogenetic experiments, and EF1a-DIO-GCaMP6f (titer: 3.0 * 10 11 -7.8 3 10 11 GC/ml) for inhibitory interneuron marker lines. To manipulate neural activity pharmacogenetically, we injected AAV2/1-EF1a-DIO-hM4D(Gi)-mCherry (titer: 7.0 * 10 11 GC/ml) or AAV2/1-EF1a-DIO-hM3D(Gq)-mCherry (titer: 3.4 * 10 11 GC/ml). For optogenetic manipulations of SST and VIP interneuron activity, we injected AAV2/1-EF1a-DIO-ChrimsonR-tdTomato (titer: 2.2 * 10 11 GC/ml) or AAV1-CAG-FLEX-ArchTtdTomato (titer: 3.1 * 10 12 GC/ml). We initially attempted to label Cre-positive interneurons by means of a floxed RFP virus (AAV2/1-EF1a-DIO-tdTomato) and bulk label all neurons with an unconditional GCaMP6f (AAV2/1-EF1a-GCaMP6f) to concurrently record the activity of the selected interneuron type and all other neurons. However, for reasons unclear to us, this led to a very low co-labeling yield and signals in interneurons were often contaminated by the much stronger signals in surrounding excitatory neurons. We speculate that the reason for this may be that the promoter used (EF1a) to drive the GCaMP6f expression is stronger in excitatory neurons than interneurons.
Virtual reality environment setup
The setup is based on the design of Dombeck and colleagues (Dombeck et al., 2007) . Briefly, mice were head-fixed and free to run on an air-supported spherical treadmill. Rotation of the ball was restricted around the vertical axis with a pin. The virtual reality environment was projected onto a toroidal screen covering approximately 240 degrees horizontally and 100 degrees vertically of the mouse's visual field using a projector (Samsung SP-F10M) synchronized to the resonant scanner of the two-photon microscope. The virtual environment consisted of an infinite corridor with walls patterned with vertical sinusoidal gratings with a spatial frequency of approximately 0.04 cycles per degree (Leinweber et al., 2014) .
Two-photon imaging
Functional two-photon calcium imaging was performed using 2 custom-built two-photon microscopes (Leinweber et al., 2014) . Illumination source was a tunable femtosecond laser (Insight, Spectra Physics; Coherent Chameleon) tuned to 990 nm (930 nm for simultaneous optogenetic stimulation). Emission light was band-pass filtered using a 525/50 filter for GCaMP and a 607/70 filter for tdTomato/mCherry (Semrock) and detected using a GaAsP photomultiplier (H7422, Hamamatsu). Photomultiplier signals were amplified (DHPCA-100, Femto), digitized (NI5772, National Instruments) at 800 MHz, and band-pass filtered around 80 MHz using a digital Fourier-transform filter implemented in custom-written software on an FPGA (NI5772, National Instruments). The scanning system of the microscopes was based either on a 12 kHz or an 8 kHz resonant scanner (Cambridge Technology). Images were acquired at a resolution of 750 3 400 pixels (60 Hz / 40 Hz frame rate, respectively), and a piezo-electric linear actuator (P-726, Physik Instrumente) was used to move the objective (Nikon 16x, 0.8 NA) in steps of 15 mm between frames to acquire images at 4 different depths. This resulted in an effective frame rate of 15 Hz or 10 Hz, respectively. The field of view was 375 mm x 300 mm.
Simultaneous two-photon imaging and optogenetic stimulations ChrimsonR or ArchT stimulation and functional imaging of GCaMP6f-expressing neurons was done by using a modified Thorlabs B-Scope with a 12 kHz resonance scanner (Cambridge Technology) for line scanning. Illumination source for the optogenetic stimulation was a fast LED (UHP-T-595, Prizmatix) with a wavelength of 595 nm and which allowed fast TTL triggered operation. For spectral filtering we used a dichroic mirror (ZT775sp-2p, Chroma) to combine the two-photon laser and stimulation light. A second long-pass dichroic mirror (F38-555SG, Semrock) was used to split the GFP emission from both illumination light sources. Light leak from the 595 nm stimulation LED was reduced by synchronizing the LED light output to the turnaround times of the resonant scanner (during which imaging data were not acquired). Lastly, amplified PMT signals were digitally bandpass filtered at 80 MHz to reduce the effect of ringing in the amplifier. This allowed for near stimulation-artifact free synchronous imaging and optogenetic stimulation.
Experimental design
Mice were kept in the dark for an additional 2 days following surgery, after which they were introduced to the virtual reality environment. Mice were briefly anesthetized with isoflurane in the dark and then head-fixed on the setup. CT and NT mice were trained in pairs. The visual flow projected onto both screens was coupled to the locomotion of the CT mouse ( Figure 1B ; Movies S1). For dark training, mice were head-fixed and trained on the setup in complete darkness. All mice were free to run on the ball throughout training. In total, all CT, NT, and DT mice underwent 6 training sessions of 2 hr every other day ( Figure 1A) .
The first imaging experiment was performed 2 days after the last training session. The design of the imaging experiments was as previously described (Keller et al., 2012) . Typically, an imaging experiment consisted of 1 closed-loop session and 2 open-loop sessions. In closed-loop sessions, the visual flow was coupled to the locomotion of the mouse, and was randomly perturbed with brief (1 s) halts (mismatch; one perturbation every 15 s on average). In open-loop sessions, the visual flow generated in the closed-loop session (including perturbations, here referred to as playback halt) was replayed to the mouse independent of its locomotion. For some mice, open-loop sessions were followed by a dark session, where the virtual reality and all other light sources in the room were turned off. Each closed-loop, open-loop or dark session lasted 500 s. To minimize the effect of altered visuomotor experience (non-coupled experience in open-loop sessions for CT mice, and vice versa), we controlled the visual stimuli between imaging sessions so as to be the same as they were experienced in the training sessions, such that CT mice experienced closed-loop conditions (no perturbations) and NT and DT mice experienced open-loop conditions. Mice were kept in darkness between training and imaging sessions until after the second imaging session at which point they were transferred to a normal 12 hr/12 hr light/dark cycle ( Figure 1A ). Note that DT mice were only imaged on time points 1 and 2.
At the end of each experiment intrinsic optical imaging was performed as described previously (Zmarz and Keller, 2016) to verify that the retinotopic location of recording sites corresponded to a part of the visual field covered by the toroidal screen.
Mismatch detection paradigm and 2D virtual locomotion task
Mice were dark-reared from birth and trained as either CT or NT, as described above. After the last training session, mice were water restricted. Throughout these experiments mice received water in the training paradigms. We monitored body weight of the mice and water was supplemented if body weight dropped below 80% of initial weight. Mice were first habituated to the setup and the lick spout in 2 sessions of 1 hr each. Experiments started 2 days after the last training session. For the mismatch detection paradigm, we put the mice into the same virtual reality environment as described above in a closed-loop configuration including visual perturbations (mismatch) as described above. A droplet (approx. 10 ml) of sucrose solution (15% in water) was delivered 100 ms after a mismatch via a metal spout placed in front of the mouse's snout. As mice learned the task, we observed anticipatory licking, which manifested as mice starting to lick during the 1 s mismatch, prior to reward delivery. A single experiment consisted of a 1 hr closedloop session during which the mice received approximately 100 reward for a total of approximately 1 mL of sucrose solution. To assess learning for each mouse, the distribution of lick response times from the first training day was compared to the distribution of lick response times to the last training day using a Mann-Whitney-U test.
For the 2D virtual locomotion task, mice learned to navigate a virtual tunnel to a reward area. Mice had to learn to control heading in the virtual tunnel by rotating the ball (rotation of the ball around the vertical axis was not restricted). Upon reaching the reward area, mice received a droplet (approx. 10 ml) of sucrose solution (15% in water) via a lick spout. After a brief timeout (2 s), the position of the mouse in the virtual reality was reset to the starting location. The virtual tunnel was kept very short initially and the tunnel length was increased progressively as mice learned the task, such that the average number of reward received per minute was held approximately constant (at 1.3 reward per min). The behavior was quantified as the amount of time the mice spent running in the direction of the reward area (±36 from reward-area direction) normalized by the total time spent running. To quantify learning, the fraction of time spent running toward the target during training session 1 was compared to the fraction of time spent running toward the target on the last session for each mouse using a Student's t test.
QUANTIFICATION AND STATISTICAL ANALYSIS
Extraction of neuronal activity Calcium imaging data were processed as previously described (Keller et al., 2012) and all data analysis was done in MATLAB (MathWorks). Briefly, raw images were full-frame registered to correct for brain motion. Neurons were manually selected based on mean and maximum fluorescence images. Raw fluorescence traces were corrected for slow drift in fluorescence using an 8th-percentile filtering with a 15 s window (Dombeck et al., 2007) . DF/F traces were calculated as mean fluorescence in a selected region of every imaging frame and subsequently subtracted and normalized by the median fluorescence.
Data analysis
The details of the statistical analysis are noted in the figure legends. We did not test the distribution of the data for normality. To quantify average response traces, we first calculated the average event-triggered fluorescence trace for each neuron. The responses of all neurons were then averaged and the baseline (mean DF/F in a 0.5 s window pre event onset) was subtracted. To quantify the significance of the difference of two average calcium responses as a function of time, we performed a separate Student's t test for every bin of the calcium trace (10 Hz or 15 Hz) and marked bins as significantly different for p < 0.01. For visual clarity, we removed isolated significant bins, such that a significant bin was only marked if at least one of the two neighboring bins was also significant.
To calculate the average response of each neuron to mismatch or playback halt, we first calculated the difference between the average event-triggered response and the average response to 1000 randomly triggered events to generate a random-corrected trace. Average responses to mismatch and playback halt were then calculated as the mean fluorescence of the random-corrected average in a response window minus the mean fluorescence in a baseline window for each neuron (the response window for mismatch, playback halt, running onset and playback onset was +500 ms to +1500 ms, and the baseline subtraction window was À1000 ms to 0 ms). To determine the significance of a neuron's response, we calculated individual neuron responses to each mismatch event as described above and compared this distribution to the distribution generated by 1000 randomly triggered events. Significance was determined with a two sided Mann-Whitney-U test (p < 0.05). For mismatch and random events to be included in the analysis, mice had to be running above threshold (10 À2 cm/s) before and after event onset (from À600 ms to + 1100 ms). In addition, for playback halt events to be included, mice had to be stationary during the playback halt (no running from À600 ms to +1100 ms). For running onset, mice had to be stationary for at least 600 ms prior to the running onset and continue running for 1100 ms above threshold following the onset. Similarly, for playback onset (quantified only during open-loop sessions) there had to be no visual flow for 600 ms prior to visual flow onset, followed by continuous visual flow above threshold for at least 1100 ms after onset, mice had to be stationary during this time.
To determine correlation between mismatch responses and playback halt responses (Figures S1F and S1G), we calculated Pearson's linear correlation coefficients for each mouse between the vector containing the mismatch responses of all neurons and the vector containing the playback halt responses for each neuron.
To calculate the response to playback onset as a function of visual flow speed and running speed ( Figures S3B and S3C ), we calculated the response to each playback onset for each neuron as the mean fluorescence in a response window minus the mean fluorescence in a baseline window (the response window was +1000 ms to +3000 ms, and the baseline window was À1000 ms to 0 ms). All playback onset events were used, irrespective of the running behavior. The same response window was also used to determine the visual flow speed and the running speed. For Figure S3B , The data were then split into different bins according to the visual flow speed. For each bin, both visual flow speed and playback onset response were then averaged. To estimate the baseline response (response to stationary grating), we calculated the response as described above, but for periods of no visual flow (stationary grating from a À2000 ms to +3000 ms). For Figure S3C , the data were split and averaged into different bins according to running speed.
We calculated Pearson's linear correlation coefficients to determine the correlation between individual neural activity and visual flow or running speed during the open-loop sessions. To minimize the influence of running-induced z-motion on the correlation coefficients, we calculated a threshold for each neuron (3.72 * standard deviation of the lower half of the fluorescence distribution) (Keller et al., 2012) and set all activity below this threshold to 1 (note that for DF/F, baseline is at 1). To calculate the average correlations over days (Figure 3) , we first calculated the average correlations per day and then averaged these across all imaging time points.
To calculate the principal component of the correlation distributions, we used the standard implementation available in MATLAB. We calculated the principal component for each imaging region separately. To calculate the average angle, we averaged the vector sum of the normalized principle components of all imaging regions.
We calculated the average traces for the optogenetic experiments (Figures 6 and S4 ), as described above. The remaining stimulation artifact was approximated as a box function and subtracted from the average stimulation response of each neuron. The amplitude of the box function was estimated as the average of the of the absolute difference between the calcium signal on frame n-1 and n, and m and m+1, where the stimulation light was switched on between frame n-1 and n and switched off between m and m+1. On average this signal was 0.8% dF/F and much smaller than the typical neural response (Figures 6 and S4) .
Average running speed during training and imaging sessions was calculated as the mean speed while the mouse was running above threshold (10 À2 cm/s). Fraction of time running during training and imaging sessions was calculated as the fraction of time running speed was above threshold (10 À2 cm/s) over total session duration. Note that during imaging sessions, fraction of time spent running and average running speed were calculated on the combined closed-loop and open-loop sessions.
Modified leaky integrate-and-fire neuron model
The model consists of a modified conductance based leaky integrate-and-fire neuron (LIF) where inhibitory and excitatory conductances are linear combinations of running speed and visual flow speed. Parameters were adapted from (London et al., 2008; Salinas and Sejnowski, 2001 ). The membrane voltage was updated according to:
where dt = 1 ms; t M = 15 ms; E L = À 59 mV; E ex = 0 mV and E in = À 78 mV: When the voltage crossed the threshold (À40 mV), it was reset to V R = À 48 mV. The refractory period was 6 ms. The excitatory and inhibitory conductances were updated according to: The parameters were adjusted to the calcium indicator used and are based on estimates of published data (Chen et al., 2013) (for GCaMP5: a = 0.05, t = 1.5 s; for GCaMP6f: a = 0.08, t = 1 s) and the resulting trace F was downsampled to match the imaging frequency.
To predict neural activity of excitatory neurons during closed-loop sessions ( Figure 2E) , we trained the model on all available openloop session data. We chose a correlation-based approach to find optimal values for a and b for every neuron. To maximize the correlation between simulated activity and neural activity, we employed a grid search approach. Neural activity was simulated over a wide range of combinations of the parameters a and b. We then calculated the correlation coefficient (Pearson's linear correlation) between simulations and the activity of a neuron, resulting in correlation maps ( Figures 2D and 2F ) characteristic for each neuron. The values of a and b resulting in maximal correlation were chosen to simulate activity during closed-loop sessions. To calculate average parameters a and b for the top 50% of excitatory mismatch neurons per mouse ( Figure 2F ), the vector v j = (b j ,a j ) was transformed into polar coordinates and the mean was then calculated as:
To estimate the fraction of explained variance (FEV) ( Figure 2F ), we used a cross validation approach. a and b were optimized as above, but using only 80% of the available open-loop session data. Optimal a and b were then used to predict the remaining 20% of the open-loop session. This was repeated 1000 times using randomly selected subsamples for training and testing. The FEV was estimated as the average squared correlation coefficient between prediction and actual neural activity. To estimate the FEV based on running speed only, b was held constant (b = 0), and similarly for simulations based on visual flow only, a was held constant (a = 0). All simulations were performed in MATLAB using custom-written code.
Pupil dilation analysis
Images of the left eye, contralateral to the craniotomy, were recorded with a CMOS camera at 30 Hz (DMKBUC03, Imaging Source). Pupil position was computed offline by smoothing and thresholding the images and fitting a circle to the pupil. Data containing eye blinks were excluded from analysis. To extract mismatch induced pupil diameter changes, we computed the difference between the average dilation triggered on mismatch and the average dilation triggered on 1000 randomly chosen onsets. Average responses to mismatch was calculated as the difference between the amplitude averaged over a window pre (À100 ms to 0 ms) and post (+500 ms to +1500 ms) mismatch on the random-subtracted traces. To quantify significant difference as a function of time, we used the same bin-by-bin comparison described for calcium responses above, but with black bars indicating p < 0.05. To determine neural response times, we calculated the time point of significant deviation between mismatch response traces of neurons with significant response to mismatch and randomly triggered traces (see above). For each neuron, we compared the fluorescence distributions of mismatch responses to random responses for each frame after the event onset (from 0 ms to +1500 ms). The response time was then taken as the first frame where the two distributions were significantly different (Mann-Whitney-U test, p < 0.05). The response time was only scored if the response distributions at 0 ms were not different and the responses diverged within the time window. This was the case for all excitatory neurons with significant response to mismatch. Pupil response times were calculated similarly.
DATA AND SOFTWARE AVAILABILITY
Requests for data and software should be directed to and will be fulfilled by the Lead Contact, Georg B. Keller (georg.keller@fmi.ch). Software for controlling the two-photon microscope and preprocessing of the calcium imaging data is available on https:// sourceforge.net/projects/iris-scanning/. (A) In a two-dimensional (2D) virtual locomotion task, water restricted mice need to learn to control a freely rotating styrofoam ball in order to traverse a linear corridor and reach a reward zone (blue shaded area). The length of the corridor was automatically increased as performance increased to keep reward rate constant. Upper panel: Sample trajectories of a single mouse in the 2D virtual environment on day 1. Trajectories were random; however, the tunnel was short (approximately 0.5 m) and mice obtained reward by chance. Once a reward was obtained, the mouse was teleported back to the beginning of the tunnel after a brief timeout (2 s) to start the next trial. Lower panel: Sample trajectories of the same mouse as in upper panel, but on day 6 when the mouse had learned the task (tunnel length approximately 6 m). (B) Both CT (6 mice) and NT mice (4 mice) learned the 2D virtual locomotion task over the course of 6 training sessions (1 hr per day). Task performance was quantified as the fraction of time spent running toward the reward zone. There was a significant increase from training session 1 to training session 6 for CT and NT mice (Student's t test). Shading indicates SEM. (C) In a mismatch detection task, mismatch is followed by a water reward (100 ms delay after end of mismatch). Behavior is quantified as the latency to the first lick relative to the water reward (see STAR Methods). Mice were water restricted and habituated to licking from the water spout prior to testing. In the first training sessions, mice only licked after reward delivery. Over the course of 3 to 5 training sessions (1 hr per day), both NT (n = 2) and CT (n = 3) mice started to lick during mismatch, before the reward was delivered. Orange area indicates mismatch. Shown is the mean time to the first lick as a function of the fraction of reward obtained throughout training. To assess learning, we compared the distribution of the lick times of the first training session to the last training session for each mouse (sided Mann-Whitney-U test, p values indicated adjacent to learning curve). In the cortical hierarchy, inputs to a layer 2/3 neuron can be divided into four different functional types: feed-forward excitatory, feed-forward inhibitory, top-down excitatory, top-down inhibitory. In this simplified model we will ignore neuromodulatory inputs for the moment. Here we use the terms feed-forward and top-down to denote the functional type and not necessarily the anatomical origin of the signal. Visual inputs to a layer 2/3 neuron in mouse V1 could either originate directly in dorsal lateral geniculate nucleus, or layer 4 neurons, or could be relayed by other layer 2/3 neurons. We propose that through visuomotor learning a balance between excitatory and inhibitory inputs is established in three different categories. Either top-down excitatory input is balanced against feed-forward inhibitory input to form a mismatch signal (category I), or feed-forward excitatory input is balanced against top-down inhibitory input (category II), or feed-forward and topdown excitation are combined (category III). In this model mismatch corresponds to a negative prediction error that signals occurrences of less visual input than expected. Visual inputs of category II correspond to a positive prediction error signaling more visual input than expected. Lastly, there is a population of neurons that appears to combine excitatory motor-related and visual input (category III). This particular population of neurons is prominent in NT mice ( Figure 2B ). One could speculate that either this is the default or naive state of neurons in V1 before sensorimotor experience, or it is correlated with running speed and visual flow merely because it is comparing a top-down prediction of a movement whose frequency increases during locomotion. It is conceivable that a top-down prediction could for example be generated for visual feedback from eye movements. As the frequency of eye movements increases during running (Keller et al., 2012) , the frequency of eye-movement related prediction errors would increase during visual flow and during running. Hence such an eye-movement prediction error neuron would appear running and visual flow correlated. Similar arguments can be made for most movements that are not predictable simply by running speed, but whose frequency systematically increases during running. This is not an easily solvable problem as we typically do not have experimental access to predictions of sensory feedback based on internal models. Here we have used locomotion as a proxy for a prediction of visual flow and thereby artificially reduced predictions to one dimension (forward locomotion). A more complete description of the behavior and the dynamics of the top-down inputs to V1 would have to be measured simultaneously to make a more informed estimate of the specific form of top-down predictions. Note that in the absence of a top-down prediction (e.g., in experiments on anaesthetized or immobile animals passively viewing moving stimuli) neurons in both categories II and III will appear to be purely visually driven.
Supplemental Figures

