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Abstract
Nuclear fusion could provide the solution to our rising energy demands in a world
where greenhouse gas emissions must be rapidly reduced (Germany plans a 55 % re-
duction by 2030, compared to 1990 levels). In order to have sufficient rates of fusion
a high-temperature, relatively dense plasma is required. Containing such a plasma for
long enough for fusion to occur at sufficient rates is challenging. One solution is to
confine the plasma with strong toroidal magnetic fields. Whilst this drastically im-
proves the confinement, particles and heat are still transported towards the reactor
walls, reducing the temperature and density, and posing a threat to wall components.
The main contribution to outward transport in fusion-relevant reactors comes from
turbulent fluctuations in the plasma potential and density. The aim of this thesis is
to investigate the effect of magnetic field geometry on the spatial, statistical and dy-
namical properties of turbulence in the confined region of the plasma, dominated by
drift-wave turbulence, and the region close to the reactor wall (scrape-off layer), where
the turbulence has an intermittent character due to outward-travelling high-amplitude
pressure perturbations, often called blobs. A high proportion of scrape-off layer trans-
port towards the reactor wall is due to blob filaments. The generation of blobs is known
to be linked to drift-wave turbulence, and so the intermittent nature of scrape-off layer
turbulence could have its origin in the confined plasma.
To gain an understanding of the intermittent properties of drift-wave turbulence,
simulations were carried out with a simple slab geometry model and compared to
experimental measurements at the stellarator TJ-K. It was found that the density
fluctuations become more intermittent with increasing plasma collisionality, due to
a progressive decoupling of density and potential fluctuations. An extended version
of the model, accounting for magnetic curvature, predicted more intermittent density
fluctuations on the outboard side of the reactor, where the normal curvature is negative.
Experiments showed that the most intermittent fluctuations are in fact shifted into the
region where the normal curvature is negative but the geodesic curvature is positive.
This shift could be understood by considering the spatial properties of the turbulence,
which enter into the density-potential coupling terms in the model. Furthermore, the
local magnetic shear was found to have a damping effect on drift-wave turbulence,
which locally reduces the cross-sectional areas of turbulent structures.
Blob dynamics were studied using a three-dimensional gyrofluid model, in which
blob filaments are generated self-consistently. An effect of the magnetic curvature
was found not only on the radial blob speeds, which is well known, but also on the
binormal velocity component. This result was also found in experiments at TJ-K,
where the geodesic curvature drive was shown to contribute significantly to poloidal
blob speeds. In addition, the structure of blob filaments was studied in the experiment.
It was found that the magnetic shear does not have a deforming effect, and that blobs
retain the filamentary form that they have near their generation region.
xi
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Kurzfassung
Kernfusion hat das Potenzial unseren Energiebedarf in einer Welt zu decken, in der die
Treibhausgasemissionen stark reduziert werden mu¨ssen (Deutschland plant eine 55 %
Reduzierung von Treibhausgasen bis 2030, im Vergleich mit dem Emissionspegel von
1990). Um aussreichende Fusionsraten zu erreichen, wird ein sehr heißes und relativ
dichtes Plasma beno¨tigt. Der Einschluss eines solchen Plasmas u¨ber eine genu¨gend
lange Zeit ist eine große Herausforderung. Eine Mo¨glichkeit ist, das Plasma mit
starken toroidalen Magnetfeldern einzuschließen. Aus diesem magnetischen Ka¨fig,
werden aber immer noch Teilchen und Wa¨rme an die Wa¨nde transportiert, was zu
geringeren Temperaturen und Dichten fu¨hrt und die Reaktorwa¨nde gefa¨hrdet. Der
Hautptteil des Transports nach außen wird durch turbulente Fluktuationen verursacht.
Das Ziel dieser Arbeit ist, den Einfluss der Magnetfeldgeometrie auf die ra¨umlichen,
statistischen und dynamischen Eigenschaften der Turbulenz zu untersuchen, sowohl im
driftwellendominierten eingeschlossenen Plasma als auch im a¨ußeren Randbereich (Ab-
scha¨lschicht). In der Abscha¨lschicht hat die Turbulenz einen intermittenten Charakter,
der sich in Form von auswa¨rtspropagierenden Drucksto¨rungen hoher Amplitude - so-
genannte ”Blobs” - zeigt. Ein hoher Anteil des Transports in diesem Bereich geschieht
durch Blobfilamente. Es ist bekannt, dass die Erzeugung von Blobs mit der Driftwellen-
turbulenz im Einschlussbereich verknu¨pft ist. Der Ursprung der Intermittenz von Ab-
scha¨lschicht-Turbulenz ko¨nnte folglich im eingeschlossenen Plasma liegen.
Die Intermittenzeigenschaften der Driftwellenturbulenz wurden mittels Simulatio-
nen in einfacher ebener Geometrie und experimentellen Messungen am Stellarator TJ-
K untersucht. Es wurde gefunden, dass die Dichtefluktuationen wegen einer progres-
siven Entkopplung der Dichte- und Potentialfluktuationen mit steigender Kollision-
alita¨t intermittenter werden. Ein erweitertes Modell, das die Magnetfeldkru¨mmung
beru¨cksichtigt, deutet auf intermittentere Dichtefluktuationen auf der a¨ußeren Seite
des Reaktors hin, wo die Normalenkru¨mmung negativ ist. Experimente zeigten je-
doch, dass die ho¨chsten Intermittenzgrade in den Dichtefluktuationen in Bereiche mit
positiver geoda¨tischer Kru¨mmung verschoben sind. Die Verschiebung konnte mit Hilfe
der ra¨umlichen Eigenschaften der Turbulenz erkla¨rt werden, die in den Kopplungsterm
des Modells mit eingehen. Außerdem wurde gezeigt, dass die lokale Magnetfeldver-
scherung die Driftwellenturbulenz da¨mpft, und den Querschnitt von Dichtesto¨rungen
lokal reduziert.
Mithilfe dreidimensionaler Gyrofluidsimulationen wurde die Blobdynamik unter-
sucht. Es wurde ein Einfluss der Magnetfeldkru¨mmung sowohl auf die radiale
Blobgeschwindigkeitskomponente als auch auf die binormale Komponente beobachtet.
Dieses Ergebnis wird durch Experimente am TJ-K besta¨tigt. Messungen zeigen, dass
der Antrieb durch geoda¨tischen Kru¨mmung einen signifikanten Beitrag zur poloidalen
Blobgeschwindigkeit leistet. Daru¨ber hinaus wurde die dreidimensionale Struktur von
Blobs im Experiment untersucht. Daher zeigt sich, dass die Magnetfeldverscherung
keinen deformierenden Effekt hat, und die Struktur am Blob-Geburtsort entlang der
Trajektorie beibehalten wird.
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Chapter 1
Introduction and objectives
The aim of contemporary fusion research is to attain the necessary reactor conditions
for the most readily achievable fusion reaction, which occurs between the two isotopes of
hydrogen, deuterium and tritium. If the nuclei of deuterium and tritium collide with
sufficient energy to overcome the electrostatic repulsion between protons, the short
range strong nuclear force will bind the isotopes, forming helium and a free neutron, as
well as releasing a total of 17.6 MeV of kinetic energy distributed between the reaction
products;
2
1H
+ + 31H
+ = 42He
2+ (3.5 MeV) + n (14.1 MeV). (1.1)
In a so-called burning fusion plasma the energetic helium ion sustains the fusion reac-
tion by transferring some of its kinetic energy to the deuterium and tritium fuel. The
uncharged neutron, on the other hand, can pass out of the plasma and contribute to
tritium creation as well as transfer its energy via scattering processes. The excess en-
ergy from these processes is then used for the generation of steam to drive turbines for
electricity production. There are two main research channels with the aim of achieving
controlled nuclear fusion on Earth: inertial confinement fusion, confining and heating
the plasma using high power lasers, and magnetic confinement fusion (MCF). Most
research world-wide is carried out in the field of MCF, including the work presented
here. In toroidal MCF devices a specific requirement is set on the triple product [1]
of plasma temperature, T , density, n, and energy confinement time, τE, which for a
deuterium-tritium fuel mix is given by
nTτE > 3× 1021m−3 keV s. (1.2)
Practical upper limits on the temperature and density, for which values of 10− 15 keV
and around 1 gm−3 are realistic, leave the confinement time as the parameter which
can be optimised. For relation 1.2 to be valid in a fusion reactor, a value of τE of the
order of several seconds is required. The MCF solution to fulfilling equation 1.2 is to
confine the plasma using a strong magnetic field, suitably designed to minimise losses
of particles and heat from the reactor by forcing the ions and electrons of the plasma
to gyrate around the magnetic field lines. The geometry of this confining field is key
to creating the right conditions for controlled nuclear fusion.
From the early linear pinches of the 1950s, progress was made to designs with more
stable and long-living plasmas, such as the tokamak, developed by Soviet scientists and
the stellarator, developed in the United States [2]. In 1968 the T3 tokamak achieved
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record breaking temperatures and confinement times [3], resulting in an explosion of
interest in this reactor design. The fundamental design change was to take the linear
plasma column of the pinch and bend it into a torus, thus closing off axial loss channels
as well as reducing the impact of current induced instabilities by lowering the required
toroidal current. The basic tokamak coil and magnetic field geometry is shown in figure
1.1. A set of toroidal field coils generate a toroidal magnetic field component, whilst
a central transformer drives a toroidal current in the plasma, generating a poloidal
component of the magnetic field.
transformer coils
vertical field coil
toroidal field coilplasma
magnetic field line
plasma current
Figure 1.1: A schematic diagram of the tokamak magnetic field geometry and the
resulting magnetic field lines [4]. Reproduced with permission.
The result is a superposition of a toroidal and a weaker poloidal magnetic field,
giving a helical twist to the magnetic field lines quantified by the rotational transform,
ι, which is the number of poloidal turns (or fraction thereof) completed by a field line
after one toroidal turn. The rotational transform is necessary to impede the loss of
plasma as a result of outward particle drifts across the magnetic field lines (see section
2.2). The curved magnetic field lines generate a vertical current in the plasma due
to the tendency of ions to drift in the opposite direction to electrons in curved fields.
If the magnetic field were purely toroidal, this charge separation would give rise to a
global electric field in the plasma, and the subsequent loss of both ions and electrons
due to the E × B drift. The helically winding magnetic field lines allow parallel flows
prohibit the build up of charge due to curvature drifts, thus permitting the confinement
of plasma [5]. Under these conditions a set of nested closed surfaces can be formed
within the vacuum vessel, where the magnetic field lines lie on surfaces of constant
pressure [5]. These are called flux surfaces since the magnetic flux through such a
surface is zero. Magnetic flux surfaces cannot exist everywhere inside a reactor, since
the field lines must at some point intersect the reactor wall, resulting in open field lines.
The region with open field lines is called the scrape-off layer (SOL) and is delineated
from the region with closed flux surfaces by a separatrix. The SOL plasma has different
properties to the confined plasma, including a lower temperature and density, as well
as distinct turbulence properties due to the open field lines (see e.g. Ref. [6]).
Another reactor concept for MCF is the stellarator. Historically it has been inferior
to the tokamak due to worse confinement times, however with the advent of computer
modelled and optimised magnetic field coil configurations, it is seen as a potential
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candidate for a future demonstration commercial fusion reactor, DEMO [7]. The newly
built W7-X [8] is an example of such an optimised stellarator (known as a helical
advanced stellarator, or helias) and is designed partly to demonstrate the possibility of
a stellarator to match tokamak performance. One major advantage of the stellarator is
the ease with which steady state operation can be achieved. Since the flux surfaces are
entirely defined by a set of external magnetic field coils, there is no need to induce a high
toroidal current in the plasma, which either limits the tokamak to pulsed operation, or
requires a current to be driven continuously by a non-inductive method [9]. However,
the externally imposed magnetic field also brings about the traditional disadvantage
of the stellarator concept, since in order to create helically winding field lines, the coils
are generally shaped such that the magnetic field geometry is highly three dimensional
in nature, compared to the axisymmetric tokamak field. The three-dimensional field
tends to trap a larger proportion of charged particles locally on flux surfaces, increasing
the radial diffusive transport by around one order of magnitude from what would be
expected from a classical transport model [10]. This enhanced diffusive transport is
called neo-classical transport, and the goal of advanced stellarators such as W7-X is
to reduce neo-classical transport through magnetic field optimisation. However, by far
the dominant contributor to particle and heat loss in reactor relevant fusion plasmas
is turbulent transport [10].
The edge of fusion plasmas is generally strongly turbulent. Electrostatic turbulent
transport occurs when fluctuations in the density, potential and temperature result in
a net radial flux of particles and heat. If magnetic fluctuations are also present then
the turbulence is referred to as electromagnetic, however the contribution of electro-
magnetic turbulence is generally smaller than that of electrostatic turbulence [11]. In
tokamaks, and possibly optimised stellarators, the turbulent contribution to transport
across the magnetic field lines dominates the neo-classical radial transport contribution
in fusion relevant reactors [12]. As in the neo-classical case the level of turbulent trans-
port can be strongly affected by the geometry of the confining magnetic field [13,14].
A consequence of the toroidal topology of the plasma is the strong curvature of
magnetic field lines. This results broadly speaking in two regions of the plasma, one
characterised by so called ”good curvature”, where the curvature vector is anti-parallel
to the pressure gradient, and one by ”bad curvature”, where the curvature vector is
parallel to the pressure gradient [10]. In the region of bad curvature, localised pertur-
bations in the plasma pressure become polarised due to charge-separating curvature
drifts, resulting in destabilisation and their subsequent growth. However, in the region
of good curvature this effect is reversed, stabilisation occurs and initial perturbations
in the pressure tend to be damped. The region of bad curvature is generally located
at the outboard side of the torus and the region of good curvature at the inboard
side. The inboard-outboard asymmetry in the growth rate of perturbations is referred
to as ballooning, due to the resemblance of the spatial dependence of the fluctuation
amplitudes to a balloon being inflated [5]. The higher amplitudes lead to higher levels
of turbulent transport. This is a relatively simple example of the effect that the mag-
netic field geometry can have on turbulent transport, via the underlying mechanisms
destabilising and driving turbulent fluctuations.
Aside from contributing to the drive of turbulent fluctuations, the magnetic field
geometry is able to influence the geometrical properties of turbulent structures. The
high magnetic field strengths required to confine the plasma mean that particles can
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travel much more rapidly along the field lines than across them. This leads to tur-
bulent fluctuations taking a filamentary form, with short characteristic length scales
in the plane perpendicular to the magnetic field vector, and large scales in the par-
allel direction [15, 16]. The rotational transform required for plasma confinement, as
well as the shaping of flux surfaces, can introduce an additional complication to the
magnetic field, namely magnetic shear. This concept will be dealt with in more detail
in section 2.4.3, however it can be thought of as a measure of the degree to which
neighbouring field lines diverge or converge. Due to the filamentary and field-aligned
nature of turbulence in MCF plasmas, the spatial structure of the magnetic field can
strongly influence the spatial structure of the turbulence, which in turn can affect the
local turbulent transport level [13,17].
The aim of this work is to investigate the effect of magnetic field geometry on edge
turbulence, both in and outside the separatrix, thus contributing to the understanding
required for future optimisations of reactor magnetic field geometries with respect to
curvature and shear. To this end simulation tools are employed to model specific
properties of the plasma turbulence in and outside the separatrix. The results of these
simulations are used in combination with experiments at the stellarator TJ-K [18,19],
which allows detailed measurements of turbulent density and potential fluctuations in
the entire plasma volume using electrostatic probes.
The closed flux surface region, inside the separatrix, is generally dominated by drift-
wave turbulence, which is the main contributor to turbulent transport in this region
[20]. Drift-wave turbulence has short length scales in the plane perpendicular to the
magnetic field, which are thought to scale with the ion mass, electron temperature, and
magnetic field strength [21]. The turbulent fluctuations are elongated parallel to the
magnetic field lines, however the parallel length scales are finite, typically several 10’s of
meters. Previous investigations have shown that turbulence with these characteristics
is also present in the TJ-K plasma in the region where the density gradient is steep
[22, 23], providing a source of free energy for the turbulence. The scaling properties
and dynamics of the turbulence in the plane perpendicular to the magnetic field have
been previously investigated [21,24], as well as the turbulence structure parallel to the
magnetic field [16], confirming the drift-wave character of the turbulence.
Investigations into the three-dimensional structure of the drift-wave turbulence
showed a dependence of the spatial properties, dynamics and transport on the mag-
netic field geometry [13, 25]. One-dimensional measurements showed that the turbu-
lence correlation length scale is reduced in regions with elevated values of absolute local
magnetic shear. A tilting of the turbulent eddies was proposed as a mechanism for the
reduction in correlation length, however it was not possible to conclude this only from
these one-dimensional measurements, and so the specific effect of magnetic shear in
these regions is unknown. The spatial structure of drift-wave turbulence is of interest
since, in conjunction with the magnetic curvature, it can influence growth rates and
the associated turbulent transport [13,17].
Turbulence in the scrape-off layer (SOL), outside the separatrix, is often charac-
terised as intermittent due to the presence of high-amplitude pressure perturbations
localised perpendicular to the magnetic field and elongated in the parallel direction,
often called ”blobs”. These structures are generated at irregular intervals and can
account for as much as 50 % of the outward transport in the SOL [26]. Blob struc-
tures are also detected in the TJ-K SOL [27–29], where they contribute significantly
4
to transport [30]. However, the origin of this intermittent behaviour is not well under-
stood. A paradigm for blob generation is a ”peeling-off” of the pressure perturbations
associated with high-amplitude drift waves due to a shear in the equilibrium flow near
the separatrix [31], and the connection between drift-wave turbulence and blobs was
made clear in previous work at TJ-K [28]. The origin of SOL intermittency could
therefore lie in the drift-wave turbulence, inside the separatrix. Previous studies at
TJ-K have indicated that a higher proportion of SOL transport is due to blobs in plas-
mas with lower ion mass [30], suggesting a link with collisionality, which is inversely
proportional to ion mass. In addition, the blob generation region in TJ-K was found
to correlate with magnetic field curvature [30]. The intermittent nature of drift-wave
turbulence has been characterised in several studies (see e.g. [32–35]), including using a
wavelet approach in TJ-K [36], however the effect of plasma collisionality and magnetic
curvature on the intermittency of the experimentally accessible density and potential
fluctuations in drift-wave turbulence has not been systematically studied and remains
an open question.
As for the dynamics of blobs in the SOL, the magnetic curvature is known to
influence the radial motion via charge-separating curvature drifts [28, 31, 37]. The
poloidal motion on the other hand is often assumed to be due only to the equilibrium
E×B flow [38]. However, the possible effect of magnetic curvature on the poloidal blob
motion has not yet been addressed [27]. The additional effect of magnetic shear on
blob filaments should be studied in this context since it can also influence the poloidal
blob speeds [31,39].
Understanding the influence of the magnetic field geometry on the intermittency,
dynamics and structure of edge turbulence is necessary in order to predict transport
levels [13, 40] and particle recycling [41] as well as to predict damage to reactor wall
components [42, 43]. To address these open questions on the intermittency, dynamics
and structure of edge turbulence, the main objectives of this thesis are:
1. to study the effect magnetic shear on the spatial properties of drift-wave turbu-
lence, with a specific focus on regions of elevated local magnetic shear.
2. to investigate the effect of both collisionality and magnetic field curvature on the
intermittent properties of drift-wave turbulence through turbulence simulations
using the basic Hasegawa-Wakatani (HW) model and an extended HW (EHW)
model including curvature effects, and compare these results with experimental
measurements at TJ-K.
3. to study the effect of the magnetic curvature on poloidal blob motion using the
global gyrofluid code GEMR and experiments at TJ-K
4. to investigate the effect of magnetic shear on the three-dimensional structure of
blob filaments in experiments at TJ-K.
The layout of the thesis is detailed in the following. The results of the 4 objectives
listed above are contained in the results chapters 5 and 6.
Chapter 2 contains the fundamental concepts of turbulence in MCF plasmas. It
starts with a brief introduction to the key aspects of neutral fluid turbulence before
moving on to the basics of turbulence in plasmas and the two main mechanisms lead-
ing to turbulent fluctuations in TJ-K. Following this, the geometrical properties of
5
magnetic fields in MCF plasmas are presented. The rest of the chapter is devoted
to presenting a set of models covering different aspects of plasma turbulence. These
models are applied in subsequent investigations described in chapters 5 and 6.
Chapter 3 contains details of the stellarator TJ-K, which was used to obtain exper-
imental measurements of edge turbulence. The chapter starts with the basic param-
eters of TJ-K before moving on to the magnetic field geometry, and finally covering
the main plasma diagnostic tools used: the electrostatic probe. Chapter 4 covers the
various methods used to analyse turbulence data.
Figure 1.2 shows the organisation of the main results. They are divided into two
chapters corresponding to the region inside the separatrix, characterised by closed
magnetic flux surfaces and drift waves, and the scrape-off layer, where magnetic field
lines intersect the reactor wall and blobs are observed. First of all, in chapter 5, the
results of objectives 1 and 2 are presented, concerning drift-wave turbulence in the
confined plasma. Chapter 6 is devoted to the study of blob filaments in the SOL,
addressing objectives 3 and 4. Finally, chapter 7 draws together the main results of
this thesis and an outlook is given to guide future studies.
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Figure 1.2: The layout of the results of this work. The objectives (1) to (4) are labelled.
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Chapter 2
Fundamentals of plasma turbulence
in magnetic confinement devices
Transport due to turbulent fluctuations is the dominant loss mechanism in fusion-
relevant plasmas [10], and a deeper understanding of the properties of this turbulence
is required to optimise future fusion reactor design. In section 2.1, turbulence in neutral
fluids is introduced, and the energy spectra of two and three-dimensional turbulence
are described. Building on this in section 2.2, turbulence in MCF plasmas is discussed
along with the particle drifts which lead to destabilisation of the plasma and turbulent
fluctuations. Section 2.3 contains a discussion of the two main mechanisms generating
turbulent fluctuations in fusion edge plasmas: the interchange mechanism and the
drift-wave mechanism. The key magnetic field properties of curvature and shear are
described in section 2.4. The influence of these two aspects of magnetic field geometry
on plasma edge turbulence is the topic of this thesis.
After introducing the more basic aspects of turbulence in magnetically confined
plasmas, several more advanced models employed in the course of this work are dis-
cussed. Edge turbulence in the confinement region of the TJ-K stellarator has been
shown to have a drift-wave character [19, 22, 23]. The two-dimensional Hasegawa-
Wakatani model provides a simple framework capable of capturing the essence of drift-
wave turbulence. The basic model is introduced in section 2.5 along with an extension
to account for non-uniform magnetic fields, which can be used to model magnetic cur-
vature effects. Outside the confinement region, the turbulence has different characteris-
tics, most notably the fluctuations may be strongly influenced by so-called ”blobs”. An
analytical model describing the dynamics of blobs is discussed in section 2.6. Simulat-
ing blob dynamics is a relatively advanced task, requiring simulation of the entire edge
region in three dimensions. For this purpose the GEMR (Gyrofluid Electromagnetic
Model with Radial dependence) was employed, detailed in section 2.7. It is necessary
to understand not only the dynamics but also the statistical properties of turbulence.
Fluctuations in the edge region of fusion plasmas are often observed to be bursty in
nature, with implications for the associated transport. This property of edge plasma
turbulence is formally known as intermittency, and is introduced in section 2.8.
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2.1 Turbulence in neutral fluids
The description of turbulence in neutral fluids is one of the great unsolved problems of
physics. It has been troubling scientists since the times of Leonardo da Vinci, who is
credited with the first depiction of turbulence, capturing its multi-scaled character. In
the 1970’s, world-famous physicist Richard Feynman remarked that ”Turbulence is the
most important unsolved problem of classical physics” [44], due to a lack of a descrip-
tion of the phenomenon from first principles. Despite the attention which has been
given to the field of turbulence, especially since the 1940’s, and despite its relevance
to many practical engineering problems, there are still open questions regarding the
behaviour of turbulent systems. Turbulence arises in neutral fluids when the kinetic
energy of eddies, generated for example through some form of stirring motion, becomes
significantly larger than the viscous forces in the fluid. This can be understood in a
more quantitative manner by considering the Navier-Stokes (NS) equation, the fun-
damental equation of fluid mechanics. For the case of an incompressible fluid the NS
equation can be written
∂u
∂t
+ (u · ∇)u− ν∇2u = − 1
ρ0
∇p+ fext, (2.1)
where u is the fluid velocity vector field, ν is the kinematic viscosity, p is the pressure, ρ0
is the fluid density, and fext accounts for external driving forces. The level of turbulence
may be characterised by the Reynolds number, Re, which gives the ratio of inertial to
viscous forces, described by the second and third terms in equation 2.1. This gives
Re =
UL
ν
, (2.2)
where U is the characteristic velocity of the flow and L is the characteristic length scale
of an eddy. When the Reynolds number is low, Re 1, the flow is laminar, however as
it increases and the kinetic term in the numerator of equation 2.2 comes to dominate the
viscous term, the flow develops a turbulent character. Energy can be introduced into
the flow at the so-called ”injection scale” by creating eddies which can be formed by
stirring or some obstruction to the flow, for example a comb [45]. In three-dimensional
turbulence, if the eddies are driven at a constant rate at the injection scale the flow
eventually reaches an equilibrium state in which energy is transferred from the large
scale eddies to the smallest scales in the system where energy is dissipated as heat by
viscous forces. This mechanism is credited to Richardson in 1922 [46].
In the 1940’s Kolmogorov made a leap forward in the field of fluid turbulence by
proposing a model for this energy transfer process [46–48]. The key ideas behind
this theory are easily discussed by considering the energy wavenumber spectrum of
turbulence, shown in figure 2.1a). In the figure, energy is introduced into a turbulent
system at the injection scale, L. Through interaction of eddies at successively small
scales energy is transferred to ever smaller scales, where it is finally dissipated at the
Kolmogorov length scale, µ. One of the key assumptions that Kolmogorov made is
that the statistics of eddies in the range L > k > µ are universal and depend only
on the scale, k, and the rate of energy dissipation at small scales. The consequence
of this is a power law scaling of the energy spectrum in this range, called the inertial
range, with a constant spectral index: E(K) ∝ k−5/3. Within this theory it is assumed
that eddies occupy an equal amount of space at all scales [46]. However, it has been
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experimentally observed that this is not always the case, resulting in a different slope
of the energy spectrum in the inertial range. This behaviour is known as intermittency
and is discussed further in section 2.8.
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Figure 2.1: a) An illustration of the energy spectrum of three-dimensional turbulence.
b) An illustration of the energy spectrum of two-dimensional turbulence.
The local transfer of energy between scales occurs via a process known as vortex
stretching, whereby eddies (vortices) are stretched along their axes of rotation, reducing
the cross-sectional size of the eddies, i.e. reducing the eddy scale, and increasing the
vorticity. Vortex stretching leads to a tendency for eddies to become longer and thinner,
thereby transferring energy from larger to smaller scales due to energy conservation [46].
However, this process is not possible in a two-dimensional system, leading to quite
different behaviour.
The case of two-dimensional fluid turbulence (occurring for example in soap films
[45]) is somewhat idealised, since it is difficult to find truly two-dimensional systems,
although soap films exhibit many properties of two-dimensional turbulence. Two-
dimensional turbulence differs from that in three dimensions because the vortex stretch-
ing mechanism is not possible since the eddies have no axial extent. In this case
energy can not be transferred to smaller scales. Instead, energy is transferred via
eddy-interaction processes (e.g. eddy merging or vortex thinning [49]) to larger scales
than the injection scale until the eddy size reaches the system scale and energy is dissi-
pated at the boundary of the fluid [50] (e.g. by frictional forces between the large-scale
eddies and the fluid’s container). This is known as the inverse energy cascade. Whilst
kinetic energy is transferred to larger scales in two-dimensional turbulence, the energy
associated with the rotating motion of eddies, called ”enstrophy”, is transferred to
smaller scales where it is dissipated. The enstrophy, , is the surface integral of the
vorticity squared,
 =
∫
S
ω2dS (2.3)
where the pseudovector ω = ∇× v can be considered a scalar in the two-dimensional
case since it is always perpendicular to the flow. The invariance of energy and enstrophy
results in a dual cascade, depicted in figure 2.1b), where energy is transferred to larger
and enstrophy to smaller scales. Due to the strong magnetic field in fusion reactors,
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the turbulent eddies tend to align along the magnetic field, resulting in a quasi-two-
dimensional system. For this reason fusion plasma turbulence is often regarded as
two-dimensional. Evidence has been found supporting the view that turbulence in
MCF plasma is two dimensional, exhibiting a dual cascade [51,52].
2.2 Turbulence in plasmas
The phenomenon of turbulence in neutral fluids is far from fully understood. With the
additional complications which arise from Coulomb interactions, multiple ion species,
and magnetic fields, it is not surprising that plasma turbulence is still an intensively
researched field in the context of MCF. In strong magnetic fields charged particles tend
to gyrate around the magnetic field lines due to the Lorenz force, F = q(E + v ×B).
A single charged particle in an (unphysical) uniform magnetic field with strength B,
and with no external forces acting on it, would gyrate indefinitely around the same
magnetic field line with a radius of gyration of
rL =
mv⊥
|q|B , (2.4)
where m is the particle mass, v⊥ is the particle’s velocity component perpendicular
to the magnetic field vector, and q is the particles charge. This is known as the
Larmour radius. The angular frequency of gyration of the particle, ωg, known as the
gyro-frequency, is given by
ωg =
|q|B
m
. (2.5)
Due to the fact that they are divergence free, ∇ · B = 0, magnetic fields cannot be
fully homogeneous. A result of this is that in reality charged particles experience drifts
perpendicular to the magnetic field vector because of the curvature of the field, which
imposes a centripetal force on a gyrating particle travelling along a field line. The drift
velocity associated with the field curvature is given by
vRc =
mv2‖
qB
Rc ×B
R2cB
, (2.6)
where v‖ is the particle’s velocity parallel to the magnetic field vector, and Rc is the
radius of curvature. The direction of this drift depends on the electrical charge of the
particle, resulting in a tendency for differently charged particles to separate in magnetic
fields. A gradient in the magnetic field strength can have a similar effect, leading to a
drift of ions and electrons in opposite directions, given by
v∇B =
mv2⊥
2qB
B×∇B
B2
(2.7)
where v⊥ is the velocity component perpendicular to the magnetic field vector. In the
limit of small plasma pressures these two drifts may be combined into a ∇B-Rc drift.
Charge separation generates electric fields, E, which give rise to a drift called the
E ×B drift, given by
vE×B =
E×B
B2
. (2.8)
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The E × B drift velocity is independent of the particle charge and mass, and so acts
equally on all species in the plasma.
At the most basic level, it is as a result of these two drifts that the so-called micro-
instabilities develop which result in the turbulent fluctuations in plasma density and
potential observed at the edge of all fusion plasmas. In fact there is a large range of
plasma instabilities, however the two micro-instabilities most relevant to turbulence
in TJ-K are the electrostatic interchange and the drift-wave instabilities, discussed in
sections 2.3.1 and 2.3.2 respectively. Since the mobility of particles parallel to the
magnetic field is high and the drifts take place perpendicular to the magnetic field,
in so-called drift planes, the plasma’s turbulent character is confined mainly to these
planes rather than in the direction parallel to the magnetic field, resulting in a quasi-two
dimensional system.
The complexity of turbulence in MCF devices creates difficulties in modelling. To
fully simulate turbulence in fusion-relevant conditions required simulating scales from
as small as the electron Larmour radius up to the reactor dimensions, in a non-linear
system, accounting for the effect of complicated magnetic field geometries, as well as im-
purities which enter the plasma due to plasma-wall interaction. This is not yet feasible,
and instead there are a wide range of models and codes built for specific reactor re-
gions or specific phenomena. These range from the most accurate and computationally
expensive gyro-kinetic models (e.g. GENE [53]), which solve a gyro-averaged kinetic
equation in five dimensions, to gyrofluid models (e.g. the GEMR model, discussed in
section 2.7), which solve a hierarchy of moments of the gyrokinetic equation with suit-
able closure equations, through to the more computationally inexpensive fluid models
(e.g. the Hasegawa-Wakatani model, discussed in section 2.5), which do not account
for the gyro-motion of particles at all, and are more applicable in high collisionality
regimes at the plasma edge.
2.3 Electrostatic instabilities
The curvature and E×B drifts destabilise the plasma, leading to turbulent fluctuations
in the density and potential. Two instabilities, the interchange and the drift-wave
instability, play a role in the development of turbulence in the stellarator TJ-K. The
fundamental mechanisms of these instabilities are covered in the following two sections.
Further details of the instabilities can be found in basic plasma physics textbooks
(see for example [10, 54]). The discussion takes place in the particle interpretation of
plasmas, making use of the particle drifts given in section 2.2. The instabilities could
be equally well discussed within the fluid description of a plasma, where the curvature
drift is explained in terms of divergences in the diamagnetic current.
2.3.1 Interchange instability
The interchange mechanism occurs in curved magnetic fields where there is a gradient
in the pressure. Figure 2.2 shows a sketch depicting how the mechanism works. The
process can be best understood by considering the infinitesimal boundary between
two layers of plasma with different pressure contained within a two-dimensional plane
perpendicular to the magnetic field vector, directed into the page. For simplicity, the
temperature is considered constant, and so there is a gradient only in the plasma
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density. Due to the curvature drift, ions are continually drifting upwards in the figure
and electrons downwards, along the contours of constant density. If a perturbation
is introduced into this boundary layer, drifting ions and electrons no longer travel
along density contours, but cross regions of different densities, resulting in localised
concentrations of positive and negative charge along the perturbation. The deficit of
positive charge produced by ions travelling upwards from a region of higher to lower
density will not be neutralised by the downward flow of electrons from the adjacent
region of lower density, resulting in a net positive charge. In a similar manner, regions
of negative charge build up on the opposite side of each perturbation. The electric field
produced as a consequence of this charge build-up results in the E × B motion of the
plasma, as indicated in the figure. Due to this mechanism, perturbations in density
and potential are out of phase by about pi/2.
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Figure 2.2: An illustration of the interchange mechanism in regions of ”good” and
”bad” curvature left and right respectively. In the region of good curvature the pressure
gradient and the curvature vector are parallel, resulting in a stabilisation of the density
perturbation. In the region of bad curvature the vectors are anti-parallel, leading to
growth of the perturbation.
If the curvature and pressure gradient vectors are parallel, the charge build-up and
subsequent E × B motion of the plasma is such that the perturbation grows, whereas
if the vectors are anti-parallel, the perturbation is damped. In a toroidal magnetically
confined fusion plasma, the curvature vector is directed approximately towards the
centre of the torus. The density (or pressure) gradient is therefore parallel to the
curvature vector on the outboard side, where the magnetic field strength is lowest, and
anti-parallel on the inboard side, where the field strength is highest. This leads to the
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inboard region being stabilised, whereas the outboard region is unstable. These two
regions are termed regions of ”good” and ”bad” curvature respectively, and the poloidal
asymmetry in the growth rates of the interchange instability lead to a phenomenon
called ”ballooning”, where the amplitudes of perturbations on the outboard side grow
much faster than those on the inboard side, in a manner analogous to a balloon being
inflated by blowing air from the inboard side.
2.3.2 Drift wave instability
The implicit assumption used in the previous section to discuss the interchange insta-
bility is that the perturbation has a two-dimensional nature, and the density or pressure
remains constant along the magnetic field lines. In this case the parallel wavenumber is
zero, k‖ = 0 and the perturbation has finite extension perpendicularly to B. However,
if a perturbation does not occur uniformly along the magnetic field lines, and k‖ 6= 0, a
different mechanism comes into play, resulting in the drift-wave instability. Figure 2.3
depicts the stages of development the drift-wave instability. As with the interchange
mechanism, an equilibrium gradient in the pressure perpendicular to the magnetic field
vector is required. To simplify the discussion it will again be assumed that the pressure
gradient is due solely to a gradient in the density. Initially, a perturbation of increased
density localised perpendicular and parallel to the magnetic field vector leads to a
streaming of ions and electrons along the magnetic field lines, as shown in part a) of
the figure. Ions have a much higher inertia than electrons and so move much slower in
comparison, resulting in the perturbation becoming positively charged. The separation
of ions and electrons in this manner gives rise to an electric field perpendicular to the
magnetic field, resulting in the E × B motion of the plasma in opposite directions
above and below the density perturbation, shown in part b) of the figure. Due to the
gradient in the equilibrium density profile, this results in a region of increased density
above and decreased density below the perturbation, and the process repeats leading
to the perturbation’s propagation in the direction of the electron diamagnetic drift,
ve,dia =
∇p×B
qnB2
. (2.9)
If the electrons react essentially instantaneously to the perturbation in density, expe-
riencing little resistance to their parallel motion, they are called adiabatic. In the case
of adiabatic electrons the density and potential perturbations are almost in phase and
the perturbation propagates in the direction of ve,dia, but it’s amplitude remains the
same. However, if there is some resistance to the parallel motion of the electrons flow-
ing away from the perturbation, due for example to collisions, trapped particle effects
or Landau damping, then a phase shift occurs between the density and the potential
perturbations, as shown in part c) of the figure. In this case, the E×B drift contributes
not only to the propagation of the disturbance in the diamagnetic drift direction, but
also to its growth.
The non-linear interaction of many such drift-wave modes and the transfer of energy
between them results in a turbulent state. In section 2.5 a mathematical model is given
for drift-wave turbulence, in which the role of the collisionality as the mechanism for
the resistance to the parallel motion of the electrons appears clearly.
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Figure 2.3: An illustration of the drift wave mechanism and instability. a) Electrons
flow away from a finite L‖ perturbation along the field lines, leaving the density pertur-
bation postively charged. b) Electric fields resulting from the surplus positive charge
give rise to vE×B. c) The E × B flow leads to the propagation of the perturbation
in the ve,dia direction. d) Non-adiabatic electrons give rise to a phase shift between
the density and potential perturbations. If the potential lags the density then the
perturbation will grow in amplitude as well as propagate in the ve,dia direction.
2.4 Geometrical properties of magnetic fields
In this section, the geometrical properties of magnetic fields are discussed. To simplify
the calculation of magnetic field properties, special coordinate systems are used, which
range from the toroidal coordinate system to the field-aligned Boozer and Hamada
coordinate systems. These are described in section 2.4.1. Following this two key
properties of magnetic fields, the curvature and shear are discussed in sections 2.4.2
and 2.4.3 respectively.
2.4.1 Coordinate systems
In order to improve the confinement of fusion plasmas, reactor designs have evolved
from linear pinches and magnetic mirror configurations to the tokamak and stellarator
concepts which are prevalent today [2]. In their most basic forms, both of these con-
temporary reactor types are based on toroidal designs, although current reactors often
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have more complex forms to improve plasma stability, accommodate divertors, or to
optimise the magnetic field. In order to simplify the description of the magnetic field
and plasma properties in such reactors, a suitable coordinate system should be used.
The most basic of these is the toroidal coordinate system. This is similar to the well-
known cylindrical coordinate system which consists of a radial coordinate, r ∈ [0,∞],
an axial coordinate, z ∈ R, and an azimuthal coordinate, θ ∈ [0, 2pi]. In the toroidal
coordinate system, however, the axial coordinate is replaced by a toroidal angle. A
sketch of this coordinate system is shown in figure 2.4. The torus dimensions are de-
fined by the major and minor radii, R0 and a, shown in the figure. The coordinate
system then consists of a radial coordinate, r ∈ [0, R0], a poloidal angle, θ ∈ [−pi, pi],
and a toroidal angle, φ ∈ [0, 2pi].
R0a θ
φ
r
R
torus axis
mid-plane
x
Figure 2.4: A schematic diagram of defining the toroidal and poloidal angles, φ and θ,
and the radial coordinate r of the toroidal coordinate system. R is the distance from
the torus axis at the midplane. The major and minor radii are R0 and a respectively,
and the magnetic axis is indicated by a cross.
To confine a plasma in such toroidal reactors, the magnetic field geometry should
be such that a region exists where magnetic field lines lie on closed isobaric surfaces
without intersecting the vessel wall, called magnetic flux surfaces [5]. The magnetic
flux passing through such a surface is zero, and the plasma in the region of closed flux
surfaces is sometimes called the confined plasma. The simplest magnetic field geometry
possible for confinement of plasma in a toriodal reactor is the so-called circular tokamak.
In this case the magnetic field has a poloidal and a toroidal component, Bθ and Bφ,
resulting in magnetic field lines which wind helically on toroidally shaped flux surfaces
within the vessel. The pitch of the magnetic field lines is characterised by the so-called
rotational transform, ι, which is defined as
ι = 2pi
dΨp
dΨt
, (2.10)
where Ψp and Ψt are the poloidal and toroidal magnetic flux respectively. The rota-
tional transform is commonly divided by 2pi so that it expresses an angle in radians,
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written ι- = ι/2pi. The rotational transform gives the poloidal angle moved by a mag-
netic field line on a flux surface after one toroidal turn. When ι- is a rational number it
can be expressed in terms of a poloidal mode number, m, and a toroidal mode number,
n, as ι- = n/m. On a rational flux surface a field line will return to its start position
after a finite number of toroidal turns, resulting in the possible formation of magnetic
islands [55]. For irrational flux surfaces on the other hand, a field line covers the entire
flux surface. The flux surfaces are arranged in a nested manner, getting smaller as
the radial position decreases and eventually converging on a line called the magnetic
axis, as depicted in figure 2.4. Going towards larger radii, a point is reached where the
magnetic field lines no longer close within the vessel, but rather intersect the vessel wall
or a limiter. This region is called the scrape-off layer (SOL). The boundary between
the confined region, where nested flux surfaces exist, and the SOL where the field lines
are ”open”, is called the last closed flux surface (LCFS), or separatrix.
If the plasma species have near-Maxwellian distribution functions, then the pressure
gradient can be balanced by the Lorentz force, j × B = ∇p [5]. In this case j and B
lie on surfaces of constant pressure. This gives a more mathematical description of the
flux surfaces mentioned above. The magnetic field geometry can then be described by
a curvilinear coordinate system with a flux surface label ψ, where ψ = const. on a flux
surface, and a pair of periodic coordinates, θ and ζ, forming a mesh on the surface. In
general the flux surface label must satisfy B · ∇ψ = 0. This allows the magnetic field
to be expressed as [56]
B = ∇ψ ×∇θ +∇ζ ×∇Ψp(ψ), (2.11)
where Ψp(ψ) is the poloidal magnetic flux, which varies in general as a function of
all three coordinates, but only as a function of the flux surface label if nested flux
surfaces exist. The choice of the other coordinates (θ, ζ) can be made in a number of
ways, depending on the specifics of the system of interest. Two common choices result
in the Boozer [56] and Hamada [57] coordinate systems. In the case of the Boozer
coordinate system the angles are chosen such that the diamagnetic lines, ∇ψ ×B, are
straight as well as the magnetic field vector, B. In the Hamada coordinate system,
the lines of current, j, are made to be straight. These coordinate systems are useful
for plasma simulations since often fewer computational nodes are required to reach
sufficient resolution in comparison to a toroidal coordinate system. A variation of the
Hamada coordinate system employed in some of the simulations carried out as part of
this work 2.7.
2.4.2 Magnetic field curvature
Due to the toroidal geometry of the confining magnetic field in MCF plasmas, the
magnetic curvature can be quite high. In MCF plasmas, the magnetic curvature is
known to play a role in promoting the growth of certain instabilities, and contribute to
the ballooning effect, as well as playing an important role in other turbulence related
phenomena, some of which are the topic of this work. A mathematical description of
the curvature in a suitable coordinate system is therefore pertinent. The curvature, κ,
of the magnetic vector field B can be expressed as
κ = b · ∇b, (2.12)
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where b = B/ |B|. In MCF plasmas it is useful to define a coordinate system oriented
to the flux surfaces and aligned to the magnetic field. Since the curvature vector
is perpendicular to the magnetic field vector, κ can be expressed as a function of
two coordinates, the normal and geodesic vectors [13]. The normal curvature is the
projection of κ onto the unit vector normal to the flux surface,
κn = κ · ∇ψ|∇ψ| , (2.13)
where ψ is the the flux surface label, which could be the magnetic flux through the
poloidal cross-section, the volume enclosed by a flux surface, etc. The geodesic com-
ponent of the curvature is locally tangential to the flux surface, and perpendicular to
the flux surface normal and the magnetic field vector,
κg = κ ·
( ∇ψ
|∇ψ| × b
)
. (2.14)
The orientation of the normal and geodesic curvature components is illustrated in figure
2.5. Finally, the magnitude of the curvature vector is then given by κ =
√
κ2n + κ
2
g.
Figure 2.5: A sketch showing the orientation of the normal and geodesic components
of the magnetic curvature vector, κn and κg on a flux surface.
2.4.3 Magnetic field shear
Due to the magnetic field geometry requirements for MCF plasmas magnetic field
lines do not generally run parallel, but rather tend to diverge or converge, leading to
magnetic shear. In the most simple case of a circular tokamak, the magnetic shear
is a function of radius only and depends on the rotational transform, ι. This is the
so-called global shear, s, and is calculated from
s = −r
ι
dι
dr
. (2.15)
Figure 2.6a) shows an illustration for the concept of local magnetic shear. In the
example, due to a radial gradient in the rotational transform the magnetic field-line
pitch increases with radius. Following the three field lines marked by a circle, square
and triangle, set out along the mid-plane on three different flux surfaces, it can be seen
that after a partial toroidal turn the field-lines have moved anti-clockwise along the
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flux surfaces. Due to a variation in ι with radius, the outermost field line is displaced
the most from the mid-plane. Since turbulent structures tend to align themselves to
some degree to the magnetic field, such magnetic shearing can have a damping effect
on turbulence [58], as well as the deformation and even ”shearing apart” of structures
at high levels of magnetic shear.
a)
b)
Figure 2.6: a). An illustration of the concept of global magnetic shear. b). An
illustration of local magnetic shear.
For many reactor geometries the flux surfaces are not tori, but are shaped in order
to improve the confinement quality, as with D-shaped tokamak plasmas, or as a result
of the external field coils, as is the case with stellarators [5]. This can change strongly
as a function of toroidal position, as is the case in stellarators, and may also contain
an X-point in the case of a plasma with divertor geometry, leading to high magnetic
shear in the vicinity of the X-point. This motivates the definition of a local magnetic
shear, S. The local magnetic shear may be defined in different ways [59], but for the
purposes of this work it is calculated from
S =
(B×∇ψ) · ∇ × (B×∇ψ)
2pi|∇ψ|4 , (2.16)
where 2piψ is the poloidal magnetic flux, and is related to the magnetic field vector in
the Boozer flux coordinates (ψ, θ, ζ). A sketch of the concept of local magnetic shear
is given in figure 2.6b). In the figure, the evolution of a flux tube is followed in the
parallel direction. The initially circular cross-section of the flux tube becomes squashed
since the magnetic field lines do not run parallel. Whilst the global magnetic shear
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accounts for diverging or converging field lines in the radial coordinate only, the local
magnetic shear accounts for this effect in three dimensions. The global magnetic shear
is related to the local magnetic shear by s = 〈S〉, where 〈...〉 is a flux surface average.
2.5 The Hasegawa-Wakatani model
2.5.1 Basic model
The Hasegawa-Wakatani model [60,61] constitutes the simplest set of equations which
exhibit the key properties of drift-wave turbulence. The model has been widely used
to study the basic properties of drift-wave turbulence in the plasma edge region (see
for example Refs. [32, 34, 35, 62, 63]). The model is derived by considering the balance
of currents parallel and perpendicular to the magnetic field, which must satisfy quasi-
neutrality, ∇ · J = 0. The ion temperature, Ti, is assumed to be zero and the electron
temperature, Te, is constant; hence the ion pressure is 0 and the pressure is equal to the
electron pressure, p = pe. In addition, the magnetic field, B, is assumed to be uniform,
pointing into the zˆ direction in a Cartesian coordinate system. The equilibrium density
is taken to be a function of the x coordinate only, n0 = n0(x). The perpendicular
component of the current arises due to the polarisation drift alone. The E×B drift does
not contribute since it is charge independent, and the current due to the diamagnetic
drift, Jdia, is divergence free which can be seen by considering
∇ · Jdia = −∇ ·
(∇p×B
B2
)
= − 1
B2
(B · (∇×∇p)−∇p · (∇×B)), (2.17)
which is clearly equal to zero since the curl of a gradient is zero and the magnetic
field is assumed to be straight and therefore has a curl of zero. The only component
remaining is the polarisation current, which can be calculated from
Jpol = (mi +me)
n
eB2
E˙, (2.18)
where mi and mi are the ion and electron masses and E˙ is the time derivative of the
electric field vector. The electron mass is negligible compared to the ion mass and so
the quasi-neutrality condition may be expressed as
∇ · J‖ − mi
eB2
∇⊥(ndt∇⊥φ) = 0, (2.19)
where φ is the plasma potential and ∇⊥ is the gradient perpendicular to B. Assuming
that gradients in the potential vary slowly with time and that gradients in the density
are small compared to perturbations (the Boussinesq approximation [64]), we can arrive
at the so-called vorticity equation,
∇ · J‖ = min
eB2
dt∇2⊥φ, (2.20)
where ∇2⊥φ is the vorticity Ω.
The next important component of the model can be obtained from the electron
continuity equation,
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dn
dt
= −∇‖ · (nv‖) = 1
e
∇‖ · J‖, (2.21)
where v‖ is the parallel electron velocity. Thus, we have a system of two coupled
equations relating the temporal variation of the density and vorticity to the divergence
of the parallel current component. In order to determine the parallel component of the
current, the equation of motion of electrons in the parallel direction must be considered.
This can be expressed in the form of the generalised Ohm’s law
me
e
d
dt
J‖ = ∇‖p+ en(−∇‖φ− ∂tA)− en
σ‖
J‖, (2.22)
where ∇‖ is the parallel pressure gradient, A is the vector potential and σ‖ is the
parallel conductivity. In the electrostatic case, the induction term disappears leaving
meνe
1.96e
J‖ = ∇‖p− en∇‖φ. (2.23)
Here the parallel conductivity has been replaced by the electron parallel conductivity
σ‖ = 1.96 ne
2
meνe
[54]. Inserting the expression for J‖ into the vorticity and continuity
equations, 2.20 and 2.21, results in
min
B2
dt∇2⊥φ =
1.96
meνe
∇‖ · (∇‖p− en∇‖φ) (2.24)
dtn =
1.96
meνe
∇‖ · (∇‖p− en∇‖φ). (2.25)
The convective derivative can be written as
dt = ∂t + vE×B · ∇⊥ (2.26)
= ∂t +
B×∇⊥φ
B2
· ∇⊥. (2.27)
Drift ordering is applied since only the fluctuating parts are of interest, and due to the
flute nature of turbulence in magnetised plasmas, k⊥  k‖. Drift ordering requires,
n˜
n0
∼ eφ˜
Te
∼ ρs
L⊥
∼ ωρs
cs
∼ k‖
k⊥
 1, (2.28)
where n˜ and φ˜ are the fluctuating parts of the density and potential, ρs = cs/ωci is the
drift scale, and L⊥ is the background profile length scale. In addition the equations
are made dimensionless using typical scales, resulting in the following substitutions:
eφ/T → φ, n˜/n0 → n, ρs∇⊥ → ∇⊥, ρst/cs → t and L‖∇‖ → ∇‖. Now by making the
substitutions into equations 2.27 to render variables dimensionless we obtain
dt =
cs
ρs
∂t +
Te
B0ρ2se
(zˆ ×∇⊥φ) · ∇⊥ (2.29)
=
cs
ρs
(∂t + {φ, ·}) , (2.30)
20
where the final step is made by substituting in the length and time scales ρs with
ωci = eB/mi and cs =
√
Te/mi. The Poisson bracket is defined as {A,B} = ∂xA∂yB−
∂xB∂yA. Using these substitutions allows the total derivative in the continuity equation
to be expressed in dimensionless form as
cs
n0ρs
(∂tntot + {φ, ntot}) = cs
n0ρs
(∂tn˜+ {φ, n˜}+ {φ, n0}) (2.31)
=
cs
n0ρs
(∂tn˜+ {φ, n˜} − ∂yφ∂xn0) (2.32)
where ntot = n0 + n˜ is used to differentiate from the dimensionless n. The equilib-
rium density, n0, does not vary with time and is a function of the x coordinate only.
Considering now the right hand side of equation 2.21,
1.96
meνe
1
L2‖n0
∇‖ ·
(
∇‖(Tentot)− entot∇‖Teφ
e
)
(2.33)
=
1.96
meνe
1
L2‖n0
∇‖ ·
(
∇‖(Ten˜)− e(n0 + n˜)∇‖Teφ
e
)
(2.34)
=
1.96
meνe
Te
L2‖
(∇2‖n−∇2‖φ) , (2.35)
where drift ordering of the density, n˜/n0  1 is used. Finally, a dimensionless collision
term may be defined as ν = νe/(ωce), the parallel length scale may be replaced by
the drift scale L‖ ≈ ρs, and the perpendicular density gradient length scale may be
expressed 1/Ln = −∂x lnn0, leading to the final form of the continuity and vorticity
equations:
∂tn+ {φ, n}+ 1
Ln
∂yφ =
1
ν
∇2‖(n− φ) (2.36)
∂tΩ + {φ,Ω} = 1
ν
∇2‖(n− φ). (2.37)
where n is the density, φ the potential, Ω = ∇2φ the vorticity and Ln the density gra-
dient. In two-dimensional slab geometry, the parallel derivative of (n− φ) is linearised
and substituted with ∇‖ → ik‖. Since the parallel length scale was normalised with ρs,
in dimensional units this leads to a pre-factor for the term on the right hand side equal
to 1/C = (k‖ρs)2/(νe/ωce). The Hasegawa-Wakatani equations can thus be written
∂tn+ {φ, n}+ ∂yφ 1
Ln
=
1
C
(φ− n) (2.38)
∂tΩ + {φ,Ω} = 1
C
(φ− n). (2.39)
2.5.2 Extended model
In order to incorporate the effect of magnetic field curvature, whilst still benefiting
from the simplicity of a two-dimensional slab model, the basic Hasegawa-Wakatani
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model can be extended to incorporate a spatially varying magnetic field in the x and
y coordinates, with the magnetic field vector still pointing in the zˆ direction, B = Bzˆ.
By including spatial variation in B, the divergence of the E × B velocity, vE×B, and
the diamagnetic drift velocity, ve,dia, no longer vanish. Therefore, the vorticity and
continuity equations, equations 2.20 and 2.21, must be rewritten in three dimensions
as
∇ · J‖ =−∇ · (Je,dia + Jpol) (2.40)
=−∇ ·
(
B×∇p
B2
+
min
eB2
E˙
)
, (2.41)
and
dn
dt
= −n∇⊥ · vE×B −∇⊥ · (nve,dia)− 1
e
∇‖ · J‖ (2.42)
respectively. The divergence of the E ×B velocity can be rewritten as
∇ · vE×B = ∇ · B×∇φ
B2
= ∇φ ·
(
∇× B
B2
)
, (2.43)
and the divergence of the electron diamagnetic drift velocity may be expressed as
∇ · (neve,dia) = −1
e
∇p ·
(
∇× B
B2
)
. (2.44)
Combining these with the generalised Ohm equation in the same way as with the
standard HW model, and using the same normalisations leads to the same expressions
as obtained previously, with the addition of terms involving the curl of the magnetic
field strength
dtn =∇(n− φ) ·
(
∇× B
B2
)
+
1
ν
∇2‖(n− φ) (2.45)
dtΩ =∇n ·
(
∇× B
B2
)
+
1
ν
∇2‖(n− φ). (2.46)
Assuming that the magnetic field vector points everywhere in the z-direction, B = Bzˆ,
then the two-dimensional set of coupled equations for the extended Hasegawa-Wakatani
model may be written
∂tn+ {φ, n}+ ∂yφ 1
Ln
=
1
C
(φ− n)− {lnB, φ− n} (2.47)
∂tΩ + {φ,Ω} = 1
C
(φ− n) + {lnB, n} . (2.48)
2.6 An analytical blob model
At the edge of the confined region of fusion plasmas the turbulence has a drift-wave
character, where drift-wave modes propagate in the direction of the electron diamag-
netic drift, with much shorter length scales perpendicular to the magnetic field than
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parallel, k⊥  k‖. The character of turbulence in the scrape-off layer is quite different.
The magnetic topology in the SOL is such that the connection length (the distance
that a magnetic field line travels before it intersects the reactor wall, or a limiter) is
finite, which imposes a parallel boundary condition on the plasma. A result of this
is the possibility of k‖ ≈ 0 meso-scale coherent filaments of elevated plasma pressure
(or density) which propagate through the SOL towards the reactor walls, commonly
known as ”blobs filaments”, or just ”blobs”. Up to 50 % of SOL transport can be due
to blob events [26]. In the following a simple analytical model is discussed, which is
designed to predict certain properties of blobs, such as their dynamics and size.
Blobs were initially observed in the SOL’s of MCF devices as ”spikey”, high-
amplitude, fluctuations in the Ii,sat signal of Langmuir probes (e.g. [65]). They are
now almost ubiquitous in the SOL of MCF plasmas. A theoretical overview of blob
physics can be found in Ref. [37], and a review of the experimental results compared to
theoretical predictions may be found in Ref. [31]. A large range of experimental studies
can be found related to blobs (see for example Ref.’s [28,29,38,66–73]), and of partic-
ular relevance to this work are the studies previously carried out at TJ-K, [27, 28, 30].
The following is a summary of the derivation of the standard blob model, leading to
a prediction for the radial blob velocity component, which can be found in Ref. [27],
followed by an extension to account for the poloidal motion of blobs [74].
As with the Hasegawa-Wakatani model described in section 2.5, the blob model
starts from the statement of quasi-neutrality, ∇·J = 0. In this case, however, the blob
filament is regarded as separate from the background plasma. It is assumed to be a
monopole density disturbance with k‖ ≈ 0, i.e. approximately uniformly distributed
inside a magnetic flux tube. What’s more, the perpendicular length scale is assumed
to be much smaller than the parallel length scale, k⊥  k‖. The expression for charge
conservation may be written in terms of the divergence of the perpendicular current
balanced by a parallel current source term [37],
−∇ · J⊥ = ∇‖J‖. (2.49)
This expression states that any currents in the blob filament perpendicular to the mag-
netic field, due to charge separating drifts, must be balanced by parallel and perpendic-
ular currents acting to neutralise the build up of charge. In the context of magnetically
confined plasmas, the charge separating drift is generally the curvature-∇B drift [6,75].
By assuming that the charge separation is hindered only by the ion-polarisation cur-
rent (the electron-polarisation current is negligible due to the low electron mass) and
resistivity due to neutral collisions, equation 2.49 can be expressed as [37]
mi
B2
∇⊥ ·
(
n
d
dt
∇⊥φ+ nνin∇⊥φ
)
= ∇‖J‖ + 2
B
b · κ×∇p, (2.50)
where νin is the ion-neutral collision frequency, b = B/|B| is the magnetic field unit
vector, and κ is the magnetic curvature vector. An illustration of the processes ex-
pressed in equation 2.50 is given in figure 2.7. It was found previously that the role of
neutral collisions can be neglected in TJ-K [27], and so this term may be dropped from
the expression of charge conservation. In order to deduce an analytical expression
describing the blob dynamics, the Boussinesq approximation [37] must be employed
to simplify the derivative on the left hand side of equation 2.50. The approximation
assumes that the amplitude of the density perturbation corresponding to the blob is
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much smaller than the background density, n˜/n 1, and that the perpendicular scale
of blobs is much smaller than the length scale of background profiles. Whilst this ap-
proximation is, strictly speaking, invalid in most experiments, where n˜ ≈ n is common,
the model derived using this assumption has had significant success in predicting scal-
ing properties (see e.g. [28, 31, 76]). The polarisation drift term on the left hand side
may thus be written
∇⊥ ·
(
n
d
dt
∇⊥φ
)
= n
d
dt
∇2⊥φ. (2.51)
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Figure 2.7: A schematic diagram of the currents flowing in a blob filament electrically
connected to a limiter plate. Adapted from [6].
In the previous studies in TJ-K it was found that the parallel current term can be
neglected entirely, and blobs are in the so-called inertial regime, where the filament
polarisation is a result of the curvature drift, balanced by the polarisation drift alone
[28]. In this case equation 2.50 can be written as
−nmi
B2
d
dt
(∇ ·E) = 2
B
b · κ×∇p. (2.52)
By assuming that the electric field and pressure variables can be written in the form
f = f0 exp
i(kr−ωt), equation 2.52 becomes
−nmiγ
B2
k ·E = 2p
B
bˆ · κ× k, (2.53)
where γ =
√
2cs/
√
Rδb is the growth rate of the ideal interchange instability (see
[77, 78]). Using this equation the blob electric field can be expressed in terms of the
magnetic curvature,
E = −2Te
mi
n˜
n
γ−1(B × κ), (2.54)
where the blob temperature is assumed to be equal to that of the background plasma,
p = n˜Te. Finally, equation 2.54, giving the internal dipole blob electric fieldE (assumed
entirely perpendicular to B), is inserted into the equation for the E×B drift velocity,
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vE×B = (E×B)/B2. Using cs = (Te/mi)1/2 and nˆ = n˜/n, the blob velocity vector, vb,
can be related to the magnetic curvature vector in the inertial regime:
vb = −2c2sγ−1nˆκ. (2.55)
It is useful to express the blob speed in terms of the normal and geodesic magnetic
curvature components, κn and κg. Assuming that the radial coordinate points approx-
imately in the same direction as the normal vector and the polodial coordinate in the
same direction as the geodesic vector, the blob speeds can be written,
vr,b = −2c2sγ−1nˆκn, (2.56)
vθ,b = −2c2sγ−1nˆκg. (2.57)
Whilst this assumption is locally inaccurate, it will be seen subsequently in chapter 6
that the curvature along the entire connection length in the SOL must be accounted
for when considering the blob dynamics, leading to a field-line averaged curvature.
2.7 The GEMR model
In section 2.5 a simulation model for drift waves was presented, and in section 2.6 an an-
alytical model for blob dynamics. However, in order to simulate blobs self-consistently
and gain a more realistic insight into their behaviour, accounting for their generation
and non-linear interaction, a more advanced model is required. The Gyrofluid Electro-
Magnetic model with Radially dependent geometry (GEMR) [79–82] was developed by
Bruce Scott at the Max Planck IPP, Garching in order to globally simulate the edge
plasma of toroidal, magnetically confined fusion plasmas, including the separatrix and
scrape-off layer.
The most accurate description of the dynamical behaviour of a plasma may be
obtained by solving the kinetic equation, which evolves the electron and ion distribution
functions in space and time. However, this is computationally expensive and many of
the important aspects of turbulence can be captured without considering the gyro-
motion of individual particles. By averaging over the gyro-motion of particles the
number of velocity dimensions reduces from 3 to 2 and the problem reduces from 7
to 6 dimensions (3 spatial, 2 of velocity and 1 of time), making it more amenable
to solve. The gyrokinetic equation describes the evolution of a distribution function
consisting of charged rings located at the position of the guiding centre, as opposed
to the gyrating particles. The method of obtaining the gyrofluid equations from the
gyrokinetic equation is analogous to that of obtaining the fluid equations from the
kinetic equation, and consists in taking moments of the gyrokinetic equation [83, 84].
An equation for polarisation and for induction are then required to close the moment
hierarchy. As opposed to a pure fluid model, a gyrofluid model uses guiding centre
densities and potentials, which must be transformed into observable quantities after
the simulation is complete.
The GEMR model accounts for the first 6 moments of the gyrokinetic equation,
resulting in equations for the density n, parallel velocity u‖, parallel temperature T‖,
perpendicular temperature T⊥, parallel and perpendicular components of the parallel
heat flux, q‖ and q⊥, along with self-consistent closure equations for polarisation and
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induction, which are used to determine the scalar potential, φ, and the vector potential,
A. The full set of GEMR model equations can be found in Ref. [79]. Variables in
the simulation are made dimensionless using the following normalisations, n ← n/n0,
T ← T/T0, φ ← eφ/T0, t ← t/(a/cs), r ← r/a. To recover physical quantities from
the simulation outputs the reverse transformations must be made.
The turbulent state in the simulations is governed by the interplay between the
parallel electron dynamics and the perpendicular E×B turbulence, which is described
by the three parameters
βˆ =
4pipe
B2
ˆ, µˆ =
me
mi
ˆ, C =
0.51νe
cs/a
µˆ, (2.58)
where ˆ = (qR/a)2, βˆ is drift Alfve´n parameter, µˆ is the electron inertia paramter and
C is the collisionality [79].
The model is three-dimensional and allows for radially dependent pressure and
potential profiles, which evolve self-consistently with the turbulence over time. A
scrape-off layer is implemented by introducing a limiter at a specified poloidal location.
The boundary conditions at the limiter model a perturbed Debye sheath current which
is discussed in Ref. [85]. This means that the drift wave and conducting wall instabilities
are included in the SOL, in addition to the interchange instability.
A field-aligned Shafranov-shifted Hamada coordinate system is used, which is fur-
ther modified using the shifted metric procedure in order to avoid strong grid-cell
deformation due to magnetic shear and reduce the number of grid nodes required for
calculations. A full description of this coordinate system can be found in Ref. [86].
The Hamada coordinate system, described by the coordinates (V, θ, ζ), is field aligned
by transforming to the orthogonal coordinates (x, y, s). For a tokamak magnetic field
geometry, magnetic shear results in a strong deformation of the coordinate cells. The
local magnetic shear in the field-aligned Hamada coordinate system is calculated from
S = −x
q
∂gxy
∂s
, (2.59)
where q is the safety factor and gxy is the metric element gxy(s) = ∇x · ∇y. The goal
of the shifted metric procedure is to ensure that gxy = 0. This is achieved by applying
a shift αk to the y coordinate
yk = y − αk(x), (2.60)
which varies as a function of x only, and ensures that
gxyk = g
xy − ∂αk
∂x
gxx = 0, (2.61)
where gxx = ∇x ·∇x. The new coordinate system is described at a local drift plane, k,
by the coordinates (x, yk, sk). Thus all the information on the magnetic shear is con-
tained in the αk, which is required to then undo the metric shifting in post-processing,
whilst the coordinate cells remain orthogonal in the perpendicular direction. After
the shifting procedure the coordinates at each drift plane, labelled by sk, remain field
aligned, however a new coordinate system is required at each drift plane for this to be
the case.
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The computational grid defined by the shifted Hamada coordinate system is
sketched in figure 2.8 for the case of 32 drift planes. It is composed of a set of drift
planes in the radial and toroidal (field-line label) coordinates (x and yk respectively),
and the poloidal (parallel) coordinate is the drift plane counter sk, aligned at each drift
plane parallel to the magnetic field. Since there is no deformation of the computational
grid due to magnetic shear, this scheme has the advantage of requiring relatively few
grid points in the parallel direction, s, thus reducing computation times. Plots of the
normal and geodesic curvature components for TJ-K-similar dimensions are shown in
figure 2.9.
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Figure 2.8: a) A sketch of the coordinate system in one of the drift planes. b) A sketch
of the arrangement of the drift-planes in a poloidal cross-section.
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Figure 2.9: The normal and geodesic components of the magnetic curvature in GEMR.
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The drift-plane simulation domain is set by introducing a minimum poloidal
wavenumber, ky,min, along with the ratio of poloidal to radial grid nodes, ny,00/nx,00.
The y-domain can be simulated in its entirety, over 2pi, for a global simulation or in a
reduced range for a flux tube simulation. The parallel coordinate, s, covers 2piqR, and
the number of grid nodes is specified by ns,00. The major and minor radii are specified
as well as the radial extent of the SOL, defined by specifying the position of the LCFS.
For simulations of the TJ-K plasma, the major radius was taken as 0.6 m and the
minor radius as 0.1 m. The resolution was then set by the number of grid nodes,
nx,00 = 32, ny,00 = 64 and ns,00 = 32. The perpendicular length scale, L⊥ was set
to the density length scale, taken to be a = 10 cm, whilst it was assumed that the
electron and ion temperature gradient length scales were infinite. The ratio between
ion and electron temperatures, τi = Ti/Te was set to 0.1, whilst the normalised electron
collisionality, νea/cs was dependent on the ion species, since the ion mass enters into
the calculation of the sound speed. A quadratic safety factor profile was used with the
functional form, q = 2 + r2/a2.
The density fluctuations resulting from a simulation with hydrogen parameters for
TJ-K are shown in figure 2.10 for 9 of the 32 drift planes. The outboard mid-plane
is located at sk = 8 and a limiter is positioned at sk = 0. The dashed line represents
the separatrix, separating the confined plasma at x ≤ 16 from the SOL at x ≥ 16.
A qualitative difference between the confined plasma and SOL can be seen from the
figure. Due to the enforced periodic boundary condition in the parallel direction, the
fluctuations in the confined plasma at sk = 1 and sk = 32 strongly resemble resemble
each other. In addition, due to the fact that flux surfaces are mostly irrational, k‖
cannot vanish. However, the boundary conditions in the SOL are not periodic, but
rather dependent on the sheath conditions at the limiter. The fluctuations are therefore
free to take on a field-aligned, interchange-like, character (k‖ = 0), resulting in a strong
effect of the magnetic shear manifested by the ”stretching out” of perturbations going
towards the limiter, which appear approximately circular near the mid-plane.
In previous studies, the results of GEMR simulations have been used to explore the
turbulence spreading mechanism playing a role in blob generation [87,88]. In addition
the code has been compared with the SOL turbulence in Alcator C-Mod, showing rough
agreement with measured correlation lengths and structure speeds [89].
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Figure 2.10: The density fluctuations in drift planes at sk = 1, 4, 8, 12, 16, 20, 24, 28
and 32. The dashed line indicates the last closed flux surface.
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2.8 Intermittency
Early models for turbulence in neutral fluids assumed an isotropic energy transfer
between different scales of a turbulent flow [46–48] implying that turbulent fluctuations
in the flow are self-similar in the inertial range (see section 2.1). This implies that
eddies at successive scales occupy equal amounts of space, up to the dissipation scale,
which in turn implies certain scalings for experimentally measurable quantities such as
the spectral index of the energy spectrum in the inertial range [46]. However, it has
been demonstrated that this was not always the case, with experimental measurements
often implying a non-isotropic transfer of energy between scales [90], i.e. eddies which
occupy less and less space going towards smaller scales. This phenomenon is referred
to as intermittency.
Intermittency can be thought of roughly as the scale dependence of the statistical
properties of a signal. Whilst in the field of neutral fluids, spatial intermittency is
frequently studied, in plasma physics, experimental limitations often confine study of
turbulence to the time domain. However, a comparison with spatial intermittency can
be made if the Taylor approximation is valid. U. Frisch proposed [46] that a time
series x(t) is intermittent if the kurtosis of the high-pass-filtered signal x>f (t) increases
without bound with cut-off frequency, f . The kurtosis is calculated as the flatness
minus three,
Kf =
〈(
x>f (t)
)4〉〈(
x>f (t)
)2〉2 − 3, (2.62)
where 〈...〉 represents a statistical average (see section 4.1 for more details). The
probability density functions (PDFs) of the fluctuating part of a high-pass filtered
electron density signal, along with 10 ms sections of the time series, are shown in figure
2.11 for three different cut-off frequencies. It can be observed from this example how the
PDFs become more peaked with higher cut-off frequency, that is to say there is a larger
number of high-amplitude events relative to what would be expected in the Gaussian
case, and therefore a higher kurtosis. This indicates the presence of intermittency in
the time series.
Self-similar motion in the inertial range is a central assumption in Kolmogorov’s 3D
turbulence theory of 1941 (K41) [46, 91] and Kraichnan’s Kr67 theory for 2D turbu-
lence [92, 93]. Self-similar flows have no preferential direction and Gaussian statistics
are observed over all scales of motion. A deviation from self-similarity implies intermit-
tency, manifested by a deviation from Gaussian fluctuation statistics. By examining
the kurtosis of signals high-pass filtered with different cut-off frequencies, the various
scales of the signal can be analysed. Note that skewness may not be used in this def-
inition as self-similar turbulence can have a finite skewness [94]. The calculation of
structure functions provides a more standard method for characterising intermittency.
The structure function method is detailed further in section 4.3.
The intermittent properties of neutral fluids have been widely studied, and Ref. [46]
provides a good overview of the field, covering some models which may be used to
explain the phenomenon: the β-model, the multi-fractal model and the log-normal
model. Investigations of intermittency in the context of MCF plasmas is comparatively
new. A good introduction to the application of structure function analyses to plasma
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fluctuations can be found in Ref. [95].
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Figure 2.11: Time series (a) and PDFs (b) of a high-pass filtered density time series for
3 different cut-off frequencies, fcut = 10, 50 and 100 kHz. The dotted line corresponds
to a Gaussian function.
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Chapter 3
Experimental setup
This chapter is concerned with the specifications of the experiment TJ-K, including the
standard set-up parameters, the available diagnostics (section 3.1) and the magnetic
field geometry (section 3.2). The basic theory of Langmuir probes and ohmically-
heated emissive probes is detailed in sections 3.3.1 and 3.3.2 respectively. Finally the
multi-probe arrays used for the research carried out as part of this work are presented
in section 3.3.3.
3.1 The stellarator TJ-K
TJ-K [18, 19] is a small-sized stellarator of the torsatron type, with l = 1 and m = 6,
located at the Institute for Interfacial Process Engineering and Plasma Technology
(IGVP), at the University of Stuttgart, Germany. Schematic diagrams of TJ-K are
shown in figure 3.1, alongside photographs of the stellarator where key components
are visible. The magnetic field is generated with a single helical coil winding around
the vacuum vessel creating helical magnetic field lines with a 6-fold toroidal symmetry,
and a pair of planar coils above and below the vacuum vessel to generate a vertical
field component, creating the flux surfaces and influencing their radial position. The
torus major radius is 0.6 m and the minor radius is 0.175 m. The major plasma radius
varies as a function of toroidal position, and depending on the magnetic configuration
used, as with the minor plasma radius, which has a typical value of around 0.1 m.
By altering the ratio of the currents flowing in the helical and vertical coils (current
ratio, rvh = Iv/Ih), the magnetic field geometry inside the torus can be altered, further
detailed in section 3.2. Table 3.1 summarises the important plasma and configuration
parameters of TJ-K.
A set of microwave-frequency plasma heating systems are available at TJ-K: a
2.45 GHz magnetron (3 kW), two 8 GHz klystrons (2 kW), and a 14 GHz klystron
(3 kW). For the work presented in this thesis the standard heating scenario was used,
with the 2.45 GHz magnetron connected via a mono-mode wave-guide to the vessel at
port B4. Plasma breakdown occurs due to electron cyclotron resonance heating [96],
requiring relatively high neutral gas pressures. For this frequency a current of around
300 A in the helical coil is required, corresponding to an on-axis magnetic field strength
of approximately 72 mT. The working gases available are hydrogen, deuterium, helium,
neon, and argon at nominal neutral gas pressures of between 2 and 15 mPa. Nominal
neutral gas pressure is the gas dependent readout given by the pressure gauge, which
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requires a conversion table to obtain the partial pressure of the gas. A Pfeiffer PKR
251 pressure gauge is connected at port T3 and measures pressures in the range 105
down to less than 0.1 mPa. The base pressure in TJ-K is of the order of 0.1 mPa,
which is achieved with a turbopump located at port B2. Typical electron densities
achieved are of the order of ne ≈ 1017 m−3, and electron temperatures peak at around
Te ≈ 10 eV whilst ions remain cold, with a maximum temperature of Ti ≈ 1 eV. The
main plasma diagnostics available at TJ-K are a heterodyne interferometer at 64 GHz,
used to obtain the line-averaged electron density, and a selection of Langmuir probe di-
agnostics including arrays of probes and a two-dimensional scanning probe unit, which
is discussed further in section 3.3. Data acquisition can be performed using 8-channel
National Instruments cards or a Genesis HighSpeed 128 channel Transient Recorder,
used when a large number of signals are required simultaneously with a high time
resolution. The typical acquisition frequency for probe measurements of turbulent
fluctuations was 1 MHz, and time series were typically 0.5 s in length.
Microwave 
interferometer O4
2D-scanning 
probe unit O6
Gas inlet valve,
pressure sensor,
Mass spectrometer T3
Microwave interferometer O4
2.45 GHz magnetron B4
Vacuum pump B2
Gas inlet valve,
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Mass spectormeter T3
Helical 
field coil
Poloidal 
limiter O3
Vertical field coil
2.45 GHz magnetron B4
Poloidal 
limiter O5
Vacuum
vessel
2D-scanning
probe unit O6
a)
b)
c)
d)
Figure 3.1: a) Top-view schematic diagram of the stellarator TJ-K along with its key
components and diagnostics. b) Side view of the stellarator, excluding the vertical
field coils. c) A photograph of the stellarator from the top. d) A photograph of the
stellarator from the side. Plasma can be seen through the outer port window.
In order to create an extended region with approximately uniform field-line con-
nection length (the distance along a field line between intersections with the reactor
walls) in the SOL poloidal limiters are used, consisting of a steel plate with the pre-
cise shape of the desired last closed flux surface (LCFS) cut into them. An additional
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benefit is a well defined, poloidally uniform, potential profile at the LCFS. Figure 3.2
shows the three different limiter geometries available at TJ-K, two for rvh = 57 % with
different confined plasma volumes, and one for rvh = 63 %. By increasing the current
ratio the confined plasma is shifted towards the centre of the torus at the outer port
location. This provides an increase in scrape-off layer physical width of around 70 % on
the outboard side of the torus where the outer port allows diagnostic access, thus in-
creasing the region in which to study SOL physics. The rvh = 57 % configuration is the
standard configuration for which poloidal probe array diagnostics already exist. Thus
for studying the poloidal dynamics of drift-waves at the edge, or for studies requiring
poloidal resolution inside the separatrix, this configuration is necessary.
Table 3.1: A summary of the key specifications of the stellarator TJ-K.
Quantity symbol value
major radius R0 0.6 m
minor radius a 0.175 m
rotational transform ι- 0.13-0.42
density n 5× 1017 m−3
electron temperature Te 10 eV
ion temperature Ti < 1 eV
standard magnetic field strength B 0.075 T
max. discharge duration - 45 min
working gases - H, D, He, Ne, Ar
r  =57%
vh
a)
r  =57%
vh r  =63%vh
c)b)
Figure 3.2: Schematic diagrams of the three limiter configurations used for this work.
a) rvh = 57 %, small confinement region, b) rvh = 57 %, large confinement region, c)
rvh = 63 %.
Turbulence inside the LCFS of TJ-K is drift-wave dominated [16, 19, 21], and di-
mensionless parameters governing edge turbulence are similar in TJ-K plasmas to those
found in the edge region of fusion devices [18, 19]. Turbulence outside the LCFS, in
the SOL, contains blob filaments [28, 29], with similar properties to those observed in
L-mode plasmas of large devices. The similarity of the turbulence in TJ-K to that
found in reactors with more fusion-relevant parameters makes results obtained here of
interest to the wider fusion community.
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3.2 Magnetic field properties of TJ-K
Closed magnetic flux surfaces are created in TJ-K by the current flowing through the
vertical and helical coils. The location the flux surfaces inside the vacuum vessel can
be modified by changing the current ratio. The 6-fold toroidal symmetry of the field is
broken by small error fields due to coil mis-alignment. These were quantified in [97],
and have been incorporated into a field line tracing code, MCC, allowing the precise
vacuum magnetic field geometry to be determined at any position within the torus.
This is of particular advantage in TJ-K, where the magnetic field structure, unlike in a
tokamak, is largely determined by the coil geometry alone. Due to the 6-fold symmetry
of the helical coil the magnetic geometry, to first order, repeats itself every 60◦.
Figure 3.3 shows poloidal cross sections of the flux surfaces calculated with the field-
line tracing code at four different toroidal positions, φ = 0, 10, 30 and 50◦, and for the
two current ratios used in this work, rvh = 57 % and 63 %. The current ratio is picked
such that natural magnetic islands are avoided. The port layout is such that outer
port diagnostics always measure in the triangular flux surface cross-section equivalent
to the φ = 30◦ flux surface configuration shown in figure 3.3.
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Figure 3.3: Flux surface cross-sections at the inner, top, outer, and lower ports, going
from left to right for a) rvh = 57 %, and b) rvh = 63 %. The red dashed line indicates
the last closed flux surface and the solid black circle represents the vacuum vessel wall.
The magnetic field field strength, curvature, and shear vary as a function of position
in the torus. These quantities are depicted as a function of the poloidal and toroidal
angles in figure 3.4 for the standard current ratio of rvh = 57 %, along with a poloidal
profile at the toroidal location φ = 30◦ at a flux surface 1 cm inside the LCFS. In
figure 3.5 the same quantities are plotted for rvh = 63 %. The spatial variation of these
quantities in TJ-K allows investigation of the effects of the magnetic field geometry on
the local properties of turbulence. There are several aspects of the geometry at φ = 30◦
which it is important to note at this point. The normal curvature, κn, has an inboard-
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outboard asymmetry, with positive values on the inboard and negative values on the
outboard sides. The geodesic curvature, κg, on the other hand is up-down asymmetric,
with positive values above the mid-plane, and negative values below the mid-plane.
The local magnetic shear, S, has a more complicated structure, with higher negative
values at the poloidal angles θ = −pi/2 and pi/2 and elevated positive values at θ = ±pi
and 0.
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Figure 3.4: The magnetic field geometry for rvh = 57 %. a). The magnetic field
strength, B, curvature components, κn and κg, as well as the local magnetic shear,
S, as a function of the toroidal and poloidal angles, φ and θ respectively. b) Poloidal
profiles of the same quantities, B, κn, κg, and S, and φ = 30
◦.
37
50
70
90
110
B
 [
m
T
]
n
[m
-1
]
-4
-2
0
2
4
g
[m
-1
]
-4
-2
0
2
4
-1 -1/2 0 1/2 1
[ rad]
-15
-10
-5
0
5
10
S
 [
m
-3
]
-1
-1/2
0
1/2
1
[ rad]
[
ra
d
]
50
64
78
91
105
B
 [
m
T
]
[ rad]
-1
-1/2
0
1/2
1
[
ra
d
]
-4.70
-2.35
0.00
2.35
4.70
n
[m
-1
]
[ rad]
-1
-1/2
0
1/2
1
[
ra
d
]
-4.70
-2.35
0.00
2.35
4.70
g
[m
-1
]
0 1/2 1 3/2 2
[ rad]
-1
-1/2
0
1/2
1
[
ra
d
]
-15.0
-7.5
0.0
7.5
15.0
S
 [
m
-3
]
a) b)
Figure 3.5: The magnetic field geometry for rvh = 63 %. a). The magnetic field
strength, B, curvature components, κn and κg, as well as the local magnetic shear,
S, as a function of the toroidal and poloidal angles, φ and θ respectively. b) Poloidal
profiles of the same quantities, B, κn, κg, and S, and φ = 30
◦.
3.3 Electrostatic probe diagnostics
3.3.1 Langmuir probes
Langmuir probes are a fundamental diagnostic tool for low temperature plasmas, as
well as in the far SOL and limiter or divertor regions of hot fusion plasmas. Named
after the inventor and physicist Irving Langmuir, they are one of the most common
plasma diagnostic tools. In their most basic form they consist of a wire of refractory
metal, often tungsten, inserted into the plasma and isolated along its length by a
suitable heat resistant ceramic, leaving only a small tip of a few millimetres of the
wire protruding into the plasma. A schematic diagram of a Langmuir probe set-up
is shown in figure 3.6a). In TJ-K, the tungsten wire typically used is 0.1 or 0.2 mm
in diameter and a range of Al2O3 ceramic tubes are available for use, of various bore
and diameter depending on the application. The circuit to which the probe conductor
is connected is different depending on the measurement required. Typically there
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are three modes of operation: sweeping the probe with a voltage ramp to obtain
the current-voltage characteristic, biasing the probe to a constant negative potential
to measure the saturated ion current reaching the probe, or impeding the flow of
current through the probe, in which case the so-called floating potential is obtained.
These quantities can be to related to physical aspects of the plasma, essential for
understanding the turbulent plasma dynamics.
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R2 R3Vv VI
V
I
planar
cylindrical
spherical
I II III
Ii,sat φfl φpl
Ie,sat
ceramic tube
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a) b)
Figure 3.6: a). The circuit required to obtain a probe current-voltage characteristic.
b). The current-voltage characteristic of a planar, cylindrical and spherical probe.
By considering the physics of the sheath surrounding the probe tip under the as-
sumption of a Maxwellian electron velocity distribution in a collisionless, unmagnetised
plasma with cold ions, simple relations can be obtained to allow determination of the
electron temperature, Te, electron density, ne, and plasma potential, φpl [98]. The mod-
ifications to the relations given in the following when these assumptions are not made
are generally small [98], and have a small influence on the fluctuating fields, which are
important in turbulence studies. The physics of Langmuir probes is best understood
in relation to an idealised current-voltage (I-V) characteristic, an example of which
is shown in figure 3.6b). At high negative biasing potentials, labelled region I in the
figure, almost all electrons are repelled from the probe surface, and all ions within
the sheath are attracted. Thus, further decreasing the potential does not change the
ion flux to the probe and a saturation in the current occurs called the ion saturation
current, equal to
Ii,sat = 0.61enA
√
Te
mi
, (3.1)
where A is the effective probe surface area, and 0.61 is the Bohm constant required for
continuity of ion flux in the sheath, e is the electron charge, and mi is the ion mass.
As the biasing potential is increased the electron-repelling region is reached, labelled
region II in the figure, where increasingly more electrons have sufficient kinetic energy
to overcome the repulsive potential of the probe, resulting in an exponential increase in
the current when a Maxwellian electron velocity distribution is assumed. The current
in this region follows the relation
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Ie,rep = 0.61enA
√
Te
mi
(
1− exp
(
−e(φfl − V )
Te
))
, (3.2)
where floating potential, φfl, is the potential where the flux of positive and negative
charge to the probe surface is equal and the current is therefore zero. In an electro-
positive plasma, the floating potential is generally negative since electrons are more
mobile than ions and so can more easily reach the probe surface.
For an idealised infinite planar probe geometry, when the biasing potential is raised
above the plasma potential then the current saturates at the electron saturation current,
Ie,sat, since all the electrons within the probe vicinity are attracted to the probe surface.
In reality, the current increases when the potential is raised above the plasma potential
if the probe tip dimensions are of the same order of magnitude as, or smaller than, the
Debye length [98]. This is generally the case, and so above φpl the I-V characteristic
depends highly on the probe geometry, as indicated in figure 3.6b).
The density may be obtained using Langmuir probes by rearranging equation 3.1
to
n =
Ii,sat
0.61eA
√
mi
Te
. (3.3)
In practice it is challenging to obtain reliable estimates of the absolute value of
n from this relation due to the difficulty in estimating the effective probe area, A,
for realistic probe geometries in magnetised plasmas. In order to obtain absolute
density values in TJ-K, Ii,sat radial profiles may be calibrated to line-averaged density
measurements from the 64 GHz interferometer. In a magnetised plasma, the effective
probe surface varies inversely proportionally to the magnetic field strength, A ∝ 1/|B|.
This can be compensated for by taking into account the radial profile of the magnetic
field strength along with corrections accounting for the radial temperature profile. For
turbulence studies, however, often the most interesting quantity is the fluctuating part,
n˜. It has been shown that in TJ-K the temperature does not vary coherently with the
density [99], resulting in the relation n˜ ∝ I˜i,sat.
The mean value of the electron temperature may be obtained by fitting equation
3.2 to experimentally obtained I-V characteristics. In practice more reliable estimates
may be obtained by fitting a straight line to the electron repelling region on a log-log
plot, in a restricted portion of the characteristic from around the floating potential, up
to the plasma potential [100].
The other quantity of interest to turbulence studies is the plasma potential, which
can be related to the floating potential and the electron temperature via [101],
φpl = φfl +
Te
e
ln
(
Se(1− γe)je,sat
Si(1 + γi)ji,sat
)
, (3.4)
where Se and Si are the electron and ion effective collecting areas, and γe and γi are
the electron and ion secondary emission coefficients, and je,sat and ji,sat are the electron
and ion saturation current densities respectively. Since the factors in the logarithm are
constant, by neglecting the temperature fluctuations we can write φ˜pl ∝ φ˜fl. However,
it is often necessary to determine the absolute value of the plasma potential. This is
possible by determining the location of the turning point from an IV characteristic
such as that shown in figure 3.6. However, this method is not always convenient,
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especially when dealing with strongly fluctuating plasmas, or when a large number
of characteristics must be analysed, for example to produce two-dimensional plasma
potential profiles. In this case a different type of probe may be employed, called the
emissive probe, which is detailed in the next section.
3.3.2 Emissive probes
The emissive probe functions through emission of electrons from the probe surface,
causing an increase in the ion saturation current until it equals the electron saturation
current, at which point the floating potential of the probe can be used to approximate
the plasma potential [102]. This is referred to as ”symmetrisation” of the I-V charac-
teristic and can be seen from equation 3.4, when Se = Si, and there is no secondary
emission. Emissive probe designs vary depending on the application. In hot and dense
fusion plasmas ”self-emitting” probes are used [103], where thermionic emission is stim-
ulated by the heat load of the plasma on the probe, alternatively electron emission may
be stimulated using a laser [104]. However, the design adopted for this work was the
ohmically heated emissive probe, based on that used by N. Mahdizadeh [105]. Figure
3.7a) shows the emissive probe components. The probe consisted of a small length,
around 2 cm, of 0.1 mm diameter tungsten wire wound with copper in order to provide
electrical contact to the probe circuitry. The copper wire was then inserted into an
Al2O3 2-bore ceramic tube to provide shielding of all but a 2 mm diameter section
of tungsten. The copper contacts were attached to a symmetrising circuit, as used in
Ref. [105], which ensures the potential is measured half way along the loop of tungsten,
at the tip, and not elsewhere in the circuit (which could be located in a region shielded
from the plasma). The changing form of the I-V characteristic of a emissive probe as
the heating current, Ih, is increased is shown in figure 3.8a). As Ih is increased, the ion
saturation current increases and the I-V curve becomes more symmetric, resulting in a
positive shift of the floating potential. This shift can also be observed in figure 3.8b).
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Al O
ceramic
2 3
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R
fl
Vh
to probe
a) b)
Figure 3.7: a) The basic components of the emissive probe. b) The circuit required
to heat the probe tip, and simultaneously measure the floating potential. The resistor
value was R = 5.6 kΩ.
In order to ensure that the emissive probe is measuring the plasma potential the
current used to heat the tungsten filament must be correctly calibrated. There are a
41
number of ways to do this, but the one chosen here was suggested by Kemp and Sellen
as being capable of measuring the plasma potential ”unambiguously [to] within 0.01
to 0.03 V” [106]. The idea behind this method is depicted in figure 3.8b), and consists
of fitting straight lines to the two linearly increasing regions of the curve. The point of
intersection of these two curves then indicates the required heating current.
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Figure 3.8: a) I-V characteristic of an emissive probe at various heating currents. b)
The floating potential of an emissive probe as a function of heating current.
3.3.3 Probe arrays
A range of probe arrays are employed at TJ-K to obtain spatial as well as temporal
information on plasma turbulence. The arrays used for this work were the 64-probe
matrix, the outer-port poloidal probe array, and a reference probe array. In addition,
small arrays can be built as needed for the ”2D-scanning probe”, a probe manipulator
capable of scanning the poloidal cross-section at φ = 30◦. The 64-probe matrix consists
of a grid of 8 × 8 probes, spaced equidistantly by 1 cm in the vertical and horizontal
directions, as depicted in figure 3.9. The array may be positioned at any outer, top or
bottom port of TJ-K, although for this work it was positioned exclusively at port O1,
in the Rvh = 63 % configuration.
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Figure 3.9: The three main probe diagnostics used. a) The 2D-scanning probe with
reference probe. b) The 64-probe matrix. c) The Outer Port Array (OPA).
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The outer port array (OPA), depicted in figure 3.9 is a poloidal array of 64 probes
positioned on a flux surface and spaced 8.07 mm apart. The array can be installed
exclusively at port O2, where it is fixed with bolts to a bar welded to the vacuum
vessel of TJ-K. The OPA allows poloidally resolved measurements approximately 1 cm
inside the LCFS when the limiters in figure 3.2b) are used. The probe configuration is
set up for a current ratio of rvh = 57 %.
Figure 3.10 shows a sketch of a 7-tip probe array designed to simultaneously obtain
the fluctuations in Ii,sat, φfl, and the vorticity scalar for 2D turbulence, Ω = ∇2φ,
as well as the I-V characteristics from a swept Langmuir probe, used to obtain Te.
The vorticity scalar can be determined from the probe through the calculation Ω =
Bz(φfl,4 + φfl,2 − φfl,5 − φfl,1)/(Bd2), where d is the probe spacing.
Ii,sat φfl,1
φfl,2 φfl,3 φfl,4
φfl,5sweep
5 mm
5 mm 5 mm
Figure 3.10: A 7-tip probe array designed to measure fluctuations in Ii,sat, φfl, and
vorticity scalar Ω, as well as obtain I-V characteristics from a swept Langmuir probe.
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Chapter 4
Data analysis techniques
Experimental research into plasma turbulence often consists of obtaining and analysing
data series as a function of time and space. The careful analysis of such data series,
typically of density or potential fluctuations using statistical or spectral techniques
provides an insight into the dynamical behaviour of plasmas and the wide range of
micro-instabilities they are host to. This chapter describes the various tools used for
the analysis of the data taken over the course of this work. Firstly, the most basic form
of signal analysis, the calculation of probability density functions (PDFs) and the mo-
ments thereof, is discussed in section 4.1. Following this, in section 4.2, the correlation
function is described. The more advanced structure function method, used to analyse
the intermittent properties of a signal is presented in section 4.3, along with a quanti-
tative method for determing if a data set is sufficiently large to calculate higher order
moments of PDFs. Section 4.4 covers the important aspects of two spectral analysis
techniques, the Fourier transform and the wavelet transform. The conditional average
technique is used described in section 4.5. It is used to determine the average behaviour
of structure with well defined properties, resulting in two-dimensional space-time data
series exhibiting the average dynamics of turbulent structures from point measurements
of time series. Finally, in section 4.6, an object detection and characterisation method
is discussed for the case of two-dimensional conditionally averaged data.
4.1 Probability density functions
One of the most basic statistical techniques which can be applied to large data sets is
the calculation of the probability density function (PDF). Determination of the PDF
allows calculation of the standard statistical moments such as the mean, variance and
skewness, as well as higher order moments. For a continuous random variable x, the
probability, p, of obtaining a value in the interval [a, b] is given by
p =
∫ b
a
P (x)dx, (4.1)
where P (x) is the probability density function, normalised such that
∫∞
−∞ P (x)dx = 1.
If P (x) is known, then the centred moments can be calculated from:
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µ =
∫ ∞
−∞
xP (x)dx mean (4.2)
σ2 =
∫ ∞
−∞
(x− µ)2P (x)dx variance (4.3)
mkc =
∫ ∞
−∞
(x− µ)kP (x)dx kth-moment (4.4)
In the case of a discrete data set of the variable X of length N , the moment calculations
are determined from
mkd =
〈
(X − µ)k〉 = 1
N − 1
N∑
i
(Xi − µ)k, (4.5)
where the mean is µ = 1/N
∑N
i Xi.
The kth order standard moment (dimensionless moment) is obtained by normalising
with the standard deviation to the power k/2. Two standard moments often used in
signal processing in turbulent plasma research are the skewness and flatness, calculated
from
S =
〈(X − µ)3〉
〈(X − µ)2〉3/2
Skewness (4.6)
F =
〈(X − µ)4〉
〈(X − µ)2〉2 Flatness. (4.7)
The fourth standard moment is called the flatness, F , however it is common to refer to
the kurtosis, which is related to the flatness by K = F −3. This is convenient since the
shape of PDFs is often thought about in relation to a Gaussian, which has a flatness
of 3. The Gaussian distribution is given by
g(x) =
1
σ
√
2pi
exp
(
−(x− µ)
2σ2
)
, (4.8)
and is fully defined by its mean and variance, all higher order moments being zero.
Figure 4.1 can be used to help understand the meaning of skewness and kurtosis with
respect to the Gaussian curve, for which S = K = 0. Plot 4.1a) shows a distribution
with positive skewness, which exhibits asymmetry, with a heavier tail at positive x than
at negative x. Plot 4.1b) shows a distribution with positive kurtosis. This corresponds
to a symmetric distribution with heavier tails, resulting in a peaked appearance.
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Figure 4.1: a) Examples of distributions with positive and negative skewness, S, com-
pared to a Gaussian PDF. b) Examples of distributions with positive and negative
kurtosis, K, compared to a Gaussian PDF.
4.2 Correlation functions
Cross-correlation functions are used to determine similarity between two signals as a
function of the lag between them. For time series, the cross-correlation, C(τ), between
variables f(t) and g(t) is determined from
C(τ) =
∫ ∞
−∞
f ∗(t)g(t+ τ)dt, (4.9)
where τ is the time lag between f(t) and g(t), and f ∗(t) is the complex conjugate of
f(t). The time series should be mean-free and normalised to their standard deviations.
In the special case of the auto-correlation function, f(t) = g(t), the result provides
information about the typical time scales in the signal. The cross-correlation is defined
on the interval [−1, 1], where high positive values indicate a strong similarity between
the signals, whereas negative values indicate an anti-correlation and values close to
zero correspond to low correlation.
4.3 Intermittency analysis
4.3.1 Structure functions
The calculation and analysis of structure functions is a method commonly used to study
the statistical properties of a turbulent field, particularly in regard to intermittency.
The method consists of inspecting the structure of a field at different scales, and is rou-
tinely used in the study of neutral fluid turbulence (e.g. [45,46,90]), but is also used in
the study of fusion plasmas (e.g. [34,35,107]). Normally the moments of velocity differ-
ences are calculated at progressively larger scales, although other quantities associated
with turbulence may be investigated in the context of plasma turbulence [34, 35, 107],
where the fluctuations in the E×B velocity are not so readily available. For a variable
g(r) defined in space, the structure function of order q for points spaced L apart in the
field is calculated from
47
Sq(L) = 〈|g(r + L)− g(r)|q〉, (4.10)
where the absolute value is taken to improve convergence [35,108], and angular brackets
indicate a spatial average. Figure 4.2a) shows an example turbulent field along with
an illustration of two different scales, L2 > L1.
The scaling of the structure function at the spatial scale L can be analysed to
determine the intermittent properties of the field. In the absence of intermittency, for
self-similar turbulence, structure functions in the inertial range of the energy spectrum
are expected to scale like Sq(L) ∝ Lζq , where the exponent of the structure function
ζq scales linearly with the order q [109]. A deviation from linear behaviour between ζq
and q is therefore an indicator of intermittency. Figure 4.2b) shows an example of the
first six structure functions S1 to S6 from the density field of a Hasegawa-Wakatani
simulation (see section 2.5). At small scales the structure functions are expected to
scale as a power law, and so by fitting a linear region of the curves in plot 4.2b) with
a straight lines on a log-log plot, the exponent ζq can be determined. In practice it
is difficult to determine ζq from Sq(L) due to the lack of an extended linearly scaling
region on a log-log plot.
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Figure 4.2: a). The density field of a Hasegawa-Wakatani simulation along with illus-
trations of the scale L. b) The first 6 structure functions calculated from the density
field of a Hasegawa-Wakatani simulation. c) The Extended Self-Similarity (ESS) anal-
ysis of the same data.
The accuracy of ζq is greatly increased by the presence of extended self-similarity
(ESS). The method assumes that any ”undulations” [46] in structure functions, stem-
ming for example from possible measurement issues, impact all structure functions in a
similar way, and can therefore be overcome by comparing all structure functions to S3.
The result is an extended region of linear scaling when Sq is plotted against S3 instead
of L on a log-log scale [33, 109]. This observation allows a more accurate estimate of
ζq to be made, and therefore a more accurate estimate of the scaling of the power-law
relation, and the intermittent properties of the data. The ESS analysis of the same
Hasegawa-Wakatani simulation is shown in figure 4.2c).
The intermittency level can be estimated by calculating the deviation of the 6th
order structure function scaling exponent, ζ6, from the non-intermittent prediction of
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ζ6/ζ3 = 2 [45,46]. This is sometimes called the intermittency exponent µ [45,46], and
it appears in the log-normal model of intermittency. The use of µ as a measure for
intermittency in the case of the results presented in this work is appropriate since it
makes use of the highest available experimental structure function order (considering
all data sets), which deviates the most from the non-intermittent prediction.
In experiments, spatial information with sufficient resolution is often not available
so time series are analysed instead. This requires that the Eulerian perspective of the
flow field is studied, and structure functions are calculated from separations in time,
τ , instead of space,
Sq(τ) = 〈|x(t+ τ)− x(t)|q〉, (4.11)
where x(t) is an experimentally accessible time series, ne(t), φ(t) etc. This is made
possible by making the Taylor hypothesis [110], which states that the turbulence can be
thought of as ”frozen” as long as the mean flow is much greater than the turbulent eddy
velocity. This implies that the spatial properties of the turbulence may be deduced
from measurements of time series at a fixed location. Whilst, due to the technical
difficulty, the validity of this hypothesis has not been studied systematically in TJ-K,
from probe measurements it has been observed that the fluctuating E × B velocity
is around 3-4 times smaller than the mean flow at the inner edge of the separatrix,
indicating the validity of the hypothesis at the scales considered.
4.3.2 Determining the data quality
To accurately determine the high-order structure functions of turbulent data series, a
sufficient quantity of data is required in order to sufficiently resolve the tails of the
PDF, which contain rare events. In the case of time series, the recording must be
long enough to obtain good statistics on these rarely occurring events. Therefore, the
length of the time series in general determines the highest order moments which may
be reliably calculated from the data, although the required length is not universal and
may vary between cases of turbulence or the experimental parameters. The structure
function calculation for order q requires knowledge of the qth order moment of the
PDF and can be expressed for a discrete dataset as
Sq(τ) =
1
N
N∑
i=1
ui(τ)
q, (4.12)
where ui(τ) = |vi(t+ τ)− vi(t)|, and the sum is an ensemble average. For a continuous
variable this may be expressed in terms of a probability distribution,
Sˆq(τ) =
∫ ∞
0
p(u(τ))uqdu. (4.13)
It is clear that in order to calculate the structure function of order q, the integral
in equation 4.13 must be finite and the integrand cannot diverge. This leads to a
qualitative way of determining if the data set is sufficiently long, namely plotting the
integrand, or estimating it in the case of a discrete data set, for successively higher q
and judging whether or not it is diverging. Figure 4.3 shows an example of estimated
integrands, δnqp(δn), for density fluctuations measured using Langmuir probes in a
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hydrogen discharge for a time lag of τ = 10µs. The absolute value of δn is used in
order to improve the statistics of rare events. For higher orders of q, the rare events
contained in the tail of the distribution become increasingly more important for the
structure function calculation. It can thus be seen that the accuracy to which the
probability of these events can be determined limits the structure function order which
can be calculated. From this example, it might be concluded that the highest calculable
order would be around q = 6. This method is fairly qualitative in nature, however,
there exists a more quantitative method to determine the highest calculable structure
function, proposed by T. de Wit [111].
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Figure 4.3: a) δnqp(δn) for the density fluctuations in a hydrogen discharge at pnom =
4 mPa and for τ = 10µs. b) The ranked δn distribution for τ = 10µs. c) The same
data plotted on a log-log scale.
De Wit proposed considering the array of ranked increments, ordered from largest
to smallest. This is shown for the example density differences in figure 4.3, where k is
the rank. The ranked δn array can be separated into two parts: the bulk distribution
of δn and a narrow peak of rare events located at the left side of the distribution. The
accuracy to which the area under the narrow peak can be determined limits the highest
calculable structure function order. De Wit indicates that for many turbulent systems
the peak is well described by a power law,
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δnk = α
(
k
N
)−γ
, (4.14)
where α and γ are parameters to be found. In fact such a distribution is commonly
found in rank-ordered statistics. It was found that this scaling holds in all physically
relevant distributions, apart from Gaussian distributions. Following de Wit, by dividing
up the ranked empirical structure function into a peak of rare events from k = 1 to M
and a bulk distribution from k = M + 1 to N , the structure function can be rewritten
as
Sq =
1
N
M∑
k=1
uqk +
1
N
N∑
k=M+1
uqk (4.15)
=
1
N
M∑
k=1
αq
(
k
N
)−qγ
+
1
N
N∑
k=M+1
uqk. (4.16)
The first term is made up of rare events, while the second term describes the bulk
distribution. The first term can then be rewritten as
S(1)q = α
qN qγ−1
M∑
k=1
k−qγ. (4.17)
For 0 ≤ qγ < 2, this can be approximated by
S(1)q = α
qN qγ−1
(
7
12
− 1
1− qγ
[
1− (rN)1−qγ]) , (4.18)
where r = M/N < 1. Equation 4.18 diverges for increasing N when qγ > 1, with
the limiting case qγ = 1. Thus the maximum possible structure function order can be
determined from
qmax =
⌊
1
γ
⌋
− 1, (4.19)
where b...c indicates rounding down to an integer number.
Figure 4.4 shows the maximum structure function order determined using the quan-
titative criterion in equation 4.19 as a function of the record length, N , for the example
Ii,sat signal. It can be seen from the plot that qmax increases logarithmically with N ,
requiring ever larger sample sizes for ever smaller gains in terms of the maximum
structure function order.
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Figure 4.4: The maximum calculable structure function order, qmax, as a function of
the number of data points in the record, N , from ion saturation current measurements
at the outboard mid-plane.
4.4 Spectral analysis
4.4.1 Fourier analysis
The Fourier transform decomposes a signal into its composite sinusoidal functions,
resulting in a set of complex coefficients containing information on the amplitude and
phase of each sinusoid. The forward and reverse Fourier transforms of a continuous
time series g(t) are given by
F(g(t)) = G(f) =
∫ ∞
−∞
g(t)e−i2piftdt (4.20)
F−1(G(f)) = g(t) =
∫ ∞
−∞
G(f)ei2pitfdf (4.21)
respectively, where f is the frequency. In the discrete case a time series of length N
composed of time steps of length δt is made up of time points tn = nδt with values
g(tn). The Fourier transforms may then be written
F(g(tn)) = G(fm) = 1
N
N−1∑
n=0
g(tn)e
−i2pifmtn (4.22)
F−1(G(fm)) = g(tn) = 1
N
N−1∑
m=0
G(fm)e
i2pitnfm , (4.23)
where the frequency increments are defined as fm = m/(Nδt). The series of Fourier
coefficients, G(fm), resulting from the forward Fourier transform are complex. To visu-
alise the spectral properties of a signal, the power spectrum, S(fm), is often calculated,
by taking the modulus squared of the Fourier coefficients,
S(fm) = |G(fm)|2. (4.24)
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Figure 4.5: a) A 10 ms window of a probe time series. b) The power spectrum of
the full time series. The effect of an anti-aliasing filter can be seen above 400 kHz c)
The continuous wavelet spectrum of the probe time series, of length 10 ms, displaying
frequencies only up to 50 kHz.
Figure 4.5b), shows an example power spectrum calculated from a probe signal
measuring the ion saturation current, along with a slice of the corresponding time
series 4.5a). From the power spectrum it can be seen that the peak power is contained
within the range 6-8 kHz. Going towards higher frequencies, the power in the signal
decreases quite steadily with an approximate power law behaviour. This is reminiscent
of the energy cascade in 3D turbulence, or the enstrophy cascade in 2D turbulence.
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Fourier analysis also provides a method of filtering a signal in order to cut out
particular frequency ranges. Such filtering can consist of suppressing the high fre-
quency components (low-pass), suppressing the low frequency components (high-pass),
or suppressing both high and low frequencies whilst allowing intermediate frequencies
(band-pass). The high-pass filtering technique is of interest when determining the in-
termittent properties of a signal. Frequency filters consist of a convolution of the data
series with a filter function, h(tn):
g(tn) ∗ h(tn) =
M∑
m=0
g(tn−m)h(tm). (4.25)
The convolution may be easily calculated as the inverse Fourier transform of the mul-
tiplication of the Fourier transformed signal and filter,
g(tn) ∗ h(tn) = F−1(G(fm)H(fm)) = 1
N
N−1∑
m=0
G(fm)H(fm)e
i2pitnfm . (4.26)
The shape of the filter function h(fm) determines which frequencies are attenuated
and which are retained, and therefore strongly determines the effect of filtering. The
simplest filter consists of a step function in frequency space. For the high-pass case
this would read
H(fm) =
{
1 if f ≥ fc
0 if f < fc,
(4.27)
where fc is the cut-off frequency below which all frequency components are set to zero.
More sophisticated filters exist to avoid introducing artifacts into the filtered signal
(such as ringing effects). One commonly used filter is the Butterworth filter,
H(fm) =
1√
1 + (fc/fm)2P
, (4.28)
where P is the filter order,related to the strength of attenuation of frequencies below
the cut-off.
4.4.2 Wavelet analysis
The Fourier transform of a time series results in a frequency spectrum, however all tem-
poral information is lost due to the integral over the entire time series in equation 4.20.
If temporal as well as frequency resolution is required the wavelet transform can be
used. As opposed to the short-time Fourier transform, the wavelet transform provides
the optimum trade-off between frequency and time resolution at each frequency, and
also allows the extraction of a time series corresponding to each calculated frequency
component. The continuous wavelet transform of the time series x(t) is calculated from
xτ (t) =
1√
τ
∫ +∞
−∞
ψ∗
(
t− t′
τ
)
x(t′)dt′. (4.29)
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Resulting in a set of wavelet coefficients xτ (t), for a particular characteristic time scale
τ = 1/f . The wavelet function (”mother wavelet”), ψ(t), used in the course of this
work was the Morlet wavelet
ψ(t) = C(eiωψt − eω2ψ/2)e−t2/2, (4.30)
where C is a real constant. The Morlet wavelet is a commonly used wavelet for tur-
bulence measurements (e.g. Ref. [36]). In order to provide a good trade-off between
frequency and time resolution, the parameter ωψ was set to 6. The different scales
of the wavelet transform are achieved through stretching or contracting the mother
wavelet by applying different τ and performing the integral in equation 4.29. The
trade-off between time and frequency resolution is governed by the uncertainty princi-
ple, resulting in higher time resolution at higher frequency, but lower time resolution
at lower frequency. Figure 4.5c) shows the continuous wavelet transform for a sample
ion saturation current signal.
4.5 The cross-conditional average
The cross-conditional average (CCA) is a powerful technique which allows calculation
of one, two and three-dimensional information on turbulent fluctuations. In plasma
physics it is commonly used to study high amplitude, quasi-coherent structures belong-
ing to the class of low frequency plasma turbulence (see e.g. [28,112,113]). In order to
carry out the analysis, knowledge is required of some properties of the type of turbu-
lence under investigation. Estimates of the typical amplitude of turbulent structures,
their typical lifetimes, and the waiting time between events should be available. To
recover 2D dynamical information from the CCA requires two time series, that of a
static reference signal, and that of a signal sampling different points in space. Figure
4.6 shows example time traces of the static and sampling signals. The analysis pro-
ceeds by finding all instances in the reference signal where a trigger condition, ttrig, is
fulfilled, which indicates the presence of the structure under investigation. In the case
of the studies carried out for this thesis the detection criterion required the signal to
rise from below to above 2σ within one time step (1µs). For all ttrig a sub-window of
specified length, Xn(∆t), is registered from the sample signal. All sub-windows are
then averaged together, giving the CCA for the location, p, of the sample signal,
CCAp(∆t) =
1
N
∑
n
Xn(∆t). (4.31)
An example of the resulting time series, CCAp(∆t), is shown in figure 4.7, giving
the average time trace of the sub-windows extracted around the trigger condition ful-
filled at the reference probe. The process can be repeated for all points p in the 2D
measurement plane, resulting in the average dynamics of the triggered-upon structures
in two dimensions. Figure 4.8 shows an example of the two-dimensional CCA, resulting
from the averaging process over individual point measurements of density fluctuation
time series in the poloidal cross-section of TJ-K. The resulting coherent structure, the
boundary of which is defined by the dotted line, can then be analysed to determine
two-dimensional structural and dynamical information. In order to do this over several
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time frames, an object detection method must be implemented, which is discussed in
section 4.6.
reference probe
scanning probe n=1 n=2 n=3 n=4
Figure 4.6: An illustration of the cross-conditional averaging technique using a reference
signal X0, and a sample signal X, both normalised to their standard deviation. The
reference signal is searched for instances where the trigger condition is fulfilled, and N
sub-windows are selected from the sample signal of size 256µs, centred on the trigger
condition.
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Figure 4.7: An example of the result of the cross-conditional average.
4.6 Object detection and characterisation
Object detection algorithms are required when the properties of a large number of
structures must be determined automatically, in order to calculate their statistical or
dynamical properties. For this work, the objects are two-dimensional projections in
the poloidal cross-section of either blob filaments or dominant drift wave modes. The
velocity, orientation, size and amplitude of these structures must be determined from
data taken either with a probe array (with inherent spatial resolution), or from average
two-dimensional data calculated using the conditional averaging technique. Since the
objects of interest for this study are of high amplitude compared to background fluctu-
ations, the basic method for detecting structures consists of initially finding the highest
amplitude pixel in each frame, Amax. The area around this pixel is then searched for
neighbouring pixels which fulfill a certain criterion; in this case all pixels with am-
plitude, A, larger than Amax/e were counted as part of the same object. In order to
avoid detecting isolated high amplitude pixels (due perhaps to noise) as structures, a
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lower size limit must be set, ensuring that only structures of a certain minimum size
are recorded. With the locations and pixel values of the first object stored, the next
highest pixel value can be searched for, and so on, until all relevant objects have been
found, above a minimum threshold pixel value. The result of this process is given in
figure 4.8a) for an example data set, where one structure has been detected. A simi-
lar method was used to detect structures in Ref. [27]. The structure characterisation
techniques from this work are summarised in the following.
Figure 4.8: a) The contour defining a detected object in two-dimensional conditionally
averaged data. b) The ellipse fitted to the same object.
With the stored object information, the centre of mass of the object can be deter-
mined using the formula
RCoM =
∑
i RiAi∑
iAi
, (4.32)
where pixels with amplitude Ai are located at positions Ri. The centre of mass can be
more conveniently calculated from the two dimensional moment equation for the pixel
amplitude function A(x, y),
mpq =
∑
ξ
xpyqA(x, y), (4.33)
where the summation is performed over all pixels contained in the object ξ. By com-
paring this to equation 4.32 it can be seen that the centre of mass may be evaluated
using the moments m00, m01 and m10, giving
RCoM =
(
m10/m00
m01/m00
)
. (4.34)
It can be convenient to fit ellipses to detected structures, in order to characterise
their orientations and dimensions. This is achieved by creating a binary image, where
all object pixels are set to 1 and all other pixels to 0, and calculating the moments
from equation 4.33. To define the properties of the object itself, centralised moments
must be calculated, centred on the ellipse’s centroid, [xc, yc],
µpq =
∑
ξ
(x− xc)p(y − yc)q. (4.35)
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Using this relation the major and minor axes of the ellipse, a and b respectively, along
with the angle of orientation of the major axis, θ, can be calculated from
a = 2
√
I1
µ00
, b = 2
√
I2
µ00
, θ =
1
2
arctan
{
2µ11
µ20 − µ02
}
, (4.36)
where I1 and I2 are defined as
I1 =
1
2
[
(µ20 − µ02) + ((µ20 − µ02)2 + 4µ211))
1
2
]
(4.37)
I2 =
1
2
[
(µ20 − µ02)− ((µ20 − µ02)2 + 4µ211))
1
2
]
. (4.38)
Figure 4.8b) depicts the ellipse fitting process, along with the resulting quantities a, b
and θ.
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Chapter 5
The influence of magnetic field
geometry on drift waves
Drift-wave turbulence is the dominant mechanism driving cross-field particle and heat
transport inside the separatrix [20]. Previous investigations at TJ-K have shown the
presence of drift-wave turbulence in the edge region, inside the last closed flux surface
(LCFS), where the density gradient is steep [19, 22, 23]. The perpendicular scaling
properties and dynamics of drift waves in TJ-K were investigated [21, 24], along with
their parallel structure [16]. The structure and dynamics of drift-wave turbulence and
the associated transport was investigated in [13,25] and related to the local properties
of the magnetic field. A reduction in the poloidal correlation length just inside the
LCFS was observed to coincide with regions of elevated absolute values of the local
magnetic shear [25]. However, from these measurements, it was not clear whether the
magnetic shear has the effect of tilting eddies, or whether it has a general damping
effect on the turbulence. Resolving this issue constituted objective 1 given in section 1,
and is dealt with in this chapter through more detailed investigations of the geometrical
properties of drift-waves in two dimensions.
It is known that high amplitude drift-wave turbulence is correlated with blobs in
the SOL [28], associated with intermittent density fluctuations. The origin of this
intermittency might therefore be in the confined plasma, which is dominated by drift-
wave turbulence. In this chapter, the intermittent properties of drift-wave turbulence
are investigated in the framework of the Hasegawa-Wakatani (HW) model, where
density-potential coupling is regulated by the collisionality, and an extended Hasegawa-
Wakatani (EHW) model, where the magnetic curvature plays an additional role in the
coupling. Measurements in the stellarator TJ-K are made to see if the trends observed
in simulations are also present in the experiment. These investigations correspond to
objective 2 in section 1.
In the first part of the chapter, section 5.1, the effect of magnetic shear on drift
waves is investigated. The previous observations of locally reduced poloidal correlation
lengths are augmented in section 5.1.1 through measurements in the poloidal cross-
section, using the conditional average technique to obtain two-dimensional geometrical
information on drift waves. The link between the geometrical properties of drift waves
and the local magnetic shear is made in section 5.1.2.
In the second part of the chapter, section 5.2, the Hasegawa-Wakatani simulation
input parameters are presented. The simulation parameters and the basic properties
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of the simulations are discussed. This is done for the basic model in section 5.2.1, and
the extended model in section 5.2.2.
Finally, in the last two sections of the chapter the topic of intermittency in drift-
wave turbulence is addressed. Initially, to improve the understanding of the effect of
the density-potential coupling, the influence of collisionality on intermittency is inves-
tigated in the framework of the basic HW model in section 5.3. This paves the way for
investigations into the effect of magnetic field curvature on the density-potential cou-
pling and turbulence intermittency in section 5.4 in relation to the Extended Hasegawa-
Wakatani model (EHW), which accounts for inhomogeneities in the magnetic field,
related to the magnetic field curvature.
The work presented in section 5.3 was published in Ref. [114].
5.1 The effect of magnetic shear on drift-wave per-
pendicular structure
The aim of this section is to understand what occurs to the perpendicular drift-
wave structure in region of elevated local magnetic shear in TJ-K. To this end two-
dimensional poloidal scans of Ii,sat time series were taken along with simultaneous
measurements from 16 equally spaced probes on the outer port array (OPA). Using
the conditional average method (see section 4.5) on the two-dimensional scans, with
the OPA probes as reference signals, the average drift-wave behaviour could be stud-
ied in the poloidal cross section as a function of poloidal angle. Due to the trigger
condition applied in the conditional averaging procedure only high amplitude, dom-
inant, drift waves are considered in this analysis. Experiments were conducted with
helium plasmas, in order to compare with the previous measurements. The experimen-
tal measurements are presented in section 5.1.1 along with the results of ellipse fitting
to drift-wave modes in order to determine their geometrical properties and orientation.
Following this in section 5.1.2 is a discussion of the results and the role of magnetic
shear in drift-wave turbulence in TJ-K.
5.1.1 Experimental measurements of drift waves in the
poloidal cross-section
In order to characterise the size, orientation, and shape of drift wave perturbations as
a function of poloidal angle in TJ-K, the two-dimensional scanning probe was used in
conjunction with the OPA. The two diagnostics were separated by 120◦ in the toroidal
angle, meaning that only drift waves of at least this toroidal extent were considered.
Typical parallel drift-wave length scales for helium plasmas in TJ-K are of the order
of 15 m [105], which is much larger than the ∼ 1.3 m between the diagnostics. For
the 16 reference probes every fourth probe was selected out of the 64 OPA probes,
starting from the mid-plane (θ = 0) (see figure 3.9 for orientation). The signals from
all 16 reference probes were acquired simultaneously with the Ii,sat measurement of
the scanning probe at every sampled point in the poloidal cross-section, covering the
range R−R0 ∈ [−6, 12], z ∈ [−9, 9]. The use of 16 poloidally spaced reference probes
results in conditionally averaged drift waves over the largest possible range of poloidal
positions, whereas in the case of drift waves which decay significantly in amplitude
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before one poloidal turn is complete, a single reference probe would not suffice. This
also avoids the problems associated with large time lags, τ , in the conditionally averaged
data, discussed further in the context of blobs in section 6.2.2. The trigger condition
for the conditional averaging required that the Ii,sat signal increases from below to
above 2σ within one time step of 1µs. The conditionally averaged data was analysed
in a time window of 100µs around the trigger condition, resulting typically in several
hundred realisations of drift wave structures per conditional average time series. An
example of the resulting two-dimensional conditional average is shown in figure 5.1.
Each drift-wave structure in the conditional average was detected and characterised
using the methods detailed in section 4.6. Characterisation involved fitting an ellipse
to the coordinates of the detected drift waves, and calculating the area, ellipticity and
orientation of the ellipses relative to the LCFS. The area is easily calculated from the
ellipse major and minor axes, a and b respectively, from
A = piab. (5.1)
The ellipticity, , (also called the flatness) is characterised using
 =
a− b
a
. (5.2)
In order to characterise the orientation of fitted ellipses, the angle between the ellipse
major axis and a local tangent to the flux surface projection in the poloidal cross-
section was calculated, represented by α in figure 5.1. The position at which the
tangent to the flux surface was calculated was taken to be the closest point on the
flux surface projection to the centroid of the ellipse. Due to the relatively large size of
drift-wave perturbations relative to the confined plasma, the poloidal distribution of
ellipse characterisations, should be interpreted with some care.
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Figure 5.1: An example of the conditionally averaged Ii,sat in the poloidal cross-section
along with definitions of the drift wave orientation angle α and the major and minor
radii of a fitted ellipse, a and b respectively. The dashed line indicates the LCFS.
Figure 5.2 shows the centroids of the fitted ellipses for all the detected drift-wave
structures from discharge number 11743 (see table A.1 of the appendix for the discharge
parameters). The angular positions are colour coded to facilitate discussion of the
different poloidal regions. From the figure it can be seen that drift waves are not
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detected at every poloidal location. There are three poloidal gaps where no drift waves
are detected. The reason for these gaps is possibly the toroidal propagation of the drift
waves at these positions. Although further measurements must be performed to show
this conclusively, preliminary measurements using the conditional averaging technique
show that this is the case.
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Figure 5.2: The centroids of the ellipses characterising drift waves. Colour coding
divides up the poloidal angles into four regions. Red: −pi ≥ θ < −pi/2. Blue: −pi/2 ≥
θ < 0. Green: 0 ≥ θ < pi/2. Yellow: pi/2 ≥ θ < pi.
To make the comparison with the poloidal correlation length, lθ, the full number of
OPA probes were used to measure Ii,sat immediately after the two-dimensional poloidal
scan was completed. The poloidal correlation length at a particular θ was then evalu-
ated (as in Ref. [115]), by calculating the cross correlation functions between the time
series of the probe at θ and all the other probes in the OPA. The poloidal correlation
length was defined as the extent along the probe array where the cross correlation
functions at zero time lag were above 0.5.
5.1.2 Discussion of drift-wave geometrical properties
Figure 5.3 shows the area, ellipticity and orientation angle of ellipses fitted to struc-
tures detected in the conditional average as a function of the poloidal angle, θ. The
characteristic quantities of individual structures were averaged in bins of ∆θ = 15◦ in
order to better see global trends. From part a) of the figure, it can be seen that the
cross-section is smaller at the high-field side of the torus, and larger at the low field
side, with minima in A at approximately θ = −pi/2 and pi/2. The rough form of this
profile can be understood by considering the variation in cross-sectional area of a flux
tube as it winds around the torus.
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Figure 5.3: The poloidal profiles of a) area, A, b) ellipticity, , and c) orientation angle
α of conditionally averaged drift waves for discharge number 11743 (see table A.1 of
the appendix for the discharge parameters).
This concept is illustrated in figure 5.4. Plot 5.4a) in the figure depicts the cross
section of a flux tube in the ”triangular” poloidal cross-section (φ = 30◦, 90◦, 150◦...)
every ∆φ = 60 for 41
3
toroidal turns following the direction of the magnetic field vector,
which corresponds to clockwise rotation in the figure. It can be seen how the cross-
sectional shape of the flux tube varies along its length, from initially circular, to more
elliptical to somewhat triangular after 41
3
toroidal turns. The area of each flux tube
cross-section was determined using a Monte Carlo technique, depicted in figure 5.4b).
A random distribution of points is generated inside a rectangular region containing the
flux tube cross-section. By comparing the number inside the flux tube to the total,
the area of the shape can be found by calculating the ratio of this number to the total
number in the rectangular region. The resulting cross sectional areas are plotted in
figure 5.4c) as a function of the poloidal angle of the centre of mass of each of the
drift-wave cross sections, determined using the perimeter coordinates. The flux tube
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cross-sectional area is largest at the low-field side, and smallest at the high-field side.
This is because the magnetic flux through the flux tube, ΦB =
∫∫
S
B · dS must be
conserved, and therefore as the magnetic field strength increases, moving towards the
high-field side, the cross-sectional area must decrease. The form of the poloidal profile
is clearly inversely proportional to the poloidal profile of the magnetic field strength,
which is shown in figure 3.4.
Figure 5.4: a) Projections of a flux tube into the poloidal cross section at 60◦ intervals.
b) Depiction of the Monte-Carlo method of determining the area of a flux surface
projection. c) The area of flux surface projections as a function of poloidal angle.
The poloidal variation of the cross-sectional area of a flux tube is plotted over the
experimental data in figure 5.3a). The rough form of the data is close to the flux
tube area calculation, except for the dips in A around θ = −pi/2 and pi/2, indicating
that the high amplitude drift-wave modes correspond to the same density perturbation
which extends over several toroidal turns, resulting in the m = 2, 3 and 4 modes which
are often observed in the poloidal cross-section. This is supported by the observation
of k‖ ≈ 0.42 m−1 for helium [105] which results in length scales of around 15 m, i.e.
around 4 toroidal turns. There is also the possibility that a drift wave with lower k‖
experiences some toroidal motion. This is based upon the poloidal ”gaps” where few
drift waves are detected. The grey shaded regions in the figure indicate the poloidal
angles where these gaps occur, and the data in these regions should be treated with
care. It should also be noted that drift-waves are not expected to be perfectly aligned
to a flux tube [115], and their alignment can change as a function of poloidal angle.
The ellipticity as a function of poloidal angle does not show a clear trend. There is
a tendency towards higher ellipticity at θ = −pi/2 and towards the inboard mid-plane,
however the poloidal variation is not strong. The orientation angle, α, on the other hand
exhibits a strong poloidal dependence. Structures are oriented more perpendicularly
to the flux surface at θ = 0 and at around θ = pi/2, whereas below the mid-plane they
become oriented such that the major axis of the fitted ellipse is more parallel to the flux
surface projection. Out of the three measured quantities, A,  and α the cross-sectional
area, A, bears the closest resemblance to the poloidal profile of lθ previously observed,
with strong reductions in A at θ ≈ ±pi/2. Whilst α varies strongly as a function of
poloidal angle, this variation does not correlate with the local magnetic shear profile,
which has high negative values at θ ≈ ±pi/2 (see figure 3.4b)). The local reduction in
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lθ is therefore most strongly connected with a reduction in the overall cross-sectional
area of drift-waves in these regions.
In order to compare the conditionally averaged data on drift wave cross-sectional
area with the poloidal correlation lengths obtained from OPA measurements with the
full number of 64 probes, the square root of drift wave area, A1/2, was calculated to
give the same dimensions. Figure 5.5 shows A1/2 and lθ as a function of the poloidal
angle, along with the local magnetic shear. The profiles are strikingly similar, both
exhibiting minima at θ ≈ ±pi/2. It can therefore be concluded that drift waves become
consistently smaller in the regions of elevated absolute values of local magnetic shear.
This observation is in line with predictions from simulations [58,116] that local magnetic
shear has a damping effect on drift-wave turbulence. The poloidal variation of the tilt
of structures to the flux surface, characterised by α, leads to a discrepancy between
A1/2 and lθ at θ ≈ −pi/2. At this position, structures tend to be oriented such that their
longer dimension is parallel to the flux surface, increasing the local poloidal correlation
length.
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Figure 5.5: a) The characteristic length scale A
1
2 as a function of poloidal angle, θ, for
conditionally averaged drift waves (solid circles), along with the local magnetic shear,
S (solid line). b) The poloidal correlation length, lθ, determined using the outer port
array (solid circles), along with the local magnetic shear, S (solid line).
65
5.2 Drift-wave simulations for TJ-K
The Hasegawa-Wakatani (HW) equations constitute a relatively simple model for sim-
ulating drift-wave turbulence (see section 2.5 for details). This simplicity is exploited
in this chapter to study the effect of the coupling of the turbulent density and poten-
tial fields on the intermittent properties of the turbulence. In section 5.2.1 the input
parameters to the HW code used in the subsequent simulations are presented and the
integrated energy and enstrophy time series and wavenumber spectra of the simulated
turbulence are discussed. In section 5.2.2 the relation of the magnetic field gradient
terms in the extended model (see also section 2.5) to the curvature characteristics in
TJ-K is made.
5.2.1 Hasegawa-Wakatani simulations
A simulation code (implemented by M. Ramisch) was used to solve the Hasegawa-
Wakatani (HW) equations, described in section 2.5, and rewritten here for convenience:
∂tn+ {φ, n}+ ∂yφ 1
Ln
=
1
C
(φ− n) (5.3)
∂tΩ + {φ,Ω} = 1
C
(φ− n), (5.4)
where n is the density, φ the potential, Ω = ∇2φ the vorticity and Ln the density
gradient. The Poisson bracket is defined as {A,B} = ∂xA∂yB − ∂xB∂yA. Artificial
damping terms of the form ν∇2n and µ∇2Ω (Newton viscosity) or ν∇4n and ν∇4Ω
(hyper-viscosity) are added to the right hand side of equations 5.3 and 5.4, effectively
damping high wavenumbers and providing an energy and enstrophy sink. The pa-
rameter C is the collisionality, accounting for resistance to the parallel motion of the
electrons due to collisions.
The equations 5.3 and 5.4 are solved on a two-dimensional Cartesian grid (slab
model) (x, y) with periodic boundary conditions in x and y. For the simulations carried
out for this work the number of grid nodes in the x and y directions was set to nx =
512 and ny = 512 respectively. The simulation domain was 40ρs in both coordinate
directions, resulting in a grid resolution of ∆x = ∆y = (40/512)ρs. The time step was
set to 0.005ρs/cs, which was sufficiently small to yield stable runs for the parameter
range used here. The density gradient parameter was set to, Ln = 1, and the Newtonian
damping, with ν = µ = 0.01.
Figure 5.6 shows time traces of the integrated energy and enstrophy for C = 1.33.
In the figure, the energy and enstrophy saturate after a linear growth phase of approx-
imately 1500 time steps, at which point non-linear interactions are dominant, and a
turbulent state develops. From this point onwards, data can be taken to analyse the
fluctuating quantities n, φ and Ω. The wavenumber spectra for n, φ and Ω are shown in
figure 5.7 The spectral index is approximately -3 which is close to what is expected for
the direct cascade in two-dimensional turbulence. From the spectra it can also be seen
that the vorticity has a more fine-scaled structure compared to the potential, whereas
the density is somewhere in the middle. This behaviour changes with the collisionality,
an effect which will be investigated further in section 5.3.
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Figure 5.6: Energy, E, and enstrophy, , as a function of time for typical simulation
parameters. A time step is equal to 0.005ρs/cs.
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Figure 5.7: Examples of the wavenumber spectra of n, φ and Ω for a simulation with
C = 1.33. The black line indicates the slope ∝ k−3.
5.2.2 Extended Hasegawa-Wakatani simulations
To simulate the effect of magnetic curvature in TJ-K, the Extended Hasegawa-
Wakatani (EHW) model (see section 2.5) was used. The model equations are rewritten
here for convenience:
∂tn+ {φ, n}+ ∂yφ 1
Ln
=
1
C
(φ− n)− {lnB, φ− n} (5.5)
∂tΩ + {φ, n} = 1
C
(φ− n) + {lnB, n} . (5.6)
In the slab model, curvature is not really present, however by introducing a gradient
in the magnetic field strength, a similar effect can be produced. By assuming a localised
simulation region in the poloidal cross-section, with the x-coordinate pointing in the
r direction, and the y coordinate in the −θ direction. The normal curvature term can
be expressed as κn = ∂ lnB/∂x, and the geodesic curvature as κg = ∂ lnB/∂y. The
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EHW equations then read
∂tn+ {φ, n}+ ∂yφ 1
Ln
=
1
C
(φ− n)− κn∂y(φ− n) + κg∂x(φ− n) (5.7)
∂tΩ + {φ,Ω} = 1
C
(φ− n) + κn∂yn− κg∂xn. (5.8)
5.3 The link between collisionality and intermit-
tency in drift-wave turbulence
To gain an understanding of the effect that the density-potential coupling can have
on the intermittent properties of drift-wave turbulence, simulations and experiments
were performed at different collisionalites. Increasing collisionality is expected to have
a decoupling effect on the density and potential fluctuations due to the mechanism of
drift-wave turbulence. The potential is expected to be self-similar, whilst the vorticity
is generally observed to have intermittent behaviour [34, 35]. The intermittent prop-
erties of the density field with changing collisionality is, on the other hand, an open
question. In section 5.3.1 intermittency in the drift-wave turbulence of HW simulations
is investigated at different values of the collisionality, C. Following this, in section 5.3.2,
experimental results are presented at varied C from measurements in TJ-K. Finally in
section 5.3.3 the role that collisionality has in determining the intermittent properties
of drift-wave turbulence via the density-potential coupling mechanism is discussed.
5.3.1 Intermittency in Hasegawa-Wakatani simulations
Simulations were carried out with the fixed input parameter set given in section 5.2.1
and with the collisionalities C = 0.33, 0.67, 1.25, 2, and 5. The integrated energies
and enstrophies for these simulations are shown in figure 5.8. The time taken for the
energy and enstrophy to saturate varies from t = 50 ρs/cs for C = 5 to t = 600 ρs/cs
for C = 0.33. In order to analyse the statistical properties of the fluctuations in n, φ
and Ω, the energy and enstrophy must be saturated, indicating steady-state turbulent
fluctuations. For this reason simulations of length t = 850 ρs/cs were carried out, and
only the last ∆t = 250 ρs/cs were used for the analysis, represented by the grey shaded
region in the figure.
In the HW model, the density and potential are related via the coupling parameter
(φ − n)/C. In the so-called hydrodynamic limit, the collisionality parameter is large,
C  1, meaning that the parallel electron motion is highly retarded due to collisions.
The coupling parameter then vanishes, allowing the density to evolve as a passive
scalar (i.e. without any feedback to the flow) in the flow field determined by φ. In
the adiabatic limit on the other hand, when C → 0, the coupling is strong, and the
density behaves more like an active scalar, mirroring the potential. This effect can
be demonstrated by considering figure 5.9, which shows simulation snapshots of the
density, potential and vorticity fields in the saturated state of three runs carried out
with different collisionailty values, C = 0.67, 1.25 and 5. The bottom set of snapshots
show the (quasi-)adiabatic case, with C = 0.67. There is an obvious similarity between
the density and potential fields, which both exhibit more coarse-scaled structure, in
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contrast to the vorticity field which has a more fine-scaled structure. The similarity
between density and potential is also evident from the wavenumber spectra, shown in
figure 5.10, where the power associated with higher wavenumbers is larger in the case
of the vorticity as compared to the density or potential, for which the spectra match
very closely. As the collisionality is increased, the density field can be seen to behave
more like the vorticity field, which is also reflected in the wavenumber spectra, where
the spectra for n and Ω become more similar. This indicates how the morphology, and
spectral properties of drift-wave turbulence can be influenced by the collisionality.
a) b)
Figure 5.8: The energy, E, (a) and enstrophy, , (b) integrated over the simulation
grid as a function of simulation time step, tstep, for the five collisionalities investigated,
C = 0.33, 0.67, 1.25, 2, and 5. The grey shaded area indicates the simulation times
over which data were analysed.
The level of intermittency can be quantified in several different ways (see section
2.8), however in the case of simulated data, due to the CPU-time needed to simulate
time series long enough to be statistically relevant (see section 4.3.2), the best option is
to quantify deviations of the scaling of spatial structure functions from what would be
expected in the self-similar case. This involves calculating the moments from differences
in the spatial fluctuations in n, φ and Ω. In order to improve estimates of the structure
functions an average was taken over 100 simulation snapshots spaced apart by 500
simulation time steps, which is equal to ∆t = 2.5 ρs/cs. The eddy turnover time, te, is
between 120 and 160 simulation time steps, where te is calculated from te =
1√
W
, and W
is the rms vorticity [32]. This ensures that several eddy turnover times occur between
each sample. The structure functions of order q = 1 to 6 are shown for an example
simulation run in figure 5.11. The linearly scaling region can be tricky to determine,
making it difficult to estimate a power law scaling region of the structure functions,
Sq ∝ Lζq . However, the property of extended self-similarity (ESS) (see section 4.3)
has been used in previous investigations into the structure functions calculated from
HW simulations [34, 107], and indeed the same property may be used in this case, as
shown in figure 5.11. When Sq is plotted against S3, a linear relationship is evident
over several decades, allowing the calculation of the coefficient ζq/ζ3. The functional
form of ζ(q), normalised by the exponent of the third order structure function scaling,
can then be studied.
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Figure 5.9: Snapshots of the density n, potential φ and vorticity Ω fields at three
different values of the collisionality, C = 0.67, 1.25 and 5.
Figure 5.12 shows the power-law exponents obtained from the ESS analysis as a
function of the order q for the density, potential and vorticity fluctuations from a
simulation with C = 1.25. In the case of a self-similar signal, the exponent ζq scales
linearly with the order q, indicated by the dashed black line. Since the 3rd order
structure function is used in the ESS analysis, the dashed line is given by ζq/ζ3 = q/3.
The deviation from linearity can be used as a measure of the level intermittency present
in a data set, as described in section 4.3. Commonly the deviation of the 6th order
structure function exponent from its self-similar prediction is used [34,107]. From the
70
figure it can be seen that for the potential, the data points lie close to the dashed
line, i.e. scale approximately as q/3, indicating that the potential fluctuations in this
simulation are not intermittent. Density and vorticity, however, exhibit a different
functional form, indicating the presence of intermittency. It is a general property of the
simulations carried out for this work that the potential fluctuation are approximately
self-similar. Vorticity fluctuations also consistently display intermittent behaviour,
whereas the density fluctuations can be either intermittent or not, depending on the
density-potential coupling strength.
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Figure 5.10: Auto-power wavenumber spectra of n, φ and Ω at three different values
of the adiabaticity: a) C = 0.33, b) C = 1.25 and c) C = 5.0. The dashed line
corresponds to the k−3 prediction for the energy spectrum in the direct cascade.
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Figure 5.11: a) Spatial structure functions Sq of order q = 1 to 6, as a function of
distance L between points. b) The application of extended self-similarity (ESS) to the
spatial structure functions. Structure functions of order q are plotted against the q = 3
structure function, revealing a linear relationship (indicated by solid lines).
For the five simulations carried out at different C, the level of intermittency was
calculated as the difference between the self-similar case and the normalised 6th order
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structure function exponent, µ = 2− ζ6/ζ3. The results are displayed in figure 5.13. It
can be seen from the figure that the simulated potential fluctuations are consistently
self-similar with only very small deviations from µ = 0, whereas the intermittency level
of vorticity fluctuations is always between approximately µ = 0.275 and 0.4. The inter-
mittency of density fluctuations, on the other hand, varies from that of potential at low
collisionality to that of vorticity at higher collisionality. At higher collisionalities, the
portion of the wavenumber spectrum at high k becomes increasingly sensitive, meaning
the artificial damping of the spectrum becomes increasingly important. Simulations
at higher collisionality require higher resolution and lower artificial viscosities, making
them more expensive to carry out. For this reason, simulations for this work were not
carried out above C = 5. This is not an issue, since this range of collisionalities corre-
sponds roughly to the range accessible in TJ-K. This analysis provides the groundwork
necessary for a comparison with experimental data, which is detailed in section 5.3.3,
however first the intermittent properties of Langmuir probe data from experiments are
discussed in section 5.3.2.
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Figure 5.12: The scaling of the normalised power-law exponent ζq/ζ3 as a function
of order q for n, φ and Ω (C=1.25). The dashed line indicates the non-intermittent
prediction.
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Figure 5.13: The intermittency level µ for the three quantities n, φ and Ω, and for a
range of collisionality values, C.
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5.3.2 Measurements of intermittency in TJ-K
Measurements were carried out at TJ-K in order to investigate the effect of plasma
collisionality on the intermittent properties of density, potential and vorticity fluctua-
tions, indicated by the HW simulations presented in section 5.3.1. For this work the
collisionality was assumed to be dominated by the electron-electron contribution, and
calculated from
C =
νee/ωce
(k‖ρs)2
=
nemeBe
1.4× 1010mik2‖T 5/2e
, (5.9)
where νee is the electron-electron collision frequency, ωce is the electron cyclotron fre-
quency, and k‖ is the parallel wavenumber of the dominant drift-wave mode. The col-
lisionality depends on the experimental variables density, temperature and ion mass,
as well as magnetic field strength (although this dependence was not exploited here).
Practically, in order to vary the collisionality, the nominal neutral gas pressure was
varied in the range p0 = 2−10 mPa and the 2.45 GHz input heating power in the range
Ph = 1− 3 kW. The ion mass was varied by using the neutral gas species H, D, He, Ne
and Ar. To evaluate equation 5.9 the parallel wavenumber was taken from the work by
N. Mahdizadeh [105], and the values for deuterium and neon, which were not exper-
imentally measured, where determined from a linear interpolation using the existing
data for hydrogen, helium and argon. This is justified since the existing measurements
agree well with a linear fit. Electron densities were calculated from ion saturation cur-
rent profiles and electron temperatures were deduced from swept probe characteristics
using the methods described in section 3.3.1. Figure 5.14a) shows the collisionality
dependence on the nominal neutral gas pressure, figure 5.14b) the dependence on the
real partial pressure, and figure 5.14c) the dependence on the heating power. As is
clear from equation 5.9, the lighter ions generally correspond to higher collisionality
than the heavier ions, which can be observed in the figure. In addition, higher neutral
gas pressures tend to result in higher electron densities, leading to the observed trend
of higher collisionality. There is no clear trend between the heating power and the
collisionality.
0.0 0.4 0.8 1.2
P h [kW]
0 10 20 30 40 50 60
P0 [mPa]
0 2 4 6 8 10
0.01
0.10
1.00
10.0
P nominal [mPa]
100
C
H
D
He
Ne
Ar
a) c)b)
Figure 5.14: The scaling of the experimentally determined collisionality C with the
three control parameters, pressure, heating power and gas type. a) C as a function of
the nominal pressure Pnominal, as measured on the pressure sensor display. b) C as a
function of real pressure, P0, calculated using calibration factors. c) C as a function of
the heating power Ph. The discharge numbers can be found in appendix A.
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In order to gain a complete picture of intermittency in drift-wave turbulence in TJ-
K attempts were made to measure vorticity alongside density and floating potential
fluctuations. For this purpose the 7-tip probe was used, detailed in section 3.3.3. Half
radial scans at port O6 were recorded from R−R0 = 4−16 cm at z = 0 cm with a step
size of ∆R = 1 cm. At each radial location 0.5 s time series were recorded of Ii,sat and
φfl, as well as swept probe characteristics in order to obtain Te for input into equation
5.9. The intermittency level was determined using two different analysis techniques.
Firstly, a more qualitative method was employed, in order to get a more intuitive
picture of intermittency. To this end, the definition of intermittency given by U. Frisch
in [46] was used, as explained in section 2.8. This entails calculating the kurtosis of
a high-pass-filtered time series with incrementally increasing cut-off frequency. If the
kurtosis increases with cut-off frequency, then the signal is said to be intermittent.
Instead of a high-pass filter, a wavelet filter may be applied (see section 4.4), which
selects out specific frequency bands. A similar analysis technique was used in Ref. [36]
to investigate intermittency in transport fluctuations. The second method involves
calculating structure functions, allowing a direct comparison with the HW simulation
data in the previous section
Figure 5.15 shows the kurtosis of wavelet-filtered Ii,sat signals for increasing neu-
tral gas pressure, as a function of characteristic frequency, fc. As we have seen from
figure 5.14, higher neutral gas pressures generally result in higher collisionalities. The
kurtosis tends to increase with characteristic frequency, indicating that the signals are
intermittent, as per the definition of intermittency given by Frisch. By picking out a
fixed fc, it can be seen that kurtosis increases with collisionality. If the characteristic
frequency is too high, then the signal-to-noise ratio becomes too small, and the data
can no longer be trusted. The maximum permitted fc varies slightly from shot to shot,
and from probe to probe, however in general the maximum is around fc ≈ 250 kHz.
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Figure 5.15: a) Kurtosis K of Ii,sat time series as a function of characteristic filter
frequency, fc for a range of pressures. b) a zoomed-in portion of the same plot, showing
how the rate of increase of kurtosis with fc is higher for higher neutral gas pressures,
linked with higher collisionality.
In order to compare intermittency levels between different gases, the frequency
scale can be normalised by the factor cs/Ln, as in [117], where Ln is the typical density
gradient length scale and cs is the sound speed. The idea behind this normalisation is
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to shift the turbulence energy spectra such that the inertial ranges are aligned for the
different gases. The effect on the plots of K(fc) is shown in figure 5.16, and is minimal
except for hydrogen and deuterium, where the normalisation process increases the
intermittency level for hydrogen relative to deuterium at a fixed fcLn/cs. It can be
immediately seen from figure 5.16 that the kurtosis increases with fc for the lighter
gases, hydrogen, deuterium and helium, but stays roughly constant, at K = 0, for the
heavier gases, neon and argon. This is another indication that the collisionality of the
plasma is affecting the level of intermittency of density fluctuations, since higher mi is
associated with C.
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Figure 5.16: Kurtosis as a function of a) filter frequency fc, and b) the normalised
frequency fcLn/cs for a range of ion species. The curves of normalised frequency are
shifted with respect to one another such that the light gases generally have a higher K
for fixed fcLn/cs.
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Figure 5.17: a) The intermittency level of Ii,sat, characterised by the kurtosis at a fixed
fc = 250kHz, as a function of collisionality. b) The same data but with the kurtosis
determined at a fixed fcLn/cs = 0.6.
To build a picture of how the intermittency level changes with collisionality, the
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kurtosis for each discharge was determined at a fixed radial location and a fixed nor-
malised frequency of 0.6. Figure 5.17 shows the result of this process for Ii,sat signals
at a radial position of R−R0 = 11 cm (≈ 1 cm inside the LCFS) both before (left) and
after (right) the normalisation procedure. The Ii,sat fluctuations tend to become more
intermittent with increasing collisionality, as predicted by the HW simulations. For
the argon and neon data, intermittency is absent and the signals are approximately
self-similar. Helium on the other hand shows a constant level of intermittency over the
range of collisionalities covered for these experiments. For hydrogen and deuterium,
a trend towards increasing intermittency with collisionality is observed. It should be
stressed that there is no prediction of the functional relationship between K and C
in the literature, however from the HW simulations there is expected to be a positive
correlation between intermittency level in the density fluctuations and collisionality.
Figure 5.18 shows the same analysis carried out to produce figure 5.17, but for
the floating potential and vorticity measurements. Whilst the potential measurements
exhibit some intermittency for certain shots, there is no clear trend with collisionality,
and in fact the majority of the data lies around K = 0, i.e. self-similar fluctuations.
This is what would be expected of the plasma potential, based on the HW simulations.
The vorticity, on the other hand is expected to be intermittent over a large range of
collisionalities, in contradiction to the result presented in figure 5.18. The reason for
the lack of intermittency in Ω is likely due to the limited spatial resolution of the probe
array, which has the effect of ”blurring out” the fine scale structure associated with this
definition of intermittency. To show that this is the case the dispersion relation would
have to be determined for this data, which would require extensive two-dimensional
measurements. The spatial resolution of the vorticity measurement allows k ∼ 100 m−1.
Measurements in Ref. [115] suggest that even if a relatively strong equilibrium poloidal
E × B flow is assumed (which can shift the dispersion relation to higher frequencies),
the frequency associated with structures of this size is around 50 kHz. This indicates
that the probe spatial resolution was not high enough, based on the Kurtosis values in
figures 5.17 and 5.16.
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Figure 5.18: Intermittency levels of experimentally measured potential (a) and vorticity
(b) as a function of collisionality. The intermittency level was determined from a fixed
fcLn/cs = 0.6.
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Figure 5.19: Comparison of Sq(τ) scaling of ne fluctuations in a helium discharge with
(a) τ and (b) S3. The ne fluctuations are normalised by the standard deviation σn, and
Sq(τ) is normalised by its minimum value so that all curves are visible. The black lines
in plot (b) are linear fits to the data. Example plots of ζq/ζ3 against q for density ne and
φ calculated for each of the 5 working gases are given in plots c) and d) respectively.
The dotted line represents the non-intermittent case of ζq/ζ3 = q/3.
In order to compare more directly the trends in experimental intermittency level
with those found in the Hasegawa-Wakatani simulations a structure function analysis
of the experimental data was carried out. In the case of the experiments, it is not pos-
sible to calculate the spatial structure functions up to a sufficient precision to enable
comparison with simulations. For this reason, the structure functions must be calcu-
lated in time from equation 4.11. As with the simulations, the extended self-similarity
technique was used in order to find the power-law scaling of structure functions. The
structure functions S2 to S6 along with the corresponding ESS analysis is shown for an
example discharge in figure 5.19. The structure functions have a qualitatively similar
form to those calculated for the HW data, with an increase in Sq over almost two
decades of τ after which the structure functions saturate. The ESS analysis also con-
forms well to a linear fit, allowing the structure function exponents ζq to be determined
more accurately. Figure 5.19c) and d) show the result of the ESS analysis, ζq/ζ3 as
a function of the order q for density and potential measurements for an example dis-
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charge with each of the gases used. In the case of density fluctuations, it can be seen
that there is a larger deviation from the self-similar case, ζq/ζ3 = q/3, for the lighter
gases, with higher collisionality. This trend mirrors that already observed in the HW
simulations, as well as the scale-separated kurtosis analysis applied to the same data,
and is discussed in more detail in the next section, comparing to that found in the HW
simulations.
5.3.3 Discussion on the role of collisionality in drift-wave in-
termittency
In the same way as the simulation data, the experimental intermittency level can be
quantified by determining the deviation of the normalised 6th order structure function
from the self-similar prediction of µ = 0. The result of this analysis is shown for density
(Ii,sat) and potential (φfl) fluctuations at the radial position R − R0 = 11 cm in figure
5.20. For the density fluctuations, in part a) of the figure, as with the scale-separated
kurtosis analysis, an increasing level of intermittency is observed for increasing collision-
ality, with the gases argon and neon showing low intermittency levels, and the lighter
gases, helium, deuterium and hydrogen showing intermittent behaviour. Experimen-
tally measured potential fluctuations are self-similar for the range of C measured, with
µ ≈ 0. If the Taylor hypothesis of turbulence ”frozen” in the background flow is as-
sumed and the experimentally determined temporal structure functions are equivalent
to the spatial structure functions calculated from the simulations, a direct comparison
with the results obtained from simulations can be made.
The results of the analysis of the density and potential fields from HW simulation
data are plotted in the figure as solid black circles. For the density fluctuations, the
trend in µ is similar between experiment and simulations, albeit with an offset such
that the simulated intermittency levels are lower than those observed in the experi-
ments for a fixed collisionality. In fact it is somewhat surprising that the simulation
results match those of the experiments so closely, given that the simulations do not
account for the complicated stellarator magnetic field geometry, with curvature and
shear, or turbulence phenomena such as zonal-flows [118]. It appears then that to
simulate trends in the statistical properties of DW turbulence in TJ-K, such basic
models may be employed. The important result from this analysis, however, is that
the intermittency in the density increases with collisionality in the experimental data
as well as the simulations. This indicates that the strength of the coupling parameter,
(φ − n)/C, has an influence on the statistical properties of the drift-wave turbulence.
When C is low, the potential and density are strongly coupled, leading to the density
field taking on the statistical properties of the potential. As C increases, the density
field comes to resemble the vorticity, which is intermittent across the range of C con-
sidered. There is evidence that intermittency in the vorticity field is inherent, at least
in the hydrodynamic limit [119]. The more intermittent behaviour of the experimental
data as compared to the simulations could be due to the effect of magnetic field in-
homogeneities, unaccounted for in the simple slab HW model. At the location where
the experimental measurements were taken for figure 5.20, the normal curvature is
negative, which can have the effect of increasing the intermittency level locally, as will
be demonstrated in section 5.4. Since the effect of an inhomogeneous magnetic field is
not accounted for in the basic HW model, this could partly explain the shift between
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the HW simulation results and the experimental data.
Figure 5.20b) shows the experimentally determined intermittency level for potential
fluctuations, compared to the simulated values. The potential data is consistently self-
similar, with µ ≈ 0 for all collisionalities measured. This is in good agreement with
the simulated values, however the difference between the result of this analysis and the
scale-separated kurtosis analysis shown earlier in this chapter is not well understood,
although it is likely that the previously used analysis is sensitive to the normalised
frequency used to select out kurtosis values, and is therefore less robust than the more
commonly used structure function method.
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Figure 5.20: Experimental intermittency levels for Ii,sat (a) and φ (b), determined using
the structure function method, as a function collisionality. Simulated intermittency
levels are over-plotted as solid circles.
The error bars calculated for the experimental data are small and barely visible in
the figure. The maximum error is around 0.05, corresponding to around 2.5 % of the
self-similar prediction of 2. Errors originate from the fitting procedure to determine
the ζq, which makes use of the standard deviation of the data points from the fitted
line. Thus, it is not surprising that some of the data points lie slightly below µ = 0.
Although the simulated and experimental data show a remarkably similar trend, a
quantitative comparison should be made with caution due partly to the limitations of
the HW model, but also due to the estimated value of k‖, which is required as an input
to the experimental collisionality calculation. The estimated values of k‖ [105] were
determined for a fixed set of discharge parameters, and not for a range of collisionalities.
The sensitivity of the calculated collisionalities to k‖ mean that small differences in the
latter may cause relatively large shifts in the former (a 10 % change in k‖ results in
around a 20 % change in C).
Other analyses of the density fluctuations in drift-wave turbulence have found in-
termittency [33–35], although the effect of collisionality was not studied in these cases.
Lagrangian velocity increments in HW simulations were studied using tracer parti-
cles, and were found to behave increasingly intermittently with increasing collisionality
in Ref.’s [32, 120]. At low collisionalities, exponential tails were observed in the La-
grangian acceleration, indicating Gaussian-like diffusion processes. On the other hand,
at higher collisionality, the heavy tails of the PDFs indicate intermittency and faster
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than diffusive transport. In addition, the potential fluctuations in simulations are
generally self-similar [34,35]. The results presented in this section fit with these previ-
ous observations, but augment the results with the observed increase in intermittency
of the density fluctuations with increasing collisionality in both the experiments and
simulations.
5.4 The link between magnetic curvature and in-
termittency in drift-wave turbulence
In the previous section, it was found that the density fluctuations in drift-wave turbu-
lence become more intermittent with increasing collisionality due to the decoupling of
density and potential fluctuations, resulting in the density field acting like a passive
scalar and gaining the intermittent character of the vorticity. In this section the effect of
magnetic field curvature on the coupling of density and potential is explored. In section
5.4.1 the extended Hasegawa-Wakatani (EHW) model is used to carry out simulations
with the local curvature characteristics of TJ-K, and the intermittent properties are
calculated. Following this, in section 5.4.2, the intermittent properties of poloidally
resolved measurements of density and potential fluctuations in TJ-K are determined.
Finally, in section 5.4.3 the influence of magnetic field geometry on the intermittent
properties of drift-wave turbulence is discussed.
5.4.1 Intermittency in Extended Hasegawa-Wakatani simula-
tions
The effect of magnetic curvature on the intermittent properties of drift-wave turbulence
can be studied with the Extended Hasegawa-Wakatani (EHW) model. The aim is to
compare the intermittency levels determined from local simulations with experimen-
tally determined intermittency levels deduced from poloidal probe array measurements.
In order to study the curvature dependence of intermittency in TJ-K, the poloidal vari-
ation of curvature can be exploited. Figure 5.21 shows the poloidal normal and geodesic
profiles located at the outer port at φ = 30◦. Four exemplary regions can be identified,
for which local simulations were performed with the EHW code for later comparison
with experimental data. These are marked by the dashed lines in the figure, and la-
belled 1, 2, 3 and 4. At position 1, θ = ±pi, the normal curvature is maximum and
positive and the geodesic component is zero. At position 3, θ = 0 the normal curvature
is minimum and negative and the geodesic curvature is also zero. At positions 2 and
4, θ = ±pi/2, there is no normal curvature component and the geodesic component is
negative and positive respectively. As described in section 5.2.2 in the EHW model the
normal curvature is approximated by a gradient in the magnetic field strength in the
x coordinate and the geodesic curvature is approximated as a gradient in the y coor-
dinate. The corresponding terms in the density equation are (∂ lnB/∂x)∂(φ − n)/∂y
and (∂ lnB/∂y)∂(φ−n)/∂x respectively. In the experiment the four exemplary regions
have curvature values of either |κn| ≈ 4 m−1 or |κg| ≈ 4 m−1. For input into the EHW
simulations, this value is made dimensionless by multiplying with the drift-scale param-
eter, ρs. Taking typical values near the separatrix at the outboard side of B ≈ 0.04 T,
and Te ≈ 10 eV for a deuterium discharge, this results in ρs ≈ 0.01 m, and therefore
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input values of |κ| ≈ 0.1. For the simulations an intermediate value of C = 1.33 was
chosen. The integrated energy as a function of time is shown for the simulations of
regions 1-4, as well as for the case without curvature, in figure 5.22. Data was taken for
analysis from the 100 snapshots in the grey shaded region, as was done in the analysis
in section 5.3.
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Figure 5.21: Normal and geodesic curvature poloidal profiles for the outer port at
φ = 30◦. The dashed green lines and numbers signify characteristic regions used for
local simulations.
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Figure 5.22: The integrated energy as a function of time for the simulations carried
out with local curvature characteristics, approximating regions 1 to 4, along with the
case of no curvature.
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normal curvature term, κn = −0.1 and κn = 0.1, and two different values of the
geodesic curvature term, κg = −0.1 and κg = 0.1 . The collisionality was fixed at
C = 1.33.
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First of all the κn components are considered in isolation, corresponding to local
simulations of regions 1 and 3 with κn ± 0.1 and κg = 0. Figure 5.23 shows snapshots
of the saturated states of n, φ and Ω from the simulations. For these values of the
curvature, the morphology of the turbulent fields is not visibly affected. To illustrate
the effect visually, higher values of κn = ±0.2 must be taken, the results of which are
displayed in figure 5.24. From visual inspection of the figure it can be seen how the
curvature term affects the density-potential coupling. The bottom set of plots show
the n, φ and Ω fields for κn = 0.2. In this case the coupling is stronger and the density
can be seen to behave similarly to the potential, and thus has a more course-scaled
structure. In the case where κn = 0, the standard slab HW equations are recovered,
and depending on the collisionality the density field behaves to a greater or lesser extent
like the potential. In this case the value of C = 1.33 results in a density field with
some of the fine-scaled behaviour of the vorticity. With κn = −0.2 the density-potential
coupling is reduced and the density tends to more closely resemble the vorticity.
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Figure 5.24: Snapshots of the n, φ and Ω fields at the two different values of the normal
curvature term, κn = −0.2 and κn = 0.2. With higher κn, the decoupling effect is more
visible. The collisionality was fixed at C = 1.33.
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The intermittency level can be quantified as in the previous simulation analysis
using the spatial structure functions. Plots of the normalised scaling exponents of
spatial structure functions for n, φ and Ω for the simulations with normal curvature
are shown in figure 5.25a). The intermittency in the density is highest when the
normal curvature is negative, corresponding to the bad-curvature region, and lowest
in the good-curvature region. When the magnetic field is treated as homogeneous, the
intermittency lies between these two cases.
The same analysis was carried out for the simulations with geodesic curvature, mod-
elling poloidal regions 2 and 4. Snapshots of the n, φ and Ω fields are shown in figure
5.23. The effect of the geodesic curvature on the morphology of the fluctuations is not
obvious, however the structure functions reveal a very slight increase in intermittency
when the curvature terms are present as compared to the case without curvature.
Using these results, a picture of the expected poloidal profile of intermittency in
the density fluctuations can be constructed. This is shown in figure 5.26 along with
the result of the same analyses performed for the vorticity and potential. The density
intermittency is highest at θ = 0, with µ ≈ 0.3, and decreases towards θ = ±pi, with
µ ≈ 0.2. The vorticity intermittency mirrors the changes observed in the density field,
although the variation in µ is much smaller, and the potential is self similar in all the
simulations. Using this model the curvature dependence of the density and potential
fluctuations in experiments is investigated in the next section.
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θ, for the 4 local EHW simulations.
5.4.2 Measurements of intermittency as a function of poloidal
angle in TJ-K
The poloidal variation of the curvature components, κn and κg, in TJ-K was exploited
to study the effect of curvature on the intermittent properties of density and potential
fluctuations. To this end, the outer port poloidal array (OPA, see section 3.3.3 for
details) was used to obtain Ii,sat and φfl measurements of 0.5 s in duration for H, D
and He plasmas, in which, based upon the investigations in section 5.3, the density
fluctuations are intermittent. Ii,sat and φfl were recorded one after the other in order
to make use of all 64 probes for every discharge. The discharge parameters used here
are given in table A.2 of the appendix. Similarly to the collisionality investigation,
to facilitate comparison with simulated data the intermittency was quantified using
a temporal structure function analysis, resulting in the intermittency parameter µ.
Figure 5.27 shows the structure function analysis of Ii,sat fluctuations in a deuterium
discharge from one probe located at the outboard mid-plane and another located at
the inboard mid-plane. The structure functions at both locations have similar forms,
with a saturation after around 40µs. The ESS analysis of the same data shows good
linear scaling, allowing the structure function exponents to be determined from a linear
fit to the data.
Figure 5.28 shows the result of the ESS analysis from the same discharge, for Ii,sat
signals recorded with probes at different poloidal locations, θ = 0, ±pi/2, and pi. The
structure functions indicate more self-similar behaviour at θ = −pi and −pi/2, and
more intermittent behaviour at θ = 0 and pi/2. This analysis was repeated with all
64 probes measuring Ii,sat in the OPA, as well as for discharges where the φfl was
measured, building up a picture of the poloidal variation of the intermittent properties
of drift-wave turbulence.
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Figure 5.27: Example structure functions from Ii,sat measurements at the mid-plane
probe on the outboard side (a) and inboard side (b). Plots (c) and (d) show the ESS
analysis of the same data along with linear fits (black lines).
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Figure 5.28: Normalised structure function exponents, ζq/ζ3 as a function of the order
q from Ii,sat measurements at 4 poloidal positions on the poloidal probe array.
Figure 5.29 shows the poloidal profile of the intermittency level for all the gases
investigated. From the figure, it can be seen that the intermittency level as a function
of poloidal angle is not the same for all gas species. The trends exhibited for hydrogen
and deuterium are very similar, both showing a peak above the mid-plane on the
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outboard side, at θ = 0 − pi/2. In addition, a minimum is visible at θ = −pi/2 for
both gases. The general trend is similar to that expected from the simulations, insofar
as the level of intermittency roughly in the bad-curvature region is higher than that
found in the good-curvature region. For helium, µ is roughly constant as a function
of poloidal angle, although there is a slight minimum at θ = −pi/2, and the level
of intermittency is approximately constant as a function of θ. However, there is a
significant difference between the approximately up-down symmetry in µ predicted
from the EHW simulations and the experimentally measured profiles which exhibit
higher µ above the mid-plane (θ > 0) and lower µ below (θ > 0). This effect may be
a result of the different geometrical properties of drift-wave turbulence, a possibility
that is discussed further in the next section.
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Figure 5.29: Poloidal profiles of the intermittency level, characterised by 2− ζ6/ζ3, for
H, D, He with a nominal neutral gas pressure of approximately 4 mPa.
5.4.3 Discussion on the role of magnetic curvature in drift-
wave intermittency
Figure 5.30 shows the intermittent properties of the density and potential fluctuations
for the deuterium experimental data, which most closely matches the collisionality used
for the EHW simulations in the previous section (C = 1.33). The µ calculated from the
simulation data from the previous section is labelled EHW 1. The potential fluctua-
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tions in part b) of the figure are approximately self-similar in both the experiment and
the simulations, with µ < 0.1 in both cases. However, the density fluctuations mea-
sured in the experiment show a qualitatively different poloidal profile from the EHW
1 prediction. Both sets of data have a maximum on the outboard side and a region
where the fluctuations are more self-similar on the inboard side, but contrary to the
simulations there is an additional dip in µ around θ = −pi/2, where the fluctuations
are the most self-similar in the poloidal profile. The normal curvature terms in the
EHW model clearly have an additional effect on the potential-density coupling, with
the strongest decoupling in the case where the normal curvature is negative, leading to
more intermittent fluctuations in this region. A positive value of the normal curvature
leads to a stronger coupling than in the standard model for the same value of C, re-
sulting in less intermittency observed in the fluctuations on the inboard side (θ ≈ ±pi).
The dip in µ at θ ≈ −pi/2 present in the experimental data is initially puzzling but
could be explained by inhomogeneous spatial properties of the drift-wave turbulence.
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Figure 5.30: A comparison of the poloidal profile of intermittency level, µ, in HW
simulations and from experimental measurements from a deuterium discharge.
The curvature coupling mechanism works in a different way to the collisionality
coupling because of the spatial gradient of (φ − n) calculated in the additional EHW
model terms: κn∂y(φ−n) and κg∂x(φ−n) for the density equation. Thus the coupling
effect due to curvature is dependent on the wavenumber spectra of n and φ, that is to
say on the spatial properties of the turbulence, which enter through ∂x and ∂y. A spatial
inhomogeneity in the drift-wave turbulence could go part way towards explaining the
discrepancy between the EHW 1 result and the experiment. Results from a linear model
of drift-wave growth rates in TJ-K [17], were able to explain a shift of the measured
turbulent transport maximum to the region with negative normal and positive geodesic
curvature [115]. The growth rate from the model, γ, is given by
γ ∝ −κn + κgχ
′
B
|∇s|2 (θk + Λ) δ, (5.10)
where χ′ is radial derivative of the poloidal magnetic flux, Λ is the integrated local
magnetic shear, δ is related to the phase shift between the density and potential, and
θk = ks/kα is the ratio of the radial and poloidal wavenumbers, ks and kα respectively.
When ks and kα are not equal, this equation predicts a shift of the maximum in the
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drift-wave growth rate from the region where κn is most negative to the region where
the κn is negative but κg is also positive. The previous investigations indicated that
θk > 1 reproduces the measured transport profiles, with θk ∼ 2 matching the profiles
quite well. This observation suggests that the radial scale lengths are shorter than the
poloidal scale lengths. In addition, by considering figure 5.3 it is clear that the drift
waves do not have the same radial and poloidal length scales at θ ≈ ±pi/2, as well as
being smaller compared to other poloidal locations due to the damping effect of the local
magnetic shear. By approximating the gradients in the curvature terms with typical
length scales, i.e. κg(1/Lr)(φ−n), it can be seen that for the same κg the coupling term
should be larger at θ = ±pi/2 compared to θ = 0, pi. In addition, the measurements
in section 5.1.1 suggest smaller radial length scales at θ = −pi/2 compared to θ = pi/2
due to the orientations of structures to the flux surfaces, which are more parallel in the
former as opposed to the latter case. This additional asymmetry can be introduced
into the simulations by increasing the value of κg at θ = −pi/2 compared to θ = pi/2.
To obtain an idea of the effect of geodesic curvature with poloidally asymmetric
drift-wave characteristics, simulations were carried out corresponding to positions 2
and 4 in figure 5.21, at θ = ±pi/2, with progressively larger value of κg. The normal
component of the curvature was kept zero, and the geodesic component was set to κg =
±0.1, ±0.35 and ±0.5. Figure 5.31 shows snapshots from the steady-state turbulence
from each of the simulations. From visual inspection of the figure it can be seen that
the turbulence simulations with higher |κg| exhibit a more course-scaled structure. The
effect of introducing a magnetic field gradient in the y-coordinate, is in fact slightly
different to the introduction of a gradient in the x-coordinate in that it causes an
additional propagation of structures in the x-direction. This is manifested as diagonal
”stripes” in the simulations at higher κg in figure 5.31.
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Figure 5.31: Snapshots of the density field for EHW simulations with a geodesic cur-
vature component only, varied as κg = ±0.1, ±0.35 or ±0.5.
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The result of a structure functions analysis of these simulations is shown in figure
5.32. The intermittency level for κg = −0.1, corresponding to θ = −pi/2, is approxi-
mately the same as that for κg = 0.1, at the poloidal position θ = pi/2. As the geodesic
curvature is increased, the intermittency level decreases, however the effect is stronger
for negative κg than positive κg, leading to an asymmetry in the poloidal profile of
intermittency. A speculative poloidal profile of µ using these results is plotted in figure
5.30 and labelled as EHW 2. The lower radial as compared to poloidal scale lengths,
along with the poloidal asymmetry suggested in section 5.1.1, is accounted for by using
a value of κg = 0.35 at θ = pi/2, and κg = −0.5 at θ = −pi/2. The trend of the EHW
2 set of simulations is now more similar to that observed in the experiment, with a
decrease in µ now observed in both data sets at θ = −pi/2. It should be remembered
that approximating the spatial derivatives with typical length scales, made in the above
argument, constitutes a substantial approximation, since the spatial properties of the
turbulence can vary as a function of scale. Despite this, the result is an indication that
the spatial properties can have an additional effect on the intermittent properties of
drift-wave turbulence, aside from the influence of magnetic curvature. The Λ term in
equation 5.10 indicates that the magnetic shear can also play a role, however this would
require a more accurate simulation model of drift-wave turbulence in TJ-K, accounting
for the full magnetic field geometry of TJ-K. This is beyond the scope of the current
thesis and is left for future work.
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Figure 5.32: Intermittency level for local HW simulations at the poloidal locations
θ = ±pi, −pi/2, 0 and pi/2. The value of the normal curvature component was either
κn = −0.1, 0 or 0.1, depending on the poloidal location. The value of the geodesic
component was κg = ±0.2, ±0.35 or ±0.5, where the sign depends on whether the
simulation is above or below the mid-plane.
Finally, the EHW model was used to simulate the effect of changing collisionality at
the position where experimental measurements of the turbulent drift-wave fluctuations
were made, with a local curvature value of κn = −0.1. The result is shown in figure 5.33.
It can be seen that the agreement between the experimental data and the simulations
is further improved by the introduction of a local negative normal curvature, which
has the effect increasing the intermittency of the simulated density fluctuations.
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Figure 5.33: The intermittency level, µ, as a function of the collisionality for the
experimental data and HW simulations from section 5.3.3 along with simulations using
the EHW model and a curvature value of κ = −0.1.
5.5 Summary
In this chapter, the influence of magnetic shear, and curvature on drift wave turbulence
has been investigated using experimental data from TJ-K and Hasegawa-Wakatani
(HW) simulations. The spatial characteristics of drift-wave turbulence were charac-
terised in a previous study by measuring the poloidal correlation length [115]. A re-
duction in the poloidal correlation length was observed in regions with higher absolute
values of the local magnetic shear, however the precise effect of the magnetic shear on
the turbulence was not clear. As a starting point in this work, the spatial properties of
high-amplitude drift wave turbulence were characterised in a two-dimensional poloidal
cross-section using conditionally averaged Langmuir probe measurements. It was found
that the cross-sectional area of drift-wave modes was reduced in the regions of elevated
absolute values of the local magnetic shear. This is consistent with simulations that
have shown drift wave turbulence is damped by local magnetic shear [58, 116]. In ad-
dition, the drift-wave modes are tilted at different angles relative to the flux surface
depending on the poloidal position, suggesting an additional variation in the radial
drift-wave scale lengths.
In the second part of the chapter the intermittent properties of drift-wave turbu-
lence were investigated using simulations with the Hasegawa-Wakatani (HW) model,
and compared to the results from experiments in TJ-K. Initially, simulations were per-
formed using a two-dimensional slab HW model at varied collisionality from C = 0.33
to 5, and a structure function analysis was performed on the resulting turbulent density,
potential and vorticity fields. The extended self-similarity method was used to obtain
estimates of the structure function exponents and the intermittency was characterised
by the parameter µ, the deviation of the 6th order structure function exponent from
the self-similar prediction. It was found that the potential field was self-similar across
the range of collisionalities used, whereas the vorticity was intermittent. This is con-
sistent with observations in other simulations [34, 35]. The intermittent properties of
the density field on the other hand were found to change as a function of collisionality
as the coupling of the density and potential fluctuations changes. In the low C case
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(adiabatic limit), the density and potential fields are strongly coupled and the density
field is self-similar, as with the potential. As the collisionality is increased, the density
and potential become progressively decoupled and the density field becomes more in-
termittent. At high C (towards the hydrodynamic limit), the density field behaves in
the sense of a passive scalar and has the intermittent properties of the vorticity. Mea-
surements of drift wave turbulence were performed at TJ-K with varied collisionality
to see if this trend is also present in the experiment. Langmuir probes were used to
measure density and potential fluctuations at the inside edge of the TJ-K plasma, in
the region where drift-wave turbulence is strong. The intermittent properties of the
time series were determined again using a structure function analysis to obtain the pa-
rameter µ. The general trend of the experimental data matches that of the simulations
quite closely. The potential fluctuations are found to be self-similar across the range
of collisionalities used, and the density fluctuations were found to be more self-similar
at low collisionalities and more intermittent at higher collisionalities. However, the
experimental density fluctuations were found to be generally more intermittent than
those of the HW simulations. The two-dimensional slab model is a substantial simplifi-
cation compared to the three-dimensional experiments, which have magnetic curvature
and shear. A reason for the shift observed in the level of intermittency in experiments
compared to simulations was found in the magnetic curvature, which has an additional
effect on the density-potential coupling.
To investigate the effect of magnetic curvature on intermittency in drift-wave tur-
bulence, an extended Hasegawa-Wakatani (EHW) model was used, where spatial vari-
ations in the magnetic field strength are included. Whilst the model is still two-
dimensional, the effect of magnetic field curvature can be simulated by introducing a
gradient in the magnetic field strength in the x (normal curvature, κn) or y (geodesic
curvature, κg) coordinate. The local curvature characteristics at four poloidal angles
in TJ-K were used to perform simulations at four locations: the inboard mid-plane
(κn > 0, κg = 0), the outboard mid-plane (κn < 0, κg = 0), and the region above
(κg > 0, κn = 0) and below (κg < 0, κn = 0) the mid-plane. A structure function
analysis of the results show that the density fluctuations are more intermittent at the
outboard mid-plane and less intermittent at the inboard mid-plane, consistent with
observations in other EHW simulations [34]. In the regions with geodesic curvature,
the fluctuations are less intermittent than at the outboard mid-plane, but more in-
termittent than at the inboard mid-plane. Measurements were performed at TJ-K to
see if this effect is also present in the experiment. A poloidal array of 64 Langmuir
probes positioned equidistantly on a flux surface was used to measure fluctuations in
the potential and density in helium, deuterium and hydrogen plasmas. The potential
fluctuations were observed to be mainly self-similar in all discharges. The density fluc-
tuations in deuterium and hydrogen plasmas were observed to be most intermittent
in a region above the out-board mid-plane, where the normal curvature is negative
and the geodesic curvature positive. A minimum in µ is observed below the outboard
mid-plane, and the fluctuations on the inboard side have a generally more self-similar
character. This is in contrast to the EHW simulations carried out with the local curva-
ture characteristics in TJ-K, however the simulations were initially performed assuming
uniform radial and poloidal wavenumbers for the turbulence. Previous investigations
at TJ-K have indicated that the radial length scales of drift waves are smaller than
the poloidal length scales. This is backed up by the investigations carried out the first
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part of this chapter. Incorporating this inhomogeneity into the simulations by increas-
ing the geodesic curvature terms, resulted in an intermittency profile which recovered
the main characteristics of the experimentally measured profile in deuterium. It can
therefore be concluded that the intermittent properties of the density fluctuations in
drift-wave turbulence depends on the density-potential coupling. This can be affected
by the collisionality, but also by the magnetic curvature and the spatial properties of
the turbulence.
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Chapter 6
The influence of magnetic field
geometry on blob filaments
Previous investigations at TJ-K have shown with the use of Langmuir probes and
a fast camera the existence of mesoscale filamentary structures of increased density,
localised perpendicular to the magnetic field, which propagate poloidally and radially
through the SOL [27–29, 87]. These structures are almost ubiquitous in the SOL of
magnetic confinement fusion (MCF) plasmas, including tokamaks and stellarators (see
for example [28,29,31,38,66–73]), and are commonly called blobs due to their elliptcal
form when viewed in a plane perpendicular to the magnetic field. There is an extensive
literature covering the subject of blob filaments in MCF plasmas for which references
can be found in section 2.6.
Blobs belong to the class of turbulent plasma phenomena and are therefore strictly
speaking non-linear in nature, interacting with other blobs as well as the background
plasma. A sufficiently realistic simulation tool for the edge plasma is currently unavail-
able, and therefore research in the field progresses using a combination of experimental
observation, feeding into phenomenological analytical models, and first-principles com-
puter simulations. For the research covered in this chapter, all three approaches are
exploited in an effort to deepen understanding in the field.
The magnetic curvature is normally considered responsible for blob polarisation and
subsequent motion due to the E×B drift caused by the blobs dipole. The perpendicular
current generated by curvature drifts in the blob filament is balanced by a perpendicular
polarisation current and a parallel current. This model has achieved success in several
studies when considering the radial motion of blobs (e.g. [31,121]), including in TJ-K,
when the polarisation current is assumed to be the dominant mechanism for restoring
charge balance in filaments [28]. It is often assumed that the observed poloidal (or more
generally referred to as binormal) motion of blob filaments is due to equilibrium E×B
flows [38]. However, it has been postulated that outside the mid-plane the geodesic
curvature can also contribute to the polarisation of filaments [27]. Investigating the
geodesic curvature drive of blob motion is the third objective defined in section 1, and
is investigated in this chapter.
First of all, in section 6.1.1, the basics of GEMR simulations are presented, including
the parameters necessary to approximate the TJ-K plasma. Following this, in section
6.1.2, the general properties of the GEMR SOL region are discussed. In section 6.2.1
the dynamics of blobs in GEMR are investigated, focusing in particular on the spatial
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variation of blob velocity components and their relation to the magnetic field curvature.
In section 6.2.2 the measurement of blob velocity components in TJ-K is detailed,
followed by a discussion of the effect of magnetic field curvature on poloidal (binormal)
blob dynamics in section 6.2.3.
In addition, due to a parallel balance of currents in blob filaments, it is generally
assumed that filaments are aligned to the magnetic field, suggesting that magnetic shear
can have an effect on their spatial structure. Investigating this in TJ-K constituted
objective four given in section 1, and is the subject of section 6.3. Measurements of
the three dimensional structure of blobs are presented in section 6.3.1, followed by a
discussion of the structure as a function of position in the SOL along the typical blob
trajectory in section 6.3.2.
The experimental work presented in this chapter was published in Ref. [74].
6.1 Blob simulations for TJ-K
GEMR simulations provide a suitable environment to study the effect of magnetic
field curvature on blob propagation. The model has a global geometry (i.e. with
radial dependencies) and blobs are generated self-consistently, as opposed to seeded
blob simulations (e.g. [122,123]). The key details and references relating to the model
are contained in section 2.7. Simulations with the GEMR code have been previously
conducted for TJ-K parameters [87,103] where the formation of blobs in the SOL was
observed in detail and found to be more complicated than a ”peeling-off” of a pressure
perturbation due to the E × B shear, but rather involves a pressure transfer process,
evocative of turbulence spreading. The turbulence spreading via blob transport was
investigated further in the context of GEMR in [88]. In this thesis the goal is to use
the GEMR model to investigate the effect of magnetic curvature on blob dynamics.
This was not investigated in previous studies, which focussed on a drift-plane located
at the outboard mid-plane. The magnetic field geometry in GEMR is that of an
axisymmetric tokamak with circular flux surface cross-section, which limits the validity
of a direct comparison with the TJ-K case. In addition GEMR is a δf -model, requiring
perturbations to be small compared to equilibrium quantities, which is often not the
case for turbulence in TJ-K (see figure 6.15). Despite this, blob simulations are useful
since a much more detailed view of turbulence can be obtained than in the experiments.
This section covers the input parameters to the model required to simulate a TJ-K-
like plasma, along with some of the basic statistical properties of the simulations and
the first indications of blobs in the GEMR SOL.
6.1.1 GEMR simulations
A simulation was performed with parameters corresponding to a typical TJ-K hydrogen
discharge, assuming peak electron densities of n0 = 1×1017 m−3, Te = 10 eV, Ti = 1 eV,
and B = 0.07 T. Electron and ion temperature profiles are assumed flat (isothermal
case). The magnetic geometry enters through the TJ-K major radius, R = 0.6 m,
and the minor radius, taken to be a = 0.1 m, as well as the safety factor profile given
in section 2.7. The dimensionless quantities governing the parallel electron response
(see section 2.7) are µˆ = 0.707, C = 0.12 and βˆ = 2.9 × 10−5 for the TJ-K edge
hydrogen plasma. The perpendicular grid resolution is set by the drift scale, ρs, which
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for this parameter set is ρs = 0.4616 cm. The time step was tstep = 0.002/ωci, which
means the time resolution in physical units depends on the magnetic field strength
and the ion mass, due to ωci = eB/mi. The time resolution of the snapshot output
(the fluctuating quantities at all simulation nodes) was chosen to give tres = 2.261µs,
allowing high enough resolution to resolve blob dynamics without requiring storage
of large amounts of data. The total simulation length was 22.61 ms, which is short
compared to the experimental time series of 0.5 s, however the simulations provide
data on density and potential fluctuations at x× y = 32× 64 grid nodes in each of 32
drift planes. Blobs in GEMR can occur at multiple locations along the perpendicular
coordinate, y, resulting in a comparable number of blob events in each drift plane over
the duration of a simulation. To speed up calculations, the parallelised version of code
was used, and calculations on the 32 drift planes were distributed across 32 cores.
An initial transient period can be observed at the start of the simulations, after
which saturation occurs, and non-linear interactions come to dominate. In the begin-
ning transient phase, the initial perturbations experience a linear growth phase, with
increasing non-linear interaction of the eddies, resulting a saturated turbulent state.
It is this saturated turbulent state which is of interest for studying the properties of
blobs, and so it is in this region exclusively that data was used for the following anal-
yses. When a time average over the duration of the simulation is referred to it means
an average over the entire portion of the simulation where a saturated turbulent state
persists.
The equilibrium profiles of all dependent variables change self-consistently with the
turbulent fluctuations and, once the energy has saturated, fluctuate around an equilib-
rium profile dependent on the input parameters and boundary conditions. Figure 6.1a)
and b) shows the equilibrium profiles of the density, and potential, averaged zonally
(over the periodic coordinates y and s) and over time (squares), along with the initial
profiles of both quantities (triangles). The initial density profile has a Gaussian form
inside the LCFS, and is set to 0 in the SOL. Over time the profile evolves such that
the density gradient becomes less steep, and the density just inside the SOL is about
30 % of the peak density. The exact form that the density profile takes on in this case
depends on the boundary conditions at x = 1 and x = 32 as well as the source, which
injects plasma at x = 1, and the sink, which allows heat and particles to flow out of the
simulation at x = 32. The initial potential profile increases from negative values up
to 0 V at the inside edge of the simulation grid. After a steady state is reached in the
simulations, a local maximum in the potential is reached at the LCFS after which the
potential decreases again entering the SOL, this results in a region of stronger E × B
shear, which can be seen from plot c) of the figure, where vE×B goes from positive
in the closed flux surface region to negative in the SOL. This shear is responsible for
shearing apart of drift-wave perturbations in the vicinity of the LCFS, and the creation
of distinct blob structures in the SOL. Further out in the SOL, vE×B increases again.
The variation in equilibrium plasma potential as a function of radius is small due to
the lack of a temperature gradient in the simulations. The electron thermal motion
strongly affects the ambipolar electric field and therefore the potential profile. Due to
this relatively flat potential profile the E×B flow is also lower than is observed in the
experiments. Temperature profiles in TJ-K are peaked at the LCFS, but are otherwise
quite flat, hence the approximation of no temperature gradient. Despite its impact on
the E×B flow shear at the LCFS, this approximation was made in order to model the
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entire plasma.
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Figure 6.1: Zonally averaged radial profiles of density (a), potential (b), and E × B
velocity (c). Black triangles correspond to initial profiles at time t = 0, and blue
squares to the zonally averaged profile averaged over time in the saturated portion of
the simulation.
6.1.2 General SOL properties in GEMR simulations
Figure 6.2 shows typical time series from the hydrogen simulation from two grid nodes
at the outboard mid-plane, one in the confined plasma and one in the SOL, along
with their respective probability density functions. From the PDFs, it is clear that the
time series obtained from the closed flux-surface region of the drift-plane is close to
Gaussian, whereas the PDF corresponding to the SOL time series is skewed towards
positive density values. This is the case found generally in experiments, where the
positive density spikes in the SOL are often attributed to blob filaments (see section
6.2.2).
The 2nd, 3rd and 4th moments of the PDF, σ, S and K are shown for the density
fluctuations in figure 6.3a) as a function of the radial coordinate, x and determined at
the s = 8 drift plane, and in figure 6.3b) as a function of s, the parallel coordinate.
Following the radial coordinate from the centre of the plasma towards the edge, the
standard deviation of the density fluctuations increases until just after the LCFS, where
it reaches a maximum and then decreases towards the far SOL. This can be understood
considering figure 6.1, since the maximum in the fluctuation amplitude corresponds to
the region where the equilibrium density gradient is steepest, and therefore the drift
wave growth rate is highest. From the middle plot of figure 6.3a), it can be seen how
the skewness changes sign from negative to positive crossing the LCFS, which is in line
with experimental observations, and is an indicator of blob-hole formation [31], with
holes in the closed flux-surface region contributing to negative density fluctuations.
Another indicator of blob generation is thought to be the rise in skewness as a function
of the radial coordinate [124, 125], which is also evident in these simulations. The
kurtosis radial profile is hollow, with elevated levels at the simulation edges. It should
also be noted, however, that the kurtosis is slightly elevated in the SOL as compared
to the inner edge of the confined plasma. The heavier tails of the PDF in the SOL are
likely also related to the bursty blob fluctuations.
The effect of magnetic field curvature is visible in figure 6.3b), where in the upper
graph the standard deviation is plotted as a function of the parallel coordinate, s. It
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Figure 6.2: Typical time series of density fluctuations from GEMR simulations at a
particular grid node in the confined plasma (a) and SOL (b) at the outboard mid-
plane, along with the corresponding probability density functions. The fluctuations in
the confined plasma are approximately Gaussian whereas the SOL fluctuations exhibit
a clear positive skew.
can be seen that σ is maximum at the outboard mid-plane, s = 8, and minimum at
the inboard mid-plane, s = 24, where the normal curvature reaches its highest negative
and positive values respectively (see figure 2.9). The periodicity of the magnetic field
geometry is broken at the poloidal location of the limiter (s = 1) due to the inclusion
of the SOL region in the calculation of the PDF moments. The skewness profile of den-
sity fluctuations appears to follow the geodesic curvature profile (see figure 2.9), with
elevated values below the mid-plane and a minimum above the mid-plane. Blobs are
generally linked to regions of elevated skewness in the vicinity of the LCFS, suggesting
an additional link between the geodesic curvature and the prevalence of blob filaments
in the SOL. This is reminiscent of observations in TJ-K, where the blob generation
region is observed mainly in the region where the line-averaged normal and geodesic
curvature are both negative [30]. The s-profile of potential fluctuations on the other
hand has the opposite form, with negative values below the mid-plane and positive
above. The kurtosis profile resembles that of the fluctuation standard deviation, with
elevated values where the normal curvature is higher.
In this section, evidence for blobs in GEMR simulations has been found through
considering the spatial variation of σ, S and K. In the next section blobs are tracked
through the SOL and are analysed in more detail. The blob dynamics are studied and
the link with the magnetic field curvature is investigated.
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Figure 6.3: a) The standard deviation, σ, skewness, S, and kurtosis, K, of density
and potential fluctuations as a function of the x-coordinate at the s = 0 drift plane.
Data is averaged over the y-coordinate. b) The standard deviation, σ, skewness, S,
and kurtosis, K, of density and potential fluctuations as a function of the s-coordinate
drift plane. Data is averaged over the x and y-coordinates.
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6.2 The link between magnetic field curvature and
blob dynamics
In this section the poloidal (binormal in the simulations) dynamics of blobs is inves-
tigated in GEMR simulations (section 6.2.1) and in experiments conducted at TJ-K
(section 6.2.2). The object detection methods described in section 4.6 were used for
both simulated and experimental data. Velocity components were determined from the
displacement of blob centres of mass with time and compared to predictions from the
blob model described in section 2.6.
6.2.1 Blob dynamics in GEMR simulations
Figure 6.4 shows snapshots of the density fluctuations at the outboard mid-plane (s = 8
drift plane) at six time steps 5 tstep = 11.3µs apart. The LCFS is indicated by the
dashed black line, separating the closed flux surface region at x < 0 from the SOL
at x > 0. In the snapshots a high-amplitude perturbation, associated with drift-wave
turbulence [85,87], indicated by the blue arrow, propagates in the electron diamagnetic
drift direction (positive y-direction), close to the LCFS. At t = 9050 tstep, a structure
can be seen beginning to separate from the drift-wave mode, indicated by the green
arrow. In subsequent time steps, this structure breaks away from the confined plasma
and moves outward through the SOL. The blob centre of mass can be calculated from
the coordinates associated with the blob using the object detection method detailed
in section 4.6. The perpendicular (x and y) components of the blob velocity can then
be determined from the displacement of the blob centre of mass (CoM) as a function
of time. This process is carried out for each blob trajectory detected in all 32 drift
planes, covering one connection length, L‖ = 2piqR.
Radial profiles of vx and vy averaged along the y coordinate in bins of width
∆x = 0.5 cm are shown in figure 6.5 for s = 0, 8, 16 and 24. The radial range is
restricted to the SOL only, with x = 0 at the LCFS. For s = 0,8 and 16, the x
component of the velocity increases up until approximately 4 cm into the SOL as the
blob experiences an initial acceleration away from the LCFS. After this point the vx
component decreases almost linearly as a function of radius. This is likely due to a
decrease in the perturbation amplitude as particles flow to the limiters, through the
sheath. This decreases the blob polarisation and therefore also the speed. The vx(x)
profile in the s = 24 drift plane is qualitatively different to the other profiles, with
inwards propagation close to the LCFS. This may be understood as a combined effect
of a low drive of the drift wave instability at this point, resulting in a low amplitude of
density perturbation, and therefore low blob polarisation, along with a positive normal
curvature at this position which tends to cause an inward propagation of blob filaments.
The vy components experience an initial decrease after which the speed increases,
up to x ≈ 4 cm. The speed profile has a similar form to the radial profile of the
equilibrium E × B velocity given in figure 6.1c), where just after the LCFS vE×B is
negative, after which it changes sign and increases towards the edge of the SOL. The
positive propagation of blobs can be explained by the drive of the geodesic curvature,
which varies as a function of s in the GEMR simulations. This point is discussed
further in the following.
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Figure 6.4: Snapshots of the density fluctuations in the s = 8 drift plane (outboard
mid-plane) at 6 consecutive time steps. The dashed line indicates the location of the
LCFS, with the confined region at x < 0 and the SOL at x > 0. The green arrow
indicates a blob-like structure breaking away from a parent drift wave perturbation,
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Figure 6.5: x profiles of a) vx and b) vy blob velocity components in the SOL for 4
different drift planes s = 0 (lower), s = 8 (outboard mid-plane), s = 16 (upper) and
s = 24 (inboard mid-plane). The LCFS is defined in this case at x = 0
102
Figure 6.6 shows PDFs of vx and vy for all radial positions in the SOL as a function
of the parallel coordinate, s. From the figure it can be seen that the blobs propagate on
average radially outwards on the outboard side (s = 0→ 16), with the x component of
the velocity in the range 300− 500 ms−1. At approximately s = 24, the average speed
drops to around zero, and a substantial proportion of detected blobs propagate in
the negative radial direction. Considering the normal and geodesic curvature profiles,
given in figure 2.9, in the context of the analytical blob model described in section
2.6 it would be expected that blobs at this location have an inward component of the
velocity. However, it should not be expected that blob filaments react to the magnetic
field geometry at a local level, since the parallel mobility is high. The polarisation of
a blob filament is a combined effect of the polarisation drive in all the drift planes,
as well as processes acting to reduce blob polarisation (e.g. the polarisation drift and
sheath losses). If the factor determining the blob polarisation (e.g. blob amplitudes
and sizes) were the same at every drift plane this would result in a cancellation of the
curvature drive of polarisation due to the periodicity of the magnetic field curvature
in the simulations. Taking the standard deviation as an indicator of blob amplitude,
as was shown in figure 6.3, a stronger effect of the curvature is expected where the
normal curvature is negative. The result is that the blobs propagate radially outwards
at different speeds in different drift planes, but whilst still experiencing the effect of
curvature at other s due to the parallel propagation of the charge distribution, leading
to a smoothed-out vx profile.
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Figure 6.6: PDFs of a) the x and b) the y components of the velocity as a function of
the parallel coordinate s. The mean speeds at each drift plane are given by the green
solid curve.
In the case of the y component, the velocity is highest below the mid-plane,
s = 0 → 8 and s = 24 → 32, where the geodesic curvature component is positive,
and lowest above the mid-plane, s = 8 → 24, where the geodesic curvature compo-
nent is negative. This is in line with expectations outlined in section 2.6, which link
the magnetic field curvature to blob polarisation and propagation, since the geodesic
curvature vector is anti-parallel to the y coordinate. The equilibrium E ×B flow is in
the positive y direction in most of the SOL (for x > 2.5 cm), adding to the positive
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vy contribution of the geodesic curvature below the mid-plane. However, due to the
relatively flat equilibrium plasma potential profile, the zonally averaged E × B flow
reaches a maximum of around 100 ms−1 in the SOL, and so this plays a relatively minor
role in this case. Above the mid-plane, where the geodesic curvature is negative, the
speed drops down to around zero.
Whilst a link between the magnetic curvature and blob speed is indicated by figure
6.6, the analytical blob model described in section 2.6 can be used to investigate this
in a more quantitative way. The model assumes that the dominant contribution to the
restoration of charge balance in blob filaments is the polarisation drift. Considering
equation 2 in Ref. [76], this assumption is valid since the contribution from the sheath
current is a factor of the order of 0.1 in the case of this simulation, and so can be
neglected compared to the other terms. In addition, neutral particles, and therefore
neutral collisions, are not accounted for at all in the simulations. The simulations
provide far more detailed information on blobs than what is available in experiments,
facilitating the comparison of the blob model with the results of the GEMR simulations.
The goal of the analysis is to investigate the geodesic curvature drive of the binormal
propagation of blobs. To this end the blob characteristics needed to evaluate equation
2.55 were determined; the normalised density parameter, nˆ = n/n0, the blob sizes, δb,x
and δb,y, and the speed of sound, cs =
√
Te/mi. Figure 6.7 shows these quantities as a
function of s. From figure 6.7b) it can be seen that the binormal blob size, δb,y, increases
as a function of s from around 2 cm to 3 cm. The reason for this is magnetic shear,
which results in a spreading out of the field lines moving along the parallel coordinate.
The shifts in the y coordinate, αk, applied to the simulation grid in order to avoid
strong cell deformation are undone after the simulation, exploiting the periodicity in
y to rearrange the simulation grid. This process is performed relative to the outboard
mid-plane, resulting in a stronger influence of the magnetic shear moving away from
s = 8. Since the simulation geometry is that of a circular tokamak, the shear is
dependent only on the safety factor radial profile, resulting in δb,y being affected more
strongly by shear than δb,x. The δb,x shown in figure 6.7a) vary with approximately
the same s-dependence as the standard deviation of the density fluctuations (see figure
6.3), due to the way in which the blob perimeter is defined as (nmax − n0)/e. The
normalised blob amplitudes (nmax− n0)/n0 are shown in figure 6.7c). The dependence
on the parallel coordinate follows the form of the standard deviation profile, and is
linked to amplitude of the turbulence in the closed flux surface region, and thus the
normal curvature profiles due to the effect on the drift-wave growth rate.
Figure 6.8 shows the result of the model calculations plotted over the contour plot
of PDFs of vx and vy from each drift plane for blobs detected in three radial regions of
the SOL, 2 cm< x ≤ 3 cm, 3 cm< x ≤ 4 cm and 4 cm< x ≤ 5 cm. The error bars on the
model calculation come from the spread of speeds resulting from a statistical variation
in the input parameters to the model equation 2.55, mainly through a spread in the nˆ.
In addition, the equilibrium E×B velocity has been added to the model vy component
to account for the equilibrium flow. Where the normal curvature is negative the model
over-predicts the vx components for all x ranges in the SOL. As stated above, it is
not expected that the local curvature directly influences the local blob speed due to
the fast parallel transport. The overall form of the vy prediction from the model is
qualitatively similar to the average simulation values; the highest speeds are observed
below the mid-plane and the lowest are observed above the mid-plane. Closer to the
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LCFS, the quantitative agreement between the model and simulations is relatively good
below the mid-plane, however above the mid-plane there is a large discrepancy, where
the model breaks down. This can be explained by considering the average effect of
the curvature over the blob filament, with regions of higher blob amplitude (below the
midplane) weighting the blob speeds more than regions with lower amplitudes (above
the midplane). Further out in the SOL the s-profile of vy changes. The vy at low s
increase, whereas the vy at higher s experience a decrease. This is an effect of the
magnetic shear which introduces a y-shift in the blob centre of mass when moving
along a magnetic field line away from the outboard mid-plane towards the limiter. The
geometry is such that the shift is in the positive y direction for s < 8 and the negative
y direction for s > 8. Although it is difficult to quantify this effect for an arbitrarily
shaped blob, an idea can be gained by considering the shifts αk (see section 2.7). Two
field lines on adjacent nodes x = 20 and x = 21 at the same y in the s = 8 plane,
are ∆y = 0.01 cm apart in the s = 1 plane, leading to an extra vy of around 1.4 %
of the radial speed. At s = 31 this factor is −3.8 %, resulting in a reduction of the
blob speeds. Magnetic shear was also observed to have an effect on binormal blob
speeds in experiments in Tore Supra [39]. It is therefore more reliable to compare the
vy blob speeds with the model predictions when the vx component is smaller, near to
the LCFS, in order to avoid the effects of magnetic shear.
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Figure 6.7: PDFs of a) the blob sizes δx and b) δy as well as c) the relative blob
amplitude nˆ as a function of the parallel coordinate s. The mean values at each drift
plane are given by the green solid curve.
The blobs generated in GEMR simulations thus experience a motion in the binormal
direction due to the geodesic component of the magnetic curvature. The local blob
speed is a result of an average effect of the curvature in neighbouring drift planes. In
the next section this effect is explored in experiments carried out in TJ-K.
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Figure 6.8: Contour plots of the PDFs of vx and vy as a function of the parallel
coordinate, s, for the ranges 2 cm< x ≤ 3 cm (a), 3 cm< x ≤ 4 cm (b) and 4 cm< x ≤
5 cm (c). The mean values of vx and vy at each drift plane are plotted in green, and the
zonally averaged E×B velocity is given by the purple line. Speeds calculated from the
analytical model using local parameters from the blobs in each drift plane are shown
by the black curve.
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6.2.2 Measurements of blob dynamics in two dimensions in
TJ-K
The SOL turbulence in TJ-K has been observed to contain blob filaments [27, 29, 30].
An indication of the presence of blobs comes from observing the time series of SOL
density fluctuations. Figure 6.9a) shows a 10 ms section of an Ii,sat signal measured
in the SOL, along with a 1 ms zoom of the same signal. As described in section
3.3.1, the ion saturation current fluctuations are proportional to the electron density
fluctuations, Ii,sat ∝ n˜e, allowing density fluctuations to be measured directly with
Langmuir probes. From visual inspection it can be seen that there are more high-
amplitude positive fluctuations than negative. This is reflected in the positive skew of
the histogram in figure 6.9c), and indicates the presence of blobs.
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Figure 6.9: a) A 10 ms sample Ii,sat signal. b) A 1 ms zoomed in portion of the same
signal. c) A histogram of the entire 0.5 s signal along with a Gaussian curve. The solid
red lines indicate 2σIi,sat .
Blobs in TJ-K have been previously observed to have a preferential generation
region and path of propagation through the SOL [27,30]. Figure 6.10 shows the typical
path of a blob through the SOL. The trajectory was determined from the blob centre
of mass in the conditional average of Ii,sat fluctuations in a helium discharge. Although
this trajectory is calculated from conditionally averaged data with a reference probe at
a fixed position in the SOL, it is representative of the trajectories blobs typically make,
based on the previous measurements [27] with a fast-framing camera as well as poloidal
probe array measurements [30]. The trajectory starts at the LCFS at θ ≈ −pi/4,
after which the blob propagates radially and in the negative poloidal direction until it
reaches a position close to the vacuum vessel wall. At this point the amplitude of the
blob drops significantly and it continues moving in the same direction poloidally but
with a negative radial velocity component at θ > pi/4. After this the structure leaves
the measurement region. The drop in amplitude of the blob structure as it reaches
the vacuum vessel wall indicates a change in the blob properties, and for this reason
blobs were studied only up until this point, at approximately the mid-plane. The
observable variation in the magnetic field curvature over the blob trajectory is limited,
due to the restricted range in which blobs are observed before reaching the reactor
wall. Therefore, it was not possible to correlate the poloidal blob speeds directly with
the spatial variation of geodesic curvature along a trajectory, as in the simulations.
Instead the curvature dependence of the poloidal blob motion was investigated by
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measuring blob characteristics over a range of discharges and comparing the results to
the analytical model, based on the curvature drive of blob polarisation, to deduce if
there is a measurable contribution from the geodesic curvature in the experiments.
In order to determine the blob velocity vector experimentally, two-dimensional in-
formation is required on the blob position as a function of time. Various methods exist
for obtaining this information, most notably using fast-framing camera or by using
Langmuir probes. The drawback to a fast-framing camera in TJ-K is the small size of
the SOL and relatively large uncertainty in location of detected blob structures. Since
visible light is emitted from the entire plasma volume of TJ-K it is difficult to localise
individual structures within a particular desired poloidal plane, a disadvantage which
is not suffered by Langmuir probes. The 2D-scanning probe unit in TJ-K can sample
positions in the poloidal cross-section centred on outer port 6 (port O6) (see section
3.3.3), at φ = 30◦. Used in conjunction with a suitably placed reference probe, the
measurements in the poloidal plane can be conditionally averaged to obtain the average
blob dynamics.
LCFS
Figure 6.10: An example trajectory of a blob centre of mass as it moves through the
SOL.
Whilst the conditional averaging method can be very powerful, it has the potential
drawback that it ignores the dynamics and structure of individual blobs, and so relies
on the assumption that all detected structures have similar properties and follow similar
trajectories in the SOL. The use of the conditional averaging method to study blobs
requires some justification, since it was necessary to follow structures over relatively
long ∆t, potentially exacerbating the effect of a spread in the paths that blobs take, as
well as possible changes in their properties as they pass through the SOL. To determine
whether the conditional averaging method is suitable for the study of blob dynamics in
TJ-K, the cross and auto-conditional averages (CCA and ACA respectively) of probe
data were compared at two time delays, as shown in figure 6.11. The same reference
probe was used for both CCA’s. Plot a) in the figure shows the CCA and ACA
near to the reference probe position, whilst plot b) shows the same quantities around
15µs later. Near to the reference probe the CCA and ACA are, of course, similar.
At a position further out in the SOL, along the blob trajectory, the CCA reduces in
amplitude and the peak also broadens as compared to the ACA at the same location.
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This indicates that not all the trigger events registered at the reference probe result in a
high amplitude fluctuation at a constant ∆t further out in the SOL, most likely due to
a spread in the velocities of blobs. The broadening of the CCA peak in plot b) supports
this hypothesis, since blobs with different speeds require different times to travel from
the reference probe to the scanning probe. The result is that by using the CCA, blob
sizes δb may be overestimated, and blob amplitudes nˆ underestimated, further out in
the SOL. From the data set obtained for this study, however, the maximum resulting
error in the blob velocity is estimated as around 5 %, when δb and nˆ are taken at the
reference probe position as compared to an average of the quantities over a restricted
portion of the blob trajectory (see below). The broadening of the CCA peak further
away from the reference probe is an intrinsic problem with conditional averaging and
cannot be compensated for due to the difficulty in determining the precise cause of the
broadening; it could be due to a spread in blob velocities, or on the other hand due to
blobs really increasing in size as they propagate through the SOL.
Figure 6.11: The auto and cross-conditional averages at two positions along the CoM
trajectory of the conditionally averaged blob, with plot (a) near the reference probe
and plot (b) around 15µs later.
Another potential problem with the CCA method is averaging together of blobs
originating at different poloidal angles on the flux surface, which can have potentially
different properties and dynamics. However, this is not an issue in TJ-K due to the
typical waiting time between blob events, which is long compared to the time required
from them to propagate through the SOL. Waiting times were determined as part of
a previous study [27, 28], in which the causal link between high amplitude drift waves
in the confined plasma and blobs in the SOL was made in TJ-K. The waiting time
distributions of drift wave and blob events were determined for both a hydrogen and a
helium discharge, for which the peak delay times were 90 and 76µs respectively. Taking
a helium discharge as an example, the blob lifetime can be determined from figure 6.11
109
by calculating the width at I˜i,sat = max(I˜i,sat)/e, giving 18µs. This indicates that blobs
decay at a much faster rate than they are generated, and that the case of overlapping
blobs is relatively unlikely.
The CCA gives access to the dynamics of blobs in the poloidal measuring plane.
Figure 6.12 shows an example of the two-dimensional CCA performed for He blobs
at three time steps, 10µs apart, with a reference probe located close to the LCFS,
represented by the red triangle. The blob CoM location is given by the blue square,
and the solid line. It can be clearly seen that the blob structure propagates radially
outwards and poloidally through the SOL. Eventually the blob reaches the vacuum
vessel wall just above the mid-plane, after which the blob is no longer tracked for the
reasons given above.
LCFS
Figure 6.12: Three frames of the conditionally averaged I˜i,sat spaced apart by 10µs.
The reference probe location is indicated by the red triangle, and the centre of mass by
the blue square. The solid line represents the blob centre of mass at all intermediate
time steps.
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A set of discharges were carried out with the aim of varying the input parameters
in equation 2.57, and therefore generating blobs with a range of vθ in order to compare
with the analytical blob model. The discharge parameters are summarised in table A.3
of the appendix. The rvh = 63 % magnetic field configuration was used in order to have
a larger SOL region in which to track blobs, and two poloidal limiters were positioned
at ports O3 and O5 to create an extended region of homogeneous magnetic field-line
connection length. The 2D-scanning probe unit was fitted with an array of 2 Langmuir
probes, measuring Ii,sat and φfl, and an emissive probe, measuring φpl directly.
The blob velocity was determined from the change in position of the blob CoM
between frames in the conditional average. The velocity vector may be decomposed
into a radial and a poloidal component in the poloidal cross-section, v = vrrˆ + vθθˆ.
Here the poloidal component has been defined in the same direction as the geodesic
vector (see section 2.4.2). Examples of the radial and poloidal velocity components as
a function of ∆t in the conditional average are shown in figure 6.13. It can be seen
from the figure that the velocity components fluctuate substantially over the course of
the trajectory. This is partly due to the fact that the velocity is determined using the
blob CoM, which is calculated from using a finite number of pixel coordinates with
a spatial resolution of 1 cm. The result can be smoothed out somewhat by linearly
interpolating the conditional average data, which allows a better estimation of the
blob CoM, however the uncertainty on individual velocity measurements remains large.
Due to these relatively large fluctuations, and with a view to reducing the error on the
mean velocity estimates, the blob velocity components were averaged over a restricted
portion of the trajectory. The restricted range was selected to be where the velocity
was approximately constant, typically over a range of around 15−20µs. This averaging
range is depicted by the vertical lines for the example given in figure 6.13.
Radial gradients in the plasma potential in TJ-K result in a background E×B flow
of the plasma in the poloidal direction. In order to investigate the effect of the geodesic
curvature on poloidal blob propagation it is necessary to also understand the effect of
background flows which carry turbulent fluctuations along with them. To determine
the background E × B velocity, an emissive probe (see section 3.3.2) was used to
measure radial profiles of the plasma potential at the mid-plane. The emissive probe
can measure the plasma potential directly, and so the radial electric field component
can be determined simply from the radial derivative, Er = −∂φ(r)/∂r ≈ −∆φ(r)/∆r.
The poloidal component of the E × B velocity is then deduced by multiplying with
the local toroidal magnetic field component, divided by the square of the magnetic
field strength, vθ,E×B = ErBφ/B2. This procedure was carried out for every discharge
to obtain the background E × B flow for each parameter set. Figure 6.14 shows the
plasma potential radial profile at the mid-plane for an example helium discharge along
with the resulting vθ,E×B. There is a region of strong E × B shear near to the LCFS
where the direction of the flow changes, after which the flow speed increases up until
a maximum of around 1.5 kms−1. The grey shaded region in the figure represents the
radial region over which the blob speeds were averaged in this discharge, spanning
around 3 cm in the radial coordinate.
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Figure 6.13: The radial and poloidal velocity components of the blob centre of mass
as a function of time in the conditional average. Error bars result from an uncertainty
in the blob centre of mass. The green vertical lines indicate an interval in which the
blob velocity components are approximately constant.
LCFS
Figure 6.14: A typical plasma potential radial profile at the mid-plane, along with the
resulting equilibrium E ×B velocity.
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For input into the analytical model, experimental estimates of the electron temper-
ature, Te, the blob size, δb, and the normalised density amplitude were required. The
local Te were calculated from the difference between the floating potential, measured
with a Langmuir probe, and the plasma potential, measured using the emissive probe,
as given by equation 3.4. It should be noted that the estimated Te given by this method
is smaller than the value determined by fitting the exponentially increasing region of
the I-V characteristic of a Langmuir probe [101,126]. These studies showed a discrep-
ancy of a factor of 1.2 to 2 between the Te determined with the two different methods.
This could result in an underestimation of the blob speeds by a factor of ∼ 10− 30 %,
although the ratio is not known in the SOL, and has not been widely studied (e.g. for
different gases and discharge parameters). The emissive probe estimates of Te are used
here because of the difficulty in obtaining reliable I-V characteristics in the far SOL,
due to low densities and therefore a stronger influence of noise on the characteristics.
The blob size was deduced using the ellipse fitting method (see section 4.6) and by then
finding the width of the ellipse in the local r direction. The normalised blob amplitudes
were calculated from nˆ = (Ii,sat − 〈Ii,sat〉)/ 〈Ii,sat〉. As was done in Ref. [28], for input
into the equation the curvature was averaged along the magnetic field line between the
two poloidal limiters, 〈κg〉, accounting for the parallel extension of the blob filaments,
which the GEMR simulations indicate is important to consider.
6.2.3 Discussion on the role of magnetic field curvature in
poloidal blob dynamics
A link between the magnetic field curvature and blob velocity in the GEMR simulations
was shown by comparing the blob velocity and curvature profiles over the parallel
coordinate, s, over which the curvature varies. To investigate this link experimentally
in TJ-K the use of an analytical blob model (see section 2.6) is necessary, which gives
a prediction of the scaling of the poloidal (binormal direction in the experiment) blob
velocity over the independent model parameters.
Figure 6.15 shows the scaling of the experimental and model poloidal velocity com-
ponents for the set of discharges performed at TJ-K. There is a clear positive correla-
tion between the model poloidal blob speed and the square root of the mass number,
A−1/2, with the lighter gases resulting in generally higher poloidal blob speeds. The
correlation is not so clear in the case of the experimental measurements. There is a
general increase until deuterium, at which point the velocity tends to decrease. The
discrepancy with the model could be due to the influence of the background E × B
flow. For the model speeds, there is a strong dependence on the blob size factor, δ
1/2
b ,
but with the opposite trend to that expected. This initially puzzling result may be
explained by the strong interdependence of the blob size, ion mass, and the blob am-
plitude. These terms appear separately in the blob velocity model, however they are in
fact connected. The experimental data shows a weaker trend with δ
1/2
b , although the
poloidal speed does also show an overall decrease with the blob size factor. In the case
of the nˆ dependence, experimental poloidal blob speeds show a positive correlation,
with higher-density blobs moving at higher speeds. In the case of the model data, this
trend is only partly reproduced. Including the heavier gases, argon and neon, there is
an overall tendency for the speed to increase with nˆ, however considering the lighter
gases on their own, the trend is in fact the opposite, with lower speeds at higher nˆ. By
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considering these trends it is already clear that the model does not perfectly match the
experimental data. However the E × B velocity is not yet accounted for, which also
varies between discharge parameters.
a)
b)
Figure 6.15: Scaling of the blob poloidal velocity components from experimental mea-
surements, and from the model, as a function of the model dependencies, A1/2, δ
1/2
b
and nˆ.
Figure 6.16a) shows the average experimental poloidal blob speeds for the vari-
ous discharges carried out in TJ-K as a function of the model predictions. Unlike
for the radial blob speeds, studied in Ref. [27, 28], a factor was not applied to the
model predictions to correct for a non-dipole potential distribution, due to observed
potential distributions indicative of a dipole structure in the radial coordinate, which
is responsible for the poloidal propagation of the blobs. The black solid line repre-
sents a one-to-one correspondence between the experiment and the model. The dashed
line is the best-fit line of the data points, passing through zero, and the shaded area
represents the error on the slope of the line of best fit, accounting for the spread of
data points. From the plot it can be seen that the model consistently under-predicts
the experimental velocities by approximately a factor of two. The slope of the line of
best fit is 2.1 ± 0.3. However, the model itself treats blobs as isolated structures and
does not take into account the background E × B poloidal flow. Figure 6.16b) shows
the same data but with the vE×B added to the model values. The vE×B velocity is
averaged over the same portion of the trajectory as the blob CoM velocities. With
vE×B added to the model speeds the agreement with the experimental data is much
improved and the best-fit line now lies close to the line of one-to-one correspondence,
within the experimental errors, with a slope of 0.98 ± 0.09. This indicates that the
poloidal blob speed in TJ-K is around 50 % due to the the background E×B flow and
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around 50 % due to the geodesic curvature drive.
Figure 6.16: a) The experimentally measured poloidal blob velocity component for
different working gases, with different input parameters, as a function of the poloidal
velocity components predicted from the model. b) The same data with the equilibrium
E ×B speed added to the model speed.
6.3 The effect of magnetic shear on blob filaments
In the scrape-off layer, turbulence does not have to obey a periodicity constraint in
the parallel direction, leading to the possibility of developing convective cells which
are aligned to the magnetic field lines [85]. The magnetic shear could therefore have a
deforming effect on blob filaments. There are several studies which indicate that blob
filaments are not necessarily aligned to the magnetic field [78,113,127,128]. Diagnostic
limitations in many larger scale fusion devices necessitate a range of assumptions when
considering three dimensional measurements, and often involve combinations of diag-
nostics located at non-ideal positions, such as diagnostics not connected by magnetic
field lines. TJ-K on the other hand provides the capability of measuring simultane-
ously in several poloidal cross sections, relatively easily providing the required 3D data
using Langmuir probe arrays. The objective of this section is to measure the three-
dimensional structure of blobs as they move through the SOL, in order to investigate
the effect of magnetic shear on blob filaments.
6.3.1 Measurements of blob filaments in three dimensions in
TJ-K
In order to study the 3D structure of blob filaments in the SOL, the 2D-scanning
probe (at φ = 30◦) was used in combination with the 64-probe matrix (at φ = 330◦).
Time series of 0.5 s in length were taken simultaneously with all probes and the data
was conditionally averaged using the signal from a probe located in the centre of the
probe matrix as the reference probe. As in section 6.2, the trigger condition was set at
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2σIi,sat , in order to select out only the high amplitude blob events. Figure 6.17 shows
the orientation of the two measuring planes, separated by 60◦ in the toroidal angle,
along with the cross-conditionally averaged data from the 2D probe and the probe
matrix. Discharges in helium were carried out, the parameters of which are given in
table A.4 of the appendix. Helium was chosen as a working gas due to its relative ease
to work with as compared to hydrogen and deuterium, and the smaller blob sizes than
argon and neon, which fit inside the dimensions of the probe matrix.
The cross-conditionally averaged data was processed using the detection algorithm
detailed in section 4.6, after which detected blob structures were fitted with ellipses
using the method described at the end of the same section. The coordinates of the
pixels constituting detected conditionally averaged blobs in the probe matrix measuring
plane (φ = 330◦) were mapped along the magnetic field lines, calculated using the MCC
code, to the measuring plane containing the 2D-scanning probe (φ = 30◦). An ellipse
was then also fitted to these mapped coordinates. Figure 6.17 shows the sense of
this mapping, where the blob coordinates at φ = 330◦ are mapped to the φ = 30◦
plane, resulting in the dashed ellipse. The orientation of the mapped ellipse may then
be compared to that of the ellipse fitted to the conditionally averaged data in the
(φ = 30◦) plane to quantify the field-alignment of blob filaments.
φ
Bφ=330°
φ=30°
Figure 6.17: A diagram depicting the two measuring planes at φ = 330◦ (probe matrix)
and φ = 30◦ (2D scanning probe) in relation to the local flux surfaces and the toroidal
angle.
To study the 3D structure of blob filaments along the path of a typical blob trajec-
tory in TJ-K, three different locations in the SOL were chosen for the probe matrix,
shown in figure 6.18. The probe matrix position is changed by removing the flange to
which it is fixed and readjusting the probe-matrix fixtures, necessitating the venting
of TJ-K. This procedure is fairly involved and therefore the number of locations was
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limited to three, positioned along the typical blob trajectory shown in the figure.
magnetic
axis
LCFS
1
2
3
vessel wall
Figure 6.18: The different probe matrix positions labelled 1 to 3 at the poloidal angle
φ = 330◦.
Figure 6.19 shows the conditionally averaged data in both poloidal cross-sections,
along with the ellipses fitted to the detected blob structures (solid lines) and the ellipses
fitted to the mapped blob coordinates (dashed lines). The angles defined in the figure
allow the quantification of the blob structure. The field alignment of blob filaments
can be characterised by two quantities, the blob pitch angle and the blob tilt angle,
accounting for filament orientation relative to the magnetic field in the parallel and
perpendicular directions respectively. The blob pitch angle can be compared to the
magnetic field pitch, both of which may be calculated using the angles defined in figure
6.19, from Θblob = β1 − α1 and Θmag = β1 − γ1 respectively.
The ellipse tilts can be quantified with three angles, defined in figure 6.19, for each
of the three ellipses. The subscripts 1 and 2 define the two angles used to describe the
orientation of each ellipse, and are defined on the interval θ ∈ [−pi/2, pi/2]. The angle α
describes the orientation of the ellipse fitted to the conditionally averaged data in the
φ = 30◦ plane, where α1 is between the horizontal line z = 0 and the line connected the
magnetic axis to the centre of the ellipse, and α2 is the angle between the horizontal
and the major axis of the ellipse. The other angles β and γ are defined in a similar way
for the ellipse fitted to the conditionally averaged data in the φ = 330◦ plane and the
mapped ellipse respectively. These angles can be used to quantify the perpendicular
tilt of blob filaments to a local magnetic flux tube.
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Figure 6.19: Definitions of the three angles α, β and γ required to characterise the
orientation of ellipses fitted to blob cross sections in the two measuring planes φ = 330◦
and 30◦.
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6.3.2 Discussion of the evolution of blob structure through
the SOL
The pitch angles, Θblob and Θmag, are shown in figure 6.20 as a function of the probe-
matrix position. From the figure it can be seen that the two angles coincide, to within
the error bars, at the three measuring positions. This indicates that blob filaments
remain relatively well aligned to the magnetic field in the parallel direction over this
portion of their blob trajectory, with a slight misalignment of approximately 0.07 rad
at position 3. This is in agreement with one-dimensional measurements [30].
Figure 6.20: The pitch angle of the blob filament θblob and the local magnetic field θmag
as a function of the probe matrix position in the SOL.
The tilt of blob filaments to the local flux tube in the perpendicular direction
may be understood by considering the orientations of the ellipses fitted to the density
fluctuations in the two measuring planes, along with the orientation of the ellipse fitted
to the field-line-mapped blob coordinates. Figure 6.21a) shows the angles α1,β1 and
γ1 as a function of the matrix position in the SOL. By comparing α1 to γ1, it can be
seen from the figure that the centroid of the mapped ellipse is approximately aligned
with that of the ellipse fitted to the data in the φ = 330◦ plane at all three positions.
This result is not surprising since these angles describe approximately the blob pitch
as compared to the magnetic field pitch, which as we have already seen remain roughly
the same along the blob trajectory.
The blob tilt may be quantified from the angles with subscript 2. From figure
6.21b), it can be seen that the blob filament is initially well aligned to the local flux
tube, since α2 = γ2 to within the error bars. However, as the blob propagates through
the SOL, at positions 2 and 3 there is a significant difference between the two angles.
This is due to the tilt of the blob filament with respect to the local magnetic flux tube.
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a)
b)
c)
Figure 6.21: The angles α1,2, β1,2 and γ1,2 as a function of probe matrix position in the
SOL along with the angle differences αd and βd used to quantify the blob tilt in the
poloidal cross section.
Finally, the relative tilt of the ellipses fitted to the data in the φ = 330◦ and φ = 30◦
measuring planes is shown in figure 6.21c). The relative tilt quantifies the structure of
the filaments themselves and is defined for each ellipse as αd = α2−α1, and βd = β2−β1.
The angular differences do not change significantly as a function of position in the SOL,
to within the error bars. This indicates that the blob does not significantly deform as it
propagates through regions with different magnetic field geometry, but rather it stays
rigid with the form of a flux tube close to the blob birth region near the separatrix.
In other words blob filaments do not seem to experience the deformation due to the
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magnetic shear, resulting in a misalignment of the blob filaments in the perpendicular
direction further out in the SOL. It is interesting to note the result obtained in TJ-K
for the drift-wave structure parallel to the magnetic field [115], where it was found
that the parallel structure corresponds to that of a magnetic flux tube closer to the
plasma centre, suggesting that drift waves propagate radially outwards, retaining their
original form. A tilt of blobs to the magnetic field has also been observed in Alcator
C-Mod [113]. It should be noted that the magnetic shear is not high in the region where
blobs are observed to propagate, and it is not certain how the three-dimensional blob
structure would be effected in the regions of elevated shear, or in magnetic geometries
with very high shear such as the X-point of a diverted plasma, for which it is expected
that turbulent structures are strongly deformed [129].
6.4 Summary
In this chapter the influence of magnetic field geometry on turbulent structures known
as blobs has been studied. The magnetic curvature is known to drive blob polarisa-
tion and cause radial outward motion. The binormal (referred to as poloidal in the
experiments) motion of blobs is often assumed to be due to the equilibrium E × B
flow, however it was hypothesised that the geodesic curvature can also play a role. To
investigate this, the gyrofluid GEMR model was used to carry out global simulations
of a hydrogen plasma with TJ-K-similar parameters, albeit with a simple circular toka-
mak magnetic field geometry. Blobs generated self-consistently near the LCFS were
tracked and their velocity components, vx and vy, were determined in the drift-plane.
The x-components (radial coordinate) were observed to be highest in the region where
normal curvature is negative, and lowest in the region of positive normal curvature.
The y-components on the other hand show elevated values where the geodesic curva-
ture is positive, and the binormal propagation is suppressed in the region where the
geodesic curvature is negative, indicating a link with the geodesic curvature. The order
of magnitude of blob speeds matches quite well those predicted using the blob model
presented in section 2.6 in the regions where the blob amplitudes are higher. The form
of the vx profile can be understood due to the destabilising curvature drive on the
outboard side of the torus, which results in higher amplitude blobs, and a curvature
drift which tends to cause radial outward motion, whereas on the inboard side the
blobs have lower amplitudes and the curvature drift tends to reduce this polarisation.
The vy profile is a result of the geodesic curvature drive which polarises filaments such
that they tend to propagate in the positive y direction. Due to the filamentary nature
of blobs the propagation speeds at local drift planes are linked to the curvature and
blob amplitudes at neighbouring drift planes, connected along the magnetic field. This
results in a smoothing out of the vy profile, and a suppression of the blob speeds in the
region where blob amplitudes are small. An additional effect of the magnetic shear can
be seen at positions further out in the SOL, where higher radial blob speeds result in
a displacement of the blob centre of mass due to the ”smearing” of blob cross sections
in the y direction due to shear. The E×B flow in the simulations was low, and so did
not contribute significantly to the binormal blob propagation.
Following this, the effect of the magnetic field curvature on binormal (poloidal in
the experiment) blob propagation was investigated in the stellarator TJ-K. Langmuir
probe measurements of the density fluctuations in a poloidal cross-section were condi-
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tionally averaged using a probe signal close to the LCFS. As in previous studies using
a similar set-up [27], the blobs were observed to originate in the region where the line-
averaged normal and geodesic curvature were both negative. This is in contrast to the
simulations, where blobs are observed in all drift planes, with the highest amplitude
blobs observed where the normal curvature is negative but with a slight shift towards
the regions where the geodesic curvature is positive. The region in which blob poloidal
speeds could be analysed was limited to the region of negative geodesic curvature, after
which the blobs reach the vacuum vessel wall in the measurements taken here. The
geodesic curvature does not vary strongly over the analysed region, and therefore the
curvature could not be compared directly to the blob speeds. Instead experimentally
determined blob speeds from discharges using a range of working gases were com-
pared to the predictions of the analytical blob model, using the line-averaged geodesic
curvature as an input to the model. In order to compare with the experiments, the
equilibrium poloidal E × B speed was added to the model predictions. It was found
that the E×B flow accounts for around 50 % of the observed poloidal speeds, and the
geodesic curvature drive accounts for the other 50 %.
Finally, three-dimensional measurements of blob filaments were made in TJ-K at
different positions along the typical blob trajectory with the aim of investigating the
effect of magnetic shear on the filaments as they propagate through regions of differ-
ent magnetic field geometry. Langmuir probe measurements in two poloidal planes,
separated by ∆φ = 60◦, were conditionally averaged using a common reference probe.
The resulting conditionally averged blob structures in each plane were fitted with el-
lipses to quantify their orientation. The coordinates of blobs in the φ = 330◦ plane
were then mapped along the magnetic field lines to the φ = 30◦ plane, where they
were also characterised with an ellipse. Using this information it was found that the
blob pitch angle (parallel to the magnetic field), matches the magnetic field pitch quite
closely throughout the SOL. However, blobs develop a tilt to the local flux tube in
the perpedicular direction as they propagate outwards. In fact the blob filaments are
rigid as they move through the SOL, and do not react to the changing magnetic field
geometry. This is in contrast to the simulations done with GEMR, where the magnetic
shear has a strong effect on the spatial properties turbulence in the SOL. It should
be noted, however, that the safety factor profile assumed in the simulations results in
higher shear in the SOL than in TJ-K, and that the connection length is much larger
than in the experiments due to the positioning of the poloidal limiters.
122
Chapter 7
Summary and outlook
7.1 Summary
The aim of this work was to investigate the effect of magnetic field geometry on the
spatial, statistical and dynamical properties of edge turbulence in the stellarator TJ-K.
Experimental measurements using Langmuir probes were used together with simula-
tions to better understand the mechanisms underlying turbulent processes, and their
dependence on the magnetic field geometry. The turbulence in the SOL of fusion
devices is bursty in nature, and often considered intermittent. This intermittency is
associated with blob filaments [31], perpendicularly localised pressure perturbations
extended along the magnetic field lines, which originate near the separatrix and prop-
agate outward at irregular intervals. Blob generation is thought to be linked to high
amplitude drift-wave turbulence [28, 31, 87, 88]. Intermittent density fluctuations in
the SOL could therefore have their origin in the drift-wave turbulence in the confined
plasma. In simulations, the vorticity fluctuations are found to be intermittent, whereas
the potential is found to be self-similar [34, 35]. The role of the decoupling of density
and potential, via the collisionality or magnetic curvature, was therefore proposed as
a route to intermittency. Not only the statistical properties but also the structure and
dynamics of blob filaments can be influenced by magnetic curvature. The radial prop-
agation of blobs is generally attributed to a blob polarisation driven by the curvature
drift [28, 31, 37], and the observed poloidal propagation of blobs is often put down to
the equilibrium E × B flow, which carries the perturbations along with it [38]. How-
ever, in Ref. [27] it was proposed that the magnetic curvature can also play a role in
poloidal blob motion. In addition, due to its filamentary nature in MCF plasmas, the
magnetic shear can influence the spatial properties turbulence. The spatial properties
of drift-wave turbulence are known to influence growth rates [17] and transport [13],
and in the case of blobs, the propagation speeds [31, 39]. To investigate these points,
four objectives were formulated in chapter 1 and the results are summarised in the
following. These objectives were:
(1) to study the effect magnetic shear on the spatial properties of drift-wave turbu-
lence in TJ-K, with a specific focus on regions of elevated local magnetic shear.
From conditionally averaged Langmuir probe measurements of density fluctuations
in a poloidal cross-section of TJ-K, it was found that the drift-wave cross-sectional areas
were reduced in regions of elevated absolute values of the local magnetic shear. This
indicates a damping effect of the magnetic shear as predicted from simulations [58,116].
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In addition a poloidal dependence of the drift-wave orientation relative to the flux
surface indicating a poloidal asymmetry in the radial and poloidal length scales. This
is in line with the observations of higher transport levels in the region where geodesic
curvature is positive [13], caused by a local increase in the drift wave growth rate due to
a combined effect of the curvature and the spatial inhomogeneity of the turbulence [17].
(2) to investigate the effect of both collisionality and magnetic field curvature on the
intermittent properties of drift-wave turbulence through turbulence simulations using the
basic Hasegawa-Wakatani (HW) model and an extended HW (EHW) model including
curvature effects, and compare these results with experimental measurements at TJ-K.
In the HW simulations the vorticity field was found to have an intermittent char-
acter over the range of collisionalities investigated, whereas the potential was found to
be self-similar, consistent with previous observations in HW simulations [34, 35]. The
density field on the other hand was found to be self-similar at low collisionality and
increasingly more intermittent with increasing collisionality until it reaches the inter-
mittency level of the vorticity. This behaviour could be explained due to the decoupling
of density and potential with increasing collisionality. At low collisionality (adiabatic
limit), density and potential are strongly coupled and so the density field has similar
statistical properties to the potential. With increasing collisionality (towards the hy-
drodynamic limit) the coupling decreases and the density field behaves more like the
vorticity.
The trend of increasing intermittency in the density fluctuations with increasing col-
lisionality was also found in the experimental data. In addition, potential fluctuations
were found to be consistently self-similar. The qualitative agreement between simula-
tion and experiment was quite good, although the simulations showed less intermittent
behaviour compared to the experimental data. One reason for this was thought to be
the effect of magnetic field curvature, which is not included in the HW model and was
shown to cause intermittency in regions of negative normal curvature [34,130]. In addi-
tion, the observation of more intermittent density fluctuations in drift-wave turbulence
at higher collisionality (associated with lower ion mass) is consistent with the obser-
vation of higher blob-associated transport in the SOL for lower ion mass plasmas [30]
(30 % of the transport for H compared to 23 % for He).
To investigate the effect of magnetic curvature, simulations were performed using
the local TJ-K curvature characteristics at 4 poloidal positions, θ = −pi/2, 0, pi/2 and
±pi. The density field was found to be more intermittent where the normal curvature is
negative, and more self-similar where the normal curvature is positive. In the regions
with geodesic curvature the density fluctuations were also found to be intermittent.
The vorticity showed a similar trend albeit at higher intermittency levels, and the
potential field was self-similar in all simulations.
In experiments, the potential fluctuations were found to have a self-similar charac-
ter at all poloidal locations, as in the simulations. However, unlike in the simulations,
the most intermittent density fluctuations were shifted from the outboard mid-plane
into the region with negative normal curvature and positive geodesic curvature, and
the intermittency was suppressed where the geodesic curvature is negative. This up-
down asymmetry could be understood by considering how the curvature terms in the
the EHW model act on the density-potential coupling, which was found to be a route
to intermittent density fluctuations in the collisionality study. The curvature coupling
terms involve spatial gradients in the density and potential, and depend therefore on
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the wavenumber spectrum of the turbulence. Previous investigations indicated a ratio
between radial and poloidal wavenumbers of 2 [17] (i.e. smaller radial as compared
to poloidal length scales). The investigations into the spatial properties of drift waves
as part of objective 1 also suggest a finite radial wavenumbers, as well as a poloidal
variation of the radial and poloidal length scales. Incorporating these spatial inho-
mogeneities into the simulations lead to a similar trend in the intermittency levels to
that found in the experiments. The poloidal region where the drift-wave turbulence
is most self-similar occurs just after the region where blob filaments are observed to
be born, suggesting that the drop in intermittency could also be linked to the genera-
tion of blobs, however further investigations must be carried out into the intermittent
properties of SOL turbulence to determine if this plays a significant role.
(3) to study the effect of the magnetic curvature on poloidal blob motion using the
global gyrofluid code GEMR and experiments at TJ-K. Blob speeds from the simulations
were compared to predictions from an analytical blob model, based on the magnetic
field curvature drive of blob motion. Blob speeds were found to agree quite well with the
model in regions where the blob amplitudes were high, but not where blob amplitudes
were lower. This suggests an average effect of the magnetic field curvature along the
length of blob filaments, parallel to the magnetic field, weighted by the blob amplitudes.
The agreement with the model in both perpendicular coordinates provides evidence
that the geodesic curvature can play a role in the perpendicular motion of blobs. An
additional effect of the magnetic shear was observed to affect the perpendicular motion
of the blob centre of mass further out in the SOL, due to a ”smearing out” of the blob
filament.
The poloidal speeds of blobs in TJ-K were determined from conditionally averaged
density fluctuations and compared to those predicted by the blob model, using the
line-averaged geodesic curvature as opposed to local values. A range of discharges were
performed with different ion masses in order to vary the blob speeds over as wide a
range as possible. In addition, the equilibrium E × B flow speed, which is high in
the experiments, was added to the model predictions. Through comparison with the
model, it was found that blob speeds in TJ-K are around 50 % due to the equilibrium
E ×B flow, and 50 % due to a geodesic curvature drive of blob polarisation.
(4) to investigate the effect of magnetic shear on the three-dimensional structure
of blob filaments in experiments at TJ-K.. Three-dimensional information on the blob
structure was obtained by conditionally averaging the density fluctuations measured
simultaneously in two poloidal planes. The measured blob structure was found to be
aligned to the magnetic field in the parallel direction along the typical blob trajectory.
However, in the perpendicular plane blobs were found to develop a tilt to the local
flux tube further into the SOL. Upon closer inspection it was found that blob filaments
remain quite rigid as they move through the SOL, and do not react to the effects of
magnetic shear along their trajectory. Thus it is not expected that the magnetic shear
affects the centre of mass motion of blob filaments in TJ-K, although it should be noted
that in the measuring region the magnetic shear is not very high.
The main results of this thesis can be briefly summarised as: a) Elevated absolute
values of the local magnetic shear have a damping effect on the drift waves in TJ-K. b)
The magnetic curvature influences the intermittent properties of drift-wave turbulence
by decoupling the density and potential, and the spatial properties of turbulence must
also be considered due to the effect of the spatial derivatives in the curvature coupling.
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Also, polodial variation in the radial and poloidal drift-wave length scales can lead
to localised elevated levels intermittency. c) The geodesic component of the magnetic
field curvature can result in poloidal blob motion, in addition to the background E×B
flow. d) Blob filaments in TJ-K do not experience a strong deformation due to magnetic
shear as they propagate through the SOL, but retain the configuration from their birth
region. Whilst these investigations have provided an further insight into the influence
that the magnetic field geometry can have on edge turbulence, they have also exposed
further questions which are outside of the scope of this thesis. Suggestions of further
studies which could address these issues are given in the next section.
7.2 Outlook
The causal link between the intermittent density fluctuations in drift-wave turbulence
and the observation of intermittent fluctuations in the SOL, associated with blob fil-
aments, should be investigated further. A systematic study of the intermittency in
SOL turbulence should be made using the same analyses used for the data in the
present thesis. In particular a comparison between the intermittent properties of den-
sity fluctuations should be made between regions where blob filaments are known to be
generated and propagate, and regions without blobs, to make the link between blobs
and the formal definition of intermittency used in this thesis.
The origin of intermittency in the vorticity field in plasmas is not well understood,
although in neutral fluids it is suggested that it arrises due to a dependence of the
vorticity gradients on the local flow topology [119]. The flow topology can be char-
acterised by the Okubo-Weiss parameter, relating the strain and vorticity of the flow.
In strain dominated regions vorticity gradients are expected to be high and in vortex
dominated regions low, leading to spatial intermittency. This could be investigated
using turbulence simulations, however to check this experimentally would require a
higher spatial resolution diagnostic to those used in this thesis.
The magnetic field geometry in TJ-K is complex in comparison to the simplified
geometries used in the EHW and GEMR simulations in this thesis. Simulations using
a more accurate magnetic field geometry are under way which could shed light on some
of the more detailed variations in the turbulence statistics and dynamics observed in
this thesis.
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Appendix A
Discharge parameters
The following tables give the discharge parameters for the experimental measurements
conducted for this thesis. Plasma heating was always carried out with the 2.45 GHz
magnetron. The discharge parameters for the collisionality scaling of intermittency are
summarised in figure 5.14. These correspond to discharges with hydrogen (11572-
11574, 11576,11578,11580-11596), deuterium (11597-11616), helium (11552-11571),
neon (11617,11618,11620-11638), argon (11639-11646, 11648-11652,11654-11660).
Table A.1: The discharge parameters for the experiments investigating the spatial
properties of drift-wave turbulence in a poloidal cross-section.
discharge number gas P0 [mPa] Ph [kW]
11739 He 25.5 2.1
11743 He 28.1 2.1
Table A.2: The discharge parameters for the experiments investigating the poloidal
variation of the intermittency in density and potential fluctuations.
discharge number gas P0 [mPa] Ph [kW]
11794 H 10.2 2.1
11804 H 10.1 2.0
11814 D 10.2 2.0
11824 D 10.0 2.1
11774 He 24.9 2.1
11784 He 24.8 2.0
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Table A.3: The discharge parameters for the experiments investigating the effect of
curvature on blob dynamics.
discharge number gas P0 [mPa] Ph [kW]
10865 H 31.4 2.8
10866 H 24.2 2.7
10867 H 21.9 2.7
10870 D 16.0 2.7
10854 He 44.4 2.7
10855 He 44.0 2.7
10856 Ne 30.4 2.7
10861 Ne 19.4 2.7
10862 Ar 3.5 2.7
Table A.4: The discharge parameters for the experiments investigating the three-
dimensional structure of blob filaments.
discharge number gas P0 [mPa] Ph [kW]
10875 He 49.8 2.8
10885 He 50.8 2.7
10888 He 51.0 2.1
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