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Zusammenfassung
In der vorliegenden Arbeit bescha¨ftigen wir uns im Fall eines Ko¨rpers K der Primzahl-
charakteristik p und ausgewa¨hlter p-Gruppen G mit der Bestimmung der aufsteigenden
Zentralreihe der Einheitengruppe E(KG) von der modularen Gruppenalgebra KG.
Bezeichnen wir mit J (KG) das Radikal der Gruppenalgebra KG, so gilt
E(KG) ∼= (1G +J (KG))× (K \ {0K}). Es ist (1G +J (KG); ·) eine nilpotente Gruppe
und es gilt (1G+ J (KG); ·) ∼= (J (KG); ∗) (wobei a∗ b := a+ b+ab fu¨r alle a, b ∈ KG).
Im Hinblick auf die aufsteigende Zentralreihe von (J (KG); ∗) untersuchen wir p-Grup-
pen G mit zyklischer Kommutatoruntergruppe γ2(G), wobei wir im Fall p = 2 zusa¨tzlich
γ3(G) ≤ γ2(G)4 voraussetzen. Daru¨ber hinaus betrachten wir p-Gruppen, fu¨r die
γ2(G) ∼= Cp × Cp gilt unter der Einschra¨nkung, dass wir p > 2 und CG(γ2(G)) als
abelsch im Fall cl(G) = 3 annehmen.
Nach einem Satz von Du [8] sind die in der aufsteigenden Zentralreihe von (J (KG); ∗)
auftretenden Faktorgruppen K-Vektorra¨ume. Fu¨r jeden dieser K-Vektorra¨ume bestim-
men wir dessen K-Dimension. Unser konstruktives Vorgehen liefert daru¨ber hinaus Ba-
sen dieser Faktorra¨ume. Es stellt sich heraus, dass sich bei den genannten Gruppentypen
solche Basen durch eine Analyse der Restklassen bezu¨glich γ2(G) ermitteln lassen. Ge-
nauer zeigen wir, dass es fu¨r die Angabe von Basen (beziehungsweise der Dimensionen)
ausreicht, in jeder Restklasse bezu¨glich γ2(G) ein Element einer Konjugiertenklasse mi-
nimaler La¨nge (beziehungsweise die La¨nge einer minimalen Konjugiertenklasse) sowie
zusa¨tzlich γ3(G) (beziehungsweise |γ3(G)|) zu bestimmen.
Damit geben wir in dieser Arbeit im Fall p > 2 unter anderem ein Verfahren zur Be-
stimmung von Basen (und der Dimensionen) fu¨r die in der aufsteigenden Zentralreihe
von J (KG) auftretenden Faktorra¨ume fu¨r jede p-Gruppe G mit |G| ≤ p4 an.

Abstract
In this thesis we investigate the upper central series of unit groups E(KG) of modu-
lar group algebras KG in the case of a field K of prime characteristic p and selected
p-groups G.
Denoting J (KG) the radical of KG, we have E(KG) ∼= (1G + J (KG)) × (K \ {0K}).
(1G + J (KG); ·) is a nilpotent group and (1G + J (KG); ·) ∼= (J (KG); ∗)
(where a ∗ b := a+ b+ ab for all a, b ∈ KG).
We investigate the upper central series of (J (KG); ∗) for p-groups G with a cyclic
commutator subgroup γ2(G) under the condition that either p is odd or p = 2 and
γ3(G) ≤ γ2(G)4. Moreover we consider p-groups for which the commutator subgroup is
isomorphic to Cp×Cp under the restriction, that we assume p > 2 and CG(γ2(G)) to be
abelian in the case of cl(G) = 3.
By applying a theorem of Du [8] every factor group in the upper central series of
(J (KG); ∗) is a K-vector space. For each of these vector spaces we determine its K-
dimension. In addition our constructive proceeding yields bases for these factor spaces.
We show that we can determine bases (the dimensions respectively) for the factor spaces
in the upper central series by analyzing the cosets with respect to γ2(G). We prove that
for this determination it is sufficient to determine an element of a conjugacy class of
minimal length for each coset in G/γ2(G) (the length of a minimal conjugacy class
respectively) as well as γ3(G) (and |γ3(G)| respectively).
In particular for p > 2 this thesis provides a method to determine bases for the factor
spaces in the upper central series of J (KG) for each p-group G with |G| ≤ p4.
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Einleitung
Das Radikal einer Gruppenalgebra KG u¨ber einem Ko¨rper K von Primzahlcharakteris-
tik p und einer p-Gruppe G wurde bereits im Jahr 1941 von S. Jennings systematisch
untersucht [13]. Hierbei wurde die Beschreibung des Radikals J (KG) als Augmenta-
tionsideal benutzt, um Basen fu¨r die Ideale J (KG)n modulo J (KG)n+1 fu¨r alle n ∈ N
zu bestimmen.
Die multiplikative Struktur des Radikals ist vor allem auch deshalb von Interesse, weil
bekanntlich die Gruppe (1G +J (KG))× (K \ {0K}) isomorph zur Einheitengruppe von
KG ist. Deren Struktur zu studieren bedeutet daher im Wesentlichen, (1G + J (KG); ·)
beziehungsweise die dazu isomorphe Gruppe (J (KG); ∗) zu untersuchen, wobei
a ∗ b := a+ b+ ab fu¨r alle a, b ∈ KG.
Eine erste Methode zur Bestimmung der Nilpotenzklasse der Einheitengruppe lieferten
D. S. Coleman und D. S. Passman [6], die durch Immersion des Kranzproduktes Cp oCp
in (1G + J (KG); ·) zeigten, dass die Nilpotenzklasse von (1G + J (KG); ·) im Fall ei-
ner nicht-abelschen p-Gruppe G mindestens p ist. Die Idee einer solchen Immersion
griff A. Shalev 1990 in [20] und [21] auf. In diesen Artikeln weist er nach, dass die
na¨chstgro¨ßere auftretende Nilpotenzklasse 2p − 1 ist und dass im Fall einer ungera-
den Primzahl p und zyklischer Kommutatoruntergruppe G′ von G die Nilpotenzklasse
von (1G + J (KG); ·) gleich |G′| ist. Fu¨r eine allgemeine Theorie der Bestimmung der
Nilpotenzklasse stellt sich die Vorgehensweise allerdings als unhandlich dar, sodass das
Bedu¨rfnis nach einem anderen Zugang entsteht.
Einen ersten Ansatz fu¨r eine alternative Vorgehensweise lieferte bereits S. Jennings in
den 50er-Jahren des vergangenen Jahrhunderts. Er zeigte, dass in einem Radikal-Ring
R folgender Zusammenhang zwischen dessen Lie- und dessen Gruppenstruktur besteht:
Satz (Jennings [12])
Sei R ein Radikal-Ring.
(R; ∗) ist genau dann als Gruppe nilpotent, falls R als Lie-Algebra nilpotent ist.
Daru¨ber hinaus vermutete er, dass im Falle der Nilpotenz die Nilpotenzklassen beider
Strukturen u¨bereinstimmen. Im Jahr 1992 gelang X. Du ein Beweis einer sogar wesentlich
scha¨rferen Aussage:
Satz (Du [8])
Sei R ein Radikal-Ring und (Zm(R))m∈N0 die aufsteigende Zentralreihe von (R; ∗) und
(Lm(R))m∈N0 die aufsteigende Zentralreihe von R als Lie-Algebra. Dann gilt
Lm(R) = Zm(R) fu¨r alle m ∈ N0.
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Insbesondere war damit auch die Vermutung von Jennings bewiesen.
Ferner gelang es Jennings in seiner Arbeit [13] aus dem Jahr 1941, dieK-Dimensionen der
Faktorra¨ume J (KG)n/J (KG)n+1 mit Hilfe der Dimensionsuntergruppen zu beschrei-
ben. A. K. Bhandari und I. B. S. Passi zeigten mit Hilfe der von Jennings entwickelten
Theorie, dass u¨ber die oberen Lie-Dimensionsuntergruppen im Fall p ≥ 5 ein unmit-
telbarer Zusammenhang mit der Nilpotenzklasse von J (KG) als Lie-Algebra gegeben
ist.
Satz (Bhandari, Passi [2])
Sei p ≥ 5, G eine p-Gruppe und K ein Ko¨rper mit char K = p. Sei J (KG)(1) := J (KG)
und induktiv J (KG)(n) das von {xy − yx | x ∈ J (KG)(n−1), y ∈ J (KG)} erzeugte as-
soziative Ideal von KG fu¨r alle n ∈ N>1. Fu¨r alle n ∈ N sei D(n) := G∩(1G+J (KG)(n))
und d(n) ∈ N0 mit pd(n) := |D(n) : D(n+1)|. Dann gilt fu¨r J (KG) als Lie-Algebra:
cl(J (KG)) = 1 + (p− 1)
∑
n∈N
nd(n+1).
Vermo¨ge des Satzes von Du stellt diese Formel somit zugleich ein Mittel zur Berechnung
der Nilpotenzklasse von Einheitengruppen modularer Gruppenalgebren dar. Der Satz
fu¨hrt damit die Bestimmung der Nilpotenzklasse auf die Problematik der Berechnung
von |D(n) : D(n+1)| fu¨r alle n ∈ N zuru¨ck. Dazu entwickelte Shalev in [19] Methoden,
durch die er in Abha¨ngigkeit vom Isomorphietyp von G′ und der Klasse von G in einigen
Fa¨llen die Nilpotenzklasse des Radikals bestimmen konnte [22].
In dieser Arbeit ist es das Ziel, die aufsteigende Zentralreihe (Zm)m∈N0 von (J (KG); ∗)
fu¨r ausgewa¨hlte Klassen metabelscher p-Gruppen G mit Hilfe des Satzes von Du zu
bestimmen. In erster Linie machen wir uns dabei die Vektorraum-Struktur der aufstei-
genden (Lie-)Zentralreihe zu Nutze. Der Satz von Du ermo¨glicht es uns, das Problem
der Bestimmung des ∗-Inversen eines Elementes von J (KG) (1.1.3) und das Arbeiten
mit aufwa¨ndigen ∗-Kommutatoren zu umgehen.
Sei dm := dimZm/Zm−1. Ist K endlich, |K| = pn, so folgt aus einem Resultat von
A. Bovdi und Z. Patay (1.12):
(Zm/Zm−1; ∗) ∼= Cp × · · · × Cp︸ ︷︷ ︸
ndm
.
Wir bestimmen die Dimensionen dm, indem sie zuna¨chst nach unten abgescha¨tzt werden
und sich anschließend ergibt, dass die Summe der Schranken gleich der Dimension von
J (KG) ist. Folglich muss bei jeder getroffenen Abscha¨tzung bereits Gleichheit gegolten
haben. Eine hilfreiche und im sehr allgemeinen Rahmen gu¨ltige Reduktion bei der Be-
stimmung von Zm besteht in der Einsicht, dass es genu¨gt, K-Linearkombinationen der
Elemente fester Restklassen nach G′ bezu¨glich ihrer Zugeho¨rigkeit zu Zm zu untersuchen
(1.14). Mit dieser Herangehensweise bestimmen wir fu¨r die von uns betrachteten Grup-
penklassen die Dimensionen dm, indem wir genauer Basen der Faktorra¨ume Zm/Zm−1
ermitteln.
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Zuna¨chst betrachten wir p-Gruppen G mit zyklischer Kommutatoruntergruppe, wobei
wir im Fall p = 2 zudem [G′,G]G ≤ G′4 fordern. Wir zeichnen gewisse Teilmengen D˜H , E˜H
von {1, 2, . . . , |G′|} aus (1.32, 2.33), sodass fu¨r alle m ∈ N>1 gilt (Hauptsatz 2.37):
dm =
∣∣∣{H ∣∣H ∈ G/G′, m ∈ E˜H}∣∣∣+ 2 ∣∣∣{H ∣∣H ∈ G/G′, m ∈ D˜H}∣∣∣.
Gilt m ≤ |G′| − |G
′|
|[G′,G]G| und 1 6≡ m 6≡ 2 modulo p, so liefert 2.37 genauer
dm = |G/G′|.
Im Anschluss bescha¨ftigen wir uns mit p-Gruppen mit p-elementar-abelscher Kommu-
tatoruntergruppe und legen unser Hauptaugenmerk auf p-Gruppen mit G′ ∼= Cp × Cp.
Ist cl(G) = 2, 1 < m ≤ 2p − 1 und d die Anzahl der Konjugiertenklassen der La¨nge p,
so weisen wir in Hauptsatz 3.11 nach:
dm =

m
|G| − |Z(G)|
|G′| −
d
p
falls m ≤ p
(2p−m) |G| − |Z(G)||G′| falls m > p.
Die von Shalev auf ganz anderem Wege erhaltene Gleichung cl(J (KG)) = 2p − 1 ist
eine unmittelbare Folge [21]. Fu¨r p > 3 wurde in [22] gezeigt, dass diese nur unter den
Voraussetzungen G′ ∼= Cp × Cp und cl(G) = 2 gilt.
Ist hingegen cl(G) = 3, so gelingt uns eine vollsta¨ndige Kla¨rung der aufsteigenden Zen-
tralreihe nur in dem Fall, dass p > 2 und CG(G
′) abelsch ist. Die dabei auftretenden
Dimensionen setzen sich hier bereits wesentlich unzuga¨nglicher als im Fall cl(G) = 2
zusammen (Hauptsatz 3.22).
Zu den gekla¨rten Fa¨llen geho¨ren insbesondere alle p-Gruppen G mit |G| ≤ p4. Die Die-
dergruppe, Semidiedergruppe und verallgemeinerte Quaternionengruppe der Ordnung
16 wurden bereits in [23] behandelt. Fu¨r p > 2 ergibt sich in der vorliegenden Arbeit
unter anderem, dass fu¨r je zwei p-Gruppen der Ordnung p4, deren Kommutatorunter-
gruppen isomorph zu Cp × Cp sind, die Dimensionen der m-ten Zentralfaktoren fu¨r alle
m u¨bereinstimmen.
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1 Grundlagen
In dieser Arbeit sei p stets eine Primzahl, N := {1, 2, 3, . . . } und fu¨r alle M ⊆ N sei
M0 := M ∪ {0}. Ist m ∈ N, so sei νp(m) := max
{
n | n ∈ N0, pn
∣∣m}. Da wir in einem
Kontext immer nur eine Primzahl betrachten, schreiben wir auch kurz ν anstatt νp.
Außerdem verwenden wir folgende Notation:
Fu¨r alle n ∈ N0 sei n := {m | m ∈ N, 1 ≤ m ≤ n}. Insbesondere ist also 0 = ∅ und
n0 = {0, 1, . . . , n}. Ist n ∈ N0 undK ein kommutativer unita¨rer Ring, so sei nK :=
n∑
i=1
1K .
Besteht dabei in einem Kontext keinerlei Zweifel u¨ber K, so verzichten wir auf die
Indizierung mit K.
1.1 Grundlegende Begriffe und Aussagen
In diesem einleitenden Abschnitt wollen wir eine kurze Einfu¨hrung in die Thematik
geben, dabei grundlegende Begriffe und Notationen kla¨ren und daru¨ber hinaus wichtige
Sa¨tze vorstellen, die im Rahmen dieser Arbeit von Bedeutung sind. Des Weiteren stellen
wir die Resultate aus [23] vor und geben in diesem Zusammenhang fu¨r das Auffinden der
aufsteigenden Zentralreihe des Radikals einer Gruppenalgebra wichtige erste Einsichten
an.
1.1 Definition. Sei K ein kommutativer unita¨rer Ring und A eine assoziative
K-Algebra.
Wir definieren eine Verknu¨pfung ∗ auf A, indem wir fu¨r alle a, b ∈ A setzen:
a ∗ b := a+ b+ ab
1.1.1 Bemerkung. (A; ∗) ist ein Monoid mit neutralem Element 0A. 
Mit Q(A) bezeichnen wir die Einheitengruppe von (A; ∗). Ist A unita¨r, so bezeichnen
wir mit E(A) die Einheitengruppe von (A; ·).
1.1.2 Bemerkung.
Ist A unita¨r, so ist β: (A; ∗)→ (A; ·), a 7→ 1A + a ein Monoid-Isomorphismus.
Insbesondere gilt (Q(A); ∗) ∼= (E(A); ·). 
Ist a ∈ Q(A), so bezeichnen wir mit a− das bezu¨glich ∗ inverse Element zu a.
Ist n ∈ N0, so sei a(n) := a ∗ · · · ∗ a︸ ︷︷ ︸
n
fu¨r alle a ∈ A.
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1.1.3 Bemerkung. Fu¨r alle n ∈ N0, a ∈ A gilt:
(i) a(n) =
n∑
i=1
(
n
i
)
ai.
(ii) Gilt char K = p, so gilt a(p
n) = ap
n
.
(iii) Ist an+1 = 0A, so gilt a ∈ Q(A) und a− =
n∑
i=1
(−a)i.
Beweis. Ein Induktionsbeweis nach n liefert die ersten beiden Aussagen. Ist a ∈ A mit
an+1 = 0A, so folgt der dritte Teil aus
a ∗
n∑
i=1
(−a)i = a+
n∑
i=1
(−a)i −
n∑
i=1
(−a)i+1 = 0A
sowie der (multiplikativen) Vertauschbarkeit von
n∑
i=1
(−a)i und a.
1.1.4 Bemerkung. Sei A 6= {0A}. Weiter existiere eine endliche K-Basis B von A.
Dann ist die Abbildung
αB : A→ K,
∑
b∈B
cbb 7→
∑
b∈B
cb (mit cb ∈ K fu¨r alle b ∈ B)
ein K-Raum-Epimorphismus.
Insbesondere gilt A/Kern αB ∼= K (K-Raum-Isomorphie).
Gilt zusa¨tzlich B ·B ⊆ B, so ist αB ein K-Algebren-Epimorphismus. 
Wir setzen AugB(A) := Kern αB und spezialisieren Bemerkung 1.1.4 zu folgender Defi-
nition im Fall von Gruppenalgebren:
1.2 Definition. Sei K ein kommutativer unita¨rer Ring, G eine endliche Gruppe und
T ⊆ G. Wir bezeichnen mit KG die Gruppenalgebra von G u¨ber K und setzen
Aug(KG) := AugG(KG) und Aug(KT ) := Aug(KG) ∩ 〈T 〉K .
Da in dieser Arbeit in einem Kontext stets nur ein einziger Ko¨rper K betrachtet wird,
schreiben wir auch kurz Aug(T ) statt Aug(KT ).
1.2.1 Bemerkung. Sei T ⊆ G, T 6= ∅ und t ∈ T . Dann ist
{g − t | g ∈ T \ {t}}
eine K-Basis von Aug(T ).
Insbesondere ist {g − 1G | g ∈ G \ {1G}} eine K-Basis von Aug(KG). 
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Ist K ein kommutativer unita¨rer Ring und A eine assoziative K-Algebra, so bezeichnen
wir mit J (A) das Jacobson-Radikal von A. Folgender wichtiger Zusammenhang be-
steht zwischen der in Definition 1.1 eingefu¨hrten Verknu¨pfung auf A und dem Jacobson-
Radikal J (A) [24, Kapitel 13, § 97.]:
J (A) ist das gro¨ßte Ideal von A, das bezu¨glich ∗ eine Gruppe ist.
Im Fall von p-Gruppen und Ko¨rpern K mit char K = p erhalten wir folgende, wohl-
bekannte Beschreibung des Jacobson-Radikals der zugeho¨rigen Gruppenalgebra (siehe
zum Beispiel [13], [25]):
1.3 Satz. Sei G eine p-Gruppe und K ein Ko¨rper mit char K = p. Dann gilt
J (KG) = Aug(KG).

1.3.1 Bemerkung. Es gilt
(i) (1G + J (KG); ·)× (K \ {0K} ; ·) ∼= (E(KG); ·) und
(ii) (J (KG); ∗)× (K \ {−1K} ; ∗) ∼= (Q(KG); ∗).
Wir geben den kurzen auch in [23] dargelegten Beweis dieser bekannten Aussage an:
Beweis. Sei x ∈ E(KG), λg ∈ K fu¨r alle g ∈ G mit x =
∑
g∈G
λgg. Wir setzen σ :=
∑
g∈G
λg.
Dann gilt σ 6= 0K , σ−1x− 1G ∈ J (KG) und es folgt
x = ((σ−1x− 1G) + 1G)(σ · 1G) ∈ (J (KG) + 1G) · ((K \ {0K}) · 1G)
und damit E(KG) ⊆ (1G +J (KG)) · ((K \ {0K}) · 1G). Da (J (KG); ∗) eine Gruppe ist,
ist 1G + J (KG) nach Bemerkung 1.1.2 eine Untergruppe von E(KG).
Aus (K \ {0K}) · 1G ⊆ Z(E(KG)) folgt zum einen (K \ {0K}) · 1G E E(KG) und damit
die andere Inklusion, andererseits wegen (1G+J (KG)) ·((K \{0K}) ·1G) = E(KG) auch
(1G + J (KG)) E E(KG). Außerdem gilt (1G +J (KG))∩ ((K \ {0K}) · 1G) = {1G}, da
jedes Element in (1G+ J (KG)), als Linearkombination der Elemente aus G dargestellt,
die Koeffizientensumme 1K hat. Damit folgt der erste Teil der Behauptung.
Der zweite Teil folgt dann direkt aus Bemerkung 1.1.2.
Fu¨r eine Analyse der Struktur von (E(KG); ·) ist es daher von großem Interesse die
Struktur der Gruppe (1G + J (KG); ·) (beziehungsweise von (J (KG); ∗)) zu verstehen.
Ist G eine abelsche p-Gruppe und K ein endlicher Ko¨rper mit char K = p, so ist die
Struktur von (J (KG); ∗) in [1], [18] und [25] untersucht und gekla¨rt worden. Die Resul-
tate der Untersuchungen in jenem Fall lassen bereits vermuten, dass fu¨r eine beliebige
p-Gruppe G die Struktur von (J (KG); ∗) sehr komplex sein kann.
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Trivial ist hingegen die Feststellung, dass fu¨r jede assoziative K-Algebra A
(Z(A); ·) = (Z(A); ∗)
gilt, weshalb wir im Folgenden kurz Z(A) schreiben werden. Fu¨r das Zentrum einer
Gruppenalgebra und deren Augmentationsideal sind K-Basen hinla¨nglich bekannt (siehe
zum Beispiel [17, Chapter 4, Lemma 1.1.]). Um diese anzugeben, fu¨hren wir noch eine
weitere Notation ein:
Ist G eine Gruppe, so bezeichnen wir mit K(G) die Menge der Konjugiertenklassen von
G.
1.4 Satz. Sei G eine endliche Gruppe und K ein kommutativer unita¨rer Ring.
(i)
{∑
c∈C
c
∣∣∣ C ∈ K(G)} ist eine K-Basis von Z(KG).
(ii) Es gilt Z(KG) + Aug(KG) = KG und Z(KG) ∩ Aug(KG) = Z(Aug(KG)).
B := {g − 1G | g ∈ Z(G) \ {1G}} ∪
{∑
c∈C
c− |C| 1G
∣∣ C ∈ K(G), |C| 6= 1}
ist eine K-Basis von Z(Aug(KG)).

Da p
∣∣ |C| fu¨r alle C ∈ K(G) mit |C| 6= 1 in p-Gruppen G gilt, erhalten wir speziell:
1.5 Satz. Sei G eine p-Gruppe und K ein Ko¨rper mit char K = p. Dann ist
B := {g − 1G | g ∈ Z(G) \ {1G}} ∪
{∑
c∈C
c | C ∈ K(G), |C| 6= 1}
eine K-Basis von Z(J (KG)) und dimZ(J (KG)) = dimZ(KG)− 1 = |K(G)| − 1.

Aufgrund ihrer besonderen Bedeutung in dieser Arbeit erinnern wir noch kurz an die
Definition der Kommutatorbildung in Gruppen und assoziativen Algebren sowie an die
Definition aufsteigender und absteigender Zentralreihen:
1.6 Definition. Sei G eine Gruppe und R ein Ring. Fu¨r alle g, h ∈ G und a, b ∈ R
setzen wir
[g,h]G := g
−1h−1gh und [a,b]L := ab− ba,
das heißt [g,h]G ist der (Gruppen-)Kommutator von g und h und [a,b]L der (Lie-)Kommu-
tator von a und b. Fu¨r alle n ∈ N≥3, a1, . . . , an ∈ R und g1, . . . , gn ∈ G setzen wir weiter
induktiv:
[a1, . . . , an]L := [[a1, . . . , an−1]L, an]L und [g1, . . . , gn]G := [[g1, . . . , gn−1]G, gn]G.
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1.7 Definition. Sei G eine Gruppe und R ein Ring.
Wir setzen γ1(G) := G, γ2(G) := G
′ = [G,G]G und induktiv γj(G) := [γj−1(G),G]G fu¨r
alle j ∈ N>2. Dann heißt (γj(G))j∈N die absteigende Zentralreihe von G.
Wir setzen weiter Zj(G) := {1G} fu¨r alle j ∈ Z≤0 und induktiv Zj(G) fu¨r jedes j ∈ N als
den Normalteiler von G mit Zj(G)/Zj−1(G) = Z(G/Zj−1(G)). Die Folge (Zj(G))j∈N0
heißt die aufsteigende Zentralreihe von G.
Außerdem sei Lj(R) := {0R} fu¨r alle j ∈ Z≤0 und induktiv sei
Lj(R) := {a | a ∈ R, ∀b ∈ R : [a,b]L ∈ Lj−1(R)}
fu¨r jedes j ∈ N. Die Folge (Lj(R))j∈N0 heißt die aufsteigende Zentralreihe von (der zu
R geho¨rigen Lie-Algebra) (R; +; [., .]L).
Wir geben nun den Satz an, der die gesamte Arbeit motiviert [8].
1.8 Satz, Du (1992). 1 Sei A eine Radikal-Algebra2, (Zj(A))j∈N0 die aufsteigende
Zentralreihe von (A; ∗) und (Lj(A))j∈N0 die aufsteigende Zentralreihe von (A; +; [., .]L).
Dann gilt
Lj(A) = Zj(A) fu¨r alle j ∈ N0.
Insbesondere gilt:
(A; ∗) ist genau dann nilpotent, wenn (A; +; [., .]L) nilpotent ist.
Im Falle der Nilpotenz gilt dann cl(A; ∗) = cl(A; +; [., .]L). 
Fu¨r die absteigenden Zentralreihen von (A; ∗) und (A; +; [., .]L) gilt ein entsprechen-
des Resultat nicht, wie wir sogleich aufzeigen werden. Im Fall von p-Gruppen G und
Ko¨rpern K mit char K = p ist na¨mlich das erste Glied der absteigenden Zentralreihe
von (J (KG); +; [., .]L) bekannt und la¨sst sich wie folgt beschreiben (siehe zum Beispiel
[14, Chapter II, 2.2.]):
1.9 Satz. Sei G eine p-Gruppe und K ein Ko¨rper mit char K = p. Dann gilt
[J (KG),J (KG)]L =
{∑
g∈G
cgg
∣∣∣ ∑
g∈C
cg = 0K fu¨r alle C ∈ K(G)
}
.

Ist nun G eine nicht-abelsche p-Gruppe, so existiert g ∈ Z2(G) \ Z(G) und h ∈ G mit
[g,h]G ∈ Z(G) \ {1G} und es folgt
(g − 1G)− ∗ (h− 1G)− ∗ (g − 1G) ∗ (h− 1G) 1.1.2= [g,h]G − 1G /∈
1.9
[J (KG),J (KG)]L.
1H. Laue hat 2015 einen vereinfachten Beweis dieser Aussage erbracht [16].
2Eine assoziative Algebra A bezeichnet man als Radikal-Algebra, falls Q(A) = A gilt.
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Der folgende Satz von Bovdi [3] liefert das entscheidende Argument, warum im Fall eines
endlichen Ko¨rpers K die Dimensionen der einzelnen Faktorra¨ume in der aufsteigenden
Zentralreihe von J (KG) die ∗-Struktur der Faktorgruppen in der aufsteigenden Zen-
tralreihe kla¨rt. Fu¨r den mit Hilfe des Satzes von Du kurzen Beweis von Bovdi (siehe
auch [25]) geben wir noch folgendes Lemma an:
1.10 Lemma. Seien K ein kommutativer unita¨rer Ring, A eine assoziative K-Algebra,
n ∈ N und a, b ∈ A. Dann gilt
[a, b, . . . , b︸ ︷︷ ︸
n
]L =
n∑
i=0
(
n
i
)
(−1)ibiabn−i.
Ist char K = p, so gilt insbesondere [a, b, . . . , b︸ ︷︷ ︸
p
]L = [a, b
p]L.
Beweis. Ein Induktionsbeweis nach n liefert die Behauptung.
1.11 Satz, Bovdi. Sei K ein Ko¨rper mit char K = p, A eine K-Radikal-Algebra und
(Zj(A))j∈N0 die aufsteigende Zentralreihe von (A; ∗), m ∈ N und x ∈ Zm(A). Dann gilt
x(p) ∈ Zmax{1,m−p+1}(A).
Beweis. Es gilt x(p) = xp nach Bemerkung 1.1.3 (ii). Sei y ∈ A. Aus Satz 1.8 folgt
[y, xp]L
1.10
= [y, x, . . . , x︸ ︷︷ ︸
p
]L ∈ Zm−p(A).
Wir erhalten also x(p) ∈ Zm−p+1(A) falls m ≥ p, andernfalls gilt zumindest x(p) ∈ Z(A).
1.12 Korollar, Bovdi. Sei K ein Ko¨rper mit char K = p, A eine nilpotente K-
Radikal-Algebra, (Zj(A))j∈N0 die aufsteigende Zentralreihe von (A; ∗), n := cl(A; ∗) und
m ∈ n \ {1}. Dann gilt
3exp(Zm(A)/Zm−1(A)) = p.
Beweis. Dies folgt unmittelbar aus Satz 1.11.
Die Frage nach dem Exponenten von Z(A) ist hingegen schwieriger zu beantworten.
Eine detaillierte Analyse daru¨ber im Falle A = J (KG) fu¨r eine p-Gruppe G und einen
Ko¨rper K mit char K = p findet sich in [25].
Das folgende Lemma und der anschließende Satz vermitteln einen ersten Eindruck einer
Strategie zur Bestimmung der aufsteigenden Zentralreihe von (J (KG); +; [., .]L).
3Ist G eine endliche Gruppe, so sei exp(G) := kgV {o(g) | g ∈ G}.
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1.13 Lemma. Seien G eine endliche Gruppe, K ein kommutativer unita¨rer Ring, m ∈ N
und g, g1, . . . , gm ∈ G. Dann gilt
[g, g1, . . . , gm]L ∈ Aug(gg1 · · · gmγ2(G)).
Beweis. Ist m = 1, so folgt [g, g1]L = g1g([g,g1]G − 1G) ∈ Aug(gg1γ2(G)), da G/γ2(G)
abelsch ist. Ist m > 1, so ist induktiv x := [g, g1, . . . , gm−1]L ∈ Aug(gg1 · · · gm−1γ2(G)).
Da x K-Linearkombination von Elementen aus gg1 · · · gm−1γ2(G) ist, reicht es fu¨r alle
y ∈ gg1 · · · gm−1γ2(G) zu zeigen, dass [y, gm]L ∈ Aug(gg1 · · · gmγ2(G)) gilt. Dies folgt
aber wie beim Induktionsanfang aus der Kommutativita¨t von G/γ2(G).
1.14 Satz. Seien G eine endliche Gruppe, K ein kommutativer unita¨rer Ring, n ∈ N,
H1, . . . , Hn paarweise verschiedene Restklassen bezu¨glich γ2(G) und m ∈ N. Fu¨r alle
i ∈ n sei ai ∈ Aug(Hi ∪ Z(G)).
(i) Gilt ai ∈ Aug(Hi) fu¨r alle i ∈ n und
n∑
i=1
ai = 0KG, so gilt bereits ai = 0KG fu¨r alle
i ∈ n.
(ii) Gilt
n∑
i=1
ai ∈ Lm(Aug(KG)), so gilt schon ai ∈ Lm(Aug(KG)) fu¨r alle i ∈ n.
Beweis. (i) folgt direkt aus
Aug(H1) + . . .+ Aug(Hn) = Aug(H1)⊕ . . .⊕ Aug(Hn).
(ii): Die Aussage (i) stellt den Induktionsanfang der folgenden als Induktionsvorausset-
zung u¨ber m− 1 formulierten Aussage (∗) dar:
Sind H˜1, . . . , H˜n paarweise verschiedene Restklassen bezu¨glich γ2(G), bi ∈ Aug(H˜i)
fu¨r alle i ∈ n und gilt
n∑
i=1
bi ∈ Lm−1(Aug(KG)), so gilt bereits bi ∈ Lm−1(Aug(KG))
fu¨r alle i ∈ n.
Da fu¨r alle g ∈ G nach Voraussetzung auch gH1, . . . , gHn paarweise verschieden sind
und {g − 1G | g ∈ G \ {1G}} eine K-Basis von Aug(KG) ist, folgt:
n∑
i=1
ai ∈ Lm(Aug(KG)) ⇐⇒ ∀g ∈ G :
[ n∑
i=1
ai, g − 1G
]
L
∈ Lm−1(Aug(KG)).
⇐⇒ ∀g ∈ G :
n∑
i=1
[ai, g]L︸ ︷︷ ︸
∈Aug(gHi) nach 1.13
∈ Lm−1(Aug(KG)).
(∗)⇐⇒ ∀g ∈ G ∀i ∈ n : [ai, g]L ∈ Lm−1(Aug(KG)).
⇐⇒ ∀g ∈ G ∀i ∈ n : [ai, g − 1G]L ∈ Lm−1(Aug(KG)).
⇐⇒ ∀i ∈ n : ai ∈ Lm(Aug(KG)).
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Eine unmittelbare Konsequenz ist die folgende, wichtige Bemerkung.
1.14.1 Bemerkung. Sei Ai ⊆ Aug(Hi∪Z(G)) und Ai modulo Lm(Aug(KG)) K-linear
unabha¨ngig fu¨r alle i ∈ n. Dann ist⋃
i∈n
Ai modulo Lm(Aug(KG))
K-linear unabha¨ngig.
Ist K ein Ko¨rper und gilt zusa¨tzlich Ai ⊆ Lm+1(Aug(KG)) fu¨r alle i ∈ n, so folgt
insbesondere
dim(Lm+1(Aug(KG))/Lm(Aug(KG))) ≥
n∑
i=1
|Ai|.

Zum Auffinden der aufsteigenden Zentralreihe liegt es daher nahe, die Teilra¨ume Aug(H)
fu¨r Restklassen H bezu¨glich γ2(G) zu untersuchen. Ein solches Vorgehen ist bereits in
[23] verfolgt worden und fu¨hrte zu folgenden beiden Hauptresultaten:
1.15 Satz. Sei G eine p-Gruppe mit |γ2(G)| = p, a ∈ G mit γ2(G) = 〈a〉, K ein
Ko¨rper mit char K = p und Y ein Repra¨sentantensystem der nichtzentralen Konjugier-
tenklassen von G. Sei weiter ¯ jeweils der kanonische K-Vektorraum-Epimorphismus von
J (KG) auf den jeweiligen Faktorraum der aufsteigenden Zentralreihe von J (KG) und
m ∈ p− 1 \ {1}. Dann gilt cl(J (KG)) = p und{
y
p−1∑
i=0
(
i
m−1
)
ai
∣∣∣ y ∈ Y} ist K-Basis von Zm(J (KG))/Zm−1(J (KG)),{
y − 1G | y ∈ Y
}
ist K-Basis von J (KG)/Zp−1(J (KG)).

1.16 Satz. Sei n ∈ N>3, K ein Ko¨rper mit char K = 2, G ∈ {D2n , SD2n , Q2n},
a ∈ G mit o(a) = 2n−1 und b ∈ G \ 〈a〉. Sei weiter ¯ der kanonische K-Vektorraum-
Epimorphismus von J (KG) auf den jeweiligen Faktorraum der aufsteigenden Zentral-
reihe von J (KG). Dann gilt cl(J (KG)) = 2n−2 = |γ2(G)| und:
Ist m ∈ {2, 4, . . . , 2n−2 − 2} , so ist {y 2n−2−1∑
i=0
(
i
m−1
)
a2i
∣∣∣ y ∈ {b, ba, a}}
K-Basis von Zm(J (KG))/Zm−1(J (KG)).
Ist m ∈ {3, 5, . . . , 2n−2 − 1} , so ist {y 2n−2−1∑
i=0
(
i
m−1
)
a2i
∣∣∣ y ∈ {b, ba, 1G}}
K-Basis von Zm(J (KG))/Zm−1(J (KG)).
Weiter ist
{
y − 1G | y ∈ {a, b, ba}
}
K-Basis von J (KG)/Z2n−2−1(J (KG)).

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Ziel dieser Arbeit ist es unter anderem, den Satz 1.15 zu verallgemeinern. Wir werden
ferner einsehen, dass die Gruppen in Satz 1.16 eine gesonderte Rolle spielen.
Generell von Bedeutung fu¨r die aufsteigende Zentralreihe von J (KG) sind, was bereits
das Studium des Zentrums von J (KG) vermuten la¨sst, die Konjugiertenklassen der
Gruppe G. Folgendes Lemma zeigt fu¨r den Spezialfall k = 1 einen einfachen Zusammen-
hang zu den Restklassen bezu¨glich γ2(G) auf:
1.17 Lemma. Sei G eine Gruppe, k ∈ N und x ∈ γk(G). Dann gilt
xG ⊆ xγk+1(G).
Insbesondere gilt gG ⊆ gγ2(G) fu¨r alle g ∈ G.
Beweis. Ist h ∈ G, so folgt xh = x[x,h]G ∈ xγk+1(G).
Ist also G eine Gruppe und γ2(G) endlich, so ist die La¨nge jeder Konjugiertenklasse
durch die Ordnung von γ2(G) nach oben beschra¨nkt.
1.18 Definition. Sei G eine Gruppe und g ∈ G. Wir nennen die Konjugiertenklasse
gG(und auch g selbst) zentral, falls g ∈ Z(G) gilt und gG (und auch g) extremal, falls
gG = gγ2(G) gilt. Weiter setzen wir fu¨r alle n ∈ N und T ⊆ G:
KT,n(G) := {C | C ∈ K(G), C ⊆ T, |C| = n} und KT (G) :=
⋃
m∈N
KT,m(G).
1.19 Definition. Sei G eine p-Gruppe.
(i) Fu¨r alle g ∈ G sei κ(g) ∈ N0 mit pκ(g) = |gG|.
(ii) Fu¨r alle T ⊆ G, T 6= ∅, sei µ(T ) = min {κ(g) | g ∈ T}.
1.20 Satz. Sei G eine p-Gruppe und K ein Ko¨rper mit char K = p. Ist T ⊆ G mit
T ∩ Z(G) 6= ∅, so sei gT ∈ T ∩ Z(G) und ZT :=
{
g − gT
∣∣ g ∈ (T ∩ Z(G)) \ {gT}},
andernfalls sei ZT := ∅. Fu¨r alle T ⊆ G ist dann
BT := ZT ∪
{∑
c∈C
c
∣∣ C ∈ KT (G), |C| 6= 1}
eine K-Basis von Z(J (KG)) ∩ 〈T 〉K. Insbesondere gilt
(i) dim(Z(J (KG)) ∩ 〈T 〉K) = |KT (G)| − 1 fu¨r alle T ⊆ G mit T ∩ Z(G) 6= ∅,
(ii) dim(Z(J (KG)) ∩ 〈T 〉K) = |KT (G)| fu¨r alle T ⊆ G mit T ∩ Z(G) = ∅,
(iii) dimZ(J (KG)) = −1 + ∑
H∈G/γ2(G)
|KH(G)|.
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Beweis. Sei T ⊆ G. Dann ist BT K-linear unabha¨ngig aufgrund der Disjunktheit zweier
Konjugiertenklassen und es gilt BT ⊆ Z(J (KG)) ∩ 〈T 〉K nach Satz 1.5.
Sei x ∈ Z(J (KG)) ∩ 〈T 〉K . Dann ist x insbesondere eine K-Linearkombination von
Elementen der Basis B aus Satz 1.5. Wegen x ∈ 〈T 〉K folgt aus der Disjunktheit ver-
schiedener Konjugiertenklassen, dass x auch K-Linearkombination von Elementen aus
BT ist.
(i) und (ii) folgen unmittelbar aus der Basiseigenschaft von BT .
Aus Lemma 1.17 und Satz 1.5 erhalten wir, dass⋃˙
H∈G/γ2(G)
BH ∪˙
{
gH − 1G | H ∈ G/γ2(G) \ {γ2(G)} , µ(H) = 0
}
eine K-Basis von Z(J (KG)) ist. Hieraus folgt (iii).
1.2 Zahlentheoretische Hilfsmittel
In diesem Abschnitt bescha¨ftigen wir uns mit zahlentheoretischen U¨berlegungen, die fu¨r
die Rechnungen in den weiteren Kapiteln von Bedeutung sein werden. Dafu¨r untersu-
chen wir zuna¨chst Binomialkoeffizienten modulo der Primzahl p. Im Anschluss studieren
wir Folgen von Binomialkoeffizienten und formulieren daru¨ber hinaus erste, hieraus re-
sultierende Aussagen im Gruppenring. Der zweite Teil nimmt die Untersuchung einer
Funktion vorweg, die im Zusammenhang mit der Bestimmung der aufsteigenden Zen-
tralreihe von J (KG) im Falle einer zyklischen Kommutatoruntergruppe von G auftreten
wird (siehe Definition 2.33 und Bemerkung 2.33.1).
1.2.1 Binomialkoeffizienten
Fu¨r alle n, k ∈ N0 ist
(
n
k
)
bekanntlich die Anzahl der k-elementigen Teilmengen einer
n-elementigen Menge. Insbesondere gilt
(
n
0
)
= 1 und
(
n
k
)
= 0 fu¨r k > n. Fu¨r unsere
Zwecke erweist sich daru¨ber hinaus folgende Setzung als nu¨tzlich:
Fu¨r alle n ∈ N0, k ∈ Z<0 sei
(
n
k
)
:= 0.
Eine einfache kombinatorische U¨berlegung liefert direkt:
1.21 Lemma (Vandermonde-Identita¨t).
Fu¨r alle m,n ∈ N0, k ∈ Z gilt:(
m+ n
k
)
=
k∑
i=0
(
m
i
)(
n
k − i
)
.

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Folgender Satz zeigt auf, wie man die Berechnung eines Binomialkoeffizienten modulo
der Primzahl p allein auf die p-adischen Darstellungen der beteiligten natu¨rlichen Zahlen
zuru¨ckfu¨hren kann. Dieser Satz von Lucas aus dem Jahr 1878 (siehe zum Beispiel [9])
fu¨hrt zu zahlreichen nu¨tzlichen Folgerungen.
1.22 Satz, Lucas. Seien m,n, k ∈ N0, mi, ni ∈ p− 10 fu¨r alle i ∈ k0 mit m =
k∑
i=0
mip
i
und n =
k∑
i=0
nip
i. Dann gilt
(
n
m
)
≡
p
k∏
i=0
(
ni
mi
)
.
Insbesondere gilt: (
n
m
)
≡
p
0 ⇐⇒ ∃i ∈ k0 : ni < mi.

1.22.1 Bemerkung. Es gilt(
n
m
)
≡
p
(
npl
mpl
)
fu¨r alle l ∈ N0.
Beweis. Es ist np =
k+1∑
i=1
ni−1pi und mp =
k+1∑
i=1
mi−1pi. Wir erhalten
(
np
mp
)
≡
p
(
0
0
) k+1∏
i=1
(
ni−1
mi−1
)
=
k∏
i=0
(
ni
mi
)
≡
p
(
n
m
)
.
Die Behauptung folgt nun mittels einer trivialen Induktion nach l.
1.22.2 Bemerkung. Fu¨r alle l ∈ N0 mit pl > m gilt(
n
m
)
≡
p
(
n+ pl
m
)
.
Beweis. Ist l ∈ N0 mit pl > m, so gilt
(
n
m
)
=
(
n
m
)(
pl
0
)
1.22≡
p
(
n+ pl
m
)
.
1.22.3 Bemerkung. Sei r ∈ N. Es gilt
(i)
(
n
pk − 1
)
≡
p
1 ⇐⇒ n ≡
pk
−1 und
(ii)
(
n
rpk − 1
)
6≡
p
0 =⇒ n ≡
pk
−1.
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Beweis. Ist k = 0, so sind (i) und (ii) trivial. Sei daher nun k > 0. Es gilt
(∗) n ≡
pk
−1 ⇐⇒ ∀i ∈ k − 10 : ni = p− 1
Außerdem gilt rpk − 1 = (r − 1)pk + (p− 1)
k−1∑
i=0
pi und folglich(
n
rpk − 1
)
1.22≡
p
k−1∏
i=0
(
ni
p− 1
)(
nkp
k
(r − 1)pk
)
1.22.1≡
p
k−1∏
i=0
(
ni
p− 1
)(
nk
r − 1
)
.
Es folgt (
n
rpk − 1
)
6≡
p
0 =⇒ ∀i ∈ k − 10 : ni = p− 1.
Im Spezialfall r = 1 gilt(
n
pk − 1
)
≡
p
1 ⇐⇒ ∀i ∈ k − 10 : ni = p− 1.
Aus (∗) folgen nun die Behauptungen.
1.22.4 Bemerkung. Ist m ≤ pn − 1, so gilt(
pn − 1
m
)
≡
p
(−1)m.
Beweis. Ist n = 0, so ist m = 0 und die Behauptung trivial. Sei daher nun n > 0. Ist
dann m = 0, so ist die Aussage wiederum offensichtlich. Andernfalls ist m > 0 und wir
erhalten induktiv
0 =
(
0
m
)
1.22.2≡
p
(
pn
m
)
=
(
pn − 1 + 1
m
)
1.21
=
(
pn − 1
m− 1
)
+
(
pn − 1
m
)
≡
p
(−1)m−1+
(
pn − 1
m
)
.
Hieraus folgt die Behauptung.
1.22.5 Bemerkung. Sei r ∈ N0, l ∈ N und m ≤ pl − 2. Dann gilt
pl−1∑
i=0
(
i+ r
m
)
≡
p
0.
Beweis. Es gilt
pl−1∑
i=0
(
i
m
)
=
(
pl
m+ 1
)
. Falls r = 0 gilt, folgt die Behauptung nun wegen
m + 1 < pl aus Bemerkung 1.22.2. Den Fall r > 0 fu¨hren wir durch folgende Rechnung
auf den gerade bewiesenen Spezialfall zuru¨ck:
pl−1∑
i=0
(
i+ r
m
)
1.21
=
pl−1∑
i=0
r∑
j=0
(
r
j
)(
i
m− j
)
=
r∑
j=0
((
r
j
) pl−1∑
i=0
(
i
m− j
))
≡
p
0.
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1.22.6 Bemerkung. Sei i ∈ N0, n > 0 und r ∈ n. Dann gilt
(i)
(
i+ pn − 1
m
)
≡
p
p−1∑
j=0
(−1)j
(
i+ pn−1 − 1
m− jpn−1
)
und
(ii)
(
i+ pn − 1
m
)
≡
p
(
i+ pn−r − 1
m− pn + pn−r
)
+
r∑
s=1
p−2∑
j=0
(−1)j
(
i+ pn−s − 1
m− pn−s(ps − p+ j)
)
.
Beweis. Es gilt(
i+ pn − 1
m
)
1.21
=
m∑
j=0
(
i+ pn−1 − 1
m− j
)(
(p− 1)pn−1
j
)
=
(p−1)pn−1∑
j=0
(
i+ pn−1 − 1
m− j
)(
(p− 1)pn−1
j
)
1.22≡
p
∑
j∈(p−1)pn−1
0
,
pn−1|j
(
i+ pn−1 − 1
m− j
)(
(p− 1)pn−1
j
)
1.22.1≡
p
p−1∑
j=0
(
i+ pn−1 − 1
m− jpn−1
)(
p− 1
j
)
1.22.4≡
p
p−1∑
j=0
(−1)j
(
i+ pn−1 − 1
m− jpn−1
)
.
(ii) Der Spezialfall r = 1 wurde bereits in (i) bewiesen und stellt somit den Induktions-
anfang eines Induktionsbeweises nach r der zweiten Aussage dar. Wir nehmen daher im
Folgenden r > 0 an. Es gilt(
i+ pn−(r−1) − 1
m− pn + pn−(r−1)
)
(i)
=
p−1∑
j=0
(−1)j
(
i+ pn−r − 1
m− pn + pn−(r−1) − jpn−r
)
=
(
i+ pn−r − 1
m− pn + pn−r
)
+
p−2∑
j=0
(−1)j
(
i+ pn−r − 1
m− pn−r(pr − p+ j)
)
und folglich(
i+ pn − 1
m
)
Ind.vor.≡
p
(
i+ pn−(r−1) − 1
m− pn + pn−(r−1)
)
+
r−1∑
s=1
p−2∑
j=0
(−1)j
(
i+ pn−s − 1
m− pn−s(ps − p+ j)
)
=
(
i+ pn−r − 1
m− pn + pn−r
)
+
r∑
s=1
p−2∑
j=0
(−1)j
(
i+ pn−s − 1
m− pn−s(ps − p+ j)
)
.
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Nach dieser kurzen Einfu¨hrung u¨ber Binomialkoeffizienten modulo der Primzahl p wollen
wir uns mit Folgen von Binomialkoeffizienten bescha¨ftigen.
1.23 Lemma. Sei K ein kommutativer unita¨rer Ring,
T := {r ∈ K | ∃k ∈ Z : r = k1K} und X eine nichtleere Menge.
(i) T ist ein unitaler4Teilring von K.
(ii) Vermo¨ge der bildweisen Multiplikation
ϕ · ψ : X → K, x 7→ xϕ xψ
fu¨r alle ϕ, ψ ∈ KX ist der K-Raum KX eine K-Algebra.
(iii) TN0 ist eine T -Algebra und
{((
i
l
)
K
)
i∈N0 | l ∈ N0
}
ist eine K-linear unabha¨ngige
Teilmenge von KN0.
(iv) Sind n ∈ N0, x0, . . . , xn ∈ X paarweise verschieden, so ist in dem u¨ber X freien
K-Raum KX die Menge
{ n∑
i=0
((
i
l
)
K
)
xi | l ∈ n0
}
K-linear unabha¨ngig.
Beweis. Wir beschra¨nken uns auf den Beweis von (iii) u¨ber die lineare Unabha¨ngigkeit.
Die Aussage (iv) folgt dann direkt aus (iii). Seien also k ∈ N0, c0, . . . , ck ∈ K mit
k∑
j=0
cj
((
i
j
)
K
)
i∈N0
= 0TN0 .
Dann gilt
k∑
j=0
cj
(
0
j
)
K
= c01K = 0K und damit c0 = 0K . Ist weiter 0 < m ≤ k und
gilt induktiv bereits c0 = . . . = cm−1 = 0K , so folgt aus 0K =
k∑
j=m
cj
(
m
j
)
K
= cm1K die
Behauptung.
Wir betrachten im Folgenden die Z-Algebra ZN0 mit bildweiser Multiplikation wie in
Lemma 1.23 (ii). Fu¨r unsere Zwecke sind dabei in erster Linie Folgen von Interesse,
deren Bilder Binomialkoeffizienten sind.
Ist m ∈ N0, so schreiben wir fu¨r die Folge
((
i
m
))
i∈N0
auch kurz
(
i
m
)
i∈N0
.
1.23.1 Bemerkung. Fu¨r alle m ∈ N0 sei km ∈ N0. Fu¨r alle n ∈ N0 sei
An :=
{(
i
m
)
i∈N0
∣∣∣m ∈ n0} und Bn := {(i+ km
m
)
i∈N0
∣∣∣m ∈ n0}.
Dann gilt
〈An〉Z = 〈Bn〉Z fu¨r alle n ∈ N0.
4Ein unita¨rer Teilring S eines unita¨ren Ringes K heißt unital, falls 1S = 1K gilt.
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Beweis. Wir zeigen die Behauptung durch Induktion nach n.
Es gilt A0 = {1ZN0} = B0. Sei nun n ∈ N. Dann folgt die Inklusion 〈An〉Z ⊇ 〈Bn〉Z
mittels Lemma 1.21 aus(
i+ km
m
)
=
(
i
m
)
+
m−1∑
j=0
(
km
m− j
)(
i
j
)
fu¨r alle m ∈ n0 und i ∈ N0.
Da wir induktiv aber auch 〈An−1〉Z ⊆ 〈Bn−1〉Z voraussetzen du¨rfen, folgt aus dem Spe-
zialfall m = n auch die andere Inklusion.
1.23.2 Bemerkung.
Sei K ein Ko¨rper, V ein K-Vektorraum, n ∈ N und T = {x0, . . . , xn−1} eine n-
elementige, K-linear unabha¨ngige Teilmenge von V . Sei weiter km ∈ N0 fu¨r alle m ∈ N0.
Dann gilt
(i)
〈
n−1∑
i=0
(
i+ km
m
)
xi
∣∣∣m ∈ s0〉
K
=
〈
n−1∑
i=0
(
i
m
)
xi
∣∣∣m ∈ s0〉
K
fu¨r alle s ∈ N0 und
(ii)
{
n−1∑
i=0
(
i+ km
m
)
xi
∣∣∣m ∈ n− 10} und {n−1∑
i=0
(
i
m
)
xi
∣∣∣m ∈ n− 10} sind K-linear
unabha¨ngig.
(iii) Sei char K = p und es existiere l ∈ N mit pl = n. Dann ist{n−1∑
i=0
(
i+ km
m
)
xi
∣∣∣m ∈ n− 20} eine K-Basis von AugT (〈T 〉K).
Beweis. (i) folgt direkt aus Bemerkung 1.23.1 und (ii) aus (i) sowie Lemma 1.23 (iv).
(iii): Sei char K = p und es existiere l ∈ N mit pl = n. Es gilt dimAugT (〈T 〉K) = n− 1
und Bemerkung 1.22.5 liefert{n−1∑
i=0
(
i+ km
m
)
xi
∣∣∣m ∈ n− 20} ⊆ AugT (〈T 〉K).
Mittels (ii) folgt aus Dimensionsgru¨nden die Behauptung.
1.24 Lemma. Seien m,n ∈ N0. Dann gilt(
i
n
)
i∈N0
·
(
i
m
)
i∈N0
=
n∑
j=0
(
m
n− j
)(
j +m
j
)((
i
m+ j
))
i∈N0
.
Insbesondere gilt(
i
n
)
i∈N0
·
(
i
m
)
i∈N0
∈
〈(
i
m
)
i∈N0
,
(
i
m+ 1
)
i∈N0
, . . . ,
(
i
m+ n
)
i∈N0
〉
N0
.
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Beweis. Ist m = 0 und n = 0, so ist die Behauptung trivial. Wir nehmen im Folgenden
daher m > 0 oder n > 0 an. Einfaches Nachrechnen zeigt: Ist j ∈ N0, so gilt fu¨r alle
i ∈ N≥m:
(∗)
(
i−m
j
)(
i
m
)
=
(
j +m
j
)(
i
m+ j
)
Sei cj :=
(
m
n− j
)
und dj :=
(
j +m
j
)
fu¨r alle j ∈ n0. Nach Lemma 1.21 gilt fu¨r alle
i ∈ N≥m: (
i
n
)
=
(
m+ (i−m)
n
)
=
n∑
j=0
cj
(
i−m
j
)
Es folgt
0 =
(
i
n
)(
i
m
)
=
n∑
j=0
cjdj
(
i
m+ j
)
fu¨r alle i ∈ m− 10 und
(
i
n
)(
i
m
)
=
(
n∑
j=0
cj
(
i−m
j
))(
i
m
)
(∗)
=
n∑
j=0
cjdj
(
i
m+ j
)
fu¨r alle i ∈ N≥m.
1.24.1 Bemerkung. Es gilt(
ni
m
)
i∈N0
∈
〈(
i
j
)
i∈N0
∣∣ j ∈ m0〉
N0
.
Beweis. Wir zeigen die Behauptung durch Induktion nach n. Ist m = 0, so gilt
1 =
(
0i
m
)
=
(
i
0
)
fu¨r alle i ∈ N0. Ist m > 0, so gilt
(
0i
m
)
= 0 fu¨r alle i ∈ N0. Sei nun
n > 0. Dann gilt (
ni
m
)
i∈N0
1.21
=
m∑
j=0
(
(n− 1)i
j
)
i∈N0
·
(
i
m− j
)
i∈N0
und aus der Induktionsvoraussetzung folgt(
(n− 1)i
j
)
i∈N0
∈
〈(
i
s
)
i∈N0
∣∣∣ s ∈ j0〉
N0
fu¨r alle j ∈ m0.
Aus Lemma 1.24 folgt die Behauptung.
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1.24.2 Bemerkung. Sei l ∈ N0 und ¯ der kanonische Epimorphismus von ZN0 auf
(Z/pZ)N0. Dann gilt
(i)
(
i+ npl
m
)
i∈N0
∈
(
i
m
)
i∈N0
+ n
(
i
m− pl
)
i∈N0
+
〈(
i
m− spl
)
i∈N0
∣∣∣ s ∈ N>1〉
N0
,
(ii)
(
npli
m
)
i∈N0
= 0(Z/pZ)N0 , falls p
l - m und
(
npli
m
)
i∈N0
∈
〈(
i
j
)
i∈N0
| j ∈ m˜0
〉
N0
, falls pl | m und m˜ = m
pl
.
Beweis. Es gilt
(
i+ npl
m
)
1.21
=
m∑
j=0
(
i
m− j
)(
npl
j
)
1.22≡
p
∑
j∈m0,
pl|j
(
i
m− j
)(
npl
j
)
fu¨r alle i ∈ N0,
woraus zusammen mit Bemerkung 1.22.1 die erste Aussage folgt.
Der erste Teil von (ii) folgt direkt aus Satz 1.22, wa¨hrend der zweite Teil durch eine
Anwendung der Bemerkungen 1.22.1 und 1.24.1 folgt.
1.25 Lemma. Sei G eine Gruppe, K ein Ko¨rper mit char K = p, a ∈ G und es existiere
l ∈ N0 mit o(a) = pl. Seien s, n ∈ N0 und m ∈ ps+l − 10. Dann gilt
a−n
pl−1∑
i=0
(
psi+ r
m
)
ai =
pl−1∑
i=0
(
ps(i+ n) + r
m
)
ai fu¨r alle r ∈ N0.
Beweis. Wir beweisen den Spezialfall r = 0. Ist r > 0, so folgt daraus die Behauptung
durch eine Anwendung von Lemma 1.21. Zuna¨chst beweisen wir nun den Spezialfall
s = 0 und fu¨hren anschließend den Fall s > 0 auf diesen zuru¨ck.
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Es existieren eindeutig bestimmte q ∈ N0, n˜ ∈ pl − 10 mit n = qpl + n˜. Es gilt
a−n
pl−1∑
i=0
(
i
m
)
ai
o(a)=pl
=
pl−1∑
i=0
(
i
m
)
ai−n˜
=
n˜−1∑
i=0
(
i
m
)
ai−n˜ +
pl−1∑
i=n˜
(
i
m
)
ai−n˜
=
pl−1∑
i=pl−n˜
(
i+ n˜− pl
m
)
ai−p
l
+
pl−1∑
i=n˜
(
i
m
)
ai−n˜
1.22.2
=
m≤pl−1
pl−1∑
i=pl−n˜
(
i+ n˜
m
)
ai +
pl−n˜−1∑
i=0
(
i+ n˜
m
)
ai
1.22.2
=
pl−1∑
i=0
(
i+ n
m
)
ai.
Sei nun s 6= 0. Gilt ps - m, so ist nach Bemerkung 1.24.2 nichts weiter zu zeigen.
Andernfalls existiert t ∈ pl − 1
0
mit pst = m und es folgt
a−n
pl−1∑
i=0
(
psi
m
)
ai = a−n
pl−1∑
i=0
(
psi
pst
)
ai
1.22.1
= a−n
pl−1∑
i=0
(
i
t
)
ai
=
pl−1∑
i=0
(
i+ n
t
)
ai
1.22.1
=
pl−1∑
i=0
(
ps(i+ n)
m
)
ai.
1.26 Korollar. Sei G eine Gruppe, K ein Ko¨rper mit char K = p und U eine zyklische
p-Untergruppe von G, l ∈ N0 mit pl = |U |, a ∈ G mit 〈a〉 = U und H eine Linksrestklasse
bezu¨glich U . Sei weiter km ∈ N0 fu¨r alle m ∈ N0.
(i) Fu¨r alle g, h ∈ H und m˜ ∈ pl − 1
0
gilt
〈
g
pl−1∑
i=0
(
i
m
)
ai
∣∣∣m ∈ m˜0〉
K
=
〈
h
pl−1∑
i=0
(
i
m
)
ai
∣∣∣m ∈ m˜0〉
K
.
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(ii) Ist U 6= {1G}, so ist fu¨r alle g ∈ H{
g
pl−1∑
i=0
(
i+ km
m
)
ai
∣∣∣m ∈ pl − 20}
eine K-Basis von Aug(H).
Beweis. Seien g, h ∈ H. Dann existiert n ∈ pl − 1
0
mit ga−n = h. Aus Lemma 1.25
und Bemerkung 1.23.2 (i) folgt dann direkt (i). (ii) folgt aus der dritten Aussage in
Bemerkung 1.23.2.
In Lemma 1.25 haben wir fu¨r ein Element a von p-Potenzordnung pl einer Gruppe G und
einen Ko¨rper K mit char K = p eine Rechenregel fu¨r die Multiplikation einer Linear-
kombination der Gestalt
pl−1∑
i=0
(
i
m
)
ai mit einem Element aus 〈a〉 formuliert. Im Folgenden
werden wir nun fu¨r einen Gruppen-Automorphismus β von 〈a〉 eine Rechenvorschrift fu¨r
pl−1∑
i=0
(
i
m
)
(aβ)i angeben. Fu¨r ein solches β existiert n ∈ N, p - n, mit aβ = an und β ist
durch das Bild von a bereits eindeutig bestimmt.
1.27 Lemma. Sei G eine zyklische p-Gruppe, K ein Ko¨rper mit char K = p, a ∈ G
mit 〈a〉 = G und l ∈ N0 mit |G| = pl. Sei y ∈ Z mit p - y, n ∈ N mit yn ≡
pl
1 und
m ∈ pl − 1
0
. Dann gilt
pl−1∑
i=0
(
i
m
)
ayi =
pl−1∑
i=0
(
ni
m
)
ai.
Beweis. Ist l = 0, so ist die Behauptung trivial. Sei daher nun l > 0 angenommen.
Sei ¯ : Z→ Z/plZ der kanonische Ring-Epimorphismus. Fu¨r alle i ∈ pl − 1
0
existiert ein
eindeutig bestimmtes ni ∈ pl − 10 mit ni = ni. Wegen yn ≡
pl
1 gilt p - n und folglich{
ni | i ∈ pl − 1
0
}
= Z/plZ. Also ist die Abbildung
pl − 1
0
−→ pl − 1
0
, i 7→ ni
eine Bijektion. Es folgt
pl−1∑
i=0
(
i
m
)
ayi =
pl−1∑
i=0
(
ni
m
)
ayni
1.22.2
=
o(a)=pl
pl−1∑
i=0
(
ni
m
)
ayni =
pl−1∑
i=0
(
ni
m
)
ai.
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1.28 Lemma. Sei G eine zyklische p-Gruppe, K ein Ko¨rper mit char K = p, a ∈ G
mit 〈a〉 = G und l ∈ N0 mit |G| = pl.
(i) Sind n ∈ l0 und r, m˜ ∈ N, so folgt
pl−1∑
i=0
(
i+ rpn − 1
m˜pn − 1
)
ai =
pl−n−1∑
i=0
(
i+ r − 1
m˜− 1
)
aip
n
.
(ii) Es gilt
pl−1∑
i=0
(
i+ pl − 1
pl − 1
)
ai = 1G.
Beweis. (i) Seien n ∈ l0 und r, m˜ ∈ N. Dann gilt
pl−1∑
i=0
(
i+ rpn − 1
m˜pn − 1
)
ai
1.22.3(ii)
=
pl−n−1∑
i=0
(
ipn + rpn − 1
m˜pn − 1
)
aip
n
=
pl−n−1∑
i=0
(
(i+ r − 1)pn + pn − 1
(m˜− 1)pn + pn − 1
)
aip
n
1.22
=
pl−n−1∑
i=0
(
(i+ r − 1)pn
(m˜− 1)pn
)
aip
n
1.22.1
=
pl−n−1∑
i=0
(
i+ r − 1
m˜− 1
)
aip
n
.
(ii) folgt direkt aus dem Spezialfall n = l und m˜ = r = 1 in (i).
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1.2.2 Eine Partition von
{
1, . . . , pl
}
Im Zuge der Untersuchung der aufsteigenden Zentralreihe von J (KG) im Fall eines
Ko¨rpers K mit char K = p und einer p-Gruppe G mit zyklischer Kommutatorunter-
gruppe wird sich herausstellen, dass eine rein zahlentheoretische Funktion eine tragende
Rolle spielt (siehe Satz 2.32). Die Untersuchung dieser Funktion nehmen wir in diesem
Abschnitt vor. Die Ergebnisse dieser Analyse werden die Problematik der Bestimmung
der aufsteigenden Zentralreihe (vergleiche Erla¨uterungen vor Satz 2.32) entscheidend
reduzieren.
1.29 Lemma. Fu¨r alle m, r, t ∈ N0, s ∈ N und j ∈ s− 10 gilt
(i) pt+s−1 ≤ pt (ps − pj) ≤ pt (ps − 1) ≤ pt (ps − p−r) < pt+s und
(ii) pm ≤ pt(ps − p−r) ⇐⇒ pm ≤ pt (ps − 1).
(iii) Ist n ∈ N mit n | m, so gilt: m ≤ n(ps − p−r) ⇐⇒ m ≤ n (ps − 1).
Beweis. Seien m, r, t ∈ N0, s ∈ N und j ∈ s− 10. (i) folgt aus
ps−1 ≤ ps−1(p− 1) = ps − ps−1 ≤ ps − pj ≤ ps − 1 ≤ ps − p−r < ps.
(ii) folgt direkt aus (i).
(iii): Sei n ∈ N mit n | m. Dann existiert k ∈ N0 mit nk = m. Es folgt
nk ≤ n (ps − 1) ⇐⇒ k ≤ ps − 1
⇐⇒ k ≤ ps − p−r
⇐⇒ nk ≤ n (ps − p−r) .
1.30 Definition. Fu¨r alle r, l ∈ N0 und k, n ∈ l0 sei
ψ(l,k,n,r) : p
l −→ Q, m 7→ max{m− pν(m)(pl−k − p−r) + 1, m− pl−n + 1, 1} .
Fu¨r n ≤ k sei
• Z(l,k,n) :=
{
cpj | j ∈ k − n0, c ∈ pl−k
}
und
• D(l,k,n) :=
{
pl−n + spk−n+1 | s ∈ pl+n−k−1 − pl−k−1}.
Fu¨r n > k sei
• Z(l,k,n) := pl−n und
• D(l,k,n) := pl \ Z(l,k,n).
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1.31 Lemma. Sei r ∈ N0, l ∈ N, k ∈ l − 10, n ∈ l0,
ψ := ψ(l,k,n,r), Z := Z(l,k,n) und D := D(l,k,n).
Dann gilt fu¨r alle m ∈ pl:
(i) Z ∩ D = ∅,
(ii) 1ψ− = Z,
(iii) ( mψ = m− pl−n + 1 ∧ mψ > 1 ) ⇐⇒ m ∈ D.
(iv) Ist m /∈ Z ∪ D, so gilt mψ = m− pν(m)(pl−k − p−r) + 1 und mψ > 1.
(v) Ist p > 2 oder l = 1 oder l − k ≥ 2, so gilt
(mψ = m− pν(m)(pl−k − p−r) + 1 ∧ mψ > 1) ⇐⇒ m /∈ Z ∪ D.
Beweis. Sei m ∈ pl .
(i): Gilt n > k oder n = 0, so folgt das Behauptete direkt aus den Definitionen von Z
und D. Andernfalls folgt Z ∩ D = ∅ aus
maxZ = pl−n < pl−n + pk−n+1 = minD.
(ii): Sei zuna¨chst n ≤ k. Es gilt:
m ∈ Z ⇐⇒ ∃j ∈ k − n0 ∃c ∈ pl−k : m = cpj
⇐⇒ m ≤ pl−n ∧ ( ∃c ∈ pl−k − 1 : p - c ∧m = cpν(m) )
⇐⇒ m ≤ pl−n ∧ m ≤ pν(m)(pl−k − 1)
1.29(iii)⇐⇒ m− pl−n + 1 ≤ 1 ∧ m ≤ pν(m)(pl−k − p−r)
⇐⇒ m− pl−n + 1 ≤ 1 ∧ m− pν(m)(pl−k − p−r) + 1 ≤ 1
⇐⇒ mψ = 1.
Ist hingegen n > k, so gilt:
m ∈ Z ⇐⇒ m− pl−n ≤ 0
pl−n<pl−k⇐⇒ m− pν(m)(pl−k − 1) ≤ 0 ∧ m− pl−n + 1 ≤ 1
1.29(iii)⇐⇒ m− pν(m)(pl−k − p−r) ≤ 0 ∧ m− pl−n + 1 ≤ 1
⇐⇒ mψ = 1.
(iii): Sei wiederum zuna¨chst n ≤ k. Es sind a¨quivalent:
m ∈ D ⇐⇒ m > pl−n ∧ ν(m) ≥ k − n+ 1
⇐⇒ m > pl−n ∧ pν(m)+l−k−1 ≥ pl−n
1.29(i)⇐⇒ m > pl−n ∧ pν(m)(pl−k − p−r) ≥ pl−n
⇐⇒ mψ = m− pl−n + 1 > 1.
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Sei nun n > k. Dann gilt
pν(m)(pl−k − p−r)
1.29(i)
≥ pν(m)+l−k−1 ≥ pl−n.
Es folgt m− pν(m)(pl−k − p−r) + 1 ≤ m− pl−n + 1, also
m ∈ D ⇐⇒ m ≥ pl−n + 1
⇐⇒ mψ = m− pl−n + 1 > 1.
Hieraus folgt (iii).
(iv) folgt direkt aus (ii) und (iii).
(v): Sei p > 2 oder l = 1 oder l − k ≥ 2. Es bleibt die Implikation
”
⇒“ zu zeigen. Es
gelte mψ = m−pν(m)(pl−k−p−r)+1 > 1. Wegen mψ > 1 gilt m /∈ Z. Annahme: m ∈ D.
Dann gilt D 6= ∅. Insbesondere gilt n 6= 0. Wegen 1 ∈ Z folgt außerdem m 6= 1. Nach
(iii) gilt mψ = m − pl−n + 1, also pl−n = pν(m)(pl−k − p−r). Damit ist pν(m)(pl−k − p−r)
eine p-Potenz. Nach Lemma 1.29 (i) gilt
pν(m)+l−k−1 ≤ pν(m)(pl−k − 1) ≤ pν(m)(pl−k − p−r) < pν(m)+l−k.
Hieraus folgt
(∗) pν(m)+l−k−1 = pν(m)(pl−k − 1) = pν(m)(pl−k − p−r) = pl−n.
Folglich gilt pl−k − 1 = 1, also p = 2 und l − k = 1. Nach unserer Voraussetzung folgt
damit l = 1. Wegen n 6= 0 und n ∈ l0 folgt n = 1 und aus m ∈ pl erhalten wir m = 2. (∗)
liefert nun 2 = pν(m) = pν(m)+l−k−1 = pl−n = p0 = 1. Damit haben wir obige Annahme
zum Widerspruch gefu¨hrt.
Anmerkung
Unter den Voraussetzungen von (v) haben wir bewiesen:
Sei m ∈ pl und r˜ ∈ N0. Fu¨r alle r ∈ N0 gilt mψ(l,k,n,r˜) = m−pν(m)(pl−k−p−r˜)+1 > 1 sowie
mψ(l,k,n,r) = m− pν(m)(pl−k− p−r) + 1 > 1 genau dann, wenn m /∈ Z ∪D gilt. Außerdem
haben wir in (ii) und (iii) gezeigt, dass aus m ∈ Z ∪ D direkt mψ(l,k,n,r) = mψ(l,k,n,r˜)
folgt. Unabha¨ngig von r entscheidet also allein die Zugeho¨rigkeit von m zu D oder Z,
welche der drei mo¨glichen Maxima m unter ψ(l,k,n,r) annimmt.
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Wir betrachten nun fu¨r jedes m ∈ pl den Spezialfall r = ν(m) und definieren:
1.32 Definition. Sei l ∈ N, k ∈ l − 10 und n ∈ l0. Wir definieren
ψ(l,k,n) : p
l −→ pl , m 7→ max{m− pν(m)+l−k + 2, m− pl−n + 1, 1}
und setzen
(i) K˜(l,k,n) :=
{
m | m ∈ pl \ {1} , mψ−(l,k,n) = ∅
}
,
(ii) E˜(l,k,n) :=
{
m | m ∈ pl \ {1} , |mψ−(l,k,n)| = 1
}
und
(iii) D˜(l,k,n) :=
{
m | m ∈ pl \ {1} , |mψ−(l,k,n)| = 2
}
.
1.33 Lemma. Sei l ∈ N, k ∈ l − 10, n ∈ l0,
ψ := ψ(l,k,n), Z := Z(l,k,n), D := D(l,k,n), K˜ := K˜(l,k,n), D˜ := D˜(l,k,n) und E˜ := E˜(l,k,n).
Ist p = 2, so sei l = 1 oder l − k ≥ 2. Dann gilt fu¨r alle m ∈ pl:
(i) 1ψ− = Z,
(ii) ( mψ = m− pl−n + 1 ∧ mψ > 1 ) ⇐⇒ m ∈ D und
(iii) (mψ = m− pν(m)+l−k + 2 ∧ mψ > 1) ⇐⇒ m /∈ Z ∪ D.
Ist n ≤ k, so gilt
(iv)
{
spk−n+1 + 1 | s ∈ pl+n−k−1 − pl−k−1} = Dψ ⊆ (pl \ (Z ∪ D))ψ,
(v) ∀m ∈ pl \ {1} : |mψ−| ≤ 2,
(vi) K˜ = (−(Z \ {1}) + pl + 2) ∪ {spk−n+1 + 2 | s ∈ pl+n−k−1 − pl−k−1 − 1
0
}
,
(vii) E˜ = pl \ (K˜ ∪ D˜ ∪ {1}),
(viii) D˜ = Dψ und
(ix) |E˜ | = pl − 2|D˜| − |Z|.
Gilt n > k, so gilt
(x) ψ|D ist injektiv,
(xi) E˜ = pl − pl−n + 1 \ {1} = Bild ψ|D
(xii) D˜ = ∅ und
(xiii) K˜ = pl \ pl − pl−n + 1.
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1.2 Zahlentheoretische Hilfsmittel
Beweis. Die ersten drei Aussagen folgen direkt aus Lemma 1.31.
Es gelte zuna¨chst n ≤ k. Aus (ii) folgt dann direkt
Dψ = {spk−n+1 + 1 | s ∈ pl+n−k−1 − pl−k−1} .
Sei b ∈ Dψ. Dann existiert r ∈ pl+n−k−1 − pl−k−1 mit b = rpk−n+1 + 1. Wir setzen
bˆ := b+ pl−k − 2. Dann gilt
1 ≤ bˆ ≤ maxDψ + pl−k − 2 = pl − pl−n + 1 + pl−k − 2 ≤ pl
und bˆ ≡
p
−1, also ν(bˆ) = 0 und bˆ /∈ D. Es folgt
bˆψ
(i),(iii)
= max
{
bˆ− pl−k + 2, 1} = max{b, 1} = b ≥ minDψ (ii)> 1.
und damit die Aussage (iv).
Sei
ψ1 : N −→ Z, m 7→ m− pν(m)+l−k + 2 und ψ2 : Z −→ Z, m 7→ m− pl−n + 1.
Dann ist ψ1 injektiv und ψ2 bijektiv, denn:
Seien m, mˆ ∈ N mit mψ1 = m − pν(m)+l−k + 2 = mˆ − pν(mˆ)+l−k + 2 = mˆψ2. Wa¨re
ν(m) 6= ν(mˆ) und etwa m > mˆ, so folgte
min {ν(m), ν(mˆ)} = ν(m− mˆ)
= ν
(
pν(m)+l−k − pν(mˆ)+l−k)
= min {ν(m) + l − k, ν(mˆ) + l − k} .
Wegen l > k erhielten wir also einen Widerspruch. Also ist ν(m) = ν(mˆ) und damit
m = mˆ. Die Bijektivita¨t von ψ2 ist offensichtlich.
Fu¨r alle m ∈ pl \ {1} folgt hieraus nach Definition von ψ einerseits |mψ−| ≤ 2 und
andererseits zusammen mit (iv) fu¨r alle m ∈ pl \ {1}
m ∈ Dψ ⇐⇒ m ∈ D˜,
also (v) und (viii).
Wir bestimmen nun |K˜|: Ist n = 0, so gilt D = ∅ und außerdem{
spk−n+1 + 2 | s ∈ pl+n−k−1 − pl−k−1 − 1
0
}
= {2} ⊆ (−(Z \ {1}) + pl + 2).
Ist n 6= 0, so gilt{
spk−n+1 + 2 | s ∈ pl+n−k−1 − pl−k−1 − 1
0
} ∩ (−(Z \ {1}) + pl + 2) = ∅,
denn es gilt dann
max
{
spk−n+1 + 2 | s ∈ pl+n−k−1 − pl−k−1 − 1
0
}
= pl − pl−n − pk−n+1 + 2
< pl − pl−n + 2 = min(−(Z \ {1}) + pl + 2).
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1 Grundlagen
Ist n 6= 0, so folgt aus (iv) außerdem |D| = ∣∣{spk−n+1 + 2 | s ∈ pl+n−k−1 − pl−k−1 − 1
0
}∣∣.
Aus diesen U¨berlegungen erhalten wir die zweite Gleichheit in Gleichung (1.1).
Weiter gilt
|Bild ψ| = |(pl \ (Z ∪ D))ψ ∪ Dψ ∪ Zψ|
(iv)
= |(pl \ (Z ∪ D))ψ ∪ Zψ|
(i),(iii)
= |(pl \ (Z ∪ D))ψ|+ |Zψ|
(iii)
=
ψ1 inj.
pl − |D| − |Z|+ 1.
Es folgt
|K˜| = pl − |Bild ψ|
= |D|+ |Z| − 1
=
∣∣(−(Z \ {1}) + pl + 2) ∪ {spk−n+1 + 2 | s ∈ pl+n−k−1 − pl−k−1 − 1
0
}∣∣. (1.1)
Um (vi) und (vii) zu beweisen, reicht es daher (siehe auch Definition von E˜) die Inklusion
”
⊇“ in (vi) zu zeigen.
Sei also m ∈ (−(Z \ {1}) + pl + 2) ∪ {spk−n+1 + 2 | s ∈ pl+n−k−1 − pl−k−1 − 1
0
}
. Wir
u¨berpru¨fen nun, ob m unter ψ ein Urbild hat.
1. Fall: Es gelte m ∈ (−(Z \ {1})) + pl + 2.
Dann gilt m 6= 1 und es existiert z ∈ Z \ {1} mit m = pl − z + 2. Es gilt wegen
maxZ = pl−n
mψ−12 = p
l − z + 2 + pl−n − 1 = pl + pl−n − z + 1 > pl.
Ist z = pl (im Fall n = 0), das heißt m = 2, und wa¨re r ∈ pl mit rψ1 = 2, so wa¨re
r = pν(r)+l−k. Dies ist wegen l > k nicht mo¨glich. Andernfalls gilt z < pl und wegen
ν(pl − z + pν(z)+l−k) l>k= ν(z) gilt dann
(pl − z + pν(z)+l−k)ψ1 = m.
Aus der Definition von Z folgt z < pν(z)+l−k und damit pl − z + pν(z)+l−k > pl. Wir
erhalten aufgrund der Injektivita¨t von ψ1 beziehungsweise ψ2 daher mψ
− = ∅.
2. Fall: Es gelte m ∈ {spk−n+1 + 2 | s ∈ pl+n−k−1 − pl−k−1 − 1
0
}
.
Dann gilt m 6= 1 und es existiert r ∈ pl+n−k−1 − pl−k−1 − 1
0
mit m = rpk−n+1 + 2. Es
gilt
mψ−12 = rp
k−n+1 + 2 + pl−n − 1 = rpk−n+1 + pl−n + 1 =: mˇ.
Wegen n ≤ k < l gilt ν(mˇ) = 0. Es folgt
mˇψ2 = m = rp
k−n+1 + 2
n≤k
< rpk−n+1 + pl−n + 1− pl−k + 2 = mˇ− pl−k + 2 = mˇψ1.
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1.3 Grundprinzip unserer Vorgehensweise
Setzen wir hingegen m˙ := rpk−n+1 + pν(r)+l−n+1, so erhalten wir m˙ψ1 = m wegen
ν(m˙) = ν(r) + k − n+ 1, aber
m˙ψ1 = m = rp
k−n+1 + 2
n<l
< rpk−n+1 + pν(r)+l−n+1 − pl−n + 1 = m˙ψ2.
In beiden Fa¨llen folgt aufgrund der Injektivita¨t von ψ2 beziehungsweise der Injektivita¨t
von ψ1 aus der Definition von ψ: mψ
− = ∅. Damit sind (vi) und (vii) bewiesen.
Es gilt |D˜| = |D| aufgrund von (ii), (viii) und der Injektivita¨t von ψ2. Folglich erhalten
wir
|E˜ | (v)= pl − 1− |D˜| − |K˜| (1.1)= pl − |Z| − 2|D˜|.
und damit Aussage (ix).
Ist nun n > k, so folgen die Aussagen (x) und (xi) unmittelbar aus den Definitionen von
Z und D unter Verwendung der ersten beiden Aussagen dieses Lemmas.
Aussage (xii) folgt aus (xi) und Z ∪ D = pl .
Der letzte Teil (xiii) folgt aus (x) und (xi).
1.3 Grundprinzip unserer Vorgehensweise
Wir schildern im Folgenden die Idee, die uns fu¨r die Bestimmung der aufsteigenden
Zentralreihe wa¨hrend der gesamten Arbeit begleiten wird.
Seien G eine Gruppe, n ∈ Nmit |γ2(G)| = n, γ2(G) = {x1, . . . , xn}, g ∈ G, K ein Ko¨rper,
λ1, . . . , λn ∈ K und m ∈ N. Sei w :=
n∑
i=1
λixi. Dann gilt gw −
n∑
i=1
λi1G ∈ Aug(KG) und
wir erhalten fu¨r alle h ∈ G:[
gw −
n∑
i=1
λi1G, h− 1G
]
L
=
[
g
n∑
i=1
λixi, h
]
L
=
n∑
i=1
λi[gxi, h]L
= h
n∑
i=1
λi((gxi)
h − gxi)
= h
n∑
i=1
λi(g
hxhi − gxi)
= h
n∑
i=1
λi(g[g,h]Gx
h
i − gxi)
= hg
(
[g,h]G
n∑
i=1
λix
h
i −
n∑
i=1
λixi
)
= hg
(
[g,h]Gw
h − w
)
.
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1 Grundlagen
Da {h− 1G | h ∈ G \ {1G}} eine K-Basis von Aug(KG) ist, folgt
gw −
n∑
i=1
λi1G ∈ Lm(Aug(KG))
genau dann, wenn fu¨r alle h ∈ G gilt:
hg[g,h]Gw
h ≡
Lm−1(Aug(KG))
hgw
Umgekehrt reicht es fu¨r den Nachweis von gw −
n∑
i=1
λi1G /∈ Lm(Aug(KG))
natu¨rlich, ein h ∈ G zu finden, so dass gilt:
hg[g,h]Gw
h 6≡
Lm−1(Aug(KG))
hgw
Anmerkung
In unseren Anwendungen dieses Leitgedankens in den folgenden Kapiteln begegnen wir
ha¨ufig dem Fall, dass
n∑
i=1
λi = 0K gilt.
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2 p-Gruppen mit zyklischer
Kommutatoruntergruppe
Ziel dieses Kapitels ist es, die Dimensionen der in der aufsteigenden Zentralreihe von
J (KG) auftretenden Faktorra¨ume fu¨r eine p-Gruppe G und einem Ko¨rper K mit
char K = p im Falle einer zyklischen Kommutatoruntergruppe γ2(G) zu bestimmen,
wobei wir zusa¨tzlich γ3(G) ≤ γ2(G)4 annehmen. Man beachte hierbei, dass die Bedin-
gung an γ2(G) im Fall p > 2 stets erfu¨llt ist.
2.1 Die Kommutatoruntergruppe und
Konjugiertenklassen
In diesem Abschnitt stellen wir Aussagen u¨ber p-Gruppen G mit zyklischer Kommuta-
toruntergruppe vor, die fu¨r die Bestimmung der aufsteigenden Zentralreihe von J (KG)
von Bedeutung sind. Hierbei spielen in erster Linie Resultate u¨ber die Kommutatorun-
tergruppe selbst sowie u¨ber Konjugiertenklassen eine Rolle.
Folgendes Lemma findet sich beispielsweise in [10] und verifiziert man durch einen In-
duktionsbeweis nach n.
2.1 Lemma. Sei G eine Gruppe und γ2(G) abelsch. Dann gilt
[g,hn]G =
n∏
i=1
[g, h, . . . , h︸ ︷︷ ︸
i
]
(
n
i
)
G
fu¨r alle g, h ∈ G und n ∈ N. 
2.2 Lemma. Sei G eine Gruppe. Dann gilt fu¨r alle n ∈ N und g1, . . . , gn, h ∈ G:
[g1 · · · gn,h]G = [g1,h]g2···gnG [g2,h]g3···gnG · · · [gn,h]G
und
[h,g1 · · · gn]G = [h,gn]G[h,gn−1]gnG · · · [h,g1]g2···gnG .
Beweis. Ein einfacher Induktionsbeweis nach n liefert die Behauptung.
Eine unmittelbare Folgerung ist die folgende Bemerkung [11, Kapitel III, § 1., 1.3].
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2 p-Gruppen mit zyklischer Kommutatoruntergruppe
2.2.1 Bemerkung. Sind g, h ∈ G mit g ∈ CG([g,h]G), so gilt
[gn,h]G = [g,h]
n
G und [h,g
n]G = [h,g]
n
G
fu¨r alle n ∈ N0. 
Fu¨r einen Beweis des folgenden Lemmas verweisen wir auf [10] oder [7].
2.3 Lemma. Seien G eine p-Gruppe, γ2(G) zyklisch, g, h ∈ G mit h /∈ CG(g) und es
gelte [γ2(G), {g}]G ≤ γ2(G)4. Dann gilt
|〈[g,h]G〉|
|〈[gp,h]G〉| = p.

2.3.1 Bemerkung. Sei g /∈ Z(G) und γ3(G) ≤ γ2(G)4. Dann gilt
|[{g},G]G|
|[{gp},G]G| = p.
Beweis. Da g /∈ Z(G) und γ2(G) zyklisch ist, existiert b ∈ G, b /∈ CG(g) mit 〈[g,b]G〉 =
[{g},G]G. Nach Lemma 2.3 gilt außerdem |〈[g,b]G〉||〈[gp,b]G〉| = p. Sei c ∈ G. Gilt c ∈ CG(gp), so folgt
〈[gp,c]G〉 = {1G} < [{g},G]G. Gilt c /∈ CG(gp), so gilt auch c /∈ CG(g) und aus 2.3 folgt
〈[gp,c]G〉 < 〈[g,c]G〉 ≤ [{g},G]G. In beiden Fa¨llen ist [gp,c]G also Element der maximalen
Untergruppe 〈[gp,b]G〉 von [{g},G]G. Hieraus erhalten wir 〈[gp,b]G〉 = [{gp},G]G.
2.4 Lemma. Sei G eine endliche Gruppe und n ∈ N mit ggT (n, |G|) = 1. Dann ist die
Abbildung
ϕ : G→ G, g 7→ gn
bijektiv.
Beweis. Seim ∈ Nmitmn ≡
|G|
1 und ψ : G→ G, g 7→ gm. Dann gilt ϕψ = idG = ψϕ.
2.5 Lemma. Sei G eine Gruppe, N E G, N zyklisch und endlich.
Dann gilt H E G fu¨r alle H ≤ N .
Beweis. Da es zu jedem Teiler von |N | genau eine Untergruppe von N gibt, folgt die
Behauptung unmittelbar aus der Normalteilereigenschaft von N .
2.6 Korollar. Seien G eine endliche Gruppe, g, h ∈ G mit G = 〈g, h〉 und γ2(G)
zyklisch. Dann ist
γ2(G) = 〈[g,h]G〉 .
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2.1 Die Kommutatoruntergruppe und Konjugiertenklassen
Beweis. Nach Lemma 2.5 gilt 〈[g,h]G〉 E G und es folgt aus Lemma 2.2:
[x1 · · ·xm , y1 · · · yn]G ∈ 〈[g,h]G〉 fu¨r alle m,n ∈ N und x1, . . . , xm, y1, . . . , yn ∈ {g, h} .
Der folgende Satz aus [10] fu¨hrt zu zahlreichen nu¨tzlichen Folgerungen. Er zeigt unter
anderem, dass im Fall γ3(G) ≤ γ2(G)4 jedes Element der Kommutatoruntergruppe ein
Kommutator von geeigneten Gruppenelementen ist.
2.7 Satz. Seien G eine p-Gruppe und g, h ∈ G mit 〈[g,h]G〉 = γ2(G). Es sind a¨quivalent:
(i) γ2(G) =
{
[g,hk]G | k ∈ N0
}
(ii) [γ2(G), {h}]G ≤ γ2(G)4
Beweis. Wir geben einen elementaren Beweis der fu¨r uns wichtigeren Implikation
(ii) ⇒ (i) an: Sei [γ2(G), {h}]G ≤ γ2(G)4, l ∈ N0 mit |γ2(G)| = pl und a := [g,h]G.
Dann existiert r ∈ pl − 1
0
, p | r mit ah = a[a,h]G = a1+r. Wir setzen c := 1 + r.
Insbesondere gilt c ∈ E(Z/plZ). Fu¨r alle n ∈ N0 gilt
[g,hn]G
2.2
= [g,h]G[g,h]
h
G · · · [g,h]h
n−1
G = a
1+c+...+cn−1 = a
n−1∑
i=0
ci
.
Zu zeigen ist also
n−1∑
i=0
ci 6≡
pl
n˜−1∑
i=0
ci fu¨r alle n, n˜ ∈ pl − 1
0
mit n 6= n˜. Fu¨r alle n, n˜ ∈ N0,
n > n˜ gilt:
n−1∑
i=0
ci 6≡
pl
n˜−1∑
i=0
ci ⇐⇒
n−1∑
i=n˜
ci 6≡
pl
0 ⇐⇒ cn˜
n−n˜−1∑
i=0
ci 6≡
pl
0 ⇐⇒
n−n˜−1∑
i=0
ci 6≡
pl
0.
Es reicht also zu zeigen: Fu¨r alle n ∈ pl − 2
0
gilt:
n∑
i=0
ci 6≡
pl
0.
Sei n ∈ pl − 2
0
. Dann gilt
n∑
s=0
cs =
n∑
s=0
(1 + r)s =
n∑
s=0
(
s∑
i=0
(
s
i
)
ri
)
=
n∑
i=0
(
n∑
s=0
(
s
i
))
ri
=
n∑
i=0
(
n+ 1
i+ 1
)
ri = (n+ 1) +
n∑
i=1
(
n+ 1
i+ 1
)
ri.
Es gilt ν(n+ 1) < l. Ist r = 0, so folgt die Behauptung unmittelbar. Wir nehmen daher
r > 0 an. Nach Wahl von r gilt dann insbesondere ν(r) > 0. Außerdem erhalten wir:
(∗) Es gilt iν(r) > ν(i+ 1) fu¨r alle i ∈ N.
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Denn: Sei i ∈ N. Ist p > 2 oder i > 1, so gilt offenbar i > ν(i + 1). Ist aber p = 2 und
i = 1, so gilt wegen [γ2(G), {h}]G ≤ γ2(G)4 und ν(r) > 0 dann ν(r) > 1 = ν(2).
Ist nun i ∈ n, so gilt
ν
((
n+ 1
i+ 1
)
ri
)
= ν(n+ 1)− ν(i+ 1) + ν
((
n
i
))
+ iν(r)
(∗)
> ν(n+ 1) + ν
((
n
i
))
≥ ν(n+ 1).
Hieraus folgt ν
(
n∑
s=0
cs
)
= ν
(
(n+ 1) +
n∑
i=1
(
n+ 1
i+ 1
)
ri
)
= ν(n+ 1) < l.
2.7.1 Bemerkung. Sei n ∈ N, p - n und es gelte γ2(G) =
{
[g,hk]G | k ∈ N0
}
. Dann
gilt:
(i) xG =
{
h−kxhk | k ∈ N0
}
fu¨r alle x ∈ {g, hg, gh, gn}.
(ii) gG, (hg)G, (gh)G und (gn)G sind extremale Konjugiertenklassen.
(iii) Ist [γ2(G), {g}]G ≤ γ2(G)4, so sind zusa¨tzlich hG und (hn)G extremale Konjugier-
tenklassen.
Beweis. Es gilt
gγ2(G) = g
{
[g,hk]G | k ∈ N0
}
=
{
h−kghk | k ∈ N0
} ⊆ gG,
hgγ2(G) = hg
{
[g,hk]G | k ∈ N0
}
=
{
h−(k−1)ghhk−1 | k ∈ N0
} ⊆ (gh)G = (hg)G
und damit mit Lemma 1.17 auch jeweils Gleichheit. Die Abbildung ψ : gG → G, x 7→ xn
ist nach Lemma 2.4 injektiv und da (gn)G = (gG)n gilt und gG eine extremale Konju-
giertenklasse ist, folgen hieraus die ersten beiden Aussagen.
Ist nun die Voraussetzung von (iii) erfu¨llt, so folgt γ2(G) =
{
[h,gk]G | k ∈ N0
}
aus Satz
2.7 und damit das Behauptete aus (i) durch Vertauschen der Rollen von g und h.
2.7.2 Bemerkung. Gilt γ3(G) ≤ γ2(G)4, so ist die Menge der extremalen Elemente
von G nicht leer.
Beweis. Die Aussage folgt direkt aus Satz 2.7 und Bemerkung 2.7.1 (ii).
2.8 Korollar.
Seien G eine p-Gruppe, γ2(G) zyklisch, g, h ∈ G und [γ2(G), {h}]G ≤ γ2(G)4. Dann gilt
γ2(〈g, h〉) =
{
[g,hk]G | k ∈ N0
}
.
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Beweis. Nach Korollar 2.6 gilt γ2(〈g, h〉) = 〈[g,h]G〉. Sei a ∈ G mit 〈a〉 = γ2(G). Dann
existiert n ∈ N0 mit an = [g,h]G. Nach Voraussetzung gilt [a,h]G ∈ 〈a〉4. Fu¨r alle m ∈ N0
gilt
[am,h]G
2.2.1
= [a,h]mG ∈ 〈a〉4m =
〈
a4m
〉
= 〈am〉4 .
Es folgt
[γ2(〈g, h〉), {h}]G = [〈an〉 , {h}]G ≤ 〈an〉4 = γ2(〈g, h〉)4.
Die Behauptung folgt aus Satz 2.7.
2.9 Satz. Sei G eine p-Gruppe, γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4 und l ∈ N0 mit
|γ2(G)| = pl. Sei g ∈ G und a ∈ G mit 〈a〉 = γ2(G). Dann gilt:
(i) Es existiert h ∈ G mit gG = g
〈
ap
l−κ(g)
〉
= g
{
[g,hk]G | k ∈ N0
}
.
(ii) Es existiert h ∈ G mit [{g} ,G]G =
〈
ap
l−κ(g)
〉
=
{
[g,hk]G | k ∈ N0
}
.
Insbesondere gilt:
(iii) |gG| = ∣∣[{g} ,G]G∣∣,
(iv) aG = a
〈
a
|γ2(G)|
|γ3(G)|
〉
und pκ(a) = |aG| = |γ3(G)|.
Beweis. Nach Definition von κ(g) gilt pκ(g) = |gG|. Wir wa¨hlen h ∈ G derart, dass
o([g,h]G) maximal ist. Wir zeigen nun g
G = gγ2(〈g, h〉).
Aufgrund der Maximalita¨t von o([g,h]G) (und da γ2(G) zyklische p-Gruppe ist) gilt
gg˜ = g[g,g˜]G ∈ g 〈[g,h]G〉 2.6= gγ2(〈g, h〉) fu¨r alle g˜ ∈ G.
Außerdem sind die Voraussetzungen von Korollar 2.8 erfu¨llt. Wir erhalten
gγ2(〈g, h〉) 2.8= g
{
[g,hk]G | k ∈ N0
} ⊆ gG
und damit gG = gγ2(〈g, h〉). Hieraus folgt pκ(g) = |γ2(〈g, h〉)|, also γ2(〈g, h〉) =
〈
ap
l−κ(g)
〉
und damit die erste Gleichheit in (i). Die zweite Gleichheit folgt nun direkt aus Korollar
2.8.
Die Aussage (ii) folgt aus (i) und die Aussage (iii) direkt aus (i) und (ii).
Aussage (iv) folgt aus folgender Gleichung:
γ3(G) = [γ2(G),G]G
2.2.1
= [{a} ,G]G (ii)=
〈
ap
l−κ(a)
〉
.
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2.10 Korollar. Sei G eine p-Gruppe, γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4, g ∈ G und
m ∈ N0. Dann gilt:
(i) Ist m ≤ κ(g), so gilt |(gpm)G| = pκ(g)−m.
(ii) Ist m ≥ κ(g), so gilt gpm ∈ Z(G).
(iii) Es gilt h|γ2(G)| ∈ Z(G) fu¨r alle h ∈ G.
Beweis. Wir zeigen (i) durch einen Induktionsbeweis nach m. Es gelte m ≤ κ(g). Ist
m = 0, so ist (i) trivial. Sei nun 0 < m ≤ κ(g). Dann gilt 0 ≤ m − 1 < κ(g). Induktiv
folgt ∣∣[{gpm−1},G]G∣∣ 2.9= ∣∣(gpm−1)G∣∣ = pκ(g)−(m−1) > 1,
insbesondere also gp
m−1
/∈ Z(G). Wir erhalten
∣∣(gpm)G∣∣ 2.9= ∣∣[{gpm},G]G∣∣ = ∣∣[{gpm−1},G]G∣∣ ∣∣[{gpm},G]G∣∣∣∣[{gpm−1},G]G∣∣ 2.3.1= pκ(g)−(m−1)p−1 = pκ(g)−m,
also die Aussage (i).
Insbesondere gilt
∣∣(gpκ(g))G∣∣ = 1, also gpκ(g) ∈ Z(G). Ist m ≥ κ(g), so folgt hieraus
gp
m ∈ Z(G) und damit (ii).
Da hG ⊆ hγ2(G), also pκ(h) ≤ |γ2(G)| fu¨r alle h ∈ G gilt, folgt (iii) unmittelbar aus
(ii).
2.10.1 Bemerkung.
Sei m ∈ N und es gelte ν(m) ≤ κ(g). Dann gilt |(gm)G| = pκ(g)−ν(m).
Beweis. Sei s ∈ N mit spν(m) = m. Dann gilt p - s. Wir erhalten
pκ(g)−ν(m) 2.10=
∣∣(gpν(m))G∣∣ 2.4= ∣∣(gspν(m))G∣∣ = ∣∣(gm)G∣∣.
Das folgende Lemma werden wir im Anschluss nutzen, um KH(G) fu¨r alle H ∈ G/γ2(G)
zu bestimmen.
2.11 Lemma. Seien G eine p-Gruppe, γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4, a ∈ G mit
γ2(G) = 〈a〉, l, k ∈ N0 mit |γ2(G)| = pl und |γ3(G)| = pk. Weiter sei H ∈ G/γ2(G),
h ∈ ⋃KH,pµ(H)(G) und m ∈ pl − 1. Dann gilt:
(i) Genau dann gilt ν(m) ≤ k − µ(H), wenn (ham)G = ham
〈
ap
l−(k−ν(m))
〉
gilt.
Insbesondere gilt ν(m) ≤ k − µ(H) genau dann, wenn |(ham)G| = pk−ν(m) gilt.
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(ii) Genau dann gilt ν(m) ≥ k − µ(H), wenn (ham)G = ham
〈
ap
l−µ(H)
〉
gilt.
Insbesondere gilt ν(m) ≥ k − µ(H) genau dann, wenn |(ham)G| = pµ(H) gilt.
Beweis. Sei g ∈ G und x ∈ N mit pν(m)x = m. Nach Definition von ν(m) gilt p - x. Nach
Voraussetzung gilt außerdem µ(H) = κ(h) und Satz 2.9 (iv) liefert k = κ(a). Nach Satz
Satz 2.9 (ii) existieren folglich r, s ∈ N0 mit [h,g]G = arpl−µ(H) und [a,g]G = aspl−k . Es
folgt
[ham,g]G
2.2
= [h,g]G[a
m,g]G
2.2.1
= [h,g]G[a,g]
m
G = a
rpl−µ(H)amsp
l−k
= arp
l−µ(H)+mspl−k .
Sei zuna¨chst ν(m) < k − µ(H). Insbesondere gilt dann µ(H) < k und es folgt
rpl−µ(H) +mspl−k = pl−k+ν(m)(rpk−µ(H)−ν(m) + sx),
das heißt [{ham} ,G]G ⊆
〈
ap
l−(k−ν(m))
〉
. Nach Satz 2.9 existiert g˜ mit [a,g˜]G = a
pl−k . Aus
p - x und p | pk−µ(H)−ν(m) folgt, dass ein Erzeuger von
〈
ap
l−(k−ν(m))
〉
auch Element von
[{ham} ,G]G ist. Hieraus folgt die andere Inklusion und mit Satz 2.9 erhalten wir daru¨ber
hinaus |(ham)G| = pk−ν(m). Wir haben also die Implikation
”
⇒“ in (i) fu¨r den Fall
ν(m) < k − µ(H) und damit wegen µ(H) 6= k − ν(m) gleichzeitig die Implikation
”
⇐“
in (ii) bewiesen.
Sei nun ν(m) ≥ k − µ(H). Dies ist insbesondere erfu¨llt, falls µ(H) ≥ k gilt. Dann gilt
rpl−µ(H) +mspl−k = pl−µ(H)(r + sxpν(m)−(k−µ(H))), also [{ham} ,G]G ⊆
〈
ap
l−µ(H)
〉
.
Aus der Minimalita¨t von µ(H) folgt mit Satz 2.9 aber auch
〈
ap
l−µ(H)
〉
⊆ [{ham} ,G]G und
somit die noch zu beweisenden Implikationen. Insbesondere folgt auch die Implikation
”
⇒“ in (i) fu¨r den Fall ν(m) = k − µ(H).
2.12 Satz. Seien G eine p-Gruppe, γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4, l, k ∈ N0 mit
|γ2(G)| = pl, |γ3(G)| = pk und H ∈ G/γ2(G). Es gelten die folgenden Aussagen:
(i) Ist µ(H) ≤ k, so ist H die disjunkte Vereinigung von pl−k Konjugiertenklassen der
La¨nge pµ(H) und (p− 1)pl−k−1 der La¨nge pµ(H)+j fu¨r alle j ∈ k − µ(H).
(ii) Ist µ(H) ≥ k, so ist H die disjunkte Vereinigung von pl−µ(H) Konjugiertenklassen
der La¨nge pµ(H).
(iii) Insbesondere gilt Z(G) ∩ γ2(G) =
〈
ap
k〉
fu¨r alle a ∈ G mit 〈a〉 = γ2(G).
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Beweis. (i): Sei n := µ(H) und n < k. Insbesondere gilt dann 0 < k < l. Sei j ∈ k − n,
h ∈ ⋃KH,pn(G) und a ∈ G mit 〈a〉 = γ2(G). Es gilt
KH,pn+j(G) =
{
(ham)G | m ∈ pl − 1, |(ham)G| = pn+j
}
2.9
=
{
(ham)G | m ∈ pl−n−j − 1, |(ham)G| = pn+j = pk−(k−n−j)
}
2.11
=
{
(ham)G | m ∈ pl−n−j − 1, ν(m) = k − n− j
}
, denn:
Ist m ∈ pl−(n+j) − 1 mit |(ham)G| = pn+j, so gilt wegen j > 0 also |(ham)G| 6= pn,
nach Lemma 2.11 damit |(ham)G| = pk−ν(m). Dies liefert die Inklusion
”
⊆“ der letzten
Gleichheit. Die Inklusion
”
⊇“ folgt wegen k− n− j < k− n ebenfalls aus Lemma 2.11.
Sei N :=
{
m | m ∈ pl−n−j − 1, ν(m) = k − n− j}. Aus Satz 2.9 folgt (ham)G 6= (ham˜)G
fu¨r alle m, m˜ ∈ N mit m 6= m˜. Daher gilt
|KH,pn+j(G)| =
∣∣{(ham)G | m ∈ N}∣∣ = |N |.
Es ist |N | die Anzahl der Erzeuger der zyklischen Gruppe Cpl−n−j/Cpk−n−j . Wegen
Cpl−n−j/Cpk−n−j ∼= Cpl−k folgt
(∗) |N | = 1ϕ(pl−k) = (p− 1)pl−k−1.
Aus Lemma 2.11 erhalten wir, dass es in H nur Konjugiertenklassen der La¨ngen
n, n+ 1, . . . , k geben kann. (∗) liefert folglich∣∣∣{h˜ ∈ H ∣∣ |h˜G| = pn}∣∣∣ = |H| − (p− 1)pl−k−1 k−n∑
i=1
pn+i
= pl − (p− 1)pl−k+n
k−n−1∑
i=0
pi
= pl − (p− 1)pl−k+n(pk−n − 1)(p− 1)−1
= pl − pl−k+n(pk−n − 1)
= pl−k+n.
Also gibt es genau pl−k in H enthaltene Konjugiertenklassen der La¨nge pn. Hieraus folgt
(i) im Fall µ(H) < k.
Die Aussage (i) im Fall µ(H) = k und die Aussage (ii) folgen direkt aus Lemma 2.11
(ii), da ν(m) ≥ k − µ(H) fu¨r alle m ∈ pl − 1 im Fall µ(H) ≥ k gilt.
(iii): Es gilt Z(G) = {g | g ∈ G, |gG| = 1} und µ(γ2(G)) = 0. Wir betrachten den Spe-
zialfall H := γ2(G). Die Behauptung folgt im Fall k = 0 aus (ii) und im Fall k > 0 aus
(i).
1ϕ bezeichne hier die Eulersche ϕ-Funktion.
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Satz 2.9 motiviert die folgende Definition:
2.13 Definition. Sei G eine p-Gruppe, γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4, a ∈ G mit
γ2(G) = 〈a〉 und l ∈ N0 mit pl = |γ2(G)|. Fu¨r alle g, h ∈ G sei ωa(g, h) ∈ pκ(g) − 10 das
(nach Satz 2.9 eindeutig bestimmte) Element mit
a−ωa(g,h)p
l−κ(g)
= [g,h]G.
Besteht u¨ber a kein Zweifel, so schreiben wir auch kurz ω(g, h) statt ωa(g, h).
Fu¨r alle g ∈ G sei
(i) ω(a,g) : G→ Z/pκ(g)Z, h 7→ ωa(g, h) + pκ(g)Z,
(ii) ω(a,g) := ωa(g, ·) : G→ Z/pZ, h 7→ ωa(g, h) + pZ
und ωg beziehungsweise ωg im Falle der zweifelsfreien Kenntnis u¨ber a die zugeho¨rigen
Kurzschreibweisen.
2.13.1 Bemerkung.
Sei k ∈ N0 mit |γ3(G)| = pk und g ∈ G.
(i) Sei κ(g) ≤ k. Dann ist ωg : G→ (Z/pκ(g)Z; +) ein 2Kozyklus von G in (Z/pκ(g)Z; +),
wobei die zugeho¨rige Operation f durch
f : G→ SZ/pκ(g)Z, h 7→
[
Z/pκ(g)Z→ Z/pκ(g)Z
r 7→ r(1− ωa(a, h)pl−k)
]
gegeben ist.
Es gilt Kern ω(a,g) = CG(g).
Ist insbesondere b ∈ G mit γ2(G) = 〈b〉, so gilt Kern ω(a,g) = Kern ω(b,g).
(ii) Es ist ωg : G → (Z/pZ; +) ein Gruppen-Homomorphismus. Gilt dabei g /∈ Z(G),
so ist ωg surjektiv.
(iii) Ist g /∈ Z(G), so gilt fu¨r alle h ∈ G:
[{g},G]G = 〈[g,h]G〉 ⇐⇒ h /∈ Kern ωg.
2Seien G, H Gruppen und G operiere auf H vermo¨ge f . Eine Abbildung ω : G → H heißt Kozyklus
von G in H, falls fu¨r alle g, g˜ ∈ G gilt: (gg˜)ω = (gω)(g˜f)(g˜ω)
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Beweis. Seien g, h, h˜ ∈ G. Es gilt
a−ω(g,hh˜)p
l−κ(g)
= [g,hh˜]G
2.2
= [g,h˜]G[g,h]
h˜
G
= a−ω(g,h˜)p
l−κ(g)
(a−ω(g,h)p
l−κ(g)
)h˜
= a−ω(g,h˜)p
l−κ(g)
(a[a,h˜]G)
−ω(g,h)pl−κ(g)
k=κ(a)
= a−ω(g,h˜)p
l−κ(g)
a(1−ω(a,h˜)p
l−k)(−ω(g,h)pl−κ(g))
= a(−ω(g,h˜)−ω(g,h)(1−ω(a,h˜)p
l−k))pl−κ(g) .
Da ap
l−κ(g)
ein Element der Ordnung pκ(g) ist, folgt
(∗) − ω(g, hh˜) ≡
pκ(g)
−ω(g, h˜)− ω(g, h)(1− ω(a, h˜)pl−k)
= −ω(g, h)− ω(g, h˜) + ω(g, h)ω(a, h˜)pl−k.
Insbesondere gilt
1− ω(a, hh˜)pl−k ≡
pκ(a)
1− ω(a, h)pl−k − ω(a, h˜)pl−k + ω(a, h)ω(a, h˜)p2(l−k)
= (1− ω(a, h)pl−k)(1− ω(a, h˜)pl−k).
(i): Ist κ(g) ≤ k = κ(a), so folgt hieraus (hh˜)f = (hf)(h˜f) nach Definition von f . Also
ist f in diesem Fall eine Operation von G auf Z/pκ(g)Z und es gilt
(hh˜)ωg = ω(g, hh˜) + p
κ(g)Z
(∗)
= ω(g, h) + ω(g, h˜)− ω(g, h)ω(a, h˜)pl−k + pκ(g)Z
= hωg(h˜f) + h˜ωg.
Also ist ωg ein Kozyklus von G in (Z/pκ(g)Z; +).
Weiter gilt
h ∈ Kern ωg ⇐⇒ ω(g, h) = 0 ⇐⇒ h ∈ CG(g),
woraus (i) folgt.
(ii): Ist g ∈ Z(G), so ist ω(g, h) = 0 und damit ωg = 0(Z/pZ)G . Es gelte nun g /∈ Z(G).
Dann gilt κ(g) > 0 und G ist eine nicht-abelsche p-Gruppe. Folglich gilt l − k ≥ 1 und
(∗) liefert
ω(g, hh˜) ≡
p
ω(g, h) + ω(g, h˜).
Also ist ωg ein Gruppen-Homomorphismus. Die Surjektivita¨t folgt aus Satz 2.9. Damit
ist (ii) bewiesen.
(iii): Nach Satz 2.9 gilt [{g},G]G =
〈
a−p
l−κ(g)
〉
. Es folgt
〈[g,h]G〉 < [{g},G]G ⇐⇒ p | ω(g, h) ⇐⇒ h ∈ Kern ωg.
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Folgender Satz zeigt auf, dass p-Gruppen mit zyklischer Kommutatoruntergruppe eine
interessante Normalreihe liefern:
2.14 Satz. Sei G eine p-Gruppe und γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4. Fu¨r alle n ∈ N0
setzen wir K≤n(G) := {C | C ∈ K(G), |C| ≤ pn}. Dann gilt⋃
K≤n(G) E G
fu¨r alle n ∈ N0. Insbesondere gilt:
Ist h ∈ G extremal und g ∈ G nicht extremal, so sind gh und hg extremal.
Beweis. Sei n ∈ N0 und l ∈ N0 mit pl = |γ2(G)|. Gilt dann n ≥ l, so gilt
⋃K≤n(G) = G
nach Lemma 1.17. Wir nehmen nun n < l an. Dann gilt 1G ∈ Z(G) =
⋃K≤0(G) ⊆⋃K≤n(G). Seien g, g˜ ∈ ⋃K≤n(G) und a ∈ G mit 〈a〉 = γ2(G). Dann folgt aus Satz 2.9
fu¨r alle h ∈ G:
(gg˜)h = ghg˜h ∈ g
〈
ap
l−n
〉
g˜
〈
ap
l−n
〉
2.5
= gg˜
〈
ap
l−n
〉
,
also gg˜ ∈ ⋃K≤n(G). Da die Abgeschlossenheit bezu¨glich Konjugation trivial ist, folgt
die Behauptung aus der Endlichkeit von G.
Ist h ∈ G extremal und g ∈ G nicht extremal, so gilt h /∈ ⋃K≤l−1(G) und
g ∈ ⋃K≤l−1(G), also hg, gh /∈ ⋃K≤l−1(G).
2.15 Korollar. Sei G eine p-Gruppe und γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4. Dann
gibt es mindestens (p − 1) |G|
p
extremale Elemente in G und mindestens (p − 1) |G|
p|γ2(G)|
extremale Konjugiertenklassen in G.
Beweis. Nach Bemerkung 2.7.2 ist die Menge der extremalen Elemente in G nicht leer.
Nach Satz 2.14 ist dann das Komplement dieser Menge in G eine echte Untergruppe
(beziehungsweise die leere Menge, falls G abelsch ist) von G, entha¨lt also ho¨chstens |G|
p
Elemente. Hieraus folgt der erste Teil der Behauptung. Der zweite Teil folgt aus der
Definition der Extremalita¨t.
Die in Satz 2.14 angegebenen Normalteiler von G lassen sich ha¨ufig genauer beschreiben:
2.16 Satz. Seien G eine p-Gruppe, γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4 und k,m ∈ N0
mit |γ2(G) ∩ Zk(G)| = pm. Dann gilt (mit den Bezeichnungen aus Satz 2.14):
Zk+1(G) =
⋃
K≤m(G).
Insbesondere gilt: Ist cl(G) ≥ 2, so gilt fu¨r alle c ∈ cl(G)− 1:
γ2(G) ∩ Zc−1(G) < γ2(G) ∩ Zc(G).
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Beweis. Sei a ∈ G mit 〈a〉 = γ2(G) und l ∈ N0 mit |γ2(G)| = pl. Nach Voraussetzung
gilt γ2(G) ∩ Zk(G) =
〈
ap
l−m
〉
. Fu¨r alle g ∈ G sind folgende Aussagen a¨quivalent:
|gG| ≤ pm 2.9⇐⇒ ∀h ∈ G : [g,h]G ∈
〈
ap
l−m
〉
⇐⇒ g ∈ Zk+1(G)
Also ist Zk+1(G) =
⋃K≤m(G).
Sei n := cl(G) ≥ 2 und c ∈ n− 1. Dann gilt Zc−1(G) ⊂ Zc(G) ⊂ Zc+1(G). Sind dann
m1,m2 ∈ N0 mit |γ2(G) ∩ Zc−1(G)| = pm1 und |γ2(G) ∩ Zc(G)| = pm2 , so folgt aus dem
Bewiesenen
⋃K≤m1(G) = Zc(G) ⊂ Zc+1(G) = ⋃K≤m2(G) und damit m1 < m2.
2.17 Lemma. Sei G eine p-Gruppe und γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4. Fu¨r alle
g ∈ G existiert dann h ∈ G mit h extremal und 〈[g,h]G〉 = [{g} ,G]G.
Beweis. Sei g ∈ G, l ∈ N0 mit |γ2(G)| = pl und a ∈ G mit γ2(G) = 〈a〉. Wir zeigen die
Behauptung durch Induktion nach l. Im Fall l = 0 ist die Behauptung trivial. Sei also
l > 0 und die Behauptung fu¨r alle p-Gruppen H mit γ2(H) zyklisch, γ3(H) ≤ γ2(H)4
und |γ2(H)| < pl als wahr angenommen.
1. Fall: Ist g ∈ Z(G), so folgt das Behauptete direkt aus Bemerkung 2.7.2.
2. Fall: Ist |gG| = p, so ist G nicht abelsch und es gilt |CG(g)| = |G|p . Da die Voraussetzung
von Korollar 2.15 erfu¨llt ist, gibt es mindestens (p−1) |G|
p
extremale Elemente inG. Wegen
1G ∈ CG(g) gibt es damit insbesondere auch im Fall p = 2 in G \ CG(g) extremale
Elemente. Jedes dieser Elemente erfu¨llt das Behauptete.
3. Fall: Es gelte |gG| ≥ p2. Wir setzen g˜ := apl−1 . Dann gilt |〈g˜〉| = p und nach Lemma
2.5 außerdem 〈g˜〉 E G. Es ist γ2(G/ 〈g˜〉) = γ2(G)/ 〈g˜〉 zyklisch,
∣∣γ2(G/ 〈g˜〉)∣∣ = pl−1 und
γ3(G/ 〈g˜〉) = γ3(G) 〈g˜〉 / 〈g˜〉 ≤ γ2(G)4 〈g˜〉 / 〈g˜〉 = (γ2(G)/ 〈g˜〉)4 = γ2(G/ 〈g˜〉)4.
Fu¨r g 〈g˜〉 ∈ G/ 〈g˜〉 existiert also induktiv h ∈ G mit ∣∣h 〈g˜〉G/〈g˜〉∣∣ = pl−1 und
〈[g,h]G〉 〈g˜〉 / 〈g˜〉 = 〈[g 〈g˜〉 ,h 〈g˜〉]G〉 Ind. vor.= [{g 〈g˜〉} ,G/ 〈g˜〉]G = [{g} ,G]G 〈g˜〉 / 〈g˜〉 .
Mit 〈g˜〉 ≤ [{g} ,G]G folgt hieraus 〈[g,h]G〉 〈g˜〉 = [{g} ,G]G. Wegen
∣∣[{g} ,G]G∣∣ 2.9= |gG| ≥ p2
erhalten wir 〈[g,h]G〉 = [{g} ,G]G und
pl−1 =
∣∣h 〈g˜〉G/〈g˜〉∣∣ 2.9= ∣∣[{h 〈g˜〉} ,G/ 〈g˜〉]G∣∣ = ∣∣[{h} ,G]G / 〈g˜〉∣∣ =
∣∣[{h} ,G]G∣∣
|〈g˜〉|
2.9
=
|hG|
p
,
also |hG| = pl.
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2.18 Korollar. Sei G eine p-Gruppe, γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4 und g ∈ G.
Fu¨r alle a˜ ∈ G mit 〈a˜〉 = [{g} ,G]G existiert h˜ ∈ G mit h˜ extremal und [g,h˜]G = a˜.
Beweis. Nach Lemma 2.17 existiert h ∈ G mit h extremal und 〈[g,h]G〉 = [{g} ,G]G.
Nach den Korollaren 2.6 und 2.8 gilt 〈[g,h]G〉 = γ2(〈g, h〉) =
{
[g,hk]G | k ∈ N0
}
. Sei
a˜ ∈ γ2(G) mit 〈a˜〉 = [{g} ,G]G und n ∈ N mit [g,hn]G = a˜. Ist g ∈ Z(G), so wa¨hlen wir
h˜ := h. Sei g /∈ Z(G). Dann gilt h /∈ CG(g) und wir setzen h˜ := hn. Aus den Lemmata
2.3 und 2.2 folgt p - n. Gema¨ß Bemerkung 2.7.1 (iii) ist h˜ damit extremal.
Die beiden folgenden Lemmata sowie der anschließende Satz sind teils implizit, teils
explizit in [5, Lemma 1, Lemma 2, Theorem 1] enthalten. Sie liefern konkretere Einblicke
in die Struktur von p-Gruppen mit zyklischer Kommutatoruntergruppe.
2.19 Lemma. Seien G eine p-Gruppe, x, y ∈ G mit G = 〈x, y〉, γ2(G) zyklisch,
γ3(G) ≤ γ2(G)4 und ϕ ∈ Aut(G). Dann ist ϕ genau dann ein innerer Automorphis-
mus von G, wenn g−1gϕ ∈ γ2(G) fu¨r alle g ∈ G gilt.
Beweis. Die Implikation
”
⇒“ ist trivial. Es gelte daher nun g−1gϕ ∈ γ2(G) fu¨r alle
g ∈ G. Es gilt 〈[x,y]G〉 = γ2(G) nach Korollar 2.6. Nach Satz 2.7 existiert n ∈ N mit
x−1xϕ = [x,yn]G und m ∈ N mit y−1yϕ = [y,xm]ynG . Es folgt
x−1xϕ = [x,yn]G
2.2
= [x,xmyn]G,
y−1yϕ = [y,xm]y
n
G
2.2
= [y,xmyn]G,
also xϕ = xx
myn und yϕ = yx
myn . Aus G = 〈x, y〉 folgt die Behauptung.
2.20 Lemma. Seien G eine p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4, x, y ∈ G mit
〈[x,y]G〉 = γ2(G). Dann gilt 〈x, y〉 E G, CG(x, y) E G und CG(x, y) 〈x, y〉 = G.
Beweis. Sei g ∈ G. Wir setzen N := 〈x, y〉. Es gilt γ2(G) ≤ N , also gilt N E G und
damit auch CG(N) E G. Daher ist ϕ : N → N , h 7→ hg ein Automorphismus von
N . Wegen 〈[x,y]G〉 = γ2(G) ist ϕ nach Lemma 2.19 ein innerer Automorphismus von
N . Daher existiert g˜ ∈ N mit hg = hg˜ fu¨r alle h ∈ N . Es folgt gg˜−1 ∈ CG(x, y), also
g = gg˜−1g˜ ∈ CG(x, y) 〈x, y〉.
2.21 Satz. Sei G eine p-Gruppe, γ2(G) zyklisch und γ3(G) ≤ γ2(G)4. Dann existieren
x, y ∈ G und s ∈ N mit
(i) 〈[x,y]G〉 = γ2(G),
(ii) CG(x, y) 〈x, y〉 = G und
(iii) [x,y]GZ(G) = ypsZ(G).
Insbesondere sind x und y extremal.
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Beweis. Die Aussagen (i)-(iii) folgen direkt aus Lemma 2.20 und Lemma 3 in [5]. Der
Zusatz folgt aus Satz 2.7 und Bemerkung 2.7.1 (ii) und (iii).
2.21.1 Bemerkung. Es gilt y ∈ CG(γ2(G)) und |(yps)G| = |γ3(G)|.
Beweis. Sei a := [x,y]G. Dann gilt 〈a〉 = γ2(G) nach (i) und aus (iii) folgt y ∈ CG(a) =
CG(γ2(G)). Aus (iii) erhalten wir weiter |aG| = |(yps)G|. Der zweite Teil der Bemerkung
folgt nun aus Satz 2.9 (iv).
2.21.2 Bemerkung. Es gilt (γ2(G) ∩ Z(G)) ⊆ (〈x, y〉 ∩ CG(x, y)) ⊆ Z(G).
Beweis. Sei g ∈ γ2(G) ∩ Z(G).
Dann folgt aus g ∈ γ2(G) nach
Wahl von x und y direkt g ∈ 〈x, y〉
und wegen g ∈ Z(G) gilt offenbar
g ∈ CG(x, y).
Ist h ∈ 〈x, y〉 ∩ CG(x, y), so folgt
aus (ii) h ∈ Z(G).
{1G}
〈x, y〉
γ2(G)
Z(G)
CG(x, y)
G
2.21.3 Bemerkung. Gilt cl(G) > 2, so ist s eindeutig bestimmt und es gilt
o(yZ(G)γ2(G)) = ps.
Beweis. Sei cl(G) > 2 und l ∈ N mit pl = |γ2(G)|. Dann gilt [x,y]G /∈ Z(G). Aus (iii)
folgt yp
s
/∈ Z(G) und yps ∈ Z(G)γ2(G). Sei nun m ∈ s mit ypm ∈ Z(G)γ2(G). Dann
gilt yp
m
/∈ Z(G), folglich nach Korollar 2.10 (ii) m < κ(y) 2.21= l. Nach (i) und (iii)
ist yp
sZ(G) Erzeuger der zyklischen Gruppe Z(G)γ2(G)/Z(G). Insbesondere existiert
r ∈ N und z ∈ Z(G) mit ypm = ypsrz. Nach Korollar 2.10 (iii) gilt ypl ∈ Z(G), wegen
yp
m
/∈ Z(G) folglich ν(psr) < l = κ(y). Wir erhalten
l −m 2.10(i)= κ(ypm) = κ(ypsrz) = κ(ypsr) 2.10.1= l − s− ν(r)
und damit m = s + ν(r). Wegen m ∈ s folgern wir ν(r) = 0 und m = s. Dies liefert
ps = min {n | n ∈ N, yn ∈ Z(G)γ2(G)}. Insbesondere ist s in Satz 2.21 eindeutig be-
stimmt.
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2.2 Die aufsteigende Zentralreihe von J (KG)
In diesem Abschnitt sei K stets ein Ko¨rper mit char K = p.
Ist G eine Gruppe, z ∈ Z und g ∈ G, so schreiben wir wie gewohnt fu¨r das Element
(z1K)g der Gruppenalgebra KG kurz zg.
Ziel dieses Abschnitts ist es, die aufsteigende Zentralreihe von (J (KG); ∗) fu¨r eine
p-Gruppe G mit zyklischer Kommutatoruntergruppe zu bestimmen. Da J (KG) eine
Radikal-Algebra ist, sind fu¨r alle m ∈ N0 die m-ten Glieder der aufsteigenden Zen-
tralreihe der Gruppe (J (KG); ∗) und der Lie-Algebra (J (KG); +; [., .]L) nach Satz 1.8
gleich. Wir rechnen in der Lie-Algebra und verfolgen die in Abschnitt 1.3 erla¨uterte Idee.
In den ersten beiden Lemmata dieses Abschnitts geben wir zwei wichtige Rechenregeln
fu¨r unser Vorgehen an.
2.22 Lemma. Sei G eine zyklische p-Gruppe, a ∈ G mit 〈a〉 = G und l ∈ N0 mit
|G| = pl. Sei r ∈ N0 und fu¨r alle u ∈ Z sei
wu :=
pl−1∑
i=0
(
i+ r
u− 1
)
ai.
Fu¨r alle n ∈ l0, c ∈ N0 und m ∈ pl existieren dann t ∈ N, ϑ2, . . . , ϑt ∈ K mit
a−cp
l−n
wm = wm + cwm−pl−n +
t∑
s=2
ϑswm−spl−n .
Beweis. Seien n ∈ l0, c ∈ N0 und m ∈ pl . Nach Bemerkung 1.24.2 (i) existieren t ∈ N
und ϑ2, . . . , ϑt ∈ N0 mit
(∗)
(
i+ cpl−n + r
m− 1
)
≡
p
(
i+ r
m− 1
)
+ c
(
i+ r
m− 1− pl−n
)
+
t∑
s=2
ϑs
(
i+ r
m− 1− spl−n
)
fu¨r alle i ∈ N0. Es folgt
a−cp
l−n
wm = a
−cpl−n
pl−1∑
i=0
(
i+ r
m− 1
)
ai
1.25
=
pl−1∑
i=0
(
i+ cpl−n + r
m− 1
)
ai
(∗)
=
pl−1∑
i=0
((
i+ r
m− 1
)
+ c
(
i+ r
m− 1− pl−n
)
+
t∑
s=2
ϑs
(
i+ r
m− 1− spl−n
))
ai
= wm + cwm−pl−n +
t∑
s=2
ϑswm−spl−n .
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2.23 Lemma. Sei G eine zyklische p-Gruppe, G 6= {1G}, a ∈ G mit 〈a〉 = G und l ∈ N
mit |G| = pl. Seien m ∈ pl, n ∈ N0 mit pn | m und m˜ := mpn , k ∈ l − 10 und c ∈ pk − 10.
Fu¨r alle u ∈ Z sei
wu :=
pl−1∑
i=0
(
i+ pn − 1
u− 1
)
ai.
Dann existieren δ1, . . . , δm˜−2pl−k+2 ∈ K mit
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
a(−cp
l−k+1)i = wm + c(m˜− 1)wm−pn+l−k
+ cm˜wm−pn(pl−k−1) +
m˜−2pl−k+2∑
s=1
δswspn .
Beweis. Wir setzen b := ap
n
. Aus Lemma 1.28 (i) erhalten wir
wm =
pl−n−1∑
i=0
(
i
m˜− 1
)
bi.
Wir unterscheiden nun zwei Fa¨lle:
(i) Es gelte n ≥ k.
Dann gilt (unter Anwendung von Lemma 1.28 (i) auf den Erzeuger a(−cp
l−k+1) von G
statt auf a) wegen b−cp
l−k
= 1G:
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
a(−cp
l−k+1)i =
pl−n−1∑
i=0
(
i
m˜− 1
)
b(−cp
l−k+1)i =
pl−n−1∑
i=0
(
i
m˜− 1
)
bi = wm.
Außerdem gilt wm−pn+l−k = 0KG nach Voraussetzung u¨ber n. Ist n < ν(m), so gilt m˜ ≡
p
0.
Ist n = ν(m), so gilt m ≤ pn(pl−k − 1) wegen m ≤ pl. Es folgt jeweils m˜wm−pn(pl−k−1) =
0KG. Hieraus folgt die Behauptung.
(ii) Es gelte nun n < k.
Dann gilt pl−n > pl−k. Wir setzen y := −cpl−k + 1. Es gilt y ≡
pl−k
1 und es existiert
z ∈ pl−n − 1 mit yz ≡
pl−n
1. Wegen pl−n > pl−k gilt insbesondere yz ≡
pl−k
1 und damit
z ≡
pl−k
1. Sei nun d ∈ pk−n − 1
0
mit z = dpl−k + 1. Dann gilt
1 ≡
pl−n
zy = 1 + (d− c)pl−k − dcp2(l−k),
wegen n < k < l also d ≡
p
−(−c) = c.
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Wir erhalten unter Anwendung von Lemma 1.28 (i) auf den Erzeuger a(−cp
l−k+1) von G
statt auf a und von Lemma 1.27 auf das Element b der Ordnung pl−n:
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
a(−cp
l−k+1)i 1.28(i)=
pl−n−1∑
i=0
(
i
m˜− 1
)
byi
1.27
=
pl−n−1∑
i=0
(
zi
m˜− 1
)
bi.
Fu¨r alle i ∈ N0 gilt:(
zi
m˜− 1
)
=
(
dpl−ki+ i
m˜− 1
)
1.21
=
m˜−1∑
j=0
(
dpl−ki
j
)(
i
m˜− 1− j
)
1.24.2(ii)≡
p
(
i
m˜− 1
)
+
∑
j∈m˜−1,
pl−k|j
(
dpl−ki
j
)(
i
m˜− 1− j
)
1.22.1≡
p
(
i
m˜− 1
)
+
(
di
1
)(
i
m˜− 1− pl−k
)
+
∑
j∈m˜−1,
pl−k|j, pl−k 6=j
(
dpl−ki
j
)(
i
m˜− 1− j
)
1.22.1≡
p
(
i
m˜− 1
)
+ d
(
i
1
)(
i
m˜− 1− pl−k
)
+
∑
j∈N>1,
jpl−k≤m˜−1
(
di
j
)(
i
m˜− 1− jpl−k
)
1.24,k<l≡
p
(
i
m˜− 1
)
+ d(m˜− 1)
(
i
m˜− 1− pl−k
)
+ dm˜
(
i
m˜− pl−k
)
+
∑
j∈N>1,
jpl−k≤m˜−1
(
di
j
)(
i
m˜− 1− jpl−k
)
Es gilt max
{
j + (m˜− 1− jpl−k) | j ∈ N>1
}
= m˜ − 2pl−k + 1. Aus Bemerkung 1.24.1
und Lemma 1.24 folgt daher: Es existieren δ1, . . . , δm˜−2pl−k+2 ∈ N0, sodass fu¨r alle i ∈ N0
gilt:
∑
j∈N>1,
jpl−k≤m˜
(
di
j
)(
i
m˜− 1− jpl−k
)
=
m˜−2pl−k+2∑
s=1
δs
(
i
s− 1
)
. (2.1)
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Wir erhalten aus d ≡
p
c unter Verwendung von Lemma 1.28 (i):
pl−n−1∑
i=0
(
zi
m˜− 1
)
bi =
pl−n−1∑
i=0
(
i
m˜− 1
)
bi + c(m˜− 1)
pl−n−1∑
i=0
(
i
m˜− 1− pl−k
)
bi
+ cm˜
pl−n−1∑
i=0
(
i
m˜− pl−k
)
bi +
m˜−2pl−k+2∑
s=1
δs
pl−n−1∑
i=0
(
i
s− 1
)
bi
= wm + c(m˜− 1)wm−pn+l−k + cm˜wm−pn(pl−k−1) +
m˜−2pl−k+2∑
s=1
δswspn .
2.23.1 Bemerkung. Gilt p > 2, m˜ ≡
p
−1 und 2pl−k − 1 ≤ m˜, so gilt δm˜−2pl−k+2 = 0K.
Beweis. Wir greifen Gleichung (2.1) auf und setzen p > 2, m˜ ≡
p
−1 und 2pl−k < m˜
voraus. Nach Bemerkung 1.24.1 existieren dann λ0, λ1, λ2 ∈ N0, sodass fu¨r alle i ∈ N0
gilt:
m˜−2pl−k+2∑
s=1
δs
(
i
s− 1
)
=
∑
j∈N>2
jpl−k≤m˜
(
di
j
)(
i
m˜− 1− jpl−k
)
+
(
di
2
)(
i
m˜− 1− 2pl−k
)
=
∑
j∈N>2,
jpl−k≤m˜
(
di
j
)(
i
m˜− 1− jpl−k
)
+
(
λ0
(
i
0
)
+ λ1
(
i
1
)
+ λ2
(
i
2
))(
i
m˜− 1− 2pl−k
)
.
Sei F :=
〈(
i
r
)
i∈N0
∣∣∣ r ∈ m˜− 2pl−k〉
Z
. Es folgt in ZN0 :
δm˜−2pl−k+2
(
i
m˜− 2pl−k + 1
)
i∈N0
≡
F
m˜−2pl−k+2∑
s=1
δs
(
i
s− 1
)
i∈N0
1.24, 1.24.1≡
F
λ2
(
i
2
)
i∈N0
·
(
i
m˜− 1− 2pl−k
)
i∈N0
1.24≡
F
λ2
(
2 + m˜− 1− 2pl−k
2
)(
i
m˜− 2pl−k + 1
)
i∈N0
Wegen p > 2 und m˜ ≡
p
−1 gilt p
∣∣∣ (2 + m˜− 1− 2pl−k
2
)
. Aus Lemma 1.23 (iii) folgt die
Behauptung durch einen Koeffizientenvergleich.
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Die folgende Definition ist durch den anschließenden Satz motiviert, welcher von grund-
legender Bedeutung zur Bestimmung der aufsteigenden Zentralreihe ist.
2.24 Definition. Fu¨r jede endliche Gruppe G sei
αG : G× N0 −→ Q, (g, n) 7→ min
{ |γ2(G)|
|gG| , p
n
( |γ2(G)|
|γ3(G)| − 1
)}
.
Da wir in einem Kontext nur eine Gruppe G betrachten werden, verzichten wir gewo¨hn-
lich auf die Indizierung von α mit G.
2.24.1 Bemerkung. Sei G eine p-Gruppe.
(i) Fu¨r alle g ∈ G und n ∈ N0 gilt (g, n)α ∈ N0.
(ii) Es gilt: G abelsch ⇐⇒ ∃g ∈ G ∃n ∈ N0 : (g, n)α = 0.
(iii) Seien g ∈ G und n ∈ N0. Ist p > 2 oder |γ2(G) : γ3(G)| ≥ 4, so gilt
|γ2(G)|
|gG| 6= p
n
( |γ2(G)|
|γ3(G)| − 1
)
.
(iv) Ist g ∈ G mit |gG| > |γ3(G)|, so gilt (g, n)α = |γ2(G)||gG| .
Beweis. Die Aussagen (ii) und (iv) sind offensichtlich.
Da γ2(G), γ3(G) und g
G fu¨r alle g ∈ G von p-Potenz-Ma¨chtigkeit sind, folgt hieraus (i).
Ist p > 2 oder |γ2(G) : γ3(G)| ≥ 4, so ist |γ2(G)||γ3(G)| −1 keine p-Potenz, woraus (iii) folgt.
2.25 Satz. Sei G eine p-Gruppe, γ2(G) zyklisch mit γ3(G) ≤ γ2(G)4, a ∈ G mit
〈a〉 = γ2(G) und l ∈ N0 mit |γ2(G)| = pl. Dann gilt
g
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
ai ∈ Zmax{m−(g,n)α+1,1}(J (KG)) und
g − 1G ∈ Z|γ2(G)|− |γ2(G)||gG| +1(J (KG))
fu¨r alle g ∈ G,m ∈ pl − 1 und n ∈ N0 mit pn | m.
Beweis. Sei k ∈ N0 mit pk = |γ3(G)|. Ist G abelsch, so ist die Behauptung trivial. Sei
daher im Folgenden G als nicht abelsch angenommen.
Wir zeigen die Behauptung durch Induktion nach m. Es wird sich als gu¨nstig erweisen,
im Beweis auch m = pl zuzulassen. Sei g ∈ G und m ∈ pl . Da G nicht abelsch ist, gilt
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k < l und (g, n)α > 0 fu¨r alle n ∈ N0 nach Bemerkung 2.24.1 (ii). Wir halten zuna¨chst
fest, dass
g
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
ai ∈ J (KG)
nach Bemerkung 1.22.5 im Fall m ≤ pl − 1 gilt. Ist m = 1, so folgt die Behauptung
unmittelbar aus Lemma 1.17 und Satz 1.4 (i).
Sei also m > 1 und n ∈ N0 mit pn | m.
Fu¨r alle g˜ ∈ G und r, r˜ ∈ N0 gilt
g˜
pl−1∑
i=0
(
i+ r˜
r − 1
)
ai
1.21
= g˜
pl−1∑
i=0
(
r−1∑
j=0
(
r˜
r − 1− j
)(
i
j
))
ai
=
r∑
j=1
((
r˜
r − j
)
g˜
pl−1∑
i=0
(
i
j − 1
)
ai
) (2.2)
und wir du¨rfen induktiv fu¨r alle j ∈ m− 1
g˜
pl−1∑
i=0
(
i
j − 1
)
ai ∈ Zmax{j−(g˜,0)α+1,1}(J (KG))
2.24.1(i),(ii)
⊆ Zj(J (KG))
voraussetzen, also nach Gleichung (2.2) auch
(∗) g˜
pl−1∑
i=0
(
i+ r˜
r − 1
)
ai ∈ Zr(J (KG))
fu¨r alle g˜ ∈ G, r˜ ∈ N0 und r ∈ m− 1.
Wir setzen der U¨bersicht halber
m˜ :=
m
pn
und wu :=
pl−1∑
i=0
(
i+ pn − 1
u− 1
)
ai fu¨r alle u ∈ Z.
Wir folgen nun beim Beweis dem im Eingangskapitel erla¨uterten Grundprinzip.
Sei h ∈ G und c˜ := ω(a, h). Dann gilt
ah = a[a,h]G = aa
−c˜pl−κ(a) 2.9(iv)= a−c˜p
l−k+1.
Nach Lemma 2.23 existieren δ1, . . . , δm˜−2pl−k+2 ∈ K mit
whm =
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
a(−c˜p
l−k+1)i
= wm + c˜(m˜− 1)wm−pn+l−k + c˜m˜wm−pn(pl−k−1) +
m˜−2pl−k+2∑
s=1
δswspn .
(2.3)
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Fu¨r alle s ∈ m˜− 2pl−k + 2 gilt
spn ≤ (m˜− 2pl−k + 2)pn = m− 2pn(pl−k − 1) ≤ m− pn(pl−k − 1).
Nach (∗) du¨rfen wir also
g˜wm−pn+l−k , g˜wm−pn(pl−k−1), g˜wspn ∈ Zm−pn(pl−k−1)(J (KG))
fu¨r alle g˜ ∈ G und alle s ∈ m˜− 2pl−k + 2 annehmen.
Wir erhalten demnach mit g˜ := hg[g,h]G aus Gleichung (2.3):
hg[g,h]Gw
h
m ≡Z
m−pn(pl−k−1)(J (KG))
hg[g,h]Gwm. (2.4)
Sei c := ω(g, h). Dann gilt [g,h]G = a
−cpl−κ(g) . Nach Lemma 2.22 existieren t ∈ N und
ϑ2, . . . , ϑt ∈ K mit
[g,h]Gwm = a
−cpl−κ(g)wm = wm + cwm−pl−κ(g) +
t∑
s=2
ϑswm−spl−κ(g) .
Mit g˜ := hg gilt nach (∗) gilt fu¨r alle s ∈ t:
hgwm−spl−κ(g) ∈ Zm−pl−κ(g)(J (KG)).
Damit gilt also
hg[g,h]Gwm ≡Z
m−pl−κ(g) (J (KG))
hgwm. (2.5)
Insgesamt folgern wir aus den Gleichungen (2.4), (2.5) und der Definition von (g, n)α:
hg[g,h]Gw
h
m ≡Zm−(g,n)α(J (KG))hgwm. (2.6)
Ist m < pl, so folgt aus dem Grundprinzip der erste Teil der Behauptung.
Um den zweiten Teil zu beweisen, betrachten wir den Spezialfall m = pl und n = l. Aus
Lemma 1.28 (ii) folgt dann wpl = 1G. Wegen
|γ2(G)|
|gG| ≤ pl folgt (g, l)α = |γ2(G)||gG| .
Aus Gleichung (2.6) folgt die Behauptung dann mit dem Grundprinzip.
Aus diesem Satz werden wir nun eine Reihe von Folgerungen ziehen.
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2.25.1 Bemerkung. Seien g, h ∈ G, r ∈ N0, m ∈ pl und n ∈ N0 mit pn | m. Dann gilt
(i)
gh
(
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
ai
)h
≡
Z
m−pn
( |γ2(G)|
|γ3(G)|
−1
)(J (KG))gh
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
ai,
(ii)
gh
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
ai ≡
Z
m−pl−κ(g) (J (KG))
hg
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
ai und
(iii)
ga−r
pl−1∑
i=0
(
i
m− 1
)
ai = g
pl−1∑
i=0
(
i+ r
m− 1
)
ai ≡
Zm−1(J (KG))
g
pl−1∑
i=0
(
i
m− 1
)
ai.
Beweis. (i) folgt aus Gleichung (2.4) und (ii) folgt aus Gleichung (2.5).
(iii): Es gilt g
pl−1∑
i=0
(
i
j − 1
)
ai ∈ Zm−1(J (KG)) fu¨r alle j ∈ m− 1 nach Satz 2.25. Folglich
erhalten wir aus Gleichung (2.2):
g
pl−1∑
i=0
(
i+ r
m− 1
)
ai =
m∑
j=1
((
r
m− j
)
g
pl−1∑
i=0
(
i
j − 1
)
ai
)
2.25≡
Zm−1(J (KG))
g
pl−1∑
i=0
(
i
m− 1
)
ai.
Die erste Gleichheit in (iii) folgt direkt aus Lemma 1.25.
2.26 Korollar. Sei G eine p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4, a ∈ G mit
〈a〉 = γ2(G) und l ∈ N0 mit |γ2(G)| = pl. Sei r ∈ N0 und
wm :=
pl−1∑
i=0
(
i+ r
m− 1
)
ai fu¨r alle m ∈ Z.
Dann ist fu¨r alle m ∈ pl − 1 das von wm erzeugte (assoziative) Ideal in Zm(J (KG))
enthalten.
Beweis. Sei m ∈ pl − 1 und g ∈ G. Es reicht gwm, wmg ∈ Zm(J (KG)) zu zeigen.
gwm ∈ Zm(J (KG)) folgt aber direkt aus Bemerkung 2.25.1 (iii) und Satz 2.25. Aus
wmg = gw
g
m = g
pl−1∑
i=0
(
i+ r
m− 1
)
(ag)i
folgt mit dem bereits Bewiesenen die Behauptung, da 〈ag〉 = γ2(G) gilt.
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In einem na¨chsten Schritt werden wir sehen, dass die in Satz 2.25 getroffene Aussage in
vielen Fa¨llen
”
scharf“ ist.
2.27 Satz. Sei G eine p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4, a ∈ G mit 〈a〉 = γ2(G)
und l ∈ N0 mit pl = |γ2(G)|.
(i) Ist m ∈ pl − 1, g ∈ G, n ∈ N0 mit pn | m und gilt (g, n)α = |γ2(G)||gG| , so ist
g
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
ai ∈ Zmax{m−(g,n)α+1,1}(J (KG)) \ Zm−(g,n)α(J (KG)).
(ii) Ist m ∈ pl − 1, g ∈ G, mit (g, ν(m))α = pν(m)
(
|γ2(G)|
|γ3(G)| − 1
)
, so gilt
g
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
ai ∈ Zmax{m−(g,ν(m))α+1,1}(J (KG)) \ Zm−(g,ν(m))α(J (KG)).
(iii) Fu¨r alle g ∈ G \ {1G} gilt
g − 1G ∈ Z|γ2(G)|− |γ2(G)||gG| +1(J (KG)) \ Z|γ2(G)|− |γ2(G)||gG| (J (KG)).
Beweis. Ist G abelsch, so sind die Behauptungen trivial. Wir nehmen daher an, dass G
nicht abelsch ist. Wie in Satz 2.25 zeigen wir durch einen Induktionsbeweis nach m die
Aussage (i) und lassen erneut im Beweis zuna¨chst auch m = pl zu.
Sei m ∈ pl , n ∈ N0 mit pn | m und g ∈ G. Wir setzen
wu :=
pl−1∑
i=0
(
i+ pn − 1
u− 1
)
ai fu¨r alle u ∈ Z.
Da gwm ∈ J (KG) \ {0KG} im Fall m ≤ pl − 1 nach Bemerkung 1.22.5 gilt, folgen (i)
und (ii) fu¨r m ≤ (g, n)α direkt aus Satz 2.25.
Sei nun pl ≥ m > (g, n)α.
Sei g˜ ∈ G, g˜ extremal. Dann gilt (g˜, 0)α = |γ2(G)||g˜G| = 1. Ist s < m, so du¨rfen wir
g˜
pl−1∑
i=0
(
i
s− 1
)
ai /∈ Zs−(g˜,0)α(J (KG)) = Zs−1(J (KG)) unter Anwendung der Indukti-
onsvoraussetzung auf s annehmen, also nach Bemerkung 2.25.1 (iii) auch
(∗) g˜ws /∈ Zs−1(J (KG)).
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(i): Sei (g, n)α = |γ2(G)||gG| = p
l−κ(g).
Dann gilt (g, n)α ≤ pn
(
|γ2(G)|
|γ3(G)| − 1
)
. Wegen pl > (g, n)α gilt außerdem g /∈ Z(G). Nach
Satz 2.9 gilt [{g} ,G]G =
〈
ap
l−κ(g)
〉
und nach Korollar 2.18 existiert h ∈ G, h extremal,
mit [g,h]G = a
−pl−κ(g) . Wegen g /∈ Z(G) gilt insbesondere ω(g, h) = 1 6≡
p
0. Ist g extremal,
so gilt [g,h]G = a
−1. Dann ist hg wegen 〈[g,h]G〉 = γ2(G) nach Satz 2.7 und Bemerkung
2.7.1 (ii) extremal. Ist g nicht extremal, so ist hg nach Satz 2.14 extremal.
Ist p = 2 und l = 1, so gilt a ∈ Z(G) und damit whm = wm. Andernfalls gilt
pl−κ(g) = |γ2(G)||gG| = (g, n)α < p
n
(
|γ2(G)|
|γ3(G)| − 1
)
= pn(pl−k − 1)
nach Bemerkung 2.24.1 (iii). In beiden Fa¨llen ko¨nnen wir folgern
hg[g,h]Gw
h
m
2.25.1(i)≡
Zm−(g,n)α−1(J (KG))
hg[g,h]Gwm = hga
−pl−κ(g)wm
2.22, 2.26≡
Zm−(g,n)α−1(J (KG))
hgwm + hgwpl−κ(g)
(∗)
6≡
Zm−(g,n)α−1(J (KG))
hgwm.
(2.7)
Aus Satz 2.25 und dem Grundprinzip folgt hieraus (i).
(ii): Sei n = ν(m) und pn
(
|γ2(G)|
|γ3(G)| − 1
)
= (g, n)α < |γ2(G)||gG| = p
l−κ(g).
Wegen |γ2(G)| = pl ≥ m > (g, n)α folgt 1 < |γ3(G)|, das heißt es gilt cl(G) > 2. Da im
Fall p = 2 nach Voraussetzung dann |γ2(G) : γ3(G)| ≥ 4 gilt, folgt (g, n)α > 1.
Sei k ∈ N mit pk = |γ3(G)|. Dann gilt
〈
ap
l−k
〉
= [{a} ,G]G nach Satz 2.9 (iv). Nach
Korollar 2.18 existiert h ∈ G, h extremal, mit [a,h]G = a−pl−k . Aus cl(G) > 2 folgt
insbesondere c := ω(a, h) = 1 6≡
p
0. Wir setzen m˜ := m
pn
.
Folglich gilt m˜ 6≡
p
0 nach Wahl von n. Nach Lemma 2.23 existieren δ1, . . . , δm˜−2pl−k+2 ∈ K
mit
whm =
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
a(−cp
l−k+1)i
= wm + (m˜− 1)wm−pn+l−k + m˜wm−pn(pl−k−1) +
m˜−2pl−k+2∑
s=1
δswspn .
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Es folgt
hg[g,h]Gw
h
m
2.26≡
Zm−(g,n)α−1(J (KG))
hg[g,h]G(wm + m˜wm−pn(pl−k−1))
2.25.1(ii)≡
Zm−(g,n)α−1(J (KG))
hgwm + hgm˜wm−pn(pl−k−1).
Wegen (g, n)α > 1 gilt |gG| < |γ2(G)|. Also ist g nicht extremal und folglich hg nach
Satz 2.14 extremal. Insbesondere erhalten wir aus (∗):
hgm˜wm−pn(pl−k−1) /∈ Zm−(g,n)α−1(J (KG))
und damit
hg[g,h]Gw
h
m 6≡
Zm−(g,n)α−1(J (KG))
hgwm.
Hieraus folgt zusammen mit dem Grundprinzip die Aussage (ii).
(iii): Die Aussage (iii) ist trivial im Fall g ∈ Z(G) \ {1G}. Wir nehmen daher nun
g /∈ Z(G) an und betrachten den Spezialfall m = pl und n = l. Es gilt dann
(g, l)α = |γ2(G)||gG| < p
l und wpl = 1G nach Lemma 1.28 (ii). (iii) folgt dann direkt aus
Gleichung (2.7) in (i) und dem Grundprinzip.
Satz 2.12 zeigt, dass man (unter den Voraussetzungen von Satz 2.25) die Elemente aus
G/γ2(G) in zwei Sorten unterteilen kann, na¨mlich in die Sorte solcher Restklassen, die
eine Konjugiertenklasse der La¨nge |γ3(G)| enthalten, und in die Sorte solcher, die keine
Konjugiertenklasse dieser Art enthalten. Fu¨r letztere ko¨nnen wir folgern:
2.28 Korollar. Sei G eine p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4, a ∈ G mit
〈a〉 = γ2(G) und l ∈ N0 mit pl = |γ2(G)|. Sei H ∈ G/γ2(G) und es gelte pµ(H) > |γ3(G)|.
Dann gilt
g
pl−1∑
i=0
(
i+ pn − 1
m− 1
)
ai ∈ Z
max
{
m− |γ2(G)||gG| +1,1
}(J (KG)) \ Z
m− |γ2(G)||gG|
(J (KG))
fu¨r alle m ∈ pl − 1, g ∈ H und n ∈ N0 mit pn | m.
Insbesondere gilt: Ist g ∈ G \ {1G} extremal, so gilt
g
pl−1∑
i=0
(
i
m− 1
)
ai ∈ Zm(J (KG)) \ Zm−1(J (KG)) fu¨r alle m ∈ pl − 1
und g − 1G ∈ J (KG) \ Zpl−1(J (KG)).
Beweis. Sei g ∈ H. Dann gilt |gG| = pµ(H) nach Satz 2.12. Aus Bemerkung 2.24.1 (iv)
folgt (g, n)α = |γ2(G)|
pµ(H)
nach Voraussetzung u¨ber H. Die Behauptungen folgen aus Satz
2.27 (i) und (iii).
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Der erste Teil der na¨chsten Folgerung ist fu¨r p > 2, wie in der Einleitung bereits erwa¨hnt,
ein Resultat von A. Shalev [21], [22].
2.29 Korollar. Sei G eine p-Gruppe, γ2(G) zyklisch und γ3(G) ≤ γ2(G)4.
(i) Es gilt cl(J (KG); ∗) = |γ2(G)|.
(ii) Ist G nicht abelsch, e die Anzahl der extremalen Konjugiertenklassen von G und
m ∈ |γ2(G)|, so gilt
dim(Zm(J (KG))/Zm−1(J (KG))) ≥ e.
Beweis. (i): Nach Bemerkung 2.7.2 gibt es in G extremale Elemente. Aus Korollar 2.28
folgt cl(J (KG); ∗) ≥ |γ2(G)|. Da die K-Basis {g − 1G | g ∈ G \ {1G}} von J (KG)
gema¨ß Satz 2.27 (iii) in Zpl(J (KG)) enthalten ist, folgt aus Satz 1.8 die Aussage (i).
(ii): Seien G nicht abelsch, e ∈ N und H1, . . . , He die paarweise verschiedenen extre-
malen Konjugiertenklassen von G. Da G nicht abelsch ist, ist 1G nicht extremal und
wir ko¨nnen den zweiten Teil von Korollar 2.28 anwenden. Sei m ∈ |γ2(G)|. Demnach
existiert ai ∈ Aug(Hi ∪Z(G)) fu¨r alle i ∈ e mit ai ∈ Zm(J (KG)) \ Zm−1(J (KG)) und
nach Bemerkung 1.14.1 ist {a1, . . . , ae} modulo Zm−1(J (KG)) K-linear unabha¨ngig im
Fall m > 1. Ist m = 1, so folgt das Behauptete aus 1.4 (i).
Mit den bisher erzielten Resultaten ko¨nnen wir nun das vorletzte Glied der aufsteigenden
Zentralreihe bestimmen:
2.30 Korollar. Sei G eine p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4 und l ∈ N0 mit
pl = |γ2(G)|. Fu¨r alle H ∈ G/γ2(G) sei gH ∈ H. Dann gilt
Zpl−1(J (KG)) = 〈gH − 1G | H ∈ G/γ2(G) \ {γ2(G)} , µ(H) 6= l〉K ⊕
⊕
H∈G/γ2(G)
Aug(H).
Beweis. Ist G abelsch, so ist die Behauptung trivial. Wir nehmen daher an, dass G nicht
abelsch ist und setzen
A := 〈gH − 1G | H ∈ G/γ2(G) \ {γ2(G)} , µ(H) 6= l〉K ⊕
⊕
H∈G/γ2(G)
Aug(H).
Aus Korollar 1.26 (ii) (angewandt auf U := γ2(G)) zusammen mit Satz 2.25 folgt die
Inklusion A ⊆ Zpl−1(J (KG)). Sei n ∈ N mit pn = |G| und e die Anzahl der extremalen
Konjugiertenklassen von G, das heißt
e = |{H | H ∈ G/γ2(G), µ(H) = l}|.
Es gilt
dimA
1.26(ii)
= (pl − 1)|G/γ2(G)|+ |{H | H ∈ G/γ2(G) \ {γ2(G)} , µ(H) 6= l}|
= (pl − 1)pn−l + pn−l − 1− e = pn − 1− e.
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Wegen
dimA ≤ dimZpl−1(J (KG))
= dimJ (KG)− dim(J (KG)/Zpl−1(J (KG)))
2.29(ii)
≤ pn − 1− e
folgt dimA = dimZpl−1(J (KG)) und damit die behauptete Gleichheit.
Wir verfolgen bei der Bestimmung der Dimensionen der einzelnen Faktorra¨ume in der
aufsteigenden Zentralreihe von J (KG) fu¨r eine p-Gruppe G mit zyklischer Kommu-
tatoruntergruppe γ2(G) nun folgende Strategie: Fu¨r alle m ∈ |γ2(G)| bestimmen wir
(mo¨glichst große) um ∈ N mit
dim(Zm(J (KG))/Zm−1(J (KG))) ≥ um.
Wir haben bereits in Korollar 2.29 eingesehen, dass fu¨r jedes m die Anzahl der extre-
malen Konjugiertenklassen eine solche untere Schranke ist und in Korollar 2.30, dass es
im Allgemeinen keine bessere gibt. Wenn wir anschließend
|γ2(G)|∑
j=1
uj = dimJ (KG)
nachweisen ko¨nnen, haben wir auf diesem Weg bei obiger Ungleichung die gewu¨nschte
Gleichheit eingesehen.
Unser bisheriges Vorgehen liefert dabei das Fundament fu¨r diese Vorgehensweise, zeigt
aber auch gleichzeitig seine Schwa¨che auf:
Problem: Sei l ∈ N0 mit pl = |γ2(G)| und M := pl . Wir definieren fu¨r alle g ∈ G eine
Relation ∼g auf M durch
m ∼g m˜ :⇐⇒ m− (g, ν(m))α + 1 = m˜− (g, ν(m˜))α + 1.
Als Bildgleichheitsrelation der Abbildung m 7→ m − (g, ν(m))α + 1 ist ∼g fu¨r alle
g ∈ G eine A¨quivalenzrelation auf M . Sei m ∈ pl − 1, g ∈ G und
B :=
{
g
pl−1∑
i=0
(
i+ pν(n) − 1
n− 1
)
ai
∣∣∣ n ∈ [m]∼g
}
.
Nach Satz 2.27 gilt B ⊆ Zm−(g,ν(m))α+1(J (KG)) \ Zm−(g,ν(m))α(J (KG)).
Ist dann B modulo Zm−(g,ν(m))α(J (KG)) K-linear unabha¨ngig?
Wir betrachten dazu ein Beispiel.
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2.31 Beispiel. Sei p = 5, G eine 5-Gruppe, γ2(G) zyklisch mit |γ2(G)| = 125 und
|γ3(G)| = 25, g := 1G. (Eine solche Gruppe existiert, wie wir im dritten Beispiel von
2.38 sehen werden.) Es gilt
ν(30) = 1, ν(14) = 0, (g, ν(30))α = 20, (g, ν(14))α = 4 und
14− (g, ν(14))α + 1 = 11 = 30− (g, ν(30))α + 1.
Sei a ∈ G mit 〈a〉 = γ2(G). Dann gilt nach Satz 2.27 (ii)
B :=
{ 124∑
i=0
(
i+ 4
29
)
ai,
124∑
i=0
(
i
13
)
ai
}
⊆ Z11(J (KG)) \ Z10(J (KG)).
Ist dann B modulo Z10(J (KG)) K-linear unabha¨ngig?
Aus dem folgenden Satz werden wir ableiten, dass wir auf eine derartige K-lineare Un-
abha¨ngigkeit einer Menge B wie oben nicht schließen ko¨nnen. Zugleich stellt er aber das
entscheidene Hilfsmittel fu¨r eine Reduktion dieser Problematik dar.
2.32 Satz. Seien G eine p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4, a ∈ G mit
〈a〉 = γ2(G) und l, k ∈ N0 mit pl = |γ2(G)| und pk = |γ3(G)|. Fu¨r alle r ∈ N0 und
g ∈ G sei
ψg,r : N→ Q, m 7→ max
{
m− pν(m) (pl−k − p−r)+ 1, m− pl−κ(g) + 1, 1} .
Fu¨r alle g ∈ G, m ∈ pl − 1 und r ∈ ν(m)
0
existiert dann x ∈ Aug(γ2(G)) mit
g
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
ai + gx ∈ Zmψg,r(J (KG)) \ Zmψg,r−1(J (KG)).
Insbesondere gilt: Fu¨r alle g ∈ G und m ∈ pl − 1 existiert x ∈ Aug(γ2(G)) mit
g
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
ai + gx ∈ Zmψg,ν(m)(J (KG)) \ Zmψg,ν(m)−1(J (KG)).
Beweis. Fu¨r alle m ∈ N sei
m˜ :=
m
pν(m)
.
Sei g ∈ G, m ∈ pl − 1 und r ∈ ν(m)
0
. Wir setzen
w(u,s) :=
pl−1∑
i=0
(
i+ pν(m)−s − 1
u− 1
)
ai und wu := w(u,0)
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fu¨r alle u ∈ Z und s ∈ ν(m)
0
.
Ist r = 0, so gilt mψg,r = m− (g, ν(m))α+ 1 und die Behauptung folgt direkt aus Satz
2.27 mit der Setzung x := 0KG.
Wir nehmen daher ν(m) ≥ r > 0 an. Wegen m ∈ pl − 1 gilt folglich l ≥ 2. Insbesondere
folgt l > k und im Fall p = 2 daru¨ber hinaus l − k ≥ 2 nach Voraussetzung.
Ist mψg,r = 1, so folgt m ≤ pl−κ(g) und m ≤ pν(m)
(
pl−k − p−r) . Aus Lemma 1.29 (iii)
mit n = pν(m) folgt m ≤ pν(m) (pl−k − 1), also m− (g, ν(m))α + 1 = 1.
Ist mψg,r = m − pl−κ(g) + 1, so folgt pl−κ(g) ≤ pν(m)
(
pl−k − p−r). Aus Lemma 1.29 (ii)
folgt pl−κ(g) ≤ pν(m) (pl−k − 1) und damit (g, ν(m))α = pl−κ(g).
In beiden Fa¨llen folgt die Behauptung ebenfalls durch die Wahl von x := 0KG aus Satz
2.27.
Wir nehmen im Folgenden daher
mψg,r > 1 und mψg,r = m− pν(m)
(
pl−k − p−r)+ 1 > m− pl−κ(g) + 1
an. Da wir damit auch pl−κ(g) > pν(m)
(
pl−k − p−r) voraussetzen, ist g nicht extremal
(scha¨rfer gilt sogar κ(g) ≤ k). Wir setzen
βj := (−1)jm˜
j+1∑
s=1
(s1K)
−1 fu¨r alle j ∈ p− 2
0
.
Fu¨r alle j ∈ p− 2 gilt
βj−1 + βj = (−1)j−1m˜
(
j∑
s=1
(s1K)
−1 + (−1)
j+1∑
s=1
(s1K)
−1
)
= (−1)jm˜((j + 1)1K)−1.
(2.8)
Sei h ∈ G und c := ωa(a, h) ∈ pκ(a) − 10, das heißt ah = a[a,h]G = a−cp
l−κ(a)+1.
Es gilt k = κ(a) nach 2.9 (iv) und nach Lemma 2.23 existieren δ1, . . . , δm˜−2pl−k+2 ∈ K
mit
whm =
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
a(−cp
l−k+1)i
= wm + c(m˜− 1)wm−pν(m)+l−k + cm˜wm−pν(m)(pl−k−1) +
m˜−2pl−k+2∑
s=1
δswspν(m) .
Wegen
(m˜− 2pl−k + 2)pν(m) = m− pν(m)+l−k (2− 2pk−l)
l>k≤ m− pν(m)+l−k ≤ m− pν(m) (pl−k − p−r)− 1
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folgt aus Korollar 2.26
ghc(m˜− 1)wm−pν(m)+l−k , gh
m˜−2pl−k+2∑
s=1
δswspν(m) ∈ Zm−pν(m)(pl−k−p−r)−1(J (KG)),
also
ghwhm ≡Z
m−pν(m)(pl−k−p−r)−1(J (KG))
ghwm + ghcm˜wm−pν(m)(pl−k−1). (2.9)
Im na¨chsten Schritt geben wir eine andere Darstellung von ghcm˜wm−pν(m)(pl−k−1), dem
zweiten Summanden der letzten Kongruenz, an:
Wir setzen
A(s,j) := (−1)jw(m−pν(m)−s(pl−k+s−p+j),s)
fu¨r alle j ∈ p− 2
0
, s ∈ r.
Wir wenden nun Bemerkung 1.22.6 (ii) auf die Koeffizienten von wm−pν(m)(pl−k−1) an, das
heißt, wir betrachten in 1.22.6 (ii) m − pν(m)(pl−k − 1) − 1 statt m und ν(m) statt n.
Wir erhalten fu¨r alle i ∈ N0
(
i+ pν(m) − 1
m− pν(m)(pl−k − 1)− 1
)
≡
p
(
i+ pν(m)−r − 1
m− pν(m)(pl−k − p−r)− 1
)
+
r∑
s=1
p−2∑
j=0
(−1)j
(
i+ pν(m)−s − 1
m− pν(m)−s(pl−k+s − p+ j)− 1
)
.
Nach Definition von A(s,j) erhalten wir also folgende Darstellung von wm−pν(m)(pl−k−1):
wm−pν(m)(pl−k−1) =
pl−1∑
i=0
(
i+ pν(m) − 1
m− pν(m)(pl−k − 1)− 1
)
ai
= w(m−pν(m)(pl−k−p−r),r) +
r∑
s=1
p−2∑
j=0
A(s,j).
(2.10)
Die Gleichungen (2.9) und (2.10) liefern somit
ghwhm ≡Z
m−pν(m)(pl−k−p−r)−1(J (KG))
ghwm + ghcm˜w(m−pν(m)(pl−k−p−r),r) + ghcm˜
r∑
s=1
p−2∑
j=0
A(s,j).
(2.11)
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Fu¨r alle s ∈ r und j ∈ p− 2
0
sei
X(s,j) := βjw(m−pν(m)−s(pl−k+s−pl−k−p+1+j),s),
B(s,j) := βj(−2− j)w(m−pν(m)−s(pl−k+s−p+1+j),s),
C(s,j) := βj(−1− j)w(m−pν(m)−s(pl−k+s−p+j),s) und
x :=
r∑
s=1
p−2∑
j=0
X(s,j) .
Nach Bemerkung 1.22.5 gilt wegen m ≤ pl − 1 insbesondere x ∈ J (KG).
Dem Grundprinzip folgend untersuchen wir nun hg[g,h]Gx
h.
Diese Untersuchung fu¨hren wir in drei Schritten durch.
(i) Zuna¨chst betrachten wir hg[g,h]GX
h
(s,j) fu¨r alle s ∈ r und j ∈ p− 20.
(ii) In einem zweiten Schritt untersuchen wir hg[g,h]G
p−2∑
j=0
Xh(s,j) fu¨r alle s ∈ r.
(iii) Im letzten Schritt untersuchen wir schließlich hg[g,h]Gx
h.
(i): Sei s ∈ r und j ∈ p− 2
0
. Wir setzen
m0 := m− pν(m)−s(pl−k+s − pl−k − p+ 1 + j).
Aus r ≥ s > 0 erhalten wir
m ≥ m0 > m− pν(m)−s(pl−k+s− 1) ≥ m− pν(m)−r(pl−k+r − 1) = m− pν(m)
(
pl−k − p−r) .
Wegen
mψg,r > 1 und mψg,r = m− pν(m)
(
pl−k − p−r)+ 1 > m− pl−κ(g) + 1
gilt folglich
m0 > m− pν(m)(pl−k − p−r) > 0 und
m− pν(m)(pl−k − p−r)− 1 ≥ m− pl−κ(g) ≥ m0 − pl−κ(g).
Damit folgt aus Bemerkung 2.25.1 (ii)
hg[g,h]Gwm ≡Z
m−pν(m)(pl−k−p−r)−1(J (KG))
hgwm und
hg[g,h]GX(s,j) ≡Z
m−pν(m)(pl−k−p−r)−1(J (KG))
hgX(s,j).
(2.12)
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Aus s > 0 und 0 ≤ j ≤ p− 2 erhalten wir außerdem
ν(m0) = ν(m− pν(m)−s(pl−k+s − pl−k − p+ 1 + j)) = ν(m)− s.
Es folgt
(∗) m˜0 = m0
pν(m)−s
=
m− pν(m)−s(pl−k+s − pl−k − p+ 1 + j)
pν(m)−s
≡
p
pl−k − pl−k+s + p− 1− j ≡
p
−1− j.
Außerdem gilt
(∗∗) m0 − pν(m)−s+l−k = m− pν(m)−s(pl−k+s − p+ 1 + j)
m0 − pν(m)−s(pl−k − 1) = m− pν(m)−s(pl−k+s − p+ j).
Wir wenden nun Lemma 2.23 auf m0 fu¨r m und ν(m)− s fu¨r n an. Demnach existieren
µ1, . . . , µm˜0−2pl−k+2 ∈ K mit
Xh(s,j) = βjw
h
(m0,s)
= βj
pl−1∑
i=0
(
i+ pν(m)−s − 1
m0 − 1
)
a(−cp
l−k+1)i
(∗∗)
=
2.23
βjw(m0,s) + c(m˜0 − 1)βjw(m−pν(m)−s(pl−k+s−p+1+j),s)
+ cm˜0βjw(m−pν(m)−s(pl−k+s−p+j),s) +
m˜0−2pl−k+2∑
t=1
µtw(tpν(m)−s,s)
(∗)
= X(s,j) + cB(s,j) + cC(s,j) +
m˜0−2pl−k+2∑
t=1
µtw(tpν(m)−s,s).
(2.13)
Es gilt
(m˜0 − 2pl−k + 2)pν(m)−s
(∗)
= m− pν(m)−s(pl−k+s − pl−k − p+ 1 + j)− 2pl−k+ν(m)−s + 2pν(m)−s
= m− pν(m)−s(pl−k+s + pl−k − p− 1 + j)
= m− pν(m)+l−k − pν(m)−s(pl−k − p− 1 + j).
(2.14)
Wir zeigen nun
gh
m˜0−2pl−k+2∑
t=1
µtw(tpν(m)−s,s) ∈ Zm−pν(m)(pl−k−p−r)−1(J (KG)). (2.15)
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Ist l− k ≥ 2 (dies ist nach unserer Annahme insbesondere der Fall, falls p = 2 gilt) oder
j 6= 0, so gilt pl−k − p− 1 + j ≥ 0 und damit nach (2.14):
(m˜0 − 2pl−k + 2)pν(m)−s ≤ m− pν(m)+l−k ≤ m− pν(m)(pl−k − p−r)− 1.
Gema¨ß Korollar 2.26 folgt dann (2.15).
Ist hingegen j = 0 und l − k = 1, so gilt p > 2. Im Fall m˜0 < 2pl−k − 1 ist (2.15)
dann trivial. Ist m˜0 ≥ 2pl−k − 1, so gilt m˜0 ≡
p
−1 nach (∗) und Bemerkung 2.23.1 liefert
µm˜0−2pl−k+2 = 0K . Da dann nach (2.14) wiederum
(m˜0 − 2pl−k + 1)pν(m)−s ≤ m− pν(m)+l−k ≤ m− pν(m)(pl−k − p−r)− 1
gilt, erhalten wir (2.15) auch hier aus Korollar 2.26.
Insgesamt folgt mit Gleichung (2.13)
ghXh(s,j) ≡Z
m−pν(m)(pl−k−p−r)−1(J (KG))
ghX(s,j) + ghcB(s,j) + ghcC(s,j). (2.16)
(ii): Sei s ∈ r. Es gilt
p−2∑
j=0
m˜A(s,j) +
p−2∑
j=0
B(s,j) +
p−2∑
j=0
C(s,j)
=
p−2∑
j=0
m˜A(s,j) +
p−1∑
j=1
βj−1(−1− j)w(m−pν(m)−s(pl−k+s−p+j),s)
+
p−2∑
j=0
βj(−1− j)w(m−pν(m)−s(pl−k+s−p+j),s)
=
p−2∑
j=0
m˜A(s,j) +
p−2∑
j=1
(βj−1 + βj)(−1− j)w(m−pν(m)−s(pl−k+s−p+j),s)
+ β0(−1)w(m−pν(m)−s(pl−k+s−p),s)
+ βp−2(−p)w(m−pν(m)−s(pl−k+s−p+p−1),s)
(2.8)
=
p−2∑
j=0
m˜A(s,j) +
p−2∑
j=1
m˜(−1)j+1w(m−pν(m)−s(pl−k+s−p+j),s)
+ m˜(−1)w(m−pν(m)−s(pl−k+s−p),s)
=
p−2∑
j=0
m˜A(s,j) −
p−2∑
j=0
m˜A(s,j)
= 0KG.
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Es folgt
ghwhm + gh
p−2∑
j=0
Xh(s,j)
(2.11),(2.16)≡
Z
m−pν(m)(pl−k−p−r)−1(J (KG))
ghwm + gh
p−2∑
j=0
X(s,j)
+ ghcm˜w(m−pν(m)(pl−k−p−r),r) + ghcm˜
r∑
t=1
p−2∑
j=0
A(t,j)
+ ghc
p−2∑
j=0
B(s,j) + ghc
p−2∑
j=0
C(s,j)
= ghwm + gh
p−2∑
j=0
X(s,j)
+ ghcm˜w(m−pν(m)(pl−k−p−r),r) + ghcm˜
r∑
t=1
t 6=s
p−2∑
j=0
A(t,j).
(iii): Summation u¨ber s liefert insgesamt
hg[g,h]Gw
h
m + hg[g,h]Gx
h = ghwhm + gh
r∑
s=1
p−2∑
j=0
Xh(s,j)
≡
Z
m−pν(m)(pl−k−p−r)−1(J (KG))
ghwm + ghx+ ghcm˜w(m−pν(m)(pl−k−p−r),r)
(2.12),2.25.1(ii)≡
Z
m−pν(m)(pl−k−p−r)−1(J (KG))
hgwm + hgx+ hgcm˜w(m−pν(m)(pl−k−p−r),r)
2.26≡
Z
m−pν(m)(pl−k−p−r)(J (KG))
hgwm + hgx.
Aus dem Grundprinzip folgt
gwm + gx ∈ Zm−pν(m)(pl−k−p−r)+1(J (KG)) = Zmψg,r(J (KG)).
Nach Korollar 2.18 existiert nun insbesondere h ∈ G, h extremal, sodass ω(a, h) = c 6≡
p
0
gilt. Da dann hg nach Satz 2.14 extremal ist und daru¨ber hinaus m˜ 6≡
p
0 gilt, folgt nach
Korollar 2.28
hgcm˜w(m−pν(m)(pl−k−p−r),r) /∈ Zm−pν(m)(pl−k−p−r)−1(J (KG))
und aus der Grundidee damit
gwm + gx /∈ Zm−pν(m)(pl−k−p−r)(J (KG)) = Zmψg,r−1(J (KG)).
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Wir greifen noch einmal das Beispiel vor Satz 2.32 auf.
Fortsetzung von Beispiel 2.31
Sei p = 5, G eine 5-Gruppe, γ2(G) zyklisch mit |γ2(G)| = 125 und |γ3(G)| = 25.
Sei g := 1G, m := 30 und r := ν(m) = 1. Es gilt
30ψ1G,1 = max
{
30− 5(5− 5−1) + 1, 30− 125 + 1, 1} = max {30− 24 + 1, 1} = 7.
Sei a ∈ G mit 〈a〉 = γ2(G). Nach Satz 2.32 existiert x ∈ Aug(γ2(G)) mit
(∗)
124∑
i=0
(
i+ 4
29
)
ai + x ∈ Z7(J (KG)) \ Z6(J (KG)).
Da der Beweis von Satz 2.32 konstruktiver Natur ist, ko¨nnen wir ein solches x konkret
angeben. Seien βj, X(1,j), w(u,1) fu¨r alle j ∈ 30 und u ∈ Z wie im Beweis von Satz 2.32.
Dann gilt β0 = β1 = β2 = 1K und β3 = 0K und X(1,j) = βjw(14−j,1) fu¨r alle j ∈ 30 und
x =
3∑
j=0
X(1,j) =
124∑
i=0
(
i
13
)
ai +
124∑
i=0
(
i
12
)
ai +
124∑
i=0
(
i
11
)
ai
erfu¨llt das Geforderte.
Es gilt 13−(1G, ν(13))α+1 = 13−4+1 = 10 und 12−(1G, ν(12))α+1 = 12−4+1 = 9.
Aus Satz 2.25 folgt
124∑
i=0
(
i
12
)
ai,
124∑
i=0
(
i
11
)
ai ∈ Z10(J (KG)).
Aus (∗) folgt, dass B in Beispiel 2.31 modulo Z10(J (KG)) K-linear abha¨ngig ist.
Die rein zahlentheoretische Untersuchung der in Satz 2.32 auftretenden Funktion wurde
in Abschnitt 1.2.2 durchgefu¨hrt. Die Definitionen und Aussagen dieses Abschnitts ordnen
wir nun durch folgende Anwendung in den Kontext von p-Gruppen ein:
2.33 Definition. Sei G eine nicht-abelsche p-Gruppe, l ∈ N mit |γ2(G)| = pl und k ∈ N0
mit |γ3(G)| = pk. Fu¨r alle H ∈ G/γ2(G) setzen wir
(i) ψH := ψ(l,k,µ(H)),
(ii) ZH := Z(l,k,µ(H)),
(iii) DH := D(l,k,µ(H)),
(iv) K˜H := K˜(l,k,µ(H)),
(v) E˜H := E˜(l,k,µ(H)),
(vi) D˜H := D˜(l,k,µ(H)).
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Den letzten Teil von Satz 2.32 ko¨nnen wir nun wie folgt formulieren.
2.33.1 Bemerkung. Sei G eine nicht-abelsche p-Gruppe, γ2(G) zyklisch, a ∈ G mit
〈a〉 = γ2(G), γ3(G) ≤ γ2(G)4 und l ∈ N mit pl = |γ2(G)|. Sei H ∈ G/γ2(G) und g ∈ H
mit κ(g) = µ(H). Fu¨r alle m ∈ pl − 1 existiert dann x ∈ Aug(γ2(G)) mit
g
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
ai + gx ∈ ZmψH (J (KG)) \ ZmψH−1(J (KG)).
2.33.2 Bemerkung. Es gilt |ZH | = |KH(G)| fu¨r alle H ∈ G/γ2(G).
Beweis. Ist µ(H) > k, so folgt die Behauptung direkt aus der Definition von ZH und
Satz 2.12. Gilt andernfalls µ(H) ≤ k, so ist
ZH = pl−k ∪˙
⋃˙
j∈k−µ(H)
{
cpj | c ∈ {pl−k−1 + 1, . . . , pl−k}} .
Wiederum folgt aus Satz 2.12 hieraus die Bemerkung.
2.34 Korollar. Sei G eine p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4, l ∈ N0 mit
|γ2(G)| = pl und a ∈ G mit 〈a〉 = γ2(G). Sei H ∈ G/γ2(G) und g ∈ H mit κ(g) = µ(H).
Dann gilt:
(i) Ist µ(H) 6= 0, so ist{
g
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
ai
∣∣∣m ∈ ZH} K-Basis von Z(J (KG)) ∩ 〈H〉K .
(ii) Ist µ(H) = 0, so ist{
g
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
ai
∣∣∣m ∈ ZH \ {pl}} K-Basis von Z(J (KG)) ∩ 〈H〉K .
Beweis. Ist G abelsch, so gilt l = 0, µ(H) = 0, Z(J (KG)) ∩ 〈H〉K = Aug(H) = {0KG}
und ZH = {1}. Hieraus folgt ZH \
{
pl
}
= ∅ und damit die Behauptung.
Sei nun G nicht abelsch und k ∈ N0 mit pk = |γ3(G)|. Ist m ∈ ZH , so gilt
1
1.31(ii)
= mψ(l,k,µ(H),0)
Def. α
= m− (g, ν(m))α + 1.
Aus Satz 2.25 folgt{
g
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
ai
∣∣∣m ∈ ZH \ {pl}} ⊆ Z(J (KG)) ∩ 〈H〉K .
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Ist µ(H) 6= 0, so gilt pl /∈ ZH und aus Bemerkung 2.33.2 und Satz 1.20 folgt
dimZ(J (KG)) ∩ 〈H〉K = |ZH |.
Ist µ(H) = 0, so gilt pl ∈ ZH und ebenfalls aus Bemerkung 2.33.2 und Satz 1.20 folgt
dimZ(J (KG)) ∩ 〈H〉K = |ZH | − 1.
In beiden Fa¨llen erhalten wir aus Bemerkung 1.23.2 (ii) das Behauptete.
2.35 Satz. Sei G eine nicht-abelsche p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4, l ∈ N
mit |γ2(G)| = pl und k ∈ N0 mit |γ3(G)| = pk. Dann gilt fu¨r alle H ∈ G/γ2(G) und
m ∈ pl:
(i) 1ψ−H = ZH ,
(ii) ( mψH = m− pl−µ(H) + 1 ∧ mψH > 1 ) ⇐⇒ m ∈ DH und
(iii) (mψH = m− pν(m)+l−k + 2 ∧ mψH > 1) ⇐⇒ m /∈ ZH ∪ DH .
Weiter gilt fu¨r alle H ∈ G/γ2(G) mit µ(H) ≤ k:
(iv)
{
spk−µ(H)+1 + 1 | s ∈ pl+µ(H)−k−1 − pl−k−1} = DHψH ⊆ (pl \ (ZH ∪ DH))ψH ,
(v) ∀m ∈ pl \ {1} : |mψ−H | ≤ 2,
(vi) K˜H = (−(ZH \ {1}) + pl + 2) ∪
{
spk−µ(H)+1 + 2 | s ∈ pl+µ(H)−k−1 − pl−k−1 − 1
0
}
,
(vii) E˜H = pl \ (K˜H ∪ D˜H ∪ {1}),
(viii) D˜H = DHψH und
(ix) |E˜H | = pl − 2|D˜H | − |ZH |.
Weiter gilt fu¨r alle H ∈ G/γ2(G) mit µ(H) > k:
(x) ψ|DH ist injektiv,
(xi) E˜H = pl − pl−µ(H) + 1 \ {1} = Bild ψ|DH ,
(xii) D˜H = ∅ und
(xiii) K˜H = pl \ pl − pl−µ(H) + 1.
Beweis. Sa¨mtliche Aussagen folgen direkt aus Lemma 1.33.
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Vor Satz 2.32 haben wir erla¨utert, dass unser bisheriges Vorgehen zur Bestimmung der
aufsteigenden Zentralreihe von J (KG) die Frage nach der K-linearen Unabha¨ngigkeit
gewisser Teilmengen von J (KG) modulo einem Glied der aufsteigenden Zentralreihe
aufwirft. Wir schildern nun, wie aus Bemerkung 2.33.1 und Satz 2.35 eine solche Frage
nach der linearen Unabha¨ngigkeit hervorgeht und auf welche Problematik innerhalb
der Gruppe G wir diese Frage zuru¨ckfu¨hren ko¨nnen. Das resultierende Problem ist die
Motivation des im Anschluss vorgestellten Satzes.
Voru¨berlegung
Sei G eine nicht-abelsche p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4, a ∈ G mit
〈a〉 = γ2(G), l ∈ N mit |γ2(G)| = pl und k ∈ N0 mit |γ3(G)| = pk. Sei H ∈ G/γ2(G) und
g ∈ H mit κ(g) = µ(H). Wir setzen
wm :=
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
ai
fu¨r alle m ∈ N.
Nach Satz 2.35 (v) hat jedes m ∈ pl \ {1} unter ψH ho¨chstens zwei Urbilder. Wir
betrachten nun Elemente aus pl \ {1}, die genau zwei Urbilder haben.
Ist µ(H) > k, so gilt D˜H = ∅ nach 2.35 (xii). Gilt µ(H) = 0, so gilt D˜H = ∅ nach 2.35
(iv) und (viii). Wir nehmen deshalb 0 < µ(H) ≤ k an.
Sei dann m ∈ D˜H . In 2.35 (viii) und (iv) haben wir die Elemente aus pl \ {1} bestimmt,
die unter ψH genau zwei Urbilder haben. Demnach existiert s ∈ pl+µ(H)−k−1 − pl−k−1
mit m = spk−µ(H)+1 + 1. Sei m1 := pl−µ(H) + spk−µ(H)+1, m2 := pl−k + spk−µ(H)+1− 1. Es
gilt ν(m1) ≥ k − µ(H) + 1, m2 ≡
p
−1 und damit ν(m2) = 0. Es folgt
pl−µ(H) > pl−k − 1 = pν(m2) (pl−k − 1) = (g, ν(m2))α und
pν(m1)
(
pl−k − 1) ≥ pk−µ(H)+1 (pl−k − 1) = pl−µ(H) (p− pk−l+1) ≥ pl−µ(H) = (g, ν(m1))α.
Wir erhalten unter Anwendung von Lemma 1.29 (ii)
m1ψH = m = m1−(g, ν(m1))α+1 und m2ψH = m = m2−(g, ν(m2))α+1. (2.17)
Wegen m ∈ D˜H folgt mψ−H = {m1,m2}.
Wir unterscheiden nun zwei Fa¨lle:
(i) Es gelte m1 = p
l. Dann gilt m1ψH = m = p
l − pl−µ(H) + 1 = |γ2(G)| − |γ2(G)||gG| + 1.
Nach Satz 2.27 gilt
g − 1G ∈ Zm(J (KG)) \ Zm−1(J (KG)).
Nach (2.17) und Satz 2.27 gilt
gwm2 ∈ Zm(J (KG)) \ Zm−1(J (KG)).
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(ii) Es gelte m1 6= pl. Nach (2.17) und Satz 2.27 gilt
gwm1 , gwm2 ∈ Zm(J (KG)) \ Zm−1(J (KG)).
Ist dann {
g − 1G, gwm2
}
beziehungsweise
{
gwm1 , gwm2
}
modulo Zm−1(J (KG)) K-linear unabha¨ngig?
Wegen k > 0 gilt l > 1 und aus Bemerkung 2.24.1 (iii) folgt
(∗) m1 − pν(m1)(pl−k − 1) < m1 − (g, ν(m1))α = m1 − pl−µ(H) = spk−µ(H)+1 und
(∗∗) m2 − pl−µ(H) < m2 − (g, ν(m2))α = m2 − (pl−k − 1) = spk−µ(H)+1.
Wir erhalten fu¨r alle h ∈ G:
hg[g,h]Gw
h
m1
(∗),2.25.1(i)≡
Z
spk−µ(H)+1−1(J (KG))
hga−ω(g,h)p
l−µ(H)
wm1
2.22,2.26≡
Z
spk−µ(H)+1−1(J (KG))
hgwm1 + hg(ω(g, h))
pl−1∑
i=0
(
i+ ν(m1)− 1
spk−µ(H)+1 − 1
)
ai
2.25.1(iii)≡
Z
spk−µ(H)+1−1(J (KG))
hgwm1 + hg(ω(g, h))
pl−1∑
i=0
(
i
spk−µ(H)+1 − 1
)
ai
(2.18)
und
hg[g,h]Gw
h
m2
= hg[g,h]G
pl−1∑
i=0
(
i
m2 − 1
)
a(−ω(a,h)p
l−k+1)i
2.23,2.26≡
Z
spk−µ(H)+1−1(J (KG))
hg[g,h]Gwm2 + hg[g,h]G(ω(a, h))m2
pl−1∑
i=0
(
i
spk−µ(H)+1 − 1
)
ai
(∗∗),2.25.1(ii)≡
Z
spk−µ(H)+1−1(J (KG))
hgwm2 + hg[g,h]G(ω(a, h))m2
pl−1∑
i=0
(
i
spk−µ(H)+1 − 1
)
ai
2.25.1(iii)≡
Z
spk−µ(H)+1−1(J (KG))
hgwm2 − hg(ω(a, h))
pl−1∑
i=0
(
i
spk−µ(H)+1 − 1
)
ai.
(2.19)
Da µ(H) ≤ k gilt, ist g nicht extremal. Nach Satz 2.14 ist damit hg extremal fu¨r alle
extremalen h ∈ G. Insbesondere gilt fu¨r alle extremalen h ∈ G:
hg
pl−1∑
i=0
(
i
spk−µ(H)+1 − 1
)
ai /∈ Zspk−µ(H)+1−1(J (KG)).
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Fu¨r alle h ∈ G, h extremal, erhalten wir aus dem Grundprinzip in Abschnitt 1.2.2 und
den Gleichungen (2.18) und (2.19):
Sind λ1, λ2 ∈ K mit λ1(g − 1G) + λ2gw2 ∈ Zm−1(J (KG)) beziehungsweise λ1gw1 +
λ2gw2 ∈ Zm−1(J (KG)), so folgt
λ1ω(g, h)− λ2ω(a, h) = 0K .
Um die Frage nach der linearen Unabha¨ngigkeit zu bejahen, reicht es daher nun die
folgende Aussage zu beweisen, fu¨r welche wir ohne Beschra¨nkung der Allgemeinheit
Z/pZ ⊆ K annehmen.
2.36 Satz. Sei G eine p-Gruppe, γ2(G) zyklisch, γ3(G) ≤ γ2(G)4 und k ∈ N0 mit
|γ3(G)| = pk. Sei E die Menge der extremalen Elemente von G. Fu¨r alle H ∈ G/γ2(G)
mit 0 < µ(H) ≤ k, g ∈ H mit κ(g) = µ(H) und a ∈ G mit 〈a〉 = γ2(G) ist dann{
ω(a,g)|E, ω(a,a)|E
}
K-linear unabha¨ngig.
Beweis. Sei H ∈ G/γ2(G) mit 0 < µ(H) ≤ k und g ∈ H mit κ(g) = µ(H). Insbesondere
gilt dann cl(G) > 2 und g /∈ Z(G). Seien x, y, s wie in Satz 2.21 und a := [x,y]G. Dann
gilt a /∈ Z(G). Um den Satz zu beweisen, zeigen wir scha¨rfer:
Kern ω(a,g)|E 6= Kern ω(a,a)|E.
Dafu¨r beweisen wir:
(∗) Es existiert g˜ ∈ E ∩ CG(a) mit
〈
[g,g˜]G
〉
= [{g} ,G]G.
Nach Bemerkung 2.13.1 (iii) gilt dann g˜ /∈ Kern ω(a,g)|E, aber g˜ ∈ Kern ω(a,a)|E. Wegen
CG(a) = CG(γ2(G)) = CG(b) fu¨r alle b ∈ γ2(G) mit 〈b〉 = γ2(G) reicht es daher auch den
speziell gewa¨hlten Erzeuger a zu betrachten.
Fu¨r alle u ∈ G sei
ou := o(uZ(G)γ2(G)).
Sei R1 ein in Z(G) enthalte-
nes Repra¨sentantensystem von
Z(G)γ2(G)/γ2(G). Weiter existiert ein
in
{
xn1yn2 | n1 ∈ ox − 10, n2 ∈ oy − 10
}
enthaltenes Repra¨sentantensystem R2
von Z(G) 〈x, y〉 /Z(G)γ2(G). Dann ist
R1R2 ein Repra¨sentantensystem von
Z(G) 〈x, y〉 /γ2(G). Nach (ii) in Satz
2.21 existiert nun ein in CG(x, y) ent-
haltenes Repra¨sentantensystem R3 von
G/Z(G) 〈x, y〉. Sei R := R1R2R3. Dann ist
R ein Repra¨sentantensystem von G/γ2(G). {1G}
vergleiche Bemerkung 2.21.2
〈x, y〉
γ2(G)
Z(G)
CG(x, y)
G
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Sei r ∈ R∩H. Fu¨r alle i ∈ 3 existiert ri ∈ Ri mit r = r1r2r3. Seien weiter m1 ∈ ox − 10
und m2 ∈ oy − 10 mit r2 = xm1ym2 .
Unser na¨chstes Ziel ist es, Elemente h ∈ G mit [{r} ,G]G = 〈[r,h]G〉 zu bestimmen. Sei
dazu h ∈ G. Nach (ii) und (iii) in Satz 2.21 existieren t, v ∈ N0, w ∈ CG(x, y) mit
h = xvytw. Nach Satz 2.21 (i) und Bemerkung 2.21.1 gilt y, r3 ∈ CG(γ2(G)). Hieraus
folgt
[xm1 ,yt]G[y
m2 ,xv]G[r3,w]G
2.2
= [xm1 ,h]G[y
m2 ,h]G[r3,h]G
2.2
= [xm1ym2r3,h]G
r1∈Z(G)
= [r1r2r3,h]G
= [r,h]G ∈ [{r} ,G]G.
(2.20)
Da [{r} ,G]G eine zyklische p-Gruppe ist, folgt
[{r} ,G]G = [{xm1}, 〈y〉]G 2.2= 〈[xm1 ,y]G〉 oder [{r} ,G]G = [{ym2}, 〈x〉]G 2.2= 〈[ym2 ,x]G〉 oder
[{r} ,G]G = [{r3},CG(x, y)]G = 〈[r3,w˜]G〉 fu¨r ein geeignetes w˜ ∈ CG(x, y).
Wir unterscheiden nun die drei Mo¨glichkeiten:
(i) Es gelte [{r} ,G]G = 〈[xm1 ,y]G〉 (2.20)= 〈[r,y]G〉. Wir setzen g˜ := y. Dann ist g˜ extre-
mal nach Satz 2.21. Wegen µ(H) > 0 gilt r /∈ Z(G) und folglich ωa(r, g˜) 6≡
p
0 nach
Bemerkung 2.13.1 (iii). Außerdem gilt g˜ ∈ CG(a) nach Bemerkung 2.21.1.
(ii) Es existiere w˜ ∈ CG(x, y) mit [{r} ,G]G = 〈[r3,w˜]G〉 (2.20)= 〈[r,w˜]G〉. Gilt daru¨ber
hinaus [{r} ,G]G = 〈[xm1 ,y]G〉, so wa¨hlen wir wie in (i) g˜ := y. Wir nehmen daher
(∗∗) 〈[xm1 ,y]G〉 < [{r} ,G]G
an. Ist w˜ extremal, so setzen wir g˜ := w˜. Dann gilt g˜ ∈ CG(a) nach Wahl von a.
Andernfalls ist w˜ nicht extremal. Wir betrachten dann das nach Satz 2.14 extremale
Element g˜ := yw˜ ∈ CG(a). Es folgt
〈[r,yw˜]G〉 (2.20)= 〈[xm1 ,y]G[r3,w˜]G〉 (∗∗)= 〈[r3,w˜]G〉 = [{r} ,G]G.
Wie in (i) folgt außerdem ωa(r, g˜) 6≡
p
0.
(iii) Es gelte [{r} ,G]G = 〈[ym2 ,x]G〉 (2.20)= 〈[r,x]G〉. Dann gilt m2 6= 0 gema¨ß unserer
Voraussetzung u¨ber H. Nach 2.21 ist y extremal, das heißt es gilt κ(y) = l. Wir
erhalten ∣∣rG∣∣ 2.9= ∣∣[{r} ,G]G∣∣ = ∣∣〈[ym2 ,x]G〉∣∣ 2.21(ii)= ∣∣[{ym2} ,G]G∣∣ 2.9= ∣∣(ym2)G∣∣
2.10.1
= pl−ν(m2)
m2<oy
>
2.10(i)
∣∣(yoy)G∣∣ 2.21.3,2.21.1= ∣∣γ3(G)∣∣.
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Da wir aber µ(H) ≤ k voraussetzen, erhalten wir auch
pµ(H) ≤ ∣∣rG∣∣ 2.12≤ pk = ∣∣γ3(G)∣∣
und damit einen Widerspruch.
Insgesamt folgt also: Es existiert g˜ ∈ E ∩ CG(a) mit
〈
[r,g˜]G
〉
= [{r} ,G]G. Damit ist die
Behauptung fu¨r das speziell gewa¨hlte Repra¨sentantensystem R bewiesen. Satz 2.36 folgt
nun aus folgender Bemerkung.
2.36.1 Bemerkung. Sei R ein Repra¨sentantensystem von G/γ2(G), g˜ ∈ CG(γ2(G))
und r ∈ R. Gilt dann 〈[r,g˜]G〉 = [{r} ,G]G, so gilt 〈[g,g˜]G〉 = [{g} ,G]G = 〈[r,g˜]G〉 fu¨r alle
g ∈ rγ2(G) mit κ(g) ≤ κ(r).
Beweis. Es gelte 〈[r,g˜]G〉 = [{r} ,G]G. Sei g ∈ rγ2(G). Dann existiert b ∈ γ2(G) mit
g = rb. Es folgt
[g,g˜]G = [rb,g˜]G
2.2
= [r,g˜]bG[b,g˜]G
g˜∈CG(γ2(G))
= [r,g˜]G.
Die Behauptung folgt aus Satz 2.9.
Wir ko¨nnen nun den Hauptsatz dieses Kapitels formulieren und beweisen.
2.37 Hauptsatz.
Sei G eine nicht-abelsche p-Gruppe, γ2(G) zyklisch und γ3(G) ≤ γ2(G)4. Fu¨r alle m ∈ N
sei
dm := dim(Zm(J (KG))/Zm−1(J (KG))).
Ist m ∈ N>1, so gilt
dm =
∣∣∣{H ∣∣H ∈ G/γ2(G), m ∈ E˜H}∣∣∣+ 2 ∣∣∣{H ∣∣H ∈ G/γ2(G), m ∈ D˜H}∣∣∣.
Sei l ∈ N mit pl = |γ2(G)| und k ∈ N0 mit pk = |γ3(G)|. Genauer gilt:
(i) Ist m ∈ pl \ pl − pl−k + 1, so gilt
dm =
∣∣{H | H ∈ G/γ2(G), µ(H) > k, m ≤ pl − pl−µ(H) + 1}∣∣.
(ii) Ist m ∈ pl − pl−k + 1 \ {1} und 1 6≡
p
m 6≡
p
2, so gilt
dm = |G/γ2(G)|.
(iii) Ist m ∈ pl − pl−k + 1 \ {1} und m ≡
p
2, so gilt
dm =
∣∣{H | H ∈ G/γ2(G), µ(H) > k}∣∣+ ∣∣∣{H | H ∈ G/γ2(G), µ(H) ≤ k, m /∈ K˜H}∣∣∣.
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(iv) Ist m ∈ pl − pl−k + 1 \ {1} und m ≡
p
1, so gilt
dm =
∣∣{H ∣∣H ∈ G/γ2(G), µ(H) > k}∣∣
+ 2
∣∣∣{H ∣∣H ∈ G/γ2(G), µ(H) ≤ k, m ∈ D˜H}∣∣∣
+
∣∣∣{H ∣∣H ∈ G/γ2(G), µ(H) ≤ k, m /∈ D˜H}∣∣∣.
Beweis. Sei a ∈ G mit 〈a〉 = γ2(G). Fu¨r alle m ∈ N sei
wm :=
pl−1∑
i=0
(
i+ pν(m) − 1
m− 1
)
ai.
Aus den bisherigen U¨berlegungen dieses Kapitels erhalten wir die folgende Aussagen (I),
(II) und (III):
Sei H ∈ G/γ2(G) und g ∈ H mit κ(g) = µ(H). Dann gilt:
(I) Sei µ(H) > k und m ∈ E˜H . Dann ist mˆ := m + pl−µ(H) − 1 das Urbild von m
unter ψH nach Satz 2.35 (ii) und (xi). Ist mˆ < p
l, so gilt gwmˆ ∈ Aug(gγ2(G)) nach
Bemerkung 1.22.5 und
gwmˆ ∈ Zm(J (KG)) \ Zm−1(J (KG))
nach Satz 2.28.
Ist mˆ = pl, so gilt wmˆ = 1G nach Lemma 1.28 (ii) und m = p
l − pl−µ(H) + 1.
Es folgt gwmˆ − 1G = g − 1G ∈ Aug(gγ2(G) ∪ Z(G)) und Satz 2.27 (iii) liefert
g − 1G ∈ Zm(J (KG)) \ Zm−1(J (KG)).
(II) Sei µ(H) ≤ k und m ∈ E˜H . Nach Definition von DH gilt pl ∈ DH . Also gilt
pl ∈ D˜Hψ−H nach 2.35 (viii) und damit pl /∈ E˜Hψ−H . Sei daher mˆ ∈ pl − 1 das Urbild
von m unter ψH . Nach Definition von E˜H und Bemerkung 2.33.1 existiert (das im
Beweis von Satz 2.32 konstruktiv konstruierte Element) x ∈ Aug(γ2(G)) mit
gwmˆ + gx ∈ Zm(J (KG)) \ Zm−1(J (KG)).
Außerdem gilt gwmˆ + gx ∈ Aug(gγ2(G)).
(III) Sei µ(H) ≤ k. Ist µ(H) = 0, so gilt DHψH = ∅ nach Satz 2.35 (iv) und damit
D˜H = ∅. Sei daher µ(H) > 0 und m ∈ D˜H . Seien m1 und m2 die Urbilder von m
unter ψH . Ist m1 6= pl 6= m2, so gilt gwm1 , gwm2 ∈ Aug(gγ2(G)) nach Bemerkung
1.22.5. Außerdem gilt nach der Voru¨berlegung zu Satz 2.36 und Satz 2.36:
gwm1 , gwm2 ∈ Zm(J (KG)) \ Zm−1(J (KG))
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und {gwm1 , gwm2} ist modulo Zm−1(J (KG)) K-linear unabha¨ngig.
Ist andernfalls ohne Beschra¨nkung der Allgemeinheit m1 = p
l und m2 < p
l, so gilt
g − 1G ∈ Aug(gγ2(G) ∪ Z(G)), gwm2 ∈ Aug(gγ2(G)) und wir erhalten ebenfalls
aus der Voru¨berlegung zu Satz 2.36 und Satz 2.36:
g − 1G, gwm2 ∈ Zm(J (KG)) \ Zm−1(J (KG))
und {g − 1G, gwm2} ist modulo Zm−1(J (KG)) K-linear unabha¨ngig.
Diese drei Aussagen liefern zusammen mit Bemerkung 1.14.1 folgende Abscha¨tzung fu¨r
alle m ∈ N>1:
dm ≥
∣∣∣{H | H ∈ G/γ2(G), m ∈ E˜H} ∣∣∣+2 ∣∣∣{H | H ∈ G/γ2(G), µ(H) ≤ k, m ∈ D˜H}∣∣∣
2.35(xii)
=
∣∣∣{H | H ∈ G/γ2(G), m ∈ E˜H} ∣∣∣+2 ∣∣∣{H | H ∈ G/γ2(G), m ∈ D˜H}∣∣∣.
(2.21)
Es folgt
dimJ (KG) 2.29(i)= dimZ(J (KG)) +
pl∑
m=2
dm
(2.21)
≥ dimZ(J (KG)) +
pl∑
m=2
∣∣∣{H ∣∣H ∈ G/γ2(G), µ(H) > k, m ∈ E˜H}∣∣∣
+
pl∑
m=2
∣∣∣{H ∣∣H ∈ G/γ2(G), µ(H) ≤ k, m ∈ E˜H}∣∣∣
+
pl∑
m=2
2
∣∣∣{H ∣∣H ∈ G/γ2(G), µ(H) ≤ k, m ∈ D˜H}∣∣∣
1.20(iii),2.33.2
=
( ∑
H∈G/γ2(G)
|ZH |
)
− 1 +
∑
H∈G/γ2(G)
µ(H)>k
|E˜H |+
∑
H∈G/γ2(G)
µ(H)≤k
|E˜H |+
∑
H∈G/γ2(G)
µ(H)≤k
2|D˜H |
2.35(x),(xi)
=
( ∑
H∈G/γ2(G)
µ(H)>k
|ZH |+ |DH |
)
− 1 +
∑
H∈G/γ2(G)
µ(H)≤k
(
|ZH |+ 2|D˜H |+ |E˜H |
)
2.35(ix)
=
( ∑
H∈G/γ2(G)
µ(H)>k
pl
)
− 1 +
∑
H∈G/γ2(G)
µ(H)≤k
pl
= |G| − 1
= dimJ (KG).
Also gilt in obiger Ungleichung (2.21) die zu beweisende Gleichheit.
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Mit Hilfe des Bewiesenen erla¨utern wir nun die Spezialisierungen. Fu¨r alle H ∈ G/γ2(G)
gilt:
(i): Ist µ(H) ≤ k, so gilt pl−k ⊆ ZH und damit E˜H ⊆ pl − pl−k + 1 nach Satz 2.35 (vi)
und (vii). Außerdem gilt D˜H ⊆ pl − pl−k + 1 nach 2.35 (viii) und (iv). Ist µ(H) > k, so
gilt E˜H = pl − pl−µ(H) + 1 \ {1} nach 2.35 (xi).
(ii): Ist µ(H) > k, so gilt pl − pl−k + 1 \{1} ⊆ pl − pl−µ(H) + 1 \{1} = E˜H . Ist µ(H) ≤ k
und m ∈ pl − pl−k + 1 \ {1}, 2 6≡
p
m 6≡
p
1, so gilt m /∈ D˜H nach Satz 2.35 (iv), (viii) und
m /∈ K˜H nach Definition von ZH und 2.35 (vi). Nach 2.35 (vii) folgt dann m ∈ E˜H .
(iii): Ist µ(H) > k, so gilt pl − pl−k + 1\{1} ⊆ pl − pl−µ(H) + 1\{1} = E˜H . Ist µ(H) ≤ k
und m ∈ pl − pl−k + 1 \ {1} mit m ≡
p
2, so gilt m /∈ D˜H nach Satz 2.35 (iv) und (viii).
Dann gilt nach 2.35 (vii) m /∈ K˜H genau dann, wenn m ∈ E˜H gilt.
(iv): Ist µ(H) > k, so gilt pl − pl−k + 1 \{1} ⊆ pl − pl−µ(H) + 1 \{1} = E˜H . Ist µ(H) ≤ k
und m ∈ pl − pl−k + 1 \ {1} mit m ≡
p
1, so gilt m /∈ K˜H nach Definition von ZH und
Satz 2.35 (vi). Dann gilt nach 2.35 (vii) m /∈ D˜H genau dann, wenn m ∈ E˜H gilt.
Aus
dm =
∣∣∣{H ∣∣H ∈ G/γ2(G), m ∈ E˜H} ∣∣∣+2 ∣∣∣{H ∣∣H ∈ G/γ2(G), µ(H) ≤ k, m ∈ D˜H}∣∣∣
folgt dann in jedem der vier Fa¨lle die Behauptung.
2.37.1 Bemerkung. Sei m ∈ pl \ {1}. Die Aussagen (I) - (III) im Beweis des Haupt-
satzes 2.37 liefern ein Verfahren zur Bestimmung einer Basis von Zm(J (KG)) modulo
Zm−1(J (KG)). Ist H ∈ G/γ2(G) und m ∈ E˜H , so sei bH das in der Aussage (I) bezie-
hungsweise (II) angegebene Element aus Aug(H∪Z(G)). Ist H ∈ G/γ2(G) und m ∈ D˜H ,
so seien bH,1 und bH,2 die in Aussage (III) angegebenen Elemente aus Aug(H ∪ Z(G)).
Sei
Bm :=
{
bH
∣∣H ∈ G/γ2(G), m ∈ E˜H} ∪ {bH,i ∣∣H ∈ G/γ2(G), i ∈ {1, 2} , m ∈ D˜H} .
Wir haben bewiesen, dass dm = |Bm| gilt, indem wir ausgenutzt haben, dass
Bm ⊆ Zm(J (KG)) modulo Zm−1(J (KG)) K-linear unabha¨ngig ist. Damit haben wir
also gezeigt:
Bm ist modulo Zm−1(J (KG)) eine K-Basis von Zm(J (KG)).
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2.38 Beispiele. Seien G eine p-Gruppe, γ2(G) zyklisch, l, k ∈ N0 mit |γ2(G)| = pl,
|γ3(G)| = pk. Fu¨r alle m ∈ N sei
dm := dim(Zm(J (KG))/Zm−1(J (KG))).
1. Sei cl(G) = 2. Dann gilt k = 0 und γ3(G) ≤ γ2(G)4. Wir erhalten fu¨r alle
H ∈ G/γ2(G) mit µ(H) = 0 (das heißt in diesem Fall H ⊆ Z(G)) nach Defi-
nition von ZH , DH und Satz 2.35:
ZH = pl , DH = ∅ und K˜H = pl \ {1} , also
D˜H = ∅ und E˜H = ∅.
Außerdem gilt D˜H = ∅ fu¨r alle H ∈ G/γ2(G) mit µ(H) > 0 nach 2.35 (xii). Wir
erhalten damit fu¨r alle m ∈ N>1 aus Hauptsatz 2.37:
dm =
∣∣∣{H ∣∣H ∈ G/γ2(G), µ(H) > 0, m ∈ E˜H} ∣∣∣
2.35(xi)
=
∣∣{H | H ∈ G/γ2(G), µ(H) > 0, m ≤ pl − pl−µ(H) + 1}∣∣
2. Sei |γ2(G)| = p. Dann gilt cl(G) = 2, l = 1 und k = 0. Wie im ersten Beispiel gilt
dann fu¨r alle m ∈ N>1:
dm =
∣∣{H | H ∈ G/γ2(G), µ(H) > 0, m ≤ pl − pl−µ(H) + 1}∣∣
=
∣∣{H | H ∈ G/γ2(G), µ(H) = 1, m ≤ pl}∣∣
=
∣∣{H | H ∈ K(G), |H| 6= 1}∣∣
Dieser Spezialfall ist bereits aus der Diplomarbeit [23] bekannt und dort auf ande-
rem Weg bewiesen worden.
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3. Sei p > 2, n ∈ N>1, N := Cpn . Dann gilt Aut(N) ∼= E(Z/pnZ; ·) und E(Z/pnZ; ·)
ist zyklisch mit |E(Z/pnZ)| = (p− 1)pn−1. (Satz von Gauß u¨ber die Existenz von
Primitivwurzeln, siehe zum Beispiel [4, Kapitel 2, § 5.].) Sei P nun die (zyklische)
p-Sylowgruppe von Aut(N). Dann operiert P auf N vermo¨ge β : P −→ SN , q 7→ q.
Sei G := N o˙ P . Insbesondere gilt |G| = p2n−1.
Seien x, y ∈ G mit 〈y〉 = N , 〈x〉 = P und
yx = yp+1. Es gilt G = 〈x, y〉 und
[
{
yp
m}
,G]G
2.2,2.6
=
〈
[yp
m
,x]G
〉
=
〈
yp
m+1
〉
fu¨r alle m ∈ N0. Insbesondere gilt γ2(G) 2.6=
〈[y,x]G〉 = 〈yp〉, |γ2(G)| = pn−1. Scha¨rfer erhal-
ten wir γc(G) =
〈
yp
c−1
〉
fu¨r alle c ∈ N>1. Hieraus
folgt l = n− 1 und k = n− 2. Insbesondere gilt
cl(G) = n.
〈x〉
pn
Z(G)
〈y〉
γ2(G)
p
γ3(G)
p
G
pn−1
{1G}
Es ist
R =
{
ym1xm2 | m1 ∈ p− 10,m2 ∈ pn−1 − 10
}
ein Repra¨sentantensystem von G/γ2(G). Die bisherigen U¨berlegungen zeigen, dass
x und y die Bedingungen von erfu¨llen und R daru¨ber hinaus ein solches wie im
Beweis von Satz 2.36 konstruiertes Repra¨sentantensystem ist.
Nach Satz 2.21 sind insbesondere x und y extremale Elemente von G.
Sei m1 ∈ p− 10 und m2 ∈ pn−1 − 10. Es gilt
(∗) 〈[ym1xm2 ,x]G〉 = 〈[ym1 ,x]G〉 2.2= [{ym1} ,G]G und
〈[ym1xm2 ,y]G〉 = 〈[xm2 ,y]G〉 2.2= [{xm2} ,G]G.
Es folgt
ym1xm2 extremal
(∗), 2.9⇐⇒
2.14
ym1 extremal ∨ xm2 extremal
2.10.1⇐⇒ m1 6= 0 ∨ p - m2
(2.22)
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und damit∣∣{H | H ∈ G/γ2(G), µ(H) > k}∣∣
k=l−1
=
∣∣{H | H ∈ G/γ2(G), µ(H) = l}∣∣
=
∣∣{H | H ∈ K(G), H extremal }∣∣
(2.22)
=
∣∣{(n1, n2) | n1 ∈ p− 10, n2 ∈ pn−1 − 10, n1 6= 0 ∨ p - n2}∣∣
= (p− 1)pn−1 + 3ϕ(pn−1 − 1)
= (p− 1)(pn−1 + pn−2)
= pn − pn−2.
(2.23)
Fu¨r alle H ∈ G/γ2(G) mit µ(H) ≤ k gilt
D˜H 2.35(viii), (iv)=
{
spn−1−µ(H) + 1 | s ∈ pµ(H) − 1} ,
ZH Def.=
{
cpj | j ∈ n− 2− µ(H)
0
, s ∈ p
}
und
K˜H 2.35(vi)= (−(ZH \ {1}) + pl + 2) ∪
{
spn−µ(H)−1 + 2 | s ∈ pµ(H) − 2
0
}
.
Sei m ∈ pn−1 \ {1}. Es gilt l − k = 1. Dann folgt aus den Spezialisierungen von
Hauptsatz 2.37:
(i ) Ist m ∈ pn−1 \ pn−1 − p+ 1, so gilt
dm =
∣∣{H | H ∈ G/γ2(G), µ(H) > k, m ≤ pl − pl−µ(H) + 1}∣∣
=
∣∣{H | H ∈ G/γ2(G), µ(H) = l, m ≤ pn−1}∣∣
(2.23)
= pn − pn−2.
(ii ) Ist m ∈ pn−1 − p+ 1 und 1 6≡
p
m 6≡
p
2, so gilt
dm = |G/γ2(G)| = pn.
(iii ) Ist m ∈ pn−1 − p+ 1 und m ≡
p
2, so gilt
dm
(2.23)
= pn − pn−2 + ∣∣{H | H ∈ G/γ2(G), µ(H) ≤ k, m /∈ K˜H}∣∣.
(iv ) Ist m ∈ pn−1 − p+ 1 und m ≡
p
1, so gilt
dm
(2.23)
= pn − pn−2
+ 2
∣∣∣{H ∣∣H ∈ G/γ2(G), µ(H) ≤ k, m ∈ D˜H}∣∣∣
+
∣∣∣{H ∣∣H ∈ G/γ2(G), µ(H) ≤ k, m /∈ D˜H}∣∣∣.
3ϕ sei hier die Eulersche ϕ-Funktion
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Zum Schluss dieses Kapitels geben wir noch ein konkretes Zahlenbeispiel fu¨r das
dritte Beispiel an: Sei p = 5 n := 4, N = C625, P die 5-Sylowgruppe von
Aut(N) ∼= C500 und G := N o˙ P . Seien x, y ∈ G mit 〈y〉 = N und 〈x〉 = P .
Es gilt 〈y5〉 = γ2(G), |γ2(G)| = 125 und
R := {ym1xm2 | m1 ∈ 40,m2 ∈ 1240}
ist ein Repra¨sentantensystem von G/γ2(G).
Nach Gleichung (2.23) gilt∣∣{H | H ∈ G/γ2(G), µ(H) = 3}∣∣ = ∣∣{H | H ∈ K(G), H extremal }∣∣ = 600.
Sei m1 ∈ 40 und m2 ∈ 1240. Nach Gleichung (2.22) gilt
ym1xm2 nicht extremal ⇐⇒ m1 = 0 ∧ p | m2.
Außerdem gilt
[{xu} ,G]G ⊆ [{xuyv} ,G]G
fu¨r alle u, v ∈ N0.
Zusammen mit Satz 2.9 folgt κ(g) = µ(H) fu¨r alle H ∈ G/γ2(G) und g ∈ R ∩H.
Wir erhalten fu¨r alle s ∈ {0, 1, 2}∣∣{H | H ∈ G/γ2(G), µ(H) = s}∣∣ = ∣∣∣{(xm˜2)G ∣∣∣ m˜2 ∈ 1240, ∣∣(xm˜2)G∣∣ = ps}∣∣∣
2.10.1
=
∣∣{m˜2 | m˜2 ∈ 125, s = 3− ν(m˜2)}∣∣
=
∣∣{m˜2 | m˜2 ∈ 53, ν(m˜2) = 3− s}∣∣
= ϕ
(
53−(3−s)
)
= ϕ(5s).
Es folgt ∣∣{H | H ∈ G/γ2(G), µ(H) = 2}∣∣ = 20,∣∣{H | H ∈ G/γ2(G), µ(H) = 1}∣∣ = 4,∣∣{H | H ∈ G/γ2(G), µ(H) = 0}∣∣ = 1.
Mit Hilfe von Satz 2.12 und Satz 1.20 (iii) ko¨nnen wir dimZ(J (KG)) ermitteln:
Nach Satz 2.12 gilt
|KH(G)| =

5 falls µ(H) = 2,
9 falls µ(H) = 1,
13 falls µ(H) = 0.
(2.24)
Aus Satz 1.20 (iii) folgt
dimZ(J (KG)) = −1 + 600 + 5 · 20 + 9 · 4 + 13 · 1 = 748.
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Es ergeben sich aus Beispiel 3 damit die in folgender Tabelle aufgelisteten K-
Dimensionen fu¨r die Faktorra¨ume der aufsteigenden Zentralreihe von J (KG).
In jeder
”
ungeraden“ Spalte repra¨sentiere die Ziffer i den Faktorraum
Zi(J (KG))/Zi−1(J (KG)). Die Spalte rechts daneben gebe dann jeweils die K-
Dimension dieses Raums an.
Dimensionen der Faktorra¨ume in der aufsteigenden Zentralreihe von J (KG):
1 748 26 649 51 649 76 649 101 649
2 600 27 600 52 600 77 600 102 600
3 625 28 625 53 625 78 625 103 625
4 625 29 625 54 625 79 625 104 625
5 625 30 625 55 625 80 625 105 625
6 645 31 645 56 645 81 645 106 645
7 605 32 605 57 605 82 605 107 600
8 625 33 625 58 625 83 625 108 625
9 625 34 625 59 625 84 625 109 625
10 625 35 625 60 625 85 625 110 625
11 645 36 645 61 645 86 645 111 645
12 605 37 605 62 605 87 605 112 600
13 625 38 625 63 625 88 625 113 625
14 625 39 625 64 625 89 625 114 625
15 625 40 625 65 625 90 625 115 625
16 645 41 645 66 645 91 645 116 645
17 605 42 605 67 605 92 605 117 600
18 625 43 625 68 625 93 625 118 625
19 625 44 625 69 625 94 625 119 625
20 625 45 625 70 625 95 625 120 625
21 645 46 645 71 645 96 645 121 645
22 605 47 605 72 605 97 605 122 600
23 625 48 625 73 625 98 625 123 600
24 625 49 625 74 625 99 625 124 600
25 625 50 625 75 625 100 625 125 600
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In diesem Kapitel sei K stets ein Ko¨rper mit char K = p.
Wir untersuchen im Hinblick auf die aufsteigende Zentralreihe von J (KG) die Klasse
von p-Gruppen G mit γ2(G) ∼= Cp×Cp. Dabei ko¨nnen die Nilpotenzklassen 2 und 3 der
Gruppe G auftreten. Gema¨ß dieser Unterscheidung ist dieses Kapitel in zwei Abschnitte
unterteilt.
3.1 Nilpotenzklasse 2
Nach einer kurzen Einfu¨hrung u¨ber p-Gruppen G mit Nilpotenzklasse 2 und p-elementar-
abelscher Kommutatoruntergruppe beliebiger Ma¨chtigkeit legen wir unser Hauptaugen-
merk auf den Fall γ2(G) ∼= Cp × Cp. Mit in Kapitel 2 bewa¨hrten Methoden werden wir
die aufsteigende Zentralreihe von J (KG) in 3.11 bestimmen.
3.1 Lemma.
Sei G eine Gruppe. Fu¨r alle h ∈ Z2(G) gilt
[{h} ,G]G = {[h,g]G | g ∈ G} E G.
Sei N ≤ Z(G). Fu¨r alle H ∈ Z2(G)/N und h ∈ H gilt dann
[H,G]G = {[h,g]G | g ∈ G} E G.
Z2(G)
G
Z(G)
N
{1G}
Insbesondere folgt: Ist H ∈ Z2(G)/N , so gilt hG = h[H,G]G fu¨r alle h ∈ H.
Ist G endlich, so gilt |h˜G| = |hG| fu¨r alle H ∈ Z2(G)/N und h, h˜ ∈ H.
Beweis. Sei h ∈ Z2(G). Fu¨r alle g1, g2 ∈ G gilt [h,g1]G, [h,g2]G ∈ Z(G) und damit
[h,g1]G[h,g2]G
2.2
= [h,g1g2]G.
Also ist [h,·]G : G→ γ2(G) ein Homomorphismus mit Bild[h,·]G = {[h,g]G | g ∈ G}. Aus
[{h} ,G]G ⊆ Z(G) folgt die Normalteilereigenschaft.
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Sei N ≤ Z(G), H ∈ Z2(G)/N und h ∈ H. Wegen N ≤ Kern[h,·]G induziert [h,·]G einen
Homomorphismus [H,·]G : G→ γ2(G) mit {[h,g]G | g ∈ G} =Bild[H,·]G ⊆ Z(G).
Die zusa¨tzlichen Aussagen folgen nun aus hG = h {[h,g]G | g ∈ G}.
Das folgende Lemma stammt aus [15, Kapitel 2, Satz 2].
3.2 Lemma.
Sei G eine nicht-abelsche p-Gruppe. Dann sind folgende Aussagen a¨quivalent:
(i) Es gilt |γ2(G)| = p.
(ii) Jede nichtzentrale Konjugiertenklasse hat die La¨nge p.

Die folgende Bemerkung ist eine unmittelbare Konsequenz.
3.2.1 Bemerkung. Ist G eine p-Gruppe mit |γ2(G)| = p2, so entha¨lt G extremale
Elemente. 
3.3 Lemma. Sei G eine p-elementar-abelsche Gruppe, G 6= {1G}, l ∈ N mit |G| = pl und
{a0, . . . , al−1} eine Z/pZ-Basis von G. Seien m0, . . . ,ml−1, c0, . . . , cl−1 ∈ p− 10. Fu¨r alle
k0, . . . , kl−1 ∈ Z setzen wir
w(k0,...,kl−1) :=
∑
0≤j0,...,jl−1<p
(
l−1∏
i=0
(
ji
ki
)
ajii
)
.
Dann existiert
x ∈ R :=
〈
w(k0,...,kl−1)
∣∣∣ ∀i ∈ l − 10 : ki ∈ mi0, l−1∑
i=0
ki ≤ −2 +
l−1∑
i=0
mi
〉
K
mit ∑
0≤j0,...,jl−1<p
(
l−1∏
i=0
(
ji
mi
)
aji−cii
)
= w(m0,...,ml−1) +
l−1∑
i=0
ciw(m0,...,mi−1,...,ml−1) + x.
Beweis. Es gilt unter Ausnutzung der Distributivgesetze in KG
∑
0≤j0,...,jl−1<p
(
l−1∏
i=0
(
ji
mi
)
aji−cii
)
=
l−1∏
i=0
(
p−1∑
ji=0
(
ji
mi
)
aji−cii
)
1.25
=
l−1∏
i=0
(
p−1∑
ji=0
(
ji + ci
mi
)
ajii
)
.
Fu¨r alle i ∈ l − 10 und ji ∈ p− 10 gilt(
ji + ci
mi
)
1.21
=
mi∑
ki=0
(
ci
ki
)(
ji
mi − ki
)
=
(
ji
mi
)
+ ci
(
ji
mi − 1
)
+
mi∑
ki=2
(
ci
ki
)(
ji
mi − ki
)
.
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Es folgt
l−1∏
i=0
(
p−1∑
ji=0
(
ji + ci
mi
)
ajii
)
=
l−1∏
i=0
(
p−1∑
ji=0
(
ji
mi
)
ajii + ci
p−1∑
ji=0
(
ji
mi − 1
)
ajii +
mi∑
ki=2
((
ci
ki
) p−1∑
ji=0
(
ji
mi − ki
)
ajii
))
.
Durch Ausmultiplizieren erhalten wir nun: Es existiert x ∈ R mit
l−1∏
i=0
(
p−1∑
ji=0
(
ji + ci
mi
)
ajii
)
=
∑
0≤j0,...,jl−1<p
(
l−1∏
i=0
(
ji
mi
)
ajii
)
+
l−1∑
i=0
ci
∑
0≤j0,...,jl−1<p
((
ji
mi − 1
)
ajii
∏
d∈l−1
0
,
i 6=d
(
jd
md
)
ajdd
)
+ x
= w(m0,...,ml−1) +
l−1∑
i=0
ciw(m0,...,mi−1,...,ml−1) + x.
3.3.1 Bemerkung.
(i) Ist
l−1∑
i=0
mi ≤ l(p− 1)− 1, so gilt w(m0,...,ml−1) ∈ J (KG).
(ii) Es gilt w(p−1,...,p−1) =
l−1∏
i=0
ap−1i .
Beweis. (i) Sei (j0, . . . , jl−1)p :=
l−1∑
i=0
jip
i fu¨r alle j0, . . . , jl−1 ∈ p− 10. Dann gilt
w(m0,...,ml−1)
1.22
=
∑
0≤j0,...,jl−1<p
((
(j0, . . . , jl−1)p
(m0, . . . ,ml−1)p
) l−1∏
i=0
ajii
)
1.22.5∈ J (KG).
(ii) folgt unmittelbar aus der Definition von w(p−1,...,p−1).
In [22, S.140] weist Shalev nach, dass cl(J (KG); ∗) = l(p − 1) + 1 im Fall p ≥ 5 fu¨r
eine p-Gruppe G mit cl(G) = 2 und elementar-abelscher Kommutatoruntergruppe der
Ordnung pl gilt. Der folgende Satz legt somit an dieser Stelle eine Vermutung nahe, wie
man Basen fu¨r die einzelnen Glieder der aufsteigenden Zentralreihe finden kann.
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3.4 Satz. Sei G eine p-Gruppe, cl(G) = 2 und es gelte γ2(G) ∼= C lp fu¨r ein geeignetes
l ∈ N. Sei weiter {a0, . . . , al−1} eine Z/pZ-Basis von γ2(G) und
w(k0,...,kl−1) :=
∑
0≤j0,...,jl−1<p
(
l−1∏
i=0
(
ji
ki
)
ajii
)
fu¨r alle k0, . . . , kl−1 ∈ Z. Seien m0, . . . ,ml−1 ∈ p− 10. Ist
l−1∑
i=0
mi ≤ l(p− 1)− 1, so gilt
KGw(m0,...,ml−1) ⊆ Z(l−1∑
i=0
mi
)
+1
(J (KG)).
Außerdem gilt
J (KG) = Zl(p−1)+1(J (KG)).
Beweis. Fu¨r den ersten Teil des Satzes reicht es gw(m0,...,ml−1) ∈ Z(l−1∑
i=0
mi
)
+1
(J (KG)) fu¨r
alle g ∈ G zu zeigen.
Wir zeigen die Behauptung durch Induktion nach
l−1∑
i=0
mi. Ist
l−1∑
i=0
mi = 0, also mi = 0 fu¨r
alle i ∈ l − 10, so gilt nach 1.5 fu¨r alle g ∈ G
gw(0,...,0) = g
∑
0≤j0,...,jl−1<p
l−1∏
i=0
ajii = g
∑
γ2(G) ∈ Z(J (KG)).
Seien nun
l−1∑
i=0
mi > 0 und g, h ∈ G. Induktiv du¨rfen wir
hgw(k0,...,kl−1) ∈ Z(l−1∑
i=0
ki
)
+1
(J (KG)) ⊆ Z(l−1∑
i=0
mi
)(J (KG))
fu¨r alle ki ∈ p− 10, i ∈ l − 10, mit
l−1∑
i=0
ki <
l−1∑
i=0
mi annehmen.
Es existieren c0, . . . , cl−1 ∈ p− 10 mit [g,h]G =
l−1∏
i=0
a−cii . Wir erhalten
hg[g,h]Gw
h
(m0,...,ml−1)
cl(G)=2
= hg[g,h]Gw(m0,...,ml−1)
= hg
∑
0≤j0,...,jl−1<p
( l−1∏
i=0
(
ji
mi
)
aji−cii
)
3.3, Ind.vor.≡
Z(l−1∑
i=0
mi
)(J (KG)) hgw(m0,...,ml−1).
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Ist nun
l−1∑
i=0
mi ≤ l(p − 1) − 1, so folgt gw(m0,...,ml−1) ∈ J (KG) nach Bemerkung 3.3.1.
Nach dem im Eingangskapitel erla¨uterten Grundprinzip folgt hieraus der erste Teil der
Behauptung.
Ist
l−1∑
i=0
mi = l(p− 1), das heißt m0 = . . . = ml−1 = p− 1, so gilt w(p−1,...,p−1) =
l−1∏
i=0
ap−1i ,
also w(p−1,...,p−1) /∈ J (KG). Dann gilt aber gw(p−1,...,p−1) − 1G ∈ Zl(p−1)+1(J (KG)) nach
Abschnitt 1.3. Also entha¨lt Zl(p−1)+1(J (KG)) eine K-Basis von J (KG). Satz 1.8 liefert
nun die Behauptung.
3.4.1 Bemerkung. Fu¨r alle g ∈ G, a ∈ γ2(G) gilt
gaw(m0,...,ml−1) ≡Z(l−1∑
i=0
mi
)(J (KG)) gw(m0,...,ml−1).
Beweis. Es existieren c0, . . . , cl−1 ∈ p− 10 mit a =
l−1∏
i=0
a−cii . Aus Satz 3.4 und Lemma
3.3 folgt die Behauptung.
3.5 Lemma. Sei G eine p-Gruppe, γ2(G) ∼= Cp × Cp, cl(G) = 2 und es existiere g ∈ G
mit |gG| = p.
(i) Fu¨r alle h ∈ G, h extremal, mit CG(h) \ CG(g) 6= ∅ ist hg extremal.
Insbesondere gilt:
(ii) Ist h ∈ G \ CG(g), so gilt: h extremal ⇐⇒ hg extremal.
(iii) Ist g˜ ∈ G \ CG(g) mit |g˜G| = p, h ∈ CG(g) mit h extremal, so ist hg˜ extremal.
(iv) G \ CG(g) entha¨lt ein extremales Element.
Beweis. (i) Sei h ∈ G, h extremal, mit CG(h) \ CG(g) 6= ∅, x ∈ CG(h) \ CG(g). Nach
Lemma 3.1 gilt gG = g[{g} ,G]G und folglich
〈[hg,x]G〉 2.2= 〈[g,x]G〉 |g
G|=p
= [{g} ,G]G 6= {1G} .
Sei a := [g,x]G. Da h extremal ist, existiert daher y ∈ G mit
b := [hg,y]G
2.2
= [h,y]G[g,y]G ∈ γ2(G) \ 〈a〉 .
Folglich gilt 〈a, b〉 = γ2(G). Aus Lemma 3.1 folgt (hg)G = hgγ2(G), also die Extremalita¨t
von hg.
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(ii) Sei h ∈ G \ CG(g). Dann gilt h ∈ CG(h) \ CG(g) und aus (i) folgt die Implikation
”
⇒“. Außerdem gilt |(g−1)G| = p und hg ∈ CG(hg)\CG(g−1). Durch erneutes Anwenden
von (i) folgt hieraus die andere Implikation.
(iii) Es sei g˜ ∈ G \ CG(g) mit |g˜G| = p und h ∈ CG(g) mit h extremal. Dann gilt
g ∈ CG(h) \ CG(g˜), also CG(h) \ CG(g˜) 6= ∅. Die Behauptung folgt aus (i) mit g˜ statt g.
(iv) Nach Bemerkung 3.2.1 existiert h ∈ G, h extremal. Ist h /∈ CG(g), so ist nichts zu
zeigen. Andernfalls gilt h ∈ CG(g). Sei g˜ /∈ CG(g). Ist g˜ extremal, so ist nichts weiter
zu beweisen. Im anderen Fall gilt |g˜G| = p. Dann gilt hg˜ /∈ CG(g) und nach (iii) ist hg˜
extremal.
3.6 Lemma. Sei G eine p-Gruppe, γ2(G) ∼= Cp × Cp, cl(G) = 2 und g ∈ G extremal.
Dann existiert fu¨r alle a ∈ γ2(G) ein h ∈ G mit hg extremal und [g,h]G = a.
Beweis. Sei a ∈ γ2(G). Ist a = 1G, so wa¨hlen wir h := 1G. Wir nehmen daher nun
a 6= 1G an. Da g extremal ist, existiert h˜ ∈ G mit [g,h˜]G = a. Da g /∈ CG(h˜g), gilt
folglich |(h˜g)G| ≥ p. Ist h˜g extremal, so wa¨hlen wir h := h˜. Andernfalls gilt |(h˜g)G| = p
und es gilt g ∈ G \ CG(h˜g). Nach (i) in Lemma 3.5 ist dann gh˜g extremal, also auch
(gh˜g)g = h˜g2. Setzen wir in diesem Fall daher h := h˜g, folgt hieraus die Behauptung.
3.7 Lemma. Sei G eine p-Gruppe, γ2(G) ∼= Cp × Cp, cl(G) = 2 und es existiere g ∈ G
mit |gG| = p. Sei b ∈ [{g} ,G]G \ {1G} und a ∈ γ2(G) \ 〈b〉. Dann ist
B :=
{
g
p−1∑
i=0
p−1∑
j=0
(
i
k
)
aibj
∣∣∣ k ∈ p− 10}
eine K-Basis von Z(J (KG)) ∩ 〈gγ2(G)〉K.
Beweis. Es gilt γ2(G) = 〈a〉 〈b〉 und nach Lemma 3.1 gilt gG = g 〈b〉. Wegen
g
p−1∑
i=0
p−1∑
j=0
(
i
k
)
aibj
1.22
= g
p−1∑
i=0
p−1∑
j=0
(
i+ jp
k
)
aibj
fu¨r alle k ∈ p− 1
0
ist B nach 1.23.2 K-linear unabha¨ngig. Außerdem erhalten wir aus
Lemma 3.1: (gai)G = gai 〈b〉 fu¨r alle i ∈ p− 1
0
. Ist nun k ∈ p− 1
0
, so folgt
g
p−1∑
i=0
p−1∑
j=0
(
i
k
)
aibj =
p−1∑
i=0
g
((
i
k
)
ai
p−1∑
j=0
bj
)
︸ ︷︷ ︸
∈Z(J (KG))∩〈gγ2(G)〉K nach 1.5
∈ Z(J (KG)) ∩ 〈gγ2(G)〉K .
Wegen |B| = p = |γ2(G)||gG|
3.1
= |Kgγ2(G)(G)|
1.20 (ii)
= dimZ(J (KG)) ∩ 〈gγ2(G)〉K folgt die
Behauptung aus der K-linearen Unabha¨ngigkeit von B.
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3.8 Definition. Fu¨r alle m ∈ 2p− 2
0
sei
Σ(m) :=
{
(r, s) | r, s ∈ p− 1
0
, m = r + s
}
.
Lemma 3.7 zeigt bereits, dass die im Satz 3.9 in (ii) auftretende Bedingung fu¨r die dortige
Aussage notwendig ist. Tatsa¨chlich ist sie aber auch hinreichend und ein Bestandteil des
fu¨r den Hauptsatz dieses Abschnitts wichtigen Satzes:
3.9 Satz. Sei G eine p-Gruppe, γ2(G) ∼= Cp × Cp, cl(G) = 2 und g ∈ G \ Z(G). Sei
b ∈ [{g} ,G]G \ {1G} und a ∈ γ2(G) \ 〈b〉. Fu¨r alle r, s ∈ Z setzen wir
w(r,s) :=
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j
s
)
aibj.
Sei m ∈ 2p− 3
0
. Dann gilt:
(i) Ist g extremal, so ist {
gw(r,s)
∣∣ (r, s) ∈ Σ(m)}
modulo Zm(J (KG)) K-linear unabha¨ngig.
(ii) Ist |gG| = p, so ist {
gw(r,s)
∣∣ (r, s) ∈ Σ(m), s 6= 0}
modulo Zm(J (KG)) K-linear unabha¨ngig.
(iii) Es gilt g − 1G /∈ Z2p−2(J (KG)).
Beweis. Es gilt γ2(G) = 〈a〉 〈b〉. Ist m = 0, so gilt Σ(m) = {(0, 0)} und die Aussage (i)
folgt in diesem Fall aus
g
p−1∑
i=0
p−1∑
j=0
(
i
0
)(
j
0
)
aibj = g
∑
γ2(G)
1.5∈ Z(J (KG)) \ {0KG} . (3.1)
Sei zuna¨chst 0 < m < p. Fu¨r alle k ∈ m0 sei λk ∈ K und es gelte
m∑
k=0
λkgw(k,m−k) ∈ Zm(J (KG)). (3.2)
Um zu beweisen, dass{
gw(k,m−k) | k ∈ m0
}
modulo Zm(J (KG))
K-linear unabha¨ngig ist, ist also λk = 0K fu¨r alle k ∈ m0 zu zeigen.
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Fu¨r alle h ∈ G seien h0, h1 ∈ p− 10 mit [g,h]G = a−h0b−h1 . Dann gilt fu¨r alle h ∈ G:
hg[g,h]G
m∑
k=0
λkw
h
(k,m−k)
cl(G)=2
= hga−h0b−h1
m∑
k=0
λkw(k,m−k)
3.3, 3.4≡
Zm−1(J (KG))
hg
m∑
k=0
λkw(k,m−k) + hg
m∑
k=0
λkh0w(k−1,m−k) + hg
m∑
k=0
λkh1w(k,m−k−1)
= hg
m∑
k=0
λkw(k,m−k) + hg
m−1∑
k=0
λk+1h0w(k,m−k−1) + hg
m−1∑
k=0
λkh1w(k,m−k−1)
= hg
m∑
k=0
λkw(k,m−k) + hg
m−1∑
k=0
(λk+1h0 + λkh1)w(k,m−k−1).
Aus obiger Annahme (3.2) und dem Grundprinzip erhalten wir
m−1∑
k=0
(λk+1h0 + λkh1)hgw(k,m−k−1) ∈ Zm−1(J (KG)). (3.3)
Sei nun p ≤ m ≤ 2p − 3. Dann gilt r 6= 0 6= s fu¨r alle (r, s) ∈ Σ(m). Sei dann λk ∈ K
fu¨r alle k ∈ {m− p+ 1, . . . , p− 1}, λp := 0, λm−p := 0 und es gelte
p−1∑
k=m−(p−1)
λkgw(k,m−k) ∈ Zm−1(J (KG)).
In diesem Fall erhalten wir analog zur obigen Rechnung
p−1∑
k=m−p
(λk+1h0 + λkh1)hgw(k,m−k−1) ∈ Zm−1(J (KG)) (3.4)
fu¨r alle h ∈ G.
(i): Sei g extremal. Wir zeigen die Behauptung durch einen Induktionsbeweis nach m.
Der Induktionsanfang m = 0 folgt dabei aus Gleichung (3.1).
Sei nun 0 < m < p.
Induktiv du¨rfen wir fu¨r alle h ∈ G mit hg extremal annehmen:{
hgw(r,s)
∣∣ (r, s) ∈ Σ(m− 1)} ist modulo Zm−1(J (KG)) K-linear unabha¨ngig.
Aus Gleichung (3.3) folgt dann λk+1h0 + λkh1 = 0K fu¨r alle k ∈ m− 10.
Nach Lemma 3.6 existieren h, h˜ ∈ G, hg und h˜g extremal, mit (h0, h1) = (1, 0) und
(h˜0, h˜1) = (0, 1). Aus der Extremalita¨t von hg folgt
λk+1 = 0K fu¨r alle k ∈ m− 10,
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also λk = 0 fu¨r alle k ∈ m.
Aus der Extremalita¨t von h˜g folgt
λk = 0K fu¨r alle k ∈ m− 10,
also insgesamt λk = 0K fu¨r alle k ∈ m0.
Den Fall p ≤ m ≤ 2p − 3 kann man auf a¨hnliche Weise mit Hilfe der Gleichung (3.4)
verifizieren: Aus der Extremalita¨t von hg ko¨nnen wir induktiv hier bereits auf
λk+1 = 0K fu¨r alle k ∈ {m− p, . . . , p− 1}
schließen, das heißt auf λk = 0K fu¨r alle k ∈ {m− (p− 1), . . . , p}.
(ii): Sei |gG| = p.
Nach 3.5 (iv) existiert h ∈ G \ CG(g) mit h extremal. Nach 3.5 (ii) ist dann auch hg
extremal. Nach Lemma 3.1 gilt |[{g} ,G]G| = p, also 〈b〉 = [{g} ,G]G, insbesondere also
h0 = 0 und h1 6= 0.
Ist 0 < m < p, so folgt aus Gleichung (3.3) und der bereits bewiesenen ersten Aussage
nun λk = 0K fu¨r alle k ∈ m− 10. Man beachte, dass wir nicht auf λm = 0K schließen
ko¨nnen.
Ist p ≤ m ≤ 2p − 3, so folgt aus Gleichung (3.4) und Aussage (i) λk = 0K fu¨r alle
k ∈ {m− (p− 1), . . . , p− 1}.
(iii) Es gilt w(p−1,p−1) = ap−1bp−1. Wie in (i) und (ii) existiert nach 3.6 beziehungsweise
3.5 (iv) und (ii) h ∈ G mit h0 = 0, h1 6= 0 und hg extremal. Es folgt
hg[g,h]Gw
h
(p−1,p−1)
cl(G)=2
= hgb−h1w(p−1,p−1)
3.3,3.4≡
Z2p−3(J (KG))
hgw(p−1,p−1) + hgh1w(p−1,p−2)
(i)
6≡
Z2p−3(J (KG))
hgw(p−1,p−1)
und damit nach dem Grundprinzip
g − 1G 3.4.1≡Z2p−2(J (KG)) (gw(p−1,p−1) − 1G) /∈ Z2p−2(J (KG)).
Als Korollar erhalten wir aus Satz 3.9 (iii) und Satz 3.4 ein Resultat aus [21]:
3.10 Korollar. Sei G eine p-Gruppe, γ2(G) ∼= Cp × Cp und cl(G) = 2. Dann gilt
cl(J (KG); ∗) = 2p− 1.

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3.11 Hauptsatz. Sei G eine p-Gruppe, cl(G) = 2, γ2(G) ∼= Cp×Cp, m ∈ 2p− 1 \ {1},
d die Anzahl der Konjugiertenklassen der La¨nge p und
dm := dim(Zm(J (KG))/Zm−1(J (KG))).
Dann gilt
dm =

m
|G| − |Z(G)|
|γ2(G)| −
d
p
falls m ≤ p,
(2p−m) |G| − |Z(G)||γ2(G)| falls m > p.
Beweis. Wegen cl(G) = 2 gilt γ2(G) ⊆ Z(G). Sei R ein Repra¨sentantensystem von
(G/γ2(G)) \ (Z(G)/γ2(G)). Dann ist e := |{g | g ∈ R, g extremal }| die Anzahl der
extremalen Konjugiertenklassen und d = p
∣∣{g | g ∈ R, |gG| = p}∣∣ nach Lemma 3.1.
Wir halten zuna¨chst fu¨nf einfache Beobachtungen fest.
(i) Fu¨r alle n ∈ 2p− 1 gilt |Σ(n− 1)| =
{
n falls n ≤ p
2p− n falls n > p,
(ii) |K(G)| = |Z(G)|+ d+ e,
(iii) γ2(G)R =
{
g | g ∈ G, |gG| ≥ p},
(iv) e+ d
p
= |R| = |G|−|Z(G)||γ2(G)| und
(v)
2p−2∑
n=1
|Σ(n)| = p2 − 1.
Fu¨r alle g ∈ R sei bg ∈ [{g} ,G]G \ {1G} und ag ∈ γ2(G) \ 〈bg〉. Fu¨r alle r, s ∈ Z sei
wg,(r,s) :=
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j
s
)
aigb
j
g.
Ist dann m ≤ 2p− 2, so folgt aus Satz 3.4
Bm :=
{
gwg,(r,s)
∣∣ (r, s) ∈ Σ(m− 1), g ∈ R, s > 0 falls |gG| = p} ⊆ Zm(J (KG))
und Bm ist modulo Zm−1(J (KG)) K-linear unabha¨ngig nach Satz 3.9 und Bemerkung
1.14.1. Nach Satz 3.4 gilt außerdem
B′ := {g − 1G | g ∈ R} ⊆ Z2p−1(J (KG))
und B′ ist modulo Z2p−2(J (KG)) K-linear unabha¨ngig nach Satz 3.9 und Bemerkung
1.14.1.
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Folglich gilt
dm ≥ |Bm| =
(
e|Σ(m− 1)|+ d
p
(|Σ(m− 1)| − 1)
)
,
falls m ≤ p und
dm ≥ |Bm| =
(
e+
d
p
)
|Σ(m− 1)|,
falls m > p gilt.
Es folgt
dimJ (KG) 3.10= dimZ(J (KG)) +
2p−1∑
n=2
dim(Zn(J (KG))/Zn−1(J (KG)))
1.5≥ |K(G)| − 1 +
p∑
n=2
(
e|Σ(n− 1)|+ d
p
(|Σ(n− 1)| − 1)
)
+
2p−1∑
n=p+1
(
e+
d
p
)
|Σ(n− 1)|
(iv)
= |K(G)| − 1 + |R|
2p−1∑
n=2
|Σ(n− 1)| − d
p
(
p− 1)
(ii),(v)
= |Z(G)|+ d+ e− 1 + |R|(p2 − 1)− d+ d
p
(iv)
= |Z(G)| − 1 + |γ2(G)||R|
(iii)
= |G| − 1
= dimJ (KG).
Damit liegt in obigen Ungleichungen Gleichheit vor und die Behauptung folgt aus (i)
und (iv).
Im Beweis von Hauptsatz 3.11 haben wir die K-lineare Unabha¨ngigkeit der Menge
Bm ⊆ Zm(J (KG)) modulo Zm−1(J (KG)) im Fall m < 2p − 1 und der Menge B′
modulo Z2p−2(J (KG)) ausgenutzt. Da sich herausgestellt hat, dass die Dimension von
Zm(J (KG))/Zm−1(J (KG)) beziehungsweise von J (KG)/Z2p−2(J (KG)) gleich der
Ma¨chtigkeit dieser Menge ist, haben wir scha¨rfer bewiesen:
3.11.1 Bemerkung.
(i) Ist m < 2p− 1, so ist Bm modulo Zm−1(J (KG)) eine K-Basis von Zm(J (KG)).
(ii) B′ ist modulo Z2p−2(J (KG)) eine K-Basis von J (KG).

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3.12 Beispiel. Sei G := D8 × D8 (direktes Produkt von Diedergruppen der Ordnung
8) und K ein Ko¨rper mit char K = 2. Es gilt γ2(D8) ∼= C2 ∼= Z(D8) und damit
γ2(G) ∼= C2 × C2 ∼= Z(G). Insbesondere gilt cl(G) = 2. Wegen |Z(D8)| = 2 entha¨lt
D8 somit genau drei (extremale) Konjugiertenklassen der La¨nge zwei. Es folgt∣∣{gG | g ∈ G, κ(g) = 2}∣∣ = 3 · 3 = 9,∣∣{gG | g ∈ G, κ(g) = 1}∣∣ = 3 · 2 + 3 · 2 = 12 und∣∣{gG | g ∈ G, κ(g) = 0}∣∣ = 2 · 2 = 4.
Es gilt
|G| − |Z(G)|
|γ2(G)| =
64− 4
4
= 15. Aus Satz 1.5 und Hauptsatz 3.11 erhalten wir
dimZ(J (KG)) = |K(G)| − 1 = 24,
dim(Z2(J (KG))/Z1(J (KG))) = 2 · 15− 6 = 24 und
dim(Z3(J (KG))/Z2(J (KG))) = (2 · 2− 3)15 = 15.
3.2 Nilpotenzklasse 3
In diesem Abschnitt untersuchen wir p-Gruppen G mit γ2(G) ∼= Cp×Cp und cl(G) = 3.
Eine Bestimmung der Faktorra¨ume in der aufsteigenden Zentralreihe von J (KG) gelingt
uns in Hauptsatz 3.22 dabei in dem Fall, dass p > 2 gilt und CG(γ2(G)) abelsch ist.
Obgleich dieser Einschra¨nkungen setzen sich die Dimensionen der Faktorra¨ume in der
aufsteigenden Zentralreihe von J (KG) bereits wesentlich unzuga¨nglicher zusammen als
im Fall der Nilpotenzklasse 2.
3.13 Lemma. Sei G eine endliche nilpotente Gruppe und g ∈ G mit |gG| = p. Dann
gilt
γ2(G) ≤ CG(g) E G.
Beweis. Es gilt p = |gG| = |G||CG(g)| , also ist CG(g) eine maximale Untergruppe von G. Da
G nilpotent ist, folgt nach einem Resultat von Wielandt [11, Kapitel III, § 3., 3.11]:
γ2(G) ≤ Φ(G) ≤ CG(g).
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Wir halten nun zuna¨chst einige einfache Beobachtungen u¨ber den in diesem Abschnitt
untersuchten Gruppentyp fest:
3.14 Lemma. Sei G eine p-Gruppe mit γ2(G) ∼= Cp × Cp und cl(G) = 3.
(i) Es gilt γ3(G) = Z(G) ∩ γ2(G) und |γ3(G)| = p.
(ii) Fu¨r alle z ∈ γ3(G) \ {1G} und x ∈ γ2(G) \ Z(G) gilt γ2(G) = 〈x〉 〈z〉.
(iii) Fu¨r alle x ∈ γ2(G) \ Z(G) gilt CG(γ2(G)) = CG(x) und |G : CG(γ2(G))| = p.
(iv) Sind g ∈ G und z ∈ γ3(G) \ {1G} mit gz ∈ gG, so gilt gγ3(G) ⊆ gG.
(v) Ist g ∈ Z2(G), so gilt fu¨r alle h ∈ G \ CG(g):
g
{
[g,hk]G | k ∈ p− 10
}
= g 〈[g,h]G〉 = gG.
(vi) Fu¨r alle z ∈ γ3(G) und y ∈ G \ CG(γ2(G)) existiert x ∈ γ2(G) mit [x,y]G = z.
Beweis. Wegen cl(G) = 3 gilt
{1G} 6= γ3(G) ≤ Z(G) ∩ γ2(G) < γ2(G).
Hieraus folgt direkt der erste Teil. Die Aussage (ii) folgt
unmittelbar aus (i). Ist x ∈ γ2(G) \ Z(G), so folgt
CG(γ2(G)) = CG(x) aus (ii). Es gilt x
G 1.17= xγ3(G),
also insbesondere |xG| = p. Hieraus folgt (iii). Sind
g ∈ G, h ∈ G \ CG(g) und z ∈ γ3(G) \ {1G} mit
gh = g[g,h]G = gz, so gilt g[g,h
k]G
2.2
= gzk fu¨r alle
k ∈ N0. (iv) und (v) folgen somit aus γ3(G) = 〈z〉.
Sei nun z ∈ γ3(G) und y ∈ G \ CG(γ2(G)). Sei x˜ ∈
γ2(G)\Z(G) und z˜ := [x˜,y]G. Dann gilt 1G 6= z˜ ∈ γ3(G)
nach (iii) und folglich existiert n ∈ p mit z˜n = z nach
(i). Wir setzen x := x˜n und erhalten aus
[x,y]G = [x˜
n,y]G
2.2.1
= [x˜,y]nG = z˜
n = z
die Aussage (vi).
{1G}
〈x〉 γ3(G)= 〈z〉
γ2(G)
CG(γ2(G))
p
G
Im Gegensatz zur Nilpotenzklasse 2 einer p-Gruppe G ist es dem Grundprinzip folgend
fu¨r uns von Interesse, wie sich ausgewa¨hlte Elemente w ∈ 〈γ2(G)〉K bei der Konjuga-
tion mit Elementen der Gruppe G verhalten. A¨hnlich der Motivation von Lemma 2.23
resultiert hieraus das folgende, allgemeiner formulierte Lemma.
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3.15 Lemma. Seien G ∼= Cp × Cp und x, z ∈ G mit 〈x, z〉 = G. Fu¨r alle r, s ∈ Z sei
w(r,s) :=
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j
s
)
xizj.
Fu¨r alle n, r, s ∈ p− 1
0
, c ∈ s \ {1} und d ∈ c+ r0 existieren dann λ(c,d) ∈ K mit
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j
s
)
xiz−ni+j = w(r,s)
+ n(r + 1)w(r+1,s−1) + nrw(r,s−1)
+
s∑
c=2
c+r∑
d=0
λ(c,d)w(d,s−c).
Beweis. Seien n, r, s ∈ p− 1
0
. Es gilt
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j
s
)
xiz−ni+j =
p−1∑
i=0
((
i
r
)
xi
p−1∑
j=0
(
j
s
)
zj−ni
)
1.25
=
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j + ni
s
)
xizj.
Fu¨r alle i, j ∈ N0 erhalten wir(
i
r
)(
j + ni
s
)
1.21
=
(
i
r
) s∑
c=0
(
j
s− c
)(
ni
c
)
=
(
i
r
)(
j
s
)
+ n
(
i
r
)(
j
s− 1
)(
i
1
)
+
(
i
r
) s∑
c=2
(
j
s− c
)(
ni
c
)
.
Aus Lemma 1.24 folgt (
i
1
)(
i
r
)
= r
(
i
r
)
+ (r + 1)
(
i
r + 1
)
und damit
n
(
i
r
)(
j
s− 1
)(
i
1
)
= nr
(
i
r
)(
j
s− 1
)
+ n(r + 1)
(
i
r + 1
)(
j
s− 1
)
fu¨r alle i, j ∈ N0.
Fu¨r alle c ∈ s\{1} existieren nach 1.24.1 und Lemma 1.24 λ(c,0), . . . , λ(c,c+r) ∈ N0, sodass
fu¨r alle i, j ∈ N0 gilt: (
j
s− c
)(
i
r
)(
ni
c
)
=
(
j
s− c
) c+r∑
d=0
λ(c,d)
(
i
d
)
.
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Aus den dargelegten Rechnungen u¨ber Binomialkoeffizienten erhalten wir
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j + ni
s
)
xizj = w(r,s)
+ n(r + 1)w(r+1,s−1) + nrw(r,s−1)
+
s∑
c=2
c+r∑
d=0
λ(c,d)w(d,s−c).
3.16 Satz.
Sei G eine p-Gruppe mit γ2(G) ∼= Cp × Cp und cl(G) = 3. Sei x ∈ γ2(G) \ Z(G) und
z ∈ γ3(G) \ {1G} mit γ2(G) = 〈x〉 〈z〉. Fu¨r alle r, s ∈ Z sei
w(r,s) :=
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j
s
)
xizj.
Fu¨r alle r, s ∈ p− 1
0
mit (r, s) 6= (p− 1, p− 1) gilt dann
KGw(r,s) ⊆ Z2s+r+1(J (KG)).
Außerdem ist
J (KG) = Z3p−2(J (KG)).
Beweis. Seien r, s ∈ p− 1
0
. Fu¨r den ersten Teil reicht es gw(r,s) ∈ Z2s+r+1(J (KG)) fu¨r
alle g ∈ G zu zeigen.
Sei g ∈ G. Wir zeigen die Behauptung durch Induktion nach 2s + r. Gilt 2s + r = 0,
also r = 0 = s, so folgt nach 1.5
gw(0,0) = g
∑
γ2(G) ∈ Z(J (KG)).
Sei nun 2s + r > 0 und h ∈ G. Nach Lemma 1.17 existieren h0, h1, n ∈ p− 10 mit
[g,h]G = x
−h0z−h1 und xh = xz−n. Dann gilt
hg[g,h]Gw
h
(r,s) = hg[g,h]G
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j
s
)
xiz−ni+j.
Fu¨r alle c ∈ s und d ∈ c+ r0 gilt
2(s− c) + d ≤ 2(s− c) + (c+ r) = 2s+ r − c < 2s+ r.
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Induktiv du¨rfen wir
g˜w(r˜,s˜) ∈ Z2s˜+r˜+1(J (KG)) ⊆ Z2s+r(J (KG))
fu¨r alle g˜ ∈ G und r˜, s˜ ∈ p− 1
0
mit 2s˜+ r˜ < 2s+ r annehmen.
Aus Lemma 3.15 erhalten wir
hg[g,h]Gw
h
(r,s) ≡Z2s+r(J (KG))hg[g,h]Gw(r,s)
und weiter
hg[g,h]Gw(r,s) = hg
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j
s
)
xi−h0zj−h1
3.3, Ind.vor.≡
Z2s+r(J (KG))
hgw(r,s).
Ist nun (r, s) 6= (p−1, p−1), so folgt gw(r,s) ∈ J (KG) nach Bemerkung 3.3.1. Nach dem
im Eingangskapitel erla¨uterten Grundprinzip folgt hieraus der erste Teil der Behauptung.
Ist (r, s) = (p− 1, p− 1), so gilt w(r,s) = xp−1zp−1 nach 3.3.1, also w(r,s) /∈ J (KG). Dann
gilt aber gw(r,s)− 1G ∈ Z3p−2(J (KG)) nach Abschnitt 1.3. Also entha¨lt Z3p−2(J (KG))
eine K-Basis von J (KG). Satz 1.8 liefert nun die Behauptung.
Aus Lemma 3.3 und Satz 3.16 folgt direkt:
3.16.1 Bemerkung. Fu¨r alle g ∈ G, a ∈ γ2(G) und r, s ∈ p− 10 gilt
gaw(r,s) ≡Zr+2s(J (KG)) gw(r,s).

3.17 Lemma. Sei G eine p-Gruppe´mit γ2(G) ∼= Cp ×Cp, cl(G) = 3 und g ∈ G. Dann
gilt:
(i) Ist g /∈ CG(γ2(G)), so ist g extremal.
(ii) Sei CG(γ2(G)) abelsch. Ist g extremal, so folgt g /∈ CG(γ2(G)).
Insbesondere gilt dann CG(γ2(G)) =
{
h | h ∈ G, |hG| ≤ p}.
Beweis. Sei x ∈ γ2(G) \ Z(G) und z ∈ γ3(G) \ {1G} mit γ2(G) = 〈x〉 〈z〉.
(i): Es gelte g /∈ CG(γ2(G)). Aus x ∈ γ2(G) \ Z(G) folgt [g,x]G ∈ γ3(G) \ {1G} nach
Lemma 3.14 (iii), also g[g,x]G ∈ gG. Aus Lemma 3.14 (iv) erhalten wir gγ3(G) ⊆ gG und
damit |gG| ≥ p. Wegen
Z2(G)
1.17, 3.14(i)
⊆ {h | h ∈ G, |hG| ≤ p} 3.13⊆ CG(γ2(G))
gilt außerdem g /∈ Z2(G). Also existiert g˜ ∈ G mit gg˜ = g[g,g˜]G ∈ gγ2(G) \ gγ3(G).
Folglich erhalten wir |gG| > p, also ist g extremal.
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(ii): Sei CG(γ2(G)) abelsch und y ∈ G \ CG(γ2(G)). Nach Lemma 3.14 (iii) gilt
(∗)
⋃
k∈p−1
0
CG(γ2(G))y
k = G.
Wir beweisen die Behauptung durch Kontraposition.
Es gelte also g ∈ CG(γ2(G)). Da CG(γ2(G)) abelsch ist, gilt [g,h]G = 1G fu¨r alle
h ∈ CG(γ2(G)). Fu¨r alle g˜ ∈ CG(γ2(G)) und k ∈ N0 folgt aus der Kommutativita¨t
von CG(γ2(G)):
[g,g˜yk]G
2.2
= [g,yk]G.
Da yp ∈ CG(γ2(G)) nach Lemma 3.14 (iii) gilt, folgt |gG| ≤ p aus (∗) zusammen mit
Lemma 1.17. Also ist g nicht extremal.
Der Zusatz zu (ii) folgt nun direkt aus (i) und (ii).
3.18 Lemma. Sei G eine p-Gruppe mit γ2(G) ∼= Cp × Cp, cl(G) = 3 und CG(γ2(G))
abelsch. Dann gilt
γ2(G)Z(G) = Z2(G).
Beweis. Offenbar gilt γ2(G),Z(G) ⊆ Z2(G), also γ2(G)Z(G) ⊆ Z2(G).
Sei nun g ∈ Z2(G). Aus gG ⊆ g[{g} ,G]G ⊆ gγ3(G)
folgt |gG| ≤ p. Aus Lemma 3.17 erhalten wir
g ∈ CG(γ2(G)). Sei y ∈ G \ CG(γ2(G)) und
z ∈ γ3(G) mit [g,y]G = z. Nach Lemma 3.14 (vi)
existiert x ∈ γ2(G) mit [x,y]G = z. Es folgt wegen
z ∈ Z(G)
1G
2.2
= [x,y]G[x
−1,y]G,
also [x−1,y]G = z−1. Sei h ∈ G. Nach Lemma 3.14
(iii) existieren h˜ ∈ CG(γ2(G)), k ∈ p− 10 mit
h = ykh˜. Wir erhalten
[x−1g,h]G = [x−1g,ykh˜]G
2.2
= [x−1g,h˜]G[x−1g,yk]G
CG(γ2(G))
=
abelsch
[x−1g,yk]G
2.2
= [x−1,yk]G[g,yk]G
2.2.1
= z−kzk = 1G
und damit x−1g ∈ Z(G).
γ3(G)
{1G}
γ2(G) Z(G)
Z2(G)
CG(γ2(G))
G
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3.19 Lemma. Sei G eine p-Gruppe mit γ2(G) ∼= Cp×Cp, cl(G) = 3, CG(γ2(G)) abelsch
und g ∈ G \ Z2(G).
(i) Ist g extremal, so existiert h ∈ CG(γ2(G)) mit [g,h]G ∈ γ2(G) \ γ3(G) und hg
extremal.
(ii) Ist g nicht extremal, so existiert h ∈ G\CG(γ2(G)) mit [g,h]G ∈ γ2(G)\γ3(G) und
hg extremal.
Beweis. Wegen g /∈ Z2(G) gilt insbesondere g /∈ Z(G). Also ist g extremal oder |gG| = p.
Sei g zuna¨chst extremal. Dann gilt g /∈ CG(γ2(G)) nach Lemma 3.17 und 〈g〉CG(γ2(G)) =
G nach 3.14 (iii). Da [g,gkh]G
2.2
= [g,h]G fu¨r alle h ∈ CG(γ2(G)) und k ∈ N gilt, existiert
h ∈ CG(γ2(G)) mit [g,h]G ∈ γ2(G) \ γ3(G) aufgrund der Extremalita¨t von g. Wegen
hg /∈ CG(γ2(G)) ist nach Lemma 3.17 auch hg extremal.
Sei nun |gG| = p. Dann gilt g ∈ CG(γ2(G)) nach Lemma 3.17. Sei h ∈ G extremal.
Dann gilt h /∈ CG(γ2(G)) und hg ist extremal. Da g /∈ Z2(G), existiert y ∈ G mit
[g,y]G ∈ γ2(G) \ γ3(G). Wegen der Kommutativita¨t von CG(γ2(G)) gilt [g,g˜h]G 2.2= [g,h]G
fu¨r alle g˜ ∈ CG(γ2(G)). Nach 3.14 (iii) gilt weiter CG(γ2(G)) 〈h〉 = G. Dies impliziert,
dass bereits [g,h]G ∈ γ2(G) \ γ3(G) gilt.
3.20 Definition. Fu¨r alle m ∈ 3p− 3
0
sei
Ξ(m) :=
{
(r, s) | r, s ∈ p− 1
0
, m = r + 2s
}
.
3.21 Satz. Sei p > 2, G eine p-Gruppe mit γ2(G) ∼= Cp×Cp, cl(G) = 3 und CG(γ2(G))
abelsch. Sei x ∈ γ2(G) \Z(G), z ∈ γ3(G) \ {1G} mit γ2(G) = 〈x〉 〈z〉und g ∈ G. Fu¨r alle
r, s ∈ Z sei
w(r,s) :=
p−1∑
i=0
p−1∑
j=0
(
i
r
)(
j
s
)
xizj.
Fu¨r alle m ∈ 3p− 4
0
gilt:
(i) Ist g extremal, so ist {
gw(r,s)
∣∣ (r, s) ∈ Ξ(m)}
modulo Zm(J (KG)) K-linear unabha¨ngig.
(ii) Ist |gG| = p und g /∈ Z2(G), so ist{
gw(r,s)
∣∣ (r, s) ∈ Ξ(m), r 6= 0}
modulo Zm(J (KG)) K-linear unabha¨ngig.
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(iii) Ist g ∈ Z(G), so ist{
gw(r,s)
∣∣ (r, s) ∈ Ξ(m), s 6= 0, r 6= p− 1}
modulo Zm(J (KG)) K-linear unabha¨ngig.
(iv) Ist g /∈ Z2(G), so gilt g − 1G /∈ Z3p−3(J (KG)).
Beweis. Sei m ∈ 3p− 3
0
. Es wird sich fu¨r den Beweis der Aussage (iv) als gu¨nstig
erweisen, den Fall m = 3p− 3 zuna¨chst miteinzubeziehen.
Ist m = 0, so gilt Ξ(m) = {(0, 0)} und die Aussage (i) folgt in diesem Fall aus
g
p−1∑
i=0
p−1∑
j=0
(
i
0
)(
j
0
)
xizj = g
∑
γ2(G)
1.5∈ Z(J (KG)) \ {0KG} . (3.5)
Wir wollen nun die Aussage (i) durch Induktion nach m beweisen und diese dann nutzen,
um die Aussagen (ii)-(iv) zu verifizieren.
Sei m > 0 und s˜ ∈ p− 1
0
maximal mit m − 2s˜ ∈ p− 1
0
. Sei r˜ := m − 2s˜. Dann gilt
r˜ + 2s˜ = m und
Ξ(m) =
{
(r˜ + 2k, s˜− k) | k ∈ p− 1
0
, r˜ + 2k ≤ p− 1, s˜− k ≥ 0} .
Sei M :=
{
k | k ∈ p− 1
0
, r˜ + 2k ≤ p− 1, s˜− k ≥ 0}.
Fu¨r alle h ∈ G seien h0, h1, h2 ∈ p− 10 mit
[g,h]G = x
−h0z−h1 und xh = xz−h2 .
Fu¨r alle k ∈ M sei λk ∈ K. Bevor wir mit dem Beweis von (i) beginnen, untersuchen
wir der Idee des Grundprinzips folgend
hg[g,h]G
∑
k∈M
λkw
h
(r˜+2k,s˜−k)
fu¨r alle h ∈ G.
Es gilt fu¨r alle h ∈ G, k ∈M , c ∈ s˜− k \ {1} und d ∈ c+ r˜ + 2k0:
2(s˜− k − c) + d ≤ 2(s˜− k − c) + c+ r˜ + 2k = r˜ + 2s˜− c < r˜ + 2s˜− 1 = m− 1 und
r˜ + 2k + 2(s˜− k − 1) < r˜ + 2s˜− 1 = m− 1.
(3.6)
Fu¨r alle h ∈ G und k ∈M folgt hieraus
hg[g,h]Gw
h
(r˜+2k,s˜−k) = hg[g,h]G
p−1∑
i=0
p−1∑
j=0
(
i
r˜ + 2k
)(
j
s˜− k
)
xiz−h2i+j
3.15, 3.16≡
Zm−1(J (KG))
hg[g,h]Gw(r˜+2k,s˜−k) + hg[g,h]Gh2(r˜ + 2k + 1)w(r˜+2k+1,s˜−k−1).
(3.7)
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Außerdem gilt
hg[g,h]Gw(r˜+2k,s˜−k) = hg[g,h]G
p−1∑
i=0
p−1∑
j=0
(
i
r˜ + 2k
)(
j
s˜− k
)
xi−h0zj−h1
3.3, 3.16≡
Zm−1(J (KG))
hgw(r˜+2k,s˜−k) + hgh0w(r˜+2k−1,s˜−k)
(3.8)
fu¨r alle h ∈ G und k ∈M .
Wegen m− 1 = r˜+ 2s˜− 1 = r˜+ 2k+ 1 + 2(s˜− k− 1) gilt daru¨ber hinaus fu¨r alle h ∈ G
und k ∈M :
hg[g,h]Gw(r˜+2k+1,s˜−k−1)
3.16.1≡
Zm−1(J (KG))
hgw(r˜+2k+1,s˜−k−1). (3.9)
Wir erhalten
hg[g,h]G
∑
k∈M
λkw
h
(r˜+2k,s˜−k)
(3.7)≡
Zm−1(J (KG))
hg[g,h]G
∑
k∈M
λkw(r˜+2k,s˜−k)
+ hg[g,h]G
∑
k∈M
λkh2(r˜ + 2k + 1)w(r˜+2k+1,s˜−k−1)
(3.8), 3.16≡
Zm−1(J (KG))
hg
∑
k∈M
λkw(r˜+2k,s˜−k) + hg
∑
k∈M
λkh0w(r˜+2k−1,s˜−k)
+ hg[g,h]G
∑
k∈M
λkh2(r˜ + 2k + 1)w(r˜+2k+1,s˜−k−1)
(3.9)≡
Zm−1(J (KG))
hg
∑
k∈M
λkw(r˜+2k,s˜−k) + hg
∑
k∈M
λkh0w(r˜+2k−1,s˜−k)
+ hg
∑
k∈M
λkh2(r˜ + 2k + 1)w(r˜+2k+1,s˜−k−1)
(3.10)
fu¨r alle h ∈ G.
Nach diesen Vorbetrachtungen sei nun m ≤ 3p− 4 und es gelte∑
k∈M
λkgw(r˜+2k,s˜−k) ∈ Zm(J (KG)). (3.11)
Um zu beweisen, dass{
gw(r˜+2k,s˜−k) | k ∈M
}
modulo Zm(J (KG))
K-linear unabha¨ngig ist, ist also λk = 0K fu¨r alle k ∈M zu zeigen.
Aus den Gleichungen (3.10), (3.11) und dem Grundprinzip folgt∑
k∈M
λkh0hgw(r˜+2k−1,s˜−k) +
∑
k∈M
λkh2(r˜ + 2k + 1)hgw(r˜+2k+1,s˜−k−1) ∈ Zm−1(J (KG))
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fu¨r alle h ∈ G und es gilt mit λk := 0K , falls k /∈M :
λ0h0hgw(r˜−1,s˜) +
∑
k∈M
(λk+1h0 + λkh2(r˜ + 2k + 1))hgw(r˜+2k+1,s˜−k−1)
=
∑
k∈M
λkh0hgw(r˜+2k−1,s˜−k) +
∑
k∈M
λkh2(r˜ + 2k + 1)hgw(r˜+2k+1,s˜−k−1) ∈ Zm−1(J (KG)).
(3.12)
(i) Sei g extremal. Wie eingangs erwa¨hnt zeigen wir die Behauptung durch einen Induk-
tionsbeweis nach m. Der Induktionsanfang m = 0 folgt dabei aus Gleichung (3.5).
Fu¨r alle k ∈M gilt
r˜ + 2k + 1 + 2(s˜− k − 1) = r˜ + 2s˜− 1 = m− 1 < r˜ + 2s˜.
Induktiv du¨rfen wir fu¨r alle h ∈ G mit hg extremal annehmen:{
hgw(r,s)
∣∣ (r, s) ∈ Ξ(m− 1)} ist modulo Zm−1(J (KG)) K-linear unabha¨ngig.
Aus (3.12) folgt fu¨r alle h ∈ G im Fall der Extremalita¨t von hg daher:
(a) Ist r˜ 6= 0, so gilt λ0h0 = 0K .
(b) Ist k ∈M mit r˜ + 2k + 1 ∈ p− 1
0
und s˜− k − 1 ∈ p− 1
0
, so ist
λk+1h0 + λkh2(r˜ + 2k + 1) = 0K .
Fu¨r alle k ∈M ist nach Gleichung (3.11) nun λk = 0K nachzuweisen.
Es gelte zuna¨chst r˜ 6= 0. Nach Lemma 3.19 existiert h ∈ G mit h0 6= 0 und hg extremal.
Aus (a) folgt dann λ0 = 0K . Induktiv (nach k) erhalten wir aus (b) damit λk+1 = 0K
fu¨r alle k ∈ p− 1
0
mit r˜ + 2k + 1 ≤ p − 1 und s˜ − k − 1 ≥ 0. Insbesondere gilt dann
λk = 0K fu¨r alle k ∈M .
Es gelte r˜ = 0 (und damit s˜ 6= 0). Dann gilt g0 = 0 und g2 6= 0, da nach Lemma 3.17
g 6∈ CG(γ2(G)) gilt. Da p > 2 gilt, ist g2 nach Lemma 3.17 auch extremal. Sei nun k˜ ∈M
minimal mit r˜ + 2k˜ + 1 > p− 1 oder s˜− k˜ − 1 < 0. Dann gilt k˜ > 0. Wir erhalten aus
(b) damit λkg2(r˜ + 2k + 1) = 0 fu¨r alle k ∈ M mit k < k˜, also λk = 0K fu¨r alle k ∈ M
mit k < k˜. Insbesondere gilt k˜ − 1 ∈ M und λk˜−1 = 0K . Nach Lemma 3.19 (i) existiert
h ∈ CG(γ2(G)) mit h0 6= 0. Gema¨ß (b) folgt λk˜ = 0K und damit λk = 0K fu¨r alle k ∈M .
Hieraus folgt (i).
(ii) Sei |gG| = p, g /∈ Z2(G) und r˜ 6= 0.
Nach 3.19 (ii) existiert h ∈ G mit h0 6= 0 und hg extremal. Da r˜ 6= 0 folgt aus (a)
λ0 = 0K . Wie in (i) folgt dann λk = 0K fu¨r alle k ∈M .
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(iii) Sei g ∈ Z(G) und k ∈M mit r˜+2k < p−1 und s˜−k > 0. Dann gilt r˜+2k+1 ≤ p−1
und s˜− k − 1 ≥ 0, sodass die Voraussetzungen von (b) erfu¨llt sind.
Sei h ∈ G extremal. Dann gilt h /∈ CG(γ2(G)), h0 = 0 = h1, h2 6= 0 und hg ist extremal.
Aus (b) folgt dann λkh2(r˜+2k+1) = 0K . Wegen h2, r˜+2k+1 6≡
p
0 folgt hieraus λk = 0K .
(iv) Sei g /∈ Z2(G). Es gilt w(p−1,p−1) = xp−1zp−1 nach 3.3.1 (ii). Sei m := 3p− 3. Dann
gilt s˜ = p − 1 = r˜ und M = {0}. Wir setzen λ0 := 1K . Wegen r˜ + 1 = p folgt aus
Gleichung (3.10) fu¨r alle h ∈ G:
hg[g,h]Gw
h
(p−1,p−1) ≡Z3p−4(J (KG)) hgw(p−1,p−1) + hgh0w(p−2,p−1). (3.13)
Nach 3.19 existiert h ∈ G mit h0 6= 0 und hg extremal. Aus Aussage (i) erhalten wir
hgh0w(p−2,p−1) /∈ Z3p−4(J (KG)).
Hieraus folgt unter Anwendung des Grundprinzips
g − 1G 3.16.1≡Z3p−3(J (KG)) (gw(p−1,p−1) − 1G) /∈ Z3p−3(J (KG)).
3.22 Hauptsatz. Sei p > 2, G eine p-Gruppe mit γ2(G) ∼= Cp × Cp, cl(G) = 3 und
CG(γ2(G)) abelsch. Sei m ∈ 3p− 2 \ {1} und
dm := dim(Zm(J (KG))/Zm−1(J (KG))).
Dann gilt
dm =

|G|
|γ2(G)| |Ξ(m− 1)| falls m > p und m gerade,
|G|
|γ2(G)| |Ξ(m− 1)| −
|CG(γ2(G))|
|γ2(G)| falls m < 2p und m ungerade,
|G|
|γ2(G)| |Ξ(m− 1)| −
|Z2(G)|
|γ2(G)|
falls m ≤ p und m gerade
oder falls m ≥ 2p und m ungerade.
Beweis. Es gilt nach Lemma 3.18 und Lemma 3.17:
{H | H ∈ G/γ2(G), µ(H) = 0} 3.18= Z2(G)/γ2(G),
{H | H ∈ G/γ2(G), µ(H) = 1} 3.17,3.18= (CG(γ2(G))/γ2(G)) \ (Z2(G)/γ2(G)) und
{H | H ∈ G/γ2(G), µ(H) = 2} 3.17= (G/γ2(G)) \ (CG(γ2(G))/γ2(G)).
Sei R eine Repra¨sentantensystem von G/γ2(G) mit κ(g) = µ(H) fu¨r alle H ∈ G/γ2(G)
und g ∈ R ∩H. Wir setzen
c := |{g | g ∈ R, κ(g) = 0}|,
d := |{g | g ∈ R, κ(g) = 1}| und
e := |{g | g ∈ R, κ(g) = 2}|.
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Dann gilt
(i) c = |Z2(G)/γ2(G)|,
(ii) c+ d = |CG(γ2(G))/γ2(G)|,
(iii) c+ d+ e = |G||γ2(G)| = |R|,
(iv) |K(G)| = c|Kγ2(G)(G)|+ dp+ e = c(p+ (p− 1)) + dp+ e = c(2p− 1) + dp+ e und
(v)
3p−2∑
n=2
|Ξ(n− 1)| = p2 − 1.
Sei
Bc :=
{
gw(r,s) | (r, s) ∈ Ξ(m− 1), g ∈ R, κ(g) = 0, s 6= 0, r 6= p− 1
}
,
Bd :=
{
gw(r,s) | (r, s) ∈ Ξ(m− 1), g ∈ R, κ(g) = 1, r 6= 0
}
,
Be :=
{
gw(r,s) | (r, s) ∈ Ξ(m− 1), g ∈ R, κ(g) = 2
}
,
Bm := Bc ∪Bd ∪Be und
B′ := {g − 1G | g ∈ R \ Z2(G)} .
(3.14)
Ist m < 3p− 2, so folgt aus Satz 3.16
Bm ⊆ Zm(J (KG)) (3.15)
und aus Satz 3.21 und Bemerkung 1.14.1 folgt
Bm ist modulo Zm−1(J (KG)) K-linear unabha¨ngig. (3.16)
Außerdem gilt nach Satz 3.16
B′ ⊆ Z3p−2(J (KG)) (3.17)
und aus Satz 3.21 und Bemerkung 1.14.1 folgt
B′ ist modulo Z3p−3(J (KG)) K-linear unabha¨ngig. (3.18)
Wir erhalten nun folgende Abscha¨tzungen fu¨r die Dimensionen der Faktorra¨ume in der
aufsteigenden Zentralreihe von J (KG):
1. Ist m > p und m gerade, so gilt m− 1 ≥ p und m− 1 ist ungerade. Außerdem gilt
m < 3p−2. Sind r, s ∈ p− 1
0
mit m−1 = r+2s, so gilt s 6= 0 und r ist ungerade.
Wegen p > 2 gilt p− 1 6= r 6= 0. Es folgt aus (3.15) und (3.16):
dm ≥ (c+ d+ e)|Ξ(m− 1)| (iii)= |G||γ2(G)| |Ξ(m− 1)|.
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2. Ist m ∈ 2p− 1 und m ungerade, so gilt m − 1 ∈ 2p− 2
0
und m − 1 ist gerade.
Dann existiert s ∈ p− 1
0
mit m− 1 = 0 + 2s. Also gilt (0, s) ∈ Ξ(m− 1).
Ist m− 1 ≤ p− 1, so gilt m− 1 = m− 1 + 2 · 0 und damit (m− 1, 0) ∈ Ξ(m− 1).
Ist m− 1 > p− 1, so existiert t ∈ p− 1
0
mit m− 1 = p− 1 + 2t und es gilt dann
(p− 1, t) ∈ Ξ(m− 1). Es folgt aus (3.15) und (3.16)
dm ≥ e|Ξ(m− 1)|+ (c+ d)(|Ξ(m− 1)| − 1) (iii)= |G||γ2(G)| |Ξ(m− 1)| − (c+ d).
3. Ist m ∈ p und m gerade, so ist m − 1 ≤ p − 1 und m − 1 ungerade. Dann gilt
m− 1 = m− 1 + 2 · 0, also (m− 1, 0) ∈ Ξ(m− 1). Sind außerdem r, s ∈ p− 1
0
mit
m− 1 = r + 2s, so ist 0 6= r 6= p− 1. Es folgt aus (3.15) und (3.16)
dm ≥ (e+ d)|Ξ(m− 1)|+ c(|Ξ(m− 1)| − 1) (iii)= |G||γ2(G)| |Ξ(m− 1)| − c.
4. Ist m ≥ 2p und m ungerade, so gilt m − 1 ≥ 2p − 1 und m − 1 ist gerade. Sind
dann r, s ∈ p− 1
0
mit m − 1 = r + 2s, so gilt r 6= 0 6= s. Wegen p > 2 existiert
außerdem t ∈ p− 1
0
mit m − 1 = p − 1 + 2t, das heißt (p − 1, t) ∈ Ξ(m − 1). Ist
m < 3p− 2, so folgt aus (3.15) und (3.16)
dm ≥ (e+ d)|Ξ(m− 1)|+ c(|Ξ(m− 1)| − 1) (iii)= |G||γ2(G)| |Ξ(m− 1)| − c.
Ist m = 3p− 2, so gilt Ξ(m− 1) = {(p− 1, p− 1)} und
dm ≥ (e+ d)|Ξ(m− 1)|+ c(|Ξ(m− 1)| − 1) (iii)= |G||γ2(G)| |Ξ(m− 1)| − c
folgt aus (3.17) und (3.18).
Seien
A2 :=
{
k | k ∈ 2p− 1 \ {1} , k ungerade} ,
A3 :=
{
k | k ∈ p, k gerade} und
A4 :=
{
k | k ∈ 3p− 2, k ≥ 2p, k ungerade} . (3.19)
Dann gilt |A2| = p− 1 und |A3| = p−12 = |A4|.
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Es folgt
dimJ (KG) 3.16=
3p−2∑
n=1
dn
≥ dimZ(J (KG)) +
( |G|
|γ2(G)|
3p−2∑
n=2
|Ξ(n− 1)|
)
− (c+ d)|A2| − c(|A3|+ |A4|)
1.5,(v)
= |K(G)| − 1 + |G||γ2(G)|(p
2 − 1)− (c+ d)(p− 1)− c(p− 1)
(iv)
= c(2p− 1) + dp+ e− 1 + |G||γ2(G)|(|γ2(G)| − 1)− (2c+ d)(p− 1)
=
|G|
|γ2(G)|(|γ2(G)| − 1) + (e+ c+ d)− 1
(iii)
= |G| − 1
= dimJ (KG).
Damit liegt bei den Ungleichungen in 1.-4. jeweils Gleichheit vor. Die Behauptung folgt
nun aus 1.-4. sowie (i) und (ii).
Im Beweis von Hauptsatz 3.22 haben wir die K-lineare Unabha¨ngigkeit der Menge
Bm ⊆ Zm(J (KG)) modulo Zm−1(J (KG)) im Fall m < 3p − 2 und der Menge B′
modulo Z3p−3(J (KG)) ausgenutzt. Da sich herausgestellt hat, dass die Dimension von
Zm(J (KG))/Zm−1(J (KG)) beziehungsweise von J (KG)/Z3p−3(J (KG)) gleich der
Ma¨chtigkeit dieser Menge ist, haben wir scha¨rfer bewiesen:
3.22.1 Bemerkung.
(i) Ist m < 3p− 2, so ist Bm modulo Zm−1(J (KG)) eine K-Basis von Zm(J (KG)).
(ii) B′ ist modulo Z3p−3(J (KG)) eine K-Basis von J (KG).

Die folgende Bemerkung zeigt, wie man die im Hauptsatz auftretende Ma¨chtigkeit von
Ξ(m− 1) berechnet.
3.22.2 Bemerkung. Es gilt
∣∣Ξ(m− 1)∣∣ =

p+1
2
, falls p ≤ m ≤ 2p, m ungerade
p−1
2
, falls p− 1 ≤ m ≤ 2p, m gerade
m+1
2
, falls m < p− 1, m ungerade
m
2
, falls m < p− 1, m gerade
3p−m
2
, falls 2p < m, m ungerade
3p−1−m
2
, falls 2p < m, m gerade
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Beweis. Sei m zuna¨chst ungerade. Dann ist m−1 gerade uns es gilt nach Definition von
Ξ(m− 1):
Ξ(m− 1) =
{(
2k,
m− 1
2
− k
) ∣∣∣ k ∈ N0, 0 ≤ m− 1
2
− k ≤ p− 1 ∧ 0 ≤ 2k ≤ p− 1
}
.
Ist m ≤ p, so folgt
|Ξ(m− 1)| =
∣∣∣{k ∣∣∣ k ∈ N0, k ≤ m− 1
2
}∣∣∣ = m+ 1
2
.
Ist p ≤ m ≤ 2p, so folgt
|Ξ(m− 1)| =
∣∣∣{k ∣∣∣ k ∈ N0, k ≤ p− 1
2
}∣∣∣ = p+ 1
2
.
Ist m > 2p, so gilt
Ξ(m− 1) =
{(
2k,
m− 1
2
− k
) ∣∣∣ k ∈ p− 10, m− 12 − k ≤ p− 1 ∧ k ≤ p− 12
}
und damit
|Ξ(m− 1)| =
∣∣∣∣{k ∣∣∣ k ∈ p− 10, m− 12 − (p− 1) ≤ k ≤ p− 12
}∣∣∣∣
=
p− 1
2
−
(
m− 1
2
− (p− 1)− 1
)
=
3p−m
2
.
Ist m gerade, so fu¨hrt eine leichte Abwandlung obiger U¨berlegungen zu den Behauptun-
gen.
3.23 Beispiel. Sei p > 2, G eine Gruppe der Ordnung p4 mit |γ2(G)| = p2. Dann gilt
γ2(G) ∼= Cp × Cp, cl(G) = 3 und CG(γ2(G)) ist abelsch.
Beweis. Es gilt γ2(G) ≤ Φ(G) nach einem von Satz von Wielandt [11, Kapitel III, § 3.,
3.11] und da G nicht zyklisch ist, gilt außerdem |G/Φ(G)| ≥ p2, also γ2(G) = Φ(G).
Wegen |γ2(G)| = p2 ist γ2(G) abelsch.
Wir nehmen an, dass γ2(G) zyklisch ist. Sei x ∈ G extremal. Nach den Sa¨tzen 2.7 und
2.9 existiert y ∈ G mit
γ2(G) = 〈[x,y]G〉 =
{
[x,yk]G | k ∈ p2 − 10
}
,
insbesondere gilt [x,yp]G 6= 1G. Wegen G/Φ(G) ∼= Cp × Cp folgt yp ∈ γ2(G) und damit
x /∈ CG(γ2(G)). Aus exp(γ2(G)/γ3(G)) ≤ exp(G/γ2(G)) (siehe zum Beispiel [11, Kapitel
III, § 2., 2.13]) folgt außerdem cl(G) = 3. Damit gilt γ2(G)∩Z(G) = γ3(G), |γ3(G)| = p
und aus 2.9 (iv) erhalten wir p3 = |CG([x,y]G)| = |CG(γ2(G))|. Aus cl(G) = 3 folgt weiter
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Z2(G) = γ2(G), da andernfalls aus γ2(G) ⊂ Z2(G) folgen wu¨rde, dass Z(G/Z(G)) =
Z2(G)/Z(G) zyklisch und G/Z(G) somit abelsch wa¨re. Folglich gilt{
g | g ∈ G, |gG| ≤ p} 2.16= Z2(G) = γ2(G) ⊂ CG(γ2(G)).
Somit entha¨lt CG(γ2(G)) auch eine extremale Konjugiertenklasse, ein Widerspruch zu
x /∈ CG(γ2(G)).
Also gilt γ2(G) ∼= Cp × Cp. Wegen |G/Φ(G)| = p2 existiert ein minimales Erzeugenden-
system {g, h} von G. Wa¨re cl(G) = 2, so wa¨re γ2(G) = 〈[g,h]G〉 nach Lemma 2.2 und
Bemerkung 2.2.1, ein Widerspruch zu γ2(G) ∼= Cp×Cp. Wegen γ2(G) ≤ CG(γ2(G)) und
|CG(γ2(G)) : γ2(G)| = p ist CG(γ2(G)) außerdem abelsch.
3.24 Beispiel. Sei G eine Gruppe der Ordnung 625 mit |γ2(G)| = 25. Dann gilt
γ2(G) ∼= C5 × C5, cl(G) = 3 und CG(γ2(G)) ist abelsch nach Beispiel 3.23. Außerdem
gilt
|Z2(G)/γ2(G)| = 1 und |CG(γ2(G))/γ2(G)| = 5.
Ist dann K ein Ko¨rper mit char K = 5, so erhalten wir direkt aus 3.22 und 3.22.2:
dim(Z2(J (KG))/Z1(J (KG))) = 25 · 1− 1 = 24,
dim(Z3(J (KG))/Z2(J (KG))) = 25 · 2− 5 = 45,
dim(Z4(J (KG))/Z3(J (KG))) = 25 · 2− 1 = 49,
dim(Z5(J (KG))/Z4(J (KG))) = 25 · 3− 5 = 70,
dim(Z6(J (KG))/Z5(J (KG))) = 25 · 2 = 50,
dim(Z7(J (KG))/Z6(J (KG))) = 25 · 3− 5 = 70,
dim(Z8(J (KG))/Z7(J (KG))) = 25 · 2 = 50,
dim(Z9(J (KG))/Z8(J (KG))) = 25 · 3− 5 = 70,
dim(Z10(J (KG))/Z9(J (KG))) = 25 · 2 = 50,
dim(Z11(J (KG))/Z10(J (KG))) = 25 · 2− 1 = 49,
dim(Z12(J (KG))/Z11(J (KG))) = 25 · 1 = 25,
dim(Z13(J (KG))/Z12(J (KG))) = 25 · 1− 1 = 24.
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Symbolverzeichnis
Im Folgenden listen wir die wesentlichen Notationen dieser Arbeit auf. Dabei geben
wir zu jeder dieser eine Kurzdefinition an und verweisen auf die Seite des erstmaligen
Erscheinens des jeweiligen Symbols.
Kapitel 1
ν(m) max {n | n ∈ N0, pn | m}, Seite 5
n {1, . . . , n}, Seite 5
M0 M ∪ {0}, Seite 5
a ∗ b := a+ b+ ab, Seite 5
E(A) Einheitengruppe von (A; ·), Seite 5
Q(A) Einheitengruppe von (A; ∗), Seite 5
a(n) a ∗ · · · ∗ a︸ ︷︷ ︸
n
, Seite 5
a− das inverse Element von a bezu¨glich ∗, Seite 5
charK Charakteristik von K, Seite 6
〈T 〉K K-Raum Erzeugnis von T , Seite 6
AugB(A) Augmentationsraum von A bezu¨glich der Basis B, Seite 6
KG Gruppenalgebra von G u¨ber K, Seite 6
Aug(KG) Augmentationsideal von KG, Seite 6
Aug(T ) Aug(KG) ∩ 〈T 〉K fu¨r T ⊆ G, Seite 6
J (A) Jacobson-Radikal von A, Seite 7
N E G N ist Normalteiler von G, Seite 7
Z(A) Zentrum von A, Seite 8
K(G) Menge der Konjugiertenklassen von G, Seite 8
|T | Ma¨chtigkeit der Menge T , Seite 8
[g,h]G (Gruppen)-Kommutator g
−1h−1gh von g und h, Seite 8
[a,b]L (Lie)-Kommutator ab− ba von a und b, Seite 8
γ2(G), G
′ Kommutatoruntergruppe von G, Seite 9
(γj(G))j∈N Absteigende Zentralreihe der Gruppe G, Seite 9
(Zj(G))j∈N0 Aufsteigende Zentralreihe der Gruppe G, Seite 9
cl(G) Nilpotenzklasse von G, Seite 9
(Lj(R))j∈N0 Aufsteigende Zentralreihe der zu R geho¨rigen Lie-Algebra, Seite 9
[U,V ]G 〈[u,v]G | u ∈ U, v ∈ V 〉, Seite 9
[U,V ]L 〈[u,v]L | u ∈ U, v ∈ V 〉K , Seite 9
exp(G) Exponent der Gruppe G, Seite 10
U ⊕W Direkte Summe von U und W , Seite 11
o(g) Ordnung von g, Seite 12
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D2n Diedergruppe der Ordnung 2
n, Seite 12
SD2n Semidiedergruppe der Ordnung 2
n, Seite 12
Q2n Verallgemeinerte Quaternionengruppe der Ordnung 2
n, Seite 12
gG Konjugiertenklasse von g, Seite 13
gh h−1gh fu¨r Elemente g und h einer Gruppe, Seite 13
KT (G) in T enthaltene Konjugiertenklassen, Seite 13
KT,n(G) in T enthaltene Konjugiertenklassen der La¨nge n, Seite 13
κ(g) pκ(g) = |gG| fu¨r ein Element g einer p-Gruppe G, Seite 13
µ(T ) min {κ(g) | g ∈ T}, Seite 13
≡
p
Kongruenz modulo p, Seite 15
(ai)i∈N0 Folge mit i 7→ ai, Seite 18
〈B〉Z die von B erzeugte (additive) Gruppe, Seite 18
〈B〉N0 das von B erzeugte (additive) Monoid, Seite 19〈a〉 die von a erzeugte Untergruppe, Seite 23
D(l,k,n)
{
pl−n + spk−n+1 | s ∈ pl+n−k−1 − pl−k−1}, falls n ≤ k, Seite 25
D(l,k,n) pl \ Z(l,k,n), falls n > k, Seite 25
Z(l,k,n)
{
cpj | j ∈ k − n0, c ∈ pl−k
}
, falls n ≤ k, Seite 25
Z(l,k,n) pl−n, falls n > k, Seite 25
ψ(l,k,n,r) p
l −→ Q, m 7→ max{m− pν(m)(pl−k − p−r) + 1, m− pl−n + 1, 1},
Seite 25
mψ− das vollsta¨ndige Urbild von m unter ψ, Seite 28
ψ(l,k,n) p
l −→ pl , m 7→ max{m− pν(m)+l−k + 2, m− pl−n + 1, 1}, Seite 28
D˜(l,k,n)
{
m | m ∈ pl \ {1} , |mψ−(l,k,n)| = 2
}
, Seite 28
E˜(l,k,n)
{
m | m ∈ pl \ {1} , |mψ−(l,k,n)| = 1
}
, Seite 28
K˜(l,k,n)
{
m | m ∈ pl \ {1} , mψ−(l,k,n) = ∅
}
, Seite 28
wh h−1wh fu¨r Elemente w ∈ KG und h ∈ G einer Gruppe G, Seite 31
Kapitel 2
γ3(G) [γ2(G),G]G = [G
′,G]G, Seite 33
CG(g) Zentralisator von g in G, Seite 34
Cn Zyklische Gruppe der Ordnung n, Seite 40
ωa(g, h) a
−ωa(g,h)pl−κ(g) = [g,h]G, Seite 41
ω(a,g) ω(a,g) : G 7→ Z/pκ(g)Z, h 7→ ωa(g, h) + pκ(g)Z, Seite 41
ω(a,g) ωa(g, ·), Seite 41
ST Symmetrische Gruppe auf der Menge T , Seite 41
CG(T ) Zentralisator der Menge T in G, Seite 45
(g, n)α min
{
|γ2(G)|
|gG| , p
n
(
|γ2(G)|
|γ3(G)| − 1
)}
, Seite 51
ψg,r p
l → Q, m 7→ max{m− pν(m) (pl−k − p−r)+ 1, m− pl−κ(g) + 1, 1},
Seite 60
ZH Z(l,k,µ(H)), Seite 67
DH D(l,k,µ(H)), Seite 67
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ψH p
l −→ pl , m 7→ max{m− pν(m)+l−k + 2, m− pl−µ(H) + 1, 1}, Sei-
te 67
D˜H D˜(l,k,µ(H)) =
{
m | m ∈ pl \ {1} , |mψ−H | = 2
}
, Seite 67
E˜H E˜(l,k,µ(H)) =
{
m | m ∈ pl \ {1} , |mψ−H | = 1
}
, Seite 67
K˜H K˜(l,k,µ(H)) =
{
m | m ∈ pl \ {1} , mψ−H = ∅
}
, Seite 67
Aut(G) Automorphismengruppe von G, Seite 79
N o˙ P Inneres semidirektes Produkt von P und N , Seite 79
Kapitel 3
Σ(m)
{
(r, s) | r, s ∈ p− 1
0
, m = r + s
}
, Seite 89
Φ(G) Frattiniuntergruppe von G, Seite 94
Ξ(m)
{
(r, s) | r, s ∈ p− 1
0
, m = r + 2s
}
, Seite 100
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