In the applications of Boolean networks to modeling biological systems, an important computational problem is the detection of the fixed points of these networks. There have been various attempts to develop algorithms to address the computation need for large size networks. The existing methods are usually based on known algorithms and thus limited to the situations where these known algorithms can apply. In this paper, we show how to divide the polynomial equation system which defines the fixed points of a Boolean network into subsystems according to the number of variables involved, so that each of these subsystems can be readily solved. After solving these subsystems and thus reducing the number of states involved, we can combine the solutions to obtain all fixed points of the given network. This approach does not depend on other algorithms and it is easy to implement. We show that this method can handle large size Boolean networks, and demonstrate its effectiveness by using MAPLE to compute the fixed points of Boolean networks with hundreds of nodes and thousands of interactions.
I. INTRODUCTION
Different approaches for the detection of fixed points of Boolean networks exist in the literature. In [18] , an approach which is search/recursive in nature was given. This algorithms can identify all fixed points of a random Boolean network with maximum indegree 2 (the number of variables that each nodes depends on) with an average time O(1.19 n ) (n is the number of variables the whole Boolean network depends on, which is also the number of nodes). In the worst case, however, it can take up to time nO(2 n ). Another approach, which is based on the k-satisfiability problem related algorithms, has been developed in several recent publications (see [6] , [16] , and the references therein). In [6] , the result of applying algorithms of solving constraint satisfaction problems to the detection of fixed points of some randomly generated Boolean networks was reported. According to [6] , this method performs well for Boolean networks with indegree ≤ 2, and the computation will be exponential with indegree > 2. This is because there exist polynomial time algorithms for the k = 2 satisfiability problem, but the satisfiability problem is NP-complete for k > 2 [16] , [18] . The algorithm given in [16] can detect a fixed point of an AND/OR (only one of these operations is allowed for each node) Boolean network with non-restricted indegree in time O(1.787 n ). The satisfiability problem concerns whether or not there is a solution, not how to find all solutions. Thus further developments are needed before these algorithms can find more real applications in analyzing sizable biological networks. A computational algebra approach to the theory of dynamical systems over finite fields was developed in [4] , [7] , [12] . A key concept of computational algebra, the Gröbner bases of a polynomial system, can also be employed in the detection of the fixed points of a Boolean network by first compute a Gröbner basis of the polynomial system that defines the fixed points, and thus make the system easier to solve. However, the computation of a Gröbner is known to be exponential and can even be doubly exponential. There are also publications concerning the connection between fixed points and the topology structures of Boolean networks [3] , [4] , [8] , [13] , [10] , [19] , [20] .
The main result of this paper is a method for solving systems of Boolean equations, in particular those arise from applications to biological systems. What is special about biological networks is, though there are hardly any biological networks (for example, gene regulatory networks) with each and every node depends on ≤ 2 other nodes, they are also not densely connected. There can be nodes with many connections, but most nodes depend on a few other nodes. We have observed that, though it is not feasible to treat large size Boolean networks in general due to the complexity issue, with today's standard home and office PCs, the computing time for solving a system of Boolean equations for n < 25 variables, even using exhaustive enumeration, is rather short. For example, if n = 20, then the computation usually takes about 10 seconds (see examples later). Therefore, if we can divide a system of Boolean equations into subsystems according to the number of variables involved (different subsystems can have common variables) such that each subsystem can be solved easily, then by patching the solutions of the subsystems together, we should be able to find all the solutions. This turned out to be working quite well, since biological Boolean networks usually permit such a division, and the number of solutions of a subsystem with t variables is 2 t . So by solving the subsystems first, we can reduce a seemingly intractable problem to a feasible one. This approach is straight forward, does not rely on any other algorithm, and is capable of solving large systems. This method also applies to Boolean networks which have not been considered in the literature before. For example, it applies to "community-like" networks, i.e. those networks where the nodes in each community (with reasonable size) can be densely connected while the communities of the network are sparsely connected, these networks can have the average number of connections of each node > 2.
II. MAIN RESULTS
A Boolean network with n nodes can be given by a Boolean polynomial function
where {0, 1} n is the state space of all sequences of length n formed by 0 and 1, and f 1 , . . . , f n are Boolean polynomials in n variables x 1 , . . . , x n . To study the dynamical properties of a Boolean network, we consider the time-discrete dynamical system defined by:
That is, the functions f i , 1 ≤ i ≤ n, give the updating rules for the nodes, and the state of the ith node at time t + 1 is given by the function value
To describe our method, we change the above system of equations to a different equivalent form. We consider the following system of Boolean polynomials
and let
We can now state the following theorem.
Theorem II.1. Let f be defined by (II.1) and let {A j | 1 ≤ j ≤ k} be a partition of [1, n] . Then a state a = (a 1 , a 2 , . . . , a n ) ∈ {0, 1} n is a fixed point of f if and only if m Aj (a 1 , a 2 , . . . , a n ) = 1,
In particular, a is a fixed point of f if and only if m f (a) = 1.
Proof:
The system of equations given by (II.2) is equivalent to
which in turn is equivalent to
As a consequence of the above theorem, we have the following procedure of detecting the fixed points of a Boolean network (i.e. an algorithm for solving a system of Boolean equations).
Algorithm II.1. Boolean network fixed points detection algorithm.
OUTPUT: Fixed points of f .
Choose a threshold level T (a positive integer) such that any Boolean equation with the number of variables ≤ T can be solved easily.
2. Set g i = f i + x i + 1, 1 ≤ i ≤ n, and simplify the system Remark II.1. (a) The threshold level T depends on the hardware and the method employed to solve these equations. For exhaustive enumeration method on standard PCs, we can use T = 21.
(b) Different subsystems are allowed to have common variables, and for each 1 ≤ j ≤ k, one can just solve m Aj = 1 (or m Aj + 1 = 0).
(c) Optimization scheme can be used in step 3 for the division. For example, if g 1 and g 2 involve many variables while g 3 and g 4 involve only a small number of variables, then one can group g 1 with g 3 and g 2 with g 4 , etc.
(
d) Parallel computation can be employed in both step 3 and step 4 to improve the speed of computation.
Algorithm analysis. It is clear that the success of the above algorithm depends on whether the whole system can be divided into subsystems according to the threshold level such that the number of subsystems (k) is relatively small compare to the total number of nodes (n). For example, this will not be the case if the dependency graph is a complete graph. As mentioned in the introduction, biological networks as well as community-like networks can be divided. Basically, Boolean networks with small average connections, for example ≤ 5, can always be divided, but those with average connections > 5 may or may not be divisible depending on the actual networks and the method employed to solve them. Assume that exhaustive enumeration is used to solve the subsystems. From the actual gene regulatory networks in the literature, we can assume that, with the threshold level T = 21, the average number of equations in each subsystem is between 20 and 30 (see examples in the next section). If solving one of these subsystems takes about 10 seconds, then the total time of solving these subsystems is approximately equal to n/2 seconds. So the success of the computation relies on the time needed for combining the solutions of these subsystems. This depends on the number of fixed points of the Boolean network f has. In general, the more fixed points f has, the longer the computation time (compare the examples in the next section), since if a large size f has a large number of fixed points, then even just to verify the fact that all these points are fixed points could be a problem.
III. EXAMPLES
In this section, we present several examples for our algorithm. The first three are gene regulatory networks published in the corresponding references. The last two were simulated based on the gene regulatory networks published in the literature. The subsystems were solved using exhaustive enumerations. All computations were done using MAPLE 14 on an iMac with 8 GB of RAM. Due to the page limitation of this paper, we omit the details, such as the polynomial presentations of the networks and the resulted equations to be solved. Full length paper and MAPLE worksheets are available from the author upon request. Example 3.3. This example is the T-Cell receptor signaling Boolean model given by Fig. 1 in [15] . This network has 90 nodes. We derived the Boolean polynomial functions of the nodes according to the interactions given in the diagram. After step 2 of Algorithm II.1, with the number of variables threshold at < 21, the entire system of equations that defines the fixed points was divided into 3 subsystems. Subsystem 1 involves 20 variables and 28 equations, subsystem 2 involves 20 variables and 42 equations, and subsystem 3 involves 13 variables and 20 equations. The total computation took 19.37 seconds. A total of 4096 fixed points were detected. Example 3.4. This is a simulated Boolean network with 228 nodes. The polynomial presentation for the network is generated first, and then dependency graph (Fig. 1) is generated from the polynomial functions. With threshold at ≤ 21, after step 2 of Algorithm II.1, the fixed point system of equations was divided into 7 subsystems. The solutions of subsystems 1 to 4 were combined first, then the solutions of subsystems 5 to 7 were combined, and finally the resulted two sets of solutions were combined to obtain the fixed points. The total computation time was approximately 2.76 hours and a total of 25165824 fixed points were detected. The majority of the computation time was used to combine the solutions of subsystems 1 to 4 with the solutions of subsystems 5 to 7. 3.5. This is a simulated Boolean network with 450 nodes and 2050 interactions. The dependency graph (Fig.  2) is generated from the polynomial functions. With the threshold level at < 21, the whole system was divided into 48 subsystems. The whole computation took 7.31 minutes and 6 fixed points were detected.
IV. CONCLUDING REMARKS
We have developed a new approach to solve systems of Boolean equations. With the computation of the fixed points of complex biological Boolean networks in mind, we developed our approach based on the characteristic of these networks, which allows the subdivision of the whole system into subsystems according to the number of variables involved, though it also applies to Boolean networks broadly. Our algorithm is self-contained, not an application of other algorithms, and thus it applies to Boolean networks beyond those have been considered before. The approach is especially adaptable to large networks assembled from smaller components [14] , since these networks are naturally divisible. To demonstrate the effectiveness of our algorithm, we provided several examples of Boolean networks. The first two examples were included to show that even exhaustive enumeration method can solve this problem for Boolean networks of sizes between 20 and 30 in less than a second with today's standard PCs, which provides the supporting evidence for our approach. The third example is the Boolean network published in [15] . According to the authors, this network was the largest Boolean model of a cellular network known to them at the time of publication. The set of fixed points this network can be detected using our method in less than 20 seconds (on a PC) in MAPLE. The two simulated examples are substantially larger than the one in [15] , and their fixed points can also be detected using MAPLE in relatively short times. We expect that our method will offer a useful tool for analyzing Boolean models, in particular, Boolean networks of biological systems [2] , [5] , [9] .
