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Network science is increasingly being developed to get new insights about behavior and properties
of complex systems represented in terms of nodes and interactions. One useful approach is investi-
gating localization properties of eigenvectors having diverse applications including disease-spreading
phenomena in underlying networks. In this work, we evolve an initial random network with an edge
rewiring optimization technique considering the inverse participation ratio as a fitness function.
The evolution process yields a network having localized principal eigenvector. We analyze various
properties of the optimized networks and those obtained at the intermediate stage. Our investiga-
tions reveal the existence of few special structural features of such optimized networks including the
presence of a set of edges which are necessary for the localization, and rewiring only one of them
leads to a complete delocalization of the principal eigenvector. Our investigation reveals that PEV
localization is not a consequence of a single network property, and preferably requires co-existence
of various distinct structural as well as spectral features.
PACS numbers: 89.75.Hc, 02.10.Yn, 5.40.-a
I. INTRODUCTION
Networks provide a simple framework to understand
and predict properties of complex real-world systems by
modeling them in terms of interacting units [1]. This
framework is particularly successful in explaining various
mechanisms behind the emergence of collective behaviors
of systems arising due to the local interaction patterns
of their components. Principal eigenvector (PEV) cor-
responding to the maximum eigenvalue of the network’s
adjacency matrix has been shown to be particularly help-
ful in getting insight into the propagation or localization
of perturbation in the underlying systems [2]. One key
factor of our interest is to understand properties of net-
works which may help in spreading or restricting per-
turbation in networks captured by PEV localization [3].
For instance, during a disease outbreak, one will be in-
terested in knowing if the disease will spread through
the underlying network leading to the pandemic or will
be localized to a smaller section of the network [2, 4].
Similarly, one may be interested in spreading a particu-
lar information, for instance, awareness of vaccination at
the time of disease outbreak, or may wish to restrict or
localize a perturbation like rumor propagation [5].
Furthermore, metal-insulator transition has been exten-
sively studied using Anderson localization in solid-state
physics [6] driving interest to investigate localization
transition in complex networks [7–9]. Localization of an
eigenvector refers to a state when few components of the
vector take very high values while rest of the compo-
nents take small values. In the current study, we use
inverse participation ratio (IPR) to quantify the eigen-
vector localization [2]. Localization properties of PEV
have been shown to provide insight into the propaga-
tion of perturbation in mutualistic ecological networks
[3], an existence of rare regions in brain networks [10],
and efficient functioning of Google matrix [11]. Recently,
eigenvector localizations properties have been related to
scaling parameter of scale-free networks [12] as well as
used for detecting communities in multilayer and tempo-
ral networks [13].
Goltsev et al. reported that PEV localization of scale-
free networks exists only for the power law exponent be-
ing greater than a critical value [2]. On the contrary,
Pastor-Satorras et al. have shown that PEV of all the
power-law degree distributed networks are localized to
some extent, with the existence of two different types of
localization based on the degree of the nodes [12]. Nev-
ertheless, they noted that these two different types of lo-
calization are not so evident in real-world networks [12].
Furthermore, localization has been investigated for eigen-
vector centrality defining the score of each node based on
its neighborhood properties and is a common measure for
determining the importance of nodes in networks. How-
ever, it was also found that the eigenvector centrality may
fail upon consequence of PEV localization [14]. Network
properties such as the presence of hubs, the existence
of dense subgraph, and a power-law degree distribution
are few factors known to make a network more localized
than the corresponding random one [2, 14]. Another work
mentioned that eigenvector localization positively corre-
lates with the variance of weighted degree distribution
[3]. However, a merely presence or absence of these fea-
tures may not guarantee a highly localized PEV. In other
words, incorporating one of these features may not yield
a network which has the most localized PEV for a given
network size.
All these insist a systematic investigation of the role of
various network properties in the PEV localization as
also suggested in [12]. In the current study, we examine
various structural and spectral properties of the networks
2when they are evolved from a delocalized to the localized
state? We mainly concentrate on the following aspects:
How can one achieve a network having the most or highly
localized PEV for a given network size? What are the
particular structural properties or local patterns the net-
work corresponding to the most localized PEV has?
This article demonstrates that the most localized behav-
ior of PEV does not have a direct correlation with a single
structural property of the underlying network. The opti-
mized network concerning localized PEV possesses a spe-
cial structural feature highlighting requirement of several
structural and spectral properties. Starting with a con-
nected random network topology, we generate a network
which has a highly localized PEV using an optimization
technique for the network evolution. Rewiring of the net-
work happens in such a manner that each rewiring step
yields the PEVmore localized than the previous step. We
analyze various structural and spectral properties of the
networks during the optimization process. Our analysis
demonstrates that PEV localization is not a consequence
of existence or absence an individual network property,
rather requires combinations of many. We succeed in
constructing a blueprint of the network topology corre-
sponding to a highly localized PEV. Our investigations
reveal that the most optimized network possesses a spe-
cial structure. Furthermore, we find that there exists a
set of edges in the optimized network, rewiring any one
of them leads to a complete delocalization of the PEV.
We show that this sensitivity of the PEV localization is
related to the behavior of second largest eigenvalue of the
underlying network. Our analysis further elucidates that
there exists an evolution regime where networks are as
localized as the optimized one, however, they are robust
against single edge rewiring concerning PEV localization.
Additionally, we learn that properties of the intermediate
and the final optimized structure remain same irrespec-
tive of the topology of initial network structure.
II. METHODS
We represent a simple undirected connected network
as G = {V,E}, where V = {v1, v2, . . . vN} and E =
{e1, e2, . . . eM} represent the set of nodes and edges,
where N and M denote the size of V and E, respec-
tively. The present work restricts to simple networks, i.e.
the network without multiple connections and self-loop.
We refer Ec = {ec1, ec2, . . . , ec(N(N−1)/2)−M} as the set of
edges which are not present in G. The adjacency matrix
(A) corresponding to G is defined as, aij = 1 if there is
an edge between node i and j, otherwise aij = 0. Fur-
ther, di =
∑N
j=1 aij denotes the degree of node vi and
{di}Ni=1 stands for the degree sequence of G. The spec-
trum of G is a set of eigenvalues {λ1, λ2, . . . , λN} of A
where λ1 ≥ λ2 ≥ · · · ≥ λN , and corresponding eigen-
vectors are {X1, X2, · · · , XN}. As A is a real symmetric
matrix, all the eigenvalues are real. Moreover, A is a non-
negative matrix and G is always connected, hence from
the Perron-Frobenius theorem [15], all the entries of PEV
are positive. Therefore, for a connected network, PEV is
said to be localized when a large number of components
take value near to zero and only a few have large values.
We quantify the eigenvector localization using the IPR
[2] as follows,
IPR(Xk) =
N∑
i=1
x4i (1)
where xi is the i
th component of normalized eigen-
vector, Xk with k ∈ {1, 2, . . . , N}, in the Eu-
clidean norm. A delocalized eigenvector with compo-
nent [1/
√
N, 1/
√
N, . . . , 1/
√
N ] has an IPR value 1/N ,
whereas a most localized eigenvector with components
[1, 0, . . . , 0] leads to the IPR value equal to 1. For a con-
nected network, IPR value lies between these two extreme
values.
For a given N and M , our aim is to get a connected net-
work which has the most localized PEV corresponding
to the maximum IPR value. For a particular value of N
andM , if we can enumerate all the possible network con-
figurations, the network corresponding to the maximum
IPR value will be our desired network. The number of
possible network configurations for a given N and M is
of the order O(N2M ) [16]. Therefore, we formulate this
problem through an optimization technique as follows.
Given an input graph G with N vertices, M edges and a
function ζ : ℜN×1 → ℜ, we want to compute the maxi-
mum possible value of ζ(G) over all the simple, connected,
undirected, and unweighted graph G. Thus, we are max-
imizing the objective function ζ(G)=IPR(X1) = x41 +
· · ·+x4N subject to the constraints that x21+ · · ·+x2N = 1,
and 0 < xi < 1. Furthermore, the optimization process
helps us in assessing the impact of structural and spectral
properties of networks on IPR value of PEV as networks
evolve from the delocalized to a localized state. We refer
the initial network as Ginit and the optimized network as
Gopt.
Starting from an initial connected random network, we
use an edge rewiring approach based on a Monte Carlo
algorithm to obtain the most optimized network in an
iterative manner. For a single edge rewiring process,
we choose an edge ei ∈ E uniformly and independently
at random from G and remove it. At the same time,
we introduce an edge in the network from Ec, which
preserves the total number of edges during the network
evolution. The new network and the corresponding ad-
jacency matrix are denoted as G′ and A′, respectively.
The eigenvalues and eigenvectors of A′ are indicated as
{λ′1, λ′2, . . . , λ′N} and {X ′1, X ′2, · · · , X ′N}, respectively. It
is important to remark that during the network evolution
there is a possibility that an edge rewiring makes the net-
work disconnected. We only approve those rewiring steps
which yield a connected graph. We calculate the IPR
value of PEV from A and A′. If IPR(X ′1) > IPR(X1),
A is replaced with A′. Therefore, in each time step, we
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FIG. 1. Network size is N = 500, 〈k〉 = 10 and we iterate the
rewiring process for 600, 000 times and store the network after
each 100th steps. Changes of various network properties (a)
IPR value of PEV, (b) maximum degree (c) average cluster-
ing coefficient, (d) degree-degree correlation, (e) correlation
between degree vector and clustering coefficient vector, and
(f) correlation between PEV and clustering coefficient vector
during the evolution.
get a network which has the PEV more localized than
the previous network. We repeat the above steps until
we obtain the maximum IPR value corresponding to the
optimized network, Gopt.
III. RESULTS
Starting with an initial connected random network gen-
erated using Erdo¨s-Re´nyi (ER) algorithm [15], the evo-
lution process based on the PEV localization forces a
change in the initial network structure. The ER random
network is generated with an edge probability 〈k〉/N ,
where 〈k〉 is the average degree of the network.
Based on the nature of changes in the IPR value, we can
divide the evolution into three different regions; r1, r2,
and r3. In the first region, each rewiring yields a small
change in the IPR value, whereas, in r2 region, changes in
the IPR values are much larger. The r3 region represents
the saturation state (Fig. 1(a)). This is also referred as
the critical region, explained later. At the beginning of
the optimization process, the evolution of the IPR with
rewiring is slow as there exist many nodes with degree
close to each other (Fig. 2(a)). Consequently, for op-
timized rewiring, there exist several options for edges,
rewiring which leads to an enhancement in the IPR value.
Once, a node becomes clear hub by attaining consider-
able larger degree than the rest of the nodes (region r2
and Fig. 2(b)), the PEV entries corresponding to that
node keeps on becoming larger (Fig. 2(e)) and those of
all other nodes get considerably smaller values, yielding
a fast growth in the IPR values for each rewiring.
As described in the previous section, the total number
of edges is fixed throughout the evolution. Therefore, it
is rearrangements of the links which affect the localiza-
tion properties of the network. Moreover, we know that
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FIG. 2. ER network as initial network. Degree distribution of
(a) initial (b) intermediate and (c) optimized network; PEV
entry distribution of (d) initial (e) intermediate and (f) opti-
mized network.
presence of localization affects many structural properties
such as the largest degree (kmax), the average clustering
coefficient (〈CC〉), degree distribution, etc. [2, 9, 14]. We
keep a record of all these properties during the evolution
and observe that kmax starts rising as IPR value increases
(Fig. 1(a)) and reaches its maximum value much before
the IPR achieves its maxima (Fig. 1(b)). This indicates
that these two quantities affect each other positively, but
they are not strongly related. Further to study a pos-
sible relation between kmax and IPR value of PEV, we
use the configuration model [17] of the Gopt that has an
IPR value which is much smaller than the optimal IPR
value, even though both have the same kmax and the
degree sequence. This finding indicates that presence
of a hub node or a particular degree sequence is impor-
tant for PEV localization. Nevertheless, these may not
be the only requirements for achieving a localized PEV,
and thus we investigate other structural properties which
contribute into the localization.
The clustering coefficient is known to play a significant
role in localization transition on complex networks [9].
We investigate 〈CC〉 vs. IPR during the evolution pro-
cess. We find that as IPR value increases slowly in the r1
region, while 〈CC〉 remains almost constant (Fig. 1(c)).
In the r2 region, 〈CC〉 increases rapidly with the evolu-
tion and finally gets saturated to a particular value in
r3 region. It suggests that IPR and 〈CC〉 have a rela-
tion. One possible way to check this relationship is by
constructing a network with the same {di}Ni=1 and 〈CC〉
as for Gopt and to compare the IPR values of both the
networks. Interestingly, the network constructed by the
algorithm adopted from [18] has IPR value far lesser than
the Gopt. This experiment indicates that regulating 〈CC〉
leads to a localization of PEV, but it is not as high as
Gopt. Therefore, we investigate other structural proper-
ties which might contribute to the PEV localization. One
such property is the degree-degree correlation of the net-
works which we measure using Pearson product-moment
correlation coefficient [15].
The degree-degree correlation (rdeg−deg) during the evo-
4FIG. 3. (Color Online) Schematic diagram representing the
initial (left) and the most optimized (right) networks.
lution process exhibits an increment in the beginning
when there is a small change in the IPR value (r1) and de-
creases rapidly with a further increase in IPR value (r2).
Finally, both become saturated (Fig. 1(d)) and Gopt is a
disassortative network. To check the importance of disas-
sortativity for the localization, we perform an experiment
by constructing a network using Sokolov algorithm [19]
which has the same rdeg−deg as of the Gopt. However, this
construction also fails to yield the IPR value as high as for
Gopt. Further, the degree and clustering coefficient vec-
tors manifest a negative correlation (Fig. 1(e)) whereas
local clustering coefficient and PEV indicates a high pos-
itive correlation (Fig. 1(f)). These two measurements do
provide us information about the possible structure of
the networks but do not tell what the structure exactly
is.
The most intriguing result of our investigation is that we
get a special network topology corresponding to the op-
timized IPR value concerning PEV. The optimized net-
work consists of two components of different sizes which
are connected to each other via a single node (Fig. 3).
In the beginning of the evolution process (starting at r1
region), the degree distribution of the network follows
Poisson law (Fig. 2 (a)). The evolution process forces to
change the network structure in a very typical manner
such that the degree of one node becomes much higher
than the rest of the nodes in the network at the interme-
diate stage (Fig. 2(b)). In the r3 region, the degree dis-
tribution of the optimal structure which has the most lo-
calized PEV is depicted in Fig. 2(c). One can notice that
it has two peaks at lower k values, and there exists one
point corresponding to the hub node lying very far from
these two peaks. The first smaller peak is contributed
by the nodes lying in the smaller part of the network
(Fig. 3(left)), and the larger peak is coming from, the
larger component having optimized network structure.
Similarly, the distribution of the PEV entries during the
network evolution take shape in such a manner that at
the r2 and r3 regions (in Fig. 2(e) and Fig. 2(f)) more
number of nodes have tiny weights at corresponding PEV
entries and less number of nodes have large weight which
is an indication of a highly localized PEV (Fig. 2(d)).
Further, it is visible in Fig. 2(f) that each node belong-
ing to the small component (Fig. 3(left)) of the Gopt has
large PEV weight whereas those belonging to the larger
component has smaller PEV weights.
Note that, in between any two increments in IPR values
as evolution progresses, there exists several edge rewiring
which does not lead to an increase in the IPR value. If
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FIG. 4. IPR as a function of edge-rewiring. The networks
with large IPR value in r3 region consists of few edge-rewiring,
which leads to a sudden drop in the IPR value. Rewiring
of the first 1,00,000 edges is depicted. The marked square
indicates the regime where the networks attain IPR values
which are very close to the optimized network. However, in
this regime rewiring an edge does not have a significant impact
on the IPR values.
we consider rewiring of all the edges, and not only those
which lead to an increase in the IPR value, we get sur-
prising results. In the r3 region (Fig. 4), IPR value gets
almost saturated, and there exists only a subtle incre-
ment in its value with a further evolution of the network.
Though the network in this region has the maximum IPR
value, there exist few edges, rewiring them leads to a
sudden drop in the IPR value resulting in the complete
delocalization of PEV from a highly localized state. It
reveals that only a single edge rewiring makes the most
localized PEV to delocalized and this phenomenon is ob-
served for sparse networks in r3 region (Fig. 4). We look
forward to identifying the set of special edges and the
rewiring locations, perturbing which, lead to delocaliza-
tion of PEV. It turns out that in the optimized network if
we remove an edge connected to the hub node inside the
smaller component (Fig. 3(right)) the IPR value drops
down leading to a complete delocalization of PEV. In-
terestingly, just before the saturation (region r2) if we
rewire an edge which is connected to the hub, no sud-
den drop is observed in the IPR value. This is a region
highlighted within a square in (Fig. 4) where IPR value
is much larger than the initial ER random network as
well as is robust against the edge rewiring. Whereas in
the r3 region, though the network achieves the maximum
IPR value, it becomes very sensitive to the single edge
rewiring. Most importantly, by controlling few edges, we
can control the PEV localization of the entire network.
To check the robustness of the emerged localized network
structure against changes in the initial network, we start
the evolution process on the scale-free (SF) network con-
sidered as the initial structure. The SF network is con-
structed using Barabasi-Albert preferential attachment
model [15]. The network gets evolved through the similar
r1, r2 region of slow and fast changes in IPR values, and
finally, leads to the saturation region r3. The final opti-
mal structure remains same as depicted by Fig. 3. There
exist few changes occurring before the network reaches
50 250 500
Evolution(x 102)
0
0.1
0.2
IP
R
0 250 500
Evolution(x 102)
0
0.06
0.12
0 250 500
Evolution(x 102)
0
0.06
0.12
(a) (b) (c)
FIG. 5. Change in IPR value as a function of network evo-
lution. (a) SF networks with N = 500 and 〈k〉 = 10 (b)
C.elegans frontal network with N = 131 and 〈k〉 = 11 (c)
C.elegans neural network with N = 297 and 〈k〉 = 14. We
consider crude approximations that edges are undirected and
unweighted for C.elegans networks.
to the final optimized structure. A prime change is that
reaching to the saturation state (r3) is faster when one
starts with an SF network structure. The reason behind
this slightly faster convergence is that the PEV of the SF
network is already slightly localized due to the presence
of a hub node. Moreover, the optimization process acts
on a network already having a hub node which causes
shrinkage in the slow evolution region (r1).
Additionally, we consider few real-world networks as our
starting initial network structure, and again the final op-
timal network structure remains the same as found ear-
lier with the existence of critical region r3. For example,
we consider C.elegans frontal [20] and C.elegans neural
[21] network as the initial network structure and achieve
the similar structure as obtained from the ER and SF
networks through the evolution process (Fig. 5). Fur-
ther, we consider the impact of changes in the network
size on the properties of the optimized network structure.
As network size increases, the evolution process remains
same as depicted by Fig. 6(a). The final optimized net-
work structure achieves through the intermediate stage
and attains the same structure (Fig. 3). However, as N
increases, it takes more evolution time for a network to
be optimized (Fig. 6(a)). It is not surprising as Goltsev
et al. have provided theoretical bounds on the maximum
IPR values for the Bethe lattices and have shown its de-
pendency on N [2]. Fig. 6(b) depicts IPR values of the
initial and the optimized network for various values of N .
In the following, we attempt to understand the emer-
gence of the special structure as a consequence of opti-
mization as well as the sensitivity of PEV in the critical
region. The eigenvalues of a network adjacency matrix lie
in a bulk region separated from extremal eigenvalues at
both the side which lie outside the bulk. It is known
that the extremal eigenvalues, particularly the largest
one, may follow completely different statistical properties
than those lie in the bulk [22]. Furthermore, the num-
ber of eigenvalues lying outside the bulk is known to be
equal to the number of communities in the network [23].
For a random network without any community structure,
there exists only one eigenvalue which lies outside the
bulk region and all other eigenvalues including the second
largest λ2 are part of the bulk region [23]. As depicted in
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FIG. 6. (a) Evolution of IPR for three different network size.
As network size increases, it takes more evolution time for a
network to reach to the optimized state. (b) IPR value of
the initial () ER and the final (•) optimized networks as a
function of N .
Fig. 7, value of λ2 is much smaller than the value of λ1
in the initial network structure corresponding to ER, SF,
and C.elegans neural networks. During the evolution, λ2
starts shifting towards λ1, i.e. λ2 starts drifting away
from the bulk region. This drift in λ2 is not surprising
as we know that the final optimized structure consists
of two parts or communities, and hence there should be
two eigenvalues which lie outside the bulk. However, the
interesting observation is that for the optimized network,
λ2 not only drift away from the bulk but becomes very
close to λ1, in fact, λ1 ∼ λ2. Almost the same values for
both the eigenvalues might be a reason behind sensitivity
of PEV for a single edge rewiring. Markov chain and its
associated transition matrix have been extensively stud-
ied in network science. It has been reported that when
the two largest eigenvalues of a transition matrix become
very close to each other, PEV which is known as the
stationary probability distribution vector becomes sensi-
tive to a small perturbation in the transition matrix [24].
Consequently, the associated Markov chain becomes de-
composable [25]. The transition matrices are different
from the adjacency matrices considered here; neverthe-
less, largest two eigenvalues being close to each other and
sensitivity of PEV occurring at the same evolution time
is brings forward an insight into the behavior of PEV lo-
calization. When PEV becomes highly localized resulting
in λ1 ∼ λ2, the network structure becomes very sensitive
for rewiring and may lead to a complete delocalization
of PEV even for a single edge rewiring (Fig. 4). Never-
theless, there exists open question that why the network
having a highly localized PEV displays λ1 ∼ λ2. This
finding brings about more physics in the context of PEV
localization and invites further investigations and analyt-
ical treatment.
IV. DISEASE SPREADING IN LOCALIZED
NETWORKS
Starting from the ER random or SF networks as an ini-
tial network, we can achieve an optimized network struc-
ture which has highly localized PEV. To demonstrate
the efficiency of these artificially constructed network
structures for a dynamic process, we use the standard
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FIG. 7. Behavior of λ1 (◦) and λ2 (•) during the network
evolution. Initial network as (a) ER random network (b) SF
network (c) C.elegans neural network.
susceptible-infected-susceptible (SIS) disease spreading
model [2]. We observe the behavior of spreading process
at different stages of the optimization process. In the SIS
model, each susceptible vertex becomes infected with the
infection rate γ and infected vertices become susceptible
with the unit rate. With probability ρi, a vertex i in-
fected by its neighbours, and the prevalence is given by
ρ =
∑N
i=1 ρi/N . We know that when the infection rate
γ cross the epidemic threshold i.e. γ > γc =
1
λ1
[26] the
disease will spread over the networks. However, if the
PEV of the network’s adjacency matrix is localized, in
the vicinity of the epidemic threshold γc + ǫ, ǫ > 0 the
disease infects a small number of vertices and spreading
process becomes slow. As a result, it requires a larger
value of γ for spreading the disease over the network.
Fig. 8 manifests that for the initial network, for a value
of γ which is slightly larger than γc, disease infects a
large number of vertices. Whereas, for the networks cor-
responding to the intermediate and the optimized states,
there exist very few vertices which get infected.
V. CONCLUSION
In this work, starting from an initial random network,
we achieve a network structure through a Monte Carlo
based optimization method. The final optimized network
possesses a highly localized PEV quantified by the IPR
value. We analyze various structural and spectral prop-
erties of the optimized network as well as the networks at
the intermediate state before the optimized structure is
reached. In other words, we develop a learning framework
to explore localization of eigenvector through a sampling-
based optimization method. We demonstrate that PEV
localization is not a consequence of a single network prop-
erty and rather requires co-existence of several structural
features. The final optimized network possesses a special
structure and which we have shown to be robust against
changes in the initial network structure. We demonstrate
the robustness of the results by considering various pop-
ular network models as well as two real-world networks
as an initial network structure. Furthermore, we charac-
terize the evolution regime into different states. In the
intermediate state, though the networks are not best op-
timized in terms of the PEV localization, they are robust
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FIG. 8. Spreading process of SIS model on the initial ER
random network (λinit1 ≈ 11.34, IPRinit ≈ 0.0007), inter-
mediate (λimdt1 ≈ 11.14, IPRimdt ≈ 0.21) and optimized net-
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IPRopt ≈ 0.1) have been depicted. ER network has N = 2000
nodes with 〈k〉 = 10.
against changes in single edge rewiring. Whereas, PEV
is sensitive against single edge rewiring in the critical re-
gion. Our analysis identifies a special set of edges which
are essential for the (de)localization of PEV in the most
optimized network structure. Rewiring any one edge of
this set leads to a complete delocalization of PEV. We
observe that this emergence of sensitivity in the PEV
and shifting of λ2 close to λ1 happens simultaneously
suggesting a relation between the special structure of the
optimized network and the second largest eigenvalue, in
addition to the first, of the network. We further identify
the evolution regime which corresponds to the networks
having PEV localization almost same as that of the op-
timized network but the localization property being ro-
bust against the edge rewiring. It may not always be
feasible to rewire a real-world network to such an extent
so as to get a desired PEV localization behavior. How-
ever, the results and approach here will be more useful
in constructing an artificial network with a desired lo-
calization behavior. Further, there exist few real-world
systems where rewiring can be achieved rather easily.
For instance, functional connectivity in the brain can be
changed by providing suitable input to get a desired lo-
calization behavior [27]. This is particularly relevant for
epileptic seizure as PEV localization has been shown to
be useful to understand criticality in brain networks [10].
Eigenvector localization is an important aspect of po-
tential use in understanding propagation mechanisms in
various systems such as the virus spread in computer
networks [28], vibration confinement systems like spring-
mass-damping systems and for constructing piezoelectric
networks [29, 30]. Further, the present work focuses on
undirected and unweighted networks; the approach can
be extended to obtain a comprehensive picture of PEV
localization on directed and weighted networks. Further-
more, this paper is restricted to PEV of adjacency ma-
trices; however, it will be interesting to study the conse-
quence of other lower order eigenvectors localization on
emerging network properties [31].
To conclude, our study provides a deeper insight to the
7PEV localization on synthetic as well as on empirical
networks. Though, the prime concern of our analysis to
have insights into the network structure and PEV local-
ization, using SIS model, we verify that in the optimal
and the intermediate stages spreading of disease is much
slower than the initial random structure. Additionally,
earlier work has related spectral properties with change
in the matrix elements [32]; here we show that how a
function of PEV relates with the change in the matrix
elements arising due to the edge rewiring. Moreover, the
identification of critical region where a sudden IPR drops
happen adds another dimension to eigenvector behavior
of complex networks.
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