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ABSTRACT
The first essay studies quantile impulse response functions (QIRFs) and their applications in
macroeconomics and finance. We build a multi-equation autoregressive conditional quantile
model and propose a new construction of the QIRF. We investigate dynamic QIRFs of the
US economy in response to monetary policy and financial shocks, providing some interesting
results: (i) Economic activity has the most heterogeneous response across its distribution
among the variables under study. The left tail of economic activity is the most responsive
to monetary policy and financial stimuli. (ii) We also assess the impacts of financial and
monetary policy shocks on Growth-at-Risk during the global financial crisis. Negative
financial shocks during August 2007–June 2009 substantially aggravated Growth-at-Risk
over 2008–2010. Unconventional monetary policy tools used during July 2009–December
2015 ameliorated Growth-at-Risk successfully over 2011–2015. (iii) When a measure of
financial conditions (NFCI) stays at its right tail quantiles (tighter financial conditions),
NFCI displays locally explosive behavior. As a result, the consecutive right tail events
create substantial downside risks to the economy.
The second essay investigates the estimation and inference of quantile impulse response
functions for financial data. We propose a new estimation method using the local projec-
tions by Jordà (2005). We establish consistency and asymptotic normality of the estimator,
thereby enabling asymptotic inference. We also consider the confidence interval construc-
tion based on stationary bootstrap and prove its consistency. Confirmatory simulation
results and empirical practices on Value-at-Risk dynamics are provided.
In the third essay, I quantitatively assess the role of stock-specific shocks on aggregate
volatility in the U.S. stock market. When a power law is fitted to the upper tail market
capitalization distribution in the S&P 500, the estimate of tail exponent is slightly above
one, in which case the contribution of stock-specific shocks to aggregate volatility can be
non-trivial. The empirical results of a variance decomposition suggest that the contribution
of stock-specific shocks to aggregate returns volatility is insignificant. The volatility of the
shocks is about 20% of the volatility of aggregate returns. This small role of stock-specific
shocks is attributable to the size-variance relationship and the highly positive correlations
ii
among macro-sectoral shocks. However, I find that stock-specific shocks have an impact
on the conditional volatility of market returns in the U.S. stock market by extending the
GARCH model.
iii
To Hana and my family.
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CHAPTER 1
QUANTILE IMPULSE RESPONSE ANALYSIS
WITH APPLICATIONS IN MACROECONOMICS
AND FINANCE
1.1 Introduction
The conditional mean of an outcome variable has been the primary object of study in
economics, as it summarizes the central response to explanatory variables. The scientific
interests of policymakers and researchers, however, go beyond the conditional mean. Ex-
treme events and business cycles have significant effects on the economy, so we also need to
study the tail or shoulder of the outcome distribution. It is therefore important to obtain a
complete picture of the dynamic responses of conditional distribution of economic variables.
As an alternative to the conventional mean-regression analysis, Koenker and Bassett
(1978) proposed quantile regression (QR). Since QR estimates heterogeneous regression
coefficients for a response variable across its conditional distribution, it provides a richer
interpretation in regression analysis (see Koenker (2005) for the textbook treatment). Re-
cent development in time series QR models enables researchers to study the dynamics at
various parts of an outcome distribution.
This paper investigates how quantiles of variables respond over time to a shock in
macro/finance vector autoregressive (VAR) models. Volatilities of economic variables are
typically countercyclical; high volatility coincides with bad times, and low volatility co-
incides with good times. This implies that distributions of economic state variables are
possibly predictable. In the VAR literature, the conditional mean is usually the main in-
terest. But, dynamics of the innovations have been relatively less studied though they
govern distributions of economic variables.
We build a QR model for the innovations accommodating important dynamics of macro/
financial time series data. Certain cross-sectional and time series characteristics, such
as signed dispersion and persistence, are important in their distributional evolution over
time. As those characteristics are not fully captured by observable variables, we modify an
autoregressive conditional quantile specification. In particular, we model the conditional
quantile of innovations as a function of past observable variables as well as their own past
quantiles. We adopt the CAViaR-type model by Engle and Manganelli (2004), but extend
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it to include the level impact of macro variables as well as the asymmetric signed dispersion
effect (see Remark 1.1 below for a detailed discussion).
Using the proposed multi-equation QR model, we construct quantile impulse response
functions (QIRFs). Yet, there is no consensus on how to define the quantile response. We
suggest an alternative definition of the QIRF, which is comparable to the mean impulse
response function (IRF). This QIRF provides a heterogeneous shock-response mechanism
across the distribution, complementing the conventional IRF analysis in macro/finance.
For our empirical application, we investigate QIRFs of US macroeconomic variables to
monetary policy and financial shocks. Our main findings follow. Firstly, we find that
economic activity has the most heterogeneous response across quantiles, while the response
of financial variables is relatively homogeneous. An expansionary monetary policy shock
shifts the distribution of economic activity to the right. The shock significantly reduces
downside risk to growth but merely affects upside risk. On the contrary, a financial shock
shifts the economic activity distribution to the left. The left tail quantiles are substantially
more responsive than the median or upper quantiles. This empirical result is in line with
Adrian et al. (2019), who show that deteriorating financial conditions strongly increase the
downside risks to growth but not the upside risks. Moreover, a monetary policy shock has
much more persistent effects on the conditional 5% quantile of economic activity (Growth-
at-Risk) than on its mean. But, the dynamic response of Growth-at-Risk to a financial
shock decays in a similar way to that of its mean.
Secondly, we quantitatively assess how much downside and upside risks to growth were
affected by the financial and monetary policy shocks during the global financial crisis.
Financial shocks during August 2007–June 2009 substantially decreased the 5% quantile of
Chicago Fed National Activity Index (CFNAI) by 1.4 on average over 2008–2010.1 However,
the decrease in its 95% quantile due to the shocks over the same period was much less:
-0.7. Monetary policy shocks during July 2009–December 2015 increased the 5% quantile
by 0.4 on average over 2011–2015. The increase suggests the unconventional monetary
measures effectively reduced downside risks. On the other hand, the upper quantile was
hardly affected by the measures.
Thirdly, a measure of financial conditions (National Financial Conditions Index, NFCI)
exhibits locally explosive dynamics when it stays at its right tail quantiles (tighter financial
conditions).2 Accordingly, a series of its right tail events lead to a sharp deterioration of
financial conditions, which creates substantial downside risk to the economy. This tem-
1CFNAI is a monthly index for US economic activity. Section 1.5.1 explains the index in detail.
2NFCI is an index for US financial conditions. A higher NFCI represents tighter financial conditions.
See Section 1.5.1 for more details about the index.
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porarily explosive behavior of financial conditions highlights how a financial crisis can
develop in a short period of time.
This paper relates to several strands of literature. Over the past few decades, various
times series QR models have been developed to describe heterogeneous dynamics at dif-
ferent parts of the conditional distribution. Koenker and Zhao (1996), Xiao and Koenker
(2009), Koenker and Xiao (2006), and Xiao (2009) estimate QR models for autoregres-
sive conditional heteroskedasticity (ARCH), generalized ARCH (GARCH), autoregressive,
and cointegrated processes, respectively. Using QR methods, they relax the traditional
constant-coefficient dynamics and study asymmetric dynamics in economic time series.
While the conditional quantile is modeled as a linear function of past observations in the
above models, Engle and Manganelli (2004) develop autoregressive conditional quantile
specifications. In their univariate QR model, the conditional quantile depends not only on
past observations but also on unobservable past conditional quantiles. White et al. (2010)
extend the univariate model to a multi-quantile model, and White, Kim, and Manganelli
(2015, WKM henceforce) further extend the model to multivariate and multi-quantile mod-
els. We adopt their autoregressive conditional quantile specification in our QR model. With
that specification, latent information such as dispersion and persistence of distribution is
effectively incorporated to the evolution of the conditional distribution. While there are QR
models studying tail dependence across variables (see, e.g., WKM, Li et al. (2015), Adrian
and Brunnermeier (2016), and Han et al. (2016)), we do not allow for such co-dependence.3
See also Xiao (2012) and Linton and Xiao (2017) for recent advances in time series QR
models and applications.
In terms of empirical applications, our paper is related to recent literature studying
asymmetric effects of economic state variables on Growth-at-Risk. Adrian et al. (2019)
find that the lower quantiles of economic activity are substantially affected by financial
conditions, while the upper quantiles are not. Using a different data set and a different QR
model, our empirical findings are consistent with theirs. With the QIRF, we further describe
the evolution of the conditional quantile over time in response to a shock. Adrian et al.
(2018) study how the effects of financial conditions on Growth-at-Risk evolve over time.
They show that looser financial conditions increase the lower quantiles of GDP growth in
the short run, but decrease the lower quantiles in the medium term. While they estimate
a single equation explaining the conditional quantile using the local projection method,
our approach differs as the QIRF is constructed based on a multi-equation describing the
evolution of the system. In our empirical analysis, we do not find a statistically significant
reversal in the QIRF of economic activity to a financial shock. Loria, Matthes, and Zhang
3See Remark 1.2 for a detailed explanation.
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(2019) study how Growth-at-Risk responds to various shocks with local projections as well.
They show that the lower quantiles of GDP growth are affected by all shocks (monetary
policy, credit spread, and productivity shocks) under study more than other quantiles.
Their empirical results are also in line with our application results.
The QR methods have been also used to study heterogeneous dynamics for macroeco-
nomic and financial variables. Chevapatrakul et al. (2009) evaluate the quantile response
of interest rates to inflation and the output gap. Galvao Jr et al. (2013) find that house
price returns in the UK have heterogeneous persistence and asymmetric responses to in-
come and interest rates across quantiles. Mumtaz and Surico (2015) show that the dynamic
relationship between consumption and interest rates changes depending on the conditional
quantile of consumption.
More recently, there have been a few papers constructing QIRFs to describe the evolution
of the conditional quantile in response to a shock. The pseudo-QIRF of WKM estimates
the response of Value-at-Risk (VaR) to a shock. But, their QIRF underestimates the
magnitude of a shock as the volatility processes are ignored in the QIRF construction. The
QIRF of Montes-Rojas (2019) describes the cumulative impact of a series of shocks, not a
one-off shock, because persistent realizations of lower (or upper) quantiles are assumed in
its construction. As a result, his QIRF is not comparable to the IRF which measures the
mean response to a one-time shock. The QIRF of Han et al. (2019) measures the expected
change in the conditional quantile due to a shock. However, estimation of their QIRF
is not effective for data with nontrivial first moment dynamics, such as macroeconomic
variables, since they use the QIRF local projection estimator. The QIRF of Kim et al.
(2019) is conceptually similar to that of Han et al. (2019), measuring the expected change
in the conditional quantile after a shock. Their QIRF is constructed by combining the
mean-based IRF and parameters in the quantile model.4
Compared to the above QIRFs, the QIRF suggested in this paper properly measures
the impact of a one-off shock, thus is comparable to the standard IRF. We do not assume
specific first or second moment dynamics for variables of interest. Using the QR model
describing the evolution of innovations distribution, we estimate QIRFs of macroeconomic
variables. Section 1.3.2 carefully compares our QIRF to the existing QIRFs in recent
studies.
The rest of the paper is organized as follows. Section 1.2.1 introduces our QR model, and
Section 1.3 proposes the definition and construction of the QIRF, with a brief comparison
4Employing the law of iterated quantiles, Chavleishvili and Manganelli (2019) define QIRFs in a quite
different way. They (p.10) explain that their QIRF describes the impact of a shock on the quantiles of the
distribution of future quantiles.
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to the recent literature. Section 1.4 discusses estimation of the model and QIRF, then
provides inferential methods based on asymptotics as well as the residual-based moving
block bootstrap. In Section 1.5 , we study QIRFs of the US economy. In particular,
we study the dynamic quantile responses of economic activity during the global financial
crisis. We also examine the quantile responses under a distress scenario of a series of
financial market tail events. Section 1.6 concludes.
1.2 Model Framework
In this section, we introduce the autoregressive conditional quantile model in a multivariate
framework. We also briefly compare our model with the related time series QR models in
other recent papers.
1.2.1 Quantile Regression Model for a Structural VAR Analysis
Let the vector of variables of interest be yt = [y1t y2t . . . ynt]
> whose dimension is n × 1.
In a typical structural VAR analysis, yt is decomposed into the conditional mean and the
innovations:






where ut = Θ0εt for a vector of structural shocks εt = [ε1t ε2t . . . εnt]
> ∼ (0, I) such that
Σu = Θ0Θ
>
0 . The conditional mean and the innovations determine the location and the
shape of the response distribution, respectively. We do not assume a specific distribution
for ut = [u1t u2t . . . unt]
>. Instead, we allow its distribution to vary over time and examine
its systemic dynamics using a QR model.
Define a natural filtration {Ft}t∈Z. All information available at time t is represented
by the information set Ft−1. For i = 1, 2, ..., n and τ ∈ (0, 1), let Quit(τ |Ft−1) denotes
the τ -quantile of uit conditional on Ft−1 such that Pr(uit ≤ Quit(τ |Ft−1)
∣∣Ft−1) = τ . For
notational simplicity, let quit(τ) := Quit(τ |Ft−1). Our QR model studies the evolution of
the conditional distribution using the autoregressive conditional quantile specifications. For
the innovation to variable i, its conditional τ -quantile is modeled as a function of yt−1 and
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its own past quantiles:









where dk,i,0.5 = 0. The vector coefficient aiτ measures how the conditional quantile responds
to the collection of the previous economic variables yt−1. The summation terms in (1.2)
describe autoregressive dynamics along its own quantiles.
A stable VAR(p) process {yt} has the following Wold moving-average (MA) repre-
sentation: yt = µ +
∑∞




A0, Φ0 = I and Φi =∑min(i,p)
k=1 Φi−kAk. As the conditional quantile itself is an autoregressive process, quit(τ) in
(1.2) has a representation in terms of past innovations replacing yt−1 with µ+
∑∞
k=0 Φkut−1−j.
That is, the evolution of the conditional distribution of ut is described based on its past
history {uk}t−1k=−∞.
Remark 1.1 Observe that
bk,i,τqui,t−k(0.5) + dk,i,τqui,t−k(τ) = bk,i,τ [qui,t−k(0.5)− qui,t−k(τ)] + (bk,i,τ + dk,i,τ )qui,t−k(τ),
so that bk,i,τ and bk,i,τ+dk,i,τ represent the effect of dispersion of the conditional distribution
and the quantile persistence, respectively. As a measure of dispersion, we use the distance
between the conditional τ -quantile and the median. To get the idea, consider a scale model
of yt = σtεt with σt ∈ Ft−1 and εt ∼ iid Fε, then it is easy to show that
qyt(0.5)− qyt(τ) =
(
F−1ε (0.5)− F−1ε (τ)
)
σt,
where F−1ε (·) is the inverse cumulative distribution function (CDF). Therefore, qyt(0.5)−
qyt(τ) is a volatility scaled by F
−1
ε (0.5) − F−1ε (τ) whose sign is positive for τ < 0.5, and
negative for τ > 0.5. Naturally, we label the term qui,t−k(0.5)−qui,t−k(τ) as the signed disper-
sion. Each quantile depends on a different conditional dispersion measure, with an opposite
sign between left- and right-tails, and persistence. Thus, the proposed QR model provides
rich flexibility in modeling the evolution of the conditional distribution. The lagged condi-
tional quantiles incorporate information not captured by observable variables. Persistence
and dispersion play important roles in distribution dynamics in practice. Thus, we use the
past conditional quantiles to include the signed dispersion and autoregressive terms (persis-
tence). These specifications also allow for a smooth change of the conditional quantile and
help reduce the number of parameters. Moreover, observed economic variables introduce the
effect of economic state variables which are typically cyclical.
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Let qut(τ) = [qu1t(τ) qu2t(τ) . . . qunt(τ)]
>. Define an n×1 matrix cτ = [c1,τ c2,τ . . . cn,τ ]>







 , Bk,τ =

bk,1,τ 0 . . . 0





0 0 . . . bk,n,τ
 , Dk,τ =

dk,1,τ 0 . . . 0





0 0 . . . dk,n,τ
 .
With the matrix notation, a multi-equation system of (1.2) can be concisely expressed as







where Dk,0.5 = 0.
Remark 1.2 Some QR models allow the quantile dependence across variables. For exam-
ple, WKM study tail dependence between variables for daily stock returns data (spillovers
in VaR). However, our model does not allow interaction between quantiles of different vari-
ables. The first main reason is that the frequency of macroeconomic data is relatively low,
such as quarterly or monthly observations. If we allow non-zero off-diagonal entries in Bk,τ
and Dk,τ , the estimation becomes infeasible due to the small number of observations rela-
tive to the number of parameters.5 Secondly, the macroeconomic variables show long-term
fluctuation and co-dependence, so the degree of tail dependence across variables is lower
than high frequency financial time series. Thus, Bk,τ and Dk,τ in (1.3) are assumed to be
diagonal matrices in our model.
Under model (1.1) and (1.3), there is a one-to-one relation between qyt(τ) and qut(τ)
as the distribution of yt is governed by ut. Thus, the conditional quantile of yt has the
following functional form:












5Compared to other related literature, the diagonal assumption on Bk,τ and Dk,τ is not so much
restrictive. In the literature on Bayesian estimation of VAR models with time-varying volatility, volatility
dynamics are usually modeled as geometric random walks which do not allow interactions across volatilities
of different variables. See, e.g., Primiceri (2005) and Justiniano and Primiceri (2008).
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1.2.2 Comparison to Related Literature
Some recent studies have expanded the scope of QR time series models and their applica-
tions. This section compares our QR model to other related models in the literature.
From the perspective of econometrics, our model is closely related to CAViaR by Engle
and Manganelli (2004), MQ-CAViaR by White et al. (2010), and VAR for VaR model
by WKM. The three papers developed autoregressive conditional quantile specifications
in which the conditional quantile depends on the lagged conditional quantiles as well as
observable variables. The main applications of their QR models are descriptions of VaR
of financial assets. With the GARCH model insight, the above three models specify stock
returns’ quantile dynamics based on their volatility processes. Our model, on the other
hand, aims to encompass the conditional quantile modeling of macroeconomic variables,
without a specific volatility process assumption. Thus, our QR model is well suited to
empirical applications in both macroeconomics and finance.
In terms of empirical applications, our model is closely related to recent QR models
for macroeconomic variables. Adrian et al. (2019), Adrian et al. (2018), and Loria et al.
(2019) estimate how Growth-at-Risk responds to observed economic variables. Montes-
Rojas (2019), Kim et al. (2019), and Chavleishvili and Manganelli (2019) estimate multi-
equation systems for the conditional quantile of endogenous variables and construct QIRFs,
though they differ on structural identification.6 In the above QR models, the conditional
quantile is a linear function of observable variables only. However, our model incorporates
unobservable information with autoregressive conditional quantile specifications, which al-
lows for a richer dimension in the evolution of distribution.
1.3 Quantile Impulse Response Function
In this section, we construct QIRFs to investigate how the conditional quantile of an out-
come variable responds to a shock over time. If the shock only affects the location of
an outcome distribution, quantile responses will be homogeneous across quantiles. If the
shock changes the entire shape of the distribution, however, QIRFs will show heterogeneous
impacts on each quantile. The complete picture of the QIRF mechanism, therefore, com-
plements the conventional IRF that measures the impact of a shock only on the conditional
mean of economic variables.
6Chavleishvili and Manganelli (2019) estimate a recursive quantile vector autoregressive (VAR) model
on which a Cholesky identification is directly imposed. That is, a structural shock is identified in the QR
model. However, Montes-Rojas (2019) and Kim et al. (2019) use the mean-based VAR model to identify
a structural shock since their multivariate quantile models are reduced-form.
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Since there has not been an agreement on the definition of the quantile response, we
propose its alternative definition using the structure of the QR model. We measure the
quantile response by comparing the conditional quantiles from two different dynamic paths,
one of which is hit by a shock and the other of which is not.
1.3.1 Definition and Construction of QIRF
We construct the QIRF by assuming the realizations of {yt+s}s≥1 after a shock arrives at
time t. Let us consider the following two time paths:
{ . . . , yt−2, yt−1, yt, µt+1(yt), µt+2(yt), µt+3(yt), . . . },
{ . . . , yt−2, yt−1, ỹt, µt+1(ỹt), µt+2(ỹt), µt+3(ỹt), . . . },
(1.4)
where ỹt = yt + ut = yt + Θ0εt and
µt+s(yt) =
E [yt+1 | yt;Ft−1] , for s = 1,E [yt+s | µt+s−1(yt), . . . ,µt+1(yt),yt;Ft−1] , for s ≥ 2.
The two paths are identical up to t−1. At time t, one path is hit by a shock εt, but
the other is not. After time t, realizations of {yt+s}s≥1 are assumed to be the conditional
mean based on their history for both time paths. Koop et al. (1996) illustrate that the
conventional mean IRF can be defined as the difference between the conditional means
from two different time paths:
IRF (s) :=

E [yt+1 | ỹt;Ft−1]− E [yt+1 | yt;Ft−1] , for s = 1,
E
[




yt+s | µt+s−1(yt), . . . ,µt+1(yt),yt;Ft−1
]
,
for s ≥ 2,
or
IRF (s) := µt+s(ỹt)− µt+s(yt).
They propose a generalized impulse response function applying a similar impulse response
concept to nonlinear models.
Following their intuition, we define the QIRF as the difference between the conditional





Qyt+1 (τ | ỹt;Ft−1)−Qyt+1 (τ | yt;Ft−1) , for s = 1,
Qyt+s
(




τ | µt+s−1(yt), . . . ,µt+1(yt),yt;Ft−1
)
,
for s ≥ 2.
Definition 1.1 can be interpreted as a quantile version of IRF. Under this definition,
QIRFs are recursively expressed as
QIRF (s)τ =

IRF (1) + AτΘ0εt, for s = 1,















τ − IRF (s−k)
)]
,
for s ≥ 2,
(1.5)
where r = min{s− 1, l} and
IRF (s) =
Θ0εt, for s = 0,∑min{s,p}
k=1 AkIRF
(s−k) for s ≥ 1.
The derivation of QIRF
(s)
τ is in Appendix A.1.7 The QIRF takes into account the evolution
of distribution. For example, a heteroskedastic variable with persistent volatility has a high
value of dk,i,τ as explained in Section 1.2.1. Then, the QIRF accounts for its conditional
heteroskedasticity through Dk,τ whose i-th diagonal element is dk,i,τ .
1.3.2 QIRF Comparison with Recent Studies
Recently, there have been a few attempts to construct QIRFs based on QR models. How-
ever, there is no consensus about the definition of QIRFs. In this section, we compare our
QIRF with the related literature.
Similar to our paper, WKM and Montes-Rojas (2019) define their QIRFs as the difference
between the conditional quantiles from two time paths: one path is affected by a shock,
but the other path (as the benchmark) is not. However, their formulation of the time paths
is different from ours. For the pseudo-QIRF of WKM, the two time paths are identical
7As explained in Section 1.2.1, qut(τ) depends linearly on the past innovations. Accordingly, the QIRF
can be defined as
∂qyt+s (τ)
∂ε′t




Under this definition, however, the resulting QIRF has the same representation as (1.5). We use Definition
1.1 because it provides an intuitive interpretation of the QIRF.
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except at the time when a shock hits the system. This scenario does not account for the
effect of the shock on subsequent conditional distributions. As a result, their pseudo-QIRF
underestimates the magnitude of a shock on quantile responses.8 Montes-Rojas (2019),
on the other hand, assumes persistent realizations of the lower (or upper) quantile for the
time paths compared in his QIRF construction.9 Thus, his QIRF describes the cumulative
impact of shocks as if the economy is under continuous distress. Moreover, the QIRFs
are not directly comparable across the quantiles because the response at each quantile is
against different shocks.
Compared to the two papers, our QIRF describes the impact of a one-time shock as-
suming realizations of the conditional mean based on their history for the paths compared.
Montes-Rojas (p.4) also acknowledges that a canonical case is evaluating future realizations
at the central part of the distribution such as the conditional median. As our QR model
employs autoregressive conditional quantile specifications, the QIRF constructed from the
model properly accounts for the effects of dispersion or persistence in the distributional
evolution.
The QIRFs of Han et al. (2019) and Kim et al. (2019) are conceptually analogous to the
QIRF of this paper: their QIRFs measure the expected change in the conditional quantile
due to a shock. Han et al. (2019) apply the local projection methods by Jordà (2005)
to QR models under the GARCH-type framework, and estimate the quantile response
directly. However, their estimation of the QIRF is effective for a time series process without
a major first moment dynamics, such as daily stock return data. Since the mean effects
on macroeconomic variables are not negligible, their estimation method does not work for
macroeconomic applications. The way Kim et al. (2019) construct their QIRF is very close
to this paper: both apply the concept of the generalized impulse response function to QR
models. But, functional forms of the QIRF are different because the underlying QR models
are different. Since their QR model specifies the conditional quantile as a linear function
of only observable variables, the resulting QIRF is a linear function of impulse responses
of each observable variables. However, our QIRF is recursively expressed because the
conditional quantile depends on the lagged quantiles in our QR model.
Adrian et al. (2018) and Loria et al. (2019) examine how the quantile response of a
dependent variable evolves over time without QIRFs. Instead of constructing QIRFs based
8WKM acknowledge that the pseudo-QIRF ignores the dynamic evolution of distribution. Han et al.
(2019) discuss and evaluate the performance of the pseudo-QIRF.
9In his empirical application, he estimates QIRFs with three variables: the output gap, inflation and
the federal funds rate. For the construction of the quantile response of output gap at τ = 0.1, for example,
he considers the following time path. After a shock, realizations of the output gap are assumed to be at its
conditional 10% quantile continuously, but realizations of inflation and the federal funds rate are assumed
to be their conditional median.
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on a multi-equation system, they estimate a single equation describing the conditional
quantile using local projection estimation.
1.4 Estimation and Statistical Inference
1.4.1 Assumption
First, we adopt Assumption 2.1 of Brüggemann et al. (2016) who study stable VAR models
with conditional heteroskedasticity.
Assumption 1.1 (1) Let A(L) = I −
∑p
k=1 AkL
k. det (A(z)) 6= 0 for all |z| ≤ 1. (2) The








Assumption 1.2 (1) Let αu(k) = supA∈F0−∞,B∈F∞k |P (A ∩ B) − P (A)P (B)| for k ∈ N








for A = (aij). (2) For a, b, c ∈ Z,














and denote ñ = n(n+






























κ0,h,h − vec (Σu) vec (Σu)>
)
L>n
and Ln is the (ñ × n2) elimination matrix which is defined such that vech(A) = Lnvec(A)
holds for any (n× n) matrix A.
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For the innovation process, we assume it satisfies the mixing condition of Assumption 1.2
(1) instead of the iid assumption, and this allows for conditional heteroskedasticity. This
paper describe their dynamics using the conditional quantile model of (1.3). Given As-
sumption 1.2 (2), the asymptotic covariance matrix of the ordinary least squares estimator
(OLS) in Section 1.4.2 is positive definite.
We also adopt the modeling assumptions in Section 2 and Appendix of WKM. As our QR
model is not the same as their model, we adjust their assumptions.10 Using the assumptions
in Appendix A.2, the asymptotic distribution of the QR estimator is derived.
1.4.2 Estimation
This section explains estimation of our QR model and QIRF. In this section, we assume
the intercept of the VAR model is zero (A0 = 0) for notational simplicity.
11 The estimation
of the model is not trivial because of the autoregressive conditional quantile specifications
for multi quantiles. We use the following three-step estimation procedure.
Step 1 Estimate the following VAR model using OLS:
yt = A1yt−1 + . . .+ Apyt−p + ut,
ut ∼ (0,Σu).
Let the estimator be {Âk}pk=1. We denote ŷt =
∑p
k=1 Âkyt−k and ût = [û1t û2t . . . ûnt]
> =
yt − ŷt.
Step 2 Define a (1 + n+ 2l)× 1 vector θi,τ := [ci,τ a>i,τ b1,i,τ . . . bl,i,τ d1,i,τ . . . dl,i,τ ]>







ρτ (ûit − qi,t,0.5 (θi,0.5)) ,




k=1 bk,i,0.5qi,t−k,0.5(θi,0.5), dk,i,0.5 = 0 and ρτ (u) =
u(τ − 1[u < 0]).
10There are two main differences between the QR model of WKM and ours. First, we decompose {yt}
into its conditional mean and the innovations, then the QR is used to explain the conditional quantile
of the latter. However, their QR model describes the conditional quantile of {yt} directly without such
decomposition. Second, as explained in Remark 1.2, our QR model does not allow the quantile dependence
across variables. On the contrary, their model accounts for such codependence across variables.
11The QIRF in (1.5) does not depend on A0.
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Step 3 Based on the estimator θ̂i,0.5 from Step 2, estimate the τ -coefficient θi,τ for τ 6= 0.5,














where qi,t,τ (θi,τ |θi,0.5) = ci,τ+a>i,τyt−1+
∑l
k=1 [bk,i,τqi,t−k,0.5 (θi,0.5) + dk,i,τqi,t−k,τ (θi,τ |θi,0.5)] .
Remark 1.3 Instead of Steps 2 and 3, θi,0.5 and θi,τ could be estimated simultaneously.







[ρτ (ûit − qi,t,τ (θiτ ,θi 0.5)) + ρ0.5 (ûit − qi,t,0.5 (θi,0.5))] ,




k=1 [bk,i,τqi,t−k,0.5 (θi,0.5) + dk,i,τqi,t−k,τ (θi,τ ,θi,0.5)]
and dk,i0.5 = 0. Under the simultaneous estimation, a different choice of τ leads to different
estimates for θi,0.5, though the differences are not substantial. Since the distance between
the τ -quantile and the median serves as a measure of dispersion in the QR model, the
median coefficient θi,0.5 plays an important role in the construction of the QIRF. Hence,
we adopt the three-step estimation strategy which yields robust median coefficient estimates
(thus the QIRF). We show the QR estimators are consistent in the following subsection.
In the paper, we assume a structural shock is identified by the Cholesky restriction:
Σu = Θ0Θ
>


















From (1.5), the estimator for QIRF
(s)
i,τ is recursively constructed using the OLS estimator





































for s ≥ 2,
(1.6)








is an ñ×n2 selection matrix and cΘ−10 is a suitable
ñ× 1 fixed vector. For details, see Chapter 9.1 of Lütkepohl (2005).
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Θ̂0εt, for s = 0,∑min{s,p}
k=1 ÂkÎRF
(s−k)
for s ≥ 1.
1.4.3 Asymptotic Inference









the moving-average representation of yt =
∑∞
k=0 Φkut−j, let Φ0 = I and Φi =
∑i
k=1 Φi−kAk










The folowing lemma follows from Theorem 2.1 of Brüggemann et al. (2016).















































κ0,h,h − vec (Σu) vec (Σu)>
))
L>n .
As IRF (s) is continuously differentiable functions of β and σ, the asymptotic distribution
of the IRF estimator is obtained applying the Delta method to Lemma 1.1. Lemma 1.2
follows from Corollary 5.1 of Brüggemann et al. (2016).











































































. Θ̂i,τ is estimated using the
consistent estimator β̂.13 Consistency and asymptotic normality of the QR estimator follow
from the asymptotic theories of Engle and Manganelli (2004) and WKM.













where Vi,τ and Qi,τ are defined in Appendix A.2.
While the above lemmas derive the asymptotic distributions of the OLS, IRF and QR
estimator, respectively, it is challenging to derive the asymptotic distribution of the QIRF
estimator. Since the estimator is a function of both the OLS and QR estimator (β̂, σ̂ and
Θ̂i,τ ) as in (1.6), its asymptotic distribution could be derived applying the Delta method
to the joint asymptotic distribution of β̂, σ̂ and Θ̂i,τ . However, the derivation is not easy
because the QR estimator does not have an explicit expression.
Moreover, it is difficult to estimate the asymptotic covariance matrix of the QR estimator
accurately because of a nuisance parameter.14 The asymptotic inference is less satisfactory
particularly at tail quantiles due to the small number of relevant observations. Accordingly,
the performance of the QIRF estimator based on asymptotics might be disappointing.
Therefore, we provide inferential tools for the QIRF based on the residual-based moving
block bootstrap (MBB).
1.4.4 Residual-Based Moving Block Bootstrap
In this section, we describe the residual-based MBB procedure and provide the bootstrap
consistency for the QIRF estimator. The procedure mainly follows the bootstrap algorithm
in Brüggemann et al. (2016) who study inferential methods for the IRF in VAR models
with conditional heteroskedasticity using the residual-based MBB.15
We propose the following bootstrap procedure for the inference of the QIRF.
Step 1 Choose a block length lb < T and let N = dT/lbe be the number of blocks needed
such that lbN ≥ T . Draw i1, ..., iN from a random variable uniformly distributed on the set
13Recall that ût = yt −
∑p
k=1 Âkyt−k is used in Steps 2–3 of our estimation procedure.
14Qi,τ depends on the density function fi,t,τ (0). See, e.g., Koenker (1994, 2005) for details about the
asymptotic inference in quantile regressions.
15The residual-based MBB applies the block bootstrap to residuals after fitting a model to capture a
weak dependence structure in time series data. See, e.g., Paparoditis and Politis (2003), Ioannidis (2005)
and Jentsch et al. (2015).
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{1, 2, ..., T − lb + 1}. Define (n× lb)-dimensional blocks Bi,lb = (ûi, ûi+1, ..., ûi+lb−1) where
ût is defined in Section 1.4.2. Bootstrap residuals {u(∗)t }Tt=1 are obtained laying blocks
Bi1,lb , Bi2,lb , ..., BiN ,lb end-to-end together with the last Nlb − T values discarded.









for j = 1, 2, ..., lb and i = 0, 1, ..., N − 1. Set bootstrap pre-sample values {y∗t }0t=−p+1 = 0

















based on {y∗t }Tt=−p+1.

































following Steps 2 and 3 of Section 1.4.2.
Step 5 Using β̂
∗
, σ̂∗ and Θ̂
∗










Step 6 Let the number of bootstrap be B which is large. Repeating Steps 1 through 5




τ based on the repetition provide
consistent approximation of the distribution of the IRF and QIRF estimator, respectively.
The lower and upper bounds of the 100 · (1 − α)% confidence interval for ÎRF
(s)
is con-
structed using 100 · (1 − α
2
) and 100 · (α
2





τ is obtained in the same way.
The following assumption ensures the bootstrap consistency. The assumption is implied





See Remark A.1 of Künsch (1989).
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Assumption 1.3 The innovation process {ut} has absolutely summable cumulants up to
order eight. That is, for all j = 2, ..., 8 and a1, ..., aj ∈ {1, ..., n},
∞∑
h2,...,hj=−∞
∣∣cum(a1,...,aj)(0, h2, ..., hj)∣∣ <∞
where cum(a1,...,aj)(0, h2, ..., hj) denotes the j-th order joint cumulant of (ua1,0,ua2,h2 , ...,uaj ,hj).
Lemma 1.4 follows from Theorem 4.1 and Corollary 5.2 of Brüggemann et al. (2016),
and it shows the validity of the residual-based MBB for the OLS and the IRF estimators.





























∣∣∣∣Pr∗(√T (ÎRF (s)∗i − ÎRF (s)i ) ≤ x)− Pr(√T (ÎRF (s)i − IRF (s)i ) ≤ x)∣∣∣∣→ 0
in probability, where Pr∗ is the probability measure induced by the residual-based MBB and
Ñ = pn2 + ñ.
The following theorem provides the validity of the residual-based MBB for the QR esti-
mator.
Theorem 1.1 Suppose Assumptions 1.1–1.3 and A.1–A.5 hold. If lb → ∞ such that
l3b/T → 0 as T →∞, then
sup
x∈RM̃
∣∣∣Pr∗ (√T (Θ̂∗i,τ − Θ̂i,τ) ≤ x)− Pr (√T (Θ̂i,τ −Θi,τ) ≤ x)∣∣∣→ 0
in probability, where M̃ = 2(1 + n+ 2l).
As QIRF
(s)
i,τ is continuously differentiable functions of β, σ and Θi,τ , the asymptotic
validity of the bootstrap extends to the QIRF estimator from Lemma 1.4 and Theorem
1.1. The following corollary summarizes the result.
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Corollary 1.1 Suppose Assumptions 1.1–1.3 and A.1–A.5 hold. If lb → ∞ such that
l3b/T → 0 as T →∞, then
sup
x∈R
∣∣∣∣Pr∗(√T (Q̂IRF (s)∗i,τ − Q̂IRF (s)i,τ) ≤ x)− Pr(√T (Q̂IRF (s)i,τ −QIRF (s)i,τ ) ≤ x)∣∣∣∣→ 0
in probability.
1.5 Quantile Impulse Response Analysis of the US Economy
Monetary policy has been one of the most heavily studied topics in macroeconomics, and the
IRF is the main tool for evaluating its policy implications in VAR studies. Meanwhile, some
financial conditions indices have received much attention recently for explaining economic
fluctuations.16 The impact of financial shocks on the whole economy is now considered
dominant after the 2007–2009 financial crisis.
In this section, we apply the QIRF to US macroeconomic and financial data and in-
vestigate their dynamic quantile responses to monetary policy and financial shocks. In
particular, we provide the dynamic responses of Growth-at-Risk (5% quantile of CFNAI)
using the QIRF.17 We also examine the quantile responses under a distress scenario of
financial instability.
1.5.1 Data
The variables under study are the CFNAI, the inflation rate (CPI), the federal funds rate
(FFR), and the NFCI. The CFNAI is a monthly index for US economic activity, released
by the Federal Reserve Bank of Chicago. The index is a weighted average of 85 indicators
of national economic activity and captures movements of the GDP growth well. For our
sample period (1971Q1–2019Q4), the correlation between GDP growth rate and CFNAI is
0.73. The NFCI is a weekly index describing US financial conditions in the money market,
debt and equity markets, and traditional and shadow banking systems. The index, also
released by the Federal Reserve Bank of Chicago, is a weighted average of 105 indicators
of national financial activity.18
16See, e.g., Brave and Butters (2011), Matheson (2012), and Koop and Korobilis (2014).
17In the spirit of Value-at-Risk in finance, IMF (2017) introduced Growth-at-Risk to measure macrofi-
nancial risks to economic activity.
18More details about the two indices are available at https://www.chicagofed.org/publications/cfnai/index
(CFNAI) and https://www.chicagofed.org/publications/nfci/index (NFCI).
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For the sample period from January 1971 to December 2019, we use monthly data of
the four variables. We measure inflation rate as the log difference of CPI, multiplied by
100. For the federal funds rate between 2009 and 2015 during which it reached the zero
lower bound, we use the shadow federal funds rate estimated by Wu and Xia (2016).19 For
the NFCI, we use its monthly average. All data are from Federal Reserve Economic Data
(FRED).
We estimate model (1.1) and (1.3) with the four variables. Following the Bayesian
information criterion (BIC), we first estimate a VAR(3) model. The VAR model is stable
since the largest eigenvalue of the companion matrix is strictly less than one. Then, we
estimate the QR model of lag order 2 for lagged conditional quantile terms.
1.5.2 Estimated Conditional Quantiles
Prior to investigating QIRFs, we examine how the conditional quantiles of the four variables
evolved over the sample period. Figure 1.1 illustrates the estimated conditional 5% and
95% quantiles over 2001–2015.20 While the two quantiles co-move in each variable, they
do not fluctuate in the same way. Due to their heterogeneous movements, the distance
between the lower and upper quantiles (the dispersion of distribution) changes over time.
For instance, the conditional distribution was more dispersed during the global financial
crisis compared to other periods, in all variables.
However, the degree of heterogeneity in the quantile movements varies depending on
given variables. Among the variables, dissimilar dynamics of the downside and upside risks
are particularly pronounced in the CFNAI. Between January 2007 and 2009, for example,
the conditional 5% quantile decreased by 4.2, but the 95% quantile decreased only by 3.3.
In other variables, the movements of the two quantiles are not heterogeneous as much as
in the CFNAI.
The summary statics for the estimated conditional 5% and 95% quantiles in Table 1.1
also support that evolution of the downside and upside risks are the most disparate in the
CFNAI. The correlation coefficient between the two quantiles is smaller in the CFNAI.
Moreover, its left tail shows much greater time variation than its right tail. Measured by
standard deviation, the variation of the 5% quantile is 1.5 (= 0.96
0.64
) times as large as that of
the 95% quantile. These findings suggest substantial heterogeneity in the quantile response
of the CFNAI.
19The data is available at https://sites.google.com/view/jingcynthiawu/shadow-rates.
20The estimated conditional 5% and 95% quantiles for the whole sample period is provided in Figure
1.2.
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For the CPI, the correlation coefficient between its 5% and 95% quantiles is smaller too:
0.68. But, their time variations are not as substantially different as they are in the CFNAI.
The variation of the 95% quantile is 1.3 (= 0.27
0.21
) times that of the 5% quantile. Accordingly,
a certain degree of heterogeneity is expected in the quantile response of CPI, but not as
much as that of the CFNAI.
On the contrary, the quantile response of the financial variables (FFR and NFCI) is
expected to be much less heterogeneous. As seen in Figure 1.1(c) and (d), the correlation
between their conditional 5% and 95% quantiles is very strong: their correlation coefficients
are close to one. Their time variations of the left and right tails are not substantially
different as in the CFNAI. The standard deviation of the 95% quantile is 1.2 times as large
as the 5% quantile standard deviation in the variables.
1.5.3 Quantile Impulse Response Analysis
We now construct QIRFs based on the model estimates as in (1.6). Since our QR model is
a reduced form, we use a mean-based VAR model with Cholesky restrictions to identify a
structural shock. Under the recursive identification, a variable is affected by the contem-
poraneous shocks to other variables if the variable is ordered after them, but not affected
if ordered before them. Thus, slowly moving variables are ordered before fast-responding
variables. The ordering of our variables (CFNAI, CPI, FFR, and NFCI, standard in the
literature) implies that the NFCI instantly responds to all structural shocks. But, the
CFNAI is not contemporaneously affected by shocks other than a shock to itself.
QIRF to a Monetary Policy Shock First, we present how the conditional quantile of
the variables responds to a monetary policy shock. Figure 1.3 is the QIRF to an expan-
sionary monetary policy shock (-25bp) at five different quantiles (5%, 16%, 50%, 84%, and
95%) as well as the IRF.21
In response to an expansionary monetary policy shock, the median of CFNAI shows
dynamics similar to the mean response. But, its highly heterogeneous response across
quantiles clearly describes how the distribution of economic activity shifts in detail. The
monetary policy shock significantly increases the 5% quantile reducing downside risk to
growth. On the contrary, the response of the 95% quantile is close to zero, which implies
upside risks are much less affected. As quantiles closer to the left tail are more responsive,
the dispersion of distribution is decreased by the shock. Loria et al. (2019) also find that a
21Figures 1.8 and 1.9 provide bootstrap confidence intervals of the QIRF to monetary policy and financial
shocks, respectively.
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monetary policy shock affects lower quantiles of GDP growth more than its upper quantiles
using local projections. Unlike their result, however, our QIRF does not show the reverse
effect of the shock at longer horizons.22
The 5% quantile of economic activity has a more persistent response to a monetary policy
shock than the mean IRF. It takes 24 months for the 5% quantile response of CFNAI to
dissipate by half from its peak, while it takes only 11 months for the mean response. These
dynamics show that the effects of a monetary policy shock on Growth-at-Risk last over
longer horizons.
The quantile response of CPI, like its mean response, suggests the so-called price puzzle:
a decrease (increase) in the price level in response to an expansionary (contractionary)
monetary policy shock.23 Though the QIRF reveals certain amount of heterogeneity across
quantiles, its magnitude is small (between -0.03% and 0%).
An expansionary monetary policy shock leads to looser financial conditions (a decrease
in the NFCI) and has persistent effects on the FFR. The shock reduces volatility of the
FFR and the NFCI, as the upper quantiles decline slightly more than the lower quan-
tiles. However, the financial variables show much more homogeneous quantile responses,
especially compared to economic activity. We interpret their QIRFs as relatively stable
responses of the Fed and financial markets: their response to a one-off monetary shock
does not significantly increase tail risks to the FFR and financial conditions.
QIRF to a Financial Shock Figure 1.4 plots the QIRF and IRF to a financial shock.
Similar to the case of a monetary policy shock, the response of the CFNAI is highly het-
erogeneous across quantiles. An adverse financial shock shifts the conditional distribution
of economic activity to the left, but the left tail quantiles decrease substantially more than
the right tails.
This empirical result is in line with Adrian et al. (2019): economic growth is vulnerable
to deteriorating financial conditions. They argue that downside GDP vulnerability (away
from the steady state) can be explained by amplification mechanisms in the financial sector,
such as the feedback loops mechanism by Brunnermeier and Sannikov (2014). While they
examine the impact of financial conditions on the following period’s conditional quantile of
economic growth, our QIRF further describes the evolution of the quantile response over
time.
22The estimates of Loria et al. (2019) suggest the effect of a monetary policy shock reverse in the medium
term. For example, they claim that a contractionary monetary policy shock has a positive effect on the
GDP growth after 10–15 quarters.
23See, e.g., Sims (1992), Christiano et al. (1999), and Hanson (2004) for further discussion of the price
puzzle.
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The effect of a financial shock on Growth-at-Risk is not as persistent as that of a monetary
policy shock. Like the IRF, it takes 11 months for the 5% QIRF of CFNAI to decay by half
from its trough. Though its 5% quantile response has a larger magnitude than the mean
response, their responses decay in a similar way.
The CPI also shows a certain degree of heterogeneity in its quantile response to a financial
shock. While its 95% quantiles increases more than the mean response, but its 5% quantile
decreases. Thus, the shock bring about increased upside and downside risks to inflation.
Meanwhile, the magnitude of the quantile response is not so significant (between -0.03%
and +0.03%) as in the case of a monetary policy shock.
In the FFR, the 95% quantile increases much more than other quantiles against a financial
shock. The 95% quantile increases by up to 34 basis points and stays positive for 5 months.
The IRF also shows positive response for 4 months after the shock. This upside risk to the
FFR seems to be driven by observations in the 1970s. With a sample period from January
1981 to December 2019, the initial increases in both the 95% quantile and mean responses
dramatically disappear. These different results from the two sample periods may arise from
the change in monetary policy practice or the change in how the other variables respond
to shocks.24
In response to a financial shock, financial conditions deteriorate (an increase in the
NFCI). For all of the five quantiles considered, the positive response of NFCI is quite
homogeneous along the mean response. That is, a financial shock shifts the distribution of
the NFCI with little change in its shape.
1.5.4 Growth-at-Risk Dynamics during the Global Financial Crisis
In this section, we examine how the conditional quantile of economic activity was affected
by a series of shocks during a particular historical episode: the 2007–2009 global financial
crisis. We pay close attention to the conditional 5% quantile of the CFNAI, considered as
Growth-at-Risk in this paper. The dynamic response of the quantile to a one-off shock is
described by the QIRF. We now investigate the cumulative effects of a set of shocks on the
quantile with an application of QIRFs.
We provide an answer to the following question: what are the impacts of financial and
monetary policy shocks concerning the global financial crisis on the downside and upside
risks to growth? As seen in the previous section, the lower quantiles of economic activity are
much more responsive than the median or upper quantiles. Thus, quantitative assessment
24See, e.g., Primiceri (2005) and Sims and Zha (2006) for a discussion of the change in monetary policy
rules. We leave more rigorous investigation of these causal explanations to future research.
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of the downside risks during the recession period is of great importance. In the following
exercises, we first study the impacts of financial shocks during the financial crisis, August
2007–June 2009. We then examine the effects of ensuing unconventional monetary policy
measures, which are identified by the monetary policy shocks from July 2009 to December
2015.25
The assessment is carried out in a similar way to historical decomposition in the VAR
analysis.26 For a given period, a series of structural shocks are identified based on the
mean-based VAR model. As the dynamic effect of each shock is derived from the QIRF,
we aggregate the impacts of those shocks accounting for dynamics. Suppose, for example,
we want to quantify the effects of structural shocks from time 1 to T , {εt}Tt=1, on the
quantile response. Let QIRF
(s)
i,τ |εt denote the τ -quantile response of the i-th variable to εt
at horizon s. Then, the cumulative impacts of {εt}Tt=1 on the τ -quantile of the variable at




i,τ |εt, for s ≤ T,∑T
t=1QIRF
(s−t)
i,τ |εt, for s > T.
For estimation, we replace QIRF
(s−t)




The cumulative impacts of financial shocks from August 2007 to June 2009 on the condi-
tional quantile of the CFNAI are illustrated in Figure 1.5(a).27 Financial shocks during the
period substantially increased the downside risk, but the upside risk was mildly affected;
over 2008–2010, the financial shocks decreased the conditional 5% quantile of the CFNAI
by 1.4 on average. On the other hand, the impacts of those shocks on the 95% quantile
were much less than on the 5% quantile. During the same period, the conditional 95%
quantile was lowered by 0.7 on average.
We then answer the following counterfactual question: what would have happened if the
financial shocks were shut down? Figure 1.5(b) and (c) describe the counterfactual paths
of the conditional 5% and 95% quantiles based on the cumulative impacts. The figures
illustrate that the increase in downside risks during the global financial crisis were mainly
attributable to financial shocks. The counterfactual 5% quantile is much higher than the
5% quantile. In the absence of the financial shocks, the downside risks would have been
25While this section focuses on the global financial crisis period, effects of shocks can be examine for
any period. Figure 1.10 illustrates the effects of financial and monetary policy shocks on the quantile of
CFNAI over the whole sample period.
26See Kilian and Lütkepohl (2017) for details about historical decomposition in the VAR model.
27In August 2007, BNP Paribas halted redemptions on three investment funds because it could not value
their holdings, which marked the start of the financial crisis. The National Bureau of Economic Research
(NBER) identified June 2009 as the end of the recession associated with the financial crisis.
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minor. The average of the counterfactual 5% quantile path over 2008–2009, -1.4, is a little
less than the average of the 5% quantile path over 1971–2007: -1.0. On the contrary, the
difference between the 95% quantile and its counterfactual is much less.
We perform the same exercise to quantify the effects of unconventional monetary policy
measures implemented by the Fed in response to the financial crisis. Following Wu and
Xia (2016), structural shocks to the FFR from July 2009 to December 2015 are used for
assessment of the measures.28 Figure 1.6(a) demonstrates the cumulative impacts of those
monetary policy shocks on the conditional quantile of the CFNAI. The figure highlights
the effectiveness of unconventional monetary policy tools for reducing the downside risks to
growth. Over 2011–2015, the tools increased the 5% quantile of CFNAI by 0.4, on average,
but the 95% quantile was hardly affected.
The counterfactual paths in Figure 1.6(b) and (c) emphasize the asymmetric effects of
the unconventional measures on economic growth. Without the measures, downside risks
would have been higher: the averages of the 5% quantile and its counterfactual over 2011–
2015 are -0.9 and -1.3, respectively. The effects of the monetary tools were fairly consistent
over the period considered. However, the 95% quantile and its counterfactual are almost
indistinguishable.
1.5.5 Quantile Responses under a Hypothetical Distress Scenario
The QIRF defined in Section 1.3.1 measures the impact of a one-time shock assuming
realizations of endogenous variables at the conditional mean after the shock. However,
we can modify the assumed realizations to study the quantile response under a specific
scenario.
In this section, we conduct a hypothetical analysis to examine the quantile response under
a distress scenario in which a series of unfavorable tail events follow an initial shock. This
analysis provides a tool for testing the resilience of the economy. The exercise shares that
persistent realizations of unlikely events are assumed under a hypothetical scenario with
the stress testing of Chavleishvili and Manganelli (2019) and the QIRFs of Montes-Rojas
(2019).
In this exercise, we examine how the economy responds to a financial distress scenario
initiated by a financial shock. In the scenario, an initial financial shock (one standard
deviation shock) is followed by realizations of the NFCI at its conditional 95% quantile
28Wu and Xia (2016) study the effects of unconventional policy measures using monetary policy shocks
from July 2009 to December 2013. We extend the period to December 2015, the end of the zero lower
bound period.
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for the first 6 months. Since then, realizations of its conditional mean are assumed for
the variable. For variables other than the NFCI, realizations of the conditional mean are
assumed after the initial shock. The distress scenario describes a rapid deterioration of
financial conditions or financial instability. As in the QIRF, the quantile response under
this scenario can be expressed in a recursive manner as well. Its derivation is in Appendix
A.4.
Figure 1.7 describes the mean and quantile responses under the hypothetical scenario.
The NFCI temporarily displays non-stationary behavior while it stays at its conditional 95%
quantile. That is, the variable exhibits locally explosive dynamics at the 95% quantile.
Accordingly, the distress scenario drastically shifts the distribution of the NFCI to the
right; financial conditions deteriorate rapidly. The mean of the NFCI increases by up to
0.48 under the distress scenario. Compared to Figure 1.4(d) in which a one-time financial
shock increases its mean by up to 0.28, the result shows that the consecutive tail events
lead to an acute financial tightening.
As a result of the financial instability, the economy suffers a severe downturn with sub-
stantial downside risk. The economic activity distribution shifts to the left greatly, and its
left tail decreases much more than the median or upper quantiles. The 5% quantile of the
CFNAI decreases by up to 0.41, whereas its mean and 95% quantile decline by 0.28 and
0.20, respectively. These results suggest that a financial crisis can develop in a short period
of time.
Under the scenario, the initial response of the FFR displays certain amount of hetero-
geneity across quantiles. But, its response becomes more homogeneous at a longer horizon;
the considered five quantiles of FFR decrease by more than 30bp three years after the initial
shock.
1.6 Conclusion
This article studies Quantile Impulse Response Function (QIRF) theory and its applications
in macroeconomics and finance. Our QR model provides a multi-equation system with
autoregressive specifications accounting for important dynamics of distributional evolution.
The QIRF complements the conventional IRF by providing a much more complete shock-
response mechanism.
The comprehensive QIRF analysis of the US economy provides evidence of a strong het-
erogeneity in the responses of economic activity across its distribution. Against monetary
policy and financial shocks, the downside risks to growth are more responsive than the me-
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dian or upside risks. We also quantitatively assessed the evolution of macroeconomic tail
risks during the 2007–2009 global financial crisis and under a distress scenario. Considering
the tremendous implications of extreme events, such as market booms and crashes, our QR
model and QIRF provide essential tools for dynamic risk management and policy analysis.
The current article also suggests some future research directions. One interesting question
would be how to relate the recent development in structural VAR identification to our QIRF
model. Another future research direction would be to develop an econometric tool that can
systematically harmonize the QIRF and IRF constructions.
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1.7 Table and Figures
Table 1.1: Summary Statistics for the Estimated Conditional 5% and 95% Quantiles
CFNAI CPI FFR NFCI
Correlation coefficient between q̂yt(0.05) and q̂yt(0.95) 0.69 0.68 0.99 0.999
Standard deviation of q̂yt(0.05) 0.96 0.21 3.97 0.92
Standard deviation of q̂yt(0.95) 0.64 0.27 4.57 1.09
(a) CFNAI (b) CPI
(c) FFR (d) NFCI
Figure 1.1: The Estimated Conditional 5% and 95% Quantiles over 2001–2015
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(a) CFNAI (b) CPI
(c) FFR (d) NFCI
Figure 1.2: The Estimated Conditional 5% and 95% Quantiles over 1971–2019
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(a) CFNAI (b) CPI
(c) FFR (d) NFCI
Figure 1.3: QIRF to a Monetary Policy Shock (-25bp)
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(a) CFNAI (b) CPI
(c) FFR (d) NFCI
Figure 1.4: QIRF to a Financial Shock (one standard deviation shock)
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(a) Impacts across Quantiles (b) Counterfactual q̂t(0.05) (c) Counterfactual q̂t(0.95)
Figure 1.5: The Impacts of Financial Shocks (Aug.2007–Jun.2009) on CFNAI
Note: The counterfactual path describes the quantile path of CFNAI if the financial shocks were
shut down.
(a) Impacts across Quantiles (b) Counterfactual q̂t(0.05) (c) Counterfactual q̂t(0.95)
Figure 1.6: The Effects of Unconventional Monetary Policy (Jul.2009–Dec.2015) on
CFNAI
Note: The counterfactual path describes the quantile path of CFNAI if the monetary policy
shocks were shut down.
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(a) CFNAI (b) CPI
(c) FFR (d) NFCI
Figure 1.7: Responses of Variables Under the Distress Scenario
Note: After a shock of one standard deviation to the NFCI, realizations of the conditional mean
are assumed for variables other than the NFCI. For the NFCI, realizations of the conditional
95% follow for the first 6 months after the shock. Afterwards, realizations of the conditional
mean are assumed for the variable.
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(a) CFNAI at the mean (b) CPI at the mean (c) FFR at the mean (d) NFCI at the mean
(e) CFNAI at τ = 0.05 (f) CPI at τ = 0.05 (g) FFR at τ = 0.05 (h) NFCI at τ = 0.05
(i) CFNAI at τ = 0.16 (j) CPI at τ = 0.16 (k) FFR at τ = 0.16 (l) NFCI at τ = 0.16
(m) CFNAI at τ = 0.50 (n) CPI at τ = 0.50 (o) FFR at τ = 0.50 (p) NFCI at τ = 0.50
(q) CFNAI at τ = 0.84 (r) CPI at τ = 0.84 (s) FFR at τ = 0.84 (t) NFCI at τ = 0.84
(u) CFNAI at τ = 0.95 (v) CPI at τ = 0.95 (w) FFR at τ = 0.95 (x) NFCI at τ = 0.95
Figure 1.8: QIRF and IRF to a monetary policy shock (-25bp) with 95% bootstrap
confidence interval using residual-based MBB, the number of bootstrap draws is 1,000
and the block length is 50.
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(a) CFNAI at the mean (b) CPI at the mean (c) FFR at the mean (d) NFCI at the mean
(e) CFNAI at τ = 0.05 (f) CPI at τ = 0.05 (g) FFR at τ = 0.05 (h) NFCI at τ = 0.05
(i) CFNAI at τ = 0.16 (j) CPI at τ = 0.16 (k) FFR at τ = 0.16 (l) NFCI at τ = 0.16
(m) CFNAI at τ = 0.50 (n) CPI at τ = 0.50 (o) FFR at τ = 0.50 (p) NFCI at τ = 0.50
(q) CFNAI at τ = 0.84 (r) CPI at τ = 0.84 (s) FFR at τ = 0.84 (t) NFCI at τ = 0.84
(u) CFNAI at τ = 0.95 (v) CPI at τ = 0.95 (w) FFR at τ = 0.95 (x) NFCI at τ = 0.95
Figure 1.9: QIRF to a financial shock (one standard deviation shock) with 95% bootstrap
confidence interval using residual-based MBB, the number of bootstrap draws is 1,000
and the block length is 50.
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(a) Financial Shocks (b) Monetary Policy Shocks




ESTIMATION AND INFERENCE OF QUANTILE
IMPULSE RESPONSE FUNCTIONS BY LOCAL
PROJECTIONS: WITH APPLICATIONS TO
VALUE-AT-RISK DYNAMICS
2.1 Introduction
Quantile methods have attracted increasing attention in economics and finance. Unlike
the traditional mean-based analysis, quantile analysis enables researchers to study hetero-
geneous effects of independent variables on different quantiles of an outcome distribution.
The effect of a shock associated with tail events or tail co-dependence among financial vari-
ables is important for risk analysis. Recent developments in time series quantile analysis
include the quantilogram analysis by Linton and Whang (2007), Han et al. (2016) and Lee
et al. (2019), CoVaR of Adrian and Brunnermeier (2016), the conditional autoregressive
value at risk (CAViaR) of Engle and Manganelli (2004), and the quantile autoregression
(QAR) of Koenker and Xiao (2006), to name a few. See also Baruńık and Kley (2019),
Davis and Mikosch (2009) and Li et al. (2015) for measuring quantile dependence and tail
dependence.
Impulse response function (IRF) analysis has been a standard tool in macroeconomics
and finance since the seminal paper by Sims (1980). In a variety of multivariate models,
IRFs provide a comprehensive picture of shock-response mechanisms. Many vector autore-
gressive (VAR) studies have developed identification, estimation and econometric inference
of IRFs.
In this article, we study the quantile impulse response function (QIRF) that can measure
the effect of a shock on the response variables at different quantiles. Since a shock to one
financial institution can propagate to other financial institutions or to the market, a proper
tool would be a version of VAR models. However, the impulse response can be substantially
different between downside and upside risks to the market. One unit of the market-wide
shock would also have different implications for major financial institutions in good or
bad times. The QIRF can capture these heterogeneous dynamic responses across different
economic conditions, hence is a useful tool for the risk analysis conditional on the market
information.
We propose a new easy-to-use QIRF estimation using the local projection methods by
37
Jordà (2005). We show that the QIRF estimation using local projections effectively de-
scribes the true QIRF, hence accommodating dynamic analysis of Value-at-Risk (VaR).
We also provide valid econometric inferential tools based on both asymptotics and station-
ary bootstrap (Politis and Romano (1994)). The bootstrap consistency in this framework
is provided, which is of its own interest. Simulation evidence shows that both asymp-
totic and bootstrap confidence intervals have proper coverage probabilities. However, for
relatively longer horizons, the bootstrap confidence interval works better because the boot-
strap method avoids the estimation of a density-like nuisance parameter. In the quantile
regression literature, estimation of this parameter has been difficult especially at tails.
Closely related to this paper is White, Kim, and Manganelli (2015, WKM henceforce),
who proposed a so-called pseudo-QIRF.1 However, the pseudo-QIRF typically underesti-
mates the effect of a shock on quantiles, since the dynamic evolution of volatility is not
accounted for in its construction. We confirm via simulations that the local projection
QIRF estimation effectively approximates the true quantile responses, outperforming the
pseudo-QIRF. Local projections are known for working well in potentially misspecified
DGP. When considering the tail events in financial markets, the assumed DGP for the reg-
ular periods of the market may no longer hold. In this sense, the local projection method
without specifying a particular DGP is attractive.
In the empirical application, we consider the stock return series of 61 US financial insti-
tutions and, using the local projection QIRF, examine a dynamic reaction of each financial
institution’s 1% and 5% VaR when there is a shock to the market. Following Acharya
et al. (2017), we categorize 61 financial institutions into the following four sectors; Depos-
itories, Other, Insurance and Broker-Dealers. The sectoral averages of QIRFs for 1% VaR
show that the average response of Broker-Dealers tends to be the largest up to three weeks,
whereas that of Depositories becomes the smallest after about two weeks. Moreover, the lo-
cal projection QIRFs generally exhibit substantial fluctuations, whereas the pseudo-QIRFs
monotonically converge to zero. For example, the average response of Broker-Dealers for
1% VaR reaches its maximum in two weeks instead of gradually decreasing.
Recently, there has been much attention on dynamic quantile analysis in economics lit-
erature. Chavleishvili and Manganelli (2019), Kim et al. (2019), and Montes-Rojas (2019)
consider QIRF based on their own multivariate quantile regression models with macroeco-
nomic and financial variables.2 Moreover, the Growth-at-Risk (GaR) approach developed
by IMF (2017) links current financial conditions to quantiles of future growth outcomes.
1The pseudo-QIRF was recently used in applied works by Bouri et al. (2018), Chuliá et al. (2017), Peng
and Zeng (2019), Shen (2018), and Wen et al. (2019) among others.
2Montes-Rojas (2019) investigated some benefits of local projections in his vector autoregressive quantile
(VARQ) models.
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Our approach could be also applied to macroeconomic time series with modified modeling
assumption, see Jung and Lee (2019). Please also see Loria et al. (2019) for related but
different macroeconomics applications of QIRFs.
A recent statistical literature has also explored the idea of mutivariate conditional quan-
tiles. See, e.g., Kong and Mizera (2012), Hallin et al. (2010), Paindaveine and Šiman
(2011), and Carlier et al. (2016). Since there is no consensus on how to define multivariate
quantiles, they propose new interesting definitions using a directional vector or optimal
transport. In this paper, we construct multivariate quantiles by stacking the univariate
conditional quantiles following WKM.
In Section 2.2, we introduce the definition and estimation of QIRF. In Section 2.3, we
explore some prototypical volatility models, and study QIRFs of the models. In particular,
we provide some intuition why the local projection can effectively estimate QIRFs. Section
2.4 derives the asymptotic properties of QIRF estimators, and provides the asymptotic
and bootstrap inferential methods. In Section 2.5, we evaluate the performance by a set
of Monte Carlo simulations. Section 2.6 provides empirical applications to Value-at-Risk
dynamics of financial time series, and Section 2.7 concludes.
2.2 QIRF Definition and Estimation
In this section, we introduce the definition of QIRF and propose the local projection es-
timation. Given the natural filtration {Ft}∞t=−∞ and τ ∈ (0, 1), we use the conventional
definition of conditional τ -quantile qit (τ) of a time series yit for i = 1, 2, ..., n as the random
variable satisfying the restriction P (yit ≤ qit (τ) |Ft−1) = τ . Each qit (τ) is Ft−1-measurable,
and depends on the quantile level τ determined by the researcher. We can also consider
different τi’s for each qit (τi) for implementation. To make the presentation concise, we
consider a single τ for all qit (τ), suppressing qit (τ) = qit.
Definition 2.1 Let yt = (y1t, y2t, ..., ynt)
> and qt = (q1t, q2t, ..., qnt)
> such that P (yit ≤
qit|Ft−1) = τ . We define the quantile impulse response function (QIRF) as









− Et [qt+s|yt = 0] ,
or equivalently,








Remark 2.1 Since qt+s is Ft+s−1-measurable, QIRF (1) provides the contemporaneous re-
lation between qt+1 and yt, and QIRF
(s) for s ≥ 2 describes the dynamic forward-looking
impulse responses. The QIRF measures the change in the expected value of qt+s caused by
a shock. Here, δ0 represents a shock at time t, and we let yt = 0 in the absence of the
shock. Given that our main application is on financial asset return quantile dynamics, we
consider the difference between the conditional expectations of qt+s under these two scenar-
ios: yt = δ
0 and yt = 0. The case of yt = 0 considers the benchmark of asset return being
centered around zero. The wide consensus on (near-) martingale difference assumption
on asset returns yt (conditional mean being zero) makes this formulation empirically rele-
vant. This idea of shock formulation for the QIRF construction is also the same as WKM’s
pseudo-QIRF construction. Section 2.3.2 highlights the differences between our QIRF and
the pseudo-QIRF of WKM.
Following the seminal idea of Jordà (2005), we study the dynamic response of VaR
with the local projection method. For volatility dynamics of financial assets, the major
movement of volatility is accounted for by its persistence. Controlling for this volatility-
persistence channel, our local projection method effectively captures quantile responses to
a shock, as explained in Section 2.3.3. Applying local projections to the VAR for VaR




where Â(s) is the estimator for A(s) of the following model,
qt = c
(s) + A(s)|yt−s|+ B(s)qt−1, for s = 1, 2, ..., S. (2.3)
Remark 2.2 We interpret (2.3) as a conditional quantile version of local projection. We
directly model the conditional quantile as a function of lagged dependent variables and
conditional quantiles as in the CAViaR modeling by Engle and Manganelli (2004). It is
important to consider (2.3) as a local approximation, rather than as a specific DGP, as is
carefully explained in Jordà (2005).
Remark 2.3 In the VAR for VaR model by WKM, the past returns have a symmetric
effect on VaR. Hence, we assume the conditional quantile as a function of |yt−s|, so QIRF
depends on |δ0|. In the presence of an asymmetric effect of the past returns on VaR, the
QIRF local projection may employ different response coefficients for positive and negative
realizations of yt−s.
40
2.3 Heuristics on QIRF and Its Estimator
In financial time series modeling, the volatility dynamics are of primary importance. Thus
we study the relationship between volatility and quantiles in our QIRF framework. Even
though QIRF and local projection estimation in Section 2.2 do not require a specific DGP or
a model, we explore QIRFs of a few popular volatility models in this section. In particular,
we investigate some prototypical GARCH-type models.
2.3.1 QIRF of GARCH Models
We first consider a simple univariate TS-GARCH(1,1) model of Taylor (2008) and Schwert
(1989)3:
yt = εtσt, εt
iid∼ (0, 1),
σt = ω + α|yt−1|+ βσt−1.
Since σt = ω + (α|εt−1|+ β)σt−1, for s ≥ 1, iterating this equation yields4















Note that qt = F
−1
ε (τ)σt where F
−1













































(1986), the conditional quantile qt becomes a linear function of |yt−1| and σt−1, providing intuitive analytical
expressions of the QIRF.
4In this paper, we assign 0 or 1 to the following summation and product notations for notational
simplicity. When the upper bound of summation is less than the lower bound of summation, we let the
value of the summation be 0. When the upper bound of the product is less than the lower bound of the
product, we let the value of the product be 1. For example,
∑0
j=1[ · ] = 0 and
∏0
k=1[ · ] = 1.
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The above expression illustrates the response of quantiles driven by the evolution of
volatility. In GARCH models, the effect of a shock on volatility is transmitted via two
channels, (i) the feed-through channel and (ii) the volatility-persistence channel. We can
clearly see these channels by rewriting the dynamics of volatility as









The coefficient α measures the effect of a mean-zero volatility variation, |yt| − Et[|yt|], on
the next period’s volatility. The coefficient of autoregressive term, αEt[|εt|] + β, measures
volatility persistence.5 Because the response of qt+s to a shock yt = δ
0 arises from these
two channels, the quantile response can be decomposed into the scale, volatility-persistence
and feed-through components:









× α|δ0|.︸ ︷︷ ︸
feed-through
Therefore, the QIRF of TS-GARCH(1,1) model, the conditional expectation of (2.4), ac-
commodates the proper two channels of the shock transmission mechanism:











This example also explains the shock formulation in the QIRF definition. For the defini-




to employ εt as the shock. However, this
definition makes the measurement of QIRF infeasible under the conditional volatility frame-
work, in which the response of the quantile depends on the current level of volatility as well









the use of ∂qt+s
∂εt
for the QIRF definition employs a Ft−1-measurable σt, of which a specific
DGP is needed in practice. We therefore use ∂qt+s
∂yt
instead to define QIRF. In a multivariate
case, a shock is formulated in a similar way; we use ∂qt+s
∂y>t
for the QIRF definition.
We can extend the discussion to a multivariate case, which is a DGP example of WKM.6
5See Chapter 12 of Campbell et al. (1997) for details about GARCH models.
6The QIRF of a bivariate TS-GARCH(p,q) is also discussed in Appendix B.1.
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Σt = ω +α|yt−1|+ βΣt−1,
where yt = (y1t, y2t)

















The marginal distributions of eit, for i = 1, 2, are identical for simplicity. The response
of qt+s = (q1t+2, q2t+2)
















. The QIRF is then:















2.3.2 Comparison to WKM’s Pseudo-QIRF
WKM introduce a so-called pseudo-QIRF. Following their definition, the analytical expres-
sion of the pseudo-QIRF in GARCH models is
pseudo-QIRF (s) = F−1e (τ)β
s−1α|δ0|,
whereas the true QIRF is (2.6). Thus pseudo-QIRF estimates the persistence of volatility





7We assume structural shocks, (ε1t, ε2t)
>, can be derived by applying the Cholesky decomposition to































WKM define the pseudo-QIRF as the difference between the conditional quantiles from
the following two time paths.
{ ... , yt−2, yt−1, ỹt = δ0, yt+1 yt+2 yt+3 ... }
{ ... , yt−2, yt−1, yt = 0, yt+1 yt+2 yt+3 ... }
At time t, one of the time paths is hit by a shock (δ0), but the other is not. Since the
DGP is not fully specified, they assume the shock does not change yt+s for s≥1 so the two
time paths are identical except at time t. This scenario neglects the dynamic evolution in
the second moment, as they acknowledge (p.173 of WKM). Consequently, the pseudo-QIRF
underestimates the magnitude of the true QIRF, which is well illustrated in the simulation
Section 2.5.
Compared to the pseudo-QIRF, our QIRF measures a more comprehensive effect. It
accounts for the effect of a shock not only on the current return (yt), but also on subsequent
returns (yt+s). Thus, it takes into account the evolution of moments such as volatility.
Without fully specifying DGP, the QIRF is well approximated via the local projection.
2.3.3 Local Projection Estimation of QIRF in GARCH Models
As we can see from (2.5) and (2.6), QIRF estimation involves the expectation of an absolute
value of the latent innovations. This estimation procedure is not trivial even with a specific
multivariate DGP. In this section, we study the logic behind QIRF estimation by local
projection and illustrate why the method can effectively estimate the QIRF.8
After some algebra, σt+s in the univariate TS-GARCH(1,1) is written as a function of
|yt| and σt+s−1 for s ≥ 2,






































In the above expression, σt+s(= ω + α|yt+s−1| + βσt+s−1) is a function of |yt| and σt+s−1.
Accordingly, the expression includes innovations between t and t+s−1, and they have the
same functional form (i.e., {α|εp|+β}t+s−1p=t ). We use the following approximation to deliver
the logic of local projection QIRF estimation.
8Details of the derivation for the univariate and bivariate models are in Appendix B.2 and B.3, respec-
tively.
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Assume both σt+s−1 and yt are given but {|εp|}t+s−1p=t are random. Define Xt := α|εt|+ β.
From (2.7), we can find a function g(·) such that σt+s = g(Xt, ..., Xt+s−1); thus, yt+s =
εt+s · g(Xt, ..., Xt+s−1). Let µX = E[Xt] = αE[|εt|] + β and ḡ = g(µX , ..., µX), then
Pr
(













( F−1ε (τ) · ḡ
g(Xt, ..., Xt+s−1)
)













evaluated at the mean effect of
innovations (Xt = ... = Xt+s−1 = µX), we can show
Pr
(
yt+s ≤ F−1ε (τ) · ḡ
)
≈ τ.
That is, the τ -quantile of yt+s approximates F
−1
ε (τ) · g(µX , ..., µX). Applying the approxi-
mation yields














X α|yt|+ βqt+s−1, for s ≥ 2.
Thus, â(s) of the following CAViaR model
qt = c
(s) + a(s)|yt−s|+ b(s)qt−1, for s = 1, 2, ..., S.
effectively estimates F−1ε (τ)µ
s−1
X α. From (2.5), QIRF








where Â(s) is an estimator for A(s) from the following model,
qt = c
(s) + A(s)|yt−s|+ B(s)qt−1, for s = 1, 2, ..., S.
The above estimation shares the local projection idea of Jordà (2005), who estimates the
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mean IRF. We therefore naturally label our procedure as local projection QIRF estimation
as given in (2.3).
2.4 Asymptotic Theory and Stationary Bootstrap
In this section, we provide valid econometric inferential tools for the QIRF estimation. We
first derive the asymptotic distribution of the local projection QIRF estimator that can
be used to construct an asymptotic confidence interval (CI) with the estimated nuisance
parameters. Second, we propose a stationary bootstrap based CI from Politis and Romano
(1994), and confirm the bootstrap consistency. The proofs in this section are relegated to
the Technical Appendix.
2.4.1 Assumptions
We adopt the assumptions from WKM and Engle and Manganelli (2004) but also combine
them with those from Han et al. (2016) and Gonçalves and de Jong (2003). In particular,
we relax the moment condition using the L2-NED condition from Gonçalves and de Jong
(2003) for Section 2.4.3. Hereafter in this section, we generalize the number of outcome
variables to be n and allow quantiles of interest to differ across the variables.
Assumption 2.1 The sequence {yt} is stationary and strong mixing on the complete prob-
ability space (Ω,F , P0), where Ω is the sample space, F is a suitably chosen σ-field, and
P0 is the probability measure providing a complete description of the stochastic behavior for
the sequence of {yt}.
Remark 2.4 A prototypical DGP from Section 2.3 is
yt = etΣt,
Σt = ω +α|yt−1|+ βΣt−1,
where yt = (y1t, y2t, ..., ynt)
>, |yt| = (|y1t|, |y2t|, ..., |ynt|)>, Σt = (σ1t, σ2t, ..., σnt)> and et =
diag(e1t, e2t, ..., ent) is an iid random matrix. et is absolutely continuous with respect to the
Lebesgue measure on Rn. If (i) the largest eigenvalue in the absolute value of the matrix β
is less than 1 and (ii) E‖α|et|+ β‖s < 1 for some integer s ≥ 1 where ‖A‖ denotes some
matrix norm such as the sup-norm defined as ‖A‖ = sup‖x‖=1 ‖Ax‖, then stationarity and
strong mixing in Assumption 2.1 is satisfied. Moreover, if E‖et‖s <∞ then E‖yt‖s <∞.9
9See Proposition 3, 4, and 5 of Carrasco and Chen (2002) for details.
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For i = 1, 2, ..., n, Fit(y) = Pr[yit ≤ y|Ft−1] denotes the conditional distribution function
of yit given Ft−1 and fit(y) denotes its density function. The corresponding conditional
quantile function is defined as qit(τi) = inf{y : Fit(y) ≥ τi} for τi ∈ (0, 1), i = 1, 2, ..., n.
Define τ = (τ1, τ2, .., τn)
> and qt(τ ) =
(
q1t(τ1), q2t(τ2), ..., , qnt(τn)
)>
.
Assumption 2.2 (1) {yit} is continuously distributed such that for each ω ∈ Ω, Fit(ω, ·)
and fit(ω, ·) are continuous on R, i = 1, 2, ..., n, t = 1, 2, ..., T. (2) For the given 0 < τi < 1,
we suppose the followings: (a) for each i, t and ω, fit(ω, qit(τi)) > 0; (b) there exists a real










such that for each t and s




τ |yt−s|+ B(s)τ qt−1(τ ), s = 1, 2, ..., S.
(3) There exists (a) a finite positive constant f0 such that for each i, t, ω ∈ Ω and each
y ∈ R, fit(ω, y) ≤ f0 < ∞; (b) a finite positive constant L0 such that for each i, t, ω ∈ Ω
and each x, y ∈ R, |fit(ω, x)− fit(ω, y)| ≤ L0|x− y|.
Let d := n+ 2n2 be the number of parameters in γ(s)(τ ).
Assumption 2.3 (1) Let A be a compact subset of Rd. For i = 1, 2, ..., n, we suppose the
followings: (a) the sequence of functions {q0it : Ω × A → R} is such that for each t and
each γ(s) ∈ A, q0it(·,γ(s)) is Ft−1-measurable; (b) for each t and each ω ∈ Ω, q0it(ω, ·) is
continuous on A; (c) for each i and t, q0it(·,γ(s)) is specified as
q0t (·,γ(s)) =
(
q01t(·,γ(s)), q02t(·,γ(s)), ..., q0nt(·,γ(s))
)>
= c(s) + A(s)|yt−s|+ B(s)q0t−1(·,γ(s)), s = 1, 2, ..., S.




. (2) For each t and each ω ∈ Ω, q0t (ω, ·) is twice




























(b) a non-empty index set l ⊂ {1, 2, ..., n} such that for each ε > 0, there exists δε > 0 such




{∣∣δit(γ(s),γ(s)(τ ))∣∣ > δε}] > 0.





































(1) For i = 1, 2, ..., n, E|yit|r+δ < ∞ for some r > 2, and δ > 0. (2) E[D0t] < ∞. (3)










































where uit = yit− qit(τi), ψτi(u) = τi−1[u < 0], fuit is the density function of uit conditional
on Ft−1, and ∇q0it(·,γ(s)) is the gradient of q0it(·,γ(s)) with respect to γ(s).
Assumption 2.6 (1) Q
(s)
τ is positive definite. (2) V
(s)
τ is positive definite.
2.4.2 Asymptotic Theory for Local Projection QIRF Estimator
We estimate γ(s) by the following minimization problem














where q0it(·, γ(s)) is defined in Assumption 2.3(1) and ρτi(u) = u(τi − 1[u < 0]).
We can show that γ̂(s)(τ ) is a consistent estimator satisfying a central limit theorem.















































From Section 2.3.3, we approximate the QIRF at horizon s, QIRF (s), by A(s)|δ0| via the
local projection. The QIRF local projection estimator Q̂IRF
(s)
in (2.2) is a linear function
of γ̂(s)(τ ), so the following theorem holds.
























) d−→ N(0,G(Q(s)τ )−1V(s)τ (Q(s)τ )−1G>).
Remark 2.5 To construct the asymptotic confidence interval for Q̂IRF
(s)
, we use the
















































2.4.3 Stationary Bootstrap Inference
The accurate estimation of Q
(s)
τ in Theorem 2.1 can be challenging because of the nuisance
parameter estimation, especially at tail quantiles where the number of observation is scarce.
This difficulty has been well known in the quantile regression literature; see Koenker (1994,
2005) for instance. As a result, the performance of the asymptotic confidence intervals
for Q̂IRF
(s)
may not be satisfactory. In this section, we avoid the nuisance parameter
estimation by providing a stationary bootstrap confidence interval by Politis and Romano
(1994) and its validity.
We draw a sequence of iid random block lengths {Li}i∈N that has the following geometric
distribution:
Pr(Li = x) = p(1− p)x−1, 0 < p < 1.
A sequence of iid random variables {Ki}i∈N has the discrete uniform distribution on
{1, ..., T}, where {Li}i∈N and {Ki}i∈N are independent. We build blocks BKi,Li ={yt}
Ki+Li−1
t=Ki
of length Li starting with the Ki-th observation.
10 The stationary bootstrap generates
bootstrap samples {y∗t }Tt=1 by taking the first T observations from a sequence of blocks
{BKi,Li}i∈N. The following assumption from Gonçalves and de Jong (2003) ensures the
validity of the stationary bootstrap.
Assumption 2.7 (1) For some r > 2 and δ > 0 chosen as in Assumptions 2.5(1), (a) yit
(i=1,...,n) is L2+δ-NED on {Vt} with NED coefficient vk of size −1, i.e. vk ≡ supi,tE| yit−
Et+kt−k [yit] |2 → 0 as k → ∞, and vk = O(k−1−ε) for some ε > 0; (b) {Vt} is an α-mixing
sequence with α(k) of size − (2+δ)(r+δ)
(r−2) . (2) p = pT → 0 and Tp
2
T →∞ as T →∞.
Let {y∗t = (y∗1t, y∗2t, ..., , y∗nt)>}Tt=1 denote the stationary bootstrap sample. The local
projection estimator with the stationary bootstrap sample solves the following minimization
problem:










y∗it − q0∗it (·, γ(s))
)
,
where q0∗it (·, γ(s)) is defined as
q0∗t (·,γ(s)) =
(
q0∗1t (·,γ(s)), q0∗2t (·,γ(s)), ..., q0∗nt(·,γ(s))
)>
= c(s) + A(s)|y∗t−s|+ B(s)q0∗t−1(·,γ(s)), s = 1, 2, ..., S.
10In resampling, the first observation y1 is treated as the observation following the last observation yT .
That is, for t > T , yt is set to be yt−T .
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The asymptotic distribution of γ̂(s)∗(τ ) and Q̂IRF
(s)∗
= Â(s)∗|δ0| can be derived with the
similar argument from Section 2.4.2, and the proofs can be found in Appendix B.4.
































y0∗it − q0∗it (·,γ(s))
)
and ∇q0∗it (·,γ(s)) is the gradient of q0∗it (·,γ(s)) with respect to γ(s).



















T . Conditional on the original sample, we obtain the conver-
gence in distribution as in the following lemma.









conditional on the original sample, for almost every sequence.
We now obtain the asymptotic distribution of the bootstrapped QIRF estimator, con-
firming the stationary bootstrap consistency.
Theorem 2.2 Suppose that Assumptions 2.1–2.7 hold. Then, in the sense of weak con-





) ∗−→ N(0,G(Q(s)τ )−1V(s)τ (Q(s)τ )−1G>).
Remark 2.6 To construct the 100·(1−α)% confidence interval for Q̂IRF
(s)
, (i) we draw B
number of bootstrap samples, and (ii) for each bootstrap sample and a given s = 1, ..., S, we
obtain Â(s)∗. Then, (iii) using B number of local projection estimator Â(s)∗, 100 · (1− α
2
)
and 100 · (α
2
) empirical quantiles of Â(s)∗|δ0| provide the lower and upper bounds of the




2.5 Monte Carlo Simulations
We conduct several simulation studies to examine whether our local projection method
provides reasonable approximations for true QIRFs and also investigate whether the two
inferential procedures are valid in finite samples. First, we experiment with the bivariate
TS-GARCH DGPs as in WKM and compare the local projection QIRF with the pseudo-



















































where ε1t and ε2t are mutually independent and εit
iid∼ N (0, 1).
















































for e1t and e2t in DGP 1.
For the parameter values in DGP 1 and DGP 2, we use the average estimates of 61
bivariate models for 5% VaR given in Table 2.4. The details of these estimates are explained
in the next section. Here y1t and y2t correspond to a market return and an individual
financial institution’s stock return, respectively. The correlation ρ is set to be either 0
or 0.5. If ρ = 0, e1t and e2t are mutually independent. If ρ 6= 0, it is assumed that a
shock to the market has a contemporaneous effect on the return of the individual financial
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institution, whereas the institution’s specific shock has only a lagged effect on the market.
We also consider DGP 3 particularly to investigate whether the local projection QIRF is
robust to model misspecification. We can analytically calculate the true QIRF in each
DGP and use it for comparison.
We generate data with sample size 4, 000 after removing the first 200 observations to get
rid of the initial value effect. For each DGP, we estimate the model given in (2.3) for the 5%
quantile. For the QIRF, we assume that y1t is hit by a negative shock with the magnitude of
twice its unconditional standard deviation σ1 and adopt a standard Cholesky decomposition
as in WKM, which means δ0 = L× (−2, 0)′ where a lower triangular matrix L is from the
Cholesky decomposition of cov(y1t, y2t). The QIRFs are presented with horizons up to 30
and the number of repetition is 1, 000 for each DGP.
Figure 2.1 provides the simulation results, where each figure provides a true QIRF, an
average local projection QIRF and an average pseudo-QIRF. Since the results for ρ = 0
are similar, we report only those for ρ = 0.5. It should be noted that the local projection
QIRF is identical to the pseudo-QIRF for horizon s = 1, whereas they are different for
horizon s > 1. In particular, the QIRF for longer horizons is of our interest. First of all,
it is obvious that our local projection QIRF successfully approximates the true QIRF in
each case, but the pseudo-QIRF does not. In Figures 2.1(b) and 2.1(d), the true QIRF
decreases as the horizon increases, which means that the response of q2t gets larger in
absolute value as the horizon increases. Figures 2.1(b) and 2.1(d) show that the local
projection QIRF successfully approximates the true QIRF. However, it is shown that the
pseudo-QIRF monotonically converges to zero and gets further away from the true QIRF
as the horizon increases.
Second, Figures 2.1(e) and 2.1(f) show that the local projection QIRF still well ap-
proximates the true QIRF even under model misspecification. Although the DGP 3 is a
TS-GARCH(1,2) model, the local projection QIRF is based on the estimation of a TS-
GARCH(1,1) model. Under DGP 3, the local projection QIRF is close to the true QIRF
for longer horizons even if it is not that close for horizon s = 1. This implies that the local
projection QIRF is robust to misspecification for longer horizons. On the other hand, the
pseudo-QIRF is quite different from the true QIRF.
Next, we examine the validity of the two inferential procedures explained in the previous
section. We consider the DGP 1 given above and adopt the same shock for QIRFs. For
each data generated, we obtain two 95% CIs of the local projection QIRF. One is the
asymptotic CI and the other is the stationary bootstrap CI based on 1, 000 bootstrapped
replicates. The tuning parameter p is set to be 0.002. We count whether each CI includes
the true QIRF for a given horizon. We consider only four horizons, s = 1, 10, 20, and 30,
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because of the computational burden. We repeat this procedure 1, 000 times and calculate
the effective coverage rates of two 95% CIs.
Table 2.1 reports the effective coverage rates. For shorter horizons s = 1 or 10, both
asymptotic and bootstrap CIs exhibit similar coverage rates, between 0.90 and 0.94. How-
ever, for longer horizons s = 20 or 30, the coverage rate of the bootstrap CI is very close
to 0.95, ranging between 0.94 and 0.96, whereas the coverage rate of the asymptotic CI is
between 0.81 and 0.87. These results show that although both asymptotic and bootstrap
CIs are valid inferential tools for relatively short horizons, the bootstrap CI is better for
longer horizons.
2.6 Applications to Value-at-Risk Dynamics
What happens to each financial institution’s VaR if the market crashes? This question is
typically considered in a stress test of financial institutions, whereas the following question
is also of interest. What happens to the market’s VaR if a financial institution’s stock
return crashes? This is typically considered in an analysis of systemic risk of financial
institutions. We use the QIRF to address these issues and examine a dynamic reaction of
each financial institution’s VaR when there is a shock to the market and a dynamic reaction
of the market’s VaR when there is a shock to a particular financial institution.
We use the CRSP market value weighted index return as the market index return and,
at first, consider stock returns of three individual financial institutions: JP Morgan Chase
(JPM), Morgan Stanley (MS), and AIG. We use daily observations from February 24,
1993 to June 29, 2018 with sample size 6,385.11 We let y1t and y2t be the return series
of the market and each financial institution, respectively, and first estimate the VAR for
VaR model by WKM, which is the model given in (2.3) for s = 1. Table 2.2 reports the
estimation results of the model for 5% VaR, where the quantiles of the market return and
each financial institution’s return are set to be 0.05. The autoregressive coefficients b11 and
b22 are estimated to be mostly high (between 0.88 and 0.98), which indicate that the VaR
processes are persistent. More importantly, some of the off-diagonal coefficients of the A(1)
or B(1) matrices are significantly different from zero. The joint null hypothesis that all
off-diagonal coefficients of the matrices A(1) and B(1) are equal to zero is rejected at the
1% significance level for all three cases. For JPM and MS, the estimates of a21 and b21 are
relatively large in absolute value whereas a12 is close to zero. For AIG, the estimates of a12
and b12 are very close to zero.
11The stock return series are obtained from CRSP and Yahoo Finance. The stock return series of Morgan
Stanley are available from February 24, 1993.
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Table 2.3 reports the estimation results of the model for 1% VaR, where the quantiles
of the market return and each financial institution’s return are set to be 0.01. The results
are in general similar to those in Table 2.2 but there are a few differences. First, for 1%
VaR, the joint null hypothesis that all off-diagonal coefficients of the matrices A(1) and
B(1) are equal to zero is rejected for JPM and AIG but is not rejected for MS, for whom
all off-diagonal coefficients of the A(1) or B(1) matrices are insignificant. Second, for 1%
VaR of JPM, the estimates of a21 and b21 are larger in absolute value (-0.44 and -0.26,
respectively) than those for 5% VaR (-0.18 and -0.14), which indicates that the effect of
the market is larger for 1% VaR than for 5% VaR. For MS, the estimate of a21 for 1% VaR
is also larger in absolute value (-0.37) than that for 5% VaR (-0.27) even if it is insignificant.
Next, we conduct a quantile impulse response analysis using the local projection method.
Figures 2.2 and 2.3 provide the QIRFs of three individual financial institutions to a two
standard deviation shock to the market index for 5% VaR and 1% VaR, respectively. As
in WKM, the identification of the market shock relies on a Cholesky decomposition, which
implicitly assumes that shocks to the market can contemporaneously affect each individual
financial institution whereas shocks to the financial institution can affect the market only
with a lag. In each figure, the horizontal axis indicates the time (expressed in days) and
the vertical axis measures the change in the VaR of the individual financial institution
(expressed in percentage returns) as a reaction to the market shock. The solid line in
each figure represents the local projection QIRF. The shaded area in each figure is the
95% confidence interval based on 1,000 bootstrapped replicates, for which we adopt the
stationary bootstrap procedure explained in Section 2.4.3, and the tuning parameter p is
chosen to be 0.002.12 For comparison, we also provide the pseudo-QIRFs (dashed lines)
with 95% confidence intervals (dotted lines).
In Figures 2.2 and 2.3, most importantly, the local projection QIRFs exhibit a non-
monotonic trend. For example, in Figures 2.2(a) and 2.3(a), the local projection QIRFs of
JPM exhibit the lowest value at horizon s = 10 and, in Figures 2.3(b), the local projection
QIRF of MS reaches its minimum at horizon s = 16. That is, the reaction to the market
shock reaches its maximum in two weeks for JPM’s 5% and 1% VaRs and about three weeks
for MS’s 1% VaR. This feature is clearly different from the pseudo-QIRF. The pseudo-
QIRFs monotonically converge to zero by construction, as is shown in Section 2.5. In
12In the stationary bootstrap, 1/p represents an average block length and p = 0.002 means the average
block length is 500 in our application. When we choose p, we first tried the selection rule suggested by
Politis and White (2004) and later corrected in Patton et al. (2009). However, the chosen average block
length 1/p was too small and bootstrapped samples did not properly exhibit quantile dependence as the
original samples did. We tried various tuning parameters, which showed that it would be desirable to
have a large enough average block length in order for bootstrapped samples to exhibit as much of quantile
dependence as the original samples did. We leave more rigorous investigation on this issue as future work.
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Figures 2.2(a) and 2.3(a), the confidence intervals of the local projection QIRF at horizon
s = 10 do not include the confidence intervals of the pseudo-QIRFs, which indicates that
the local projection QIRFs are statistically different from the pseudo-QIRFs at horizon
s = 10.
When we compare the QIRFs for 5% VaR with those for 1% VaR, the maximums in
absolute value are larger for 1% VaR than for 5% VaR. It is not surprising that the reaction
of 1% VaR is much larger than that of 5% VaR. For JPM, the market shock produces a
0.83% increase for 5% VaR and a 1.93% increase for 1% VaR at horizon s = 10. For MS, the
maximum reaction is a 1.23% increase for 5% VaR at horizon s = 2 and a 2.81% increase
for 1% VaR at horizon s = 16. For AIG, the market shock produces a 1.20% increase for
5% VaR and a 3.04% increase for 1% VaR at horizon s = 2.
Now we consider a situation where a shock is given to each financial institution instead
of the market and investigate how the market VaR reacts in each case. Figures 2.4 and 2.5
provide the QIRFs of the market for 5% VaR and 1% VaR, respectively, when there is a ‘5%
decrease shock’ to each individual financial institution, which means that the stock return
of each financial institution decreases by 5%. Since the value of two standard deviations is
different for each institution’s return, we instead impose the same shock to each institution
to compare the responses of the market VaR. The QIRFs of the market to the shock to
individual financial institutions are in general smaller in absolute value than the QIRFs of
individual institutions to the market shock. This could be partly due to the identification
assumption that an individual institution’s shock has only a lagged effect on the market,
whereas a shock to the market has a contemporaneous effect on individual institutions, as
mentioned in WKM.
In Figures 2.4 and 2.5, the confidence intervals of the QIRF by local projection mostly
include zero, which implies that the reaction of the market VaR is mostly insignificant.
Nevertheless, the local projection QIRFs exhibit more substantial fluctuations with larger
magnitudes than the pseudo-QIRFs. For example, when there is a shock to JPM or MS,
the QIRF by local projection shows that the reaction of the 1% market VaR reaches its
maximum (about −1%) at horizon s = 20, whereas the pseudo-QIRF is close to zero as
shown in Figures 2.5(a) and 2.5(b). Meanwhile, when there is a shock to AIG, the response
of the market VaR is the smallest. It is interesting to compare this result with that in
Figures 2.2 and 2.3, where the response of AIG to a shock to the market is the largest at
horizon s = 1.
The three financial institutions we consider belong to different financial sectors. JPM,
MS and AIG belong to the Depositories group, the Broker-Dealers group and the Insurance
group, respectively. In Figures 2.2 and 2.3, the minimums of the QIRFs of JPM are higher
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than those of MS or AIG, which implies that the reaction of JPM’s VaR is the smallest.
On the other hands, in Figures 2.4 and 2.5, the reaction of the market VaR is the smallest
when there is a shock to AIG. One may ask whether these individual institutions’ results
could be generalized into sectoral characteristics. We examine this issue below.
Acharya et al. (2017) considered financial institutions in the U.S. that had a market cap
in excess of 5 billion USD as of the end of June 2007 and categorized them into the following
four groups: Depositories, Broker-Dealers, Insurance, and a group called Other, consisting
of non-depository institutions, real estate, and so on. Following their categorization, we
collect stock return series of individual financial institutions. Considering data availability,
our analysis includes a total of 61 financial institutions13 from January 3, 2000 to June 29,
2018 with sample size 4,653.14
Table 2.4 reports the summary statistics of the coefficient estimates of the 61 bivariate
VAR for VaR models. Whereas the averages of a12 and b12 are close to zero, those of a21 and
b21 quite different from zero. This implies that while the market VaR is marginally affected
by each individual financial institution’s return and VaR, individual institutions’ VaRs
are substantially influenced by the market’s return and VaR. The cross-sectional standard
deviation, minimum, and maximum also show that the estimates are heterogeneous.
Figure 2.6 provides the sectoral averages of the QIRFs to a two standard deviation shock
to the market return for 5% VaR and 1% VaR, respectively. Figure 2.6(a) is based on the
local projection method for 5% VaR. In general, the average response of Broker-Dealers
is the largest across the horizon, and the average response of Depositories becomes the
smallest after about two weeks. In other words, when there is a shock to the market, the
5% VaR of Broker-Dealers increases by the largest amount across the horizon and that of
Depositories does by the smallest amount after about two weeks. If the Broker-Dealers
group tends to be involved in more risky investments than is the Depositories group, this
result could reflect it. Figure 2.6(c) is based on the local projection for 1% VaR. Similarly,
the average response of Depositories becomes the smallest after about two weeks. The
response of Broker-Dealers is more or less the largest up to three weeks, but Insurance
shows the largest reaction at some horizons in about three weeks. Meanwhile, Figures
2.6(b) and 2.6(d) are based on the pseudo-QIRFs and the sectoral averages are quite close
to each other even if it is relatively obvious that the response of Broker-Dealers is the largest
for 5% VaR. Unlike our result, WKM’s result (Fig. 3) shows that Insurance exhibits the
13The details are provided in Section 2.9.
14If we stick to the same sample period from February 1993, there are 51 companies whose stock return
series are available. In that case, Goldman Sachs will be missing and there will be only four institutions
in the Broker-Dealer group. Therefore, we instead consider the samples from January 2000 and use 61
institutions.
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largest quantile impulse response at horizon s = 1, apparently because the firms, categories,
and sample period in their analysis are different from ours.
Next, we consider the response of the market when there is a 5% decrease shock to
each individual financial institution as in Figures 2.4 and 2.5. Figure 2.7 provides the
sectoral averages of the QIRFs of the market. Figure 2.7(a) is for 5% VaR and it is not
that any particular group exhibits a distinct feature. Figure 2.7(c) is for 1% VaR and the
average response of the 1% market VaR is the largest at horizon s = 10 and s = 20 for
Broker-Dealers.
2.7 Conclusion
This paper studies the quantile impulse response function (QIRF) estimation, asymptotic
theory, and statistical inference. The major application is for the financial market data
whose stochastic property is largely determined by the persistent volatility dynamics. We
provide a simple estimation method based on local projections, and valid inferential tools
from asymptotics and stationary bootstrap. An extensive set of financial asset return data
and their Value-at-Risk dynamics are examined to emphasize the benefit of the new local
projection QIRF estimation and inferential methods.
An interesting future research agenda is how to apply this developed tool to a macroe-
conomic data set, whose stochastic property is substantially different from that of financial
market data. Some recent studies by Chavleishvili and Manganelli (2019), Kim et al. (2019)
and Montes-Rojas (2019) investigate this avenue using different approaches. We plan to
extend the applicability of the current method to a macroeconomic environment, where the
impulse response analysis has been the most popular.
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2.8 Tables and Figures
Table 2.1: Simulation Results: Coverage Rates
Horizon s = 1 s = 10 s = 20 s = 30
Response of q1t
Asymptotic CI 0.93 0.91 0.87 0.83
Bootstrap CI 0.92 0.94 0.95 0.96
Response of q2t
Asymptotic CI 0.92 0.90 0.87 0.81
Bootstrap CI 0.91 0.93 0.95 0.94
Note: The table reports coverage rates of asymptotic confidence intervals and stationary boot-
strap confidence intervals.
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Table 2.2: Estimation results of VAR for 5% VaR
JPM
c1 a11 a12 b11 b12
-0.03 ∗∗∗ -0.14 ∗∗∗ -0.03 ∗∗ 0.88 ∗∗∗ 0.00
(0.01) (0.02) (0.01) (0.04) (0.02)
c2 a21 a22 b21 b22
-0.05 ∗∗∗ -0.18 ∗∗∗ -0.06 ∗∗∗ -0.14 ∗∗ 0.98 ∗∗∗
(0.02) (0.04) (0.02) (0.06) (0.03)
MS
c1 a11 a12 b11 b12
-0.03 ∗∗ -0.15 ∗∗∗ -0.03 ∗∗ 0.90 ∗∗∗ -0.01
(0.01) (0.04) (0.01) (0.03) (0.01)
c2 a21 a22 b21 b22
-0.04 ∗ -0.27 ∗∗∗ -0.11 ∗∗∗ -0.15 ∗∗ 0.95 ∗∗∗
(0.02) (0.07) (0.03) (0.06) (0.02)
AIG
c1 a11 a12 b11 b12
-0.03 ∗∗∗ -0.13 ∗∗∗ -0.01 ∗∗∗ 0.90 ∗∗∗ 0.00 ∗
(0.01) (0.03) (0.00) (0.02) (0.00)
c2 a21 a22 b21 b22
0.00 -0.02 -0.25 ∗∗ 0.00 0.88 ∗∗∗
(0.05) (0.12) (0.11) (0.08) (0.04)
Note: The coefficients correspond to the VAR for VaR model, which is the model given in
(2.3) for s = 1. ci, aij , bij are the elements of c
(1), A(1), B(1), respectively. The quantiles for
market and each financial institution are set to be 0.05. Estimated coefficients are in the first
row. Standard errors are reported in parentheses. Asterisks indicate coefficient significance at the
∗ 10%, ∗∗ 5% and ∗∗∗ 1% level.
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Table 2.3: Estimation results of VAR for 1% VaR
JPM
c1 a11 a12 b11 b12
-0.12 ∗∗∗ -0.23 ∗∗∗ -0.03 0.87 ∗∗∗ 0.00
(0.04) (0.05) (0.04) (0.04) (0.01)
c2 a21 a22 b21 b22
-0.22 ∗∗ -0.44 ∗∗∗ -0.09 -0.26 ∗∗ 0.99 ∗∗∗
(0.10) (0.11) (0.10) (0.11) (0.02)
MS
c1 a11 a12 b11 b12
-0.07 ∗∗ -0.21 ∗∗ -0.04 0.92 ∗∗∗ -0.02
(0.03) (0.10) (0.06) (0.04) (0.03)
c2 a21 a22 b21 b22
-0.14 ∗ -0.37 -0.24 -0.10 0.90
∗∗∗
(0.08) (0.42) (0.25) (0.12) (0.09)
AIG
c1 a11 a12 b11 b12
-0.10 ∗∗∗ -0.19 ∗∗ -0.02 ∗∗∗ 0.89 ∗∗∗ 0.00
(0.04) (0.08) (0.00) (0.04) (0.00)
c2 a21 a22 b21 b22
-0.06 0.00 -0.77 ∗∗∗ 0.05 0.77 ∗∗∗
(0.20) (0.55) (0.21) (0.20) (0.08)
Note: The quantiles for market and each financial institution are set to be 0.01. The same as
Table 2.2.
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Table 2.4: Summary statistics of the full cross section of coefficients
5% VaR
c1 a11 a12 b11 b12
average -0.03 -0.15 -0.03 0.89 0.01
std. dev. 0.01 0.02 0.02 0.04 0.03
min -0.07 -0.21 -0.07 0.77 -0.04
max 0.00 -0.07 0.02 0.95 0.16
c2 a21 a22 b21 b22
average -0.03 -0.11 -0.14 0.06 0.85
std. dev. 0.10 0.08 0.08 0.46 0.26
min -0.21 -0.28 -0.34 -0.27 -0.65
max 0.44 0.13 -0.01 2.83 1.06
1% VaR
c1 a11 a12 b11 b12
average -0.11 -0.21 -0.03 0.86 0.01
std. dev. 0.04 0.06 0.03 0.07 0.05
min -0.22 -0.34 -0.12 0.55 -0.08
max 0.00 -0.04 0.03 1.00 0.20
c2 a21 a22 b21 b22
average -0.03 -0.18 -0.30 0.22 0.75
std. dev. 0.29 0.23 0.19 0.57 0.30
min -0.54 -0.67 -1.00 -0.29 -0.44
max 1.30 0.38 0.06 2.49 1.00
Note: The table reports the summary statistics of the coefficient estimates of the 61 bivariate
models. The same as Table 2.2.
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(a) Response of q1t for DGP1









(b) Response of q2t for DGP1









(c) Response of q1t for DGP2










(d) Response of q2t for DGP2










(e) Response of q1t for DGP3









(f) Response of q2t for DGP3









Figure 2.1: Simulation Results of Quantile Impulse Response
Note: Each figure presents a (analytically obtained) true QIRF, a local projection QIRF and a
pseudo-QIRF for a given DGP. The local projection QIRF and pseudo-QIRF are averages based
on 1,000 repetitions.
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(a) Response of JPM






(b) Response of MS







(c) Response of AIG








Figure 2.2: Quantile Impulse Response of Each Financial Institution for 5% VaR
Note: The figures present QIRFs of individual financial institutions when there is a shock to
the market. Blue solid lines are QIRFs from the local projection and shaded areas are their
95% confidence intervals based on the stationary bootstrap procedure. Red dashed lines are
pseudo-QIRFs and dotted lines are their 95% confidence intervals.
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(a) Response of JPM









(b) Response of MS







(c) Response of AIG









Figure 2.3: Quantile Impulse Response of Each Financial Institution for 1% VaR
Note: The same as Figure 2.2.
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(a) Response to JPM





(b) Response to MS





(c) Response to AIG





Figure 2.4: [Systemic risk] Quantile Impulse Response of Market for 5% VaR
Note: The figures present QIRFs of the market when there is a shock to each individual financial
institution. The same as Figure 2.2.
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(a) Response to JPM







(b) Response to MS







(c) Response to AIG







Figure 2.5: [Systemic risk] Quantile Impulse Response of Market for 1% VaR
Note: The figures present QIRFs of the market when there is a shock to each individual financial
institution. The same as Figure 2.2.
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(a) Local projection for 5% VaR













(b) Pseudo for 5% VaR













(c) Local projection for 1% VaR












(d) Pseudo for 1% VaR












Figure 2.6: Sectoral Averages of Quantile Impulse Responses
Note: The figures present sectoral averages of the QIRFs of individual financial institutions
when there is a shock to the market. Black dashdot line is for depositories. Red dotted line is for
other. Green dashed line is for insurance. Blue solid line is for broker-dealers.
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(a) Local projection for 5% VaR












(b) Pseudo for 5% VaR












(c) Local projection for 1% VaR












(d) Pseudo for 1% VaR












Figure 2.7: [Systemic risk] Sectoral Averages of Quantile Impulse Responses of Market
Note: The figures present sectoral averages of the QIRFs of the market when there is a shock
to each individual financial institution. Black dashdot line is for depositories. Red dotted line is
for other. Green dashed line is for insurance. Blue solid line is for broker-dealers.
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2.9 List of Financial Institutions
This section contains the names of the U.S. financial institutions used in the analysis. As
in Acharya et al. (2017), we consider financial institutions in the U.S. that had a market
cap in excess of 5 billion USD as of end of June 2007 and categorize them into the following
four groups: Depositories, Broker-Dealers, Insurance and a group called Other consisting
of non-depository institutions, real estate, and so on. Considering data availability from
January 3, 2000 to June 29, 2018, our analysis includes total 61 financial institutions. As in
Acharya et al. (2017), we put Goldman Sachs in the group of Broker-Dealers. See Appendix
B of Acharya et al. (2017) for more details. The list of institutions’ names and tickers is
given below.
Depositories: 20 companies, 2-digit SIC code=60: 1. BANK OF AMERICA CORP
(BAC), 2. BB&T CORP (BBT), 3. BANK NEW YORK INC (BK), 4. CITIGROUP
INC (C), 5. COMERICA INC (CMA), 6. HUNTINGTON BANCSHARES INC (HBAN),
7. JPMORGAN CHASE & CO (JPM), 8. KEYCORP NEW (KEY), 9. M&T BANK
CORP (MTB), 10. NORTHERN TRUST CORP (NTRS), 11. NEW YORK COMMU-
NITY BANCORP INC (NYB), 12. PEOPLES UNITED FINANCIAL INC (PBCT), 13.
PNC FINANCIAL SERVICIES GRP INC (PNC), 14. REGIONS FINANCIAL CORP
NEW (RF), 15. SYNOVUS FINANCIAL CORP (SNV), 16. SUNTRUST BANKS INC
(STI), 17. STATE STREET CORP (STT), 18. US BANCORP DEL (USB), 19. WELLS
FARGO&CO NEW (WFC), 20. ZIONS BANCORP (ZION)
Other: Non-depository institutions etc: 13 companies, 2-digit SIC code=61, 62 (except
6211), 65, 67: 1. TD AMERITRADE HOLDING, CORP (AMTD), 2. AMERICAN
EXPRESS CO (AXP), 3. FRANKLIN RESOURCES INC (BEN), 4. BLACKROCK INC
(BLK), 5. CAPITAL ONE FINANCIAL CORP (COF), 6. EATON VANCE CORP (EV),
7. FIFTH THRID BANCORP (FITB), 8. FEDERAL HOME LOAN MORTGAGE CORP
(FRE), 9. LEGG MASON INC (LM), 10. LEUCADIA NATIONAL CORP (LUK), 11.
SEI INVESTMENTS COMPANY (SEIC), 12. SLM CORP (SLM), 13. UNION PACIFIC
CORP (UNP)
Insurance: 23 companies, SIC code=63 and 64: 1. AETNA INC NEW (AET), 2. AFLAC
INC (AFL), 3. AMERICAN INTERNATIONAL GROUP INC (AIG), 4. ALLSTATE
CORP (ALL), 5. AON CORP (AOC), 6. BERKLEY WR CORP (BER), 7. BERKSHIRE
HATHAWAY INC DEL(A) (BRK), 8. BERKSHIRE HATHAWAY INC DEL(B) (BRK),
9. CHUBB CORP (CB), 10. CIGNA CORP (CI), 11. CINCINNATI FINANCIAL CORP
(CINF), 12. CNA FINANCIAL CORP (CNA), 13. HARTFORD FINANCIAL SVCS
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GROUP IN (HIG), 14. HUMANA INC (HUM), 15. LOEWS CORP1 (L), 16. LICOLN
NATIONAL CORP IN (LNC), 17. MBIA INC (MBI), 18. MARSH & MCLENNAN COS
INC (MMC), 19. PROGRESSIVE CORP OH (PGR), 20. TRAVELERS COMPANIES
INC (STA), 21. TORCHMARK CORP (TMK), 22. UNITEDHEALTH GROUP INC
(UNH), 23. UNUM GROUP (UNM)
Broker-Dealers: 5 companies, 4-digit SIC code=6211: 1. E TRADE FINANCIAL CORP
(ETFC), 2. GOLDMAN SACHS GROUP INC (GS), 3. MORGAN STANLEY DEAN
WITTER & CO (MS), 4. SCHWAB CHARLES CORP NEW (SCHW), 5. T ROWE
PRICE GROUP INC (TROW)
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CHAPTER 3
THE IMPORTANCE OF STOCK-SPECIFIC
SHOCKS FOR AGGREGATE VOLATILITY IN THE
U.S. STOCK MARKET
3.1 Introduction
Are stock-specific shocks accountable for a large amount of stock market fluctuations?
Gabaix (2011) develops a theory that seeks the origins of aggregate fluctuations from mi-
croeconomic shocks. His micro-founded theory proposes that idiosyncratic shocks to indi-
vidual companies do not average out in the aggregate market under a fat-tailed distribu-
tion of firm sizes because the central limit theorem breaks down. As a result, idiosyncratic
shocks to large firms create non-trivial shocks in the aggregate market, which he denotes
as the “granular” hypothesis. Since the size distribution of stock market is also fat-tailed,
stock-specific shocks might cause non-negligible fluctuations in the aggregate stock market.
Figure 3.1 displays the daily weights of the largest market capitalization k stocks (for
k = 10, 20, 30 and 40) in the S&P 500 index during 2001-2016. The index captures around
80% coverage of available market capitalization in the U.S. based on 500 leading companies.
On average, the 10 constituents with the largest market capitalization represent 20.4% of
the index and the 30 constituents with the largest market capitalization account for 39.7%
of the index during the sample period. Considering the market capitalization coverage of
the S&P 500, this large weight of a relatively small number of stocks implies that the size
distribution in the U.S. stock market is fat-tailed. Under such a fat-tailed distribution
where the central limit theorem no longer holds, stock-specific shocks may not vanish in
the aggregate. Thus, this paper performs empirical analyses to quantitatively assess the
importance of stock-specific shocks in the U.S. stock market based on the S&P 500 and its
constituents.
When a power law is fitted to the upper tail of market capitalization distribution in the
S&P 500, the estimate of the power law exponent is slightly above one overall, though
there is a certain amount of variation in the estimate over time. Under such a fat-tailed
market capitalization distribution, the contribution of stock-specific shocks to the volatility
of market returns can decay very slowly. As a result, stock-specific shocks can create non-
negligible fluctuations in the stock market.
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I examine the importance of stock-specific shocks for stock market volatility by decom-
posing it into the contribution of macro-sectoral and stock-specific shocks. I first estimate
the two components of individual stock returns, macro-sectoral shocks and stock-specific
shocks. Based on the estimates, I quantitatively assess the role of each component with
the variance decomposition of Di Giovanni et al. (2014) and Yeh (2017).
While the role of stock-specific component is non-trivial at the stock level, the shocks
play a relatively small role at the aggregate level. The result of the variance decomposition
suggests that the contribution of stock-specific shocks to aggregate returns amounts to
about 20% of the volatility of aggregate returns. At the aggregate level, stock-specific
shocks are dominated by macro-sectoral shocks whose contribution to aggregate returns
is similar in magnitude to the volatility of aggregate returns. This minor contribution of
micro-level shocks in the stock market is quite a contrast to Di Giovanni et al. (2014)
and Yeh (2017) that find the contribution of micro-level shocks is non-negligible in real
economy.
I examine two underlying mechanisms that induce the negligible role of stock-specific
shocks: the negative size-variance relationship and the highly positive correlations among
macro-sectoral shocks. Yeh (2017) shows that the effect of micro-level shocks on aggregate
volatility significantly declines under a negative power law relationship between firm-level
size and volatility. In the stock market, the volatility of stock returns and the market
capitalization has a negative power law relationship; larger stocks are less volatile. As ag-
gregate volatility is heavily influenced by the largest stocks, the role of stock-specific shocks
is limited in the aggregate stock market. On top of the size-variance relationship, strong co-
movements among the macro-sectoral shocks lessen the significance of stock-specific shocks.
On average, the macro-sectoral shocks have a correlation coefficient of 0.67 among them-
selves. Due to the high correlations, the role of macro-sectoral shocks is amplified through
indirect effects and dominates the role of stock-specific shocks at the aggregate level.
Most of the previous granular work focuses on the importance of micro-level shocks for
the variation in an aggregate variable under the assumption that stochastic processes are
identical over time. However, the volatility of stochastic processes might be time-varying,
especially in the financial market. As the volatility of returns is a crucial subject of mod-
ern finance literature, I examine the role of stock-specific shocks on driving the volatility
of aggregate returns. I test their significance by incorporating the squares of the aggre-
gate stock-specific shocks into the generalized autoregressive conditional heteroscedasticity
(GARCH) model. The estimation results provide evidence that stock-specific shocks do
contribute to the conditional volatility of market returns. On average, the contribution of
the stock-specific component to aggregate returns is about 17% of the conditional volatility
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of aggregate returns during the entire sample period. However, their contribution amounts
to more than 35% of the conditional aggregate volatility over 10% of the sample period.
The results shed light on a channel in which micro-level shocks contribute to the evolution
of aggregate volatility in the U.S. stock market.
The main contribution of this paper is twofold. First, this paper quantitatively assesses
the role of stock-specific shocks on aggregate volatility in the U.S. stock market. So far, most
of the granular literature examine the importance of firm-specific shocks in real economy.1
Gabaix (2011) argues that about one-third of the U.S. GDP fluctuations are explained by
firm-level productivity shocks to large firms. Di Giovanni et al. (2014) find that the firm-
specific component contributes substantially to aggregate sales volatility from a data set of
French firms. Stella (2015) estimates idiosyncratic shocks with a dynamic factor model and
shows that little of the U.S. GDP growth fluctuations are explained by firm-level shocks.
Yeh (2017) finds that firm-level idiosyncratic shocks explain at most 16% of aggregate
volatility and that their role is insignificant due to the “size-variance” relationship. This
paper, however, examines the importance of micro-level shocks in the stock market whose
granularity has not yet been understood well.
Second, I find that stock-level shocks have an impact on the time-varying volatility of
aggregate returns. I extend the GARCH model by taking into account the aggregate stock-
specific shocks and assess the role of stock-level shocks in conditional aggregate volatility.
While Goyal and Santa-Clara (2003) and Guo and Savickas (2006) study the relation be-
tween idiosyncratic volatility and stock market returns, this paper investigates a different
channel of a micro-level impact, the impact of stock-specific shocks on the stock market
volatility.2
The rest of the paper is organized as follows. Section 3.2 empirically examines the upper
tail of market capitalization distribution in the S&P 500. Section 3.3 explains the econo-
metric model and its variance decomposition, performs empirical analyses and discuss the
results. Section 3.4 examines the role of stock-specific shocks on the conditional volatility
of aggregate returns. Section 3.5 performs robustness checks and Section 3.6 summarizes
and concludes.
1The exceptions are Blank et al. (2009) and Malevergne et al. (2009). Blank et al. (2009) construct
the banking granular residual from cost-to-income ratio of the largest ten banks in Germany and find that
negative shocks to large banks increase the probability of distress in smaller banks. Malevergne et al.
(2009) show that their two factor model, in which the granular residual of stock returns is one of the two
factors, empirically performs as well as the three-factor Fama-French model.
2Goyal and Santa-Clara (2003) find positive relation between equal-weighted idiosyncratic volatility
and stock market returns and Guo and Savickas (2006) find negative relation between value-weighted
idiosyncratic volatility and stock market returns.
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3.2 A Power Law in the Upper Tail of the S&P 500 Market
Capitalization Distribution
In this section, I fit a power law to the upper tail of the S&P 500 market capitalization
distribution and estimate its exponent. One of the studies that examine the market capi-
talization distribution in the stock market is Mizuno et al. (2016). They find that market
capitalization distributions in the NASDAQ and Shanghai stock exchange have power law
tails and that their power law exponents fluctuate around one depending on the economic
conditions.
When the upper tail of market capitalization distribution is a power law with exponent
α
P (m > x) ∝ x−α, for x ≥ k,
there is a linear relationship between the log of counter-cumulative distribution and the log
of market capitalization size with the slope of −α,
logP (m > x) = constant− α log x, for x ≥ k. (3.1)
Figure 3.2 illustrates the empirical counter-cumulative distributions of the market cap-
italization in the S&P 500 on logarithmic scales, for 2006 and 2012. There is a strong
linear relationship of (3.1) beyond a certain cutoff point in each plot. These plots indicate
the need to fit a power law to the upper tail of the distribution, rather than to the whole
distribution. Though the constituents of the S&P 500 is the largest 500 companies in the
U.S, their market capitalization is also concentrated in the largest members of the index.





t ≥ ... ≥ m
(N)
t of mi,t’s and the cutoff point m
(n)
t beyond which the upper tail of
distribution is a power law (1 < n ≤ N )
P (m > x) ∝ x−α, for x ≥ m(n)t ,











As Hill’s estimator depends on the cutoff point m
(n)
t , I need to estimate or choose m
(n)
t
before using it to estimate the power law exponent. An accurate estimate of m
(n)
t is critical
to Hill’s estimator α̂Hill,t because the estimator is sensitive to the choice of m
(n)
t due to a
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small number of observations in the upper tail of a distribution.
In most empirical analyses, a distribution that has a power law upper tail is assumed to
have the following form
P (m > x) ∝ L(x) x−α
where L(x) is a slowly varying function.3 Under the assumption, estimation of the cutoff
point is identical to finding the value at which x−α dominates L(x). However, the identi-
fication is not easy as L(x) is not specified. The task is more challenging when the data
spans on a limited range.
For these reasons, there is not yet an agreement about how to estimate the optimal
cutoff point. Most empirical studies rely on a visual goodness of fit or a rule of thumb
for the estimate. The most common ways are visually selecting a point beyond which the
distribution becomes straight on a log-log plot, choosing a value beyond which α̂ becomes
stable on a plot of α̂ versus cutoff values and using a simple rule such as taking a certain
portion of the largest observations (Beirlant et al. (2004), Clauset et al. (2009) and Gabaix
(2009)).
To estimate the cutoff point with an objective criterion, I determine the cutoff point
based on the Kolmogorov-Smirnov statistic or KS statistic. The KS statistic is defined as




where S(x) is the empirical CDF for the market capitalization with value above mi,t, P (x)
is the CDF for the fitted power law above mi,t with Hill’s estimator, and I(mi,t) is the set
of market capitalizations larger than mi,t at t. My estimate of the cutoff value m
(n)
t is the










Figure 3.3 displays times series of the estimate of the tail exponent when a power law
is fitted to the upper tail market capitalization distribution in the S&P 500. The estimate
of the power law exponent is slightly above one overall while there is a certain amount of
variation in the estimate over the sample period. The average of the estimate is 1.128,
and the average of its 95% confidence interval is [0.979 1.277].4 Under such a fat-tailed
3L is said to be slowly varying if lim
x→∞
L(tx)
L(x) = 1 for all t > 0.
4There are alternative methodologies of estimating the power law exponent. With the OLS log-log rank-
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market capitalization distribution, the second moment of the distribution does not exist and
stock-specific shocks can create non-negligible fluctuations in the aggregate stock market.
3.3 Quantitative Assessment of the Importance of Stock-Specific
Shocks for Aggregate Volatility
In this section, I first describe the underlying model of stock market returns and how to
perform a variance decomposition of the aggregate stock returns as in Di Giovanni et al.
(2014) and Yeh (2017) to examine the importance of stock-specific shocks for stock market
volatility. Then, I decompose individual stock returns into the macro-sectoral shocks and
the stock-specific shocks and estimate them. Based on the estimates, I perform the variance
decomposition and discuss the results.
3.3.1 Model
Since the econometric model determines identification of stock-specific shocks, quantitative
assessment of the role of stock-specific shocks highly depends on model specifications. I
adopt the specification of Di Giovanni et al. (2014) and Yeh (2017) that decompose indi-
vidual growth rates into a firm-specific shock and a macro-sectoral shock.
Let’s consider a stock market of N individual stocks. A returns of individual stock i in





for i = 1, 2, ..., N, j = 1, 2, ..., J (3.2)
where ri,t is the return of stock i at t, δj,t is the macro-sectoral shock to stocks in sector j
at t, and εi,t is the stock-specific shock to stock i at t.
Though model (3.2) is similar to the specification in Di Giovanni et al. (2014) and Yeh
(2017), there are two underlying differences. First, stock returns are micro-level data that
can not be broken down across different destinations, whereas they use firm-destination
level growth rates. Second, the decomposition of stock returns is based on an econometric
size regression as in Axtell (2001), the average of the estimate is 1.290 and its 95% confidence interval is
[1.254 1.326]. With the modified log-log rank-size regression of Gabaix and Ibragimov (2011), the average of
the estimate is 1.295 and its 95% confidence interval is [1.030 1.561]. However, Hill’s estimator outperforms
the other estimators in terms of goodness of fit. The averages of the KS statistic with Hill’s estimator, the
OLS estimator and the modified estimator are 4.66%, 6.81% and 7.92% respectively.
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approach as opposed to their theory-based decomposition of firm-destination level growth
rates.
The above specification is basically identical to the one in Gabaix (2011) with industry-
time fixed effects. He assumes firm-specific shocks of the specification are idiosyncratic
shocks that are uncorrelated with each other. Thus, he constructs the “granular residual,”
a market capitalization weighted sum of firm-specific shocks, and interprets it as the direct
impact of firm idiosyncratic shocks on the aggregate market. However, firm-specific shocks
also have an impact on the aggregate market through correlations with each other when
they propagate across firms through interconnectedness.
Stella (2015) claims that the specification in Di Giovanni et al. (2014) is less effective
in controlling for macro shocks because firms do not respond to the common shocks in
the same way. As a result, the estimates could overestimate the importance of firm-level
shocks because unobserved macroeconomic shocks might remain in the estimates of firm-
specific shocks. However, I considers stock-specific shocks in a broader sense. The shocks
include idiosyncratic responses of stocks to their macro-sectoral shocks as well as stock-level
idiosyncratic shocks that propagate across stocks. Thus, stock-specific shocks do not need to
be uncorrelated with each other. The correlations among them imply shared idiosyncratic
responses to macro-sectoral shocks or propagation effects through interconnectedness.
3.3.2 Variance Decomposition
Based on (3.2), the aggregate market return Rt, a market capitalization weighted sum of
























where Ωj is the set of stocks that are in sector j, wi,t−1 is the weight of stock i’s market
capitalization at t − 1 and wj,t−1 =
∑
i∈Ωj wi,t−1 is the market capitalization weight of
stocks in sector j at t − 1. Thus, the aggregate market return is decomposed into the
macro-sectoral component and the stock-specific component. The stock-specific component
in (3.3) measures the impact of stock-specific shocks on the aggregate stock market. The
component is the “granular residual” of Gabaix (2011) in which he constructs it with firm-
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specific shocks to the largest 100 firms, whereas I build the component with stock-specific
shocks to all stocks in the stock market.
To examine the importance of each component in (3.3) for stock market volatility, the
variance of Rt is decomposed as the following.





















Covariance between the macro-sectoral and stock-specific components
(3.4)
However, the variance decomposition of (3.4) can not be carried out easily because the
weights wi,t−1 and wj,t−1 are time-varying. Following Di Giovanni et al. (2014) and Yeh
(2017), I perform the variance decomposition of “synthetic” aggregate returns Rt|τ . The
synthetic aggregate returns Rt|τ is constructed with weights that are fixed over time at








The “synthetic” aggregate return is the same as the actual aggregate return Rt when τ = t.
Taking the variance on both sides of (3.5), the variance of synthetic aggregate returns is





Iτ + Covτ , (3.6)
where
σ2Rτ = V ar(Rt|τ ),


















I assume δj,t and εi,t follow the same stochastic processes for t = 1, 2, ..., T where T is
the number of observations. Then σ2Rτ and its components in (3.6) are thought of as the
variance of aggregate stock returns and the contribution of each component to the variance
at τ . Thus, I can decompose the variance of aggregate stock returns at specific τ into
the macro-sectoral, stock-specific and covariance components and quantitatively assess the
importance of each component.
3.3.3 Estimation
To perform the variance decomposition of (3.6), I first estimate the two components of
an individual stock return ri,t in (3.2). The estimate of the macro-sectoral shock δj,t is
the average of all stock returns in sector j at t, sector-time fixed effects. The estimate of
stock-specific shock εi,t is the deviation of ri,t from δj,t. These estimates are equivalent to
the estimates from regressing individual stock returns on a set of sector-level dummies for
each t, and widely used in the granular literature.
Based on the estimates of δj,t and εi,t, I obtain T realizations of each term in (3.5).
The sample variances of the T realizations of each term provide estimates of σ2Rτ and









i=1wi,τ−1ε̂i,t and R̂t|τ =∑J
j=1wj,τ−1δ̂j,t +
∑N
i=1wi,τ−1ε̂i,t, respectively, for t = 1, 2, ..., T .
Following the convention in the literature, the measure of volatility is the standard de-
viation. The contribution of each component to aggregate stock market is measured in
their relative standard deviations. For example, I use the estimate of σIτ
σRτ
to assess the
contribution of stock-specific shocks to aggregate stock returns volatility.
3.3.4 Data
The analysis of this paper employs daily returns of the S&P 500 index and its constituents
from January 3, 2001 to December 29, 2016. The data is taken from the Compustat North
America and the CRSP (The Center for Research in Security Prices) database on WRDS
(Wharton Research Data Services).
I choose the S&P 500 out of various stock market indices for the following two reasons.
First, it reflects the U.S. equity markets well by including just 500 large companies that
5For detailed explanation about properties of these estimators, see the Appendix C of Di Giovanni et al.
(2014).
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cover around 80% of available market capitalization.6 Compared to the Russell 3000 that
represents about 98% of the public U.S. equity market with the largest 3,000 companies, the
mean of absolute difference between returns of the two indices is merely 0.066% during the
sample period. Their correlation is 0.998. Second, the S&P 500 is a market capitalization
based stock market index. Shocks to a specific stock affect the index in proportion to its
market capitalization weight in the index. Thus, the aggregate index takes into account
the size of individual stocks. On the other hand, some stock market indices are not market
capitalization weighted. For example, Dow Jones Industrial Average is a priced weighted
index.
Daily returns of individual stocks are calculated in a way that takes into account various
corporate actions affecting market capitalization such as spinoffs or dividends.7 As a result,
they are consistent with returns of the S&P 500. Each of the stocks is classified into
a specific sector and an industry group according to the Global Industry Classification
Standard (GICS). There are 11 sectors and 24 industry groups in the GICS, and the list is
in Table 3.1.
By construction, the variance decomposition of (3.6) can be performed on the stock
market index whose constituents do not change. However, the constituents of the S&P
500 are not the same during the sample period due to acquisitions, spinoffs or changes of
market capitalizations. Thus, the analysis of this paper is based on 487 stocks that are
traded during the whole sample period among the S&P 500 constituents.
3.3.5 Summary Statistics
Table 3.2 reports the summary statistics for individual stock returns in the sample. The
average returns of the aggregate index, 0.04%, is slightly higher than the unweighted average
of individual stock returns, 0.03%. Those figures imply that larger market capitalization
stocks do not necessarily yield lower returns than smaller market capitalization stocks.
From the averages of the standard deviation of individual stock returns by size quintile,
the volatility of returns tend to be smaller as market capitalization increases. The largest
6The index actually contains more than 500 stocks because a few of its constituents have more than one
share class. As of December 29, 2016, the index comprises 505 stocks issued by 500 large capitalization
companies.









where PRCCD is a daily close price, AJEXD is a daily adjustment factor, and TRFD is a total return
factor. For details, refer to Compustat Manual.
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market capitalization stocks are even less volatile than the top quintile stocks. While the
largest 20% stocks have an average standard deviation of returns of 2.04%, the largest 50
stocks have an average standard deviation of 1.97%. The top 10 stocks have even lower
volatility of 1.76%. These statistics imply that there is a negative relationship between
stock’s market capitalization and its volatility. As aggregate volatility is heavily influenced
by the largest stocks, the importance of stock-specific shocks for the aggregate market
might not be significant if the relationship is strong enough.









The Herfindahl index is larger than the indices reported in Di Giovanni et al. (2014) and
Yeh (2017). This high value of the index indicates a highly fat-tailed size distribution in
the stock market.
3.3.6 Properties of Shocks
Prior to assessing the role of stock-specific shocks on the aggregate index, I examine their
importance at the individual stock level. Table 3.3 reports the summary statistics of the
estimates for each component of individual stock returns in (3.2). From the table, you can
see that the role of stock-specific component is more important than macro-sectoral com-
ponent for the fluctuations of individual stock returns. The average standard deviation of
stock-specific component, 1.8%, is relatively larger than that of macro-sectoral component,
1.6%. However, the average standard deviation of actual returns, 2.4%, is larger than those
of the two components. Neither of the two components dominate the movements of stock
returns at the individual stock level.
The relative standard deviations indicate that the micro-level component plays less sig-
nificant role in the stock market than in real economy for explaining the movements of
micro-level data. Di Giovanni et al. (2014) and Yeh (2017) show that the volatility of
firm-specific shocks is the same order of magnitude as the volatility of actual growth rate
at the firm level. Thus, the importance of micro-level component in the stock market is
quite a contrast to that in real economy.
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3.3.7 The Aggregate Impact of Stock-Specific Shocks
Though stock-specific shocks have more importance for explaining the fluctuations in indi-
vidual stock returns than macro-sectoral shocks, it is not necessarily true that stock-specific
shocks are also important in the movements of aggregate returns. Thus, I quantitatively
assess the role of the two components in aggregate returns with the variance decomposition
of (3.6).
Table 3.4 and Figure 3.4 summarize the variance decomposition results. It reports the
averages of the estimates of σRτ , σJτ and σIτ , as well as the averages of their ratios to
σRτ , over the sample period. By comparing Table 3.3 and Table 3.4, you can see that the
stock-specific component plays much smaller role on the volatility of aggregate returns than
for the volatility of individual stock returns. The volatility of the stock-specific component
is about 20% of returns volatility at the aggregate level, where as it is more than half
of returns volatility at the individual level on average. On the other hand, the macro-
sectoral component is dominating most of the variation in aggregate returns. The standard
deviation of the component, 1.4%, is slightly more than the volatility of aggregate returns,
1.3%. The results imply that the role of the macro-sectoral component amplifies at the
aggregate level in the US stock market.
The estimates for the volatility of aggregate returns and that of the macro-sectoral com-
ponent highly co-move with each other, with the correlation coefficient of 0.82. Whereas,
the estimates for the standard deviation of aggregate returns and that of the stock-specific
component do not co-move. Their correlation coefficient is merely -0.10. As seen from
Figure 3.4, the estimates of the two components do not vary much over the sample period.
As a result, their relative standard deviations are also quite stable over the period.
From the results of variance decomposition, the importance of stock-specific shocks is not
so much. The smaller role of micro-level shocks is distinct from the results in Di Giovanni
et al. (2014) and Yeh (2017). Their average relative standard deviations of micro-level
shocks, 0.80 and 0.53 respectively, are quite higher than that of this paper, 0.20. Thus,
stock-specific shocks play an insignificant role in the U.S. stock market.
3.3.8 Channels for Stock’s Contribution to Aggregate Fluctuations
While the contribution of stock-specific shocks to aggregate fluctuations is limited, this sec-
tion decomposes their contribution further to understand the mechanism of stock-specific
shocks. Following Carvalho and Gabaix (2013), Di Giovanni et al. (2014) and Yeh (2017),
the contribution of stock-specific shocks is decomposed into the direct contribution of in-
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wi,τ−1wj,τ−1Cov(εi,τ , εj,τ )︸ ︷︷ ︸
LINKτ
(3.7)
I adopt the terms of Di Giovanni et al. (2014) and denote the two terms on the right hand
side of (3.7) as “Direct” and “Link”.
The Direct component is an immediate effect of stock-specific shocks on the variance
of aggregate returns. When there is no propagation of stock-specific shocks, the Direct
component is the same as the contribution of idiosyncratic shocks to aggregate variance.
Under a size distribution that has a finite second moment, the Direct component decays
with the rate of 1
N
. Thus the impact of micro-level shocks is negligible when N is large.
However, Gabaix (2011) claims that uncorrelated idiosyncratic shocks can lead to non-
trivial shocks in the aggregate market under a fat-tailed size distribution whose second
moment does not exist. The Direct component captures the theoretical foundation of
his “granular” hypothesis. Under such a fat-tailed distribution, the micro-level shocks can
account for a non-negligible amount of aggregate fluctuations because the Direct component
does not vanish even if N is large.
The Link component is an indirect effect of stock-specific shocks generated through
linkages of individual stocks. In the past, covariances between micro-level shocks were
considered to be the residual of ineffectively controlled common shocks. However, there are
recent papers that support comovements among micro-level shocks (Acemoglu et al. (2012)
and Foerster et al. (2011)). Di Giovanni et al. (2014) and Yeh (2017) provide evidence for
the importance of the Link component in real economy.
Table 3.5 and Figure 3.5 summarize decomposition of the variance of stock-specific com-
ponent in (3.7). On average, the volatilities of the Direct and Link component are estimated
to be 0.15% and 0.20% respectively, over the sample period. More of the variation in stock-
specific shocks is accounted for by the linkages among individual stocks compared to the
direct effect. The volatility of the Link component consistently represents the majority
of the volatility of stock-specific movements over the sample period, and the correlation
coefficient between the two volatilities is high, 0.89.
However, the role of Direct component is not negligible on the volatility of stock-specific
component. Its relative volatility with respect to stock-specific shocks is 0.60 on average.
The Direct component in the stock market has more importance for aggregate micro-level
shocks compared to the corresponding relative volatilities of 0.26 and 0.30 in Di Giovanni
et al. (2014) and Yeh (2017).
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3.3.9 Discussion
The result of variance decomposition suggests that stock-specific shocks play an insignificant
role on aggregate volatility in the U.S. stock market, despite its fat-tailed market capital-
ization distribution. In this section, I reveal two mechanisms that induce the negligible
role of stock-specific shocks, the size-variance relationship and highly positive correlations
among sectoral shocks.
First, I examine a negative relationship between stock’s market capitalization and its
returns volatility, which is expected from the summary statistics in Table 3.2. There is a
relatively rich literature that establishes this so-called “size-variance” relationship between
firm’s size and its volatility. Yeh (2017) finds a negative power law relationship between the
two and shows that the effect of micro-level shocks on aggregate volatility is substantially
reduced in the presence of the size-variance relationship.8 Thus, the granular hypothesis of
Gabaix (2011) does not apply when the relationship is strong enough.
Following Koren and Tenreyro (2013) and Yeh (2017), I estimate the size-variance rela-
tionship as a power law
σ(r|m) ∝ m−k (3.8)
where r is stock returns and m is market capitalization. As my stock returns are daily data,
I define volatility as the standard deviation of individual stock returns for non-overlapping
one-year or one-quarter periods from 2001 to 2016.
Table 3.6 reports the estimates of k by regressing the volatility of stock returns on market
capitalization, both on logarithmic scales. The result shows that the volatility of returns
declines as market capitalization increases. Under basic specification of time fixed effects,
the estimates of power law exponent are 0.115 for yearly standard deviation and 0.137
for quarterly standard deviation. Even when controlling for stock-level fixed effects, the
negative relationship is robust; the estimates are 0.110 for yearly volatility and 0.158 for
quarterly volatility. Due to the size-variance relationship, the volatilities of the largest
market capitalization stocks are smaller than those of small market capitalization stocks.
As aggregate volatility is largely affected by the largest stocks, the importance of stock-
specific shocks is contained in the aggregate market.
In addition to the size-variance relationship, strong comovements among macro-sectoral
shocks also contribute to reduce the importance of stock-specific shocks. As in the decom-
position in section 3.3.8, the contribution of macro-sectoral shocks in (3.6) is decomposed
8Under a fat-tailed size distribution whose right tail follows a power law with exponent 1 < α < 2, the




in the absence of the size-variance relationship. However,
the decay rate increases to 1
Nα′
where α′ = min{1− 1−kα ,
1
2} when there exists the size-variance relationship
as a power law with exponent −k.
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wj,τ−1wk,τ−1Cov(δj,τ , δk,τ )︸ ︷︷ ︸
Covarτ
. (3.9)
The stronger correlations among macro-sectoral shocks, the larger the covariance compo-
nent, the second term of the right hand side of (3.9).
The decomposition exercise is summarized in Table 3.7. The covariance component is
dominating most of the variation in macro-sectoral shocks. The volatility of covariance
component, 1.23%, is almost the same as that of macro-sectoral shocks, 1.36%. The 11
macro-sectoral shocks are highly and positively correlated with each other. The average
of 55 correlation coefficients among the 11 macro-sectoral shocks is 0.67.9 These high
correlations amplify the role of the macro-sectoral component which dwarfs the importance
stock-specific shocks in the U.S. stock market.
3.4 The Role of Stock-Specific Shocks on the Conditional
Volatility of Aggregate Returns
While the variance decomposition exercise in section 3.3 assumes the identical stochastic
processes of δj,t and εi,t for t = 1, 2, ..., T , one of the empirical stylized facts on stock returns
is volatility clustering. In the stock market, the volatility is highly persistent. As noted by
Mandelbrot (1963), large changes tend to be followed by large changes and small changes
tend to be followed by small changes. Since the volatility of returns is a crucial subject of
modern finance studies such as risk management, I explore a channel in which stock-specific
shocks drive the time-varying volatility of aggregate returns. For empirical application, the
data is the same as in section 3.3.4.
3.4.1 Model
One of the most widely used models adopting the time-varying volatility is the GARCH
(1,1) model of Bollerslev (1986). There is little evidence that the model’s ability to explain
9The high correlations might be explained by the characteristics of the S&P 500. As the constituents
of the S&P 500 are the largest firms in the U.S., their business networks are strongly connected to various
sectors compared to smaller firms. As a result, the estimated macro-sectoral shocks from the constituents
can be highly correlated with each other.
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financial times series is less effective even compared with sophisticated volatilities models
(Hansen and Lunde (2005)). The estimation of GARCH (1,1) model is relatively easier as
well. Thus, I test the role of stock-specific shocks on the conditional volatility of aggregate
returns based on the GARCH model.
In the GARCH model, the underlying volatility depends on the past squared return and
the past volatility itself. I extend the model by allowing the conditional aggregate volatility
to depend on the aggregate stock-specific shocks as well as the conventional variables. Thus,
I incorporate the squares of the aggregate stock-specific shocks, Γ2t , into the GARCH (1,1)
model of aggregate returns:
Rt = σtet, et ∼ N (0, 1)










i=1wi,t−1ε̂i,t and ε̂i,t’s are the estimates of stock-specific shocks in Section
3.3.3. While the time-varying variance of aggregate stock-specific shocks is not observed,
the realized second moment of the shocks, Γ2t , serves as a proxy for it. If stock-specific
shocks do not have an impact on the conditional second moment σ2t , the estimates of α3 is
insignificant and (3.10) does not explain the times series of aggregate returns better than
the GARCH (1,1) model.
3.4.2 Estimation











































where α = [α0 α1 α2 α3]
> and f(Rt|Rt−1, σt−1,Γt;α) is the conditional distribution of
model (3.10).
α̂ is the value that maximizes logL(α). As the parameters have the following constraints
α0, α1, α2, α3 ≥ 0 α1 + α2 < 1,
I transform the parameters by the following bijective mappings
δ0 = exp(α0), δ1 = log(
α1
1− α1
), δ2 = log(
α2
1− α2
), and δ3 = exp(α3),
and then estimate the transformed parameters δ = [δ0 δ1 δ2 δ3]
>. From the invariance
property of maximum likelihood estimators, the maximum likelihood estimate of α is






, and α̂3 = log(δ̂3).
The standard error of α̂ is obtained by applying the delta method to
√















t=1 log f(Rt|Rt−1, σt−1,Γt; δ)
∂δ∂δ′
.
3.4.3 The Importance of Stock-Specific Shocks on the Conditional
Aggregate Volatility
Table 3.8 reports the estimation result of (3.10) as well as the benchmark GARCH (1,1)
model. From the table, the role of micro-level shocks on the conditional aggregate volatility
is statistically significant. The aggregate returns are better explained under the extended
GARCH model; the log-likelihood, 12,978.7, is larger than that of the benchmark GARCH
model, 12,949.5, and the coefficient of Γ2t is significant.
When comparing the two models, the estimated coefficients of both the GARCH term
and the ARCH term, σ2t−1 and R
2
t−1, decrease by incorporating Γ
2
t into the GARCH (1,1)
model. Without stock-specific shocks in the model, the contribution stock-specific shocks
to the conditional aggregate volatility would have been explained as part of macro-level
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volatility. The result sheds light on a channel in which micro-level shocks contribute to the
evolution of aggregate volatility in the U.S. stock market.
For assessment of the importance of stock-specific shocks for the conditional volatility of
aggregate returns, I quantify their importance based on model (3.10). From the estimates
of the model, I recursively estimate σ2t by






t t = 2, 3, ..., T.
with an initial value σ̂21 being the estimate for the unconditional variance of Rt. Then, the





Figure 3.6 depicts those estimates and Table 3.9 summarizes their relative ratio. As the con-
ditional volatilities are estimated for t = 2, ..., T , table 3.9 reports its mean and percentiles
during the sample period.
The estimates of the two volatilities have significant amount of variation over time. Their
ratio is variable over time as well. On average, the conditional volatility of stock-specific
component is about 17% of the conditional aggregate volatility during the whole sample
period and the magnitude is not significant. However, their contribution is non-negligible
at times. For over 10% of the sample period, the conditional volatility of stock-specific
component amounts to more than 35% of the conditional aggregate volatility.
The conditional volatility framework provides quite different description of the role of
stock-specific shocks compared to the variance decomposition in section 3.3. Though the
role of micro-level shocks in the stock market is insignificant in terms of average, they
occasionally play a non-trivial role on the conditional aggregate volatility.
3.5 Robustness Check
In Sections 3.3 and 3.4, the empirical analyses are performed with the classification of
stocks into 11 sectors according to the Global Industry Classification Standard (GICS).
I carry out the same analyses with the classification into the 24 GICS industry groups
to check whether the results are robust to the choice of classification. Tables 3.10–3.13
summarize the results. All of the tables report almost the same estimates from the sectoral
classification, verifying that the results are not driven by a particular classification.
I also check the robustness of the conditional volatility analysis in Section 3.4. One
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may be concerned whether the results are robust even when the conditional volatility of
the S&P500 index is examined, not the aggregate returns of 487 stocks that are traded
constantly during the sample period out of the S&P 500 members. Thus, I examine the
time-varying volatility of the S&P 500 returns with the extended GARCH model of (3.10).
The estimation results are Tables 3.14 and 3.15. The S&P 500 is better explained by
incorporating stock-specific shocks into the GARCH model. With the extended model, the
log-likelihood increases and the estimated coefficients of the GARCH term and the ARCH
term decrease compared to the benchmark model of GARCH (1,1).
3.6 Conclusion
This paper empirically examines the role of stock-specific shocks on the volatility of ag-
gregate returns in the U.S. stock market. When a power law is fitted to the upper tail of
market capitalization distribution in the S&P 500, the estimate of power law exponent is
slightly above one overall. This fat-tail of the distribution implies that the contribution of
stock-specific shocks to the volatility of market returns does not vanish. Thus, stock-level
shocks can lead to non-trivial shocks to aggregate returns.
The empirical results of variance decomposition suggest that stock-specific shocks play a
negligible role in the U.S. stock market. Because of the negative size-variance relationship
and highly positive correlations among sectoral shocks, the contribution of stock-specific
shocks to aggregate returns is about 20% of the volatility of aggregate returns.
Stock-specific shocks have an impact on the conditional volatility of market returns in
the U.S. stock market. By incorporating the squares of the aggregate stock-specific shocks,
aggregate returns are better explained under the extended GARCH model. On average,
the contribution of the stock-specific component to aggregate returns is about 17% of
the conditional volatility of aggregate returns during the sample period. However, their
contribution amounts to more than 35% of the conditional aggregate volatility over 10% of
the sample period.
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3.7 Tables and Figures
Table 3.1: Classification by GICS (Global Industry Classification Standard)
Sector Industry Group
Code Nmae Code Nmae
10 Energy 1010 Energy
15 Materials 1510 Materials
20 Industrials 2010 Capital Goods
2020 Commercial & Professional Services
2030 Transportation
25 Consumer Discretionary 2510 Automobiles & Components




30 Consumer Staples 3010 Food & Staples Retailing
3020 Food, Beverage & Tobacco
3030 Household & Personal Products
35 Health Care 3510 Health Care Equipment & Services
3520 Pharmaceuticals, Biotechnology
& Life Sciences
40 Financials 4010 Banks
4020 Diversified Financials
4030 Insurance
45 Information Technology 4510 Software & Services
4520 Technology Hardware & Equipment
4530 Semiconductors
& Semiconductor Equipment
50 Telecommunication Services 5010 Telecommunication Services
55 Utilities 5510 Utilities
60 Real Estate 6010 Real Estate
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Table 3.2: Summary statistics of the sample
Average of returns
Aggregate stock returns 0.0004
Individual stock returns 0.0003
Average standard deviation of returns
Whole sample 0.0238
0 - 20 size percentile 0.0282
21 - 40 size percentile 0.0239
41 - 60 size percentile 0.0245
61 - 80 size percentile 0.0220
81 - 100 size percentile 0.0204
Top 50 0.0197
Top 10 0.0176
Average of Herfindahl Index
√
Ht 0.0986
Table 3.3: Summary statistics of actual stock returns and the estimates for its two
components at the individual stock level
Observations Mean Standard Deviation
Actual returns, ri,t 1,959,688 0.0003 0.0238
Stock-specific component, α̂i,t 1,959,688 0.0000 0.0178
Macro-sectoral component, δ̂i,t 44,264 0.0003 0.0157
Note: Stock-specific and macro-sectoral components are estimated as in Section 3.3.3. The
column “Mean” denotes the average of each component in the sample at the individual stock
level. The column “Standard Deviation” denotes the average sample standard deviation of each
component.
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Table 3.4: The impact of stock-specific shocks on aggregate volatility of stock returns
Standard Deviation Relative Standard Deviation
Aggregate, σ̂Rτ 0.0127 1.0000
Stock-specific, σ̂Iτ 0.0025 0.1983
Macro-sectoral, σ̂Jτ 0.0136 1.0688











τ σ̂Jτ . The column “Relative Standard Deviation” denotes


















Table 3.5: The impact of stock-specific shocks on aggregate volatility of stock returns
Volatility Relative Volatility





















LINKτ . The column “Relative Volatility” denotes the average of





















Table 3.6: The estimates for k on the power law size-variance relationship of (3.8)
yearly standard deviation quarterly standard deviation
k̂ 0.115∗∗∗ 0.110∗∗∗ 0.137∗∗∗ 0.158∗∗∗
(0.003) (0.005) (0.002) (0.003)
Stock fixed effects N Y N Y
Estimation sample 7,792 7,792 31,168 31,168
Standard errors in parentheses, Significance codes: ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.10.
Note: Regression specifications of yearly standard deviation contain year fixed effects. Likewise,
regression specifications of quarterly standard deviation include quarter fixed effects.
Table 3.7: The impact of macro-sectoral shocks on aggregate volatility of stock returns
Volatility Relative Volatility





















Covarτ . The column “Relative Volatility” denotes the average of the





















Table 3.8: Explaining the conditional volatility of aggregate returns













Standard errors in parentheses, Significance codes: ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.10.




Mean 10th 25th Median 75th 90th
percentile percentile percentile percentile
0.173 0.029 0.070 0.147 0.252 0.356
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Table 3.10: Summary statistics of actual stock returns and the estimates for its two
components at the individual stock level– robustness check based on the industry groups
classification
Observations Mean Standard Deviation
Actual returns, ri,t 1,959,688 0.0003 0.0238
Stock-specific component, α̂i,t 1,959,688 0.0000 0.0172
Macro-sectoral component, δ̂i,t 965,764 0.0003 0.0163
Note: Stock-specific and macro-sectoral components are estimated as in Section 3.3.3. The
column “Mean” denotes the average of each component in the sample at the individual stock
level. The column “Standard Deviation” denotes the average sample standard deviation of each
component.
Table 3.11: The impact of stock-specific shocks on aggregate volatility of stock returns–
robustness check based on the industry groups classification
Standard Deviation Relative Standard Deviation
Aggregate, σ̂Rτ 0.0127 1.0000
Stock-specific, σ̂Iτ 0.0025 0.1973
Macro-sectoral, σ̂Jτ 0.0137 1.0760











τ σ̂Jτ . The column “Relative Standard Deviation” denotes



















Table 3.12: The impact of stock-specific shocks on aggregate volatility of stock returns–
robustness check based on the industry groups classification
Volatility Relative Volatility





















LINKτ . The column “Relative Volatility” denotes the average of




















Table 3.13: The impact of macro-sectoral shocks on aggregate volatility of stock returns–
robustness check based on the industry groups classification
Volatility Relative Volatility





















Covarτ . The column “Relative Volatility” denotes the average of the





















Table 3.14: Explaining the conditional volatility of aggregate returns– robustness check
based on the industry groups classification













Standard errors in parentheses, Significance codes: ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.10.




– robustness check based on the industry groups
classification
Mean 10th 25th Median 75th 90th
percentile percentile percentile percentile
0.170 0.026 0.068 0.147 0.245 0.352
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Figure 3.1: The weight of the largest market capitalization k stocks in the S&P 500
during 2001-2016, daily.
(a) 2006/07/03 (b) 2012/07/02
Figure 3.2: Empirical counter-cumulative distributions of the market capitalization in the
S&P 500 on logarithmic scales.
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Figure 3.3: The estimate of power law exponent of the upper tail market capitalization
distribution in the S&P 500 during 2001-2016, 11-day moving average.
Figure 3.4: The estimates for volatility of aggregate returns and its components.
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Figure 3.5: The estimates for volatility of the Direct and Link components.
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M. Hallin, D. Paindaveine, and M. Šiman. Multivariate quantiles and multiple-output
regression quantiles: From L1 optimization to halfspace depth. The Annals of Statistics,
38(2):635–669, 2010.
H. Han, O. Linton, T. Oka, and Y.-J. Whang. The cross-quantilogram: Measuring quan-
tile dependence and testing directional predictability between time series. Journal of
Econometrics, 193(1):251–270, 2016.
H. Han, W. Jung, and J. H. Lee. Estimation and inference of quantile impulse response
functions by local projections: With applications to VaR dynamics. Working paper,
2019.
P. R. Hansen and A. Lunde. A forecast comparison of volatility models: Does anything
beat a GARCH (1, 1)? Journal of Applied Econometrics, 20(7):873–889, 2005.
M. S. Hanson. The “price puzzle” reconsidered. Journal of Monetary Economics, 51(7):
1385–1413, 2004.
B. M. Hill. A simple general approach to inference about the tail of a distribution. The
Annals of Statistics, 3(5):1163–1174, 1975.
P. J. Huber. The behavior of maximum likelihood estimates under nonstandard conditions.
In Proceedings of the fifth Berkeley symposium on mathematical statistics and probability,
211-233, 1967.
IMF. Financial conditions and growth at risk. In Global Financial Stability Report (Octo-
ber), Chapter 3. Washington, DC: International Monetary Fund, 2017.
E. E. Ioannidis. Residual-based block bootstrap unit root testing in the presence of trend
breaks. The Econometrics Journal, 8(3):323–351, 2005.
C. Jentsch, D. N. Politis, and E. Paparoditis. Block bootstrap theory for multivariate
integrated and cointegrated processes. Journal of Time Series Analysis, 36(3):416–441,
2015.
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APPENDICES
A Technical Appendix for Chapter 1




QIRF (1)τ = Qyt+1 (τ | ỹt;Ft−1)−Qyt+1 (τ | yt;Ft−1)
= E [yt+1 | ỹt;Ft−1]− E [yt+1 |yt;Ft−1] +Qut+1 (τ | ỹt;Ft−1)−Qut+1 (τ |yt;Ft−1)
= IRF (1) +
[
cτ + Aτ ỹt +
l∑
k=1




cτ + Aτyt +
l∑
k=1
[Bk,τQut+1−k(0.5 | Ft−k) +Dk,τQut+1−k(τ | Ft−k)]
]
= IRF (1) + AτΘ0εt.
For horizon s ≥ 2,
QIRF (s)τ = Qyt+s
(




τ | µt+s−1(yt), . . . ,µt+1(yt),yt;Ft−1
)
= IRF (s) +Qut+s
(




τ | µt+s−1(yt), . . . ,µt+1(yt),yt;Ft−1
)






















τ | µt+s−k−1(yt), . . . ,µt+1(yt),yt;Ft−1
) ]


















We consider the complete probability space (Ω,F , P0), where Ω is the sample space, F is a
suitably chosen σ-field, and P0 is the probability measure providing a complete description
of the stochastic behavior for the sequence of {ut}. Define the CDF of uit conditional on
Ft−1: Fuit(u) := Pr (uit < u|Ft−1). The dependence of Fuit on ω ∈ Ω is explicit by writing
Fuit(ω, u) in place of Fuit(u). In a similar way, fuit(ω, u) and quit(ω, τ) are used in place of
fuit(u) and quit(τ), respectively.
Assumption A.1 (1) {uit} is continuously distributed such that for each ω∈Ω, Fuit(ω, ·)
and fuit(ω, ·) are continuous on R. (2) For the given τ ∈ (0, 1), we suppose the followings:
(a) for each i, t and ω, fuit(ω, quit(ω, τ)) > 0, (b) there exists a st a (1+n+2l) × 1 real
vector θi,τ = [ci,τ a
>
i,τ b1,i,τ . . . bl,i,τ d1,i,τ . . . dl,i,τ ]
> such that









where dk,i,0.5 = 0. (3) There exists (a) a finite positive constant f0 such that for each i, t, ω
and u, fuit(ω, u) ≤ f0 <∞; (b) a finite positive constant L0 such that for each i, t, ω and
each u, v ∈ R, |fuit(ω, u)− fuit(ω, v)| ≤ L0|u− v|.







θ̃i,τ := [c̃i,τ ã
>
i,τ b̃1,i,τ . . . b̃l,i,τ d̃1,i,τ . . . d̃l,i,τ ]









Assumption A.2 (1) Let A be a compact subset of Rd. For i = 1, 2, ..., n and τ ∈ (0, 1) ,
we suppose the followings: (a) the sequence of functions {quit : Ω× (0, 1)×A→ R} is such
that for each t and Θ̃i,τ ∈ A, quit(·, τ, Θ̃i,τ ) is Ft−1-measurable; (b) for each t and each ω,
quit(ω, τ, ·) is continuous on A; (c) quit(·, τ, Θ̃i,τ ) is specified as




b̃k,i,τqui,t−k(·, 0.5, Θ̃i,τ ) + d̃k,i,τqui,t−k(·, τ, Θ̃i,τ )
]
,










where A = (aij).
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Assumption A.3 (1) There exists (a) Θi,τ ∈ A such that for all i, t and τ ,
quit(·, τ,Θi,τ ) = quit(τ);
(b) a non-empty index set l ⊂ {1, 2, ..., n} such that for each ε > 0, there exists δε > 0 such




{∣∣∣δi,t,τ (Θ̃i,τ ,Θi,τ)∣∣∣ > δε}] > 0.

















∥∥∥∥∥ ∂2∂Θ̃i,τ∂Θ̃>i,τ quit(·, τ, Θ̃i,τ )
∥∥∥∥∥ .
(1) E[D0,t] <∞. (2) E[D31,t] <∞. (3) E[D2,t] <∞ and E[D1,tD2,t] <∞.
Let ui,t,τ = uit − quit (·, τ,Θi,τ ) , ψτ (u) = τ − 1[u≤0] and fi,t,τ be the density function of
ui,t,τ conditional on Ft−1. Define ∇quit (·, τ,Θi,τ ) as the gradient vector of quit (·, τ,Θi,τ )
with respect to Θi,τ . Define
Qi,τ = E
[
fi,t,τ (0)∇quit (·, τ,Θi,τ )∇>quit (·, τ,Θi,τ )










ηi,t,τ = ∇quit (·, τ,Θi,τ )ψτ (ui,t,τ ) +∇quit (·, 0.5,Θi,τ )ψτ (ui,t,0.5) .
Assumption A.5 For each i and τ , (1) Qi,τ is positive definite. (2) Vi,τ is positive
definite.
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A.3 Proofs of Theorem 1.1











ηi,t,τ + op(1). (A.1)













η∗i,t,τ + op(1). (A.2)
where










it − q∗uit (·, τ,Θi,τ ) ,











(·, 0.5,Θi,τ ) + dk,i,τq∗ui,t−k(·, τ,Θi,τ )
]
,
and ∇q∗uit (·, τ,Θi,τ ) is the gradient vector of q
∗
uit
(·, τ,Θi,τ ) with respect to Θi,τ .























) d−→ Vi,τ . We use the Cramer-Wold device.















The original time-series is a stationary sequence satisfying the strong mixing condition in
Assumption 1.2, and a measurable functions of mixing processes involving finite lagged
variables satisfies the same mixing condition. Thus, {vt}t∈N is a stationary time-series
satisfying Assumption 1.2.
By Theorems 3.2–3.4 of Künsch (1989), the bootstrap estimate of the variance conver-
gences to σ2ζ = ζ
>Vi,τζ in probability, and we obtain the distribution convergence condi-
tional on the original sample. Applying the MDS central limit theorem as in the proof of
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then Theorem 1.1 follows.
A.4 The Derivation of Quantile Response under a Distress Scenario
Let us consider a distress scenario in which a set of variables, D, are subject to unfavorable
tail events after a shock at time t. After the initial shock εt, realizations of the conditional
mean are assumed for variable i /∈ D. For variable i ∈ D, however, realizations of the
conditional τ0 quantile follow for the first k0 period after the shock. Afterwards, realizations
of the conditional mean are assumed.





τ0 | µ̃t+s−1(yt), . . . , µ̃t+1(yt),yt;Ft−1
)
, for i ∈ D and 1 ≤ s ≤ k0,
E
[
yi,t+s | µ̃t+s−1(yt), . . . , µ̃t+1(yt),yt;Ft−1
]
, otherwise.
As in the definition of QIRF, the quantile response under the distress scenario can be
measured by comparing the conditional quantiles from the following two time paths:
{ ... , yt−2 yt−1, yt, µ̃t+1(yt) µ̃t+2(yt) µ̃t+3(yt) ... },
{ ... , yt−2 yt−1, ỹt, µ̃t+1(ỹt) µ̃t+2(ỹt) µ̃t+3(ỹt) ... },





τ denote the mean and the τ -quantile response of endogenous


































































































, for 1 ≤ k ≤ k0,
ĨRF
(k)
, for k ≥ k0 + 1,
where ei is the n× 1 unit vector with the i-th element equal to one and the rest zero.
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B Technical Appendix for Chapter 2
B.1 QIRF of a Bivariate TS-GARCH(p,q)























Arranging terms and multiplying F−1e (τ), qt+s is expressed as
qt+s = F
−1
















For s = 1, the impact of shock yt = δ
0 on qt+1 is
QIRF (1) = F−1e (τ)α1|δ0|.
For s = 2, the impact of shock yt = δ
0 on qt+2 comes from two channels. The shock
has an impact of F−1(τ)α2|δ0| via the feed-through channel, and an impact of (α1|et+1|+
β1)QIRF
(1) via the volatility-persistence channel. Thus,
QIRF (2) = F−1(τ)α2|δ0|+ (α1E[|et|] + β1)QIRF (1).
In the same way, we can derive QIRF (s) for s > 2,
In general forms, QIRF (s) can be expressed as the following depending on p and q:
(i) When p = q
QIRF (s) =

























, for s ≥ p+ 1.
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(ii) When p < q
QIRF (s) =


























































, for s ≥ q + 1.
(iii) When p > q
QIRF (s) =



















































, for s ≥ p+ 2.
B.2 Local Projection for Univariate TS-GARCH(1,1)
We have





















for s ≥ 2. With σt = ω + (α|εt−1|+ β)σt−1, σt+s−1 is expressed as






























Then σt+s can be rewritten as





































Assume both σt+s−1 and yt are given but {|εp|}t+s−1p=t are random. Define Xt := α|εt|+ β.
From the above expression, we can find function g(·) such that σt+s = g(Xt, ..., Xt+s−1),

















( F−1ε (τ) · ḡ
g(Xt, ..., Xt+s−1)
)













at the mean effect
of innovations (Xt = ... = Xt+s−1 = µX) is















(µX , ..., µX)(|εp| − E[|εt|])α (B.1)
Higher order terms are especially negligible when α is small because the l-th order terms
has a factor αl. In financial data, α is empirically known to be small enough that αl is
negligible for l ≥ 2.10 Thus, taking expectations on both sides of (B.1) yields the following
10Empirical evidence suggests that α is small, but β is large for financial returns because the major
swing of volatility is attributable to the volatility-persistence channel. In GARCH models, the estimate
for α is typically less than 0.1, and the estimate for β is larger than 0.9. For instance, Martin et al. (2013)





yt+s ≤ F−1ε (τ) · ḡ
)
≈ τ.
That is, the τ -quantile of yt+s approximates F
−1
ε (τ) · g(µX , ..., µX).
i. Application of the Approximation to QIRF(2)
qt+2 ≈ F−1ε (τ) · g(µX , ..., µX)
= F−1ε (τ)
[




= F−1ε (τ)(ω + µXω − βω) + F−1ε (τ)µXα|yt|+ βqt+1, (B.2)
where
g(Xt, Xt+1) = ω +Xt+1ω −Xt+1βX−1t ω +Xt+1α|yt|+Xt+1βX−1t σt+1.
F−1ε (τ)µXα, the coefficient of |yt| in (B.2), multiplied by |δ0| is consistent with QIRF (2).
QIRF (2) = F−1(τ) (αE[|εt|] + β)︸ ︷︷ ︸
=µX
α|δ0|.
ii. Application of the Approximation to QIRF(s) for s≥3

































X α|yt|+ βqt+s−1, (B.3)
where
























0.91), (0.05, 0.94) and (0.09, 0.90), respectively. For TS-GARCH(1,1) model given in Section 2.3.1, the
estimates of (α, β) are (0.08, 0.92), (0.06, 0.95) and (0.09, 0.92), respectively.
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F−1ε (τ)k
s−1α, the coefficient of |yt| in (B.3), multiplied by |δ0| is consistent with QIRF (s).
QIRF (s) = F−1(τ) (αE[|εt|] + β)s−1︸ ︷︷ ︸
=µs−1X
α|δ0|.




where â(s) is the estimate for a(s) of the following slightly adjusted CAViaR model
qt = c
(s) + a(s)|yt−s|+ b(s)qt−1, for s = 1, 2, ..., S.
B.3 Local Projection for Bivariate TS-GARCH(1,1)
With yt = etΣt and Σt = ω +α|yt−1|+ βΣt−1, we have















Since the dynamics of Σt can be rewritten as Σt = ω + (α|et−1| + β)Σt−1, Σt+s−1 is
expressed as






























Combining (B.4) and (B.5), Σt+s for s ≥ 2 can be rewritten as
















































Like the univariate case, Σt+s(= ω+α|yt+s−1|+βΣt+s−1) is a function of |yt| and Σt+s−1
in the above expression. Accordingly, the expression includes innovations between t and
t+ s− 1, and they have the same functional form (i.e., {α|ep|+ β}t+s−1p=t ).
Assume both Σt+s−1 and yt are given but {|ep|}t+sp=t are random. Using vec operator

















thus yit+s = eit+s · gi(Xt, ...,Xt+s−1) for i = 1, 2. Let µX = (µX1 , µX2 , µX3 , µX4) = E[Xt]
and ḡ = (ḡ1, ḡ2)
> = g(µX, ...,µX). For i = 1, 2, we have
Pr
(













( F−1e (τ) · ḡi
gi(Xt, ...,Xt+s−1)
)













. As H(Xt, ...,Xt+s−1) can be expressed as a
function of X1t, ..., X4t, X1t+1, ..., X4t+1, ......, X1t+s−1, ..., X4t+s−1, define
H̃(X1t, ..., X4t+s−1) = H(Xt, ...,Xt+s−1).
Then, the first-order approximation of H(Xt, ...,Xt+s−1) at the mean effect of innovations
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(Xt = ... = Xt+s−1 = µX) is
H(Xt, ...,Xt+s−1)























e1t, for n = 1,
e1t, for n = 2,
e2t, for n = 3,
e2t, for n = 4,
, α̃n =

α11, for n = 1,
α21, for n = 2,
α12, for n = 3,
α22, for n = 4.
Higher order terms are especially negligible under small-valued elements of α. In financial
data, elements of α is empirically known to be small enough (less than 0.1) that
∏l
j=1 α̃nj




yit+s ≤ F−1e (τ) · ḡi
)
≈ τ. (B.8)
That is, the τ -quantile of yit+s approximates F
−1
e (τ) · gi(µX1 , ..., µX4).
i. Application of the Approximation to QIRF(2) Let qt+s = [q1t+2 q2t+2]
>. With
(B.6) and (B.8),
qt+2 ≈ F−1e (τ)ḡ
= F−1e (τ)
[






ω + µXω − µXβµ−1X ω
]
+ F−1e µXα|yt|+ µXβµ−1X qt+1, (B.9)
where
g(Xt,Xt+1) = ω + Xt+1ω −Xt+1βX−1t ω + Xt+1α|yt|+ Xt+1βX−1t Σt+1.
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F−1e µXα, the coefficient of |yt| in (B.9), post-multiplied by |δ0| is consistent with QIRF (2).
QIRF (2) = F−1e (τ) (αE[|et|] + β)︸ ︷︷ ︸
=µX
α|δ0|.
ii. Application of the Approximation to QIRF(s) for s≥3 With (B.6) and (B.8),
































































































X α, the coefficient of |yt| in (B.10), post-multiplied by |δ
0| is consistent with
QIRF (s):
QIRF (s) = F−1e (τ) (αE[|et|] + β)s−1︸ ︷︷ ︸
=µs−1X
α|δ0|.





where Â(s) is the estimate for A(s) of the following model
qt = c
(s) + A(s)|yt−s|+ B(s)qt−1, for s = 1, 2, ..., S.
B.4 Proofs of Theorems and Lemmas in Section 2.4
The Proofs for theorems and lemmas in Section 2.4 adopt and extend from Engle and
Manganelli (2004) and WKM.
Proof of Lemma 2.1. We can prove the lemma by verifying the conditions of Corollary
5.11 of White (1994). Assumption 2.1 and 2.3(1) ensure White’s Assumption 2.1 and 5.1,
respectively. By rewriting the linear program γ̂(s)(τ ) solves as

































, White’s Assumption 5.4 is obviously
satisfied.
Next, we verify White’s Assumption 3.1. We have
∣∣φ(Yt,qt(·,γ(s)))∣∣ ≤ n∑
i=1









where the last inequality comes from Assumption 2.5. By Assumption 2.5(1, 2), E
[∣∣φ(Yt,qt(·,γ(s)))∣∣]





is continuous, thus its expected value is also continuous (ensuring White’s
Assumption 3.1(b)). Assumption 2.1 and 2.3(1) ensure stationary and strong mixing (en-
suring White’s Assumption 3.1(c)).
White’s Assumption 3.2 remains to be verified, which is the condition that γ(s)(τ ) is






. Consider γ(s) 6= γ(s)(τ ) such that ‖γ(s) −
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] ∫ δit(γ(s),γ(s)(τ ))
0
(





Reasoning following Powell (1984), Assumption 2.2(1, 2.a) implies there exists some h > 0
such that fuit(v) > h whenever |v| < h. Hence, for any k sufficiently small such that


















































[∣∣δit(γ(s),γ(s)(τ ))∣∣ > k].
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{∣∣δit(γ(s),γ(s)(τ ))∣∣ > k}] > 0,
where the last inequality follows from Assumption 2.4(1.b).
Proof of Lemma 2.2. The proof builds on Theorem 3 of Huber (1967) as in Engle and
Manganelli (2004) and WKM.
Step 1: Show the conditions for Huber’s theorem hold. Assumptions (N-1) and (N-4) are




















. The existence of ∇q̂it(τi) is ensured by
Assumption 2.3(2). Let ei be the d× 1 unit vector with the i-th element equal to one and










yit − q0it(·, γ̂
(s)(τ ) + cel)
)
,
for any real number c. By (2.8), Kl(c) is minimized at c = 0. Let Hl(c) be the derivative









(s)(τ ) + cel)ψτi
(
yit − q0it(·, γ̂




(s)(τ ) + cel) is the l-th element of ∇q0it(·, γ̂
(s)(τ ) + cel). Since Kl(c) is












(s)(τ ) + εel)ψτi
(
yit − q0it(·, γ̂



















(s)(τ )− εel)−∇lq0it(·, γ̂
(s)(τ ) + εel)
)
+∇lq0it(·, γ̂
























∣∣∇lq0it(·, γ̂(s)(τ ))∣∣1[yit − q0it(·, γ̂(s)(τ )) = 0].
By Lemma A.1 of Ruppert and Carroll (1980), with probability one there exists no vector














= op(1) for any given t
and i. Therefore, |Hl(0)|












the claim in (B.11) is proven.


































































































represents the conditional density of uit with respect to Lebesgue
measure. Assumption 2.3(2), 2.4(1) and 2.5(3) ensure the existence and finiteness of the
above expression. The differentiability and domination conditions provided by Assumption















(s)) be the gradient of the l-th element of λ(γ(s)) with respect to γ(s). Since γ(s)(τ )
is interior to A by Assumption 2.4(2), the mean value theorem applies to each element of
λ(γ(s)) yielding
λ(γ(s)) = Q0(γ
(s) − γ(s)(τ )), (B.12)
for γ(s) in a convex compact neighborhood of γ(s)(τ ), where Q0 is an d × d matrix with




(l) is a mean value (different for each l) lying on the




γ(s) − γ(s)(τ )
)
+O(‖γ(s) − γ(s)(τ )‖2), (B.13)





























































D2tf0D1t‖γ(s) − γ(s)(τ )‖
]






































































2f0D1tD2t‖γ(s) − γ(s)(τ )‖+ L0D31t‖γ(s) − γ(s)(τ )‖
]
= O(‖γ(s) − γ(s)(τ )‖).
Hence, we have
















Combining (B.12) and (B.14) yields (B.13). With (B.13), the condition that Q
(s)
τ is positive-















































































‖ ≤ 1, (ii) the mean value theorem applied to ∇q0it(·,β) and























|yit − q0it(·,γ(s))| < |q0it(·,β) −
q0it(·,γ(s))|
]
, (ii) the mean value theorem applied to q0it(·,β) and q0it(·,γ(s)) and (iii) As-





















|yit − q0it(·,γ(s))| < D1tδ
]
. (B.16)
Combining (B.15) and (B.16) yields
ut(γ









By Assumption 2.2(3.a) and 2.5(3, 4), we have E[ut(γ
(s), δ)] ≤ nE[D2t]δ + 2nE[D21t]f0δ.
Hence, Assumption (N-3)(ii) holds for b = nE[D2t] + 2nE[D
2
1t]f0, d = δ and d0 = 2δ.




































Combining the last inequality with (B.17) yields
ut(γ





|yit − q0it(·,γ(s))| < D1tδ
]
.
In a similar way Assumption (N-3)(ii) was verified, it can be shown that E[ut(γ
(s), δ)2] ≤
2n2E[D1tD2t]δ + 4n
2E[D31t]f0δ. Given Assumption 2.5(3, 4), Assumption (N-3)(iii) holds
for c = 2n2E[D1tD2t] + 4n
2E[D31t]f0, d = δ and d0 = 2δ.
Step 2: Apply Huber’s theorem. As a result of the above, we apply Huber’s theorem:
√
Tλ(γ̂(s)(τ )) + H
(s)
T = op(1). (B.18)







γ̂(s)(τ )− γ(s)(τ )
)
+ op(1).





















































































))> p−→ V(s)τ . Assumption
2.5(3) ensures V
(s)
τ is finite and Assumption 2.6(2) ensures V
(s)
τ is positive definite. There-
fore, application of the MDS central limit theorem (Theorem 5.24 of White (2011)) to (2.9)
yields (2.10).
Proof of Theorem 2.1. Since A
(s)



















Applying the MDS central limit theorem yields the asymptotic distribution.























The original time-series is a stationary sequence satisfying the strong mixing condition in
Assumption 2.1, and a measurable functions of mixing processes involving finite lagged
variables satisfies the same mixing condition. Thus, {vt}t∈N is a stationary time-series
satisfying Assumption 2.1. By Theorems 1 and 2 of Gonçalves and de Jong (2003), the
bootstrap estimate of the variance convergences to σ2l = l
>V
(s)
τ l in probability, and we
obtain the distribution convergence conditional on the original sample. The limiting dis-
tribution of B
(s)∗
T is obtained by applying the MDS central limit theorem as in the proof of
Lemma 2.2.
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conditional on the original sample, for almost every sequence. By the continuous mapping
theorem and Slutsky’s theorem, we obtain the desired result.
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