The features of perceived objects are processed in distinct neural pathways, which call for mechanisms that integrate the distributed information into coherent representations (the binding problem). Recent studies of sequential effects have demonstrated feature binding not only in perception, but also across (visual) perception and action planning. We investigated whether comparable effects can be obtained in and across auditory perception and action. The results from two experiments revealed effects indicative of spontaneous integration of auditory features (pitch and loudness, pitch and location), as well as evidence for audio-manual stimulus-response integration. Even though integration takes place spontaneously, features related to task-relevant stimulus or response dimensions are more likely to be integrated. Moreover, integration seems to follow a temporal overlap principle, with features coded close in time being more likely to be bound together. Taken altogether, the findings are consistent with the idea of episodic event files integrating perception and action plans.
The perceived features of visual (Zeki & Bartels, 1999) and auditory (Kaas & Hackett, 1999; Lee & Winer, 2005; Wessinger et al., 2001) objects are processed in distinct neural pathways, which calls for processes that integrate this distributed information into coherent representations. This so-called binding problem and the mechanisms solving it have been studied extensively in recent years (e.g., Allport, Tipper, & Chmiel, 1985; Hall, Pastore, Acker, & Huang, 2000; Hommel, 2004; Treisman & Gelade, 1980) . One of the leading theories in this field, Treisman's feature integration theory (FIT), holds that primary visual features are processed in parallel and represented in separate feature maps. Through spatial selection via a master map of locations, an episodic representation is created: an object file, which is updated as the object changes and can be addressed by location (Kahneman, Treisman, & Gibbs, 1992; Treisman, 1990; Treisman & Gelade, 1980) . Hommel (1998 Hommel ( , 2004 Hommel ( , 2005 ) extended Treisman's object file concept to include not only stimulus features, but also response-related feature information. A number of studies have provided evidence for this extension. In these studies, participants carried out two responses in a row. First, they were cued by a response cue signaling the first response, which, however, was carried out only after a visual trigger stimulus was presented. After 1 sec, another visual stimulus appeared, and the participants had to perform a binary-choice response to one of its features. As was expected, main effects of stimulus feature repetition were obtained. But more interestingly, stimulus and response repetition effects interacted: Repeating a stimulus feature sped up reaction time (RT) only if the response also repeated, whereas stimulus feature repetition slowed down RT if the response alternated. Apparently, stimulus features were bound to response features, so that repeating one retrieved the other. This created conflict in partial repetition trials-that is, when the retrieved stimulus or response feature did not match the present one. Hence, facing a particular combination of stimulus and response features seems to create a multimodal event file (Hommel, 1998 (Hommel, , 2004 , which is retrieved if at least one of the features it includes is encountered again.
The existing theories in feature integration have been based largely on experiments using visual information, but it makes sense to assume that feature integration takes place in auditory perception as well. The auditory system allows us to perceive events based on the sound produced by them. And yet, an acoustic event is commonly made up of several features, among them pitch, timbre, loudness, and spatial position. Numerous studies have been done to look into how these features are perceived; however, in everyday life, we do not perceive features in isolation but, rather, perceive coherent, integrated acoustic events. Given that these features are processed in different areas of the auditory cortex (Kaas & Hackett, 1999; Wessinger et al., 2001) , there should be a mechanism that integrates the auditory features into a coherent acoustic perception. Indeed, there is preliminary evidence for the existence of auditory binding. For instance, Hall et al. (2000) examined auditory feature integration of spatially distributed musical tones by having participants search for either a cued conjunction of pitch and timbre or a single cued value (pitch or timbre) in arrays of simultaneous tones in different lateralized positions. Their finding revealed more frequent illusory conjunctions when pitch and timbre features were separately presented, suggesting that, like the visual system, the auditory system differentiates the auditory features from the sound field and Auditory event files: Integrating auditory perception and action planning in a standard object file can be observed for different auditory dimensions; whether evidence for stimulus-response integration effects can be obtained between the auditory modality and action planning; and whether these integration effects rely on or are mediated by attention.
ExpErImEnt 1
Experiment 1 was performed to determine whether auditory features are integrated into a coherent object representation and whether response-related features are also integrated with auditory features to produce an event file similar to Hommel's (1998 Hommel's ( , 2004 findings in the visual domain. The task followed Hommel's (1998) design, except that the stimuli were pure tone sounds. Participants were cued to prepare a response (left or right mouse button click), which they carried out (R 1 ) after the first stimulus (S 1 ). One second later, the second sound (S 2 ) was played, and the participants had to respond to the value of the relevant auditory feature by carrying out response R 2 (left or right mouse button click; see Figure 1 ).
The auditory features that were chosen for this experiment were pitch and loudness. Neuhoff, Kramer, and Wayand (2002) demonstrated that pitch and loudness have an interactive effect-that is, changes in one of these dimensions influence the other. On the basis of these results and the object file concept, we hypothesized that pitch and loudness features of S 1 are integrated and are still bound when S 2 is processed. If so, repeating the feature in one dimension should produce better performance if the feature in the other dimension is also repeated, whereas alternating the feature in one dimension should produce better performance if the feature in the other dimension is also alternated. In addition, we hypothesized that the features making up S 1 are integrated with R 1 and are still bound to it when S 2 is responded to, on the basis of the suggested event-file mechanism that posits that a specific combination of stimulus and response creates an episodic trace that is retrieved in case of any feature repetition (Hommel, 1998 (Hommel, , 2004 . If so, a response to S 2 should be better with a complete match or a complete mismatch between the previous response and a given auditory feature than with parthen integrates them according to their source. The investigators concluded that the auditory system binds its features with reference to their location, just as FIT (Treisman & Gelade, 1980) assumes to occur for the visual system. In addition, Leboe, Mondor, and Leboe (2006) , who investigated different sources of auditory negative priming effects, found that repeated sounds in opposite locations were categorized more slowly than repeated sounds in the same location. In the interdomains of auditory perception and action, Mondor, Hurlburt, and Thorne (2003) found interactions between pitch and response repetition effects, which may indicate the integration of sound features and action.
Another important research question that has been addressed concerns the role of the attention in auditory feature binding. Previous studies have shown contradictory evidence. Hall et al. (2000) suggested that reliable integration of auditory features might require focused attention in order to avoid illusory feature conjunctions when multiple sounds exist. However, this suggestion is inconsistent with recent findings of Takegata et al. (2005) . They conducted an EEG study in which participants performed a visual working memory task while ignoring a background of two sounds. The two sounds, varying in timbre and pitch, were played simultaneously. Regardless of the task load, the pitch-timbre combinations elicited similar amplitudes and latencies in the ERP component mismatch negativity. According to the investigators, these results provided evidence that feature integration in the auditory modality can occur without focus of attention. In line with this view, Hommel (2005) demonstrated that even irrelevant visual stimuli may be bound to a response.
Although there is ample evidence for the existence of event files in and across visual perception and action planning, the event file concept has not been systematically applied to auditory perception and action planning. Only a few studies have examined the binding mechanism in the auditory modality, and there is contradictory evidence regarding the role of attention in this mechanism. The aim of the present study was to investigate the feature binding mechanism in and across auditory perception and action planning. More specifically, we addressed three research issues: whether evidence for feature integration 
results
Trials with incorrect R 1 responses (1.7%), as well as missing or anticipatory (RT , 100 msec) R 2 responses (0.7%), were excluded from analysis. The mean RT for R 1 was 270 msec (SD 5 88). From the remaining data, mean RTs and PEs for R 2 were analyzed as a function of the four variables: the task-relevant stimulus feature (loudness vs. pitch), or task for short; the relationship between the responses R 1 and R 2 (alternation vs. repetition); the relationship between S 1 and S 2 on the pitch dimension (alternation vs. repetition); and the relationship between S 1 and S 2 on the loudness dimension (alternation vs. repetition). ANOVAs were performed by using a four-way design for repeated measures. Table 1 Second, we will address the stimulus integration effect by examining the interactions between repetition and alternation of the stimulus features: There was an interaction between pitch repetition (vs. alternation) and loudness repetition [F(1,11) 5 11.07, p , .01], indicating that, with pitch repetition, performance was quicker if loudness was also repeated than if loudness alternated, whereas with pitch alternation, performance was quicker if loudness alternated than if it was repeated (see Figure 2 ). This result provides support for auditory feature integration between pitch and loudness.
Third, we will consider stimulus-response integration effects by examining the interactions between repetition and alternation of the response and the stimulus features. There were interactions between response repetition and tial matches. Moreover, previous observation showed that pitch repetition interacts with response repetition (Mondor et al., 2003) . To investigate the role of attention in auditory feature integration, we manipulated the feature that was relevant for responding to S 2 . In one block of trials, only one of the two auditory features (pitch or loudness) was relevant, whereas in another block the other auditory feature was relevant. The task relevance of S 2 features (and the amount of attention consequently devoted to them) has been shown to affect the size of integration-related effects with visual stimuli (e.g., Hommel, 1998) , and we were interested to see whether it would also modify such effects with auditory stimuli. method participants. Fourteen participants were recruited by advertisement for this experiment and were paid or received a course credit for a 40-min session. Two participants were excluded from the analysis due to a high error rate (around the chance level of 50%) and very long RTs in the pitch task-reflecting their difficulty in identifying low versus high pitch (see Neuhoff, Knight, & Wayand, 2002) . The remaining 12 participants (4 of them male; mean age, 23 years; range, 18-38 years) reported not having any known hearing problem. The participants were naive as to the purpose of the experiment.
Apparatus and Stimuli. The experiment was controlled by a Targa Pentium 3, attached to a Targa TM 1769-A 17-in. monitor. The participants faced the monitor at a distance of about 60 cm. The loudspeakers were located on both sides of the screen (approximately 25º) at a distance of 70 cm. The stimuli S 1 and S 2 were composed from two pure tones of 1000 and 3000 Hz with a duration of 50 msec and were presented at 65 and 75 dB SPL, respectively. Visual response cues were presented in the middle of the screen (see Figure 1) , with a right or left arrow indicating a right or left response (R1), respectively. Responses were made by clicking on the left or the right mouse button with the index and middle fingers of the dominant hand.
procedure and Design. The experiment was composed of two sessions: In one session, pitch was the relevant dimension for the task, and the participants had to respond to whether pitch was high or low; in the other session, loudness was the relevant dimension for the task, and the participants had to respond to whether loudness was high or low. The sessions were counterbalanced between participants. Each session contained a practice block with 10 practice trials and an experimental block with 128 experimental trials. The order of the trials was randomized. The participants had to carry out two responses per trial. R 1 was a simple reaction with a left or right mouse click, as indicated by the direction of an arrow in the response cue. It had to be carried out as soon as S 1 appeared, regardless of its pitch or its loudness. R 2 was a binary-choice reaction to S 2 . In the pitch-relevant session, half of the participants responded to the high pitch (3000 Hz) and the low pitch (1000 Hz) by pressing on the left and right mouse buttons, respectively, whereas the other half received the opposite mapping. In the loudness-relevant task, half of the participants responded to the loud sound (75 dB SPL) and to the soft sound (65 dB SPL) by pressing on the left and right mouse buttons, respectively, whereas the other half received the opposite mapping. The participants were asked to respond as quickly and accurately as possible.
The sequence of events in each trial is shown in Figure 1 . A response cue with a right or left arrow visually presented for 1,500 msec signaled response R 1 , which was to be carried out after S 1 had been played. S 2 was played 1 sec after the response to S 1 , with the pitch (in the pitch session) or loudness (in the loudness session) signaling the second response (R 2 ). In case of incorrect or absent responses, an error message was presented. R 2 speed (RT) and accuracy (percentage of errors, or PE) were analyzed for all the trials with correct R 1 responses as a function of session (pitch/loudness), repetition versus alternation of the response, and repetition versus alternation of the stimulus dimensions pitch and loudness. (Posner & Cohen, 1984) , which may explain stimulus repetition costs without referring to response requirements; indeed, ignoring the prime and omitting a response to it led to a 70-msec increase in RT. Accordingly, it is not clear whether the observations of Mondor and Leboe reflect the same mechanisms that underlie the pitch 3 response interactions obtained in the present study. Our findings reveal an interesting dissociation between the integration of stimulus features and the integration of stimulus and response features-a dissociation in which attention induced by task relevance plays a major role. Stimulus-response integration seems to be restricted mainly to the stimulus features that are task relevant: pitch in the pitch task and loudness in the loudness task. In contrast, different features of the same stimulus seem to be integrated irrespective of task-relevance, as evidenced by the reliable interaction between pitch and loudness under conditions that rendered only one of them relevant at any given time. showing that the responses were faster and more accurate for total repetition or total alternation of the response and the loudness than for partial repetition. In addition, a three-way interaction among task, response, and loudness in RTs [F(1,11) 5 6.63, p , .05] was obtained, indicating sensitivity to the taskrelevant feature in this stimulus-response effect. Separate ANOVAs confirmed that response interacted significantly in RTs only with loudness in the loudness task [F(1,11) 5 7.38, p , .05] and not in the pitch task (F , 1). These interactions show stimulus-response effects between the response and the auditory stimuli. In the case of loudness, it was modulated by task relevance (see Figure 3 ).
Discussion
Experiment 1 was successful in providing evidence for event file creation in auditory perception and action planning. It demonstrated spontaneous integration of pitch and loudness, even when only one of the dimensions was task relevant and the other could be ignored. In addition, we observed stimulus-response integration effects for pitch and loudness, which were more pronounced for the taskrelevant feature. This is in line with findings from visual studies, where integration was also spontaneous (i.e., occurred even if unnecessary for the task) but was mediated by the task relevance of the feature dimensions (see Hommel, 2004 , for an overview).
Our findings seem consistent with those of a recent auditory study by Mondor and Leboe (2008) . These authors observed that the impact of pitch repetition on tone detection performance depends on response repetition, which seems to fit with our present stimulus-response integration effects. In particular, they found pitch repetition benefits if both the prime and the probe tone were to be detected and, thus, accompanied by the same response, and pitch- can be extended to stimulus location. Many authors have emphasized the possibly crucial role of stimulus location in feature integration (in vision, Treisman & Gelade, 1980; in audition, Hall et al., 2000; Leboe et al., 2006) .
On the one hand, this could mean that spatial location is so important for feature integration that it does not matter whether location information is nominally relevant or irrelevant for a given task. This would still be consistent with the feature overlap principle, assuming that location features are strongly weighted irrespective of the task, but it would imply that the proposed relationship between task relevance and weighting does not apply to location. On the other hand, however, it is true that many tasks that are taken to demonstrate the crucial role of location have used spatial responses. Assuming that responses are represented, prepared, and planned in terms of their perceptual features (Hommel, 1996; Hommel et al., 2001) , it is possible that defining a response set in terms of spatial features (e.g., by characterizing responses as left and right) attracts attention to the spatial dimension(s) and, thus, induces a stronger weighting of spatial codes. Indeed, Fagioli, Hommel, and Schubotz (2007) found evidence that preparing for particular types of actions (grasping vs. pointing) attracts attention to the features that are relevant for defining these actions (size vs. location). Along the same lines, Hommel (2007) observed that the integration of visual stimulus location and the response is much more pronounced when the response alternatives are spatially defined (left vs. right) than when they are not (pressing a key once vs. twice). Hence, it is possible that the previous findings of integration of (nominally) irrelevant location information and the response reflect not so much a central role of stimulus location in feature integration as the fact that defining responses spatially makes location task-relevant.
The aim of Experiment 2 was to examine this possible interpretation of the role of location information, apart from studying the integration-related effects of the auditory location as such. We did so by manipulating the pitch and location of auditory stimuli and by using two different types of response sets. One set was spatially defined, just as in Experiment 1, and the other consisted of a nonspatial go/no-go response. We expected to replicate the findings from Experiment 1 with regard to pitch and to obtain comparable findings for location. However, the locationrelated findings should vary with the response set, with the spatial set producing stronger integration of location codes than would the nonspatial set. method participants. Thirty participants were recruited by advertisement for this experiment and were paid or received a course credit for a 40-min session. One participant was excluded from the analysis due to a high PE (around the chance level of 50%) and a very long RT in the pitch task. The remaining 29 students (3 of them male; mean age, 22 years; range, 18-34 years) reported not having any known hearing problem. They were randomly assigned to two groups: a spatial response set group (n 5 14) and a nonspatial response set group (n 5 15).
procedure and Design. The procedure was the same as that in Experiment 1, with the following exceptions. The loudspeakers were placed at an upper and lower position at 45º from the center of the screen. The stimuli S 1 and S 2 were composed from two pure tones of One possible explanation might be that the physical attributes of the features influence one another; that is, loudness is known to be affected by frequency and pitch by intensity. It is also interesting to see that, in stimulus-response integration, task relevance was more effective in excluding irrelevant loudness information than irrelevant pitch information. In other words, in the present study, loudness was more sensitive to task relevance than was pitch.
We think that all these aspects of our findings point to the same integration principle: Features of events (whether they refer to stimuli or responses) are integrated to the degree that the activations of their codes overlap in time. This principle underlies the concept of conditioning (Pavlov, 1927) and seems crucial for the hippocampal integration of episodic stimulus and action events (Bangasser, Waxler, Santollo, & Shors, 2006) . First, consider the respective roles that this principle plays in the integration of stimulus features versus the integration of stimulus and response features. As is indicated in Figure 4A , the activations of stimulus feature codes are likely to overlap in time even if they are peaking at different time points-that is, even if stimulus features are registered asynchronously. Accordingly, they are likely to be bound to each other, thus producing a partial-overlap cost. However, the earlier a feature is coded, the earlier its code decays, suggesting that quickly coded features are less likely to overlap in time with response code activation. In our study, we found that RTs were shorter in the loudness task than in the pitch task (see Figure 3) , probably due to the greater saliency of loudness and/or the better discriminability of the loudness values we chose, suggesting that, in this experiment, loudness was coded more quickly than pitch. 1 With respect to the temporal relations depicted in Figure 4 , this implies that response code activation started earlier, in our experiment, in the loudness task than it did in the pitch task. On top of that, there is evidence that loudness codes decay more quickly than pitch codes (Clement, Demany, & Semal, 1999) , which would further work against the integration of loudness and response. We can thus conclude that the code overlap principle accounts for both the observation that task relevance did not affect stimulus integration and the finding that it did affect stimulus-response integration.
Making a feature dimension relevant to a task is likely to increase the weights (or gain) of that dimension's codes (Bundesen, 1990; Found & Müller, 1996; Hommel, Müsseler, Aschersleben, & Prinz, 2001) , which again may result in stronger and/or more enduring activation (see Figure 4B ). This means that task-relevant features induce activations that are more likely to overlap with the response activation. As a consequence, task-relevant features should be more likely to be integrated with the response than should task-irrelevant features, just as we observed in Experiment 1.
ExpErImEnt 2
Experiment 1 suggests that pitch and loudness are spontaneously integrated both with each other and with the response, at least if the given feature is task relevant. In Experiment 2, we investigated whether these observations were excluded from the analysis. The mean RTs for R 1 were 330 msec (SD 5 78) for the spatial response set group and 341 msec (SD 5 114) for the nonspatial response set group. From the remaining data, mean RTs and PEs for R2 were analyzed as a function of five variables: the task (pitch vs. location as the relevant S 2 feature), the relationship (repetition vs. alternation) between S 1 and S 2 with regard to pitch and location, the relationship (repetition vs. alternation) between responses R 1 and R 2 , and the response set (spatial vs. nonspatial) (see Table 2 for mean RTs and PEs). ANOVAs were performed by using a mixed design with repeated measures on four variables and with response set as a between-groups variable (see Table 3 for the outcomes).
Let us consider the outcomes according to their theoretical implications. First, we will address the task effects that reflect the impact of the task on the stimulus dimen-1000 and 3000 Hz, with durations of 50 msec, presented at approximately 70 dB SPL. The experiment was composed of two sessions: In one session, pitch was relevant for responding to S 2 ; in the other session, location was relevant to S 2 , requiring a response to the top versus bottom location. The sessions were counterbalanced between participants. Each task contained a practice block with 15 practice trials and an experimental block with 96 experimental trials. The order of the trials was randomized.
The spatial response set group saw a left or right arrow indicating a left or right mouse click, respectively; responses to S 1 and to S 2 were made as in Experiment 1. The nonspatial response set group saw the word go or no go, indicating whether to emit or withhold the response, respectively. Responses on the go trials were made by clicking on the left mouse button; the no-go trials for S 1 lasted 500 msec.
results and Discussion
Trials with incorrect R 1 responses (1%) as well as missing or anticipatory R 2 responses (RT , 100 msec: 0.1%) The latter observation seems inconsistent with the findings of Mondor and Leboe (2008) , who failed to obtain interactions between pitch and location repetition when using a nonspatial response set. However, as was pointed out earlier, they used a detection task that did not require the discrimination of any stimulus feature. This design choice was likely to prevent feature bindings from affecting performance in several ways. For one, it yielded average RTs of less than 300 msec, which may have been too short to allow for the complete retrieval of the binding from the previous trial. Indeed, when Mondor and Leboe shortened the interval between the prime and the probea manipulation that they considered would facilitate binding retrieval and that effectively increased RTs-a closeto-significant interaction between pitch and location repetition effects was obtained. Moreover, a detection task is likely to induce rather shallow perceptual-coding processes, which again is likely to hamper the featurematching process necessary to retrieve a particular binding. In any case, the present findings suggest that evidence for pitch-location binding can be obtained under favorable conditions. To summarize, we were able to extend our observation of spontaneous pitch-loudness integration from Experiment 1 to the integration of pitch and location. Again, features from the two auditory dimensions involved were bound even though only one dimension was relevant at a time, suggesting that the mere temporal overlap of code activation is sufficient for integration.
Stimulus-response integration effects. Analogously to Experiment 1, pitch and location repetition entered twoway interactions with response repetition, in both RTs and PEs, reflecting worse performance if a stimulus-feature repetition was accompanied by an alternation of the resions and the response. Second, we will consider the stimulus integration effects; these effects are revealed by interactions between the stimulus features, showing that repetition of a particular feature enhances performance if the other feature is also repeated and hinders performance if the other feature is alternated. Third, we will discuss stimulus-response integration effects by examining the interactions between repetition and alternation of the response and the stimulus features. Finally, we will address response set effects. task effects. There were two significant interactions in RT between task and location and between task and pitch, showing that performance was facilitated in the location task by repeating a feature on the task-irrelevant dimension (439 vs. 470 msec, respectively) or alternating the feature on the task-relevant dimension in the pitch task (441 vs. 471 msec, respectively). In addition, the response interacted with the task in such a way that, in the pitch task, responses were more accurate when they were repeated than when they alternated (PEs, 8.7% vs. 11.2%, respectively), whereas in the location task, alternation was more beneficial than repetition (PEs, 8.9% vs. 11.3%, respectively).
Stimulus integration effects. Pitch repetition interacted with location repetition, reflecting the standard crossover pattern with slower responses for trials in which one feature repeats while the other alternates; interestingly, it was more prominent when the relevant feature was repeated rather than alternated, which may point to the role of attention in the process (see Figure 5 ). This interaction was also modified by task, suggesting that the pitch 3 location interaction was somewhat more pronounced in the location task than in the pitch task, but it was clearly reliable in both [F(1,27) 5 66.44, p , .0001, and F(1,27) Figure 7 , lower panel). However, in the pitch task, the location 3 response interaction was further modified by response set both in RTs [F(1,27) (F , 1) . This pattern is in line with our expectation that a spatial response set amounts to making location task relevant, even with respect to stimulus coding. If location is task relevant by requiring discrimination of S 2 locations, location codes are strongly weighted anyway. As a consequence, stimulus location and responses are integrated, no matter whether the response set is spatially defined or not. However, when location is irrelevant with regard to S 2 (i.e., in the pitch task), location codes are weighted strongly only if location is relevant for discriminating the two responses, but not if a nonspatial response set is used. sponse or vice versa (see Figure 6 ). The pitch 3 response interaction was unaffected by task, and a separate analysis confirmed that it was still reliable in the location task for both RTs [F(1, 27) response set effects. The response set manipulation did not yield a reliable main effect in RTs or PEs, even though participants tended to respond more quickly with a nonspatial than with a spatial set-presumably reflecting the reduced response uncertainty in the nonspatial go/ no-go task. There were two reliable effects: The interaction between location and response was modified by response set (in RTs), and this three-way interaction was further modified by task (in RTs and PEs). Separate ANOVAs revealed that the location 3 response interaction was reliable only in the spatial response set condition [F(1,13) 5 39.43, p , .0001] and not in the nonspatial response set condition (F , 1), indicating stronger activation when the response included spatial features. Moreover, to disentangle acteristics. Stimuli that are closer in time to execution of a response seem to be more likely to be integrated with it. This fits with earlier observations of Hommel (2005) , who found stimulus-response integration for stimuli presented briefly before, concurrently with, or even after the execution of the corresponding response, but no integration for stimuli presented during the planning of that response. Apparently, then, response execution provides the information necessary to trigger the integration process. A plausible candidate for pulling the trigger is the success of the response, which may signal that integrating the response with the apparently suitable context conditions is useful (Schultz, 2002) . This possibility is strengthened by the finding that the integration of visual stimulus features and manual responses in a task such as ours is facilitated by presenting positively toned pictures after the execution of R 1 (Colzato, van Wouwe, & Hommel, 2007) . Taken together, our findings provide evidence for the existence of temporary feature binding in auditory perception and action, suggesting a general principle of how events are cognitively represented-presumably, in terms of event files, as proposed by Hommel (1998 Hommel ( , 2004 .
GEnErAl DISCuSSIOn
The aim of our study was to investigate the binding mechanism in and across auditory perception and action. In both experiments, we found evidence for the spontaneous integration of auditory features: pitch and loudness in Experiment 1 and pitch and location in Experiment 2. Even though our participants were not instructed or required to create any feature conjunction, and even though nothing could be gained by doing so, the features of S 1 -a mere go signal-were apparently integrated into a coherent representation. This outcome is in line with previous findings in visual perception, where feature integration effects were obtained between shape and color or shape and location (Hommel, 1998; Hommel & Colzato, 2004) , and with findings from auditory studies, where evidence of integration was found for pitch and timbre (Hall et al., 2000; Takegata et al., 2005) . We can conclude that feature-binding processes are not restricted to visual object perception, the modality targeted by FIT (Kahneman et al., 1992; Treisman & Gelade, 1980) , but follow comparable principles in integrating auditory information.
Moreover, both experiments revealed interactions between stimulus and response that were indicative of stimulus-response feature binding. Again, these effects were obtained for all the auditory dimensions investigated-that is, pitch, loudness, and location. These effects followed the same pattern as that observed between stimulus features: Repeating one member of a pair, but not the other, results in performance costs, usually in terms of RT and, often, in errors as well. This supports the idea that feature integration creates episodic links between the respective elements, which are retrieved as a whole when at least one element is encountered again (Hommel, 1998 (Hommel, , 2004 . This retrieval process does not take place if the relevant stimulus feature and the response are different from the previous ones, and it does not create any particular problem if all the elements of the binding are repeated. In the case of partial repetitions (either the response or the relevant stimulus feature), retrieval results in the reactivation of currently incorrect, conflicting information and, thus, prolongs stimulus and/or response processing.
The fact that evidence for feature integration processes was obtained even under conditions in which the processing of simple features would be sufficient supports the idea that integration occurs rather automatically. And yet, which information is integrated seems to be determined by the action goal. In particular, features that vary on dimensions that are relevant for defining a target stimulus or a response alternative are more likely to become part of bindings than are features unrelated to such dimensions. Another principle underlying feature integration seems to be a temporal overlap of code activation. Codes of stimulus features seem to be processed sufficiently close in time to produce overlapping activations, even if the time needed to process them differs (see Experiment 1) and even if only one of them is task relevant. That is, features belonging to the same physical stimulus are likely to become part of the same object file. The integration of stimuli and responses is more sensitive to temporal char-
