Optimization appears in many aspects of engineering problems. There are quite numbers of modern optimization algorithms proposed in the last two decades to solve optimization problems. Particle swarm optimization (PSO) and differential evolution (DE) are among the well-known modern optimization algorithms. This paper presents a comparative study for min-max constrained optimization using PSO and DE. Here, the constrained optimization is represented by some selected standard benchmark functions. A new constraint handling and stopping criterion technique is also adopted in the optimization algorithm. Generally, in terms of repeatability and the quality of the obtained solutions, DE outperforms PSO.
Introduction
A recent popular algorithm that falls into evolutionary algorithms (EA) paradigm is differential evolution (DE) which comes up as a robust and efficient EA algorithm. On the other hand, another optimization algorithm which is popular due to its simplicity and efficiency is particle swarm optimization (PSO). Although PSO belongs to swarm intelligence, both DE and PSO can be classified into stochastic optimization algorithms. Both algorithms were introduced in early 1990s.
DE is a population-based search strategy developed by Storn and Price in 1995 [1] [2] . While DE shares similarities with other evolutionary algorithms (EA) such as genetic algorithm (GA), it differs significantly in the sense that distance and direction information from the current population is used to guide the search process. The detailed explanation of the original version of DE can be found in [3] . Along with DE algorithm came a notation to classify the various DE's variants [1] . The notation is defined by where denotes the base vector, denotes the number of difference vectors used, and represents the crossover method.
On the other hand, PSO is well-known for its simplicity in the concept and computationally efficient compared with other optimization algorithms such as GA [4] . Its advantages are also highlighted in [5] . There are at least two major versions of PSO; one is PSO with parameter called inertia weight [6] , and another is PSO with constriction factor proposed by Clerc [7] . These two famous versions of PSO can be considered as standard version of PSO. Later, PSO has attracted many researchers to improve its performance as can be seen in [8] [9] [10] [11] .
The aim of this paper is to compare between the performance of DE and PSO in solving min-max constrained optimization problems. The study considers two well-known variants of PSO and DE, i.e. and constriction PSO (Clerc's PSO) respectively. Some benchmark functions are selected for the constrained optimization problem. Furthermore, instead of using common techniques, a specific constraint handling and stopping criterion are respectively used to enhance the constrained optimization algorithm using DE and PSO.
Problem formulation
The goal of an optimization method is then to assign values, within the bounds, to the unknowns such that the objective function is optimized and all constraints are satisfied. To achieve this goal, the optimization algorithm searches for a solution in a search space, , of candidate solutions. In the case of constrained optimization problems, a solution is found in the feasible space, , where [12] . Assuming a minimization problem, the general constrained problem is defined as:
where is solution variables, is dimension of the problem, and are the number of inequality and equality constraints respectively, and are specified lower and upper bounds for variable solutions respectively.
Constraint handling
An efficient and adequate constraint-handling technique is a key element in the design of optimization algorithm. Although the use of penalty functions is the most common technique for constraint-handling, there are a lot of different approaches for dealing with constraints [13] . A comprehensive discussion about constraint handling is presented in [14] .
In constraint handling using penalty approach, a penalty is added to the objective function to penalize an individual for constraint violation so that the constrained optimization seems to be converted to unconstrained optimization. The optimization might be inefficient with this technique.
In this study, a dynamic constraint handling approach is adopted in order to improve the efficiency, i.e reducing the computation time. The dynamic constraint handling called dynamic-objective constraint-handling method (DOCHM) is adopted from the work by Lu and Chen [15] .
Through defining auxiliary function , the dynamic constraint handling converts the original problem into biobjective optimization problem where is treated as the first objective function and is the second (the main) objective.
The auxiliary function will be merely used to determine whether or not an individual (candidate solution) is within the feasible region and how close a particle is to the feasible region. If an individual lies outside the feasible region, the individual will take as its optimization objective. Otherwise, the individual will instead optimize the real objective function . During the optimization process if an individual leaves the feasible region, it will once again optimize . Therefore, the optimizer has the ability to dynamically drive the individuals into the feasible region. The dynamic constraint handling can be illustrated in the following pseudo-code:
If
(constraints are satisfied) (the main objective function) Else (the auxiliary objective function) End
The auxiliary objective function is defined as: (1) where represents the distance of an individual (candidate solution), represented by '*' marks, to the constraint violation boundary as illustrated in Fig. 1 . 
Stopping Criterion
Although the objective of min-max optimization is usually clear, i.e. the global optimum should be found, it is not easy to decide when the execution of an optimization algorithm should be terminated. For practical applications, the choice of stopping criteria can significantly influence the duration of an optimization process. Due to different stopping criteria, an optimization run might be terminated before the population has converged, or computational resources might be wasted because the optimization run is terminated too lengthy.
A good work on stopping criteria especially for PSO and DE optimizations has been presented by Zielinski and Laur [16] . They suggested that it would be better to use stopping criteria that consider knowledge from the state of the optimization run. The time of termination would be determined adaptively, so function evaluations could be saved.
According to their work, a good technique for stopping criteria is distribution-based criteria. It considers the diversity in the population. If the diversity is low, the individuals (candidate of solutions) are close to each other after a sufficient number of iterations , so it is assumed that convergence has been obtained. In general the distribution-based criteria either in variable (population) space or objective function space are classified as reliable means for detecting convergence [16] .
In this study, standard deviation of populations is used to check the diversity. If the standard deviation is below a threshold (small number, ), the optimization stops. It can be formulated as follow: (2) where represents the best individual in generation (iteration) for dimension and is the mean value of the best individuals.
Benchmark functions
Three benchmark functions are selected for constrained optimization experiment. These benchmark functions are taken from [17] and [18] . The complexity of the functions represents the simplest form to the more complicated form of constraint and dimensionality. 
Results
To evaluate the performance of the proposed constrained optimization approach both using PSO and DE, a series of experiments on the benchmark functions above are conducted. The program is written and executed in MATLAB 2008 using a computer with 2.10GHz dual core processor and 2GB RAM. The results are presented in this section.
Optimization parameters
Before the optimization is run, a number of parameters must be specified a priori. These parameters are the main PSO or DE parameters and some parameters for stopping criterion. The main parameters for Clerc's PSO ( and are fixed as shown in Table 1 . Furthermore, the main parameters for DE ( and are shown in Table 2 . Since the values of these parameters are chosen by designer, it is interesting to evaluate the effect of DE's parameters ( and ) on the optimization performance. Combinations of and value in the range of will be investigated. Number of population is set to be 50, equivalent to that of PSO in order to have a fair comparison. The parameters for the stopping criterion are set to be the same for both PSO-based optimization and DE-based optimization. These parameters are shown in Table 3 . 
Experiment on DE parameters
Since PSO and DE are stochastic random-based optimizations, a number of independent runs are executed with different random seeds. For each experiment, optimization is run for 30 times in order fulfill the required number of statistical sample. This section presents the experimental result for evaluation of and . The optimization results for 30 independent runs are summarized in Table 4 . The statistical measure of the optimum solution for 15 independent runs is presented (mean, best, worst and standard deviation). The mean of FE (number of function evaluation, i.e. number of evaluation counted whenever constraints are satisfied ( ),) is also given for each case. It can be seen from Table 4 that when is chosen the DE optimization does not perform well in term of finding the real optimum solution even for lower dimensionality problems, i.e. both and . The best solution is obtained when and where the standard deviation is the lowest and a relatively lower number of FE is also observed. This can be seen clearly in more complicated function, . Based on this experiment, it is recommended that a higher value should be used and a lower value of (0.1) should be avoided. This might be a practical since real-world constrained optimization problems are rarely simple problems. A study done by Ronkkonen et al. (2005) also recommends when objective function is multi-modal and nonseparable.
Results for DE-based and PSO-based Optimization
Experiment on constrained optimization using PSO for the benchmarks functions were carried out. The proposed optimization approach uses stopping criterion in Section 2.2 and dynamic constraint handling in Section 2.1. The interest of this experiment is not the choice of PSO's parameters ( , , and ). Values of PSO parameters , and are fixed based on Clerc's PSO approach as shown in Table 1 .
is set to 50 in order to make a fair comparison with DE optimization.
is considered to be sufficient for PSO. Table 5 shows the optimization results using PSO and comparison with that using DE. The performance of the optimization algorithm is evaluated based on the quality of the obtained solution (minimization of ). The statistical measure for 30 independent runs is presented (mean, best, worst and standard deviation). The mean of FE and mean of iteration (generation) number at termination for 30 independent runs are also shown in Table 5 . In general, DE outperforms PSO as can be seen clearly for complicated function ) where dimensionality is high and constraint is more complicated. DE can produce better solutions in term of repeatability, i.e. robust optimization algorithms. In addition, DE needs smaller number of iteration for larger number of FE in all benchmark functions with active constraint(s).
Conclusions
Effectiveness of PSO and DE for constrained optimization problems is shown based on experimentations on benchmark functions. The results also show the effectiveness of the constraint handling and stopping criterion technique used in the constrained optimization. The following conclusions can be figured out. Firstly, the favored choice for DE parameters are and . Secondly, DE outperforms PSO in terms of the repeatability (robustness) and the required number of iterations to bring the solution candidate into the feasible region.
