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The Gohberg–Semencul formula allows one to express the entries
of the inverse of a Toeplitz matrix using only a few entries (the first
row and the first column) of the inverse matrix, under some non-
singularity condition. In this paper we will provide a two variable
generalization of the Gohberg–Semencul formula in the case of a
nonsymmetric two-level Toeplitz matrix with a symbol of the form
f (z1, z2) = 1
P(z1,z2)Q(z1,z2)
where P(z1, z2) and Q(z1, z2) are stable
polynomials of two variables. We also consider the case of operator
valued two-level Toeplitzmatrices. In addition,we propose an equa-
tion solver involving two-level Toeplitz matrices. Numerical results
are included.
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1. Introduction
Important in the development of computational and theoretical results involving Toeplitz matrices
was the Gohberg–Semencul formula which expresses the inverse of Toeplitz T in terms of the first
column and row of T−1. The impact of this formula on the field of structured matrices and numerical
algorithmswas systematically presented in a book byHeinig andRost [9]. The nontrivial generalization
to block Toeplitz matrices is the Gohberg–Heinig formula [7]. In [1] the idea of cyclic displacement
structure is used to showthat theupper triangular Toeplitzmatrices in theGohberg–Semencul formula
can be replaced by circulant matrices. One of the main reasons for the lack of fast algorithms for the
multilevel Toeplitz setting has been that theGohberg–Semencul and related formulas (see [9,10,8,14])
for the inverse matrices have only been established in the one level case. The classical one-variable
nonsymmetric Gohberg–Semencul formula [8] is the following.
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Theorem 1. Suppose that the Toeplitz matrix
Tn = (tr−s)nr,s=0
is invertible, and let x0, . . . , xn and y0, . . . , yn be the solutions of the systems
n∑
s=0
tr−sxs = δr0, 0  r  n, (1)
and
n∑
s=0
tr−sys = δrn, 0  r  n. (2)
Suppose also that x0 = 0, and define
xr = yr = 0, r < 0, r > n. (3)
Let An and Bn be the lower triangular Toeplitz matrices
An = (xr−s)nr,s=0, Bn = (yr−s−1)nr,s=0 (4)
and let Cn and Dn be upper triangular Toeplitz matrices
Cn = (yn+r−s)nr,s=0, Dn = (xn+r−s+1)nr,s=0 (5)
Then
T−1n =
1
x0
(AnCn − BnDn). (6)
Gohberg and Semencul actually showed that if (1) and (2) have solutions with x0 = 0, Tn is
invertible, with inverse as in (6). It is clear from (1) and (2) that (x0, . . . , xn)
t and (y0, . . . , yn)
t are
the first and last columns of T−1n . Thus, (6) shows that T−1n is completely specified by its first and last
columns, provided that x0 = 0. It is also now obvious that
yn = x0 = det(Tn−1)
det(Tn)
(7)
Hence, assuming that x0 = 0 is equivalent to assuming that Tn−1 is also invertible.
In this paper we consider operator-valued two-level Toeplitz matrices. A two-level Toeplitz matrix
is a matrix of the form T = (tk−l)k,l∈, where  is a finite subset of N20. For instance, when  ={0, 1} × {0, 1} which we will order lexicographically,
 = {(0, 0), (0, 1), (1, 0), (1, 1)},
we get
T =
⎡
⎢⎢⎢⎢⎢⎣
t0,0 t0,−1 t−1,0 t−1,−1
t0,1 t0,0 t−1,1 t−1,0
t1,0 t1,−1 t0,0 t0,−1
t1,1 t1,0 t0,1 t0,0
⎤
⎥⎥⎥⎥⎥⎦ . (8)
In the scalar case we have that tk ∈ C, while in the operator case we have that tk is a Hilbert
space operator. Recently, a formula for the inverse of a positive definite two-level Toeplitz opera-
tor matrix was presented in [11]. Two-level Toeplitz matrices appear for instance when one solves a
Helmholtz type equation by discretization (see, e.g., [13]). In this paper we will provide a two variable
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generalization of the Gohberg–Semencul formula in the case of a nonsymmetric two-level Toeplitz
matrix. The symbol of the Toeplitz matrix is assumed to be of a special form; in the scalar case
these are symbols of the form f (z1, z2) = 1
P(z1,z2)Q(z1,z2)
, where P(z1, z2) = ∑n1k=0∑n2l=0 Pklz1kz2l
and Q(z1, z2) = ∑n1k=0∑n2l=0 Qklz1kz2l are stable polynomials of two variables, i.e., P(z1, z2),Q(z1, z2)
is invertible for |z1|  1,|z2|  1.
To state ourmain result we first need to introduce some notation. For k = (k1, k2) and z = (z1, z2)
we let zk = zk11 zk22 .When ki is negative, then zi = 0. Ifn = (n1, n2), we letndenote the setn = n1×n2,
whereni = {0, . . . , ni}.Note thatT = (tk−l)k,l∈n is ablockToeplitzmatrixwhereeachof theblocksare
Toeplitz; as for instance in (8). Finally, we denote T = {z ∈ C : |z| = 1} and D = {z ∈ C : |z| < 1}.
Theorem 2. Let
P(z1, z2) =
n1∑
k=0
n2∑
l=0
Pklz1
kz2
l, Q(z1, z2) =
n1∑
k=0
n2∑
l=0
Qklz1
kz2
l,
R(z1, z2) =
n1∑
k=0
n2∑
l=0
Rklz1
kz2
l, S(z1, z2) =
n1∑
k=0
n2∑
l=0
Sklz1
kz2
l,
be stable operator valued polynomials, and suppose that Q(z1, z2)P(z1, z2)
∗ = S(z1, z2)∗R(z1, z2) onT2.
Put
f (z1, z2) = P(z1, z2)∗−1Q(z1, z2)−1
= R(z1, z2)−1S(z1, z2)∗−1
for z1, z2 ∈ T. Put  = n \ {n}, where n = (n1, n2) and write the Fourier coefficients of f (z1, z2) as
f̂ (k, l), (k, l) ∈ Z2. Consider
T = (̂fk1−k2,l1−l2)(k1,l1),(k2,l2)∈.
Define A, A1, B, B1, C1, C˜1, C2, C˜2,D1,D2 as follows:
A = (Pk−l)k,l∈, B = (Sk−l) k∈n+
l∈
, (9)
A1 = (Qk−l)k,l∈, B1 = (Rk−l) k∈n+
l∈
, (10)
(C1)ij =
j1∑
k1=i1−n1
min{i2,j2}∑
k2=0
Qk−iP∗j−k −
j1+n1∑
l1=i1
min{i2+n2,j2+n2}∑
l2=n2
S∗l−iRl−j, (11)
(C˜1)ij =
j1∑
k1=i1−n1
min{i2,j2}∑
k2=0
Pk−iQ∗j−k −
j1+n1∑
l1=i1
min{i2+n2,j2+n2}∑
l2=n2
R∗l−iSl−j, (12)
where i ∈ 1 = {n1 + 1, n1 + 2, . . .} × {0, 1, . . . , n2 − 1}, j ∈ n1 × n2 \ {(n1, n2)},
(C2)ij =
min{i1,j1}∑
k1=0
j2∑
k2=i2−n2
Qk−iP∗j−k −
min{i1+n1,j1+n1}∑
l1=n1
j2+n2∑
l2=i2
S∗l−iRl−j, (13)
(˜C2)ij =
min{i1,j1}∑
k1=0
j2∑
k2=i2−n2
Pk−iQ∗j−k −
min{i1+n1,j1+n1}∑
l1=n1
j2+n2∑
l2=i2
R∗l−iSl−j, (14)
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where i ∈ 2 = {0, 1, . . . , n1 − 1} × {n2 + 1, n2 + 2, . . .} and j ∈ n1 × n2 \ {(n1, n2)},
(D1)k,k˜ =
min{k1,k˜1}∑
l1=max{k1,k˜1}−n1
min{k2,k˜2}∑
l2=0
Qk−lP∗˜k−l
−
min{k1,k˜1}+n1∑
s1=max{k1,k˜1}
min{k2,k˜2}+n2∑
s2=n2
S∗s−kRs−k˜, (15)
where k, k˜ ∈ 1 = {n1 + 1, n1 + 2, . . .} × {0, 1, . . . , n2 − 1}, and
(D2)k,k˜ =
min{k1,k˜1}∑
l1=0
min{k2,k˜2}∑
l2=max{k2,k˜2}−n2
Qk−lP∗˜k−l
−
min{k1,k˜1}+n1∑
s1=n1
min{k2,k˜2}+n2∑
s2=max{k2,k˜2}
S∗s−kRs−k˜ (16)
where k, k˜ ∈ 2 = {0, 1, . . . , n1 − 1} × {n2 + 1, n2 + 2, . . .} and Pk = Rk = Qk = Sk = 0whenever
k ∈ n. If Range(Ci) ⊆ Range(Di) or Range(C˜∗i ) ⊆ Range(D˜∗i ) for i = 1, 2, then
T−1 = A1A∗ − B∗B1 − C˜∗1D(−1)1 C1 − C˜∗2D(−1)2 C2, (17)
where D
(−1)
1 and D
(−1)
2 are generalized inverses of D1 and D2.
Thus to compute T−1, we have reduced it to computing generalized inverses of infinite block
ToeplitzmatricesD1 andD2 that arise from traditional one-level Toeplitzmatrices. Typically, wewould
like to use itwhen P(z1, z2) andQ(z1, z2) are in fact polynomials of degree (k1, k2)where k1  n1 and
k2  n2. In that case, A, A1, B, B1, C1, C˜1, C2, C˜2 are sparse matrices. Let us start illustrating Theorem
2 by giving the following example.
Example 1.1. Let n1 = n2 = 2. Given P(z1, z2) = S(z1, z2) = 2 + 14 z1 + 35 z2 + 12 z1z2 and
Q(z1, z2) = R(z1, z2) = 3 + 23 z1 + 13 z2 + 12 z21 + 14 z22 and  = {0, 1, 2} × {0, 1, 2} \ {(2, 2)}.
In general, C1, C˜1, C2, C˜2,D1,D2 are infinite matrices. The matrices A, A1, B, B1, C1, C˜1, C2, C˜2,D1,D2
are the following:
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2 0 0 0 0 0 0 0
3
5
2 0 0 0 0 0 0
0 3
5
2 0 0 0 0 0
1
4
0 0 2 0 0 0 0
1
2
1
4
0 3
5
2 0 0 0
0 1
2
1
4
0 3
5
2 0 0
0 0 0 1
4
0 0 2 0
0 0 0 1
2
1
4
0 3
5
2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, A1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
3 0 0 0 0 0 0 0
2
3
3 0 0 0 0 0 0
1
2
2
3
3 0 0 0 0 0
1
3
0 0 3 0 0 0 0
0 1
3
0 2
3
3 0 0 0
0 0 1
3
1
2
2
3
3 0 0
1
4
0 0 1
3
0 0 3 0
0 1
4
0 0 1
3
0 2
3
3
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 1
2
1
4
0 3
5
0 0 0 0 0 1
2
0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1
2
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1
4
0 1
3
1
2
0 2
3
0 0 0 0 0 0 0 1
2
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 1
4
0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
C1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0.5 0.15 0 0.7292 0.3250
0 0 0 0 0.5 0 0 0.7292
0 0 0 0 0 0 0.5 0.15
0 0 0 0 0 0 0 0.5
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C˜1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0.75 −0.0833
0 0 0 0 0 0 1.5 0.75
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
C2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1.6333 0 0.1250 0.4167 0 0
0 0 0 0 1 1.6333 0 0
0 0 1 0 0 0.1250 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C˜2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1.8 0 0 0.0750 0 0
0 0 1.5 0 0 1.8 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
D1 is the infinite block Toeplitz matrix D1 = (j−k)∞j,k=0, where
0 =
⎡
⎢⎢⎢⎢⎢⎢⎣
6.0833 1.9667 0.7500 1.5000
1.0333 6.0833 −0.0833 0.7500
0.7292 0.3250 6.0833 1.9667
0 0.7292 1.0333 6.0833
⎤
⎥⎥⎥⎥⎥⎥⎦
, −1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0.7500 1.5000 0 0
−0.0833 0.7500 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0.5000 0.1500 0.7292 0.3250
0 0.5000 0 0.7292
0 0 0.5000 0.1500
0 0 0 0.5000
⎤
⎥⎥⎥⎥⎥⎥⎦
and k = 0, |k| > 1,
and D2 is the infinite block Toeplitz matrix D2 = (j−k)∞j,k=0, where
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0 =
⎡
⎢⎢⎢⎢⎢⎢⎣
6.4000 1.0833 1.8000 1.5000
0.6042 6.4000 0.0750 1.8000
1.6333 0.4167 6.4000 1.0833
0 1.6333 0.6042 6.4000
⎤
⎥⎥⎥⎥⎥⎥⎦
, −1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
1.8000 1.5000 0 0
0.0750 1.8000 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1.0000 0.1250 1.6333 0.4167
0 1.0000 0 1.6333
0 0 1.0000 0.1250
0 0 0 1.0000
⎤
⎥⎥⎥⎥⎥⎥⎦
and k = 0, |k| > 1.
The two-level Toeplitz matrix is
T =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.1773 −0.0494 0.0130 −0.0170 −0.0331 0.0206 0.0002 0.0083
−0.0321 0.1773 −0.0494 0.0094 −0.0170 −0.0331 −0.0014 0.0002
−0.0225 −0.0321 0.1773 0.0007 0.0094 −0.0170 0.0003 −0.0014
−0.0197 0.0088 −0.0034 0.1773 −0.0494 0.0130 −0.0170 −0.0331
0.0057 −0.0197 0.0088 −0.0321 0.1773 −0.0494 0.0094 −0.0170
0.0045 0.0057 −0.0197 −0.0225 −0.0321 0.1773 0.0007 0.0094
−0.0132 0.0033 −0.0007 −0.0197 0.0088 −0.0034 0.1773 −0.0494
0.0044 −0.0132 0.0033 0.0057 −0.0197 0.0088 −0.0321 0.1773
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The paper is organized as follows. In Section 2, we prove the main result. In Section 3, we propose
an algorithm to solve Tx = ywith T a two-level Toeplitz matrix, and present some numerical results.
2. Proof of the main result
Before we prove Theorem 2, we need to introduce some notation. Let H be a Hilbert space and let
B(H) denote the Banach space of bounded linear operators onH. We let L∞ = L∞(T2; B(H)) denote
the Lebesgue space of essentially bounded B(H)-valued measurable functions onT2, and we let L2 =
L2(T
2;H) and H2 = H2(T2;H) denote the Lebesgue and Hardy space of square integrable H-valued
functions on T2, respectively. As usual we view H2 as a subspace of L2. For L(z) = ∑i∈Z2 Lizi ∈ L∞
we will consider its multiplication operatorML : L2 → L2 given by
(ML(f ))(z) = L(z)f (z).
The Toeplitz operator TL : H2 → H2 is defined as the compression ofML to H2. For  ⊂ Z2 we let
S denote the subspace {F ∈ L2 : F(z) = ∑k∈ Fkzk} of L2 consisting of those functions with Fourier
support in. In addition,we let denote the orthogonal projection onto S. So, for instance,N20
is
the orthogonal projection onto H2 and TL = N20ML∗N20 . We also need the following Theorem from
[4] and some auxiliary results from [16] before we give the proof of Theorem 2.
Theorem 3 [4]. Let C and D be bounded operators on the Hilbert space H. Then the following statements
are equivalent:
(1) Range(C) ⊂ Range(D).
(2) CC∗  λ2DD∗ for some λ  0.
(3) There exists a bounded operator F onH so that DF = C.
Moreover, if (1), (2) and (3) are valid, then there exits a unique operator F so that
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(a) ‖ F ‖2 = inf {μ|CC∗  μDD∗},
(b) Ker C = Ker F,
(c) Range(F) ⊂ Range(D∗).
Lemma 4. Assume that the operator matrix (Aij)
2
i,j=1 : H1 ⊕ H2 → H1 ⊕ H2 and the operator A22 are
invertible. Then S = A11 − A12A−122 A21 is invertible and
⎡
⎣A11 A12
A21 A22
⎤
⎦
−1
=
⎡
⎣S−1 ∗
∗ ∗
⎤
⎦ . (18)
Proof. Follows directly from the factorization
⎡
⎣A11 − A12A−122 A21 0
0 A22
⎤
⎦ =
⎡
⎣ I −A12A−122
0 I
⎤
⎦
⎡
⎣A11 A12
A21 A22
⎤
⎦
⎡
⎣ I 0
−A−122 A21 I
⎤
⎦ .  (19)
Lemma 5. Let lower/upper and upper/lower factorization of the inverse of a block matrix be given, as
follows:
⎡
⎣B11 B12
B21 B22
⎤
⎦
−1
=
⎡
⎣P11 0
P21 P22
⎤
⎦
⎡
⎣Q11 Q12
0 Q22
⎤
⎦ (20)
=
⎡
⎣R11 R12
0 R22
⎤
⎦
⎡
⎣T11 0
T21 T22
⎤
⎦ , (21)
and suppose that R22 and T22 are invertible. Then
B
−1
11 = P11Q11 − R12T21. (22)
Proof. Apply Lemma 4 with A11 = P11Q11,A12 = R12T22,A21 = R22T21,A22 = R22T22 to equality
⎡
⎣B11 B12
B21 B22
⎤
⎦
−1
=
⎡
⎣P11Q11 R12T22
R22T21 R22T22
⎤
⎦ . 
Now we give the proof of Theorem 2.
Proof. Clearly we have that Mf−1 = MQMP∗ = MS∗MR. With respect to the decomposition L2 =
H2
⊥ ⊕ H2 we get that
Mf =
⎡
⎣∗ ∗
∗ Tf
⎤
⎦ , MQ =
⎡
⎣∗ 0
∗ TQ
⎤
⎦ , MP∗ =
⎡
⎣∗ ∗
0 TP∗
⎤
⎦, (23)
MS∗ =
⎡
⎣∗ ∗
0 TS∗
⎤
⎦ , MR =
⎡
⎣∗ 0
∗ TR
⎤
⎦, (24)
where we used that MP±1[H2] ⊂ H2, MQ±1 [H2] ⊂ H2, MS±1 [H2] ⊂ H2 and MR±1[H2] ⊂ H2 which
follows as P±1, Q±1, S±1 and R±1 are analytic in D2. It now follows that T(f ) = (TP)∗−1(TQ )−1 and
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thus
(Tf )
−1 = TQTP∗ . (25)
Next,decomposeH2 = S⊕S⊕Sn+N20 ,where = n1×n2\{(n1, n2)}and = N20\( ∪ (n + N20)),
and write TP ,TQ ,TS and TR with respect to this decomposition:
TP =
⎡
⎢⎢⎢⎣
P11
P21 P22
P31 P32 P33
⎤
⎥⎥⎥⎦ , TQ =
⎡
⎢⎢⎢⎣
Q11
Q21 Q22
Q31 Q32 Q33
⎤
⎥⎥⎥⎦. (26)
TS =
⎡
⎢⎢⎢⎣
S11
S21 S22
S31 S32 S33
⎤
⎥⎥⎥⎦ , TR =
⎡
⎢⎢⎢⎣
R11
R21 R22
R31 R32 R33
⎤
⎥⎥⎥⎦. (27)
As the Fourier support of P,Q ,S and R lies in n, and as Q(z)P(z)∗ = S(z)∗R(z) on T2, it is not hard to
show that
TQTP∗
∗
n+N20 = TS∗TR
∗
n+N20 , (28)
and
n+N20TQTP∗ = n+N20TS∗TR, (29)
To show (29), we let g(z) ∈ H2, i.e., g(z) = ∑i∈N20 gizi and P∗(z) =
∑
j∈n P∗−jz−j . Then
n+N20TQTP∗g(z) = n+N20 [Q(z)N20P∗(z)g(z)].
and also using Q(z)P(z)∗ = S(z)∗R(z), we get
n+N20TS∗TRg(z) = n+N20 [Q(z)P∗(z)g(z)].
Notice it suffices to show that,
n+N20 [Q(z)(P∗(z)g(z) − N20(P∗(z)g(z)))] = 0. (30)
Note that P∗(z)g(z) − N20(P∗(z)g(z)) has support in {−n1, . . . ,−1} × {−n2,−n2 + 1, . . .} ∪{−n1,−n1+1, . . .}×{−n2, . . . ,−1}andQ has support inn. ThenQ(z)(P∗(z)g(z)−N20(P∗(z)g(z)))
must have support in {−n1, . . . ,−1 + n1} × {−n2,−n2 + 1, . . .} ∪ {−n1,−n2 + 1, . . .} × {−n2,
. . . ,−1 + n2}. This proves that (29) holds. It yields from (28) that
Q31P
∗
31 + Q32P∗32 + Q33P∗33 = S∗33R33, Q21P∗31 + Q22P∗32 = S∗32R33, Q11P∗31 = S∗31R11,
and from (29) that
Q31P
∗
11 = S∗33R31, Q31P∗21 + Q32P∗22 = S∗33R32, Q31P∗31 + Q32P∗32 + Q33P∗33 = S∗33R33.
We can factor TQTP∗ =
⎡
⎢⎢⎢⎣
Q11
Q21 Q22
Q31 Q32 Q33
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
P∗11 P∗21 P∗31
P∗22 P∗32
P∗33
⎤
⎥⎥⎥⎦ as
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⎡
⎢⎢⎢⎣
Q11
Q21 Q22
Q31 Q32 Q33
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
P∗11 P∗21 P∗31
P∗22 P∗32
P∗33
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
S˜ S∗31
S∗32
0 0 S∗33
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
R˜ 0
0
R31 R32 R33
⎤
⎥⎥⎥⎦, (31)
for some S˜ and R˜, where
S˜R˜ =
⎡
⎣Q11 0
Q21 Q22
⎤
⎦
⎡
⎣P∗11 P∗21
0 P∗22
⎤
⎦−
⎡
⎣S∗31
S∗32
⎤
⎦ [R31 R32
]
(32)
=
⎡
⎣Q11P∗11 − S∗31R31 Q11P∗21 − S∗31R32
Q21P
∗
11 − S∗32R31 Q21P∗21 + Q22P∗22 − S∗32R32
⎤
⎦ .
Welet
[
C˜1 C˜2
]
= Q11P∗21−S∗31R32 ,
⎡
⎣C1
C2
⎤
⎦ = Q21P∗11−S∗32R31 ,
⎡
⎣D1 E
E∗ D2
⎤
⎦ = Q21P∗21+Q22P∗22−S∗32R32,
and L = Q11P∗11−S∗31R31 whereCi = i(Q21P∗11−S∗32R31) and C˜i = (Q11P∗21−S∗31R32)∗i for i = 1, 2.
Next, introduce
⎡
⎣D1 E
E∗ D2
⎤
⎦ = Q21P∗21 + Q22P∗22 − S∗32R32, where Di = i(Q21P∗21 + Q22P∗22 −
S∗32R32)i , i = 1, 2 , and E = 1(Q21P∗21 + Q22P∗22 − S∗32R32)2 . We first show that E = 0. Let
i ∈ 1 = {n1 + 1, . . .} × {0, . . . , n2 − 1}, j ∈ 2 = {0, . . . , n1 − 1} × {n2 + 1, . . .}. Note that
(Q21P
∗
21 + Q22P∗22)ij =
∑
k∈∪
i−k∈n
j−k∈n
Qi−kP∗j−k. (33)
As k ∈ (i − n) ∩ (j − n) ∩ ( ∪ ) is equivalent to i1 − n1  k1  j1 and j2 − n2  k2  i2, we
obtain
(Q21P
∗
21 + Q22P∗22)ij =
j1∑
k1=i1−n1
i2∑
k2=j2−n2
Qi−kP∗j−k.
Next,
(S∗32R32)ij =
∑
l∈n+N20
l−i∈n
l−j∈n
S∗i−kRj−k. (34)
As l ∈ (j+ n)∩ (i+ n)∩ (n+N20) is equivalent to i1  l1  j1 + n1 and j2  l2  i2 + n2, we obtain
(S∗32R32)ij =
j1+n1∑
l1=i1
i2+n2∑
l2=j2
S∗l−iRl−j.
Finally, we need to show that (Q21P
∗
21 + Q22P∗22)ij = (S∗32R32)ij. It is clear that if i1 − n1 > j1 or
j2 − n2 > i2 then equality holds as both sides equal 0. Now let us consider the case when i1 − n1  j1
and j2−n2  i2. Let i = (n1+r, s) ∈ 1 and j = (r˜, n2+ s˜) ∈ 2 where r, s˜  1, s ∈ {0, . . . , n2−1}
and r˜ ∈ {0, . . . , n1 − 1}. Using the fact that Q(z)∗P(z) = S(z)∗R(z) we have
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r˜∑
k1=r
s∑
k2=s˜
Qn1+r−k1,s−k2P∗˜r−k1,n2+s˜−k2
=
r˜∑
k1=r
s∑
k2=s˜
S∗˜r−k1,n2+s˜−k2Rn1+r−k1,s−k2 . (35)
Substituting r = i1 − n1, r˜ = j1, s˜ = j2 − n2 and s = i2 into (35) we obtain
j1∑
k1=i1−n1
i2∑
k2=j2−n2
Qi1−k1,i2−k2P∗j1−k1,j2−k2
=
j1∑
k1=i1−n1
i2∑
k2=j2−n2
S∗j1−k1,j2−k2Ri1−k1,i2−k2 . (36)
Replacing k1 + n1 by l1 and k2 + n2 by l2 in the right hand of (36) we obtain
j1+n1∑
l1=i1
i2+n2∑
l2=j2
S∗j1−l1+n1,j2−l2+n2Ri1−l1+n1,i2−l2+n2 . (37)
Replacing j1 + i1 − l1 + n1 by l˜1 and j2 − l2 + n2 + i2 by l˜2 in (37) we obtain
j1+n1∑
l˜1=i1
i2+n2∑
l˜2=j2
S∗˜
l1−i1,l˜2−i2Rl˜1−j1,l˜2−j2 . (38)
Thus (36) and (37), yield that
j1∑
k1=i1−n1
i2∑
k2=j2−n2
Qi−kP∗j−k =
j1+n1∑
l˜1=i1
i2+n2∑
l˜2=j2
S∗˜
l−iRl˜−j.
This proves that E = 0.
We will start only proving (11). The proofs of (12), (13) and (14) are similar. To prove (11), let
i ∈ 1 = {n1 + 1, n1 + 2, . . .} × {0, 1, . . . , n2 − 1}, j ∈ . Since Qk = Pk = Sk = Rk = 0 when
k ∈ n = n1 × n2, we get from C1 = 1(Q21P∗11 − S∗32R31) that
(C1)ij =
∑
k∈
i−k∈n1×n2
j−k∈n1×n2
Qi−kP∗j−k −
∑
l∈n+N20
l−i∈n1×n2
l−j∈n1×n2
S∗l−iRl−j.
Note that i − k ∈ n1 × n2 and j − k ∈ n1 × n2 imply 0  i1 − k1  n1 , 0  j1 − k1  n1,
0  i2 − k2  n2 and 0  j2 − k2  n2. Combining these inequalities we get i1 − n1  k1  j1 and
0  k2  min{i2, j2}. Similarly, since l − i ∈ n1 × n2 and l − j ∈ n1 × n2 we get i1  l1  j1 + n1
and n2  l2  min{i2 + n2, j2 + n2}. Thus the i, j’th entry of C1 equals
(C1)ij =
j1∑
k1=i1−n1
min{i2,j2}∑
k2=0
Qi−kP∗j−k −
j1+n1∑
l1=i1
min{i2+n2,j2+n2}∑
l2=n2
S∗l−iRl−j.
This proves (11).
Now let us prove (15). The proof of (16) is similar and will be omitted. Let k, k˜ ∈ 1. Since Qk =
Pk = Sk = Rk = 0 when k ∈ n = n1 × n2, we get from D1 = 1(Q21P∗21 + Q22P∗22 − S∗32R32)1
that
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(D1)k,k˜ =
∑
l∈∪1
k−l∈n1×n2
k˜−l∈n1×n2
Qk−lP∗˜k−l −
∑
s∈n+N20
s−k∈n1×n2
s−k˜∈n1×n2
S∗s−kRs−k˜.
Note that k−l ∈ n1×n2 and k˜−l ∈ n1×n2 implies k1−n1  l1  k1 , k˜1−n1  l1  k˜1, 0  l2  k2
and 0  l2  k˜2. Combining these inequalities we get max{k1, k˜1} − n1  l1  min{k1, k˜1} and
0  l2  min{k2, k˜2}. Similarly, s− k ∈ n1 × n2 and s− k˜ ∈ n1 × n2 implies that k1  s1  k1 + n1,
k˜1  s1  k˜1+n1, n2  s2  k2+n2 and n2  s2  k˜2+n2. Thus k, k˜’th entry ofD1 is given by (15).
If Range(Ci) ⊂ Range(Di) for i = 1, 2 then there exits bounded operators Fi such that Ci = DiFi by
Theorem 3. Thus we can factorize S˜R˜ as
⎡
⎢⎢⎢⎣
L C˜1 C˜2
C1 D1 0
C2 0 D2
⎤
⎥⎥⎥⎦=
⎡
⎢⎢⎢⎣
I C˜1 C˜2
0 D1 0
0 0 D2
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
L − C˜1F1 − C˜2F2 0 0
F1 I 0
F2 0 I
⎤
⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
I F˜1 F˜2
0 I 0
0 0 I
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
L − F˜1C1 − F˜2C2 0 0
C1 D1 0
C2 0 D2
⎤
⎥⎥⎥⎦
with S˜ =
⎡
⎢⎢⎢⎣
I C˜1 C˜2
0 D1 0
0 0 D2
⎤
⎥⎥⎥⎦ and R˜ =
⎡
⎢⎢⎢⎣
L − C˜1F1 − C˜2F2 0 0
F1 I 0
F2 0 I
⎤
⎥⎥⎥⎦ .
Thus the factorization (31) becomes
(Tf )
−1 =
⎡
⎢⎢⎢⎣
Q11
Q21 Q22
Q31 Q32 Q33
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
P∗11 P∗21 P∗31
P∗22 P∗32
P∗33
⎤
⎥⎥⎥⎦ (39)
=
⎡
⎢⎢⎢⎢⎢⎢⎣
I
(
C˜1 C˜2
)
S∗31
0
⎛
⎝D1 0
0 D2
⎞
⎠ S∗32
0 0 S∗33
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
L − C˜1F1 − C˜2F2 0 0⎛
⎝F1
F2
⎞
⎠
⎛
⎝ I 0
0 I
⎞
⎠ 0
R31 R32 R33
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Applying lemma 5 to the factorization (39), yields that
T−1 = Q11P∗11 − S∗31R31 −
[
C˜∗1 C˜∗2
] ⎡⎣F1
F2
⎤
⎦
= Q11P∗11 − S∗31R31 − C˜∗1 F1 − C˜∗1 F2.
Now letting A1 = Q11, A = P11, B = S31 and B1 = R31 , we conclude that
T−1 = A1A∗ − B∗B1 − C˜∗1D(−1)1 C1 − C˜∗2D(−1)2 C2.
The case when Range(C˜∗i ) ⊆ Range(D˜∗i ) is similar. 
In the next section we propose an algorithm to solve Tx = y with T a two-level Toeplitz matrix,
and present some numerical results.
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3. A two-level Toeplitz solver
We would like to explore the potential use of the main result for an equation solver where the
matrix is two-level Toeplitz. That is, we consider the equation
Tx = y.
The idea we are pursuing is the following: Use Theorem 2 to construct the matrix,
M = A1A∗ − B∗B1,
whereA, A1, B, B1 are defined in (9) and (10). ThematrixM is easy to construct oncewehave identified
the polynomials P,Q , R and S, and by Eq. (17) thematrixMmaybe a good approximation of T−1. In the
following examplewe compare the condition numbers of T andMT , andwe also compute ‖ I−MT ‖ .
Example 3.1. Let p(z1, z2) = 2 + 12 z1 − 23 z2 + 14 z21 + 14 z22 + 16 z1z2 − 15 z1z22 and q(z1, z2) = 3 −
1
4
z1 − 37 z2 + 13 z1z2 + 15 z21z2 be stable polynomials. We obtained following results (see Table 1):
Table 1
n1 n2 Size(T) cond(T) cond(MT) ‖ I − MT ‖
4 4 25 × 25 7.1751 1.2320 0.0953
8 8 81 × 81 8.2306 1.2665 0.1025
16 16 289 × 289 8.4401 1.2689 0.1059
32 32 1089 × 1089 8.4461 1.2689 0.1072
48 48 2401 × 2401 8.4461 1.2688 0.1075
OnceM is chosen, onemaysolve theequationTx = yusing theclassical iterationprocess introduced
by Wittmeyer [15]:
xi+1 = xi − M(Txi − y),
where i ∈ N and x0 is an initial guess. Note that the iteration requires the multiplication of T with
a vector and M with a vector. As T is a two-level Toeplitz, and M is a combination of four two-level
Toeplitz matrices, these matrix vector multiplications can be established in O(NlogN) time, where
N = (n1 + 1)(n2 + 1); see [2]. Performing this idea on the above example with randomly chosen x,
we get the following results (see Table 2).
Table 2
n1 n2 Size(T) iterations Error
4 4 25 × 25 7 3.6552e − 008
8 8 81 × 81 8 1.9847e − 008
16 16 289 × 289 8 2.2057e − 008
32 32 1089 × 1089 8 5.7475e − 008
48 48 2401 × 2401 8 4.2178e − 008
In general, though, one is not given the polynomials P,Q , R and S, in advance. In such a situation,
one first needs to find a reasonable guess for these polynomials. In the case that P = Q and R = S
(the positive definite case), we outlined a procedure in [11]. This procedure does not easily generalize
here, as it involves taking the logarithm of a positive symbol. As an ad hoc method, we tried using just
the embedded one level Toeplitz matrices. The embedded one level Toeplitz matrices can be found as
follows: Consider a two-level Toeplitzmatrix of sizen = (n1+1)(n2+1)×(n1+1)(n2+1)of the form
Tn =
⎡
⎢⎢⎢⎢⎢⎢⎣
T0 T−1 . . . T−n1
T1 T0
. . .
...
...
. . .
. . . T−1
Tn1 . . . T1 T0
⎤
⎥⎥⎥⎥⎥⎥⎦
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Then we can find one level Toeplitz matrices embedded in Tn by letting i = 0, j ∈ {0, . . . , n2} and
j = 0, i ∈ {0, . . . , n1}. For instance, in the case when n1 = n2 = 2, the two-level Toeplitz matrix of
9 × 9 will be in the form:
T9 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
t0,0 t0,−1 t0,−2 t−1,0 t−1,−1 t−1,−2 t−2,0 t−2,−1 t−2,−2
t0,1 t0,0 t0,−1 t−1,1 t−1,0 t−1,−1 t−2,1 t−2,0 t−2,−1
t0,2 t0,1 t0,0 t−1,2 t−1,1 t−1,0 t−2,2 t−2,1 t−2,0
t1,0 t1,−1 t1,−2 t0,0 t0,−1 t0,−2 t−1,0 t−1,−1 t−1,−2
t1,1 t1,0 t1,−1 t0,1 t0,0 t0,−1 t−1,1 t−1,0 t−1,−1
t1,2 t1,1 t1,0 t0,2 t0,1 t0,0 t−1,2 t−1,1 t−1,0
t2,0 t2,−1 t2,−2 t1,0 t1,−1 t1,−2 t0,0 t0,−1 t0,−2
t2,1 t2,0 t2,−1 t1,1 t1,0 t1,−1 t0,1 t0,0 t0,−1
t2,2 t2,1 t2,0 t1,2 t1,1 t1,0 t0,2 t0,1 t0,0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
When i = 0 and j ∈ {0, 1, 2}, one level Toeplitz matrix is the first 3 × 3 block of T9 :
T0 =
⎡
⎢⎢⎢⎢⎢⎣
t0,0 t0,−1 t0,−2
t0,1 t0,0 t0,−1
t1,0 t1,−1 t1,−2
⎤
⎥⎥⎥⎥⎥⎦ (40)
and when j = 0 and i ∈ {0, 1, 2}, then one level Toeplitz matrix of size 3 × 3 is
T˜0 =
⎡
⎢⎢⎢⎢⎢⎣
t0,0 t−1,0 t−2,0
t1,0 t0,0 t−1,0
t2,0 t1,0 t0,0
⎤
⎥⎥⎥⎥⎥⎦ . (41)
Once T0 and T˜0 are found, then the stable polynomials P(z) = ∑nk=0 pkzk and Q(z) = ∑nk=0 qkzk
(which are unique when we require p0, q0 > 0) may be found via the Yule–Walker equation (this
result was later generalized to the matrix-valued case in [3,5] and in the operator-valued case in [6].),⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
t0 t−1 . . . t−n
t1 t0
. . .
...
...
. . .
. . . t−1
tn . . . t1 t0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
p0
p1
...
pn
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1
p0
0
...
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
t0 t−1 . . . t−n
t1 t0
. . .
...
...
. . .
. . . t−1
tn . . . t1 t0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
qn
qn−1
...
q0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0
0
...
1
q0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (42)
After P and Q are found, then A, B can be built from coefficients of P and A1, B1 can be built from
coefficients of Q as in Theorem 2.
Let us illustrate this method in the following example.
Example 3.2. Let n1 = n2 = 2. Given f (z1, z2) = f0,0 + f−1,0z1 +
f0,−1
z2
+ f−1,−1
z1z2
+ f1,0z1 + f0,1z2 where
f0,0 = 92 , f−1,0 = 12 , f0,−1 = 25 , f−1,−1 = − 38 , f1,0 = −1, f0,1 = −1 and  = {0, 1, 2} × {0, 1, 2} \
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{(2, 2)}. In this case the two-level Toeplitz matrix is
T =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
9
2
2
5
0 1
2
− 3
8
0 0 0 0
−1 9
2
2
5
0 1
2
− 3
8
0 0 0
0 −1 9
2
0 0 1
2
0 0 0
−1 0 0 9
2
2
5
0 1
2
− 3
8
0
0 −1 0 −1 9
2
2
5
0 1
2
− 3
8
0 0 −1 0 −1 9
2
0 0 1
2
0 0 0 −1 0 0 9
2
2
5
0
0 0 0 0 −1 0 −1 9
2
2
5
0 0 0 0 0 −1 0 −1 9
2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and the one-level Toeplitz matrices obtained by letting i = 0, j ∈ {0, 1, 2} and j = 0, i ∈ {0, 1, 2} are
the following:
T0 =
⎡
⎢⎢⎢⎣
9
2
2
5
0
−1 9
2
2
5
0 −1 9
2
⎤
⎥⎥⎥⎦ , T˜0 =
⎡
⎢⎢⎢⎣
9
2
1
2
0
−1 9
2
1
2
0 −1 9
2
⎤
⎥⎥⎥⎦ .
Applying (43) to both T0 and T˜0, we get that
⎡
⎢⎢⎢⎣
9
2
2
5
0
−1 9
2
2
5
0 −1 9
2
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
p0
p1
p2
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
1
p0
0
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
9
2
2
5
0
−1 9
2
2
5
0 −1 9
2
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
q2
q1
q0
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
0
0
1
q0
⎤
⎥⎥⎥⎦ , (43)
⎡
⎢⎢⎢⎣
9
2
1
2
0
−1 9
2
1
2
0 −1 9
2
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
p˜0
p˜1
p˜2
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
1
p˜0
0
0
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
9
2
1
2
0
−1 9
2
1
2
0 −1 9
2
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
q˜2
q˜1
q˜0
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
0
0
1
q˜0
⎤
⎥⎥⎥⎦ . (44)
Solving (43) and (44) , we then approximate the coefficients of the polynomials P(z1, z2) andQ(z1, z2).
Using these approximated coefficients, we can built A, B, A1, B1 as it is stated in Theorem 2.
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.0000 0 0 0 0 0 0 0 0
0.2179 1.0000 0 0 0 0 0 0 0
0.0484 0.2179 1.0000 0 0 0 0 0 0
0.2278 0 0 1.0000 0 0 0 0 0
0 0.2278 0 0.2179 1.0000 0 0 0 0
0 0 0.2278 0.0484 0.2179 1.0000 0 0 0
0.0506 0 0 0.2278 0 0 1.0000 0 0
0 0.0506 0 0 0.2278 0 0.2179 1.0000 0
0 0 0.0506 0 0 0.2278 0.0484 0.2179 1.0000
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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A1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.2280 0 0 0 0 0 0 0 0
−0.0190 0.2280 0 0 0 0 0 0 0
0.0017 −0.0190 0.2280 0 0 0 0 0 0
0.0260 0 0 0.2280 0 0 0 0 0
0 0.0260 0 −0.0190 0.2280 0 0 0 0
0 0 0.0260 0.0017 −0.0190 0.2280 0 0 0
0.0029 0 0 0.0260 0 0 0.2280 0 0
0 0.0029 0 0 0.0260 0 −0.0190 0.2280 0
0 0 0.0029 0 0 0.0260 0.0017 −0.0190 0.2280
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0.0506 0 0 0.2278 0.0484 0.2179 0
0 0 0 0 0 0 0 0.0484 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
B1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0.0029 0 0 0.0260 0.0017 −0.0190 0
0 0 0 0 0 0 0 0.0017 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Applying this approximation we obtain the following results (see Table 3):
Table 3
n1 n2 Size(T) cond(T) cond(MT) ‖ I − MT ‖ iterations Error
4 4 25 × 25 3.7428 1.5745 0.7407 40 6.1208e − 007
8 8 81 × 81 3.8640 1.6105 0.8076 59 6.4034e − 007
16 16 289 × 289 3.8714 1.6448 0.8344 72 6.5109e − 007
32 32 1089 × 1089 4.2433 1.6593 0.8409 80 6.4963e − 007
48 48 2401 × 2401 4.2277 1.6625 0.8410 85 6.3545e − 007
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Another example using the same procedure is the following:
Example 3.3. f (z1, z2) = 3− 12z21z22 +
2
3z21z2
+ 1
2z1z2
− 3
5z2
− z1
10z2
+ 2
7
z1z2 − 12 z2 + 12 z21z2 − 12 z21z22.We
have that f is nonsingular on T2. In building A, A1, B, B1 we only use finite approximated coefficients
with index k ∈ K˜ = {0, . . . , 4} × {0, . . . , 4}. The results are as follows (see Table 4).
Table 4
n1 n2 Size(T) cond(T) cond(MT) ‖ I − MT ‖ iterations Error
4 4 25 × 25 10.2319 3.2879 0.6183 25 7.4425e − 007
8 8 81 × 81 17.5230 4.6245 0.7829 45 1.9925e − 006
16 16 289 × 289 24.2319 5.7104 0.8690 82 2.7044e − 006
32 32 1089 × 1089 26.4316 6.7505 0.9017 104 3.2790e − 006
48 48 2401 × 2401 28.2720 7.1009 0.9088 128 3.4805e − 006
It should be noted, however, that when the cross terms (corresponding to z1z2,
z1
z2
, etc.) are larger,
this procedure starts to break down. It is our experience, though, that in cases with certain cross terms
the procedure has the potential to work well. Note that, for instance, in the five points discretization
of the Helmholtz equation (see, e.g., [13]), these cross terms do not appear, so that this procedure may
be useful there. Further investigation would be needed to analyze convergence in more detail.
Finally, to further explore the effect in the condition number we generated random stable polyno-
mials P and Q based on Theorem 2 in [12] which states that any stable polynomial p(z1, z2) is of the
form
p(z1, z2) = p(0, 0)det
⎡
⎣In1+n2 − D
⎛
⎝z1In1 0
0 z2In2
⎞
⎠
⎤
⎦ ,
whereD is a strict contraction, i.e.,‖ D ‖< 1.Using randomlygenerated4×4contractionDnormalized
to have norm 0.95, we produced stable polynomials p and q of degree (2, 2), and built 2401 × 2401
two level Toeplitz matrices. We obtain the following result (see Table 5):
Table 5
cond(T) cond(MT)
327.1 6.5
77.4 2.7
144.5 6.3
571.3 5.6
145.4 4.3
435.0 9.1
408.2 13.2
320.04 6.7
126.01 11.6
276.5 8.8
An analysis of how cond(MT) compares to cond(T), perhaps involving ‖ D ‖, may be pursued in a
future publication.
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