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1. Introduction
The theory of elastic plates with transverse shear deformation is a refinement of Kirchhoff’s model in that it offers
more details about the process of bending and flexural oscillations. Before any numerical computation is performed to
find approximate solutions, it is imperative that the boundary value problems within the framework of this theory are
examined for well-posedness. As is well known, one of the components of this type of analysis is the study of the uniqueness
of solutions to the mathematical model. For the interior and exterior Dirichlet and Neumann boundary value problems
describing stationary oscillations of plates, the question of uniqueness was answered in [1,2]. In what follows, we extend
the investigation to the Robin problems, where we find that the properties of the matrix connecting the displacements and
the moments and shear force on the boundary play a crucial role in deciding whether the model has at most one solution or
may have multiple solutions.
Throughout the paper, Greek and Latin subscripts and superscripts take the values 1, 2 and1, 2, 3, respectively, summation
over repeated indices is understood, a generic point in R2 is written as x = (x1, x2), and, for any matrix H , we denote by H(i)
its columns and by HT its transposed.
Let S+ ⊂ R2 be a finite region bounded by a simple, closed C2-curve ∂S, and let S− = R2\S¯+.We consider a homogeneous
and isotropic elastic plate of density ρ and Lamé constantsλ andµwhich occupies the region S×[−h0/2, h0/2] inR3, where
S denotes either S+ or S− and h0 is the (constant) thickness of the plate.We assume that λ+µ > 0 andµ > 0, to ensure that
the relevant systems of partial differential equations are elliptic. These inequalities are in agreement with the restrictions
(based on physical considerations) on λ and µ in classical elasticity.
The equilibrium bending of thin elastic plates with transverse shear deformation proposed in [3] is described by the
system
A(∂x)u(x) = 0, (1)
∗ Corresponding author.
E-mail address: christian-constanda@utulsa.edu (C. Constanda).
0893-9659/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2010.11.017
578 G.R. Thomson, C. Constanda / Applied Mathematics Letters 24 (2011) 577–581
where u = (u1, u2, u3)T characterizes the displacements and A(∂x) = A(∂1, ∂2) is the matrix partial differential operatorh2µ∆+ h2(λ+ µ)∂21 − µ h2(λ+ µ)∂1∂2 −µ∂1h2(λ+ µ)∂1∂2 h2µ∆+ h2(λ+ µ)∂22 − µ −µ∂2
µ∂1 µ∂2 µ∆
 ,
with h2 = h20/12 and∆ = ∂21 + ∂22 .
The stationary oscillations of frequency ω of the plate are governed by the system of equations [4]
Aω(∂x)u(x) = A(∂x)u(x)+ ω2Bu(x) = 0, (2)
where
B = diag{ρh2, ρh2, ρ}. (3)
The boundary moment–force operator T (∂x) = T (∂1, ∂2), which features in our analysis, is defined by (see [3,4])h2(λ+ 2µ)ν1∂1 + h2µν2∂2 h2µν2∂1 + h2λν1∂2 0h2λν2∂1 + h2µν1∂2 h2µν1∂1 + h2(λ+ 2µ)ν2∂2 0
µν1 µν2 µνα∂α
 ,
where ν = (ν1, ν2)T is the unit outward normal to ∂S.
As shown in [3], any functions u, v ∈ C2(S+) ∩ C1(S¯+) satisfy the Betti formula∫
S+
(vTAu+ 2E(u, v))da =
∫
∂S
vTTu ds, (4)
where
E(u, v) = 1
2
{h2[λuα,αvβ,β + µuα,β(vα,β + vβ,α)] + µ(uα + u3,α)(vα + v3,α)}
is the internal energy density, and the reciprocity relation∫
S+
(vTAu− uTAv)da =
∫
∂S
(vTTu− uTTv)ds. (5)
From (2) and (5) we immediately obtain the reciprocity relation for stationary plate oscillations, namely∫
S+
(vTAωu− uTAωv)da =
∫
∂S
(vTTu− uTTv)ds. (6)
2. The interior Robin problem
Let F be a (3 × 1)-vector function defined on ∂S, and let σ ∈ C1,α(∂S), α ∈ (0, 1), be a symmetric (3 × 3)-matrix
function. The interior Robin problem is formulated as follows:
(Rω+) Find a (3× 1)-vector function u ∈ C2(S+) ∩ C1(S¯+) satisfying (2) in S+ and (Tu+ σu)|∂S = F .
Such a function u is called a regular solution. The corresponding homogeneous boundary value problem is denoted by
(Rω+0 ).
The best tool for investigating the uniqueness of the solution of (Rω+) is the Green’s tensor. For the interior Dirichlet and
Neumann problems, the corresponding matrix functions G1(x, y) and G2(x, y)were constructed in [2].
Theorem 1. If Re(σ ) is positive definite and Im(σ ) = 0, then there exists a (3× 3)-matrix G3(x, y) such that
A(∂x)G3(x, y) = 0, x, y ∈ S+, x ≠ y, (7)
T (∂x)G3(x, y)+ σ(x)G3(x, y) = 0, x ∈ ∂S, y ∈ S+, (8)
G3(x, y) = [G3(y, x)]T . (9)
Proof. We seek G3(x, y) of the form
G3(x, y) = D(x, y)− s(x, y), (10)
where D(x, y) is the matrix of fundamental solutions for the operator A(∂x) constructed in [3] and each column of s(x, y) is
a regular solution of (1) in S+. Therefore, we must solve the boundary value problems
A(∂x)s(i)(x, y) = 0, x, y ∈ S+,
T (∂x)s(i)(x, y)+ σ(x)s(i)(x, y) = T (∂x)D(i)(x, y)+ σ(x)D(i)(x, y),
x ∈ ∂S, y ∈ S+.
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These are interior Robin problems for system (1), with a real, positive definite matrix σ , and, therefore, uniquely solvable
(see [5,6]). Hence, in view of (10), the existence of a matrix G3(x, y) satisfying (7) and (8) is guaranteed.
To prove that thismatrix also satisfies (9), we use (5)with u = G(i)3 (z, x) and v = G(j)3 (z, y). Taking the boundary condition
(8) into account, we find that∫
S+
{[G(i)3 (z, x)]TA(∂z)G(j)3 (z, y)− [G(j)3 (z, y)]TA(∂z)G(i)3 (z, x)}da(z)
=
∫
∂S
{[G(j)3 (z, y)]Tσ(z)G(i)3 (z, x)− [G(i)3 (z, x)]Tσ(z)G(j)3 (z, y)}ds(z).
It is easily seen that, owing to the symmetry of σ , the integrand on the right-hand side is zero. Also, by (10) and the fact
that [3]
A(∂x)D(x, y) = −δ(|x− y|)E3,
where E3 is the identity (3× 3)-matrix and δ is the Dirac delta distribution,∫
S+
[G3(z, x)]jiδ(|z − y|)da(z) =
∫
S+
[G3(z, y)]ijδ(|z − x|)da(z);
so, [G3(y, x)]ji = [G3(x, y)]ij, which confirms (9). 
Theorem 2. If u ∈ C2(S+) ∩ C1(S¯+), then, for x ∈ S+, u can be represented in the form
u(x) =
∫
∂S
G3(x, y)[T (∂y)u(y)+ σ(y)u(y)]ds(y)−
∫
S+
G3(x, y)A(∂y)u(y)da(y). (11)
Equality (11) is obtained by means of (5) in the same way as the interior representation formulas in [3,7].
Theorem 3. The homogeneous problem (Rω+0 ) is equivalent to the integral equation
u(x)− ω2B
∫
S+
G3(x, y)u(y)da(y) = 0, x ∈ S+, (12)
where B is defined by (3).
Proof. Let u be a solution of (Rω+0 ). Then (Tu+ σu)|∂S = 0, which, when substituted in (11), yields
u(x) = −
∫
S+
G3(x, y)A(∂y)u(y)da(y).
From this equality, by (2), we obtain the integral equation
u(x)− ω2B
∫
S+
G3(x, y)u(y)da(y) = 0,
as required.
Conversely, suppose that u satisfies (12); then, by (10),
A(∂x)u(x) = ω2BA(∂x)
∫
S+
D(x, y)u(y)da(y)− ω2BA(∂x)
∫
S+
s(x, y)u(y)da(y).
Since (see [8])
A(∂x)
∫
S+
D(x, y)u(y)da(y) = −u(x)
and s(x, y) is twice continuously differentiable in S+, it follows that
A(∂x)u(x) = −ω2Bu(x)− ω2B
∫
S+
A(∂x)s(x, y)u(y)da(y);
hence, from (2) and the fact that the columns of s(x, y) are solutions of (1), we deduce that Aω(∂x)u(x) = 0. Also, by (8), for
x ∈ ∂S,
T (∂x)u(x) = ω2B
∫
S+
T (∂x)G3(x, y)u(y)da(y)
= −ω2Bσ(x)
∫
S+
G3(x, y)u(y)da(y).
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(The operation of taking T inside the integral is justified in [9].) Since B is a diagonal matrix, we have
T (∂x)u(x)+ σ(x)ω2B
∫
S+
G3(x, y)u(y)da(y) = 0;
that is, T (∂x)u(x)+ σ(x)u(x) = 0, x ∈ ∂S, so u is a solution of (Rω+0 ). 
Theorem 4. If Re(σ ) is positive definite and Im(σ ) = 0, then (Rω+0 ) has countably many eigenfrequencies, which correspond to
the values of ω for which the integral equation (12) has nonzero solutions.
Proof. By Theorem 3, (Rω+0 ) is equivalent to the integral equation (12). Since G3(x, y) is a symmetric nondegenerate kernel,
there are countably many real values of ω2 for which (12) has nonzero solutions (see [10, pp. 122–134]).
Next, if u is a solution of (Rω+0 ), then, by (4) (with v = u¯) and (2),∫
S+
[−ρω2(h2|u1|2 + h2|u2|2 + |u3|2)+ 2E(u, u¯)]da = −
∫
∂S
(vTσv + wTσw)ds,
where v = Re(u|∂S) and w = Im(u|∂S). As shown in [2], E(u, u¯) ≥ 0. This and the fact that σ is positive definite imply that
ω2 > 0, so the eigenfrequencies are real. 
Theorem 5. If Im(σ ) is either positive definite or negative definite, then (Rω+) has at most one regular solution.
Proof. Let u be a regular solution of (Rω+0 ). Applying (6) to u and u¯, we find that∫
∂S
(u¯TTu− uTT u¯)ds = 0. (13)
Let v = Re(u|∂S), w = Im(u|∂S) and p = Re(σ ), q = Im(σ ). In view of the boundary condition (Tu + σu)|∂S = 0 and the
symmetry of p, for x ∈ ∂S we have
u¯TTu− uTT u¯ = −(v − iw)T (p+ iq)(v + iw)+ (v + iw)T (p− iq)(v − iw)
= −2i(vTqv + wTqw − wTpv + vTpw)
= −2i(vTqv + wTqw), (14)
so (13) yields

∂S(v
Tqv + wTqw)ds = 0. By assumption, q is either positive definite or negative definite; therefore,
v = w = 0. Hence,
u|∂S = 0, (15)
and, from the boundary condition,
Tu|∂S = 0. (16)
In [7] it is shown that any regular solution of (2) in S+ can be represented in the form
u(x) =
∫
∂S
{Dω(x, y)T (∂y)u(y)− [T (∂y)Dω(y, x)]Tu(y)}ds(y), (17)
where Dω(x, y) is the matrix of fundamental solutions for Aω(∂x) constructed in [11]. Substituting (15) and (16) into (17),
we obtain u = 0 in S¯+, from which we deduce that (Rω+) has at most one solution. 
3. The exterior Robin problem
We introduce the constants k21, k
2
2, and k
2
3 by
k21 + k22 =
λ+ 3µ
λ+ 2µk
2, k21k
2
2 =
µ
λ+ 2µk
2k23, k
2
3 = k2 −
1
h2
,
where k2 = ρω2/µ. In what follows, we assume that
ρω2h2 > µ, (18)
which, under the conditions on λ and µ stated earlier, guarantees that k2j > 0 (see [11]).
In [1] it was shown that any regular solution of (2) can be written in the form u = U (1)+U (2)+U (3)+ u(1)+ u(2), where
(∆+ k2j )U (j) = 0 (j not summed), U (j) = (U (j)1 ,U (j)2 , 0)T ,
(∆+ k2β)u(β) = 0 (β not summed), u(β) = (0, 0, u(β)3 )T ,
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and that, when (18) holds, by imposing the Sommerfeld-type radiation conditions (as R = |x| → ∞)
U (j) = O(R−1/2), ∂U
(j)
∂R
− ikjU (j) = O(R−3/2) (j not summed),
u(β)3 = O(R−1/2),
∂u(β)3
∂R
− ikβu(β)3 = O(R−3/2) (β not summed),
(19)
we make certain that the exterior Dirichlet and Neumann problems have at most one regular solution.
LetBω be the class of functions defined in S− which satisfy (19), and let G be a (3× 1)-vector function prescribed on ∂S.
The exterior Robin problem is formulated as follows:
(Rω−) Find a (3× 1)-vector function u ∈ C2(S−) ∩ C1(S¯−) ∩Bω satisfying (2) in S− and (Tu+ σu)|∂S = G.
The corresponding homogeneous problem is denoted by (Rω−0 ).
Theorem 6. If Im(σ ) is positive semidefinite and (18) holds, then problem (Rω−) has at most one regular solution.
Proof. Suppose that the origin of coordinates lies in S+, and let KR be a disk centered at the origin and whose radius R is
sufficiently large so that S+ ⊂ KR. Applying (6) to u and u¯ in S− ∩ KR, where u is a regular solution of (Rω−0 ), we find that∫
∂KR
(u¯TTu− uTT u¯)ds =
∫
∂S
(u¯TTu− uTT u¯)ds; (20)
here ∂KR is the circular boundary of KR.
In [1] it is shown that, if u ∈ Bω , then on ∂KR, as R →∞,
u¯TTu− uTT u¯ = 2i{h2(λ+ 2µ)(k1|U (1)|2 + k2|U (2)|2)+ h2µk3|U (3)|2 + µk2(k−11 |u(1)3 |2 + k−12 |u(2)3 |2)} + O(R−2),
which, in view of (14), means that, as R →∞ in (20),
h2(λ+ 2µ)

k1 lim
R→∞
∫
∂KR
|U (1)|2 ds+ k2 lim
R→∞
∫
∂KR
|U (2)|2 ds

+ h2µk23 limR→∞
∫
∂KR
|U (3)|2ds+ µk2

k−11 limR→∞
∫
∂KR
|u(1)3 |2ds+ k−12 limR→∞
∫
∂KR
|u(2)3 |2ds

= −
∫
∂S
(vTqv + wTqw)ds,
where v,w and p, q are as defined in the proof of Theorem 5. Since q is positive semidefinite, from this equality we deduce
that
lim
R→∞
∫
∂KR
|U (j)|2 ds = lim
R→∞
∫
∂KR
|u(β)3 |2 ds = 0.
An application of Rellich’s lemma [12] now yields U (j) = u(β) = 0 in S−, so u = 0, as required. 
References
[1] C. Constanda, Radiation conditions and uniqueness for stationary oscillations in elastic plates, Proc. Amer. Math. Soc. 126 (1998) 827–834.
[2] G.R. Thomson, C. Constanda, The eigenfrequencies of the Dirichlet and Neumann problems for an oscillating finite plate, Math. Mech. Solids 14 (2009)
667–678.
[3] C. Constanda, A Mathematical Analysis of Bending of Plates with Transverse Shear Deformation, Longman, Wiley, Harlow, New York, 1990.
[4] P. Schiavone, C. Constanda, Oscillation problems in thin plates with transverse shear deformation, SIAM J. Appl. Math. 53 (1993) 1253–1263.
[5] P. Schiavone, On the Robin problem for the equations of thin plates, J. Integral Equations Appl. 8 (1996) 231–238.
[6] C. Constanda, Elastic boundary conditions in the theory of plates, Math. Mech. Solids 2 (1997) 189–197.
[7] G.R. Thomson, C. Constanda, Representation theorems for the solution of high frequency harmonic oscillations in elastic plates, Appl. Math. Lett. 11
(5) (1998) 55–59.
[8] G.R. Thomson, C. Constanda, Area potentials for thin plates, An. Ştiinţ. Univ. Al. I. Cuza Iaşi Sect. Ia Mat. 44 (1998) 235–244.
[9] G.R. Thomson, C. Constanda, Smoothness properties of Newtonian potentials in the study of elastic plates, Appl. Anal. 87 (2008) 349–361.
[10] R. Courant, D. Hilbert, Methods of Mathematical Physics, vol. I, Interscience, New York, 1953.
[11] G.R. Thomson, C. Constanda, A matrix of fundamental solutions in the theory of plate oscillations, Appl. Math. Lett. 22 (2009) 707–711.
[12] V.I. Smirnov, A Course of Higher Mathematics, vol. 4, Pergamon Press, Oxford, 1964.
