Kolmogorov-Martin-Löf Randomness concept is extended from computable to enumerable distributions. This allows definitions of various other properties, such as mutual information in infinite sequences. Enumerable distributions (as well as distributions faced in some finite multi-party settings) are semimeasures; handling those requires some amount of care.
1 Introduction [Solomonoff 64, Kolmogorov 65] noted that many characteristics of finite objects, such as their complexity (the shortest description length) can be defined invariantly: their dependence on the programming language is limited to an additive constant. This led to the development of very robust concepts of randomness, information, etc. intrinsic to objects themselves, not to the mechanism that supposedly generated them.
These concepts are easy to define for for completed objects, such as e.g., integers; the case of emerging objects, such as prefixes x of other (possibly infinite) sequences α is more subtle. While x can be encoded as integers, the code carries more information than x themselves. The information in x is a part of information in α, i.e., is non-decreasing in extensions. The code of x has an extra information about the (arbitrary) cut-off point, not intrinsic to the α, and thus distortive.
Per Martin-Löf extended the concept of randomness and its deficiency (rarity) to prefixes of infinite sequences, assuming their probability distribution is computable. Yet, many important distributions are only lower-enumerable (r.e.). For instance, universal probability M is the largest within a constant factor r.e. distribution. While all sequences are random with respect to it, it has derivative distributions with more informative properties. In particular, Mutual Information in two sequences is their dependence, i.e., rarity with respect to the distribution generating them independently with universal probability each.
The purpose of this article is to extend the concept of sequence rarity to r.e. distributions. The definition proposed respects the randomness conservation laws and is the strongest (i.e., largest) possible among such definitions. Among applications of this concept is the definition of mutual information in infinite sequences and their prefixes.
Enumerable distributions are of necessity semimeasures: infimums of sets of measures. They are essential for handling algorithms that have no time limit and so can diverge. However the benefits of semimeasures are not limited to this use. They make a good description of widespread situations where the specific probability distribution is unknown (e.g., due to interaction with a party that cannot be modeled).
Conventions and Background
Let R, Q, N, B={0, 1}, S=B * , Ω=B N be, respectively, the sets of reals, rationals, integers, bits, finite, and infinite binary sequences; x [n] is the n-bit prefix and x is the bit-length of x∈S; for a∈ℜ + , a df = | ⌈log a⌉−1|. A real function f and its values are enumerable or r.e. (−f is co-r.e.) if its subgraph {(x, q) : f (x) > q ∈ Q} is. X + means X ∩ {x≥0}. Elementary (f ∈E) are functions f : Ω → Q depending on a finite number of digits; 1∈E is their unity: 1(ω) = 1. E is the set of all supremums of subsets of E. Majorant is an r.e. function largest, up to a constant factor, among r.e. functions in its class. ≺f , ≻f , ≍f , and f , f , ∼f denote <f +O(1), >f −O(1), =f ±O(1),
When unambiguous, I identify objects in clear correspondence: e.g., prefixes with their codes or their sets of extensions, sets with their characteristic functions, etc.
Integers: Complexity, Randomness, Rarity
Let us define Kolmogorov complexity K(x) as m(x) where m : N → R is the universal distribution, i.e., a majorant r.e. function with x m(x)≤1. It was introduced in [ZL 70] , and noted in [L 73, L 74, Gács 74 ] to be a modification (restriction to self-delimiting codes) of the least length of binary programs for x defined in [Kolmogorov 65 ]. While technically different, m relies on intuition similar to that of [Solomonoff 64] . The proof of the existence of the largest function was a straightforward modification of proofs in [Solomonoff 64, Kolmogorov 65] 
Integers: Information
In particular, x=(a, b) distributed with µ=m ⊗ m, is a pair of two independent, but otherwise completely generic, finite objects. Then, I(a : b)
It was shown (see [ZL 70] ) by Kolmogorov and Levin to be close (within ±O(log K(a, b))) to the expression K(a)−K(a|b) of [Kolmogorov 65] . Unlike this earlier expression (see [Gács 74 ]), our I is symmetric and monotone: 
(The O(1) error terms reflect the constant complexities of A, µ.) So, independence of a from b is preserved in random processes, in deterministic computations, their combinations, etc. These inequalities are not obvious (and false for the original 1965 expression I(a : b)=K(a)−K(a/b) ) even with A, say, simply cutting off half of a. An unexpected aspect of I is that x contains all information about k=K(x), I(x : k) ≍ K(k), despite K(k|x) being ∼ k , or ∼ log x in the worst case [Gács 74] . One can view this as an "Occam Razor" effect: with no initial information about it, x is as hard to obtain as its simplest (k-bit) description.
Reals: Measures and Rarity
A measure on Ω is a function µ(x)=µ(x0)+µ(x1), for x∈S. Its mean µ(f ) is a functional on E, linear: µ(cf +g)=cµ(f )+µ(g) and normal: µ(1)≤1, µ(E + )⊂ R + . It extends to other functions, as usual. µ-tests are functions f ∈ E, µ(f )≤1; computable µ have universal (i.e., majorant r.e.) tests
, called Martin-Löf tests. Indeed, let t be an r.e. µ-test, and S k be an r.e. family of disjoint prefixless subsets of S such that
I use µ (α) (A) to treat the expression A as a function of α, taking other variables as parameters.
Continuous transformations A : Ω→Ω induce normal linear operators A * : f →g over E, where g(ω)=f (A(ω)). So obtained, A * are deterministic: A(min{f, g}) = min{A(f ), A(g)}. Operators that are not, correspond to probabilistic transformations (their inclusion is the benefit of the dual representation), and g(ω) is then the expected value of f (A(ω)). Such A also induce A * * transforming input distributions µ to output distributions ϕ = A * * (µ) :
To avoid congestion, I often omit the * , identifying A with A * , A * * , and ω∈Ω in their inputs with measures µ : f → f (ω). Same for partial transformations below and their concave duals.
Partial Operators, Semimeasures, Complexity of Prefixes
Not all algorithms are total: narrowing down the output to a single sequence may go slowly and fail (due to divergence or missing information in the input), leaving a compact set of eligible results: Definition 1.
1. Partial continuous transformations (PCT) are compact subsets A ⊂ Ω×Ω with A(α) = {β : (α, β)∈A} = ∅. If A(α) is singleton {ω}, I identify it with ω∈Ω. 2. Dual of PCT A is the operator A * mapping f ∈ E to g ∈ E, where g(α) = min β∈A(α) f (β).
Composing PCT A * with linear operators B * produces continuous concave operators A * (B * (f )) (all of them, by Hahn-Banach theorem). They transform measures into semimeasures: Definition 2.
1. A semimeasure µ is a functional that is normal: µ(−1)≥−1, µ(E + )⊂R + , and concave: µ(cf +g) ≥ cµ(f )+µ(g), c ∈ Q + (e.g., µ(x) ≥ µ(x0)+µ(x1), for x∈S). µ extends beyond E as is usual for internal measures. µ is deterministic if Proposition 1. Operators A * dual of PCT are (obviously) concave, normal, deterministic, and Boolean. Each such A * is a dual of a PCT.
where f + = max{f, 0}, f − = min{f, 0}, 0/0=∞. As µ are also Boolean, a(ω)=b(ω)∈{0, 1}.
Proposition 2. There exists a universal, i.e., majorant (on E + ) r.e., semimeasure M.
[ZL 70] used a this M to define complexity KM(x) of prefixes x of α∈Ω as M(x) .
Proof. Enumerating all r.e. semimeasures as an r.e. family µ i gives M = i µ i /2i 2 .
Rarity
Coarse Graining. I use λ(x) = 2 − x as a typical continuous computable measure on Ω, though any of them could be equivalently used instead. Some considerations require truncating semimeasures to smaller linear functionals, i.e., measures. Thus, restricting inputs ω of a PCT A to those with a singleton output A(ω)=α∈Ω, results in a maximal measure µ 1 ≤ µ = A(λ).
Yet, much information is lost this way: e.g., 1/M 1 (x), x∈S has no recursive in 1/M(x) bound. To keep information about prefixes of α∈Ω, I will require linearity of µ 1 only on a subspace of E. E.g., relaxing A(ω) restriction from singletons to sets of diameter ≤2 −n , produces a semimeasure µ 1 linear on the subspace of f ∈ E with f (α) dependent only on α [n+1] .
For the greatest µ 1 to exist, such subspaces must be lattices, i.e., closed under min{f, g}. Let E be the (linear) lattice generated by {1} ∪ (E ∩ E). 3 An example is the space of all functions in E dependent only on the n-bit prefix of α∈Ω. By E-measures I call semimeasures linear onÊ. Lemma 1. Each semimeasure µ, for each E, has the largest (on E + ) E-measure µ E ≤ µ.
Proof. Follows from [Choquet, Meyer 63] . Now, I will extend the concept of rarity T µ , d df = ⌈T⌉ from computable measures µ to r.e. semimeasures. The idea is for d(α|µ) to be bounded by d λ (ω) if α=A(ω), µ≥A(λ). Coarse graining on a latticeÊ, rougher than the whole E, allows to define rarity not only for α∈Ω but also for its prefixes. For semimeasures, rarity of extensions do not determine rarity of a prefix.
T µ for a measure µ is a single r.e. function Ω → R + with ≤ 1 mean. It is obtained by averaging an r.e. family of such functions. This fails if µ is a semimeasure: its mean of sum can exceed the sum of means. So, T(·|µ) will be an expression ∨ · F with F ⊂E.
Definition 3. For an E⊂E and a closed down F ⊂E + (i.e., 0≤f ≤g∈F ⇒ f ∈F ), ∨ E F denotes sup(F ∩ E). t A E for an operator A is ∨ E F where F = {f ∈E + : A(f ) ≤ T λ }. Regular semimeasures are µ = A(λ) for a deterministic normal concave r.e. A.
Not every r.e. µ is regular but each has a regular r.e. µ 1 ≤ µ such that µ(x) = µ 1 (x) for x∈S.
Proposition 3. Each r.e. µ, among all deterministic normal concave r.e. A such that A(λ) ≤ µ, has a universal one A=U µ i.e., such that t
Proof. Let A i be a prefix enumeration of all such A. Then U (iω) is A i (ω).
Definition 4. T E (ϕ|µ) for semimeasures ϕ, µ, is the mean:
2. d(·|M) ≍ 0 for the universal regular semimeasure M.
Proof.
(1) follows from [ZL 70] Th. 3.1 end enumerability of T µ .
(2) Since 0 < λ({ω∈Ω : d λ (ω)=0}), by [Gács 86 ], there is a PCT A such that any α is A(ω) f 1 )) , A(E) be {f : A(f )∈E⊂E}, E ⊗ E be the lattice generated by {f (α)g(β), g ∈ E, f ∈ E}. Theorem 1. For each deterministic r.e. A, all ϕ, lattice E⊂E, r.e. µ, the test T satisfies the following Conservation Inequalities:
for a finite set G⊂F that can be made disjoint, i.e., gf =0 for g =f in G (and thus A(g)A(f )=0 as A is deterministic), so sup G= G.
While µ(∨ E F ) can exceed 1, T shares the following property with Martin-Löf tests:
Proof. Same as for Theorem 1 with ϕ=µ=λ, A=U φ , c=1. These tests are the strongest (largest) extensions of Martin-Löf tests for computable µ. I formalize this for the case of ω∈Ω. Covering other ϕ is straightforward but more cumbersome. 
] considered a definition of rareness T µ (α|µ) for arbitrary measure µ where T µ is r.e. only relative to µ used as an oracle. This concept is peculiar in its strong dependence on insignificant digits of µ that have little effect on probabilities. To confront this aspect, [L 76, Gács 79] restricted dependence of T µ on µ by assuring 1/T µ is monotone, homogeneous 4 and concave in µ. [L 84] used still another method. Our above technique can, too, be used to define d µ as min µ ′ ≤µ d((µ ′ , α)|G), where the enumerable semimeasure G = M(µ ′ ) × µ ′ (α) generates approximations of measures µ ′ under the universal distribution M (which gives O(1) rareness to all sequences) and then µ ′ -distributed α. Yet, full understanding of these issues requires more research.
Information; Its Bounds and Bounded Cases
Now, like for the integer case, mutual information I(α : β) can be defined as the deficiency of independence, i.e., rarity for the distribution where α, β are assumed each universally distributed (a vacuous assumption, see e.g., Lemma 2) but independent of each other:
Its conservation inequalities are just special cases of Theorem 1. These inequalities supply I(α : β) with lower bounds I(A(α) : B(β)) for various operators A, B. In particular transforming α, β into distributions m(·|α), m(·|β)), gives i(α : β) df = ⌈ x,y∈N m(x|α)m(y|β)2 I(x:y) ⌉ ≺ I(α : β). This bound (used as a definition in [L 74]) obviously also satisfies the conservation inequalities, and agrees with I(α : β) for α, β ∈ N. While I is the largest such extension, i is the smallest one.
Interestingly, not only for integers, but also for a wide subclass of Ω this simple bound is tight (as is an even simpler one i ′ (α :
[L 76a] calls complete those α µ-random for a computable µ. This class is closed under all total recursive operators. Here I use this term complete also for α ′ Turing equivalent to such α. 5 This is equivalent to α ′ being recursive or Turing-equivalent to a λ-random α. Let incompleteness χ (α) be min A,B: B(A(α))=α (K(A) + K(B) + d(A(α)|λ)). Then I ≍ i for complete sequences (and integers):
Proposition 5.
1. 0 ≺ I(α : β) − i ′ (α : β) χ (α) + χ (β). λ 2 df = λ⊗λ is O(M 2 ), so I(α : β)≺d((α, β)|λ 2 ) ≍ ⌈sup n 4 n m(h n )⌉ . Also v 2 v −k m((α [ v ] , v)) = θ(T λ (α)/2 k ) = O(1), so 2 v −k m((α [ v ] , v)) = O(m(v|α, k) thus K(h n )−n ≻ K(h n |α)−k−K(k).
(1) I(α : β) ≺ ⌈sup n (4 n m(h n ))⌉ ≍ sup n (K(h n ) − 2(K(h n ) − n)) ≺ k+l+K(k)+K(l)+ sup n (K(h n )−K(h n |α)−K(h n |β)) ≺ sup x∈N (K(x) − K(x|α) − K(x|β)) + k+l+K(k)+K(l).
(2) I(α :
In particular, (2) is used for the Halting Problem sequence H taken as α. (H is complete being Turing equivalent to any random r.e. real, such as, e.g., one constructed in section 4.4 of [ZL 70].) 
