I. INTRODUCTION
It has now been demonstrated that quantized transition states control the microcanonical rate constants of a number of atom-diatom reactions for total angular momentum J equal to 0, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and, for the HϩH 2 , 2,8,9 DϩH 2 , 9 ClϩH 2 , 16 and FϩH 2 ͑Ref. 9͒ reactions, for other selected values of J. However, a comprehensive study of quantized transition state dynamics as a function of J as it is increased systematically over a wide range has not been reported previously. Since overall rate constants can be expressed as a weighted sum of J-specific rate constants, it is important to establish whether the conclusion from low-J studies, that quantized transition states control chemical reactivity, can be extended to the high-J regime. The goal of the present paper is to study this question. Particular emphasis will be given to the influence of quantized transition states on the ordinary thermal rate constants of macroscopic kinetics.
The analysis presented here is based on converged quantum mechanical scattering calculations for the reaction of D with H 2 using the LSTH [17] [18] [19] potential energy surface. Quantized transition state influence on the reaction dynamics shows up most clearly in the cumulative reaction probability and the density of reactive states, defined below, which are studied using methods developed previously. [1] [2] [3] [4] [7] [8] [9] We present results for Jϭ0, 3, 6, 9 . The questions addressed are: Do quantized transition states control the reactivity for large values of J as they do for small values of J? How ''ideal'' is quantized transition state gating of the reactive flux from reactants to products ͑i.e., how close are the transmission coefficients to their ideal value of unity͒? Can one associate effective reaction barriers with the quantized transition states and characterize the barriers? Can one assign quantum numbers and bend and stretch frequencies to the quantized transition states, even for higher J where the density of states is significantly greater than for Jϭ0? To what extent do quantized transition states help us to understand the state-selected dynamics? Are observed dynamical features associated with a single region of geometry or is there more than one set of dynamical bottlenecks, each associated with a different geometry, e.g., a set of reactantlike transition states and a set of productlike ones, as well as transition states associated with the intermediate saddle point region? Can trends in reactivity with respect to J be identified? Which quantized transition states contribute significantly to the thermal rate constant? How important are recrossing, quantum mechanical tunneling, and nonclassical reflection for the thermal rate constant?
We conclude the introduction with a note on language. In conventional usage ''transition state'' is somewhat ambiguous, since it refers both to a state of the activated complex and to the activated complex itself, depending on the context. Thus a quantized transition state can be either a fleeting metastable state that serves as a dynamical bottleneck, or an activated complex with quantized levels. In this paper we usually use the latter meaning and speak of levels of the quantized transition state, and we identify each level with a particular set of quantum numbers. Occasionally, when focusing on dynamical properties, we use the former meaning and speak of the dynamical bottleneck associated with a particular set of quantum numbers as a unique quantized transition state. The meaning should usually be clear from the context. It is unfortunately too late to legislate away all these ambiguities, as they are deeply entrenched in technical parlance.
II. THEORY
Here we review the theory, presented in several earlier publications, 1, 2, 4, [7] [8] [9] that is used here for analysis of the accurate quantal dynamics calculations.
We neglect spin and electronic angular momentum, and we assume that reaction occurs on a single elecronically adiabatic potential energy surface. Then the thermal rate constant k(T) for a reaction is related to the microcanonical rate constant k(E) by 1, 20 k͑T ͒ϭ
where k B is Boltzmann's constant, ⌽ R (T) is the reactants' partition function per unit volume, and R (E) is the reactants' density of states per unit volume per unit energy. An exact expression for the microcanonical rate constant in terms of state-to-state transition probabilities P nn Ј J is 1, 21 
where
and where h is Planck's constant, and n and nЈ are collections of quantum numbers that completely specify the states of the reactants and products, respectively. For an atomdiatom reaction such as that of D with H 2 , n comprises the quantum numbers v and j for vibration and rotation of the diatom as well as the conserved quantum numbers J and M J for the total angular momentum and its component on an arbitrary space-fixed axis. Completely specifying the initial channel of a collision requires the additional quantum number l for the orbital angular momentum associated with relative translational motion. When attention is focused on a single value of J and M J ͑all state-to-state reaction probabilities are independent of M J so we usually do not mention it͒, n and l ͑nЈ and lЈ͒ taken together constitute a complete label for a reactant ͑product͒ channel. Later we will discuss the dynamics of reaction out of particular channels, so we note here that state-to-state transition probabilities are sums over channel-to-channel transition probabilities P nln Ј l Ј Transition state theory [23] [24] [25] [26] [27] ͑TST͒ provides a useful framework for understanding the accurate quantum mechanical dynamics. The microcanonical TST approximation, k J, ‡ (E), to the exact microcanonical rate constant k J (E) is proportional to a sum over quantized states of an activated complex, [28] [29] [30] [31] 
where N J, ‡ (E) is the number of states of the activated complex with angular momentum quantum number J and with energy less than or equal to E, and R,J (E) is the J-specific analog of R (E). The energies of the quantized states of the activated complex will be denoted E .
Comparison of Eqs. ͑3͒, ͑5͒, and ͑7͒ reveals that N J, ‡ (E) is the transition state theory analog of the accurate quantum mechanical N J (E). Thus if TST were an accurate description of the quantum dynamics, we would expect N J (E) to increase in stepwise unit increments at the energy levels of the activated complex. However, Eq. ͑7͒ neglects quantum mechanical tunneling and nonclassical reflection at energies below and above, respectively, the effective reaction barrier. Furthermore, Eq. ͑7͒ assumes that the transition state is an ideal dynamical bottleneck in the sense that reaction proceeds directly from reactants to products without recrossing the transition state. The simplest way to account for these effects is to associate a transmission coefficient and a conditional transmission probability P with each level of the activated complex, replacing Eq. ͑7͒ by 1, 21, 22, 31, 32 
where d is the degeneracy of transition state . Throughout this paper we use the convention that denotes a collection of transition state quantum numbers including J ͑and M J , not usually mentioned͒, and sums over are restricted to states of whatever J value ͑or J, P, and S values, see below͒ occurs on the left side of the equation. We will also use the convention that P (E) tends to unity at large E, but its shape is not necessarily a step function at E . Thus the cumulative probability of reaction at energy E for a given transition state is the product of the absolute transmission coefficient and the conditional probability P (E). The numerator of Eq. ͑8͒ is still a sum over energy levels, but instead of increasing by unity at each new energy level, it increases more gradually and by a nonquantized magnitude, with the ''line shape'' of the increase given by P (E) and the amount of increase given by .
We can obtain a simple model for P (E) by assuming a parabolic form, V , for the effective barrier associated with each energy level such that
where the energy E of the transition state is now interpreted as the maximum energy of the effective barrier, k is a negative force constant, and s is the reaction coordinate. The transmission probability for quantum mechanical scattering by V is given by
where the width parameter W is
In Eq. ͑11͒, ប is Planck's constant divided by 2, is the imaginary frequency,
and is the reduced mass. The transition probability P (E) rises smoothly from zero to one at a rate governed by W , which is inversely proportional to the width of the effective potential V . Small values of W correspond to wide barriers, for which tunneling and nonclassical reflection are less important.
Taking the derivative of the numerator of Eq. ͑8͒ and using Eq. ͑10͒ yields the following approximation to the DORS:
The function (E) is a bell-shaped curve centered at E and having a width governed by W . For an ideal dynamical bottleneck, is one; deviations from one indicate that recrossing or other multidimensional effects are important. Our analysis will be based on comparing the quantal J (E) with the forms predicted by Eqs. ͑13͒ and ͑14͒.
We take advantage of the fact that the scattering matrix is block diagonal in the parity ( P) and the spatial permutation symmetry (S) as well as in J, and we analyze results for each combination of J, P, and S separately, e.g., for JPS ϭ3Ϫϩ, where ϩ denotes a quantum number of ϩ1 ͑even parity or permutation symmetry͒, and Ϫ denotes Ϫ1. Thus Eq. ͑5͒ is replaced by
with
and
and so forth for later equations. In the reactant arrangement, the permutation symmetry is ϩ1 for para hydrogen and Ϫ1 for ortho hydrogen. It has been established that, for the DϩH 2 reaction, the CRPs for para and ortho hydrogen are nearly identical. 34 Therefore we only analyze the results for para hydrogen. In the rest of the paper, S is always ϩ1 unless otherwise indicated.
We can gain insight into the dynamics by analyzing the reaction probabilities pertaining to particular reactant states individually. For this purpose we define the JPS-specific, state-selected probability for reaction out of initial state n by
where the summation is over all final states, and a JPS-specific, state-selected DORS by
Similarly, we define the JPS-specific reaction probability and DORS for final state nЈ by
where the arrows emphasize that reaction proceeds into the indicated final state. Since the calculations are invariant with respect to time reversal, P →n Ј JPS can also be interpreted as the probability of reaction out of state nЈ for the reverse reaction. Analysis at the even finer level of channel-selected reaction probability is also useful. We define JPS-specific, channel-selected reaction probabilities by
and the corresponding DORS by
Final-channel-selected quantities P →n Ј l Ј
JPS
and →n Ј l Ј JPS are defined in the same way but summing over initial rather than final channels, in analogy to Eqs. ͑20͒ and ͑21͒.
Finally, we note that the DORSs and CRPs for DϩH 2 were calculated for a single symmetry S but summed over both product arrangements ͑DϩHЈHЉ→DHЈϩHЉ, DHЉϩHЈ͒, so N JPS (E) increases by about 1 at the nearly ideal dynamical bottlenecks.
III. COMPUTATIONAL METHODS
Accurate quantum mechanical transition probabilities were obtained by carrying out converged quantum dynamics calculations for the DϩH 2 →DHϩH reaction. In these calculations, the outgoing wave part of the wave function was expanded in a multiarrangement basis set, [35] [36] [37] [38] [39] and the expansion coefficients were obtained by employing a linear algebraic variational principle. 38, 39 In particular, the outgoing wave variational principle ͑OWVP͒ [40] [41] [42] [43] was used to obtain scattering matrix elements that are stationary with respect to small variations in the wave function. Full details of basis sets and numerical methods used in these calculations are presented in previous publications. 34, [43] [44] [45] [46] [47] [48] [49] [50] The P nln Ј l Ј JPS values used for the present analysis were calculated as part of a converged calculation of the thermal rate constant over a wide range of temperatures, 34 and the CRPs have been discussed briefly in a book chapter. 9 Calculations were performed for three potential energy surfaces: the DMBE, 51 the LSTH, [17] [18] [19] and the BKMP. 52 For the first two surfaces, the rate constants for temperatures in the range 250-900 K differ from experiment [53] [54] [55] [56] [57] by only 5%, which is within experimental error bars. The CRP and DORS for these two surfaces are also very similar, so we arbitrarily chose the LSTH results for the analysis presented here. Quantum mechanical transition probabilities were calculated for a grid of energies spaced at most 0.02 eV apart in the range 0.40-1.60 eV. In portions of the energy range, a spacing of 0.01 eV was used for higher resolution.
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IV. CALCULATIONS
IV.A. Spectrum for JÄ0
The converged quantum mechanical CRP for JPSϭ0 ϩϩ is shown in Fig. 1 , and the corresponding DORS is shown in Fig. 2 . We note that the curve in Fig. 2 is very smooth; the quantal CRP must be very well converged to yield such a smooth first derivative. Figure 2 actually has two fits to the DORS; the first fit, shown by a solid curve, is a spline fit, whereas the latter, shown as a dashed curve, is a least-squares fit having the form given by Eqs. ͑13͒ and ͑14͒, where E , , and W are adjustable parameters. In order to achieve a physical fit we used 13 terms in the sum and constrained the to be less than or equal to unity. The resulting fit is quite good. The fit identifies eleven quantized transition state levels whose energies, E , are indicated by arrows. Values for the parameters of the fit are given in the last three columns of Table I .
The quantized transition state levels are characterized by a set of linear-triatomic quantum numbers 59 10,62 and we review this distinction in the Discussion section below. The fit to the quantal DORS in Fig. 2 and Table I differs slightly from a preliminary fit in a book chapter 9 in part because the previous fit did not include a term for the S͓10 0 ͔ transition state level. This term was included in the fit reported here because the previous fit was poorest near 0.9 eV, and the state-selected analysis below suggests that the S͓10 0 ͔ contributes to the dynamics at this energy.
IV.B. Spectroscopic constants
Spectroscopic constants were obtained from the second order expression, 59 E͑v
where E 0 is a constant, and 1 , 2 , x 11 , x 12 , x 22 , B, and D are the usual spectroscopic fitting parameters. For an accurate treatment, Eq. ͑24͒ would include another term, namely, g 22 K 2 ͑using the conventional 59 name for the parameter͒, but we omitted this since no K structure is resolvable. ͑Note that our K is called l in Ref. 59 , but we use K because it is conventional in scattering notation to reserve l for the orbital angular momentum associated with relative translational motion.͒ Numerical values for the eight parameters in Eq. ͑24͒ were obtained by least squares fitting to the E values for the nine variational transition state levels up to 1.50 eV given in Table I for JPSϭ0ϩϩ and also to the energy of the ͓00 0 ͔ level obtained from quantal scattering calculations for JPS ϭ3Ϫϩ, 6ϩϩ, and 9Ϫϩ. Carrying out this fitting process required preassignment of the d values in Eq. ͑13͒. Levels with the same values of v 1 , v 2 , and J but different K are assumed degenerate in the fit. Thus in Eq. ͑13͒ denotes a specific combination of v 1 , v 2 , and J. The number of possible values of K associated with a given is the degeneracy of the level, denoted d , and so we have
͑25͒
First, values for B and D were obtained by fitting differences of the energies of the ͓00 0 ͔ level for Jϭ0, 3, 6, and 9. The energy of the ͓00 0 ͔ level was taken as the corresponding E for JPSϭ0ϩϩ, and as the energy at the maximum of the first peak in JPS for JPSϭ3Ϫϩ, 6ϩϩ, and 9Ϫϩ. Fits were computed with B alone and with both B and D; inclusion of D in addition to B was significant at the 90% confidence level according to an F test. Next, least squares fits of the nine Jϭ0 states up to 1.50 eV were performed to obtain the remaining constants. Fits both with and without the second order terms x 11 , x 12 , and x 22 were performed. Inclusion of these terms was significant at the 90% confidence level according to an F test. Values for the spectroscopic constants obtained from the fits with all vibrational terms, both with and without D, are given in Table II . The spectroscopic constants differ slightly from those reported previously 9 because they are based on a slightly different fit to the quantal CRP, and thus slightly different values for E . The agreement between the spectroscopic parameters of these independent nonlinear fits is nevertheless quite good, with deviations of only 2%-8% (averageϭ4%) for the five biggest parameters.
The quantal DORS for JPSϭ9Ϫϩ is shown in Fig. 3 . The transition state energies E , given just above the arrows, are predictions using the fitted spectroscopic parameters. Only variational transition states are indicated. The value of the CRP at the energy of each local minimum in the DORS is also indicated.
IV.C. An improved separable rotation approximation
Notice that rotation is separable from the vibration in Eq. ͑24͒. The separable rotation approximation 34, [63] [64] [65] [66] ͑SRA͒ is expected to be less accurate for transition state levels with v 1 у1; nevertheless, the SRA, which is the simplest of a set of closely related approximations 34, [64] [65] [66] [67] [68] [69] [70] [71] known variously as the ground-state transmission coefficient method 67 and J-shifting 68 methods, has been used in previous work 34, 65 to compute quite accurate thermal rate constants from quantal scattering calculations for a single value of J. We pointed 
The basis of the SRA, as we applied it previously, is to approximate the CRP for any value J of the total angular momentum in terms of the CRP for a particular value JЈ,
where E J VTS is the rotational energy for a linear transition state, equal to B rot VTS J(Jϩ1), where B rot VTS is the rotational constant calculated with variational transition state theory. Since the total CRP is a weighted sum of the individual N J (E), combining Eqs. ͑1͒, ͑2͒, ͑3͒, ͑5͒, and ͑26͒ yields an expression for k(T). Using this method, thermal rate constants for the reaction of D with H 2 have been predicted to within a few percent of the value obtained from quantal calculations for all J for temperatures up to 1500 K. 34, 65 To apply the SRA but retain the accurate degeneracies, we proceed differently. First we express N J (E) as a sum over contributions from individual quantized transition states. First, inspired by Eq. ͑8͒, we write
The critical approximations are then
Combining Eqs. ͑1͒, ͑2͒, ͑7͒, ͑8͒, ͑25͒, and ͑28͒-͑30͒ yields
where, in analogy to E J VTS in Eq. ͑26͒, E J TS is the rotational energy of the transition state, equal to BJ(Jϩ1) ͓or BJ(J ϩ1)ϪDJ 2 (Jϩ1) 2 if the value of D is known with sufficient accuracy-see below͔ where the value of B is determined with the fit of Eq. ͑24͒.
Equation ͑31͒ could be used to calculate the rate constant for Dϩpara-H 2 by letting the probability function in the numerator and the partition function in the denominator reflect only initial channels with even values of the H 2 rotational quantum number, j. Instead, though, we calculated the rate constant for Dϩnormal H 2 by including the nuclear spin degeneracies and using the approximation
Jϩ (E), where the ϩ or Ϫ in the superscript indicates the value of S. As mentioned above in Sec. II, the CRPs for Sϭϩ1 and SϭϪ1 are nearly identical for the DϩH 2 reaction, 34 so we expect this to be a very good approximation. ͑Quantal scattering calculations of para and ortho CRPs for the DϩH 2 reaction with Jϭ6, using DMBE potential energy surface, differed by less than 0.4% for energies between 0.4 and 1.6 eV, which is within the degree of convergence of the calculations. 34 ͒ Therefore we account for the nuclear spin degeneracies of normal H 2 by using the following approximation in Eq. ͑31͒:
Jϩ
͑32͒
together with the appropriate weighting in the partition function; i.e., the partition function ⌽ R (T) is given by
where ⌽ rel (T) is the relative translational partition function per unit volume of D with respect to H 2 , and Q D (T) and Q H 2 (T) are the internal partition functions for D and H 2 , respectively. The function ⌽ rel (T) is given by
where is the D-H 2 reduced mass, and Q H 2 (T) is, including the nuclear spin degeneracies,
where ⑀ v j is the eigenvalue of the state with vibrational quantum number v and rotational quantum number j. In practice, the lower limit for the integral in Eq. ͑31͒ was taken as the smallest energy for which quantal scattering calculations were performed ͑here 0.40 eV; at this energy the quantal CRP is only 3.7ϫ10
Ϫ7 for JPSϭ0ϩϩ and 1.9 ϫ10 Ϫ9 for JPSϭ9Ϫϩ͒. As a matter of practicality, it should be noted that only 1 ͔ ͑E ϭ0.946 eV, W ϭ30.2 meV, ϭ0.941͒. For the remaining odd-bend states, E was calculated from Eq. ͑24͒ using the spectroscopic constants in Table II , and W and were set equal to the fitted values for the corresponding even-bend states having v 2 smaller by one. ͑Calculations for JPSϭ1 ϩϩ are about the same cost as for Jϭ0, so the additional cost to accurately treat the odd bend states is minimal.͒ We note that when both B and D from Table II are used in Eq. ͑31͒, values of E J TS become unrealistically small ͑eventually negative͒ at high J due to inclusion of the term in D without terms of yet higher order, and this yields thermal rate constants much too large. This error could perhaps be minimized by truncating the sum in Eq. ͑31͒ at an intermediate value of J. However, we chose to avoid the problem by using the value of B in Table II obtained from the least-squares fit without a term in D. Extending the sum over J in Eq. 31 to Jϭ50 was more than sufficient to yield converged thermal rate constants. The thermal rate constants (k(T)) for the reaction of D with para H 2 thus calculated are given in Table III . These rate constants are in generally good agreement with those calculated from the full set of accurate quantal scattering calculations 34 for temperature between 500-1500 K.
Below 500 K, this implementation of the SRA overestimates the rate constant very significantly, probably because the functional form of Eq. ͑10͒ is equivalent to assuming that the effective barriers are parabolic. The semilog plot of Fig.  4 demonstrates this. The dot-dash curve, which represents P (E) for ϭ1 ͑the ͓00 0 ͔ level͒ and JSϭ0ϩ ͑note that the only parity allowed for Jϭ0 is Pϭϩ1͒, i.e., tunnelingby-a-parabolic-barrier, shows increasingly positive deviation from the solid curve, which represents the quantal N 0ϩ (E), as the energy decreases below the ͓00 0 ͔ transition state level at 0.630 eV. Note also that the vibrationally adiabatic potentials in Figs. 5 and 6 ͑see Sec. V.A͒ clearly broaden faster than parabolas fit to the barrier top as energy decreases, consistent with this explanation. This is one disadvantage of the new SRA, as compared to the original SRA or the earlier ground state transmission coefficient or J-shifting method; those methods did not invoke a parabolic barrier. In general it is hard to eliminate this problem for most P (E) because the overlapping levels make it hard to extract a more accurate line shape than the one in Eq. ͑10͒. However for the ground level one could replace P by the accurate CRP at low energies, and this would probably eliminate the error without increasing the cost of the method. We did this, re-
Values of log N JS at energies shifted by an amount ϪBJ(Jϩ1). The solid, long-dash, short-dash, and dotted curves were calculated from splinefit, quantal CRPs for JSϭ0ϩ, 3ϩ, 6ϩ, and 9ϩ, respectively. The dot-dash curve is log( P ) for ϭ1 ͑the ͓00 0 ͔ level͒ and JSϭ0ϩ. placing P for ϭ1 by the accurate CRP at energies below the energy of the ground transition-state level, 0.630 eV ͑Table II͒, and setting the lower limit of the integral in Eq. ͑31͒ to 0.630 for Ͼ1. Thermal rate constants calculated in this way are also given in Table III . They differ from the accurate quantal results by 0.3%-5.0% for temperatures between 500 and 1500 K, and by 12% for the lowest energy studied, 250 K. This implementation of the SRA will be assumed in the rest of the paper unless otherwise stated.
IV.D. Analysis of total flux for JÄ3, 6, and 9
We also calculated separable-rotation CRPs and DORSs for JPSϭ3Ϫϩ, 6ϩϩ, and 9Ϫϩ from fits to 0ϩϩ and 1ϩϩ for comparison with the accurate results from quantal scattering calculations. Explicitly, the separable-rotation CRP was calculated as
and is given by combining Eq. ͑25͒ with
We note that the quantal scattering calculations are easiest to converge for JPSϭ0ϩϩ and JPSϭ1ϩϩ, and thus this approximation to N JPS (E) for higher J is relatively inexpensive. Separable-rotation DORS curves, JPS , were calculated in an analogous manner, summing over fitted . Figure 7 shows quantal and separable-rotation CRP and DORS curves for JPSϭ0ϩϩ, 3Ϫϩ, 6ϩϩ, and 9Ϫϩ. The solid curves are the quantal results, and the dashed curves are the separable-rotation results obtained with Eq. ͑36͒ using the spectroscopic constants given in Table II . The value of B obtained without inclusion of D was used to be consistent with the thermal rate constant calculations described in Sec. IV C, but use of the other value of B in combination with D gives nearly identical results for the values of J and energy under consideration. The dotted lines in the CRP panels are also separable-rotation CRPs but with all set equal to one. Because they assume unit transmission coefficients, we call these quantities no-recrossing CRPs ͑NR-CRP͒. We define a JPS-specific average transmission coefficient ave JPS (E) at an energy E by where N
JPS,NR
(E) is the JPS-specific NR-CRP. Values of ave JPS at particular energies are given in Table IV . The NR-CRP is useful for evaluating the importance of transmission coeffients on the dynamics and, particularly, on thermal rate constants. Table IV shows that the average transmission coefficient has a negligible dependence on J or P, but decreases systematically as E is increased.
Even when it accounts for tunneling by including transmission coefficients, transition state theory assumes that the CRP increases abruptly at the energy levels of the transition state. To assess the influence of this approximation on the dynamics and on thermal rate constants, separable-rotation CRPs were also calculated with the sigmoid function Table I by an amount ϪBJ(Jϩ1), using the value for B obtained without D in Table II . JPS were retained in this approximation.
Thus the unit-transmission-coefficient and step-function approximations have been evaluated separately. Thermal rate constants calculated using each of these approximations with a separable-rotation treatment are given in Table III .
IV.E. State-selected and channel-selected analyses
State-selected DORSs are depicted in Figs. 8 and 9 . Figure Fig. 9 present n JPS for initial states with vϭ0, with J increasing from 0 to 9 from the top panel to the bottom, to reveal trends in state-selected reactivity as J increases. The panels on the right-hand side in Fig. 9 are analogous but present →n Ј JPS for final states with vЈϭ0.
Figures 10 and 11 depict reactivity at the channelselected level. Figure 10 shows ͑a͒ →n Ј 3ϩϩ for the final state ͑vЈϭ0, jЈϭ4͒ and ͑b͒ the →n Ј l Ј 3ϩϩ that contribute to →n Ј 3ϩϩ . Where several peaks overlap, the energy given corresponds to the highest maximum.
V. DISCUSSION
V.A. JÄ0
The CRP for JPSϭ0ϩϩ in Fig. 1 shows smooth steplike features as predicted by transition state theory ͓Eq. ͑8͔͒. The DORS in Fig. 2 brings out this structure more clearly. The fitted curve from Eq. ͑13͒ with 13 terms in the sum is almost indistinguishable from the accurate quantal DORS. Thus all of the increase in the CRP below 1.6 eV is correlated with dynamical bottlenecks that correspond to an activated complex; that is, quantized transition states control the dynamics up to high energy. As discussed below, we are able to identify vibrational levels of the transition state with features in the DORS, which we therefore think of as a spectrum of the transition state.
Assignments were made as follows. The lowest-energy feature in JPS (E) clearly corresponds to ͓00 0 ͔. The feature at 0.970 eV is identified as ͓10 0 ͔ by comparison with the state-selected DORSs for initial state (vϭ0, jϭ0) in Fig.  8͑a͒ . The lowest-energy maximum in n 0ϩϩ for initial states with vϭ1 is 0.958 eV. This represents the threshold for reaction out of initial state ͑1,0͒. We have noted in previous work that the dynamics is largely vibrationally adiabatic at energies and geometries near those of the transition state, 1,2,7-9,15,62 so we correlate the threshold for reaction out of ͑1,0͒ with the quantized transition state level ͓10 0 ͔. Analogous reasoning leads to the assignment of the feature at 1.396 eV as ͓20 0 ͔. The feature at 0.838 eV cannot be stretch-excited since its energy is below that of ͓10 0 ͔ and of all features in the state-selected DORS for vϭ1 and vЈϭ1, so it must correspond to ͓02 0 ͔. The spacing between bend levels is thus about 0.2 eV. On this basis, the feature at 1.029 eV is assigned as ͓04 0 ͔, and the feature at 1.152 eV is the 
͒.
Such potentials for Jϭ0 and 6 are shown in Figs. 5 and 6 , respectively. The remaining variational transition state levels were assigned by comparison with state-selected DORSs and with the predictions of Eq. ͑24͒ obtained with parameters from fits using the above transition states and the ͓00 0 ͔ for Jϭ3, 6, and 9, as explained earlier.
The features at 0.939 and 1.251 eV are supernumerary rather than variational transition state levels. We review this distinction, which we first made in an earlier publication. 7 Variational transition state theory ͑VTST͒ provides a convenient context for the discussion. 20, 26, 27, 31, 32 In VTST, the transition state is defined as that hypersurface orthogonal to the reaction coordinate through which the reactive flux is minimized. Thus the transition state is a dynamical bottleneck for the reative flux, and it controls the chemical reactivity. For atom-diatom reactions, low-energy dynamical bottlenecks may be found on either side of the saddlepoint. For symmetric reactions such as HϩH 2 , it is impossible to distinguish the influence of dynamical bottlenecks on the reactant side of the saddlepoint on the reaction dynamics from the influence of dynamical bottlenecks on the product side. For asymmetric reactions such as DϩH 2 and OϩH 2 , though, the two sets dynamical bottlenecks may correspond to states with different energies, and thus they may influence the reaction dynamics in observably different ways.
The vibrationally adiabatic potential curves for initial states with vϭ1 or 2 in Figs. 5 and 6 ͑the dashed and dotted lines, respectively͒ help to illustrate the point. Consider for example the lower dashed curve in Fig. 5, which is for v   FIG. 8 . ͑Continued.͒ ϭ2, jϭ0. We focus on the maxima on either side of the saddlepoint (sϭ0). The dynamics is expected to be nonadiabatic in the region of large reaction-path curvature. This corresponds to the region between maxima in the vibrationally adiabatic curve, so we do not interpret the curve in this region. The D-H-H dynamical bottleneck on the reactants' side of the saddlepoint has a shorter H-H distance, R HH ϭ1.407 a 0 , than D-H distance, R DH ϭ3.070 a 0 , whereas the one on the product side has a shorter D-H distance, R DH ϭ1.406 a 0 , than H-H distance, R HH ϭ3.064 a 0 . Because D is heavier than H, the reactant-side bottleneck has more vibrational energy than the product-side bottleneck, and so the reactant-side maximum in Fig. 5 is at higher energy than the product-side maximum. This is true of all the vibrationally adiabatic curves for vϾ0 in Figs. 5 and 6 , and so in principle the reactant-side and product-side bottlenecks may be distinguishable.
If both dynamical bottlenecks were ideal, that is, if all transmission coefficients were unity, the reactantlike ones would control the overall reaction because they have higher energies. In the real world, transmission coefficients deviate from unity, and the other dynamical bottlenecks can also exert observable influence on the overall reactivity. To distinguish these two sets of dynamical bottlenecks, we call the first variational transition state levels because they correspond to the VTST transition states, and the others supernumerary transition state levels 7 because they are observable in the overall reactivity only when the variational transition state levels have transmission coefficients less than one. Furthermore, we distinguish between two types of supernumer- ary transition state levels. Those with observable influence on the overall reactivity are of the first kind. Sometimes supernumerary transition state levels influence state-selected but not overall reactivity; these are of the second kind.
Two supernumerary transition state levels of the first kind are evident in the DORS, represented by the features at 0.939 eV (S͓10 0 ͔) and 1.251 eV (S͓20 0 ͔). The assignment of the S͓10 0 ͔ level is supported by the lowest-energy maxima in →n Ј 0ϩϩ for vЈϭ1 at 0.921 eV ͓Fig. 8͑a͔͒, significantly below all features in n 0ϩϩ for vϭ1. Likewise, the S͓20 0 ͔ assignment is supported by the initial maxima in →n Ј 0ϩϩ for vЈϭ2 at 1.240 eV.
For classical reaction coordinate motion and a separable reaction coordinate, is bounded from above by unity. Although this is not strictly so when the reaction coordinate is not completely separable, we expect the classical result to serve as a guide here, too. Thus, by comparing Eq. ͑3͒ with Eqs. ͑7͒ and ͑8͒, we expect the quantum mechanical N(E) to be less than or equal to the number of variational transition state levels whose energies E are less than or equal to E, and we find this to be the case. By 1.2 eV the CRP reaches 4.5, and the fit locates five variational transition state levels with energies below 1.2 eV. Thus these quantized transition state levels have an average transmission coefficient of 0.9 and are nearly ideal dynamical bottlenecks to the reactive flux. This is confirmed by the values in Table I . By 1.6 eV the CRP reaches 9.5 and the fit locates 11 variational transition state levels, for an average transmission coefficient of, again, 0.9. Thus the quantized transition state levels are nearly ideal dynamical bottlenecks and control the reactivity up to high energy.
To the extent that variational transition states are ideal dynamical bottlenecks, they control the reactivity and exert the only observable influence on the CRP and the DORS. When the variational transition states are sufficiently nonideal, that is, at energies below which one or more variational transition state levels have transmission coefficients significantly smaller than unity, we find that a supernumerary transition state can ''take up the slack'' and provide a path for the ''leftover'' reactive flux. It is interesting to observe that the variational transition state levels ͓00 0 ͔ and ͓02 0 ͔ have transmission coefficients of 1.00 and 0.88 ͑see Table I͒ . Thus the ''deficit'' is 0.12 by 0.838 eV, and at 0.939 eV the supernumerary transition state level S͓10 0 ͔ is observed with a transmission coefficient of 0.12, providing a path for the deficit flux. By 1.152 eV, a further deficit flux of 0.45 has accumulated, and at 1.251 eV the S͓20 0 ͔ level is observed with a transmission coefficient of 0.35. Together, the S͓10 0 ͔ and S͓20 0 ͔ levels provide a path for 80% of the deficit flux up to 1.251 eV. In fact, on the basis of the fits and the separable-rotation analysis ͓Eqs. ͑27͒ and ͑31͔͒, reactive flux through the S͓10 0 ͔ transition state level is predicted to account for 0.3% of the thermal rate constant at 1500 K ͑Table V͒.
The spectroscopic constants obtained from the fit with Eq. ͑24͒ pertain to the variational transition states since only variational transition state levels were used in the fit. The fit is quite good: the threshold energies differ from those predicted by the spectroscopic constants by only 0.008 eV on average ͑0.006 eV if the ͓16 0 ͔ and ͓22 0 ͔ levels are excluded͒. The value of the rotational constant B agrees favorably with the value of 6.92 cm Ϫ1 obtained from a variational transition state theory calculation. 34 The spectroscopic constants agree qualitatively with those obtained for the HϩH 2 spectrum after taking into account the different reduced masses of the systems.
V.B. Nonzero J
One important question is whether trends and qualitative conclusions for Jϭ0 can be extended to higher values of J. Since the overall rate constant can be expressed as a sum of J-specific rate constants weighted by 2Jϩ1, we must demonstrate quantized transition state control of J-specific chemical reactivity up to high J and high energy in order to conclude that quantized transition states determine thermal rate constants.
We have analyzed JPS (E) for values of J up to 9 and found evidence for quantized transition state control analogous to that for JPSϭ0ϩϩ. The DORS for JPSϭ9Ϫϩ shown in Fig. 3 is an example. The maximum energy for which the quantal calculations are sufficiently well converged to yield smooth DORSs is 1.2 eV. The spectrum is more complicated than for JPSϭ0ϩϩ because both even and odd values of v 2 are allowed for nonzero J. Note that KрJ and Kϭv 2 , v 2 Ϫ2, v 2 Ϫ4, . . . , 0 or 1. The degeneracy of a K-labeled level ͓v 1 v 2 K ͔ is 1 if K is zero and 2 if K is nonzero; in the latter case there is one component of each parity. For transition states, the total parity is the product of the parities of the vibrational and rotational wave functions, and it depends on both J and K. The parity of the rotational wave function is (Ϫ1) J . For Kϭ0, the vibrational wave function has even parity (ϩ1). For KϾ0, the K-labeled level is doubly degenerate and has one even-parity and one odd-parity component. Since, as discussed above, we neglect g 22 , we usually discuss the un-K-labeled features, i.e., denotes just v 1 , v 2 ; and the resulting degeneracy for the value of J under consideration is given by Eq. ͑25͒.
Rather than fit the DORS with a sum of terms for scattering by parabolic barriers as we did for JPSϭ0ϩϩ, we compared features in the DORS with the energies of quantized transition states calculated with the spectroscopic constants obtained with Eq. ͑24͒. Up to 1.2 eV, the predicted energies coincide with observable maxima and shoulders in 9Ϫϩ (E). Furthermore, the values of the CRP shown at the minimum following each peak in 9Ϫϩ (E) suggest that the quantized transition states levels located at these energies are nearly ideal dynamical bottlenecks in the sense of having values close to one. The increase in the CRP between minima provides an estimate of the sum of the transmission coefficients for the intervening transition state levels. 1 ͔. Since the CRP reaches 9.59 by the highest-energy minimum and the number of degeneracy-weighted quantized transition state levels ͑including variational transition state levels, but excluding supernumeraries͒ is eleven, the average transmission coefficient for transition state levels up to 1.2 eV is 0.87. ͑The only supernumerary transition state level that is expected to contribute in this energy range is S͓10 0 ͔, and its effect is expected to be small because its transmission coefficient for JPSϭ0ϩϩ is only 0.12.͒ Thus quantized transition state levels control reactivity up to high energy for JPSϭ9Ϫϩ just as for JPSϭ0ϩϩ. We note that the rising baseline exhibited by JPS (E) when J has a large value such as 9 is due to a density of quantized transition states that increases with energy, rather than a ''background'' reactivity of unidentified origin.
The separable-rotation CRPs and DORSs are also instructive in this regard. We will refer to Fig. 7 for the following discussion. The separable-rotation CRPs agree with the quantal CRP well in the region where the CRP is between 0.01 and 1.5 for all values of J studied. At higher energy the agreement is not quite as good, but errors in the thermal rate constant are generally smaller because low energies are emphasized by Boltzmann weighting. Even this semiquantitative success in reproducing the quantal CRP with a separable-rotation method is impressive, as it is based on the tunneling-via-quantized transition state analysis of JPSϭ0ϩϩ and 1ϩϩ. The results are superior to those of simple J-shifting schemes, not based on a quantized transition state analysis, applied to Jϭ0 or 1. 34, 69 The main reason 34, 69 previous separable-rotation schemes work less well when applied to Jϭ0 or 1 quantal scattering data is that they neglect the J dependence of the K-degeneracy. When the same schemes are applied to quantal scattering data for larger J, the J-dependence of the K-degeneracy is again neglected, but the error this introduces into the rate constant is much less severe. As mentioned below in Sec. V C, the separable-rotation methods cited above as well as the one proposed here neglect the dependence of B on v 1 and v 2 , and this is probably the predominant source of error in rate constants calculated by applying separable-rotation schemes to quantal scattering data for moderately large values of J.
A closer look at the differences between the quantal and separable-rotation CRPs and DORSs is useful. The CRPs in Fig. 7 show differences beginning just above 0.8 eV, but the DORS curves are more revealing. First, even the separablerotation ͓00 0 ͔ feature becomes increasingly larger than the corresponding quantal feature as J increases. Since there are no competing transition states at this energy and there is no increase in K-degeneracy, this trend reveals that the transmission coefficients vary with J. The ͓00 0 ͔ level is an ideal dynamical bottleneck ( ϭ1) for Jϭ0, but it becomes somewhat less than ideal at higher J. At the energy of the ͓01 1 ͔, separable rotation begins to overestimate the CRP by more. This may be due in part to an underestimate of the effective value of B for bend-excited levels, as discussed below in Sec. V C. It is also possible that the effective value of is overestimated for the ͓01 1 ͔ level. The value used for the SRA, 0.997, was based on a fit to N 1ϩϩ , in which the ͓00 0 ͔ is forbidden and the ͓01 1 ͔ is the threshold. Since separable rotation overestimates the effective for the ͓01 1 ͔, it is reasonable to conclude that the availability of other nearby dynamical bottlenecks ͑here, the ͓00 0 ͔ and ͓02 0,2 ͔͒ to channel reactive flux influences the effective transmission coefficient for the ͓01 1 ͔. The rest of the discussion comparing the quantal and separable rotations DORSs focuses on the four regions identified by arrows in the panel for JPSϭ6ϩϩ. The arrows numbered 1, 2, 3, and 4 represent the energies of the ͓02 0 ͔, ͓04 0 ͔, ͓12 0 ͔, and ͓06 0 ͔ levels, respectively, for Jϭ6. These energies were calculated by shifting the E values in Table I by an amount ϪBJ(Jϩ1), using the value for B obtained without D and given in Table II . For brevity we will refer to the separable-rotation DORS as the SRA-DORS.
In the region near arrow 1, the SRA-DORS appears to be shifted to lower energy with respect to the quantal DORS. This is probably an indication that the value of B for bendexcited levels, in particular for the ͓02 0 ͔, is larger than for the ground-bend level. This point is discussed more thoroughly in Sec. V C below, and it suggests that one way to improve the quality of CRPs, DORSs, and thermal rate constants calculated with the SRA is to parameterize B separately for bend-excited ͑and possible also stretch-excited͒ levels.
In the region just to the left of arrow 2, the SRA-DORS is too high. This may also be related to the v 2 -dependence of B. Another possibility, in addition to this, is that in some cases the values of determined by the fit with Eqs. ͑13͒ and ͑14͒ are not accurate. The region near arrow 2 is a crowded region of the DORS, corresponding to the single, broad peak between 0.9 and 1.1 eV in the quantal DORS for JPSϭ0ϩϩ. This peak is fit as the sum of three features, which correspond to the S͓10 0 ͔, ͓10 0 ͔, and ͓04 0 ͔ levels, with the energies, width parameters, and transmission coefficients listed in Table I . For JPSϭ0ϩϩ, the three features sum to fit the quantal curve very accurately. We note, though, that the least-squares fits are quite sensitive to the precise shape of the quantal DORS. It is possible to obtain a fit whose features are shifted slightly in energy and whose values are distributed differently at a small cost in RMS difference from the quantal curve. Since the parabolic approximation for the effective potential barrier causes some uncertainty in the wings of the features, the RMS difference for JPSϭ0ϩϩ alone may not distinguish the most accurate fit. In the present instance, the value of for the ͓10 0 ͔ level is a little smaller than previous experience might lead us to expect, and the value for the ͓04 0 ͔ level seems a little high. 1, 9 If in fact errors are in this direction, the discrepancy would be magnified for JPSϭ6ϩϩ because the degeneracy of the ͓10 0 ͔ level is unchanged from JPSϭ0ϩϩ, but the degeneracy for the ͓04 0 ͔ level ͑for JPSϭ6ϩϩ, the ͓04 0,2,4 ͔ level͒ is three times as great. Such an error would be consistent with the JPSϭ6ϩϩ DORS panel of Fig. 7 .
These considerations might seem to present a daunting problem, but in fact they reveal an opportunity. Our approach for quantitatively identifying the nature and influence of quantized transition states has been reasonably successful, and this contributes to the confidence one can place in the parameters such as those in Table I . Nevertheless, it is clear that in some cases, particularly in crowded regions of the spectrum, slightly different combinations of parameters may give nonlinear least-squares fits of similar quality for JPS ϭ0ϩϩ. If the overlapping features have different degeneracies, simultaneously or iteratively fitting to quantal data for an additional, nonzero value of J could be used to more precisely determine the correct parameters, particularly the transmission coefficients, if the resonance parameters are assumed to change slowly with J.
In the region near arrow 3, the SRA-DORS curve has a more pronounced maximum and subsequent minimum than the quantal curve. This is because, for the SRA, the Jϭ6 features for the ͓05 1 ͔ level at 1.183 eV and the ͓12 0 ͔ level at 1.190 eV overlap. Combined with increased degeneracy at nonzero J, this causes the SRA-DORS feature to be quite pronounced. As mentioned above, the SRA-DORS curve neglects the dependence of B on v 2 . It is likely that the ͓05 1,3,5 ͔ and ͓12 0,2 ͔ levels actually overlap less at Jϭ6 than at Jϭ0, and consequently the quantal DORS peak near arrow 3 is less pronounced and more like a shoulder.
The same considerations apply to the region near arrow 4, although this is clearest for energies slightly higher than those shown. In this case, the important levels are the ͓06 0,2,4,6 ͔ with a fitted energy of 1.302 eV, the ͓13 1,3 ͔ at 1.306 eV, and to a lesser extent, the S͓20 0 ͔ at 1.289 eV. The features corresponding to these levels overlap considerably in the SRA-DORS curves, but in the quantal DORS the features probably overlap less, due to the v 2 dependence of B, and thus produce a less pronounced feature.
These considerations suggest two ways to improve the accuracy of the SRA: determine the dependence of B on v 1 and v 2 , and use the quantal CRPs for two different values of J to obtain more accurate fitted values for . The term ''separable rotation'' would no longer be appropriate because the extra term couples vibration and rotation. This is beyond the scope of the present project but could be a fruitful direction for future research.
Even with the present implementation of the SRA, the agreement between the separable-rotation and quantal curves demonstrated here is quite impressive and demonstrates quantized transition state control of the dynamics to high J. Accurate quantum dynamics calculations have demonstrated that the number of terms in the sum over J needed to converge the thermal rate constant to within 5% is 8, 10, and 17 at 167, 300, and 900 K, respectively. 34 Thus the comparison up to Jϭ9 in Fig. 7 and Table IV covers the range of J important for thermal rate constants up to moderate temperature.
Comparison of the quantal CRP and DORS with the analogous separable-rotation NR quantities reveals the dependence of transmission coefficients on E and J more precisely. Accurate quantum dynamics calculations have demonstrated that the quantal CRP gradually falls below the NR-CRP as energy increases, but by 1.3 eV the departure is no greater than 9% for J as high as 9, as the left panels of Fig.  7 demonstrate. Table IV shows that ave JPS is remarkably constant across different values of E and J. There is a gradual trend for ave JPS to decrease as energy is increased, and this trend becomes more pronounced for higher J. Nevertheless, even for Jϭ9, ave JPS (1.6 eV)ϭ0.84. This demonstrates quantitatively that quantized transition states gate the reactive flux with near unit efficiency up to high J. The average transmission coefficient in Table IV is 0.91, indicating that transition state theory would overestimate the rate constant by about 10% at high temperature.
We note that the average transmission coefficient is sensitive to the values of from the fit to the quantal scattering data, for the reasons described earlier. In fact employing the separable-rotation approximation with other fits, similar to the one used in Table I but having slightly different parameters 9 ͑in particular, values of for overlapping states͒ yields average transmission coefficients as small as 0.82. These findings are reasonable since tests of VTST against accurate quantum dynamics show average overestimates of 22% and 24% at 1000 and 1500 K, respectively. 76 Note from Fig. 7 that with higher J the CRP's increase becomes more rapid, and the DORS's apparent baseline becomes steeper. That this is true of the TST as well as of the quantal results clearly shows that these trends are due to the density of quantized transition states, which increases with both energy and J, as mentioned earlier.
V.C. Thermal rate constants
As mentioned in Sec. IV C, thermal rate constants calculated with the improved separable-rotation method, based only on JPSϭ0ϩϩ and limited JPSϭ1ϩϩ quantal scattering data, differ from full quantal scattering calculations 34 by only 0.3%-5.0% for temperatures between 500 and 1500 K. This is significantly better than previous separablerotation methods 34, 64, 65 applied on Jϭ0 or Jϭ1 scattering data, because those schemes did not treat K-degeneracy explicitly. ͑The SRA method described here and the previous methods all also suffer from neglect of the dependence of B on v 1 and v 2 , as described below.͒ With this separable-rotation method, the contributions of individual transition states, k (T), to the thermal rate constant can be calculated. These are shown in Table V . At 300 K, the threshold contribution is dominant; the terms for quantized transition state levels ͓00 0 ͔ and ͓01 1 ͔ represent 95.8% and 3.9% of k(T), respectively. By 1500 K, the ͓00 0 ͔ contribution drops to 30%, and contributions of greater than 10% are obtained for each of the four lowest-energy quantized transition state levels. It is noteworthy that a supernumerary transition state level, the S͓10 0 ͔, accounts for 0.3% of k(T) at 1500 K.
The signed difference between the SRA and fully quantal rate constants increases monotonically as temperature increases, from Ϫ11.6% at 250 K to ϩ5.0% at 1500 K ͑Table III͒. Two competing sources of error probably account for most of this trend. First, the SRA based on Jϭ0 underestimates the tunneling for nonzero J at low energies. This is demonstrated in Fig. 4 , which compares the accurate quantal CRPs for JSϭ0ϩ, 3ϩ, 6ϩ, and 9ϩ shifted in energy by an amount ϪBJ(Jϩ1), for energies between 0.40-0.65 eV. Note that the quantal CRPs for both parities were summed to give these curves. ͕Also shown in Fig. 4 is the value for JSϭ0ϩ predicted by tunneling through the effective parabolic barrier for the ͓00 0 ͔ level of the transition state ͓Eqs. ͑9͒ and ͑10͔͒, which clearly overestimates the subthreshold tunneling, as discussed earlier.͖ If the SRA were accurate at these energies, the CRPs at the shifted energies should be the same across all J. Instead, the shifted CRP increases as J increases, showing that the SRA based on Jϭ0 underestimates the tunneling for nonzero J at low energy. The differences across J decrease as energy increases, from as much as a factor of 5.7 at 0.40 eV to no more than 2.2% at 0.65 eV, just above the ͓00 0 ͔ level at 0.630 eV. One way to improve these trends would be to incorporate the change in effective barrier width with J by a model that includes centrifugal effects in the effective barrier. 77 The centrifugal potential is larger for tighter geometries. Shifting the CRP by a constant amount is like adding a constant to the whole effective potential. If one instead adds a geometrydependent centrifugal potential, the wings of the potential, which are important for the low-energy tunneling, will be narrower, and there will be more tunneling at higher J than the present model predicts. Thus the centrifugal potential is indeed in the correct direction to explain the trend we see. This would, however, have to be coupled with an anharmonic model for the effective barrier for the ͓00 0 ͔ level. The parabolic model of Eq. ͑9͒ used in the present analysis overestimates the subthreshold tunneling, as the dotted-dashed curve in Fig. 4 demonstrates, and this leads to an overestimate of low-temperature rate constants ͑Table III͒. Since the centrifugal potential would increase tunneling, implemented alone it would cause the low-temperature rate constants to be overestimated by even more. Thus the effective barrier shape for the ͓00 0 ͔ level would have to be improved before implementing a centrifugal potential. Together, these ideas hold promise. Further analysis is beyond the scope of the present project.
Second, the SRA overestimates the thermal rate constant at high temperatures. This may be due to the use of the same effective rotational constant B at all temperatures and for all transition state levels. A previous implementation of the SRA for the reaction of D with H 2 predicted more accurate thermal rate constants when a temperature-dependent value for B was used, 34 and the effective B was found to increase with temperature. ͑The temperature-dependent B was obtained by requiring that the SRA hold exactly for rate constants for Jϭ6 and 9.͒ This is consistent with our results and suggests that one way to improve them would be to use a temperature-dependent B. Why does the effective B have this temperature dependence? One reason is implicit in data reported in a quantized transition state analysis of the reaction of Cl with H 2 . 16 There, values of B were calculated for selected transition-state levels on the basis of fits to quantal scattering data, in analogy to our fits with Eqs. ͑13͒ and ͑14͒, for several values of J. It was found that the bend-excited level ͓12 0 ͔ had a larger B than the ground-bend level ͓10 0 ͔, and this was associated with a change to a tighter geometry with a smaller moment of inertia and thus larger B. We note that the change in B may also be due to a large vibrationrotation coupling constant ␣ 22 , related to but possibly distinct from the change in transition-state geometry. In any case, the values of B and D in the present study were obtained from threshold energies, and consequently B may have been underestimated for bend-excited levels and thereby caused the overestimate of thermal rate constants at higher temperatures. Table V demonstrates that bend-excited levels become increasingly important as the temperature is raised.
CRPs for nonzero J have not been fitted for the DϩH 2 reaction, but evidence from the state-selected DORSs is consistent with the interpretation of the previous paragraph. State-selected DORSs for reaction out of initial states with v 1 ϭ0 are grouped together in the left-hand panels of Fig. 9 for several values of JPS. Comparison with Table II obtained without D. We note that the threshold level is the most important contributor to the thermal rate constant at all of the temperatures studied ͑see Table V͒ , although bend-excited levels become more important as temperature is increased. This is consistent with the trend in the thermal rate constants noted above and suggests that the calculations could be improved by parameterizing B for the first few bend-excited levels. We also note that this explanation is consistent with the separable-rotation DORSs in Fig. 7 , as discussed earlier. These curves are quite accurate for the two lowest-energy levels, but the feature corresponding to the ͓02 0,2 ͔ comes in at too early an energy for nonzero J. In fact, for Jϭ9 even the energy of the ͓01 1 ͔ is noticeably underestimated.
One can also use the separable-rotation approximation to evaluate two approximations made in some popular versions of conventional transition state theory, namely, no recrossing and no tunneling. Translating these approximations to the formalism of the present paper, the former implies that transmission coefficients are unity, and the latter that N ‡ (E) ͑i.e., the CRP͒ increases in abrupt steps equal to the transitionstate degeneracy at the transition state energies. Thermal rate constants calculated with set to 1 for all transition states are given in column 4 of Table III. The error is small ͑0.6%͒ at 500 K because the dominant contribution at that temperature is from ͓00 0 ͔, for which the fitted is 0.996. By 1500 K, assumption of unit for all transition states overestimates the rate by 11%, since higher-energy transition states having fitted values smaller than 1.00 contribute significantly to k(T). In fact the 11% value is very consistent with Table IV. Thermal rate constants calculated with integral increases in the CRP at transition-state energies ͑but with the fitted values for ͒ are given in the last column of Table III . In this case, k(T) is underestimated by a large amount at low temperature because tunneling through the lowest effective (͓00 0 ͔) barrier is very important for the accurate dynamics. The error decreases from 31% at 500 K to 5.9% by 1500 K. This analysis provides a very appealing way to solve the long-standing question 67, 78 of how to separate tunneling and nontunneling contributions to the rate constant in a meaningful way.
V.D. State-selected and channel-selected reactivity
The state-selected DORSs shown in Figs. 8 and 9 support the assignments given earlier and provide a more detailed view of the dynamics. The state-selected dynamics of the DϩH 2 reaction is qualitatively similar to that of the OϩH 2 reaction, which we published previously. 7 We will discuss JPSϭ0ϩϩ in detail ͓Fig. 8͑a͔͒. We find that threshold reactivity out of a given asymptotic state tends to be strongly coupled to a particular transition state level or, occasionally, two transition state levels. This is seen in Fig.  8͑a͒ in that, for example, the energies of the maxima of the most prominent peaks for reaction out of initial states with vϭ0 are very close to the fitted energies E for transition states in the v 1 ϭ0 manifold. The average unsigned difference between the former and the E values given in Table I for the ͓00 0 ͔, ͓02 0 ͔, ͓04 0 ͔, ͓06 0 ͔, and ͓08 0 ͔ transition state levels is 0.010 eV, which is much smaller than the average spacing between states ͑0.20 eV͒. The energies of maxima in →n Ј 0ϩϩ for reaction into ͑or out of͒ final states with vЈϭ0 are quite close to those for reaction into initial states with v ϭ0, as seen in Fig. 8͑a͒ . The most prominent peaks for reaction out of initial states with vϭ1 likewise have maxima that correspond to the ͓10 0 ͔, ͓12 0 ͔, ͓14 0 ͔, and ͓16 0 ͔ transition state levels. The E values and the energies of the maxima differ by only 0.004 eV on average. However, the energies of the maxima in peaks for initial states with vϭ1 and final states with vЈ ϭ1 are less similar than those for vϭ0 and vЈϭ0. One possible reason is that final-state-selected DORSs reflect supernumerary transition state levels, of both kinds. 7, 9, 16 As discussed below, we associate the peaks with maxima near 0.921 eV with the S͓10 0 ͔ level, which is of the first kind because it influences the overall reactivity. The peaks with higher-energy maxima may represent the influence of supernumerary transition state levels of the second kind, that is, which exert no observable influence on the overall reactivity. Another possible reason that maxima in peaks for initial states with vϭ1 and final states with vЈϭ1 are at different energies is that threshold state-selected reactivity out of a given asymptotic state can be influenced by several transition states in the v 1 ϭ1 manifold with closely spaced energies. In our analysis of OϩH 2 , 7 we demonstrated that scattering by two model potential energy barriers similar in width and energy to those of the physical system can lead to either single or double maxima in the DORS, depending upon small variations in the width parameter, W . Several of the DORSs in the vЈϭ0 manifolds exhibit double peaks, but those in the vЈϭ1 manifolds do not. Consistent with this observation, the semiclassical vibrationally adiabatic curves for DϩH 2 shown in Figs. 5 and 6 have more closely spaced maxima for final states with vЈϭ0 than for final states with vЈϭ1.
The threshold reactivity for initial states in the vϭ1 manifold is represented by the first peak for initial state ͑1,0͒, which has a maximum at 0.958 eV. We associate this with the ͓10 0 ͔ variational transition state level, which helps us to assign the feature at 0.970 eV in the DORS as the ͓10 0 ͔ level. The threshold reactivity for final states ͑1,0͒, ͑1,1͒, ͑1,2͒, and ͑1,3͒ is represented by the peaks with maxima near 0.921 eV. Since the threshold reactivity for final states in the vЈϭ1 manifold is considerably below that for initial states in the vϭ1 manifold, we conclude that a supernumerary transition state helps channel the passage of flux into final states in the vЈϭ1 manifold. Partly on this basis, we assigned the feature at 0.939 in the fit to the overall DORS as the S͓10 0 ͔ level. The S͓10 0 ͔ is a supernumerary transition state of the first kind 7, 9, 16 because it influences the overall chemical reactivity. This is consistent with the intrinsic property, noted earlier, that supernumerary transition states will have lower energies than the corresponding variational transition states. It is interesting to note that several of the state-selected DORSs for vЈϭ0 have minima at negative values of →n JPS at 0.921 eV, apparently compensating for some of the new flux into vЈϭ1 final states that we associate with the S͓10 0 ͔. The vϭ2 maximum in n 0ϩϩ (E) at 1.389 eV clearly correlates with the ͓20 0 ͔ level at 1.396 eV. The vЈϭ2 maximum at 1.240 eV correlates with the S͓20 0 ͔ at 1.251 eV, a supernumerary transition state of the first kind. The vЈϭ2 maximum at 1.395 eV suggests the influence of another supernumerary transition state, the S͓22 0 ͔ level. The S͓22 0 ͔ level, however, is apparently of the second kind since there is no evidence that it influences the overall reactivity ͑i.e., the DORS͒.
The fitted feature with an E of 1.530 eV could not be assigned with certainty, so we include two possible assignments, ͓16 0 ͔ and ͓22 0 ͔, in Table I . From the spectroscopic constants, energies of 1.517 eV and 1.561 eV are predicted for the ͓16 0 ͔ and ͓22 0 ͔ levels, respectively. Attributing the vϭ1 maximum in n 0ϩϩ at 1.516 eV to the ͓16 0 ͔ level and the vϭ2 maximum in n 0ϩϩ at 1.547 eV to the ͓22 0 ͔ level is consistent with these values. It is possible that both of these levels contribute to , which was constrained to be no greater than one in the fit. We emphasize that the CRP and DORS near 1.6 eV may be influenced by higher-lying transition states not included in the fit.
Trends in the state-selected DORSs for JPSϭ3Ϫϩ in Fig. 8͑b͒ and JPSϭ9Ϫϩ in Fig. 8͑c͒ are very similar to those for JPSϭ0ϩϩ, although there are some differences. The threshold (͓00 0 ͔) features are shifted to slightly higher energy by an amount that is well predicted by BJ(Jϩ1) ϪDJ 2 (Jϩ1) 2 , using the values of B and D given in Table  II . In particular, in Fig. 9 several features in n JPS for vϭ0 overlap at the threshold for reaction for each value of JPS. The maximum in the most prominent of these is at 0.630, 0.642, 0.667, and 0.708 eV for JPSϭ0ϩϩ, 3Ϫϩ, 6ϩ ϩ, and 9Ϫϩ, respectively, which correspond to the predictions obtained from B, D, and the energy of the ͓00 0 ͔ from the fit in Table I : 0.630, 0.641, 0.670, and 0.718. Similar results are obtained for features in n JPS for vЈϭ0. Both even and odd bend levels are allowed for nonzero J, whereas only even levels are allowed for Jϭ0. For example, in the vϭ0, vϭ1, and vϭ2 spectra for both JPSϭ3Ϫϩ and 9Ϫϩ, peaks and shoulders corresponding to the ͓01 1 ͔, ͓03 1,3 ͔, ͓11
1 ͔, ͓13 1,3 ͔, and ͓21 1 ͔ transition state levels can be observed between the features due to even-v 2 transition state levels that all three spectra possess. The JPSϭ3Ϫϩ and 9Ϫϩ spectra do not seem to show evidence of yet higher odd-bend levels, e.g., ͓05
1,3 ͔ or ͓07 1,3 ͔. The vЈϭ0 spectra for JPSϭ3Ϫϩ show double peaks clearly associated with two transition state levels, yet these appear to be the evenbend levels. Analysis of data up to 1.6 eV ͑not shown͒ is consistent with these observations.
Perhaps the most obvious trend with J is that the spectral features become broader as J increases. For example, the initial-state-selected DORSs for vϭ0, though still distinct, are broader for JPSϭ3Ϫϩ than for JPSϭ0ϩϩ, and they become very broad for JPSϭ9Ϫϩ. Broadening is demonstrated most clearly in Fig. 9 , where the JPSϭ0ϩϩ, 3Ϫ ϩ, 6ϩϩ, and 9Ϫϩ state-selected DORSs for vϭ0 and vЈϭ0 are compared. Factors possibly contributing to broadening include ͑1͒ vibrationally nonadiabatic coupling of initial or final states to quantized transition state levels, ͑2͒ the coupling of the channels contributing to threshold reactivity out of a given initial ͑or final͒ state to different quantized transition state levels in the same stretch (v 1 ) manifold, ͑3͒ narrowing of the vibrationally adiabatic potentials, leading to increased tunneling, and ͑4͒ the multiple values of K allowed for given v 1 and v 2 when J is nonzero. The fourth effect is expected to be small, at least for low K. 9, 16, 79, 80 We can test the importance of the third factor by examining the vibrationally adiabatic potentials as a function of J. An example is shown in Fig. 5 , which shows that the curves with J 0 are not noticeably narrower than those with Jϭ0. Thus the first and second factors apparently dominate.
To assess the importance of the second factor, we calculated the channel-selected DORSs for channels contributing to several broad features in state-selected DORSs. Figure 10 shows that the channel-selected DORSs for individual channels corresponding to final state ͑vЈϭ0, jЈϭ4͒ for JPS ϭ3ϩϩ have fairly narrow features. However, since these channels couple to neighboring transition state levels in the same stretch manifold, the channel-selected DORSs sum to give a broad feature in the state-selected DORS. In this case, channel ͑vЈϭ0, jЈϭ4, lЈϭ4͒ couples primarily to the ͓01 1 ͔ level transition state level, while channels ͑0,4,2͒ and ͑0,4,6͒ couple to both the ͓01 1 ͔ and the ͓02 2 ͔ levels. Figure 11 reveals an analogous phenomenon for JPSϭ6ϩϩ and final state ͑0,8͒. In both of these figures, the fairly narrow features in the many channel-selected DORSs in the lower panel sum to give a broad feature in the state-selected DORS in the upper panel. Thus energetically localized quantized transition state influence underlies even the broader state-selected features for high values of J.
VI. CONCLUSION
The quantization of dynamical bottlenecks in this reaction and other atom-diatom reactions that have been studied [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] is dramatic and unambiguous. A long-standing issue [81] [82] [83] in chemical reaction dynamics is assessing the competing validity of two general classes of approach, namely, adiabatic 31, 67, 81, 84, 85 theories vs sudden 82, [86] [87] [88] [89] [90] [91] [92] or statistical adiabatic 81 theories. Comparison of quantum mechanical scattering calculations to adiabatic calculations 85, 93 and quantized variational transition state theory 94 established the validity of adiabatically quantized dynamical bottlenecks at least at the overall threshold for reaction. Applicability of adiabatic quantization of localized dynamical bottlenecks at higher energies was harder to demonstrate. Clearly the extent of quantization of dynamical bottlenecks may depend on energy, and, based on comparison to experiment for the DϩH 2 (vϭ1) reaction, Pollak and co-workers concluded 95 that the correct approximation scheme to be used for this reaction is one that does not quantize the bend motion. However, the experimental results were later revised, 96, 97 and accurate quantum dynamics studies 62 and experiment both showed good agreement with approximate theories [98] [99] [100] [101] [102] [103] that do quantize the bend.
Previous calculations of the density of reactive states over a wide energy range 1, 2, [7] [8] [9] 16 showed that local adiabatic quantization of localized dynamical bottlenecks is a general phenomenon, and our studies, presented here, of both DϩH 2 (vϭ0) and DϩH 2 (vϭ1), both for total angular momentum Jϭ0 and also for J 0, show that both bending and stretch vibrations are well quantized as high in energy as they can be resolved, even though the motion from A,BC to AB,C is not globally adiabatic. ͑In our view, at most local adiabaticity is required. Schatz 104 has given an alternative argument for bend adiabaticity based on the constraints associated with the uncertainty principle. While that argument is useful for the ground bend transition state level, it is not as powerful as local adiabaticity in predicting the positions of excited levels.͒ The results for higher J are of particular interest since high-J dynamics have not previously been analyzed in such detail. We conclude that, although some broadening of features in the density of reactive states occurs as J increases, quantized transition states maintain control of reactivity and thus control the overall reaction dynamics and determine rate constants. We expect that these results for the reaction of D with H 2 are typical of other, related reactions. For both J ϭ0 and J 0 the observed level broadening can be well understood in terms of tunneling through quantized levels rather than as being dominated by the previously postulated 95 ,105,106 lack of quantization or nonadiabatic leak.
These studies provide further support for a whole range of approximate theories that quantize the bend, especially variational transition state theory with adiabatic bends 26, 27, 32, 67, [71] [72] [73] [74] 76, 98, 103, 107, 108 and various reduceddimensionality theories with adiabatic bends. 101, 102, 109, 110 General conclusions valid for both high and low J are ͑1͒ Quantized transition states are dynamical bottlenecks that gate the reactive flux from reactants to products, and they are associated with effective reaction barriers whose energies and widths can be extracted from the accurate quantal results. We have assigned bend and stretch quantum numbers to and calculated frequencies for the levels of the quantized transition states. ͑2͒ The influence of some supernumerary transition state levels, which here correspond to productlike rather than reactantlike geometries, is observable in the overall reactivity, as was noted in earlier studies of the likewise asymmetric reactions of O and Cl with H 2 .
7,15,16 ͑3͒ Quantized transition state control is also manifest in the stateselected DORSs, which provide a detailed view of the dynamics. State-selected DORSs exhibit features due to variational transition states for the forward reaction ( n ) and to supernumerary transition states for the reverse reaction ( →n ). Some supernumerary transition states influence the overall reactivity ͑those of the first kind͒ while others do not ͑those of the second kind͒.
Trends in the dynamics as J varies can be identified, and these are clarified by state-and channel-selected analyses of the reactivity: ͑1͒ Features in the overall and state-selected DORSs broaden as J increases, largely because more and more channels couple to each quantized transition state bend level. Features in channel-selected DORSs are generally narrower than those in the state-selected DORSs. Thus the broadening of features in the DORSs and state-selected DORSs does not necessarily indicate a breakdown in quantized transition state control of the dynamics. ͑2͒ The average transmission coefficient decreases quite slowly with energy, the rate of decrease being 0.16/eV between 0.8 and 1.6 eV, averaged ͑without weighting͒ over the seven values of JPS analyzed. The average transmission coefficient is relatively constant across J values. Only at the highest energy studied, 1.6 eV, is there a clear trend with J, the average transmission coefficient being 7% smaller for Jϭ9 than for Jϭ0. Overall, for J between zero and nine, the average transmission coefficient between 0.8 and 1.6 eV is in the range 0.91-0.92. Thus quantized transition state control of the dynamics is remarkably close to ideal.
The new implementation of the separable rotation approximation, based on a quantized-transition-state representation of the CRP, fully includes the J-dependence of the K degeneracy in calculations of thermal rate constants. Quite accurate thermal rate constants are calculated by applying this SRA to Jϭ0 and low-energy Jϭ1 scattering data. Discrepancies with accurate rate constants can be traced to neglect of the dependence of B on the bend quantum number and on J at subthreshold energies. When these factors are taken into account, this method should predict very accurate rate constants over a wide range of temperatures. The quantized-transition-state representation of the CRP also makes possible the evaluation of the influence of individual transition state levels, and of some transition-state theory approximations, on the thermal rate constant.
