Abstract-The Aformulation with generalized-Lorenz gauge is free of catastrophic breakdown in low-frequency regime. In the formulation, A and are completely separated and Maxwell's equations are reduced into two independent equations pertinent to A and . This, however, leads to more complicated equations in contrast to the traditional E formulation. The numerical dicretization of the equations is challenging, especially for the equation pertinent to A. By virtue of the differential forms theory and Whitney elements, the direct action of divergence operator on A is bypassed. Thus, the equations can be discretized compatibly using regular finite element method. The condition of the resultant matrix system is much better than that of the E formulation as frequency becomes low, and even approaches to zero. The generalized-Lorenz gauged A-formulation is verified to be accurate and efficient for low-frequency circuit problems.
integral equation (IE) based methods and partial differential equation (PDE) based methods in frequency domain as well as time domain [1] , [2] (chapter 5, chapter 8). Basically, it is caused by the null space of the dominant operator, and leads to an ill-conditioned or even singular matrix system at low-frequency limit.
Over the past decades, researchers in the computational electromagnetic society were strongly motivated to surmount this problem by the following reasons. First, multiscale problems are becoming more important. Working at the same frequency, some parts of the system, e.g., integrated circuit package, aircraft/car with miniaturized antennas, may be electrically small; also, wideband analysis is highly needed for mixed-signal integrated circuits. To circumvent this problem for the IE methods, one can implement a quasi-Helmholtz decomposition by using loop-star or loop-tree basis function [3] , [4] , or introduce the current continuity equation to balance the vector and scalar potential terms in the augmented electric field IE (EFIE) [5] . Other recent work from IE community [6] [7] [8] also devote plenty of endeavor on this problem. In the PDE community, the tree-cotree splitting technique was applied in the finite element method (FEM) to realize an inexact Helmholtz decomposition of the electric field density E [9] , [10] . In addition, an eigenvalue based scheme [11] and low upper (LU) recombination technique [12] were proposed from the mathematical point of view. The key point is to remove the null space or zero eigenvalues corresponding to the curl operator or divergence operator. All of the above work with E (for PDE) or electric current density J (for EFIE) and some of them, e.g., loop-tree and tree-cotree techniques are based on the graph theory [13] . Moreover, formulations based on potentials [14] [15] [16] [17] have shown a great potential in modeling the low-frequency problems.
Although our computational capability of low-frequency problems has been greatly improved, low-frequency breakdown is drawing more and more attention as the multiscale and wideband analysis keep advancing. For PDEs, the tree-cotree splitting technique does not remove the null space of the matrix at low frequency entirely [18] (chapter 4), and the computational cost of the eigenvalue based scheme is expensive as it begins with finding the eigenvalues. Recently, a novel A-formulation with generalized-Lorenz gauge, where the electro-quasi-static physics and magnetoquasi-static physics are completely separated, is shown to be free of low-frequency breakdown theoretically [15] . Different from the above solutions based on tree-cotree splitting [9] , [10] , [14] or eddy current approximation [16] , it is a full-wave solution without additional mesh operation. The governing equations can be derived in the form of vector potential A and scalar potential . After introducing the generalized-Lorenz gauge, two independent equations are generated, with one solely pertinent to A, while the other solely pertinent to . Specifically, the A-equation is a vector Helmholtz equation with a gauge term, while the -equation is a scalar HelmholtzPoisson-like equation. The null space of the double curl operator is removed by its counterpart, the gauge operator. In this way, the electro-quasi-static field and magneto-quasistatic field are separated and solved to the same accuracy, which is beyond the capacity of most of the aforementioned low-frequency solvers. However, as a divergence operator acts on A directly, the discretization of the gauge term is challenging.
In this paper, the numerical implementation of the aforementioned A-formulation using FEM is developed. Appropriate expansions of the physical quantities are inspired by the mapping between these quantities, which makes the implementation well-suited for the theory of differential forms [19] , [20] (chapter3) and Whitney forms [21] , [22] (chapter 2). The condition numbers of the resultant matrices are bounded to relatively small values in low-frequency regime. Thus, a simple static incomplete LU (ILU) preconditioning strategy can greatly accelerate the convergence of iterative solution of the A-equation. The remainder of this paper proceeds as follows. The finite element discretization of the A-formulation will be derived in Section II. In Section III, the accuracy and effectiveness of the proposed method will be demonstrated. Finally, this paper will be concluded by an overview in Section IV.
II. FORMULATION

A. Governing Equations
Consider a general 3-D configuration as shown in Fig. 1 . Assume that the structure is inhomogeneously composed of three bodies, 0 , 1 and 2 , among which 0 is bounded by D (solid line) and N (dashed-dotted line); 1 and 2 are bounded by 1 and 2 , respectively. In addition, the structure is excited by an impressed current source J.
Substituting E by
into the Maxwell's equations, A and are governed by the following equations [15] :
where and α can be a function of position. In addition, the generalized-Lorenz gauge applied to deriving (2) and (3) is
It is well-known that E is gauge invariant, while A and are nonunique under different gauge transformations. In dynamic cases, the Lorenz gauge is a preferable choice because it confirms that both A and travel at the speed of light, and so does E. Mathematically, A and satisfy the scalar and vector Helmholtz equations, respectively, which are free of null space.
For the convenience of comparison, the governing equation of the traditional E formulation is presented here
At low frequencies, apparently, (2) degenerates to the wellknown Poisson equation, which is also solvable as long as proper boundary conditions are assigned; (3) and (6) become
and
respectively. Note that (8) has nonunique solution because the curl operator has a nontrivial null space which is formed by the gradient of any scalar field [1, Ch. 5], [22, Ch. 3] , [23, Ch. 5] . Specifically, if ∇ × μ −1 ∇ × E = i ωJ, E = E + ∇φ (φ is an arbitrary scalar field) will equally satisfy ∇ × μ −1 ∇ × E = i ωJ because ∇ × μ −1 ∇ × (∇φ) = 0. Hence, the matrix representation of (6) yields an ill-conditioned or even singular system. To avoid the null space of the curl operator, one can make the first and second terms in the left-hand side of (7) balanced by involving proper χ. According to [24] , all the eigenvalues of (7) are positive as long as α > 0, indicating that the matrix representation of (3) yields a positive definite system. In order to obtain a relative small condition number of the matrix system, χ = με 2 is recommended.
Apart from (2) and (3), A and should satisfy the boundary conditions
where s , ρ s , A s , and J s are specified values of scalar potential, surface charge density, tangential vector potential, and surface current density on the boundaries. (9) and (11) are Dirichlet-type boundary conditions; (10) and (12) are Neumann-type ones. When the nodal basis function (Whitney-0 form element) and the edge basis function (Whitney-1 form element) are employed to expand and A, respectively, the boundary conditions along 1 and 2 should be automatically satisfied.
B. Excitation Considerations
To obtain the solution of E, (2) and (3) need to be solved simultaneously. Noting that their excitations are different, special treatment should be introduced. Recall the current continuity equation
For a current-driven problem, the right-hand side of (3) is readily defined, while (2) can be rewritten as
without affecting its left-hand side. The circuit physics of (2) and (3) become more distinct. (3) resembles the current-voltage relation for an inductor, while (14) resembles that for a capacitor. The electro-quasistatic and magneto-quasi-static fields are completely separated and can be solved to the same accuracy at low frequencies. Furthermore, taking the divergence of (3) and substituting (5) into (3), one can finally arrive at (14) , which means (2) and (3) are consistent and (2) can be rigorously derived from (3).
C. Finite Element Discretization
After solving (2) and (3), E can be easily recovered by (1) . Dictated by its physical attribute (tangential continuity) and the boundary conditions it satisfies, A can be represented by Whitney-1 form elements, which are curl-conforming and have constant projections on the edges of the mesh. However, since a direct divergence operation on Whitney-1 form elements leads to zero matrix entries, the third term in (3) with a divergence operator vanishes when it is discretized using Ritz method or Galerkin's method. The trick is Whitney-1 form elements are not solenoidal even though they vanish after divergence operation, because a constant gradient can be expanded in terms of Whitney-1 form elements [22, Ch. 3, p. 84 ]. More specifically, for the edge with two vertices m and n, it is straightforward to see where λ and ω are Whitney-0 form and Whitney-1 form elements, respectively. However, (15) does not mean ω is divergence-free due to (16) which indicates a constant gradient is in the space formed by Whitney-1 form elements. Hence, an intermediate quantity,
According to the theory of differential forms [19] , [20] (chapter 3), the Hodge star operators, μ and ε , are unique linear map on an oriented Riemannian manifold from p-form to (n − p)-form, where n is the dimension of the manifold (n = 3 for 3-D). Besides, mathematical operators, ∇, ∇·, and ∇×, can transfer electromagnetic potentials, fields and fluxes from one to another, which is involved in Maxwell's equations. Thus, (1/με 2 )∇ · εA can be found to be a Whitney-0 form variable [25] , as interpreted in Fig. 2 . As also indicated in (5), the equivalence of both sides are in the same form with .
As more than one variable exist in the system, compatibility of their expansions needs to be checked before discretization. For the quantities involved in this paper, the spaces they are in and geometric constituents they are associated with are tabulated in Table I . Here, , A, and E are well defined on the nodes and edges of the primal mesh [26] , [27] (chapter 3), while (1/με 2 )∇ · εA should be of the same constituent with , as suggested by (5). As we can see from Table I , no dual mesh is involved. Therefore, compatibility is guaranteed if the above quantities are expanded by Whitney elements as follows:
where N n and N e are the numbers of the nodes and edges, respectively; ϕ n , a n , and d n are the corresponding unknowns.
It is worth mentioning that we have other choices for the intermediate quantity, e.g., (1/ε)∇ · εA with the following approximation:
However, if (20) is applied, the divergence theorem should be used to avoid the direct operation of divergence operator on Whitney-1 form elements. Hence, a surface integral term arises. The reason we adhere to (19) is because if we do so, the third term of (3) is integrable over the computational domain and thus a simple matrix representation will be generated. In order to remove the additional unknowns in (19) , the same procedure used in [25] , [28] , and [29] is applied. Assuming χ = μ 0 ε 2 0 and testing both sides of (19) with λ m (r) yields
Furthermore, the unknown vector d can be written in the form of the unknown vector a, that is
whereḠ NN andK NE are matrices defined as
Finally, testing both sides of (2) with λ m (r) yields
where
Similarly, testing both sides of (3) with ω m (r) yields
where Denote the matrices in (25) and (29) byS andK, respectively, that isS
andK
By setting ω = 0, the lower bounds of (34) and (35) can be given byS andK , respectively, wherē
The dimensions of the above matrices and vectors are tabulated in Table II . In practice, the ratio between N n and N e for large 3-D mesh is about 1/7.3 [30] , indicating a 13.70% increase in the number of unknowns in contrast to the E formulation. Another notable issue is the treatment ofḠ NN may introduce a heavy computational burden as it is generally a dense matrix. Thanks to the sparse approximate inverse (SAI) technique [31] , G −1 NN can be approximated by a nearly diagonal matrix without perceptible loss of accuracy for magnetostatic problems [25] . In this paper, the later strategy is adopted to preserve the sparse merit of FEM matrices and promote their solution efficiency.
D. Solving Strategy
FEM results in bad-conditioned matrix systems most of the time. To solve problems with moderate number of unknowns (tens of thousands in general), sparse direct solvers, such as UMFPACK and CHOLMOD [32] , are suitable candidates. Otherwise, preconditioned Krylov subspace iterative solvers, such as the conjugate gradient and generalized minimum residual (GMRES) algorithms [33] , are promising substitutes. Generally, ILU factorizations can be used as general purpose preconditioners to these iterative solvers. In this paper, ILU preconditioned GMRES routine are applied.
Note that the computation cost of a full LU factorization is roughly (2/3)n 2 floating-point operations, where n denotes the dimension of the matrix. There is a tradeoff between the quality and cost for ILU preconditioners, i.e., more computing time and storage memory are required to generate ILU preconditioner with higher quality [34] . Although the cost can be substantially reduced using the dual dropping technique [33] , [34] , the total running time may increase in contrast to the case without preconditioning. Hence, a more cost-effective strategy is desired, especially for wideband analysis.
In view of that the frequency dependent term is swamped by the other terms in (35) at low frequencies,K is absolutely a good approximate ofK. Hence, if the ILU factorization ofK , instead ofK, is used as the preconditioner of (35) (We call this "static ILU preconditioning" hereafter), it is supposed to perform as well as that ofK. The key point is that its ILU factorization can be generated once for all the frequencies asK is frequency-independent, which can greatly cut down the computational cost.
In addition, for the A-formulation, the matrix system is free of null space. Therefore, a suitable preconditioner may greatly accelerate the convergence rate. However, the null space of the double curl operator emerges in the matrix system of the E formulation in low-frequency regime, which makes the matrix singular and invalidates the iterative solvers even with preconditioner.
III. NUMERICAL VERIFICATION
The proposed A-formulation has been applied to model low-frequency circuit problems. As solving (25) is much more straightforward and well documented in numerous literatures [22] , [23] (chapter 3, chapter 5), we will focus the following discussion on solving (29) and comparing (3) with (6).
A. Electro-Quasi-Static Problem
First, a microstrip structure, shown in Fig. 3 , is taken into consideration. The microstrip line and ground plane are perfect electric conductors (PECs), while the substrate is the FR4 dielectric (ε r = 4.5). The dimensions are on millimeter scale and the working frequency ranges from middle frequencies down to low frequencies. The structure is discretized into tetrahedra with N n = 8132 and N e = 54 081, with the average edge length of the mesh being about 5.65 × 10 −4 m. Compared to the E formulation, the rate of the unknown increase is about 15.04%. In the computation,Ḡ −1 NN is replaced by its SAI with only 9057 nonzero entries (sparsity 98.63%). To make the solution as accurate as possible, UMFPACK [32] , which solves sparse linear systems using multifrontal LU factorization, is first applied.
The imaginary part of the input impedance, Im(Z ), obtained by both the E formulation and A-formulation are shown in Fig. 4 . Also, a closed form solution based on the combined Schneider's and Wheeler's model [35] is given as a reference. Obviously, at middle frequencies, these two formulations work well and provide almost the same result. However, the result obtained by the E formulation diverges dramatically below 10 kHz, indicating the occurrence of low-frequency breakdown and loss of accuracy. Recall the analytical estimation of breakdown frequency [36] , that is
where · represents the matrix norm and l the average edge length of the mesh. For the E formulation to catch the contribution fromK 2 using double precision computation, provided that l is on 10 −4 m scale, the breakdown frequency falls into the range 10 3 ∼10 5 Hz, which is consistent with our numerical observation. On the other hand, the result obtained by the A-formulation overlaps with the reference as the frequency decreases, even goes down to 0. Table III lists the capacitance per length obtained by these methods at a few frequencies. The divergence between numerical and analytical solutions, which may be caused by the mesh quality and numerical errors, is acceptable.
Furthermore, the low-frequency performance of (3) and (6) is investigated by means of condition number. Fig. 5 gives the variation of the condition number with the frequency. The reason for the low-frequency breakdown is obvious. As the frequency goes down, the condition number of the matrix generated by the E formulation shows a sharp increase Fig. 5 . Condition number of the matrices.K is the static bound ofK. They are much more well-conditioned than the matrix for the E formulation in low-frequency regime.
continuously, which leads to a slow convergence or even inaccuracy of the solution. At 10 kHz, it is as large as 1.04 ×10 17 , pushing the computer to the limit. Due to the finite machine precision and numerical errors, it is a very large number instead of infinity at extremely low frequencies. This difficulty is overcome by the A-formulation. As shown in Fig. 5 , the condition number ofK is stable and bounded by that ofK , 5.94×10 5 , in a wide range of frequency. As it is much smaller than that of the E formulation, a much better performance of A-formulation can be expected if iterative solvers are used.
Here, the GMRES iterative solver is applied to solve the matrix systems of (3) and (17) . In addition, for (3), the ILU factorization, with threshold and pivoting, of the matrix itself is introduced as a preconditioner. Fig. 6 is the comparison between the convergence rate for (3) and (17) at 10 kHz, where the low-frequency breakdown emerges for (17) . As expected, the convergence of the unpreconditioned systems are extremely slow. At the 3000th iteration, the relative residual is 4.47 × 10 −6 for (3), while 2.74 × 10 −2 for (17). However, it decreases dramatically within a few iterations (3.99 × 10 −15 at the seventh iteration) when the ILU preconditioner is applied, indicating that the ILU preconditioner is highly effective for the A-formulation.
In addition, as mentioned before, the ILU factorization ofK should be an adequate preconditioner for (35). To validate this, the convergence behavior of the GMRES with the static ILU preconditioning are shown in Fig. 7 . At all sampled frequencies, the iterative solver converges extremely fast and the convergence rates vary in the same manner. A negligible delay for f = 1 GHz can be understood as the effect of the frequency-dependent term in (35) at middle frequencies. Still, it can be concluded that the GMRES algorithm with the static ILU preconditioner works effectively for the A-formulation.
Another amazing merit of the A-formulation if that the electro-quasi-static field and magneto-quasi-static field are separated and thus can be solved to the same accuracy. Fig. 8 shows the contributions of A and to Z . Theoretically, the capacitive physics dominates for microstrip structures in low-frequency regime. As the frequency goes high, the inductive physics becomes significant, meaning that A plays a key role, even can compete with , as shown in Fig. 8 .
As the low-frequency breakdown happens not only when the working frequency is low, but also when the mesh size is electrically small. Hence, the dense-discretization stability of the A-formulation is also investigated. From Fig. 9 , Fig. 8 . Contributions of and A to Z . They are calculated separately and accurately. The subordinate part will be lost in the traditional low-frequency solvers. Fig. 9 .
Variation of the matrix condition numbers as a function of h, which is the average length of the edges of the mesh. The working frequency is 10 kHz.
one can known that a denser mesh will make the matrix condition worse moderately, for both the A-equation and -equation. Fortunately, the matrix condition is essentially bounded by the operators, which are free of null space. A fast convergence can still be achieved after preconditioning for a dense mesh, as suggested by Fig. 6 .
B. Magneto-Quasi-Static Problem
Similar phenomenon can be observed in the simplified wireless power transfer (WPT) system, as shown in Fig. 10 . Two circular PEC coils with rectangular cross section lies on both sides of a FR4 substrate. Small gaps are introduced on the coils for the convenience of excitation. For this case, N n = 7073, N e = 46 078, and l ≈ 2.23 × 10 −4 . Compared to the E formulation, the rate of unknown increase is about 15.35%. In the computation,Ḡ −1 NN is replaced by its SAI with only 7147 nonzero entries (sparsity 99.98%). The results obtained by UMFPACK is first demonstrated.
As satisfies the equipotential condition on the same PEC body, Z solely depends on A. A comparison of the imaginary part of the mutual impedance between the coils, Im(Z 21 ), obtained by the E formulation and A-formulation is given in Fig. 11 , in comparison with a reference obtained by a full-wave semianalytical solution [37] . At low frequencies, all the results agree with each other very well. Interestingly, no obvious breakdown is observed for the E formulation. A sampled mutual inductance list in Table IV also supports this observation. This can be understood in the following manner: substituting (1) into (6) yields:
At low-frequency limit, the second term is swamped by the first one. Then, (39) becomes
Due to the finite computer precision, the condition number of (40) will be a very large number instead of infinity. Hence, A can be solved correctly to some extend, while is totally lost. Finally, Z could be correct as it solely depends on A. However, the breakdown is observed in the condition number plot (Fig. 12) . As expected, the condition number of the E formulation increases dramatically as the frequency goes down. The breakdown frequency is identified, from Fig. 12 , to be about 100 kHz, which is again consistent with (38). On the other hand, the condition number ofK remains stably low and bounded by that ofK , 1.21 × 10 6 , in a wide range of frequency.
When iterative solvers are applied, the advantages of the A-formulation over the E formulation become more distinct. First, the solution of the former can be accelerated by ILU preconditioner. As illustrated in Fig. 13 , the unpreconditioned GMRES algorithm almost stops converging after a few iterations. At the 3000th iteration, the relative residuals remain larger than 1.79 × 10 −4 for both formulations, indicating that reliable solutions are only accessible at the cost of a large number of iterations. Fortunately, the ILU preconditioner can easily overcome this difficulty. Similar to the electro-quasistatic case, the relative residual decreases dramatically to 4.15 × 10 −16 at the seventh iteration.
Additionally, with the aid of the static ILU preconditioner, a wideband analysis can be carried out efficiently. As presented in Fig. 14 , the convergence curves for the four sampled frequencies overlap each other and drop sharply to a very low level within few iterations. Reliable and quick solutions can Convergence curve at 100 kHz. The ILU preconditioning is unavailable for the E formulation because it is almost singular. be achieved. Hence, the static ILU preconditioner is widely applicable and cost-efficient.
IV. CONCLUSION
The generalized-Lorenz gauged A-formulation has been verified numerically using FEM. After introducing an intermediate quantity to bypass the contradiction between the divergence operator and Whitney-1 form elements, all the physical quantities are expanded compatibly using Whitney form elements. The SAI and ILU preconditioning techniques are applied to achieve an efficient computation. Compared to the E formulation, the matrix system generated by the proposed A-formulation is much better conditioned and stable in a wide low-frequency range. Accurate and reliable results are obtained for both electro-quasi-static and magneto-quasi-static circuit problems. With the aid of the static ILU preconditioning strategy, a cost-efficient wideband analysis can be carried out in the low-frequency regime based on the A-formulation. 
