Abstract-In this paper, we consider the problem of controlling the connectivity of a network of mobile agents under local topology constraints and proximity-limited communication. The inverse iteration algorithm for spectral analysis is formulated in a distributed manner to allow each agent to estimate a component of global network connectivity, improving on the convergence rate issues of previous approaches. Potential-based controls drive the agents to maximize connectivity under local degree constraints, maintain established links to guarantee connectivity, and avoid collisions. To achieve constraint satisfaction we exploit a switched model of interaction that regulates link addition through symmetric, repulsive potentials between constraint violators, enforcing discernment in communication through spatial organization. Simulations of connectivity estimation as well as agent aggregation and leader-following applications demonstrate the ability of our proposed methods to generate connectivity maximizing, constraint-aware self organization.
I. INTRODUCTION
Intense interest has been focused recently on the analysis and control of networked systems, and particularly on distributed systems of mobile agents. Such systems provide significant gains in efficiency, scalability, and robustness when compared to classical centralized solutions. Applications of mobile agent networks are multi-disciplinary and highly varied; examples include formation control [1] , adaptive sampling [2] , and target tracking [3] .
In this work we are concerned with the connectivity property of networks under proximity-limited communication and the topological dynamics induced by mobile agents. Network topology has been shown to have a profound impact on the performance and robustness of networked algorithms, for example in the analysis of formation stability [4] , consensus seeking [5] , and swarming behaviors [6] . Considering for example the consensus problem, it is demonstrated in [5] that topology fundamentally impacts the convergence and robustness of consensus, yielding distinct tradeoffs in connectivity and network design. These conclusions are further reflected in works such as [7] , with biological insight [8] . It is then natural to consider controlling network topology to yield performance gains in networked processes like consensus, or to otherwise shape network information flow [4] . Note that connectivity (topology) control differs sharply from works that seek enhancements to the consensus algorithm itself, e.g. [9] , [10] ; such algorithms continue to perform at the mercy of network topology.
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Connectivity control has been addressed in recent works by considering various connectivity measures together with both distributed and centralized control schemes. In [11] marketbased auctions and a local connectivity measure yield hybrid controls for connectivity preserving link deletion. Admissible control sets for double integrator agents to maintain disk graph connectivity are derived in [12] , along with a distributed algorithm for computing controls nearest a desired polytope. In [13] a distributed power iteration is formulated for global connectivity estimation, together with a distributed gradient controller for connectivity maximization. Works considering inter-agent constraints in the topology control problem include [14] , [15] . Finally, the impact of topology on consensus-like algorithms is examined in works such as [16] , however not from the perspective of mobility control.
As opposed to previous work that is centralized [14] , [17] , solutions that guarantee connectedness alone [18] , or approaches employing unconstrained connectivity maximization [13] that yields fully connected topologies (nullifying a distributed design), we propose a distributed formulation that maximizes connectivity under local constraints, taking a step towards agent configurations that respect known tradeoffs in network topology. First, we consider an inverse iteration algorithm that enables each agent to estimate a component of the eigenvector associated with network algebraic connectivity. Our solution is fully distributed, scalable, and it improves on the convergence rate issues of [13] . Second, we construct distributed potential-based controls for agent mobility that constrain locally the connectedness of each agent by enforcing a maximal neighborhood size, while simultaneously driving the system to maximize connectivity, maintain links (and thus connectivity), and avoid collisions. To achieve constraint satisfaction we exploit a switching model of interaction and link discernment, allowing agents to actively regulate their neighbors spatially, enforcing discernment in both communication and spatial organization (as opposed to link switching [11] ).
The outline of the paper is as follows. In Section II we provide agent and network models, and a discussion of consensus. Distributed algebraic connectivity estimation is presented in Section III, while Section IV discusses an interaction model and potential fields for constrained connectivity control. Simulation results are provided in Section V, and concluding remarks and future work are stated in Section VI.
II. PRELIMINARIES AND PROBLEM FORMULATION
Consider a system of n mobile agents (robots) in R m each with single integrator dynamicṡ
where x i , u i ∈ R m are the position and the control input for the ith agent, respectively. We consider proximity-limited communication by assigning to each link (i, j) between agents i and j a weight
where x ij = x i − x j and we assume w ii = 0, with α > 0. We refer to ρ 2 as the interaction radius, beyond which both communication and sensing become impossible. Define switching signals σ ij = σ ji ∈ {0, 1} having elements that determine the inclusion of link (i, j) through the switched weight w σ ij = w ij σ ij [11] , [18] . The implication of such a construction is that although x ij ≤ ρ 2 , agents i and j may remain disconnected, enabling the active discrimination of link creation.
The state dependent, switched system induces the weighted dynamic graph G = (V, W, E), with vertices V = {1, . . . , n} indexed by the set of agents, weights W = {w σ ij | i, j ∈ V}, and proximity dependent, switched edges E = {(i, j) | w σ ij > 0}. Given the symmetry of (2) and σ ij , E will contain only undirected edges and G will itself be undirected. The neighbor set of an agent i is given by N i = {j ∈ V | (i, j) ∈ E}, with symmetry property j ∈ N i ⇔ i ∈ N j . Define the adjacency matrix A ∈ R n×n of the graph G having symmetric elements A ij = w n , the vector of all ones. The second smallest eigenvalue λ 2 , referred to as the algebraic connectivity of the network, is of particular significance as it acts as an indicator of network connectedness. That is, G is connected if and only if λ 2 > 0 [19] .
To motivate our problem in this work, consider the averageconsensus problem, solved by continuous-time algorithṁ
where the consensus states z i converge toz = 1 n n i=1 z i (0), the average of the initial consensus states z i (0). Assuming G is connected for all time, the convergence rate of (3) is proportional to λ 2 , while the delay τ that preserves stability is bounded by 0 ≤ τ < π/2λ n [5] . Thus, there exists a distinct tradeoff between robustness and convergence as networks become highly connected and node degree increases. Such themes are further illustrated in [7] , [8] where the virtues of topology control and specifically limiting node connectedness are argued. We are therefore motivated to consider the following problem 1 : Problem 1: Design mobility controls u i such that if G is initially connected it remains connected for all time, and λ 2 is maximized while respecting constraints on agent node degree,
III. DISTRIBUTED CONNECTIVITY ESTIMATION
To effectively control the connectivity of our system, we establish a feedback loop by generating, in a distributed manner, an estimate of the algebraic connectivity λ 2 of the network. Yang et. al. in [13] proposed a distributed eigenvalue/vector (eigenpair) estimation scheme based on the power iteration algorithm. However, power iteration converges with a rate that is linear in |λ n−1 /λ n |, the ratio of the dominant eigenvalues of the target matrix [21] . Therefore, when the dominant eigenvalues are close in magnitude, the power iteration algorithm converges very slowly.
We alleviate the issue of slow convergence by considering the closely related inverse iteration algorithm (also called the inverse power iteration) [21] . First, consider the following deflation of L, aimed at removing the influence of the eigenpair associated with λ 1 :L
where δ > 0. The deflated matrixL has eigenvalues {λ 2 , . . . , λ n , n + δ}, with associated eigenvectors
, with µ ∈ R, it follows that the eigenvectors of (L − µI) −1 are the same as those ofL, while the eigenvalues are precisely
Thus if we choose µ close to λ 2 (i.e. µ is an initial estimate of our target λ 2 ), the dominant eigenvalue of (L − µI)
will be quite large, meaning the power iteration applied to (L − µI) −1 will converge quickly to the network algebraic connectivity. This idea underlies the inverse iteration algorithm as summarized in the following. Proceeding iteratively with index k, we first solve the linear system
for the vector y ∈ R n , whereṽ
2 is the eigenvector estimate at step k. To do so we consider the overrelaxed Jacobi algorithm as it is well suited for distributed implementation [22] . Defining the relaxation factor 0 < γ < 1 and iterate index p, the overrelaxed Jacobi iteration applied to (6) in distributed form is given by:
where y i andṽ 2,i are per-agent components of y andṽ 2 . The iterates (7) incorporate mostly local information, requiring global information only to compute the second summation. For a distributed implementation of (7) we consider the consensus algorithm (3) with z
i , giving the second summation in (7) as (δ/n+1)(nz a −y
The iteration (7) converges to a solution y of (6) if (L − µI) is positive definite and symmetric, and γ is chosen sufficiently small. By construction (L − µI) is symmetric and positive definiteness is ensured by choosing 0 ≤ µ < λ 2 . We note that iteration (7) generally converges quickly in practice [22] , a convenient property for our purposes 2 . The normalizationṽ
= y/ y then yields an eigenvector estimate. Assuming convergence of iteration (7) after p iterations, the normalization is given in distributed form byṽ
where consensus is applied with z
Finally, an estimate of the eigenvalue associated withṽ
is given by the Rayleigh quotientλ [21] . The local eigenvalue estimates are computed once more using consensus with [21] . In a realistic application inverse iteration would run in conjunction with motion control, and after a seeding period where we assume µ = 0, a reasonable estimate of λ 2 would be available to initialize µ for future estimation.
Remark 3.1: Although the proposed inverse iteration requires consensus for distribution, the power iteration of [13] exploits consensus to similar effect. Thus, the Jacobi iterations (7) do not negatively impact performance when compared to the power iteration. In fact, as will be demonstrated in Section V, the deflation employed by [13] , I −αL for sufficiently small α, generates poor convergence scaling in network size (as α must scale like 1/n), an effect that our proposed formulation does not exhibit.
IV. CONSTRAINED CONNECTIVITY CONTROL
Our attention is now directed towards the problem of satisfying local topology constraints through the control of agent mobility. We propose the notion of discriminative connectivity 3 by partitioning the spatial neighborhood of each agent into the following sets in R m :
• ρ 1 < x ij ≤ ρ 2 : Discernment, candidates for connection and constraint violators are determined. Violators are symmetrically repelled.
• x ij ≤ ρ 1 : Connection, link (i, j) established and maintained.
• x ij ≤ ρ 0 : Avoid, collision avoidance initiated. where the notation t − and t + refers to the state transitions of the switching signal and the symbol ∧ represents the boolean AND operation 4 . Notice that once an agent enters the connection region and establishes a link, A ij > 0, it retains the link for all future time. As discussed in [18] , transition (9) induces a hysteresis effect in link addition, with a switching threshold modulated by ρ 2 − ρ 1 .
Neighbor discernment is then formalized by defining candidate signals {ϕ i } n i=1 and violator signals {ζ i } n i=1 , where ϕ i ∈ {0, 1} n and ζ i ∈ {0, 1} n are associated with agent i. We denote by ϕ 
while the repulsion signal updates take the complimentary form
where P i and P j are constraint violation predicates, constructed such that our target constraints |N i | ≤ β i are achieved:
Considering for illustration (10) , Term I manages the discernment zone, only accounting for non-neighbor agents within the interaction region, while Term II operates to assign nonneighbor agents within the discernment zone to C i (analogously R i in (11)) on the basis of constraint violation. Notice that predicate (12) defines a preemptive discernment of violators by considering candidates as future neighbors. Such preemption ensures a hysteresis effect similar to (9) , the importance of which will be seen. Further, the terms (¬P i ∧ ¬P j ) and (P i ∨ P j ) in (10) and (11) induce a symmetry in the candidate and repulsion sets, i.e. j ∈ C i ⇔ i ∈ C j and j ∈ R i ⇔ i ∈ R j . Fig. 2 depicts our described model for controlling link additions through discriminative connectivity 5 .
A. Connectivity Maximizing, Constraint-Aware Mobility
We now incorporate agent mobility into the interaction model by applying potential fields that force the system to avoid undesirable states, i.e. topological constraint violations, link loss, and collisions. Violator repulsion, link maintenance, and collision avoidance are achieved by potentials
respectively. The significance of the hysteresis in link addition and neighbor discernment is clear, alleviating the issue of potentials ψ v ij and ψ l ij contributing infinite energy to the system on link addition or constraint violation.
As constraint satisfaction, link maintenance, and collision avoidance are passive objectives, we introduce a final potential with the objective of connectivity maximization. As noted in Section II, connectivity impacts directly the rate at which a network diffuses information among agents (e.g. in a consensus process), and thus applications requiring the observation and exchange of significant data in a network (e.g. sensor networks) could benefit greatly from aggregative, connectivity maximizing maneuvers. To begin, consider the following alternative definition of algebraic connectivity:
where y = 0, and we assume y = 1. It is clear from (14) that decreasing inter-agent spacing (increasing A ij ) and adding new links, A ij > 0, acts to increase network connectivity, an intuitive result. Given the dependence of A ij on agent displacement, we derive mobility controls that drive connectivity maximization by considering the composite potential
with η > 0. The final agent controls are then derived by taking the negative gradient over potentials (13) , (15) as follows:
5 To consider notions of optimality or cost among choices of links, auction methods such as those explored in [20] can be employed. where
with collision avoidance set Ω i = {j ∈ V | x ij ≤ ρ 0 }. In particular, applying (14) the connectivity maximizing term is given by
where we have used the fact that
We can then substitute the connectivity estimatesṽ 2,i andλ 2,i from Section III into (18) to obtain the final connectivity maximization controls 6 . Notice that (18) takes on the desired distributed form, requiring only the local exchange of agent state and connectivity estimates to implement. Theorem 4.1: Assume the closed loop system (1), (16) is such that initially G is connected and |N i | ≤ β i . Then for all future time G remains connected, |N i | ≤ β i is satisfied, and collisions between agents are avoided.
Proof: Consider the total system energy
and first observe that
due to symmetry of R i , with analogous relationships holding forψ l ij andψ c ij . Further, we havė
6 Note that in following −∇x i φ the system may only reach local maxima in connectivity, a consequence of the non-concavity of λ 2 in x i .
by (18) and symmetry of elements A ij . Thereforė
which implies the positive invariance of the level sets 7 , there exists no j ∈ R i that becomes a neighbor of an agent i (link discrimination), and collisions are avoided. Finally, as agents i and j become mutual candidates for connection only when |N i | + |C i | < β i due to (10)- (12), we conclude that |C i | ≤ β i − |N i | for all time. Since only j ∈ C i can become neighbors due to proper link discrimination, we have max
V. SIMULATION RESULTS
In this section, we present simulation results of our proposed connectivity estimation method and constrained connectivity control. First, to evaluate connectivity estimation we compare our proposed inverse iteration against a discrete implementation of the power iteration proposed in [13] . Specifically, a set of 20000 Monte Carlo scenarios is simulated over randomly generated connected networks (λ 2 > 0) having size n ∈ [5, 50] uniformly. For each test graph, the power iteration and inverse iteration are applied with random initial conditions, where we consider µ ∈ (0, 0.4λ 2 , 0.8λ 2 ) to demonstrate the impact of varying the quality of initial connectivity estimates. To capture complexity, we track for each test the average interagent messages in the network during execution, per agent; a relevant metric that reflects the effect of convergence rate and its coupling with the embedded consensus processes required for decentralization. The results of our testing are depicted in Fig. 3 , from which we can conclude the following. First, notice that in small networks where initial connectivity estimates are poor, the algorithms perform equivalently in terms of complexity. Such a result can be attributed to the effects of the power iteration deflation, which degrades convergence sufficiently to account for the additional complexity of the Jacobi algorithm required for the inverse iteration. However, when the quality of µ increases we see an expected advantage for the inverse iteration, as the convergence ratio |(µ − λ 2 )/(µ − λ 3 )| drives performance. As network size increases, similar behavior is observed, however power iteration fairs worse due to poor scaling in the Laplacian deflation and thus the convergence ratio of power iteration. A reasonable result also lies in increasing the quality of µ, that is the effects of increased network size are dampened due to an improved convergence ratio.
To demonstrate the aggregation properties of our control laws we consider a 15-agent system with random and connected initial positions, as depicted by Fig. 4a . The interaction model is defined by radii (20, 18, 5) , where we assume µ = 0 and γ = 0.2. Fig. 4b depicts the final converged configuration 7 We choose here to employ a link retention policy as in an aggregative objective, link deletion is of lesser concern. of the system under connectivity maximization with constraints |N i | ≤ 9, where agent paths are depicted by dashed lines. As desired, connectivity is maintained and increased, while the local constraints remain satisfied and collisions are avoided. Fig. 4c demonstrates the regulation of network connectivity and node degree under varying maximal node constraints, with our illustrated test case shown in black. Our final simulation consists of adding a secondary objective to the constrained connectivity objectives. Consider the case of a 10-agent system under local constraint |N i | ≤ 7, where one of the agents is a leader that tracks a preplanned trajectory through the workspace, while the remaining agents apply controls (16) . Fig. 5 depicts a composite of snapshots of the agent configurations throughout the simulation, with the leader and its trajectory shown in green and a detailed zoom showing the final configuration with node degree highlighted by agent color. Observe that like the aggregation behavior, the desired system specifications are met for the extent of the simulation, and the agents successfully follow the lead agent.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we considered distributed algorithms for estimating the algebraic connectivity of a network of agents, as well as control laws for connectivity maximization under local topology constraints. To estimate algebraic connectivity, the inverse iteration algorithm was extended to a distributed domain, along with a Jacobi iteration method for solving linear systems. A switching interaction model and potential field controls for connectivity maximization, constrained agent degree, link maintenance, and collision avoidance were presented and convergence was proved. Simulation results demonstrated the correctness of our inverse iteration formulation, while agent aggregation and leader-following simulations showed the efficacy of our proposed potential fields for connectivity control under topological constraints. Directions for future work include exploring constraints for generating varied spatial behavior, extending our algorithm to further domains requiring spectral analysis (e.g. rigidity), or considering issues such as estimation error and noise.
