In this paper, we propose the use of deep neural networks (DNN) as a regression model to estimate feature-space maximum likelihood linear regression (FMLLR) features from unnormalized features. During training, the pair of unnormalized features as input and corresponding FMLLR features as target are provided and the network is optimized to reduce the mean-square error between output and target FMLLR features. During test, the unnormalized features are passed through this DNN feature extractor to obtain FMLLR-like features without any supervision or first pass decode. Further, the FMLLR-like features are generated frame-by-frame, requiring no explicit adaptation data to extract the features unlike in FMLLR or ivector. Our proposed approach is therefore suitable for scenarios where there is little adaptation data. The proposed approach provides sizable improvements over basis-FMLLR and conventional FMLLR when normalization is done at utterance level on TIMIT and Switchboard-33hour data sets.
Introduction
Recently, deep neural networks (DNN) [1] have become the dominant paradigm in acoustic modeling. Although several studies have shown that DNNs are inherently invariant to speaker variations [2] [3] [4] , speaker adaptation of DNN is being studied extensively [2] [5] [6] [7] since they provide additional gains. Adapting the network weights [6] or just the biases [5] in the network using the speaker's adaptation data is one such approach. But this generally leads to overfitting since the number of parameters to be adapted is usually huge when compared to the amount of adaptation data. So these methods require some sort of regularization. Applying linear transformations to the input features (linear input networks [3] [8] [9] ) or to activation of a hidden layer (linear hidden networks [10] ) or input to the softmax layer (linear output networks [5] [6] [8] ) are other approaches to network adaptation. Training the neural networks with speaker normalized features is an alternative to adapting the neural network. Features normalized via vocal tract length normalization (VTLN) and feature space maximum likelihood linear regression (FMLLR) [11] [12] estimated with a Gaussian mixture model-hidden Markov model (GMM-HMM) can be used as input normalized features to DNN.
Allowing the neural network to learn speaker normalization by providing speaker-specific features along with unnormalized acoustic features as input during training, is yet another approach. Hence two sets of time-synchronous inputs are fed to the DNN, one for phonetic discrimination and another for speaker characterization. The use of i-vectors as the additional speaker-related feature for neural networks was proposed in [13] and further explored in [14] [15] [16] [17] . George Saon et al. [13] concatenate i-vectors estimated per speaker to all the frames belonging to that speaker. Andrew Senior et al. [17] estimate a low dimensional utterance-level i-vector and append it to all the frames belonging to that utterance. Speaker codes proposed in [7] [18] can also supplement speaker information.
In this paper, we focus on the special case of unsupervised speaker normalization with very little adaptation data. Our proposed method is useful for scenarios where only one (possibly short) test utterance is available for decoding and the test speaker's identity is also unknown. Hence each test utterance needs to be treated as though it is coming from different speakers and cannot be aggregated to do a speaker-level normalization. Estimating an utterance-wise FMLLR using such limited data will yield poor recognition results.
We propose using DNN to learn the feature normalizing transformations by providing the network with unnormalized train features as input and the corresponding FMLLR train features as the target. Once the DNN based pseudo-FMLLR extractor is trained, each unnormalized utterance can be fed into it to obtain corresponding pseudo-FMLLR feature. So the proposed method does unsupervised adaptation without imposing any constraint on the duration of the utterance. Also, the method neither requires any explicit adaptation data or first pass transcription during decoding. The pseudo-FMLLR features are extracted for both train and test from the DNN based FM-LLR extractor. A conventional DNN model is then built using the train pseudo-FMLLR features and tested against the test pseudo-FMLLR features.
Our work is inspired from the speech enhanced DNNs proposed in [19] [20] [21] which used a DNN based signal preprocessing front-end to enhance speech by finding a mapping from noisy to clean speech signal. In a similar vein, the proposed pseudo-FMLLR feature generating DNN learns a mapping from unnormalized features to speaker normalized FM-LLR features.
Another related work which estimates utterance-level FM-LLR transforms is basis-FMLLR [22] . It is a basis representation of constrained MLLR transformation matrix, with variations among speakers concentrated in the leading coefficients. We compare the performance of our proposed method with test features obtained by using basis-FMLLR and utterance-wise FMLLR. In the case of the two existing FMLLR features, DNN was trained using speaker-wise FMLLR features while pseudo-FMLLR features were directly used for training with no additional speaker information. The proposed method gave significant performance improvements over both these techniques for TIMIT and 33-hour subset of Switchboard corpus, when utterance-level normalization is used. The paper is organized as follows. Section 2 describes in detail the proposed method of generating pseudo-FMLLR features using DNN. The details of the experiments done on TIMIT and Switchboard-33hour corpus are given in section 3. The results of these experiments are presented and discussed in section 4. Finally, section 5 summarizes the findings and lists out the major contributions of the paper.
DNN-Based Extraction of Pseudo-FMLLR Features
Feature extraction using DNNs has been widely studied in the past. Bottleneck features were used as alternate inputs to conventional GMM-HMM based acoustic models. DNNs were also shown capable of estimating noise or speaker information from the utterance which can then be fed back to the network for the training algorithm to exploit the noise (noise-aware training or NaT) [23] [24] or speaker (speaker-aware training or SaT) information.
In this paper, we propose a DNN based technique which generates speaker normalized features from unnormalized features. The proposed method relies on a DNN to learn a mapping for FMLLR feature normalization, by providing a timesynchronous pair of unnormalized feature as input and corresponding FMLLR feature as target from the train data. Using mean square error (MSE) between the target FMLLR feature and the pseudo-FMLLR feature generated by the network, DNN is optimized. Once this DNN is trained, pseudo-FMLLR features are generated for train and test utterances by feeding unnormalized features as input. These features are later used for DNN acoustic modeling. Figure 1 shows the block schematic of a pseudo-FMLLR generating DNN. Over a context window of N frames (we take N=9, i.e., ±4 context), the unnormalized features are stacked and fed as input to the DNN. The corresponding FMLLR feature of the middle frame in the unnormalized feature input is given as the target. This DNN is fully connected with rectified linear units (ReLU) as the activation function in the hidden layers. As the transformation from unnormalized feature to normalized FMLLR feature is linear, using ReLU to characterize this in the DNN rather than other non-linear activation functions like tanh or sigmoid is a logical choice. We have also found experimentally, that ReLU gave performance improve- Figure 2 shows the MSE between target FMLLR features and pseudo-FMLLR features for cross-validation data during DNN training of Switchboard-33hour for the three unnormalized input features considered. As the objective function comes closer to zero, it is clear that the DNN learns about the FMLLR normalization from the input unnormalized features.
Experimental Details

Analysis Of Different Unnormalized Input Features
Using 25ms frame-length and a frame-shift of 10ms, 13-dimensional Mel frequency cepstral coefficient (MFCC) feature vectors were extracted for each frame. Delta and acceleration coefficients were then augmented to these features to get a 39-dimensional feature vector. These were then mean and variance normalized per speaker for the train utterances. The 9 consecutive frames of MFCC were spliced together and projected down to 40-dimensional feature vector using linear discriminant analysis (LDA) and further diagonalized by maximum likelihood linear transformation (MLLT). These are referred to as LDA features. To get speaker normalized features, FMLLR transform was computed for each speaker in the train data on top of LDA features. Conventional FMLLR and basis-FMLLR features were tested by normalizing both at speakerlevel and utterance-level. Additionally, 40-dimensional log Mel filter bank features were also extracted for every 25ms frames, shifted at 10ms interval. An extra 3-dimensional pitch information is augmented to it, forming 43-dimensional feature vector. These are referred to as unnormalized filter bank features. As the network needs to learn about speaker normalization pattern of FMLLR, speaker information is assumed to be available for the train utterances. The target speaker-specific FM-LLR features were estimated from GMM-HMM. The DNN was optimized to reduce the MSE between these speaker normalized FMLLR features and the pseudo-FMLLR features generated by the network as shown in Figure 2 . Once the network has completed training, pseudo-FMLLR features for train and test data were generated by passing the input features to the network.
Details Of Speech Corpus Used
The TIMIT continuous speech corpus [25] of read speech consists of broadband recordings of 630 speakers of eight major dialects of American English, each reading ten phonetically rich sentences [25] . Following the Kaldi recipe [26] , 3696 speech files from 462 speakers were used for training and 400 utterances from 50 speakers was held out as the development set. The evaluation set has 192 utterances from 24 speakers. A bigram phoneme language model built from the train data was used in the decoding phase.
Switchboard-1 Release 2 telephone speech corpus [27] has 2400 two-sided telephone conversations from 543 speakers from all over the United States. The experiments were conducted on 33-hour (30K utterances) subset of the train data as mentioned in the Kaldi recipe. HUB5 English evaluation dataset [28] of conversational telephonic speech with 2.1 hours of audio and a development set with 5 hours of audio as mentioned in Kaldi recipe were used for testing. A 4-gram language model built from entire train data and Fisher English corpus [29] was used as the decoding language model.
Training DNN for Acoustic Modeling
Speaker independent and speaker normalized DNN acoustic models were trained, which differs only in the type of input provided. Speaker independent models used MFCC or LDA features as input. Conventional FMLLR or basis-FMLLR features estimated on per speaker basis were the inputs for speaker normalized DNN models. We used speaker-level normalization during train for these two features. In the case of pseudo- FMLLR, train features were extracted from the DNN feature extractor without using any explicit speaker information. All DNN models shared the following same configuration: a context window of 11 frames applied on the input features, 6 hidden layers with tanh activation function and 2048 units per layer. The number of units in the output softmax layer corresponds to the number of context-dependent states in a phonetic decision tree with triphone context. The alignment information was taken from GMM-HMM model trained on conventional FMLLR features. The entire train data was first randomized at frame level prior to training. On minibatches of 250 frames, DNNs were trained with stochastic gradient descent approach and cross-entropy criterion. Layerwise discriminative pretraining was done prior to cross-entropy training.
Optionally, i-vectors were augmented to the input features for both speaker independent and speaker normalized DNN models. Following the recipe in [17] , i-vectors were extracted on a per utterance basis and all the frames of a given utterance were augmented with the same M-dimensional i-vector. Both 20 and 40 dimensional i-vectors were extracted for all train and test utterances from a full-covariance GMM (128 and 512 mixture components in TIMIT and Switchboard-33hour respectively) built from 40-dimensional LDA features. Figure 3 and 4 show the frame accuracy on cross-validation data for the afore mentioned various DNN acoustic models built for TIMIT and Switchboard-33hour respectively. It shows that the DNN trained on pseudo-FMLLR features is closer to the DNN trained on speaker-specific FMLLR than to those trained from unnormalized features like MFCC or LDA. This validates our claim that pseudo-FMLLR features, although learned from unnormalized features, are similar to the target FMLLR features. Even if additional speaker information is augmented to the unnormalized features via i-vector, the cross-validation frame accuracy of the resulting DNNs are not above that of the ones trained on pseudo-FMLLR features. Tables 1 and 2 provides the phone error rate (PER) and word error rate (WER) of the various DNN acoustic models mentioned in section 3.4 for TIMIT and Switchboard-33hour respectively. We make the following observations:
Results and Discussion
• Of the three types of pseudo-FMLLR features, the one This is in accordance with the observations made from Figure 3 . In the case of Switchboard-33hours, both methods did not give improvement for HUB5 evaluation data.
• Appending i-vectors to pseudo-FMLLR, basis-FMLLR or conventional FMLLR provides only marginal gains in TIMIT for both utterance-level and speaker-level normalization cases. A similar pattern was also observed in speaker-level normalized case of Switchboard33hour. But, the improvements were more pronounced for utterance-level normalization cases. Thus, we can infer that pseudo-FMLLR features already has speaker information embedded in it and supplying an additional source of speaker information via i-vectors was redundant. The marginal improvement obtained can be attributed to the ability of i-vectors to encode channel and background noise variations in addition to speaker variations [14] [17].
Conclusion
In this paper, we have proposed an unsupervised speaker normalization technique based on DNN which requires no adaptation data. A time-synchronous input-target pair of unnormalized feature and speaker-normalized FMLLR feature is used to train a DNN based regression model. This DNN feature extractor generates pseudo-FMLLR features for both train and test utterances from unnormalized feature input. These features can then be used for acoustic modeling and was shown to give performance improvement over utterance-normalized conventional FMLLR and basis-FMLLR features.
