Big data research has emerged as an important discipline in information systems research and management. Yet, while the torrent of data being generated on the Internet is increasingly unstructured and non-numeric in the form of images and texts, research indicates there is an increasing need to develop more efficient algorithms for treating mixed data in big data. In this paper, we apply the classical K-means algorithm to both numeric and categorical attributes in big data platforms. We first present an algorithm which handles the problem of mixed data. We then utilize big data platforms to implement the algorithm. This provides us with a solid basis for performing more targeted profiling for business and research purposes using big data, so that decision makers will be able to treat mixed data, i.e. numerical and categorical data, to explain phenomena within the big data ecosystem.
I. INTRODUCTION
Every business or organization appears to experience a data-driven revolution in management. Firms adopt big data tools to capture enormous amounts of fine-grained data derived from social media activity, Web browsing patterns, mobile phone usage, video, audio, image, and text message usage, and new formations of data generation like mobile utilizations, messages over the internet, and IOT usages [6] . The analysis of these data promises to produce insights and predictions that will revolutionize managerial decision making [21] . Possibly, the invention of big data is "the most significant "tech" disruption in business and academic ecosystems since the meteoric rise of the Internet and the digital economy" [2] .
As big data involves the ability to render into data many aspects of the world that have never been quantified before, also referred to as "datafication" [8] , the challenge for businesses is to develop better and more simple algorithms, systems, and processes that can make sense of all of the heterogeneous and fragmented information on the Web. Publications in information and management science on big data are increasingly grappling with such challenges. Top-tier information science journals, such as Management Science and MIS Quarterly, have commissioned special issues on data science, analytics, and big data, and, recently, journals on big data have been launched [2] .
A big data ecosystem includes a platform that is enabled to handle a huge amount of data (in several levels) via a variety of tools. The use of big data technologies is associated with the emergence of new technical skills, such as Apache™ Hadoop®!, MapReduce, Apache Pig!, Apache Hive TM, and Apache HBase™ [27] . The early adaptation of big data tools attracted media attention, such as when Sears started to experiment with Apache™ Hadoop®!, and this was central to the first wave of big data investments. Of course, Sears learned Apache™ Hadoop®! the hard way, through trial and error, since it had only a few outside experts available to guide its work when it introduced the software in 2010 [16] .
The processes on large amounts of data that can be stored in Hadoop Distributed File System (HDFS™) can be executed via MapReduce jobs [9] . Furthermore, there are other functionalities, possibilities, and tools that can enable the analysis of information for various business purposes (such as machine learning algorithms). The ability to combine big data tools with different data analysis functionalities, such as Apache HIVE TM and Apache Pig!, is growing [12] , [18] , [22] , as is the variety of other big data tools designated for handling data (like ETL process and analysis) [28] . Big data is also being studied in relation to machine learning tools such as Apache Mahout™ [19] .
The approaches to dealing with the structuring of the massive volumes of data in big data are performed by different capabilities and tools [10] , [28] . Apache™ Hadoop®! is a platform that includes the ability to store, manage, read, write, and operate on massive amount of data/files via HDFS™, a system based on the Google File System (GFS) [14] with the capability of analyzing the information for different purposes [28] . Although these approaches have advanced the capabilities of dealing with massive data, they do not offer Intelligent Systems Conference 2018 6-7 September 2018 | London, UK 2 | P a g e algorithms that can structure data effectively for analytical and decision making purposes. For example, IBM's Watson may be on the cutting edge in natural language processing, but it has a long way to go in terms of the system's capability for absorbing and interpreting big data across the Internet [2] . These observations reflect a need to develop new approaches for structuring and categorizing massive amounts of data in an emergent big data ecosystem.
K-means is a popular data clustering method. It is a simple and elegant approach to partitioning a dataset into K distinct clusters. This algorithm was originally described by [20] . First, a value of K is specified, and then the algorithm assigns each observation from the data set to exactly one of the K clusters. The assignment decision is done by minimizing the 'differences' between observations which belong to the same cluster. These differences are commonly measured by squared Euclidean distance, but there are many other possible ways to define this concept. A recent example involving Kmeans utilizations can be found in [11] , where the authors studied how different types of communities may affect the effectiveness of open source software. In addition, [13] used the K-means method to investigate and identify different type of user roles in innovation-contest communities. Reference [25] applied the K-means algorithm to studying time varying effects on the allocation of marketing resources. And finally, [15] used Kmeans to analyze doctor's profiles.
One of the challenges with using the K-means algorithm has been that the algorithm works well with numeric data, but is not directly applicable to non-numeric, categorical data [4] , since the Euclidean distance function is not meaningful when considering categorical values. This paper presents a novel approach, which overcomes the difficulty of working with mixed data for decision making in big data. We address the question of how K-means algorithms can solve the problem of clustering mixed data in big data.
The performance of the K-means algorithm on categorical data has been studied in the information science literature, which describes how it converts multiple category attributes into binary attributes and then treats them as numeric [24] . However, this method may greatly increase the computational effort, especially when working with big data. Consequently, scholars have applied K-modes algorithms and the K-prototypes algorithm [17] . The K-modes algorithm extends the K-means method to clustering categorical data by defining differences between clusters in terms of frequencies and by considering modes instead of means. The Kprototypes algorithm is a mixture of the K-means and the K-modes algorithms. That is, the definition of a "cluster center" (or representative) allows treating a clustering problem with categorical variables to be a traditional K-means problem [26] . The general method of choosing a representative of a cluster and measuring dissimilarities between clusters is performed by relative frequency-based methods [3] or in studies applying the K-means algorithm on mixed data [3] , [29] . However, the latter studies were not performed in a big data environment. For example, the numerical studies presented in [3] considered datasets with at most 690 elements.
Our contribution is to adapt the K-means algorithm on mixed big data. That is, we have used big data platforms (in terms of parallel computation techniques and storage capabilities) in order to explore how the K-means algorithm works on big data with both numeric and non-numeric variables. Since data size expands tremendously, analyzing data on a single machine is inefficient. Therefore, considering parallelism within a distributed computational framework is the most appropriate solution. One of the most common programming frameworks for processing large scale datasets through the utilization of parallelism is MapReduce [9] and the exploitation of the qualities of parallel computing [5] , [7] .
In this paper, we address two questions: (i) We provide a clustering algorithm which handles both numeric and categorical attributes in big data environments, based on the capabilities of big data tools and the K-means algorithm; (ii) We explore how the results of the algorithm in a big data environment, based on the ability to support complex architectures, can provide the extension of capabilities, such as clustering, profiling, analysis and predictions.
Our algorithm enables the application of the Kmeans algorithms to both numerical and nonnumerical data. The empirical evidence is broadly supportive of the two issues we seek to address. We first create a procedure that "flattens" all the data from categorical and numerical data to pure numerical data. We then filter all the categorical classes into distinct groups, based on the categorical combinations, which allows us to analyze each group separately (since we are dealing with big data, the grouping process and the K-means process are performed via big data platforms). That is, we perform the K-means algorithm only on the remaining numeric variables. Lastly, we collect all the groups' analysis outcomes, which can serve as a basis for further analysis, in order to support the organization requirements and business needs.
The implication of our study involves the presentation of a method for treating mixed data in big data which was not previously possible. The approach advances the capabilities of dealing with massive data, such as in decision making, since profiling, forecasting, and other analyses can be performed in a more targeted manner.
Recent studies have discussed the relation between big data and theory. For example, in [23] , the author states that big data and theory can be synergistic for exploring phenomena or problem solving by using the big data platforms and tools to generate theoretical insights and by not starting with a preconceived theory. Furthermore, in [1] , the author indicates that "big data has potentially important implications for theory." On the one hand, theory can be replaced by patterns derived from data. On the other hand, data without theory lacks order, sense, and meaning. We have adopted the concept presented in these studies. That is, we present a method for analyzing data in big data environment, where this method can be applied for any relevant theoretical issue.
The rest of the paper is organized as follows. Under Model Development, we present our new alternative procedure for performing the K-means algorithm with mixed data in a big data environment. We then turn to an implementation example of the proposed procedure on a generated dataset of approximately 1GB, while in the last part we discuss and conclude the paper.
II. MODEL DEVELOPMENT
We argue that K-means applied to mixed data can enhance decision making within the big data ecosystem and allows decision makers to treat massive amounts of data. The current study thus analyzes the impact of K-means applied to both numerical and categorical (non-numerical) data in big data platforms. The model assumes a dataset which includes m categorical variables and n quantitative variables, and that categorical variable j may have 2 j a  different states.
The K-Means Algorithm Procedure: Claim 1: Non-numeric data in big data can be assigned values.
Proof: We first perform the K-means algorithm on our dataset by adopting the following steps: by their values of the categorical variables. Each record is assigned to its group, according to its categorical values. 2. Each group generated in step 1 is a file (or other storage format) in the big data platform (this will enable parallel computing in the next steps). 3. Perform a parallel K-means algorithm on all groups according to the numeric variables. 4. Aggregate all the clusters (K clusters from each group) from step 3 to one outcome for further analysis.
As a simple example, assume we have two categorical variables and three numeric variables, as follows: Gendermale/female; marital statussingle/married/divorced; income; age and number of children. Table 1 presents the first step in the data mining process, which is to create six groups that differ by the values of their categorical variables.
Intelligent Systems Conference 2018 6-7 September 2018 | London, UK 4 | P a g e Male and married Group 3 Male and divorced Group 4 Female and single Group 5 Female and married Group 6 Female and divorced At step 2, each one of these groups is saved as a file containing all the records with the same categorical attributes. At step 3, the K-means algorithm is performed (according to the numeric variables) simultaneously on all groups, so that, for each group, we get K clusters (the K may be different for each group, depending on the decision needs and requirements, and the number of records in each group).
Step 4 is optional, and is performed according to the needs of the research.
III. IMPLEMENTATION EXAMPLE OF THE ALGORITM
The following section presents an end-to-end implementation example. The total run duration time of steps 1 to 3 in our example was 3:21 minutes in average using a single-node environment. We neglected to include this amount of time with the total time, since it is relatively small compared with the total K-means running time. The procedure flow diagram is presented in Figure 1 , while Table 2 describes the implementation steps and guidelines. 
IV. DATA STRUCTURE

A. Before Manipulation
To evaluate the performance of our K-means procedure, we tested a fictive sample in the big data ecosystem. The following nine variables were used as part of the sample data set implementation of a use case: 5 quantitative variables and 3 categorical variables. Table 3 presents the names and values of the 3 categorical variables. Next, we combined a sample of quantitative variables with the categorical data. Table 4 presents the list of the 5 quantitative variables. Clothing spending (month) 3
Distance from work (km) 4
Working hours (average day) 5
Food spending (month) 
B. After Manipulation
To create different states and make reactive the averages in the categorical variables, we performed a Cartesian product between all categorical variables, so that we had 3 3 4 36    distinct groups as follows: 3Marital status 3 states * 3Age range 3 states * 4 Academic degree 4 state = 36 distinct groups (1) The data set was transformed into the following new data set that includes all the categorical permutations. An example of a recode is presented in Table 6 . Table 7 presents the size and capacity of the dataset that was used for this implementation example. 36 Meanwhile, Table 8 presents the entire list of all 36 files/groups permutations (from the full dataset) and their capacity (number of records and size in Kbytes). 
Performance example
A. Running Log The running log in Table 9 was designed for the implementation use case and is a text structure file that includes the starting time and the ending time for the entire process. The log also contains the following values per each file/category (permutation). 
B. Clusters Log
The clusters log includes the K-means results per each permutation (group/file). To ensure the possibility of advanced/additional analysis, machine learning capabilities, different AI functionalities, and different BI opportunities, we decided to gather the entire K-means results (from all groups/files) into a structure that allows us to identity the specific categorical permutation. Note that each group can have between 0 to K clusters. The value of K per each group is in the log file (see Running log).
The head line of the clusters log contains the list of variables designated as the categorical, cluster length, c type (vector of the mean values of the centroid) or r type (vector of cluster's radius).
Each record in the clusters log presents the Kmeans results per each group in the order of the variables as described in the head line of the Clusters log. Remember that the K-means algorithm is performed only on the quantitative variables after the partition of all records into their corresponding groups.
Please also note that the Clusters log enables advanced BI, AI, and additional machine learning algorithm functionalities on the results (from simple queries, such as sorting, ordering, and selecting, to more complicated and sophisticated possibilities of comparing between clusters, running additional machine learning algorithms on the Clusters log, and other functionalities). Table 11 presents 5 runs of steps 1-3 in the above implementation procedure: In Table 12 , we present the running times of step 5 (as described in the procedure flow) for the above example, where we executed the process in big data multi-node environment. Table 13 presents the results for a single-node environment. 21:31.207 The differences between the running times in Tables 12 and 13 are well observed. Indeed, working in a multi-node environment allows us to perform tasks in parallel, and therefore is much more efficient.
VI. IMPLICATIONS OF THE K-MEANS ALGORITHM IMPLEMENTATION IN BIG DATA
A. Limitations While we found that the implementation of the K-means algorithm worked well in the runs, the complexity analysis of our suggested procedure must be tested in future studies. However, we argue that the complexity of our process is better when comparing it to the complexity of a regular Kmeans algorithm that runs on the full dataset, due to the ability to reduce the size of the dataset. The procedure will run on subsets that possess less recodes per group. This will influence the number of K-means iterations per group.
Also note that in a big data environment, all the K-means calculations can be done in parallel, i.e. in a different datanodes. Therefore, we believe that the complexity will be mostly influenced by the size of the largest group that will be generated.
B. Implications for Theory
We presented a method for analyzing data in big data environment, where this method can be applied for any relevant theoretical question in a big data environment. For example, exploring a certain phenomenon, derive patterns from data, improve decision making methods and run predictions.
C. Implications for Practice
This paper presents a new approach, which overcomes the difficulty of working with mixed data for decision making in a big data environment. The power of clustering and narrowing down the profiles to targeted groups, based on the business needs, improves the decision making process.
