Introduction
A parametrically excited system is one whose state exhibits oscillations or even instability due to internal excitations which appear as time-varying coefficients in the governing differential equation. The phenomena of parametric excitations arise in many branches of physics and engineering. Typical examples in mechanical systems are symmetric satellites in an elliptical orbit (Kane and Barba, 1966) , helicopters in forward flight (Webb, Calico and Wiesel, 1991) , and pendulums with a vertically vibrating support (Nayfeh and Mook, 1979) . Parametric excitation can be classified as the stationary excitation and the nonstationary excitation. For stationary excitation, the amplitudes and frequencies of the internal excitations (the time-varying coefficients in the governing equation) are constant. A particular class of such systems are those with periodic parametric excitations. For nonstationary excitation, the amplitudes and frequencies of the internal excitations are time-varying. The analysis of a parametrically excited system conventionally relies on the perturbation method such as the multiple scales approach (Nayfeh and Mook, 1979) , which predicts roughly the system stability versus the amplitude of internal excitations. Exact stability analysis is available only when the system is linear and when the excitation is periodically time-varying. In such a case, the Floquet Theory (Callier and Desoer, 1992) can be used to judge the system stability via the locations of n complex numbers called the characteristic multipliers.
The active vibration control of systems with periodic parametric excitations has been studied by several researchers. The most conventional approach is to use the optimal control theory (Kano and Nishimura, 1979, and Bittanti et al. 1986) , where the system is stabilized by state feedback control with a periodically time-varying state feedback gain. Calico and Wiesel, 1984, pro- pose an active modal control that can arbitrarily shift the location of only one characteristic multiplier of the periodic system. Sinha and Joseph, 1994 , use the Lyapunov-Floquet transformation to obtain a new system representation with a constant system matrix. However, their control input is equal to the desired stabilizing control only in the least-squares sense. For linear systems with nonstationary parametric excitations, the LQ optimal control (Kwakemaak and Sivan, 1972) and the controllability-grammian based control (Rugh, 1993) can suppress the state oscillations effectively. Unfortunately, both control designs impose a strict assumption that one must be able to predict how the nonstationary excitations vary in the future in order to calculate the desired control input.
In this paper, a new approach to the active control design for parametrically excited systems is presented. The new design utilizes the method of variation of parameters (O'Neal, 1991) to transform the system into one with a zero system matrix (system without drift), and then applies the well-known gradient algorithm in adaptive identification (Narendra and Annaswamy, 1989) to synthesize an active vibration control. Such a design approach, which combines the parameter identification algorithm with the active control design, offers a new perspective on the control design for dynamic systems. The resultant new control can be applied to systems with stationary or nonstationary parametric excitations. Furthermore, there is no need to predict how the parametric excitations vary in the future as long as it is known a priori that the open-loop system response does not diverge too fast.
Problem Formulation
Consider a parametrically excited system
where \{t) G R" is the system state vector, u(t) G R'" is the control input, and y(0 ^ R'' is the system output. The system matrix A(f) G R'""', the input matrix B(f) 6 R'""", and the output matrix C(0 G R*"^" are time-varying matrices whose elements are (piecewise) continuous. Notice that A(0. B(f) and C(f) are not restricted to be periodical; they can be nonperiodical functions of time. It is assumed that given a time interval length T, there exists a positive constant /x such that the state transition matrix (Chen, 1984) where a"
The number jj, characterizes the open-loop system behavior: the open-loop system is stable, neutrally stable, or possibly unstable depending on whether JJ, < \, fx = \,ot JJL > 1. In this paper, it is assumed that the open-loop system is known to be either stable iix < 1), or neutrally stable (/i = 1), or slightly unstable in the sense that jx is greater than one, but still close to one. When the open-loop system is neutrally stable or slightly unstable due to the parametric excitations in A(0. the control objective is to stabilize the system. When the open-loop system is stable, an active control can become useful if the state convergence rate is unsatisfactorily slow. In this case, the control objective is to speed up the state convergence rate of the closedloop system, and hence to improve the system performance.
Two different cases will be considered in this paper. In the first case, all the state variables x(;) are accessible for measurement, and the control objective is to be achieved by a state feedback control u(f) = -K(r)x(?).
In the second case, only the system output y{t) is accessible for rneasurement. An observer will have to be constructed to estimate the system state x(f), and the control objective is to be achieved by an observer-based state feedback control u(r) = -K(r)x(r), where x(0 is an estimate of the state x(f) from the observer.
For the existence of such stabilizing controls, it is assumed that the system (1) is uniformly controllable as well as uniformly observable as defined below. 
where Pdt) G R"^" is the controllability grammian defined by 
where Po(0 G R"^" is the observability grammian defined by
is the open-loop state transition matrix of the system (1).
Gradient Algorithm
The unique feature of this paper is to demonstrate that for a parametrically excited system, the control and observer designs can in fact utilize the gradient algorithm developed for the parameter identification purpose (Narendra and Annaswamy, 1989) . Such a "gradient algorithm" design can result in an active control that has several advantages over previous controls (see the following Section).
A brief review of the gradient algorithm will be given below. Let z(?) represents the parameter error between the true parameter vector 0 and the estimated parameter vector ©.If 0 is updated based on the gradient algorithm (Sastry and Bodson, 1989) , the governing equation of z(f) is given by
"regressor vector." A well-known sufficient condition on the exponential stability of the system (5) is that the regressor vector w(t) be "persistently exciting" as defined below.
Definition 3:
The regressor vector w(f) is persistently exciting if there exist positive constants A, aj, and a2 such that
The following theorem shows how the parameter error z(0 converges to zero under this persistent excitation condition. For completeness of this paper, the proof of the theorem [especially Eq. (7) below, which lays the grounds for the "gradient algorithm" design proposed in this paper] is summarized in Appendix A.
Tlieorem 1: If the regressor vector w(r) is persistently exciting, the system (5) Remaric The parameter error dynamics of the gradient algorithm in Eq. (5) is a parametrically excited system that has a very special form for its system matrix A(?) = w(r)w'^(0-The stability result in Theorem 1 thus seems to be very restrictive in terms of the domain of application. However, it will be shown in the following Sections that based on the stability result of this special system (5), the control and the observer designs for a general parametrically excited system can be developed quite easily.
State Feedback Control Design
The goal of this Section is to find a state feedback gain K(?) such that the following state feedback control u(f) = -K(Ox(0 achieves the control objective mentioned in Section 2.
In order to utilize the gradient algorithm introduced in Section 3, the system dynamics (1) has to be transformed into a structure that can match the gradient algorithm in Eq. (5). For this purpose, pick a time interval length T, and on each time interval [kT, {k + \)T), apply the following coordinate transformation to the system (1):
where z^(t) defines the new state coordinate, and $(f, kT) is the state transition matrix of the open-loop system (1) defined by
where 7 is any positive constant, and w(f) e R" is called the 
In this new coordinate, the system matrix is identically zero (the so-called drift-free systems), and this is due to the fact that the open-loop state transition matrix is used as the coordinate transformation matrix. Such an approach, known as the variation of parameter (O'neal, 1991) , is commonly used in solving a nonhomogenuous linear differential equation. For a drift-free system, the gradient algorithm in Theorem 1 immediately suggests that the control u{t) be chosen as
where y can be any positive constant, so that the transformed closed-loop dynamics
has exactly the same structure as the gradient algorithm in Eq. Proof: see Appendix B. From Eqs. (8) and (11), the proposed control is given by, in terms of the original system state x(r),
The following theorem states the stability result for the above control.
Theorem 2: Consider the system (1) and the state feedback control (14) . If the system (1) 
and x{kT+T) = ^{kT+T,kT)z^{kT+T).
Based on Eqs. (2), (15), (16) 
When the open-loop system is stable, the number ii,{<\) characterizes the state convergence rate of the open-loop system [ according to Eq. (2)] while the number/lip" in Eq. (18) characterizes the state convergence rate of the closed-loop system. Since p < 1 by Theorem 1, the effect of the proposed control is to increase the state convergence rate by a factor of p". Even when the open-loop system is unstable (yu > 1), Equation (18) shows that the closed-loop system can still be stabilized by the proposed control as long as ^u < l/p'^. End of proof.
To determine just what is the maximum p in Eq. (2) allowable for the chosen control design parameters (y, T), one can proceed as follows. First, calculate the vector Wc(f) according to its definition in Eq. (10), and perform integration to obtain the controllability grammian Pc(0 in Lemma 1 with A = T. By observing Pc(t) for several time intervals, one can then find out the upper and lower bounds a2 and cci for P'(0-If the observed upper and lower bounds hold for all time intervals k = 0, 1,2,..., [note that it is assumed that the controllability property and the open-loop stability property are uniform with respect to time as suggested by Eqs. (3) and (13)], the maximum allowable p can be estimated according to Pmax< 1/P~= 1/p = 1 27a,
where N = \ since T = A. In general, there exist no rules in choosing the time interval length T in Eq. (8). However, a too large or a too small T is not recommended. If T is chosen too large, and if the openloop system is unstable, m2 in Eq. (13) will be large. As a result, «! {=pilm\) becomes too small, and this suggests that the controllability of the transformed system (10) is almost lost. If on the contrary T is chosen too small, say, T is close to zero. Pi in Eq. (3) will be small (note that A in Eq. (3) is smaller than T), and m2 in Eq. (13) will be close to one. Hence, a^ (=PJm\) will also become small. In other words, the controllability of the transformed system is almost lost again.
A natural question arises as to whether y can be chosen to maximize the pmax given above so that the proposed control can stabilize an unstable system with a very fast divergence rate. To find the largest p",ax, or the smallest p possible, one can differentiate p(7) with respect to y, finding dp(y) 0 y" 1 where 0 < p < 1, and
The smallest p is therefore given by
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It is seen that the smallest p* is bounded above from zero no matter how the control gain y is chosen, and //max is bounded by 1//9*. This is in fact the main constraint of the gradient algorithm: the convergence rate is limited. As a result, the openloop response is constrained not to diverge too fast (/Lt can not be too large). Nevertheless, there are other parameter identification algorithms that have a better convergence property than the gradient algorithm. For example, the least-squares algorithm (Sastry and Bodson, 1989 ) is known to have a much faster convergence rate than the gradient algorithm. The application of the least-squares algorithm to the active control design for parametrically-excited systems is presently under study. Before concluding this Section, a comparison between the proposed design with other control designs is given below. The "gradient algorithm" design introduced in this Section has several important advantages compared with other control designs. In Bittanti et al. (1986) , Kano and Nishimura (1979) , and Rugh (1993) , to obtain the control signal at any time instant t, one must know in advance how the time-varying parameters in A(0 and B(0 vary in the future. Hence, their controls can be used only when A(/) and B(0 are periodically time-varying since prediction of future values of nonstationary time-varying parameters can be extremely difficult is practice. Observe from Eq. (14) that the proposed control relies on the information of ^(t, kT), which depends only on past and present information of the system matrix A(T), r G [kT, t] . Consequently, no future information of the time-varying parameters is needed to calculate the proposed control (14). This characteristics makes the proposed design most suitable for the control of systems with nonperiodical or nonstationary parametric excitations. Another advantage of the proposed control (14) is that there is no need to take time derivatives of the time-varying parameters in the system matrices A(?) and B(f) as compared with the poleplacement control proposed by Follinger (1978) , Wolovich (1968), and Valasek and Olgac (1993) . Even though the poleplacement control can be applied to systems with stationary or nonstationary parametric excitations, it requires time derivatives of the time-varying parameters up to the order of the system dimension, which are difficult to measure or identify in practical applications. The control design in this paper avoids this problem since it does not require time derivatives of the time-varying parameters. A by-product of this is that the proposed control can be applied to systems whose time-varying parameters are piecewise continuous in time, while the pole-placement control can only be applied to systems with continuously differentiable time-varying parameters. The third advantage of the proposed control is that when the system has more than one control input, the controllability indices (Chen, 1984) are allowed to change as time evolves, while in the pole-placement control the system's controllability indices must remain constant (Wolovich, 1968) .
Observer Design
In this Section, the control objective is to be achieved under a more restrictive condition than in the previous Section: the only accessible signal of the system is the system output y{t) in Eq. (1). Under this condition, a state observer will have to be constructed to estimate the system state x(f) from the system output y(r). Consider a conventional Luenberger type observer for the system (1): (19) where x(/) 6 R" is an estimate of the system state x(0, and L(;) e R"*^'' is the observer feedback gain to be determined so that x(0 approaches x(f) exponentially. Denote the state estimation error by \{t) = x(f) -\i,t). Subtracting Eq. (19) from Eq. (1) yields the state estimation error dynamics
Similar to the control design in Section 4, the observer design will also utilize the gradient algorithm reviewed in Section 3. For this purpose, the following coordinate transformation is introduced for the state estimation error:
where the coordinate transformation matrix <!?(;, kT) is given by Eq. (9), and Zt(f) is the new coordinate defined only on the time interval [kT, (k + \)T). From Eqs. (9), (20), and (21), the governing equation of Zj.(r) is given by
e [kT, (k + l)T).
The gradient algorithm in Theorem 1 suggests that the observer feedback gain L(f) be chosen as
where y can be any positive constant. The transformed state estimation error dynamics then becomes
which again has exactly the same structure as the gradient algorithm in Eq. (5).
The following lemma shows that the uniform observability property of the system (1) guarantees that the regressor vector Wo(f) in Eq. (23) (20) and (22) . If the system (1) is uniformly observable, the state estimation error X(?) -x{t) converges to zero if the open-loop system is stable, neutrally stable, or slightly unstable in the sense that p, in Eq. (2) is close to one.
Proof:
The proof follows exactly that of Theorem 2, and is omitted.
With the proposed observer (19), the state feedback control (14) can now be replaced by an observer-based state feedback control
where K(t) is as given in Eq. (14), and x(t) is obtained from the observer (19). By Theorems 2 and 3, and the well-known [15, 5 ] . In this simulation, the linear differential equations (1) and (9) are solved by the use of a finite difference approximation with a time step At = 0.01 second. The calculation is done using the MatLab package. Figure 2 shows the time history of the state estimation error, and Fig. 3 the closed-loop system state; both converging to zero as predicted by Theorems 2 and 3. Figure 4 shows the time history of the control input.
Conclusions
In this paper, it is shown that combining the variation of parameter method with the gradient algorithm leads to a new active control design for parametrically excited systems. The new design has an important advantage that only past and present information of the time-varying parametric excitations is required to calculate the control input, while previous designs usually require future information. However, the new control has a constraint that the open-loop system response can not diverge too fast, and this is mainly due to the fact that the gradient algorithm has a limited convergence rate. Research is currently being conducted to explore the possibility of employing various different parameter identification algorithms such as the least-squares algorithm in the active control design in order to overcome this constraint.
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