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Introduction
Depuis les années 70, les techniques d’intégration de transistors dans les systèmes élec-
troniques ne cessent de s’améliorer. Ainsi, les systèmes à base de puces électroniques font
de plus en plus partie de notre quotidien. Ceux-ci intègrent maintenant plusieurs mil-
lions de transistors comme en témoigne l’évolution de leur nombre dans la gamme des
microprocesseurs de la société INTEL (cf. figure 1).
http://cache-www.intel.com/cd/00/00/20/97/209727_209727.gif
 
http://cache-www.intel.com/cd/00/00/20/97/209727_209727.gif06/01/2007 13:24:53
Fig. 1 – Courbe de densité d’intégration des transistors dans les processeurs Intel
Cette croissance d’intégration a donc permis la réalisation de circuits numériques aux
fonctionnalités plus nombreuses et plus complexes. Aujourd’hui, les concepteurs peuvent
implanter un circuit numérique complet sur une seule et même puce, c’est ce que l’on
appelle le système sur puce, aussi appelé SoC (System on Chip). Ces SoC permettent
d’intégrer différents éléments comme des processeurs, des mémoires, des blocs de propriété
intellectuelle (IP), des blocs d’entrée/sortie ou des médias de communications.
De plus, l’augmentation des performances et la miniaturisation des circuits ont amené
les concepteurs à la réalisation de systèmes électroniques de plus en plus flexibles et com-
plexes. Cette demande réside principalement dans la nécessité d’intégrer de plus en plus
de standards dans une même puce avec des applications exigeant de plus en plus de débit
(téléphone mobile, appareil photo, PDA, . . .). Par conséquent, le nombre de fonctionnalités
présentes au sein d’un même SoC conduisent à la mise en communication d’un nombre
de blocs fonctionnels de nature différente de plus en plus important. Ainsi, les contraintes
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de l’application du SoC se répercutent directement sur les liens de communication entre
blocs, entraînant des goulets d’étranglement au niveau des interconnexions.
L’augmentation de la complexité des systèmes embarqués, notamment dans le domaine
des télécommunications, la réduction des temps de mise sur le marché (Time-to-Market),
les besoins de flexibilité et de bande passante sont des facteurs nécessitant l’adoption
d’une méthodologie de conception adéquate. Deux approches permettent de gérer cette
complexité :
– l’augmentation du niveau d’abstraction de la description du système
– la réutilisation de blocs déjà conçus (IP).
Ces deux approches sont en général complémentaires. Une difficulté majeure lors de la
conception de tels systèmes est la communication entre les différents modules composant le
système. Les techniques couramment employées dans les SoC actuels consistent à adopter
une topologie en flot de donnée ou bien une topologie bus. La première n’offre aucune
flexibilité au système pour une éventuelle évolution ou bien un ajout de service par exemple.
La deuxième, quant à elle, malgré une bonne flexibilité, trouve ses limites en termes de
bande passante à mesure que le nombre de blocs fonctionnels utilisés dans le SoC augmente.
C’est pourquoi, les connexions dédiées et les bus seront probablement nettement moins
utilisés dans cinq ou dix ans, à cause de leur manque de flexibilité et de leur faible scalabi-
lité. Afin de répondre à ces nouvelles difficultés de conception, de nombreuses recherches
ont fait émerger le concept de réseau intégré sur silicium (Network-on-Chip ou NoC) à
commutation de paquet (“Packet switching”) reprenant l’organisation en couches des ré-
seaux informatiques, appliquée à la conception de circuit intégré. Ce paradigme permet
de séparer les ressources de calcul et les communications grâce à l’utilisation de couches
indépendantes les unes des autres. Les NoC offriront donc une solution performante et
économique basée sur une infrastructure de communication configurable préétablie. Le re-
cours à un NoC s’impose pour les circuits de grande dimension, aussi bien du point de vue
technologique (asynchronisme entre les parties éloignées d’une même puce), que du point
de vue fonctionnel (réutilisation de fonctions IP).
Plusieurs grandes firmes et laboratoires de recherches, acteurs majeurs des développe-
ments de SoC, ont d’ores et déjà commencé à explorer des solutions à base de NoC pour
remplacer les technologies bus utilisées actuellement dans les SoC. Parmi ces industriels,
la jeune société française Arteris a affirmé offrir les premiers outils de réseau sur puce
commerciaux.
C’est dans ce contexte précis que les travaux de recherche présentés dans ce manuscrit
se sont déroulés afin d’étudier et proposer des solutions sur l’intérêt des NoC pour les futurs
SoC et leurs principaux enjeux dans leur phase de mise en œuvre. En effet, ces réseaux
sur puce possèdent une structure plus complexe, et de ce fait, leur mise en oeuvre est
autrement plus complexe qu’une topologie bus classique. Par conséquent, il est nécessaire
de fournir des outils d’aide à la conception de ces NoC afin d’aider le concepteur dans sa
démarche de mise en œuvre en réalisant des études, simulations et émulations pour valider
l’ensemble de son design avant la conception et la réalisation finale.
Ainsi, les travaux de recherche qui ont été effectués durant cette thèse ont permis
de contribuer à la réalisation d’un SoC d’un terminal mobile de 4e génération. Ce SoC
était l’un des objectifs majeures du projet Européen 4MORE dans lequel nous étions
impliqués. L’objectif de ce projet était de proposer des solutions algorithmiques innovantes
permettant de remplir le cahier des charges qui imposait des débits allant de 10 à 100 Mb/s
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suivant les conditions d’utilisation (qualité du canal de transmission). Par conséquent,
la technique de transmission multi-porteuses combinée à un étalement de spectre (MC-
CDMA pour Multiple Carrier Code Division Multiple Access) associée à une technique
d’exploitation de la diversité spatiale des antennes (MIMO pour Multiple-Input Multiple-
Output) a été retenue.
La réalisation du démonstrateur final permettant de valider ces choix algorithmiques
était nécessaire afin de démontrer la faisabilité de ce terminal mobile de 4e génération.
Ainsi, le NoC FAUST (Flexible Architecture of Unified System for Telecommunication)
proposé par le CEA LETI a été choisi comme solution innovante en terme de média de
communication entre les blocs IP de l’application pour la réalisation du SoC final.
Compte-tenu des objectifs imposés par ce projet, et de l’aspect novateur des NoC,
il a été nécessaire de réaliser des explorations et simulations de l’application avec les
contraintes imposées par l’architecture pour guider les concepteurs dans la réalisation du
démonstrateur.
Dans ce contexte, les travaux de recherche réalisés durant cette thèse ont permis de
proposer une méthodologie de modélisation et d’exploration d’architecture de réseaux sur
puce appliquée aux télécommunications. Ces études se sont basées sur des simulations et
explorations au niveau NoC en SystemC TLM.
Le projet 4MORE a également vu la réalisation d’un ASIC intégrant une structure
de communication NoC intégrant une partie des blocs IP de l’application. Celui-ci a été
réalisé dans une technologie 0.13µm et a été associé à des composants reprogrammables
de type FPGA pour réaliser la plate-forme matérielle servant de démonstrateur final du
projet.
Dans ce flot de conception mis en œuvre, nous avons également intégré une méthodo-
logie d’Adéquation Algorithme Architecture (AAA) permettant au concepteur de réaliser
l’adéquation de son application avec l’architecture NoC FAUST.
Outre cette introduction, ce manuscrit comporte 5 chapitres. Le premier chapitre pré-
sente un état de l’art des réseaux sur puce et de leurs architectures associées. Il expose les
différentes contraintes qu’imposent ces nouvelles structures et les précautions à prendre en
compte lors de leur implantation.
Le chapitre 2 présente la chaîne de traitement de l’application 4G développée au sein
du projet 4MORE et utilisée comme application lors de nos expérimentations. Nous pré-
sentons dans ce même chapitre un modèle de représentation des blocs de traitement per-
mettant d’intégrer leurs caractéristiques au modèle SystemC.
Le chapitre 3 décrit l’architecture du réseau FAUST utilisé et ses caractéristiques
concernant notamment son flot associé avec son modèle SystemC.
Le chapitre 4 décrit la méthodologie de conception développée autour de ce NoC afin
d’améliorer les phases d’exploration par simulations mais également en donnant la possi-
bilité de réaliser des explorations sur plate-forme matérielle.
Puis, dans le chapitre 5 sont présentés les différents résultats obtenus durant ces
travaux de thèse avec notre méthodologie de conception. Ces résultats d’expérimenta-
tion concernent également les contributions apportées dans le cadre du projet Européen
4MORE.
Pour finir, nous présentons nos conclusions sur ces travaux de thèse accompagnées des
perspectives à court et moyen terme sur les travaux futurs.
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Communications et rapports
Les différents travaux réalisés durant cette thèse nous ont conduit à la rédaction de diffé-
rentes communications et rapports [1, 2, 3, 4, 5] dont les références sont listées ci-après.
Par ailleurs, j’ai contribué personnellement au sein du comité d’organisation des JNRDM
2006 dont quelques précisions sont donnés à la fin de cette introduction.
Communications internationales
• J. DELORME, D. HOUZET, “Fast prototyping PCI platform for real time
SoC emulation with SCSI capabilities”, ISPASS, USA Texas Austin, mars
2005 (11 pages). Article refusé et en cours de resoumission.
• J. DELORME, D. HOUZET, “A complete 4G radiocommunication appli-
cation mapping onto a 2D mesh NoC architecture”, NEWCAS, CANADA
Ottawa, juin 2006 (4 pages).
• J. DELORME, D. HOUZET, “An automatic design flow for mapping appli-
cation onto a 2D mesh NoC architecture”, NoCsymposium, USA New Jersey
Princeton, mai 2007 (6 pages).
Communications nationales
• J. DELORME, D. HOUZET, “Technique de mapping pour les réseaux sur
puce de structure 2D”, JNRDM, FRANCE Rennes, mai 2006 (4 pages).
Communications invités
• J. DELORME, D. HOUZET, “Latency-constrained embedded benchmark for
evaluation of cores mapping onto NoC architectures”, RecoSoC, FRANCE
Montpellier, juin 2005 (5 pages).
Rapports techniques - projet 4MORE
• J. DELORME, D. HOUZET, “Experience plan : part 1”, 4MORE, contri-
bution dans le cadre du WP4 : spécifications des blocs IP, 23 mars 2005
(61 pages).
• J. DELORME, D. HOUZET, “Experience plan : part 2”, 4MORE, contri-
bution dans le cadre du WP4 : études du contexte mono-composant, 19
septembre 2005 (24 pages).
• J. DELORME, D. HOUZET, “Experience plan : part 3”, 4MORE, contribu-
tion dans le cadre du WP4 : études du contexte multi-composant (démons-
trateur final), 23 février 2006 (22 pages).
Contribution au déroulement des JNRDM
La conférence JNRDM (Journées Nationales du Réseau Doctoral en Micro-électronique)
est une conférence nationale organisée en FRANCE par les doctorants du domaine de la
micro-électronique. En 2006, celle-ci s’est déroulée à Rennes sur le campus de Beaulieu.
Le concept de cette conférence est de trouver des fonds auprès des écoles doctorales, des
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organismes publiques et des industries afin de financer cette conférence qui prend en charge
à 100% les frais des participants (transports, hébergement, inscriptions à la conférence,
proceedings, . . .).
Par conséquent, j’ai contribué au sein du comité d’organisation de cette conférence
présidé par Mr Ludovic Barrandon [6] à différentes tâches permettant son bon déroulement.
Outre le bon déroulement de cette conférence, ma contribution a été de participer à :
• l’élaboration du site Internet
• la réalisation du CD des actes de la conférence
• la réalisation de l’affiche
• la recherche de fonds auprès des industriels
• la responsabilité des transports des participants de la zone nord-est
• l’accueil des participants la veille de la conférence
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1.1 Introduction
Depuis plusieurs années, l’interconnexion de composants électroniques a été une préoccu-
pation majeure dans la conception et la réalisation d’un système électronique performant. Il
y a une dizaine d’années, cette interconnexion se faisait au niveau des composants élémen-
taires du SoC par l’intermédiaire de technologies PCB (Printed Circuit Board ou circuits
imprimés). Or du fait de la complexité croissante des SoC et dans un but de miniaturisation
et de gain en performances, nous sommes maintenant face à une nouvelle problématique où
l’interconnexion se fait à l’intérieur du circuit (intra-chip) avec des dizaines de coeurs (IP
Intellectual Property) à connecter. De ce fait, un goulot d’étranglement des SoC (System
On Chip) réside dans la gestion des communications entre ces différents blocs.
Ainsi, les réseaux d’interconnexions jouent un rôle majeur dans les performances des
systèmes sur puce actuels et futurs. Plusieurs facteurs peuvent influer sur le choix d’une
architecture appropriée puisqu’une interconnexion de système sur puce doit satisfaire cer-
taines contraintes afin que celle-ci soit réalisable. Elle doit être performante, flexible,
simple, respecter les contraintes de coût imposées par le cahier des charges et être physi-
quement implantable sur les technologies disponibles (FPGA ou ASIC par exemple).
Or, les SoC deviennent obsolètes de plus en plus rapidement de part leur durée de
vie de plus en plus courte, et d’autre part, par la nécessité d’intégrer de plus en plus de
standards le plus rapidement possible (Temps de mise sur le marché “Time to Market”).
Ainsi, pour le marché des téléphones mobiles, on voit apparaître de plus en plus de fonc-
tionnalités (GPRS, 3G, WLAN, Wi-Fi, Bluetooth, Appareil photo, Vidéo, lecteur mp3,...)
qui nécessitent une intégration des anciens et des nouveaux standards à chaque mise sur
le marché d’un nouveau produit avec un temps de conception et de fabrication de plus en
plus court. Cette contrainte implique que tous les blocs fonctionnels anciens et nouveaux
correspondant à ces différents standards puissent être intégrés rapidement dans le SoC tout
en offrant une grande flexibilité et une bande passante assez conséquente pour satisfaire
les exigences de toutes ces normes.
Nous allons donc voir dans un premier temps les différents modes de connexions dis-
ponibles pour les SoC actuels et futurs et la raison pour laquelle nous avons concentré
nos études sur les réseaux sur puce (NoC pour Network on Chip). Ensuite, nous verrons
les différentes architectures de réseaux existantes ainsi que les techniques de gestion de
ceux-ci. Enfin, nous listerons quelques exemples de réseaux disponibles actuellement dans
le monde de la recherche universitaire mais également dans le domaine de la recherche
industrielle.
1.2 Les différents types d’interconnexions pour les SoC
Comme nous l’avons vu précédemment, pour satisfaire les contraintes de “time to market”
de plus en plus exigeantes, plusieurs standards de communication existent ou émergent
avec leurs avantages et leurs inconvénients. Nous allons dresser une liste des principaux
modes d’interconnexions disponibles pour les SoC.
1.2.1 La connexion point à point
Il s’agit de la connexion la plus simple qui soit pour connecter deux IP (Intellectual Pro-
perty). Les blocs fonctionnels sont donc reliés entre eux directement sans aucun protocole
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de gestion de communications (cf. Figure 1.1). Cette solution impose d’avoir le même
format d’encapsulation des blocs fonctionnels notamment concernant les interfaces d’en-
trées/sorties pour permettre une intégration rapide. Cette contrainte entraîne des limi-
tations car certaines IP peuvent avoir besoin de communiquer avec des IP différentes en
fonction des évolutions des besoins de l’application. De plus, cette technique est désastreuse
lorsqu’un bloc fonctionnel est défectueux dans la chaîne, car l’ensemble du SoC devient
inutilisable. C’est pourquoi la topologie bus a été adoptée pour pallier à ces inconvénients.
IP0 IP2 IP3IP1
Fig. 1.1 – La connexion point à point
1.2.2 Le bus standard
Beaucoup de SoC utilisent des architectures à bus ou dite à “média partagé” car la struc-
ture d’interconnexion est la plus simple [7]. La topologie bus contrairement à la connexion
point à point permet de connecter toutes les IP de l’application à un seul et même média
de communication appelé bus. Cette solution permet d’avoir une encapsulation des blocs
fonctionnels identique et d’avoir un protocole de communication plus flexible, contraire-
ment à la connexion point à point (cf. 1.2.1). Ceci permet de faire évoluer un SoC beaucoup
plus rapidement car il suffit simplement d’étendre le bus et de rajouter d’autres IP pour
intégrer de nouvelles normes ou applications à un SoC. Les communications au sein de ce
média de communication étant toutes gérées par l’arbitre du bus, les évolutions des be-
soins de l’application peuvent être gérées en temps réel. La figure 1.2 montre un exemple
de topologie bus standard.
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Fig. 1.2 – Topologie bus
Une amélioration de ce type de bus est appelée bus “Backplane” où 3 types de ligne
au sein du bus existent. Celles-ci sont dédiées au transport des informations de contrôle,
d’adresse et de données. Voici quelques exemples de bus utilisés dans les systèmes sur puce
dans l’industrie :
– Le “AMBA-AHB” (Advanced High-performance Bus) de la société ARM [8]
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– Le “Sonics SMART Interconnects” de la société SONICS [9]
– Le “PI-BUS” (Peripheral Interconnect Bus) du European OMI (Open Micro-
processor Initiative) constitué par les sociétés Siemens, Philips, Matra-MHS,
ARM et ST-INMOS [10] [11]
– Le “AVALON” de la société ALTERA [12]
– Le bus CoreConnect de IBM [13].
L’inconvénient majeure d’une topologie bus standard ou encore appelée “réseaux à mé-
dia partagé” est la contrainte de ne pouvoir réaliser qu’une seule communication à la fois
(les taches peuvent se dérouler en parallèle mais les communications ne se font que de ma-
nière séquentielle). Ces communications étant toutes gérées par l’arbitre du bus, on crée un
goulet d’étranglement lorsque le nombre de communications croît, mais également lorsque
les contraintes de bande passante de plusieurs communications deviennent importantes.
Cet arbitrage joue un rôle prépondérant car c’est lui qui autorise les communications sur
le bus mais il est également en charge de résoudre les conflits (plusieurs requêtes de com-
munications en même temps). Cet arbitrage implique donc une limitation sur le nombre
d’IP connectées au bus à une dizaine d’éléments [14].
De plus, ce mode d’interconnexion physique devient un facteur limitant en performance
pour les SoC actuels et futurs car les lignes du bus deviennent de plus en plus longues à
mesure que le nombre d’IP connectées augmente. On voit ainsi apparaître des capacités
parasites qui engendrent une augmentation du temps de charge (proportionnel au nombre
d’éléments raccordés). La fréquence de fonctionnement du bus s’en trouve donc réduite et
la consommation électrique augmentée. Enfin, le temps de propagation des signaux sur les
longs fils de données et de contrôle du bus entraîne une dérive des horloges et engendre
intrinsèquement des problèmes de synchronisation (longueur des interconnexions, bande
passante, consommation d’énergie). Compte tenu de la complexité croissante des SoC
intégrant plus d’une cinquantaine d’IP avec des bandes passantes importantes, les systèmes
à base de média partagé deviennent un goulot d’étranglement en terme de performance
mais également de consommation et de complexité de mise œuvre physique sur le silicium.
1.2.3 Les bus hiérarchiques
Pour solutionner les problèmes du bus standard ou dit “Backplane” énoncés précédemment,
une solution permettant de contourner les limites de cette topologie est de créer un bus
hiérarchique (figure1.3).
Le concept de ces bus hiérarchiques est de faire communiquer plusieurs bus entre
eux par l’intermédiaire d’un pont (“Bridge”) reliant deux bus entre eux. L’intérêt de cette
topologie hiérarchique est de permettre d’ordonnancer les différentes tâches qui composent
le SoC en les répartissant sur les différents bus qui la composent. Ceci permet d’équilibrer
les charges des communications de l’application de façon à ne pas surcharger un seul et
même bus mais également de permettre un ordonnancement des tâches de l’application.
Les différents segments du bus hiérarchique possèdent donc des longueurs courtes avec
peu d’IP connectées, offrant une faible capacité sur chacun de ces segments et permettant
d’utiliser chaque bus à des fréquences élevées. Ainsi, les transactions peuvent se faire en
parallèle sur les différents segments de bus et à fréquence élevée. De cette façon, on offre
une qualité de service plus élevée à l’application et une meilleure bande passante globale.
Cependant, l’accès d’un bus à un autre au travers d’un pont, implique un coût en
latence d’où l’importance de bien répartir les différentes IP communicantes pour limi-
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ter l’utilisation du pont et ainsi favoriser le fonctionnement parallèle des bus. Ainsi, on
distingue trois types principaux de bus standard constituant ces bus hiérarchiques :
• Les bus processeur/mémoire : Ils sont dédiés aux transferts de données entre
processeur et mémoire cache. Ils sont très rapides et offrent donc une grande
bande passante.
• Les bus entrée/sortie : Ils permettent d’adapter beaucoup d’interfaces de
communication.
• Les bus classiques : Il s’agit de la topologie bus classique sur laquelle on re-
trouve processeurs, éléments mémoires et entrées/sorties n’ayant pas besoin
d’une grande bande passante.
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Fig. 1.3 – Topologie bus hiérarchiques
Ces trois catégories permettent un ordonnancement général des taches qui convient
dans la plupart des applications SoC que l’on peut rencontrer. Ceci sous contrainte de
besoin en bande passante entre les tâches de l’application. Un exemple de bus hiérarchique
est le “AMBA-APB” [8] (Advanced Peripheral Bus) de la société ARM se connectant au
“AMBA-AHB” qui est présenté sur la figure1.4. On peut également citer un autre bus
hiérarchiques similaire qui est le bus CoreConnect de IBM [15].
Enfin, le bus hiérarchique consomme en principe moins que le bus partagé puisque
la capacité des éléments connectés au bus est plus faible sur chaque segment du bus. Ce
découpage en segment est un premier pas qui tend vers l’approche réseau mais le goulot
d’étranglement que l’on peut observer au niveau des ponts devient un facteur limitant
compte tenu des besoins en bande passante des futures applications. C’est pourquoi les
topologies réseaux ou “cross-bar” offrent une alternative intéressante pour les futurs SoC.
1.2.4 Le crossbar
Une alternative offrant un compromis intéressant entre les topologies bus et celles des
réseaux est le crossbar. Dans ce cas, tous les blocs fonctionnels de l’application sont reliés
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PIP-AMBA Platform IP for ARM AMBA AHB and APB Buses
Description | Features | Applications | Block Diagram | Functional Description | Support | Verification | Deliverables
The PIP-AMBA provides the essential IP cores and infrastructure software needed for systems using
a microprocessor from the ARM 7 or 9 families with the AMBA bus, a de fact, open standard. Ready
for software development out of the box but also easy to customize and extend, it serves as a basic
platform for the rapid development of a variety of system-on-chip (SOC) applications.
The platform is well suited to a variety of AMBA-based SoC designs. It includes the multi-master and
arbitration features of the high-performance AHB bus, and a bridge to the slower APB peripherals
bus. The architecture makes it straightforward to add additional IP cores or custom logic to either bus.
The platform includes synthesizable HDL cores for the AHB and APB buses, plus various timers, controllers, interface functions,
communications functions, and an internal SRAM block. (FPGA netlist versions are also available.) Generous standard deliverables include
device drivers, boot code, and support for an embedded real-time operating system (RTOS). The included SOC test and validation suite
features a bus functional model of the ARM7.
Features
Integrated IP cores and software subsystem provides basic infrastructure for many SoC applications
Platform saves significant time over acquiring and integrating separate elements
Works with low-power, 32-bit ARM 7 and 9 processor families
Built on AMBA standard bus for broad applicability
Enables both the high-performance AHB and the APB peripherals buses
Easily add custom logic or additional IP cores to tailor or expand the system
Immediately begin software development and test
Supports ARM® RealView® development tools
Complete infrastructure includes essential hardware and software: 
IP cores:
AHB to TDMI interface
AHB Arbiter
APB Bridge
Watchdog Timer
Two Timers
Scalable Interrupt Controller
Two 16550 UARTs with FIFOs
General Purpose I/O (GPIO)
Internal SRAM
External Bus Interface and SDRAM controller
Plug-in architecture for user-defined custom IP blocks
Software device drivers and boot code
Support for real-time operating system (RTOS) such as ATI’s Nucleus Plus
Comprehensive SOC test and validation suite, including:
ARM7 bus functional model with support for interrupts and subroutines
Sophisticated HDL Testbench with external models and interfaces
Simulations scripts, vectors, expected results, and comparison utilities
Complete user documentation
Applications
The platform is suitable for small microcontrollers and mixed-signal controllers for a variety of applications, including factory automation,
automotive systems, hand-held devices, motor controls, and intelligent toys.
Block Diagram
search
Fig. 1.4 – Exemple de topologie bus hiérarchiques pour des bus AMBA
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Fig. 1.5 – Topologie d’un crossbar 4 vers 4
les uns aux autres par l’intermédiaire du crossbar (figure 1.5). Celui-ci a l’avantage de
permettre des communications parallèles (contrairement au bus) et d’offrir une grande
bande passante pour chaque communication car celles-ci ne sont plus partagées avec les
autres communications comme c’est le cas dans la topologie bus standard ou hiérarchique.
Cependant, la complexité de câblage d’une telle architecture croit en fonction du nombre
d’IP qui composent l’application. Celle-ci augmente avec le carré du nombre d’éléments
communicants soit une complexité de O(n2), ce qui devient vite exorbitant.
1.2.5 Le réseau
Les topologies réseaux arrivent naturellement comme une solution de remplacement des
standards actuels de communication inter-IP dans les SoC. Compte-tenu des contraintes
de bande passante de plus en plus grandes dans les applications actuelles et surtout fu-
tures, il est donc indispensable de proposer de nouvelles architectures d’interconnexions.
Les réseaux d’interconnexion sont étudiés depuis plusieurs décennies notamment pour les
réseaux informatiques, les calculateurs parallèles, les réseaux téléphoniques ou encore les
interconnexions sur PCB [16] [17]. Cependant depuis une dizaine d’années, nous avons vu
une évolution rapide de la technologie d’interconnexion des systèmes sur puce, en parti-
culier, depuis [18] qui a proposé de remplacer les bus par des réseaux sur puce avec des
interconnexions à base de routeurs.
Les composants de base du NoC sont donc les suivants :
• Les NI (Network Interface) ou interface réseau : elles réalisent l’interface
entre le protocole du NoC et celui des blocs IP qui sont connectés au routeur.
Leur rôle est de séparer le traitement (effectué dans les IP) des communi-
cations (gérées par le réseau). Un adaptateur réseau peut être composé de
deux parties, l’une prenant en charge l’interface réseau en elle-même, l’autre
réalisant l’adaptation de protocole aussi appelée “wrapper”.
• Les routeurs : ils aiguillent les paquets de données dans le réseau en fonc-
tion du protocole choisi en respectant une stratégie de routage qui constitue
l’arbitrage du routeur.
• Les liens : ils relient les routeurs entre-eux ou les routeurs aux NI. Ils offrent
la bande passante pour les communications entre la source et la destina-
tion. Celui-ci peut posséder plusieurs canaux virtuels et peut être mono-
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directionnel ou bi-directionnel. Dans la plupart des NoC que nous verrons
dans la section 1.5, les liens sont de type bi-directionnel.
ROUTEUR ROUTEUR 
ROUTEUR ROUTEUR 
NI
Unité de 
traitement
NI
NINI
Unité de 
traitement
Unité de 
traitement
Unité de 
traitement
Fig. 1.6 – Topologie Réseau
Les NoC sont susceptibles de proposer des solutions efficaces aux problèmes d’inté-
grations complexes des systèmes sur puce [19]. Ces architectures d’interconnexion devront
tout de même faire face à de nombreuses contraintes lors de leurs phases de conception
comme celles listées ci-dessous :
• consommation d’énergie
• surface de silicium
• performances
• synchronisation
• électrique
De plus, selon les applications considérées, le coût et les caractéristiques de mise en œuvre
du réseau peuvent varier grandement. De ce fait, l’architecture du réseau ainsi que ses
modes de commutation et de gestion de flux sont des caractéristiques importantes à prendre
en compte pour dimensionner au mieux l’architecture avec l’application.
1.3 Les caractéristiques des réseaux
On peut trouver dans la littérature différentes topologies de réseau apportant des avantages
et des inconvénients par rapport aux contraintes énoncées dans la section 1.2.5. Nous allons
donc voir les principales structures que l’on peut trouver dans les NoC du domaine de la
recherche universitaire et de la recherche industrielle.
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1.3.1 Les topologies de réseaux
Étant donné l’aspect répétitif d’un réseau au niveau de son architecture, plusieurs to-
pologies existent dans la littérature afin d’offrir le meilleur compromis possible entre les
performances requises par l’application et le coût matériel engendré par le réseau lui-même.
Nous allons voir quelques exemples de topologies fréquemment rencontrées.
La topologie la plus souvent employée est celle de structure 2D régulière (2D mesh)
représentée sur le figure 1.7. Elle est simple de mise en œuvre et facilement implantable
sur une technologie silicium. Les algorithmes de routage sont simples à instaurer et elle
offre une grande scalabilité (capacité d’accroître facilement la structure matérielle pour
répondre à une exigence de performances).
Le torus (figure 1.8) est une topologie dérivée de la structure 2D qui possède la par-
ticularité d’un repliement des bords extérieurs sur eux même, offrant une bande passante
légèrement supérieure. Cette topologie est utilisée dans [14, 20, 21].
La topologie 3D (figure 1.9) quant à elle offre une plus grande bande passante que
les deux autres mais elle souffre d’un inconvénient majeur qui est la difficulté de son
implantation sur silicium (routage complexe).
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Fig. 1.9 – Topologie 3D
La topologie en arbre élargi représentée sur la figure 1.10 (dite “Fat-tree”) a pour inté-
rêt d’être scalable et d’offrir une latence pouvant être plus faible que la topologie en grille
2D. Cette architecture nécessite un bon placement des IP sur le réseau car les routeurs
intermédiaires deviennent rapidement des goulots d’étranglement lorsque plusieurs feuilles
d’une même branche veulent communiquer avec des feuilles d’autres branches. C’est préci-
sément dans ce cas que cette topologie trouve ses limites. De nombreux travaux sur ce type
d’interconnexion sont menés par le LIP6 (Université Pierre et Marie Curie)[22, 23, 24, 25].
La topologie en anneau, représentée sur la figure 1.11, est facile à mettre en œuvre
au niveau de l’algorithme de routage et de l’implantation physique car les routeurs sont
reliés uniquement à leurs deux voisins par des liens unidirectionnels. Mais cette topologie
souffre d’un inconvénient majeur, car pour un réseau de grande taille, le message doit
traverser un nombre important de routeurs, engendrant inévitablement une limite de bande
passante. Une alternative proposée à la limitation de la topologie en anneau, est celle de
l’octogone représentée sur la figure 1.12. Utilisée dans [26], elle permet de réduire la latence
en offrant la garantie de ne traverser au maximum que deux routeurs pour n’importe quelle
communication au sein du réseau.
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Fig. 1.12 – Topologie octogone
Dans la pratique, les NoC de la littérature utilisent très généralement des topologies
régulières car elles présentent l’intérêt d’être une structure mathématique simple, simpli-
fiant l’utilisation des règles de routage. Cependant, en pratique, le placement des IP lors
de l’implantation sur silicium permet rarement d’intégrer une topologie régulière. En effet,
les surfaces des IP étant complètement différentes les unes des autres, cela entraîne une
déformation de la grille 2D lors de leur placement sur les routeurs. C’est pourquoi, on
peut observer, dans la littérature, différents travaux permettant de faire l’AAA en offrant
la possibilité de réaliser des topologies irrégulières. Une topologie irrégulière permet donc
plus de liberté en dimensionnant précisément le réseau requis[27, 28]. Elle peut être issue
d’une topologie régulière qui a été retaillée au plus juste de façon à enlever les éléments
non utilisés ou bien être construite irrégulièrement dans sa phase de conception.
Une topologie irrégulière nécessite en revanche une plus grande attention pour le rou-
tage car les règles à appliquer ne sont plus triviales. Ainsi, compte-tenu des avantages
apportés par la structure régulière 2D, nous privilégions l’utilisation de celle-ci pour nos
simulations et implantations futures. Nous allons voir maintenant les modes de commuta-
tions disponibles au sein des réseaux sur puce.
1.3.2 Les modes de commutations
Afin de mieux situer les avantages des différents modes de commutation nous allons rap-
peler les définitions de base caractérisant le format des données des communications au
sein d’un NoC. En effet, lorsque l’on veut effectuer une communication, l’information que
l’on veut transmettre est appelée message. Il correspond à la totalité de l’information que
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l’on veut transmettre pour une communication. Celle-ci peut être découpée sous forme de
paquet (“packet”) afin de permettre un parallélisme des communications lorsqu’une appli-
cation le requiert mais également lorsque la longueur du message devient trop grande. Ce
paquet est lui-même décomposé sous forme de FLIT (FLow control unIT) qui constitue
le plus petit élément de base constituant les paquets ou les messages. L’ensemble de ces
éléments est représenté sur la figure 1.13.
Message
Packet
FLIT
Fig. 1.13 – Format des éléments de base caractérisant les communications dans les NoC
Ainsi, pour gérer les communications au sein d’un réseau sur puce, différents méca-
nismes de base existent, s’appuyant sur les définitions présentées ci-dessus. Parmi ces
modes de commutation, on peut en retenir deux principaux qui sont : le circuit switching
(commutation de circuit) et le packet switching (commutation de paquet).
1.3.2.1 Le circuit switching
La commutation de circuit est une méthode de transfert de données consistant à établir un
circuit dédié au sein d’un réseau pour chaque paire d’émetteur/récepteur. Le contrôle est
réalisé par le réseau pour effectuer et paramétrer une connexion. Ce principe est donc le
même au sein d’un NoC où plusieurs ressources sont connectées à une structure de routeurs
qui vont se charger de faire les connexions entre les différentes ressources qui souhaitent
communiquer entre elles. Les systèmes de commutation de circuits sont idéaux pour les
communications qui exigent des transmissions de données en temps réel, ils sont parfois
appelés réseaux orientés connexion.
Un chemin dédié est initialisé pour réaliser la connexion entre la source et la destination.
Le chemin peut être réservé soit au moyen de signaux de contrôle auxiliaire au réseau, soit
par un paquet contenant l’information de routage mentionnant l’adresse de destination
ainsi que des informations de contrôle. Dans ce dernier cas, la source émet ce message à
travers le réseau jusqu’à arriver à l’adresse de destination et réserve les liens qu’il traverse
au fur et à mesure de sa progression au sein du réseau. Ceci permet donc de bloquer les
liens afin de réaliser une ligne dédiée entre les deux ressources. La transmission du message
se fait donc par les liens qui ont été réservés lors de l’établissement de la connexion. La
terminaison de la communication réservée peut être libérée soit par la source, soit par la
ressource cible soit par le dernier paquet de la transmission.
La latence de ce type de commutation dépend du délai d’établissement de la connexion
(réservation du chemin) mais également du délai de transmission des données qui est condi-
tionné par la taille du message. Ce mode de commutation fournit une très grande Qualité
de Service (QoS), un trafic garanti (GT voir section1.3.4.1), mais il est très pénalisant
du point de vue ressource car un chemin entier est dédié pour une communication. Toute
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autre communication voulant s’établir en empruntant le même chemin ou une partie de
celui-ci ne pourra être satisfaite. Cette technique est appropriée pour les communications
peu fréquentes et également pour les transmissions de grandes quantités de données.
Le réseau à commutation de circuit le plus omniprésent est le système de réseau télé-
phonique, qui consiste à relier l’ensemble des fils du réseau pour n’en former qu’un seul
afin de restituer une image d’une ligne ininterrompue simple pour chaque appel télépho-
nique ; c’est le Réseau Téléphonique Commuté (RTC). En effet, en réservant une ligne
téléphonique entre deux abonnés, il est possible de garantir la meilleure performance pos-
sible pour le transfert des données. Dans le cas d’une communication vocale par exemple,
il est essentiel que la ligne ne soit pas coupée pendant tout le temps de la transmission.
1.3.2.2 Le packet switching
Dans le cas d’un mode de commutation par paquets dit “packet switching”, le message est
découpé en paquets dont chacun est composé d’une partie contrôle appelée l’en-tête et
d’une partie donnée qui est l’information de la communication à transporter. Les routeurs
du réseau analysent et modifient l’en-tête des paquets qui les traversent sur leurs ports et
orientent le flux de données sur les ports de sortie ciblés par l’en-tête du paquet. Ainsi,
les paquets ne constituent que des blocs de petite taille et il n’y a plus besoin de la phase
d’allocation de ressources qui est nécessaire dans le “circuit switching”. En contre-partie,
cette technique implique la nécessité de devoir stocker l’intégralité du paquet dans le
routeur avant de prendre une décision d’aiguillage des données sur les ports de sorties.
Lorsqu’un routeur reçoit un paquet, il le stocke dans son buffer, vérifie l’adresse de
destination dans l’en-tête du paquet, sélectionne un routeur se trouvant dans la destination
de routage (indiqué dans l’en-tête du paquet) et envoie le paquet au routeur suivant si le
lien qui le relie est disponible. Ainsi l’inconvénient lié à la taille des messages pouvant être
variable lors des communications en technique de commutation de circuits dit “Message
Switching” et rendant les mémorisations au sein des routeurs difficiles à mettre en œuvre,
est levée. Ce principe de commutation par paquet appliquée au NoC apporte un gain en
performance sur le débit du réseau, une diminution de la latence et une réduction de la
taille des buffers au niveau des routeurs.
Par conséquent, les réseaux de commutation par paquets sont plus efficaces si un cer-
tain retard dans la transmission des données est tolérable et acceptable mais nécessite
un besoin de ressource matériel supplémentaire dû au stockage temporaire des paquets
dans les routeurs. Naturellement, la qualité de service fournit dans le cas d’un réseau de
commutation par paquets est de type Best Effort (BE) exploitant mieux les ressources
matérielles mais ne garantissant pas le débit. Cette qualité de service sera détaillée dans
la section 1.3.4.2.
1.3.3 Les Mécanismes de gestion de flux des communications
Comme nous l’avons vu précédemment, le mode de commutation de circuit ne peut pas
entraîner de conflit puisque la communication est établie par le réseau lui-même. Par
conséquent, il ne peut y avoir de conflit avec les autres communications sur le même lien
puisque celle-ci est dédiée à l’application en cours. Par contre dans le cas de la commutation
par paquets, un mécanisme de contrôle de flux de données est nécessaire car les données
des paquets doivent être mémorisées dans chaque routeur du réseau qui est traversé avant
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d’être envoyées sur le routeur suivant. A cause de leur espace de mémorisation limité,
les routeurs ne stockent les données que lorsqu’ils ont suffisamment d’espace mémoire
pour sauvegarder les données entrantes. Ainsi, il existe plusieurs mécanismes de gestion de
contrôle de flux de données au sein d’un réseau sur puce dont les quatre principaux sont
les suivants :
– Store-and-forward
– Virtual Cut-Through
– Wormhole
– Time division
1.3.3.1 Store-and-forward
Dans cette technique de contrôle de flux de données, la communication au sein des routeurs
se fait par une mémorisation complète du paquet entrant sur le port d’entrée du routeur
avant d’être expédié vers un autre routeur du réseau. Ceci implique le besoin d’avoir une
mémoire sur chaque port entrant du routeur ayant une taille équivalente à celle du paquet
reçu. Ceci implique également une latence par routeur qui est au moins égal au temps
nécessaire pour recevoir le paquet entrant et le stocker. Le principe de cette gestion de
flux SF (Store and forward : stocke puis renvoie) est décrite sur la figure 1.14. Tr correspond
au temps nécessaire au routeur pour prendre sa décision de routage mais aussi le temps
d’attente pour obtenir le lien du routeur cible. Tm représente le temps de mémorisation
du paquet au sein du routeur, celui-ci étant le même pour tous.
Temps
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Données
Tr
Tm
Tr
Fig. 1.14 – La technique “Store and forward”
Dans cette approche, le routeur source attache un en-tête au paquet à envoyer qui
contient l’adresse de destination de la ressource cible et l’envoie au lien de sortie si celui-ci
est disponible. Ensuite, lorsque le routeur intermédiaire le reçoit, il le stocke dans son
buffer, vérifie l’adresse de destination dans l’en-tête du message, sélectionne le routeur
suivant dans la destination de routage et lui envoie le message si celui-ci est disponible,
c’est à dire si le lien vers le routeur suivant est libre. Les décisions de routage sont effectuées
par l’arbitre du routeur qui dans la plupart des cas est à priorité tournante[29].
Cette technique est avantageuse quand les messages sont courts et répétitifs. Par contre,
le besoin de stocker l’intégralité du message dans le routeur devient coûteux au niveau de la
complexité du routeur car ceci engendre une taille de paquet limitée par la taille mémoire
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sur chaque port entrant. Nécessairement, la taille des paquets de données est limitée ce qui
peut limiter l’évolution des contraintes de l’application lorsque l’on souhaite augmenter
la qualité de service en augmentant la taille des paquets par exemple. Cette technique
implique nécessairement la recherche du chemin le plus court possible lors de la phase de
conception.
Dans les réseaux informatiques, cette technique est utilisée pour délivrer des messages
à des réseaux qui ne sont pas accessibles en permanence. Elle est également employée pour
jouer sur le décalage horaire, pour que des informations arrivent aux heures ouvrables à
leurs destinataires, ou au contraire pour qu’elles soient acheminées la nuit afin de bénéficier
de tarifs réduits de télécommunication
1.3.3.2 Virtual Cut-Through (VCT)
La technique du “Virtual Cut-Through” (VCT) s’appuie sur les mêmes bases que le SF,
mais se différencie par la possibilité d’émettre le paquet avant même d’avoir stocké l’inté-
gralité du paquet dans la mémoire du port entrant du routeur. Le paquet entrant sur un
routeur est expédié vers l’autre routeur cible dès que celui-ci garantit que la totalité du
paquet peut être acceptée par ce dernier. Quand aucune garantie n’est donnée, le routeur
doit pouvoir stocker l’ensemble du paquet, c’est-à-dire basculer dans un mode de gestion
de flux classique SF. Ce contrôle de flux VCT nécessite aussi d’avoir un espace mémoire
équivalent à la taille d’un paquet de données pour le pire cas. Cette technique est donc
similaire à celle du store-and-forward mais elle permet de réduire la latence des commu-
nications car on réduit le temps d’attente lors du passage d’un routeur car il n’est plus
nécessaire de stocker l’intégralité du paquet avant de prendre une décision de routage sur
le port de sortie. Cette technique est détaillée sur la figure1.15.
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Fig. 1.15 – La technique “VCT”
Où Tr12, Tr23 correspondent au temps de décision de routage pour passer respective-
ment du routeur 1 à 2 et 2 et 3. Tm1, Tm2, Tm3 représentent le temps de mémorisation du
paquet au sein des routeurs 1, 2 et 3. Ce temps de mémorisation pouvant varier en fonction
du temps de routage. Avec la technique VCT, plus le temps de routage est court et plus le
temps de mémorisation sera court car le paquet ne sera pas automatiquement mémorisé
dans le routeur et par conséquent on diminue la latence.
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Cette technique permet de réduire le problème de latence présent dans le SF mais reste
quand même coûteuse au niveau ressource matérielle. En effet, il est toujours nécessaire
d’avoir une mémoire équivalente à la taille du paquet pour chaque port entrant du routeur.
1.3.3.3 Wormhole
Dans cette technique, la capacité de mémorisation sur les ports entrant est réduit à la
taille d’un FLIT (Cf. 1.3.2). Comparé aux deux techniques présentées précédemment, le
Wormhole permet de diminuer considérablement les besoins en mémoire dans les routeurs
et indirectement la surface en silicium .
Le FLIT d’en-tête contenant l’information de chemin est passé à un autre routeur
lorsque le lien ciblé est disponible, c’est à dire lorsque le buffer sur le port d’entrée est
libre. Dès que le FLIT d’en-tête est émis sur le port de sortie d’un routeur, ce chemin
est automatiquement réservé aux autres FLIT de données appartenant au même paquet.
Ceux-ci suivent donc le chemin emprunté par le FLIT d’en-tête. Il faut également préciser
que lorsque le premier FLIT d’un paquet est bloqué dans un routeur, les FLIT suivants
constituant le paquet sont répartis sur les autres routeurs bloquant ainsi les liens intermé-
diaires. La technique du Wormhole est représentée sur la figure 1.16.
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Fig. 1.16 – La technique wormhole
Par conséquent, cette technique offre l’avantage d’avoir une latence de communication
plus faible puisque celle-ci ne mémorise pas le paquet en entier dans le routeur, contraire-
ment au SF et au VCT. Elle permet également de réduire les coûts en ressource matérielle
(buffer de 1 FLIT sur chaque port entrant du routeur) mais en contrepartie, un incon-
vénient apparaît : elle est plus sensible aux deadlock [30]. En effet, le paquet est ainsi
acheminé en pipeline sur plusieurs routeurs ce qui peut conduire, en cas de contention
d’un des paquets dans le réseau, à une contention en cascade de tout le réseau, et entraî-
ner une étreinte mortelle (deadlock).
La technique Wormhole associée à un réseau de type packet switching est la plus
populaire, car elle a le moindre coût en mémoire dans les routeurs et la plus faible latence
d’acheminement des données au travers du réseau, ceci malgré un risque de contention
accru. Dans la suite du document, nous ne nous intéresserons qu’à cette technique.
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1.3.3.4 Time division circuit switching
Cette technique permet de faire un compromis entre les avantages des modes de commu-
tations “Circuit switching” et “Packet switching” pour permettre de garantir des bandes
passantes pour les communications le tout en étant en mode “Packet switching”.
En effet, comme nous l’avons vu précédemment, la technique “circuit switching” bloque
tous les liens empruntés par une communication empêchant d’autres communications
d’être multiplexées temporellement sur les mêmes liens. Ainsi, la solution apportée par
la méthode TDMA [31] est de conserver les avantages du mode “Packet switching” en ges-
tion de flux de type “Wormhole” mais en corrigeant les inconvénients (risques de deadlock
et de latence). Pour corriger ces inconvénients, la solution est de réserver des tranches
de temps pour les différentes communications que l’application va demander. De ce fait,
chaque routeur possède une table d’allocation pour toutes les communications de l’appli-
cation qui vont lui permettre de prendre des décisions d’arbitrage en tenant compte de
l’aspect temporel. On a donc un ordonnancement des communications qui va permettre de
garantir des bandes passantes pour chaque communication mais sur de courtes périodes
de temps. On transforme donc un mode de commutation “Packet switching” en “Circuit
switching” virtuel, c’est-à-dire que le réseau est vu de type “Circuit switching” mais sur de
courtes périodes. Ainsi, les contraintes de bandes passantes peuvent être garanties pour
l’application. Les NoC Ætheral, Nostrum ou encore aSoC ont adopté ce type de gestion
de flux.
Par contre, cette technique entraîne une complexité supplémentaire au niveau des rou-
teurs car il faut intégrer les tables de routage mais également modifier l’arbitrage de ceux-ci.
Un autre problème peut apparaître dans cette technique qui est la nécessité pour chaque
tâche matérielle ou logicielle connectée sur le réseau d’avoir ses données prêtes à être en-
voyées sur le réseau lorsque la tranche de temps allouée à cette communication arrive. Si ce
n’est pas le cas, on a une bande passante réservée qui est sous utilisée et des performances
moindres que dans le cas d’un réseau de type “Wormhole” “Packet switching” malgré ses
faiblesses au niveau des risques de deadlock et de latence variables et non prédictibles.
Par la suite, pour nos simulations et expérimentations, nous avons choisi de prendre
un réseau de type “Wormhole” “Packet switching”.
1.3.4 Les qualités de services dans les réseaux sur puce
Comme nous l’avons vu ci-dessus, suivant le type de réseau utilisé, on voit apparaître
des qualités de service (QoS) plus ou moins bonnes pour les applications interfacées au
réseau. Parmi les QoS les plus répandues dans les NoC on trouve le Best Effort (BE) et le
Guaranteed Traffic (GT).
1.3.4.1 Guaranteed Traffic(GT)
Il s’agit d’une technique permettant une réservation d’allocation de ressources pour les
scénarii pire cas. Typiquement, pour une application exigeante en bande passante, le réseau
permet de réserver la bande passante nécessaire pour permettre de respecter les contraintes
temps réel lorsque les besoins sont ponctuels. L’inconvénient de cette réservation réside
dans le fait que cette allocation est effectuée pour des conditions pire cas où la quantité
de données à traiter est importante. Or si le flux de données est modifié et que la bande
passante exigée ensuite devient plus faible, alors la ressource est sous utilisée. On n’a
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donc pas une utilisation maximale des ressources disponibles des liens dans un NoC en
trafic garanti. Par contre, en GT, avec une bonne adéquation Algorithme architecture,
les contraintes réelles de l’application seront toujours respectées même si l’exploitation
des ressources offertes par le réseau est sous utilisée. Pour une meilleure utilisation de ces
ressources, il faut se tourner vers une qualité de service dite en Best effort détaillée dans
la partie ci-après.
1.3.4.2 Best Effort(BE)
La technique BE quant à elle ne réserve aucune ressource ce qui, par conséquent, ne garan-
tit aucun débit ni respect de contraintes temps réel (notamment pour les pires cas...). Ceci
ayant pour intérêt de simplifier la complexité des routeurs et de permettre une exploita-
tion maximale des ressources du réseau. Par contre, cette technique permet une meilleure
utilisation des ressources car le dimensionnement de celles-ci est effectué par rapport à
la moyenne des contraintes de tous les scénarii, contrairement au GT qui s’effectue sur le
scenario pire cas. On voit bien ici que le BE permet une meilleure utilisation des ressources
du réseau dans des contextes multi-standards, c-à-d multi-scénarii.
Certains travaux ont été menés afin de donner la possibilité au réseau d’exploiter les
qualités de chacun de ces services en fonction de l’application et de faire un compromis
adéquat par rapport aux performances requises [32].
1.4 Les techniques de placement et de routage appliquées au
NoC
Comme nous l’avons vu précédemment, il existe différents types de réseaux disponibles
dans le domaine de la recherche académique et industrielle, chacun ayant leurs avantages
et leurs inconvénients. Nous avons opté pour un réseau de type “Wormhole” “Packet swit-
ching” pour les caractéristiques que l’on connaît, mais également parce que ce type de
réseau était employé dans le projet 4MORE [21] dans lequel nous étions impliqués (cf.
1.5.2) et pour lequel nous avons contribué au sein du WP4 en charge de l’exploration
architecturale du SoC du terminal mobile de 4e génération.
Les réseaux sur puce souffrent d’un inconvénient majeur induit par leur difficulté et
leur complexité de mise en œuvre. En effet, les outils de conception doivent permettre de
dimensionner l’architecture en adéquation avec l’application tout en prenant en compte
plusieurs critères séquentiellement ou parallèlement dans la phase d’AAA (Adéquation
Algorithme Architecture). Or les critères de dimensionnement d’un réseau sur puce sont
nombreux et mènent vers des explorations longues et coûteuses en temps de simulation.
Ainsi, pour trouver un compromis entre la meilleure adéquation possible et le temps d’ex-
ploration de l’architecture, on trouve dans la littérature plusieurs techniques de placement
(mapping) et de routage des IP sur le réseau permettant de faire l’AAA. Ces techniques
permettent de paramétrer au mieux le NoC en terme de placement des IP sur la matrice
mais également dans le choix des chemins de routage des communications entre IP. Elles
permettent de contribuer à améliorer la phase d’AAA en prenant en compte plusieurs
critères qui peuvent être utilisés en parallèle ou bien de manière séquentielle pour raffi-
ner l’espace d’exploration et s’approcher de la solution la plus optimale. Le choix de notre
technique de placement routage sera décrite dans le chapitre 3, elle s’inspire des travaux ef-
24 Etat de l’art
fectués par [33, 34, 35]. Ces techniques se différencient les unes des autres par leur manière
d’aborder l’espace d’exploration mais aussi par leur intégration de critères de consomma-
tion ou de fréquence d’horloge devenant important dans les SoC actuels et futurs. Nous
allons donc voir les principales techniques de placement et de routage développées dans la
littérature en fonction des types de NoC utilisés.
1.4.1 La technique UMARS
La technique de mapping UMARS (Unified Mapping, Routing and Slot allocation) [31]
est celle utilisée par Philips research laboratories. Cette approche permet de réaliser une
AAA sur un NoC TDMA en prenant en compte trois critères primordiaux examinés en
même temps. Il s’agit ici de prendre des décisions de placement des IP et de routage des
communications conjointement, tout en considérant les contraintes de bande passante des
applications en rapport avec celle disponible dans le réseau. Cette approche se compare à
une seule technique dite “originale” qui est celle présentée dans [36].
Les NoC garantissant une qualité de service (QoS) possèdent au sein de l’architecture
de leurs routeurs, des tables d’allocations permettant de garantir des communications
avec des performances maintenues sans perte de données, ceci en garantissant une bande
passante minimum ainsi qu’une latence maximum [36].
Les communications garanties dans un NoC ont des impacts positifs sur le flot de
données. En effet, le NoC et les blocs IP peuvent être découplés ce qui signifie que le
comportement d’une IP lors de communications ne peut pas influer sur celui des autres IP
présentes sur le même NoC. Par ce biais, tous les blocs IP peuvent être modélisés et validés
indépendamment les uns des autres (contrairement au cas des NoC en BE où toutes les
IP ainsi que le NoC doivent être simulés conjointement). Ainsi, un modèle de performance
du NoC peut être utilisé dans le but de générer une application spécifique au NoC qui
va obtenir ses contraintes en communication dans toutes les circonstances. La contrainte
dans cette garantie de services se retrouve sur les IP où les contraintes en communications
doivent être décrites de manière détaillée. Cette information est normalement toujours
disponible dans le cahier des charges de la conception d’un SoC.
1.4.2 La technique BB
La technique BB (Branch and Bound) est un algorithme d’optimisation déterministe ap-
pliqué au placement d’IP sur une topologie 2D ayant pour objectif de minimiser le coût
en énergie tout en garantissant les contraintes de bande passante pour un réseau de type
“Wormhole” “Packet switching”. Dans cette approche [34, 33], la technique est basée sur
une architecture 2D mesh de taille n × n figée sur laquelle on veut venir placer une applica-
tion. Chaque routeur possède 5 liens bi-directionnels dont 4 sont connectés à des routeurs
voisins différents et un connecté à l’IP de traitement représentant une tâche de l’applica-
tion. Un modèle d’énergie au niveau bit est intégré au niveau de l’algorithme consistant
à caractériser l’énergie consommée par un bit d’information dans les routeurs (ESbit) et
dans les liens (ELbit) entre ceux-ci. Ainsi, le modèle appliqué suit l’équation 1.1 :
Ebit = ESbit + ELbit (1.1)
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Par conséquent, le modèle de coût moyen de consommation d’énergie pour un bit circulant
d’un routeur ti à un autre routeur tj est modélisé dans 1.2 :
E
ti,tj
bit = nhops ∗ ESbit + (nhops − 1) ∗ ELbit (1.2)
Où nhops correspond au nombre de liens à parcourir entre les routeurs ti et tj .
Ensuite, l’algorithme se base sur une description de l’application et de l’architecture
sous forme de graphe. L’AAA se fait par une intersection entre les deux graphes en ayant
comme contrainte le choix des liens ayant le plus faible coût en énergie (respectant l’equa-
tion 1.2) et en prenant en compte le respect de la bande passante théorique de chaque
lien.
Cette approche est basée sur l’algorithme BB. Le but de cet algorithme est de trouver
dans l’arbre du graphe des solutions une feuille (placement de toutes les IP sur la ma-
trice) ayant un coût en énergie le plus faible possible. Pour remplir cette condition, lors
du parcours de l’arbre des possibilités de placement des IP sur la matrice, un algorithme
dit “Branch and Bound” est utilisé pour prendre des décisions de routage qui vont per-
mettre de supprimer rapidement l’exploration des cas trop coûteux en énergie. Celui-ci
est constitué de deux étapes dites de “branche” et l’autre de “limite”. La première étape
consiste à parcourir l’arbre de mapping et à rechercher les routeurs de celui-ci dont les IP
ne sont que partiellement placées. Un routeur n’ayant pas d’IP connectée est sélectionné
et l’IP suivante dans la liste est placée sur un des routeurs non occupés. Ainsi est créé le
routeur fils qui va hériter de la table d’allocation de son père et ajouter les chemins de
communication de la nouvelle IP qui vient d’être placée. Ensuite, vient la deuxième phase
dite de “limite” (bound). Chacun de ces nouveaux routeurs fils est examiné pour voir s’il
est possible de générer un meilleur routeur fils plus tard. Une solution de l’arbre représen-
tant le placement des IP sur les routeurs pourra être supprimée sans être complètement
développée (placement total des IP) si son coût ou sa limite de coût la plus basse (LBC)
est plus grand que la plus petite des grandes limites de coût (UBC) qui a été trouvée.
Le coût pour un routeur correspond à l’énergie consommée par les communications, au
travers de celui-ci, des IP ayant déjà été placées. Les calculs des UBC et LBC sont détaillés
dans [34].
L’UBC d’un nœud est défini comme une valeur qui ne peut pas être inférieure au coût
minimum de ses nœuds descendants (nœuds feuilles). Par définition, le coût de n’importe
quel nœud fils descendant peut être utilisé comme l’UBC du nœud étudié. Cependant parmi
les différents cas de nœuds fils potentiels pour un nœud étudié, il est nécessaire de retenir
celui qui a le plus faible coût en énergie parmi ceux-ci. Pour se faire, il faut choisir le nœud
fils descendant en utilisant la méthode glouton (GMAP [36]) pour réaliser le mapping des
IP non placées sur les routeurs disponibles de la matrice du NoC. Cette méthode consiste
à sélectionner l’IP qui requiert le plus de besoins en ressources de communications parmi
celles qui ne sont pas placées et de calculer sa position idéale sur la puce.
Le LBC d’un nœud est défini comme étant le coût minimal que ses nœuds descendants
pourront probablement atteindre dans le meilleur des cas. En d’autres termes, si un nœud
possède un LBC de x, alors chacun de ses nœuds descendants auront au moins un coût de
x. Ce coût en communication est décomposé en une somme de 3 coûts. Le premier consiste
à calculer le coût entre les IP qui sont placées et qui communiquent entre elles. Le second
donne le coût entre les IP placées et celles qui restent à placer. Et enfin le dernier calcule
le coût entre les IP non placées.
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Dans [35], une notion d’ordonnancement de tâches est introduite. En effet, les ressources
de calculs connectées aux routeurs ne sont plus uniquement des blocs IP mais peuvent
également être des processseurs sur lesquels on vient ordonnancer une ou plusieurs tâches.
De ce fait, lors du parcours du graphe d’application, plusieurs taches peuvent se retrouver
placées sur un seul processeur. Ainsi, lorsque l’on regarde les dépendances de données au
niveau des communications sur le réseau, cette dépendance de communication inter-tâches
dans le même processeur doit être prise en compte lors de l’ordonnancement global de
l’application. Ces travaux font suite à ceux réalisés auparavant dans [33, 34] mais avec une
prise en compte d’un ordonnancement de taches sur plusieurs éléments de calculs (micro-
processeurs, DSP, mémoire système, ...) tout en conservant l’aspect de minimisation des
coûts de consommation électrique lors des communications au sein du réseau.
Cette technique est aussi appelée EPAM (Energy/Performance Aware Mapping) et
se trouve déclinée sous différentes versions (EPAM XY, EPAM-OE et EPAM-WF) et est
présentée plus en détail dans [33].
1.4.3 La technique NMAP
La technique NMAP présentée dans [37, 38] est un algorithme rapide permettant de placer
des blocs IP sur une architecture 2D Mesh avec des contraintes de bande passante permet-
tant de minimiser le délai moyen des communications. Cette technique de mapping offre la
possibilité de permettre à une ressource d’émettre ses données soit par un seul et unique
chemin soit en multi-trajet vers une autre ressource. Dans cet article, une comparaison de
performances est faite avec trois autres techniques existantes qui sont le GMAP [34], le
PMAP[39] et le PBB[34].
is designed and optimized for a single use-case or for a single
application-trace of the design [10]-[15]. Such a trace based
approach captures the characteristics and constraints of a sin-
gle use-case very well, but fails to capture the multiple use-
case scenario. Such a method averages out the communication
effects across all the use-cases, which may result in a design
that is unacceptable for many use-cases. As an example, when
such a method is applied to perform NoC mapping for the set-
top box SoC, the resulting NoC violates the design constraints
of all the four use-cases.
Today’s high-end SoCs support several hundred use-cases
and manually checking whether the design constraints of the
individual use-cases are satisfied by the NoC is a tedious pro-
cess. Moreover, if the NoC design for the use-cases is carried
out individually, it is difficult to converge to a single NoC de-
sign that satisfies the design constraints of all the use cases.
In this work we motivate the need to consider the design con-
straints of the individual use-cases during the NoC design pro-
cess. We present a design method for mapping of cores on
to the NoC, considering the NoC configuration (i.e. path se-
lection and resource reservation in the NoC) as sub-problems
during the mapping phase, such that the resulting design satis-
fies the constraints of all the use-cases of the SoC. We then
present methods to decrease the required network resources
by dynamically reconfiguring the network across different use-
cases. We also explore the effect of DVS/DFS techniques for
reducing the power consumption of the network across the dif-
ferent use-cases. The methods are validated by performing ex-
periments on several SoC designs.
II. PREVIOUS WORK
Several researchers have proposed different architectures
and design methodologies for the switches, links and Net-
work Interfaces (NI), which are the major components of a
NoC [18, 7, 20, 8]. Design flows that automate many of the
steps of the design process have been presented in [17, 19]. In
[8], the ˘thereal architecture that supports Quality-of-Service
(QoS) for applications by using Guaranteed Throughput (GT)
connections for traffic streams that has bandwidth/latency con-
straints and by using Best Effort (BE) connections for the re-
maining traffic streams is presented.
The topology selection process and mapping of applica-
tions on to NoC architectures have been explored by many re-
searchers. In [10, 11], branch-and-bound algorithms to map
cores on to a mesh NoC topology for different routing func-
tions are presented. In [12, 13], design methods and tools for
mapping applications on to regular NoC topologies and au-
tomating the topology selection process has been presented. In
[16], the methods are extended to consider the QoS constraints
during the mapping phase. Building application specific buses
and NoC topologies has been presented in [21, 14]. In [15],
a tool that automates the combined mapping and NoC config-
uration steps for the ˘thereal is presented. In all these NoC
design works, the design methods assume a single set of com-
munication constraints, which is obtained either for a single
application or is obtained from a single trace for multiple ap-
plications.
In the RAW chip-multiprocessor, the interconnection net-
work connectivity is reconfigured with the assistance of the
compiler [23]. In the FLEXBUS architecture [22], the au-
thors present methods to dynamically remove the overhead
of bridges in multi-bus communication and provide methods
...
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Fig. 2. Design Flow for NoCs
Fig. 3. Example input file with design constraints for an MPEG application
where a core can be connected to different buses dynamically.
III. THE USE-CASE CENTRIC DESIGN FLOW
In this section we present the NoC design flow with the sup-
port for multiple use-cases integrated in to the flow (Figure
2). The NoC design flow and the mapping algorithms for the
NoC for a single use-case were presented in [15, 17]. In this
work, we extend the tool chain to support the multiple use-case
scenario that is commonly encountered in SoCs. The commu-
nication design constraints for the different use-cases of the
SoC are input to the design flow in the excel and xml file for-
mats. The communication design constraints for each use-case
includes the required bandwidth for various connections be-
tween the cores in the use-case, the maximum latency allowed
for the connection, the QoS level required for the connection
(like GT or BE), etc. An example fragment of the input file is
presented in Figure 3.
With the different use-cases as input, in the first two phases
of the design flow, the topology exploration and mapping of the
use-cases on to the NoC are performed. The NoC configuration
phase in which path selection and TDMA slot-table allocation
(required for the GT traffic) are performed, is integrated with
the mapping phase. The RTL level VHDL and SystemC mod-
els for the resulting NoC configuration are then automatically
generated, which can then be simulated. The performance of
ig. 1.17 – Flot de conception DVS-DFS
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Toutes les simulations NMAP sont réalisées au niveau SystemC en Cycle Accurate
utilisant des macros de la xpipeslibrary [40] [41]. Dans [42] est présentée une technique
de mapping et de configuration d’un réseau sur puce permettant de garantir des critères
de contraintes au niveau du design. Il est également présenté une nouvelle approche qui
permet de reconfigurer dynamiquement le réseau au travers des différents cas d’applications
(UC) s’effectuant sur le même SoC et aussi la possibilité d’intégrer un Dynamic Voltage
and Frequency Scaling(DVS/DFS). Il s’agit d’une méthode permettant de diminuer les
besoins en ressources matérielles au niveau réseau en ayant une reconfiguration dynamique
du réseau. Le flot de conception DVS-DFS est présenté sur la figure 1.17.
La technique DVS/DFS permet de diminuer la consommation énergétique du réseau se-
lon les applications. Le placement utilisé est le même que celui présenté dans[31] (UMARS)
mais avec une amélioration consistant à offrir la possibilité de changer de placement dyna-
miquement en fonction de l’application exigée. Il s’agit d’un mapping multi-applications.
Le dimensionnement de l’application est fournit au flot de conception sous forme de fichier
Excel permettant de caractériser l’application en donnant différents paramètres tels que :
– La bande passante requise pour toutes les connexions des ressources compo-
sant l’application
– La latence maximale autorisée pour chacune des connexions
– Le niveau de la qualité de service requise pour chaque connexion
Les SoC devenant de plus en plus complexes et surtout multi-standards, ceci a pour effet
direct d’engendrer un accroissement en surface de silicium au niveau du SoC. L’amélio-
ration apportée par cette technique est de pouvoir dimensionner un réseau pour pouvoir
supporter toutes les applications requises dans le même SoC sans pour autant surdimen-
sionner le réseau avec tous les blocs IP nécessaires.
Dans cet optique, l’approche proposée permet de reconfigurer dynamiquement le ré-
seau pour pouvoir passer d’une application à une autre en utilisant la même surface de
silicium. Ceci implique l’utilisation d’une mémoire externe au réseau permettant de charger
le contexte de chaque application. Pour la mise en œuvre de ce mapping multi-utilisations,
chaque utilisation est étudiée afin de donner une application pire-cas permettant de di-
mensionner le réseau dans le pire cas afin qu’il puisse garantir le fonctionnement de toutes
les applications. Par ce biais, on voit facilement que pour le cas d’un sur-dimensionnement
du réseau pour les applications dites lentes (faible bande passante) par rapport à la plus
exigeante (grande bande passante) il offre la possibilité de réduire la fréquence et implici-
tement la tension pour permettre un gain en consommation énergétique.
1.4.4 Compromis entre GT et BE
Dans [32], la technique de mapping employée permet d’intégrer les deux types de services
(cf. 1.3.4.1), à savoir le GT et le BE. En effet, de part leur conception, le BE est plutôt
orienté pour les réseaux à commutation dit VCT ou “Wormhole”, alors que le GT est, quant
à lui plutôt adapté pour les réseaux de type “circuit switching” ou “packet switching”. Ici
l’approche présentée permet d’intégrer les deux types de QoS dans le même routeur. Une
couche logique permettant de gérer les deux services est ajoutée et elle permet ainsi par un
jeu d’instructions de programme de pouvoir utiliser l’un ou l’autre suivant les contraintes
de l’application. Ceci permet d’avoir la meilleure utilisation des liens offerte par le BE
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et la possibilité de garantir un trafic par le GT. L’utilisation de ces deux services est
complémentaire et permet une utilisation théorique du réseau proche des 100%.
1.4.5 La technique MOCA : mesh based on-chip architecture
Cette technique réalise le placement et le routage des IP sur un NoC en tenant compte des
contraintes de bande passante de l’application mais également des contraintes de latence
de celle-ci le tout en minimisant la consommation électrique du NoC. Cette méthode est
décrite dans [28] et fait une comparaison de performances avec d’autres techniques comme
le NMAP[38] et le MILP (Mixed Integrated Linear Programming)[27].
La technique MOCA s’effectue en deux phases. La première phase consiste au pla-
cement des IP sur les différents routeurs du Mesh en prenant en compte les critères de
contrainte de bande passante et de latence, puis à un découpage bi-partie de la matrice
successivement verticalement et horizontalement afin de restreindre les ressources maté-
rielles. Cette étape est réalisée sur un mesh surdimensionné par rapport au nombre de
cœurs de l’application pour permettre un placement de l’ensemble des IP plus facile et
plus rapide sur celui-ci. Ensuite le découpage de l’arbre des solutions permet de parcourir
ce mesh pour éliminer des parties de la matrice ne possédant aucune IP de placée et qui,
par conséquent, devient inutile de conserver. A la fin de cette étape, la matrice du réseau
possède une structure régulière optimisée pour la contrainte de l’application placée. Dans
la deuxième phase, les chemins de communication sont calculés en utilisant un routage XY
au plus court prenant en compte la non violation de bande passante. Si la bande passante
n’est pas respectée, dans ce cas un routage alternatif n’étant pas forcément au plus court
est mis en place pour permettre de solutionner d’éventuels problèmes. La violation de
bande passante est un problème récurrent dans les réseaux sur puce. Lorsque les IP sont
placées sur la matrice, les chemins de communication entre IP peuvent être communs ce
qui engendre un besoin de bande passante sur ces liens équivalent au cumul des besoins de
toutes les communications passant par ce même lien. C’est pourquoi il est obligatoire de
prendre en compte ce paramètre lors de la phase de routage, car une violation de la bande
passante d’un lien va entraîner un non respect des contraintes temps réel de l’application.
La solution adoptée par MOCA, dans ce cas précis, est de permettre de réaliser un routage
des chemins qui posent problème en ayant une longueur supérieure au chemin idéal le plus
court (routage XY). Cette alternative introduit nécessairement un coût supplémentaire
en latence sur ce chemin de communication. Par contre, un non respect de cette règle va
entraîner nécessairement une congestion du réseau qui, dans ces conditions particulières
d’utilisation, devient sujet au deadlock. Cette phase permet de faire un compromis entre
une probabilité de deadlock accrue et un coût supérieur de latence sur les communications.
1.4.6 Conclusions sur les techniques de placement et de routage sur les
NoC
Pour conclure sur ces différentes techniques de placement routage d’une application sur un
NoC, on constate que les critères pris en compte par chaque technique restent les mêmes
à savoir les contraintes de bande passante entre IP ainsi que leur latence. Le placement
des IP ayant des communications inter-dépendantes doit se faire au plus près, mais ce
placement systématique peut s’avérer non optimal lorsque l’on arrive à une violation de
bande passante lors de la phase de routage. Il est à noter que ces techniques sont principa-
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lement dédiées au réseau de type “Wormhole” “packet switching” qui ne garantissent pas
le trafic pour chaque communication. Ceci a pour effet de réaliser un placement routage
dans le pire cas d’utilisation pour pouvoir garantir les contraintes temps réel imposées par
l’application. Les NoC en GT ne sont pas aussi sensibles lors de leur phase de placement
routage car, lorsque les IP sont placées, les tables d’allocation présentes dans les routeurs
permettent de garantir des bandes passantes pour chaque communication dans le réseau.
Nous allons donc voir maintenant quelques exemples de NoC présents dans le domaine de
la recherche académique et industrielle tirant avantage des différentes caractéristiques des
NoC énoncées dans les sections précédentes.
1.5 Quelques exemples de NoC universitaires et industriels
Il existe un grand nombre de NoC dans la littérature, et il est impossible de tous les
détailler. Cependant, ils évoluent en même temps que nous avons contribué à la mise en
œuvre du réseau FAUST dans le contexte du projet 4MORE mais également lorsque nous
avons travaillé au développement d’un outil d’aide à la conception pour le NoC FAUST
du CEA LETI [43]. Dans cette section, nous décrivons les NoC qui nous semblent les plus
représentatifs du domaine de la recherche actuellement.
1.5.1 SPIN
Le réseau SPIN (Scalable Programmable Integrated Network) a été développé au sein du
laboratoire LIP6 en 2000 [23, 24]. Le réseau SPIN et son routeur RSPIN ont constitué
la première intégration complète d’un réseau sur puce à commutation de paquets. Ce
réseau a une topologie originale car il possède une topologie en arbre élargie quaternaire.
Ainsi, le routage des paquets dans le réseau peut être dynamique ou statique. Celui-ci
est dynamique lorsque l’on parcourt l’arbre dans le sens montant de l’arbre, et il est
nécessairement statique dans le sens descendant. Le routage dynamique offre la possibilité
d’utiliser des chemins alternatifs pour pouvoir éviter des points de congestion dans le réseau
qui entraînent une latence mais également une possibilité de famine. Ce réseau permet de
faire transiter les paquets qui composent un message en utilisant différents trajets. Le fait
que les paquets d’information puissent arriver dans le désordre entraîne la nécessité de
réordonnancer les paquets au niveau de la ressource réceptrice.
Les NI prennent en charge la gestion du contrôle de flux tout au long du chemin
de communication lors du passage de crédits d’émission et prennent aussi en charge le
réordonnancement des paquets à la réception lorsqu’un routage dynamique a été utilisé.
Ce réordonnancement est effectué grâce à un tampon circulaire dont le pointeur d’écriture
permet de réorganiser les paquets dans le bon ordre lors de la réception. Le pointeur de
lecture s’arrête si le paquet requis n’est pas présent dans la FIFO (First In First Out).
Les paquets ne pouvant pas être stockés dans le tampon circulaire par manque de place
(pointeur d’écriture et de lecture au même niveau) sont réexpédiés temporairement dans
le réseau en attendant que de la place soit faite. Ainsi, on constate rapidement que la
taille du tampon circulaire de réception est un point critique, car elle doit être minimisée
pour des raisons de surface et de consommation, mais néanmoins suffisante pour éviter
les débordements. Le SPIN dispose également de NI compatibles avec le standard VCI
[44, 45] pour interfacer les IP avec le réseau, permettant de faire des conversions entre les
deux protocoles de communication VCI et SPIN [46].
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Le réseau SPIN de part sa conception ne peut pas fournir de garantie en terme de
latence et de bande passante, lors de l’acheminement des paquets au sein du réseau. En
effet, lorsque les besoins de l’application requièrent des communications à fort besoin en
bande passante, le réseau introduit de grandes latences lors des communications [47].
Aucun outil destiné à aider le concepteur lors de la mise en œuvre du réseau n’a été
réalisé pour l’instant, mais il existe un modèle systemC du réseau permettant d’effectuer
des simulations rapides. Le LIP6 travaille actuellement sur des évolutions de ce réseau,
appelées DSPIN et ASPIN. Le DSPIN utilise une topologie non plus en arbre élargi mais
une topologie 2D. Le routage est déterminé par la source et utilise un routage XY. Le
ASPIN est un DSPIN mais avec des routeurs asynchrones.
1.5.2 FAUST
FAUST (Flexible Architecture of Unified System for Telecommunication) [48, 49, 50, 51]
est un réseau développé par le CEA LETI de Grenoble qui a été proposé dans le cadre du
projet Européen 4MORE [21] dans lequel nous avons également été impliqués. Ce réseau
a été développé pour proposer une nouvelle architecture d’interconnexion dans un SoC de
terminaux mobiles de la 4e génération de téléphonie mobile. L’application utilisée sur cette
topologie est un modem MC-SS-MA en voie montante pouvant fonctionner aussi bien en
MIMO (Multiple Input Multiple Output) qu’en SISO (Single Input Single Output), et un
modem MC-CDMA en voie descendante en MIMO ou en SISO. Cette application sera
détaillée plus en détail dans le chapitre 2.
Ce réseau a également été expérimenté sur une plate-forme de prototypage dans un
contexte multi-composant comportant 4 composants dont 2 ASIC et 2 FPGA. Le réseau
est en commutation de paquets avec une gestion de flux de données de type Wormhole, et
utilise deux canaux virtuels pour séparer les trafics lorsque cela est nécessaire au niveau de
l’application. La connexion des IP sur le réseau se fait au moyen d’une interface réseau (NI)
avec des adaptateurs “maison” non normalisés. Cependant, un adaptateur a été réalisé pour
se connecter à un bus AHB du processeur ARM qui a pour fonction de paramétrer le réseau
pour définir les communications mais également pour faire du monitoring de l’application.
Ce NoC existe en version synchrone et asynchrone avec un modèle en SystemC TLM précis
au niveau cycle et un modèle VHDL au niveau RTL.
1.5.3 QNoC
Le réseau QNoC est un réseau en topologie 2D qui peut être retaillé en fonction de l’appli-
cation et qui par conséquent peut posséder des irrégularités. La gestion de flux de donnée
employé dans ce réseau est du type Wormhole à commutation par paquets. Le routage
au sein du réseau est déterminé par la source et utilise la technique XY améliorée pour
permettre le routage dans une topologie 2D irrégulière. Enfin, il peut fonctionner avec des
échanges synchrones ou asynchrones [52].
La particularité de ce réseau réside dans la possibilité d’attribuer des niveaux de priorité
dans le réseau en fonction du type de service demandé. Ainsi, le trafic de données ou de
contrôle est séparé suivant l’une des quatre classes disponibles, chacune d’elle ayant un
ordre de priorité plus ou moins important. Chacune de ces classes est répartie sur un canal
virtuel différent lors de leur traitement au travers des routeurs du réseau [53, 54, 55]. Ces
quatre classes de qualité de service caractérisant le QNoC sont :
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– Signaling : Ce service couvre les messages à priorité urgente ou les paquets
de petite taille pour lesquels on souhaite la priorité la plus haute au sein
du réseau et par conséquent assurer la latence la plus faible possible. Ce
service convient particulièrement pour des informations de contrôle ou des
interruptions.
– Real-Time : Ce service permet de garantir des bandes passantes et des la-
tences pour des applications temps réel telles que le traitement de données
de type flux audio ou vidéo. Un niveau maximal de bande passante peut
être alloué pour chaque lien en qualité “temps réel”, celui-ci ne pouvant être
dépassé.
– Read/Write : Ce service est identique à celui proposé par les topologies bus
et est par conséquent conçu pour de courts accès à la mémoire ou des accès
à des registres.
– Block-Transfert : Ce service est utilisé pour les communications de messages
de grande taille ou pour des transferts de gros blocs de données (comme les
transferts du type DMA ou les remplissages de cache). Cette classe de trafic
a la plus faible priorité.
Un ordonnancement préemptif est présent au sein de ce réseau permettant aux paquets
appartenant à un trafic plus prioritaire d’utiliser les ressources en cours d’utilisation par
un trafic moins prioritaire. L’ordre de priorité de ces services au sein du NoC est représenté
dans le tableau 1.1.
Niveau de service Type d’application Priorité
Signaling Messages à priorité urgente,
interruptions, signaux de
contrôle à faible latence
Très Haute
Real-Time Applications temps réel (vi-
déo, audio)
haute
Read/Write Accès courts aux mémoires et
aux registres
moyenne
Block-Transfer Messages longs, transferts de
gros blocs de données
basse
Tab. 1.1 – Niveau de priorité des classes de traffic dans le réseau QNoC
1.5.4 Spidergon
La société STMicroelectronics a également développé son propre NoC appelé STNoC utili-
sant une topologie nommée Spidergon [56, 57]. Cette toplogie Spidergon est une topologie
en anneau pour laquelle des liens diagonaux transverses ont été ajoutés réalisant une to-
pologie proche de celle en octogone. Cette topologie Spidergon est présentée sur la figure
1.18.
La gestion de flux de données employée dans ce réseau est du type Wormhole à com-
mutation par paquets. Dans [57], une étude comparative entre une topologie en anneau et
une topologie 2D est faite par rapport à celle du Spidergon. Elle a montré qu’elle offre un
bon compromis par rapport aux topologies habituelles au niveau des performances.
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Depuis le 15 mars 2006, STMicroelectronics a choisi de prendre la société Arteris et
son NoC pour réaliser les communications dans les SoC de ses infrastructures sans fils [58].
1.5.5 Arteris
Le NoC Arteris est le premier réseau sur puce commercialisé par la société Arteris créée
en 2003, proposant des outils d’exploration et d’implantation [58, 59]. Ce NoC est ex-
trêmement paramétrable et n’offre aucune garantie de service hormis celle proposée par
l’outil d’exploration. Cependant, il est possible de donner une priorité plus élevée à une
communication (pseudo QoS) au moyen d’une technique de priorité présente au sein des
routeurs.
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Fig. 1.18 – Topologie Spidergon
Ce NoC offre la possibilité de fonctionner de manière synchrone ou bien en Globale-
ment Asynchrone Localement Synchrone (GALS). Ainsi, la gestion de contrôle de flux est
de type Wormhole (meilleur compromis pour minimiser la latence) dans le cas où le réseau
est complètement synchrone ou bien de type “Store and forward” lorsque le réseau est en
GALS. Le protocole de transport adopté (NTTP : NoC Transaction and Transport Pro-
tocol) est propriétaire de Arteris, permettant de faire des transactions en acquittements
intégrant les fonctionnalités traditionnelles des bus (adresse, transaction, load/store, burst,
bit de parité, ...). Ce type de protocole assure une compatibilité avec un grand nombre
d’interfaces standards disponibles dans le monde industriel et universitaire (AMBA AHB,
AMBA AXI, OCP 2.0). Arteris offre également dans ses outils une librairie de compo-
sants nommée Danube qui contient des IP configurables et interfaçables avec les standards
proposés par son NoC. Comme nous l’avons dit précédemment, afin d’aider le concepteur
dans les étapes d’exploration et d’implantation, il existe deux outils complémentaires qui
sont NoCExplorer et NoCCompiler servant respectivement à la phase d’exploration de
l’application et à la phase d’implantation matérielle.
NoCExplorer est un environnement qui prend en compte les besoins en bande passante
des IP pour analyser les différentes topologies qui peuvent satisfaire les contraintes de
l’application. L’outil NoCCompiler utilise les informations fournit par NoCExplorer (To-
pologie, placement, ...) pour créer une base de donnée qui décrit le NoC. Ce logiciel permet
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de générer un modèle systemC simulable précis au niveau cycle (RTL), ou des descriptions
en VHDL ou Verilog. La force d’Arteris est de proposer un produit adaptable et qui est en-
tièrement compatible avec les outils de conception disponible sur le marché actuel (la cible
peut être du FPGA ou de l’ASIC). L’engouement que Arteris rencontre avec bon nombre
de leaders des outils de conception en électronique (CoWare) montre l’intérêt que suscitent
les NoC et prouvent qu’ils offrent une bonne alternative aux problèmes de limitations des
bus rencontrés actuellement.
1.5.6 ×PIPES
Le réseau ×PIPES [41] est un réseau de type Wormhole à commutation de paquet ayant
un routage des communications statique à travers le réseau, les chemins de communica-
tion étant stockés dans les NI des blocs IP connectés aux routeurs. Ce réseau peut être
généré avec un modèle systemC simulable précis au niveau cycle (RTL). La modélisation
de l’application se fait au moyen d’un graphe de tâches dans lequel est mentionné les be-
soins en bande passante entre toutes les tâches qui doivent communiquer entre-elles. Une
simulation initiale consistant à parcourir le graphe de description de l’application permet
d’obtenir les caractéristiques de trafic de l’application. C’est durant cette phase que la
notion de qualité de service est prise en compte [60]. Chaque tâche est assignée à une IP et
les bandes passantes sont alors utilisées par l’outil SUNMAP pour générer une topologie
pour le NoC [38].
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de transmission d’un ﬂit soit connu et que l’intervalle inter-ﬂits soit borne´. Cette
approche est inte´ressante, cependant, l’imple´mentation d’un grand nombre de traﬁcs
a` garantir, se traduit par l’ajout de nombreux canaux virtuels ce qui implique une
augmentation importante du couˆt en surface au niveau des routeurs.
2.4.8 ANoC-FAUST
Le CEA-LETI propose un re´seau appele´ ANoC (Asynchronous Network-on-Chip) qui
s’inte`gre sur une architecture appele´e FAUST (Flexible Architecture of Uniﬁed System
for Telecom) dans le cadre du projet 4MORE [56, 57].
Ce projet a` pour but d’oﬀrir une plate-forme ouverte pour les applications mul-
time´dia des terminaux mobiles de quatrie`me ge´ne´ration (4-G).
Le re´seau est ici partage´ sur plusieurs circuits de la plate-forme de prototypage.
Il se re´partit sur 2 FPGAs et deux circuits FAUST. L’application vise´e par cette
application est un MC-CDMA. Nous utiliserons cette application dans le chapitre
consacre´ aux expe´rimentations 7.4.
L’architecture de ANoC est base´e sur une topologie en grille 2-D. Il utilise la com-
mutation de paquet et la strate´gie wormhole. Le routage par la source (Adaptative
Turn Model). Il utilise deux canaux virtuels pour se´parer les traﬁcs. Pour les commu-
nications, il utilise une logique asynchrone Quasi-Delay-Insensitive (QDI) 4 phases et
un multi-rail.
Il dispose d’adaptateurs pour se connecter a` un bus AHB. Les mode`les de ce NoC
sont SystemC au niveau TL (Transition Level) et VHDL RTL.
2.4.9 xPIPES
Le re´seau xPIPES [35] est un re´seau a` commutation de paquet utilisant la technique
wormhole, avec un routage par la source (codage street-sign).
La Fig. 2.6 montre le ﬂot de conception dans lequel s’inte`gres ses outils [37].
Fig. 2.6 – Les outils SUNMAP et xpipesCompiler du ﬂot de conception de xPIPES
A` partir d’une simulation initiale, l’application est de´crite au moyen d’un graphe
de taˆches. Ce graphe indique la bande passante requise par chaque communication
entre les paires de taˆches. Chaque taˆche est assigne´e a` une IP. Les bandes passantes
Fig. 1.19 – Flot de conception du NoC ×PIPEs
L’outil SUNMAP a pour objectif de réaliser l’implémentation de l’application sur le
réseau en prenant en compte les délais moyens des communications, la surface des IP,
la consommation électrique qui est étroitement liée aux besoins en bande passante et le
placement des IP sur la matrice. Ainsi, l’outil va tester plusieurs topologies en analysant
le coût en surface et la consommation du NoC. Les choix matériels sont fait de manière
itérative et les liens et ports de routeurs non utilisés sont supprimés. Durant cette phase,
une estimation est faite pour dimensionner au mieux les FIFO des NI de chaque IP.
Dès lors que cette phase de dimensionnement matériel est effectuée, les données pro-
venant de cette étape sont fournies à l’outil xpipesCompiler [40] qui, à partir de la bi-
bliothèque de composants et des paramètres choisis, va réaliser la génération du code
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SystemC pour la simulation, ainsi que le code pour la synthèse. Le flot de conception du
réseau Sunmap est décrit dans la figure 1.19.
1.5.7 Ætheral
Le réseau Ætheral est un NoC développé par le groupe de recherche de la société Philips.
Comme le xPIPE, celui-ci est de type Wormhole à commutation de paquets ayant une
technique de routage de type street-sign, le routage des communications étant réalisé par
la source, c’est à dire le NI encapsulant les blocs IP connectés aux routeurs. Ce réseau
utilise une horloge unique qui est donc commune à l’ensemble des éléments qui composent
le réseau (IP, routeur, NI). Celui-ci intègre deux qualités de service qui sont le BE et le
GT [61, 62, 63]. Ces deux qualités de service sont implantées sur deux canaux virtuels au
sein des routeurs l’un étant en BE, l’autre étant en GT.
any given NOC (hand made, or generated by a tool) can be analyt-
ically verified to fulfill application requirements or not, instead of
using simulation. As a result, verification time is shortened, and
fewer design cycles are necessary. However, the use of guaranteed
services relies on the explicit description of the communication re-
quirements (or behaviour) of the IPs. This information is normally
already available as part of the specification of SOC.
Overview
In this paper we describe a design flow that addresses the two
problems that we identified above: the need for tools to quickly
and efficiently generate application-specific NOCs, and the require-
ment for SOC and NOC performance validation. In Section 2 we
describe the prerequisites for our NOC design flow. In Section 3
we define the design flow and explain its inputs (e.g. application
requirements), outputs (NOC hardware and software, and resulting
performance), and details of the individual tools (generation, con-
figuration, verification, and simulation). We apply our design flow
in Section 4, where we generate several NOCs for a MPEG SOC.
For 16 IPs and a single task graph containing 21 guaranteed con-
nections, the tools automatically dimension and generate the Sys-
temC and VHDL for a NOC with 3 routers and 6 NIs, and 21 traffic
generators and their mapping. Including the configuration, buffer
sizing and performance verification, this takes less than a minute.
We review related work (Section 5), and conclude in Section 6.
2 NOC Design Flow Prerequisites
In this section we first describe the prerequisites for a design
flow, independent of the NOC services.
To be able to generate an application-specific NOC, the NOC
must be modular, i.e. be constructed of simpler, re-usable
parametrised components: the router and network interface (NI).
At design time, these components must be instantiated and con-
nected in an appropriate topology. Moreover, the IP ports must be
connected to particular NI ports (mapping). The result is a struc-
tural description (hardware) of the NOC. The router and NI of the
Æthereal NOC have been documented in [17,18], here we mention
only the relevant features. For the purposes of the design flow,
the router is parametrised by its arity (number of input and output
ports), and the best-effort queue sizes. Here, we fix the router link
width to 32 bits. The NI is parametrised by the number of ports (to
which IP ports can be connected, as specified in the mapping), the
number of connections per port, and the buffer sizes per connec-
tion. The type of the IP and NI ports (AXI, various DTL profiles,
their word width, etc.) is also a parameter, but kept fixed in this
paper. The NOC as a whole is parametrised by the size of the slot
table, and by the operating speed (500MHz in all examples, which
is the speed of the router and NI implementations).
All instances of the Æthereal NOC are (re)configurable at run
time. This means that the NIs can be (re)programmed at run-time,
using standard memory-mapped IO ports on the NOC, to support
a variety of connections [17]. (Routers are stateless and require
no configuration.) Within the NOC’s hardware limits (number of
connections per port, slot table size, credit counter bit widths, etc.)
connections can be configured with different (guaranteed) prop-
erties, such as throughput and latency, by programming the path
from master to slave, the number of slots and flow-control cred-
its, etc. A configuration for a use case, is a list of NOC memory
registers and their values.
The Æthereal NOC offers both best-effort and guaranteed ser-
vices. The design flow described in this paper can be used for any
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Figure 1. The Æthereal NOC Design Flow
mix of services. However, the advantage of NOCs with guaranteed
services, as discussed at length in the introduction, is that the they
implement router and NI arbitration schemes that allow analytical
reasoning about the performance of guaranteed connections inde-
pendently of the behaviour of other connections. This prerequisite
is essential for correct-by-construction NOC generation and con-
figuration, as well as compositional NOC performance verification
(of any NOC, hand-made or generated), see Sections 3.3 to 3.5.
The final prerequisite for a design flow is the description of
the application communication requirements. It is not possible
to generate a NOC without knowing what the requirements of the
application using it will be. This will be described in Section 3.1
because this information is given as an input to the design flow.
The prerequisites are therefore: a modular NOC offering guar-
anteed services with parametrised components (router, NI), and a
description of the application requirements. The next section uses
these foundations to offer a NOC design flow.
3 NOC Design Flow
Figure 1 shows the NOC design flow, which is fully imple-
mented. Input files are underlined and shown at the top. The
tools that we will discuss are shown by boxes; for simplicity some
format conversion tools are not shown (in particular xls→XML,
XML→VHDL, and XML→HTML). Below, we discuss each of the
files and tools in turn. Although a major motivation for NOCs is
their promise to improve back-end issues, such as global timing
closure, we omit details of the “RTL synthesis and back-end.”
First, however, note that NOC generation and configuration are
interdependent, and part of one complex optimisation problem
(find topology, mapping, and throughput assignments that min-
imise the number of routers, NIs, buffer sizes, and latencies). If
this is done correctly (by construction), no performance verifica-
tion and simulation is required (for guaranteed connections). Sim-
ulation is still useful, e.g. to check if the communication behaviour
of IPs has been correctly characterised. With guaranteed services,
this can be checked independently for every connection.
Nonetheless, our design flow has been split into separate tools
(generation, configuration, verification) for several reasons. First,
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Fig. 1.20 – Fl t d conception du NoC Æthereal
Comme nous l’avons vu précédemment (section 1.3.4.1), afin d’avoir une qualité de
service de type trafic garanti, l’utilisation de tables d’allocation (TDMA) est nécessaire.
Dans un premier temps, ces tables d’allocation avaient été mises dans les routeurs du réseau
mais il s’est avéré que la complexité du r uteur devenait trop grande et le coût en surface
trop important. C’est pourquoi, celles-ci ont été intégrées directement dans les NI. Lorsque
les deux types de QoS cohabitent au sein du réseau, le BE qui est moins prioritaire que le
GT utilise par conséquent le reste de la bande passante. Les interfaces réseau permettent
égal ment de réaliser des adaptations de protocoles standards qui sont AXI [64] et DTL
[65]. De plus, comme nous l’avons vu dans la section 1.4, les NI permettent de réaliser
des émissions de paquets e multi-ch min pour émettre vers des destinataires multiples
ou bi n vers un seul destinataire. Cette dernière possibilité permet de soulager des liens
de co munication arrivant en limite de violation de bande passante. Cette caractéristique
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peut permettre à un outil de conception de trouver des solutions de routage sans avoir
besoin de trouver une nouvelle solution de mapping lorsqu’une violation de bande passante
est rencontrée et qu’aucune solution n’est envisageable. Le flot de conception de la méthode
UMARS (Unified MApping, Routing and Slot allocation) prend notamment en compte
cette possibilité d’émettre en mode multi-chemin. Cette méthode est présentée sur la
figure 1.20.
Récemment, le groupe de recherche de Philips a développé des méthodes et outils pour
automatiser les étapes de son flot de conception [66]. Il offre ainsi un flot prenant comme
contrainte la bande passante et la latence des communications et génère le placement des
IP autour du NoC, le routage des chemins et l’affectation des slots de temps, ainsi que
le dimensionnement des tailles des FIFO. A la fin de ce flot, le code VHDL synthétisable
du NoC ainsi que les fichiers de configuration associés sont générés. Ce flot de conception
amélioré est présenté dans [31, 67]. L’algorithme UMARS permet de prendre en compte
conjointement les objectifs des phases de placement des IP (mapping), de sélection du
chemin et d’allocation des slots.
1.5.8 µspider
Le réseau µspider [68, 69] [70] est un NoC développé en collaboration entre l’IETR [71]
et le laboratoire universitaire LESTER [72] à Lorient. Il s’agit d’un réseau sur puce de
type Wormhole à commutation de paquets basé sur un mécanisme de crédits permettant
d’éviter la perte d’information lors de la réception des messages au niveau des NI des
récepteurs (places disponibles dans les FIFO). Ce réseau est capable d’assurer trois types
de qualité de service que sont le GT, le BE prioritaire et le BE. Chacune de ces trois QoS
ont un ordre de priorité différent qui est mentionné dans le tableau 1.2.
Trafic Priorité Classe Réservation
Temps-réel 1 GT Réservation cohérente des
slots consécutifs sur l’en-
semble de son chemin
Message court et
urgent
2 BE priori-
taire
un slot de libre minimum sur
chaque lien de son chemin
Message sans ga-
rantie
3 BE pas de réservation
Tab. 1.2 – Répartition des trafics sur les canaux virtuels
Ainsi, pour la qualité de service de type GT, celle-ci est effectuée au moyen de l’uti-
lisation de la technique de réservation de bande passante TDMA basée sur les mêmes
principes que celle utilisée dans le réseau Ætheral (section 1.5.7). Les politiques de rou-
tage supportées sont le routage XY, et le codage street-sign, le premier étant adapté aux
topologies grille 2D alors que le second est plutôt adapté aux topologies irrégulières. Le
nombre de ports disponibles sur les routeurs est paramétrable mais celui-ci doit en disposer
d’au minimum 3, dont 1 servant de connexion vers l’IP connecté au routeur. Il existe 4
politiques d’arbitrage différentes pour chaque canal virtuel au sein des routeurs du réseau.
Il a également été intégré un protocole standard de communication au sein des NI qui est
un wrapper OPB. Celui-ci permet d’être compatible avec le bus CoreConnect de IBM et
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le processeur Microblaze de Xilinx. Ainsi, les IP aux standards OPB peuvent être connec-
tées facilement au NoC. Ces wrappers permettent également de connecter plusieurs IP qui
s’apparentent à un bus possédant plusieurs IP et processeurs connectés et réalisant des
échanges de données à travers le réseau vers d’autres IP.
1.5.9 Comparatif des différents réseaux
Nous avons vu quelques exemples de NoC disponibles dans le domaine de la recherche
industrielle et académique. Nous présentons ci-après un tableau récapitulatif (Tableau
1.3) permettant de faire un comparatif entre les topologies, les modes de gestion de flux
et les qualités de service offerts par les principaux réseaux sur puce disponibles.
Nom du
réseau
Topologie Gestion de flux Qualité de ser-
vice
SPIN arbre élargi et
Grille 2D
Wormhole BE
aSoC Grille 2D Wormhole BE
Spidergon Octogone Wormhole BE
Proteo Anneau Wormhole BE
Ætheral Grille 2D Wormhole BE et GT
×PIPES Grille 2D adap-
table
Wormhole GT
Hermes Grille 2D Wormhole BE
QNoC Grille 2D adap-
table et irrégulière
Wormhole BE avec niveau de
priorité
Arteris Grille 2D Wormhole (syn-
chrone) ou SF
(asynchrone)
BE
FAUST Grille 2D Wormhole BE
µspider Grille 2D Wormhole GT, BE, BE prio-
ritaire
Tab. 1.3 – Tableau comparatif des réseaux
Ce tableau comparatif met en évidence le fait que la topologie 2D est la plus employée.
C’est une topologie assez simple de mise œuvre et qui facilite les outils de placement et de
routage des blocs fonctionnels de l’application sur les routeurs du réseau car il s’agit de
règles mathématiques plutôt simples de mise en œuvre. De plus, le mécanisme de gestion de
flux de données Wormhole est le plus utilisé car il a un coup en ressource matérielle faible
et offre une latence la plus faible dans le cas d’une qualité de service de type BE. Enfin, la
qualité de service offerte par tous les réseaux est de type BE. Mais du fait de sa conception,
on ne peut garantir une bande passante ni une latence pour les communications, ceci ayant
pour effet d’avoir recours à des simulations permettant de vérifier si dans le pire cas les
contraintes temps réels de l’application peuvent être garanties ou non. C’est pourquoi on
voit de plus en plus de réseaux qui font apparaître soit des niveaux de priorité dans le BE,
soit la possibilité d’avoir du BE et du GT qui cohabitent.
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1.6 Conclusion
Dans cet état de l’art sur les réseaux sur puce, nous avons abordé les raisons pour lesquelles
les bus trouvent leurs limites dans les systèmes sur puce actuels. Ces limitations étant liées
au faible parallélisme des communications mais également à une limitation en terme de
bande passante pour les applications. C’est pourquoi les NoC apparaissent naturellement
pour proposer des solutions à ces critères limitatifs des topologies bus.
En effet, les NoC offrent de grandes perspectives de part leur structure mais également
par la possibilité de proposer une qualité de service pour les communications de l’appli-
cation. Ces réseaux peuvent avoir des topologies différentes mais également des gestions
de flux de données différentes influant directement sur la complexité matérielle du NoC
mais également sur la latence du transport des données. Ces NoC sont donc extrême-
ment paramétrables. Ainsi, de nombreux paramètres sont à prendre en compte lors de
leur conception, car chacun d’entre eux peuvent influencer directement ou indirectement
les performances globales de l’application. Voici ci-après, une liste non exhaustive de ces
paramètres qui peuvent être pris en compte dans la phase de conception :
– Topologie du réseau
– Placement des blocs IP sur la structure
– Routage des données
– Qualité de service
– Tailles des FIFO des interfaces réseau
– Gestion de flux de données dans le réseau
– Fréquence de fonctionnement
– Norme d’encapsulation des blocs IP
– Coût en consommation
– Coût en surface de silicium des IP
– . . .
Tous ces paramètres engendrent nécessairement une complexité de mise en œuvre accrue en
comparaison avec les SoC en topologie bus. C’est dans cet objectif que de nombreux travaux
de recherche sont en cours afin d’offrir au concepteur des outils d’aide à la conception dédiés
aux NoC. Ceci dans le but de réaliser rapidement un SoC à base de NoC et d’optimiser le
NoC pour l’application à placer, en prenant en compte un ou plusieurs paramètres énoncés
précédemment.
Nous avons vu qu’il existe plusieurs méthodes de placement routage pour les réseaux
sur puce, chacune ayant leurs avantages et leurs inconvénients. Ces méthodes prennent en
général en compte les mêmes critères de base mais se différencient dans la façon d’aborder
l’espace d’exploration des solutions en prenant en compte d’autres critères propres. Ainsi,
certaines méthodes de placement routage vont privilégier la bande passante entre blocs IP,
le placement des IP sur la structure, les chemins de routage des communications (simple
trajet ou multi-trajet), la latence, la minimisation de la consommation énergétique, . . .
Ces critères permettent d’affiner la création du NoC dans une orientation précise (per-
formances, minimisation du coût en surface, minimisation de la consommation électrique,
respect des contraintes temps réel, . . .) mais tout en conservant l’objectif principal qui est
de respecter et garantir les contraintes temps réel de l’application.
Ces méthodes de placement routage se distinguent également selon le type de qualité
de service que le réseau va proposer. En effet, nous avons vu qu’il existait deux types de
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qualité de service pour les réseaux sur puce qui sont le GT et le BE. C’est précisément
dans le cas d’un GT que la méthode de placement routage est un peu plus complexe car
un pré-ordonnancement des communications entre tâches doit être fait afin de réserver
des tables d’allocation des communications pour garantir des bandes passantes pour les
communications de l’application et par conséquent respecter les contraintes temps réel de
l’application.
Pour finir, nous avons vu qu’il existe un grand nombre de NoC dans le monde de
la recherche universitaire mais également dans le monde de la recherche industrielle ce
qui montre bien l’intérêt grandissant des NoC pour les futurs SoC. Dans la suite de ce
manuscrit, nous allons centrer nos études sur le réseau sur puce FAUST du CEA LETI.
Nous avons contribué aux explorations architecturales prévu par le Work Package 4 (WP4)
du projet Européen 4MORE. Ce projet visait à proposer des solutions algorithmiques et
matérielles pour les terminaux mobiles de 4e génération (le contexte de l’application sera
détaillée dans le chapitre 2). Nous avons contribué aux explorations architecturales de
l’application sur le NoC FAUST mais également à son dimensionnement et à sa validation
en terme de respect des contraintes temps réel de l’application. Cette contribution s’est
également faite sur le choix du placement des IP sur la topologie grille 2D et le choix des
chemins de routage des communications. Ce NoC ayant des caractéristiques communes
aux autres NoC existants, nous avons choisi de conserver celui-ci pour proposer un outil
d’aide à la conception se basant sur des simulations en SystemC précis au niveau cycle.
Chapitre 2
Contexte de l’application 4G dans le
cadre du projet Européen 4MORE
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Tandis que le système mobile terrestre de troisième génération (UMTS-UTRA) est
actuellement déployé, il existe une activité de recherche significative pour les futurs sys-
tèmes qui constitueront la 4e génération de téléphonie mobile (4G). La vision européenne
pour cette nouvelle génération repose sur un système intégré entièrement basé sur des SoC
à base d’IP offrant tous les services. Afin de s’adapter aux futurs services qui exigeront
des ressources de plus en plus importantes notamment en terme de bande passante, un
composant à large bande remplissant ces critères est nécessaire. En effet, les contraintes
de la 4G devront garantir un débit d’information binaire maximum compris entre 2 et
20Mbps dans un environnement véhiculaire et probablement entre 50 et 100Mbps en en-
vironnements piétonniers ou intérieur, le tout en utilisant une largeur de bande de 50 à
100MHz.
Une des technologies les plus prometteuses pour ce type de composant à large bande
est l’Accès Multiple par division de codes en Multi-Porteuses (MC-CDMA), qui combine
les mérites de l’OFDM avec ceux des techniques d’étalement de spectre. Il y a eu ces
dernières années un engouement très fort pour cette technique, notamment au Japon où
des essais pratiques ont été effectués. Au niveau Européen et dans le programme d’IST
(Information Society Technology), le projet MATRICE [73] a entrepris la recherche et la
validation des concepts d’accès et de transmission basés sur la technologie de MC-CDMA
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pour la fourniture de composants à large bande des futurs systèmes cellulaires mobiles.
L’objectif du projet 4MORE est de compléter le projet MATRICE et ses résultats obtenus
afin de réaliser la conception d’un SoC pour un terminal mobile de 4e Génération utilisant
des techniques basées sur du MC-CDMA avec des antennes multiples.
Nous allons donc voir dans un premier temps les objectifs du projet Européen 4MORE
afin de proposer des solutions qui s’inscrivent dans les contraintes des critères de définition
de la 4G énoncés ci-dessus. Ensuite, nous décrirons la chaîne algorithmique de manière
globale, et nous décrirons de manière détaillée les voies montante et descendante avec
leur modèle associé. Un schéma de modélisation des blocs fonctionnels composant les
algorithmes est proposé afin de modéliser cette application. Ces paramètres de modélisation
seront ensuite intégrés dans le modèle SystemC du NoC FAUST pour explorer l’espace des
solutions architecturales pour pouvoir garantir le respect des contraintes temps réel de
l’application. Celles-ci sont précisées dans la section ci-après.
2.1 Description des objectifs du projet Européen
2.1.1 Spécifications techniques
Comme nous l’avons vu précédemment, le projet Européen 4MORE [21] vise à définir les
futurs algorithmes de la 4e génération de téléphonie cellulaire sans fil qui permettront de
remplir les critères de contrainte en terme de débit d’information. Ce débit est fortement
accru pour offrir des services de plus grande qualité pour ces futurs terminaux sans fil
(notamment pour les applications vidéo ou audio où le débit d’information devient de
plus en plus important). Ainsi, dans le cadre du projet 4MORE, les contraintes de débit
d’information fixées dans le cahier des charges sont de 10Mbps dans un environnement
véhiculaire et 100Mbps en environnement piétonnier ou fixe. Le cahier des charges en
terme de contraintes de débit d’information pour le terminal mobile est récapitulé dans le
tableau 2.1.
Bande passante Vitesse
100Mb/s 3 Km/h
10Mb/s 300Km/h
Tab. 2.1 – Spécification du projet Européen 4MORE
Afin de tenir ces contraintes de débit, des choix algorithmiques et techniques ont été
fait. Pour cette transmission à porteuses multiples, il est utilisé 695 sous-porteuses dont
chacune se voit affecter une fonction particulière :
• 672 porteuses dédiées pour les données des utilisateurs
• 22 porteuses dédiées pour les pilotes
• 1 porteuse à zéro pour la synchronisation
Ainsi, lors de l’envoi ou la réception des données utilisateur, la couche physique va répartir
celles-ci sur les 672 porteuses de données réservées. Afin de pouvoir communiquer en voie
montante et en voie descendante, la trame de transmission a été découpée en slots qui, dans
un cas, sont dédiés aux communications montantes (du terminal mobile vers la station de
2.1 Description des objectifs du projet Européen 41
base) et dans l’autre cas, sont dédiées aux communications descendantes (station de base
vers le terminal mobile). La trame de communication est représentée sur la figure 2.1.
TX RX TX RX TX RX TX RX Intervalle de garde
Fig. 2.1 – Structure de la trame de transmission 4MORE
Chacun de ces slots TX et RX sont eux-mêmes découpés en 32 symboles OFDM.
Ces symboles vont permettre de disposer sur les sous-porteuses de données, les données
utilisateurs à transmettre dans le cas du TX, et les données utilisateurs à recevoir dans
le cas du RX. Parmi les 32 symboles OFDM de ces slots TX et RX, certains d’entre eux
sont réservés pour les symboles pilotes, les symboles de synchronisation et les symboles à
zéro. Les symboles pilotes servent à réaliser une estimation de canal lors de la réception
des données, soit au niveau de la station de base, soit au niveau du terminal mobile. Ces
symboles pilote sont au nombre de 6. Le symbole de synchronisation sert à synchroniser
le slot complet lors de son décodage pour permettre d’ajuster temporellement les données
par rapport à un éventuel retard introduit par le canal de transmission. Ce symbole sert à
la démodulation OFDM afin de “caler” la FFT sur le symbole et éviter un chevauchement
entre deux symboles lors du calcul (évite un décodage erroné ou une perte d’informations).
Enfin, le symbole à zéro sert quant à lui à éviter les recouvrements entre deux types de
slots, basculement du mode émission vers le mode réception (chevauchement temporel
des données de la voie montante et descendante). Pour chaque slot, l’utilisateur émet ses
données sur les 24 symboles OFDM de données qui sont disponibles, les autres servant à la
synchronisation et à l’égalisation du slot. La structure d’un symbole OFDM d’une trame
définie dans le projet 4MORE est représentée sur la figure 2.2.
P P D D D D D D D D P P D D D D D D D D P P D D D D D D D DS Z
TX TG RX TG TX TG RX TG TX TG RX TG TX TG RX TG
SLOTT
OFDMT
msTSLOT 667.0=
sTOFDM μ8.20=
sTG μ8.20=
Trame
Fig. 2.2 – Structure symbole OFDM
La définition des paramètres caractérisant la structure de la trame de communication
s’est bien sûr basée sur les contraintes du canal de propagation en prenant en compte les
environnements “indoor ”et “outdoor ” (Canal BRAN-A et BRAN-E). Ces paramètres ont
été choisis en fonction du temps et de la bande de cohérence du canal pour remplir les
contraintes de la 4G des futurs systèmes cellulaires sans fil.
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Ainsi, l’objectif premier du dimensionnement du système était de s’adapter au canal
de propagation, mais d’autres critères ont également été pris en compte, notamment la
possibilité de réutiliser les techniques et blocs matériels provenant de la 3G (UMTS). Ce
système étant basé sur une technique OFDM, celui-ci s’est vu constitué d’éléments ou de
techniques déjà existantes dans d’autres normes comme l’Hiperlan/2 ou les propositions
de NTT DoCoMo. Enfin, la faisabilité de la réalisation matérielle n’a pas été négligée afin
de définir un système réaliste, capable d’être implanté dans un démonstrateur matériel.
Les principaux paramètres qui définissent la structure de la trame de communication du
projet sont listés dans le tableau 2.2.
Fréquence porteuse 5 GHz
Étalement des retards maximum 4 µs
Fréquence d’échantillonnage 61.44 MHz
Bande occupée 41.46 MHz
Taille de la FFT 1024
Nombre de sous-porteuses modulées 695
Durée de l’intervalle de garde >6.66 µs
Nombre d’échantillons de l’intervalle de garde 256
Durée totale d’un symbole OFDM 20.8 µs
Nombre d’échantillons d’un symbole OFDM TOFDM 1280
Durée d’un slot 0.666 ms
Durée d’un slot (en nombre de symboles OFDM) 32
Nombre de symboles pilotes dans un slot 6
Nombre de symboles de synchronisation dans un slot 1
Nombre de symboles de garde dans un slot 1
Codes d’étalement Walsh-Hadamard
Longueur des codes d’étalement Sf 8-32
Nombre maximum d’utilisateurs 23
Nombre d’antennes au niveau du terminal mobile 2
Nombre d’antennes au niveau de la station de base 4
Espacement entre antennes au niveau du terminal mobile 1 λ
Espacement entre antennes au niveau de la station de base 10 λ
Tab. 2.2 – Principaux paramètres du système
Ainsi, les contraintes temps réel de la trame à respecter sont celles de la cadence des
symboles OFDM TOFDM qui est de 20.8µs. Cette contrainte temporelle va nous servir de
référence lors de nos phases d’exploration architecturale au niveau NoC afin de connaître
le respect ou non des contraintes temps réel de l’application.
2.1.2 Spécification algorithmique de la voie montante
En ce qui concerne la voie montante, la technique de communication employée est de type
SS-MC-MA (Spread Spectrum Multi Carier Multiple Access). La particularité de celle-
ci est de permettre à l’utilisateur d’avoir des blocs de sous-porteuses dédiés et réservés
pour ses communications. Il a été définit dans le projet une restriction à 24 sous-porteuses
2.2 Description de la chaîne algorithmique 43
par utilisateur pour la voie montante avec un facteur d’étalement Sf = 8. Ceci offre
donc 3 blocs de 8 sous-porteuses pour pouvoir émettre des données. Dans ce cas précis,
tous les codes d’étalement alloués pour ces sous-porteuses sont tous attribués à un seul
et même utilisateur. Ainsi, pour chaque symbole OFDM, seuls 24 des 672 complexes de
données qui composent le symbole seront utilisés. Les autres symboles seront utilisés par
les autres terminaux mobiles qui seront dans la même cellule autour de la station de base.
Bien entendu il est impossible qu’un utilisateur puisse émettre sur les sous-porteuses de
données d’un autre utilisateur, notamment grâce à l’attribution des codes d’étalement.
Nous verrons par la suite que le debit d’information binaire Binfo peut être accru suivant
le rendement du codage canal choisi ou encore le type de Codage Binaire à Symbole (CBS)
employé. Nous verrons en détail les caractéristiques des éléments de la voie montante dans
la section 2.2.3.
2.1.3 Spécification algorithmique de la voie descendante
Pour la voie descendante, la technique de communication employée est de type MC-CDMA
(Multi-Carier Code Division Multiple Access). Pour chaque symbole OFDM de données,
l’utilisateur retrouve ses données au moyen du code qui lui a été attribué. Ainsi, la capacité
de débit d’information est fortement accrue par rapport à la voie montante car l’utilisateur
peut voir ses données étalées sur l’ensemble des sous-porteuses. Le facteur d’étalement
pour la voie descendante peut être de Sf = 8 ou Sf = 32, influant directement le débit
d’information binaire Binfo. Dans le cas d’un Sf = 32 le débit d’information sera moindre
que pour un Sf = 8 car le nombre de symboles de données complexes par utilisateur sera de
84 contre 21. Nous verrons en détail les caractéristiques des éléments de la voie montante
dans la section 2.2.4 avec notamment l’impact de certains blocs sur le débit d’information
utile pour l’utilisateur.
2.2 Description de la chaîne algorithmique
Dans cette section, nous allons voir les différents éléments qui composent la chaîne al-
gorithmique des voies montante et descendante. En effet, pour pouvoir explorer l’espace
des solutions architecturales en vue d’une implantation matérielle sur la structure NoC
FAUST, nous devons représenter et modéliser chaque élément fonctionnel de la chaîne
algorithmique selon un modèle simple. C’est dans cet objectif que nous avons définit une
modélisation simple de chaque bloc fonctionnel pour pouvoir transcrire les caractéristiques
de la chaîne au modèle SystemC du NoC FAUST. En effet, ce NoC est disponible en Sys-
temC TLM permettant de réaliser des simulations qui vont nous permettre de valider le
placement et le routage des blocs fonctionnels sur la structure NoC. L’intérêt de modéliser
de manière simple chaque bloc fonctionnel permet de s’affranchir de la nécessité d’avoir
le bloc algorithmique réel, et par conséquent d’éventuels retards de livraison des blocs IP.
Nous verrons donc dans un premier temps la vue d’ensemble de la chaîne algorithmique.
Ensuite, nous verrons plus en détails chacun des éléments fonctionnels de la voie montante
puis ceux de la voie descendante.
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2.2.1 Présentation de la chaîne
Comme nous l’avons vu précédemment, le système cellulaire prévu dans le projet 4MORE
est composé d’une voie montante et d’une voie descendante. Ces deux voies sont complè-
tement distinctes l’une de l’autre. Il faut également noter que compte tenu de la trame
présentée ci-dessus, chacune fonctionne de manière exclusive, la chaîne TX ne pouvant
émettre lorsque la chaîne RX reçoit des données et vice et versa. Ceci est imposé par la
trame de communication mais également par une restriction physique au niveau du termi-
nal qui ne possède qu’une seule antenne qui sert à la réception mais également à l’émission.
Chacun des blocs fonctionnels qui composent la voie montante et la voie descendante réa-
lise une fonction particulière dans le flot de traitement de l’information binaire ou symbole.
Certains d’entre eux sont paramétrables en fonction des qualités de service demandées par
l’utilisateur mais également en fonction de la qualité du canal (environnement véhiculaire
ou piétonnier) lors de la transmission ou de la réception des données. Nous verrons dans
les sections 2.2.3 et 2.2.4 les blocs permettant de faire varier le débit d’information binaire.
L’ensemble des blocs IP composant les voies montante et descendante ainsi que leur ordre
d’apparition sont décrits sur la figure 2.3.
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Fig. 2.3 – Vue globale de la chaîne algorithmique
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Comme énoncé précédemment, nous avons besoin de modéliser les blocs IP compo-
sant les chaînes TX et RX. Nous allons donc voir dans la section suivante, le modèle de
représentation de ces blocs IP.
2.2.2 Schéma de modélisation des blocs fonctionnels (IP)
Compte-tenu des caractéristiques de cette application et des contraintes d’exploration
architecturale au niveau NoC, nous avons choisi de définir un modèle simple de chaque bloc
fonctionnel. Afin de pouvoir intégrer le modèle comportemental des blocs IP dans le flot de
simulation SystemC [74] TLM du NoC FAUST, nous avons défini un format de description
simplifié qui peut s’appliquer à n’importe quel bloc fonctionnel d’une application dont on
cible son implantation sur une structure de communication de type NoC. Pour cela, nous
modélisons les flux de données en entrée et en sortie des blocs IP et le temps de latence
au sein de ce bloc. Ainsi, chaque bloc fonctionnel est décrit selon trois blocs qui sont :
• la taille des données en entrée : quantité de données nécessaire en entrée
pour faire un traitement
• le temps de traitement : nombre de cycles d’horloge nécessaire pour réaliser
le traitement des données
• la taille des données en sortie : quantité de données produite après la phase
de traitement
Nb FLITS à
écrire
Nb FLITS à
écrire
SORTIE
Nb FLITS à
lire
Nb FLITS à
lire
Temps de 
traitement
(Ncycles)
ENTREE
FIFO 1
FIFO 2
FIFO 1
FIFO 2
BLOC IP
NI NI
Fig. 2.4 – Schéma de modélisation bloc IP pour simulation sur modèle SystemC TLM de
NoC
Ce modèle convient dans la plupart des applications classiques (flot de données). Il
permet de caractériser l’information binaire nécessaire avant que le traitement ne s’effectue.
Puis, la phase de traitement représentée par un temps d’attente spécifié en nombre de cycles
représente le temps de traitement réel des données (nombre d’itérations pour réaliser une
FFT par exemple). La spécification au niveau cycle permet de s’affranchir de la technologie
utilisée lors de l’implantation matérielle, celle-ci ayant un impact non nul sur la fréquence
de fonctionnement du SoC. Enfin, nous caractérisons la taille des données produites après
traitement. Ces informations simples permettent de caractériser réellement les blocs IP
d’une chaîne de traitement sans avoir les “vrais” blocs IP (VHDL ou Verilog pour une
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implantation matérielle) ou les “vrais” algorithmes (C ou C++ dans le cas d’une simulation
algorithmique logicielle). Cette modélisation trouve son intérêt lorsque l’ensemble des blocs
IP d’une chaîne de traitement ne sont pas tous disponibles ou réalisés à un instant t. Mais
également dans le cas où le SoC à réaliser est complexe et que celui-ci demande une ou
plusieurs phases d’AAA permettant de guider le concepteur dans ses choix de conception.
Ce formalisme de représentation des tâches de l’application est couramment employé dans
les outils d’AAA (Syndex [75]) que l’on peut trouver dans les milieux de la recherche
académique ou industrielle. Ce formalisme est également souvent employé dans les travaux
de la communauté de recherche sur les NoC.
Les dépendances de données entre ces différents blocs fonctionnels sont renseignées
par le diagramme de description de l’application comme le montre la figure 2.3. Nous
allons maintenant décrire brièvement chaque bloc fonctionnel de la voie montante et de
la voie descendante de l’application 4MORE et donner leur modèle simplifié associé que
nous utiliserons par la suite pour nos simulations et explorations architecturales au niveau
NoC.
2.2.3 La voie montante
Comme nous l’avons précisé précédemment (2.1.2) la technique employée ici est de type
SS-MC-MA. Nous allons donc voir chacun des blocs fonctionnels qui constitue la chaîne
algorithmique de la voie montante et leur modèle simplifié associé qui va nous servir à
modéliser le graphe d’application utilisé pour nos explorations de choix architecturaux.
Il est à noter que certains blocs de la chaîne sont paramétrables, ce qui a pour effet
d’augmenter ou diminuer les débits d’information binaires entre blocs. C’est pour cette
raison que nous avons choisi de modéliser ces blocs dans les conditions pire cas. Ceci
sera justifié par la suite lors de la phase d’exploration architecturale au niveau NoC où
les contraintes temps réel de l’application sont directement liées aux besoins en bande
passante entre les tâches de l’application. Tous les modèles simplifiés des blocs présentés
ci-après sont exprimés dans la plus petite unité de représentation des données au sein d’un
NoC, le FLIT (1 FLIT = 32 bits).
2.2.3.1 Le codage canal
Il s’agit d’un codage canal qui permet d’augmenter la robustesse de la transmission en
insérant dans le flot de bits d’information utile Binfo de l’utilisateur des bits de parité.
Ces bits de parité permettent de corriger l’information binaire reçue dans les cas où un ou
plusieurs bits de l’information binaire originale ont été modifiés à cause d’une transmission
de mauvaise qualité (atténuation de certaines porteuses dans le canal de transmission).
Trois codeurs ont été envisagés au sein du projet 4MORE, les codes LDPC, les Turbo codes
et les codes convolutifs. Pour ce qui concerne la voie montante, seuls les Turbo codes et le
codeur convolutif ont été retenus. Ces deux codes ont la même complexité algorithmique
et ont des modes de traitement assez similaires. Leurs performances différent en fonction
de leur rendement mais également en fonction de l’entrelaceur qui leur est associé. Ces
codes ont des performances similaires mais leur complexité de mise en œuvre en terme de
surface de silicium peut être différente. Ces codes peuvent opérer avec différents rendements
suivant la qualité de service requise (qualité du canal de transmission). Les rendements de
codes disponibles sont 12 ,
2
3 et
3
4 .
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Ainsi, nous avons choisi de modéliser ce bloc pour un rendement de 12 , paramètre pire
cas générant le plus de données en sortie du bloc. Les paramètres du codeur canal sont
donc modélisés par les paramètres figurant ci après :
• Taille des données en entrée : 1 FLIT
• Temps de traitement : 64 cycles
• Taille des données en sortie : 2 FLIT
2.2.3.2 L’entrelacement
L’entrelacement a pour but d’éviter d’avoir de longues séquences de bits corrompues de
même valeur induite par une dégradation du canal lors de la transmission. Grâce à la
structure même de la modulation OFDM, l’entrelacement peut être effectué au niveau
temporel mais également au niveau fréquentiel. Cela signifie que l’entrelacement peut être
fait sur la totalité du slot (32 symboles OFDM). La fonctionnalité de ce bloc a pour
objectif de répartir équitablement les bits à 0 et 1 sur l’ensemble du slot afin d’améliorer
le rendement du codage canal. En effet, un codage canal est efficace si et seulement si les
erreurs introduites lors de la transmission ne se font pas sur une longue séquence de bits.
Sinon, le décodage devient impossible car les bits d’information et les bits de parité sont
erronés et on peut atteindre la limite des capacités du codage. L’entrelacement permet
de s’affranchir de ce genre de problèmes dans le cas d’une forte atténuation d’une ou
plusieurs fréquences. Ainsi, ce bloc va travailler sur l’ensemble des données du slot TX et
les caractéristiques de l’entrelaceur peuvent être modélisées suivant les paramètres figurant
ci-après :
• Taille des données en entrée : 96 FLIT
• Temps de traitement : 6144 cycles
• Taille des données en sortie : 96 FLIT
Il faut noter que dans l’implantation réelle, l’entrelacement se fait en deux étapes. La pre-
mière permutation est réalisée au niveau bit avec une contrainte induite par l’implantation
qui limite la taille des blocs à traiter à 256 bits. Le deuxième permutation est quant à elle
réalisée au niveau mot, c’est à dire sur 32 bits. La quantité d’information binaire contenu
dans un slot est 96 FLIT (3072 bits) et le traitement nécessite deux passes, c’est pourquoi
nous avons estimé le temps de traitement à 2 cycles par bit.
2.2.3.3 Conversion Binaire Symbole (CBS) ou “mapping”
Le codage binaire à symbole (CBS) consiste à associer à chaque groupe d’éléments binaires
un symbole M. L’ensemble des symboles générés définit un alphabet de la modulation,
dit M-aire. La règle d’affectation de n-uplets éléments binaires aux différents symboles
est souvent décrite par une représentation graphique appelée “mapping” ou constellation.
Cette affectation permet de minimiser la probabilité d’erreur des éléments binaires. Ici,
dans cette implantation, les différents types de CBS employés sont du QPSK (Quadrature
Phase Shift Keying), 8PSK (Phase Shift Keying), 16QAM (Quadrature Amplitude Modu-
lation) et 64QAM. Cela implique nécessairement que les bits qui composent un slot sont
regroupés par paquet de 2, 3, 4 et 6 bits pour chaque symbole complexe généré. Considé-
rant l’implantation matérielle, la représentation des symboles complexes doit se faire en
virgule fixe. Dans ce but, nous avons fait le choix de représenter un symbole complexe sur
32 bits, soit 1 FLIT.
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Comme nous l’avons déjà dit, la modélisation des blocs fonctionnels se fait dans le pire
cas notamment pour les blocs paramétrables. Ainsi, le CBS générant le plus de données
en sortie de ce bloc est le cas d’une modulation 64QAM (6 bits d’information binaire par
symbole contre 2 bits d’information binaire par symbole pour une QPSK). Nous garderons
cette modulation dans toutes nos simulations par la suite car elle générera le plus de trafic
au niveau de l’implantation NoC, nous positionnant ainsi dans les conditions pire cas. Les
caractéristiques de la conversion binaire à symbole sont donc les suivantes :
• Taille des données en entrée : 1 FLIT
• Temps de traitement : 6 cycles
• Taille des données en sortie : 6 FLIT
2.2.3.4 Le AMRC
L’Accès Multiple par Répartition en Code (AMRC) ou Code Division Multiple Access
(CDMA) est un système de codage permettant de réaliser l’étalement des symboles de
données en utilisant les séquences de codes d’étalement de Walsh-Hadamard [76]. Le prin-
cipe de cette technique est de multiplier chacun des éléments de données d’un utilisateur
par un code qui lui est associé. Ainsi, les vecteurs de données de chaque utilisateur actif
sont sommés pour produire le flux multi-utilisateur. Par conséquent, selon le facteur d’éta-
lement Sf utilisé, les données étalées sont plus ou moins grandes. Comme nous l’avons
mentionné dans l’introduction, pour la voie montante, la technique utilisée est du SS-
MC-MA. Ainsi, chaque utilisateur se voit attribué 3 blocs de 8 sous-porteuses, impliquant
Sf = 8. Dans ce cas précis, tous les codes de ces 3 blocs sont attribués à un seul et
même utilisateur lui offrant la réservation exclusive de ses sous-porteuses pour l’émission
de ses données. L’utilisateur pourra donc émettre 24 complexes par symbole OFDM. Les
caractéristiques de l’AMRC sont modélisées par les paramètres figurant ci-après :
• Taille des données en entrée : 8 FLIT
• Temps de traitement : 48 cycles
• Taille des données en sortie : 8 FLIT
2.2.3.5 L’encodeur MIMO
L’encodeur MIMO (Multiple Input Multiple Output) met en forme les données utilisa-
teur pour les émettre sur plusieurs antennes. Comme mentionné précédemment, le nombre
d’antennes au niveau du terminal mobile est de 2 contre 4 pour la station de base. L’algo-
rithme utilisé ici est basé sur l’encodage de Alamouti en étalement 1D et un mapping sur
porteuse adjacente.
Les 3 vecteurs de 8 complexes produits par la fonction AMRC sont groupés en un
seul et même symbole S0 de 24 complexes. Pour la phase d’encodage, deux symboles
S0 et S1 consécutifs temporellement sont nécessaires, et un traitement mathématique est
effectué sur chacun d’eux. Après calcul des symboles, on place sur l’antenne 1 à TS0 et TS1
respectivement S0 et −S1∗, et S1 et S0∗ sur l’antenne 2 à TS0 et TS1 (Cf. Figure 2.5).
Les caractéristiques de l’encodeur MIMO sont représentées par les paramètres figurant
ci-après :
• Taille des données en entrée : 48 FLIT (2 symboles OFDM consécutifs)
• Temps de traitement : 50 cycles
2.2 Description de la chaîne algorithmique 49
• Taille des données en sortie : 96 FLIT (2 symboles OFDM par antenne soit
48 FLIT)
S0S1S2S3
Temps
Antenne 1
Antenne 2
S0-S1*
S0* S1
S2-S3*
S2* S3
Fig. 2.5 – Schéma fonctionnel de l’encodeur MIMO
2.2.3.6 La modulation FFT
La fonction de modulation FFT réalise deux fonctions en une. La première réalise la
transformée de Fourier des 24 complexes composants le symbole OFDM sur NFFT = 1024
points. Un bourrage à zéro est effectué sur toutes les sous-porteuses qui ne possèdent
aucune donnée complexe. Une fois cette étape terminée, l’étape suivante consiste à insérer
un intervalle de garde au symbole OFDM. Cet IG (Interval de Garde) est nécessaire pour
s’affranchir de l’interférence inter-symbole. Celui-ci consiste en une recopie des N4 = 256
premiers complexes du symbole OFDM en sortie de la FFT à la fin des NFFT complexes.
On a ainsi en sortie de cette modulation OFDM un symbole OFDM constitué de NFFT +
N4 = 1280 FLIT ou complexes. Les caractéristiques de la modélisation de la modulation
OFDM sont données par les paramètres ci-dessous :
• Taille des données en entrée : 24 FLIT (1 symbole OFDM)
• Temps de traitement : 2620 cycles
• Taille des données en sortie : 1280 FLIT (1 symbole OFDM : symbole + IG)
Le terminal mobile fonctionnant en MIMO, ce bloc existe en deux exemplaires au sein
de la chaîne, chacun prenant le flux calculé pour une antenne en sortie du bloc encodeur
MIMO vu précédemment (section 2.2.3.5).
Remarque : Il faut noter que c’est précisément sur ce bloc fonctionnel que nous nous
focaliserons lors de nos simulations en SystemC pour la voie montante comme pour la
voie descendante. En effet, comme nous l’avons vu à la section 2.1.1 la cadence symbole à
respecter pour être dans les conditions temps réel est de 20.8µs pour une trame 4MORE.
2.2.3.7 Conversion Bande de Base vers Radio-Fréquence
La conversion bande de base vers la partie radio-fréquence a en charge l’insertion du
symbole de synchronisation en début de trame et la gestion de la conversion du signal
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numérique en analogique au travers des CNA (Convertisseur Numérique Analogique). Ce
bloc fonctionnel permet également de contrôler en permanence la puissance du signal aux
transmetteurs RF, réalisant un asservissement au niveau des amplificateurs en fonction de
la charge de la trame. En effet, le gain n’est pas le même en fonction du débit d’information
binaire Binfo, nécessitant un ajustement entre les pleines charges, les moyennes charges
ou encore dans les cas où rien n’est transmis.
Pour ce bloc IP, nous avons choisi de modéliser uniquement le flux en entrée de celui-ci
car ensuite la connexion vers la partie RF est réalisée directement au sein du bloc et ne
requiert pas de communication au travers du NoC. De plus, la modélisation de ce bloc
est relativement complexe car il s’agit de consignes d’asservissement de correction, pour
les amplificateurs et convertisseurs, qui sont aléatoires. Ainsi, les caractéristiques de la
modélisation de la conversion Bande de Base vers la partie Radio-Fréquence sont donnés
par les paramètres ci-dessous :
• Taille des données en entrée : 1280 FLIT (1 symbole OFDM)
• Temps de traitement : 0
• Taille des données en sortie : 0 FLIT
2.2.4 La voie descendante
Comme nous l’avons vu auparavant (2.1.3) la technique employée ici est de type MC-
CDMA. Nous allons donc voir chacun des blocs fonctionnels qui constituent la chaîne
algorithmique de la voie descendante et leur modèle simplifié associé qui va nous permettre
de modéliser le graphe d’application utilisé pour nos explorations de choix architecturaux.
Ici aussi, certains blocs de la chaîne sont paramétrables ayant pour impact d’augmenter ou
diminuer les débits d’information binaire entre blocs. Tous les modèles simplifiés des blocs
présentés ci-après sont exprimés dans la plus petite unité de représentation des données
au sein d’un NoC, le FLIT (1 FLIT = 32 bits).
2.2.4.1 Conversion Radio-Fréquence Bande de Base
Ce module faisant partie de la voie descendante et le terminal mobile fonctionnant en
MIMO, ce bloc est donc doublé. Comme dans la voie montante, ce bloc réalise des mesures
et effectue des corrections au niveau de la partie amplification, correction et conversion
(CAN) pour mettre en forme le signal et le transcrire en numérique pour la phase de dé-
codage de la bande de base. Le contrôle automatique de gain ou AGC (Automatic Gain
Control) ajuste la puissance des amplificateurs pour garantir que le signal en sortie des
antennes soit dans la gamme de puissance dynamique des CAN. Ces amplitudes doivent
être les plus grandes possibles pour s’affranchir des erreurs de quantification, ceci en res-
pectant la non saturation des amplificateurs (variation des amplitudes du signal reçu en
fonction de la charge des utilisateurs).
Ce bloc est en charge de la synchronisation du slot en détectant le symbole de syn-
chronisation placé en début de slot. Il est également réalisé une correction de la dérive
de fréquence d’échantillonnage ou encore appellée SFO (Sampling Frequency Offset) in-
duite par le fait que les fréquences d’échantillonnage des CNA et CAN en émission et en
réception sont différentes.
Ainsi, pour ce bloc, nous avons choisi de modéliser uniquement le flux en sortie car
le flux de données provient directement des antennes et par conséquent aucune commu-
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nication à travers le NoC n’est nécessaire. De plus, comme nous l’avons énoncé ci-dessus,
la modélisation de ce bloc est relativement complexe donnant lieu à des flux de contrôle
plus ou moins important suivant la charge de la communication. Ainsi, les caractéristiques
de la modélisation de la conversion Radio-Fréquence vers la partie Bande de Base sont
données par les paramètres ci-dessous :
• Taille des données en entrée : 0 FLIT
• Temps de traitement : 0
• Taille des données en sortie : 1280 FLIT
Remarque : Pour nos simulations en SystemC pour la validation fonctionnelle de l’appli-
cation, nous avons modélisé ce bloc comme une mémoire fournissant les symboles OFDM
en provenance de la partie RF après passage des CAN.
2.2.4.2 La démodulation FFT
La fonction de démodulation FFT s’effectue en deux étapes. La première consiste à retirer
l’intervalle de garde (N4 = 256) inséré dans la modulation OFDM de la voie montante
ayant pour fonction d’éviter les interférences inter-symbole. Ainsi, le nombre de symboles
complexes passe de NFFT +N4 = 1280 à NFFT = 1024. Ensuite, la seconde étape réalise
la transformée de Fourier inverse des NFFT = 1024 complexes représentant le symbole
OFDM. Durant cette FFT, les bits de bourrage à zéro sont retirés pour ne conserver que
les informations de pilotes et données. On a ainsi en sortie de cette modulation OFDM
un symbole OFDM constitué de Ndonnees + Npilotes_continus = 695 FLIT ou complexes.
Ndonnees = 672 représente le nombre de symboles complexes de données contenant les
informations de l’utilisateur, et Npilotes_continus = 23 représente les symboles pilotes conti-
nus. Par conséquent, les caractéristiques de la modélisation de la modulation OFDM sont
données par les paramètres ci-dessous :
• Taille des données en entrée : 1280 FLIT (1 symbole OFDM)
• Temps de traitement : 2620 cycles
• Taille des données en sortie : 695 FLIT (1 symbole OFDM)
2.2.4.3 Le CFO
Le CFO (Carrier Frequency Offset) ou correction de dérive de fréquence porteuse calcule
un terme de correction utilisé par le bloc ROTOR afin de corriger cette dérive de fréquence
porteuse. En effet, compte tenu du fait que nous sommes dans un équipement mobile et
autonome, les fréquences d’oscillateurs en émission et réception ne sont pas exactement
identiques. Ceci est d’autant plus vrai qu’une émission est réalisée de la station de base vers
un terminal mobile ou bien d’un terminal mobile vers une station de base. On comprend
facilement que les conditions d’utilisation et les tolérances sur les oscillateurs entraînent
“quasi” systématiquement une dérive de fréquence. C’est pour cette raison que ce bloc
fonctionnel CFO prend en entrée les pilotes continus d’un symbole OFDM afin d’estimer
la dérive en fréquence subie par celui-ci et de donner une valeur de correction qui sera
transmise au ROTOR. Ainsi, les caractéristiques de la modélisation du CFO sont données
par les paramètres ci-dessous :
• Taille des données en entrée : 23 FLIT (pilotes continus d’un symbole OFDM)
• Temps de traitement : 23 cycles
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• Taille des données en sortie : 1 FLIT (1 valeur de correction de CFO pour
le symbole OFDM)
Cette valeur de correction sera utilisée pour corriger aussi bien les symboles OFDM de
données mais également les symboles OFDM pilotes qui seront employés par le bloc d’es-
timation de canal.
2.2.4.4 Le ROTOR
Le module ROTOR a pour objectif de corriger la dérive en fréquence pour chaque symbole
OFDM. Ainsi, il prend en entrée deux flux provenant de la démodulation OFDM et du
CFO. La démodulation OFDM fournissant les Ndonnees = 672 complexes des symboles
OFDM et le CFO fournissant une valeur de correction associée au symbole courant. Ainsi,
en sortie de ce bloc, on retrouve les symboles pilotes et de données corrigés qui vont ensuite
être traités par les blocs d’estimation de canal pour les pilotes et par le décodeur MIMO
pour les données. On a donc les paramètres de modélisation de ce module qui sont listés
ci-après :
• Taille des données en entrée 1 : 672 FLIT (symbole OFDM)
• Taille des données en entrée 2 : 1 FLIT (valeur de correction du CFO)
• Temps de traitement : 672 cycles
• Taille des données en sortie : 672 FLIT (symbole OFDM : pilotes ou données)
Ce bloc requiert donc deux flux simultanés en entrée provenant de deux blocs différents,
impliquant la nécessité d’avoir deux FIFO en entrée de ce bloc pour l’implantation maté-
rielle.
2.2.4.5 L’estimateur de canal MIMO
Ce bloc réalise l’estimation d’un canal MIMO pour chaque antenne en réception contre
deux antennes en émission (station de base). Comme nous l’avons vu dans la section 2.1.1
figure 2.2, la trame OFDM en voie descendante est composée de paquets de 8 symboles de
données précédés de paires de symboles pilotes. Ainsi, l’estimation de canal est réalisée pour
chaque paire de symboles OFDM pilotes. Lors de cette phase d’estimation, des coefficients
de canal sont calculés pour chaque sous-porteuse. Ces coefficients permettent d’évaluer les
caractéristiques du canal de transmission dans le sens ou certaines porteuses ont pu être
fortement atténuées (contexte multi-trajets). D’autre part, la diversité spaciale obtenue
par la méthode de [77] permet de réaliser un recoupement de ces coefficients calculés pour
chacune des antennes et seront pris en compte dans l’étape d’égalisation présente au sein
du bloc de décodage MIMO. Il y a donc deux coefficients calculés pour chaque symbole
complexe d’un symbole OFDM. Ainsi, pour un symbole OFDM d’une antenne, on aura
1344 coefficients de correction.
Il faut noter que ces coefficients vont être également pris en compte dans le bloc fonc-
tionnel réalisant la transposition symbole à bit ou CBS−1 (Conversion Binaire Symbole
inverse). Ces coefficients vont permettre de calculer une probabilité de maximum de vrai-
semblance lors de la CBS−1. Si la valeur des coefficients du symbole indique une mauvaise
qualité de canal, alors une probabilité d’erreur ou LLR (Log Likelihood Ratio) pourra
être calculée lors de l’attribution d’une valeur binaire sur la constellation employée té-
moignant d’une plus ou moins grande certitude dans la transcription symbole à bit. Les
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paramètres nous permettant de modéliser ce bloc fonctionnel d’estimation de canal sont
donnés ci-dessous :
• Taille des données en entrée : 1344 FLIT (2 symboles pilotes de 672 com-
plexes)
• Temps de traitement : 1344 cycles
• Taille des données en sortie : 10752 FLIT (8 × 672 × 2 coefficients de canal)
2.2.4.6 Le décodeur MIMO
Le décodeur MIMO reçoit 4 flux de données en entrée : deux flux représentant chacun les
symboles OFDM de données des ROTOR sur chaque antenne, soit 2×24 symboles OFDM
pour un slot, deux autres flux correspondant aux coefficients de canal de chacune des an-
tennes. Au sein de ce bloc, deux traitements sont effectués l’un portant sur l’égalisation des
symboles de données l’autre correspondant au décodage de Alamouti. Ce dernier impose
la nécessité de recevoir les symboles OFDM par paire sur chaque flux de symboles OFDM
des antennes. En effet, comme nous l’avons montré dans la section 2.2.3.5, le codage de
Alamouti s’effectue sur des paires de symboles ce qui implique les mêmes conditions lors
du décodage. On peut donc représenter le modèle simplifié de ce bloc fonctionnel de la
manière suivante :
• Taille des données en entrée 1 : 2 × 1344 FLIT (2 paires de symboles OFDM :
1 paire par antenne)
• Taille des données en entrée 2 : 2 × 2688 FLIT (2 paires de coefficients de
canal : 1 paire par antenne)
• Temps de traitement : 1344 cycles
• Taille des données en sortie : 2×672 FLIT (2 symboles OFDM de données)
2.2.4.7 L’AMRC inverse
Le bloc de désétalement consiste à retrouver les informations de données de l’utilisateur
dans les complexes des symboles OFDM de données. Contrairement à ce que l’on a vu
dans le bloc d’étalement de la voie montante, ici un seul code d’étalement est attribué par
utilisateur. Ainsi, le facteur d’étalement Sf appliqué permettra d’avoir plus ou moins de
données utilisateur par symbole. Pour la voie descendante, le Sf peut varier de 8 à 32. Or
pour notre modélisation des blocs fonctionnels (le but étant de modéliser une application
4G pour réaliser des explorations architecturales), nous choisissons les conditions pire cas
générant le plus de besoins en bande passante. Ainsi, nous allons nous placer dans les
conditions où Sf = 8 correspondant à un nombre de complexes de données par utilisateur
de 84 contre 21 pour Sf = 32. Par conséquent, la modélisation de ce bloc peut être
représentée de la manière suivante :
• Taille des données en entrée : 672 FLIT
• Temps de traitement : 4032 cycles
• Taille des données en sortie : 84 FLIT
2.2.4.8 Le décodage symbole à bit
Fondamentalement, le décodage symbole à bit ou encore CBS−1 réalise l’opération inverse
de la fonction de mapping (CBS), c’est à dire qu’elle convertit les M-aire symboles com-
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plexes reçus en valeur binaire en respectant les règles de mapping utilisées lors de la CBS
(fonction de la constellation employée : QPSK, 16QAM, BPSK, 64QAM). Ceci implique
nécessairement de prendre des décisions dures sur les M-aire symboles avec le risque d’avoir
un décodage erroné si le critère de décision dans la constellation est mauvais. De plus, on
sait que les décodeurs canal (Viterbi, Turbo Codes, LDPC) ont de meilleurs performances
lorsqu’ils opèrent avec des “Soft bits” incluant un niveau de confiance. En effet, comme
nous l’avons vu dans la section 2.2.4.5, des valeurs de maximum de vraisemblance, appelées
aussi LLR, sont calculées au moyen des symboles pilotes introduits dans la trame. Ceux-ci
permettent de donner une indication d’atténuation dans le canal de propagation sur les
symboles de données.
Ainsi, le but du CBS−1 est de produire des “Soft bits” en prenant en compte les valeurs
de LLR calculées dans le bloc de décodage MIMO, ceci afin de prendre une décision de
valeur binaire sur la constellation avec une probabilité de plus ou moins grande certitude
relative à une plus ou moins grande atténuation du symbole lors de sa propagation dans le
canal de transmission. Ces “Soft bits” sont ensuite envoyés à l’entrelaceur et au décodeur
canal afin de restituer les valeurs binaires d’origine en tenant compte de ces incertitudes
de décodage. Ces “Soft bits” sont codés sur 4 bits au lieu de un pour un décodage matériel
dur. Comme énoncé précédemment, nous nous plaçons dans les conditions pire cas pour les
contraintes de bande passante au niveau de l’adéquation avec l’architecture NoC FAUST.
Ainsi, la modélisation de ce bloc va se faire pour une constellation de 64 QAM comme dans
la voie montante, cas où pour un symbole complexe nous allons avoir 6 Soft bits, soit 24 bits
pour la représentation binaire. On constate que ceci n’est pas un multiple de la taille d’un
FLIT (32 bits). C’est pourquoi la modélisation de ce bloc va s’effectuer pour un traitement
par bloc de 12 symboles complexes correspondant à 72 Soft bits (72×[4bits]32bits = 9FLIT ) soit
9 FLIT. Par conséquent, la modélisation de ce bloc peut être représentée de la manière
suivante :
• Taille des données en entrée : 12 FLIT
• Temps de traitement : 72 cycles
• Taille des données en sortie : 9 FLIT
2.2.4.9 Le désentrelacement
La fonction de désentrelacement du canal est l’opération inverse de l’entrelacement effec-
tuée lors de l’émission. La différence majeure réside dans le fait qu’à l’émission l’entrelace-
ment est effectué au niveau de l’information binaire matérielle (1 bit par donnée binaire)
alors que le désentrelacement s’effectue au niveau de l’information binaire logicielle (4 bits
pour un Soft bit). Comme dans la voie montante, le désentrelacement s’opère sur la tota-
lité du slot. Ainsi, les éléments permettant de modéliser le comportement de ce bloc sont
décrits ci-dessous :
• Taille des données en entrée : 2016 FLIT
• Temps de traitement : 2016 cycles
• Taille des données en sortie : 2016 FLIT
2.2.4.10 Le décodeur canal
Le décodage canal permet de restituer l’information binaire utile Binfo encodée lors de
l’émission. Ce codage augmente la robustesse de la transmission au moyen de bits de
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parité permettant de corriger les éventuelles erreurs de transmission (mauvaise qualité du
canal de transmission). Plus le rendement de code est élevé et moins le codage décodage est
robuste aux erreurs. Ainsi, comme vu dans l’encodeur canal de la voie montante (2.2.3.1),
le décodeur canal possède trois rendements de code possible : 12 ,
2
3 et
3
4 . Il faut noter ici
que ce décodeur canal prend en entrée des Soft bits. Ceux-ci possèdent une information de
probabilité de maximum de vraisemblance calculée lors de la CBS−1 qui va être utilisée
conjointement au décodage pour prendre une décision au niveau bit la plus cohérente
possible (la valeur la plus vraisemblable aux vues de la valeur de LLR et du décodage des
bits de parité). Ainsi, les données en entrée au format FLIT vont être des “Soft bits” codés
sur 4 bits qui seront transcrits en valeur binaire après retrait des bits de codage.
Nous nous plaçons dans un rendement de code de 12 , paramètre pire cas générant le
plus de données en sortie du bloc. Les paramètres du codeur canal sont donc modélisés
par les paramètres figurant ci-après :
• Taille des données en entrée : 8 FLIT (64 Soft bits)
• Temps de traitement : 32 cycles
• Taille des données en sortie : 1 FLIT (32 bits pour un rendement de 12)
2.2.5 Paramètres de modélisation de l’application 4MORE
Nous avons décrit les différents blocs fonctionnels qui composent les algorithmes des voies
montantes et descendantes. Afin de récapituler les différents modèles équivalents de ces
blocs fonctionnels en vue des phases d’explorations architecturales sur NoC, nous listons
ci-après les descriptifs des voies montante et descendante. Le tableau 2.3 référence les
valeurs des paramètres des blocs de la voie montante et le tableau 2.4 ceux de la voie
descendante. Nous nous référerons à ces tableaux dans le chapitre 3 pour décrire notre
graphe d’application pour réaliser notre AAA dans le cadre de notre contribution au sein
du WP4 du projet 4MORE.
TX Input Data Compute Time Output Data
Codeur Canal 1 64 2
L’entrelacement 96 6144 96
CBS 1 6 6
L’AMRC 8 48 8
L’encodeur MIMO 48 50 96
La modulation FFT 24 2620 1280
Bande de base vers RF 1280 0 0
Tab. 2.3 – Tableau récapitulatif des modélisations des blocs fonctionnels de la voie mon-
tante
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RX Input Data Compute Time Output Data
RF vers Bande de Base 0 0 1280
La démodulation FFT 1280 2620 695
CFO 23 23 1
ROTOR 672, 1 672 672
L’estimateur de canal 1344 1344 10752
Le décodeur MIMO 2×1344, 2×2688 1344 1344
L′AMRC−1 672 4032 84
CBS−1 12 72 9
Désentrelacement 2016 2016 2016
Le décodage canal 8 32 1
Tab. 2.4 – Tableau récapitulatif des modélisations des blocs fonctionnels de la voie des-
cendante
2.3 Conclusion
Dans ce chapitre nous avons situé le contexte du projet 4MORE dans lequel nous avons
été impliqué dans la cadre du WP4 (Work Package 4). Ce WP4 a pour mission de proposer
des solutions de CoDesign pour la réalisation du SoC final du terminal mobile. Dans ce
projet, le CEA LETI a proposé son NoC FAUST comme média de communication entre les
blocs IP de la voie montante et de la voie descendante du terminal mobile de 4MORE pour
la réalisation du SoC final. Dans ce contexte, l’exploration architecturale du NoC FAUST
pour vérifier la faisabilité de l’implantation au niveau respect des contraintes temps réel a
été réalisée au moyen de simulations en SystemC. Le modèle SystemC du NoC FAUST est
en TLM ce qui permet de s’affranchir de la nécessité de disposer du bloc IP fonctionnel réel.
De ce fait, une modélisation simple des blocs IP a pu être envisagée afin de vérifier le respect
des contraintes temps réel de l’application. C’est pour cette raison que dans ce chapitre
nous avons présenté le schéma de modélisation de tous les blocs IP de la chaîne pour la
simulation de ceux-ci sur le réseau. Tous les blocs IP des voies montante et descendante ont
leur modélisation simple associée qui possède des caractéristiques équivalentes aux blocs
IP VHDL utilisés pour l’implantation finale.
De plus, le NoC employé est de type “Wormhole‘” “packet switching” avec une qualité
de service en BE impliquant nécessairement la non garantie de bande passante pour les
communications au sein du réseau. Ce genre de réseau implique le besoin de simulations
pour valider les choix de topologie, de chemins de communications ou encore le dimension-
nement des FIFO au sein des NI. Ceci permet de dimensionner au plus juste l’architecture
pour garantir les contraintes temps réel de l’application dans le pire cas d’utilisation. C’est
pour cette raison que nous allons voir dans le chapitre suivant les caractéristiques du NoC
FAUST utilisé avec son flot de conception associé.
Chapitre 3
Le réseau FAUST et sa méthodologie
de conception associée
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Dans ce chapitre, nous allons voir les caractéristiques du réseau FAUST et sa méthodo-
logie de conception associée. Ce NoC intègre le schéma de modélisation simplifié des blocs
de traitement (cf. chapitre 2 section 2.4) dans le flot de conception du NoC. Le but étant
de valider des choix architecturaux parmi l’espace d’exploration architectural, en réalisant
des simulations SystemC TLM précis au niveau cycle. Ces simulations ont pour objectif de
valider les différents paramètres majeurs qui caractérisent les NoC afin d’améliorer l’adé-
quation de l’application en cours d’exploration avec les choix architecturaux proposés par
la structure du NoC. L’ensemble de ces paramètres doit être exploré séquentiellement ou
conjointement selon les cas. L’ensemble de ces différentes simulations vont nous permettre
de vérifier le respect des contraintes temps réel de l’application et la faisabilité du SoC.
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Nous allons présenter, dans ce chapitre, l’architecture du réseau FAUST et ses carac-
téristiques. Ce réseau FAUST a été développé au sein du laboratoire LETI du CEA de
Grenoble. Ensuite, nous verrons la gestion du flot de données au sein de ce réseau avec
notamment sa méthodologie de configuration. Enfin, nous détaillerons le modèle SystemC
de celui-ci et son flot d’exploration associé afin de réaliser des explorations architecturales
du NoC avec une application associée.
3.1 Présentation
Comme nous l’avons vu dans le chapitre 1, les réseaux sur puce offrent des alternatives
aux problèmes rencontrés actuellement par les topologies bus employées dans les SoC.
Ces limitations étant principalement induites par des applications aux besoins grandissant
en bande passante (communications à forts besoins en bande passante en parallèle) mais
également induites par l’accroissement de la taille des SoC qui intègrent de plus en plus
de standards. En contrepartie, ces NoC souffrent d’un inconvénient majeur qui est une
complexité de mise en œuvre importante.
En effet, plusieurs paramètres au sein du NoC peuvent être modifiés afin d’adapter
l’architecture à l’application utilisée. Ces paramètres ont un impact direct en terme de
besoins en ressources matérielles (Surface de silicium, besoin en mémoire, fréquence de
fonctionnement, . . .) mais également en terme de performances globales offertes à l’ap-
plication. C’est pour ces raisons que la nécessité d’avoir un outil d’aide à la conception
s’impose.
Cet outil va permettre d’aider le concepteur dans ses choix architecturaux pour garantir
le respect des contraintes imposées par l’application lors de la réalisation du SoC final
sur architecture cible dédiée (ASIC) ou reprogrammable (FPGA). L’outil va permettre
d’explorer l’espace des solutions architecturales au moyen de simulations. Nous avons fait le
choix de réaliser ces simulations en SystemC TLM précis au niveau cycle afin de bénéficier
de la souplesse de ce langage, mais aussi de sa rapidité de simulation (contrairement à
une représentation en VHDL où les simulations peuvent être longues). Ainsi, pour pouvoir
intégrer les contraintes de l’application pour laquelle on souhaite trouver la meilleure
adéquation avec l’architecture cible visée, deux possibilités sont offertes pour effectuer
ces explorations. Soit les algorithmes des blocs IP sont décrits de manière complète en
SystemC, soit ils sont décrits selon un modèle simplifié permettant de s’affranchir de
la disponibilité ou non du code complet de l’algorithme. Nous avons choisi la deuxième
solution car d’une part l’outil AAA va pouvoir être utilisé pour différentes applications
rapidement et d’autre part parce que le but recherché dans ces simulations est le respect des
contraintes temporelles de l’application et non une validation fonctionnelle des algorithmes
(cette étude est supposée être effectuée en amont).
Ce modèle générique de représentation des IP permet de simuler rapidement et simple-
ment l’application mais également de s’affranchir de la disponibilité des “vrais” blocs IP en
SystemC, ou VHDL pour l’implantation. De plus, ce formalisme de représentation donne
l’avantage de ne se focaliser que sur les contraintes de l’application au niveau temporel et
non pas sur les aspects fonctionnels qui bien souvent sont une étape coûteuse en temps
dans le développement d’une application.
Cette modélisation présente également un intérêt majeur dans le cas d’explorations
par émulation, car la possibilité offerte par la généricité et la paramétrisation des blocs
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IP de manière logicielle permet d’émuler différents choix architecturaux sans avoir à re-
commencer le flot de conception. Celui-ci est similaire à celui employé dans l’outil EDK
(Embedded Development Kit) de Xilinx [78] où le bitstream (le bitstream étant un fichier
contenant des informations binaires matériel permettant de configurer un FPGA pour un
design donné) de configuration du FPGA contient des informations binaires de configura-
tion matérielle (plan de câblage de la puce réalisant les fonctions logiques du design) et
logicielle (initialisation du contenu des mémoires ou BlockRAM). Lorsqu’une modification
logicielle est nécessaire, le flot de conception matériel ne nécessite pas d’être recommencé,
une simple mise à jour (assemblage) du bitstream est effectuée afin de remplacer unique-
ment la séquence de bits ayant attrait à la partie logicielle.
Cette méthode offre un gain de temps substantiel pour l’émulation sur carte, car les
blocs prennent des comportements différents uniquement par paramétrage logiciel. Nous
verrons par la suite dans le chapitre 4 des résultats d’émulations effectués sur des plate-
formes de développement de la société Nallatech [79] à base de FPGA virtex4 [80] Xilinx.
Nous allons donc voir dans ce chapitre l’architecture du NoC FAUST [81] et ses ca-
ractéristiques. Ensuite, nous verrons en détail le flot de conception que nous avons établi.
Et enfin, nous étudierons dans quelles conditions nous validerons les applications pour les
simulations ou les émulations.
3.2 L’architecture du NoC FAUST
Le réseau présenté ici utilise le mode de commutations par paquets (“Packet switching”) car
il offre une plus grande flexibilité que la commutation de circuit (“Circuit switching”). De
plus, le mécanisme de gestion de flux des communications employé repose sur la technique
“Wormhole” car elle offre le plus faible temps de traversée possible à travers les routeurs
et avec un coût en mémorisation faible au sein de ceux-ci.
Ce NoC possède un mécanisme de requête avec accusé de réception lors des communi-
cations ce qui, par conséquent, garantit la non destruction de FLIT, ceci étant conditionné
par une indication non erronée du chemin des communications dans l’en-tête du paquet.
Le mécanisme de “poignée de mains” est utilisé conjointement avec un contrôle de flux
basé sur des paquets de crédits permettant de s’assurer qu’il y ait assez de places dans la
FIFO de destination avant d’émettre. Les paquets qui peuvent rencontrer une contention
dans le réseau ne seront pas détruits, mais cette contention engendrera inévitablement une
latence dans l’acheminement des données de la communication, influençant directement
les performances de l’application. La QoS apportée aux communications est de type BE.
3.2.1 Le routeur
Le routeur du NoC FAUST possède cinq ports réseaux. Quatre d’entre eux sont réservés
à la connexion des routeurs entre eux, le cinquième permettant de connecter un bloc
fonctionnel représentant une tâche de l’application. Ce bloc peut être un bloc IP dédié
réalisé en VHDL ou bien un processeur matériel ou logiciel (DSP, ARM ou Microblaze
par exemple). Le technique de gestion de flux des communications utilisée est la technique
“Wormhole” impliquant le besoin de buffers pour chaque lien entrant du routeur. Chacun
de ces buffers a une capacité de 1 FLIT plus deux bits d’information, un de début et un
de fin de paquet, soit une largeur de 34 bits. Sur la figure 3.1 représentant le routeur,
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les buffers nécessaires à la technique “Wormhole” sont intégrés dans les ports d’entrées du
routeur (Input Port ou IP).
Comme nous l’avons vu dans le chapitre 1, les communications au sein du réseau se
font par paquets de FLIT pour lesquels est ajouté un FLIT d’en-tête comportant des
informations de chemin de routage vers la cible, l’identifiant de la cible, la commande, et
des paramètres de contrôle. Ainsi ce FLIT d’en-tête également appelé “header” est lu et
décodé par l’arbitre du routeur afin de prendre les décisions de routage adéquates et gérer le
niveau de priorité de l’information (cf. 3.2.4). Le contrôle de ces flux d’information en entrée
et en sortie de ces liens est réalisé au moyen d’un acquittement entre émetteur et récepteur.
Le routeur possède deux canaux virtuels pour lesquels des signaux d’acquittement (send +
accept) sont dédiés pour chacun de ces canaux. L’architecture du routeur est représentée
sur la figure 3.1.
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OP : Output Port (port de sortie)
Fig. 3.1 – Architecture du routeur de FAUST
Les étapes de décodage de l’en-tête du paquet, d’arbitrage et de commande du multi-
plexeur pour aiguiller les FLIT vers le bon port de sortie sont effectuées en un seul temps de
cycle. Ce routeur offre donc une latence d’un seul temps de cycle d’horloge pour le passage
d’un routeur vers un autre ou d’un routeur vers un bloc fonctionnel. Ainsi, pour un réseau
opérant à une fréquence de 100MHz, la bande passante théorique maximale disponible sur
ce lien sera de 3200 Mb\s (800 Mo\s). Il faut noter, dans ce cas précis, que pour chaque
paquet de données émis dans le réseau un FLIT d’en-tête est ajouté à celui-ci. Ce FLIT
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d’information de paquet réduit la bande passante utile offerte pour l’application. Pour des
tailles de paquets de données fixées à 8 FLIT, un FLIT d’en-tête est ajouté au paquet,
engendrant un rendement de 89% environ. Les mécanismes de routage des communica-
tions au sein du réseau engendrent systématiquement une perte de bande passante pour
l’application. C’est un critère qu’il faut garder en mémoire lorsque l’on souhaite réduire la
fréquence de fonctionnement du NoC pour entrer dans des conditions basse consommation
où indirectement on réduit les bandes passantes disponibles sur les liens avec le risque de
ne plus garantir les contraintes temps réel [82, 83, 42, 35].
3.2.2 Les canaux virtuels
Les canaux virtuels ont pour objectif de permettre de donner des niveaux de priorité aux
communications à travers le réseau. Ici le réseau employé possède deux canaux virtuels
ayant la même qualité de service (QoS) à savoir le BE. Les canaux virtuels ont donc un
ordre de priorité qui correspond à leur numéro. Le canal numéro 1 est celui de niveau
le plus prioritaire. Ainsi, lorsqu’une requête est effectuée sur le canal numéro 1 celui-ci
est le plus prioritaire pour accéder au lien demandé et spécifié dans les champs du FLIT
d’en-tête. Bien-entendu, un canal virtuel n’est considéré candidat que s’il a au minimum
un FLIT à envoyer et qu’il possède également des crédits pour émettre sur ce lien et plus
particulièrement vers la cible souhaitée. C’est donc l’arbitre du routeur qui va administrer
ces niveaux de services en prenant en compte le niveau de priorité en cours sur chaque lien
pour que les autres requêtes ou communications en cours sur l’autre canal soient gelées.
La QoS de type BE offre une exploitation maximale de la bande passante permettant,
lorsque des niveaux de priorité sont spécifiés, de rendre une ou plusieurs communications
plus prioritaire par rapport aux autres. Ainsi, le canal virtuel numéro 1 va être de QoS BE
prioritaire et permettra de mettre l’accent sur la priorité de certaines communications.
3.2.3 La politique d’arbitrage
L’arbitrage mis en place au sein du réseau est effectué conjointement avec les signaux
d’acquittement des ports d’entrée du routeur. En effet, chaque port d’entrée du routeur
possède différents signaux et bus permettant d’effectuer les acquittements de réception des
FLIT. Les différents signaux d’une communication entre deux routeurs sont listés sur la
figure 3.2.
Routeur
ou
Ressource
Routeur
ou
Ressource
send
accept
bop
data
eop
Fig. 3.2 – Signaux d’acquittement de données entre deux routeurs ou un routeur et une
ressource
Les rôles remplient par chacun de ces signaux dans les mécanismes d’acquittement
d’échange de données entre routeurs ou entre routeur et ressource sont détaillés ci-dessous :
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– Accept : signal permettant de signifier que le récepteur peut recevoir des
informations (reste à 1 tant que le récepteur peut recevoir des FLIT)
– Send : signal permettant de signifier que l’émetteur est en train d’envoyer
des données (mis à 1 lorsqu’un FLIT est envoyé)
– data : bus unidirectionnel de données de largeur 32 bits
– bop : signal marqueur de début de paquet (actif à 1)
– eop : signal marqueur de fin de paquet (actif à 1)
Pour chaque canal virtuel, une paire de signaux d’acquittement send et Accept est as-
socié. Ainsi, par l’intermédiaire de ces signaux, l’arbitre du routeur prend en compte la
disponibilité du lien de sortie visé, mentionné dans le “header” pour prendre sa décision
d’arbitrage. La politique d’arbitrage mise en place au sein de ce routeur est à priorité
tournante (tourniquet ou round-robin) [29] permettant d’éviter les famines. La figure 3.3
montre un exemple de chronogramme des signaux d’acquittement pour un échange de
données entre deux routeurs ou bien entre routeur et ressource et vice et versa.
Fig. 3.3 – Chronogramme d’acquittement de données au sein du NoC FAUST
Nous allons maintenant voir plus en détail la structure du FLIT nommé “header” qui
encapsule les paquets de données lors de leur trajet au sein du NoC.
3.2.4 La structure du paquet
Conformément à la technique de gestion des communications employée ici, le “Wormhole”,
chaque paquet de données émis à travers le réseau se voit automatiquement greffé d’un
FLIT supplémentaire renseignant le paquet lui-même. Ces informations sont nécessaires
pour pouvoir spécifier au routeur mais également à la ressource cible les caractéristiques
des données et également celles de la communication.
Le paquet est identifié par le signal bop à l’état 1 et la fin de celui-ci est identifiée par le
signal eop à l’état 1. Le dernier FLIT identifié par le signal eop est soit un FLIT de données
lorsqu’il s’agit d’un paquet de données, soit le “header” lui-même s’il s’agit d’un paquet de
crédit. Les signaux de début et fin de paquet permettent de garder une cohésion des FLIT
appartenant au même paquet lors de leur arbitrage au sein du routeur. Le FLIT d’en-tête
possède donc différents champs caractérisant la transmission et la ressource réceptrice. Ils
sont détaillés sur la figure 3.4. La structure des FLIT de données suivant le FLIT d’en-tête
est donnée sur la figure 3.5.
La topologie maillée à deux dimensions offre cinq directions possibles : Nord, Sud,
Est, Ouest et Ressource. Chaque direction au sein du réseau est codée sur 2 bits avec la
particularité de ne pas pouvoir effectuer de demi-tour. C’est cette exception qui permet
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d’adresser la ressource (vers le 5e port de sortie du routeur où est connectée la ressource
de traitement) en retournant le paquet sur la direction dont il provient.
bop eop
33 32 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
PARAMETER PATH_TO_TARGET
7 bits 18 bits3 bits4 bits
TARGET_ID CMD
Fig. 3.4 – Structure du FLIT d’en-tête (“header”)
bop eop
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bop eop
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Fig. 3.5 – Structure d’un FLIT de données
Par cette astuce de codage, on économise 1 bit de codage pour les 5 directions possibles
qui en auraient nécessité 3 bits en théorie avec une sous exploitation des possibilités de
codage. Les valeurs de codage attribuées à chacune des 4 directions sont données dans le
tableau 3.1.
Direction B1 B0
Nord 0 0
Est 0 1
Sud 1 0
Ouest 1 1
Tab. 3.1 – Codage des directions
Le chemin vers la cible (PATH_TO_TARGET) permet de réaliser 9 changements
de direction incluant le demi-tour permettant d’adresser la ressource. Les ressources de
traitement dépendantes de données ne peuvent pas être distantes de plus de 8 liens. Les
données du message qu’une ressource veut émettre vers une autre sont découpées en pa-
quet de taille raisonnable de façon à éviter un blocage du réseau. Généralement ces paquets
ont une taille de 8 FLIT mais cette taille est paramétrable au sein des interfaces réseau
de chaque ressource de traitement. Ainsi, les deux ressources s’échangeant des paquets de
données et de contrôle représentés par un FLIT d’en-tête et des FLIT de données. Pour
pouvoir réguler la communication, le NoC FAUST dispose d’un mécanisme de gestion de
flux par crédit. L’en-tête du paquet contient des paramètres intervenant dans la régulation
de la communication. Ainsi, le champ “TARGET_ID” (cf. Tableau 3.2) renseigne la desti-
nation du paquet dans la ressource. Le champ “CMD” (cf. Tableau 3.3) spécifie la nature
du paquet. Celui-ci pouvant être un paquet de données pour lequel on souhaite faire une
action particulière (Lecture ou écriture) ou bien un paquet de crédits. Dans le cas du pa-
quet de crédits, le paquet est réduit à un seul FLIT correspondant au FLIT d’en-tête dans
lequel le champ “PARAMETER” est renseigné par le nombre de crédits (nombre de places
disponibles dans la FIFO entrante de la ressource cible). Ce paquet de crédits est envoyé
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à partir d’un seuil de FLIT dans la FIFO qui a été paramétré dans l’interface réseau de la
ressource.
Valeur Destination
0000 Registres de configuration
0001 à 1111 Mémoire FIFO
Tab. 3.2 – Spécification du champ TARGET_ID
Valeur Commande
000 READ
001 WRITE
010 INITIAL WRITE
011 SEND CREDIT
Tab. 3.3 – Spécification du champ CMD
Ainsi, la modélisation de l’émission d’un paquet entre un émetteur et un récepteur au
sein du réseau peut être représenté sur la figure 3.6.
Emetteur
Récepteur
DATAbop eop
DATAbop eop
DATAbop eop
DATAbop eop
DATAbop eop
DATAbop eop
DATAbop eop
DATAbop eop
Headerbop eop
PAQUET
S e
n d
0
A
c c
e p
t 0
Largeur 34 bits
S e
n d
1
A
c c
e p
t 1
VC 1VC 2
VC 1VC 2
Bus de données
Bus de données
Fig. 3.6 – La transmission d’un paquet sur un lien unidirectionnel
Nous allons maintenant voir la composition de l’interface réseau permettant de faire
l’adaptation de protocole réseau avec le bloc fonctionnel. En effet, pour le cas du NoC
FAUST, aucun standard d’encapsulation des blocs IP n’a été employé. La norme d’encap-
sulation des IP est propriétaire du NoC et dédiée à celui-ci.
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3.2.5 L’interface réseau
Le réseau FAUST a été conçu comme une plate-forme de communication offrant la pos-
sibilité d’intégrer plusieurs unités de traitement de nature hétérogène. Afin de pouvoir
intégrer ces unités de traitement, des adaptateurs de protocole aussi appelés “wrapper”
sont nécessaires pour simplifier leur intégration dans le NoC. Ces adaptateurs de protocole
ou interface réseau (NI) ont une double fonctionnalité. D’une part, elles permettent de
gérer les communications entrantes et sortantes du bloc fonctionnel avec le réseau (gestion
des paquets de crédits et de données). Et d’autre part, elles permettent de prendre en
charge les configurations de traitement des données entrantes et leurs enchaînements.
Ainsi, l’architecture de cette NI est constituée de différents éléments matériels qui sont
assemblés et configurés en fonction des besoins de la ressource de traitement. L’ensemble de
ces éléments paramétrables le sont au moyen de registres permettant de spécifier les carac-
téristiques des communications de données et de crédits mais également le comportement
du bloc fonctionnel pour les traitements. La figure 3.7 présente un exemple d’architecture
de l’interface réseau de FAUST.
Fig. 3.7 – Structure de l’interface réseau
Nous allons voir maintenant plus en détail chacun des éléments principaux qui consti-
tuent cette NI.
3.2.5.1 Les ports d’entrée et de sortie (IP et OP)
Les ports d’entrée et de sortie sont le premier lien entre la ressource et le réseau. Ils ont
pour rôle de gérer les communications entrantes et sortantes du bloc fonctionnel au niveau
FLIT et paquets. Cette gestion s’effectue au moyen des signaux bop et eop pour la gestion
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des paquets et au moyen des signaux send et accept pour la gestion des FLIT ainsi que
des canaux virtuels.
Dans le cas d’une réception, le port d’entrée reçoit le FLIT d’en-tête et le décode pour
ensuite aiguiller les données du paquet dans les autres éléments composant l’interface au
moyen des champs CMD et TARGET_ID (cf. Figure 3.4). Dans le cas d’une émission, le
port de sortie arbitre les différents modules qui souhaitent émettre des paquets de données
ou de service à un autre bloc fonctionnel.
3.2.5.2 Les contrôleurs de communications entrantes et sortantes
La réception et l’émission de paquets de données entre la ressource de traitement et le
réseau sont gérées par l’intermédiaire des ports d’entrée et de sortie vu précédemment. Or
les données reçues ou émises par ces ports doivent être liées avec la ressource de traitement.
Ainsi, la réception et l’émission de ces données au niveau du cœur de traitement s’effectue
au moyen de FIFO. La gestion des communications du réseau est basée sur une gestion
par crédits. Or ceux-ci signalent à un émetteur s’il y a suffisamment de places mémoires
disponibles au niveau du récepteur pour qu’il puisse émettre ses données. Ces crédits sont
donc l’image de l’occupation de la FIFO entrante du récepteur.
Ainsi, l’interface réseau possède un contrôleur de communications pour chaque FIFO
entrante ou sortante. Le nombre de FIFO, et indirectement de contrôleurs de communi-
cation, dépend directement du nombre de flux d’entrée et de sortie que requiert l’unité
de traitement. Lors de la réception des données, l’ICC (Input Communication Controller)
assure l’envoi des FLIT de crédits aux émetteurs en fonction de l’état de remplissage de la
FIFO dont il a la charge. Dans le cas de l’émission de données, l’OCC envoie les paquets
de données produits par l’unité de traitement aux récepteurs sous réserve que celui-ci est
reçu suffisamment de crédits de la part de la ressource de destination.
3.2.5.3 Le Read/Write decoder
Le RWD (Read/Write decoder) contient les registres de configuration des éléments de
contrôle des communications et de configuration de l’unité de traitement. Le RWD est
donc spécifique pour chaque unité de traitement car les éléments matériels de contrôle des
communications sont assemblés et configurés en fonction des besoins de la ressource de
traitement. Il décode et exécute les ordres d’écriture des registres de configuration qui sont
envoyés par le réseau via un processeur de contrôle. Une fois ces registres initialisés, les
différents paramètres mémorisés ayant attrait aux différents blocs matériels composant la
NI sont accessibles par leurs destinataires respectifs.
3.2.5.4 Le gestionnaire d’interruption
Le gestionnaire d’interruption ou ITM (Interrupt Manager) va créer des paquets permet-
tant de rapporter des informations ou évènements au processeur contrôlant l’application.
Ces paquets rendent compte de la fin d’un traitement, de la fin d’une configuration de
traitement, d’une erreur de changement de traitement ou encore une erreur de traitement
de l’unité de traitement. Ce gestionnaire d’interruption permet de réaliser un asservisse-
ment de certains blocs fonctionnels paramétrables où l’on peut par exemple modifier un
bloc de filtrage ou encore une CBS lors d’une communication.
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3.2.5.5 Le gestionnaire de configuration
Nous avons présenté dans les sections ci-dessus les différents éléments qui permettent de
gérer les flux de données et de crédit au sein de l’interface réseau. Or le fonctionnement de
ces contrôleurs de communication et de l’unité de traitement nécessite un certain nombre de
paramètres pour opérer correctement. En effet, on comprend facilement que l’émission de
données ou de crédits nécessite le besoin de spécifier un certain nombre de paramètres dans
l’en-tête du paquet afin de cibler le bon récepteur ou le bon émetteur. Il est donc nécessaire
d’avoir un module matériel qui prend en compte le chargement des configurations vers
les éléments de contrôle de communication concernés. C’est le rôle du gestionnaire de
configuration appelé CFM (Configuration manager).
Nous avons vu dans la section 3.2.5.3 que les différents contrôleurs de communication
étaient configurés par une série de paramètres qui sont mémorisés au sein du bloc RWD.
Il faut donc charger les paramètres de configuration aux différents éléments de contrôle de
communications concernés en fonction du traitement réalisé par la ressource. Le CFM com-
mande l’exécution et l’enchaînement de ces configurations aux contrôleurs lorsque ceux-ci
signalent qu’ils sont prêts à recevoir une nouvelle configuration. Pour mieux comprendre
le rôle du CFM, nous allons détailler le contenu des registres de configuration de l’ICC
puis de l’OCC.
L’ICC a pour rôle de gérer le flux de données entrant dans l’interface réseau vers la
FIFO de stockage, élément permettant de fournir les données à la ressource de traitement.
L’ICC va donc envoyer des paquets de crédits à la ressource émettrice dès lors que des
éléments mémoires sont disponibles dans cette FIFO. Les paquets de crédits ont la parti-
cularité d’être composés d’un seul FLIT qui est l’en-tête dans lequel on spécifie le nombre
de crédits disponibles dans la FIFO. Par conséquent, il est nécessaire de définir un seuil de
crédit à partir duquel on souhaite émettre un paquet de crédits. Sous peine de quoi on va
se trouver dans une situation paradoxale dans laquelle on va envoyer un paquet de crédits
à chaque fois qu’un élément mémoire dans la FIFO se libère. Ainsi, les différents registres
permettant de caractériser le fonctionnement de l’ICC sont présentés dans la figure 3.8.
IT Prio
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
4 bits
TARGET_ID Seuil crédit PATH_TO_TARGET
7 bits 18 bits
Total_credit
16 bits
Fig. 3.8 – Registres de configuration de l’ICC
Le gestionnaire de configuration ou CFM (Configuration Manager) réalise le lien entre
tous les autres éléments de la NI afin de distribuer les éléments de configuration nécessaires
à chacun d’entre eux. Ainsi, les gestionnaires des communications (IP et OP) lorsqu’ils
reçoivent et émettent des données doivent connaître la configuration en cours, le chemin
des paquets de données et de crédits, ainsi que les niveaux de FLIT sur les FIFO entrantes
et sortantes pour lesquels il faut générer des paquets de crédits ou émettre des paquets de
données.
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L’ICC envoie donc un paquet de crédits dès que le nombre d’éléments mémoires dis-
ponibles dans la FIFO dépasse la valeur seuil_credit. De plus, l’ICC est configurée pour
envoyer un certain nombre de credits (Total_credit) qui est en réalité la quantité de FLIT
de données que va recevoir l’unité de traitement pour cette configuration. Le chemin de
la destination des crédits est mentionné par PATH_TO_TARGET et le canal virtuel
employé est mentionné par le champ prio. Quant au champ TARGET_ID, celui-ci corres-
pond au registre de stockage des crédits dans la ressource réceptrice au niveau de l’OCC.
Enfin, le bit IT permet de valider ou non la possibilité d’émettre une interruption vers le
processeur de contrôle à la fin d’un traitement.
En ce qui concerne les registres de configuration de l’OCC, ceux-ci sont présentés sur
la figure 3.9. L’OCC est configuré pour envoyer un certain nombre de FLIT de données
mentionné par le champ Total_donnée. Ce montant total de données à envoyer pour cette
configuration correspond au nombre de FLIT de données qui vont être produits par la
ressource de traitement.
31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Prio IT cred
inf
27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0
Nombre_de_boucles
16 bits
4 bits
TARGET_ID CMD Num_configuration PATH_TO_TARGET
7 bits 18 bits
Registre de configuration du FLIT d'en-tête de l'OCC
Registre de configuration 1
Registre de configuration 2
Total_donnée
16 bits
Taille_paquetselect_
credit
Fig. 3.9 – Registres de configuration de l’OCC
Par conséquent, la configuration de ce registre devra tenir compte des caractéristiques
de la ressource de traitement (chaque unité de traitement ayant un comportement dif-
férent). Il faut souligner la nécessité d’avoir une égalité entre les champs Total_donnée
(ressource émettrice) et Total_credit (ressource réceptrice) afin d’avoir une cohérence du
montant total de données qui devra être échangé entre les deux parties. De la même ma-
nière que pour l’ICC, la taille des paquets de données est fixée par le champ Taille_paquet
(correspondant au seuil minimum de FLIT de données présents dans la FIFO à partir
duquel on souhaite émettre un paquet de données). Cette taille de paquet ne doit pas
être trop importante sous peine d’accroître les risques de blocage mais aussi la latence
des communications. Généralement cette valeur est fixée à 8 mais nous verrons dans le
chapitre 4 une étude portant sur l’impact de ces tailles de paquets sur les performances
d’une application.
La destination des données est spécifiée par le champ PATH_TO_TARGET et le canal
virtuel employé par le champ prio. Le champ TARGET_ID correspond au numéro de la
FIFO ciblée dans la ressource réceptrice (information prise en compte par le port d’entrée
de la ressource ciblée lors du décodage du FLIT d’en-tête du paquet de données). L’émission
de ces paquets de données est bien entendu conditionnée par la présence de crédits dans
le compteur select_credit à moins que le bit cred_inf (crédits infinis) vaille 1. Ces crédits
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sont ceux émis par la ressource émettrice lorsque le nombre d’éléments disponibles dans
la FIFO dépasse la valeur contenue dans le champ seuil_credit du registre de l’ICC.
Par conséquent, il y a autant de compteurs de crédits que de configurations possibles
et valides pour chaque OCC. Ces compteurs de crédits sont distincts les uns des autres
pour permettre de gérer simultanément plusieurs destinataires (différents flux de données)
sans mélanger leurs crédits. Les paquets de données émis ont une commande CMD et un
numéro de configuration Num_configuration qui sont spécifiés dans le FLIT d’en-tête du
paquet.
3.3 La gestion du flot de données dans FAUST
Nous avons vu ci-dessus qu’il existe différents éléments matériels permettant de para-
métrer l’interface réseau en fonction des besoins de l’unité de traitement. Les différents
registres de configurations des ICC et OCC permettent de spécifier les quantités de don-
nées consommées et produites par la ressource de traitement. Or au niveau des ressources
de traitement, certaines peuvent recevoir différents flux de données en entrée et également
émettre des données vers différentes ressources de calcul. Par conséquent, dans un contexte
de réceptions ou d’émissions multiples de données, il est nécessaire d’attribuer une confi-
guration par flux de données (quantité de donnée, chemin de routage, registre cible à la
réception, . . .). Nous allons donc détailler dans cette section les précautions à prendre pour
pouvoir remplir les conditions imposées par l’application au niveau de l’enchaînement des
communications dans FAUST.
3.3.1 Gestion en réception
Dans le cas d’une réception, chaque flot de données est contrôlé par l’ICC associé à la
FIFO concernée. Le CFM permet de gérer deux configurations par ICC. Une commande
d’initialisation provenant de l’ICC permet de signaler au CFM le besoin de charger un scé-
nario de configuration. En effet, le CFM peut gérer deux configurations par ICC, mais offre
aussi la possibilité d’enchaîner ces configurations, ces enchaînements pouvant s’effectuer
de deux manières différentes.
La première possibilité d’enchaînement des configurations consiste en une exécution
séquentielle des configurations sans répétition. Si les deux configurations sont validées, le
CFM chargera en premier la configuration 1, puis la configuration 2. Cet enchaînement
permet d’avoir deux flux de données bien distincts provenant de ressources différentes.
La deuxième possibilité d’enchaînement des configurations consiste en un enchaînement
répétitif des configurations où le nombre d’itérations est fixé dans l’ICC. Dans ce cas, si
les deux configurations sont validées, le CFM chargera en alternance la configuration 1,
puis la configuration 2, et ce jusqu’à épuisement du nombre de boucles initialement prévu.
Ainsi, pour un nombre de boucles fixé à 7, on aura le séquencement des configurations qui
sera le suivant : 1 2 1 2 1 2 1.
Ce mécanisme de séquencement est particulièrement utile pour aller chercher des don-
nées alternativement à deux endroits différents en les réceptionnant dans une seule et
même FIFO. Ceci est rendu possible au moyen du mécanisme de crédit qui permet de
sélectionner l’origine des données. Nous verrons par la suite que nous nous servirons de
ce séquencement pour pouvoir respecter les contraintes de la trame 4G de 4MORE où
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l’on doit séquentiellement traiter des blocs de pilotes intercalés entre des blocs de données
symétriques et de même taille. La figure 3.10 présente trois exemples de séquencement de
configuration au niveau d’un ICC.
Configuration 1
Nombre de boucle = 1
Configurations validées : 1
Configuration 1
Configuration 2
Nombre de boucle = 1
Configurations validées : 1 et 2
Configuration 1
Configuration 2
Nombre de boucle = 5
Configurations validées : 1 et 2
Configuration 1
Configuration 2
Configuration 1
Fig. 3.10 – Scénarii de configurations pour les ICC
3.3.2 Gestion en émission
Dans le cas d’une émission, le flux de données produit par l’unité de traitement et mé-
morisé dans la ou les FIFO est géré directement par les contrôleurs de communication
de sortie (OCC). L’OCC permet de gérer jusqu’à 4 configurations par FIFO, offrant la
possibilité d’émettre des données vers quatre autres unités de traitement différentes. Ces
configurations sont chargées dans le RWD et l’écriture d’un registre permet de les valider.
Ici, contrairement à l’ICC, le séquencement des configurations n’est pas effectué par le
CFM mais par les données elle-même (via le FLIT d’en-tête encapsulant le paquet de don-
nées). En effet, lorsqu’une configuration est chargée, celle-ci est exécutée jusqu’à l’envoi
de toutes les données dont le montant total a été mentionné dans le champ Total_donnée
du registre de configuration de l’OCC. Il est également possible de spécifier un nombre de
boucles pour chaque configuration, mais celui-ci ne concerne qu’une seule et même confi-
guration. Dans ce cas précis, une configuration ne sera terminée que si le nombre total de
données a été envoyé, mais également si le nombre d’itérations a été effectué.
Comme nous l’avons vu dans la tableau 3.3, il existe 4 commandes différentes pour les
paquets de données ou de crédits. La commande INIT_WRITE permet d’opérer des chan-
gements de configuration dans les OCC par l’intermédiaire du CFM. Ainsi, la réception
d’un paquet de données comportant la commande INIT_WRITE associée avec le numéro
de configuration (CONFIG_ID) dans son en-tête permet de spécifier au CFM le char-
gement d’une nouvelle configuration d’OCC. Si une commande INIT_WRITE est reçue
lorsqu’une configuration dans l’OCC n’est pas terminée, le CFM va mettre en attente la
commande pour la traiter par la suite. Cette gestion d’émission de donnée n’offre pas la
possibilité de programmer le séquencement des configurations de chaque OCC contraire-
ment à l’ICC. Ce séquencement va dépendre du découpage des blocs de données entrant
en les associant avec la commande INIT_WRITE.
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Nous allons maintenant voir de quelle façon l’ensemble de ces éléments matériels est
paramétré au sein du réseau afin de configurer correctement chaque interface réseau de
chaque unité de traitement constituant l’application.
3.3.3 Méthodologie de configuration du NoC
Nous l’avons vu dans les chapitres précédents, les réseaux sur puce offrent des perfor-
mances supérieures à celles proposées par les topologies bus actuelles. En contre-partie,
leur complexité de mise en œuvre est accrue compte-tenu des différents paramètres de
dimensionnement et de spécification de l’architecture par rapport à l’application. Lorsque
la phase d’exploration de l’espace des solutions architecturales est effectuée (cf. 4.2), le
réseau est dimensionné avec des contraintes de placement des unités de traitement et des
contraintes de chemins de communication. Ainsi, l’architecture est dimensionnée et carac-
térisée mais il est nécessaire de paramétrer correctement chacune des interfaces réseau des
blocs fonctionnels de l’application.
Comme nous l’avons mentionné dans les sections 3.3.1 et 3.3.2, les registres des contrô-
leurs de communication doivent être initialisés afin que chaque unité de traitement puisse
recevoir et émettre des données par l’intermédiaire de sa NI. Ces registres ont pour objectif
de spécifier des contraintes de gestion de flux aux contrôleurs de communication pour être
conforme au mode de commutation par paquets (“packet switching”) ainsi qu’à la gestion
de flux des communications de type “Wormhole”. Ces paramètres d’initialisation prennent
également en compte les spécifications de l’unité de traitement concernée, notamment son
rendement en terme de consommation et de production de données.
L’ensemble de ces paramètres mémorisés dans les registres des ICC et des OCC de
chaque NI doit être spécifié pour toutes les ressources. Cette ressource spécifique est consti-
tuée d’un processeur avec une mémoire associée dans laquelle se trouve toutes les instruc-
tions à envoyer à chaque NI du réseau. L’initialisation de ces registres et la validation des
configurations jouées dans chaque NI se fait en 5 étapes. La figure 3.11 montre les diffé-
rentes étapes successives permettant de configurer les NI des unités de traitement placées
sur le NoC.
Les phases 1 et 2 permettent d’initialiser les registres des ICC et des OCC de chaque NI.
Les fichiers de configuration des ICC et OCC sont lus et interprétés par le CPU et envoyés
à la ressource concernée par le réseau. Chaque ressource est identifiée par un numéro sur la
matrice 2D du réseau. Ce numéro d’identifiant est associé à un chemin de communication
dans la matrice permettant au CPU d’envoyer ces paquets de configuration aux registres
des unités de traitement concernées.
La phase 3 permet de spécifier le nombre de boucles que l’on souhaite faire au niveau
de chaque ICC (cf. 3.3.1). Si rien n’est spécifié lors de cette phase, par défaut, le nombre
de boucles est fixé à 1.
Pour finir, les phases 4 et 5 ont en charge de la validation des configurations à jouer en
entrée et en sortie de chaque bloc de traitement. En effet, on peut configurer les registres
d’un ICC pour deux configurations différentes mais ne choisir d’en utiliser qu’une seule
pour l’application. Cette validation permet de sélectionner et valider les configurations
et leurs enchaînements éventuels. Une fois ces deux étapes effectuées, le réseau devient
autonome et les communications démarrent dès lors que des paquets de crédits parviennent
aux émetteurs.
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Les transactions peuvent démarrer et le réseau reste autonome jusqu’à épuisement du
montant total de données et de crédits. Il peut être éventuellement stoppé par le processeur
de contrôle dans les cas où une interruption est émise afin de changer un contexte de
traitement par exemple.
Configuration des registres 
des OCC
Phase 1
Configuration des registres 
des ICC
Phase 2
Configuration des nombres 
de boucles sur les ICC
Phase 3
Validation des 
configurations des ICC
Phase 4
Validation des 
configurations des OCC
Phase 5
Lancement de l’application
Paramétrage des interfaces 
réseau
Fig. 3.11 – Flot de configuration des interfaces réseau du NoC
Le processeur (CPU) permet de configurer chaque NI du réseau pour initialiser les
communications mais aussi pour faire de la supervision d’application. En effet, chaque
bloc fonctionnel peut effectuer des interruptions pour executer une tâche particulière ou
signaler une erreur éventuelle à l’OS gérant la couche physique.
Nous allons donc voir dans la section suivante comment le modèle SystemC permet de
mettre en œuvre un réseau et son application associée. Le modèle et le flot d’implantation
présentés sont ceux qui nous ont été livrés par le LETI. Nous verrons dans le chapitre 4
le flot de conception que nous avons modifié afin d’apporter des solutions de placement
routage automatique (AAA) mais également une plus grande souplesse de mise œuvre
pour les cas nécessitant des spécifications manuelles.
3.4 Le modèle TLM/SystemC du NoC FAUST
Ce modèle a pour but de réaliser des scénarii de simulations et d’évaluer les performances
du réseau. Il permet donc de simuler des communications au niveau routeur mais également
au niveau des interfaces réseau (lien indispensable pour pouvoir communiquer entre les
unités de traitement). Le langage employé est le SystemC associé à la librairie TLM de
STMicroelectronics.
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Ce modèle a pour objectif de fournir les éléments de base au concepteur afin de réaliser
un réseau avec une application basée sur les mécanismes de FAUST (packet switching,
wormhole et BE). Ce modèle offre la possibilité au concepteur d’évaluer le réseau tout en
ayant la garantie d’avoir les mêmes performances qu’une simulation en VHDL qui serait
plus coûteuse en temps. Il est donc fortement utile d’avoir un outil d’aide à la conception
basé sur ce modèle pour pouvoir aider le concepteur dans son implantation réelle sur
silicium. Les réseaux étant complexes, réaliser des simulations VHDL afin de trouver la
ou les solutions architecturales qui permettent de garantir les contraintes temporelles de
l’application sont longues et fastidieuses.
Nous allons donc voir dans cette section les différents éléments de bases qui vont nous
permettre de construire notre réseau ainsi que son application associée.
3.4.1 Modélisation du routeur
Le module anoc_node (dérivé du sc_module en SystemC) représente le routeur du réseau.
Il contient des ports d’entrées node_in[nb_ports] et des ports de sorties node_out[nb_ports].
La valeur node_wait_state renseigne la notion de temps du routeur. Elle permet de ca-
ractériser le délai qui doit s’écouler entre deux transactions sur les ports de sorties, ce délai
correspondant au temps de propagation pour passer d’un routeur à un autre. Cette valeur
renseigne donc la fréquence à laquelle le réseau va opérer.
Le réseau opérant en transfert bi-directionnel entre routeurs, un protocole de synchro-
nisation a été adopté. Ainsi les signaux d’acquittement de données data et accept sont mo-
délisés par l’exécution d’une fonction transport unique définie dans l’API TLM/SystemC.
Enfin l’interconnexion des routeurs s’effectue au moyen du mécanisme de binding du
SystemC. L’exemple ci-dessous montre une connexion bi-directionnelle ouest est :
nodeA->node_out[WEST]->bind(nodeB->node_in[EAST]) ;
3.4.2 Modélisation de l’interface réseau
Le module anoc_ni représente la description en SystemC de l’interface réseau. Comme
nous l’avons vu précédemment (cf. 3.2.5) l’interface réseau est composée de différents
éléments de contrôle permettant de gérer les flux de données entrants et sortants destinés
à l’unité de traitement. Nous avons également vu que l’échange des données entre l’interface
réseau et l’unité de traitement s’effectuait au moyen de FIFO (sc_fifo). Par conséquent,
l’interface réseau est paramétrable afin de suivre les besoins de l’unité de traitement.
La taille et le nombre de FIFO ainsi que le nombre de configurations disponibles sont
renseignés au moyen d’un fichier de structure propre à la NI. Ce modèle implante aussi la
fonction transport afin de réceptionner toutes les transactions et gérer les compteurs de
crédits et de données dans les ICC et OCC.
3.4.3 Modélisation des unités de traitement
Le modèle d’unité de traitement a été développé afin de représenter les blocs fonctionnels
connectés au routeur. Il exploite le modèle d’interface réseau anoc_ni présenté ci-dessus
(cf. 3.4.2).
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Nous avons ici pour ce réseau trois modèles d’unité de traitement qui peuvent être soit
un processeur contrôle (configuration du réseau), soit une mémoire ou soit une ressource
de traitement. Nous allons voir brièvement chacune de ces ressources.
3.4.3.1 Modélisation du processeur de contrôle
Ce modèle anoc_ressource_cpu correspond à la ressource spécifique du réseau qui permet
d’adminisitrer les routeurs du réseau et donc indirectement les ressources de traitement.
Il a pour rôle d’interpréter les données des fichiers de configuration pour chaque ressource
de traitement et de les envoyer aux interfaces réseaux. Ces fichiers de configuration sont
les contenus des registres des ICC et des OCC de chaque NI. Une fois ces configurations
envoyées, il envoie les commandes de validation des configurations qui vont être activée
dans chaque NI en entrée et en sortie.
3.4.3.2 Modélisation de la mémoire
Le modèle anoc_ressource_gen représente les éléments mémoires qui exploitent le modèle
d’interface réseau (anoc_ni). Ici il s’agit plus particulièrement de modéliser des généra-
teurs de trafic pour le réseau. Ces générateurs de données sont programmables et offrent
la possibilité de séquencer plusieurs configurations au niveau de l’interface réseau pout
orienter les flux de données vers différents blocs fonctionnels du réseau. En effet, nous sa-
vons que la seule manière de changer une configuration d’OCC dans les NI était d’utiliser
la commande INIT_WRITE. Or cette commande ne peut être exécutée dans les blocs de
ressources de traitement pur. Par conséquent, ce sont les générateurs de trafic qui vont
permettre d’envoyer cette commande lors des changements de destination des données.
3.4.3.3 Modélisation de la ressource de traitement
Le modèle anoc_ressource_tb représente les éléments de ressources de traitement pur. Ils
exploitent également le modèle d’interface réseau (anoc_ni). L’unité de traitement est
reliée à la NI au moyen de FIFO (sc_fifo). La synchronisation des données lues ou écrites
dans ces FIFO s’effectue au moyen de lectures et d’écritures bloquantes. Le but recherché
ici n’est pas de réaliser des traitements de calcul mais de modéliser le comportement du
bloc fonctionnel, à savoir échanger des données, qui n’ont aucune signification.
Cette ressource est générique et est caractérisée par trois paramètres : la taille des
messages en entrée et en sortie, et un temps de traitement spécifié au niveau cycle d’horloge.
La structure de la modélisation de la ressource de traitement est bien celle présentée dans
la section 2.2.2. La ressource de traitement a pour objectif de simuler le comportement de
n’importe quel bloc fonctionnel matériel d’une application.
3.4.4 La configuration du NoC
L’ensemble des modèles présentés doivent respecter un flot de mise en œuvre qui permet
de dimensionner et de paramétrer correctement le réseau et son application associée. La
construction de la partie matérielle, à savoir les routeurs et leurs interconnexions pour
former la matrice 2D du réseau peut s’effectuer en parallèle avec la construction de la
partie logicielle.
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On a donc une structure en arbre où les deux branches se rejoignent au moment du
placement des blocs fonctionnels (CPU, RAM et unité de traitement) sur les routeurs de
la matrice. Cette étape appelée aussi “mapping”, est suivie du processus de configuration
du réseau par le processeur spécifique dont la figure 3.11 présente le flot permettant cette
configuration.
La figure 3.12 présente le flot de configuration du réseau mis en œuvre.
Création des UT
Création des routeurs
Spécification des routeurs
Création de la matrice 2D
Spécification matérielle 
des NI
Spécification de l’UT
Placement sur la matrice
Chargement des 
configurations des NI
Validation des 
configurations
Evaluation des 
performances du NoC
Fichiers de 
structure
Fichiers de 
configuration
Fichiers de performances 
des UT
Fichiers de performances 
des routeurs
Flot pris en charge 
par le processeur de 
contrôle
Fig. 3.12 – Flot de conception pour simulation SystemC TLM du NoC
Ce flot est celui qui a été proposé dans le modèle SystemC de FAUST. Nous verrons
dans le chapitre 4 les modifications et contributions que nous avons apportées dans le cadre
de ces travaux de thèse afin d’apporter plus de souplesse mais également la possibilité de
réaliser une AAA automatique. On peut constater que ce flot possède des limites dans la
description des modèles fonctionnels (routeur et unité de traitement) composant celui-ci
où leur description est faite manuellement dans le code SystemC. Le nombre de routeurs
ainsi que la dimension de la matrice sont également figés dans le code SystemC, et enfin,
la phase de mapping est également faite manuellement dans le code SystemC.
Ce flot souffre d’un manque de flexibilité notamment dans les cas d’explorations ar-
chitecturales multiples où l’on souhaite modifier rapidement la topologie et le mapping
des unités de traitement. Sans fichier de contraintes et de description, il est nécessaire de
modifier tous les fichiers sources et de recompiler l’ensemble avant de relancer une simula-
tion. Ceci est d’autant plus vrai lorsque l’on est en limite de respect de contraintes temps
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réel de l’application et que l’on souhaite affiner les paramètres de l’architecture. Le flot
présenté ici peut donc devenir fastidieux, coûteux en temps et source d’erreurs.
3.4.5 Exemple d’une application simple
Nous présentons dans cette section un exemple simple d’un réseau avec son flot de mise en
œuvre associé. Cette section vise à illustrer les mécanismes du modèle SystemC associé au
flot de conception. Nous prenons comme exemple un réseau de topologie 2D de dimension
4×4 sur lequel sont connectées des IP numérotées de 1 à 13. Les autres ressources connec-
tées aux routeurs sont occupées par le CPU en charge de la configuration et la gestion
du réseau avec ses mémoires associées. La figure 3.13 montre la structure du NoC de cet
exemple.
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5
NI
RAM
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Fig. 3.13 – Exemple d’une application connectée à un NoC 4×4
Pour simplifier notre démarche de description du flot de conception pour la mise en
place des simulations, nous allons nous focaliser sur les unités de traitement 2 et 3 qui pour
l’exemple, ont une dépendance de données. Nous allons détailler le flot de conception du
NoC uniquement pour ces deux éléments. Les caractéristiques de nos deux UT (Unité de
Traitement) suivent le schéma de modélisation simplifié présenté précédemment, et leurs
caractéristiques sont mentionnées dans le tableau 3.4 ci-dessous.
Numéro UT Données entrantes Nombre de cycles Données sortantes
2 10 100 100
3 20 10 40
Tab. 3.4 – Caractéristiques des blocs fonctionnels de l’exemple
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Comme nous l’avons vu dans le flot de conception, il est nécessaire de dimensionner
les éléments matériels constituant la NI. De cette façon, nous avons associé un fichier de
structure renseignant le nombre de FIFO en entrée et en sortie ainsi que leur taille et
le nombre de configurations qui va être utilisé pour chaque ICC de chaque NI. A titre
d’indication, les fichiers de structure associés à ces deux ressources (2 et 3) sont présentés
sur la figure 3.14. Ces fichiers de structure de ces deux NI sont identiques. On aura donc
une FIFO en entrée et une FIFO en sortie d’une capacité respective de 16 FLIT pour
lesquelles on ne jouera qu’une seule configuration sur chaque ICC.
// this file is the structure file
// first line : nb_fifo_in, nb_fifo_out, nb_config
// second line : size_fifo_in
// third line size_fifo_out
1 1 1
16 
16 
Fig. 3.14 – Fichier de structure des ressources 2 et 3
Les étapes présentées ci-dessus constituent donc la phase de description matérielle.
Une fois celle-ci effectuée, la phase de configuration logicielle est prise en charge par le
processeur de contrôle qui va configurer les registres des éléments matériels de la NI. Il
s’agit principalement de la configuration des registres des ICC et OCC et de les valider
afin de pouvoir lancer les simulations.
Concernant le code SystemC, les paramètres de configuration des registres des ICC
et des OCC sont spécifiés dans des fichiers de configuration. Ces fichiers de configuration
sont lus et interprétés afin de les mettre en forme. Cette mise en forme est nécessaire afin
de respecter le format des trames de configuration que le CPU va envoyer au travers du
réseau. Un exemple de fichier de configuration est présenté sur la figure 3.15.
// the config file is composed as follows, for each configuration :
// first line : icc configuration  tot_credit/size_credit/tgtid/prio/maskIT
// second line : lgth_path/path 1/path 2/...
// third line : occ configuration tot_data/size_packet/tgtid/prio/cmd/configid/maskIT/sel_credit
//
// fourth line : lgth_path/path 1/path 2/...
48 8 1 1 0
2 SOUTH NORTH
720 8 1 1 INIT_WRITE 0 0 1
1
2 WEST EAST
Fig. 3.15 – Fichier de configuration
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Par conséquent, lorsque le CPU a connaissance de l’ensemble des configurations de
chaque unité de traitement connectée et utilisée dans le réseau, celui-ci envoie les données
de configuration par le biais de commandes de configuration. Ces commandes doivent
renseigner le numéro d’identification de la ressource ainsi que l’adresse des registres dans
la NI. Il faut noter que le numéro d’identification de la ressource est associé à un fichier
mentionnant le chemin d’accès des ressources dans la matrice par le CPU.
La figure 3.16 montre les commandes de chargement et validation des configurations des
registres ICC et OCC d’unité de traitement. Ces commandes représentent successivement
les étapes 1 à 5 du flot de configuration des interfaces réseau présenté précédemment sur
la figure 3.11.
Les champs Adr_ICC et Adr_OCC renseignent les adresses des registres des ICC et
des OCC dans la NI. Par conséquent, chacun des éléments matériels composant la NI
sont donc accessibles par l’espace d’adressage. Celui-ci est présenté dans le tableau 3.17.
Ainsi, les adresses allant de 0 à 128 sont réservées pour la configuration de la NI. Les
adresses supérieures allant jusqu’à 256 sont laissées disponibles pour la configuration du
bloc fonctionnel de traitement. En effet, certaines unités de traitement ont besoin de
paramètres de configuration afin d’ajuster les traitements au contexte des données de
l’application. Nous verrons dans le chapitre 5, lors de nos implantations matérielles, que
ces espaces d’adressage seront utilisés pour configurer notre bloc fonctionnel générique.
En ce qui concerne notre exemple, les besoins de notre application ne requièrent qu’une
seule configuration valide par ICC et par OCC. Par conséquent, les adresses passées en
argument des fonctions de configuration utilisées par le CPU dans les phases 1 et 2 seront
de l’adresse 16 pour Adr_ICC et l’adresse 64 pour Adr_OCC.
// Configuration des registres des ICC et OCC
write_config_icc(0,adr_ressource,Adr_ICC,&send_config_tb[i_TB]);
write_config(0,adr_ressource,Adr_OCC,&send_config_tb[i_TB]);
// Spécification du nombre de boucles sur les configurations de l’ICC
write_loop_icc(0, adr_ressource,8, Nb_loop_ICC);
// Validation des configurations des OCC et ICC
write_valid(0, adr_ressource , Valid_OCC );
write_go(0, adr_ressource, Valid_ICC);
Fig. 3.16 – Commande de configuration et de validation des registres des ICC et OCC
d’une unité de traitement par le CPU de contrôle
Nous l’avons vu précédemment, il est possible de choisir l’ordre de séquencement des
configurations dans le registre ICC de la NI. En fonction des besoins de l’application, si
l’on souhaite spécifier le nombre de boucles à effectuer sur les configurations validées des
ICC, le registre du CFM gérant l’ICC1, par exemple, sera accessible à l’adresse 8. Si aucune
écriture n’est fait à cette adresse, par défaut, le nombre de boucles est fixé à 1.
Enfin, le lancement des simulations ne s’effectue que lorsque les configurations des ICC
et des OCC ont été validées. Cette validation est représentée par les phases 4 et 5 du flot
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Adresse Map d'une unite FAUST
Address TgtID CfgID Block Content Comment
0 Not Used
1 ITM ITM_Header
2 ITM ITM Config Prio et SRC_ID
3 CFM Go_CPU ICC start
4 CFM CF_Valid For OCC & CORE
6-7 Not Used
8 CFM NB boucle ICC1
9 CFM NB boucle ICC2
10 CFM NB boucle ICC3 reserved
11 CFM NB boucle ICC4 reserved
12-15 Not Used
16-17 1 Fifo1 ICC1 Header / Config1
18-19 1 Fifo1 ICC1 Header / Config2
20-21 1 Fifo1 ICC1 Header / Config3
22-23 1 Fifo1 ICC1 Header / Config4
24-25 2 Fifo2 ICC2 Header / Config1
26-27 2 Fifo2 ICC2 Header / Config2
28-29 2 Fifo2 ICC2 Header / Config3
30-31 2 Fifo2 ICC2 Header / Config4
32-33 3 Fifo3 ICC3 Header / Config1
34-35 3 Fifo3 ICC3 Header / Config2
36-37 3 Fifo3 ICC3 Header / Config3
38-39 3 Fifo3 ICC3 Header / Config4
40-41 4 Fifo4 ICC4 Header / Config1
42-43 4 Fifo4 ICC4 Header / Config2
44-45 4 Fifo4 ICC4 Header / Config3
46-47 4 Fifo4 ICC4 Header / Config4
48-63 Not used
64-65-66 1 Fifo1 OCC1 Header / Config1 / N boucle
67-68-69 2 Fifo1 OCC1 Header / Config2 / N boucle
70-71-72 3 Fifo1 OCC1 Header / Config3 / N boucle
73-74-75 4 Fifo1 OCC1 Header / Config4 / N boucle
76-77-78 1 Fifo2 OCC2 Header / Config1 / N boucle
79-80-81 2 Fifo2 OCC2 Header / Config2 / N boucle
82-83-84 3 Fifo2 OCC2 Header / Config3 / N boucle
85-86-87 4 Fifo2 OCC2 Header / Config4 / N boucle
88-89-90 1 Fifo3 OCC3 Header / Config1 / N boucle
91-92-93 2 Fifo3 OCC3 Header / Config2 / N boucle
94-95-96 3 Fifo3 OCC3 Header / Config3 / N boucle
97-98-99 4 Fifo3 OCC3 Header / Config4 / N boucle
100-101-102 1 Fifo4 OCC4 Header / Config1 / N boucle
103-104-105 2 Fifo4 OCC4 Header / Config2 / N boucle
106-107-108 3 Fifo4 OCC4 Header / Config3 / N boucle
109-110-111 4 Fifo4 OCC4 Header / Config4 / N boucle
112-127 Not Used
128 1 CORE N mots
129
128 + N 2 CORE N mots
129 + N
…
128 + 2N
255
IC
C
C
om
m
on
O
C
C
C
O
R
E
Fig. 3.17 – Espace d’adressage du NI
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de configuration des interfaces réseau géré par le CPU. Cette validation de configuration
est réalisée par un masquage de bit au sein du CFM. Rappelons que le CFM gère les
chargements des configurations.
De ce fait, la validation des configurations des OCC se fera au moyen de la commande
write_valid qui accédera au CFM par l’adresse 4. Et la validation des configurations des
ICC s’effectuera à l’aide de la commande write_go qui accédera au CFM par l’adresse 3.
Le mot de masquage de bit permettant de sélectionner les configurations à valider pour
les ICC et les OCC sera calculé au moyen des tableaux 3.5 et 3.6.
FIFO 2 FIFO 1
config 2 config 1 config 2 config 1 validation
0 0 0 1 config 1 sur FIFO 1
0 0 1 1 config 1 et 2 sur FIFO 1
0 1 0 1 config 1 sur FIFO 1 et 2
1 1 1 1 config 1 et 2 sur FIFO 1 et 2
Tab. 3.5 – Registre de validation des configurations des OCC pour une interface réseau
du CFM
FIFO 2 FIFO 1
config 2 config 1 config 2 config 1 validation
0 0 0 1 config 1 sur FIFO 1
0 0 1 1 config 1 et 2 sur FIFO 1
0 1 0 1 config 1 sur FIFO 1 et 2
1 1 1 1 config 1 et 2 sur FIFO 1 et 2
Tab. 3.6 – Registre de validation des configurations des ICC pour une interface réseau du
CFM
A titre d’exemple, si l’on souhaite valider la configuration 1 de l’ICC1 et de l’ICC2, la
valeur décimale correspondant au masquage de configuration sera 5 (0101 en binaire).
Nous avons donc présenté dans cette section les différentes phases qui composent le
dimensionnement matériel et la configuration logicielle.
3.5 Conclusion
Nous avons vu dans ce chapitre les caractéristiques du réseau FAUST. Ce réseau est
à gestion de flux de données de type “Wormhole” avec une seule qualité de service en
meilleur effort. Rappelons que cette qualité de service n’offre aucune garantie sur le respect
des contraintes temps réel imposées par l’application, mais offre par contre une meilleure
exploitation des capacités des liens du réseau. Cette QoS offre la possibilité d’exploiter du
mieux possible la bande passante théorique des liens.
Par conséquent, il est nécessaire de réaliser des simulations du NoC avec son applica-
tion associée afin de dimensionner et paramétrer celui-ci afin de respecter les contraintes
de l’application. Ainsi, pour pouvoir réaliser ces simulations à haut niveau, nous avons
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présenté le modèle SystemC TLM du NoC FAUST. Ce modèle propose un flot de concep-
tion pour ces simulations qui est l’image de celui qui serait à adopter lors d’implantations
physiques. Plusieurs paramètres entrent en ligne de compte dans la configuration et l’ini-
tialisation des différents registres des NI. Ces simulations haut niveau ont pour but de
guider le concepteur dans ses choix architecturaux (topologie, nombre de routeurs, map-
ping, tailles mémoires, profondeur de FIFO, . . .) et ces choix de configuration logicielle
(chemin de routage, taille des paquets, . . .). La multitude de choix parmi ces paramètres
montre l’intérêt de posséder un outil d’aide à la conception de haut niveau.
Le flot de conception employé dans le modèle SystemC de FAUST possède des incon-
vénients. La modification des différents paramètres ayant un impact direct sur les per-
formances globales du réseau étant nécessaire dans la phase d’exploration des solutions
architecturales, il faut donc avoir un flot le plus souple possible. Or ce n’est pas le cas dans
celui présenté dans ce chapitre. En effet, la modification de la topologie du réseau ainsi que
les contraintes de placement des unités de traitement sur le réseau n’est pas automatisé.
De plus, les simulations du réseau nécessitent un ajustement de ces critères à plusieurs
reprises dans l’objectif de remplir le cahier des charges fixé par l’application.
C’est pour ces raisons que nous allons voir dans le chapitre suivant le flot de conception
que nous avons mis en œuvre afin de proposer un outil de conception de ce NoC complè-
tement automatique. Le flot de conception présenté dans le chapitre suivant montre les
contributions des travaux qui ont été réalisées durant cette thèse.

Chapitre 4
Méthodologie de conception mise en
œuvre pour la simulation de NoC
Sommaire
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2 Présentation du flot de conception mis en œuvre . . . . . . . 86
4.3 La Phase d’Adéquation Algorithme Architecture (AAA) . . 87
4.3.1 Modélisation des graphes d’application et d’architecture . . . . . 89
4.3.2 La phase AAA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.4 Génération du modèle SystemC du NoC . . . . . . . . . . . . 93
4.4.1 Formalisme des fichiers d’entrée . . . . . . . . . . . . . . . . . . . 95
4.4.2 Flot en mode automatique . . . . . . . . . . . . . . . . . . . . . . 98
4.4.3 Flot en mode semi-automatique . . . . . . . . . . . . . . . . . . . 99
4.5 Environnement de simulation . . . . . . . . . . . . . . . . . . . 100
4.5.1 Validation par simulation . . . . . . . . . . . . . . . . . . . . . . 100
4.5.2 Validation par Emulation . . . . . . . . . . . . . . . . . . . . . . 103
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
L’objectif de ce chapitre est de décrire le flot de conception que nous avons mis en
œuvre dans notre outil d’aide à la conception de NoC. Cet outil a été développé autour
du NoC FAUST mais il est également envisagé de donner la possibilité à d’autres NoC de
pouvoir s’interfacer à l’outil. Celui-ci permet de réaliser des simulations d’une application
en générant une architecture matérielle en SystemC TLM du NoC pour une application
donnée.
L’outil proposé permet deux modes de fonctionnement, l’un complètement automa-
tique, l’autre semi-automatique. Dans le mode automatique, l’application et l’architecture
sont décrites sous forme de graphe pour lequel on réalise une AAA. A l’issue de cette
phase, des contraintes d’architecture et de placement des éléments fonctionnels du graphe
d’application sont renseignées dans des fichiers qui sont ensuite pris en compte dans la
génération du flot de simulation sur le NoC. Cette deuxième phase du flot de conception
prend différents paramètres permettant d’optimiser les performances du réseau sous forme
de fichiers. Ces paramètres pourront être ajustés manuellement par la suite pour pouvoir
réaliser des optimisations de performance sur l’application.
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Le mode semi-automatique permet au concepteur de spécifier manuellement les con-
traintes architecturales voulues ainsi que les contraintes de l’application et son placement
associé sur la topologie du NoC. Nous le verrons dans ce chapitre, cette phase s’est avérée
intéressante dans le cadre de nos contributions dans le projet Européen 4MORE, où les
simulations portaient sur des aspects mono et multi-composants avec des contraintes de
placement, cas où l’AAA est difficile de mise en œuvre notamment en ce qui concerne les
restrictions d’entrée/sortie et les chemins de routage entre les différents composants qui
caractérisent l’architecture matérielle visée.
4.1 Introduction
Nous l’avons vu dans le chapitre 1, les NoC offrent de belles perspectives pour pallier
aux limites des solutions de communications à base de bus dans les SoC actuels. Or ces
paramètres sont nombreux et impliquent une difficulté de mise en œuvre accrue compara-
tivement aux bus. L’espace des solutions architecturales devient important et il en est de
même concernant la configuration des paramètres logiciels du réseau (chemins de routage,
taille des paquets, . . .).
Compte tenu de cette complexité de mise en œuvre, il est donc nécessaire d’avoir
un outil d’aide à la conception pour les NoC. Cet outil peut être automatique ou semi-
automatique afin de permettre au concepteur d’avoir la possibilité de forcer des contraintes
dans le flot de conception.
De plus, cet outil permet de réaliser des simulations à haut niveau en SystemC TLM
afin d’évaluer les performances de l’application placée/routée sur la matrice du NoC.
Lorsque ces résultats de simulations garantissent le respect des contraintes de l’application,
la phase d’implantation matérielle peut être réalisée. Certains flots de conception comme
celui de Ætheral [36] ou encore celui de Arteris [84], génèrent le code VHDL associé afin de
pouvoir réaliser directement l’implantation matérielle lorsque les résultats de simulation
le permettent.
Or l’implantation matérielle des NoC est plus complexe de réalisation car il faut respec-
ter les contraintes de topologie de la structure du réseau en fonction des contraintes tempo-
relles (fréquence de fonctionnement du réseau). De plus, les blocs fonctionnels connectés au
réseau ont des coûts en surface différents les uns des autres souvent liés à leur complexité
algorithmique. Un bloc FFT par exemple, n’a pas le même coût en surface de silicium
qu’un bloc de CBS. Cette contrainte de surface induite par les blocs fonctionnels rajoute
un critère de contrainte plus ou moins fort dans les phases de synthèse et de placement
routage qui caractérise une implantation matérielle sur FPGA par exemple. Les implan-
tations matérielles sont souvent coûteuses en temps compte tenu de la spécificité de la
cible architecturale voulue (ASIC ou FPGA). Mais dans le cas des NoC, cette étape peut
s’avérer être encore plus longue du fait des contraintes de respect de la régularité de la
topologie du NoC et de la distribution des horloges aux différents blocs fonctionnels.
On trouve dans la littérature plusieurs articles abordant ce problème d’implantation
[28, 60, 85, 40, 27, 86, 87] où justement le placement des blocs fonctionnels sur la topologie
du NoC devient un problème critique à part entière. Parmi les solutions les plus couram-
ment rencontrées, une consiste à empêcher la connexion de bloc fonctionnel aux routeurs
avoisinant un bloc fonctionnel à fort besoin en surface de silicium. La figure 4.1 montre
une possibilité d’implantation d’un gros bloc fonctionnel tout en conservant la régularité
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de la topologie du NoC. La ressource 14 a un coût en surface important comparativement
aux autres (Figure 4.1 (a)). Ainsi, les liens vers les ressources 8, 9 et 13 sont détruits afin
de pouvoir placer l’unité 14 sans avoir une irrégularité de topologie. Bien entendu, il s’agit
ici d’un exemple, les ressources supprimées devront être reconnectées au réseau si elles font
partie intégrante de l’application. Dans ce cas, il faudra accroître la matrice de routeurs
du NoC.
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R R R
11 12 13
1 2 3
R R
4 5
9
R R
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6 7
R R R
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R R R
11 12
1 2 3
R R
4 5
R R14
R R
15
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(a)
(b)
Fig. 4.1 – Solution de placement des blocs fonctionnels pour implantation matérielle : (a)
topologie déformée , (b) topologie régulière avec 3 routeurs non disponibles pour connecter
un bloc fonctionnel
Notre flot offre la possibilité de réaliser des implantations matérielles lorsque la phase
de validation des performances de l’application par simulation est terminée. Pour l’ins-
tant, la génération du code n’est pas réalisée de manière automatique. Cette génération
est actuellement effectuée manuellement pour une matrice de routeurs de faible dimension
en vue d’être implantée sur FPGA. Nous le verrons dans le chapitre 5, nous avons mis
en place une solution architecturale de modélisation des blocs fonctionnels permettant de
s’affranchir du problème de surface de silicium requise mais aussi de la disponibilité ou
non du bloc algorithmique en VHDL. De plus, l’intégration des véritables blocs fonction-
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nels implique une simulation fonctionnelle en VHDL afin de valider les algorithmes avant
implantation.
Nous envisageons d’utiliser un formalisme de description en langage XML pour générer
automatiquement la topologie réseau en sources VHDL associées à la solution architectu-
rale de modélisation des blocs de traitement que nous proposons. Ces blocs fonctionnels
sont entièrement génériques et paramétrables logiciellement par le biais de commandes
envoyées par le processeur de contrôle. Cette partie implantation sera détaillée plus am-
plement dans le chapitre 5.
Nous allons donc voir dans un premier temps le flot complet de conception que nous
avons mis en œuvre. Ensuite, nous verrons quels critères et quelle méthode nous avons
mis en place dans la phase AAA. Puis nous verrons la phase de génération du NoC en
SystemC avec les paramètres d’entrée qui peuvent être issus de la phase AAA ou bien
spécifiés manuellement par l’utilisateur. Pour finir, nous verrons de quelle manière nous
exploitons les données issues des simulations afin de valider ou non les contraintes de
l’application.
4.2 Présentation du flot de conception mis en œuvre
Comme nous l’avons vu dans le chapitre précédent (chapitre 3), le flot de conception mis en
place dans les sources SystemC du NoC FAUST possède des limites en terme de souplesse
de mise en œuvre (modification de la topologie du réseau, modifications des contraintes
de placement des unités de traitement sur le réseau non automatisées).
Nous allons donc présenter dans cette section les contributions apportées durant ces
travaux de thèse afin d’améliorer ce flot de conception et d’offrir la possibilité de réaliser
une AAA à plus haut niveau d’abstraction en décrivant l’application et l’architecture sous
forme de graphe.
L’outil développé offre la possibilité de spécifier l’application et l’architecture sous
forme de graphe afin de trouver une solution d’adéquation de l’algorithme avec notre
architecture NoC. Cette partie de notre flot parcourt l’espace des solutions du graphe au
moyen d’un algorithme glouton que nous détaillerons dans la section 4.3. Cet algorithme
est spécialisé à notre outil de conception de NoC dans le sens où plusieurs critères sont
à prendre en compte conjointement pour le NoC. A l’issue de cette phase d’AAA, nous
obtenons des critères de contrainte sur l’architecture (Taille des FIFO des NI, nombre de
FIFO, topologie du NoC et contrainte de placement des UT de l’application sur la matrice)
mais également des contraintes pour l’application (chemin de routage, quantité de données
et de crédits en entrée et en sortie de chaque UT, commande de validation des UT pour
le CPU).
Ces deux contraintes sont prises en considération dans la phase de génération du NoC.
En effet, la modélisation en SystemC du NoC requiert plusieurs paramètres pour construire
le réseau et valider l’application sur celui-ci. Nous le verrons dans la section 4.4, nous
avons mis en place un élément de routage automatique de la matrice du NoC qui permet
de réaliser des simulations dans un contexte mono-composant mais également dans un
contexte multi-composants.
Ce critère multi-composant n’étant pour l’instant pas géré par la phase AAA, nous
avons mis en place dans cet outil la possibilité de spécifier manuellement les contraintes
de l’application sur l’architecture. Ainsi, dans notre flot, il est donné la possibilité à l’uti-
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lisateur de renseigner toutes ses contraintes architecturales et applicatives dans un fichier
Excel pour lequel une macro sera exécutée afin de générer automatiquement les fichiers de
contraintes. Nous verrons plus en détail cette étape dans la section 4.4.3. Enfin, lorsque
les simulations sont terminées, l’outil fournit deux informations de performance :
• des fichiers de performance des routeurs renseignant les variations de bande
passante sur chaque lien du routeur et ce pour la durée de la simulation
• des fichiers de performance pour chaque UT renseignant les latences des
données en entrée et en sortie ainsi que le temps de traitement des données
Ces données de simulation renseignent sur le respect ou non des contraintes temps réel
de l’application. Mais elles donnent également une indication sur les critères matériel et/ou
logiciel qui peuvent être modifiés afin de pouvoir respecter les contraintes de l’application.
Enfin, nous prévoyons d’utiliser le formalisme de description XML afin de générer auto-
matiquement les codes VHDL pour réaliser une implantation sur FPGA. Nous présentons
dans le chapitre 5 des résultats d’implantation sur plate-forme à base de FPGA Xilinx
Virtex4 pour lesquels les fichiers de description des ressources matérielle ont été spécifiés
manuellement.
L’ensemble des différents éléments de notre flot de conception mis en place dans notre
outil d’aide à la conception de NoC est présenté sur la figure 4.2.
Nous allons donc voir dans les sections suivantes chacun des différents éléments prin-
cipaux que nous avons mis en place dans notre flot.
4.3 La Phase d’Adéquation Algorithme Architecture (AAA)
Nous l’avons vu précédemment, la phase AAA consiste à réaliser l’adéquation de l’algo-
rithme spécifié par l’utilisateur sur une architecture ayant comme média de communication
un NoC. Cette phase nécessite donc une description de l’application et de l’architecture
sous forme de graphe. Ensuite, l’AAA s’effectue au moyen d’une méthode heuristique d’op-
timisation basée sur un algorithme glouton. Cette branche de notre flot de conception re-
présente la partie dite “automatique” qui permet de générer automatiquement les différents
fichiers de description des ressources matérielle de l’architecture (topologie, contraintes de
placement) mais également les fichiers de configuration logicielle des éléments encapsulant
les unités de traitement placées sur l’architecture (configuration des NI).
L’espace des solutions possibles nécessitent l’exploration d’un grand nombre de cas, or
le choix d’une exploration au niveau algorithme n’est pas envisageable. En effet, une explo-
ration au niveau algorithmique dans le cas d’un NoC nécessiterait un temps d’exploration
trop long du fait des nombreux critères à prendre en compte engendrant de nombreuses
combinaisons possibles. C’est pour cette raison que nous avons choisi d’utiliser une mé-
thode basée sur une heuristique. On réduit la complexité moyenne en examinant d’abord
les cas qui ont le plus de chance d’être une solution.
Nous allons donc voir dans un premier temps dans cette section le formalisme de des-
cription des graphes d’application et d’architecture. Ensuite, nous verrons la formulation
du problème qui nous a permis de mettre en œuvre l’heuristique de l’algorithme des par-
cours de graphe pour l’AAA.
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Fig. 4.2 – Flot de conception
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4.3.1 Modélisation des graphes d’application et d’architecture
La modélisation sous forme de graphe de l’application et de l’architecture a pour objectif
de décrire brièvement les contraintes de l’application ainsi que celles de l’architecture afin
de donner des informations à l’algorithme d’optimisation de graphe utilisé pour l’AAA. En
effet, une AAA sur NoC doit prendre en considération différents paramètres au niveau de
l’application et de l’architecture pour que l’optimisation de l’application sur l’architecture
soit optimale compte tenu de la spécificité de l’architecture de communication.
4.3.1.1 Le graphe d’application
Le graphe d’application permet au concepteur de renseigner les caractéristiques de l’appli-
cation. Ces paramètres indiquent la notion de dépendance de données entre chaque cœur
du graphe d’application. Le NoC FAUST étant en QoS BE, il est nécessaire d’avoir une
information de contrainte de bande passante et de quantité de données. En effet, la QoS
de type BE ne garantissant pas de bande passante entre blocs fonctionnels dépendants
de données, il est nécessaire de connaître les contraintes de bande passante entre chaque
cœur de l’application. Cette bande passante est calculée par rapport au montant de don-
nées à transférer en fonction des contraintes temporelles de l’application. Par conséquent
les indications de bande passante sont des valeurs minimales permettant de garantir les
contraintes temps réel de l’application, ceci sans la notion de latence qui va nécessairement
être introduite par le réseau lui-même.
La figure 4.3 montre un exemple de graphe d’application.
C1
C2
C3
C4
b12    v12
b23    v23
b34    v34
b13    v13
Fig. 4.3 – Exemple d’un graphe d’application (APG)
Les arcs de pondération entre chaque cœur du graphe renseignent les besoins en bande
passante ainsi que le volume des communications entre les deux vertex. Cette pondération
de besoin en bande passante est calculée par rapport aux contraintes temps réel de l’ap-
plication. On peut donc définir le graphe d’application de la manière suivante :
Définition : Un graphe d’application (APG) est défini tel que APG = G(C,A) est un
graphe maître où chaque vertex ci représente un bloc fonctionnel sélectionné, et chaque
arc directionnel ai,j représente une communication du vertex ci au vertex cj . L’arc ai,j est
caractérisé par deux quantités :
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– v(ai,j) : arc de volume du vertex ci au cj , qui représente le volume de la communi-
cation(bits) de ci à cj .
– b(ai,j) : arc de bande passante requise du vertex ci au cj , qui représente la bande
passante minimale nécessaire(bits/sec.) entre ci et cj qui doit être réservée lors de
la communication dans le réseau.
Le paramètre v(ai,j) n’est pas utilisé dans l’AAA en elle-même, mais il est pris en
compte à la fin de celle-ci lorsque l’on souhaite générer les fichiers de configuration. En effet,
les fichiers de configuration de l’application (configuration des NI notamment) nécessitent
les informations de montant total de données et de crédits pour les récepteurs et émetteurs
respectivement.
Dans l’optique de générer les fichiers de configuration pour paramétrer le modèle Sys-
temC du NoC après adéquation, les vertex ci possèdent les informations du modèle équi-
valent simplifié des UT défini et présenté précédemment (cf. chapitre 2 section 2.2.2).
4.3.1.2 Le graphe d’architecture
Le graphe d’architecture permet au concepteur de renseigner les caractéristiques de l’ar-
chitecture du NoC. Il a pour objectif de modéliser la topologie du réseau en apportant
une notion de dépendance physique entre les routeurs (ri). Celle-ci est modélisée par les
liens (pi,j) entre routeurs pour lesquels est spécifié une bande passante théorique maximale
directement liée à la fréquence de fonctionnement du NoC. Ainsi, le graphe d’architecture
peut être défini de la manière suivante :
Définition : Un graphe d’architecture (ARG) ARG = G(R,P) est un graphe maître
ou chaque vertex ri représente un routeur de l’architecture, et chaque arc directionnel pi,j
représente le chemin de routage entre deux routeurs ri et rj . L’arc directionnel pi,j est
caractérisé par deux quantités :
– L(pi,j) : arc de chemin du routeur ri au rj , qui représente les différents liens consti-
tuant le chemin le plus court pour aller de ri à rj
– B(pi,j) : arc de bande passante disponible du routeur ri vers rj , qui représente la
bande passante disponible entre ri et rj
Un exemple de modélisation simple d’une topologie réseau sous forme d’ARG est pré-
senté sur la figure 4.4.
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Fig. 4.4 – Exemple d’un graphe d’architecture (ARG)
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Cette modélisation permet, lorsque l’adéquation est effectuée, de connaître les chemins
des données et des crédits entre chaque UT dépendante de données placées sur un routeur.
En effet, l’arc L(pi,j) représente l’un des chemins les plus courts (dans les cas où il y en a
plusieurs) entre deux routeurs, minimisant théoriquement la latence des communications.
Après avoir défini les modèles de représentation des graphes d’architecture et d’appli-
cation, nous allons voir comment ceux-ci sont intégrés dans la phase AAA.
4.3.2 La phase AAA
La phase AAA consiste à placer l’application spécifiée sous forme de graphe sur l’archi-
tecture également décrite sous forme de graphe tout en considérant les contraintes de
placement induite par le média de communication qui est le NoC.
4.3.2.1 Les contraintes de placement des UT sur un NoC
Le principe de l’adéquation de l’application sur une structure de type NoC consiste à placer
chacun des vertex du graphe d’application sur un seul et unique routeur de la structure du
réseau tout en respectant les contraintes de performances de l’application. La figure 4.5
illustre un exemple d’adéquation.
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Graphe des tâches et 
communications
?
Fig. 4.5 – Exemple de mapping et routage d’un graphe d’application de taches
Ainsi, la technique la plus intuitive et la plus rapide consisterait à placer les IP de
façon à ce que les chemins des communications qu’ils ont entre eux soient les plus courts
possibles. Cette approche est envisageable lorsque l’on a un NoC en QoS de type GT où un
ordonnancement des communications est effectué au préalable permettant de réserver des
slots de temps pour chacune des communications. Cet ordonnancement est mentionné au
sein des routeurs ou NI au moyen de tables d’allocation. Cette approche est celle employée
dans le NoC Ætheral avec la technique UMARS [61, 63, 62, 31].
Celle-ci met en œuvre un placement et un routage en prenant en compte le respect
des bandes passantes entre les ressources. Cette technique dite TDMA, apporte une QoS
permettant de garantir des communications avec des performances maintenues sans perte
de données, avec une bande passante minimum et une latence maximum. Ainsi, le NoC
et les blocs IP peuvent être découplés ce qui signifie que le comportement d’une IP lors
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de communications ne peut pas influer celui des autres IP présentes sur le même NoC.
Les blocs IP peuvent être modélisés et validés indépendamment les uns des autres. En
contrepartie, l’utilisation des liens de communication au sein du réseau n’est pas optimale
et la complexité de l’interface réseau des UT ainsi que celle des routeurs se voit augmentée.
Or, dans le cas d’une QoS de type BE (cas du NoC FAUST utilisé), aucun ordonnan-
cement des communications n’est effectué ce qui a pour effet de ne pouvoir garantir des
contraintes de bande passante pour l’ensemble des communications du réseau. Ainsi, la
technique consistant à placer les IP en ayant les chemins de communication les plus courts
possibles n’est pas suffisante. En effet, les chemins de communication peuvent emprunter
des liens communs engendrant des contraintes de bande passante plus fortes pour chaque
lien physique. Par conséquent, les risques de violation de bande passante théorique pour
chaque lien sont accrus.
Dans [33, 34], le placement des UT et le routage des communications sont réalisés
conjointement afin d’avoir les chemins de communication les plus courts possibles tout en
tenant compte au fur et à mesure du placement de la bande passante requise sur les liens
par rapport à sa bande passante théorique. Si le routage final requiert une bande passante
plus grande que celle disponible sur un lien, alors le placement et le routage sont réitérés
afin de trouver une solution remplissant les conditions. De plus, cette technique prend
également une contrainte de coût en énergie visant à minimiser le coût en consommation
des communications à travers le réseau. Ce coût étant estimé par le volume de bits transmis
et leur coût de passage dans un lien et dans un routeur. Une notion d’ordonnancement des
tâches a été introduite dans [35].
Une amélioration a été apportée à la méthode UMARS en introduisant la technique
NMAP présentée dans [42, 67, 37, 38]. Cette technique offre la possibilité de permettre à
une ressource d’émettre ses données et/ou crédits en multi-trajets vers une autre ressource.
La méthode de routage employée avant l’introduction de cette technique était de type
XY. Ce routage peut avoir ses limites dans certains cas. Cette technique permet donc
une meilleure utilisation des liens de communication. Mais en contrepartie, elle rend plus
comlexe l’architecture des routeurs et des NI.
Dans ce contexte, et compte tenu des contraintes du NoC employé, notre approche est
basée sur les travaux [33, 34]. Elle consiste à placer les tâches du graphe d’application sur
les routeurs du réseau de façon à ce que les chemins de communication soient les plus courts
tout en tenant compte du respect de la limite de bande passante théorique imposée par les
liens entre routeurs. Cette bande passante est fonction de la fréquence de fonctionnement
du réseau. Nous allons voir dans la section suivante la formulation du problème de notre
méthode AAA.
4.3.2.2 Formulation du problème
La méthode AAA mise en place ici est basée sur une heuristique (technique consistant à
apprendre petit à petit, en tenant compte de ce que l’on a fait précédemment pour tendre
vers la solution d’un problème sans garantie d’arriver à une solution quelconque en un
temps fini) pour les raisons énoncées précédemment.
Nous avons mis en place une méthode qui va placer les vertex du graphe d’application
sur les vertex du graphe d’architecture en ayant pour condition de minimiser les chemins
de communication tout en veillant à ne pas violer la limite de bande passante maximale
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théorique de chaque lien du NoC. Cette limite de bande passante maximale est directement
liée à la fréquence de fonctionnement du NoC (mentionné dans le graphe d’architecture).
Ainsi, la formulation du problème de l’AAA prise en charge par l’heuristique que nous
avons mis en œuvre dans notre flot de conception peut être énoncée de la manière suivante :
Taille(APG) ≤ Taille(ARG) (4.1)
La fonction de placement map() des UT (APG) sur l’architecture (ARG) est donc définie
selon les critères suivants :
∀ci ∈ C, map(ci) ∈ R (4.2)
∀ci 6= cj ∈ C, map(ci) 6= map(cj) (4.3)
B(lk) ≥
∑
∀ai,j
b(ai,j)× f(lk, p(map(ci),map(cj))) (4.4)
Où B(lk) est la bande passante maximale sur un lien lk tel que :
f(lk, pm,n) = { 0 : lk /∈ L(pm,n)1 : lk ∈ L(pm,n) (4.5)
La condition 4.1 permet de vérifier si le nombre de routeurs disponibles sur l’architec-
ture est supérieur ou égal au nombre de blocs fonctionnels du graphe d’architecture avant
de lancer l’AAA. Cette condition est importante car notre graphe d’application permet
au concepteur de spécifier si des routeurs sont réservés (cas du processeur de contrôle du
NoC) et par conséquent indisponibles pour la connection d’un bloc fonctionnel.
Les conditions (4.2) et (4.3) définissent la fonction de placement pour laquelle un
routeur ne peut recevoir qu’un seul et unique bloc fonctionnel sur son 5e port.
La condition (4.4), permet de remplir la condition énoncée précédemment qui consiste
à vérifier si la charge de chaque lien dans l’architecture cible n’est pas supérieure à la
bande passante théorique disponible. Cette vérification est effectuée à chaque fois que l’on
cherche à placer une nouvelle tâche de l’APG.
Pour finir, la fonction définie dans (4.5) renvoie une valeur vraie ou fausse selon que le
(ou les) chemin de communication entre les routeurs ci et cj contient ou non le lien lk.
De cette manière, nous avons décrit la façon dont notre méthode AAA va placer les UT
sur notre architecture avec les contraintes imposées par celle-ci (QoS de type BE). Nous
allons donc voir dans la section suivante de quelle manière les résultats de cet adéqua-
tion sont interprétés pour générer le modèle SystemC du NoC. Ces paramètres d’entrée
de la modélisation SystemC du NoC sont également ceux générés par la branche dite
“semi-automatique” de notre flot. Dans ce mode “semi-automatique” les contraintes de
l’application sur l’architecture sont spécifiées directement dans des feuilles d’un classeur
Excel dont les informations qu’elles contiennent sont extraites par une macro qui génère
l’ensemble des fichiers nécessaires à la génération du modèle SystemC du NoC.
4.4 Génération du modèle SystemC du NoC
Nous allons aborder dans cette section les modifications apportées au flot de conception
dans la génération du modèle SystemC. Cette contribution a permis d’apporter une plus
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grande souplesse et une plus grande flexibilité dans la création du modèle ainsi que pour
les phases d’optimisation des performances. Les différents paramètres étaient auparavant
renseignés manuellement directement dans le code source du NoC FAUST fournit par
le CEA LETI. Cette méthode s’est avérée peu adaptée et source d’erreurs lors d’ajuste-
ments de paramètres pour l’optimisation de l’architecture et l’application dans l’objectif
de respecter les contraintes temps réel de l’application.
Nous avons mis en place un formalisme de fichiers permettant de fixer les contraintes
de dimensionnement de l’architecture mais également les contraintes de configuration logi-
cielle. Ce formalisme permet au concepteur de modifier l’architecture et les contraintes de
placement sans avoir à recompiler l’ensemble des sources comme c’était le cas auparavant.
Ceci permet un gain de temps lors de la phase d’ajustement de l’AAA et de s’affranchir
d’erreurs de compilation.
Configuration des ICC et OCC
Validation de l’application
Structure des NI
topologie du NoC
Architecture Application
• Fichier de structure des 
NI :
Top.resimu01.str
Top.resimu02.str
Top.resimu03.str
…
• Fichier de structure du 
NoC :
noc_architecture.str
• Fichier de spécification 
des UT connectées aux 
routeurs :
application_description.str
• Fichier de configuration 
des ICC et OCC du NoC:
TOP.res_simu01_1.cfg
TOP.res_simu02_1.cfg
…
• Fichier de commande du 
ou des processeur(s) de 
contrôle :
CPU_command_1.cfg
CPU_command_2.cfg
…
Fig. 4.6 – Générations des fichiers de contraintes du modèle SystemC du NoC
Ce formalisme mis en place est le même pour les deux modes de fonctionnement de
notre flot offrant une portabilité suivant le cas dans lequel le concepteur se place : adé-
quation manuelle ou adéquation automatique. Par conséquent, les deux modes doivent
s’adapter aux contraintes imposées par le modèle SystemC en fournissant les mêmes fi-
chiers de contrainte. Notre flot AAA réalise donc une exploitation des résultats fournit
par l’heuristique de placement routage afin de les adapter au formalisme de fichier de
contraintes mis en œuvre.
Les différents formats de fichiers permettant de décrire les parties applicatives et ar-
chitecturales qui caractérisent le NoC sont mentionnés sur la figure 4.6.
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Par ce formalisme, l’utilisateur peut modifier à tout moment les paramètres caractéri-
sant l’architecture ou ceux de l’application ayant un impact sur les performances globales
de l’application. De ce fait, la topologie du réseau et les contraintes de placement des blocs
fonctionnels ou encore les caractéristiques matérielles de chaque NI peuvent être modifiées
séparément. Par la même occasion, les chemins de routage, la taille des paquets, les confi-
gurations d’ICC et d’OCC ainsi que les paramètres de modélisation des blocs fonctionnels
peuvent être également modifiés séparément pour la partie applicative. Nous allons dé-
crire brièvement ces différents fichiers de contraintes et les contributions que nous avons
apportées lors de ces travaux de thèse afin d’optimiser cette génération du modèle NoC.
4.4.1 Formalisme des fichiers d’entrée
4.4.1.1 Paramètres structurels des NI
Nous l’avons vu dans le chapitre précédent, les éléments mémoires (FIFO) des NI sont tous
paramétrables indépendamment les uns des autres. Il est possible de dimensionner les FIFO
entrantes et sortantes dans chaque NI (Top.resimu01.str, Top.resimu02.str, . . .). Nous le
verrons dans le chapitre 5 lors de la présentation des résultats d’expérimentation obtenus
durant ces travaux de thèse que ces paramètres ont un impact direct sur les performances
de l’application. Ils offrent notamment la possibilité de réduire la latence des données lors
des communications qui est un des défauts dans les NoC à QoS de type BE.
4.4.1.2 Paramètres de description de la topologie réseau
Les paramètres de description de la topologie réseau permettent au concepteur de décrire
de manière simple la topologie du réseau voulu. Dans le flot de conception d’origine, cette
description de l’architecture était réalisée directement dans le code source et ce de manière
non paramétrable.
Le NoC FAUST utilisé ici possède une topologie de type 2D torus qui est une dériva-
tion de la structure 2D mais avec un repliement des bords extérieurs entre eux. Ainsi, la
topologie est décrite sous une forme matricielle. Le routage employé dans ce NoC est un
routage par la source. Ce type de routage permet d’avoir des topologies irrégulières (sup-
pression des routeurs n’ayant pas de blocs fonctionnels connectés) contrairement au mode
XY qui lui impose une structure régulière au risque d’avoir des erreurs de routage. Durant
ces travaux de thèse, nous avons souhaité rester dans des cas de structures régulières car
le routage de ceux-ci est plus simple de réalisation et de mise en œuvre.
Nous avons mis en place un format de fichier de description de l’application permet-
tant à l’algorithme mis en œuvre de générer automatiquement la topologie souhaitée. Le
concepteur décrit la topologie du réseau souhaitée de manière simple et ces informations
sont exploitées par l’algorithme. La particularité de cette méthode réside dans la possibi-
lité de créer un NoC ayant une structure mono-composant ou multi-composants. En effet,
dans le chapitre 5, nous présentons des résultats d’expérimentation que nous avons obte-
nus dans le cadre de notre contribution au projet 4MORE nécessitant la simulation et le
test d’un contexte NoC multi-composants hétérogène. Un exemple de fichier de description
d’une topologie NoC est donné sur le figure 4.7.
La description de la topologie s’effectue de manière hiérarchique. Dans un premier
temps, le concepteur doit spécifier une matrice globale renseignant le nombre de routeurs
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à créer avec la dimension de la matrice. Puis dans un deuxième temps, le concepteur liste
les différents composants qui vont venir se placer sur la matrice globale de routeurs.
64 8 8
4
0 FAUST_1 3
1 FAUST_2 3
2 FPGA_1 6
3 FPGA_2 6
Fig. 4.7 – Exemple d’un fichier de description de topologie
Pour chacun de ces composants, un fichier est associé permettant de mentionner leur
position relative dans la matrice globale ainsi que les ports d’entrée/sortie qui vont subir
une exception dans le routage des routeurs entre eux. Ces paramètres vont permettre à
l’algorithme d’interconnecter les entrées/sorties des différents composants entre eux afin
de réaliser un NoC multi-composants. La figure 4.8 présente le concept de réalisation d’une
topologie mono et multi-composants.
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Fig. 4.8 – Structure de topologie en contexte mono-composant (a) et multi-composants (b)
Avec ces paramètres, l’algorithme réalise la création de la topologie en trois phases :
le routage interne des composants, ensuite le routage des bords extérieurs des composants
et enfin le routage des I/O entre les composants. Ces trois étapes prises en charge dans
l’algorithme que nous avons mis en œuvre sont illustrées sur la figure 4.9.
4.4.1.3 Paramètres de description des unités de traitement
Auparavant, les paramètres permettant de décrire les caractéristiques de chaque unité de
traitement étaient décrits directement dans le code SystemC. Nous avons donc mis en
place un fichier de description de l’application pour lequel nous renseignons les différents
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paramètres du schéma de modélisation simplifié des blocs fonctionnels décrit dans la sec-
tion 2.2.2.
Routage interne Routage externe Routage des I/O
R R R
R R R
R R R
R R R
R R R
R R R
R R R
R R R
R R R
R R R
R R R
R R R
Fig. 4.9 – Étapes de routage de la topologie du réseau
De plus, nous avons rajouté la notion de contrainte de placement des UT sur les rou-
teurs du composant auquel ils appartiennent. De cette manière, chaque UT qui constitue
l’application possède une description de son schéma de modélisation simplifié ainsi qu’une
contrainte de placement sur la matrice du NoC.
// **** IP description **** 
// 0 = Test bench
// 1 = RAM
// 2 = CPU
64 
2  res_simu00  0   1   10  CPU  0       
2  res_simu43  43   2   42  CPU  1       
1  res_simu08  8   1   9  ASIC_RAM_1_TX_RESOURCE_08  1   1   2 16   48   192  
1  res_simu10  10   1   11  ASIC_RAM_2_RESOURCE_10  1   1   2  2560   15360   38400  
1  res_simu28  28   3   15  RAM_RF_IF_TX_ANTENNA_1_RESOURCE_28 1   1   2   2560   15360   38400  
1  res_simu42  42   2   41  TX_DMA_ENGINE_RESOURCE_42  1   1   2   16   48   192  
1  res_simu44  44   2   43  ASIC_RAM_2_RESOURCE_44  1   1   2  2560   15360   38400  
1  res_simu48  48   4   47  RAM_RF_IF_TX_ANTENNA_2_RESOURCE_48 1   1   2   2560   15360   38400  
0  res_simu01  1   1   0  OFDM_MODULATION_1_RESOURCE_01  1   24 1   1280   0   2620  
0  res_simu02  2   1   1  MIMO_ENCODER_RESOURCE_02  1   48   1 96   0   50  
…
Fig. 4.10 – Exemple de fichier de description de l’architecture
4.4.1.4 Paramètres de configuration logicielle des NI
Ces paramètres étaient déjà mis en place dans le flot de conception initial et n’ont donc
pas reçu de modifications. Il faut noter qu’un fichier de configuration permet de renseigner
une configuration d’ICC et une configuration d’OCC en même temps. Or, certains blocs
fonctionnels nécessitant par exemple deux flots de données différents en entrée impliquent le
chargement de deux configurations dans le registre de l’ICC. Ainsi, dans ces cas particuliers,
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deux fichiers de configuration d’ICC seront à décrire. Ces fichiers, rappelons-le, seront lus
et interprétés par le processeur de contrôle supervisant le NoC.
4.4.1.5 Paramètres de configuration des commandes du processeur de contrôle
Le processeur de contrôle, comme nous l’avons vu dans le chapitre 3, sert à initialiser,
configurer et valider les différentes entités connectées aux routeurs du réseau. Ces diffé-
rentes commandes exécutées par ce CPU étaient auparavant lancées directement dans le
code SystemC. Dans l’objectif d’améliorer le flot de conception en lui apportant une plus
grande souplesse de mise en œuvre, nous avons créé un fichier de commande par CPU
(CPU_command.cfg) renseignant les trois étapes de la configuration du réseau. Les trois
phases prises en charge par le CPU sont les suivantes :
1. chargement des chemins d’accès aux différentes entités du réseau
2. chargement des configurations des registres des ICC et OCC des diffé-
rentes UT utilisées
3. validation des configurations d’ICC et d’OCC
La phase 1 utilise des fichiers de chargement, par exemple “load_simu01.cfg”, rensei-
gnant le chemin à emprunter dans le réseau pour accéder à une ressource, la ressource 1
par exemple. Cette spécification de chemin est ensuite utilisée dans les phases 2 et 3 pour
envoyer respectivement les configurations d’ICC et d’OCC (TOP.res_simu01_1.cfg) puis
les commandes de validation des configurations d’ICC et d’OCC.
Ainsi, tous les critères de génération du modèle SystemC du NoC présentés ci-dessus
vont être intégrés dans les deux modes de fonctionnement du flot de conception.
4.4.2 Flot en mode automatique
Dans ce flot de conception, lorsque l’heuristique de l’AAA est terminée, les contraintes
de placement et de routage sur l’architecture (ARG) sont interprétées afin de générer
l’ensemble des fichiers nécessaires à la génération du NoC et de son application.
Certains de ces paramètres ne peuvent être déterminés directement de la phase AAA,
comme par exemple le dimensionnement des FIFO des NI. Ce dimensionnement des FIFO
entrantes et sortantes de chaque NI est ajusté lors de l’exploitation des données de simu-
lation montrant par exemple une latence trop importante dans certaines communications.
Par conséquent, certaines FIFO nécessiteront une taille plus importante afin de diminuer
des latences de communication qui entraînent un non respect des contraintes temporelles
de l’application.
Dans ce mode automatique, nous avons fait le choix de fixer l’ensemble des tailles des
FIFO entrantes et sortantes à une valeur de 16 FLIT sachant que la taille des paquets
de données et de crédits est aussi fixé à une valeur par défaut de 8 FLIT. Un paquet de
données ou de crédits sera émis sur le réseau dès lors que le seuil de remplissage de la
FIFO dépassera ou descendra sous la barre des 8 FLIT.
Pour finir, les contraintes déterminées par l’heuristique de placement routage ne sont
pas nécessairement optimales dans le sens où elles ne peuvent tenir compte des latences
sur les communications induites par la congestion du réseau en régime établi (QoS de type
BE). Cet outil permet d’aider le concepteur dans la phase d’adéquation de l’application
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sur l’architecture avec les contraintes imposées par celle-ci. Mais les résultats de simu-
lation du modèle SystemC généré vont permettre d’observer les performances obtenues
sur l’architecture, et dans le cas du non respect des contraintes temporelles d’affiner cer-
tains paramètres indépendamment les uns des autres, afin de tendre vers le respect des
contraintes temporelles de l’application.
4.4.3 Flot en mode semi-automatique
Dans le cas d’une utilisation du flot de conception en mode semi-automatique, la descrip-
tion des contraintes de placement de l’application sur l’architecture est réalisée manuelle-
ment. Par conséquent, le concepteur doit décrire manuellement l’ensemble des contraintes
de placement de l’application sur l’architecture avec ses fichiers associés permettant de
générer automatiquement le modèle SystemC du NoC.
Cette étape peut s’avérer longue, fastidieuse et source d’erreurs particulièrement lors
de la génération d’un NoC multi-composants. C’est pour cette raison que nous avons fait
le choix d’utiliser le tableur Excel afin de spécifier les différents paramètres de l’application
ainsi que ceux de l’architecture. Une macro (programme codé en Visual Basic permettant
MACRO de génération de 
fichiers de contraintes
Fig. 4.11 – Exemple de génération des fichiers de création du modèle SystemC du NoC à
partir d’une description sous Excel
d’opérer sur les différentes cellules de données des différentes feuilles que contient le fichier
Excel) parcourant les différentes feuilles du fichier Excel vont générer automatiquement
les différents fichiers représentant les 5 critères pris en compte dans la génération du
modèle SystemC. Le concepteur va donc renseigner l’ensemble des critères nécessaires
pour décrire l’application, l’architecture et les contraintes des deux entre elles de manière
graphique, la génération des différents fichiers nécessaires à la création du modèle du NoC
en SystemC étant effectué automatiquement par la macro que nous avons mis en œuvre.
Cette génération est rapide et inférieure à une seconde comparée à la méthode entièrement
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manuelle où la génération de ces fichiers pouvait prendre plusieurs jours. Il faut également
noté que dans le cas d’un contexte multi-composants, l’utilisateur devra veiller à instancier
un nombre de processeurs de contrôle suffisant pour accéder à toutes les UT de la matrice
globale. Ceci s’explique par un nombre de bits réservé au codage du chemin de routage
dans l’en-tête des paquets limitant le nombre maximal de chemins à 8. La figure 4.11
montre le principe de la génération de ces fichiers au moyen d’une macro exploitant les
données fournit dans un fichier Excel.
Cette description offre donc une plus grande souplesse dans la description manuelle du
contexte de simulation mais également lors des phases d’ajustement de paramètres après
exploitation des données issues des résultats de simulation. On obtient un gain de temps
substantiel dans la phase d’ajustement des différents paramètres pouvant influer directe-
ment ou indirectement sur les performances globales de l’application. A titre d’exemple, le
contexte multi-composants dont nous présentons les résultats obtenus dans le chapitre 5
nécessite la génération de 282 fichiers pour construire le NoC avec son application.
A terme, nous souhaitons également générer un fichier Excel lors d’une utilisation
du flot de conception en mode automatique. Ainsi, le concepteur pourra bénéficier des
contraintes de placement et de routage fournit par l’heuristique de la phase AAA tout en
ayant la possibilité d’affiner ces paramètres par une description graphique sous Excel.
Nous allons voir maintenant l’environnement de simulation dans lequel sont effectuées
les simulations et notamment quelles données sont fournies à l’utilisateur afin d’observer
les performances du réseau et de son application.
4.5 Environnement de simulation
Dans cette section, nous allons voir quelles données sont fournies au concepteur à la fin
des simulations pour évaluer les performances du réseau. Les simulations sont effectuées
sous l’OS Linux red Hat 7.2. Ce système est également portable sur plate-forme UNIX.
Nous allons voir dans cette section les deux possibilités offertes au concepteur pour valider
leur application sur une architecture à base de NoC : simulation et/ou émulation.
4.5.1 Validation par simulation
Nous l’avons vu dans le flot de conception présenté précédemment le modèle du NoC en
SystemC généré fournit des résultats de simulation au niveau des ressources de traitement
mais également au niveau des routeurs. Nous allons voir chacun de ces éléments d’analyse
de performances.
4.5.1.1 Performances des routeurs
Compte tenu de la QoS de type BE offerte par le NoC FAUST que nous utilisons, nous
avons souhaité mettre en place un outil d’analyse de performances réseau. Cet outil a pour
objectif de donner au concepteur des informations de bande passante sur l’ensemble des
liens de chaque routeur du réseau.
Nous avons donc mis en œuvre un système d’analyse de performances du réseau afin de
fournir au concepteur une image des bandes passantes occupées pour chaque lien de chaque
routeur à intervalle de temps réguliers. A la fin de chaque simulation de l’application sur le
réseau, un fichier de performances est associé pour chaque routeur (TOP.node16.txt pour
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le routeur numéro 16 du NoC) renseignant l’occupation de la bande passante sur chaque
lien de celui-ci. La figure 4.12 donne un exemple de statistique de bande passante sur les
liens du routeur 16 d’une application.
Par ces analyses de performances au niveau des routeurs et plus particulièrement leurs
liens, le concepteur peut vérifier pendant la totalité de la durée de la simulation si certains
liens subissent une congestion. Il est ainsi possible de modifier des chemins de routage ou
modifier les contraintes de placement des blocs fonctionnels sur la structure du NoC afin
de soulager les liens en défaut.
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Fig. 4.12 – Exemple de statistiques de bande passante sur les liens du routeur 16
4.5.1.2 Performances des ressources de traitement
L’objectif des simulations du modèle NoC généré par notre flot de conception est de valider
les contraintes architecturales et applicatives afin de vérifier le respect des contraintes
temps réel de l’application. Dans cet objectif, nous avons intégré à l’outil de conception
un élément d’analyse de contraintes de temps sur chaque entité connectée aux routeurs du
réseau.
De part la structure même du réseau et de son mécanisme d’acquittement et de forma-
tage des données des communications, nous avons découpé l’analyse temporelle des flots
de données dans chaque UT en trois parties distinctes. En effet, le schéma de modélisation
simplifié des blocs fonctionnels que nous avons mis en place dans le modèle SystemC est
composé de trois parties : taille des données en entrée, temps de traitement et taille des
données en sortie.
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Ainsi, ces trois étapes correspondent à une latence dans le flot de données. La somme
de ces trois latences constituent la latence globale T de l’UT définit par :
T = Ti + Tt + To (4.6)
Où Ti représente le temps d’attente en entrée du bloc pour obtenir le montant de don-
nées nécessaire avant de commencer le traitement, et Tt représente le temps de traitement
des données, celui-ci restant constant et équivalent à celui renseigner dans le modèle. Enfin
To représente le temps d’attente en sortie du bloc pour envoyer les données produites par
le bloc de traitement.
Ces trois contraintes temporelles sont renseignées dans un fichier (resource29.res pour
la ressource 29) pour toutes les ressources de traitement du NoC (élément mémoire ou UT).
La figure 4.13 donne un exemple des différentes latences présentées dans le paragraphe
précédent pour chaque cycle de traitement effectué au sein d’une ressource.
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Fig. 4.13 – Tracé des composantes de la latence globale d’une ressource de traitement du
type ROTOR
Les informations de latence en entrée ou en sortie permettent de montrer qu’il y a une
congestion en entrée ou en sortie de ce bloc (trafic important sur ce routeur) qui implique
une modification éventuelle des chemins de routage ayant en commun ce routeur. Mais
cette latence peut également être induite par les UT nécessitant de grandes quantités de
données en entrée pour effectuer des traitements (une FFT sur 1024 point par exemple).
Dans ce cas, une augmentation de la taille des FIFO entrante et/ou sortante dans cette
NI permet de mémoriser les données en entrée ou en sortie pendant qu’un traitement est
4.5 Environnement de simulation 103
en cours. On donne la possibilité de réaliser un “pipeline” des communications réduisant
les latences en entrée et en sortie des UT.
Par contre, le coût en surface mémoire engendré par les profondeurs des FIFO dans
les NI en fonction du nombre de routeurs instanciés dans le réseau peuvent grandir linéai-
rement. La figure 4.14 montre le coût de ces tailles de FIFO en fonction du nombre de
routeurs composant la structure du NoC.
L’ajustement des tailles de FIFO permet d’accroître les gains en performance de l’ap-
plication sur le réseau mais le concepteur doit également prendre en considération le coût
de celles-ci pour l’implantation matérielle.
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Fig. 4.14 – Coût des profondeurs de FIFO des NI des unités de traitement connectées aux
routeurs en fonction de la taille du réseau
Pour finir, nous allons voir dans la dernière section, la dernière étape de notre flot
de conception permettant de valider l’AAA par émulation sur plate-forme basée sur une
architecture de type FPGA.
4.5.2 Validation par Emulation
Dans le flot de conception, nous avons souhaité avoir la possibilité de générer le code
VHDL équivalent au modèle SystemC simulé par une description XML. Celle-ci n’est pas
encore mise en œuvre de manière complètement automatique dans ce flot de conception
mais elle fait partie des perspectives à court terme de ces travaux de thèse. L’idée de ce
formalisme repose sur la possibilité de générer automatiquement et rapidement le modèle
SystemC simulé et validé par le concepteur afin de pouvoir valider l’AAA par une émulation
sur plate-forme reconfigurable. Ceci dans le but de proposer au concepteur une autre
possibilité d’exploration architecturale. Ainsi, on permet d’accélérer le temps de simulation
par l’émulation mais on augmente également le nombre de simulations possibles pour
valider l’application sur une architecture NoC (simulations SystemC et par émulation).
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Or nous l’avons vu en début de ce chapitre (section 4.1) l’intégration de blocs VHDL
au sein d’une structure NoC s’avère complexe, particulièrement dans les cas de blocs de
traitement à taille hétérogène. Une autre notion importante à prendre en compte dans cette
implantation est la validation algorithmique de ces blocs lors d’une encapsulation NoC. En
effet, certains blocs de traitement d’une chaîne algorithmique nécessitent des paramètres de
configuration afin de pouvoir traiter correctement les informations de données. Ainsi, une
implantation réelle peut s’avérer longue et coûteuse en temps du fait de la complexité de la
phase de conception. D’autre part, les paramètres obtenus en simulation peuvent conduire
le concepteur à des choix de contraintes de placement ou de fréquence de fonctionnement
du NoC qui dans certains cas ne seront pas réalisable sur plate-forme reconfigurable par
l’intermédiaire des outils de synthèse associés. Ces limitations peuvent être induites par
la contrainte de surface de l’architecture visée mais aussi par l’impossibilité d’obtenir un
design remplissant les contraintes de temps exigées par le concepteur.
Ainsi, la phase d’implantation en conditions réelles avec les véritables blocs VHDL
peut s’avérer impossible car les contraintes de l’architecture sont trop importantes pour
que l’outil de synthèse puisse respecter les contraintes temporelles de l’application.
C’est pour ces raisons de complexité d’implantation que nous avons choisi de mettre
en place un formalisme de modélisation générique des blocs fonctionnels connectés aux
routeurs de manière à offrir une plus grande souplesse lors de l’émulation. Ce formalisme a
pour objectif de permettre au concepteur de réaliser une implantation matérielle rapide et
automatique en s’affranchissant de tous les problèmes induits par une implantation réelle.
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Fig. 4.15 – Modélisation de l’unité de traitement pour une généricité lors de l’émulation
4.6 Conclusion 105
Ces blocs vont avoir une structure matérielle identique, de faible taille et entièrement
paramétrable logiciellement de façon à leur rendre individuellement un comportement dif-
férent et propre aux contraintes de l’application. Cette modélisation des blocs fonctionnels
repose sur les mêmes bases que le schéma de modélisation simplifié du modèle SystemC.
Nous modélisons par des compteurs les flux de lecture et écriture sur les FIFO entrantes
et sortantes de la NI des blocs fonctionnels. Ces compteurs vont donc générer le trafic de
données sur le réseau. Ceux-ci vont lire ou écrire des FLIT à chaque cycle d’horloge dans
la FIFO qu’ils ont en charge suivant un montant maximal renseigné dans des registres
associés. La latence exprimée en nombre de cycles représentant le temps de traitement des
données, est également modélisée par un compteur synchrone ayant une limite de comptage
maximale renseignée dans un registre.
L’ensemble des trois étapes qui caractérise le comportement d’un bloc fonctionnel au
sein du NoC (lecture, traitement, écriture) est régie par une machine d’état (FSM : Finite
State Machine). L’architecture générique décrite et mise en œuvre est présentée sur la
figure 4.15.
La FSM va réaliser la synchronisation des traitements de l’unité en ayant un lien avec
le CFM de la NI qui a la charge d’enchaîner les configurations des registres des ICC et
OCC. En effet, suivant les configurations qui ont été validées au sein du CFM, l’unité de
traitement peut avoir un traitement des données différent (commande INIT_WRITE par
exemple). Par conséquent, le bloc de traitement ne va pas nécessairement opérer sur les
mêmes blocs de données d’une configuration à l’autre. Nous avons donc mis en place deux
registres par compteur afin de renseigner le nombre de FLIT maximal à lire ou à écrire
dans la FIFO pour laquelle il est affecté en fonction de la configuration jouée par le CFM.
Cette modélisation a été restreinte à deux registres car seulement deux configurations par
FIFO peuvent être validées actuellement. D’autre part, lorsqu’un nombre de boucles a été
mentionné pour l’enchaînement des configurations validées au niveau de l’ICC, la FSM
opère le basculement entre les deux registres.
Ce modèle générique de l’UT permet de donner un comportement différent à chaque
bloc fonctionnel tout en ayant une architecture identique à faible coût en surface. Ces
registres sont donc paramétrés logiciellement par le processeur de contrôle. Ces paramètres
sont envoyés par le processeur de contrôle en même temps que le chargement des registres
de la NI. Les registres des compteurs C1, C2, C3, C4 de notre modélisation de l’UT sont
accessibles par des adresses hautes supérieures à 128 (cf. figure 3.17).
Notre objectif à court terme est de pouvoir générer automatiquement le code VHDL
associé au modèle SystemC simulé par le biais d’une description en langage XML. Celle-
ci n’est pas encore mise en place mais nous présentons dans le chapitre 5 (section 5.3)
des résultats d’implantation sur plate-forme reconfigurable à base de FPGA Xilinx de la
famille de Virtex4 en ayant un code VHDL produit manuellement.
4.6 Conclusion
Nous avons présenté dans ce chapitre les différentes contributions apportées dans ces tra-
vaux de thèse au flot de conception. Ces différentes contributions permettent au concepteur
de réaliser un Co-Design en mode complètement automatique (phase AAA) ou en mode
semi-automatique (description des contraintes sous le logiciel Excel).
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Ce flot de conception modifié permet d’offrir une plus grande souplesse de mise en
œuvre notamment dans les phases d’optimisation manuelle des différents paramètres du
réseau pouvant influer sur les performances globales de l’application (chemin de routage,
contraintes de placement, taille des FIFO, taille des paquets de crédits et de données,
fréquence de fonctionnement du réseau, . . .). Le concepteur peut ainsi optimiser son adé-
quation plus rapidement en utilisant des fichiers de scripts permettant de lancer plusieurs
simulations en modifiant les orientations de l’AAA de façon à privilégier les performances
ou bien restreindre les coûts des ressources matérielles.
Pour finir, nous avons mis en place un modèle générique d’UT permettant de s’affran-
chir des problèmes de conception qui sont coûteux en temps lors d’une implantation réelle
qui peut s’avérer impossible dans certains cas (fréquence de fonctionnement non obtenue
après synthèse et placement routage par exemple). Ce modèle permet donc de réaliser
rapidement et simplement une implantation matérielle sur plate-forme reprogrammable à
base de FPGA en s’affranchissant des problèmes induits par une implantation avec des
blocs fonctionnels réels. Le but de cette modélisation est de valider matériellement les per-
formances obtenues lors des simulations du modèle SystemC. Ce flot permettra à terme
de générer automatiquement les sources VHDL à chaque nouvelle génération du modèle
SystemC par le biais d’une description en langage XML. Nous allons présenter dans le cha-
pitre suivant les résultats obtenus au moyen de ce flot de conception pour nos contributions
dans le cadre du projet 4MORE mais également lors de nos implantations matérielles.
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Ce chapitre présente les différents résultats obtenus lors de ces différents travaux de
thèse notamment dans le cadre du projet 4MORE dans lequel nous étions impliqués. Cette
contribution s’inscrivait dans le cadre du WP4 ayant en charge de proposer des solutions de
co-design pour la conception d’un SoC permettant de réaliser un démonstrateur final d’un
terminal mobile de 4e génération. Dans cet objectif, les différents partenaires du projet
ont validé l’utilisation d’un média de communication basé sur une structure NoC pour
la réalisation du SoC final afin d’intégrer l’ensemble des blocs fonctionnels constituant les
différents éléments de la chaîne algorithmique développés et validés dans le cadre du WP1.
Compte tenu des avantages liés aux reseaux sur puce mentionnés dans le chapitre 1
mais également des inconvénients liés à la complexité de mise en œuvre de ce nouveau
média de communication émergeant pour les SoC, il a été planifié des phases d’exploration
afin de trouver les meilleurs compromis possibles pour l’AAA. C’est dans ce cadre précis
que le WP4 a eu la charge d’explorer l’espace des solutions architecturales afin de proposer
des solutions d’intégration au WP6 chargé de l’intégration des blocs VHDL dans le SoC
final servant de démonstrateur matériel pour le projet.
Ainsi, notre contribution au sein du projet Européen 4MORE s’est déroulée en trois
étapes ayant donné lieu à un rapport interne [88, 89, 90] pour chacune d’elle.
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La première étape consistait à spécifier les blocs fonctionnels décrits par le WP1, afin
de pouvoir intégrer ces paramètres dans le modèle SystemC du NoC FAUST. Cette étape
a été décrite dans le cadre du chapitre 2 situant le contexte du projet et détaillant chacun
des blocs fonctionnels constituant la chaîne algorithmique suivant le modèle simplifié des
blocs fonctionnels présentés dans ce même chapitre.
Les deuxième et troisième étapes ont consisté à réaliser des explorations architecturales
en utilisant le modèle SystemC du NoC FAUST dans un contexte mono-composant d’une
part (SoC final pour une production réelle du terminal mobile 4G), et dans un contexte
multi-composants d’autre part (SoC du démonstrateur réalisé dans le projet).
Par ailleurs, durant ces travaux de thèse, nous avons souhaité proposer une approche
complémentaire des NoC en utilisant le bus PCI (Peripheral Component Interconnect) d’un
ordinateur de type PC afin d’y connecter une carte de prototypage à base de composants
reprogrammables de type FPGA. Le concept de ces travaux étaient d’utiliser ce bus dans un
contexte multi-ponts afin qu’il s’apparente à un réseau sur puce (notion de bus hiérarchique
étendu).
Enfin, les derniers travaux menés durant cette thèse ont porté sur la transcription,
du modèle SystemC simulé obtenu par le flot de conception, en VHDL de manière à
pouvoir réaliser une émulation rapide sur composant de type FPGA. Comme présenté
dans le chapitre 4, nous souhaitons à court terme pouvoir générer automatiquement le
code VHDL du modèle SystemC simulé au sein de notre flot de conception par le biais
d’une description XML. Nous présentons ici une implantation matériel du réseau par une
description manuelle du code VHDL pour un NoC de dimension 4×4. Cette implantation
du NoC nécessitant un processeur de contrôle afin de le configurer et le gérer, nous avons
connecté le cœur de processeur MicroBlaze de Xilinx au NoC FAUST par l’intermédiaire
de ses ports FSL (Fast Simplex Link).
Nous allons donc voir dans ce chapitre les différents résultats dans ces 4 contextes
matériels présentés brièvement ci-desus.
5.1 Contribution dans le contexte du projet 4MORE
L’objectif du projet Européen 4MORE était d’investiguer parmi les techniques de com-
munications actuelles les plus innovantes afin de trouver les plus pertinentes permettant
de garantir les critères imposés par le cahier des charges. Ces investigations effectuées au
sein du WP1 ont conduit au choix de la technique MC-CDMA pour la voie descendante
et de la technique SS-MC-MA pour la voie montante. Concernant les simulations NoC en
SystemC, nous avons fait le choix d’un modèle équivalent simplifié de chaque bloc fonc-
tionnel caractérisant les éléments algorithmiques des voies montante et descendante. Le
détail de chacun de ces blocs a fait l’objet d’études réalisées durant la première étape de
notre contribution au projet [88]. L’ensemble des paramètres caractérisant les blocs des
voies montante et descendante sont décrits et présentés dans le chapitre 2.
Les deuxième et troisième étapes de notre contribution au projet ont concerné des
études sur NoC dans un contexte mono-composant d’une part, et dans un contexte multi-
composants d’autre part. Dans les deux contextes l’application visée est un algorithme de
traitement du signal d’un terminal mobile de 4e génération. Nous allons donc voir dans les
sections suivantes chacune des contributions apportées dans ces deux contextes.
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5.1.1 Contexte mono-composant
Le contexte mono-composant avait pour objectif de valider la faisabilité d’une intégra-
tion d’une application 4G sur un média de communication de type NoC sachant que le
NoC utilisé est en “Wormhole” “packet switching” avec une QoS de type BE. L’interro-
gation majeure à propos de ce média concernait la qualité de service proposée car nous
l’avons vu dans les chapitres précédents, celle-ci ne donne aucune garantie concernant les
performances de l’application (conditions temps réel).
Ainsi le contexte mono-composant consistait à vérifier si l’intégration d’une telle ap-
plication était possible. Auquel cas, quelles conditions sont à remplir afin de garantir les
contraintes temps réel de l’application. L’application présentée dans le chapitre 2 montre
qu’une cadence symbole doit être respectée au sein de la trame exigeant une contrainte
d’émission d’un symbole OFDM tous les 20.8µs. Par conséquent, lors de l’exploitation des
résultats de simulation fournis par notre flot de conception nous porterons notre attention
sur les blocs opérant sur des symboles OFDM entiers. Typiquement, dans notre applica-
tion il s’agira d’observer les cadences symboles au niveau des modulations et démodula-
tions OFDM. Nous allons donc voir dans les sous-sections suivantes, les caractéristiques
de l’application, puis nous verrons les orientations données lors de nos explorations afin
de garantir les contraintes temporelles de l’application dans les pire cas, et enfin, nous
présenterons les résultats obtenus dans ce contexte mono-composant.
5.1.1.1 Contexte de l’application
Les caractéristiques des voies montante et descendante sont présentées respectivement sur
la figure 5.1.
D’un point de vu fonctionnel, ces deux algorithmes sont indépendants l’un de l’autre.
Par contre, d’un point de vue architectural, lors de nos simulations, ces deux voies ne
peuvent fonctionner en même temps. En effet, les antennes étant les mêmes en émission
et en réception et compte-tenu de la trame de transmission, le TX et le RX fonctionnent
alternativement. D’autre part, d’un point de vue NoC, les communications du TX peuvent
avoir des liens de communication en commun avec ceux du RX influant directement sur
les performances de l’un par rapport à l’autre. Pour ces raisons, les résultats présentés
pour le TX et le RX sont des simulations effectuées avec seulement les blocs fonctionnels
de la voie simulée et validée. Les simulations n’étant effectuées que sur un seul slot de 32
symboles OFDM.
L’étude du contexte mono-composant ayant été réalisé avant la modification de notre
flot de conception, les explorations architecturales ont été effectuées manuellement. Par
conséquent, le placement des blocs fonctionnels sur la matrice du NoC a été effectué en
minimisant les chemins des communications.
D’autre part, le dimensionnement de la matrice de routeurs constituant le NoC a été
établi en dressant un bilan des contraintes de l’application en terme de besoins en blocs
fonctionnels. Rappelons qu’un routeur de la matrice du NoC ne peut recevoir qu’un seul
bloc fonctionnel. Le bilan est donc le suivant :
• 19 blocs fonctionnels pour les chaînes algorithmiques des voies montante et
descendante
• 3 blocs mémoires dont 1 pour la voie montante et 2 pour la voie descendante
• 1 processeur de contrôle pour la gestion du réseau.
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Ces besoins nous ont donc conduit à dimensionner la matrice de routeurs à 24 éléments
avec une dimension de 4×6. Les choix de placement des différents blocs fonctionnels sur
la matrice NoC de 24 éléments sont présentés sur la figure 5.2.
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Fig. 5.1 – Diagramme fonctionnel des voie montante et descendante dans le contexte
mono-composant
Nous allons donc voir dans la section suivante les différents paramètres que nous avons
modifiés afin d’améliorer les performances globales de l’application toujours dans l’objectif
de garantir les contraintes temps réel de l’application qui sont de 20.8µs par symbole
OFDM.
5.1.1.2 Exploration de la voie montante
Nous présentons dans cette partie les résultats d’exploration obtenus lors de modifications
de paramètres du réseau. Pour une topologie figée en ayant pris soin de minimiser les
chemins de communication, les critères permettant d’augmenter les performances de l’ap-
plication sont : l’augmentation des tailles des FIFO dans les NI, l’augmentation de la taille
des paquets de données et de crédits et enfin, l’augmentation de la fréquence du réseau.
Nous avons souhaité observer dans un premier temps, les performances des blocs en
charge de transmettre les symboles OFDM aux antennes (BB to RF 1 et 2) pour des tailles
de FIFO fixées à 16 FLIT pour tous les NI et des tailles de paquets de crédits et de données
fixées à 8 FLIT. Les performances obtenues pour une fréquence réseau variant de 125 à
333MHz sont présentées sur les figures 5.3.
On constate que les performances obtenues permettent de garantir les contraintes temps
réel de l’application pour une fréquence de fonctionnement du réseau supérieure ou égale
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à 166MHz. Afin de compléter cette étude, nous avons souhaité augmenter les tailles des
FIFO des NI en tenant compte des tailles de messages que reçoivent chacun des blocs
fonctionnels. Pour cela, nous avons fixé une fréquence de fonctionnement du réseau à
142.8MHz et nous avons étudié différents cas de taille de FIFO au niveau des NI. Ces cas
d’étude sont présentés sur la figure 5.4. Le cas 1 sert de référence de performance pour
lequel on ne respectait pas les contraintes temps réel de l’application. Nous présentons les
performances obtenues pour ces différents cas d’étude pour une fréquence fixée à 142.8MHz
sur la figure 5.5 sur laquelle nous avons ajouté les performances obtenues auparavant à
200MHz.
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Fig. 5.2 – Topologie du réseau dans le contexte d’étude mono-composant
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Fig. 5.3 – Latence globale des blocs fonctionnels BB vers RF en fonction de la fréquence
réseau pour la voie montante dans le contexte d’étude mono-composant
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On observe ainsi que dans le cas 2 où les FIFO ont été sur-dimensionnées, que les
performances obtenues pour une fréquence de 142.8MHz sont similaires à celles obtenues
dans à une fréquence de 200MHz pour des FIFO de taille faible (16 FLIT).
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Fig. 5.5 – Performances observées sur les blocs BB vers RF 1 et 2 pour les différents cas
d’étude de taille de FIFO des NI pour une fréquence réseau fixée à 142.8MHz pour la voie
montante dans le contexte d’étude mono-composant
Ces études montrent qu’à ressources équivalentes on est obligé d’augmenter la fré-
quence de fonctionnement du réseau. Il s’agit là de réaliser un compromis entre ressource
matérielle et fréquence d’utilisation (sous réserve que celle-ci puisse être atteinte lors de
l’implantation). Or, nous l’avons dit, la synthèse et le placement routage d’un réseau lors
d’une implantation matérielle restent des phases complexes qui ne permettent pas forcé-
ment d’atteindre les fréquences permettant de respecter les contraintes temps réel. Ainsi,
l’augmentation des profondeurs de FIFO des NI permettent de proposer une alternative à
ce problème de conception. On peut ainsi obtenir des performances à fréquence moindre
avec des profondeurs de FIFO majorées par rapport à un réseau à fréquence plus élevée
et des profondeurs de FIFO faibles.
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5.1.1.3 Exploration de la voie descendante
Compte tenu des performances obtenues précédemment nous avons observé les perfor-
mances au niveau des blocs fonctionnels TFC 1 et 2 (Time and Frequency Correction)
pour une fréquence réseau fixée à 200MHz. Les résultats sont présentés sur la figure 5.6.
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Fig. 5.6 – Latence globale des blocs fonctionnels TFC 1 et 2 pour une fréquence réseau
de 200MHz pour la voie descendante dans le contexte d’étude mono-composant
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Fig. 5.7 – Topologie du réseau modifiée au niveau de la voie descendante dans le contexte
d’étude mono-composant
On constate que les performances obtenues sont loin de pouvoir remplir les conditions
imposées par le cahier des charges. Nous avons souhaité présenter cet exemple pour montrer
l’impact du placement des blocs fonctionnels sur la structure du réseau. En effet, si l’on
regarde la dépendance de données entre les blocs TFC1 et 2 et les blocs OFDM1 et 2,
on se rend compte que les chemins de données parcourent toute la largeur de la matrice,
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engendrant de grandes latences. Nous avons donc modifié la topologie du réseau et le
placement des UT sur celui-ci afin d’obtenir les chemins de communication les plus courts
et ainsi minimiser la latence des communications. La figure 5.7 montre la nouvelle structure
du réseau.
En augmentant judicieusement les profondeurs des FIFO des NI (cf. figure 5.8) des blocs
fonctionnels appartenant à la voie descendante mais également en augmentant la taille des
paquets de données et de crédits (cf. figure 5.9), on peut accroître les performances globales
de la voie descendante. L’augmentation de la taille des paquets circulant sur le réseau n’est
possible que pour les cas où les profondeurs de FIFO des NI ont été augmentées, sinon un
blocage des communications apparaît immédiatement.
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Fig. 5.8 – Profondeurs de FIFO modifiées pour la voie descendante dans le contexte
d’étude mono-composant
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Fig. 5.9 – Tailles des paquets modifiées dans les NI des blocs fonctionnels concernés pour
la voie descendante dans le contexte d’étude mono-composant
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Fig. 5.10 – Latence globale des blocs fonctionnels TFC 1 et 2 pour une fréquence réseau
variant avec des profondeurs de FIFO maximales et des tailles de paquets augmentées pour
la voie descendante dans le contexte d’étude mono-composant
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Les modifications d’architecture et de configuration des ICC et OCC des NI proposées
ici, ont un impact direct sur les performances globales du réseau. La figure 5.10 présente
les performances obtenues avec ces modifications pour des fréquences variant de 100MHz à
200MHz. On constate ainsi que l’on peut garantir les contraintes temps réel de l’application
pour des fréquences supérieures ou égales à environ 150MHz.
Dans cette étude, nous avons montré les différentes étapes de nos explorations archi-
tecturales en modifiant différents paramètres du réseau (architecture et configuration du
réseau) ayant un impact direct sur les performances globales. Ainsi, pour une fréquence
donnée (par exemple 150MHz) on peut garantir les contraintes temps réel de l’application
aussi bien dans le cas de la voie montante que de la voie descendante. Nous le verrons dans
la section suivante traitant du contexte multi-composants, un ASIC intégrant un NoC a
été conçu et réalisé par le CEA LETI. Or ces puces gravées dans une technologie en 0.13µm
ne peuvent fonctionner à des fréquences supérieures à environ 175MHz (fréquence variant
selon les lots issus de la fabrication). Par conséquent, nos études effectuées dans le contexte
mono-composant se sont centrées sur des fréquences proches des 150MHz. L’ensemble de
ces résultats ont fait l’objet d’un rapport technique interne au projet 4MORE permettant
de guider les choix du WP6 en vue de la réalisation finale du SoC [89].
5.1.2 Contexte multi-composants
L’exploration NoC dans un contexte multi-composants a été nécessaire au sein du projet
4MORE car nous l’avons dit précédemment, un composant de type ASIC a été réalisé. Or,
la réalisation d’un tel composant nécessite plusieurs mois dans sa phase de conception, dans
sa phase de réalisation en fonderie et également dans les phases de tests et de validation
des échantillons. Par conséquent, ces contraintes de temps ont engendrées des contraintes
fortes concernant la réalisation des blocs VHDL des voies montante et descendante. Très
tôt dans le projet, des choix de topologie et de contraintes de placement au sein de l’ASIC
ont été effectués. Ainsi, les blocs déjà disponibles à ce moment ont été intégrés dans la
puce afin de pouvoir lancer la fabrication le plus tôt possible. Il faut rappeler que le projet
4MORE s’inscrivait dans la continuité du projet MATRICE pour lequel des blocs VHDL
avaient déjà été réalisés.
4MORE s’est différencié du projet MATRICE dans son cahier des charges mais éga-
lement par la mise en œuvre de la technique MIMO. Compte tenu des investigations au
niveau algorithmique du WP1 et des contraintes de délai imposées par la fabrication de
l’ASIC, certains blocs n’ont pu être intégrés dans l’ASIC. Par conséquent, les blocs non dis-
ponibles ou pas encore réalisés ont été intégrés dans des composants reprogrammables de
type FPGA afin d’étendre le réseau en dehors de l’ASIC et de pouvoir valider l’application
complète à la fin de la fabrication. Cette plate-forme a pour objectif de servir de démons-
trateur final à la fin du projet. Celle-ci est composée de deux ASIC et de deux FPGA.
Afin de la mettre en œuvre correctement avec son média de communication NoC, des ex-
plorations architecturales ont été nécessaires afin de proposer des solutions de placement
et de routage notamment concernant les blocs fonctionnels intégrés dans les FPGA.
Nous allons donc voir dans cette section le contexte de l’application pour lequel les
contraintes du modèle SystemC ont dû être adaptées, puis nous verrons les résultats d’ex-
plorations effectuées au niveau des voies montante et descendante.
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5.1.2.1 Contexte de l’application
Compte tenu des contraintes énoncées précédemment, certains blocs fonctionnels des voies
montante et descendante se retrouvent intégrés dans les ASIC et d’autres dans les FPGA.
Ces simulations au niveau NoC ont donc pour objectif de valider le partitionnement entre
les deux familles de composants afin de guider les concepteurs du WP6 pour l’implantation
finale. La chaîne algorithmique étant sous les investigations du WP1, celle-ci a subi de
légères modifications par rapport au contexte mono-composant étudié précédemment. La
figure 5.11 présente la chaîne algorithmique mise en place dans le démonstrateur final.
Codage canal
Entrelacement
CBS
Encodeur MIMO
Etalement
Modulation OFMD 1 Modulation OFMD 2
RF IF 2
Données
RF IF 1
Pilotes
RAM
Légende :
TX RX
RAM RF IF 1RAM RF IF 2
Démodulation OFDMDémodulation OFDM
ROTOR 1ROTOR 2 CFO 1CFO 2
Estimateur de canal MIMO 1
Etalement
CBS-1
Entrelacement
Décodage canal
Pilotes + données Pilotes + données
Décodeur MIMO
Fig. 5.11 – Diagramme fonctionnel des voies montante et descendante dans le contexte
multi-composants
Les contraintes sur l’architecture du réseau et le placement des blocs fonctionnels sur
celle-ci au sein de l’ASIC sont présentées sur la figure 5.12. Compte tenu de la mise
œuvre de la technique MIMO dans la chaîne algorithmique et des contraintes imposées
par l’architecture de l’ASIC, il est nécessaire d’avoir deux ASIC afin d’utiliser les blocs
de chaque puce. Par conséquent, dans certains cas, des blocs des deux composants seront
utilisés (cas de la modulation OFDM par exemple) et dans d’autres cas un seul bloc
des deux ASIC ne sera utilisé (codage canal par exemple). Ces quatre composants seront
interconnectés entre eux par l’intermédiaire d’entrées/sorties qui sont au nombre de deux
pour les ASIC et de quatre pour les FPGA.
Nous avons utilisé le mode semi-automatique de notre flot de conception afin de pouvoir
générer notre modèle SystemC avec les contraintes imposées sur les composants de type
ASIC (descriptions de l’architecture, de l’application et des contraintes de l’une sur l’autre
renseignées sous Excel).
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Nous avons mené des études de charge des flux des communications transitant par les
I/O communes entre les FPGA et les ASIC, afin de connaître la charge des liens servant
d’I/O en vue de trouver un placement adéquat des blocs fonctionnels au sein des FPGA
(seul composant dont la topologie et ses contraintes de placement sont modifiables). Nous
verrons lors de la présentation des résultats de simulation que ces I/O sont en limite de
bande passante concernant la voie descendante.
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Fig. 5.12 – Architecture de l’ASIC FAUST
Les blocs fonctionnels non placés dans les ASIC possèdent un coût en surface important
qui nécessite l’emploi de deux FPGA Virtex4 SX35-10 auxquels il faut ajouter le coût des
routeurs du NoC. Nous le verrons dans la partie émulation présentée en fin de chapitre que
le coût d’un routeur du NoC est proche des 1000 slices et que ce surcoût est à prendre en
compte dans l’intégration des blocs fonctionnels sur FPGA. Le nombre de routeurs intégrés
dans les FPGA est de 8 pour chacun. La figure 5.14 présente le contexte multi-composants
mis en place.
Nous l’avons vu dans notre flot de conception, il est donné la possibilité au concepteur
de décrire son application dans un contexte multi-composants. Par conséquent, nous avons
créé une matrice globale de 64 routeurs ayant une dimension 8×8 recevant les quatre
composants caractérisant l’application avec des consignes de routage au niveau des I/O de
chacun (cf. figure 5.13).
Compte-tenu des technologies utilisées dans ces deux familles de composants, des li-
mites d’utilisation en fréquence de ceux-ci apparaissent notamment au niveau du NoC.
Par conséquent, les fréquences maximales d’utilisation de ces composants sont de 175MHz
pour les ASIC et de 100MHz pour les FPGA. Nous allons donc présenter dans les deux
sections suivantes les phases d’exploration que nous avons réalisées au niveau des voies
montante et descendante.
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Fig. 5.13 – Modélisation de la structure multi-composant pour le flot de conception
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Fig. 5.14 – Architecture de la plate-forme du démonstrateur final du terminal mobile 4G
5.1.2.2 Exploration de la voie montante
Nous avons vu dans le contexte mono-composant, que l’augmentation de la profondeur des
FIFO avait un impact direct sur les performances globales de l’application notamment en
réduisant les latences des communications (le NI du bloc de traitement peut recevoir les
données du prochain traitement pendant le traitement courant). Or ici dans le contexte
multi-composants, seules les profondeurs des FIFO des blocs fonctionnels placés dans les
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FPGA sont modifiables, celles de l’ASIC étant figées et fixées à 16 FLIT. Il faut cependant
noter que concernant les modulations et démodulations OFDM présentent dans les ASIC,
ces blocs fonctionnels possèdent une mémoire interne permettant de stocker 3 symboles
OFDM. Ceci permet de recevoir le message entrant sur le premier élément, pendant qu’un
symbole est en cours de traitement sur le deuxième élément et en même temps que le
symbole traité précédemment est en cours d’émission vers le bloc fonctionnel ciblé.
Nous avons fait varier la fréquence de fonctionnement des composants de 83MHz à
250MHz pour des profondeurs de FIFO de 16, 1024 et 2048 FLIT. Les profondeurs de
FIFO modifiées sont celles des blocs fonctionnels de la voie montante placés dans les
FPGA et celles des modulations OFDM de l’ASIC. Les résultats obtenus sont présentés
sur la figure 5.15.
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Fig. 5.15 – Latence globale des modulations OFDM pour des fréquences variant de 83 à
250MHz pour des profondeurs de FIFO de 16, 1024 et 2048 FLIT
On constate sur ces courbes de résultats de simulation que dans le cas de FIFO de petite
taille, à savoir de 16 FLIT, les contraintes temporelles ne pourront pas être garanties pour
toute la plage de fréquences observée (celle-ci incluant les fréquences de l’implantation
réelle). On observe également une dérive de performances entre les deux branches des
canaux MIMO. Cette dérive est due à l’émission des symboles OFDM de la modulation
OFDM1 sur le même lien utilisé par l’encodeur MIMO émettant des données vers l’autre
modulation OFDM 2 se trouvant dans le deuxième ASIC.
Par contre, on observe que les contraintes temps réel peuvent être garanties dans les
cas où les profondeurs de FIFO ont été majorées. Plus particulièrement, dès lors que leur
120 Résultats d’expérimentation
taille est supérieure ou égale à 1024 FLIT, on constate que les contraintes temps réel
sont respectées pour des fréquences d’utilisation supérieures ou égales à environ 100MHZ.
Ainsi, la solution la plus adaptée pour l’implantation finale sur architecture hétérogène,
pour la voie montante, est d’augmenter les profondeurs des FIFO des NI. Ici, il n’est pas
conseillé d’augmenter les tailles des paquets car par cette méthode on rend artificiellement
le réseau en “circuit switching” engendrant un accroissement de la probabilité de deadlock.
Ce risque est déjà accru par la congestion des communications au niveau des liens des
routeurs correspondant au I/O.
5.1.2.3 Exploration de la voie descendante
Ayant observé des congestions de communications au niveau de la voie montante et consi-
dérant le nombre de communications entre les composants pour la voie descendante, nous
avons souhaité observer l’impact des profondeurs des FIFO pour une fréquence donnée.
Ainsi, compte tenu des fréquences de fonctionnement des composants utilisés pour l’im-
plantation finale (100MHz pour les FPGA et 175MHz pour les ASIC) nous avons choisi de
fixer la fréquence de fonctionnement des 4 composants de notre modèle SystemC à 125MHz
et de faire varier les profondeurs de FIFO de 16 à 2048 FLIT. Les résultats obtenus sont
présentés sur la figure 5.16.
0 500 1000 1500 2000 2500
1.8
2
2.2
2.4
2.6
2.8
3
3.2
3.4
3.6
3.8
x 104 Average Resource Treatment Time vs. FIFO size at 125 MHz
OFDM NI FIFO size(in bits)
T i
m
e  
e l
a p
s e
 ( n
s )
OFDM 1 treatment time
OFDM 2 treatment time
FRAME CONSTRAINTS
Fréquence
T e
m
p s
 ( n
s )
Temps de traitement OFDM1
Temps de traitement OFDM2
Contrainte de la trame
Fig. 5.16 – Performances de la démodulation OFDM vs. taille des FIFOs de la NI des
FPGA pour un NoC à 125MHz
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Comme dans la voie montante seules les profondeurs des FIFO des NI des FPGA et
celles des démodulations OFDM de l’ASIC sont modifiées lors de ces simulations. On ob-
serve par ces résultats que les contraintes temps réel de l’application pour une fréquence
globale de 125MHz ne pourront être atteintes que pour des profondeurs de FIFO supé-
rieures à 1024 FLIT. Par contre, il est à noter que pour des tailles supérieures les gains en
performances sont faibles. Compte-tenu du coût matériel engendré par ses tailles de FIFO,
nous limiterons celles-ci à 1024 FLIT.
De la même manière nous avons souhaité observer l’impact de la fréquence pour deux
cas de profondeur de FIFO au niveau des NI : 16 et 1024 FLIT. La figure 5.17 montre les
résultats obtenus dans ces conditions.
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Fig. 5.17 – Performances observées sur les démodulations OFDM pour des fréquences
variant de 83 à 250MHz pour des FIFO de 16 et 1024 FLIT
Ces résultats montrent que l’application respectera le cahier des charges si et seulement
si la fréquence appliquée sur les 4 composants est supérieure ou égale à environ 130MHz
pour des profondeurs de FIFO de 1024 FLIT. Dans le cas de taille de FIFO de 16, les
contraintes temps réel de l’application ne pourront être respectées qu’à partir de 240MHz
minimum.
Lors de l’implantation réelle, les fréquences de fonctionnement réelles ne seront pas
identiques et équivalentes à 130MHz. Les puces reçues et testées par le CEA peuvent
atteindre une fréquence maximale d’environ 166MHz. Concernant les FPGA, la fréquence
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maximale applicable est de 100MHz. Par conséquent, nous avons souhaité améliorer les
performances obtenues ci-dessus en analysant plus précisément les flux de communication
introduisant ces latences. Nous avons constaté que le point critique se trouvait au niveau
du décodeur MIMO qui pour chaque symbole complexe associe une paire de coefficients
de canal fournit par l’estimateur de canal. Cette constatation a été possible au moyen de
l’observation des fichiers de performances de chaque routeur du réseau donnant une image
de la congestion des liens.
Par conséquent, afin d’accroître le débit entrant de ce bloc, nous avons instancié deux
nouveaux bloc du même type qui vont recevoir des informations mais sans en émettre.
On permet en quelque sorte à un bloc fonctionnel d’être connecté sur 3 routeurs en même
temps. La topologie ainsi modifiée est présentée sur la figure 5.18.
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Fig. 5.18 – Architecture de la plate-forme du démonstrateur final du terminal mobile 4G
modifiée (3 ports pour le MIMO décodeur)
Les résultats ainsi obtenus avec cette nouvelle topologie sont présentés sur la figure 5.19.
On observe grâce à cette modification de topologie que l’on obtient un gain en performances
d’environ 10MHz par rapport à la topologie précédente. Dans ces conditions, on ne peut pas
affirmer que les contraintes du cahier des charges seront respectées lors de l’implantation
réelle, mais nos explorations tendent à montrer que l’on s’en rapproche.
Nous présentons également sur la figure 5.20, les bandes passantes observées sur les
liens du routeur 6 pour des fréquences respectives de 100 et 166MHz (routeur sur lequel est
connecté l’estimateur de canal MIMO et ayant deux liens convertis en I/O). Sachant que
dans le cas d’un fonctionnement du réseau à 100MHz on a une bande passante théorique
de 3200Mbits/s, on observe que l’on est régulièrement en limite de saturation.
Or si l’on se place dans le contexte d’une fréquence de 166MHz, la bande passante
théorique des liens de chaque routeur est dans ce cas de 5312Mbits/s. On peut observer
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dans ce cas précis que certains liens exploitent de nouveau la totalité de la bande passante.
Ce phénomène montre bien que la limite minimale de fréquence de 120MHz observée
précédemment ne pourra vraisemblablement pas être diminuée au vu de la saturation des
liens des I/O. L’ASIC réalisé dans le cadre du projet 4MORE offre une fréquence maximale
de fonctionnement de 166MHz qui par conséquent nous permet une marge de manoeuvre
assez souple compte tenu de la limite en fréquence de 120MHz obtenue en simulation.
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Fig. 5.19 – Performances des démodulations OFDM (FIFO de 16 et 1024 FLIT) avec un
décodeur MIMO possédant trois ports d’entrée
La plate-forme matérielle a été validée et testée par le CEA LETI en charge de sa
réalisation et de son exploitation. Les premiers tests se sont portés sur la validation de la
voie montante dans un contexte SISO puis dans un contexte MIMO. Les premiers résultats
ont montré que les performances obtenues remplissaient le cahier des charges en terme de
contraintes de temps. L’expérimentation de la voie descendante est en cours d’exploration
et nous n’avons à ce jour aucune information concernant des résultats d’expérimentations.
Les choix au niveau de l’architecture du réseau et de sa configuration proposés ci-dessus
montrent que l’on peut atteindre les performances de l’application avec une structure de
communication à base de NoC ayant une QoS de type BE. Nous avons vu que les choix pro-
posés dans le cadre d’un contexte multi-composants pour la voie descendante ne permettent
pas de certifier que les contraintes temps réel seront respectées lors de l’implantation. Par
contre, il faut noter que toutes nos simulations sont basées sur des estimations pire cas.
Or notre modélisation des blocs fonctionnels de la chaîne algorithmique a été réalisée en
estimant leurs contraintes de performances plutôt à la hausse de façon à légèrement sur-
évaluer les besoins matériels. Par conséquent, lors de la validation par implantation et dans
des conditions d’utilisation n’étant pas nécessairement tout le temps dans de conditions
pire cas, l’application respectera les conditions temps réel.
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Le cahier des charges de cette application pour un terminal mobile 4G est d’offrir un
débit d’information utile de 10Mbits/s pour une vitesse de 300Km/h et de 100Mbit/s
pour une vitesse de 3Km/h. Or nous nous sommes placés dans les conditions pire cas d’un
débit théorique maximal qui bien souvent n’est jamais atteint dans la pratique du fait
notamment des conditions du canal de propagation.
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Fig. 5.20 – Performances observées sur les liens du routeur 6 de cette topologie pour une
fréquence de 100MHz (a) et 166MHz (b)
Nous allons voir dans la section suivante, les développements que nous avons effectués
autour d’une plate-forme de prototypage à stockage rapide.
5.2 Plate-forme de prototypage à stockage SCSI rapide
5.2.1 Présentation
Comme précisé en début de ce chapitre, l’intérêt de cette plate-forme de prototypage était
de pouvoir développer, à des fins d’émulation, une application sur un composant de type
FPGA en communiquant les données issues des traitements par un média de communica-
tion de type bus PCI. Cette plate-forme a pour objectif de proposer un prototypage rapide
d’un ou de plusieurs bloc de traitement décrit en VHDL sur une cible matérielle à base de
FPGA.
Cette émulation offre la possibilité de stocker les données produites par le SoC au
moyen d’un wrapper PCI placé sur FPGA en lui offrant une grande bande passante pour
le stockage de celles-ci sur des disques durs. Les données produites par le bloc de traitement
sont transférées vers un tampon mémoire situé en mémoire vive du PC. Les données de ce
dernier sont stockées sur des disques durs à écriture rapide de technologie SCSI Ultra 320
par l’intermédiaire d’un contrôleur de gestion mémoire programmé en langage C. Cette
interface logicielle gère le vidage du tampon mémoire en transférant les données dans des
fichiers écrits sur des disques durs. Un schéma simplifié de cette plate-forme de prototypage
est présenté sur la figure 5.21.
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Cette plate-forme est donc composée de deux entités distinctes, l’une gérant la partie
matérielle, l’autre gérant la partie logicielle. Nous allons donc voir brièvement dans les
deux parties ci-dessous une description de ces deux entités.
BUS PCI
Carte de prototypage
FPGA
Contrôleur SCSI
Fig. 5.21 – Schéma de la plate-forme de prototypage SCSI rapide
5.2.1.1 L’Architecture de la carte de prototypage
La carte de prototypage a été réalisée au laboratoire de façon à obtenir une carte simplifiée
et dépourvue d’une puce gérant le protocole PCI mais pouvant recevoir des cartes filles par
le biais de connecteur PMC. Elle avait également pour objectif de permettre des mesures
de consommation électrique qui sont généralement impossibles sur les cartes proposées
dans le commerce.
Cette carte possède un FPGA Xilinx Virtex II 4000-4. Celui-ci permet d’intégrer le
bloc VHDL de traitement mais également l’IP permettant de gérer le protocole PCI. Un
schéma bloc caractérisant la carte est présenté sur la figure 5.22.
Xilinx 
Virtex II
XC2V4000
Oscillators
PCI 32/64 bits
JTAG
Selectmap
PMC 
Connectors
Supply Voltage
SDRAM
128MB
LVDS 
Connector 
80pins
Fig. 5.22 – Schéma bloc de la plate-forme de prototypage
Nous avons précisé que les transferts des données produites par le bloc de traitement
étaient écrites dans une zone mémoire allouée en mémoire vive du PC. Ces transferts
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s’effectuent par l’intermédiaire du bus PCI. Par conséquent, l’IP PCI va être utilisée afin
de transférer et gérer les données vers cette zone mémoire.
En effet, lorsqu’une allocation mémoire est effectuée en programmation, c’est l’OS qui
va gérer les adresses physiques en RAM par l’intermédiaire du MMU (Memory Manage-
ment Unit). D’un point de vue logiciel cette gestion des adresses est transparente pour
l’utilisateur. Mais d’un point de vue matériel l’allocation mémoire est constituée de zones
mémoires physiques non contiguës. En réalité, le tampon mémoire est constitué de plu-
sieurs pages qui, elles, sont des zones mémoires contiguës. Ainsi, lorsque l’IP PCI doit
transférer des données dans ce tampon mémoire, il est nécessaire de connaître les adresses
physiques constituant le tampon. C’est pour cette raison que nous avons mis en place un
contrôleur DMA (Direct Memory Access) de gestion mémoire associé à l’IP PCI afin de
transférer les données vers l’allocation mémoire en fournissant les adresses des pages. Ce
bloc de gestion mémoire possède une mémoire interne renseignant les différentes adresses
physiques des pages de la zone allouée. Ce composant DMA va donc fonctionner en mode
scatter/gather (ou fragmentation/rassemblement).
Cette zone mémoire est chargée au moyen d’un driver développé pour la carte au moyen
du logiciel Windriver qui obtient les adresses des pages en communiquant avec le MMU.
Enfin, afin de maintenir un débit constant pour le transfert des données, nous avons mis
en place deux tampons mémoire permettant de basculer sur la deuxième zone lorsque la
première est pleine (il s’agit donc d’un double buffer fonctionnant en ping-pong).
Nous allons donc voir dans la partie suivante le fonctionnement de la partie applicative
ayant en charge de transférer les données inscrites dans la zone mémoire allouée vers les
supports de stockage SCSI.
5.2.1.2 L’Application gérant les transferts vers les supports de stockage SCSI
Le bus PCI utilisé en largeur 32 bits ou 64 bits pouvant fonctionner à des fréquences de
33 ou 66MHz offre des bandes passantes théoriques importantes (cf. figure 5.23)
Largeur du bus Fréquence Taux de transfert
32 33MHz 132Mo/s
32 66MHz 264Mo/s
64 33MHz 264Mo/s
64 66MHz 528Mo/s
Fig. 5.23 – Bandes passantes théoriques maximales de la norme PCI
L’IP PCI que nous avons en notre possession fonctionne en mode 32 pour des fréquences
de 33MHz ou 66MHz. Par conséquent, le débit maximal des transferts de données vers la
zone mémoire seront de 264Mo/s pour une fréquence de 66MHz. Nous avons donc fait
le choix de la technologie SCSI U320 car celle-ci cadrait dans les contraintes de bande
passante de notre application tout en respectant les contraintes temps réel.
La couche applicative va donc transférer les données écrites dans les deux zones tampon
sous forme de fichiers vers des disques durs. Ce stockage offrant la possibilité au concepteur
par un traitement sous MatLab de comparer les résultats de l’implantation matérielle avec
ceux obtenus par une chaîne décrite sous Simulink par exemple.
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Les disques SCSI U320 possèdent des débits unitaires avoisinant les 80Mo/s. Il n’est
donc pas possible d’atteindre les débits de 320Mo/s avec un seul disque. Les performances
de 320Mo/s peuvent être atteintes lors de l’utilisation de plusieurs disques sur un même
contrôleur SCSI. Par conséquent, nous avons mis en place 4 disques durs SCSI sur un
contrôleur ADAPTEC 39320R en PCI-X fonctionnant à 100MHz. Nous avons mis en œuvre
la technique RAID (Redundant Array of Independent Disks), technologie permettant de
stocker des données sur de multiples disques durs, en général de manière redondante,
afin d’améliorer certaines caractéristiques essentielles de l’ensemble en fonction du niveau
de RAID choisi, qu’il s’agisse de la tolérance aux pannes, de l’intégrité des données, ou
des performances de l’ensemble. Pour les besoins de notre application, nous avons voulu
augmenter les performances de l’ensemble et notre choix s’est porté sur le RAID 0.
Le RAID 0 permet de regrouper plusieurs disques en un seul lecteur logique. Ainsi,
lorsque l’on vient écrire des données sur ce lecteur, celles-ci sont découpées en N parties
(N étant le nombre de disques physiques) chacune étant attribuée à un numéro de disque
permettant une écriture simultanément sur chaque disque. On obtient un temps d’écriture
ou de lecture théorique divisé par N (cf. figure 5.24).
P3 P4P1 P2
DATA
Disque 1 Disque 2 Disque 3 Disque 4
Fig. 5.24 – Concept du RAID 0 pour 4 disques
Cette technique peut être mise en œuvre matériellement par l’intermédiaire du contrô-
leur SCSI ou logiciellement par l’intermédiaire de l’OS. Dans cette partie applicative de
la gestion des transferts de données depuis la zone mémoire vers les 4 disques SCSI, nous
avons souhaité analyser les performances obtenues avec ces deux techniques. Durant ces
explorations, nous avons voulu mettre en place une troisième technique de RAID 0 gérée
par notre partie applicative. Nous avons réalisé un programme multi-processus, où chaque
processus va gérer le transfert d’une partie de la zone tampon vers un disque. Un processus
de contrôle est ajouté aux autres afin de superviser et synchroniser les transferts de chaque
disque et de gérer le basculement d’une zone mémoire tampon vers une autre. Par cette
troisième technique nous réalisons logiciellement le RAID 0 physique pris en charge au
sein du contrôleur SCSI.
Ces trois techniques ont été testées successivement dans notre application de gestion
des transferts de la mémoire vive vers les disques durs afin de les comparer en terme de
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performances. Ceci afin vérifier si dans des conditions pire cas (264Mo/s sur le bus PCI)
notre plate-forme peut garantir les contraintes temps réel. Les résultats ainsi obtenus dans
ces trois cas sont présentés dans la section suivante.
5.2.2 Résultats d’exploration des trois techniques de RAID 0 mise en
œuvre
Nous présentons dans cette section les résultats obtenus pour les trois techniques de RAID
0 testées. Nous avons souhaité faire varier la taille de l’allocation mémoire en RAM afin
d’observer l’impact sur les performances des taux de transfert vers les disques en fonction
de la technique de RAID 0 utilisée. Les résultats obtenus sont présentés sur la figure 5.25.
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Fig. 5.25 – Comparaison de performances des trois techniques de RAID 0 en fonction de
la taille de l’allocation mémoire
La courbe nommée RAID 0 Hard correspond au RAID matériel réalisé par le contrôleur
SCSI tandis que celle nommée RAID 0 Soft correspond au RAID réalisé par l’OS. On
peut constater parmi ces résultats que le RAID 0 Hard ou Soft ont des performances
identiques quelque soit la taille de l’allocation mémoire mais ne permettent pas d’atteindre
les conditions pire cas. Par contre, dans le cas d’un RAID réalisé par la méthode des
processus que nous proposons, on constate que l’on arrive à des performances proches de
250Mo/s pour des allocations mémoires de 32Mo.
Afin d’améliorer ces performances, nous avons souhaité accroître le nombre de disques
gérés par la technique de RAID. Nous avons mis en place deux autres disques durs de la
même technologie sur le même canal de la carte contrôleur SCSI (la norme SCSI limitant
le nombre de périphériques sur un même canal à 7).
Nous avons donc gardé les mêmes conditions d’expérimentation que celles mises en
place dans les résultats présentés avec 4 disques. Par contre, compte tenu des résultats
obtenus précédemment, nous avons observé des performances pour une technique de RAID
0 par processus. Les résultats obtenus sont présentés sur la figure 5.26.
On peut constater par ces résultats que l’ajout de deux disques durs permet d’obtenir
un gain de taux de transfert supérieur à 30 Mo/s dans le cas d’expérimentation à 6 disques
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comparé à celui avec 4 disques. Avec un RAID 0 par processus constitué de 6 disques, on
obtient un taux de transfert qui permet de garantir le respect des contraintes temps réel
de la plate-forme de prototypage dans les conditions pire cas.
Les résultats que nous venons de présenter ont été effectués sans la carte PCI. Les
données transférées depuis la zone mémoire sont fictives mais permettent de montrer les
performances que l’on peut atteindre avec ces différentes techniques de RAID 0. Nous
avons effectué les mêmes tests avec la carte PCI connectée sur le bus PCI afin de vérifier
si les performances étaient identiques. Nous avons obtenus les mêmes performances pour
les cas d’allocations mémoires de taille inférieure à 256Ko. Pour des tailles d’allocation
mémoire supérieures à 256Ko, nous n’avons pu effectuer de tests dû fait de la limitation
du nombre de BlockRam disponibles dans le FPGA.
Transfert rate Performance gain between threads RAID 0 level 
Synchronized and not Synchr nized over 6 and 4 HDD SCSI U320 
under Windows 2000 OS with a 39320 Adaptec controler
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Fig. 5.26 – Comparaison de performances de la techniques RAID 0 par processus en
fonction de la taille de l’allocation mémoire pour 4 et 6 disques durs
Il faut rappeler que le contrôleur de gestion mémoire (cf. section 5.2.1.1) possède une
mémoire qui permet de stocker les adresses de la table des pages de l’allocation mémoire
en RAM. Cette mémoire doit être assez grande pour pouvoir recevoir toutes les adresses
des pages constituant les tampons mémoire.
Or lorsque les allocations mémoires deviennent importantes, cette zone mémoire croit
de la même façon. De plus, cette RAM est réalisée au moyen de BlockRam disponibles
dans l’architecture des FPGA qui par l’intermédiaire du CoreGen de ISE permettent de
créer une mémoire de la taille souhaitée. Nous sommes arrivés en limite du composant avec
une utilisation de plus de 92% de ces BlockRam pour gérer nos transferts pour un buffer de
256Ko. Cette limitation entraînant inévitablement des restrictions sur le bloc de traitement
en test sur le FPGA qui peut lui aussi avoir besoin de ces éléments mémoires. Cette
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solution n’est pas appropriée compte tenu du compromis à faire entre les taux de transfert
de la mémoire vers les disques et les besoins en ressources mémoires au niveau du FPGA
pour le contrôleur de gestion mémoire. Cette solution mémoire par le biais des BlockRam
n’est pas idéale dans le cadre d’une plate-forme d’évaluation d’un SoC. Une alternative a
cette limitation de BlockRam serait d’utiliser une mémoire SDRAM externe au composant
permettant de stocker l’ensemble des adresses des pages composant l’allocation mémoire.
Cette mémoire externe au FPGA permettrait également d’augmenter la taille des deux
buffers en mémoire vive et disposer de meilleurs performances en terme de débit pour le
stockage sur disques comme nous l’avons vu sur la figure 5.25. Il faut également noter que
les résultats d’exploration présentés ici ont été réalisés dans des conditions idéales. En effet,
les transferts de données ont été réalisé avec un seul élément communiquant sur chaque
bus, allouant la totalité de la bande passante du bus pour ces transferts. Nous avons
constaté des chutes de performances significatives (30 à 50 %) lorsqu’un autre élément
sur le même bus effectuait des requêtes auprès de l’arbitre, engendrant un partage des
ressources. Cet inconvénient montre bien la limitation des topologies bus pour des SoC
intégrants plusieurs dizaines de blocs de traitement (logiciels ou matériels).
Nous allons finir ce chapitre par la présentation des résultats d’implantation d’un NoC
2×2 sur FPGA issu de notre flot de conception et d’exploration pour NoC.
5.3 Exemple d’implantation matérielle d’un NoC 2×2
5.3.1 Présentation
L’exemple d’émulation sur plate-forme reconfigurable à base de FPGA que nous présentons
ici est un NoC à 4 routeurs de dimension 2×2. Ce NoC, de petite dimension, n’est pas
nécessairement réaliste compte tenu des SoC actuels, mais l’idée développée ici est de
démontrer la faisabilité d’une implantation du NoC FAUST sur FPGA avec la modélisation
générique du comportement de notre UT présentée au chapitre 4 (cf. section 4.5.2).
Nous avons présenté l’architecture générique de l’UT constituée de différents compteurs
en entrée et en sortie afin de créer des générateurs de trafics sur les FIFO des NI. L’intérêt
de cette modélisation, nous l’avons dit, réside dans la possibilité de caractériser ces UT
de manière logicielle. Ainsi, un modèle générique identique d’un point de vue matériel
appliqué à tous les blocs de traitement pourra avoir un comportment différent au moyen
de commande de configuration logicielle.
De cette manière, on obtient un gain de temps de conception important qui permet de
modifier les comportements des UT sans avoir à re-synthétiser l’ensemble de l’architecture
(concept présent dans le flot de conception EDK de Xilinx). Cette émulation permet de
valider sur plate-forme matérielle le modèle NoC créé, simulé et exploré au niveau SystemC.
On offre au concepteur la possibilité de poursuivre la validation du SoC en augmentant
le jeu de tests en VHDL (cette exploration sur plate-forme matérielle étant plus rapide
que les simulations). Le concepteur pourra valider les performances de débit par rapport
aux contraintes temps réel avant de passer à l’étape de réalisation finale intégrant les vrais
blocs de traitement. Les perspectives de ces travaux de thèse pourraient être de constituer
une bibliothèque d’IP ayant leur schéma de modélisation simplifié et associé qui, une fois
la validation au niveau SystemC effectuée, l’émulation sur plate-forme validée, pourrait
être utilisée afin de générer directement le design final avec les véritables blocs VHDL.
5.3 Exemple d’implantation matérielle d’un NoC 2×2 131
Cette méthode est celle mis en place dans le flot proposé par la société Artemis dans les
outils commerciaux qu’elle propose.
Nous avons également vu que pour ce réseau, il était nécessaire d’avoir un processeur
de contrôle permettant de configurer et gérer le NoC. Pour l’émulation sur plate-forme
nous avons choisi d’utiliser le cœur de processeur MicroBlaze de Xilinx comme processeur
de contrôle. Il a donc été nécessaire de réaliser un adaptateur de protocole (“wrapper”)
entre celui-ci et le NoC FAUST afin de pouvoir l’interconnecter et l’utiliser.
Nous allons donc présenter dans un premier temps le MicroBlaze et le wrapper qui lui
a été associé. Ensuite nous présentons la structure globale qui a été implantée. Et enfin,
nous présentons les résultats obtenus lors de la validation au moyen de l’outil ChipScope
proposé par Xilinx pour analyser les signaux du design en fonctionnement par le biais du
cable JTAG (Joint Test Action Group).
5.3.2 Le processeur de contrôle : le MicroBlaze
Le MicroBlaze est un cœur de processeur RISC (Reduced Instruction-Set Computer) 32
bits développé par la société Xilinx et disponible avec l’outil de conception EDK. L’outil
EDK est un logiciel conçu pour développer des applications utilisant un processeur logiciel
(MicroBlaze) ou un processeur matériel (PowerPC) sur FPGA, suivant le type de FPGA
utilisé. L’intérêt de ce processeur est son faible coût en surface sur FPGA (environ 1000
slices) et la possibilité de l’interfacer rapidement avec des blocs IP.
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Chapter 1
MicroBlaze Architecture
Overview
The MicroBlaze embedded processor soft core is a reduced instruction set computer (RISC)
optimized for implementation in Xilinx field programmable gate arrays (FPGAs).
Figure 1-1 shows a functional block diagram of the MicroBlaze core.
Features
The MicroBlaze soft core processor is highly configurable, allowing users to select a
specific set of features required by their design.
The processor’s fixed feature set includes:
• Thirty-two 32-bit general purpose registers
• 32-bit instruction word with three operands and two addressing modes
• 32-bit address bus
• Single issue pipeline
Figure 1-1: MicroBlaze Core Block Diagram
DXCL_M
DXCL_S
Data-sideInstruction-side
DOPB
DLMB
IOPB
ILMB
bus interface bus interface
Instruction
Buffer
Program
Counter
Register File
32 X 32b
ALU
Instruction
Decode
Bus
IF
Bus
IF
MFSL 0..7
SFSL 0..7
IXCL_M
IXCL_S
I-Cache
D
-Cache
Shift
Barrel Shift
Multiplier
Divider
FPU
Special
Purpose
Registers
Optional MicroBlaze feature
Fig. 5.27 – Schéma bloc de l’architecture du MicroBlaze
Afin d’exploiter ce process ur, nous avons dû réaliser un wrapper. Pour connecter ce
dernier avec le MicroBlaze, deux types de connexions s’offraient à nous : le bus OPB
ou les ports FSL. Le bus OPB est un bus propriétaire de IBM également utilisé dans
les processeurs PowerPC présents dans certaines versions de FPGA. Ce bus nécessite la
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réalisation d’une IP standard OPB avec plusieurs signaux qui ne sont pas nécessaires pour
notre implantation.
Nous avons donc opté pour l’utilisation de ports FSL pour leur simplicité de mise en
œuvre mais également pour leur mode de fonctionnement basé sur des échanges par FIFO
similaire à celui du NoC. L’architecture du MicroBlaze est présentée sur la figure 5.27.
Les ports FSL sont au nombre de 8 paires par processeur. La largeur du bus est sur 32
bits et des routines en C permettent de lire ou écrire des données dans les FIFO du port.
Ainsi, créer un wrapper sur ce port est assez simple puisque qu’il suffit de lire ou écrire des
mots dans une FIFO en vérifiant l’état de celle-ci (drapeau plein ou vide). La figure 5.28
montre l’architecture d’un port FSL.
Le processeur de contrôle ayant pour rôle de gérer et configurer le réseau, l’ensemble
des commandes va être écrit dans la FIFO et interprété par notre wrapper afin d’envoyer
directement les signaux de requêtes sur les ports du routeur. La NI du MicroBlaze est donc
réduit à un wrapper. Les différentes commandes à envoyer vont donc permettre de :
• configurer les ICC
• configurer les OCC
• configurer la FSM de l’UT
• configurer les registres des compteurs de génération de trafic dans les UT
• valider les configurations d’OCC
• valider les configurations d’ICC
(FSL) Bus (v2.00a)
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Product Specification
Functional Description
The Fast Simplex Link (FSL) Bus is shown in the block diagram in Figure 1.
Figure 1:  Fast Simplex Link (FSL) Bus Block Diagram
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FSL_V20 I/O Signals
The I/O signals for the FSL_V20 are listed and described in Table 1.
Table  1:  FSL_V20 I/O Signals  
Signal Name MSB:LSB I/O Description
FSL_Clk I
This is the input clock to the FSL bus when used in 
the synchronous FIFO mode (C_ASYNC_CLKS = 
0). The FSL_Clk is used as the clock for both the 
master and slave interfaces
SYS_Rst I External system reset
FSL_Rst O
Output reset signal generated by the FSL reset 
logic. Any peripherals connected to the FSL bus may 
use this reset signal to operate the peripheral reset. 
FSL_M_Clk I
This port provides the input clock to the master 
interface of the FSL bus when used in the 
asynchronous FIFO mode (C_ASYNC_CLKS = 1). 
All transactions on the master interface use this 
clock when implemented in the asynchronous mode
FSL_M_Data 0:C_FSL_DWIDTH-1 I The data input to the master interface of the FSL bus
FSL_M_Control I
Single bit control signal that is propagated along with 
the data at every clock edge. Transmission of the 
control bit occurs when C_USE_CONTROL is set to 
1 (default). If the control bit is not used by the slave, 
C_USE_CONTROL can be set to 0 to save area
FSL_M_Write I
Input signal that controls the write enable signal of 
the master interface of the FIFO. When set to 1, the 
values of FSL_M_Data and FSL_M_Control (if 
C_USE_CONTROL = 1) are pushed into the FIFO 
on a rising clock edge
FSL_M_Full O
Output signal on the master interface of the FIFO 
indicating that the FIFO is full. This signal may be 
used for hand-shaking and synchronization between 
the master and slave connected through an FSL bus
Fig. 5.28 – Schéma bloc de l’architecture d’un port FSL
Par conséquent, le programme C va utiliser des routines permettant de communiquer
sur les ports FSL (pour une écriture : microblaze_bwrite_cntlfsl(valeur,0)). Il va venir
écrire les données héxadécimales stockées en RAM sur le port FSL dans l’ordre de la liste
énoncée ci-dessus. Un exemple de codes héxadécimaux po r une UT est présenté sur la
figure 5.29.
5.3.3 Description de l’exemple implanté
L’exemple que l’on souhaite implanté ici est un NoC de taille 2×2. Compte t nu du fait que
le réseau nécessite un processeur de contrôle, il ne reste que trois routeurs disponibles pour
connecter des ressources de traitement. Nous avons donc mis en place trois UT dont leurs
dépendances de données et leur placement sur le NoC sont présentés sur la figure 5.30.
Le code VHDL équivalent à cette application a été généré manuellement en intégrant le
modèle générique de notre UT permettant de modéliser une RAM ou un bloc de traitement
comme le montre cet exemple. Par conséquent, l’ensemble des paramètres de configuration
nécessaire à la configuration et à la validation du réseau est renseigné dans le code qui
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va être exécuté par le MicroBlaze. Afin de générer la structure du réseau en utilisant le
MicroBlaze, nous avons utilisé le logiciel EDK version 8.1.02. La validation fonctionnelle
a été réalisée sous Modelsim 6.0d afin de vérifier le bon fonctionnement du réseau avant
de lancer la synthèse et le placement routage sous ISE version 8.1.03.
0x02000034, 0x00000008, 0x00000007,
0x02000034, 0x00000010, 0x18200007, 0x00000060,
0x02000034, 0x00000040, 0x14040002, 0x0442001A, 0x00000001,
0x02000034, 0x00000004, 0x00000001,
0x02000034, 0x00000003, 0x00000003
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routage Paramètres de configuration
Adresse 
dans le NI
Fig. 5.29 – Exemple de codes héxadécimaux envoyés par le CPU à une ressource
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Fig. 5.30 – L’architecture réseau implanté sur FPGA
Cette implantation a été effectuée sur un Virtex4 SX35-10 d’une carte de dévelop-
pement de la société Nallatech. Afin d’observer le bon fonctionnement du réseau lors de
l’implantation sur carte, nous avons utilisé Chipscope Pro version 8.18.2. Nous allons voir
dans la section suivante les résultats obtenus.
5.3.4 Résultats
Compte tenu du flot de conception présenté au chapitre 4, nous avons modélisé cet exemple
en SystemC en mode semi-automatique, mais étant donné la simplicité de l’application,
et n’ayant pas de contraintes temporelles particulières, les critères de dimensionnement de
l’architecture sont restés les plus faibles possibles. Ainsi, les FIFO des NI ont toutes été
fixées à 16 FLIT et chaque NI ne possède qu’une seule FIFO en entrée et une seule FIFO
en sortie, le contexte de l’application n’en nécessitant pas plus. Notre flot n’intégrant pas
encore la génération automatique du code VHDL, nous avons donc réalisé manuellement
cette génération du code. Il faut préciser que le code VHDL du NoC FAUST nous a été livré
en même temps que le code SystemC sous NDA, celui-ci étant utilisé lors de la réalisation
des ASIC.
La synthèse et le placement routage du design ont donc été effectués à l’aide de l’outil
de synthèse ISE de Xilinx. Les résultats de synthèse nous ont conduit à l’obtention d’un
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design ayant une fréquence maximale d’utilisation de 60MHz avec un taux de remplissage
du FPGA de 50% (environ 7000 slices sur les 15360). Les coûts respectifs des différents
élément constituant cette architecture sont renseignés dans le tableau 5.1 ci-dessous.
Fonction Coût (slices) Nombre Coût total (slices)
Routeur 1000 4 4000
MicroBlaze 1000 1 1000
NI+UT générique 500 3 1500
Tab. 5.1 – Tableaux récapitulatifs des résultats de synthèse d’un NoC de dimension 2×2
Par ailleurs, afin de vérifier le bon fonctionnement du SoC comparativement aux va-
lidations effectuées en amont par le biais de notre flot de conception en SystemC, nous
avons souhaité utiliser l’outil ChipScope afin d’analyser les différentes communications au
sein de ce design. Cet outil offrant l’avantage de pouvoir analyser et étudier différents
signaux directement à l’intérieur du design et de restituer les différentes transactions sous
forme de chronogramme sur PC au moyen de la connection JTAG faisant le lien entre la
plate-forme et le PC. Ainsi, les différentes transactions sur les différentes signaux analysés
sont présentés dans la figure 5.31 ci-après.
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R R
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Fig. 5.31 – Analyse des transactions de paquets de données et de crédits avec l’outil
Chipscope
Ce chronogramme nous a permis de vérifier les deux phases caractérisant le fonction-
nement de ce réseau :
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1. phase d’initialisation : chargement des configurations et validation de celles-ci par le
processeur de contrôle
2. phase de fonctionnement : échanges de données entre les différentes UT au moyen
des liens de communications entre routeurs du réseau
Par cette implantation, nous avons donc validé l’architecture générique de l’UT propo-
sée, ceci nous permettant de rendre possible la mise en œuvre de la génération automatique
du code VHDL équivalent au SystemC en utilisant une description en langage XML. Ce-
pendant, ces premiers résultats d’implantation nous ont également permis de mettre en
évidence la nécessité d’optimiser le code VHDL du routeur FAUST afin de pouvoir envi-
sager l’implantation de NoC de plus grande dimension (limitation actuelle à 8 routeurs).
5.4 Conclusion
Nous avons présenté dans ce chapitre les différents résultats de simulations et d’expérimen-
tations obtenus durant ces travaux de thèse. Ces contributions nous ont permis d’illustrer
les possibilités offertes par le flot de conception proposé afin d’explorer plus rapidement
l’espace des solutions architecturales. Ces explorations ont été réalisées principalement
dans le cadre de nos contributions au projet Européen 4MORE pour lesquels trois rap-
ports techniques ont été réalisés [88, 89, 90]. Ces contributions nous ont amené à proposer
des choix d’architecture et de contraintes de placement dans deux contextes différents :
mono et multi-composants. Ces choix ont permis de guider les concepteurs du WP6 lors
de l’implantation sur la plate-forme servant de démonstrateur final.
Le contexte multi-composants abordé dans ces travaux de thèse est particulièrement
nouveau et nous a permis notamment d’explorer l’architecture du démonstrateur du ter-
minal mobile 4G dans sa version finale. Les choix proposés dans le cadre de ce contexte
ont été effectués au moyen de notre flot de conception offrant la possibilité de réaliser des
explorations dans une architecture à composants hétérogènes, chaque composant possé-
dant ses propres contraintes (routeurs réservés, fréquences de fonctionnement, tailles de
FIFO de NI imposées, . . .).
De plus, nous avons également présenté dans ce chapitre des travaux effectués en
début de thèse visant à proposer une plate-forme de développement matérielle à base
de FPGA proposant un support de stockage rapide utilisant un bus PCI. Nous avons vu
que celle-ci offrait de bonnes perspectives en terme de performances mais la limitation
matérielle observée au niveau du FPGA nous a conduit à proposer une alternative passant
par l’emploi d’une mémoire externe au FPGA de type SDRAM.
Pour finir, nous avons présenté un exemple d’émulation de NoC [91][92] intégrant notre
modèle générique d’unité de traitement. Cette implantation offre la possibilité au concep-
teur de valider le modèle SystemC simulé par une émulation sur plate-forme matérielle.
Les résultats obtenus sont très récents et nous ont permis de valider notre modélisation
de l’unité de traitement. Compte tenu des performances obtenues, nous prévoyons d’opti-
miser le code source (modifications également effectuées par le CEA dans le cadre de la
réalisation du démonstrateur où une implantation sur FPGA a été effectuée), notamment
celui du routeur qui a été écrit pour une technologie ASIC, non optimisé pour les FPGA,
afin d’améliorer les performances du NoC et réduire son coût en surface. A terme, nous
prévoyons de générer automatiquement le code VHDL en sortie du flot de conception par
le biais d’une description en langage XML. Cette génération est facilitée par la possibilité
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de paramétrer logiciellement le comportement de chaque UT connectée aux routeurs du ré-
seau. Cette phase s’accompagnera également de la génération automatique du programme
C exécuté par le processeur de contrôle, en l’occurrence le MicroBlaze en exploitant les
paramètres de configuration fournis dans le modèle SystemC.
Conclusions et perspectives
Conclusions
Les travaux menés durant cette thèse nous ont permis d’étudier et d’évaluer les perfor-
mances d’un réseau sur puce dans le cadre d’une application radio-logicielle de 4e généra-
tion dans le contexte du projet Européen 4MORE.
Le premier chapitre de ce manuscrit présente un état de l’art des réseaux sur puce.
Un rappel des médias de communication déjà employés dans les systèmes sur puce actuels
est fait afin de présenter les limites de ces médias de communication et de comprendre
les motivations qui conduisent à utiliser les réseaux sur puce. Cette émergence des NoC
est rendue possible notamment grâce à l’évolution de la technologie silicium offrant une
plus grande capacité d’intégration. Ceux-ci permettent de simplifier l’intégration des IP
et offrent une plus grande souplesse d’intégration ainsi que des bandes passantes plus
grandes, nécessaires pour les applications actuelles et futures de plus en plus exigeantes
sur ces critères. Cependant, comme toute nouvelle architecture, les NoC requièrent des
efforts de recherches importants car leur mise en œuvre est plus complexe du fait de la né-
cessité de prendre en compte plusieurs paramètres dans leur phase de conception. Ainsi les
concepteurs doivent intégrer dans leur flot de conception de nouveaux critères d’implan-
tation comme : le protocole de communication, la topologie du réseau, les contraintes de
placement des blocs IP, la qualité de service, le dimensionnement matériel des ressources.
Ceci entraîne le besoin de synchroniser les échanges de données, de contrôler le traitement
de ces données et d’estimer les performances de l’architecture avec son ou ses applications
associées.
Ainsi, dans le second chapitre, nous avons présenté l’application radio-logicielle de 4e
génération et ses caractéristiques définies dans le cadre du projet 4MORE dans lequel nous
étions impliqués. Nous proposons dans ce chapitre un modèle de représentation simplifié
des blocs de traitement pouvant être connectés à un NoC. Ce modèle est celui adopté dans
le modèle SystemC utilisé du réseau FAUST permettant d’effectuer des simulations du
réseau en intégrant les spécifications de l’application. Par conséquent, chacun des éléments
de la chaîne algorithmique de 4MORE est décrit selon ce même modèle.
Puis dans le chapitre 3, nous avons détaillé les caractéristiques du réseau FAUST et
son flot de conception associé. Ce réseau sur puce est celui que nous avons utilisé lors
de ces travaux de thèse dans le cadre de notre contribution au sein du WP4 du projet
Européen 4MORE. Ce réseau est disponible en version SystemC TLM afin de réaliser des
simulations haut niveau, mais il est également disponible en langage VHDL pour émulation
sur plate-forme matérielle reconfigurable par exemple.
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Puis, dans le chapitre 4 nous présentons le flot de conception que nous avons mis en
œuvre afin de simuler une application sur le réseau sur puce FAUST au moyen d’une
description en langage SystemC. Ce flot permet de générer automatiquement tous les
paramètres de contrainte qui caractérisent un réseau sur puce afin de le simuler et de
mesurer les performances du contexte spécifié par le concepteur. Nous avons été amené,
dans le cadre du projet 4MORE, à inclure la notion de réseau multi-composants dans
notre flot de conception, représentant le contexte de simulation du démonstrateur final
du projet. Par ailleurs, nous avons intégré à ce flot une heuristique permettant de réaliser
une Adéquation Algorithme Architecture (AAA) pour un NoC en qualité de service BE.
Cette heuristique prend en compte deux critères majeurs qui sont le positionnement des
blocs IP sur la matrice du réseau en choisissant les chemins de communications les plus
courts tout en veillant à ce que la charge de tous les liens du réseau n’excède pas la
bande passante théorique maximale. Ce flot fournit des résultats de simulation renseignant
les performances des blocs de traitement mais également celles des liens des routeurs,
permettant ainsi de vérifier si les contraintes temps réel de l’application sont respectées.
Les résultats de ces travaux de thèse sont présentés dans le chapitre 5. Nous avons
présentés des travaux menés en début de thèse visant à analyser les performances d’une
plate-forme de prototypage rapide utilisant un média de communication de type bus PCI.
Ces travaux ont montrés les performances d’une topologie bus et ces limites en terme de
scalabilité.
Puis, nous avons présenté les deux contributions majeures réalisées dans le cadre du
projet 4MORE. L’application radio-logicielle utilisée emploie la technique MC-CDMA et
SS-MC-MA associée à la technique MIMO (2×2). Ces deux contributions ont été réali-
sées dans un contexte mono-composant puis multi-composants (plate-forme matérielle du
démonstrateur final). Par ces résultats, nous avons proposé des choix architecturaux per-
mettant de remplir le cahier des charges de l’application en augmentant notamment les
profondeurs de FIFO ou les paquets de données et de crédits ou bien en modifiant des che-
mins de routage. Ces choix architecturaux mais également de paramétrage des registres
des interfaces réseau ont permis d’apporter des solutions aux concepteurs en charge de
l’intégration des blocs IP dans le démonstrateur final du projet 4MORE. Pour finir, nous
avons réalisé une émulation d’un réseau de dimension 2×2 sur une plate-forme reconfi-
gurable à base de FPGA. Cette émulation permet de valider le modèle SystemC simulé
de manière matérielle mais également d’accélérer les phases d’exploration en les réalisant
matériellement par le biais de changement de configuration au sein du code exécuté par le
processeur de contrôle.
Nous avons également souhaité tester l’intérêt de l’utilisation du logiciel Syndex [75]
pour concevoir un réseau sur puce concernant les aspects de placement des blocs IP et
de routage des communications entre ces blocs de traitement sur le réseau. Les résultats
obtenus n’ont pas été satisfaisants pour un exemple simple pour lequel le coût des com-
munications n’était pas minimisé. Ces résultats nous ont donc conduit à la mise en œuvre
d’un outil de conception dédié aux architectures NoC dont nous avons présenté le flot
associé.
Ce travail de thèse a permis de rendre plus flexible le flot de conception pour ce réseau
et de l’améliorer en offrant d’autres services comme la méthode AAA ou encore l’émulation
sur plate-forme matérielle. Ceci permettant d’accélérer les phases d’explorations et d’aider
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le concepteur à trouver la meilleure adéquation possible, plus rapidement, par le biais des
données issues des résultats de simulations obtenus via notre flot.
Pour finir, notre volonté était de répondre au mieux aux contraintes de notre contribu-
tion dans le cadre du projet 4MORE tout en anticipant les besoins futurs. Par conséquent,
ces travaux de thèse ouvrent des perspectives sur les poursuites à leur donner et nous
présentons celles-ci dans la section ci-après.
Perspectives
Ces travaux de thèse menés sur les réseaux sur puce étant nouveaux pour le laboratoire,
les perspectives de ces travaux sont donc nombreuses. Lors de la présentation de nos
résultats de simulation nous avons montré que l’accroissement des profondeurs des FIFO
au niveau des interfaces réseau permettait d’obtenir des gains en performance intéressants,
notamment concernant la réduction des latences dans les communications. Lors de ces
explorations, nous avons augmenté les profondeurs des FIFO de plusieurs interfaces réseau
de manière identique. Or il se peut que certaines d’entre-elles soient sur-dimensionnées
et sous-utilisées. Ainsi, afin d’avoir la meilleure adéquation possible, tout en veillant à
minimiser les coûts en surface et en consommation électrique, nous prévoyons de mettre
en place un traceur pour chaque FIFO, celui-ci ayant pour rôle de donner des statistiques
de remplissage des FIFO durant les simulations afin que le concepteur puisse ajuster les
tailles des FIFO indépendamment les unes des autres. Et par conséquent, réduire les coûts
en surface et indirectement en consommation électrique.
D’autre part, nous prévoyons de mettre en place une génération de code VHDL auto-
matique du modèle SystemC simulé par le biais d’une description en langage XML. Cette
génération automatique est possible grâce à la solution que nous proposons consistant à
rendre générique les unités de traitement et de permettre leur configuration logiciellement.
Cette étape est nécessaire afin de compléter notre flot de conception et d’offrir au concep-
teur plus de possibilités d’exploration et d’accélérer celles-ci par une émulation matérielle.
Cette étape devra également s’attarder sur le code VHDL du routeur qui n’est pas optimisé
pour une structure FPGA mais pour une technologie ASIC entraînant un coût en surface
important (1000 slices par routeur) qui doit être réduit pour offrir plus de souplesse lors
des émulations.
Pour finir, les différents travaux de recherche menés sur les réseaux sur puce dans
les domaines de la recherche industrielle et universitaire sont souvent menés sur un seul
et même réseau. Or, l’intérêt de ces travaux serait de comparer les performances entre
chaque réseau sur puce disponible pour une même application. Par contre, nous l’avons vu
dans le chapitre 1, ces réseaux peuvent avoir des structures, des topologies et des qualités
de services différentes rendant leur comparaison difficile. Par conséquent, nous souhaitons
approfondir ce point en proposant un modèle de description simplifié de routeur permettant
de décrire les différents réseaux existants et de les intégrer à notre outil de conception.
Ceci permet donc de choisir une architecture adaptée de réseau en fonction de l’application
utilisée. Une architecture réseau en qualité de service BE sera peut-être plus adaptée à
un GT dans le cas de tâches traitées par des processeurs interconnectés sur un réseau.
Il a été développé dans le cadre d’une collaboration entre le LESTER et l’IETR un NoC
µspider. Nous souhaitons comparer ces deux réseaux qui ont une structure et une topologie
similaire mais une qualité de service différente.
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On peut ainsi lister l’ensemble des travaux des perspectives à moyen terme et court
terme par ordre de priorité pour les prochains mois :
1. intégrer des traceurs pour les FIFO de chaque NI afin de pouvoir adapter leur pro-
fondeur à chaque bloc de traitement et réduire le coût matériel du design.
2. étudier le code VHDL du routeur afin de réduire son coût en surface et augmenter
sa fréquence maximale de fonctionnement
3. intégrer la génération automatique du code VHDL du SoC simulé en SystemC par
une description en langage XML
4. optimiser la phase AAA afin qu’elle puisse gérer les architectures matérielles d’im-
plantation multi-composants
5. modéliser le routeur et sa NI associée en consommation électrique
6. proposer un format de modélisation de NoC afin de pouvoir évaluer deux NoC aux
caractéristiques différentes (n’ayant pas la même QoS par exemple) pour une même
application
7. mettre en place une interface graphique permettant d’assouplir notamment le mode
semi-automatique dont les paramètres sont actuellement renseignés dans un classeur
Excel
Acronymes & Abréviations
La signification d’une abréviation ou d’un sigle n’est souvent indiquée que lors de sa
première apparition dans le texte. Il existe dans la plupart des cas une abréviation en
français et une abréviation en anglais. Dans les deux cas, les deux abréviations sont données
une première fois et nous employons ensuite l’abréviation la plus usuelle, celle-ci étant le
plus souvent celle en anglais.
4G 4e Génération de téléphonie mobile
AAA Adéquation Algorithme Architecture
ad-hoc qui va vers ce vers quoi il doit aller, c’est-à-dire formé dans un but
précis
AMBA-AHB Advanced High-performance Bus
AMBA-APB Advanced Peripheral Bus
AMRC Accès Multiple par Répartition en Code
APG APplication Graph
ARG ARchitecture Graph
ASIC Application Specific Integrated Circuit
BE Best Effort
CAN Convertisseur Analogique Numérique
CBS Codage Binaire à Symbole
CDMA Code Division Multiple Access
CFM Configuration Manager
CFO Carrier Frequency Offset
CNA Convertisseur Numérique Analogique
CPU Central Processing Unit
DFS Dynamic Frequency Scaling
DMA Direct Memory Access
DVS Dynamic Voltage Scaling
EDK Embedded Development Kit
Fat-Tree Arbre Elargi
FAUST Flexible Architecture of Unified System for Telecommunication
FFT Fast Fourrier Transform : Transformée de Fourrier rapide
FIFO First In First Out
FLIT FLow control unIT
FPGA Field Programmable Gate Array
FSL Fast Simplex Link
FSM Finite State Machine
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GALS Globalement Asynchrone, Localement Synchrone
GPRS General Packet Radio Service
GT Guaranteed Traffic
ICC Input Communication Controller
IEEE Institute of Electrical and Electronics Engineers
IG Intervalle de Garde
IP Intellectuel Property
IP Input Port : port d’entrée
ITM Interrupt Manager
JTAG Joint Test Action Group
LLR Log Likelihood Ratios
MAC Medium Access Control
MC-CDMA Multiple Carrier Code Division Multiple Access
MIMO Multiple-Input Multiple-Output
MMU Memory Management Unit
NI Network Interface
NoC Network on Chip
NTTP NoC Transaction and Transport Protocol
OCC Output Communication Controller
OCP Open Core Protocol
OCP-IP Open Core Protocol International Partnership
OFDM Orthogonal Frequency Division Multiplexing : Multiplexage par ré-
partition en fréquences orthogonales
OMI Open Microprocessor Initiative
OP Output Port :port de sortie
OPB On-chip Peripheral Bus
OS Operating System
PC Personal Computer
PCB Printed Circuit Board
PCI Peripheral Component Interconnect
PI-BUS Peripheral Interconnect Bus
PSK Phase Shift Keying
QAM Quadrature Amplitude Modulation
QoS Quality of Service
QPSK Quadrature Phase Shift Keying
RAID Redundant Array of Independent Disks
RAM Random Access Memory
RISC Reduced Instruction-Set Computer
RTC Réseau Téléphonique Commuté
RTL Register Transfer Level
RWD Read\Write decoder
SCSI Small Computer System Interface
SF Store-and-Forward
SFO Sampling Frequency Offset
Siso Single-Input Single-Output
SoC System on Chip
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SS-MC-MA Spread Spectrum Multiple Carrier Multiple Access
TDMA Time Division Multiple Access
TLM Transaction Level Model
ULB Ultra Large Bande
UMARS Unified MApping, Routing and Slot allocation
UMTS Universal Mobile Telecommunication System
UT Unité de Traitement
VCI Virtual Component Interface
VCT Virtual Cut-Trough
VHDL Very High Description Language
W-CDMA Wideband-Code Division Multiple Access
WiFi Wireless Fidelity ou IEEE802.11b Direct Sequence
WLAN Wireless Local Area Network
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Le résumé
Les densités d’intégration actuelles des circuits intégrés permettent de disposer de SoC
(systèmes sur puce) de plus en plus complexes, intégrant de plus en plus de standards. Par
conséquent, le problème des interconnexions entre tous les blocs IP (Intellectual Property)
constituant le SoC devient un point critique que les structures de communications actuelles
ne parviennent plus à solutionner.
Ces problèmes sont notamment liés aux besoins de plus en plus forts en mobilité et en
débit dans les architectures de communication actuelles et futures. Ainsi, les solutions à
base de NoC (Network on Chip) offrent de bonnes perspectives en terme de bande pas-
sante et de flexibilité pour pallier notamment aux limites actuelles des topologies bus. Les
travaux de thèse présentés ici portent sur la méthodologie de modélisation et d’exploration
d’architectures de réseaux sur puce appliquée aux télécommunications.
Le contexte radio-télécommunications étudié est celui proposé dans le cadre du projet
Européen 4MORE pour lequel nous avons contribué. Une des contraintes de ce projet était
d’intégrer dans un SoC la technique MC-CDMA (Multiple Carrier Code Division Multiple
Access) combinant la technique MIMO en utilisant un média de communication innovant.
Ainsi, nous avons contribué à cette intégration en proposant une méthodologie de
conception permettant d’aider le concepteur dans le choix des différents paramètres carac-
térisant le NoC pour satisfaire les contraintes temps réel de l’application spécifiées dans le
cahier des charges.
Ces travaux de thèse ont porté sur la modélisation et l’interconnexion des composants
IP constituant la chaîne algorithmique du projet 4MORE afin de les intégrer dans un
modèle SystemC du NoC. Par ailleurs, les choix de dimensionnement du réseau et des
contraintes de placement des blocs IP sur celui-ci ont un impact important sur les per-
formances globales de l’application. Nous avons mis en place un outil AAA (Adéquation
Algorithme Architecture) permettant de réaliser l’adéquation des contraintes de l’applica-
tion sur l’architecture en minimisant les chemins de communication tout en veillant à ne
pas violer les bandes passantes théoriques des liens de communication entre routeurs.
Le flot de conception mis en oeuvre permet au concepteur de générer le modèle Sys-
temC du NoC et permettra à cours terme de générer le code VHDL associé du modèle
SystemC simulé afin d’accélérer les phases de simulation et de donner la possibilité de
valider logiciellement et matériellement (cible FPGA) l’architecture avec son application.
Mots clés : Système sur puce, SoC, conception de circuit, synthèse d’architecture,
communication, réseau sur puce, NoC, routeur, interface réseau, outil d’aide à la concep-
tion, GALS.
