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1 Introduction
Random elds are frequently used in computational simulations of real-life pro-
cesses. In this thesis they are used for modeling of ow and transport in porous media.
Porous media as they arise in geological formations are intrinsically deterministic but
there is signicant uncertainty involved in determination of their properties such as
permeability, porosity and diusivity. By uncertainty we mean here simply the lack
of detailed knowledge.
The randomness of the coecients in the dierential equations describing ow
and transport in porous media changes their nature from deterministic to stochastic.
The solutions to these equations are in turn random and it is of practical interest to
determine their statistical distributions and appropriate moments. Due to complex-
ity of the stochastic ow and transport equations, this is done computationally. In
this work we use special parametrizations of the coecients of the dierential equa-
tions which allow to compute statistical moments of the main quantities of interest
eciently.
In the simulation of the random eld it is advantageous to use as much infor-
mation as possible; at minimum one has to know the mean and covariance function of
a eld. In porous media, frequently the properties are known from a limited number
of observations at xed points. These observations constrain the randomness of the
eld and lead to conditional simulations.
In this work we propose a method allowing to simulate a random eld which
respect the observed data. An advantage of our method is that in the case that
additional data becomes available it can be easily incorporated into subsequent repre-2
sentations. The proposed method is based on innite series representations of random
elds. We provide truncation error estimates which bound the discrepancy between
the truncated series and the random eld. Additionally, we provide a variety of ex-
amples and new expansions for some processes.
There are several approaches to ecient numerical computations for partial dif-
ferential equations with random data. In this work we consider Monte Carlo (MC)
and stochastic collocation (SC) methods. The MC method is one of the most pop-
ular methods used for the solution of stochastic equations. It is easy to implement
for any available deterministic solver. However, it is computationally expensive be-
cause it requires many simulations in order to quantify uncertainty. The SC method
is functionally similar to the MC method but it provides faster convergence of the
solutions achieved through the use of carefully chosen collocation points for stochastic
parameters with which the ow and transport equations are solved. We show that
MC and SC method have more in common than originally thought. While MC and
SC methods have been compared before, our work is the rst in which these methods
are applied to conditional stochastic parametrizations of ow and transport in porous
media.
This thesis is organized as follows. In Chapter 2 we introduce the notion of
random eld and give background denitions. In Chapter 3 we give an overview of the
known Gaussian processes and discuss some of their properties. Chapter 4 contains
information on the unconditional Karhunen-Lo eve representation of random elds
which is based on the mean and covariance functions. In this Chapter we develop
various new examples of Karhunen-Lo eve expansions. In Chapter 5 we discuss an
alternative way to represent some of the processes mentioned in Chapter 4.
In Chapter 6 we describe the main contribution of this work that is two meth-
ods of simulating a random eld respecting the given measurements. We also prove
several results which provide the theoretical basis for the practical use of these rep-
resentations. In Chapter 7 we give an overview of the ow and transport models3
and describe relevant quantities of interest. Chapter 8 discusses the Monte Carlo and
stochastic collocation methods. We describe the construction of the solutions of ow
and transport models for both methods. Chapter 9 contains results on our numerical
experiments. In Chapter 10 we present the conclusions of our thesis and ideas for the
future research. The Appendix contains the preliminaries from the probability theory
and functional analysis.4
2 Stochastic processes
2.1 Description of stochastic processes
In this chapter we introduce the notion of stochastic processes and describe some
of their properties. We also provide preliminaries that we need in the next chapters.
For our exposition we use the following sources [44, 43, 66, 37, 13, 81].
Let us start with one of the key denitions in this work.
Denition 2.1.1. Let (
;F;P) be a complete probability space, (S;S) be a measur-
able space, and (D;d) be a metric space. A family {Z(x);x ∈ D} of random variables
dened on (
;F;P) taking values in S is called a stochastic (random) process. The
spaces S and D are referred to as the state space and the index set respectively.
There exist many choices for the state space S and index set D. In many works
the index set is denoted by T which reects the attitude to it as to time. One may
take, for example, D = Z, or D = R+. In this work we deal with index sets that are
not necessarily ordered, such as Rd, d ≥ 1, so it is perhaps better to not think about
D as time. Regarding the state space S, we think about S as either countably nite
or innite, or uncountably innite subspace of R. Frequently S is understood as a
function space, e.g. a subset of C(D). It is worth to mention here that, depending
on the nature of S and D, the analysis of a stochastic process varies signicantly.
Remark 2.1.1. In the case D ⊂ Rd, d ≥ 2, {Z(x);x ∈ D} is referred to as a random
eld.
Denition 2.1.2. If the index set D is a nite or countably innite set (respectively,
uncountably innite), then a stochastic process {Z(x);x ∈ D} is called a discrete-
parameter (respectively, continuous-parameter) stochastic process.
Denition 2.1.3. If the state space S is a nite or countably innite set (respectively,
uncountably innite), then a stochastic process {Z(x);x ∈ D} is called a discrete-state
(respectively, continuous-state) stochastic process.5
Remark 2.1.2. A stochastic process {Z(x);x ∈ D} can be considered as a function
of two variables: (x;!) → Z(x;!), ! ∈ 
, x ∈ D.
Denition 2.1.4. For each xed ! ∈ 
, Z(⋅;!) ∶ D → S is a function of x that
represents a possible realization of the stochastic process {Z(x);x ∈ D}. This function
is called the sample path of the process.
As in the case of random variables, there are several ways to describe a stochastic
process. It often happens that the study of the stochastic process Z(x) starts with
the description and analysis of the probabilities of the form
P([Z(x1) ≤ z1;Z(x2) ≤ z2;:::;Z(xn) ≤ zn]); (2.1)
where n is an integer, x = (x1;x2;:::;xn) ∈ Dn, and z = (z1;z2;:::;zn) ∈ Rn.
Denition 2.1.5. The probabilities (2.1) are called the nite-dimensional distribu-
tions of Z(x), and denoted by FZ(x)(z) = FZ(x1);Z(x2);:::;Z(xn)(z1;z2;:::;zn).
Denition 2.1.6. Assume Z1 and Z2 are stochastic processes with a common index
set D. Then Z1 and Z2 are said to be equivalent if their nite-dimensional distributions
coincide.
Remark 2.1.3. If the process Z1 is equivalent to the process Z2, then Z1 is called a
version of Z2, and vice versa.
Remark 2.1.4. The nite-dimensional distributions of {Z(x);x ∈ D} contains all the
information about the distribution of the components of Z(x). But, in general, this
information is not enough to fully describe the properties of the sample functions of
Z(x).
The following example illustrates how a stochastic process can be described by
means of the formula which gives the value of the process Z(x) at every point x ∈ D
in terms of the random variable with known distribution function.6
Example 2.1.1. Let D = [0;1]. Assume U is a uniform random variable on [0;1].
Consider the stochastic process K(x) given by
K(x) = 1[U≥x](x):
Then we can nd the probability of random events relevant to this process. Note that
the process K(x) can take on only two values: 0 and 1.
For xed x ∈ D consider, for example,
P([K(x) = 0]) = P([1[U≥x] = 0]) = P([U < x]) = FU(x) = x:
Respectively,
P([K(x) = 1]) = P([1[U<x] = 0]) = P([U > x]) = 1−x:
Remark 2.1.5. The stochastic process K(x) is an example of two-valued process, the
process that can take on only two values: in this case, 0 and 1.
Denition 2.1.7. A two-valued process {Z(x);x ∈ D} whose possible values are 0
and 1 is called a zero-one process.
Remark 2.1.6. It is easy to check that if Z(x) is a zero-one process, then
Y (x) = a+(b−a)Z(x)
is a two-valued process which takes on values a and b.
In some cases a stochastic process can be expressed in terms of more than
one random variable or even other stochastic processes. Formulas can easily involve
dierential or integral operators. Examples of such stochastic processes are given
later.
2.2 Kolmogorov's Existence theorem
The Kolmogorov's Existence theorem is an important result in the theory of
stochastic processes. It provides conditions under which a given stochastic process
exists. The following theorem is a restatement of the Theorem 8.6.3 from [37].7
Theorem 2.2.1 (Kolmogorov's Existence theorem). Let D be a family of nite-
dimensional vectors x = (x1;x2;:::;xn), n ≥ 1, where {xi}n
i=1 are elements of some set
D ⊂ R. Assume {Fx;x ∈ D} is a collection of the nite-dimensional distributions that
satises the following consistency conditions
1. lim
zn+1→∞Fx1;x2;:::;xn;xn+1(z1;z2;:::;zn;zn+1) = Fx1;x2;:::;xn(z1;z2;:::;zn):
2. For every permutation  of (1;2;:::;n) and corresponding vector permutation
z = (z1;z2;:::;zn), Fx(z) = Fx(z).
for all n ≥ 1, x ∈ D. Then there exists a probability space (
;F;P) and a stochastic
process {Z(x);x ∈ D} on this space which has {Fx;x ∈ D} as its system of nite
dimensional distributions.
Proof of this result can be found in [13, 81].
2.3 Stationarity of stochastic processes
This section describes dierent types of stochastic processes characterized by
the relationship between the components of Z(x) for dierent values of x.
Denition 2.3.1. A stochastic process {Z(x);x ∈ D} is called strictly stationary of
order k, k ∈ Z+, if, for any vector (x1;x2;:::;xk) ∈ Dk and any h with (x1 + h;x2 +
h;:::;xk + h) ∈ Dk, the random vectors (Z(x1 + h);Z(x2 + h);:::;Z(xk + h)) and
(Z(x1);Z(x2);:::;Z(xk)) have the same joint distribution functions, that is,
FZ(x1+h);Z(x2+h);:::;Z(xk+h)(z1;z2;:::;zk) = FZ(x1);Z(x2);:::;Z(xk)(z1;z2;:::;zk): (2.2)
A stochastic process {Z(x);x ∈ D} is called strictly stationary if it is strictly stationary
of order k for all integers k ≥ 1.
Denition 2.3.2. A stochastic process {Z(x);x ∈ D} is called second order sta-
tionary, or covariance stationary, if for every xed x ∈ D, E[Z(x)] is constant,8
E[(Z(x)2)] is nite, and the covariance of the process, given by
CZ(x;x+h) = Cov[Z(x);Z(x+h)] = E[Z(x)Z(x+h)]−E[Z(x)]E(Z(x+h)); (2.3)
is a function of h only for all x;x + h ∈ D. In other words, for every x;y ∈ D,
CZ(x;y) = CZ(Sx−yS).
Note that if a stochastic process is strictly stationary of the second order with
nite mean and covariance, it is also second order stationary.
Usually it is not easy to show that a given stochastic process is strictly station-
ary. A lot of dierent conditions should be checked. Rather it is much easier to deal
with second order stationary processes which are found to be useful in many elds,
such as geosciences, image processing, etc.
2.4 The Poisson process
In this section we talk about the counting processes and, in particular, about
Poisson process. We recall relevant denitions and discuss several properties of the
counting processes. We return to the Poisson process again in Chapter 4 when we
discuss the construction of the Karhunen-Lo eve expansion of the random processes.
Denition 2.4.1. Assume {Z(x);x ≥ 0} is a continuous-parameter stochastic process
given on the probability space (
;F;P) taking values in the state space S = Z+ ∩ 0.
Then {Z(x);x ≥ 0} is called a counting process if for any xed x value of Z(x)
represents the total number of events that have occured during the time interval [0;x].
Remark 2.4.1. In the denition of counting process, the index set [0;∞) is usually
treated as time.
Next we consider several useful denitions. Throughout we assume that D ⊂ R.
Denition 2.4.2. A stochastic process {Z(x);x ∈ D} is said to have the independent
increments if the random variables Z(x2)−Z(x1);Z(x3)−Z(x2);:::;Z(xk)−Z(xk−1)
are independent for any choice of x1;x2;:::;xk with x1 < x2 < ::: < xk.9
Remark 2.4.2. If the stochastic process {Z(x);x ∈ D} has independent increments
then its covariance function is given by
Cov[Z(x);Z(y)] = Var[Z(min(x;y))]: (2.4)
For x < y consider
Cov[Z(x);Z(y)] = Cov[Z(x);Z(y)−Z(x)+Z(x)]
= Cov[Z(x);Z(y)−Z(x)]+Cov[Z(x);Z(x)]
= 0+Var[Z(x)]
= Var[Z(x)]:
Denition 2.4.3. A stochastic process {Z(x);x ∈ D} with D ⊂ R is said to have
stationary increments if for all x ∈ D the distribution of Z(x+h)−Z(x) depends only
on h, and not on x.
The next proposition provides the general form of the mean and variance of the
stochastic process with stationary increments.
Proposition 2.4.1 ([44], p. 27). Let D = [0;∞], and assume that stochastic process
{Z(x);x ∈ D} has stationary increments, nite mean and variance. Then
E[Z(x)] = 0 +1x; (2.5)
where 0 = E[Z(0)], 1 = E[Z(1)]−0, and
Var[Z(x)] = 2
0 +2
1x; (2.6)
where 2
0 = E[(Z(0)−0)2], 2
1 = E[(Z(1)−1)2]−2
0.
Remark 2.4.3. In the preceding proposition, choice of index set D = [0;∞] is suf-
cient condition for D to be linear, that is, to satisfy: for all x;y ∈ D, it is required
x+y ∈ D.10
The following two denitions recall two types of distributions connected through
the denition and properties of Poisson process.
Denition 2.4.4. A discrete random variable X is called a Poisson random variable
with parameter  if its density function is given by
pX(x) = P([X = x]) = e−x
x!
; x = 0;1;2;:::: (2.7)
Denition 2.4.5. A continuous random variable X is called an exponential random
variable with parameter  if its density function is given by
fX(x) =
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
e−x; if x ≥ 0;
0; if x < 0:
(2.8)
Denition 2.4.6. The counting process {N(x);x ≥ 0} is said to be a Poisson process
with parameter  > 0, if
1. N(0) = 0.
2. N(x) is a process with independent increments.
3. The number of events in any interval of length x is Poisson distributed with
parameter x. That is, for all x;y ≥ 0
P{N(y +x)−N(y) = n} = e−x(x)n
n!
;n = 0;1;:::: (2.9)
Remark 2.4.4. It follows from the third part of the above denition that Poisson
process {N(x);x ≥ 0} has stationary increments, and that
E[N(x)] = Var[N(x)] = x; (2.10)
E[N(y)−N(x)] = Var[N(y)−N(x)] = (y −x): (2.11)
Below we consider several important time characteristics associated with Poisson
process {N(x);x ≥ 0}.11
Notation 2.4.1. Let S1;S2;:::; denote the occurence of the rst, second,..., events,
and Tn = Sn − Sn−1, T1 = S1, n ≥ 2, denote the elapsed time between the (n − 1)st and
the nth event. The sequence {Tn;n ≥ 1} is called the sequence of interarrival times,
while {Sn;n ≥ 1} are usually referred to as the sequence of waiting times.
Remark 2.4.5. It is easy to see that
Sn =
n
Q
k=1
Tk; n ≥ 1: (2.12)
Next denition is related to the information available about the process:
Denition 2.4.7. A stochastic process {Z(x);x ∈ D} is called a Markov process if
for any k points x1;x2;:::;xk in D with x1 < x2 < ⋯ < xk
P([Z(xk) ≤ zk]S[Z(x1) = z1;Z(x2) = z2;:::;Z(xk−1) = zk−1])
= P([Z(xk) ≤ zk]S[Z(xk−1) = zk−1]): (2.13)
Next proposition shows the connection between the process with independent
increments and Markov process.
Proposition 2.4.2. If stochastic process {Z(x);x ≥ 0} has independent increments,
then it is also a Markov process.
Sketch of the proof is given in [43] on page 93.
Remark 2.4.6. It follows from the denition and the previous proposition that Pois-
son process is a Markov process.
The distribution of the interarrival and waiting times is given in the following
theorem.
Theorem 2.4.1. Assume {N(x);x ≥ 0} is a Poisson process with parameter , and
{Tn;n ≥ 1}, {Sn;n ≥ 1} are sequences of interarrival and waiting times respectively.
Then12
1. For any n ≥ 1, Tn is an exponential random variable with parameter .
2. The density function of the nth waiting time Sn is given by
fSn(x) = e−x(x)n−1
(n−1)!
; x ≥ 0: (2.14)
Readers interested in the proof of this theorem are referred to [43], p. 94.
Example 2.4.1. In this example we nd the covariance function of a Poisson process
N(x) with parameter .
Let 0 ≤ x ≤ y. Then using Proposition A.3.3 we get
Cov[N(x);N(y)] =
1
2
Var[N(x)]+Var[N(y)]−Var[N(y)−N(x)]
=
1
2
x+y −(y −x)
= x:
By symmetry, Cov[N(x);N(y)] = y if y ≤ x. Thus,
Cov[N(x);N(y)] = min(x;y): (2.15)
2.5 Several properties of random elds
In this section we consider special properties of the random elds such as con-
tinuity and integrability. We recall several related results that we need in Chapter 4
where we discuss representation of random elds based on their mean and covariance
functions. It is known [11] that continuity of covariance function is connected to the
quadratic mean continuity of the stochastic process.
2.5.1 Continuity
Unlike the case of deterministic functions of x there are dierent types of con-
tinuity with respect to x of the stochastic process Z(x) that can be dened. This is13
because there are several dierent types of convergence: almost surely, in probability,
in mean. Each type gives rise to the notion of a particular type of continuity (see
Appendix A.6).
Denition 2.5.1. A stochastic process {Z(x);x ∈ D} dened on the probability space
(
;F;P) is said to be continuous at x with probability one (or almost surely) if
P({! ∶ lim
h→0
SZ(x+h)−Z(x)S = 0}) = 1: (2.16)
Denition 2.5.2. A stochastic process {Z(x);x ∈ D} dened on the probability space
(
;F;P) is said to be continuous in probability (or stochastically continuous) at x if
for every " > 0
lim
h→0
P({! ∶ SZ(x+h)−Z(x)S > "}) = 0: (2.17)
Denition 2.5.3. A stochastic process {Z(x);x ∈ D} dened on the probability space
(
;F;P), with Z(x) ∈ Lp for all x ∈ D, is said to be continuous in p-th mean at x if
lim
h→0
E[SZ(x+h)−Z(x)Sp] = 0: (2.18)
In each of the above denitions if the property holds for all x ∈ D we say that
the respective continuity holds.
Remark 2.5.1. If a stochastic process {Z(x);x ∈ D} is continuous in p-th mean,
then using Markov's inequality it is straightforward to show it is also continuous in
probability.
The quadratic mean continuity of the process can be connected to the continuity
of its covariance function via the following theorem.
Theorem 2.5.1 ([11], p. 63). A stochastic process {Z(x);x ∈ D} ∈ L2(
;F;P) is
continuous in quadratic mean on D if and only if either one of the following holds:
1. The covariance function CZ(x;y) = Cov[Z(x);Z(y)] is continuous on D ×D.14
2. For any xed y ∈ D, CZ(⋅;y) is continuous on D and the map x → CZ(x;x) is
continuous on D.
Corollary 2.5.1. A stationary stochastic process {Z(x);x ∈ D} ∈ L2(
;F;P) is
continuous in quadratic mean on D if and only if its covariance function CZ(h) is
continuous at h = 0.
Example 2.5.1. Let {Z(x);x ≥ 0} be a stochastic function with mean and covariance
functions given by
E[Z(x)] = 0; Cov[Z(x);Z(y)] = min(x;y); x;≥ 0: (2.19)
Using theorem 2.5.1 we can show that stochastic process Z(x) is continuous in quadratic
mean:
E[SZ(x)−Z(y)S2] = E[Z(x)2]−2E[Z(x)Z(y)]+E[Z(y)2]
= x−2min(x;y)+y
= Sx−yS:
So we see that lim
y→xE[SZ(x)−Z(y)S2] = lim
y→xSx−yS = 0, that is, {Z(x);x ≥ 0} is continuous
in quadratic mean. Using Chebyshev's inequality, we get
P(SZ(x)−Z(y)S ≥ ") ≤
Sx−yS
"2 → 0 as y → x; ∀" > 0:
Thus, Z(x) is also continuous in probability.
2.5.2 Integration
Let f(x) be a continuous deterministic function on a nite interval [a;b] ⊂ R,
and {Z(x);x ∈ [a;b]} ∈ L2(
;F;P) be a stochastic process with zero mean and
covariance function CZ(x;y). For the purposes of applications that we deal with in
this work (see Chapter 4) we consider only two types of stochastic integrals, namely
Riemann integrals of the form
I1(!) = S
b
a
f(x)Z(x;!)dx; (2.20)15
and Riemann-Stieltjes integrals of the form
I2(!) = S
b
a
f(x)dZ(x;!): (2.21)
In our exposition we follow closely [24, 43].
Let the points x0;x1;:::;xn dene a partition of [a;b] such that
a = x0 < x1 < ⋯ < xn = b (2.22)
Corresponding to this partition let
S1(!) =
n−1
Q
i=1
f(xi)Z(xi;!)(xi+1 −xi); (2.23)
S2(!) =
n−1
Q
i=1
f(xi)[Z(xi+1;!)−Z(xi;!)] (2.24)
be the Riemann/Riemann-Stieltjes sums. Note that E[S1] = E[S2] = 0.
Let max = max
i=1;:::;n
(xi−xi−1) and consider a sequence of partitions of the interval
[a;b] such that max → 0 as n → ∞. If it can be shown that the sums S1 and S2
converge in mean-square sense to the limits I1 and I2, respectively, and limits are the
same for any sequence of partitions satisfying (2.22), then the limits are dened as
stochastic integrals. Hence we dene
I1 = l:i:m:
max→0
S1; (2.25)
I2 = l:i:m:
max→0
S2; (2.26)
where l:i:m: denotes the limit in the mean-square sense.
Consider the following useful theorems.
Theorem 2.5.2 ([43], p. 156). Assume {Z(x);x ∈ [a;b]} is a stochastic process
with mean zero and covariance function CZ(x;y) continuous on [a;b]2. If f(x) is a
continuous function on [a;b] such that the Riemann integral
R1 = S
b
a S
b
a
f(x)f(y)CZ(x;y)dxdy (2.27)
exists, then the mean-square integral I1 exists and
E[I1] = 0 and Var[I1] = R1: (2.28)16
Theorem 2.5.3 ([43], p. 156). Assume {Z(x);x ∈ [a;b]} is a stochastic process with
mean zero and covariance function CZ(x;y) of bounded variation on [a;b]2. If f(x)
is a continuous function on [a;b] such that the Riemann-Stieltjes integral
R2 = S
b
a S
b
a
f(x)f(y)CZ(dx;dy) (2.29)
exists, then the mean-square integral I2 exists and
E[I2] = 0 and Var[I2] = R2: (2.30)
The proofs of both results can be found in [24, 43].
It is easy to extend the construction of the mean-square integral I1 replacing
interval [a;b] with a bounded set D ∈ Rd. For details we refer to [42], p. 92-93. Here
we state only the main result.
Theorem 2.5.4 ([42], p. 93). Assume {Z(x);x ∈ D} is a random eld on bounded set
D ⊂ Rd with mean zero and covariance function CZ(x;y), and f(x) is a continuous
function on D. Integral S
D
f(x)Z(x)d exists in the mean-square sense if and only if
the Riemann integral S
D S
D
f(x)f(y)CZ(x;y)dxdy exists, and then
E S
D
f(x)Z(x)dx = 0; (2.31)
E VS
D
f(x)Z(x)dxV
2
	 = S
D S
D
f(x)f(y)CZ(x;y)dxdy: (2.32)17
3 Gaussian processes
Gaussian processes are widely used in the computational simulations of real-life
phenomena. They are among the mostly studied stochastic processes. In general, they
are easier to simulate than other processes being completely dened by their mean
and covariance functions. Additionally, family of Gaussian processes is closed under
linear transformations. The results related to their properties such as continuity and
integrability are also easier to show.
We start by reviewing the basic denitions and results related to the properties
of Gaussian distribution.
3.1 Multinormal distribution
Recall that a real-valued random variable X is a Gaussian random variable with
parameters  and  if its characteristic function is given by
E[eitX] = eit− 1
22t2
;
or, equivalently, if it is a continuous random variable with density
fX(x) =
1

√
2
exp−
(x−)2
22 	:
Additionally recall that E[X] = ;Var[X] = 2, i.e. the Gaussian distribution
N(;2) of random variable X is completely determined by its mean  and vari-
ance 2.
Denition 3.1.1. The random vector X = (X1;X2;:::;Xn) is said to have a mul-
tivariate normal (or multinormal) distribution if
n
Q
i=1
aiXi is a real-valued Gaussian
random variable for any vector a = (a1;a2;:::;an) ∈ Rn.
This denition is quite general and, thus, gives more freedom when working
with. The following denition is essentially equivalent.18
Denition 3.1.2. The random vector X = (X1;X2;:::;Xn) is said to have a mul-
tivariate normal (or multinormal) distribution with parameters  and  if it has a
density function given by
fx(x) =
1
»
(2)n ⋅det
exp−
1
2
(x−)−1(x−)T; x ∈ Rn; (3.1)
where  ∈ Rn,  is an n × n positive denite nonsingular symmetric matrix. We
denote X ∼ N(;).
Remark 3.1.1. As in the case with Gaussian random variable, the multinormal dis-
tribution N(;) of the random vector X is dened by the mean vector  = E[X]
and covariance matrix  = (ij), where ij = Cov[Xi;Xj].
The following lemma shows the form of the joint characteristic function of the
Gaussian random vector X.
Lemma 3.1.1. Let X = (X1;X2;:::;Xn) ∼ N(;). Then the joint characteristic
function of X is given by
x(t) = exp[i(t1X1 +t2X2 +⋯+tnXn)]
= exp
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
i
n
Q
j=1
Xjtj −
1
2
n
Q
j=1
n
Q
k=1
jktjtk
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
= expitT −
1
2
ttT; (3.2)
where jk = Cov[Xj;Xk], t = (t1;t2;:::;tn).
The following lemma shows that the collection of multinormal distributions is
closed under linear transformation.
Lemma 3.1.2. Let X = (X1;X2;:::;Xn) ∼ N(;), and Y = (Y1;Y2;:::;Yn) be
given by Y = AX + b for n × n nonsingular real matrix A and real vector b. Then
Y ∼ N(A+b;AAT).19
Proof of this result can be found in [76] on page 26.
Another important property of Gaussian random variables is that uncorrelated
random variables are independent.
Lemma 3.1.3. Let X = (X1;X2;:::;Xn) has a multinormal distribution with mean
vector , and assume that for i ≠ j, i;j = 1;:::;n,
E[(Xi −i)(Xj −j)] = 0: (3.3)
Then X1;X2;:::;Xn are independent. In this case, the density function of X is given
by
fx(x) =
1
»
(2)n
n
M
i=1
exp−
(xi −i)2
22
i
	; (3.4)
where i = Var[Xi], i = 1;:::;n.
3.2 Gaussian processes and their properties
Gaussian processes play very important role in the theory of stochastic pro-
cesses. For example, the Wiener process, which is Gaussian, is one of the most widely
studied processes. Ornstein-Uhlenbeck process is often used in the numerical simula-
tions of ow and transport in porous media. In this section we discuss the properties
of the Gaussian properties which distinguish them from other processes. We start
with the following denition.
Denition 3.2.1. A stochastic process {Z(x);x ∈ D} is called a Gaussian process
if the random vector (Z(x1);Z(x2);:::;Z(xn)) has the multinormal distribution for
any n ∈ Z+ and any vector (x1;x2;:::;xn) ∈ Dn.
Remark 3.2.1. By Lemma 3.1.2, if {Z(x);x ∈ D} is a Gaussian process, then the
stochastic process {Y (x);x ∈ D} given by Y (x) = aZ(x) + b is also Gaussian for any
a;b ∈ R.20
Many properties of the stochastic processes can be deduced from its covariance
function. This statement is even more pertinent in the case of the Gaussian process
as in that case the mean and covariance functions dene the law of the entire process.
Theorem 3.2.1 ([45], p. 141). Given a set D ⊂ Rd, a function  ∶ D → R, and a
symmetric, positive denite function C ∶ D × D → R, there exists a Gaussian process
{Z(x);x ∈ D} on a probability space which has  and C as its mean and covariance
functions respectively.
In addition to dening the law of the process, the covariance function provides
the criteria for the Gaussian process to be strictly stationary.
Lemma 3.2.1. Assume that a Gaussian process {Z(x);x ∈ D}, D ⊂ Rd, has constant
mean Z(x) = Z, and a covariance CZ(x;x+h) = Cov[Z(x);Z(x+h)] function of h
only. Then {Z(x);x ∈ D} is a strictly stationary process.
Proof can be found in [48] on page 61.
The following lemma is a restatement of the theorem 17.5 from [81].
Lemma 3.2.2. Assume u and v are positive functions on D ⊂ R+. For x;y ∈ D let
C(x;y) =
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
u(x)v(y); if x ≤ y;
u(y)v(x); if x ≥ y:
(3.5)
Then C is the covariance function of a Gaussian process on a probability space and
the interval D if and only if for every x;y ∈ D with x < y
u(y)v(x)−u(x)v(y) ≥ 0: (3.6)
Lemma 3.2.3. Let D ⊂ R+ be an arbitrary interval, and assume that a Gaussian
process {Z(x);x ∈ D} has a continuous strictly positive denite covariance CZ(x;y) =
Cov[Z(x);Z(y)]. Then {Z(x);x ∈ D} is a Gaussian Markov process if and only if
CZ can be expressed in the form (3.5).21
Examples of the Gaussian Markov processes will be given in the next section.
The following result combines the results of the Lemmas 3.2.1 and 3.2.3.
Lemma 3.2.4 ([48], p. 65). A stationary Gaussian stochastic process {Z(x);x ∈ D},
D ⊂ R, with constant mean  is a Markov process if and only if its covariance function
is of the form
Cov[Z(x);Z(y)] = 2e−Sx−yS −2; (3.7)
where  and  are positive constants.
3.3 The Wiener process and relatives
We start this section with the denition of the Wiener process. The Wiener
process is widely studied and occurs frequently in applied mathematics, nance and
physics. We also discuss several stochastic processes whose properties can be explained
in terms of the properties of the Wiener process.
3.3.1 Denition and path properties
Denition 3.3.1. A stochastic process {W(x);x ≥ 0} is called a Wiener process, or
Brownian motion, if the following holds:
1. W(0) = 0.
2. {W(x);x ≥ 0} has independent increments, i.e. for all 0 = x0 ≤ x1 ≤ ⋯ ≤
xn < ∞ the increments W(x1)−W(x0),W(x2)−W(x1);:::;W(xn)−W(xn−1)
are independent random variables.
3. {W(x);x ≥ 0} has stationary increments, i.e. for all x ≥ 0 and h > 0, the incre-
ments W(x + h) − W(x) are normally distributed with mean zero and variance
2h.
Remark 3.3.1. In the case  = 1, the process {W(x);x ≥ 0} is called a standard
Brownian motion.22
The equivalent denition of the Wiener process follows.
Denition 3.3.2. A stochastic process {W(x);x ≥ 0} is called a Wiener process if
the following holds
1. W(0) = 0.
2. {W(x);x ≥ 0} is a Gaussian process.
3. E[W(x)] = 0.
4. CW(x;y) = Cov[W(x);W(y)] = 2min(x;y) for some constant  > 0 and all
x;y ≥ 0.
Last denition is easier to work with in case we need to check that a particular
process is a Wiener process. But it becomes even more useful when we deal with
some modications of the original Wiener process. The following result gives several
examples.
Proposition 3.3.1. If {W(x);x ≥ 0} is a standard Brownian motion then each of
the following processes is a version of a standard Brownian motion:
1. W1(x) = −W(x).
2. W2(x) =
√
cW(t~c) for xed c > 0.
3. W3(x) = W(x+h)−W(h) for xed h.
4. W4(x) =
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
xW(1~x); if x > 0
0; if x = 0:
Readers interested in the proof are referred to [44, 43].
The path properties of the Brownian motion are addressed in the following two
theorems.
Theorem 3.3.1 ([43], p. 237). There exists a Wiener process {W(x);x ≥ 0} whose
sample paths are continuous almost surely.23
Details of the proof can be found in [13, 43].
Theorem 3.3.2 ([43], p. 238). A Wiener process {W(x);x ≥ 0} has almost surely
nowhere dierentiable sample paths.
Many textbooks have a proof of this theorem, cf. [13, 43, 46].
3.3.2 Transformations of the Brownian motion
This subsection is devoted to the transformations of the Brownian motion.
Denition 3.3.3. Let {W(x);x ≥ 0} be a standard Brownian motion. The stochastic
process having the distribution of
Wd(x) = x+W(x); x ≥ 0; (3.8)
is called a Wiener process (or Brownian motion) with drift  and diusion .
Proposition 3.3.2. The stochastic process {Wd(x);x ≥ 0} is a Gaussian process hav-
ing independent and stationary increments with mean E[Wd(x)] = x and covariance
function CWd(x;y) = 2min(x;y).
Sketch of the proof is given in [48] on page 184.
Remark 3.3.2. Constant  is the drift parameter, and  is the diusion parameter
of the process Wd.
The following process arises from the Wiener process with drift.
Denition 3.3.4. Let {Wd(x);x ≥ 0} be a Brownian motion with drift and diusion
parameters  and , respectively. The stochastic process having the distribution of
G(x) = eWd(x); x ≥ 0 (3.9)
is called a geometric Brownian motion.
The following proposition combines the results obtained in [48].24
Proposition 3.3.3. The stochastic process {G(x);x ≥ 0} is a Markov process which
satises:
E[G(x)] = exp+
1
2
2x; (3.10)
Var[G(x)] = exp+
1
2
22xe2x −1; (3.11)
Cov[G(x);G(x+y)] = exp+
1
2
2(2x+y)e2x −1: (3.12)
Contrary to the Wiener process, geometric Brownian motion does not have
stationary and independent increments ([48], p. 189).
The following modication of the Wiener process also involves the exponential
function but in the form of the parameter transformation and rescaling.
Denition 3.3.5. Let {W(x);x ≥ 0} be a standard Brownian motion. The stochastic
process {U(x);x ≥ 0} dened by
U(x) = e−xW 
2e2x
2
;  > 0; (3.13)
is called the Ornstein-Uhlenbeck process.
Remark 3.3.3. Since the transformation is applied only to the index parameter x,
the Ornstein-Uhlenbeck process remains Gaussian.
Proposition 3.3.4 ([48], p. 201). The Ornstein-Uhlenbeck process is a strictly sta-
tionary Gaussian process with mean zero and covariance function given by
CU(x) = Cov[U(x);U(y)] =
2e−Sx−yS
2
: (3.14)
Remark 3.3.4. It was shown in [48] that since the Ornstein-Uhlenbeck process is
strictly stationary, its increments are also stationary, but are not independent.
Next modication of the Wiener process expands the index set of the modied
process.25
Denition 3.3.6. Let {W(x);x ∈ R} be a Brownian motion on R (Denition 3.3.2
remains the same). The stochastic process having the distribution of
Wh(x) =
1
h
[W(x+h)−W(x)]; x ∈ R; (3.15)
is called a Brownian increment process.
Proposition 3.3.5. The stochastic process {Wh(x);x ∈ R} is a strictly stationary
Gaussian process with mean zero and covariance function
CWh(x;y) = Cov[Wh(x);Wh(y)] =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
2
h
1−
Sx−yS
h
	; if Sx−yS < h;
0; if Sx−yS ≥ h:
(3.16)
Proof. Since for every xed x the random variable Wh(x) is represented as a
linear combination of two Gaussian random variables, it is Gaussian as well. This
implies that {Wh(x);x ∈ R} is a Gaussian process.
For xed x ∈ R consider
E[Wh(x)] = E 
W(x+h)−W(x)
h
	
=
E[W(x+h)]−E[W(x)]
h
= 0:
Next, let x ≤ y and consider
Cov[hWh(x);hWh(y)] = E h2Wh(x)−E[Wh(x)]Wh(y)−E[Wh(y)]
= EW(x+h)−W(x)W(y +h)−W(y)
= E[W(x+h)W(y +h)]−E[W(x+h)W(y)]
−E[W(x)W(y +h)]+E[W(x)W(y)]
= 2[x+h−min(x+h;y)−x+x]
= 2[x+h−min(x+h;y)]26
=
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
2[x+h−y]; if y −x < h;
0; if y −x ≥ h:
Symmetrically, for y ≤ x we have that Cov[hWh(x);hWh(y)] = 2[y+h−x] for x−y < h,
and 0 otherwise. Then the covariance function of the Brownian increment process Wh
is given by
Cov[Wh(x);Wh(y)] =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
2
h
1−
Sx−yS
h
	; if Sx−yS < h;
0; if Sx−yS ≥ h:
(3.17)
Now since the covariance function CWh(x;y) depends on x and y only through the dif-
ference (x−y), by Lemma 3.2.1 the Brownian increment process is a strictly stationary
process.
3.3.3 Brownian bridge
Some modications of the Brownian motion are of interest on their own. The
processes that we consider in this subsection are obtained from the Wiener process by
conditioning.
Denition 3.3.7. Let {W(x);x ≥ 0} be a standard Brownian motion. The conditional
stochastic process {B(x);x ∈ [0;1]} dened by
B(x) = W(x)S[W(1) = 0] (3.18)
is called the Brownian bridge (or tied-down Wiener process).
Proposition 3.3.6 ([48], p. 197). The Brownian bridge {B(x);x ∈ [0;1]} is a Gaus-
sian Markov process with mean zero and covariance function
CB(x;y) = Cov[B(x);B(y)] = min(x;y)−xy: (3.19)
Since the Brownian bridge is a Gaussian process, we can give an equivalent
denition of this process as a Gaussian process with mean and covariance of the
Brownian bridge.27
Proposition 3.3.7 ([43], p. 232). Let {W(x);x ≥ 0} be a standard Brownian motion.
Then each of the following processes is a version of a standard Brownian bridge:
1. B1(x) = W(x)−xW(1).
2. B2(x) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
(1−x)W 
x
1−x
; if x ∈ [0;1);
0; if x = 1:
Sketch of proof. We use the fact that the Brownian motion is a Gaussian process
to conclude that each of the versions is a Gaussian process. Then we can nd mean
and covariance of each of the processes to show that they coincide with those for
Brownian bridge.
Remark 3.3.5. Since the covariance function of the Brownian bridge can be expressed
in the form (3.5) for u(x) = x, v(x) = 1 − x, x ∈ [0;1], Lemma 3.2.3 implies that
Brownian bridge is a Markov process. Another name for the Brownian bridge is the
Doob-Kac process.
Next we consider the stochastic process obtained by conditioning the Wiener
process at two points.
Proposition 3.3.8 ([10], p. 107). Let {W(x);x ≥ 0} be a standard Brownian motion.
The conditional stochastic process {Q(x);x ∈ [a;b]} dened by
Q(x) = W(x)S[W(a) = c;W(b) = d] (3.20)
is Gaussian Markov with mean function
Q(x) = c+
x−a
b−a
(d−c); (3.21)
and covariance function
CQ(x;y) = Cov[Q(x);Q(y)] =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
(x−a)(b−y)
b−a
; if x < y;
(y −a)(b−x)
b−a
; if x ≥ y:
(3.22)28
Remark 3.3.6. Note that the covariance function CQ does not depend on the values
that the Wiener process takes on at x = a and x = b, it only depends on the location of
the conditioning points. This is true for all covariances obtained by conditioning.
3.3.4 Integration of Wiener process
Denition 3.3.8. Let {Wd(x);x ≥ 0} be a Brownian motion with drift and diusion
parameters  and , respectively. The stochastic process dened by
IW(x) = a0 +S
x
0
Wd(y)dy; x ≥ 0; (3.23)
is called an integrated Brownian motion. Here a0 is a xed constant.
Proposition 3.3.9 ([48], p. 191). Let {IW(x);x ≥ 0} be an integrated Brownian
motion. Then the following holds:
1. {IW(x);x ≥ 0} is a Gaussian process with mean function
E[IW(x)] = a0 +
x2
2
; (3.24)
and covariance function
Cov[IW(x);IW(y)] = 2min(x;y)2
3max(x;y)−min(x;y)
6
	: (3.25)
2. The increments of the integrated Brownian motion are neither independent nor
stationary.
Proof. Almost all parts of the proof are given in [48]. Here we will show only
the formula for the covariance function.
It was shown in [48] that
E[IW(x)] = a0 +
x2
2
;
and
E S
x
0
W(s)dsS
y
0
W(t)dt = x2
x
3
+
y −x
2
; 0 ≤ x < y;29
where {W(x);x ≥ 0} is a standard Brownian motion.
Then for x ≤ y
E[IW(x)IW(y)] = E a0 +S
x
0
s+W(s)dsa0 +S
y
0
t+W(t)dt
= a0 +
x2
2
a0 +
y2
2
+2x2
x
3
+
y −x
2
:
Thus, for x ≤ y
Cov[IW(x);IW(y)] = E[IW(x)IW(y)]−E[IW(x)]E[IW(y)]
= 2x2
x
3
+
y −x
2
:
So for arbitrary x;y ≥ 0 we have
Cov[IW(x);IW(y)] = 2min(x;y)2
3max(x;y)−min(x;y)
6
	:
In some sense the following process is relative to the integrated Brownian mo-
tion.
Denition 3.3.9. Let {W(x);x ≥ 0} denote a standard Brownian motion process.
The stochastic process dened by
W0(x) = W(x)−S
1
0
W(y)dy; x ∈ [0;1]; (3.26)
is called the mean-centered Brownian motion (or Wiener process).
Proposition 3.3.10 (Lemma 2.1, [28]). The covariance function of the mean-centered
Brownian motion W0 is given by
Cov[W0(x)W0(y)] = min(x;y)−x−y +
1
2
x2 +
1
2
y2 +
1
3
; x;y ∈ [0;1]: (3.27)30
4 Karhunen-Lo eve expansion
In this chapter we consider the method of simulating the random elds based
on their mean and covariance functions. The Karhunen-Lo eve (KL) expansion is
developed to construct random elds on the compact subsets of Rd. The method is
based on the represesentation of the random eld in terms of eigenpairs associated
with the integral operator with kernel determined by the covariance function.
The KL expansion is similar to the Fouries series expansion where coecients in
the series are uncorrelated random variables. Stochastic processes introduced earlier
in Chapters 2 and 3 and their KL expansions are discussed in this chapter. We consider
examples of existing KL expansions and give some new expansions.
There are other possible representations of the stochastic processes which we
discuss in Chapters 5 and 6. Before we proceed to the direct construction of the KL
expansion we recall some preliminary results on the covariance functions and integral
operators.
4.1 Covariance function
In this section we discuss the properties of the covariance functions of random
elds. In what follows we always assume that the random eld of interest {Z(x);x ∈
D} is of second order, i.e. the function Z ∶ D → L2(
;F;P). Let D be a compact set
in Rd, and Z ∶ D → R and CZ ∶ D×D → R denote the mean and covariance functions
of Z respectively, such that CZ is square integrable over D ×D:
S
D S
D
SCZ(x;y)S2dxdy < ∞: (4.1)
The following proposition provides several properties of the covariance function.
Proposition 4.1.1 ([42], p. 84). A covariance function of a real-valued random eld
{Z(x);x ∈ D} is symmetric and positive denite, i.e. CZ(x;y) = CZ(y;x), and for31
any choice of n ∈ Z+, (x1;x2;:::;xn) ∈ Dn and (a1;a2;:::;an) ∈ Rn
n
Q
i=1
n
Q
j=1
CZ(xi;xj)aiaj ≥ 0 (4.2)
Additionally, we have
SCZ(x;y)S ≤
»
E[SZ(x)S2]
»
E[SZ(y)S2]: (4.3)
Corollary 4.1.1 ([42], p. 85). Assume {Z(x);x ∈ D} is a real-valued second order
stationary random eld with covariance function CZ(x;y) = CZ(Sx−yS), x;y ∈ D. Let
RZ(y −x) = CZ(x;y) denote the correlation function of Z. Then
1. RZ(x) = RZ(−x).
2. RZ(x) ≤
»
E[SZ(x)S2]
»
E[SZ(0)S2].
3. for any choice of n ∈ Z+, (x1;x2;:::;xn) ∈ Dn and (a1;a2;:::;an) ∈ Rn
n
Q
i=1
n
Q
j=1
RZ(xi −xj)aiaj ≥ 0: (4.4)
Consider the related notion of cross-covariance.
Denition 4.1.1. Let {Z1(x);x ∈ D} and {Z2(x);x ∈ D} be two second order stochas-
tic processes dened on (
;F;P) with mean functions Z1 and Z2, respectively. The
cross-covariance function CZ1Z2 of the processes Z1 and Z2 is given by
CZ1Z2(x;y) = Cov[Z1(x);Z2(y)] = E[Z1(x)Z2(y)]−Z1(x)Z2(y) (4.5)
for all x;y ∈ D.
The properties of the cross-covariance are given in the following proposition.
Proposition 4.1.2 ([43], p. 147). Let {Z1(x);x ∈ D} and {Z2(x);x ∈ D} be two mean
zero second order stochastic processes dened on (
;F;P). Then for all x;y ∈ D
1. CZ1Z2(x;y) = CZ2Z1(y;x).
2. CZ1+Z2(x;y) = CZ1(x;y)+CZ1Z2(x;y)+CZ2Z1(x;y)+CZ2(x;y).32
4.1.1 Stationary random processes
Stationary random processes are widely used in many elds, such as geosciences,
computer science, etc. We are already familiar with two examples of Gaussian sta-
tionary processes (see Section 3.3), namely Ornstein-Uhlenbeck {U(x);x ≥ 0} and
Brownian increment {Wh(x);x ∈ R} processes whose covariance functions are given
respectively
Cov[U(x);U(y)] =
2e−Sx−yS
2
;
Cov[Wh(x);Wh(y)] =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
2
h
1−
Sx−yS
h
	; if Sx−yS < h;
0; if Sx−yS ≥ h:
For convenience we refer to the covariance of stationary random process as
stationary covariance. We start the review of stationary covariances with the Mat ern
class of covariances in Rd dened as
CMatern(x;y) =
21−
 ()

√
2Yx−yY



K 
√
2Yx−yY

; (4.6)
with positive parameters  and , where K is a modied Bessel function (cf. [1],
Section 9.6). The parameters for this model are chosen so that for  → ∞ we obtain
the covariance function exp[−Yx−yY2~(22)], [68]. For  = 1~2 and d = 1 the covariance
(4.6) can be rewritten as C(x;y) = e−Sx−yS~, covariance function of Ornstein-Uhlenbeck
proces.
The following family of covariances is often used in geosciences [30]. For clarity
in our numerical experiments we refer to the names of the covariances given as below.
We combine them together for the reference.
For positive parameters  > 0 and  > 0 consider
1. Exponential covariance
C(x;y) = 2exp−
Yx−yY

: (4.7)33
2. Gaussian covariance
C(x;y) = 2exp−
Yx−yY2
2 	: (4.8)
3. Spherical covariance, d = 1;2;3 only
C(x;y) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
21−1:5
Yx−yY

+0:5
Yx−yY3
3 	; if Yx−yY ≤ 
0; if Yx−yY ≥ :
(4.9)
4. Hole eect covariance
C(x;y) = 2cos
Yx−yY

: (4.10)
5. Linear (power) covariance
C(x;y) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
21−
Yx−yY

	; if Yx−yY ≤ 
0; if Yx−yY ≥ :
(4.11)
The ve covariance models are illustrated in Figure 4.1, where for comparison
purpose the parameters  and  are set to 0.3 and 1 respectively.
FIGURE 4.1: Commonly used covariance models.34
4.2 Karhunen-Lo eve expansion
We start this section with preliminary results on the operators dened on Hilbert
spaces. In our exposition we use [36, 41, 81].
In the second subsection we review integral operators and discuss their con-
nection with the covariance functions of the stochastic processes. We describe the
representation of the random elds based on their mean and covariance functions.
Additional information on the subject can be found in [2, 42, 52, 58].
4.2.1 Preliminaries on operators dened on Hilbert spaces
For Hilbert spaces H1 and H2 with inner products (⋅;⋅)Hi, i = 1;2, consider an
abstract operator A ∶ H1 → H2.
Denition 4.2.1. An operator A ∶ H1 → H2 is called linear if for all f;g ∈ H1,  ∈ R
A(f +g) = Af +Ag;
A(f) = Af:
Next two concepts are closely related to each other: boundedness and continuity.
Denition 4.2.2. An operator A ∶ H1 → H2 is called bounded if there exists a positive
constant c such that for all f ∈ H1
YAfYH2 ≤ cYfYH1; (4.12)
where Y⋅YHi =
»
(⋅;⋅)Hi, i = 1;2.
If A is bounded then the non-negative number
YAY = sup
f∈H1;f≠0
YAfYH2
YfYH1
(4.13)
is called the norm of A.
Denition 4.2.3. An operator A ∶ H1 → H2 is called continuous if for any sequence
{fn}∞
n=1 ⊂ H1 converging to f0 ∈ H1
lim
n→∞YAfn −Af0YH2 = 0: (4.14)35
Theorem 4.2.1 ([41], p. 73). A linear operator A ∶ H1 → H2 is bounded if and only
if it is continuous.
The next denition introduces the notion of adjoint operator.
Theorem 4.2.2 ([41], p. 95). Assume A ∶ H1 → H2 is a bounded linear operator.
Then there exists a unique bounded linear operator A∗ ∶ H2 → H1, called the adjoint
of A, such that for all f ∈ H1 and all g ∈ H2
(Af;g)H2 = (f;A∗g)H1: (4.15)
Denition 4.2.4. A bounded linear operator A ∶ H → H is called self-adjoint if
A∗ = A.
Theorem 4.2.3 ([36], p. 81). An operator A ∶ H → H is self-adjoint if and only if
for all f ∈ H (Af;f)H ∈ R.
A very important class of bounded linear operators which arise in the study of
integral equations is the class of compact operators.
Denition 4.2.5. An operator A ∶ H1 → H2 is called compact if for any sequence
{fn}∞
n=1 ⊂ H1 with YfnYH1 = 1, the sequence {Afn}∞
n=1 has a convergent subsequence.
Theorem 4.2.4 ([36], p. 85). Assume {An}∞
n=1 is a sequence of compact operators
from H1 to H2 such that limn→∞YAn − AY = 0 where A ∶ H1 → H2. Then A is a
compact operator.
The next results relate to the eigenpairs of compact self-adjoint operators.
Theorem 4.2.5 (Spectral theorem, [81], p. 270). Assume A ∶ H → H is a compact
self-adjoint operator and A ≠ 0. Then A has at least one and at most countably many
nonzero eigenvalues and  = 0 is the only possible limit of the eigenvalues. Every
eigenvalue of A is real and every nonzero eigenvalue of A has a nite multiplicity. Let
{n;n ≥ 1} be the nonzero eigenvalues of A where an eigenvalue of multiplicity p is36
repeated p times. There exists a full orthonormal system {n;n ≥ 1} of eigenvectors
of A corresponding to eigenvalues {n;n ≥ 1}. An arbitrary full orthonormal system
of eigenvectors of A and an orthonormal basis of the null space of A constitute a
complete orthonormal system of H. Additionally for all f ∈ H
Af = Q
n≥1
n(f;n)Hn: (4.16)
Denition 4.2.6. A linear operator A ∶ H → H is called a positive operator if
(Af;f)H ≥ 0 for all f ∈ H. An operator A is called a strictly positive operator if
additionally (Af;f)H = 0 implies f = 0.
Lemma 4.2.1 ([81], p. 270). A compact self-adjoint operator A ∶ H → H with A ≠ 0
is a positive operator if and only if all its eigenvalues are nonnegative, and it is a
strictly positive operator if and only if all its eigenvalues are positive.
4.2.2 Integral operator and Mercer's theorem
Consider the integral operator C ∶ L2(D) → L2(D) dened by
C(y) = S
D
CZ(x;y)(x)dx; y ∈ D: (4.17)
It is easy to see that C is a self-adjoint linear operator on L2(D). It follows from
(4.1) that C is bounded. Details of the proof of compactness of C can be found in [36]
on page 87. By the Spectral theorem there exist a countable number of eigenpairs
{(n;n)}∞
n=1 of C such that
Cn(y) = S
D
CZ(x;y)n(x)dx = nn(y); n ≥ 1; y ∈ D; (4.18)
with (n;k)L2(D) = S
D
nkdx = n;k, n;k ≥ 1.
Assume that the covariance function CZ is continuous. Then by Proposition
4.1.1 we have (Cf;f) ≥ 0 for all f ∈ L2(D). Due to the orthogonality of eigenfunctions
{n}∞
n=1 the corresponding eigenvalues
n = (Cn;n)L2(D) ≥ 0; (4.19)37
i.e. the eigenvalues are non-negative. Note that Cf is continuous for any f ∈ L2(D).
Then n is continuous for any n ≥ 1 if n > 0, since n =
1
n
Cn.
The following theorem provides the innite series expansion for covariance func-
tion CZ.
Theorem 4.2.6 (Mercer's theorem, [2], p. 71). Let CZ be continuous positive denite
on D × D with D compact subset of Rd. Suppose {(n;n)}∞
n=1 are the eigenpairs of
the integral operator with kernel CZ. Then
CZ(x;y) =
∞
Q
n=1
nn(x)n(y); (4.20)
where the series converges absolutely and uniformly on D ×D.
Theorem 4.2.7 (Karhunen-Lo eve expansion, [52], p. 144). Let D be a compact subset
of Rd. Assume {Z(x);x ∈ D} is a random eld dened on (
;F;P) continuous in
quadratic mean on D with mean function Z and covariance function CZ. Then Z
has an orthogonal decomposition
Z(x;!) = Z(x)+
∞
Q
n=1
»
nn(x)n(!); (4.21)
where {(n;n)}∞
n=1 are the eigenpairs of the integral operator with kernel CZ, and
random variables {n}∞
n=1 satisfy
n(!) =
1
n
S
D
[Z(x;!)−Z(x)]n(x)dx;
E[n] = 0; Cov[n;k] = n;k; n;k ≥ 1:
The series (4.21) converges in quadratic mean uniformly on D.
The following corollary simplies the representation in case that the random
eld of interest is Gaussian.
Corollary 4.2.1 ([58], p. 206). Assume that the assumptions of the previous theo-
rem hold. Additionally we assume that {Z(x);x ∈ D} is Gaussian. Then Z has an38
orthogonal decomposition
Z(x;!) = Z(x)+
∞
Q
n=1
»
nn(x)n(!); (4.22)
where {n}∞
n=1 are independent identically distributed (i.i.d.) normal random variables
with zero mean and unit variance.
Remark 4.2.1. Assume that the assumptions of the Theorem 4.2.7 hold. Let ZN(x)
denotes the partial sum of the series (4.21), i.e.
ZN(x) = Z(x)+
N
Q
n=1
nn(x)n; (4.23)
where the equality is understood in terms of convergence in quadratic mean. Consider
E[YZ −ZNY2
L2(D)] = E
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
S
D

∞
Q
n=N+1
»
nn(x)n
2
dx
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
= E S
D

∞
Q
n=N+1
∞
Q
k=N+1
»
n
»
kn(x)k(x)nkdx	
= E 
∞
Q
n=N+1
n2
n	
=
∞
Q
n=N+1
nE[2
n]
=
∞
Q
n=N+1
n;
where we can exchange the summation and integration due to the convergence of the
series. Thus, the rate of convergence of KL expansion depends on the convergence of
the eigenvalues.
4.3 Examples of analytical Karhunen-Lo eve expansions
One of the limitations of KL expansion is that it requires the solution of the
integral equation (4.18). There are only a few cases of stochastic processes for which
analytical solutions of the integral equation are available. If analytical solution of39
the integral equation is not available or hard to obtain there exist numerical methods
allowing to approximate the eigenpairs. We discuss them in Section 4.5.
In general, it is also hard to nd the KL expansion for non-Gaussian processes
as, beyond the solution of the integral equation, the procedure involves nding the
distribution of the uncorrelated random variables of the representation. We show
several examples of non-Gaussian processes for which the KL expansion is possible to
nd analytically.
4.3.1 Brownian motion, Brownian bridge and related processes
In this subsection we consider the classical examples of KL expansions for Brow-
nian motion and Brownian bridge. They are often used to describe the whole proce-
dure of obtaining the KL representation from integral equation to the expansion. We
also consider the examples of KL expansions of several processes related to Brownian
motion and Brownian bridge that we discuss earlier in Section 3.3.
In some situations KL expansions can be reused to obtain the KL expansion
of the related process. We show several examples in this subsection and Subsections
4.3.2, 4.4.1, 4.4.2.
Brownian motion
Let {W(x);x ∈ [0;T]} be a standard Brownian motion, T > 0 (see Section 3.3).
Recall that
E[W(x)] = 0; Cov[W(x);W(y)] = CW(x;y) = min(x;y); x;y ∈ [0;T]
It is clear that the covariance function CW(x;y) is continuous on [0;T]×[0;T]. The
corresponding compact self-adjoint operator is
C(y) = S
T
0
min(x;y)(x)dx: (4.24)
The integral equation (4.18) becomes
(y) = S
y
0
x(x)dx+S
T
y
y(x)dx; y ∈ [0;T]: (4.25)40
Note that (0) = 0. Dierentiating with respect to y gives
′(y) = y(y)−y(y)+S
T
y
(x)dx
= S
T
y
(x)dx; y ∈ [0;T]:
Note that ′(T) = 0. Dierentiating once again gives the eigenvalue problem
′′(y)+(y) = 0; y ∈ [0;T]
(0) = 0; ′(T) = 0:
Simple argument shows that this problem does not have negative eigenvalues.
The general solution of the dierential equation is given by
(y) = c1sin
y
√

+c2cos
y
√

; y ∈ [0;T]:
Boundary conditions imply that
c2 = 0;
c1 √

cos
T
√

 = 0:
The solutions of cos
T
√

 = 0 are
T
√
n
= (n−1~2), n ≥ 1, hence the eigenvalues are
given by
n = 
T
(n−1~2)
	
2
; n ≥ 1: (4.26)
The eigenfunctions are of the form n(y) = csin
y
√
n
, n ≥ 1. In order to nd
constant c we require YnYL2([0;T]) = 1. Consider
YnY2
L2([0;T]) = S
T
0
c2sin2
x
√
n
dx
=
c2
2 S
T
0
1−cos
2x
√
n
	dx
=
c2
2
x−
√
n
2
sin
2x
√
n
	W
T
0
=
c2
2
T −
√
n
2
sin
2T
√
n
	41
=
c2T
2
:
Thus c =
¾
2
T
, and eigenfunctions are given by
n(y) =
¾
2
T
sin
(n−1~2)y
T
	; n ≥ 1; x ∈ [0;T]: (4.27)
Hence the KL expansion of the standard Brownian motion {W(x);x ∈ [0;T]} is given
by
W(x) =
¾
2
T
∞
Q
n=1
T
(n−1~2)
sin
(n−1~2)x
T
	n; x ∈ [0;T]; (4.28)
where {n}∞
n=1 are i.i.d. normal random variables with zero mean and unit variance.
Figure 4.2 shows the rst 15 eigenvalues associated with the covariance function
of Brownian motion on the interval [0;T] = [0;1].
FIGURE 4.2: Eigenvalues n of the covariance function min(x;y), n = 1;:::;15, for
x;y ∈ [0;1].
On Figure 4.3 we see three realizations of KL expansion of Brownian motion
truncated at dierent levels N. It is not possible to use the innite series representa-
tion for the simulations of stochastic process. Truncated series are used instead where
number of terms N controls the level of approximation.42
FIGURE 4.3: KL expansion of Brownian motion {W(x);x ∈ [0;1]} truncated at
dierent levels N.
Remark 4.3.1. The KL expansion of Brownian motion with drift  and diusion 
{Wd(x);x ∈ [0;1]} (see Subsection 3.3.2) is easy to obtain from the KL of the standard
Brownian motion. Recall that
E[Wd(x)] = x;
Cov[Wd(x);Wd(y)] = CWd(x;y) = 2min(x;y) = 2CW(x;y); x;y ∈ [0;1]
The corresponding integral equation is given by
S
1
0
CWd(x;y)(x)dx = S
1
0
2CW(x;y)(x)dx = (y); y ∈ [0;1]: (4.29)
It is easy to see that eigenfunctions W corresponding to the covariance of the
standard Brownian motion satisfy the integral equation (4.29) with eigenvalues W of
the former scaled by the factor 2, i.e. the eigenpairs corresponding to the covariance
Brownian motion with drift  and diusion  can be written as
Wd;n = 2W;n = 

(n−1~2)
	
2
; n ≥ 1; (4.30)
Wd;n(x) = W;n(x) =
√
2sin[(n−1~2)x]; n ≥ 1; x ∈ [0;1]: (4.31)
Hence the KL expansion of Brownian motion with drift  and diusion  is given by
Wd(x) = x+
√
2
∞
Q
n=1
sin[(n−1~2)x]
(n−1~2)
n; x ∈ [0;1]; (4.32)43
where {n}∞
n=1 are i.i.d. normal random variables with zero mean and unit variance.
Brownian bridge
Our next example describes the procedure of obtaining the KL expansion of the
Brownian bridge {B(x);x ∈ [0;1]}. From Subsection 3.3.3 we know that
E[B(x)] = 0; Cov[B(x);B(y)] = CB(x;y) = min(x;y)−xy; x;y ∈ [0;1]:
The covariance function CB(x;y) is continuous on [0;1] × [0;1]. The corresponding
compact self-adjoint operator is
C(y) = S
1
0
[min(x;y)−xy](x)dx: (4.33)
The integral equation (4.18) can be rewritten as
(y) = S
y
0
x(x)dx+S
1
y
y(x)dx−S
1
0
xy(x)dx; y ∈ [0;1]: (4.34)
Observe that (0) = (1) = 0. Dierentiating with respect to y gives
′(y) = S
1
y
(x)−S
1
0
x(x)dx; y ∈ [0;1]:
Dierentiating once again gives the dierential eigenvalue problem
′′(y)+(y) = 0; y ∈ [0;1];
(0) = 0; (1) = 0:
As in the case of Brownian motion the general solution of the dierential equation is
given by
(y) = c1sin
y
√

+c2cos
y
√

:
The boundary conditions give
c2 = 0; c1sin
1
√

 = 0:44
The solutions of sin
1
√

 = 0 are
1
√
n
= n, n ≥ 1, hence the eigenvalues are given
by
n =
1
(n)2; n ≥ 1: (4.35)
The eigenfunctions are of the form n(y) = csin
y
√
n
, n ≥ 1 with YnYL2(D) = 1.
Using argument similar to the one we use for the eigenfunctions of Brownian motion
we get that c =
√
2. Thus, the KL expansion of the Brownian bridge {B(x);x ∈ [0;1]}
is given by
B(x) =
√
2
∞
Q
n=1
sin(nx)
n
n; x ∈ [0;1]; (4.36)
where {n}∞
n=1 are i.i.d. normal random variables with zero mean and unit variance.
Figure 4.4 shows three realizations of KL expansion of Brownian bridge trun-
cated at dierent levels N.
FIGURE 4.4: KL expansion of Brownian bridge {B(x);x ∈ [0;1]} truncated at dif-
ferent levels N.
The following two examples show the KL expansions of the processes related
to Brownian motion and Brownian bridge, namely Brownian increment process and
general version of Brownian bridge. The KL expansions for the former processes are
easy to obtain, while the related processes require more elaborate work. Practically
this means that we need to use numerical methods to get the expansion.45
Brownian increment process
We want to obtain the KL expansion of the process related to the Brownian
motion, Brownian increment process {Wh(x);x ∈ [0;h]} (see Subsection 3.3.2). Recall
that the Brownian increment process is a centered Gaussian process with covariance
function
Cov[Wh(x);Wh(y)] = CWh(x;y) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
2
h
1−
Sx−yS
h
	; if Sx−yS < h;
0; if Sx−yS ≥ h:
For simplicity we let  = 1. Note that the covariance function of Brownian increment
process is a constant multiple of the stationary linear covariance function (4.11). The
sketch of the procedure of obtaining the KL expansion is given in [34]. In this work
we include all details.
To nd the eigenpairs associated with the covariance function CWh the following
integral equation has to be solved
(y) = S
h
0
(h−Sx−yS)(x)dx = S
y
0
(h+x−y)(x)dx+S
h
y
(h−x+y)(x)dx: (4.37)
Dierentiating with respect to y gives
′(y) = (h+y −y)(y)−S
y
0
(x)dx−(h−y +y)(y)+S
h
y
(x)dx
= −S
y
0
(x)dx+S
h
y
(x)dx: (4.38)
Observe that
′(0) = −′(h) = S
h
0
(x)dx;
and
(0)+(h) = S
h
0
(h−x)(x)dx+S
h
0
(h+x−h)(x)dx = hS
h
0
(x)dx = h′(0):
Dierentiating equation (4.38) with respect to y we get the following problem
′′(y) = −2(y); y ∈ [0;h];46
′(0) = −′(h);
′(0) =
(0)+(h)
h
:
The general solution of the dierential equation is given by
(y) = c1sin(y)+c2cos(y); y ∈ [0;h];
where  =
¾
2

. The boundary conditions give
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
c1 = −c1 cos(h)+c2 sin(h);
c1h = c2 +c1sin(h)+c2cos(h):
(4.39)
The last system of equations can be rewritten as
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
c1 − sin(h)c2 = 0;
[h−sin(h)]c1 − [1+cos(h)]c2 = 0:
(4.40)
The non-trivial solution of the system (4.40) exists only if its determinant is equal to
zero. Setting the determinant equal to zero gives
0 = −[1+cos(h)]2 +sin(h)[h−sin(h)]
= −1−2cos(h)−cos2(h)+hsin(h)−sin2(h)
= −2−2cos(h)+hsin(h):
We can rewrite
2[1+cos(h)] = hsin(h):
Now observe that if 1 + cos(h) = 0, i.e. h = n for n = 1;3;5;:::, then sin(h) = 0.
Otherwise, we get
tan
h
2
 =
2
h
; n = 2;4;6;:::: (4.41)
Then the eigenvalues of the problem are given by
n =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
2
h
n

2
; if n = 1;3;5;:::;
solutions of the equation tan
h
√
2n
 =
√
2n
h
; if n = 2;4;6;::::
(4.42)47
For n = 1;3;5;:::, if nh = n then the second equation of the system (4.39) implies
that c1 = 0, so the corresponding eigenfunctions are of the form n(y) = ccos
ny
h
,
n = 1;3;5;:::, y ∈ [0;h]. Constant c can be dened by satisfying the requirement
YnYL2([0;h]) = 1. Consider
YnY2
L2([0;h]) = S
h
0
c2cos2
nx
h
dx
=
c2
2 S
h
0
1+cos
2nx
h

=
c2
2
x+
h
2n
sin
2nx
h
W
h
0
=
c2h
2
:
Thus c =
¾
2
h
, and corresponding eigenfunctions are given by
n(y) =
¾
2
h
cos
ny
h
; y ∈ [0;h]; n = 1;3;5;:::: (4.43)
For n = 2;4;6;:::, if n is a solution of equation (4.41) then the rst equation of the
system (4.39) implies that c1 = c2tan
nh
2
. Hence the corresponding eigefunctions
are given by
n(y) = ctan
nh
2
sin(ny)+cos(ny); y ∈ [0;h]; n = 2;4;6;::::
Consider
YnY2
L2([0;h]) =S
h
0
c2tan
nh
2
sin(nx)+cos(nx)
2
dx
=c2
S
h
0
tan2
nh
2
sin2(nx)+tan
nh
2
sin(2nx)+cos2(nx)dx
=
c2
2 S
h
0
tan2
nh
2
[1−cos(2nx)]
+2tan
nh
2
sin(2nx)+1+cos(2nx)¡dx
=
c2
2
tan2
nh
2
x−
sin(2nx)
2n
	48
−
1
n
tan
nh
2
cos(2nx)+x+
sin(2nx)
2n
¡W
h
0
=
c2
2
tan2
nh
2
h−
sin(2nh)
2n
	−
1
n
tan
nh
2
cos(2nh)
+h+
sin(2nh)
2n
+
1
n
tan
nh
2
¡
=
c2
2
2h+tan2
nh
2
−1⋅h−
sin(2nh)
2n
	+
2
n
tan
nh
2
sin2(nh)¡:
Then c = h+tan2
nh
2
−1⋅
h
2
−
sin(2nh)
4n
	+
1
n
tan
nh
2
sin2(nh)¡
−1~2
, and
the corresponding eigenfunctions n for n = 2;4;6;::: are given by
n(y) =
tan
nh
2
sin(ny)+cos(ny)
¿
Á Á Àh+tan2
nh
2
−1⋅
h
2
−
sin(2nh)
4n
	+
1
n
tan
nh
2
sin2(nh)
: (4.44)
The solution of the integral equation (4.37) is not completely analytical since
it still requires the use of numerical methods for the solution of non-linear equation
(4.41). An advantage of the semi-analytical solutions is that, in general, they call only
for the numerical approximation of eigenvalues, and eigenfunctions can be found for
any spatial grid using the available expressions. General numerical methods for solving
the integral equation allow to nd the values of eigenfunctions only at predened grid
points. In order to nd the values of eigenfunctions for the ner grid the whole quite
expensive procedure has to be repeated.
General version of the Brownian bridge
In our next example we consider a general version of the Brownian bridge which
has xed values at two points. Let {Q(x);x ∈ [a;b]} be a conditional Gaussian process
dened by equation (3.20) with mean and covariance functions given by
E[Q(x)] = c+
x−a
b−a
(d−c);49
Cov[Q(x);Q(y)] =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
(x−a)(b−y)
b−a
; if x < y;
(y −a)(b−x)
b−a
; if x ≥ y:
The corresponding integral equation is
(b−a)(y) = S
y
a
(x−a)(b−y)(x)dx+S
b
y
(y −a)(b−x)(x)dx: (4.45)
Note that (a) = (b) = 0. Dierentiating the equation (4.45) with respect to y twice
gives rst
(b−a)′(y) = −S
y
a
(x−a)(x)dx+S
b
y
(b−x)(x)dx;
and then
(b−a)′′(y) = −(y −a)(y)−(b−y)(y) = −(b−a)(y):
Then we get the following problem to solve
′′(y)+(y) = 0; y ∈ [a;b]
(a) = 0; (b) = 0:
The general solution of the dierential equation is
(y) = c1sin(y)+c2cos(y);  =
1
√

:
and the boundary conditions give
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
c1sin(a)+c2cos(a) = 0;
c1sin(b)+c2cos(b) = 0
(4.46)
The non-trivial solution of the system (4.46) exists only if its determinant is equal to
zero. Setting the determinant equal to zero gives
0 = sin(a)cos(b)−cos(a)sin(b) = −sin[(b−a)]:
Solutions of sin[(b − a)] = 0 are n(b − a) = n, n ≥ 1. Then the corresponding
eigenvalues
n = 
b−a
n

2
; n ≥ 1: (4.47)50
The rst equation of the system (4.46) implies that c2 = −c1tan(na). Then
the eigenfunctions are of the form n(y) = c[sin(ny)− tan(na)cos(ny)], y ∈ [a;b],
n ≥ 1.
Consider
YnY2
L2([a;b]) =S
b
a
c2[sin(nx)−tan(na)cos(nx)]2dx
=
c2
2 S
b
a
1−cos(2nx)−2tan(na)sin(2nx)
+tan2(na)[1+cos(2nx)]¡dx
=
c2
2
x−
sin(2nx)
2n
+
1
n
tan(na)cos(2nx)
+tan2(na)x+
sin(2nx)
2n
	¡W
b
a
=
c2
2
b−
sin(2nb)
2n
+
1
n
tan(na)cos(2nb)+tan2(na)b+
sin(2nb)
2n
	
− a+
sin(2na)
2n
−
1
n
tan(na)cos(2na)−tan2(na)a+
sin(2na)
2n
	¡
=
c2
2
2b+
1
n
tan(na)[cos(2nb)−cos(2na)]−2a
+ [tan2(na)−1]b+
sin(2nb)
2n
	−[tan2(na)−1]a+
sin(2na)
2n
	¡
=
c2
2
2(b−a)−
2
n
tan(na)sin[n(b+a)]sin[n(b−a)]
+ [tan2(na)−1]b−a+
1
n
sin[n(b−a)]cos[n(b+a)] 
=
c2
2
(b−a)tan2
na
b−a
+1
=
c2(b−a)
2cos2
na
b−a

:
Requiring YnYL2([a;b]) = 1 we get that c =
¾
2
b−a
cos
na
b−a
. So the eigenfunctions
are
n(y) =
¾
2
b−a
cos
na
b−a
sin
ny
b−a
−tan
na
b−a
cos
ny
b−a
51
=
¾
2
b−a
cos
na
b−a
sin
ny
b−a
−sin
na
b−a
cos
ny
b−a

=
¾
2
b−a
sin
n(y −a)
b−a
	:
Finally the KL expansion of the conditional process {Q(x);x ∈ [a;b]} can be written
as
Q(x) = c+
x−a
b−a
(d−c)+
¾
2
b−a
∞
Q
n=1
b−a
n
sin
n(x−a)
b−a
	n; x ∈ [a;b]; (4.48)
where {n}∞
n=1 are i.i.d. normal random variables with zero mean and unit variance.
Remark 4.3.2. Note that the KL of Brownian bridge (4.36) is a partial case of the
equation (4.48).
One more example of the KL expansion of the stochastic process related to the
Brownian motion is given below.
Mean-centered Brownian motion
Let {W0(x);x ∈ [0;1]} be a mean-centered Brownian motion (see Subsection
3.3.4). Recall that
E[W0(x)] = 0; Cov[W0(x);W0(y)] = min(x;y)−x−y+
1
2
(x2+y2)+
1
3
; x;y ∈ [0;1]:
It is shown in [28] that the KL expansion of the mean-centered Brownian motion is
W0(x) =
√
2
∞
Q
n=1
cos(nx)
n
n; x ∈ [0;1]; (4.49)
where {n}∞
n=1 are i.i.d. normal random variables with zero mean and unit variance.
The following example shows the KL expansion of the Ornstein-Uhlenbeck pro-
cess with stationary exponential covariance function.
Ornstein-Uhlenbeck process
Let {U(x);x ∈ [0;T]} be an Ornstein-Uhlenbeck process with covariance func-
tion
Cov[U(x);U(y)] = 2exp−
Sx−yS

; x;y ∈ [0;T]:52
There are several sources [34, 82] where one can found the eigenpairs of the integral
equation associated with the exponential covariance. Here we state the results in
the form they are represented in [82]. The eigenvalues {n}∞
n=1 and corresponding
eigenfunctions {n}∞
n=1 are given by
n =
22
22
n +1
; (4.50)
n(y) =
ncos(ny)+sin(ny)
»
(22
n +1)T~2+
; (4.51)
where n are positive roots of the following transcendental equation
(22 −1)sin(T) = 2 cos(T): (4.52)
4.3.2 Karhunen-Lo eve expansion of Gaussian random elds
So far we consider only the KL expansions of 1-variate stochastic processes. We
know that KL expansion requires solution of the integral equations. For example, for
bivariate random elds the integral equations contain double integrals. In general,
the corresponding analytical solution is not easy to obtain if possible at all. In this
subsection we consider several examples of the random elds for which analytical
solutions are available. We start with several denitions which can be found in [29].
Denition 4.3.1. For any integer d ≥ 1, a d-variate standard Wiener process (or
Brownian sheet) {W(x);x ∈ Rd} is a centered Gaussian process with continuous paths
and covariance function given by
Cov[W(x);W(y)] =
d
M
i=1
min(xi;yi) (4.53)
for x = (x1;:::;xd) ∈ [0;∞)d and y = (y1;:::;yd) ∈ [0;∞)d.
Denition 4.3.2. For any integer d ≥ 1, a d-variate standard Brownian bridge
{B(x);x ∈ Rd}, dened in terms of the d-variate Wiener process W(x) via the dis-
tributional identity
B(x) = W(x)−
d
M
i=1
xiW(1;:::;1); (4.54)53
is a centered Gaussian process with continuous paths and covariance function given
by
Cov[B(x);B(y)] =
d
M
i=1
min(xi;yi)−
d
M
i=1
xiyi (4.55)
for x = (x1;:::;xd) ∈ [0;1]d and y = (y1;:::;yd) ∈ [0;1]d.
For the next denition we introduce the following notation: for each i = 1;:::;d
let i denote an operator dened for f(x) ∈ L1([0;1]d), x = (x1;:::;xd) ∈ [0;1]d, as
if(x) = f(x)−xif(x1;:::;xi−1;1;xi+1;:::;xd): (4.56)
Denition 4.3.3. For any integer d ≥ 1, a d-variate tied-down Brownian bridge
{B∗(x);x ∈ Rd}, dened in terms of the d-variate Wiener process W(x) via the
distributional identity
B∗(x) = 1 ○⋯○dW(x); (4.57)
is a centered Gaussian process with continuous paths and covariance function given
by
Cov[B(x);B(y)] =
d
M
i=1
[min(xi;yi)−xiyi] (4.58)
for x = (x1;:::;xd) ∈ [0;∞)d and y = (y1;:::;yd) ∈ [0;∞)d.
For d = 2 we have
B∗(x) = B∗(x1;x2) = W(x1;x2)−x1W(1;x2)−x2W(x1;1)+x1x2W(1;1): (4.59)
The d-variate standard Wiener process and d-variate tied-down Brownian bridge
are examples of the random elds with separable covariances.
Denition 4.3.4. Assume {Z(x);x ∈ D}, D ⊂ Rd, is a random eld. We say that
the covariance function of Z(x) is separable if for all x = (x1;:::;xd) ∈ Rd and y =
(y1;:::;yd) ∈ Rd it can be represented as
Cov[Z(x);Z(y)] =
d
M
i=1
Ci(xi;yi) (4.60)
for some symmetric positive denite functions Ci, i = 1;:::;d.54
The following lemma states the results on the KL expansion of the bivariate
centered Gaussian random elds but can be easily extended to the general case of
d-variate Gaussian random elds.
Lemma 4.3.1 ([29], p. 522). Assume {Z(x);x ∈ [0;1]2} is a centered Gaussian
random eld with separable covariance CZ(x;y) = C1(x1;y1)C2(x2;y2), x = (x1;x2),
y = (y1;y2) ∈ [0;1]2. Then Z(x) has the KL expansion given by
Z(x) =
∞
Q
n=1
∞
Q
k=1
»
1;n2;k1;n(x1)2;k(x2)n;k; (4.61)
where eigenpairs {(i;n;i;n)}∞
n=1, i = 1;2, are solutions of the corresponding integral
equations
i;ni;n(y) = S
1
0
Ci(x;y)i;n(x)dx; i = 1;2; x ∈ [0;1]; (4.62)
and {n;k}∞
n;k=1 are double-indexed i.i.d. normal random variables with zero mean and
unit variance.
Consider an example of application of the above lemma.
Example 4.3.1. Using Lemma 4.3.1 it is easy to obtain KL expansion of bivari-
ate standard Wiener process and tied-down Brownian bridge from the KL expansions
(4.28) and (4.36) of 1-dimensional standard Wiener process and Brownian bridge
respectively.
The KL expansion of bivariate standard Wiener process {W(x);x ∈ [0;1]2} is
given by
W(x) = 2
∞
Q
n=1
∞
Q
k=1
sin[(n−1~2)x1]sin[(k −1~2)x2]
(n−1~2)(k −1~2)2 n;k; x = (x1;x2) ∈ [0;1]2;
(4.63)
where {n;k}∞
n;k=1 are double-indexed i.i.d. normal random variables with zero mean
and unit variance. Figure 4.5 shows a single realization of the truncated KL expansion
of bivariate standard Wiener process with N = 100 terms. The KL expansion of
bivariate tied-down Brownian bridge {B∗(x);x ∈ [0;1]2} is given by
B∗(x) = 2
∞
Q
n=1
∞
Q
k=1
sin(nx)sin(kx)
nk2 n;k; x = (x1;x2) ∈ [0;1]2; (4.64)55
where {n;k}∞
n;k=1 are double-indexed i.i.d. normal random variables with zero mean
and unit variance. Figure 4.6 shows a single realization of the truncated KL expansion
of bivariate tied-down Brownian bridge with N = 100 terms. Note that truncated series
are tied down along the boundary of the set D = [0;1]2. This feature comes from the
properties of the eigenfunctions associated with the covariance function of bivariate
tied-down Brownian bridge. All eigenfunctions vanish at the boundary of D.
FIGURE 4.5: Single realization of the truncated KL expansion of bivariate standard
Wiener process {W(x);x ∈ [0;1]2} with N = 100 terms.
FIGURE 4.6: Single realization of the truncated KL expansion of bivariate tied-down
Brownian bridge {B∗(x);x ∈ [0;1]2} with N = 100 terms.56
4.4 Approximation of piecewise-constant random processes
In this section we show the examples of KL expansions of several piecewise-
constant random processes. The processes that we discuss are non-Gaussian. This
means that the random variables in the KL expansion are also non-Gaussian. The
procedure of obtaining the KL representation involves nding the distribution of the
random variables.
We start with the Poisson process {N(x);x ∈ [0;1]} (see Section 2.4).
4.4.1 Poisson process
Let {N(x);x ∈ [0;1]} be a Poisson process with parameter  > 0. We know that
the mean and covariance functions are given by
E[N(x)] = x; Cov[N(x);N(y)] = min(x;y) = CW(x;y); x;y ∈ [0;1]:
Following the argument presented in Remark 4.3.1 we have that the KL expansion of
Poisson process {N(x);x ∈ [0;1]} is
N(x) = x+
√
2
∞
Q
n=1
sin[(n−1~2)x]
(n−1~2)
n; x ∈ [0;1]; (4.65)
where {n}∞
n=1 are uncorrelated random variables such that
n =
1
√
n
S
1
0
[N(x)−x]n(x)dx (4.66)
for eigenpairs {(n;n)}∞
n=1 associated with the covariance of Poisson process:
n =

[(n−1~2)]2; n(x) =
√
2sin[(n−1~2)x]; n ≥ 1; x ∈ [0;1]: (4.67)
In our solution we use the same notation as in Section 2.4. For simplicity of
exposition we let n(x) = S
x
0
n(y)dy = −
√
2cos[(n−1~2)x]
(n−1~2)
.
Note that n(0) = n(1) = 0. Then consider
n =
1
√
n
S
1
0
N(x)−xn(x)dx57
=
1
√
n
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
N(1)
Q
j=1
S
Sj
Sj−1
(j −1)n(x)dx+S
1
SN(1)
N(1)n(x)dx−S
1
0
xn(x)dx
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
1
√
n
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
N(1)
Q
j=1
(j −1)n(Sj)−n(Sj−1)+N(1)n(1)−n(SN(1))
−xn(x)U
1
0
+S
1
0
n(x)dx
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
1
√
n
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
N(1)
Q
j=2
(j −1)n(Sj)−
N(1)
Q
j=2
(j −1)n(Sj−1)
−N(1)n(SN(1))+S
1
0
n(x)dx
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
1
√
n
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
N(1)
Q
j=2
(j −1)n(Sj)−
N(1)−1
Q
j=1
jn(Sj)−N(1)n(SN(1))+S
1
0
n(x)dx
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
1
√
n
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
N(1)
Q
j=2
jn(Sj)−
N(1)
Q
j=2
n(Sj)−
N(1)−1
Q
j=1
jn(Sj)
−N(1)n(SN(1))+S
1
0
n(x)dx
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
1
√
n
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
N(1)n(SN(1))−
N(1)
Q
j=2
n(Sj)−n(S1)−N(1)n(SN(1))+S
1
0
n(x)dx
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
1
√
n
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
−
N(1)
Q
j=1
n(Sj)+S
1
0
n(x)dx
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
:
Here Sj denotes the occurence of jth event. Now consider
S
1
0
n(x)dx = −S
1
0
√
2cos[(n−1~2)x]
(n−1~2)
dx
= −
√
2sin[(n−1~2)x]
[(n−1~2)]2 W
1
0
=
√
2(−1)n
[(n−1~2)]2:
Then
n =
(n−1~2)
√

⎡ ⎢ ⎢ ⎢ ⎢ ⎣
√
2
N(1)
Q
j=1
cos[(n−1~2)Sj]
(n−1~2)
+

√
2(−1)n
[(n−1~2)]2
⎤ ⎥ ⎥ ⎥ ⎥ ⎦58
=
¾
2

⎡ ⎢ ⎢ ⎢ ⎢ ⎣
N(1)
Q
j=1
cos[(n−1~2)Sj]+
(−1)n
(n−1~2)
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
: (4.68)
Finally the KL expansion of Poisson process {N(x);x ∈ [0;1]} is given by
N(x) = x+2
∞
Q
n=1
sin[(n−1~2)x]
(n−1~2)
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
N(1)
Q
j=1
cos[(n−1~2)Sj]+
(−1)n
(n−1~2)
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
: (4.69)
Figure 4.7 shows three realizations of KL expansion of Poisson process with
parameter  = 7 truncated at dierent levels N. Observe the oscillations of the
truncated expansion around the jump points. This happens due to the approximation
of discontinuous functions by continuous functions and is called Gibbs phenomenon.
FIGURE 4.7: KL expansion of Poisson process {N(x);x ∈ [0;1]} with parameter  = 7
truncated at dierent levels N.
4.4.2 Piecewise-constant random processes
In this subsection we consider a family of piecewise-constant (PWC) random
processes that diers from the processes that we see so far. They are easy to simulate
using their explicit representation. We develop their KL expansion for illustration
purposes.
Let {K(x);x ∈ [0;1]} be a stochastic process dened as
K(x) = k11[U>x] +k21[U≤x]; x ∈ [0;1]; (4.70)59
where k1;k2 ∈ R with k1 ≠ k2, U is a random variable with support [0;1] and distri-
bution function FU(x).
For xed x ∈ [0;1] we consider
E[K(x)] = Ek11[U>x] +k21[U≤x]
= k1E[1[U>x]]+k2E[1[U≤x]]
= k1P(U > x)+k2P(U ≤ x)
= k11−FU(x)+k2FU(x):
For x < y we consider
E[K(x)K(y)] =Ek11[U>x] +k21[U≤x]k11[U>y] +k21[U≤y]
=Ek2
11[U>x]1[U>y] +k1k21[U>x]1[U≤y] +1[U>y]1[U≤x]
+k2
21[U≤x]1[U≤y]
=k2
1E[1[U>x]1[U>y]]+k2
2E[1[U≤x]1[U≤y]]
+k1k2E[1[U>x]1[U≤y]]+E[1[U>y]1[U≤x]]
=k2
11−FU(y)+k1k2FU(y)−FU(x)+k2
2FU(x):
Then for x < y we have that
Cov[K(x);K(y)] =E[K(x)K(y)]−E[K(x)]E[K(y)]
=k2
11−FU(y)+k1k2FU(y)−FU(x)+k2
2FU(x)
−k11−FU(x)+k2FU(x)⋅k11−FU(y)+k2FU(y)
=k2
11−FU(y)1−1+FU(x)+k2
2FU(x)1−FU(y)+
+k1k2FU(y)−FU(x)−FU(y)1−FU(x)−FU(x)1−FU(y)
=k2
1FU(x)1−FU(y)+k2
2FU(x)1−FU(y)
−k1k22FU(x)−2FU(x)FU(y)
=(k2 −k1)2FU(x)(1−FU(y)):60
Hence for any x;y ∈ [0;1] the covariance function of stochastic process K is given by
Cov[K(x);K(y)] = (k2 −k1)2FU(min(x;y))−FU(x)FU(y): (4.71)
Example 1
We consider an example of a partial case of the PWC process (4.70). Assume
that the random variable U in equation (4.70) is uniformly distributed on [0;1]. Then
its distribution function FU(x) = x, and hence the covariance function (4.71) can be
rewritten as
Cov[K(x);K(y)] = (k2 −k1)2min(x;y)−xy; x;y ∈ [0;1]: (4.72)
Note that Cov[K(x);K(y)] = (k2−k1)2Cov[B(x);B(y)] where {B(x);x ∈ [0;1]} is a
Brownian bridge. Thus the KL expansion of Brownian bridge can be used to obtain
the KL expansion for PWC stochastic process K:
K(x) = k1 +(k2 −k1)x+
√
2
∞
Q
n=1
Sk2 −k1S
n
sin(nx)n; x ∈ [0;1]; (4.73)
where {n}∞
n=1 are uncorrelated random variables such that
n =
1
√
n
S
1
0
[K(x)−k1(1−x)−k2x]n(x)dx (4.74)
for eigenpairs {(n;n)}∞
n=1 associated with the covariance of PWC process K:
n = 
k2 −k1
n

2
; n(x) =
√
2sin(nx); n ≥ 1; x ∈ [0;1]:
For simplicity of exposition we let n(x) = S
x
0
n(y)dy = −
√
2cos(nx)
n
and consider
n =
1
√
n
S
1
0
k11[U>x] +k21[U≤x] −k1 −(k2 −k1)xn(x)dx
=
1
√
n
k1S
U
0
n(x)dx+k2S
1
U
n(x)dx
−k1S
1
0
n(x)dx−(k2 −k1)S
1
0
xn(x)dx61
=
1
√
n
k2S
1
U
n(x)dx−k1S
1
U
n(x)dx−(k2 −k1)S
1
0
xn(x)dx
=
k2 −k1 √
n
S
1
U
n(x)dx−S
1
0
xn(x)dx
=
k2 −k1 √
n
n(x)U
1
U
−xn(x)U
1
0
+S
1
0
n(x)dx
=
k2 −k1 √
n
−n(U)+S
1
0
n(x)dx
=
k2 −k1 √
n

√
2cos(nU)
n
−
√
2
n S
1
0
cos(nx)dx
=
k2 −k1 √
n
⎛
⎝
√
2cos(nU)
n
−
√
2
(n)2 sin(nx)W
1
0
⎞
⎠
=
√
2sgn(k2 −k1)cos(nU):
It is easy to check that for all n ≥ 1 E[n] = 0, Var[n] = E[2
n] = 1. Recall that
the density function of the random variable U is fU(x) = 1.
E[n] = S
1
0
√
2sgn(k2 −k1)cos(nx)fU(x)dx
=
√
2sgn(k2 −k1)
sin(nx)
n
W
1
0
= 0;
Var[n] = S
1
0

√
2sgn(k2 −k1)cos(nx)
2
fU(x)dx
= S
1
0
cos(2nx)+1dx
= 
sin(2nx)
2n
+x	W
1
0
= 1:
Without loss of generality assume that k2 > k1 and consider the characteristic function
of the random variables n, n ≥ 1:
Eein = S
1
0
ei
√
2cos(nx)dx
=
1
n S
n
0
ei
√
2cosydy62
=
1
n
n
Q
k=1
S
k
k−1
ei
√
2cosydy
=
1
n
n
Q
k=1
S
1
0
ei
√
2cosydy
= S
1
0
ei
√
2cosydy
= Eei1:
Thus all random variables {n}∞
n=1 have the same distribution since their characteristic
functions coincide.
Let Fn be a distribution function of n, n = 2;4;6;:::. Assume that k2 > k1 and
consider
Fn(x) = Pn ≤ x
= P
√
2cos(nU) ≤ x
= P cos(nU) ≤
x
√
2

= P nU ≤ arccos
x
√
2

= P nU ∈ arccos
x
√
2
+2k;2 −arccos
x
√
2
+2k	∩[0;n]
= P U ∈ 
1
n
arccos
x
√
2
+
2k
n
;
2
n
−
1
n
arccos
x
√
2
+
2k
n
	∩[0;1]
=
n
2

2
n
−
1
n
arccos
x
√
2
−
1
n
arccos
x
√
2

= 1−
1

arccos
x
√
2
:
Take n = 2;4;6;::: and k2 ≤ k1, and consider
Fn(x) = Pn ≤ x
= P−
√
2cos(nU) ≤ x
= P
√
2cos(nU) ≥ −x
= 1−P
√
2cos(nU) ≤ −x63
= 1−1−
1

arccos−
x
√
2
	
=
1

arccos−
x
√
2

=
1

 −arccos
x
√
2

= 1−
1

arccos
x
√
2
:
Thus, regardless of the sign of the dierence sgn(k2 −k1), the distribution function of
{n}∞
n=1 is given by
Fn(x) = 1−
1

arccos
x
√
2
; x ∈ [−
√
2;
√
2]: (4.75)
Finally the KL expansion of PWC process K(x) is given by
K(x) = k1 +(k2 −k1)x+2
∞
Q
n=1
(k2 −k1)
n
sin(nx)cos(nU); x ∈ [0;1]: (4.76)
Figure 4.8 shows three realizations of KL expansion of PWC random process
with parameters k1 = 3 and k2 = 5 truncated at dierent levels N. Notice the due
to the discontinuity of the original PWC process we observe the Gibbs phenomenon
around the discontinuity points.
FIGURE 4.8: KL expansion of PWC process {K(x);x ∈ [0;1]} with parameters k1 = 3
and k2 = 5 truncated at dierent levels N.64
Our next example shows the KL expansion of the PWC process (4.70) when the
coecients k1 and k2 are random.
Example 2
Let {K(x);x ∈ [0;1]} be a stochastic process dened by equation (4.70) with
k1, k2 and U independent random variables with distribution functions F1, F2 and FU
respectively. Let mi = E[ki], vi = Var[ki], i = 1;2.
First we consider the mean function of the process K(x).
E[K(x)] = Ek11[U>x] +k21[U≤x]
= E[k1]E[1[U>x]]+E[k2]E[1[U≤x]]
= m1P(U > x)+m2P(U ≤ x)
= m11−FU(x)+m2FU(x):
For x < y consider
E[K(x)K(y)] =Ek11[U>x] +k21[U≤x]k11[U>y] +k21[U≤y]
=E[k2
1]E[1[U>x]1[U>y]]+E[k2
2]E[1[U≤x]1[U≤y]]
+E[k1]E[k2]E[1[U>x]1[U≤y]]+E[1[U>y]1[U≤x]]
=(v1 +m2
1)1−FU(y)+(v2 +m2
2)FU(x)+m1m2FU(y)−FU(x):
Then for x < y we have
Cov[K(x);K(y)] =E[K(x)K(y)]−E[K(x)]E[K(y)]
=(v1 +m2
1)1−FU(y)+m1m2FU(y)−FU(x)+(v2 +m2
2)FU(x)
−m11−FU(x)+m2FU(x)⋅m11−FU(y)+m2FU(y)
=v11−FU(y)+v2FU(x)+(m2 −m1)2FU(x)1−FU(y):
Hence the covariance function of K is given by
Cov[K(x);K(y)] =v11−FU(max(x;y))+v2FU(min(x;y))65
+(m2 −m1)2FU(min(x;y))−FU(x)FU(y): (4.77)
Now assume that the random variable U in equation (4.70) is uniformly dis-
tributed on [0;1]. Then the covariance function (4.77) can be rewritten as
Cov[K(x);K(y)] =v11−max(x;y)+v2min(x;y)
+(m2 −m1)2min(x;y)−xy: (4.78)
The corresponding integral equation is given by
(y) =S
1
0
v11−max(x;y)+v2min(x;y)+(m2 −m1)2min(x;y)−xy(x)dx
=v1S
y
0
(1−y)(x)dx+S
1
y
(1−x)(x)dx
+v2 +(m2 −m1)2S
y
0
x(x)dx+S
1
y
y(x)dx−(m2 −m1)2
S
1
0
xy(x)dx:
Note that
(0) = v1S
1
0
(1−x)(x)dx;
(1) = v2S
1
0
x(x)dx;
which implies
[v2(0)+v1(1)] = v1v2S
1
0
(x)dx: (4.79)
Dierentiating both sides of the integral equation with respect to y gives
′(y) =−v1S
y
0
(x)dx+v2 +(m2 −m1)2S
1
y
(x)dx
−(m2 −m1)2
S
1
0
x(x)dx: (4.80)
Then
′(0) = v2S
1
0
(x)dx+(m2 −m1)2
S
1
0
(1−x)(x)dx;66
′(1) = −v1S
1
0
(x)dx−(m2 −m1)2
S
1
0
x(x)dx;
which implies
(m2 −m1)2(0)−v1′(0) = −v1v2S
1
0
(x)dx; (4.81)
(m2 −m1)2(1)+v2′(1) = −v1v2S
1
0
(x)dx: (4.82)
Dierentiating equation (4.80) with respect to y gives
′′(y) = −v1 +v2 +(m2 −m1)2(y); y ∈ [0;1]: (4.83)
Let  =
¾
v1 +v2 +(m2 −m1)2

. Then the general solution of equation (4.83) is
given by
(y) = c1sin(y)+c2cos(y); y ∈ [0;1]: (4.84)
Combining equation (4.79) with equations (4.81) and (4.82) we obtain
v2(0)+v1(1) = −(m2 −m1)2(0)+v1′(0);
v2(0)+v1(1) = −(m2 −m1)2(1)−v2′(1):
Simplify both equations to get
v1′(0) = v2 +(m2 −m1)2(0)+v1(1);
−v2′(1) = v2(0)+v1 +(m2 −m1)2(1):
Using the general formula for eigenfunctions we get
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
v1c1 = v2 +(m2 −m1)2c2 +v1c1sin()+c2cos();
−v2c1 cos()−c2 sin() = v2c2 +v1 +(m2 −m1)2c1sin()+c2cos():
The last system can be rewritten as
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
0 =v1 −v1sin()c1
−v2 +(m2 −m1)2 +v1cos()c2;
0 =−v2 cos()+v1 +(m2 −m1)2sin()c1
+v2 sin()−v2 −v1 +(m2 −m1)2cos()c2:
(4.85)67
Nontrivial solution exists only if the determinant of matrix in the last system
is equal to zero. Setting this determinant equal to zero gives the following equation:
0 =v1v22sin()−v1v2 −v1v1 +(m2 −m1)2 cos()
−v1v2 sin2()+v1v2sin()+v1v1 +(m2 −m1)2sin()cos()
−v2v2 +(m2 −m1)2 cos()−v1 +(m2 −m1)2v2 +(m2 −m1)2sin()
−v1v2 cos2()−v1v1 +(m2 −m1)2sin()cos()
=v1v22sin()−2v1v2 −v2
1 +v2
2 +(v1 +v2)(m2 −m1)2 cos()
−(m2 −m1)2v1 +v2 +(m2 −m1)2sin():
For given m1, m2, v1 and v2 we can nd  numerically from the last equation,
which yields a series of positive n, n ≥ 1. The eigenvalues corresponding to n can
be found from the denition of :
n =
v1 +v2 +(m2 −m1)2
2
n
; n ≥ 1: (4.86)
Dierent n gives dierent coecients c1 and c2 in equation (4.84), thus the
corresponding eigenfunctions are given by
n(y) = c1;nsin(ny)+c2;ncos(ny); y ∈ [0;1]; (4.87)
where the coecients c1;n and c2;n can be determined by the condition that eigen-
functions are normalized.
Let an =
v1n −v1sin(n)
v2 +(m2 −m1)2 +v1cos(n)
, n ≥ 1. Then from the rst equation of
the system (4.85) we have c2 = anc1. Consider
YnY2
L2([0;1]) =S
1
0
c1sin(nx)+anc1cos(nx)
2
dx
=
c2
1
2 S
1
0
1−cos(2nx)+2ansin(2nx)+a2
n1+cos(2nx)dx
=
c2
1
2
x−
sin(2nx)
2n
−
an
n
cos(2nx)+a2
nx+
sin(2nx)
2n
	¡W
1
068
=
c2
1
2
2+a2
n −11+
sin(2n)
2n
	+
an
n
1−cos(2n)¡:
Hence
c1;n =
¿
Á Á À22+a2
n −11+
sin(2n)
2n
	+
an
n
1−cos(2n)¡
−1
;
c2;n = anc1;n; n ≥ 1:
4.5 Numerical methods of solving integral equations
Examples presented in this chapter show that analytical solutions of the integral
equation associated with a given covariance function are not always available. This
problem is even harder if the KL expansion of random elds is needed. From the
previous section we know that if the covariance of the random eld is separable the
problem reduces to the solution of 1-dimensional problem.
In this section we consider two numerical methods that we use for our numerical
experiments to solve the following integral equation
(x) = S
D
C(x;y)(y)dy; n ≥ 1: (4.88)
In our exposition we follow [4].
We consider the general framework in some complete function space V , for
example C(D) or L2(D). Let Vn ⊂ V denote a sequence of nite dimensional ap-
proximating subspaces; also let { k}Nn
k=1 denote the basis of space Vn. We look for an
approximation of the eigenfunction ~  ∈ Vn which can be represented as
~ (x) =
Nn
Q
k=1
ak k(x): (4.89)
This expression is then substituted into the integral equation (4.88). The error result-
ing from approximation is given by
"n(x) = ~ (x)−S
D
C(x;y)~ (y)dy69
=
Nn
Q
k=1
ak k(x)−S
D
C(x;y) k(y)dy: (4.90)
The coecients a1;a2;:::;aNn are determined by forcing "n(x) to be approximately
zero in a sense prescribed by a particular numerical method.
4.5.1 Collocation method
We choose Nn distinct points x1;x2;:::;xNn in D and require the error "n(x)
to be zero at those points
"n(xj) = 0; j = 1;:::;Nn: (4.91)
Then we get
0 = ~ (xj)−S
D
C(xj;y)~ (y)dy
=
Nn
Q
k=1
ak k(xj)−S
D
C(xj;y) k(y)dy; j = 1;:::;Nn: (4.92)
In our numerical experiments we use piecewise linear basis functions (or tensor
product for higher dimensions) to approximate the eigenfunctions associated with the
covariance of random processes (random elds). For simplicity of exposition we as-
sume that D is a nite interval [a;b]. Let n ≥ 1, and h = (b − a)~n. We choose the
collocation points as xj = a + (j − 1)h, j = 1;2;:::;n + 1. In this case the approxima-
tion space Vn consists of continuous and piecewise linear functions with breakpoints
{x1;x2;:::;xn+1}, and dimension of Vn is Nn = n+1. The basis functions { k}Nn
k=1 are
given by
 k(x) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
1−
Sx−xkS
h
; if x ∈ [xk−1;xk+1]
0; otherwise;
(4.93)
with the obvious adjustment of the denition for  1(x) and  Nn(x). Then the ap-
proximation is given by
~ (x) =
Nn
Q
k=1
(xk) k(x); (4.94)70
where (xk) are now the coecients ak in the original representation (4.89). Then
we have
(xj)−
Nn
Q
k=1
(xj)S
D
C(xj;y) k(y) = 0; j = 1;:::;Nn: (4.95)
The involved integrals are usually calculated numerically. It is desirable to use numer-
ical quadrature rules which are consistent with the order of convergence of the colloca-
tion method: for example, trapezoidal or Gauss quadrature rule (see [38], Chapter 7).
For convergence of the piecewise linear interpolation we have the following re-
sults (cf. [4] for more details)
Y− ~ YL∞([a;b]) ≤
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
max
Sx−yS≤h
x;y∈[a;b]
S(x)−(y)S; if  ∈ C([a;b]);
h2
8
Y′′YL∞([a;b]); if  ∈ C2([a;b]):
(4.96)
Remark 4.5.1. Note that it is important to use numerical methods that provide the
sucient order of approximation of the solution of the particular problem. We need
to be sure that the method we are using is convergent. The rate of convergence is also
important. For example, in the collocation method the approximation error depends
on the grid size h. In the case the better approximation of the eigenpairs is required
we need to be able to predict how ne our grid should be to achieve the desired level of
approximation.
4.5.2 Galerkin method
We assume that V is Hilbert space with the inner product (⋅;⋅)V . We require
the error "n to be orthogonal to the approximating space Vn
("n; k)V = 0; k = 1;:::;Nn; (4.97)
which yields the following equations
Nn
Q
k=1
ak( k; j)V −(C k; j)V  = 0; j = 1;:::;Nn: (4.98)71
If V = L2(D) these equations can be rewritten
Nn
Q
k=1
ak S
D
 k(x) j(x)dx−S
D S
D
C(x;y) k(y) j(x)dx = 0: (4.99)
The integrals can be easily calculated using piecewise linear basis functions
{ }Nn
k=1 introduced by equation (4.93) in the previous subsection. If domain D = [a;b]
we have
Nn
Q
k=1
ak S
b
a
 k(x) j(x)dx−S
b
a S
b
a
C(x;y) k(y) j(x)dx = 0; (4.100)
where
S
b
a
 k(x) j(x)dx =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
0; Sk −jS > 1;
2h
3
; 1 < k = j < Nn;
h
3
; k = j = 1 or Nn;
h
6
; Sk −jS = 1:
(4.101)
For details we refer to [4], p. 489. The double integrals are usually calculated numer-
ically and as with the collocation method it is desirable to use the quadrature rules
consistent with the given method.
For convergence of Galerkin method we have estimates similar to the collocation
method except the constant multiple
Y− ~ YL∞([a;b]) ≤
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
√
b−a max
Sx−yS≤h
x;y∈[a;b]
S(x)−(y)S if  ∈ C([a;b]);
√
b−a
h2
8
Y′′YL∞([a;b]); if  ∈ C2([a;b]):
(4.102)
Example 4.5.1. Figure 4.9 shows the exact eigenvalues of the covariance function
min(x;y) and approximated eigenvalues obtained by collocation and Galerkin methods.
We observe a good agreement of exact and approximated eigenvalues.72
FIGURE 4.9: Exact and approximate eigenvalues n, n = 1;:::;10, of the covariance
function min(x;y) on [0;1] obtained with collocation and Galerkin methods.
Example 4.5.2. The rst 15 eigenvalues of dierent covariance functions (4.7)-
(4.10) obtained with collocation method are demonstrated in Figure 4.10. For com-
parison purpose the parameters  and  are set to 0.3 and 1.
FIGURE 4.10: The rst 15 eigenvalues of dierent covariance functions.
The rst ve eigenfunctions of the Gaussian covariance function with parame-
ters  = 0:3 and  = 1 are shown in Figure 4.11.73
FIGURE 4.11: The rst 5 eigenfunctions of the Gaussian covariance function with
parameters  = 0:3 and  = 1.74
5 Alternative series expansions
In this chapter we consider examples of alternative representation of random
processes in terms of Haar basis. Expansions of the stochastic processes in terms of
Haar functions do not depend on the covariance function on the contrary to the KL
expansions. In the examples that we show they depend rather on the availability of the
integral representation of stochastic processes. Due to the piecewise continuity of Haar
basis, the expansions allow to approximate the discontinuous random elds without
introducing the Gibbs phenomenon. In some cases the analytical Haar expansion is
easier to obtain than the KL expansion. All these make Haar expansions particularly
attractive for the processes with the integral reprentation.
We provide the examples of the alternative expansions for Brownian motion and
Brownian bridge, and develop new expansions for the PWC processes and random
elds. We start with the necessary preliminaries to introduce the subject.
5.1 Haar and Schauder bases
Haar functions are dened on the interval [0;1] as follows:
H0;0(x) = 1; (5.1)
H0;1(x) =
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
1; if x ∈ [0;1~2];
−1; if x ∈ (1~2;1];
(5.2)
Hn;k(x) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
2n~2; if x ∈ 
2k −2
2n+1 ;
2k −1
2n+1 ;
−2n~2; if x ∈ 
2k −1
2n+1 ;
2k
2n+1;
0; elsewhere in [0;1]
(5.3)
for n = 0;1;:::; k = 1;:::;2n.
Lemma 5.1.1 ([12], p. 135). The set of Haar functions {Hn;k} is a complete or-75
thonormal basis for L2([0;1]). In particular,
(f;g) = Q
n;k
(f;Hn;k)(g;Hn;k) (5.4)
for all f;g ∈ L2([0;1]).
The integrals of the Haar functions, namely
Sn;k(x) = S
x
0
Hn;k(y)dy;; n ≥ 1; k = 1;:::;2n; (5.5)
are called Schauder functions.
Consider
S0;0(x) = S
x
0
H0;0(y)dy = x; (5.6)
and
S0;1(t) = S
x
0
H0;1(y)dy =
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
x; if x ∈ [0;1~2];
1−x; if x ∈ (1~2;1]:
(5.7)
Next we want to nd Sn;k(x). Let x ∈ 
2k
2n+1;1 then it is easy to show that
S
x
0
Hn;k(y)dy = S
(2k−1)~2n+1
(2k−2)~2n+1 2n~2dy −S
2k~2n+1
(2k−1)~2n+1 2n~2dy = 0:
For x ∈ 0;
2k −2
2n+1  we also have
S
x
0
Hn;k(y)dy = 0:
For x ∈ 
2k −2
2n+1 ;
2k −1
2n+1  we get
S
x
0
Hn;k(y)dy = S
x
(2k−2)~2n+1 2n~2dy = 2n~2x−
2k −2
2n+1 :
Eventually for x ∈ 
2k −1
2n+1 ;
2k
2n+1 we have
S
x
0
Hn;k(y)dy = S
(2k−1)~2n+1
(2k−2)~2n+1 2n~2dy −S
x
(2k−1)~2n+1 2n~2dy = 2n~2
2k
2n+1 −x:76
Thus
Sn;k(x) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
2n~2x−
2k −2
2n+1 ; if x ∈ 
2k −2
2n+1 ;
2k −1
2n+1 ;
2n~2
2k
2n+1 −x; if x ∈ 
2k −1
2n+1 ;
2k
2n+1;
0; elsewhere in [0;1];
(5.8)
for n = 0;1;:::; k = 1;:::;2n.
It is clear from (5.6)-(5.8) that Schauder functions are continuous, nonnegative,
and attain a maximum value of 2−(n~2+1) and minimum value of 0. Additionally for
any xed n the functions Sn;k1 and Sn;k2, k1;k2 = 1;:::;2n, have disjoint supports.
The following proposition gives an interesting result.
Proposition 5.1.1 ([12], p. 136).
∞
Q
n=0
2n
Q
k=1
Sn;k(x)Sn;k(y) = min(x;y)−xy: (5.9)
Due to the exponential decay of the maximum of the Schauder functions there
is some space for the growth of the coecients of a series expansion in these functions.
The rst result is quite general.
Lemma 5.1.2 ([44, 12]). Let bn = max
k=1;:::;2nan;k. If
∞
Q
n=0
bn2−n~2 < ∞; (5.10)
then the series
Z(x) = Q
n;k
an;kSn;k(x) (5.11)
converges uniformly and absolutely to a continuous function.
Lemma 5.1.3 ([23], p. 404). Let f ∈ C([0;1]). Then the series
f(x) = Q
n;k
Sn;k(x)S
1
0
Hn;k(y)df(y) (5.12)
converges uniformly in [0;1] and this representation is unique.77
5.2 Brownian motion and Brownian bridge
Let {n;k} be an innite sequence of i.i.d. normal random variables with zero
mean and unit variance. Also let
W(x) = Q
n;k
Sn;k(x)n;k; x ∈ [0;1] (5.13)
It is shown in [44] that W(x) is a standard Brownian motion whose paths are contin-
uous functions of x with probability one. One way to prove this is to show that W(x)
is a Gaussian process, E[W(x)] = 0 and E[W(x)W(y)] = min(x;y): all details can
be found in [44], pp. 375-377.
We start with the following denition to help us construct the Brownian bridge
using Haar and Schauder functions.
Denition 5.2.1 ([23]). Let f ∈ L2([0;1]). If {W(x);x ≥ 0} is a standard Brownian
motion then the random variable S
b
a
f(x)dW(x) is given by
S
b
a
f(x)dW(x) = Q
n;k
S
b
a
Hn;k(y)dW(y)S
b
a
f(x)Hn;k(x)dx; (5.14)
where the series converges almost surely.
Theorem 5.2.1 ([43], p. 254). Let {W(x);x ≥ 0} be a standard Brownian motion,
and take [a;b] ⊂ [0;∞). Then for all f;g ∈ C1([a;b]) the following holds
1. The random variable ∫
b
a f(x)dW(x) is Gaussian with zero mean.
2. E S
b
a
f(x)dW(x)S
b
a
g(x)dW(x) = S
b
a
f(x)g(x)dx;
in particular
VarS
b
a
f(x)dW(x) = S
b
a
f2(x)dx:
3. E S
b
a
f(x)dW(x)S
d
c
g(x)dW(x) = 0 if a < b ≤ c < d.
4. E S
b
a
f(x)dW(x)S
c
a
g(x)dW(x) = S
min(b;c)
a
f(x)g(x)dx.78
The last theorem allows to write the Brownian motion in the following form
W(x) = S
1
0
1[0;x](y)dW(y); (5.15)
which implies that W(x) satises all parts of the Denition (3.3.2). The rst three
parts are clear: W(0) = 0 and E[W(x)] = 0. For the last part we have
Cov[W(x);W(y)] = E S
1
0
1[0;x]dW(x)S
1
0
1[0;y]dW(x)
= S
1
0
1[0;x]1[0;y]dx
= min(x;y):
Recall that Brownian bridge can be expressed in terms of Brownian motion as
B(x) = W(x)−xW(1) = S
1
0
[1[0;x](y)−x]dW(y):
Now we want to obtain the expansion of f(y;x) = 1[0;x](y) − x in terms of Haar
functions
f(y;x) = Q
n;k
fn;k(x)Hn;k(y); (5.16)
where fn;k(x) = S
1
0
f(y;x)Hn;k(y)dy. Consider
f0;0(x) = S
1
0
(1[0;x] −x)H0;0(y)dy
= S
x
0
H0;0(y)dy −xS
1
0
H0;0(y)dy
= S0;0(x)−xS0;0(1);
and for n ≥ 0, k = 1;:::;2n,
fn;k(x) = S
1
0
(1[0;x] −x)Hn;k(y)dy
= Sn;k(x)−xSn;k(1):
Then we have
B(x) = S
1
0
(1[0;x](y)−x)dW(y)79
= S
1
0
Q
n;k
fn;k(x)Hn;k(y)dW(y)
= Q
n;k
fn;k S
1
0
Hn;k(y)dW(y):
Theorem 5.2.1 implies that random variables n;k = S
1
0
Hn;k(y)dW(y) are
Gaussian with zero mean and unit variance:
Var[0;0] = S
1
0
H2
0;0(x)dx
= 1;
Var[n;k] = S
1
0
H2
n;k(x)dx
= S
2k~2n+1
(2k−2)~2n+1 2ndy
= 
2k
2n+1 −
2k −2
2n+1 2n
= 1:
By construction of Haar basis it is also clear that
E[n1;k1n2;k2] = 0
for n1 = n2 and k1 ≠ k2, and for n1 ≠ n2.
Finally we have
B(x) = Q
n;k
[Sn;k(x)−xSn;k(1)]n;k; x ∈ [0;1]; (5.17)
where {n;k} are i.i.d. normal random variables with zero mean and unit variance.
Remark 5.2.1. Note that S0;0(1) = 1 and Sn;k(1) = 0 for n = 0;1;:::, k = 1;:::;2n.
Then representation of Brownian bridge in terms of Schauder functions can be rewrit-
ten as
B(x) =
∞
Q
n=0
2n
Q
k=1
Sn;k(x)n;k; x ∈ [0;1]; (5.18)
while representation of Brownian motion is
W(x) = S0;0(x)0;0 +
∞
Q
n=0
2n
Q
k=1
Sn;k(x)n;k; x ∈ [0;1]: (5.19)80
Truncation error estimate
Let WN(x) denote the series truncated at the level N
WN(x) = S0;0(x)0;0 +
N
Q
n=0
2n
Q
k=1
Sn;k(x)n;k; x ∈ [0;1]: (5.20)
Then we have the following lemma.
Lemma 5.2.1.
E[YW(x)−WN(x)Y2
L2([0;1])] =
1
12
∞
Q
n=N+1
2−n: (5.21)
Proof. First we have
E[YW(x)−WN(x)Y2
L2([0;1])] =ES
1
0

∞
Q
n=0
2n
Q
k=1
Sn;k(x)n;k −
N
Q
n=0
2n
Q
k=1
Sn;k(x)n;k
2
dx	
=ES
1
0

∞
Q
n=0
2n
Q
k=1
Sn;k(x)n;k
2
+
N
Q
n=0
2n
Q
k=1
Sn;k(x)n;k
2
−2
∞
Q
n=0
2n
Q
k=1
Sn;k(x)n;k
N
Q
n=0
2n
Q
k=1
Sn;k(x)n;k¡dx	
=ES
1
0

∞
Q
n=0

2n
Q
k=1
Sn;k(x)n;k
2
+
N
Q
n=0

2n
Q
k=1
Sn;k(x)n;k
2
−2
N
Q
n=0

2n
Q
k=1
Sn;k(x)n;k
2
¡dx	
=ES
1
0

∞
Q
n=0

2n
Q
k=1
Sn;k(x)n;k
2
−
N
Q
n=0

2n
Q
k=1
Sn;k(x)n;k
2
¡dx	
=ES
1
0

∞
Q
n=0
2n
Q
k=1
S2
n;k(x)2
n;k −
N
Q
n=0
2n
Q
k=1
S2
n;k(x)2
n;kdx	
=ES
1
0
∞
Q
n=N+1
2n
Q
k=1
S2
n;k(x)2
n;kdx	
=S
1
0
∞
Q
n=N+1
2n
Q
k=1
S2
n;k(x)E[2
n;k]dx
=
∞
Q
n=N+1
2n
Q
k=1
S
1
0
S2
n;k(x)dx:81
Consider separately
S
1
0
S2
n;k(x)dx =2n
S
(2k−1)~2n+1
(2k−2)~2n+1 x−
2k −2
2n+1 
2
dx+2n
S
2k~2n+1
(2k−1)~2n+1 
2k
2n+1 −x
2
dy
=
2n
3
x−
2k −2
2n+1 
3
W
(2k−1)~2n+1
(2k−2)~2n+1
−
2n
3

2k
2n+1 −x
3
W
2k~2n+1
(2k−1)~2n+1
=
2n
3

1
2n+1
3
+
2n
3

1
2n+1
3
=
1
3⋅22n+2:
Then
E[YW(x)−WN(x)Y2
L2([0;1])] =
1
3
∞
Q
n=N+1
2n
Q
k=1
2−(2n+2)
=
1
3
∞
Q
n=N+1
2n ⋅2−(2n+2)
=
1
12
∞
Q
n=N+1
2−n:
5.3 Piecewise-constant random process
Here we recall a PWC process {K(x);x ∈ [0;1]} given by equation (4.70) (see
Subsection 4.4.2)
K(x) = k11[U>x] +k21[U≤x]; x ∈ [0;1]; (5.22)
where k1;k2 ∈ R with k1 ≠ k2, U is a random variable with support [0;1] and distri-
bution function FU(x).
First we rewrite K(x) as
K(x) = k1 +(k2 −k1)1[U≤x]
= k1 +(k2 −k1)S
1
0
1[0;x](y)d(y);82
where ([0;x]) = U([0;x]) is the Dirac measure dened for U in [0;1] by
U([0;x]) =
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
1; if U ∈ [0;x];
0; if U ∈ [x;1]:
(5.23)
From previous section we know that the representation of the function g(y;x) =
1[0;x](y) in terms of Haar functions is given by
g(y;x) = Q
n;k
Sn;k(x)Hn;k(y):
Then we have
K(x) = k1 +(k2 −k1)S
1
0
Q
n;k
Sn;k(x)Hn;k(y)d(y)
= k1 +(k2 −k1)Q
n;k
Sn;k(x)S
1
0
Hn;k(y)d(y):
Consider
n;k = S
1
0
Hn;k(y)d(y)
= S
1
0
Hn;k(y)dU(y)
= Hn;k(U):
Finally we have
K(x) = k1 +(k2 −k1)Q
n;k
Sn;k(x)Hn;k(U): (5.24)
Remark 5.3.1. Note that the last expansion in terms of Schauder functions works for
any random variable U supported on [0;1]. Change of the distribution of U aects the
covariance function of stochastic process of {K(x);x ∈ [0;1]}. For the KL expansion
it means that the solution of the associated integral equations (eigenpairs) changes.
Expansion of the PWC process K in terms of Schauder functions does not depend on
the covariance function and hence does not change.
Remark 5.3.2. Note that
E[Hn;k(U)] = S
1
0
Hn;k(y)fU(y)dy; (5.25)83
E[H2
n;k(U)] = S
1
0
H2
n;k(y)fU(y)dy; (5.26)
E[Hn1;k1(U)Hn2;k2(U)] = S
1
0
Hn1;k1(y)Hn2;k2(y)fU(y)dy; (5.27)
where fU is a probability density function of random variable U.
If U is a uniform random variable on [0;1] we have
E[Hn;k(U)] = S
1
0
Hn;k(y)dy = Sn;k(1); (5.28)
E[H2
n;k(U)] = S
1
0
H2
n;k(y)dy = 1; (5.29)
E[Hn1;k1(U)Hn2;k2(U)] = S
1
0
Hn1;k1(y)Hn2;k2(y)dy = 0; (5.30)
i.e. {Hn;k(U)}n;k are uncorrelated random variables.
Example 5.3.1. Figure 5.1 shows the truncated expansion of PWC process {K(x);x ∈
[0;1]} in terms of Haar and Schauder functions with parameters k1 = 3 and k2 = 5
and random variable U uniformly distributed on [0;1].
FIGURE 5.1: Haar-Schauder basis expansion of PWC process {K(x);x ∈ [0;1]} with
parameters k1 = 3 and k2 = 5 truncated at dierent levels N.
Note that due to the approximation of the PWC process by discontinuous Haar
basis functions we do not observe the Gibbs phenomenon.84
Remark 5.3.3. Consider again the expansion for K
K(x) = k1 +(k2 −k1)Q
n;k
Sn;k(x)Hn;k(U)
= k1 +(k2 −k1)S0;0(x)H0;0(U)+
∞
Q
n=0
2n
Q
k=1
Sn;k(x)Hn;k(U)
= k1 +(k2 −k1)x+
∞
Q
n=0
2n
Q
k=1
Sn;k(x)Hn;k(U):
Consider the truncated expansion
KN(x) = k1 +(k2 −k1)x+
N
Q
n=0
2n
Q
k=1
Sn;k(x)Hn;k(U): (5.31)
By denition of Haar functions for each xed n only one term in the sum over k
has to be evaluated, i.e. for each n ≥ 0 there exists exactly one kn = kn;U such that
Hn;kn(U) = ±2n~2, and Hn;k(U) = 0 for all other k = 1;:::;2n with k ≠ kn.
Consider the following function
Rn(x;U) =
2n
Q
k=1
Sn;k(x)Hn;k(U): (5.32)
Then
KN(x) = k1 +(k2 −k1)x+
N
Q
n=0
Rn(x;U):
Since random variables Hn;kn(U) can take on only two values 2n~2 and −2n~2, for any
xed n ≥ 0 either Rn(x;U) = 2n~2Sn;kn(x) or Rn(x;U) = −2n~2Sn;kn(x), i.e. for each
level n = 0;:::;N there are two possibilities for Rn(x;U) which implies there are only
2N+1 dierent realizations of the truncated expansion KN(x).
5.4 Piecewise-constant random elds
In this section we consider two examples of piecewise-constant random elds for
which we provide the expansions in terms of Haar and Schauder functions.
Let {K1(x);x = (x1;x2) ∈ [0;1]2} be a random eld dened as
K1(x) = k1 +(k2 −k1)1U1≥x11U2≥x2; (5.33)85
where k1;k2 ∈ R with k1 ≠ k2, U1 and U2 are independent random variables with
support [0;1] and distribution functions FU1(x) and FU2(x) respectively.
The integral representation of K1(x) is
K1(x) = k1 +(k2 −k1)S
[0;1]2 1[0;x1](y1)1[0;x2](y2)d(y);
where  = 1 ⋅2 and i([0;x]) = Ui([0;x]) is the Dirac measure dened as above.
Since Haar set is a basis for L2([0;1]) we can take the tensor product {Hn;k}⊗
{Hm;l} as a basis for L2([0;1]2). Let f(y;x) = 1[0;x1](y1)1[0;x2](y2). We want to
express f(y;x) in terms of the tensor product basis
f(y;x) = Q
n;k
Q
m;l
fn;k;m;l(x)Hn;k(y1)Hm;l(y2);
where
fn;k;m;l(x) =S
1
0 S
1
0
f(y;x)Hn;k(y1)Hm;l(y2)dy1dy2
=S
1
0 S
1
0
1[0;x1](y1)1[0;x2](y2)Hn;k(y1)Hm;l(y2)dy1dy2
=S
1
0
1[0;x1](y1)Hn;k(y1)dy1 ⋅S
1
0
1[0;x2](y2)Hm;l(y2)dy2
=Sn;k(x1)Sm;l(x2):
Then we have
f(y;x) = Q
n;k
Q
m;l
Sn;k(x1)Sm;l(x2)Hn;k(y1)Hm;l(y2);
and
K1(x) =k1 +(k2 −k1)S
[0;1]2 Q
n;k
Q
m;l
Sn;k(x1)Sm;l(x2)Hn;k(y1)Hm;l(y2)d(y)
=k1 +(k2 −k1)Q
n;k
Q
m;l
Sn;k(x1)Sm;l(x2)S
[0;1]2 Hn;k(y1)Hm;l(y2)d(y)
=k1 +(k2 −k1)Q
n;k
Q
m;l
Sn;k(x1)Sm;l(x2)Hn;k(U1)Hm;l(U2):86
Thus the expansion of the random eld K1(x) in terms of Haar and Schauder functions
can be written as
K1(x) = k1 +(k2 −k1)Q
n;k
Q
m;l
Sn;k(x1)Sm;l(x2)Hn;k(U1)Hm;l(U2): (5.34)
Remark 5.4.1. As in the case of one-variate PWC random process the expansion in
terms of Haar and Schauder functions is valid for any legible distribution of random
variables U1 and U2.
Our next example is a random eld {K2(x);x ∈ [0;1]2} given by
K2(x) = k1 +(k2 −k1)1U1≤x1≤U21U3≤x2≤U4 (5.35)
where k1;k2 ∈ R with k1 ≠ k2, {Ui}4
i=1 are independent random variables with U1 < U2
and U3 < U4. For simplicity of reference we call this random eld \box-in-the-box".
The integral representation of K2(x) is
K2(x) = k1 +(k2 −k1)S
[0;1]2 1[0;x1](y1)1[0;x2](y2)d(y);
where  = 1 ⋅2 and i([0;x]) = U2i−1([0;x])−U2i([0;x]), i = 1;2. Using expression
of the integrand in terms of Haar and Schauder functions given as above we get
K2(x) =k1 +(k2 −k1)S
[0;1]2 Q
n;k
Q
m;l
Sn;k(x1)Sm;l(x2)Hn;k(y1)Hm;l(y2)d(y)
=k1 +(k2 −k1)Q
n;k
Q
m;l
Sn;k(x1)Sm;l(x2)Hn;k(U1;U2)Hm;l(U3;U4);
where Hn;k(U2i−1;U2i) = Hn;k(U2i−1)−Hn;k(U2i), i = 1;2.
Figure 5.2 shows an example of the truncated expansion of the random eld
\box-in-the-box" with N = 100 terms.87
FIGURE 5.2: Single realization of truncated Haar-Schauder basis expansion of the
random eld \box-in-the-box" {K2(x);x ∈ [0;1]2} with N = 100 terms; parameters
k1 = 3, k2 = 5.
Remark 5.4.2. Investigation of alternative bases expansions is an interesting prob-
lem. Choice of the basis aects the form of the approximation. For example, in our
case use of Haar basis allows to get rid of Gibbs phenomenon for PWC random pro-
cess.
In our construction we assume that random processes (or elds) have integral
representation. In general, it is not always possible to nd it which restricts the usage
of Haar and Schauder bases.88
6 Conditional series expansions
In many applications when simulating the random process (or eld) it is desir-
able to include the data known about the eld into the simulation process. There are
dierent approaches available. One of the known methods is kriging. Kriging is a set
of dierent interpolation techniques that produce the values of the random eld at
an unobserved locations using observations of its values at nearby locations. Random
elds are approximated by the best linear unbiased estimator. The estimator is a lin-
ear combination of the observed values of the random eld weighted by the coecients
chosen so that the variance of the dierence between estimator and observed random
eld is minimized. Interested reader can nd additional information about kriging in
[30, 22, 21].
We are interested in the methods that allow to simulate the eld represented in
terms of innite or nite number of random variables. In this chapter, which is a main
contribution of the thesis, we consider the methods that use the unconditional series
expansion of Gaussian random elds to obtain the conditional representation. We also
show the truncation error estimates allowing for the practical use of the conditional
series.
6.1 Conditional distributions
Consider a random vector X = (X1;X2;:::;Xn) which has a multinormal dis-
tribution with mean vector  and covariance matrix , i.e. X ∼ N(;). For xed
k < n dene a partition of X, , and  as follows
X =
⎛
⎜
⎝
X1
X2
⎞
⎟
⎠
;  =
⎛
⎜
⎝
1
2
⎞
⎟
⎠
;  =
⎛
⎜
⎝
11 12
21 22
⎞
⎟
⎠
: (6.1)
Here
X1 = (X1;:::;Xk)T; X2 = (Xk+1;:::;Xn)T;89
1 = (1;:::;k)T; 2 = (k+1;:::;n)T;
ii is the covariance function of Xi, i = 1;2, and 1;2 = T
2;1 where 1;2 = (ij) with
ij = Cov[Xi;Xj] for 1 ≤ i < j ≤ n.
The following theorem plays an important role in this chapter.
Theorem 6.1.1 ([76], p. 35). Assume that an n-dimensional random vector X ∼
N(;) is partitioned as in (6.1). Then for any k < n the conditional distribution of
X1, given X2 = x2, is N(~ ; ~ ) where
~  = 1 +12−1
22(x2 −2); (6.2)
~  = 11 −12−1
2221: (6.3)
6.2 Conditional Karhunen-Lo eve expansion
Assume D is a compact bounded subset of Rd, d = 1;2. Let {Z(x);x ∈ D} be a
Gaussian process with
E[Z(x)] = Z(x); Cov[Z(x);Z(y)] = CZ(x;y) (6.4)
given on (
;F;P). Suppose we have m measurements Z1;Z2;:::;Zm located at
a1;a2;:::;am, i.e. Z(ai) = Zi, i = 1;:::;m. For x ∈ D and a = (a1;a2;:::;am) set
an m-dimensional row vector
ra(x) = (CZ(x;a1);CZ(x;a2);:::;CZ(x;am)) (6.5)
and m×m-matrix
a = (CZ(ai;aj)); i;j = 1;:::;m: (6.6)
Remark 6.2.1. It follows by the symmetry of the covariance function that a is a
symmetric matrix. .90
Let A = ({Z(ai);i = 1;:::;m}). From Section 6.1 we know that the conditional
expectation of Z(x) given A for some xed x ∈ D is
E[Z(x)SA] = Z(x)+ra(x)−1
a [Z(a)−Z(a)]; (6.7)
and the conditional covariance of Z(x) and Z(y) given A is
Cov[Z(x);Z(y)SA] = CZ(x;y)−ra(x)−1
a ra(y)T; (6.8)
where Z(a)−Z(a) is an m-dimensional column vector with elements (Z(ai)−Z(ai)),
i = 1;:::;m.
Denition 6.2.1. We dene the process { ~ Z(x);x ∈ D} conditioned on Z(ai) = Zi,
i = 1;:::;m, as a Gaussian process with mean function
 ~ Z(x) = Z(x)+ra(x)−1
a [Z(a)−Z(a)]; (6.9)
and covariance function
C ~ Z(x;y) = Cov[ ~ Z(x); ~ Z(y)] = CZ(x;y)−ra(x)−1
a ra(y)T: (6.10)
satisfying
~ Z(ai) = Z(ai); i = 1;:::;m: (6.11)
Remark 6.2.2. Note that for any x ∈ D
Cov[ ~ Z(x); ~ Z(a)] = CZ(x;a)−ra(x)−1ra(a)
= CZ(x;a)−CZ(x;a)−1
= 0:
We see that ~ Z(x) is independent of A but constrained to satisfy ~ Z(a) = Z(a).
Example 6.2.1 (Brownian motion and Brownian bridge). As we know from Section
3.3 the Brownian bridge {B(x);x ∈ [0;1]} is a Brownian motion {W(x);x ∈ [0;1]}91
conditioned on the event W(1) = 0. It is easy to see that the mean and covariance
functions of Brownian bridge satisfy (6.9) and (6.10).
The mean and covariance functions of {W(x);x ∈ [0;1]} are given by
E[W(x)] = 0; Cov[W(x);W(y)] = min(x;y); x;y ∈ [0;1]:
Then r(1)(x) = min(x;1) = x, (1) = min(1;1) = 1, and by Denition 6.2.1 we have
E[B(x)] = E[W(x)]+r(1)(x)−1
(1)[W(1)−E[W(1)]]
= 0+x⋅1⋅(0−0)
= 0;
Cov[B(x);B(y)] = Cov[W(x);W(y)]−r(1)(x)−1
(1)r(1)(y)
= min(x;y)−x⋅1⋅y
= min(x;y)−xy:
As we see the mean and covariance functions coincide with those of Brownian bridge.
If the KL expansion of the random eld Z(x) is not known, in order to obtain
the one of the conditional random eld ~ Z(x), we can repeat the procedure described
in Chapter 4. We start with nding the eigenpairs {~ n; n}∞
n=1 corresponding to the
Fredholm integral equation of the second kind:
S
D
C ~ Z(x;y) n(x)dx = ~ n n(y): (6.12)
Then the Karhunen-Lo eve expansion of the random eld ~ Z(x) is given by
~ Z(x) =  ~ Z(x)+
∞
Q
n=1
¼
~ n n(x)~ n; (6.13)
where {~ n}∞
n=1 are i.i.d. normal random variables with zero mean and unit variance.
In general, the analytic expression for the KL expansion of the conditional
process is not available, so the numerical solution is required. If some additional
information about the process {Z(x);x ∈ D} is given, the entire procedure must be
repeated.92
Now we assume that the KL expansion of the random eld Z(x) is known:
Z(x) = Z(x)+
∞
Q
n=1
»
nn(x)n; (6.14)
where eigenpairs {n;n(x)}∞
n=1, x ∈ D, are solutions of the corresponding integral
equation:
S
D
CZ(x;y)n(x)dx = nn(y): (6.15)
Since the set of eigenfunctions {n}∞
n=1 is complete ([36], p. 116), we can use it as a
basis for L2(D) to express the eigenfunctions { n}∞
n=1 corresponding to the conditional
covariance C ~ Z(x;y):
 n(x) =
∞
Q
k=1
n;kk(x); x ∈ D; n ≥ 1; (6.16)
where the coecients n;k, n;k ≥ 1, are given by
n;k = S
D
 n(x)k(x)dx: (6.17)
Remark 6.2.3. The work presented in this section is inspired by the paper [54]. The
authors of this paper suggest to use eigenfunctions associated with the covariance of
the unconditional process Z to express the conditional eigenfunctions. They consider
the case of exponential covariance only, since there is an available analytical solution
of the corresponding integral equation. The numerical method that the authors of [54]
use to nd the conditional eigenpairs is similar to collocation method. They use the
rst Nn eigenfunctions associated with the unconditional covariance as a basis for the
approximating space Vn.
Proposition 6.2.1. For any n ≥ 1 we have
∞
Q
k=1
2
n;k = 1: (6.18)
Proof. Due to the orthonormality of the eigenfunctions  n and n we have
1 = Y Y2
L2(D)93
= S
D

∞
Q
k=1
n;kk(x)
2
dx
= S
D
⎛
⎝
∞
Q
k=1
n;kk(x)
∞
Q
j=1
n;jj(x)
⎞
⎠
dx
=
∞
Q
k=1
∞
Q
j=1
n;kn;j S
D
k(x)j(x)dx
=
∞
Q
k=1
2
n;k:
Example 6.2.2 (Brownian motion and Brownian bridge continued). As we know from
section 4.2 the eigenpairs of Karhunen-Lo eve expansions of the Brownian motion and
Brownian bridge are given by
W;n =
1
[(n−1~2)]2; W;n(x) =
√
2sin[(n−1~2)x]; n ≥ 1
and
B;n =
1
(n)2; B;n =
√
2sin(nx); n ≥ 1
respectively.
Since {W;n(x)}∞
n=1 is a complete basis, we can use it to express the eigenfunctions
{B;n(x)}∞
n=1 of the Brownian bridge:
n;k = S
1
0
B;n(x)W;k(x)dx
= S
1
0
√
2sin(nx)⋅
√
2sin[(k −1~2)x]dx
= −
2
(k −1~2)
sin(nx)cos[(k −1~2)x]U
1
0
+
2n
(k −1~2) S
1
0
cos(nx)cos[(k −1~2)x]dx
=
2n
k −1~2 S
1
0
cos(nx)cos[(k −1~2)x]dx
=
2n
k −1~2
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
1
(k −1~2)
cos(nx)sin((k −1~2)x)U
1
094
+
n
(k −1~2) S
1
0
sin(nx)sin((k −1~2)x)dx
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
2n
k −1~2
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
(−1)n(−1)k+1
(k −1~2)
+
nn;k
2(k −1~2)
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
2n
(k −1~2)2
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
(−1)n+k+1

+
nn;k
2
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
;
where integration by parts was used repeatedly.
So we have a linear equation for n;k:
n;k =
2n
(k −1~2)2
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
(−1)n+k+1

+
nn;k
2
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
2n(−1)n+k+1
(k −1~2)2
+
n2n;k
(k −1~2)2: (6.19)
Then
n;k =
2n(−1)n+k+1
(k −1~2)2
1−
n2
(k −1~2)2
=
2n(−1)n+k+1
[(k −1~2)2 −n2]
: (6.20)
Thus, for each xed n ≥ 1 we have
1
√
2
B;n(x) = sin(nx) =
∞
Q
k=1
2n(−1)n+k+1
[(k −1~2)2 −n2]
sin[(k −1~2)x]: (6.21)
The following result shows the relationship between coecients n;k, conditional
eigenvalues ~ n and original eigenfunctions k, n;k = 1;2;::: when conditioning on one
point.
Proposition 6.2.2. Let {Z(x);x ∈ D} be a Gaussian process with mean function
Z(x) and covariance function CZ(x;y) and associated eigenpairs {n;n}∞
n=1. Let
{ ~ Z;x ∈ D} be a Gaussian process conditioned on the event Z(a) = za with covariance
function C ~ Z and associated eigenpairs {~ n; n}∞
n=1. Then for all n;m ≥ 1 we have
~ nn;m = n;mm −CZ(a;a)−1mm(a)
∞
Q
k=1
n;kkk(a): (6.22)
Proof. By Denition 6.2.1 the covariance function of the stochastic process ~ Z
is given by
C ~ Z(x;y) = CZ(x;y)−
CZ(x;a)CZ(y;a)
CZ(a;a)
; x;y ∈ D:95
Then the corresponding integral equation is
~ n n(y) =S
D
[CZ(x;y)−CZ(a;a)−1CZ(x;a)CZ(y;a)] n(x)dx
=S
D
[CZ(x;y)−CZ(a;a)−1CZ(x;a)CZ(y;a)]
∞
Q
k=1
n;kk(x)dx
=
∞
Q
k=1
n;kkk(y)−CZ(a;a)−1CZ(y;a)
∞
Q
k=1
n;kkk(a):
and we have
~ n
∞
Q
k=1
n;kk(y) =
∞
Q
k=1
n;kkk(y)−CZ(a;a)−1CZ(y;a)
∞
Q
k=1
n;kkk(a):
Multiplication by m and integration over D gives
~ nn;m = n;mm −CZ(a;a)−1mm(a)
∞
Q
k=1
n;kkk(a):
Remark 6.2.4. The above proposition shows that even in the simplest case (condi-
tioning on one point) the coecients n;k and eigenvalues ~ n, n;k = 1;2;:::, are hard
to nd analytically. The construction of the conditional eigenfunctions { n}∞
n=1 is
similar to the construction of the eigenfunctions by one of the methods described in
Section 4.5. The conditional eigenpairs and coecients n;k can be found numerically
with collocation or Galerkin method if unconditional eigenfunctions are used for the
basis of approximating spaces.
The following proposition plays an important role in our analysis.
Proposition 6.2.3. Let the conditional stochastic process ~ Z be given as in Denition
6.2.1. Then
Cov[ ~ Z(ai); ~ Z(aj)] = 0 for all i;j = 1;:::;m: (6.23)
Proof. By denition ra(ai) = (CZ(ai;a1);CZ(ai;a2);:::;CZ(ai;am)) is the i-th
row of the matrix . Then using Denition 6.2.1 and symmetry of  we have
Cov[ ~ Z(a); ~ Z(a)] = CZ(a;a)−ra(a)−1
a ra(a)T96
= a −a−1
a T
a
= a −a−1
a a
= a −a
= 0⋅I: (6.24)
Since Var[ ~ Z(ai)] = Cov[ ~ Z(ai); ~ Z(ai)] we have Var[ ~ Z(ai)] = 0 for all i = 1;:::;m, and
Cov[ ~ Z(ai); ~ Z(aj)] = 0 for all i;j = 1;:::;m.
Corollary 6.2.1. Let the conditional stochastic process ~ Z be given by Denition 6.2.1,
and assume that { n(x)}∞
n=1 are eigenfunctions of the covariance function C ~ Z(x;y).
Then for all n ≥ 1 we have
 n(ai) = 0; i = 1;:::;m: (6.25)
Proof. By Mercer's theorem the covariance function of stochastic process ~ Z can
be represented in terms of eigenpairs {~ n; n(x)}∞
n=1:
Cov[ ~ Z(x); ~ Z(y)] =
∞
Q
n=1
~ n n(x) n(y): (6.26)
By Proposition 6.2.3 for all i;j = 1;:::;m we have
Cov[ ~ Z(ai); ~ Z(aj)] = 0: (6.27)
In particular,
∞
Q
n=1
~ n 2
n(ai) = 0. Since ~ n > 0 for all n ≥ 1, it implies that  n(ai) = 0.
If the eigenfunctions { n(x)}∞
n=1 of the conditional covariance C ~ Z(x;y) are given
by (6.16), by the previous corollary we have
 n(ai) =
∞
Q
k=1
n;kk(ai) = 0; n ≥ 1: (6.28)
Example 6.2.3 (Brownian motion and Brownian bridge continued). By Corollary
6.2.1 the conditional eigenfunctions vanish at the conditional points. It is easy to see
that the eigenfunctions for the covariance Brownian bridge satisfy
B;n(1) =
√
2sin(n) = 0; n ≥ 1: (6.29)97
Fix n ≥ 1. Using equation (6.20) we consider B;n in terms of the eigenfunctions of
the Brownian motion:
B;n(1) =
∞
Q
k=1
n;kW;n(1)
=
∞
Q
k=1
2
√
2n(−1)n+k+1sin[(k −1~2)]
[(k −1~2)2 −n2]
=
∞
Q
k=1
2
√
2n(−1)n+k+1(−1)k+1
[(k −1~2)2 −n2]
=
∞
Q
k=1
2
√
2n(−1)n+2k+2
[(k −1~2)2 −n2]
=
2
√
2n(−1)n

∞
Q
k=1
1
(k −1~2)2 −n2
=
8
√
2n(−1)n

∞
Q
k=1
1
(2k −1)2 −4n2
=
8
√
2n(−1)n

∞
Q
k=0
1
(2k +1)2 −4n2: (6.30)
Therefore,
∞
Q
k=0
1
(2k +1)2 −4n2 = 0: (6.31)
To conrm this result we refer to [40] in which we are able to nd the formula (6.1.43):
∞
Q
k=0
1
(2k +1)2x2 −y2 =

4xy
tan
y
2x
: (6.32)
For x = 1 and y = 2n, we have

8n
tan
2n
2
 =

8n
tan(n) = 0. This conrms (6.31).
6.2.1 Alternative covariance expansion
From Chapter 4 we know that the covariance function of the stochastic process
can be expressed in terms of its eigepairs in the form of innite series. Results that
we discuss in this section allow to represent the covariance function of the conditional
stochastic process in terms of the eigenpairs of the covariance function of unconditional
process.98
Consider the process ~ Z = { ~ Z(x);x ∈ D} conditioned on Z(a) = za as dened
previously in Denition 6.2.1, where a Gaussian process Z is given by (6.4). By
Denition 6.2.1 the covariance of ~ Z is given by
C ~ Z(x;y) = Cov[ ~ Z(x); ~ Z(y)] = CZ(x;y)−CZ(x;a)CZ(a;a)−1CZ(a;y);
where CZ is the covariance function of the stochastic process Z.
Assume {n;n}∞
n=1 are the eigenpairs associated with the covariance CZ. Then
Cov[ ~ Z(x); ~ Z(y)] =
1
CZ(a;a)
CZ(x;y)CZ(a;a)−CZ(x;a)CZ(a;y)
=
1
CZ(a;a)
⎛
⎝
∞
Q
n=1
nn(x)n(y)
∞
Q
k=1
kk(a)k(a)
−
∞
Q
m=1
mm(x)m(a)
∞
Q
l=1
ll(a)l(y)
⎞
⎠
=
1
CZ(a;a)
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
∞
Q
n=1
nn(x)
⎛
⎝
n(y)
∞
Q
k=1
kk(a)k(a)
−n(a)
∞
Q
l=1
ll(a)l(y)
⎞
⎠
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
1
CZ(a;a)
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
∞
Q
n=1
nn(x)
⎛
⎝
∞
Q
k=1
kk(a)k(a)n(y)
−
∞
Q
l=1
ll(a)l(y)n(a)
⎞
⎠
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
=
1
CZ(a;a)
⎧ ⎪ ⎪
⎨
⎪ ⎪ ⎩
∞
Q
n=1
nn(x)
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
∞
Q
k=1
kk(a)k(a)n(y)−k(y)n(a)
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
⎫ ⎪ ⎪
⎬
⎪ ⎪ ⎭
;
where Mercer's theorem is used.
Thus the conditional covariance function C ~ Z(x;y) possesses the expansion in
terms of the unconditional eigenfunctions:
C ~ Z(x;y) =
1
CZ(a;a)
⎧ ⎪ ⎪
⎨
⎪ ⎪ ⎩
∞
Q
n=1
nn(x)
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
∞
Q
k=1
kk(a)k(a)n(y)−k(y)n(a)
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
⎫ ⎪ ⎪
⎬
⎪ ⎪ ⎭
: (6.33)99
Example 6.2.4 (Brownian motion and Brownian bridge continued). For the Brown-
ian motion W and Brownian bridge B the equation (6.33) can be written as
CB(x;y) =
1
CW(1;1)
⎧ ⎪ ⎪
⎨
⎪ ⎪ ⎩
∞
Q
n=1
W;nW;n(x)
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
∞
Q
k=1
W;kW;k(1)
⋅W;k(1)W;n(y)−W;k(y)W;n(1)
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
⎫ ⎪ ⎪
⎬
⎪ ⎪ ⎭
=
∞
Q
n=1
√
2sin[(n−1~2)x]
[(n−1~2)]2
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
∞
Q
k=1
√
2sin[(k −1~2)]
[(k −1~2)]2
⋅2sin[(k −1~2)]sin[(n−1~2)y]−2sin[(k −1~2)y]sin[(n−1~2)]
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
= 4
∞
Q
n=1
sin[(n−1~2)x]
[(n−1~2)]2
⎡ ⎢ ⎢ ⎢ ⎢ ⎣
∞
Q
k=1
(−1)k+1
[(k −1~2)]2
⋅(−1)k+1sin[(n−1~2)y]−(−1)n+1sin[(k −1~2)y]
⎤ ⎥ ⎥ ⎥ ⎥ ⎦
= 4
∞
Q
n=1
sin[(n−1~2)x]
[(n−1~2)]2
∞
Q
k=1
sin[(n−1~2)y]−(−1)n+k sin[(k −1~2)y]
[(k −1~2)]2
= 4
∞
Q
n=1
∞
Q
k=1
sin[(n−1~2)x]sin[(n−1~2)y]−(−1)n+k sin[(k −1~2)y]
[(n−1~2)]2[(k −1~2)]2 :
Proposition 6.2.4. For x;y ∈ [0;1] the following equality holds:
min(x;y)−xy = 4
∞
Q
n=1
∞
Q
k=1
sin[(n−1~2)x]sin[(n−1~2)y]−(−1)n+k sin[(k −1~2)y]
[(n−1~2)]2[(k −1~2)]2 :
6.2.2 Reduction of variance
Let {Z(x);x ∈ D} be a Gaussian process dened by (6.4). Conditioning on
several points {ai}m
i=1 ⊂ D reduces the variance of the process Var[Z(x)] for all x ∈ D.
In some applications the estimate of the reduction is quite important. To x the
notations we give the following denitions.
Denition 6.2.2. Let {Z(x);x ∈ D} be a Gaussian process with mean function Z(x)
and covariance function CZ(x;y). Assume Z(ai) = Zi, i = 1;:::;m. The quantity100
VZ(a) given by
VZ(a) = S
D
ra(x)−1
a ra(x)Tdx (6.34)
is a reduction of variance of the process Z on D. Here ra(x) and a are dened by
(6.5) and (6.6) respectively.
Recall that ∫D Var[Z(x)]dx = ∑
∞
n=1Z;n, where {Z;n}∞
n=1 are eigenvalues corre-
sponding to the covariance CZ. Then using (6.10) we have
VZ(a) =
∞
Q
n=1
Z;n −
∞
Q
k=1
 ~ Z;k; (6.35)
where { ~ Z(x);x ∈ D} is the conditional process given by Denition 6.2.1, and { ~ Z;n}∞
n=1
are the eigenvalues corresponding to its covariance C ~ Z.
Denition 6.2.3. Let {Z(x);x ∈ D} be a Gaussian process with mean function Z(x)
and covariance function CZ(x;y). The quantity TVZ given by
TVZ = S
D
CZ(x;x)dx (6.36)
is a total variation of the process Z over D.
Remark 6.2.5. In terms of total variation the reduction of variance of process Z is
given by
VZ(a) = TVZ −TV ~ Z; (6.37)
where ~ Z is a conditional stochastic process dened in Denition 6.2.1.
Example 6.2.5 (Brownian motion and Brownian bridge continued). For standard
Brownian motion W consider
S
1
0
Var[W(x)]dx = S
1
0
xdx =
x2
2
U
1
0
=
1
2
:
Then
∞
Q
n=1
W;n =
∞
Q
n=1
1
[(n−1~2)]2 =
1
2
:101
Similarly for Brownian bridge B we have
S
1
0
Var[B(x)]dx = S
1
0
x−x2dx =
⎛
⎝
x2
2
−
x3
3
⎞
⎠
U
1
0
=
1
2
−
1
3
=
1
6
:
Then
∞
Q
n=1
B;n =
∞
Q
n=1
1
(n)2 =
1
6
:
Thus the reduction of variance of Brownian motion introduced by conditioning at x = 1
is
VW(1) =
1
2
−
1
6
=
1
3
: (6.38)
The following proposition gives the reduction of variance when conditioning on
one point.
Proposition 6.2.5. Let {Z(x);x ∈ D} be a Gaussian process with mean function
Z(x) and covariance function CZ(x;y). Assume that {(n;n)}∞
n=1 are eigenpairs
associated with CZ, and Z(a) = za. Then the reduction of variance VZ(a) of the
process Z on D is equal to
VZ(a) =
1
CZ(a;a)
∞
Q
n=1
2
n2
n(a): (6.39)
Proof. By denition we have
VZ(a) = S
D
r(x)−1r(x)dx
= S
D
CZ(x;a)CZ(a;a)−1CZ(x;a)dx
=
1
CZ(a;a) S
D
∞
Q
n=1
nn(x)n(a)
∞
Q
k=1
kk(x)k(a)dx
=
1
CZ(a;a)
∞
Q
n=1
∞
Q
k=1
nkn(a)k(a)S
D
n(x)k(x)dx
=
1
CZ(a;a)
∞
Q
n=1
2
n2
n(a):
where the last equality holds due to the orthogonality of {n}∞
n=1.102
Remark 6.2.6. With CZ(a;a) replaced by ∑
∞
n=1n2
n(a) we can rewrite VZ(a) as
VZ(a) = ∑
∞
n=12
n2
n(a)
∑
∞
n=1n2
n(a)
≤ max
n≥1
n = 1:
This shows that reduction is bounded from above by the largest eigenvalue of the origi-
nal unconditional covariance. Lower bound on VZ(a) would be even more useful but
at this point we are not able to nd it.
Example 6.2.6. For the Brownian motion W conditioned by W(1) = 0 by Proposition
6.2.5 we have
VZ(1) =
1
CZ(1;1)
∞
Q
n=1
2
W;n2
W;n(1)
=
∞
Q
n=1
2sin2[(n−1~2)]
[(n−1~2)]4
=
2
4
∞
Q
n=0
1
(n+1~2)4
=
2
4(4;1~2);
where (s;q) =
∞
Q
n=0
1
(n+q)s is a generalized Riemann zeta function, cf. [39].
By equation 8 in [39] we have
(s;1~2) = (2s −1)(s); (6.40)
where (s) =
∞
Q
n=1
1
ns is a Riemann zeta function. It follows from equations 23.1.3 and
23.2.16 in [1] that (4) =
4
90
. Therefore,
VZ(1) =
2
4(4;1~2) =
2
4(24 −1)(4) =
2(24 −1)4
904 =
1
3
: (6.41)
Note that the rst eigenvalue
W;1 =
1
(1−1~2)22 =
4
2 >
1
3
= VZ(1):103
6.2.3 Truncation error estimates
Let {Z(x);x ∈ D} be a stochastic process. Consider the corresponding condi-
tional process { ~ Z(x);x ∈ D} dened in Denition 6.2.1 with the KL representation:
~ Z(x) =  ~ Z(x)+
∞
Q
n=1
¼
~ n k(x)~ n
=  ~ Z(x)+
∞
Q
n=1
¼
~ n
∞
Q
k=1
n;kk(x)~ n;
where {(~ n; n)}∞
n=1 are eigenpairs associated with the covariance of ~ Z, {k}∞
k=1 are
eigenfunctions associated with the covariance of Z, and coecients n;k, n;k = 1;2;:::,
are given by (6.17).
It is not possible to simulate the stochastic process ~ Z represented in the form
of innite series. The series truncated at the level N ≥ 1 can be used instead as an
approximation:
~ ZN(x) =  ~ Z(x)+
N
Q
n=1
¼
~ n
N
Q
k=1
n;kk(x)~ n; (6.42)
We want to estimate the approximation error associated with the truncation at the
level N.
Lemma 6.2.1.
E[Y ~ Z − ~ ZNY2
L2(D)] =
∞
Q
n=N+1
~ n +
N
Q
n=1
~ n1−
N
Q
k=1
2
n;k: (6.43)
Proof. Consider
E[Y ~ Z − ~ ZNY2
L2(D)] =ES
D

∞
Q
n=1
¼
~ n
∞
Q
k=1
n;kk(x)~ n
−
N
Q
n=1
¼
~ n
N
Q
k=1
n;kk(x)~ n
2
dx	
=ES
D

∞
Q
n=1
¼
~ n
∞
Q
k=1
n;kk(x)~ n
2
dx
−2S
D

∞
Q
n=1
¼
~ n
∞
Q
k=1
n;kk(x)~ n104
⋅
N
Q
m=1
¼
~ m
N
Q
j=1
m;jj(x)~ mdx
+S
D

N
Q
n=1
¼
~ n
N
Q
k=1
n;kk(x)~ n
2
dx	
=
∞
Q
n=1
~ n
∞
Q
k=1
2
n;k −2
N
Q
n=1
~ n
N
Q
k=1
2
n;k +
N
Q
n=1
~ n
N
Q
k=1
2
n;k
=
∞
Q
n=1
~ n
∞
Q
k=1
2
n;k −
N
Q
n=1
~ n
N
Q
k=1
2
n;k
=
∞
Q
n=1
~ n −
N
Q
n=1
~ n
N
Q
k=1
2
n;k
=
∞
Q
n=N+1
~ n +
N
Q
n=1
~ n1−
N
Q
k=1
2
n;k:
Here we use the orthonormality of eigenfunctions and random variables, and Propo-
sition 6.2.1.
Remark 6.2.7. We see that the truncation error (6.43) splits into two parts: rst
comes from the truncation of the conditional KL expansion at the level N, second shows
how well the rst N eigenfunctions of the nonconditional KL expansion approximate
the conditional eigenfunctions.
6.3 Conditional series representation
This section is a main contribution of the thesis. We propose a method of
simulating the conditional random eld which does not require the solution of the
integral equation associated with the covariance function of the conditional random
eld but rather uses the available KL expansion of the unconditional random eld.
If the additional data about the simulated eld is expected this method is a good
alternative to other methods such as kriging, for example, since it allows to reuse the
already available information as often as needed.
Assume D is a compact bounded subset of Rd, d = 1;2. Let {Z(x);x ∈ D} be
a Gaussian process with mean function Z(x) and covariance function CZ(x;y), and105
KL expansion
Z(x) = Z(x)+
∞
Q
n=1
»
nn(x)n;
where {n}∞
n=1 are i.i.d. normal random variables with zero mean and unit variance.
Suppose we have m measurements Z1;Z2;:::;Zm located at a1;a2;:::;am, i.e. Z(ai) =
Zi, i = 1;:::;m. Let A = ({Z(ai);i = 1;:::;m}). For x ∈ D and a = (a1;a2;:::;am)
we set the following vectors and matrices:
● an m-dimensional row vector
a;n =
1
√
n
(Cov[n;Z(a1)];Cov[n;Z(a2)];:::;Cov[n;Z(am)])
= (n(a1);n(a2);:::;n(am))
= n(a);
● an s×m-matrix Ra;s with the nth row equal to a;n, s ≥ 1, n = 1;:::;s,
● a diagonal s × s-matrix s with the nth diagonal element equal to n, s ≥ 1,
n = 1;:::;s,
● an m×m-matrix
a = (CZ(ai;aj)); i;j = 1;:::;m;
● an s-dimensional row vector function
s(x) = (1(x);2(x);:::;s(x)); s ≥ 1:
In the above setup the index parameter s can be innite. For simplicity of exposition
we drop out the index a, and index s whenever it is innite.
The mean and covariance of the sequence of random variables {n}∞
n=1 condi-
tioned on A are given respectively
~ n = E[nSA]
=
»
nn−1(Z(a)−Z(a));106
and
mn;k = Cov[n;kSA]
= n;k −
»
kk−1n
»
n:
Then we can write the conditional covariance matrix of the sequence {n}∞
n=1 as
M = I−1~2R−1RT1~2 (6.44)
Note that M and I are innitely dimensional matrices.
Consider
 = (CZ(ai;aj))
= 
∞
Q
n=1
nn(ai)n(aj)
= RTR:
Then we have
M2 = I−1~2R−1RT1~2I−1~2R−1RT1~2
T
= I−21~2R−1RT1~2 +1~2R−1RTR−1RT1~2
= I−21~2R−1RT1~21~2R−1−1RT1~2
= I−1~2R−1RT1~2
= M:
Finally the upshot of all is that the sequence {n}∞
n=1, conditioned on A, has
the same distribution as
~  = ~ +M; (6.45)
where {k}∞
k=1 is a sequence of i.i.d. normal random variables with zero mean and
unit variance. Then the conditional process { ~ Z(x);x ∈ D} dened as in Denition
6.2.1 has the following conditional series representation
~ Z(x) = Z(x)+
∞
Q
n=1
»
nn(x)~ n; x ∈ D: (6.46)107
The following result provides a general form of the matrix M when conditioning
on one point.
Proposition 6.3.1. Let {Z(x);x ∈ D} be a Gaussian process with mean function
Z(x) and covariance function CZ(x;y). Assume that {n;n}∞
n=1 are eigenpairs
associated with CZ, and Z(a) = za. Then the elements of the conditional covariance
matrix M dened by equation (6.44) are given by
mn;k =
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
1−CZ(a;a)−1n2
n(a); if n = k;
−CZ(a;a)−1√
nkn(a)k(a); if n ≠ k:
(6.47)
Proof. Since we condition only on one point,  = CZ(a;a). Then by denition
M = I−1~2R−1RT1~2
= I−CZ(a;a)−11~2RRT1~2:
Then we have 1~2R is a column vector with the nth element equal to
√
nn(a), and
(1~2R)T = RT1~2. The stated result follows.
Remark 6.3.1. The diagonal elements of the matrix M in the previous proposition
can be rewritten as
mn;n =
CZ(a;a)−n2
n(a)
CZ(a;a)
=
∞
Q
k=1
k2
k(a)−n2
n(a)
∞
Q
k=1
k2
k(a)
=
∞
Q
k=1;k≠n
k2
k(a)
∞
Q
k=1
k2
k(a)
:
Example 6.3.1. Figure 6.1 is an example of the conditional representation of random
process {Z(x);x ∈ [0;1]} with Gaussian covariance function with parameters  = 0:3,108
 = 1, N = 100 terms. The conditioning points (xi;Z(xi)), i = 1;2;3, are (0:2;1),
(0:6:0) and (0:8;−1).
FIGURE 6.1: 10 realizations of conditional representation of random process
{Z(x);x ∈ [0;1]} with Gaussian covariance function; N = 100 terms, parameters
 = 0:3,  = 1; 3 data points (0:2;1), (0:6:0) and (0:8;−1) are used.
6.3.1 Truncation error estimates
Let {Z(x);x ∈ D} be a stochastic process. Consider the corresponding con-
ditional process { ~ Z;x ∈ D} dened as in Denition 6.2.1 with the conditional series
representation (6.46). We want to estimate the approximation error associated wuth
the truncation at the level N
~ ZN(x) = Z(x)+
N
Q
n=1
»
nn(x)~ N;n; x ∈ D: (6.48)
Here {~ N;n}N
n=1 is a nite sequence of random variables with distribution given by
~ N = ~ N +MNN; (6.49)
where
~ N = 
1~2
N RN−1
N [Z(a)−Z(a)]; (6.50)
MN = IN −
1~2
N RN−1
N RT
N
1~2
N ; (6.51)109
{n}N
n=1 is a nite sequence of i.i.d. normal random variables with zero mean and unit
variance, IN is an N ×N identity matrix, and
N = RT
NNRN:
It is easy to show that M2
N = MN. Consider
M2
N = IN −
1~2
N RN−1
N RT
N
1~2
N IN −
1~2
N RN−1
N RT
N
1~2
N 
T
= IN −2
1~2
N RN−1
N RT
N
1~2
N +
1~2
N RN−1
N RT
NNRN−1
N RT
N
1~2
N
= IN −2
1~2
N RN−1
N RT
N
1~2
N +
1~2
N RN−1
N N−1
N RT
N
1~2
N
= IN −
1~2
N RN−1
N RT
N
1~2
N
= MN:
For simplicity of exposition we can rewrite the representation (6.46) for ~ Z and
representation (6.48) for ~ ZN in vector-matrix form using notation introduced above
~ Z(x) = Z(x)+(x)1~2(~ +M);
~ ZN(x) = Z(x)+N(x)
1~2
N (~ N +MNN):
Lemma 6.3.1.
E[Y ~ Z − ~ ZNY2
L2(D)SA] =
∞
Q
n=1
an2
n −
N
Q
n=1
aN;n2
n +
∞
Q
n=N+1
n; (6.52)
where an and aN;n are the diagonal nth elements of the matrices A and AN respectively,
given by
A = R−1ZcZT
c −−1RT (6.53)
AN = RN−1
N ZcZT
c −N−1
N RT
N; (6.54)
and Zc = Z(a)−Z(a).
Proof. Before we proceed with the proof let us introduce the following notation:
let Is;t denote an s × t-matrix with zeros everywhere except on the diagonal where110
its elements equal to 1; s;t ≥ 1 and can be innite. For convenience we denote
EA[⋅] = E[⋅SA]. Consider
E[Y ~ Z − ~ ZNY2
L2(D)SA] =EAS
D
(x)1~2(~ +M)−N(x)
1~2
N (~ N +MNN)
2
dx	
=S
D
EA(x)1~2(~ +M)−N(x)
1~2
N (~ N +MNN)	
2
dx
=S
D
EA(x)1~2(~ +M)(~ +M)T1~2T(x)
−(x)1~2(~ +M)(~ N +MNN)T
1~2
N T
N(x)
−N(x)
1~2
N (~ N +MNN)(~ +M)T1~2T(x)
+N(x)
1~2
N (~ N +MNN)(~ N +MNN)T
1~2
N T
N(x)	dx
=S
D
(x)1~2EA(~ +M)(~ +M)T1~2T(x)
−(x)1~2EA(~ +M)(~ N +MNN)T
1~2
N T
N(x)
−N(x)
1~2
N EA(~ N +MNN)(~ +M)T1~2T(x)
+N(x)
1~2
N EA(~ N +MNN)(~ N +MNN)T
1~2
N T
N(x)dx
=S
D
(x)1~2~ ~ T +M21~2T(x)
−(x)1~2~ ~ T
N +MI∞;NMN
1~2
N T
N(x)
−N(x)
1~2
N ~ N ~ T +MNIN;∞M1~2T(x)
+N(x)
1~2
N ~ N ~ T
N +M2
N
1~2
N T
N(x)dx:
Let Zc = Z(a)−Z(a), and consider each of the four integrands.
I1 =(x)1~2~ ~ T +M21~2T(x)
=(x)1~2~ ~ T +M1~2T(x)
=(x)1~21~2R−1ZcZT
c −1RT1~2 +I−1~2R−1RT1~21~2T(x)
=(x)R−1ZcZT
c −1 −−1RTT(x)+(x)T(x)111
=(x)R−1ZcZT
c −−1RTT(x)+(x)T(x);
I2 =(x)1~2~ ~ T
N +MI∞;NMN
1~2
N T
N(x)
=(x)1~21~2R−1ZcZT
c −1
N RT
N
1~2
N
+I−1~2R−1RT1~2I∞;NIN −
1~2
N RN−1
N RT
N
1~2
N 
T

1~2
N T
N(x)
=(x)1~21~2R−1ZcZT
c −1
N RT
N
1~2
N +I∞;N
−I∞;N
1~2
N RN−1
N RT
N
1~2
N −1~2R−1RT1~2I∞;N
+1~2R−1RT1~2I∞;N
1~2
N RN−1
N RT
N
1~2
N 
1~2
N T
N(x)
=(x)R−1ZcZT
c −N +N−1
N RT
NNT
N(x)+N(x)NT
N(x)
−N(x)NRN−1
N RT
NNT
N(x)
=(x)R−1ZcZT
c −1
N RT
NNT
N(x)+N(x)NT
N(x)
−N(x)NRN−1
N RT
NNT
N(x);
I3 =N(x)
1~2
N ~ N ~ T +MNIN;∞M1~2T(x)
=IT
2
=N(x)NRN−1
N ZcZT
c −1RTT(x)+N(x)NT
N(x)
−N(x)NRN−1
N RT
NNT
N(x);
I4 =N(x)
1~2
N ~ N ~ T
N +M2
N
1~2
N T
N(x)
=N(x)
1~2
N ~ N ~ T
N +MN
1~2
N T
N(x)
=N(x)
1~2
N 
1~2
N RN−1
N ZcZT
c −1
N RT
N
1~2
N +IN −
1~2
N RN−1
N RT
N
1~2
N 
1~2
N T
N(x)
=N(x)NRN−1
N ZcZT
c −N−1
N RT
NNT
N(x)+N(x)NT
N(x):112
Then
E[Y ~ Z − ~ ZNY2
L2(D)SA] =S
D
I1 −I2 −I3 +I4dx
=S
D
(x)R−1ZcZT
c −−1RTT(x)+(x)T(x)
−(x)R−1ZcZT
c −1
N RT
NNT
N(x)−N(x)NT
N(x)
+N(x)NRN−1
N RT
NNT
N(x);
−N(x)NRN−1
N ZcZT
c −1RTT(x)−N(x)NT
N(x)
+N(x)NRN−1
N RT
NNT
N(x)
+N(x)NRN−1
N ZcZT
c −N−1
N RT
NNT
N(x)
+N(x)NT
N(x)dx
=S
D
(x)R−1ZcZT
c −−1RTT(x)
+N(x)NRN−1
N ZcZT
c +N−1
N RT
NNT
N(x)
+(x)T(x)−N(x)NT
N(x)
−(x)R−1ZcZT
c −1
N RT
NNT
N(x)
−N(x)NRN−1
N ZcZT
c −1RTT(x)dx
=S
D
(x)R−1ZcZT
c −−1RTT(x)
−N(x)NRN−1
N ZcZT
c −N−1
N RT
NNT
N(x)
+(x)T(x)−N(x)NT
N(x)dx
=
∞
Q
n=1
an2
n −
N
Q
n=1
aN;n2
n +
∞
Q
n=N+1
n;
where an and aN;n are the diagonal nth elements of the matrices A and AN respec-
tively, given by
A = R−1ZcZT
c −−1RT;113
AN = RN−1
N ZcZT
c −N−1
N RT
N:
Remark 6.3.2. In the previous lemma if an ≈ aN;n for n = 1;:::;N, which is possible
if N is large, we have
E[Y ~ Z − ~ ZNY2
L2(D)SA] ≈
∞
Q
n=N+1
(ann +1)n: (6.55)
Theorem 6.3.1.
E[Y ~ Z − ~ ZNY2
L2(D)] =
∞
Q
n=N+1
n −
N
Q
n=1
^ aN;n2
n; (6.56)
where ^ aN;n is the nth diagonal element of the matrix ^ AN, given by
^ AN = RN−1
N −N−1
N RT
N;
Proof. Using Lemma 6.3.1 and properties of conditional expectation we have
E[Y ~ Z − ~ ZNY2
L2(D)] =EE[Y ~ Z − ~ ZNY2
L2(D)SA]
=
∞
Q
n=1
E[an]2
n −
N
Q
n=1
E[aN;n]2
n +
∞
Q
n=N+1
n;
where an and aN;n are the diagonal elements of the matrices A and AN dened in
Lemma 6.3.1. Then we have
E[A] =ER−1ZcZT
c −−1RT
=R−1E[ZcZT
c ]−−1RT
=R−1E[Z(a)−Z(a)]2 −−1RT
=0:
Similarly we have
E[AN] = RN−1
N −N−1
N RT
N:114
Let ^ AN = E[AN], and let ^ aN;n be the nth diagonal element of matrix ^ AN. Then we
have
E[Y ~ Z − ~ ZNY2
L2(D)] =
∞
Q
n=N+1
n −
N
Q
n=1
^ aN;n2
n:
Remark 6.3.3. Matrix ^ AN dened in the previous theorem controls how well matrix
N approximates . If the dierence (−N) is close to zero matrix then
E[Y ~ Z − ~ ZNY2
L2(D)] ≈
∞
Q
n=N+1
n:
This means that truncation error is close to the truncation error for unconditional
series if large number of terms is used in the truncated representation.
6.3.2 Unconditional and conditional simulations
Let {Z(x);x ∈ D} be a stochastic process dened on a probability space (
;F;P),
and assume that it has the following KL expansion
Z(x) = Z(x)+(x)1~2; x ∈ D;
where (;) are associated with the eigenpairs of the covariance of Z,  is an innitely
dimensional vector of i.i.d. normal random variables with zero mean and unit variance.
We also consider related conditional process { ~ Z;x ∈ D} on the same probability space
(
;F;P) dened by Denition 6.2.1 with the conditional series representation (6.46)
which in vector-matrix form can be written as
~ Z(x) = Z(x)+(x)1~2(~ +M); x ∈ D:
In general, conditional process has smaller variance than the original unconditional
process. We want to estimate the average of the L2 norm of the dierence Z − ~ Z.
Proposition 6.3.2.
E[YZ − ~ ZY2
L2(D)] =
∞
Q
n=1
bn2
n; (6.57)115
where bn are the nth diagonal elements of the matrix B given by
B = R−1+ZcZT
c −1RT: (6.58)
Proof. Consider
E[YZ − ~ ZY2
L2(D)] =ES
D
(x)1~2 −(x)1~2(~ +M)
2
dx
=S
D
E(x)1~2 −(x)1~2(~ +M)
2
dx
=S
D
E(x)1~2T1~2T(x)
−(x)1~2(~ +M)T1~2T(x)
−(x)1~2(~ +M)T1~2T(x)
+(x)1~2(~ +M)(~ +M)T1~2T(x)dx
=S
D
(x)1~2ET1~2T(x)
−(x)1~2E(~ +M)T1~2T(x)
−(x)1~2E(~ +M)T1~2T(x)
+(x)1~2E(~ +M)(~ +M)T1~2T(x)dx
=S
D
(x)1~2I−2M + ~ ~ T +M21~2T(x)dx
=S
D
(x)1~2I−M + ~ ~ T1~2T(x)dx:
Let Zc = Z(a)−Z(a) and consider
I−M + ~ ~ T =I−I+1~2R−1RT1~2 +1~2R−1ZcZT
c −1RT1~2
=1~2R−1+ZcZT
c −1RT1~2:
Then by orthogonality of eigenfunctions 
E[YZ − ~ ZY2
L2(D)] =S
D
(x)R−1+ZcZT
c −1RTT(x)dx
=
∞
Q
n=1
bn2
n;116
where bn are the nth diagonal elements of the matrix B given by
B = R−1+ZcZT
c −1RT:117
7 Model problems for ow and transport in porous media
In this chapter we introduce the partial dierential equations modeling ow and
transport in porous media. Then we apply the methods developed in Chapter 6 for
these models in numerical experiments presented in Chapter 9.
7.1 Governing equations for the deterministic formulation
We start with the deterministic formulation of the model problem involving the
governing equations for the uid ow and transport. Later we extend the models to
allow the stochastic input in the form of the coecients of equations. Both ow and
transport models describe single phase and single component uid ow and transport
in porous media in an open bounded domain D ⊂ R2 with outer unit normal n to the
boundary @D. Although we assume that D ⊂ R2 all the basic results that we describe
below are valid for D ⊂ R3.
7.1.1 Flow model
The three main equations describing the ow are Darcy's law (conservation of
momentum of the uid), continuity equation (conservation of mass of the uid) and
equation of state. Darcy's law denes the basic relationship between the velocity u
and the gradient of the pressure p:
u = −
K

(∇p−g∇G): (7.1)
Here K is a permeability tensor,  is a viscosity of the uid,  is a density, g is the
gravity acceleration, the depth G is a vector function in the direction of gravity. In
this work, the permeability tensor K is assumed to be a diagonal uniformly positive
denite tensor with components in L∞(D):
K(x) =
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣
K1(x) 0
0 K2(x)
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦
(7.2)118
i.e. there exist positive constants kl;i and kd;i, i = 1;2, such that for x = (x1;x2) ∈ D
0 < kl;i ≤ Ki(x) ≤ kd;i; i = 1;2: (7.3)
Here K1 and K2 are interpreted as the permeabilities in x1 and x2 directions, respec-
tively.
In this work we ignore the presence of gravity and consider the simplied version
of Darcy's law:
u = −
K

∇p; x ∈ D: (7.4)
The continuity equation that describes conservation of mass of the uid is given
by
@
@t
()+∇⋅(u) = f: (7.5)
Here  is the porosity of the media, and f represents the sources or sinks of mass in
the control volume. Combining Darcy's law (7.4) and (7.5) we get
@
@t
()−∇⋅
K

∇p = f; x ∈ D; t ∈ (t0;t1]; (7.6)
where (t0;t1] is a time interval of interest.
Note that (7.6) is a second-order PDE for two dependent variables: pressure p
and density . It is possible to rewrite this equation in terms of only one variable
expressing either p as a function of , or  as a function of p. This can be achieved
by the use of the equation of state which describes the relationship between pressure
and density.
We consider two possibilities which gives us two models for consideration:
1. If  and  are constants, then we have
−∇⋅ 
K

∇p = f; (7.7)
or,
−∇⋅(u) = f: (7.8)119
In the latter case, the continuity equation (7.8) is coupled with the Darcy's Law
through the uid velocity u.
2. Assume the equation of state is given by
 = 0exp((p−p0)) (7.9)
where  is a compressibility of the uid, 0 is the density at pressure p0. Then
d
dp
= ; (7.10)
and, using the chain rule, we get
∇ =
@
@p
∇p = ∇p: (7.11)
Then, combining Darcy' Law (7.4) and the relation (7.11), we can rewrite (7.6)
as equation for single dependent variable :
@
@t
()−∇⋅
K

∇ = f; x ∈ D; t ∈ (t0;t1]; (7.12)
For simplicity throughout this work we assume that  = 1,  = 1 so that
@
@t
()−∇⋅(K∇) = f; x ∈ D; t ∈ (t0;t1]: (7.13)
In general, the physical properties of the media such as porosity  and perme-
ability K can vary with space and time, i.e.  = (x;t), K = K(x;t). In this work we
assume that the properties are constant in time, i.e.  = (x), K = K(x).
The ow model problem we are particularly interested in is the following system
of equations and boundary conditions (compare to (7.7)):
u(x) = −K(x)∇p(x); x ∈ D; (7.14a)
∇⋅u(x) = f(x); x ∈ D; (7.14b)
p(x) = gD(x); x ∈ @DD; (7.14c)
u(x)⋅n(x) = 0; x ∈ @DN; (7.14d)
where the Dirichlet and Neumann conditions are prescribed on @DD and @DN, re-
spectively, and @DD ∪@DN = @D is the boundary of domain D with @DD ∩@DN = ∅.120
7.1.2 Mass transport
Assume the presence of some solute being transported by uid ow in porous
media. In general, viscosity  can depend on the concentration of the solute. In our
model we assume that presence of the solute does not aect the ow. The conservation
of mass for the solute can be expressed by the following equation:
@
@t
(c)+∇⋅(cu)+∇⋅F = q; x ∈ D; t ∈ (t0;t1]; (7.15)
where u is given by (7.14a). The term cu is called an advective ux which arises due
to the overall uid ow. The term F is called a diusive ux which appears due to
diusion, and in our case approximated by the Fick's First Law of diusion:
F = −D∇c; (7.16)
where D is a diusion/dispersion tensor.
Remark 7.1.1. In general, D = D(u(x);(x))). For simplicity we assume that
D ≡ D(x).
Equation (7.15) can be rewritten as
@
@t
(c)+∇⋅(cu)−∇⋅(D∇c) = q; x ∈ D; t ∈ (t0;t1]: (7.17)
The transport model problem whose stochastic analysis we discuss in this work
is represented by the system of equations (7.14a)-(7.14d) coupled with equation
(x)
@c(x;t)
@t
+∇⋅[c(x;t)u(x)]−∇⋅[D(x)∇c(x;t)] = q(x;t); x ∈ D; t ∈ (0;T];
(7.18)
subject to the following initial and boundary conditions:
c(x;0) = c0(x); x ∈ D; (7.19a)
c(x;t) = cI(x;t); (x;t) ∈ @DI ×(0;T]; (7.19b)
D(x)∇c(x;t)⋅n(x) = 0; (x;t) ∈ @DO ×(0;T]: (7.19c)121
where  is porosity of the media, c is the solute concentration, D is a diusion tensor,
u is a uid velocity, q is a product of the ow rate and solute concentration in the
sink/sources, n(x) is an outer unit normal to the boundary of the domain @D =
@DI∪@DO. Both @DI and @DO are dened by the velocity u: @DI is inow boundary,
where u⋅n < 0, @DO is outow boundary, where u⋅n ≥ 0.
7.2 Solution of deterministic problem
In this section we consider one of the common approaches to the solution of
the stated deterministic problems. Let us note that the ow model (7.14a)-(7.14d)
contains two coupled equations. It is possible to rewrite the system of equations in
terms of only one variable p. We are interested in both variables. It is desirable to
use a numerical method which allows to nd the approximation for u as accurate as
for p. The mixed nite element method is an appropriate tool. Reader can nd the
necessary preliminaries in Appendix.
7.2.1 Weak formulation of the problems
In this subsection we recall the results on analysis of the deterministic ow
problem (7.14a-7.14d) described in Section 7.1 and those for the approximation errors
in some selected norms. We follow mostly the exposition in [19].
First, let us dene the spaces needed to write the weak formulation of the ow
problem. Consider the space
Hdiv(D) = {v ∈ (L2(D))d ∶ ∇⋅v ∈ L2(D)}: (7.20)
Note that the normal traces of functions of Hdiv(D) across any smooth curve are
continuous (cf. [19]).
The standard norm on Hdiv(D) is given by
YuYHdiv(D) = S
D
u⋅u+(∇⋅u)2dx
1~2
: (7.21)122
Alternatively one can use the following norm on Hdiv(D)
YuYK;Hdiv(D) = S
D
K−1u⋅u+(∇⋅u)2dx
1~2
; (7.22)
where K is a diagonal tensor with entries K1 and K2 given by (7.2) which satisfy
(7.3).
The norm (7.22) is equivalent to the standard Hdiv(D) norm:
kDYvYHdiv(D) ≤ YvYK;Hdiv(D) ≤ KDYvYHdiv(D); (7.23)
where kD = min{1;k−1
u;1;k−1
u;2}, KD = max{1;k−1
l;1;k−1
l;2}.
We dene the deterministic velocity u and pressure p spaces as
V = {v ∈ Hdiv(D) ∶ v ⋅n = 0 on @DN}; (7.24)
W = L2(D): (7.25)
To derive the weak form of the ow problem we start with the equations (7.14a)
and (7.14b). Multiplication by appropriate test functions, integration and application
of Generalized Green's Theorem leads to the following weak mixed formulation: nd
u ∈ V and p ∈ W such that
S
D
K−1u⋅vdx = S
D
p(∇⋅v)dx−S
@DD
gD(v ⋅n)ds; ∀v ∈ V; (7.26)
S
D
(∇⋅u)wdx = S
D
fwdx; ∀w ∈ W: (7.27)
Equations (7.26) and (7.27) are the optimality conditions of the saddle point problem
([19], p. 134)
inf
v∈V
sup
w∈W
1
2 S
D
K−1v ⋅vdx+S
D
(∇⋅v +f)dx+S
@DD
gD(v ⋅n)ds: (7.28)
The problem (7.28) has a unique solution if f ∈ W, gD ∈ H1~2(@DD), K is uniformly
bounded and elliptic, and if D is bounded, see [19], Section IV.1.2.123
7.2.2 Mixed nite elements
In this subsection we discuss the mixed nite element methods employed for
the solutions of the equations (7.26) and (7.27). We need the mixed nite element
method to compute the velocity and pressure equations simultaneously and to achieve
high order of approximation for the velocity.
Let Th be a partition of the domain D into non-overlapping rectangular elements
Ei: D =
Nh

i=1
Ei, where Nh is the number of elements of the grid. The permeability K
is dened as a cell-wise constant tensor on this grid.
Next we denote by Pk1;k2(A) the space of polynomials of degree k1 in the rst
and of degree k2 in the second variable of x ∈ A ⊂ R2 and by Qk(A) = Pk;k(A) the
space of polynomials of degree k in both variables.
Consider the nite dimensional subspaces Vh ⊂ V and W ⊂ Wh. Then the mixed
nite element method formulation of the problem is to nd uh ∈ Vh and p ∈ Wh such
that
S
D
K−1uh ⋅vhdx = S
D
ph(∇⋅vh)dx−S
@DD
gD(vh ⋅n)ds; ∀vh ∈ V; (7.29)
S
D
(∇⋅uh)whdx = S
D
fwhdx; ∀wh ∈ W: (7.30)
In this work the discrete velocity space Vh is taken to be the lowest-order
Raviart-Thomas space RT[0](Th) [69], and Wh is taken to be the space of piece-
wise constants Q0(Th). For these spaces the stability condition holds [19]. Recall that
RTk(A) = Pk+1;k(A)×Pk;k+1(A) for A ⊂ R2.
We dene the nite element space for the velocity as:
Vh = {uh ∈ RT[0](Th) ∶ uh =
Nh;e
Q
j=1
uh;j j;uh ⋅n = 0 on @DN} (7.31)
where  j is the RT0 basis function on the uniform mesh of rectangular elements
associated with element edge ej, total number of basis functions associated with each
element Nh;e = 4Nh.124
On a reference element E = [a;b] × [c;d] four vector RT0 basis functions are
given by
 1 =
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣
b−x1
b−a
0
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦
;  2 =
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣
x1 −a
b−a
0
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦
;  3 =
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣
0
d−x2
d−c
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦
;  4 =
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣
0
x2 −c
d−c
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦
: (7.32)
It is easy to see that  i ⋅ nj = 1 if i = j, i;j = 1;:::;4, and  i ⋅ nj = 0, otherwise. Then
uh;j is a value of the ux at the middle point of the edge ej, i.e. uh ⋅nj = uh;j, where
nj is the outer unit normal to the edge ej, j = 1;:::;Nh;e.
The nite element space for pressure is
Wh = {ph ∈ Q0(Th) ∶ ph =
Nh
Q
i=1
ph;i'i} (7.33)
where 'i is a basis function on element Ei, i = 1;:::;Nh, given by
'i(x) =
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
1; if x ∈ Ei;
0; if x ∉ Ei:
(7.34)
ph;i is the average pressure in element Ei.
Remark 7.2.1. There are many other choices for the mixed nite element spaces such
as Raviart-Thomas-Nedelec [62, 69], Brezzi-Douglas-Marini [16], Brezzi-Douglas-Dur an-
Fortin [17], Brezzi-Douglas-Fortin-Marini [18]. An overview discussion of these spaces
is given in [19].
In porous media applications generally only low order mixed nite element
spaces are used. Moreover, these methods are primarily implemented on structured,
or logically rectangular, meshes. It is known [3, 69, 71, 77] that on such meshes the
lowest order mixed methods, like those we consider above, with special numerical
quadrature formulae, are equivalent to cell-centered nite dierences. Cell-centered
nite dierences allow to decouple the algebraic system for (uh;ph), and solve it rst
for ph, and next calculate uh rather than solve simultaneously. This approach reduces
the size of the problem, and makes the mixed method particularly attractive.125
Error estimates
Using any numerical methods it is important to know how well the numerical
solution approximates the exact one. Dierent mixed nite element spaces provide
dierent order of approximations to the solutions of the ow problem. We recall
the results related to the Raviart-Thomas spaces. The following result states the
approximation errors in norms associated with spaces V and W.
Theorem 7.2.1 ([19], p. 139). Let Th be a partition of the domain D into non-
overlapping rectangular elements. We set the approximating sets Vh = RTk(Th) and
Wh = Qk(Th). Let (u;p) be the solution of problem (7.26)-(7.27). Let (uh;ph) be the
solutions in Vh × Wh of problem (7.29)-(7.30). Then, under enough smoothness of
the solution, there exists a constant C > 0 independent of h such that the following
estimates hold
Yu−uhYL2(D)2 ≤ ChsYuYHs(D)2; (7.35)
Yu−uhYV ≤ Chs(YuYHs(D)2 +Y∇⋅uYHs(D)); (7.36)
for s ≤ k +1. Additionally we have
Yp−phYW ≤ Chs(YuYHs(D) +YpYHs(D)) (7.37)
for s ≤ k +1.
This theorem implies that the approximation error is of the same order for both
pressure p and velocity u.
7.2.3 Godunov-mixed methods for transport model
Here we provide an outline of the numerical method used for the solution of
the transport problem (7.18),(7.19a-7.19c). For all details we refer the readers to [25].
First we rewrite equation (7.18) as

@c
@t
+∇⋅(cu+s) = q(x); (7.38)126
where
s = −D∇c (7.39)
is a diusive ux.
Before we proceed let us introduce the following space.
Denition 7.2.1. Let B be a Hilbert space. Then we dene the space L2([0;T];B)
as a space containing all functions u ∶ [0;T] → B such that
YuYL2([0;T];B) =
¾
S
T
0
YuY2
Bdt: (7.40)
We dene the deterministic diusive ux s and concentration c spaces as L2([0;T];V c)
and L2([0;T];Wc) respectively, where
V c = {v ∈ Hdiv(D) ∶ v ⋅n = 0 on @DO}; (7.41)
Wc = L2(D): (7.42)
Then we get the following weak formulation of the transport problem: nd s ∈
L2([0;T];V c) and c ∈ L2([0;T];Wc) such that
S
D
D−1s⋅vdx−S
D
c(∇⋅v)dx = −S
@DI
cI(v ⋅n)ds; ∀v ∈ V c; (7.43)
S
D

@c
@t
+∇⋅(cu+s)wdx = S
D
qwdx; ∀w ∈ Wc: (7.44)
The initial conditions (7.19a) can be imposed weakly:
S
D
c(x;0)w(x)dx = S
D
c0(x)w(x)dx; ∀w ∈ Wc: (7.45)
Let Th be a partition of the domain D into non-overlapping rectangular elements
Ei. Also let 0 = t0 < t1 < ⋯ < tn = T be a given partition of the time interval [0;T],
tn = tn −tn−1. For any function f of t we dene fn = f(tn).
We use the lowest-order Raviart-Thomas approximating spaces
V c
h = {sh ∈ RT[0](Th) ∶ sh ⋅n = 0 on @DO}; (7.46)127
and
Wc
h = {ch ∈ Q0(Th)} (7.47)
to approximate the solution c and its uxes at each discrete time level. For each n let
Sn ≈ sn, Sn ∈ V c
h, and Cn ≈ cn, Cn ∈ Wc
h.
Operator splitting is applied to equation (7.38), that is, we solve independently
the advection and diusion subproblems that provide intermediate values of c as  c;cn.
Below we consider the individual steps of this procedure.
Advection
The advection step is solved with explicit Godunov method, rst-order accu-
rate in space and time. The scheme has Courant-Friedrichs-Lewy (CFL) time step
constraint, which means that relatively small time-steps must be used,
t ≤ min
x∈D
⎛
⎝

»
u2
1 +u2
2
⎞
⎠
hmin; (7.48)
where u1 and u2 are the rst and second components of the velocity vector u, hmin =
min(h1;h2), and h1 and h2 are grid sizes in x1 and x2 directions.
Formally we solve the following equation

@C
@t
+∇⋅(Cu) = q; (x;t) ∈ D ×(tn−1;tn]; (7.49)
which allows to nd  C explicitly from

 C −Cn−1
t
+∇⋅(Cn−1u) = qn−1: (7.50)
Diusion
We solve the equation

@C
@t
−∇⋅(D∇C) = 0; (x;t) ∈ D ×(tn−1;tn] (7.51)
implicitly with respect to concentrations Cn

Cn −  C
t
−∇⋅(D∇Cn) = 0: (7.52)128
We can combine both steps in the following problem: nd Sn ∈ V c
h and Cn ∈ Wc
h
such that
S
D
D−1Sn ⋅vhdx−S
D
Cn(∇⋅vh)dx = −S
@DI
cI;n(vh ⋅n)ds; ∀vh ∈ V c
h;
S
D

Cn −Cn−1
tn
+∇⋅Snwhdx = S
D
−∇⋅(Cn−1u)+qn−1whdx; ∀wh ∈ Wc
h:
With initial condition Cn−1 this system can be solved for Sn and Cn. For n = 0 we
have
S
D
C0whdx = S
D
c0whdx; ∀wh ∈ Wc
h: (7.53)
The true solution pair (s;c) satises the following system of equations
S
D
D−1sn ⋅vhdx−S
D
cn(∇⋅vh)dx = −S
@DI
cI;n(vh ⋅n)ds; ∀vh ∈ V c
h;
S
D

@c
@t
U
t=tn
+∇⋅snwhdx = S
D
−∇⋅(cnu)+qnwhdx; ∀wh ∈ Wc
h:
Interested readers can nd additional information in [25, 26, 27]. Description of
other numerical schemes applicable to the transport problem can be found in [47, 49].
Error estimates
Here we recall the results on the error estimates for Godunov-mixed methods
presented in [25]. Let  S(⋅;t) ∈ Vh,  C(⋅;t) ∈ Wh denote the solutions of the following
problem
S
D
D−1 S⋅vhdx−S
D
 C(∇⋅vh)dx = −S
@DI
cI(vh ⋅n)ds; ∀vh ∈ V c
h; (7.54)
S
D

@c
@t
+∇⋅  Swhdx = S
D
−∇⋅(cu)+qwhdx; ∀wh ∈ Wc
h: (7.55)
for each t ∈ [0;T].
Let ~ F ∈ V c
h satisfy that ~ F ⋅n at the midpoint of an edge of any element E equals
the integral average of (cu⋅n) over the edge. Then ~ F satises for each t ∈ [0;T]
S
D
∇⋅(cu− ~ F)whdx = 0; wh ∈ Wc
h: (7.56)129
Let 2c denote the L2 projection of the solution c into Wh, that is,
S
D
2cwhdx = S
D
cwhdx: (7.57)
Also let  = C −  C, and  = 2c−  C. It is possible to show [25] that for c and the data
suciently smooth the following result holds
YCn−1u− ~ Fn−1YL2(D) ≤ CYn−1YL2(D) +Yn−1YL2(D) +h+t; (7.58)
where t = max
n tn.
The following theorem now gives the rst order error estimate for the method
described above.
Theorem 7.2.2 ([25], p. 1318). Let the data and the solution pair (s;c) be suciently
smooth and assume that estimate (7.58) holds. Let  = 2c−  C,  = C−  C, and  = S− S.
Assume that 0 < D−1 ≤ d∗ where d∗ is a positive constant. Then we have
max
n YnY+
M
Q
n=0
Y(D−1~2)nY2
L2(D)tn
1~2
(7.59)
≤ C(d∗)h+t+Y0YL2(D) +
M
Q
n=0
YnY2
L2(D)tn
1~2
S
T
0
Yt(⋅;t)Y2
L2(D)
1~2
	;
where C(d∗) is a constant independent of h and t.
7.3 Governing equations for the stochastic formulation
Initial and boundary value problems for systems of PDEs are used to model
real phenomena in many elds such as engineering applications, geosciences, nancial
mathematics, etc. For many problems numerical methods have been extensively an-
alyzed. Numerical solutions can be obtained if all data of the system, such as initial
and boundary conditions, coecients or domain, are known.
In reality there is a signicant uncertainty associated with determination of
these parameters which implies that a stochastic model may more adequately reect130
physical phenomena than a purely deterministic model. There are at least two possible
sources of uncertainty: an inability to accurately characterize all input parameters of
the mathematical model, or an intrinsic variability of the physical system of interest.
The natural approach is to use probabilistic tools to describe uncertainty in
the system, provided enough information is available for a complete statistical char-
acterization of the physical system. Usually the input parameters are modeled as
random variables, or more generally, as random elds with a given spatial correlation
structure. In this work we focus on partial dierential equations whose coecients
(in particular, permeability coecients) are described by a nite dimensional random
vector; this is known as nite dimensional assumption, cf. [8].
The goal of the numerical methods that we use is to nd the statistical moments
of the solution (expectation, variance, covariance, etc.) or statistics of some given
quantities of interest obtained from the system, given the probability distribution of
the input parameters. Examples of quantities of interest could be pointwise values of
solutions values, uxes across given boundaries, or breakthrough curves. In the ow
and transport models that we dened in Section 7.1 we are interested in the statistical
moments of pressure, velocity and several functions of concentration.
The Monte Carlo (MC) method is probably one of the most used techniques to
address the randomness of the input parameters. The general idea is to generate a
large number of independent realizations of the data and to compute the sample statis-
tics of the corresponding quantities of interest. There are many developed libraries
such as GSLIB, SGeMS (cf., [30, 72]) that allow to simulate the random elds with
prescribed statistical characteristics. In general, the MC method is easy to implement
and allows one to reuse available deterministic codes. Among the disadvantages of
MC method is a slow convergence in terms of the number of realizations needed to
achieve the theoretical convergence of the statistical moments. To the best of our
knowledge there are no works, except possibly [6], on computational criteria to pre-
dict the number of realizations required to achieve the desired accuracy in solution. In131
Sections 8.2 and 8.3 we discuss this issue again and give several comments regarding
the convergence of MC and stochastic collocation methods.
Among alternatives to the standard MC method are multi-level MC methods
[9], stochastic Galerkin nite element method [34, 6, 7, 32, 78, 79], stochastic and
probabilistic collocation [33, 56, 57, 61, 63, 64], perturbation and moment-equation
method [5, 53, 54, 55, 80, 82, 75]. In many situations these methods provide faster
convergence than MC.
In this work we consider only MC and stochastic collocation methods.
7.3.1 Stochastic model parameters
Let (
;F;P) be a complete probability space. In our stochastic models we
assume that permeability K given by (7.2) is a random diagonal tensor with K1 ∶ D×

 → R, K2 ∶ D×
 → R represented as spatially correlated random elds. If K1(x;⋅) =
K2(x;⋅) permeability K can be thought of as a random scalar-valued function.
To ensure positive deniteness of the elements of the permeability tensor we
consider the representation for their logarithms in the form of stochastic series:
lnKi(x;!) = E[lnKi](x)+
∞
Q
n=1
fi;n(x)i;n(!); i = 1;2; (7.60)
where i;n are uncorrelated random variables with zero mean and unit variance. Dif-
ferent types of representation of random eld are discussed in Chapters 4, 5 and 6.
These representations are related to the mean and covariance functions if the simu-
lated random eld is Gaussian (see Section 3.2). For non-Gaussian random elds we
need to know additionally the distribution of random variables in (7.60).
In practice it is not possible to work with the innite representation (7.60) so
the truncated series are used instead
lnKi(x;!) ≈ E[lnKi](x)+
Ni
Q
n=1
fi;n(x)i;n(!); i = 1;2: (7.61)
Depending on the convergence rate of the particular series and desired level of ap-
proximation the number of terms Ni, i = 1;2, is chosen.132
7.3.2 Formulation of stochastic models
Here we represent the stochastic models which replace the deterministic models
(7.14a)-(7.14d) and (7.18),(7.19a)-(7.19c) given in Section 7.1. Let the permeability
K be dened on a complete probability space (
;F;P). Then we want to nd the
stochastic outputs corresponding to u, p and c that are the solutions of the following
models for almost all ! ∈ 
:
1. Flow model
u(x;!) = −K(x;!)∇p(x;!); x ∈ D; (7.62a)
∇⋅u(x;!) = f(x); x ∈ D; (7.62b)
p(x;!) = gD(x); x ∈ @DD; (7.62c)
u(x;!)⋅n(x) = 0; x ∈ @DN: (7.62d)
In this model the quantities of interest are the expectations and variances of u
and p.
2. Transport model
Equations (7.62a)-(7.62d) are coupled with equation
(x)
@c(x;t;!)
@t
+∇⋅[c(x;t;!)u(x;!)]−∇⋅[D(x)∇c(x;t;!)] = q(x);
x ∈ D; t ∈ [0;T]; (7.63)
subject to the following initial and boundary conditions
c(x;0;!) = c0(x); x ∈ D; (7.64a)
c(x;t;!) = cI(x;t); (x;t) ∈ @DI ×(0;T]; (7.64b)
D(x)∇c(x;t;!)⋅n(x) = 0; (x;t) ∈ @DO ×(0;T]: (7.64c)
The quantities of interest in this model are the expectations and variances of
the breakthrough curves BTC(t;!) in terms of PVI (pore volume injected) and133
breakthrough times BTT(!) associated with concentration c and dened by:
PVI(t;!) = S
t
0 S
@DO
u(x;!)⋅n(x)dxds; (7.65)
BTC(t;!) = S
@DO
c(x;t;!)[u(x;!)⋅n(x)]dx; (7.66)
BTT(!;b) = sup{t ∶ BTC(t;!) = b}; (7.67)
where b ≥ 0 is some reference value on the breakthrough curve.134
8 Stochastic collocation method
8.1 Stochastic numerical methods
We start with the basic results leading to the formulation of the stochastic
numerical methods that we use to solve stochastic ow and transport models. We
follow closely [33].
Assumption 8.1.1 (Finite dimensional noise assumption). Regardless which stochas-
tic numerical methods we use for solving (7.62a)-(7.62d) and (7.63),(7.64a-7.64c) the
stochastic coecients of the corresponding models have the nite dimensional series
representation, i.e.,
K(x;!) = K(x;1(!);:::;Nt(!));
where Nt = N1 = N2 if K1(x;⋅) = K2(x;⋅), or Nt = N1 +N2 otherwise.
Remark 8.1.1. Since solution (u;p;c) of (7.62a)-(7.62d), (7.63),(7.64a)-(7.64c) is
F-measurable, it follows from the Doob-Dynkin Lemma (see Lemma A.5.1) that
u(x;!) = u(x;1(!);:::;Nt(!));
p(x;!) = p(x;1(!);:::;Nt(!));
c(x;!) = c(x;1(!);:::;Nt(!)):
We denote by  n = n(
) the image of n,   =
Nt
M
n=1
 n ⊂ RNt. We assume that the
random variables 1;:::;Nt have a joint probability density function  ∶   → [0;∞)
with  ∈ L∞( ). Then we can write K(x;!) = K(x;y) where y = (y1;:::;yNt) and
yn = n(!). If {n}Nt
n=1 are independent random variables each with density function
n, n = 1;:::;Nt, the joint probability density function is given by  =
Nt
M
n=1
n.135
Flow model
As in the case of deterministic problems we need to introduce the proper spaces
to work with. Following [33] consider
L2
;d( ) = v ∶   → Rd; S
 
v(y)⋅v(y)(y)dy
1~2
< ∞¡: (8.1)
We take the tensor product of L2
;d( ) with the deterministic velocity and pressure
spaces dened by (7.24) and (7.25) to form the stochastic Sobolev spaces
V = V ⊗L2
;2( ); (8.2)
W = W ⊗L2
;1( ); (8.3)
with norms
YvY2
V = S
 
S
D
v ⋅v +(∇⋅v)2dx
1~2
(y)dy = E[YvY2
V ]; (8.4)
YwY2
W = S
 
S
D
w2dx
1~2
(y)dy = E[YwY2
W]: (8.5)
Multiplication by test functions and application of the Generalized Green's The-
orem leads to the stochastic equivalent of a standard weak mixed formulation: nd
u ∈ V and p ∈ W such that
S
 
(K−1u;v)(y)dy = S
 
(p;∇⋅v)−⟨gD;v ⋅n⟩(y)dy; ∀v ∈ V0 (8.6)
S
 
(∇⋅u;w)(y)dy = S
 
(f;w)(y)dy; ∀w ∈ W: (8.7)
Let Th be a partition of the domain D into non-overlapping rectangular elements.
Now we are ready to state the semidiscrete formulation of the problem: nd uh ∶   →
Vh and ph ∶   → Wh such that for almost all y ∈  
S
D
K−1uh ⋅vhdx = S
D
ph(∇⋅vh)dx−S
@DD
gD(vh ⋅n)ds; ∀vh ∈ Vh (8.8)
S
D
(∇⋅uh)whdx = S
D
fwhdx; ∀wh ∈ Wh: (8.9)
Based on the discussion given previously in the Section 7.2 we can state that a solution
of this problem exists and unique.136
Transport model
We dene the stochastic Sobolev spaces for diusive ux s and concentration c
as
Vc = L2([0;T];V c)×L2
;2( ); (8.10)
Wc = L2([0;T];Wc)×L2
;1( ); (8.11)
with norms
YvYVc = S
 
S
T
0
YvY2
V cdt
1~2
(y)dy = E[YvYL2([0;T];V c)]; (8.12)
YwYWc = S
 
S
T
0
YwY2
Wcdt
1~2
(y)dy = E[YwYL2([0;T];Wc)]: (8.13)
Then we have the following stochastic weak mixed formulation of the transport prob-
lem: nd s ∈ Vc and c ∈ Wc such that
S
 
(D−1s;v)−(c;∇⋅v)(y)dy = −S
 
⟨cI;v ⋅n⟩(y)dy; ∀v ∈ V; (8.14)
S
 

@c
@t
+∇⋅cu+∇⋅s;w(y)dy = S
 
(q;w)(y)dy; ∀w ∈ W: (8.15)
Let Th be a partition of the domain D into non-overlapping rectangular elements
Ei. Also let 0 = t0 < t1 < ⋯ < tn = T be a given partition of the time interval
[0;T], tn = tn − tn−1. Taking into account the procedure used for the solution
of the deterministic transport problem for each time level n we have the following
semidiscrete formulation: nd Sn = Sn;h ∶   → V c
h and Cn = Cn;h ∶   → Wc
h such that
for almost all y ∈  
S
D
D−1Sn ⋅vhdx−S
D
Cn(∇⋅vh)dx = −S
@DI
cI;n(vh ⋅n)ds; ∀vh ∈ V c
h; (8.16)
S
D

Cn −Cn−1
tn
+∇⋅Snwhdx = S
D
−∇⋅(Cn−1u)+qn−1whdx; ∀wh ∈ Wc
h; (8.17)
and initial condition for n = 0
S
D
C0whdx = S
D
c0whdx; ∀wh ∈ Wc
h: (8.18)137
8.2 Monte Carlo method
In this section we consider the solution of the problem (8.6)-(8.7) using MC
method. Solution of the problem (8.14)-(8.15) can be obtained similarly. Standard
MC method approximates the expectation and variance of (u;p) by generating a large
number of independent identically distributed realizations of the permeability tensor
K. For each realization of K problem (8.6)-(8.7) is solved using the mixed nite
element method.
Outline of the MC method is given below.
Formulation of Monte Carlo method
1. Dene a desired number M ∈ N+ of realizations of the permeability eld K.
2. Choose the mixed nite element spaces (Vh;Wh) as dened in Section 7.2.2.
3. For each realization of K(⋅;!k), k = 1;:::;M, nd a pair of solutions
(uh(⋅;!i);ph(⋅;!k)) of the system (8.8)-(8.9).
4. Approximate the expectation and variance of solutions by the sample average
and variance. For example, the velocity average and variance is approximated
by
E[u(⋅)] ≈ EM[uh] =
1
M
M
Q
k=1
uh(⋅;!k); (8.19)
Var[u(⋅)] ≈ VarM[uh(⋅)] =
1
M −1
M
Q
k=1
uh(⋅;!k)−EM[uh(⋅)]
2
: (8.20)
The computational error naturally separates into the two parts
E[u]−EM[uh] = E[u]−E[uh]+E[uh]−EM[uh] = "h +"h;M: (8.21)
The size of the partition of D controls the space discretization error "h, and the
number of realizations M of uh controls the statistical error "h;M (cf. [7]).138
Remark 8.2.1. In the case there is a truncation error, i.e. K ≈ KNt, it can be taken
into account as well: the computational error is given by
E[u]−EM[uh] = E[u]−E[uNt]+E[uNt]−E[uh;Nt]+E[uh;Nt]−EM[uh;Nt]
= "Nt +"h +"h;M:
8.3 Stochastic collocation
In this section we describe stochastic collocation (SC) method and discuss its
similarity with the MC method. In our exposition of the SC method we follow closely
[8, 33].
We are interested in a numerical approximation of the pair (u;p) solutions of
the system (8.6)-(8.7), with u ∈ V and p ∈ W, and of the pair (s;c), solutions of the
system (8.14)-(8.15), with s ∈ Vc and c ∈ Wc. Recall that stochastic V (Vc) and W (Wc)
are tensor products of corresponding deterministic spaces with L2
;2( ) and L2
;1( )
respectively. SC method approximates the solutions in deterministic and stochastic
spaces separately.
Remark 8.3.1. The Monte Carlo method does not directly address the approximation
of the solution in deterministic space. The MC method reuses available deterministic
codes to simulate a large number of realizations of the solutions, and then assembles
them to approximate the solution in stochastic space.
For each stochastic dimension n = 1;:::;Nt choose a desired polynomial degree
of accuracy mn. In general, this requires mn + 1 points to interpolate on. Let m =
(m1;:::;mNt). SC method approximates the solutions using a global interpolant
Im in stochastic space  . It is constructed with the help of Mm collocation points
{yk}Mm
k=1 ⊂  . The number Mm of collocation points depends on the desired degree of
approximation m.139
The fully discrete approximation of (u;p), solution of (8.6)-(8.7), is given by
uh;m(x;y) = Imuh(x;y); ph;m(x;y) = Imph(x;y): (8.22)
For every t ∈ [0;T] the fully discrete approximation of (s;c), solution of (8.14)-(8.15),
is given by
sh;m(x;t;y) = Imsh(x;t;y); ch;m(x;y) = Imch(x;t;y): (8.23)
Let {Lm
k (y)}Mm
k=1 be the Lagrange basis with Lm
k (yj) = k;j, j;k = 1;:::;Mm.
Then (8.22) can be rewritten as
uh;m(x;y) =
Mm
Q
k=1
uh(x;yk)Lm
k (y); (8.24)
ph;m(x;y) =
Mm
Q
k=1
ph(x;y)Lm
k (y): (8.25)
where (uh(x;yk);ph(x;y)) are solutions of the system (8.8)-(8.9) with permeability
K(x) = K(x;yk) evaluated at the collocation point yk, k = 1;:::;Mm. Thus in order
to nd (uh;m;ph;m) it is necessary to solve (8.8)-(8.9) Mm times.
Similarly we have for every t ∈ [0;T]
sh;m(x;t;y) =
Mm
Q
k=1
sh(x;t;yk)Lm
k (y); (8.26)
ch;m(x;t;y) =
Mm
Q
k=1
ch(x;t;y)Lm
k (y); (8.27)
where (sh(x;t;yk);ch(x;t;y)) are solutions of the system (8.16)-(8.17) with velocity
u(x) = u(x;yk) evaluated at the collocation point yk, k = 1;:::;Mm.
Using representation (8.24) it is possible to nd the expectation of the solutions
applying to the numerical quadrature rules. For example, the velocity expectation
can be approximated by
E[uh;m] = S
 
uh;m(x;y)(y)dy
= S
 
Mm
Q
k=1
uh(x;yk)Lm
k (y)(y)dy140
=
Mm
Q
k=1
!kuh(x;yk); (8.28)
where !k = S
 
Lm
k (y)(y)dy.
Regarding the quantities of interest in the transport model we can get the
average breakthrough curve
E[BTC](t) ≈
Mm
Q
k=1
!kBTC(t;yk)
=
Mm
Q
k=1
!k S
@DO
c(x;t;yk)[u(x;yk)⋅n(x)]dx:
Note that concentration c depends on the collocation point yk, k = 1;:::;Mm, only
through u(⋅;yk).
Remark 8.3.2. Readers interested in the implementation of stochastic numerical
methods for transport equations can nd more information in [35, 60, 65, 50, 61].
For the SC method we provide several codes developed for this work in Appendix.
The choice of collocation points {yk}Mm
k=1 leads to dierent variants of stochastic
collocation methods. We consider only the full tensor product grids; construction
of sparse grids is discussed in [63, 64]. Both types of grids are constructed from
one-dimensional rules. Below we review the details of construction of the full tensor
product grids and associated basis functions.
Remark 8.3.3. The stochastic collocation method with full tensor grid suers from
the curse of dimensionality, i.e. this method is ecient only for a small number
of random variables. For a moderate or large number of terms in the expansion we
recommend to use sparse grids.
Remark 8.3.4. In this work we assume that the random variables in the expansion of
K are independent. The case when the representation of permeability eld K depends
on the non-independent random variables is treated eciently in [8].141
Let Pm( ) ⊂ L2
;1( ) denote the span of tensor product polynomials with degree
at most m = (m1;:::;mNt), i.e. Pm( ) = ⊗Nt
n=1Pmn( n) where
Pmn( n) = span{yr
n;r = 0;1;:::;mn}; n = 1;:::;Nt: (8.29)
For each stochastic dimension n = 1;:::;Nt let {yn;kn}mn+1
kn=1 ⊂  n be the mn + 1
roots of the orthogonal polynomial qmn with respect to the weighted inner product
(u;v)n = S
 n
u(y)v(y)n(y)dy.
We dene the global index
k = k1 +m1(k2 −1)+m1m2(k3 −1)+⋯; (8.30)
associated with a multi-index (k1;:::;kNt), and denote by
yk = (y1;k1;:::;yNt;kNt) ∈  ; k = 1;:::;Mm: (8.31)
For each n = 1;:::;Nt consider the Lagrange basis {Lm
n;kn(yn)}mn+1
kn=1 of the space
Pmn( n) with
Lm
n;kn(yn) ∈ Pmn( n); Lm
n;i(yn;j) = i;j; i;j = 1;:::;mn +1: (8.32)
Let the global Lagrange basis functions be dened by
Lm
k (y) =
Nt
M
n=1
Lm
n;kn(yn); k = 1;Mm: (8.33)
We can use (8.33) in (8.24) and (8.25) to obtain the global interpolant for (uh;ph) in
stochastic space  . In practice these global interpolants are never constructed since
the nal goal is an approximation of the expectations and variances. Instead the
statistical moments are approximated using Gaussian quadrature rules.
Introducing Gaussian quadrature for any continuous function f ∶   → R we can
approximate the integral S
 
f(y)(y)dy by
EMm[f] ≈
Mm
Q
k=1
!kf(yk); !k =
Nt
M
n=1
!n;kn; !n;kn = S
 n
Lm
n;kn(y)^ ndy: (8.34)142
Using (8.34) we can approximate the expectation and variance of the solutions.
For example, the expectation and variance of velocity u can be computed as
E[uh(x)] = EMm[uh(x)]; (8.35)
Var[uh(x)] = EMm uh(x)−E[uh(x)]
2
: (8.36)
Remark 8.3.5. If we compare (8.35), (8.36) with (8.19), (8.20) respectively, we see
that these formulas are similar in structure. Note that
1
M −1
≈
1
M
for large M.
Thus, in some sense the MC method is a version of SC method where all collocation
points are given the same weight
1
Mm
in the approximating representations (8.35) and
(8.36). The theoretical frameworks of both methods are dierent but the nal result in
terms of practical implementation of each of the methods is the same.
In our numerical experiments we assume that the random variables in the rep-
resentation are either Gaussian N(0;1) or uniform U(a;b). Denote the sets of one-
dimensional weights and roots of associated orthogonal polynomials of degree m by
W = {!1;:::;!m+1}; (8.37)
R = {r1;:::;rm+1}: (8.38)
Gaussian density function
In the case of normal distribution of random variables for the one-dimensional
collocation points we use the zeros of the \probabilist" Hermite polynomials (cf. [1],
equation 22.3.11, p. 775):
Hem(y) = m!
⌊m~2⌋
Q
k=0
(−1)kxm−2k
k!2k(m−2k)!
(8.39)
which are orthogonal with respect to the weight function (y) = e−y2~2. The weights
for the Gauss quadrature used in stochastic collocation are given by
!m =
1
√
2
S
∞
−∞
Hm(y)e−y2~2dy: (8.40)143
The weights and collocation points can easily be computed with a symbolic
manipulation software, or alternatively one can use readily available roots and weights
of the \physicist" Hermite polynomials Hm(y) = 2m~2Hem(
√
2y) listed in [1], Table
25.10, p. 924, by dividing the weights by a factor of
√
 and multiplying the roots by
a factor of
√
2.
Uniform density function
If the random variables in the representation of permeability K are uniformly
distributed on some interval [a;b] we use the zeros of Legendre polynomials supported
on [−1;1] (cf. [1], equation 22.3.8, p. 775)
Pm(y) =
1
2m
⌊m~2⌋
Q
k=0
(−1)k
m
k

2m−2k
m
xm−2k (8.41)
which are orthogonal with respect to the weight function (y) = 1. Recall that the
density function of U(a;b) random variable is (y) =
1
b−a
for y ∈ [a;b], and 0 other-
wise. The weights for the Gauss quadrature used in stochastic collocation are given
by
!m =
1
b−a S
b
a
Pm(y)dy: (8.42)
One can use roots R[−1;1] and weights W[−1;1] (cf. [1], Table 25.4, pp. 916-919) of
Legendre polynomials to dene the collocation points and corresponding weights as
R[a;b] =
1
2
(b−a)R[−1;1] +(b+a); (8.43)
W[a;b] =
1
2
(b−a)W[−1;1]: (8.44)
Error analysis
Error analysis is an important part of any numerical simulations. For stochastic
partial dierential equations adding stochastic dimension creates additional source of
the error [6]. For example, for MC method the better approximations of the solution
expectations require larger number of realizations. As a result the nal approximation
error represents a balance between discretization error and statistical error. There are144
several ways to go. One can try to decrease the spatial grid and increase the number
of realizations to achieve better approximations. Alternatively one can x the error
level and then tune either discretization or statistical error. The latter approach is
the main idea behind the Multi-level Monte Carlo method (MLMC) [9]. One of the
main goals of MLMC method is to reduce the cost of computation. The authors of
[9] suggest to improve the discretization error while decreasing the number of MC
realizations. Essentially this means that the stochastic error increases but the overall
error decreases due to the better spatial approximation. One can balance between the
grid size and number of realizations required to achieve a desired error level with the
minimal computation cost.
The situation with SC method is similar. The computational error between the
true stochastic velocity u and the approximation uh;m naturally separates into the
two parts: \deterministic" and \stochastic"
Yu−uh;mYV ≤ Yu−uhYV +Yuh −uh;mYV
≤ Yu−uhYV +Yuh −ImuhYV:
Similarly we have for pressure p
Yp−ph;mYW ≤ Yp−phYW +Yph −ImphYW:
One can control the overall error by tuning either the grid size or the number of
collocation points which depends on the degree of the global interpolant approximating
the solution in stochastic space  .
The following theorem states the results on the approximation error by SC
method. It combines the results obtained by authors of the papers [8] and [34].
Theorem 8.3.1 ([33, 8]). Let u ∈ Hr+1(D) × L2
;2( ), ∇u ∈ Hs+1(D) × L2
;1( ) and
p ∈ Hs+1 ×L2
;2( ). Assume that the joint probability density  satises
(y) ≤ Cexp−
Nt
Q
n=1
(nyn)2	; ∀y ∈  ;145
for some constant C > 0 and n strictly positive if  n is unbounded and zero otherwise.
Then there exists a constant C independent of h and Mm such that
Yu−uh;mYV +Yp−ph;mYW ≤ C hr+1 +hs+1 +
Nt
Q
n=1
n(mn)exp(−cnmn
n )	; (8.45)
where if  n is bounded
n = 1; n = 1;
cn = ln
⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣
2n
S nS
⎛
⎜
⎝
1+
¿
Á Á À1+
S nS2
42
n
⎞
⎟
⎠
⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦
;
and if  n is unbounded
n = 1~2; n = O(
√
mn);
cn = nn;
n is smaller that the distance between  n and the nearest singularity in the complex
plane.
For more details on the parameters of the error estimate see [8].
Remark 8.3.6. The rst part of the estimate in the previous theorem comes from the
standard deterministic mixed FEM error analysis, cf. [19]. The second part requires
a detailed and careful analysis [8].
The authors of [8] show that the SC method can be applied to a wide range
of problems and easily deal with unbounded random variables, such as Gaussian or
exponential, in the representation of permeability eld. Numerical results provided in
the paper conrm an exponential rate of convergence of the stochastic part of the error
with respect to the number of collocation points in each direction of the probability
space. They show convergence of the method for the coecients of the equations being
dependent on the unbounded random variables. For the coecients represented in the
form of their truncated KL series the unboundedness of the random variables implies
the unboundedness of the coecients.146
Remark 8.3.7. We expect that the \stochastic" part of the computational error as-
sociated with the approximation of the concentration c in stochastic space   has an
exponential behavior similar to the one expected for the ow model. The analysis is
out of scope of the present work.147
9 Numerical examples
To perform our numerical experiments we adjust available deterministic solvers
for MC and SC methods so that they allow computation of the desired statistical
moments of the solutions. In two of our experiments we use the exponential covariance
function dened by equation (4.7) with dierent sets of parameters to obtain the KL
expansion of the logarithms of components of permeability tensor K. We assume that
K is isotropic, i.e. K1 = K2 = K, K = KI for K ∈ (0;∞).
The numerical experiments are solved on a square domain D = [0;1]2. In each
case we give details of the parameters. Initial and boundary conditions are the same for
all examples. For ow model (7.62a)-(7.62d) we dene Dirichlet boundary conditions
p(x) = 1; x ∈ {(x1;x2) ∈ @D ∶ x1 = 0};
p(x) = 0; x ∈ {(x1;x2) ∈ @D ∶ x1 = 1};
and Neumann boundary conditions
u(x)⋅n(x) = 0; x ∈ {(x1;x2) ∈ @D ∶ x2 = 0 or x2 = 1}:
The source function f(x) = 0 for x ∈ D. The logarithm of the permeability K has zero
mean.
We report pressure errors computed with a discrete l2 norm at the cell centers
and ux errors at the midpoints of the edges. The stochastic convergence for both
MC and SC methods is reported on a xed 50 ×50 spatial grid.
For transport model (7.63),(7.64a-7.64c) we take porosity  = 1; diusion D
is either 0 or 0:0252 (molecular diusion). We also dene the following initial and
boundary conditions
c(x;0) = 1; x ∈ D = [0;1]2;
c(x;t) = 0; (x;t) ∈ {(x1;x2) ∈ @D ∶ x1 = 0}×(0;T];148
D(x)∇c(x;t)⋅n(x) = 0; (x;t) ∈ {(x1;x2) ∈ @D ∶ x1 ≠ 0}×(0;T]:
The source function q(x) = 0 for x ∈ D.
The rest of the Chapter 9 is organized as follows. Each section is devoted to
one example. In Section 9.1 we show the results of conditional and unconditional MC
simulations. We compare the statistical moments of solutions and provide the conver-
gence results for both models. Additionally we consider the eect of diusion on the
breakthrough curves in the transport model. In Section 9.2 we compare MC and SC
methods applied to the ow and transport models with discontinuous permeability
eld. We discuss the convergence of both methods. In Section 9.3 we implement un-
conditional and conditional SC method. The results on MC simulations are provided
for comparison.
9.1 Unconditional and conditional MC simulations
In this example we use a nonseparable exponential covariance with parameters
 = 0:3,  = 1 with Nt = 200 terms in the truncated representation of the logperme-
ability eld K to simulate 25600 realizations. For conditional simulations we use one
of the unconditional realizations as a source of measurements (see Figure 9.1). We
randomly select 25 data points among available to condition on and produce another
25600 conditional realizations using the method described in Section 6.3. Among those
25 points we select subset of 12 points to investigate eect of the number of points
on the variance of solutions. Data points and its location are presented in Table 9.1
and in Figure 9.1 respectively. Figure 9.2 shows two typical conditional realizations
of permeability eld K.149
FIGURE 9.1: Permeability eld used as a source of data for conditional simulations
(left) and location of 25 sampled points (right); red circles denote the subset points.
FIGURE 9.2: Realizations of conditional permeability eld based on 25 data points.
Flow model
Figure 9.3 compares the expectation and variance of the pressure obtained by
unconditional and conditional MC simulations. It is clear that conditioning reduces
the variance of the pressure. Figure 9.4 shows the expectation and variance of the so-
lution of the ow model based on unconditional simulations. Figures 9.6 and 9.5 show
the expectation and variance of the solution of the ow model based on conditional
simulations. Solutions obtained by conditioning on two sets of data points have a lot
in common.150
FIGURE 9.3: Expectation (left) and variance (right) of the pressure approximated
with unconditional and conditional 25600 MC realizations; 25 data points are used
for conditional simulations.
Figures 9.7, 9.8 and 9.9 show the statistical moments of solution of the ow
problem along the prole x2 = 0:5 approximated by unconditional and conditional
MC simulations. The increase in the number of used points for conditioning leads
to the further decrease in the variances of the solutions. Based on the observations
we conclude that decrease in the variance depends on the location and number of
points. In our case it seems to be largely aected by location. We also observe that
conditional moments of the solutions converge faster than unconditional statistical
moments. Smaller number of realizations is required for the sucient convergence of
conditional MC simulations. This can be explained by the fact that conditional real-
izations of permeability eld have smaller (reduced) variance in comparison with the
unconditional realizations and this aects the variances of the conditional solutions.
We see that variances of the conditional solutions are smaller than variances of the
unconditional solutions.151
TABLE 9.1: Location and values of 25 data points used in conditional MC simulations.
x1 x2 K(x1;x2)
0.07 0.13 0.2873809475
0.07 0.47 3.2700857245
0.11 0.43 1.2204178987
0.13 0.87 1.4787657099
0.17 0.13 0.0748568467
0.17 0.33 0.5059811669
0.21 0.63 3.0460650192
0.21 0.83 3.2874076308
0.27 0.13 0.4023134733
0.27 0.57 3.4804938687
0.31 0.43 1.7046417136
0.39 0.09 0.3469307454
0.39 0.35 0.5674531832
0.41 0.37 0.7821407011
0.47 0.45 1.1678057376
0.47 0.59 0.9009314648
0.49 0.31 1.8513408123
0.57 0.83 2.4935037003
0.59 0.67 0.9703146079
0.67 0.73 2.4361629011
0.77 0.51 1.4994324652
0.77 0.73 1.9642652955
0.91 0.63 2.1926728522
0.91 0.83 0.9172338262
0.93 0.55 0.9984356846152
FIGURE 9.4: Unconditional expectations (left column) and variances (right column)
of the pressure (top row) and of the rst (middle row) and second (bottom row)
components of the ux approximated with 6400 MC realizations.153
FIGURE 9.5: Conditional expectations (left column) and variances (right column)
of the pressure (top row) and of the rst (middle row) and second (bottom row)
components of the ux approximated with 6400 MC realizations; 12 data points are
used for conditioning.154
FIGURE 9.6: Conditional expectations (left column) and variances (right column)
of the pressure (top row) and of the rst (middle row) and second (bottom row)
components of the ux approximated with 6400 MC realizations; 25 data points are
used for conditioning.155
FIGURE 9.7: Unconditional expectation (left column) and variance (right column)
of the pressure (top row) and of the rst (middle row) and second (bottom row)
components of the ux along the prole x2 = 0:5 computed by MC method with
dierent number of realizations M.156
FIGURE 9.8: Conditional expectation (left column) and variance (right column) of the
pressure (top row) and of the rst (middle row) and second (bottom row) components
of the ux along the prole x2 = 0:5 computed by MC method with dierent number
of realizations M; 12 data points are used for conditioning.157
FIGURE 9.9: Conditional expectation (left column) and variance (right column) of the
pressure (top row) and of the rst (middle row) and second (bottom row) components
of the ux along the prole x2 = 0:5 computed by MC method with dierent number
of realizations M; 25 data points are used for conditioning.158
Tables 9.2, 9.3 and 9.4 show the stochastic convergence for unconditional and
conditional MC simulations: intermediate results are compared with the solution
approximated with 25600 realizations.
TABLE 9.2: Stochastic convergence results for unconditional MC simulations. Errors
are reported against the solutions obtained with 25600 realizations; convergence ratios
are given in parentheses.
M Pressure error Flux u1 error Flux u2 error
100 0.871395160535 0.065990195314 0.028573904583
400 0.364829041492 (2.39) 0.069916447041 (0.94) 0.018699389288 (1.52)
1600 0.055858569054 (6.53) 0.021215209498 (3.29) 0.006586753979 (2.83)
6400 0.054169889340 (1.03) 0.012411413073 (1.71) 0.003615613202 (1.82)
TABLE 9.3: Stochastic convergence results for conditional MC simulations. Errors
are reported against the solutions obtained with 25600 realizations; convergence ratios
are given in parentheses. 12 data points are used for conditioning.
M Pressure error Flux u1 error Flux u2 error
100 0.254380891374 0.049476177143 0.026290307316
400 0.112240817113 (2.27) 0.024602883474 (2.01) 0.011912256200 (2.21)
1600 0.064059879872 (1.75) 0.011673912035 (2.11) 0.004237191244 (2.81)
6400 0.050133900679 (1.28) 0.008381613088 (1.39) 0.003806688304 (1.11)
TABLE 9.4: Stochastic convergence results for conditional MC simulations. Errors
are reported against the solutions obtained with 25600 realizations; convergence ratios
are given in parentheses. 25 data points are used for conditioning.
M Pressure error Flux u1 error Flux u2 error
100 0.441427542393 0.047070576489 0.022927539745
400 0.204776531658 (2.16) 0.025904577051 (1.82) 0.014762469928 (1.55)
1600 0.093540699576 (2.19) 0.015060205886 (1.72) 0.006659195033 (2.22)
6400 0.035279177226 (2.65) 0.005514284413 (2.73) 0.002559067034 (2.60)159
Transport model: diusion D = 0
For transport model we use 1600 unconditional and conditional realizations for
our analysis. For conditional simulations we use full data set of 25 points. Figure 9.10
shows the breakthrough curves for conditional and unconditional simulations when no
diusion is present. We see that the spread of the conditional breakthrough curves
is smaller. The statistical moments of breakthrough curves are illustrated in Figure
9.11. We observe a signicant reduction in the variances of the breakthrough curves
after conditioning.
FIGURE 9.10: 1600 realizations of unconditional (left) and conditional (right) break-
through curves; diusion D = 0.
FIGURE 9.11: Expectations (left) and variances (right) approximated with 1600 un-
conditional and conditional realizations; diusion D = 0.160
Distribution of the breakthrough times can be observed in Figure 9.12: uncon-
ditional breakthrough times have skewed distribution and wider spread in comparison
with conditional breakthrough times. This conrms the observations we make with
the graphs of breakthrough curves.
FIGURE 9.12: Histograms of unconditional (left) and conditional (right) break-
through times based on 1600 realizations; diusion D = 0.
Single unconditional and conditional realizations of the concentration at dif-
ferent time steps is presented in Figure 9.13 and 9.14. It seems that prole of the
conditional concentration follows regions of higher permeability.161
FIGURE 9.13: Pointwise values of the concentration at dierent time steps; single
realization, unconditional simulations.162
FIGURE 9.14: Pointwise values of the concentration at dierent time steps; single
realization, conditional simulations.163
Transport model: diusion D > 0
Outputs for the transport model with nonzero diusion are presented in Fig-
ures 9.15, 9.16 and 9.17. The average breakthrough curve resemble the shape of the
original simulated breakthrough curves. Presence of diusion changes the shape of
the breakthrough curves and distribution of breakthrough times: conditional break-
through times are smaller than unconditional. The presented results conrm that
conditioning reduces the variances of the outputs. We observe a reduction in the
variance of the conditional breakthrough curves.
FIGURE 9.15: 1600 realizations of unconditional (left) and conditional (right) break-
through curves; diusion D > 0.
FIGURE 9.16: Expectations (left) and variances (right) approximated with 1600 un-
conditional and conditional realizations; diusion D > 0.164
FIGURE 9.17: Histograms of unconditional (left) and conditional (right) break-
through times based on 1600 realizations; diusion D > 0.165
9.2 Discontinuous permeability eld \box-in-the-box"
In this test we simulate the permeability eld K as a discontinuous \box-in-the-
box" random eld (see Section 5.4), i.e.
K(x) = k1 +(k2 −k1)1U1≤x1≤U21U3≤x2≤U4;
where k1;k2 ∈ R with k1 ≠ k2, {Ui}4
i=1 are independent random variables with U1 <
U2 and U3 < U4. We want to point out that the simulated permeability eld is
discontinuous in unusual way: location of discontinuity is uncertain.
We set our parameters as follows: k1 = 1, k2 = 10, U1;U3 are random variables
uniformly distributed on [0:25;0:35] and U2;U4 are random variables uniformly dis-
tributed on [0:65;0:75]. Typical realization of the permeability eld is given in Figure
9.18.
FIGURE 9.18: Single realization of \box-in-the-box" random eld with parameters
k1 = 1 and k2 = 10, U1;U3 ∼ U([0:25;0:35]), U2;U4 ∼ U([0:65;0:75]).
Flow model
Figures 9.19 and 9.20 shows the expectations and variances of the solutions
approximated with 100 MC realizations and 34 = 81 collocation points. We observe
slight variations in the variances approximated by two methods.166
FIGURE 9.19: Comparison of the expectations of the pressure (top row) and of the
rst (middle row) and second (bottom row) components of the ux approximated with
100 MC realizations (left column) and 34 collocation points (right column).167
FIGURE 9.20: Comparison of the variances of the pressure (top row) and of the rst
(middle row) and second (bottom row) components of the ux approximated with 100
MC realizations (left column) and 34 collocation points (right column).168
For this particular representation of permeability eld there is a strong connec-
tion between the spatial grid and number of possible realizations of the eld. This
situation is in some sense similar to what we observe for Haar basis representation of
1-dimensional PWC process (see Remark 5.3.3). It is possible to show that number
of possible realizations of the \box-in-the-box" process is nite for a given grid.
In this test we assume that random variable U1 is uniformly distributed on the
interval [0:25;0:35]. In terms of the chosen spatial grid 50×50 for domain D = [0;1]2
there are ve subintervals falling within this interval: namely [aj;aj+1], j = 1;:::;5,
with aj = 0:25+(j−1)0:02. Using denition of the \box-in-the-box" random eld we see
that if U1 falls within one of these 5 intervals, all the corresponding realizations of the
permeability are the same for our grid. Since all subintervals [aj;aj+1], j = 1;:::;5, lie
completely in the interval [0:25;0:35], in the long run the percentage of the realizations
of U1 belonging to a particular subinterval is the same. Simply this means that it is
enough to take only one realization of the permeability eld corresponding to exactly
one realization of random variable U1 in each of the subintervals.
For convenience we take the midpoints of the subintervals as pseudo realizations
of random variable U1. Each of these realizations is given an equal weight of 1~5. In
some sense we have come up with another set of \collocation points" with equal
weights. We obtain the same set of collocation points for random variable U3 since it
is also uniformly distributed on [0:25;0:35]. For random variables U2 and U4 we take
midpoints of the intervals [bj;bj+1], j = 1;:::;5, with bj = 0:65 + (j − 1) ∗ 0:02, which
again obtain the equal weight.
Taking the above into account we conclude that for this particular spatial grid
the number of possible realizations of the \box-in-the-box" random eld equals 54 =
625. We use these realizations to assemble the exact moments for uh and ph. This
allows to compare the moments of the solutions approximated by MC and SC method
with the exact moments of the solutions. For comparison purposes we show the exact
moments of the solutions on Figure 9.21.169
Figures 9.22 and 9.23 show the statistical moments of the solutions along the
prole x2 = 0:5 approximated with MC method with dierent number of realizations
and SC method with dierent number of collocation points. Expectations seem to
agree along the prole for MC and SC methods. We observe the oscillations of the
variances of the solutions approximated by SC method. On Figure 9.24 we see the
proles of exact expectations and variances.
It seems that SC method cannot capture the whole variability of the perme-
ability eld and MC method is more suitable in this situation. Tables 9.5 and 9.6
shows the stochastic convergence for dierent sets of MC and SC simulations. Exact
solutions are used as the reference solutions for both MC and SC methods. We ob-
serve expected convergence for MC method. The convergence of SC method is under
question. Solutions approximated by 74 collocation points seem to be the closest to
the exact solutions among the represented solutions obtained by SC method. We
believe that this is likely due to non-smooth dependence of the permeability eld on
the independent variables in the representation. It seems that the relative location
of collocation points with respect to the grid points plays an important role in the
\convergence" of SC method.170
TABLE 9.5: Stochastic convergence results for MC simulations. Errors are reported
against exact solutions; convergence ratios are given in parentheses.
M Pressure error Flux u1 error Flux u2 error
100 0.0891525843 0.0286282976 0.0125465533
400 0.0670621461 (1.33) 0.0145623746 (1.97) 0.0074666255 (1.68)
1600 0.0300668334 (2.23) 0.0067291078 (2.16) 0.0032116202 (2.32)
6400 0.0168701149 (1.78) 0.0034935880 (1.92) 0.0018701345 (1.72)
25600 0.0041410204 (4.07) 0.0013386479 (2.61) 0.0005877578 (3.18)
102400 0.0013426857 (3.08) 0.0006109699 (2.19) 0.0003128006 (1.88)
TABLE 9.6: Stochastic convergence results for SC method. Errors are reported
against exact solutions; convergence ratios are given in parentheses.
Mm Pressure error Flux u1 error Flux u2 error
24 = 16 0.05518224042 0.09408304232 0.03149139493
34 = 81 0.01295569946 (4.26) 0.06060154625 (1.55) 0.01823661656 (1.72)
44 = 256 0.00834402197 (1.55) 0.04326363530 (1.40) 0.01309953299 (1.39)
54 = 625 0.03361042644 (0.25) 0.03808367011 (1.14) 0.01358373849 (0.96)
64 = 1296 0.03629463258 (0.92) 0.04943992306 (0.77) 0.01630916307 (0.83)
74 = 2401 0.00099977876 (36.31) 0.00268783642 (18.39) 0.00082993750 (19.65)
84 = 4096 0.02465610322 (0.04) 0.03743452926 (0.07) 0.01250813119 (0.06)
94 = 6561 0.02303953669 (1.07) 0.02623186091 (1.42) 0.00903815829 (1.38)171
FIGURE 9.21: Exact expectations (left) and variances (right) of the discrete pressure
(top row) and of the rst (middle row) and second (bottom row) components of the
ux.172
FIGURE 9.22: Expectation (left column) and variance (right column) of the pressure
(top row) and of the rst (middle row) and second (bottom row) components of the
ux along the prole x2 = 0:5 approximated by MC method with dierent number of
realizations M.173
FIGURE 9.23: Expectation (left column) and variance (right column) of the pressure
(top row) and of the rst (middle row) and second (bottom row) components of the ux
along the prole x2 = 0:5 approximated by stochastic collocation method with dierent
number of collocation points Mm; solutions obtained with 25600 MC realizations are
plotted for comparison.174
FIGURE 9.24: Exact expectation (left column) and variance (right column) of the
discrete pressure (top row) and of the rst (middle row) and second (bottom row)
components of the ux along the prole x2 = 0:5 (black lines); solutions obtained with
25600 MC realizations are plotted for comparison (red lines).175
Transport model
For the transport model we use exact solution as a reference solution for MC
simulations and SC method. 6400 realizations obtained by MC method are shown on
Figure 9.25. Single realization of the concentration at dierent time steps is presented
in Figure 9.26.
FIGURE 9.25: 6400 realizations of breakthrough curves; no diusion.
The statistical moments of breakthrough curves approximated with dierent
number of MC realizations are plotted in Figure 9.27. The statistical moments of
breakthrough curves approximated with stochastic collocation method with dierent
number of collocation points are illustrated in Figure 9.28. In Figure 9.29 we see the
exact moments of breakthrough curves. The variances of the breakthrough curves
approximated with SC method oscillate around the exact solution similarly to what
we observe for the ow model.
Tables 9.7 and 9.8 show the stochastic convergence of MC and stochastic colloca-
tion methods for the transport model. For the transport model we report BTC errors
computed with a discrete l2 norm under assumption of piecewise linear approximation
on the interval [0;0:06] with step size 6E −4.176
FIGURE 9.26: Pointwise values of the concentration at dierent time steps; single
realization.177
FIGURE 9.27: Expectation (left) and variance (right) of the breakthrough curves
approximated by MC method with dierent number of realizations.
FIGURE 9.28: Expectation (left) and variance (right) of the breakthrough curves
approximated by SC method with dierent number of collocation points plotted versus
expectation and variance of the breakthrough curves approximated by MC method
with 6400 realizations (in red).178
FIGURE 9.29: Exact expectation (left) and variance (right) of the breakthrough
curves (in black) plotted versus expectation and variance of the breakthrough curves
approximated by MC method with 6400 realizations (in red).
TABLE 9.7: Stochastic convergence results for MC method. Errors are reported
against the solution exact in stochastic space; convergence ratios are given in paren-
theses.
M BTC errorr
100 1.7665016E-5
400 0.5320515E-5 (3.32)
1600 0.3267804E-5 (1.63)
6400 0.3145617E-5 (1.04)
TABLE 9.8: Stochastic convergence results for SC method. Errors are reported
against the solution exact in stochastic space; convergence ratios are given in paren-
theses.
Mm BTC errorr
24 = 16 0.8242826745E-5
34 = 81 0.1685319315E-5 (4.89)
44 = 256 0.0345627410E-5 (4.88)
54 = 625 0.4648480554E-5 (0.07)
64 = 1296 0.4720916332E-5 (0.98)179
9.3 Conditional and unconditional stochastic collocation
In this example we use a nonseparable exponential covariance with parameters
 = 0:45,  = 1, with Nt = 6 terms in the truncated representation of the logarithms of
the permeability eld K. For conditional simulations we use one of the unconditional
realizations as a source of measurements (see Figure 9.30).
Remark 9.3.1. The number of conditioning points cannot exceed the number of terms
in the representation of the permeability eld. For example, in our case it cannot be
more than 5. If the number of data points is equal to 6, then the covariance is zero,
and thus, we deal with a constant eld. In general, this means that a large number
of conditioning points can produce a degenerate covariance of the random eld. If
a large set of data is used, then more terms are needed in the approximation of the
unconditional random eld.
We randomly select 3 data points among available to condition on, and produce
conditional realizations using the method described in Section 6.3. Data used for
simulations can be found in Table 9.9. Two realizations of permeability eld based
on this data are presented in Figure 9.31.
FIGURE 9.30: Permeability eld used as a source of data for conditional simulations
and location of 3 data points.180
FIGURE 9.31: Typical realizations of conditional permeability eld.
TABLE 9.9: Location and values of 3 data points used in conditional simulations.
x1 x2 K(x1;x2)
0.63 0.87 2.3770412927
0.89 0.75 3.1666910186
0.21 0.57 1.5144103722
Remark 9.3.2 (On the implementation of SC method). For conditional simulations
we assume that logarithm of the conditional permeability eld K has a representation
K(x) =
Nt
Q
n=1
»
nn(x)~ n; Nt = 6;
where {(n;n)}Nt
n=1 are the rst six eigenpairs associated with exponential covariance
function with parameters  = 0:45 and  = 1, {~ n}Nt
n=1 are random variables dened
by (6.49) in terms of independent random variables {n}Nt
n=1. The elements of the
sequence {~ n}Nt
n=1 are not independent. To t this representation of K into the SC
framework we need either to nd the joint probability density function of {~ n}Nt
n=1 and
use an auxiliary density function as in [8], or use random variables {n}Nt
n=1 as our
random components of the representation of the permeability eld K. In the latter
case we are able to use the usual setup of the SC method for the approximation of181
the solutions in the probability space without addressing directly the non-independence
of random variables {~ n}Nt
n=1. Essentially we use the following representation of the
permeability eld
K(x) =
Nt
Q
n=1
»
nn(x)
Nt
Q
k=1
~ Nt;k +mNt;n;kk; Nt = 6;
where ~ Nt;k are elements of the vector ~ Nt dened by (6.50), and mNt;n;k are elements
of the matrix MNt dened by (6.51).
Flow model
Figures 9.32 and 9.33 show the solutions of the ow model obtained with uncon-
ditional and conditional SC method with 46 collocation points. Each of the Figures
9.34 and 9.35 illustrates 5 sets of MC simulations corresponding to 100, 400, 1600,
6400, 25600 realizations. We use 102400 realizations and 56 = 15625 collocations
points to obtain the reference solution for MC ans SC simulations respectively. Note
in Figure 9.33 that the conditioning changes the proles of the solutions.
Figures 9.36 and 9.37 illustrate the convergence of expectation and variance of
the solutions approximated by SC method along the prole x2 = 0:5. The variance of
conditional solutions is smaller than that of the unconditional solutions only for the
pressure and for the rst component of the ux. For the second component of the
ux we observe an increase in the variance. Due to the geometry of the problem there
is almost no ow in x2 direction, and the expectation and variance for the second
component of ux is close to zero reecting this fact.
We do not know exactly what causes the increase in the variance. One possible
explanation is that conditioning changes the local variability of the second component
of the ux. Since an increase of the variance is observed only for the second component
of the ux we think this can be related to the geometry of the problem.
Tables 9.10 and 9.11 show the stochastic convergence for unconditional and
conditional MC method. Tables 9.12 and 9.13 illustrate the stochastic convergence182
for unconditional and conditional SC method. We observe the exponential rate of
convergence for SC method.
TABLE 9.10: Stochastic convergence results for unconditional MC method. Errors are
reported against the solutions approximated with 102400 MC realizations; convergence
ratios are given in parentheses.
M Pressure error Flux u1 error Flux u2 error
100 0.57801313816 0.01594184010 0.00385703864
400 0.23390221993 (2.47) 0.02187397956 (0.72) 0.00705438660 (0.55)
1600 0.03547309953 (6.59) 0.00895675441 (2.44) 0.00214098346 (3.29)
6400 0.01849424023 (1.92) 0.00163595536 (5.47) 0.00107167017 (1.98)
25600 0.00971297195 (1.90) 0.00172855523 (0.95) 0.00017402351 (6.15)
TABLE 9.11: Stochastic convergence results for conditional MC method. Errors are
reported against the solutions approximated with 102400 MC realizations; convergence
ratios are given in parentheses.
M Pressure error Flux u1 error Flux u2 error
100 0.18300781919 0.01677460487 0.00342935939
400 0.14273255352 (1.28) 0.01519602855 (1.10) 0.00149968050 (2.29)
1600 0.03047519493 (4.68) 0.00654876682 (2.32) 0.00305816511 (0.49)
6400 0.01191628791 (2.56) 0.00253080646 (2.59) 0.00125749592 (2.43)
25600 0.00555841930 (2.14) 0.00096258434 (2.63) 0.00053189619 (2.36)183
TABLE 9.12: Stochastic convergence results for unconditional SC method. Errors
are reported against the solutions approximated by SC method with 56 collocation
points; convergence ratios are given in parentheses.
Mm Pressure error Flux u1 error Flux u2 error
26 = 64 7.4744232E-4 8.9172360E-4 2.9989013E-5
36 = 729 0.1094723E-4 (68.27) 0.0776385E-4 (114.86) 0.0158970E-5 (188.64)
46 = 4096 0.0022029E-4 (49.69) 0.0007924E-4 (97.98) 0.0006029E-5 (26.36)
TABLE 9.13: Stochastic convergence results for conditional SC method. Errors are
reported against the solutions approximated by SC method with 56 collocation points;
convergence ratios are given in parentheses.
Mm Pressure error Flux u1 error Flux u2 error
26 = 64 7.9867148E-4 1.3219699E-4 1.2704307E-5
36 = 729 0.0846123E-4 (94.39) 0.0129260E-4 (102.27) 0.0201370E-5 (63.09)
46 = 4096 0.0010252E-4 (82.53) 0.0001537E-4 (84.06) 0.0003904E-5 (51.57)184
FIGURE 9.32: Unconditional expectation (left) and variance (right) of the pressure
(top row) and of the rst (middle row) and second (bottom row) components of the
ux approximated by 46 collocation points.185
FIGURE 9.33: Conditional expectation (left) and variance (right) of the pressure (top
row) and of the rst (middle row) and second (bottom row) components of the ux
approximated by 46 collocation points.186
FIGURE 9.34: Unconditional expectation (left column) and variance (right column)
of the pressure (top row) and of the rst (middle row) and second (bottom row)
components of the ux along the prole x2 = 0:5 computed by MC method with
dierent number of realizations M.187
FIGURE 9.35: Conditional expectation (left column) and variance (right column)
of the pressure (top row) and of the rst (middle row) and second (bottom row)
components of the ux along the prole x2 = 0:5 computed by MC method with
dierent number of realizations M.188
FIGURE 9.36: Unconditional expectation (left column) and variance (right column)
of the pressure (top row) and of the rst (middle row) and second (bottom row) com-
ponents of the ux along the prole x2 = 0:5 computed by SC method with dierent
number of collocation points Mm; solutions obtained with MC 25600 realizations are
plotted for comparison (in red).189
FIGURE 9.37: Conditional expectation (left column) and variance (right column) of
the pressure (top row) and of the rst (middle row) and second (bottom row) com-
ponents of the ux along the prole x2 = 0:5 computed by SC method with dierent
number of collocation points Mm; solutions obtained with MC 25600 realizations are
plotted for comparison.190
Transport model: diusion D = 0
For the transport model we use 6400 realizations and 56 = collocations points to
obtain the reference solution for MC and SC simulations, respectively. Unconditional
and conditional realizations of breakthrough curves are plotted in Figure 9.38, and no
diusion is present. Distribution of the breakthrough times can be observed in Figure
9.39. We see that unconditional breakthrough times have wider spread in comparison
with conditional breakthrough times. Single unconditional and conditional realiza-
tions of the concentration at dierent time steps are presented in Figures 9.40 and
9.41.
FIGURE 9.38: 6400 realizations of unconditional (left) and conditional (right) break-
through curves; diusion D is zero.
FIGURE 9.39: Histograms of unconditional (left) and conditional (right) break-
through times based on 6400 realizations; diusion D = 0.191
FIGURE 9.40: Pointwise values of the concentration at dierent time steps; single
realization, unconditional simulations.192
FIGURE 9.41: Pointwise values of the concentration at dierent time steps; single
realization, conditional simulations.193
Convergence of unconditional statistical moments of breakthrough curves is
shown in Figures 9.42 and 9.43. There is no apparent dierence between the averages
and variances obtained with MC and SC method.
FIGURE 9.42: Unconditional expectation (left) and variance (right) of the break-
through curves approximated by MC method with dierent number of realizations;
diusion D = 0.
FIGURE 9.43: Unconditional expectation (left) and variance (right) of the break-
through curves approximated by stochastic collocation method with dierent number
of collocation points plotted versus expectation and variance of the breakthrough
curves approximated by MC method with 6400 realizations; diusion D = 0.194
Convergence of conditional statistical moments of breakthrough curves is shown
in Figures 9.44 and 9.45. We observe a spike in the conditional variance although the
overall variance is smaller for conditional breakthrough curves.
FIGURE 9.44: Conditional expectation (left) and variance (right) of the breakthrough
curves approximated by MC method with dierent number of realizations; diusion
D = 0.
FIGURE 9.45: Conditional expectation (left) and variance (right) of the breakthrough
curves approximated by stochastic collocation method with dierent number of col-
location points plotted versus expectation and variance of the breakthrough curves
approximated by MC method with 6400 realizations; diusion D = 0.195
The error estimates for MC and SC methods are presented in the Tables 9.14,
9.15, 9.16 and 9.17. We observe convergence for MC method. However, we do not
observe an exponential rate of convergence for the SC method unlike in the ow model.
It is unclear what behavior should be expected from convergence of the expectations
of the breakthrough curves.
TABLE 9.14: Stochastic convergence results for unconditional MC method. Errors
are reported against the solution obtained with 6400 MC realizations; convergence
ratios are given in parentheses.
M BTC errorr
100 1.47870836E-4
400 0.29581084E-4 (4.99)
1600 0.02456152E-4 (12.04)
TABLE 9.15: Stochastic convergence results for unconditional SC method. Errors are
reported against the solution approximated by SC method with 56 collocation points;
convergence ratios are given in parentheses.
Mm BTC errorr
26 = 64 5.2873401276E-5
36 = 729 1.9157029454E-5 (2.76)
46 = 4096 1.8424376931E-5 (1.04)
TABLE 9.16: Stochastic convergence results for conditional MC method. Errors are
reported against the solution obtained with 6400 MC realizations; convergence ratios
are given in parentheses.
M BTC errorr
100 4.7634683E-5
400 0.7545846E-5 (6.31)
1600 0.6840797E-5 (1.10)196
TABLE 9.17: Stochastic convergence results for conditional SC method. Errors are
reported against the solution approximated by SC method with 56 collocation points;
convergence ratios are given in parentheses.
Mm BTC errorr
26 = 64 2.1150382007E-5
36 = 729 0.6490752486E-5 (3.26)
46 = 4096 0.5623249301E-5 (1.15)
Transport problem: diusion D > 0
Unconditional and conditional realizations of breakthrough curves with nonzero
diusion are shown in Figure 9.46. In Figure 9.47 we present the histograms of the
breakthrough times. The unconditional realizations have much wider spread. Addi-
tionally we observe that breakthrough times are smaller for conditional simulations.
In Figures 9.48 and 9.49 we provide the results of conditional simulations for transport
model with non-zero diusion. The statistical moments approximated by MC and SC
solutions seem to agree quite well.
The error estimates for conditional MC and SC methods are presented in the
Tables 9.18 and 9.19. It seems that solutions approximated with dierent number MC
realizations and dierent number of collocation points do not dier signicantly from
the reference solutions.
FIGURE 9.46: 3200 realizations of unconditional (left) and conditional (right) break-
through curves; diusion D > 0.197
FIGURE 9.47: Histograms of unconditional (left) and conditional (right) break-
through times based on 3200 realizations; diusion D > 0.
TABLE 9.18: Stochastic convergence results for conditional MC method. Errors are
reported against the solution obtained with 3200 MC realizations; convergence ratios
are given in parentheses.
M BTC errorr
100 2.1241252E-8
400 1.8513632E-8 (1.15)
1600 1.4823514E-8 (1.24)
TABLE 9.19: Stochastic convergence results for conditional SC method. Errors are
reported against the solution approximated by SC method with 46 collocation points;
convergence ratios are given in parentheses.
Mm BTC errorr
26 = 64 9.0120601E-8
36 = 729 7.3334933E-8 (1.23)198
FIGURE 9.48: Conditional expectation (left) and variance (right) of the breakthrough
curves approximated by MC method with dierent number of realizations; diusion
D > 0.
FIGURE 9.49: Conditional expectation (left) and variance (right) of the breakthrough
curves approximated by SC method with dierent number of collocation points plotted
versus expectation and variance of the breakthrough curves approximated by MC
method with 6400 realizations; diusion D > 0.199
10 Conclusions and future directions
In this work we develop a method of simulating random elds which takes into
account given observational data. Our method is crucial for those stochastic numerical
methods which rely on parametrizations of random eld by means of a nite number of
random variables such as Polynomial Chaos or Stochastic Collocation (SC) methods.
Our method can be also used with Monte Carlo (MC) methods even though MC can
work also with other approaches of simulating conditional elds.
On practical side, our method is applied to stochastic computational simulations
of ow and transport in porous media. In our results in Chapter 9, we compare the
solutions obtained with MC and SC methods and show that for both methods the
solutions converge with large number of realizations and that their results are close
to each other.
On theoretical side, we assume that random elds of interest have innite series
representation and derive the estimates of the error associated with the truncation
of the given representation for the purposes of practical simulations (see Chapter 6,
Lemma 6.3.1 and Theorem 6.3.1). These results on the truncation error associated
with simulation of the random elds will be useful for derivation of a-priori and a-
posteriori error estimates for the stochastic ow and transport problems.
In addition, we provide several representations of discontinuous random elds
(Chapters 4 and 5) and specically we are interested in simulating a discontinuous
random eld with prescribed statistical characteristics.
There are several open questions that we plan to address in the future.
First, we want to include prior data information into simulation of the random
eld which is not Gaussian. Second, as concerns discontinuous elds, i) how to guar-
antee that the process is indeed discontinuous and not its continuous approximation,
and ii) how to nd an explicit representation of a discontinuous random eld. More-
over, we plan to develop a parametrization of correlated elds, that is those based on200
the cross covariance functions such as porosity and permeability in porous media.
Furthermore, in this work we deal mainly with Karhunen-Lo eve expansion which
depends on the covariance function of the simulated process and is eectively based
on a two points correlation. While this is entirely sucient for Gaussian processes,
we would like to implement simulation of non-Gaussian random elds based on three
and more points of correlation.201
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APPENDICES209
A Probability space and random variables
A.1 Probability space
Before we start our journey into the world of stochastic processes, we want to
take a look at what constitutes the foundations of this world. When people think
about something they call random, what do they really mean? The answer, proba-
bly, depends on the individual backgrounds. From the general public point of view,
random means something unpredictable, uncertain, and due to chance. The mathe-
matical denition, for example, of random phenomenon is more precise, however. In
probability theory random phenomenon is dened as a function on some sample space.
We begin with the introduction of the following notions of
● a sample space,
● an event,
● a probability measure.
which can be found in many textbooks on basic probability theory, [37, 66, 70].
Denition A.1.1. The set of all possible outcomes of random phenomenon is called
the sample space and denoted by 
.
Denition A.1.2. An event A is a set of sample outcomes.
Remark A.1.1. The empty set ∅ is also called the null set.
Events are subsets of the sample space 
, but, in general, not all subsets of 
 are
permitted to be events. Instead, we think about the family of events as a subcollection
F of subsets of 
 which have the following properties:
1. The empty set ∅ and 
 belong to F.
2. If set A ∈ F then its complement Ac ∈ F.210
3. If sets A and B are in F then A∪B ∈ F and A∩B ∈ F.
and called an algebra.
It follows from the properties of the algebra F that it is closed under nite unions
and intersections, that is,
if A1;A2;:::;An ∈ F then ⋂
n
i=1Ai ∈ F, and ⋃
n
i=1Ai ∈ F.
We can easily deal with an algebra if 
 is nite, but we need more in the case of
innite 
: precisely, the closure of the collection of events F under countable unions.
Denition A.1.3. A collection F of subsets of 
 is called a -algebra if the following
three conditions are satised:
1. ∅ ∈ F and 
 ∈ F.
2. If A ∈ F then Ac ∈ F.
3. If {Ai}∞
i=1 ∈ F then ⋂
∞
i=1Ai ∈ F.
The next notion that we want to specify is the probability measure on the
family F of random events. For each event A in F, we dene a number P(A) called
the probability of occurence of A.
Denition A.1.4. A function P ∶ F → [0;1] is a probability measure on (
;F) if it
satises
1. P(∅) = 0, P(
) = 1.
2. For any collection of events A1;A2;::: which are mutually exclusive, that is,
Ai ∩Aj = ∅ for all pairs i;j such that i ≠ j,
P 
∞

i=1
Ai =
∞
Q
i=1
P(Ai):
Denition A.1.5. A triple (
;F;P) is a probability space.211
Denition A.1.6. A probability space (
;F;P) is complete if all subsets of sets of
probability 0 are events in F, that is, if P(A) = 0 then B ∈ F for all B ⊂ A.
The following result on the properties of probability measures (and proofs) can
be found in Lemma 1.3.4 and Lemma 1.3.5 in [37].
Lemma A.1.1. Assume (
;F;P) is a probability space, and A;B ∈ F. Then the
following hold:
1. P(Ac) = 1−P(A).
2. If A ⊂ B then P(B ∖A) = P(B) = P(A) and P(A) ≤ P(B).
3. P(A∪B) = P(A)+P(B)−P(A∩B).
4. If {Ai}n
i=1 ⊂ F then
P (⋃
n
i=1Ai) = ∑
n
i=1P(Ai)−∑i<j P(Ai ∩Aj)+∑i<j<k P(Ai ∩Aj ∩Ak)−⋯
+(−1)n+1P(A1 ∩A2 ∩⋯An):
5. If {Ai}∞
i=1 ⊂ F with A1 ⊆ A2 ⊆ ⋯ then
P 
n

i=1
Ai = lim
i→∞
P(Ai):
6. If {Ai}∞
i=1 ⊂ F with A1 ⊇ A2 ⊇ ⋯ then
P 
n

i=1
Ai = lim
i→∞
P(Ai):
A.2 Random variables and their distribution functions
We start this section with the denition of random variable.
Denition A.2.1. Let (
;F;P) be a probability space. A real-valued function X ∶

 → R is called a random variable if for all Borel sets B ∈ B(R) set X−1(B) = {! ∈

SX(!) ∈ B} ∈ F. In this case, X is dened to be an F-measurable function.212
Recall that Borel sets are subsets of the Borel -algebra B ∈ B(R), generated
by the open intervals of R. For convenience, we will denote B = B(R).
Denition A.2.2. Assume X is a random variable on the probability space (
;F;P).
Then the probability law of X, denoted PX, is a function dened for every Borel set
B ∈ B by
PX(B) = P(X−1(B)) = P([X ∈ B]): (A.1)
In other words, every random variable X denes a probability measure given by (A.1).
Denition A.2.3. Let random variables X1;X2;:::;Xn be given on the same prob-
ability space (
;F;P). Then their joint probability law is a probability measure
PX1;X2;:::;Xn on Rn such that for any Borel set B ∈ Rn
PX1;X2;:::;Xn(B) = P([(X1;X2;:::;Xn) ∈ B]): (A.2)
Now consider the no less important related denition of the distribution func-
tion.
Denition A.2.4. The (cumulative) distribution function FX ∶ R → [0;1] of a random
variable X is dened by
FX(x) = PX((−∞;x]) = P([X ≤ x]): (A.3)
All probabilities related to X can be expressed in terms of its distribution func-
tion FX.
Lemma A.2.1. A distribution function FX satises the following conditions:
1. FX(x) ≤ FX(y) for every pair (x;y) such that x < y.
2. FX(b)−FX(a) = PX([a;b]).
3. lim
x→∞FX(x) = 1, lim
x→−∞FX(x) = 0.213
4. FX is right continuous, i.e. lim
n→∞FX(xn) = FX(x) whenever a sequence {xn}∞
n=1
approaches x from the right.
Proof of this lemma can be found in many sources on basic probability theory,
for example, [70, 37].
Remark A.2.1. In order to describe the random variable it's enough to formulate its
probability distribution.
We return to this fact when we discuss stochastic processes.
Denition A.2.5. Let the random variables X1;X2;:::;Xn be dened on a common
probability space (
;F;P). Then their joint distribution function FX1;X2;:::;Xn is given
for (x1;x2;:::;xn) ∈ Rn by
FX1;X2;:::;Xn(x1;x2;:::;xn) = P([X1 ≤ x1;X2 ≤ x2;:::;Xn ≤ xn]): (A.4)
A.2.1 Continuous random variables
Denition A.2.6. A random variable X is called continuous if these is a nonnegative
integrable function fX ∶ R → [0;∞], called the probability density function of X, such
that
FX(x) = S
x
−∞
fX(u)du: (A.5)
In general, for each Borel set B ∈ B we have
PX(B) = P([X ∈ B]) = S
B
fX(x)dx: (A.6)
Remark A.2.2. Note that
d
dx
FX(x) =
d
dx
S
x
−∞
fX(u)du = fX(x) (A.7)
for all x at which the derivative exists. Observe also that ∫
∞
−∞fX(x)dx = 1.214
Denition A.2.7. Let random variables X1;X2;:::;Xn be given on the same proba-
bility space (
;F;P). Then if there exists a function fX1;X2;:::;Xn ∶ Rn → [0;∞] such
that for any Borel set B ∈ Rn
PX1;X2;:::;Xn(B) = S
B
fX1;X2;:::;Xn(x1;x2;:::;xn)dx1dx2:::dxn; (A.8)
it is called the joint density function of X1;X2;:::;Xn.
Example A.2.1. One of the important examples of continuous random variables is
the uniform random variable. We say that X is uniformly distributed on the interval
[a;b] ⊂ R, and denote X ∼ U(a;b), if its probability density function is given by
f(x) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
1
b−a
; if a < x < b
0; otherwise:
(A.9)
Then since F(x) = ∫
x
−∞f(u)du, we have that the distribution of the uniformly dis-
tributed random variable is
F(x) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
0; if x ≤ a
x−a
b−a
; if a < x < b
1; if x ≥ b:
(A.10)
Example A.2.2. Another important example of the continuous random variables are
normally distributed, or Gaussian, random variables. We say that random variable
X is normally distributed with parameters  and , and denote X ∼ N(;2), if its
probability density function is given by
f(x) =
1

√
2
exp−
(x−)2
22 	;  ∈ R;  > 0: (A.11)
A.2.2 Discrete random variables
Denition A.2.8. A random variable X is called discrete if the set of values S it
can take is nite or countably innite.215
Denition A.2.9. The discrete random variable X has a probability mass function
pX ∶ R → [0;1] dened by
pX(x) = P([X = x]): (A.12)
The set S mentioned in the denition of discrete random variable is called the
support of the function pX.
Denition A.2.10. Assume X and Y are discrete random variables given on the
same probability space (
;F;P). Then their joint probability mass function is dened
by
pX;Y (x;y) = P([X = x]∩[Y = y]): (A.13)
Remark A.2.3. For discrete random variable X the distribution function FX(x) can
be expressed as a sum in terms of the probability mass function:
FX(x) = Q
i∶xi≤x
pX(xi): (A.14)
Generally, for any Borel set B ∈ B we have
PX(B) = P([X ∈ B]) = Q
x∈B∶pX(x)>0
pX(x): (A.15)
Before we consider the next example, let us give the following
Denition A.2.11. Let A be an event. Then the indicator function 1A ∶ 
 → R of A
is given by
1A(!) =
⎧ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎩
1; if ! ∈ A;
0; if ! ∈ Ac:
(A.16)
Example A.2.3. Assume we are interested in the outcome of some experiment which
can be described either as a success, call it event A, or failure. Suppose that the
probability of success is P(A) = p ∈ [0;1], and let X = 1A. Then X = 1 when the
outcome is a success, and X = 0 when the outcome is a failure. In this case, X is216
called a Bernoulli variable, and is a discrete random variable with probability mass
function given by
p(0) = P(X = 0) = 1−p;
p(1) = P(X = 1) = p;
(A.17)
that is, p(x) = px(1−p)1−x for x = 0 and 1.
A.3 Expected values
We start with some basic denitions.
Denition A.3.1. Let X be a random variable on the probability space (
;F;P).
Then the integral of X with respect to probability measure P is given by
S XdP = S X+dP −S X−dP; (A.18)
where X+ = max(0;X), X− = −min(0;X), X = X+ −X−, SXS = X+ +X−.
Denition A.3.2. A random variable X is called integrable if ∫ SXSdP exists and
nite. In this case, we say that X belongs to L1(
;F;P).
Denition A.3.3. If the random variable X ∈ L1(
;F;P) then it has nite expected
value (or expectation) given by
E[X] = S XdP: (A.19)
Proposition A.3.1. If X is an integrable discrete random variable, then its expected
value is given by
E[X] = Q
x∶p(x)>0
xp(x): (A.20)
If X is an integrable continuous random variable, then its expected value is given by
E[X] = S
∞
−∞
xf(x)dx: (A.21)
In general, if X is integrable
E[X] = S
∞
−∞
xdFX(x): (A.22)217
Remark A.3.1. Note that E[1A] = ∫ 1AdP = P(A) for any A ∈ A.
Consider several useful properties of the expectation. Proofs can be found in
[37, 70].
Lemma A.3.1. Let X;Y ∈ L1(
;F;P), and X1;X2;:::;Xn ∈ L1(
;F;P) and a;b ∈
R. Then
1. E[a] = a.
2. If X ≥ 0 then E[X] ≥ 0.
3. E[aX +bY ] = aE[X]+bE[Y ]. More generally, E∑
n
i=1Xi = ∑
n
i=1E[Xi].
4. For any continuous function g
E[g(X)] = S g(X)dP: (A.23)
5. For any convex function h
h(E[X]) ≤ E[h(X)]: (A.24)
The last property is called Jensen's inequality.
Denition A.3.4. A random variable X is called square-integrable if ∫ SXS2dP exists
and nite. In this case, we say that X belongs to L2(
;F;P).
Denition A.3.5. Let the random variable X ∈ L2(
;F;P). Then we dene
Var[X] = S (X −E[X])2dP (A.25)
to be the variance of the random variable X.
It is easy to see that
Var[X] = E[(X −E[X])2] = E[X2]−(E[X])2: (A.26)
From the properties of expectations it also follows that for any a ∈ R
Var[aX] = a2Var[X]: (A.27)218
Denition A.3.6. The moment-generating function of X is the function   ∶ R →
[0;∞] given by
 (t) = E[etX]: (A.28)
The moment-generating function is so called because we can use it to nd the
moments, E[Xk], k ≥ 1, of the random variable X by dierentiating and evaluating
at t = 0, namely:
E[Xk] =
dk (t)
dt
R R R R R R R R R R Rt=0
: (A.29)
Denition A.3.7. The characteristic function of X is the function ' ∶ R → C given
by
'(t) = E[eitX]: (A.30)
It is possible for random variable to not have a nite mean, variance, or moment-
generating function, as the involved integrals may not converge absolutely. But the
characteristic function always exists as the integrated function eitx is bounded in
absolute value by 1.
Example A.3.1. For X uniformly distributed on [a;b], the expectation and variance
are given by
E[X] =
a+b
2
; Var[X] =
(b−a)2
12
: (A.31)
The moment generating and characteristic functions are respectively
 (t) =
etb −eta
t(b−a)
; '(t) =
eitb −eita
it(b−a)
: (A.32)
For Gaussian random variable with parameters  and , the expectation and variance
are given by
E[X] = ; Var[X] = 2: (A.33)
The moment generating and characteristic functions are respectively
 (t) = et+ 1
22t2
; '(t) = eit− 1
22t2
: (A.34)219
In order to justify the following denition we state the following result.
Proposition A.3.2 (Cauchy-Schwarz inequality). Let the random variables X;Y ∈
L2(
;F;P). Then
(E[XY ])2 ≤ E[X2]E[Y 2]: (A.35)
Denition A.3.8. Let the random variables X;Y ∈ L2(
;F;P). Then the covariance
of X and Y is dened by
Cov[X;Y ] = E(X −E[X])(Y −E[Y ]) (A.36)
Remark A.3.2. If X;Y ∈ L2(
;F;P), then using Cauchy-Schwarz inequality we
have
UCov[X;Y ]U = UE(X −E[X])(Y −E[Y ])U
= UE[XY ]−E[X]E[Y ]U
≤
»
E[X2]E[Y 2]+UE[X]E[Y ]U
< ∞
Thus, Cov[X;Y ] is well-dened (nite) whenever X;Y ∈ L2(
;F;P).
The following proposition and its proof are given in [59] on p. 296.
Proposition A.3.3. Let X1;X2;:::;Xn ∈ L2(
;F;P). Then Var∑
n
i=1Xi is nite
and given by
Var
n
Q
i=1
Xi =
n
Q
i=1
Var[Xi]+2Q
i<j
Cov[Xi;Xj]: (A.37)
Denition A.3.9. Let random variables X;Y ∈ L2(
;F;P). If Cov[X;Y ] = 0, we
say that X and Y are uncorrelated random variables.
Remark A.3.3. It follows from Proposition A.3.3 that if X1;X2;:::;Xn ∈ L2(
;F;P)
are pairwise uncorrelated, then
Var
n
Q
i=1
Xi =
n
Q
i=1
Var[Xi]: (A.38)220
A.4 Independent events and random variables
Since we deal a lot with the notion of independence of random variables in this
work, we think it is important to give an overview of the related material.
Denition A.4.1. Let A;B ∈ F. Then if P(B) ≠ 0 we dene the conditional proba-
bility of A given B to be
P(ASB) =
P(A∩B)
P(B)
: (A.39)
Proposition A.4.1. The set function PB ∶ F → R given by
PB(A) = P(ASB) (A.40)
denes a probability measure on F.
Proof of this result can be obtained by directly applying to the denition of the
probability measure.
Denition A.4.2. Let A;B ∈ F. Then A and B are independent if
P(A∩B) = P(A)P(B): (A.41)
Remark A.4.1. In the case both conditional probabilities P(ASB) and P(BSA) are
dened, we can say that A and B are independent if P(ASB) = P(A) and P(BSA) =
P(B).
Now we let us see how the concept of independence can be transferred to the
random variables.
Denition A.4.3. Let X and Y be given on the same probability space (
;F;P).
Random variables X and Y are said to be independent if for any Borel sets A and B
the events [X ∈ A] and [Y ∈ B] are independent.
We can also give the denition of independence of random variables in terms of
their distribution or characteristic functions .221
Denition A.4.4. Let X and Y be given on the same probability space (
;F;P).
Random variables X and Y are said to be independent if for any x;y ∈ R
FX;Y (x;y) = P([X ≤ x;Y ≤ y]) = P([X ≤ x])P([Y ≤ y]) = FX(x)FY (y); (A.42)
or, equivalently, if for any pair (t;s) ∈ R2
'X;Y (t;s) = 'X(t)'Y (s): (A.43)
Denition A.4.5. Random variables X1;X2;:::;Xn are independent if for any or-
dered m-tuple (i1;:::;im) with {i1;:::;im} ⊂ {1;:::;n}, m ≤ n, and for any (xi1;:::;xim) ∈
Rm
FXi1;:::;Xim(xi1;:::;xim) = FXi1(xi1)⋯FXim(xim); (A.44)
or, equivalently, if for any (t1;t2;:::;tn) ∈ Rn
'X1;X2;:::;Xn(t1;t2;:::;tn) = 'X1(t1)'X2(t2)⋯'Xn(tn): (A.45)
Proposition A.4.2. Let random variables X;Y ∈ L1(
;F;P). If X and Y are
independent then they are uncorrelated, and
E[XY ] = E[X]E[Y ]: (A.46)
The converse statement is not necessarily true.
A.5 Conditional distributions and expectation
In the previous section we gave the denition of a conditional probability and
related denition of independent random variables. Here we want to discuss what hap-
pens with the distribution of random variable X conditioned on the value of random
variable Y .222
A.5.1 General framework of conditional expectation
First we consider a general and rigorous approach to the notion of conditional
expectation.
Denition A.5.1. Let random variable X ∈ L1(
;F;P). Assume G is a -algebra
with G ⊂ F. The conditional expectation of X given G, denoted E[XSG], is a G-
measurable function with
E[1GE[XSG]] = E[X1G]; ∀G ∈ G: (A.47)
The following proposition provides a constructive way of nding the conditional
expectation.
Proposition A.5.1. Let random variable X ∈ L1(
;F;P). In Denition A.5.1 taking
G = {∅;
;B;Bc} ⊂ F we have
E[XSG] =
1
P(B) S
B
XdP +
1
P(Bc) S
Bc XdP: (A.48)
If either P(B) = 0 or P(Bc) = 0 then E[XSG]=E[X] a.s. P.
Remark A.5.1. Sometimes, the conditional expectation of the random variable X,
given Y , is denoted as
E[XS(Y )] = E[XSY ]; (A.49)
where (Y ) is the -algebra generated by the random variable Y , that is, the smallest
-algebra that contains all sets of the form Y −1(B) = {! ∶ Y (!) ∈ B} for all Borel sets
B ∈ B.
Denition A.5.2. The -algebra (Xi;i ∈ I) generated by random variables {Xi};i ∈
I is the smallest -algebra that contains all sets of the form X−1
i (B) = {! ∶ Xi(!) ∈ B}
for all Borel sets B ∈ B and all i ∈ I.
Important result is given in the following lemma.223
Lemma A.5.1 (Doob-Dynkin, [15]). Assume Y is a random variable. Then a random
variable X is (Y )-measurable if and only if it can be represented as
X = f(Y ) (A.50)
for some Borel-measurable function f ∶ R → R.
Several important properties of the conditional expectation are given in the
following lemma.
Lemma A.5.2. Let random variable X ∈ L1(
;F;P). Assume G is a -algebra with
G ⊂ F. Then
1. E[E[XSG]] = E[X].
2. E[E[XSG]SH] = E[XSH] = E[E[XSH]SG] for any -algebra H ⊂ G.
The notion of conditional expectation raises the notion of the conditional vari-
ance dened in the next denition.
Denition A.5.3. Let random variable X ∈ L2(
;F;P). Assume G is a -algebra
with G ⊂ F. Then
Var[XSG] = E[(X −E[XSG])SG] (A.51)
denes an G-measurable random variable called the conditional variance of X given
G.
Similarly, for random variable Y dened on the same probability space as X
Var[XSY ] = E[(X −E[XSY ])2SY ] (A.52)
denes a (Y )-measurable random variable called the conditional variance of X given
Y .
Remark A.5.2. As in the case of unconditional variance
Var[XSG] = E[X2SG]−(E[XSG])2; (A.53)224
and
Var[XSY ] = E[X2SY ]−(E[XSY ])2: (A.54)
The following proposition gives the relationship between the unconditional and
conditional variances.
Proposition A.5.2. Let random variable X ∈ L2(
;F;P). Assume Y is a random
variable given on the same probability space as X. Then
Var[X] = E[Var[XSY ]]+Var[E[XSY ]]: (A.55)
A.5.2 Discrete random variables
Denition A.5.4. Assume X and Y are discrete random variables given on the same
probability space (
;F;P). The conditional probability mass function pXSY of random
variable X, given Y = y, is dened by
pXSY (xSy) = P([X = x]S[Y = y]) (A.56)
for all values y such that P([Y = y]) ≠ 0.
Note that
pXSY (xSy) = P([X = x]S[Y = y])
=
P([X = x]∩[Y = y])
P([Y = y])
=
pX;Y (x;y)
pY (y)
:
(A.57)
where pX;Y (x;y) is a joint probability mass function of X and Y .
Denition A.5.5. Assume X and Y are discrete random variables given on the same
probability space (
;F;P). The conditional distribution function FXSY of random
variable X, given Y = y, is dened by
FXSY (xSy) = P([X ≤ x]S[Y = y]) (A.58)
for all values y such that P([Y = y]) ≠ 0.225
Remark A.5.3. In terms of conditional probability mass function the conditional
distribution function FXSY can be written as
FXSY (xSy) = Q
xi≤x
pXSY (xiSy): (A.59)
One more important denition of the conditional expectation of discrete random
variable X, given Y = y, we give below.
Denition A.5.6. Assume X and Y are discrete random variables given on the
same probability space (
;F;P). The conditional expectation E[XSY = y] of random
variable X, given Y = y, is dened by
E[XSY = y] = Q
x
xpXSY (xSy): (A.60)
A.5.3 Continuous random variables
Denition A.5.7. Assume X and Y are continuous random variables given on the
same probability space (
;F;P). The conditional probability density function fXSY of
random variable X, given Y = y, is dened by
fXSY (xSy) =
fX;Y (x;y)
fY (y)
(A.61)
for all values y such that fY (y) ≠ 0.
In general, for each Borel set B ∈ B we have
P([X ∈ B]S[Y = y]) = S
B
fXSY (xSy)dx: (A.62)
Denition A.5.8. Assume X and Y are continuous random variables given on the
same probability space (
;F;P). The conditional (cumulative) distribution function
FXSY of random variable X, given Y = y, is dened by
FXSY (xSy) = P([X ≤ x]S[Y = y]) = S
x
−∞
fXSY (uSy)du: (A.63)226
Remark A.5.4. Note that if X and Y are independent continuous random variables
then
fXSY (xSy) =
fX;Y (x;y)
fY (y)
=
fX(x)fY (y)
fY (y)
= fX(x): (A.64)
Denition A.5.9. Assume X and Y are continuous random variables given on the
same probability space (
;F;P). The conditional expectation E[XSY = y] of random
variable X, given Y = y, is dened by
E[XSY = y] = S
∞
−∞
xfXSY (xSy)dx; (A.65)
or, equivalently,
E[XSY = y] = S
∞
−∞
xdFXSY (xSy): (A.66)
A.6 Convergence of the sequences of random variables
In this section we quote some famous theorems which constitutes the basis of
the probability theory. First, we introduce the basic types of convergence.
Denition A.6.1. Assume X;X1;X2;::: are jointly distributed random variables on
the same probability space (
;F;P). Then
1. A sequence of random variables {Xi}∞
i=1 is said to converge to a random variable
X with probability one if
P({! ∈ 
 ∶ lim
i→∞
Xi(!) = X(!)) = 1: (A.67)
2. A sequence of random variables {Xi}∞
i=1 is said to converge to a random variable
X in probability if, for every " > 0,
lim
i→∞
P([SXi −XS > "]) = 0: (A.68)
3. A sequence of random variables {Xi}∞
i=1 ∈ Lp is said to converge to a random
variable X ∈ Lp in p-th mean (p ≥ 1) if
lim
i→∞
E[SXi −XSp] = 0: (A.69)227
4. Let FX(x) = P([X ≤ x]), and FXi(x) = P([Xi ≤ x]), i ≥ 1. A sequence of ran-
dom variables {Xi}∞
i=1 is said to converge to a random variable X in distribution
if
lim
i→∞
FXi(x) = FX(x) (A.70)
for all x at which F(x) is continuous.
The next theorem provides the sucient conditions for dierent types of con-
vergence.
Theorem A.6.1. 1. If a sequence {Xi}∞
i=1 converges to X with probability one
then {Xi}∞
i=1 converges to X in probability.
2. If a sequence {Xi}∞
i=1 converges to X in p-th mean then {Xi}∞
i=1 converges to X
in probability.
3. If a sequence {Xi}∞
i=1 converges to X in probability then {Xi}∞
i=1 converges to X
in distribution.
The converses of all statements are not necessarily true.
Proof of this and other results on the convergence can be found in [37] on p.
310.
Proposition A.6.1 (Markov's inequality, [20, 70]). Assume X is a nonnegative ran-
dom variable with nite expectation. Then for any x ∈ R+,
P([X ≥ x]) ≤
E[X]
x
: (A.71)
Proposition A.6.2 (Chebyshev's inequality [20, 70]). Assume X is a random variable
with nite expectation and variance. Then for any x ∈ R+
P([SX −E[X]S ≥ x]) ≤
2
x2: (A.72)228
B Preliminaries on Sobolev spaces
Some of the following denitions and results can be found in [73, 31].
Let D ⊂ Rd be an open bounded domain. For open set E ⊂ D consider the
Lebesgue space Lp(E) with the norm Y ⋅ YLp(E). The space L2(E) is equipped with
the usual scalar product
(u;v)L2(E) = S
E
u(x)v(x)dx; u;v ∈ L2(E): (B.1)
The Lebesgue Lp spaces contain nonsmooth and discontinuous functions whose deriva-
tives are not dened in the classical sense. Although, in some cases the classical
derivatives may exist almost everywhere. We need the notion of weak derivatives
introduced by S. L. Sobolev which are dened up to a set of measure zero. First, we
introduce the notion of locally integrable functions.
Denition B.0.1. Let D ⊂ Rd be an open set and 1 ≤ p < ∞. A function u ∶ D → R
is said to be locally p-integrable in D, u ∈ L
p
loc(D), if u ∈ Lp(K) for every compact
subset K ⊂ D.
Notice that a locally integrable function can behave quite badly near the bound-
ary of @D. For example, function 1~x is not in Lp(0;∞) for any p ≥ 1, but it belongs
to L
p
loc(0;∞) for all p ≥ 1.
Remark B.0.1. The following inclusion holds for the spaces of locally p-integrable
functions: Lp(D) ⊂ L
p
loc(D) for every open set D ⊂ Rd and p ∈ [1;∞).
Let d be the spatial dimension. Multi-index  is a vector (1;:::;d) of d
nonnegative integers. Let SS = ∑
d
i=1i denote the length of the multi-index . For
each  we dene the th partial derivative D by
D =
@SS
@x
1
1 @x
2
2 :::@x
d
d
:229
We denote by Ck(D) the space of continuous functions u on D whose partial deriva-
tives Du with SS ≤ k exist and are continuous. Note that Ck(D) is a Banach space
with respect to the norm
YuYCk(D) = max
0≤SS≤k
sup
x∈D
SDu(x)S: (B.2)
We denote by Ck;(D) the space of functions u in Ck(D) whose kth order partial
derivatives are H older continuous of order , i.e. for every multi-index  with SS = k
there exists a constant C > 0 such that for all x;y ∈ D
SDu(x)−Du(y)S ≤ CSx−yS: (B.3)
Note that Ck;(D) is a Banach space with respect to the norm
YuYCk(D); = YuYCk(D) +max
SS=k
sup
x;y∈D
SDu(x)−Du(y)S
Sx−yS (B.4)
Furthermore, Ck
0(D) and C
k;
0 (D) are the subspaces of functions with compact sup-
port in D.
Finally, C∞(D) stands for the set of functions with continuous partial deriva-
tives of any order, and C∞
0 (D) denote the space of innitely dierentiable functions
with compact support in D:
C∞
0 (D) = {u ∈ C∞(D) ∶ supp(u) is compact in D}; (B.5)
where supp(u) = {x ∈ D ∶ u(x) ≠ 0}.
Denition B.0.2. Let D ⊂ Rd be an open set, u;v ∈ L1
loc(D), and  is a multi-index.
Then v is called a weak th derivative of u, denoted by @u = v, if
S
D
u(x)D(x)dx = (−1)SS
S
D
v(x)(x)dx; ∀ ∈ C∞
0 (D): (B.6)
The following result is essential in the proof of uniqueness of the weak derivative.230
Lemma B.0.1 (Generalized variational lemma). Let D ⊂ Rd be an open set, and
u ∈ L1
loc(D). If
S
D
u(x)(x)dx = 0; ∀ ∈ C∞
0 (D); (B.7)
then u = 0 almost everywhere in D.
Lemma B.0.2. Let D ⊂ Rd be an open set, u ∈ L1
loc(D), and  is a multi-index. The
weak th derivative @u, if it exists, is dened in D up to a set of measure zero.
The following lemma guarantees that smooth enough functions have the same
classical and weak derivatives.
Lemma B.0.3. Let D ⊂ Rd be an open set, u ∈ Cm(D), and  is a multi-index with
SS ≤ m. Then the classical partial derivative Du is equal to the weak derivative @u.
Some properties of Sobolev spaces require a certain degree of regularity of the
boundary @D of the domain D. In particular, we require the boundary @D to be
Lipschitz continuous. The precise denition is given below.
Denition B.0.3 ([4], p. 283). Let D ⊂ Rd be an open and bounded set, and let U
denote a space of Lipschitz continuous functions on Rd−1. Then the domain D with
the boundary @D is said to be a Lipschitz domain if for every point x0 ∈ @D there
exists r > 0 and f ∈ U such that upon the transformation of the coordinate system if
necessary, we have
D ∩B(x0;r) = {x ∈ B(x0;r) ∶ xd > f(x1;:::;xd−1)}; (B.8)
where B(x0;r) is a ball centered at x0 with radius r.
Now we want to dene the Sobolev spaces.
Denition B.0.4. Let D ⊂ Rd be an open set, k ≥ 1 an integer and p ∈ [1;∞]. The
Sobolev space Wk;p(D) is the set of functions u ∈ Lp(D) such that for each multi-index
, SS ≤ k, the weak derivative @u exists and lies in Lp(D).231
For every 1 ≤ p ≤ ∞ the norm in the space Wk;p(D) is dened as
YuYWk;p(D) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
⎛
⎝S
D
Q
SS≤k
S@u(x)Spdx
⎞
⎠
1~p
; if 1 ≤ p < ∞;
max
SS≤k
Y@uYL∞(D); if p = ∞:
(B.9)
Remark B.0.2. In the special case p = 2 we write Hk(D) ≡ Wk;p(D). Note that
H0(D) = L2(D).
The standard seminorms in the space Wk;p(D) are
SuSWk;p(D) =
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
⎛
⎝S
D
Q
SS=k
S@u(x)Spdx
⎞
⎠
1~p
; if 1 ≤ p < ∞;
max
SS=k
Y@uYL∞(D); if p = ∞:
(B.10)
Denition B.0.5. We denote by W
k;p
0 (D) the closure of C∞
0 (D) in Wk;p(D). Thus,
Hk
0(D) ≡ W
k;2
0 (D).
We know that all Lp spaces are Banach spaces, and that the space L2 is a Hilbert
space. Let us see something about the Sobolev spaces.
Theorem B.0.1. Let D ⊂ Rd be an open set, k ≥ 1 an integer and p ∈ [1;∞]. The
Sobolev space Wk;p(D) is a Banach space.
Theorem B.0.2. Let D ⊂ Rd be an open set, and k ≥ 1 an integer. The Sobolev space
Hk(D), equipped with the inner product
(u;v)Hk(D) = S
D
Q
SS≤k
@u(x)@v(x)dx; u;v ∈ Hk(D); (B.11)
is a Hilbert space.
We need to describe the sense in which functions in Wk;p(D) are dened on the
boundary @D. Since Wk;p(D) ⊂ Lp(D), the functions in Wk;p(D) are dened almost
everywhere in D. As @D is a set of measure zero in Rd, it might seem impossible
to well dene the boundary values of Wk;p-functions. The notion of trace operator
allows to solve the problem.232
Denition B.0.6. Let u ∈ Wk;p(D) be a function continuous up to the boundary @D.
Then the trace ~ u of u to the boundary @D is dened as a function such that
~ u(x) = u(x); ∀x ∈ @D (B.12)
Theorem B.0.3 (Trace theorem, [4], p. 297). Let D ⊂ Rd be an open bounded
Lipschitz domain, and p ∈ [1;∞). Then there exists a compact bounded linear operator
 ∶ W1;p(D) → Lp(@D) such that
1. For all x ∈ @D, (u)(x) = u(x), if u ∈ W1;p(D)∩C(  D).
2. For some constant C > 0, YuYL2(@D) ≤ CYuYW1;p(D), for all u ∈ W1;p(D).
The operator  is called the trace operator.
Remark B.0.3. The range (W1;p(D)) is a subspace of L2(@D), and we denote
W1−1~p;p(@D) = (W1;p(D)), a positive order Sobolev space. In particular, the traces
of the H1-functions form the space H1~2(@D), i.e. H1~2(@D) = (H1(D)).
In terms of traces we have
Hk
0(D) = {u ∈ Hk(D) ∶ (@u) = 0 on @D for all SS < k}: (B.13)
If the case k = 1 we have
H1
0(D) = {u ∈ H1(D) ∶ u = 0 on @D}: (B.14)
If V is a Banach space, we denote by V ′ the space of all bounded linear func-
tionals f ∶ V → R, and call it the dual space. The dual space of H1
0(D) is denoted
H−1(D) = (H1
0(D))′.
Remark B.0.4. H1
0(D) ⊂ L2(D) ⊂ H−1(D).
Next we recall several basic results which are used in the weak formulation of
our problems. Let D ⊂ Rd be a bounded Lipschitz domain. By
n(x) = (n1;n2;:::;nd)T(x)233
let us denote the outward unit normal to the boundary @D. Recall that if u ∈ C1(D)
then its classical normal derivative on the boundary is given by
@u
@n
=
d
Q
i=1
@u
@ni
ni: (B.15)
Theorem B.0.4 (Generalized Green's theorem, [74]). Let u;v ∈ H1(D). Then
S
D
@v
@xi
udx = −S
D
v
@u
@xi
dx+S
@D
uvnids: (B.16)
The following lemma comes from the Generalized Green's theorem.
Lemma B.0.4. If u ∈ H1(D), and v ∈ H2(D) then
S
D
uvdx = −S
D
∇u⋅∇vdx+S
@D
u
@v
@n
ds: (B.17)
If u ∈ (H1(D))d, and v ∈ H1(D) then
S
D
(∇⋅u)vdx = −S
D
u⋅∇vdx+S
@D
(u⋅n)vds: (B.18)
Now we want to give the results which are important in the analysis of the
regularity of a weak solution of a boundary value problems.
Denition B.0.7. Let V and W be two Banach spaces with V ⊂ W. The space V is
continuously embedded in W, denoted V ↪ W, if
YuYW ≤ CYuYV ; ∀u ∈ V: (B.19)
Theorem B.0.5 (Poincar e-Friedrichs' inequality, [74]). Let D ⊂ Rd be an open bounded
Lipschitz domain. Then there exists a constant CPF > 0, dependent on D and k, such
that
YuYHk(D) ≤ CPFY@kuYHk(D); ∀u ∈ Hk
0(D): (B.20)
Remark B.0.5. If domain D is contained in a d-dimensional cube with the side length
l, the constant CPF = (1+l)k. For k = 0, CPF = l. For details see [74], p. 422.234
Theorem B.0.6 (Embedding theorem). Let D ⊂ Rd be an open bounded Lipschitz
domain, and p ∈ [1;∞). Then the following statements are valid:
1. If kp < d then Wk;p(D) ↪ Lq(D) for all q < p∗ such that 1~p∗ = 1~p−k~d.
2. If kp = d then Wk;p(D) ↪ Lq(D) for all q < ∞.
3. If kp > d then Wk;p(D) ↪ Ck−⌊d~p⌋−1;(D) where  = ⌊d~p⌋+1−d~p if d~p is not
an integer, or  is an arbitrary number less than 1 if d~p is an integer.235
C Saddle point problem
In this chapter we review the existence and uniqueness results of the saddle
point problems associated with the weak mixed formulation. First let us recall several
basic denitions.
Let V be a Banach space, and A ∶ V → V ′ be a linear operator. Assume operator
A and bilinear form a ∶ V ×V → R are related by
⟨Au;v⟩ = a(u;v); ∀u;v ∈ V: (C.1)
Theorem C.0.1 ([4], p. 334). There is a one-to-one correspondence between linear
continuous operators A ∶ V → V ′ and continuous bilinear forms a ∶ V × V → R, given
by the formula (C.1).
Denition C.0.1. The bilinear form a ∶ V ×V → R is continuous if there exists C > 0
such that
Sa(u;v)S ≤ CYuYV YvYV ; ∀u;v ∈ V: (C.2)
Denition C.0.2. The bilinear form a ∶ V × V → R is coercive if there exists  > 0
such that
a(v;v) ≥ YvY2
V ; ∀v ∈ V: (C.3)
The following set of denitions relates to the weak formulation of the ow model.
Denition C.0.3. Let A and B be two sets, and a functional L ∶ A×B → R. A pair
(u;p) ∈ A×B is called a saddle point of the functional L if it satises
L(u;w) ≤ L(u;p) ≤ L(v;p); ∀(v;w) ∈ A×B: (C.4)
Proposition C.0.3 ([4], p. 356). A pair (u;p) ∈ A × B → R is a saddle point of the
functional L ∶ A×B if and only if
sup
w∈B
inf
v∈A
L(v;w) = L(u;p) = inf
v∈A
sup
w∈B
L(v;w): (C.5)236
The existence and uniqueness of the saddle point is guaranteed through the
following theorem.
Theorem C.0.2 ([4], p. 356). Suppose the following statements hold:
1. The spaces V and W are reexive Banach, i.e. (V ′)′ = V and (W′)′ = W.
2. A ⊂ V , B ⊂ W are non-empty, closed and convex sets.
3. For all w ∈ B, the function v → L(v;w) is convex and lower semicontinuous on
A.
4. For all v ∈ A, the function w → L(v;w) is concave and upper semicontinuous on
B.
5. A ⊂ V is a bounded set, or there exists w0 ∈ B such that
L(vn;w0) → ∞;
where {vn}∞
n=1 ⊂ A and lim
n→∞YvnY = ∞.
6. B ⊂ V is a bounded set, or there exists v0 ∈ A such that
L(v0;wn) → −∞;
where {wn}∞
n=1 ⊂ B and lim
n→∞YvnY = ∞.
Then L has a saddle point (u;p) ∈ A × B. If the convexity in (4) is replaced with the
strict convexity, then the rst component u is unique. Similarly, if the concavity in
(5) is replaced with the strict concavity, then the second component p is unique.
Now assume V is a Hilbert space with norm Y⋅YV and the inner product (⋅;⋅)V .
Let a(⋅;⋅) be a continuous bilinear form on V ×V . Assume that W is another Hilbert
space with norm Y ⋅ YW and the inner product (⋅;⋅)W, and let b(⋅;⋅) be a continuous
bilinear form on V ×W.237
Consider the following problem: let f ∈ W′, g ∈ V ′ be given; nd solutions u ∈ V ,
p ∈ W of the following system of equations
⎧ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎩
a(u;v)+b(v;p) = ⟨g;v⟩V ′×V ; ∀v ∈ V;
b(u;w) = ⟨f;w⟩W′×W; ∀w ∈ W:
(C.6)
In the case of the symmetry of a(u;v), equations (C.6) are the optimality conditions
of the saddle point problem
inf
v∈V
sup
w∈W
1
2
a(v;v)+b(v;q)−⟨g;v⟩V ′×V −⟨f;w⟩W′×W: (C.7)
Consider again an operator A
A ∶ V → V ′; (C.8)
⟨Au;v⟩ = a(u;v) for all v ∈ V; (C.9)
associated with the bilinear form a. Also we consider an operator B and its adjoint
B∗ associated with the form b:
B ∶ V → W′; B∗ ∶ W → V ′ (C.10)
⟨Bu;w⟩ = b(u;w) for all w ∈ W; ⟨B∗p;v⟩ = b(v;p) for all v ∈ V: (C.11)
Then system (C.6) is equivalent to
Au+B∗p = g; (C.12)
Bu = f: (C.13)
Consider the following lemma.
Lemma C.0.1 ([14], p. 131). Let U = kerB ⊂ V . Then the following statements are
equivalent:
● There exists a constant c > 0 such that
inf
w∈W
sup
v∈V
b(v;w)
YvYYwY
≥ c: (C.14)238
● The operator B ∶ U⊥ → W′ is an isomorphism with
YBvY ≥ cYvY for all v ∈ U⊥: (C.15)
● The operator B∗ ∶ W → U0 ⊂ V ′ is an isomorphism with
YB∗wY ≥ cYwY for all w ∈ W: (C.16)
Here, U⊥ is an orthogonal complement of U:
U⊥ = {v ∈ V ∶ (v;u) = 0 for all u ∈ U}; (C.17)
and U0 is a polar set of U:
U0 = {l ∈ W′ ∶ ⟨l;u⟩ = 0 for all u ∈ U}: (C.18)
The following theorem establishes the necessary and sucient conditions for the
existence and uniqueness of the problem (C.6).
Theorem C.0.3 ([19], p. 42). Let a(⋅;⋅) be a continuous linear form on V × V , let
b(⋅;⋅) be a continuous linear form on V ×W. Then the range of the operator B related
to b(⋅;⋅) is closed in W′, that is, there exists c0 > 0 such that
sup
v∈V
b(v;w)
YvYV
≥ c0YwYW~U∗; (C.19)
where U∗ = kerB∗. Moreover a(⋅;⋅) is invertible on kerB, that is, there exists 0 > 0,
such that
⎧ ⎪ ⎪ ⎪ ⎪ ⎪
⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
inf
u0∈U
sup
v0∈U
a(u0;v0)
Yu0YV Yv0YV
≥ 0;
inf
v0∈U
sup
u0∈U
a(u0;v0)
Yu0YV Yv0YV
≥ 0;
(C.20)
if and only if there exists a solution (u;p) to problem (C.6) for any f ∈ ImB and for
any g ∈ V ′. The rst component u is unique and p is dened up to an element of U∗.
Moreover, one has the bounds
YuYV ≤
1
0
YgYV ′ +
1
c0
1+
YaY
0
YfYW′; (C.21)
YpYW~U∗ ≤
1
c2
0
1+
YaY
0
c0YgYV ′ +YaYYfYW′: (C.22)
The inf-sup condition (C.19) is called Babu ska-Brezzi condition.239
D Codes for computing series expansions
D.1 Karhunen-Lo eve expansion for Monte Carlo simulations
D.1.1 KLexpansion2d.m
function [K,lambda,phi] = KLexpansion2d(a,b,n,NKL,nrel,kernel,...
EigV,EigF,ToPlot,ToSave,ForFlow,varargin)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% produces KL expansion for different bivariate random fields
%% requires functions: BrownianProcess.m, IntEqSolver2d.m,
%% cov2d.m, GausQuadBasics.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% [a,b]^2 - square domain
%% n - grid size = total number of points
%% NKL - number of terms in the expansion
%% nrel - number of realizations needed
%%
%% kernel - type of covariance function
%% `wiener' min(x1,y1)min(x2,y2)
%% `bridge1' min(x1,y1)min(x2,y2)-x1y1x2y2
%% `bridge2' (min(x1,y1)-x1y1)(min(x2,y2)-x2y2)
%% `exponential' sigma^2*exp(-|x-y|/eta)
%% `gaussian' sigma^2*exp[-(|x-y|/eta)^2]
%% `spherical' sigma^2*[1-1.5|x-y|/eta+0.5(|x-y|/eta)^3]
%% `wave' sigma^2*cos(|x-y|*pi/eta)
%%
%% EigV - name of the file with eigenvalues; can be ''
%% EigF - name of the file with eigenfunctions; can be ''
%%
%% ToPlot = 1 if output of the realizations is needed
%% ToSave = 1 if data need to be saved
%% ForFlow = 1 if the values of K at the cell centers are needed
%%
%% varargin - optional list of arguments
%% contains parameters for the kernels that need it: eta, sigma
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if ForFlow
h = (b-a)/n;
x = (a+h/2:h:b)';
else240
h = (b-a)/(n-1);
x = (a:h:b)';
end
K = zeros(n^2,nrel);
%% get the parameters from input
switch lower(kernel)
case {'wiener', 'bridge1', 'bridge2'}
params = '';
case {'exponential','gaussian','spherical','wave'}
% get the parameters from varargin
eta = varargin{1};
sigma = varargin{2};
params = strcat('Eta',num2str(eta),'Sigma',num2str(sigma));
case 'boxinthebox'
% get the parameters from varargin
k1 = varargin{1};
k2 = varargin{2};
params = strcat('k_1',num2str(k1),'k_2',num2str(k2));
end
if strcmpi(EigV,'')
%% calculate eigenpairs for a particular kernel
switch lower(kernel)
case 'wiener'
[lambda1d,phi1d] = BrownianProcess(x,NKL,kernel,0);
case 'bridge1'
[lambda,phi] = IntEqSolver2d(x,h,NKL,kernel,1,0);
case 'bridge2'
[lambda1d,phi1d] = BrownianProcess(x,NKL,'bridge',0);
case {'exponential','gaussian','spherical','wave'}
[lambda,phi] = IntEqSolver2d(x,h,NKL,kernel,1,0,eta,sigma);
case 'boxinthebox'
[lambda,phi] = BrownianProcess(x,NKL,'bridge',0);
phi = sqrt(2)*(k2-k1)*phi;
end241
%% get the eigenpairs from 1d expansion
%% if kernels are 'wiener' or 'bridge2'
if strcmpi(kernel,'wiener')||strcmpi(kernel,'bridge2')
%% get all possible products of eigenvalues
lambda = reshape(lambda1d*lambda1d',NKL^2,1);
%% sort new eigenvalues in descending order
[lambda,ix] = sort(lambda,'descend');
%% take the first NKL largest eigenvalues
lambda = lambda(1:NKL,1);
for j = 1:NKL
if mod(ix(j),NKL) == 0
i1 = fix(ix(j)/NKL);
i2 = n;
else
i1 = fix(ix(j)/NKL)+1;
i2 = mod(ix(j),NKL);
end
phi(:,j) = reshape(phi1d(:,i1)*phi1d(:,i2)',n^2,1);
end
end
else
data = load(EigV,'-ascii');
lambda = data(1:NKL,1);
phi = load(EigF,'-ascii');
phi = phi(:,1:NKL);
end
%% recover truncated KL expansion using calculated eigenpairs
for j = 1:nrel
Z = sqrt(lambda).*randn(NKL,1);
K(:,j) = phi*Z;
end
%% plot the realizations if needed
if ToPlot
figure;
for j = 1:nrel
surf(x,x,reshape(K(:,j),n,n)');
title(['Truncated KL expansion: ' kernel ' model']);
pause(0.03);
end
end242
%% save data to disk if needed
if ToSave
filename = strcat('KL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'M',num2str(nrel),'NKL',num2str(NKL),...
kernel(1:3),params,'.dat');
save(filename,'K','-ascii'); %% save realizations
filename = strcat('KL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'M',num2str(nrel),'NKL',num2str(NKL),...
kernel(1:3),params,'.eigv');
save(filename,'lambda','-ascii'); %% save eigenvalues
filename = strcat('KL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'M',num2str(nrel),'NKL',num2str(NKL),...
kernel(1:3),params,'.eigf');
save(filename,'phi','-ascii'); %% save eigenfunctions
end
end
D.1.2 Additional functions
D.1.2.1 BrownianProcess.m
function [lambda,phi] = BrownianProcess(x,NKL,kernel,ToPlot)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% returns eigenpairs for Brownian motion or Brownian bridge
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% x - vector of grid points
%% NKL - number of eigenpairs needed
%% kernel - type of covariance function
%% 'wiener' min(x,y) Brownian motion
%% 'bridge' min(x,y)-xy Brownian bridge
%%
%% ToPlot = 1 if output of the eigenpairs is needed
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
lambda = zeros(NKL,1);
n = length(x);
phi = zeros(n,NKL);243
switch lower(kernel)
case 'wiener' % Brownian motion
for j = 1:NKL
lambda(j) = 1/((j-0.5)*pi)^2;
phi(:,j) = sqrt(2)*sin((j-0.5)*pi*x);
end
case 'bridge' % Brownian bridge
for j = 1:NKL
lambda(j) = 1/(j*pi)^2;
phi(:,j) = sqrt(2)*sin(j*pi*x);
end
end
%% plot the eigenpairs if needed
if ToPlot
subplot(2,1,1);
plot(1:1:NKL,lambda);
subplot(2,1,2);
plot(x,phi);
end
end
D.1.2.2 IntEqSolver2d.m
function [lambda,phi] = IntEqSolver2d(x,h,NKL,kernel,ToPlot,varargin)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% returns solution of the Fredholm integral equation
%% of the second kind approximated by collocation method
%% requires functions: cov2d.m, GausQuadBasics.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% x - vector of grid points
%% h - constant step size
%%
%% NKL - number of eigenpairs required
%%
%% kernel - type of covariance function
%% `wiener' min(x1,y1)min(x2,y2)
%% `bridge1' min(x1,y1)min(x2,y2)-x1y1x2y2
%% `bridge2' (min(x1,y1)-x1y1)(min(x2,y2)-x2y2)
%% `exponential' sigma^2*exp(-|x-y|/eta)
%% `gaussian' sigma^2*exp[-(|x-y|/eta)^2]
%% `spherical' sigma^2*[1-1.5|x-y|/eta+0.5(|x-y|/eta)^3]244
%% `wave' sigma^2*cos(|x-y|*pi/eta)
%%
%% varargin - optional list of arguments
%% contains parameters for the kernels that need it:
%% eta, sigma or k1, k2
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
nodes = x; %% grid nodes in x_1-direction
xnnodes = length(x);
nnodes = xnnodes^2; %% size of the problem
[nodes1,nodes2] = meshgrid(nodes,nodes);
nodes1 = reshape(nodes1',1,nnodes);
nodes2 = reshape(nodes2',1,nnodes);
%% get parameters from varargin if any
switch lower(kernel)
case {'wiener','bridge1','bridge2'}
eta = 0;
sigma = 0;
case {'exponential','gaussian','spherical','wave'}
eta = varargin{1};
sigma = varargin{2};
end
%% choose the quadrature rule for elements
nw = 11;
[xw,w] = GausQuadBasics(nw,'legendre');
%% weights and roots for the first element
xw1 = 0.5*(xw+1); w1 = 0.5*w;
%% weights and roots for the last element
xw2 = 0.5*(xw-1); w2 = w1;
%% shape function on the 1st and last element
psi1(:,1) = shapefun(xw1); psi1(:,2) = psi1(:,1);
psi2 = shapefun(xw2); psi2(:,2) = psi2(:,1);
psi(:,1) = shapefun(xw); psi(:,2) = psi(:,1);
%% calculations of the matrix D entries245
D = zeros(nnodes,nnodes);
for j = 1:xnnodes
switch j
case 1
W1 = w1; XW1 = xw1; PSI1 = psi1;
case xnnodes
W1 = w2; XW1 = xw2; PSI1 = psi2;
otherwise
W1 = w; XW1 = xw; PSI1 = psi;
end
for k = 1:xnnodes
ind = (j-1)*xnnodes+k;
switch k
case 1
W2 = w1; XW2 = xw1; PSI2 = psi1;
case xnnodes
W2 = w2; XW2 = xw2; PSI2 = psi2;
otherwise
W2 = w; XW2 = xw; PSI2 = psi;
end
W = W1*W2';
for l = 1:nnodes
[x1,x2] = meshgrid(h*XW1+nodes1(ind),h*XW2+nodes2(ind));
x1 = reshape(x1',1,nw^2);
x2 = reshape(x2',1,nw^2);
C = reshape(cov2d(x1,x2,nodes1(l),nodes2(l),...
kernel,eta,sigma),nw,nw)';
D(l,ind) = sum(sum(C.*W.*(PSI1(:,mod(j,2)+1)*...
PSI2(:,mod(k,2)+1)')));
end
end
end
D = 4*h*h*D;
L = eye(nnodes,nnodes);
%% get eigenpairs
[phi,lambda] = eigs(D,L,NKL);
%% improve approximation of the eigenfunctions
res = -(D*phi-L*phi*lambda); %% find residual first246
lambda = diag(lambda,0);
for j = 1:NKL
M = D - lambda(j)*L;
phi(:,j) = phi(:,j) + M\res(:,j);
end
%% get rid of 0 complex part (needed for Gaussian kernel)
lambda = abs(real(lambda));
%% sort found eigenvalues in descending order
[lambda,ix] = sort(lambda,'descend');
%% rearrange the eigenfunctions in the corresponding order
Nphi = phi;
for j = 1:NKL
phi(:,ix(j)) = Nphi(:,j);
end
phi = signchange(phi);
%% normalize found eigenfunctions
for j = 1:NKL
v = reshape(phi(:,j),xnnodes,xnnodes)';
vnorm = 0;
norms = 4*ones(xnnodes,xnnodes);
norms(1,[1 xnnodes]) = 1;
norms(xnnodes,[1 xnnodes]) = 1;
norms([1 xnnodes],2:xnnodes-1) = 2;
norms(2:xnnodes-1,[1 xnnodes]) = 2;
%% first part
vnorm = vnorm + sum(sum((v.*v).*norms))+...
0.5*sum(sum(v(1:xnnodes-1,1:xnnodes-1).*...
v(2:xnnodes,2:xnnodes)));
%% second part
norms = ones(xnnodes-1,xnnodes);
norms(:,[1 xnnodes]) = 1; norms(:,2:xnnodes-1) = 2;
vnorm = vnorm + sum(sum((v(1:xnnodes-1,1:xnnodes).*...
v(2:xnnodes,1:xnnodes)).*norms));
%% third part
norms = norms';
vnorm = vnorm + sum(sum((v(1:xnnodes,1:xnnodes-1).*...
v(1:xnnodes,2:xnnodes)).*norms));247
vnorm = h/3*sqrt(vnorm);
phi(:,j) = phi(:,j)/vnorm;
end
%% get rid of complex zero part for some kernels
for j = 1:NKL
phi(:,j) = real(phi(:,j));
end
%% plot the eigenpairs if needed
if ToPlot
subplot(2,1,1);
plot(1:1:NKL,lambda);
subplot(2,1,2);
plot(x,phi);
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%% Subfunctions of the function IntEqSolver2d.m %%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function f = shapefun(x)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% returns value of the shape function for reference element
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
lenx = length(x);
f = zeros(lenx,1);
for j = 1:lenx
if (x(j)<0)&&(x(j)>=-1)
f(j) = 1+x(j);
elseif (x(j)>=0)&&(x(j)<=1)
f(j) = 1-x(j);
else
f(j) = 0;
end
end
end
function ResF = signchange(F)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% for vector F returs -F if the first element is negative248
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
ResF = F;
n = size(F,2);
for j = 1:n
if F(1,j) < 0
ResF(:,j) = -F(:,j);
end
end
end
D.1.2.3 cov2d.m
function C = cov2d(x1,x2,y1,y2,kernel,varargin)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% returns the values of the covariance function
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%
%% kernel - type of covariance function
%% `wiener' min(x1,y1)min(x2,y2)
%% `bridge1' min(x1,y1)min(x2,y2)-x1y1x2y2
%% `bridge2' (min(x1,y1)-x1y1)(min(x2,y2)-x2y2)
%% `exponential' sigma^2*exp(-|x-y|/eta)
%% `gaussian' sigma^2*exp[-(|x-y|/eta)^2]
%% `spherical' sigma^2*[1-1.5|x-y|/eta+0.5(|x-y|/eta)^3]
%% `wave' sigma^2*cos(|x-y|*pi/eta)
%%
%% varargin - optional list of arguments
%% contains parameters for the kernels that need it: eta, sigma
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
len1 = length(x1);
len2 = length(y1);
if (len1==length(x2)) && (len2==length(y2))
C = zeros(len1,len2);
else
error('Check the dimensions of the input vectors.');
end
switch lower(kernel)
case 'wiener'
for j = 1:len1
for k = 1:len2249
C(j,k) = min(x1(j),y1(k)).*min(x2(j),y2(k));
end
end
case 'bridge1'
for j = 1:len1
for k = 1:len2
C(j,k) = min(x1(j),y1(k)).*min(x2(j),y2(k))...
- x1(j).*y1(k).*x2(j).*y2(k);
end
end
case 'bridge2'
for j = 1:len1
for k = 1:len2
C(j,k) = (min(x1(j),y1(k))-x1(j).*y1(k)).*...
(min(x2(j),y2(k)) - x2(j).*y2(k));
end
end
case 'exponential'
eta = varargin{1};
sigma = varargin{2};
for j = 1:len1
for k = 1:len2
d1 = (x1(j)-y1(k));
d2 = (x2(j)-y2(k));
h = sqrt(d1.*d1+d2.*d2);
C(j,k) = exp(-h/eta);
end
end
C = sigma*sigma*C;
case 'gaussian'
eta = varargin{1};
sigma = varargin{2};
beta = eta*eta;
for j = 1:len1
for k = 1:len2
d1 = (x1(j)-y1(k));
d2 = (x2(j)-y2(k));
sqrh = d1.*d1+d2.*d2;250
C(j,k) = exp(-sqrh/beta);
end
end
C = sigma*sigma*C;
case 'spherical'
eta = varargin{1};
sigma = varargin{2};
beta = eta*eta*eta;
for j = 1:len1
for k = 1:len2
d1 = (x1(j)-y1(k));
d2 = (x2(j)-y2(k));
h = sqrt(d1.*d1+d2.*d2);
if h <= eta
C(j,k) = (1-1.5*h/eta+0.5*h^3/beta);
else
C(j,k)=0;
end
end
end
C = sigma*sigma*C;
case 'wave'
eta = varargin{1};
sigma = varargin{2};
for j = 1:len1
for k = 1:len2
d1 = (x1(j)-y1(k));
d2 = (x2(j)-y2(k));
h = sqrt(d1.*d1+d2.*d2);
C(j,k) = cos(h*pi/eta);
end
end
C = sigma*sigma*C;
end
end
D.1.2.4 GausQuadBasics.m
function [roots,weights] = GausQuadBasics(p,type,varargin)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%251
%% returns the roots and weights
%% needed to implement Gaussian quadrature or SC method
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% p - degree of the polynomial used for the approximation
%%
%% type - type of polynomial
%% 'Hermite' : weight function is w(x)=exp(-x^2/2)/(2pi)^.5
%% roots are available up to p = 7
%% 'Legendre': weight function is w(x)=1
%% roots are available for all p >= 1
%%
%% varargin - optional list of arguments
%% contains the endpoints [a,b] of the interval of integration
%% if varargin is empty and type = 'Legendre', [a,b]=[-1,1]
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if (nargin == 2) && strcmpi(type,'Legendre')
a = -1; b = 1;
elseif (nargin > 2)
a = varargin{1};
b = varargin{2};
end
roots = zeros(p,1);
weights = zeros(p,1);
switch lower(type)
case 'legendre'
switch p
case 1
roots(1) = 0;
weights(1) = 2;
case 2
roots(1) = 1/sqrt(3);
weights(1) = 1;
roots(2) = -roots(1);
weights(2) = weights(1);
case 3
roots(1) = sqrt(3/5);
weights(1) = 5/9;
roots(2) = -roots(1);252
weights(2) = weights(1);
roots(3) = 0;
weights(3) = 8/9;
case 4
roots(1) = sqrt((3-2*sqrt(6/5))/7);
weights(1) = (18+sqrt(30))/36;
roots(2) = -roots(1);
weights(2) = weights(1);
roots(3) = sqrt((3+2*sqrt(6/5))/7);
weights(3) = (18-sqrt(30))/36;
roots(4) = -roots(3);
weights(4) = weights(3);
case 5
roots(1) = sqrt(5-2*sqrt(10/7))/3;
weights(1) = (322+13*sqrt(70))/900;
roots(2) = -roots(1);
weights(2) = weights(1);
roots(3) = sqrt(5+2*sqrt(10/7))/3;
weights(3) = (322-13*sqrt(70))/900;
roots(4) = -roots(3);
weights(4) = weights(3);
roots(5) = 0;
weights(5) = 128/225;
otherwise
u = 1:p-1;
u = u./sqrt(4*u.^2 - 1);
A = zeros(p,p);
A(2:p+1:p*(p-1)) = u;
A(p+1:p+1:p^2-1) = u;
[v,roots] = eig(A);
[roots,k] = sort(diag(roots));
weights = 2*v(1,k)'.^2;
end
roots = 0.5*((b-a)*roots+(b+a));
weights = 0.5*weights;253
case 'hermite'
switch p
case 1
roots(1) = 0;
weights(1) = 1;
case 2
roots(1) = 1;
weights(1) = 0.5;
roots(2) = -roots(1);
weights(2) = weights(1);
case 3
roots(1) = sqrt(3);
weights(1) = 1/6;
roots(2) = -roots(1);
weights(2) = weights(1);
roots(3) = 0;
weights(3) = 2/3;
case 4
roots(1) = sqrt((3-sqrt(6)));
weights(1) = 1/(4*(3-sqrt(6)));
roots(2) = -roots(1);
weights(2) = weights(1);
roots(3) = sqrt((3+sqrt(6)));
weights(3) = 1/(4*(3+sqrt(6)));
roots(4) = -roots(3);
weights(4) = weights(3);
case 5
roots(1) = 0.958572464613819;
weights(1) = 0.3936193231522;
roots(2) = -roots(1);
weights(2) = weights(1);
roots(3) = 2.020182870456086;
weights(3) = 0.01995324205905;
roots(4) = -roots(3);
weights(4) = weights(3);
roots(5) = 0;
weights(5) = 0.9453087204829;
roots = roots*sqrt(2);
weights = weights/sqrt(pi);
case 6254
roots(1) = 0.436077411927617;
weights(1) = 0.7246295952244;
roots(2) = -roots(1);
weights(2) = weights(1);
roots(3) = 1.335849074013697;
weights(3) = 0.1570673203229;
roots(4) = -roots(3);
weights(4) = weights(3);
roots(5) = 2.350604973674492;
weights(5) = 0.00453000995509;
roots(6) = -roots(5);
weights(6) = weights(5);
roots = roots*sqrt(2);
weights = weights/sqrt(pi);
case 7
roots(1) = 0.816287882858965;
weights(1) = 0.4256072526101;
roots(2) = -roots(1);
weights(2) = weights(1);
roots(3) = 1.673551628767471;
weights(3) = 0.05451558281913;
roots(4) = -roots(3);
weights(4) = weights(3);
roots(5) = 2.651961356835233;
weights(5) = 0.0009717812450995;
roots(6) = -roots(3);
weights(6) = weights(5);
roots(7) = 0;
weights(7) = 0.8102646175568;
roots = roots*sqrt(2);
weights = weights/sqrt(pi);
end
end255
D.2 Conditional series for Monte Carlo simulations
function K = CondSimulation2d(a,b,n,NKL,nrel,kernel,...
datafile,EigV,EigF,ToPlot,ToSave,ForFlow,varargin)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% produces conditional series expansion
%% requires functions: BrownianProcess.m, IntEqSolver2d.m,
%% cov2d.m, GausQuadBasics.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% [a,b]^2 - square domain
%% n - grid size = total number of points
%% NKL - number of terms in the expansion
%% nrel - number of realizations needed
%%
%% kernel - type of covariance function
%% `wiener' min(x1,y1)min(x2,y2)
%% `bridge1' min(x1,y1)min(x2,y2)-x1y1x2y2
%% `bridge2' (min(x1,y1)-x1y1)(min(x2,y2)-x2y2)
%% `exponential' sigma^2*exp(-|x-y|/eta)
%% `gaussian' sigma^2*exp[-(|x-y|/eta)^2]
%% `spherical' sigma^2*[1-1.5|x-y|/eta+0.5(|x-y|/eta)^3]
%% `wave' sigma^2*cos(|x-y|*pi/eta)
%%
%% datafile contains name of the file with data
%% datafile has to have the following structure:
%% size (npoints x 4) where npoints - number of data points
%% 1st and 2nd columns - x and y-coordinates of data points
%% 3rd column - observed K-values at the data points
%% 4th column - expectation of K-values at the data points
%%
%% EigV - name of the file with eigenvalues; can be ''
%% EigF - name of the file with eigenfunctions; can be ''
%%
%% ToPlot = 1 if output of the realizations is needed
%% ToSave = 1 if data need to be saved
%% ForFlow = 1 if the values of K at the cell centers are needed
%%
%% varargin - optional list of arguments
%% contains parameters for the kernels that need it: eta, sigma
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if ForFlow256
h = (b-a)/n;
x = (a+h/2:h:b)';
else
h = (b-a)/(n-1);
x = (a:h:b)';
end
%% get the parameters from input
switch lower(kernel)
case {'wiener', 'bridge1', 'bridge2'}
params = '';
case {'exponential','gaussian','spherical','wave'}
% get the parameters from varargin
eta = varargin{1};
sigma = varargin{2};
params = strcat('Eta',num2str(eta),'Sigma',num2str(sigma));
case 'boxinthebox'
% get the parameters from varargin
k1 = varargin{1};
k2 = varargin{2};
params = strcat('k_1',num2str(k1),'k_2',num2str(k2));
end
if strcmpi(EigV,'')
%% calculate eigenpairs for a particular kernel
switch lower(kernel)
case 'wiener'
[lambda1d,phi1d] = BrownianProcess(x,NKL,kernel,0);
case 'bridge1'
[lambda,phi] = IntEqSolver2d(x,h,NKL,kernel,0);
case 'bridge2'
[lambda1d,phi1d] = BrownianProcess(x,NKL,'bridge',0);
case {'exponential','gaussian','spherical','wave'}
[lambda,phi] = IntEqSolver2d(x,h,NKL,kernel,0,eta,sigma);
case 'boxinthebox'
[lambda,phi] = BrownianProcess(x,NKL,'bridge',0);257
phi = sqrt(2)*(k2-k1)*phi;
end
%% get the eigenpairs from 1d expansion
%% if kernels are 'wiener' or 'bridge2'
if strcmpi(kernel,'wiener')||strcmpi(kernel,'bridge2')
%% get all possible products of eigenvalues
lambda = reshape(lambda1d*lambda1d',NKL^2,1);
%% sort new eigenvalues in descending order
[lambda,ix] = sort(lambda,'descend');
%% take the first NKL largest eigenvalues
lambda = lambda(1:NKL,1);
for j = 1:NKL
if mod(ix(j),NKL) == 0
i1 = fix(ix(j)/NKL);
i2 = n;
else
i1 = fix(ix(j)/NKL)+1;
i2 = mod(ix(j),NKL);
end
phi(:,j) = reshape(phi1d(:,i1)*phi1d(:,i2)',n^2,1);
end
end
else
data = load(EigV,'-ascii');
lambda = data(1:NKL,1);
phi = load(EigF,'-ascii');
phi = phi(:,1:NKL);
end
%% import data from datafile
data = load(datafile,'-ascii');
X1data = data(:,1);
X2data = data(:,2);
Kdata = data(:,3);
AveKdata = data(:,4);
%% interpolate values of eigenfunctions at the data points
npoints = length(X1data);
PhiData = zeros(NKL,npoints);
for j = 1:NKL
PhiData(j,:) = interp2(x,x,reshape(phi(:,j),n,n)',X1data,X2data);258
end
%% calculate covariance between r.v.-s and given data
Rho = zeros(NKL,npoints);
for j = 1:NKL
Rho(j,:) = sqrt(lambda(j))*PhiData(j,:);
end
PhiData1 = zeros(npoints,NKL);
for j = 1:npoints
PhiData1(j,:) = (PhiData(:,j).*lambda);
end
Cov = PhiData1*PhiData;
sol1 = Cov\(Kdata-AveKdata);
%% calculate conditional mean of r.v.-s
Mu = Rho*sol1;
%% calculate conditional covariance of r.v.-s
sol2 = Cov\Rho';
Var = eye(NKL,NKL)-Rho*sol2;
K = zeros(n^2,nrel);
for j = 1:nrel
% simulate conditional r.v.-s
Z = sqrt(lambda).*(Mu+Var*randn(NKL,1));
% get the next realization of the process
K(:,j) = real(phi*Z);
end
%% plot the realizations if needed
if ToPlot
figure;
for j = 1:nrel
surf(x,x,reshape(K(:,j),n,n)');
title(['Truncated conditional series: ' kernel ' model']);
pause(0.03);
end
end259
%% save data to disk if needed
if ToSave
filename = strcat('CondKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'M',num2str(nrel),'NKL',num2str(NKL),...
kernel(1:3),params,'.dat');
save(filename,'K','-ascii'); %% save realizations
filename = strcat('CondKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'M',num2str(nrel),'NKL',num2str(NKL),...
kernel(1:3),params,'.eigv');
save(filename,'lambda','-ascii'); %% save eigenvalues
filename = strcat('CondKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'M',num2str(nrel),'NKL',num2str(NKL),...
kernel(1:3),params,'.eigf');
save(filename,'phi','-ascii'); %% save eigenfunctions
end
end
D.3 Karhunen-Lo eve expansion for stochastic collocation method
function [K,W] = KLEforSC2d(a,b,n,NKL,p,type,kernel,...
EigV,EigF,ToPlot,ToSave,ForFlow,varargin)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% produces KL expansion for stochastic collocation method
%% and corresponding weights for each "realization"
%% requires functions: BrownianProcess.m, IntEqSolver2d.m,
%% cov2d.m, GausQuadBasics.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% [a,b]^2 - square domain
%% n - grid size = total number of points
%% NKL - number of terms in the expansion
%% p - degree of the polynomial used for the approximation
%% type - type of the polynomial used for the approximation
%% `legendre'
%% `hermite'
%%260
%% kernel - type of covariance function
%% `wiener' min(x1,y1)min(x2,y2)
%% `bridge1' min(x1,y1)min(x2,y2)-x1y1x2y2
%% `bridge2' (min(x1,y1)-x1y1)(min(x2,y2)-x2y2)
%% `exponential' sigma^2*exp(-|x-y|/eta)
%% `gaussian' sigma^2*exp[-(|x-y|/eta)^2]
%% `spherical' sigma^2*[1-1.5|x-y|/eta+0.5(|x-y|/eta)^3]
%% `wave' sigma^2*cos(|x-y|*pi/eta)
%%
%% EigV - name of the file with eigenvalues; can be ''
%% EigF - name of the file with eigenfunctions; can be ''
%%
%% ToPlot = 1 if output of the realizations is needed
%% ToSave = 1 if data need to be saved
%% ForFlow = 1 if the values of K at the cell centers are needed
%%
%% varargin - optional list of arguments
%% contains parameters for the kernels that need it: eta, sigma
%% if parameter type = 'legendre', varargin contains the endpoints
%% [c,d] of the interval of integration
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if ForFlow
h = (b-a)/n;
x = (a+h/2:h:b)';
else
h = (b-a)/(n-1);
x = (a:h:b)';
end
%% get the parameters from input
switch lower(kernel)
case {'wiener', 'bridge1', 'bridge2'}
params = '';
case {'exponential','gaussian','spherical','wave'}
% get the parameters from varargin
eta = varargin{1};
sigma = varargin{2};
params = strcat('Eta',num2str(eta),'Sigma',num2str(sigma));
case 'boxinthebox'
% get the parameters from varargin261
k1 = varargin{1};
k2 = varargin{2};
params = strcat('k_1',num2str(k1),'k_2',num2str(k2));
end
if strcmpi(EigV,'')
%% calculate eigenpairs for a particular kernel
switch lower(kernel)
case 'wiener'
[lambda1d,phi1d] = BrownianProcess(x,NKL,kernel,0);
case 'bridge1'
[lambda,phi] = IntEqSolver2d(x,h,NKL,kernel,0);
case 'bridge2'
[lambda1d,phi1d] = BrownianProcess(x,NKL,'bridge',0);
case {'exponential','gaussian','spherical','wave'}
[lambda,phi] = IntEqSolver2d(x,h,NKL,kernel,0,eta,sigma);
case 'boxinthebox'
[lambda,phi] = BrownianProcess(x,NKL,'bridge',0);
phi = sqrt(2)*(k2-k1)*phi;
end
%% get the eigenpairs from 1d expansion
%% if kernels are 'wiener' or 'bridge2'
if strcmpi(kernel,'wiener')||strcmpi(kernel,'bridge2')
%% get all possible products of eigenvalues
lambda = reshape(lambda1d*lambda1d',NKL^2,1);
%% sort new eigenvalues in descending order
[lambda,ix] = sort(lambda,'descend');
%% take the first NKL largest eigenvalues
lambda = lambda(1:NKL,1);
for j = 1:NKL
if mod(ix(j),NKL) == 0
i1 = fix(ix(j)/NKL);
i2 = n;
else
i1 = fix(ix(j)/NKL)+1;
i2 = mod(ix(j),NKL);262
end
phi(:,j) = reshape(phi1d(:,i1)*phi1d(:,i2)',n^2,1);
end
end
else
data = load(EigV,'-ascii');
lambda = data(1:NKL,1);
phi = load(EigF,'-ascii');
phi = phi(:,1:NKL);
end
K = zeros(n^2,p^NKL);
W = zeros(1,p^NKL);
%% find the roots and weights for 1d quadrature
if strcmpi(type,'Legendre')
[roots,weights] = GausQuadBasics(p,type,c,d);
else
[roots,weights] = GausQuadBasics(p,type);
end
%% get indices for the corresponding roots
IX = GetIndices(0:1:p^NKL-1,p,NKL);
%% build up truncated KL expansion for SC
for j = 1:p^NKL
Z = sqrt(lambda).*roots(IX(:,j));
K(:,j) = phi*Z;
W(j) = prod(weights(IX(:,j)));
end
%% plot the realizations if needed
if ToPlot
figure;
for j = 1:p^NKL
surf(x,x,reshape(K(:,j),n,n)');
title(['Truncated KLE for SC method: ' kernel ' model']);
pause(0.03);
end
end
%% save data to disk if needed263
if ToSave
filename = strcat('SCKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'p',num2str(p),'NKL',num2str(NKL),...
kernel(1:3),params,'.dat');
save(filename,'K','-ascii'); %% save realizations
filename = strcat('SCKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'p',num2str(p),'NKL',num2str(NKL),...
kernel(1:3),params,'.wei');
save(filename,'W','-ascii'); %% save weights
filename = strcat('SCKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'p',num2str(p),'NKL',num2str(NKL),...
kernel(1:3),params,'.eigv');
save(filename,'lambda','-ascii'); %% save eigenvalues
filename = strcat('SCKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'p',num2str(p),'NKL',num2str(NKL),...
kernel(1:3),params,'.eigf');
save(filename,'phi','-ascii'); %% save eigenfunctions
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%% Subfunctions of the function KLEforSC2d.m %%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function Indices = GetIndices(d,b,nin)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% creates arrays of indices for tensor grid collocation points
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% this function uses part of the code from the function dec2base.m
%% from the standard library of MATLAB
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
d = d(:);
d = double(d);
b = double(b);
n = max(1,round(log2(max(d)+1)/log2(b)));264
while any(b.^n <= d)
n = n + 1;
end
if nargin == 3
n = max(n,nin);
end
Indices(:,n) = rem(d,b);
while any(d) && n >1
n = n - 1;
d = floor(d/b);
Indices(:,n) = rem(d,b);
end
Indices = (Indices+1)';
end
D.4 Conditional series for stochastic collocation method
function [K,W] = CondKLEforSC2d(a,b,n,NKL,p,type,kernel,...
datafile,EigV,EigF,ToPlot,ToSave,ForFlow,varargin)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% produces conditional series expansion for SC method
%% and corresponding weights for each "realization"
%% requires functions: BrownianProcess.m, IntEqSolver2d.m,
%% cov2d.m, GausQuadBasics.m
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% [a,b]^2 - square domain
%% n - grid size = total number of points
%% NKL - number of terms in the expansion
%% p - degree of the polynomial used for the approximation
%% type - type of the polynomial used for the approximation
%% `Legendre'
%% `Hermite'
%%
%% kernel - type of covariance function
%% `wiener' min(x1,y1)min(x2,y2)
%% `bridge1' min(x1,y1)min(x2,y2)-x1y1x2y2
%% `bridge2' (min(x1,y1)-x1y1)(min(x2,y2)-x2y2)
%% `exponential' sigma^2*exp(-|x-y|/eta)
%% `gaussian' sigma^2*exp[-(|x-y|/eta)^2]
%% `spherical' sigma^2*[1-1.5|x-y|/eta+0.5(|x-y|/eta)^3]
%% `wave' sigma^2*cos(|x-y|*pi/eta)265
%%
%% datafile contains name of the file with data
%% datafile has to have the following structure:
%% size (npoints x 4) where npoints - number of data points
%% 1st and 2nd columns - x and y-coordinates of data points
%% 3rd column - observed K-values at the data points
%% 4th column - expectation of K-values at the data points
%%
%% EigV - name of the file with eigenvalues; can be ''
%% EigF - name of the file with eigenfunctions; can be ''
%%
%% ToPlot = 1 if output of the realizations is needed
%% ToSave = 1 if data need to be saved
%% ForFlow = 1 if the values of K at the cell centers are needed
%%
%% varargin - optional list of arguments
%% contains parameters for the kernels that need it: eta, sigma
%% if parameter type = 'legendre', varargin contains the endpoints
%% [c,d] of the interval of integration
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
if ForFlow
h = (b-a)/n;
x = (a+h/2:h:b)';
else
h = (b-a)/(n-1);
x = (a:h:b)';
end
%% get the parameters from input
switch lower(kernel)
case {'wiener', 'bridge1', 'bridge2'}
params = '';
case {'exponential','gaussian','spherical','wave'}
% get the parameters from varargin
eta = varargin{1};
sigma = varargin{2};
params = strcat('Eta',num2str(eta),'Sigma',num2str(sigma));
case 'boxinthebox'
% get the parameters from varargin
k1 = varargin{1};266
k2 = varargin{2};
params = strcat('k_1',num2str(k1),'k_2',num2str(k2));
end
if strcmpi(EigV,'')
%% calculate eigenpairs for a particular kernel
switch lower(kernel)
case 'wiener'
[lambda1d,phi1d] = BrownianProcess(x,NKL,kernel,0);
case 'bridge1'
[lambda,phi] = IntEqSolver2d(x,h,NKL,kernel,0);
case 'bridge2'
[lambda1d,phi1d] = BrownianProcess(x,NKL,'bridge',0);
case {'exponential','gaussian','spherical','wave'}
[lambda,phi] = IntEqSolver2d(x,h,NKL,kernel,0,eta,sigma);
case 'boxinthebox'
[lambda,phi] = BrownianProcess(x,NKL,'bridge',0);
phi = sqrt(2)*(k2-k1)*phi;
end
%% get the eigenpairs from 1d expansion
%% if kernels are 'wiener' or 'bridge2'
if strcmpi(kernel,'wiener')||strcmpi(kernel,'bridge2')
%% get all possible products of eigenvalues
lambda = reshape(lambda1d*lambda1d',NKL^2,1);
%% sort new eigenvalues in descending order
[lambda,ix] = sort(lambda,'descend');
%% take the first NKL largest eigenvalues
lambda = lambda(1:NKL,1);
for j = 1:NKL
if mod(ix(j),NKL) == 0
i1 = fix(ix(j)/NKL);
i2 = n;
else
i1 = fix(ix(j)/NKL)+1;
i2 = mod(ix(j),NKL);
end267
phi(:,j) = reshape(phi1d(:,i1)*phi1d(:,i2)',n^2,1);
end
end
else
data = load(EigV,'-ascii');
lambda = data(1:NKL,1);
phi = load(EigF,'-ascii');
phi = phi(:,1:NKL);
end
K = zeros(n^2,p^NKL);
W = zeros(1,p^NKL);
%% find the roots and weights for 1d quadrature
if strcmpi(type,'Legendre')
[roots,weights] = GausQuadBasics(p,type,c,d);
else
[roots,weights] = GausQuadBasics(p,type);
end
%% get indices for the corresponding roots
IX = GetIndices(0:1:p^NKL-1,p,NKL);
%% import data from datafile
data = load(datafile,'-ascii');
X1data = data(:,1);
X2data = data(:,2);
Kdata = data(:,3);
AveKdata = data(:,4);
%% interpolate values of eigenfunctions at the data points
npoints = length(X1data);
PhiData = zeros(NKL,npoints);
for j = 1:NKL
PhiData(j,:) = interp2(x,x,reshape(phi(:,j),n,n)',X1data,X2data);
end
%% calculate covariance between r.v.-s and given data
Rho = zeros(NKL,npoints);
for j = 1:NKL
Rho(j,:) = sqrt(lambda(j))*PhiData(j,:);268
end
PhiData1 = zeros(npoints,NKL);
for j = 1:npoints
PhiData1(j,:) = (PhiData(:,j).*lambda);
end
Cov = PhiData1*PhiData;
sol1 = Cov\(Kdata-AveKdata);
%% calculate conditional mean of r.v.-s
Mu = Rho*sol1;
%% calculate conditional covariance of r.v.-s
sol2 = Cov\Rho';
Var = eye(NKL,NKL)-Rho*sol2;
%% build up truncated conditional series
for j = 1:p^NKL
Z = sqrt(lambda).*(Mu+Var*roots(IX(:,j)));
K(:,j) = real(phi*Z);
W(j) = prod(weights(IX(:,j)));
end
%% plot the realizations if needed
if ToPlot
figure;
for j = 1:p^NKL
surf(x,x,reshape(K(:,j),n,n)');
title(['Truncated conditional series: ' kernel ' model']);
pause(0.03);
end
end
%% save data to disk if needed
if ToSave
filename = strcat('CondSCKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'p',num2str(p),'NKL',num2str(NKL),...
kernel(1:3),params,'.dat');
save(filename,'K','-ascii'); %% save realizations269
filename = strcat('CondSCKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'p',num2str(p),'NKL',num2str(NKL),...
kernel(1:3),params,'.wei');
save(filename,'W','-ascii'); %% save weights
filename = strcat('CondSCKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'p',num2str(p),'NKL',num2str(NKL),...
kernel(1:3),params,'.eigv');
save(filename,'lambda','-ascii'); %% save eigenvalues
filename = strcat('CondSCKL2dforflow',num2str(ForFlow),...
'a',num2str(a),'b',num2str(b),'n', num2str(n),...
'p',num2str(p),'NKL',num2str(NKL),...
kernel(1:3),params,'.eigf');
save(filename,'phi','-ascii'); %% save eigenfunctions
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%% Subfunctions of the function CondKLEforSC2d.m %%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function Indices = GetIndices(d,b,nin)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% creates arrays of indices for tensor grid collocation points
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% this function uses part of the code from the function dec2base.m
%% from the standard library of MATLAB
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
d = d(:);
d = double(d);
b = double(b);
n = max(1,round(log2(max(d)+1)/log2(b)));
while any(b.^n <= d)
n = n + 1;
end
if nargin == 3
n = max(n,nin);
end
Indices(:,n) = rem(d,b);270
while any(d) && n >1
n = n - 1;
d = floor(d/b);
Indices(:,n) = rem(d,b);
end
Indices = (Indices+1)';
end