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Acoustic Source Localisation (ASL) is a problem with real-world applications
across multiple domains, from smart assistants to acoustic detection and tracking.
And yet, despite the level of attention in recent years, a technique for rapid and
robust ASL remains elusive – not least in the constrained environments in which
such techniques are most likely to be deployed.
In this work, we seek to address some of these current limitations by presenting
improvements to the ASL method for three commonly encountered constraints: the
number and configuration of sensors; the limited signal sampling potentially available;
and the nature and volume of training data required to accurately estimate Direction
of Arrival (DOA) when deploying a particular supervised machine learning technique.
In regard to the number and configuration of sensors, we find that accuracy can be
maintained at state-of-the-art levels, Steered Response Power (SRP), while reducing
computation sixfold, based on direct optimisation of well known ASL formulations.
Moreover, we find that the circular microphone configuration is the least desirable
as it yields the highest localisation error.
In regard to signal sampling, we demonstrate that the computer vision inspired
algorithm presented in this work, which extracts selected keypoints from the sig-
nal spectrogram, and uses them to select signal samples, outperforms an audio
fingerprinting baseline while maintaining a compression ratio of 40:1.
In regard to the training data employed in machine learning ASL techniques,
we show that the use of music training data yields an improvement of 19% against
a noise data baseline while maintaining accuracy using only 25% of the training
data, while training with speech as opposed to noise improves DOA estimation by
an average of 17%, outperforming the Generalised Cross-Correlation technique by
125% in scenarios in which the test and training acoustic environments are matched.
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mi i-th microphone coordinate vector
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τij Time Difference of Arrival (TDOA) between microphones i and j
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s̃ Estimated source location
τ̃ij Estimated Time Difference of Arrival (TDOA) between microphones i and j
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fi Feature vector at the i-th spectrogram
K Spectrogram frequencies of the STFT
M Number of microphones




pi Spectrogram at the i-th signal
Pw Perturbation in the pressure
r Distance a light ray travels
T Spectrogram times of the STFT
t Time
t∗ Signal emission time
di Distance between the source and the i-th microphone
ti Time for signal to travel from the source to the i-th microphone
Y ∗i Complex conjugate of Yi
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yi Signal at the i-th microphone in the time domain
“Sound is the most absorbent medium of all, soaking up histories and philosophical
systems and physical surroundings and encoding them in something so slight as a





Acoustic Source Localisation (ASL) refers to the ability to estimate the direction (or
exact location) from which a sound is emitted, such as the speaker in a room, a barking
dog and, when it is very precise, even a bee buzzing. Humans have the capability to
perform ASL intuitively thanks to our ears, which receive acoustic signals, and relay
them to the auditory apparatus, which is then able to estimate various audio cues,
such as time and level differences between both ears, spectral information, timing
analysis, correlation analysis, and pattern matching, and, ultimately, estimate the
sound source location [6].
In signal processing, microphones act as replica ears, in the sense that they
store the pressure of the emitted sound. This is what allows a group of two or
more microphones organised in an array to perform ASL. The direct applications of
this technology are many and varied, including smart assistants [7], acoustic target
detection and tracking in poor light conditions [8], in addition to a variety of indirect
applications, such as speech enhancement [9], acoustic Simultaneous Localisation
and Mapping (SLAM) [10] and 3D reconstruction via SONAR [11].
1.1 Microphone Arrays
A microphone array is a group of microphones positioned in a way that captures
spatial information [1]. Fig. 1.1 illustrates the problems that could potentially be
solved using microphone arrays, including noise and echo reduction, dereverberation,
localisation of one or multiple sources and the cocktail party problem. This thesis
will focus on localisation of a single source, as highlighted in blue.
We will primarily consider omni-directional pressure sensors, and therefore some
of the techniques we discuss will rely on the fact that there exists a Time Difference of
Arrival (TDOA) between microphone pairs. The hardware used to record experiment
data is a gfai tech AC_Pro Acoustic Camera System consisting of 72 microphones



















Figure 1.1: Problems that can potentially be solved using
microphone arrays. This thesis focuses on localisation of a single
source (blue).
sampled at 192kHz [12]. Although there exists a group of approaches focused on
binaural localisation [13], that is techniques that use two ears (sensors), this is beyond
the scope of this particular thesis.
1.2 Acoustic Source Localisation (ASL) in Con-
strained Environments
Given the vast amount of parameters at work in ASL, including sampling frequency,
microphone array configuration and others, there are a large variety of scenarios
in which a constraint on one of these parameters could be imposed. This thesis is
focused on three types of constraints to ASL.
• Number and configuration of microphones: When there are only a
limited number of microphones available or when only information for a specific
number of microphones pairs can be accessed, this may lead to a variance in the
accuracy of ASL. Moreover, the accuracy of the final source position estimation
is potentially affected by the configuration in which these microphones are
arranged.
• Signal samples: In certain scenarios, the use of the full length of an acoustic
signal is either unavailable or computationally prohibitive. Therefore, it is
necessary to investigate how to select signal samples in such a way as to preserve
accuracy of source localisation.
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• Data available for training: With the increase in machine learning and deep
learning approaches, the study and use of training data has grown considerably
in recent years. In some cases, there is either insufficient data available for
training or the training data differs in terms of audio class with respect to the
test data. It is important to study the effect that the amount or nature of
training data has on the estimated source location.
1.3 Thesis Outline and Main Contributions
Chapter 2: The Physics of Sound
This chapter serves as an introduction to the basic concepts of sound from a physics
perspective. The chapter begins with a brief summary of the wave equation and
its core elements. Moreover, it explains how sound is measured and how frequency
is represented. Next, we summarise the mechanics of reverberation, as well as the
working principle of the Image Source Method (ISM), before concluding with a brief
explanation of microphone arrays and the problems associated with them.
Chapter 3: Acoustic Source Localisation
This chapter summarises the state of the art in Acoustic Source Localisation (ASL),
with a special focus on Time Difference of Arrival (TDOA)-based methods, which
are used throughout this thesis. We also discuss the strengths and weaknesses of
these approaches.
Chapter 4: Optimal Array Configuration and Number of Mi-
crophones
This chapter focuses on determining the optimal microphone array configuration, as
well as the minimum number of microphones necessary to perform indirect source
localisation. The main focus is the number of microphones constraint.
Part of the work presented in this chapter was published in (see Appendix C):
E. Vargas, K. Brown, K. Subr, “Impact of Microphone Array Configurations on
Robust Indirect 3D Acoustic Source Localization”, in International Conference on
Acoustics, Speech and Signal Processing (ICASSP), Calgary, Canada, April 2018.
(Oral Presentation)
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Summary of contributions in Chapter 4
• We showed that direct optimisation of the well known formulation for ASL
yields errors similar to the state of the art, Steered Response Power (SRP),
with 6 times less computation.
• We showed using both simulated and real data that the method is robust to
noise and reverberation.
• Our results have shown that circular arrays lead to higher localisation error
than spiral and wheel configurations when considering large regions of space.
Chapter 5: A compressed encoding scheme for approximate
TDOA estimation
This chapter focuses on TDOA estimation using signal samples derived from spec-
trogram features. In this work, we treated the spectrogram as an image and used
Scale-Invariant Feature Transform (SIFT), a famous computer vision technique for
keypoint detection, to detect the signal samples to be transmitted. The robustness
of the approach was tested under different noise and reverberation conditions us-
ing various signals and source locations. The main focus is the signal samples
constraint.
Part of the work presented in this chapter was published in (see Appendix C):
E. Vargas, J. R. Hopgood, K. Brown, K. Subr, “A Compressed Encoding Scheme
for Approximate TDOA Estimation”, in European Signal Processing Conference,
(EUSIPCO), Rome, Italy, September 2018. (Oral Presentation)
Summary of contributions in Chapter 5
• We determined the signal keypoints to be transmitted in order to obtain
an accurate TDOA estimation, at significantly lower data rates or improved
accuracy compared with Generalized Cross-Correlation (GCC)-based solutions.
• We demonstrated the robustness of the proposed technique to different noise
and reverberation conditions.
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• We compared the proposed technique with another data-driven approach, that
of audio fingerprinting, demonstrating that our algorithm is able to outperform
an audio fingerprinting baseline while maintaining a compression ratio of 40:1.
Chapter 6: Impact of training data on Convolutional Neural
Networks (CNNs) for Direction of Arrival (DOA) estimation
This chapter studies DOA using a CNN. The work is oriented to studying the impact
of various data types for training purposes, including speech and music. We explore
variations of these data, including the use of synthetic data, by means of a Generative
Adversarial Network (GAN). The main focus is the data available for training
constraint.
Summary of contributions in Chapter 6
• We showed that training with speech data, as opposed to noise, produces an
average improvement of 3% on the accuracy of DOA estimates for test speech
signals and 17% when the test signals belong to one of three other classes;
• We showed that training with music data from a dataset produces an average
improvement of 19% in accuracy compared to training with noise;
• We proved that synthetic speech data generated using a state-of-the-art
GAN [14], which can be generated automatically, is as effective in training as
using real human speech;
• We concluded that music data performs better than speech data for training
when obtained using real sound recordings: however, when they are synthetically
generated using a GAN, speech data produces better results than music data;
• We compared with GCC, and showed that a Deep Neural Network (DNN)
trained with speech is 125% more accurate when the test and training envi-
ronments have similar reverberation, and comparable when the reverberation
levels are different.
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Chapter 7: Conclusions
This chapter summarises the conclusions derived from our work, as well as future
directions to explore for further research.
1.4 Declaration of Authorship
The continuous use of “we” and “our” throughout the text is a matter of writing
style. This thesis and the work presented in it are my own, and has been produced





The Physics of Sound
This chapter is intended as an introduction to the basic concepts of sound as a
physical phenomenon. It begins with an explanation of the sound wave equation and
its three main components: pressure, density and displacement. Next, it illustrates
the way sound is measured and how frequency is interpreted. Third, it briefly
summarises the main principle of reverberation. And finally, we explain the working
principle of the Image Source Method (ISM) for simulated room acoustics. These
concepts are fundamental to the understanding of the work presented in this thesis.
2.1 The Sound Wave
Sound is a wave, therefore it transfers energy from a source to a destination [15].
When someone is playing guitar, for instance, the guitar’s strings vibrate, pushing
air particles (molecules) back and forth. The particles are not in fact moving very
far from their original position, but create a pattern that forms the wave. In this
process, they transfer energy from the guitar to the ear. When the vibration reaches
our ears, our brain interprets it as sound [16].
Sound requires a medium in order to be propagated. In a vacuum, for example,
where there are no air molecules, there is no sound. In air on the other hand, the
speed of sound is 343 m/s [15], concerned in the applications of this thesis.
Propagating a wave requires a restoring force, as well as some inertia in the
medium [17]. In the guitar example, the vibration of the guitar strings moves the
particles, causing the compression of the air molecules due to motion. The result of
this is that more particles will be in the same area, causing an increase in density and
pressure. The increase in pressure generates a restoring force, driving the motion of
the particles (in both ways), and allowing the transmission of the wave [18]. Since the
displacement of the medium is parallel to the propagation of the wave, we can refer
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to sound as a longitudinal wave. In contrast, in transverse waves, the displacement
of the medium is perpendicular to the direction of the wave [19].
In the case of sound, the pressure generates a force applied negatively to the
pressure gradient that is, from the regions with high pressure to the ones with low
pressure. When the air molecules are displaced away from the sound source, there is
more compression, because they gather together with other particles. When they
are displaced closer to the sound source, then the density of particles decreases, as
well as the pressure [18].
Fig. 2.1 illustrates a longitudinal wave, where the pressure is represented as a
function of distance. When the air molecule density is high, the pressure reaches its
maximum point (compression). On the other hand, when the particles are scattered
and the density is low, the pressure reaches its lowest point (rarefaction). The
representation of sound by a sine wave is an attempt to illustrate the sinusoidal
nature of the pressure-time fluctuations. It should not be concluded, however, that









Figure 2.1: Longitudinal wave with pressure as a function
of time. When the air molecule density is high, the pressure reaches
its maximum point (compression) and when the particles are scat-
tered and the density is low, the pressure reaches its lowest point
(rarefaction).
2.1.1 Wave Equation
Three elements are present in the acoustic wave [19]:
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• Pressure (P): related to the compression of the particles.
• Density (ρ): the number of particles per unit area.
• Displacement (D): how far the particles have moved away from their original
position.
Fig. 2.2 illustrates the relationships between these elements. Our concern is to













Figure 2.2: Wave Equation. Relationships between the wave
equation elements: Pressure (P), Density (ρ) and Displacement (D)
Euler (P and D)
First of all, let us illustrate the relationship between P and D by a formula. We
already know by Newton’s Second Law that F = ma. Moreover, we know that
volume is expressed by (A∆x), where A represents the area in which the particles
are located and ∆x their displacement. Therefore, we can express the mass as the
multiplication of volume by density, ρ, and the acceleration as the second derivative





We know by the definition of Pressure, P , in physics that P = FA [20], therefore
we can express F in terms of the pressure, P , as stated in Eq. 2.2,2.3 and 2.4.
F = PA (2.2)
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F = A(P (x1)− P (x2)) (2.3)
F = A
∆x(P (x1)− P (x2))
∆x
(2.4)
Since both expressions of F are equivalent, we can derive Eq. 2.6, which is known
as the Euler Formula. The Euler Formula demonstrates the relationship between














Conservation of Mass (D and ρ)
The Displacement, D, and the density, ρ, are related through the pressure, P . Since
P = P0 + Pw and ρ = ρ0 + ρw, we can calculate P (ρ) through a Taylor expansion,
as presented in Eq. 2.7.
P (ρ) = P (ρ0) +
δP
δρ
+ · · · (2.7)
Which is equivalent to P = P0 + Pw. Combining the second term from Eq. 2.7





We can determine δPδρ experimentally by altering the density and measuring how
much the pressure changes. This leads to Bρ , which replaces
δP
δρ in the previous









Finally, to determine the relationship between ρ and D we need to analyse what
happens to the displacement when we have large values for density. Fig. 2.3 illustrates
what happens with the density with respect to the gradient of the displacement:
when the gradient is negative, we have a higher density value, while when the gradient
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Figure 2.3: Relationship between the density and the gradi-
ent of the displacement. When the gradient (purple) is negative,
we have a higher density value. In contrast, when the gradient is
positive, we have a lower density value.
Wave Equation (ρ and D)
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Setting c as the the speed of sound in the air, c2 = Bρ0 , Eq. 2.16 can be expressed








As explained in the previous section, sound is a wave that transfers air particles
back and forth. When these particles reach a target, e.g. a microphone, the pressure
that these particles apply can be measured in order to determine the loudness of
the sound. In the International System of Units, the unit of sound pressure is the
pascal (Pa), which is equivalent to one newton (N) of force applied over an area of
one metre squared (m2). However, since using such a large scale is hardly practical,
a logarithmic scale in decibels (dB) was introduced [21]. Eq. 2.18 illustrates how the
units in pascal relate to the decibel measurement. P is the sound pressure and P0
is the reference sound pressure, equal to 20µPa, which corresponds to the lowest
hearing threshold of a young and healthy ear [22].






The scale of sound audible to the human ear ranges from 0 dB (hearing threshold)
to 120-140 dB (pain threshold) [18].
2.3 Sound Frequency
Frequency is a property of sound related to pitch. In the International System of
Units, frequency is measured in hertz (Hz), equivalent to 1 vibration per second [23].
Fig. 2.4 shows two sample Pressure vs Time plots. The first plot is an example of
a sound wave with high frequency while the second one is an example of a sound wave
with low frequency. The plots illustrate the time between successive high pressure
points, known as the period. For a high frequency, the period is small, while for a
low frequency, the period is high.
The wavelength (λ) is the spatial period of a periodic wave, that is, the distance
(the period corresponds to the time) over which the wave repeats. The wavelength
is traditionally calculated by measuring the distance between wave peaks; however,
when we know the wave frequency (f) and the wave speed (c), we could use Eq. 2.19
to calculate the wavelength.

















Figure 2.4: Frequency. Examples of Pressure vs Time plots
illustrating a high and a low frequency respectively.
The scale of human hearing ranges from 20 Hz to 20 kHz. Speech is typically
between 100 Hz to 1 kHz, while the peak sensitivity of human hearing is around
4 kHz. Sounds that have frequencies above the human hearing range are called
ultrasound, while the ones below are called infrasound [24]. Some commonly known
frequency values are the highest note of a soprano singer (2048 Hz), blue and fin
whales (17 - 30 Hz), clapping (2.2 - 2.8 kHz), bat sonar clicks (25–80 kHz) and
medical ultrasound (1–20 MHz) [23].
Sounds can be classified according to the frequency range they occupy. A sound
is said to be narrowband when its energy is distributed over a relatively small section
of the audible range. On the other hand, when a sound is distributed over a wide
section of the audible range, it is classified as wideband or broadband.
2.4 Reverberation
The term reverberation refers to the persistence of sound after the sound itself is
produced [25]. This phenomenon is caused by the interaction with the environment
(walls, clothes, etc.) that occurs as a sound travels from the source to the target.
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Examples of these interactions include transmission/refraction, reflection and/or
diffraction [24]. Fig. 2.5 illustrates the path that the sound follows from the source
(speaker) to the target (microphones) for a non-reverberant (black arrow) and
reverberant (gray dotted arrow) situation. In the non-reverberant scenario, the
sound follows a direct path straight from the speaker to the microphone, while in the
reverberant scenario the sound reflects off the wall before reaching the microphone.
Direct path Reverberation
Figure 2.5: Reverberation. Path followed by a sound from the
source (speaker) to the target (microphones) for a non-reverberant
(black arrow) and reverberant (gray dotted arrow) situation.
Reverberations normally cause alterations in the sound amplitude, as well as in
its spectrum [26]. The most common way to measure reverberation is in seconds,
using a term known as T60. This is defined as the time that it takes for the sound
pressure level to reduce by 60 dB [25].
Echoes are normally associated with reverberation, however the main difference
between the two is the time they take to reach the target. Reverberations reach
their target within less than 50 ms, which results in the waves being perceived by
the brain as a continuous sound. Echoes rearch their target between 50 ms and 100
ms [27], resulting in the sounds being perceived as separate events by the brain,
as opposed to one extended event, as in the case of reverberations. In both cases,
however, reverberations and echoes could last for several seconds.
Reverberations are normally linked to the room in which the sound source is
present, and influenced by the size, shape and materials involved [26]. Examples
of room reverberation values include kindergartens (0.4 s), offices (0.7 - 0.4 s),
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classrooms (0.6 - 0.4 s), music rehearsal rooms (1.2 - 0.9 s), homes (0.9 s), bedrooms
(0.5 s), and restaurants (0.8 - 0.7 s). This means that within a kindergarten, it would
take 0.4 seconds for the sound pressure level to reduce by 60 dB, while inside a home
the same reduction in the sound pressure would take 0.9 seconds.
2.5 Image Source Method (ISM)
The concepts presented in this chapter come together in the well-known ISM, origi-
nally proposed by Allen & Berkley in 1979 [28]. This method takes into account the
physics of sound to generate a synthetic Room Impulse Response (RIR), meaning
that it creates a transfer function between a sound and an acoustic sensor. What
results are simulated signals for a microphone array inside a room. This is relevant
in our work since we use a simulator based on this method for our experiments in
future chapters.
The ISM assumes that the sound propagates along straight lines or rays. Based
on these assumptions, the method mirrors the original sound source, such that it is
located on a line perpendicular to the wall, at the same distance from the original
source, with the result that there is a straight path (ray) between the mirrored source
and the receiver. This mirrored source was called the “image source” [26]. Fig. 2.6
illustrates an example. Since the sound energy travels at a fixed speed along these
rays, the energy in each ray decreases 1/r2, where r is the total distance travelled by
the ray [29].
The original implementation is performed in the time-domain, leading to certain
limitations. Lehmann & Johansson proposed an implementation using a frequency-
domain simulation of the image sources, while implementing a phase inversion upon
each sound reflection at the room boundaries [30]. We use this implementation to
generate the simulations for our experiments.
2.6 Microphone Arrays
Microphone arrays are a fundamental tool in the experimental evaluation in future
chapters. Since they take into account important physical properties of sound, this
section will summarise those of them most relevant to our work.
One important aspect in the design of microphone arrays is the number of
microphones they possess. It is well established in the theoretical and experimental
literature on microphone arrays that the performance of a microphone array improves





Figure 2.6: Example of an “image source” representation.
An imaginary source is placed on a line perpendicular to the wall (gray
dotted line), at the same distance from the original source, with the
result that there is a straight path (black line) between the mirrored
source and the receiver.
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linearly as the size of the array grows [31]. This is, however, constrained by the
spacing and availability of the microphones. Moreover, the increase in the number
of microphone increases the computation needed to process the signals. Something
similar occurs with the sampling frequency of each microphone. A high sampling
frequency allows the calculation of more accurate Time Difference of Arrival (TDOA),
as it will be presented in Chapter 3. However, as the length of the signal increases,
the computation required also increases. Thus we can conclude that the number of
microphones and the sampling frequency causes a trade-off between accuracy and
efficiency.
Another factor considered in microphone array design is the distance between the
microphones, which is closely related to the concept of aperture. The aperture refers
to a spatial region that transmits or receives propagating waves. In acoustics, an
aperture is an electroacoustic transducer that converts acoustic signals into electrical
signals, e.g. microphone, or vice-versa, e.g. loudspeaker. The beam pattern/aperture
directivity pattern is known as the aperture response, which is a function of the
direction of arrival and frequency [32]. Therefore, the microphone array aperture
tells us from which spatial region the array is receiving sound waves. The beamwidth
is directly related to the spacing, d, between microphones. Increasing d leads to
larger array aperture, which leads to more noise reduction. The issue arises when d
is larger than half of the wavelength, causing spatial aliasing [33], which is an effect
that causes different signals to become indistinguishable (or aliases of one another)
when sampled.
2.7 Far-Field and Near-Field
One of the main applications of microphone arrays is the localisation of sound sources.
This could be done by either estimating the Direction of Arrival (DOA) (angle) or
the exact location in 3D space (x,y,z coordinates). The possibility to calculate one
or the other depends on whether the source is located in the near field or in the far
field.
Sound sources located at least 2 wavelengths away from the microphone array
are said to be on the far-field. When the distance between the source and the array
is smaller than 2 wavelengths, we say that the source is located on the near-field [34].
Since the wavelength is a function of frequency, concepts of far-field and near-field
are also a function of frequency. Moreover, the distance between the source and the
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array depends on the separation between the microphones, and therefore the far-field
and near-field are also a function of the array size.
Far-field localisation assumes that the source is located far enough from the
microphone array that the waves that reach the microphones are planar [35]. In this
case, it is only possible to estimate the DOA.
On the contrary, when the source is assumed to be on the near-field, the wave fronts
are spherical waves, and both the DOA and the range parameters (3D coordinates)




Acoustic Source Localisation (ASL) refers to the ability to identify the spatial location
of an object or person emitting a sound. This could be done either by determining
the relative angle from which the sound emanates, also known as Direction of
Arrival (DOA), (θ), by finding the exact location in 3D space (x, y, z) at which
the object or person is positioned or by estimating the 2D angles, azimuth (θ) and











Figure 3.1: Our Acoustic Source Localisation (ASL) liter-
ature classification. It comprises six different type of methods.
Our contributions (highlighted in bright pink) in this thesis are in
Time Difference of Arrival (TDOA)-based approaches (Chapter 4 and
Chapter 5) and feature-based approaches (Chapter 6). A steering-
based approach (highlighted in light pink) will be used as the baseline
(Chapter 4).
Given the application of ASL in multiple domains, the literature is rich in a variety
of approaches to solve the problem. On the other hand, this has meant authors have
different versions of how these approaches should be classified. An early classification
was proposed in [37,38], which included three types of approaches: subspace based
techniques, microphone array beam scanning and TDOA-based approaches. In [39]
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the authors add to this list adaptive multichannel time delay estimation using blind
system identification based methods, probabilistic model based methods such as
maximum likelihood method and methods based on histogram analysis of narrowband
DOA estimates. Other authors in [40] propose a more general classification, based
on criteria such as the source location, number of sources and type of features used.
Our classification of the literature is based on that proposed in [1] and our own
criteria connected with the work presented in this thesis. Fig. 3.1 summarises our
view of the ASL literature. This chapter will summarise each of these approaches,
highlighting their strengths and weaknesses. Moreover, at the end of the chapter
we will present a summary of the literature, stating the reason for choosing some
of these approaches in the rest of the thesis. Finally, each of the following three
chapters presents a more detailed review of the related work, in order to clarify our
contributions to the ASL literature.
3.1 TDOA-Based Approaches
Time Difference of Arrival (TDOA)-based approaches are one of the most popular in
Acoustic Source Localisation (ASL) estimation. Fig. 3.2 illustrates the TDOA-based
ASL pipeline, which comprises three steps: the recording of the acoustic signal,
considering the principles explained in Chapter 2, TDOA, explained in Section 3.1,
and localisation, summarised in Section 3.1.2. Since various steps are involved, some
authors refer to this group as indirect methods. Since the next couple of chapters
involve the use of these sorts of methods, this section will present a summary of
TDOA-based approaches in the literature.
TDOARecordedSignal Localisation
Figure 3.2: TDOA-based ASL pipeline. It comprises three
steps: the recording of the acoustic signal (Chapter 2), TDOA (Sec-
tion 3.1) and localisation (Section 3.1.2).
3.1.1 Cross-Correlation Based Methods
The most important step in correctly estimating Direction of Arrival (DOA) or
accurately localising the 3D position of a sound source is the estimation of TDOA,
τ , among different microphone pairs. In this context, Cross-Correlation (CC) is
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one of the oldest yet most common methods used to find the TDOA between
microphones [41, 42].
The underlying assumption is that the microphone array has only two microphones,
and therefore this first set of methods will focus solely on the cross-correlation between
two microphones.
The CC between two signals y1(k) and y2(k+ p) is defined by Eq. 3.1 [43]. This
equation represents a convolution between two signals in the time domain. E[·]
denotes mathematical expectation.
rCCy1y2(p) = E[y1(k)y2(k+ p)] (3.1)
The value of p at which rCCy1y2(p) reaches its maximum value is the point at which
the signals are the most similar [44], and therefore represents the TDOA as illustrated
by Eq. 3.2.
τ̃CC = arg max
p
rCCy1y2(p) (3.2)
The calculation of the cross-correlation is extended to the frequency domain in a
method called Generalized Cross-Correlation (GCC) [43]. In this case, instead






where φy1y2(f) is expressed by Eq. 3.4, Y1 represents the Discrete-Time Fourier
Transform (DTFT) of the signal y1 and Y ∗2 is the complex conjugate of its DTFT. p




The value of τ is again calculated as the value that maximizes the GCC, as
expressed by Eq. 3.5.
τ̃GCC = arg max
p
rGCCy1y2 (p) (3.5)
Different GCC methods may be applied [1], according to the chosen value of
ϑ(f) [1].
• Classical Cross-Correlation: Corresponds to the case where ϑ(f) = 1 [45].
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• Smoothed Coherence Transform (SCOT): To mitigate the impact of
fluctuating levels in the speech source signal, it is common to pre-whiten the





• Generalized Cross-Correlation Phase Transform (GCC-PHAT): Since
the TDOA depends on the phase, rather than on the amplitude on the spec-
trum, the amplitude can be discarded, keeping only the phase [47]. This is





The methods we have discussed so far are applied when we have only two
microphones. When we have a microphone array of more than two microphones, the
redundant information, that is, the same signal in all of them, is taken into account to
calculate the TDOA. The key is to use the spatial correlation matrix, and therefore
this technique uses the Multichannel Cross-Correlation Coefficient (MCCC),
which measures the correlation among outputs of an array system [1]. Therefore, it
could be seen as a generalisation of CC.
Eq. 3.9 shows the matrix [48].
Ra(p) = E[ya(k, p)yTa (k, p)] (3.8)
Ra(p) =

σ2y1 ra,y1y2(p) . . . ra,y1yN (p)
ra,y2y1(p) σ
2
y2 . . . ra,y2yN (p)... ... . . . ...




with the aligned (subscript a) signal vector, and
σ2yn = E[y
2
n(k)],n = 1, 2, ...,N (3.10)
ra,yiyj (p) = E{yi[k+Fi(p)]yj [k+Fj(p)]}, i, j = 1, 2, ...,N , (3.11)
Eq. 3.12 represents a way in which the matrix can be factorised.
Ra(p) = ΣR̃a(p)Σ (3.12)
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Eq. 3.13 shows the sigma matrix [49], which is a diagonal matrix.
Σ =

σy1 0 . . . 0
0 σy2 0 0
... ... . . . ...
0 0 . . . σyN
 (3.13)
Eq. 3.14 shows the R̃a matrix, where ρa,yiyj (p) is the correlation coefficient
between the ith and the jth aligned microphone signals as illustrated by Eq. 3.15.
R̃a(p) =

1 ρa,y1y2(p) . . . ρa,y1yN (p)
ρa,y2y1(p) 1 . . . ρa,y2yN (p)
... ... . . . ...





i, j = 1, 2, ...,N , (3.15)
The MCCC is linked to the normalised spatial correlation matrix by Eq. 3.16
[33].






The MCCC has the following properties [1]:
1. 0 ≤ ρ2a,y1yN (p) ≤ 1
2. ρ2a,y1:yN (p) = 1 if two or more signals are perfectly correlated
3. ρ2a,y1:yN (p) = 0 if all signals are completely uncorrelated
4. If one signal is completely uncorrelated with the others, the MCCC will measure
the correlation among the remaining signals.
Using these definitions, we can say that to find the delay we need to maximise
the MCCC as expressed by Eq. 3.17.
τ̃MCCC = arg max
p
ρa,y1:yN (p) (3.17)
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From Eq. 3.16, we can see that the problem is equivalent to minimising the
determinant of Ra(p) [50], as expressed by Eq. 3.18.
τ̃MCCC = arg min
p
det[Ra(p)] (3.18)
The main advantage of the GCC methods is that they are computationally
efficient. Moreover they have been well studied and perform well in moderately noisy
and non-reverberant environments. Their main drawback is however their sensitivity
to reverberation, given that they assume an ideal free field model of the room in
which no reverberations are present.
3.1.2 Localisation
Once we have estimated the TDOA, we can proceed to localising the acoustic source,
either by finding the direction (angle) at which the source is located, known as
DOA, or by computing the exact 3D coordinate (x, y, z) at which the source is
positioned [37]. The choice of one or the other depends on our assumption of where
the source is located.
Sound sources located at least two wavelengths away from the microphone array
are said to be on the far-field. When the distance between the source and the
array is smaller than two wavelengths, we say that the source is located on the
near-field [34]. Since the wavelength is a function of frequency, then concepts of
far-field and near-field are also a function of frequency. When the source is assumed
to be on the far-field, the wave fronts are plane waves, therefore we can only estimate
the DOA. On the contrary, when the source is assumed to be on the near-field, the
wave fronts are spherical waves, and both the DOA and the range parameters (3D
coordinates) should be determined to localise the source [36].
This section summarises the methods used to localise acoustic sources both in
the far-field (Section 3.1.2) and near-field (Section 3.1.2).
Far-field Localisation: Direction of Arrival (DOA)
Far-field localisation assumes that the source is located far enough from the micro-
phone array that the waves that reach away from the microphones are planar [35].
Fig. 3.3 illustrates sound waves arriving at a linear microphone array consisting of
two microphones.
This model assumes an array of N sensors, with outputs illustrated by Eq. 3.19.
n = 1, 2, ...,N , αn are the attenuation factors due to propagation effects, s(k) is the






Figure 3.3: Planar waves reaching the microphone array
from a source located on the far-field. θ is the incident angle of
the planar wave, corresponding to the DOA.
source signal, t is the propagation time from source to sensor 1, vn is an additive
noise signal and τ is the TDOA [37].
yn(k) = αns[k− t−Fn(τ )] + vn(k) (3.19)
In the example of Fig. 3.3, with τ12 being the TDOA between microphones 1 and
2, Eq. 3.20 illustrates how this relates to the DOA, θ. d is the distance between the











Generally, the TDOA in a microphone array with N equidistant microphones is
represented by Eq. 3.22.




Far-field localisation will be studied in detail in Chapter 5, in which a TDOA-based
algorithm will be proposed for DOA estimation.
Near-field Localisation: 3D Coordinates
When a sound source is located on the near-field, the wave fronts are spherical
waves, and therefore both the DOA and the range parameters (3D coordinates) could
be determined to localise the source. This section summarises the methods used
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to localise the source in these scenarios and highlights the main advantages and
drawbacks associated with them.
Let us start by assuming that the Time of Arrival (TOA), t̃i, of the acoustic
signal at the i-th microphone is given by Eq.3.23.
t̃(θi) = t(θi) + η (3.23)
t(θi) is the time it takes the signal to travel from the source s to the i-th
microphone, mi, as illustrated by the dotted lines in Fig. 3.4. t∗ represents the delay
in signal arrival common to all microphones, given by the time between the moment
when microphones are turned on and the moment when the signal is transmitted.
s̃ is the estimated source location and η is the noise associated with the Times of
Arrival (TOA) calculation.
The distance associated to t(θi), which corresponds to the euclidean distance
between s and the microphone mi, is presented in Eq. 3.24.
‖mi − s‖ =
√
(sx − r cos θi)2 + (sy − r sin θi)2 + sz2 (3.24)









+ t∗ + η (3.26)
Near-field localisation relies on the estimation of TOA at the sensors (microphones)
or TDOA between microphones pairs in order to leverage the most likely source
location using multilateration and solve by means of Least-squares (LS) [51]. The
main idea of LS methods is to minimise a function that is zero when there is no
noise in the TOA or TDOA estimations. A variety of error functions have been
defined, based on hypothesised parameters of the observed data, deriving various LS
estimators. Traditionally, two approaches have become very popular: hyperbolic and
spherical LS error functions.
In the case of the hyperbolic LS error functions, the idea is to minimise the
total error between the measured TDOA and the TDOA predicted by the geometry,
assuming a target position. This means that the LS optimisation function is using
the TDOA among microphone pairs [52]. We assume that the TDOA, τ , between
the i-th and j-th microphone are defined by Eq. 3.28.
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τij = t̃(θi)− t̃(θj) (3.27)
τij = t̃(θi)− t̃(θj)
τij =
‖mi − s‖ − ‖mj − s‖
c
(3.28)
τ̃ij is the TDOA calculated using the microphone signals using methods such as










Since this function is non-linear, minimising it leads to a computationally intensive
solution as the number of microphones increases. Additionally, the hyperbolic function
is very sensitive to noise, especially for far-field sources.
On the other hand, in the case of the spherical LS error functions, multilateration
is defined as the intersection of spheres centred at the microphones [37], as illustrated
by Fig. 3.4a. The spheres have been represented as circles for simpler visualisation.
Fig 3.4a illustrates an ideal scenario, in which there is no noise in the calculations,
and therefore the circles intersect exactly at a single point corresponding to the source
location. Fig. 3.4 illustrates the case in which the TOA or TDOA measurements
are noisy, requiring us to use LS optimisation in order to find the most likely source
location [53].







‖mi − s̃‖ − ‖mi − s‖
)2
(3.30)
In general, TDOA-based localisation copes well with narrowband as well as
broadband signals. Moreover, these methods can be used in different sampling
rates and microphone array size. The main drawback is their dependency on the
TDOA calculation, since high noise in the estimation could lead to very inaccurate
localisation.
In Chapter 4 a method for near-field estimation will be evaluated using various
microphone array configurations, while Chapter 5 will present an algorithm for
TDOA estimation using few signal samples.







Figure 3.4: Spherical Least-squares (LS) error function.
Represented by intersection of spheres (circles in 2D) centred at
the microphones for the case in which (A) the calculations do not
have noise (orange dot) and (B) when they do (orange area).
3.2 Subspace-Based Techniques
There is a set of methods that is based on high-resolution spectral analysis, which
includes eigenanalysis-based techniques. The most popular of these methods is
the well-known MUltiple SIgnal Classification (MUSIC) [54]. These methods
perform statistical fit for Direction of Arrival (DOA) with respect to a spatio-spectral
correlation matrix derived using the signals recorded at the sensors. The spatial
correlation in this case is given by Eq. 3.31
Ra(p) = Rs(p) + σ2vI (3.31)
where the source signal covariance matrix Rs(p) is represented by Eq. 3.32 [55],
where τ is the Time Difference of Arrival (TDOA).
Rs(p) =

σ2s rss,12(p, τ ) . . . rss,1N (p, τ )
rss,21(p, τ ) σ2s . . . rss,2N (p, τ )
... ... . . . ...
rss,N1(p, τ ) rss,N2(p, τ ) . . . σ2s
 (3.32)
and
rss,ij(p, τ ) = E{s[k− t−Fi(τ ) +Fi(p)]s[k− t−Fj(τ ) +Fj(p]} (3.33)
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When p = τ , the matrix has rank 1. Based on this property, the problem is
formulated as a maximisation problem, as presented by Eq. 3.34, where bn is an
eigenvector of Ra(p) [56].





The main limitation of these approaches is that they assume that the signal needs
to be statistically stationary and originally narrowband (a broadband MUSIC has
been developed [57]). Moreover the source needs to be located in the far-field of the
sensor array and the multipath effect is not taken into account. These constraints
mean that the algorithm is unsuitable for speech sources or highly reverberant
environments.
3.3 Steering-Based Approaches
Steering-based approaches, also called direct methods by some authors, consist, as
the names suggests, of steering a microphone array and scanning across a room
for the highest energy output, which leads to an estimate of the direction of an
active source [37]. Included in this category are methods such as Steered Response
Power (SRP), in which a grid of candidate locations is used to find the sound source
position, while others, such as beamforming, are focused on enhancing the signal
coming from one direction.
In the case of SRP [58,59], with G being the grid of candidate locations, Eq. 3.35
illustrates the SRP of a spatial point s for each microphone pair. The Generalized







Eq.3.36 illustrates calculation for the source, s̃, by selecting the position that
maximises P (s).
s̃ = arg max
s∈G
P (s). (3.36)
Methods such as SRP generally present a trade-off between accuracy and efficiency.
On one hand, when a very dense grid is used, the localisation is more accurate, but the
algorithm computation time increases. The opposite happens when a grid is sparse.
In Chapter 4, we present a more detailed examination of the literature including
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these sorts of approaches. and SRP will be used as a baseline for comparison against
a Time Difference of Arrival (TDOA)-based localisation method in the near-field.
The other set of steering-based approaches falls into the beamforming category.
A beamformer is formulated as a spatial filter that operates on the outputs of a
sensor array in order to form a desired beam (directivity) pattern, decomposed in
two sub-processes: synchronization and weight-and-sum [1]. In simpler terms, the
goal is to enhance the signal coming from one direction while suppressing noise and
interference from other directions by steering the microphone array beamformer and
scanning for the highest energy output in the room.
The problem is formulated by Eq. 3.37, where yn are the N array outputs, given
N microphones. The equation means that we can represent any signal by the delay
of another plus some noise, where α is an attenuation factor due to the propagation
effect.
yn(k) = αns[k− t−F(τ )] + vn(k)
= xn(k) + vn(k),n = 1, 2, · · · ,N ,
(3.37)
Delay-and-sum is the most popular beamforming algorithm. As the name says, it
has two parts: delay the signals to align them and then sum the aligned signals. Eq.
3.38 illustrates the delay part, in which a signal is shifted according to the imputed
TDOA. In the Eq., va,s(k) = vn[k+F(τ )], where the subscript a implies that it is
a copy of the signal.
ya,n(k) = yn[k+F(τ )]
= αns(k− t) + va,n(k)
= xa,n(k) + va,n(k),n = 1, 2, ...,N ,
(3.38)
Eq. 3.39 illustrates the sum part, in which the aligned signals are added up. In
this equation αs = 1N
∑N














Another way to visualise the delay-and-sum beamformer is by visualising the
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corresponding beam pattern, defined as the magnitude of the the spatial filter’s
directional response [1]. Fig. 3.5. illustrates an example of a beam pattern.
Figure 3.5: Beam pattern (blue) [1]. The main lobe is pointed
at a direction of 0° while the side lobes point in various orientations.
Using Eq. 3.40 the directional response can be calculated, where θ is the incident











In this context, there are two commonly used metrics to asses the performance of
the beamformer. The first one is known as Maximum Sidelobe Level (MSL), which
measures the difference between the main lobe and maximum power of the first side
lobe in the beam pattern. In a beamformer with an ideal performance there would
be no sidelobes, however in the best case scenarios a low MSL would be desired.
Similarly, the Main Lobe Width (MLW) is also a commonly used metric. In general,
small beam width is desired, in order to have a good separation between the lobes.
3.4 Blind System Identification
There are a set of approaches that adopt the real reverberant model instead of a free-
field model, while also considering a single source and two microphones. Therefore,
these methods first identify the two channel impulse responses from the source
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to the two sensors and then measure the Time Difference of Arrival (TDOA) by
detecting the two direct paths. Given that the source signal is unknown, the channel
identification has to be a blind method [1].
One of these approaches is the Adaptive Eigenvalue Decomposition Algo-
rithm (AED). With Ryy as the covariance matrix of the two microphone signals
and w is the two impulse responses, then w is found as the normalized eigenvector
of Ryy corresponding to the smallest eigenvalue, as illustrated by Eq. 3.42, subject
to ‖w‖ = 1
ŵ = arg min wTRyyw, s.t.‖w‖ = 1 (3.42)
This is solved in an adaptive manner using a constraint least mean squares (LMS)
algorithm. After this algorithm convergence, the time difference between the direct
paths of the identified channel impulse responses, ĝ1 and ĝ2, corresponds to the
TDOA estimate as illustrated by Eq. 3.43.
τ̃ = arg max | ˆg1,l| − arg max | ˆg1,2| (3.43)
Similarly, Adaptive Blind Multichannel Identification Based Methods
calculate the TDOA by blindly identifying the impulse responses, but using more
than two microphones instead [1]. The main idea is that, in a two-channel system,
the zeros of the two microphones can be close, leading to an ill-conditioned system
that is difficult to identify: and therefore, when more microphones are employed,
this is less likely to happen.
3.5 Optimisation-Based Methods
There are another set of approaches again that frame the problem as an optimisation
method, either for Time Difference of Arrival (TDOA) estimation or direct Direction
of Arrival (DOA) or 3D localisation. Since some of these are based on very recent
approaches, such as compressed sensing, we believe that they join to form a large set
of approaches that can be condensed into a single category.
One large group of methods involves the use of compressive sensing. In [60] for
example, the authors formulate the localisation problem as the sparse approximation
of the measured signal in a specific dictionary of atoms. Compressive sensing
and Fast Fourier Transform (FFT)-based feature extraction are used to create the
atoms of the dictionary while sparsity is enforced via a circular grid. A similar
approach is presented in [61], in which the authors presented an application in
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distributed microphones arrays. They formulate the localisation problem as a sparse
recovery problem based on the compressive sensing theory. Similarly to the previous
approach, feature extraction is used, but using a discrete cosine transform (DCT).
Moreover, they use a dictionary learning method, as well as an improved block-sparse
reconstruction algorithm. Last but not least, another example of a compressed
sensing-based approach is presented in [62]. The article introduces an approach for
multiple source localisation in the near-field based on optimising the measurement
matrix to enforce the restricted isometry property from compressive sensing and
maximise the Signal-to-Noise Ratio (SNR).
Another example of this family of methods is presented in [63] using Basis
Pursuit Denoising (BPDN) and Continuous Basis Pursuit (CBP). These
methods create a dictionary of shifted signals and search for the support within
the dictionary and the corresponding coefficients that describe the received signal.
BPDN uses the `1 penalty and has an advantage over greedy methods because it
is guaranteed to converge to the global minimum solution. CBP surpasses BPDN
by introducing a bilinear model that finds the atoms of the dictionary which best
approximate the signal, and then improves that approximation by finding a coefficient
for a corresponding dictionary which perturbs the approximation closer to the original
signal. BPDN is not guaranteed to work since the signal may lie in an off-grid location,
while CBP is limited to the assumption of sparsity in the scene.
A different use of optimisation is presented in [64], in which the authors frame the
TDOA estimation as a constrained optimisation problem, using a known microphone
array geometry in order to estimate the set of feasible TDOA. The method can be
used in conjunction with an arbitrary number of non-coplanar microphones. The
authors extend their approach in [65] and [66], including experiments with real data,
the use of the branch and bound optimiser as well as arbitrarily-shaped microphone
arrays. The main drawback of this method is that it is limited to a single source
estimation and no reverberation is considered in the experimental setup.
3.6 Feature-Based Methods
Feature-based methods have appeared relatively recently with the rise of machine
and deep learning techniques in the last decade. The main methodology of these
approaches is either to extract certain features from the microphones’ signals in
order to estimate Time Difference of Arrival (TDOA) using a matching algorithm,
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or to some features together with the acoustic properties of the room to estimate
Direction of Arrival (DOA) directly.
An example of a recent work that extracts features is presented in [67], in
which the authors present an approach based on audio fingerprint features. They
subsequently perform self-localisation of an ad-hoc network of randomly distributed
devices in open space with low reverberation but heavy noise. The device localisation
framework calculates the distance using the difference between the maximum TDOA
and the minimum TDOA. The main limitation of this approach is the need to locate
sources at end-fire positions of the microphone array. This approach, as well as
related ones, will be explained in further detail in Chapter 5, in which it is used as a
baseline for comparison against our own feature-based method.
In the case of approaches that learn the features and the room acoustics in
order to directly estimate the DOA, the literature is relatively recent, since it
involves the use of Neural Networks (NN). However, given the popularity of NN, the
number of approaches has grown very quickly. Examples of these include speaker
localisation using a robot [68, 69], passive underwater sensing [70], antennas [71] and
acoustic emission localisation on a pipeline [72]. Moreover, some approaches used
for single localisation of a single speaker [4] have been extended to localise multiple
sources [73]. A detailed review of these approaches will be presented in Chapter 6, in
which the impact of various sound classes for training data in Convolutional Neural
Network (CNN) is studied.
The main advantages of these approaches is the large amount of possibilities
that could be explored, by considering new methodologies for feature extraction.
Moreover, in the case of NN the work is relatively recent and new approaches to
improve NN are developed everyday, some of which could be applied to Acoustic
Source Localisation (ASL). The main drawbacks of these approaches are that they
are very sensitive to training data and, in some cases, the NN have a tendency to
overfitting.
3.7 Summary
The literature in Acoustic Source Localisation (ASL) could be summarised as follows:
• The most popular approaches for ASL are the Time Difference of Arrival
(TDOA) based methods. They rely on the estimation of the TDOA among
microphone pairs, that is, the difference in time at which the signal arrives at
the different microphones. After this estimation, the algorithm proceeds to
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estimate the location of either the Direction of Arrival (DOA) when the source
is located in the far-field or the exact 3D source estimation when it is located
in the near-field. On the one hand, the main drawback of these methods is
that they are very dependent on a highly accurate TDOA estimation. On
the other, their main advantage is that they cope well with both narrowband
and broadband signals while being computationally efficient. Moreover, the
localisation resolution can be flexibly adjusted by varying the sampling rate
and the size of the microphone array. The research that we will present in
Chapter 4 is concerned with these methods, because their flexibility with
different microphone configurations and their efficiency will allow us to test
them in a variety of signals and scenarios. We will show how the number of
microphone pairs and their configuration could play an important role in the
performance of TDOA-based methods, even when the TDOA estimation is
very noisy.
• The most often used method to estimate TDOA is Cross-Correlation (CC).
The main advantage of these methods is that they are computationally efficient
while performing well in noisy conditions. Their main limitation is their low
robustness to reverberation, given that they assume a free field room model.
These methods are chosen in Chapter 4 given their robustness to noise, their
efficient TDOA estimation, and their ability to work for various types of signals.
Moreover, in Chapter 5 they are used in binary signals, given their flexibility
to work for various types of input.
• After the estimation of TDOA among two or more microphone pairs, localisation
by either DOA estimation or 3D calculation is the next step. In this context, the
main limitations of TDOA-based approaches are their sensitivity to the TDOA
estimation and, in the case of multilateration, the risk that the optimisation
function falls into local minima. In Chapter 4 we will present our solutions,
developed with the aim of overcoming these limitations.
• Subspace-based techniques, such as the popular MUltiple SIgnal Classifica-
tion (MUSIC), perform a statistical fit for DOA with respect to the spatio-
spectral correlation matrix that is derived from the recorded signals. The main
advantage of these methods is their ability, as the name suggests, to estimate
the DOA of multiple signals. However, their main limitation is the assumption
that the signal needs to be statistically stationary and narrowband. Moreover,
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the sources need to be located in the far-field and the algorithm performs
poorly in highly reverberant environments.
• Steering-based approaches are one of the most accurate methods used in ASL.
The main problem resides in the trade-off that appears when choosing the
grid in which the source is going to be searched: a sparse grid will produce
a very inaccurate localisation, however a very dense grid will carry a high
computational cost. A instance of this family of methods, Steered Response
Power (SRP), will be used in Chapter 4 as a baseline for comparison given the
high accuracy obtained.
• Blind system identification was also a very popular technique for ASL, con-
sidering that it takes reverberation into account. The main drawback is that
it relies on the blind estimation of the impulse responses to estimate TDOA.
This can be complicated when the zeros in the two channels are close, leading
to an ill-conditioned system that is either difficult to identify or unidentifiable.
• Optimisation-based approaches are a relatively new family of methods that, as
the name indicates, formulate either the DOA or TDOA estimation using opti-
misation techniques. The main limitation of these methods is the assumptions
made about the function, such as sparsity, in the case of compressive sensing,
which limits its application in real scenarios.
• Finally, feature-based methods are the most recent set of approaches used in
ASL. The main drawback is the difficulty in finding the right feature space
or Neural Networks (NN) architecture for the problem. However, when these
obstacles are overcome, these algorithms are known to be very accurate, given
the advantage of learning techniques. Since they have been developed very
recently, there are still a lot of paths to explore in their use. For this reason, in
Chapter 5 we develop a feature-based algorithm oriented to compression, using
computer vision-based techniques. Similarly, in Chapter 6 we study the use of





Optimal Array Configuration and
Microphone Pairs
4.1 Introduction
Localisation is the problem of estimating the position of objects in 3D space. Despite
the advances in localisation using visual features, the use of audio sensing continues
to offer important advantages, such as reliability under poor illumination, inexpensive
sensing equipment and the use of signal processing (1D) tools. There have been
attempts to use audio localisation both in robotics [74] and in scene understand-
ing [75]. Acoustic Source Localisation (ASL) is typically achieved by leveraging
known discrepancies in measurements of the emitted signal at multiple locations.
ASL algorithms may exploit differences in time, amplitude, or both.
Some approaches to ASL, such as the Steered Response Power (SRP) [58, 59],
solve directly for the most likely position of the sound source amongst a grid of
candidate locations. In contrast, ‘‘indirect” methods first estimate the Times of
Arrival (TOA) at the sensors (microphones) or the Time Difference of Arrival (TDOA)
across pairs of microphones, and then use this information to infer the source position
via multilateration [2, 51]. Although indirect methods are simpler to express as a
least squares optimization [37], the resulting objective function is non-convex and
often does not lend itself to an analytical solution. Various reformulations of these
methods using weighted least squares, convex constrained least squares [76], total
weighted least squares [77] and weight constrained total least squares [78] have been
analysed in the literature. Direct methods are believed to be more robust to noise
and reverberation [58]. Section 4.2 presents a more detailed review of these methods.
A uniform circular array of microphones [79, 80] or a ring configuration [81]
are common choices for taking measurements since azimuthal angles to sources are
considered more important than elevation. The advantage of acoustic cameras with
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such arrays is that they can focus on specific targets [82,83], which is useful for speech
processing. Recent studies have shown the resolution in elevation to be improved by
using a 2.5D circular array [84]. While there have been a few studies examining the
use of spherical arrays, multiple spheres [85], randomly placed microphones [86,87]
and spiral configurations [88], there is little analysis of the impact of an array’s
geometric structure on particular optimisation algorithms for ASL.
Given various applications in which the use of a variety of microphone array
configurations has a positive impact on results, such as speech enhancement [82] or
traffic noise analysis [89], our hypothesis is that using one particular microphone
configuration over another could also bring more accuracy to the estimation of sound
source localisation. Moreover, we believe that indirect methods could be fast and
reliable when used in combination with the right amount of microphone pairs.
In this research, we adopt an optimisation (sequential least squares programming)
approach to indirect ASL. We focus on localising a single source, though other
work directed towards estimating TDOA for multiple sources is directly applicable.
Although the objective function we choose is non-linear and non-convex, we show
using simulation and real data that the method is robust to noise and reverberation.
Our experiments verify that the technique is comparable to SRP for real data while
being 6× more efficient to compute. Using this optimisation scheme, we study the
localisation error resulting from different geometric structures in the microphone
array. Our results show that circular arrays produce the highest errors (across space)
and are therefore least desirable.
In summary, in this work:
• we showed that direct optimisation of the well known formulation for ASL
yields errors similar to the state of the art (SRP) with 6 times less computation.
• we showed using both simulation and real data that the method is robust to
noise and reverberation.
• our results have shown that circular arrays lead to higher localisation error
than spiral and wheel configurations when considering large regions of space.
4.2 Related Work
This section summarises the literature related to our work in this chapter. It starts
by presenting the literature in Acoustic Source Localisation (ASL) using Least-
squares (LS) (Section 4.2.1) and Steered Response Power (SRP) (Section 4.2.1).
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Next, we present a brief description of the methods that have used microphone array
configurations as a means to improve results. Finally, we finish with a summary of
the most closely related works, and the way they differ from our current work.
4.2.1 Acoustic Source Localisation (ASL)
As previously stated, ASL can be solved using either direct methods, such as SRP, or
indirect ones such as multilateration. This section presents a succinct overview of the
approaches that will be used throughout the rest of this chapter: LS estimators and
SRP. A more general summary of ASL was presented in Chapter 3, and included a
much broader classification.
Least-squares (LS)
Multilateration approaches estimate the Time Difference of Arrival (TDOA) across
sensors and use this information, together with an optimisation function, in order to
find the source location. LS approaches have been widely employed in such scenarios,
with a primary focus on robustness to noise and reverberation by avoiding falls into
local minima.
One of the early approaches to indirect ASL was presented in [51]. This proposes
a Linear-Correction Least-Squares (LCLS) estimation method for acoustic source
localisation. The criteria used for optimisation are the hyperbolic LS error function
and the spherical LS error function. The proposed approach is compared against
spherical interpolation, and quadratic-correction LS estimators with and without
iterations in the second correction stage, showing that the proposed approach yields
superior performance.
Various reformulations of these methods followed, with the aim of improving
localisation, in [77], researchers propose an algorithm based on Constrained Total
Least-Squares (CTLS). This is solved using a numerical method based on Newton’s
optimisation method, guaranteeing convergence to the global minimum. Results
show that CTLS outperforms [51] in terms of location accuracy and computational
complexity for experiments that use simulated data.
Building on the previous approach, [78] puts forward a method that involves
Weight Constrained Total Least-Square (WCTLS). This algorithm not only exploits
the structural information of the measurement matrix, but also uses the prior
knowledge of TDOA measurements. The algorithm is evaluated using simulations
and the results show that it outperforms [77].
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In [90] the proposed approach is a Constrained Weighted Least Squares (CWLS)
estimator for TDOA-based localisation. The problem this work addresses is the
situation when a sound source is located in front of the centre (x = 0 and y = 0)
of a circular array (located in the xy plane, with z = 0). The main approach is
to separate the source coordinates and the additional variable to different sides of
the linear equations. As a result, the matrix to be inverted has a smaller condition
number than that of the conventional LS approach. The results show that the
method works for their data: however, the experiments are limited to simulated data
and assume sufficiently small noise conditions.
A similar approach is presented in [76], where the problem is reformulated into
a convex optimization problem. The authors derive a primal-dual interior point
algorithm to reach a global solution efficiently. Moreover, similarly to the previous
approach, the algorithm is able to avoid the ill-conditioning problem, that is, when
the array is circular and the source is located near the centre of the array. The
method is tested in simulated mild conditions and has shown that it can theoretically
achieve Cramér-Rao Lower Bound (CRLB) accuracy. In estimation theory and
statistics, the CRLB establishes a lower bound on the error covariance matrix for
any unbiased estimator [91].
Steered Response Power (SRP)
The original SRP technique, as first proposed in [92], is a very robust approach for
ASL, especially in the presence of noise and reverberation. The algorithm consists
of (i) an estimate of Generalized Cross-Correlation (GCC) and (ii) a search for the
most likely source location over a grid of points. Therefore, there is a trade-off
when choosing the grid resolution: a sparse grid leads to inaccurate results, while a
dense grid makes it computationally expensive. Its main drawback, therefore, is the
large computational cost it carries when a high accuracy is desired. For this reason,
the SRP literature has mostly focused on decreasing the computational cost while
maintaining the original algorithm robustness.
One of the earlier efforts to speed up computation in SRP was presented in [59],
which proposes a stochastic region contraction (SRC) implementation of Steered
Response Power Phase Transform (SRP-PHAT) in order to speed up calculations by
2-3 orders of magnitude. The basic idea is that, given an initial rectangular search
volume, and using an iterative process, the original volume will be contracted until
a small subvolume is reached, within which the global optimum is contained. The
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authors test their approach with real human speech and show how their algorithm
accurately localises the sound source.
In the same vein, in [58] the authors propose an efficient variation of SRP called
refined volumetric SRP (RV-SRP). As opposed to the previous approach, in which
the search space is reduced, this approach tries to modify the function that estimates
acoustic activity, while still maintaining the entire search space. Therefore, the search
space is divided into small volumes and the algorithm finds the one with the highest
acoustic activity, using a proposed SRP functional. Afterwards, traditional SRP is
applied to the small volume. Results are presented for real and simulated scenarios.
Similarly, [93] proposes a sensitivity-based region selection SRP algorithm (R-
SRP). It first identifies whether the source is positioned in a high or low sensitivity
region, using peak-to-peak ratio (PPR) and Geometrically Sampled Grid (GSG).
Afterwards, it searches the acoustic source in the selected region using the sensitivity
map to weight the power acoustic map. The experiments are performed using real
and simulated data.
In [94], the authors present a similar approach applied to localisation of multiple
sources. The main idea is still the refinement of a search grid, as in [59], however
they use Steered Response Power Density (SRPD), a measure of the spatially
averaged SRP and an associated, signal-adaptive search method called hierarchical
grid refinement to reduce the number of steering directions needed to estimate
Direction of Arrival (DOA). This method can then estimate the number of sources
and localise them in a variety of simulated and real scenarios.
In [95] authors propose a mixed approach in which the spatial grid used by
SRP-PHAT is designed using the discrete hyperboloids obtained from TDOA esti-
mations. This is called the GSG algorithm. This is tested in simulated and real
scenarios showing high localisation accuracy in areas of high sensitivity while in low
sensitivity regions the performance is degraded.
4.2.2 Microphone Array Configurations
The configuration of the microphone array has been previously studied with applica-
tion in a large variety of domains. Most of the cases study the optimal placement
of the microphones rather than the impact of existing configurations. This section
summarises these approaches and explains how they are related to each other.
In [89], authors present an approach that determines the microphone array
geometry via optimisation. The array consists of 24 microphones located on a 2D
plane. The iterative optimisation procedure is focused on minimising the Maximum
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Sidelobe Level (MSL) using only a limited number of microphones, while the positions
of other microphones are obtained by a unique mathematical relationship, which
ensures an irregular structure. The experiments present the estimated configuration
results, compared against four different microphone arrays presented in the literature.
The results show that, when used on the designed frequency range, this approach
exhibits smaller values of MSL.
Similarly, in [96] authors present a microphone array layout for two dimensional
sound field recording and reproduction. As opposed to previous approaches, the
array layout has a discrete rotationally symmetric geometry composed of several
geometrically similar subarrays. With that in mind, the microphone positions are
determined based on the following constraints: number of microphones, frequency
range and microphone diameter. The array is compared against a circular array and
presents better results in terms of sound field reconstruction.
In [97], authors present a microphone array that was designed using a bi-objective
optimisation technique that allows a trade-off between array resolution (beamwidth)
and maximum side-lobe levels. The authors found that 7 concentric circles with 9
microphones per circle yielded the best performance. The goal of the microphone
array is to localise noise generation from a model wind turbine and the experiments
were performed using a rotor rig.
In [98], the authors use optimisation to place the microphones, and HR CLEAN-
SC to evaluate its impact in beamforming using simulations, applied to an array in
an open-jet anechoic wind tunnel. MSL as well as Main Lobe Width (MLW) are
used for the optimisation function. Their conclusion is that using only MSL is not
sufficient, since the location of the sidelobes also matter. Moreover, to best exploit
HR CLEAN-SC, the source marker constraint should be adjusted according to the
MSL and the region of interest.
In [99–102], the authors propose a set of approaches based on iterative microphone
array removal. The authors introduce their technique in [100, 101], where there
are two array removal methods proposed: one-by-one microphone removal, which
systematically removes one microphone at a time, such that this reduced array results
in the smallest product of the frequency-averaged MSL and frequency-averaged
MLW; and exponential decay profile removal, which uses a Exponential Decay
Profile (EDP), allowing one or more microphones to be removed each time. Results
show improvements in logarithmic spiral and randomised pattern arrays. In [99],
the authors used their technique to design eight 48-channel arrays, and test them
and compare them against beamforming maps. [102] presents a modification of the
algorithm, which included changes in MSL and MLW with respect to the microphones
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removed.
In [103], the authors present an approach that does not rely on numerical
optimisation, but instead combines phylotaxis modelled by Vogel’s spiral together
with a weighting proposed by Hansen. Results are presented for one frequency and
a 64-channel microphone array. In this case, the circle geometry leads to the most
narrow beam width, but also has a low side lobe level.
In [82], the authors evaluate the performance of beamforming using six different
array configurations with 63 microphones: Archimedean spiral, Dougherty log-spiral,
Arcondoulis spiral, Multi-spiral, Underbrink array and Bruel & Kjer style array.
The authors use various source locations, both in the near-field and far-field. The
comparison metrics include the ability of the array to locate a source at a given
frequency, known as resolution, as well as its ability to reject sources away from
the main source, by measuring the MSL, determined by the next highest lobe in
the array response. Results show that arrays based around multiple arms, with
microphones evenly distributed around the array area, achieve the best resolution
and adequate MSL. The opposite happens when the high density of microphones is
located at the centre: high MSL is achieved with poor resolution.
4.2.3 Summary
The related work to this chapter could be summarised as follows:
• There have been multiple efforts [51, 77, 78] to modify LS to achieve more
accurate localisation, by evading local extrema, making the algorithm robust
to noise and reverberation. Most of these efforts, however, have been evaluated
only in simulated environments or with limited varieties of data.
• The approaches most closely related to our work are [90] and [76], given
that their aim is to improve localisation when the array is circular and the
source is located near its centre. As opposed to our approach, however, the
authors do not analyse various source locations nor evaluate their approach for
various audio classes. Moreover, their approaches are limited to mild acoustic
conditions and experiments using simulated data.
• From the approaches proposed to improve SRP, [59] has not only been widely
cited, but also its implementation has been released in MATLAB. Therefore,
we decided to use this approach as a baseline for comparison for our work, as
will be presented in Section 4.3.3.
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• Most of the work related to microphone configurations is about optimal micro-
phone placement in order to localise the source accurately and the evaluation
metrics are those used in beamforming, such as MSL and MLW. The closest
approach related to our work is presented in [82], since the authors compare
a set of microphone configurations. Its main difference with ours is that the
method does not take into account the source location, but rather tests the
configuration for a couple of locations, with the metrics evaluated in terms of
beamforming.
To the best of our knowledge, there is no evidence that there is an approach
that compares configuration and its impact in localisation on 3D space in terms
of performance. Moreover, no other author has used Sequential Least Squares
Programming (SLSQP) for ASL or determined the optimal number of microphone







(a) ring (b) wheel (c) spiral
Figure 4.1: Microphone configurations Ring, wheel and spiral.
The purple dot represents the centre of the array. The microphones
are arranged in the xy plane with z = 0.
4.3 Methodology
This section introduces the formulation of Acoustic Source Localisation (ASL) with
multilateration, using Times of Arrival (TOA) and Time Difference of Arrival
(TDOA). Moreover, we present the baseline for comparison in our algorithms.
4.3.1 Multilateration
Consider a source at location s that emits an acoustic signal at some arbitrary
time t∗. Let the measurements of the emitted sound be recorded by an array of
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M microphones located at mi, i = 1, 2, ...,M and the times taken by the signal to
travel from s to mi be ti. If the distance between the source and the ith microphone
is di ≡ ‖mi − s‖, then ti = di/c+ t∗ where c is the speed of sound in air and t∗ is
not generally known.
Times of Arrival (TOA)
In the case that the times of arrival at the microphones are measured as t̃i, we pose
the ASL problem as one of jointly determining s and t∗ as per the following:




(t̃i − ti)2 (4.1)
Time Difference of Arrival (TDOA)
Another possibility is to note the difference in measured times between a pair
of microphones, τ̃ij ≡ t̃i − t̃j , or TDOA. The literature is rich in methods to
estimate TDOA, as previously presented in Chapter 3. In this work, we choose the
popular Generalized Cross-Correlation Phase Transform (GCC-PHAT) [104]. Then,
we perform ASL by optimising [37]:










where τij = (ti − tj).
For both formulations O1 and O2, we know that the solution is constrained by
the dimensions of the room, so we supply these constraints as linear inequalities.
We solve the constrained non-linear optimisation, illustrated using Sequential
Least Squares Programming (SLSQP). Eq. 4.3 illustrates a formal definition of the





gj(x) = 0, j = 1, ...,mc (4.4)
gj(x) ≥ 0, j = mc + 1, ...,m (4.5)
xl ≤ x ≤ xn, (4.6)
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where the problem functions f : Rn → Rl and g : Rn → Rm are assumed to be
continuously differentiable and to have no specific structure.
SLSQP is an iterative procedure, and it is solved starting with a given vector of
parameters x0, the (k+ 1)st iterate xk+1 will be obtained from xk by the step
xk+1 = xk + αkdk (4.7)
where dk is the search direction within the kth step and αk is the step length.
In each iteration, a constrained quadratic programming sub-problem is built so
that the chain of solutions converges to a local minimum [105]. Each subproblem
replaces the objective function with a local, quadratic approximation subject to local
affine approximations of the constraints, as illustrated by Eq. 4.8. The optimiser





We chose the step length using an L1 test function, as illustrated by Eq.







with |%j(x)|_ = |min(0, gj(x)|, as a merit function ϕ = R
1 → R1
ϕ(α) = φ(xk + αkdk) (4.10)
with xk and dk fixed, leads to a stepsize α guaranteeing global convergence for
values of the penalty parameters %j greater than some lower bound.
We used a Broyden-Fletcher-Goldfarb-Shanno (BFGS) approximation to update
the Hessian matrix required for the local quadratic approximation.
We used the following parameters as inputs to the optimiser: iterations = 1500,
accuracy = 1e-20, epsilon = 1.49e-08.
4.3.2 Bayesian Optimisation
Bayesian Optimisation is concerned with finding the minimum of a function f(x)
for some bounded set, χ, constructing a probabilistic model for f(x) and then
exploiting this model to make decisions about where in χ to evaluate the function,
while integrating out uncertainty.
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A Python implementation of Bayesian global optimisation with Gaussian processes
was used. The algorithm was proposed in [107, 108] and the implementation is
available from [109]. The main characteristics of the algorithm are as follows:
• It constructs a posterior distribution of functions (Gaussian process) that best
describes the function the algorithm is trying to optimise.
• The posterior distribution improves as the number of observations grows. This
implies that the algorithm becomes more certain of which regions in parameter
space are worth exploring and which ones are not.
• The algorithm balances exploration and exploitation by taking into account
what it knows about the target function. This means that, at each step, the
algorithm is able to determine the next point that should be explored.
• It is adequate for situations in which sampling the function to be optimised is
very expensive.
4.3.3 Baseline: Steered Response Power (SRP)
We used the implementation of SRP proposed in [59], whose implementation is
available in MATLAB. As explained previously in Section 4.2, [59] proposes a
stochastic region contraction (SRC) implementation of Steered Response Power
Phase Transform (SRP-PHAT). The idea is that given an initial rectangular search
volume, using an iterative process, the original volume will be contracted until a small
subvolume is reached, so that the goal optimum is found inside it. The parameters
used from this algorithm are: lower rectangular search boundary: (-2, -1, 0), upper
rectangular search boundary: (2, 1, 4), number of random search points: 2500, best N
points: 25.
4.4 Experimental Results
We performed our experiments using an gfai tech AC_Pro Acoustic Camera System
consisting of 72 microphones sampled at 192 kHz. We used three different microphone
configurations: ring, wheel, and spiral, located in the xy plane (with z = 0) and
spanning the same area as illustrated by Fig. 4.1. For each configuration, we measured
recorded sounds played by a Bose Soundlink Bluetooth Mobile Speaker II, Model
404600 in five different calibrated positions within a room of size 12m× 7m× 3m.
The speaker was positioned, using a tripod, to be on the plane y = −0.32 for all
















Figure 4.2: Experimental setup and coordinate system (or-
ange). The room size is 12m× 7m× 3m. The speaker was positioned,
using a tripod, to be on the plane y = −0.32 for all five positions A,
B, C, D and E (purple dots).
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five positions A, B, C, D and E. For each position we acquired three recordings.
Fig. 4.2 illustrates the setup. We repeated the experiments for 4 different audio
signals [110]: chirp, gunshot, dogbark and speech.
We start by comparing various optimisation techniques to estimate the source
location. Moreover, we evaluate the best technique in different microphone configu-
rations in order to evaluate the impact of the configuration on localisation accuracy.
Finally, we evaluate the optimisation technique with real data and we compare with
Steered Response Power (SRP).
4.4.1 Simulation of Noisy TOA and TDOA
We tested the proposed optimisation by evaluating the relative error in localisation
for different simulated degrees of noise σ in the estimated Times of Arrival (TOA)
and Time Difference of Arrival (TDOA) values. To enable comparison across multiple
source locations, we express σ for each source location as a percentage of the time
taken for sound to travel from s to the center of the microphone array O. We use
a Gaussian model for the noise [111] in simulated TOA t̃i = ti + η and for TDOA








We measure relative error, expressed as a percentage of the distance from the
source to the camera, as the evaluation metric for the accuracy of localisation:
error(%) = ‖s− s̃‖
‖s−O‖
∗ 100, (4.12)
where s̃ is the source location estimated by the optimisation.
The relative error is used because we need to compare sources located in different
positions across the space. Since the TDOA is affected by these positions, such that
some TDOA are smaller than others, we decided to use relative error as a way to
standardise the error and make it comparable across positions.
We started by comparing optimisations for TOA and TDOA with multilateration
[2]. Our hypothesis is that when the microphones and the source are synchronised,
that is, t∗ = 0, the localisation error is going to be similar for most of the methods,
but that when the microphones and the source are not synchronised, the error is
going to be much higher for all the methods except the TDOA-based optimisation.
Fig. 4.3 illustrates this comparison, by depicting plots of relative localisation error
(Y-axis) as the noise in the simulation is increased (X-axis). We performed two
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(a) synchronised (t∗ = 0) (b) unknown t∗ (10ms)
Figure 4.3: Relative localisation errors. Using O1 ( TOA), in
purple, O2 ( TDOA), in orange, and multilateration [2], in blue, in
the event that (a) speaker is synchronised with microphones and (b)
time of emission is unknown.
versions of the experiment: one assuming that the microphones and the sound source
are synchronised (t∗ = 0 in Fig. 4.3a), and one without that assumption by setting
t∗ = 0.01s. This confirms our hypothesis that TDOA-based optimisation accurately
locates the source when the microphones and the source are not synchronised.
4.4.2 Simulation of Microphone Configurations
We decided to estimate the localisation error at different points in space, obtained
via simulation, for four different microphone configurations: ring, wheel, spiral
and random. The microphones are arranged in the xy plane with z = 0. Our
hypothesis was that the use of certain microphone configurations would yield better
localisation accuracy than others for the exact same source location. We started
with three positions P1 ≡ (−2,−1, 4), P2 ≡ (−1, 0.5, 3) and P3 ≡ (0.4, 0.7, 1.05).
We simulated some noise into the TDOA estimation, using the criteria previously
presented in Section 4.4.1, and proceeded to estimate the localisation relative error
(Eq. 4.12). Fig. 4.4 illustrates the obtained results. We plotted the localisation relative
error as a function of noise for the four above-mentioned microphone configurations.
This confirms our hypothesis that the ring configuration produces less accurate
results than wheel and spiral, when evaluated for the same source location and with
the same amount of noise in the TDOA estimation.
We decided to do further experiments to strengthen the confirmation of our
hypothesis. To do this, we simulated a source located in each position of a grid of
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(a) Ring (b) Wheel






















(c) Spiral (d) Random
Figure 4.4: Relative localisation error for increasing noise
at three source locations. P1: (-2,-1,4) in blue; P2: (-1,0.5,3) in
yellow; P3: (0.4,0.7,1.05) in green.
points inside a room of dimension 2m× 2m. For each source position on the grid,
we estimated the localisation relative error (Eq. 4.12) for three different microphone
configurations: ring, wheel and spiral. The three configurations were identical
to those used for real measurements with our acoustic camera, consisting of 72
microphones. Each configuration results in different TOA and TDOA values, due
to the different microphone positions, and therefore we used the criteria previously
presented in Section 4.4.1 to end up with a relative error that is comparable amongst
source locations and microphone configurations. Our hypothesis for this experiment,
judging by the results obtained previously in Fig. 4.4, is that the localisation error
would be larger for the ring configuration for some region in the grid compared
to spiral and wheel configurations. Fig. 4.5 visualises the resulting heatmaps
for σ = 0%, 25%, 50%, 75%, 100% TDOA simulated error. This figure confirms
our hypothesis since, when noise is added to these TOA and TDOA values, each
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configuration reveals a characteristic heatmap for localisation relative error over
space. The errors were averaged over 100 trials for each grid point. We chose a grid
over x = [−2, 2], z = [0, 4] and y = −0.32, with a resolution of 10 cm, for a total
of 1600 source locations, so that it matches our experiments with real data that
will be presented in Section 4.4.3. Using the values obtained on the heatmaps, we
represented the relative localisation error using histograms, as illustrated in Fig. 4.6,
in order to observe the distribution of the error.
4.4.3 Real Data and Comparison with Steered Response
Power (SRP)
We proceeded to perform experiments with real data in order to validate our hy-
pothesis in real scenarios. Therefore, we used optimisation scheme O2 to localise a
speaker placed in five different positions A ≡ (2.0,−0.32, 0.5), B ≡ (1.5,−0.32, 2.0),
C ≡ (0.0,−0.32, 1.5), D ≡ (−1.5,−0.32, 1.0) and E ≡ (−1.5,−0.32, 3.5). These
locations represent a variety of scenarios in which the impact of the three differ-
ent microphone configurations is illustrated, according to the results obtained in
Fig. 4.5. Our hypothesis, given the previous results, is that when the source is
located in front of the microphone array, the localisation accuracy will decrease for
any sound class when the ring configuration is used and it will remain the same
for other configurations. Fig. 4.7 plots relative errors (Y-axes) for three different
microphone configurations (X-axes) at the chosen five locations (columns). The three
rows of plots correspond to results obtained using SLSQP, SRP [59] and Bayesian
optimisation [107] respectively. Error bars (standard deviation) are shown with black
lines on top of the bars. These plots confirm our hypothesis that when using ring
configuration, the error increases for a source located in front of the microphone
array, such as C ≡ (0.0,−0.32, 1.5), while it is not affected in other configurations,
such as wheel and spiral.
4.5 Discussion
4.5.1 Microphone Configurations
Our results suggest that circular (ring configuration) arrays perform worse than
spiral or wheel configurations when considering relative localisation error over a wide
range of positions. Our simulation results (Fig. 4.5 and Fig. 4.6) show regions (top
view) that are prone to error when using circular arrays. In Fig. 4.5 for example,





















































































(a) Ring (b) Spiral (c) Wheel
Figure 4.5: Relative localisation error visualised as
heatmaps for a 2m x 2m room. Simulation of TDOA with various
noise levels (0%, 25%, 50% 75% and 100%), expressed as percentages
as explained in Section 4.4.1. Each location (x, z) in the heatmap
represents a source location inside a 2m× 2m room. y is a fixed value
for all the heatmaps, equal to −0.32. 100 estimates were averaged
to determine the error estimate at each grid position. High levels of
error are presented in red and low ones in blue.
































































































































































(a) Ring (b) Spiral (c) Wheel
Figure 4.6: Relative localisation error visualised as his-
tograms (blue) for a 2m x 2m room. Simulation of TDOA
with various noise levels (0%, 25%, 50% 75% and 100%), expressed as
percentages as explained in Section 4.4.1. The histograms depict the
localisation error for 1600 source locations inside a 2m× 2m room.
100 estimates were averaged to determine the error estimate at each
source position.
even for a small amount of noise (25% on the second row), it can be seen how the
error in the ring configuration increases for a vast portion of the grid points, while
for the wheel and spiral configurations the error remains below 50%. The histograms























































































































































































(a) SLQP (b) SRP (c) Bayesian
Figure 4.7: Multilateration vs SRP vs Bayesian Optimi-
sation. Localisation Error using SQLP and simulation (left) SRP
(middle) and Bayesian Optimisation (right), for source locations:
A:(2.0,-0.32,0.5) 1st row; B: (1.5,-0.32,2.0) 2nd row; C: (0.0,-0.32,1.5)
3rd row; D: (-1.5,-0.32,1.0) 4th row; E: (-1.5,-0.32,3.5) 5th row in four
different audio classes: chirp (blue), gunshot (green) dogbark (red),
speech (purple), as well as in simulated error (yellow).
in Fig. 4.6 reassert this, since they show how the error distribution for the ring
configuration has a tendency to be uniform between 0 and 100, while for wheel and
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spiral configurations they present peaks around 50%.
This is also true of our real measurements (Fig. 4.7), where the results obtained
for position C are worse for the ring configuration than for the wheel or spiral
configurations using any of the three localisation techniques. The yellow bars in
the first column show that the errors observed with real data correspond to errors
obtained with about 10% noise in our simulation.
Additionally, Fig. 4.7 also illustrates how positions not directly facing the micro-
phone array (e.g. A and D) yield better localisation accuracy even when the ring
configuration is used. A clear exception occurs for the dogbark dataset, in which
the error is high for all the three different configurations. This is explained by the
histograms in the Appendix A, Fig. A.1, A.2 and A.3, which illustrate the Time
Difference of Arrival (TDOA) relative error for each dataset. In each source location,
it can be seen how the histogram shows a greater error for the dogbark dataset, arising
from the use of the Generalized Cross-Correlation Phase Transform (GCC-PHAT)
and the repetitive pattern of the signal. On the other hand, these histograms also
show how the rest of the signals present a low TDOA relative error for the three
different microphone configurations, albeit the ring configuration performs much
worse than the rest of them.
Table 4.1: Error using all pairs. Table comparing errors and
time for SRP as against TDOA optimisation using all pairs. Standard
deviations are shown within parentheses.
signal SRP TDOA (all)Rel. Err % Time in min Rel. Err % Time in min
chirp 14.7 (25.9) 3 (0.2) 12.1 (23.2) 4.5 (0.03)
gunshot 11.0 (13.3) 2.58 (0.2) 6.4 (3.5) 2.4 (0.02)
dogbark 16.0 (28.5) 2.49 (0.1) 48.5 (44.6) 2.4 (0.02)
speech 13.2 (21.1) 2.63 (0.1) 12.9 (22.5) 2.5 (0.02)
4.5.2 Comparison with Multilateration
Our experiments showed that both optimisation strategies O1 and O2 result in lower
relative errors than state of the art multilateration [2]. This is particularly true
when the time of emission of the signal is unknown and when the emitter is not
synchronised with the microphones (t∗ 6= 0). When t∗ = 0, our implementation
of the multilateration algorithm has similar accuracy to optimising O1 (Times of
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Arrival (TOA)). Our proposed approach to optimising O2 (TDOA) has the least
degree of relative error and remains unaffected by t∗.
4.5.3 Comparison with Steered Response Power (SRP)
A common criticism of indirect methods is that the optimisation is not as robust as
direct methods such as SRP. However, our results in Table 4.1 and Table 4.2 show
that our localisation error is comparable to SRP while being more efficient for most of
the signals we tested (with the exception of the dogbark). We used an efficient CPU
implementation of SRP in MATLAB that leverages stochastic region contraction [59]
and a naïve CPU implementation of our optimisation in Python. In both cases, the
accuracy of the proposed optimisation may also be traded for performance. The
experiments were carried out on a computer with 4th Generation Intel(R) Core(TM)
i7-4790 processor and 24GB Dual Channel DDR3 1600MHz memory.

























Figure 4.8: Localisation accuracy vs microphone pairs. Lo-
calisation accuracy for various numbers of microphone pairs. In cases
of accurate TDOA estimation, such as chirp and gunshot, the curve
stabilises when a relatively low number of microphone pairs (100)
has been used. In the case of more challenging datasets, such as
speech and dogbark, the use of fewer microphone pairs decreases the
localisation error, since a large number of microphone pairs introduces
more noise to the source estimation.
4.5.4 Accuracy vs Performance
One way to approximate the localisation is to modify the nested summation in O2
to consider only some of the microphone pairs. We studied convergence plots of
localisation error for different source positions, as the number of microphone pairs
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is increased from just 1 pair to all pairs (C722 ). Fig. 4.8 illustrates the localisation
relative error for various numbers of microphone pairs. In cases of accurate TDOA
estimation, such as chirp and gunshot, the curve stabilises when a relatively low
number of microphone pairs (100) has been used. In the case of more challenging
datasets, such as speech and dogbark, the use of fewer microphone pairs decreases
the localisation error, since a large number of microphone pairs introduces more
noise to the source estimation.
In Table 4.1 we run our algorithm using all possible microphone pairs and report
our results in relative error accuracy and estimated time in minutes to execute the
algorithm. In Table 4.2 we used the same metrics, but this time using only 100
microphone pairs. These microphone pairs were randomly chosen, without any prior
consideration whether some microphones pairs might produce more accurate TDOA
estimations or not. The results showed that in the latter scenario the error was
comparable to that obtained when using all the microphones pairs, except with
a sixfold increase in the efficiency of the computation time. The error generally
drops below 20% for 100 mic pairs (see Table 4.2 for computation times), except
for the dogbark signal, which exhibits high TDOA relative error calculation (see
Appendix A, Fig. A.1, A.2 and A.3). Fig. 4.9a plots relative error averaged across
spatial locations for all four test signals using only 100 microphone pairs.
Table 4.2: Error using 100 pairs. Table comparing errors and
time for SRP as against TDOA optimisation using 100 of the C722
microphone pairs. Standard deviations are shown within parentheses.
signal SRP TDOA (100)Rel. Err % Time in min Rel. Err % Time in min
chirp 14.7 (25.9) 3 (0.2) 14.2 (25.9) 0.5 (0.01)
gunshot 11.0 (13.3) 2.58 (0.2) 9.6 (12.8) 0.4 (0.02)
dogbark 16.0 (28.5) 2.49 (0.1) 58.9 (38.8) 0.4 (0.02)
speech 13.2 (21.1) 2.63 (0.1) 15.2 (23.5) 0.4 (0.02)
4.5.5 Bayesian Optimisation
We tested a Bayesian optimiser described in Section 4.3.2 with O2 as its loss function
(κ = 1). This took an order of magnitude longer than SQLSP and the resulting
errors were larger. We tested with various degrees of the κ parameter to trade off
exploitation versus exploration. The plot (Fig. 4.9b) shows that exploitation (κ = 1)
performs better than exploration (κ = 10) in most cases. The number of iterations
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and tolerance were set so that the optimiser converged to the reported solutions,



































(a) Using 100 mic pairs (b) Bayesian Optimisation
Figure 4.9: Exploration vs Exploitation. (a) Errors (real
data) for four signals: chirp (blue), gunshot (green) dogbark (red),
speech (purple), across spatial locations. (b) Exploitation (κ = 1) vs
exploration (κ = 10) for dogbark (blue) and speech (purple) for spiral
configuration.
4.5.6 Limitation
One drawback of indirect localisation achieved by minimising O2 is its dependency
on the estimated TDOA values. Although our results show that GCC-PHAT is
accurate enough to yield localisation errors comparable to SRP, the former performs
worse when dealing with signals with repeating patterns such as the barking of a dog
(red bar in Fig. 4.7). Our localisation was more robust to reverberation (when the
source was placed at room boundaries) than to repetitive macro-structures. Perhaps
using full signal correlation matrices, as adopted by spectral estimation techniques,
would resolve this problem.
4.6 Conclusions
In this chapter, we presented novel findings regarding direct optimisation of Acoustic
Source Localisation (ASL) and the impact of microphone array configuration on
localisation accuracy.
First of all, we used a direct optimisation of ASL to find the source location.
Using various numbers of microphone pairs, we found that, when using 100 randomly
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chosen of these pairs, the localisation accuracy is the same as for Steered Response
Power (SRP), but 6 times faster in three out of four different datasets.
Parallel to this, we observed that, for some random source locations, there was
an increase in the relative error in localisation when the ring configuration was used,
compared with other configurations, such as wheel and spiral. Moreover, when these
results were extended in order to visualise the error in a simulated room, it was found
that the pattern persists, particularly when the sources are located in front of the
microphone array (in the xy plane, with z > 0). Finally, experiments with real data
showed that, for various audio classes, the localisation error is much higher when a
source is placed in front of the microphone array and the ring configuration is used.
We tested both parts of our system (microphone configuration and localisation)
using a microphone array to record sounds from a static source. Moreover, the sounds
recorded were from a variety of audio classes from real life scenarios. Therefore, we
believe that our findings could be used and applied to any microphone array system.
Our contribution, then, could be summarised as follows:
• we showed that using a limited number of microphone pairs and Sequential
Least Squares Programming (SLSQP) yields accurate source localisation, but
using 6 times less computation than an optimised version of SRP.
• we demonstrated that circular microphone arrays are the least desirable con-
figuration for ASL, since noise in the Time Difference of Arrival (TDOA)
estimation leads to higher localisation error than in other configurations, such
as wheel and spiral.
In conclusion, we have shown that direct optimisation of the well known for-
mulation for ASL yields errors similar to the state of the art (SRP) with 6 times
less computation. Moreover, we demonstrated, using both simulated and real data,
that the method is robust to noise and reverberation. Our results have shown that
circular arrays are the least desirable configuration.
In the future, we plan to perform further experiments in a wide range of scenarios,
including different microphone array sizes, to generalise the performance limitations
of the ring array. Moreover, the approach could also be extended to estimate angle
errors, in 3D, in order to complement the relative localisation error already presented.
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Chapter 5
Signal Samples Selection for
TDOA Estimation
5.1 Introduction
The ability to ascertain the position of objects by relying only on the sounds emitted
by these objects has many applications, e.g. smart assistants (Amazon Echo-7, Google
Home-2, Apple Airpods-2) [7], 3D reconstruction via SONAR, multilateration for
detecting hostile targets, and many others [112,113]. Acoustic localisation is possible
because sounds emitted by an object (source) reach multiple sensors (microphones)
at different times. When the relative positions of the sensors is fixed (or known), the
goal is to identify the relative delay, or Time Difference of Arrival (TDOA), in events
recorded by different pairs of microphones [114] and to leverage this information
to obtain the source location. This is particularly challenging in the presence of
noise [115] and/or reverberations [116]. An implicit, and common, assumption is
that there is access to all the signals recorded by all the microphones. However, it
is wasteful (both in terms of bandwidth and energy) and often impossible for all
sensors to transmit all recorded data. We therefore address the problem of accurate
acoustic localisation under constraints on the amount of data that is broadcast by
the sensors.
Traditionally, the methods used to calculate TDOA rely on Generalized Cross-
Correlation (GCC), using the entire signal to perform the estimation. These tech-
niques yield good results and are used in wide-ranging scenarios for various types
of microphone arrays. Section 5.2 presents a more in-depth review of these meth-
ods. In current audio systems, however, the amount of data available has increased
considerably, as a result of the boost in sampling frequency [117] and the amount
of sensors available. In scenarios in which the data transmission is constrained or
the bandwith is low, this presents a potential problem. Examples of such scenarios
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include the use of microphone arrays in robots [118–120], underwater sensors [121]
and Unmanned Aerial Vehicles (UAVs) [122, 123]. Although there are approaches
that include data compression (as presented in Section 5.2), in most of the cases
they have not been tested in a large variety of scenarios, as we will further explain.
Our hypothesis is that it is not necessary to use the whole signal to accurately
estimate TDOAs. The idea behind this is that it would require only a small portion
of the signal (e.g. a word) detected at each sensor to calculate the TDOA.
Our main contributions in this chapter are:
• Determining the signal keypoints to be transmitted in order to obtain an
accurate TDOA estimation, at significantly lower data rates or improved
accuracy compared with GCC based solutions.
• Demonstrating the robustness of the proposed technique to different noise and
reverberation conditions.
• Comparing the proposed technique with another data-driven approach, that of
audio fingerprinting.
5.2 Related Work
In this section, we summarise the literature related to Time Difference of Arrival
(TDOA) estimation, as well as the use of Scale-Invariant Feature Transform (SIFT)
features on a signal spectrogram.
5.2.1 Time Difference of Arrival (TDOA) Estimation
The literature in source localisation is rich in approaches dedicated to estimating
the TDOA. The first and probably most well-known family of methods are those
based on Cross-Correlation (CC), which uses microphone pairs to estimate TDOA.
It can be applied in the time domain, in which case it is known as Generalized
Cross-Correlation (GCC) [44], or it can be applied in the frequency domain, in which
case a spectral normalisation is used, referred to as the Generalized Cross-Correlation
Phase Transform (GCC-PHAT) [47]. An extension of these approaches uses the
redundant information across multiple sensors in order to estimate TDOA.
There are a group of methods that rely on geometrical information to calculate
the TDOA. In [64–66], the authors present a method that uses the positions of a
non-coplanar microphone array to formulate a constrained optimisation problem
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that simultaneously estimates the TDOA and the source position. Similarly, in [124],
the authors create a TDOA mapping from a 2D scenario to a range of estimations
(Times of Arrival (TOA)). They extend this approach in [125] to remove outliers.
Although in most of the cases these algorithms estimate the TDOA with a high
degree of accuracy, their main limitation is that they rely on the use of the entire
signal. This is a problem in scenarios in which transmission is constrained or the
bandwidth is low.
5.2.2 Time Difference of Arrival (TDOA) Estimation Using
Feature-Based Approaches
There are a group of methods that calculate the TDOA by locating features in
each audio signal [114]. These features are then further matched according to their
similarity, measured by a variety of metrics. Using the time at which the feature is
present in the signal, the TDOA is calculated on the basis of the difference between
those times.
In [67], the authors propose a method for the self-localisation of an ad-hoc
network of randomly distributed devices in an open space with low reverberation but
significant noise. The device localisation framework calculates the distance using
the difference between the maximum TDOA and the minimum TDOA. First of
all, the Short-Time Fourier Transform (STFT) of each signal is calculated, then a
group of spectral peaks are selected and finally pairs of these peaks form an audio
landmark [126]. The matches of landmarks across multiple microphone pairs is used
to estimate the TDOA. The framework is set to work only when the sources are in
end-fire locations, the number of sources is sufficient and the reverberation is low.
A fairly similar approached is presented by Wang et al. in [127, 128], in which a
database is constructed based on the fingerprint positions. The localisation consists
on estimating the fingerprinting of the current audio signal and finds the closest
match in the database. This approach is however very limited, since it is highly
dependent on the construction of the initial database.
In [129], a different application of audio fingerprinting landmarks is introduced:
alignment of unsynchronised meeting recordings. The authors combine audio fin-
gerprinting with spectrotemporal eigenfilters to create an unsupervised learning
algorithm. The method begins by performing a rough alignment of the signal, before
improving the alignment using Hamming distance.
In [130], the authors propose a source localisation and counting approach that
combines time-frequency (TF) clustering on the signal spectrogram with GCC-PHAT
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to estimate TDOA. Their results are mainly focused on the correct estimation of
the number of sources, using the F-score to calculate the number of successes.
A review of binaural source localisation methods is introduced in [131], where the
Interaural Level Difference (ILD), Interaural Time Difference (ITD) and Interaural
Phase Difference (IPD) are presented as main features for performing horizontal
localisation. In [132], this approach is extended by obtaining a composite feature
vector derived from analysing the mutual information between different spatial
cues and estimating the optimum feature combination that minimises the angular
localisation error in three-dimensional space. This allows these features to work at
different noise levels. The experiments do not consider reverberation, however, and
are performed only on steady sources.
In [133], a Time Delay Estimation (TDE) algorithm is proposed, based on the
deduction of a Multichannel Frequency-domain Adaptive Filter, representing the
impulsive characteristics of the speech spectrum. After the signals are filtered, the
TDOA is calculated by comparing the time differences of the direct-path components
between different channels. The experiments are conducted using a single sound
source, with simulated added White Gaussian Noise.
5.2.3 Fingerprinting Variations
Our study focuses on using audio fingerprinting as a baseline for comparison. There-
fore, we have investigated the methods that present variations of it to gauge how
much the method could be improved. Since it is an audio retrieval algorithm, the
changes are mostly to improve the matching of songs under different constraints, but
no significant change could improve the TDOA calculation.
The main advantage with fingerprinting is that it remains robust in the face
of differing variations in the song (e.g. acoustic versions, background noise, etc.).
In [134] for example, the authors are focused on improving audio fingerprinting for
pitch shifting by means of cosine filters. Similarly, in [135] the focus is on handling
time-scale and pitch modifications by drawing on three components: local maxima in
a time-frequency representation, triplets of events and Constant-Q transform. Lastly,
Sonnleitner et al. [136] aim for robustness in the face of large time and frequency
scale distortions, as well as efficient operation for large reference audio collections,
by choosing groups of four peaks (instead of the traditional peak pairs). Since in our
problem there are no considerable modifications to the pitch, these improvements to
the fingerprinting method are not relevant for TDOA estimation.
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Another group of approaches are focused on content-based copy detection (CBCD).
One example of this is [137], in which the authors generate different copies of the
spectrogram (for various noise values) and evaluate whether or not it is a copy by
using the preserved fingerprintings. In [138], they use a different representation of
signals called time-chroma representation, in which severe pitch and tempo change
is calculated using fingerprinting. Finally, in [139] salient regions of binary images
derived from the spectrogram matrix are combined with fingerprinting to identify
copies.
In [140], fingerprinting is based on wavelet creation. Different wavelets need to be
created, therefore a lot of computation is needed and the top-t wavelets are selected,
making this algorithm unsuitable for compression.
5.2.4 Scale-Invariant Feature Transform (SIFT) Using the
Spectrogram of the Signal
The idea of using SIFT on the spectrogram signal has been explored in the past [141–
143]. Authors have used it for different applications, which are briefly summarized
below.
Early works include the use of the spectrogram as a 2D image and Viola-Jones
is used to find a descriptor to perform music identification [141]. This was the
beginning of applications relating to music, as in [142], in which SIFT features are
extracted for various music applications including genre classification, music mood
classification, and cover song identification. Similarly, in [143] the authors present a
new algorithm for audio fingerprinting using SIFT features in the signal spectogram,
overcoming two of three challenges in music identification: time stretching and pitch
shifting. Additionally, Nguyen et al. [144] use SIFT on the signal spectrogram for
speech classification (words classification) using the local naïve Bayes classifier.
5.2.5 Time Difference of Arrival (TDOA) Estimation with
Compression
There have been some previous attempts to estimate TDOA using compressed
approaches, not only for TDOA estimation, but also in wireless communications.
Early works include [145], in which the authors are focused on transmitting
data from one sensor to another, using operational rate-distortion viewpoint with
a distortion measure based on Fisher information of the estimation problem. They
extend their method in [146–148]. Later, in [149], the authors employ an event
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detection algorithm that estimates the point in time at which an event occurs (TOA).
Taking this information from multiple sensors, the algorithm uses a consistency
function to calculate which source location matches the estimated times, based on
the amount of sensors with similar TOA. The main limitation of this approach is
that the consistency function must be evaluated for every point in space at which the
source might be present, making it computationally expensive. The authors transmit
1.1% of the raw signal, but they limited their experiments to a single scenario under
specific noise and reverberation conditions. Similarly, Fuyong et al. [150] present
a compression algorithm tested using compression ratios between 4 : 1 and 8 : 1.
Additionally, there are authors who focus on sensor networks for low-bandwidth
localization in [151, 152]; however, these approaches differ from ours in the sense
that they are active sensing methods, therefore sensors may emit calibration signals.
Lastly, in [153] vector quantisation is used to process the signal.
5.2.6 Summary
In general, it can be seen that the literature encompasses the use of the following
approaches related to our work:
• TDOA estimation using standard techniques that rely on the use of the entire
signal [44,47,64]. This does not consider scenarios in which there are constraints
either due to transmission, or because the bandwidth is low.
• estimation of TDOA using feature-based approaches based on fingerprint-
ing [67], time-frequency (TF) clustering [130], binaural features [131], mutual
information [132] and filtering [133].
• SIFT features extracted from the signal spectrogram to perform music identifi-
cation [142], music genre classification [143] and speech classification [144].
• TDOA estimation with compression using a consistency function [149] and
Discrete-Time Fourier Transform (DTFT) [150].
However, there is a significant gap in the literature, since the use of SIFT features
in the spectrogram for TDOA estimation with compression has not yet been explored.
The rest of this chapter is dedicated to leveraging this using simulated and real
speech signals.
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Figure 5.1: Difference of Gaussians (DoG). A new image
(pink) is generated by subtracting two consecutive blurred images
(blue) for each octave [3].
5.3 Methodology
This section summarises the developed algorithm, starting with a brief introduction
to Scale-Invariant Feature Transform (SIFT), one of the core elements of the proposed
approach. Afterwards, the algorithm is explained in detail, together with a summary
of unsuccessful approaches. Following on from this, we explain the error metric
considered to evaluate the algorithm. Finally, the spectrogram parameter selection
is summarised.
5.3.1 Scale-Invariant Feature Transform (SIFT)
SIFT is a well-known feature detection algorithm in computer vision, used to detect
and describe local features in images. It was originally proposed by David Lowe
in [154] and it has been widely used since then.
SIFT is composed of a detector and a descriptor. The detector is in charge of
selecting keypoints in the image while the descriptor assigns a feature vector to
each of these points. Since only the detector will be used in our algorithm, a brief
explanation of its working principle is presented below.
1. Scale-space. SIFT starts by taking the original image and adding some blur.
Moreover, the original image is resized to half its size and the blurring is applied
again to the down-sampled image. Each resized image contains various blur
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Figure 5.2: Local maxima/minima in DoG images. Checking
the pixels on a 3 by 3 window (green) and comparing it with the
neighbours above and below. The point is marked as a keypoint (blue)
if it is the greatest amongst all 26 neighbours [3].
levels, which together form an octave. The author proposed originally 4 octaves
and 5 blur levels.
2. Difference of Gaussians (DoG). Fig. 5.1 illustrates the calculation of the
DoG, where a new image (pink) is generated by subtracting two consecutive
blurred images (blue) for each octave.
3. Keypoint localisation. Keypoints are located at local extrema (maxima or
minima) in DoG images. Fig. 5.2 illustrates how these points are detected:
checking the pixels on a 3 by 3 window (green) and comparing it with the
neighbours above and below. The point is marked as a keypoint (blue) if it
is the greatest amongst all 26 neighbours. The subpixel maxima/minima is
calculated using a Taylor expansion, that is, an interpolation of the function
inside regions "in-between" pixels is estimated and the maxima/minima is
calculated within this region, obtaining a subpixel as a result.
4. Discarding low-contrast keypoints. Since the amount of keypoints gener-
ated by the previous step is large, it is necessary to prune some of these points.
First of all, the low contrast features are removed by defining a threshold and
removing the pixel intensity of the original image below this threshold. Next
two perpendicular gradients are calculated in order to remove edges. If both
gradients are big, it means it is a corner, therefore the point is accepted as a
keypoint, otherwise it is rejected.
















Figure 5.3: Overview of the system architecture. Keypoint
extraction (yellow and blue) occurs at the Sensor-Head (SH). These
keypoints are then communicated to a Fusion Centre (FC), which may
be either a centralised node, or simply another sensor node, where
the Time Difference of Arrival (TDOA) is calculated (green).
5.3.2 Algorithm Overview
The proposed approach is based on Fig. 5.3, in which keypoint extraction occurs
at the Sensor-Head (SH). These keypoints are then communicated to a Fusion
Centre (FC), which may be either a centralised node, or simply another sensor node.
The communications channel is assumed to be low-bandwidth, such that minimal
communication is desirable to ensure low-latency in the full localisation system.
The sensors considered in this chapter are microphones, but could naturally be any
passive transducer, such as hydrophones, or RF.
Algorithm 5.3.1 Calculate TDOA
function CALCULATE_TDOA(yi, yj)
pi, pj ← spectrogram(yi, yj) . SH
fi, fj ← sift(pi, pj) . SH
bi, bj ← binary_vector(pi, pj , fi, fj) . SH
transmit(bi, bj)
τ ← cross_correlation(bi, bj) . FC
end function
The sensors (microphones) mi and mj measure signals, yi and yj . The proposed
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algorithm for estimating TDOA, for that pair of microphones, is summarised by
Algorithm 5.3.1. It consists of the following key steps:
1. At the Sensor-Head (SH): Calculate the spectrograms, pi and pj at each
microphone, from the recorded signals yi and yj . The dimension of each
spectrogram is K by T , where K is the number of rows corresponding to
frequencies and T is the number of columns corresponding to time. We
determined, as explained in Section 5.3.5, that the optimum parameters for
calculating the spectrogram were window size = 256, overlap = 204 and the
final number of sampling points in the discrete Fourier transform = 1024, as will
be explained in detail in Section 5.3.5, optimised for this particular scenario;






feat2use← f ∩ rows2use
return feat2use
end function
2. At the Sensor-Head (SH): Calculation of the Scale-Invariant Feature Trans-
form (SIFT) [154] on the normalised spectrogram magnitude, in order to detect
N keypoints from each spectrogram. We create a vector of keypoints, qi and
ti for the i-th microphone. The nth keypoint has coordinates (qn, tn), which
corresponds to the time-frequency location at which the keypoints are detected.
The values that will be transmitted are integers (encoded in 32 bits in order to
keep a high level of precision) and we only transmit the t−coordinates. It was
found that adding in the frequency information did not improve the TDOA
relative error, as will be explained in detail in Section 5.3.3. Therefore, the
total number of data bits that need to be transmitted to the fusion centre is
N × 32. Additional compression could be used, but it is not considered here,
since we opted to use integers to represent time coordinates, encoded in 32-bits
(232 − 1 values). For short signals, however, the encoding could be done in 8
(255 values) or 16-bits (65, 536 values).
We experimented with the number of keypoints that need to be transmitted
in order to obtain an acceptable margin of error in the Time Difference of
Arrival (TDOA). In light of this, we selected keypoints with the highest energy
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frequency coefficients, i.e. points that belong to rows of the spectrogram
in which the sum of coefficients at key points is large. We selected X-rows
each time, where X varies between 0.1 and 1. Algorithm 5.3.2 presents the
steps followed in this procedure, while Fig. 5.5 illustrates the keypoints on the
spectrogram for various compression ratios;










































































Figure 5.4: Pipeline before data transmission to the Fusion
Center (FC). The signal spectrogram is computed and the SIFT
keypoints are extracted. Using the steps illustrated by Algorithm 5.3.2,
a binary mask is created using the extracted keypoints (yellow and
blue) and the top x high energy rows. An index is filled with 1 if
there is a keypoint in that position and that point lies in one of the
high energy rows.
At this point, the processing in the Sensor-Head (SH) is complete. Fig. 5.4
presents a visual illustration of the whole pipeline before transmitting the data
to the fusion centre.
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3. At the Fusion Centre (FC): After the data is transmitted, two new vectors,
bi and bj , of the same size as yi and yj are created at the fusion centre. We are
assuming that all the sensors are synchronised and therefore started recording at
the same instant. We can map keypoint locations to vectors by pre-calculating
the times that correspond to the t-coordinates. The vector is filled with 1’s in
indices where a SIFT keypoint was detected and with 0’s otherwise;
bi(l) =
1 if l ∈ ti0 otherwise (5.1)
4. At the Fusion Centre (FC): Calculation of Generalized Cross-Correlation
(GCC) (defined by the ? operator) between both vectors in the time domain.
Since the cross-correlation is now on a binary vector, there is no need for the
spectral normalisation as in PHAT.
τdelay = arg max
t
((bi ? bj)(t)) (5.2)
















































(a) 40 : 1 compression (b) 55 : 1 compression (c) 90:1 compression
Figure 5.5: SIFT keypoints (indicated in red) in the sig-
nal spectrogram, for different compression ratios. For each
spectrogram, a patch (white rectangle) is selected and magnified at
the upper right corner to provide a clearer visualisation of the SIFT
keypoints (red). This illustrates how the selected SIFT features are
not necessarily spectrogram peaks and how our features differ from
the peak picker approaches.
5.3.3 Unsuccessful Approaches
During the design of the algorithm, there were various approaches pursued in order
to improve the obtained results. Since some of them were not successful, this section
presents a summary of these approaches.
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• One of the early approaches included the use of Mel-frequency cepstral coef-
ficients (MFCC), commonly used for speech recognition, to select keypoints
from the sound signals and use a nearest neighbour approach to match the
chosen points from each signal. Early experiments showed that it was not
possible to calculate TDOA using this technique. Moreover, given the size of
the MFCC feature vector, it would not have been suitable for compression.
• Local extrema, that is, local maxima and minima, were used to detect keypoints
before using Iterative Closest Point (ICP) [155] to calculate the TDOA. This
approach also proved to be insufficient to estimate TDOA.
• The use of the SIFT descriptor was also considered for TDOA calculation:
however, similarly to what happened with MFCCs, the size of the descriptor
would not have made this approach suitable for compression.
• An initial version of the algorithm used the original values of the signal instead
of 1’s in the mask in order to perform GCC. This also proved to generate
inaccurate TDOA estimations, while the use of a binary mask provided better
results.
• An approach consisting of using various binary masks, one for each frequency
level, was also explored. However, this resulted in inaccurate TDOA estima-
tions.
5.3.4 Error Metric
Since TDOA is in the order of milliseconds for some source locations and centiseconds
for others, it is necessary to standardise the error in order to make a fair comparison
among source positions, similarly as explained previously in Chapter 4. Using the
Ground Truth (GT), the relative error is computed using the TDOA estimation error
in Equation 5.3. Similarly, we use the same principle to estimate the Direction of
Arrival (DOA) relative error in Eq. 5.4.
tdoa error(%) = ‖tdoa− gt‖
‖gt‖ ∗ 100 (5.3)
5.3.5 Spectrogram Parameter Estimation
Finally, we estimated the parameter configuration that produces the most accurate
TDOA estimation. We considered the following parameters:
Chapter 5. Signal Samples Selection for TDOA Estimation 76
Table 5.1: Spectrogram parameters. Set of values for the chosen
experiments
parameter values
window 1024, 512, 256
overlap 80%, 90%, 95%
nfft 1024, 512
complex magnitude 1, 0
normalise 1, 0
• window: number of samples per window in the spectrogram.
• overlap: number of overlapped samples in the spectrogram windows.
• nfft: number of sampling points in the discrete Fourier transform.
• complex magnitude: use only the spectrogram magnitude.
• normalise: convert values of the spectrogram to the scale 0 to 1.
Table 5.1 presents the list of parameters and the values considered for each of
them.























Figure 5.6: Matrix of relative error for the parameters
that produce the lowest TDOA estimation error for a signal
sampled at 44 kHz. window = 256, overlap = 204, nfft = 1024,
complex magnitude = 1, normalise = 0. The heatmap represents the
TDOA relative error from low (yellow) to high (blue).
A sound source located at 30° was simulated under different noise (noise free, 30
dB, 20 dB and 10 dB) and reverberation (0s, 0.1s, 0.2s, 0.3s) conditions. Using the
horizontal microphone pair of our circular microphone array, we generated heatmaps
of the TDOA relative error for each scenario by using 100 monte carlo simulations.
Fig. 5.6 illustrates the heatmap obtained with the parameters that produce the
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lowest error when a signal of 44 kHz is used. The resulting parameters, obtained
for this particular scenario, were window = 256, overlap = 204 (80% of the window











































































































































(a) T60 = 0 s (b) T60 = 0.1 s (c) T60 = 0.3 s (d) T60 = 0.5 s
Figure 5.7: Algorithm initial validation. The histogram (blue)
illustrates the estimated Time Difference of Arrival (TDOA) using our
algorithm for 100 monte carlo simulations for a fixed microphone pair
and source location (x = 2, y = 1, z = 5), with various Signal-to-Noise
Ratio (SNR) (rows) (20dB, 10dB, 5dB,−5dB) and reverberations
(columns) (0s, 0.1s, 0.3s, 0.5s). The TDOA ground truth estimated
in samples is 21.25 (red line).
The experiments detailed in this section were performed using speech signals from
the TIMIT database [156] and simulated environments by means of the Image Source
Method (ISM) [30]. We simulated two microphones in a linear array, separated by a
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distance of 4 metres and sampled at 16kHz. The simulated room has a size of 25m
× 3m × 12m.
The ISM was previously introduced in Chapter 2. It simulates Room Impulse
Response (RIR) in a room, for a given reverberation, expressed as T20 or T60, and
noise, represented as the desired SNR level of additive Gaussian noise, computed as
a time average across all sensors.
5.4.1 Algorithm Validation
We first validated our algorithm by running it on 100 monte carlo simulations for
a fixed microphone pair and source location (x = 2, y = 1, z = 5), with various
SNR (20dB, 10dB, 5dB,−5dB) and reverberation (0s, 0.1s, 0.3s, 0.5s). The TDOA
ground truth estimated in samples is 21.25 and minimum compression (40 : 1) is used,
that is, all Scale-Invariant Feature Transform (SIFT) keypoints are selected. Our
hypothesis is that the distribution of the estimated TDOA will have a peak around
the ground truth. Fig. 5.7 illustrates the obtained results for our experiment. This
figure validates our hypothesis for low noise and reverberation levels, in which it can
be clearly seen that our algorithm correctly estimates TDOA, since the distribution
of the estimation has a peak that coincides with the ground truth (red line). It is
also important to note that when the noise and reverberation increases, the peak
height decreases (in the case of 10dB) and it disappears when noise, reverberation
or both are high.





























Figure 5.8: Subsampling vs our algorithm in a noise-free
environment. TDOA Relative Error achieved for different compres-
sion ratios for a source located at Direction of Arrival (DOA) 45°.
The figure shows the TDOA relative error for our algorithm (green)
compared with a baseline (red) in which the signal is compressed by
subsampling. We used the logarithmic scale on the Y-axis given that
the error for the subsampling approach is much higher than our error.
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5.4.2 Accuracy vs Compression
As previously mentioned, the compression ratio was varied in order to determine
how much compression we could achieve while obtaining a reasonable TDOA relative
error. We used the subsampling strategy presented in Sec. 5.3, where we selected
keypoints with the highest energy frequency coefficients, i.e. points that belong
to rows of the spectrogram in which the sum of coefficients at key points is large.
Fig. 5.5 shows the spectrogram SIFT keypoints for different compression ratios.
Our hypothesis is that the error will decrease when the compression is increased
and that it will be much lower than using a naive approach that compressed the
signal by subsampling it. Fig. 5.8 illustrates the TDOA relative error with respect
to compression ratio. In this experiment, the source was located at a DOA of 45°. It
shows the error for an environment free of noise and reverberation using the proposed
method and compares it with an approach in which compression is achieved by
subsampling the signal. Since subsampling the signal increases the error dramatically
even for low compression ratios, we decided to use a logarithmic scale on the Y-axis.
Fig. 5.9 shows the relative error for various noise (left) and reverberation (right)
conditions. While our hypothesis about outperforming subsampling is validated by
Fig. 5.8, our hypothesis about the accuracy decreasing appeared to be true only
for changes in the noise conditions, since in the absence of noise and restricted to
reverberation only (Fig. 5.9) the accuracy remains the same for high compression
ratios. This may be caused because the spectrogram is not drastically changed when
there is a change in reverberation, as opposed to a change in noise, therefore the
SIFT features extracted are different in the latter case.
Fig. 5.10 shows how noise and reverberation separately affect the maximum
compression ratio. From previous experiments, our hypothesis is that our algorithm
is more sensitive to noise than to reverberation. We calculated the maximum value
of compression that produced a TDOA relative error smaller than 5%, 10%, 50% for
the given noise and reverberation conditions. In this scenario, the source is located
at DOA 45°. In Fig. 5.10(a), a white Gaussian noise of −10 dB, 0 dB, 10 dB, 20 dB,
30 dB and 40 dB signal-to-noise ratio per sample was added to the original signal.
Note how the compression improves as the signal-to-noise ratio (SNR) gets higher.
In the case, of 5% and 10%, the compression ratios are identical, therefore we can
only visualise one line. We used T60 as a measurement of reverberation, interpreted
as the time it takes a signal to drop by 60dB. In Fig. 5.10(b), reverberation values of
T60 = {0.1k, k ∈ {1, . . . , 10}} seconds are simulated. In this case we can see that
there is no compression value for which the error is smaller than 5%, however for
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(a) noise (b) reverberation
Figure 5.9: Accuracy vs compression for various noise and
reverberation conditions. The left-hand side of the figure shows
the TDOA Relative Error for a noise-free signal and for signals with
various SNR values: noise-free (green), 30dB (blue), 20dB (purple)
and 10dB (red) for a source located at DOA 0° (challenging DOA
estimation). The right-hand side, in contrast, shows the relative
error for various reverberation levels: 0s (green), 0.1s (blue) and 0.2s
(purple). To estimate the relative error for each compression ratio,
we used 100 simulations. The challenging location of the source in
this scenario means that the error does not get below 5% in (b). This
differs from the result presented in Fig. 5.8 (in which the error remains
at 1.64%), given that, in that case, the source is located in a less
challenging location (end-fire).
10% and 50% we achieved high compression ratios for low reverberation values (up
to 0.6), after which the compression decreases to zero. These experiments confirm
our hypothesis that our algorithm is more robust to noise than it is to reverberation.
5.4.3 Accuracy vs Source Location
After determining the noise and reverberation conditions under which our algorithm
performs accurately, we decided to evaluate it in terms of the location of the sound
source. Our hypothesis is that for some DOA the algorithm will perform better
since the number of TDOA samples to estimate is higher. Therefore, we started by
evaluating the TDOA estimation and then proceeded to calculate how it affects the
DOA.
Fig. 5.11 and 5.12 illustrate the TDOA relative error and the DOA relative
error for 3 different reverberation levels: T60 = {0.1, 0.2, 0.3} seconds and 3 noise
conditions: noise-free, 30dB and 20dB SNR. We randomly selected 10 different
sounds from the TIMIT dataset, which included speech signals from 5 men and 5
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(a) noise (b) reverberation s
Figure 5.10: Maximum compression for various noise and
reverberation levels. Maximum compression when the TDOA
relative error is ≤ 5% (green), 10% (yellow), 50% (blue) for a source
located at DOA 45° for different values of noise and reverberation. In
(a), white Gaussian noise of −10 dB, 0 dB, 10 dB, 20 dB, 30 dB and
40 dB signal-to-noise ratio per sample was added to the original signal.
For 5% and 10%, the compression ratios are identical, therefore we
can only visualise a single line. In (b), we simulated reverberation
values of T60 = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1 seconds.
women (labeled A to J in Fig. 5.12). We simulated 19 different source locations
(DOA), from 0° to 180°, with a step size of 5°. We ran 5 different simulations for
each of these sources and reverberation values.
Fig. 5.11 shows the TDOA relative error for each DOA. The compression ratio
is 40 : 1 for each signal. It can be seen from the plots that for environments with low
reverberation, T60 = 0.1, 0.2 seconds, the TDOA relative error is smaller than 20%
for most DOA, except for 80°and 100°, in which case the error rises above 40%. The
reason for this behaviour is the small magnitude of TDOA values at such locations,
which makes its calculation very challenging. This will be analysed in further detail
in Section 5.4.4. Similar results are obtained for 30dB SNR, where most relative
errors are below 40% for low reverberations. In the case of 20dB SNR however, the
relative error increases to 60% for the most accurate source locations. Appendix B
includes a version of this plot with unlimited y-axis, illustrating the error TDOAs of
small magnitude.
Fig. 5.12 shows the DOA localisation error. The x-axis presents 10 different
datasets (labeled A to J). Three different compression ratios are used: 40 : 1, 45:1 and
50:1. For noise-free and low reverberation, T60 = 0.1, 0.2 seconds, the DOA relative
error remains less than 20% for different compression ratios and sources. When
reverberation T60 = 0.3 seconds, the TDOA relative error increases dramatically for
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(a) T60 = 0 s (b) T60 = 0.1 s (c) T60 = 0.2 s (d) T60 = 0.3 s
Figure 5.11: TDOA relative error vs DOA. TDOA relative
error (purple) for 3 different reverberation levels: T60 = {0.1, 0.2, 0.3}
seconds and 3 noise conditions: noise-free, 30dB and 20dB SNR. The
results are from 10 speech signals, at 19 different locations (DOA),
from 0° to 180°, with a step size of 5°. We ran 5 different simulations
for each of these sources and reverberation values. The compression
ratio is 40 : 1 for each signal. A version of these plots without the 100
limit is presented in Fig. B.1. The high errors for sources located in
front of the microphone array is because they are below the resolution
I am able to calculate, as explained in Section 5.4.4.
most DOA, especially for 80°and 100°, in which case it is close to 80%. This large
TDOA error has little impact on the DOA estimation, however. Even though the
DOA relative error is above 20% in this case, the error in general remains less than
40%. When the SNR is 30 or 20dB, the DOA average error increases for all the
datasets. It is important to keep in mind that the error is averaged amongst 19 DOA
and, as seen previously in Fig. 5.11, the error increases dramatically for a source
located at 90°, affecting the average error per dataset.
doa error(%) = ‖doa− gt‖
‖gt‖ ∗ 100 (5.4)
These experiments validated our hypothesis that for some sound source locations,
especially those in front of the microphone array, the TDOA error is higher, given
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that the ground truth corresponds to very small values. We could also validate that




































































































































































































































































(a) noise-free (b) 30 dB (c) 20 dB
Figure 5.12: DOA localisation error per dataset for three
different compression ratios: 40 : 1 (blue), 45 : 1 (orange) and
50 : 1 (green). TDOA relative error and the DOA relative error for 3
different reverberation levels: T60 = {0.1, 0.2, 0.3} seconds and 3 noise
conditions: noise-free, 30dB and 20dB SNR. The results are from
10 speech signals (labelled A to J), at 19 different locations (DOA),
from 0°to 180°, with a step size of 10°. We ran 5 different simulations
for each of these sources and reverberation values.









































































































(a) T60 = 0 s (b) T60 = 0.1 s (c) T60 = 0.3 s (d) T60 = 0.5 s
Figure 5.13: Histogram of estimated TDOA for small mi-
crophone separation. Simulated source located at (x = 2, y =
1, z = 5) in various noise and reverberation conditions. The ground
truth TDOA in samples is 4 (red line). The histogram (yellow) illus-
trates the estimated TDOA using our algorithm for 100 monte carlo
simulations. The algorithm fails for some noise and reverberation
conditions by inaccurately estimating 0 as the TDOA.
5.4.4 TDOA of Small Magnitude Estimation
We decided to explore the behaviour studied in the previous section, relating to the
estimation of TDOA values of small magnitude. Our hypothesis is that, when the
TDOA magnitude is very small (in the order of 1× 10−4), our algorithm will estimate
the TDOA as zero. Fig. 5.13 confirms our hypothesis. In this case, the TDOA of
a source located at (x = 2, y = 1, z = 5) was estimated using our approach under
various noise (free, 30dB and 20dB) and reverberation (T60 = 0s, 0.1s, 0.3s, 0.5s)
conditions. The ground truth TDOA corresponds to 4 samples. It can be seen that
even when the noise is low (30dB) most of the samples are estimated as zero.
5.4.5 Baseline: Fingerprinting
Last but not least, we compared our approach against fingerprinting, an approach
that was previously mentioned in Section 5.2 and has been used in the past for
calibration, locating sources in end-fire locations. We simulated a sound source located
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(a) T60 = 0 s (b) T60 = 0.1 s (c) T60 = 0.3 s (d) T60 = 0.5 s
Figure 5.14: Our algorithm vs fingerprinting. Histogram of
estimated TDOA values for a source located at (x = 2, y = 1, z = 5)
and 20dB SNR. The ground truth of TDOA is 21.25. While our
approach (blue) presents a clear peak in the TDOA distribution, the
fingerprinting approach (gray) presents the highest peak at zero.
at 45° DOA. Our hypothesis is that for non-end-fire locations our algorithm will
outperform fingerprinting. Fig 5.14 validates this hypothesis, by showing that, while
our algorithm presents clear peaks in the estimated TDOA samples, fingerprinting
does not have a clear peak and the highest one corresponds to zero.
5.5 Discussion
5.5.1 Keypoints for Compression
We found that, by applying the computer vision technique of Scale-Invariant Feature
Transform (SIFT) to the spectrogram of a speech signal, it is possible to detect
keypoints that contain relevant information about the signal. We were able to use
these keypoints to select the signal samples used to estimate Time Difference of
Arrival (TDOA) within a reasonable margin of relative error.
Our mechanism for improving the compression rate is to use subsampling of
the SIFT keypoints in the spectrogram constructed at each sensor (microphone).
Our strategy was to select the highest energy frequency coefficients, i.e rows of the
spectogram in which the sum of coefficients at key points is large. This proved to
be effective in scenarios in which there is little noise, as illustrated by Fig. 5.9b and
Fig. 5.10a.
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We ran our algorithm for various source locations and speech signals. We
determined that the highest error in estimating the TDOA was caused in positions
where the source was located in front of the microphone array, either at 80°or 100°.
This happens because the TDOA is very small for these positions, which complicates
the estimation. For 90°, where the TDOA is zero, and for 0°and 180°, where the
separation is maximum, the relative error is closer to zero. On the other hand, given
a similar position and the same noise and reverberation conditions, our algorithm
performs very similarly across the test speech signals we used.
Considering that the experiments were conducted in simulated scenarios, but
using real speech data in a large variety of acoustic conditions, it would be possible to
extend this approach to real-life scenarios. This should be in the context of low noise
and reverberation environments, in which the microphone separation is considerably
large in order to obtain TDOA of large magnitude.
5.5.2 SIFT vs Baseline
We used an audio fingerprinting approach to estimate TDOA [67] as a baseline for
comparison. The authors used this method for calibration, therefore, their approach is
limited to sources located at end-fire positions and controlled noise and reverberation
environments. We used the implementation of audio fingerprinting presented in [30],
in which the input signal is subsampled to 8kHz to calculate the spectrogram. The
number of sections is 64ms and the overlap is 32ms. We selected 50 landmarks per
signal to perform our comparison. We simulated a source located at DOA 45°. We
demonstrated how our algorithm shows a clear peak in the sample distribution while
fingerprinting’s highest value was located at zero.
5.5.3 Limitations and Future Work
The algorithm’s main drawback is its sensitivity to noise, as is evidenced in Fig. 5.10.
This may be attributable to SIFT keypoints chosen from noise rather than from the
original signal, leading to choosing different points in each sensor. One strategy to
overcome this problem might be to estimate the probability of the keypoints being
noise based on the amplitude of neighbouring keypoints.
Another limitation studied is the low accuracy when the magnitude of the TDOA
value to be estimated is very small. In this case, we are limited to the sampling
frequency, which makes it impossible to calculate some TDOA values. In the cases in
which it is possible, but our algorithm is assuming it to be zero, one strategy could
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be to increase the overlap in the spectrogram calculation together with a denoising
algorithm, which might improve SIFT keypoint detection.
5.6 Conclusions
In this chapter, we presented novel findings regarding Time Difference of Arrival
(TDOA) estimation using only a few signal samples.
We started by testing our algorithm in a microphone pair using 100 Monte Carlo
simulations, and we realised that for low noise and reverberation conditions, the
mode of the estimated TDOA corresponded to the ground truth. We then proceeded
to compare our algorithm against a compression approach using subsampling and we
demonstrated how our algorithm estimated the TDOA accurately, even when the
compression ratio increased a lot. Therefore, we continued our tests and showed how
our algorithm estimated the TDOA for high compression ratios in various noise and
reverberation conditions.
We continued our test using various signals from the TIMIT dataset located
at different Direction of Arrival (DOA). We showed how our algorithm accurately
estimated the TDOA and DOA with high compression ratios, in scenarios in which
the noise and reverberation were low.
Finally, we compared our algorithm against an approach that uses audio finger-
printing for TDOA estimation and we showed how our algorithm outperformed the
baseline.
While the scenarios in which the algorithm was tested were generated by means
of a simulator, the data used for testing was real speech from a well-known dataset.
Therefore, we believe that our system capabilities could easily be extended to real
life scenarios.
In the current version of this work, we are using only a single microphone pair:
however, the algorithm could also be extended so that it works for multiple pairs
of microphones. This could potentially benefit the performance of the algorithm,
since the redundancy in the information could be used to remove outliers from the
selected keypoints, making the algorithm more robust to noise and reverberation.
This is left as future work.
Our contribution, then, could be summarised as follows:
• We proposed an algorithm that determined the signal keypoints to be trans-
mitted in order to accurately estimate TDOA obtaining a signal compression
ratio of 40 : 1
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• We compared our technique against a baseline that uses audio fingerprinting
and showed that our approach presents superior results.
In conclusion, in this work, we showed that, by applying a computer vision
approach to the spectrogram of a speech signal, it was possible to identify samples
of the signal allowing for an estimation of TDOA within a reasonable margin of
relative error. We tested the robustness of the proposed technique under different
noise and reverberation conditions using different speech signals and source locations.
We showed that our algorithm can estimate TDOA and the source location within
an acceptable error range when the compression ratio of the signal is 40 : 1.
In the future, we plan to modify our algorithm by improving on its robustness
to noise and reverberation. We intend to do this by estimating the probability of
keypoints representing reverberation or noise.
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Chapter 6
Training Data on CNNs for DOA
Estimation
6.1 Introduction
Estimation of the spatial direction from which a sound is emitted, commonly known
as Direction of Arrival (DOA), is an important and well-studied problem in Acoustic
Source Localisation (ASL) with applications in numerous domains [68,70]. The advent
of smart assistants (e.g. Amazon Echo, Google Home, Apple HomePod) [7], equipped
with arrays of microphones, has facilitated the generation of large datasets and has
motivated research into the use of data-driven methods for DOA. In particular,
learning via a Deep Neural Networks (DNNs) architecture – deployed effectively for
computer vision applications [157] and audio processing [158] – is emerging as an
effective tool for ASL estimation [73].
Traditional methods to perform ASL have been widely studied in the litera-
ture [131], the most common of which are: (i) Time Difference of Arrival (TDOA)-
based approaches, which normally employ Generalized Cross-Correlation (GCC) [159,
160], (ii) beamforming-based approaches, including the well-known Steered Response
Power (SRP) [58], which solve directly for the most likely source position among a
grid of candidate locations; and (iii) MUltiple SIgnal Classification (MUSIC), which
uses the signals subspaces to estimate multipe DOA. A summary of the literature
review in TDOA estimation is found in Chapter 3. Neural networks have been
applied for various problems related to ASL including speaker localisation using a
robot [68,69], passive underwater sensing [70], antennas [71] and acoustic emission
localisation on a pipeline [72]. Chakrabarty et al [4] perform single source localisation
by treating ASL as a classification problem, where the discretised DOA corresponds
to a class, which they solve using a Convolutional Neural Network (CNN). This
method has been extended to multiple sources [73] using synthetic noise data to train
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the network. CNNs combined with Long short-term memory (LSTM) [161] have been
shown to be useful for estimating DOA by using Generalized Cross-Correlation Phase
Transform (GCC-PHAT) as input data. Some approaches use neural networks to
perform pre-processing such as time-frequency (TF) masking [162–164] or denoising
and dereverberation [165].
For multiple source localisation, the use of planar arrays include an extension
of [4] for multiple sources [39,166] using synthetic data and an improvement to their
architecture in [73] by incorporating systematic dilation of the convolution filter in
each layer of the CNN. There are also some papers that use ambisonics [167], which
is a representation of the sound field as a decomposition into spherical harmonics.
Among these, [168] employs Layerwise Relevance Propagation (LRP) extended in [169]
to testing in unseen rooms. In [170] the authors use Recurrent Neural Networks
(RNN) tested in different sound classes and extend their approach by performing
joint localisation and detection [171]. Finally, [172] localises and detects sound
events using quaternion-valued data processing. Section 6.2 summarises the literature
review for single and multiple DOA estimation using Neural Networks (NN).
Despite the widespread use of CNNs in applications related to ASL, numerous
questions regarding the quality and quantity of the training data remain unanswered.
In [170, 171], data from different sound classes is randomly used for training and
testing, while in [173] the authors propose a method of data augmentation for the task
of room classification from reverberant speech using a Generative Adversarial Network
(GAN). In [174] deep CNN and data augmentation are used for environmental sound
classification. On the other hand, Pons et al [175] use few training samples (from 1 to
100) per class to train an event and acoustic scene classifier. In this chapter, we test
the impact of various sound classes for training on the accuracy of DOA estimation.
Our hypothesis is that using speech and music data for training will provide more
accurate DOA estimation than using noise, as in the current literature. Our reasoning
is that speech and music data contains frequency information that helps the CNN
learn the room acoustics much better than white noise. Our conclusion is that using
real speech data augmented with synthetic speech data (using GAN-based methods)
performs best for a wide range of test audio classes and different incident directions.
Our main findings in this work are that:
• training with speech data, rather than noise, produces an average improvement
of 3% on the accuracy of DOA estimates for test speech signals and 17% when
the test signals belong to one of three other classes;
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• training with music data from a dataset produces an average improvement of
19% in accuracy compared to training with noise;
• synthetic speech data generated using a state-of-the-art GAN [14], which can
be generated automatically, is as effective in training as using real human
speech;
• music data performs better than speech data for training when obtained using
real sound recordings: however, when they are synthetically generated using a
GAN, speech data produces better results than music data;
• compared with GCC, a DNN trained with speech is 125% more accurate when
the test and training environments have similar reverberation, and comparable
when the reverberation levels are different.
6.2 Related Work
The literature is divided between methods that calculate Direction of Arrival (DOA)
and those that estimate the 3D source location.
6.2.1 Direction of Arrival (DOA)
DOA methods are subdivided depending on whether they estimate the DOA for a
single source, or multiple sources.
Single Source
The use of planar arrays is very common in single-source DOA estimation. In [68], for
instance, the authors train a Deep Neural Network (DNN) to localise sources using a
microphone array embedded on a NAO robot. Localisation is presented as a binary
classification problem, in which the algorithm returns either 1 or 0, depending on the
existence (or not) of a source at a given direction. The main contributions arising
out of this work are the use of a directional activator, similar to MUltiple SIgnal
Classification (MUSIC), and the use of this activator to treat complex numbers (from
the spectrogram) at each sub-band. The evaluation was performed using real data
from a Japanese dataset as training and testing sets (with different data used for
each set), and accuracy computed for 72 different DOA and blocks of 200ms. The
main limitation of this work is that the DNN is unable to localise sources located in
positions that not appear on the trainning set. The authors propose a new approach
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to overcome these limitations in [69], using unsupervised learning together with
a parameter adaption layer and early cessation of the parameter updates. These
changes result in improvements for some of the DOA angles, but with a deterioration
for others. A similar approach is presented in [4], in which the authors use the phase
information of the Short-Time Fourier Transform (STFT) coefficients together with
a single-class classifier to train a Convolutional Neural Network (CNN) that outputs
the DOA of a group of signals from a microphone array. The DOA is modelled as a
single-class classification problem, in which the classes are 37 different angles (DOA).
The network is trained with synthetic data and tested with speech signals from the
TIMIT dataset. The results are presented as accuracy level per frames, that is to say,
the number of frames that correctly classify the DOA, similarly to [68]. Since this
article is the base for our work, Section 6.3.1 will go into this in further detail. Lastly,
in [161] the authors use a CNN combined with a Long short-term memory (LSTM)
to estimate DOA. The main contribution of this method is its adaptability to a new
microphone array and the use of a very small amount of data, since the network uses
Generalized Cross-Correlation Phase Transform (GCC-PHAT) as input, rather than
the spectrogram as in previous cases.
There are a set of approaches that use Neural Networks (NN) as a pre-processing
step, including [163], in which the authors use a Bidirectional Long Short Term
Memory (BLSTM) for time-frequency (TF) masking to arrive at a clean phase Time
Difference of Arrival (TDOA) estimation. They use this to improve conventional
Cross-Correlation (CC), beamforming and subspace-based algorithms for Acoustic
Source Localisation (ASL). They perform experiments with a binaural setup, judging
the estimation as accurate when the error is within 5 degrees. This approach
is extended in [164] where DOA is calculated directly using monaural spectral
information for mask estimation during training, and therefore this approach could
be extended to different microphone configurations. Similarly to [162], the authors
use a CNN to predict a time-frequency (TF) mask for emphasising the direct path
speech signal in time-varying interference. This approach is applied in combination
with Steered Response Power (SRP) to estimate the DOA. The main limitation is
that it only works on the same type of training data while the main assumption is
that there is only one main interference with the target of interest. The experiments
were conducted using speech (English for training and Japanese for testing) mixed
with everyday sounds (office printer background or household noise) to train and test
the NN for both static and moving speech sources. Finally, Wang et al [165] propose
the use of an Acoustic Vector Sensor (AVS) to estimate DOA, in conjunction with a
network for denoising and dereverberation. The authors’ hypothesis is that clean
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features are better classified than unclean ones, therefore they used a DNN for Signal
Denoising and Reverberation (DNN-SDD), which maps noise and reverberant speech
features to their clean versions and uses them as input for a DNN that calculates
DOA. The method is evaluated in small-sized microphone arrays, with the Mean
Absolute Error (MAE) as Root Mean Square Error (RMSE) used as evaluation
metrics.
Finally, there are some works that describe ASL using NN in planar arrays
for very specific applications. In [70], the authors present an application of CNN
for DOA to passive underwater sensors, a technique that uses cepstrograms and
generalized cross-correlogram as input to estimate range and bearing. The network
is trained using real, multi-channel acoustic recordings of a surface in a shallow water
environment. Another application is presented in [71], in which DOA estimation
using DNN is used in antennas. The main contributions of the work are a proposed
end to end DNN for general (not only acoustic) DOA estimation, the use of an
autoencoder for pre-processing and training with various outputs of a certain array,
so the network is robust to imperfections. The authors train and test their approach
based on simulated data and use MUSIC as a baseline for comparison. Finally, in [72]
we are presented with an application of acoustic emission localization on a pipeline,
generated when energy is released within a material. The experiments showed an
accuracy of 97% and execution time of 0.963 milliseconds.
Multiple Sources
There are various approaches focused on estimating DOA when there are multiple
sources present. In [39,166] for instance, an extension of their work in [4], the authors
use a CNN for multi-class multi-label classification, with the last layer using Sigmoid
activation. The main assumption is W-disjoint orthogonality, which means that two
speakers cannot be active at a given time-frequency point. One of the main novelties
in comparison with previous work is the generation of synthetitic data for training by
creating separate sources and then concatenating and randomising their spectrograms.
The method was tested with simulated data from the TIMIT and LIBRI datasets.
The experiments considered the generalisation to unseen acoustic conditions and
unseen noise type, as well as the influence of source-array distance and number of
convolutional layers. Steered Response Power Phase Transform (SRP-PHAT) and
MUSIC were used as a baseline. The authors extended this approach in [73] by
incorporating systematic dilation of the convolution filter in each layer of the CNN,
which expands the receptive field of the filter and reduces computational cost while
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keeping the memory the same. The results, however, demonstrate that, in so doing,
the accuracy decreases and the best they are able to achieve is the same accuracy as
the original CNN, but reducing the computational cost by 40%.
Alternatively, [176] proposes a joint localisation and classification of acoustic
sources. The input is the raw spectrogram of the acoustic signals and the output is
the likelihood of DOA, as well as a Speech/No-Speech Classification per frame. The
metrics are calculated in terms of precision vs recall curves. The network is tested
with real data and the results are compared against SRP-PHAT, highlighting the
advantages of using a joint approach.
In [177], researchers investigate two domain adaptation methods using NN for
multiple sound source localisation: weak supervision and domain adversarial training.
The authors used a pre-trained network, adapted with both source and target domain,
using recordings from the Pepper robot and loudspeaker data for adaption. The
evaluation used both loudspeaker and human speech and presented precision vs
recall curves. The experiments showed an improvement in models adapted with
weak supervision: however, the combination of domain-adversarial training does not
further improve the performance according to the results presented.
Finally, there is a set of methods that uses ambisonics, a sound format that covers
sources above and below the listener, commonly obtained using spherical microphone
arrays. In [168], researchers use a Convolutional Recurrent Neural Network (CRNN)
as a DOA estimation system for multi-source localisation. The authors use layerwise
relevance propagation (LRP) as input, features derived from the acoustic intensity
vector. The training was done using simulated signals and the test using recordings
from Eigenmike. The same authors introduce a similar approach in [169], in which
they train the NN on a large variety of simulated rooms and test it on unseen
rooms. They evaluate their algorithm on DOAs that lie anywhere on the sphere and
not only on the same discrete grid used for training. [170] uses Recurrent Neural
Network (RNN) to estimate both azimuth and elevation by sampling the unit sphere
uniformly and predicting the probability of sound source at each direction. The main
advantage of this approach is that it does not algorithmically limit the number of
directions to be estimated. The authors use synthetic data for training and testing,
while they evaluate their method using real spherical harmonic input signals in
different sound classes. Their approach is extended in [171] by jointly performing
sound event localization and detection. The RNN input is the magnitude and phase
of the spectrogram, while the output is DoA and Event Detection. This method is
outperformed in [172], by using quaternion-valued data processing.
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6.2.2 3D Localisation
While not as wide-ranging as that looking at DOA, there has been some previous
work that investigates 3D localisation of acoustic sources using NN. In [178] the
authors propose an approach for single sound source azimuth and distance estimation
using a binaural setup. The network learns azimuth and distance using CC of the
two channels as input. The training and test data are obtained using a loudspeaker
to play audios from the TIMIT dataset. Similarly, in [179] the authors propose an
end-to-end method to perform 3D localisation of a sound source, using a CNN. The
input of the CNN are the raw signals and the output is the 3D position. The authors
fine-tune the network using a small amount of real data, dataset AV 16.3, the same
one as used for testing.
6.2.3 Applications
It is important to mention some applications that, even though not related to ASL
directly, are very related to this work. Inspired by few-shot learning to learn from
few training data, in [175] the authors use few training samples (from 1 to 100) per
class to train an audio classifier for event and acoustic scene classification. In their
experiments they consider regularisation, prototypical networks, transfer learning
and a combination of them for the classification task. They conclude that transfer
learning is a powerful tool, but that prototypical networks show promising results
in the absence of external or validation data. Another interesting application is
presented in [173], in which the authors proposed a method for data augmentation
for the task of room classification from reverberant speech. Generative Adversarial
Networks (GANs) are trained to generate artificial data as if they were measured in
real rooms. The representation is based on a sparse model for the early reflections, a
stochastic model for the reverberant tail and a mixing mechanism between the two.
In the experiments shown, the proposed data augmentation method increases the
test accuracy of a CNN-RNN room classifier from 89.4% to 95.5%.
6.2.4 Summary
In general, we could summarise that the literature in deep neural networks as applied
to ASL is focused on creating neural network architectures and methodologies that
generalise the following:
• Room Acoustic Conditions: The network goal is to be robust to new
acoustic conditions, such as noise and reverberation, different from those used
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during training. One of the clearest examples is [4], in which the network is
trained and tested with different room sizes and reverberations. Moreover,
[164] test their pre-processing T-F mask in various noise and reverberant
environments. Perotin et al, [169], train their NN on a large variety of simulated
rooms and test it on unseen rooms.
• Source Locations: The objective is to be able to estimate source locations
different from those present in the training set. In [4] the authors considered
in their experiments the influence of source-array distance. Similarly, [169]
evaluated their algorithm on DOAs that lie anywhere on the sphere rather
than on the same discrete grid used for training.
• Microphone Configuration: The NN should be able to be tested on any
microphone configuration, independent of the one(s) it was trained with. This
is partially achieved in [161], in which the authors use GCC-PHAT as input to
the NN, therefore the microphone configurations of training and testing could
be different, provided that the microphones are located at the same distance.
A better generalisation is presented in [164], in which the NN uses monoaural
information: however, this is only for T-F mask estimation as a pre-processing
step, rather than DOA estimation directly.
Even though the literature covers a lot of work in generalising the learning process,
there is a gap in the efforts to generalise the nature of training data. The closest
effort has been presented in [170], in which the authors use various data classes
for training and testing the network: however, they limit their work to using the
same audio class for training and testing. Accordingly, we have focused this work on
studying the impact of the quality and quantity of training data when it comes to
DOA estimation.
6.3 Methodology
6.3.1 Baseline: Direction of Arrival (DOA) estimation using
Convolutional Neural Networks (CNNs)
The focus of this work is on analyzing the impact of training data, therefore we use
an existing architecture [4] and follow the methodology presented in this section for
training and testing.
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Figure 6.1: Convolutional Neural Network (CNN). CNN
architecture used in [4]. The input of the diagram is a matrix M by
K estimated per frame, where M is the number of microphones and
K is the number of frequencies on the Short-Time Fourier Transform
(STFT). The first four layers are convolutional layers while the last
two are fully connected layers (FC). The output is a vector of size I,
with zeros in all entries and one in the frame class. I represents the
number of DOA classes. The total number of parameters is 426, 946.
The CNN, initially proposed in [4] and used in [39,73,166] , is based on a standard
CNN [180] architecture. These networks typically consist of a set of “convolution
layer”, which act as filters on the input, resulting in the set of features that the
network learns. The convolution is followed by an activation layer, operating point-
wise over each element of the feature map. Later on, a pooling operation is applied
to reduce the feature map. In the final step, the fully connected layers aggregate
information from all different positions to perform classification.
In this particular application, the authors use the CNN architecture presented in
Fig. 6.1, which has the following characteristics:
• The CNN treats the phase of the STFT as an image and the input is a matrix of
size M by K, as illustrated by Fig. 6.2 (a), where M is the number of microphones
and K the resolution of the STFT in the frequency domain. Fig. 6.2 (b) shows
the input feature. It is important to note that the input is a time frame of the
total signal.
• The number of parameters for each convolutional layer is given by ((shape of
width of filter*shape of height filter+1)*number of filters) = ((2∗
2) + 1) ∗ 64 = 320. Similarly, the number of a parameters for each fully
connected layer is given by ((current layer n*previous layer n)+1) =
512 + 320 + 1. Adding the parameters estimated for each layer, we obtain
320 + 320 + 320 + 163, 814 + 262, 145 = 426, 946 [180].
• The authors use the rectified linear units (ReLU) as activation function.
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(a) Input (b) Features
Figure 6.2: Convolution operation and features visualisa-
tion. CNN input matrix [4] and visualisation of this input with our
data. (a) Illustrates the convolution operation when F different locals
filters are used, each of size J by J . (b) Visualisation of the Input
matrix M by K for one of the audio signals used for training.
• The CNN does not have any pooling layer, since it decreases the performance
of the network.
• The last layer uses softmax activation function to perform classification.
• The network was trained using the Adam optimiser [181], with a learning rate
of 0.001, for 5 epochs, and uses categorical cross-entropy as loss function.
• The output of the CNN is the posterior probabilities of the input belonging to
one of 37 DOA classes (discrete values from 0 to 180, with a gap of 5 degrees).
We tested the performance of this network to have a baseline for comparison.
Fig. 6.4 illustrates this. It also presents the results of the sample experiments available
in [5].
6.3.2 Acoustic Conditions
The training and testing conditions are summarised in Table 6.1. These conditions are
the same as those described in [4], to aid comparison. Although the inter-microphone
distance is the same for both training and test, the arrays are positioned in different
locations within the rooms. The training data is composed of 5.6 million frames,
while the test data is composed of 100 audio files per audio class, which are used to
generate Room Impulse Response (RIR) for 9 different DOA: 30°, 45°, 60°, 75°, 90°,
105°, 120°, 135°and 150°. The RIR simulation is performed using the Image Source
Method (ISM) [28].
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Table 6.1: Training and Testing Conditions. Inter-microphone
distance, source-array distance and reverberation conditions for train-
ing and testing simulations.
Parameter Train Test
Inter-mic distance 8 cm 8 cm
Source-array distance 1 m and 2 m 2 m
T60 0.3 s, 0.2 s 0.1 s
6.3.3 Training Audio Classes
We used two different audio classes to train the CNN: speech and music. The reason
behind this choice is the availability of speech and music data in datasets, as well as
the frequency information they provide. For each of these classes we used different
variations to produce this data, either by using datasets or methods to synthesise
these sounds.
Speech
Six different types of speech training data are used, in order to improve the DOA
estimation accuracy in different audio classes. The methods used for generating the
training data are the following:
1. Speech (TIMIT) Data from the TIMIT dataset [182], containing data of
630 speakers from 8 major dialects of American English, who are reading
phonetically rich sentences. The dataset was originally designed as a database
of speech data for acoustic-phonetic studies, as well as the development and
evaluation of automatic speech recognition systems. This data set includes
silent frames, usually when the speaker pauses inbetween words, where there is
little signal energy.
2. Speech and Voice Activity Detector (VAD) (TIMIT+VAD) The TIMIT
speech data is pre-processed using a VAD [183], a technique in speech process-
ing, used to detect absence of human speech. In this case, silent frames were
detected using a VAD and later removed from the signal before training the
Neural Networks (NN).
In general, a VAD algorithm consists of three steps: first, there is a noise
reduction stage; then, some features are extracted from a section of the signal
(which is what is described here as a frame); and, finally, a classification
technique is applied in order to evaluate whether the frame contains speech
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Figure 6.3: Flattening process of DCGAN into WaveGAN.
Illustration of the transposed convolution operation for the first layers
of the DCGAN. DCGAN uses 5 by 5 two-dimensional filters, while
WaveGAN uses length-25 one-dimensional filters. The colours repre-
sent the position of the NN elements for a 2D input vs 1D input and
how they are equivalent.
or not. In this step, the algorithm proposed in [184] is employed, using an
implementation available in [183]. The authors use end-point detection to
determine where speech begins and ends, and also to determine a speech
threshold for initial estimation of silent frames. Moreover, they compute the
zero crossing rate in the vicinity of endpoints, that is, the number of successive
signal samples that have different algebraic signs. If frames above the initial
threshold have considerable changes in zero-crossing rate, the endpoints are
re-designed to the points at which the changes take place.
3. Synthetic Speech (BSAR) Synthetic speech signal, modelled by using a
Block Stationary Autoregressive (BSAR) process [185]. Eq. 6.1 illustrates how
the signal, s(t), is modelled. s(t) is partitioned intoM continguos blocks, with




bi(q)s(t− q) + e(t), e(t) ∼ N (µ, σ2) (6.1)
4. Generative Adversarial Network (GAN) Speech (GAN-TIMIT) Syn-
thetic speech signal generated using an implementation of GAN, known as
WaveGAN [14], trained with TIMIT speech data. WaveGAN is a machine
learning algorithm based on GANs, which uses real audio samples to learn to
synthesise raw waveform audio. The implementation provided by the authors
is capable of learning up to 4 seconds of audio at 16kHz.
GANs, originally proposed in [186], are composed of two NNs: a discriminator,
D, and a generator, G. Being, PX the distribution over data, x, and PZ a
prior on input noise variables, z, Eq. 6.2 illustrates the value function that G
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is trained to minimise and D is trained to maximise. This means that D is
trained to determine if an example is real or not using training data, while G
is trained to try to fool the discriminator into thinking its output is real. The
generator commonly uses randomized input as initial seed.
V (D,G) = Ex∼PX [logD(x)] + Ez∼PZ [log(1−D(G(z)))] (6.2)
The approach proposed in [14] is based on a two-dimensional deep convo-
lutional GAN (DCGAN) proposed in [187], used for image synthesis. The
authors bootstrap DCGAN to work on spectrograms, proposing an approach
called SpecGAN. Moreover, they use a waveform approach called WaveGAN,
which flattens the DCGAN architecture to work on one dimension. Fig. 6.3
illustrates the flattening process, in which DCGAN uses 5 by 5 two-dimensional
filters, while WaveGAN uses length-25 one-dimensional filters. Moreover, they
increased the stride factor for all convolutions, removed batch normalisation
from generator and discriminator and finally trained using the WGAN-GP [188]
strategy.
5. GAN Speech (GAN-SC09) Synthetic speech signal generated using Wave-
GAN [14], trained with Speech Commands Zero through Nine (SC09) data.
6. GAN for Speech Data Augmentation (TIMIT+GAN-TIMIT) Half of
the data is from Speech (TIMIT) while the other half is synthetically generated
using a waveGAN and no VAD is used.
Music
1. Street Music (StMu): Data from the UrbanSounds8k dataset [189], which
contains 27 hours of audio across 10 sound classes. The authors downloaded all
sounds returned by Freesound search engine when using the class (e.g. “street
music”) as query. They then manually checked the recordings, kept the field
recordings and label the start and end times of every ocurrence using Audacity.
Signals from the class “street music” were selected to train the CNN.
2. Street Music and VAD (StMu+VAD): The Street Music data is pre-
processed using a VAD [183] in order to remove silent frames.
3. GAN Piano (GAN-Piano): Synthetic speech signal generated using Wave-
GAN [14], trained with Piano data.
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4. GAN Drums (GAN-Drums): Synthetic speech signal generated using



























































































































































































































































































































(a) Reverb. 0 s (b) Reverb. 0.1 s (c) Reverb. 0.2 s (d) Reverb. 0.3 s
Figure 6.4: Accuracy of testing the pre-trained network.
Four different noise (noise free, 30dB, 20dB and 10dB Signal-to-Noise
Ratio (SNR) from top to bottom) and reverberation (0s, 0.1s, 0.2s
and 0.3s from left to right) conditions. The heat-maps illustrate
the accuracy from 0 (yellow) to 1 (blue). The pre-trained network
performed accurately for the speech class: however, the performance
decreased when it was presented with new audio classes for testing,
particularly in noisy and reverberant scenarios.
6.3.4 Testing Audio Classes
We tested the implementation in the following audio classes:
• Example (ex): Sample test speech data provided in [5], created when con-
volving a 13 sec long speech signal with Measured RIRs from the Bar-Ilan
Multi-Channel Impulse Response Database [190].
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(a) TIMIT (b) TIMIT+VAD (c) BSAR [185]

























































(d) GAN-TIMIT [14] (e) GAN-SC09 [14] (f) TIMIT+GAN-TIMIT
Figure 6.5: A comparison of Direction of Arrival (DOA)
estimation accuracy by training with different sources of
speech data. The heat-maps illustrate the accuracy from 0 (yellow)
to 1 (blue). Using speech from the TIMIT dataset (a) or waveGAN
(d) yields the best performance. However, training with any speech
achieves higher accuracy than the baseline (second row of fig. 6.4)
across audio classes. The test data is the same as that used for the
baseline, with 30 dB SNR and 0.1 s reverberation.
• Speech (sp): The TIMIT dataset [182], as described above.
• Urban Sounds: Data from the UrbanSounds8k dataset [189], which contains
27 hours of audio across 10 sound classes. The classes used were: Children
playing (ch), Siren (si) and Street music (mu).
6.3.5 Evaluation Metric
In order to evaluate the trained network, accuracy is used as a performance metric,
similarly to [5] and [68]. Accuracy is calculated as Nc/Nt, where Nc is the number
of correctly classified frames and Nt is the total number of frames.
6.4 Experimental Results
For all experiments in this chapter, we use simulation [28] to mimic transport of the
source signals to the microphone. The simulation introduces the appropriate delay
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and adds noise and reverberation.
Baseline: Trained with noise [5]












































































Ours: Trained with synthesised speech using a GAN












































































(a) Reverb. 0 s (b) Reverb. 0.1 s (c) Reverb. 0.2 s (d) Reverb. 0.3 s
Figure 6.6: A comparison of the DOA accuracy (colorbar)
for different audio classes (X-axes) and multiple incident
directions (Y-axes). The heat-maps illustrate the accuracy from
0 (yellow) to 1 (blue). The baseline (top row) performs well for
speech signals (particularly at 90°) or when reverberation levels are
low. Training with speech (bottom row) is more robust to incident
directions as well as audio classes. The test data consists of simulated
Room Impulse Responses using the Image Source Method, for 30 dB
SNR. Legend: example [5] test data (ex), speech (sp), children playing
(ch), siren (si) and street music (mu).
6.4.1 Baseline
In order to establish a baseline for comparison, we tested the performance of a
pre-trained network available in [5], on different test audio classes. Fig. 6.4 illustrates
the accuracy of testing the pre-trained network (trained using white noise) for
four different Gaussian noise (noise free, 30dB, 20dB and 10dB Signal-to-Noise
Ratio (SNR)) and reverberation (0s, 0.1s, 0.2s and 0.3s) conditions. The test data
is described in Section 6.3 and the room conditions are summarised by Table 6.1.
Our hypothesis was that the pre-trained network would perform accurately for the
speech class, but that, the performance would decrease when presented with new
audio classes for testing. The results shown in the top row of Fig. 6.4, are good for
speech data under low reverberation. For other audio classes, the accuracy drops by
about 60% for higher reverberation simulations, confirming our hypothesis.
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(a) StMu (b) StMu+VAD






































(c) GAN-Piano [14] (d) GAN-Drums [14]
Figure 6.7: A comparison of DOA estimation accuracy by
training with different sources of music data. The heat-maps
illustrate the accuracy from 0 (yellow) to 1 (blue). Using speech from
the Street Music class from Urban Sounds 8K (a) or WaveGAN trained
with Drums (d) yields the best performance. However, training with
any variation of music achieves higher accuracy than the baseline
(second row of fig. 6.4) across audio classes. The test data is the same
as that used for the baseline, with 30 dB SNR and 0.1 s reverberation.
6.4.2 Training with Speech
We trained the Convolutional Neural Network (CNN) using the six types of speech
training data described in Section 6.3, and tested them on the same data as the
baseline (see Table 6.1 for details). Our main hypothesis is that using speech for
training the CNN will provide accurate results and will outperform the ones obtained
with the baseline.
Fig. 6.5(a) illustrates the results obtained when the TIMIT database is used for
training. It presents high accuracy for most angles (except 30°, 75°and 150°) and most
audio classes (except the siren, which is the most challenging). Fig. 6.5(b) presents the
results obtained when training with signals from the TIMIT dataset, pre-processed
using a Voice Activity Detector (VAD). In comparison to Fig. 6.5(a), the accuracy
decreased in general for most audio classes and angles, except for 45°, 60°, and 120°,
where it is still above 60%. Fig. 6.5(c) shows the results obtained when the network
is trained using synthetic speech from a Block Stationary Autoregressive (BSAR).
This does not perform very well. Fig. 6.5(d) and (e) show the results using data
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generated using WaveGAN, using TIMIT and SC09 respectively. Even though both
generate accurate results, using the WaveGAN trained with TIMIT provides more
accurate results than using the WaveGAN trained with SC09, particularly for 135°
when it is very accurate. These results are comparable to the results using TIMIT.
Finally, Fig. 6.5(f) illustrates the results obtained when the data from TIMIT is
augmented using WaveGAN with TIMIT input. This latest approach is the one
that presents the best results amongst speech, surpassing even the ones obtained
with TIMIT for this particular CNN architecture. These experiments confirm our
hypothesis that using speech for training the CNN provide accurate results for DOA
estimation.
Fig. 6.6 presents the results obtained when using the pre-trained network from
the baseline compared with the results obtained when we use synthesised speech from
WaveGAN with TIMIT as input. The results show that our results are superior to
the ones obtained by the baseline, particularly when the reverberation levels are high.
This confirms our hypothesis that training the CNN using speech data outperforms
the results obtained when the CNN is trained with noise.
6.4.3 Training with Music
We trained the CNN using the four types of music training data described in
Section 6.3, and tested them on the same data as the baseline (see Table 6.1 for
details). Our hypothesis in this case is that using music for training will provide
accurate results, outperforming those of the baseline, though not as robust as those
obtained with speech, since speech data uses specially recorded speech, while street
music is recorded in urban scenarios, as explained in Section 6.3.
Fig. 6.7(a) illustrates the results obtained when training with Street Music signals,
as recorded in the Urban Sounds 8K dataset. It shows that the accuracy is very high
for all the tested angles and audio classes, except for siren, where the accuracy is
around 40%. When using a VAD to remove silent frames, the accuracy obtained
is decreased, as presented in Fig. 6.7(b). On the other hand, the use of WaveGAN
to generate synthetic music data generates accurate results in both scenarios, but
it shows better performance when the Generative Adversarial Network (GAN) is
trained with Drums, Fig. 6.7(d), in comparison to when it is trained with Piano,
Fig. 6.7(c). These results support our hypothesis that using music for training
generates accurate results, outperforming those obtained using the baseline.
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6.4.4 Speech vs Music






































(a) Trained with Speech (b) Trained with Music
Figure 6.8: Using synthesized speech (GAN) is marginally
worse than using real speech data (TIMIT). However, aug-
menting real speech with synthetic (TIMIT+GAN) performs similarly
to TIMIT and with a lower standard deviation. Each bar depicts
the accuracy averaged over 9 different DOA angles and 4 different
audio classes, in a simulated scenario with 30 dB SNR and 0.1 sec
reverberation.
Fig. 6.8(a) compares the average accuracy for all DOA on the test set for the
different test audio classes, obtained when using a CNN trained with variations of
speech data. In general, training the neural network using data from the TIMIT
dataset presents the most accurate DOA estimation, not only for the test that uses
speech, but also for the rest of the audio classes. Similar results are obtained when
using data generated from WaveGAN for training. In both cases, the accuracy
outperforms that obtained using the pre-trained network (baseline). In contrast,
training using a VAD to pre-process the signals or using synthetic speech from a
BSAR process decreases the accuracy of the DOA estimation.
Similarly, Fig. 6.8(b) compares the average DOA accuracy, when the network
was trained with variations of music. In this case, the best results are obtained when
training directly with Street Music (StMu), even when a VAD is used. The use of
synthetic data from a GAN is not as accurate as in the case of speech: however,
they outperform the results obtained using the baseline for children, siren and music
audio classes.
In Fig. 6.9 we compare the various variations we used for training among them-
selves in order to determine the best training strategy depending on the test scenario.
Fig. 6.9(a) illustrates the case in which the datasets and VAD are used for training.
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In this case, Street Music generates the best results for all the test audio classes,
even when a VAD is used. In contrast, Fig. 6.9(b) illustrates the comparison when
data from WaveGAN is used. In this scenario, the best results are obtained when
TIMIT speech data is used as input for the GAN. Finally, Fig. 6.9(c) compares the
best results for each type of training data against the baseline. This confirms that
training with either speech or music produces more accurate results than using the
baseline and the best results are obtained when training with Street Music data. This
also confirms that our hypothesis that training with speech is better than training
with music is not completely accurate, since the best results are obtained using
Street Music. However, it is important to remember that when using data from
WaveGAN, it is better to use speech rather than music. This behaviour could be
caused because the ability of the CNN to learn the room acoustics is much better
when trained with music data, given the frequency information that it provides.
However, when the data is synthesised using a GAN, this frequency information
might not be represented as accurately as in the dataset.


















































(a) Speech vs music (b) GANs (c) Best vs baseline
Figure 6.9: Comparison of training strategies. Datasets and
synthetic data from speech and music.
6.4.5 Amount of Data
We investigated the impact of decreasing the amount of training data on the accuracy
of DOA estimation. Our hypothesis is that the data from datasets will be more
affected by the change in the amount of data, rather than the data from the GAN,
since the first one has more variation between samples, while the latter one is more
homogeneous.
Fig. 6.10 presents the results of this study for a network trained with speech.
We used different percentages of the original training data, 25%, 50% and 75%.
In general, the five proposed training methods do not present a high variation in
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(a) children playing (b) speech


































(a) siren (b) steet music
Figure 6.10: Impact of the volume of training data (X-
axes) on accuracy (Y-axes) for five different speech training
datasets. Training with synthesized speech, BSAR and GAN, ex-
hibits the lowest variation across different training volumes with the
latter performing better. 100% corresponds to the full training data
used in other experiments.
accuracy; however, training with WaveGAN yields the least change in accuracy, even
when the amount of data used is 25% of the original set.
Fig. 6.11 presents the same results, but for a network trained with music. Similarly
to the speech case, there is a large variation in the accuracy; however, using data
generated with WaveGAN produces a smaller change in accuracy than it does to
use data from the dataset directly or even using a VAD, which produces the highest
variation.
These experiments slightly confirmed our hypothesis that data generated from
GAN produces the smallest variation in the output when the amount of training data
is considerably decreased. However, overall, the change in the accuracy is so small
for all the training methodologies that it does not yield a meaningful conclusion.
Moreover, since 25% is a considerable reduction in the amount of data, we decided
not to pursue any further decrease in our experiments.
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(a) children playing (b) speech
































(a) siren (b) street music
Figure 6.11: Impact of the volume of training data (X-
axes) on accuracy (Y-axes) for four different music training
datasets. Training with synthetic data from a GAN exhibits the
lowest variation across different training volumes. 100% corresponds
to the full training data used in other experiments.
6.4.6 Learning vs Cross-Correlation
Finally, we compare our method against a traditional approach that uses Generalized
Cross-Correlation (GCC), to understand the relative merits of machine learning.
Fig. 6.12 illustrates the DOA estimation accuracy under two different reverberation
conditions, one that was used during training (0.3 s) and one that was not (0.1 s).
For 0.1 s, it can be seen that both GCC and GAN perform very similarly across the
four audio classes. For 0.3 s, however, both GAN clearly outperform GCC, especially
for DOA 30°, 45°, 135°and 150°, where the accuracy improves 16× on average. This
suggests that the CNN is potentially learning information about the room acoustics,
whereas GCC assumes a free-field environment.
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reverb 0.1s reverb 0.3s
GCC accuracy GCC accuracy




































































Figure 6.12: Comparison of waveGAN-trained network
with GCC under different reverberation conditions. The heat-
maps illustrate the accuracy from 0 (yellow) to 1 (blue). The network
used was trained with reverb. of 0.3s. When the test environment is
different (left), the network performs similarly on average (but with
lower variance). When the test condition matches training (right), the
network outperforms GCC. As expected, GCC’s performance suffers
when the reverberation is increased. An advantage of using supervised
learning is that the method can be trained to handle such difficulties.
6.5 Discussion
6.5.1 Nature and Volume of Training Data
The main finding in this chapter is that using real music data for training Convolutional
Neural Networks (CNNs) yields the most accurate Direction of Arrival (DOA) esti-
mation. This is followed by training using augmented real speech data with synthetic
speech. Curiously, we observed that generating synthetic speech with WaveGAN
yields about 15% improvement in accuracy over methods such as synthesis using a
Block Stationary Autoregressive (BSAR) model. On the other hand, using a Voice
Activity Detector (VAD) decreases the accuracy around 8% when it is used in speech
data, but only in 3% when used on music data. The use of WaveGAN to generate
training data provides higher accuracy for speech than for music, but only by 2% on
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average. In practical terms, when training with audios from datasets, it is better to
use music rather than speech, however when using data from WaveGAN, it is better
to use speech rather than music.
We also observed that using only 25% of the training data (as reported in other
experiments in this chapter) was sufficient to obtain similar accuracy. Furthermore,
for a given method (and training data), we find that the accuracy is not very
dependent on the amount of training data. This appears particularly true when
synthetic data is used in training. Further investigation is required to understand
why this might be true.
6.5.2 Advantage of Learning
Training can be viewed as advantageous when certain aspects of the test conditions
might be known a priori. For example, training data may be generated specific
to the acoustic behavior of a particular auditorium if the goal is to track only
speakers in that auditorium. Although traditional methods such as Generalized
Cross-Correlation (GCC) do not require training, this can be seen as a shortcoming
since such specific information cannot be encoded. For example, if reverberation
within the auditorium is known to be high, it is not trivial to develop a method that
augments GCC with that information.
6.5.3 Limitations and Future Work
The main limitation of supervised learning is its difficulty in generalisation. For
example, training a CNN to suit a variety of acoustic environments incurs a penalty
(of lower accuracy). Further investigation is required to ascertain the details of this
trade-off between accuracy and generalisation.
6.6 Conclusions
In this chapter, we presented novel findings regarding the training data used to train
a Convolutional Neural Network (CNN) for Direction of Arrival (DOA) estimation.
First of all, we observed that training using noise was not very robust to test
signals that involved various audio classes different from speech, therefore we decided
to use variations of speech and music data, which come from either data sets or
synthetic approaches. We discovered that training with music data performs better
Chapter 6. Training Data on CNNs for DOA Estimation 113
than training with speech data and both of them performed better than training
with noise.
Next, we compared variants of speech and music data. The speech data included
a speech dataset (TIMIT), pre-processed speech data using a Voice Activity Detector
(VAD), synthetic data using a Block Stationary Autoregressive (BSAR) process and
synthetic data using a Generative Adversarial Network (GAN). Our results indicate
that using a combination of real and synthetic (using WaveGAN) data performs
best. The music data, on the other hand, included a street music dataset (StMu),
pre-processed data using a VAD, synthetic data using a GAN from two different
instruments, piano and drums. Our experiments showed that using the data from
the dataset (StMu) performed best. Moreover, when comparing the results obtained
when training with speech and music, we concluded that, when using data from
recorded datasets, the best results are obtained when using music; however, when
using synthetic data from GAN, the best results are obtained using speech.
We also investigated the impact of the amount of data used for training the
CNN. It is encouraging to note that using just 25% of the training data does not
notably reduce estimation accuracy, either with speech or music. Synthetic data
generated with GAN is slightly less prone to changes in the accuracy than real data
from datasets.
Finally, we showed how the use of a learning-based approach overcomes the
limitations of the Generalized Cross-Correlation (GCC) approach in scenarios in
which there is some a priori knowledge of the test environment.
We trained and tested our algorithm in simulated environments, using the same
microphone configuration in both scenarios. A reproduction of this set-up in real
scenarios could lead to results similar to the ones obtained in our experiments.
The decision to use speech and music is related to the variation in amplitude
in the frequency range of these sounds. This is opposed to the baseline that used
white noise, which has the same amplitude in the whole range of frequencies. This
variation in the frequency range allows the CNN to learn a better representation of
the room acoustics, increasing the DOA estimation accuracy.
Although the results presented in this chapter have only been tested using a single
CNN architecture, it should be possible to extend them to further learning-based
methods. In principle, the characteristics of speech and music sounds, mentioned in
the previous paragraph, could favour the learning process of any Neural Networks
(NN): however, due to lack of implementations available online, the test for different
CNN architectures is left as future work.
Our contribution, then, could be summarised as follows:
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• we demonstrated the positive impact of the use of variations of speech and
music data in the training of a CNN for DOA estimation, when the test data
involves a variety of audio classes. Our results suggest an improvement of 19%
compared to a baseline that trains with noise.
• we showed that using synthetic signals generated using a GAN for training
produces results as accurate as those obtained using signals from datasets.
• we compared the CNN against GCC and demonstrated that the learning algo-
rithm performs better in conditions in which the train and testing environments
are very similar, while performing comparatively when they are not.
In conclusion, we have shown that a variation/variations of speech and music
data could be used to train a CNN for DOA estimation. These variations included
the use of a GAN, which performs similarly to data from datasets. Moreover, we
showed that using only 25% of the training data generates the same performance as
if the total amount were used. Finally, we showed the advantages of using a CNN
when the training and testing data present similar acoustic conditions.
Future work includes the use of simulated data for training and real data for
testing, using transfer learning. Moreover, the use of different NN architectures will
allow us to reach broader conclusions. Finally, including additional audio classes for






This thesis presented work on Acoustic Source Localisation (ASL) in constrained
environments. The three constraints studied were the number and configuration of
sensors; the signal samples; and training data, with the main findings summarised as
follows:
• In regard to the number and configuration of sensors, accuracy can be main-
tained at state-of-the-art levels (SRP) while reducing computation sixfold.
• In regard to signal sampling, the algorithm presented in this work outperforms
an audio fingerprinting baseline while maintaining a compression ratio of 40:1.
• In regard to training data, music training data is used to record an improvement
of 19% against a noise data baseline using only 25% of the training data.
7.1 Summary
This thesis presented work examining Acoustic Source Localisation (ASL) in con-
strained environments. Experiments were conducted using simulated and real data.
Chapter 1 presented an introduction to the topic of acoustic source localisation.
It started with an explanation of the various applications that ASL offers and, later
on, it explained how microphone arrays are used as a tool to solve the problem.
Moreover, this chapter introduced the three types of constraints in ASL studied in
this thesis: the number of microphones, the amount of signal samples needed, and
the data available for training. The chapter finished with an outline of the thesis and
highlighted the main contributions that were going to be presented in each chapter.
Chapter 2 summarised the basic concepts relating to sound from a physics
perspective. It started with the derivation of the wave equation, followed by a brief
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explanation of how sound is measured. There were also explanations of the concepts
of frequency and reverberation. The chapter ended with an introduction to the
Image Source Method (ISM), a description of the problems related to microphone
arrays, and the definition of far-field and near-field in ASL.
Chapter 3 presented an overview literature review of the work undertaken on ASL.
It attempted to classify the ASL literature, as well as demonstrating the advantages
and disadvantages of various approaches. Examples of these include subspace-based
techniques, steering-based approaches, blind system identification, optimisation-based
methods and feature-based methods. The chapter was particularly focused on Time
Difference of Arrival (TDOA)-based methods, since these are widely used throughout
this thesis.
Chapter 4 was focused on the number and configuration of sensors constraint
and presented novel findings concerning direct optimisation of ASL and the impact
of the sensor array configuration on localisation accuracy. We started by comparing
various indirect ASL approaches, based on Times of Arrival (TOA) and TDOA,
establishing that, when the source is not synchronised with the microphones – that is,
the emission time is unknown – indirect approaches based on TDOA are more robust
than TOA-based ones as noise increases. This prompted us to apply a TDOA-based
approach using real data to estimate the location of a variety of sound sources from
different audio classes. We found that, when using 100 randomly chosen microphones
from these pairs, the localisation accuracy is the same as that obtained using a
state-of-the-art technique, Steered Response Power (SRP), but with 6 times less
computation in three out of four different datasets. In parallel, we also applied
this TDOA-based optimisation to three different microphone configurations: ring,
wheel and spiral. We observed that, for some random source locations, there was an
increase in the relative error in localisation when the ring configuration was used,
compared with the other two configurations. Further experiments in a simulated
room showed that this pattern persists, particularly when the sources are located
in front of the microphone array. Experiments with real data confirmed that the
ring configuration produces the highest localisation error when the source is located
in front of the microphone array. The experiments in this chapter were conducted
using simulated data by means of the ISM and validated using data recorded using
a static source and a microphone array in an uncontrolled environment. Moreover,
the sounds recorded were from a variety of audio classes from real-life scenarios.
Therefore, we believe that our findings could be used and applied to any microphone
array system.
Chapter 5 concentrated on the signal samples constraint and presented novel
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findings regarding accurate Direction of Arrival (DOA) estimation using only a
compressed version of the input signal. Our main outcome was the design of an
algorithm that selects certain signal samples to accurately estimate TDOA. We were
inspired by the use of a famous computer vision algorithm, Scale-Invariant Feature
Transform (SIFT), to detect keypoints in the signal spectrogram. We used the de-
tected keypoints together with the cross-correlation algorithm to estimate the TDOA.
We started by testing our algorithm in a microphone pair using 100 montecarlo
simulations, and we realised that, for low noise and reverberation conditions, the
mode of the estimated TDOA corresponded to the ground truth. We then proceeded
to compare our algorithm against a compression approach using subsampling, and
were able to demonstrate how our algorithm estimated the TDOA accurately, even
when the compression ratio was significantly increased. Therefore, we continued our
tests and demonstrated how our algorithm estimated the TDOA for high compression
ratios in various noise and reverberation conditions. We continued our test using
various signals from the TIMIT dataset located at different DOA. We showed how
our algorithm accurately estimated the TDOA and DOA with high compression
ratios, in scenarios in which the noise and reverberation were low. We showed that
our algorithm can achieve a 40:1 compression ratio. Finally, we compared our
algorithm against an approach based on audio fingerprinting and demonstrated that
we were able to outperform the baseline. While the scenarios in which the algorithm
was tested were generated by means of a simulator, the data used for testing was real
speech from a well-known dataset. Therefore, we believe that our system capabilities
could easily be extended to real-life scenarios.
Chapter 6 was concerned with the training data constraint and we presented
novel findings regarding the training data used to train a Convolutional Neural
Network (CNN) for DOA estimation. We used a CNN that performs DOA estimation
and was trained with noise, in order to predict the DOA in datasets from a variety
of audio classes. First of all, we observed that, while the network worked well with
speech, it failed to correctly estimate DOA for other audio classes. As a result,
we decided to use variations of speech and music data as input to train the CNN.
Our main finding was that using music data for training produces more accurate
results than using speech data, and both of them perform better than using noise for
training. Next, we compared variants of speech and music data. The speech data
included a speech dataset (TIMIT), pre-processed speech data using a Voice Activity
Detector (VAD), synthetic data using a Block Stationary Autoregressive (BSAR)
process and synthetic data using a Generative Adversarial Network (GAN). Our
results indicate that using a combination of real and synthetic (using WaveGAN)
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data performs best, with an improvement of 17% with respect to the baseline.
The music data, on the other hand, included a street music dataset (StMu), pre-
processed data using a VAD, and synthetic data using a GAN from two different
instruments, piano and drums. Our experiments showed that using the data from
the dataset (StMu) performed best, with an improvement of 19% with respect
to the baseline. Moreover, when comparing the results obtained when training with
speech and music, we concluded that, when using data from recorded datasets, the
best results are obtained when using music; however, when using synthetic data
from GAN, the best results are obtained using speech. We also investigated the
impact of the amount of data used for training the CNN. It is encouraging to
note that using just 25% of the training data does not notably reduce estimation
accuracy, either with speech or music. Synthetic data generated with GAN is slightly
less prone to changes in the accuracy than real data from datasets. Finally, we
showed how the use of a learning-based approach overcomes the limitations of the
Generalized Cross-Correlation (GCC) approach in scenarios in which there is some a
priori knowledge of the test environment. We trained and tested our algorithm in
simulated environments, using the same microphone configuration in both scenarios.
A reproduction of this set-up in real scenarios could lead to results similar to the
ones obtained in our experiments.
7.2 Future Work
Array Configuration and Microphone Pairs
The research presented in this thesis is limited to experiments with a fixed-size
microphone array, where only the microphone configuration could be modified. One
possible extension to this work could be to include the use of a larger range of
scenarios, involving different microphone array sizes and more configurations beyond
the three ones studied. Moreover, the error quantisation could be extended to the
use of angular errors in 3D, which could provide a new understanding of the impact
of configuration.
Signal Samples
The work presented in regard to the signal samples constraint is not robust to high
levels of noise and reverberation. Future work in this field might include the use
of neighbouring pixel information to identify reverberations and noisy values and
remove them from the final binary mask. Moreover, this work dealt solely with
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speech signals, which are rich in features. Nevertheless, the use of simpler signals
might present a challenge for the current version of the algorithm, and therefore
studying a different type of audio class might provide interesting results that could
be applied to a large variety of situations. Last but not least, there is also scope to
consider the estimation of Time Difference of Arrival (TDOA) values when they are
small.
Training Data
The work presented was focused solely on an existing neural network architecture,
therefore one possibility to extend the research in this area could be the comparison
with further network architectures. Moreover, the metric used to evaluate the
algorithm was the classification error, which could potentially be extended to the
relative error or the fine error (in degrees). Another option would be to include new
audio classes for testing. Finally, future work could also include the use of simulated
data for training the neural network and real data for testing, using transfer learning.
7.3 Conclusion
This work presented research into Acoustic Source Localisation (ASL) for three types
of constraints: number and configuration of sensors (Chapter 4), signal samples
(Chapter 5) and training data (Chapter 6).
In our work on the first constraint, the number and configuration of sensors, we
were able to take a formulation of ASL and apply it to estimate the location of a sound
source with errors similar to the state-of-the-art Steered Response Power (SRP),
but with 6 times less computation, using a limited number of microphone pairs.
Moreover, we were able to determine that the use of circular arrays yields higher
localisation errors than spiral and wheel configurations for large regions of space.
Turning our attention to the signal samples constraint, we proposed a novel
encoding scheme for estimating Time Difference of Arrival (TDOA). This was
achieved by applying a well-known computer vision technique to select signal samples
from the spectrogram of a speech signal. This subsequently allowed us to estimate
to use these samples of the signal to estimate TDOA within a reasonable margin of
relative error. We tested the robustness of the proposed technique under different
noise and reverberation conditions using different speech signals and source locations.
The results demonstrate that our algorithm is able to estimate TDOA and the source
location within an acceptable error range whilemaintaining a signal compression
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ratio of 40:1. We compared our technique against a baseline that uses audio
fingerprinting and showed that our approach presents superior results.
Lastly, our work on the third and final constraint examined the training data
required to estimate Direction of Arrival (DOA) using a deep learning-based approach.
Our findings indicate that using variations of music and speech data for training
produces more accurate results for various audio classes than those obtained with
noise using the state of the art approach. These variations included the use of
a Generative Adversarial Network (GAN), which performs similarly to data from
datasets. Our results suggest an improvement of 19% compared to a baseline
that trains with noise. Moreover, we showed that using only 25% of the training
data generates the same performance as if the total amount were used. Finally,
we compared the Convolutional Neural Network (CNN) against Generalized Cross-
Correlation (GCC) and demonstrated that performance is comparable when the
reveberation levels are different in training and testing, and significantly improved in
conditions in which the training and testing environments are very similar, being
125% more accurate than GCC.
In closing, then, we were able to demonstrate material improvements to ASL
in regard to the three constraints we set out to consider in this work: number and
configuration of sensors; signal sampling; and training data, and hope that this will


































































































































(a) Ring (b) Spiral (c) Wheel
Figure A.1: TDOA errors for source located at A:(2.0,-
0.32,0.5). Each row represents the results of a dataset: chirp,
gunshot, dogbark and speech respectively. For each of them, the
results for three different recordings are illustrated by the color bars.
The histogram shows a larger error for the dogbark dataset, aris-
ing from the use of the Generalized Cross-Correlation Phase Trans-
form (GCC-PHAT) and the repetitive pattern of the signal.





























































































































(a) Ring (b) Spiral (c) Wheel
Figure A.2: TDOA errors for source located at C: (0.0,-
0.32,1.5). Each row represents the results of a dataset: chirp, gun-
shot, dogbark and speech respectively. For each of them, the results
for three different recordings are illustrated by the colour bars. The
histogram shows a greater error for the dogbark dataset, arising from
the use of the GCC-PHAT and the repetitive pattern of the signal.
The rest of the signals present a low TDOA relative error for the three
different microphone configurations





























































































































(a) Ring (b) Spiral (c) Wheel
Figure A.3: TDOA errors for source located at E: (-1.5,-
0.32,3.5). Each row represents the results of a dataset: chirp, gun-
shot, dogbark and speech respectively. For each of them, the results
for three different recordings are illustrated by the colour bars. The
histogram shows a greater error for the dogbark dataset, arising from
the use of the GCC-PHAT and the repetitive pattern of the signal.
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(a) T60 = 0 s (b) T60 = 0.1 s (c) T60 = 0.2 s (d) T60 = 0.3 s
Figure B.1: TDOA relative error vs DOA. TDOA relative
error (purple) for 3 different reverberation levels: T60 = {0.1, 0.2, 0.3}
seconds and 3 noise conditions: noise-free, 30dB and 20dB Signal-
to-Noise Ratio (SNR). The results are from 10 speech signals, at 19
different locations (DOA), from 0°to 180°, with a step size of 10°. We
ran 5 different simulations for each of these sources and reverberation




IMPACT OF MICROPHONE ARRAY CONFIGURATIONS
ON ROBUST INDIRECT 3D ACOUSTIC SOURCE LOCALIZATION







Acoustic source localization (ASL) is an important problem.
Despite much attention over the past few decades, rapid and
robust ASL still remains elusive. A popular approach is to
use a circular array of microphones to record the acoustic
signal followed by some form of optimization to deduce the
most likely location of the source. In this paper, we study
the impact of the configuration of microphones on the accu-
racy of localization. We perform experiments using simu-
lation as well as real measurements using a 72-microphone
acoustic camera which confirm that circular configurations
lead to higher localization error than spiral and wheel config-
urations when considering large regions of space. Moreover,
the configuration of choice is intricately tied to the optimiza-
tion scheme. We show that direct optimization of well known
formulations for ASL yield errors similar to the state of the
art (steered response power) with 6× less computation.
Index Terms— 3D acoustic source localization, micro-
phone array configuration
1. INTRODUCTION
The problem of estimating the 3D position of objects is called
localization. Despite the advancement in localisation using
visual features, the use of audio sensing has important ad-
vantages such as reliability under poor illumination, inexpen-
sive sensing equipment and the use of signal processing (1D)
tools. There have been attempts to use audio localization in
robotics [1] and in scene understanding [2]. Acoustic source
localization (ASL) is typically achieved by leveraging known
discrepancies in measurements of the emitted signal at mul-
tiple locations. ASL algorithms may exploit differences in
time, amplitude or both.
Some approaches to ASL, such as Steered Response
Power (SRP) [3, 4], directly solve for the most likely po-
sition of the source amongst a grid of candidate locations.
‘‘Indirect” methods first estimate the times of arrival (TOA)
at the sensors (microphones) or time differences of arrival
(TDOA) across pairs of microphones and then use this infor-
mation to infer the source position via multilateration [5, 6].
Although indirect methods are simpler to express as a least
squares optimization [7], the resulting objective function is
non-convex and often does not lend itself to an analytical
solution. Various reformulations of these methods using
weighted least squares, convex constrained least squares [8],
total weighted least squares [9] and weight constrained total
least squares [10] have been analyzed. Direct methods are
believed to be more robust to noise and reverberation [3].
A uniform circular array of microphones[11, 12] along
with a ring configuration [13] is a common choice for taking
measurements since azimuthal angles to sources are consid-
ered more important than elevation. The advantage of acous-
tic cameras with such arrays is that they can focus on spe-
cific targets [14, 15], which is useful for speech processing.
The resolution in elevation has recently been shown to be im-
proved by using a 2.5D circular array [16]. While there have
been a few results examining the use of spherical arrays, mul-
tiple spheres [17], randomly placed microphones [18, 19] and
spiral configurations [20], there is little analysis of the impact
of the geometric structure of the array on particular optimiza-
tion algorithms for ASL.
We adopt an optimization (sequential least squares pro-
gramming) approach for indirect ASL. We focus on localiz-
ing a single source, but other work towards estimating TDOA
for multiple sources is directly applicable. Although the ob-
jective function we choose is non-linear and non-convex, we
show using simulation and real data that the method is robust
to noise and reverberation. Our experiments verify that it is
comparable to SRP for real data while being 6× more effi-
cient to compute. Using this optimization scheme, we study
the localization error resulting from different geometric struc-
ture for the microphone array. Our results show that circular
arrays produce the highest errors (across space) and are there-
fore least desirable.
2. OBJECTIVE FUNCTION AND OPTIMIZATION
Consider a source at location s that emits an acoustic signal at
some arbitrary time t∗. Let the measurements of the emitted
sound be recorded by an array of M microphones located at
mi, i = 1, 2, ...,M and the times taken by the signal to travel
from s to mi be ti. If the distance between the source and the


















SRP TDOA (100) TDOA (all)
Rel. Err % Time in min Rel. Err % Time in min Rel. Err % Time in min
chirp 14.7 (25.9) 3 (0.2) 14.2 (25.9) 0.5 (0.01) 12.1 (23.2) 4.5 (0.03)
gunshot 11.0 (13.3) 2.58 (0.2) 9.6 (12.8) 0.4 (0.02) 6.4 (3.5) 2.4 (0.02)
dogbark 16.0 (28.5) 2.49 (0.1) 58.9 (38.8) 0.4 (0.02) 48.5 (44.6) 2.4 (0.02)
speech 13.2 (21.1) 2.63 (0.1) 15.2 (23.5) 0.4 (0.02) 12.9 (22.5) 2.5 (0.02)
(a) Setup (b) Errors and computation time comparison across all microphone configurations
Fig. 1. (a) Our setup and coordinate system. (b) Table comparing errors and time for SRP with TDOA optimization using 100
of the C722 mic pairs (middle) and using all pairs. Standard deviations are shown within parantheses.
ith microphone is di ≡ ‖mi − s‖, then ti = di/c+ t∗ where
c is the speed of sound in air and t∗ is not generally known.
Time of arrival In the case that the times of arrival at the
microphones are measured as t̃i, we pose the ASL problem
as one of jointly determining s and t∗ as




(t̃i − ti)2 (1)
Time Difference of Arrival (TDOA) Another possibility is
to note the difference in measured times between a pair of mi-
crophones, τ̃ij ≡ t̃i − t̃j , or TDOA. The literature is rich in
methods to estimate TDOA. We choose the popular General-
ized Cross-Correlation Phase Transform (GCC-PHAT) [21].
Then, we perform ASL by optimizing [7]:










where τij = (ti − tj).
For both formulations O1 and O2, we know that the
solution is constrained by the room dimensions, so we sup-
ply these constraints as linear inequalities. We solve the
constrained non-linear optimization using Sequential Least
Squares Programming (SLSQP) which is an interative proce-
dure. In each iteration, a constrained quadratic programming
sub-problem is built so that the chain of solutions converges
to a local mininum [22]. Each subproblem replaces the ob-
jective function with a local, quadratic approximation subject
to local affine approximations of the constraints. We used a
Broyden-Fletcher-Goldfarb-Shanno (BFGS) approximation
to update the Hessian matrix required for the local quadratic
approximation and chose the step length using an L1 test
function. The optimizer used to solve each subproblem is
a modified version of NNLS [23]. We used the following
parameters as inputs to the optimizer: iterations = 1500,
accuracy = 1e-20, epsilon = 1.49e-08.
2.1. Experiments
We performed experiments using an gfai tech AC Pro Acous-
tic Camera system consisting of 72 microphones sampled at
192kHz. We used three different microphone configurations:
ring, wheel and spiral, spanning the same area. Using each
configuration, we measured recorded sounds played by a Bose
Soundlink Bluetooth Mobile Speaker II, Model 404600 in five
different calibrated positions within a room of size 12m ×
7m × 3m. The speaker was positioned, using a tripod, to be
on the plane y = −0.32 for all five positions A, B, C, D and
E. For each position we acquired three recordings. Fig. 1
illustrates the setup. We repeated the experiments for 4 dif-
ferent audio signals [24]: chirp, gunshot, dogbark and speech.
Simulation: noisy TOA and TDOA We tested the proposed
optimization by evaluating the relative error in localization
for different simulated degrees of noise σ in the estimated
TOA and TDOA values. To enable comparison across multi-
ple sources locations, we express σ for each source location
as a percentage of the time taken for sound to travel from s
to the center of the microphone array O. We use a Gaussian
model for the noise in simulated TOA t̃i = ti + η and for










We measure relative error, expressed as a percentage of the
distance from the source to the camera, as the evaluation met-





where s̃ is the source location estimated by the optimization.
We compared optimizations for TOA and TDOA with
multilateration [6]. Fig. 3 depicts plots of relative localiza-
tion error (Y-axis) as the noise in the simulation is increased
(X-axis). We performed two versions of the experiment:
one assuming that the microphones and the sound source
are synchronised (t∗ = 0 in Fig. 3a), and one without that
assumption by setting t∗ = 0.01s.
Simulation: microphone configuration We estimated the
localization error at different points in space, obtained via
simulation. For each source position on a grid, we esti-
mated the localization errors for three microphone config-
urations. The three configurations were identical to those
used for real measurements with our acoustic camera, us-
ing 72 microphones. Each configuration results in different
TOA and TDOA values, due to the different microphone
positions. When noise is added to these TOA and TDOA
values, each configuration reveals a characteristic heat-map
for localization error over space. Fig. 4 visualizes these
heatmaps for σ = 100% simulated error, along with the
3222
























































(b) Ring (c) Wheel (b) Spiral (c) Random
Fig. 2. Relative localization error for increasing noise at three source locations: P1: (-2,-1,4), P2: (-1,0.5,3), P3: (0.4,0.7,1.05).



































(a) synchronized (t∗ = 0) (b) unknown t∗ (10ms)
Fig. 3. Relative localization errors using O1 (TOA), O2
(TDOA) and multilateration [6] (a) speaker is synchronized
with microphones and (b) time of emission is unknown.
corresponding error histograms. The errors were averaged
over 100 trials for each grid point. We chose a grid over
x = [−2, 2], z = [0, 4] and y = −0.32, with a resolution of
10 cm, so that it matches our experiments with real data. For
three positions P1 ≡ (−2,−1, 4), P2 ≡ (−1, 0.5, 3) and
P3 ≡ (0.4, 0.7, 1.05), we plotted error as a function of noise
for four different microphone configurations (Fig. 2).
Real Data: Comparison with SRP [4] We used opti-
mization scheme O2 to localize a speaker placed in five
positions A ≡ (2.0,−0.32, 0.5), B ≡ (1.5,−0.32, 2.0),
C ≡ (0.0,−0.32, 1.5), D ≡ (−1.5,−0.32, 1.0) and E ≡
(−1.5,−0.32, 3.5). Fig. 5 plots relative errors (Y-axes) for
three different microphone configurations (X-axes) at the
chosen five locations (columns). The three rows of plots cor-
respond to results obtained using SLSQP, SRP and Bayesian
optimization [25] respectively. Errorbars (standard deviation)
are shown with black lines on top of the bars.
2.2. Results and discussion
Microphone configurations Our results suggests that circu-
lar (ring configuration) arrays perform worse than spiral or
wheel configurations when considering relative localization
error over a wide range of positions. Our simulation results
(Fig. 4) show regions (top view) that are error prone when
using circular arrays. This is also true for our real measure-
ments (Fig. 5), where the results obtained for position C are
worse for ring than for wheel or spiral using any of the three
localization techniques. The yellow bars in the first row show
that the errors observed with real data correspond to errors
obtained with about 10% noise in our simulation.
Comparison with multilateration Our experiments showed
that both optimization strategies O1 and O2 result in lower
relative errors than state of the art multilateration [6]. This
is particularly true when the time of emission of the signal is
unknown and when the emitter is not synchronized with the
microphones (t∗ 6= 0). When t∗ = 0, our implementation
of the multilateration algorithm has similar accuracy to opti-
mizing O1 (TOA). Our proposed approach to optimizing O2
(TDOA) has the least relative errors and remains unaffected
by t∗.
Comparison with SRP A common criticism of indirect
methods is that the optimization is not as robust as direct
methods such as SRP. However, our results (Table 1) show
that our localization error is comparable to SRP but is more
efficient. We used an efficient implementation of SRP that
leverages stochastic region contraction [4] and a naı̈ve imple-
mentation of our optimization in python. In both cases, the
accuracy of the proposed optimization may also be traded for
performance.
Accuracy vs performance One way to approximate the lo-
calization is to modify the nested summation in O2 to con-
sider only some of the microphone pairs. We studied conver-
gence plots of localization error for different source positions,
as the number of microphone pairs is increased from just 1
pair to all pairs (C722 ). The error generally drops below 10%
for 100 mic pairs (see Table 1 for computation times), except
for the dogbark signal. Figure 6a plots relative error averaged
across spatial locations for all four test signals using only 100
microphone pairs.
Bayesian optimization We tested a Bayesian optimizer with
O2 as its loss function (κ = 1). This took an order of magni-
tude longer than SQLSP and the resulting errors were larger.
We tested with various degrees of the κ parameter to trade-
off exploitation versus exploration. The plot (Fig. 6b) shows
that exploitation (κ = 1) performs better than exploration
(κ = 10) in most cases. The number of iterations and toler-
ance were set so that the optimizer converged to the reported
solutions, suggesting that the problem is not due to multiple
local minima.
Limitation One drawback of indirect localization achieved
by minimizing O2 is its dependency on the estimated TDOA
values. Although our results show that GCC-PHAT is accu-
3223





























































Fig. 4. Relative error percentages visualized as heatmaps obtained using simulations, at 100% noise, for a 2m× 2m room. 100




















































































































































(a) A: (2.0,-0.32,0.5) (b) B: (1.5,-0.32,2.0) (c) C: (0.0,-0.32,1.5) (d) D: (-1.5,-0.32,1.0) (e) E: (-1.5,-0.32,3.5)
Fig. 5. Localization Error using SQLP and simulation (top row) SRP (2nd row) and Bayesian Optimization (3rd row)
rate enough to yield localization errors comparable to SRP,
the former performs worse when dealing with signals with
repeating patterns such as the barking of a dog (red bar in
Fig. 5). Our localization was more robust to reverberation
(when the source was placed at room boundaries) than to
repetitive macro-structures. Perhaps using full signal corre-
lation matrices, as adopted by spectral estimation techniques,
would resolve this problem.
3. CONCLUSIONS
We have shown that direct optimization of the well known
formulation for ASL yields error similar to the state of the art
(SRP) with 6 times less computation. Moreover, we showed
using both simulation and real data that the method is robust
to noise and reverberation. Our results showed that circular
arrays are least desirable configuration. In the future we plan
to perform further experiments in a wide range of scenarios







































(a) Using 100 mic pairs (b) Bayesian Optimization
Fig. 6. (a) Errors (real data) for four signals across spatial lo-
cations. (b) Exploitation (κ = 1) vs exploration (κ = 10) for
dogbark (blue) and speech (purple) for spiral configuration.
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Abstract—Accurate estimation of Time-Difference of Arrivals
(TDOAs) is necessary to perform accurate sound source localiza-
tion. The problem has traditionally been solved by using methods
such as Generalized Cross-Correlation, which uses the entire
signal to accurately estimate TDOAs. However, this could pose a
problem in distributed sensor networks in which the amount of
data that can be transmitted from each sensor to a fusion center
is limited, such as in underwater scenarios or other challenging
environments. Inspired by approaches from computer vision,
in this paper we identify Scale-Invariant Feature Transform
(SIFT) keypoints in the signal spectrogram. We perform cross-
correlation on the signal using only the information available at
those extracted keypoints. We test our algorithm in scenarios
featuring different noise and reverberation conditions, and using
different speech signals and source locations. We show that our
algorithm can estimate Time-Difference of Arrivals (TDOAs)
and the source location within an acceptable error range at a
compression ratio of 40 : 1.
Index Terms—microphone arrays, time difference estimation,
signal compressed encoding
I. INTRODUCTION
The literature on estimation of Time-Difference of Ar-
rivals (TDOAs) is rich with a variety of approaches. One of
the most common methods is Generalised Cross-Correlation
(GCC), which is used to find the TDOA in a microphone
array [1]. Methods based on cross-correlation are classified
into two groups: ones that use a pair of microphones, and
ones that draw on the redundancy among the microphones
in the array. The first group includes the Smoothed Coher-
ence Transform (SCOT) [2] and Generalized Cross-Correlation
Phase-Transform (GCC-PHAT) [3] techniques, which are an
extension of the cross-correlation into the frequency domain
using a spectral normalization parameter. The second group
of methods uses a spatial correlation matrix (MCCC) to de-
termine the TDOA values that minimize the cross-correlation
between each pair of signals. The most common of these
methods is MUltiple SIgnal Classification (MUSIC) [4], which
uses eigenvectors to estimate the TDOA.
Estimating TDOAs across a distributed sensor network
is of increasing relevance as decentralised ad-hoc devices
become more and more widespread. In such situations, the
sensors need to exchange information to estimate the TDOAs.
For example, to estimate TDOA using GCC would require
transmission of the entire signal, or at the least a down-
sampled version (which will lead to temporal quantisation). In
scenarios in which the communications bandwidth is limited,
or in which there are constraints on the amount of data
that can be transmitted, approaches based on the full signal
information are not very useful. Typical scenarios include
underwater sensors [5], inexpensive ad-hoc mobile networks
with energy constraints [6], and cases in which a high-speed
communications network is either denied or unavailable (for
example, disaster zones). Simon et al. [7] have developed
an algorithm that relies on event detection of the signals in
order to decide which parts of the signals to transmit. The
authors transmit 1.1% of the raw signal, but they limited
their experiments to a single scenario under specific noise
and reverberation conditions. Similarly, Fuyong et al. [8]
present a compression algorithm tested using compression
ratios between 4 : 1 and 8 : 1. Additionally, there are authors
who focus on sensor networks on low-bandwidth localization
in [9], [10]; however, these are active sensing methods, in that
sensors may emit calibration signals.
Previous studies have used different methods that involve
feature extraction from the audio signals, including music
identification [11], [12] and alignment of unsynchronized
meeting recordings [13]. The most popular of these is known
as audio fingerprinting [14], commonly used for music iden-
tification. It uses the signal spectrogram to select spectral
peaks, provided that their power spectral amplitude is above
a given threshold. These peaks are grouped into pairs to form
a landmark, which is indexed using a hashing function. A set
of these landmarks combines to characterize a song. Audio
fingerprinting is used to perform self-localization in an ad-
hoc microphone array in [15]. The problem in this instance is
to localize sensors rather than sound sources, so the sources
are placed in end-fire locations (i.e. points that lie on a straight
line between two microphones, excluding the points that lie
between the microphones) to guarantee a maximum TDOA.
In contrast to existing work that performs peak detection
based on thresholding, we propose to detect audio landmarks
using the Scale-Invariant Feature Transform (SIFT), a common
approach in computer vision. Although there is evidence
in the literature that authors have previously used SIFT on
spectrograms [16]–[18], this is the first time to the best of our
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knowledge that such an approach has been applied with a focus
on data compression. In this paper, we present an approach
based on estimating certain specific samples of the signal to
be transmitted so as to estimate the delay using GCC. We use
the SIFT algorithm to extract keypoints in the spectrogram,
which is treated as an image.
Our main contributions in this paper are:
• Determining the signal keypoints to be transmitted to
obtain an accurate TDOA estimation, at lower data rates
or improved accuracy as against GCC solutions.
• Demonstrating the robustness of the proposed technique
to different noise and reverberation conditions.
• Comparison of the proposed technique with another data-
driven approach, namely audio fingerprinting.
II. METHODOLOGY
The proposed approach is based on Fig. 1, in which keypoint
extraction occurs at the sensor-head. These keypoints are
then communicated to a fusion center, which may either
be a centralised node, or simply another sensor node. The
communications channel is assumed to be low-bandwidth,
such that minimal communication is desirable to ensure low-
latency in the full localisation system. The sensors considered
in this paper are microphones, but could naturally be any
passive transducer, such as hydrophones, or RF.
The sensors si and sj measure signals, mi and mj . The
proposed algorithm for estimating TDOA, for that pair of


































Fig. 1. Overview of the system architecture.
1) At the Sensor-Head: Calculate the spectrograms, m̃i and
m̃j at each microphone, from the recorded signals mi and
mj . The dimension of each spectrogram is F by T , where
F is the number of rows corresponding to frequencies
and T is the number of columns corresponding to time.
We determined the optimum parameters for calculating
the spectrogram were window size = 256, overlap = 204
and the final number of sampling points in the discrete
Fourier transform = 1024;
2) At the Sensor-Head: Calculation of the Scale-Invariant
Feature Transform (SIFT) [19] on the normalized spec-
trogram magnitude, in order to detect n keypoints from
each spectrogram. We create a vector of keypoints, fi
and ti for the i-th microphone. The kth keypoint has
coordinates (fk, tk), which corresponds to the time-
frequency location at which the keypoints are detected.
The values that will be transmitted are integers (encoded
in 32 bits in order to keep high precision) and we only
need to transmit the t−coordinates. It was found that
adding in the frequency information did not improve
the Time-Difference of Arrival (TDOA) relative error.
Therefore, the total number of data samples that need
to be transmitted to the fusion center is n × 32. We
experimented with the number of keypoints that need to
be transmitted in order to obtain an acceptable margin of
error in the Time-Difference of Arrival (TDOA). In light
of this, we selected keypoints with the highest energy
frequency coefficients, i.e. points that belong to rows of
the spectrogram in which the sum of coefficients at key
points is large. We selected k-rows each time, where k
varies between 0.1 and 1;
3) At the Fusion Center: After the data is transmitted, two
new vectors, m̂i and m̂j, of the same size as mi and
mj are created at the fusion center. We are assuming
that all the sensors are synchronised and therefore started
recording at the same instant. We can map keypoint
locations to vectors by pre-calculating the times that
correspond to the t-coordinates. The vector is filled with




1 if l ∈ ti
0 otherwise
(1)
4) At the Fusion Center: Calculation of Generalised
Cross-Correlation (GCC) (defined by the ⋆ operator)
between both vectors in the time domain. Since the cross-
correlation is now on a binary vector, there is no need for
the spectral normalisation as in PHAT.
τdelay = argmax
t
((m̂i ⋆ m̂j)(t)) (2)
III. EXPERIMENTAL RESULTS
We performed experiments using speech signals from the
TIMIT database [20] and simulated environments by means of
the image-source method [21]. We simulated two microphones
in a linear array, separated by a distance of 4 metres and
sampled at 16kHz. The simulated room has a size of 25m
× 3m × 12m.
Since Time-Difference of Arrival (TDOA) is in the order of
milliseconds for some source locations and centiseconds for
others, it is necessary to standardize the error in order to make
a fair comparison among source positions. Using the Ground
Truth (GT), the relative error is computed using the TDOA
estimation error in Equation 3. Similarly, we use the same
principle to estimate the Direction of Arrival (DOA) relative
error in Eq. 4.
tdoa error(%) =
‖tdoa− gt‖
‖gt‖ ∗ 100 (3)
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(a) 40 : 1 compression (b) 55 : 1 compression (c) 90:1 compression
Fig. 2. SIFT keypoints (indicated in red) in the signal spectrogram, for different compression ratios. For each spectrogram, a patch (white rectangle) is
selected and magnified at the upper right corner to provide a clearer visualization of the SIFT keypoints. This illustrates how the selected SIFT features are
not necessarily spectrogram peaks and how our features differ from the peak picker approaches.
As previously mentioned, the compression ratio was varied
in order to determine how much compression we can achieve
while obtaining a reasonable TDOA relative error. We used the
subsampling strategy presented in Sec. II, where we selected
keypoints with the highest energy frequency coefficients, i.e
points that belong to rows of the spectrogram in which the
sum of coefficients at key points is large. Fig. 2 shows the
spectrogram SIFT keypoints for different compression ratios.
Fig. 3 illustrates the TDOA relative error with respect to
compression ratio. In this experiment, the source was located
at a DOA of 45°. Fig. 3a shows the error for an environment
free of noise and reverberation using the proposed method
and compares it with an approach in which compression is
achieved by subsampling the signal. Since subsampling the
signal increases the error dramatically even for low compres-
sion ratios, we decided to use a logarithmic scale on the Y-
axis. Fig. 3b shows the relative error for a non-reverberant
environment for different levels of noise. For a signal with
SNR 20dB the TDOA error remains below 100%.



























































(a) Subsampling vs Ours (b) Various Noise Levels
Fig. 3. TDOA Relative Error achieved for different compression ratios for a
source located at DOA 45°. The figure of the left shows the TDOA relative
error for our algorithm compared with a baseline in which the signal is
compressed by subsampling. We used the logarithmic scale on the Y-axis
given that the error for the subsampling approach is much higher than our
error. The right-hand side of the figure shows the TDOA Relative Error for
a noise-free signal and for signals with various SNR values. To estimate the
relative error for each compression ratio, we used 100 simulations.
Fig. 4 shows how noise and reverberation separately affect
the compression ratio. We calculated the minimum value of
compression that produced a TDOA relative error smaller












































Fig. 4. Maximum compression when the TDOA relative error ≤
5%, 10%, 50% for a source located at DOA 45° for different values of noise
and reverberation. In 4(a), white Gaussian noise of −10 dB, 0 dB, 10 dB, 20
dB, 30 dB and 40 dB signal-to-noise ratio per sample was added to the original
signal. For 5% and 10%, the compression ratios are identical, therefore we
can only visualize a single line. In 4(b), we simulated reverberation values of
T60 = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1 seconds.
than 5%, 10%, 50% for the given noise and reverberation
conditions. In this scenario, the source is located at DOA 45°.
In Fig. 4(a), a white Gaussian noise of −10 dB, 0 dB, 10
dB, 20 dB, 30 dB and 40 dB signal-to-noise ratio per sample
was added to the original signal. Note how the compression
improves as the signal-to-noise ratio (SNR) gets higher. In the
case, of 5% and 10%, the compression ratios are identical,
therefore we can only visualize one line. We used T60 as a
measurement of reverberation, interpreted as the time it takes
a signal to drop by 60dB. In Fig. 4(b), reverberation values of
T60 = {0.1k, k ∈ {1, . . . , 10}} seconds are simulated. In this
case we can see that there is no compression value for which
the error is smaller than 5%, however for 10% and 50% we
achieved high compression ratios for low reverberation values
(up to 0.6), after which the compression decreases to zero.
Fig. 5 illustrates the TDOA relative error and the DOA
relative error for 3 different reverberation levels: T60 =
{0.1, 0.2, 0.3} seconds. We randomly selected 10 different
sounds from the TIMIT dataset, which included speech signals
from 5 men and 5 women (labeled A to J). We simulated
19 different source locations (DOA), from 0° to 180°, with
a step size of 10°. We ran 5 different simulations for each
of these sources and reverberation values. The first row of
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(a) reverberation T60 = 0.1 (b) reverberation T60 = 0.2 (c) reverberation T60 = 0.3
Fig. 5. TDOA relative error and the DOA relative error for 3 different reverberation levels: T60 = {0.1, 0.2, 0.3} seconds. The results are from 10 speech
signals (labelled A to J), at 19 different locations (DOA), from 0°to 180°, with a step size of 10°. We ran 5 different simulations for each of these sources
and reverberation values. The first row shows the TDOA relative error for each DOA. The compression ratio is 40 : 1 for each signal. The second row shows
the DOA localization error per dataset for three different compression ratios: 40 : 1, 45 : 1 and 50 : 1.
Fig. 5, shows the TDOA relative error for each DOA. The
compression ratio is 40 : 1 for each signal. It can be seen
from the plots that for environments with low reverberation,
T60 = 0.1, 0.2 seconds, the TDOA relative error is smaller
than 20% for most DOA, except for 80°and 100°, in which
case the error rises above 40%. The reason for this behavior
is the small values of TDOA at such locations, which makes
its calculation very challenging. The second row of Fig. 5
shows the DOA localization error. The x-axis presents 10
different datasets (labeled A to J). Three different compression
ratios are used: 40 : 1, 45:1 and 50:1. For low reverberation,
T60 = 0.1, 0.2 seconds, the DOA relative error remains less
than 20% for different compression ratios and sources. When
reverberation T60 = 0.3 seconds, the TDOA relative error
increases dramatically for most DOA, especially for 80°and
100°, in which case it is close to 80%. This large TDOA error
has little impact on the DOA estimation, however. Even though
the DOA relative error is above 20% in this case, the error in
general remains less than 40%.
doa error(%) =
‖doa− gt‖
‖gt‖ ∗ 100 (4)
IV. DISCUSSION
We found that, by applying computer vision techniques,
Scale-Invariant Feature Transform (SIFT), to the spectrogram
of a speech signal, it is possible to detect keypoints that contain
relevant information about the signal. We were able to use
these keypoints to select the signal samples used to estimate
Time-Difference of Arrival (TDOA) within a reasonable mar-
gin of relative error.
Our mechanism for improving the compression rate is to
use subsampling of the SIFT keypoints in the spectrogram
constructed at each sensor (microphone). Our strategy was to
select the highest energy frequency coefficients, i.e rows of the
spectogram in which the sum of coefficients at key points is
large. This proved to be effective in scenarios in which there
is little noise, as illustrated by Fig. 3b and Fig. 4a.
We ran our algorithm for various source locations and
speech signals. We determined that the highest error in es-
timating the TDOA was caused in positions where the source
was located in front of the microphone array, either at 80°or
100°. This happens because the TDOA is very small for
these positions, which complicates the estimation. For 90°,
where the TDOA is zero, and for 0°and 180°, where the
separation is maximum, the relative error is closer to zero.
On the other hand, given a similar position and the same
noise and reverberation conditions, our algorithm performs
very similarly across the test speech signals we used.
The algorithm’s main drawback is its sensitivity to rever-
beration, as is evidenced in Fig. 4 and Fig. 5. This may
be attributable to SIFT keypoints chosen from reverberations
rather than from the original signal. One strategy to overcome
this problem might be to estimate the probability of the
keypoints being reverberations based on the amplitude of
neighboring keypoints.
Table I shows a comparison between our algorithm and
audio fingerprinting [15] for TDOA estimation. Both algo-
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TABLE I
FINGERPRINT VS OURS: TDOA RELATIVE ERROR
Fingerprint Ours
Noise (SNR) Noise (SNR)
Reverb noise-free -5 dB -10 dB noise-free -5 dB -10 dB
0 75.93 (43.80) 140.86 (71.35) 115.38 (55.48) 0.94 (0.68) 114.94 (38.62) 102.77 (12.05)
0.1 77.61 (50.29) 136.34 (69.54) 108.78 (59.71) 0.94 (0.68) 94.92 (29.44) 97.84 (20.87)
0.2 80.10 (40.72) 143.88 (69.69) 115.22 (60.60) 1.33 (0.69) 97.84 (14.91) 99.08 (8.68)
0.4 86.90 (43.88) 147.81 (80.15) 121.74 (63.04) 18.81 (35.14) 107.08 (13.68) 94.61 (12.13)
0.6 89.82 (92.69) 149.26 (76.36) 129.49 (65.35) 36.13 (26.12) 87.06 (31.63) 99.38 (20.24)
rithms were run on 10 different speech signals from the TIMIT
database [20]. A value of noise (from 0 to −10 dB) and
reverberation (from 0 to 0.6) was added to the signal. For
each of these noise and reverberation values, the algorithm
was executed 50 times. The table presents the mean TDOA
relative error with the standard deviation (in brackets). In this
scenario, the source was located at DOA 45°. We used the
implementation of audio fingerprinting presented in [21], in
which the input signal is subsampled to 8kHz to calculate the
spectrogram. The number of sections is 64ms and the overlap
is 32ms. We selected 50 landmarks per signal to perform our
comparison. Table I shows how audio fingerprinting error is
larger than ours for this particular source location and these
particular speech signals.
V. CONCLUSIONS AND FUTURE WORK
In this work, we showed that, by applying a computer
vision approach to the spectrogram of a speech signal, it
was possible to identify samples of the signal allowing for
an estimation of Time-Difference of Arrival (TDOA) within a
reasonable margin of relative error. We tested the robustness of
the proposed technique under different noise and reverberation
conditions using different speech signals and source locations.
We showed that our algorithm can estimate TDOA and the
source location within an acceptable error range when the
compression ratio of the signal is 40 : 1.
In the future, we plan to modify our algorithm by improving
on its robustness to noise and reverberation. We intend to do
this by estimating the probability of keypoints representing
reverberation or not depending on the amplitude of its neigh-
bors. Moreover, we would like to perform experiments in open
spaces in order to evaluate how the high reverberation values
affect our algorithm.
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