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ABSTRACT 
The nondestructive evaluation (NDE) of materials often involves the solution of an inverse problem. 
It is shown that image reconstruction techniques lead to the direct solution of the 3-D inverse problem 
when radiographic measurements are made. In particular, it is sugg_~ted that the convolve-and-backproject 
solution to the 3-D divergent ray geometry problem should be useful for NDE. There is also a discussion 
of the accept-reject criteria appropriate for various classes of defects. 
INTRODUCTION 
There has been a strong emphasis on defect 
characterization through ultrasonic scattering 
measurements in the previous ARPA/AFML Progress 
Reviews [1]. Here the ultimate goal is to invert 
the scattering data, i.e., to solve the inverse 
problem, in order to arrive at quantitative esti-
mates of the three-dimensional size, the shape, and 
the orientation of defects. This problem can be 
solved for the case of fairly simple defects that 
are situated in structures of uncomplicated geo-
metries. However, this inverse problem becomes 
extremely difficult to solve for complex structures, 
due to the many possible internal reflections which 
can occur. In an industrial setting, it is the 
many internal reflections, together with refrac-
tion and diffraction phenomena, which lead to 
ambiguities in identifying defects when using 
ultrasonic measurements. 
It is for this reason that radiographic 
measurements, whenever applicable, will always 
play an important role in nondestructive evalua-
tion (NDE). The geometric optics limit is 
applicable in radiographic techniques; the wave-
length of the X-rays or of the emitted radiation 
from radioisotopes is much smaller than the size of 
the scatterers: The rays travel in straight-line 
paths between scattering events, and a typical 
transmission measurement simply determines the net 
scattering out of the beam direction. 
Radiographic transmission measurements, often 
called shadowgraphs, have been an integral part of 
industrial NDE for decades. Their disadvantage is 
that depth information is lost; a three-dimensional 
(3-D) object is projected onto two-dimensions, i.e., 
onto a plane. Associated with this, a small defect 
can be difficult to resolve in standard radiography, 
since it contributes to the transmission measure-
ment in the ratio of its linear dimension to the 
depth of the material along the transmission 
direction. It should, therefore, be of considerable 
economic interest to develop techniques which 
combine the transmission measurements from different 
viewing angles to obtain a three-dimensional, well 
resolved image of the object being evaluated. 
The purpose of this paper is to describe two 
image reconstruction algorithms which are applicable 
to this general problem of reconstructing a 3-D 
object from a set of radiographic measurements. 
Image reconstruction techniques have been discussed 
extensively in the literature, and yet there has 
468 
been relatively minor treatment of the case that 
the measurements are made in a truly three-
dimensional arrangement around the object being 
evaluated. Rather, the measurements are typically 
made in sets of separate planes intersecting a 
3-D object. The object is then reconstructed by 
obtaining the reconstruction of each plane sepa-
rately, after which the planes are stacked together 
to obtain the 3-D result.* The main reason for the 
interest in a true 3-D measurement arrangement is 
that it should be possible to develop an efficient 
real-time system for the determination of defects. 
After carrying out the image reconstruction, 
the problem still remains of identifying the 
defects which may be in the object. A defect 
must be classified, and there will usually be a 
set of accept-reject criteria which depends on the 
type of defect, taking into account the specific 
application of the object under evaluation. The 
accept-reject criteria must be analyzed from a 
statistical standpoint, and methods of statistical 
hypothesis testing are appropriate. Some of the 
main ideas in this approach are indicated in the 
last section of the paper. 
IMAGE RECONSTRUCTION 
As pointed out in the introduction, the bulk 
of the work in image reconstruction has involved 
measurements which are line integrals (designated 
projections) through a 2-D density f(x,y). 
The orientation of the line integral paths 
can be described in two geometries. In the early 
work sets of parallel ray projections through the 
density were utilized; projections in a given set 
are parallel to one another, but displaced in 
angle with respect to projections in the other 
sets. One such set of parallel ray projections 
is shown in Fig. l(a). Reviews of a variety of 
reconstruction algorithms for the parallel ray 
geometry can be found in Refs. [ 4-7]. In some 
of the more recent work the sensors are arranged 
at fixed positions around the density to be 
reconstructed. A set of ray projections diverging 
from each source position is then utilized; this 
arrangement is shown in Fig. l(b). Descriptions 
of the divergent ray (sometimes designated fan 
beam) reconstruction algorithms can be found in 
Refs. [8-10]. 
*This approach has also been used in using image 
reconstruction to determine stresses from ultra-
sonic measurements [2,3]. 
Source 
Detectors 
(a) Parallel Ray Geometry. One set of projec~'ions 
is shown; other sets cut through the dens Tty 
region at different angles. 
(b) Divergent Ray Geometry. One set or projections fs 
shown; other sets emanate from other source locations 
around the densfty region. 
Fig. l Measurement Geometries for Two-Dimensional 
Image Reconstruction 
There are two principal methods which have 
been used to carry out the image reconstruction. 
The algebraic reconstruction techniques (ART) 
involve the inversion of a large matrix. They 
have the advantage that general density fields, 
even including spreading losses in the propaga-
tion of the signal to the detector, can be 
reconstructed. The convolution methods [11], 
on the other hand, are somewhat more restrictive 
but are usually an order of magnitude faster in 
computing time. This can be a s~gnificant. 
difference if one is interested 1n develop1ng 
real-time systems. It is the convolution approach 
which will be treated in this paper. 
Both the 2-D parallel ray and the divergent 
ray reconstruction geometries of Fig. 1 have 
generalizations to three dimensions: The convo~u­
tion solutions to the 3-D problem w1ll be descr1bed 
next. 
Reconstruction in 3-D From Parallel Rays - The 
basic equations for direct reconstruction from 
3-D parallel ray projections were ~eveloped by. 
Vainshtein and Orlov [12-14]. The1r parameterlza-
tion of the projections is convenient and, with 
minor modifications, is applicable to the 
divergent ray geometry also. With refer~nce to 
Fig. 2, a ray is parameterized by the ~n1t vector 
~ as specified by the spherical coord1nate a~gles (8,$),and a vector 1 lying in the plane 
perpendicular to r (denoted hereafter as the 
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T-plane).* The length J!l is the distance in the 
T-plane from the ray to the origin. A convenient 
pair of orthogonal axes for decomposing ! is given 
by 
t ~(lxk)/(J~xkJ), 
xy 
where k is the unit vector along 
axis. The ray is defined as the I+ T~ as T varies over [-oo,oo]. 
projections are thus given by 
00 
p(f,~) =! f(I +T~)dT , 
( 1) 
the positive z 
locus of points 
The parallel ray 
(2) 
where f(x) = f(x,y,z) is the density to be recon-
structed. As seen in Fig. 2, the vector 1 is the 
projection of the sensor location onto the T-plane. 
In a realistic arrangement it is assumed that the 
sensor is outside the region being measured; the 
actual sensor distance above the T-plane (i.e., 
along the line 1 + T~) is not important due to 
Eq. (2). The reconstruction problem consists of 
determining f(x) in Eq. (2), given all projections 
p(t,,). The solution to this problem, as derived 
by Orlov [14], is 
f(xJ 1 /
11
• 0 - Slnc 
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3 
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d8/ d8Jfd1 p(!,~J <PCx,-1) 
0 0 (3) 
-+ + -+ A A 
where x, X (x·Th 
and cp(x -1) 1 -+ f t . X T I+ - h'J3 T IX ~ T 
Here the point to be reconstructed, x, is projected 
onto the T-plane (th~ latter define~ by the· angles 
8 and$); the pointxT then enters 1n the ·argument 
of a convolving funct1on cp. The 1'-integratjon is 
the 2-D convolution of the projections p(t,T) for 
each T-plane with rp(x -!). After carrying out 
this convolution sepatately for each T-plane, the 
contribution of each T-plane is summed according 
to the angle integrations.over 8 and$. The 
latter integrations are usually known as back-
projections. It should be noted that in the 
solution form given in Eq. (3) we have neglected 
a contribution due to the singularity at XT=t 
which must be taken into account in a practical 
implementation. This contribution will be 
discussed later in the paper. 
That Eq. (3) is actually a solution to the 
3-D parallel ray reconstruction problem can be 
established by taking as the object density a 3-D 
Dirac delta function, and by v-erifying that Eq. (3) 
results in an output image which is, in fact, a 
delta function [14]. 
*Vectors will be denoted by an arrow, while the 
caret symbol designates a unit vector. The 
vector dot and cross product are denoted by 
and "x" respectively. 
Detector 
Ray 
rig. 2 Three-Dimensional Parallel Ray Geometry 
Due to the structure of the solution in 
Eq. (3), a computer implementation is straight-
forward; in particular, an array processor can 
.lead to extremely rapid computing times. In 
carrying out the implementation, a discrete form 
of the convolving function~ must be obtained. · 
This involves a careful treatment of the singular-
ity at XT=t, as already indicated. 
Reconstruction in 3-D From Divergent Rays - The 
measurement apparatus requ1red for the above 
3-D parallel ray reconstruction algorithm· leads 
to some of the same difficulties that pertain in 
the 2-D case. For each set of parallel ray 
measurements, a series of translations of the 
source-detector combination is necessary. 
Following this, the entire apparatus must be 
rotated, after which the next set of parallel 
ray measurements is obtained, etc. This is 
difficult to achieve mechanically, especially 
if one is interested in a real-time imaging 
system. It is for this reason that th~ 
divergent ray reconstruction algorithm has 
found widespread application in the 2-D case, 
and similarly, the divergent ray geometry · 
should be significant for the 3-D reconstruc-
tion problem. This problem, and its solution, 
will be discussed next. · 
The 3-D parallel ray parameterization shown 
in Fig. 2 can be modified for the case of the 
divergent ray projections. For this geometry, 
the sources are taken to lie on a sphere of radius 
0, with source coveraae over the full solid angle. 
Referring to Fig. 3, ~still lies in the T-plane, 
but T now specifies the location of the source at 
-DT. Varying£ values now correspond to projec-· 
tions which scan the field in the angular variables. 
The projections are given by 
.., 
p (t, ~) = f f ( t t T 1 ~ 1 ) dT 1 
-00 
where the direction of the ray is given by 
Tl 
+ DT + £, 
(4) 
{5) 
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Detector 
Fig. 3 Three-Dimensional Divergent Ray Geometry 
The reconstruction problem is ag~in to determine 
f(1), given the projections p{!,T). The solution 
to this inverse problem can be obtained by a direct 
transformation of the 3-0 parallel ray solution in 
Eq. (3). The details are rather lengthy [15] and 
will be omitted here. The result is 
where 
with 
2n 3 oo oo 
sinej dq> ~ ~ 3 Jjd£xy d (D+X•T) 0 -00 -00 
Dp(!,~) 
Jo2+1tl2 
+ + -r -r + 1-3 
-I x -.11,-x.-x.xx /D T T 
(6) 
The reconstruction algorithm, Eq. (6) is 
similar to a convolve-and-backproject solution. 
However, because of the extra term !xt /0, the 
inner integral over t is not a convol~tion 
integral. Thus, an exact implementation o·f 
Eq. {6) requires that the integral~_ be evaluated 
for each point ~ in the T-plane.' This would · 
require a somewhat heavier computational burden 
than a true convolve-and-backproject solution. 
In many experimental arrangements the cross 
product term can be neglected. To motivate th1s 
approximation, we ·note that the extra term !x~ /0 
is relatively small if the source distance 0 T 
is lar~e compared to the distances lx I or 11'!. 
In a practical arrangement the source! would be 
outside of the volume to be reconstructed, so the 
values 111 and lx I would be smaller than D. The 
contribution of th\ cross product to the function 
~is only of order 11:1 lx IJDL with respect to· 
the contribution due to th\ vector~ -!; this 
follows from noting that the cross Tproduct is 
orthogonal to ~T and!, which allows~ for this 
case to be written as 
(.,·. 
{ 2 2 2}-312 
cp = - < 1-x - t1 + 11 x x 1 ;o ( T T 
This function is singular at I=x , as suggested by 
looking at only the first term abbve; the added 
cross proJuct term does not alter the position of 
the singularity. When the cross product term is 
neglected as an approximation, then the CfJ for this 
3-D divergent ray solution becomes identical to 
that of the 3-D parallel ray case; it can then be 
implemented fairly easily. 
Discrete Versions of the 3-D Solutions - The 
previous discussion applies when there is a 
continuum of sensors located around the region 
to be reconstructed, and when there is only a 
finite number of sensors and measurements per 
sensor. Assume that there are N sensQrs with 
location as given by the unit vector T;=(6o,¢o), 
where the N angle pairs have some arbitrar} 1 
distribution over the solid angle sphere. A 
discrete form of the backproject integral, the (6,¢) integrations, is straight-forward to develop; 
it involves an appropriate weighted sum over the N 
sensor contributions. 
On the other hand the discretized version of 
the convolving function cp appearing in the inner 
integrals requires more careful treatment, due to 
the singularity. To derive the result, we note 
that the exact convolving function is the result of 
a limiting process. It can be shown [15] that the 
convolving function, CfJe• is given by 
2 1-x -II < e 
E3 T (7) 
.,.1 1-x -II > E , 
T 
where cpe satisfies the equation 
In numerical approximations to cp , the components 
of I take on a set of discrete values. On a 
cartesian grid cp has the form, for example, 
-w(m,n) 
, for 
lml + lnl t 0 
(9) 
cp(O,O) = - 1: cp(mt>t ,Mt ) 
m,n xy z 
lm! + lnl t 0 
The coefficient cp(O,O) is determined in accordance 
with Eq 0 (8) 0 
The coefficients w(m,n) are typically of order 
l and were discussed in connection with the analogous 
2-D problem in [16]. To each choice of coefficients 
w(m,n) corresponds a particular numerical integration 
procedure for the integral representation of f(x). 
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One obvious choice for w(m,n) is simply unity for 
all m and n. In this case the convolving function 
in Eq. ( 9) is 
cp (m,n) 
for lml + lnl t 0 
where for simplicity both quantization lengths 
6.1'. and 6.1'. have been assumed identical: 
xy z 
6 ~ 6>'-xy = 6tz 
(1 Oa) 
The exact value of cp(O,O) must be determined numeri-
cally, using Eq. (9); it can be shown through use of 
the Euler-Maclaurin summation formula to be approxi-
mately given by 
cp(O,O) ~ [ 2~2 + 2 1;(3) 1 I 63 , (lOb) 
with~(·) being the Riemann-Zeta function. 
The above convolving function is only one of 
several possible ones that could be developed. Any 
discrete, well-behaved convolving function for this 
problem has the property that it involves a band-
limiting approximation. In other words, a 
reconstruction according to Eq. (3) or Eq. (6), 
using the convolving function Eq. (10), i-s only 
accurate out to spatial frequencies of order 
(JJ ::::: 1/6. 
DEFECT DETERMINATION 
Whether by solving the 3-o inverse problem 
using image reconstruction or by any other method, 
the result is a 3-D matrix of values corresponding 
to the observable being reconstructed, the density 
in the present case. In searching for defects, all 
the density values must be tested for deviations 
away from "normality." There is, of course, not a 
sharp division between normality and abnormality; 
the division depends upon the level of statistical 
error that can be tolerated in searching for the 
defects. 
The simplest scheme for detecting the defects 
is to test each cell, or value of the 3-D matrix, 
in isolation from the other cells. Each cell can 
be examined in a binary hypothesis testing frame-
work where the measured density is tested for 
belonging to one of two classes ~n= normal and 
H : abnormal. A simple Bayesian, Mlnimax [17] t~reshold may be set which distinguishes between 
the two classes. 
The meaning of this test for the case of a 
defect .consisting of a void in the material is 
sketched in Fig. 4. Here any density value greater 
than the indicated threshold Tis declared normal, 
while any cell with density less than Tis presumed 
to correspond to a void in the material; the cell is 
then declared abnormal. The density values for each 
hypothesis have a range as described by probability 
distributions. It is important to note that the 
two probability distributions invariably overlap 
in a practical system. Given the threshold setting, 
there is then a probability of detection P0 corres-ponding to hypothesis H : defect present, and a 
probability of false allrm PFA corresponding to 
the hypothesis H : cell normal, but with a defect 
neverthe 1 es s decq a red . 
Probabi 1 i ty 
Fig. 4 Density Distributions for the two Hypotheses 
H0: normal and H1: abnormal 
Depending on the resolution of the 3-D image 
that is actually achieved, the effect of a defect 
on the density will be somewhat reduced by an 
average over the cell vo 1 ume. It wi 11 often be 
the case that the above test for an isolated cell 
does not then quite result in a threshold crossing 
for the outright classification as abnormal. Such 
cells must be evaluated in the context of the 
neighboring cell values. A number of classifica-
tion procedures can be developed to treat this 
situation, to provide a more general and robust 
test than the simple binary .hypothesis test. 
Several possible procedures will be described 
below. 
To flag a cell that is marginal, a second 
threshold must be introduced. The second thres-
hold can be set using the same Bayesian or Minimax 
criterion, but with a higher probability of false 
alarm. All marginal cells flagged in this manner 
constitute the input to the next stage of the 
detection process. Prior to the declaration of 
any region containing one of these cells as a 
flaw, on associative test procedure must be 
followed. One such associative measure is the 
volume of the connected region declared marginal. 
The connectedness can be tested using a minimal-
_spanning-tree algorithm [18] with a threshold on 
the maximum length between nodes. There are other 
·measures for connectedness using clustering 
algorithms that have been used extensively in 
the literature [18]. 
The volume of the suspected region is a simple 
measure of the severity of the defect; the larger 
the volume, the more severe the defect. However, 
since the severity of any cell's variation is not 
taken into account, the measure lacks robustness. 
To improve on this, the volume can be weighted by 
the deviations of the questionable cell densities 
from the surrounding mean. If the region being 
tested has a mean~. then the weighted volume V 
of the connected marginal cells with density 
values fi and volumes vi can be defined to be 
V = E v.lf.-~1 i 1 1 
The weighted volume measure V can then be used in 
a binary hypothesis test. The measure V has the 
properties of being translation and rotation 
invariant, as well as contrast independent. 
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However, this one-dimensional volume (weighted 
or unweighted) measure may not be enough, for some 
applications, to fully categorize the acceptability 
of the material. There are other multidimensional 
measures that take into account not only the size, 
but also the shape and distribution of the intensi-
ties. These measures are also invariant 
under rotation, translation and change in contrast 
[19]. These n-measures can then be tested [20] 
under the same H , H hypotheses with the exception 
that the decisioR sufface is then multidimensional. 
The number of dimensions that can be analyzed 
depends on how many statistical samples can be 
gathered prior to testing. The advantages to be 
gained from a multidimensional hypothesis testing 
is that, in the limit, one can use all the informa-
tion embodied in the reconstructed image intensities. 
CONCLUSION 
----
The main purpose of this paper was to describe 
two direct 3-D image recpnstruction algorithms 
involving a convolve-and-backproject approach. 
One of these, the 3-D divergent ray reconstruction 
algorithm, could be useful in radiographic NDE, in 
that it is amenable to a real-time implementation. 
In addition, the statistical aspects of 
acceptance-rejection criteria were described. 
Several possible tests for defects were presented. 
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SUMMARY DISCUSSION 
(R. V. Denton) 
Norman Bleistein (Denver Applied Analytics): I would like to make a suggestion as to 
why that cross product doesn't matter that much. ·If you look back in Fourier 
space, you're merely using high-frequency data. The point is, for high-frequency 
data the stationary phase contribution is the region where X and L are parallel. 
But that part vanishes due to the cross product. 
R. Denton: I tend to agree with that. 
# # 
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