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Abstract
We investigate the viscous model of quantum hydrodynamics, which describes
the charge transport in a certain semiconductor. Quantum mechanical eects
lead to third order derivatives, turning the stationary system into an elliptic
system of mixed order in the sense of Douglis{Nirenberg. In the case most rel-
evant to applications, the semiconductor device features a piecewise constant
barrier potential. In the case of thermodynamic equlibrium, we obtain asymp-
totic expansions of interfacial layers of the particle density in neighbourhoods
of the jump points of this barrier potential, and we present rigorous proofs of
uniform estimates of the remainder terms in these asymptotic expansions.
2010 Maths Subject Classication: 34E05, 76Y05, 76N20.
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1. Introduction
The ongoing miniaturisation of electronical devices requires the investiga-
tion of mathematical models for the electron transport that include quantum
mechanical terms. One of these models is the isentropic viscous quantum hy-
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(1)
formulated for the unknown functions (n;J;V ), and the independent variables
are t 2 R as time, and x 2 Rd as space. The unknown functions are the
(positive) scalar electron density n, the vectorial electric current density J,
and the scalar electric potential V . The item p(n) is a generic pressure term,
and a common choice is p(n) = Tn + n, with a temperature T given by
a relation T(n) = T0n 1 for a positive constant T0 and some   1, and
 > 0. Furthermore, the barrier potential VB = VB(x) and the doping prole
C = C(x) of the semiconductor are given functions that describe certain material
properties; these two functions are typically piecewise constant, and they are of
crucial importance for the working principle of devices as the resonant tunnel
diode. The purpose of this paper is to study analytically the behaviour of the
solutions (n;J;V ) near the jump points of the barrier potential VB.
Additionally, we have certain positive physical constants, which have been
scaled for ease of notation: The Planck constant ", a relaxation time , the
Debye length , and a viscosity constant .
A model (1) without the viscosity terms on the right hand side was proposed
in [11] as a variant of the classical Euler{Poisson system, augmented by a term
"2
6
nr

p
n
p
n
=:
"2
6
nrB(n)
that involves the Bohm potential B(n) and describes quantum mechanical ef-
fects. The expectation is that this term is negligible in those regions where the
electron ow can be described in terms of classical physics (i.e., in some regions
far away from jump points of VB).
There are various ways to derive (inviscid) quantum hydrodynamic mod-
els; we mention the traditional moment method applied to the collision Wigner
equation [11], an approach via WKB wave functions from the Schr odinger Pois-
son system [14], and the entropy minimization approach [16]. Augmenting the
Wigner equation with a Fokker Planck operator that describes the interaction
of the electrons with the phonons of the crystal lattice, the dissipation terms
n and J appear, see [3]. For an overview of this eld, we refer to [1] and
[15].
The quantum mechanical eects enter the system mainly via the Bohm term
B(n), which introduces third order spatial derivatives into the momentum bal-
ance equation, which complicates analytical studies of (1) considerably, compare
[4], [5], [6], [10] for results on the transient problem without barrier potential.
Further analytical diculties arise from the barrier potential VB having jumps,
and in that situation the second equation of (1) must be understood in the
2distributional sense. We are not aware of any analytical results concerning the
transient system (1), however we mention numerical simulations in [8], [11], [13],
[17], [18], and [19].
We focus our attention to a one-dimensional, stationary system,
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J0 =  n00 in [0;1];
2"2n
 p
n
00
p
n
!0
  J00   (p(n))0 +
J

=

J2
n
0
  n(V + VB)0 in [0;1];
2V 00 = n   C in [0;1]:
(2)
For such a stationary system (without barrier potential), the existence of so-
lutions was shown in [12], assuming small applied voltages V (1)   V (0) and
small currents J, which corresponds to a subsonic condition for the moving
electrons. Although formulated for the isothermal case p(n) = (T0 + )n, the
results of [12] seem to generalize to the case of general pressure terms p(n). And
we also mention [9], where it was shown (in the isothermal case) that solutions
(n;V;J) 2 W2;2(0;1)  W2;2(0;1)  W1;2(0;1) to (2) for given (possibly large)
Dirichlet boundary values for V and periodic boundary values for n do exist.
The purpose of the present paper is to extend the solution theory of [9]
towards an asymptotic expansion of the solution, for vanishing values of the
quantum mechanical parameters " and , focussing on the equilibrium case.
See also [20] for further results. It turns out that we nd a similar asymptotic
expansion of the particle density n as in [2], [7] for a stationary quantum drift
diusion model.
The solution theory in [9] is based on a reformulation of the system (2) by
means of a viscosity-adjusted Fermi level
8
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F =  (V + VB) + h(n) +

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00
p
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!
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;
where the electric current was replaced by the identity J =  n0 +J0 for some
constant of integration J0, and where h: (0;1) ! R is the enthalpy to p,
satisfying sh0(s) = p0(s) (s > 0). This reformulation reveals the characteristic
parameter  = "2 + 2, which is the coecient of the derivative of highest
order. It is expectable that the solutions n = n depend signicantly on .
Even in the one-dimensional setting, it seems to be a delicate matter whether
the solutions n converge to a limiting function n0 as  tends to zero, and
uniform pointwise bounds for the electron densities from above and away from
zero are not known to hold (except in the equilibrium case). In this paper,
we consider the thermal equilibrium case of the Fermi levels, which refers to
the case of F  const and J0 = 0. We also assume the physically reasonable
situation where VB + V vanishes at the endpoints of the interval [0;1]. By a
3straightforward generalisation of the approach of [9], the known results read as
follows, formulated in terms of u :=
p
n:
Theorem 1.1 ([9],[20]). Let ";;; > 0, suppose C;VB 2 L1(0;1), and as-
sume that the Fermi level is a constant function F 2 R. Let h be the enthalpy to
the smooth and strictly monotonically increasing pressure term p, which fullls
sh0(s) = p0(s), s > 0, and additionally assume
(i) lims!0 h(s) =  1 and lims!1 h(s) = 1.
(ii) s 7!
p
sh(s) is continuous in [0;1) and s 7!
ln(s)
h(s) is continuous in (0;1).
(iii) For any positive f 2 W1;2(0;1), there holds h(f);
ln(f)
h(f) 2 W1;2(0;1) with
the chain rule being valid.
Then, for any  := "2 + 2, there exists a solution (u;V) 2 W2;2(0;1) 
W2;2(0;1) to the system of equations
8
> > <
> > :
2u00
 =  

F + VB + V   h(u2
)  


ln(u2
)

u; in [0;1];
2V 00
 = u2
   C; in [0;1];
V(0) + VB(0) = 0; V(1) + VB(1) = 0;
(3)
for homogeneous Neumann boundary conditions u0
(0) = u0
(1) = 0 and periodic
boundary conditions u(0) = u(1), u0
(0) = u0
(1), respectively. Moreover, for
any total mass C > 0 there exist solutions (u;V) 2 W2;2(0;1)  W2;2(0;1),
 2 R, to the system of equations
8
> > > > > > > <
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2u00
 =  

F +  + VB + V   h(u2
)  


ln(u2
)

u; in [0;1];
2V 00
 = u2
   C; in [0;1];
Z 1
0
u2
 = C;
V(0) + VB(0) = 0; V(1) + VB(1) = 0;
(4)
for homogeneous Neumann boundary conditions for u and periodic boundary
conditions for u, respectively. The functions n = u2
, V and J =  n0

form a solution to the viscous quantum hydrodynamic system (2) and admit the
respective boundary values. There exist constants C0;:::;C4 > 0 such that, for
0 <  < 0,
C0  u  C1; kVkC1(0;1)  C2; jj  C3;
ku0
kL1(0;1)  C4 1=2:
2. Statement of the problem and main result
Throughout the paper, we always assume that the situation of Theorem 1.1
is given and that u, V are corresponding solutions. In case that the total
4mass C is prescribed for u2
, let  be the corresponding Lagrange multiplier
appearing in (4). We investigate the behavior of solutions as  tends to zero
for the case of piecewise constant barrier potentials VB, which is the physically
most relevant case. Formally letting  = 0 in (4), we expect that potentially
existing limiting functions u0 and V0 fulll the identities
0 =  (F + 0 + VB + V0   h(u2
0))u0 and 2V 00
0 = u2
0   C: (5)
The rst limiting equation, however, shows that the expected limit u0 will jump
at the jump points of VB, and therefore, convergence of (u)!0 to u0 is not
possible in strong topologies like L1(0;1). However, convergence of the se-
quence (V)!0 in W1;2(0;1) will be shown by monotonicity arguments; and as
a consequence we also obtain Lp convergence of the sequence (u)!0, which is
locally uniform away from the jump points of VB. Our rst main theorem reads
as follows:
Theorem 2.1. Let the situation of Theorem 1.1 be given and assume that the
barrier potential VB is a piecewise constant function. Then there exist V0 2
W2;2(0;1), u0 2 L1(0;1) and (if appropriate) 0 2 R solving (5) and the
Dirichlet boundary conditions for V such that
kV0   VkW 1;2(0;1)  C1=4; (6)
j0   j  C1=4; (7)
ku2
0   u2
kLp(0;1)  C1=4p (0 <  < 0): (8)
Moreover, for any subinterval [s0;s1]  [0;1] of length L := s1   s0, where VB
is constant, it holds
ku2
0   u2
kL1(s0+L1=4;s1 L1=4)  C1=4: (9)
Since all solutions u ( > 0) are continuously dierentiable by the Sobolev
embedding theorem, and the sequence (u)!0 converges uniformly in the inte-
rior of subintervals, where VB is constant, c.f. (9), the functions u are expected
to form interface layers near the jump points of VB. The quantum term u00

has a non-small value only in this layer regime, and it is natural to expect a
layer width of order O(1=2). Our second main theorem makes this statement
rigorous, by means of an analytically proven remainder estimate:
Theorem 2.2 (Zeroth order asymptotic expansion). Let the situation of
Theorem 2.1 be given. Let s1 = 0, sN+1 = 1 and s2;:::;sN be the jump points
of VB. There exist W: [0;1] ! R and a positive function c0: [0;1] ! (0;1)
which fullls c0(x) = u0(si), (i = 1;:::;N + 1), in half-sided neighbourhoods
of si, such that
 

u   u0
W
c0

 

L2(0;1)
+ kV   V0kW 1;2(0;1)  C1=2 (10)
5and 
 
u   u0
W
c0

 

L1(0;1)
 C1=4: (11)
Near any jump point si of VB, the functions W locally admit a representation
W(x) = w

x   si
1=2

for a function w 2 C1(R) with limy!1 w(y) = u0(si) and exponential con-
vergence to both limits.
The proofs of both results rely on the spatial dimension being one | we use
Sobolev's embedding theorem and ODE techniques extensively.
The structure of the paper is as follows. In Section 3, we show various
bounds on derivatives of u, and the key result is (17), which shows that the
Bohm potential term B(u2
) is indeed negligible in the exterior region, which is,
by convention, \far away" from the jumps of VB. Then Theorem 2.1 is proved
in Section 4 by means of monotonicity principles. This gives us the rst term
u0 of the asymptotic expansion of u in the exterior region. Section 5 contains
results on the asymptotic expansion of u in a certain interior region (which is
\near the jumps of VB"), and on the matching of both asymptotic expansions,
see Lemmas 5.3 and 5.5. Choosing a dierent set of multipliers, we then improve
the remainder estimates in Section 6, concluding the proof of Theorem 2.2.
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3. First estimates to solutions
In the thermal equilibrium case, we have J0 = 0 and a constant Fermi level
F 2 R, so that J =  n0. Using this and
p
n
00
p
n = n
00
2n   n
0 2
n2 , the weak formulation
of the second equation of (2) reads as
 
Z 1
0

p0(n) +



n0'  
 
"2 + 2Z 1
0

n02
n
0
'   ("2 + 2)
Z 1
0
n00'0
+
Z 1
0
nV 0'  
Z 1
0
VB(n')0 = 0 (' 2 C1
c (0;1)): (12)
Lemma 3.1 (Basic exterior estimates to solutions).
In the situation of Theorem 1.1, assume that VB is constant in some non-trivial
6interval [s0;s1]  (0;1). Then, for C =
R 1
0 ndx, the estimate
K0
s1 L Z
s0+L
u02 dx + ("2 + 2)
s1 L Z
s0+L
u002 +
u04
24u2 dx (13)

("2 + 2)CC
4L4 +
CC
K04; 0 <  <
1
2
;
holds, where K0 only depends on C0, C1, p; and C only depends on kCkL1(0;1).
Additionally, L := s1 s0 is the length of the interval [s0;s1]. Consequently, for
I := [s0 + 1=4L;s1   1=4L], there holds
ku0kL2(I)  C; (14)
ku00kL2(I)  C1=2; (15)
ku0kL1(I)  C 1=4; (16)

 
2
u00
u

 

L1(I)
 C1=4; (17)
with some constant C which does not depend on 0 <  < 0.
Proof. Let a0 := 1
4L4 and dene   2 W
1;2
0 (0;1) by
 (x) :=
8
> > > <
> > > :
a0(x   s0)4; s0  x  s0 + L;
1; s0 + L  x  s1   L;
a0(s1   x)4; s1   L  x  s1;
0; x = 2 [s0;s1]:
Using ' := u
0
u   as a test function in (12), we obtain in terms of u =
p
n
2
Z 1
0

p0(u2) +



u02  dx
+ 2("2 + 2)
Z 1
0
2(u02)0u0
u
  + (u00u + u02)

u0
u
 
0
dx
=
Z 1
0
uu0V 0  dx;
since VB is constant on supp . We abbreviate this identity by
I1 + 2("2 + 2)I2 = J1:
By assumption, we have p0() > 0 for  > 0 and C2
0  u2(x)  C2
1 for x 2 [0;1]
from Theorem 1.1, so that p0(u2(x))  K0 > 0 for all x 2 [0;1] and some K0.
Then,
2

K0 +


Z 1
0
u02  dx  I1:
7Re-ordering terms in I2, we nd
I2 =
Z 1
0

u002 + 4
u00u02
u
 
u04
u2

  +

u0u00 +
u03
u

 0 dx: (18)
An integration by parts yields
0 =
Z 1
0

3
u00u02
u
 
u04
u2

  +
u03
u
 0 dx: (19)
Now we form (18) 4
3(19), and the result is
I2 =
Z 1
0

u002 +
1
3
u04
u2

  + u00u0 0  
1
3
u03
u
 0 dx
=:
Z 1
0

u002 +
1
3
u04
u2

  dx + I2;1 + I2;2:
Because j 0j  4
L 3=4, exploiting Young's inequality with exponents 2, 4, 4
gives
jI2;1j 
Z 1
0
 
u00 1=2
 
 

 

u0 1=4
p
2u1=2

 
 
4
p
2u1=2
L
dx

Z 1
0
1
2
u002  dx +
Z 1
0
u04
16u2  dx +
Z 1
0
256u2
4L4 [s0;s1] dx:
Using Young's inequality with the exponents 4
3 and 4, we further obtain
jI2;2j 
1
3
Z 1
0
(u04 )3=4
u3=2 
4u1=2
L
dx 
Z 1
0
u04
4u2  +
64u2
34L4[s0;s1] dx:
Since
R 1
0 u2 dx = C, we infer
Z 1
0
1
2
u002  dx +

1
3
 
1
16
 
1
4
Z 1
0
u04
u2   dx  I2 +
256C
4L4 +
64C
34L4:
Thus,
("2 + 2)
Z 1
0

u002 +
1
24
u04
u2

  dx  2("2 + 2)I2 +
2("2 + 2)CC
4L4 :
Concerning the right hand side J1, we estimate
jJ1j  K0
Z 1
0
u02  dx +
CkV 0k2
L1(0;1)C
K0
 K0
Z 1
0
u02  dx +
CC
4K0
:
Combining all estimates, inequality (13) follows. For  = 1=4, this immediately
yields inequalities (14) and (15); and by interpolation we also obtain (16). As
8u
00
u is smooth in I, we nd
2

u00
u
0
=  

F + VB + V +    h(u2)  


ln(u2)
0
=  V 0 + 2

p0(u2) +


 u0
u
as an equality in I. The right hand side is uniformly bounded in L2(I) by
inequality (14), the pointwise upper and lower bounds to u and the uniform
boundedness of kV kW 2;2(0;1). Joining this bound with inequality (15), we obtain
 
 2
u00
u
 


W 1;2(I)
 C:
Interpolating this inequality with estimate (15), inequality (17) follows.
4. Exterior convergence results
Estimate (17) already shows that the quantum mechanical Bohm term 
u
00

u
decays in the interior of subintervals, where VB is constant. We are now in the
position to prove the convergence of (V)!0 and consequently, convergence of
(u)!0 also follows.
Proof of Theorem 2.1. Let I1;:::;IN be the maximal intervals in which VB is
constant and denote by I1
;:::;IN
 the corresponding subintervals introduced in
Lemma 3.1. By assumption, h 1: R ! (0;1) exists and u2
 can be expressed
by
u2
 = h 1(F + VB + V + ) + r;
where
r := h 1

F + VB + V +  + 2
u00

u
 


ln(u2
)

  h 1(F + VB + V + ):
By Lipschitz continuity of h 1,
jr(x)j  C


 2
u00
(x)
u(x)


  + 1=2

(x 2 (0;1));
which implies together with inequalities (15) and (17)
krkL2(I)  C1=2; (20)
krkL1(I)  C1=4; (21)
for 0 <  < 0. Let 0 < 2  1 < 0, abbreviate ui := ui, Vi := Vi,
i := i, ri := ri and dene e Vi := Vi + i for i = 1;2. In the following, we
9may formally consider i = 0 for i = 1;2 if the additional constraint
R
u2
 = C
is not demanded for the solutions. An integration by parts yields
2
Z 1
0
(V 0
1   V 0
2)
2 dx =  
Z 1
0
 
u2
1   u2
2

e V1   e V2

dx
=  
N X
i=1
Z
IinIi
1
 
u2
1   u2
2

e V1   e V2

dx
 
N X
i=1
Z
Ii
1
 
u2
1   u2
2

e V1   e V2

dx
=: S1 + S2:
Using the uniform pointwise boundedness of u2
, Young's inequality, the Sobolev
embedding W1;2(0;1) ,! L1(0;1) and Poincar e's inequality, we nd
S1  C
N X
i=1
ke V1   e V2kL1(IinIi
1)
1=4
1
 C2ke V1   e V2k2
W 1;2(0;1) +  2
1=2
1
 K12

kV 0
1   V 0
2k2
L2(0;1) + j1   2j2

+  2
1=2
1 ;
where K1 > 0 is a constant und  > 0 is a free parameter which will be chosen
later on. Concerning S2, we calculate
 
N X
i=1
Z
Ii
1
 
u2
1   u2
2

e V1   e V2

dx
=  
N X
i=1
Z
Ii
1

h 1(F + VB + e V1)   h 1(F + VB + e V2)

e V1   e V2

dx
 
N X
i=1
Z
Ii
1
(r1   r2)

e V1   e V2

dx:
Now we certainly nd a positive number K2 with
1
K2
 h0(s2)  K2; C0  s  C1: (22)
Then (h 1)0 enjoys the same bounds, and we get
 
N X
i=1
Z
Ii
1

h 1(F + VB + e V1)   h 1(F + VB + e V2

e V1   e V2

dx
  K
 1
2
N X
i=1
ke V1   e V2k2
L2(Ii
1):
10The Cauchy-Schwarz inequality in combination with both the uniform bound-
edness of (e V)0<<0 in L2(0;1) and estimate (20) implies
 
N X
i=1
Z
Ii
1
(r1   r2)

e V1   e V2

dx 
N X
i=1
kr1   r2kL2(Ii
1)ke V1   e V2kL2(Ii
1)
 K3
1=2
1 ;
and we conclude that
S2   K
 1
2
N X
i=1
ke V1   e V2k2
L2(Ii
1) + K3
1=2
1 :
Combining all estimates, we obtain
 
2   K12
kV 0
1   V 0
2k2
L2(0;1) (23)
 K12j1   2j2   K
 1
2
N X
i=1
ke V1   e V2k2
L2(Ii
1) +  2
1=2
1 + K3
1=2
1 :
Let  > 0 be a parameter to be determined later on. For small 1, we certainly
have
PN
i=1 meas(Ii
1)  1
2, and then we may estimate
1
2
j1   2j2  
N X
i=1
k1   2k2
L2(Ii
1) (24)
 2
N X
i=1
ke V1   e V2k2
L2(Ii
1) + 2K4kV 0
1   V 0
2k2
L2(0;1)
with some constant K4 > 0 arising from the Poincar e inequality. Adding esti-
mates (23) and (24), the inequality
 
2   K12   2K4

kV 0
1   V 0
2k2
L2(0;1) +


2
  K12

j1   2j2

 
2   K
 1
2

N X
i=1
ke V1   e V2k2
L2(Ii
1) +  2
1=2
1 + K3
1=2
1
follows. Choosing  and  suciently small, one obtains
kV 0
1   V 0
2k2
L2(0;1) + j1   2j2  C
1=2
1 ;
which yields inequalities (6) and (7). To prove the convergence results on u,
observe that
u2
0 := h 1(F + VB + V0 + 0) 2 L1(0;1)
is a positive function on [0;1]. For the function
k := h + 
 ln
11it is easily seen that kh 1   k 1
 kL1(k0(I))  C for small 0 <  < 0 and an
interval I = [a;b]  (0;1). Since V,  and 2
u
00

u are uniformly bounded in
L1(Ii
) for 0 <  < 0 and i = 1;:::;N, the local Lipschitz continuity of k 1
 ,
the convergence results for V and  and inequality (17) readily yield
ku2
0   u2
kL1(Ii
)  C1=4:
From this, the Lp-estimates for u  u0 are easily obtained by a trivial estimate
of the appearing integrals over the regimes outside the subintervals I1
;:::;IN
 ,
because the functions u are uniformly bounded.
5. Derivation of the zeroth order asymptotic expansion
We now derive dierential equations describing the functions W from The-
orem 2.2 locally at any jump point s0 of VB. As a preliminary step, we need to
show that the derivatives u0
(s0) are not too small | they are of order  1=2.
Lemma 5.1. In the situation of Theorem 1.1, assume that VB is piecewise
constant, and let s0 be a jump point of VB. Then there exists a constant C5 > 0
such that
C4 1=2  ku0
kL1(0;1)  ju0
(s0)j  C5 1=2; (25)
for 0 <  < 0. We also have, for such ,
u2
(s0) =
p(u2
0(s0+))   p(u2
0(s0 ))
VB(s0+)   VB(s0 )
+ O(1=4): (26)
Remark 5.2. We remark that u2
(s0) is (up to an error of size 1=4) between
the left and right limits u2
0(s0 ) and u2
0(s0+), because the extended mean value
theorem gives us
p(u2
0(s0+))   p(u2
0(s0 ))
VB(s0+)   VB(s0 )
=
p(u2
0(s0+))   p(u2
0(s0 ))
h(u2
0(s0+))   h(u2
0(s0 ))
=
p0()
h0()
= ;
for some  between u2
0(s0+) and u2
0(s0 ).
Proof of Lemma 5.1. We choose, for z > 0,
K(z) = zk(z)   p(z)  


z; (27)
H(z) = zh(z)   p(z) (28)
as primitive functions of k and h, respectively. We may unite the dierential
equations for u from (3) and (4) into the equation
2u00
 =  (F +  + VB + V   k(u2
))u; (29)
12tacitly making the convention  = 0 in the case without mass balance. Then (6)
and (7) imply
 2u00
 = (F + 0 + VB + V0   k(u2
))u + (   0 + V   V0)u
= (h(u2
0)   k(u2
))u + O(1=4);
with O(1=4) meant in L1(0;1). At the jump points of VB, this equation is to
be understood in the sense of one-sided limits. We also obtain
 2u00
 = (h(u2
0)   h(u2
))u + O(1=4): (30)
Now we have on the one hand, in the sense of distributions,
 
(F +  + VB + V)u2
   K(u2
)
0
= 2(F +  + VB + V   k(u2
))uu0
 + (VB + V)0u2

=  2((u0
)2)0 + (VB + V)0u2
;
and on the other hand, we have
 
(F +  + VB + V)u2
   K(u2
)
0
=

(F +  + VB + V   k(u2
))u2
 + p(u2
) +


u2

0
=

 2u00
u + p(u2
) +


u2

0
:
Now let [s0;s1] be a maximal interval of length L := s1 s0 where VB is constant,
and consider x0, x1 with s0 < x0 < x1 < s1. Then we have
 2((u0
)2)0 + V 0
u2
 =

 2u00
u + p(u2
) +


u2

0
; on [x0;x1]:
We integrate over [x0;x1]:
  2(u0
)2
 

x1
x0
+
Z x1
x0
V 0
u2
 dx
=  2u00
(x1)u(x1) + 2u00
(x0)u(x0) +

p(u2
) +


u2


 
x1
x0
:
Now we utilise (30) for u00
(x0) and send x0 to s0:
2(u0
(s0))2   2(u0
(x1))2 + p(u2
(s0)) +
Z x1
s0
V 0
u2
 dx
=  2u00
(x1)u(x1)   (h(u2
0(s0+))   h(u2
(s0)))u2
(s0) + p(u2
(x1)) + O(1=4);
having recalled that u2
0 jumps at s0. Let us re-arrange this identity into
2(u0
(s0))2 + (h(u2
0(s0+))   h(u2
(s0)))u2
(s0) + p(u2
(s0))   p(u2
0(s0+))
= 2(u0
(x1))2   2u00
(x1)u(x1)  
Z x1
s0
V 0
u2
 dx (31)
+
 
p(u2
(x1))   p(u2
0(x1))

+
 
p(u2
0(x1))   p(u2
0(s0+))

+ O(1=4):
13We now consider x1 as a variable in the interval J := [s0 +1=4L;s0 +21=4L],
and we evaluate the L2(J) norms of both sides of this identity. To this end,
we dene
C+
 :=  
1
2

(h(u2
0(s0+))   h(u2
(s0)))u2
(s0) + p(u2
(s0))   p(u2
0(s0+))

: (32)
Then we have

(u0
(s0))2   C+


  1=8
 
 (u0
)2 
L2(J) + ku00
kL2(J)  kukL1(J)
+
1
2
 

 
Z ()
s0
V 0
(s)u2
(s)ds
 

 
L2(J)
+
1
2

p(u2
())   p(u2
0())


L2(J)
+
1
2

p(u2
0())   p(u2
0(s0+))


L2(J) + O(3=8):
Now we estimate the terms of the right hand side one after the other. From the
inequalities (14) and (16) it follows that


(u0
)2

L2(J)  ku0
kL2(J) ku0
kL1(J)  C3=4:
Next, inequality (15) and the uniform estimates for u show
ku00
kL2(J) kukL1(J)  C1=2:
Since kV 0
kL1(0;1) and kukL1(0;1) are uniformly bounded, it holds

 


Z ()
s0
V 0
(s)u2
(s)ds

 


L2(J)

 Z 2
1=4L
1=4L
(Ct)2 dt
!1=2
 C3=8:
By Lipschitz continuity of p on compact subsets of (0;1), (9) implies
 p(u2
())   p(u2
0())
 
L2(J)  C3=8:
Because u2
0 = h 1(F + VB(s0+) + V0 + 0) on [s0;s0 + L], we also see
 p(u2
0())   p(u2
0(s0+))
 
L2(J)  C kV0()   V0(s0)kL2(J)  C3=8:
The result then is
ju0
(s0)2   C+
 j  C1=4: (33)
This does not yet prove the desired lower bound on ju0
(s0)j, because C+
 might
be very close to zero. However, we can repeat the above reasoning with another
interval [s 1;s0] on which VB is constant, resulting in ju0
(s0)2  C 
 j  C1=4
for a constant
C 
 :=  
1
2

(h(u2
0(s0 ))   h(u2
(s0)))u2
(s0) + p(u2
(s0))   p(u2
0(s0 ))

: (34)
14It follows
C+
 + C 
 = g+(u2
(s0)) + g (u2
(s0));
where we have introduced functions g: [0;1) ! R dened by
g(z) :=
1
2

(h(z)   h(u2
0(s0)))z + p(u2
0(s0))   p(z)

: (35)
There is a Taylor expansion hidden in g:
g(z) =
1
2

H(z)   H(u2
0(s0))   H0(u2
0(s0))  (z   u2
0(s0))

=
1
4
H00() 
 
z   u2
0(s0)
2
;
with some  between z and u2
0(s0). Then (22) implies
1
4K2
 
z   u2
0(s0)
2
 g(z) 
K2
4
 
z   u2
0(s0)
2
; (36)
which brings us to
C+
 + C 
 
1
8K2
 
u2
0(s0+)   u2
0(s0 )
2
:
We clearly have
j2u0
(s0)2   (C+
 + C 
 )j  C1=4;
which nally yields u0
(s0)2  C2
5 > 0 for all 0 <  < 0 and a certain C5.
To prove (26), we remark that jC+
   C 
 j  C1=4, hence
O(1=4) 
jC+
   C 
 j
jh(u2
0(s0+))   h(u2
0(s0 ))j
=
1
2

 
 u2
(s0) +
p(u2
0(s0+))   p(u2
0(s0 ))
h(u2
0(s0+))   h(u2
0(s0 ))

 
;
where we have exploited (32) and (34).
Lemma 5.3 (Derivation of the zeroth order asymptotic expansion). In
the situation of Theorem 1.1, assume that VB is piecewise constant and let s0
be a jump point of VB. Assume that [s0;s0 +L] is a maximal interval where VB
is constant. Then there exist C6 > 0, w: R ! R such that

 
u()   w

   s0
1=2

 

L1([s0;s0+C61=2])
 C1=4: (37)
Moreover, w converges exponentially fast to u0(s0+) for y ! 1,
jw(y)   u0(s0+)j + jw0(y)j + jw00(y))j  C exp( C7y); (y  0); (38)
so that 
 w
 
1=2

  u0(s0+)

 
L1(0;1)

C
C7
1=2: (39)
15Proof. We rewrite (31): Rename x1 to x 2 [s0;s0 + 21=4L], recall that the left
hand side as well as the integral are items of size O(1=4), and apply (30) for
u00
(x1). Then we get
2(u0
(x))2 = (h(u2
(x))   h(u2
0(x)))u2
(x) + p(u2
0(s0+))   p(u2
(x)) + O(1=4):
Observe that the Lipschitz continuities of h and u0 imply
h(u2
0(s0+))   h(u2
0(x)) = O(1=4);
hence we nd
(u0
(x))2 = g+(u2
(x)) + O(1=4); s0 < x  s0 + 21=4L: (40)
We wish to extract the root here, and therefore we think about the sign of
u0
(s0). From (40) and (36) we learn that u0
(x) can change its sign (for the
mentioned x) only if u2
(x) is near u2
0(s0+). On the other hand, (9) tells us that
u2
(x)   u2
0(s0+) = O(1=4) is a small number for x = s0 + 21=4L. Hence it
is possible to conclude: if u2
0(s0 ) < u2
0(s0+), then u0
(s0) > 0, and vice versa.
Without loss of generality, we assume this case. From Remark 5.2, (25) and (36)
we then also nd that u2
(s0)  u2
0(s0+)   c holds for some positive c. Next we
get
1=2u0
(x) =
p
g+(u2
(x)) + O(1=4); s0 < x  s0 + C61=2;
and C6 will be chosen later in such a way that g+(u2
(x))  c > 0 is ensured for
the mentioned x and some small constant c, making the manipulation on the
right hand side valid.
Introducing the variable transformation y = 1
1=2(x   s0), we consider the
initial value problem for a function w,
8
> <
> :
w0(y) = +
p
g+(w2(y)); 0 < y < 1;
w(0) =
p(u2
0(s0+))   p(u2
0(s0 ))
VB(s0+)   VB(s0 )
;
(41)
compare (26). The life span of w is a priori not known, but the constant
function b w(y) : u0(s0+) solves the same dierential equation and has an initial
value b w(0) > w(0), hence the uniqueness principle gives w(y) < b w(y), making
a blowup of w impossible. The classical theory of upper and lower solutions
(c.f. [21, II x9 IV]) can be applied: Let w and w be functions solving
w0(y) =
1
2
p
K2
 w2(y)   u2
0(s0+)
 ; w(0) = w(0);
w0(y) =
p
K2
2

w2(y)   u2
0(s0+)

; w(0) = w(0);
compare (36). Then w(y)  w(y)  w(y) < b w(y), for 0  y < 1, and in
particular, (38) follows (using (41) for estimating w0 and w00).
Now we pick a small number c > 0, determine C6 by g+(w2(y)) > 2c on
[0;C6], and classical perturbation arguments then show (37).
16Remark 5.4. Let us summarize what we have obtained so far: (9) provides
us the starting term of an asymptotic expansion of u(x), valid for points x
whose distance to the nearest jump point of VB is at least O(1=4). On the
other hand, (37) takes care of those x whose distance to the nearest jump point
is at most O(1=2). Hence a gap remains between both regions, and this gap is
handled in the next lemma. The bound 1=8 in (42) will be improved in Section 6
to 1=4.
Lemma 5.5 (Preliminary estimates for the zeroth order asymptotic
expansion). Let w be the function constructed in Lemma 5.3 for a jump point
s0 of VB. Let [s0;s0 + L] be a maximal interval where VB is constant. Then

 
u()  
u0()
u0(s0+)
w

   s0
1=2
 


L1(s0;s0+L=2)
 C1=8; 0 <  < 0: (42)
A similar estimate is valid in a left neighbourhood of the jump point s0.
Then there are open disjoint neighbourhoods 
i of the jump points si of VB,
there is a function c0: [0;1] ! (0;1) and a family of functions W such that:
W 2 C1([0;1];R) and W has piecewise C2 regularity;
c0 has piecewise C2 regularity;
c0(x) = u0(si) in 
i;
W(x) = w

x   si
1=2

in 
i;
2W00
(x) = W(x)
 
h(W2
(x))   h(u2
0(si))

in 
i; (43)
jW00
(x)j  C outside [i 
i;
 
 
W
c0
  1
 
 
L1(0;1)
 C1=2; (44)
 

u   u0
W
c0
 


L1(0;1)
 C1=8:
Proof. Without loss of generality, we assume u2
0(s0 ) < u2
0(s0+), which cor-
responds to u0
(s0) > 0, u2
(s0) < u2
0(s0+) and w0(y) > 0 everywhere. By
construction of w, it is easily seen that estimate (42) even holds with the better
rate 1=4 in the regimes [s0;s0+C61=2] and [s0+1=4L;s0+L=2]. Now we treat
the remaining part (s0+C61=2;s0+1=4L), and our rst step is to think about
how large can u2
(x) be on the interval J := [s0;s0 + 1=4L]. The maximum
can not be attained on the left endpoint s0, by assumption. If the maximum
is attained at the right endpoint, then (9) and the Lipschitz continuity of u0
imply maxJ u2
(x)  u2
0(s0+) + C1=4. And if the maximum is attained inside
of J, then (40) and (36) yield
max
J
u2
(x)  u2
0(s0+) + C1=8: (45)
17After this preparation, we now consider the local extrema of the function
d(x) := u(x)   w

x   s0
1=2

; x 2 [s0 + C61=2;s0 + 1=4L]:
We know that jdj = O(1=4) at the endpoints of this interval, and if x is an
interior local extremum of d, then u := u(x) and w := w((x   s0)=1=2)
satisfy
g+(u2
) + O(1=4) = g+(w2
); (46)
by (40) and (41). Put c0 := u0(s0+). Now we distinguish the cases u  c0 and
u > c0, and we remark that the inequality w < c0 holds in both of them.
Assume u  c0. Without loss of generality, we also suppose w  u.
Noticing that g+ is monotonically decreasing on [w2
;c2
0] and convex there, a
Taylor expansion, g00
+(z) = h0(z)=2, and (22) then tell us
C1=4  g+(w2
)   g+(u2
) = g0
+(u2
)  (w2
   u2
) +
1
2
g00
+()  (w2
   u2
)2
 0 +
1
4K2
(w2
   u2
)2;
which settles the rst case u  c0.
We come to the slightly harder case u > c0, in which we clearly have
kdkL1(s0+C61=2;s0+1=4L) = ju   c0j + jc0   wj;
and the rst item on the right is bounded by C1=8, from (45). From this rst
term estimate, (46), and twice (36) we then deduce that
C1=4 
K2
4
 
u2
   c2
0
2
 g+(u2
)  g+(w2
)   O(1=4)

1
4K2
 
w2
   c2
0
2
  O(1=4);
which brings us to jc0  wj  C1=8. This concludes the second case, and (42)
is readily seen.
Now we match the various asymptotic expansions of u. Let fs2;s3;:::;sNg 
(0;1) be the jump points of VB, increasingly ordered, and dene s1 := 0,
sN+1 := 1. Let 
1, ..., 
N+1 be disjoint open neighbourhoods of s1, ...,
sN+1. For i = 2, ..., N, let w+;i and w ;i be the layer proles near si, dened
similarly to (41). Observe that their derivatives match, w0
 ;i(0) = w0
+;i(0), by
the very choice of w;i(0). Then we construct a function e wi
 2 C1(R) that makes
the transition between u0(si ) and u0(si+) in 
i (having only an exponentially
small error at the endpoints of 
i):
e wi
(x) :=
(
w ;i
 x si
1=2

: x  si;
w+;i
 x si
1=2

: x  si:
18Outside the jump point set, e wi
 has C2 regularity. We also dene e w1
  u0(0)
and e wN+1
  u0(1) as constant functions. Next we choose a partition of unity:
Dene s0 :=  1, sN+2 := 2, and select functions ('i)i=1;:::;N+1  C1(R;[0;1])
such that supp'i b (si 1;si+1), 'i  1 in a 
i, where i = 1;:::;N + 1; and PN+1
j=1 'j(x) = 1 on [0;1]. Then the function W is given as
W(x) :=
N+1 X
i=1
e wi
(x)'i(x):
Moreover, dene the piecewise constant functions e c1
0  u0(0), e c
N+1
0  u0(1) and
e ci
0 = ( 1;si]u0(si ) + (si;1)u0(si+) for i = 2;:::;N. Finally, we put
f W(x) :=
N+1 X
i=1
e wi
(x)
e ci
0(x)
'i(x); c0(x) :=
W(x)
f W(x)
:
The inequality (44) follows from (39), and (43) is easily checked. We remark

 f W(x)   1

  
N+1 X
i=1
je wi
(x)   e ci
0(x)j
e ci
0(x)
'i(x)  C exp

 C 1=2

; (47)
valid for x 62 [i
i.
6. Rened remainder estimates
We complete the proof of Theorem 2.2 by considering dierential equations
to the remainder terms
Ru := u 
u0
c0
W; RV := V V0; R :=  0; RV; := RV+R:
Then RV and Ru solve the dierential equations
2R00
V = 2uR2
u   R2
u + u2
0

W2

c2
0
  1

; (48)
2
W
 
W2


Ru
W
0!0
(49)
=  RV;u  
 
h(u2
0)   k(u2
)

u   2W00

u
W
 
2
W
 
W2


u0
c0
0!0
;
where we have recalled (5) and (29).
Proof of Theorem 2.2. We will show

 

 
W

Ru
W
0 

 
2
L2(0;1)
+ kR0
Vk2
L2(0;1) + kRuk2
L2(0;1)  C; (50)
19from which we obtain estimate (10) by Poincar e's inequality. Estimate (11) fol-
lows by interpolation of the inequalities
 



Ru
W
0 
 
L2(0;1)
 C and



Ru
W



L2(0;1)

C1=2, as W is uniformly bounded from above and away from zero.
Multiplying equation (49) by Ru and integrating by parts we obtain
2
Z 1
0
W2


Ru
W
02
dx (51)
=
Z 1
0
RV;Ruu dx +
Z 1
0
 
h(u2
0)   k(u2
)

uRu dx
+ 2
Z 1
0
W00

u
W
Ru dx + 2
Z 1
0
W

Ru
W
0
 W

u0
c0
0
dx:
By Young's inequality it follows that
2
Z 1
0
W

Ru
W
0
 W

u0
c0
0
dx  
 

 
W

Ru
W
0 

 
2
L2(0;1)
+ C: (52)
Concerning R, observe that (5) and (29) give us the representation
R =  RV  
 
h(u2
0)   k(u2
)

  2
u00

u
:
Let I = [s1;s2] be an interval of length L, on which VB is constant, and I :=
[s1 + 1=4L;s2   1=4L]. Then, due to (15),
jRj 
2
L
kRkL1(I)
 C
 
kRVkL1(I) +
 h(u2
)   h(u2
0)
 
L1(I) + 
 ln(u2
)
 
L1(I) + 

 

u00

u

 

L1(I)
!
 CkRVkL2(0;1) + CkRukL2(0;1) + C1=2:
Employing (48) one nds
2
2
Z 1
0
R02
V; dx (53)
=  
Z 1
0
RV;Ruu dx +
1
2
Z 1
0
R2
uRV; dx
 
1
2
Z 1
0
u2
0

W2

c2
0
  1

RV; dx
  
Z 1
0
RV;Ruu dx +
1
2
kRV;kL1(0;1)  kRuk2
L2(0;1)
+ CkRV;kL1(0;1)


 
W
c0
  1


 
L1(0;1)
20  
Z 1
0
RV;Ruu dx + C1=4kRuk2
L2(0;1) + C1=2kRV;kL1(0;1);
using (6), (7), (44). The Sobolev embedding H1(0;1) ,! L1(0;1) and Poincar e's
inequality give us
C1=2kRV;kL1(0;1)  C1=2kR0
VkL2(0;1) + C1=2kRukL2(0;1) + C (54)

2
4
kR0
Vk2
L2(0;1) + C1=2kRukL2(0;1) + C
Now we add the inequalities (51), (52), and (53), and we bring (54) into play:


 


W

Ru
W
0
 


2
L2(0;1)
+
2
4
kR0
Vk2
L2(0;1)

Z 1
0

 
h(u2
0)   h(u2
)

+
2W00

W

uRu dx
+ C + C1=4kRuk2
L2(0;1) + C1=2kRukL2(0;1):
To discuss the integral on the right hand side, we distinguish the cases x 2 
i
and x 62 [i
i.
Suppose x to be in the right part of 
i. Then we conclude from (43) that
 
h(u2
0)   h(u2
)

(x) +
2W00
(x)
W(x)
=h(u2
0(x))   h(u2
(x)) + h(W2
(x))   h(u2
0(si+))
=

h

W2
(x)
u2
0(x)
c2
0(x)

  h(u2
(x))

+

h(W2
(x))   h(u2
0(si+))   h

W2
(x)
u2
0(si+)
u2
0(x)

+ h(u2
0(x))

=:T1(x) + T2(x):
Here we have used c0(x) = u0(si+) for these x. By monotonicity of h, we have
T1(x)u(x)Ru(x) =
u(x)
u(x) +
u0(x)
c0(x)W(x)
T1(x)

u2
(x)  
u2
0(x)
c2
0(x)
W2
(x)

  
1
K2
u(x)
u(x) +
u0(x)
c0(x)W(x)

u2
(x)  
u2
0(x)
c2
0(x)
W2
(x)
2
  C8R2
u(x);
for a certain positive C8, and this estimate is even valid for all x 2 [0;1].
21The term T2(x) can be handled using Lemma Appendix A.1:
jT2(x)j  C
 

ln
u2
0(x)
u2
0(si+)
 

 
 

ln
W2
(x)
u2
0(si+)
 


 Cju0(x)   u0(si+)j  jW(x)   u0(si+)j
 C1=2x   si
1=2  exp

 C7
x   si
1=2

;
which implies sup
i jT2(x)j  C1=2.
Next we handle the case x 62 [i
i. Then we calculate as follows:

 

2W00
(x)
W(x)

 
  C;
h(u2
0(x))   h(u2
(x)) = T1(x) + h(u2
0(x))   h

W2
(x)
u2
0(x)
c2
0(x)

= T1(x) + h(u2
0(x))   h

f W2
(x)u2
0(x)

= T1(x) + O();
by (47). Summing up what we have obtained so far, we get

 

 
W

Ru
W
0 

 
2
L2(0;1)
+
2
4
kR0
Vk2
L2(0;1)
  C8kRuk2
L2(0;1) + C + C1=4kRuk2
L2(0;1) + C1=2kRukL2(0;1);
and now (50) is deduced by Young's inequality.
Appendix A. Appendix
We conclude this paper with a useful tiny technical lemma.
Lemma Appendix A.1. Let I  (0;1) be a compact interval, and h: I ! R
be twice continuously dierentiable, and dene Ch := maxI jh00(t)t2 +h0(t)tj. If
p, q,  are positive numbers with p, q, p, q 2 I, then
jh(p)   h(p)   h(q) + h(q)j  Ch


 ln
q
p


   jlnj:
Proof. We dene a function g by
h(t) =: g(lnt); t 2 I;
and we observe that g00() = h00(t)t2 + h0(t)t for t = e 2 I. Now it suces to
22calculate
h(p)   h(p)   h(q) + h(q) = g(ln + lnp)   g(lnp)   g(ln + lnq) + g(lnq)
=
Z ln
=0
g0( + lnp)   g0( + lnq)d
=
Z ln
=0
Z lnp
=lnq
g00( + )d d:
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