Abstract. Beiglböck-Juillet [5] , showed that the duality is attained in a suitable sense for the martingale optimal transport problem on the real line, that is, when there is one underlying martingale process. We generalize the duality result to the setting of d-underlying martingales which are coupled through a cost functional on R d . We then exploit the duality to characterize the geometry of the support of the optimal martingale measures. In particular, we show that their conditional distributions are supported on certain extremal sets on R d for the strictly convex norm costs.
Introduction
The purpose of this paper is threefold: we will define the multi-martingale optimal transport (MMOT) problem, then we will establish a duality result which will serve as the cornerstone for the rest of the paper, and finally we will study the geometry of the solutions to the MMOT problem in general dimensions.
The prototype is the optimal transport (OT) problem, which is the following: for a given cost function c : R d × R d → R and two Borel probability measures µ, ν on R d , we consider where Π(µ, ν) is the set of transport plans, or couplings, that is the set of joint probability measures π on R d × R d with given marginals µ and ν on R d . Since Gaspard Monge [30] formulated the problem in the 1780's, Kantorovich [25, 26] generalized the Monge problem in 1940's and proposed the above formulation. Since then, many important contributions have been made on the subject and in particular, tremendous effort has been put on establishing a certain characteristic geometry each optimal transport exhibits; see, e.g., [1, 2, 7, 8, 9, 15, 17, 29, 36, 37, 38, 39] .
Such a characteristic structure of optimal transport plan is encoded in its support, which exhibits the so-called c-cyclical monotonicity. The monotonicity itself is very useful, but when combined with the celebrated theorem of Rockafellar [33] , we obtain the cornerstone of the OT theory, called duality, which is the following: there exist two functions ϕ, ψ : R d → R such that for every minimizer π * of the problem (1.1), we have ϕ(x) + ψ(y) ≤ c(x, y) ∀x ∈ R d , ∀y ∈ R d , (1.2) ϕ(x) + ψ(y) = c(x, y) π * − a.e. (x, y). It turns out that the dual optimizer (ϕ, ψ) is an essential tool to investigate the optimal transport plans, and for such applications, it is important to derive fine properties of (ϕ, ψ) (e.g. regularity). It turns out that the Legendre transform is the right notion to obtain such regularity property.
Very recently a variant of the OT problem was introduced, commonly referred to as the martingale optimal transport (MOT) problem, which considers the following:
c(x, y) dπ(x, y) over π ∈ MT(µ, ν)
where MT(µ, ν) (Martingale Transport plans) is the set of joint probabilities on R d × R d having µ and ν as its marginals, such that for each π ∈ MT(µ, ν), its disintegration (π x ) x with respect to µ must satisfy that for µ -a.e. x, ξ(x) ≤ ξ(y) dπ x (y) for any convex function ξ defined on R d . (1.5)
Then we say that the measure π x has its barycenter at x. We can also describe the MOT problem as the following: we consider Minimize E P [c(X, Y )] (1.6) over all couples (X, Y ) of R d -valued random variables on some probability space (Ω, F, P) such that Law(X) = µ, Law(Y ) = ν and E[Y |X] = X a.s., i.e., (X, Y ) is a martingale.
Strassen [35] showed that MT(µ, ν) is nonempty if and only if µ,ν are in convex order.
Definition 1.1. Measures µ, ν are said to be in convex order and written as µ ≤ c ν, if (1) they have finite mass and finite first moments, (2) for convex functions ξ defined on R d , ξ dµ ≤ ξ dν.
As the assumption in (1) is minimal for considering MOT problem, we will assume that every measure appearing in this paper has finite mass and finite first moment. Also, all sets, measures and functions will be assumed (or proved) to be Borel-measurable.
While some pioneering papers to investigate the martingale transport problem include [4, 14, 16, 23, 24] , there is an intimately related problem, called the Skorokhod embedding problem (SEP) which has a long history in probability theory. Since D. Hobson [21, 22] recognised the important connection between the model independent formulation to finance and asset pricing theory with the Skorokhod embedding problem (see [31] for an overview of the SEP, and also [3] for a link with optimal transport theory), much related research has been done in this context including [3, 10, 19, 20, 32] .
We note that, while in OT problem the objective function c(x, y) mainly represents the transportation cost, in MOT problem it often represents an option whose realization depends on the underlying asset which is represented by the martingale (X, Y ). Then the integral (1.4) represents the price of the option c with respect to the joint law π of (X, Y ).
Since the duality has been the cornerstone for the study of OT problem, we may anticipate that a corresponding duality theory in MOT should be equally essential: we say that a triple of functions (ϕ, ψ, h), where ϕ, ψ : R d → R and h : R d → R d , is a dual maximizer of the problem (1.4) if for every minimizer π of (1.4) we have ϕ(x) + ψ(y) + h(x) · (y − x) ≤ c(x, y) ∀x ∈ R d , ∀y ∈ R d , (1.7)
ϕ(x) + ψ(y) + h(x) · (y − x) = c(x, y) π − a.e. (x, y). (1.8) To attain such a dual optimizer, extrapolating from the OT theory we can expect that a relevant monotonicity should hold for MOT plans and in turn it may induce the attainment. Indeed, [4] showed that every MOT plan satisfies a certain natural monotonicity property for martingales. However, unlike the OT theory the dual optimizer is not attained in MOT in general, even for fairly simple marginals (µ, ν) and cost c(x, y); see [4] , [6] , [18] for counterexamples. The seemingly harmless linear term h(x) · (y − x) drastically changes the picture. This is one of the places where the theory of OT and MOT are fundamentally divergent, and the lack of duality makes the study of MOT complex.
Nevertheless, [5] , [6] showed that in dimension one (d = 1), dual optimizer can be attained under the additional assumption on (µ, ν), called irreducibility (this is also where the OT and MOT are divergent: in OT theory essentially no relation between µ, ν is required for duality). The irreducibility of (µ, ν) is characterized by their potential functions u µ (x) := |x − y| dµ(y), u ν (x) := |x − y| dν(y). Definition 1.2. µ ≤ c ν is irreducible if I := {u µ < u ν } is connected and µ(I) = µ(R). Then (I, J) is the domain of (µ, ν) where J is the smallest interval satisfying ν(J) = ν(R).
Thus J is the union of I and any endpoints of I that are atoms of ν, and I = int(J). What does the irreducibility mean? To explain, for a martingale measure π ∈ MT(µ, ν) write dπ(x, y) = dπ x (y)dµ(x), i.e. (π x ) x is a disintegration of π w.r.t. µ. Then µ ≤ c ν is irreducible on the domain (I, J) if and only if for every π ∈ MT(µ, ν) and z ∈ I := int(J),
This follows directly from the definition of potential functions and Jensen's inequality with the fact that while y → |x − y| is "flat" on ] − ∞, x] or on [x, ∞[, there is a "kink" at x. Hence, every martingale transport between an irreducible (µ, ν) has to be intertwined.
As recognized by [5] , [6] , the notion of irreducibility is indispensable for duality. Unfortunately, in higher dimension (d ≥ 2) a natural definition of irreducibility between µ, ν has not been found and, as recognized in [18] , indeed the study of duality turns out to be surprisingly deep and complex. Nevertheless, [18] finds a certain canonical decomposition of each optimizer π of the problem (1.4), and establishes the fact that each component of π now admits dual optimizer even if the whole π may not. Then as one of the various applications of this component-wise duality result, [18] establishes the following theorem: [18, Theorem 8.3 .] Assume d = 2, c(x, y) = ±|x − y|, µ ≤ c ν and µ ∧ ν = 0, µ is absolutely continuous with respect to the Lebesgue measure, and ν has compact support. Let π ∈ MT(µ, ν) be a solution of (1.4) and (π x ) x be a disintegration of π with respect to µ. Then the support of π x coincides with the extreme points of the convex hull of itself:
Thus we see that, conditioned on X = (X i ) i≤d , (Y i ) i≤d 's are strongly correlated in a way that they are distributed on the extreme points of a convex set, i.e. the Choquet boundary.
[18] also establishes the theorem in d ≥ 3 under various additional assumptions on ν, but in general, only under the assumption µ L d the validity of the theorem remains open. [18] observes that the theorem is closely connected with the possibility of "absolutely continuous disintegration", and its counterexample, a bizzare analytic object called the Nikodym sets [1] . Now we define the multi-martingale optimal transport (MMOT) problem, the main subject of this paper: Let (µ i , ν i ), 1 ≤ i ≤ d, be probability measures on R in convex order. Then we consider
over all couples (X, Y ) of R d -valued random variables on some probability space (Ω, F, P) satisfying E[Y |X] = X, and Law(
Then we will say that π 1 = Law(X) and π 2 = Law(Y ) are the first and second d-copula induced by π = Law(X, Y ), respectively. Note that then π 1 is a coupling of µ 1 , ..., µ d and π 2 is a coupling of ν 1 , ..., ν d . Another description of the MMOT problem is the following: we write µ = (µ 1 , ..., µ d ), ν = (ν 1 , ..., ν d ), and consider
where MMT( µ, ν) (Multi-Martingale Transport plan) is the set of probability measures on 
To the best of the author's knowledge, this formulation has been introduced and studied in this paper for the first time. Notice that the difference between MOT and MMOT problem lies in the constraint: in MOT problem it is the law of X and the law of Y (i.e. the copulas) which are assumed to be known. On the other hand, in MMOT problem the individual laws of X 1 , ...., X d and Y 1 , ..., Y d (that is, µ 1 , ..., µ d and ν 1 , ..., ν d ) are known. Therefore, there are basically three unknowns in the MMOT problem whose structurs are of major interest, namely the optimal martingale measure π, and also the induced copulas π 1 and π 2 . The MMOT problem may find one of its motivations in Finance. Again one can interpret the function c(X, Y ) as an option which simultaneously depends on many underlying assets (X i , Y i ) i≤d , and one can interpret the value E P [c(X, Y )] as the option price with respect to the joint law P of (X i , Y i ) i≤d . Now the assumption of the knowledge of the prescribed marginal laws (µ i , ν i ) i≤d is justified by the fact that these can be determined by observing prices of various European options in the financial market. The fact that many traded options in the market indeed depend on many underlying assets may highlight the importance of the study of the MMOT problem and especially the study of duality, since the dual optimization problem can be interpreted as finding an optimal subhedging strategy in financial market. This paper is organized as follows. In Section 2 we illustrate the main results of the paper. In Section 3 we prove a compactness result for a certain class of convex functions on R d , which plays a crucial role in establishing the duality attainment result in Section 4. In Section 5 we explain how the Legendre transform (see [39] ) and martingale Legendre transform (see [18] ) can be combined in MMOT theory, and as a result we see that how the d-copulas solve the Kantorovich dual problem. Finally, in Section 6 we study the geometry of the solutions of MMOT when the cost is (1) c(x, y) = ±||x − y|| where || · || is a strictly convex norm on R d , and on the other hand when (2) c(x, y) is semiconcave in y. These two results will be based on two differential identities which come from the duality attainment.
Main results
Let us consider the primal problem (1.11). We define the primal optimal value (2.1)
There is a counterpart of the primal problem, called the dual problem: we consider
where Ψ consists of triple of functions
Now we introduce a concept of solutions for the dual problem.
3) holds, and (2) for any minimizer π ∈ MMT(µ, ν) of the primal problem (2.1), we have
Note that the definition is made in the "pointwise sense", that is we do not require the integrability of f i , g i , nor the boundedness of h i . Even with such relaxation, it is known that dual optimizers may fail to exist even in some mild situations; e.g. when the cost function is Lipschitz and the marginals µ, ν are compactly supported on R; see [4] , [18] for such counterexamples. In this regard, our first main result is the following existence of dual optimizers, which can be seen as an extension of the one-dimensional result of [5] , [6] . 
where Π(ν 1 , ..., ν d ) denotes the set of all couplings of ν 1 , ..., ν d . Then a dual maximizer exists. Remark 2.3. If all initial random variables X = (X 1 , ..., X d ) are nonrandom (i.e. X is a constant vector) then we can take f i ≡ h i ≡ 0 for all i and the dual maximizer obtained in Theorem 2.2 (note that the irreducibility is obvious in this case) is reduced to the dual optimizer for the classical, multi-marginal OT problem with respect to the cost y → c(X, y).
In general, let π be a minimizer for (2.1) and let dπ(x, y) = dπ x (y)dπ 1 (x), i.e. (π x ) x is a disintegration of π w.r.t. the first d-copula π 1 . Then observe that for π 1 -a.e. x, the measure π x is a solution to the OT problem w.r.t the cost y → c(x, y) among all couplings of its own marginals (p
, where p i # π x is the projection of π x to the i-th coordinate space. Also notice that for π 1 -a.e. x, (2.3), (2.4) simultaneously provide us dual optimizers for the OT problem w.r.t. the cost y → c(x, y). Therefore, Theorem 2.2 can be viewed as solving a multitude of optimal transport problems with the additional constraint that the "superposition" of p
Remark 2.4. The functions ϕ(x), ψ(y) in the dual formulation for MOT problem (1.7), (1.8) are now decoupled as
On the other hand, the "trading strategy" h still depends on the vector (x 1 , ..., x d ). One may interpret this as follows: when an option holder wants to hedge her risk, she can decide the number of assets (i.e. the h i 's) in her portfolio depending on the information of all initial asset values X 1 , ..., X d . The multi-dependence of h i (x) and c(x, y) makes the study of MMOT problem genuinely different from the one-dimensional MOT.
Remark 2.5. By the martingale constraint (1.12), for any π ∈ MMT( µ, ν) and bounded h :
) and the lower-semicontinuity on the cost are imposed to guarantee that P (c) = D(c) ∈ R (see [40] ). Thus the former assumptions can be replaced by the latter "no duality gap".
As we shall see in the proof of Theorem 2.2, the following compactness property of a certain class of convex functions is one of the most crucial ingredients. To describe the theorem, define
Theorem 2.6. Let a ∈ I and C ∈ R. Let (µ i , ν i ) i∈(d) be irreducible pairs of probability measures with domain (I i , J i ). Consider the following class of functions Λ = Λ(a, C, µ i , ν i ) where every χ ∈ Λ satisfies the following:
(1) χ is a real-valued convex function on J, (2) χ(a) = 0 and 0 ∈ ∂χ x=a , i.e. 0 belongs to the subdifferential of χ at a,
Then Λ is locally bounded in the following sense: for each compact subset K of J, there exists C = C(K) ≥ 0 such that 0 ≤ χ ≤ C(K) on K for every χ ∈ Λ. Moreover, for any sequence {χ n } n in Λ there exists a subsequence {χ nj } j of {χ n } n and a real-valued convex function χ on J such that lim j→∞ χ nj (x) = χ(x) for every x ∈ J, and the convergence is uniform on every compact subset of I.
We note that while the one-dimensional version of this theorem was proved in [6] , we will devise a new proof in order to extend the theorem in general dimensions as stated. Now suppose that a triple (f i , g i , h i ) i∈(d) is a dual maximizer for the problem (1.11). In order to study the geometry of the solutions of MMOT, some regularity of the (f i , g i , h i ) i∈(d) is desired. Inspired by [17] , [18] , in Section 5 we shall see that various transforms can be applied on the triple (f i , g i , h i ) i∈(d) , and as a consequence, we show the following theorem.
is a dual maximizer for the problem (2.2), and let π ∈ MMT( µ, ν) be any minimizer for (1.11). Then the d-copulas
solve the dual optimal transport problem with respect to the costs α, β respectively, in the following sense:
e. y i for every i ∈ (d), and
Here α : I → R, β : J → R are defined in terms of the function i g i (y i ) and called the martingale Legendre transform and its inverse transform in [18] . Moreover, we shall see that once a dual solution (f i , g i , h i ) i∈(d) is obtained then they can be replaced by a better solution (ϕ i , ψ i , γ i ) i∈(d) in view of regularity; see Section 5 for the definitions and discussions.
As mentioned in the introduction, one of the most central themes in the OT theory was to study the optimal structure of solutions with respect to the Euclidean distance cost, i.e. the investigation of the structure of solutions to the Monge problem. This motivates us to consider the following examples in MMOT problem.
Example 2.8. [18] observed that the inequality
This implies the following: let c(x, y) = −|x − y| and fix any probability measure π 1 on R d having finite second moment. Let (π x ) x∈R d be a family of probability measures on R d such that x is the barycenter of π x , and that π x (S x,1 ) = 1 where S x,1 is the unit sphere in R d with center x. Now define the martingale measure π by dπ(x, y) = dπ x (y)dπ 1 (x). Then π is optimal in MMT( µ, ν), where µ = (µ 1 , ..., µ d ) and ν = (ν 1 , ..., ν d ) are the one-dimensional marginals induced by π. The optimality of π follows from the fact that the inequality (2.6) becomes equality precisely on the set G := {(x, y) : |x − y| = 1} and π(G) = 1.
Observe that the projection of any element in MMT( µ, ν) on the first coordinate space R belongs to MT(
. This implies that P (c) ≥ P 1 (c), where P 1 (c) is the primal value of the one-dimensional MOT problem
It is well known (see e.g. [5, Theorem 7.4] ) that the solution of (2.7), say π * 1 , is unique and there exist functions
meaning that the mass at each x 1 splits to three points
Since the identity transport x 1 → x 1 has no contribution to the cost (2.7), we see that
.
Choose any π 1 ∈ P (R 2 ) which is a coupling of µ 1 , µ 2 , and define the martingale measure π by dπ(x, y) = dπ x (y)dπ 1 (x). Then we notice that π ∈ MMT( µ, ν), and by (2.8), cost[π] = P 1 (c). Therefore, π is optimal.
We note that this example disproves the second conjecture raised by Ghoussoub-Kim-Lim [18] . However, the existence question of such polytope-type MOTs still remains unanswered.
In fact, the optimal solutions presented in Example 2.8, 2.9 share a certain characteristic that the following theorem reveals. This result may be seen as a higher-dimensional generalization of [23] , [24] , and of [5, Theorem 7.3, Theorem 7.4] . Notice that the irreducibility of (µ i , ν i ) i∈(d) is not assumed, and the dimension d is arbitrary. Theorem 2.10. Let (µ i , ν i ) i∈(d) be pairs of probability measures on R in convex order, and suppose that µ i is absolutely continuous with respect to Lebesgue measure for every i ∈ (d). Let c(x, y) = ±||x − y|| where the norm || · || is strictly convex and x → ||x|| is differentiable on R d \ {0}. Let π be any minimizer for (1.11) and π 1 , π 2 be the d-copulas induced by π.
(1) If c(x, y) = −||x − y||, then for any disintegration (π x ) x of π with respect to π 1 , the support of π x coincides with the extreme points of the convex hull of itself:
and (π x ) x be a disintegration with respect toπ 1 . Then
Example 2.11. Strict convexity of the norm is necessary for the extremal structure of 1] . Then observe that every element in MMT( µ, ν) leads to the same cost, that is P 1 (c) := inf π1∈MT(µ1,ν1) R×R |x 1 −y 1 | dπ 1 (x 1 , y 1 ). Now clearly, there are elements in MMT( µ, ν) not satisfying the conclusion of Theorem 2.10.
As we will see in the proof, Theorem 2.10 will be deduced from the differential identity
where (f i , g i , h i ) is a dual optimizer. On the other hand, the next result will be based on
Theorem 2.12. Assume the same as in Theorem 2.2. Let S be a proper subset of (d) and assume that ν i is absolutely continuous with respect to Lebesgue measure for every i ∈ S. Suppose that c(x, y) is semiconcave in y in the following sense: there exists u i :
Assume the following twist condition: for each x ∈ I and y i ∈ J i where i ∈ S, the mapping
whenever the derivatives exist. Then there exists a family of functions
for each x ∈ R d , such that for any minimizer π of (1.11) with a disintegration (π x ) x with respect to π 1 , π x is concentrated on the graph of F x for π 1 -a.e. x.
Remark 2.13. In Theorem 2.12 if one can obtain a dual maximizer (f i , g i , h i ) where all g i 's and y → c(x, y) are differentiable, then the family of maps {F x } x can be directly obtained by the above differential identity in y variable; see the next example. But instead the semiconcavity was assumed in the theorem in order to deal with more general costs.
Example 2.14. In this example, let d = 2 and c(x, y) = −y 1 y 2 , so that we consider the maximum covariance of Y 1 , Y 2 . Let (f i , g i , h i ) be a dual maximizer. In this case we can assume that g 1 , g 2 are convex, since we can replace g 1 by (and similarly for g 2 )
Thus g 1 , g 2 are differentiable a.e., and the differential identity by applying ∇ y1 reads as
which represents the function y 2 = F x (y 1 ) in Theorem 2.12. Interestingly, even though c(x, y) has no dependence on x, F x still depends on x via the "trading strategy" h 1 . This is due to the randomness of X 1 , X 2 and the martingale constraint. Note that if X 1 , X 2 are nonrandom, then one can take h 1 ≡ 0 and the function becomes the celebrated Brenier map.
On the other hand, even if X 1 , X 2 are random the dependence of the functions y 2 = F x (y 1 ) on x is mild; for any given marginal data ( µ, ν), they are merely translations in y 2 direction.
Example 2.15. In Example 2.8 and 2.9, the optimality of π did not imply any constrained structure on π 1 ; π 1 could be any coupling of (µ 1 , ..., µ d ). In this example, again let d = 2 and c(x, y) = −y 1 y 2 . Firstly, as a toy model let the marginals be those in Example 2.9: 1] and let π be a MMOT. As maximizing
, it is better for π 2 to stay near the diagonal ∆ := {(y 1 , y 2 ) | y 1 = y 2 }. With this simple data ( µ, ν) it is possible for π 2 to be supported on ∆, and this implies (since it must be π 1 ≤ c π 2 ) that π 1 should also be supported on ∆. This uniquely determines π 1 , π 2 and any martingale measure connecting π 1 , π 2 is optimal. For a less straightforward example, let µ 1 , µ 2 be arbitrary but fixed. Let
2 and does not depend on x, the first derived cost α appearing in Theorem 2.7 must be the same; α(x) = 1 2 |x 1 − x 2 | 2 , and this implies that
In this simple case, it is easy to see what the contact set is:
Now choose a martingale measure π * which satisfies that π * (G) = 1, and its first induced copula π * 1 is the Brenier coupling of (µ 1 , µ 2 ), that is, there exist functions f 1 , f 2 such that
, and (2.10)
Let ν * 1 , ν * 2 be the induced second marginals of π * . Then the duality formulation (2.3), (2.4) tells us that π * is optimal in the class MMT(µ 1 , µ 2 , ν * 1 , ν * 2 ). Furthermore, any other optimal π ∈ MMT(µ 1 , µ 2 , ν * 1 , ν * 2 ) must satisfy π 1 = π * 1 since (2.10), (2.11) must hold with π 1 . We note that in this example the choice g i (y i ) = 1 2 |y i | 2 were made with no specific reason and the π * chosen above may not fit with the given marginal data ( µ, ν). Theorem 2.2 asserts that for any (but irreducible) data one can obtain optimal dual solutions whose analysis can reveal the structure of MMOT, as in Theorem 2.10, 2.12 for example.
Lastly, motivated by this example, we address the following question: what class of data ( µ, ν) and cost c(x, y) shall impose on the induced optimal copulas π 1 , π 2 to have some special structures, e.g. π 1 and/or π 2 has to lie on "small" sets, or conversely, on large sets?
Compactness of the convex potentials
In this section we will prove Theorem 2.6. As we remarked, Theorem 2.6 was proved in [6] in one-dimensional setting, and in particular the proof in [6] uses in an elegant way the integration by parts technique along with the compactness property of second derivative measures of convex functions. However, as it seems to us that this approach does not easily extend to higher-dimensional setting, we will first devise a different proof of Theorem 2.6 in one-dimension case in a more elementary way, in the sense that we use neither integration by parts nor the second derivative measures. Then we will see that our idea extends to general dimensions immediately.
The following lemma is stated in [12, Lemma 3.3] . Here µ, ν are probability measures in R d , Π(µ, ν) denotes the set of all couplings of µ, ν. Leb(f ) denotes the set of Lebesgue points of a function f , and
wheref is the density of p
with respect to L d .
We may interpret Lemma 3.1 as a Lusin-type continuity property of probability couplings. The following immediate corollary of Lemma 3.1 will be used for the proof of Theorem 2.6. The following class of two-way martingales will also be of frequent use. Definition 3.3.
(1) We define m to be the set of martingale measures in R × R such that for any ζ ∈ m, p 1 # ζ is concentrated at a point (say x), and p 2 # ζ is concentrated at two points (say y − , y + ). Then necessarily y − < x < y + and in this case we write ζ = ζ x→(y − ,y + ) . In other words, ζ x→(y − ,y + ) =
We define M to be the set of martingale measures in R×R such that for any π ∈ M, there is a disintegration (π x ) x of π w.r.t.
Now we begin the proof of Theorem 2.6.
Proof. Step 1. We will begin with the most simple case where d = 1 and there is ζ = ζ x→(y − ,y + ) ∈ m such that µ = p 
Assume that there is a ∈ y − , y + and C > 0 such that χ(a) = 0, 0 ∈ ∂χ x=a and χ d(ν − µ) ≤ C for every χ ∈ Λ. First, consider the case a = x. Then it is trivial that there is a constant M > 0 such that χ(y − ) ≤ M and χ(y
By convexity of χ, we see that χ ≤ M on y − , y + for every χ ∈ Λ, proving the theorem in this most simple case. Next, suppose that a is away from x, e.g. y − < a < x. Our tactics is to find probability measuresμ,ν where µ ≤ cμ ≤ cν ≤ c ν, and to find a small but positive constant θ (which does not depend on χ ∈ Λ) where the measure η := θ ζ a→(y −
We may defineν = Law(B x τ 2 ), but in this caseν = ν simply because τ 2 = τ . The case x < a < y + can be treated similarly and Step 1 is done.
Step 2. We will consider the case where (µ, ν) are the marginals of a martingale measure 
The chain condition immediately implies that (µ, ν) is irreducible. As it is enough to prove this step with N = 2 we assume N = 2. Without loss of generality assume a ∈ y M 1 may depend on ε but it does not depend on χ ∈ Λ. Note that (1) follows from Step 1 and (2) follows from (1) and the fact that χ is convex. Now take ε small enough such that 
Generalization to arbitrary N ∈ N is immediate, and Step 2 is done.
Step 3. We will begin to deal with general irreducible pair (µ, ν) with domain (I, J) in dimension d = 1. In this case, it is well-known that there exists a probability measurẽ µ such thatμ is absolutely continuous with respect to Lebesgue measure, µ ≤ cμ ≤ c ν, and (μ, ν) is irreducible with the same domain (I, J). One way to see this is the following: consider u µ , u ν , the potential functions of µ, ν. They coincide outside of I while u µ < u ν in I by irreducibility. Select a convex function u such that u µ = u = u ν outside of I while u µ < u < u ν in I. Thenμ is taken to be the second derivative measure of u, and by selecting sufficiently smooth u one can get the absolute continuity as desired. Hence from now on we will assume without loss of generality that µ L 1 . Also note that we can assume µ ∧ ν = 0 since the pair (µ − µ ∧ ν, ν − µ ∧ ν) is irreducible with domain (I, J) and
Thus, we will assume µ L 1 and µ ∧ ν = 0 in the rest of the proof.
Our strategy is to reduce this situation to Step 1 and Step 2. For this, we begin by choosing a martingale measure π ∈ M(µ, ν). We can obtain such π by solving a martingale optimal transport problem w.r.t. the cost c(x, y) = |x − y|; see [23] , [24] , [5] for example. Let (π x ) x be a disintegration of π with respect to µ, and let x → y − (x), x → y + (x) be two
x. Now by Corollary 3.2, there exists Γ ⊂ R × R such that π(Γ) = 1 and for any (x, y) ∈ Γ and r > 0, the restricted measure π B(x,r)×B(y,r) is positive.
Pick (x 0 , y 0 ) ∈ Γ and assume x 0 < y 0 . Fix z ∈ x 0 , y 0 and let r > 0 be small such that x r := x 0 + r < z < y r := y 0 − r. Now we claim the following: there are positive measures µ,ν,μ A ,ν A whereμ A ≤ cμ ≤ cν ≤ cνA ,μ A ≤ µ,ν A ≤ ν, and a positive constantθ such that the measure η :=θ ζ z→(xr,yr) satisfies p 1 # η ≤μ and p 2 # η ≤ν. To see this, note that the set A := {x ∈ B(x 0 , r) | y + (x) ∈ B(y 0 , r)} has µ -positive measure since the restricted measure π B(x0,r)×B(y0,r) is positive. For each x ∈ A, consider the martingale ζ x→(y − (x),y + (x)) . Recall y − (x) < x < x r < z < y r < y + (x). Now we apply the same idea as in Step 1: Finally, letθ(z) = A θ(x, z) dµ(x) > 0, and observe that the measureθ ζ z→(xr,yr) is what we are looking for. To see this, consider the restricted measure π A := π A×R and let
. Then in view of (3.1) we see thatμ A ≤ cμ ≤ c ν ≤ cνA , and by (3.2) and η :=θ ζ z→(xr,yr) we have p 1 # η ≤μ and p 2 # η ≤ν. In summary, we have shown that for any (x, y) ∈ Γ and z ∈ x, y and any sufficiently small r > 0, we can findμ,ν,μ A ,ν A whereμ A ≤ cμ ≤ cν ≤ cνA ,μ A ≤ µ,ν A ≤ ν, and a positive constantθ such that the measure η :=θ ζ z→(xr,yr) satisfies p 1 # η ≤μ and p 2 # η ≤ν. Now we make the following observation. Since π(Γ) = 1, for any z ∈ I there exists (x z , y z ) ∈ Γ such that z ∈ x z , y z , since otherwise we would have u µ (z) = u ν (z), contradicting to the irreducibility of (µ, ν). We choose such (x z , y z ) ∈ Γ for each z ∈ I so that { x z , y z } z∈I is an open cover of I. Hence we can find a sequence (z n ) n∈N such that (1) { x zn , y zn } n∈N is an open cover of I, and (2) If l k := min n≤k x zn , r k := max n≤k y zn , then l k , r k ∩ x z k+1 , y z k+1 = ∅, ∀k ∈ N. Now Step 2 implies that for a given compact interval K ⊂ I, there exists M K > 0 such that χ ≤ M K on K for every χ ∈ Λ, which is the content of the theorem when ν has no mass on the boundary of I. To see this, observe that for a compact K there is N ∈ N such that { x zn , y zn } n≤N is an open cover of K, so for small r > 0 the shrunken covering { x zn + r, y zn − r } n≤N still covers K and satisfies the chain condition (2), hence Step 2 applies.
Step 3 is done.
Step 4. We will deal with the case when ν assigns positive mass on the boundary of I. Write I =]a, b[ and suppose that b ∈ R and ν(b) > 0. Recall that π ∈ M(µ, ν) and x → (y − (x), y + (x)) is the graph of π. Let A := {x | y + (x) = b}. ν(b) > 0 implies µ(A) > 0. Take any x ∈ A satisfying (x, b) ∈ Γ. Then Step 3 tells us that for any r > 0 and z ∈]x+r, b[, we can find measuresμ,ν,μ A ,ν A whereμ A ≤ cμ ≤ cν ≤ cνA ,μ A ≤ µ,ν A ≤ ν, andθ > 0 such that η =θ ζ z→(x+r,b) satisfies p The case ν(a) > 0 can be treated similarly, and finally note that if both ν(a) > 0 and ν(b) > 0 then we can conclude that there exists M > 0 such that χ ≤ M on [a, b] for every χ ∈ Λ, because [a, b] can be covered with finitely many appropriate intervals that we have discussed so far. The proof is complete for the one-dimension case.
Step 5. We will deal with general dimensions by explaining that how the ideas in the previous steps can be applied just as well but only with notational difficulty. Let d ∈ N be the dimension which is arbitrary but fixed.
As in Step 1, let us begin with the most simple case where for each i ∈ (d) there is Then just as in Step 1, it is trivial that there is a constant M > 0 such that χ ≤ M on supp(ν). By convexity of χ, we see that χ ≤ M on J for every χ ∈ Λ, proving the theorem in this most simple case.
If x = a = (a 1 , ..., a d ), in Step 1 we found probability measuresμ i ,ν i on R where µ i ≤ c µ i ≤ cνi ≤ c ν i and a constant θ i > 0 such that the measure η i := θ i ζ ai→(y
, we are reduced to the previous case and the theorem is proved. In words, we decompose the one-step martingale ζ into a two-step martingale, then we find η which is a part of the second step martingale and has the first marginal at the point a and the second marginal on supp(ν). Now notice that we can carry out Step 2, 3 and 4 in this higher dimension case exactly the same way, that is we can find a countable rectangular martingale measures (say (ζ n ) n∈N ) which covers I and satisfies the appropriate chain condition. We observed in Step 2 that the boundedness property of χ propagates along such a chain, and the argument works in the same way in higher dimension. Finally if some marginal measures ν i assign positive mass on the boundary of I i , then we observe that the rectangles can cover up to such boundaries so that we get the desired boundedness of all χ ∈ Λ up to the boundary. This completes the proof of the item (1).
Step 6. It remains to prove the item (2) , and it is a direct consequence of item (1) and an application of Arzelà-Ascoli theorem, as follows: item (1) tells us that every χ ∈ Λ is uniformly bounded on any compact subset of I, so with convexity and χ(a) = ∇χ(a) = 0 this implies that the derivative of every χ ∈ Λ is also uniformly bounded on any compact subset of I. Hence by Arzelà-Ascoli theorem we deduce that for any sequence {χ n } in Λ and any compact set K in I, there exists a subsequence of {χ n } that converges uniformly on K. Now by increasing K to I and using diagonal argument, we can find a subsequence of {χ n } that converges pointwise in I, and in fact, the convergence is uniform on every compact subset of I.
We can deal with the convergence on J \I in the same way and let us explain in dimension 2 to avoid cumbersome notations. Suppose that, for example, 2 [, and J = J 1 × J 2 as usual. First of all, at the southwest corner point (a 1 , a 2 ) the sequence {χ n } is bounded, so we can choose a subsequence which converges at (a 1 , a 2 ). Next, on any compact interval in the open line {(x, a 2 ) | a 1 < x < b 1 } the sequence {χ n } is also uniformly bounded, so by Arzelà-Ascoli theorem with diagonal argument as above we can find a further subsequence which converges everywhere on {(x, a 2 ) | a 1 < x < b 1 }. Finally, we can find a further subsequence which converges on {(a 1 , y) | a 2 < y < b 2 }, and hence it converges everywhere on J. This completes the proof of Theorem 2.6.
Existence of dual maximizer
Armed with Theorem 2.6, in this section we will prove Theorem 2.2. Throughout the proof, the bounding constant C will vary but it will not depend on n.
Proof.
Step 1. The lower-semicontinuity assumption and |c(x,
were made to ensure that P (c) = D(c) (for a proof, see e.g. [40] ). As P (c) = D(c) ∈ R, we can find an "approximating dual maximizer" (f i,n , g i,n , h i,n ) n∈N which consist of real-valued functions f i,n ∈ L 1 (µ i ), g i,n ∈ L 1 (ν i ), and bounded h i,n for every i ∈ (d) and n ∈ N, such that the following weak duality holds:
Let us use the following notation:
By taking supremum on x ∈ I in (4.1), we get χ n (y) ≤c(y) + g 
Note that χ n is a convex function on R d , and by definition of χ n we see that
Let a ∈ I be fixed. By subtracting an appropriate linear function L n (y) = ∇L n (x)·(y −x)+ L n (x) to (4.1), that is, by replacing f
and h n (x) with h n (x) − ∇L n (x), we can assume (again we abuse notation so that ∇χ n (a) = 0 means 0 ∈ ∂χ n (a) if χ n is not differentiable at a) χ n (a) = ∇χ n (a) = 0 ∀n. (4.6) By the weak duality (4.2) and q ∈ L 1 (ν ⊗ ), there exists a constant C > 0 such that
Let {ε k } k be a sequence of positive decreasing sequence tending to zero as k → ∞, and write
Step 2. Let (f i,n , g i,n , h i,n ) n∈N be an approximating dual maximizer. We want to show the pointwise convergence of f i,n and g i,n , i.e. lim n→∞ f i,n (x i ) = f i (x i ) ∈ R for µ i -a.e. x i and lim n→∞ g i,n (y i ) = g i (y i ) ∈ R for ν i -a.e. y i . However, in establishing the convergence we see that there is an immediate obstacle when d ≥ 2, that is, in the duality formulation (4.1) one can always replace (f i,n ) i∈(d) by (f i,n + C i,n ) i∈(d) for any constants (C i,n ) i∈(d) satisfying i C i,n = 0 and similarly replace (g i,n ) i∈(d) by (g i,n + D i,n ) i∈(d) . This means that the convergence cannot be shown for any approximating dual maximizer. In this step we will show that there exists an approximating dual maximizer which satisfies the convergence.
Let us begin with an approximating dual maximizer (f i,n , g i,n , h i,n ) n∈N . Observe that by (2.5),(4.2) and (4.5),
∀n.
For each k ∈ N, let µ i,k be the restriction of µ i on J i,k then normalized to be a probability measure, and let µ
Let us fix k ∈ N. We claim that
To see this, recall that sup
is bounded and so by (4.10),
. The constant C may depend on k but not on n. From this, it is clear that
is bounded, and then by (4.11),
The claim is proved. Now we are ready to apply the Komlós lemma.
Observe that by repeated use of Komlós lemma, for every i ∈ (d) and k ∈ N, we can find a subsequence {f i,k,n } n of {f i,n } n such that (1) {f i,k+1,n } n is a susequence of {f i,k,n } n , and (2)f i,k,n (x i ) −ṽ i,k,n converges for µ i,k -a.e. x i as n → ∞. Select the diagonal sequence F i,n := f i,n,n and again define
The point is that the dependence on k has now been removed. To see this, as {F i,n } n is a subsequence of {f i,k,n } n for every k ∈ N, by Komlós lemmã
In particular, both {F i,n (x i ) −w i,1,n } n and {F i,n (x i ) −w i,k,n } n converge for µ i,1 -a.e. x i as n → ∞, hence their difference {w i,1,n −w i,k,n } n must converge for any fixed k. With (4.13) this implies (4.12). Now having an approximating dual maximizer (F i,n , G i,n , H i,n ) n at hand where G, H followed the same subsequence as F did, we repeat the same procedure for G i,n by starting from the inequality C ≥ (q + G ⊕ n ) − χ n L 1 (ν ⊗ ) so that we get a further subsequence for which similar statement as in (4.12) holds for G i,n as well. Then a final application of Komlós lemma provides an approximating dual maximizer which satisfies the pointwise convergence claimed at the beginning of this step.
Step 3. We have shown that there exists a sequence of functions (f i,n , g i,n , h n ) n satisfying (4.1), (4.2) for each n, and the limit functions (f i , g i ) such that as n → ∞, f i,n (x i ) → f i (x i ) for µ i -a.e. x i and g i,n (y i ) → g i (y i ) for ν i -a.e. y i . For convenience, let A i and B i be the set of convergence points, that is µ i (A i ) = 1, ν i (B i ) = 1, and
Note that A ⊂ I, B ⊂ J, and moreover the interior of the convex hull of B is I, i.e. int(conv(B)) = I. We will show the convergence of {χ n } n which is defined by (4.4). Fix a ∈ A so that lim n→∞ f ⊕ n (a) = f ⊕ (a). Then as int(conv(B)) = I we can find finitely many points in B, say {y 1 , ..., y m } so that lim n→∞ g ⊕ n (y j ) = g ⊕ (y j ) for every 1 ≤ j ≤ m and a ∈ int (conv({y 1 , ..., y m }) ). Then in view of (4.5) we see that both {χ n (a)} n and {∇χ n (a)} n are uniformly bounded in n, where ∇χ n (a) ∈ ∂χ n (a) is a subgradient of convex function χ n at a. Hence by taking a subsequence, we can assume that {χ n (a)} n and {∇χ n (a)} n both converge. Now define an affine function L n (y) = χ n (a) + ∇χ n (a) · (y − a) and replace f
and h n (x) with h n (x) − ∇χ n (a). Then we see that χ n (a) = ∇χ n (a) = 0 while the convergence property of f i,n , g i,n is retained. Then by application of Theorem 2.6, we have χ n → χ everywhere on J as n → ∞.
Step 4. We will show that there exists a function h :
We will see that such an h can be chosen as follows: For a given function g defined on a subset of R d , let conv[g] : R d → R be the lower convex envelope of g. Now define
Then any measurable choice h satisfying h(x) ∈ ∂H(x, ·)(x) will satisfy (4.14). To see this, we can argue as in the proof of [6, Proposition 5.2] . Recall
we observe that if we define
In particular, by taking y = x in the first inequality, we see that
Next, observe that since lim sup of convex functions is convex, we have
Then by the convergence of f ⊕ n → f and the definition of H(x, y), we have f (x) ≤ H(x, x) for all x ∈ A, and H(x, y) ≤ c(x, y) + g ⊕ (y) for all x ∈ A, y ∈ B.
In particular, as int(conv(B)) = I we see that for each x ∈ A the convex function y → H(x, y) is continuous in I, thus the subdifferential ∂H(x, ·)(y) is nonempty, convex and compact for every y ∈ I. Hence we can choose a measurable function h : A → R d satisfying h(x) ∈ ∂H(x, ·)(x) for each x ∈ A. For any such choice, we get (4.14) as follows:
Step 5. We will show that for any function h :
(we know that such a function exists by Step 4), and for any minimizer π for the problem (1.11), in fact we have
In other words, every minimizer π is concentrated on the contact set
whenever h is chosen to satisfy (4.17). To begin, recall f i,n → f i on A i , g i,n → g i on B i , and χ n → χ on J. Now for any π ∈ MMT(µ, ν) (not necessarily an optimizer) satisfying c(x, y) ∈ L 1 (π), we claim:
First, let us observe how the claim implies (4.18) . Let π * be any minimizer for (1.11). Then c(x, y) ∈ L 1 (π * ) by assumption and P (c) := c(x, y) dπ * . Now we compute
hence equality holds throughout, and this implies (4.18).
If we have pointwise convergence h n (x) → h(x) then the claim would have been a simple consequence of Fatou's lemma, but we do not know such a convergence a priori. But [6] suggested a clever idea to handle this situation and let us carry out similar scheme in our R d setting. To begin, first we recall (4.5) , that is
Again fix any π ∈ MMT(µ, ν) (not necessarily an optimizer) and let
# π be its marginals on the domain and range respectively (i.e. π 1 , π 2 are the d-copulas induced by π), so that in turn π 1 has µ 1 , ..., µ d as its one-dimensional marginals and π 2 has ν 1 , ..., ν d as its marginals. Now as we observed in Step 2, by (4.2), (2.5) and (4.19) we notice that
Hence we can proceed as follows:
To handle the last term, let (π x ) x be a disintegration of π with respect to π 1 , and let ξ n : I → R d be any sequence of functions satisfying ξ n (x) ∈ ∂χ n (x) for every x ∈ I. Then by Fubini's theorem,
Now recall that the convergence χ n → χ is uniform on every compact subset of I, so in particular on a neighborhood of x. This implies that lim n→∞ dist ∂χ n (x), ∂χ(x) = 0 where ∂χ(x) is the set of subdifferentials of χ at x. Hence we can find a sequence {∇χ n (x)} n where ∇χ n (x) ∈ ∂χ n (x) and lim n→∞ ∇χ n (x) = ∇χ(x) ∈ ∂χ(x). Then lim sup
This proves the claim. Finally, we may define f i := −∞ on R \ A i , g i := +∞ on R \ B i and
This completes the proof of Theorem 2.2.
Remark 4.1. In
Step 5 we saw
Even in one-dimension and in a fairly mild condition, e.g. c(x, y) is 1-Lipschitz and µ, ν are irreducible and compactly supported, it can happen that neither f ∈ L 1 (µ) nor g ∈ L 1 (ν). This is due to the presence of the linear term h(x) · (y − x) in the dual formulation. See [6] for such counterexamples.
5. Optimality of the copulas revealed by martingale Legendre transform
, and µ i (A i ) = 1, ν i (B i ) = 1 as in the previous section. In order to study the geometry of MMOT plans, we wish that the triple (f i , g i , h) i∈(d) satisfying (5.1) has some regularity property, so that we can apply differential calculus on them. In optimal transport theory, the Legendre transform turned out to be the right tool to obtain such regularity; see [17] . Recently, in the same spirit [18] defined the martingale Legendre transform and studied its regularity property. In this section, we will see how the notion of Legendre transform and martingale Legendre transform works together in MMOT problem and its duality formulation, and in particular, we will see how they reveal optimality of the copulas of MMOT.
We begin by rearranging (5.1) as 
Note thatγ is a convex set-valued function, and recall that int(conv(B)) = I, since int(conv(supp ν i )) = I i . Then the inverse martingale Legendre transform of (α,γ) is
By definition of α,γ, β, it is immediate that (with any measurable choice γ(x) ∈γ(x))
Observe that (5.6) is the dual problem of optimal transport (also called Kantorovich dual problem) with cost functionals α(x), β(y) and given marginals (µ 1 , ..., µ d ), (ν 1 , ..., ν d ) respectively. Therefore we can apply Legendre transform to replace each f i (x i ) and g i (y i ) with, say, ϕ i (x i ) and ψ i (y i ) respectively, as follows: define ϕ 1 (x 1 ) = inf xi∈Ai,2≤i≤d α(x) − i≥2 f i (x i ) and note that ϕ 1 is now defined on I 1 as α is defined on I. We then successively define for j = 2, ..., d by
Similarly, we define ψ j successively from j = 1 to j = d by
where
We have shown that if supp π x0 = {x 0 } and duality is attained, then:
For c(x, y) = −||x − y||, x 0 / ∈ supp π x0 whenever ϕ ⊕ is differentiable at x 0 . (6.9)
Next, assume that c(x, y) = ||x − y||. The staying property in this case refers to the statement D # (π 1 ∧ π 2 ) ≤ π as stated in the theorem. This property was proved in, e.g. [5, Theorem 7.4] in one dimensional case and [28, Theorem 2.3] in general dimensions. [5] , [28] assumed c(x, y) = |x − y|, i.e. the Euclidean distance, but we note that the same proof works for any strictly convex norm cost. From the staying property, the study of the geometry of π is now reduced to the study ofπ :
. Notice thatπ has no mass on the diagonal {(x, x) | x ∈ R d } and it solves MMOT problem with respect to its own one-dimensional marginals.
Step 3. In this step, we will show that supp π x0 is contained in the set of extreme points of conv(supp π x0 ). To prove this, first we will show that supp π x0 is contained in the boundary of conv(supp π x0 ). Here the boundary refers to the topology of V 0 and not of R d . Note that c(x, y) is either ||x − y|| or −||x − y||, but when c(x, y) = ||x − y|| we assume that π has no mass on the diagonal without loss of generality by Step 2, hence we assume that π x0 has no mass at {x 0 }. Now suppose on the contrary that supp π x0 bd conv(supp π x0 ) . Then we can find a point y ∈ int conv(supp π x0 ) ∩ (supp π x0 \ {x 0 }) and in turn we can find a finite subset {y 0 , y 1 , ..., y m } ⊂ supp π x0 \ {x 0 , y} such that y is a convex combination of these, i.e. (or if c(x, y) = −||x − y|| then the inequality is reversed.) Let x 0 y be the infinite line containing x 0 , y. We claim that for any z / ∈ x 0 y we have ∇ u c(x 0 , y) < ∇ u c(x 0 , z). If this is true, then by (6.11), (6.13) we conclude that {y, y 0 , y 1 , ..., y m } ⊂ x 0 y, and in fact, clearly all of y, y 0 , y 1 , ..., y m must lie on one side of the line x 0 y with respect to x 0 .
Thus to show (6.12) it only remains to show the claim. Recall u = y − x 0 . Let z / ∈ x 0 y and consider the function σ(t) := ||z − (x 0 + tu)|| − ||z − x 0 || − ||y − (x 0 + tu) − ||y − x 0 || , −1 < t < 1.
Then the claim reads as σ (0) > 0. Note that ||y − x 0 || − ||y − (x 0 + tu)|| = t||u||, so σ(t) = ||z − (x 0 + tu)|| − ||z − x 0 || + t||u||, −1 < t < 1.
Notice that σ(0) = 0, σ(t) > 0 for t > 0 and σ(t) < 0 for t < 0 since the norm || · || is strictly convex and z / ∈ x 0 y (we note that this is the only place where strict convexity is used). Also notice that σ is convex, hence σ (0) > 0. The claim is proved. Now having (6.12) at hand, we can argue as in [18] : if dim V 0 ≥ 2 then notice that we could choose {y 0 , y 1 , ..., y m } in such a way that they are not aligned meanwhile (6.10) holds. But then (6.12) immediately forces them to be aligned, a contradiction. If dim V 0 = 1 then since π x0 has barycenter at x 0 we could choose y 0 , y 1 in the opposite direction with respect to x 0 , that is (y 0 − x 0 ) · (y 1 − x 0 ) < 0. Then again (6.11) cannot hold, a contradiction. Therefore, we conclude that supp π x0 ⊆ bd conv(supp π x0 ) .
Finally, if supp π x0 Ext(conv(supp π x0 )), then again we can find {y, y 0 , y 1 , ..., y m } ⊂ supp π x0 such that (6.10) holds. Then by the above argument we deduce (6.12), a contradiction to the fact that {y, y 0 , y 1 , ..., y m } ⊆ bd conv(supp π x0 ) . Hence we conclude that supp π x0 ⊆ Ext conv(supp π x0 ) . By letting ε 0, this completes the proof of Theorem 2.10 when every (µ i , ν i ) is an irreducible pair of probability measures.
Step 4. We will establish the theorem when each (µ i , ν i ) is in convex order but not necessarily irreducible. It is well known that any convex-ordered pair (µ i , ν i ) can be decomposed as at most countably many irreducible pairs, and the decomposition is uniquely determined by the potential functions u µi , u νi . More details can be found in [5] , [6] , and here we restate [6, Proposition 2.3] for reader's convenience. Moreover, any π i ∈ MT(µ i , ν i ) admits a unique decomposition π i = k≥0 π i,k such that π i,k ∈ MT(µ i,k , ν i,k ) for all k ≥ 0.
Note that π i,0 must be the identity transport (i.e. π i,0 is concentrated on the diagonal {(x, x) | x ∈ I i,0 }) since it is a martingale and µ i,0 = ν i,0 . There is no randomness in π i,0 . Now for the rest of the proof we will assume that d = 2 only to avoid notational difficulty, but we shall observe that the same argument works for general dimensions.
Let π be a minimizer for the problem (1.11) and let µ 1 = k≥0 µ 1,k , µ 2 = k≥0 µ 2,k be the unique decomposition of µ 1 , µ 2 respectively. Then our domain R 2 is decomposed as R 2 = ∪ m≥0,n≥0 I 1,m × I 2,n accordingly. Now the strategy is to study the geometry of π on each domain I m,n := I 1,m × I 2,n .
Let π m,n := π Im,n×R 2 be the restriction of π on I m,n × R 2 . If m ≥ 1 and n ≥ 1, then (µ 1,m , ν 1,m ) and (µ 2,n , ν 2,n ) are both irreducible and in this case we already established the theorem. On the other extreme, that is if m = 0 and n = 0, then as mentioned above there is no randomness in π 0,0 , that is π 0,0 ∈ MT(π The last case is when m = 0 and n ≥ 1. Write π = π 0,n for simplicity and recall that π = Law(X, Y ) where X = (X 1 , X 2 ), Y = (Y 1 , Y 2 ), and (X 1 , Y 1 ), (X 2 , Y 2 ) are martingales. Let π 1 = Law(X 1 , Y 1 ) and π 2 = Law(X 2 , Y 2 ), so that π is a joint measure of π 1 and π 2 . But since µ 1,0 = ν 1,0 we have X 1 = Y 1 , thus the cost is reduced as follows:
c(x, y) = ||(x 1 , x 2 ) − (y 1 , y 2 )|| = ||(0, x 2 − y 2 )|| := ||x 2 − y 2 || * where || · || * is the restriction of the norm || · || on the second coordinate axis in R 2 . Hence we have E π ||X − Y || = E π2 ||X 2 − Y 2 || * and this implies that π 2 is a minimizer in MMT(µ 2 , ν 2 ) with respect to || · || * . Now by the irreducibility of (µ 2 , ν 2 ) Step 3 already established the theorem for π 2 , hence the theorem also holds for π as π 1 is merely an identity transport. And it is clear that the argument works just as well for arbitrary dimension. Now we have established that supp π x ⊂ Ext conv(supp π x ) for π 1 − a.e. x. On the other hand it is always true that Ext conv(supp π x ) ⊂ supp π x , hence Theorem 2.10 is established under the assumption of compactly supported µ i 's. Finally, let us deal with the case where (supp µ i ) i∈(d) are possibly unbounded, by the following localization argument: Let π be a minimizer for (1.11) we see that the first equality in (6.15) holds since the supremum is attained at y and both ψ i and β are convex. Then in turn as the supremum in (6.14) is attained at (x, y) and both β and y → h(x) · (y − x) − c(x, y) are convex, the second equality holds as well.
For each x ∈ X H define the slice set H x := {y | (x, y) ∈ H}, and for y = (y 1 , ..., y d ) ∈ R d define the projection y S ∈ R |S| of y to be the collection of those y i 's with i ∈ S. Now by (6.15) and the twist condition (2.9), we see that if y 1 , y 2 ∈ H x and y 1 S = y 2 S , then we must have y 1 = y 2 . This means that we can define a function F x : R |S| → R d−|S| such that the set H x is contained in the graph of F x for every x ∈ H X . Finally as π(H) = 1, for any disintegration (π x ) x of π with respect to π 1 we have π x (H x ) = 1 for π 1 -a.e. x. This completes the proof.
