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Kapitel 1
Einleitung
Das Gehirn ist eine sehr komplexe organische Struktur, welche von Neurowissen-
schaftlern untersucht wird. Diese versuchen herauszufinden, wie die Kommunikati-
on zwischen den mehr als 100 Milliarden Nervenzellen funktioniert. Dabei verfolgen
sie unterschiedliche Ziele und benutzen verschiedene Techniken, um neue Einblicke
und Erkenntnisse zu gewinnen.
Neurologen wollen den Einfluss von Krankheiten wie Alzheimer, Epilepsie oder
Parkinson auf das Gehirn verstehen und Behandlungsmöglichkeiten entwickeln. Neu-
roinformatiker versuchen unter anderem den Zusammenhang und die Bedeutung
der Signale der einzelnen Neuronen zu verstehen. Damit können beispielsweise
Gehirn-Computer-Schnittstellen entworfen werden, sodass der Computer die Signa-
le der einzelnen Neuronen interpretieren kann. So können Prothesen angesteuert
werden, die nicht mehr funktionsfähige oder nicht mehr vorhandene Körperteile
ersetzen. Außerdem geht es um die Fragen, wie Informationen im Gehirn weiter-
geleitet werden, wie Lernprozesse ablaufen und welche Rolle die Netzwerkstruktur
des Gehirns dabei spielt. Natürlich wird das Gehirn ebenfalls von Neurobiologen
und Elektroingenieuren untersucht, die auf der biochemischen und bioelektrischen
Ebene die Prozesse in den Nervenzellen verstehen wollen.
Unabhängig von der konkreten Fragestellung ist es bei den meisten Untersuchun-
gen notwendig, die Signale der Neuronen aufzuzeichnen, die der Kommunikation
dieser untereinander dienen. Dazu gibt es mehrere Techniken, wie zum Beispiel die
Elektroenzephalografie (EEG), welche die Hirnströme direkt am Lebewesen misst.
Allerdings werden dort sehr viele Neuronen gleichzeitig aufgezeichnet, deren Signa-
le nicht auseinanderzuhalten sind. Wenn also ein detaillierteres Bild der einzelnen
Neuronen benötigt wird, muss auf andere Hilfsmittel zurückgegriffen werden. Da-
bei ist insbesondere das Feuerverhalten von einzelnen Neuronen von Interesse, also
die zeitliche Abfolge der Signale des Neurons, die sogenannte Pulsfolge. Solche Puls-
folgen lassen sich nur lokal in einer kleinen Umgebung messen. Das kann sowohl
in-vivo, also durch implantierte Elektroden im Lebewesen, als auch in-vitro gesche-
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hen. Bei solchen In-vitro-Experimenten werden dem Lebewesen Nervenzellen ent-
nommen, die in einer Nährlösung kultiviert werden und so außerhalb des Körpers
am Leben erhalten werden. Diese Neuronen bilden Netzwerke und feuern spontan
oder durch externe Einflüsse, wie zum Beispiel elektrische Stimulation.
Abb. 1.0.1: Neurochip mit integriertem Multielektrodenarray zur extrazellulären Aufzeich-
nung von Aktionspotentialen der auf dem Chip in einer Nährlösung kultivierten Neuronen.
(Quelle: [45])
In dieser Arbeit soll es hauptsächlich um Daten gehen, die aus In-vitro-Experi-
menten gewonnen werden. Für solche Experimente wurden zunächst nur einzelne
Mikroelektroden verwendet, die Potentialänderungen in ihrer Umgebung aufzeich-
nen und so die Signale der Zellen – sogenannte Aktionspotentiale, die wegen ihrer
spitzen Form auch Spikes genannt werden – nachweisen. Dies wird als extrazellulä-
re Aufzeichnung bezeichnet. Bei der intrazellulären Aufzeichnung hingegen werden
die Aktionspotentiale direkt an der Zelle gemessen, zum Beispiel mit der sogenann-
ten Patch-Clamp-Technik. In diesem Fall ist natürlich bekannt, von welcher Zelle
die aufgezeichneten Signale stammen. Bei der extrazellulären Aufzeichnung ist das
nicht so ohne Weiteres der Fall. Dort können die aufgezeichneten Signale sogar von
mehreren Zellen (Neuronen) stammen, die sich in der Nähe der Elektrode befin-
den. Das Problem, die Signale den verschiedenen Zellen zuzuordnen, wird Spike-
Sorting genannt. Dieses Problem tritt klarerweise immer noch auf, wenn statt nur
einer Mikroelektrode viele davon verwendet werden. Mit diesen sogenannten Mul-
tielektrodenarrays – kurz MEAs – können die Signale mehrerer Zellen aufgezeich-
net werden. Platziert sind sie, wie in Abbildung 1.0.1 zu sehen, beispielsweise als
integrierte MEAs zur extrazellulären Aufzeichnung auf Neurochips. Auf diese Weise
können die Signale einer Zelle von verschiedenen Elektroden erfasst werden, sofern
die Elektroden dicht beieinander liegen. Dies legt zumindest die Detailansicht der
Mikroskopieaufnahme aus Abbildung 1.0.2 nahe. Diese Ansicht zeigt Neuronen, die
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über die Elektroden eines Neurochips wachsen und Zellnetzwerke bilden.
Dies lässt zusätzliche Möglichkeiten des Vergleichs zwischen Aufzeichnungen von
verschiedenen Elektroden zu, die sich für das Spike-Sorting-Problem gewinnbrin-
gend nutzen lassen. Das Auffinden und Ausnutzen dieser Vergleichsmöglichkeiten,
die bisher kaum beachtet wurden, ist Gegenstand dieser Arbeit. Deswegen konzen-
trieren wir uns auf MEAs mit einer hohen Elektrodendichte, also geringen Abständen
zwischen den Elektroden, wie beispielsweise in [5, 16]. Die Artikel [46, 42, 36, 40]
beschreiben den Einsatz von MEAs in-vivo, beispielsweise in der Retina des Auges.
Insbesondere [42] nutzt dabei „geographische“ Informationen, um ihren Hauptal-
gorithmus zu unterstützen.
Abb. 1.0.2: Neuronen, die über den Elektroden auf dem Neurochip wachsen und Zellnetz-
werke bilden. (Quelle: [45])
Das Ziel der vorliegenden Arbeit besteht darin, einen Beitrag zum Spike-Sorting-
Problem zu liefern, der explizit die Vorteile eines Multielektrodenarrays ausnutzt,
indem die zeitlichen Verzögerungen der aufgezeichneten Signale der Neuronen an
mehreren Elektroden algorithmisch ausgewertet werden. Dieser Algorithmus soll
den in [42] vorgestellten Ansatz weiterentwickeln. Als weitere Zielsetzung hat sich
im Verlauf der Arbeit eine umfassende Untersuchung der Bandbreite einer speziellen
Graphenklasse herauskristallisiert, die sich bei der Bearbeitung der ersten Zielstel-
lung als relevant und interessant herausgestellt hat.
Populäre Ansätze für das Spike-Sorting-Problem nutzen die spezielle Signalform
des Spikes eines Neurons dazu, um die Neuronen voneinander zu unterscheiden,
denn diese sogenannten Wellenformen sind für unterschiedliche Zellen an dersel-
ben Elektrode verschieden. In Abbildung 1.0.3 sind rechts Ausschnitte aus den Auf-
zeichnungsdaten mehrerer Elektroden dargestellt. Auf der linken Seite sind mehrere
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Wellenformen übereinandergelegt, die bereits farblich vom Programm aufgrund ih-
rer Form zwei Klassen zugeordnet wurden. Diese stammen dann wahrscheinlich von
zwei verschiedenen Zellen.
Abb. 1.0.3: Hier ist die Visualisierung von 39 erkannten extrazellulär aufgezeichneten Wel-
lenformen einer Elektrode zu sehen. Links sind diese Wellenformen überlagert in einem
Bild dargestellt und schon geclustert, das heißt den vermuteten Zellen zugeordnet und ent-
sprechend farblich gekennzeichnet. Rechts oben finden sich die Ausschnitte aus der Auf-
zeichnung der Elektrode, die für das linke Bild überlagert wurden. Rechts unten sind die
Zeitpunkte für mehrere Elektroden als Striche dargestellt, an denen Spikes erkannt und die
zugehörigen Wellenformen gespeichert wurden. (Quelle: [45])
Ein Überblick über solche und andere vorgeschlagene Methoden für das Spike-
Sorting-Problem findet sich zum Beispiel in [21] und [34]. Dass solche Ansätze
überhaupt funktionieren, liegt daran, dass die Wellenformen über einen gewissen
Zeitraum konstant sind, solange sich die relative Position der Zelle zur Elektrode
nicht ändert. Diesen Fakt nutzen wir ebenfalls aus, um im zweiten Arbeitsschritt ei-
ne an die Realität angelehnte Testumgebung zu entwickeln, bei der extrazelluläre
Aufzeichnungen mit solchen Wellenformen-Templates simuliert werden, die realen
Aufzeichnungen nachempfunden sind. Durch das Hinzufügen von Hintergrundrau-
schen soll dies noch weiter verstärkt werden. Diese Konstruktion von künstlichen
Daten ist ähnlich zu früheren Ansätzen in [33, 44, 19, 38]. Da wir allerdings eine
große Anzahl von Zellen und viele Szenarien simulieren wollen, nutzen wir keine
Wellenformen aus Datenbanken, sondern erzeugen die Wellenformen mittels einer
Template-Funktion und zufällig gewählten Parametern. Die Parameter stammen da-
bei aus Intervallen, die durch die Anpassung der Funktion an reale Daten gewonnen
wurden, sodass die entstehenden Templates Ähnlichkeit mit realen Wellenformen
besitzen. Außerdem betrachten wir zeitliche Verzögerungen zwischen dem Entste-
hen der Spikes an der Zelle und der Aufzeichnung der Spikes an den Elektroden.
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Damit ergibt sich ein weiteres Problem: Das Herausfiltern von Existenz und Zeit-
punkt der Wellenformen aus den Aufzeichnungsdaten. Es muss also nach gewissen
Kriterien entschieden werden, wann die gemessenen Potentialwerte als durch ei-
ne Zelle verursachte Wellenform erkannt werden und wann es sich um Rauschen
handelt. Für dieses Spike-Detection-Problem existieren verschiedene Ansätze, die
hier kurz vorgestellt werden sollen. Zum einen gibt es relativ einfache Ansätze, wie
zum Beispiel die Identifizierung über einen festgelegten Schwellwert. Wenn das Po-
tential diesen Schwellwert unterschreitet, so wird das als Spike interpretiert. Dem
liegt zugrunde, dass sich das Potential an der Elektrode beim Auftreten eines Spikes
kurzzeitig deutlich verringert. Siehe hierzu auch Abbildung 1.0.3, die Spitze des
Spikes zeigt nach unten. Es gibt allerdings auch wesentlich kompliziertere Metho-
den, die beispielsweise in [2] miteinander verglichen werden. Hier in dieser Ar-
beit wird eine relativ einfache Spike-Detection-Methode entwickelt, die hauptsäch-
lich auf der Erkennung von deutlichen lokalen Potentialminima beruht, also primär
die Potentialunterschiede und nicht die absoluten Potentialwerte betrachtet. Bei der
Spike-Erkennung werden die Zeitpunkte festgelegt, an denen die Wellenformen auf-
gezeichnet wurden. Dafür ist es wichtig, dass die Wellenformen einer Zelle relativ
konstant bleiben und ein spezifischer Punkt auf der Wellenform genommen wird, der
gegenüber Rauschen relativ unempfindlich ist. Über einen längeren Zeitraum kann
es jedoch passieren, dass sich die Wellenformen [18, 43] und somit die zugewiese-
nen Zeitpunkte ändern. Das muss bei längeren Aufzeichnungen berücksichtigt wer-
den; für Untersuchungen auf kurzen Zeiträumen ist dies aber nicht relevant. Ähn-
liche Probleme ergeben sich ebenfalls, wenn zwei Spikes von verschiedenen Zellen
zu fast derselben Zeit aufgezeichnet werden und sich die Wellenformen überlappen
[47]. Ein Ansatz, um diesem Problem zu begegnen, wird in [19] entwickelt. Einen
anderen verfolgen wir mit unserer schon erwähnten Spike-Detection-Methode.
Nachdem nun die Zeitpunkte und Wellenformen der Spikes der Zellen möglichst
gut erkannt wurden, beginnt der hauptsächlich algorithmische Auswertungsteil. Wie
bereits angesprochen, ist es bei hoher Elektrodendichte der MEAs wahrscheinlich,
dass die Signale einer Zelle von mehr als einer Elektrode aufgezeichnet werden. Wir
nennen die Menge dieser Elektroden die Nachbarschaft der Zelle. Ohne das Wissen
um die Nachbarschaft könnten Aufzeichnungen an verschiedenen Elektroden statt
als einzelne Zelle als mehrere Zellen identifiziert werden. Das kann falsche Schlüsse
nach sich ziehen, wie etwa eine vermutete Synchronizität von Zellen, die gar nicht
existiert. Außerdem ergeben sich durch die Kenntnis der Nachbarschaften zusätz-
liche Informationen, die für das Spike-Sorting-Problem hilfreich sein können. Die
Grundidee zur Bestimmung der Nachbarschaft ist, dass die Signale einer Zelle an
den Elektroden ihrer Nachbarschaft mit von der Lage der Elektrode abhängigen kon-
stanten zeitlichen Verzögerungen aufgezeichnet werden. Das bedeutet, dass, kurz
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nachdem die Zelle feuert, das Signal von der ersten Elektrode aufgezeichnet wird,
nach einer weiteren konstanten Zeitspanne dann von der zweiten Elektrode und so
weiter, bis es schließlich an allen Elektroden in der Nachbarschaft registriert wur-
de. Dieses zeitliche Verzögerungsmuster in den Aufzeichnungsdaten der Elektroden
ergibt sich bei jedem Feuern der Zelle. Wenn solch ein Verzögerungsmuster oft ge-
nug gefunden wird, so wird die Menge der Elektroden, an denen dies auftaucht,
als eine Nachbarschaft einer Zelle betrachtet. Hierzu führen wir als Hilfsmittel den
sogenannten Verzögerungsgraphen ein.
Eine Methode, die bereits explizit die Vorteile von Multielektrodenarrays aus-
nutzt, ist die Unabhängigkeitsanalyse [7], die schon an künstlichen Daten getestet
wurde [35] und auch kürzlich bewertet wurde [27]. Sie versucht die Signale von
verschiedenen Quellen, die an mehreren Empfängern aufgezeichnet werden und
sich dort überlagern, wieder in die einzelnen voneinander unabhängigen Signale
aufzuspalten. Diese Methode könnte ebenso von der Kenntnis der Nachbarschaften
profitieren, wenn sie zum Spike-Sorting eingesetzt wird, da die zu betrachtenden
Elektroden gezielter ausgewählt werden können und eine auf weniger Elektroden
beschränkte Anwendung eventuell bessere Ergebnisse erzielen könnte. Allerdings
hat die Unabhängigkeitsanalyse ebenso Nachteile, wie zum Beispiel, dass vorausge-
setzt werden muss, dass die Anzahl der Quellen höchstens so groß wie die Anzahl
der Empfänger ist, was aber bei dichten Netzwerken mit vielen Zellen nicht der
Fall sein muss. In diesem Fall würden nicht alle Zellen erkannt werden. Ein weite-
res allgemeines Problem bei der Bestimmung der Nachbarschaften und damit der
Zellerkennung sind Fehler bei der Spike-Erkennung. Insbesondere das Problem par-
tiell nicht aufgezeichneter Spikes, also solche, die nicht von allen Elektroden in der
Nachbarschaft der Zelle aufgezeichnet wurden, wollen wir in dieser Arbeit noch
etwas genauer untersuchen.
Nun wollen wir den Inhalt der einzelnen Abschnitte kurz anreißen. Zunächst be-
nötigen wir ein mathematisches Modell eines MEAs, um darauf aufbauend Algorith-
men zu entwickeln, die für das Spike-Sorting-Problem hilfreich sein können. Dieses
Modell wird zusammen mit der Simulation der künstlichen Daten in Abschnitt 2.1
beschrieben. Abschnitt 2.2.1 führt den Verzögerungsgraphen ein, dessen Knoten-
menge sich in der praktischen Anwendung aus der in Abschnitt 2.2.2 dargestellten
Spike-Erkennungssmethode ergibt. Die algorithmische Bestimmung der Kantenmen-
ge des Verzögerungsgraphen und die darauf aufbauende Bestimmung der Nachbar-
schaften wird in Abschnitt 2.2.3 beleuchtet. Eine statistische Auswertung des Algo-
rithmus an einer ganzen Reihe der vorher simulierten Daten findet sich schließlich
am Ende dieses Abschnitts. Weitere Ergebnisse dieser Methode bei Anwendung auf
reale Daten der Mitarbeiter des Lehrstuhls für Biophysik der Universität Rostock
finden sich im Anhang A.1. Ein theoretischer Ansatz einer Spike-Sorting-Methode
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für ideale Daten, also solche ohne jegliche Messfehler, wird auf den Methoden der
Nachbarschaftsbestimmung aufbauend in Abschnitt 2.3 entwickelt. Diese Ergebnisse
könnten gleichermaßen auf andere mathematisch modellierte Probleme angewen-
det werden, bei denen aus einer gegebenen Menge von Zeitreihen eine unbekann-
te Menge von Zeitreihen rekonstruiert werden soll, aus denen sich die gegebenen
Zeitreihen zusammensetzen. Das Grundgerüst, das auf dem Verzögerungsgraphen
beruht, wird durch Heuristiken in Abschnitt 2.4 erweitert, um bessere Ergebnisse
zu erzielen, da selbst bei fehlerfreien Daten Schwierigkeiten auftreten können, die
eine eindeutige Zuordnung der Signale zu den Zellen verhindern. Abschnitt 2.5 be-
schäftigt sich schließlich mit dem Fall, dass ein Spike einer Zelle nicht von allen in
ihrer Nachbarschaft befindlichen Elektroden aufgezeichnet wird. Wenn das oft ge-
nug passiert, so kann es vorkommen, dass nur Teilnachbarschaften der eigentlichen
Nachbarschaften geschätzt werden.
Die Komplexitätsbetrachtungen der algorithmischen Lösung führen schließlich
auf ein Bandbreitenproblem für eine spezielle Klasse von Graphen, das wir in Kapi-
tel 3 ausführlich untersuchen. Die Bandbreite eines Graphen G = (V,E) ist dabei der
kleinste Wert B(G), sodass eine injektive Nummerierung f ∶ V → N der Knoten von
G existiert, sodass der Absolutbetrag der Differenz der Nummern zweier benach-
barter Knoten in G höchstens B(G) beträgt. Zunächst betrachten wir in Abschnitt
3.1 einige grundlegende Eigenschaften dieser Graphenklasse, die wir mit Gn,k,b be-
zeichnen. Dabei sind die Knoten Teilmengen von {0,1, . . . , n}, n ∈ N, der fest ge-
wählten Mächtigkeit k ∈ N ∖ {0,1}, deren maximales und minimales Element sich
um höchstens b ∈ N unterscheiden. Wir untersuchen in den folgenden Abschnitten,
wie sich die Bandbreite von Gn,k,b in Abhängigkeit der Parameter n und b verhält. In
Abschnitt 3.2 betrachten wir im Vergleich zu n kleine b und analysieren mit elemen-
taren Methoden, wie sich die Bandbreite von Gn,k,b für große n näherungsweise
(asymptotisch) entwickelt, wenn b wesentlich langsamer wächst als n (b = o(n)).
Im darauffolgenden Abschnitt 3.3 entwickeln wir die Ideen aus Abschnitt 3.2 weiter
und ermitteln so die exakte Bandbreite von Gn,k,b für den Fall, dass b ≥ n+k−12 ist, also
für im Vergleich zu n große b. Mithilfe von Methoden aus der Analysis untersuchen
wir in Abschnitt 3.4 die asymptotische Bandbreite von Gn,k,b, falls b näherungswei-
se in demselben Verhältnis wächst wie n (genauer: b ∼ βn mit β ∈ (0,0.5]). Dazu
projizieren wir den Graphen in das Einheitsquadrat und definieren dort ein Maß für
verschiedene Polygone. Mittels dieser Polygone bestimmen wir verschiedene obere
und untere Schranken für die asymptotische Bandbreite von Gn,k,b. Schließlich ver-
allgemeinern wir die Ergebnisse der Abschnitte 3.1 – 3.4 in Abschnitt 3.5, indem
wir statt eines festen k eine Menge K von unterschiedlichen Mächtigkeiten zulas-
sen. Die Ergebnisse für diese Verallgemeinerung sind schließlich für das Problem in
Abschnitt 2.5 relevant. Die Dissertation entstand in Zusammenarbeit mit meinem
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2.1 Modellierung des Multielektrodenarrays und Simulati-
on von Spikes
Das Ziel dieses Abschnitts ist, ein relativ realistisches Modell eines Multielektro-
denarrays (MEA) mitsamt einer Kultur von Neuronen zu entwerfen. Das beinhaltet
zunächst die geometrische Modellierung des Multielektrodenarrays. Darauf aufbau-
end wird dann die Neuronenkultur über die Lage der künstlichen Zellkerne und
die abstrakte elektrische Verbindung zu den Elektroden zufällig erzeugt. Schließ-
lich werden noch die Signale (Spikes) der Neuronen und deren Aufzeichnungen an
den Elektroden über einen bestimmten Zeitraum simuliert. Zunächst legen wir die
geometrische Form des MEAs fest. Wir betrachten eine relativ einfache Gitterstruk-
tur, allerdings können andere Formen analog betrachtet werden. Das MEA wird als
Rechteck mit den Seitenlängen nx, ny ∈ N betrachtet, zum Beispiel nx = ny = 10, bei
dem die Zentren der Elektroden die Koordinaten (0.5 + jx,0.5 + jy) besitzen, wobei
jx ∈ {0,1, . . . , nx − 1}, jy ∈ {0,1, . . . , ny − 1}. Dann ist n = nx ⋅ ny die Anzahl der Elek-
troden. Die Elektroden sind Zeile für Zeile nummeriert, das heißt die Elektrode mit
den Koordinaten (0.5+ jx,0.5+ jy) bekommt die Bezeichnung j = nx ⋅ jy + jx. Umge-
kehrt besitzt die Elektrode mit der Bezeichnung j die Koordinaten (0.5+ jx,0.5+ jy)
mit
jy = ⌊j/nx⌋ und jx = j − nx ⋅ jy. (2.1)
Als nächstes positionieren wir die Zellen (Neuronen) auf dem MEA und danach
legen wir die elektrischen Kontakte zwischen Zellen und Elektroden fest. Sei m die
Anzahl der Zellen, zum Beispiel m = 100. Wir gehen davon aus, dass jede Zelle
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elektrischen Kontakt zu den Elektroden haben kann, deren Zentren innerhalb eines
Kreises mit Radius R um die Zelle liegen, mit beispielsweise R = 2.0. Allerdings
besteht solch ein Kontakt nur mit einer gewissen Wahrscheinlichkeit p, zum Bei-
spiel p = 0.2. Präziser gesagt wählen wir für die Simulationen zufällig einen Punkt(zx, zy) ∈ [0, nx] × [0, ny], der als die Position des Zellkerns interpretiert werden
kann. Sei nun C = {(jx, jy) ∶ (0.5 + jx − zx)2 + (0.5 + jy − zy)2 ≤ R2}. Dann hat die
Zelle keinerlei elektrischen Kontakt zur Elektrode j = nx ⋅jy+jx falls (jx, jy) ∉ C, und
falls (jx, jy) ∈ C, dann besteht ein elektrischer Kontakt mit Wahrscheinlichkeit p. So
entstandene Zellen ohne jeglichen Kontakt zu Elektroden werden verworfen. Dafür
wird dann eine neue, wieder zufällig positionierte Zelle erzeugt. Das geschieht so
lange, bis die gewünschte Anzahl von Zellen, die jeweils mindestens zu einer Elek-
trode elektrischen Kontakt haben, erzeugt ist. Dadurch wird sichergestellt, dass die
Signale von allen m Zellen auch aufgezeichnet werden. Wir definieren weiter den
Abstand ϱ(ej1 , ej2) von zwei Elektroden ej1 und ej2 als den euklidischen Abstand
ihrer Zentren auf dem MEA, das heißt wir setzen
ϱ(ej1 , ej2) ∶=√(j1,x − j2,x)2 + (j1,y − j2,y)2,
wobei die x- und y- Koordinaten wie in (2.1) gegeben sind. Aus der Konstruktion
ergibt sich die folgende notwendige Bedingung für die Existenz eines elektrischen
Kontaktes einer Zelle zu zwei beliebigen Elektroden des Gitters ej1 und ej2:
ϱ(ej1 , ej2) ≤ 2R. (2.2)
Unabhängig von der konkreten Geometrie haben wir eine Menge von Zellen Z ={z1, . . . , zm}, die als unbekannt angesehen wird, und eine Menge von ElektrodenE = {e1, . . . , en}, die klarerweise bekannt ist. Weiterhin haben wir entweder Kon-
takt oder keinen Kontakt zwischen der Zelle zi und der Elektrode ej , das heißt zi
und ej sind entweder adjazent oder nicht adjazent. Diese Adjazenzen sind natür-
lich unbekannt, da schon die Menge der Zellen unbekannt ist. Das führt auf den
ebenfalls unbekannten bipartiten Verbindungsgraphen GC = (VC ,EC) mit VC = Z ∪E
und EC = {{zi, ej} ∶ Zelle zi hat elektrischen Kontakt zu Elektrode ej}. Im Folgen-
den benutzen wir die Kurznotation [h] = {1, . . . , h}. Die Nachbarschaft Ni der Zelle
zi ist die Menge der Indizes von Elektroden, die adjazent zu zi sind, also
Ni = {j ∈ [n] ∶ zi und ej sind adjazent}.
Die Menge der Nachbarschaften ist durch
N = {Ni ∶ i ∈ [m]}
definiert. Wir wollen hervorheben, dass ein primäres Ziel dieses Abschnitts der Ar-
beit die Bestimmung von N ist. Die dazu gegebenen Daten sind die Menge der
Elektroden und die Aufzeichnungen der elektrischen Signale an den Elektroden.
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Den Grad der Zelle zi definieren wir als die Mächtigkeit von Ni. Analog dazu de-
finieren wir den Grad der Elektrode ej als die Anzahl der Zellen, die zu ej adjazent
sind. Der durchschnittliche Grad einer Elektrode ist ungefähr mpπR2/n, denn die
Wahrscheinlichkeit, dass ein zufällig gewählter Punkt einen Abstand von höchstens
R zu einem gegebenen Punkt eines Rechtecks mit der Fläche n hat, wobei der gege-
bene Punkt hinreichend weit vom Rand des Rechtecks entfernt ist, beträgt πR2/n.
Das multipliziert mit p ergibt die Wahrscheinlichkeit eines elektrischen Kontaktes zu
der durch den Punkt gegebenen Elektrode. Das Ganze wird für jede einzelne der m
Zellen betrachtet, wodurch der Faktor m im erwarteten Grad der Elektrode entsteht.
Auf ähnliche Weise erhalten wir, dass der Durchschnittsgrad einer Zelle bei ungefähr
pπR2 liegt. Das sieht man so: Für jede einzelne Elektrode ist die Wahrscheinlichkeit,
dass die Zelle mit zufälligen Koordinaten einen Abstand von maximal R zur Elek-
trode hat, ungefähr πR2/n. Die Wahrscheinlichkeit eines elektrischen Kontaktes mit
dieser Zelle ist dann folglich pπR2/n. Da es n Elektroden gibt und jede Elektrode
diese Wahrscheinlichkeit aufweist und für den Durchschnittswert (Erwartungswert)
der Zelladjazenzenanzahl die Wahrscheinlichkeit für alle Elektroden aufsummiert
wird, kommt der Faktor n zustande, der sich dann herauskürzt. Zum Beispiel gilt,
falls R = 2, p = 0.2 und m = 2n sind, dass der Durchschnittsgrad einer Elektrode bei
ungefähr 5 und der Durchschnittsgrad einer Zelle bei ungefähr 2.5 liegt. Dies sind
nur Näherungen, da für Elektroden am Rand geringere Wahrscheinlichkeiten gelten
und Zellen ohne Adjazenzen in dem Modell nicht betrachtet werden. Bei exakter Be-
trachtung sind die Durchschnittswerte also geringfügig anders. In welche Richtung
sie sich unterscheiden, lässt sich nicht genau sagen, da die betrachteten Abweichun-
gen gegenläufig sind, denn eine geringere Kontaktwahrscheinlichkeit verringert den
Durchschnittsgrad, wohingegen das Weglassen von Zellen ohne elektrischen Kontakt
den Durchschnittsgrad erhöht.
Wir setzen voraus, dass jede Elektrode die Potentialwerte mit einer Aufzeich-
nungsfrequenz fr aufzeichnet, die zum Beispiel fr = 40 kHz beträgt. Wir betrach-
ten 1/fr als Zeiteinheit. Bei fr = 40 kHz entspricht einer Zeiteinheit eine Zeitspanne
von 0,025 ms. Im Folgenden werden die Zeitmessungen in Zeiteinheiten angege-
ben. Sei T die Gesamtlänge einer Aufzeichnung in Zeiteinheiten. Somit haben wir
für jede Elektrode ej genau T + 1 Aufzeichnungspunkte, für die ein Potentialwert
rj,t, t = 0, . . . , T , gegeben ist. Falls in einer Zelle zi ein Aktionspotential auftritt und
zi adjazent zu ej ist, dann wird es von ej mit einer gewissen Verzögerung di,j aufge-
zeichnet, die von der Weglänge zwischen der Signalquelle am Anfang des Axons der
Zelle und dem Teil des Axons, der der Elektrode am nächsten liegt, abhängt. Auch
di,j wird in Zeiteinheiten gemessen, sodass zum Beispiel für fr = 40 kHz der Wert
di,j = 4 einer Realzeitdauer von 4/40 = 0.1 ms entspricht.
Nun erläutern wir, wie der Aufzeichnungsvektor rj = (rj,k) der Elektrode ej in
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unserer Simulation erzeugt wird. Gewöhnlich hat die reine Anwesenheit einer Zelle
keine Potentialänderung der Umgebung zur Folge, die von Elektroden aufgezeich-
net werden könnte, aber im Falle des Auftretens eines Aktionspotentials (Spikes)
lässt sich eine Potentialänderung beobachten. Für jedes adjazente Paar (zi, ej) füh-
ren wir ein Template τ = τi,j der Breite w ein, mit beispielsweise w = 80, welche
für eine Aufzeichnungsfrequenz von fr = 40 kHz einer Realzeitdauer von 2 ms
entspricht. Der Wert w ist eine obere Schanke für die Länge eines Zeitintervalls,
in dem das von den Elektroden aufgezeichnete Potential auf Grund des Spikes ei-
ner einzelnen Zelle ungleich 0 sein kann. Jedes Template besitzt Templatewerte für
die Zeitpunkte 0,1, . . . ,w. Diese Templatewerte werden mittels einer Templatefunk-
tion ϕτ ∶ [0,w] → R erzeugt, das heißt, die Templatewerte sind gegeben durch
ϕτ(0), ϕτ(1), . . . , ϕτ(w). Der Vergleich mit realen Daten legt nahe, die Template-
funktion als Superposition von zwei Gauß-Funktionen zu wählen, die jedoch ver-
schiedene Vorzeichen und deutlich unterschiedliche Breiten aufweisen, das heißt
ϕτ(t) = α1e− (t−β1)22γ21 + α2e− (t−β2)22γ22 , α1 < 0, α2 > 0, γ1 ≪ γ2, β1 ≈ β2. (2.3)
Der erste Term beschreibt die (abwärts gerichtete) Spitze des Templates und der
zweite Term das Abflachen zu beiden Seiten.
Abb. 2.1.1: Die Grafik zeigt drei Beispiele für die Fitting-Resultate. Die Durchschnittswellen-
formen von drei verschiedenen Zellen, die extrazellulär aufgezeichnet wurden, sind durch
die Punkte dargestellt. Auf Grund von technischen Beschränkungen der Aufzeichnungen
sind die Daten nur in einem kleineren Zeitintervall als 2 ms verfügbar. Die Kurven beschrei-
ben die Approximation der Daten durch die Templatefunktion (2.3), deren Parameter durch
eine Trust-Region-Methode für nichtlineare Regression in MATLAB® optimiert wurden.
Abbildung 2.1.1 zeigt 3 Beispiele der Approximation von realen Daten durch eine
solche idealisierte Wellenform. Für die Erzeugung der aufgezeichneten Werte fixie-
ren wir β2 = w/2, da eine zeitliche Verschiebung der Templates sowieso nötig ist.
Der Wert β2 = w/2 stellt sicher, dass die Templatewerte wirklich sehr nahe bei 0 an
den Intevallrändern liegen, zumindest wenn γ2 ≤ w/5 ist, da dann e−25/8 < 0.05 gilt.
Für β1 = β2 erhalten wir min{ϕτ(t) ∶ t ∈ [0,w]} = α1 + α2, sodass auch für β1 ≈ β2
der Wert α1 + α2 ungefähr dem Minimum der Templatewerte entspricht. Die Koeffi-
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zienten α1 und α2 haben physikalisch betrachtet die Einheit µV, also beispielsweise
α1 = −100 µV und α2 = 30 µV. Zu beachten ist, dass für β1 ≠ β2 das Minimum nicht
notwendigerweise exakt zum Zeitpunkt t = w/2 angenommen wird. Deswegen defi-
nieren wir die Spitze π = πτ des Templates τ als den Zeitpunkt, an dem der minimale
Templatewert angenommen wird, also
πτ ∶= argmin{ϕτ(t) ∶ t ∈ {0,1, . . . ,w}}.
Die Spitze kann als Verankerungspunkt des Templates interpretiert werden.
Das Feuerverhalten der Zellen modellieren wir als Erneuerungsprozess, bei dem
eine Folge von Zeitpunkten erzeugt wird, die dann als Verankerungspunkte für das
entsprechende Template angesehen werden. Die Intervalllänge zwischen zwei auf-
einanderfolgenden Spikes ist dabei die Summe von einer Konstanten ρ, die die Re-
fraktärzeit der Zelle modelliert, und der Realisierung einer exponentialverteilten Zu-
fallsvariablen mit Parameter λ, wobei das Ganze wieder in Zeiteinheiten angegeben
wird. Die Refraktärzeit beträgt ungefähr 1 ms, das heißt, wir setzen ρ = fr Zeitein-
heiten. Der Parameter λ kann wie folgt bestimmt werden. Sei fs die Feuerrate der
Zelle, beispielsweise fs = 0.02 kHz (= 20 Hz). Dann ist die durchschnittliche Län-
ge des Zeitintervalls zwischen zwei aufeinanderfolgenden Spikes einerseits ρ + 1/λ,
da 1/λ der Erwartungswert der exponentialverteilten Zufallsvariablen ist, und ande-
rerseits fr/fs, wobei der Faktor fr zur Umrechnung von ms in Zeiteinheiten dient.
Somit ergibt sich
λ = fs
fr − ρfs .
Da fs von Zelle zu Zelle variiert, gilt dies auch für den dieser Frequenz entsprechen-
den Parameter λ.
Auf diese Weise erhalten wir für jede Zelle zi eine streng monoton wachsende
Folge von pi Zeitpunkten
si,1 < si,2 < ⋅ ⋅ ⋅ < si,pi ,
die in Zeiteinheiten angegeben sind. Diese Folge ist die sogenannte Pulsfolge si der
Zelle zi.
Wenn die Zelle zi zum Zeitpunkt s feuert, zi adjazent zu ej , d = di,j die Verzöge-
rung von zi zu ej und τ = τi,j das Template für die Adjazenz (zi, ej) ist, dann ist der
Beitrag dieser Zelle zum Aufzeichnungsvektor rj von ej durch den Vektor v = vi,j,s
gegeben, wobei
vt = vi,j,s,t = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
ϕτ(πτ + t − s − d) , falls s + d − πτ ≤ t ≤ w + s + d − πτ ,
0 , sonst.
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Aber in der Realität sind die Daten verrauscht. Deswegen ergänzen wir in der Si-
mulation die rechte Seite von (2.4) durch zwei Arten von Rauschen. Die erste Art
ist einfaches Weißes Rauschen, bei dem wir unabhängige Realisierungen ξgt einer
N(0, σ2)-verteilten Zufallsvariable für jedes t ∈ {0,1, . . . , T} erzeugen. Die zweite
Art ist Hintergrundrauschen, das durch Zellen verursacht wird, die weiter entfernt
von der Elektrode sind und somit nur mit kleinen Amplituden aufgezeichnet werden,
also keinen richtigen elektrischen Kontakt zu dieser Elektrode besitzen. Wir nennen
solche Paare von einer Zelle zi und einer Elektrode ej pseudo-adjazent, wenn sie
nicht adjazent sind, aber einen euklidischen Abstand von höchstens 2R im geome-
trischen Aufbau vom Anfang dieses Abschnitts zueinander haben. Bezeichne Npi die
Menge der pseudo-adjazenten Elektroden von zi und sei




wobei κ ein Dämpfungsfaktor ist, der durch den fehlenden direkten Kontakt erklärt
wird, zum Beispiel κ = 0.05. Durch
rj = ridealj + ξg + ξp (2.5)
haben wir nun die finalen simulierten aufgezeichneten Werte, also diejenigen, die
wirklich bekannt sind.
Nun betrachten wir wieder die Situation, in der die Zelle zi zum Zeitpunkt s
feuert, zi adjazent zu ej ist und d = di,j sowie τ = τi,j die zugehörige Verzögerung
und das Template sind. Der Spike von zi zum Zeitpunkt s wird zum Zeitpunkt s + d
von ej aufgezeichnet. Wir nennen alle solche Zeitpunkte s + d Spitzen von Elektrode
ej . Auf diese Weise ist dann die Menge Πj der Spitzen von ej definiert durch
Πj = {si,k + di,j ∶ j ∈ Ni, k ∈ [pi]}.
Wenn es keine Überlappung von Templates gibt, dann findet sich die ungefähre Form
des Templates in einer Darstellung der aufgezeichneten Werte in der Umgebung des
Zeitpunktes s + d wieder, sodass es Ähnlichkeiten zwischen dem Wert an der Spitze
πτ von τ und dem an der Spitze s + d von ej gibt. Aber im Falle von Überlappungen
ändert sich die Form. In einigen Fällen können die aufgezeichneten Wert deutlich
von den Templatewerten abweichen, sie können sogar das Vorzeichen von negativ
zu positiv ändern, siehe Abbildung 2.1.2.
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Abb. 2.1.2: Die Abbildung zeigt drei Beispiele von überlappenden Templates in Abwesen-
heit jeglichen Rauschens. Im ersten Beispiel liegen die beiden Spitzen exakt übereinander,
sie treten also zu demselben Zeitpunkt auf, was zu einer Verstärkung der charakteristischen
Merkmale der Templates führt. Das zweite Beispiel enthält zwei Templates, deren Spitzen
0.15 ms auseinanderliegen. Dort ist eine kleine Abweichung von der normalen Templateform
sichtbar, ein kleiner Knick links von der Zentralspitze. Wenn allerdings noch Rauschen zu der
Aufzeichnung hinzukommt, können beide Templates nicht mehr auseinandergehalten wer-
den und das Ganze wird als eine Spitze erkannt. Im dritten Beispiel beträgt die Verzögerung
der Spitzen der beiden Templates 0.5 ms. Bei einer Schwellwert-Spike-Erkennungsmethode
würde die zweite Spitze nicht mehr erkannt werden. Allerdings stellt sie immer noch ein
signifikantes lokales Minimum dar, sodass die Chance besteht, sie zu erkennen, solange das
Rauschen nicht zu stark ist.
Falls die Spitzen von zwei Templates im Aufzeichnungsvektor sehr nahe beieinan-
der liegen, das heißt, die Spitzen nicht weiter als 0.15 ms auseinanderliegen, reicht
ein Zeitpunkt, um beide Spitzen zu repräsentieren. Falls sie weiter voneinander ent-
fernt sind, bleibt die charakteristische Form beider Spitzen im Aufzeichnungsvektor
halbwegs erhalten. Wir werden im nächsten Unterkapitel die charakteristische Form
nutzen, um die Spitzen im Aufzeichnungsvektor zu erkennen und ihre unverfälsch-
ten Zeitpunkte zu schätzen.
2.2 Rekonstruktion der Nachbarschaftsmenge
2.2.1 Definition des Verzögerungsgraphen
Die Spitzen der Elektrode ej seien der Größe nach geordnet, sodass die Elemente
von Πj gegeben sind durch
πj,1 < πj,2 < ⋅ ⋅ ⋅ < πj,qj , j ∈ [n]. (2.6)
Ausgehend von diesen Spitzen konstruieren wir einen unbekannten n-partiten Graph
G = (V,E), den wir Verzögerungsgraph nennen, wie folgt: Für j ∈ [n], das heißt, für
jede Elektrode ej , identifizieren wir ihre Spitzen πj,1, . . . , πj,qj mit der Menge
Vj = {(j,1), . . . , (j, qj)}.
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Die Vereinigung dieser Mengen sei die Knotenmenge des Verzögerungsgraphen:
V = n⋃
j=1Vj .
Für 1 ≤ j1 < j2 ≤ n, also für jedes geordnete Paar von Elektroden (ej1 , ej2), sei
Ej1,j2 = {{(j1, l1), (j2, l2)} ∶ ∃i ∈ [m] ∶ j1, j2 ∈ Ni und πj2,l2 − πj1,l1 = di,j2 − di,j1},
das heißt zwei Knoten (j1, l1), (j2, l2) sind durch eine Kante verbunden, wenn es
eine Zelle zi gibt, sodass ej1 und ej2 adjazent zu zi sind und die Differenz zwischen
den zugehörigen Spitzen gleich der Differenz der Verzögerungen von zi zu ej1 und
zu ej2 ist. Es ist zu beachten, dass wegen (2.2) Ej1,j2 = ∅ gilt, falls ϱ(ej1 , ej2) > 2R.










































Abb. 2.2.1: Der rechte Teil der Abbildung zeigt einen kleinen Ausschnitt eines Verzögerungs-
graphen. Jeder Kreis repräsentiert einen Knoten und enthält die folgenden Informationen:
Die obere Zahl ist die Spitze in ms und das Paar darunter gibt den Namen des Knotens an.
Das ist auch in der Legende auf der linken Seite des senkrechten Striches dargestellt. Insge-
samt sind in der Abbildung drei Schichten von Knoten dargestellt. Alle Knoten in derselben
Schicht gehören zu derselben Elektrode, was bedeutet, dass die erste Zahl des Paares, das
den Knotennamen repräsentiert, identisch für alle diese Knoten ist. Es existiert eine Kante
zwischen zwei Knoten, wenn die zugehörigen Spitzen durch dieselbe Zelle verursacht wur-
den. Die Zahl an der Kante ist die zugehörige Differenz der Spitzen und der Verzögerungen.
Sei dmax eine obere Schranke für die Verzögerung zwischen Zellen und Elektro-
den, zum Beispiel dmax = w/10.
Proposition 2.2.1. Falls {(j1, l1), (j2, l2)} ∈ Ej1,j2 ist, dann gilt ∣πj2,l2 − πj1,l1 ∣ ≤ dmax.
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Beweis. Nach Definition des Verzögerungsgraphen gibt es ein i ∈ [m], sodass ∣πj2,l2 −
πj1,l1 ∣ = ∣di,j2 − di,j1 ∣ ≤ dmax.
Sei si,k ein Zeitpunkt eines Aktionspotentials in der Pulsfolge von zi. Für j ∈ Ni
ist der Zeitpunkt si,k + di,j eine Spitze von ej , sagen wir die l-te Spitze πj,l. Die
Indexmenge aller solcher Spitzen bildet die k-te Instanz Ii,k der Zelle zi, also
Ii,k = {(j, l) ∶ j ∈ Ni und πj,l = si,k + di,j}.
Proposition 2.2.2. Die Instanz Ii,k induziert einen vollständigen Teilgraphen von G.
Beweis. Wir müssen zeigen, dass zwei beliebige Knoten (j1, l1), (j2, l2) der Instanz
Ii,k durch eine Kante verbunden sind. Nach Definition von Ii,k gilt j1, j2 ∈ Ni und
πj1,l1 = si,k + di,j1 sowie πj2,l2 = si,k + di,j2 . Daraus folgt πj2,l2 − πj1,l1 = di,j2 − di,j1 und
demzufolge sind die beiden Knoten durch eine Kante verbunden.
Es gibt pi Instanzen der Zelle zi im Verzögerungsgraphen, falls diese pi-mal feu-
ert. Außerdem ist, falls man weiß, dass die Menge Ii,k eine Instanz von zi ist, die
Nachbarschaft von zi durch
Ni = {j ∈ [n] ∶ ∃l ∈ [qj] sodass (j, l) ∈ Ii,k}
gegeben. Demzufolge kann man die Nachbarschaften der Zellen erkennen, wenn
man genug “ähnliche” vollständige Teilgraphen im Verzögerungsgraphen findet. Um-
gekehrt zur Definition der Instanz können wir die Ursachenmenge der Spitze πj,l wie
folgt definieren:
Rj,l ∶= {⟨i, k⟩ ∶ (j, l) ∈ Ii,k}.
Sie enthält die Indexpaare der Spikes, die die erkannte Spitze erzeugt haben. Durch
Überlappung der Wellenformen kann sie auch mehr als ein Element enthalten. Falls⟨i, k⟩ ∈ Rj,l sagen wir, dass ⟨i, k⟩ eine Ursache von (j, l) ist (oder ⟨i, k⟩ erzeugt (j, l)).
Im Folgenden nutzen wir Multimengen M, das heißt Mengen deren Elemente a mit
einer gewissen Vielfachheit µ(a) in ihr enthalten sind.
Sei ν eine untere Schranke für die Anzahl der Spikes einer einzelnen Zelle. Wenn
f
s




Mj1,j2(δ) = {πj2,l2 − πj1,l1 ∶ l1 ∈ [qj1], l2 ∈ [qj2], ∣πj2,l2 − πj1,l1 ∣ ≤ δ}.
Proposition 2.2.3. Sei δ = dmax. Außerdem sei (j1, l1) ∈ Vj1 , (j2, l2) ∈ Vj2 und d =
πj2,l2 − πj1,l1 .
Falls {(j1, l1), (j2, l2)} ∈ Ej1,j2 ist, dann ist d ∈Mj1,j2(δ) und µ(d) ≥ ν.
Beweis. Die Aussage gilt wegen Proposition 2.2.1 und der Voraussetzung, dass jede
Zelle mindestens ν-mal feuert, da bei jedem Spike eine solche Kante im Verzöge-
rungsgraphen entsteht.
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2.2.2 Schätzung der Spitzen
Als Erstes müssen wir die Spitzen schätzen, also eine Folge
π̃j,1 < π̃j,2 < ⋅ ⋅ ⋅ < π̃j,q̃j , j ∈ [n], (2.7)
konstruieren, sodass für die meisten Folgenglieder von (2.6) ein zeitlich “nahes” Fol-
genglied von (2.7) existiert und umgekehrt. Wir nennen Π̃j = {π̃j,1, π̃j,2, . . . , π̃j,q̃j}
die geschätzte Spitzenmenge von ej . Wir konstruieren diese Menge wie folgt: Einer
einfacheren Darstellung wegen, lassen wir den Index j weg und betrachten den
Aufzeichnungsvektor r = (r0, r1, . . . , rT ). Zunächst glätten wir r mit einem Binomi-
alfilter, das heißt wir falten den Vektor r mit dem Vektor 122b ((2b0 ), (2b1 ), . . . , (2b2b)),
wobei die Vektoreinträge als Funktionswerte des Komponentenindex aufzufassen
sind. Für den Filter kann beispielsweise b = ⌊w/20⌋ verwendet werden. Das ändert
nicht signifikant die graphische Darstellung der aufgezeichneten Werte, aber redu-
ziert das Rauschen. Sei r = (r0, r1, . . . , rT ) das Ergebnis der Faltung. Dann suchen
wir nach “signifikanten” lokalen Minima. Die Hauptidee ist nicht direkt aufeinan-
derfolgende geglättete Werte rt−1 und rt zu vergleichen, sondern solche, die zeitlich
etwas weiter auseinanderliegen. Präziser formuliert, legen wir einen Abstand d fest,
beispielsweise d = ⌊w/16⌋, und berechnen die Werte
r′t = rt − rt−d, t ∈ {0,1, . . . , T},
wobei rt = 0 falls t ∉ [0, T ]. Wir glätten diese Folge r′ = (r′0, r′1, . . . , r′T ) von Diffe-
renzen nun noch einmal, aber dieses Mal mit einem Rechteckfilter, das heißt wir
falten sie mit der (2u + 1)-elementigen Folge 12u+1(1,1, . . . ,1), wobei zum Beispiel
u = ⌊w/40⌋ gewählt wird. Dies ergibt die Folge r′ = (r′0, r′1, . . . , r′T ). Dann legen
wir die Schwellwerte η− und η+ fest, beispielsweise η− = −15 µV und η+ = 12
µV . Um die Folge der geschätzten Spitzen zu konstruieren, gehen wir die Zeit-
punkte t = 0,1, . . . , T nacheinander durch. Falls r′t < η− für ein t ist, kann man
erwarten, dass es eine geschätzte Spitze in der Nähe von t gibt, da ein “steiler Ab-
stieg” aufgetreten ist. Genauer gesagt, durchlaufen wir die Menge der Zeitpunkte
u = t + d/2, t + d/2 + 1, . . . , t + 2d. Wenn wir einen ersten solchen Zeitpunkt u finden,
für den r′u > η+ gilt, dann haben wir wirklich eine geschätzte Spitze gefunden, da
auch ein “steiler Anstieg” aufgetreten ist. Wir bestimmen nun die Spitze wie folgt:
Sei π̃ = argmin{rv ∶ v ∈ [t, u]}. Dann fügen wir π̃ zur Folge der geschätzten Spit-
zen hinzu und fahren mit t = u + 1 fort. Damit ist die Beschreibung der Menge der
geschätzten Spitzen komplett.
Wenn die Aufzeichnungsfrequenz klein ist, also fr < 30 kHz, dann können rele-
vante Informationen verloren gehen. Insbesondere der minimale Wert an der Spitze
könnte durch das grobe Aufzeichnungsraster gefallen sein. Dieser Nachteil kann
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teilweise durch künstliches Verdoppeln der Aufzeichnungsfrequenz nach der eigent-
lichen Aufzeichnung kompensiert werden: Der gegebene Aufzeichnungsvektor r =(r0, . . . , rT ) wird dann ersetzt durch den neuen Vektor rˆ = (rˆ0, rˆ1, . . . , rˆ2T ), wobei
rˆ2l = rl für l ∈ {0, . . . , T} und rˆ2l+1 = 116(−rl−1 + 9rl + 9rl+1 − rl+2) für l ∈ {1, . . . , T − 2}
ist. Die Bestimmung von rˆ2l+1 ergibt sich aus einer Bestapproximation der vier Punk-
te (i, ri), i ∈ {l−1, l, l+1, l+2} durch eine allgemeine quadratische Funktion h ∶ R→ R




1 l − 1 (l − 1)2
1 l l2
1 l + 1 (l + 1)2
1 l + 2 (l + 2)2
⎞⎟⎟⎟⎟⎟⎠
und dem Vektor b = (rl−1, rl, rl+1, rl+2)T. Die Lösung des Normalengleichungssystems
ATAp = ATb
ergibt dann den optimalen Parametervektor p∗ = (a∗, b∗, c∗)T und damit eine
bestapproximierende Funktion h∗(x). Es gilt dann h∗(l+0.5) = 116(−rl−1+9rl+9rl+1−
rl+2) und somit wird dieser Wert rˆ2l+1 zugewiesen, der zwischen den originalen
Werten rl und rl+1 liegt.
Da wir den Verzögerungsgraphen nicht kennen, müssen wir mit einem geschätz-
ten Verzögerungsgraphen G̃ = (Ṽ , Ẽ) arbeiten. Die Knotenmenge V ist wie bei G defi-
niert: Die Folgen der geschätzten Spitzen π̃j,1, . . . , π̃j,q̃j von ej seien mit den Mengen
Ṽj = {(j,1), . . . , (j, q̃j)}
identifiziert und wiederum sei
Ṽ = n⋃
j=1 Ṽj .
2.2.3 Schätzung der Nachbarschaftenmenge
Für die Konstruktion der Kanten zwischen Vj1 und Vj2 müssen wir etwas mehr Auf-
wand betreiben, aber wenn wir diese Kantenmengen Ẽj1,j2 erst einmal haben, dann
setzen wir wie zuvor
Ẽ = ⋃
1≤j1<j2≤n Ẽj1,j2 .
Zunächst setzen wir Ẽj1,j2 = ∅ falls ϱ(ej1 , ej2) > 2R (wegen (2.2)). Im Folgenden sei
ϱ(ej1 , ej2) ≤ 2R. Mit Proposition 2.2.3 im Hinterkopf definieren wir die Multimenge
der beschränkten Differenzen von geschätzten Spitzen für die Konstruktion von Ẽj1,j2
durch
M̃j1,j2(δ) ∶= {π̃j2,l2 − π̃j1,l1 ∶ l1 ∈ [q̃j1], l2 ∈ [q̃j2], ∣π̃j2,l2 − π̃j1,l1 ∣ ≤ δ}. (2.8)
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Allerdings können wir nicht einfach δ = dmax wie in Proposition 2.2.3 setzen, denn
wir haben die Spitzen nicht exakt gegeben.
Wir nehmen an, dass die Schätzung der Spitzen mit einem Maximalfehler ε (ge-
messen in Zeiteinheiten), beispielsweise ε = w/20 durchgeführt werden kann. Sei
wieder si,k ein Puls der Pulsfolge von zi und seien j1, j2 ∈ Ni. Wir nehmen an, dass
die Schätzungen der Spitzen si,k +di,j1 und si,k +di,j2 durch π̃j1,l1 und π̃j2,l2 gegeben
sind. Dann gilt
(si,k + di,j1 − ε) − (si,k + di,j2 + ε) ≤ π̃j1,l1 − π̃j2,l2≤ (si,k + di,j1 + ε) − (si,k + di,j2 − ε),
das heißt
di,j1 − di,j2 − 2ε ≤ π̃j1,l1 − π̃j2,l2 ≤ di,j1 − di,j2 + 2ε. (2.9)
Daraus folgt ∣π̃j1,l1 − π̃j2,l2 ∣ ≤ dmax + 2ε und deswegen setzen wir in (2.8)
δ = dmax + 2ε. (2.10)
Die Konstruktion von M̃j1,j2(δ) kann einfach mit Algorithmus 1 durchgeführt
werden.
In Anbetracht von (2.9) liegt die Differenz zweier geschätzter Spitzen, die von
einer einzigen Zelle erzeugt wurden, mit Sicherheit in einem Intervall der Länge
4ε (dessen genaue Position unbekannt ist, denn die Differenz der Verzögerungen
di,j1 − di,j2 ist unbekannt). Das motiviert die folgende Definition: Ein Element d vonM̃j1,j2 wird zulässig genannt, falls es ein Intervall I der Länge 4ε gibt, sodass d ∈ I
und ∑
a∈I µ(a) ≥ (1 − θ1)ν,
wobei zum Beispiel θ1 = 0.1 ist. Wir erinnern daran, dass jede Zelle mindestens ν-
mal feuert. Aber da einige Spitzen und somit auch Differenzen durch die Schätzung
verloren gehen, fügen wir den Faktor (1 − θ1) hinzu.
Nun können wir Ẽj1,j2 mittels
Ẽj1,j2 = {{(j1, l1), (j2, l2)} ∶ π̃j2,l2 − π̃j1,l1 ist ein zulässiges Element von M̃j1,j2}
konstruieren. Algorithmisch kann das wie folgt durchgeführt werden: Als erstes be-
rechnen wir die zulässigen Elemente von M̃j1,j2 . Dazu ordnen wir die Elemente vonM̃j1,j2 aufsteigend nach ihrer Größe, wobei jedes Element seiner Vielfachheit ent-
sprechend oft in der Folge vertreten ist. Damit erhalten wir eine monoton wachsende
endliche Folge d = (d1, . . . , ds). Für gegebenes ζ > 0 nennen wir ein Intervall [k, ℓ]
ein für d maximales ζ-Intervall, falls dℓ − dk ≤ ζ aber dℓ+1 − dk > ζ und dℓ − dk−1 > ζ
gilt (mit der Definition d0 = −∞, ds+1 =∞). Diese maximalen Intervalle können mit
Algorithmus 2 ermittelt werden:
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Algorithmus 1 Bestimmung der Multimenge der beschränkten Differenzen von ge-
schätzten Spitzen
Input: Geschätzte Spitzen von den Elektroden ej1 und ej2 mit ϱ(ej1 , ej2) ≤ 2R und
δ ∶= dmax + 2ε.Mj1,j2 ∶= ∅.
b ∶= 1, l2 ∶= 1.
while l2 ≤ q̃j2 do
l1 ∶= b.
while π̃j1,l1 < π̃j2,l2 − δ do
l1 ∶= l1 + 1.





while π̃j1,l1 < π̃j2,l2 + δ und l1 ≤ q̃j1 do
Füge π̃j1,l1 − π̃j2,l2 zu M̃j1,j2 hinzu.
l1 ∶= l1 + 1.
end while
l2 ∶= l2 + 1.
end while
Für die Folge d = (d1, . . . , ds) der Differenzen aus M̃j1,j2 ermitteln wir nun alle
maximalen 4ε-Intervalle. Zu beachten ist hierbei, dass die Intervallgrenzen ganze
Zahlen sind, die sich auf die Indizes der Folgenglieder beziehen. Die Länge ℓ − k
dieser Intervalle [k, ℓ] entspricht also der Anzahl der Differenzen minus 1, die im
dazugehörigen Intervall [dk, dℓ] der Länge dℓ − dk ≤ 4ε liegen. Wir betrachten nun
also diejenigen dieser Intervalle [k, ℓ], die eine Länge von mindestens (1 − θ1)ν − 1
besitzen. Alle di, deren Index i in einem dieser Intervalle liegt, sind zulässig. Nun
wenden wir schließlich Algorithmus 1 in etwas modifizierter Art und Weise an. An-
statt π̃j1,l1−π̃j2,l2 zu M̃j1,j2 hinzuzufügen, füge {(j1, l1), (j2, l2)} zu Ẽj1,j2 hinzu, falls
π̃j1,l1 − π̃j2,l2 zulässig ist. Damit ist die Konstruktion des geschätzten Verzögerungs-
graphen komplett.
Nun bestimmen wir schließlich eine geschätzte Nachbarschaftenmenge Ñ . Wir er-
innern, dass die Instanz Ii,k einer Zelle zi einen vollständigen Teilgraphen im Ver-
zögerungsgraphen induziert (Proposition 2.2.2). Deshalb kann man erwarten, dass
für viele geschätzte Spitzen (j, l) die Menge
Ñ(j, l) = {j′ ∈ [n] ∶ ∃l′ ∈ [q̃j], sodass {(j, l), (j′, l′)} ∈ Ẽj,j′} ∪ {j}
die Nachbarschaft Ni der Zelle zi ergibt, die die geschätzte Spitze mit Index (j, l)
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Algorithmus 2 Bestimmung maximaler ζ-Intervalle für monoton wachsende Folgen
Input: Endliche monoton wachsende Folge d = (d1, . . . , ds) und ζ > 0.
L = ∅ (L ist die Menge der maximalen Intervalle.)
e =max{j ∶ dj − d1 ≤ ζ}.
Füge [1, e] zu L hinzu.
for all i = 2, . . . , n do
e′ =max{j ∶ dj − di ≤ ζ}.
if e′ > e then
e = e′.




erzeugt hat. Gewöhnlich kann diese Nachbarschaft von jedem Knoten (j, l), der ei-
ne von zi erzeugte geschätzte Spitze repräsentiert, gefunden werden, also ∣Ni∣-mal.
Demzufolge können wir mit allen (mindestens ν) Spikes von zi mindestens ν∣Ni∣-
mal diese Nachbarschaft finden, falls es keine Fehler bei der Schätzung der Spitzen
gibt. Aber es kann auftreten, dass manche Spitzen falsch geschätzt wurden und dem-
zufolge manche Kanten im geschätzten Verzögerungsgraphen entweder falsch oder
sogar gar nicht konstruiert wurden. Daher führen wir einen Fehlertoleranzterm θ2
ein, beispielsweise θ2 = 0.2, und setzen voraus, dass solch eine Menge N mindes-
tens (1− θ2)ν∣N ∣-mal gefunden wird. Genauer gesagt, arbeiten wir wieder mit einer
Multimenge M, wobei wir mit der leeren Menge starten und für alle (j, l) ∈ Ṽ die
Menge Ñ(j, l) zu M hinzufügen. Dann ist die geschätzte Menge der Nachbarschaf-
ten gegeben durch Ñ = {N ∈M ∶ µ(N) ≥ (1 − θ2)ν∣N ∣}.
Seien
ηm ∶= ∣N ∖ Ñ ∣∣N ∣ und ηf ∶= ∣Ñ ∖N ∣∣N ∣
die relative Anzahl von fehlenden und falschen Nachbarschaften. Berechnet wurden
Durchschnittswerte ηm und ηf für 100 Durchläufe des Algorithmus mit simulier-
ten Daten, die jeweils über einen Zeitraum von 10 s für jedes ausgewählte Tripel(n,m, fr) erzeugt wurden. Als Anzahlen der Elektroden wurden n = 8 ⋅ 8 = 64 und
n = 10 ⋅ 10 = 100 verwendet und die Anzahl der Zellen wurde auf m = n, m = 2n
und m = 3n gesetzt. Die verwendeten Aufzeichnungsfrequenzen waren fr = 20 kHz,
fr = 25 kHz, fr = 40 kHz und fr = 100 kHz. Weiterhin haben wir eine Template-
breite von w = 2 ⋅ {fr} mit [fr]SI=kHz gewählt, um jeweils einen Zeitraum von 2
ms abzudecken. Die anderen Templateparamter sind zufällig (gleichverteilt) für jede
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Adjazenz aus den folgenden Intervallen bestimmt worden, die durch eine Anpassung
der Templatefunktion an reale Daten gewonnen wurden:
α1 ∈ [−200µV,−50µV ], α2 ∈ [−0.3α1,−0.6α1],
β1 ∈ [0.4w,0.525w], β2 = 0.5w,
γ1 ∈ [0.025w,0.05w], γ2 ∈ [0.1w,0.2w].
Abb. 2.2.2: Diese Abbildung zeigt 200 ms ungefilterte simulierte Aufzeichnungen von 9
Elektroden, die in einem Quadrat angeordnet sind.Die Simulation insgesamt wurde durch-
geführt mit 100 Elektroden, 200 Zellen und einer Aufzeichnungsfrequenz von 40 kHz. Unter
diesen Umständen können die meisten der durch Zellen erzeugten Spitzen erkannt werden
und es gibt nur wenige Artefakte, die fälschlicherweise als Spitzen angesehen werden, so-
dass der Algorithmus gute Resultate liefert.
Die Verzögerungen und die Feuerrate der Zellen wurden auch zufällig (gleichver-
teilt) aus den Intervallen
d ∈ [0,w/20], sf ∈ [5Hz,30Hz]
gewählt. Die anderen Parameter wurden wie folgt festgelegt: Radius R = 2, Kontakt-
wahrscheinlichkeit p = 0.2, Refraktärzeit ρ = fr, Standardabweichung des weißen
Rauschens σ = 10 µV , Dämpfungsfaktor für pseudo-adjazente Zellen κ = 0.05, Pa-
rameter für den Binomialfilter b = ⌊w/10⌋, Abstand für die Differenzen d = ⌊w/16⌋,
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Parameter für den Rechteckfilter u =max{1, ⌊d/6⌋}, Maximalfehler bei Spitzenschät-
zung ε = max{1, ⌊w/80⌋}, Schwellenwerte für die Spitzen-Erkennung η− = −503 µV ,
η+ = 504 µV , Fehlerfaktoren für Kanten- und Nachbarschaftsschätzung θ1 = 0.1,
θ2 = 0.2. Abbildung 2.2.2 zeigt einige von auf diese Weise simulierte Aufzeichnungs-
werte.
n m fr ηm ηf t n m fr ηm ηf t
64 64 20 0.012 0.072 8 100 100 20 0.014 0.073 12
64 64 25 0.006 0.030 10 100 100 25 0.006 0.033 16
64 64 40 0.004 0.004 11 100 100 40 0.003 0.003 18
64 64 100 0.002 0.002 50 100 100 100 0.002 0.003 78
64 128 20 0.019 0.060 8 100 200 20 0.023 0.065 13
64 128 25 0.009 0.026 11 100 200 25 0.010 0.028 17
64 128 40 0.006 0.002 12 100 200 40 0.007 0.001 19
64 128 100 0.005 0.001 50 100 200 100 0.005 0.000 79
64 192 20 0.042 0.048 9 100 300 20 0.057 0.049 14
64 192 25 0.020 0.024 11 100 300 25 0.025 0.022 18
64 192 40 0.024 0.001 13 100 300 40 0.033 0.001 20
64 192 100 0.012 0.000 51 100 300 100 0.016 0.000 80
Tab. 2.2.1: Diese Tabelle zeigt die durchschnittlichen relativen Anzahlen von fehlenden
(ηm) und falschen (ηf ) Nachbarschaften und die durchschnittliche Rekonstruktionszeit (t)
in Sekunden für 100 Durchläufe des Algorithmus bei einer simulierten Aufzeichnung über
10 s für jedes Tripel (n,m, fr), wobei n die Anzahl der Elektroden, m die Anzahl der Zellen
und fr die Aufzeichnungsfrequenz in kHz sind.
Die Ergebnisse und die durchschnittliche Rekonstruktionszeit (t, angegeben in s)
sind in Tabelle 2.2.1 zusammengefasst. In den Berechnungen betrugen die Durchschnitts-
und Maximalgrade der Zellen ungefähr 2.3 beziehungsweise 6.3. Für m = n,m =
2n,m = 3n betrugen die Durchschnitts- und Maximalgrade der Elektroden ungefähr
2.3, 4.6, 6.9 beziehungsweise 6.8, 11.1, 15.0. Die Berechnungen wurden auf einem
PC mit einer Intel Core 2 Quad CPU mit 2.67 GHz und 8 GB RAM durchgeführt.
2.3 Spike-Sorting unter idealen Bedingungen
In diesem Abschnitt wollen wir ein paar theoretische Grundlagen dafür legen, wie
man die Ansätze aus Abschnitt 2.2 zu einem Spike-Sorting-Verfahren erweitern kann.
Sei
si,1 < si,2 < ⋅ ⋅ ⋅ < si,pi ,
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die unbekannte Pulsfolge von zi und di,j die Verzögerung von zi nach ej , falls j ∈ Ni
ist. Wir betrachten wieder die Spitzen
πj,1 < πj,2 < ⋅ ⋅ ⋅ < πj,qj , j ∈ [n]. (2.11)
Dabei gehen wir in diesem Abschnitt davon aus, dass diese ganze Zahlen sind, also
in Zeiteinheiten angegeben sind und keine Messfehler durch Rauschen oder durch
die Grobheit der Messung durch eine zu geringe Aufzeichnungsfrequenz auftreten.
Das Ziel ist nun, den einzelnen Spitzen die Neuronen zuzuordnen, die sie erzeugt
haben.
Nachfolgend beschreiben wir das etwas präziser. Wir erinnern noch einmal an
die Definition der Nachbarschaft:
Ni = {j ∈ [n] ∶ zi und ej sind adjazent}.
Für eine Normierung benötigen wir den minimalen Nachbarindex, der gegeben ist
durch
m(zi) =min{j ∶ j ∈ Ni}.
Wir nennen ein Neuron zi außergewöhnlich falls seine Nachbarschaft nur aus einem
Element besteht, also falls ∣Ni∣ = 1. Später werden wir die Konsequenzen der Exis-
tenz solcher Neuronen betrachten und sie gegebenenfalls ausschließen.
Um die Bezeichnungen zu vereinfachen, führen wir partielle Abbildungen ein.
Wir erinnern daran, dass eine partielle Abbildung von A nach B eine Teilmenge F
von A×B ist, sodass für jedes a ∈ A höchstens ein b ∈ B existiert mit (a, b) ∈ F . Statt
der Bezeichnung (a, b) ∈ F benutzen wir die üblichere Form b = F (a). Weiterhin ist
der Definitionsbereich von F gegeben durch
D(F ) ∶= {a ∈ A ∶ ∃b ∈ B ∶ (a, b) ∈ F}.
In unserem Fall sind die Mengen A und B Teilmengen der reellen Zahlen und kön-
nen somit der Größe nach geordnet werden. Weiterhin nehmen wir an, dass A end-
lich ist. Das kleinste Element des Definitionsbereichs von F bezeichnen wir mit
m(F ) ∶=min{a ∶ a ∈D(F )}.
Für die Rekonstruktion ist die folgende Definition wichtig, die eine Erweiterung der
Nachbarschaft als Charakterisierung der Neuronen darstellt: Die Elektrode ej sei
in der Nachbarschaft des Neurons zi. Die Charakteristik von zi bezüglich ej ist die
partielle Abbildung Ci,j von [n] nach R mit Definitionsbereich Ni, die durch
Ci,j(j′) ∶= di,j′ − di,j , j′ ∈ Ni
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gegeben ist. Die Differenz di,j′ − di,j kann als die relative Verzögerung des Neurons
zi von Elektrode ej zu Elektrode ej′ interpretiert werden, die auch schon bei der
Definition des Verzögerungsgraphen in Abschnitt 2.2.1 auftrat.
Die normierte Charakteristik des Neurons zi ist die Charakteristik von zi bezüglich
der Elektrode aus der Nachbarschaft von zi mit dem kleinsten Index, das heißt
Ci ∶= Ci,m(zi).
Es gibt eine einfache Umwandlungsregel zwischen der Charakteristik des Neu-
rons zi bezüglich einer benachbarten Elektrode ej und seiner normierten Charakte-
ristik: Für alle j, j′ ∈ Ni gilt
Ci,j(j′) = Ci(j′) −Ci(j),
Ci(j) = −Ci,j(m(zi)).
Insbesondere unterscheiden sich die Charakteristiken Ci,j und Ci nur durch eine
additive Konstante, nämlich Ci(j). Nun zeigen wir eine einfache Aussage über die
Grenzen der Rekonstruktionsmöglichkeiten in unserem Modell.
Proposition 2.3.1. Neuronen mit identischer normierter Charakteristik können im
betrachteten Modell nicht unterschieden werden.
Beweis. Zwei Neuronen sind genau dann ununterscheidbar, wenn sie dieselben Spit-
zen in den Aufzeichnungen der Elektroden produzieren können. Sei Ci = Ci′ für
unterschiedliche Neuronen zi, zi′ . Dann sind insbesondere die Nachbarschaften der
beiden Neuronen identisch und es gilt m(zi) = m(zi′). Sei d = di,m(zi) − di′,m(zi′).
Wenn zi zum Zeitpunkt u und zi′ zum Zeitpunkt u+d feuert, dann sind die Aufzeich-
nungszeiten an den Elektroden dieser Spikes völlig identisch. Sei ej eine Elektrode
in der Nachbarschaft der beiden Neuronen. Diese Elektrode zeichnet den Spike von
zi zum Zeitpunkt u + di,j und von zi′ zum Zeitpunkt u + d + di′,j auf. Aber es gilt
di,j = Ci(j) + di,m(zi) = Ci′(j) + di,m(zi) = di′,j − di′,m(zi′) + di,m(zi) = di′,j + d und
folglich u + di,j = u + d + di′,j .
Die Neuronen können aber natürlich durch andere Merkmale unterschieden wer-
den, wie zum Beispiel das Aussehen der Wellenformen. Das wird in diesem Abschnitt
jedoch nicht betrachtet. Es folgt, dass die absoluten Verzögerungen di,j nicht rekon-
struiert werden können, denn Neuronen, deren Verzögerungen sich nur um einen
konstanten additiven Wert unterscheiden, besitzen dieselbe normierte Charakteris-
tik. Daher können höchstens die relativen Verzögerungen rekonstruiert werden.
Als Konsequenz von Proposition 2.3.1 identifizieren wir die Neuronen mit ihren
normierten Charakteristiken, das heißt Neuronen mit derselben normierten Cha-
rakteristik werden als identisch betrachtet. Genauso wie bei den Nachbarschaften
bilden wir nun die Menge der normierten Charakteristiken
C = {Ci ∶ i ∈ [m]}.
26
Kapitel 2. Mathematische Modellierung von Zellsignalen auf Multielektrodenarrays
Diese unbekannte Menge von normierten Charakteristiken ist das, was wir zunächst
rekonstruieren wollen. Darauf aufbauend entwickeln wir dann ein Verfahren zum
Spike-Sorting. Ohne Beschränkung der Allgemeinheit nehmen wir im Folgenden an,
dass alle Ci, i ∈ [m], verschieden sind.
Für das Weitere wird der Verzögerungsgraph aus Abschnitt 2.2.1 wichtig. Insbe-
sondere wollen wir noch mal die Definition der Instanz
Ii,k = {(j, l) ∶ j ∈ Ni und πj,l = si,k + di,j}
angeben. Mit der Interpretation einer partiellen Abbildung als Menge von Paaren
erhalten wir:
Proposition 2.3.2. Sei (j, l) ∈ Ii,k. Dann gilt
Ci,j = {(j′, πj′,l′ − πj,l) ∶ (j′, l′) ∈ Ii,k}.
Beweis. Nach Annahme ist j ∈ Ni und πj,l = si,k + di,j . Nun gilt nach Definition
{(j′, di,j′ − di,j) ∶ j′ ∈ Ni} = {(j′, (si,k + di,j′) − (si,k + di,j) ∶ j′ ∈ Ni}= {(j′, πj′,l′ − πj,l) ∶ j′ ∈ Ni und πj′,l′ = si,k + di,j′}= {(j′, πj′,l′ − πj,l) ∶ (j′, l′) ∈ Ii,k}.
In konkreten Beispielen ist Ii,k oft sogar eine maximale Clique, induziert also
einen maximalen vollständigen Teilgraphen des Verzögerungsgraphen G. Wir erin-
nern daran, dass
Rj,l = {⟨i, k⟩ ∶ (j, l) ∈ Ii,k}
die Ursachenmenge für (j, l) ist, die als die Menge der Spikes si,k interpretiert wer-
den kann, die dieselbe Spitze πj,l erzeugen. Die Menge D(Rj,l) ist somit die In-
dexmenge der Neuronen, die die Spitze erzeugen. Diese Neuronen besitzen eine
normierte Charakteristik und alle diese Charakteristiken werden in der folgenden
charakteristischen Menge von (j, l) zusammengefasst:
Cj,l ∶= {Ci ∈ C ∶ i ∈D(Rj,l)} .
Die Abbildung γ ∶ V → 2C , die den Knoten (j, l) auf seine charakteristische Menge
abbildet, das heißt
γ(j, l) ∶= Cj,l, (j, l) ∈ V,
nennen wir charakteristische Zuordnung.
Wir wollen noch einmal die folgenden Basisannahmen auflisten, die im Folgen-
den weiter gültig sind:
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Annahme 2.3.1. Jedes Neuron zi erzeugt mindestens ν ≥ 2 Spikes, also
ν ≤ pi ∀i ∈ [m].
Annahme 2.3.2. Alle Absolutbeträge der relativen Verzögerungen sind nach oben be-
schränkt durch δ > 0, das heißt
δ ≥ ∣di,j1 − di,j2 ∣ ∀i ∈ [m],∀j1, j2 mit ej1 , ej2 ∈ Ni.
Außerdem arbeiten wir zunächst mit der folgenden Annahme, zu der wir später
Abweichungen erlauben, das heißt wir erlauben ϵ = 1.
Annahme 2.3.3. Jedes Neuron hat elektrischen Kontakt zu mindestens ϵ ≥ 2 Elektro-
den, das heißt ∣Ni∣ ≥ ϵ ∀i ∈ [m].
Wenn wir außergewöhnliche Neuronen erlauben, also Neuronen, die nur zu ei-
ner Elektrode elektrischen Kontakt besitzen, könnte theoretisch jede Spitze durch
solche außergewöhnlichen Neuronen erzeugt worden sein und nichts wäre zu re-
konstruieren.
Nun sind wir in der Lage, das in diesem Kapitel betrachtete Rekonstruktionspro-
blem zu formulieren:
Problem 2.3.1. Gegeben seien die Spitzen πj,1 < ⋅ ⋅ ⋅ < πj,qj für jede Elektrode ej , j ∈[n], die untere Schranke ν für die Anzahl der Spikes von jedem Neuron, die obere
Schranke δ für alle relativen Verzögerungen und die untere Schranke ϵ für die Anzahl
an Elektroden, zu denen jedes Neuron elektrischen Kontakt besitzt. Bestimme die MengeC der normierten Charakteristiken sowie die charakteristische Zuordnung γ.
Wir erinnern daran, dass die Charakteristiken die Neuronen repräsentieren und
dass der Definitionsbereich der Charakteristik die Nachbarschaftsmenge des entspre-
chenden Neurons darstellt. Außerdem kann die Bestimmung der charakteristischen
Zuordnung als die Lösung des Spike-Sorting-Problems interpretiert werden, da γ für
jede Spitze beschreibt, welche Neuronen diese erzeugt haben.
Es wird sich zeigen, dass nur mit ein paar weiteren Annahmen das Rekonstruk-
tionsproblem exakt gelöst werden kann. Somit sind approximative Lösungen von
Interesse. Um die Qualität solcher Lösungen einzuschätzen definieren wir ein paar
weitere Fehlermaße:
Sei C˜ und γ˜ eine geschätzte Lösung für das Problem 2.3.1. Dann ist der relative
Fehler der normierten Charakteristiken definiert durch
ζ ∶= ∣C ∖ C˜∣ + ∣C˜ ∖ C∣∣C∣ (2.12)
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und der relative Zuordnungsfehler wird definiert durch
Γ ∶= ∣{(j, l) ∶ γ(j, l) ≠ γ˜(j, l)}∣∣V ∣ . (2.13)
Im Folgenden setzen wir den geschätzen Verzögerungsgraphen G˜ als gegeben
voraus, der wie in Abschnitt 2.2.1 beschrieben allerdings mit δ = dmax statt δ =
dmax+2ε konstruiert wird. Die dortigen Betrachtungen mit der Fehlerschranke ε sind
für dieses Kapitel irrelevant, da wir nach Annahme hier keine Messfehler betrachten.
Wir führen die folgenden Definitionen und Notationen (mit Tilde) für den ge-
schätzten Verzögerungsgraphen G˜ ein, da sie hauptsächlich für diesen benutzt wer-
den. Identische Definitionen und Notationen (ohne Tilde) gelten aber für den Ver-
zögerungsgraphen G.
Sei (j, l) ∈ V . Die offenen und abgeschlossenen Nachbarschaften (j, l) werden wie
gewöhnlich durch
N˜(j, l) ∶= {(j′, l′) ∶ {(j, l), (j′, l′)} ∈ E˜} und N˜[j, l] ∶= N˜(j, l) ∪ {(j, l)}
definiert. Der Nachbarschaftsgraph von (j, l) ist der Graph, der durch N˜[j, l] indu-
ziert wird, also der Graph G˜[j, l] = G˜[N˜[j, l]].
Mit den relativen Verzögerungen im Hinterkopf definieren wir die charakteristi-
sche Nachbarschaft von (j, l) ∈ V durch
U˜[j, l] ∶= {(j′, πj′,l′ − πj,l) ∶ (j′, l′) ∈ N˜[j, l]}.
Proposition 2.3.3. Falls Ci ∈ Cj,l ist, dann gilt Ci,j ⊆ U˜[j, l].
Beweis. Nach Definition und Annahme ist Ci die normierte Charakteristik vom Neu-
ron zi, welches die Spitze (j, l) durch einen Spike ⟨i, k⟩ erzeugt hat. Das bedeutet,
dass (j, l) in der k-ten Instanz Ii,k von zi enthalten ist. Mit der Proposition 2.2.2 und
der Tatsache, dass jede Kante des Verzögerungsgraphen auch im geschätzen Verzö-
gerungsgraphen enthalten ist, gilt Ii,k ⊆ N˜[j, l]. Schließlich gilt wegen Proposition
2.3.2, Ci,j = {(j′, πj′,l′ − πj,l) ∶ (j′, l′) ∈ Ii,k} ⊆ {(j′, πj′,l′ − πj,l) ∶ (j′, l′) ∈ N˜[j, l]} =
U˜[j, l].
Wir passen die Definition der Charakteristik von Neuronen jetzt an partielle Ab-
bildungen an, da dies im weiteren Verlauf nützlich sein wird: Sei F eine partielle
Abbildung von [n] nach R. Für j ∈ D(F ) definieren wir die zugehörige partielle Ab-
bildung Fj bezüglich j wie folgt:
Fj(j′) ∶= F (j′) − F (j), j′ ∈D(F ).
Für zwei partielle Abbildungen, die sich nur um eine additive Konstante unter-
scheiden, sind die zugehörigen partiellen Abbildungen bezüglich j identisch. Falls
F = Fm(F ) ist, also F (m(F )) = 0 gilt, nennen wir die partielle Abbildung F normiert.
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Die nächste Definition behandelt die Frage, ob eine partielle Abbildung in die Ver-
zögerungsstruktur im geschätzen Verzögerungsgraphen an einem bestimmten Kno-
ten „hineinpasst“. Wir sagen, dass eine partielle Abbildung F von [n] nach R partiell
zulässig für (j, l) ist, wenn die zugehörige partielle Abbildung bezüglich j (aufge-
fasst als Menge von Paaren) die folgende Bedingung erfüllt: Fj ⊆ U˜[j, l]. Für solche
F definieren wir ihre zugehörige Knotenmenge durch
I˜F [j, l] ∶= {(j′, l′) ∈ N˜[j, l] ∶ j′ ∈D(F ) und Fj(j′) ∶= πj′,l′ − πj,l}.
Dabei ist zu beachten, dass ∣I˜F [j, l]∣ = ∣D(F )∣ gilt, da partielle Zulässigkeit für
jedes j′ ∈ D(F ) aussagt, dass es genau ein l′ gibt, sodass (j′, l′) ∈ N˜[j, l] und
Fj(j′) = πj′,l′ − πj,l gelten. Aufbauend auf Proposition 2.2.2 und Annahme 2.3.3
nennen wir eine partielle Abbildung F von [n] nach R zulässig für (j, l) falls F par-
tiell zulässig für (j, l) ist und I˜F [j, l] einen vollständigen Teilgraphen von G˜[j, l] an
mindestens ϵ Knoten induziert. In diesem Fall nennen wir die Menge I˜F [j, l] Instanz
von F . Außerdem gilt für zwei partielle Abbildungen, die sich nur um eine Konstan-
te unterscheiden, dass die erste genau dann zulässig für (j, l) ist, wenn die zweite
dies auch ist.
Proposition 2.3.4. Falls F zulässig für (j, l) ist und falls (j′, l′) ∈ I˜F [j, l] gilt, dann
ist F auch zulässig für (j′, l′) und es gilt I˜F [j, l] = I˜F [j′, l′].
Beweis. Wir zeigen zunächst, dass F partiell zulässig für (j′, l′) ist. Nach Annahme
gilt (j′, l′) ∈ N˜[j, l], j′ ∈D(F ) und Fj(j′) = πj′,l′ −πj,l. Wir müssen zeigen, dass Fj′ ⊆
U˜[j′, l′], also (j′′, Fj′(j′′)) ∈ U˜[j′, l′] für jedes j′′ ∈ D(F ). Demzufolge betrachten
wir ein beliebiges aber festes j′′ ∈ D(F ). Da F partiell zulässig für (j, l) ist, gilt(j′′, Fj(j′′)) ∈ U˜[j, l], also gibt es ein l′′ sodass (j′′, l′′) ∈ N˜[j, l] und Fj(j′′) = πj′′,l′′ −
πj,l. Dies impliziert (j′′, l′′) ∈ I˜F [j, l]. Weiter gilt nach Annahme, dass diese Menge
einen vollständigen Teilgraphen von G˜ induziert und da auch (j′, l′) ∈ I˜F [j, l] ist,
gilt somit (j′′, l′′) ∈ N˜[j′, l′] und außerdem (j′′, πj′′,l′′ − πj′,l′) ∈ U˜[j′, l′]. Zudem gilt
πj′′,l′′−πj′,l′ = (πj′′,l′′−πj,l)−(πj′,l′−πj,l) = Fj(j′′)−Fj(j′) = (F (j′′)−F (j))−(F (j′)−
F (j)) = F (j′′) − F (j′) = Fj′(j′′). Demzufolge ist (j′′, Fj′(j′′)) ∈ U˜[j′, l′].
Aus den letzten Zeilen folgt zusätzlich, dass auch jedes (j′′, l′′) ∈ I˜F [j, l] zu
I˜F [j′, l′] gehört, was I˜F [j, l] ⊆ I˜F [j′, l′] ergibt, und mit ∣I˜F [j, l]∣ = ∣I˜F [j′, l′]∣ = ∣D(F )∣
folgt schließlich I˜F [j, l] = I˜F [j′, l′]. Insbesondere induziert I˜F [j′, l′] wie V˜F [j, l] ei-
nen vollständigen Teilgraphen von G˜ und somit ist F zulässig für (j′, l′).
Proposition 2.3.5. Falls Ci ∈ Cj,l gilt, dann ist Ci,j , und somit auch Ci, zulässig für(j, l) und Ii,k ist eine Instanz von Ci für jedes k ∈ [pi].
Beweis. Der Beweis folgt direkt aus den Propositionen 2.2.2 und 2.3.3.
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Sei
I˜F = {I˜F [j, l] ∶ (j, l) ∈ V und F ist zulässig für (j, l)} (2.14)
die Instanzenmenge von F .
Annahme 2.3.1 legt die folgende Definition nahe: Eine partielle Abbildung F von[n] nach R wird zulässig für die Elektrode ej genannt, falls j ∈ D(F ) und ∣I˜F ∣ ≥
ν. Außerdem wird sie zulässig genannt, falls sie für mindestens eine Elektrode ej
zulässig ist.
































Abb. 2.3.1: Die charakteristische Nachbarschaft U˜[2,2] = {(1,0), (1,1), (2,0), (3,−1)} und
eine partielle Abbildung F = {(1,1), (2,0), (3,−1)}, die in diese Nachbarschaft hineinpasst,
also zulässig für (2,2) ist, sind farblich hervorgehoben. Diese partielle Abbildung ist auch zu-
lässig (bei gegebenen Parametern ν = 3, ϵ = 2, δ = 2), da die folgenden 3 Instanzen, I˜F [2,1] ={(1,2), (2,1), (3,1)}, I˜F [2,2] = {(1,4), (2,2), (3,2)} und I˜F [2,4] = {(1,6), (2,4), (3,3)}
existieren und diese Instanzen auch mindestens die Größe 2 besitzen.
Sei F˜ die Menge aller partiellen Abbildungen von [n] nach R, die normiert und
zulässig sind. Wir nennen F˜ die Menge aller Charakteristikkandidaten. Außerdem
nennen wir die Menge F˜j,l aller Charakteristikkandidaten, die zulässig für (j, l) sind,
die Menge aller Charakteristikkandidaten für (j, l).
Proposition 2.3.6. Es gilt
C ⊆ F˜ ,Cj,l ⊆ F˜j,l.
Beweis. Die Behauptungen ergeben sich einfach aus der Proposition 2.3.5 und der
Annahme 2.3.1.
Proposition 2.3.7. Falls C ≠ F˜ ist, dann kann das Rekonstruktionsproblem nicht ein-
deutig gelöst werden.
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Beweis. Wir können für jeden Charakteristikkandidaten F ein künstliches Neuron
einführen, das diesen Charakteristikkandidaten als normierte Charakteristik besitzt,
das heißt, seine relativen Verzögen entsprechen exakt denen der Charakteristik und
die Elektroden ej , j ∈D(F ), bilden die Nachbarschaft des Neurons. Ohne Beschrän-
kung der Allgemeinheit setzen wir die Verzögerung jedes künstlichen Neurons zur
Elektrode em(F ) auf 0. Seien I˜F [m(F ), l1], . . . , I˜F [m(F ), lh] die Instanzen von F .
Wenn das künstliche Neuron genau zu den Zeitpunkten πm(F ),l1 , . . . , πm(F ),lh feuert,
dann stimmen die Instanzen des Neurons mit denen von F überein. Demzufolge
würden die künstlichen Neuronen nur Spitzen erzeugen, die sowieso schon von den
Elektroden aufgezeichnet wurden und sie würden sogar alle Spitzen der Elektroden
erzeugen, da wegen Proposition 2.3.6 die normierten Charakteristiken der realen
Neuronen zi, i ∈ [m], ebenso Charakteristikkandidaten sind und allein diese schon
alle Spitzen erzeugen.
Im Folgenden identifizieren wir vollständige Teilgraphen mit ihren Knotenmen-
gen. Für einen vollständigen Teilgraphen K von G˜, der einen bestimmten Knoten(j, l) enthält, definieren wir seine zugehörige Charakteristik FK,j bezüglich j als eine
partielle Abbildung von [n] nach R wie folgt: Sei der Definitionsbereich D(FK,j) die
Menge der ersten Komponenten der Knotennamen (die Paare von ganzen Zahlen
sind) von K und sei
FK,j(j′) ∶= πj′,l′ − πj,l, (j′, l′) ∈K.
Es gibt für jedes j′ ∈D(FK,j) genau ein l′, sodass (j′, l′) ∈K ist, da zwei unterschied-
liche Paare mit derselben ersten Komponente nicht adjazent sind. Die zugehörige
normierte Charakteristik FK ist dann gegeben durch
FK(j′) ∶= FK,j(j′) − FK,j(m(FK,j)),
das heißt FK unterscheidet sich von FK,j nur durch eine Konstante, sodass der Wert
von FK für das kleinste Element des Definitionsbereichs 0 ist. Außerdem gilt bei
gegebener normierter Charakteristik FK , dass die partielle Abbildung FK,j die zu-
gehörige partielle Abbildung bezüglich j ist.
Nach Definition ist FK,j zulässig für (j, l) und K ist die zugehörige Knotenmenge
der partiellen Abbildung FK,j , also K = I˜FK,j [j, l].
Da jeder Charakteristikkandidat F zumindest für einen Knoten (j, l) zulässig sein
muss (eigentlich sogar für mindestens ν Knoten), ist es vernünftig, für alle (j, l) ∈ V
die vollständigen Teilgraphen K von G˜[j, l], die (j, l) und mindestens ϵ − 1 andere
Knoten enthalten, zusammen mit ihrer zugehörigen Charakteristik FK,j aufzulisten.
Falls diese partielle Abbildung F = FK,j mindestens ν-mal auftaucht, wenn l alle
Zahlen aus [qj] durchläuft, dann ist ihre normierte Version nach Definition ein Cha-
rakteristikkandidat. Hier benutzen wir wieder Multimengen M, um die Häufigkeit
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einer solchen partiellen Abbildung herauszufinden. Dieser Charakteristikkandidat
wird nicht nur einmal sondern ∣K ∣-mal gefunden, nämlich für jeden Knoten aus K.
Die Menge der Charakteristikkandidaten kann mittels Algorithmus 3 gefunden wer-
den.
Algorithmus 3 Bestimmung aller Charakteristikkandidaten
Input: Geschätzter Verzögerungsgraph G˜ = (V, E˜).F˜ = ∅.
for all j ∈ [n] doM ∶= ∅.
for all l ∈ [qj] do
for all Vollständigen Teilgraphen K von G˜[j, l], die (j, l) und mindestens ϵ−1
andere Knoten enthalten do
Bestimme die zugehörige normierte Charakteristik FK .
Füge FK zu M hinzu.
end for
end for
for all F ∈M do




Das Durchlaufen aller vollständigen Teilgraphen kann mittels eines Backtracking-
Verfahrens realisiert werden. Aus Proposition 2.3.7 und Algorithmus 3 folgt sofort:
Satz 2.3.1. Die Menge der normierten Charakteristiken kann genau dann eindeutig
rekonstruiert werden, wenn C = F˜ ist.
Dieser Satz ist nur von theoretischem Interesse, da C unbekannt ist und somit die
Gleichheit C = F˜ nicht überprüft werden kann.
Die Schätzung der charakteristischen Zuordnung, also der Zuordnung der Neu-
ronen zu den aufgezeichneten Spitzen, kann wie folgt durchgeführt werden: Anstatt
der korrekten Zuordnung γ ∶ V → 2C bestimmen wir eine geschätzte charakteristische
Zuordnung γ˜ ∶ V → 2F˜ , wobei
γ˜(j, l) = F˜j,l, (j, l) ∈ V.
Etwas formaler ist dies in Algorithmus 4 beschrieben.
Sogar im Falle von C = F˜ kann die charakteristische Zuordnung nicht eindeutig
bestimmt werden. Zum Beispiel kann das vorkommen, wenn ein Neuron zi mehr
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Algorithmus 4 Bestimmung der geschätzten charakteristischen Zuordnung
Input: Geschätzter Verzögerungsgraph G˜ = (V, E˜) und Menge der Charakteristik-
kandidaten F˜ .
for all (j, l) ∈ V do
γ˜(j, l) = ∅.
for all F ∈ F˜ do
if F ist zulässig für (j, l) then




als ν-mal feuert und die aufgezeichneten Spitzen eines Spikes ⟨i, k⟩ alle auch durch
andere Spikes erzeugt werden, also falls ∣Rj,l∣ ≥ 2 für alle (j, l) ∈ Ii,k gilt, dann kann
nicht bestimmt werden, ob der Spike ⟨i, k⟩ wirklich stattgefunden hat oder nicht.
Außerdem ist die Bestimmung aller vollständigen Teilgraphen zeitaufwändig und
sie erzeugt eine große Menge von Charakteristikkandidaten. Deswegen benötigen
wir weitere Annahmen und auch heuristische Argumente und Algorithmen.
2.4 Heuristische Verbesserungsmöglichkeiten
Nach der Proposition 2.2.2 haben wir schon erwähnt, dass es unwahrscheinlich ist,
dass eine Instanz eines Neurons keinen maximal vollständigen Teilgraphen im ge-
schätzten Verzögerungsgraphen bildet: Andernfalls werden alle zusätzlichen Kanten
durch andere Neuronen erzeugt und es ist unwahrscheinlich, dass die zugehörigen
Zeitdifferenzen wegen derer die Kanten in den Graphen aufgenommen wurden ge-
rade mit den relativen Verzögerungen der anderen Neuronen übereinstimmen. Aus
demselben Grund kann man erwarten, dass fast jede Instanz eines Neurons eine
maximale Clique im Verzögerungsgraphen und auch im geschätzten Verzögerungs-
graphen ist. In unserer Anwendung für MEAs sind die Nachbarschaftsgraphen G˜[j, l]
eher klein (nicht mehr als 10 Knoten) und somit kann man erwarten, dass man die
richtige Clique mit einem Greedy- Algorithmus findet. Wir setzen das um, indem wir
iterativ den Knoten mit dem größten Grad aus dem verbleibenden Graphen auswäh-
len und ihn zur Clique hinzufügen, siehe Algorithmus 5 (vergleiche [48, p. 48]):
Nun muss der Algorithmus 3 wie folgt modifiziert werden: Lösche die for-Schleife,
die alle vollständigen Teilgraphen umfasst und füge Algorithmus 5 an dieser Stel-
le ein, um nur einen vollständigen Teilgraphen K zusammen mit seiner zugehöri-
gen normierten Charakteristik FK zu bestimmen. Es ist zu beachten, dass wir nicht
überprüfen, ob die Größe der Greedy-Clique mindestens ϵ beträgt. Da es in realen
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Algorithmus 5 Greedy-Cliquensuche im Nachbarschaftsgraphen
Input: (j, l) und G˜[j, l].
Initialisiere K ∶= {(j, l)} und H ∶= G˜[j, l] − {(j, l)}.
while H ≠ ∅ do
Finde einen Knoten (j′, l′) mit größtem Grad in H.
K ∶=K ∪ {(j′, l′)}.
Ersetze H durch den Teilgraphen von H, der durch die Nachbarn von (j′, l′) in
H induziert wird.
end while
Situationen vorkommen kann, dass ein Neuron nur zu einer Elektrode elektrischen
Kontakt besitzt, benutzen wir die Annahme 2.3.3 in diesem heuristischen Ansatz
nicht. Allerdings ist es möglich, dass die Greedy-Clique K nicht die richtige Clique
ist, das heißt, dass ihre Knotenmenge keine Instanz des zugehörigen Neurons ist. Da
solche Fehler durchaus auftreten können, setzen wir in der zweiten for-Schleife von
Algorithmus 3 nicht voraus, dass die zugehörige Charakteristik mindestens ν-mal
vorkommt, sondern nur mindestens ν/2-mal. Der Faktor 12 ist hier recht willkürlich
gewählt, er könnte auch durch einen anderen Wert im Intervall (0,1) ersetzt wer-
den, aber 12 hat sich in praktischen Tests bewährt. Wir können relativ sicher sein,
dass die normierte Charakteristik jedes Neurons zi wirklich zur Menge der Charak-
teristikkandidaten hinzugefügt wird, da Algorithmus 3 alle Knoten aus V durchläuft,
insbesondere alle Knoten (j, l) mit j ∈ Ni, und es ist wahrscheinlich, dass für we-
nigstens ein solches j der Greedy-Algorithmus mindestens ν/2-mal eine Instanz des
Neurons zi findet und somit wird die zugehörige Charakteristik mindestens ν/2-mal
zu M und deswegen auch zu F˜ hinzugefügt. Daher wird wahrscheinlich keine nor-
mierte Charakteristik eines Neurons übersehen werden. Allerdings kann es sein, dass
falsche Charakteristikkandidaten (also solche, die keine normierten Charakteristi-
ken eines Neurons sind) gefunden werden. Deswegen überprüfen wir, ob alle bisher
gefundenen Charakteristikkandidaten für mindestens ν Knoten an einer Elektrode
zulässig sind. Wenn dies nicht der Fall ist, wird der Kandidat gelöscht. Wegen Propo-
sition 2.3.4 braucht diese Überprüfung nur für ein beliebiges Element j des Defini-
tionsbereichs des Charakteristikkandidaten durchgeführt werden. Wir nehmen hier
m(F ), also das kleinste Element des Definitionsbereichs. Für den späteren Einsatz
bestimmen wir hier nebenbei die Zulässigkeitsmenge von F , die wie folgt definiert
ist: AF = {l ∈ qm(F ) ∶ F ist zulässig für (m(F ), l)}. Während dieses Zulässigkeitstests
müssen die Instanzen I˜F [m(F ), l] bestimmt werden. Es ist hilfreich, diese Mengen
für die nächsten Schritte zu speichern, allerdings geben wir dies in der Beschreibung
des Algorithmus nicht explizit an, um die Lesbarkeit zu erleichtern. Der modifizierte
Algorithmus ist in Algorithmus 6 zusammengefasst.
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Algorithmus 6 Modifizierte Bestimmung aller Charakteristikkandidaten
Input: Geschätzter Verzögerungsgraph G˜ = (V, E˜).F˜ = ∅.
for all j ∈ [n] doM ∶= ∅.
for all l ∈ [qj] do
Bestimme eine Greedy-Clique K in G˜[j, l] mittels Algorithmus 5.
Bestimme die zugehörige normierte Charakteristik FK .
Füge FK zu M hinzu.
end for
for all F ∈M do




for all F ∈ F˜ do
Bestimme AF ∶= {l ∈ [qm(F )] ∶ F ist zulässig für (m(F ), l)}.
if ∣AF ∣ < ν thenF˜ ∶= F˜ ∖ {F}.
end if
end for
Die Bestimmung der zugehörigen geschätzten charakteristischen Zuordnung kann
wieder mittels Algorithmus 4 durchgeführt werden. Allerdings kann dies deutlich
beschleunigt werden, wenn die Zulässigkeitsmengen benutzt werden, siehe Algo-
rithmus 7.
Am Ende des vorangegangenen Unterabschnitts haben wir schon erwähnt, dass
es Uneindeutigkeiten gibt, wenn alle aufgezeichneten Spitzen eines Spikes ⟨i, k⟩
auch von anderen Spikes erzeugt werden. Allerdings ist solche eine Situation eher
unwahrscheinlich. Für alle (j, l) ∈ V besitzt die Ursachenmenge von (j, l) dieselbe
Größe wie die charakteristische Menge von (j, l), also ist ∣Rj,l∣ = ∣Cj,l∣. Das führt zur
folgenden Definition: Ein Knoten (j, l) wird einfach bezüglich γ (beziehungsweise
γ˜) genannt, falls ∣γ(j, l)∣ = 1 (beziehungsweise ∣γ˜(j, l)∣ = 1 ist). Eine Instanz Ii,k des
Neurons zi (beziehungsweise eine Instanz I˜F [j, l] eines Charakteristikkandidaten
F ) nennen wir redundant bezüglich γ (beziehungsweise γ˜), falls sie keinen einfa-
chen Knoten bezüglich γ (beziehungsweise γ˜) enthält. Andernfalls nennen wir sie
nicht redundant. Abbildung 2.4.1 gibt ein Beispiel einer redundanten Instanz.
Bei der Aufzeichnung neuronaler Signale kann beispielsweise durch sogenann-
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Algorithmus 7 Beschleunigte Bestimmung der geschätzten charakteristischen Zu-
ordnung
Input: G˜ = (V, E˜), F˜ und {AF ∶ F ∈ F˜}.
for all (j, l) ∈ V do
γ˜(j, l) = ∅.
end for
for all F ∈ F˜ do
for all l ∈ AF do
for all (j′, l′) ∈ I˜F [m(F ), l] do
































Abb. 2.4.1: Wenn I1 = {(1,3), (2,2)}, I2 = {(1,3), (2,3)} und I3 = {(1,4), (2,2), (3,2)}, dar-
gestellt durch die Kanten zwischen den zugehörigen Knoten, Instanzen sind, dann ist I1
redundant bezüglich γ˜ da sowohl (1,3) als auch (2,2) nicht einfach bezüglich γ˜ sind.
te Bursts von Neuronen eine hohe Dichte von Spitzen, also viele Aufzeichnungen
von Spikes innerhalb kurzer Zeit, auftreten. Dabei ist es wahrscheinlich, dass in der
Rekonstruktionsheuristik Verzögerungen zwischen Spike-Records unterschiedlicher
Spikes häufig auftreten und somit möglicherweise redundante Instanzen erzeugen.
Redundante Instanzen sind zur Ursachenerklärung prinzipiell überflüssig, wobei es
jedoch auch in seltenen Fällen vorkommen kann, dass die Instanz trotz Redundanz
eine reale Ursache hat, also die Aufzeichnungen eines Spikes repräsentiert. Wahr-
scheinlicher ist jedoch, dass die Instanz ein zufälliges Artefakt ist und somit gelöscht
werden kann. Man ist also daran interessiert, Instanzenmengen ohne redundante
Instanzen zu finden, die jedoch noch alle Knoten überdecken und somit alle Spike-
Records erklären. Mathematisch ergibt sich damit folgendes Problem, das unter dem
Namen „(Minimum-)Set-Cover-Problem“ bekannt ist.
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Problem 2.4.1. Gegeben sei eine Menge V und ein Mengensystem S über der Menge
V , wobei ⋃S∈S S = V . Gesucht ist eine Teilmenge R ⊆ S minimaler Mächtigkeit mit⋃R∈RR = V .
Das zu diesem Optimierungsproblem gehörende Entscheidungsproblem fragt, ob
es zu einem k ∈ N eine Überdeckung R ⊆ S von V mit ∣R∣ ≤ k gibt. Dies kann dahin-
gehend erweitert werden, dass man eine Gewichtsfunktion c ∶ S → R definiert und
dann eine Teilmenge R mit minimalem Gewicht sucht. Das ist dann das „Minimum-
Weight-Set-Cover-Problem“. Das Ausgangsproblem entspricht dann dem Spezialfall,
dass jede Menge S ∈ S das Gewicht 1 besitzt. In unserem Anwendungsfall ist das
V aus dem Problem die Knotenmenge des Verzögerungsgraphen und S ist die Men-
ge aller Instanzen von geschätzten Charakteristiken C ∈ C′, also S = ⋃C∈C′ IC . Wir
erinnern daran, dass IC die Instanzenmenge der geschätzten Charakterisik C ist,
siehe (2.14). Wir bemerken noch, dass wir zwischen einer Minimum-Lösung, also
solch einer, die im obigen Problem gesucht wird, und einer minimalen Lösung unter-
scheiden. Eine minimale Lösung ist ein Mengensystem R ⊆ S mit ⋃R∈RR = V , das
jedoch nach Entfernen einer beliebigen Menge aus R nicht mehr V überdeckt. Die
Größe einer Minimum-Überdeckung ist eine nur von der Probleminstanz abhängige
eindeutig bestimmte Zahl, wohingegen minimale Überdeckungen unterschiedliche
Größen besitzen können. Minimum-Lösungen sind klarerweise minimal, allerdings
bedeutet die Redundanzfreiheit einer Instanzenteilmenge R, die V überdeckt, nur,
dass sie eine minimale Lösung ist. Damit führt sequentielles Entfernen von redun-
danten Instanzen nicht unbedingt zu einer angestrebten Minimum-Lösung. Wenn
wir voraussetzen, dass für alle S ∈ S die Ungleichung ∣S∣ ≤ 2 gilt, so können wir
V als Knotenmenge und die zweielementigen Mengen als Kanten auffassen. Wir
erhalten dafür eine optimale Lösung indem wir zunächst das „(Minimum-)Edge-
Cover-Problem“ lösen und dann alle eventuell vorhandenen isolierten Knoten mit
einelementigen Mengen überdecken. Das „(Minimum-)Edge-Cover-Problem“ ergibt
sich durch die Einschränkung S ′ = {S ∈ S ∶ ∣S∣ = 2} und V ′ = ⋃S∈S′ S. Für dieses Pro-
blem gibt es einen Polynomialzeitalgorithmus mit Laufzeit O(∣V ∣3). Man bestimmt
zunächst ein Maximum-Matching mit Edmonds „Blossom Algorithmus“ und fügt da-
nach noch Kanten ein, die je einen weiteren noch nicht überdeckten Knoten über-
decken, bis alle Knoten überdeckt sind. Theoretische Betrachtungen zu Maximum-
Matchings finden sich in Kapitel 10 von [29], Edmonds „Blossom Algorithmus“ wird
in Abschnitt 10.5 beschrieben. Damit ergibt sich eine Minimum-Lösung. Das allge-
meine „Set-Cover-Problem“ (Entscheidungsversion) ist NP-vollständig [28] und so-
mit schwer exakt lösbar. Es gibt jedoch approximative heuristische Algorithmen, die
mit geringerem Aufwand trotzdem annehmbare Lösungen liefern. Zwei davon sind
unter anderem in Kapitel 16 von [29] beschrieben. Hier verwenden wir einen sol-
chen approximativen Algorithmus. Falls die Instanz I˜F [j, l] redundant bezüglich γ˜
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ist, dann löschen wir F aus allen Mengen γ˜(j′, l′) mit (j′, l′) ∈ I˜F [j, l]. Zu beachten
ist, dass nach der Löschung einer redundanten Instanz eine andere vorher redun-
dante Instanz nun nicht mehr redundant zu sein braucht. Damit hat die Reihenfolge
der Löschung Einfluss auf das Endergebnis. Da wir keine vernünftige Zielfunktion
für den Löschungsprozess kennen, wenden wir wieder eine Greedy-Heuristik an.
Dazu durchlaufen wir wieder alle Knoten aus V und löschen zunächst redundan-
te Instanzen kleiner Größe. Solche kleinen Instanzen sind wahrscheinlicher zufällig
entstanden und somit weniger wahrscheinlich durch ein Neuron erzeugt als die grö-
ßeren Instanzen. Eine genaue Beschreibung findet sich in Algorithmus 8.
Algorithmus 8 Löschung redundanter Instanzen
Input: γ˜ ∶ V → 2F˜ .
Ordne die Elemente von F˜ aufsteigend nach der Größe ihres Definitionsbereichs.
for all F ∈ F˜ do
for all l ∈ AF do
if I˜F [m(F ), l] ist redundant then
AF ∶= AF ∖ {l}.
for all (j′, l′) ∈ I˜F [m(F ), l] do





Die Löschung redundanter Instanzen kann zur Folge haben, dass manche Charak-
teristikkandidaten nicht mehr mindestens ν Instanzen besitzen, die durch γ˜ aufge-
listet sind. In solch einem Fall löschen wir den Charakteristikkandidaten komplett.
Das ist in Algorithmus 9 beschrieben.
Zusammenfassend führen wir die folgenden Algorithmen aus, um eine geschätzte
Lösung für unser Rekonstruktionsproblem zu erhalten: Bestimmung des geschätzen
Verzögerungsgraphen mittels Algorithmus 1, dann Anwendung von Algorithmus 6
inklusive Algorithmus 5, Algorithmus 7, Algorithmus 8 und Algorithmus 9. Es kann
vorkommen, dass es am Ende einige Knoten (j, l) mit γ˜(j, l) = ∅ gibt. Solch einen
Knoten (j, l) interpretieren wir als aufgezeichnete Spitze eines Neurons, welches
nur elektrischen Kontakt zur Elektrode ej besitzt. Das ist möglich, da wir in unserer
heuristischen Betrachtung Abweichungen von Annahme 2.3.3 erlaubt haben. Anders
gesagt führen wir schließlich zugehörige normierte Charakteristiken C(j) ein, die -
aufgefasst als Menge von Paaren - nur das Element (j,0) beinhalten. Dann legen wir
γ˜(j, l) = {C(j)} fest und fügen C(j) zu C˜ hinzu. Wir erinnern daran, dass ein Knoten(j, l) einfach bezüglich γ genannt wird, wenn ∣γ(j, l)∣ = 1 ist, das heißt, wenn es
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Algorithmus 9 Löschung selten vorkommender Charakteristikkandidaten
Input: F˜ , {AF ∶ F ∈ F˜} und γ˜ ∶ V → 2F˜ .
for all F ∈ F˜ do
if ∣AF ∣ < ν then
for all l ∈ AF do
for all (j′, l′) ∈ I˜F [m(F ), l] do
γ˜(j′, l′) ∶= γ˜(j, l) ∖ {F}.
end for
end forF˜ ∶= F˜ ∖ {F}.
end if
end forC˜ ∶= F˜ .
Output: Geschätzte Charakteristikenmenge C˜ und geschätzte charakteristische Zu-
ordnung γ˜.
nur einen Spike ⟨i, k⟩ gibt, der die zum Knoten (j, l) gehörende Spitze πj,l erzeugt.
Nach Definition ist (j, l) adjazent zu allen anderen Knoten der Knotenmenge Ii,k des
k-ten Spikes von Neuron zi. Falls dies die einzigen Nachbarn des einfachen Knotens(j, l) in G˜ sind, so nennen wir ihn einen normalen Knoten. Demzufolge ist (j, l)
normal, falls die zugehörige Spitze nur von einem Neuron zi erzeugt wird und falls∣N˜[j, l]∣ = ∣Ni∣ ist. Es ist aus dem folgenden Grund nicht unwahrscheinlich, dass ein
Knoten normal ist: Es ist eher unwahrscheinlich, dass die Spitzen von zwei Neuronen
zu exakt derselben Zeit an derselben Elektrode aufgezeichnet werden und es ist
auch unwahrscheinlich, dass die Differenz πj′,l′ − πj,l mindestens ν-mal auftaucht,
falls (j′, l′) – im Gegensatz zu (j, l) – keine Spitze von zi repräsentiert.
Satz 2.4.1. Falls für jedes Neuron zi mindestens ν2 ∣Ni∣ der von zi erzeugten Knoten nor-
mal sind und falls jede Instanz eines Spikes mindestens einen normalen Knoten enthält,
so lösen die Heuristiken das Rekonstruktionsproblem 2.3.1 exakt, falls die Annahmen
2.3.1,2.3.2,2.3.3 zutreffen.
Beweis. Sei i ∈ [m]. Wegen der ersten Bedingung des Satzes und der Annahme
2.3.1, existiert eine Elektrode ej in der Nachbarschaft von zi, sodass mindestens
ν/2 Knoten von aufgezeichneten Spitzen von zi an Elektrode ej normal sind. Falls(j, l) solch ein normaler Knoten ist, dann ist der Nachbarschaftsgraph G˜[j, l], dessen
Knotenmenge Ii,k für ein gewisses k ist, ein vollständiger Graph und somit findet der
Greedy-Algorithmus diese Clique K = Ii,k. Die Charakteristik FK ist nach Definition
genau die Charakteristik von zi und sie wird zu M in Algorithmus 6 hinzugefügt.
Außerdem wird sie zu F˜ hinzugefügt, da sie ν/2-mal zur Multimenge M hinzuge-
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fügt wird. Nach Annahme 2.3.1 wird sie am Ende von Algorithmus 6 nicht gelöscht.
Damit wird die Charakteristik Ci von zi als Charakteristikkandidat gefunden. Nach
der zweiten Bedingung des Theorems ist keine Instanz einer Charakteristik eines
Neurons redundant. Demzufolge wird keine Instanz einer Charakteristik eines Neu-
rons bei der Anwendung von Algorithmus 8 gelöscht. Allerdings werden alle an-
deren Instanzen, die keine Instanzen von Charakteristiken eines Neurons sind, von
diesem Algorithmus gelöscht. Das liegt daran, dass sie alle redundant sind, da die
Knoten dieser Instanzen alle auch zu Instanzen von Charakteristiken von Neuro-
nen gehören. Da diese Instanzen alle gelöscht werden, werden schließlich auch die
zugehörigen falschen Charakteristikkandidaten durch Algorithmus 9 entfernt.
Der gewählte Anteil 1/2 von normalen Knoten bezieht sich hier auf den Faktor
in Algorithmus 6 zur Bestimmung der Charakteristikkandidaten. Natürlich bleibt
Satz 2.4.1 gültig, falls zum Beispiel nur ν3 ∣Ni∣ der Knoten, die zu den von einem
beliebigen Neuron zi erzeugten Spitzen gehören, normal sind, wenn gleichzeitig
auch in Algorithmus 6 ν/2 durch ν/3 ersetzt wird. Wenn die zweite Bedingung des
Satzes wirklich erfüllt ist (was allerdings nicht überprüft werden kann), dann kann
der ganze Algorithmus mithilfe der nächsten Proposition vereinfacht werden:
Proposition 2.4.1. Wenn jede Knotenmenge eines Spikes mindestens einen normalen
Knoten enthält, dann ist für jeden Knoten (j, l) ∈ V die Knotenmenge des Nachbar-
schaftsgraphen G˜[j, l] genau dann eine Instanz eines Neurons, wenn G˜[j, l] ein voll-
ständiger Teilgraph ist.
Beweis. Falls Ii,k = N˜[j, l] gilt, dann ist G˜[j, l] ein vollständiger Graph nach Proposi-
tion 2.2.2. Sei also umgekehrt G˜[j, l] ein vollständiger Graph. Sei ⟨i, k⟩ eine Ursache
von (j, l). Dann gilt Ii,k ⊆ N˜[j, l]. Wir müssen zeigen, dass N˜[j, l] ⊆ Ii,k ist. Deswe-
gen sei (j′, l′) ∈ N˜[j, l]. Sei außerdem (j∗, l∗) ∈ Ii,k ein normaler Knoten, der nach
Voraussetzung des Satzes existiert. Dann muss ⟨i, k⟩ auch eine Ursache von (j∗, l∗)
sein und es ist Ii,k = N˜[j∗, l∗]. Da (j, l) adjazent zu (j′, l′) und zu (j∗, l∗) ist und da
G˜[j, l] vollständiger Graph ist, ist (j′, l′) somit auch adjazent zu (j∗, l∗). Demzufolge
gilt (j′, l′) ∈ N˜[j∗, l∗], also (j′, l′) ∈ Ii,k.
Aus Proposition 2.4.1 folgt, dass es ausreicht, für jeden Knoten (j, l) zu testen, ob
der Nachbarschaftsgraph G˜[j, l] ein vollständiger Graph ist. Wenn das der Fall ist, so
kann die zugehörige normierte Charakteristik zur Menge der geschätzten normier-
ten Charakteristiken hinzugefügt werden und diese Charakteristik kann auch gleich
jedem Knoten aus G˜[j, l] zugeordnet werden. Dies ergibt dann bereits die exakte
Lösung des Rekonstruktionsproblems.
Wie schon in Abschnitt 2.2.3 testen wir den Algorithmus anhand von simulier-
ten Daten, diesmal aber mit weniger Aufwand und weniger realistischen Daten, die
aber zu den gemachten Annahmen des Kapitels trotzdem passen. Das Feuerverhal-
ten der Neuronen ist wieder als ein Erneuerungsprozess modelliert, bei dem die
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Länge zwischen zwei aufeinanderfolgenden Spikes die Summe einer Konstanten,
die die Refraktärzeit repräsentiert, und der Realisierung einer exponentialverteilten
Zufallsvariablen. In diesen Tests haben wir die Refraktärzeit auf 100 Zeiteinheiten
festgelegt, wobei wir annehmen, dass diese 100 Zeiteinheiten einer Millisekunde
entsprechen. Wenn beispielsweise λ = 1/900 ist, dann ist die durchschnittliche Län-
ge des Intervalls zwischen zwei Spikes gleich 100 + 900 = 1000 Zeiteinheiten, sodass
in einer Sekunde ungefähr 100 Spikes bei dieser Parameterkonfiguration entstehen.
Wir nehmen hier an, dass die Neuronen unabhängig voneinander feuern. Die Pa-
rameter λ der Exponentialverteilungen werden für jedes Neuron gleichverteilt aus
dem Intervall [λ∗/2,3λ∗/2] ausgewählt, sodass λ∗ dem Erwartungswert der Para-
meter entspricht. Damit werden für das Intervall [0,100000] die Spikezeitpunkte
erzeugt und dann auf ganzzahlige Werte gerundet. Das führt zu einer genügend gro-
ßen Anzahl nicht normaler Knoten im geschätzten Verzögerungsgraphen, ansonsten
wäre die Rekonstruktion zu einfach und die Ergebnisse wenig aussagekräftig. Die
elektrischen Kontakte von Neuronen zu den Elektroden werden zufällig erstellt, wo-
bei ein Neuron wenigstens 1 und höchstens 10 Elektrodennachbarn besitzt. In jedem
Fall haben wir n = 60 Elektroden verwendet. Die Verzögerungen werden gleichver-
teilt aus der Menge {0}∪ [L] gewählt, sodass die durchschnittliche Verzögerung L/2
beträgt. Der Parameter ν aus Annahme 2.3.1 wird auf die kleinste Anzahl an Spikes
gesetzt, die von einem der simulierten Neuronen erzeugt wird und der Parameter δ
von Annahme 2.3.2 wird auf den größten Absolutwert der relativen Verzögerungen
gesetzt. Wir haben für vier verschiedene Parameterkonfigurationen, beschrieben in
Tabelle 2.4.1, mit jeweils 100 Durchläufen Daten erzeugt und für jeden Durchlauf
die geschätzte Menge der normierten Charakteristiken C˜ und die geschätzte charak-
teristische Zuordnung γ˜ bestimmt.
Testserie 1 2 3 4
Anzahl der Neuronen 50 100 50 100
Durchschnittliche Verzögerung (L/2) 25 25 50 50
Durchschnittliches λ 0.001 0.0003 0.001 0.0003
Tab. 2.4.1: Parameterkonfigurationen von vier Serien simulierter Daten. Für jede Konfigura-
tion wurden 100 unterschiedliche Datensätze erzeugt. Die Anzahl der Elektroden war dabei
in jedem Durchlauf 60 und die Refraktärzeit 100.
Anhand der originalen Menge von normierten Charakteristiken C und der origi-
nalen charakteristischen Zuordnung γ, bestimmen wir den relativen Fehler der nor-
mierten Charakteristiken ζ, siehe (2.12), und den relativen Rekonstruktionsfehler
Γ, siehe (2.13). Die Ergebnisse sind in Tabelle 2.4.2 zusammengefasst.
Je mehr Spitzen im Zeitintervall [0,100000] generiert werden, desto geringer ist
die Wahrscheinlichkeit, dass ein Knoten normal ist, und desto höher ist die Wahr-
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49.79 99.43 49.81 99.25
Relativer Fehler der normier-
ten Charakteristiken ζ
0 0.0033 0 0.0022
Relativer Rekonstruktionsfeh-
ler Γ
0.000097 0.000159 0.000107 0.000158
Tab. 2.4.2: Ergebnisse des Rekonstruktionsalgorithmus für die simulierten Daten
scheinlichkeit, dass die Greedy-Clique nicht die Knotenmenge eines Spikes repräsen-
tiert. In solch einer Situation ist es wahrscheinlicher, dass normierte Charakteristi-
ken der Neuronen vom Algorithmus nicht gefunden werden, da sie möglicherweise
weniger als ν/2-mal erkannt werden.
Wenn die Anzahl der Neuronen 100, die durchschnittliche Verzögerung 25 und
das durchschnittliche λ gleich 0.001 ist, dann beträgt die Laufzeit des Rekonstrukti-
onsalgorithmus für einen generierten Datensatz mit 43 174 aufgezeichneten Spitzen
57 Sekunden, wobei ein Intel Core i7-2600 3.4GHz Vierkern-Prozessor (von dem
wohl nur ein Kern benutzt wurde) und 16GB RAM zum Einsatz kamen.
Das Zeitintervall der Länge 100000 entspricht in diesem Fall einer Sekunde. Das
scheint wenig zu sein, ist aber bei den gegebenen Bedingungen ausreichend, um mit
nur einem kleinen Fehler die normierten Charakteristiken zu schätzen. Für größere
Zeitintervalle kann die Rekonstruktion deutlich schneller und effizienter durchge-
führt werden, da die Menge der geschätzten normierten Charakteristiken C˜ schon
bekannt ist: Gegeben seien eine neue Spitze πj,l und alle weiteren Spitzen in einem
Zeitintervall der Länge δ um den Zeitpunkt πj,l. Dann braucht man nur zu testen,
welche der Elemente von C˜ für (j, l) zulässig sind. Bei einem positiven Testergebnis
wird die normierte Charakteristik dem Knoten (j, l) zugeordnet. Das ist dann der
Anfang eines Online-Spike-Sorting-Verfahrens.
2.5 Schätzung des Verbindungsgraphen mittels Cliquenüber-
deckungen
Wir betrachten nun noch einmal den auf Seite 10 eingeführten bipartiten Verbin-
dungsgraphenGC . Daraus erhalten wir den Zell-HypergraphenHZ = (VZ , FZ), wobei
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VZ = [n] die Menge der Indizes der Elektroden und FZ = {Ni ∶ i ∈ [m]} die Menge
der Nachbarschaften ist. Gesucht ist nun eine gute Schätzung für HZ , woraus sich
eine Schätzung für den Verbindungsgraphen konstruieren lässt. Wir nennen eine
Zelle zi genau dann maximal verbunden, wenn es keine Zelle zk gibt, mit Ni ⊊ Nk.
Zellen zi und zk mit gleicher Nachbarschaft können anhand der oft nur sehr kleinen
Verzögerungen unter realen Bedingungen mit Messfehlern nur schwer unterschie-
den werden. Hier muss man dann mit einem klassischen Spike-Sorting-Verfahren
fortsetzen, das auf dem Vergleich der Wellenformen beruht. Je mehr Elemente Ni
und damit auch Nk haben, desto leichter wird die Unterscheidung, da man gleich-
zeitig ∣Ni∣ Aufzeichnungen zur Verfügung hat. Wir fassen daher Zellen mit gleicher
Nachbarschaft zu einer idealisierten Zelle zusammen. Ein mögliches Vorgehen zur
Bestimmung der Nachbarschaften ist wie folgt:
1. Bestimme aus dem Verzögerungsgraphen einige maximal verbundene Zellen.
Falls keine gefunden wurden, breche hier ab. Ansonsten fahre mit 2. fort.
2. Entferne aus dem Verzögerungsgraphen die Instanzen dieser (geschätzten)
Zellen und fahre mit 1. fort.
Wir wollen hier den ersten Schritt näher beleuchten. Dazu führen wir weitere Be-
griffe ein. Sei H = (V,F ) ein Hypergraph. Wir betrachten den 2-section Graph (Cli-
quengraph) von H, das heißt den Graph GH = (V,EH) auf der Knotenmenge von H,
wobei {u, v} ∈ EH , wenn es eine Kante in H gibt, die sowohl u als auch v enthält.
Eine Teilmenge C von V nennen wir schwache Clique von H, falls C eine Clique
in GH ist. Eine schwache Kantencliquenüberdeckung von H ist eine Familie C von
schwachen Cliquen von H, sodass für alle Hyperkanten e ∈ F ein C ∈ C existiert mit
e ⊆ C. Im 1. Schritt bestimmen wir nun zunächst den geschätzten 2-section Graphen
GHZ = (VHZ ,EHZ) vom Zell-Hypergraphen HZ wie folgt: Es ist VHZ = VZ . Wir haben
ij ∈ EHZ genau dann, wenn ∣Ei,j ∣ ≥ ν, es also im Verzögerungsgraphen zwischen den
zu den Elektroden zugehörigen Knotenmengen Vi und Vj mindestens ν Kanten gibt.
Weiterhin bestimmen wir für „kleine“ Teilmengen A von VZ die Anzahl s(A) derje-
nigen vollständigen Teilgraphen des Verzögerungsgraphen auf ∣A∣ Knoten, wobei für
jedes i ∈ A genau ein Knoten aus Vi enthalten ist. Da der Verzögerungsgraph n-partit
ist, ist die letzte Bedingung automatisch erfüllt. Insbesondere gilt also s({i, j}) ≥ ν,
falls ij ∈ E ist. Da induzierte Teilgraphen von vollständigen Graphen selbst wieder
vollständig sind, gilt außerdem
s(B) ≥ s(A), falls B ⊆ A. (2.15)
Es kann nun passieren, dass an einigen Elektroden Spikes nicht aufgezeichnet wer-
den, beispielsweise durch Überlappungen oder übermäßiges Rauschen. Diesen Fall
lassen wir ausdrücklich zu. Daher kann es passieren, dass für eine Zelle zi und
44
Kapitel 2. Mathematische Modellierung von Zellsignalen auf Multielektrodenarrays
B ⊆ A = Ni auch s(B) > s(A) ist. Ein einfaches Beispiel mit 3 Elektroden und einer
Zelle zi mit Ni = {1,2,3} mit Verzögerungen, die konstant 0 sind, soll verdeutlichen,


































Abb. 2.5.1: Hier sind die unvollständigen Aufzeichnungen einer Zelle mit Nachbarschaft
N = {1,2,3} im Verzögerungsgraphen dargestellt. Dies soll veranschaulichen, was bei nicht-
aufgezeichneten Spikes passieren kann. Die grünen Kreise enthalten die Aufzeichnungszeit-
punkte der Spikes und den entsprechenden Knotennamen im Verzögerungsgraph. In den
roten Kreisen sind die Zeitpunkte der Spikes enthalten, die fehlerhafterweise nicht aufge-
zeichnet wurden und somit auch keinen Knoten des Verzögerungsgraphen repräsentieren.
Es gilt somit hier s({1,2}) = s({1,3}) = s({2,3}) = 3, jedoch s({1,2,3} = 1.
Aus dem geschätzten 2-section Graphen GHZ bilden wir nun den gesicherten Zell-
Hypergraphen HS = (VS , FS) mit VS = VZ . Wir setzen A ∈ FS , falls s(A) ≥ ν ist.
Wegen (2.15) gilt
B ⊆ A ∈ FS ⇒ B ∈ FS .
Würden keine Fehler auftreten und wäre s(A) < ν für alle A, die nicht vollständig
in der Nachbarschaft einer Zelle enthalten sind (zufälliges häufiges Auftreten von
Spikeaufzeichnungen mit gleicher relativer Verzögerung ist unwahrscheinlich), so
wäre die Menge
C = {Ni ∶ zi ist maximal verbundene Zelle}
eine schwache Cliquenüberdeckung von HS . Da wir aber Fehler haben, suchen wir
nach einer möglichst guten schwachen Cliquenüberdeckung von HS mit möglichst
großen und sicheren Cliquen. Hierzu legen wir einen unteren Schwellwert ν0 < ν
fest, sodass A ⊆ VS nur dann potentiell als Nachbarschaft einer Zelle in Frage
kommt, wenn s(A) > ν0 ist. Für jedes A ⊆ VZ , das eine Clique im geschätzten 2-
section Graphen GHZ ist, legen wir nun ein Gewicht wie folgt fest:
w(A) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, falls s(A) ≥ ν,
ν−ν0
s(A)−ν0 , falls ν0 < s(A) < ν,∞, falls s(A) ≤ ν0.
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Für eine Cliquenüberdeckung C sei
w(C) = ∑
C∈Cw(C).
Wir suchen nun eine schwache Kantencliquenüberdeckung C mit minimalem Ge-
wicht w(C) und betrachten die Elemente C von C als Nachbarschaften von maxi-
mal verbundenen Zellen. Hierdurch werden die gesicherten (Teil-)Nachbarschaften
A ∈ FS überdeckt und größere Cliquen C bevorzugt, falls s(C) nicht zu weit von
ν entfernt ist. Es werden also relativ sichere große Nachbarschaften geschätzt. Zu-
sammenfassend betrachten wir also das folgende Problem:
Problem 2.5.1. Sei H = (V,F ) ein Hypergraph und keine schwache Clique C ⊆ V sei
größer als kmax. Außerdem sei eine Abbildung w gegeben, die jeder schwachen Clique
C von H einen Wert aus R+ ∪ {∞} zuordnet. Finde eine schwache Kantencliquenüber-
deckung C von H mit minimalem w(C).
Dieses Problem können wir in ein Knotencliquenüberdeckungsproblem transfor-
mieren, um es algorithmisch einfacher handhaben zu können. Dazu betrachten wir
zunächst die folgende Transformation, die im NP-Vollständigkeitsbeweis des Kanten-
cliquenüberdeckungsproblems verwendet wurde, um es auf das Knotencliquenüber-
deckungsproblem zu reduzieren, siehe [30]. Sei G = (V,E) ein Graph mit V = [n].
Dann wird der transformierte Graph G˜ = (V˜ , E˜) durch V˜ = E und
{{i, j},{i′, j′}} ∈ E˜, falls eine Clique C ⊆ V mit i, j, i′, j′ ∈ C existiert.
definiert. Sei χv(G) (beziehungsweise χe(G)) die Knotencliquenüberdeckungszahl
(beziehungsweise Kantencliquenüberdeckungszahl) des Graphen G = (V,E), also
die minimale Anzahl von Cliquen, deren induzierte Teilgraphen alle Knoten (be-
ziehungsweise Kanten) von G überdecken. Es kann gezeigt werden, dass χe(G) =
χv(G˜), welches einen wesentlichen Teil des NP-Vollständigkeitsbeweises des Kan-
tencliquenüberdeckungsproblems darstellt, da die Transformation in Polynomialzeit
durchgeführt werden kann. Dazu muss nur für alle Paare von Kanten getestet wer-
den, ob die bis zu vier verschiedenen Endknoten, alle untereinander benachbart
sind. Diese Konzepte wollen wir nun verallgemeinern und auf das Problem 2.5.1
anwenden. Dafür definieren wir den schwachen Kantencliquengraphen G˜H = (V˜ , E˜)
eines Hypergraphen H = (V,F ) wie folgt: Es seien V˜ = F und für A,B ∈ V˜ , A ≠ B,
sei
AB ∈ E˜ ⇐⇒ ∃ Clique C in GH mit A,B ⊆ C.
Weiterhin definieren wir das Gewicht w˜(C˜) einer Clique C˜ in G˜H folgendermaßen:
Für C˜ = {A1,A2, . . . ,Ak} sei w˜(C˜) ∶= w(A1 ∪ A2 ∪ ⋅ ⋅ ⋅ ∪ Ak). Damit können wir das
zugehörige Knotenüberdeckungsproblem erstmal allgemein formulieren.
46
Kapitel 2. Mathematische Modellierung von Zellsignalen auf Multielektrodenarrays
Problem 2.5.2. Sei G = (V,E) ein Graph und w eine Abbildung, die jeder Clique
C ⊆ V einen Wert aus R+ ∪{∞} zuordnet. Finde eine Knotencliquenüberdeckung C von
G mit minimalem w(C).
In unserem speziellen Fall suchen wir also eine Knotencliquenüberdeckung von
G˜HS mit minimalem Gewicht bezüglich der Funktion w˜. Nun zeigen wir, dass wir
aus einer optimalen Lösung von Problem 2.5.2 für G˜HS einfach eine optimale Lö-
sung von Problem 2.5.1 für HS generieren können. Dazu benötigen wir ein paar
zusätzliche Begriffe, die wir nun einführen wollen. Sei H = (V,F ) ein Hypergraph
mit Gewichtsfunktion w wie in Problem 2.5.1 gegeben. Die schwache gewichtete Kan-
tencliquenüberdeckungszahl von H sei das kleinste Gewicht χwe (H) einer schwachen
Kantencliquenüberdeckung von H bezüglich w. Weiterhin sei ein Graph G = (V,E)
mit Gewichtsfunktion w wie in Problem 2.5.2 gegeben. Dann definieren wir die ge-
wichtete Knotencliquenüberdeckungszahl von G als das kleinste Gewicht χwv (G) einer
Knotencliquenüberdeckung von G bezüglich w. Mit diesen Definitionen sind wir in
der Lage den folgenden Satz zu zeigen. Dabei sei der schwache Kantencliquengraph
G˜H samt Gewichtsfunktion w˜ wie auf Seite 46 definiert.
Proposition 2.5.1. Sei H = (V,F ) ein Hypergraph mit Gewichtsfunktion w wie in
Problem 2.5.1 gegeben. Dann gilt
χwe (H) = χw˜v (G˜H).
Beweis. Sei C eine schwache Kantencliquenüberdeckung vonH vom Gewicht χwe (H).
Für jedes C ∈ C sei C˜ = {A ∈ F ∶ A ⊆ C}. Dann ist C˜ eine Clique in G˜H mit
w˜(C˜) = w(C) und C˜ = {C˜ ∶ C ∈ C} ist eine Knotencliquenüberdeckung von G˜H
vom Gewicht χwe (H). Demzufolge gilt χwe (H) ≥ χw˜v (G˜H). Nun sei C˜ eine Knotencli-
quenüberdeckung von G˜H vom Gewicht χw˜v (G˜H). Für jedes C˜ ∈ C˜ sei C = ⋃A∈C˜ A.
Dann ist C eine schwache Clique in H vom Gewicht w(C) = w˜(C˜). Um dies zu
zeigen, betrachten wir zwei beliebige Knoten x, y ∈ C und zeigen, dass sie in GH
benachbart sind. Zunächst betrachten wir den Fall, dass es ein A ∈ C˜ mit x, y ∈ A
gibt. Dann gilt nach Konstruktion von GH , {x, y} ∈ EH . Alternativ gibt es A,A′ ∈ C˜
mit x ∈ A und y ∈ A′. Da A und A′ in G˜H benachbart sind, existiert eine schwa-
che Clique in H, deren induzierter Teilhypergraph beide Hyperkanten enthält, was
impliziert, dass x und y benachbart sind. Somit ist dann auch C = {C ∶ C˜ ∈ C˜} ei-
ne schwache Kantencliquenüberdeckung von H vom Gewicht χw˜v (G˜H). Demzufolge
gilt χw˜v (G˜H) ≥ χwe (H).
Es stellt sich die Frage, warum wir hier den Umweg über den 2-section Graphen
gehen und dabei nur schwache Cliquen von H betrachten. Man könnte zum Beispiel
einen k-uniformen Hypergraphen H = (V,F ), das heißt einen Hypergraphen, dessen
Kanten alle die Mächtigkeit k besitzen, direkt transformieren in H˜ = (V˜ , E˜) mit
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V˜ = F und
{A,A′} ∈ E˜, falls eine Clique C ⊆ V existiert, mit A ∪A′ ⊆ C.
Dabei sei C genau dann eine Clique in H, wenn (Ck) ⊆ F ist. Das Problem dabei ist,
dass dann zu einer Clique C˜ in H˜ die Menge mit C = ⋃e∈C˜ e nicht mehr zwangsläufig
eine Clique C in H ist, was wichtig für den Beweis von Satz 2.5.1 war. Dies wird
durch das folgende Beispiel verdeutlicht.
Beispiel 2.5.1. Wir betrachten den 3-uniformen Hypergraphen H = (V,F ) mit V =[0,5] und F = ({0,1,2,3,4}3 )∪ ({0,1,2,3,5}3 )∪ ({0,1,2,4,5}3 ). Es sind {0,1,3} und {1,2,4} in H˜
benachbart, da {0,1,2,3,4} eine Clique in H ist. Analog sieht man, dass auch {0,1,3}
und {0,2,5} sowie {1,2,4} und {0,2,5} in H˜ benachbart sind.
Also ist {{0,1,3},{1,2,4},{0,2,5}} eine Clique in H˜. Allerdings ist {0,1,2,3,4,5} ={0,1,3} ∪ {0,2,5} ∪ {1,2,4} keine Clique in H, denn {3,4,5} ∉ F .
Betrachten wir nun wieder unser ursprüngliches Problem, für den gesicherten
Zell-Hypergraphen HS eine schwache Kantencliquenüberdeckung minimalen Ge-
wichts zu finden. Ohne zusätzliche Annahmen ist dieses Problem, wie auch das nor-
male Kantencliquenüberdeckungsproblem, NP-vollständig und somit schwer algo-
rithmisch zu lösen. Dies trifft auch auf das gewichtete Knotencliquenüberdeckungs-
problem zu. Hier kommt jetzt die Situation der Anwendung ins Spiel. Wir haben
schon in Abschnitt 2.1 angenommen, dass die Nachbarschaften lokal begrenzt sind.
Mit anderen Worten liegen die Elektroden, die zu der Nachbarschaft einer Zelle
gehören, auf dem Multielektrodenarray relativ dicht beieinander. Damit ist insbe-
sondere auch die Hyperkantenanzahl des gesicherten Zell-Hypergraphen HS rela-
tiv klein. Wenn man nun die Elektroden geschickt nummeriert, sodass die Elek-
troden in derselben Nachbarschaft ähnliche Nummern aufweisen und dies für alle
Nachbarschaften gilt, so gilt für HS , dass die Differenz aus dem maximalen und
dem minimalen Element einer Hyperkante für alle Hyperkanten relativ klein ist.
Formal möchte man also eine Nummerierung der Knoten von HS finden, sodass
max{max(A) −min(A) ∶ A ∈ FS}, die sogenannte Bandbreite, minimal wird. Dieses
Bandbreitenproblem, welches in Kapitel 3 ausführlicher besprochen wird, ist lei-
der auch NP-vollständig, siehe [37], aber es existieren Heuristiken, wie der Cuthill-
McKee-Algorithmus [14], mit denen man zumindest eine gute Lösung finden kann.
Der Vorteil einer solchen guten Nummerierung ist, dass die Bandbreite des Gra-
phen durch eine Zahl b nach oben beschränkt werden kann und die Cliquenüber-
deckungsprobleme für Graphen mit beschränkter Bandbreite in linearer Zeit lösbar
sind. Siehe dazu [6] für einen Linearzeitalgorithmus, der auf dynamischer Program-
mierung beruht und sogar mit der schwächeren Voraussetzung der beschränkten
Baumweite auskommt, auf die wir hier aber nicht näher eingehen wollen. Wegen
der lokalen Begrenztheit und der relativ geringen Hyperkantenanzahl, können wir
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annehmen, dass die obere Schranke b für die Bandbreite von HS relativ klein sein
wird. Nun wollen wir aber das Knotencliquenüberdeckungsproblem für den schwa-
chen Kantencliquengraphen G˜HS effizient lösen. Allerdings ist es nicht klar, dass,
wenn HS eine beschränkte Bandbreite hat, auch G˜HS eine beschränkte Bandbreite
besitzt. Um dieses Problem anzugehen benötigen wir noch ein paar zusätzliche Be-
zeichnungen. Für ganze Zahlen i < j sei [i, j] = {i, i + 1, . . . , j}. Für A ⊆ [i, j] seien
zudem A = min(A) und A = max(A). Weiter sei für natürliche Zahlen k die Menge([i,j]
k
) = {X ⊆ [i, j] ∶ ∣X ∣ = k} definiert. Sei K nun die Menge aller Mächtigkeiten von
Hyperkanten von HS und b eine obere Schranke für die Bandbreite von HS . Außer-
dem seien die Knoten von HS von 0 bis n so nummeriert, dass für alle Hyperkanten
A ∈ FS gilt, dass A−A ≤ b ist. Nun betrachten wir den Hypergraphen HB = (VB, FB)
mit VB = VS und
FB = {X ∈ ⋃
k∈K ([0, n]k ) ∶ X −X ≤ b} .
Dann enthält HB den gesicherten Zell-Hypergraphen HS als Teilhypergraphen und
HB ist der Hypergraph der Bandbreite b, der alle möglichen Hyperkanten mit Mäch-
tigkeit aus K enthält. Dabei gilt max(K) ≤ b + 1, denn sonst kann der Hypergraph
nicht die Bandbreite b besitzen. Nun betrachten wir den schwachen Kantencliquen-
graphen von HB und bezeichnen ihn mit Gn,K,b = (Vn,K,b,En,K,b), da wir ihn später
genauer untersuchen wollen. Damit gilt
Vn,K,b = {X ∈ ⋃
k∈K ([0, n]k ) ∶ X −X ≤ b}
und
En,K,b = {{X,Y } ⊆ Vn,K,b ∶X ∪ Y −X ∪ Y ≤ b} .
Da G˜HS ein Teilgraph von Gn,K,b ist, ist die Bandbreite von Gn,K,b eine obere Schran-
ke für die Bandbreite von G˜HS . In Kapitel 3 werden wir die Bandbreite des Graphen
für unterschiedliche Fälle genau untersuchen, wobei wir zunächst in den Abschnit-
ten 3.2, 3.3 und 3.4 nur einelementige Mengen K = {k} zulassen, was vorkommt,
wenn HS ein k-uniformer Hypergraph ist. Diese Resultate verallgemeinern wir dann
schließlich auf beliebige K in Abschnitt 3.5. Wir greifen hier schon einmal vor, dass
die Bandbreite von Gn,K,b für konstantes b von n unabhängig nach oben beschränkt
werden kann und ab einem hinreichend großen n sogar konstant ist, siehe dazu auch
Satz 3.5.1. Damit ist auch die Bandbreite von G˜HS nach oben durch eine Konstante
beschränkt. Dieses Resultat ermöglicht es, dass wir einen relativ einfachen, auf dy-
namischer Optimierung basierenden Algorithmus zur Bestimmung einer Knotencli-
quenüberdeckung mit minimalem Gewicht vom schwachen Kantencliquengraphen
G˜HS angeben können.
Wir betrachten jetzt wieder allgemein einen Graphen G = (V,E) mit V = [n] und
durch b nach oben beschränkter Bandbreite. Außerdem sei eine Gewichtsfunktion w
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gegeben, die jeder Clique C ⊆ V einen Wert aus R+∪{∞} zuordnet. Wir nennen i ∈ V
einen Startknoten, falls es einen Nachbarn j ∈ V von i gibt mit j > i. Für t = 1, . . . , n
sei Gt = G[[t]] der durch [t] induzierte Teilgraph von G, wobei wir G0 als den leeren
Graphen definieren. Weiter sei Ft die Familie der induzierten Teilgraphen von Gt,
die durch Wegnahme einer gewissen Anzahl von Startknoten aus {t−b+1, . . . , t}∩[n]
entstehen. Dabei gilt ∣Ft∣ ≤ 2b sowie G ∈ Fn. Im Sinne der dynamischen Optimierung
gehen wir davon aus, dass χwv (F ′) für alle F ′ ∈ Ft−1 bekannt sei. Wir können nun
χwv (F ) für alle F ∈ Ft wie folgt bestimmen. Dazu bezeichne V (F ) die Knotenmenge
von F .
1. Fall: t ∉ V (F ).
Dann ist t ein Startknoten, der aus Gt mit eventuell weiteren Knoten entfernt wurde.
Dann ist F ∈ Ft−1 und somit χwv (F ) bekannt.
2. Fall: t ∈ V (F ).
Sei Ct die Familie aller Cliquen in F , die t enthalten. Es gilt ∣Ct∣ ≤ 2b, da t wegen
der beschränkten Bandbreite höchstens b Nachbarn in F hat. Für C ∈ Ct sei F − C
der induzierte Teilgraph von F , der durch Wegnahme der Knoten aus C und aller
mit ihnen inzidenten Kanten entsteht. Da alle Knoten aus [t − 1], die adjazent zu t
sind, Startknoten sind und in {t− b+ 1, . . . , t− 1} liegen, ist F −C ∈ Ft−1. Da t durch
mindestens eine Clique überdeckt werden muss, folgt
χwv (F ) =min{χwv (F −C) +w(C) ∶ C ∈ Ct}.
Nach diesen Vorbereitungen können wir nun einen Algorithmus zur Bestimmung
von χwv (G) angeben.
Algorithmus 10 Iterative Cliquenüberdeckung
Input: Graph (V = [n],E) mit ∣i − j∣ ≤ b für alle {i, j} ∈ E.
Setze χwv (G0) = 0.
for t ∶= 1 to n do
for all F ∈ Ft do
if t ∈ V (F ) then





Damit beschließen wir dieses Kapitel und bestimmen im nächsten Kapitel die





In diesem Kapitel wollen wir uns mit einer Eigenschaft von Graphen beschäftigen,
deren ursprüngliche Motivation einerseits aus der Betrachtung von Codes und an-
dererseits aus dem Wunsch nach effizientem Rechnen mit dünnbesetzten Matrizen
herrührt. Die geschichtlichen Hintergründe wollen wir im nächsten Abschnitt be-
schreiben, doch zunächst werden wir klären, um was es sich bei der sogenannten
Bandbreite handelt. Das Bandbreitenproblem für Graphen, aufgefasst als Optimie-
rungsproblem, besteht darin, eine Nummerierung der Knoten derart zu finden, dass
die maximale Differenz der Nummern zweier benachbarter Knoten minimal ist. Für
eine formale Einführung benötigen wir jedoch noch ein paar Vorbereitungen. Wir er-
innern, dass [n] = {1, . . . , n}. Weiter erinnern wir an die Erweiterung dieser Schreib-
weise in Form von [i, j] = {i, i+1, . . . , j−1, j} für ganze Zahlen i, j mit i < j. Für einen
einfachen Graphen G = (V,E) mit ∣V ∣ = n nennen wir eine Bijektion f ∶ V → [n]
eine Nummerierung von G. Sei f nun eine Nummerierung von G. Wir nennen
Bf(G) ∶=max{∣f(u) − f(v)∣ ∶ {u, v} ∈ E}
die Bandbreite von f . Damit können wir die Bandbreite von G definieren als
B(G) ∶=min{Bf(G) ∶ f ist eine Nummerierung von G}.
Dabei nennen wir eine Nummerierung f Bandbreitennummerierung von G, wenn
Bf(G) = B(G). Weiter nennen wir df(u, v) ∶= ∣f(u) − f(v)∣ für zwei Knoten u, v ∈
V die f -Distanz von u und v. Das Konzept der Bandbreite kann auch einfach auf
Hypergraphen H = (V,E) erweitert werden. Dort haben wir
Bf(H) ∶=max{∣f(u) − f(v)∣ ∶ ∃e ∈ E mit u, v ∈ e}
und die Definition der Bandbreite des Hypergraphen ist identisch mit der für Gra-
phen. Es gibt verschiedene verwandte Eigenschaften, wie die Bandbreitensumme
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oder die zyklische Bandbreite, die aber nicht Gegenstand dieser Arbeit sind. Die ers-
te Erwähnung des Bandbreitenproblems im graphentheoretischen Sinne findet sich
in der Arbeit [22] von Harper, bei der Untersuchung eines Problems aus der Co-
dierungstheorie. Dort wird das Bandbreitensummenproblem für den Hyperwürfel
gelöst und am Ende noch die Frage aufgeworfen, wie denn die Knoten des Hyper-
würfels nummeriert werden müssten, damit die Bandbreite minimal wird.
Die Banbreitenminimierung hat einige Anwendungen. Die früheste ist die effi-
ziente Speicherung und algorithmische Nutzung dünnbesetzter symmetrischer Ma-
trizen, die beispielsweise bei der Diskretisierung partieller Differentialgleichungen
auftreten, vergleiche hierzu [41]. Nach [8] war dies schon in den 1950er-Jahren
relevant, wobei zum damaligen Zeitpunkt noch keine graphentheoretische Beschrei-
bung des Problems vorlag, sondern die Bandbreite von Matrizen betrachtet wurde.
Das Ziel ist dort, zu einer symmetrischen Matrix M eine simultane Permutation der
Zeilen und Spalten derart zu finden, dass für die Einträge der permutierten Matrix
M ′ folgendes gilt:
max
m′ij≠0 ∣i − j∣ ist minimal.
Einige andere Anwendungen, wie das Problem der optimalen Platzierung von Mo-
dulen auf einem Computerchip mit einer großen Anzahl von Transistoren (VLSI-
Design), das binäre Bedingungserfüllungsproblem (constraint satisfaction problem)
und die Minimierung der Effekte von externen Störungen auf Mehrkanal-Datenüber-
tragung werden beispielsweise in [8, 4, 12] besprochen. Es wurde gezeigt, dass das
Bandbreitenproblem NP-schwer ist [37] und es wurde auch gezeigt, dass selbst eine
Approximation mit einem multiplikativen Faktor kleiner 2 NP-schwer [15] ist. Daher
sind verschiedene Heuristiken, wie der Cuthill-McKee-Algorithmus [14] oder ähn-
liche Ansätze, vergleiche [20], bei Anwendern sehr beliebt. Jedoch ist für manche
Graphen-Klassen die Bandbreite bekannt. Diese schließen folgende Graphen ein: der
Weg, der Kreis, der vollständige Graph, der vollständige bipartite Graph [10], der
Hyperwürfel [23], der Gittergraph [11], spezielle Hamming-Graphen [26] und eini-
ge andere, vergleiche [8]. Allerdings gibt es noch viele Graphen, wo die Bandbreite
unbekannt ist, wie beispielsweise allgemeine Hamming-Graphen, vergleiche hierzu
[25, 3]. Weitere Anwendungen und eine Vielzahl von Resultaten zur Bandbreite von
Graphen sind in den Übersichtsartikeln [8, 31] zu finden.
In den folgenden Abschnitten werden wir die Bandbreite des im Abschnitt 2.5
motivierten Graphen Gn,k,b in Abhängigkeit des Parameters b bestimmen. Nach ein
paar Vorbereitungen in Abschnitt 3.1 ermitteln wir in Abschnitt 3.2 zunächst mit-
tels einer einfachen Nummerierung die asymptotische Bandbreite, wenn b sublinear
mit n wächst. Mittels einer Symmetrisierung verbessern wir dann in Abschnitt 3.3
die Nummerierung und bestimmen damit die exakte Bandbreite für den Fall, dass
b ≥ n+k−12 gilt. Aufgrund der Komplexität des Sachverhalts wird der übrig gebliebene
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Fall, dass b < n+k−12 , aber b linear mit n wächst, in mehrere Unterabschnitte aufge-
teilt. Zunächst beschreiben wir in Unterabschnitt 3.4.1 ein kontinuierliches Problem
auf dem Einheitsquadrat [0,1]2, mit dessen Hilfe wir die asymptotische Bandbreite
des Graphen untersuchen können. Mit Hilfe mehrdimensionaler Riemannintegra-
le und elementaren geometrischen Argumenten werden wir dann in den Unterab-
schnitten 3.4.2 und 3.4.3 obere beziehungsweise untere asymptotische Schranken
für die Bandbreite angeben. In manchen der betrachteten Unterfälle stimmen diese
auch überein, sodass wir hier auch teilweise die asymptotische Bandbreite bestim-
men. Ähnliche Ideen, wie in Abschnitt 3.4 wurden auch schon von anderen Au-
toren benutzt. So nutzt Harper [24] beispielsweise eine kompliziertere Einbettung
in ein kontinuierliches Problem im Einheitswürfel, um Schranken für die Bandbreite
von Hamming-Graphen zu erhalten. Harpers Reduktion auf den Einheitswürfel wur-
de auch in [1] angewendet, um die Kantenbandbreite (Bandbreite des Kantengra-
phen zum betrachteten Graphen) von mehrdimensionalen Gittern und Hamming-
Graphen zu ermitteln. Auch asymptotische Schranken für die Bandbreite von d-
dimensionalen de Bruijn Graphen wurden in [39] mittels eines Ansatzes gefunden,
der auf der Nutzung eines kontinuierlichen Bereiches beruht.
3.1 Elementare Eigenschaften von Gn,k,b
Wir erinnern nochmal an die Definition des Graphen Gn,k,b = (Vn,k,b,En,k,b) für
n, k, b ∈ N mit 1 ≤ k − 1 ≤ b ≤ n. Es ist
Vn,k,b = {X ∈ ([0, n]
k
) ∶X −X ≤ b}
und
En,k,b = {{X,Y } ⊆ Vn,k,b ∶X ∪ Y −X ∪ Y ≤ b} .
Wir beginnen mit ein paar elementaren Eigenschaften dieses Graphen, die sich für
die Bandbreitenbetrachtungen als nützlich erweisen.
Lemma 3.1.1. Ist b′ ≤ b, so ist Gn,k,b′ ein Teilgraph von Gn,k,b und es gilt B(Gn,k,b′) ≤
B(Gn,k,b).
Beweis. Nach Definition gilt sowohl Vn,k,b′ ⊆ Vn,k,b als auch En,k,b ⊆ En,k,b, also ist
Gn,k,b′ ein Teilgraph von Gn,k,b. Damit gilt auch B(Gn,k,b′) ≤ B(Gn,k,b), denn für
eine Bandbreitennummerierung f von Gn,k,b ist f ′ ∶= f ∣Vn,k,b eine Nummerierung
von Gn,k,b′ mit Bf ′(Gn,k,b′) ≤ B(Gn,k,b).
Lemma 3.1.2. Seien X und Y zwei verschiedene Knoten von Gn,k,b. Sie sind genau
dann benachbart, wenn X − Y ≤ b und Y −X ≤ b gilt.
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Beweis. Seien X und Y benachbart. Dann ist X−Y ≤X ∪ Y −X ∪ Y ≤ b und, analog,
Y −X ≤X ∪ Y −X ∪ Y ≤ b.
Nun seien X − Y ≤ b und Y −X ≤ b. Dann gilt X ∪ Y −X ∪ Y = max{X,Y } −
min{X,Y } =max{X −X,X − Y ,Y −X,Y − Y } ≤ b.
Es ist [i, i + k − 1] ∈ Vn,k,b genau dann, wenn 0 ≤ i ≤ n − (k − 1) gilt, und für
0 ≤ i < j ≤ n − (k − 1) sind die Knoten [i, i + k − 1] und [j, j + k − 1] genau dann
benachbart, wenn j ≤ i + b − (k − 1) gilt.
Lemma 3.1.3. Sei 0 ≤ i < j ≤ n − (k − 1). Die Knoten [i, i + k − 1] und [j, j + k − 1]
haben einen Abstand von ⌈ j−ib−k+1⌉ in Gn,k,b.
Beweis. Sei j − i = q(b−k+1)+ r wobei q eine ganze Zahl ist und 1 ≤ r ≤ b−k+1 gilt.
Dann gilt ⌈ j−ib−k+1⌉ = q + 1. Die Knoten [i, i + (k − 1)], [i + b − (k − 1), i + b],[i+2b−2(k−1), i+2b−(k−1)], . . . , [i+qb−q(k−1), i+qb−(q−1)(k−1)], [j, j+(k−1)]
bilden dann einen Weg der Länge q+1 in Gn,k,b. Somit beträgt der Abstand höchstens
q + 1. Wir nehmen nun an, dass die Knoten
X0 = [i, i + (k − 1)],X1, . . . ,Xl−1, [j, j + (k − 1)] =Xl
einen Weg der Länge l in Gn,k,b bilden. Dann haben wir für t = 1, . . . , l, Xt −Xt−1 ≤ b
und Xt −Xt ≥ k − 1, was
Xt −Xt−1 ≤ b − (k − 1) (3.1)
impliziert. Das Aufsummieren der Ungleichungen (3.1) für t = 1, . . . , l führt auf
j − i ≤ l(b − k + 1). Wegen j − i > q(b − k + 1) haben wir l ≥ q + 1 und somit ist der
Abstand mindestens q + 1.
Korollar 3.1.1. Seien X,Y ∈ Vn,k,b und sei X < Y oder X = Y sowie X < Y . Dann
haben X und Y höchstens den Abstand ⌈Y −X−bb−k+1 ⌉ + 1.
Beweis. Seien i =X und j = Y .
Fall 1. j − i ≤ b. Dann ist Y − X ≤ b und X − Y ≤ X − X ≤ b. Folglich sind X
und Y nach Lemma 3.1.2 benachbart und ihr Abstand ist 1. Aus den Bedingungen
an X und Y folgt Y −X > k − 1 und deswegen gilt Y −X − b > (−1)(b − k + 1), was⌈Y −X−bb−k+1 ⌉ + 1 = 1 impliziert.
Fall 2. j − i > b. In diesem Fall ist X benachbart zu X1 = [i + b − k + 1, i + b] und Y
benachbart zu Y1 = [j − b, j − b + k − 1].
Fall 2.1 i+b−k+1 ≥ j−b. Dann sind X1 und Y benachbart, da X1−Y = i+b−Y =
X − Y + b ≤ b und Y −X1 = j − i − b + k − 1 ≤ b. Also haben X und Y einen Abstand
von höchstens 2. Es gilt sogar 2 ≤ ⌈Y −X−bb−k+1 ⌉ + 1 ≤ ⌈ b+(b−k+1)−bb−k+1 ⌉ + 1 = 2.
Fall 2.2 i + b − k + 1 < j − b. Nach Lemma 3.1.3 haben X1 und Y1 einen Abstand
von ⌈ j−b−i−(b−k+1)b−k+1 ⌉ = ⌈Y −X−bb−k+1 ⌉ − 1 und demzufolge haben X und Y einen Abstand
von höchstens ⌈Y −X−bb−k+1 ⌉ + 1.
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Lemma 3.1.4. Der Graph Gn,k,b besitzt die folgende Knotenanzahl:
∣Vn,k,b∣ = (n − b + 1)( b
k − 1) + (bk) = (n + 1)( bk − 1) − (k − 1)(b + 1k ).
Beweis. Der Beweis folgt direkt aus der folgenden Zerlegung der Knotenmenge:
Vn,k,b = n−b⊍
i=0 {X ∈ ([i, i + b]k ) ∶ X = i} ⊍ {X ∈ ([n − b + 1, n]k )} .
Im Folgenden werden wir häufig die Elemente von Vn,k,b als k-Tupel in aufstei-
gender Reihenfolge auffassen, also X = (i1, . . . , ik) mit i1 < ⋅ ⋅ ⋅ < ik. Dann ist X = i1
und X = ik. Weiterhin seien ←Ð
X = (ik, . . . , i1), (3.2)
Xc = (n − ik, . . . , n − i1). (3.3)
Weiter erinnern wir an die Definition der lexikographischen Ordnung <lex. Seien X =(x1, x2, . . . , xp) und Y = (y1, y2, . . . , yq) zwei nicht notwendigerweise gleichlange
Tupel reeller Zahlen. Dann ist X lexikographisch kleiner als Y (X <lex Y ), wenn
1. entweder eine ganze Zahl j mit 1 ≤ j ≤ min(p, q) existiert, sodass xi = yi für
alle i = 1, . . . , j − 1 und aj < bj gilt oder
2. p < q und ai = bi für alle i = 1, . . . , p gilt.
Vergleiche hierzu [13]. Zunächst brauchen wir nur den Fall p = q = k, womit der
zweite Punkt wegfällt. In Abschnitt 3.5 wird jedoch diese allgemeine Version benö-
tigt.
3.2 Asymptotik der Bandbreite von Gn,k,b im Fall b = o(n)
In diesem Abschnitt betrachten wir den Fall, dass b sublinear bezüglich n wächst.
Dazu erinnern wir an einige Notationen der Asymptotik. Seien f, g positive reelle
Folgen, also f, g ∶ N→ R+. Dann gilt
f = o(g) ∶⇐⇒ lim
n→∞ f(n)g(n) = 0, (3.4)
f ∼ g ∶⇐⇒ lim
n→∞ f(n)g(n) = 1, (3.5)
f = O(g) ∶⇐⇒ ∃c ∈ R, sodassf(n) ≤ c ⋅ g(n) für alle n, (3.6)
f ≲ g ∶⇐⇒ f(n) ≤ (1 + o(1))g(n). (3.7)
Vergleiche hierzu [17]. Das zentrale Resultat dieses Abschnitts ist der folgende Satz,
welcher in mehreren Schritten bewiesen wird.
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Satz 3.2.1. Sei k eine feste positive ganze Zahl und 1 ≤ k−1 ≤ b ≤ n. Wenn b = o(n 1k+1 )








Zunächst stellen wir eine einfache Nummerierung vor, die eine obere Schranke
für die Bandbreite liefert.




Beweis. Wir ordnen die Knoten von Gn,k,b lexikographisch an, siehe Seite 55. Sei
flex(X) die Nummer von X ∈ Vn,k,b bezüglich dieser Ordnung. Nun seien X und Y
zwei benachbarte Knoten mit X <lex Y und seien X ′ = [X,X + k − 1] und
Y ′ = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
[X + b − k + 1,X + b], falls X + b ≤ n[n − k + 1, n], sonst.
Die Fallunterscheidung bei Y ′ ist notwendig, da [X + b − k + 1,X + b] für X + b > n
kein Knoten aus Vn,k,b ist. In diesem Fall definieren wir Y ′ als [n − k + 1, n], den
lexikographisch größten Knoten aus Vn,k,b. Dann ist
X ′ ≤lex X <lex Y ≤lex Y ′. (3.8)
Außerdem gilt für j ∈ [0, n − b]
∣{X ∈ Vn,k,b ∶ X = j}∣ = ( b
k − 1).
und, für j ∈ [n − b + 1, n],
∣{X ∈ Vn,k,b ∶ X = j}∣ ≤ ( b
k − 1).
Da Y ′ der lexikographisch kleinste Knoten mit kleinstem Element Y ′ ist, wobei Y ′ ≤
X + b − k + 1 gilt, folgt
∣flex(Y ′) − flex(X ′)∣ ≤ (b − k + 1)( b
k − 1) = k(bk). (3.9)
Nun implizieren (3.8) und (3.9)























Abb. 3.2.1: V6,2,4 mit aufsteigendem Weg vom Knoten mit der kleinsten Nummer ({0,1})
zum Knoten mit der größten Nummer ({5,6}) bezüglich der lexikographischen Ordnung.
was die Behauptung beweist.
Ein kleines Beispiel zur lexikographischen Ordnung findet sich in Abbildung 3.2.1.
Chvátal zeigte in [10], dass eine untere Schranke für die Bandbreite durch
B(G) ≥ ⌈ ∣V ∣ − 1
diam(G)⌉ (3.10)
gegeben ist. Hier ist der Durchmesser diam(G) des Graphen G = (V,E) der maximale
graphentheoretische Abstand zweier beliebiger Knoten von G.
Nach Korollar 3.1.1 beträgt der Abstand zweier beliebiger Knoten von Gn,k,b
höchstens ⌈n−0−bb−k+1 ⌉ + 1 = ⌈n−k+1b−k+1 ⌉ und nach Lemma 3.1.3 haben die Knoten [0, k − 1]
und [n − k + 1, n] einen Abstand von ⌈n−k+1b−k+1 ⌉. Dementsprechend gilt
diam(Gn,k,b) = ⌈n − k + 1
b − k + 1 ⌉ . (3.11)
Damit können wir nun Satz 3.2.1 beweisen.




gilt. Für die untere Schranke nutzen wir die Tatsache, dass (bk) = bkk! + O(bk−1) für
b→∞ ist. Wegen Lemma 3.1.4, (3.10) und (3.11) gilt für n→∞:
B(Gn,k,b) ≥ ⌈ ∣Vn,k,b∣ − 1diam(Gn,k,b)⌉ =
⎡⎢⎢⎢⎢⎢







n +O(b) = k(bk) +O( b
k+1
n )
1 +O( bn) .
Im Falle von b = o(n 1k+1 ) ergibt sich
k(bk) +O( bk+1n )
1 +O( bn) ≥ (k(bk) + o(1))(1 −O ( bn)) = k(bk) − o(1).
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Demzufolge ist B(Gn,k,b) ≥ k(bk) für hinreichend großes n, was den ersten Teil
der Behauptung zeigt.
Falls b = o(n) ist, dann gilt
k(bk) +O( bk+1n )
1 +O( bn) ∼ k(bk),
was zeigt, dass B(Gn,k,b) ≳ k(bk) für n → ∞, was den zweiten Teil der Behauptung
zeigt.
Nachdem wir in diesem Abschnitt im Vergleich zu n „kleine“ b betrachtet haben,
untersuchen wir im nächsten Abschnitt „große“ b, konkret b ≥ n+k−12 . Es wird sich
herausstellen, dass die lexikographische Anordnung dort nicht optimal ist, wir sie
aber dazu verwenden können, um eine neue, für diesen Fall optimale, Anordnung
zu definieren.
3.3 Bandbreite von Gn,k,b im Fall b ≥ n+k−12
Das zentrale Resultat dieses Abschnitts ist der folgende Satz, zu dessen Beweis einige
Teilaussagen beitragen.
Satz 3.3.1. Sei k eine feste positive ganze Zahl und es gelte 1 ≤ k − 1 ≤ b ≤ n. Wenn
b ≥ n+k−12 gilt, dann ist
B(Gn,k,b) = ⎡⎢⎢⎢⎢⎢
(n − b + 1)( bk−1) + (bk) + (2b−n+1k ) − 2
2
⎤⎥⎥⎥⎥⎥ .
Die Idee hier ist, die Bandbreite nach oben durch eine Modifikation der Numme-
rierung aus dem letzten Abschnitt zu beschränken. Dabei wird die Knotenmenge in
drei Teilmengen zerlegt, auf denen dann die Knoten nach unterschiedlichen Krite-
rien angeordnet werden. Zentral für diesen Abschnitt ist die Existenz von Knoten,
die zu allen anderen Knoten im Graphen benachbart sind. Diese fassen wir in der
Menge
C = {X ∈ Vn,k,b ∶ n − b ≤X ≤X ≤ b}
zusammen.
Bemerkung 3.3.1. Es ist C ≠ ∅ genau dann, wenn b ≥ n+k−12 gilt. Es ist
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Wir bezeichnen die Menge der restlichen Knoten mit R = Vn,k,b ∖C und teilen sie
wie folgt weiter auf:
R′ = {X ∈ R ∶ X +X ≠ n},
R′′ = {X ∈ R ∶ X +X = n}.
Sei R′′ = R′′0 ⊍R′′1 eine Zerlegung von R′′, sodass
∣∣R′′0 ∣ − ∣R′′1 ∣∣ ≤ 1 (3.13)
ist. Diese Zerlegung ist abgesehen von der Größe der beiden Mengen völlig beliebig.
Dabei betrachten wir die ZerlegungenR′′ = R′′0⊍R′′1 undR′′ = R′′1⊍R′′0 als verschieden
voneinander. Zerlegungen mit Eigenschaft (3.13) nennen wir balanciert. Weiterhin
definieren wir eine Zerlegung R′ = R′0 ⊍R′1 von R′ durch
R′0 = {X ∈ R′ ∶ X +X < n},
R′1 = {X ∈ R′ ∶ X +X > n}
und mit R0 = R′0 ⊍R′′0 und R1 = R′1 ⊍R′′1 haben wir eine Zerlegung R = R0 ⊍R1 von
R.
Lemma 3.3.1. Es ist ∣∣R0∣ − ∣R1∣∣ ≤ 1.
Beweis. Die Abbildung X ↦ Xc ist eine Bijektion von R′0 auf R′1. Demzufolge ist∣R′0∣ = ∣R′1∣ und mit (3.13) erhalten wir die Behauptung.
Damit ist R = R0 ⊍ R1 auch eine balancierte Zerlegung. Wir definieren nun ei-
ne Nummerierung der Knoten von Vn,k,b in der Form einer Totalordnung ≤. Das
kleinste Element bekommt die Nummer 1, die nächsten Elemente bekommen die
Nummern 2,3, . . . und das maximale Element bekommt die Nummer ∣Vn,k,b∣. Die
Totalordnung werden wir in Form einer ordinalen Summe von Teilordnungen an-
geben: Wenn Vn,k,b = S1 ⊍ ⋅ ⋅ ⋅ ⊍ Sl und ≤i eine Totalordnung auf Si ist, i = 1, . . . , l,
dann bedeutet Vn,k,b = S1 ⊕ ⋅ ⋅ ⋅ ⊕ Sl, dass die Elemente von Vn,k,b wie folgt total ge-
ordnet sind: X ≤ Y , wenn es ein i mit X,Y ∈ Si und X ≤i Y gibt oder wenn i, j mit
i < j und X ∈ Si sowie Y ∈ Sj existieren. Hier haben wir Vn,k,b = R0 ⊍ C ⊍R1, also
l = 3 mit S1 = R0, S2 = C und S3 = R1. Wir definieren die Totalordnung ≤spo(R′′0 ,R′′1 )
mit R′′ = R′′0 ⊍R′′1 und (3.13), welche wir einfache Palindromordnung zur Zerlegung
R′′ = R′′0 ⊍R′′1 (englisch: simple palindrom ordering (SPO)) nennen, wie folgt:
Vn,k,b = R0 ⊕C ⊕R1,
mit den folgenden Teilordnungen:
1. ∀X,Y ∈ R0 = R′0 ⊍R′′0 : X ≤spo(R′′0 ,R′′1 ) Y , wenn X ≤lex Y .
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2. ∀X,Y ∈ C: X ≤spo(R′′0 ,R′′1 ) Y , wenn X ≤lex Y .
3. ∀X,Y ∈ R1 = R′1 ⊍R′′1 : X ≤spo(R′′0 ,R′′1 ) Y , wenn ←ÐX ≤lex ←ÐY .
Wenn die balancierte Zerlegung R′′ = R′′0 ⊍ R′′1 beliebig gewählt werden kann, so
werden wir im weiteren Verlauf zur Abkürzung ≤spo schreiben. Die einfache Palin-




















Abb. 3.3.1: V6,2,4 mit aufsteigendem Weg vom Knoten mit der kleinsten Nummer ({0,1})
zum Knoten mit der größten Nummer ({5,6}) bezüglich der einfachen Palindromordnung
zur Zerlegung R′′ = {{1,5}} ⊍ ∅. Die Knoten sind dabei der Zerlegung V6,2,4 = R0 ⊍ C ⊍R1
entsprechend eingefärbt.
Sei fspo(R′′0 ,R′′1 )(X) die Nummer von X ∈ Vn,k,b in der einfachen Palindromord-
nung zur Zerlegung R′′ = R′′0 ⊍R′′1 . Wir erinnern daran, dass die fspo(R′′0 ,R′′1 )-Distanz
von X,Y ∈ Vn,k,b gegeben ist durch
dfspo(R′′0 ,R′′1 )(X,Y ) = ∣fspo(R′′0 ,R′′1 )(X) − fspo(R′′0 ,R′′1 )(Y )∣.
Lemma 3.3.2. Sei ≤spo eine einfache Palindromordnung zu einer beliebigen balancier-
ten Zerlegung R′′ = A⊍B. Seien X,Y zwei benachbarte Knoten aus Vn,k,b mit X <spo Y
und maximaler fspo-Distanz, wobei zusätzlich X minimal oder Y maximal ist. Dann
ist X = [0, k−1] und Y = [b−k+1, b] oder X = [n−b, n−b+k−1] und Y = [n−k+1, n].
Beweis. Wenn Y ∈ C ist, dann haben X = [0, k − 1] und Y = [b − k + 1, b] maximale
fspo-Distanz. Analog dazu haben X = [n − b, n − b + k − 1] und Y = [n − k + 1, n]
maximale fspo-Distanz, wenn X ∈ C ist. Es ist nicht möglich, dass X und Y beide in
R0 oder beide in R1 liegen, da in diesen Fällen Y durch [b−k+1, b] beziehungsweise
X durch [n − b, n − b + k − 1] ersetzt werden kann. Also bleibt der Fall, dass X ∈ R0
und Y ∈ R1 liegt. Um eine maximale fspo-Distanz zu erreichen, ist die Form X =(X,X+1, . . . ,X+k−1) und Y = (Y −k+1, Y −k+2, . . . , Y ) mit Y −X = b notwendig.
Das ergibt X = [i, i + k − 1] und Y = [i + b − k + 1, i + b] für ein i ∈ [0, n − b]. Um die
Behauptung zu beweisen, ist es nun ausreichend, das Folgende zu zeigen:
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a) Für 1 ≤ i ≤ n−b2 gilt
dspo([i − 1, i + k − 2], [i + b − k, i + b − 1]) ≥ dspo([i, i + k − 1], [i + b − k + 1, i + b]).
b) Für n−b2 < i ≤ n − b gilt
dspo([i − 1, i + k − 2], [i + b − k, i + b − 1]) ≤ dspo([i, i + k − 1], [i + b − k + 1, i + b]).
Wir definieren Ii = {X ∈ Vn,k,b ∶ [i, i+ k − 1] ≤spo X ≤spo [i+ b− k + 1, i+ b]}. Zunächst
bemerken wir, dass C ⊆ Ii für alle i ∈ [0, n − b] ist, da [n − b, n − b + k − 1] das
lexikographisch kleinste und [b − k + 1, b] das lexikographisch größte Element aus
C ist. Um die Ungleichung in Teil a) zu zeigen, genügt es zu beweisen, dass die
Abbildung X = (i1, i2, . . . , ik) ↦ (i1 − 1, i2 − 1, . . . , ik − 1) = X˜ eine Injektion φ von Ii
nach Ii−1 ist. Die Injektivität ist klar. Damit bleibt zu zeigen, dass X˜ = φ(X) ∈ Ii−1
gilt, falls X ∈ Ii ist.
Fall 1. X˜ ∈ C.
Dieser Fall ist einfach, da C ⊆ Ij für alle j gilt.
Fall 2. X˜ ∈ R0.
1. Falls X ∈ R0 ist, dann gilt [i, i + k − 1] ≤lex X und somit [i − 1, i + k − 2] ≤lex X˜,
was X˜ ∈ Ii−1 ergibt.
2. Falls X ∈ C ist, dann gilt i ≤ n−b2 < n − b ≤ X und somit i − 1 < X − 1 = X˜. Das
impliziert [i − 1, i + k − 2] <lex X˜, was zu X˜ ∈ Ii−1 führt.
3. FallsX ∈ R1 ist, dann gilt, wegenX ≤spo [i+b−k+1, i+b],X ≤ [i + b − k + 1, i + b] =
i+b und wegen X+X ≥ n haben wir X ≥ n−i−b. Dies impliziert, wegen i ≤ n−b2 ,
X˜ =X − 1 ≥ n − i − b − 1 ≥ i − 1. Folglich gilt X˜ ∈ Ii−1.
Fall 3. X˜ ∈ R1.
1. Der Fall X ∈ R0 ist nicht möglich, da X˜ + X˜ = X + X − 2 < n gilt, was im
Widerspruch zu X˜ ∈ R1 steht.
2. Sei X ∈ C. Dann ist X ≤ b, was, wegen i ≥ 1, X˜ ≤ b − 1 ≤ i + b − 2 <[i + b − k, i + b − 1] impliziert. Demzufolge ist ←Ð˜X <lex ←ÐÐÐÐÐÐÐÐÐÐÐ[i + b − k, i + b − 1], was
X˜ ∈ Ii−1 ergibt.
3. Falls X ∈ R1 ist, dann gilt X ≤ i + b und somit X˜ ≤ i + b − 1. Dies impliziert←Ð˜
X ≤lex ←ÐÐÐÐÐÐÐÐÐÐÐ[i + b − k, i + b − 1] und somit gilt X˜ ∈ Ii−1.
Bis hierhin hat die Zerlegung, zu der die einfache Palindromordnung definiert ist,
keine Rolle gespielt. Um Teil b) zu zeigen, benötigen wir die Symmetrie der Ordnung
auf R′0 und R′1 und die Zerlegung, zu der die Ordnung definiert ist. Dazu betrachten
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wir wieder die Bijektion X ↦Xc. Nach Definition von Xc in (3.3) und der einfachen
Palindromordnung zur Zerlegung R′′ = A ⊍B gilt für X,X ′ ∈ R0 ∪R1 die folgende
Äquivalenz:
X ≤spo(A,B) X ′ ⇐⇒X ′c ≤spo(B,A) Xc.
Wir erinnern daran, dass wir die Zerlegungen R′′ = A ⊍ B und R′′ = B ⊍ A als
verschieden voneinander betrachten. Das Vertauschen von A und B führt also dazu,
dass die Elemente aus A jetzt in R1 und die Elemente aus B in R0 liegen, womit
wir eine einfache Palindromordnung zu einer anderen Zerlegung haben. Dies ist
notwendig, da die Ordnung nicht komplett symmetrisch ist. Wegen X = Xc für alle
X ∈ R′′ würde die obige Äquivalenz ohne die Modifikation nicht gelten. Jedoch sind
die konkrete Zerlegung von R′′ sowie die Ordnung auf C, abgesehen vom minimalen
und maximalen Element von C, für den Beweis von Teil a) irrelevant. Damit können
die Argumente aus dem Beweis von Teil a) nach Anwendung der Abbildung X ↦Xc
auf die einfache Palindromordnung zur Zerlegung R′′ = B ⊍A angewendet werden,
was zum Beweis von Teil b) genügt.
Als erste Anwendung dieses Lemmas zeigen wir, dass die Bandbreite von
fspo({{1,5}},∅) für den Beispielgraph G6,2,4 aus den Abbildungen 3.2.1 und 3.3.1 klei-
ner ist als die Bandbreite von flex. Nach Lemma 3.3.2 gilt
Bfspo({{1,5}},∅)(G6,2,4) =max{dfspo({{1,5}},∅)({0,1},{3,4}), dfspo({{1,5}},∅)({2,3},{5,6})}= 10.
Hingegen gilt Bflex(G6,2,4) = dflex({0,1},{3,4}) = 12. Die Einführung der einfachen
Palindromordnung ist für den Fall b ≥ n+k−12 also sinnvoll.
Nun kann die Bandbreite von fspo zu einer beliebigen balancierten Zerlegung für
den betrachteten Fall auch allgemein bestimmt werden:
Lemma 3.3.3. Sei ≤spo eine einfache Palindromordnung zu einer beliebigen balancier-
ten Zerlegung R′′ = A ⊍B. Dann gilt Bfspo(Gn,k,b) = ⌈ ∣Vn,k,b∣+∣C∣−22 ⌉.
Beweis. Wir haben fspo([0, k − 1]) = 1 und fspo([n − k + 1, n]) = ∣Vn,k,b∣.
Falls fspo([n− b, n− b+ k − 1]) = u+ 1 ist, dann ist fspo([b− k + 1, b]) = u+ ∣C ∣. Wegen
Lemma 3.3.1 haben wir ∣u− (∣Vn,k,b∣− ∣C ∣−u)∣ ≤ 1 und somit ∣(u+ ∣C ∣− 1)− (∣Vn,k,b∣−
u − 1)∣ ≤ 1. Lemma 3.3.2 impliziert, dass eine der fspo-Distanzen dfspo([0, k − 1], [b −
k + 1, b]) = u+ ∣C ∣− 1 und dfspo([n− b, n− b+ k − 1], [n− k + 1, n]) = ∣Vn,k,b∣− u− 1 die
maximale fspo-Distanz ist. Da sie sich höchstens um 1 unterscheiden, erhalten wir
Bfspo(Gn,k,b) = ⌈u + ∣C ∣ − 1 + ∣Vn,k,b∣ − u − 12 ⌉ = ⌈ ∣Vn,k,b∣ + ∣C ∣ − 22 ⌉ .
Nun sind wir in der Lage, Satz 3.3.1 zu beweisen.
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Beweis von Satz 3.3.1. Wir wissen aus Lemma 3.3.3, dass B(Gn,k,b) ≤ ⌈ ∣Vn,k,b∣+∣C∣−22 ⌉.
Sei f eine beliebige Nummerierung von Gn,k,b. Seien XV der Knoten mit Nummer
1 und XV der Knoten mit Nummer ∣Vn,k,b∣. Weiter seien XC der Knoten aus C mit
der kleinsten Nummer, bezeichnet mit α, und XC der Knoten von C mit der größten
Nummer, bezeichnet mit β. Dann gilt β −α ≥ ∣C ∣−1. Außerdem sind sowohl XV und
XC als auch XC und XV benachbart mit df(XV ,XC) = β − 1 und df(XC ,XV ) =∣Vn,k,b∣ − α. Die Summe der beiden f -Distanzen ist
s = (β − 1) + (∣Vn,k,b∣ − α) = ∣Vn,k,b∣ + (β − α) − 1 ≥ ∣Vn,k,b∣ + ∣C ∣ − 2.
Das Maximum der beiden f -Distanzen ist deswegen mindestens ⌈ ∣Vn,k,b∣+∣C∣−22 ⌉. Mit
Lemma 3.1.4 und (3.12) erhalten wir
B(Gn,k,b) = ⎡⎢⎢⎢⎢⎢
(n − b + 1)( bk−1) + (bk) + (2b−n+1k ) − 2
2
⎤⎥⎥⎥⎥⎥ .
Die Argumentation baut entscheidend darauf auf, dass C ≠ ∅ ist. Wenn also
b < n+k−12 gilt, aber b trotzdem im Vergleich zu n hinreichend groß ist, so kann
man vermuten, dass es bessere Anordnungen gibt. Dies ist auch tatsächlich der Fall,
wie wir im folgenden Abschnitt sehen werden.
3.4 Asymptotik der Bandbreite von Gn,k,b im Fall b ∼ βn mit
β ∈ (0,0.5]
Wir beginnen hier mit der Beschreibung eines kontinuierlichen Problems, das sich
für die Bestimmung der asymptotischen Bandbreite als hilfreich erweisen wird. Die
Idee dabei ist, für einen Knoten X ∈ Vn,k,b das Minimum X und das Maximum X
durch Division durch n jeweils auf einen Wert im Intervall [0,1] zu normieren. Diese
werden als x- beziehungsweise y-Koordinate im Einheitsquadrat [0,1]2 betrachtet.
Für hinreichend großes n kann dann die Anzahl der Knoten in einer messbaren Teil-
menge P ∈ [0,1]2 durch ein Integral über P approximiert werden. Die Definition
von bestimmten Polygonen im Einheitsquadrat ermöglicht dann über die Auswer-
tung der Integrale die asymptotische Bandbreitenberechnung von Gn,k,b.
3.4.1 Approximation durch ein Problem auf dem Einheitsquadrat
Lemma 3.4.1. Seien b ∼ βn, δ > 0, X,Y ∈ Vn,k,b und Y − X ≲ i(1 − δ)βn sowie
X − Y ≲ i(1 − δ)βn, wobei wir n → ∞ betrachten und i eine positive ganze Zahl ist.
Wenn n hinreichend groß ist, so haben X und Y einen Abstand von höchstens i.
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Beweis. Ohne Beschränkung der Allgemeinheit sei (X,X) ≤lex (Y ,Y ), das heißt
X < Y oder sowohl X = Y als auch X < Y . Nach Korollar 3.1.1 haben X und Y einen
Abstand von höchstens ⌈ i(1−δ)βn−bb−k+1 ⌉+1 = ⌈ i(1−δ)β−β+o(1)β+o(1) ⌉+1 = ⌈i(1−δ)−1+o(1)⌉+1 ≤
i.
Sei P ein Polygon in Ω = {(x, y) ∈ R2 ∶ 0 ≤ x ≤ y ≤ 1} und sei int(P ) das Innere
von P . Seien zudem




(X,X) ∈ P} ,
V on,k(P ) = {X ∈ ([0, n]k ) ∶ 1n(X,X) ∈ int(P )} .
(3.14)
Lemma 3.4.2. Es gilt
∣V on,k(P )∣ ∼ ∣Vn,k(P )∣ ∼ ( 1(k − 2)!∬P (y − x)k−2 dxdy)nk für n→∞.
Beweis. Seien i, j ganze Zahlen mit 0 ≤ i ≤ j ≤ n. Da wir noch k − 2 aus den j − i − 1
Zahlen beliebig auswählen können, um ein Element X ∈ ([0,n]k ) zu erhalten, wenn
X = i und X = j bereits vorgegeben sind, gilt
∣{X ∈ ([0, n]
k
) ∶ X = i,X = j}∣ = (j − i − 1
k − 2 ).
Demzufolge gilt
∣Vn,k(P )∣ = ∑
1
n




n − in) − 1
k − 2 ).
Für 0 ≤ z ≤ 1 und n ∈ N mit nz ∈ N ist
(nz − 1
k − 2 ) = (nz − 1)(nz − 2)⋯(nz − 1 − (k − 3))(k − 2)! ≤ zk−2(k − 2)!nk−2.
Dementsprechend haben wir dann
1
nk










Die rechte Seite ist eine Riemann-Summe für das Integral ∬P (y − x)k−2 dxdy, was
zeigt, dass
∣Vn,k(P )∣ ≲ ( 1(k − 2)!∬P (y − x)k−2 dxdy)nk für n→∞.
Für δ > 0 sei Pδ = {(x, y) ∈ P ∶ y − x ≥ δ}. Offensichtlich ist Pδ ⊆ P . Außerdem gibt es
für beliebiges ε > 0 ein δ > 0, sodass
∬
Pδ
(y − x)k−2 dxdy ≥ (1 − ε)∬
P
(y − x)k−2 dxdy.
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≳ (1 − ε)k−1 1(k − 2)!∬P (y − x)k−2 dxdy.
Mit ε→ 0 erhalten wir nun
∣Vn,k(P )∣ ≳ ( 1(k − 2)!∬P (y − x)k−2 dxdy)nk für n→∞.
Die Argumentation für ∣V on,k(P )∣ ist identisch.
Zur übersichtlicheren Darstellung definieren wir das Maß des Polygons P ⊆ Ω
durch
µ(P ) = 1(k − 2)!∬P (y − x)k−2 dxdy. (3.15)
Korollar 3.4.1. Wenn S ⊆ ([0,n]k ) eine Familie von Mengen ist, die alle X ∈ ([0,n]k ) mit
1
n(X,X) ∈ int(P ) und einige X ∈ ([0,n]k ) mit 1n(X,X) auf dem Rand von P enthält,
dann ist ∣S∣ ∼ µ(P )nk für n→∞.
Beweis. Dies folgt wegen V on,k(P ) ⊆ S ⊆ Vn,k(P ) direkt aus Lemma 3.4.2.
Nach diesen Vorbereitungen können wir uns an das zentrale Resultat dieses Ab-
schnitts heranwagen.
Satz 3.4.1. Sei k ≥ 2 eine feste positive ganze Zahl. Sei b ∼ βn für n → ∞ und sei
1 = qβ + r, wobei q ≥ 2 eine positive ganze Zahl ist und 0 ≤ r < β gilt. Seien
c1(β, k) = βk
k!
(k − k − 1
q
) ,
c2(β, k) = βk−1(q + 1)k! (k − (k − 1)β) ,
c3(β, k) = (β − r)k(q + 1)k!qk−1.
a) Wenn r ≤ q−1
q2+q−1 gilt, dann ist B(Gn,k,b) ∼ c1(β, k)nk.
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b) Wenn r > q−1
q2+q−1 gilt, dann istmax{c1(β, k), c2(β, k)+ 1qk−1 c3(β, k)}nk ≲ B(Gn,k,b) ≲(c2(β, k) + c3(β, k))nk.
Teil b) enthält nur Schranken anstatt eines exakten asymptotischen Wertes. Die
Schranken unterscheiden sich aber nicht so sehr voneinander, da
c2(β, k)
c3(β, k) = ( βqβ − qr)k qβ (k − (k − 1)β) ≥ ( βqβ − qr)k k(q − 1) + 1β ≥ 6,
weil β > qβ − qr genau dann gilt, wenn r > q−1
q2+q−1 und k ≥ 2, q ≥ 2, β ≤ 12 sind.
Sei U = {β ∈ (0,0.5] ∶ r > q−1
q2+q−1} die Menge der Zahlen β, auf die die Bedingung
in Teil b) zutrifft und somit der exakte asymptotische Wert der Bandbreite unbekannt
ist. Es gilt r > q−1
q2+q−1 genau dann, wenn 1q+1 < β < qq2+q−1 ist. Somit ist das Lebesgue-
Maß von U gleich dem Grenzwert ∑∞q=2( qq2+q−1 − 1q+1) ≈ 0.119. Für die Mehrheit der
Zahlen β ∈ (0,0.5] ist die exakte asymptotische Bandbreite des zugehörigen Graphen
also bekannt.
Als Motivation für die folgenden Definitionen betrachten wir zunächst, wie die
einfache Palindromordnung aus Abbildung 3.3.1 im Setup des Einheitsquadrates





Abb. 3.4.1: Einfache Palindromordnung für k = 2 und β = 23 . Die Darstellung der Ordnung
auf C wurde dabei bewusst weggelassen. Die Pfeile verlaufen dort parallel zu den roten
Pfeilen.
Für β < 0.5 ist die Menge C jedoch leer, siehe Abbildung 3.4.2, und andere Zerle-
gungen der Knotenmenge sind sinnvoller.
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(0,0) (1,0)
(0,1) (1,1)
Abb. 3.4.2: Einfache Palindromordnung für k = 2 und β = 920 .
Sei also b ∼ βn mit β ∈ (0,0.5]. Wie schon in Abschnitt 3.3 zerlegen wir die Kno-
tenmenge in mehrere Teilmengen, die hier durch Polygone repräsentiert werden.
Wir erinnern dazu an die Festlegungen q ∈ N und r ∈ R, sodass 1 = qβ + r gilt. Wir
definieren nun in Ω mehrere Punktmengen.
C0 = F0 = (0,0) (1,0)













Abb. 3.4.3: Polygone und wichtige Punkte für β = 920 (also Fall a) mit q = 2, r = 110 < 15).
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Zunächst seien für i = 1, . . . , q
Ai = (ir, ir + q(β − r)),
Bi = (r − β + iβ, r − β + iβ),
Ci = (iβ, iβ).
Im Folgenden bezeichnen wir Geraden, die durch y = ax + b gegeben sind, (oder
allgemeiner durch ax + by = c) mit gy=ax+b (oder gax+by=c). Wir stellen fest, dass
die Punkte Bi und Ci auf gy=x liegen. Weiterhin liegen die Punkte Ai genau dann
oberhalb oder auf der Geraden gy=x+β, wenn r ≤ q−1q2+q−1 , wie leicht durch Auflösen
der Gleichung β = q(β−r) nach r und unter Berücksichtigung der Gleichung qβ+r = 1
nachzurechnen ist. Dies ist der Grund für die Unterteilung in die Fälle a) und b) in
Satz 3.4.1.
Für den Fall a), also für r ≤ q−1
q2+q−1 definieren wir die Punkte Di und Ei als die
Schnittpunkte der Strecken AiBi beziehungsweise AiCi mit der Geraden gy=x+β. Mit
γ = β (1 − 1
q
)
ergeben sich für i = 1, . . . , q die Koordinaten
Di = (r + (i − 1)γ, r + (i − 1)γ + β),
Ei = (iγ, iγ + β).
Für den Fall b), also für r > q−1
q2+q−1 , definieren wir die Punkte Fi als diejenigen
Punkte, die die Strecke zwischen (0,0) und (1,1) in q+1 gleichgroße Teile aufteilen.
Die Punkte Gi seien die Schnittpunkte der Strecken zwischen Fi und (0,1) mit der
Geraden gy=x+β. Damit ergeben sich die konkreten Koordinaten für i = 0, . . . , q + 1:
Fi = ( i
q + 1 , iq + 1) ,
Gi = ( i(1 − β)
q + 1 , i(1 − β)q + 1 + β) .
Wie im Fall a) sei Eq der Schnittpunkt der Geraden gy=x+β und gy=qβ. Schließ-
lich definieren wir noch einen Hilfspunkt H1 = (r, β). Für den Fall a) nutzen wir
außerdem die Punkte C0 = F0 = (0,0), Bq+1 = Fq+1 = (1,1), E0 = G0 = (0, β) und
Dq+1 = Gq+1 = (1 − β,1).
In den Abbildungen 3.4.3 und 3.4.4 sind diese Punkte für β = 920 (also Fall a) mit
q = 2, r = 110 < 15) und β = 720 (also Fall b) mit q = 2, r = 310 > 15) dargestellt.
Wegen
ÐÐ→
FiAi = (1−r(q+1)β )ÐÐ→FiGi liegen die Punkte Ai auf der Geraden durch Fi und
Gi. Weiterhin liegen die Punkte F0,B1, F1,C1, . . . ,Bq, Fq,Cq, Fq+1 in dieser Reihen-
folge auf der Geraden gy=x. Zudem liegt H1 auf der Strecke A1B1. Das folgende
Lemma ist ein wichtiges Werkzeug zur Berechnung der Maße der betrachteten Poly-
gone. Das betrachtete Integrationsgebiet wird in Abbildung 3.4.5 veranschaulicht.
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C0 = F0 = (0,0) (1,0)















Abb. 3.4.4: Polygone und wichtige Punkte für β = 720 (also Fall b) mit q = 2, r = 310 > 15).
Lemma 3.4.3. Seien 0 ≤ s < t ≤ 1 sowie P1 = (ξ1, ξ1 + s), P2 = (ξ2, ξ2 + s) Punkte auf
der Geraden gy=x+s mit 0 ≤ ξ1 ≤ ξ2 ≤ 1 − s und seien P3 = (ξ3, ξ3 + t), P4 = (ξ4, ξ4 + t)
Punkte auf der Geraden gy=x+t mit 0 ≤ ξ3 ≤ ξ4 ≤ 1 − t. Seien weiter u = ξ2 − ξ1 und
v = ξ4 − ξ3. Dann gilt
µ(P1P2P4P3) = 1(k − 2)! ⋅ 1t − s (1k (v − u)(tk − sk) + tu − svk − 1 (tk−1 − sk−1)) .
Beweis. Sei P = P1P2P3P4. Dann ist nach (3.15)
µ(P ) = 1(k − 2)!∬P (y − x)k−2 dxdy.
Wir nutzen nun die Koordinatentransformation x′ = x + y, y′ = y − x. Die Transfor-
mationsmatrix und ihre Inverse sind
T = 1
2
⎛⎝1 −11 1 ⎞⎠ und T−1 = ⎛⎝ 1 1−1 1⎞⎠ .
Dabei ist det(T ) = 12 . Diese Koordinatentransformation führt auf ein Integrationsge-
biet in Form eines Trapezes, dessen Grundseite parallel zur x′-Achse liegt. Mit
u = ξ2 − ξ1,
v = ξ4 − ξ3,
ηo = 2ξ4 + t − 2ξ2 − s
t − s (y′ − s) + 2ξ2 + s,
ηu = 2ξ3 + t − 2ξ1 − s
t − s (y′ − s) + 2ξ1 + s
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gilt









Abb. 3.4.5: Illustration eines Beispiel-Integrationsgebiets aus Lemma 3.4.3 mit s = 0.1 und
t = 0.4.
Da nur die Differenz der ξ-Werte einen Einfluss hat, ergibt sich:
Korollar 3.4.2. Seien 0 ≤ s < t ≤ 1 und seien P1, P2 sowie Q1,Q2 Punkte aus Ω auf
der Geraden gy=x+s mit ÐÐ→P1P2 = ÐÐÐ→Q1Q2 nach Nordosten zeigend. Weiter seien P3, P4
und Q3,Q4 Punkte auf der Geraden gy=x+t mit ÐÐ→P3P4 = ÐÐÐ→Q3Q4 ebenfalls nach Nordosten
zeigend. Dann gilt
µ(P1P2P4P3) = µ(Q1Q2Q4Q3).
Durch Einsetzen der entsprechenden Werte und Nutzen der Definition der c-
Funktionen in Satz 3.4.1 erhalten wir die Maße von einigen im Folgenden hilfrei-
chen Polygone zusammengefasst in folgendem Korollar:
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Korollar 3.4.3. Es gilt für alle möglichen i:
µ(F0Fq+1Gq+1G0) = βk−1
k!
(k − (k − 1)β) = (q + 1)c2(β, k),
µ(CiBi+1Di+1Ei) = βk−1(k − 1)!r = (q + 1)c2(β, k) − qc1(β, k),
µ(BiCiEiDi) = βk−1
k!
(k(β − r) − β(k − 1)
q
)
= (q + 1)(c1(β, k) − c2(β, k)),
µ(FiFi+1Gi+1Gi) = 1
q + 1µ(F0Fq+1Gq+1G0) = c2(β, k),
µ(AiBiCi) = (β − r)k
k!
qk−1 = (q + 1)c3(β, k),
µ(AiBiFi) = (1 − i
q + 1)µ(AiBiCi) = (q + 1 − i)c3(β, k),
µ(AiFiCi) = i
q + 1µ(AiBiCi) = ic3(β, k),
µ(B1C1H1) = 1
qk−1µ(A1B1C1) = q + 1qk−1 c3(β, k).
Beweis. Der Beweis ergibt sich durch Anwendung von Lemma 3.4.3 auf die jeweili-
gen Polygone.
Zum Ende dieses Abschnitts zeigen wir in Vorbereitung auf den nächsten Ab-
schnitt folgendes Lemma:
Lemma 3.4.4. Sei b = ⌊βn⌋. Dann gilt Vn,k,b = Vn,k(F0Fq+1Gq+1Gq).
Beweis. Es ist F0Fq+1Gq+1G0 = {(x, y) ∈ R2 ∶ 0 ≤ x ≤ y ≤ 1, y − x ≤ β}. Die folgende
Kette von Äquivalenzen zeigt für Mengen X ∈ ([0,n]k ) die Behauptung:







(X,X) ∈ F0Fq+1Gq+1G0 ⇐⇒X ∈ Vn,k(F0Fq+1Gq+1G0).
Dabei ist zu beachten, dass wegen βn − 1 < b ≤ βn die Äquivalenz (X −X ≤ b) ⇔( 1nX − 1nX ≤ β) gilt.
Der nächste Abschnitt liefert einen Beweis für die oberen Schranken von Satz
3.4.1.
3.4.2 Obere Schranken für die Bandbreite
Im Folgenden stellen wir zwei Nummerierungen f von Gn,k,b vor, deren Bandbreite
asymptotisch äquivalent zu den behaupteten oberen Schranken in Satz 3.4.1 sind.
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Dabei betrachten wir zunächst nur den Fall, dass b = ⌊βn⌋ ist, da dann nach Lemma
3.4.4 die Knotenmenge Vn,k,b bestmöglich in das Polygon F0Fq+1Gq+1G0 hineinpro-
jiziert wird. Mithilfe dieses Spezialfalls werden wir dann später unter Anwendung
von Lemma 3.1.1 und Grenzwertbetrachtungen die oberen Schranken für den all-
gemeinen Fall b ∼ βn zeigen. Wie in Abschnitt 3.3 definieren wir eine Totalordnung
Vn,k,b = S1⊕⋅ ⋅ ⋅⊕Sl, die aus Teilordnungen auf verschiedenen Polygonen zusammen-
gesetzt ist. Um Überschneidungen auf den Rändern der Polygone zu vermeiden,
beschreiben wir explizit, welcher Teil des Randes im jeweiligen Fall gelöscht wird,
obwohl die Ordnung durchaus auf dem gesamten Polygon definiert werden kann.
Beispielsweise bedeutet eine Notation der Form C0B1D1E0∖B1D1, dass die Strecke
B1D1 aus dem abgeschlossenen Viereck C0B1D1E0 gelöscht wird.
Fall a) r ≤ q−1
q2+q+1 .
Wir definieren die Totalordnung ≤ wie folgt:
Vn,k,b = Vn,k(C0B1D1E0 ∖B1D1)⊕ Vn,k(B1C1E1D1 ∖C1E1)⊕Vn,k(C1B2D2E1 ∖B2D2)⊕ ⋅ ⋅ ⋅⊕Vn,k(BqCqEqDq ∖CqEq)⊕Vn,k(CqBq+1Dq+1Eq).
Damit müssen wir noch die Teilordnungen auf Vn,k(CiBi+1Di+1Ei), i = 0, . . . , q, und
auf Vn,k(BiCiEiDi), i = 1, . . . , q definieren.
Dabei erlauben wir bei Vn,k(CqBq+1Dq+1Eq) auch den kompletten Rand.
Falls (X,X) = (Y ,Y ) und X ≤lex Y gelten, setzen wir in beiden Fällen X ≤i Y .
Sei also (X,X) ≠ (Y ,Y ).
Als erstes betrachten wir Vn,k(CiBi+1Di+1Ei). Hierfür nutzen wir ein neues Koor-
dinatensystem mit Ursprung Ci. Die dazugehörige Transformationsmatrix und ihre
Inverse sind





Die neuen Koordinatenachsen zeigen somit in Richtung
ÐÐÐÐ→
CiBi+1 und ÐÐ→CiEi. Die Ord-
nung ist die lexikographische Ordnung der Punkte 1n(X,X) bezüglich des neuen
Koordinatensystems. Das heißt für X,Y ∈ Vn,k(CiBi+1Di+1Ei) und (X,X) ≠ (Y ,Y )









Y − iβ,−Y + Y − iβ) ,
siehe Abbildung 3.4.6.
Nun betrachten wir Vn,k(BiCiEiDi). Hier arbeiten wir mit Polarkoordinaten im
Koordinatensystem mit Ursprung Ai und x-Achse in Richtung
ÐÐ→
AiBi.
Für X ∈ Vn,k(BiCiEiDi) seien ϕi(X) und ri(X) die Winkel- und Radiuskoordinaten
von 1n(X,X) in diesem Koordinatensystem. Die Ordnung ist dann die lexikogra-
phische Ordnung bezüglich der gespiegelten Polarkoordinaten. Das bedeutet, wir
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C0 = (0,0) (1,0)













Abb. 3.4.6: Schematische Illustration der Ordnung für Fall a).
setzen für X,Y ∈ Vn,k(BiCiEiDi) und (X,X) ≠ (Y ,Y )
X ≤i Y , falls (ϕi(X),−ri(X)) ≤lex (ϕi(Y ),−ri(Y )),
siehe Abbildung 3.4.6. Falls r = q−1
q2+q+1 gilt, so ist Ai =Di = Ei. In diesem Fall könnte
einem Knoten X ∈ Vn,k,b mit 1n(X,X) = Ai kein Winkel zugeordnet werden. Für
solch einen Knoten gelte X ≥i Y für alle Y ∈ Vn,k(BiCiEiDi), um mit der Ordnung
auf Vn,k(CiBi+1Di+1Ei) konsistent zu bleiben.
Lemma 3.4.5. Sei mit ≤a die Ordnung für Fall a) bezeichnet. Dann gilt für alle X,Y ∈
Vn,k,b
X ≤a Y ⇒X ≤ Y . (3.16)
Beweis. Um dies zu begründen, betrachten wir mehrere Fälle. Wir definieren zu-
nächst für X ∈ Vn,k,b
PX = 1
n
(X,X) und PX = 1n(X,X). (3.17)
Fall 1. X,Y ∈ Vn,k(CiBi+1Di+1Ei).
Angenommen Y < X. Dann gilt wegen Y < Y < X < X, dass (1 − iq)Y + iqY − iβ <(1 − iq)X + iqX − iβ, also Y <a X, was einen Widerspruch darstellt.
Fall 2. X,Y ∈ Vn,k(BiCiEiDi).





mit dem Einheitsvektor der negativen y-Achse e−y jeweils einen Winkel aus [0○,90○]




AiY mit e−y einen
73
3.4. Asymptotik der Bandbreite von Gn,k,b im Fall b ∼ βn mit β ∈ (0,0.5]
Winkel α =∡(e−y,ÐÐ→AiX) ∈ [0○,90○] beziehungsweise β =∡(e−y,ÐÐ→AiY ) ∈ [0○,90○] ein.
Nun betrachten wir die Punkte PX und PY . Da
ÐÐÐ→
XPX in Richtung der negativen y-
Achse zeigt, gilt α′ =∡(e−y,ÐÐÐ→AiPX) ≤ α. Da außerdemÐÐ→Y PY in Richtung der positiven
x-Achse zeigt, gilt β′ = ∡(e−y,ÐÐÐ→AiPY ) ≥ β. Angenommen Y < X. Dann gilt β′ < α′
und somit β ≤ β′ < α′ ≤ α. Da das betrachtete Koordinatensystem nur von Ai aus
um einen festen Winkel gedreht ist, bleiben die Winkeldifferenzen und damit die
Anordnung erhalten und es folgt
ϕi(Y ) ≤ ϕi(PY ) < ϕi(PX) ≤ ϕi(X),
also Y <a X, was einen Widerspruch darstellt.





AiCi der Polygone schließen mit dem Einheits-
vektor der negativen y-Achse e−y jeweils einen Winkel aus [0○,90○] ein. Damit ist
Bi der Punkt mit der kleinsten y-Komponente und Ci der Punkt mit der größten
x-Komponente aus dem Polygon BiCiEiDi. Außerdem ist Ci der Punkt mit der
kleinsten y-Komponente und Bi+1 der Punkt mit der größten x-Komponente aus
dem Polygon CiBi+1Di+1Ei. Sei nun X ≤a Y mit X ∈ Vn,k(CiBi+1Di+1Ei) und Y ∈
Vn,k(BjCjEjDj) mit j > i. Seien zudem für P ∈ Ω mit xP und yP die x- beziehungs-
weise y-Komponente von P bezeichnet. Dann gilt 1nX ≤ xBi+1 = yBi+1 ≤ yBj ≤ 1nY .
Analog folgt für X ≤a Y mit X ∈ Vn,k(BiCiEiDi) und Y ∈ Vn,k(CjBj+1Dj+1Ej)
mit j ≥ i, dass 1nX ≤ xCi = yCi ≤ yCj ≤ 1nY gilt. Wegen xBi = yBi ≤ xCi =
yCi ≤ xBi+1 = yBi+1 gilt X ≤ Y auch für die Fälle X ∈ Vn,k(CiBi+1Di+1Ei) und
Y ∈ Vn,k(CjBj+1Dj+1Ej) sowie X ∈ Vn,k(BiCiEiDi) und Y ∈ Vn,k(BjCjEjDj), je-
weils mit j > i, woraus die Behauptung folgt.
Lemma 3.4.6. Sei fa die Nummerierung für Fall a). Dann gilt mit b = ⌊βn⌋ für n→∞:
Bfa(Gn,k,b) ≲ c1(β, k)nk.
Beweis. Sei P = (ξ, ξ) ein beliebiger Punkt auf der Strecke C0Bq+1, also 0 ≤ ξ ≤ 1.
Wir ordnen P den neuen Punkt Pˆ wie folgt zu: Falls P ∈ CiBi+1 für ein i gilt, dann
sei Pˆ der Schnittpunkt der Geraden gy=x+β mit der Geraden durch P die parallel zu
CiEi verläuft. Falls P ∈ BiCi für ein i gilt, dann sei Pˆ der Schnittpunkt der Geraden
gy=x+β mit der Geraden durch P und Ai, siehe Abbildung 3.4.7.
Seien nun X,Y ∈ Vn,k,b zwei benachbarte Knoten mit X ≤a Y . Nach der Definition
der Ordnung und wegen Lemma 3.4.5 gilt
fa(Y ) − fa(X) ≤ ∣Vn,k(PXPY PˆY PˆX)∣.
Demzufolge müssen wir
∣Vn,k(PXPY PˆY PˆX)∣ ≲ c1(β, k)nk (3.18)
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C0 = (0,0) (1,0)

















Abb. 3.4.7: Wichtige Punkte für die obere Schranke für Fall a).
zeigen.
Für das Folgende ist die einfache TatsacheÐÐÐÐ→
BiBi+1 =ÐÐÐÐ→CiCi+1 = (β,β) (3.19)
hilfreich. Da X und Y benachbart sind, erhalten wir mit Lemma 3.1.2, Y −X ≤ b ≤
βn. Dann gilt 1n(Y −X) ≤ β. Sei
P ′ = ( 1
n
X + β, 1
n
X + β) . (3.20)
Dann gilt
µ(PXPY PˆY PˆX) ≤ µ(PXP ′Pˆ ′PˆX).
Aus den Korollaren 3.4.2 und 3.4.3 ergibt sich für alle möglichen i,
µ(PXP ′Pˆ ′PˆX) = µ(BiBi+1Di+1Di) = µ(CiCi+1Ei+1Ei)= µ(BiCiEiDi) + µ(CiBi+1Di+1Ei)= c1(β, k). (3.21)
Eine Darstellung dieser Tatsache findet sich in den Abbildungen 3.4.8 und 3.4.9.
Mit Korollar 3.4.1 erhalten wir
∣Vn,k(PXPY PˆY PˆX)∣ ≲ (c1(β, k))nk,
womit (3.18) gezeigt ist.
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C0 = (0,0) (1,0)


















Abb. 3.4.8: Illustration von (3.21), wobei PX ∈ CiBi+1 für ein i gilt. Da die Polygone
PXBi+1Di+1PˆX und P ′Bi+2Di+2Pˆ ′ Parallelogramme sind, gilt ÐÐÐÐ→PˆXDi+1 = ÐÐÐÐ→PXBi+1 = ÐÐÐÐ→P ′Bi+2 =ÐÐÐÐ→
Pˆ ′Di+2. Beide roten Vierecke besitzen somit nach Korollar 3.4.2 das gleiche Maß.
C0 = (0,0) (1,0)



















Abb. 3.4.9: Illustration von (3.21), wobei PX ∈ BiCi für ein i gilt. Es gilt wegen AiCi =







Ai+1Di+1 = Bi+1P ′Di+1Pˆ ′ .
Wegen
ÐÐÐ→
BiPX = ÐÐÐÐ→Bi+1P ′ gilt dann auch ÐÐÐ→DiPˆX = ÐÐÐÐ→Di+1Pˆ ′. Beide roten Vierecke besitzen somit
nach Korollar 3.4.2 das gleiche Maß.
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Um zu erkennen, dass diese Ordnung tatsächlich ein Fortschritt gegenüber der
im letzten Abschnitt definierten einfachen Palindromordnung ist, betrachten wir
folgendes Beispiel mit k = 2 und β = 920 , was b < n+2−12 für große n impliziert.
Seien M1 der Mittelpunkt der Strecke C0B3 und M2 der Mittelpunkt der Stre-
cke E0D3. Außerdem sei MS der Schnittpunkt der Geraden durch M1 und M2
und der Geraden durch C1, die parallel zur y-Achse verläuft. Für die Nummerie-
rung fa aus Fall a) gilt nach (3.21) Bfa(Gn,k,b) ∼ µ(C0C1E1E0)n2, wohingegen für
die Nummerierung bezüglich der einfachen Palindromordnung fspo die Beziehung
Bfspo(Gn,k,b) ≳ µ(C0C1MSM2E0)n2 gilt. Dies liegt daran, dass es benachbarte Kno-
ten gibt, deren sie repräsentierende Punkte im Einheitsquadrat für n → ∞ beliebig
nahe an C0 sowie an C1 liegen und alle Knoten aus Vn,k(C0C1MSM2E0) mit Aus-
nahme derjenigen, die auf die Strecke C1MS projiziert werden, in der Ordnung
zwischen diesen Punkten liegen. Wegen Korollar 3.4.1 ist dann die Mächtigkeit die-
ser Menge asymptotisch µ(C0C1MSM2E0)n2, was somit eine asymptotische untere
Schranke für die Bandbreite von fspo darstellt. Siehe dazu auch die Abbildungen
3.4.2 und 3.4.10. Da µ(C0C1MSM2E0) > µ(C0C1E1E0) gilt, ist die Ordnung aus
Fall a) asymptotisch besser.
C0 = (0,0) (1,0)











Abb. 3.4.10: Vergleich der Bandbreite der einfachen Palindromordnung mit der Ordnung
aus Fall a) für k = 2 und β = 920 . Das Maß der grünen Fläche ist der asymptotische Vorfaktor
der Bandbreite bezüglich der Nummerierung aus Fall a). Bei der Nummerierung bezüglich
der einfachen Palindromordnung ist der Vorfaktor mindestens so groß wie die Summe der
Maße der grünen und blauen Fläche.
Fall b) r > q−1
q2+q+1 . Auch hier betrachten wir zunächst nur den Fall, dass b =⌊βn⌋ ist. Wir nutzen eine ähnliche Ordnung wie in Fall a). Dabei betrachten wir
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jedoch andere Polygone, da sich die Lage der sie definierenden Punkte wesentlich
unterscheidet. Seien hierfür A0 = (0, q(β − r)), Aq+1 = ((q + 1)r,1)) und I = (0,1)
als zusätzliche Punkte definiert. Damit liegen alle Punkte Ai, i = 0, . . . , q + 1, auf der
Geraden gy=x+q(β−r). Wir definieren die Totalordnung ≤ wie folgt:
Vn,k,b =Vn,k(C0B1A1G1G0A0 ∖ (A1B1 ∪A1G1))⊕ Vn,k(A1B1C1 ∖A1C1)⊕ Vn,k(C1B2A2G2G1A1 ∖ (A2B2 ∪A2G2))⊕ . . .⊕ Vn,k(Cq−1BqAqGqGq−1Aq−1 ∖ (AqBq ∪AqGq))⊕ Vn,k(AqBqCq ∖AqCq)⊕ Vn,k(CqBq+1Aq+1Gq+1GqAq).
Damit müssen wir immer noch die Teilordnungen auf Vn,k(CiBi+1Ai+1Gi+1GiAi),
i = 0, . . . , q, und auf Vn,k(AiBiCi), i = 1, . . . , q, definieren. Hierbei erlauben wir auch
wieder den kompletten Rand der Polygone.
Falls (X,X) = (Y ,Y ) und X ≤lex Y gilt, so setzen wir in allen Fällen X ≤i Y .
Nun sei (X,X) ≠ (Y ,Y ).
Zunächst diskutieren wir Vn,k(CiBi+1Ai+1Gi+1GiAi) in 3 Schritten. Als erstes tei-
len wir das Sechseck CiBi+1Ai+1Gi+1GiAi in die zwei Vierecke CiBi+1Ai+1Ai und
AiAi+1Gi+1Gi. Dann definieren die zugehörigen Ordnungen auf beiden Vierecken
und schließlich erklären wir, wie diese kombiniert werden.
Die Definition der Ordnung auf Vn,k(CiBi+1Ai+1Ai) ist ähnlich der Ordnung auf









Y − iβ,−Y + Y − iβ) .
Auf Vn,k(AiAi+1Gi+1Gi) arbeiten wir mit Polarkoordinaten ϕi(X) und ri(X) der
Punkte 1n(X,X), mit X ∈ Vn,k(AiAi+1Gi+1Gi). Das verwendete Koordinatensystem
hat dabei den Ursprung I und die x-Achse in Richtung
Ð→
IAi mit beliebiger, aber fester
Einheitenlänge. Ähnlich zu der Ordnung auf Vn,k(BiCiEiDi) aus Fall a) nutzen wir
als Ordnung eine lexikographische Ordnung bezüglich der gespiegelten Polarkoor-
dinaten, also für X,Y ∈ Vn,k(AiAi+1Gi+1Gi) und (X,X) ≠ (Y ,Y ) setzen wir
X ≤i Y , falls (ϕi(X),−ri(X)) ≤lex (ϕi(Y ),−ri(Y )).
Für einen Punkt P ∈ CiBi+1Ai+1Ai sei P˜ der Schnittpunkt der Geraden gy=x+q(β−r)
mit der Geraden durch P , die parallel zu CiAi verläuft. Im Spezialfall P = 1n(X,X)
mit X ∈ Vn,k(CiBi+1Ai+1Ai) sei ϕ˜(X) die Winkelkoordinate von P˜ im Koordinaten-
system, das auf Vn,k(AiAi+1Gi+1Gi) eingeführt wurde.
Die beiden Ordnungen werden nun wie folgt zusammengesetzt:
Seien X ∈ Vn,k(CiBi+1Ai+1Ai), Y ∈ Vn,k(AiAi+1Gi+1Gi) und (X,X) ≠ (Y ,Y ). Dann
setzen wir
X ≤i Y falls ϕ˜i(X) ≤ ϕi(Y ).
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Schließlich behandeln wir Vn,k(AiBiCi). Die Ordnung ist hier die lexikographi-
sche Ordnung der gespiegelten Polarkoordinaten im Koordinatensystem mit Ur-
sprung Ai und x-Achse in Richtung
ÐÐ→
AiBi. Die Längeneinheit ist dabei beliebig, aber
fest.
Die gesamte Ordnung ist schematisch in Abbildung 3.4.11 dargestellt.















Abb. 3.4.11: Schematische Illustration der Ordnung für Fall b).
Lemma 3.4.7. Sei mit ≤b die Ordnung für Fall b) bezeichnet. Dann gilt für alle X,Y ∈
Vn,k,b
X ≤b Y ⇒X ≤ Y . (3.22)




(X,X) und PX = 1n(X,X) (3.23)
für X ∈ Vn,k,b. Da die einzelnen Teilordnungen denen aus Fall a) entsprechen, wer-
den wir an einigen Stellen auf Lemma 3.4.5 verweisen.
Fall 1. X,Y ∈ Vn,k(CiBi+1Ai+1Ai).
Dieser Fall verläuft analog zum Fall 1 von Lemma 3.4.5, da die verwendeten Ord-
nungen gleich sind.
Fall 2. X,Y ∈ Vn,k(AiAi+1Gi+1Gi).
Dieser Fall verläuft analog zum Fall 2 von Lemma 3.4.5, da die verwendeten Ord-
nungen gleich sind. Hierbei ist zu beachten, dass der Punkt I = (0,1) die Rolle von
Ai einnimmt.
Fall 3. X,Y ∈ Vn,k(AiBiCi).
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Dieser Fall verläuft analog zum Spezialfall von Fall 2 von Lemma 3.4.5, bei dem die
Ai auf der Geraden gy=x+β liegen.
Fall 4. X ∈ Vn,k(CiBi+1Ai+1Ai) und Y ∈ Vn,k(AiAi+1Gi+1Gi).
Wegen X ≤b Y gilt ϕ˜i(X) ≤ ϕi(Y ), also ϕi(P˜X) ≤ ϕi(Y ), wobei P˜X der Schnitt-
punkt der Geraden gy=x+q(β−r) mit der Geraden durch PX = 1n(X,X), die parallel zu
CiAi verläuft, ist. Seien wieder für P ∈ Ω die x- und y-Komponente von P mit xP
beziehungsweise yP bezeichnet. Da CiAi mit der negativen y-Achse einen Winkel
einschließt, der höchstens 90○ beträgt, gilt yPX ≤ yP˜X . Weiter gilt yP˜X ≤ yPY wegen
ϕi(P˜X) ≤ ϕi(Y ) und da für jeden Punkt P aus Ω gilt, dass Ð→IP mit der negativen
y-Achse einen Winkel einschließt, der höchstens 90○ beträgt. Mit xPX ≤ yPX folgt
schließlich
PX = nxPX ≤ nyPX ≤ nyP˜X ≤ nyPY = Y .
Fall 5. X ∈ Vn,k(AiAi+1Gi+1Gi) und Y ∈ Vn,k(CiBi+1Ai+1Ai).
Seien PX , PY und P˜Y analog zu Fall 4 definiert. Wegen X ≤b Y gilt ϕ˜i(Y ) > ϕi(X),
also ϕi(P˜Y ) > ϕi(Y ). Da CiAi mit der negativen y-Achse einen Winkel einschließt,
der mindestens 0○ beträgt, gilt xPY ≥ xP˜Y . Weiter gilt xP˜Y ≥ xPX wegen ϕ˜i(Y ) >
ϕi(X) und da für jeden Punkt P aus Ω gilt, dass Ð→IP mit der negativen y-Achse
einen Winkel einschließt, der mindestens 0○ beträgt. Mit yPY ≥ xPY folgt schließlich
PX = nxPX ≤ nxP˜Y ≤ nxPY ≤ nyPY = Y .
Die restlichen Fälle:
• X ∈ Vn,k(AiBiCi) und Y ∈ Vn,k(AjBjCj) mit j > i,
• X ∈ Vn,k(CiBi+1Ai+1Gi+1GiAi) und Y ∈ Vn,k(CjBj+1Aj+1Gj+1GjAj) mit j > i,
• X ∈ Vn,k(AiBiCi) und Y ∈ Vn,k(CjBj+1Aj+1Gj+1GjAj) mit j ≥ i,
• X ∈ Vn,k(CiBi+1Ai+1Gi+1GiAi) und Y ∈ Vn,k(AjBjCj) mit j > i
laufen schließlich analog zu den Betrachtungen in Fall 3 von Lemma 3.4.5 ab.
Lemma 3.4.8. Sei fb die Nummerierung für den Fall b). Dann gilt mit b = ⌊βn⌋ für
n→∞
Bfb(Gn,k,b) ≲ (c2(β, k) + c3(β, k))nk.
Beweis. Sei P = (ξ, ξ) ein beliebiger Punkt auf der Strecke C0Bq+1, also 0 ≤ ξ ≤ 1.
Einem gegebenen P ordnen wir einen neuen Punkt Pˆ wie folgt zu: Falls P ∈ CiBi+1
für ein i ist, also P zu dem Viereck CiBi+1Ai+1Ai gehört, dann haben wir bereits den
Punkt P˜ definiert. Der Punkt Pˆ ist nun der Schnittpunkt der Geraden gy=x+β mit der
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Abb. 3.4.12: Wichtige Punkte für die obere Schranke für Fall b).
Geraden durch P˜ und I. Falls P ∈ BiCi für ein i ist, dann sei Pˆ der Schnittpunkt der
Geraden gy=x+β mit der Geraden durch I und Ai, siehe Abbildung 3.4.12.
Für X ∈ Vn,k,b definieren wir PX und PX wie in (3.17) und ähnlich zu Fall a)
müssen wir beweisen, dass für n→∞
∣Vn,k(PXPY P˜Y PˆY PˆX P˜X)∣ ≲ (c2(β, k) + c3(β, k))nk (3.24)
gilt. Wir definieren P ′ wie in (3.20). Seien nun X,Y ∈ Vn,k,b zwei benachbarte Kno-
ten mit X ≤b Y . Nach der Definition der Ordnung und wegen Lemma 3.4.7 gilt
fb(Y ) − fb(X) ≤ ∣Vn,k(PXP ′P˜ ′Pˆ ′PˆX P˜X)∣.
Demzufolge ist analog zu Fall a)
µ(PXP ′P˜ ′Pˆ ′PˆX P˜X) = c2(β, k) + c3(β, k)
zu zeigen. Aus den Korollaren 3.4.2 und 3.4.3 folgt für alle i
µ(PXP ′P˜ ′Pˆ ′PˆX P˜X) = µ(BiBi+1Ai+1Gi+1GiAi) = µ(CiCi+1Ai+1Gi+1GiAi)= µ(FiFi+1Gi+1Gi) + µ(Ai+1Fi+1Ci+1) − µ(AiFiCi)= c2(β, k) + c3(β, k). (3.25)
Dabei ist zu beachten, dass wir Korollar 3.4.2 zweimal anwenden müssen, nämlich
auf das Polygon PXP ′P˜ ′P˜X und auf das Polygon P˜X P˜ ′Pˆ ′PˆX . Wegen
µ(PXP ′P˜ ′Pˆ ′PˆX P˜X) = µ(PXP ′P˜ ′P˜X) + µ(P˜X P˜ ′Pˆ ′PˆX)= µ(BiBi+1Ai+1Ai) + µ(AiAi+1Gi+1Gi)= µ(BiBi+1Ai+1Gi+1GiAi)
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folgt dann die erste Gleichheit in (3.25) und die anderen Gleichheitszeichen ergeben
sich analog. Eine Darstellung dieser Sachverhalte findet sich in den Abbildungen
3.4.13 und 3.4.14.
C0 = F0 = (0,0) (1,0)
I = (0,1)




















Abb. 3.4.13: Illustration von (3.25), wobei PX ∈ CiBi+1 für ein i gilt. Beide roten und beide
blauen Vierecke besitzen nach Korollar 3.4.2 und dem Strahlensatz das gleiche Maß. Die
Begründungen verlaufen analog zu den Begründungen in den Abbildungen 3.4.8 und 3.4.9.
Mit Korollar 3.4.1 erhalten wir wieder
∣Vn,k(PXPY P˜Y PˆY PˆX P˜X)∣ ≲ (c2(β, k) + c3(β, k))nk,
womit (3.24) gezeigt ist.
Nun betrachten wir die oberen Schranken für den allgemeinen Fall b ∼ βn. Dafür
werden sich die folgenden beiden Lemmata als hilfreich erweisen.
Lemma 3.4.9. Sei β ∈ (0,1] und 1 = qβ + r, wobei q ≥ 1 eine positive ganze Zahl ist
und 0 ≤ r < β gilt. Seien weiter
c1(β, k) = βk
k!
(k − k − 1
q
) ,
c2(β, k) = βk−1(q + 1)k! (k − (k − 1)β) ,
c3(β, k) = (β − r)k(q + 1)k!qk−1.
Sei M ∶= {β ∈ (0,1) ∶ 1 = qβ + r mit q ∈ N ∖ {0,1} und r = 0}. Dann gilt für alle β ∈M
lim
β′↘β(c2(β′, k) + c3(β′, k)) = c1(β, k).
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Abb. 3.4.14: Illustration von (3.25), wobei PX ∈ BiCi für ein i gilt. Beide roten Vierecke
besitzen nach Korollar 3.4.2 das gleiche Maß, da
ÐÐÐ→
BiPX =ÐÐÐÐ→Bi+1P ′.
Beweis. Sei β ∈ M beliebig. Dann ist 1 = βq für ein q ≥ 2. Weiter sei β′ > β mit
1 = (q − 1)β′ + r′ und r′ < (q−1)−1(q−1)2+(q−1)−1 für q > 2 gegeben. Für q = 2 gibt es keine
Einschränkungen an r′. Wir fassen r′ = 1 − (q − 1)β′ als Funktion von β′ auf. Dann
gilt
lim
β′↘β r′ = β.
Damit erhalten wir
lim
β′↘β c3(β′, k) = limβ′↘β (β′ − r′)k((q − 1) + 1)k!(q − 1)k−1 = 0.
Außerdem gilt
lim





− (k − 1)) = βk
k!
(k − k − 1
q
) = c1(β, k).
Mit diesen beiden Grenzwerten folgt die Behauptung.
Lemma 3.4.10. Sei b ≥ n+k−12 und es gelte limn→∞ bn = β ∈ (0.5,1]. Dann gilt
lim
n→∞ B(Gn,k,b)nk = c2(β, k) + c3(β, k).
Beweis. Nach Satz 3.3.1 gilt
B(Gn,k,b) = ⎡⎢⎢⎢⎢⎢
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Außerdem gilt 1 = β + r, also q = 1 und r < β, wegen β > 0.5. Daraus ergibt sich
2β − 1 = 2β − β − r = β − r. Damit erhalten wir
lim







(n − b + 1) ( bk−1(k−1)! +O(bk−2)) + bkk! + (2b−n)kk! +O(bk−1)
2nk
= lim
n→∞ k ( bn)
k−1
2k!




+ (2 bn − 1)k
2k!
+ o(1)
= βk−1(1 + 1)k! (k − (k − 1)β) + (β − r)k(1 + 1)k!1k−1= c2(β, k) + c3(β, k).
Korollar 3.4.4. Sei k ≥ 2 eine feste positive ganze Zahl. Sei b ∼ βn für n →∞ und sei
1 = qβ + r, wobei q ≥ 2 eine positive ganze Zahl ist und 0 ≤ r ≤ q−1
q2+q−1 gilt. Dann ist
B(Gn,k,b) ≲ c1(β, k)nk.
Beweis. Wir betrachten zunächst die β, für die 0 < r ≤ q−1
q2+q−1 gilt. Zu einem ε mit
0 < ε ≤ rq betrachten wir b′ = b′(ε) = ⌊(β + ε)n⌋. Dann gilt r′ ≥ 0 und mit Lemma 3.4.6
erhalten wir
B(Gn,k,b′) ≲ (c1(β + ε, k))nk.
Weiter gilt für alle hinreichend großen n, dass b ≤ b′ ist, womit nach Lemma 3.1.1
B(Gn,k,b) ≤ B(Gn,k,b′) ≲ (c1(β + ε, k))nk
ist. Da das für jedes beliebige der betrachteten ε gilt, folgt mit der Stetigkeit der
Funktion c1 die Behauptung. Nun betrachten wir die β mit 1 = qβ für ein q ≥ 3, bei
denen also r = 0 gilt. Wir betrachten nun solche ε > 0 für die 1 = (q − 1)(β + ε) + r′
mit (q−1)−1(q−1)2+(q−1)−1 < r′ < β + ε gilt. Dies ist äquivalent zu
0 < ε < q − 1(q − 1)2 + (q − 1) − 1 − β.
Für solche ε betrachten wir wieder b′ = b′(ε) = ⌊(β + ε)n⌋. Zu beachten ist, dass wir
uns jetzt durch diese Bedingungen im Fall b) befinden. Mit Lemma 3.4.8 folgt
B(Gn,k,b′) ≲ (c2(β + ε, k) + c3(β + ε, k))nk.
Weiter gilt für alle hinreichend großen n, dass b ≤ b′ ist, womit nach Lemma 3.1.1
B(Gn,k,b) ≤ B(Gn,k,b′) ≲ (c2(β + ε, k) + c3(β + ε, k))nk
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ist. Da das für jedes beliebige der betrachteten ε gilt, folgt mit Lemma 3.4.9
B(Gn,k,b) ≲ lim
ε↘0(c2(β + ε, k) + c3(β + ε, k))nk = c1(β, k)nk.
Als letztes betrachten wir den Fall β = 0.5, also q = 2. Zu einem ε mit 1 = (β + ε) + r′
und 0 < ε < β betrachten wir b′ = b′(ε) = ⌊(β + ε)n⌋. Wir befinden uns im Fall b)
mit q = 1, den wir exakt in Abschnitt 3.3 behandelt haben. Nach Lemma 3.4.10
gilt B(Gn,k,b′) ∼ (c2(β + ε, k) + c3(β + ε, k))nk. Wie für q ≥ 3 folgt mit den Lemmata
3.1.1 und 3.4.9
B(Gn,k,b) ≲ lim
ε↘0(c2(β + ε, k) + c3(β + ε, k))nk = c1(β, k)nk.
Korollar 3.4.5. Sei k ≥ 2 eine feste positive ganze Zahl. Sei b ∼ βn für n →∞ und sei
1 = qβ + r, wobei q ≥ 2 eine positive ganze Zahl ist und q−1
q2+q−1 < r < β gilt. Dann ist
B(Gn,k,b) ≲ (c2(β, k) + c3(β, k))nk.
Beweis. Zu einem ε mit
0 < ε < r − q−1q2+q−1
q
betrachten wir b′ = b′(ε) = ⌊(β + ε)n⌋. Dann gilt r′ > q−1
q2+q−1 und mit Lemma 3.4.8
erhalten wir
B(Gn,k,b′) ≲ (c2(β + ε, k) + c3(β + ε, k))nk.
Weiter gilt für alle hinreichend großen n, dass b ≤ b′ ist, womit nach Lemma 3.1.1
B(Gn,k,b) ≤ B(Gn,k,b′) ≲ (c2(β + ε, k) + c3(β + ε, k))nk
ist. Da das für jedes beliebige der betrachteten ε gilt, folgt mit der Stetigkeit der
Funktionen c2 und c3 die Behauptung.
Damit sind die oberen Schranken in Satz 3.4.1 gezeigt und wir betrachten im
nächsten Abschnitt die unteren Schranken.
3.4.3 Untere Schranken für die Bandbreite
Wir betrachten ein festes ε > 0, das hinreichend klein ist, insbesondere ε < 1. Sei
P ein Polygon in Ω. Im Folgenden arbeiten wir mit zentrischen Streckungen von
P bezüglich eines gegebenen Punktes mit Streckungsfaktoren der Form (1 − ε) und(1+ε). Wir bezeichnen die neuen Polygone mit P und P . Dabei ist zu beachten, dass
P und P sowohl von ε als auch dem Zentrum der Streckung abhängen. Außerdem
gilt
lim
ε→0µ(P ) = limε→0µ(P ) = µ(P ).
85
3.4. Asymptotik der Bandbreite von Gn,k,b im Fall b ∼ βn mit β ∈ (0,0.5]
Lemma 3.4.11. Es gilt
∣Vn,k,b∣ ∼ µ(F0Fq+1Gq+1G0)nk = (q + 1)c2(β, k)nk.
Beweis. Zur Vereinfachung der Darstellung setzen wir T = F0Fq+1Gq+1G0. Es ist
zudem T = {(x, y) ∈ Ω ∶ y ≤ x + β}. Wir wählen F0 als das Streckungszentrum,
sodass zum Beispiel die Eckpunkte von T gegeben sind durch F 0 = (0,0), F q+1 =(1 − ε)(1,1),Gq+1 = (1 − ε)(1 − β,1),G0 = (1 − ε)(0, β). Wenn die Streckungsfak-
toren (1 − ε) und (1 + ε) sind, dann gilt T ⊆ {(x, y) ∈ Ω ∶ y ≤ x + (1 − ε)β} und
T ∩ Ω ⊆ {(x, y) ∈ Ω ∶ y ≤ x + (1 + ε)β}. Für hinreichend großes n und beliebiges
X ∈ ([0,n]k ) gelten die folgenden Implikationen:
1
n
(X,X) ∈ T ⇒X ∈ Vn,k,b ⇒ 1
n
(X,X) ∈ T ∩Ω.
Demzufolge gilt auch
∣Vn,k(T )∣ ≤ ∣Vn,k,b∣ ≤ ∣Vn,k(T ∩Ω)∣
und mit Korollar 3.4.1 erhalten wir
µ(T )nk ≲ ∣Vn,k,b∣ ≲ µ(T )nk.
Schließlich ergibt sich mit Hilfe von Korollar 3.4.3 als Grenzwert für ε→ 0
∣Vn,k,b∣ ∼ µ(T )nk = (q + 1)c2(β, k)nk.
Wie in Lemma 3.4.11 nutzen wir zentrische Streckungen, um die unteren asym-
ptotischen Schranken zu beweisen. Dabei betrachten wir wieder ein festes ε mit
0 < ε < 1, welches hinreichend klein ist.
Lemma 3.4.12. Es gilt
B(Gn,k,b) ≳ 1
q
µ(F0CqEqG0)nk = c1(β, k)nk für n→∞.
Beweis. Zur Vereinfachung der Darstellung setzen wir Q = F0CqEqG0. Für die Stre-
ckung wählen wir wieder F0 als Zentrum. Mit dem Streckungsfaktor (1−ε) erhalten
wir Q. Sei G′ der durch
V ′ = {X ∈ Vn,k,b ∶ 1
n
(X,X) ∈ Q}
induzierte Teilgraph von Gn,k,b. Zu beachten ist dabei, dass 1nX ≤ qβ(1 − ε) für alle
X ∈ V ′ ist.
Nun zeigen wir, dass für hinreichend großes n Folgendes gilt:
diam(G′) ≤ q. (3.26)
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Seien X und Y zwei verschiedene Knoten von G′. Dann gelten die folgenden Un-
gleichungen: 0 ≤X ≤X ≤ qβ(1− ε)n und 0 ≤ Y ≤ Y ≤ qβ(1− ε)n. Nach Lemma 3.4.1
haben X und Y einen Abstand von höchstens q, falls n hinreichend groß ist. Dies
beweist (3.26). Die untere Schranke von Chvátal (3.10) impliziert









Sei der Übersichtlichkeit halber Qq = CqBq+1Dq+1Eq = CqFq+1Gq+1Eq und zur Erin-
nerung T = F0Fq+1Gq+1G0. Dann ist Q = T ∖Qq und deswegen
µ(Q) = µ(T ) − µ(Qq).
Mit Korollar 3.4.3 folgt dann
µ(Q) = (q + 1)c2(β, k) − ((q + 1)c2(β, k) − qc1(β, k)) = qc1(β, k).
Als nächstes beweisen wir die zweite untere Schranke, die allerdings nur auf den
Fall b) anwendbar ist:
Lemma 3.4.13. Falls r > q−1
q2+q−1 ist, dann gilt
B(Gn,k,b) ≳ (µ(F0F1G1G0) + 1
q + 1µ(B1C1H1))nk= (c2(β, k) + 1
qk−1 c3(β, k))nk.
Beweis. Abkürzend schreiben wir R = B1C1H1. Wir wählen 12(B1 +C1) = 12(r+β, r+
β) als Streckungszentrum und (1− 2β−rε) als Streckungsfaktor und erhalten so R aus
R. Die Eckpunkte von R sind B1 = (r+ε, r+ε), C1 = (β−ε, β−ε) und H1 = (r+ε, β−ε).
Sei f eine Bandbreitennummerierung von Gn,k,b. Seien außerdem XV und XV
diejenigen Knoten mit f(XV ) = 1 und f(XV ) = ∣Vn,k,b∣.
Fall 1. XV ≤ n(r + ε) und XV ≤ n(r + ε).
Dann gilt für hinreichend kleine ε und hinreichend große n, dass XV ,X
V ≤ n(r+
ε+ β + ε) ≤ 2β(1− ε)n gilt. Lemma 3.4.1 impliziert, dass XV und XV einen Abstand
von höchstens 2 haben, und aus Lemma 3.4.11 folgt dann
B(Gn,k,b) ≥ ∣Vn,k,b∣ − 12 ≳ q + 12 c2(β, k)nk ≳ (c2(β, k) + 1qk−1 c3(β, k))nk.
Fall 2. XV > n(r + ε) und XV > n(r + ε).
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Hier gilt für hinreichend großes n, dass X
V − XV ,XV − XV ≤ n − n(r + ε) =(1 − r − ε)n = qβ(1 − εqβ )n. Aus Lemma 3.4.1 folgt, dass XV und XV einen Abstand
von höchstens q haben und Lemma 3.4.11 impliziert dann
B(Gn,k,b) ≥ ∣Vn,k,b∣ − 1
q
≳ q + 1
q
c2(β, k)nk ≳ (c2(β, k) + 1
qk−1 c3(β, k))nk.




c2(β, k) ≥ c2(β, k) + 1
qk−1 c3(β, k)⇐⇒c2(β, k)
q
≥ c3(β, k)
qk−1⇐⇒qk−2c2(β, k) ≥ c3(β, k).
Einsetzen der c-Funktionen ergibt
qk−2 βk−1(q + 1)k!(k − (k − 1)β) ≥ (β − r)k(q + 1)k!qk−1 ⇐⇒ βk−1(k − (k − 1)β) ≥ (β − r)kq.
Wegen (k − (k − 1)β) ≥ 1 genügt es βk−1 ≥ (β − r)kq zu zeigen. Dies folgt aber direkt
aus βk−1 ≥ (β − r)k−1 und 1 ≥ βq ≥ (β − r)q.
Fall 3. XV ≤ n(r + ε) und XV > n(r + ε).
Seien XR = argmin{f(X) ∶ X ∈ Vn,k(R)} und XR = argmax{f(X) ∶ X ∈
Vn,k(R)}. Dann gilt klarerweise
f(XR) − f(XR) ≥ ∣Vn,k(R)∣ − 1. (3.27)
In Anbetracht von n(r + ε) ≤ XR ≤ XR ≤ n(β − ε), XV ≥ 0, XV ≤ n(r + ε) + b und
r < β erhalten wir XV −XR ≤ b und XR−XV ≤XR ≤ n(β−ε) ≤ b, falls ε hinreichend
klein und n hinreichend groß ist. Demzufolge sind nach Lemma 3.1.2 XV und XR
benachbart und damit gilt
f(XR) − f(XV ) ≤ B(Gn,k,b). (3.28)
In Anbetracht von XR,X
V ≥ n(r + ε) und analog zu Fall 2 haben XR und XV einen
Abstand von höchstens q zueinander und somit gilt
f(XV ) − f(XR) ≤ qB(Gn,k,b). (3.29)
Aus (3.27), (3.28) und (3.29) erhalten wir
f(XV ) − f(XV ) ≤ (q + 1)B(Gn,k,b) − (∣Vn,k(R)∣ − 1)
und mit Korollar 3.4.3 und Lemma 3.4.11 ergibt sich
B(Gn,k,b) ≳ c2(β, k)nk + (1 − 2
β − rε)2 1qk−1 c3(β, k)nk.
Durch Grenzwertbetrachtung ε→ 0 erhalten wir die Behauptung.
Damit ist Satz 3.4.1 vollständig bewiesen.
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3.5 Verallgemeinerung von k ∈ [2, b + 1] auf K ⊆ [2, b + 1]
In diesem Abschnitt nehmen wir noch eine Verallgemeinerung der Ergebnisse die-
ses Kapitels vor. Wir betrachten nicht mehr nur eine feste Mächtigkeit k ∈ [2, b + 1],
sondern lassen verschiedene Mächtigkeiten aus einer Menge K ⊆ [2, b + 1] zu. Dazu
erinnern wir uns an die im Abschnitt 2.5 motivierten Hypergraphen. Bisher haben
wir angenommen, dass diese k-uniform waren. Wenn deren Hyperkanten aber un-
terschiedliche Mächtigkeiten besitzen, so müssen wir im transformierten Graphen
auch Knoten zulassen, deren zugehörige Mengen unterschiedliche Mächtigkeiten
haben. Diese Verallgemeinerung wollen wir nun vornehmen und aufbauend auf den
bisherigen Ergebnissen die Bandbreite des im Folgenden definierten verallgemeiner-
ten Graphen Gn,K,b für verschiedene Fälle bestimmen.
Für die weiteren Betrachtungen definieren wir kmin ∶= min(K) und kmax ∶=
max(K). Sei nun Gn,K,b der Graph mit Knotenmenge
Vn,K,b ∶= {X ∈ (⋃
k∈K ([0, n]k )) ∶X −X ≤ b}
und Kantenmenge
En,K,b ∶= {{X,Y } ∈ Vn,K,b ∶X ∪ Y −X ∪ Y ≤ b} .
Aus Lemma 3.1.4 folgt durch Aufsummieren der einzelnen Knotenanzahlen
∣Vn,K,b∣ = (n − b + 1) ∑
k∈K ( bk − 1) + ∑k∈K (bk). (3.30)
Wichtig ist auch der Durchmesser von Gn,K,b. Dazu nutzen wir verallgemeinerte
Versionen von Lemma 3.1.3 und von Korollar 3.1.1.
Lemma 3.5.1. Sei K ⊆ [2, b + 1] mit kmin ∶= min(K) und kmax ∶= max(K). Sei
0 ≤ i < j ≤ n − (kmin − 1). Die Knoten [i, i + kmin − 1] und [j, j + kmin − 1] haben einen
Abstand von ⌈ j−ib−kmin+1⌉ in Gn,K,b.
Beweis. Mit j − i = q(b−kmin +1)+ r, wobei q eine ganze Zahl und 1 ≤ r ≤ b−kmin +1
ist, ergibt sich wie im Beweis von Lemma 3.1.3, dass der Abstand der Knoten [i, i +
kmin − 1] und [j, j + kmin − 1] höchstens q + 1 beträgt. Wir nehmen nun an, dass die
Knoten
X0 = [i, i + (kmin − 1)],X1, . . . ,Xl−1, [j, j + (kmin − 1)] =Xl
einen Weg der Länge l in Gn,k,b bilden. Dann haben wir für t = 1, . . . , l, Xt −Xt−1 ≤ b
und Xt −Xt ≥ kmin − 1, was
Xt −Xt−1 ≤ b − (kmin − 1) (3.31)
impliziert. Damit sehen wir wie im Beweis von Lemma 3.1.3, dass der Abstand min-
destens q + 1 beträgt.
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Korollar 3.5.1. Seien K ⊆ [2, b + 1] mit kmin = min(K), X,Y ∈ Vn,K,b und sei X < Y
oder X = Y sowie X < Y . Dann haben X und Y höchstens den Abstand ⌈ Y −X−bb−kmin+1⌉+ 1.
Beweis. Der Beweis verläuft analog zum Beweis von Korollar 3.1.1. Seien i =X und
j = Y . Zu beachten ist hierbei, dass für beliebige i, j ∈ [0, n] mit i < j gilt argmin{k ∈
K ∶ ⌈ j−ib−k+1⌉} = kmin. Da unabhängig von den Mächtigkeiten von X und Y sowohl X
zuX1 = [i+b−kmin+1, i+b] als auch Y zu Y1 = [j−b, j−b+kmin−1] benachbart ist, kann
analog zum Beweis von Korollar 3.1.1 hier Lemma 3.5.1 angewendet werden.
Nach Korollar 3.5.1 beträgt der Abstand zweier beliebiger Knoten von Gn,K,b
höchstens ⌈ n−0−bb−kmin+1⌉ + 1 = ⌈n−kmin+1b−kmin+1 ⌉ und nach Lemma 3.5.1 haben die Knoten[0, kmin − 1] und [n − kmin + 1, n] einen Abstand von ⌈n−kmin+1b−kmin+1 ⌉. Dementsprechend
gilt
diam(Gn,K,b) = ⌈n − kmin + 1
b − kmin + 1 ⌉ . (3.32)
Damit können wir nun eine verallgemeinerte Version von Satz 3.2.1 angeben.
Satz 3.5.1. Sei K ⊆ N ∖ {0,1} eine feste endliche Menge mit minimalem Element kmin
und maximalem Element kmax und es gelte 1 ≤ kmax − 1 ≤ b ≤ n. Wenn b = o(n 1kmax+1 )
ist, dann gilt für hinreichend großes n
B(Gn,K,b) = (b − kmin + 1) ∑
k∈K ( bk − 1).
Wenn b = o(n) ist, dann gilt
B(Gn,K,b) ∼ (b − kmin + 1) ∑
k∈K ( bk − 1) für n→∞.
Beweis. Der Beweis der oberen Abschätzung erfolgt analog zum Beweis von Lemma
3.2.1 mittels der lexikographischen Anordnung der Knoten, siehe (3.1). Hierbei ist
nur zu beachten, dass zwischen zwei benachbarten Knoten X,Y mit X <lex Y nun
weitere Knoten liegen. Seien X ′ = [X,X + kmin − 1] und
Y ′ = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
[X + b − kmin + 1,X + b], falls X + b ≤ n[n − kmin + 1, n], sonst.
Dann ist
X ′ ≤lex X <lex Y ≤lex Y ′. (3.33)
Wegen
∣{X ∈ Vn,K,b ∶ X = j}∣ ≤ ∑
k∈K ( bk − 1)
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für j ∈ [n] und da Y ′ der lexikographisch kleinste Knoten mit kleinstem Element Y ′
ist, wobei Y ′ ≤X + b − kmin + 1 gilt, folgt schließlich
∣flex(Y ) − flex(X)∣ ≤ (b − kmin + 1) ∑
k∈K ( bk − 1).
Für den Beweis der unteren Schranke nutzen wir analog zum Beweis von Satz 3.2.1
die Fakten (3.10), (3.30) und (3.32). Außerdem gilt ∑k∈K(k − 1)(b+1k ) = O(bkmax)
für b→∞. Damit erhalten wir für n→∞:
B(Gn,K,b) ≥ ⌈ ∣Vn,K,b∣ − 1diam(Gn,K,b)⌉ =
⎡⎢⎢⎢⎢⎢⎢
(n + 1)∑k∈K ( bk−1) −∑k∈K(k − 1)(b+1k ) − 1⌈n−kmin+1b−kmin+1 ⌉
⎤⎥⎥⎥⎥⎥⎥
= (n + 1)∑k∈K ( bk−1) +O(bkmax)
n−kmin+1
b−kmin+1 +O(1)
= (n + 1)(b − kmin + 1)∑k∈K ( bk−1) +O(bkmax+1)
n +O(b)
= (b − kmin + 1)∑k∈K ( bk−1) +O( bkmax+1n )
1 +O( bn) .
Im Falle von b = o(n 1kmax+1 ) ergibt sich schließlich analog zum Beweis von Satz
3.2.1 B(Gn,K,b) ≥ (b − kmin + 1)∑k∈K ( bk−1) für hinreichend großes n. Falls b = o(n)
ist, dann folgt B(Gn,K,b) ≳ (b − kmin + 1)∑k∈K ( bk−1) für n→∞.
Bisher haben wir immer kmin ≥ 2 betrachtet, da einelementige Mengen einen ent-
arteteten Fall darstellen, da Minimum und Maximum dieser Mengen immer iden-
tisch sind. Somit sind sie für das betrachtete Problem nicht sehr interessant und
für die Anwendung sind sie außerdem bedeutungslos. Einige Resultate gelten je-
doch auch für kmin = 1, insbesondere Lemma 3.5.1, Korollar 3.5.1 und (3.30) sowie
(3.32). Da wir nur an dieser einen Stelle Gebrauch davon machen wollen, haben wir
die Resultate zur einheitlichen Darstellung alle mit K ⊆ [2, b + 1] formuliert. Wenn
wir nun ausnahmsweise den Fall K = [1, b + 1] betrachten, wobei K somit auch
abhängig von b und damit von n ist, können wir noch ein ähnlich zu beweisendes
Resultat angeben. Aus (3.30) und (3.32) ergibt sich





Proposition 3.5.1. Für ε > 0 und b ≤ (1 − ε) log2(n) gilt für hinreichend großes n
B(Gn,[1,b+1],b) = b ⋅ 2b.
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Falls b = o(n) für n→∞ ist, so gilt
B(Gn,[1,b+1],b) ∼ b ⋅ 2b.
Beweis. Die obere Schranke folgt wie im Beweis von Satz 3.5.1. Die untere Schranke
folgt aus der Tatsache, dass b22b ≤ ((1−ε) log2(n))2n1−ε = o(n) für b ≤ (1−ε) log2(n)
und n→∞ ist. Somit gilt asymptotisch für n→∞: B(Gn,[1,b+1],b) ≥ ∣Vn,[1,b+1],b∣−1diam(Gn,[1,b+1],b) =(n−b+2)2b−1−1⌈n
b
⌉ = nb2b−(b−2)b2b−2bn+O(b) = nb2b+o(n)n+O(b) = b ⋅ 2b + o(1). Für hinreichend große n gilt
also B(Gn,[1,b+1],b) = b ⋅ 2b. Falls b = o(n) ist, so gilt(n − b + 2)2b − 2⌈n
b
⌉ ∼ b ⋅ 2b.
Für das exakte Resultat aus Abschnitt 3.3 ergibt sich folgende Verallgemeinerung.
Satz 3.5.2. Sei K ⊆ N ∖ {0,1} eine feste endliche Menge mit minimalem Element kmin
und maximalem Element kmax und es gelte 1 ≤ kmax − 1 ≤ b ≤ n. Wenn b ≥ n+kmin−12
gilt, dann ist
B(Gn,K,b) = ⎡⎢⎢⎢⎢⎢
(n − b + 1)∑k∈K ( bk−1) +∑k∈K (bk) +∑k∈K (2b−n+1k ) − 2
2
⎤⎥⎥⎥⎥⎥ .
Um dies zu zeigen, definieren wir die einfache Palindromordnung zur Zerlegung
R′′ = R′′0 ⊍ R′′1 identisch zu Abschnitt 3.3 auf Vn,K,b mit der Definition der lexiko-
graphischen Ordnung aus (3.1). Wichtig ist wieder, dass C ≠ ∅ ist, was analog zu
Bemerkung 3.3.1 genau dann der Fall ist, wenn b ≥ n+kmin−12 ist. Außerdem gilt
∣C ∣ = ∑
k∈K (2b − n + 1k ). (3.34)
Nun verallgemeinern wir Lemma 3.3.2.
Lemma 3.5.2. Sei ≤spo eine einfache Palindromordnung zu einer beliebigen balan-
cierten Zerlegung R′′ = A ⊍ B. Seien X,Y zwei benachbarte Knoten aus Vn,K,b mit
X <spo Y und maximaler fspo-Distanz, wobei zusätzlich X minimal oder Y maxi-
mal ist. Mit kmin = minK ist dann X = [0, kmin − 1] und Y = [b − kmin + 1, b] oder
X = [n − b, n − b + kmin − 1] und Y = [n − kmin + 1, n].
Beweis. Mit Ii = {X ∈ Vn,K,b ∶ [i, i + kmin − 1] ≤spo X ≤spo [i + b − kmin + 1, i + b]} ist
die Abbildung X = (i1, i2, . . . , ik) ↦ (i1 − 1, i2 − 1, . . . , ik − 1) = X˜ eine Injektion φ
von Ii nach Ii−1. Der Beweis geht analog zum Beweis von Lemma 3.3.2, da nur das
jeweilige Minimum und Maximum der Mengen relevant ist. Da unter allen Paaren
X = [0, k − 1] und Y = [b − k + 1, b] für k ∈ K das Paar X = [0, kmin − 1] und Y = [b −
kmin+1, b] die größte fspo-Distanz hat und Analoges auch für X = [n−b, n−b+kmin−1]
und Y = [n − kmin + 1, n] gilt, folgt die Behauptung.
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Völlig analog zu Lemma 3.3.3 erfolgt der Beweis von:
Lemma 3.5.3. Sei ≤spo eine einfache Palindromordnung zu einer beliebigen balancier-
ten Zerlegung R′′ = A ⊍B. Dann gilt Bfspo(Gn,K,b) = ⌈ ∣Vn,K,b∣+∣C∣−22 ⌉.
Man ersetze einfach [0, k−1], [b−k+1, b], [n−b, n−b+k−1] und [n−k+1, n] durch
die entsprechenden Versionen mit kmin statt k. Der Beweis der unteren Schranke
in Satz 3.5.2 läuft schließlich mit Bezug zu (3.34) und (3.30) analog zu diesem
Beweisteil von Satz 3.3.1 ab.
Schließlich verallgemeinern wir noch die asymptotischen Resultate aus Abschnitt
3.4. Es gilt folgende verallgemeinerte Version von Satz 3.4.1.
Satz 3.5.3. Sei K ⊆ N∖{0,1} eine feste endliche Menge mit maximalem Element kmax.
Sei b ∼ βn für n → ∞ und sei 1 = qβ + r, wobei q ≥ 2 eine positive ganze Zahl ist und
0 ≤ r < β gilt. Seien
c1(β, k) = βk
k!
(k − k − 1
q
) ,
c2(β, k) = βk−1(q + 1)k! (k − (k − 1)β) ,
c3(β, k) = (β − r)k(q + 1)k!qk−1.
a) Wenn r ≤ q−1
q2+q−1 ist, dann gilt B(Gn,K,b) ∼ c1(β, kmax)nkmax .
b) Wenn r > q−1
q2+q−1 ist, dann gelten
B(Gn,K,b) ≳max{c1(β, kmax), c2(β, kmax) + 1
qkmax−1 c3(β, kmax)}nkmax ,
B(Gn,K,b) ≲ (c2(β, kmax) + c3(β, kmax))nkmax .
Analog zu (3.14) definieren wir die verallgemeinerten Knotenmengen, die in Po-
lygonen P ∈ Ω = {(x, y) ∈ R2 ∶ 0 ≤ x ≤ y ≤ 1} eingebettet sind. Es seien
Vn,K(P ) = {X ∈ ⋃
k∈K ([0, n]k ) ∶ 1n(X,X) ∈ P} ,
V on,K(P ) = {X ∈ ⋃
k∈K ([0, n]k ) ∶ 1n(X,X) ∈ int(P )} .
(3.35)
Damit gelten die Zerlegungen
Vn,K(P ) = ⋃
k∈K Vn,k(P ),
V on,K(P ) = ⋃
k∈K V on,k(P ). (3.36)
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Da bei der asymptotischen Analyse Terme niedrigerer Ordnung vernachlässigt wer-
den können, ist nur kmax = max(K) relevant. Damit folgt direkt aus Lemma 3.4.2,
dass
∣V on,K(P )∣ ∼ ∣Vn,K(P )∣ ∼ ( 1(kmax − 2)!∬P (y − x)kmax−2 dxdy)nkmax für n→∞
gilt. Mit dem verallgemeinerten Maß
µ˜(P ) = 1(kmax − 2)!∬P (y − x)kmax−2 dxdy (3.37)
können wir auch Korollar 3.4.1 wie folgt verallgemeinern.
Korollar 3.5.2. Sei K ⊆ N ∖ {0,1} endlich und sei kmax = max(K). Wenn S ⊆⋃k∈K ([0,n]k ) eine Familie von Mengen ist, die alle X ∈ ⋃k∈K ([0,n]k ) mit 1n(X,X) ∈
int(P ) und einige X ∈ ⋃k∈K ([0,n]k ) mit 1n(X,X) auf dem Rand von P enthält, dann ist
∣S∣ ∼ µ˜(P )nkmax für n→∞.
Damit laufen alle weiteren Betrachtungen analog zu denen von Abschnitt 3.4
für Gn,kmax,b ab. Die Elemente mit unterschiedlichen Mächtigkeiten werden gemäß
ihrer projizierten Position in Ω wie in Abschnitt 3.4.2 angeordnet. Da dafür nur
das Maximum und das Minimum der Mengen relevant ist, ergibt sich durch die
unterschiedlichen Mächtigkeiten kein Problem. Asymptotisch unterscheidet sich die
Bandbreite von Gn,K,b also nicht von der von Gn,kmax,b, da die Anzahl der Mengen




Im ersten Teil der Arbeit haben wir eine mathematische Modellierung der von Mul-
tielektrodenarrays aufgezeichneten Signale von Neuronen vorgenommen. Diese be-
inhaltet die Modellierung der Geometrie des Multielektrodenarrays sowie der Form
der aufgezeichneten Signale. Darauf aufbauend wurde ein Algorithmus entwickelt,
der zu jedem aufgezeichneten Neuron die sogenannte Nachbarschaft ermittelt. Dies
ist die Menge der Elektroden, die die Signale des Neurons aufgezeichnet haben. Wir
haben dabei eine methodische Weiterentwicklung gegenüber einem bereits in der
Literatur vorgestellten Ansatz erhalten. Mögliche zeitliche Verzögerungen in den Si-
gnalaufzeichungen wurden hier explizit berücksichtigt. Grundvoraussetzung dafür
ist der elektrische Kontakt des Neurons zu mindestens zwei Elektroden. Andernfalls
funktioniert der verwendete Ansatz nicht, da der Vergleich der Aufzeichnungen von
verschiedenen Elektroden ein essentieller Bestandteil dieses Ansatzes ist.
Bei simulierten Daten konnten mit der obigen Methode gute Ergebnisse erzielt
werden. Bei den getesteten realen Daten waren die Ergebnisse allerdings schlechter,
da die notwendige Voraussetzung des mehrfachen elektrischen Kontaktes nicht für
ausreichend viele Neuronen erfüllt war.
Des Weiteren wurde der betrachtete Ansatz unter weiteren theoretischen Annah-
men zu einem Spike-Sorting-Ansatz, also der Zuordnung der einzelnen Signale zu
einem Neuron, weiterentwickelt. Dieser könnte in Kombination mit bestehenden
Spike-Sorting-Ansätzen, die zu einem großen Teil auf der Analyse der Wellenfor-
men beruhen, zu einer Verbesserung der Genauigkeit der Signalzuordnung führen,
da zusätzliche relevante Informationen über die Signale gewonnen werden.
Danach haben wir ein gewichtetes Kantenüberdeckungsproblem formuliert, um
mit fälschlicherweise nicht aufgezeichneten Spikes umzugehen, die zu einer Häu-
fung von unvollständigen Teilnachbarschaften führen können. Um dieses Problem
algorithmisch effizient zu lösen, bedienten wir uns einer Transformation auf ein
gewichtetes Knotencliquenüberdeckungsproblem und machten uns die beschränk-
te Bandbreite des durch die Nachbarschaftsschätzung entstandenen Hypergraphen
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zunutze. Das inspirierte zur Untersuchung der Bandbreite einer speziellen Graphen-
klasse, die wir mit Gn,K,b bezeichnen.
Der zweite Teil der Arbeit behandelte dann umfassend die Bandbreitenbestim-
mung von Gn,K,b. Dabei wurden mehrere Fälle unterschieden und unterschiedliche
Nummerierungen der Knoten betrachtet. Dabei gelang es mittels elementarer und
analytischer Methoden, zumindest die asymptotische Optimalität in den meisten
Fällen zu beweisen.
Im Hinblick auf zukünftige Forschung ist zu bemerken, dass durch die Einfüh-
rung von Multielektrodenarrays mit höherer Elektrodendichte die Nachbarschaft der
Neuronen für den praktischen Einsatz des entwickelten Verfahrens hinreichend groß
sein wird. Des Weiteren könnte die Entwicklung gewinnbringender Kombinationen
der verschiedenen Spike-Sorting-Ansätze, wie zum Beispiel der Nachbarschaftsbe-
stimmung und der klassischen Wellenformencluster-Methoden, vorangetrieben wer-
den.
Bei der Bandbreitenbestimmung in Abschnitt 3.4 existiert noch eine Lücke in dem
Sinne, dass die obere und untere Schranke für einen Fall nicht übereinstimmen. Im
Zuge künftiger Forschung könnte diese Lücke vielleicht geschlossen werden. Weiter-
hin bleibt offen, ob nicht mithilfe besserer Methoden sogar eine exakte Bestimmung
der Bandbreite in den Fällen möglich ist, bei denen wir nur asymptotische Resultate
angegeben haben. Die verwendete Methode, den Graphen in das Einheitsquadrat zu
projizieren, um dort asymptotische Untersuchungen zur Bandbreite des Graphen für
große n vorzunehmen, könnte zudem bei der Bestimmung der Bandbreite weiterer
Graphenklassen hilfreich sein. Dies wäre ein Untersuchungsgegenstand für weitere
Arbeiten in dieser Richtung.
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A.1 Ergebnisse der Nachbarschaftsschätzung bei realen Da-
ten
Vorbetrachtungen
Wir betrachten die aufgezeichneten Daten von realen Netzwerken, die von einem
Plexon-Programm in plx-Dateien gespeichert sind. Dabei sind verschiedene aufge-
zeichnete Datentypen zu unterscheiden. Relevant sind vor allem die folgenden:
1. kontinuierliche Aufzeichnungsdaten der gemessenen elektrischen Potentiale
(in mV)
2. Zeitpunkte (in s) der erkannten Spikes
3. Wellenformen zu den aufgezeichneten Spikes
Diese wollen wir nun etwas genauer erläutern.
Kontinuierliche Aufzeichnungsdaten
Die kontinuierlichen Daten sind für jede Elektrode ej eine Folge von Paaren (Auf-
zeichnungszeitpunkt (in s), gemessenes Potential (in mV)), deren Anzahl durch die
Aufzeichnungsdauer T und die Aufzeichnungsfrequenz fr festgelegt ist. Im betrachte-
ten Fall ist fr = 40 kHz und die Abstände der Aufzeichnungszeitpunkte 1fr sind somit
0.000025 s. Dieses Zeitintervall zwischen zwei Aufzeichnungszeitpunkten wollen wir
als Zeiteinheit bezeichnen. Damit können wir die kontinuierlichen Aufzeichnungsda-
ten als Vektor von Potentialen r(j) ansehen. Die i-te Komponente dieses Vektors ist
dann der gemessene Potentialwert zur i-ten Zeiteinheit.
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Zeitpunkte der erkannten Spikes
Für jede Elektrode gibt es einen Vektor von Spikezeitpunkten u(j), die durch ei-
ne interne Methode zur Spikeerkennung bestimmt wurden. Dabei wird ein Spike
erkannt, wenn der Potentialwert einen gewissen vorgegebenen Schwellwert (Thres-
hold) unterschreitet. Der Zeitpunkt des Unterschreitens wird dann aufgezeichnet.
Wellenformen
Zu jedem aufgezeichneten Spikezeitpunkt wird zusätzlich eine sogenannte Wellen-
form aufgezeichnet. Dabei handelt es sich um einen Vektor, der die Potentialwerte
von 56 Zeiteinheiten in der zeitlichen Umgebung des Spikezeitpunktes beinhaltet
und damit den charakteristischen Potentialverlauf eines Spikes für weitere Analysen
abbildet.
Filterung (Glättung) der kontinuierlichen Aufzeichnungsda-
ten
Da die Daten verrauscht sind, sei es durch zufällige Störungen oder durch weiter
entfernte Zellen, deren Signale nur sehr schwach sind, wird versucht, durch Filte-
rung der Daten das Rauschen zu unterdrücken und die wesentlichen Merkmale (die
Spikes) stärker hervorzuheben. Dazu gibt es verschiedene Typen von Filtern. Rela-
tiv einfache Filter sind Rechteckfilter und Binomialfilter, aber es gibt auch andere,
welche beispielsweise auf der Minimierung der Totalen Variation (TV) beruhen. Das
bewirkt, dass das Signal nicht mehr so stark „hin und her zappelt“, da die Sum-
me der Abstände der aufeinanderfolgenden Signalwerte minimiert wird. Im Detail
passiert Folgendes: Sei r der Vektor mit T Komponenten, der die kontinuierlichen
Potentialwerte enthält. Dann suchen wir eine Lösung x ∈ RT des folgenden Optimie-
rungsproblems:
f1(x) = 12 T∑k=1(rk − xk)2 + λ
T−1∑
k=1 ∣xk+1 − xk∣→min (A.1)
für einen geeignet zu wählenden Parameter λ ≥ 0. Statt der Absolutbeträge der
Differenzen xk+1 − xk kann auch das Quadrat dieser genommen werden, was das
Problem vereinfacht:
f2(x) = 12 T∑k=1(rk − xk)2 + 12 ⋅ λ
T−1∑
k=1(xk+1 − xk)2 →min . (A.2)
Dann handelt es sich um ein quadratisches Optimierungsproblem mit konvexer Ziel-
funktion, das ein eindeutiges Minimum besitzt und dessen Lösung über das Nullset-
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(λ + 1) ⋅ xk − λ ⋅ xk+1 − rk, k = 1,(2λ + 1) ⋅ xk − λ ⋅ (xk+1 + xk−1) − rk, k = 2, . . . , T − 1,(λ + 1) ⋅ xk − λ ⋅ xk−1 − rk, k = T.
Das führt auf folgendes tridiagonale diagonaldominante Gleichungssystem, dessen




λ + 1 −λ−λ 2λ + 1 −λ⋱ ⋱ ⋱
−λ 2λ + 1 −λ−λ λ + 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Das Problem (A.1) ist etwas schwieriger zu lösen. Einen Algorithmus, der das dazu
duale Problem löst, findet sich in [9].
Kurzvorstellung von Spikeerkennungsalgorithmen
Als erstes einfaches Verfahren gibt es die Spikeerkennung über einen Potential-
schwellenwert ηp, der auch vom Plexon-Programm angewendet wird. Dabei werden
solche Zeiteinheiten t als Spikezeitpunkte definiert, für die
r
(j)
t−1 ≥ ηp ∧ r(j)t < ηp
gilt. Eine weitere Methode ist das Suchen von hinreichend lokalen Minima mittels
zweier Schwellenwerte für die Steilheit des Abstiegs η− und des darauffolgenden
Anstiegs η+ der Potentialwerte, die in Abschnitt 2.2.2 beschrieben wurde. Eine dritte
Methode ist die Nutzung eines Nichtlinearen Energie-Operators (NEO), um Spikes zu
erkennen. Der NEO Ψ für Folgen von diskreten Zeitpunkten ist wie folgt definiert:
Ψ(t) ∶= r2t − rt−1 ⋅ rt+1.
Auch hier gibt es wieder einen Schwellenwert ηn, womit dann ein Spike zum Zeit-
punkt t erkannt wird, falls
Ψ(t − 1) ≤ ηn ∧ Ψ(t) > ηn
gilt. Der Schwellenwert wird hierbei üblicherweise auf den Wert ηn = 4σ gesetzt,
wobei σ die geschätzte Standardabweichung des Rauschens auf der Elektrode ist.
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Um die Standardabweichung des Rauschens zu schätzen, wird ein signalfreier Aus-
schnitt aus den Aufzeichnungsdaten der elektrischen Potentiale genommen. Mit dem
zugehörigen Potentialvektor r ∈ RT und r = 1T ∑Tt=1 rt ergibt sich
σ =¿ÁÁÀ 1
T − 1 T∑t=1(rt − r)2.
Vergleichende Analyse von Netzwerken mittels Anwendung
der Nachbarschaftsbestimmung
In diesem Abschnitt wollen wir verschiedene reale Netzwerke vergleichen. Vergleichs-
kriterium ist dabei die Anzahl der gefundenen Nachbarschaften bei unterschiedli-
chen Wertekombinationen der Parameter ν und δ. Wir erinnern daran, dass wir ν
als eine untere Schanke für die Anzahl der Spikes je Neuron und δ als eine obe-
re Schranke für die Absolutbeträge der relativen Verzögerungen betrachten, siehe
auch die Bedingungen 2.3.1 und 2.3.2. Algorithmisch ist δ proportional zur Größe
des Suchbereichs für die relativen Verzögerungen und ν dient als Threshold für die
Anzahl an, im Rahmen der Fehlertoleranz, gleichen relativen Verzögerungen. Wir
verwenden hier die durch Potential-Thresholding erkannten Spikes, die in der je-
weiligen Datei bereits gespeichert sind. Kanäle mit mehr als 30 erkannten Spikes
pro Sekunde wurden entfernt, da sie vermutlich zu einem großen Teil aus Rauschen
bestehen und somit das Ergebnis eher verfälschen, als dass sie brauchbare Infor-
mationen liefern. Die Dateien mit den Aufzeichnungsdaten stammen von Matthias
Nissen. Wir nutzen nur einen gewissen zeitlichen Ausschnitt, in diesem Fall T = 300
Sekunden, für die Nachbarschaftsanalyse, da es sonst Speicherprobleme gibt. Wir
verwenden hier in der Auswertung zur besseren Vergleichbarkeit ein relatives ν,
dass wir mit νrel bezeichnen wollen und das die Anzahl der Übereinstimmungen pro
Sekunde angibt. Das absolute ν ist dann gleich νrel ⋅T . Das δ geben wir in Zeiteinhei-
ten 1fr an, bei einer Aufzeichnungsfrequenz von fr = 40 kHz ist dann eine Zeiteinheit
also 140 ms. Sei N die Menge der vom Programm geschätzen Nachbarschaften, siehe
Abschnitt 2.2. Wir erinnern nochmal an die Elektrodenmenge E = {e1, . . . , en} aus
Abschnitt 2.1. Dann sei Np = {{ei, ej} ∈ E2 ∶ ∃N ∈ N mit {i, j} ⊂ N} die Menge
aller ungeordneten Elektrodenpaare, die in mindestens einer der geschätzen Nach-
barschaften als Teilmenge enthalten sind. In der jeweiligen Tabelle sind für jedes
Netzwerk zu jeder betrachteten Kombination aus δ und νrel die folgenden Daten
angegeben: ∣N ∣/∣Np∣.
Beim ersten hier betrachteten Netzwerk, dessen Ergebnisse in den Tabellen A.1.1
und A.1.2 zu finden sind, ist manches so, wie man es erwarten würde.





νrel 0.01 0.02 0.05 0.1 0.2 0.5 1 2 5
1 38/38 3/3 0/0 0/0 0/0 0/0 0/0 0/0 0/0
2 47/47 4/4 0/0 0/0 0/0 0/0 0/0 0/0 0/0
5 70/70 5/5 0/0 0/0 0/0 0/0 0/0 0/0 0/0
10 89/86 6/6 0/0 0/0 0/0 0/0 0/0 0/0 0/0
20 118/102 8/8 0/0 0/0 0/0 0/0 0/0 0/0 0/0
50 152/115 12/12 0/0 0/0 0/0 0/0 0/0 0/0 0/0
100 160/113 21/19 0/0 0/0 0/0 0/0 0/0 0/0 0/0
200 137/99 29/23 0/0 0/0 0/0 0/0 0/0 0/0 0/0
500 83/71 45/32 0/0 0/0 0/0 0/0 0/0 0/0 0/0
1000 55/53 52/36 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Tab. A.1.1: Chip 1 07.08.2014 im Zeitintervall [100s,400s] mit 49 aktiven Elektroden und
12379 Spikes.
δ
νrel 0.01 0.02 0.05 0.1 0.2 0.5 1 2 5
1 42/42 5/5 0/0 0/0 0/0 0/0 0/0 0/0 0/0
2 58/58 8/8 0/0 0/0 0/0 0/0 0/0 0/0 0/0
5 74/74 7/7 0/0 0/0 0/0 0/0 0/0 0/0 0/0
10 94/89 10/10 0/0 0/0 0/0 0/0 0/0 0/0 0/0
20 122/103 11/11 0/0 0/0 0/0 0/0 0/0 0/0 0/0
50 156/110 16/14 0/0 0/0 0/0 0/0 0/0 0/0 0/0
100 173/117 28/22 0/0 0/0 0/0 0/0 0/0 0/0 0/0
200 146/105 36/27 0/0 0/0 0/0 0/0 0/0 0/0 0/0
500 93/82 50/36 0/0 0/0 0/0 0/0 0/0 0/0 0/0
1000 69/63 51/38 0/0 0/0 0/0 0/0 0/0 0/0 0/0
Tab. A.1.2: Chip 1 07.08.2014 im Zeitintervall [800s,1100s] mit 49 aktiven Elektroden und
13126 Spikes.
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• Mit zunehmenden νrel nimmt sowohl ∣N ∣ als auch ∣Np∣ ab.
Es gibt allerdings auch schon einige Phänomene zu beobachten, die an der Aussage-
kraft der Daten Zweifel aufkommen lassen. Diese wollen wir nun beschreiben und
auch ein paar mögliche Erklärungen dafür liefern.
• Nur bei kleinen Werten von νrel werden Nachbarschaften gefunden. Da jedoch
νrel = 0.01 einem ν = 3 entspricht, können in diesem Fall die gefundenen
Übereinstimmungen bei den relativen Verzögerungen auch reiner Zufall sein,
was sie vermutlich auch sind. Für νrel = 0.02 gilt Ähnliches.
• In vielen Fällen gilt ∣N ∣ > ∣Np∣. Dies lässt sich dadurch erklären, dass zu vielen
Nachbarschaften N mit ∣N ∣ ≥ 3 auch viele oder sogar alle Teilnachbarschaf-
ten als eigenständige Nachbarschaften gefunden werden, die zwar in N alle
aufgenommen werden, aber keinen zusätzlichen Beitrag zu Np leisten.
• Eigentlich wäre es einleuchtend, wenn mit zunehmenden δ die Anzahl der ge-
fundenen Nachbarschaften wachsen würde, da die Suchbereiche für relative
Verzögerungen eine aufsteigende Kette für zunehmende δ bilden, also alle häu-
fig vorkommenden relativen Verzögerungen bei kleinerem δ auch gefunden
werden, wenn das δ größer wird. Eine Erklärung für die beobachtete Anomalie
ist, dass bei kleinem νrel und großem δ viele (auch zufällig entstandene) relati-
ve Verzögerungen gefunden werden und so der geschätzte Verzögerungsgraph
viele Kanten enthält. Da die Nachbarschaftssuche Greedy-basiert ist, werden
nicht alle möglichen Nachbarschaften gefunden, die von einem Knoten ausge-
hen und nur je einen Knoten einer Schicht beinhalten. Das heißt, bei hoher
Kantenanzahl ist die Wahrscheinlichkeit geringer, dass eine bestimmte Nach-
barschaft gefunden wird. Da für die Anzahl der Nachbarschaften das νrel auch
als Threshold fungiert, können so einige Nachbarschaften aus der Betrachtung
wieder herausfallen.
Als Fazit können wir festhalten: Kleine νrel liefern sehr wahrscheinlich keine zuver-
lässigen Ergebnisse und das Nichtvorhandensein der Monotonie bei ∣N ∣ und ∣Np∣ in
Abhängigkeit von δ stützt diese These.
Insgesamt kann man für dieses Netzwerk sagen, dass wahrscheinlich keine brauch-
baren Nachbarschaften gefunden wurden.
Beim zweiten Netzwerk, dessen Ergebnisse in den Tabellen A.1.3 und A.1.4 zu
finden sind, geht die Feuerrate im Laufe der Zeit interessanterweise stark zurück
(46415 zu 24446 Spikes). Vermutlich sind die betrachteten Zeiträume zufällig so
gewählt, dass einmal ein Zeitraum hoher Aktivität und einmal einer mit niedriger
Aktivität betrachtet wurde. Dementsprechend ist auch die Anzahl der gefundenen




νrel 0.01 0.02 0.05 0.1 0.2 0.5 1 2 5
1 102/95 41/40 11/11 2/2 2/2 1/1 1/1 1/1 0/0
2 116/101 50/46 12/11 2/2 2/2 2/2 2/2 2/2 0/0
5 154/117 75/67 16/13 4/4 3/3 2/2 2/2 2/2 0/0
10 245/126 107/77 23/20 11/11 9/9 8/8 5/5 2/2 0/0
20 313/130 148/94 34/25 16/17 12/12 8/8 4/6 4/4 0/0
50 406/140 207/101 40/29 20/20 11/12 9/9 5/7 5/5 0/0
100 447/136 232/99 45/34 20/20 11/12 9/9 5/7 5/5 0/0
200 406/138 257/97 52/39 20/20 11/12 9/9 5/7 5/5 0/0
500 277/160 194/99 52/39 20/20 11/12 9/9 5/7 5/5 0/0
1000 218/168 164/108 52/39 20/20 11/12 9/9 5/7 5/5 0/0
Tab. A.1.3: Chip 1 19.09.2013 im Zeitintervall [100s,400s] mit 21 aktiven Elektroden und
46415 Spikes.
δ
νrel 0.01 0.02 0.05 0.1 0.2 0.5 1 2 5
1 54/53 18/17 6/6 2/2 2/2 2/2 1/1 0/0 0/0
2 69/64 24/23 6/6 2/2 2/2 2/2 2/2 1/1 0/0
5 93/80 34/30 8/8 4/5 2/2 2/2 2/2 1/1 0/0
10 141/90 49/39 17/17 12/12 9/9 5/6 3/4 1/1 0/0
20 180/101 63/47 22/20 12/12 10/10 4/7 3/5 1/1 0/0
50 228/111 97/65 22/20 11/12 9/10 4/7 3/5 1/1 0/0
100 268/116 131/73 22/20 11/12 9/10 4/7 3/5 1/1 0/0
200 259/116 148/75 22/20 11/12 9/10 4/7 3/5 1/1 0/0
500 185/125 168/77 22/20 11/12 9/10 4/7 3/5 1/1 0/0
1000 154/143 178/76 22/20 11/12 9/10 4/7 3/5 1/1 0/0
Tab. A.1.4: Chip 1 19.09.2013 im Zeitintervall [800s,1100s] mit 21 aktiven Elektroden und
24446 Spikes.
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als im zweiten Zeitraum. Auffällig bei diesem Netzwerk ist ein deutlicher Anstieg
der gefundenen Nachbarschaften von δ = 5 zu δ = 10 bei beliebigem νrel und vor
allem bei den aussagekräftigeren Werten ab νrel = 0.1. Ab δ = 50 gibt es dort keine
Veränderungen mehr.
δ
νrel 0.01 0.02 0.05 0.1 0.2 0.5 1 2 5
1 154/130 78/69 19/18 12/12 6/6 4/4 2/2 0/0 0/0
2 188/139 100/82 26/23 12/12 6/6 4/4 2/2 0/0 0/0
5 270/152 149/96 37/27 17/15 9/9 5/5 2/2 0/0 0/0
10 401/156 214/107 68/39 32/23 21/18 13/11 4/5 1/1 0/0
20 496/166 280/110 109/40 51/31 30/25 19/16 5/6 1/1 0/0
50 528/164 295/111 134/46 59/31 34/27 22/17 5/6 1/1 0/0
100 413/165 261/117 139/50 59/31 34/27 22/17 5/6 1/1 0/0
200 247/156 202/114 146/58 59/31 34/27 22/17 5/6 1/1 0/0
500 255/185 169/145 156/62 59/31 34/27 22/17 5/6 1/1 0/0
1000 232/211 151/160 137/67 59/31 34/27 22/17 5/6 1/1 0/0
Tab. A.1.5: Chip 1 24.09.2013 im Zeitintervall [100s,400s] mit 24 aktiven Elektroden und
56304 Spikes.
Die Ergebnisse des dritten Netzwerkes sind in den Tabellen A.1.5 und A.1.6 zu-
sammengefasst. Dieses Netzwerk ist dem vorangegangenen sehr ähnlich, hier sind
die Spikeanzahlen allerdings etwas stabiler. Auch hier sind für ein festes νrel ≥ 0.1
die Nachbarschaften ab δ = 50 stabil. Diese Stabilität kann man als ein Gütekrite-
rium ansehen, da zufällige Einflüsse bei diesen Parameterkombinationen wohl nur
noch eine geringere Rolle spielen.
Zusammenfassend kann man folgende Schlüsse ziehen:
• Ergebnisse für Parameterkombinationen mit νrel < 0.1 sind starken zufälligen
Einflüssen unterworfen und daher wenig aussagekräftig.
• Für νrel ≥ 0.1 gibt es bei ∣N ∣ und ∣Np∣ ab δ = 50 keine Veränderungen mehr,
die Ergebnisse bleiben stabil, was für die Aussagekraft der Ergebnisse spricht.
Also können wir δ = 50 als empirisch idealen Parameter ansehen, da größere δ
nur zusätzlichen Rechenaufwand bringen.
• Für νrel eine gute Wahl zu treffen ist schwieriger. Je größer es gewählt wird,




νrel 0.01 0.02 0.05 0.1 0.2 0.5 1 2 5
1 142/120 63/57 14/13 9/9 5/5 4/4 2/2 0/0 0/0
2 175/139 81/66 20/18 11/10 6/6 4/4 2/2 0/0 0/0
5 244/147 117/81 32/24 13/12 8/8 4/4 2/2 0/0 0/0
10 353/149 185/92 53/31 26/20 19/16 12/11 3/3 0/0 0/0
20 448/158 244/100 80/36 44/27 26/22 14/13 3/3 0/0 0/0
50 469/158 269/104 93/38 49/27 31/24 15/15 3/3 0/0 0/0
100 378/164 259/114 97/40 49/27 31/24 15/15 3/3 0/0 0/0
200 228/157 199/121 99/43 49/27 31/24 15/15 3/3 0/0 0/0
500 208/178 158/137 112/51 49/27 31/24 15/15 3/3 0/0 0/0
1000 224/209 143/154 115/58 49/27 31/24 15/15 3/3 0/0 0/0
Tab. A.1.6: Chip 1 24.09.2013 im Zeitintervall [800s,1100s] mit 24 aktiven Elektroden und
48611 Spikes.
passieren, dass Neuronen mit geringer Feuerrate nicht mehr erkannt werden.
Man muss also einen Kompromiss eingehen oder einfach den Algorithmus mit
mehreren Werten für νrel durchlaufen lassen und die Ergebnisse dann inter-
pretieren.
• Bei Netzwerken mit wenigen Spikes sollte man den betrachteten Zeitraum ver-
längern, damit die zufälligen Faktoren an Einfluss verlieren und man vielleicht
auch mit niedrigeren νrel brauchbare Ergebnisse erzielt. Allerdings geht damit
auch etwas an Vergleichbarkeit verloren, da sich die verwendeten absoluten
ν-Werte unterscheiden.
Ein Problem ergibt sich daraus, dass die Netzwerke unterschiedliche Aktivitäts-
intensitäten aufweisen. So reichen die Spikeanzahlen von etwas über 10000 beim
ersten Netzwerk bis zu über 50000 beim dritten Netzwerk. Auch die Anzahl der
aktiven Elektroden, also Elektroden, an denen in dem betrachteten Zeitraum Si-
gnale aufgezeichnet wurden, reicht von 21 beim zweiten Netzwerk bis zu 49 beim
ersten Netzwerk. Man könnte die durchschnittliche Spikerate pro Elektrode als Ver-
gleichskriterium heranziehen, dabei wird allerdings die Varianz nicht berücksichtigt,
das heißt es können auch wenige Elektroden mit sehr vielen Spikes und viele mit
eher wenigen Spikes darunter seien. Bei größerem νrel kann es dann passieren, dass
trotz der hohen durchschnittlichen Spikerate nur wenige Nachbarschaften gefunden
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werden. Eine Möglichkeit wäre für jedes Netzwerk einen heuristischen Score-Wert
einzuführen, der auf den Nachbarschaften basiert. Wir setzen δ = 50 und machen
mehrere Durchläufe mit unterschiedlichen ν, sodass wir auch Zellen beziehungs-
weise ähnliche Feuermuster von verschiedenen Zellen erfassen, die eine niedrigere
Spikerate haben. Zunächst ist es aber im Sinne der Vergleichbarkeit sinnvoll die
folgenden Punkte zu berücksichtigen:
• Ausschließen von irrelevanten Elektroden: dazu zählen solche mit abnorm ho-
her Spikerate (>30 Hz), da das hauptsächlich Rauschen sein wird und solche
mit sehr niedriger Spikerate (<0.1 Hz), die aufgrund der unzureichenden Da-
tenbasis für die Nachbarschaftsbestimmung ungeeignet erscheinen.
• Angleichen der durchschnittlichen Spikeanzahl pro Elektrode: Wähle den be-
trachteten Zeitraum für jedes Netzwerk individuell so, dass die durchschnittli-
che Spikerate pro Elektrode für jedes Netzwerk identisch ist (1000 Spikes pro
Elektrode) und benutze mehrere feste ν (100, 200, 500, 1000), die nicht von
der Länge des Zeitraums abhängen, um Netzwerke unterschiedlicher Aktivität
besser vergleichbar zu machen.
Damit ist erstmal eine gewisse Vergleichbarkeit bezüglich der Eingabedaten gewähr-
leistet. In Netzwerken mit mehr relevanten aktiven Elektroden können natürlich
auch mehr Nachbarschaften gefunden werden, aber das ist gewollt. Man kann dies
auch noch in Bezug zur Aktivität des Netzwerkes betrachten, die bei dieser Betrach-
tungsweise in der Länge des betrachteten Zeitraums für jedes Netzwerk enthalten







Tab. A.1.7: Chip 1 07.08.2014: 1000 durchschnittliche Spikes an 60 aktiven Elektroden in








Tab. A.1.8: Chip 1 19.09.2013: 1000 durchschnittliche Spikes an 21 aktiven Elektroden in






Tab. A.1.9: Chip 1 24.09.2013: 1000 durchschnittliche Spikes an 24 aktiven Elektroden in
92s ab Startzeit 10 s.
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Thesen
1. Nervenzellkulturen werden auf Chips mit Multielektrodenarrays angesiedelt,
um Signale von einzelnen Neuronen zu erhalten und beispielsweise zu analy-
sieren, wie sie auf externe Stimulation reagieren.
2. Die Signale unterschiedlicher Neuronen überlagern sich dabei an den Elektro-
den und müssen zunächst entkoppelt werden, um Rückschlüsse auf einzelne
Neuronen zu ermöglichen.
3. Es muss bei Multielektrodenarrays entschieden werden, ob die Aufzeichnun-
gen an verschiedenen Elektroden durch eine oder durch mehrere Zellen ver-
ursacht werden.
4. Hilfreich dafür ist die in der Arbeit entwickelte algorithmische Schätzung der
Menge der Elektroden, von denen die Signale eines Neurons aufgezeichnet
werden. Diese nennen wir die Nachbarschaft des Neurons.
5. Diese Schätzung kann auf Grund von konstanten zeitlichen Verzögerungen der
Aufzeichnungen eines Signals an unterschiedlichen Elektroden vorgenommen
werden.
6. Mittels Vergleiches der Aufzeichnungszeitpunkte an Paaren von Elektroden
können häufig vorkommende zeitliche Verzögerungen erkannt werden.
7. Aus der Struktur des damit erzeugten Verzögerungsgraphen werden dann die
Nachbarschaften bestimmt.
8. Diese Vorgehensweise kann auch zu einem Spike-Sorting-Ansatz weiterentwi-
ckelt werden, für den in einer messfehlerfreien Umgebung Bedingungen für
die eindeutige Rekonstruktion entwickelt werden.
9. Tests mit der Realität nachempfundenen simulierten Daten liefern vielverspre-
chende Ergebnisse.
10. Vorliegende reale Daten erfüllen allerdings die benötigten Voraussetzungen
des Algorithmus kaum, insbesondere enthalten die Nachbarschaften der Neu-
ronen oft nur eine Elektrode. Damit sind die Ergebnisse bei den realen Daten
nicht sehr aussagekräftig.
11. Effizienzbetrachtungen zu einem Ansatz, mit fehlenden Aufzeichnungsdaten
umzugehen, motivieren die Bestimmung der Bandbreite des speziellen Gra-
phen Gn,k,b.
12. Für einen einfachen Graphen G = (V,E) mit ∣V ∣ = n wird eine Bijektion f ∶
V → [n] eine Nummerierung von G genannt. Die Bandbreite von G ist definiert
als
B(G) ∶=min{Bf(G) ∶ f ist eine Nummerierung von G}.
13. Die Bandbreite des Graphen Gn,k,b = (Vn,k,b,En,k,b) kann für verschiedene Pa-
rameterkonstellationen n, k, b ∈ N in einigen Fällen exakt, in anderen Fällen
zumindest asymptotisch bestimmt werden. Dabei ist
Vn,k,b = {X ∈ ([0, n]
k
) ∶X −X ≤ b}
mit ([0,n]k ) = {X ⊆ [0, n] ∶ ∣X ∣ = k}, X ∶=min(X) und X ∶=max(X) sowie
En,k,b = {{X,Y } ⊆ Vn,k,b ∶X ∪ Y −X ∪ Y ≤ b} .
14. Die lexikographische Ordnung der Knoten ergibt für k ≥ 2:
Wenn b = o(n 1k+1 ) ist, dann gilt für hinreichend großes n: B(Gn,k,b) = k(bk).
Falls b = o(n) ist, dann gilt B(Gn,k,b) ∼ k(bk) für n→∞.
15. Mit einer Spiegelungsidee kann die lexikographische Anordnung zur Palindrom-
Ordnung verbessert werden, die für k ≥ 2 das folgende Resultat liefert:
Falls b ≥ n+k−12 gilt, dann ist
B(Gn,k,b) = ⎡⎢⎢⎢⎢⎢
(n + 1)( bk−1) − (k − 1)(b+1k ) + (2b−n+1k ) − 2
2
⎤⎥⎥⎥⎥⎥ .
16. Eine Einbettung des Graphen in das Einheitsquadrat liefert mit komplizier-
teren Anordnungen und analytischen Methoden asymptotische Resultate für
b ∼ βn für n→∞ mit β ∈ (0,0.5]:
Mit k ≥ 2 sowie 1 = qβ + r mit q ≥ 2 ganz und 0 ≤ r < β gilt:
(a) Wenn r ≤ q−1
q2+q−1 ist, dann gilt B(Gn,k,b) ∼ c1(β, k)nk.
(b) Wenn r > q−1
q2+q−1 ist, dann gilt max{c1(β, k), c2(β, k) + 1qk−1 c3(β, k)}nk ≲
B(Gn,k,b) ≲ (c2(β, k) + c3(β, k))nk.
17. Verallgemeinerungen der Resultate von k ∈ N auf Mengen K ⊂ N sind möglich.
