dimension dim Ω reg. −2). The solution is given in terms of the coefficients of minors of the characteristic matrix. §1. Admissible diagrams and canonical forms of orbits a n,1 a n,2 . . . 1
where a ij ∈ K. The Lie algebra g := g n := Lie(G) consists of triangular matrices with zeros on the diagonal. Let ∆ + := ∆ + n be the system of positive roots of Lie algebra gl(n, K), relation > be an order relation on ∆ + , and (·, ·) be the Killing form on gl(n, K). We identify S(g) with K[g * ]. Using Killing form, we identify g * with the vector space of upper-triangular matrices (ξ ij ) n i,j=1 with ξ ij = 0 for i j.
Consider the basis {y ij , i > j} in Lie algebra g. This basis consists of the root vectors y ij = y α(j,i) , α(j, i) = ε j − ε i ∈ ∆ + . By Φ and Φ(τ ) we denote the matrices respectively. The minors of Φ are elements of S(g) (i.e., polynomials over g * ).
The triangular Lie algebras form the sequence g n ⊃ g n−1 ⊃ . . . ⊃ g 2 where g n−t consists of the matrices of g n which have zero first t columns. The systems of positive roots also form the sequence ∆ + n ⊃ ∆ + n−1 ⊃ . . . ⊃ ∆ + 2 . By ∆ (t) we denote the set of positive roots γ such that y γ lies in the t-column of Φ. The set of positive roots is decomposed ∆ + = ∆ (1) ⊔ ∆ (2) ⊔ . . . ⊔ ∆ (n−1) . Definition 1.1. 1) Let A ⊂ ∆ + . If for any α, β ∈ A, α + β ∈ ∆ + their sum α + β also lies in A, then we say that A is an additive subset. 2) Let M ⊂ A. If α ∈ A, β ∈ M implies α + β ∈ M , then we say that M is a normal subset of A.
If A is an additive subset of ∆ + and M is a normal subset of A, then g A := span{y γ : γ ∈ A} is a subalgebra and m := span{y γ : γ ∈ M} is an ideal in g A . By g A denote the factor-algebra g A /m.
Consider the relation > A on A such that α > A β, if there exists γ ∈ A, α = β + γ. This relation is a partial order relation on every subset A (i) = A ∩ ∆ (i) . For an arbitrary ξ in the additive subset A ⊂ ∆ + consider C(ξ, A) = {γ ∈ A : ξ > A γ}.
The subset C(ξ, A) is decomposed C(ξ, A) = C + (ξ, A) ⊔ C − (ξ, A), where
One can see that A(ξ) := A − C(ξ, A) is also an additive subset.
Every additive subset A i , 1 i k, includes the following subset:
One can see that M i is a normal subset of A i for any i. In particular M (S) is a normal subset of A(S).
To establish the correspondence between S = {ξ 1 > . . . > ξ k } ⊂ ∆ + and another sequence of additive subsets, we decompose S = S (1) ⊔ S (2) ⊔ . . . ⊔ S (n−1) , where S (t) = S ∩ ∆ (t) . Denote
. Subsets {B t } are additive; they form the system of the nested subsets
2 ) is admissible if the subsets S = S ⊗ ⊔ S 2 and S ′ = S ⊗ ⊔ S ′ 2 are admissible. Definition 1.3. The subset S is called maximal if its part S 2 is maximal.
Suppose the subset S is (maximal) admissible. Using the matrix Φ, form the diagram D by the following rule: omit zeroes in Φ and replace y γ by the symbol
Here we list all maximal admissible diagrams for n = 3, 4, 5. Diagrams for n = 6, 7 are listed at the end of the paper; there we omit the empty cells. The number of the diagram consists of numbers (n, k, m), where n is dimension of matrix, k is number of symbols • in the first column and m is the serial number of the diagram in the set (n, k). Every set (n, k) ends by the symbolic diagram (n, k, ⋆), which corresponds to the set of the diagrams: we can delete the first row and the first column and replace the (n − 1) × (n − 1)-block by an arbitrary (n − 1)
To each admissible diagram D (resp. admissible subset S) assign the sequence of the diagrams
The diagram D t S is formed by the following rule: 1) we delete the first n − t rows and n − t columns, 2) we omit the symbols (strictly, the symbol {−}) corresponding to the weights, which don't lie in B t . The following Lemma 1.5 is needed for the sequel. Let A be an additive subset of ∆ + . As before, let A (1) = A ∩ ∆ (1) be the subset of A that contains the roots γ such that y γ lies in the first column of the matrix Φ. Let M be a normal subset of A and a subset of A (1) . Condition 1.4. Suppose the subset A (1) − M has a unique maximal element with respect to the order relation > A (denote this element by ξ).
Denote by S(g A ) ξ the localization S(g A ) with respect to the multiplicative subset {y t ξ } t∈N . Consider the subsets 
, where B is isomorphic to S(g B ) as Poisson algebra. Proof. Note that Condition 1.4 implies that for any γ ∈ A (1) − M there exists a unique η ∈ A such that γ + η = ξ. The subset A (1) is decomposed
Consider the maximal element γ 1 ∈ C + and the minimal element
The elements p = y γ ′
1
, q = y γ 1 y −1 ξ satisfy the relation {p, q} = 1 and generate the subalgebra, isomorphic to A 1 . [y γ 1 , y η ] = 0 mod m for any η ∈ A ′ , because γ 1 is the maximal element of C + . This implies that {q, a} = 0 mod m for any a ∈ S(g A ′ ). By definition, put
where a ∈ S(g A ′ ) and ad p (a) = {p, a} .
Direct calculation shows that {p,ã} = {q,ã} = 0 mod m and {ã,b} = {a, b} mod m ([6],4.7.5). The map a →ã is extended to the Poisson algebra homomorphism θ ′ :
; this ideal is generated by m ′ . Extend θ ′ to the embedding
We can apply induction on m to Imθ; this concludes the proof. 2 Theorem 1.6. For n 7 there exists a bijection between the set of maximal admissible pairs D n and the set of coadjoint orbits of U T (n, K). Proof. 1) To each admissible pair (D, c) assign the AMP-ideal of S(g)) (resp. the coadjoint orbit of g * ).
Let S = {ξ 1 > . . . > x k } be the maximal admissible subset for D. Form the sequence of the the ideals I t of S(g Bt ) for 1 t n. The ideal I D,c formed by the diagram coincides with the AMP-ideal I n .
Let I 1 = 0. The construction of the sequence of ideals is by induction on t. Suppose the ideal I t−1 of S(g B t−1 ) is already constructed. Let A = B t , M := M (t) , B := B t−1 . Using the list of maximal admissible diagrams for n 7 we conclude that there are three variants of filling the first column of D t (S), 2 t n: i) the first column contains the symbol ⊗ and doesn't contain the symbol 2; ii) the first column doesn't contain the symbol ⊗; iii) the first column contains the symbols ⊗, 2.
i) In this case A, B, M satisfy Condition 1.4. Use Lemma 1.5 and formulae (1.2). Using the maximal Poisson ideal I t−1 of S(g B ), we can construct the maximal Poisson ideal I t generated by m, y ξ − c(ξ), θ(I t−1 ), where θ is the isomorphism of S(g B ) and B.
ii) Suppose that there are s symbols 2 in the first column (s 2 for n 7 ). Then S(g A ) is decomposed: S(g A ) = K[y ξ 1 , . . . , y ξs ] ⊗ B, where B is isomorphic to S(g B ). The ideal I t is generated by m, y ξ j − c(ξ j ), θ(I t−1 ).
iii) List all diagrams corresponding to this case and present the ideals I t for them. Here the number . . , y m+1,1 ∈ I, y m1 / ∈ I, then I contains the Poisson ideal generated by m 1 = span(y n1 , . . . , y m+1,1 ). By ξ 1 denote the weight of the element y m1 and add ξ 1 to S. Add the weights of the elements y n1 , . . . , y m+1,1 to M (S).
According to (1.2), every maximal Poisson ideal of S(g A ) is generated by m, y ξ − c, θ(J), where J is a maximal Poisson ideal of S(g B ). Sequently using Lemma 1.5, we can reconstruct the diagram D and the map c from the ideal I. 2
Let S be a maximal admissible subset and D a respective maximal admissible diagram. By X D denote the subset g * of elements f ∈ g * such that f (y ξ ) = 0, ξ ∈ S ⊗ and f (y ξ ) = 0, ξ ∈ ∆ + − S. Theorem 1.7. Let n 7. We claim that 1) For any f ∈ g * there exists a unique maximal admissible diagram D such that the coadjoint orbit Ω f has non-empty intersection with
Proof. Let (D, c) be an admissible pair corresponding to the orbit Ω := Ω f . To (D, c) assign (see the proof or Theorem 1.6) the sequence of the maximal Poisson ideals I t ⊳ S(g Bt ), 2 t n. The annulator of an arbitrary ideal I t is an orbit Ω t of g * Bt with respect to the respective Lie group. Here Ω n = Ω. In the same way, we can define the subset X Dt(S) of g * Bt . Prove that the intersection Ω t ⊂ g * Bt with X Dt(S) consists of the only element by induction on t. Suppose that this is true for t − 1.
As in Theorem 1.6, consider the first column of D t (S). There are three cases i)-iii).
Consider the first case i). Let ξ be the unique element of A (1) \ M and θ : S(g B ) → B the isomorphism of the Poisson algebras from Lemma 1.5. Identify X ξ := Maxspec S(g A ) ξ with the set {h ∈ g * A | m(h) = 0, y ξ (h) = 0}. Let p 1 , . . . , p m , q 1 , . . . , q m be the canonical coordinates on algebra A m . Consider X ξ * := {h ∈ X ξ | p i (h) = q i (h) = 0, 1 i m}. Denote Ω * := Ω ∩ X ξ * . It follows from Lemma 1.5 that Ω * = ∅. We suppose f ∈ Ω * .
The embedding i : B → S(g A ) ξ is extended to the Poisson algebras homomorphism
For any AMP-ideal I of S(g A ) ξ its preimage ϕ * (I) = ϕ −1 (I) is an AMP-ideal of S(g B ). Therefore, for any orbit (i.e. annulator of an AMP-ideal) of X ξ its preimage under the map ϕ * : X ξ → g * B is an orbit of g * B . Hence, the image ϕ * (Ω * ) is an orbit ω of g * B .
Here ω = Ann I t−1 . On the other hand, (1.3) implies that for any y ij ∈ S(g B ) and h ∈ X ξ * we have y ij (ϕ * (h)) = θ(y ij )(h) = y ij (h) = y ij (h). Consequently, the map
coincides with the natural projection π : g * A → g * B . Consider the orbit ω of S(g B ). By the inductive assumption, the intersection of Ω t ⊂ g * Bt and X Dt(S) consists of the only element. This element lies in Ω * and is projected on the respective element of ω. Cases ii) and iii) are treated similarly. 
. Absolutely maximal Poisson ideals
In this section we present the description of AMP-ideals of S(g). Now we shall give the following definition. Definition 2.1.
An ideal I of S(g) is called a Poisson ideal if {I, S(g)} ⊂ I.

If for any extension
K ′ /K the ideal I ⊗ K K ′ is a maximal Poisson ideal of S(g ⊗ K K ′ ),
then we say that I is an absolutely maximal Poisson ideal (AMP-ideal).
One can see that an ideal I is Poisson iff it's G-invariant. The map I → Ann I establishes the bijection between the set of AMP-ideals of S(g) and the set of orbits of g * .
According to Theorem 1. Let S be a maximal admissible subset for (D, c) and
Suppose the diagram D has one of the symbols 2, ⊗ or • on the place (i, j) of the weight η. In other words, η ∈ S ⊔ M (S) = A(S). To the root η assign the substitution
Let φ 1 , . . . , φ n−1 be the set of fundamental weights. Consider Λ := Λ j = {1, . . . , j} and w η (Λ) = {w(1), . . . , w(j)}. Order the set w η (Λ) = {i 1 > . . . > i j }. Let Λ be the set of columns and wΛ the set of rows. The minor M Λ wΛ (τ ) of the matrix Φ(t) is a polynomial in τ :
where q and d are equal to q = |Λ \ wΛ| = |wΛ \ Λ|,
respectively. Lemma 2.2. Let n 7. For any η ∈ A(S) there exists a unique representation of the weight (1 − w)φ j = η + β, where β ranges over a subset H(S, η) ⊂ {β 1 , . . . , β t } ⊂ S ⊗ . Proof is by direct enumeration of all diagrams for n 7. 2 By const(η) ∈ K denote the product c(η) · c(β), where β ∈ H(S, η). Denote h := h(S, η) := |H(S, η)| + 1. Note that const(η) coincides with c(η) up to invertible multiple. Therefore, if η ∈ M (S) (i.e., the weight η corresponds to the symbol • in the diagram), then const(η) = 0. If η ∈ S ⊗ (i.e., the weight η corresponds to the symbol ⊗ in the diagram), then const(η) = 0. If η ∈ S 2 (i.e., the weight η corresponds to the symbol 2 in the diagram), then const(η) may be an arbitrary element of the field K. Theorem 2.3. Let n 7. An AMP-ideal I D,c of S(g) is generated by the polynomials P h,η −const(η), where η ∈ A(S) (i.e., the weight η corresponds to one of the symbols 2, ⊗ or • in a diagram D). Proof. We have to prove the statement for each diagram separately. Here we present the complete proof for the diagram (7, 2, 7):
The subsets S and M (S) consist of the elements α ji = ε j − ε i , j < i: S ⊗ = {α 15 , α 24 , α 37 }, S 2 = {α 46 , α 47 , α 56 , α 57 }, M (S) = {α 16 , α 17 , α 26 , α 27 }.
The ideal I D,c contains the Poisson ideal J 1 generated by {y 71 , y 61 }. Present every element of factoralgebra S(g/J 1 ) as a polynomial in y α , α ∈ ∆ + \ {α 17 , α 16 }. Consider the lexicographic order relation on the set of monomials such that y α > y η , if α < η.
List the polynomials P ij = P h,η mod J 1 for η ∈ ∆ + \ {α 17 , α 16 }, starting from the leading term: Extend the ideal J 1 to the ideal J 2 , which contains J 1 , P 72 , P 62 , y 51 − c(α 15 ). Direct calculation shows that the polynomials P 42 , P 73 , P 73 , P 74 , P 64 , P 75 , P 65 are Kazimir elements of the factor-algebra S(g)/J 2 .
Extend the ideal J 2 to the ideal J 3 which contains J 2 , P 42 − const(α 27 ), P 73 − const(α 37 ). Arguing as in the proof of Theorem 1.6, we see that S(g)/J 3 = A 5 ⊗ B, where {A 5 , B} = {B, B} = 0. All of the polynomials P 74 , P 64 , P 75 , P 65 are Kazimir elements of I D,c /J 3 . Their leading terms are equal to y 74 , y 64 , y 75 , y 65 up to the invertible constant. The algebra B is an algebra of polynomials in P 74 , P 64 , P 75 , P 65 . The ideal I D,c /J 3 is generated by some AMP-ideal of B. 2 Corollary 2.4. An orbit Ω D,c is given by the system of equations P h,η = const(η), where η ranges over the set of positive roots, which correspond to the symbols •, ⊗ or 2 in the diagram D. 2 Corollary 2.5. An arbitrary coadjoint orbit for n 7 is given by the system of equations P − c, where P is a coefficient of a minor of the characteristic matrix and c ∈ K. 2. §3. Subregular orbits
In this section we present the description of subregular orbits of the triangular group (Theorem 3.3).
. Note that n = n 0 + n ⊗ + 1. Now we formulate the theorem describing regular orbits.
Direct calculation shows that the minors
(the top row consists of columns numbers and the bottom row consists of rows numbers) of the matrix Φ are Kazimir elements of S(g). Theorem 3.1 [2] . For any regular orbit Ω reg. the ideal I(Ω reg. ) is generated by the elements P 1 − c 1 , . . . , P n 0 − c n 0 , c j ∈ K and c j = 0 for 1 j n ⊗ . Regular orbits can be described in terms of admissible diagrams. An admissible diagram D (resp. an admissible subset S) is called regular if this diagram hasn't the symbol • (resp. M (S) = ∅). In the list of diagrams for n 7 the diagrams (n, k, 1) are regular. Note that |S reg. | = n 0 and |S reg.,⊗ | = n ⊗ . We'll prove Theorem 3.1 and show that the set of regular orbits coincides with the set of orbits corresponding to the admissible pairs (D reg. , c). Dimension of a regular orbit equals N − n 0 . Now we define the polynomials Z 1 , . . . , Z n ⊗ , which are needed for the sequel. Consider the set of the minors P j (τ ) := M 1,...,j n−j+1,...,n (τ ), 1 j n − 1 of the characteristic matrix Φ(τ ). For 1 j n 0 the polynomial P j (τ ) is equal to P j τ j , where P j is a respective minor of Φ. For j > n 0 the polynomial P j (τ ) is a polynomial in τ with the least term P j τ n−j . Denote by Z n−j a coefficient of τ n−j+1 in the polynomial P j (τ ), j > n 0 . 1 n − j < n − n 0 = n ⊗ + 1, because n 0 < j n − 1. In particular Z 1 = y n,n−1 y n−1,1 + . . . + y n,2 y 2,1 is a coefficient of τ 2 in the polynomial M 1,...,n−1 2,...,n (τ ). The following Proposition 3.2 is needed for the sequel. Consider the decomposition of the space X := g * to the subsets X = X 0 ⊔ X 1 ⊔ . . . ⊔ X n−1 , where
Denote d i = max{dim Ω| Ω ⊂ X i }. We say that an orbit is i-regular, if Ω ⊂ X i and dim Ω = d i .
An admissible diagram D (resp. an admissible subset S) is called i-regular if M (S) = {α 1n , . . . , α 1,n−i+1 }. For any i there exists a unique i-regular diagram (denote this diagram by D(X i )). We'll show (see Proposition 3.2) that the set of orbits, which correspond to i-regular diagrams, is dense in X i . Therefore, an orbit Ω D(X i ),c is i-regular. Note that converse proposition isn't true for i > 1. Proposition 3.2.
Here we present the i-regular diagrams of types (7, 2) and (8, 2) (to simplify the figure we omit lines in the top part).
Let {ξ 1 > . . . > ξ n 0 } be the first n 0 roots of S(X i ) (i.e. the weights corresponding to the symbols ⊗ in the odd case and the weights corresponding to the symbols ⊗ with the weight ξ n 0 ,n 0 +1 in the even case). For an arbitrary weight there exists a representation ξ i = ε i − ε m(i) . Consider the system of the polynomials Q 1 , . . . , Q n 0 , where
One can check that the polynomials Q 1 , . . . , Q n 0 , Z 1 , . . . , Z i are Kazimir elements of S(g/m(X i )). Apply the decomposition method from Theorem 1.6 to the diagrams D(X i ) (every step satisfies the Condition 1.4). The localization of the Poisson algebra S(g/m(X i )) with respect to Q 1 , . . . , Q n ⊗ is decomposed
The set of the orbits Ω D(X i ),c is dense in X i and d i = N − (n 0 + 2i). Case 2. i > n ⊗ . Here we present the i-regular diagrams of types (7, 4) and (8, 4).
Consider the subset S(X i ) * ⊂ S(X i ), which coincides with S(X i ) ⊗ for even i and with S(X i ) ⊗ ⊔ {α n ⊗ +1,n ⊗ +2 } for odd i. |S(X i ) * | is equal to n ⊗ + 1. Order the weights S(X i ) * = {ξ 1 > . . . > ξ n⊗+1 }. For an arbitrary weight there exists a representation ξ i = ε i − ε m(i) . Consider the system of the polynomials Q 1 , . . . , Q n ⊗ +1 , where
m (1),...,m(j) . One can check that the polynomials Q 1 , . . . , Q n ⊗ +1 , Z 1 , . . . , Z n−i−2 are Kazimir elements of S(g/m(X i )). Apply the decomposition method from Theorem 1.6 to the diagrams D(X i ) (every step satisfies Condition 1.4). The localization of the Poisson algebra S(g/m(X i )) with respect to Q 1 , . . . , Q n 0 is decomposed to A N −(n 0 +2n ⊗ ) ⊗ B, where
for even n.
The set of the orbits Ω D(X i ),c is dense in X i and d i = N − (n 0 + 2n ⊗ ).2 Proof of Theorem 3.1. Applying the localization method from Theorem 1.6 to regular diagrams, we see that the localization of the Poisson algebra S(g) with respect to the multiplicative subset generated by P 1 . . . , P n ⊗ is isomorphic to
The AMP-ideal corresponding to a regular diagram is generated by P j − c j , 1 j n 0 . The set of orbits corresponding to regular diagrams is dense in g * . Dimension of a regular orbit equals N − n 0 .
To complete the proof, we must show that an arbitrary regular orbit coincides with the corresponding orbit constructed by a regular diagram. Let Ω reg. be a regular orbit. Then Ω reg. ⊂ X 0 . Applying Lemma 1.5, we see that
, where g n = g, ξ = α 1n . The ideal I(Ω reg. ) is generated by y ξ − c, c = 0 and some AMP-ideal J of S(g n−2 ). The orbit ω := Ann(J) is regular in g * n−2 , because the orbit Ω reg. is regular. Apply the induction on n. The diagram of a regular orbit is regular. 2 Now we describe subregular orbits. For any 1 j n 0 consider the minors of the matrix Φ:
n−j+1,...,n . that are all = 0 apart from c and c n 0 (for even n), such that the ideal I(Ω) is generated by the polynomials P i − c i , where i = 1, . . . , j 0 − 1, j 0 + 2, . . . , n 0 ,
2) If P n ⊗ = 0 and n is odd, then there exists a system
that are all neq0 apart from c ′ and c ′′ , such that I(Ω) is generated by the polynomials
3)If P n ⊗ = 0 and n is even, then there exists a system
that are all neq0 apart from c ′ and c, such that I(Ω) is generated by the polynomials
Proof. Let Ω sreg. be a subregular orbit. There are two cases: Ω sreg. ⊂ X 0 and Ω sreg. ⊂ X 1 . Case 1. Ω sreg. ⊂ X 1 . The elements Z 1 , y n−1,1 , y n2 are Kazimir elements of S(g/Ky n1 ). The localization of the Poisson algebra S(g/Ky n1 ) with respect to the multiplicative subset {y s n−1,1 } s∈N is isomorphic to A n−3 ⊗ K[y ±1 n−1,1 , Z 1 ] ⊗ S(g n−2 ). The ideal I(Ω sreg. ) is generated by y n−1,1 − c 1 , Z 1 − c 2 , where c 1 = 0, and by the AMP-ideal J of S(g n−2 ). The annulator Ann(J) is an orbit of g * n−2 . Ann(J) is a regular orbit of g * n−2 , because Ω sreg. is a subregular orbit. Hence, the diagram of the orbit is 1-regular (see the diagrams (n, 1, 1)). Applying the localization method of Theorem 1.6, we wee that the localization of the Poisson algebra S(g/Ky n1 ) with respect to the multiplicative subset P generated by P ′ 1 , P ′′ 1 , P 2 , . . . , P n ⊗ is decomposed:
2 , . . . , P
±1
n ⊗ , P n 0 , Z 1 ]. There exists the localization of the ideal I(Ω sreg. ) with respect to P; this ideal is generated by the absolutely maximal ideal of the subalgebra of Kazimir elements. This completes the proof in case 1. Case 2. Ω sreg. ⊂ X 0 . The localization of S(g) with respect to the multiplicative subset {y s n1 } s∈N is isomorphic to A n−2 ⊗ K[y ±1 n1 ] ⊗ S(g n−2 ). There exists the localization of the ideal I(Ω sreg. ); this ideal is generated by y n1 − c and the AMP-ideal J of S(g n−2 ). The ideal J is a subregular ideal of S(g n−2 ), because I(Ω sreg. ) is a subregular ideal of S(g). If the ideal J corresponds to case 2, then we can continue the process of localization. There exists the step 1 < j 0 n ⊗ such that the case 1 is realized. The ideal I(Ω sreg. ) contains P j 0 . The polynomials Z j 0 , P ′ j 0 , P ′′ j 0 are Kazimir elements of the Poisson algebra S(g)/P j 0 . For j 0 < n ⊗ arguing as in case 1, we see that the localization of the Poisson algebra S(g)/P j 0 with respect to the multiplicative subset P generated by P 1 , . . . , P j 0 −1 , P ′ j 0 , P ′′ j 0 , P j 0 +1 , . . . , P n ⊗ , is decomposed:
A N −n 0 +2 ⊗ K[P ±1 1 , . . . , (P ′ j 0 ) ±1 , (P ′′ j 0 ) ±1 , . . . , P
n ⊗ , P n 0 , Z j 0 ]. There exists the localization of the ideal I(Ω sreg. )/P j 0 with respect to P; this ideal is generated by the absolutely maximal ideal of the subalgebra of Kazimir elements. The case j 0 = n ⊗ is treated similarly. 
