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The spin-boson model has nontrivial quantum phase transitions in the sub-Ohmic regime. For the
bath spectra exponent 0 6 s < 1/2, the bosonic numerical renormalization group (BNRG) study
of the exponents β and δ are hampered by the boson-state truncation, which leads to artificial
interacting exponents instead of the correct Gaussian ones. In this paper, guided by a mean-field
calculation, we study the order-parameter functionm(τ = α−αc, ǫ,∆) using BNRG. Scaling analysis
with respect to the boson-state truncation Nb, the logarithmic discretization parameter Λ, and the
tunneling strength ∆ are carried out. Truncation-induced multiple-power behaviors are observed
close to the critical point, with artificial values of β and δ. They cross over to classical behaviors
with exponents β = 1/2 and δ = 3 on the intermediate scales of τ and ǫ, respectively. We also find
τ/∆1−s and ǫ/∆ scalings in the function m(τ, ǫ,∆). The role of boson-state truncation as a scaling
variable in the BNRG result for 0 6 s < 1/2 is identified and its interplay with the logarithmic
discretization revealed. Relevance to the validity of quantum-to-classical mapping in other impurity
models is discussed.
PACS numbers: 05.10.Cc, 05.30.Jp, 64.70.Tg, 75.20.Hr
I. INTRODUCTION
The spin-boson model is the simplest model that de-
scribes a quantum two-level system subjected to the in-
fluence of a dissipative environment. It has applications
in various fields in physics1 and its properties are stud-
ied extensively.2 Especially, for the bath spectra exponent
0 6 s < 1 (sub-Ohmic bath), the ground state of the spin-
boson model may change from the spin-tunneling state
to the spin-pinned state through a second-order phase
transition, as the dissipation strength crosses a critical
value from below. This environment-induced quantum
phase transition attracts much attention in the past few
years.3–7
Among the many theoretical methods that have been
used to study this quantum phase transition, the bosonic
numerical renormalization group (NRG) method is re-
garded as the most accurate one. Technically, NRG is
composed of three standard procedures: logarithmic dis-
cretization, transforming the Hamiltonian into a semi-
infinite chain, and the iterative diagonalization. Thanks
to the logarithmic discretization, the state information at
exponentially small energy scales is kept along the itera-
tive diagonalization. Therefore, NRG allows for reliable
extraction of critical exponents and description of the
crossover behavior. Two parameters control the precision
of NRG, i.e., the logarithmic discretization Λ (Λ > 1)
and the number of kept states Ms. The original Wil-
son’s NRG is designed for the impurity problem with a
fermionic bath.8 In the past few years, the extension of
NRG to impurity models with bosonic bath, such as the
spin-boson model, proved to be fruitful.4,9,10 Due to the
infinite local Hilbert space for each bosonic bath mode,
one has to truncate the space into Nb states. Usually
the boson occupation states are used as the local bases,
although optimal bases have also been considered.4 Us-
ing this bosonic NRG (BNRG), the thermodynamical as
well as dynamical quantities for the spin-boson model
are studied and the critical exponents in the sub-Ohmic
regime obtained. Although it was clear that the localized
fixed point (〈σz〉 6= 0) cannot be described exactly due to
the truncation of boson states, it was believed and partly
checked4,5 that the BNRG shares the virtue of NRG, i.e,
the parameters Λ,Ms, andNb only influences the value of
non-universal quantities, such as the critical point value
αc and the prefactors of power laws. The exact value of
them can be reliably obtained by extrapolating Λ → 1,
Ms → ∞, and Nb → ∞. The universal quantities such
as the critical exponents are not supposed to depend on
Λ, Ms, or Nb.
For the quantum critical behavior of the spin-boson
model in the sub-Ohmic regime, the following critical ex-
ponents have been studied4,5:
m(α > αc, T = 0, ǫ = 0) ∝ (α− αc)β
m(α = αc, T = 0, ǫ) ∝ ǫ1/δ
χ(α, T = 0, ǫ = 0) ∝ |α− αc|−γ
T ∗(α, ǫ = 0) ∝ |α− αc|zν
χ(α = αc, T, ǫ = 0) ∝ T−x
C(ω)(α = αc, T = 0, ǫ = 0) ∝ ω−y (1)
Here, α and ǫ describe the coupling strength between
the spin and bosons, and the bias field on the spin, re-
spectively. χ and C(ω) are static susceptibility and dy-
namical spin correlation function, respectively. The naive
2BNRG study of these critical exponents leads to the fol-
lowing conclusions.4,5 (i) In the regime 0 6 s < 1, the
critical fixed points are interacting and the correspond-
ing critical exponents are non-classical; and (ii) The hy-
perscaling relation and ω/T scaling hold. In the regime
0 6 s < 1/2, these conclusions are in contrast to pre-
vious theories based on the quantum-to-classical map-
ping. There, the spin-boson model is mapped into a one-
dimensional Ising model with Jij ∝ 1/(ri − rj)(1+s).2
In the regime 0 6 s < 1/2, this Ising model is above
its upper critical dimension, leading to Gaussian criti-
cal fixed point and classical exponents. The hyperscal-
ing relation and ω/T scaling do not hold there.11–13 Re-
cently, using a number of new methods,14–18 the quantum
phase transition in the sub-Ohmic spin-boson model has
been studied. The obtained critical coupling strength
αc(s),
14–18 the exponent ν,14 and γ (Ref. 15) are con-
sistent with the BNRG results. However, the quantum
Monte Carlo (QMC) simulation14 and the exact diago-
nalization study15 found that in the regime 0 6 s < 1/2,
the critical point is Gaussian with classical exponent
β = 1/2, being different from the BNRG conclusion. In
the regime 1/2 6 s < 1, BNRG results are consistent
with the quantum-to-classical mapping theory which pre-
dicts an interacting fixed point and ω/T scaling.
Recently, a closer examination of BNRG method dis-
closes two sources of error, which were not noticed before.
One is the boson state truncation error,19 the other is
the mass-flow error.19,20 The boson state truncation er-
ror spoils the evaluation of the order-parameter related
exponents β and δ, while the mass-flow problem influ-
ences the correct evaluation of x. The two sources of er-
ror are different in nature and exist simultaneously in the
BNRG algorithm in the whole regime 0 6 s < 1. But,
they influence the critical behavior only in the regime
0 6 s < 1/2, where the critical fixed point is expected to
be Gaussian in the absence of these errors.
For the mean-field spin-boson model which has a Gaus-
sian critical fixed point,21 we showed that the boson state
truncation leads to an artificial interacting fixed point
in the regime 0 6 s < 1/2, but has no influence in
1/2 6 s < 1. This is an example where the boson-state
truncation destroys the Gaussian fixed point and spoils
the correct calculation of the exponents β and δ. It leads
to the surmise that the same may happen in the BNRG
study of the spin-boson model. It would be difficult to
find the Gaussian nature of the critical fixed point in
0 6 s < 1/2 using BNRG, if the truncation works the
same way as in the mean-field Hamiltonian.
In Ref. 19, the boson-state truncation error is traced
back to the presence of a dangerously irrelevant variable
for a Gaussian critical fixed point. The correct exponent
can be seen on the intermediate scales. For the more fun-
damental problem of mass- flow error, Vojta et al.20 have
proposed an extended NRG algorithm to partly remedy
the problem and got the correct exponent x = 1/2 in
0 6 s < 1/2. In this paper, we focus on the boson state
truncation error. In the BNRG, it is still unclear how a
finite Nb leads to wrong β and δ, and how to extract the
correct exponents. For the spin-boson model, a thorough
numerical study in the regime 0 6 s < 1/2 is required to
prove or disprove the validity of the quantum-to-classical
mapping in this model.14,15,19,20,22,23 Here, we use the
scaling approach to analyze the BNRG data with respect
to boson-state truncation Nb, logarithmic discretization
parameter Λ, and tunneling strength ∆. We find that
for any finite Nb, the order parameter m has a multiple
power form like that at the tricritical point,24 with non-
classical exponents β and δ dominated by the discretiza-
tion scheme. The correct power- law behavior can be
observed on the intermediate scale away from the crit-
ical point. These two different power-law regimes are
connected at a crossover scale, which goes to zero as a
power of x = 1/Nb and w = Λ − 1. Thus, in the limit of
either x→ 0 or w → 0, the classical critical exponents β
and δ are recovered. This is the same as in the mean-field
spin-boson model, which we will detail in the Appendix.
Besides, we also disclose the role of ∆ as a scaling variable
in the order parameter close to criticality.
In Sec. II, the spin-boson model and our main results
are presented. In Sec. III, a summary and discussion
will be made. In the Appendix, we present the critical
behavior of order parameter and susceptibility for the
mean-field spin-boson model.
II. MODEL AND RESULTS
The Hamiltonian of the spin-boson model reads as
H = −∆
2
σx +
ǫ
2
σz +
1
2
σz
∑
i
λi
(
ai + a
†
i
)
+
∑
i
ωia
†
iai.
(2)
Here, σx and σz are Pauli matrices, and ai and a
†
i are the
bosonic annihilation and creation operators of the mode
i, respectively. The properties of the quantum two level
system are determined by the environment through the
following bath spectrum2:
J(ω) = π
∑
i
λ2i δ(ω − ωi), (3)
for which we assume the following power form,
J(ω) = 2παωsω1−sc , (0 < ω < ωc). (4)
Here, α measures the strength of the dissipation. ωc = 1
is used as the energy unit.
A. Mean-field results
Before we carry out NRG calculations, it would be
helpful to first have a look at the mean-field spin-boson
model. It has Gaussian critical fixed point and classical
exponents for any s > 0. It is used to mimic the situation
of the full spin-boson model in the regime 0 6 s < 1/2. In
3Ref. 21, the scaling behavior of m = 〈σz〉 with respect to
boson state truncation Nb was investigated numerically.
It was found that any finiteNb will lead to non-mean-field
exponents β and δ in the regime 0 < s < 1/2 and an ex-
ponential behavior at s = 0. The exponents (as functions
of s) agree well with those extracted from BNRG calcu-
lations for the full spin-boson model. Here, we present a
concise and complete analytical solution which will guide
our BNRG study in the next section.
The Hamiltonian of the mean-field spin-boson model
reads as (neglecting a constant),
H = −∆
2
σx +
ǫ
2
σz +
1
2
σz
∑
i
λi〈ai + a†i 〉
+
1
2
〈σz〉
∑
i
λi
(
ai + a
†
i
)
+
∑
i
ωia
†
iai. (5)
To make connection with the NRG study, we carry out
a standard logarithmic discretization7,8. The obtained
star-type mean-field Hamiltonian reads as
Hstarmf = −
∆
2
σx +
[
ǫ
2
+
1
2
√
π
∑
n
γn〈an + a†n〉
]
σz
+
∑
n
ξna
†
nan +
〈σz〉
2
√
π
∑
n
γn
(
an + a
†
n
)
. (6)
Here, the logarithmic discretization gives
γ2n =
2πα
1 + s
[
1− Λ−(1+s)
]
Λ−n(1+s)ω2c , (7)
and
ξn =
1 + s
2 + s
1− Λ−(2+s)
1− Λ−(1+s)Λ
−nωc. (8)
Λ > 1 is the logarithmic discretization parameter.
For the spin and boson decoupled Hamiltonian Eq.(6),
the self-consistent equations are easily solved when there
is no truncation, i.e., Nb =∞. For finite Nb, this model
cannot be solved exactly. However, through an analysis
of the single-mode Hamiltonian, we get the asymptoti-
cally exact expression for the order parameter m as a
function of α − αc and ǫ for given Nb, Λ, and ∆. We
summarize the results in the following and leave the de-
tailed derivation in the Appendix.
For a fixed ∆, the critical αc for Eq.(6) does not depend
on Nb, but only on Λ. We define the following scaling
variables τ = α − αc(Λ), x = 1/Nb, and w = Λ − 1. To
obtain the exponent β, we take ǫ = 0. Magnetization
m(τ, ǫ = 0, x, w) = 〈σz〉/2 has the following behavior in
the limit τ, x, w → 0. For s > 1/2,
m(τ, ǫ = 0, x, w) = 1/
√
2αc(1)τ
1/2. (9)
For 0 < s < 1/2, we get
m(τ, ǫ = 0, x, w)
=


(2c )
1−s
2s [αc(1)]
s−2
2s
(
∆
ωc
) 1−s
2s
(wx)−
1
2 τ
1−s
2s , (τ ≪ τcr);
1/
√
2αc(1)τ
1
2 , (τ ≫ τcr).
(10)
Here, αc(1) = ∆s/(2ωc) is the mean-field critical point
for Λ = 1. The crossover scale τcr reads as
τcr = c
′[αc(1)]
2(1−s)
1−2s
(
∆
ωc
) 1−s
2s−1
(wx)
s
1−2s . (11)
For s = 0, we get αc(1) = 0 and the exponential behavior
m(τ, ǫ = 0, x, w) = (4wxτ)−1/2e−
∆
4ωcτ . (12)
If one takes x = 0 before s → 0 is taken, one gets a
singular behavior, m(τ, ǫ = 0, x = 0, w) = 1/2 for τ > 0
and m(τ, ǫ = 0, x = 0, w) = 0 for τ = 0.
To obtain the exponent δ, we take τ = 0. In the limit
ǫ, x, w→ 0, we get for s > 1/2,
m(τ = 0, ǫ, x, w) = −
( ǫ
4∆
)1/3
. (13)
For 0 < s < 1/2, we get
m(τ = 0, ǫ, x, w)
=


−c− 1−s1+s [αc(1)]− 11+s (wx)− s1+s ( ǫωc )
1−s
1+s , (ǫ≪ ǫcr);
−( ǫ4∆)1/3, (ǫ≫ ǫcr).
(14)
The crossover bias ǫcr in Eq.(14) reads as
ǫcr
ωc
= c′′[αc(1)]
3
2(1−2s)
(
∆
ωc
) 1+s
2(2s−1)
(wx)
3s
2(1−2s) , (15)
At s = 0, we have
m(τ = 0, ǫ, x, w) = − ǫ
2∆
. (16)
In the equations above, c, c′, and c′′ are constants which
are independent of x, w, and ∆.
These expressions are consistent with the numerical so-
lution of the mean-field spin-boson model and subsequent
Nb-scaling analysis (the exponent for x fitted in Ref. 21
deviates due to numerical errors.). A new result here is
that w also becomes a scaling variable. This implies that
the logarithmic discretization can no longer keep the uni-
versal properties intact in the regime 0 6 s < 1/2 as is
usually assumed in the NRG studies.
The above results clearly show that in the regime 0 6
s < 1/2, boson state truncation indeed overtakes the
critical fixed point of the mean-field spin-boson model,
4changing it from Gaussian to interacting. For any finite
Nb, we get the exponents β = (1 − s)/(2s) and δ =
(1 + s)/(1 − s) as long as τ or ǫ is sufficiently small. A
remarkable observation is that these expressions agree
well with βNRG and δNRG, the BNRG exponents for the
full spin-boson model with finite Nb (See Fig.14(a) and
(b)).21 Hence we have the following relations,
βNRG = (1− s)/(2s) ,
δNRG = (1 + s)/(1− s) . (17)
In contrast, the exponents βMF = 1/2 and δMF = 3
only appear when τ and ǫ are larger than their respective
crossover scales.
It is noted that for a finite Nb, the result of the mean-
field Hamiltonian Eq.(5) depends on the parametrization
used for the bath degrees of freedom. Expressions (9)-
(16) hold only for Hstarmf in Eq.(6), which is obtained from
a specific parametrization, i.e., the logarithmic discretiza-
tion. For other parametrization schemes, different expo-
nents will obtain. At Nb =∞, bosons become canonical
and one gets the exact classical exponents irrespective of
the parametrization of the bath.
The above discussions are for the mean-field star-
Hamiltonian obtained from logarithmic discretization.
The mean-field chain-Hamiltonian cannot be solved an-
alytically at finite Nb. Using BNRG, we managed to
solve the mean field equations by iteration. We found
that the converged solution has no qualitative difference
from that of the mean-field star-Hamiltonian. That is,
the same nonclassical (classical) exponents are obtained
in the low (high) energy regime.
B. NRG results for s = 0.3
In this section, we present the BNRG data for
m(τ, ǫ,∆, x, w), carry out scaling analysis, and extract
the exponents β and δ in the limit Nb = ∞. The scal-
ing analysis is in parallel with that in Ref. 21. We will
demonstrate that in the regime 0 < s < 1/2, BNRG data
fulfills Eqs.(10) and (14), except that αc(1) there should
be replaced with the corresponding BNRG values.
For simplicity, we focus on s = 0.3, a generic value
in the regime 0 < s < 1/2. Extensive BNRG calcula-
tions are done with various parameters Nb, Λ, and Ms.
Due to computational limitations, we use Nb = 8 ∼ 100,
Λ = 2 ∼ 10, and Ms = 60 ∼ 120. We define τ =
α−αc(∆,Λ, Nb,Ms). αc(∆,Λ, Nb,Ms) is the critical dis-
sipation strength for a fixed set of parameters. We found
that αc(∆,Λ, Nb,Ms) has almost no dependence on Nb
(less than 10−4 percent between Nb = 13 and Nb = 50),
similar to the mean-field case where αc strictly does not
depend on Nb. For Λ > 2 and Nb < 100, αc converges
very fast as Ms increases. For ∆ and Λ dependence, we
find
αc(∆,Λ, Nb,Ms) ∝


∆1−s, (∆→ 0);
αc(1) + c(Λ− 1), (Λ→ 1).
(18)
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FIG. 1: lgm(ǫ = 0) vs. lgτ at s = 0.3 for different Nb val-
ues. Throughout this paper, lg stands for logarithm base
10. From bottom to top, Nb = 8, 13, 20, 32, 50, 70, 100, re-
spectively. Dots with solid guiding lines are BNRG data.
The dashed line is the power law fit for Nb = 100 in small
τ regime, which gives βNRG = 1.169 being consistent with
(1− s)/(2s) = 1.167. The guiding dash-dotted line marks the
β = 1/2 behavior in the large Nb limit. Other parameters are
∆ = 0.1, Λ = 10.0, and Ms = 80. Inset: lgm(ǫ = 0) as a
function of 1/Nb at lgτ = −5.212. The guiding dashed line
with slope −1/2 shows the asymptotic power law in the large
Nb limit.
Here c ≈ 0.003 for Nb = 8, Ms = 80 is quite small. This
explains the very good agreement between the BNRG
curve αc(s) and that from other methods.
14–18
1. m(τ, ǫ = 0,∆, x, w)
In Fig.1, we show the Nb dependence of the function
m(τ), with other parameters fixed. We observe that in
the small τ limit, m(τ) ∝ τβNRG and the slope is inde-
pendent of Nb. To an accuracy of 0.1%, the extracted
exponent βNRG agrees with (1 − s)/(2s). We checked
other s values in the regime 0 < s < 1/2 and the fitted
βNRG fulfill Eq.(17) very well, as shown in Fig.14(a). As
discussed in Appendix, the expressions in Eq.(17) are the
results of a specific parametrization for the bath degrees
of freedom, i.e., the logarithmic discretization. In the
regime 0 < s < 1/2, different β and δ will be produced if
different parameterization is used. Thus the coincidence
with Eq.(17) hints that β and δ produced by BNRG are
actually artificial ones induced by the boson state trun-
cation and their values dominated by the logarithmic dis-
cretization. Further evidence of the interplay between Nb
and Λ is given below.
For a fixed lgτ , m(τ) ∝ x−1/2 in the large Nb limit,
as shown in the inset of Fig.1. Therefore, in the small τ
limit, we have a double power form
m(τ, ǫ = 0,∆, x, w) ∝ τβNRGx−1/2. (19)
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FIG. 2: Data collapse of lgm(ǫ = 0) vs. lgτ curves shown
in Fig.1. The dashed line has a slope (1 − s)/(2s) = 1.167.
Inset: the ratios of the shift magnitudes δlgx/δlgτ (squares)
and δlgm/δlgτ (dots) as functions of Nb. The dashed lines
are ax/aτ = (1 − 2s)/s = 1.333 (upper) and am/aτ = 1/2
(lower), respectively.
As Nb increases, the curve shifts along certain directions,
signaling the scaling behavior. The upper part of the
curve has an approximate slope βMF = 1/2. Its range
is enlarged as Nb increase. These features resemble what
was found in the mean-field spin-boson model.21 It is then
expected that the crossover τcr between the two power
law regimes: the lower one with βNRG and the upper one
with βMF , moves toward zero as x tends to zero. Thus
at x = 0 the classical exponent βMF will be recovered in
the whole τ regime.
Following Ref. 24, we assume that m(τ, x) is a general-
ized homogeneous function (GHF), i.e., m(τλaτ , xλax) =
λamm(τ, x) for any positive λ. Letting λ = τ1/aτ , we get
the scaling form
m¯(τ¯ , x¯) =
am
aτ
τ¯ + g¯(x¯− ax
aτ
τ¯ ). (20)
Here, t¯ ≡ log10t (t = m, τ, x). aτ and ax are the scaling
powers for τ and x, respectively. g¯(z¯) is a universal func-
tion. Using information from Fig.1, i.e., the double power
form Eq.(19) in small τ limit and the non-sigularity of
m(τ, x) in the limit x → 0, it is easy to obtain the fol-
lowing ansatz for g¯(z¯),
g¯(z¯) ∝


const., (z¯sat ≪ z ≪ z¯cr);
θz¯, (z¯ ≫ z¯cr).
(21)
Here z¯ = x¯ − ax/aτ τ¯ . In the saturation regime where
z¯ ≪ z¯sat, g¯ ∝ (am/ax)(z¯ − x¯). From Eqs.(17),(19), and
(20), one extracts the exponents θ = −1/2 and
am/aτ = βMF = 1/2
ax/aτ = (1− 2s)/s . (22)
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FIG. 3: g¯ = lgm−am/aτ lgτ vs. z¯ = lgx−ax/aτ lgτ for various
Nb’s at s = 0.3,∆ = 0.1 (squares with solid guiding lines).
Here am/aτ = 1/2 and ax/aτ = (1 − 2s)/s are used. From
bottom to top, Nb = 50, 70, 100, respectively. The dashed
lines with slope s/(2(1 − 2s)) and −1/2 mark the large and
small τ limit, respectively. As Nb increases, the regime with
almost zero slope expands.
One way to verify the scaling ansatz is to show the data
collapse. The GHF assumption implies that
m¯(τ¯ + aτ λ¯, x¯+ axλ¯) = m¯(τ¯ , x¯) + amλ¯. (23)
Therefore, in the log-log diagram, the group of curves
m(τ, x) should collapse when τ¯ , x¯, and m¯ are shifted by
δτ¯ , δx¯, and δm¯, respectively. The ratios between any
two of them give the corresponding exponents, δm¯/δτ¯ =
am/aτ and δx¯/δτ¯ = ax/aτ . In Fig.2, a perfect data col-
lapse is obtained from the data in Fig.1. The ratios
of the shifts are plotted as functions of Nb in the in-
set. Compared with Eq.(22), the agreement is poorer
for smaller Nb, probably due to nonuniversal corrections.
It improves continually as Nb increases. This forms a
consistent confirmation of the GHF assumption and the
results Eqs.(17),(19)-(22).
The universal function g¯(z¯) is plotted in Fig.3 for Nb ≥
50. The downturn on the left part of the curve comes
from the saturation of m in the large τ regime. As x gets
smaller, the intermediate regime with zero slope extends,
forming a pronounced plateau as described by Eq.(21).
In the m(τ) curve, this corresponds to the extension of
the regime with β = 1/2 as Nb increases.
The two-section behavior of g¯(z¯) in Eq.(21) agrees
with Eq.(10). Putting Eq.(21) into Eq.(20), one gets
m(τ, x) ∝ x−1/2τβNRG for τ ≪ τcr and m(τ, x) ∝ τβMF
for τ ≫ τcr. The crossover τcr is determined by z0cr = zθcr
and z¯ = x¯ − ax/aτ τ¯ . We get τcr ∝ xaτ/ax = xs/(1−2s),
same as in Eq.(11).
Guided by the mean-field results Eq.(10), we also carry
out scaling analysis form(τ, w) with respect to w = Λ−1
(for s = 0.3 and fixedNb). In Fig.4(a), similar scaling be-
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8,Ms = 80). Symbols with guiding lines are BNRG data
and dashed lines are fitted lines. Inset: lgm(ǫ = 0) at lgτ =
−5.212 as functions of lgw for Nb = 8,Ms = 80 (squares) and
Nb = 20,Ms = 120 (dots), respectively. The slopes of the
fitting solid lines are −0.46. Other parameters are the same
as in Fig.1. (b) Universal function of g¯ = lgm−am/aτ lgτ v.s.
z¯ = lgw − aw/aτ lgτ for different Λ’s. Here am/aτ = 1/2 and
aw/aτ = (1 − 2s)/s are used. The dashed lines with slope
s/(2(1 − 2s)) and −1/2 mark the large and small τ limit,
respectively. As w decreases, the regime with almost zero
slope expands.
havior as in m(τ, x) is observed. In the inset, lgm is plot-
ted as a function of lgw for a fixed lgτ , giving a power law
behavior with exponent −0.46, consistent with the −1/2
in Eq.(10) within numerical errors. By assuming that
m(τ, w) is a GHF with scaling exponent (am, aτ , aw), us-
ing the exponents Eq.(22), and by applying the data col-
lapse procedure (not shown), we obtain am/aτ = 1/2 and
aw/aτ = (1 − 2s)/s = ax/aτ . In Fig.4(b), the universal
function concerning m(τ, w) is plotted using the above
exponents. Similar to Fig.3, the universal function has
the form of Eq.(21), with x → w. Fig.4 shows that the
scaling variable w plays a similar role as x. Therefore, the
crossover scale τcr has an additional factor w
s/(1−2s). For
either w = 0 or x = 0, the m(τ, x, w) curve will have the
classical exponent βMF in the regime τ ≪ τsat. Here,
again the NRG data agree with the mean-field expres-
sions (10) and (11). The fact that w becomes a scaling
variable means the failure of the logarithmic discretiza-
tion in NRG: Λ may alter the universal quantities. This
is solely due to the boson state truncation. As learned
from the mean-field study, the parametrization scheme
for the bath is relevant for the critical behavior once the
bosons are no longer canonical.
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FIG. 5: (a) lgm(ǫ = 0) vs. lgτ for different ∆’s at s =
0.3. From bottom to top, ∆ = 10−1, 10−2, 10−3, 10−4, 10−5,
respectively. Symbols are BNRG data and the dashed lines
are power law fit from small τ data, which agree with βNRG =
(1 − s)/(2s). Inset: lgm at lgτ = −16 as a function of ∆
(symbols). The fitted line (solid line) has a slope −0.821
which agrees well with −(1− s)2/(2s) = −0.817. (b)lgαc as a
function of lg∆. Symbols are BNRG data and the solid line
is the fitted line with slope 0.703 which agrees with 1 − s.
Calculated with Nb = 8, Ms = 80, and Λ = 4.0.
As for ∆, we show the BNRG results in Fig.5. The
power law fits in Fig.5(a) and its inset disclose a double
power behavior in the small τ limit: m(τ,∆) ∝ ∆ητβNRG .
Here η is an exponent to be determined below. In
Fig.5(b), we show that BNRG produces αc(1) ∝ ∆1−s,
a result that has been established by BNRG and pertur-
bative renormalization group study.5 To understand the
exponent η, we resort to Eq.(10). If we collect the ex-
ponent of ∆ in Eq.(10), and are careful enough to use
the BNRG result αc(1) = c(∆/ωc)
1−s (instead of the
mean-field one αc(1) = ∆s/(2ωc)) in Eq.(10), we get
η = −(1 − s)2/(2s) = −0.817 for s = 0.3. The exponent
fitted from BNRG data is −0.821, as shown in the inset
of Fig.5(a). The excellent agreement supports that the
∆-dependence in BNRG results can also be summarized
by Eq.(10). We checked other s values in 0 < s < 1 and
confirmed this conclusion.
Combining the above results, we draw the conclusion
that in the regime 0 < s < 1/2, BNRG resutls for
m(τ, ǫ = 0,∆, w, x) are well described by Eqs.(10), except
that the ∆-dependence of αc(1) in the equation should be
replaced by the BNRG form Eq.(18). Correspondingly,
the crossover point τcr reads as
τcr ∝ ∆1−s(wx)s/(1−2s). (24)
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FIG. 6: lgm(τ = 0) vs. lgǫ for different Nb’s at s = 0.3,∆ =
0.1. From bottom to top, Nb = 8, 13, 20, 32, 50, 100, respec-
tively. Other parameters are ∆ = 0.1, Λ = 10, Ms = 80.
Symbols with solid guiding lines are BNRG data. The dashed
line is power law fit for Nb = 100 in small ǫ limit, which gives
slope 1/δNRG = 0.533 being consistent with (1 − s)/(1 + s).
The guiding dash-dotted line marks the asymptotic behav-
ior 1/δ = 1/3 in the large Nb limit. Inset: lgm(τ = 0) at
ǫ = 10−7 as functions of lgx for Λ = 10,Ms = 80 (squares)
and Λ = 4,Ms = 120 (dots), respectively. The dashed lines
are guiding lines with slope −s/(1+ s) = −0.231 to mark the
power law behavior in large Nb limit.
As a scaling variable, ∆ is different from w or x. As
seen in Fig.5(a), when ∆ decreases, both the βNRG- and
βMF -exponent regimes in m(τ) curve shift to the left
along the horizontal direction, but the βMF -exponent
regime does not expand. This is because another
crossover scale τsat, above which m(τ) ∼ 1/2, also de-
creases as ∆1−s. Indeed, using m(τ,∆) ∝ [τ/αc(1)]1/2 ∝
(τ/∆1−s)1/2 in τcr ≪ τ ≪ τsat and m(τ,∆) ∼ 1/2 in
τ ≫ τsat, one gets τsat ∝ ∆1−s, same as τcr.
2. m(τ = 0, ǫ,∆, x, w)
In this part, we fix τ = 0 and study the order parame-
ter m as a function of ǫ. This is related to the exponent
δ.
In Fig.6, m(ǫ, x) versus ǫ at τ = 0 is plotted for var-
ious x values. Similar to m(τ, x), in the small-ǫ limit
all curves for different Nb’s have the same power law
m(ǫ, x) ∝ ǫ1/δNRG with x-dependent coefficients. For
s = 0.3, the fitted power 0.533 agrees well with the mean-
field expression (1−s)/(1+s) = 0.538. For other s values
in 0 < s < 1/2, the comparison is shown in Fig.14(b).
The inset of Fig.6 supports m(ǫ, x) ∝ xθ′ for fixed ǫ and
large Nb, with the exponent θ
′ to be determined below.
Therefore, a double power form in the small ǫ limit is
obtained, m(ǫ, x) ∝ xθ′ǫ(1−s)/(1+s). In the other limit
where ǫ is much larger, the upper dashed line in Fig.6
marks out a finite regime where m(ǫ, x) ∝ ǫ1/δMF = ǫ1/3.
There is a crossover ǫcr ∝ x−θ′/(1/δNRG−1/δMF ) which
separates the lower double-power regime from the upper
classical regime. ǫcr goes to zero as x→ 0.
To obtain θ′, we carry out the scaling analysis based on
GHF and do the data collapse in Fig.7. We assume that
m(ǫ, x) is a GHF with scaling powers (am, aǫ, ax) and
get m(ǫ, x) = ǫam/aǫh(x/ǫax/aǫ). The universal function
h(z) has a two-regime form similar to Eq.(21), i.e.,
h¯(z¯) ∝


const., (z¯sat ≪ z¯ ≪ z¯cr);
θ′z¯, (z¯ ≫ z¯cr).
(25)
Here z¯ = x¯−(ax/aǫ)ǫ¯. Usingm(ǫ, 0) ∝ ǫ1/3 and am/ax =
s/[2(1− 2s)] confirmed before, we obtain
m(ǫ, x) ∝


x−s/(1+s)ǫ1/δNRG , (ǫ≪ ǫcr);
ǫ1/3 (ǫ≫ ǫcr).
(26)
Here ǫcr ∝ xaǫ/ax . This means θ′ = −s/(1 + s) and
am
aǫ
=
1
3
,
ax
aǫ
=
2(1− 2s)
3s
. (27)
In the inset of Fig.6, the BNRG result for θ′ (symbols)
compares favorably with the exponent −s/(1+s) (dashed
lines). In the inset of Fig.7, the exponents am/aǫ and
ax/aǫ extracted from ratios of the shifts δm, δǫ, and
δx agree well with Eq.(27) in the large Nb limit, con-
firming Eq.(26). The similarity to the mean-field equa-
tion Eq.(14) is obvious. Using this θ′ we also obtain
ǫcr ∝ x3s/[2(1−2s)]. It agrees with the mean-field result in
Eq.(15).
The Λ scaling analysis is carried out in Fig.8 for
m(τ = 0, ǫ, w) for fixed ∆, Nb and Ms. In Fig.8(a),
the small ǫ regime of the curves fulfills the power law
m(ǫ, w) ∝ ǫ1/δNRG and the larger ǫ regime m(ǫ, w) ∝
ǫ1/δMF . However, for a fixed ǫ, the shift of the curve with
Λ is very weak for Λ between 2.5 and 10. In Fig.8(b), the
order parameter m(ǫ = 10−7, w) does not fit a power law
of w as nicely as m(τ = τ0, w) does in Fig.4. The data in
the small Λ regime are Ms dependent. Here the crudest
estimation from larger Λ regime gives the power −0.07.
Assuming a GHF form for m(ǫ, w) (at fixed τ = 0 and
x > 0) and using previously obtained relations among
am, aτ , aǫ and aw, we get
m(ǫ, w) ∝ ǫ1/δNRGw−s/(1+s), (28)
same as in the mean-field result Eq.(14). The fitted
power −0.07 is quite different from −s/(1+s) = −0.231.
We believe that this discrepancy is due to the fact that
for 2 6 Λ 6 10, w is not small enough to enter the scaling
regime for observing the correct power law. This is in
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FIG. 7: Data collapse of lgm(τ = 0) vs. lgǫ curves shown in
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FIG. 8: (a)lgm(τ = 0) vs. lgǫ for different Λ’s at s = 0.3.
(b)lgm(τ = 0) vs. lgw at ǫ = 10−7 for various (Nb,Ms)’s. The
fitted slope is about −0.07 in the shown regime, different from
−s/(1+ s) = −0.231. This is probably due to the fact that w
is not small enough. Inset: the mean-field results lgm vs. lgw
for τ = 0, ǫ = 10−7 (cycles) and τ = 10−7,ǫ = 0 (squares),
respectively. Other parameters are ∆ = 0.1, Nb = 8.
contrast to Fig.4 where a nice w-scaling persists up to
Λ = 10. We have not fully understood this contrast yet,
but only mention that we observed similar differences in
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FIG. 9: lgm(τ = 0) vs. lgǫ for different ∆’s at s = 0.3.
From bottom to top, ∆ = 10−1, 10−2, 10−3, 10−4, and 10−5,
respectively. Symbols are BNRG data and dashed lines are
power law fit, giving an average slope 0.539 which agrees with
(1− s)/(1 + s) = 0.538. Inset: lgm(τ = 0) at lgǫ = −11.292
as a function of lg∆ (symbols). The fitting (solid line) gives
a slope −0.534, being consistent with ǫ/∆ scaling. Other
parameters are Nb = 8, and Ms = 80.
the mean-field calculations. There, the shift with w is
much more pronounced in m(τ = τ0, ǫ = 0, w) than in
m(τ = 0, ǫ = ǫ0, w). The curves lgm− lgw of the mean-
field Hamiltonian are plotted in the inset of Fig.8(b), for
τ = 0 (cycles) and ǫ = 0 (squares), respectively. It is
seen that the expected power law behavior appears only
when Λ ≪ 2. In the regime 2 < Λ < 10, the lgm(τ =
0, ǫ = ǫ0, w) curve significantly deviates from the correct
power law behavior, resembling the BNRG results. This
supports our notion that much smaller Λ is required to
observe the m(τ = 0, ǫ = ǫ0, w) ∝ w−s/(1+s) behavior.
As a consequence of this reasoning, w should also appear
in the crossover scale ǫcr as a factor w
3s/(2(1−s)).
We checked our results for Nb and Ms up to 50 and
300, respectively, and found that the quality of the data
is not improved. In the BNRG calculations, after each
diagonalization, only the lowest 1/Nb fraction of eigen-
states are kept. Hence, as Nb increases, one needs larger
Λ or larger Ms to compensate the error from discarding
states. As a result, it is very difficult to produce reliable
data in the large-Nb and small-Λ regimes. For a fixed
Nb, it is known that to approach a smaller Λ regime, one
needs to use larger Ms. However, we did not find the
expected power law behavior of w up to Λ = 2 using
Nb = 8 and Ms = 300.
In Fig.9, we study the ∆ scaling in m(ǫ,∆) at τ = 0.
The figure resembles that of lgm(τ,∆)− lg∆. The double
power form in the small ǫ regime is found to fulfill the
ǫ/∆ scaling, i.e.,
m(ǫ,∆) ∝
( ǫ
∆
)1/δNRG
, (29)
with 1/δNRG = (1 − s)/(1 + s). As ∆ decreases,
both 1/δMF - and 1/δNRG-exponent regimes move toward
9smaller ǫ along the horizontal direction. Simple analy-
sis shows that a crossover scale ǫsat ∝ ∆ separates the
saturation regime m ∼ 1/2 from the 1/δMF -exponent
regime. ǫcr must have the same factor ∆ because the
classical exponent regime is not enlarged as ∆ deceases.
Summarizing these results, we get ǫsat > ǫcr and
ǫcr ∝ (wx)
3s
2(1−2s)∆ ,
ǫsat ∝ ∆ . (30)
These results concerning the scaling behavior with ∆ is
also consistent with the mean-field expression Eq.(14)-
(15), provided that we use the BNRG result αc(1) ∝
∆1−s in the equations.
3. Summary for 0 < s < 1/2
We summarize the above analysis. Our main conclu-
sion is that in the regime 0 < s < 1/2, due to the bo-
son state truncation, the order parameterm produced by
BNRG is a scaling function of variables τ , ǫ, ∆, x = 1/Nb,
and w = Λ − 1. Interestingly, this function agrees well
with the mean-field equations for finite Nb, [Eqs.(10) and
(11) and (14) and (15)], except that the ∆-dependence
of αc(1) should be replaced by the corresponding BNRG
one, i.e., αc(1) ∝ ∆1−s. In the small-τ or -ǫ limits, the
boson-state truncation Nb introduces artificial exponents
β and δ, which are different from the correct classical val-
ues. We summarize the BNRG results in 0 < s < 1/2 as
the following:
m(τ, ǫ = 0,∆, x, w)
=


c
(
∆
ωc
)− (1−s)22s
(wx)−
1
2 τ
1−s
2s , (τ ≪ τcr);
c′∆−
1−s
2 τ
1
2 , (τcr ≪ τ ≪ τsat);
1/2, (τ ≫ τsat),
(31)
with the two crossover scales τsat > τcr given by
τcr ∝ ∆1−s(wx) s1−2s ,
τsat ∝ ∆1−s . (32)
For m(τ = 0, ǫ,∆, x, w) we have
m(τ = 0, ǫ, x, w)
=


−c∆− 1−s1+s (wx)− s1+s ( ǫωc )
1−s
1+s , (ǫ≪ ǫcr);
−c′( ǫ∆)1/3, (ǫcr ≪ ǫ≪ ǫsat);
−1/2, (ǫ≫ ǫsat).
(33)
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FIG. 10: lgm(ǫ = 0) vs. lgτ at s = 0.7. (a) Λ = 10.0
and Nb = 8, 13, 20, 32, 50,respectively; (b) Nb = 8 and Λ =
3.0, 4.0, 6.0, 10.0, respectively. Symbols are BNRG data and
the dashed lines are power law fits. Other parameters are
∆ = 0.1, and Ms = 80.
with the two crossover scales ǫsat > ǫcr given by
ǫcr ∝ (wx)
3s
2(1−2s)∆ ,
ǫsat ∝ ∆ . (34)
For the role of ∆ in the order parameter m, we
observed τ/∆1−s scaling in the function m(τ, ǫ =
0,∆, w, x), while the function m(τ = 0, ǫ,∆, w, x) has
ǫ/∆ scaling. These features are independent of the bo-
son state truncation, and hence should hold also in the
regime 1/2 < s < 1. As we will see in the next section,
this is indeed the case.
C. BNRG results for s = 0.7
In this section, to compare with the 0 < s < 1/2 case,
we study s = 0.7, a generic value in the regime 1/2 < s <
1. In this regime, the mean-field theory predicts classical
exponents β = 1/2 and δ = 3 for any Nb. The boson
state truncation does not influence the Gaussian critical
fixed point in the mean-field Hamiltonian.
For the full spin-boson model, BNRG predicts an in-
teracting critical fixed point and nonclassical exponents
β and δ. In Figs. 10(a) and 10(b), lgm(τ, ǫ = 0) − lgτ
curves are plotted for various Nb’s (Λ = 10) and Λ’s
(Nb = 8), respectively. Other parameters are fixed. It
is clearly seen that the situation is dramatically different
from s = 0.3: there is no Nb or Λ scaling. Therefore, the
boson state truncation and Λ do not influence the correct
extraction of β.
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FIG. 11: lgm(ǫ = 0) vs. lgτ at s = 0.7 for different ∆’s.
From bottom to top, ∆ = 10−1, 10−2, 10−3, 10−4, 10−5, re-
spectively. Symbols are BNRG data and the dashed lines are
power law fit, giving an average slope 0.296. Inset on top
left: lgαc vs. lg∆ data gives the fitted slope 0.307, consistent
with 1− s. Inset on bottom right: lgm at lgτ = −6.949 as a
function of lg∆ (symbols). The fitted slope is −0.096, close to
−β(1−s) = −0.089, as expected from τ/∆1−s scaling. Other
parameters are Λ = 4.0, Nb = 8, Ms = 80.
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FIG. 12: lgm(τ = 0) vs. lgǫ at s = 0.7 for (a) different Nb’s
and Λ = 10.0, and (b) different Λ’s and Nb = 8. Symbols are
BNRG data and the dashed lines are power law fit, giving the
average slopes 0.175 and 0.173 for (a) and (b), respectively.
Other parameters are ∆ = 0.1 and Ms = 80.
In Fig.11, we study the ∆ scaling at s = 0.7 for
m(τ, ǫ = 0). The main plot and the bottom right in-
set show that m(τ, ǫ = 0,∆) ∝ ∆ητβ . In the regime
1/2 < s < 1, exact expression for β as a function of s is
not known. If we assume that m(τ, ǫ,∆) has (τ/∆1−s)
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FIG. 13: lgm(τ = 0) vs. lgǫ at s = 0.7 for different ∆’s.
Symbols are BNRG data and dashed lines are power law fit.
From bottom to top, ∆ = 10−1, 10−2, 10−3, 10−4, 10−5, re-
spectively. Inset: lgm(τ = 0) at lgǫ = −10.423 as a function
of lg∆. The solid line is a power law fit in small ∆ limit and
the slope −0.179 is close to −(1 − s)/(1 + s) = −0.177, as
expected from ǫ/∆ scaling. Other parameters are Λ = 4.0,
Nb = 8, and Ms = 80.
scaling, as observed in the s = 0.3 case, it is then easy to
obtain
m(τ, ǫ = 0,∆) ∝ ∆−(1−s)βτβ , (τ ≪ τsat). (35)
For s = 0.7, the fitted value of η is −0.096, which agrees
with −(1 − s)β = −0.089 quite well. We also checked
other s values in the regime 1/2 < s < 1 and found good
agreement, confirming the validity of τ/∆1−s scaling in
this case. The relation αc(1) ∝ ∆1−s is demonstrated
in the top left inset of Fig. 11. τsat ∝ ∆1−s is the
crossover scale separating the power-law regime from the
saturation regime m ∼ 1/2.
Similar analysis is carried out for m(τ = 0, ǫ,∆, x, w).
In Figs. 12(a) and 12(b), we plot this function for s = 0.7
and ∆ = 0.1, for various Nb’s (Λ = 10) and Λ’s (Nb = 8).
No Nb or Λ scaling is observed, similar to the curves
m(τ, ǫ = 0,∆, x, w) shown in Fig.10.
The ∆ scaling carried out in Fig.13 shows that the ex-
ponent δ fulfills the expression (1+s)/(1−s), even in the
1/2 < s < 1 regime. This is consistent with the previous
findings of the hyperscaling relation δ = (1 + x)/(1 − x)
and x = s.5 In the inset of Fig.13, lgm− lg∆ is shown for
fixed ǫ, disclosing a power law behavior consistent with
m(τ = 0, ǫ,∆) ∝ ∆−(1−s)/(1+s). This implies the ǫ/∆
scaling in the regime 1/2 < s < 1. Therefore, we have
m(τ = 0, ǫ,∆, w, w) ∝
( ǫ
∆
) 1−s
1+s
(ǫ≪ ǫsat). (36)
Here ǫsat ∝ ∆ is the crossover scale separating the power
law regime from the saturation regime m ∼ 1/2.
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D. s = 0 and s = 1/2
The boundary cases s = 0 and s = 1/2 need some
discussions. For s = 0, the mean-field solution at fi-
nite Nb gives [Eq.(12)] m(τ, ǫ = 0) ∝ exp(−∆/4ωcτ) and
the crossover scale τcr becomes independent of wx. This
means that τcr is large and decreases with wx at sublead-
ing order. We carried out the BNRG calculation for s = 0
with 10−6 6 ∆ 6 10−2 and 10 6 Nb 6 50. Using the ex-
ponential fit, we obtain αc = 0 within an error less than
10−7. For a fixed Nb, m(τ, ǫ = 0) shows a nice exponen-
tial behavior m ∝ exp(−c/τ) with c ≈ (0.27 ± 0.02)∆.
This is consistent with the mean-field expression (12).
For the prefactor, we observe the x−1/2 behavior using
8 < Nb 6 50, and find the −1/2 exponent of w using
Λ < 2.5 and Ms > 200. However, we also find a per-
fect τ/∆ scaling at s = 0, being different from Eq. (12).
By combining these results, we expect the crossover scale
τcr ∝ −∆/ln(wx). As for m(τ = 0, ǫ), BNRG gives the
exact result m(τ = 0, ǫ) = −ǫ/(2∆) since at τ = α = 0
the spin is decoupled from the bath.
For s = 1/2, contrary to s = 0, the powers of wx in
the expressions for τcr and ǫcr diverge, leading to the
vanishing of the latter for wx < 1. Therefore, the clas-
sical regimes in m(τ, ǫ = 0) and m(τ = 0, ǫ) expand to
the zero τ or ǫ limit, even for finite Nb’s and Λ > 1.
Indeed, using Nb = 8 and Λ = 4, BNRG gives accurate
βMF and δMF at s = 1/2, as shown in Fig.14(a) and (b),
respectively. For s = 1/2, corrections to power laws in
m(τ, ǫ = 0) and m(τ = 0, ǫ) may arise in the subleading
order in which x and w may play some roles. However,
such effects are difficult to observe in the BNRG data
because of numerical errors and fitting errors.
III. SUMMARY AND DISCUSSION
In Fig.14, we summarize the exponents β, δ, γ and x
for the spin-boson model in the whole regime 0 < s < 1.
The squares in the figure show the naive BNRG results
obtained using finite Nb. The solid lines for β and δ
in the regime 0 < s < 1/2, as shown in Fig.14(a) and
(b), are β = 2s/(1 − s) and δ = (1 + s)/(1 − s), the
exact solution of the mean-field Hamiltonian with finite
Nb. They agree well with the BNRG data (squares).
The dashed lines are the correct values extracted from
the scaling analysis. They deviate significantly from the
BNRG results in 0 6 s < 1/2. In the regime 1/2 6 s < 1,
the boson state truncation error and mass flow error still
exist but they do not influence the exponents.
We also studied the magnetic susceptibility χ using
BNRG in the regime 0 6 s 6 1/2 (squares in Fig.14(c)).
It is found that χ(τ, T = 0) curve is independent of w
and x and γ = 1 holds at high precision. For the ∆ de-
pendence, BNRG calculations for various s in the regime
0 6 s < 1 confirm the scaling form χ ∝ ∆−1(τ/∆1−s)−1,
being consistent with m(τ, ǫ,∆) = f(τ/∆1−s, ǫ/∆). In
the mean-field theory, the factors containing wx cancel
0
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FIG. 14: Critical exponents of the spin-boson model as func-
tions of s: (a) β, (b) δ, (c) γ, and (d) x. The squares are
the exponents fitted from BNRG data with finite Nb. The
solid lines are βNRG = (1− s)/(2s), δNRG = (1 + s)/(1− s),
γNRG = 1, and xNRG = s, respectively. The dashed lines are
the correct exponents free from boson state truncation error
and the mass flow error.
each other and one obtains χ ∝ ∆−1(τ/αc(1))−1, inde-
pendent of wx. It covers the BNRG result when αc(1)
is replaced by ∆1−s. In the regime 1/2 < s < 1, the
BNRG result for γ follows a nonclassical curve [squares
and the dashed line in Fig. 14(c)], the exact expression of
which is not known yet. It is related to β and δ through
hyperscaling relations.
The temperature dependence χ(T ) at τ = 0 is gov-
erned by the exponent x. We did not find any observable
shift in χ(τ = 0, T ) with the changing of Nb or Λ in the
range 8 < Nb < 20 and 2 < Λ < 10. We always obtain
x = s in the regime 0 < s < 1/2. This indicates that
the mass-flow problem is deeply rooted in the NRG algo-
rithm and can not be solved by the scaling method that
we discuss in this paper. According to the analysis of the
mass-flow problem in NRG, 19,20 x = 1/2 should hold in
the regime 0 6 s 6 1/2 and x = s in 1/2 < s < 1. This
conclusion together with the BNRG result are summa-
rized in Fig. 14(d) for completeness.
To conclude, we confirm the statements in Ref. 19
that for the spin-boson model, the critical exponents β
and δ are classical in the regime 0 6 s 6 1/2, while
are nonclassical in 1/2 < s < 1. BNRG with finite
Nb produces artificial interacting critical fixed point in
the regime 0 6 s < 1/2, and the extracted β and δ
are incorrect. In the regime 1/2 6 s < 1, boson-state
truncation does not play a role and BNRG results are
correct. Scaling analysis with respect to x = 1/Nb and
w = Λ − 1 can be used as a supplement to ordinary
BNRG to overcome the boson-state truncation error. It
is also observed that the order parameter has the scaling
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form m(τ, ǫ,∆) = f(τ/∆1−s, ǫ/∆) in the whole regime
0 6 s < 1.
Two features of the BNRG results can be understood
in terms of the mean-field Hamiltonian. First, as shown
in Eqs. (31) and (33), the boson-state truncation error
disappears in the limit Λ = 1. Second, the truncation Nb
influences only the exponents but not the critical cou-
pling αc. In the mean-field Hamiltonian [Eqs. (6)-(8)],
the nth boson mode has a displacement γn/ξn and its
coupling strength to the spin is proportional to γn. Both
γn and ξn decay exponentially with increasing n, but the
ratio γn/ξn diverges as Λ
(1−s)n/2. The low-energy modes
(with large n) are more displaced and need more states
to describe. Therefore, truncation of the state influences
mostly the low-energy modes and not the high-energy
modes. In the limit Λ = 1, however, there is no diver-
gence in the displacement and all the modes can be de-
scribed equally well by a finite Nb, hence the truncation
error disappears. Since the critical exponents are closely
related to the energy distribution and the displacement
behavior of the low-energy boson modes, they are sus-
ceptible to the truncation. While the critical coupling
is dominated by the integral properties of the spectrum
in which the high-energy modes have more weights, it is
thus only very weakly influenced by the truncation.
Our results support the validity of quantum-to-
classical mapping for the spin-boson model in the regime
0 6 s < 1/2. Note that our picture of m(τ) for the trun-
cated spin-boson model is consistent with the results of
exact diagonalization study in Ref. 15. There, although
a different basis set is used, in principle, the boson-state
truncation error also exists and the nonclassical expo-
nents should be present in the low-energy limit. However,
the fitting of data relatively far away from the critical
point (note the linear scale in Fig. 3 of Ref. 15) coinci-
dentally misses the nonclassical regime and produces the
correct classical exponent βMF .
For other quantum impurity models such as the
Bose-Fermi-Kondo model (BFKM) model25–27 and its
anisotropic version, the Ising-BFKM,28 similar quantum-
to-classical mapping arguments supports Gaussian fixed
points in the regime 0 6 s < 1/2. Correspondingly, one
expects β = 1/2, δ = 3 and x = 1/2. Neither hyper-
scaling relations nor ω/T scaling should hold. However,
variouls studies using BNRG28, QMC simulation29–31, ǫ-
expansion26,32 and the large-N limit analysis25,27,33 all
point to the failure of the quantum-to-classical map-
ping in these systems: they obtained interacting fixed
point and nonclassical exponents. Especially, for the
anisotropic BFKM with a sub-Ohmic boson bath, the
exponents are found to be the same as βNRG and δNRG
of the spin-boson model.
In light of the present study, it is possible that the
same boson state truncation error may exist in the BNRG
study of the Ising BFKM in Ref. 28 and lead to incorrect
β and δ in the regime 0 < s < 1/2. Note that the boson
state truncation problem cannot be remedied by going
to smaller energy scales.28,31 Since the fermion bath in
the Ising BFKM can be integrated out to produce an
additional boson bath with Ohmic spectrum, the critical
behavior should be dominated by the sub-Ohmic one,
leading to the expectation that it belongs to the same
universality class as the spin-boson model. In the quan-
tum Monte Carlo simulations, it was observed that the
truncation of correlations in the imaginary time axis is
the key to produce the interacting critical point.31 Other-
wise Gaussian behavior will obtain. These may be signa-
tures that the quantum-to-classical mapping holds also
for the Ising BFKM in 0 6 s < 1/2. It is straightforward
to examine this statement using BNRG supplemented
with the Nb scaling.
As far as the isotropic BFKM is concerned, the sit-
uation seems different. Here, the symmetry is different
from the spin-boson model and the Berry phase effect
is claimed to be nontrivial.36 Much work has been done
for this model, supporting the failure of the quantum-to-
classical mapping in the sub-Ohmic regime.27,30,36 Due
to the very subtle nature of this problem, however, ex-
act numerical studies are still desirable as a further
confirmation. Both the isotropic and the anisotropic
BFKM are at the core of studying the Kondo lattice
with Ruderman-Kittel-Kasuya-Yoshida (RKKY) inter-
actions using the extended dynamical mean-field the-
ory.25,32,34,35,37–39 Therefore, any definite conclusions
concerning these impurity models will have important
impact on the understanding of the competition between
Kondo screening and the antiferromagnetic state in the
heavy-fermions metals.25,40
In summary, we carried out systematic BNRG studies
for the spin-boson model in the sub-Ohmic regime, sup-
plemented with the scaling analysis for the boson state
truncation x = 1/Nb and the logarithmic discretization
parameter w = Λ − 1. For 0 < s < 1/2, the func-
tion m(τ, ǫ = 0,∆, x, w) [m(τ = 0, ǫ,∆, x, w)] is shown
to bear a multiple power form in the small-τ (-ǫ) limit.
Classical exponent β = 1/2 (δ = 3) is identified in the
regime τ ≫ τcr (ǫ ≫ ǫcr), agreeing with the conclusion
from the quantum-to-classical mapping. The crossover
scale τcr (ǫcr) goes to zero in the small x or w lim-
its in a power law. This presents a scenario of how
the boson-state truncation error disappears in the limit
Nb → ∞. The observation that x and w always ap-
pear as a product (wx) indicates that, in the regime
0 6 s < 1/2, the boson-state truncation invalidates the
logarithmic discretization scheme, which is the basis of
NRG. Independent of the issue of boson-state truncation,
we also find that the scaling form for the order param-
eter m(τ, ǫ,∆) = f(τ/∆1−s, ǫ/∆) in the whole regime
0 6 s < 1.
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Appendix A: Critical Exponents of the Mean-Field
Spin-Boson Model
In this appendix, we present the calculation of the crit-
ical exponents β, δ, and γ for the mean-field spin-boson
Hamiltonian.
The Hamiltonian of the spin-boson model reads as
Hsb = −∆
2
σx +
ǫ
2
σz +
1
2
σz
∑
i
λi
(
ai + a
†
i
)
+
∑
i
ωia
†
iai.
(A1)
The mean-field Hamiltonian is (neglecting a constant)
Hmf = −∆
2
σx +
[
ǫ
2
+
1
2
∑
i
λi〈ai + a†i 〉
]
σz
+
∑
i
ωia
†
iai +
〈σz〉
2
∑
i
λi
(
ai + a
†
i
)
.(A2)
For a finite Nb, the critical behavior depends severely on
the parameterization scheme for {ωi, λi} as well as on
the discretization scheme. In order to compare the expo-
nents with the NRG ones, we carry out the logarithmic
discretization as in NRG and get
HLDmf = −
∆
2
σx +
[
ǫ
2
+
1
2
√
π
∞∑
n=0
γn〈an + a†n〉
]
σz
+
∞∑
n=0
ξna
†
nan +
〈σz〉
2
√
π
∞∑
n=0
γn
(
a†n + an
)
,(A3)
where the superscript LD denotes the logarithmic dis-
cretization. γn and ξn are obtained from standard proce-
dure4? and given in Eq.(7) and (8) in the main text. In
Eq.(A3), the spin and boson degrees of freedom decouple
and we get HLDmf = Hspin +Hboson, where
Hspin = −∆
2
σx +
1
2
(ǫ + d)σz , (A4)
and
Hboson =
∞∑
n=0
ξna
†
nan +
1
2
〈σz〉
∞∑
n=0
γn√
π
(
a†n + an
)
. (A5)
Here
d =
∞∑
n=0
γn√
π
〈a†n + an〉. (A6)
For Nb = ∞, Hboson can be solved exactly. For finite
Nb, it is no longer exactly solvable. In Ref. 21, H
LD
mf is
solved numerically and the critical behavior is studied.
Here, we start from the single mode Hamiltonian
H = a†a+ θ(a† + a). (A7)
In the small θ limit, the ground state is not influenced
by the truncation and we have 〈a† + a〉G = −2θ and
〈a†a〉G = θ2. In the large θ limit, the number of bosons
in the ground state is confined by the boson state trun-
cation Nb. Therefore in this limit 〈a†a〉G = Nb. For the
displaced harmonic oscillator, to leading order of Nb we
have 〈a+ a†〉G = −2
√
〈a†a〉G = −2
√
Nb. The crossover
scale is determined by equating the two situations. In
summary, we have
〈a† + a〉G =


−2θ, (θ ≪ √Nb);
−2√Nb, (θ ≫
√
Nb).
(A8)
We confirmed this result numerically. Here 〈...〉G denotes
the ground state average. 〈a†n+an〉G has different form in
the regimes n ≪ n0 and n ≫ n0. Here n0 separates the
freely biased mode (small n) from the saturated biased
mode (large n). We can then solve Hboson approximately
and obtain one of the mean-field equations from Eq.(A6),
d ≈ − 1
π
〈σz〉
n0∑
n=0
γ2n
ξn
− 2
√
Nb
π
∞∑
n=n0+1
γn, (A9)
with n0 determined by equating
√
Nb with the effective
bias,
1
2
〈σz〉 γn0√
πξn0
=
√
Nb. (A10)
Introducing x = 1/Nb andm = 〈σz〉/2 and summing over
n in Eq.(A9) produces
d = a1(Λ)αm+ [a2(Λ) + b1(Λ)]α
1
1−sx
s
1−sm
1+s
1−s . (A11)
The parameters a1(Λ), a2(Λ), and b1(Λ) read
a1(Λ) = −4(2 + s)
(1 + s)2
[
1− Λ−(1+s)]2
[1− Λ−s] [1− Λ−(2+s)]ωc, (A12)
a2(Λ) = 2
2−s
1−s (1 + s)−
2+s
1−s (2 + s)
1+s
1−s
[
1− Λ−(2+s)
]− 1+s1−s
[
1− Λ−(1+s)
] 2+s
1−s 1
Λs − 1ωc, (A13)
and
b1(Λ) = −a2(Λ) Λ
s − 1
Λ(1+s)/2 − 1 . (A14)
The other mean-field equation from solving Hspin is
m =
1
2
∆2 −
[
ǫ+ d+
√
∆2 + (ǫ+ d)2
]2
∆2 +
[
ǫ+ d+
√
∆2 + (ǫ+ d)2
]2 . (A15)
Near the critical point, it reduces to
m = − ǫ+ d
2∆
+
1
4
(
ǫ+ d
∆
)3
+O
(
ǫ+ d
∆
)4
. (A16)
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Putting Eq.A(11) into the above equation and keeping
only the leading term of each type, one gets
m = − ǫ
2∆
− a1(Λ)αm
2∆
+
1
4∆3
[a1(Λ)αm]
3
−a2(Λ) + b1(Λ)
2∆
α
1
1−sx
s
1−sm
1+s
1−s . (A17)
From this equation the critical coupling strength is ob-
tained as αc(Λ) = −2∆/a1(Λ). It is remarkable that it is
independent of the boson state truncation Nb. Introduc-
ing τ = α−αc(Λ) to measure the distance to the critical
point, we get the self-consistent equation as
− ǫ
∆
− a2(Λ) + b1(Λ)
∆
[αc(Λ)]
1
1−s x
s
1−sm
1+s
1−s
+
2τ
αc(Λ)
m− 4m3 = 0. (A18)
To investigate the role of Λ, we define w = Λ − 1 and
expand αc(Λ), a2(Λ) and b1(Λ) to leading order of w.
Finally we get the self-consistent equation in terms of τ ,
ǫ, ∆, w, and x as (keeping αc(Λ) in the definition of τ
unchanged)
2τ
αc(1)
m− 4m3 − ǫ
∆
− cωc
∆
[αc(1)]
1
1−s (wx)
s
1−sm
1+s
1−s = 0.
(A19)
Here αc(1) = ∆s/(2ωc) is the critical α value for Λ =
1. c = 2(2−s)/(1−s) [1/s− 2/(1 + s)] is a constant. It
is noted here that the anomalous term involving the
(wx)s/(1−s) comes solely from the factor a2(Λ) + b1(Λ),
instead of from expansions of αc(Λ) in Eq.(A18). Solv-
ing this equation in various limits produces the analytical
expressions Eqs.(9)-(16).
Eq.(A19) reduces to standard mean-field equation and
gives β = 1/2, δ = 3, when the m3 term dominates over
the anomalous term (wx)s/(1−s)m(1+s)/(1−s). This is the
case when m is small in the regime 1/2 < s < 1, or when
wx≪ m in the regime 0 < s < 1/2. The anomalous term
will dominate over the m3 term and give β = (1−s)/(2s)
and δ = (1 + s)/(1 − s), when m → 0 in the regime
0 < s < 1/2. Considering different regimes of τ and ǫ,
we get the expressions (9) and (10) and (13) and (14).
The crossover scales τcr [Eq. (11)] and ǫcr [Eq.(15)] are
obtained by equating the expressions in the classical and
nonclassical regimes.
At s = 0, Eq. A(10) is replaced with
n0 =
1
lnΛ
ln
[
(1 + Λ−1)2
1− Λ−1
1
8αxm2
]
. (A20)
The summation in Eq.A(9) produces
d = −8αmωc 1− Λ
−1
(1 + Λ−1)lnΛ
ln
[
Λ(1 + Λ−1)2
8(1− Λ−1)xαm2
]
−8αmωcΛ
−1/2 + Λ−1
1 + Λ−1
. (A21)
This gives αc = 0. Expanding d at Λ = 1 to leading order
and combining Eq.(A16), we get the order parameter for
s = 0,
m(τ, ǫ = 0,∆, x, w) = c
1
2
(wxτ)−
1
2 e−
∆
4ωcτ , (A22)
and
m(τ = 0, ǫ,∆, x, w) = − ǫ
2∆
. (A23)
Here, c is a constant independent of ∆, x, and w. Note
that if one takes the x→ 0 limit first and then takes the
limit s→ 0, Eq.(A22) becomes
m(τ, ǫ = 0,∆, x = 0, w) =


1/2, (τ > 0);
0, (τ = 0).
(A24)
The magnetic susceptibility χ can be obtained by tak-
ing derivative on both sides of Eq. (A19) with respect to
ǫ. This leads to the expression
−∆χ =[
c(1 + s)
1− s
ωc
∆
[αc(1)]
1
1−s (wx)
s
1−sm
2s
1−s + 12m2 − 2τ
αc(1)
]−1
.
(A25)
Here, c = 2(2−s)/(1−s) [1/s− 2/(1 + s)]. Analyzing this
equation in different τ regimes, we obtain χ(τ,∆) =
−αc(1)/(4∆τ) in the regime 1/2 6 s < 1, and
χ(τ,∆) =


−αc(1)4∆τ (τ ≫ τcr),
− 1−s4s αc(1)∆τ (τ ≪ τcr).
(A26)
in the regime 0 6 s < 1/2. This gives the exponent
γ = 1, independent of Nb and w.
We also studied the critical behavior of m(τ, ǫ,∆, x)
using other parametrization and discretization schemes
for the bath spectrum. It is found that for finite Nb, the
critical exponents β and δ are strongly dependent on the
scheme. For Nb = ∞, they all reduce to the mean-field
values.
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