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The algorithms and programs in this handy book deal almost exclusively with cubic splines.
A short introduction stresses the maximum "smoothness" of "natural" splines.
The next chapter reviews the numerical solution of tridiagonal linear systems by Gauss elimination and of block tridiagonal linear systems by relaxation.
Chapter 3 offers programs for cubic spline interpolation with various (separated) boundary conditions. The next chapter deals with periodic splines and with the interpolation of curves by interpolation of their component functions with respect to some parametrization. Also, various "smoothing methods" are described, all of which turn out to be interpolation methods based on piecewise cubic Hermite interpolation with the slopes at the interpolation points estimated locally. The author's own construction of an area matching cubic spline approximation to histograms follows.
Quintic spline interpolation is the subject of Chapter 5, and block underrelaxation (!) is used for the solution of the appropriately ordered linear system for the determination of the interpolant. The interpolating quintic spline fares badly in the comparison with the cubic spline interpolant as given in five accompanying pictures.
The cubic smoothing spline of (Schoenberg and) Reinsch is introduced in the next chapter without any motivation at all as a cubic spline whose deviation at each data point (and knot) is proportional to the jump in its third derivative across the knot, with proportionality factor at each knot to be determined. Block underrelaxation is used in its construction, and the user is expected to choose the proportionality factors, perhaps interactively.
Chapter 7 gives a very nice summary of the author's efforts to obtain simple interpolating functions (and curves) which are less wiggly than the cubic spline is at times. Starting with Schweikert's spline in tension, the author discusses a general class of methods in which each cubic piece is replaced by a more flexible function, involving an exponential perhaps or a rational function, and offers programs for the construction of such "generalized cubic spline" interpolants. Again, much is left to interactive user efforts and the simple and attractive alternative of sticking to ordinary cubic splines and combatting extraneous inflection points by the suitable addition of knots instead is not mentioned at all.
The last chapter uses tensor products of the various univariate approximation schemes to produce interpolants or approximants to data on a rectangular grid. The main result is that given a polynomial monospline with odd multiple knots and with a maximum set of zeros, there exists another monospline with simple knots and the same set of zeros which has a smaller absolute value at all points. Pinkus. It is shown that there is a Gaussian quadrature rule using derivatives to (odd) order p¡ -1 at t¡, i = 1, 2,. . . , k, which is exact for a given ECT-system of n = k + 2* p¡ functions. We may cast the problem in an appropriate setting by considering the equation
where A is a continuous map from a metric space F with metric pF to a metric space U with metric pv. In this context, ill-posed problems arise when we try to invert A; i.e., given uT E U find zT E F such that AzT = uT.
Specifically, suppose we have only approximate data u& such thatpt/(776 ,uT) < 5. We wish to find an approximate solution z6 corresponding to us in some sense, so that as 6 -> 0, zs "-* zT. We cannot in general set z6 = ^4_1î76 since (i) u6 need not he in Range of A. (ii) Even when.4-1 is well defined it need not be continuous; i.e., for ub E Range(4) and z6 EF such that .4z6 = us pviub, uT) -■*■ 0 i> Pf(zs> zt) -»0.
Thus, in our abstract setting, the study of ill-posed problems consists of trying to determine z6 from u& in a stable manner when A ~1 is not continuous (or even well defined). To stabilize (1) we must utilize additional a priori information about the solution zT. This information can be of two forms: 1) quantitative information about the solution; or, 2) qualitative information about the solution. For instance, we may have an explicit bound on the size of the solution or we may know that the solution must satisfy certain regularity conditions. The first part of the book is a development of stabilization methods, the emphasis being on the regularization method which uses information of type 2 to stabilize the problem.
The first chapter briefly surveys other methods of stabilization; in particular, the authors consider the selection method, the quasisolution method, and two techniques
•Contains an excellent bibliography.
of perturbing the equation. The selection method restricts consideration of possible solutions z of (1) to a subset M C F. If A is 1-1, M is compact, and u6 E M, then we have stabilized the problem since A*1 : AM -► M is continuous.
Problems arise when the measured data u5 #E D(A~X). This difficulty motivates
the notion of a quasisolution of (1) on M. A quasisolution is simply a zg E M such that PrjiAzs, u6) = infjPrjiAz, u5).
Under certain restrictions on TV = AM the quasisolution is unique and depends continuously on the data.
The two perturbation methods discussed are quasireversibility and a technique of Lavrentiev. In both cases the equation is perturbed to a well-posed problem. In the latter (1) is replaced by iA + a/)z = u, and the behavior is examined as a -► 0.
The quasireversibility method is a technique for dealing with unstable evolution equations such as the backward heat equation. The idea is to perturb the unstable differential operator to a stable operator by adding on a spatial operator depending on e. As in Lavrentiev technique, the behavior is examined as e -► 0.
The above methods are severely limited since they presuppose the class of possible solution can be a priori restricted to a compact set M. However, in many applied problems this is impossible. To remove this restrictive assumption the authors introduce the regularization method. Specifically, let uT denote the true data; and suppose we have measured data u6 such thatp^^g, uT) < 5. We shall introduce regularizing operators to define zg's corresponding to u8's such that z6 -► zT as u& -► uT. To be precise, a regularizing operator Riu, 8) of (1) in a neighborhood of uT is an operator with the properties 1) 36f > 0 such that Riu, 6) is defined V6 0 < 6 < 8X and Vuprjiu, uT) < 6 and 2) Ve > 0 360 = 60(e, uT) < 8X such that P(Áus> ut) < 5 < 5o =* Pf(z&> zt) < e> where z6 = R(us, 6). Regularizing operators, by definition, stabilize (1) . Thus, the problem of finding approximate solutions of (1) is reduced to the construction of regularizing operators.
The construction can be accomplished by a variational principle. (a is called the regularization parameter. It depends on 6 and u6.)
Having thus developed the regularization method, the remainder of the book details its application to a wide variety of ill-posed problems. Problems discussed include:
1) Singular and ill-conditioned systems of linear algebraic equations;
2) Fredholm integral equations of the first kind (with emphasis on kernels of convolution type);
3) Stable methods (in the space of continuous functions) for summing Fourier series with approximate coefficients in l2 ; and 4) Problems in optimal control and mathematical programming.
In each case, the authors construct the regularization operator for the problem in detail. Methods for determining the optimal regularization parameter a under assumptions on the distribution of noise are also discussed.
The book also has an unexpected but particularly welcome feature: an extensive bibliography of the Russian literature. The reference list will be extremely valuable both to the active researcher and the student surveying the ill-posed problems literature.
In conclusion, it should be noted that although the book presents results not commonly included in an applied mathematics education, the techniques are accessible to graduate students and the engineering community. Thus, the book will serve as an excellent reference to anyone whose research leads him into the realm of ill-posed problems. This volume is intended as an up-to-date account of theoretical questions and practical questions and methods in the numerical solution of ordinary differential equations. It consists of twenty-one chapters (eight on general initial value problems, six on stiff problems, five on boundary value problems, and two on functional differential equations); these chapters are written by thirteen scholars from England, New Zealand, and Scotland.
The authors and editors succeed admirably in achieving the goal mentioned. Naturally, the theoretical discussion is mainly limited to results and glimpses of proofs, but adequate references are always given. Frequently, the discussion is very elucidating. Hints as to "best algorithms" are often given.
The different chapters are well integrated towards a whole (only occasionally are forward references found), but they can also be read independently by a reader with a modest background.
A good bibliography and a subject index add to the value of this book. Over the last twenty years, there has been an ever increasing recognition on the part of physical scientists of the inadequacy of classical linear diffusion theory as a tool for predicting experimental observations. Thus, it has become necessary to include previously neglected (or small) nonlinear terms in the mathematical modeling of many observed phenomena. As is usually the case, the physical problems have again provided mathematicians with a rich variety of research questions. The present set of notes includes lectures of interest both to mathematicians and to applied scientists. For want of a better way to provide an overview of these notes, we have divided the articles into two rough classes: those of primarily a theoretical nature and those that would be of more interest to applied scientists. Naturally, this classification is based on the reviewer's own personal prejudices and he offers, in advance, his apologies to any of the authors who might feel that their work has been placed in the wrong class. Since this is a loose classification and since people have varying interests, some theoreticians will find the applied articles of interest and conversely, some experimentalists will find the theoretical articles relevant to their needs. binomial in these tables is the multiplicative order of the companion matrix of B(x).
The tables correspond, respectively, to the following sets of values of q, d, and dx. q = 2l, d= 16,dx = 15 q = 5, d = 21, dx = 11 <? = 23, d=& q=52,d=l0 q = 24,d=6 q=l,d=lO = dx q = 25,d=4 q= II,d= I0,dx = 8 q = 3,d=26,d1 = 15 q=l3,d=l0 q = 32,d = 9 q= 17, d =10 q=l9,d= 10.
The representation for GF(pa), a > 1, is that discussed in [1] and used previously in [2] , [3] , and [4] . In the introduction to the present tables the authors prove that a prime binomial of degree n > 2 is not primitive of the first, second, or third 
