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A search for supersymmetry in a sample of proton-proton collision events with
a center-of-mass energy of 8 TeV is presented. The sample, collected with the
Compact Muon Solenoid detector at the Large Hadron Collider, corresponds to
an integrated luminosity of 19.4 fb−1. Events are required to have large missing
transverse energy, at least three jets, and at least one identified bottom-quark jet.
Numbers of events in exclusive bins of the scalar sum of jet transverse momen-
tum values, missing transverse energy, and bottom-quark jet multiplicity are
found to be consistent with the standard model expectations. The results are
interpreted as 95% confidence level upper limits on simplified supersymmetric
models approximating gluino mediated bottom- and top-squark production.
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CHAPTER 1
INTRODUCTION
In particle physics, we work towards understanding the fundamental con-
stituents of the universe and their interactions. One proven approach in this en-
deavor is to study the products of high energy particle collisions. At the energy
frontier stand the experiments at the Large Hadron Collider (LHC). The experi-
ments collect large data samples of the highest energy collisions ever produced
in a laboratory. In 2010, the LHC collided protons at a record center-of-mass
energy of 7 TeV. The record was broken in 2012 when collisions reached 8 TeV.
Much of our present understanding in particle physics, the result of over a
century of research, is codified in the standard model of particle physics. The
standard model describes all of the particles we have observed to date and
their electromagnetic, weak, and strong interactions. The theory is a remarkable
achievement. It has provided many predictions that have been experimentally
confirmed throughout the past few decades.
In 2012, a boson with a mass near 125 GeV1 was discovered with the CMS
and ATLAS experiments at the LHC [2,22]. To date, the particle has been shown
to be consistent with the final particle predicted by the standard model, the
Higgs boson. The Higgs boson plays a unique role in the standard model. It
confirms the existence of the theory’s only scalar field, which is responsible for
giving particles mass.
In the standard model, the Higgs boson’s mass receives enormous quantum
corrections that must undergo a cancellation requiring an uncomfortable fine-
1We use natural units where c = ~ = 1.
1
tuning of the model’s parameters. History has shown us that fine-tunings, like
this one, can be a sign of a deeper theory without fine-tuning. Therefore, the
discovery of the Higgs boson is both a success for the standard model and a
potential indication of physics beyond the standard model.
Natural supersymmetry is a beyond the standard model theory that pro-
vides a compelling solution to the fine-tuning problem. It introduces undis-
covered particles within reach at the LHC. Gluinos, bottom squarks, and top
squarks must be relatively light to cancel the largest standard model corrections
to the Higgs boson’s mass.
In this dissertation, we present a search for natural supersymmetry in a data
sample of 8 TeV proton-proton collision events collected with the CMS detec-
tor [23]. Previous searches have been performed at the Large Electron-Positron
(LEP) Collider, the Tevatron, and the LHC (see e.g. [24,25] for LEP and Tevatron
searches and [26–38] for previous LHC searches). The search is an extension to
our analysis of the 7 TeV data sample, which is briefly summarized in Appendix
A.
This dissertation is organized as follows. Overviews of the standard model
and natural supersymmetry are presented in Chapter 2. In Chapter 3, we de-
scribe the LHC and CMS. Chapter 4 describes the reconstruction of collision
events. In Chapter 5, we describe the data sample we have studied and the
Monte Carlo samples used in the search. We describe the search and present the
results in Chapter 6. In Chapter 7, we provide concluding remarks.
2
CHAPTER 2
THE STANDARD MODEL AND BEYOND
This chapter is organized as follows. In Section 2.1, we present an overview
of the standard model. We make note of some of the limitations of the standard
model that hint at physics beyond the standard model in Section 2.2. In Section
2.3, we introduce the subject of this search, supersymmetry.
2.1 Standard Model
The standard model is a quantum field theory in a four-dimensional Minkowski
space [39–42]. The gauge group of the standard model is
SUc(3) × SUL(2) × UY(1) (2.1)
where c denotes color, L indicates that only left-handed fermions have weak
isospin, and Y denotes weak hypercharge. The SUc(3) group has eight gener-
ators, which implies that there are eight spin-one gluon fields, labelled Gµa for
a = 1, ..., 8. Similarly, three spin-one fields, Wµa for a = 1, 2, 3, are associated with
SUL(2), and one spin-one field, Bµ, is associated with UY(1).
There are three generations of fermion fields. Each generation, i, contains
fifteen spin-1/2 Weyl spinors that form the following fields: a left-handed quark
doublet, Qi; a right-handed up, Ui; a right-handed down, Di; a left-handed lep-
ton doublet, Li; and a right-handed charged lepton, Ei, where we have sup-
pressed the color index of Qi, Ui, and Di. The transformation properties of these
fields, given by the representations of the groups in which they transform, are
shown in Table 2.1.
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Table 2.1: Transformation properties of the fermion and scalar fields in the
standard model. The first number is the dimension of the SUc(3)
(anti-)fundamental representation, where the presence of a bar
indicates it is the anti-fundamental representation. The second
number gives the dimension of the SUL(2) fundamental repre-
sentation. The subindex gives the UY(1) charge. We use the con-
vention where the fields are written in terms of left-handed Weyl
spinors.
Field Transformation properties
Qi (3, 2)1/6
Ui (3¯, 1)−2/3
Di (3¯, 1)1/3
Li (1, 2)−1/2
Ei (1, 1)1
φ (1, 2)1/2
The standard model also contains a complex scalar field, φ, referred to as the
Higgs field. The transformation properties of the Higgs field are also shown in
Table 2.1. The Higgs field is responsible for the spontaneous symmetry break-
ing,
SUL(2) × UY(1)→ UEM(1), (2.2)
where EM stands for electromagnetism. This electroweak symmetry breaking al-
lows the gauge and fermion fields to aquire masses forbidden by Equation 2.1.
This will be described in more detail below.
Having specified the gauge group, the fermion and scalar fields, and
the mechanism of spontaneous symmetry breaking, the standard model La-
grangian density is given by the most general Lagrangian density that can be
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written. It is often written as a sum of three terms:
LSM = Lkinetic +LYukawa +LHiggs. (2.3)
Lkinetic contains the kinetic terms, including the gauge interactions. LYukawa con-
tains terms coupling the fermion fields to the Higgs field. The final term, LHiggs,
is related to the Higgs potential, V(φ), through LHiggs = −V(φ), where
V(φ) = −µ2|φ†φ| + λ
(
|φ†φ|
)2
, (2.4)
with µ2 > 0 and λ > 0.
The Higgs potential has the interesting feature that is minimized at a nonzero
value of the Higgs field. This nonzero ground state, or vacuum expectation
value (vev), may be chosen such that the real, neutral component is nonzero:
〈φ〉 = 1√
2
0v
 (2.5)
where
v2 =
µ2
λ
. (2.6)
The vev is the source of electroweak symmetry breaking. It breaks SUL(2)×UY(1)
but preserves UEM(1).
The Higgs vev gives rise to mass. Four gauge-boson mass eigenstates writ-
ten in terms of the SUL(2)×UY(1) gauge fields arise from Lkinetic. We define g and
g′ as the coupling constants associated with SUL(2) and UY(1), respectively. The
first two mass eigenstates are then W±, µ = 1√
2
(
Wµ1 ∓ iWµ2
)
with mass mW = g v2 .
The third is Zµ = 1√
g2+g′2
(
gWµ3 − g′Bµ
)
with mass mZ =
√
g2 + g′2 v2 . The last is
Aµ = 1√
g2+g′2
(
g′Wµ3 + gB
µ
)
with mass mA = 0.
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The fermion fields acquire mass through LYukawa. If the doublet Li is decom-
posed as Li = (νL,i, EL,i), LYukawa contains
LYukawa ⊃ − fiv√
2
EL,iER,i + h.c., (2.7)
where we have made the right handedness of Ei explicit, fi is a constant, and
the mass is mi = 1√2 fiv. If the doublet Qi is decomposed as Qi = (UL,i,DL,i), LYukawa
contains
LYukawa ⊃ −(Md)i jDL,iDR, j − (Mu)i jUL,iUR, j + h.c., (2.8)
where we have made the right-handedness of Di and Ui explicit and Mq for
q = u, d is a matrix related to the Yukawa coupling matrix, yq, through
Mq =
v√
2
yq. (2.9)
The mass eigenstates are found by diagonalizing Mq. They are qL,i = (Vq,L)i jQL, j
and qR,i = (Vq,R)i jQR, j for Q = U,D, where Vq,LMqV†q,R is diagonal.
Working in the unitarity gauge, the real, neutral component of the Higgs
field is given by 12 (v + h), where h is a field with 〈h〉 = 0. Using Equation 2.4,
LHiggs is then
LHiggs = −12m
2
hh
2 −
√
λ
2
mhh3 − 14λh
4, (2.10)
where
mh =
√
2µ (2.11)
is the mass associated with h. We call h the Higgs boson field.
This leads us to summarize the particle content of the standard model. With
the recent discovery of the Higgs boson, all of the particles have been ob-
served [2, 22]. We give the measured mass (limit) of each [1]. Table 2.2 lists the
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Table 2.2: Force carrying particles of the standard model. All are spin-one.
The measured mass (limit) is given [1].
Particle name Symbol Mass
Photon γ < 10−18 eV
W bosons W± 80.385 ± 0.015 GeV
Z boson Z 91.1876 ± 0.0021 GeV
Gluons g < few MeV
force carrying particles. The photon is the carrier of the electromagnetic force
corresponding to the UEM(1) group; it is massless and has no electric charge.
The W± and Z bosons carry the weak force corresponding to the broken part of
the SUL(2) × UY(1) group. The gluons carry the strong force corresponding to
the SUc(3) group; they are massless and have color. The fermions and Higgs
boson are listed in Table 2.3. The fermions are classified into quarks and lep-
tons, and the leptons are further classified into charged leptons and neutrinos.
The charged leptons are related to Ei and the down components of Li, while the
neutrinos are related to the up components. Note that the neutrinos are mass-
less in the standard model because they have no right-handed component (see
Equation 2.7). The quarks are related to Qi, Ui, and Di.
2.2 Beyond the Standard Model
As we have seen, the standard model is a theory describing the particles we ob-
serve in the universe and their electromagnetic, weak, and strong interactions.
The theory is remarkably successful in describing these phenomena; however,
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Table 2.3: The fermions and scalar particles of the standard model. All of
the fermions are spin-1/2. The fermion masses (mass limits) are
taken from [1], where only the central value is reported when
the uncertainty is very small. Experiments have shown that the
neutrinos mix to form mass eigenstates with mνi ∼< 1 eV for i =
1, 2, 3. The Higgs boson’s mass is taken from [2].
Particle classification Particle name Symbol Mass
Charged leptons electron e 0.511 MeV
muon µ 105.7 MeV
tau τ 1776.82 ± 0.16 MeV
Neutral leptons electron neutrino νe -
muon neutrino νµ -
tau neutrino ντ -
Quarks up u 2.3+0.7−0.5 MeV
down d 4.8+0.5−0.3 MeV
strange s 95 ± 5 MeV
charm c 1.275 ± 0.025 GeV
bottom b 4.18 ± 0.03 GeV
top t 173.07 ± 0.52 ± 0.72 GeV
Scalar Higgs h 125.3 ± 0.4 ± 0.5 GeV
we know that it is not a complete description of nature. In this section, we will
briefly review some of the limitations of the standard model that hint at physics
beyond the standard model.
We begin with hints known from experimental data:
• Neutrino mass: Neutrino oscillation measurements have established that
the neutrinos have small, nonzero masses [43]. Nonzero neutrino masses
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can be incorporated through either relatively minor augmentations or
broad extensions to the standard model.
• Matter-antimatter asymmetry: While the standard model contains the in-
gredients necessary for baryogenesis, it cannot generate the large matter-
antimatter asymmetry observed today [44, 45].
• Dark matter: A variety of experiments probing galactic to cosmological
scales suggest that the majority of the matter in the universe is in a non-
luminous, non-baryonic form, called dark matter [46]. In addition, some
direct detection experiments have obtained results that can be interpreted
as evidence for dark matter [47–49]. Our present understanding is that the
standard model does not provide a good dark matter candidate.
• Gravity: By construction, the standard model does not incorporate grav-
ity. We expect quantum gravitational effects to become important at the
Planck scale, MP ∼ 1019 GeV.
There is a second set of hints for physics beyond the standard model. These
hints are not based on conflicts with experimental data or known phenomena
outside the domain of the theory; instead, they are based on guiding principles
we have gleaned from the history of science. One such guiding principle is that
theories explaining seemingly unrelated phenomena can sometimes be unified.
This principle suggests that we consider ways to unify the standard model in-
teractions into one, as is attempted in Grand Unified Theory [50]. A second
guiding principle is that fine-tuning can be a sign of new physics without fine-
tuning.
The standard model suffers from a fine-tuning problem known as the hier-
archy problem [51]. The problem originates from the Higgs mass parameter,
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“We are, I think, in the right Road of Improvement, for we are making Experiments.”
–Benjamin Franklin
1 Introduction
The Standard Model of high-energy physics, augmented by neutrino masses, provides a remarkably
successful description of presently known phenomena. The experimental frontier has advanced into the
TeV range with no unambiguous hints of additional structure. Still, it seems clear that the Standard
Model is a work in progress and will have to be extended to describe physics at higher energies.
Certainly, a new framework will be required at the reduced Planck scale MP = (8piGNewton)
−1/2 =
2.4 × 1018 GeV, where quantum gravitational effects become important. Based only on a proper
respect for the power of Nature to surprise us, it seems nearly as obvious that new physics exists in the
16 orders of magnitude in energy between the presently explored territory near the electroweak scale,
MW , and the Planck scale.
The mere fact that the ratio MP/MW is so huge is already a powerful clue to the character of
physics beyond the Standard Model, because of the infamous “hierarchy problem” [1]. This is not
really a difficulty with the Standard Model itself, but rather a disturbing sensitivity of the Higgs
potential to new physics in almost any imaginable extension of the Standard Model. The electrically
neutral part of the Standard Model Higgs field is a complex scalar H with a classical potential
V = m2H |H|2 + λ|H|4 . (1.1)
The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum
of the potential. This will occur if λ > 0 and m2H < 0, resulting in 〈H〉 =
√
−m2H/2λ. Since we
know experimentally that 〈H〉 is approximately 174 GeV, from measurements of the properties of the
weak interactions, it must be that m2H is very roughly of order −(100 GeV)2. The problem is that m2H
receives enormous quantum corrections from the virtual effects of every particle that couples, directly
or indirectly, to the Higgs field.
For example, in Figure 1.1a we have a correction to m2H from a loop containing a Dirac fermion
f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the
Feynman diagram in Figure 1.1a yields a correction
∆m2H = −
|λf |2
8pi2
Λ2UV + . . . . (1.2)
Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted
as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.
The ellipses represent terms proportional to m2f , which grow at most logarithmically with ΛUV (and
actually differ for the real and imaginary parts of H). Each of the leptons and quarks of the Standard
Model can play the role of f ; for quarks, eq. (1.2) should be multiplied by 3 to account for color. The
H
f
(a)
S
H
(b)
Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2H , due to (a) a Dirac
fermion f , and (b) a scalar S.
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Figure 2.1: The (a) fermion-loop and (b) calar-loop corrections to µ2 [5].
µ = mh/
√
2, introduced in Equation 2.4. It may be written in terms of its bare
mass parameter, µ0, and radiative corrections, δµ:
µ2 = µ20 + δµ
2. (2.12)
The largest radiative correction is the one-loop correction involving the stan-
dard model’s heaviest particle, the top quark. The Feynman diagram for this
correction is shown in Figure 2.1(a). Writing out δµ2 with this leading correction
made explicit yields:
δµ2 = −3y
2
t
8pi2
Λ2 + ..., (2.13)
where Λ is the ultraviolet (UV) cutoff.
From [2,22], we know µ ≈ 88 GeV, and if we assume there is no new physics
until the Planck scale, Λ = MP. Using these values, Equations 2.12 and 2.13 give
the relation:
µ2
M2P
≈ 10−34 ≈ µ
2
0
M2P
+
(
−3y
2
t
8pi2
+ ...
)
. (2.14)
That is, we require µ
2
0
M2P
, a dimensionless parameter determined solely by the
physics at the Planck scale, to be canceled by the complicated series,
(
− 3y2t8pi2 + ...
)
,
to 34 decimal places. This is the fine-tuning problem we call the hierarchy prob-
lem.
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If we desire physics beyond the standard model to solve the hierarchy prob-
lem, we may use the relations above to estimate the scale at which it must enter.
We should require that the radiative corrections to µ2 are not much larger than
µ2 itself:
3y2t
8pi2
Λ2 ∼< µ2. (2.15)
Given that yt ∼ 1, the UV cutoff should be Λ ∼ 1 TeV, which is within reach at
the LHC.
A potential clue about the nature of physics beyond the standard model may
be found by examining µ2 further [5]. We note that the one-loop radiative cor-
rection from a scalar particle (pictured in Figure 2.1(b)) carries a sign opposite
to that of a fermion loop:
δµ2S loop =
λS
16pi2
Λ2, (2.16)
where λS is a coupling constant. This suggests that introducing scalar particles
can lead to a cancellation of the problematic, quadratically divergent terms.
2.3 Supersymmetry
Supersymmetry (SUSY) is an extension to Poincare´ symmetry that relates
fermions and bosons [5]. Schematically, the SUSY generators perform the trans-
formations:
Q |boson〉 = |fermion〉 Q |fermion〉 = |boson〉. (2.17)
Formally, they are spin-1/2 Weyl spinors, denoted by QAα and Q
A †
α for A = 1, ...,N.
We restrict ourselves to N = 1 SUSY and drop the index A, because N > 1 models
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are phenomenologically ruled out, assuming no extra dimensions. The SUSY
generators satisfy the following relations:
{Qα, Q†α˙} = −2(σµ)αα˙Pµ, (2.18)
{Qα, Qβ} = {Q†α˙, Q†β˙} = 0, (2.19)
[Qα, Pµ] = [Q
†
α˙, P
µ] = 0, (2.20)
where σµ are the Pauli matrices (with σ0 as the identity), Pµ is the spacetime
generator, and α, α˙ = 1, 2 are Weyl spinor indices.
The irreducible representations of SUSY are called supermultiplets. Each
supermultiplet contains fermion and boson states with an equal number of de-
grees of freedom. The states are said to be superpartners to each other. The fact
that P2 commutes with the SUSY generators implies that the superpartner par-
ticles have the same mass if the symmetry is unbroken. In addition, the gauge
generators commute with the SUSY generators, implying that the superpartners
have the same color, weak isospin, and electric charge.
One such supermultiplet may be formed by pairing a Weyl fermion field
with a complex scalar field. This combination is called a chiral supermultiplet.
Another possible combination, called a gauge supermultiplet, pairs a massless
spin-one gauge boson with a massless spin-1/2 Weyl fermion. The fermions in a
gauge supermultiplet transform like the gauge bosons and are therefore called
gauginos. A third type of supermultiplet pairs massless spin-two states with
spin-3/2 states; this can be used when incorporating a spin-two graviton, for
example.
In Sections 2.3.1 and 2.3.2, we consider two classes of models to examine the
potential phenomenological consequences of SUSY. We then conclude this chap-
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ter with Section 2.3.3, which describes the particular models we have searched
for.
2.3.1 Minimal Supersymmetric Standard Model
We first consider the minimal extension to the standard model incorporating
SUSY, known as the Minimal Supersymmetric Standard Model (MSSM). We will
find that the standard model gauge and fermion fields each have a superpart-
ner differing in spin by a half a unit. This introduces many new, undiscovered
elementary particles. To see this, we examine how the standard model fields
populate the supermultiplets of the MSSM.
The standard model gauge fields are members of gauge supermultiplets. To
form a gauge supermultiplet, each standard model gauge field is paired with
a spin-1/2 gaugino field. The partners of the gluons are referred to as gluinos.
We denote the gluino fields with G˜µa for a = 1, ..., 8 and denote the particles with
g˜. The partners of the bosons associated with SUL(2) and UY(1) are referred
to as the winos and bino, respectively. The composition of the MSSM gauge
supermultiplets is summarized in Table 2.4.
Each standard model fermion field is paired with a complex scalar field to
form a chiral supermultiplet. The names of these scalar fields are derived by
prepending an s to the name of the fermion field. We do the same to various
classes of superpartners to form names such as sfermion, squark, and slepton.
The pairing of the standard model fermions is summarized in Table 2.5. Note
that when a scalar field has a subindex referring to handedness, it is the hand-
edness of its fermion superpartner.
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Table 2.4: Gauge supermultiplets of the MSSM. Each supermultiplet pairs
a spin-1 element with the spin-1/2 element in the same row.
Spin-1 element Spin-1/2 element
Name Symbol Name Symbol
Gluons Gµa Gluinos G˜
µ
a
SUL(2) bosons W
µ
a Winos W˜
µ
a
UY(1) boson Bµ Bino B˜µ
Table 2.5: Chiral supermultiplets of the MSSM. Each supermultiplet pairs
a spin-1/2 element with the spin-0 element in the same row.
Spin-1/2 element Spin-0 element
Classification Symbol Classification Symbol
Quarks Qi = (UL,i,DL,i) Squarks Q˜i = (U˜L,i, D˜L,i)
Ui U˜i
Di D˜i
Leptons Li = (νL,i, EL,i) Sleptons Li = (ν˜L,i, E˜L,i)
Ei E˜i
Higgsinos H˜u = (H˜+u , H˜0u) Higgs Hu = (H+u , H0u)
H˜d = (H˜0d , H˜
−
d ) Hd = (H
0
d , H
−
d )
In the MSSM, the standard model complex scalar field, φ, is replaced by two
complex scalar fields, known as Hu and Hd. Following the conventions in Table
2.1, these Higgs fields transform as (1, 2)1/2 and (1, 2)−1/2, respectively. If we
decompose them into Hu = (H+u , H0u) and Hd = (H+d , H
0
d), the physical standard
model Higgs boson is a linear combination of H0u and H0d . As shown in Table 2.5,
they are paired with spin-1/2 Higgsino fields to form chiral supermultiplets.
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The Higgs fields enter the MSSM’s Lagrangian density with a µ parameter
analogous to µ in the standard model’s Higgs potential (Equation 2.4). We have
seen that, under SUSY, the particles of the standard model obtain partners with
the same mass and couplings. This allows for the cancellation of quadratically
divergent radiative corrections in the form of Equations 2.13 and 2.16. How-
ever, given that no SUSY particles have been observed, it must be that SUSY is
a broken symmetry. We do not know the mechanism for breaking; however, we
would like it to preserve SUSY’s ability to solve the hierarchy problem. There-
fore, we consider a soft SUSY-breaking effective theory,
LMSSM = LSUSY +Lsoft, (2.21)
where LSUSY contains the gauge and Yukawa interactions and preserves the
SUSY required to solve the hierarchy problem and Lsoft parameterizes our ig-
norance about SUSY breaking with ∼ 100 free parameters. We allow Lsoft to
contain mass terms and couplings with positive mass dimension. The super-
partner mass splittings are determined by Lsoft. If a mass splitting is denoted
by ms, δµ2 ∼ m2s . Therefore, we do not have a fine-tuning problem if the mass
splittings are small.
It should be noted that electroweak and SUSY breaking can create mixing
between the gauge eigenstates given in Tables 2.4 and 2.5. Two mixtures of the
winos and bino arise after electroweak symmetry breaking; they are called the
zino and photino. Neutralinos (χ˜0i for i = 1, ..., 4) are a mixture of H˜
0
u , H˜0d , B˜, and
W˜0.
In the MSSM, baryon- and lepton-number violating interactions ruled out
by proton lifetime measurements, for example, are eliminated by imposing a
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discrete Z2 symmetry that conserves R-parity [52]. R-parity is defined as
PR = (−1)3(B−L)+2s (2.22)
where B is baryon number, L is lepton number, and s is spin. Standard model
particles have PR=1, and SUSY particles have PR=-1. R-parity conservation has
a number of important phenomenological consequences. First, it implies that
the lightest SUSY particle (LSP) is stable. If the LSP is electrically neutral, as
is the case if it is the lightest neutralino, χ˜01, it only interacts weakly with stan-
dard model particles. This would make the LSP an attractive Weakly Interacting
Massive Particle (WIMP) dark matter candidate by a remarkable coincidence
sometimes called the WIMP miracle [53]. Weakly interacting LSPs would es-
cape detection at the LHC experiments, and their presence would have to be
inferred from a momentum imbalance in the detected collision products (see
Section 4.5). Second, non-LSP SUSY particles would decay to a final state con-
taining an odd number of LSPs. Third, SUSY particles would be produced in
pairs.
2.3.2 Natural Supersymmetry
Given the vast parameter space of the MSSM and other SUSY models, it is
worthwhile to identify the ingredients necessary for solving the hierarchy prob-
lem with as little model dependence as possible. Models containing these in-
gredients are described as natural [6, 7, 54–56]. The search for natural SUSY will
determine if SUSY solves the hierarchy problem, arguably the primary motiva-
tion for SUSY at the TeV scale.
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The necessary ingredients are as follows:
• Light higgsinos: It is a relatively generic feature that SUSY models contain
a µ parameter analogous to µ in the standard model Higgs potential (Equa-
tion 2.4). The µ parameter contributes to the mass of the model’s Higgs
bosons and is tied to the weak scale (∼ 200 GeV). The higgsino masses are
partially set by the µ parameter, leading to the conclusion that they should
be ∼< 350 GeV to prevent a fine-tuning worse than O(10%).
• Light stops and sbottom: The largest standard model correction to a
Higgs boson is caused by the top-quark loop. The cancellation from SUSY
requires the particles associated with the Q˜3 = (U˜L,3, D˜L,3) and U˜3 fields
have masses close to that of the top quark. Neglecting mixing, we require
the t˜L, b˜L, and t˜R have masses ∼< 700 GeV to prevent a fine-tuning worse
than O(10%).
• Light gluino: The gluino enters in two-loop corrections; therefore its mass
is also constrained, but less so. The leading corrections are due to one-loop
corrections to the stop mass, which are shown in Figure 2.2 The gluino
mass should be ∼< 1.5 TeV to prevent a fine-tuning worse than O(10%).
With these three ingredients, the majority of problematic fine-tuning is avoided.
In general, the rest of the SUSY particles in a model can have masses well above
the reach of the Large Hadron Collider experiments. This is depicted in Figure
2.3, which shows a natural SUSY spectrum.
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We identify the Higgsino mass with µ. Because we are already taking µ . 200 GeV, this
translates into a roughly natural wino mass range of
mW˜ . TeV. (8)
Next, we compute the hypercharge D-term loop contribution to Higgs mass-squared, in
figure 3:
huhu
φi
FIG. 3. Higgs mass correction
This gives rise to a higgs mass correction:
δm2hu =
∑
scalars i
g′2YiYhu
16pi2
(
Λ2UV −m2i ln
Λ2UV +m
2
i
m2i
)
. (9)
Including both the right-handed sbottom and the down-type higgs, as we do in this
section, ensures that the quadratic divergence cancels, but there is still a residual correction
to the higgs mass. Given that other scalars have already been argued to be relatively light,
we can use this correction to estimate the natural range for the mass of b˜R,
mb˜R . 3TeV. (10)
Finally, q˜L, t˜R also being relatively light scalars, suffer from their own naturalness problem,
with mass corrections dominated by the diagrams in figure 4:
t˜ t˜
t
g˜
g
t˜t˜ t˜
t˜ t˜
g t˜
t˜t˜
FIG. 4. Stop mass correction
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Figure 2.2: Feynman diagrams for the leading corrections to the stop’s
mass [6].
H˜
t˜L
b˜L
t˜R
g˜
natural SUSY decoupled SUSY
W˜
B˜
L˜i, e˜i
b˜R
Q˜1,2, u˜1,2, d˜1,2
FIG. 1: Natural electroweak symmetry breaking constrains the superpartners on the left to be
light. Meanwhile, the superpartners on the right can be heavy, M   1 TeV, without spoiling
naturalness. In this paper, we focus on determining how the LHC data constrains the masses of
the superpartners on the left.
the main points, necessary for the discussions of the following sections. In doing so, we will
try to keep the discussion as general as possible, without committing to the specific Higgs
potential of the MSSM. We do specialize the discussion to 4D theories because some aspects
of fine tuning can be modified in higher dimensional setups.
In a natural theory of EWSB the various contributions to the quadratic terms of the Higgs
potential should be comparable in size and of the order of the electroweak scale v ⇠ 246GeV.
The relevant terms are actually those determining the curvature of the potential in the
direction of the Higgs vacuum expectation value. Therefore the discussion of naturalness
7
Figure 2.3: A natural SUSY spectrum. Higgsinos, stops, the left-handed
sbottom, and gluinos are required to be relatively light, while
the other SUSY particles can be heavy [7].
2.3.3 Supersymmetry with Bottom-Quarks Jets and Missing
Transverse Energy
The subject of the search presented here is R-parity conserving natural SUSY.
As described in Chapter 6, our event selection targets the channels in which
pair-produced gluinos decay to third-generation squarks. A leading Feynman
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•  Many SUSY models predict that the third generation 
quark superpartners are the lightest. 
–  Stop and sbottom squarks 
•  The enhanced production of stops and sbottoms leads 
to an abundance of b-quark jets. 
–  E.g. 
 
 
 
 
•  Performing a search in events with b-quark jets 
improves sensitivity to these b-rich models. 
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Figure 2.4: Feynman diagram for gluino pair production followed by the
decay to four bottom quarks and two neutralino LSPs.
diagram for the channel in which both gluinos decay directly to sbottoms is
shown in Figure 2.4.
Naturalness dictates that the gluino mass is ∼< 1.5 TeV, and R-parity conserva-
tion dictates that gluinos are produced in pairs. Figure 2.5 shows the theoretical
production cross section for gluino pairs in 8 TeV proton-proton collisions ver-
sus gluino mass. Gluinos are produced at QCD strength. The leading Feynman
diagrams contributing to gluino pair production are shown in Figure 2.6.
Gluinos decay through on-shell or off-shell squarks. When kinematically
allowed, the two body decay g˜ → qq˜ dominates. If stops and sbottoms are
the lightest squarks, which is likely in natural SUSY given current experimental
bounds, the gluino will decay to them preferentially. A gluino decay through
an off-shell squark produces qqχ˜0i for i = 1, ..., 4 or qq
′C˜±i for i = 1, 2, where C˜
±
i is
a mixture of W˜±, H˜+u , and H˜−d referred to as a chargino.
We now examine how the stop and sbottom squarks decay. Assuming the
gluino is heavier than the decaying stop or sbottom, the direct decay q˜→ qχ˜01 is
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Figure 2.5: Production cross sections for various SUSY particles in 8 TeV
proton-proton collisions [8].
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Figure 10.1: Feynman diagrams for electroweak production of sparticles at hadron colliders from quark-
antiquark annihilation. The charginos and neutralinos in the t-channel diagrams only couple because
of their gaugino content, for massless initial-state quarks, and so are drawn as wavy lines superimposed
on solid.
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Figure 10.2: Feynman diagrams for gluino and squark production at hadron colliders from gluon-gluon
and gluon-quark fusion.
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Figure 10.3: Feynman diagrams for gluino and squark production at hadron colliders from strong
quark-antiquark annihilation and quark-quark scattering.
the component of the missing energy that is manifest as momenta transverse to the colliding beams,
usually denoted /ET or E
miss
T (although
~/pT or ~p
miss
T might be more logical names) is observable. So,
in general the observable signals for supersymmetry at hadron colliders are n leptons + m jets +
/ET , where either n or m might be 0. There are important Standard Model backgrounds to these
signals, especially from processes involving production of W and Z bosons that decay to neutrinos,
which provide the /ET . Therefore it is important to identify specific signal region cuts for which the
backgrounds can be reduced. Of course, the optimal choice of cuts depends on which sparticles are
being produced and how they decay, facts that are not known in advance.
The classic /ET signal for supersymmetry at hadron colliders is events with jets and /ET but no
energetic isolated leptons. The latter requirement reduces backgrounds from Standard Model processes
with leptonic W decays, and is obviously most effective if the relevant sparticle decays have sizable
branching fractions into channels with no leptons in the final state. The most important potential
backgrounds are:
• Detector mismeasurements of jet energies,
• W+jets, with the W decaying to `ν, when the charged lepton is missed or absorbed into a jet,
• Z+jets, with Z → νν¯,
• tt production, with W → `ν, when the charged lepton is missed.
One must choose the /ET cut high enough to reduce these backgrounds, and also to assist in efficient
triggering. Requiring at least one very high-pT jet can also satisfy a trigger requirement. In addition,
the first (QCD) background can be reduced by requiring that the transverse direction of the /ET is
not too close to the transverse direction of a jet. Backgrounds can be further reduced by requiring at
least some number n of energetic jets, and imposing a cut on a variable HT , typically defined to be
the sum of the largest few (or all) of the pT ’s of the jets in each event. (There is no fixed standard
definition of HT .) Different signal regions can be defined by how many jets are required in the event,
the minimum pT cuts on those jets, how many jets are included in the definition of HT , and other fine
details. Alternatively, one can cut on meff ≡ HT + /ET rather than HT . Another cut that is often used
in searches is to require a minimum value for the ratio of /ET to either HT or meff ; the backgrounds
tend to have smaller values of this ratio than a supersymmetric signal would. The jets+/ET signature
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Figure 2.6: Leading Feynman diagrams for gluino pair production. The
top row shows the dominant gluon fusion diagrams. The bot-
tom row shows quark-antiquark annihilation. [5]
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kinematically favored, where we have assumed that the χ˜01 is the LSP. That is, a
sbottom squark will decay to a bottom quark and an LSP, and a stop squark will
decay to a top quark and an LSP. In both cases, the final state will contain two
LSPs and four bottom quarks, because top-quark decays produce bottom quarks
via t → Wb with a nearly 100% branching fraction [1]. As we will describe in
Chapter 4, the presence of LSPs can be inferred from a momentum imbalance
in the detected collision products, and bottom-quark jets can be tagged with a
high efficiency and low fake rate. Squarks may also prefer to decay via q˜→ qχ˜02
or q˜ → q/C˜±1 . The branching fractions are model-dependent. If the gluino is
lighter than the squark, the decay q˜→ qg˜ dominates.
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CHAPTER 3
EXPERIMENTAL APPARATUS
In this chapter, we describe the apparatus used to create and record the col-
lision events we have studied.
3.1 Large Hadron Collider
The Large Hadron Collider (LHC) is a hadron accelerator and collider located
inside CERN’s 26.7 km LEP tunnel under the Franco-Swiss border near Geneva,
Switzerland [10,57]. It can be operated with protons or ions. A schematic of the
LHC and its injector complex is shown in Figure 3.1.
The injector complex creates and feeds bunches of particles (protons or ions)
into the LHC. In the case of protons, 50 keV protons are extracted from hydrogen
atoms in a duoplasmatron and passed through a linear accelerator that increases
their energy to 50 MeV. The protons’ energy is then increased to 1.4 GeV in a
booster before entering the Proton Synchrotron (PS). In the PS, the protons are
grouped into bunch trains, and their energy is increased to 26 GeV. In the final
stage before being injected into the LHC, the protons’ energy is increased to 450
GeV in the Super Proton Synchrotron (SPS).
The LHC is designed to maximize the number of scattering events resulting
from interesting elementary particle interactions. The number of events of a
particular kind produced per unit time is given by
dNevent
dt
= Lσevent, (3.1)
where L is the instantaneous luminosity and σevent is the cross section.
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Figure 3.1: The CERN accelerator complex, including the LHC and its in-
jector complex [9].
Searches for the production of undiscovered, heavy particles require high
center-of-mass energies. The LHC reaches the highest energies ever created in
a laboratory. This is made possible through the use of powerful dipole magnets
that allow the beams to be bent around the LHC’s circumference. A cross sec-
tional view of a LHC dipole is shown in Figure 3.2. The magnetic field is created
by the flow of current through superconducting NbTi cables. To save space, the
beam pipes for the two, counter-rotating beams and their dipole magnets are
assembled in a common cold mass and cryostat in what is referred to as a twin-
bore design. The cold mass is about 16.5 m long and is cooled to 1.9 K using
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Figure 3.3: Cross-section of cryodipole (lengths in mm).
an important operation for the geometry and the alignment of the magnet, which is critical for the
performance of the magnets in view of the large beam energy and small bore of the beam pipe.
The core of the cryodipole is the “dipole cold mass”, which contains all the components cooled
by superfluid helium. Referring to figure 3.3, the dipole cold mass is the part inside the shrinking
cylinder/He II vessel. The dipole cold mass provides two apertures for the cold bore tubes (i.e. the
tubes where the proton beams will circulate) and is operated at 1.9 K in superfluid helium. It has an
overall length of about 16.5 m (ancillaries included), a diameter of 570 mm (at room temperature),
and a mass of about 27.5 t. The cold mass is curved in the horizontal plane with an apical angle of
5.1 mrad, corresponding to a radius of curvature of about 2’812 m at 293 K, so as to closely match
the trajectory of the particles. The main parameters of the dipole magnets are given in table 3.4.
The successful operation of LHC requires that the main dipole magnets have practically iden-
tical characteristics. The relative variations of the integrated field and the field shape imperfections
must not exceed ⇠10 4, and their reproducibility must be better than 10 4after magnet testing and
during magnet operation. The reproducibility of the integrated field strength requires close control
of coil diameter and length, of the stacking factor of the laminated magnetic yokes, and possibly
fine-tuning of the length ratio between the magnetic and non-magnetic parts of the yoke. The struc-
tural stability of the cold mass assembly is achieved by using very rigid collars, and by opposing
the electromagnetic forces acting at the interfaces between the collared coils and the magnetic yoke
with the forces set up by the shrinking cylinder. A pre-stress between coils and retaining structure
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Figure 3.2: Cross sectional view of a LHC dipole. The two beam apertures
are separated by 194 mm. The cold mass is everything inside
the shrinking cylinder [10].
superfluid helium, a first for supercon ucting synchrotrons. To reach the full
design beam energy of 7 TeV, current of 11,850 A must flow through the su-
perconducting cables to produce a magnetic field strength of 8.33 T.
The LHC contains 1,232 dipole magnets. One thousand one hundred and
four of them are divided among eight 2.45-km-long arc sections. Each arc also
contains a number of quadrupole and c rr ctor magnets. Sixtee di persion
suppressor sections, containing the remaining 128 dipole magnets, c nnect the
eight arcs to eight 528-m-long straight sections.
Each straight section is dedicated to one experimental or utility insertion
and is given a number based on its octant, the distance between the center of
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neighboring arc sections that spans one straight section. The function of each
octant is labelled in Figure 3.3. The straight sections in Octants 1 and 5 house
the high-luminosity ATLAS and CMS experiments, respectively. The straight
section in Octant 2 houses the ALICE experiment and the injection system for
Beam 1, and the straight section in Octant 8 houses the LHC-B experiment and
the injection system for Beam 2. The beams cross from one magnet bore to the
other in these four straight sections.
The other four straight sections are dedicated to utility insertions. The
straight sections in Octants 3 and 7 both contain a collimation system for each
beam. The RF system for each beam is located in Octant 4, and the beam dump
insertion is located in Octant 6.
According to Equation 3.1, the instantaneous luminosity should be maxi-
mized. Instantaneous luminosity is defined as the density of collision centers in
a target multiplied by the number of particles colliding with the target per unit
time. For colliding beams with nb bunches per beam and Np particles per bunch,
the instantaneous luminosity may be written as
L = N
2
pnb frev
A
F, (3.2)
where frev is the revolution frequency, A is the cross sectional area of the beams,
and F is a reduction factor that accounts for the effect of the crossing angle at the
interaction point [58]. Given that the beams are traveling very near the speed
of light, frev is determined by the circumference of the LHC. Therefore, L can
be increased by increasing nb or Np, or by decreasing A. For round, Gaussian
beams,
A =
4pinβ∗
γr
, (3.3)
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Figure 3.3: The eight octants of the LHC and the two beams. Beam 1 is
shown in red, and Beam 2 is shown in blue [11].
where γr is the relativistic Lorentz factor, n is the normalized transverse beam
emittance, and β∗ is the beta function at the interaction point. Therefore, both n
and β∗ should be minimized. Currently, n is limited by the performance of the
LHC’s injector complex, and β∗ is limited by the LHC’s mechanical aperture [10].
The operating conditions at the end of running in 2012 are given in Table 3.1.
Under these conditions, the mean number of interactions per bunch crossing, or
pile-up, was as high as 40.
26
Table 3.1: LHC operating conditions at the end of running in 2012 [3, 4].
Parameter Value at end of 2012
Total center-of-mass energy (
√
s) [TeV] 8
Revolution frequency ( frev) [Hz] 11,245
Bunch spacing [ns] 50
Number of colliding bunches per beam (nb) 1,368
Number of particles per bunch (Np) ∼ 1.6 × 1011
Normalized transverse beam emittance (n) [µm-rad] 2.4 - 2.8
Beta function at interaction point (β∗)[cm] 60
Maximum peak instantaneous luminosity (L)[cm−2s−1] 7.7 × 1033
3.2 Compact Muon Solenoid Detector
The Compact Muon Solenoid (CMS) detector is a general-purpose detector at
the LHC [12, 18]. It is installed around the interaction point in the straight sec-
tion of Octant 5, where the beams collide with a horizontal crossing angle [10].
The detector is composed of a number of subdetectors that are, roughly speak-
ing, arranged in concentric, cylindrical layers around the beam pipe. Starting
from the center, the subdetectors are as follows: a pixel detector, a strip tracker,
electromagnetic and hadron calorimeters, and a muon system. The subdetec-
tors are in a magnetic field created by a large solenoid magnet. A cross sectional
view of CMS is shown in Figure 3.4, and two photographs are shown in Figure
3.5.
Even though CMS is 21.6 m long, 14.6 m in diameter, and weighs 12,500 tons,
it is considered compact, because it is much smaller than the ATLAS detector,
its counterpart in Octant 1. The designs of the magnet and the muon system
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Figure 1.1: A perspective view of the CMS detector.
to measure precisely the momentum of high-energy charged particles. This forces a choice of
superconducting technology for the magnets.
The overall layout of CMS [1] is shown in figure 1.1. At the heart of CMS sits a 13-m-
long, 6-m-inner-diameter, 4-T superconducting solenoid providing a large bending power (12 Tm)
before the muon bending angle is measured by the muon system. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon stations to be integrated to ensure robustness and full
geometric coverage. Each muon station consists of several layers of aluminium drift tubes (DT)
in the barrel region and cathode strip chambers (CSC) in the endcap region, complemented by
resistive plate chambers (RPC).
The bore of the magnet coil is large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of 5.8-m length and 2.6-m di-
ameter. In order to deal with high track multiplicities, CMS employs 10 layers of silicon microstrip
detectors, which provide the required granularity and precision. In addition, 3 layers of silicon
pixel detectors are placed close to the interaction region to improve the measurement of the impact
parameter of charged-particle tracks, as well as the position of secondary vertices. The expected
muon momentum resolution using only the muon system, using only the inner tracker, and using
both sub-detectors is shown in figure 1.2.
The electromagnetic calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with cov-
erage in pseudorapidity up to |h | < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap region. A
preshower system is installed in front of the endcap ECAL for p0 rejection. The energy resolution
– 3 –
Figure 3.4: Cross sectional view of CMS [12].
Figure 3.5: Photographs of CMS during its construction. The left photo-
gra h shows a transverse view [13], and the right photograph
sh ws a view from one c rner of the cavern ousing the detec-
tor [14].
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drive much of the detector’s overall design concept. The detector is given its
name for these reasons.
CMS is clocked by the LHC, and its timing is synchronized with the LHC
collisions. Some of the CMS subdetectors contribute to a fast, hardware-level
trigger system known as the Level-1 (L1) trigger. When the L1 trigger identifies
an interesting collision event, it generates a trigger signal, called the Level-1
Accept (L1A), and all of CMS is read out. The CMS Data Acquisition (DAQ)
receives the data.
In the following sections, we describe CMS in greater detail.
3.2.1 Coordinate System
The nominal interaction point inside CMS serves as the origin of the coordinate
system. The z axis points along the LHC beam pipe in the direction of Beam
2. The x-axis points horizontally towards the center of the LHC, and the y-axis
points vertically upward.
The x-y plane is sometimes referred to as the transverse plane. The azimuthal
angle in this plane, φ, is measured with respect to the x-axis. We refer to the
radial coordinate in this plane as r.
Pseudorapidity is defined as η = − ln tan(θ/2), where θ is the polar angle mea-
sured with respect to the z-axis. The sign of η is equal to the sign of z.
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3. THE CMS MAGNET PROJECT 
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Fig. 3.1: Open view of the CMS Magnet with the major project item names. 
3.2 THE MAGNETIC YOKE 
The magnetic flux generated by the superconducting coil is returned via a 1.5 m thick 
saturated iron yoke.  This yoke is designed as a 12-sided structure. A balance has been 
achieved between the outer diameter of the yoke and the size of the muon stations, while 
trying to maximise the acceptance in azimuth of the interlayer muon chambers that are 
interleaved between the iron plates of the yoke. 
The yoke is divided into two main components: 
· the barrel yoke: the cylinder surrounding the superconducting coil, 
· the endcap yoke: the disks that  magnetically close the barrel yoke. 
The magnetic configuration is analysed in Chapt. 6. 
Figure 3.6: Cross sectional view of the magnet system [15].
3.2.2 Solenoid Magnet
The CMS magnet is the largest superconducting solenoid magnet in the world
[12,15,18]. It is 12.5 m long, 6 m in iam ter, an produces a 3.8 T magnetic field.
The high mag etic field allows for the precise measurement of the momenta of
charged particles. The energy stored in the magnetic field exceeds 2.3 GJ.
The magnetic field is returned with an iron yoke that surrounds the solenoid.
A cross sectional view of the solenoid and yoke are shown in Figure 3.6. The
yoke is composed of five barrel wheels and six endcap disks. Each barrel
wheel and endcap disk has three layers. The central barrel wheel supports the
solenoid. The other four wheels and the endcap disks can be moved along z.
This allows for easy access to various parts of CMS for installation and mainte-
nance.
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Figure 1. Sketch of the CMS pixel detector (a) and exploded view of a barrel module (b).
from the positive z-axis and the azimuthal angle (f ) is measured from the positive x-axis in the x-y
plane, whereas the radius (r) denotes the distance from the z-axis.
The pixel tracker consists of three 53.3 cm long barrel layers and two endcap disks on each
side of the barrel section, as shown in figure 1(a). The innermost barrel layer has a radius of
4.4 cm, while for the second and third layers the radii are 7.3 cm and 10.2 cm, respectively. The
layers are composed of modular detector units (called modules) placed on carbon fiber supports
(called ladders). Each ladder includes eight modules, shown in figure 1(b), consisting of thin,
segmented n-on-n silicon sensors with highly integrated readout chips (ROC) connected by indium
bump-bonds [5, 6]. Each ROC [7] serves a 52⇥80 array of 150 µm ⇥ 100 µm pixels. The ladders
are attached to cooling tubes, which are part of the mechanical structure. The barrel region is
composed of 672 full modules and 96 half modules, each including 16 and 8 ROCs, respectively.
The number of pixels per module is 66 560 (full modules) or 33 280 (half modules) [8]. The total
number of pixels in the barrel section is 47 923 200.
The endcap disks, extending from 6 to 15 cm in radius, are placed at z = ±35.5 cm and
z = ±48.5 cm. Disks are split into half-disks, each including 12 trapezoidal blades arranged in a
turbine-like geometry. Each blade is a sandwich of two back-to-back panels around a U-shaped
cooling channel. Rectangular sensors of five sizes are bump-bonded [9] to arrays of ROCs, form-
ing the so-called plaquettes. Three (four) plaquettes are arranged on the front (back) panels with
overlap to provide full coverage for charged particles originating from the interaction point. The
endcap disks include 672 plaquettes, for a total of 17 971 200 pixels [10].
The minimal pixel cell area is dictated by the readout circuit surface required for each pixel.
In localizing secondary decay vertices both transverse (rf ) and longitudinal (z) coordinates are
important, and a nearly square pixel shape is adopted. Since the deposited charge is often shared
among several pixels, an analog charge readout is implemented. Charge sharing enables interpola-
tion between pixels, which improves the spatial resolution. In the barrel section the charge sharing
– 2 –
Figure 3.7: Layout of the pixel detector [16].
The pixel detector, strip tracker, and electromagnetic and hadron calorime-
ters are installed inside the solenoid. The muon system is interleaved with the
yoke outside the solenoid.
3.2.3 Pixel Detector
The pixel detector is the innermost subdetector of CMS and is used for vertexing
and tracking [12,59]. Together with the strip tracker, it forms what is referred to
as the inner tracker system of CMS. The detector consists of approximately 66
million n-on-n silicon pixels that are arranged in three barrel layers at r = 4.4, 7.3,
and 10.2 cm and four forward disks at z = ±34.5 and z = ±46.5. This geometry,
shown in Figure 3.7, provides coverage over the pseudorapidity range |η| < 2.5.
Giv n the detector’s proximity to the interaction oint, the d tector must be
radiation hard and highly segmented. The pixels have an area of 100× 150 µm2.
Groups of 4,160 pixels, making up 80 rows and 26 pairs of columns, known
as double-columns, are read out by the PSI46 Readout Chip (ROC) [60]. A
schematic of the ROC shown in Figure 3.8. After amplifi atio and shaping,
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new block of data that belongs to this time-stamp.
The data-buffer can keep up to 23 hits. The pulse
height and the analog coded address of the hit
pixel (encoded in three ‘‘bits’’ A1; A5 and A25; each
showing any one of five discrete levels) are
transferred via four bus lines (Fig. 3) and stored
in four capacitors per entry. During a column
drain the data-buffer is filled at a rate of 20 MHz
until all pixels with hits have transferred their data.
Pixels without hit are skipped by the column token
scan at a measured frequency of 1:8 GHz: The
time-stamp buffer can hold up to 8 time-stamps
and is 8 bits wide allowing trigger latencies of up to
255 bunch crossings. Both buffers are written in a
circular manner and the oldest time-stamp and its
corresponding hits are discarded after the trigger
latency, unless validated by a trigger. A trigger
validation occurs when at a trigger signal the
oldest time stamp value in the time stamp buffer
agrees with the current value of a counter (search
BC in Fig. 3) that runs behind the bunch crossing
counter by a programmable number of clock
cycles corresponding to the trigger latency.
Entries validated by a trigger must not be
overwritten. In order to keep the control logic
simple, the double-column stops data acquisition
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Fig. 4. Paths of column token through double-column, and of the readout token through the double-column peripheries.
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Figure 3.8: Schematic view of t e pixel ROC [17].
zero suppression is performed on the ROC with a comparator for each pixel.
When a signal cr sses the comparator’s threshold, it is considered as a hit, and
the analog pulse height, he address f the pixel, and the bun h crossing num-
ber are stored in buffers dedicated to its double-column for the latency time of
the L1A. The ROC reads out a single, 25 ns wide bunch crossing; hits are vali-
dated by the L1A and sent on to the pixel data acquisition system if the bunch
crossing number of the hit and the L1A match.
The ROC has 21 8-bit digital-to-analog converters (DACs), five 4-bit DACs,
and one 3-bit DAC that influence various aspects of the readout. In addition,
each pixel has four bits, called trim bits, that influence the comparator’s thresh-
old and one bit to mask the pixel if needed. The DAC settings are programmed
before running the detector. The calibration of the DACs is described in Ap-
pendix B.
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The analog electrical signals from groups of ROCs are converted to an optical
signal and sent to the Front End Driver (FED) [61]. The FED digitizes the signals
and builds event fragments from the hits corresponding to one L1A. The event
fragments are sent on to the CMS DAQ.
The detector reads out analog pulse heights so that signal interpolation
across pixels can be used to achieve sub-pixel hit position resolution. The reso-
lution in φ is 12.7 ± 2.3 µm, and the resolution in z is 28.1 ± 1.9 µm [62].
3.2.4 Strip Tracker
The outer part of the inner tracking system is the strip tracker [12, 18, 59]. The
detector consists of approximately 9.3 million p-on-n silicon micro-strips. The
strips form an active area of about 198 m2, making the detector the largest silicon
tracker ever built.
The layout of the strip tracker is shown in Figure 3.9. It provides coverage
over the range |η| < 2.5. The detector is divided into four parts: the Tracker Inner
Barrel (TIB), the Tracker Inner Disks (TID), the Tracker Outer Barrel (TOB), and
the Tracker EndCaps (TEC). The TIB and TID are located at 20 < r < 55 cm. The
TIB has four barrel layers with strips parallel to z, enabling r-φ measurements;
the strip pitch is 80 µm in the inner two layers and 120 µm in the outer two.
The TID has three disks on each end of the TIB with radial strips that provide
a measurement of φ; the TID strips have a mean pitch of 100-141 µm. The TOB
extends from the TIB and TID to r =116 cm. It has strips parallel to z. There are
four inner layers with a pitch of 183 µm and two outer layers with a pitch of 122
µm. Finally, the TEC has nine disks on each end of the TIB/TID/TOB at 124 <
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.
layers 5 and 6. It provides another 6 r-f measurements with single point resolution of 53µm and
35µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm< |z|< 282cm and 22.5cm< |r|< 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320µm thick on the inner 4 rings, 500µm thick
on rings 5-7) with radial strips of 97µm to 184µm average pitch. Thus, they provide up to 9 f
measurements per trajectory.
In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and
TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230µm and 530µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ⇡ 9 hits in the silicon strip tracker in the full range of
|h |< 2.4 with at least⇡ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |h |⇡ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.
Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at h ⇡ 0 to about 1.8 X0 at |h |⇡ 1.4, beyond which it falls to about 1 X0 at
|h |⇡ 2.5.
3.1.3 Expected performance of the CMS tracker
For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1 2% up to |h |⇡ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to
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Figure 3.9: Layout of the strip tracker. The location of the pixel detector is
also shown [12].
|z| < 282 cm. Its strips are radial and have a mean pitch of 97-184 µm. They are
arranged in up to seven rings.
The first two layers of the TIB and TOB, as well as parts of the TID and TEC,
are equipped with a second layer of strips mounted with a stereo angle of 100
mrad. This allows the barrel layers to me sure z and the disks easure r.
The sensors in the TIB, TID, and the four inner TEC rings have a thickness
of 320 ± 20 µm. The sensors in the TOB and the three outer TEC rings have
thickn ss of 500 ± 20 µm. In total, there are fifteen different sensor geome-
tries. In each geometry, there are either 512 or 768 strips. This number is an
integer-multiple of 256, which is is the number of strips read out by one readout
channel.
The front end of the readout begins with the custom APV25 chip. The APV25
amplifies, shapes, and stores the analog pulses from 128 strips. When a L1A is
received, the weighted sum of three samples of each pulse is sent to a strip
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Chapter 4
Electromagnetic Calorimeter
4.1 Description of the ECAL
In this section, the layout, the crystals and the photodetectors of the Electromagnetic Calor-
imeter (ECAL) are described. The section ends with a description of the preshower detector
which sits in front of the endcap crystals. Two important changes have occurred to the ge-
ometry and configuration since the ECAL TDR [5]. In the endcap the basic mechanical unit,
the “supercrystal,” which was originally envisaged to hold 6×6 crystals, is now a 5×5 unit.
The lateral dimensions of the endcap crystals have been increased such that the supercrystal
remains little changed in size. This choice took advantage of the crystal producer’s abil-
ity to produce larger crystals, to reduce the channel count. Secondly, the option of a barrel
preshower detector, envisaged for high-luminosity running only, has been dropped. This
simplification allows more space to the tracker, but requires that the longitudinal vertices of
H → γγ events be found with the reconstructed charged particle tracks in the event.
4.1.1 The ECAL layout and geometry
The nominal geometry of the ECAL (the engineering specification) is simulated in detail in
the GEANT4/OSCAR model. There are 36 identical supermodules, 18 in each half barrel, each
covering 20◦ in φ. The barrel is closed at each end by an endcap. In front of most of the
fiducial region of each endcap is a preshower device. Figure 4.1 shows a transverse section
through ECAL.
y
z
Preshower (ES)
Barrel ECAL (EB)
Endcap
= 1.6
53
= 1.4
79
= 2.6
= 3.0 ECAL (EE)
Figure 4.1: Transverse section through the ECAL, showing geometrical configuration.
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Figure 3.10: Cross sectional view of one quarter of the ECAL [18].
tracker FED. This is done via an optical link, with two APV25s multiplexed to
one link. The FED processes the data to reduce the data rate per FED from ∼3
GB/s to 50 MB/s. It performs pedestal subtraction, event-by-event common
mode subtraction, zero suppression, and cluster finding. The reduced data is
sent to the CMS DAQ.
3.2.5 Electromagnetic Calorimeter
The electromagnetic calorimeter (ECAL) measures the energy of particles that
interact mostly through the electromagnetic interaction (e.g. electrons, photons)
[12,18,63]. It has three parts: the barrel ECAL (EB), which covers |η| < 1.479; the
endcap ECAL (EE), which covers 1.479 < |η| < 3.0; and the preshower (ES),
which covers 1.653 < |η| < 2.6. A cross sectional view of one quarter of the
ECAL is shown in Figure 3.10.
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3.2.5.1 Barrel and Endcap ECAL
The EB and EE are composed of lead tungstate (PbWO4) scintillating crystals.
Lead tungstate has a number of properties that make it a suitable choice for this
application:
• It is radiation hard, and the radiation damage that does occur can be ac-
counted for with calibrations.
• It has a relatively short radiation length of 0.89 cm. This keeps the trans-
verse radius of an electromagnetic shower small, thereby improving posi-
tion resolution and minimizing the overlap with concurrent showers. This
also allows the crystals to be relatively short in length.
• It is fast. About 80% of the scintillation light created in a shower is emitted
within the 25 ns time-window of a bunch crossing.
• It can be reliably manufactured with these desirable properties.
There are also some challenges associated with lead tungstate. One is that
the light yield is relatively low. This makes the efficient collection of light im-
portant. A second is that the light yield is temperature dependent. The crystals
are kept at 18 ± 0.05◦C to achieve the desired energy resolution.
The EB is composed of 61,200 crystals. Each crystal is approximately 22 × 22
mm2 at its front face, 26 × 26 mm2 at its rear, and 230 mm long. The centers of
the front faces are located at r = 1.29 m. The crystals are quasi-projective to the
interaction point so that the region between crystals is not aligned with a parti-
cle’s trajectory. The light from each crystal is collected with a pair of avalanche
photodiodes (APDs). The APDs are 5 × 5 mm2. Their gain is sensitive to temper-
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ature, which provides a second reason for keeping the detector’s temperature
stable.
The EE is composed of 7,324 crystals. Each crystal is 28.62 × 28.62 mm2 at its
front face, 30 × 30 mm2 at its rear, and 220 mm long. The distance between the
endcap envelope and the interaction point is 315.4 cm when the magnetic field
is at 4 T. The crystals point 1.3 m beyond the interaction point. The light from
each crystal is collected with a 25-mm-diameter vacuum phototriode (VPT).
The EB and EE contribute to the L1 trigger decision. Therefore, the readout
has two paths: one to CMS DAQ and one to the the L1 trigger. Both start with
a common amplification, shaping, and digitization stage done with on-detector
electronics. The amplification is done with three different gains in parallel, and
the signal with the largest gain that is not saturated is used.
Groups of 25 crystals form trigger towers. In the path to the L1 trigger, on-
detector electronics sum the samples from a trigger tower and send the sum
to a Trigger Concentrator Card (TCC). The TCC computes a trigger primitive,
which gives the total transverse energy deposited in the trigger tower and a bit
characterizing the lateral profile of the electromagnetic shower. The TCC sends
the trigger primitive to the L1 trigger. This is done for every bunch crossing.
In the path to the CMS DAQ, on-detector electronics buffer the digitized data
until a L1A is received. The data is sent to a Data Concentrator Card (DCC) that
reduces its size by a factor of about 20 to fit within the ∼100 kB allotted to the
ECAL. The reduction is done by only reading out crystals near energy deposits
found by the TCC. The DCC also reads out the trigger primitives provided by
the TCC.
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3.2.5.2 Preshower
The ES is a 20-cm-thick, two-layer sampling calorimeter located in front of the
EE. Each layer contains a lead radiator that initiates electron and photon elec-
tromagnetic showers and a plane of silicon strip sensors. The first lead radiator
has a thickness of two radiation lengths, and the second radiator has a thickness
of one radiation length (at |η| = 1.653). The strips are 320 µm thick and have a
pitch of 1.9 mm. The two planes of strips are orthogonal.
Amplification, shaping, and sampling are done with a custom front-end
ASIC known as the PACE3. When a L1A is received, three consecutive sam-
ples, corresponding to before, on, and after the peak, are sent on to an ES DCC.
The ES DCC performs some processing of the data, including zero suppression,
before sending it on to the CMS DAQ system.
3.2.6 Hadron Calorimeter
The hadron calorimeter (HCAL) measures the energy of particles that interact
mostly through the strong interaction [12, 18, 64]. The detector is composed of
four parts: the barrel (HB), the outer barrel (HO), the endcap (HE), and the for-
ward calorimeter (HF), which is sometimes called the very forward calorimeter.
A cross sectional view of the CMS detector highlighting the four parts of the
HCAL is shown in Figure 3.11. The HB and HO cover |η| < 1.3. The HE begins
where they end, covering 1.3 < |η| < 3.0. Finally, the HF covers 3.0 < |η| < 5.2.
The HB is a sampling calorimeter with layers at varying depths along r.
There are 16 absorber layers. The first and last are steel plates with a thick-
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Figure 5.1: Longitudinal view of the CMS detector showing the locations of the hadron barrel
(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.
Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.
chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3
radiation length 1.49 cm
interaction length 16.42 cm
(Dh ,Df) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.
The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90  is 5.82 interaction lengths (lI). The HB effective thickness increases
with polar angle (q ) as 1/sinq , resulting in 10.6 lI at |h | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 lI of material.
Scintillator
The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given f layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,
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Fig re 3.11: Cross sectional view of one quarter of CMS with the HB, HO,
E, and F labelled [12].
ness of 40 mm and 75 mm, respectively. The layers in-between are brass plates;
the first eight have a thickness of 50.5 mm, and the last six have a thickness
of 56.5 mm. Seventeen layers of scintillator make up the active medium. The
first layer is 9-mm-thick Bicron BC408. It sits between the ECAL and the first
absorber plate and samples hadronic show rs that hav already started. The
remaining scintillator layers are Kuraray SCSN81. They have a thickness of 3.7
mm, except for the last one, which is 9 mm in thickness. The scintillators are
segmented to form towers in (∆η, ∆φ) = (0.087, 0.087). The light from each seg-
ment is collected with a wavelength-shifting fiber spliced to a clear fiber as it
exits the scintillator. For most of the towers, the light from all segments is col-
lected by a single hybrid photodiode (HPD). In the forward two η towers, some
depth segmentation is preserved.
The HE is similar in design. Eighteen 79-mm-thick layers of brass serve as
the absorber. The first layer of scintillator, which sits before the first absorber
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plate, is 9-mm-thick Bicron BC408, and the following 17 are 3.7-mm-thick Ku-
raray SCSN81. The granularity in the case of the HE is (∆η, ∆φ) = (0.087, 0.087)
for |η| < 1.6 and (∆η, ∆φ) ≈ (0.17, 0.17) for |η| > 1.6. The depth segmentation
ranges between one and three segments.
The HO is designed to sample hadronic showers not fully contained within
the HB. It consists of one 10-mm-thick layer of Bicron BC408 between the CMS
magnet and the first layer of the iron yoke. A second layer is placed after the
first layer of the iron yoke in the central barrel wheel. The segmentation and
alignment roughly match that of the HB. Similar to the HB and HE, the scintil-
lation light is collected by HPDs.
In the very forward region where the HF sits, the radiation dose is especially
high. In 14 TeV collisions, the average energy deposited in the HF per event is
760 GeV, more than seven times larger than in the rest of the detector combined.
For this reason, the active medium in the HF is radiation-hard quartz, in the
form of 600-µm-diameter fibers. Cherenkov light, mostly created by the electro-
magnetic component of a shower, is created in the fibers. The fibers are bundled
to form towers with a granularity of (∆η, ∆φ) ≈ (0.175, 0.175). In each tower,
half of the fibers start at a depth of 22 cm and are read out separately, allowing
the shorter showers originating from electrons and photons to be distinguished
from hadron showers, which deposit their energy more uniformly throughout
the depth of the detector. The fibers are read out by conventional PMTs. The
absorber material is steel.
As mentioned above, HPDs measure the light created in the HB, HE, and
HO, and PMTs measure the light created in the HF. Their analog signals are dig-
itized in non-linear charge-integrating ADCs. The digital signals are sent via
40
optical links to off-detector boards known as HCAL Trigger/Read-out (HTR)
boards. The HTRs calculate trigger primitives and send them to the L1 trigger.
When a L1A is received, the data and the trigger primitives for the correspond-
ing event are sent to HCAL DCCs and then on to the CMS DAQ. The HF HTRs
also send their data to a separate data stream used to evaluate the luminosity.
3.2.7 Muon System
Three independent muon detectors make up the CMS muon system [12, 18, 19,
65]. The barrel region is instrumented with the Drift Tube (DT) detector, and the
endcap region is instrumented with the Cathode Strip Chamber (CSC) detector.
The Resistive Plate Chamber (RPC) detector instruments both the barrel and
endcap regions. The three detectors are interleaved with the layers of the mag-
net’s return yoke. A cross sectional view of CMS showing the location of the
muon detectors is shown in Figure 3.12. The momentum of a muon is measured
by tracking its path through the magnetic field in this region.
3.2.7.1 Drift Tubes
The basic unit of the DT detector is the drift cell. A cross sectional view of a drift
cell is shown in Figure 3.13. The transverse dimensions are 13 × 42 mm2, which
corresponds to a maximum drift path of 21 mm and a maximum drift time of
380 ns; these were chosen, in part, to limit the occupancy of a given cell. The
anode wire is operated at +3.6 kV. The electric field is shaped by electrodes at
+1.8 kV and cathodes at −1.8 kV. The cells are filled with a gas mixture of 85%
Ar + 15% CO2 at atmospheric pressure.
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2.1 Drift tube and cathode strip chamber systems 3
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Figure 1: An R–z cross section of a quadrant of the CMS detector with the axis parallel to the
beam (z) running horizontally and radius (R) increasing upward. The interaction point is at
the lower left corner. Shown are the locations of the various muon stations and the steel disks
(dark grey areas). The 4 drift tube (DT, in light orange) stations are labeled MB (“muon barrel”)
and the cathode strip chambers (CSC, in green) are labeled ME (“muon endcap”). Resistive
plate chambers (RPC, in blue) are in both the barrel and the endcaps of CMS, where they are
labeled RB and RE, respectively.
Figure 3.12: Cross sectional view of one quarter of CMS with the DT, CSC,
and RPC muon detectors labelled [19].
6 2 Overview of the muon system
Figure 4: Map of the |B| field (left) and field lines (right) predicted for a longitudinal section
of the CMS detector by a magnetic field model at a central magnetic flux density of 3.8 T. Each
field line represents a magnetic flux increment of 6Wb.
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Figure 5: Left: Schematic view of a DT chamber. Right: Section of a drift tube cell showing the
drift lines and isochrones.
96–99% except in the gaps between the 5 wheels of the yoke (at |h| = 0.25 and 0.8) and the
transition region between the barrel outer wheels and the endcap disks [15]. The amount of
absorbing material before the first muon station reduces the contribution of punch-through
particles to about 5% of all muons reaching the first station and to about 0.2% of all muons
reaching further muon stations. Crucial properties of the DT and CSC systems are that they
can each identify the collision bunch crossing that generated the muon and trigger on the pT
of muons with good efficiency, and that they have the ability to reject background by means of
timing discrimination.
The LHC is a bunched machine, in which the accelerated protons are distributed in bunches
separated by one (or more) time steps of 25 ns. This is therefore also the minimum separation
between bunch crossings, in which proton–proton collisions occur. Thus, a convenient time
quantity for both the accelerator and the detectors is the bunch crossing (BX) “unit” of 25 ns,
and, because the fundamental readout frequency is 40MHz, clock times are often quoted in
BX units. The ability of the muon chambers to provide a fast, well-defined signal is crucial
Figure 3.13: Cross sectional view of a drift tube [19].
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Four staggered layers of drift cells form a super layer (SL). Chambers are
constructed from two or three SLs. The chambers are installed inside, between,
and outside the layers of the magnet’s return yoke, forming four rings of cham-
bers per wheel. The chambers in the inner three rings have two SLs with anode
wires parallel to z to measure r - φ and one orthogonal SL in-between to mea-
sure z. The chambers in the outer ring contain two SLs to measure r - φ. The SLs
cover |η| < 1.2.
Electronics inside each chamber read the signals amplified and shaped at the
front end and split them to a trigger path and a path to the CMS DAQ. In the
trigger path, some preliminary tracking is performed, and the best two tracks
are sent on. In the path to the CMS DAQ, time digitization is performed. The
two paths continue to electronics attached to the DT’s wheels that merge the
incoming signals with those of the rest of the wheel. From there, they continue
to the L1 trigger and CMS DAQ.
3.2.7.2 Cathode Strip Chambers
The endcap region is more challenging to instrument because of the higher flux
of radiation and the strong, non-uniform magnetic field. The CSC detector is de-
signed to tolerate these conditions. It is fast, highly segmented, and insensitive
to the magnetic field’s non-uniformities.
The chambers of the CSC detector are layered multi-wire proportional coun-
ters with cathode strip readout in addition to anode wire readout. The chambers
use 40% Ar + 50% CO2 + 10%CF4. A schematic of a chamber is shown on the
left side of Figure 3.14. Each chamber has six planes of cathode strips and six
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2.2 Resistive plate chamber system 7
4. Endcap Chambers
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• by measuring signals from strips and wires, one easily obtains two coordinates from
a single detector plane (the precise coordinate comes from interpolation of charges
induced on strips),
• strips can be fan-shaped to measure the !-coordinate in a natural way,
• CSCs can operate in large and non-uniform magnetic field without significant
deterioration in their performance,
• gas mixture composition, temperature, and pressure do not directly affect CSC
precision and thus stringent control of these variables is not required,
• detector mechanical precision is defined by strips which can be etched or milled with
the required accuracy and can be easily extended outside the gas volume, thus
making survey of plane-to-plane alignment very simple.
F i g .  4 . 1 . 5 : Schematic view of an endcap muon CSC: a six-plane chamber of a trapezoidal
shape with strips running radially (strips have constant "! width) and wires running across.
A typical EMU CSC is a six-plane chamber of trapezoidal shape with a maximum length
of 3.4 m and with a maximum width of 1.5 m. A schematic view of a CSC is provided in
Fig. 4.1.5. The large chambers cover 10° sectors, while the smaller chambers cover 20°
sectors. (see Table 4.1.1). Cathode planes are formed by honeycomb panels with copper clad
FR4 skins. Gas gaps defined by the panels are either 6 mm thick, for the ME1/1 chambers, or
9.5 mm thick, for all other chambers. Strips are fan shaped, i.e., they run radially in the endcap
geometry and thus provide the phi-coordinate of muon hits. The strip configurations are milled
in the FR4, and the strip width ranges from 3 to 16 mm for different chambers. Wires are
stretched across strips without intermediate supports and, for readout purposes, are grouped in
bunches from 5 to 16. They provide the radial coordinate of muon hits with a few cm precision.
For the ME1/1 chamber, which is in a 3T BZ-field, the wires are strung at a 25° angle to a
perpendicular to the chamber centerline to compensate for the skewed drift of electrons.
The most important parameters for all chambers are given in Table 4.1.1. Detailed
discussions of the chambers are given in Sections 4.2 and 4.3. Overall, the Endcap Muon
System consists of 540 six-plane trapezoidal chambers, with about 2.5 million wires, 210,816
anode channels and 273,024 precision cathode channels. A typical chamber has about 1000
readout channels.
4. Endcap Chambers
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The detector technology chosen for the Endcap Muon System is the Cathode Strip
Chamber (CSC), a multiwire proportional chamber in which one cathode plane is segmented
into strips running across wires. An avalanche developed on a wire induces on the cathode
plane a distributed charge of a well known shape which is defined by electrostatics [4.1]:
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Charpak et al. [4.3] showed that by interpolating fractions of charge picked up by these
strips, one can reconstruct the track position along a wire with a precision of 50 µm or better
(for normal track incidence, the precision is almost entirely determined by the ratio of signal to
electronic noise). The principle of operation is shown schematically in Fig. 4.1.4.
muon
cathode
cathode
wires
wires
induced charge
cathode with strips
plane cathode
avalanche
3.12 mm
9.
5 
m
m
3 - 16 mm
F i g .  4 . 1 . 4 : Principle of coordinate mea urement with a cathode strip chamber: cross-
section across wires (top) and across cathode strips (bottom). Close wire spacing allows for
fast chamber response, while a track coordinate along the wires can be measured by
interp lating strip charges.
The major advantages of CSCs are:
• their intrinsic spatial resolution, being basically defined by signal-to-noise ratio, can
be as good as 50 µm,
• closely spaced wires make the CSC a fast detector,
Figure 6: Left: Cut-away diagram of a CSC showing the 6 layers and the orientations of the
wires and strips (not all shown). Right: Cross-sectional views of the gas gap in a CSC showing
the anodewires and cathode planes, and a schematic illustration of the gas ionization avalanche
and induced charge distribution on the cathode strips.
for triggering on muon tracks. To ensure unambiguous identification (ID) of the correct bunch
crossing and the time coincidence of track segments among the many muon stations, the local
signals must have a time dispersion of a few nanoseconds, much less than the minimum 25ns
separation of bunch crossings. A design in which intrinsically slow tracking chambers never-
theless provide good timing and spatial performance at the trigger level is an important feature
of the CMS muon system.
2.2 R sistive plate chamber system
In addition to these tracking detectors, CMS includes a complementary, dedicated triggering
detector systemwith excellent time resolution to reinforce themeasurement of the correct beam
crossing time at the highest LHC luminosities. The resistive plate chambers (RPC) are located
in both the barrel and endcap regions, and they can provide a fast, independent trigger with a
looser pT threshold over a large portion of the pseudorapidity range (|h| < 1.6). The RPCs are
double-gap chambers, operated in avalanche mode to ensure reliable operation at high rates.
Figure 7 shows the layout of a double-gap RPC. Each gap consists of two 2-mm-thick resistive
Bakelite plates separated by a 2-mm-thick gas gap. The outer surface of the bakelite plates is
coatedwith a thin conductive graphite layer, and a voltage of about 9.6 kV is applied. The RPCs
are operated with a 3-component, non-flammable gas mixture that consists of 95.2% Freon
(C2H2F4, known as R134a), 4.5% isobutane (i-C4H10), and 0.3% sulphur hexafluoride (SF6).
After mixing, water vapor is added to obtain a mixture with a relative humidity of 40%–50%.
Readout strips are aligned in h in between the 2 gas gaps. A charged particle crossing an
RPC will ionize the gas in both gas volumes and the avalanches generated by the high electric
field will induce an image charge, which is picked up by the readout strips. This signal is
discriminated and shaped by the front-end electronics.
The RPCs are organized in stations following a sequence similar to the DTs and CSCs. In the
RPC barrel (RB) there are 4 stations, namely RB1, RB2, RB3, and RB4, while in the RPC end-
Figure 3.14: Schematic of a CSC chamber (l ft) and two cross secti nal
views of one layer (right) [19].
planes of anode wires. The cathode strips are oriented radially, and, therefore,
they provide a measur ment of φ. Good precisio is achieved by interpolating
the induced charges, a is hown on the right side of Figu e 3.14. The anode
wires, which are operated at 3.6 kV, provide a coarse measurement of r.
As is shown in Figure 3.12, CSC chamber ar located inside, between, and
outside the layers of the magnet’s return yoke. The detector covers t range 0.9
< |η| < 2.4. The geometry of a chamber depends on its location. The strips have
a width corresponding to 2.2 - 4.7 mrad.
The anode wires and cathode strips have a similar readout. The signals from
both are amplified and shaped at the front end. Trigger primitives are built
from the hits in at least four layers of a chamber. The trigger primitives from the
anode wires and cathode strips are combined to form wo-dime sional trigger
primitives that are sent on to the L1 trigger. Upon the reception of a L1A, the hits
are sent to the CMS DAQ system if there is a corresponding trigger primitive.
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3.2.7.3 Resistive Plate Chambers
The RPC detector provides complementary trigger information in the region |η|
< 1.6. Its key feature is its very good, sub-bunch-crossing time resolution. It
allows CMS to unambiguously identify the bunch crossing associated with a
detected muon.
The RPC has six layers of chambers in the barrel region and three layers
in the endcap region. The chambers are double-gap chambers with common
strip pick-ups. The gaps are filled with 95.2% Freon + 4.5% isobutane + 0.3%
hexafluoride gas and water vapor. The strips run parallel to z in the barrel region
and radially in the endcap region. The plates are operated in avalanche mode
with a voltage of 9.6 kV.
3.2.8 Trigger
Collisions occur inside CMS at a frequency of up to 40 MHz. Offline storage
and computing resources limit the data-taking rate to about 350 Hz. CMS uses
a two-level trigger to make an informed decision about which events to keep in
this 105 reduction [12]. The first-level trigger, called the L1 trigger, uses dedi-
cated readout paths from some of the subdetectors to trigger the complete read-
out of CMS [66]. It is implemented in hardware and triggers at about 100 kHz.
The second-level trigger, called the High-Level Trigger (HLT), is implemented
in software and has access to the complete readout [67].
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Figure 8.1: Architecture of the Level-1 Trigger.
determine the highest-rank calorimeter and muon objects across the entire experiment and transfer
them to the Global Trigger, the top entity of the Level-1 hierarchy. The latter takes the decision
to reject an event or to accept it for further evaluation by the HLT. The decision is based on al-
gorithm calculations and on the readiness of the sub-detectors and the DAQ, which is determined
by the Trigger Control System (TCS). The Level-1 Accept (L1A) decision is communicated to the
sub-detectors through the Timing, Trigger and Control (TTC) system. The architecture of the L1
Trigger is depicted in figure 8.1. The L1 Trigger has to analyze every bunch crossing. The allowed
L1 Trigger latency, between a given bunch crossing and the distribution of the trigger decision to
the detector front-end electronics, is 3.2 µs. The processing must therefore be pipelined in order to
enable a quasi-deadtime-free operation. The L1 Trigger electronics is housed partly on the detec-
tors, partly in the underground control room located at a distance of approximately 90 m from the
experimental cavern.
8.1 Calorimeter trigger
The Trigger Primitive Generators (TPG) make up the first or local step of the Calorimeter Trigger
pipeline. For triggering purposes the calorimeters are subdivided in trigger towers. The TPGs sum
the transverse energies measured in ECAL crystals or HCAL read-out towers to obtain the trigger
tower ET and attach the correct bunch crossing number. In the region up to |h |= 1.74 each trigger
tower has an (h ,f )-coverage of 0.087⇥ 0.087. Beyond that boundary the towers are larger. The
TPG electronics is integrated with the calorimeter read-out. The TPGs are transmitted through
high-speed serial links to the Regional Calorimeter Trigger, which determines regional candidate
electrons/photons, transverse energy sums, t-veto bits and information relevant for muons in the
form of minimum-ionizing particle (MIP) and isolation (ISO) bits. The Global Calorimeter Trigger
determines the highest-rank calorimeter trigger objects across the entire detector.
– 248 –
Figure 3.15: Schematic view of the L1 trigger [12].
3.2.8.1 Level-1 Trigger
A schematic view of the L1 trigger architecture is shown in Figure 3.15. The
calorimeter and muon detectors contribute to this trigger. Algorithms to deter-
mine the content of each event are applied locally, then regionally, then globally
to the calorimeter and muon trigger data. The trigger decision is made by the
Global Trigger within 3.2 µs.
The calorimeter part of the L1 trigger begins with the generation of trigger
primitives at the local level. As discussed in Sections 3.2.5 and 3.2.6, the ECAL
and HCAL both generate trigger primitives. These are sent to the Regional
Calorimeter Trigger (RCT). The RCT combines the trigger primitives from one
reg on, which corresponds to one trigger tower in the HF and a 4×4 group of
trigger towers elsewhere, to build transverse energy sums and electron and
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photon candidates. The Global Calorimeter Trigger receives these from all of
the RCTs and finds jets, the total transverse energy, and the missing transverse
energy (defined in Section 4.5).
The muon part of the L1 trigger also begins with the generation of trigger
primitives at the local level. As discussed in Section 3.2.7, track segments are
generated by the DT, CSC, and RPC detectors. DT and CSC track finders com-
bine track segments to build tracks, which are sent to the Global Muon Trigger
(GMT). Using these tracks, along with tracks from the RPC and some limited
calorimeter information, the GMT selects the best four muon candidates and
sends them to the Global Trigger.
3.2.8.2 High Level Trigger
The HLT software runs on a computing farm with approximately 10,000 pro-
cessors. To minimize CPU usage, regional reconstruction is applied first, and
events are discarded as early as possible. The time allotted to processing one
event is O(100) ms.
3.2.9 Data Acquisition
As described in the previous sections, after a L1A is generated, the CMS DAQ
receives event fragments from the CMS subdetectors [12, 67]. The average size
of an event fragment is about 2 kB. Myrinet switches are used to assemble the
event fragments into 72 super-fragments with an average size of about 16 kB.
The super-fragments are then assembled to form a complete event, which is
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sent to a filter farm. The filter farm runs the HLT. If an event passes the HLT, it
is transferred to CERN’s data center for mass storage and final reconstruction.
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CHAPTER 4
EVENT RECONSTRUCTION
In this chapter, we describe the reconstruction and identification of objects in
an event. The reconstruction of tracks in the inner tracker and the muon system
is described in Section 4.1. In Section 4.2, we describe how primary vertices are
reconstructed from the tracks. The reconstruction of electrons, muons, photons,
neutral hadrons, and charged hadrons is described in Section 4.3. Compound
objects, including b jets, are reconstructed from these stable particles as is de-
scribed in Sections 4.4 and 4.5.
4.1 Tracks
We refer to tracks in the inner tracking system as tracks and tracks in the muon
system as standalone muon tracks. We describe the reconstruction of tracks in Sec-
tion 4.1.1. The reconstruction of standalone muon track is described in Section
4.1.2.
4.1.1 Tracks in Inner Tracker
About 1,000 charged particles travel through the CMS inner tracker at each
bunch crossing. The high occupancy that results makes track reconstruction
challenging. In this environment, tracks must be reconstructed with a high effi-
ciency over a wide transverse momentum (pT) range (100 MeV − 1 TeV) while
keeping the fake rate low. The tracking must be accurate and precise so that
nearby tracks can be resolved and an excellent impact parameter resolution can
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be achieved. Furthermore, because the data samples are large, the tracking must
be fast.
These challenges are met by applying the Combinatorial Track Finder (CTF)
algorithm iteratively [68]. In each iteration, hits associated with tracks found in
the previous iterations are removed from consideration, thereby reducing the
combinatorial complexity.
The resulting performance is excellent. For example, a prompt and isolated
muon with |η| < 1.4 and pT = 100 GeV will be reconstructed with a resolution
of 2.8% in pT and 10 µm (30 µm) in transverse (longitudinal) impact parameter.
The transverse and longitudinal impact parameter resolutions as a function of
track pT in a data sample collected in 2010 are shown in Figure 4.1. We describe
the CTF algorithm in Section 4.1.1.1 and the iterative procedure in Section 4.1.1.2
below.
4.1.1.1 Combinatorial Track Finder
The CTF algorithm runs on local hits. Local hits are clusters of pixel or strip
hits. Their positions are determined in the clustering algorithm. After parts
of the inner tracker known to be defective are excluded, the average local hit
reconstruction efficiency is over 99%. In the discussion below, local hits are
simply referred to as hits.
The CTF algorithm has four steps. In the first step, track seeds are gener-
ated. Track seeds are short track candidates that provide the helical starting
trajectory of a track candidate. The trajectory is helical under the assumption
that the magnetic field is uniform and the particle does not undergo multiple
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3.2 Track Impact Parameter Resolution 9
scriptions of track selection can be found in Reference [8]) are illustrated. Figure 5 shows a
comparison of data and simulation (Pythia8 Tune 1) for the following distributions: (a) trans-
verse momentum, pT; (b) pseudorapidity, h; (c) transverse impact parameter, dxy, with respect
to the primary vertex; and (d) longitudinal impact parameter, dz, with respect to the primary
vertex.
3.2 Track Impact Parameter Resolution
The analysis described in this section is based on the 7TeV data collected by CMS up to the
27th of May 2010 and corresponding to 10.9 nb 1. In addition to the general selection detailed
in Section 1.1, the events used for the measurement of the IP resolutions are required also to
pass the uncorrected 6GeV jet trigger. The usage of a common trigger ensures that the tracks
used in both data and simulation are comparable in terms of track multiplicity and distribu-
tion of particle kinematic variables. The measurement of the impact parameter resolution starts
from the selection of high quality tracks that have a high probability of having been produced
promptly in the pp collision: a track must have its pT greater than 0.3GeV/c and valid measure-
ments on at least 7 consecutive layers of the tracker, including a measurement on the innermost
pixel layers (either the barrel or one of the endcap disks). Simulation studies predict that this
simple selection is expected to reduce the fraction of fake tracks to the per mil level. For trans-
verse momenta smaller than 4 GeV/c (20 GeV/c), the fraction of non-prompt tracks that are
selected is less than 2% (10%) of the total.
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Figure 6: Measured resolution of the track transverse (a) and longitudinal (b) impact parameter
as a function of the track pT. Only central tracks with |h| < 0.4 are considered. Black and red
symbols correspond to results from data and simulation, respectively.
For each track passing these criteria, the unbiased position of the collision point is determined
using all and only the other tracks in the event with the vertex fitter described in Section 2. The
uncertainty on the position is estimated from the vertex fit and it is used to filter the newly
reconstructed vertexes. If the errors on the x and y (z) coordinates of the vertex position are
within 15–37 µm (20–36 µm), a vertex-track pair is created and used in the next step of the
analysis. These cuts on the position error have been chosen as a trade-off between selecting
vertexes that are very precisely reconstructed and having enough vertexes passing the selec-
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as a function of the track pT. Only central tracks with |h| < 0.4 are considered. Black and red
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For each track passing these criteria, the unbiased pos tion of the collision point is determined
using all and only the other tracks in th event with the vertex fitter described in Section 2. The
uncertainty on the pos tion is estimated from the vertex fit and it is used to filter the newly
reconstructed vertexes. If the errors on the x and y (z) c ordinates of the vertex pos tion are
within 15–37 µm (20–36 µm), a vertex-track pair is created and used in the next step of the
analysis. These cuts on the pos tion error have b en chosen as a trade-off betw en selecting
vertexes that are very precisely reconstructed and having enough vertexes passing the selec-
Figure 4.1: Resolutions of the transverse (left) and longitudinal (right) im-
pact parameters as a function of track pT. Tracks with |η| < 0.4
are con ide ed. The black (red) points show the results from
data (Monte Carlo). The data sample corresponds to 10.9 nb−1
of proton-proton collision even s wi a enter- f-ma s nergy
of 7 TeV collected in 2010. Note that the track-reconstruction
algorithm used to produce this plot is not identical to what is
described below and used in this search [20].
Coulomb scattering or energy loss. The track seeds are built from either three
hits in different detector layers or two hits in different detector layers and a
beam constraint. The hits may be 3-D space points from the pixel detector or
the stereo layers of the strip tracker. The beam constraint may be the location
of a primary vertex built from hits in the pixel detector or the location of the
luminous region, known as the beamspot. To limit the number of track seeds,
cuts on the pT, transverse impact parameter, and longitudinal impact parameter
are applied.
In the second step of the CTF algorithm, track candidates are found using
the Kalman filter method, which extrapolates the trajectory of each track seed
outward by adding hits from successive layers of the inner detector [69]. The
process of extrapolating outward from the track seed or the current layer starts
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by finding which adjacent layers are compatible with the current track candi-
date. This is done assuming a helical trajectory; however, in the rest of this step,
propagators accounting for the effect of the detector’s material are used. Next,
groups of compatible detector sensors are found. The groups are defined such
that a particle can only pass through one sensor in the group (thus overlapping
sensors are in different groups). Compatible hits within each group of sensors
are then found. In doing so, the position and uncertainty of each hit is refined
based on the expected Lorentz drift inside the sensor given the track candidate’s
trajectory. Each group may also have an invalid hit to account for detector inef-
ficiencies. New track candidates are then constructed by adding one hit from
each group of sensors. Only the highest quality track candidates are kept as the
process is repeated for the next layer. The process is repeated until a stopping
condition is satisfied. In certain cases, an inward search for additional hits is
performed. At the end of this step, the track candidates are cleaned; when two
track candidates share a large fraction of hits, one is removed.
In the third step of the CTF algorithm, each track candidate is refit to remove
any bias introduced in the seeding step. First, a Kalman filter fit is performed
on the first few hits of the track candidate. The result of this fit and the inner-
most hit initializes a Kalman filter fit to the whole track candidate. The result
is then smoothed by averaging its result with a second fit performed from the
outermost hit to the innermost. Outliers are then excluded and the step is re-
peated until no more outliers are found. The fits in this step use a Runge-Kutta
propagator that accounts for both material effects and non-uniformities in the
magnetic field.
52
In the fourth and final step, quality cuts are applied to the track candidates
to reduce the fake rate. The cuts are on quantities such as the number of hits,
χ2 per degree of freedom, and transverse and longitudinal impact parameter
significances. The fake rate is low; for example, in QCD events with 170 GeV <
pˆT < 230 GeV, the fake rate is below 1%. After passing the quality cuts, the track
candidate becomes a track.
4.1.1.2 Iterative Tracking
The CTF algorithm described in Section 4.1.1.1 is run seven times. As mentioned
above, in each iteration, hits associated with tracks found in the previous itera-
tions are removed from consideration. This reduces the combinatorial complex-
ity in later iterations and allows more difficult tracks to be reconstructed. Each
iteration is configured with a choice of seeding layers and track-seed cuts used
in the first step of the CTF algorithm and quality cuts used in the fourth step.
Early iterations have stricter requirements on the proximity to the primary ver-
tex, while later iterations have stricter requirements on quality. The tracks found
in the seven iterations are cleaned and then become the final list of tracks in the
event.
4.1.2 Standalone Muon Tracks
Standalone muon tracks are tracks reconstructed from hits in the muon system
only [18]. They are reconstructed using a Kalman filter seeded with track seg-
ments found in the innermost chambers. Track segments from the DT detector
and hits from the CSC and RPC detectors are added as the filter is run out-
53
ward and then inward. Bad hits, mostly caused by showers, delta rays, and
pair production, are rejected with a χ2 cut. Propagation is done with the GEANE
package, which accounts for material effects and non-uniformities in the mag-
netic field [70]. The final track is defined by fitting the track parameters defined
at the innermost chambers with a beamspot constraint.
4.2 Primary Vertices
The primary vertex reconstruction uses reconstructed tracks to measure the lo-
cation of each proton-proton interaction vertex in an event [68]. It is done in
three steps. First, a selection of tracks is made. Second, the tracks are clustered
into groups, each corresponding to one vertex. Third, each group of tracks is
used in a fit to determine the location of the vertices. Each step is described
below.
The track selection selects tracks produced promptly at a primary vertex.
Selected tracks must have a small transverse impact parameter significance with
respect to the beamspot. In addition, cuts on the number of pixel and strip hits
and χ2 per degree of freedom are applied. To keep the reconstruction efficiency
high, there is no cut on track pT.
Clustering is performed using the z-coordinate of each track’s point of closest
approach to the beamspot. The clustering must determine how many primary
vertices there are and how to assign the tracks to them. This is done with the
Deterministic Annealing algorithm, which is inspired by physical systems that
reach their state of minimal energy through a gradual reduction in temperature
[71]. The assignment of a track to a vertex is probabilistic, and the energy of an
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assignment is related to the distance between the two. A temperature parameter
controls the softness of the assignments. The algorithm begins at very high
temperature, with all tracks assigned to one primary vertex prototype. As the
temperature is lowered, the multiplicity and location of the prototypes change
to minimize the mean energy of the system. The final assignments are made by
keeping those with a probability higher than 50%.
Each cluster of tracks assigned to one primary vertex in the clustering step is
fit with the Adaptive Vertex Fitter (AVF) to determine the primary vertex’s pa-
rameters, including its position [72]. The AVF is an iterative Kalman filter where
each track enters with a weight. The weight reflects the compatibility with the
primary vertex; less compatible tracks enter with a lower weight, which makes
the fitter robust against outliers. The fitter is iterative, because the weight de-
pends on the primary vertex position. We define the number of degrees of freedom
as a quantity proportional to the sum of track weights. A large number of de-
grees of freedom is a strong indictor that the primary vertex is real.
The primary vertex resolution is 10 - 12 µm in all three dimensions. When
we refer to the primary vertex of an event, we refer to the primary vertex with
the largest sum of track pT2 associated to it.
4.3 Particle-Flow Objects
Particle-flow reconstruction uses all of the CMS subdetectors simultaneously to
reconstruct the following stable particles in an event: electrons, muons, photons,
charged hadrons, and neutral hadrons (collectively referred to as particle-flow
objects or candidates) [21,73]. These stable particles are then used to build com-
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pound objects such as jets.
As described below, particle-flow reconstruction begins with the elements
created by the stable particles. The elements are tracks, standalone muon tracks,
and clusters of energy deposited in the calorimeters. Pairs of elements are linked
with a distance parameter that represents the quality of the link, and groups of
linked elements form blocks. The particle-flow reconstruction and identification
algorithm runs on each block to find all of the stable particles contained within
it. Because of CMS’s high granularity, blocks typically contain only a few el-
ements. This makes particle-flow reconstruction largely independent of event
complexity.
The use of tracking information in particle-flow reconstruction makes its per-
formance better than conventional forms of reconstruction. There are two rea-
sons for this. First, the tracker can measure the momentum of charged hadrons
with better resolution than the calorimeters for pT up to several hundred GeV.
Second, the tracker can measure the direction of charged particles before their
trajectory is significantly influenced by the magnetic field. Most notably, the re-
construction of jets is improved, because, on average, about two-thirds of their
energy is carried by charged particles. This is demonstrated in Figure 4.2, which
compares the jet response of jets reconstructed with and without tracking infor-
mation, where jet response is defined as the mean
(
precoT − pgenT
)
/pgenT , with p
reco
T
(pgenT ) defined as the reconstructed (generated) pT.
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Figure 7: Jet Response as a function of h integrated over all pT’s below 750 GeV/c (a) and as
a function of pT, in the barrel (b) and in the end-caps (c). The response curves are fit with
exponential functions of pT.
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Figure 4.2: Jet response as a function of pT for jets reconstructed with track-
ing information (red) and without it (blue) in Monte Carlo
ev nts with a center-of-mass energy of 10 TeV. Jets with |η| <
1.5 are considered. Note that the jet-reconstruction algorithm
used to produce this plot is not identical to what is described
below and used in this search [21].
4.3.1 Particle-Flow Elements
The particle-flow elements are tracks, standalone muon tracks, and calorimeter
clusters. The reconstruction of tracks was described in Section 4.1.1, and the
reconstruction of standalone muon tracks was described in Section 4.1.2. The
reconstruction of calorimeter clusters is described in Section 4.3.1.1 below.
4.3.1.1 Calorimeter Clusters
Clusters of deposited energy, known as particle-flow clusters, are built from the
cells of the calorimeter. The clustering is done in each of the following calorime-
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ter systems separately: EB, EE, HB, HE, first layer of ES, and second layer of ES.
In the HF, each cell is treated as one particle-flow cluster.
The clustering is done in three steps. First, local cell energy maxima above a
calorimeter-system dependent threshold are taken as cluster seeds. Second, start-
ing from the cluster seeds, topological clusters are grown by adding cells with
energy above an electronic noise threshold and one or more sides in common
with a cell already in the cluster. Note that at the end of this process a topolog-
ical cluster may contain more than one cluster seed. In the third and final step,
the energy of each cell in a topological cluster is divided among the topological
cluster’s cluster seeds to form particle-flow clusters. This is done in an itera-
tive procedure that also determines the position of each particle-flow cluster. In
each iteration, the energy a cell contributes to each particle-flow cluster is deter-
mined based on the distance between them. In the first iteration, the position
of each particle-flow cluster is taken as the position of its cluster seed. In sub-
sequent iterations, the position is taken as the weighted average of the central
cells’ positions, where the weight depends on the energy currently assigned to
the particle-flow cluster. Iterations are continued until the particle-flow clusters
move by no more than a small fraction of the position resolution.
4.3.2 Linking
Links are formed between:
• tracks and particle-flow clusters;
• EB/EE and HCAL particle-flow clusters;
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• EB/EE and ES particle-flow clusters;
• and tracks and standalone muon tracks.
The formation of these links is described below.
Before linking a track with a particle-flow cluster, the track is extrapolated
from its last measured hit to the calorimeter systems. In the ES, the track is
extrapolated to the position of each layer. In the EB and EE, the track is extrapo-
lated to the expected maximum of a typical longitudinal electron shower profile.
In the HCAL, the track is extrapolated to a depth of one interaction length. A
link is made if the extrapolated position is within the cluster’s envelope, which
is defined as the boundary of the cluster enlarged by the size of a cell in each
direction to account for non-instrumented regions, multiple scattering, and un-
certainty on the position of the shower maximum. The distance parameter is
defined as the distance between the extrapolated track position and the cluster
in the η-φ plane.
A link between an EB/EE cluster and an HCAL cluster is made when the
EB/EE cluster position is within the envelope of the HCAL cluster. Similarly a
link between an ES cluster and an EB/EE cluster is made when the ES cluster
position is within the envelope of the ECAL cluster. The distance parameter of
the link is defined as the distance between the two clusters in the η-φ plane.
When a global fit between a track and a standalone muon track returns an
acceptable χ2, a link is made with the distance parameter defined as the χ2. If a
standalone muon track is consistent with multiple tracks, a link is made for the
pair returning the smallest χ2. A linked track and standalone muon track form
a global muon.
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4.3.3 Particle Reconstruction and Identification
The particle-flow reconstruction and identification algorithm is applied to each
block to find all of the stable particles contained within it. The algorithm is
described below.
4.3.3.1 Particle-Flow Muons
First, global muons with a momentum within three standard deviations of that
of the track in the link are taken as particle-flow muons. The corresponding tracks
are then removed from further processing of the block. Occasionally, additional
particle-flow muons are identified near the end of the processing, as described
in Section 4.3.3.3.
4.3.3.2 Particle-Flow Electrons
Particle-flow electrons are reconstructed and identified next [74]. The reconstruc-
tion starts by generating seeds. Two approaches are taken to generate them. In
one approach, suitable for isolated, high-pT electrons, super-clusters in the EB
and EE are formed, and hits in the inner tracker compatible with the super-
clusters are identified. The super-clusters are narrow in η but may be wide in φ
to include the potentially significant amount of energy lost to Bremsstrahlung.
The second approach is track-based and performs better for non-isolated and
low-pT electrons. When the momentum of the track and the energy of the clus-
ter in a track-cluster link are similar, a seed is generated. In addition, a Boosted
Decision Tree is used to generate seeds from tracks showing signs of signifi-
cant energy loss caused by Bremsstrahlung. The seeds generated in the two
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approaches are merged after cleaning based on the number of shared hits is
applied.
Next, a Gaussian-Sum Filter (GSF) fit, which can account for abrupt changes
in direction caused by Bremsstrahlung, is performed for each seed [75]. The
GSF tracks resulting from converted Bremsstrahlung photons are cleaned away,
and the remaining GSF tracks are linked to the particle-flow clusters in a proce-
dure similar to what was described in Section 4.3.2. GSF tracks with no links to
clusters are dropped.
The energy lost to Bremsstrahlung is then recovered by creating additional
links from the GSF track to particle-flow clusters. One type of link is made when
a tangent to a track, originating at the track’s intersection with a detector layer
and extrapolated to the EB or EE, is within the cluster’s envelope. A second
type of link is made with nearby clusters resulting from late Bremsstrahlung
emission or the late conversion of Bremsstrahlung photons. The final estimate
of the electron’s momentum is based on a combination of track and calorimeter
quantities.
The final identification of particle-flow electrons is made using a Boosted
Decision Tree. The observables are based on the matching of track momentum
and calorimeter energy, the Bremsstrahlung energy recovery, and track, GSF
track, and calorimeter information. The track and calorimeter clusters linked to
the identified particle-flow electron are then removed from further processing
of the block.
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4.3.3.3 Particle-flow hadrons and photons
For the remaining processing of the block, only high-quality tracks are retained.
When the relative uncertainty on a track’s pT is larger than the relative calori-
metric energy resolution expected for charged hadrons, the track is removed.
In addition, the energy deposition expected from each particle-flow muon is
subtracted from the EB, EE, and HCAL.
The reconstruction and identification of particle-flow hadrons and photons
is based on comparisons between track momenta and the energy of particle-
flow clusters. When the block contains several tracks linked to one HCAL clus-
ter, the sum of the tracks’ momenta is used in the comparison. When several
HCAL clusters are linked to one track, the energy of the cluster with the small-
est distance parameter is used in the comparison. The same applies when sev-
eral EB/EE clusters are linked to one track. Additional EB/EE clusters to be
used in the comparison are chosen with the following algorithm: the clusters
linked to any of the tracks under consideration are ordered by their smallest
distance parameter; scanning through the list, the links are preserved until the
total calorimeter energy (including the HCAL cluster if there is one) exceeds the
total track momentum.
When the total calorimeter energy is smaller than the total track momentum
by three standard deviations, a search for muon tracks and fake tracks is per-
formed with loosened criteria. Global muons with a relative uncertainty on pT
better than 25% are taken as particle-flow muons. To identify fake tracks, the
remaining tracks are ordered by their pT uncertainty. Starting with the track
with the biggest uncertainty, each track is considered fake until the uncertainty
is smaller than 1 GeV or the total track momentum is smaller than the total
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calorimeter energy. Each of the remaining tracks gives rise to a particle-flow
charged hadron. The momentum and energy are determined assuming the mass
is that of a charged pion.
When the total calorimeter energy is larger than the total track momentum
by more than the expected calorimeter energy resolution, neutral particles are
created. If the excess in total calorimeter energy is larger than the total EB/EE
energy, a particle-flow photon is created with an energy equal to the total EB/EE
energy. A particle-flow neutral hadron is created with an energy equal to that of
the remaining excess.
Finally, EB/EE and HCAL clusters never linked to a track become particle-
flow photons, and clusters with links that were dropped in the processing of the
block become particle-flow neutral hadrons. The energy of these particle-flow
neutral hadrons is obtained from the HCAL clusters only.
4.4 Jets
Jets are formed by clustering particle-flow candidates with the anti-kt algo-
rithm [76]. This clustering algorithm has a number of beneficial features. First,
it is infrared and collinear safe. Second, the resulting jet boundaries are not
sensitive to soft radiation. Third, it is fast; this is especially true given that we
use the FASTJET package [77]. All particle-flow candidates except a subset of
particle-flow electrons, muons, and charged hadrons not originating from a pri-
mary vertex are clustered. The latter exception, referred to as charged hadron
subtraction, reduces the effects of pile-up.
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The clustering algorithm is iterative. In each iteration, a distance parameter,
diB, representing the distance from the beam (B) is computed for every entity
(a particle-flow candidate or an existing cluster) in the event, which is indexed
with i. A distance parameter, di j, is also computed for every possible pairing
of entities. If the smallest distance parameter is di j, entities i and j are merged
to form a new cluster. If the smallest distance parameter is diB, entity i is called
a jet and is removed from the following iterations. Iterations continue until all
particles have been clustered. The distance parameters are
diB = pT−2i , (4.1)
di j = min(pT−2i , pT
−2
j )
(yi − y j)2 + (φi − φ j)2
R2
, (4.2)
where yi is the rapidity of entity i and R is a radius parameter, which is assigned
a value of 0.5.
A number of energy corrections are applied to the jets to recover the true
particle energy. A factorized approach is taken, where each correction is for
a unique effect and is applied in order. The first correction, referred to as the
L1FastJet correction, removes energy created by pile-up and underlying-event
effects [78]. The density of energy arising from these effects is computed for
each event using the median jet pT. This energy density is multiplied by the
jet area and then subtracted from the jet pT. The second correction, referred
to as the L2 Relative correction, makes the jet response flat versus η, and the
third correction, referred to as the L3 Absolute correction, makes the response
flat versus pT. These corrections are applied to data and Monte Carlo. A final
correction, called the L2L3Residual correction, is applied only to data to correct
for small, residual differences between data and Monte Carlo.
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4.4.1 Bottom-Quark Jets
The Combined Secondary Vertex (CSV) tagging algorithm is used to distinguish
b jets from c and light-flavor (u, d, s, and g) jets [79, 80]. The algorithm exploits
the unique properties of the production and decay of b hadrons [1,81]. The most
powerful property is the relatively long lifetime of b hadrons (about 1.5 ps, im-
plying cτ ≈ 450 µm). This leads to displaced secondary vertices and tracks with
large impact parameters that can be measured with the inner tracking system.
Because b hadrons have a relatively large mass (∼ 5 GeV), their decay products
tend to be high in number, creating five tracks, on average. The hardness of the
fragmentation function implies that the b hadron in a b jet carries a large fraction
of the jet’s energy.
The inputs to the CSV tagger are computed from a subset of the tracks in
the jet selected to be well-reconstructed and pure. The tracks must have a pT
larger than 1 GeV and at least eight hits, at least two of which must be in the
pixel detector. The χ2 per degree of freedom of the fit must be less than 5. The
absolute value of the transverse (longitudinal) impact parameter of each track is
required to be less than 0.2 (17) cm. To reduce the effects of pile-up, each track’s
distance of closest approach to the jet axis is required to be less than 700 µm, and
the distance of closest approach to the primary vertex must be less than 5 cm.
Secondary vertices are reconstructed using the Adaptive Vertex Fitter de-
scribed in Section 4.2. A tighter track selection is used here; the ∆R to the jet axis
must be less than 0.3, and the maximal distance must be less than 0.2 cm. The
fitter is applied iteratively. At the end of each iteration, tracks with a weight
larger than 0.5 are removed. The first fit is constrained by the interaction region
and identifies prompt tracks. Additional fits to identify secondary vertices are
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continued until no more are found. The following cuts are applied to the sec-
ondary vertices in order to increase the purity: less than 65% of the tracks can be
shared with the primary vertex; the significance of the distance to the primary
vertex in r must exceed three standard deviations; if the distance is more than
2.5 cm, the invariant mass of all the tracks must be less than 6.5 GeV and incom-
patible with that of the neutral kaon; and the flight direction must have a ∆R
to the jet axis less than 0.5. If no secondary vertices are found by the fitter and
there are two or more tracks with a transverse impact parameter significance
larger than 2, a pseudo vertex is formed from these tracks.
The following observables serve as inputs to the CSV tagger:
• the flight distance significance in the transverse plane of the best vertex;
• the secondary vertex mass (i.e. the invariant mass of all the tracks associ-
ated to a secondary vertex);
• the number of tracks associated to a secondary vertex;
• the energy carried by tracks associated to a secondary vertex divided by
the energy carried by all tracks in the jet;
• the η with respect to the jet axis of each track associated to a secondary
vertex;
• the transverse impact parameter significance of the first track to raise the
invariant mass above the charm threshold of 1.5 GeV when the tracks are
ordered by decreasing significance.
• the number of tracks in the jet;
• the three-dimensional impact parameter significance of each track;
• and the secondary vertex category (i.e. real, pseudo, or none).
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All of these inputs are computed for jets with one or more real secondary ver-
tices. When a jet only contains a pseudo secondary vertex, the first input listed
above is not computed, because the pseudo secondary vertex does not have a
position. When the vertex category is “none”, only the last three inputs listed
above can be used.
Jets are b tagged when a discriminant computed from these inputs exceeds
a certain value. In this search, the medium working point, which corresponds
to a ∼ 1% mistag rate, is used. The discriminant is computed from ratios of
likelihoods. The likelihood functions for b, c, and q = u, c, s, g jets are defined as
Lb,c,q = f b,c,q(α)
∏
i
f b,c,qα (xi); (4.3)
where α is the vertex category, f b,c,q(α) is the probability density function for
flavor b, c, q to be in category α, xi is an input, and f
b,c,q
α is the probability density
function for xi given the flavor and vertex category. The discriminant, dCSV, is
defined as
dCSV = fBG(c)
Lb
Lb +Lc + fBG(q)
Lb
Lb +Lq , (4.4)
where the weighting fBG(c) = 0.25 and fBG(q) = 0.75 roughly reflects the compo-
sition of the expected background.
The dCSV distribution in a QCD-dominated data sample is shown in Figure
4.3. The overlaid Monte Carlo, separated by jet flavor, shows the discrimination
power of dCSV. At the medium working point (dCSV > 0.679), b jets are tagged
with an efficiency larger than 60%. A b jet with pT = 80 GeV is tagged with 75%
efficiency, for example. A comparison of the efficiency in data and Monte Carlo
is shown in Figure 4.4. The scale factors shown in the figure are applied to the
Monte Carlo to correct for the small differences. Scale factors are also applied to
correct for differences in the mistag rate.
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Figure 4.3: Distribution of CSV discriminator values in a QCD-dominated
data sample with Monte Carlo overlaid.
4.5 Missing Transverse Energy
At a hadron collider, the transverse components of each colliding parton’s mo-
mentum are negligible, while the z components are unknown. Conservation of
momentum implies that the total transverse momentum of the products of a
hadron collision is also negligible. Through this conservation relation, the total
transverse momentum of undetected particles, called missing transverse energy
or ~EmissT , can be inferred from the total transverse momentum of detected parti-
cles. If the detected particles’ transverse momenta were measured exactly, the
~EmissT would simply be the vector opposite to their vector sum.
In this search, a version of ~EmissT known as Type-1 corrected ~E
miss
T is used.
All particle-flow candidates contribute, and the L2 and L3 jet energy correc-
tions discussed in Section 4.4 are propagated through for jets with a corrected
pT larger than 10 GeV. The uncorrected ~EmissT is the negative vector sum of all the
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Figure 4.4: The top panel shows the ratio of the b-tagging efficiency in data
and Monte Carlo versus jet pT obtained from various measure-
ments; the inner (outer) error bars show the statistical (com-
bined statistical and systematic) uncertainties, and the grey
hatched area shows the combination of the various measure-
ments. The lower panel shows the scale factors.
particle-flow candidates’ transverse momenta, which may be written as
~Emiss, uncorr.T = −
∑
jet
~pL123T, jet>10GeV
~pL1T, jet −
∑
jet
~pL123T, jet>10GeV
(
~puncorr.T, jet − ~pL1T, jet
)
−
∑
jet
~pL123T, jet<10GeV
~puncorr.T, jet −
∑
i<jets
~pT, i, (4.5)
where the first three terms are sums over the jets and the last term is a sum
over the particle-flow candidates not clustered into a jet. The Type-1 correction
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changes the first term, resulting in
~EmissT = −
∑
jet
~pL123T, jet>10GeV
~pL123T, jet −
∑
jet
~pL123T, jet>10GeV
(
~puncorr.T, jet − ~pL1T, jet
)
−
∑
jet
~pL123T, jet<10GeV
~puncorr.T, jet −
∑
i<jets
~pT, i. (4.6)
The magnitude of ~EmissT is written as E
miss
T .
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CHAPTER 5
DATA AND SIMULATION
In this chapter, we describe the data sample we have studied. We also de-
scribe the Monte Carlo samples used for various purposes in the search.
5.1 8 TeV Data Sample
The search is performed in a data sample corresponding to 19.4 fb−1 of proton-
proton collisions with a center-of-mass energy of 8 TeV collected by CMS in
2012. The integrated luminosity delivered by the LHC versus day is shown
in Figure 5.1. The integrated luminosity collected by the CMS detector is also
shown. The subset of the luminosity collected while all CMS detectors were
operational makes up the 19.4 fb−1.
Events are divided into primary datasets based on the HLT triggers they pass.
Table 5.1 lists the primary datasets used in this search. As described in Chap-
ter 6, some of these primary datasets are only used as control samples. The
data-taking in 2012 was divided into four eras, known as Run2012A, Run2012B,
Run2012C, and Run2013D.
5.2 Simulation
Monte Carlo samples are used to understand the background composition,
validate the data-driven background-estimate methods, evaluate small back-
grounds, and measure the signal efficiency.
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Table 5.1: Primary datasets used in the search.
Dataset Run range
∫ L dt ( pb−1)
/HT/Run2012A-13Jul2012-v1/AOD 190456-193621 807
/HTMHT/Run2012B-13Jul2012-v1/AOD 193833-196531 4421
/HTMHT/Run2012C-24Aug2012-v1/AOD 198022-198913 495
/HTMHT/Run2012C-PromptReco-v2/AOD 198934-203002 6402
/HTMHT/Run2012D-PromptReco-v1/AOD 203768-207469 7274
/MET/Run2012A-13Jul2012-v1/AOD 190456-193621 807
/MET/Run2012B-13Jul2012-v1/AOD 193833-196531 4421
/MET/Run2012C-24Aug2012-v1/AOD 198022-198913 495
/MET/Run2012C-PromptReco-v2/AOD 198934-203002 6402
/MET/Run2012D-PromptReco-v1/AOD 203768-207469 7274
/JetHT/Run2012A-13Jul2012-v1/AOD 190456-193621 807
/JetHT/Run2012B-13Jul2012-v1/AOD 193833-196531 4421
/JetHT/Run2012C-24Aug2012-v1/AOD 198022-198913 495
/JetHT/Run2012C-PromptReco-v2/AOD 198934-203002 6402
/JetHT/Run2012D-PromptReco-v1/AOD 203768-207469 7274
/DoubleMu/Run2012A-13Jul2012-v1/AOD 190456-193621 800
/DoubleMu/Run2012B-13Jul2012-v4/AOD 193833-196531 4421
/DoubleMu/Run2012C-24Aug2012-v1/AOD 198022-198913 495
/DoubleMu/Run2012C-PromptReco-v2/AOD 198934-203002 6402
/DoubleMu/Run2012D-PromptReco-v1/AOD 203768-207469 7274
/DoubleElectron/Run2012A-13Jul2012-v1/AOD 190456-193621 800
/DoubleElectron/Run2012B-13Jul2012-v1/AOD 193833-196531 4421
/DoubleElectron/Run2012C-24Aug2012-v1/AOD 198022-198913 495
/DoubleElectron/Run2012C-PromptReco-v2/AOD 198934-203002 6402
/DoubleElectron/Run2012D-PromptReco-v1/AOD 203768-207469 7274
/SingleMu/Run2012A-PromptReco-v1/AOD 190456-193621 800
/SingleMu/Run2012B-13Jul2012-v1/AOD 193833-196531 4421
/SingleMu/Run2012C-24Aug2012-v1/AOD 198022-198913 495
/SingleMu/Run2012C-PromptReco-v2/AOD 198934-203002 6402
/SingleMu/Run2012D-PromptReco-v1/AOD 203768-207469 7274
/SingleElectron/Run2012A-PromptReco-v1/AOD 190456-193621 800
/SingleElectron/Run2012B-13Jul2012-v1/AOD 193833-196531 4421
/SingleElectron/Run2012C-24Aug2012-v1/AOD 198022-198913 495
/SingleElectron/Run2012C-PromptReco-v2/AOD 198934-203002 6402
/SingleElectron/Run2012D-PromptReco-v1/AOD 203768-207469 7274
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Figure 5.1: Delivered (blue) and recorded (orange) integrated luminosity
versus day.
5.2.1 SUSY Monte Carlo
We use Monte Carlo to evaluate the search’s signal efficiency. As described in
Chapter 6, we find the efficiency as a function of several variables so that a shape
analysis can be performed. In Section 6.3.1 we describe how the efficiency is
evaluated and used. In this section, we describe the SUSY Monte Carlo samples
we consider.
We consider two simplified SUSY models that approximate the models dis-
cussed in Section 2.3.3 [82–85]. The models are called T1bbbb and T1tttt. A dia-
gram depicting each of them is shown in Figure 5.2. In both models, gluinos are
pair produced. In the T1bbbb model, each gluino decays with a 100% branching
fraction to two b quarks and an LSP, while in the T1tttt model, the b quarks are
replaced with t quarks. The Monte Carlo samples are listed in Table 5.2.
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Figure 5.2: Diagrams for the T1bbbb (right) and T1tttt (left) simplified
SUSY scenarios.
We explore a range of kinematics determined by the gluino and LSP mass
values, denoted by mg˜ and mLSP, respectively. One signal scan point is fully
specified by the two masses. Given the simplifications in the models, it is useful
to make no assumptions about the cross section of a scan point and instead
make it the parameter of interest in the search. In the absence of a signal, a 95%
confidence level upper limits is set on the cross section of each scan point. In
addition, at each mg˜ value, the production cross section is calculated at the next-
to-leading order (NLO) plus next-to-leading-logarithm (NLL) level [8, 86–89].
Using these cross sections, an exclusion region is determined.
The gluino production is simulated with MADGRAPH, with up to two par-
tons present in addition to the two gluinos [90]. A data-driven correction is ap-
plied to account for mismodeling of the initial state radiation (ISR). The gluino
decays are simulated using a pure phase-space matrix element with PYTHIA
[91]. The samples are made with the CMS fast simulation program that incorpo-
rates a number of simplifications, for example in the reconstruction algorithms
and detector simulation, to reduce computational requirements [92, 93].
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5.2.2 Standard Model Monte Carlo
The standard model Monte Carlo samples are listed in Table 5.3 along with
their cross sections and equivalent luminosities. The production of multiple
jets through the strong interaction, referred to as QCD, and diboson produc-
tion are simulated with PYTHIA. QCD is produced in bins of the pT of the
parton collision (pˆT), with each having its own cross section. MADGRAPH is
used to simulate the production of the following processes: Drell-Yan produc-
tion of two leptons; the production of W and Z bosons in association with jets
(with Z → νν¯), referred to as W+jets and Z+jets, respectively; and tt production.
Simulated events in which a single-top quark is produced are generated with
POWHEG [94]. The QCD sample is normalized to leading order, and the dibo-
son sample is normalized to NLO. The top-quark samples (tt and single-top) are
normalized to approximate next-to-next-to-leading-order (NNLO) [95, 96]. The
Drell-Yan, W+jets, and Z+jets samples are normalized to the NNLO cross sec-
tion provided by the FEWZ generator [97]. The CMS detector is modeled using
GEANT4 [98].
In both the signal and standard model Monte Carlo samples, the CTEQ6.6
parton distribution functions are used [99,100]. The samples are generated with
pile-up, and a data-driven reweighting is applied so that the distribution is sim-
ilar to that in the data. Parton showering and hadronization is simulated with
PYTHIA. As described in Section 4.4.1, scale factors are applied to correct for the
mismodeling of b tagging.
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Table 5.3: Standard model Monte Carlo samples used in the search. The
equivalent luminosities of the QCD samples span tens of pb−1
to thousands of fb−1.
Sample Dataset name σ (pb)
∫ L dt (fb−1)
QCD QCD Pt-XtoY TuneZ2star 8TeV pythia6 varies
tt TTJets FullLeptMGDecays 8TeV-madgraph 26 462.9
TTJets SemiLeptMGDecays 8TeV-madgraph 104 245.1
TTJets HadronicMGDecays 8TeV-madgraph 104 299.9
Single top T s-channel TuneZ2star 8TeV-powheg 3.79 68.6
Tbar s-channel TuneZ2star 8TeV-powheg 1.76 79.5
T t-channel TuneZ2star 8TeV-powheg 56.4 0.42
Tbar t-channel TuneZ2star 8TeV-powheg 30.7 63.0
T tW-channel-DR TuneZ2star 8TeV-powheg 11.1 44.8
Tbar tW-channel-DR TuneZ2star 8TeV-powheg 11.1 44.5
W+jets WJetsToLNu 250 HT 300 TuneZ2star 8TeV-madgraph 57.3 86.2
WJetsToLNu 300 HT 400 TuneZ2star 8TeV-madgraph 45.7 112.5
WJetsToLNu 400 HT inf TuneZ2star 8TeV-madgraph 30.1 165.2
Z+jets ZJetsToNuNu 100 HT 200 TuneZ2Star 8TeV madgraph 191 52.4
ZJetsToNuNu 200 HT 400 TuneZ2Star 8TeV madgraph 49.4 197.4
ZJetsToNuNu 400 HT inf TuneZ2Star 8TeV madgraph 6.28 812
Drell-Yan DYJetsToLL HT-200To400 TuneZ2Star 8TeV-madgraph 23.43 295
DYJetsToLL HT-400Toinf TuneZ2Star 8TeV-madgraph 3.36 812
Diboson WW TuneZ2star 8TeV pythia6 tauola 55 182
WZ TuneZ2star 8TeV pythia6 tauola 32.3 310
ZZ TuneZ2star 8TeV pythia6 tauola 17.654 555
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CHAPTER 6
SEARCH FOR SUPERSYMMETRY WITH BOTTOM-QUARK JETS AND
MISSING TRANSVERSE ENERGY
In this chapter, we describe the search for supersymmetry we have per-
formed in a data sample of reconstructed events. In Section 6.1, we describe
the event selection defining the signal region and a number of control regions.
We compare the data with the Monte Carlo samples in these regions in Section
5. A global likelihood model is used to determine the signal and background
yields in these regions. This is described in Section 6.3. We conclude the chapter
with the results of the search, which are presented in Section 6.4.
6.1 Event Selection
In this section, we describe the event selections that define the signal region and
a number of control regions. The triggers and offline cuts that define the signal
region are described in Sections 6.1.1 and 6.1.2, respectively. They are chosen to
reject standard model events and efficiently accept events from signal models,
such as T1bbbb and T1tttt, over a wide range of possible kinematics.
Standard model processes with large EmissT , jets, and b jets look similar to
signal and must be rejected. At least one b jet is produced in tt and single-top
events when the top quark decays as t → Wb. These events can have large EmissT
when the W decays leptonically to a charged lepton and a neutrino that escapes
detection (W → lν). Large EmissT created by neutrinos is also found in W+jets
and Z+jets events. In QCD events, EmissT arises from the misreconstruction of
jets. All of these processes produce jets or are associated with ISR jets that can
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be mistagged as b jets. In Section 6.1.3, we define the control regions used to
estimate the background that remains after the event selection is applied.
6.1.1 Trigger Selection
The logical OR of three HLT triggers is used to select signal region events. The
triggers are based on EmissT , jet multiplicity, and the scalar sum of jet pT, called
HT. These quantities are evaluated using a trigger version of particle-flow re-
construction and identification. Jets with pT > 40 GeV and η < 3.0 contribute
to HT. The name and a description of each trigger is given below. In the last
two eras of the run, pile-up subtraction techniques were incorporated into the
HLT, and the EmissT requirement of one of the triggers changed; these changes are
reflected in the second set of names given in the parenthesis.
• HLT PFHT350 PFMET100 (HLT PFNoPUHT350 PFMET100): This EmissT -
HT cross-trigger is seeded by L1 HT triggers. In addition to requiring EmissT
> 100 GeV and HT > 350 GeV, this trigger requires HmissT > 150 GeV, where
HmissT is defined as the magnitude of ~H
miss
T , which is the negative vector sum
of jet pT (in this case, computed from jets with pT > 30 GeV reconstructed
using only the calorimeters).
• HLT PFHT650 (HLT PFNoPUHT650): This trigger has the same L1 seed
as the previous one and requires HT > 650 GeV. It has no EmissT requirement;
therefore, high-HT, low-EmissT events are accepted with a high efficiency.
• HLT DiCentralPFJet50 PFMET80
(HLT DiCentralPFNoPUJet50 PFMETORPFMETNoMu80): This dijet-
EmissT cross-trigger requires at least two jets with corrected pT > 50 GeV
79
and |η| < 2.6 and has two EmissT requirements: the default particle-flow EmissT
must be larger than 80 GeV, and the EmissT calculated from jets with pT > 30
GeV and |η| < 3.0 reconstructed using only the calorimeters is required to
be larger than 80 GeV. This trigger is seeded by L1 triggers also based on
the presence of two or more jets and EmissT . It enhances the efficiency for
accepting low-EmissT events with moderate HT. The dijet leg of the trigger
is fully efficient for the offline jet cuts defined in Section 6.1.2.
The logical OR of these triggers is not fully efficient at the lowest values of
EmissT and HT accepted by the offline cuts. The efficiency is measured in the E
miss
T -
HT bins used in the analysis and then accounted for where necessary. Trigger-
level EmissT -resolution effects cause the efficiency with respect to offline E
miss
T to
depend on whether the source of the EmissT is fake, as is the case in QCD events
where EmissT results from the misreconstruction of jets, or real, as is the case in
events where a neutrino is produced in a leptonicW decay. The trigger efficiency
is therefore measured separately for these two classes of events. The efficiency
for fake-EmissT events is measured in a QCD-dominated dominated sample se-
lected by requiring no leptons; the events are collected using a prescaled trigger
with a low HT threshold. Single-top, tt, and W+jets events with real-EmissT are se-
lected by requiring one electron or muon. The trigger efficiency for these events
is found to depend on the lepton. Therefore, an efficiency is measured for each,
and the two measurements are averaged based on the expected composition in
the bin to give the real-EmissT efficiency. The events used in these measurements
are collected with single-electron and single-muon triggers.
The fake- and real-EmissT trigger efficiencies are shown in Tables 6.1 and 6.2,
respectively. In the plateau region, the two lowest and two highest HT bins are
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Table 6.1: Trigger efficiencies in the fake-EmissT sample. The uncertainty
refers to the width of the beta-distribution constraint described
in Section 6.3. The HT and EmissT bin ranges are in units of GeV.
400 <HT < 500 500 <HT < 800 800 <HT < 1000 HT > 1000
125 <EmissT < 150 0.8 ± 0.14 0.67 ± 0.12 1.000 ± 0.021 1.000 ± 0.021
150 <EmissT < 250 0.83 ± 0.17 1.000 ± 0.074 1.000 ± 0.021 1.000 ± 0.021
250 <EmissT < 350 1.000 ± 0.056 1.000 ± 0.056 1.000 ± 0.021 1.000 ± 0.021
EmissT > 350 1.000 ± 0.056 1.000 ± 0.056 1.000 ± 0.021 1.000 ± 0.021
Table 6.2: Trigger efficiencies in the real-EmissT sample. The uncertainty
refers to the width of the beta-distribution constraint described
in Section 6.3. The HT and EmissT bin ranges are in units of GeV.
400 <HT < 500 500 <HT < 800 800 <HT < 1000 HT > 1000
125 <EmissT < 150 0.904 ± 0.025 0.953 ± 0.015 1.000 ± 0.015 1.00 ± 0.011
150 <EmissT < 250 0.983 ± 0.012 0.996 ± 0.010 1.000 ± 0.011 1.000 ± 0.011
250 <EmissT < 350 1.000 ± 0.011 1.000 ± 0.010 1.000 ± 0.014 1.000 ± 0.011
EmissT > 350 1.000 ± 0.011 1.000 ± 0.010 1.000 ± 0.014 1.000 ± 0.011
combined to reduce the statistical uncertainty. The uncertainty is the combina-
tion of statistical and systematic uncertainties. Two systematic uncertainties are
considered. The first is only applicable to the real-EmissT efficiency. It is the uncer-
tainty in the proportion of electron versus muon events used in the averaging.
The second accounts for differences between the composition of events used in
the measurement and the composition of events the efficiencies are applied to.
6.1.2 Offline Cuts
In this section, the offline cuts defining the signal region are described. The sig-
nal region is referred to as the zero-lepton (ZL) signal region or sample, because
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events with isolated particle-flow electrons and muons are vetoed with a charged
lepton veto. The cuts are summarized in Table 6.3.
Each event must have at least one primary vertex. In addition, the primary
vertex with the largest sum of track pT2 associated to it must satisfy the follow-
ing requirements: |z| < 24 cm, r < 2 cm, and number of degrees of freedom >
4.
Each event must contain at least three good jets. A good jet is defined as a jet
that has pT > 50 GeV, |η| < 2.4, and passes a set of loose quality cuts designed to
reject fake jets. The quality cuts are as follows:
• the fraction of the jet’s energy carried by neutral hadrons should be less
than 0.99;
• the fraction of the jet’s energy carried by photons should be less than 0.99;
• the fraction of the jet’s energy carried by electrons should be less than 0.99;
• the fraction of the jet’s energy carried by charged hadrons should be
greater than 0;
• the number of constituents should be 2 or more;
• and the number of charged constituents (i.e. electrons, muons, and
charged hadrons) should be 1 or more.
Two additional jet-related cuts are used to select events with a large amount
of hadronic activity. First, HT must be larger than 400 GeV, where HT is cal-
culated from the good jets. Second, the leading two good jets must have pT >
70 GeV; this cut ensures that the dijet leg of the dijet-EmissT cross trigger is fully
efficient in the signal region.
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One or more of the good jets is required to b tagged. As described in Section
4.4.1, we use the medium working point of the CSV tagging algorithm.
Events containing one or more high-quality, isolated electrons with pT > 10
GeV and |η| < 2.5 are vetoed. The quality cuts are on the geometrical match-
ing between the electron’s track and ECAL cluster (i.e. the distance in η and φ
between the extrapolated track and the ECAL cluster), calorimeter information
(i.e. the width of the ECAL cluster in η and the fraction of energy deposited
in the HCAL), and the compatibility with the primary vertex and beamspot.
Electron relative isolation is defined as
Ie =
∑
charged
pT +
( ∑
neutral
pT − ρAe f f
)
pT
, (6.1)
where the first sum is over the charged hadrons within ∆R < 0.3, the second sum
is over the neutral hadrons and photons within ∆R < 0.3, ρ is the average energy
density of the event, and Ae f f is the η dependent effective area of the isolation
cone. The subtraction of ρAe f f removes a great deal of pile-up sensitivity; note
that it is not allowed to make the term in parenthesis fall below zero. An electron
is considered isolated when Ie < 0.15.
Events containing one or more high-quality, isolated muons with pT > 10
GeV and |η| < 2.4 are vetoed. The quality cuts require a minimum number of
hits (i.e. ≥ 1 hit in the pixel detector, ≥ 6 tracker layers hit, and ≥ 2 muon stations
with segments, where a station is a group of detector layers associated with
one of the magnet’s return yoke layers), a good global fit (i.e. χ2 per number of
degrees of freedom < 10 and ≥ 1 muon chamber hit included), and compatibility
83
with the primary vertex and beamspot. Muon relative isolation is defined as
Iµ =
∑
charged
ET +
( ∑
neutral
ET − ∆β
)
pT
, (6.2)
where the first sum is over the charged hadrons within ∆R < 0.4, the second
sum is over the neutral hadrons and photons within ∆R < 0.4, and ∆β is a pile-up
correction equal to half of the energy carried by charged particles not originating
from the primary vertex (dividing by two roughly converts the energy carried
by charged particles to the energy carried by neutral particles) [101]. The term in
the parenthesis is not allowed to fall below zero. A muon is considered isolated
when Iµ < 0.20.
Events with isolated tracks that are compatible with the primary vertex and
have pT > 15 GeV and |η| < 2.4 are also vetoed. A track’s relative isolation is
defined as
Itrack =
∑
tracks
pT
pT
, (6.3)
where the sum is over all other tracks within ∆R < 0.3 that are compatible with
the primary vertex and have pT > 2 GeV. A track is considered isolated when
Itrack < 0.05.
Events are required to have EmissT > 125 GeV. In addition, a number of cuts
that reject events with anomalous EmissT are applied. These E
miss
T -cleaning cuts are
described in Appendix C.
Finally, a cut on a novel variable, called ∆φˆmin, is used to reject QCD events.
The variable is described in Section 6.1.2.1. Events are required to have ∆φˆmin >
4.0.
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Table 6.3: Summary of offline cuts defining the ZL signal region
Cut Notes
≥ 1 primary vertex
≥ 3 jets lead two with pT > 70 GeV, ≥ 1 b tagged
HT > 400 GeV
0 isolated electrons
0 isolated muons
0 isolated tracks
EmissT > 125 GeV
EmissT cleaning described in Appendix C
∆φˆmin > 4.0 described in Section 6.1.2.1
6.1.2.1 ∆φˆmin Variable
In QCD events with large EmissT , most of the E
miss
T is typically the result of a large
mismeasurement of a single jet’s pT. A large mismeasurement, described by
the non-Guassian tails of the jet pT resolution, can be caused, for example, by a
dead or non-instrumented region in the detector or by a neutrino produced in
a semileptonic b-hadron decay. A depiction of a typical, large-EmissT QCD event
in the transverse plane is shown in Figure 6.1. The grey arrows represent the
true jet pT, which are perfectly balanced to give EmissT = 0, and the black arrows
represent the measured jet pT. In this event, jet i is drastically under-measured,
and the ~EmissT is closely aligned with this jet. That is, ∆φi is small. The remaining
jets are well-measured; their measurements are described by the Gaussian core
of the jet pT resolution.
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Figure 6.1: Typical large-EmissT QCD event in the transverse plane.
A common way to reject such events is to require a small ∆φ between the
~EmissT and the lead jets in the event. For example, some searches require ∆φmin
> 0.3 radians, where ∆φmin is defined as the minimum ∆φ between ~EmissT and
the lead three jets in the event (i.e. ∆φmin = min(∆φ1,∆φ2,∆φ3)). While this dis-
criminating variable allows for an efficient rejection of large-EmissT QCD events,
it is strongly correlated with EmissT ; this precludes the use of simple background
estimate methods that exploit a lack of correlation between variables. The corre-
lation with EmissT can be seen in Figure 6.2(a). This figure also shows the general
behavior that QCD peaks at low values of ∆φmin.
The correlation can be viewed as a changing resolution effect on ∆φmin. If we
assume that the effect of angular mismeasurement is small compared to that of
pT mismeasurement, a jet only contributes to ~EmissT in the direction of its pT. At
high EmissT values, the non-Gaussian mismeasurement of jet i is very large. The
Gaussian mismeasurements of the other jets in the event, which also contribute
to ~EmissT , are small in comparison and smear the ~E
miss
T away from jet i by a small
angle. Therefore, the ∆φmin resolution is good. At low EmissT values, the resolution
is poor, because the Gaussian mismeasurements can smear the ~EmissT away by a
large angle.
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Figure 6.2: Unit normalized distributions of ∆φmin (left) and ∆φˆmin (right)
in slices of EmissT in QCD Monte Carlo. All signal region cuts
except those on ∆φˆmin and EmissT are applied. The E
miss
T ranges
are in units of GeV. The right-most bin includes overflow.
By dividing ∆φi by an estimate for its resolution (σ∆φi), we can create a dis-
criminating variable that is much less correlated with EmissT . The variable is de-
fined as
∆φˆmin = min(∆φˆ1,∆φˆ2,∆φˆ3), (6.4)
where
∆φˆi =
∆φi
σ∆φi
. (6.5)
A simple model of the smearing is used to evaluate σ∆φi . We define Ti as the
resolution of the total pT mismeasurement perpendicular to jet i. It is taken as a
sum in quadrature of the resolution of each jet’s mismeasurement perpendicular
to jet i:
Ti =
√∑
j∈jets
(
σpT j sinα j
)2
, (6.6)
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where the sum is over all good jets with the following modified pT and η cuts:
pT > 30 GeV and |η| < 5.0. σpT j is the pT resolution of jet j, and the angle α j can be
determined from the ~pT of jets i and j. σpT is taken as 10% for all jets; the result
is not sensitive to this simplifying assumption. From Ti, we can compute σ∆φi :
σ∆φi = sin
−1
(
Ti
EmissT
)
. (6.7)
When Ti is larger than EmissT , the argument is taken as unity.
Figure 6.2(b) shows that ∆φˆmin is relatively uncorrelated with EmissT . In defin-
ing the signal region, we require ∆φˆmin > 4.0. This cut is ∼ 80% efficient for signal
while being only ∼ 10% efficient for QCD. ∆φˆmin is derived under the assump-
tion that the drastically mismeasured jet is under-measured, but the cut can also
reject events in which the drastically mismeasured jet is over-measured. In these
events, the EmissT points opposite to the drastically mismeasured jet, which is a
likely place for different lead jet.
The lack of correlation between ∆φˆmin and EmissT was exploited to estimate the
QCD background in our analysis of the 7 TeV data sample, which is summa-
rized in Appendix A. The shape of ∆φˆmin was measured in a low-EmissT sideband
and then used as a prediction for the shape at high EmissT . In the search described
here, the lack of correlation is less critical.
6.1.3 Control Samples
Control samples dominated by standard model events are used to estimate the
background in the signal region. In this section, we provide describe the event
selections that form these samples.
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Events failing the ∆φˆmin cut and passing the rest form a low delta phi (LDP)
control sample. The LDP control sample is dominated by QCD events at low
values of EmissT , HT, and b-tag multiplicity. At higher values, other standard
model processes can contribute as much as ∼ 50 %. This can be seen in Figure
6.6, for example.
A control sample dominated by tt, single-top, and W+jets events is formed
by selecting events with exactly one isolated electron or muon. The events that
form this single lepton (SL) control sample must satisfy the rest of the signal
region requirements except the isolated track veto. In addition, the transverse
mass must satisfy mT < 100 GeV. The transverse mass is defined as
mT =
√
2ET, leptonEmissT (1 − cos ∆φ), (6.8)
where ∆φ is the azimuthal angle between the ~EmissT and the electron or muon.
Excluding detector effects, mT has a kinematic upper limit at the mass of the
W boson in standard model events, while no such limit exists in SUSY events.
Therefore, this cut suppresses signal contamination in the SL control sample.
The high purity of the SL control sample (neglecting signal contributions) can
be seen in Figure 6.5.
Control samples of Z → µ+µ− and Z → e+e− events collected with di-electron
and di-muon triggers are used to estimate the Z+jets background. They are
referred to as the Zee and Zµµ control samples, respectively. They are described
in further detail in Section 6.3.4.
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6.1.4 Three-Dimensional Binning
The search is performed in the binned, three-dimensional shape of EmissT , HT,
and b tag multiplicity (Nb−jet). There are four EmissT bins, four HT bins, and three
Nb−jet bins. The EmissT binning is as follows: 125 - 150 GeV, 150 - 250 GeV, 250 - 300
GeV, and > 300 GeV. The EmissT bins are labeled as METi or Mi. The HT binning
is as follows: 400 - 500 GeV, 500 - 800 GeV, 800 - 1000 GeV, and > 1000 GeV. The
HT bins are labeled as HT j or H j. Finally, the Nb−jet is as follows: =1, =2, and ≥3.
The Nb−jet bins are sometimes labeled as kb.
The binning was chosen based on optimization studies. Toy data samples
with and without T1bbbb contributions were generated from the Monte Carlo
expectations. A variety of T1bbbb scan points were used. In toys with signal
included, we checked the mean significance on the signal cross section for dif-
ferent binning scenarios. In toys without signal, we checked the 95% confidence
level upper limit on the signal cross section. These studies showed that the op-
timal performance of the analysis depended on the number of bins in EmissT , HT,
and Nb−jet, but not the bin boundaries. We also chose the HT threshold based on
these studies. The EmissT threshold was determined by the trigger threshold.
The ZL, SL, and LDP samples are binned in these three variables. The Zee
and Zµµ samples have a loose b tag multiplicity cut applied and are binned in
EmissT and HT. A sample name (e.g. ZL) and a bin coordinate (i.e. Mi H j( kb) or
i, j(, k)) specify one bin or event count. The highest-EmissT , lowest-HT combination
(i.e. M4 H1) is at an extreme limit of phase space and is therefore only sparsely
populated by background or signal events. These event counts are excluded
from the search, leaving 165 in total. Figure 6.3 gives a graphical overview of
the binning.
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Figure 6.3: Graphical overview of the binning of the signal and control
samples.
6.2 Data - Monte Carlo Comparisons
In this section, we compare the distributions of various variables in data and
Monte Carlo. While Monte Carlo is not directly used to estimate the largest
backgrounds, it is used to validate the background estimate methods and in
some cases to derive systematic uncertainties. The comparisons below also give
a sense of relative size of each background.
The standard model Monte Carlo samples listed in Table 5.3 are stacked in
the plots below. The Drell-Yan contribution is very small; therefore, it is not
included in the plots in this section. The plots are overlaid with example sig-
nals from the T1bbbb model introduced in Section 5.2. Each example signal is
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Figure 6.4: Data - Monte Carlo comparison in ZL signal region. The left
plot shows the Nb−jet distribution. The middle and right plot
show the EmissT and HT distributions for events with Nb−jet ≥ 3,
respectively. The uncertainties are statistical.
defined by the two masses involved, (mg˜, mLSP). Some general features of the
signal models will be pointed out below.
Figure 6.4 shows a data - Monte Carlo comparison of the Nb−jet, EmissT , and
HT distributions in the ZL signal region. The dashed lines in the EmissT and HT
plots denote bin boundaries. One can see from these plots that while QCD is
one of the biggest sources of background at low values of Nb−jet, EmissT , and HT,
it is small at high values. The shape of the signal depends strongly on the mg˜-
mLSP mass splitting. Models with large mass splittings populate higher values
of Nb−jet, EmissT , and HT.
Figure 6.5 shows a similar comparison for the SL control region, which is
dominated by tt, single-top, and W+jets events. The T1bbbb model does not
produce isolated leptons, so no potential signal contamination can be seen. Iso-
lated leptons can be produced in the T1tttt model in the decay of the top quarks.
92
b-jetN
=1 =2 3≥
Ev
en
ts
210
310
410
Data
(600, 500) GeV
T1bbbb
(1225, 150) GeV
T1bbbb
tt
W+jets
Single top
QCD
Z+jets
Diboson
 = 8 TeVs, -1CMS, L = 19.4 fb
SL
b-jetN
=1 =2 3≥
D
at
a/
M
C
0.8
1
1.2
 (GeV)missTE
150 200 250 300 350 400 450 500
Ev
en
ts
 / 
12
 G
eV
1
10
210
310
Data
(600, 500) GeV
T1bbbb
(1225, 150) GeV
T1bbbb
tt
W+jets
Single top
QCD
Z+jets
Diboson
 = 8 TeVs, -1CMS, L = 19.4 fb
 3≥ b-jetSL, N
 (GeV)missTE
150 200 250 300 350 400 450 500
D
at
a/
M
C
0
1
2
 (GeV)TH
500 1000 1500 2000
Ev
en
ts
 / 
50
 G
eV
1
10
210
310
Data
(600, 500) GeV
T1bbbb
(1225, 150) GeV
T1bbbb
tt
W+jets
Single top
QCD
Z+jets
Diboson
 = 8 TeVs, -1CMS, L = 19.4 fb
 3≥ b-jetSL, N
 (GeV)TH
500 1000 1500 2000
D
at
a/
M
C
0
1
2
Figure 6.5: Data - Monte Carlo comparison in SL control region. The left
plot shows the Nb−jet distribution. The middle and right plot
show the EmissT and HT distributions for events with Nb−jet ≥ 3,
respectively. The uncertainties are statistical.
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Figure 6.6: Data - Monte Carlo comparison in LDP control region. The left
plot shows the Nb−jet distribution. The middle and right plot
show the EmissT and HT distributions for events with Nb−jet ≥ 3,
respectively. The uncertainties are statistical.
Figure 6.6 shows a similar comparison for the LDP control region. This con-
trol region is mostly dominated by QCD, but non-QCD contributions can be
significant.
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6.3 Likelihood Model
We define a likelihood model that allows for the simultaneous determination
of the signal and background yields in all signal-region and control-region bins
using the method of maximum likelihood. Each signal scan point is consid-
ered separately. The 95% confidence level upper limit is set on the parameter of
interest, the signal cross section, using the CLs technique.
The likelihood model has as its observables the 165 event counts observed
in the data. Each event count has a corresponding Poisson probability density
function (PDF). The Poisson PDF for bin i, j, k of sample S (=ZL, SL, LDP, Zee,
Zµµ) is written as
P(NS ;i, j,k | nS ;i, j,k) =
nNS ;i, j,kS ;i, j,k
NS ;i, j,k!
e−nS ;i, j,k , (6.9)
where NS ;i, j,k is the event count observed in the data and nS ;i, j,k is the yield pa-
rameter. As is done in the Barlow-Beeston method, multiple contributions can
add to form nS ;i, j,k [102]. The contribution from one component (i.e. SUSY, QCD,
etc.) before accounting for the trigger efficiency is written as µCS ;i, j,k, where C is
the component. Some of the µCS ;i, j,k parameters are nuisance parameters while
others are functions of nuisance parameters.
Other nuisance parameters represent quantities measured external to the
likelihood model. Each of these has a corresponding lognormal or beta-
distribution PDF constraining it to its measured value [1]. A lognormal PDF
is used when the nuisance parameter, x, is constrained to x > 0. A lognormal
PDFs is defined as
lnN(x |M, S ) = 1
x
√
2piS
e−
(ln x−M)2
2S 2 , (6.10)
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where S and M are parameters fixed such that the median equals the exter-
nally measured value and the geometric standard deviation equals ln(1 + σrel)
with σrel = δx/x being the relative uncertainty of the measurement. A beta-
distribution PDF is used when the nuisance parameter is constrained to 0≤x≤1,
as is the case for for an efficiency. The beta-distribution PDFs are written as
Be(x |α, β) = Γ(α + β)
Γ(α)Γ(β)
xα−1(1 − x)β−1, (6.11)
where Γ(k) is the gamma function and α and β are fixed such that the mode
equals the externally measured value and the square root of the variance equals
the measured uncertainty.
We refer to the δx of the lognormal PDF and the square root of the variance
of the beta-distribution PDF as the PDFs’ widths. Nonzero widths account for
uncertainties in the measurements. Additional uncertainty is sometimes intro-
duced with nuisance parameters constrained to a lognormal PDF with a median
set to unity and a width set to the measured uncertainty.
Externally measured quantities 100% correlated with each other are treated
differently. They are represented in the likelihood model by parameters mapped
to a single underlying nuisance parameter with a corresponding Gaussian PDF.
The mapping gives each parameter the correct distribution and sign. All of the
correlated parameters in this search are given a lognormal PDF.
The treatment of the signal models is discussed in Section 6.3.1. The major
backgrounds in each ZL bin are determined through relationships to the control
region parameters. These relationships are discussed in Sections 6.3.2-6.3.4. The
treatment of small backgrounds is discussed in Section 6.3.5. In Section 6.3.6,
we summarize the likelihood model.
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6.3.1 Signal Model
The signal models we consider can contribute significantly to the ZL, SL, and
LDP samples. The signal yield parameter for a given bin in one of these samples,
S , before correcting for trigger efficiency is
µSUSYS ;i, j,k = σLint S ;i, j,k S SUSYS ;i, j,k, (6.12)
where σ is the floating signal cross section, Lint is the integrated luminosity,
S ;i, j,k is the efficiency for the signal to populate bin i, j, k, and S SUSYS ;i, j,k is a term
accounting for uncertainty. The efficiency is computed using Monte Carlo; it is
the number of events in bin i, j, k of sample S divided by the number of events
generated.
The uncertainty term, S SUSYS ;i, j,k, is a function of multiple parameters introducing
uncertainty from various sources. The uncertainties are:
• Jet Energy Scale: The jet energy scale (JES) of jets with pT > 10 GeV is var-
ied by pT and η-dependent uncertainties [103]. Jets with pT < 10 GeV are
treated as unclustered energy, described below. The uncertainties are also
propagated into EmissT . The fractional change in efficiency for two example
signal points is shown in Figure 6.7
• Jet Energy Resolution: Varying the jet energy resolution (JER) by its un-
certainty results in a bin-independent uncertainty of 2%.
• Unclustered Energy: The EmissT arising from objects other than electrons,
muons, and jets with pT > 10 GeV is varied by ±10%. The resulting un-
certainty is less than 1% in all bins; therefore, we use a bin-independent
uncertainty of 1%.
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Figure 6.7: Fractional change in efficiency for two T1bbbb example signal
points when the JES is varied up. The x axis shows the EmissT
and HT bin; Nb−jet is integrated over.
• b-tagging Efficiency: The b-tag scale factors discussed in Section 4.4.1 are
varied by their uncertainties.
• Mistag Rate: The scale factors that correct the Monte Carlo’s mistag rate
are also varied by their uncertainties.
• Parton Distribution Functions: The uncertainty due to the parton dis-
tribution functions used in Monte Carlo is computed according to the
PDF4LHC recommendations [104]. The following parton distribution sets
are considered: CTEQ6.6, MSTW, and NNPDF [100,105,106]. The size of
the uncertainty ranges from a few percent at signal scan points with large
mass splittings to approximately 20% at signal scan points with small mass
splittings.
• EmissT Cleaning: The EmissT cleaning cuts mentioned in Section 6.1.2 and de-
scribed in detail in Appendix C have a small effect on the signal efficiency.
The noisy jet filter rejects about 3% of events, and the rest reject less than
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1%. The uncertainty on the signal efficiency due to EmissT -cleaning is con-
servatively taken as the full size of the rejection, or 3.1%. The estimate of
the size of the effect is cross-checked in data using Z → `+`− events.
• Luminosity: The uncertainty on the integrated luminosity is 4.4% [107].
• ISR: The ISR correction mentioned in Section 5.2.1 is varied by its uncer-
tainty. The size of the resulting uncertainty on the signal efficiency ranges
from a few percent at signal scan points with large mass splittings to ap-
proximately 20% at signal scan points with small mass splittings and de-
pends strongly on the kinematic bin.
• Monte Carlo Statistics: The statistical uncertainty of the signal Monte
Carlo is also accounted for.
The uncertainties related to b-tag efficiency and mistag rate are evaluated
separately for each T1bbbb and T1tttt scan point. We expect the uncertainties
related to JES, parton distribution functions, and ISR to vary gradually over the
scan plane. This allows us to reduce the effects of limited statistics by merging
nearby points when evaluating these uncertainties. We merge squares of four
points.
Some of the uncertainties are evaluated separately in each bin i, j, k (or
merged bin) of each sample S (=ZL, SL, LDP), while others are assumed to be
independent of the sample and/or one or more of the binning dimensions. The
dependence of each uncertainty measurement is given in Table 6.4. The table
also states whether or not a given uncertainty is assumed to be 100% correlated
across the samples and bins.
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Table 6.4: Summary of uncertainties on signal yield. When an uncertainty
is independent of sample, S , and the binning in i, j, and k, a dash
is present in the Depends on and Correlated columns. When an
uncertainty is correlated (uncorrelated) across the samples and
bins, a Y for yes (N for no) is present in the Correlated column.
Source Depends on Correlated Likelihood parameter
JES S , i, j Y S JESS ;i, j
JER - - SG
Unclustered energy - - SG
b-tag efficiency S , i, j, k Y S b tagS ;i, j,k
Mistag rate S , i, j, k Y S mistagS ;i, j,k
Parton distributions S , i, j Y S partonS ;i, j
EmissT cleaning - - SG
Luminosity - - SG
ISR S , i, j Y S ISRS ;i, j
Statistics S , i, j, k N S stat.S ;i, j,k
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The four uncertainties independent of sample and bin are accounted for with
one nuisance parameter constrained with a lognormal PDF with a median equal
to unity and a width equal to the quadratic sum. This is reflected in Table 6.4,
which shows the parameter name corresponding to each uncertainty. The total
uncertainty on the signal yield is
S SUSYS ;i, j,k = SG S
JES
S ;i, j S
ISR
S ;i, j S
b tag
S ;i, j,k S
mistag
S ;i, j,k S
parton
S ;i, j S
stat.
S ;i, j,k. (6.13)
6.3.2 Estimate of Top and W Backgrounds
The tt, single-top, and W+jets events entering the ZL sample typically contain a
leptonic W decay, where the neutrino produced in the decay creates large EmissT
and the charged lepton passes the charged lepton and track vetoes. We esti-
mate these backgrounds together because they have the same mechanisms for
creating EmissT and a charged lepton. We refer to them collectively as top+W or
ttWj. The dominant process of the three, making up about 55-95% of the total
depending on the bin, is tt. In most tt events, one W decays leptonically, and
the other decays hadronically; this is referred to as a semileptonic tt decay. The
leading Feynman diagram for tt production and semileptonic decay is shown in
Figure 6.8.
We use the SL sample to estimate the top+W yield in the ZL sample. As
already described, the standard model contribution to the SL sample is domi-
nated by top+W. On average, contamination from QCD and Z+jets represents
about 1% of a given SL bin’s standard model contribution. As will be shown,
this is small compared to the uncertainties involved; therefore, it is neglected.
Contamination from Diboson, Drell-Yan, and signal events is accounted for. The
100
Top+W Background 
May 28, 2013 Ben Kreis: A Search for SUSY with Bottom Quarks 24 
•  We estimate ttbar, single top, and W+jets (“Top+W”) 
altogether. 
–  All three have W"lν decay in common. 
•  Suppress by vetoing events with an isolated electron, 
muon, or track 
•  Biggest contributor is usually semi-leptonic ttbar: 
 
•  Dominant background in signal region 
t¯g
t
g
g
W−
q
q¯
b
lepton that slips 
through veto 
MET 
(b-) jets 
’ 
W+
b
ν¯
l+
W−
q
q¯
b¯¯
b
Figure 6.8: Leading Feynman diagram for tt production and semileptonic
decay.
total yield parameter for bin i, j, k of the SL sample is
nSL;i, j,k = reali, j
(
µ
ttWj
SL;i, j,k + µ
DB+DY
SL;i, j,k + µ
SUSY
SL;i, j,k
)
, (6.14)
where reali, j represents the measured real-E
miss
T trigger efficiency, µ
SUSY
SL;i, j,k is given
by Equation 6.12, and µDB+DYSL;i, j,k is the Diboson (DB) and Drell-Yan (DY) contami-
nation. µDB+DYSL;i, j,k is given by
µDB+DYSL;i, j,k = m
DB+DY
SL;i, j,k S
DB+DY, (6.15)
where mDB+DYSL;i, j,k is a constant equal to the number Diboson and Drell-Yan events
in bin i, j, k of the SL sample in Monte Carlo and S DB+DY is a sample and bin-
independent nuisance parameter introducing a systematic uncertainty of 100%.
The SL Poisson PDFs, P(NSL;i, j,k|nSL;i, j,k), constrain µttWjSL;i, j,k. To estimate the
top+W yield in the ZL sample, we make µttWjZL;i, j,k a function of µ
ttWj
SL;i, j,k. The func-
tion we choose is based on the observation made in Monte Carlo that the three-
dimensional EmissT -HT-Nb−jet shape of top+W events in the SL sample is similar to
that in the ZL sample. A comparison in each dimension is shown in Figure 6.9.
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Figure 6.9: Unit normalized distributions of EmissT (left), HT (center), and
Nb−jet (right) in top+W Monte Carlo. The blue histogram shows
SL events, and the red histogram shows ZL events. The ZL/SL
ratio is shown at the bottom.
The function is
µ
ttWj
ZL;i, j,k = S
σW
i, j,k S
σt
i, j,k S
ttWj
i, j,k R
ttWj
ZL/SL µ
ttWj
SL;i, j,k, (6.16)
where RttWjZL/SL is a bin-independent, floating normalization factor, S
ttWj
i, j,k accounts
for differences in the shape, and S σti, j,k (S
σW
i, j,k) introduces a systematic uncertainty
on the single-top (W+jets) cross section. S ttWji, j,k , S
σt
i, j,k, and S
σW
i, j,k are described in
more detail below.
The S ttWji, j,k factors are nuisance parameters representing external measure-
ments of the differences in the top+W shape in the ZL and SL samples. They
are constrained with lognormal PDFs with medians and widths derived from
Monte Carlo. The medians are normalized ZL-to-SL ratios. To compute the
ratio for a given bin, the number of ZL top+W events in the bin is divided by
corresponding number of SL events, and then this ratio is normalized by divid-
ing it by the ratio averaged over all bins. This procedure is done using the four
EmissT bins, four HT bins, and three Nb−jet bins without excluding the highest-E
miss
T ,
lowest-HT combination.
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The normalized ZL-to-SL ratios for all bins are shown in Figure 6.10. If the
shapes of the ZL and SL samples were the same, the normalized ZL-to-SL ratios
would all be consistent with unity. We observe deviations as large as 20-50%.
The size of the deviation depends most strongly on HT. As HT increases, charged
leptons are less likely to be isolated, and as a result, more events enter the ZL
sample. There is also a dependence on EmissT . Large-E
miss
T tends to be the result
of a neutrino boosted in the direction of the parent W. The charged lepton,
traveling in the direction opposite to the neutrino in the W’s frame, has lower
pT in the lab frame, making it less likely to have pT above the charged lepton
and track vetoes’ pT cuts. Therefore, large-EmissT events are more likely to enter
the ZL sample.
The total uncertainty of a normalized ZL-to-SL ratio, which determines the
width of the corresponding lognormal PDF, is defined as the ratio’s statistical
uncertainty added in quadrature with 50% of its difference from unity. The latter
is a total systematic uncertainty large enough to cover the individual sources of
systematic uncertainty. We describe these individual sources in Section 6.3.2.1
The statistical uncertainties and the total uncertainties are shown in Figure 6.10.
tt, single-top, and W+jets events do not have exactly the same ZL-to-SL ra-
tios, so the S ttWji, j,k constraints depend on the weighting of the three types of events
determined by their theoretical cross sections. The S σti, j,k and S
σW
i, j,k factors in Equa-
tion 6.16 introduce uncertainty in the weighting. They are constrained with
lognormal PDFs. S σti, j,k has a median equal to unity and a width equal to the
average relative deviation in the normalized ZL-to-SL ratio when the single-top
cross section is varied by ±30% [108]. S σWi, j,k is computed the same way with the
W+jets cross section varied by ±100% [109]. The widths constraining S σti, j,k and
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Figure 6.10: Central values and uncertainties for S ttWji, j,k factors measured in
top+W Monte Carlo. The inner error bars show the statisti-
cal uncertainty, and the outer error bars show the total uncer-
tainty.
S σWi, j,k are shown in Figure 6.11.
6.3.2.1 Cross Checks
In this section, we describe cross checks that show that the uncertainties of the
S ttWji, j,k factors used in the top+W background estimate cover the uncertainties as-
sociated with the Monte Carlo modeling of the top quark pT spectrum, lepton
isolation, and JES. Recall that the central values and uncertainties of the nor-
malized ZL-to-SL ratios found in Monte Carlo provide the constraints for the
S ttWji, j,k factors. We recompute the central values in various scenarios and compare
them to the constraints. We also confirm that multiple Monte Carlo generators
give consistent results.
Top Quark pT Spectrum It has been observed that the top quark pT spectrum
is softer in data than in Monte Carlo. The following scale factor formula is used
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Figure 6.11: Uncertainties constraining S σti, j,k (top row) and S
σW
i, j,k (bottom
row).
to correct the spectrum in Monte Carlo:
S.F. = 1.18246 + 2.10061 × 10−6 pT (pT − 2 × 463.312). (6.17)
In Figure 6.12, we show the S ttWji, j,k constraints used in the likelihood model
in blue (just as is shown in Figure 6.10). We overlay in green the S ttWji, j,k central
values calculated from Monte Carlo with the top quark pT spectrum scale factor
applied. We find that all points are within the uncertainties. In red, we show
the central values calculated from Monte Carlo with double the correction ap-
plied, which represents a conservative upper bound on the size of the correction.
These points lie within or very near the outer error bars. We therefore conclude
that the uncertainties used in the analysis cover uncertainties associated with
the Monte Carlo modeling of the top quark pT spectrum.
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Figure 6.12: S ttWji, j,k central values calculated from Monte Carlo with no top
quark pT spectrum correction (blue), with the correction ap-
plied (green), and twice the correction applied (red). We show
the statistical and combined statistical and systematic uncer-
tainty for the nominal case.
Lepton Isolation As HT increases, lepton isolation becomes the dominant rea-
son for an event to be lost to the ZL sample. Comparisons between data and
Monte Carlo show that the lepton isolation efficiency is modeled correctly at
the 10% level or better. Therefore, we vary the relative isolation (RelIso) cuts
on electrons and muons such that the efficiency changes by about ±10% and re-
compute the S ttWji, j,k central values. For electrons, we change the RelIso cut from
RelIso< 0.15 to RelIso< 0.73 and RelIso< 0.072. For muons, we change the
RelIso cut from RelIso< 0.2 to RelIso< 0.56 and RelIso< 0.102.
In Figure 6.13, we show the S ttWji, j,k constraints calculated from Monte Carlo
with the nominal RelIso cuts. We overlay the central values calculated with the
looser and tighter RelIso cuts. The central values with the varied cuts lie within
in uncertainties in all but two cases. For bin M3 H1 3b, one of the central values
is outside the uncertainties; however, the statistical uncertainty of the SL event
count this multiplies is very large (∼ 30%). For bin M3 H1 1b, one of the central
values is also outside the uncertainties. In this case, the statistical uncertainty
of the SL event count is comparable to the deviation (∼ 5%). The 95% confi-
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Figure 6.13: S ttWji, j,k central values calculated from Monte Carlo with the
nominal RelIso cuts (blue), with the looser RelIso cut (veto
more) (red), and with the tighter RelIso cut (veto less) (green).
We show the statistical and combined statistical and system-
atic uncertainty for the nominal case.
dence level upper limit calculated with the profile likelihood for one test point
changed by < 1% when the uncertainty of this S ttWji, j,k factor was increased to 10%.
We therefore conclude that the uncertainties are large enough.
JES In Figure 6.14, we show in the S ttWji, j,k constraints used in the likelihood
model in blue (just as is shown in Figure 6.10). We overlay the central values
calculated from Monte Carlo where the JES is varied up (in red) and down (in
green) as is done for signal in Section 6.3.1. The central values from Monte Carlo
with the varied JES are near or within uncertainties, and we therefore conclude
that this effect is covered.
Monte Carlo Generator We have also confirmed that consistent results are
found when using POWHEG and MC@NLO tt samples [110].
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Figure 6.14: S ttWji, j,k central values calculated from Monte Carlo with the
nominal JES (blue), with JES varied down (green), and the JES
varied up (red). We show the statistical and combined statis-
tical and systematic uncertainty for the nominal case.
6.3.3 Estimate of QCD Background
The nature of large-EmissT QCD events was described in Section 6.1.2.1. The LDP
sample is dominated by QCD and is used to estimate the QCD yield in the
ZL sample. Non-QCD standard model contamination can make up as much as
50% of the LDP’s composition. The total yield parameter for bin i, j, k of the LDP
sample is
nLDP;i, j,k = fakei, j µ
QCD
LDP;i, j,k + 
real
i, j
(
µ
Z+jets
LDP;i, j,k + µ
ttWj
LDP;i, j,k + µ
DB+DY
LDP;i, j,k + µ
SUSY
LDP;i, j,k
)
, (6.18)
where fakei, j represents the measured fake-E
miss
T trigger efficiency.
We first describe the contamination terms. µSUSYLDP;i, j,k is given by Equation 6.12,
and similar to Equation 6.15,
µDB+DYLDP;i, j,k = m
DB+DY
LDP;i, j,k S
DB+DY, (6.19)
where mDB+DYLDP;i, j,k is a constant equal to the number Diboson and Drell-Yan events
in bin i, j, k of the LDP sample in Monte Carlo. The remaining two terms, µttWjLDP;i, j,k
and µZ+jetsLDP;i, j,k, can be much larger µ
DB+DY
LDP;i, j,k and are determined in a partially data-
108
driven way. The top+W contamination is determined by multiplying the cor-
responding ZL yield by a constant, Monte Carlo-based ZL-to-LDP translation
factor, RttWjLDP/ZL;i, j,k:
µ
ttWj
LDP;i, j,k = S LDP/ZL R
ttWj
LDP/ZL;i, j,k µ
ttWj
ZL;i, j,k, (6.20)
where S LDP/ZL introduces an uncertainty of 10%, which is the average size of
the statistical uncertainty of the translation factors. The Z+jets contamination is
evaluated exactly the same way:
µ
Z+jets
LDP;i, j,k = S LDP/ZL R
Z+jets
LDP/ZL;i, j,k µ
Z+jets
ZL;i, j,k, (6.21)
where the derivation of µZ+jetsZL;i, j,k is described in Section 6.3.4.
The points in Figure 6.15 show the ZL-to-LDP ratios of all i, j, k bins in QCD
Monte Carlo. To reduce the effect of small-pˆT, large-weight events, the points
and their errors are found using a special averaging procedure. We use the
observation that the ZL-to-LDP ratio is independent of pˆT sample. For each
pˆT sample, we compute the ZL-to-LDP ratio and its statistical uncertainty. We
then take the weighted average of these ratios. The inner error bars show the
statistical uncertainty on the weighted average, and the outer error bars show
the statistical error added in quadrature with the root-mean-squared of the av-
eraged ratios. The latter contribution is a systematic uncertainty accounting for
small differences between the ratios found in the different pˆT samples. Note that
some bins with unlikely EmissT -HT combinations have no entries due to limited
Monte Carlo statistics.
The points show that there are significant differences in the shape of QCD
in the ZL and LDP samples. There is a strong dependence on HT and a weaker
dependence on EmissT and Nb−jet. To derive the ZL QCD yield from the LDP yield,
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Figure 6.15: ZL-to-LDP ratios. The points show the ratios in QCD Monte
Carlo. The inner error bars show the statistical uncertainty,
and the outer error bars show the combined statistical and
systematic uncertainty. The red histograms are a fit to the
points.
we parameterize the dependence assuming it factorizes:
µQCDZL;i, j,k = S
QCD
i, j,k K
QCD
EmissT ;i
KQCDHT; j K
QCD
Nb−jet;k µ
QCD
LDP;i, j,k, (6.22)
where the KQCD factors describe the dependence on EmissT , HT, and Nb−jet and S
QCD
i, j,k
introduces systematic uncertainty.
We test the adequacy of this parameterization by fitting the ZL-to-LDP ra-
tios in Figure 6.15 with Equation 6.22 with S QCDi, j,k fixed to unity. The result of
the fit is depicted with the red histogram in Figure 6.15. Figure 6.16 shows the
ZL-to-LDP ratios divided by the fit. The black error bars show the statistical
uncertainty. The points are consistent with unity, which indicates that the pa-
rameterization is adequate.
We also use the fit to determine the systematic uncertainty introduced with
the S QCDi, j,k factors in Equation 6.22. The systematic uncertainty is taken as the sum
in quadrature of the deviation of the points in Figure 6.16 from unity, the total
uncertainty in Figure 6.15 divided by fitted ZL-to-LDP ratio, and an additional
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Figure 6.16: Points show the points in Figure 6.15 divided by the fit to
those points. The inner error bars show the statistical uncer-
tainty, and the outer error bars show the combined statistical
and systematic uncertainty.
10% for the non-QCD subtraction performed in the fit to data through Equation
6.18. Bins without entries in Figure 6.15 are assigned a systematic uncertainty
of 100%. The systematic uncertainty is shown with the blue error bars in Figure
6.16.
Most of the KQCD factors in Equation 6.22 float without additional con-
straints. KQCD
EmissT ;3−4
and KQCDNb−jet;3, which are applied in regions with very little QCD,
require additional lognormal PDF constraints to obtain a converging fit. We take
the central values from the fit to Monte Carlo shown in Figure 6.15. The uncer-
tainty on KQCD
EmissT ;3−4
is taken as
(
KQCD
EmissT ;3−4
− KQCD
EmissT ;2
)
/2, evaluated with the Monte
Carlo fit results. The uncertainty on KQCDNb−jet;3 is taken as
(
1 − KQCDNb−jet;3
)
/2, evalu-
ated using the Monte Carlo fit results. The final results are not sensitive to these
uncertainties.
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6.3.4 Estimate of Z Background
In Z+jets events, a Z boson is produced in association with jets and the Z decays
as Z → νν¯. We use control samples of events with Z → e+e− and Z → µ+µ− decays
to estimate the Z+jets background in the ZL sample. The control samples are
referred to as Zee and Zµµ, respectively.
The Zee control sample is collected using a di-electron trigger (where elec-
tron refers to e− or e+). Offline, the events are required to have two electrons
satisfying the same criteria used in the isolated electron veto described in Sec-
tion 6.1.2. Both electrons must have pT > 17 GeV so that the trigger is highly
efficient; the small inefficiency is measured and accounted for. The electrons
must have opposite signs and form an invariant mass consistent with a Z de-
cay (91.188 ± 15 GeV). The ZL selection without the charged lepton and track
vetoes and b tag requirement is applied. When computing EmissT and ∆φˆmin, the
electrons are treated as neutrinos by adding their ~pT to ~EmissT . The b tag require-
ment is not applied to preserve statistics. Instead, one jet is required to pass a
loosened requirement of dCSV > 0.244. We refer to this loosened requirement as
a Very Loose (VL) b-tag selection.
The Zµµ control sample is collected with a di-muon trigger. The same offline
selection is applied with muons replacing the electrons. With these cuts, the Zee
and Zµµ control sample simulate Z+jets events. Factors accounting effects such
as reconstruction efficiency and branching fraction are applied in the likelihood
model. In Section 6.3.4.1, we describe how these factors are applied to build
in the ZL Z+jets estimate. In Section 6.3.4.2, we describe how these factors are
measured external to the likelihood model.
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6.3.4.1 Likelihood Equations
We write the total yield parameters without trigger efficiency factors and in-
clude them later:
nZee;i, j = µZ→e
+e−
Zee;i, j , (6.23)
nZµµ;i, j = µ
Z→µ+µ−
Zµµ;i, j , (6.24)
where the binning is in EmissT , with index i, and HT, with index j.
The Z+jets yields in ZL bins with Nb−jet =1, µ
Z+jets
ZL;i, j,1, are related to the yields in
both control samples through:
µZ→e
+e−
Zee;i, j =
(
µ
Z+jets
ZL;i, j,1 S ee Aee;i ee
)
/
(
Pee Fi,1 RB) , (6.25)
µ
Z→µ+µ−
Zµµ;i, j =
(
µ
Z+jets
ZL;i, j,1 S µµ Aµµ;i µµ
)
/
(
Pµµ Fi,1 RB
)
. (6.26)
The factors S ee/µµ, Aee/µµ;i, ee/µµ, Pee/µµ, and Fi,k are nuisance parameters represent-
ing externally measured quantities. S ee/µµ introduces systematic uncertainty.
The acceptance and efficiency for the charged leptons are Aee/µµ;i and ee/µµ, re-
spectively. Pee/µµ is the Zee/Zµµ control sample purity, and Fi,k is a factor for
extrapolating from the VL b-tag selection to the Nb−jet selection with index k.
Aee/µµ;i, ee/µµ, and Pee/µµ are constrained with beta-distribution PDFs, while the
others are constrained with lognormal PDFs. The constant RB = 5.95 is the ratio
of the Z+jets to the Z → e+e− or Z → µ+µ− branching fraction [1].
The Z+jets yield in any ZL bin can be written in terms of µZ+jetsZL;i, j,1 and Fi,k:
µ
Z+jets
ZL;i, j,k = µ
Z+jets
ZL;i, j,1 Fi,k/Fi,1. (6.27)
113
6.3.4.2 Externally Measured Factors
In this section we describe the externally measured factors used to estimate the
Z+jets background. We use Z → `+`− to refer to Z → e+e− and Z → µ+µ−.
Acceptance Acceptance, Aee/µµ;i, is defined as the fraction of Z → `+`− events
that have charged leptons (electrons or muons) with true pT, η, and invariant
mass values passing the selection. The fraction passing the pT and η selection is
first computed from truth-level information in the Drell-Yan Monte Carlo sam-
ple. A factor computed from data accounts for the invariant mass cut.
The events used in these calculations are required to satisfy the search’s HT,
EmissT , and ∆φˆmin cuts. The charged leptons’ ~pT is added to ~E
miss
T before applying
the cuts except when the charged leptons are muons outside the reconstruction
acceptance in η. When this is the case, their ~pT has already contributed to ~EmissT .
We vary our choice for the reconstruction acceptance in η to determine the sys-
tematic uncertainty. We do not make this exception for the central value in the
electron channel, but we do a similar variation to determine the systematic un-
certainty. The total systematic uncertainty, which also includes uncertainty on
the Monte Carlo modeling of pT and η, is found to be 2% in both the di-muon
and di-electron channels.
We find that the acceptance depends on EmissT , and, therefore, we measure it
in each EmissT bin. The results are shown in Table 6.5.
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Efficiency The efficiency factor, ee/µµ, corrects for reconstruction efficiency, se-
lection efficiency, and trigger efficiency. We write it as the product:
ee/µµ = 
2
reco,ee/µµ 
2
sel,ee/µµ trig,ee/µµ, (6.28)
where each term, described below, is an efficiency defined relative to the terms
to the left. The efficiency is independent of bin.
The lepton reconstruction efficiency, reco,ee/µµ, is defined relative to accepted
leptons. The reconstruction efficiency for electrons is 0.912 ± 0.002. The recon-
struction efficiency for muons is 0.947 ± 0.005. This is shown in Table 6.5.
The lepton selection efficiency, reco,ee/µµ, is defined relative to accepted and
reconstructed leptons. We measure it for electrons and muons separately with
events in the HT and HTMHT primary datasets using the tag-and-probe tech-
nique. The isolation requirement in the lepton selection makes the efficiency
depend on jet multiplicity. Therefore, we require the events to pass the jet mul-
tiplicity cuts, and we do not impose trigger requirements or offline cuts other
than the primary vertex cut. Tag leptons must satisfy the selection and the ad-
ditional requirement pT > 20 GeV. The number of events with a passing probe
lepton is determined with a fit to the di-lepton invariant mass distribution. The
same is done to find the number of events with a failing probe. The system-
atic uncertainty is determined by applying and varying EmissT and HT cuts to the
event selection. We find systematic uncertainties of 5.5% and 2.9% for electrons
and muons, respectively. The lepton selection efficiencies and their combined
statistical and systematic uncertainties are shown in Table 6.5.
The efficiencies of the di-lepton triggers, denoted with trig,ee/µµ, are defined
relative to accepted, reconstructed, and selected leptons. They are measured us-
ing events in the HT and HTMHT primary datasets, which are collected with
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triggers with no lepton requirements. The number of Z → `+`− events pass-
ing the di-lepton trigger is determined with a fit to the di-lepton invariant mass
distribution of events passing the trigger. The number of events failing is de-
termined with a fit to events failing the trigger. A systematic uncertainty of 5%
(4.5%), determined by varying the offline cuts, is assigned to the measurement
of the di-electron (di-muon) trigger efficiency. The trigger efficiencies and their
total uncertainties are shown in Table 6.5.
Purity Purity, Pee/µµ, is defined as the fraction of control sample events with
a Z → `+`− decay. It is measured by fitting the di-lepton invariant mass distri-
bution with Z → `+`− and non-Z → `+`− templates. We find no trend versus
EmissT or HT. Therefore, we assume the purity is independent of E
miss
T and HT and
take the variation as a systematic uncertainty. The variation is 13% (11%) in the
di-electron (di-muon) control sample. The purity is given in Table 6.5.
b Tag Extrapolation The factors Fi,k provide an extrapolation from the VL b-
tag selection to the Nb−jet selection with index k. For Nb−jet = 2 and Nb−jet ≥ 3
(i.e. k = 2, 3), the factors are independent of EmissT bin i. They are simply given
by the fraction of events passing the VL b-tag selection that also pass the Nb−jet
selection, integrated over all EmissT and HT bins.
We obtain a high-statistics QCD-dominated sample with a b-jet content sim-
ilar to that of Z+jets by inverted the ∆φˆmin cut. Extrapolation factors to the Nb−jet
=1 selection calculated with this sample show a ∼ 30% dependence on EmissT bin.
Therefore, for k = 1, we allow the factors to depend on EmissT bin i. We take the
normalization of these factors from the Z+jets events passing the VL b-tag selec-
tion and the shape from the QCD-dominated sample. The factors are shown in
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Table 6.5.
We consider two sources of systematic uncertainty in the measurement of
the extrapolation factors. First, we vary the cut on dCSV that defines the VL b-tag
selection to 0.144 and 0.344 and take half of the change as the uncertainty. We
average the Z → e+e− and Z → µ+µ− results and find an uncertainty of 8% from
this source. Second, we assign 10% (20%) uncertainty to the factors for k = 1
(k = 2, 3) for possible EmissT and HT dependence beyond what is observed in the
high-statistics QCD-dominated sample.
Systematic Uncertainty To account for any bias in the method of measuring
of Z+jets events with Z → `+`− events, we assign a systematic uncertainty based
on a test performed using Monte Carlo. We predict the Z+jets background from
the Drell-Yan Monte Carlo events and compare it to what is found in the Z+jets
Monte Carlo. Discrepancies at the level of 9% (4%) are found in the di-electron
(di-muon) channel. We take these percentages as bin-independent relative un-
certainties. They are introduced with the S ee/µµ parameters in Equation 6.25 and
6.26.
6.3.5 Estimate of Small Backgrounds
Diboson and Drell-Yan events are a small background in the ZL sample. Given
that this background is small, we simply estimate it using Monte Carlo and
assign to it a large systematic uncertainty:
µDB+DYZL;i, j,k = m
DB+DY
ZL;i, j,k S
DB+DY, (6.29)
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Table 6.5: Externally measured quantities used in Z+jets estimate. The un-
certainties are the total, combined statistical and systematic un-
certainty.
Quantity Muon Electron
Purity (Pee/µµ) 0.802 ± 0.088 0.848 ± 0.109
Extrapolation Factors (Fi,k)
1B
125 < EmissT < 150 0.454 ± 0.067
150 < EmissT < 250 0.438 ± 0.064
250 < EmissT < 350 0.404 ± 0.060
EmissT > 350 0.349 ± 0.054
2B 0.112 ± 0.027
≥3B 0.0052 ± 0.0027
Acceptance (Aee/µµ;i)
125 < EmissT < 150 0.674 ± 0.014 0.701 ± 0.014
150 < EmissT < 250 0.733 ± 0.014 0.762 ± 0.016
250 < EmissT < 350 0.810 ± 0.015 0.833 ± 0.017
EmissT > 350 0.857 ± 0.018 0.873 ± 0.018
reco,ee/µµ 0.947 ± 0.005 0.912 ± 0.001
sel,ee/µµ 0.870 ± 0.028 0.877 ± 0.056
trig,ee/µµ 0.799 ± 0.040 0.781 ± 0.041
ee/µµ 0.542 ± 0.045 0.500 ± 0.069
where mDB+DYLDP;i, j,k is a constant equal to the number Diboson and Drell-Yan events
in bin i, j, k of the ZL sample in Monte Carlo and, as introduced in Section 6.3.2,
S DB+DY is a sample and bin-independent nuisance parameter introducing a sys-
tematic uncertainty of 100%.
6.3.6 Summary of Likelihood Model
In the Sections 6.3.1- 6.3.5, we described how a signal model and background
estimates are built into the likelihood model. The total yield in the ZL signal
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region bins after accounting for trigger efficiency is
nZL;i, j,k = fakei, j µ
QCD
ZL;i, j,k + 
real
i, j
(
µ
Z+jets
ZL;i, j,k + µ
ttWj
ZL;i, j,k + µ
DB+DY
ZL;i, j,k + µ
SUSY
ZL;i, j,k
)
. (6.30)
We now present a summary of the complete likelihood model. Table 6.6
shows the equations relating yield parameters between the signal and control
regions. Table 6.7 shows the total yield parameters corresponding to the means
of Poisson PDFs. The likelihood model contains 400 floating parameters. We
list them in Tables 6.8 and 6.9. When the parameter represents an externally
measured quantity, we also give the PDF used to constrain it.
6.4 Results
In this section we present the results of the search. In Section 6.4.1, we present
the observed event counts and the maximum likelihood estimates for the stan-
dard model yield parameters when the signal cross section is fixed to zero. In
Section 6.4.2, we present 95% confidence level upper limits on the T1bbbb and
T1tttt signal models. Appendix D shows event displays for two events in the
ZL signal region with large EmissT , HT, and Nb−jet.
6.4.1 Standard Model Only Fit
We first examine the maximum likelihood estimates (MLEs) of the likelihood
model’s parameters when the signal cross section, σ, is fixed to zero. The results
show the compatibility of the data with the standard model only hypothesis.
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Signal Region (ZL)
top+W µttWjZL;i, j,k = S
σW
i, j,k S
σt
i, j,k S
ttWj
i, j,k R
ttWj
ZL/SL µ
ttWj
SL;i, j,k
QCD µQCDZL;i, j,k = S
QCD
i, j,k K
QCD
EmissT ;i
KQCDHT; j K
QCD
Nb−jet;k µ
QCD
LDP;i, j,k
Z+jets µZ+jetsZL;i, j,1
µ
Z+jets
ZL;i, j,k = µ
Z+jets
ZL;i, j,1 Fi,k/Fi,1
DB+DY µDB+DYZL;i, j,k = m
DB+DY
ZL;i, j,k S
DB+DY
SUSY µSUSYZL;i, j,k = σLint ZL;i, j,k SG S JESZL;i, j S ISRZL;i, j S b tagZL;i, j,k S mistagZL;i, j,k S partonZL;i, j S stat.ZL;i, j,k
Top+W Control Region (SL)
top+W µttWjSL;i, j,k
DB+DY µDB+DYSL;i, j,k = m
DB+DY
SL;i, j,k S
DB+DY
SUSY µSUSYSL;i, j,k = σLint SL;i, j,k SG S JESSL;i, j S ISRSL;i, j S b tagSL;i, j,k S mistagSL;i, j,k S partonSL;i, j S stat.SL;i, j,k
QCD Control Region (LDP)
top+W µttWjLDP;i, j,k = S LDP/ZL R
ttWj
LDP/ZL;i, j,k µ
ttWj
ZL;i, j,k
Z+jets µZ+jetsLDP;i, j,k = S LDP/ZL R
Z+jets
LDP/ZL;i, j,k µ
Z+jets
ZL;i, j,k
QCD µQCDLDP;i, j,k
DB+DB µDB+DYLDP;i, j,k = m
DB+DY
LDP;i, j,k S
DB+DY
SUSY µSUSYLDP;i, j,k = σLint LDP;i, j,k SG
S JESLDP;i, j S
ISR
LDP;i, j S
b tag
LDP;i, j,k S
mistag
LDP;i, j,k S
parton
LDP;i, j S
stat.
LDP;i, j,k
Z → `+`− Control Regions (Zee and Zµµ)
Z → e+e− µZ→e+e−Zee;i, j =
(
µ
Z+jets
ZL;i, j,1 S ee Aee;i ee
)
/
(
Pee Fi,1 RB)
Z → µ+µ− µZ→µ+µ−Zµµ;i, j =
(
µ
Z+jets
ZL;i, j,1 S µµ Aµµ;i µµ
)
/
(
Pµµ Fi,1 RB
)
Table 6.6: Equations of the likelihood model relating yield parameters be-
fore accounting for trigger efficiency.
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Poisson Mean Parameters
ZL nZL;i, j,k = fakei, j µ
QCD
ZL;i, j,k + 
real
i, j
(
µ
Z+jets
ZL;i, j,k + µ
ttWj
ZL;i, j,k + µ
DB+DY
ZL;i, j,k + µ
SUSY
ZL;i, j,k
)
SL nSL;i, j,k = reali, j
(
µ
ttWj
SL;i, j,k + µ
DB+DY
SL;i, j,k + µ
SUSY
SL;i, j,k
)
LDP nLDP;i, j,k = fakei, j µ
QCD
LDP;i, j,k + 
real
i, j
(
µ
Z+jets
LDP;i, j,k + µ
ttWj
LDP;i, j,k + µ
DB+DY
LDP;i, j,k + µ
SUSY
LDP;i, j,k
)
Zee nZee;i, j = µZ→e
+e−
Zee;i, j
Zµµ nZµµ;i, j = µ
Z→µ+µ−
Zµµ;i, j
Table 6.7: Equations of the likelihood model forming the total yields.
Parameter Number Constraint PDF
σ 1 none
RttWjZL/SL 1 none
S ttWji, j,k ((4 × 4) − 1) × 3 lognormal
KQCD
EmissT ;i
4 none
KQCDHT; j 3 lognormal for i = 3, 4
KQCDNb−jet;k 2 lognormal for k = 3
µQCDLDP;i, j,k ((4 × 4) − 1) × 3 none
µ
ttWj
SL;i, j,k ((4 × 4) − 1) × 3 none
µ
Z+jets
ZL;i, j,1 ((4 × 4) − 1) none
fakei, j ((4 × 4) − 1) beta-distribution
reali, j ((4 × 4) − 1) beta-distribution
Fi,k 5 lognormal
Aee/µµ;i 2 × 4 beta-distribution
Pee/µµ 2 beta-distribution
ee/µµ 2 beta-distribution
Table 6.8: Floating parameters in likelihood model, not counting those
used only to introduce uncertainty (they are shown in Table 6.9).
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Parameters Related to Background Estimates
Parameter Number Constraint PDF
S QCDi, j,k ((4 × 4) − 1) × 3 lognormal
S ee/µµ 2 lognormal
S DB+DY 1 lognormal
S LDP/ZL 1 lognormal
W+jets cross section 1 lognormal
Single-top cross section 1 lognormal
Parameters Related to Signal Model Uncertainties
Parameter Number Constraint PDF
SG 1 lognormal
JES 1 lognormal
ISR 1 lognormal
b tag 1 lognormal
Mistag 1 lognormal
Parton distributions 1 lognormal
S stat.S ;i, j,k 3 × ((4 × 4) − 1) × 3 lognormal
Table 6.9: Floating parameters in the likelihood model used to introduce
uncertainty.
Figure 6.17 shows the 165 event counts observed in the ZL, SL, LDP, Zee, and
Zµµ samples. The stacked histograms show the MLEs for the yield parameters
after accounting for trigger efficiency. The QCD yields are corrected by the fake-
EmissT trigger efficiencies, and the top+W, Z+jets, Diboson, and Drell-Yan yields
are corrected by the real-EmissT trigger efficiencies. The trigger efficiencies for
Z → e+e− and Z → µ+µ− yields are applied in Equations 6.25 and 6.26.
The bins most sensitive to the SUSY models we have searched for are the ZL
bins with large EmissT , HT, and Nb−jet. In Figure 6.18, we examine the 14 most sen-
sitive bins in greater detail. In addition to showing the data and the MLEs for
the yield parameters, we show one-standard-deviation uncertainties on the to-
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tals. The uncertainties are derived by finding where the log-likelihood changes
by 1/2.
6.4.2 Signal Cross Section Upper Limits
We first show the MLEs for the yield parameters from two example fits where
the signal cross section, σ, floats. Figure 6.19 shows the MLEs when the large
mass splitting (mg˜, mLSP) = (1225 GeV, 150 GeV) T1bbbb cross section floats. Fig-
ure 6.20 shows the MLEs when the small mass splitting (mg˜, mLSP) = (600 GeV,
500 GeV) T1bbbb cross section floats.
We set 95% confidence level upper limits on the cross sections of the T1bbbb
and T1tttt scan points using the CLs technique [111–113]. When testing the sig-
nal cross section σ = σ0, the test statistic is defined as
qσ0 = −2 ln
(L(data |σ0)
L(data | σˆ)
)
, (6.31)
where L(data |σ0) is the maximum likelihood when σ is fixed to σ0 and
L(data | σˆ) is the maximum likelihood when σ floats and maximizes the like-
lihood at σˆ. One-sided limits are found by requiring 0 ≤ σˆ < σ0. Larger values
of qσ0 correspond to a greater incompatibility between the data and σ0. We refer
to the test statistic observed in data as qobsσ0 .
CLs is defined as the ratio of two probabilities, CLs+b and CLb:
CLs =
CLs+b
CLb
. (6.32)
CLs+b is the probability to obtain a value for the test statistic larger than qobsσ0 for
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Figure 6.17: Event counts observed in data (points) and the MLEs for
the yield parameters (stacked histograms) from the standard
model only fit. Trigger efficiency is accounted for. The first,
second, and third row show the ZL, SL, and LDP samples,
respectively, with each column corresponding to one Nb−jet se-
lection. The bottom show shows the Zee and Zµµ samples,
both of which have the VL b tag selection applied.
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Figure 6.18: Standard model only fit results for the 14 most sensitive ZL
bins. The event counts observed in data are denoted by the
points, and the stacked histograms show the MLEs for the
yield parameters after accounting for trigger efficiency. One-
standard-deviation uncertainties on the total yields are shown
with the hatched bands.
the σ0 hypothesis:
CLs+b =
∫ ∞
qobsσ0
f (qσ0 |σ0) dqσ0 , (6.33)
where f (qσ0 |σ0) is the PDF for qσ0 for this hypothesis. CLb is the probability
to obtain a value for the test statistic larger than qobsσ0 for the background-only
hypothesis (σ = 0):
CLb =
∫ ∞
qobsσ0
f (qσ0 |σ = 0) dqσ0 , (6.34)
where f (qσ0 |σ = 0) is the PDF for qσ0 for this hypothesis. CLs+b is the p-value for
the σ0 hypothesis, while the quantity 1−CLb is the p-value for the background-
125
M
1_
H
1_
1b
M
1_
H
2_
1b
M
1_
H
3_
1b
M
1_
H
4_
1b
M
2_
H
1_
1b
M
2_
H
2_
1b
M
2_
H
3_
1b
M
2_
H
4_
1b
M
3_
H1
_1
b
M
3_
H2
_1
b
M
3_
H3
_1
b
M
3_
H4
_1
b
M
4_
H
2_
1b
M
4_
H
3_
1b
M
4_
H
4_
1b
Ev
en
ts
-110
1
10
210
310
410
ZL_1b
M
1_
H
1_
2b
M
1_
H
2_
2b
M
1_
H
3_
2b
M
1_
H
4_
2b
M
2_
H
1_
2b
M
2_
H
2_
2b
M
2_
H
3_
2b
M
2_
H
4_
2b
M
3_
H1
_2
b
M
3_
H2
_2
b
M
3_
H3
_2
b
M
3_
H4
_2
b
M
4_
H
2_
2b
M
4_
H
3_
2b
M
4_
H
4_
2b
Ev
en
ts
-110
1
10
210
310
ZL_2b
M
1_
H
1_
3b
M
1_
H
2_
3b
M
1_
H
3_
3b
M
1_
H
4_
3b
M
2_
H
1_
3b
M
2_
H
2_
3b
M
2_
H
3_
3b
M
2_
H
4_
3b
M
3_
H1
_3
b
M
3_
H2
_3
b
M
3_
H3
_3
b
M
3_
H4
_3
b
M
4_
H
2_
3b
M
4_
H
3_
3b
M
4_
H
4_
3b
Ev
en
ts
-110
1
10
210
ZL_3b
M
1_
H
1_
1b
M
1_
H
2_
1b
M
1_
H
3_
1b
M
1_
H
4_
1b
M
2_
H
1_
1b
M
2_
H
2_
1b
M
2_
H
3_
1b
M
2_
H
4_
1b
M
3_
H1
_1
b
M
3_
H2
_1
b
M
3_
H3
_1
b
M
3_
H4
_1
b
M
4_
H
2_
1b
M
4_
H
3_
1b
M
4_
H
4_
1b
Ev
en
ts
-110
1
10
210
310
SL_1b
M
1_
H
1_
2b
M
1_
H
2_
2b
M
1_
H
3_
2b
M
1_
H
4_
2b
M
2_
H
1_
2b
M
2_
H
2_
2b
M
2_
H
3_
2b
M
2_
H
4_
2b
M
3_
H1
_2
b
M
3_
H2
_2
b
M
3_
H3
_2
b
M
3_
H4
_2
b
M
4_
H
2_
2b
M
4_
H
3_
2b
M
4_
H
4_
2b
Ev
en
ts
-110
1
10
210
310
SL_2b
M
1_
H
1_
3b
M
1_
H
2_
3b
M
1_
H
3_
3b
M
1_
H
4_
3b
M
2_
H
1_
3b
M
2_
H
2_
3b
M
2_
H
3_
3b
M
2_
H
4_
3b
M
3_
H1
_3
b
M
3_
H2
_3
b
M
3_
H3
_3
b
M
3_
H4
_3
b
M
4_
H
2_
3b
M
4_
H
3_
3b
M
4_
H
4_
3b
Ev
en
ts
-110
1
10
210
SL_3b
M
1_
H
1_
1b
M
1_
H
2_
1b
M
1_
H
3_
1b
M
1_
H
4_
1b
M
2_
H
1_
1b
M
2_
H
2_
1b
M
2_
H
3_
1b
M
2_
H
4_
1b
M
3_
H1
_1
b
M
3_
H2
_1
b
M
3_
H3
_1
b
M
3_
H4
_1
b
M
4_
H
2_
1b
M
4_
H
3_
1b
M
4_
H
4_
1b
Ev
en
ts
-110
1
10
210
310
410
LDP_1b
M
1_
H
1_
2b
M
1_
H
2_
2b
M
1_
H
3_
2b
M
1_
H
4_
2b
M
2_
H
1_
2b
M
2_
H
2_
2b
M
2_
H
3_
2b
M
2_
H
4_
2b
M
3_
H1
_2
b
M
3_
H2
_2
b
M
3_
H3
_2
b
M
3_
H4
_2
b
M
4_
H
2_
2b
M
4_
H
3_
2b
M
4_
H
4_
2b
Ev
en
ts
-110
1
10
210
310
410
LDP_2b
M
1_
H
1_
3b
M
1_
H
2_
3b
M
1_
H
3_
3b
M
1_
H
4_
3b
M
2_
H
1_
3b
M
2_
H
2_
3b
M
2_
H
3_
3b
M
2_
H
4_
3b
M
3_
H1
_3
b
M
3_
H2
_3
b
M
3_
H3
_3
b
M
3_
H4
_3
b
M
4_
H
2_
3b
M
4_
H
3_
3b
M
4_
H
4_
3b
Ev
en
ts
-110
1
10
210
LDP_3b
M
1_
H
1
M
1_
H
2
M
1_
H
3
M
1_
H
4
M
2_
H
1
M
2_
H
2
M
2_
H
3
M
2_
H
4
M
3_
H1
M
3_
H2
M
3_
H3
M
3_
H4
M
4_
H
2
M
4_
H
3
M
4_
H
4
Ev
en
ts
-110
1
10
210
Zee
M
1_
H
1
M
1_
H
2
M
1_
H
3
M
1_
H
4
M
2_
H
1
M
2_
H
2
M
2_
H
3
M
2_
H
4
M
3_
H1
M
3_
H2
M
3_
H3
M
3_
H4
M
4_
H
2
M
4_
H
3
M
4_
H
4
Ev
en
ts
-110
1
10
210
µµZ
Data
SUSY
Top quark & W+jets
QCD
Z+jets
Diboson & Drell-Yan
-e+ e→Z 
-µ+µ →Z 
Figure 6.19: Event counts observed in data (points) and the MLEs for the
yield parameters (stacked histograms) from fit with (mg˜, mLSP)
= (1225 GeV, 150 GeV) T1bbbb cross section floating. Trig-
ger efficiency is accounted for. The first, second, and third
row show the ZL, SL, and LDP samples, respectively, with
each column corresponding to one Nb−jet selection. The bottom
show shows the Zee and Zµµ samples, both of which have the
VL b tag selection applied.
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Figure 6.20: Event counts observed in data (points) and the MLEs for the
yield parameters (stacked histograms) from fit with (mg˜, mLSP)
= (600 GeV, 500 GeV) T1bbbb cross section floating. Trig-
ger efficiency is accounted for. The first, second, and third
row show the ZL, SL, and LDP samples, respectively, with
each column corresponding to one Nb−jet selection. The bottom
show shows the Zee and Zµµ samples, both of which have the
VL b tag selection applied.
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only hypothesis. The 95% confidence level upper limit is defined as the value of
σ0 for which CLs = 0.05. Cross sections for which CLs < 0.05 are excluded.
We compute CLs+b and CLb using toy data samples. To find CLs+b, we first
perform a preliminary fit to find the parameters that maximize the likelihood
when σ = σ0. Next, we use this result to generate 1,000 toy data samples. To
construct one toy data sample, the 165 observables are generated from their
Poisson PDFs. In addition, the global observables are generated. M in Equa-
tion 6.10 is generated from a Gaussian PDF with a standard deviation of S and
a mean of ln x, where x is determined in the preliminary fit. α and β in Equa-
tion 6.11 are generated from Poisson PDFs with means α0 and β0, respectively,
chosen such that Be(α0, β0) has a width equal to the measured uncertainty and
a mode equal to the value for x found in the preliminary fit. Finally, the test
statistic qσ0 is evaluated for each toy, and the fraction with qσ0 > q
obs
σ0
gives CLs+b.
To find CLb, the same procedure is applied starting with the parameters that
maximize the likelihood when σ = 0.
Finding upper limits using this toy-based CLs technique is computationally
demanding and cannot be performed for every scan point. Instead, we com-
pute the upper limit for every scan point using the asymptotic approximation
and then apply a factor to correct for differences between the asymptotic and
toy-based CLs upper limits [114]. We find asymptotic upper limits for a 25 GeV-
by-25 GeV grid. Missing points are filled in using a linear interpolation or by
finding the upper limit in an alternative sample generated with PYTHIA and
then applying a correction factor derived from nearby points. To derive the
factors that correct for differences between the asymptotic and toy-based CLs
upper limits, we first find toy-based CLs upper limits for a coarse, 100 GeV-by-
128
100 GeV grid across the scan plane. We then divide the toy-based CLs upper
limits by the asymptotic upper limits and fit this ratio across the plane with a
two-dimensional third-degree polynomial function. The fit provides a correc-
tion factor for every point in the scan plane. This procedure is done for the
T1bbbb and T1tttt models separately.
The 95% confidence level upper limits for the T1bbbb and T1tttt models are
shown in Figure 6.21. We also show the exclusion of the plane assuming the
NLO + NLL cross sections. The ±1 standard deviation theory uncertainty of the
exclusion is found by varying the NLO + NLL cross sections by their uncertain-
ties.
In Figure 6.21, we also compare the observed exclusion with the expected
exclusion. The expected exclusion is found by comparing the NLO + NLL
cross sections with the expected 95% confidence level upper limits, which are
found using the CLs technique described above with the modification that qobsσ0
is replaced by the median of the background-only test statistic distribution,
f (qσ0 |σ = 0). We make the same comparison with the ±1 standard deviation
expected upper limits to find the ±1 standard deviation of the expected exclu-
sion. The ±1 standard deviation expected upper limits are found by replacing
qobsσ0 with the value of the test statistic at which the cumulative probability dis-
tribution of f (qσ0 |σ = 0) crosses the 16% and 84% quantiles. We first calculate
the expected upper limits using the asymptotic approximation and then apply
corrections to account for differences between the asymptotic and toy-based re-
sults.
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Figure 6.21: 95% confidence level upper limits on the T1bbbb (left) and
T1tttt (right) cross sections. The solid, black contours show
the observed exclusion assuming the NLO + NLL cross sec-
tions and the ±1 standard deviation theory uncertainty. The
dashed, red contours show the expected exclusion and the ±1
standard deviation experimental uncertainty.
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CHAPTER 7
CONCLUSION
The standard model is a theory describing the particles we observe in nature
and their electromagnetic, weak, and strong interactions. The theory suffers
from a fine-tuning problem, known as the hierarchy problem. The hierarchy
problem is solved in natural SUSY models, which introduce gluinos and third-
generation squarks within reach at the LHC.
We have presented a search for natural SUSY in a sample of 8 TeV proton-
proton collision events collected with the CMS detector. The data was collected
in 2012 and corresponds to an integrated luminosity of 19.4 fb−1. Events are
required to have large EmissT and HT, at least three jets, and at least one b-tagged
jet. Events with small ∆φˆmin values or isolated electrons or muons form control
samples used to evaluate the standard model backgrounds.
The search is performed in the binned, three-dimension shape of EmissT , HT,
and b tag multiplicity using a global likelihood model. The likelihood model de-
termines the signal and background yields in the signal-region bins and control-
region bins. The primary backgrounds are determined by relating the control-
region yields to the signal-region yields, and the signal shape is taken from a
Monte Carlo sample.
We consider two simplified supersymmetric models approximating gluino
mediated bottom- and top-squark production. The models, referred to as
T1bbbb and T1tttt, respectively, are tested over a scan of possible kinematics
defined by the masses mg˜ and mLSP. Our observations in the data are consis-
tent with the standard model expectations. Therefore, we interpret our results
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as 95% confidence level upper limits on the cross sections of the T1bbbb and
T1tttt scan points. We report an upper limit for each scan point and an exclu-
sion region when assuming NLO + NLL cross sections. In the limit of a massless
LSP, we exclude gluinos with masses below 1170 GeV in the T1bbbb model and
below 1020 GeV in the T1tttt model.
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APPENDIX A
SUMMARY OF SEARCH IN 7 TEV DATA SAMPLE
The search presented in this dissertation is an extension to our analysis of the
7 TeV data sample corresponding to an integrated luminosity of 4.98 fb−1 [36].
We refer to the two searches as the 7 TeV search and the 8 TeV search. In this
section, we briefly summarize the 7 TeV search.
Events were required to pass a baseline event selection similar that of the 8
TeV search. Five partially overlapping signal regions with different EmissT , HT,
and Nb−jet cuts were defined, and the same analysis was repeated for each one.
The signal region definitions are shown in Table A.1.
The top+W and Z+jets background estimate methods were similar to those
in the 8 TeV search. A second top+W estimate method, referred to as the EmissT -
reweighting method, was used when considering signal models that do not con-
taminate the control region of events with one isolated electron or muon. The
estimate of the QCD background exploited the relatively small correlation be-
tween EmissT and ∆φˆmin (shown in Section 6.1.2.1). The ratio of the number of
QCD events passing the ∆φˆmin cut to the number failing it was measured in a
low-EmissT sideband and then applied at high E
miss
T .
Comparisons between the background estimates and our observations in
data are shown in Table A.2. The largest discrepancy was found in the 2BT
signal region when the EmissT -reweighting top+W estimate was used. The dis-
crepancy was evaluated to be 2.2 standard deviations.
95% confidence level upper limits were set on the T1bbbb and T1tttt mod-
els. At each scan point, the signal region providing the best expected upper
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Table A.1: Signal region definitions.
Signal region HT [GeV] EmissT [GeV] Nbjets
1b-loose (1BL) > 400 > 250 ≥ 1
1b-tight (1BT) > 500 > 500 ≥ 1
2b-loose (2BL) > 400 > 250 ≥ 2
2b-tight (2BT) > 600 > 300 ≥ 2
3b (3B) > 400 > 250 ≥ 3
Table A.2: Background estimates and observations in data, in numbers of
events. The first uncertainties are statistical and the second are
systematic.
1BL 1BT 2BL 2BT 3B
QCD 28 ± 3 ± 12 0.0 ± 0.2 ± 0.3 4.7 ± 1.3 ± 2.8 0.8 ± 0.4 ± 1.2 1.0 ± 0.5 ± 0.5
Z+jets 154 ± 20 ± 32 2.4 ± 1.9 ± 0.5 32 ± 5 ± 20 6.2 ± 2.0 ± 3.9 4.7 ± 1.3 ± 6.5
top+W:
nominal 337 ± 30 ± 63 6.5 ± 3.3 ± 1.8 123 ± 17 ± 19 22.8 ± 6.9 ± 5.5 8.8 ± 4.0 ± 1.8
EmissT -reweighting 295 ± 16 ± 17 4.0 ± 1.2 ± 1.5 116 ± 8 ± 8 19.8 ± 2.5 ± 2.2 13.6 ± 3.2 ± 1.2
Total SM:
nominal 519 ± 36 ± 72 8.9 ± 3.8 ± 1.9 159 ± 18 ± 28 29.8 ± 7.2 ± 6.8 14.4 ± 4.2 ± 6.8
EmissT -reweighting 477 ± 26 ± 38 6.4 ± 2.3 ± 1.6 153 ± 10 ± 22 26.8 ± 3.2 ± 4.6 19.3 ± 3.5 ± 6.6
Data 478 11 146 45 22
limit was used to set the observed limit. The expected and observed limits are
presented in Figures A.1 and A.2.
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Figure A.1: (a) Observed 95% confidence level upper limits for the T1bbbb
model. The EmissT -reweighting top+W estimate is used. The
solid black contour shows the exclusion when NLO + NLL
cross sections are assumed. The dashed contours show the ±1
standard deviation theory uncertainty of the exclusion. (b) The
corresponding expected upper limits. The dashed contours
show the ±1 standard deviation experimental uncertainty of
the exclusion.
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Figure A.2: (a) Observed 95% confidence level upper limits for the T1tttt
model. The nominal top+W estimate is used. The solid black
contour shows the exclusion when NLO + NLL cross sections
are assumed. The dashed contours show the ±1 standard devi-
ation theory uncertainty of the exclusion. (b) The correspond-
ing expected upper limits. The dashed contours show the ±1
standard deviation experimental uncertainty of the exclusion.
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APPENDIX B
PIXEL ONLINE CALIBRATION
In this section, we describe the online calibration of the pixel detector. The
barrel layers are referred to as the BPix, and the endcap disks are referred to as
the FPix. This text is based on Reference [115].
The pixel detector was installed and commissioned in 2008 [116]. The detec-
tor was calibrated in the time leading up to and throughout the commissioning
in 2008, and its performance was studied with cosmic ray muons [16]. Fur-
ther calibrations were performed in 2009 as the LHC prepared to deliver colli-
sions. These calibrations, which are described in Sections B.1 and B.2, mainly
addressed the thresholds and analog response of the detector. The detector has
been operating since collisions began in December 2009. Parts of the data acqui-
sition system are recalibrated on a regular basis to account for environmental
changes and to monitor the detector’s status. These calibrations are described
in Section B.3.
B.1 Threshold Calibrations
These calibrations are performed using injected charge. Calibration signals with
an amplitude set by an 8-bit DAC known as VCal can be injected through a
capacitor connected to the amplifier input node. On average, one VCal DAC
unit corresponds to 65.5 electrons with an offset of -414 electrons [116]. This
conversion is used throughout.
The thresholds of the detector are important performance parameters be-
cause they influence the cluster size, and therefore, the hit position resolution.
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The threshold of a pixel’s comparator depends on its four trim bits and two 8-bit
DACs on its ROC known as VcThr and Vtrim. The impact of these settings on
the threshold of pixel i’s comparator, Thri, is roughly given by,
Thri = C0 −C1VcThr −C2Vtrim (15 − trimbitsi) , (B.1)
where C0, C1, and C2 are positive constants. As seen in Eq. B.1, VcThr applies
an offset to the threshold of every pixel on the ROC, and Vtrim determines how
much influence the trim bits on the ROC have.
Due to time-walk, the smallest signals that cross threshold may do so in a
bunch crossing following the triggered one in which the charge was actually
deposited [60]. For this reason, two thresholds are defined for each pixel. The
first is the absolute threshold, which is the charge required to cross threshold
independent of the time at which it does so. It is precisely equal to the com-
parator’s threshold. The second is the in-time threshold, which is the charge
required to cross threshold in the same bunch crossing as the one in which the
charge was deposited. The absolute threshold is relevant when studying occu-
pancy, noise, and cross-talk, and the in-time threshold is relevant when studying
hit reconstruction.
The in-time thresholds depend on the timing of the detector’s clock with
respect to the LHC’s collisions, however they can be estimated using charge
injection. The timing of the charge injection is set so that the maximum in-
jected charge crosses threshold approximately five nanoseconds into the bunch
crossing. Both the absolute threshold and approximate in-time threshold of a
pixel are measured using so-called S-Curves. An S-Curve is the efficiency for
injected charge to cross threshold in a specified bunch crossing versus the in-
jected charge. The in-time threshold is taken as the location of the turn-on of
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Figure B.1: S-Curve from the in-time bunch crossing (BX) (full circles) and
sum of S-Curves from the in-time bunch crossing and the fol-
lowing one (open circles). The latter curve can exceed 100%
efficiency because it is the sum of two efficiency curves; this
has a negligible effect on the fit.
the S-Curve from the bunch crossing in which the charge was injected, that is,
the in-time bunch crossing (see Fig. B.1). The absolute threshold is taken as the
location of the turn-on of the sum of S-Curves from the in-time bunch crossing
and the following one (see Fig. B.1). The location of a turn-on is taken as the in-
jected charge at which an error function fit to the (summed) S-Curve(s) reaches
50% efficiency.
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B.1.1 Threshold Trimming
In the first step of the threshold calibration, either the in-time or absolute thresh-
olds on each ROC were adjusted to the same VCal value by tuning VcThr, Vtrim,
and the trim bits. This procedure is known as “trimming”. The BPix absolute
thresholds were trimmed using an algorithm described elsewhere [117]. The
FPix in-time thresholds were trimmed using an alternative algorithm.
In the first step of the FPix trimming algorithm, the settings for VcThr and
Vtrim are determined with an iterative algorithm that can be applied to a small
but representative subset of the pixels on each ROC (∼ 2% distributed across the
ROC) to save time. In each iteration, changes in the thresholds resulting from
small changes in VcThr, Vtrim, and the trim bits are measured using S-Curves.
The next values for VcThr, Vtrim, and the trim bits are then solved for using
a first order Taylor expansion of Eq. B.1 for each pixel and some additional
requirements to constrain the problem. Typically, four iterations are required to
obtain satisfactory settings for VcThr and Vtrim. In the second and final step
of the FPix trimming algorithm, the threshold of every pixel is measured, and
then based on the average influence of the subset of trim bits measured in the
previous step, the final trim bit value of every pixel is chosen.
A histogram of the ROC absolute threshold RMS is shown in Fig. B.2. The
RMSs are several times smaller than the variation in VCal [116]. The FPix RMSs
are slightly larger than those of the BPix because the in-time thresholds, rather
than the absolute thresholds, were trimmed and because the calibration de-
scribed in Section B.1.2 was performed after trimming.
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Figure B.2: Histogram of the RMS of the absolute threshold on each ROC.
The RMS is computed from ∼ 2% of the pixels on the ROC.
B.1.2 In-time Threshold Calibration
The in-time thresholds depend on the amount of time-walk introduced in the
amplification and shaping that occurs before the signal reaches the comparator.
This depends on Vana, an 8-bit DAC that regulates the voltage applied to the
analog part of the ROC. Vana was set in such a way as to balance the desire to
minimize time-walk with the need to keep the current drawn by analog part of
ROC, or “analog current”, at a reasonable level. The Vana setting for each BPix
ROC was determined during module testing by directly measuring the analog
current drawn by the ROC as a function of Vana and then choosing the Vana
that corresponded to 24 mA.
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The Vana setting for each FPix ROC was determined without a direct mea-
surement of the ROC’s analog current. On these ROCs, Vana was set so that
the difference between the average in-time threshold and approximate absolute
threshold was 12 VCal (786 electrons). This was done in an iterative procedure
where the next Vana was chosen based on the current difference. The impact
of Vana on this quantity, which quantifies the time-walk, is shown in Fig. B.3.
In each iteration, the absolute threshold and charge injection timing were recal-
ibrated because they also depend on Vana. A difference of 12 VCal was chosen
because it was found to make the average analog current drawn per ROC near
the FPix target of 25 mA. Fig. B.4 shows the resulting analog currents.
As shown in this issue [62], various off-line methods using collision data
show that the in-time thresholds are 700-1000 electrons higher than the absolute
thresholds. This is consistent with expectations from charge injection.
B.1.3 Lowering the Absolute Thresholds
Increasing the cluster size from one to two pixels, so that signal interpolation
can be used, increases the hit position resolution of the detector. The cluster size
was maximized by minimizing the time-walk (as described in Section B.1.2) and
then lowering the absolute thresholds.
The absolute thresholds were lowered using a ROC-based approach that
works well after pixel trimming has been performed. The absolute thresholds
on a ROC should not be set below the level of cross-talk on the ROC. When the
absolute thresholds are set below this level, the ROC is overwhelmed by spu-
rious hits that fill the double-column buffers and prevent real hits from being
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Figure B.3: Scatter plot of the change in the difference between the aver-
age in-time threshold and the approximate absolute threshold
of the pixels on a ROC versus the change in Vana applied in
the FPix Vana calibration. As Vana was increased (decreased),
the difference between the in-time and absolute thresholds de-
creased (increased) due to the change in time-walk.
read out. The absolute thresholds were set just above this failure point.
To begin the absolute threshold calibration, the absolute thresholds were
set to modest values so that none of the ROCs were failing. This can be done
quickly for most ROCs by adjusting the VcThr setting on each ROC until a rep-
resentative subset of its pixels are 100% efficient for an injected charge of ∼ 50
VCal, for instance.
Next, the absolute thresholds were lowered from the working point found
in the first step by raising the VcThr setting on all ROCs in five steps of two
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Figure B.4: Histogram of the analog currents drawn by the 32 FPix readout
groups (ROGs). Each readout group contains 135 ROCs, which
makes the average analog current drawn per ROC about 26
mA.
DAC units. At each step, the ROC was checked for failure by looking for failed
S-Curve fits, which is one artifact of the absolute thresholds being too low. S-
Curves from a small but representative subset of the pixels on each ROC (∼ 2%
distributed across the ROC) were considered to save time. The majority of ROCs
failed within five steps.
The VcThr setting of each failing ROC was then set to four DAC units below
its failing point, and the VcThr setting of each ROC that never failed was set
to two DAC units below the highest setting tested. After moving the ROCs to
their working settings all at once, a small number failed and were manually
tuned. Then, in an independent test known as PixelAlive, the hit efficiency for
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Table B.1: Total number of bad pixels on ROCs included in the readout
according to several tests. 98.1% of all ROCs are included in the
readout.
BPix FPix
Noisy in cosmic data and masked 616 30
Inefficient to charge injection ∼ 3k ∼ 3k
Dead in collision data ∼ 7.5k ∼ 4k
charge well over threshold was measured for every pixel. Any ROC showing
inefficiencies due to the absolute thresholds being too low, such as inefficient
double-columns resulting from filled buffers, was manually tuned.
The final absolute threshold distribution is shown in Fig. B.5. The mean
absolute threshold is 2457 electrons, which is approximately 10% of the charge
collected from a minimum ionizing particle that has passed through a sensor
with a vanishing incidence angle.
This threshold was achieved without introducing a significant number of
inefficient or noisy pixels. The final number of bad pixels on ROCs included
in the readout was measured in several ways. Noisy pixels were identified and
masked during cosmic ray data taking. Pixels inefficient to charge injection were
identified using the PixelAlive test; this test does not identify dead sensors or
poor connections between the sensor and ROC. Dead pixels were identified by
their lack of hits in high-statistics collision data. The final numbers are shown
in Table B.1.
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Figure B.5: Absolute threshold distribution. Each entry is the mean abso-
lute threshold of one ROC, which is computed from ∼ 2% of
the pixels on the ROC.
B.1.4 Noise
The noise of a pixel is equal to the width of the turn-on region of its S-Curve,
which is taken as two times the standard deviation of the Gaussian function that
would result from differentiating the error function fit. The BPix and FPix noise
distributions are shown in Fig. B.6. The BPix mean noise is 120 electrons, and
the FPix mean noise is 84 electrons. The noise of each pixel is well below the
absolute threshold set just above the level of cross-talk, so it does not negatively
impact the performance of the detector.
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Figure B.6: BPix and FPix noise distributions obtained from ∼ 2% of the
pixels on each ROC.
B.2 Analog Response Calibrations
The analog response of each ROC was optimized by maximizing the linearity
and range of the gain. The gain of a pixel is defined as the pulse height versus
injected charge. It is important for the gain to be as linear as possible because it
is parameterized with a linear function in the off-line reconstruction to limit the
number of parameters it must store.
The linearity of the gain was maximized through the calibration of two 8-
bit DACs known as VHldDel and Vsf. VHldDel determines a delay applied to
each pulse before its height is sampled and held in a capacitor until the double-
column is read out. VHldDel was set so that the maximum of a pulse is sam-
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pled. Vsf regulates the voltage applied to the sample and hold circuit. Vsf was
calibrated differently in the BPix and FPix. The BPix algorithm is based on the
observation that linearity increases as Vsf is increased. Vsf was increased on
each BPix ROC until the average linearity reached a target value or a current
limit was reached. In the FPix, Vsf was set so that the pulse height when VHld-
Del is set to its minimum is equal to the pulse height when VHldDel is set to its
maximum; this was also observed to produce good linearity.
The range of the gain of one pixel is defined as the difference between the
pulse height due to the maximum injected charge and the pulse height due to
injected charge just above threshold. The range depends on several DACs, but
it can be maximized by calibrating only two of them on a ROC-by-ROC basis
after the rest have been set to compatible values. VIbias PH and VoffsetOp,
both 8-bit DACs, were calibrated. VIbias PH applies a gain to the pulse height,
and VoffsetOp applies an offset. The ranges of a small but representative subset
of the pixels on each ROC were measured in a two-dimensional scan of these
DACs, and the settings that produced the largest ranges within the range of the
FEDs’ ADCs were chosen.
The final gain parameters resulting from these calibrations are presented in
this issue [62].
B.3 Regular Recalibrations
All of the ROC DAC settings and most of the settings in the pixel data acquisi-
tion system will not need to be recalibrated until the detector’s operating tem-
perature is changed or significant radiation damage is accumulated. This is not
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foreseen to occur before 2012.
There are several FED parameters that are recalibrated on a regular basis to
account for environmental changes and to monitor the detector’s status. The
most frequently changed parameters are offsets in the optical receiver of each
FED channel. These are recalibrated approximately once per week when tem-
perature changes at the laser drivers near the front end shift the signal beyond
what can be handled by an automatic correction in the FED. The automatic cor-
rection can account for temperature changes of 2 − 3 ◦C.
Approximately two to four times per month, the parameters necessary to
decode the addresses of hit pixels are remeasured. The address parameters are
relatively stable, so they are often remeasured only to check for problems. Fi-
nally, approximately once per month, the optimal phase of each FED channel’s
ADC is remeasured. The phase parameters are stable, and therefore, this cali-
bration is performed mostly as a check.
For more detail on these calibrations, see Reference [116].
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APPENDIX C
EMISST CLEANING
All events contributing to the analysis are required to pass a number of cuts
designed to reject events with anomalous sources of EmissT . The sources of E
miss
T
and brief descriptions of the corresponding cuts are given below:
• HB/HE noise: Noise leading to fake energy depositions up to O(1) TeV
is created the late stages of the HCAL readout, for example in the HPDs.
Fake energy depositions of 100 GeV or more are created with a rate of
several Hz. A number of handles are used to reject events suffering from
this type of noise. The most useful handles are related to the pulse shape.
• HCAL laser: In normal operation, laser pulses are sent to the HCAL in
gaps between collisions to monitor the detector’s response. In certain
running periods, laser pulses were sent coincident with bunch crossings.
Events with a very large number of hits, indicative of a laser pulse, are
rejected.
• ECAL laser: In certain running periods, some cells used incorrect laser-
calibration constants that led to an overestimate of the deposited energy.
Events with unphysical calibration constants are rejected.
• Bad EE supercrystal: Two groups of 5 × 5 cells in the EE measure anoma-
lously high energies. Events suffering from this problem are rejected with
a cut based on the total energy measured by each group of cells and the
number of good hits with high energies.
• ECAL dead cell: Large EmissT can be created by dead or masked cells in the
ECAL. The biggest effect arises from groups of contiguous cells. A large
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fraction of these groups provide trigger-primitive information that can be
used to identify large losses of energy. Events containing these losses are
vetoed.
• Tracking failure: The reconstruction of tracks has been found to fail in
certain cases when the number of clusters is very large or when charged
particles originate from a satellite bunch. Events suffering from this prob-
lem are rejected with a cut that compares the scalar sum of track pT for
tracks originating from the primary vertex with HT.
• Tracking algorithm: A large number of fake tracks is sometimes produced
in the tracking iteration seeded by the TOB and TEC. Events suffering from
this problem are removed by rejecting events with a jet with pT > 50 GeV,
0.9 < |η| < 1.9, and a charged multiplicity larger than the neutral multiplic-
ity by 40 or more.
• Muons with wrong moment: Particle-flow muons are occasionally as-
signed too much momentum because of problems in the global fit or in
the assignment of HCAL energy. Cuts based on comparisons between the
track pT and global track pT and between the track momentum and calori-
metric energy are applied to reject events containing these problematic
muons.
• Noisy jet: Events containing a jet with more than 90% of its energy in
the form of neutral hadrons or more than 95% of its energy in the form of
photons are rejected.
• Jet failing identification: To reject events with fake jets, any event contain-
ing a jet with pT > 30 GeV that fails a set of loose jet identification criteria
is vetoed. The criteria are given in a bulleted list in Section 6.1.2, where
151
the cuts on the quantities related to charged particles are only applied for
jets with |η| < 2.4.
• MET ratio: Some QCD have been found to have anomalously high EmissT
while the EmissT computed with calorimeter information alone is moderate.
These events are rejected by requiring EmissT /E
miss
T, calorimeter < 2.
• Beam halo: Beam-induced backgrounds, or beam halo, result from inter-
actions between the LHC beams and limiting apertures or gas inside the
beam pipes. The showers of particles initiated by these interactions can
create a large-EmissT signature coincident with a collision event. These
events are rejected with cuts based on their signature in the CSC detec-
tor.
• Scraping veto: Events affected by beam scraping are removed by rejecting
events with ten or more tracks and a fraction of high-quality tracks less
than 25%.
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APPENDIX D
EVENT DISPLAYS
Event displays for two events in the ZL signal region with large EmissT , HT,
and Nb−jet are shown below.
Figure D.1: Three-dimensional event display for event 61509469.
153
Figure D.2: Two-dimensional r-φ event display for event 61509469.
Figure D.3: Three-dimensional event display for event 94548608.
154
Figure D.4: Two-dimensional r-φ event display for event 94548608.
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