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Sur les caracte`res des groupes re´ductifs finis a` centre non connexe :
applications aux groupes spe´ciaux line´aires et unitaires
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Re´sume´ : Un premier but de cet article est de pre´senter une synthe`se des re´sultats
de plusieurs auteurs concernant les caracte`res des groupes re´ductifs finis a` centre non
connexe. Nous nous inte´ressons particulie`rement aux proble`mes directement lie´s a` la non
connexite´ du centre. Nous insistons notamment sur les caracte`res de Gelfand-Graev et
les caracte`res semisimples.
Un deuxie`me but est d’e´tudier l’influence de la non connexite´ du centre sur la the´orie
des faiceaux-caracte`res. Nous nous concentrons notamment sur la famille des faisceaux-
caracte`res dont le support rencontre la classe unipotente re´gulie`re : ce sont les analogues
naturels des caracte`res semisimples.
Le dernier but est l’application de ces re´sultats aux groupes re´ductifs finis de type A,
de´ploye´s ou non (comme par exemple les groupes spe´ciaux line´aires ou unitaires). Lorsque
le cardinal du corps fini de re´fe´rence est assez grand, nous obtenons un parame´trage des
caracte`res irre´ductibles, calculons explicitement le foncteur d’induction de Lusztig dans
la base des caracte`res irre´ductibles, parame´trons les faisceaux-caracte`res et montrons
que les fonctions caracte´ristiques de ces faisceaux-caracte`res sont des transforme´es de
Fourier des caracte`res irre´ductibles (conjecture de Lusztig). Ces re´sultats permettent de
construire un algorithme the´orique pour calculer la table de caracte`res de ces groupes.
Abstract : A first aim of this paper is to present an overview of results obtained by
several authors on the characters of finite reductive groups with non-connected centre.
We are particularly interested in problems directly linked to the non-connectedness of
the centre. We insist on Gelfand-Graev and semisimple characters.
A second aim is to study the influence of the non-connectedness of the centre on the
theory of character sheaves. We study more precisely the family of character sheaves
whose support meets the regular unipotent class: these are analogues of the semisimple
characters.
The last aim is the application of these results to finite reductive groups of type A,
split or not (as for instance the special linear or special unitary groups). Whenever
the cardinality of the finite field is large enough, we obtain a parametrization of the
irreducible characters, a parametrization of the character sheaves, and we show that the
characteristic functions of character sheaves are Fourier transforms of the irreducible
characters (Lusztig’s conjecture). This gives a theoretical algorithm for computing the
character table of these groups.
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En 1907, Schur [Sc] et Jordan [Jo] de´terminaient les tables de caracte`res du groupe ge´ne´ral line´aire
GL(2, q) et du groupe spe´cial line´aire SL(2, q). En 1951, Steinberg [St2] de´terminait la table de caracte`res
de GL(3, q) et GL(4, q), en utilisant entre autres des constructions ge´ne´rales de repre´sentations (que
nous appelons de nos jours unipotentes) de GL(n, q) (voir [St1]). Finalement, au prix d’un tour de
force combinatoire remarquable, Green [Gr] de´terminait en 1955 la table de caracte`res de GL(n, q) (au
moins algorithmiquement). Par contre, les progre`s concernant le groupe spe´cial line´aire furent beaucoup
plus long. En 1971, Lehrer [Le1] de´terminait une partie de la table de caracte`res de SL(4, q), celle
correspondant aux se´ries discre`tes. Citons e´galement les travaux de Lehrer [Le2] puis Digne, Lehrer
et Michel [DiLeMi1] qui donnent des informations partielles pour le calcul de la table de caracte`res de
SL(n, q). Ces informations sont suffisantes pour comple´ter la table de caracte`res lorsque n est premier.
Un des buts de cet article est de fournir un algorithme the´orique pour calculer la table de caracte`res de
SL(n, q) : cependant, nous ne sommes capable de montrer la validite´ de cet algorithme que lorsque q est
assez grand.
Plus ge´ne´ralement, siG est un groupe re´ductif connexe de´fini sur une cloˆture alge´brique F du corps fini
a` p e´le´ments Fp (p premier) et si F : G→ G est une isoge´nie dont une puissance est un endomorphisme
de Frobenius relatif a` une Fq-structure sur G (q = p
?), le calcul de la table de caracte`res du groupe fini
GF (appele´ groupe re´ductif fini) est loin d’eˆtre re´solu en toute ge´ne´ralite´. Rappelons quand meˆme que
le cas du groupe Sp(4, q) a e´te´ re´solu, pour q impair, par Srinivasan [Sr] en 1968. D’autres re´sultats ont
e´te´ obtenus sur les petits groupes (groupes de Suzuki, groupes de Ree...).
Pourtant, en 1976, l’article fondateur de Deligne et Lusztig [DeLu1] permettait a` la the´orie des car-
acte`res des groupes re´ductifs finis de faire des progre`s conside´rables. Leur ide´e, inspire´e par des calculs
de Drinfeld montrant que la se´rie discre`te de SL(2, q) apparaissait dans la cohomologie ℓ-adique de la
varie´te´ de´finie par l’e´quation xyq−yxq = 1, e´tait d’utiliser la structure de varie´te´ de G pour produire des
sous-varie´te´s de G sur lequel le groupe fini GF agit et de re´cupe´rer ainsi des repre´sentations de GF dans
la cohomologie ℓ-adique de ces varie´te´s. Poursuivant dans cette voix, Lusztig [Lu5], apre`s une se´rie im-
pressionnante d’articles, obtenait en 1984 le parame´trage des caracte`res irre´ductibles deGF (dans l’esprit
du programme de Langlands) lorsque le centre de G est connexe. En plus de ce parame´trage, il obtenait
une formule explicite pour le degre´ de ces caracte`res ainsi qu’un algorithme (the´orique) permettant de
calculer les valeurs de ces caracte`res en les e´le´ments semi-simples.
Au cours de sa de´marche, Lusztig introduisait une nouvelle base orthonormale de l’espace des fonctions
centrales, la base des caracte`res fantoˆmes, obtenue a` partir de la base des caracte`res irre´ductibles par une
matrice diagonale par blocs, les blocs e´tant des matrices de transforme´es de Fourier associe´es a` des petits
groupes finis (dont la taille ne de´pend pas de q). En 1984-1986, Lusztig (voir [Lu4] et [Lu6]) de´veloppait
une nouvelle the´orie, la the´orie des faisceaux-caracte`res, dans le but de comprendre l’intrusion de ces petits
groupes finis et de ces caracte`res fantoˆmes. Un faisceau-caracte`re est un faisceau pervers G-e´quivariant
irre´ductible sur G satisfaisant a` certaines conditions. Si A est un faisceau-caracte`re F -stable, on peut lui
associer une fonction centrale sur GF , appele´e fonction caracte´ristique de A ; cette fonction n’est de´finie
qu’a` une constante multiplicative pre`s mais Lusztig a de´fini des normalisations qui en font des fonctions
de norme 1. De plus, Lusztig a montre´ que ces fonctions caracte´ristiques de faisceaux-caracte`res F -stables
forment une base orthonormale de l’espace des fonctions centrales. Il a fait la conjecture suivante :
Conjecture de Lusztig : Si le centre de G est connexe, la matrice de passage entre
la base des caracte`res fantoˆmes et la base des fonctions caracte´ristiques de faisceaux-
caracte`res F -stables sur G est diagonale.
D’autre part, Lusztig a aussi de´crit un algorithme the´orique permettant de calculer les fonctions car-
acte´ristiques de faisceaux-caracte`res F -stables, meˆme lorsque le centre de G n’est pas connexe. En 1995,
Shoji [Sh1] de´montrait cette conjecture.
Il apparaˆıt ainsi au cours de l’e´volution de la the´orie que la non-connexite´ du centre de G entraˆıne
de nombreuses complications. Certaines sont techniques (comme par exemple le parame´trage des classes
de conjugaison), d’autres sont the´oriques (comme par exemple la non-connexite´ du centralisateur des
e´le´ments semi-simples du dual de G ou l’augmentation significative du nombre de faisceaux-caracte`res
3cuspidaux). Cette non-connexite´ du centre explique les difficulte´s qui ont e´maille´ la recherche d’une table
de caracte`res pour le groupe spe´cial line´aire.
Plusieurs auteurs ont e´tudie´ les groupes re´ductifs finis a` centre non connexe (Asai [As], Lusztig [Lu7],
Digne et Michel [DiMi1], Digne, Lehrer et Michel [DiLeMi1], [DiLeMi2], Shoji [Sh2] ou l’auteur [Bon1],
[Bon4], [Bon5]). Le parame´trage des caracte`res irre´ductibles a pu ainsi eˆtre acheve´e [Lu7] et des nouvelles
informations sur la table de caracte`res du groupe GF (par exemple la valeur en les e´le´ments unipotents
re´guliers [DiLeMi1]) ont e´te´ obtenues.
Concernant l’analogue de la conjecture de Lusztig, un des premiers proble`mes vient de ce qu’il n’y a pas
de de´finition indiscutable de la notion de caracte`re fantoˆme. On peut alors conside´rer comme une re´ponse
positive a` la conjecture de Lusztig pour les groupes a` centre non connexe un the´ore`me qui montrerait que
la base des fonctions caracte´ristiques de faisceaux-caracte`res F -stables est obtenue a` partir de la base des
caracte`res irre´ductibles par une matrice diagonale par blocs, les blocs e´tant des matrices de transforme´es
de Fourier associe´es a` des petits groupes finis. Dans cette acceptation, la conjecture de Lusztig a e´te´
de´montre´e pour les groupes spe´ciaux orthogonaux et symplectiques par Waldspurger [Wa] lorsque q est
assez grand.
Shoji [Sh3] a de´montre´ la conjecture de Lusztig pour le groupe SL(n, q) pour p > 3n et q une puissance
quelconque de p. Il a aussi propose´ une de´finition inte´ressante de caracte`re fantoˆme : un caracte`re fantoˆme
devrait eˆtre la descente de Shintani de GF
n
a` GF d’un caracte`re irre´ductible F -stable de GF
n
(pour n
suffisamment divisible). Cette de´finition a le me´rite d’eˆtre correcte lorsque le centre de G est connexe et
de rendre vraie la conjecture de Lusztig dans le groupe spe´cial line´aire.
Un des buts du pre´sent article est de de´montrer la conjecture de Lusztig (sans prendre la de´finition
de Shoji de caracte`re fantoˆme) pour le groupe spe´cial line´aire et le groupe spe´cial unitaire lorsque p est
quelconque et q est assez grand. Plus pre´cise´ment, nous obtenons un parame´trage des caracte`res de ces
groupes re´ductifs finis et de´finissons a priori, sans re´fe´rence a` la the´orie des faisceaux-caracte`res, des
transforme´es de Fourier naturelles de ces caracte`res irre´ductibles (nous nous inspirons de [DiMi1, §5 et
6]). Nous montrons alors que la matrice de passage entre la base des transforme´es de Fourier et la base
des fonctions caracte´ristiques de faisceaux-caracte`res F -stables est diagonale et calculons explicitement
les coefficients diagonaux. Dans l’optique d’obtenir un algorithme pour calculer la table de caracte`res
de ces groupes, notre re´sultat est satisfaisant. Il faut cependant eˆtre re´aliste : la mise en œuvre de cet
algorithme ne´cessite encore un travail conside´rable. Une dernie`re remarque : notre re´sultat est valide
pour tous les groupes de type A, quel que soit l’endomorphisme de Frobenius conside´re´. Meˆme dans le
cas de´ploye´, il s’applique aux groupes interme´diaires de la forme SLn/µd, ou` d divise n : ces groupes
sont des extensions non triviales du groupe fini SL(n, q)/µd(Fq) qui ne sont pas contenus dans le travail
de Shoji [Sh3].
Dans le cas du groupe spe´cial line´aire, il serait inte´ressant de relier plus finement le parame´trage
de Shoji et le notre pour de´terminer la matrice de passage entre nos transforme´es de Fourier et les
caracte`res fantoˆmes de Shoji : lorsque q est assez grand, cette matrice de passage est diagonale mais nous
n’en connaissons pas les coefficients. Il serait aussi inte´ressant, dans le cas du groupe spe´cial unitaire,
de savoir si nos transforme´es de Fourier sont des caracte`res fantoˆmes (a` une constante pre`s) au sens de
Shoji.
Cet article a aussi un autre but : pre´senter une synthe`se des re´sultats sur les groupes re´ductifs finis
directement lie´s a` la non connexite´ du centre. Notons Z(G) = Z(G)/Z(G)◦ le groupe des composantes
connexes du centre de G. Nous montrons comment relier Z(G) au syste`me de racines de G, e´tudions
le morphisme Z(G) → Z(L) (ou` L est un sous-groupe de Levi de G) en lien avec les automorphismes
du diagramme de Dynkin affine, relions la structure de Z(G) avec la non-connexite´ du centralisateur des
e´le´ments semi-simples du dual G∗ de G, e´tudions la distinction qu’elle entraˆıne entre se´ries de Lusztig
ge´ome´triques et rationnelles, e´tudions l’action deH1(F,Z(G)) sur les caracte`res deGF a` travers la the´orie
de Harish-Chandra, calculons les composantes irre´ductibles des caracte`res de Gelfand-Graev, e´tudions
l’action de Z(G) (par conjugaison ou par translation) sur les faisceaux-caracte`res, avant d’appliquer tout
ceci aux caracte`res des groupes de type A. Parmi ces re´sultats, beaucoup sont bien connus et duˆs a`
d’autres auteurs, mais nous avons souhaite´ les pre´senter ensemble, notamment pour les relier entre eux
et quelquefois pour en ame´liorer le´ge`rement le degre´ de ge´ne´ralite´.
Pour e´tudier les groupes a` centre non connexe, nous reprenons une technique courante [DeLu1] : elle
consiste a` voir G comme un sous-groupe ferme´ distingue´ d’un groupe G˜ a` centre connexe tel que G˜/G
soit abe´lien (c’est toujours possible ; par exemple, plonger SLn(F) dans GLn(F)). La the´orie de Clifford
4permet alors, par restriction de G˜F a`GF , d’utiliser ce que l’on sait de G˜F , par exemple par les avantages
lie´s a` la connexite´ du centre de G˜.
Cet article est organise´ comme suit. Dans le chapitre I, nous introduisons les notations ge´ne´rales
en vigueur dans tout l’article, pre´sentons le contexte et e´tablissons quelques re´sultats pre´liminaires a`
la suite. Dans le chapitre II, nous montrons comment calculer Z(G) et Z(L) (pour un sous-groupe de
Levi L de G) de plusieurs manie`res. Nous rappelons les diffe´rentes constructions d’un morphisme entre
le groupe AG∗(s) des composantes connexes du centralisateur d’un e´le´ment semi-simple s de G
∗ et le
groupe Z(G)∧ des caracte`res line´aires de Z(G). Nous y construisons une action de H1(F,Z(G)) sur
les fonctions centrales sur GF . Nous rappelons aussi les notions de cuspidalite´ introduites dans [Bon3],
[Bon4], [Bon5] et [Bon6]. Un des buts du chapitre III est de de´montrer la disjonction des se´ries de
Lusztig rationnelles. L’essentiel de cette preuve est contenu dans [Lu3] ou [DiMi2]. Dans le chapitre
IV, nous e´tudions l’action de H1(F,Z(G)) a` travers la the´orie de Harish-Chandra. Nous ne pensons
pas que ceci soit traite´ ailleurs dans ce degre´ de ge´ne´ralite´. Le chapitre V, largement inspire´ par [As],
[DiLeMi1], [DiLeMi2] et [Bon1], traite des e´le´ments unipotents re´guliers, des caracte`res de Gelfand-
Graev, de leurs composantes irre´ductibles (les caracte`res dits re´guliers) et de leur dual de Curtis (les
caracte`res dits semi-simples). Nous obtenons notamment une de´composition des caracte`res semi-simples
comme combinaison line´aire d’induits de fonctions absolument cuspidales. Dans le chapitre VI, nous
e´tudions les diffe´rentes actions de Z(G) sur les faisceaux-caracte`res. Tout d’abord, si A est un faisceau-
caracte`re, la G-e´quivariance de A induit une action de Z(G) sur A via un caracte`re line´aire. De plus,
via l’action par translation, Z(G) permute les faisceaux-caracte`res : nous de´terminons l’action de cette
permutation a` travers le proce´de´ d’induction a` partir des faisceaux-caracte`res cuspidaux. Pour finir,
nous e´tudions les faisceaux-caracte`res apparaissant dans l’induit de faisceaux-caracte`res cuspidaux dont
le support rencontre la classe unipotente re´gulie`re et de´crivons leur fonction caracte´ristique en termes
d’induction de Lusztig.
Dans le chapitre VII, nous supposons que toutes les composantes quasi-simples de G sont de type A et
que G est muni d’un endomorphisme de Frobenius quelconque, de´ploye´ ou non. Nous montrons comment
les fonctions centrales introduites dans le chapitre V permettent, lorsque q est grand, de construire les
caracte`res irre´ductibles comme combinaisons line´aires d’induits de fonctions caracte´ristiques de fonctions
absolument cuspidales. En utilisant le fait que le support de tout faisceau-caracte`re cuspidal sur G ren-
contre (a` translation pre`s par Z(G)) la classe unipotente re´gulie`re et les formules de la dernie`re section
du chapitre VI, nous obtenons la conjecture de Lusztig. Donnons-en un e´nonce´ sommaire : soit s un
e´le´ment semi-simple de G∗F
∗
, soit W ◦(s) le groupe de Weyl de C◦G∗(s), soit AG∗(s) = CG∗(s)/C
◦
G∗(s)
(c’est un groupe abe´lien), soit E(GF , (s)) la se´rie de Lusztig ge´ome´trique de GF associe´e a` la classe
de conjugaison de s dans G∗ et soit FCar(G, (s))F la se´rie ge´ome´trique des faisceaux-caracte`res F -
stables associe´e a` s. Notons I(G, s) l’ensemble des triplets (χ, ξ, α) tels que χ parcourt un ensemble de
repre´sentants des AG∗(s)-orbites F
∗-stables de caracte`res irre´ductibles de W ◦(s), ξ ∈ (AG∗(s, χ)
F∗)∧ et
ζ ∈ H1(F ∗, AG∗(s, χ)) (ou` AG∗(s, χ) est le stabilisateur de χ dans AG∗(s)). Notons I∨(G, s) l’ensemble
des triplets (χ, a, τ) ou` χ parcourt un ensemble de repre´sentants des AG∗(s)-orbites F
∗-stables de car-
acte`res irre´ductibles deW ◦(s), a ∈ AG∗(s, χ)F
∗
et τ ∈ H1(F ∗, AG∗(s, χ))∧. Si A est un faisceau-caracte`re
F -stable sur G, nous noterons XA sa fonction caracte´ristique (explicitement normalise´e comme dans
l’article).
The´ore`me. Supposons q assez grand. Alors il existe deux bijections
I(G, s) −→ E(GF , (s))
(χ, ξ, α) 7−→ Rχ(s)ξ,α
et
I∨(G, s) −→ FCar(G, (s))F
(χ, a, τ) 7−→ Aχ(s)a,τ
telles que, si (χ, a, τ) ∈ I∨(G, s), alors
XAχ(s)a,τ =
ζs,χ,a,τ
|AG∗(s, χ)|
∑
ξ∈(AG∗(s,χ)
F∗ )∧
α∈H1(F∗,AG∗(s,χ))
ξ(a)τ(α)Rχ(s)ξ,α,
ou` ζs,χ,a,τ est une racine de l’unite´ explicitement de´termine´e.
5Il est a` noter que, comme conse´quence des travaux effectue´s, on obtient une description explicite du
foncteur d’induction de Lusztig en termes du groupe de Weyl (lorsque q est assez grand).
Dans la section 25, nous e´tudions plus pre´cise´ment le cas ou` G est un sous-groupe de Levi d’un groupe
de´ploye´ de type A. Nous obtenons par exemple, en utilisant uniquement la the´orie de Harish-Chandra,
un parame´trage des caracte`res irre´ductibles de E(GF , (s)) par I(G, s) dont nous montrons qu’il co¨ıncide
avec le parame´trage du the´ore`me pre´ce´dent lorsque q est assez grand. Cela nous permet de retrouver,
comme cas particulier des the´ore`mes du chapitre VII, le re´sultat de notre the`se [Bon1, the´ore`me 16.2.1]
sur le calcul de l’induction de Lusztig dans le groupe spe´cial line´aire. Nous rappelons aussi comment
fonctionne la de´composition de Jordan.
Dans l’appendice A, nous rassemblons les re´sultats techniques sur les caracte`res de produits en couronne
que nous utilisons dans les deux derniers chapitres. Dans l’appendice B, nous rappelons des re´sultats
classiques sur les sommes de Gauss et montrons comment ils permettent d’obtenir les valeurs des racines
de l’unite´ ζs,χ,a,τ intervenant dans l’e´nonce´ du the´ore`me pre´ce´dent.
Remarque - Cet article est largement inspire´ de notre the`se [Bon1], notamment des parties qui n’ont
fait l’objet d’aucune publication. Nous en avons cependant ame´liore´ et enrichi le traitement. L’appendice
est essentiellement contenu dans [Bon1, partie 1, chapitre I] : il est a` noter que le corollaire 28.3, qui
correspond a` [Bon1, proposition 1.9.1], est ici affuble´ d’une preuve correcte, contrairement a` ce qui est
e´crit dans [Bon1] ! Le chapitre III est une version tre`s enrichie de [Bon1, §6]. Le chapitre IV correspond a`
[Bon1, §7] : remarquons que le groupe note´ ici W ′
GF
(L˜, λ˜) et note´ W¯GF (L˜, λ˜) dans [Bon1, §7.4] est de´fini
ici de manie`re intrinse`que et non par un produit semi-direct peu canonique. Le chapitre V correspond
a` [Bon1, §12 et 13] : ici, l’ame´lioration consiste a` utiliser la version pre´cise´e du the´ore`me de Digne,
Lehrer et Michel sur la restriction de Lusztig des caracte`res de Gelfand-Graev que l’auteur a obtenue
dans [Bon7]. La section 25 correspond a` [Bon1, §15 et 16] : compte tenu de la remarque pre´ce´dente,
le re´sultat sur l’induction de Lusztig est ici plus pre´cis. Il faut aussi noter que la convention dans le
parame´trage des caracte`res irre´ductibles de GF ayant e´te´ le´ge`rement modifie´, les formules obtenues ici
se retrouvent alle´ge´es de certains signes.
Remerciements - L’auteur tient a` remercier tre`s chaleureusement Jean Michel pour l’avoir lance´ dans
ce sujet lors de sa the`se, pour l’avoir initie´ a` la the´orie des faisceaux-caracte`res et pour les innombrables
et fructueuses discussions que nous avons eues sur ce sujet depuis.
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7Chapitre I. Pre´liminaires, notations, de´finitions
Dans la premie`re section de ce chapitre, nous introduisons les notations et conventions ge´ne´rales
valables dans tout cet article. Dans la deuxie`me section, nous introduisons les objets que nous allons
e´tudier (groupes re´ductifs finis) tout en e´tablissant quelques re´sultats pre´liminaires. La troisie`me section
est une collection de re´sultats, notamment sur les centralisateurs de sous-tores de groupes re´ductifs, que
nous utiliserons dans la suite de l’article.
1. Notations ge´ne´rales
1.A. Notations usuelles. Nous notons N = {0, 1, 2, 3, . . .} l’ensemble des entiers naturels et N∗ =
N\{0} = {1, 2, 3, . . .} l’ensemble des entiers naturels non nuls. Comme il est d’usage, Z, Q et R de´signent
respectivement l’anneau des entiers relatifs, le corps des nombres rationnels et le corps des nombres re´els.
Si r est un nombre premier, Zr de´signe l’anneau des entiers r-adiques et nous notons Qr son corps des
fractions. Le corps re´siduel de Zr est note´ Fr. Si x ∈ Q, nous notons νr(x) ∈ Z ∪ {+∞} sa valuation
r-adique. Si x 6= 0, nous de´finissons xr = rνr(x) et xr′ = xx−1r . Nous notons Z(r) = {x ∈ Q | νr(x) > 0}.
1.B. Groupes, anneaux, corps. Nous fixons dans cet article un nombre premier p. Soit F une cloˆture
alge´brique du corps fini a` p e´le´ments Fp. Si q est une puissance de p, nous notons Fq le sous-corps de F
de cardinal q. Par varie´te´ (ou groupe alge´brique), nous entendons une varie´te´ (respectivement un groupe
alge´brique) sur F. Si n ∈ N∗, nous posons
µn(F) = {ξ ∈ F
× | ξn = 1}.
Alors |µn(F)| = np′ .
Nous nous fixons aussi un nombre premier ℓ diffe´rent de p et nous notons Qℓ une cloˆture alge´brique du
corps des nombres ℓ-adiques Qℓ. Nous fixons une fois pour toutes un automorphisme involutif Qℓ → Qℓ,
x 7→ x¯ tel que ω¯ = ω−1 pour toute racine de l’unite´ ω dans Qℓ
×
.
Si E est un ensemble et si ∼ est une relation d’e´quivalence sur E, on notera E/ ∼ l’ensemble des
classes d’e´quivalence de ∼ dans E et [E/ ∼] un ensemble de repre´sentants de ces classes d’e´quivalence.
Le lecteur pourra ve´rifier que, chaque fois que cette notation sera employe´e (par exemple dans une somme∑
x∈[E/∼] f(x)), le re´sultat sera inde´pendant du choix des repre´sentants. Si X est une partie de E, nous
noterons 1X (ou 1
E
X s’il est ne´cessaire de pre´ciser l’ensemble de re´fe´rence) la fonction caracte´ristique de
X a` valeurs dans Qℓ.
Si G est un groupe, nous notons |G| ∈ N∗ ∪ {+∞} son ordre. Si X est un sous-ensemble de G,
< X > de´signe le sous-groupe de G engendre´ par X , NG(X) le normalisateur de X dans G et CG(X)
le centralisateur de X dans G. Si g ∈ G, nous notons o(g) = | < g > | son ordre. Nous notons
Gtors l’ensemble des e´le´ments de G d’ordre fini, Gp l’ensemble des e´le´ments de G d’ordre fini e´gal a` une
puissance de p et Gp′ l’ensemble des e´le´ments de G d’ordre fini premier a` p. Si g ∈ Gtors, nous notons
gp et gp′ les uniques e´le´ments de Gp et Gp′ respectivement tels que g = gpgp′ = gp′gp : gp est appele´ la
p-partie de g tandis que gp′ est appele´ la p
′-partie de g. Remarquons que o(gp) = o(g)p et o(gp′) = o(g)p′ .
Si A est un groupe agissant sur G et si ϕ ∈ A, nous noterons H1(ϕ,A) l’ensemble des classes de
ϕ-conjugaison de G (deux e´le´ments g et g′ de G sont dits ϕ-conjugue´s s’il existe x ∈ G tel que g′ =
x−1gϕ(x)). En d’autres termes, H1(ϕ,G) = H1(Z, G), ou` le ge´ne´rateur 1 de Z agit sur G via ϕ. Si ϕ est
d’ordre fini, on a en ge´ne´ral H1(ϕ,G) 6= H1(< ϕ >,G).
Exemple 1.1 - Supposons G abe´lien. Alors H1(ϕ,G) = G/ Im(ϕ − 1) ou` on note ϕ − 1 : G → G,
g 7→ g−1ϕ(g) : en particulier, H1(ϕ,G) he´rite naturellement d’une structure de groupe. Si de plus G est
fini, alors |Aϕ| = |H1(ϕ,G)|. 
Nous fixons une fois pour toutes un isomorphisme de groupes
ı : (Q/Z)p′ −→ F
×
et un morphisme injectif de groupes
 : Q/Z −→ Qℓ
×
.
On obtient alors un morphisme injectif
κ : F× −→ Qℓ
×
8de´fini par κ =  ◦ ı−1. Pour finir ce paragraphe, nous de´finissons le morphisme surjectif ı˜ : Q → F×
comme e´tant la composition de ı avec le morphisme Q→ Q/Z→ (Q/Z)p′ . Notons que Ker ı˜ = Z[1/p] =
{apr | a ∈ Z et r ∈ Z}. De meˆme, nous notons ˜ : Q→ Qℓ
×
le compose´ de  et du morphisme canonique
Q→ Q/Z ; on a Ker ˜ = Z.
1.C. Caracte`res des groupes finis. Si G est un groupe fini, nous notons IrrG l’ensemble de ses
caracte`res irre´ductibles sur Qℓ et G
∧ le groupe de ses caracte`res line´aires a` valeurs dans Q
×
ℓ . On a
G∧⊂ IrrG ; on a G∧ = IrrG si et seulement si G est abe´lien. Si f : G→ H est un morphisme de groupes
finis, nous noterons fˆ : H∧ → G∧, θ 7→ θ ◦ f le morphisme dual de f .
Si G est un sous-groupe distingue´ d’un groupe G˜ et si φ ∈ G˜, nous noterons Cent(Gφ) le Qℓ-espace
vectoriel des fonctions Gφ→ Qℓ invariantes par G-conjugaison. Nous de´finissons sur Cent(Gφ) le produit
scalaire
〈, 〉G : Cent(Gφ)× Cent(Gφ) −→ Qℓ
(γ, γ′) 7−→
1
|G|
∑
g∈G
γ(gφ)γ′(gφ).
Si H est un sous-groupe de G et si g ∈ G est tel que gφH = H , nous noterons IndGφHgφ : Cent(Hgφ) →
Cent(Gφ) l’adjoint, pour les produits scalaires 〈, 〉Hgφ et 〈, 〉Gφ, de l’application de restriction naturelle
ResGφHgφ : Cent(Gφ)→ Cent(Hgφ). En fait, si f ∈ Cent(Hgφ), on a
(1.2) (InfGφHgφ f)(xφ) =
∑
y∈[G/H]
y−1xφy∈Hgφ
f(y−1xφy).
On en de´duit que
IndGφHgφ = Res
G<φ>
Gφ ◦ Ind
G<φ>
H<gφ> f˜ ,
ou` f˜ est l’extension par ze´ro de f a` H < gφ >. Avec ces notations, Cent(G) est le Qℓ-espace vectoriel
des fonctions centrales G → Qℓ et IrrG en est une base orthonormale. Nous identifions Z IrrG avec le
groupe de Grothendieck de la cate´gorie des QℓG-modules de type fini.
Si g ∈ G, nous noterons γGg la fonction centrale sur G de´finie par
γGg (g
′) =
{
0 si g et g′ ne sont pas conjugue´s dans G,
|CG(g)| sinon.
En fait,
γGg =
∑
γ∈IrrG
γ(g)γ.
De plus, si g ∈ H , alors
IndGH γ
H
g = γ
G
g .
Pour finir cette sous-section, nous allons donner une formule permettant de calculer l’induction IndGφHgφ
dans un cas particulier. Supposons maintenant que G˜ = G = H < g > et φ = 1. En particulier, H est
distingue´ dans G. Pour tout caracte`re irre´ductible χ de H invariant par G (c’est-a`-dire par g), on fixe
une extension χ˜ de χ a` G (l’existence de χ˜ est assure´e par la cyclicite´ de G/H). On note χ˜g la restriction
de χ˜ a` Hg. Alors (χ˜g)χ∈(IrrH)g est une base orthonormale de Cent(Hg) et
(1.3) IndGHg χ˜g =
∑
ξ∈(G/H)∧
ξ(g)−1(χ˜⊗ ξ).
Ici, un caracte`re line´aire de G/H est aussi vu comme un caracte`re line´aire de G.
9De´monstration de 1.3 - Posons γ = IndGHg χ˜g et γ
′ =
∑
ξ∈(G/H)∧ ξ(g)
−1(χ˜ ⊗ ξ). D’apre`s 1.2, on a,
pour x ∈ G,
γ(x) =
∑
y∈[G/H]
y−1xy∈Hg
χ˜(y−1xy)
=
∑
y∈[G/H]
y−1xy∈Hg
χ˜(x)
=
{
|G/H |χ˜(x) si x ∈ Hg
0 sinon.
D’autre part,
γ′(x) = χ˜(x)(
∑
ξ∈(G/H)∧
ξ(g)−1ξ(x))
=
{
|G/H |χ˜(x) si x ∈ Hg
0 sinon. 
1.D. Groupes alge´briques. Si H est un groupe alge´brique line´aire, nous notons H◦ sa composante
connexe contenant l’e´le´ment neutre, Huni sa sous-varie´te´ ferme´e forme´e des e´le´ments unipotents, Hsem
l’ensemble de ses e´le´ments semi-simples, Z(H) son centre, D(H) son groupe de´rive´ et Ru(H) son radical
unipotent. Nous posons Z(H) = Z(H)/Z(H)◦. Nous notons rg(H) le rang deH c’est-a`-dire la dimension
d’un de ses tores maximaux. Nous posons rgsem(H) = rg(D(H)). Si h ∈ H, nous posons C
◦
H(h) = CH(h)
◦
et AH(h) = CH(h)/C
◦
H(h). Remarquons que Hsem = Hp′ et que Huni = Hp.
Nous appellerons comple´ment de Levi de H tout sous-groupe L de H tel que H = L ⋉Ru(H) (il est
a` noter qu’il n’existe pas toujours de comple´ment de Levi). Nous appellerons sous-groupe de Levi de H
tout comple´ment de Levi d’un sous-groupe parabolique de H.
Si F : H → H est une isoge´nie dont une puissance F δ est un endomorphisme de Frobenius pour une
structure rationnelle sur H, on a, d’apre`s le the´ore`me de Lang, H1(F,H) = H1(F,H/H◦). D’autre part,
si h ∈ HF , nous noterons, pour alle´ger les notations lorsqu’il n’y aura pas d’ambigu¨ıte´ sur F , γHh la
fonction centrale γH
F
h .
1.E. Caracte`res rationnels et sous-groupes a` un parame`tre. SoitH un groupe alge´brique line´aire.
Nous notons X(H) le groupe (abe´lien, note´ additivement) des caracte`res rationnels H → F× et Y (H)
l’ensemble des sous-groupes a` un parame`tre F× → H. On a bien suˆr Y (H) = Y (H◦). Si π : H→ H′ est un
morphisme de groupes alge´briques, nous posons πX : X(H
′)→ X(H), x 7→ x ◦ π et πY : Y (H)→ Y (H′),
y 7→ π ◦ y. Remarquons que πX est un morphisme de groupes. Si F : H → H est l’isoge´nie pre´ce´dente,
les applications FX et FY seront note´es par la meˆme lettre F .
Si H est commutatif, alors Y (H) est un groupe abe´lien (que nous noterons additivement) : c’est un
Z-module libre de rang rg(H) et nous de´finissons alors une forme biline´aire
<,>H: X(H)× Y (H) −→ Z
par la condition
x(y(ξ)) = ξ<x,y>H
pour tous x ∈ X(H), y ∈ Y (H) et ξ ∈ F×. Cette forme biline´aire est e´tendue par line´arite´ en une forme
biline´aire
(X(H)⊗Z Q)× (Y (H)⊗Z Q) −→ Q
que l’on notera encore <,>H par abus de notation. Cette dernie`re forme biline´aire est non de´ge´ne´re´e.
Si π : H → H′ est un morphisme de groupes alge´briques commutatifs, alors πY est un morphisme de
groupes et πX et πY sont adjoints par rapport a` <,>H et <,>H′ . En d’autres termes,
< πX(x), y >H=< x, πY (y) >H′
pour tous x ∈ X(H′) et y ∈ Y (H). Nous de´finissons par ailleurs le morphisme
ı˜H : Y (H)⊗Z Q −→ H
y ⊗Z r 7−→ y(˜ı(r)).
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Soient x ∈ X(H) et y ∈ Y (H)⊗Z Q. Alors
(1.4) x(˜ıH(y)) = ı˜(< x, y >H).
De´monstration de 1.4. E´crivons y = y′ ⊗Z r avec y′ ∈ Y (H) et r ∈ Q. Alors
x(˜ıH(y)) = x(y
′ (˜ı(r)))
= ı˜(r)<x,y
′>H
= ı˜(r < x, y′ >H)
= ı˜(< x, y >H),
ce qui est le re´sultat annonce´. 
Remarque - Si H est un tore, alors <,>H est une dualite´ parfaite et ı˜H est surjective (en effet,
l’application Y (H)⊗Z F×, y ⊗ ξ 7→ y(ξ) est un isomorphisme de groupes). 
Si A est un groupe agissant sur le groupe commutatif H, nous de´finissons une action de A sur les
Z-modules X(H) et Y (H) par les formules suivantes :
A×X(H) −→ X(H)
(σ, x) 7−→ σ−1X (x) = x ◦σ
−1
et
A× Y (H) −→ Y (H)
(σ, y) 7−→ σY (y) = σ ◦ y.
Il est alors facile de ve´rifier que
< σ(x), σ(y) >H=< x, y >H
pour tous x ∈ X(H), y ∈ Y (H) et σ ∈ A.
1.F. Groupes diagonalisables. Nous terminons cette section en rappelant quelques faits e´le´mentaires
sur les groupes diagonalisables. Premie`rement, si D′ est un sous-groupe ferme´ d’un groupe diagonalisable
D (en particulier, D′ est aussi un groupe diagonalisable), alors la suite de Z-modules
(1.5) 0 −→ X(D/D′) −→ X(D) −→ X(D′) −→ 0
induite par l’inclusion D′ →֒ D est exacte. Si X ′ est un sous-groupe de X(D) tel que
(∗) D′ = {d ∈ D | ∀ χ ∈ X ′, χ(d) = 1},
alors l’application naturelle X(D)→ X(D′) induit un isomorphisme de groupes
(1.6) X(D′) ≃ (X(D)/X ′)/(X(D)/X ′)p.
Puisque X(D′/D′◦) ≃ X(D′)tors, on de´duit de 1.6 un isomorphisme de groupes abe´liens finis
(1.7) X(D′/D′◦) ≃ (X(D)/X ′)p′ .
Nous supposons maintenant, et ce jusqu’a` la fin de cette sous-section, que D est connexe (c’est-a`-dire
que D est un tore) et que D′ est fini. Tout d’abord, l’application
(1.8)
X(D′) −→ D′∧
x 7−→ κ ◦ x
est un isomorphisme de groupes abe´liens finis. L’isomorphisme 1.7 montre que X ′ est d’indice fini dans
X(D). Posons maintenant
Y ′ = {y ∈ Y (D)⊗Z Q | ∀ x ∈ X
′, < x, y >D∈ Z}.
Alors Y ′ contient Y (D) et la restriction de ı˜D a` Y
′ a pour image D′ et induit un isomorphisme de groupes
abe´liens finis
(1.9) (Y ′/Y (D))p′ ≃ D
′.
11
De´monstration de 1.9 - D’apre`s (∗) et 1.4, on a ı˜D(Y ′)⊂D′. D’autre part, d’apre`s [Bou1, §4, n◦ 8],
l’application
X(D)/X ′ × Y ′/Y (D) −→ Qℓ
×
(x+X ′, y + Y (D)) 7−→ ˜(< x, y >D)
est une dualite´ parfaite. Cela montre que ı˜D(Y
′) = D′ et que l’on a bien un isomorphisme (Y ′/Y (D))p′ ≃
D′ (toujours graˆce a` 1.4). 
Lemme 1.10. Soit y ∈ Y (D) et soit n ∈ Z, premier a` p, tels que y(˜ı(1/n)) = 1. Alors il existe y0 ∈ Y (D)
tel que y = ny0.
De´monstration - On a |µn(F)| = n car n est premier a` p. De plus, µn(F)⊂ Ker y par hypothe`se. Donc
y induit un morphisme de groupes alge´briques y¯ : F×/µn(F)→ D.
Mais l’application F× → F×, ξ 7→ ξn est se´parable car p ne divise pas n. Donc elle induit un
isomorphisme de groupes alge´briques α : F×/µn(F) → F
×. Soit y0 = y¯ ◦ α−1. Alors y0 ∈ Y (D) et
y = ny0 par construction. 
Proposition 1.11. Soient T et T′ deux tores et soit π : T → T′ un morphisme de groupes alge´briques
de noyau fini. Alors le morphisme πY : Y (T)→ Y (T′) est injectif et on a un isomorphisme naturel
(Y (T′)/ ImπY )p′ ≃ Kerπ.
De´monstration - Soit y ∈ KerπY . Alors l’image de y est contenue dans Kerπ mais est aussi connexe
et contient 1. Donc y = 0 car Kerπ est fini : l’injectivite´ de πY est prouve´e.
Notons Y ′ le sous-groupe de Y (T′) fome´ des e´le´ments y′ ∈ Y (T′) tels que ny′ ∈ ImπY pour un n ∈ Z
premier a` p. Alors ImπY ⊂Y ′ et, par construction, Y ′/ ImπY = (Y (T′)/ ImπY )p′ .
Soit y′ ∈ Y ′ et soit n ∈ Z, non divisible par p, tels que ny′ ∈ ImπY . Soit y l’unique e´le´ment de Y (T)
tel que πY (y) = ny
′. On pose
σ(y′) = y(˜ı(
1
n
)) ∈ T.
Alors π(σ(y′)) = (ny′)(˜ı(1/n)) = 1 donc σ(y′) ∈ Kerπ. Il est facile de ve´rifier que l’application
σ : Y ′ −→ Kerπ
est bien de´finie et est un morphisme de groupes.
Il est aussi facile de voir que ImπY ⊂ Kerσ. Re´ciproquement, soit y′ ∈ Kerσ. Soient n ∈ Z, premier
a` p, et y ∈ Y (T) tels que ny′ = πY (y). Alors
y(ı−1(
1
n
)) = 1.
D’apre`s le lemme 1.10, il existe y0 ∈ Y (T) tel que y = ny0. En particulier, y′ = πY (y0) donc
Kerσ⊂ ImπY . cela montre que Kerσ = ImπY .
Il reste a` prouver que σ est surjectif. Soit t ∈ Kerπ et soit n l’ordre de t. Alors n est premier a` p et,
puisque T est connexe, il existe y ∈ Y (T) tel que t = y(ı−1(1/n)) (voir par exemple [DiMi2, Proposition
0.20]). Alors πY (y)(ı
−1(1/n)) = 1 donc, d’apre`s le lemme 1.10, il existe y′ ∈ Y (T′) tel que ny′ = πY (y).
Alors y′ ∈ Y ′ et σ(y′) = t par construction. 
1.G. Dualite´ entre tores. Soient T et T∗ deux tores. On suppose qu’ils sont munis respective-
ment d’isoge´nies F et F ∗ dont une puissance est un endomorphisme de Frobenius. Nous dirons que
(T, F ) et (T∗, F ∗) sont duaux (ou simplement que T et T∗ sont duaux) s’il existe un isomorphisme
ν : X(T)
∼
−→ Y (T∗) tel que F ∗ ◦ ν = ν ◦ F . Bien suˆr, la relation de dualite´ est syme´trique car, en
utilisant les dualite´s parfaites donne´es par <,>T et <,>T∗ , le morphisme adjoint ν
∗ : X(T∗) → Y (T)
de ν est un isomorphisme.
Supposons donc que (T, F ) et (T∗, F ∗) sont duaux et soit ν : X(T)
∼
−→ Y (T∗) un isomorphisme tel
que F ∗ ◦ ν = ν ◦F . Nous identifierons X(T) et Y (T∗) via ν et nous identifierons X(T∗) et Y (T) via ν∗.
On a une suite exacte
1 −→ TF −→ T
F−1
−→ T −→ 1.
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De plus, le morphisme F − 1 : T→ T est e´tale, donc induit un isomorphisme entre T et T/TF . D’apre`s
1.5, on obtient donc une suite exacte
(1.12) 0 −→ X(T)
F−1
−→ X(T) −→ X(TF ) −→ 0.
Par dualite´, on obtient une suite exacte
(1.13) 0 −→ Y (T∗)
F∗−1
−→ Y (T∗) −→ X(TF ) −→ 0.
Soit maintenant n un entier naturel non nul tel que Fn soit un endomorphisme de Frobenius de´ploye´
pour une structure sur un corps fini a` q e´le´ments. L’application T∗F
∗n
→ T∗F
∗
, t 7→ NF∗n/F∗(t) est
surjective. De plus l’application Y (T∗)→ T∗F
∗n
, y 7→ y(˜ı(1/(q− 1))) est surjective. Il est alors facile de
ve´rifier que l’on a une suite exacte
(1.14) 0 −→ Y (T∗)
F∗−1
−→ Y (T∗)
f
−→ T∗F
∗
−→ 0,
ou` f : Y (T∗)→ T∗F
∗
, y 7→ NF∗n/F∗(y(˜ı(1/(q− 1)))). Il est a` noter que l’application f ne de´pend pas du
choix de n. La comparaison des suites exactes 1.13 et 1.14 et l’isomorphisme 1.8 fournit un isomorphisme
T∗F
∗
≃ (TF )∧. Cet isomorphisme ne de´pend que du choix de ı et .
Nous allons l’expliciter. Soit s ∈ T∗F
∗
. Notons sˆ le caracte`re line´aire de TF de´fini par s via
l’isomorphisme pre´ce´dent. Pour calculer sˆ, il faut tout d’abord trouver un e´le´ment y ∈ Y (T∗) ≃ X(T)
tel que s = NF∗n/F∗(y(˜ı(1/(q − 1)))). Alors
(1.15) sˆ = κ ◦ ResTTF y.
2. Le contexte
2.A. Le proble`me. Nous nous inte´ressons dans cet article a` la the´orie des caracte`res d’un groupe fini
de la forme GF (parame´trage des caracte`res, table de caracte`res, the´orie de Deligne-Lusztig, the´orie
de Harish-Chandra, conjecture de Lusztig sur les faisceaux-caracte`res...), ou` G est un groupe re´ductif
connexe et F : G→ G est une isoge´nie telle que F δ est l’endomorphisme de Frobenius de G relatif a` une
structure rationnelle sur G.
Nous nous concentrons plus particulie`rement sur les proble`mes relie´s a` la non connexite´ du centre de
G. En d’autres termes, nous essayons de re´soudre les questions concernant les groupes a` centre non
connexe en supposant que la meˆme question est re´solue pour les groupes a` centre connexe. La strate´gie
habituelle est la suivante. Il est possible [DeLu1] de construire un groupe re´ductif connexe G˜ (muni lui
aussi d’une isoge´nie encore note´e F ) dont G est un sous-groupe ferme´ F -stable contenant D(G˜). L’e´tude
pre´cise du foncteur de restriction ResG˜
F
GF fournit alors des e´le´ments de re´ponse (the´orie de Clifford).
Remarque - Il n’est pas de´raisonnable de supposer que beaucoup de choses sont connues pour les
groupes a` centre connexe. Par exemple, la conjecture de Lusztig sur les faisceaux-caracte`res a e´te´ re´solue
par T. Shoji [Sh1].
C’est d’autant moins de´raisonnable que notre but est d’e´tudier le groupe spe´cial line´aire. En effet,
ce groupe est inclus dans le groupe ge´ne´ral line´aire et pratiquement tout ce qui concerne la table de
caracte`res de ce dernier est connu (aussi bien du point de vue e´le´mentaire de J.A. Green [Gr], que du
point de vue de la the´orie de Deligne-Lusztig [LuSr], voire meˆme du point de vue de la the´orie des
faisceaux-caracte`res : le lien entre ces trois the´ories est lui aussi bien compris). 
2.B. Plongements. Comme explique´ ci-dessus, l’un des buts de cet article est d’e´tudier les foncteurs de
restriction entre groupes de meˆme type. Pour cela, nous nous fixons un groupe re´ductif connexe G˜ muni
d’une isoge´nie F : G˜→ G˜ telle que F δ est un endomorphisme de Frobenius de G relatif a` une structure
sur le corps fini Fq (ici, δ est un entier naturel non nul et q est une puissance de p fixe´s une fois pour
toutes : bien qu’ils ne soient pas uniquement de´termine´s par la donne´e de (G, F ), le nombre re´el positif
q1/δ l’est).
Nous nous fixons aussi un sous-groupe ferme´ connexe F -stable G de G˜. Tout au long de cet article,
nous supposerons que les hypothe`ses suivantes sont satisfaites :
(1) Le centre de G˜ est connexe ;
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(2) Le groupe G contient le groupe de´rive´ de G˜.
Remarque 2.1 - Puisque tout groupe re´ductif peut-eˆtre plonge´ dans un groupe a` centre connexe de
meˆme type [DeLu1], les re´sultats que nous allons de´montrer concernant le groupe G seront vrais pour
tous les groupes re´ductifs connexes. 
Il re´sulte de ces hypothe`ses que Z(G) = Z(G˜) ∩G et G˜ = G.Z(G˜). De plus, D(G˜) = D(G). Nous
notons
i : G →֒ G˜
l’inclusion canonique.
Nous fixons aussi dans cet article un sous-groupe de Borel F -stable B˜0 de G˜ ainsi qu’un tore maximal
F -stable T˜0 de B˜0. Nous notons U0 le radical unipotent de B˜0. On pose
B0 = B˜0 ∩G et T0 = T˜0 ∩G.
Alors B0 est un sous-groupe de Borel F -stable de G, T0 est un tore maximal F -stable de B0 et U0 est
le radical unipotent de B0.
2.C. Syste`me de racines. Nous notons W0 le groupe de Weyl de G relativement a` T0 ; remarquons
que W0 est canoniquement isomorphe au groupe de Weyl de G˜ relativement a` T˜0. Nous notons Φ0
(respectivement Φ˜0) le syste`me de racines de G (respectivement G˜) relativement a` T0 (respectivement
T˜0). Le morphisme iX : X(T˜0) →֒ X(T0) associe´ a` i induit une bijection entre Φ0 et Φ˜0. Nous notons
∆0 (respectivement ∆˜0) la base de Φ0 (respectivement Φ˜0) associe´e a` B0 (respectivement B˜0). Si α ∈ Φ0,
nous notons Uα le sous-groupe unipotent de dimension 1 de G normalise´ par T0 et associe´ a` α.
Soit φ0 : X(T0)⊗ZR→ X(T0)⊗ZR l’automorphisme d’ordre fini e´gal a` q−1/δF . Puisqu’il est d’ordre
fini, on a detφ0 ∈ {1,−1}. Nous poserons
εG = detφ0 et ηG = εD(G).
D’autre part, φ0 normalise W0 et induit sur W0 le meˆme automorphisme que celui induit par F . Nous
noterons aussi φ0 : Y (T0) ⊗Z R → Y (T0) ⊗Z R l’automorphisme d’ordre fini e´gal a` q−1/δF . Pour finir,
nous noterons φ˜0 : Φ0 → Φ0 la bijection telle que, pour toute racine α ∈ Φ0, il existe un entier naturel
δα tel que F (α) = p
δα φ˜0(α) (si ω est une orbite sous l’action de φ˜0, alors
∑
α∈ω δα > 0). Bien suˆr, φ˜0
stabilise ∆0 et Φ
+
0 .
Si I est une partie de ∆0, nous noterons < ΦI > le sous-syste`me de Φ de base I, WI le groupe de Weyl
de ΦI , PI le sous-groupe parabolique B0WIB0 de G, UI son radical unipotent et LI le comple´ment de
Levi de PI contenant T0. Alors PI (ou LI) est F -stable si et seulement si φ˜0(I) = I.
2.D. Dualite´. Nous fixons un triplet (G˜∗, T˜∗0, F
∗) dual de (G˜, T˜0, F ) au sens de [DiMi2, de´finition
13.10]. Nous fixons aussi un triplet (G∗,T∗0, F
∗) dual de (G,T0, F ). Le morphisme i induit un morphisme
i∗ : G˜∗ → G∗ commutant avec F ∗ et tel que i∗(T˜∗0) = T
∗
0. Il faut cependant faire attention : i
∗ n’est pas
uniquement de´termine´ par i. On peut le composer avec n’importe quel automorphisme inte´rieur induit
par un e´le´ment F ∗-stable du tore maximal. Notons que i∗ est surjectif.
2.E. Un re´sultat a` la Borel-Tits. Borel et Tits ont montre´, pour un groupe re´ductif de´fini sur un corps
quelconqueK, que tout K-comple´ment de Levi d’un K-sous-groupe parabolique est le centralisateur d’un
K-tore de´ploye´ [BorTi, the´ore`me 4.15].
Ici, F ne de´finit pas force´ment une structure sur un corps fini, mais il est tout de meˆme possible de
donner une caracte´risation similaire des comple´ments de Levi F -stables de sous-groupes paraboliques
F -stables. Un sous-groupe de Levi F -stable de G est dit G-de´ploye´ (ou (G, F )-de´ploye´ s’il peut y avoir
ambigu¨ıte´ sur l’isoge´nie) s’il existe un sous-groupe parabolique F -stable de G dont c’est un comple´ment
de Levi.
Soit T un tore maximal F -stable de G et soit L un sous-groupe de Levi F -stable de G contenant T.
On note Φ et ΦL les syste`mes de racines respectifs de G et L relativement a` T.
Proposition 2.2. Avec les notations ci-dessus, les assertions suivantes sont e´quivalentes :
(1) L est G-de´ploye´.
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(2) On a
ΦL = {α ∈ Φ | ∀v ∈ Ker(F − q
1/δ, Y (Z(L)◦)⊗Z Q(q
1/δ)), < α, v >T= 0}.
(3) Il existe un sous-Q(q1/δ)-espace vectoriel E de Ker(F − q1/δ, Y (T)⊗Z Q(q
1/δ)) tel que
ΦL = {α ∈ Φ | ∀v ∈ E, < α, v >T= 0}.
(4) Il existe v ∈ Ker(F − q1/δ, Y (T)⊗Z Q(q1/δ)) tel que
ΦL = {α ∈ Φ | < α, v >T= 0}.
Remarque - Lorsque F est un endomorphisme de Frobenius (par exemple lorsque δ = 1), alors la
proposition pre´ce´dente est une conse´quence imme´diate du the´ore`me de Borel-Tits. 
De´monstration - Il est clair que (4) ⇒ (3). Le fait que (3) ⇒ (4) re´sulte de la finitude de Φ et du fait
que Q(q1/δ) est un corps infini.
Montrons maintenant que (4) ⇒ (1). Notons φ˜ : Φ → Φ la bijection telle que F (α) soit un multiple
positif de φ˜(α) pour tout α ∈ Φ. Posons
Ψ = {α ∈ Φ | < α, v >T > 0}.
Alors φ˜(Ψ) = Ψ. De plus, Ψ est close, Ψ ∩ −Ψ = ΦL et Ψ ∪ −Ψ = Φ. Donc il existe un sous-groupe
parabolique P de G dont L est un comple´ment de Levi et dont Ψ est le “syste`me de racines” relativement
a` T. Puisque φ˜(Ψ) = Ψ, P est F -stable.
Montrons maintenant que (1) ⇒ (4). Soit P un sous-groupe parabolique F -stable de G dont L est un
comple´ment de Levi. Fixons un entier naturel non nul n tel que Fnδ(t) = tq
n
pour tout t ∈ T. Notons µ
l’endomorphisme de Y (Z(L)◦)⊗Z Q(q1/δ) e´gal a`
∑nδ−1
k=0 q
k/δFnδ−1−k. Alors µ ◦ (F − q1/δ) = 0 et
(∗) Y (Z(L)◦)⊗Z Q(q
1/δ) = Ker(F − q1/δ)⊕Kerµ.
Notons Ψ le “syste`me de racines” de P relativement a` T. Alors il existe λ ∈ Y (Z(L)◦) tel que
Ψ = {α ∈ Φ | < α, λ >T > 0}.
E´crivons λ = v1 + v2, ou` v1 et v2 appartiennent a` Y (Z(L)
◦) ⊗Z Q(q
1/δ) et ve´rifient F (v1) = q
1/δv1 et
µ(v2) = 0 (voir (∗)). Posons
Ψ′ = {α ∈ Φ | < α, v1 >T > 0}.
Nous allons montrer que Ψ = Ψ′. Soit α ∈ Ψ. Puisque Ψ est φ˜-stable, on a, pour tout k ∈ N,
< F k(α), λ >T=< α,F
k(λ) >T > 0. Par conse´quent < α, µ(λ) >T > 0 ou, en d’autres termes, <
α, nδv1 >T > 0. Donc α ∈ Ψ′. Re´ciproquement, soit α ∈ Ψ′. Supposons que < α, λ >T< 0. Alors,
puisque Φ \ Ψ est φ˜-stable, on obtient comme pre´ce´demment que < α, µ(λ) >T< 0, c’est-a`-dire <
α, nδv1 >T< 0.
Puisque (3) ⇒ (1), on en de´duit que (2) ⇒ (1). Pour finir, montrons que (1) ⇒ (2). Notons
Φ′ = {α ∈ Φ | ∀v ∈ Ker(F − q1/δ, Y (Z(L)◦)⊗Z Q(q
1/δ)), < α, v >T= 0}
et soit v0 ∈ Ker(F − q1/δ, Y (T)⊗Q(q1/δ)) tel que
ΦL = {α ∈ Φ | < α, v0 >T= 0}.
Alors Φ′⊂ΦL⊂Φ′. 
Corollaire 2.3. Notons E l’ensemble des sous-espaces vectoriels de Ker(F − q1/δ, Y (T) ⊗Z Q(q1/δ)) et
L l’ensemble des sous-groupes de Levi F -stables G-de´ploye´s de G contenant T. Si E ∈ E, notons LE le
sous-groupe de Levi F -stable de G dont le syste`me de racines relativement a` T est
{α ∈ Φ | ∀v ∈ E, < α, v >= 0}.
Alors l’application
E −→ L
E 7−→ LE
est une surjection de´croissante.
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Remarque 2.4 - Soient P1 et P2 deux sous-groupes paraboliques F -stables de G contenant T et soient
L1 et L2 les comple´ments de Levi respectifs de P1 et P2 contenant T (ils sont donc F -stables). Notons
U1 et U2 les radicaux unipotents respectifs de P1 et P2. Alors, d’apre`s par exemple [DiMi2, proposition
2.1], L1 ∩L2 est un comple´ment de Levi F -stable du sous-groupe parabolique F -stable (P1 ∩P2).U1 de
G. Cela montre qu’il existe un sous-groupe de Levi F -stable G-de´ploye´ minimal contenant T.
Cela aurait pu se voir graˆce au corollaire 2.3 dont nous reprenons les notations : ce sous-groupe de
Levi F -stable G-de´ploye´ minimal minimal est LKer(F−q1/δ). 
2.F. Quelques proprie´te´s du morphisme i∗. Soit T˜ un tore maximal F -stable de G˜ et soit T˜∗ un
tore maximal F ∗-stable de G˜∗ dual de T˜. On pose
T = T˜ ∩G et T∗ = j∗(T˜∗).
Alors, d’apre`s 1.5, on a une suite exacte
0 −→ X(T˜/T) −→ X(T˜) −→ X(T) −→ 0.
Tous les groupes implique´s dans cette suite exacte sont sans torsion donc, par dualite´, on obtient que la
suite
0 −→ X(T∗) −→ X(T˜∗) −→ Hom(X(T˜/T),Z) −→ 0
est exacte. Ici, l’ application X(T∗)→ X(T˜∗) est induite par le morphisme i∗ : T′∗ → T∗. En utilisant
a` nouveau 1.5, on obtient un isomorphisme de groupes
Hom(X(T˜/T),Z) ≃ X(Ker i∗).
Cela prouve la proposition suivante :
Proposition 2.5. Le groupe Ker i∗ est un tore central F ∗-stable de G˜∗ qui est dual de T˜/T. De plus,
cette dualite´ est compatible avec les isoge´nies F et F ∗.
Corollaire 2.6. Les tores G˜/G et Ker i∗ sont duaux et cette dualite´ est compatible avec les isoge´nies F
et F ∗.
De´monstration - En effet, l’injection T˜ →֒ G˜ induit un isomorphisme T˜/T ≃ G˜/G. 
Si z ∈ (Ker i∗)F
∗
, nous notons zˆG˜ le caracte`re line´aire de G˜F /GF de´fini par la dualite´ du corollaire
2.6. Nous identifions zˆG˜ avec le caracte`re line´aire de G˜F qu’il induit.
Corollaire 2.7. Le morphisme i∗ : G˜∗F
∗
→ G∗F
∗
est surjectif.
De´monstration - C’est une conse´quence imme´diate de la connexite´ de Ker i∗ et du the´ore`me de Lang. 
2.G. Action de Z(G)F sur Cent(GF ). Si z ∈ Z(G)F et si γ ∈ CentGF , on pose
tGz γ : G
F −→ Qℓ
g 7−→ γ(zg).
Alors tGz γ ∈ CentG
F et l’application
tGz : CentG
F → CentGF
est une isome´trie. D’autre part, l’application
tG : Z(G)F −→ GL
Qℓ
(CentGF )
est un morphisme de groupes, c’est-a`-dire que l’on a de´fini ainsi une action de Z(G)F par isome´tries sur
CentGF .
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3. Fourre-tout
3.A. Morphismes isotypiques. Un morphisme π : Gˆ → G entre groupes re´ductifs est dit isotypique
si Kerπ est central et π(Gˆ) contient le groupe de´rive´ de G.
Exemple 3.1 - Les morphismes j et j∗ sont isotypiques. 
3.B. Sous-groupes de Levi auto-oppose´s. Soit L un sous-groupe de Levi de G. On dit que L est
(G-)auto-oppose´ si, pour tout sous-groupe de LeviM deG contenant L strictement, on a |NM(L)/L| > 2.
D’apre`s [Ho], L est G-auto-oppose´ si et seulement si tout sous-groupe parabolique de G dont L est un
sous-groupe de Levi est conjugue´ a` P.
Le groupe G est dit universellement auto-oppose´ si, pour tout morphisme isotypique π : Gˆ → G et
pour tout groupe re´ductif Γˆ dont Gˆ est un sous-groupe de Levi, Gˆ est Γˆ-auto-oppose´.
Exemples 3.2 - (a) S’il existe une classe unipotente de G supportant un syste`me local cuspidal (au
sens de [Lu4, introduction]), alors G est universellement auto-oppose´ [Lu4, the´ore`me 9.2].
(b) Comme nous le verrons dans la proposition 7.1 (b), un groupe cuspidal (voir §7 pour la de´finition)
est universellement auto-oppose´. 
Soit maintenant I une partie de ∆. Alors I est dite (W -)auto-oppose´e si LI estG-auto-oppose´. Posons
W (I) = {w ∈W | w(I) = I},
W I = {w ∈W | w(I)⊂∆}
et I(1) =
⋂
w∈W I
w(I).
Il est clair que W (I)⊂W I et il est bien connu que NW (WI) = W (I) ⋉ WI . La deuxie`me de´finition
de sous-groupe de Levi auto-oppose´ montre que I est W -auto-oppose´e si et seulement si W (I) = W I ,
c’est-a`-dire si et seulement si I = I(1).
De´finissons une suite de´croissante (I(n))n∈N de parties de ∆ par re´currence de la fac¸on suivante :{
I(0) = I
I(n+1) = (I(n))(1) pour tout n ∈ N.
Posons I(∞) = ∩n∈NI
(n). Alors I(∞) est la plus grande partie W -auto-oppose´ de ∆ contenue dans I.
3.C. Centralisateurs de sous-tores de G. Le re´sultat suivant est une ge´ne´ralisation de [Bon2,
corollaire 4.2.3] :
Lemme 3.3. Soit B un sous-groupe de Borel de G et soit T un tore maximal de B. Notons L un
comple´ment de Levi d’un sous-groupe parabolique P de G tels que T⊂L et B⊂P. Soit Φ+ (respective-
ment Φ+L) le syste`me de racines positives de G (respectivement L) relativement a` T associe´ a` B. Soit A
un sous-groupe de Aut(T) stabilisant Φ+ et ΦL et notons WL le groupe de Weyl de L relativement a` T.
Alors
CG
(
(TWL⋊A)◦
)
= L.
Remarque - Gardons les notations du lemme 3.3. Alors WL est un sous-groupe de Aut(T) normalise´
par A et WL ∩A = {1} car A stabilise Φ+ : le produit semi-direct WL ⋊A est donc bien de´fini. De plus,
(TWL )◦ = Z(L)◦ et ce dernier groupe diagonalisable est stable sous l’action de A. Le lemme 3.3 dit donc
que
(3.4) CG
(
(Z(L)A)◦
)
= L. 
De´monstration - Le groupe (TWL⋊A)◦ est un sous-tore de G donc M = CG((T
WL⋊A)◦) est un sous-
groupe de Levi de G. De plus, L⊂M par la remarque pre´ce´dente.
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Soit α ∈ Φ+ une racine de M relativement a` T. Alors, d’apre`s [Bon2, Proposition 4.2.1], on a∑
g∈A⋉WL
g(α) = 0.
Soit
β =
∑
w∈WL
w(α).
Supposons que w(α) soit positive pour tout w ∈ WL. Alors β est une somme de racines positives et∑
a∈A
a(β) = 0
ce qui contredit le fait que A stabilise Φ+. Donc il existe w ∈ WL tel que w(α) n’est pas positive. Par
conse´quent, α ∈ ΦL car T⊂L et B⊂P. 
3.D. Centralisateur d’e´le´ments semi-simples. Nous rappelons ici le the´ore`me de Steinberg [St3,
the´ore`me 8.1] :
The´ore`me 3.5 (Steinberg). Si s˜ ∈ G˜∗ est semi-simple, alors CG˜∗(s˜) est connexe.
Remarque - Le the´ore`me de Steinberg ne´cessite l’hypothe`se de connexite´ du centre de G˜. Il n’y a pas
de re´sultat analogue pour le groupe G∗. 
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Chapitre II. Le groupe Z(G)
Nous e´tudions ici en de´tails le groupe des composantes du centre Z(G). Les re´sultats de ce chapitre
sont pour la plupart classiques, sauf les propositions 5.4 et 8.10. Dans la section 4, nous e´tudions le
morphisme surjectif Z(G)→ Z(L) lorsque L est un sous-groupe de Levi de G. Dans la section 5, nous
montrons comment calculer le groupe Z(G) et le noyau du morphisme pre´ce´dent en termes du diagramme
de Dynkin affine, du moins lorsque G est simplement connexe. La section 6 est consacre´e aux multiples
re´alisations du groupe H1(F,Z(G)) ainsi qu’a` ses liens avec les e´le´ments semi-simples de G∗. Dans la
section 7, nous rappelons les diffe´rentes notions de cuspidalite´s introduites par l’auteur ([Bon3], [Bon6]
et [Bon4]).
Notations
Nous nous fixons dans ce chapitre un tore maximal F -stable T˜ de G˜ et nous posons T = T˜∩G. Nous
notons W le groupe de Weyl de G relativement a` T ; remarquons que W est canoniquement isomorphe
au groupe de Weyl de G˜ relativement a` T˜. Nous notons Φ (respectivement Φ˜) le syste`me de racines de
G (respectivement G˜) relativement a` T (respectivement T˜). Le morphisme iX : X(T˜) →֒ X(T) associe´
a` i induit une bijection entre Φ et Φ˜.
Nous fixons aussi un sous-groupe de Borel B˜ de G˜ contenant T˜ et nous posons B = B˜ ∩ G. Il
est a` noter que B˜ n’est pas ne´cessairement F -stable. Nous notons ∆ (respectivement ∆˜) la base de
Φ (respectivement Φ˜) associe´e a` B (respectivement B˜). Alors ∆ est une base du Q-espace vectoriel
X(T/Z(G)◦) ⊗Z Q : nous notons (̟∨α)α∈∆ la base de Y (T/Z(G)
◦) ⊗Z Q duale de ∆ (pour la dualite´
induite par <,>T/Z(G)◦).
Si I est une partie de ∆, nous notons ΦI le sous-syste`me de racines parabolique ayant Φ comme base
et nous notons WI le groupe de Weyl de ΦI . Nous posons PI = BWIB et nous notons LI l’unique
sous-groupe de Levi de PI contenant T. Alors ΦI est le syste`me de racines de LI relativement a` T et
WI est le groupe de Weyl de LI relativement a` T.
4. Calcul de Z(G)
4.A. Le groupe Z(G) et le syste`me de racines de G. Calculer Z(G) et calculerX(Z(G)) ≃ Z(G)∧
sont des proble`mes e´quivalents. Puisque
Z(G) = {t ∈ T | ∀α ∈ Φ, α(t) = 1},
on a, d’apre`s 1.7 et 1.9 :
Proposition 4.1. Le morphisme canonique X(T) → X(Z(G)) induit un isomorphisme de groupes
abe´liens
X(Z(G)) ≃ (X(T)/ < Φ >)p′ .
De plus, ı˜T/Z(G)◦ induit un isomorphisme
( ⊕
α∈∆
Z̟∨α/Y (T/Z(G)
◦))p′ ≃ Z(G).
4.B. Sous-groupes de Levi. Soit L un sous-groupe de Levi de G. Alors :
Proposition 4.2. Le morphisme Z(G)→ Z(L) induit par l’inclusion Z(G) →֒ Z(L) est surjectif.
De´monstration - On peut supposer (et nous le ferons) que L = LI pour une partie I de ∆. Alors
< ΦI > est un facteur direct de < Φ >, donc (X(T)/ < ΦI >)p′ → (X(T)/ < Φ >)p′ est injectif. Donc,
d’apre`s la proposition 4.1, le morphisme naturel X(Z(L))→ X(Z(G)) est injectif. 
Corollaire 4.3. Le groupe NG(L) agit trivialement sur Z(L).
Corollaire 4.4. Soit L˜ un sous-groupe de Levi de G˜. Alors Z(L˜) est connexe.
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Le morphisme surjectif Z(G)→ Z(L) sera note´ hGL (ou bien hL lorsqu’il n’y a pas d’ambigu¨ıte´). Son
morphisme dual sera note´ hˆL : Z(L)
∧ →֒ Z(G)∧. Une fois que Z(G) est de´termine´, le calcul de Z(L)
est e´quivalent au calcul de KerhL. La proposition suivante comple`te la proposition 4.1.
Proposition 4.5 (Digne-Lehrer-Michel). Soit I une partie de ∆. Alors KerhLI est engendre´ par
(˜ıT/Z(G)◦(̟
∨
α))α∈∆−I .
De´monstration - En remplac¸ant G par G/Z(G)◦ si c’est ne´cessaire, on peut supposer que Z(G)◦ = 1.
Soit XI = X(T) ∩ (< ΦI > ⊗ZQ). Alors XI = X(T/Z(LI)◦). Mais, si α ∈ ∆ − I et si x ∈ XI , alors
< x,̟∨α >T= 0. Donc ı˜T(̟
∨
α) ∈ KerhLI .
Re´ciproquement, soit z ∈ KerhLI = Z(LI)
◦ ∩ Z(G). Il existe donc y ∈ Y (Z(LI)◦) ⊗Z Q tel que
z = ı˜T(y). Mais, (̟
∨
α)α∈∆−I est une base du Q-espace vectoriel Y (Z(LI )
◦)⊗Z Q. Donc
y =
∑
α∈∆−I
rα̟
∨
α ,
avec rα ∈ Q (pour tout α ∈ ∆− I). Si on pose
y′ =
∑
α∈∆−I
(rα)p′̟
∨
α ,
alors z = ı˜(y′). Mais, puisque z ∈ Z(G), on a, pour tout α ∈ ∆ − I, < α, y′ >= (rα)p′ ∈ Z[1/p]. Donc
(rα)p′ ∈ Z, ce qui montre que
z =
∏
α∈∆−I
ı˜(̟∨α)
(rα)p′ .
Cela termine la preuve de la proposition 4.5. 
La proposition 4.5 entraˆıne le re´sultat suivant (dont une preuve diffe´rente peut eˆtre trouve´e par exemple
dans [Bon6, proposition 2.4]).
Corollaire 4.6. Soient I et J deux parties de ∆. Alors KerhLI∩J = (KerhLI ).(KerhLJ ).
Corollaire 4.7. Soit I une partie de ∆. Alors KerhLI = KerhLI(∞) .
4.C. Les groupes Z(G) et Ker′ i∗. Dans cette sous-section, nous construisons un isomorphisme entre
les groupes Ker′ i∗ et Z(G)∧. Pour cela, remarquons tout d’abord que
X(T˜/Z(G˜)) ≃ (< Φ˜ > ⊗ZZ[1/p]) ∩X(T˜/Z(G˜)).
Identifions iX : X(T˜/Z(G˜)) → X(T) et i∗Y : Y (T˜
∗ ∩D(G˜∗)) → Y (T∗). Alors l’image de iX contient
< Φ > et est contenue dans (< Φ > ⊗ZZ[1/p]) ∩X(T). D’apre`s la proposition 1.11, on obtient alors un
isomorphisme de groupes abe´liens finis
(X(T)/ < Φ >)p′ ≃ Ker
′ i∗,
ce qui, en composant avec l’isomorphisme de la proposition 4.1, fournit un isomorphisme
X(Z(G)) ≃ Ker′ i∗.
Graˆce a` l’isomorphisme 1.8, on obtient finalement un isomorphisme
(4.8) ω : Ker′ i∗ −→ Z(G)∧.
Cet isomorphisme peut eˆtre de´crit de la fac¸on suivante. Soit a ∈ Ker′ i∗ et soit n ∈ Z, premier a` p, tel
que an = 1. Alors il existe x˜ ∈ X(T˜/Z(G˜)) ≃ Y (T˜∗∩D(G˜∗)) tel que x˜(˜ı(1/n)) = a et il existe x ∈ X(T)
tel que iX(x˜) = nx. En fait, x ∈ X(T/Z(G)◦) et
(4.9) ω(a) = κ ◦ Res
T/Z(G)◦
Z(G) x.
Le re´sultat suivant est imme´diat :
Lemme 4.10. L’isomorphisme ω ne de´pend pas du choix de T˜ et T˜∗ (il de´pend uniquement du choix de
ı et ). De plus, ω ◦ F ∗ = F ◦ ω.
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Les groupes (Z(G)∧)F et H1(F,Z(G))∧ sont canoniquement isomorphes. De meˆme, les groupes
H1(F,Z(G)∧) et (Z(G)F )∧ sont canoniquement isomorphes. Donc, graˆce a` ω, nous pouvons construire
des isomorphismes de groupes
(4.11)
ω0 : (Ker′ i∗)F
∗
−→ H1(F,Z(G))∧
ω1 : H1(F ∗,Ker′ i∗) −→ (Z(G)F )∧.
Par dualite´, nous obtenons des isomorphismes
(4.12)
ωˆ : Z(G) −→ (Ker′ i∗)∧
ωˆ0 : H1(F,Z(G)) −→ ((Ker′ i∗)F
∗
)∧
ωˆ1 : Z(G)F −→ H1(F ∗,Ker′ i∗)∧.
Tous ces isomorphismes ne de´pendent pas du choix de T˜ et T˜∗.
Remarque 4.13 - L’isomorphisme ω0 recevra une autre interpre´tation dans la section 6 (voir diagramme
6.4). 
Remarque 4.14 - Soit L un sous-groupe de Levi de G et soit L∗ un sous-groupe de Levi de G∗ dual
de L. Soient L˜ = L.Z(G˜) et L˜∗ = i∗−1(L∗). Notons Ker′L i
∗ = D(L˜∗) ∩Ker i∗ et ωL : Ker
′
L i
∗ → Z(L)∧
l’isomorphisme analogue de ω obtenu en remplac¸ant G par L. Alors le diagramme
Ker′L i
∗
ωL //

Z(L)∧
hˆL

Ker′ i∗
ω // Z(G)∧
est commutatif. L’application verticale de gauche est bien suˆr l’inclusion canonique et rappelons que hˆL
est l’application duale de hL. 
5. Groupes simplement connexes
Nous supposons dans cette section, et uniquement dans cette section, que G est semi-simple, quasi-
simple et simplement connexe et que p ne divise pas le cardinal de X(T)/ < Φ >. Nous allons aborder le
calcul explicite des groupes Z(G) et Z(L) en utilisant uniquement le syste`me de racines de G. Le calcul
du groupe Z(G) en termes des poids minuscules est fait dans [Bou2, chapitre VI, §2, corollaire de la
proposition 5]. Le calcul du groupe Z(L) peut alors eˆtre fait graˆce a` la proposition 4.5. En revanche, la
proposition 5.4 nous semble nouvelle : elle contient une description de KerhLI lorsque I est auto-oppose´e
en termes du groupe d’automorphismes du diagramme de Dynkin affine de G.
5.A. Poids minuscules. Notons α˜ la plus grande racine de ∆ (elle est bien de´finie car, puisque G est
quasi-simple, Φ est irre´ductible). Posons
∆aff = ∆ ∪ {−α˜}
et W aff = W ⋊ Y (T).
Puisque G est simplement connexe, W aff est le groupe de Weyl affine de Φ. On de´finit
AutW (∆
aff) = {w ∈ W | w(∆aff) = ∆aff}.
Alors AutW (∆
aff) est le groupe des automorphismes du diagramme de Dynkin affine de G induits par
un e´le´ment de W . Pour finir, nous aurons besoin des notations suivantes :
∆minus = {α ∈ ∆ | < α˜,̟
∨
α >T= 1}
et ∆affminus = ∆minus ∪ {−α˜}.
Posons conventionnellement ̟∨−α˜ = 0.
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Proposition 5.1. Supposons G semi-simple, simplement connexe et quasi-simple. Alors l’application
∆affminus → Z(G), α 7→ ı˜(̟
∨
α) est bijective.
De´monstration - Voir [Bou2, chapitre VI, §2, corollaire de la proposition 5]. 
5.B. Automorphismes du diagramme de Dynkin affine. Notons C0 l’alcoˆve
C0 = {y ∈ Y (T)⊗Z R |
(
∀α ∈ ∆, < α, y >T > 0
)
et < −α˜, y >T 6 1 }.
Soit z ∈ Z(G). Soit y ∈ Y (T) ⊗Z Z(p) tel que ı˜T(y) = z. Puisque < α, y >T∈ Z pour tout α ∈ Φ, il
existe un unique w ∈W aff tel que w(C0) = y +C0. Nous notons wz la projection de w sur W . Alors wz
ne de´pend que de z et non du choix de y.
Nous allons maintenant rappeler la formule explicite de wı˜T(̟∨α) pour α ∈ ∆
aff
minus. Si α ∈ ∆
aff , nous
notons wα = w∆w∆\{α} (remarquons que w−α˜ = 1). Alors on a, pour tout α ∈ ∆˜,
(5.2) wı˜T(̟∨α) = wα
(voir [Bou2, chapitre VI, §2, proposition 6]).
La proposition suivante est de´montre´e dans [Bou2, §2.3]
Proposition 5.3. Supposons G semi-simple, quasi-simple et simplement connexe. Alors l’application
Z(G)→ AutW (∆aff), z 7→ wz est bien de´finie ; c’est un isomorphisme de groupes.
Compte tenu du corollaire 4.7, on peut, pour calculer KerhLI , se ramener au cas ou` I est auto-oppose´e.
Dans ce cas, la proposition suivante en fournit une description en termes du groupe d’automorphismes
du diagramme de Dynkin affine de G.
Proposition 5.4. Supposons G semi-simple, quasi-simple et simplement connexe. Si I est une partie
auto-oppose´e de ∆, alors
KerhLI = {z ∈ Z(G) | wz(I) = I}.
De´monstration - Soit α ∈ ∆. Compte tenu de 5.2 et de la proposition 4.5, il suffit de montrer que
wα(I) = I si et seulement si α ∈ ∆−I. Tout d’abord, si α ∈ ∆−I, alors w∆−{α}(I) = −I et w∆(I) = −I
car I est auto-oppose´e. Donc wα(I) = I. Re´ciproquement, si α ∈ I, alors w∆−{α}(α) ∈ Φ
+ et donc
wα(α) ∈ Φ
−. Par suite, wα(α) 6∈ I, ce qui montre que wα(I) 6= I. 
6. Le groupe H1(F,Z(G))
6.A. Morphisme vers Out(GF ). Commenc¸ons par un rappel e´le´mentaire :
Lemme 6.1. On a CG(G
F ) = Z(G).
De´monstration - Nous verrons dans §14.A qu’il existe un e´le´ment unipotent u ∈ BF0 tel que CG(u) =
Z(G).CU0 (u). Donc CG(G
F )⊂CG(u) = Z(G).CU0 (u) Si on note w0 un e´le´ment de G
F repre´sentant
l’e´le´ment de plus grande longueur de W0, alors CG(G
F )⊂CG(w0uw
−1
0 ) = Z(G).
w0CU0(u). Donc
CG(G
F )⊂CG(u) ∩ CG(w0uw
−1
0 ) = Z(G). D’autre part, il est clair que Z(G)⊂CG(G
F ). D’ou` le
re´sultat. 
Remarque 6.2 - Le lemme 6.1 montre en particulier que le centre de GF est Z(G)F . 
Nous notons Aut(G, F ) le groupe des automorphismes de G commutant avec F . Alors le groupe
Int(GF ) des automorphismes de G induits par la conjugaison par un e´le´ment de GF est un sous-groupe
distingue´ de Aut(G, F ). D’apre`s la remarque 6.2, le groupe Int(GF ) est isomorphe au groupe des au-
tomorphismes inte´rieurs de GF , ce qui justifie la notation utilise´e. Nous notons Out(G, F ) le groupe
quotient Aut(G, F )/ Int(GF ). On a un morphisme canonique Out(G, F )→ Out(GF ).
Si z ∈ H1(F,Z(G)), nous notons gz un e´le´ment deG tel que g−1z F (gz) appartient a` Z(G) et repre´sente
z. Alors l’automorphisme inte´rieur int gz appartient a` Aut(G, F ). On note τ
G
z son image dans Out(G
F ).
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Proposition 6.3. L’application τG : H1(F,Z(G)) → Out(GF ), z 7→ τGz est bien de´finie : c’est un
morphisme injectif de groupes.
De´monstration - Soient z ∈ H1(F,Z(G)) et soient g et h deux e´le´ments de G tels que h−1F (h) et
g−1F (g) appartiennent a` Z(G) et repre´sentent z. Alors il existe x ∈ Z(G) tel que x−1F (x)h−1F (h) =
g−1F (g). Puisque x est central dans G, on a F (gh−1x−1) = gh−1x−1. Posons y = gh−1x−1. Alors
y ∈ GF et int g = int(y) ◦ int(hx) = int(y) ◦ int(h). Donc l’image de int g dans Out(G, F ) co¨ıncide avec
l’image de inth. Cela montre que τG est bien de´finie.
Montrons maintenant que c’est un morphisme de groupes. Soient z et z′ deux e´le´ments deH1(F,Z(G))
et soient g et g′ deux e´le´ments deG tels que g−1F (g) et g′−1F (g′) appartiennent a` Z(G) et repre´sentent re-
spectivement z et z′. Alors, si on pose a = (gg′)−1F (gg′), on a a = g′−1g−1F (g)F (g′) = g′−1F (g′)g−1F (g)
car g−1F (g) est central. Donc a ∈ Z(G) et a repre´sente zz′. Mais int(gg′) = int(g) ◦ int(g′), donc
τGzz′ = τ
G
z ◦ τ
G
z′ . Par conse´quent, τ
G est bien un morphisme de groupes.
Pour finir, montrons que τG est injectif. Soit z ∈ H1(F,Z(G)) et soit g ∈ G tel que g−1F (g)
appartient a` Z(G) et repre´sente z. Supposons que int(g) induit un automorphisme inte´rieur de GF .
Alors il existe h ∈ GF tel que h−1g ∈ CG(GF ) = Z(G) (voir lemme 6.1). Donc, si on pose a = h−1g,
alors g−1F (g) = (ha)−1F (ha) = a−1F (a) car F (h) = h. Donc z = 1. 
Remarque - Le morphisme de groupes Out(G, F )→ Out(GF ) est en ge´ne´ral non injectif. Par exemple,
si G est un tore, si δ = 1, et si G est de´ploye´ sur Fq, alors tout automorphisme de G commute avec
F , donc Out(G, F ) = Aut(G) car G est abe´lien. Mais, si n = dimG, on a Aut(G) ≃ GLn(Z) et
Aut(GF ) ≃ GLn(Z/(q−1)Z), donc le morphisme Aut(G)→ Aut(GF ) a un noyau infini lorsque n > 2. 
Le groupe Out(GF ) agit sur CentGF et IrrGF de la fac¸on suivante : si τ ∈ Out(GF ) et si χ appartient
a` CentGF ou IrrGF , on pose τ(χ) = χ ◦ τ˜−1, ou` τ˜ est un automorphisme de GF repre´sentant τ . Cela
nous de´finit donc, a` travers le morphisme τG, une action de H1(F,Z(G)) sur CentGF et IrrGF . Si
V est un sous-espace de Cent(GF ) stable sous l’action de H1(F,Z(G)) et si ζ ∈ H1(F,Z(G))∧, nous
noterons Vζ la composante ζ-isotypique de V . On a donc Vζ = V ∩ Cent(GF )ζ .
6.B. Le groupe G˜F/GF .Z(G˜)F . Soit L˜ un sous-groupe de Levi de G˜. On suppose ici que L˜ est
F -stable. On pose L = G ∩ L˜. Alors L est un sous-groupe de Levi F -stable de G. Le morphisme de
groupes h1L : H
1(F,Z(G))→ H1(F,Z(L)) induit par hL est surjectif. S’il y a ambigu¨ıte´, nous le noterons
hG,1L .
Soit l˜ ∈ L˜F . Alors il existe l ∈ L et z˜ ∈ Z(G˜) tels que l˜ = lz˜. Puisque F (l˜) = l˜, on en de´duit que
l−1F (l) = F (z˜)−1z˜. Donc l−1F (l) ∈ Z(G). On note σGL (l˜) sa classe dans H
1(F,Z(G)). Il est facile de
ve´rifier que σGL (l˜) ne de´pend que de l˜ et non du choix de l et z˜. Il est tout aussi imme´diat que σ
G
L induit
un isomorphisme de groupes (toujours note´ σGL )
L˜F /LF .Z(G˜)F
∼
−→ H1(F,Z(G)).
D’autre part, on a un morphisme canonique
L˜F /LF .Z(G˜)F −→ Out(LF )
et un simple calcul montre que le diagramme
L˜F /LF .Z(G˜)F
σGL //

H1(F,Z(G))
h1L

Out(LF ) H1(F,Z(L))
τLoo
est commutatif. Lorsque L = G, l’isomorphisme σGL sera note´ σG. De plus, l’isomorphisme dual de σ
G
L
sera note´ σˆGL : H
1(F,Z(G))∧
∼
−→ (L˜F /LF .Z(G˜)F )∧ (ou σˆG si L = G).
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En utilisant l’isomorphisme ω0 : (Ker′ i∗)F
∗ ∼
−→ H1(F,Z(G))∧ (voir 4.11), on obtient un diagramme
commutatif :
(6.4)
(Ker′ i∗)F
∗
ω0
ttiii
iii
iii
iii
iii
ii
// (Ker i∗)F
∗
∼

H1(F,Z(G))∧
σˆGL **U
UUU
UUU
UUU
UUU
UUU
U
(L˜F /LF .Z(G˜)F )∧ // (L˜F /LF )∧.
De´monstration de 6.4 - Soit T˜ un tore maximal F -stable de L˜. Soit T˜∗ un tore maximal F ∗-stable
de G˜ dual de T˜. Posons T = T˜ ∩G et T∗ = i∗(T˜∗). Puisque L˜F /LF ≃ T˜F /TF , il suffit de montrer la
commutativite´ du diagramme 6.4 lorsque L˜ = T˜, ce que nous supposerons dore´navant.
Soit n ∈ N∗. Notons ω0n : (Ker
′ i∗)F
∗n
→ H1(Fn,Z(G)) induit par ω. Notons
βn : (Ker
′ i∗)F
∗n
→ (T˜F
n
)∧
le morphisme compose´ (Ker′ i∗)F
∗n
→ (Ker i∗)F
∗n ∼
→ (T˜F
n
)∧ et
γn : H
1(Fn,Z(G))∧ → (T˜F
n
)∧
le morphisme compose´ H1(Fn,Z(G))∧ → (T˜F
n
/TF
n
.Z(G˜)F
n
)∧ → (T˜F
n
)∧. Il s’agit de montrer que
γ1 ◦ ω
0
1 = β1. Mais, le diagramme
(Ker′ i∗)F
∗
ω01
uujjj
jjj
jjj
jjj
jjj
j

β1
))R
RR
RR
RR
RR
RR
RR
R
H1(F,Z(G))∧
γ1
//

(T˜F )∧
N∧Fn/F

(Ker′ i∗)F
∗n
ω0n
uujjj
jjj
jjj
jjj
jjj
j
βn
))R
RR
RR
RR
RR
RR
RR
R
H1(Fn,Z(G))∧
γn
// (T˜F
n
)∧
est commutatif. Ici, toutes les applications verticales sont injectives. En particulier, cela montre qu’il
suffit de montrer que γn ◦ ω0n = βn et donc que l’on peut remplacer F par n’importe laquelle de ses
puissances. Par exemple, et c’est ce que nous ferons par la suite, nous pouvons supposer que F est un
endomorphisme de Frobenius de´ploye´ de T˜ (sur un corps fini a` q e´le´ments) et que F agit trivialement
sur Z(G). En particulier, F ∗ est un endomorphisme de Frobenius de´ploye´ de T˜∗ et F ∗ agit trivialement
sur Ker′ i∗.
Soit a ∈ Ker′ i∗ = (Ker′ i∗)F
∗
et soit t˜ ∈ T˜F . Puisque F ∗ est de´ploye´, il existe y˜ ∈ Y (T˜∗ ∩D(G˜∗)) ≃
X(T˜/Z(G˜))⊂X(T˜) tel que a = y(˜ı(1/(q − 1))). Soit alors y ∈ Y (T∗) ≃ X(T) tel que iX(y˜) = (q − 1)y.
Soient maintenant t ∈ T et z˜ ∈ Z(G˜) tels que t˜ = tz˜. Posons z = t−1F (t) ∈ Z(G). D’apre`s 1.15 et 4.9,
il suffit de montrer que y˜(t˜) = y(z). Mais,
y(z) = y(t−1F (t)) = y(tq−1) = ((q − 1)y)(t) = iX(y˜)(t) = y˜(t).
Cela montre le re´sultat car tZ(G˜) = t˜Z(G˜) et y˜ ∈ X(T˜/Z(G˜)). 
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7. Cuspidalite´
7.A. De´finition et premie`res proprie´te´s. Le groupe re´ductif G est dit cuspidal si, pour tout sous-
groupe de Levi L propre de G, on a KerhGL 6= {1} (voir [Bon3, §1] ou [Bon6, §2.C]). Nous rappelons
ici quelques proprie´te´s des groupes cuspidaux dont le lecteur pourra trouver une preuve dans [Bon6,
propositions 2.12 et 2.18 et remarque 2.14].
Proposition 7.1. Supposons que G est cuspidal. Alors :
(a) Si π : Gˆ→ G est un morphisme isotypique, alors Gˆ est cuspidal.
(b) Le groupe G est universellement auto-oppose´.
(c) Toutes les composantes quasi-simples de G sont de type A.
7.B. Sous-groupes de Levi cuspidaux. Si K est un sous-groupe de Z(G), nous notons L(K) (ou
LG(K) s’il y a ambigu¨ıte´) l’ensemble des sous-groupes de Levi de G tels que KerhL⊂K. Nous notons
Lmin(K) (ou LGmin(K)) l’ensemble des e´le´ments minimaux pour l’inclusion de L(K). La preuve de la
proposition suivante peut eˆtre trouve´e dans [Bon6, lemme 2.16] :
Proposition 7.2. Si K est un sous-groupe de Z(G), alors Lmin(K) est une seule classe de conjugaison
de sous-groupes de G. De plus, ses e´le´ments sont cuspidaux.
Il est facile, en utilisant entre autres la proposition 5.4, de classifier les groupes Lmin(K) lorsque G est
semi-simple, quasi-simple et simplement connexe. Cette classification est faite dans [Bon6, table 2.17].
Nous la rappelons dans la table 7.3 (cette table ne contient pas les groupes Lmin(Z(G)) car ce sont les
tores maximaux deG). Pour pouvoir lire cette table, il convient de signaler que les copoids fondamentaux
en type D2r sont nume´rote´s comme dans [Bou2, planches]). La classification dans le cas ge´ne´ral de´coule
de [Bon6, §2.B].
7.C. Caracte`res line´aires cuspidaux. Un caracte`re line´aire ζ : Z(G)→ Q
×
ℓ est dit cuspidal si, pour
tout sous-groupe de Levi propre L de G, on a KerhL 6⊂ Ker ζ. Nous noterons Z∧cus(G) l’ensemble des
caracte`res line´aires cuspidaux de Z(G). Si Z∧cus(G) 6= ∅, alors G est cuspidal. En particulier, toutes ses
composantes quasi-simples sont de type A (voir proposition 7.1 (c)).
8. E´le´ments semi-simples et non connexite´ du centre
Hypothe`se : Nous fixons dans cette section un e´le´ment semi-simple s ∈ G∗F
∗
. Nous
fixons aussi un e´le´ment semi-simple s˜ ∈ G∗F
∗
tel que i∗(s˜) = s.
L’existence de s˜ est assure´e par le the´ore`me de Lang et la connexite´ de Ker i∗.
8.A. Centralisateur de s. Soit B∗1 un sous-groupe de Borel F
∗-stable de C◦G∗(s) et soit T
∗
1 un tore
maximal F ∗-stable de B∗1. On note W (respectivement W (s), respectivement W
◦(s)) le groupe de Weyl
de G∗ (respectivement CG∗(s), respectivement C
◦
G∗(s)) relativement a` T
∗
1. Alors
W (s) = {w ∈ W | w(s) = s}
et W ◦(s) est un sous-groupe distingue´ de W (s). De plus, W (s)/W ◦(s) est canoniquement isomorphe a`
AG∗(s). Soit A(s) = {w ∈ W (s) | wB∗1 = B
∗
1}. Alors A(s) est un sous-groupe F
∗-stable de W (s) et
W (s) = W ◦(s) ⋊ A(s). Donc A(s) est canoniquement isomorphe a` AG∗(s). Nous identifierons par la
suite AG∗(s) avec A(s), de sorte que
(8.1) W (s) = W ◦(s)⋊AG∗(s).
Soit Φ1 (respectivement Φs) le syste`me de racines de G
∗ (respectivement C◦G∗(s)) relativement a` T
∗
1.
Alors
Φs = {α ∈ Φ1 | α(s) = 1}.
Pour tout w ∈W (s), l’automorphisme q−1/δwF ∗ de X(T∗1)⊗ZR est d’ordre fini ow. Soit N le plus petit
commun multiple de (ow)w∈W (s). On notera φ1 un ge´ne´rateur d’un groupe cyclique < φ1 > d’ordre N
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Type
de G
Z(G) K
Type de
L ∈ Lmin(K)
Z(L) Diagramme de (G,L)
Ar µr+1
µr+1/d
ou` d | r + 1
et p 6 | d
Ad−1 × · · · ×Ad−1︸ ︷︷ ︸
r+1
d fois
µd Ad−1 	
 Ad−1 	
 ... 	
 Ad−1
B2r+1
p 6= 2
µ2 1 A1 × · · · ×A1︸ ︷︷ ︸
r+1 fois
µ2 •	
 	
 •	
 	
 . . . 	
 •	
>
B2r
p 6= 2
µ2 1 A1 × · · · ×A1︸ ︷︷ ︸
r fois
µ2 •	
 	
 •	
 	
 . . . •	
 	
>
Cr µ2 1 A1 µ2 	
 	
 . . . 	
 	
 •	
<
p 6= 2 (grande racine)
D2r+1
p 6= 2
µ4
1
µ2
A1 × · · · ×A1︸ ︷︷ ︸
r−1 fois
×A3
A1 ×A1
µ4
µ2
•
	
 	

•
	
 . . . •	
 	
 •	

•
	

yyy
•
	

EE
E
	
 	
 . . . 	
 	

•
	

yyy
•
	

EE
E
1 A1 × · · · ×A1︸ ︷︷ ︸
r+1 fois
µ2 × µ2 •	
 	
 •	
 	
 . . . •	
 	

•
	

yyy
•
	

EE
E
D2r
µ2 × µ2
< ι˜T(̟
∨
2r−1) > A1 × · · · ×A1︸ ︷︷ ︸
r fois
µ2 •	
 	
 •	
 	
 . . . •	
 	

	

yyy
•
	

EE
E
p 6= 2 < ι˜T(̟∨2r) > A1 × · · · ×A1︸ ︷︷ ︸
r fois
µ2 •	
 	
 •	
 	
 . . . •	
 	

•
	

yyy
	

EE
E
< ι˜T(̟
∨
1 ) > A1 ×A1 µ2 	
 	
 . . . 	
 	

•
	

yyy
•
	

EE
E
E6
p 6= 3
µ3 1 A2 ×A2 µ3 •	
 •	
 	
 •	
 •	

	

E7
p 6= 2
µ2 1 A1 ×A1 ×A1 µ2 	
 	
 	
 •	
 	
 •	

•
	
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et nous ferons agir φ1 sur X(T1)
∗ ⊗Z R comme q−1/δF ∗. Ainsi, φ1 normalise W (s) et, si w ∈ W (s), on
a φ1wφ
−1
1 = F
∗(w). On peut donc de´finir le produit semi-direct W (s)⋊ < φ1 >.
Le but de cette sous-section est de relier le groupe AG∗(s) aux groupes Ker
′ i∗, Z(G)∧ et (G˜F /GF )∧.
Tout d’abord, conside´rons l’application
ϕs : CG∗(s) −→ Ker
′ i∗
g 7−→ [g˜, s˜] = g˜s˜g˜−1s˜−1
ou`, pour tout g ∈ CG∗(s), g˜ de´signe un e´le´ment de G˜∗ tel que i∗(g˜) = g. Alors ϕs(g) ne de´pend ni
du choix de g˜ ni du choix de s˜. Puisque Ker′ i∗ est central, ϕs est un morphisme de groupes et le
noyau de ϕs est i
∗(CG˜∗(s˜)). Mais, d’apre`s le the´ore`me 3.5 et par exemple [DiMi2, Proposition 2.3], on a
i∗(CG˜∗(s˜)) = C
◦
G∗(s) donc ϕs induit un morphisme injectif de groupes encore note´
(8.2) ϕs : AG∗(s) →֒ Ker
′ i∗.
Ce morphisme commute a` l’action de F ∗. Comme conse´quence, on obtient le
Lemme 8.3. Le groupe AG∗(s) est abe´lien et, via ϕs,
AG∗(s) ≃ {z ∈ Ker i
∗ | s˜ et s˜z sont conjugue´s dans G˜∗}.
Par dualite´, ϕs induit un morphisme surjectif ϕˆs : (Ker
′ i∗)∧ → AG∗(s)∧ et, par composition avec les
isomorphismes ω, ω0, ω1, ωˆ, ωˆ0 et ωˆ1, on obtient des morphismes
(8.4)
ωs : AG∗(s) →֒ Z(G)
∧,
ω0s : AG∗(s)
F∗ →֒ H1(F,Z(G))∧,
ω1s : H
1(F ∗, AG∗(s)) −→ (Z(G)F )∧,
ωˆs : Z(G)։ AG∗(s)∧,
ωˆ0s : H
1(F,Z(G))։ (AG∗(s)F
∗
)∧,
ωˆ1s : Z(G)
F −→ H1(F ∗, AG∗(s))
∧.
Les morphismes ωs et ω
0
s sont injectifs tandis que les morphismes ωˆs et ωˆ
0
s sont surjectifs. On ne peut
cependant rien dire en ge´ne´ral concernant les morphismes ω1s et ωˆ
1
s .
8.B. Sous-groupes de Levi. Soit L un sous-groupe de Levi F -stable de G et soit L∗ un sous-groupe de
Levi F ∗-stable deG∗ dual de L. Supposons que s ∈ L∗F
∗
. Le morphisme injectif CL∗(s) →֒ CG∗(s) induit
un morphisme injectif AL∗(s) →֒ AG∗(s). En effet, le noyau du morphisme naturel CL∗(s) → AG∗(s)
est C◦G∗(s) ∩ L
∗. Mais, puisque L∗ = CG∗(Z(L
∗)◦), on a C◦G∗(s) ∩ L
∗ = CC◦
G∗
(s)(Z(L
∗)◦). Le re´sultat
de´coule alors de ce que le centralisateur d’un tore dans un groupe connexe est connexe [Bor, corollaire
11.12]. Il est d’autre part facile de voir que le diagramme
(8.5)
AL∗(s) //

Z(L)∧

AG∗(s) // Z(G)
∧,
est commutatif. De plus, toutes les applications sont injectives. En effet, l’injectivite´ de l’application
verticale de droite re´sulte de la proposition 4.2 et l’injectivite´ de l’autre application verticale a e´te´ discute´e
ci-dessus.
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En prenant les points fixes sous F et F ∗ et en dualisant, on obtient un autre diagramme commutatif
(8.6)
H1(F,Z(G))
h1
L

ωˆ0s // (AG∗(s)
F∗)∧
Res

H1(F,Z(L))
ωˆ0
L,s
// (AL∗(s)
F∗)∧.
8.C. Centralisateurs de sous-tores. Fixons maintenant un groupe fini H d’automorphismes de
X(T∗1) ⊗Z R tel que, si h ∈ H et α ∈ Φ1, alors h(α) soit un multiple re´el d’une racine de Φ1. Cela
de´finit une action de H par permutation sur les racines que nous noterons h ∗ α : elle est de´finie ainsi
h ∗ α ∈ Φ1 ∩ R
×
+h(α).
Notons Y H le R-espace vectoriel des points fixes de H dans son action sur Y (T∗1)⊗Z R. Posons
ΦH = {α ∈ Φ1 | ∀ v ∈ Y
H , < α, v >T∗1= 0}.
Alors ΦH est le syste`me de racines relativement a` T
∗
1 d’un sous-groupe de Levi L
∗ de G∗. Soit L le
sous-groupe de Levi de G dont le syste`me de coracines est ΦH . Nous noterons WL le groupe de Weyl
de L∗ relativement a` T∗, WL(s) le centralisateur de s dans WL, W
◦
L(s) le groupe de Weyl de C
◦
L∗(s)
relativement a` T∗1. Alors
Proposition 8.7. Supposons que H stabilise Φ+s (pour l’action ∗). Alors :
(a) C◦L∗(s) = T
∗
1, c’est-a`-dire W
◦
L(s) = 1.
(b) WL(s)
H ⊂ AG∗(s)H .
(c) WL(s)
H commute avec W ◦(s)H .
De´monstration - (a) Soit α ∈ ΦH∩Φ+s et soit y ∈ Y (T
∗
1). Alors < α,
∑
h∈H h(y) >T∗1= 0 par de´finition
de ΦH . Mais,
< α,
∑
h∈H
h(y) >T∗1=<
∑
h∈H
h(α), y >T∗1 .
Donc,
∑
h∈H h(α) = 0, ce qui est impossible car H stabilise Φ
+
s (dans son action ∗). Donc ΦH ∩Φs = ∅,
ce qui montre (a).
Avant de continuer, introduisons quelques notations. Il existe v ∈ Y (T∗1) tel que < α, v >T∗1> 0 pour
tout α ∈ Φ+s . Posons v0 =
∑
h∈H h(v). Alors v0 ∈ Y
H et < α, v0 >T∗1> 0 pour tout α ∈ Φ
+
s car H
stabilise Φ+s (via l’action ∗).
(b) Soit w ∈ WL(s)H et soit α ∈ Φ+s . Posons f(α) =
∑
h∈H h(α). Alors < f(α), v0 >T∗1> 0.
D’autre part, f(w(α)) = w(f(α)) et, puisque w(v0) = v0, on a < f(w(α)), v0 >T∗1> 0. Cela montre que
< w(α), v0 >T∗1> 0 et donc que w(α) ∈ Φ
+
s . En d’autres termes, w ∈ AG∗(s).
(c) D’apre`s (b), le groupe WL(s)
H normalise W ◦(s)H . et WL(s)
H ∩W ◦(s)H = 1. D’autre part WH
normalise WL, donc W (s)
H normalise WL(s)
H . D’ou` (c). 
8.D. E´le´ments semi-simples cuspidaux. Un e´le´ment semi-simple s ∈ G∗ (respectivement s ∈ G∗F
∗
)
est dit ge´ome´triquement cuspidal (respectivement rationnellement cuspidal) s’il existe un e´le´ment a ∈
AG∗(s) (respectivement a ∈ AG∗(s)
F∗) tel que ωs(a) ∈ Z
∧
cus(G). S’il est ne´cessaire de pre´ciser le groupe
ambiant, nous parlerons d’e´le´ments ge´ome´triquement ou rationnellement G∗-cuspidaux. La de´finition
pre´ce´dente est la meˆme que [Bon5, de´finition 1.4.1]. Nous commenc¸ons cette sous-section par une car-
acte´risation des e´le´ments semi-simples ge´ome´triquement cuspidaux.
Proposition 8.8. Soit a ∈ AG∗(s). Alors ωs(a) ∈ Z
∧
cus(G) si et seulement si a 6∈ AL∗(s) pour tout
sous-groupe de Levi propre L∗ de G∗ contenant s (ou` on rappelle que AL∗(s) peut eˆtre vu naturellement
comme un sous-groupe de AG∗(s)).
De´monstration - S’il existe un sous-groupe de Levi propre L∗ de G∗ contenant s tel que a ∈ AL∗(s),
il re´sulte de la commutativite´ du diagramme 8.5 que ωs(a) n’appartient pas a` Z∧cus(G).
Re´ciproquement, supposons que a 6∈ AL∗(s) pour tout sous-groupe de Levi propre L∗ de G∗ contenant
s. Nous devons montrer que ωs(a) ∈ Z∧cus(G). Pour cela, compte tenu de [Bon5, 1.4.6 et 1.4.7], nous
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pouvons supposer queG est semi-simple, simplement connexe et quasi-simple. D’apre`s [Bon8, proposition
3.14 (b)], a peut-eˆtre vu comme un automorphisme du diagramme de Dynkin affine de G. L’hypothe`se
implique que a agit transitivement sur le diagramme de Dynkin affine (sinon a appartient a` un sous-
groupe parabolique propre de W ). Un examen de la classification des syste`mes de racines montre que
cela ne peut arriver que lorsque G est de type An. Dans ce cas, a est d’ordre n + 1 et Z(G) est aussi
d’ordre n+ 1. Par conse´quent, ωs(a) est injectif et le re´sultat est imme´diat. 
Nous rappelons certaines des proprie´te´s des e´le´ments semi-simples cuspidaux de´montre´es dans [Bon5,
§1.4]. Rappelons que s est dit isole´ (respectivement quasi-isole´) si C◦G∗(s) (respectivement CG∗(s)) n’est
contenu dans aucun sous-groupe de Levi propre de G∗.
Proposition 8.9. Soit s un e´le´ment semi-simple ge´ome´triquement cuspidal de G∗. Alors :
(a) Toutes les composantes quasi-simples de G∗ sont de type A.
(b) Si L∗ est un sous-groupe de Levi propre de G∗ contenant s, alors le morphisme injectif AL∗(s) →֒
AG∗(s) n’est pas surjectif.
(c) Si s ∈ G∗F
∗
est de plus rationnellement cuspidal, alors si L∗ est un sous-groupe de Levi F ∗-stable
propre de G∗ contenant s, alors le morphisme injectif AL∗(s)
F∗ →֒ AG∗(s)F
∗
n’est pas surjectif.
(d) s est quasi-isole´ et re´gulier.
(e) L’application ωs : AG∗(s)→ Z(G)
∧ est un isomorphisme.
De´monstration - (a) de´coule de la proposition 7.1 (c). (b) de´coule de la commutativite´ du diagramme
8.5. (c) de´coule de la proposition 8.8. Le fait que s est quasi-isole´ de´coule de (b). La preuve de la
re´gularite´ de s est faite dans [Bon4, lemme 3.2.9]. D’ou` (d). Pour (e), voir [Bon5, proposition 1.4.9]. 
Fixons maintenant a ∈ AG∗(s) et posons
L∗s,a = CG∗(((T
∗
1)
a)◦).
C’est un sous-groupe de Levi de G∗ contenant T∗1. Soit Ls,a un sous-groupe de Levi de G dual de L
∗
s,a.
Notons que a ∈ AL∗s,a(s).
Proposition 8.10. Si a ∈ AG∗(s), alors ωLs,a,s(a) ∈ Z
∧
cus(Ls,a). Donc s est ge´ome´triquement cuspidal
dans L∗s,a.
De´monstration - Pour montrer la proposition 8.10, on peut travailler dans Ls,a, c’est-a`-dire que l’on
peut supposer que Ls,a = G. L’hypothe`se signifie donc que que ((T
∗
1)
a)◦ = Z(G∗)◦, c’est-a`-dire que a
est un e´le´ment cuspidal [GP, de´finition 3.1.1] de W . Par suite, siM est un sous-groupe de Levi propre de
G contenant T1 et si M
∗ est un sous-groupe de Levi de G∗ contenant T∗1 dual de M, alors a 6∈ WM(s).
La proposition 8.8 montre alors que ωs(a) ∈ Z∧cus(G). 
Corollaire 8.11. Soit a ∈ AG∗(s). Alors :
(a) C◦L∗s,a(s) = T
∗
1, c’est-a`-dire W
◦
Ls,a
(s) = 1.
(b) WLs,a(s)
a ⊂ AG∗(s).
(c) WLs,a(s)
a commute avec W ◦(s)a.
(d) NW (WLs,a) = W
a.WLs,a .
(e) NW (s)(WLs,a) = W (s)
a.
De´monstration - Le groupe < a > stabilise Φ+s . Par conse´quent, (a), (b) et (c) de´coulent de la
proposition 8.7. Montrons (d). Soit w ∈ NW (WLs,a). Par construction, a est un e´le´ment cuspidal [GP,
de´finition 3.1.1] de WLs,a . Par suite, waw
−1 ∈ WLs,a et est conjugue´ a` a sous W . Donc, d’apre`s [GP,
the´ore`me 3.2.11], il existe x ∈ WLs,a tel que waw
−1 = xax−1. Donc w ∈ W a.WLs,a . Cela montre que
NW (WLs,a) ⊂W
a.WLs,a . L’inclusion re´ciproque est imme´diate.
Montrons pour finir (e). Soit w ∈ W (s) normalisant WLs,a . Quitte a` multiplier w par un e´le´ment de
AG∗(s) (et en utilisant (d)), on peut supposer que w ∈ W ◦(s). D’apre`s (d), on a awa−1w−1 ∈ WLs,a .
Mais, d’autre part, awa−1w−1 ∈W ◦(s). Donc, d’apre`s (a), awa−1w−1 = 1. 
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Remarque - A` ce jour, la preuve de [GP, the´ore`me 3.2.11] ne´cessite la classification des groupes de
Coxeter finis et de leurs classes cuspidales, ce qui est de´sagre´able. Il faut noter que l’analogue de [GP,
the´ore`me 3.2.11] est faux en ge´ne´ral pour les groupes de re´flexions complexes. 
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Chapitre III. Induction et restriction de Lusztig, se´ries de Lusztig
Nous rappelons ici la construction de l’induction et de la restriction de Lusztig ainsi que la de´finition
de se´ries de Lusztig ge´ome´triques et rationnelles. Un des buts de ce chapitre est de fournir une preuve
comple`te de la disjonction des se´ries de Lusztig rationnelles (en partant de la disjonction des se´ries
ge´ome´triques des groupes a` centre connexe). Cette preuve est largement esquisse´e dans [Lu3] et [DiMi2,
chapitre 14] mais dans ces deux cas, elle n’est pas tout-a`-fait comple`te. Dans la section 9 nous rappelons
quelques proprie´te´s de la dualite´ entre caracte`res line´aires d’un tore et e´le´ments semi-simples du dual.
Nous reprenons notamment un lemme d’Asai [As, the´ore`me 2.1.1] sur les caracte`res centraux associe´s
a` des e´le´ments semi-simples ge´ome´triquement mais non rationnellement conjugue´s. Dans la section 10,
nous e´tudions les actions du centre sur les applications de Lusztig. Nous rappelons aussi dans quels cas
la formule de Mackey est connue. La section 11 est consacre´e a` la disjonction des se´ries de Lusztig ainsi
qu’a` quelques-unes de leurs proprie´te´s (caracte`re central, compatibilite´ a` l’induction de Lusztig...).
9. Caracte`res line´aires de tores maximaux
9.A. Dualite´. Soit ∇(G, F ) l’ensemble des couples (T, θ) ou` T est un tore maximal F -stable de G
et θ : TF → Qℓ
×
est un caracte`re line´aire. Soit ∇∗(G, F ) l’ensemble des couples (T∗, s) ou` T∗ est un
tore maximal F ∗-stable de G∗ et s ∈ T∗F
∗
. Le choix des morphismes ı et  de´finis dans §1.B induit une
bijection [DiMi2, proposition 13.13]
(9.1) ∇(G, F )/GF −→ ∇∗(G, F )/G∗F
∗
.
Si (T, θ) ∈ ∇(G, F ) et (T∗, s) ∈ ∇∗(G, F ), nous e´crivons (T, θ)
G
←→ (T∗, s) pour dire que (T, θ) et
(T∗, s) sont associe´s par la bijection 9.1.
Lemme 9.2. Soient (T˜, θ˜) ∈ ∇(G˜, F ), (T˜∗, s˜) ∈ ∇∗(G˜, F ) et z ∈ (Ker i∗)F
∗
. Voyons zˆG˜ comme
un caracte`re line´aire de T˜F par restriction depuis G˜F . Alors (T˜, θ˜)
G˜
←→ (T˜∗, s˜) si et seulement si
(T˜, θ˜zˆG˜)
G˜
←→ (T˜∗, s˜z).
De´monstration - Claire. 
9.B. Restriction. Si (T˜, θ˜) ∈ ∇(G˜, F ), nous posons
Res
G˜
G(T˜, θ˜) = (T˜ ∩G,Res
T˜F
T˜F∩GF
θ˜) ∈ ∇(G, F ).
De meˆme, si (T˜∗, s˜) ∈ ∇∗(G˜, F ), nous posons
∗
Res
G˜
G(T˜
∗, s˜) = (i∗(T˜∗), i∗(s˜)) ∈ ∇∗(G, F ).
Le lemme suivant se de´montre en revenant a` la de´finition de la dualite´ entre les tores.
Lemme 9.3.
(a) Soient (T˜, θ˜) et (T˜∗, s˜) deux e´le´ments de ∇(G˜, F ) et ∇∗(G˜, F ) respectivement. On suppose que
(T˜, θ˜)
G˜
←→ (T˜∗, s˜). Alors ResG˜G(T˜, θ˜)
G
←→ ∗ResG˜G(T˜
∗, s˜).
(b) Soient (T, θ) et (T∗, s) deux e´le´ments de ∇(G, F ) et ∇∗(G, F ) respectivement. On suppose que
(T, θ)
G
←→ (T∗, s). On pose
T˜ = T.Z(G˜) et T˜∗ = i∗−1(T∗)
et soit s˜ un e´le´ment semi-simple de G˜∗F
∗
tel que i∗(s˜) = s (Un tel e´le´ment s˜ existe d’apre`s le
corollaire 2.7). Alors il existe une extension θ˜ de θ a` T˜F telle que (T˜, θ˜)
G˜
←→ (T˜∗, s˜).
9.C. Conjugaison ge´ome´trique et rationnelle. La de´finition suivante a e´te´ pose´e par Deligne et
Lusztig [DeLu1, de´finition 5.5].
De´finition 9.4. Soient (T1, θ1) et (T2, θ2) deux e´le´ment de ∇(G, F ) et soient (T∗1, s1) et (T
∗
2, s2) deux
e´le´ments de ∇∗(G, F ) tels que (Tk, θk)
G
←→ (T∗k, sk) pour tout k ∈ {1, 2}. On dit que (T1, θ1) et (T2, θ2)
sont ge´ome´triquement conjugue´s (respectivement sont dans la meˆme se´rie rationnelle) si s1 et
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s2 sont ge´ome´triquement conjugue´s (respectivement rationnellement conjugue´s), c’est-a`-dire si ils sont
conjugue´s dans G∗ (respectivement G∗F
∗
).
Soit s un e´le´ment semi-simple de G∗F
∗
. Nous noterons (s), ou (s)G∗ s’il y a ambigu¨ıte´, la classe de
conjugaison ge´ome´trique de s. De meˆme, nous noterons [s], ou [s]G∗F∗ , la classe de conjugaison rationnelle
de s. Soit ∇∗(G, F, (s)) (respectivement ∇∗(G, F, [s])) l’ensemble des couples (T∗, s′) ∈ ∇∗(G, F ) tels
que s′ est ge´ome´triquement (respectivement rationnellement) conjugue´ a` s. Par dualite´, nous notons
∇(G, F, (s)) (respectivement ∇(G, F, [s])) l’ensemble des couples (T, θ) ∈ ∇(G, F ) associe´s aux couples
appartenant a` ∇∗(G, F, (s)) (respectivement ∇∗(G, F, [s])) par la bijection 9.1.
Corollaire 9.5. Soit s˜ ∈ G˜F∗
∗
un e´le´ment semi-simple et soit s = i∗(s˜). Si (T˜, θ˜) ∈ ∇(G˜, F, (s˜)), alors
Res
G˜
G(T˜, θ˜) ∈ ∇(G, F, [s]).
9.D. Autres caracte´risations des se´ries ge´ome´triques et rationnelles. Concernant la conjugaison
ge´ome´trique des couples appartenant a` ∇(G, F ), le lemme suivant nous fournit une de´finition e´quivalente
[DeLu1, proposition 5.4] :
Lemme 9.6 (Deligne-Lusztig). Soient (T1, θ1) et (T2, θ2) deux e´le´ments de ∇(G, F ). Alors (T1, θ1)
et (T2, θ2) sont ge´ome´triquement conjugue´s si et seulement si il existe un entier naturel non nul n et un
e´le´ment g ∈ GF
n
tel que T2 =
gT1 et
θ2 ◦NFn/F =
g(θ1 ◦NFn/F )
ou` NFn/F : T
Fn
k → T
F
k , t 7→ tF (t) . . . F
n−1(t) est la norme de Fn a` F (k = 1 ou` 2).
Nous allons maintenant utiliser le groupe G˜ (et le fait que son centre est connexe) pour donner une
autre de´finition des se´ries rationnelles. Tout d’abord, notons que les se´ries ge´ome´triques et rationnelles
co¨ıncident dans G˜ a` cause du the´ore`me de Steinberg (voir the´ore`me 3.5) :
Proposition 9.7. Deux e´le´ments semi-simples de G˜∗F
∗
sont ge´ome´triquement conjugue´s si et seulement
si ils sont rationnellement conjugue´s.
Corollaire 9.8. Soient (T˜1, θ˜1) et (T˜2, θ˜2) deux e´le´ments de ∇(G˜, F ). Alors (T˜1, θ˜1) et (T˜2, θ˜2) sont
ge´ome´triquement conjugue´s si et seulement si ils appartiennent a` la meˆme se´rie rationnelle.
La prochaine proposition fournit, en termes du groupe G˜, un outil pratique pour de´terminer si deux
e´le´ments semi-simples de G∗F
∗
sont rationnellement conjugue´s.
Proposition 9.9. Soient s1 et s2 deux e´le´ments semi-simples de G
∗F∗ . Alors les assertions suivantes
sont e´quivalentes :
(1) s1 et s2 sont rationnellement conjugue´s ;
(2) Il existe des e´le´ments semi-simples rationnellement conjugue´s s˜1 et s˜2 dans G˜
∗F∗ tels que i∗(s˜i) =
si pour tout i ∈ {1, 2} ;
(3) Il existe des e´le´ments semi-simples ge´ome´triquement conjugue´s s˜1 et s˜2 dans G˜
∗F∗ tels que
i∗(s˜i) = si pour tout i ∈ {1, 2}.
De´monstration - D’apre`s la proposition 9.7, (2) et (3) sont e´quivalents. Il est par ailleurs clair que (2)
implique (1). Il nous reste donc a` de´montrer que (1) implique (2).
Supposons donc qu’il existe g ∈ G∗F
∗
tel que s2 = gs1g
−1. Puisque i∗ : G˜∗F
∗
→ G∗F
∗
est surjective
(voir corollaire 2.7), il existe s˜1 ∈ G˜∗F
∗
et g˜ ∈ G˜∗F
∗
tels que i∗(s˜1) = s1 et i
∗(g˜) = g. Posons maintenant
s˜2 = g˜s˜1g˜
−1. Alors s˜1 et s˜2 sont des e´le´ments semi-simples rationnellement conjugue´s de G˜
∗F∗ et
i∗(s˜k) = sk pour tout k ∈ {1, 2}. 
Corollaire 9.10. Soient (T1, θ1) et (T2, θ2) deux e´le´ments de ∇(G, F ). Soit T˜k = Tk.Z(G˜) (pour
k ∈ {1, 2}). Alors les assertions suivantes sont e´quivalentes :
(1) (T1, θ1) et (T2, θ2) appartiennent a` la meˆme se´rie rationnelle ;
(2) Il existe des extensions θ˜1 et θ˜2 de θ1 et θ2 respectivement (a` T˜
F
1 et T˜
F
2 respectivement) telles
que (T˜1, θ˜1) et (T˜2, θ˜2) sont ge´ome´triquement conjugue´s.
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De´monstration - Cela re´sulte imme´diatement de la proposition 9.9 et du lemme 9.3 (b). 
9.E. Caracte`res centraux. La proposition suivante explique comment varient les caracte`res line´aires
ResT
F
Z(G)F θ lorsque (T, θ) parcourt une se´rie ge´ome´trique ou rationnelle.
Proposition 9.11. Soient (T1, θ1) et (T2, θ2) deux e´le´ments de ∇(G, F ).
(a) Si (T1, θ1) et (T2, θ2) sont ge´ome´triquement conjugue´s, alors
Res
TF1
Z(G)◦F θ1 = Res
TF2
Z(G)◦F θ2.
(b) Si (T1, θ1) et (T2, θ2) appartiennent a` la meˆme se´rie rationnelle, alors
Res
TF1
Z(G)F
θ1 = Res
TF2
Z(G)F
θ2.
De´monstration - (a) Si (T1, θ1) et (T2, θ2) sont ge´ome´triquement conjugue´s, alors, d’apre`s le lemme
9.6, il existe un entier naturel non nul n et un e´le´ment g ∈ GF
n
tel que T2 =
gT1 et
θ2 ◦NFn/F =
g(θ1 ◦NFn/F ).
Soit z ∈ Z(G)◦F . Puisque le groupe Z(G)◦ est connexe, il existe z′ ∈ Z(G)◦F
n
tel que NFn/F (z
′) = z.
Donc
θ2(z) = θ2(NFn/F (z
′)) = θ1(NFn/F (g
−1z′g)) = θ1(NFn/F (z
′)) = θ1(z)
car z′ est central. Cela montre (a).
(b) Si (T1, θ1) et (T2, θ2) appartiennent a` la meˆme se´rie rationnelle, alors, d’apre`s le corollaire 9.10, il
existe (T˜1, θ˜1) et (T˜2, θ˜2) dans ∇(G˜, F ) tels que
Res
G˜
G(T˜k, θ˜k) = (Tk, θk)
(k ∈ {1, 2}) et tels que (T˜1, θ˜1) et (T˜2, θ˜2) sont ge´ome´triquement conjugue´s. Par conse´quent, d’apre`s (a)
(applique´ au groupe G˜) et puisque Z(G˜) est connexe, on a
Res
T˜F1
Z(G˜)F
θ˜1 = Res
T˜F2
Z(G˜)F
θ˜2.
Donc (b) de´coule de ce que Z(G) = Z(G˜) ∩G. 
Si s est un e´le´ment semi-simple de G∗F
∗
, nous notons sˆ : Z(G)F → Q
×
ℓ le caracte`re line´aire de´fini par
(9.12) sˆ = ResT
F
Z(G)F θ
pour tout (T, θ) ∈ ∇(G, F, [s]) ; sˆ est bien de´fini d’apre`s la proposition 9.11 (b). Nous notons d’autre
part sˆ◦ la restriction de sˆ a` Z(G)◦F ; le caracte`re line´aire sˆ◦ peut aussi eˆtre de´fini par l’e´galite´
(9.13) sˆ◦ = ResT
F
Z(G)◦F θ
pour tout (T, θ) ∈ ∇(G, F, (s)) (voir proposition 9.11 (a)).
Soit maintenant α ∈ H1(F ∗, AG∗(s)). Si gα ∈ G∗ est tel que g−1α F (gα) ∈ CG∗(s) et repre´sente α, alors
sα = gαsg
−1
α ∈ G
∗F∗ est ge´ome´triquement conjugue´ a` s et [sα] ne de´pend que de α et non pas du choix
de gα. De plus, (sα)α∈H1(F∗,AG∗(s)) est une famille de repre´sentants des classes de G
∗F∗ -conjugaison
contenues dans (s)F
∗
G∗ . D’autre part, d’apre`s la proposition 9.11 (a), sˆαsˆ
−1 est un caracte`re line´aire du
groupe Z(G)F . Il est donne´ par la formule suivante :
Lemme 9.14 (Asai). Si α ∈ H1(F ∗, AG∗(s)), alors sˆαsˆ−1 = ω1s(α).
Rappel - Le morphisme ω1s : H
1(F ∗, AG∗(s))→ (Z(G)F )∧ a e´te´ de´fini en §8.A. 
De´monstration - Le lemme 9.14 est de´montre´ dans [As, the´ore`me 2.1.1] lorsque F agit trivialement sur
le groupe Z(G) (et lorsque F est un endomorphisme de Frobenius). L’essentiel de sa preuve s’applique
ici encore mais nous pre´fe´rons la rappeler dans ce cadre le´ge`rement plus ge´ne´ral.
Soit T˜∗ un tore maximal F ∗-stable de G˜∗ contenant s˜ et soit T˜ un tore maximal F -stable de G˜ dual
de T˜∗. Posons T = T˜ ∩G et T∗ = i∗(T˜∗). Soit α ∈ H1(F ∗, AG∗(s)) et soit a un e´le´ment de CG∗(s)
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representant α. On peut supposer que a normalise T∗ et que g−1α F (gα) = a. Alors sα peut eˆtre vu
comme un e´le´ment de T∗ : plus pre´cise´ment, sα ∈ T∗aF
∗
.
Choisissons un entier naturel non nul n tel que Fn soit un endomorphisme de´ploye´ de T˜ sur un corps
fini a` q e´le´ments et tel que (aF ∗)n = F ∗n sur T˜∗. On note encore par a l’e´le´ment de NG(T) correspondant
a` a ∈ NG∗(T∗).
Il existe x˜ ∈ Y (T˜∗) = X(T˜) tel que
s˜ = NFn/F (x˜)(˜ı(
1
q − 1
)).
On pose x = ResT˜T x˜. Alors
s = NFn/F (x)(˜ı(
1
q − 1
)).
D’autre part, il existe xα ∈ Y (T∗) = X(T) tel que
s = NFn/aF (xα)(˜ı(
1
q − 1
)).
Alors sˆ = ResTZF x et sˆα = Res
T
ZF xα.
Soit z ∈ Z(G)F . Alors il existe t ∈ T tel que t−1Fn(t) = z. On pose u = F (t). Puisque F (z) = z on
a u−1Fn(u) = z. Soit t1 = t
−1F (t) et tα = t
−1aF (t). Alors NFn/F (t1) = NFn/aF (tα) = z et t1 ∈ T
Fn
et tα ∈ T(aF )
n
= TF
n
. En particulier,
sˆ(z) = NFn/F (x)(t1) et sˆα(z) = NFn/F (xα)(tα).
Mais,
NFn/F (x)(˜ı(
1
q − 1
)) = NFn/aF (xα)(˜ı(
1
q − 1
))
donc
ResTTFn NFn/F (x) = Res
T
TF
n NFn/aF (xα).
Par conse´quent, on a
sˆα(z)sˆ(z)
−1 = NFn/F (x)(tαt
−1
1 )
= NFn/F (x)(aua
−1u−1)
= (aNFn/F (x˜)−NFn/F (x˜))(u).
D’autre part,
ϕs(a) = a˜s˜a˜
−1s˜−1 = (aNFn/F (x˜)−NFn/F (x˜))(˜ı(
1
q − 1
))
donc, d’apre`s 4.9, on a
ω1s(α)(z) = ω
1
s(α)(u
−1Fn(u))
= (aNFn/F (x˜)−NFn/F (x˜))(ı
−1(
1
qn − 1
)),
ce qui est le re´sultat attendu. 
10. Induction et restriction de Lusztig
10.A. De´finitions. Soit P un sous-groupe parabolique deG et supposons que P posse`de un comple´ment
de Levi F -stable L. Soit U le radical unipotent de P. Posons, suivant Lusztig [Lu1],
YGU = {g ∈ G | g
−1F (g) ∈ U}.
Alors GF agit sur YGU par translations a` gauche tandis que L
F agit par translations a` droite. Par
conse´quent,
H∗c (Y
G
U) =
∑
k > 0
(−1)kHkc (Y
G
U ,Qℓ)
est un GF -module-LF virtuel et
H∗c (Y
G
U)
∨ =
∑
k > 0
(−1)kHkc (Y
G
U ,Qℓ)
∨
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est un LF -module-GF virtuel. Nous noterons
RGL⊂P : Z IrrL
F −→ Z IrrGF
Λ 7−→ H∗c (Y
G
U)⊗QℓLF Λ
et
∗RGL⊂P : Z IrrG
F −→ Z IrrLF
Γ 7−→ H∗c (Y
G
U)⊗QℓGF Γ
les applications d’induction et de restriction de Lusztig respectivement. Elles s’e´tendent naturellement
par line´arite´ en applications entre espaces de fonctions centrales
RGL⊂P : Cent(L
F ) −→ Cent(GF )
et ∗RGL⊂P : Cent(G
F ) −→ Cent(LF ).
Ces deux applications sont adjointes l’une de l’autre par rapport aux produits scalaires 〈, 〉LF et 〈, 〉GF .
D’autre part, nous noterons
QGL⊂P : G
F
uni × L
F
uni −→ Qℓ
(u, v) 7−→ Tr((u, v), H∗c (Y
G
U))
la fonction de Green associe´e a` la donne´e (L,P,G).
Exemple 10.1 - Induction de Harish-Chandra - Si P est F -stable, alors U agit par translation a`
droite sur YGU et Y
G
U/U ≃G
F /UF . Par conse´quent,
Hkc (Y
G
U) ≃
{
0 si k 6= 2dimU
Qℓ[G
F /UF ] si k = 2dimU.
Par suite, RGL⊂P est le reflet, sur les groupes de Grothendieck, d’un vrai foncteur entre les cate´gories de
modules, foncteur qui sera toujours note´ RGL⊂P. De meˆme pour
∗RGL⊂P. Ces deux foncteurs sont appele´s
respectivement induction et restriction de Harish-Chandra. Pratiquement toutes les formules de´montre´es
dans ce chapitre au sujet des applications de Lusztig ont un sens en termes de modules lorsque l’on est
en pre´sence d’induction ou de restriction de Harish-Chandra (voir par exemple 10.4, 10.5, propositions
10.10 et 10.11...). 
10.B. Actions de Z(G)F et H1(F,Z(G)). L’action de Z(G)F par translation a` gauche (ou a` droite)
sur YGU commute aux actions de G
F et LF . Par conse´quent, si z ∈ Z(G)F , alors on a
(10.2) tGz ◦R
G
L⊂P = R
G
L⊂P ◦ t
L
z
et
(10.3) tLz ◦
∗RGL⊂P =
∗RGL⊂P ◦ t
G
z .
Posons L˜ = L.Z(G˜). Soit a ∈ H1(F,Z(G)) et soit l˜a ∈ L˜F tel que σGL (a) = l˜aL
FZ(G˜)F . Alors la
conjugaison par l˜a induit un automorphisme de Y
G
U , ce qui implique que
(10.4) τGa ◦R
G
L⊂P = R
G
L⊂P ◦ τ
L
h1
L
(a)
et
(10.5) τLh1
L
(a) ◦
∗RGL⊂P =
∗RGL⊂P ◦ τ
G
a .
Exemple 10.6 - Soient ζL ∈ H1(F,Z(G))∧ et ζ ∈ H1(F,Z(G))∧ et soit λ ∈ Cent(LF )ζL et γ ∈
Cent(GF )ζ . Alors, d’apre`s 10.4, on a
RGL⊂Pλ ∈ Cent(G
F )ζL◦h1L .
D’autre part, si ζ = ζL ◦ h1L, alors, d’apre`s 10.5, on a
∗RGL⊂Pγ ∈ Cent(L
F )ζL .
De meˆme, si Ker ζ 6⊂ KerhL, alors
∗RGL⊂Pγ = 0. 
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10.C. Restriction de G˜ a` G. Notons P˜ l’unique sous-groupe parabolique de G˜ tel que P = P˜ ∩G
et soit L˜ l’unique comple´ment de Levi de P˜ tel que L = L˜ ∩G. Alors L˜ est F -stable et U est le radical
unipotent de P˜. De plus,
(10.7) YG˜U = G˜
F ×GF Y
G
U = Y
G
U ×LF L˜
F .
Par suite, on a, pour tout k ∈ N, un isomorphisme de G˜F -modules-LF
(10.8) Hkc (Y
G˜
U) ≃ QℓG˜
F ⊗
QℓG
F H
k
c (Y
G
U)
ainsi qu’un isomorphisme de GF -modules-L˜F
(10.9) Hkc (Y
G˜
U) ≃ H
k
c (Y
G
U)⊗QℓLF QℓL˜
F .
On en de´duit la proposition suivante :
Proposition 10.10. On a :
(a) IndG˜
F
GF ◦R
G
L⊂P = R
G˜
L˜⊂ P˜
◦ IndL˜
F
LF ,
(a∗) ResL˜
F
LF ◦
∗RG˜
L˜⊂ P˜
= ∗RGL⊂P ◦ Res
G˜F
GF ,
(b) IndL˜
F
LF ◦
∗RGL⊂P =
∗RG˜
L˜⊂ P˜
◦ IndG˜
F
GF ,
(b∗) ResG˜
F
GF ◦R
G˜
L˜⊂ P˜
= RGL⊂P ◦ Res
L˜F
LF ,
(c) QG˜
L˜⊂ P˜
(u, v) =
∑
g∈[G˜F /GF ]
QGL⊂P(
gu, v) =
∑
l∈[L˜F /LF ]
QGL⊂P(u,
lv).
De´monstration - Nous de´montrerons ici seulement la formule (a), les autres de´coulant d’arguments
similaires. Notons aussi que (a∗) et (b∗) sont des formules adjointes de (a) et (b). Soit Λ un LF -module.
Alors, d’apre`s 10.8, on a des isomorphismes de G˜F -modules
IndG˜
F
GF
(
Hkc (Y
G
U)⊗QℓLF Λ
)
≃ QℓG˜
F ⊗QℓGF
(
Hkc (Y
G
U)⊗QℓLF Λ
)
≃
(
QℓG˜
F ⊗QℓGF H
k
c (Y
G
U)
)
⊗QℓLF Λ
≃ Hkc (Y
G˜
U)⊗QℓLF Λ
≃
(
Hkc (Y
G˜
U)⊗QℓL˜F QℓL˜
F
)
⊗QℓLF Λ
≃ Hkc (Y
G˜
U)⊗QℓL˜F
(
QℓL˜
F ⊗
QℓL
F Λ
)
≃ Hkc (Y
G˜
U)⊗QℓL˜F Ind
L˜F
LF Λ
et (a) en re´sulte. 
Nous rappelons aussi la
Proposition 10.11. Soit τ : L˜F /LF → Qℓ
×
un caracte`re line´aire. Alors τ peut eˆtre vu comme un
caracte`re line´aire de G˜F /GF ≃ L˜F /LF et, en utilisant cette identification, on a
(a) Si λ˜ ∈ Class(L˜F ), alors RG˜
L˜⊂ P˜
(λ˜⊗ τ) = RG˜
L˜⊂ P˜
(λ˜)⊗ τ .
(b) Si γ˜ ∈ Class(G˜F ), alors ∗RG˜
L˜⊂ P˜
(γ˜ ⊗ τ) = ∗RG˜
L˜⊂ P˜
(γ˜)⊗ τ .
10.D. Dualite´ d’Alvis-Curtis. Notons P(∆0) l’ensemble des parties de ∆0. Alors φ0 agit sur P(∆0)
et on note P(∆0)φ0 l’ensemble des parties φ0-stables de ∆0. Avec ces notations, on peut de´finir
DG =
∑
I∈P(∆0)φ0
ηI R
G
LI ⊂PI ◦
∗RGLI ⊂PI .
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Alors DG : Z IrrG
F → Z IrrGF est une involution isome´trique [DiMi2, proposition 8.10 et corollaire
8.14] appele´e dualite´ d’Alvis-Curtis. Elle s’e´tend en une application line´aire Cent(GF ) → Cent(GF )
toujours note´ DG.
10.E. Formule de Mackey. Soient Q un sous-groupe parabolique de G et soit M un sous-groupe de
Levi F -stable de Q. Notons SG(L,M) l’ensemble des g ∈ G tels que L ∩ gM contient un tore maximal
de G. Nous noterons ∆GL⊂P,M⊂Q l’application line´aire Cent(M
F )→ Cent(LF ) de´finie par
∆GL⊂P,M⊂Q =
∗RGL⊂P ◦R
G
M⊂Q −
∑
g∈[LF \SG(L,M)F/MF ]
RLL∩gM⊂L∩gQ ◦
∗R
gM
L∩gM⊂P∩gM ◦ (ad g)MF .
Ici, (ad g)MF : Cent(M
F )→ Cent(gMF ) est l’application induite par la conjugaison par g. Nous dirons
que “la formule de Mackey a lieu dans G” si, pour tout sous-groupe re´ductif connexe G′ de G de meˆme
rang, pour tous sous-groupes paraboliques P′ et Q′ de G′ et pour tous comple´ments de Levi F -stable L′
et M′ de P′ et Q′ respectivement, on a ∆G
′
L′ ⊂P′,M′⊂Q′ = 0. Il est conjecture´ que la formule de Mackey
est valide sans hypothe`se. Pour l’instant, elle n’est connue que dans les cas suivants :
The´ore`me 10.12 (Formule de Mackey).
(a) Supposons que l’une des conditions suivantes est satisfaite.
(a1) P et Q sont F -stables.
(a2) L ou M est un tore maximal de G.
Alors ∆GL⊂P,M⊂Q = 0.
(b) Supposons que l’une des conditions suivantes est satisfaite.
(b1) δ = 1 et q 6= 2.
(b2) δ = 1 et G ne contient pas de composante quasi-simple de type E6, E7 ou E8.
(b3) δ = 2 et G est de type B2, G2 ou F4.
Alors la formule de Mackey a lieu dans G.
De´monstration - (a1) est duˆ a` Deligne [LuSpa, the´ore`me 2.5], (a2) est duˆ a` Deligne et Lusztig [DeLu2,
the´ore`me 7] et (b3) et (b4) et (b5) sont montre´s dans [BoMi]. 
De meˆme que pour le the´ore`me 10.12, il est conjecture´ que le corollaire suivant reste vrai sans hypothe`se.
Corollaire 10.13. Soit P0 un sous-groupe parabolique de G dont L est un comple´ment de Levi. Sup-
posons l’une des conditions suivantes ve´rifie´es :
(1) L est un tore maximal de G.
(2) P et P0 sont F -stables.
(3) δ = 1 et q 6= 2.
(4) δ = 1 et G ne contient pas de composante quasi-simple de type E6, E7 ou E8.
(5) δ = 2 et G est de type B2, G2 ou F4.
Alors RGL⊂P = R
G
L⊂P0 ,
DG ◦R
G
L⊂P = εGεLR
G
L⊂P ◦DL
et DL ◦
∗RGL⊂P = εGεL
∗RGL⊂P ◦DG.
Notation - Si λ est un caracte`re virtuel de LF , nous noterons WGF (L, λ) le groupe NGF (L, λ)/L
F et
E(GF ,L, λ) l’ensemble des caracte`res irre´ductibles de GF apparaissant dans le caracte`re virtuel RGL⊂Pλ.
A priori, cet ensemble pourrait de´pendre du choix de P. Bien suˆr, il n’en de´pend pas si l’une des
hypothe`ses du corollaire 10.13 est satisfaite. Dans la suite, nous n’emploierons cette notation que lorsque
cet ensemble ne de´pend pas du choix de P ou bien lorsque le choix du sous-groupe parabolique sera
e´claire´ par le contexte. 
Remarque - Si T est un tore maximal F -stable de G et si B est un sous-groupe de Borel contenant T,
nous noterons RGT et
∗RGT les applications R
G
T⊂B et
∗RGT⊂B. De meˆme, nous noterons Q
G
T la fonction
de Green QGT⊂B respectivement. 
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10.F. Fonctions absolument cuspidales. Une fonction centrale γ : GF → Qℓ est dite absolument
cuspidale si, pour tout sous-groupe de Levi F -stable propre de G et pour tout sous-groupe parabolique
P de G dont L est un comple´ment de Levi, on a ∗RGL⊂Pγ = 0 (voir [Bon4, de´finition du §3.1] ou
[Bon5, §4.2]). Nous noterons Cus(GF ) le Qℓ-espace vectoriel des fonctions absolument cuspidales sur
GF . D’apre`s 10.2 et 10.4, Cus(GF ) est stable sous les actions des groupes Z(G)F et H1(F,Z(G)). Si la
formule de Mackey a lieu dans G, alors
(10.14) Cent(GF ) = ⊕
L∈[L(Z(G))F/GF ]
RGL Cus(L
F ).
Rappelons que L(Z(G)) est l’ensemble des sous-groupes de Levi de G (voir §7.B) ; L(Z(G))F est
alors l’ensemble des sous-groupe de Levi F -stables de G, sur lequel le groupe GF agit par conjugaison.
Remarquons que, d’apre`s 10.4, l’action de H1(F,Z(G)) sur Cent(GF ) stabilise Cus(GF ).
Exemple 10.15 - Soit ζ ∈ Z∧cus(G) et supposons que ζ est F -stale. Soit γ ∈ Cent(G
F )ζ . Alors, d’apre`s
l’exemple 10.6, γ est absolument cuspidale. 
11. Se´ries de Lusztig ge´ome´triques et rationnelles
11.A. De´finitions. Si (T, θ)
G
←→ (T∗, s), nous noterons RGT∗(s) le caracte`re (virtuel) de Deligne-Lusztig
RGT (θ). Fixons un e´le´ment semi-simple s ∈ G
∗F∗. Nous appellerons se´rie de Lusztig ge´ome´trique (respec-
tivement rationnelle) associe´e a` s et nous noterons E(GF , (s)) (respectivement E(GF , [s])) l’ensemble des
caracte`res irre´ductibles de GF apparaissant dans un RGT (θ), ou` (T, θ) ∈ ∇(G, F, (s)) (respectivement
(T, θ) ∈ ∇(G, F, [s])). En d’autres termes,
E(GF , (s)) =
⋃
(T,θ)∈∇(G,F,(s))
E(GF ,T, θ)
et E(GF , [s]) =
⋃
(T,θ)∈∇(G,F,[s])
E(GF ,T, θ).
Remarques 11.1 - (a) Il est clair que ∇(G, F, (s)) =
⋃
[t]⊂ (s)
∇(G, F, [t]), donc
E(GF , (s)) =
⋃
[t]⊂ (s)
E(GF , [t]).
(b) Si s˜ est un e´le´ment semi-simple de G˜∗F
∗
, alors, d’apre`s le corollaire 9.8, on a E(G˜F , (s˜)) =
E(G˜F , [s˜]).
(c) Les se´ries de Lusztig ge´ome´triques ou rationnelles sont stables sous l’action de H1(F,Z(G)). En
effet, si a ∈ H1(F,Z(G)) et si (T, θ) ∈ ∇(G, F ), alors τGa (R
G
T (θ)) = R
G
T (θ) d’apre`s la formule 10.4.
(d) Si γ ∈ E(GF , (s)) (respectivement γ ∈ E(GF , [s])) et si z ∈ Z(G)◦F (respectivement z ∈ Z(G)F ),
alors
tGz γ = sˆ
◦(z)γ
(respectivement tGz γ = sˆ(z)γ ).
En effet, soit γ ∈ IrrGF et notons λ le caracte`re line´aire de Z(G)F tel que tGz γ = λ(z)γ pour tout
z ∈ Z(G)F . D’apre`s les formules 10.2 et 9.12, on a tGz R
G
T (θ) = sˆ(z)R
G
T (θ) pour tout (T, θ) ∈ ∇(G, F, [s]).
Donc, si λ 6= sˆ, γ et RGT (θ) sont orthogonaux. 
11.B. Partition en se´ries ge´ome´triques. La preuve du the´ore`me suivant est duˆe a` Deligne et Lusztig
[DeLu1, the´ore`me 6.2].
The´ore`me 11.2 (Deligne-Lusztig).
(a) Soit s un e´le´ment semi-simple de G∗F
∗
, soit (T, θ) ∈ ∇(G, F, (s)), soit U le radical unipotent
d’un sous-groupe de Borel de G contenant T et soit k un entier naturel. Alors toute composante
irre´ductible de Hkc (Y
G
U)⊗QℓTF θ appartient a` la se´rie de Lusztig ge´ome´trique E(G
F , (s)).
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(b) On a
IrrGF =
∐
(s)
E(GF , (s)),
ou` (s) parcourt l’ensemble des classes de conjugaison ge´ome´triques d’e´le´ments semi-simples de
G∗F
∗
.
Le the´ore`me 11.2 combine´ au corollaire 9.8 fournit imme´diatement le corollaire suivant.
Corollaire 11.3. Irr G˜F =
∐
[s˜] E(G
F , [s˜]).
Si s est un e´le´ment semi-simple de G∗F
∗
, nous noterons Cent(GF , (s)) le sous-Qℓ-espace vectoriel de
Cent(GF ) engendre´ par E(GF , (s)). Le the´ore`me 11.2 (b) montre que
(11.4) Cent(GF ) =
⊥
⊕
(s)
Cent(GF , (s)).
11.C. Partition en se´ries rationnelles. Dans cette sous-section, nous montrons qu’il est possible
de remplacer “se´rie ge´ome´trique” par “se´rie rationnelle” dans l’e´nonce´ du the´ore`me de Deligne-Lusztig
pre´ce´dent. Ce re´sultat est bien connu : il e´tait annonce´ dans [Lu3, 7.3] et Lusztig y donnait une indication
pour la preuve. Une esquisse plus comple`te peut aussi eˆtre trouve´e dans [DiMi2, 14.50]. La preuve
(comple`te) que nous donnons ici ne pre´tend a` aucune originalite´ : il s’agit juste de suivre les indications
des pre´ce´dents auteurs. Nous l’avons incluse car elle s’inscrit bien dans le cadre des me´thodes qui seront
de´veloppe´es tout au long de cet article. Nous commenc¸ons par des rappels e´le´mentaires.
Proposition 11.5. Soient (T˜∗, s˜) ∈ ∇∗(G˜, F ) et z ∈ (Ker i∗)F
∗
. Posons (T, s) = ∗ResG˜G(T˜
∗, s˜). Alors
(a) ResG˜
F
GF R
G˜
T˜∗
(s˜) = RGT∗(s).
(b) RG˜
T˜∗
(s˜z) = RG˜
T˜∗
(s˜)zˆG˜.
De´monstration - (a) re´sulte du lemme 9.3 et de la proposition 10.10 tandis que (b) de´coule du lemme
10.11 et de la proposition 9.2. 
Corollaire 11.6. Soit s˜ un e´le´ment semi-simple de G˜∗F
∗
et soit z ∈ (Ker i∗)F
∗
. Alors l’application
E(G˜F , [s˜]) −→ E(G˜F , [s˜z])
γ 7−→ γzˆ
est bijective.
Le lien entre les se´ries rationnelles de GF et les se´ries ge´ome´triques (ou rationnelles) de G˜F sont
donne´s par la proposition suivante.
Proposition 11.7. Soit s˜ un e´le´ment semi-simple de G˜∗F
∗
et soit s = i∗(s˜). Alors :
(a) Si γ˜ ∈ E(G˜F , [s˜]) et si γ est une composante irre´ductible de la restriction de γ˜ a` GF , alors
γ ∈ E(GF , [s]).
(b) Soit γ ∈ E(GF , [s]). Alors il existe γ˜ ∈ E(G˜F , [s˜]) tel que γ est une composante irre´ductible de la
restriction de γ˜ a` GF .
De´monstration - (a) Soit W le groupe de Weyl de G˜ relatif a` T˜0. Pour tout w ∈W , nous choisissons
un tore maximal F -stable T˜w de G˜ de type w par rapport a` T˜0. On pose aussi
nw = R
G˜
T˜w
(1T˜Fw
)(1)
ou` 1T˜Fw
est le caracte`re trivial de T˜Fw . Alors, d’apre`s [Lu2, corollaire 2.11], on a∑
γ˜∈Irr G˜F
γ˜(1)γ˜ =
1
|W |
∑
w∈W
(
nw
∑
θ˜∈(T˜Fw)
RG˜
T˜w
(θ˜)
)
.
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En projetant orthogonalement cette e´galite´ sur QℓE(G˜
F , [s˜]) (voir corollaire 11.3), on obtient∑
γ˜∈E(G˜F ,[s˜])
γ˜(1)γ˜ =
1
|W |
∑
w∈W
(
nw
∑
θ˜∈(T˜Fw)
(T˜w,θ˜)∈∇(G˜,F,[s˜])
RG˜
T˜w
(θ˜)
)
.
Donc, si γ˜ ∈ E(G˜F , [s˜]) et si γ est une composante irre´ductible de la restriction de γ˜ a` GF , alors il
existe (T˜, θ˜) ∈ ∇(G˜, F, [s˜]) tel que γ soit une composante du caracte`re virtuel ResG˜
F
GF R
G˜
T˜
(θ˜). Il re´sulte
du corollaire 9.5 et de la proposition 11.5 que γ ∈ E(GF , [s]). Cela montre (a).
(b) Soit γ ∈ E(GF , [s]). Alors il existe un tore maximal F ∗-stable T∗ de G∗ contenant s tel que γ est
une composante irre´ductible de RGT∗(s). Soit T˜
∗ = i∗−1(T∗). Alors, d’apre`s la proposition 11.5, γ est
une composante irre´ductible de la restriction de RG˜
T˜∗
(s˜) a` GF . En particulier, il existe une composante
irre´ductible γ˜ de RG˜
T˜∗
(s˜) telle que γ soit une composante irre´ductible de la restriction de γ˜ a` GF . Mais
γ˜ ∈ E(G˜F , [s˜]) par de´finition, donc (b) est de´montre´. 
The´ore`me 11.8 (Lusztig).
(a) Soit s un e´le´ment semi-simple de G∗F
∗
, soit (T, θ) ∈ ∇(G, F, [s]), soit U le radical unipotent
d’un sous-groupe de Borel de G contenant T et soit k un entier naturel. Alors toute composante
irre´ductible du GF -module Hkc (Y
G
U)⊗QℓTF θ appartient a` E(G
F , [s]).
(b) On a
IrrGF =
∐
[s]
E(GF , [s]),
ou` [s] parcourt les classes de conjugaison rationnelles d’e´le´ments semi-simples de G∗F
∗
.
De´monstration - (a) Soit T˜ = T.Z˜. Alors IndG˜
F
GF γ est un sous-G˜
F -module of
IndG˜
F
GF H
k
c (Y
G
U)⊗QℓTF θ ≃ H
k
c (Y
G˜
U)⊗QℓT˜F Ind
T˜F
TF θ
(voir l’isomorphisme 10.8) donc il existe une extension θ˜ de θ a` T˜F et une composante irre´ductible γ˜
du G˜F -module Hkc (Y
G˜
U) ⊗QℓT˜F θ˜ tels que γ soit une composante irre´ductible de la restriction de γ˜ a`
GF . D’apre`s le corollaire 9.5, on a (T˜, θ˜) ∈ ∇(G˜F , [t˜]) pour un e´le´ment semi-simple t˜ de G˜∗F
∗
tel que
i∗(t˜) = s. Donc, par le the´ore`me 11.2 (a), γ˜ ∈ E(G˜F , [t˜]). Il re´sulte alors de la proposition 11.7 (a) que
γ ∈ E(GF , [s]).
(b) Soient s1 et s2 deux e´le´ments semi-simples de G
∗F∗ tels que E(GF , [s1]) et E(GF , [s2]) ont un
e´le´ment en commun, disons γ. Pour k = 1 ou 2, soit (Tk, θk) ∈ ∇(G, F, [sk]) tel que γ soit une composante
irre´ductible de RGTk(θk). Soit Uk le radical unipotent d’un sous-groupe de Borel de G contenant Tk et
soit T˜k le tore maximal F -stable de G˜ contenant Tk. Alors il existe un entier naturel nk tel que γ soit
une composante irre´ductible de Hnkc (Y
G
Uk
)⊗
QℓT
F
k
θk. Si γ˜ est une composante irre´ductible de Ind
G˜F
GF γ,
alors, graˆce aux isomorphismes 10.8 et 10.9, il existe un caracte`re line´aire θ˜k : T˜
F
k → Qℓ
×
tel que γ˜ est
une composante irre´ductible du G˜F -module Hnkc (Y
G˜
Uk
)⊗QℓT˜Fk
θ˜k. Mais (T˜k, θ˜k) ∈ ∇(G, F, [s˜k]) pour un
e´le´ment semi-simple s˜k ∈ G˜∗F
∗
tel que i∗(s˜k) = sk. Donc γ˜ ∈ E(G˜F , [s˜1])∩E(G˜F , [s˜2]). Par conse´quent,
d’apre`s le corollaire 11.3 et le the´ore`me 11.2 (a) applique´ a` G˜F , on obtient que s˜1 et s˜2 sont conjugue´s
sous G˜∗F
∗
. Cela implique que [s1] = [s2]. 
Si s est un e´le´ment semi-simple de G∗F
∗
, nous noterons Cent(GF , [s]) le sous-Qℓ-espace vectoriel de
Cent(GF ) engendre´ par E(GF , [s]). Le the´ore`me 11.2 (b) montre que
(11.9) Cent(GF ) =
⊥
⊕
[s]
Cent(GF , [s]).
11.D. Induction de Lusztig et se´ries de Lusztig rationnelles. Soit P un sous-groupe parabolique
de G et supposons que P admet un sous-groupe de Levi F -stable L. Soit L∗ un sous-groupe de Levi
F ∗-stable de G∗ dual de L. Alors le foncteur de Lusztig RGL⊂P pre´serve les se´ries de Lusztig :
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The´ore`me 11.10 (Lusztig). Soient s un e´le´ment semi-simple de L∗F
∗
, λ ∈ E(GF , [s]L∗F∗ ) et γ ∈
E(GF ,L, λ). Alors γ ∈ E(GF , [s]G∗F∗ ).
De´monstration - Soit (T, θ) ∈ ∇(L, F, [s]L∗F∗ ) tel que γ est une composante irre´ductible de R
G
T (θ).
Notons qu’alors (T, θ) ∈ ∇(G, F, [s]G∗F∗ ). Soit B un sous-groupe de Borel de L contenant T. Nous
notons V et U les radicaux unipotents de B et P respectivement. Alors il existe un entier naturel k tel
que γ soit une composante irre´ductible du GF -module Hkc (Y
G
U)⊗QℓLF λ et il existe un entier k
′ such that
λ soit une composante irre´ductible du LF -module Hk
′
c (Y
L
V) ⊗QℓTF θ. Par suite, γ est une composante
irre´ductible du GF -module
Hkc (Y
G
U)⊗QℓLF
(
Hk
′
c (Y
L
V)⊗QℓTF θ
)
≃
(
Hkc (Y
G
U)⊗QℓLF H
k′
c (Y
L
V)
)
⊗
QℓT
F θ.
Mais, par la formule de Ku¨nneth et d’apre`s [DiMi2, preuve de 11.5], Hkc (Y
G
U) ⊗QℓLF H
k′
c (Y
L
V) est un
sous-GF -module-TF de Hk+k
′
c (Y
G
VU), donc γ est une composante irre´ductible de H
k+k′
c (Y
G
VU)⊗QℓTF θ,
ce qui montre que γ ∈ E(GF , [s]G∗F∗ ) d’apre`s le the´ore`me 11.8 (a). 
Corollaire 11.11. Soit s un e´le´ment semi-simple de G∗F
∗
, soit γ ∈ E(GF , [s]G∗F∗ ) et soit λ une
composante irre´ductible de ∗RGL⊂Pγ. Alors λ ∈ E(L
F , [t]L∗F∗ ) pour un e´le´ment semi-simple t ∈ L
∗F∗ qui
est G∗F
∗
-conjugue´ a` s.
11.E. Stabilisateurs de caracte`res irre´ductibles de GF . Le re´sultat suivant a e´te´ montre´ par
Lusztig [Lu7, proposition 10]. Pour cela, il a tout d’abord re´duit le proble`me au cas ou` G est quasi-
simple. Puisque ce re´sultat est e´vident lorsque G˜F /GF .Z(G˜)F est cyclique, il ne lui restait a` traiter que
le cas des groupes de type D2n. Un de´licat argument de comptage lui a alors permis de conclure. Il
serait plus satisfaisant d’avoir une preuve plus directe, mais nous en sommes incapables. Notons que cet
argument de comptage est pre´sente´ en de´tails dans [CaEn, chapitre 16].
The´ore`me 11.12 (Lusztig). Soit γ˜ un caracte`re irre´ductible de G˜F . Alors la restriction de γ˜ a` GF
est sans multiplicite´.
Question - Le groupe G˜F /GF est un p′-groupe et, si s est un p′-’e´le´ment de G˜F , alors G˜F =
CG˜F (s).G
F car, s e´tant semi-simple, il est contenu dans un tore maximal. Il est alors naturel de se
poser la question suivante :
Soit G un groupe fini et soit N un sous-groupe distingue´ de G. On suppose que G/N est
un p′-groupe et que G = CG(g)N pour tout p
′-e´le´ment g ∈ G. Est-ce que la restriction a`
N d’un caracte`re irre´ductible de G est toujours sans multiplicite´ ?
D’apre`s ce qui pre´ce`de, une re´ponse positive a` cette question fournirait une preuve du the´ore`me 11.12
qui n’utilise pas la classification des groupes re´ductifs finis. 
Le morphisme ωˆ0s ◦ σ
−1
G : G˜
F /GF .Z(G˜)F → (AG∗(s)F
∗
)∧ est surjectif. Nous noterons G˜F (s) le sous-
groupe de G˜F tel que G˜F /G˜F (s) soit isomorphe a` (AG∗(s)
F∗)∧ via ce morphisme. Bien suˆr, G˜F (s)
contient GF .Z(G˜)F .
Corollaire 11.13. Soient s un e´le´ment semi-simple de G∗F
∗
et γ ∈ E(GF , [s]). Soit G˜F (γ) le sta-
bilisateur de γ dans G˜F . Alors G˜F (γ) contient G˜F (s). En d’autres termes, G˜F (s) (ou Ker ωˆ0s) agit
trivialement sur E(GF , [s]).
De´monstration - Soit s˜ un e´le´ment semi-simple de G˜∗F
∗
tel que s = i∗(s˜). D’apre`s le the´ore`me 11.12
et la proposition 11.7 (b), il existe γ˜ ∈ E(G˜F , [s˜]) tel que
〈ResG˜
F
GF γ˜, γ〉GF = 1.
Donc, par la the´orie de Clifford et en utilisant l’isomorphisme (Ker i∗)F
∗
≃ (G˜F /GF )∧, il suffit de
montrer l’assertion suivante :
Si z ∈ (Ker i∗)F
∗
ve´rifie γ˜ ⊗ zˆ = γ˜, alors z ∈ Imϕs.
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Soit donc z ∈ (Ker i∗)F
∗
tel que γ˜⊗ zˆ = γ˜. Alors γ˜ ∈ E(G˜F , [s˜])∩E(G˜F , [s˜z]) d’apre`s le corollaire 11.6.
Donc s˜ et s˜z sont G˜∗F
∗
-conjugue´s ce qui montre que z appartient a` l’image de ϕs (voir lemme 8.3). 
Si a ∈ AG∗(s)F
∗
, rappelons que ω0s(a) est un caracte`re line´aire de H
1(F,Z(G)) ; posons
Cent(GF , (s), a) = {γ ∈ Cent(GF , (s)) | ∀ z ∈ H1(F,Z(G)), τGz γ = ω
0
s(a)(z)γ}
et Cent(GF , [s], a) = {γ ∈ Cent(GF , [s]) | ∀ z ∈ H1(F,Z(G)), τGz γ = ω
0
s(a)(z)γ}.
Le corollaire 11.13 montre que
(11.14) Cent(GF , (s)) =
⊥
⊕
a∈AG∗(s)F
∗
Cent(GF , (s), a)
et
(11.15) Cent(GF , [s]) =
⊥
⊕
a∈AG∗(s)F
∗
Cent(GF , [s], a).
Nous verrons plus tard que, si a ∈ AG∗(s)F
∗
, alors Cent(GF , [s], a) 6= ∅ (voir 17.2).
11.F. Fonctions absolument cuspidales. Posons Cus(GF , (s)) = Cus(GF ) ∩ Cent(GF , (s)) et
Cus(GF , [s]) = Cus(GF ) ∩ Cent(GF , [s]). De plus, si a ∈ AG∗(s)F
∗
, nous poserons Cus(GF , (s), a) =
Cus(GF ) ∩ Cent(GF , (s), a) et Cus(GF , [s], a) = Cus(GF ) ∩ Cent(GF , [s], a). On a alors, d’apre`s le
the´ore`me 11.10,
(11.16) Cus(GF ) =
⊥
⊕
(s)
Cus(GF , (s)) =
⊥
⊕
[s]
Cus(GF , [s]).
De plus, puisque Cus(GF ) est stable par l’action de H1(F,Z(G)), il re´sulte de 11.14 et 11.15
(11.17) Cus(GF , (s)) =
⊥
⊕
a∈AG∗(s)F
∗
Cus(GF , (s), a)
et
(11.18) Cus(GF , [s]) =
⊥
⊕
a∈AG∗(s)F
∗
Cus(GF , [s], a).
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Chapitre IV. The´orie de Harish-Chandra
Soit L˜ un sous-groupe de Levi F -stable d’un sous-groupe parabolique F -stable P˜ de G˜ et soit λ˜ un
caracte`re cuspidal de L˜F . Notons L = L˜ ∩G et P = P˜ ∩G et posons λ = ResL˜
F
LF λ˜. Alors toutes les
composantes irre´ductibles de λ sont cuspidales. Dans la section 12, nous montrons que ces composantes
irre´ductibles ne sont pas conjugue´es sous NGF (L), c’est-a`-dire qu’elles de´finissent des se´ries de Harish-
Chandra diffe´rentes. L’ingre´dient principal est un the´ore`me de M. Geck [Ge, page 400]. Nous e´tudions
dans la section 13 les alge`bres d’endomorphismes des induits de ces caracte`res cuspidaux pour obtenir un
parame´trage global des composantes irre´ductibles de RGL λ.
12. Autour d’un the´ore`me de M. Geck
12.A. Rappels. Un caracte`re irre´ductible γ deGF est dit cuspidal si, pour tout sous-groupe parabolique
F -stable P de G et pour tout comple´ment de Levi F -stable de P, on a ∗RGL⊂Pγ = 0. Les faits suivants
se de´duisent imme´diatement des propositions 10.10 et 10.11.
Proposition 12.1. Soit γ˜ ∈ Irr G˜F , soit γ une composante irre´ductible de la restriction de γ˜ a` GF et
soit τ ∈ (G˜F /GF )∧. Les assertions suivantes sont e´quivalentes :
(1) γ˜ est cuspidal.
(2) γ˜ ⊗ τ est cuspidal.
(3) γ est cuspidal.
Si L est un comple´ment de Levi F -stable d’un sous-groupe parabolique F -stable G de P et si λ est
un caracte`re irre´ductible cuspidal de LF , alors E(GF ,L, λ) est appele´ une se´rie de Harish-Chandra. La
proposition 12.1 montre qu’il existe un lien entre les se´ries de Harish-Chandra de GF et celles de G˜F .
Ce lien est pour l’essentiel l’objet de ce chapitre.
12.B. Notations. Dans ce chapitre, nous fixons un sous-groupe parabolique F -stable P˜ de G˜ et un
comple´ment de Levi F -stable L˜ de P˜. Posons P = P˜ ∩G et L = L˜ ∩G. Soit U le radical unipotent de
P˜ ou de P. Nous fixons un caracte`re irre´ductible cuspidal λ˜ de L˜F et nous posons
λ = ResL˜
F
LF λ˜.
Nous fixons aussi une composante irre´ductible λ1 de λ. Pour tout x ∈ L˜F /L˜F (λ1), nous notons λx = xλ1.
Alors, d’apre`s le the´ore`me de Lusztig 11.12, on a
λ =
∑
x∈L˜F /L˜F (λ1)
xλ1 =
∑
x∈L˜F/L˜F (λ1)
λx.
Puisque le groupe L˜F /LF est abe´lien, on a L˜F (λx) = L˜
F (λ1) pour tout x ∈ L˜F /L˜F (λ1).
Nous notons λ˜+ (respectivement λ+x , x ∈ L˜
F /L˜F (λ1)) le caracte`re irre´ductible de P˜
F (respectivement
PF ) obtenu en composant le caracte`re λ˜ (respectivement λx) avec le morphisme surjectif P˜
F → L˜F
(respectivement PF → LF ). Nous fixons un P˜F -module M˜ ayant λ˜+ comme caracte`re. Nous notons M
la restriction de M˜ a` PF et Mx le sous-P
F -module irre´ductible de M ayant λ+x comme caracte`re. Alors
IndG˜
F
P˜F
M˜ = {f˜ : G˜F → M˜ | ∀y ∈ P˜F , ∀g ∈ G˜F , f˜(yg) = y.f˜(g)},
IndG
F
PF M = {f : G˜
F →M | ∀y ∈ PF , ∀g ∈ GF , f(yg) = y.f(g)}
et des descriptions similaires sont valides pour IndG
F
PF Mx. Alors
(12.2) IndG
F
PF M = ⊕
x∈L˜F/L˜F (λ1)
IndG
F
PF Mx.
Le G˜F -module IndG˜
F
P˜F
M˜ a pour caracte`re RG˜
L˜⊂ P˜
λ˜. De meˆme, les GF -modules IndG
F
PF M et Ind
GF
PF Mx
ont pour caracte`res RGL⊂Pλ et R
G
L⊂Pλx respectivement.
Soit f ∈ IndG
F
PF M . Notons f˜ la fonction G˜
F → M˜ = M definie comme suit. Soit g˜ ∈ G˜F . Alors il
existe x˜ ∈ P˜F et g ∈ GF tels que g˜ = x˜g. On pose f˜(g˜) = x˜.f(g) : remarquons que f˜(g˜) ne de´pend pas
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du choix de x˜ ∈ P˜F et g ∈ GF tels que g˜ = x˜g. Alors la restriction de f˜ a` GF est e´gale a` f et il est
facile de ve´rifier que l’application
(12.3)
IndG
F
PF M −→ Res
G˜F
GF Ind
G˜F
P˜F
M˜
f 7−→ f˜
est un isomorphisme de GF -modules.
Le groupe WG˜F (L˜, λ˜) est naturellement isomorphe a` WGF (L˜, λ˜) = NGF (L˜, λ˜)/L
F . En ge´ne´ral, nous
nous re´fe`rerons a` ce dernier car il est plus adapte´ a` notre situation. Par exemple, il est naturellement un
sous-groupe de WGF (L, λ).
12.C. Un the´ore`me de M. Geck. Dans [Ge, corollaire 2], Geck e´nonce le re´sultat suivant : le
caracte`re RGL⊂P(λ1) a une composante irre´ductible de multiplicite´ 1. Cependant, pour l’obtenir, il a en
fait de´montre´ le re´sultat plus fort suivant [Ge, page 400] :
The´ore`me 12.4 (Geck). Le caracte`re RGL⊂Pλ a une composante irre´ductible de multiplicite´ 1.
Esquisse de la preuve de Geck - Soient γ˜ et γ˜′ deux composantes irre´ductibles de RG˜
L˜⊂ P˜
λ˜ dont la
restriction a` GF ont une composante irre´ductible commune. Alors, par la the´orie de Clifford et par le
the´ore`me 11.12, ces deux restrictions co¨ıncident. En particulier, γ˜(1) = γ˜′(1). Pour prouver le the´ore`me
12.4, il est donc suffisant de montrer qu’il existe une composante irre´ductible γ˜ de RG˜
L˜⊂ P˜
λ˜, apparaissant
avec la multiplicite´ 1 et telle que γ˜(1) 6= γ˜′(1) pour toute autre composante irre´ductible γ˜′ de RG˜
L˜⊂ P˜
λ˜.
En fait, Geck montre que le degre´ ge´ne´rique de la signature de l’alge`bre de Hecke associe´e a` la donne´e
(G˜, L˜, λ˜) a une p-partie supe´rieure a` celle des degre´s ge´ne´riques des autres caracte`res irre´ductibles de
l’alge`bre de Hecke [Ge, the´ore`me 1], ce qui permet de conclure. 
Remarque - Lusztig [Lu5] a montre´ que RG˜
L˜⊂ P˜
λ˜ posse`de une composante irre´ductible de multiplicite´
1. Donc le the´ore`me de Geck ge´ne´ralise celui de Lusztig. Mais il faut bien noter que la preuve de Geck
utilise le re´sultat de Lusztig. 
Cette version plus forte 12.4 du the´ore`me de Geck est ne´cessaire pour montrer le re´sultat (tre`s utile)
suivant :
Corollaire 12.5.
(a) Pour tout x ∈ L˜F /L˜F (λ1), le caracte`re R
G
L⊂Pλx posse`de une composante irre´ductible de multi-
plicite´ 1.
(b) Si x et y sont deux e´le´ments distincts de L˜F /L˜F (λ1), alors les caracte`res cuspidaux λx et λy ne
sont pas conjugue´s sous NGF (L). De fac¸on e´quivalente,
〈RGL⊂Pλx, R
G
L⊂Pλy〉GF = 0.
(c) On a WGF (L, λ) = WGF (L, λx) pour tout x ∈ L˜
F /L˜F (λ1).
(d) Si γ est une composante irre´ductible de RGL⊂Pλ, alors G˜
F (γ) est contenu dans GF .L˜F (λ1).
De´monstration - (a) re´sulte du the´ore`me 12.4 et de l’e´galite´ :
RGL⊂Pλ =
∑
x∈L˜F/L˜F (λ1)
xRGL⊂Pλ1.
En fait, (a) est l’e´nonce´ original de Geck [Ge, corollaire 2].
Prouvons maintenant (b) et (c). Les groupes NGF (L) et L˜
F agissent sur IrrLF et ces deux actions
commutent. Donc, si x et y appartiennent a` L˜F /L˜F (λ1) et si n ∈ NGF (L) est tel que
nλx = λy,
alors n ∈ NGF (L, λ). Par conse´quent, prouver (b) et (c) est e´quivalent a` prouver que NGF (L, λ) agit
trivialement sur E = {λx | x ∈ L˜F /L˜F (λ1)}. Puisque les actions de NGF (L, λ) et L˜
F sur E commutent,
toutes les orbites de NGF (L, λ) sur E ont le meˆme cardinal, disons n. Mais alors n divise la multiplicite´
de toute composante irre´ductible de RGL⊂Pλ. Donc, d’apre`s le the´ore`me 12.4, n = 1 et (b) et (c) en
re´sultent.
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(d) Soit g ∈ G˜F tel que gγ = γ. On peut supposer que g ∈ L˜F . Par hypothe`se, il existe x ∈ L˜F /L˜F (λ1)
tel que γ est une composante irre´ductible de RGL⊂Pλx. Mais
gγ = γ donc γ est aussi une composante
irre´ductible de RGL⊂P
gλx. Donc, d’apre`s (b), g ∈ L˜F (λx) = L˜F (λ1). 
12.D. Une extension centrale de WGF (L˜, λ˜). Posons
W ′GF (L˜, λ˜) = {(w, θ) ∈WGF (L˜)× (L˜
F /LF )∧ | wλ˜ = λ˜⊗ θ}.
Notons qu’en fait W ′
GF
(L˜, λ˜)⊂WGF (L, λ) × (L˜
F /LF )∧. Nous identifierons WGF (L˜, λ˜) avec le sous-
groupe WGF (L˜, λ˜)×{1} de W
′
GF
(L˜, λ˜). De meˆme, nous identifierons (L˜F /L˜F (λ1))
∧ avec le sous-groupe
{1} × (L˜F /L˜F (λ1))∧ de W ′GF (L˜, λ˜). La premie`re projection
W ′
GF
(L˜, λ˜) −→ WGF (L, λ)
(w, θ) 7−→ w
est surjective (d’apre`s le the´ore`me 11.12 et la the´orie de Clifford) et son noyau est e´gal a` (L˜F /L˜F (λ1))
∧.
De plus, (L˜F /L˜F (λ1))
∧ est central dans W ′
GF
(L˜, λ˜). La deuxie`me projection
W ′
GF
(L˜, λ˜) −→ (L˜F /LF )∧
(w, θ) 7−→ θ
n’est pas surjective en ge´ne´ral et son noyau est WGF (L˜, λ˜). Nous notons L˜
F (G, λ1) le sous-groupe de
L˜F contenant LF tel que l’image de cette deuxie`me projection soit (L˜F /L˜F (G, λ1))
∧. En fait, le groupe
L˜F (G, λ1) est contenu dans L˜
F (λ1). On a des isomorphismes canoniques
(12.6) W ′GF (L˜, λ˜)/WGF (L˜, λ˜) ≃ (L˜
F /L˜F (G, λ1))
∧
et
(12.7) WGF (L, λ)/WGF (L˜, λ˜) ≃ (L˜
F (λ1)/L˜
F (G, λ1))
∧.
Re´sumons tout ceci dans le diagramme suivant, dans lequel toutes les suites horizontales ou verticales
sont exactes et tous les carre´s sont commutatifs :
1

1

WG(L˜, λ˜)

WG(L˜, λ˜)

1 // (L˜F /L˜F (λ1))
∧ // W ′G(L˜, λ˜)
//

WG(L, λ)

// 1
1 // (L˜F /L˜F (λ1))
∧ // (L˜F /L˜F (G, λ1))
∧ //

(L˜F (λ1)/L˜
F (G, λ1))
∧ //

1
1 1
Remarque 12.8 - Les isomorphismes 12.6 et 12.7 entraˆınent que les groupes W ′
GF
(L˜, λ˜)/WGF (L˜, λ˜) et
WGF (L, λ)/WGF (L˜, λ˜) sont abe´liens. 
Proposition 12.9. On a :
(a) (L˜F /L˜F (G, λ1))
∧ = {θ ∈ (L˜F /LF )∧ | (RG˜
L˜⊂ P˜
λ˜)⊗ θ = RG˜
L˜⊂ P˜
λ˜}.
(b) Si γ ∈ E(GF ,L, λ), alors G˜F (γ) contient GF .L˜F (G, λ1).
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De´monstration - (a) Soit θ ∈ (L˜F /L˜F (G, λ1))∧. Alors il existe w ∈ WGF (L˜) tel que (w, θ) ∈
W ′
GF
(L˜, λ˜). Par conse´quent, wλ˜ = λ˜⊗θ. Donc, d’apre`s la proposition 10.11, on a (RG˜
L˜⊂ P˜
λ˜)⊗θ = RG˜
L˜⊂ P˜
λ˜.
Re´ciproquement, soit θ ∈ (L˜F /LF )∧ tel que (RG˜
L˜⊂ P˜
λ˜)⊗θ = RG˜
L˜⊂ P˜
λ˜. Alors, d’apre`s la proposition 10.11,
on a RG˜
L˜⊂ P˜
(λ˜⊗θ) = RG˜
L˜⊂ P˜
λ˜. De plus, λ˜ et λ˜⊗θ sont cuspidaux d’apre`s la proposition 12.1. Donc il existe
w ∈WGF (L) tel que
wλ˜ = λ˜⊗ θ. En d’autres termes, (w, θ) ∈W ′
GF
(L˜, λ˜) donc θ ∈ (L˜F /L˜F (G, λ1))∧.
(b) Soit γ˜ une composante irre´ductible de RG˜
L˜⊂ P˜
λ˜ telle que γ soit une composante irre´ductible de la
restriction de γ˜ a` GF . D’apre`s le the´ore`me 11.12 et la the´orie de Clifford, (b) est e´quivalent a` l’e´nonce´
suivant : si θ ∈ (L˜F /LF )∧ est tel que γ˜ ⊗ θ = γ˜, alors θ ∈ (L˜F /L˜F (G, λ1))∧. Mais, si γ˜ ⊗ θ = γ˜, alors γ˜
est une composante irre´ductible de RG˜
L˜⊂ P˜
λ˜ ainsi que de RG˜
L˜⊂ P˜
(λ˜⊗θ). Par suite, RG˜
L˜⊂ P˜
λ˜ = RG˜
L˜⊂ P˜
(λ˜⊗θ)
et donc θ ∈ (L˜F /L˜F (G, λ1))
∧ d’apre`s (a). 
Corollaire 12.10. Si γ ∈ E(GF ,L, λ), alors GF .L˜F (G, λ1)⊂ G˜F (γ)⊂GF .L˜F (λ1).
13. Alge`bres d’endomorphismes
13.A. Description. Nous noterons dans ce chapitre H˜ l’alge`bre d’endomorphismes du G˜F -module
IndG˜
F
P˜F
M˜ et parH l’alge`bre d’endomorphismes duGF -module IndG
F
PF M . Alors H˜ est, via l’isomorphisme
12.3, une sous-alge`bre de H. Pour tout x ∈ L˜F /L˜F (λ1), nous notons Hx l’alge`bre d’endomorphismes du
GF -module IndG
F
PF Mx. Alors, d’apre`s le corollaire 12.5 (b), on a
H =
∏
x∈L˜F /L˜F (λ1)
Hx
et donc IrrH =
∐
x∈L˜F/L˜F (λ1)
IrrHx.
Cela nous donne un morphisme d’alge`bres H˜ → Hx pour tout x ∈ L˜F /L˜F (λ1).
D’apre`s [HoLe1, lemme 6.5] et d’apre`s le corollaire 12.5, le caracte`re irre´ductible λ1 de L
F s’e´tend en
en un caracte`re irre´ductible ν1 de NGF (L, λ).
Lemme 13.1.
(a) Le stabilisateur de ν1 dans L˜
F est L˜F (G, λ1).
(b) Le stabilisateur, dans L˜F , de la restriction de ν1 a` NGF (L˜, λ˜) est L˜
F (λ1).
De´monstration - Soit N˜ = NGF (L, λ).L˜
F . Alors, d’apre`s la formule de Mackey, on a
ResN˜
L˜F
IndN˜
N
GF (L˜,λ˜)
ν1 = Ind
L˜F
LF λ1.
Le caracte`re IndL˜
F
LF λ1 est sans multiplicite´, donc le caracte`re Ind
N˜
N
GF (L˜,λ˜)
ν1 est sans multiplicite´. Soit ν˜
une de ses composantes irre´ductibles telle que ResN˜
L˜F
ν˜ a λ˜ comme composante irre´ductible. Alors
ResN˜
L˜F
ν˜ =
∑
τ∈(L˜F (λ1)/L˜F (G,λ1))∧
λ˜⊗ τ˜
ou`, pour chaque τ ∈ (L˜F (λ1)/L˜F (G, λ1))∧, τ˜ de´signe une extension de τ a` L˜F : alors le caracte`re λ˜⊗ τ˜
ne de´pend que de τ et non du choix de τ˜ . Cette de´composition a lieu car l’orbite de λ˜ sous cette action
de N˜ est {λ˜⊗ τ˜ | τ ∈ (L˜F (λ1)/L˜F (G, λ1))∧}.
Soit θ un caracte`re line´aire de L˜F /LF ≃ N˜/NGF (L˜, λ˜). Alors, par la the´orie de Clifford, l’e´nonce´ (a)
du lemme 13.1 est e´quivalent a` l’assertion suivante :
ν˜ ⊗ θ = ν˜ si et seulement si L˜F (G, λ1)⊂ Ker θ.
46
Supposons tout d’abord que ν˜ ⊗ θ = ν˜. Alors
(ResN˜
L˜F
ν˜)⊗ θ = ResN˜
L˜F
(ν˜ ⊗ θ)
= ResN˜
L˜F
ν˜
ce qui implique que L˜F (G, λ1)⊂ Ker θ.
Re´ciproquement, supposons que L˜F (G, λ1)⊂ Ker θ. Alors Res
N˜
L˜F
(ν˜⊗ θ) = ResN˜
L˜F
ν˜ donc ν˜⊗ θ est une
composante irre´ductible de IndN˜N
GF
(L,λ) ν1 et Res
N˜
L˜F
(ν˜ ⊗ θ) a λ˜ composante irre´ductible. Ceci implique
que ν˜ ⊗ θ = ν˜. D’ou` (a).
(b) de´coule d’un argument similaire. 
Pour tout x ∈ L˜F /LF (λ1), nous choisissons un repre´sentant x˜ de x dans L˜F . Alors x˜ν1 est une
extension de λx a` NGF (L, λ). Nous posons
ν =
∑
x∈L˜F /L˜F (λ1)
x˜ν1.
Alors ν est une extension de λ a` NGF (L, λ). Pour chaque x ∈ L˜
F /L˜F (λ1), nous notons µx la restriction
de x˜ν1 a` NGF (L˜, λ˜).
Remarque 13.2 - Soit x ∈ L˜F /L˜F (λ1). Alors, si L˜F (G, λ1) 6= L˜F (λ1), le caracte`re x˜ν1 depend du
choix de x˜ d’apre`s le lemme 13.1 (a), tandis que le caracte`re µx n’en de´pend pas d’apre`s le lemme 13.1
(b). Ceci justifie la notation. 
Posons
µ =
∑
x∈L˜F /L˜F (λ1)
µx
de sorte que µ est la restriction de ν a` NGF (L˜, λ˜). Par la formule de Mackey, on a
Res
N
G˜F
(L˜,λ˜)
L˜F
Ind
N
G˜F
(L˜,λ˜)
N
GF (L˜,λ˜)
µ1 = Ind
L˜F
LF λ1
donc il existe une unique composante irre´ductible µ˜ de Ind
N
G˜F
(L˜,λ˜)
N
GF
(L˜,λ˜)
µ1 telle que
Res
N
G˜F
(L˜,λ˜)
L˜F
µ˜ = λ˜.
D’apre`s le lemme 13.1 (b), on a
(13.3) µ = Res
N
G˜F
(L˜,λ˜)
N
GF (L˜,λ˜)
µ˜.
Fixons une repre´sentation σ˜ : NG˜F (L˜, λ˜) → GL(M˜ ) ayant pour caracte`re µ˜ et une repre´sentation
σ : NGF (L, λ) → GL(M) ayant pour caracte`re ν e´tendant toutes deux les representations de L˜
F et LF
sur M˜ et M respectivement. Alors
(13.4) Res
N
GF
(L,λ)
N
GF (L˜,λ˜)
σ = Res
N
G˜F
(L˜,λ˜)
N
GF (L˜,λ˜)
σ˜
d’apre`s 13.3. Pour tout x ∈ L˜F /L˜F (λ1), notons σx la restriction de σ aux sous-espace Mx de M .
Pour tout w ∈ WGF (L, λ), nous notons w˙ un representant de w dans NGF (L, λ) et nous de´finissons,
pour tous f ∈ IndG
F
PF M1 et g ∈ G
F ,
Tw(f)(g) =
∑
u∈UF
σ1(w˙)f(w˙
−1ug).
Alors, d’apre`s [HoLe1, proposition 3.9], (Tw)w∈W
GF
(L,λ) est une base de H1. De meˆme, nous de´finissons,
pour tous w ∈ WGF (L˜, λ˜), f˜ ∈ Ind
G˜F
P˜F
M˜ et g˜ ∈ G˜F ,
T˜w(f˜)(g˜) =
∑
u∈UF
σ˜(w˙)f˜(w˙−1ug˜).
Alors, encore d’apre`s [HoLe1, proposition 3.9], (T˜w)w∈W
GF (L˜,λ˜)
est une base de H˜.
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D’apre`s [HoLe1, corollaire 5.4], il existe des isomorphismes de Qℓ-algebres
(13.5) H1 ≃ Qℓ[WGF (L, λ)]
et
(13.6) H˜ ≃ Qℓ[WGF (L˜, λ˜)].
De plus, l’image de T˜w dans H1 est Tw d’apre`s 13.4 donc, par un argument de de´formation, les isomor-
phismes ci-dessus peuvent eˆtre choisis de sorte que le diagramme
(13.7)
H˜
∼ //

Qℓ[WGF (L˜, λ˜)]

H1
∼ // Qℓ[WGF (L, λ)]
soit commutatif. Nous ferons bien suˆr ce choix-la` par la suite.
Remarque 13.8 - Une fois choisie une racine carre´e de q dans Qℓ et une fois choisis ν1 et ν˜, alors les
bijections entre ensembles de caracte`res irre´ductibles induites par les isomorphismes 13.5 et 13.6 sont
uniquement de´termine´es (voir [HoLe2, the´ore`me 4.8] et [BeCu, the´ore`me 2.9]).
13.B. Parame´trage des caracte`res dans une se´rie de Harish-Chandra. D’apre`s le corollaire 12.5
(b), on a
E(GF ,L, λ) =
∐
x∈L˜F /L˜F (λ1)
E(GF ,L, λx).
Les isomorphismes 13.5 et 13.6 induisent des bijections
IrrWGF (L, λ) −→ E(G
F ,L, λ)
η 7−→ Rη
et
IrrWG˜F (L˜, λ˜) −→ E(G˜
F , L˜, λ˜)
χ 7−→ R˜χ.
The´ore`me 13.9. Avec les notations ci-dessus, on a :
(a) RGL⊂Pλ1 =
∑
η∈IrrW
GF
(L,λ)
η(1)Rη.
(b) Soit η ∈ IrrWGF (L, λ) et χ ∈ IrrWGF (L˜, λ˜). Alors
〈Rη,Res
G˜F
GF R˜χ〉GF = 〈Res
W
GF
(L,λ)
W
GF
(L˜,λ˜)
η, χ〉W
GF
(L˜,λ˜).
(c) Soit l ∈ L˜F (λ1) et soit ξ le caracte`re line´aire de WGF (L, λ) associe´ a` l via l’isomorphisme 12.7.
Soit η un caracte`re irre´ductible de WGF (L, λ). Alors
lRη = Rη⊗ξ.
De´monstration - (a) est imme´diat.
(b) Faisons ici agir GF et G˜F a` droite sur M et M˜ respectivement. Soient Vη (respectivement
V˜χ) un H1-module (respectivement H˜-module) irre´ductible ayant pour caracte`re η (respectivement χ) a`
travers les isomorphismes 13.5 et 13.6. On voit Vη comme un H-module. Posons Mη = M
∗ ⊗H Vη et
M˜χ = M˜
∗ ⊗H˜ V˜χ. Alors Mη (respectivement M˜χ) est un G
F -module (respectivement G˜F -module) a`
droite irre´ductible ayant pour caracte`re Rη (respectivement R˜χ). On a
〈Rη,Res
G˜F
GF R˜χ〉GF = dimQℓ HomGF (Mη,Res
G˜F
GF M˜χ)
= dim
Qℓ
M∗η ⊗QℓGF Res
G˜F
GF M˜χ
= dimQℓ V
∗
η ⊗H (M ⊗QℓGF Res
G˜F
GF M˜
∗)⊗H˜ V˜χ.
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Or, ResG˜
F
GF M˜
∗ = M∗ et M ⊗QℓGF M
∗ = H. Par conse´quent,
〈Rη,Res
G˜F
GF R˜χ〉GF = dimQℓ V
∗
η ⊗H H⊗H˜ V˜χ
= dim
Qℓ
V ∗η ⊗H˜ V˜χ.
La commutativite´ du diagramme 13.7 montre que ce dernier terme est e´gal a`
〈Res
W
GF (L,λ)
W
GF
(L˜,λ˜)
η, χ〉W
GF (L˜,λ˜)
,
ce qui montre (b).
(c) Puisque l ∈ L˜F (λ1), l’automorphisme σ˜(l) de M stabilise M1. Soit f ∈ Ind
GF
PF M1. Posons
ωl(f) : G
F −→ M1
g 7−→ σ˜(l)(f(l−1gl)).
Alors ωl(f) ∈ Ind
GF
PF M1 et
ωl : Ind
GF
PF M1 −→ Ind
GF
PF M1
est un isomorphisme de Qℓ-espaces vectoriels. De plus, si g ∈ G
F , alors l−1gl agit sur IndG
F
PF M1 comme
ω−1l gωl.
Si eη de´signe l’idempotent primitif central de H1 associe´ a` η, alors (c) est e´quivalent a` l’e´galite´
ωleηω
−1
l = eη⊗ξ.
Par un argument de de´formation, montrer cette e´galite´ revient a` montrer que
ωlTwω
−1
l = τw(l)
−1Tw
pour tout w ∈WGF (L, λ), ou` τw est le caracte`re line´aire de L˜
F (λ1) associe´ a` l par l’isomorphisme
WGF (L, λ)/WGF (L˜, λ˜) ≃ (L˜
F (λ1)/L˜
F (G, λ1))
∧.
Donc soient f ∈ IndG
F
PF M1 et g ∈ G
F . Alors
(ωlTwω
−1
l f)(g) = σ˜(l)(Twω
−1
l f)(l
−1gl)
=
∑
u∈UF
σ˜(l)σ1(w˙).(ω
−1
l f)(w˙
−1ul−1gl)
=
∑
u∈UF
σ˜(l)σ1(w˙)σ˜(l)
−1.f(lw˙−1ul−1g)
=
∑
u∈UF
σ˜(l)σ1(w˙)σ˜(l)
−1.f(lw˙−1l−1ug)
=
∑
u∈UF
σ˜(l)σ1(w˙)σ˜(l)
−1.f(lw˙−1l−1w˙w˙−1ug)
=
∑
u∈UF
σ˜(l)σ1(w˙)σ˜(l)
−1σ1(lw˙
−1l−1w˙).f(w˙−1ug)
= σ˜(l)σ1(w˙)σ˜(l)
−1σ1(lw˙
−1l−1w˙)σ1(w˙)
−1.(Twf)(g).
D’apre`s 13.4, on a σ1(lw˙
−1l−1w˙) = σ˜(l)σ˜(w˙−1l−1w˙). Donc
(ωlTwω
−1
l f)(g) = σ˜(l)σ1(w˙)σ1(w˙
−1l−1w˙)σ1(w˙)
−1.(Twf)(g).
De plus, par de´finition de τw, la repre´sentation
L˜F (λ1) −→ GL(M1)
l 7−→ σ1(w˙)σ1(w˙−1lw˙)σ1(w˙)−1
admet le meˆme caracte`re que la repre´sentation
L˜F (λ1) −→ GL(M1)
l 7−→ τw(l)σ˜(l)
et leur restriction a` LF est e´gale a` σ1. Donc on a
σ1(w˙)σ1(w˙
−1lw˙)σ1(w˙)
−1 = τw(l)σ˜(l)
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pour tout l ∈ L˜F (λ1). D’ou` le re´sultat. 
Remarque 13.10 - Une fois choisi l’isomorphisme d’alge`bres H˜ ≃ Qℓ[WGF (L˜, λ˜)], l’isomorphisme
H1 ≃ Qℓ[WGF (L, λ)] est de´termine´ a` un caracte`re line´aire pre`s de WGF (L, λ)/WGF (L˜, λ˜) c’est-a`-dire,
d’apre`s le the´ore`me 13.9 (c), a` conjugaison pre`s par un e´le´ment de L˜F (λ1). 
13.C. Parame´trage de E(GF ,L,λ). Soit maintenant η un caracte`re irre´ductible de W ′
GF
(L˜, λ˜). Alors
la restriction de η au sous-groupe central (L˜F /L˜F (λ1))
∧ de W ′
GF
(L˜, λ˜) est un multiple d’un caracte`re
line´aire de (L˜F /L˜F (λ1))
∧. Donc η definit un e´le´ment xη de L˜
F /L˜F (λ1). Choisissons un releve´ x˜η de
xη dans L˜
F /L˜F (G, λ1) et soit ξη le caracte`re line´aire de W
′
GF
(L˜, λ˜) associe´ a` x˜η par l’isomorphisme(
W ′
GF
(L˜, λ˜)/WGF (L˜, λ˜)
)∧
≃ L˜F /L˜F (G, λ1). Alors η ⊗ ξ−1η est un caracte`re irre´ductible de W
′
GF
(L˜, λ˜)
et (L˜F /L˜F (λ1))
∧ est contenu dans son noyau. Donc il peut eˆtre vu comme un caracte`re irre´ductible de
WGF (L, λ). On de´finit alors
(13.11) Rη =
x˜ηRη⊗ξ−1η .
Remarquons que Rη ne de´pend pas du choix du repre´sentant x˜η de xη (voir the´ore`me 13.9 (c)). De
plus, si η contient (L˜F /L˜F (λ1))
∧ dans son noyau, alors η peut eˆtre vu comme un caracte`re irre´ductible
de WGF (L, λ) et le caracte`re Rη de´fini par 13.11 co¨ıncide avec le caracte`re Rη de´fini au de´but de la
sous-section 13.B. S’il y a ambigu¨ıte´, ce caracte`re irre´ductible sera note´ RGη . Le the´ore`me suivant est
une conse´quence de cette discussion :
The´ore`me 13.12.
(a) L’application
IrrW ′
GF
(L˜, λ˜) −→ E(GF ,L, λ)
η 7−→ Rη
est bijective.
(b) On a
RGL⊂Pλ =
∑
η∈IrrW ′
GF
(L˜,λ˜)
η(1)Rη.
(c) Soit η et χ deux caracte`res irre´ductibles de W ′
GF
(L˜, λ˜) et WGF (L˜, λ˜) respectivement. Alors
〈Rη,Res
G˜F
GF R˜χ〉GF = 〈Res
W ′
GF
(L˜,λ˜)
W
GF (L˜,λ˜)
η, χ〉W
GF (L˜,λ˜)
.
(d) Soit η ∈ IrrW ′
GF
(L˜, λ˜). Alors Rη ∈ E(GF ,L, λxη ).
(e) Soient l ∈ L˜F et η ∈ IrrW ′
GF
(L˜, λ˜). Notons ξl le caracte`re line´aire de W
′
GF
(L˜, λ˜) associe´ a` l via
l’isomorphisme
(
W ′
GF
(L˜, λ˜)/WGF (L˜, λ˜)
)∧
≃ L˜F /L˜F (G, λ1) induit par 12.6. Alors
lRη = Rη⊗ξl .
Corollaire 13.13. Soit η un caracte`re irre´ductible de W ′
GF
(L, λ). Alors
(a) La restriction de η a` WGF (L˜, λ˜) est sans multiplicite´.
(b) Soit L˜Fη le sous-groupe de L˜
F contenant L˜F (G, λ1) tel que
L˜Fη /L˜
F (G, λ1) ≃ {ξ ∈ (W
′
GF (L˜, λ˜)/WGF (L˜, λ˜))
∧ | η ⊗ ξ = η}.
(Rappelons que l’on a un isomorphisme (W ′
GF
(L˜, λ˜)/WGF (L˜, λ˜))
∧ ≃ L˜F /L˜F (G, λ1).) Alors
G˜F (Rη) = G
F .L˜Fη .
De´monstration - (a) re´sulte du the´ore`me 13.12 (c) et du the´ore`me 11.12. (b) de´coule du the´ore`me
13.12 (d). 
Remarques 13.14 - (a) Gardons les notations du corollaire 13.13 (b). Le sous-groupe (L˜F /L˜F (λ1))
∧
est central donc tout caracte`re line´aire ξ de W ′
GF
(L˜, λ˜)/WGF (L˜, λ˜) ve´rifiant η ⊗ ξ = η doit contenir ce
sous-groupe dans son noyau. Donc L˜F (G, λ1)⊂ L˜Fη ⊂ L˜
F (λ1) (comparer avec le corollaire 12.10).
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(b) Comme dans la remarque suivant le the´ore`me 13.9, le parame´trage de E(GF ,L, λ) donne´ dans le
the´ore`me 13.12 (a) est bien de´fini a` tensorisation pre`s par un caracte`re line´aire de W ′
GF
(L˜, λ˜)/WGF (L˜, λ˜)
(une fois l’isomorphisme H˜ ≃ Qℓ[WGF (L˜, λ˜)] choisi) donc il est bien de´fini a` conjugaison pre`s par un
e´le´ment de L˜F . Pour fixer pre´cise´ment ce parame´trage, il faut choisir une composante irre´ductible de la
restriction de R˜1 a`G
F et associer a` cette composante irre´ductible le caracte`re trivial deW ′
GF
(L˜, λ˜) : c’est
e´quivalent a` choisir une extension ν1 de la composante irre´ductible µ1 de la restriction de ν˜ a` N
F
G(L˜, λ˜)
telle que Res
N
GF
(L˜,λ˜)
LF
µ1 = λ1. 
13.D. Action de H1(F,Z(G)). Soit z ∈ H1(F,Z(G)). Notons ξz le caracte`re line´aire du groupe
W ′
GF
(L˜, λ˜)/WGF (L˜, λ˜) image de z par la suite de morphismes
H1(F,Z(G))
∼
−→ L˜F /LF .Z(G˜)F −→ L˜F /L˜F (G, λ1)
∼
−→ (W ′GF (L˜, λ˜)/WGF (L˜, λ˜))
∧.
Ici, le dernier isomorphisme est le dual de 12.6. On peut voir ξz comme un caracte`re line´aire deW
′
GF
(L˜, λ˜).
La proposition suivante est imme´diate.
Proposition 13.15. Soient z ∈ H1(F,Z(G)) et η ∈ IrrW ′
GF
(L˜, λ˜). Alors τGz Rη = Rηξz .
13.E. Induction de Harish-Chandra. Pour une preuve de l’analogue du the´ore`me suivant pour la
se´rie de Harish-Chandra E(GF ,L, λ1), voir [HoLe2]. Le the´ore`me ci-dessous en de´coule facilement.
The´ore`me 13.16. Soit M un sous-groupe de Levi F -stable de G tel que L⊂M. On choisit une bijection
IrrW ′
MF
(L˜, λ˜) −→ E(LF ,L, λ)
η 7−→ RMη
telle que 〈RGM⊂QR
M
1 , R
G
1 〉GF 6= 0. Alors
〈RGM⊂QR
M
η , R
G
ζ 〉GF = 〈Ind
W ′
GF
(L˜,λ˜)
W ′
MF
(L˜,λ˜)
η, ζ〉W ′
GF
(L˜,λ˜)
pour tous caracte`res irre´ductibles η et ζ de W ′
MF
(L˜, λ˜) et W ′
GF
(L˜, λ˜) respectivement.
Remarque 13.17 - Choisir une bijection
IrrW ′
MF
(L˜, λ˜) −→ E(MF ,L, λ)
η 7−→ RMη
est e´quivalent a` choisir une extension ν′1 de λ1 a` NMF (L, λ) et une racine carre´e de q (voir [HoLe2,
the´ore`me 4.8] et [BeCu, the´ore`me 2.9]). Si nous demandons a` cette bijection de ve´rifier
〈RGM⊂QR
M
1 , R
G
1 〉GF 6= 0,
alors nous devons choisir pour ν′1 la restriction de ν1 et, pour la racine carre´e de q, la meˆme que celle
choisie pour le groupe GF . 
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Chapitre V. Autour des caracte`res de Gelfand-Graev
Le but de ce chapitre est d’e´tudier les caracte`res de Gelfand-Graev ainsi que leurs composantes
irre´ductibles, appele´s caracte`res re´guliers. Dans les groupes a` centre non connexe, il peut y avoir plusieurs
caracte`res de Gelfand-Graev (ils sont parame´tre´s par H1(F,Z(G))) et ce ne sont pas force´ment des fonc-
tions uniformes, contrairement a` ce qui se passe dans les groupes a` centre connexe [DeLu1, §10]. Dans la
section 14, nous rappelons la de´finition et les premie`res proprie´te´s de ces caracte`res, comme les re´sultats
de Digne, Lehrer et Michel [DiLeMi2] ou l’auteur [Bon7, partie II] sur la restriction de Lusztig. Dans la
section 15, nous rappelons comment sont parame´tre´s les caracte`res re´guliers ou semi-simples (un caracte`re
semi-simple est, au signe pre`s, le dual d’Alvis-Curtis d’un caracte`re re´gulier). La section 16 est consacre´e
a` l’e´tude des se´ries de Harish-Chandra au-dessus d’un caracte`re semi-simple cuspidal en adaptant l’e´tude
faite au chapitre pre´ce´dent a` ce cas particulier. Dans la dernie`re section de ce chapitre, nous e´tudions les
combinaisons line´aires d’induits de Lusztig de caracte`res semi-simples.
14. Caracte`res de Gelfand-Graev
14.A. E´le´ments unipotents re´guliers. Si g ∈ G, alors dimCG(g) > dimT0. Un e´le´ment g de G est
dit re´gulier si dimCG(g) = dimT0. L’ensemble des e´le´ments re´guliers de G forme un ouvert dense de G
(voir [St4, the´ore`me 1.3 (a)]).
Concentrons-nous maintenant sur les e´le´ments unipotents re´guliers. Tout d’abord, il existe des e´le´ments
unipotents re´guliers [St4, the´ore`me 3.1]. Ils sont tous conjugue´s dans G [St4, the´ore`me 3.3] : notons UGre´g
la classe de conjugaison des e´le´ments unipotents re´guliers deG. Un e´le´ment unipotent u deG est re´gulier
si et seulement si il est contenu dans un seul sous-groupe de Borel [St4, corollaire 3.12 (b)]. Un e´le´ment
unipotent u ∈ U0 est re´gulier si et seulement si u 6∈ UI pour toute partie non vide I de ∆0 [St4, lemme
3.2]. Notons U0,re´g l’ensemble des e´le´ments unipotents re´guliers de U0 : c’est un ouvert dense de U0.
SoitU1 =
∏
α∈Φ+0 −∆0
Uα, ou` Φ
+
0 est le syste`me de racines positives de Φ0 associe´ a` ∆0. AlorsU1 est le
groupe de´rive´ deU0. De plus, l’action deU1 par translation (a` droite ou a` gauche) surU0 stabiliseU0,re´g.
Il est de plus clair que T˜0 agit transitivement sur U0,re´g/U1. En particulier, (U0,re´g/U1)
F = UF0,re´g/U
F
1
est non vide. D’autre part, le stabilisateur de tout e´le´ment de U0,re´g/U1 dans T˜0 est Z(G˜). Ce dernier
e´tant connexe, on en de´duit que T˜F0 agit transitivement sur U
F
0,re´g/U
F
1 .
Proposition 14.1. Soit u ∈ U0,re´g. Alors :
(a) CG(u) = Z(G).CU0 (u).
(b) Si p est bon pour G, alors CU0(u) est connexe.
(c) L’application U0 → uU1, x 7→ xux−1 est surjective.
(d) Si u′ est un autre e´le´ment de U0,re´g, alors il existe b ∈ B0 tel que u′ = bub−1.
(e) B0 est l’unique sous-groupe de Borel de G contenant u.
De´monstration - (a) de´coule du fait que le stabilisateur, dans T0, d’un e´le´ment de U0,re´g/U1 est e´gal
a` Z(G). Pour (b), voir [SprSt, 3.7]. Montrons maintenant (c). Soit f : U0 → uU1, x 7→ xux−1. C’est un
morphisme de varie´te´. L’image de f est une orbite sous l’action d’un groupe unipotent, donc c’est une
sous-varie´te´ ferme´e de uU1. De plus, la dimension des fibres de f est toujours e´gale a`
dimCU0(u) = dimCG(u)− dimZ(G) = |∆0|.
Par conse´quent, la dimension de l’image de f est
dimU0 − dimCU0(u) = |Φ
+
0 | − |∆0| = dimU1.
Puisque uU1 est irre´ductible, l’image de f est bien uU1. (d) de´coule du fait qu’il n’y a qu’une classe de
conjugaison d’e´le´ments unipotents re´guliers, que chaque e´le´ment unipotent re´gulier est contenu dans un
seul sous-groupe de Borel et que le normalisateur de B0 dans G est B0 [Bor, the´ore`me 11.16]. (e) est
clair. 
14.B. Caracte`res re´guliers de UF0 . Un caracte`re line´aire ψ : U
F
0 → Q
×
ℓ est dit re´gulier s’il contient
UF1 dans son noyau et si Res
UF0
UFI
ψ 6= 1 pour toute partie stricte φ0-stable I de ∆0 (le lecteur peut
52
aise´ment ve´rifier que cette de´finition co¨ıncide avec [DiLeMi1, de´finition 2.3]). Notons (UF0 )
∧
re´g l’ensemble
des caracte`res line´aires re´guliers de UF0 .
Fixons maintenant et ce jusqu’a` la fin de cet article un caracte`re line´aire non trivial χ1 : Fp → Qℓ
×
. Si
n est un entier naturel non nul, nous noterons χn : Fpn → Qℓ
×
, x 7→ χ1(TrFpn/Fp(x)). Avec ces choix, on
obtient [DiLeMi2, §2] une application bijective T˜F0 -e´quivarianteU
F
0,re´g/U
F
1
∼
−→ (UF0 )
∧
re´g. Cela montre que
le groupe T˜F0 agit transitivement sur l’ensemble des caracte`res re´guliers de U
F
0 et que le stabilisateur d’un
caracte`re re´gulier dans T˜F0 est Z(G˜)
F . Par conse´quent, T˜F0 /T
F
0 .Z(G˜)
F ≃ H1(F,Z(G)) agit librement
sur l’ensemble des TF0 -orbites dans (U0)
∧
re´g.
On appelle caracte`re de Gelfand-Graev deGF tout caracte`re de la forme IndG
F
UF0
ψ, ou` ψ est un caracte`re
re´gulier de UF0 . Notons Unire´g(G
F ) l’ensemble des classes de GF -conjugaison d’e´le´ments unipotents
re´guliers de GF et GG(GF ) l’ensemble des caracte`res de Gelfand-Graev de GF . La dernie`re remarque
du pre´ce´dent paragraphe montre que H1(F,Z(G)) agit transitivement sur GG(GF ) (en particulier, il n’y
a qu’un caracte`re de Gelfand-Graev dans G˜F ).
Si [u] ∈ Unire´g(GF ), alors [u] ∩ UF0 est contenu dans U
F
0,re´g et son image dans U
F
0,re´g/U
F
1 est une
TF0 -orbite. On peut donc lui associer un caracte`re de Gelfand-Graev Γ
G
u : l’application
Unire´g(G
F ) −→ GG(GF )
[u] 7−→ ΓGu
est surjective et H1(F,Z(G))-e´quivariante. Nous verrons plus tard qu’elle est bijective.
Dore´navant, et ce jusqu’a` la fin de cet article, nous fixons un e´le´ment unipotent re´gulier
u ∈ UF0,re´g, nous notons ψ le caracte`re re´gulier de U
F
0 associe´ et nous posons
ΓG = IndG
F
UF0
ψ.
Une fois fixe´ ψ, l’ensemble des TF0 -orbites de caracte`res re´guliers de U
F
0 est en bijection naturelle avec
T˜F0 /T
F
0 .Z(G˜)
F ≃ H1(F,Z(G)). Soient z ∈ H1(F,Z(G)) et t˜z ∈ T˜F0 tels que σ
G
T0
(t˜zT
F
0 .Z(G˜)
F ) = z.
Posons ψz = ψ◦(ad t˜z)−1. Alors {ψz | z ∈ H1(F,Z(G))} est un ensemble de repre´sentants des TF0 -orbites
de caracte`res line´aires re´guliers de UF0 . On de´finit alors
(14.2) ΓGz = Ind
GF
UF0
ψz.
Remarquons que ΓGz ne de´pend que de z et que
(14.3) ΓGz = Γ
G ◦ (ad t˜z)
−1 = τGz Γ
G.
Donc les caracte`res de Gelfand-Graev de GF sont les ΓGz ou` z parcourt H
1(F,Z(G)).
14.C. Restriction de Harish-Chandra. Le the´ore`me suivant a e´te´ montre´ par Digne, Lehrer et Michel
[DiLeMi1, the´ore`me 2.9] (voir aussi [As, preuve du lemme 3.6.1] pour un e´nonce´ moins fort).
The´ore`me 14.4 (Digne-Lehrer-Michel). Soit P un sous-groupe parabolique F -stable de G et soit
L un comple´ment de Levi F -stable de P. Alors ∗RGL⊂PΓ
G est un caracte`re de Gelfand-Graev de LF .
Plus pre´cise´ment, si B0⊂P et T0⊂L, alors la restriction de ψ a` UF0 ∩ L
F est un caracte`re re´gulier de
UF0 ∩ L
F et
∗RGL⊂PΓ
G = IndL
F
UF0 ∩L
F (Res
UF0
UF0 ∩L
F ψ).
Notation - Sous les hypothe`ses et notations du the´ore`me 14.4, on pose
(14.5) ΓL = ∗RGL⊂PΓ
G.
Remarquons que ΓL ne de´pend pas de P. Si on pose ΓLz = τ
L
z Γ
L pour tout z ∈ H1(F,Z(L)), alors,
d’apre`s 10.4, on a
(14.6) ΓLh1
L
(z) =
∗RGL⊂PΓ
G
z
pour tout z ∈ H1(F,Z(G)). 
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14.D. Dualite´ d’Alvis-Curtis. Les re´sultats de cette section sont duˆs eux aussi a` Digne, Lehrer et
Michel.
The´ore`me 14.7 (Digne-Lehrer-Michel).
(a) Si g ∈ GF est tel que DGΓG(g) 6= 0, alors g est un e´le´ment unipotent re´gulier.
(b) Si z et z′ sont deux e´le´ments de H1(F,Z(G)), alors
〈DGΓ
G
z ,Γ
G
z′ 〉GF = ηG|Z(G)
F |δz,z′ .
De´monstration - voir [DiLeMi1, the`ore`me 2.12 (i) et (ii)]. 
Corollaire 14.8 (Digne-Lehrer-Michel). La famille (ΓGz )z∈H1(F,Z(G)) est libre. En particulier, si z
et z′ sont deux e´le´ments distincts de H1(F,Z(G)), alors ΓGz 6= Γ
G
z′ .
14.E. Restriction de Lusztig. Nous fixons dans cette sous-section un sous-groupe de Levi F -stable L
de G.
Hypothe`se : Nous supposerons dans cette sous-section, et seulement dans cette sous-
section, que p est un bon nombre premier pour G.
Dans [Bon3, §2], l’auteur a de´fini une application
resGL : Unire´g(G
F ) −→ Unire´g(L
F ).
Rappelons sa de´finition (pour la preuve des faits utilise´s dans la discussion suivante, nous nous re´fe´rons
a` [Bon3]).
Tout d’abord, si L est un comple´ment de Levi F -stable d’un sous-groupe parabolique F -stable P de
G, notons πL⊂P : P→ L la projection canonique et posons
ρGL : Unire´g(G
F ) −→ Unire´g(LF )
[g]GF 7−→ πL⊂P([g]
F
G ∩P).
Il est bien connu que ρGL est bien de´finie et ne de´pend pas du choix du sous-groupe parabolique F -stable
ayant L comme sous-groupe de Levi [DiLeMi1, proposition 5.3].
Revenons au cas ge´ne´ral. Soit L1 un sous-groupe de Levi F -stable L-de´ploye´ de L minimal tel que
l’application hLL1 soit un isomorphisme. Le groupe L1 e´tant cuspidal, il existe alors un sous-groupe de
Levi F -stable G-de´ploye´ L2 qui lui est ge´ome´triquement conjugue´. Alors l’application
cL : Unire´g(L
F
2 ) −→ Unire´g(L
F
1 )
[l]LF2 7−→ [l]GF ∩ L
F
1
est bien de´finie et bijective. De plus, ρLL1 est elle aussi bijective. On pose alors, comme dans [Bon3, page
279],
resGL = (ρ
L
L1
)−1 ◦ cL ◦ ρ
G
L2
.
Nous allons maintenant de´finir une autre application Unire´g(G
F )→ Unire´g(LF ). Notons x un e´le´ment
de G tel que L1 =
gL2. Puisque L1 et L2 sont F -stables, F (g)g
−1 appartient a` NG(L1). Notons wL sa
classe dans WG(L1). Nous noterons ici ϕ
G
L1
: WG(L1) → Z(L1) le morphisme de groupes note´ ϕGL1,v1
dans [Bon7, partie I, corollaire 3.8], ou` v1 est un e´le´ment unipotent re´gulier de L1. Il est a` noter que ce
morphisme a e´te´ calcule´ explicitement dans [Bon7, partie II, table 1]. Identifions Z(L1) et Z(L) via h
L
L1
et notons zL l’image dans H
1(F,Z(L)) de l’e´le´ment ϕGL1(wL) de Z(L). On pose alors
dlmGL = τ
L
zL ◦ res
G
L .
Nous rappelons les proprie´te´s des applications resGL et dlm
G
L .
Proposition 14.9. On a :
(a) Les applications resGL et dlm
G
L ne de´pendent pas des choix de L1, L2 et g effectue´s ci-dessus.
(b) Si z ∈ H1(F,Z(G)), alors resGL ◦τ
G
z = τ
L
hL(z)
◦ resGL et dlm
G
L ◦ τ
G
z = τ
L
hL(z)
◦ dlmGL .
(c) Les applications resGL et dlm
G
L sont surjectives.
(d) SiM est un sous-groupe de Levi F -stable de L, alors resGM = res
L
M ◦ res
G
L et dlm
G
M = dlm
L
M◦dlm
G
L .
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De´monstration - Les assertions (a), (b) et (c) sont e´videntes. Le fait que resGM = res
L
M ◦ res
G
L est
de´montre´ dans [Bon6, proposition 7.5 (c)]. Il suffit alors d’appliquer [Bon7, partie II, corollaire 12.4] pour
obtenir que dlmGM = dlm
L
M ◦ dlm
G
L . 
Notation - Dore´navant, et ce jusqu’a` la fin de cet article, nous noterons, lorsque p est bon pour G, uL
un repre´sentant de la classe de LF -conjugaison dlmGL [u]GF . D’autre part, nous noterons Γ
L le caracte`re
de Gelfand-Graev de LF associe´ a` [uL]LF . 
La conjecture suivante propose une ge´ne´ralisation du the´ore`me de Digne-Lehrer-Michel sur la restric-
tion de Harish-Chandra d’un caracte`re de Gelfand-Graev.
Conjecture G : Si L est un comple´ment de Levi F -stable d’un sous-groupe parabolique P de G, alors
∗RGL⊂PΓ
G = εGεLΓ
L.
Conjecture G′ : Si L est un comple´ment de Levi F -stable d’un sous-groupe parabolique P de G, alors
∗RGL⊂Pγ
G
u = γ
L
uL .
Nous dirons que “la conjecture G (resp. G′) a lieu dans G” si, pour tout sous-groupe de Levi M de
G, pour tout sous-groupe parabolique P de M et pour tout comple´ment de Levi F -stable L de P, on a
∗RML⊂PΓ
M = εMεLΓ
L (resp. ∗RGL⊂Pγ
M
uM = γ
L
uL).
Proposition 14.10. Si la formule de Mackey a lieu dans G, alors la conjecture G a lieu dans G si et
seulement si la conjecture G′ a lieu dans G.
De´monstration - Cela re´sulte facilement de [DiLeMi2, propositions 2.1 et 2.5]. 
Lorsque le centre deG est connexe, ces conjectures ont e´te´ montre´es par Digne-Lehrer-Michel [DiLeMi1,
proposition 5.4] : en effet, dans ce cas, les fonctions centrales ΓG et γGu sont des combinaisons line´aires
explicites de caracte`res de Deligne-Lusztig RGT (θ), ou` (T, θ) ∈ ∇(G, F ). Il suffit alors de calculer
∗RGL⊂PR
G
T (θ) : cela se fait en utilisant la formule de Mackey qui est valable dans ce cas (voir the´ore`me
10.12 (a2)).
Lorsque le centre de G n’est pas connexe, ces conjectures ne sont de´montre´es qu’en utilisant la the´orie
des faisceaux-caracte`res, ce qui restreint leur domaine de validite´ (notamment a` cause de l’emploi de
[Lu8, the´ore`me 1.14]).
The´ore`me 14.11. Si p est bon pourG, si F est un Fq-endomorphisme de Frobenius de G et si q > q0(G),
ou` q0(G) est un constante ne de´pendant que de la donne´e radicielle associe´e a` G, alors les conjectures
G et G′ ont lieu dans G.
Remarque - Dans [DiLeMi2, the´ore`me 3.7], Digne-Lehrer-Michel ont montre´ que ∗RGL⊂PΓ
G est e´gal,
au signe εGεL pre`s, a` un caracte`re de Gelfand-Graev de L
F . En revanche, ils n’ont pas de´termine´ lequel.
En e´tudiant plus pre´cise´ment l’alge`bre d’endomorphismes de l’induit d’un faisceau-caracte`re cuspidal
supporte´ par la classe unipotente re´gulie`re [Bon7] et en inte´grant cette information supple´mentaire dans
la preuve de Digne-Lehrer-Michel, nous avons obtenu le the´ore`me ci-dessus [Bon7, partie II, the´ore`me
15.2]. 
15. Caracte`res re´guliers et caracte`res semi-simples
Dore´navant, et ce jusqu’a` la fin de cet article, nous fixons un e´le´ment semi-simple s ∈
G∗F
∗
. Nous fixons aussi un e´le´ment semi-simple s˜ ∈ G˜∗F
∗
tel que i∗(s˜) = s et nous
posons s′ = i′∗(s˜) ∈ G′∗F
∗
.
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Nous reprenons les notations introduites dans la section 8 (T∗1, B
∗
1, Φs, φ1...). Pour tout w ∈ W
◦(s),
nous choisissons un tore maximal F ∗-stable T∗w de C
◦
G∗(s) de type w par rapport a` T
∗
1. Notons ε :
W → {1,−1} le caracte`re signature de W . Nous noterons εs (respectivement ε◦s) sa restriction a` W (s)
(respectivement W ◦(s)). Alors, si w ∈ W ◦(s), on a εT∗w = ε(w)εC◦G∗(s) et donc, d’apre`s le corollaire
10.13,
(15.1) DGR
G
T∗w
(s) = εGεC◦
G∗
(s)ε(w)R
G
T∗w
(s).
Remarque 15.2 - Il se peut que la restriction du caracte`re signature a` AG∗(s) soit non triviale, comme
le montre le cas ou` G = SL2(F), F : G → G est un endomorphisme de Frobenius de´ploye´ et s est
l’unique e´le´ment d’ordre 2 de T∗0. 
Soient T˜∗1 = i
∗−1(T∗1). Alors W est canoniquement isomorphe au groupe de Weyl de G˜
∗ relativement
a` T˜∗1 et, puisque CG˜∗(s˜) est connexe (voir the´ore`me 3.5), on a W (s˜) = W
◦(s˜) et AG˜∗(s˜) = {1}. De plus,
W (s˜) = W ◦(s) car W ◦(s) est le groupe de Weyl du syste`me de racines Φs. Pour tout w ∈W (s˜), on pose
T˜∗w = i
∗−1(T∗w). D’apre`s la proposition 10.11 (a), on a, pour tout a ∈ AG∗(s),
(15.3) RG˜
T˜∗w
(s˜)⊗ ϕ̂s(a) = R
G˜
T˜∗
a−1wa
(s˜)
car s˜ϕs(a) = as˜a
−1. En particulier,
(15.4) RGT∗
awa−1
(s) = RGT∗w (s).
D’apre`s la formule de Mackey (the´ore`me 10.12 (2)), on a, pour tous w, w′ ∈W ◦(s),
(15.5) 〈RGT∗w (s), R
G
T∗
w′
(s)〉GF =
{
|CW (s)(wφ1)| si wφ1 et w
′φ1 sont conjugue´s sous W (s),
0 sinon.
15.A. De´finition. Un caracte`re irre´ductible de GF est dit re´gulier (respectivement semi-simple) s’il est
une composante irre´ductible d’un caracte`re de Gelfand-Graev de GF (respectivement du dual d’Alvis-
Curtis d’un caracte`re de Gelfand-Graev de GF ). Nous allons dans cette section parame´trer les caracte`res
re´guliers (et semi-simples) de GF appartenant a` E(GF , [s]) ou E(GF , (s)). Nous allons aussi e´tablir les
premie`res proprie´te´s (action de G˜F , restriction de Harish-Chandra...).
Posons
(15.6)
ρs = ρ
G
s =
εGεC◦
G∗
(s)
|W ◦(s)|
∑
w∈W◦(s)
RGT∗w (s),
χs = χ
G
s =
εGεC◦
G∗
(s)
|W ◦(s)|
∑
w∈W◦(s)
ε(w)RGT∗w (s).
Remarquons que, d’apre`s 15.1,
(15.7) χs = εGεC◦
G∗
(s)DG(ρs).
Alors, d’apre`s le corollaire 11.5, on a
(15.8)
ρs = Res
G˜F
GF ρs˜,
χs = Res
G˜F
GF χs˜.
D’apre`s la proposition 10.11, on a
(15.9)
ρs˜ ⊗ zˆ = ρs˜z ,
χs˜ ⊗ zˆ = χs˜z ,
pour tout z ∈ (Ker i∗)F
∗
.
The´ore`me 15.10 (Deligne-Lusztig).
(a) 〈χs˜,ΓG˜〉G˜F = 1.
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(b) ρs˜ et χs˜ sont des caracte`res irre´ductibles de G˜
F et ils appartiennent a` E(G˜F , [s˜]).
(c) Le caracte`re de Gelfand-Graev de G˜F a la de´composition suivante :
ΓG˜ =
∑
[s˜]
χs˜.
Remarque - Le the´ore`me pre´ce´dent est de´montre´ dans [DeLu1, the´ore`me 10.7] lorsque F est un en-
domorphisme de Frobenius. Dans le contexte le´ge`rement plus ge´ne´ral dans lequel nous nous plac¸ons, le
re´sultat reste valide. En effet, d’apre`s [DeLu1, page 161], il faut seulement utiliser le fait que la formule
de Mackey a lieu lorsque l’un des deux sous-groupes de Levi est un tore (voir the´ore`me 10.12 (a2)). 
Corollaire 15.11 (Asai).
(a) 〈χs,ΓG〉GF = 1.
(b) ρs et χs sont des caracte`res de G
F sans multiplicite´ et toute composante irre´ductible de ρs ou χs
appartient a` E(GF , [s]).
(c) Si χs,1 est l’unique composante irre´ductible commune a` Γ
G et χs (voir (a)), alors
ΓG =
∑
[s]
χs,1.
De´monstration - (a) re´sulte du the´ore`me 15.10 (a), de 15.8 et de la re´ciprocite´ de Frobenius. (b)
re´sulte du the´ore`me 15.10 (b), de (a), de 15.8 et de la proposition 11.7 (a). (c) de´coule de (b) et du
the´ore`me 15.10 (c). 
On pose ρs,1 = εGεC◦
G∗
(s)DG(χs,1) ∈ E(G
F , [s]). C’est une composante irre´ductible de ρs. S’il y a
ambigu¨ıte´, on notera ρGs,1 et χ
G
s,1 les caracte`res irre´ductibles ρs,1 et χs,1 de G
F respectivement.
Corollaire 15.12 (Digne-Lehrer-Michel). Soit L un comple´ment de Levi F -stable d’un sous-groupe
parabolique F -stable P de G. Notons L∗ un comple´ment de Levi F ∗-stable d’un sous-groupe parabolique
F ∗-stable de G∗ dual de L. Alors
∗RGL⊂Pρ
G
s,1 =
∑
[t]
L∗F
∗ ⊂ [s]
G∗F
∗
ρLt,1
et ∗RGL⊂Pχ
G
s,1 =
∑
[t]
L∗F
∗ ⊂ [s]
G∗F
∗
χLt,1.
De´monstration - La deuxie`me e´galite´ re´sulte du the´ore`me 14.4, du corollaire 15.11 (c), et du corollaire
11.11. La premie`re de´coule de la seconde et de la relation de commutation entre l’induction de Harish-
Chandra et la dualite´ d’Alvis-Curtis [DiMi2, the´ore`me 8.11]. 
Si ξ ∈ (AG∗(s)F
∗
)∧, on pose
ρs,ξ = τ
G
z ρs,1
et χs,ξ = τ
G
z χs,1,
ou` z ∈ H1(F,Z(G)) est tel que ωˆ0s(z) = ξ (d’apre`s le corollaire 11.13, les caracte`res χs,ξ et ρs,ξ ne
de´pendent que de ξ et non du choix de z). La proposition suivante de´crit les caracte`res re´guliers ou
semi-simples appartenant a` E(GF , [s]).
Proposition 15.13 (Asai). Le stabilisateur de ρs,1 (ou χs,1) dans G˜
F est e´gal a` G˜F (s). Par conse´quent,
ρs =
∑
ξ∈(AG∗(s)F
∗ )∧
ρs,ξ
et χs =
∑
ξ∈(AG∗(s)F
∗ )∧
χs,ξ.
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De´monstration - Seule la premie`re assertion ne´cessite une preuve, la deuxie`me re´sultant imme´diatement
de la premie`re et du corollaire 15.11 (b). Mais, par la the´orie de Clifford, elle de´coule de la formule 15.3. 
Corollaire 15.14.
(a) Si z ∈ H1(F,Z(G)) et si ξ ∈ (AG∗(s)F
∗
)∧, alors
τGz ρs,ξ = ρs,ξωˆ0s(z)
et τGz χs,ξ = χs,ξωˆ0s(z).
(b) χs,ξ est une composante irre´ductible de Γ
G
z si et seulement si ξ = ωˆ
0
s(z).
S’il y a ambigu¨ıte´, nous noterons ρGs,ξ et χ
G
s,ξ les caracte`res irre´ductibles ρs,ξ et χs,ξ de G
F respective-
ment (ξ ∈ (AG∗(s)F
∗
)∧).
Corollaire 15.15 (Digne-Lehrer-Michel). Soit L un comple´ment de Levi F -stable d’un sous-groupe
parabolique F -stable P de G. Soit L∗ un comple´ment de Levi F ∗-stable d’un sous-groupe parabolique
F ∗-stable de G∗ dual de L. Soit ξ ∈ (AG∗(s)F
∗
)∧. Pour tout t ∈ L∗F
∗
tel qu’il existe g ∈ G∗F
∗
ve´rifiant
gs = t, on pose ξt = Res
AG∗ (t)
F∗
AL∗ (t)F
∗
gξ ; le caracte`re line´aire ξt ne de´pend pas du choix de g. Alors
∗RGL⊂Pρ
G
s,ξ =
∑
[t]
L∗F
∗ ⊂ [s]
G∗F
∗
ρLt,ξt
et ∗RGL⊂Pχ
G
s,ξ =
∑
[t]
L∗F
∗ ⊂ [s]
G∗F
∗
χLt,ξt .
De´monstration - Cela re´sulte du corollaire 15.12, de la commutativite´ du diagramme 8.6 et de 10.5. 
Proposition 15.16. On a ρs = χs si et seulement si C
◦
G∗(s) est un tore maximal de G
∗. Dans ce cas,
il existe un caracte`re line´aire ξs d’ordre 2 de AG∗(s)
F∗ tel que, pour tout ξ ∈ (AG∗(s)F
∗
)∧, on ait
DGρs,ξ = εGεC◦
G∗
(s)ρs,ξξs .
De´monstration - La premie`re assertion est imme´diate. Supposons donc que C◦G∗(s) est un tore maximal
de G∗. Notons ξs le caracte`re line´aire de AG∗(s)
F∗ tel que
DGρs,1 = εGεC◦
G∗
(s)ρs,ξs .
Puisque τGz ◦ DG = DG ◦ τ
G
z pour tout z ∈ H
1(F,Z(G)), on en de´duit la formule donne´e dans la
proposition 15.16. Pour finir, puisque DG est une involution, on a ξ
2
s = 1. 
Exemple 15.17 - Le caracte`re line´aire ξs de la proposition 15.16 peut eˆtre non trivial. En effet,
supposons ici que G = SL2(F), que F est l’endomorphisme de Frobenius de´ploye´ standard sur Fq et
que p (ou q) est impair. Notons s l’unique e´le´ment de T∗0 d’ordre 2 et notons θ l’unique caracte`re
line´aire de TF0 d’ordre 2. Alors ρs = R
G
T0
(θ) et ∗RGT0(ρs,1) = θ d’apre`s le corollaire 15.12. D’autre
part, DG = (R
G
T0
◦ ∗RGT0) − IdZ IrrGF . Donc DG(ρs,1) = ρs,ξ, ou` ξ est l’unique caracte`re non trivial de
AG∗(s)
F∗ ≃ Z/2Z. 
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16. Caracte`res semi-simples ou re´guliers cuspidaux
Nous allons ici e´tudier les se´ries de Harish-Chandra associe´es a` un caracte`re cuspidal semi-simple (ou
re´gulier).
16.A. Caracte´risation de la cuspidalite´. Soit ξ ∈ (AG∗(s)F
∗
)∧. Si ρs,ξ est cuspidal, alors DGρs,ξ =
ηGρs,ξ et donc DGρs = ηGρs. En particulier, ρs = χs. Donc un caracte`re irre´ductible cuspidal est
semi-simple si et seulement si il est re´gulier. Dore´navant, nous fixons un couple (T˜1, θ˜1) ∈ ∇(G˜, F ) tel
que (T˜1, θ˜1)
G˜
←→ (T˜∗1, s˜) et nous posons (T1, θ1) = Res
G˜
G(T˜1, θ˜1). Le lemme suivant pre´cise quand est-ce
qu’un caracte`re semi-simple est cuspidal.
Lemme 16.1. Soit ξ ∈ (AG∗(s)F
∗
)∧. Le caracte`re irre´ductible ρs,ξ de G
F est cuspidal si et seulement si
C◦G∗(s) est un tore maximal F
∗-stable de G∗ qui n’est contenu dans aucun sous-groupe de Levi F ∗-stable
G∗-de´ploye´.
De´monstration - Remarquons que, d’apre`s le corollaire 12.1, ρs,ξ est cuspidal si et seulement si le
caracte`re irre´ductible ρs˜ de G˜
F l’est. Il est donc suffisant de montrer le the´ore`me pour G˜.
Si ρs˜ est cuspidal, alors DG˜ρs˜ = ηG˜ρs˜ donc ρs˜ = χs˜. Cela montre que CG˜∗(s˜) est un tore maximal de
G˜∗ donc que CG˜∗(s˜) = T˜
∗
1. Dans ce cas,
ρs˜ = εG˜εT˜∗1
RG˜
T˜∗1
(s˜)
donc CG˜∗(s˜) n’est contenu dans aucun comple´ment de Levi F
∗-stable d’un sous-groupe parabolique
F ∗-stable propre de G˜∗.
Re´ciproquement, supposons que CG˜∗(s˜) soit un tore maximal F
∗-stable de G˜∗ qui n’est contenu dans
aucun sous-groupe de Levi F ∗-stable G∗-de´ploye´. Alors ρs˜ = εG˜εT˜1R
G˜
T˜1
(θ˜1). Soit L˜ un comple´ment de
Levi F -stable d’un sous-groupe parabolique F -stable propre P˜ de G˜ et soit L˜∗ un comple´ment de Levi
F ∗-stable d’un sous-groupe parabolique F ∗-stable propre de G˜∗ dual de L˜. Alors, d’apre`s la formule de
Mackey (voir the´ore`me 10.12 (a2)), on a
∗RG˜
L˜⊂ P˜
RG˜
T˜1
(θ˜1) = 0,
ce qui montre la cuspidalite´ de ρs˜. 
16.B. Groupe d’inertie. Notons L˜s (respectivement L˜
∗
s) le sous-groupe de Levi F -stable (respec-
tivement F ∗-stable) G˜-de´ploye´ (respectivement G˜∗-de´ploye´) contenant T˜1 (respectivement T˜
∗
1) et min-
imal pour ces proprie´te´s (voir remarque 2.4). Alors, L˜s et L˜
∗
s sont duaux. On pose Ls = L˜s ∩ G et
L∗s = i
∗(L˜∗s). Soit P˜s un sous-groupe parabolique F -stable de G˜ dont L˜s soit un comple´ment de Levi.
On pose Ps = P˜s ∩G. En appliquant le corollaire 2.3 au groupe CG˜∗(s˜), on obtient que CL˜∗s (s˜) = T˜
∗
1.
Donc, d’apre`s le lemme 16.1, ρL˜ss˜ est un caracte`re irre´ductible cuspidal de L˜
F
s . Donc, d’apre`s le corollaire
12.1, les caracte`res irre´ductibles ρLss,ξ de L
F
s sont cuspidaux pour tout ξ ∈ (AL∗s (s)
F∗)∧. Le groupe Wφ1
stabilise Ker(F ∗−q1/δ, Y (T∗1)⊗Q(q
1/δ)) donc il normalise L∗. On a en fait le re´sultat plus pre´cis suivant :
Proposition 16.2. Le groupe W ′
GF
(L˜s, ρ
L˜s
s˜ ) est canoniquement isomorphe a` W (s)
F∗ .
De´monstration - On a
ρL˜ss˜ = ±R
G˜
T˜1
(θ˜1).
Le groupe W (s)F
∗
est isomorphe a` WGF (T1, θ1) et le groupe W (s˜)
F∗ est isomorphe a` WGF (T˜1, θ˜1). De
plus, puisque CL˜∗s
(s˜) = T˜∗1, on a WLFs (T˜1, θ˜1) = {1}.
Le groupe WGF (T1, θ1) normalise Ls. Soit w ∈ WGF (T1, θ1). Notons τw le caracte`re line´aire
wθ˜1.θ˜
−1
1
de T˜F1 /T
F
1 ≃ L˜
F /LF . Alors
wρL˜ss˜ = ρ
L˜s
s˜ ⊗ τw.
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Donc, si on note w¯ l’image de w dans WGF (L˜), alors l’application
α : WGF (T1, θ1) −→ W
′
GF
(L˜s, ρ
L˜s
s˜ )
w 7−→ (w¯, τw)
est un morphisme de groupes bien de´fini.
Montrons d’abord que α est injective. Soit w ∈ WGF (T1, θ1) tel que α(w) = 1. Alors τw = 1 donc
w ∈WGF (T˜1, θ˜1). Mais w¯ = 1 donc w ∈WLFs (T˜1, θ˜1) c’est-a`-dire w = 1.
Il reste a` montrer que α est surjective. Soit (w, τ) ∈ W ′
GF
(L˜s, ρ
L˜s
s˜ ). Notons w˙ un repre´sentant de w
dans NGF (L˜s). On a
RL˜s
w˙T˜1
(w˙θ˜1) = R
L˜s
T˜1
(θ˜1 ⊗ τ)
donc il re´sulte de la formule de Mackey (the´ore`me 10.12 (2)) qu’il existe l ∈ LF tel que (w˙T˜1, w˙θ˜1) =
(lT˜1,
l(θ˜1⊗τ)). Soit w˙+ = l
−1w˙. Alors w˙+ ∈ NGF (T1, θ1) et, si on note w+ son image dansWGF (T1, θ1),
alors α(w+) = (w, τ). 
Soit WLs(s) le groupe de Weyl de CL∗s (s) relativement a` T
∗
1. On a WLs(s) = AL∗s (s) car C
◦
L∗s
(s) =
i∗(CL˜∗s
(s˜)) = T∗1. Donc AL∗s (s) est un sous-groupe F
∗-stable de W (s).
Proposition 16.3.
(a) AL∗s (s)
F∗ est contenu dans AG∗(s)
F∗ .
(b) AL∗s (s)
F∗ est central dans W (s)F
∗
.
(c) G˜F (s) = GF .L˜Fs (G, ρ
Ls
s,1).
(d) ρG˜s˜ ∈ E(G˜
F , L˜s, ρ
L˜s
s˜ ).
De´monstration - (a) de´coule de la proposition 8.7 (b). (b) re´sulte du fait que AG∗(s) est abe´lien, de
(a) et de la proposition 8.7 (c). (c) re´sulte de la proposition 16.2. (d) de´coule de l’e´galite´
〈RG˜
L˜s ⊂ P˜s
ρL˜ss˜ , ρ
G˜
s˜ 〉GF = 1,
qui a e´te´ montre´e dans le corollaire 15.12. 
Remarque 16.4 - Le sous-groupe AL∗s (s)
F∗ de W (s)F
∗
≃ W ′
GF
(L˜, ρL˜s˜ ) est isomorphe au sous-groupe
central (L˜F /L˜F (ρs˜))
∧ de´fini dans le §12.D. 
16.C. La se´rie E(GF ,Ls, ρ
Ls
s ). D’apre`s le the´ore`me 13.12 (a) et d’apre`s la proposition 16.2 on obtient
des bijections
(16.5)
IrrW (s˜)F
∗
−→ E(G˜F , L˜s, ρ
L˜s
s˜ )
χ 7−→ R˜χ[s˜]
et
(16.6)
IrrW (s)F
∗
−→ E(GF ,Ls, ρ
Ls
s )
η 7−→ Rη[s]
.
D’apre`s [Lu5, chapitre 8], la bijection 16.5 est bien de´finie une fois fixe´e la convention suivante :
(16.7) R˜1[s˜] = ρ
G˜
s˜
et, par la remarque 13.14 (b), la bijection 16.6 est bien de´finie une fois fixe´e la convention suivante :
(16.8) R1[s] = ρ
G
s,1.
S’il y a ambigu¨ıte´, nous noterons RGη [s] le caracte`re irre´ductible Rη[s] de G
F (η ∈ IrrW (s)F
∗
) et par
RG˜χ [s˜] le caracte`re irre´ductible R˜χ[s˜] de G˜
F (χ ∈ IrrW (s˜)F
∗
).
Remarque 16.9 - D’apre`s le the´ore`me 11.10, on a
E(G˜F , L˜s, ρ
L˜s
s˜ )⊂E(G˜
F , [s˜])
et E(GF ,Ls, ρ
Ls
s )⊂E(G
F , [s]). 
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Graˆce aux the´ore`mes 13.12 et 13.16, on obtient :
The´ore`me 16.10.
(a) Si η et χ sont des caracte`res irre´ductibles de W (s)F
∗
et W ◦(s)F
∗
= W (s˜)F
∗
respectivement, alors
〈Rη[s],Res
G˜
F
GF R˜χ[s˜]〉GF = 〈Res
W (s)F
∗
W (s˜)F∗
η, χ〉W (s˜)F∗ .
(b) Si η ∈ IrrW (s)F
∗
et ξ ∈ (AG∗(s)F
∗
)∧, alors
gξRη[s] = Rη⊗ξ[s].
(c) Soit L un comple´ment de Levi F -stable d’un sous-groupe parabolique F -stable P de G contenant
Ls. Fixons un sous-groupe de Levi F
∗-stable L∗ d’un sous-groupe parabolique F ∗-stable de G∗
contenant L∗s et tel que la L
F -classe de conjugaison de Ls soit associe´e a` la L
∗F∗-classe de
conjugaison de L∗s. Notons WL(s) le groupe de Weyl de CL∗(s) relativement a` T
∗
1. Alors
〈RGL⊂PR
L
η [s], R
G
ζ [s]〉GF = 〈Ind
W (s)F
∗
WL(s)F
∗ η, ζ〉W (s)F∗
pour tous caracte`res irre´ductibles η et ζ de WL(s)
F∗ et W (s)F
∗
respectivement.
Remarquons que l’assertion (c) du the´ore`me pre´ce´dent 16.10 utilise le corollaire 15.12.
17. Caracte`res semi-simples et fonctions absolument cuspidales
17.A. Un exemple de fonction absolument cuspidale. Si a ∈ AG∗(s)F
∗
, on pose
ρ˙s,a = ρ˙
G
s,a = εGεC◦
G∗
(s)
∑
ξ∈(AG∗(s)F
∗)∧
ξ(a)−1ρs,ξ.
Il est facile de retrouver les caracte`res irre´ductibles ρs,ξ comme combinaisons line´aires des ρ˙s,a. En effet,
si ξ ∈ (AG∗(s)F
∗
)∧, on a
(17.1) ρs,ξ =
εGεC◦
G∗
(s)
|AG∗(s)F
∗ |
∑
a∈AG∗(s)F
∗
ξ(a)ρ˙s,a.
Par ailleurs, il re´sulte du corollaire 15.14 que
(17.2) ρ˙s,a ∈ Cent(G
F , [s], a).
Si a et b sont deux e´le´ments de AG∗(s)
F∗ , un calcul e´le´mentaire montre que
(17.3) 〈ρ˙s,a, ρ˙s,b〉GF =
{
|AG∗(s)F
∗
| si a = b,
0 sinon.
D’apre`s l’exemple 10.6, on a :
Proposition 17.4. Si a ∈ AG∗(s)F
∗
est tel que ωs(a) ∈ Z∧cus(G), alors ρ˙s,a est une fonction absolument
cuspidale.
17.B. Restriction de Lusztig. Nous travaillerons sous l’hypothe`se suivante :
Hypothe`se : Nous supposerons jusqu’a` la fin de ce chapitre que p est bon pour G.
Soit L un sous-groupe de Levi F -stable de G et soit L∗ un sous-groupe de Levi F ∗-stable de G∗ dual
de L. L’hypothe`se entraˆıne que l’application resGL entre ensemble de classes unipotentes re´gulie`res est
bien de´finie (voir §14.E). En particulier, le caracte`re de Gelfand-Graev ΓL est lui aussi bien de´fini. Nous
allons ici donner une formule pour la restriction de Lusztig des caracte`res ρGs,ξ.
Proposition 17.5. Supposons que la formule de Mackey et la conjecture (G) ont lieu dans G. Soit ξ ∈
(AG∗(s)
F∗)∧. Pour tout t ∈ L∗F
∗
tel qu’il existe g ∈ G∗F
∗
ve´rifiant gs = t, on pose ξt = Res
AG∗ (t)
F∗
AL∗ (t)F
∗
gξ ;
le caracte`re line´aire ξt ne de´pend pas du choix de g. Alors
∗RGL ρ
G
s,ξ = εGεLεC◦
G∗
(s)
∑
[t]
L∗F
∗ ⊂ [s]
G∗F
∗
εC◦
L∗
(t)ρ
L
t,ξt
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et ∗RGL χ
G
s,ξ = εGεL
∑
[t]
L∗F
∗ ⊂ [s]
G∗F
∗
χLt,ξt .
Remarque 17.6 - La proposition 17.5 ge´ne´ralise le corollaire 15.15 tout comme le the´ore`me 14.11
ge´ne´ralisait le the´ore`me 14.4. 
Corollaire 17.7. Supposons que la formule de Mackey et la conjecture (G) ont lieu dans G. Soit
a ∈ AG∗(s)
F∗ . Pour tout t ∈ L∗F
∗
tel qu’il existe g ∈ G∗F
∗
ve´rifiant gs = t, on note at l’e´le´ment gag
−1
de AG∗(t)
F∗ ; l’e´le´ment at ne de´pend pas du choix de g. Alors
∗RGL ρ˙
G
s,a =
∑
[t]
L∗F
∗ ⊂ [s]
G∗F
∗
at∈AL∗(t)
F∗
|AG∗(s)F
∗
|
|AL∗(t)F
∗ |
ρ˙Lt,at .
17.C. Combinaisons line´aires d’induits de caracte`res semi-simples. Soit w ∈ W (s). On fixe
un e´le´ment gw ∈ G∗ tel que g−1w F (gw) normalise T
∗
1 et repre´sente w. On pose alors T
∗
w =
gwT∗1 et
sw = gwsg
−1
w . D’apre`s le the´ore`me de Lang, on peut choisir gw de sorte que sw = sα, ou` α de´signe la
classe de w dans H1(F ∗, AG∗(s)). C’est ce que nous ferons dans la suite. Il est a` noter que le couple
(T∗w, sw) est bien de´fini a` G
∗F∗ -conjugaison pre`s par w (et meˆme par la classe de w dans H1(F ∗,W (s)) :
en effet, le stabilisateur du couple (T∗1, s) dans G
∗ est e´gal a` l’image inverse de W (s) dans NG∗(T
∗
1)).
Fixons maintenant a ∈ AG∗(s)F
∗
. Alors le sous-groupe de Levi F ∗-stable L∗s,a a e´te´ de´fini dans §8.D.
Si w ∈ W (s)a, on pose L∗s,a,w =
gwL∗s,a. Alors le couple (L
∗
s,a,w, sw) est bien de´fini a` G
∗F∗ -conjugaison
pre`s par w (et meˆme par la classe de w dans H1(F ∗,W (s)a) : en effet, le stabilisateur du couple (L∗s,a, s)
dans G∗ est e´gal a` l’image inverse de W (s)a dans NG∗(T
∗
1) d’apre`s le corollaire 8.11 (e)). De plus,
puisque a ∈ AL∗s,a(s)
F∗ par construction, on en de´duit que a ∈ AL∗s,a,w(s)
F∗ pour tout w ∈ W (s)a (a`
travers le morphisme injectif naturel AL∗s,a,w(s) →֒ AG∗(s)). Notons que
(17.8) C◦L∗s,a,w(sw) = T
∗
w
(voir corollaire 8.11 (a)). Notons Ls,a,w un sous-groupe de Levi F -stable de G dual de L
∗
s,a,w. Alors le
couple (Ls,a,w , ρ˙
Ls,a,w
sw,a ) est bien de´fini a` G
F -conjugaison pre`s par w (et meˆme par la classe de w dans
H1(F ∗,W (s)a). Donc la fonction RGLs,a,w ρ˙
Ls,a,w
sw,a est bien de´finie : nous la noteronsRs,a,w. Elle appartient
a` QℓE(G
F , (s)). Si α de´signe la classe de w dans H1(F ∗, AG∗(s)), alors, d’apre`s le the´ore`me 11.10 et
17.2, on a
(17.9) Rs,a,w ∈ Cent(G
F , [sα], a).
Si f ∈ Cent(W (s)aφ1), on pose :
R(s, a)f =
1
|W (s)a|
∑
w∈W (s)a
f(wφ1)Rs,a,w.
D’apre`s 17.9, cela nous de´finit une application line´aire R(s, a) : Cent(W (s)aφ1) → Cent(GF , (s), a).
S’il est ne´cessaire de pre´ciser le groupe ambiant, nous noterons RGs,a,w la fonction Rs,a,w et R(s, a)
G
f la
fonction R(s, a)f .
Remarque 17.10 - Si τ ∈ H1(F ∗, AG∗(s)), nous identifierons τ a` une fonction centrale sur W (s)aφ1
de la fac¸on suivante : si w ∈W (s)a, l’image de wφ1 par cette fonction centrale est e´gale a` τ(w¯), ou` w¯ est
l’image de w a` travers la suite de morphismesW (s)a → AG∗(s)→ H1(F ∗, AG∗(s)). Avec cette notation,
on a, pour tout z ∈ Z(G)F et pour tout f ∈ Cent(W (s)aφ1),
tGz R(s, a)f = sˆ(z)R(s, a)fωˆ1s(z¯).
Ici, z¯ de´signe l’image de z dans Z(G)F . Pour montrer cela, il suffit de remarquer que, d’apre`s le lemme
9.14 et d’apre`s la remarque 11.1 (d), on a
tGz Rs,a,w = sˆ(z)ωˆ
1
s(z¯)(w¯)Rs,a,w
pour tout w ∈W (s)a. 
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Proposition 17.11. Supposons que la formule de Mackey a lieu dans G. Soit a ∈ AG∗(s)F
∗
et soient
w et w′ deux e´le´ments de W (s)a. Alors
〈Rs,a,w,Rs,a,w′〉GF =
{
|CW (s)a (wφ1)| si wφ1 et w
′φ1 sont conjugue´s sous W (s)
a,
0 sinon.
De´monstration - D’apre`s la formule de Mackey, et compte tenu de la proposition 17.4, on a
〈Rs,a,w,Rs,a,w′〉GF =
∑
n∈[NF
w,w′
/LF
s,a,w′
]
〈ρ˙Ls,a,wsw,a ,
nρ˙
Ls,a,w′
sw′ ,a 〉LFs,a,w ,
ou` Nw,w′ = {n ∈ G | Ls,a,w = nLs,a,w′}. D’autre part, on a une bijection naturelle entre [NFw,w′/L
F
s,a,w′ ]
et [N ∗F
∗
w,w′/L
∗F∗
s,a,w′ ] (ou` bien suˆr N
∗
w,w′ = {n ∈ G
∗ | L∗s,a,w =
nL∗s,a,w′}) et, a` travers cette bijection, on a
〈Rs,a,w,Rs,a,w′〉GF =
∑
n∈[N∗F
∗
w,w′
/L∗F
∗
s,a,w′
]
〈ρ˙Ls,a,wsw ,a , ρ˙
Ls,a,w
nsw′n
−1,a〉LFs,a,w .
En particulier, si les couples (L∗s,a,w, sw) et (L
∗
s,a,w′ , nsw′n
−1) ne sont pas conjugue´s sous G∗F
∗
(c’est-
a`-dire si wφ1 et w
′φ1 ne sont pas conjugue´s sous W (s)
a), alors 〈Rs,a,w ,Rs,a,w′〉GF = 0. Nous pouvons
donc supposer maintenant que w = w′. On a, dans ce cas,
〈Rs,a,w,Rs,a,w′〉GF =
∑
n∈[N
G∗F
∗ (L∗s,a,w)/L
∗F∗
s,a,w ]
〈ρ˙Ls,a,wsw ,a , ρ˙
Ls,a,w
nswn−1,a
〉LFs,a,w .
Soit maintenant n ∈ NG∗F∗ (L
∗
s,a,w). Posons βn = 〈ρ˙
Ls,a,w
sw ,a , ρ˙
Ls,a,w
nswn−1,a
〉LFs,a,w . Si sw et nswn
−1 ne sont pas
L∗F
∗
s,a,w-conjugue´s, alors βn = 0. Si sw et nswn
−1 sont L∗F
∗
s,a,w-conjugue´s, alors il existe un repre´sentant de
la classe de n dans NG∗F∗ (L
∗
s,a,w)/L
∗F∗
s,a,w qui centralise sw et alors βn = |AL∗s,a,w (sw)
F∗ |. Par suite,
〈Rs,a,w ,Rs,a,w′〉GF = |AL∗s,a,w (sw)
F∗ | × |
(
NG∗F∗ (L
∗
s,a,w) ∩ CG∗(sw)
F∗
)
/CL∗s,a,w(sw)
F∗ |
= |
(
NG∗F∗ (L
∗
s,a,w) ∩ CG∗(sw)
F∗
)
/C◦L∗s,a,w(sw)
F∗ |.
Or, C◦L∗s,a,w (sw) = T
∗
w et, d’apre`s le corollaire 8.11 (e), on a
(
NG∗(L
∗
s,a) ∩ CG∗(s)
)
/T∗1 ≃ W (s)
a. D’ou`
le re´sultat. 
Corollaire 17.12. Supposons que la formule de Mackey a lieu dans G. Alors l’application R(s, a) :
Cent(W (s)aφ1)→ Cent(GF , (s), a) est une isome´trie.
17.D. Induction de Lusztig. Soit L un sous-groupe de Levi F -stable de G et soit L∗ un sous-groupe
de Levi F ∗-stable de G∗ dual de L. On suppose que L∗ contient un e´le´ment s′ ∈ L∗F
∗
ge´ome´triquement
conjugue´ a` s. Le but de cette section est de de´crire l’action de l’induction de Lusztig RGL sur l’image de
R(s′, a)L, pour a ∈ AL∗(s
′)F
∗
. Le re´sultat de´crit cette action en termes d’une induction tordue entre les
groupesWL(s
′) et W (s). Avant d’exprimer ce re´sultat, nous avons besoin de comparer ces deux groupes.
On se fixe un sous-groupe parabolique P∗ de G∗ dont L∗ est un sous-groupe de Levi et on note V∗ le
radical unipotent de P∗.
Fixons tout d’abord un e´le´ment g ∈ G∗ tel que gsg−1 = s′. Soit B∗L un sous-groupe de Borel F
∗-stable
de C◦L∗(s
′) et soit T∗L un tore maximal F
∗-stable de B∗L. Alors
g−1(B∗LCV∗(s
′)) est un sous-groupe de
Borel de C◦G∗(s) et
g−1T∗L est un tore maximal de
g−1(B∗LCV∗(s
′)). Donc il existe h ∈ C◦G∗(s) tel que
(T∗L,B
∗
LCV∗(s
′)) = gh(T∗1,B
∗
1).
Notons que (gh)s(gh)−1 = s′. Par suite, (gh)−1F ∗(gh) normalise T∗1 et centralise s : on note wL sa classe
dans W (s). Puisque le couple (T∗L,B
∗
L) est bien de´fini a` conjugaison pre`s par un e´le´ment de C
◦
L∗(s
′)F
∗
,
l’e´le´ment wL est bien de´fini par la couple (L
∗, s′). En particulier, si on identifie AL∗(s
′) avec le sous-
groupe correspondant de AG∗(s) (via la conjugaison par gh), alors wL commute avec AL∗(s
′). D’autre
part, via la conjugaison par gh, nous verrons WL(s
′) et W ◦L(s
′) comme des sous-groupes wLF
∗-stables
de W (s) et W ◦(s) respectivement.
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Proposition 17.13. Soit a ∈ AL∗(s′)F
∗
et identifions a avec un e´le´ment de AG∗(s)
F∗ comme ci-dessus.
Alors le diagramme
Cent(WL(s
′)awLφ1)
R(s′,a)L
//
Ind
W (s)aφ1
WL(s
′)awLφ1

Cent(LF , (s′), a)
RG
L

Cent(W (s)aφ1)
R(s,a)G
// Cent(GF , (s), a)
est commutatif.
De´monstration - Si w ∈ WL(s′)a (vu comme un sous-groupe de W (s)a), nous fixons un e´le´ment
lw ∈ L∗F
∗
tel que l−1w F
∗(lw) appartienne au normalisateur de T
∗
L et repre´sente (gh)w(gh)
−1. On a T∗L =
(gh)T∗1(gh)
−1 et remarquons que (lwgh)
−1F ∗(lwgh) normalise T
∗
1 et repre´sente wwL. La proposition
de´coule alors facilement de cette observation, de la transitivite´ de l’induction et de [Bon2, lemme 3.1.1]. 
17.E. Transforme´s de Fourier de caracte`res semi-simples. Si A est un groupe abe´lien fini et si ϕ
est un automorphisme de A, on note M(A,ϕ) le groupe (Aϕ)∧ ×H1(ϕ,A). Son dual M(A,ϕ)∧ est e´gal
a` Aϕ ×H1(ϕ,A)∧. Si (a, τ) ∈ M(AG∗(s), F ∗)∧, on pose
ρˆs,a,τ = ρˆ
G
s,a,τ =
1
|AG∗(s)F
∗ |
∑
(ξ,α)∈M(AG∗(s),F∗)
τ(α)ξ(a)−1ρsα,ξ.
Ici, nous avons identifie´ le groupe AG∗(sα) avec le groupe AG∗(s) (via la conjugaison par l’e´le´ment gα
tel que gαsg
−1
α = sα) : cette identification ne change pas l’action du morphisme de Frobenius car AG∗(s)
est abe´lien. Si (ξ, α) ∈M(AG∗(s), F ∗), alors
(17.14) ρsα,ξ =
1
|AG∗(s)F
∗ |
∑
(a,τ)∈M(AG∗(s),F∗)∧
τ(α)−1ξ(a)ρˆs,a,τ .
Proposition 17.15. Soient (a, τ) et (a′, τ ′) deux e´le´ments de M(AG∗(s), F ∗)∧. Alors :
(a) ρˆs,a,τ ∈ Cent(GF , (s), a).
(b) ρˆs,a,τ =
1
|AG∗(s)F
∗ |
∑
α∈H1(F∗,AG∗(s))
τ(α)ρ˙sα ,a.
(c) 〈ρˆs,a,τ , ρˆs,a′,τ ′〉GF =
{
1 si (a, τ) = (a′, τ ′),
0 sinon.
(d) Si z ∈ Z(G)F , alors tGz ρˆs,a,τ = sˆ(z)ρˆs,a,τ ωˆ1s(z).
(e) Si la formule de Mackey et la conjecture (G) ont lieu dans G, alors
ρˆs,a,τ = R(s, a)τ .
Ici, τ est vu comme la fonction centrale sur W (s)aφ1 qui envoie wφ1 sur τ(w¯), ou` w¯ de´signe
l’image de w dans H1(F ∗, AG∗(s)).
De´monstration - (a), (b) et (c) sont e´vidents. (d) se montre de la meˆme manie`re que la premie`re
e´galite´ de la remarque 17.10. Montrons (e). Tout d’abord, d’apre`s (a) et le corollaire 17.12, on a
〈ρˆs,a,τ , ρˆs,a,τ 〉GF = 〈R(s, a)τ ,R(s, a)τ 〉GF = 1. Il nous reste a` montrer que
(∗) 〈ρˆs,a,τ ,R(s, a)τ 〉GF = 1.
Soit w ∈ W (s)a et notons α la classe de w dans H1(F ∗, AG∗(s)). Pour montrer (∗), il suffit de montrer
que
(∗∗) 〈ρˆs,a,τ , τ(α)R
G
Ls,a,w
ρ˙Ls,a,wsw,a 〉GF = 1.
Mais, d’apre`s (b), d’apre`s 17.9 et d’apre`s le the´ore`me 11.10, on a, par adjonction,
〈ρˆs,a,τ , τ(α)R
G
Ls,a,w
ρ˙Ls,a,wsw,a 〉GF =
1
|AG∗(s)F
∗ |
〈τ(α)∗RGLs,a,w ρ˙sα,a, τ(α)ρ˙
Ls,a,w
sw ,a 〉GF .
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Par suite, d’apre`s 17.3 et le corollaire 17.7, on a
〈ρˆs,a,τ , τ(α)R
G
Ls,a,w
ρ˙Ls,a,wsw,a 〉GF =
1
|AG∗(s)F
∗ |
×
|AG∗(s)F
∗
|
|AL∗s,a,w(sw)
F∗ |
× |AL∗s,a,w (sw)
F∗ | = 1,
ce qui montre (∗∗). 
Exemple 17.16 - Supposons dans cet exemple, et uniquement dans cet exemple, que a = 1. Nous
poserons alors R(s) = R(s, 1). D’autre part, L∗s,1,w = T
∗
w. Si η est un caracte`re irre´ductible F
∗-stable
de W (s) et si η˜ est une extension de η a` W (s)⋊ < φ1 >, alors R(s)η˜ est un caracte`re fantoˆme de G
F .
Tous les caracte`res fantoˆmes de GF ne sont pas obtenus ainsi. 
17.F. Se´ries rationnelles. Nous allons maintenant construire une isome´trie R[s, a] de l’espace des
fonctions centrales sur W ◦(s)aφ1 invariantes par l’action de AG∗(s)
F∗ vers Cent(GF , [s], a). Si f ∈
Cent(W ◦(s)aφ1), on pose
R[s, a]f = R[s, a]
G
f =
1
|AG∗(s)F
∗ |.|W ◦(s)a|
∑
w∈W◦(s)a
f(wφ1)Rs,a,w .
D’apre`s 17.9, on a Rs,a,w ∈ Cent(GF , [s], a) pour tout w ∈ W ◦(s)a. On a donc de´fini une application
R[s, a] : Cent(W ◦(s)aφ1) → Cent(GF , [s], a) dont il est facile de ve´rifier que, si f ∈ Cent(W ◦(s)aφ1) et
b ∈ AG∗(s)F
∗
, alors
(17.17) R[s, a]f = R[s, a]bf .
En particulier, l’image de R[s, a] est e´gale a` l’image de sa restriction a`
(
Cent(W ◦(s)aφ1)
)AG∗(s)F∗ . Si f
et g sont deux e´le´ments de
(
Cent(W ◦(s)aφ1)
)AG∗(s)F∗ , on pose
〈f, g〉s,a =
〈f, g〉W◦(s)aφ1
|AG∗(s)F
∗ |
.
Alors 〈, 〉s,a est un produit scalaire sur
(
Cent(W ◦(s)aφ1)
)AG∗ (s)F∗ .
Proposition 17.18. Soit a ∈ AG∗(s)
F∗ . Alors l’application R[s, a] :
(
Cent(W ◦(s)aφ1)
)AG∗(s)F∗ →
Cent(GF , [s], a) est une isome´trie (pour les produits scalaires 〈, 〉s,a et 〈, 〉GF ).
De´monstration - Si f ∈ Cent(W (s)aφ1), on note Res
◦
s,a f sa restriction a` W
◦(s)aφ1. Il est alors
imme´diat que Res◦s,a f est stable sous l’action de AG∗(s)
F∗ . Cela nous de´finit donc une application Res◦s,a :
Cent(W (s)aφ1) →
(
Cent(W ◦(s)aφ1)
)AG∗(s)F∗ . Re´ciproquement, si f ∈ (Cent(W ◦(s)aφ1))AG∗ (s)F∗ , on
pose, pour w ∈ W ◦(s)aφ1 et b ∈ AG∗(s),
(Ext◦s,a f)(wbφ1) =
{
f(cwc−1φ1) si b = c
−1F ∗(c) pour un c ∈ AG∗(s),
0 si b 6= c−1F ∗(c) pour tout c ∈ AG∗(s).
.
Il est a` noter que la premie`re formule ne de´pend pas du choix de c car f est invariante sous l’action de
AG∗(s)
F∗ . Il est alors clair que Ext◦s,a f ∈ Cent(W (s)
aφ1). On a donc de´fini une application Ext
◦
s,a :(
Cent(W ◦(s)aφ1)
)AG∗(s)F∗ → Cent(W (s)aφ1). De plus,
(17.19) Res◦s,a ◦Ext
◦
s,a = Id(Cent(W◦(s)aφ1))AG∗ (s)
F∗ .
D’autre part, Ext◦s,a est une isome´trie (pour les produits scalaires 〈, 〉s,a et 〈, 〉W (s)aφ1) et le diagramme
(17.20)
(
Cent(W ◦(s)aφ1)
)AG∗(s)F∗
Ext◦s,a

R[s,a]
// Cent(GF , [s], a)

Cent(W (s)aφ1)
R(s,a)
// Cent(GF , (s), a)
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est commutatif. Les applications R(s, a), Ext◦s,a et l’injection Cent(G
F , [s], a) →֒ Cent(GF , (s), a) e´tant
des isome´tries, on en de´duit que R[s, a] est une isome´trie. 
Remarque 17.21 - Il e´tait possible de de´montrer directement en utilisant la proposition 17.11 que
R[s, a] est une isome´trie. Nous avons cependant voulu introduire les applications Res◦s,a et Ext
◦
s,a car
elles nous seront utiles par la suite. 
Proposition 17.22. Si la formule de Mackey et la conjecture (G) ont lieu dans G, alors
R[s, a]1 =
1
|AG∗(s)F
∗ |
ρ˙s,a.
Ici, 1 est vu comme la fonction constante et e´gale a` 1.
De´monstration - Notons π[s] : Cent(G
F ) → Cent(GF , [s]) la projection orthogonale. Alors le dia-
gramme
(17.23)
Cent(W (s)aφ1)
Res◦s,a

R(s,a)
// Cent(GF , (s), a)
π[s]
(
Cent(W ◦(s)aφ1)
)AG∗(s)F∗ R[s,a] // Cent(GF , [s], a)
est commutatif. D’ou` R[s, a]1 = π[s]R(s, a)1. Le re´sultat de´coule alors de la proposition 17.15 (e). 
Nous concluons ce chapitre par un re´sultat de´crivant l’induction de Lusztig a` travers les applications
R[s, a]. Soit donc L un sous-groupe de Levi F -stable de G et soit L∗ un sous-groupe de Levi F ∗-stable
de G∗ dual de L. On suppose que s ∈ L∗F
∗
. Reprenons les notations de §17.D (en remplac¸ant s′ par s),
de sorte que WL(s) est vu comme un sous-groupe wLF
∗-stable de W (s). Remarquons aussi que, puisque
s′ = s, on a wL ∈W ◦(s).
Proposition 17.24. Supposons que a ∈ AL∗(s)
F∗ . Alors le diagramme suivant est commutatif :
Cent(W ◦L(s)
awLφ1)
|AL∗ (s)
F∗ |R[s,a]L
//
Ind
W◦(s)aφ1
W◦
L
(s)awLφ1

Cent(LF , [s])
RGL

Cent(W ◦(s)aφ1)
|AG∗(s)
F∗ |R[s,a]G
// Cent(GF , [s]).
De´monstration - Le meˆme argument que dans la preuve de la proposition 17.13 allie´ encore a` [Bon2,
lemme 3.1.1] prouve imme´diatement cette proposition. 
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Chapitre VI. Faisceaux-caracte`res
L’objet de ce chapitre est l’e´tude de l’influence de la non connexite´ du centre de G sur la the´orie
des faisceaux-caracte`res. Le centre de G agit sur les faisceaux-caracte`res de deux fac¸ons. La premie`re
est la trace de l’action par conjugaison : cette action induit une action sur chaque faisceau-caracte`re
par multiplication par un caracte`re line´aire de Z(G). Le calcul de ce caracte`re line´aire est classique
mais nous le rappelons ici (voir proposition 18.4). La deuxie`me action est l’action par translation : le
translate´ d’un faisceau-caracte`re par un e´le´ment de Z(G) est encore un faisceau-caracte`re. Cela induit
une action de Z(G) par permutations de l’ensemble des (classes d’isomorphie de) faisceaux-caracte`res.
Nous e´tudions cette action a` travers le processus d’induction parabolique (voir the´ore`me 19.4). Nous
en profitons pour tirer quelques conse´quences de ce the´ore`me sur le parame´trage ou sur les fonctions
caracte´ristiques des faisceaux-caracte`res. A` partir de la section 21, nous nous consacrons aux faisceaux-
caracte`res apparaissant dans l’induit d’un faisceau-caracte`re cuspidal dont le support rencontre la classe
unipotente re´gulie`re. Nous y e´tablissons un parame´trage de tels faisceaux-caracte`res se´ries par se´ries
et obtenons une formule pour leurs fonctions caracte´ristiques comme combinaisons line´aires d’induits
de Lusztig de caracte`res semi-simples (voir the´ore`me 22.5). Comme conse´quence, nous obtenons que la
fonction caracte´ristique d’un faisceau-caracte`re, non ne´cessairement cuspidal, dont le support rencontre
la classe unipotente re´gulie`re est une transforme´e de Fourier de caracte`res semi-simples (voir corollaire
22.7).
18. Action de Z(G) sur les faisceaux-caracte`res
Nous rappelons dans cette section comment sont construits les faisceaux-caracte`res avant d’e´tudier
l’action de Z(G).
18.A. Syste`mes locaux kumme´riens. Fixons un sous-groupe de Borel B de G ainsi qu’un tore
maximal T de B. Soit U le radical unipotent de B. Nous fixons aussi un tore maximal T∗ de G∗ dual
de T. Nous identifierons le groupe de Weyl W de G relativement a` T avec celui de G∗ relativement a`
T∗. Nous ferons aussi l’identification X(T) = Y (T∗).
Notons S(T) l’ensemble des classes d’isomorphie de syste`mes locaux kumme´riens sur T. Le produit
tensoriel munit S(T) d’une structure de groupe abe´lien. D’autre part, le groupe W agit naturellement
sur S(T). Le choix des applications ı,  et κ construites dans §1.B permet de construire un isomorphisme
W -e´quivariant de groupes abe´liens T∗ ≃ S(T), s 7→ Ls. Nous allons rappeler sa de´finition : si s ∈ T
∗, il
existe x ∈ X(T) = Y (T∗) et n ∈ N∗, premier a` p, tels que ı˜T∗(x/n) = s. On note en : F× → F×, z 7→ zn.
C’est un reveˆtement e´tale galoisien de groupe µn(F). Nous noterons Xn le syste`me local sur F
× associe´
a` ce reveˆtement et au caracte`re line´aire κ : µn(F)→ Qℓ
×
. On a alors :
(18.1) Ls = x
∗Xn.
Ici, x : T→ F× est seulement vu comme un morphisme de varie´te´s.
18.B. Faisceaux-caracte`res. Fixons maintenant un e´le´ment w de W et un repre´sentant w˙ de w dans
NG(T). Nous noterons πw˙ : BwB → T l’unique application telle que, si v et v′ appartiennent a` U et
t ∈ T, alors πw˙(vw˙tv′) = t. C’est un morphisme de varie´te´s. Soient
Yˆw = {(g, hU) ∈ G×G/U | h
−1gh ∈ BwB}
et Y˜w = {(g, hB) ∈ G×G/B | h
−1gh ∈ BwB}.
Notons βw : Yˆw → Y˜w l’application canonique. Posons
αw˙ : Yˆw −→ T
(g, hU) 7−→ πw˙(h−1gh)
et
γw : Y˜w −→ G
(g, hB) 7−→ g.
Alors αw˙, βw et γw sont des morphismes de varie´te´s bien de´finis. Nous avons donc construit un diagramme
T Y˙w
αw˙oo βw // Y˜w
γw // G.
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Le groupe T agit sur Yˆw de la fac¸on suivante : si t ∈ T et si (g, hU) ∈ Yˆw, on pose
t ∗ (g, hU) = (g, ht−1U).
Alors βw est une fibration principale de groupe T. D’autre part, le groupe T agit sur T de la fac¸on
suivante : si t et t′ appartiennent a` T, on pose
t ∗w t
′ = w˙−1tw˙t′t−1.
Alors il est facile de ve´rifier que αw˙ est T-e´quivariante. De plus, le groupe G agit diagonalement sur Yˆw
et Y˜w par conjugaison sur la premie`re coordonne´e et par translation a` gauche sur la deuxie`me, et il agit
sur G par conjugaison. Les morphismes βw et γw sont alors G-e´quivariants.
Soit s ∈ T∗ et supposons que w ve´rifie w(s) = s. Alors, d’apre`s [Lu6, 2.2.2], Ls est T-e´quivariant
pour l’action ∗w. En particulier, α∗w˙Ls est un syste`me local T-e´quivariant sur Yˆw. Par suite, il existe
un unique (a` isomorphisme pre`s) syste`me local L˜w,s sur Y˜w tel que β∗wL˜w,s ≃ α
∗
w˙Ls. De plus, puisque
α∗w˙Ls est G-e´quivariant, il en est de meˆme de L˜w,s. Posons :
Kw,s = K
G
w,s = R(γw)!L˜w,s.
On rappelle qu’un faisceau pervers irre´ductible A sur G est appele´ un faisceau-caracte`re s’il existe un
triplet (s, w, i) ou` s ∈ T∗ et w ∈ W ve´rifient w(s) = s et i est un entier relatif tels que A soit une
composante du faisceau pervers pHi(Kw,s). Nous noterons FCar(G) l’ensemble des classes d’isomorphie
de faisceaux-caracte`res sur G. Il est a` noter que tout faisceau-caracte`re est G-e´quivariant pour l’action
par conjugaison.
Nous allons conclure cette sous-section par une construction explicite du syste`me local L˜w,s. Pour cela,
e´crivons s = ı˜T∗(x/n) comme pre´ce´demment. Dire que w(s) = s e´quivaut a` dire que λ = w(x/n)−x/n ∈
X(T). En d’autres termes, w(x)−x = nλ, avec λ ∈ X(T). Soit Fλ le B-module irre´ductible F sur lequel
B agit via l’unique caracte`re λ˜ : B→ F× qui e´tend λ. Soit Bλ le fibre´ en droite associe´ a` λ (il est obtenu
en quotientant par B la varie´te´ G× Fλ, B agissant diagonalement sur G× Fλ par translations a` droite
sur la premie`re coordonne´e et par le caracte`re λ˜ sur la deuxie`me). Si (g, z) ∈ G×F, nous noterons g ∗λ z
sa classe dans Bλ. Nous noterons B
×
λ le comple´mentaire de la section nulle dans Bλ. Posons alors
Yˆw,x,n = {(g, hU, z) ∈ G×G/U× F
× | h−1gh ∈ BwB et zn = x(πw˙(h
−1gh))}
et Y˜w,x,n = {(g, h ∗λ z) ∈ G×B
×
λ | h
−1gh ∈ BwB et zn = x(πw˙(h
−1gh))}.
Il est facile de voir que les varie´te´s Yˆw,x,n et Y˜w,x,n sont bien de´finies. Notons fˆw,x,n : Yˆw,x,n → Yˆw,
(g, hU, z) 7→ (g, hU) et f˜w,x,n : Y˜w,x,n → Y˜w, (g, h ∗λ z) 7→ (g, hB). Posons aussi α˜w,x,n : Yˆw,x,n → F×,
(g, hU, z) 7→ z et β˜w,x,n : Yˆw,x,n → Y˜w,x,n, (g, hU, z) 7→ (g, h ∗λ z). Alors le diagramme
F×
en

Yˆw,x,n
α˜w,x,n
oo
β˜w,x,n
//
fˆw,x,n

Y˜w,x,n
f˜w,x,n

F× Yˆw
x ◦ αw˙oo βw // Y˜w
γw
// G
est commutatif. De plus, les carre´s sont carte´siens et les morphismes fˆw,x,n et f˜w,x,n sont des reveˆtements
galoisiens de groupe µn(F). Le lemme suivant est alors imme´diat :
Lemme 18.2. L˜w,s est le syste`me local sur Y˜w associe´ au reveˆtement e´tale f˜w,x,n et au caracte`re line´aire
κ : µn(F)→ Qℓ
×
.
Remarque 18.3 - Le groupe T agit sur Yˆw,x,n comme suit : si t ∈ T et si (g, hU, z) ∈ Yˆw,x,n, alors
on pose
t(g, hU, z) = (g, ht−1U, λ(t)z).
Il est alors facile de voir que f˜w,x,n est T-e´quivariant et que Y˜w,x,n est le quotient de Yˆw,x,n par cette
action de T. 
68
18.C. Action de Z(G). Si A est un faisceau pervers irre´ductible G-e´quivariant sur G, l’action par
conjugaison de G sur lui-meˆme induit une action de Z(G) sur A. Cette action se factorise par le
groupe connexe Z(G)◦ et, puisque A est irre´ductible, cette action est donne´e par un caracte`re line´aire
ζA : Z(G) → Qℓ
×
. La proposition suivante donne un moyen de calculer ce caracte`re line´aire lorsque A
est un faisceau-caracte`re :
Proposition 18.4. Soit A un faisceau-caracte`re sur G. Soient s ∈ T∗, w ∈W et i ∈ Z tels que w(s) = s
et A soit une composante irre´ductible de pHi(Kw,s). Notons w¯ l’image de w dans AG∗(s). Alors
ζA = ωs(w¯).
De´monstration - Pour cela, il suffit de calculer l’action de Z(G) sur L˜w,s. En effet, l’action de G sur
Y˜w induit une action trivale de Z(G), donc Z(G) agit sur le syste`me local L˜w,s par multiplication par
un caracte`re line´aire, qui ne peut eˆtre que ζA.
On utilise pour cela la description de L˜w,s donne´e par le lemme 18.2 dont on reprend les notations (x,
n, λ...). Le groupe G agit sur Y˜w,x,n comme suit : si γ ∈ G et si (g, h ∗λ z) ∈ Y˜w,x,n, on pose
γ(g, h ∗λ z) = (γgγ
−1, γh ∗λ z).
Alors f˜w,x,n est G-e´quivariant et il suffit de regarder comment agit γ ∈ Z(G). On a, si γ ∈ Z(G),
γ(g, h ∗λ z) = (g, h ∗λ λ(γ)z).
Or, on a λ(γ)n = x(w−1(γ))x(γ)−1 = 1 car γ est central, donc λ(γ) ∈ µn(F). Par suite, γ agit sur L˜w,s
par multiplication par κ(λ(γ)). Mais, par de´finition de ωs, on a κ(λ(γ)) = ωs(w¯)(γ¯), ou` γ¯ de´signe la
classe de γ dans Z(G) (voir 4.9). 
18.D. Se´ries ge´ome´triques. Soit s un e´le´ment semi-simple de G∗. Nous noterons FCar(G, (s))
l’ensemble des (classes d’isomorphie de) faisceaux-caracte`res A sur G tels qu’il existe i ∈ Z, t ∈ (s) ∩T∗
et w ∈ W tels que w(t) = t et A soit une composante de pHi(Kw,t).
Il re´sulte de [Lu6, proposition 11.2 (c)] que
(18.5) FCar(G) =
∐
(s)
FCar(G, (s)).
Bien suˆr, les ensembles FCar(G) et FCar(G, (s)) ne de´pendent pas des choix de T, B et T∗. Nous
utiliserons a` loisir cette souplesse en fonction des questions que nous aborderons.
Si a ∈ AG∗(s), notons FCar(G, (s), a) l’ensemble des (classes d’isomorphie de) faisceaux-caracte`res A
sur G tels qu’il existe i ∈ Z, t ∈ (s) ∩T∗ et w ∈ W tels que w(t) = t, w¯ ∼ a et A soit une composante
de pHi(Kw,t). Ici, la notation w¯ ∼ a signifie que la classe w¯ de w dans AG∗(t) ≃ AG∗(s) est e´gale a` a,
l’isomorphisme entre AG∗(s) et AG∗(t) e´tant induit par un e´le´ment conjuguant s en t. La proposition
18.4 montre que
(18.6) FCar(G, (s)) =
∐
a∈AG∗(s)
FCar(G, (s), a)
et que
(18.7) FCar(G, (s), a) = {A ∈ FCar(G, (s)) | ζA = ωs(a)}.
19. Action de Z(G) sur FCar(G)
Si s ∈ T∗ et w ∈ W sont tels que w(s) = s et si z ∈ Z(G), alors (tGz )
∗Kw,s ≃ Kw,s. Cela montre en
particulier que, si A ∈ FCar(G, (s)), alors
(19.1) (tGz )
∗A ∈ FCar(G, (s)).
De plus, si z ∈ Z(G)◦, alors (tGz )
∗A ≃ A. Cela nous de´finit donc une action de Z(G) sur l’ensemble
FCar(G) ainsi que sur toutes les se´ries ge´ome´triques FCar(G, (s)).
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Le but de cette section est de de´crire cette action via le processus d’induction des faisceaux-caracte`res.
Nous nous restreindrons aux faisceaux-caracte`res apparaissant dans l’induit de faisceaux-caracte`res cus-
pidaux dont le support contient des e´le´ments unipotents. Nous aurons pour cela besoin d’introduire des
notions de´veloppe´es dans [Bon7, partie I].
19.A. Notations. Soit L un sous-groupe de Levi de G, soit C une classe unipotente et supposons que C
supporte un syste`me local cuspidal E . Soit L un syste`me local kumme´rien sur Z(L)◦. Posons F = L⊠ E .
C’est un syste`me local cuspidal sur Σ = Z(L)◦C. Rappelons que l’existence d’un syste`me local cuspidal
supporte´ par C implique que NG(L) stabilise C et E et donc stabilise Σ et F (voir [Lu4, the´ore`me 9.2
(b)]).
Soient Z(L)◦re´g = {z ∈ Z(L)
◦ | C◦G(z) = L} et Σre´g = Z(L)
◦
re´gC. On note Lre´g la restriction de L
a` Z(L)◦re´g et Fre´g la restriction de F a` Σre´g. On a Fre´g = Lre´g ⊠ E . Posons WG(L,L) = NG(L,L)/L.
Fixons maintenant v ∈ C et notons ζ le caracte`re irre´ductible du groupe AL(v) associe´ a` sa repre´sentation
sur Ev par monodromie. Fixons aussi x ∈ X(Z(L)◦) et n ∈ N∗, premier a` p, tels que L = x∗Xn.
Si w ∈ WG(L), alors w ∈ WG(L,L) si et seulement si w(x/n) − x/n ∈ X(Z(L)◦). Dans ce cas, nous
notons wˆ la restriction de w(x/n) − x/n a` Z(G) ∩ Z(L)◦. Alors il est facile de ve´rifier que wˆ est trivial
sur Z(G)◦, c’est-a`-dire que wˆ ∈ X(KerhL). En composant avec κ, nous verrons wˆ comme un e´le´ment de
(KerhL)
∧ (voir 1.8). L’application
ωL : WG(L,L) −→ (KerhL)∧
w 7−→ wˆ
est un morphisme de groupes ne de´pendant que de L et non pas du choix de x et n. Nous noterons
W+G(L,L) le noyau de ωL. Par dualite´, on obtient une application surjective
ωˆL : KerhL −→ (WG(L,L)/W
+
G(L,L))
∧.
19.B. Induction. Soit A = IC(Σ,F)[dimΣ]. C’est un faisceau-caracte`re cuspidal sur L. Nous allons
rappeler ici la construction du faisceau pervers induit de A. Pour cela, posons
Yˆ =G×Σre´g, Y˜ = G×L Σre´g et Y =
⋃
g∈G
gΣre´gg
−1.
Ici, G ×L Σre´g de´signe le quotient de G ×Σre´g par l’action diagonale de L par translation a` droite sur
le premier facteur et par conjugaison sur le deuxie`me. Notons α : Yˆ → Σre´g la deuxie`me projection,
β : Yˆ → Y˜ la projection canonique et π : Y˜ → Y l’application telle que π ◦ β(g, x) = gxg−1.
Alors Y est une sous-varie´te´ localement ferme´e lisse de G, π est un reveˆtement e´tale galoisien de
groupe WG(L,Σ) et α et β sont des morphismes de varie´te´s (voir [Lu4, §3] et [Bon7, §1]). Il existe alors
un syste`me local F˜re´g sur Y˜ tel que α∗Fre´g ≃ β∗F˜re´g. Par conse´quent, π e´tant un reveˆtement e´tale,
π∗F˜re´g est un syste`me local sur Y. On a alors [Lu4, proposition 4.5]
(19.2) IndGL A = IC(Y, π∗F˜re´g)[dimY].
19.C. Alge`bre d’endomorphismes. Comme dans [Bon7, §3], posons WG(L, v) = NG(L, v)/C◦L(v) et
W ◦G(L, v) = (NG(L) ∩ C
◦
G(v))/C
◦
L(v). L’introduction du syste`me local L nous conduit a` conside´rer les
sous-groupesWG(L, v,L) = NG(L, v,L)/C◦L(v) etW
◦
G(L, v,L) = (NG(L,L)∩C
◦
G(v))/C
◦
L(v). Rappelons
que WG(L, v) = W
◦
G(L, v)× AL(v) (voir [Bon7, 5.3]). D’autre part, AL(v) stabilise L, donc est contenu
dans WG(L, v,L). Par suite
(19.3) WG(L, v,L) = W
◦
G(L, v,L) ×AL(v).
Puisque W ◦G(L, v) ≃WG(L), on a W
◦
G(L, v,L) ≃WG(L,L). Par suite, si w ∈ WG(L,L), nous noterons
w˙ un repre´sentant de w choisi dans NG(L,L) ∩ C◦G(v).
Notons A l’alge`bre d’endomorphismes du faisceau pervers semi-simple IndGL A. Nous allons construire,
en suivant [Lu4, proposition 3.5 et the´ore`me 9.2] et [Bon7, §5 et 6], un isomorphisme entre A et l’alge`bre
de groupe de WG(L,L) ≃W
◦
G(L,L).
Soit w ∈ WG(L,L). Soit τ ′w l’isomorphisme E
∼
→ (int w˙)∗E qui induit l’identite´ sur Ev. Soit σw
l’isomorphisme L
∼
→ (int w˙)∗L qui induit l’identite´ sur L1. Alors θ′w = σw ⊠ τ
′
w est un isomorphisme
F
∼
→ (int w˙)∗F . Il lui correspond [Lu4, §3.4] un automorphisme Θ′w de Ind
G
L A.
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Dans [Bon7, corollaires 6.2 et 6.7] a e´te´ construit un caracte`re line´aire γGL,v,ζ : W
◦
G(L, v) → {1,−1}.
Nous noterons τw = γL,v,ζ(w)τ
′
w , θw = γ
G
L,v,ζ(w)θ
′
w et Θw = γ
G
L,v,ζ(w)Θ
′
w . Compte tenu des choix qui
ont e´te´ faits, il est facile de ve´rifier que l’application
Θ : WG(L,L) −→ A
w 7−→ Θw
est un isomorphisme d’alge`bres.
Si η est un caracte`re irre´ductible de WG(L,L), nous noterons Kη le faisceau-caracte`re, composant
irre´ductible de IndGL A, associe´ au caracte`re η graˆce a` l’isomorphisme de Lusztig Θ. En d’autres termes,
Hom(Kη, Ind
G
L A) est un A-module admettant η comme caracte`re. Notons que, si z ∈ Z(G) ∩ Z(L)
◦,
alors (tLz )
∗A ≃ A, donc (tGz )
∗ IndGL A ≃ Ind
G
L A. Par suite, on obtient une action de KerhL sur {Kη | η ∈
IrrWG(L,L)}, c’est-a`-dire une action de KerhL sur IrrWG(L,L). Nous pouvons maintenant e´noncer et
de´montrer le re´sultat principal de cette section, a` savoir la description de cette action.
The´ore`me 19.4. Soient η ∈ IrrW ◦G(L, v,L) et soit z ∈ KerhL. Notons z˙ un repre´sentant de z dans
Z(G) ∩ Z(L)◦. Alors
(tGz˙ )
∗Kη ≃ KηωˆL(z).
De´monstration - Nous reprenons ici les constructions de [Bon7, §5 et 6]. Mais nous devons tenir
compte du syste`me local L (qui, dans [Bon7], e´tait suppose´ constant). Il nous faut donc les modifier
le´ge`rement en introduisant le reveˆtement e´tale de Z(L)◦ qui trivialise le syste`me local L.
Soit
Zx,n = {(z, ξ) ∈ Z(L)
◦ | x(z) = ξn}.
Alors la permie`re projection p1 : Zx,n → Z(L)◦ est un reveˆtement e´tale de groupe µn(F) : le syste`me
local L est celui associe´ a` ce reveˆtement et au caracte`re κ de µn(F). Notons Zx,n,re´g l’image inverse de
Z(L)◦re´g dans Zx,n. Posons
Y˜′x,n = G/C
◦
L(v)× Zx,n,re´g.
Comme dans [Bon7, §3.A], posons
Y˜′ = G/C◦L(v)× Z(L)
◦
re´g
et notons f˜ : Y˜′ → Y˜ l’application naturelle. Soit f˜+ : Y˜′x,n → Y˜ l’application de´finie par composition
de IdG/C◦
L
(v)×p1. Notons π
+ = π ◦ f˜+.
Le groupe WG(L, v,L)×µn(F) agit a` droite sur Y˜
′
x,n de la fac¸on suivante : si (w, ξ) ∈ WG(L, v,L)×
µn(F) et si (gC
◦
L(v), z, ξ
′) ∈ Y˜′x,n, on note λw = w(x/n)− x/n ∈ X(Z(L)
◦) et on pose
(gC◦L(v), z, ξ
′) · (w, ξ) = (gw˙C◦L(v), w˙
−1zw˙, λw(z)ξξ
′).
Il est alors facile de ve´rifier, en utilisant [Bon7, §3.A], que WG(L, v,L)×µn(F) agit librement sur Y˜
′
x,n.
Fixons maintenant z ∈ KerhL et notons z˙ un repre´sentant de z dans Z(L)◦. Soit z1 ∈ Z(L)◦ tel que
zn1 = z. Alors l’application
t1 : Y˜
′
x,n −→ Y˜
′
x,n
(gC◦L(v), z
′, ξ) 7−→ (gC◦L(v), zz
′, x(z1)ξ)
est un automorphisme de varie´te´s ve´rifiant π+ ◦ t1 = tGz˙ ◦ π
+. Le the´ore`me 19.4 de´coule imme´diatement
de ces remarques et du fait que, si w ∈ W ◦G(L, v,L), alors
t−11 (t1((gC
◦
L(v), z
′, ξ) · w)) = (gw˙C◦L(v), w˙
−1z′w˙, λw(z
−1
1 w
−1z1w)ξ)
et κ ◦ λw(z
−1
1 w
−1z1w) = ωL(w)(z) = ωˆL(z)(w). 
19.D. Un analogue du the´ore`me 13.12 pour les faisceaux-caracte`res. Posons
W ′G(L,L) = {(w, µ) ∈WG(L,L)×Z(G)
∧ | ωˆL(w) = Res
Z(G)
KerhL
µ}.
Alors l’applicationW+G(L,L)→W
′
G(L,L), w 7→ (w, 1) est un morphisme de groupe injectif qui nous per-
mettra d’identifier W+G(L,L) avec un sous-groupe de W
′
G(L,L). De plus, l’application ω
′
L :W
′
G(L,L)→
Z(G)∧, (w, µ) 7→ µ est un morphisme de groupes dont le noyau est W+G(L,L). Nous noterons ωˆ
′
L :
Z(G)→ (W ′G(L,L)/W
+
G(L,L))
∧ le morphisme dual.
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D’autre part, l’application Z(L)∧ → W ′G(L,L), µ 7→ (1, µ ◦ hL) est aussi un morphisme injectif de
groupes : nous identifierons Z(L)∧ avec le sous-groupe correspondant de W ′G(L,L). Alors l’application
W ′G(L,L)→ WG(L,L), (w, µ) 7→ w est surjective et son noyau est Z(L)
∧. En d’autres termes,
(19.5) W ′G(L,L)/Z(L)
∧ ≃WG(L,L).
Pour finir, notons que Z(L)∧ est central dansW ′G(L,L). Re´sumons tout ceci dans le diagramme suivant,
dans lequel toutes les suites verticales ou horizontales sont exactes et tous les carre´s sont commutatifs :
1

1

W+G(L,L)

W+G(L,L)

1 // Z(L)∧ // W ′G(L,L)
//
ω′L

WG(L,L)
ωL

// 1
1 // Z(L)∧ // Z(G)∧ //

(KerhL)
∧ //

1
1 1
Soit η un caracte`re irre´ductible de W ′G(L,L). Notons zη l’e´le´ment de Z(L) (vu comme un caracte`re
line´aire de Z(L)∧) par lequel Z(L)∧ agit sur la repre´sentation de W ′G(L,L) associe´e a` η. Notons z˜η
un e´le´ment de Z(G) tel que hL(z˜η) = zη. Nous verrons z˜η comme un caracte`re line´aire de Z(G)∧,
c’est-a`-dire comme un caracte`re line´aire de W ′G(L,L). Posons
(19.6) Kη = (t
G
z˜η )
∗Kηωˆ′
L
(z˜η)−1 .
Remarquons tout d’abord que cette notation a un sens. Premie`rement, ηωˆ′L(z˜
−1
η ) est trivial sur Z(L)
∧
donc peut eˆtre vu comme un caracte`re irre´ductible de WG(L,L) d’apre`s 19.5. D’autre part, en vertu du
the´ore`me 19.4, le membre de droite ne de´pend pas du choix de z˜η. On a donc montre´ le re´sultat suivant :
Proposition 19.7. L’application η 7→ Kη est une bijection entre IrrW ′G(L,L) et l’ensemble des com-
posantes irre´ductibles de IndGL ( ⊕
z∈Z(L)
(tLz )
∗A). De plus
IndGL
(
⊕
z∈Z(L)
(tLz )
∗A
)
= ⊕
η∈IrrW ′
G
(L,L)
K⊕η(1)η .
La proposition 19.7 sugge`re fortement qu’il doit exister un isomorphisme naturel entre l’alge`bre
d’endomorphismes du faisceau pervers IndGL ( ⊕
z∈Z(L)
(tLz )
∗A) et l’alge`re de groupes de W ′G(L,L). Nous
allons ici le construire. Pour cela, posons A′ = ⊕
z∈Z(L)
(tLz )
∗A et notons L′ le syste`me local ⊕
z∈Z(L)
(tLz )
∗L
sur Z(L).
Soit (w, µ) ∈ W ′G(L,L). On a construit un isomorphisme σw : L
∼
→ (int w˙)∗L. Si z ∈ Z(G) ∩ Z(L)◦,
la preuve du the´ore`me 19.4 montre que l’action de (σw)z sur Lz est ωˆL(w)(z) IdLz = µ(z) IdLz . Par
suite, il existe un unique isomorphisme σw,µ : L′
∼
→ (int w˙)∗L′ tel que, pour tout z ∈ Z(G), on ait
(σw)z = µ(z) IdL′z . Par tensorisation avec τw, on obtient un isomorphisme θw,µ : F
′ ∼→ (int w˙)∗F ′, ou`
F ′ = L′ ⊠ E .
A` travers le diagramme d’induction, θw,µ induit un automorphisme Θw,µ du faisceau pervers Ind
G
L A
′.
Si on note A′ l’alge`bre d’endomorphisme de IndGL A
′, alors :
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The´ore`me 19.8. L’application
Θ : QℓW
′
G(L,L) −→ A
′
(w, µ) 7−→ Θw,µ
est un isomorphisme d’alge`bres. Si η est un caracte`re irre´ductible de W ′G(L,L), alors la composante
irre´ductible de IndGL A
′ associe´e a` η a` travers l’isomorphisme Θ est Kη.
20. Fonctions caracte´ristiques
Nous allons maintenant introduire dans ce chapitre l’isoge´nie F . Un faisceau pervers A sur G sera
dit F -stable s’il est isomorphe a` F ∗A. Nous noterons FCar(G)F l’ensemble des (classes d’isomorphie de)
faisceaux-caracte`res F -stables. Si A est un faisceau pervers F -stable sur G et si ϕ : A
∼
→ F ∗A est un
isomorphisme, nous noterons XA,ϕ : G
F → Qℓ la fonction caracte´ristique de A, de´finie par
XA,ϕ(g) =
∑
i∈Z
(−1)iTr(ϕx,H
i
xA)
pour tout g ∈ GF . Bien suˆr, XA,ϕ de´pend de ϕ. Cependant, si A est irre´ductible, alors ϕ est bien
de´termine´e a` un scalaire pre`s. En conse´quence, la fonction XA,ϕ est bien de´termine´e par A a` un scalaire
pre`s.
20.A. Cas classique. Reprenons les notations de la section pre´ce´dente (L, L, E ,. . . ). Supposons
donc maintenant que L est F -stable, que T est F -stable, que F (v) = v et que F ∗F ≃ F . Fixons un
isomorphisme ϕ : F ∗F ≃ F . Cet isomorphisme s’e´tend en un isomorphisme ϕ# : F ∗A
∼
→A. Soit gw un
e´le´ment de G tel que g−1w F (gw) = w˙
−1. Posons
Lw =
gwL, vw =
gwv, Cw =
gwC, Σw =
gwΣ,
Lw = (ad g
−1
w )
∗L, Ew = (ad g
−1
w )
∗E , Fw = (ad g
−1
w )
∗F et Aw = (ad g
−1
w )
∗A.
Alors Fw = Lw⊠Ew. Alors Lw, vw, Cw, Σw, Lw, Ew, Fw et Aw sont F -stables et, suivant la construction
de [Lu8, §9.3], on obtient un isomorphisme ϕw : F ∗Fw
∼
→Fw. Il s’e´tend en un isomorphisme ϕ#w :
F ∗Aw
∼
→Aw.
Fixons maintenant un caracte`re F -stable η de WG(L,L). On note φ l’automorphisme de WG(L,L)
induit par F . On choisit une extension η˜ de η au produit semi-direct WG(L,L)⋊ < φ >. Ce choix d’une
extension (ainsi que celui de ϕ) de´termine un isomorphisme ϕη˜ : F
∗Kη
∼
→Kη. Il re´sulte de [Lu6, partie
II, 10.4.5 and 10.6.1] et [Lu8, proposition 9.2] que :
The´ore`me 20.1 (Lusztig). Supposons p presque bon pour G et q assez grand. Avec les notations
pre´ce´dentes, on a
XKη ,ϕη˜ =
1
|WG(L,L)|
∑
w∈WG(L,L)
η˜(wφ)RGLwXAw,ϕw .
20.B. Translation par Z(G). Nous allons e´tudier ici le comportement des fonctions caracte´ristiques
vis-a`-vis de la translation par un e´le´ment du centre. Cela sera fait en termes du parame´trage de la
proposition 19.7.
Le syste`me local L e´tant F -stable, il en est de meˆme du syste`me local L′ sur Z(L). De meˆme, le
syste`me local F ′ est F -stable. On fixe un isomorphisme ϕ′ : F ∗F ′ ≃ F ′ e´tendant ϕ.
Soit (w, µ) ∈ W ′G(L,L). Dans la sous-section 19.D, nous avons construit un isomorphisme θw,µ :
F ′
∼
→ (int w˙)∗F ′. Reprenons les notations de la pre´ce´dente sous-section et posons L′w = (int g
−1
w )
∗L′,
F ′w = (int g
−1
w )
∗F ′ et A′w = (int g
−1
w )
∗A′. En suivant encore [Lu8, §9.3], on obtient un isomorphisme
ϕ′w,µ : F
∗F ′w
∼
→F ′w. Cet isomorphisme s’e´tend en un isomorphisme ϕ
′#
w,µ : F
∗A′w
∼
→A′w.
Fixons maintenant un caracte`re irre´ductible η de W ′G(L,L). Alors Kη est F -stable si et seulement
si η est F -stable. Notons η˜ une extension de η au produit semi-direct W ′G(L,L)⋊ < φ >, ou` φ est
l’automorphisme de W ′G(L,L) induit par F . Comme dans le cas classique, le choix de η˜ de´termine un
isomorphisme ϕη˜ : F
∗Kη
∼
→Kη. Le the´ore`me suivant de´coule presque imme´diatement du the´ore`me de
Lusztig pre´ce´dent.
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The´ore`me 20.2. Supposons p presque bon pour G et q assez grand. On a
XKη ,ϕη˜ =
1
|W ′G(L,L)|
∑
(w,µ)∈W ′
G
(L,L)
η˜((w, µ)φ)RGLwXA′w,ϕ
′#
w,µ
.
De´monstration - Notons z = zη ∈ Z(L). Puisque η est F -stable, on a z ∈ Z(L)
F . L’alge`bre
d’endomorphisme du faisceau pervers IndGL (t
L
z )
∗A s’identifie, via la construction pre´ce´dente, a` la sous-
alge`bre de QℓW
′
G(L,L) e´gale a` QℓW
′
G(L,L)ez , ou` ez est l’idempotent central
1
|Z(L)|
∑
τ∈Z(L)∧ τ(z)
−1τ .
Il suffit alors d’appliquer le the´ore`me de Lusztig en remarquant que la restriction de XA′w ,ϕ
′#
w,µ
a` zΣ
F
w est
e´gale a`
1
|Z(L)|
∑
τ∈Z(L)∧
τ(z)−1XA′w,ϕ
′#
w,µτ
. 
21. E´le´ments unipotents re´guliers
Hypothe`se : Dore´navant, et ce jusqu’a` la fin de cet article, nous supposerons que p est
bon pour G.
Nous nous inte´ressons ici aux faisceaux-caracte`res apparaissant dans l’induit, a` partir d’un sous-groupe
de Levi L de G, de faisceaux-caracte`res cuspidaux dont le support rencontre Z(L)ULre´g. On rappelle que,
puisque p est suppose´ bon pour G, le groupe AL(uL) est isomorphe a` Z(L). Si ζ ∈ Z(L)∧, nous noterons
Eζ le syste`me local L-e´quivariant sur U
L
re´g tel que l’action de Z(L) sur la fibre en uL ∈ U
L
re´g se fasse par le
caracte`re ζ. Si z ∈ Z(L), on notera z˙ un repre´sentant de z dans Z(L). En d’autres termes, z = z˙Z(L)◦.
21.A. Cuspidalite´. Fixons un syste`me local kumme´rien L sur Z(G)◦, un e´le´ment z ∈ Z(G) et un
caracte`re line´aire ζ de Z(G). Posons F = ((tGz )
∗L)⊠ Eζ .
Proposition 21.1. F est un syste`me local cuspidal si et seulement si ζ ∈ Z∧cus(G).
De´monstration - voir [Bon5, proposition 1.2.2]. 
Soit FCarcusre´g(G) l’ensemble des (classes d’isomorphie de) faisceaux-caracte`res cuspidaux dont le sup-
port rencontre Z(G)UGre´g. Soit Cusre´g(G) un ensemble de repre´sentants (modulo l’action naturelle de G)
des triplets (s, a, τ), ou` s est un e´le´ment semi-simple de G∗, a ∈ AG∗(s) est tel que ωs(a) ∈ Z∧cus(G) et
τ ∈ AG∗(s)∧. Nous allons construire une bijection entre Cusre´g(G) et FCar
cus
re´g(G).
Soit (s, a, τ) ∈ Cusre´g(G). On peut supposer, et nous le ferons, que s ∈ T∗. Par construction, l’e´le´ment
s est ge´ome´triquement cuspidal et donc ωs : AG∗(s)→ Z(G)∧ est un isomorphisme (voir proposition 7.1
(e)). En particulier, ωˆs : Z(G)→ AG∗(s)
∧ est aussi un isomorphisme. Posons z = ωˆ−1s (τ) et notons Ls,z
la restriction de Ls a` z−1 = z˙−1Z(G)◦. Posons maintenant
Fs,a,τ = F
G
s,a,τ = Ls,z ⊠ Eωs(a).
Notons que Ls,z ≃ (tGz˙ )
∗Ls,1. C’est un syste`me local G-e´quivariant irre´ductible cuspidal sur la varie´te´
lisse z−1UGre´g = z˙
−1Z(G)◦UGre´g. Posons
As,a,τ = A
G
s,a,τ = IC(z
−1U
G
re´g,Fs,a,τ)[dimZ(G)
◦
U
G
re´g].
C’est un faisceau pervers G-e´quivariant irre´ductible sur G.
Lemme 21.2. Soit (s, a, τ) ∈ Cusre´g(G).
(a) ζAs,a,τ = ωs(a).
(b) As,a,τ est l’extension par ze´ro du syste`me local Es,a,τ .
(c) As,a,τ ∈ FCar(G, (s)).
(d) As,a,τ est cuspidal.
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De´monstration - Soit (s, a, τ) ∈ Cusre´g(G). Rappelons que l’existence de (s, a, τ) implique que toutes
les composantes quasi-simples de G sont de type A. Posons ζ = ωs(a) et z = ωˆ
−1
s (τ).
(a) de´coule du fait que Z(G) agit sur Eζ via le caracte`re line´aire ζ.
(b) Soit x un e´le´ment de l’adhe´rence de zUGre´g n’appartenant pas a` zU
G
re´g. Puisque toutes les som-
posantes quasi-simples de G sont de type A, ceci implique qu’il existe un sous-groupe de Levi L propre
de G contenant x. En particulier, Z(L)◦⊂C◦G(x). Donc Z(G)∩Z(L)
◦ agit trivialement sur la fibre en x
de As,a,τ . Par suite, si cette fibre est non nulle, la restriction de ζ a` KerhL est triviale, ce qui contredit
la proposition 21.1. Donc (As,a,τ )x = 0.
(c) Rappelons que toutes les composantes quasi-simples de G sont de type A. La classification des
e´le´ments quasi-isole´s re´guliers [Bon8] montre que, quitte a` conjuguer le triplet (s, a, τ), on peut supposer
que s ∈ T∗ et que a est un e´le´ment de Coxeter standard de W . Nous allons calculer Ka,s dans ces
conditions.
Tous les e´le´ments de BaB sont re´guliers et BaB rencontre toutes les classes de conjugaison d’e´le´ments
re´guliers [St4, remarque 8.8]. La proposition 18.4 et l’argument du (b) montre que le support de As,a,τ
est contenu dans Z(G).UGre´g. Notons i : Z(G)U
G
re´g →֒ G, Y˜ l’image inverse de Z(G)U
G
re´g dans Y˜a,
γ : Y˜→ Z(G)UGre´g la restriction de γa et L˜ la restriction de L˜a,s a` Y˜. On a alors
(∗) Ka,s = i!Rγ!L˜.
Fixons un e´le´ment unipotent re´gulier x ∈ Ba ∩ aB− ∩ U re´g. Soit
ϕ : G/Z(G)× Z(G) −→ Y˜
(gZ(G), t) 7−→ (tgxg−1, gB).
Nous allons montrer que ϕ est un morphisme de varie´te´ bijectif purement inse´parable. On a construit une
action de G sur Y˜a. Le groupe Z(G) agit aussi sur Y˜a par translation de la premie`re coordonne´e. Cette
action conserve Y˜. Cela munit Y˜ d’une action de G × Z(G). On remarque alors que ϕ est G × Z(G)
e´quivariant. Il suffit donc de montrer que ϕ est bijectif. En effet, cela montre que la varie´te´ Y˜ est une
orbite sous l’action d’un groupe alge´brique, donc elle est lisse, donc elle est normale et un morphisme
bijectif entre varie´te´s normales est purement inse´parable [Bor, the´ore`me 18.2].
Soient (gZ(G), t) et (g′Z(G), t′) deux e´le´ments de G/Z(G) × Z(G) ayant meˆme image par ϕ. Alors
la partie semi-simple de tgxg−1 co¨ıncide avec celle de t′g′xg′−1, c’est-a`-dire t = t′. On a par conse´quent
g−1g′ ∈ B ∩ CG(x). Mais, d’apre`s [Bon7, corollaire 10.3], U ∩ CG(x) = 1 donc la partie unipotente de
g−1g′ est e´gale a` 1. Donc, puisque x est un unipotent re´gulier, on en de´duit que gZ(G) = g′Z(G), ce qui
montre l’injectivite´ de ϕ.
Montrons maintenant la surjectivite´ de ϕ. Soit (g, hB) ∈ Y˜. Alors, par de´finition, il existe t ∈ Z(G)
et y ∈ G tels que g = tyxy−1. Posons k = h−1y. Alors, par hypothe`se, kxk−1 ∈ BaB ∩ UGre´g. Donc,
d’apre`s [Bon7, corollaire 10.3] et [St4, the´ore`me 1.4], il existe b ∈ B tel que kxk−1 = bxb−1. En d’autres
termes, yxy−1 = hbxb−1h−1. Donc (g, hB) = ϕ(hbZ(G), t).
Posons L˜′ = ϕ∗L˜. Puisque ϕ est bijectif et purement inse´parable, on a ϕ∗L˜′ = L˜ et donc
Ka,s = i!Rγ
′
!L˜
′,
ou` γ′ : G/Z(G)× Z(G)→ Z(G)UGre´g, (gZ(G), t) 7→ tgxg
−1. Alors L˜′ = E˜ ⊠ (⊕z∈Z(G)Ls,z), ou` E˜ est un
syste`me local G-e´quivariant irre´ductible sur G/Z(G). L’action de Z(G) sur E˜ e´tant donne´e par ζ, E˜ ′ est
l’unique syste`me local sur G/Z(G) sur lequel Z(G) agit par ζ. Pour z ∈ Z(G), notons iz : zU
G
re´g →֒ G.
Notons δ : G/Z(G)→ UGre´g, gZ(G) 7→ gvg
−1 et E = Rδ!E˜ . Alors
Ka,s = ⊕
z∈Z(G)
iz!(E ⊠ Ls,z).
Il nous reste a` calculer E . En de´composant δ en la suite de morphismes G/Z(G)
δ′
→G/CG(u) → U re´g,
on est ramene´ au calcul de Rδ′! E˜ . Mais, puisque δ
′ est un morphisme lisse dont les fibres sont isomorphes
a` CU(u), qui est, comme varie´te´ alge´brique, un espace affine de dimension rgsem(G), on a
E = Eζ [−2 rgsem(G)].
On en de´duit que
(21.3) Ka,s = ⊕
τ∈AG∗(s)∧
As,a,τ [m],
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pour un m ∈ Z que je n’ai pas envie de calculer. Cela montre (c).
(d) est e´vident. 
Proposition 21.4. L’application Cusre´g(G) → FCar
cus
re´g(G), (s, a, τ) 7→ As,a,τ est bijective. De plus,
As,a,τ ∈ FCar(G, (s)).
De´monstration - Soit (s, a, τ) ∈ Cusre´g(G). Alors Es,a,τ est un syste`me local cuspidal sur zU
∧
re´g (voir
[Lu4, de´finition 2.4] et proposition 21.1). Par suite, As,a,τ est un faisceau-caracte`re cuspidal [Lu6, §7]
dont le support rencontre Z(G)UGre´g. Cela montre que l’application est bien de´finie.
Montrons qu’elle est surjective. Soit A ∈ FCarcusre´g(G). D’apre`s [Lu6, §7], il existe z ∈ Z(G), un
syste`me local L sur z = z˙Z(G)◦ et ζ ∈ Z(G)∧cus tel que A = IC(zU
G
re´g,L ⊠ Fζ)[rgG]. En effet, puisque
G est de type A, les e´le´ments semi-simples isole´s sont centraux et les e´le´ments unipotents distingue´s sont
re´guliers. Notons que ζA = ζ.
Soit s tel que A ∈ FCar(G, (s)) (voir 18.5). Il existe w ∈ WG(T) tel que w(s) = s et A est une
composante irre´ductible de pHi(Kw,s). Notons a la classe de w dans AG∗(s). D’apre`s la proposition
18.4, on a ζ = ωs(a). Posons maintenant τ = ωˆs(z) ∈ AG∗(s)∧. Puisque A ∈ FCar(G, (s)), la restriction
de Ls a` Z(G)◦ est e´gale a` t∗z˙L, ou` tz˙ : G → G, g 7→ z˙g est la translation par z˙. Donc Ls,z = L, ce qui
montre que A = As,a,τ .
Montrons maintenant qu’elle est injective. Soient (s, a, τ) et (s′, a′, τ ′) deux e´le´ments de Cusre´g(G)
tels que As,a,τ ≃ As′,a′,τ ′ . D’apre`s 18.5 et le lemme 21.2 (c), s et s
′ sont conjugue´s sous G∗. On peut
donc supposer qu’ils sont e´gaux. De plus, ζAs,a,τ = ζAs,a′,τ′ donc, d’apre`s la proposition 18.4, on a
ωs(a) = ωs(a
′). Donc a = a′ car ωs est injectif. Pour finir, les supports de As,a,τ et As,a,τ ′ sont e´gaux,
ce qui implique que ωˆ−1s (τ) = ωˆ
−1
s (τ
′), d’ou` l’on de´duit que τ = τ ′. 
21.B. Induction. Fixons un e´le´ment semi-simple s ∈ T∗ et un e´le´ment a ∈ AG∗(s). Posons Ls,a =
CG((T
a)◦). Alors, d’apre`s la proposition 8.10, ωs(a) ∈ Z∧cus(Ls,a). Notons FCarre´g(G, (s), a) l’ensemble
des faisceaux-caracte`res apparaissant dans IndGLs,a( ⊕
τ∈AL∗s,a (s)
∧
ALs,a,τ ). Il est a` noter que FCarre´g(G, (s), a)
est contenu dans FCar(G, (s), a). Alors, d’apre`s la proposition 19.7, on a une bijection
(21.5) IrrW ′G(Ls,a,Ls,a)
∼
−→ FCarre´g(G, (s), a),
ou` Ls,a de´signe la restriction de Ls a` Z(Ls,a)
◦. Il nous reste a` de´terminer le groupeW ′G(Ls,a,Ls,a). C’est
fait dans la proposition suivante (comparer avec la proposition 16.2).
Proposition 21.6. Si s ∈ T∗ et a ∈ AG∗(s), alors W ′G(Ls,a,Ls,a) est canoniquement isomorphe a`
W (s)a ≃ AG∗(s)⋉W
◦(s)a. A travers cet isomorphisme, on a AL∗s,a(s) ≃ Z(Ls,a)
∧ et W (s)a/AL∗s,a(s) ≃
WG(Ls,a,Ls,a).
De´monstration - Soit w ∈W (s)a. Alors w normalise Ls,a et Ls,a. Posons
ℵ : W (s)a −→ W ′G(Ls,a,Ls,a)
w 7−→ (w˜, ωs(w¯)),
ou` w˜ de´signe la classe de w dans WG(Ls,a) et w¯ la classe de w dans AG∗(s). Nous allons montrer que ℵ
est un isomorphisme.
Le fait que l’application ℵ est bien de´finie de´coule imme´diatement de la construction de ωs et de la
de´finition de W ′G(Ls,a,Ls,a). Soit w ∈ W (s)
a tel que ℵ(w) = (1, 1). Alors w ∈ WLs,a(s)
a = AL∗s,a(s)
car s est ge´ome´triquement cuspidal dans L∗s,a donc re´gulier (voir les propositions 8.10 et 8.9). Mais alors
ωs(w) = 1 et donc w = 1 d’apre`s l’injectivite´ de ωs. Cela montre l’injectivite´ de ℵ.
Il nous reste a` montrer la surjectivite´. Soit (w, µ) ∈W ′G(Ls,a,Ls,a). Soit w˙ un repre´sentant de w dans
W . Il re´sulte de 18.5 (applique´ au groupe Ls,a) que l’on peut supposer que w˙ ∈ W (s). Il est alors facile
de ve´rifier que
(21.7) ωLs,a(w) = Res
Z(G)
KerhL
ωs(w˙).
Donc Res
Z(G)
KerhL
µ = Res
Z(G)
KerhL
ωs(w˙). Puisque AL∗s,a(s) ≃ Z(Ls,a)
∧, il existe a ∈ AL∗s,a(s) tel que µ =
ωs(w˙)ωs(a) = ωs(w˙a). Quitte a` changer de repre´sentant de w dans W (s)
a, on peut donc supposer que
ωs(w˙) = µ. Notons b la classe de w˙ dans AG∗(s). Alors w
′ = b−1w˙ ∈ W ◦(s) et normalise Ls,a. Donc,
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d’apre`s le corollaire 8.11 (e), aw′ = w′a et donc aw˙ = w˙a. Par suite, w˙ ∈W (s)a et ℵ(w˙) = (w, µ), ce qui
montre la surjectivite´ de ℵ. 
22. Fonctions caracte´ristiques
Le but de cette section est de calculer les fonctions caracte´ristiques des faisceaux-caracte`res F -stables
appartenant a` FCarre´g(G, (s), a), ou` s est un e´le´ment semi-simple de G
∗ et a ∈ AG∗(s). Tout d’abord,
remarquons que, si FCar(G, (s))F 6= ∅, alors (s) est une classe de conjugaison F ∗-stable. Par conse´quent,
on peut supposer que s ∈ G∗F
∗
, ce qui sera fait par la suite. D’autre part, si FCar(G, (s), a)F 6= ∅, alors
on a, pour tout A ∈ FCar(G, (s), a)F , ζA = ωs(a) ∈ (Z(G)∧)F . Puisque ωs est injectif, cela implique
que a ∈ AG∗(s)F
∗
.
Par conse´quent, nous ferons l’hypothe`se suivante :
Hypothe`se : Dans cette section, nous fixons un e´le´ment semi-simple s ∈ G∗F
∗
et
un e´le´ment a ∈ AG∗(s)F
∗
. Nous reprenons les notations des chapitres pre´ce´dents (T∗1,
T1,...) et nous supposons que T = T1 et T
∗ = T∗1.
Nous aurons d’autre part besoin de la notation suivante. Si ζ ∈ H1(F,Z(G))∧, nous posons
G(G, ζ) = ηGq
− 12 rgsem(G)
∑
z∈H1(F,Z(G))
ζ(z)−1
∑
t∈TF0 /Z(G)
F
ψz(tut
−1).
Remarquons que G(G, ζ) est e´gal a` ηGq
− 12 rgsem(G) fois le scalaire note´ σζ−1 dans [DiLeMi2, §2]. En
particulier [DiLeMi2, proposition 2.5] :
(22.1) Si ζ ∈ Z∧cus(G) est F -stable, alors G(G, ζ) est une racine quatrie`me de l’unite´.
Remarque 22.2 - Le calcul de G(G, ζ) lorsque ζ ∈ Z∧cus(G) sera effectue´ dans l’appendice B. 
22.A. Cas cuspidal. Nous allons rappeler dans cette sous-section comment les transforme´es de Fourier
de caracte`res semi-simples sont relie´es aux fonctions caracte´ristiques de faisceaux-caracte`res cuspidaux
dont le support rencontre Z(G)UGre´g.
Supposons dans cette sous-section, et uniquement dans cette sous-section, que ωs(a) ∈ Z
∧
cus(G). Dans
ce cas, on a
FCar(G, (s), a)F = {As,a,τ | τ ∈ H
1(F ∗, AG∗(s))
∧}.
Posons As,a = ⊕τ∈(AG∗(s))∧As,a,τ . Alors As,a est F -stable et il existe un unique isomorphisme ϕs,a :
F ∗As,a
∼
→As,a tel que, pour tout z ∈ Z(G)F , on ait
(ϕs,a)zu = sˆ(z)q
1
2 rgsem(G) Id(As,a)zu .
Si τ ∈ H1(F ∗, AG∗(s))∧, notons ϕs,a,τ la restriction de ϕs,a en un isomorphisme F ∗As,a,τ
∼
→As,a,τ . Il
re´sulte de [Bon5, the´ore`me 6.2.2] que
(22.3) XAs,a,τ ,ϕs,a,τ = G(G, ωs(a))ρˆs,a,τ .
22.B. Le re´sultat. Revenons au cas ge´ne´ral, c’est-a`-dire ne supposons plus que ωs(a) ∈ Z∧cus(G).
On note alors As,a le faisceau pervers ⊕τ∈(AL∗s,a(s))
∧A
Ls,a
s,a,τ sur Ls,a et on note ϕs,a : F
∗As,a
∼
→As,a
l’isomorphisme tel que, pour tout z ∈ Z(Ls,a)F , on ait
(ϕs,a)zuLs,a = sˆ(z)q
1
2 rgsem(Ls,a) Id(As,a)zuLs,a
.
Si τ ∈ H1(F ∗, AL∗s,a(s))
∧, on note ϕs,a,τ la restriction de ϕs,a en un isomorphisme F
∗A
Ls,a
s,a,τ
∼
→A
Ls,a
s,a,τ .
D’apre`s 22.3 applique´e a` Ls,a, on a
(22.4) XAs,a,τ ,ϕs,a,τ = G(Ls,a, ωLs,a,s(a))ρˆ
Ls,a
s,a,τ .
Soit η un caracte`re irre´ductible F ∗-stable de W (s)a. Soit η˜ une extension de η a` W (s)a⋊ < φ1 >. Le
choix de cette extension fixe un isomorphisme ϕs,a,η˜ : F
∗K(s, a)η
∼
→K(s, a)η.
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The´ore`me 22.5. Supposons que p est bon pour G et que q est assez grand. Soit η un caracte`re
irre´ductible F ∗-stable de W (s)a. Soit η˜ une extension de η a` W (s)a⋊ < φ1 >. Alors
XK(s,a)η ,ϕs,a,η˜ = G(Ls,a, ωLs,a,s(a))R(s, a)η˜ .
De´monstration - Soit w ∈ W (s). Notons w˙ un repre´sentant de w dans NG(T1). Fixons gw ∈ G tel
que g−1w F (gw) = w˙. On note w¯ la classe de w dans W (s)/AL∗s,a(s). On peut choisir la famille (gw)w∈W (s)
de sorte que, si w ∈W (s) et b ∈ AL∗s,a(s), on ait
gwLs,a =
gwbLs,a. Par suite, on peut poser
Lw¯ =
gwLs,a = Ls,a,w.
PosonsΣ′ = Z(Ls,a).C. Reprenons maintenant les hypothe`ses et notations du the´ore`me 20.2 et supposons
de plus que C soit la classe unipotente re´gulie`re de Ls,a, que L′ soit e´gal a` la restriction de Ls a` Z(Ls,a),
que E = EωLs,a,s(a), que F
′ = L′ ⊠ E et que ϕ′ = ϕs,a. Posons alors
Cw¯ =
gwC, Σ′w¯ =
gwΣ′,
L′w¯ = (ad g
−1
w )
∗L′, Ew¯ = (ad g
−1
w )
∗E , F ′w¯ = (ad g
−1
w )
∗F ′ et Aw¯ = (ad g
−1
w )
∗As,a.
L’e´le´ment w de´finit quant a` lui un isomorphisme ϕw : F
∗Aw¯
∼
→Aw¯ qui, lui, de´pend de w et pas seulement
de w¯.
Compte tenu du the´ore`me 20.2, il nous reste a` montrer que
(∗) XAw¯,ϕw = G(Ls,a, ωLs,a,s(a))ρ
Lw¯
sw ,a.
Rappelons que sw = gwsg
−1
w . On pose Tw =
gwT1 et Ls,w = (ad g−1w )
∗Ls. En fait, L′w¯ est la restriction
de Ls,w a` Z(Lw¯). Par conse´quent, on a, pour tous z ∈ Z(Lw¯)F et x ∈ Σ
′F
w¯ ,
XAw¯,ϕw(zx) = sˆw(z)XAw¯,ϕw(x).
D’autre part, l’action de Z(Lw¯) par conjugaison sur F ′w¯ montre que, pour prouver (∗), il suffit de montrer
que
(∗∗) XAw¯ ,ϕw(uLw¯) = G(Ls,a, ωLs,a,s(a))ρ
Lw¯
sw ,a(uLw¯).
Mais, d’apre`s [DiLeMi2, proposition 2.5], on a G(Ls,a, ωLs,a,s(a)) = G(Lw¯ , ωLw¯,s(a)). Donc il suffit de
montrer, d’apre`s 22.4, que XAw¯,ϕw(uLw¯) = q
1
2 rgsem Lw¯ , ce qui de´coule de [Bon7, the´ore`me 15.10]. 
Nous allons nous inte´resser maintenant aux faisceaux-caracte`res dont le support rencontre Z(G)UGre´g.
Soit K ∈ FCar(G, (s)) dont le support rencontre Z(G)UGre´g. Notons a l’unique e´le´ment de AG∗(s) tel que
ζK = ωs(a) (voir la proposition 18.4). Alors K est une composante irre´ductible de Ind
G
Ls,a
As,a. Notons
ηK le caracte`re irre´ductible de W (s)
a correspondant.
Lemme 22.6. Soit z ∈ Z(G) et supposons que le support de K contienne zUre´g. Alors ηK = ωˆs(z).
De´monstration - Quitte a` translater K par un e´le´ment de Z(G) (c’est-a`-dire, d’apre`s le the´ore`me 19.4,
a` multiplier ηK par un caracte`re line´aire de AG∗(s)), on peut supposer que le support de K contient
U
G
re´g. En utilisant les constructions de [Bon7, partie I], on s’aperc¸oit, en utilisant [Bon7, corollaire 6.7],
que l’on peut supposer que L′ = Qℓ. Dans ce cas, il de´coule de la de´finition de Θ et [Bon7, corollaire 6.2]
que ηK = 1. 
Corollaire 22.7. Soit K ∈ FCar(G, (s))F dont le support rencontre zU∧re´g, pour un z ∈ Z(G)
F . Posons
τ = ωˆ1s(z) et notons τ˜ l’extension de τ a` AG∗(s)⋊ < φ1 > qui est triviale sur < φ1 >. Alors
XK,ϕs,a,τ˜ = G(Ls,a, ωLs,a,s(a))ρˆsα,a,τ .
De´monstration - Cela re´sulte imme´diatement du the´ore`me 22.5, du lemme 22.6 et de la proposition
17.15 (e). 
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Chapitre VII. Groupes de type A
Hypothe`se : Dore´navant, et ce jusqu’a` la fin de cet article, nous supposerons que
toutes les composantes quasi-simples de G sont de type A. Nous supposerons aussi que
δ = 1, c’est-a`-dire que F : G˜→ G˜ est un endomorphisme de Frobenius.
Rappelons que l’hypothe`se ci-dessus implique que la formule de Mackey a lieu dans G (voir the´ore`me
10.12). Le but de ce chapitre est d’obtenir un parame´trage des caracte`res irre´ductibles de GF et de
montrer, lorsque q est assez grand, que la conjecture de Lusztig a lieu.
23. Description de Cent(GF , [s])
23.A. Structure de W (s)⋊ < φ1 >. Notons ici Φ(1),. . . , Φ(r) les composantes irre´ductibles de Φs et
posons Φ+(i) = Φ
+
s ∩ Φ(i) et ∆(i) = ∆ ∩ Φ(i). Notons W(i) le groupe de Weyl du syste`me de racines Φ(i).
Alors W ◦(s) = W(1) × · · · ×W(r).
Chaque W(i) est isomorphe a` un groupe syme´trique et AG∗(s) permute les W(i). Il est possible de
choisir une famille d’isomorphismes W(i) ≃ Sni (ou` ni est un entier naturel > 2 et
∑r
i=1 ni = n) telle
que AG∗(s) agisse seulement par permutation des composantes. Une fois un tel choix d’isomorphismes
effectue´, il existe ws ∈ W
◦(s) tel que wsF
∗ (ou wsφ1) agisse sur W
◦(s) seulement par permutation des
composantes. Il n’est pas de´fini de manie`re unique car le centre de W ◦(s) n’est pas force´ment trivial.
Cependant, cette non unicite´ ne peut se produire que lorsqu’il existe des i tels que ni = 2. Si ni = 2,
nous supposerons que la composante de ws dans W(i) est e´gale a` 1. Cela de´finit ws de fac¸on unique. S’il
est ne´cessaire de pre´ciser, nous le noterons wG,s.
Lemme 23.1. ws commute avec les e´le´ments de AG∗(s).
De´monstration - Soit a ∈ AG∗(s). Alors F ∗(a) ∈ AG∗(s). D’autre part, [wsφ1, a] agit sur W ◦(s)
seulement par permutation des composantes. Or, [wsφ1, a] = ws
F∗(a)ws ∈W ◦(s). Par suite, ws F
∗(a)ws
est central dans W ◦(s) et donc e´gal a` 1 compte tenu du choix pre´cis fait pour ws. 
23.B. Fonctions absolument cuspidales. Nous rappelons la description de l’espace des fonctions
absolument cuspidales dans notre cas [Bon5, the´ore`me 4.3.3] :
The´ore`me 23.2. Si a ∈ AG∗(s)F
∗
, alors
Cus(GF , [s], a) =
{
Qℓρ˙s,a si ωs(a) ∈ Z
∧
cus(G),
0 sinon.
Corollaire 23.3. Soit a ∈ AG∗(s)F
∗
. Alors l’application R[s, a] :
(
Cent(W ◦(s)aφ1)
)AG∗ (s)F∗
→
Cent(GF , [s], a) est une isome´trie bijective (pour les produits scalaires 〈, 〉s,a et 〈, 〉GF ).
De´monstration - Le fait que R[s, a] est une isome´trie a e´te´ montre´ dans la proposition 17.18. Il nous
reste a` montrer la surjectivite´ de R[s, a]. Puisque la formule de Mackey a lieu dans G (voir the´ore`me
10.12), on a
Cent(GF , [s], a) = ⊕
L∈Ls,a
RGL (Cus(L
F , [s], a)),
ou` Ls,a est l’ensemble des sous-groupes de Levi F -stables de G dont un dual L∗ contient s et tels que
a ∈ AL∗(s)F
∗
. Mais, d’apre`s le the´ore`me 23.2, on a
Cent(GF , [s], a) = ⊕
L∈Ls,a,cus
QℓR
G
L ρ˙
L
s,a,
ou` Ls,a,cus est l’ensemble des L ∈ Ls,a tels que ωL,s(a) ∈ Z∧cus(L). Il suffit alors de montrer que, si L
∗ est
un sous-groupe de Levi F ∗-stable deG∗ contenant s et ve´rifiant que a ∈ AL∗(s) et ωL,s(a) ∈ Z∧cus(L), alors
L∗ est conjugue´ sous C◦G∗(s) a` un Ls,a,w pour un w ∈W
◦(s)a. Reprenons les notations du §17.D (W ◦L(s),
WL(s), AL∗(s) et wL). Alors wL commute avec a et est le type du tore C
◦
L∗(s) (voir corollaire 8.11 (a)).
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Par suite, on peut supposer que C◦L∗(s) = T
∗
wL . Puisque ωL,s(a) ∈ Z
∧
cus(L), on a L
∗ = CG∗(((T
∗
wL )
a)◦),
ce qui montre que L∗ est conjugue´ sous C◦G∗(s) a` Ls,a,wL . 
23.C. Une autre isome´trie. Fixons encore a ∈ AG∗(s)F
∗
. L’e´le´ment wsφ1 agit surW
◦(s)a par permu-
tation des composantes donc, d’apre`s 27.6, on a une isome´trie bijective naturelle entre Cent(W ◦(s)aφ1) =
Cent(W ◦(s)awsφ1) et Cent(W
◦(s)<a,wsφ1>). Cette isome´trie commute a` l’action de AG∗(s)
F∗ . De meˆme,
a agissant par permutation des composantes de W ◦(s)wsF
∗
, on a une isome´trie bijective naturelle entre
Cent(W ◦(s)<a,wsφ1>) et Cent(W ◦(s)wsF
∗
a) commutant a` l’action de AG∗(s)
F∗ . Nous noterons
σs,a : Cent(W
◦(s)wsF
∗
a) −→ Cent(W ◦(s)aφ1)
la composition de ces isome´tries. Posons alors R[s, a] = R[s, a] ◦ σs,a. Notons que, si b ∈ AG∗(s)F
∗
et si
f ∈ Cent(W ◦(s)wsF
∗
a), alors, d’apre`s 17.17, on a
(23.4) R[s, a]bf = R[s, a]f .
L’application σs,a se restreint en une isome´trie bijective toujours note´e
σs,a :
(
Cent(W ◦(s)wsF
∗
a)
)AG∗ (s)F∗
−→
(
Cent(W ◦(s)aφ1)
)AG∗(s)F∗
a` condition de munir
(
Cent(W ◦(s)wsF
∗
a)
)AG∗(s)F∗ du produit scalaire 〈, 〉′s,a = 1|AG∗(s)F∗ | 〈, 〉W◦(s)wsF∗a.
L’application R[s, a] :
(
Cent(W ◦(s)wsF
∗
a)
)AG∗ (s)F∗ → Cent(GF , [s], a) est alors une isome´trie bijective
(pour les produits scalaires 〈, 〉′s,a et 〈, 〉GF ). Faisons l’identification isome´trique canonique
Cent(W (s)wsF
∗
) =
⊥
⊕
a∈AG∗(s)F
∗
(
Cent(W ◦(s)wsF
∗
a)
)AG∗(s)F∗
et, a` travers cette identification, posons
R[s] = ⊕
a∈AG∗ (s)F
∗
R[s, a].
On a alors :
Proposition 23.5. L’application R[s] : Cent(W (s)wsF
∗
) −→ Cent(GF , [s]) est une isome´trie bijective.
Si cela s’ave`re ne´cessaire, nous noterons σGs,a, R[s, a]
G et R[s]G les applications σs,a, R[s, a] et R[s].
23.D. Quelques proprie´te´s de l’isome´trie R[s]. Nous allons commencer par e´tudier l’action de
H1(F,Z(G)) a` travers cette isome´trie. Si z ∈ H1(F,Z(G)) et si f ∈ Cent(W (s)wsF
∗
), alors
(23.6) τGz R[s]f = R[s]fωˆ0s(z),
ou` ωˆ0s(z) est vu comme un caracte`re line´aire de W (s)
wsF
∗
=W ◦(s)wsF
∗
⋊AG∗(s)
F∗ .
Nous allons maintenant e´tudier un cas particulier d’induction de Lusztig. Un sous-groupe de Levi
L∗ de G∗ est dit (s,G∗)-de´ploye´ s’il est F ∗-stable et s’il contient T∗ws . Un sous-groupe de Levi L de
G est dit (s,G)-de´ploye´ s’il est F ∗-stable et s’il contient Tws . Nous allons ici calculer l’induction de
Lusztig RGL : Cent(L
F , [s])→ Cent(GF , [s]) lorsque L est (s,G)-de´ploye´ en utilisant les isome´tries R[s]L
et R[s]G. Mais avant cela, nous allons e´tudier quelques-unes des proprie´te´s de ces sous-groupes de Levi.
Soit L un sous-groupe de Levi (s,G)-de´ploye´. Notons L∗ un sous-groupe de Levi F ∗-stable de G∗
contenant T∗ws tel que le triplet (L
∗,T∗ws , F
∗) soit dual de (L,Tws , F ). Par de´finition, L
∗ est (s,G∗)-
de´ploye´. Comme dans §17.D, de´finissons un sous-groupe parabolique standard W ◦L(s) de W
◦(s) ainsi
qu’un e´le´ment wL de W
◦(s). Notons wL,s l’e´le´ment de W
◦
L(s) de´fini comme ws. Alors il est possible de
choisir wL et wL,s tels que ws = wL,swL. Par suite W
◦
L(s)wLφ1 = W
◦
L(s)wsφ1 et l’application R[s]
L est
une isome´trie Cent(WL(s)
wsF
∗
)
∼
→ Cent(LF , [s]).
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Proposition 23.7. Soit L un sous-groupe de Levi (s,G)-de´ploye´ de G. Alors le diagramme
Cent(WL(s)
wsF
∗
)
R[s]L
//
Ind
W (s)wsF
∗
WL(s)wsF
∗

Cent(LF , [s])
RGL

Cent(W (s)wsF
∗
)
R[s]G
// Cent(GF , [s])
est commutatif.
De´monstration - Soit a ∈ AL∗(s)
F∗ . Soit f une fonction centrale sur W ◦L(s)
wsF
∗
a invariante par
l’action de AL∗(s)
F∗ . Notons f# son extension par 0 en une fonction centrale sur WL(s)
wsF
∗
. Il nous
suffit de montrer que
RGLR[s]
L
f# =
(
R[s]G ◦ Ind
W (s)wsF
∗
WL(s)wsF
∗
)
(f#).
Posons I = Ind
W (s)wsF
∗
WL(s)wsF
∗ f#, g = Ind
W◦(s)wsF
∗
a
W◦
L
(s)wsF∗a
f et notons g# l’extension de g par 0 en une fonction
(pas force´ment centrale) sur W (s)wsF
∗
. Notons tout de meˆme que g# est invariante par W ◦(s)wsF
∗
-
conjugaison. On a alors
f# =
1
|AL∗(s)F
∗ |
Ind
WL(s)
wsF
∗
W◦
L
(s)wsF∗a
f
et donc
I =
1
|AL∗(s)F
∗ |
∑
a∈AG∗(s)F
∗
ag#.
Compte tenu de 23.4, on a donc
R[s]GI =
|AG∗(s)
F∗ |
|AL∗(s)F
∗ |
R[s, a]Gg .
Il nous suffit donc de montrer que
|AG∗(s)
F∗ |R[s, a]Gg = |AL∗(s)
F∗ |RGLR[s, a]
L
f .
En d’autres termes, nous devons montrer que le diagramme
Cent(W ◦L(s)
wsF
∗
a)
|AL∗ (s)
F∗ |R[s,a]L
//
Ind
W◦(s)wsF
∗
a
W◦
L
(s)wsF∗a

Cent(LF , [s], a)
RGL

Cent(W ◦(s)wsF
∗
a)
|AG∗(s)
F∗ |R[s,a]G
// Cent(GF , [s], a),
est commutatif. Cela de´coule de la commutativite´ du diagramme 27.8 et de la proposition 17.24. 
Nous terminons par une formule exprimant R[s]f dans un cas particulier. Si ξ est un caracte`re line´aire
de AG∗(s)
F∗ , nous verrons ξ comme une fonction centrale sur W (s)wsF
∗
comme dans la formule 23.6.
Proposition 23.8. Supposons que la conjecture (G) a lieu dans G. Soit ξ ∈ (AG∗(s)F
∗
)∧. Alors
R[s]ξ = εGεC◦
G∗
(s)ρs,ξ.
De´monstration - Notons 1s,a la fonction sur W
◦(s)wsF
∗
a constante et e´gale a` 1. Alors σs,a(1s,a) est
constante et e´gale a` 1. Puisque ξ =
∑
a∈AG∗(s)F
∗ ξ(a)1s,a, on a
R[s]ξ =
∑
a∈AG∗(s)F
∗
ξ(a)R[s, a]σs,a(1s,a).
Il suffit alors d’utiliser 17.1 et la proposition 17.22. 
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23.E. Caracte`res irre´ductibles de GF . Nous allons montrer ici que, si η est un caracte`re irre´ductible
de W (s)wsF
∗
, alors ±R[s]η est un caracte`re irre´ductible de GF . Nous aurons cependant besoin de la
conjecture (G) ce qui, a` l’heure actuelle, restreint le domaine de validite´ de ce re´sultat au cas ou` q est
grand. Sachant que c’est une fonction centrale de norme 1, il suffit de montrer que c’est un caracte`re
virtuel de GF . Pour cela, nous utiliserons le corollaire 28.3 ainsi que les propositions 23.7 et 23.8.
The´ore`me 23.9. Supposons que la conjecture (G) a lieu dans G. Soit η ∈ Cent(W (s)wsF
∗
). Alors
R[s]η ∈ ±E(GF , [s]) si et seulement si η ∈ ± IrrW (s)wsF
∗
.
De´monstration - Nous allons commencer par montrer le lemme suivant :
Lemme 23.10. Soit W1 un sous-groupe parabolique wsF
∗-stable de W ◦(s) et soit A1
son normalisateur dans AG∗(s)
F∗ . Alors il existe un sous-groupe de Levi (s,G)-de´ploye´
de G tel que WL(s) = W1 ⋊A1.
De´monstration - On peut identifier le groupe W1 ⋊A1 a` un sous-groupe F -stable de
NG(Tws)/Tws . Posons alors
L = CG((T
W1⋊A1
ws )
◦).
Alors L est F -stable et (s,G)-de´ploye´. D’autre part, d’apre`s le lemme 3.3, on aW ◦L(s) =
W1. Il est de plus clair que WL(s) contient W1⋊A1. Comme A1 est le normalisateur de
W ◦L(s) = W1 dans AG∗(s), on en de´duit que WL(s) =W1 ⋊A1. 
Il re´sulte du corollaire 28.3, du lemme 23.10 et de la proposition 23.8 que, si η ∈ Z IrrW (s)wsF
∗
,
alors R[s]η est une combinaison line´aire, a` coefficients dans Z, de caracte`res virtuels de la forme R
G
L ρ,
ou` L est un sous-groupe de Levi (s,G)-de´ploye´ de G et ρ ∈ E(LF , [s]) est un caracte`re semi-simple. En
particulier, R[s]η est un caracte`re virtuel. Par suite, si η est de plus irre´ductible, R[s]η est un caracte`re
virtuel de norme 1, donc c’est, au signe pre`s, un caracte`re irre´ductible. 
Comme conse´quence directe de la preuve du the´ore`me pre´ce´dent, on obtient :
Corollaire 23.11. Supposons que la conjecture (G) a lieu dans G. Notons S l’ensemble des couples
(L, ρ) ou L est un sous-groupe de Levi (s,G)-de´ploye´ de G et ρ ∈ E(LF , [s]) est un caracte`re semi-simple.
Soit γ ∈ Cent(GF , [s]). Alors les assertions suivantes sont e´quivalentes :
(1) γ ∈ ZE(GF , [s]).
(2) γ ∈ ⊕
(L,ρ)∈S
ZRGL ρ.
(3) Pour tout (L, ρ) ∈ S, 〈∗RGL γ, ρ〉LF ∈ Z.
Corollaire 23.12. Supposons que la conjecture (G) a lieu dans G. Notons R l’ensemble des couples
(L, χ) ou L est un sous-groupe de Levi (s,G)-de´ploye´ de G et χ ∈ E(LF , [s]) est un caracte`re re´gulier.
Soit γ ∈ Cent(GF , [s]). Alors les assertions suivantes sont e´quivalentes :
(1) γ ∈ ZE(GF , [s]).
(2) γ ∈ ⊕
(L,χ)∈R
ZRGL χ.
(3) Pour tout (L, χ) ∈ R, 〈∗RGL γ, χ〉LF ∈ Z.
23.F. Signes. Nous allons terminer cette section en expliquant comment de´terminer le signe intervenant
dans le the´ore`me 23.9. Plus pre´cise´ment, soit η ∈ IrrW (s)wsF
∗
. D’apre`s le the´ore`me 23.9, il existe un
unique εη ∈ {1,−1} tel que εηR[s]η soit un caracte`re irre´ductible deGF . Pour calculer εη, nous rappelons
la construction des caracte`res irre´ductibles de G˜F par Lusztig et Srinivasan [LuSr] dans le cadre de la
the´orie de Deligne-Lusztig. Si χ est un caracte`re irre´ductible F ∗-stable de W (s˜) = W ◦(s˜) = W ◦(s),
nous noterons χˆ son extension pre´fe´re´e (au sens de [Lu6, chapitre IV, §17]) au groupe W (s˜)⋊ < φ1 >.
Rappelons aussi que l’isome´trie R(s˜) : Cent(W (s˜)φ1)→ Cent(G˜F , (s˜)) a e´te´ de´finie dans l’exemple 17.16.
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The´ore`me 23.13 (Lusztig-Srinivasan). Si χ est un carcte`re irre´ductible F ∗-stable de W (s˜), alors
la fonction centrale εG˜εCG˜∗(s˜)R(s˜)χˆ est un caracte`re irre´ductible de G˜
F appartenant a` E(G˜F , (s˜)). De
plus, l’application
(IrrW (s˜))F
∗
−→ E(G˜F , [s˜])
χ 7−→ εG˜εCG˜∗(s˜)R(s˜)χˆ
est bijective.
Notons I(W ◦(s), AG∗(s), F ∗) l’ensemble des couples (χ, ξ) ou` χ ∈ (IrrW ◦(s))F
∗
et ξ ∈ (AG∗(s, χ)F
∗
)∧.
Si (χ, ξ) ∈ I(W ◦(s), AG∗(s), F ∗), on note χφ le caracte`re irre´ductible de W ◦(s)wsF
∗
correspondant a` χ
par la bijection 27.4. Si AG∗(s, χ) de´signe le stabilisateur de χ dans AG∗(s), alors AG∗(s, χ)
F∗ est le
stabilisateur de χφ dans AG∗(s)
F∗ . Notons χ˜φ l’extension canonique de χφ a` W
◦(s)wsF
∗
⋊AG∗(s, χ)
F∗
(voir proposition 27.1). Posons alors
ηχ,ξ = Ind
W (s)wsF
∗
W◦(s)wsF∗⋊AG∗(s,χ)F
∗ (χ˜φ ⊗ ξ).
Le groupe AG∗(s)
F∗ agit sur I(W ◦(s), AG∗(s), F ∗) par conjugaison sur la premie`re composante. D’apre`s
27.2, l’application
(23.14)
I(W ◦(s), AG∗(s), F ∗) −→ IrrW (s)wsF
∗
(χ, ξ) 7−→ ηχ,ξ
est surjective et ses fibres sont les orbites sous AG∗(s)
F∗ . Notons maintenant χ˜ l’extension canonique de
χ a` W ◦(s)⋊ < wsφ1 >=W
◦(s)⋊ < φ1 >.
Proposition 23.15. Soit χ un caracte`re irre´ductible F ∗-stable de W ◦(s). Alors
ResG˜
F
GF R(s˜)χ˜ =
∑
ξ∈(AG∗ (s,χ)F
∗ )∧
R[s]ηχ,ξ .
De´monstration - On a ∑
ξ∈(AG∗(s,χ)F
∗)∧
ηχ,ξ = Ind
W (s)wsF
∗
W◦(s)wsF∗
χφ.
Cette fonction centrale est nulle en dehors deW ◦(s)wsF
∗
et co¨ıncide avec
∑
a∈AG∗(s)F
∗
aχφ surW
◦(s)wsF
∗
.
Compte tenu de 23.4, on a ∑
ξ∈(AG∗(s,χ)F
∗ )∧
R[s]ηχ,ξ = |AG∗(s)
F∗ | ×R[s, 1]χφ .
Mais, par construction, R[s, 1]χφ = R(s, 1)χ˜. Le re´sultat de´coule alors de la proposition 11.5 (a). 
D’apre`s [Lu6, chapitre IV, §17], il existe un unique εχ ∈ {1,−1} tel que χˆ = εχχ˜ sur W ◦(s)φ1. Ce
signe est de´termine´ a` partir des deux exemples extreˆmes suivants :
Exemple 23.16 - Si ws = 1, alors εχ = 1 (voir corollaire 29.3). 
Exemple 23.17 - Si C◦G∗(s) est quasi-simple et si ws 6= 1, alors, d’apre`s [Lu6, chapitre IV, §17.2 (a)],
on a εχ = (−1)aχ , ou` aχ est le a-invariant attache´ a` χ (voir [Lu6, §16.2]). 
Il re´sulte alors de la proposition 23.15 et du the´ore`me de Lusztig-Srinivasan que :
Corollaire 23.18. Si (χ, ξ) ∈ I(W ◦(s), AG∗(s), F ∗), alors εηχ,ξ = εGεC◦
G∗
(s)εχ.
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24. Conjecture de Lusztig
Dore´navant, nous noterons E ′(GF , [s]) l’ensemble {εηR[s]η | η ∈ IrrW (s)wsF
∗
}. Il est vraisemblable
qu’en ge´ne´ral E ′(GF , [s]) = E(GF , [s]). Cependant, nous ne sommes pour l’instant capable de le prouver
que lorsque q est assez grand (voir le the´ore`me 23.9). Nous travaillerons ne´anmoins avec cet ensemble.
Nous posons E ′(GF , (s)) =
∐
α∈H1(F∗,AG∗(s))
E ′(GF , [sα]).
24.A. Familles. Reprenons les notations pre´ce´dant le lemme 9.14. Si α ∈ H1(F ∗, AG∗(s)), soit δ(α)
l’e´le´ment de AG∗(s) repre´sente´ par g
−1
α F (gα). En fait, l’application δ : H
1(F ∗, AG∗(s)) → AG∗(s) est
une section du morphisme canonique AG∗(s)→ H1(F ∗, AG∗(s)). Ce n’est en ge´ne´ral pas un morphisme
de groupes.
Le groupe W (sα) est naturellement isomorphe a` W (s) (graˆce a` la conjugaison par gα), mais nous
devons le munir d’un automorphisme de Frobenius diffe´rent δ(α)F ∗. Par exemple, on a une application
surjective (voir 23.14)
I(W ◦(s), AG∗(s), δ(α)F
∗) −→ IrrW (s)wsαF
∗
qui induit une application surjective
I(W ◦(s), AG∗(s), δ(α)F
∗) −→ E ′(GF , [sα]).
On en de´duit une troisie`me application surjective
(24.1)
∐
α∈H1(F∗,AG∗(s))
I(W ◦(s), AG∗(s), δ(α)F
∗) −→ E ′(GF , (s)).
Les fibres de cette application sont des AG∗(s)
F∗ -orbites (en effet, puisque AG∗(s) est abe´lien, on a
AG∗(s)
aF∗ = AG∗(s)
F∗ pour tout a ∈ AG∗(s)). Nous allons ici donner une autre description de cette
surjection en termes de familles.
Soit χ un caracte`re irre´ductible de W ◦(s). S’il existe α ∈ H1(F ∗, AG∗(s)) tel que χ est δ(α)F ∗-stable,
alors l’orbite de χ sous AG∗(s) est F
∗-stable. Re´ciproquement, si l’orbite de χ sous AG∗(s) est F
∗-stable,
alors il existe α ∈ H1(F ∗, AG∗(s)) et a ∈ AG∗(s) tels que χ = a
−1δ(α)F∗(a)(F
∗
χ). En particulier, aχ est
δ(α)F ∗-stable. Nous allons donc utiliser les AG∗(s)-orbites F
∗-stables de caracte`res irre´ductibles pour
regrouper les e´le´ments de E(GF , (s)) en familles. On note
µχ : H
1(F ∗, AG∗(s, χ)) −→ H
1(F ∗, AG∗(s))
le morphisme naturel de groupes.
Si χ est un caracte`re irre´ductible de W ◦(s), nous noterons [χ] son orbite sous AG∗(s). On note
AG∗(s)\ IrrW ◦(s) l’ensemble de ces orbites. Fixons un e´le´ment F ∗-stable [χ] ∈ AG∗(s)\ IrrW ◦(s).
Alors, d’apre`s le calcul pre´ce´dent, on peut choisir χ de sorte que χ soit δ(αχ)F
∗-stable pour un αχ ∈
H1(F ∗, AG∗(s)). Bien suˆr, le couple (χ, αχ) n’est pas uniquement de´termine´ par [χ]. De plus, l’e´le´ment
αχ n’est pas force´ment de´termine´ par le choix de χ.
Soit maintenant (ξ, α) ∈ M(AG∗(s, χ), F
∗). Alors il existe a ∈ AG∗(s) tel que
a−1δ(µχ(α)αχ)δ(αχ)
−1F ∗(a) ∈ AG∗(s, χ)
et repre´sente α. On pose alors
χα =
aχ.
Le caracte`re χα est de´termine´ a` AG∗(s)
F∗ -conjugaison pre`s et il est facile de ve´rifier que χα est stable
sous l’action de δ(µχ(α)αχ)F
∗. On pose alors
(24.2) R(s, χ, αχ)α,ξ = εGεC◦
G∗
(s)εχR[sµχ(α)αχ ]ηχα,ξ ∈ E
′(GF , (s)).
Alors la fonction centrale R(s, χ, αχ)α,ξ de´pend uniquement du choix de χ, αχ et δ : rappelons que c’est
un caracte`re irre´ductible, du moins lorsque q est assez grand (voir le the´ore`me 23.9 et le corollaire 23.18).
Proposition 24.3. Soient (ξ, α) et (ξ′, α′) deux e´le´ments de M(AG∗(s, χ), F ∗). Alors R(s, χ, αχ)α,ξ =
R(s, χ, αχ)α′,ξ′ si et seulement si (ξ, α) = (ξ
′, α′).
De´monstration - Soient (ξ, α) et (ξ′, α′) deux e´le´ments de M(AG∗(s, χ), F ∗) tels que R(s, χ, αχ)α,ξ =
R(s, χ, αχ)α′,ξ′ . Alors, par construction, on sait que µχ(α) = µχ(α
′), les caracte`res χα et χα′ sont
conjugue´s sous AG∗(s)
F∗ et ξ = ξ′ (d’apre`s la proposition 23.14). Soient a et a′ deux e´le´ments de AG∗(s)
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tels que a−1δ(µχ(α)αχ)δ(αχ)
−1F ∗(a) et a′−1δ(µχ(α
′)αχ)δ(αχ)
−1F ∗(a′) appartiennent a` AG∗(s, χ) et
repre´sentent α et α′ respectivement. Alors, puisque χα =
aχ et χα′ =
a′χ sont conjugue´s sous AG∗(s)
F∗ ,
il existe b ∈ AG∗(s, χ) et c ∈ AG∗(s)
F∗ tels que a′ = abc. Cela montre que α = α′. 
Si on note E(GF , (s), [χ]) l’ensemble {R(s, χ, αχ)α,ξ | (ξ, α) ∈ M(AG∗(s, χ), F ∗)}, alors E(GF , (s), [χ])
ne de´pend que de [χ] et non du choix de χ et αχ. On a alors
(24.4) E ′(GF , (s)) =
∐
[χ]∈
(
AG∗(s)\ IrrW◦(s)
)F∗ E(GF , (s), [χ])
et la proposition 24.3 montre qu’il y a une bijection
(24.5) M(AG∗(s, χ), F ∗)
∼ // E(GF , (s), [χ])
pour tout [χ] ∈
(
AG∗(s)\ IrrW ◦(s)
)F∗
. Cette bijection de´pend du choix de χ, αχ, δ. Nous noterons
Cent(GF , (s), [χ]) le sous-Qℓ-espace vectoriel de Cent(G
F , (s)) engendre´ par E(GF , (s), [χ]). On a, d’apre`s
24.4,
(24.6) Cent(GF , (s)) =
⊥
⊕
[χ]∈
(
AG∗(s)\ IrrW◦(s)
)F∗ Cent(GF , (s), [χ])
24.B. Transformation de Fourier. Fixons χ ∈ IrrW ◦(s)
)F∗
dont la AG∗(s)-orbite est F
∗-stable et
soit αχ un e´le´ment de H
1(F ∗, AG∗(s)) tel que χ soit δ(αχ)F
∗-stable. Si (ξ, α) ∈ M(AG∗(s, χ), F ∗),
notons R(s, χ, αχ)α,ξ la fonction centrale de´finie pre´ce´demment graˆce a` ce choix-ci via 24.2.
Si (a, τ) ∈ M∨(AG∗(s, χ), F ∗), posons
Rˆ(s, χ, αχ)a,τ =
1
|AG∗(s, χ)F
∗ |
∑
(ξ,α)∈M(AG∗(s,χ),F∗)
ξ(a)−1τ(α)R(s, χ, αχ)α,ξ.
Alors (Rˆ(s, χ, αχ)a,τ )(a,τ)∈M∨(AG∗ (s,χ),F∗) est une base orthonormale de Cent(G
F , (s), [χ]). La proposi-
tion suivante de´crit l’action de H1(F,Z(G)) et de Z(G)F sur Cent(GF , (s), [χ]) dans cette base.
Proposition 24.7. Soit (a, τ) ∈ M∨(AG∗(s, χ), F ∗). Alors :
(a) Rˆ(s, χ, αχ)a,τ ∈ Cent(GF , (s), a).
(b) Soit z ∈ Z(G)F . Notons τz la restriction a` H1(F ∗, AG∗(s, χ)) du caracte`re line´aire ωˆ1s(z¯) de
H1(F ∗, AG∗(s)), ou` z¯ de´signe la classe de z dans Z(G)F . Alors
tGz Rˆ(s, χ, αχ)a,τ = sˆαχ(z)Rˆ(s, χ, αχ)a,ττz .
De´monstration - La premie`re assertion de´coule imme´diatement de la de´finition. La deuxie`me de´coule
du lemme 9.14 et de la remarque 11.1 (d). 
24.C. Conjecture de Lusztig. Fixons un caracte`re χ de W ◦(s) et un e´le´ment αχ de H
1(F ∗, AG∗(s))
tels que δ(αχ)F
∗
χ = χ. Soit (a, τ) ∈ M∨(AG∗(s, χ), F ∗). Notons χa le caracte`re irre´ductible de W ◦(s)a
associe´ a` χ par la bijection 27.4. Son stabilisateur dans AG∗(s)⋊ < φ1 > est AG∗(s, χ)⋊ < δ(αχ)φ1 >.
On note χ˜a l’extension canonique de χa a` W
◦(s)a ⋊ (AG∗(s, χ)⋊ < δ(αχ)φ1 >). On note τ˜αχ l’extension
de τ a` AG∗(s, χ)⋊ < δ(αχ)φ1 > telle que τ˜αχ(δ(αχ)φ1) = 1. Pour finir, on pose
ηχ,a,τ = Ind
W (s)a
W◦(s)a⋊AG∗(s,χ)
(χ˜a ⊗ τ)
et η˜χ,αχ,a,τ = Ind
W (s)a⋊<φ1>
W◦(s)a⋊(AG∗(s,χ)⋊<δ(αχ)φ1>
(χ˜a ⊗ τ˜αχ).
Alors ηχ,a,τ est un caracte`re F
∗-stable deW (s)a et η˜χ,αχ,a,τ est une extension de ηχ,a,τ a`W (s)
a⋊ < φ1 >.
The´ore`me 24.8. Avec les notation pre´ce´dentes, on a
Rˆ(s, χ, αχ)a,τ = εGεC◦
G∗
(s)εχR(s, a)η˜χ,αχ,a,τ .
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De´monstration - Quitte a` changer d’e´le´ment semi-simple F ∗-stable dans (s), on peut supposer que
αχ = 1 (rappelons qu’alors δ(αχ) = 1). D’autre part, le re´sultat ne de´pend pas du choix de la section
δ, donc nous pourrons supposer que δ(µ1(α)) ∈ AG∗(s, χ) pour tout α ∈ AG∗(s, χ). Ici, µ1 : AG∗(s) →
H1(F ∗, AG∗(s)) est l’application canonique.
Soit α ∈ AG∗(s, χ). Notons α¯ la classe de α dans H1(F ∗, AG∗(s, χ)). Alors il existe b ∈ AG∗(s) tel
que b−1δ(µ1(α))F
∗(b) = α et on pose χα =
bχ. Alors R[sµ1(α)]ηχα,ξ ne de´pend que de α¯ et est e´gal a`
R[sµχ(α¯)]ηχα¯,ξ . Par suite, si on note χα,a le caracte`re irre´ductible de W
◦(s)a associe´ a` χα par la bijection
27.4, on a
Rˆ(s, χ, αχ)a,τ =
1
|AG∗(s, χ)|
∑
α∈AG∗ (s,χ)
τ(α)−1R[sµ1(α), a]χ˜α,a .
D’autre part, si w ∈ W ◦(s)a, on a χ˜α,a(wδ(µ1(α))φ1) = χ˜a(b−1wbα) et RGLsµ1(α),w,a
ρ˙
Lsµ1(α)
,w,a
swδ(µ1(α)),a
=
RGLs,wα,a ρ˙
Ls,wα,a
swα,a . Par suite,
Rˆ(s, χ, αχ)a,τ =
1
|W ◦(s)a ⋊AG∗(s, χ)|
∑
w∈W◦(s)a⋊AG∗(s,χ)
(χ˜a ⊗ τ˜1)(wφ1)R
G
Ls,w,a
ρ˙Ls,w,asw,a ,
ce qui montre le re´sultat (voir aussi [Bon2, lemme 3.1.1]). 
Le the´ore`me 24.8 et le the´ore`me 22.5 montre la conjecture de Lusztig pour tous les groupes de type A
lorsque q est assez grand :
Corollaire 24.9 (Conjecture de Lusztig en type A). Avec les notation pre´ce´dentes, on a
Rˆ(s, χ, αχ)a,τ = εGεC◦
G∗
(s)εχG(Ls,a, ωLs,a,s(a))
−1XK(s,a)ηχ,a,τ ,η˜χ,αχ,a,τ .
25. Le groupe spe´cial line´aire
Nous pre´cisons ici, dans le cas du groupe spe´cial line´aire, quelques-uns des re´sultats obtenus dans le
chapitre pre´ce´dent. Nous e´tablissons aussi une de´composition de Jordan des caracte`res et sa compatibilite´
avec l’induction de Lusztig (voir le diagramme 25.5).
Hypothe`se : Dore´navant, et ce jusqu’a` la fin de cette section, nous fixons un groupe a`
centre connexe G˜• de type An−1 muni d’un endomorphisme de Frobenius de´ploye´ F sur
Fq et nous supposerons que G˜ est un sous-groupe de Levi F -stable de G˜•.
Notons avant de commencer que l’hypothe`se entraˆıne que ws = 1 et donc que εχ = 1 pour tout
caracte`re irre´ductible F ∗-stable χ de W ◦(s) (voir exemple 23.16). En d’autres termes, F ∗ agit sur W ◦(s)
(qui est un produit direct de groupes syme´triques) seulement par permutation des composantes.
25.A. The´orie de Harish-Chandra. Commenc¸ons par de´crire les se´ries de Harish-Chandra contenues
dans E(GF , [s]).
Proposition 25.1. On a E(GF , [s]) = E(GF ,Ls, ρLss ).
De´monstration - D’apre`s la proposition 23.5, on a |E(GF , [s])| = | IrrW (s)F
∗
|. D’apre`s 16.6, on
a |E(GF ,Ls, ρ
Ls
s )| = | IrrW (s)
F∗ |. Puisque E(GF ,Ls, ρ
Ls
s ) est contenu dans E(G
F , [s]), on a en fait
l’e´galite´ de ces deux ensembles. 
D’apre`s la proposition 25.1 et d’apre`s 16.6, on obtient une bijection
IrrW (s)F
∗
−→ E(GF , [s])
η 7−→ Rη[s].
En fait, cette bijection co¨ıncide avec celle obtenue via l’isome´trie R[s], du moins lorsque q est assez grand :
The´ore`me 25.2. Si la conjecture (G) a lieu dans G, alors Rη[s] = εGεC◦
G∗
(s)R[s]η pour tout η ∈
IrrW (s)F
∗
.
86
De´monstration - Soit W1 un sous-groupe parabolique standard F
∗-stable de W ◦(s) et soit A1 son
normalisateur dans AG∗(s)
F∗ . Alors, par le meˆme raisonnement que dans la preuve du lemme 23.10, on
a W1 ⋊A1 =WL(s) pour
L = CG
(
(T
W1⋊(A1⋊<φ1>)
1 )
◦
)
.
Le groupe L est en fait G-de´ploye´. Donc, compte tenu du corollaire 28.3, de la proposition 23.7 et
du the´ore`me 16.10 (c), il suffit de montrer le re´sultat lorsque η se factorise en un caracte`re line´aire de
AG∗(s)
F∗ . Cela de´coule alors de 16.7, du the´ore`me 16.10 (b) et de la proposition 23.8. 
La preuve du the´ore`me 25.2 montre e´galement la version suivante plus pre´cise du corollaire 23.11. Il
n’y a pas besoin d’hypothe`se sur q car on peut passer par la the´orie de Harish-Chandra et le the´ore`me
16.10 (c).
Corollaire 25.3. Notons Sd l’ensemble des couples (L, ρ) ou L est un sous-groupe de LeviG-de´ploye´ deG
dont un dual L∗ dans G∗ contient s et ρ ∈ E(LF , [s]) est un caracte`re semi-simple. Soit γ ∈ Cent(GF , [s]).
Alors les assertions suivantes sont e´quivalentes :
(1) γ ∈ ZE(GF , [s]).
(2) γ ∈ ⊕
(L,ρ)∈Sd
ZRGL ρ.
(3) Pour tout (L, ρ) ∈ Sd, 〈∗RGL γ, ρ〉LF ∈ Z.
Corollaire 25.4. Notons Rd l’ensemble des couples (L, χ) ou L est un sous-groupe de Levi G-de´ploye´ de
G dont un dual L∗ dans G∗ contient s et χ ∈ E(LF , [s]) est un caracte`re re´gulier. Soit γ ∈ Cent(GF , [s]).
Alors les assertions suivantes sont e´quivalentes :
(1) γ ∈ ZE(GF , [s]).
(2) γ ∈ ⊕
(L,χ)∈Rd
ZRGL χ.
(3) Pour tout (L, χ) ∈ Rd, 〈
∗RGL γ, χ〉LF ∈ Z.
25.B. De´composition de Jordan. D’apre`s [Bon2, proposition 6.4.3], l’application i∗ induit une bijec-
tion entre E(i∗−1(CG∗(s))F
∗
, 1) et E(CG∗(s)F
∗
, 1). Par suite, d’apre`s [Bon2, 7.4.3], on a une bijection
IrrW (s)F
∗
−→ E(CG∗(s)F
∗
, 1)
η 7−→ Rs,η.
On obtient donc une bijection
ℵG,s : E(GF , [s]) −→ E(CG∗(s)F
∗
, 1)
Rη[s] 7−→ Rs,η
appele´e de´composition de Jordan des caracte`res de GF .
Soit L un sous-groupe de Levi F -stable de G et soit L∗ un sous-groupe de Levi F ∗-stable de G∗ dual
de L et contenant s. D’apre`s le the´ore`me 25.2, d’apre`s la proposition 17.24 et d’apre`s [Bon2, the´ore`me
7.6.1], le diagramme
(25.5)
ZE(LF , [s])
ℵL,s
//
εGεLR
G
L

ZE(CL∗(s)F
∗
, 1)
εC◦
G∗
(s)εC◦
L∗
(s)R
CG∗(s)
CL∗ (s)

Z(E(GF , [s])
ℵG,s
// ZE(CG∗(s)F
∗
, 1)
est commutatif lorsque la conjecture (G) a lieu dans G.
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26. Questions en suspens
1. Il serait inte´ressant d’e´tudier les questions aborde´es dans ce chapitre (se´ries de Harish-Chandra,
de´composition de Jordan) dans le cas des groupes de type A non ne´cessairement de´ploye´s. Concernant
la question de la de´composition de Jordan, il faudrait e´tablir l’analogue de la bijection [Bon2, 7.4.3]. La
commutativite´ de l’analogue du diagramme 25.5 est alors purement formelle.
2. A` travers le the´ore`me 23.9, on obtient un parame´trage des caracte`res irre´ductibles de GF par les
paires (χ, ξ) en utilisant seulement un caracte`re de Gelfand-Graev de GF . Un autre parame´trage par
les paires (χ, ξ) a e´te´ obtenu par Shoji [Sh2] (ou encore [Bon5]) en utilisant les caracte`res de Gelfand-
Graev ge´ne´ralise´s. Il serait inte´ressant de relier ces deux parame´trages. Cela permettrait de relier les
transforme´es de Fourier introduites ici et les caracte`res fantoˆmes de´finis par Shoji dans [Sh3].
3. L’e´criture d’un algorithme effectif, a` partir des re´sultats de cet article, pour calculer la table de
caracte`res des groupes re´ductifs connexes de type A est maintenant the´oriquement possible. Cela reste
tout de meˆme un travail conside´rable.
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Appendice A. Produits en couronne
Nous allons rappeler dans cet appendice quelques faits sur les caracte`res de produits en couronne de
groupe finis. Nous reprendrons essentiellement ce qui est fait dans [Bon2, §2].
Dans cet appendice, r, d1,. . . , dr de´signeront des entiers naturels non nuls. On se fixe des groupes
finis G1,. . . , Gr et on pose
G◦ =
r∏
i=1
(G1 × · · · ×Gr︸ ︷︷ ︸
di fois
).
On fixe aussi un morphisme de groupes A→ Sd1 × · · · ×Sdr . Alors A agit sur G
◦ via ce morphisme par
permutations des composantes et on pose
G = G◦ ⋊A.
27. Extension canonique
27.A. De´finition. Si χ est un caracte`re irre´ductible de G◦, on note A(χ) son stabilisateur dans A et
G(χ) son stabilisateur dans G. On a G(χ) = G◦ ⋊ A(χ). La proposition suivante est classique et sa
preuve peut par exemple eˆtre trouve´e dans [Bon2, Proposition 2.3.1] :
Proposition 27.1. Soit χ un caracte`re irre´ductible de G◦. Alors il existe une unique extension χ˜ de χ
a` G telle que χ˜(α) soit un entier naturel non nul pour tout α ∈ A(χ).
Soit I(G◦, A) l’ensemble des couples (χ, ξ) ou` χ ∈ IrrG◦ et ξ ∈ IrrA(χ). Le groupe A agit par
conjugaison sur I(G◦, A) et, par la the´orie de Clifford, l’application
(27.2)
I(G◦, A) −→ IrrG
(χ, ξ) 7−→ IndGG(χ)(χ˜⊗ ξ)
induit une bijection entre I(G◦, A)/A et IrrG.
Le caracte`re irre´ductible χ˜ de la proposition 27.1 sera appele´ l’extension canonique de χ a` G(χ). Soit
a ∈ A. Dans [Bon2, 2.2], l’auteur a construit une application
(27.3) πa : G
◦a −→ G◦a
induisant une bijection bien de´finie entre l’ensemble des classes de conjugaison de G◦⋊ < a > contenues
dans G◦a et l’ensemble des classes de conjugaison de (G◦)a ainsi qu’une bijection
(27.4)
(IrrG◦)a −→ Irr((G◦)a)
χ 7−→ χa.
Si χ ∈ (IrrG◦)a, nous noterons χ˜a la restriction de χ˜ a` G◦a. Alors (χ˜a)χ∈(IrrG◦)a est une base or-
thonormale de Cent(G◦a). Ces deux applications satisfont la proprie´te´ suivante : si χ est un caracte`re
irre´ductible de G◦ et si a ∈ A(χ), alors
(27.5) χ˜(w) = χa(πa(w))
pour tout w ∈ G◦a. Rappelons aussi que πa(a) = 1 donc χ˜(a) = χa(1). D’autre part, l’application πa
induit une application line´aire
(27.6)
π∗a : Cent((G
◦)a) −→ Cent(G◦a)
f 7−→ f ◦ πa
et l’e´galite´ 27.5 montre que c’est une isome´trie.
Exemple 27.7 - Nous rappelons ici la de´finition de ces deux applications dans un cas particulier dont
le cas ge´ne´ral peut aise´ment se de´duire par produit direct. Supposons que r = 1 et posons d = d1.
Supposons aussi que a(w1, . . . , wd) = (wd, w1, . . . , wd−1). Alors G1 ≃ (G◦)a et, via cet isomorphisme,
πa(w1, . . . , wd) = w1 . . . wd
et
IrrG1 −→ (IrrG◦)a
χ 7−→ χ⊗ · · · ⊗ χ︸ ︷︷ ︸
d fois
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est la bijection re´ciproque de la bijection 27.4. 
27.B. Induction. Fixons maintenant a ∈ A et une famille (Hij)1 6 i 6 r,1 6 j 6 di , ou` Hij est un sous-
groupe de Gi. On pose
H◦ =
r∏
i=1
(Hi1 × · · · ×Hidi)
et on suppose que H◦ est a-stable. Alors la restriction de πa a` H
◦a est l’analogue de πa pour le groupe
H◦ et on a encore une isome´trie toujours note´e π∗a : Cent((H
◦)a)→ Cent(H◦a). D’autre part, il re´sulte
de [Bon2, lemme 3.2.1] que le diagramme
(27.8)
Cent((H◦)a)
π∗a //
Ind
(G◦)a
(H◦)a

Cent(H◦a)
IndG
◦a
H◦a

Cent((G◦)a)
π∗a // Cent(G◦a)
est commutatif.
Proposition 27.9. On a :
(a) Si χ ∈ (IrrG◦)a, alors
IndGG◦a χ˜a =
∑
ξ∈IrrG(χ)/G◦
ξ(a) IndGG(χ)(χ˜⊗ ξ).
(b) L’application IndGG◦a a pour image l’espace des fonctions centrales sur G qui s’annulent en dehors
de G◦[a], ou` [a] est la classe de conjugaison de a dans A.
De´monstration - (a) Par la transitivite´ de l’induction, on peut supposer, et nous le ferons, que G(χ) =
G. Notons A′ =< a > et G′ = G◦ ⋊A′. Nous noterons χ˜′ la restriction de χ˜ a` G′. D’apre`s 1.3, on a
IndGG◦a χ˜a = Ind
G
G′
( ∑
ξ∈A′∧
ξ(a)−1(χ˜⊗ ξ)
)
.
Par conse´quent,
IndGG◦a χ˜a = χ˜⊗
(
IndAA′(
∑
ξ∈A′∧
ξ(a)−1ξ)
)
.
Il ne reste donc plus qu’a` montrer que
IndAA′(
∑
ξ∈A′∧
ξ(a)ξ) =
∑
ξ∈IrrA
ξ(a)ξ,
ce qui est e´vident.
(b) D’apre`s les formules donne´es dans la preuve de 1.3, l’application IndG
′
G◦a a pour image l’espace des
fonctions centrales sur G′ nulles en dehors de G◦a. (b) en de´coule car toute classe de conjugaison de G
contenue dans G◦[a] rencontre G◦a. 
28. Produits en couronne de groupes syme´triques
Nous ferons dans cette section l’hypothe`se suivante :
Hypothe`se : Jusqu’a` la fin de cette section, nous fixons une famille d’entiers naturels
non nuls (ni)1 6 i 6 r et nous supposons que Gi = Sni , le groupe syme´trique de degre´ ni.
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Fixons un entier i ∈ {1, 2, . . . , r}. Notons εi : Gi → {1,−1} la signature. Si λ = (λ1, . . . , λx) est
une partition de ni, nous noterons Gi,λ le sous-groupe (parabolique) de Gi isomorphe a` Sλ1 × · · · ×Sλx
(sous-groupe de Young). Nous noterons λ∗ la partition duale de λ. Nous noterons bλ le nombre de
transpositions contenues dans Gi,λ∗ : on a
bλ =
x∑
j=1
(j − 1)λj .
Par exemple, b(ni) = 0. Notons χλ l’unique caracte`re irre´ductible commun a` Ind
Gi
Gi,λ
1Gi,λ et εi ⊗
IndGiGi,λ∗ 1Gi,λ∗ (voir [GP, the´ore`me 5.4.7]). Toujours d’apre`s [GP, the´ore`me 5.4.7], on a
(28.1) IndGiGi,λ 1Gi,λ = χλ +
∑
µ⊢ni
bµ<bλ
βλµχµ.
Revenons a` notre groupe G◦. Nous noterons P l’ensemble des familles λ = (λij)1 6 i 6 r,1 6 j 6 di ou`
λij est une partition de ni. Le groupe A agit naturellement sur P par permutations. Nous posons alors
bλ =
∑
i,j bλij ,
G◦λ =
r∏
i=1
(Gi,λi1 × · · · ×Gi,λidi )
et nous notons Aλ le stabilisateur de λ dans A, c’est-a`-dire le normalisateur de G
◦
λ dans A. On pose
Gλ = G
◦
λ ⋊Aλ.
Nous noterons χλ le caracte`re irre´ductible de G
◦ de´fini par
χλ =
r⊗
i=1
(χλi1 ⊗ · · · ⊗ χλidi ).
Il est facile de ve´rifier que
A(χλ) = Aλ.
Notons P+ l’ensemble des couples (λ, ξ) tels que λ ∈ [P/A] et ξ ∈ IrrAλ. Posons maintenant
χ+λ,ξ = Ind
G
G◦⋊Aλ(χλ ⊗ ξ)
et Πλ,ξ = Ind
G
Gλ ξ.
Alors l’application P+ → I(G◦, A), (λ, ξ) 7→ (χλ, ξ) induit une bijection entre P
+ et I(G◦, A)/A. Par
conse´quent, l’application
P+ −→ IrrG
(λ, ξ) 7−→ χ+λ,ξ
est bijective.
Proposition 28.2. Si (λ, ξ) ∈ P+, alors
Πλ,ξ = χ
+
λ,ξ +
∑
(µ,ξ′)∈P+
bµ<bλ
βλ,ξ,µ,ξ′χ
+
µ,ξ,
ou` βλ,ξ,µ,ξ′ ∈ N.
De´monstration - Tout d’abord, remarquons que, si le re´sultat de la proposition est vrai lorsque A = Aλ,
alors il est vrai dans le cas ge´ne´ral. Nous pouvons donc supposer, et nous le ferons, que A = Aλ.
Soit (µ, ξ′) ∈ P+ tel que 〈Πλ,ξ, χ
+
µ,ξ′〉G 6= 0. Alors
〈ResGG◦ Πλ,ξ,Res
G
G◦ χ
+
µ,ξ′〉G◦ 6= 0.
Mais, par la formule de Mackey
ResGG◦ Πλ,ξ = ξ(1)
∑
a∈[A/Aλ]
IndG
◦
G◦aλ
1G◦aλ
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et ResGG◦ χ
+
µ,ξ′ = ξ(1)
∑
a∈[A/Aµ]
χaµ.
Par suite, il existe a ∈ A tel que 〈IndG
◦
G◦aλ
1G◦aλ , χµ〉G◦ 6= 0. D’apre`s 28.1, ceci implique que µ =
aλ ou
que bµ < baλ = bλ. Dans le premier cas, on a alors λ = µ car λ et µ parcourent [P/A]. Il nous reste
donc a` montrer que, si ξ et ξ′ sont deux caracte`res irre´ductibles de Aλ, alors
(∗) 〈Πλ,ξ, χ
+
λ,ξ′〉G =
{
1 si ξ = ξ′
0 sinon.
Puisque A = Aλ, on a
〈Πλ,ξ, χ
+
λ,ξ′〉G = 〈ξ, ξ
′ ⊗ ResGGλ χ˜λ〉Gλ
=
1
|Aλ|
∑
a∈Aλ
ξ(a)ξ′(a)
( 1
|G◦λ|
∑
w∈G◦
λ
χ˜λ(wa)
)
.
Il nous suffit donc de montrer que, pour tout a ∈ Aλ,
(∗∗)
1
|G◦λ|
∑
w∈G◦
λ
χ˜λ(wa) = 1.
mais,
1
|G◦λ|
∑
w∈G◦
λ
χ˜λ(wa) = 〈1G◦
λ
a,Res
G
G◦
λ
a χ˜λ〉G◦λa
= 〈IndG
◦a
G◦
λ
a 1G◦λa,Res
G
G◦a χ˜λ〉G◦a
= 〈Ind
(G◦)a
(G◦
λ
)a 1(G◦λ)a , (χλ)a〉(G◦)a
= 1,
l’avant-dernie`re e´galite´ de´coulant de la commutativite´ du diagramme 27.8, la dernie`re de´coulant de la
formule 28.1 applique´e au groupe (G◦)a. 
Les deux corollaires suivants de´coulent facilement (par une re´currence descendante sur bλ) de la propo-
sition 28.2.
Corollaire 28.3. Z IrrG = ⊕
(λ,ξ)∈P+
ZΠλ,ξ.
Corollaire 28.4. Soit η ∈ Cent(G). Alors les conditions suivantes sont e´quivalentes :
(1) η ∈ Z IrrG.
(2) Pour tout (λ, ξ) ∈ P+, 〈ResGGλ η, ξ〉Gλ ∈ Z.
29. Extension canonique, extension pre´fe´re´e
Soit (W ◦, S) un groupe de Coxeter cristallographique fini. Notons AutCoxeter(W
◦, S) le groupe des
automorphismes σ de W ◦ tels que σ(S) = S. Fixons un groupe fini A et un morphisme de groupes
A→ AutCoxeter(W ◦, S). A travers ce morphisme, A agit sur W ◦ et on peut former le produit semi-direct
W = W ◦ ⋊A.
Soit χ un caracte`re irre´ductible de W ◦. Si a ∈ A(χ), Lusztig [Lu6, chapitre IV, §17] a de´fini une
extension de χ a`W ◦⋊ < a >, appele´e extension pre´fe´re´e dont une des proprie´te´s est que la repre´sentation
sous-jacente est de´finie sur Q. Nous voulons montrer ici la proposition suivante :
Proposition 29.1. Il existe une unique extension de χ a` W ◦ ⋊ A(χ) dont la restriction a` tout sous-
groupes W ◦⋊ < a >, ou` a parcourt A(χ), soit l’extension pre´fe´re´e de Lusztig.
De´monstration - L’unicite´ de l’extension ve´rifiant les conditions de l’e´nonce´ est e´vidente. Montrons
en l’existence. Tout d’abord, nous pouvons travailler a` conjugaison pre`s par un e´le´ment de A en raison
du lemme suivant (dont la preuve est imme´diate) :
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Lemme 29.2. Soient a et b deux e´le´ments de A. Notons χ˜ l’extension pre´fe´re´e de Lusztig
a` W ◦⋊ < a >. Alors bχ˜ est l’extension pre´fe´re´e de Lusztig de bχ a` W ◦⋊ < bab−1 >.
Nous pouvons supposer, et nous le ferons, que A = AutCoxeter(W
◦, S) et que le morphisme A →
AutCoxeter(W
◦, S) est l’identite´. Par produit direct, on peut aussi supposer, et nous le ferons, que A(χ)
agit transitivement sur l’ensemble des composantes irre´ductibles de W ◦. En d’autres termes, W ◦ est un
produit direct de d copies d’un groupe de Coxeter cristallographique fini irre´ductible (W1, S1), on peut
e´crire χ = χ1 ⊠ · · · ⊠ χd ou`, pour tout i, χi est un caracte`re irre´ductible de W1, A = (A1)d ⋊ Sd, ou`
A1 = AutCoxeter(W1, S1) et l’image de A(χ) dans Sd est un sous-groupe transitif de Sd.
Soit i ∈ {1, 2, . . . , d}. Puisque l’image de A(χ) dans Sd est un sous-groupe transitif, il existe σ ∈ Sd et
(b1, . . . , bd) ∈ (A1)
d tels que σ(1) = i et σ.(b1, . . . , bd) ∈ A(χ). En particulier,
biχi = χ1. Par conse´quent,
il existe (a1, . . . , ad) ∈ (A1)d tels que, pour tout i, on ait χi = aiχ1.
Notons τ le cycle de longueur d e´gal a` (1, 2, . . . , d). Alors, quitte a` remplacer χ par (a1,...,ad)χ (en
utilisant le lemme 29.2), on peut supposer, et nous le ferons, que χ1 = · · · = χd. En particulier,
A(χ) = A1(χ1)
d ⋊Sd.
Supposons de´montre´ le re´sultat lorsque d = 1. Notons alors χ˜1 l’extension de χ1 a` W1 ⋊ A1(χ1)
telle que Res
W1⋊A(χ1)
W1⋊<a>
χ˜1 soit l’extension pre´fe´re´e de χ1 a` W1 ⋊ A1(χ1). Alors l’extension canonique de
χ˜1 ⊗ · · · ⊗ χ˜1 a` W = (W1 ⋊A1)d ⋊Sd ve´rifie les conditions de l’e´nonce´.
On est donc ramene´ au cas ou` d = 1, c’est-a`-dire au cas ou` W ◦ =W1 est irre´ductible. On peut meˆme
supposer que A(χ1) 6= 1. Dans ce cas, a` part lorsque W1 est de type D4, A1 est cyclique d’ordre 2 et
le re´sultat est e´vident. Supposons donc que W ◦ est de type D4. Alors A ≃ S3. Deux cas peuvent se
produire :
• Si 3 ne divise pas |A(χ)|, alors |A(χ)| = 2 et le re´sultat est e´vident.
• Si 3 divise |A(χ)|, alors, d’apre`s [Lu5, proposition 3.2], A(χ) = A et il existe une extension χ˜′ de χ a`
W ◦ ⋊A(χ) dont la restriction a` W ◦⋊ < b > est l’extension pre´fe´re´e de Lusztig lorsque b ∈ A est d’ordre
3. Notons ε le caracte`re signature de A ≃ S3. Il est alors clair que χ˜′ ou χ˜′ ⊗ ε satisfait aux conditions
de la proposition. 
L’extension de χ ve´rifiant les conditions de la proposition pre´ce´dente sera appele´e l’extension pre´fe´re´e
de χ a` W ◦ ⋊A(χ).
Corollaire 29.3. Si A agit sur W ◦ seulement par permutation des composantes irre´ductibles, alors
l’extension pre´fe´re´e de χ a` W ◦ ⋊A(χ) est l’extension canonique.
Corollaire 29.4. Soit A′ un sous-groupe de A et posons W ′ = W ◦ ⋊ A′. Soit χ ∈ IrrW ◦ et notons χ˜
(respectivement χ˜′) l’extension canonique de χ a` W (χ) (respectivement W ′(χ)). Alors χ˜′ est la restriction
de χ˜.
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Appendice B. Sommes de Gauss
Le but de cet appendice est de donner des formules pour les racines de l’unite´ G(G, ζ) lorsque ζ ∈
Z∧cus(G) est F -stable. D’apre`s [DiLeMi2, proposition 2.4], G(G, ζ) peut eˆtre de´crit par un produit de
sommes de Gauss. Dans la section 30, nous rappelons quelques proprie´te´s ge´ne´rales des sommes de Gauss.
Nous appliquons ces re´sultats dans la section 31 pour calculer explicitement les racines de l’unite´.
Notation - Nous noterons r l’entier naturel non nul tel que q = pr.
30. Sommes de Gauss
Un caracte`re additif χ1 : Fp → Qℓ
×
non trivial a e´te´ fixe´ dans le §14.B. Si s ∈ N∗, on rappelle que
χs : Fps → Qℓ
×
est de´fini par χs = χ1 ◦Trs, ou` Trs : Fps → Fp est la trace. Si s ∈ N∗ et si θ : F
×
ps → Qℓ
×
est un caracte`re line´aire, nous noterons
Gs(θ) =
∑
x∈F×
ps
θ(x)χs(x)
la somme de Gauss associe´e. La premie`re identite´ sur les sommes de Gauss est bien connue : si θ est non
trivial, alors
(30.1) Gs(θ)Gs(θ
−1) = psθ(−1).
Nous allons maintenant traiter un cas particulier intervenant dans le groupe spe´cial unitaire (voir la
preuve de la proposition 31.4). Il s’agit des sommes de Gauss de la forme G2r(θ), ou` θ est un caracte`re
line´aire non trivial de F×q2 tel que θ
q+1 = 1 (rappelons que q = pr). Tout d’abord, notons qu’un tel
caracte`re est trivial sur F×q (surjectivite´ de la norme). Il de´coule alors de la formule 30.1 que G(θ) = ±q.
Nous allons de´terminer exactement le signe.
Pour cela, notons Tr : Fq2 → Fq la trace. Elle est surjective et Fq-line´aire. Donc il existe ξ ∈ F
×
q2 tel
que Tr ξ = 0, de sorte que KerTr = Fqξ. Si q est pair, alors KerTr = Fq (donc on peut prendre ξ = 1).
Si q est impair, ξ est un e´le´ment de F×q2 tel que ξ
2 appartient a` Fq mais n’est pas le carre´ d’un e´le´ment
de Fq. Alors, si θ est un caracte`re line´aire non trivial de F
×
q2 tel que θ
q+1 = 1, on a
(30.2) G2r(θ) = θ(ξ)q.
Remarque - On a toujours ξ2 ∈ F×q , donc θ(ξ) ∈ {1,−1}. De plus θ(ξ) ne de´pend pas du choix de ξ.
Notons aussi que, si q est pair, on a ξ ∈ F×q donc θ(ξ) = 1. 
Preuve de 30.2 - Nous remercions J.L. Waldspurger pour nous avoir pre´sente´ la formule 30.2 ainsi que
l’argument suivant. Tout d’abord, puisque θ est trivial sur F×q , on a
G2r(θ) =
1
q − 1
∑
x∈F×
q2
∑
y∈F×q
θ(xy)χr(Tr(x)).
Par un changement de variable e´vident, on obtient
G2r(θ) =
1
q − 1
∑
x∈F×
q2
∑
y∈F×q
θ(x)χr(yTr(x))
=
1
q − 1
∑
x∈F×
q2
θ(x)
(∑
y∈F×q
χr(yTr(x))
)
=
1
q − 1
(
(q − 1)
∑
x∈F×
q2
∩KerTr
θ(x) −
∑
x∈F×
q2
Trx 6=0
θ(x)
)
=
1
q − 1
(
q
∑
x∈F×
q2
∩KerTr
θ(x) −
∑
x∈F×
q2
θ(x)
)
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Puisque θ est non trivial, la deuxie`me somme est nulle. Puisque KerTr = Fqξ et que θ est trivial sur F
×
q ,
la premie`re somme vaut (q − 1)θ(ξ). Au bilan, il nous reste G2r(θ) = θ(ξ)q. 
Nous terminons cette section par un cas particulier classique, duˆ a` Gauss. Supposons ici p impair.
Soit Ls : F
×
ps → {1,−1} le caracte`re de Legendre, c’est-a`-dire l’unique caracte`re d’ordre 2. La formule
30.1 montre que λs = p
−s/2Gs(Ls) est une racine quatrie`me de l’unite´. Sa valeur de´pend du choix de
χ1 ainsi que du choix d’une racine carre´e de p dans Qℓ. Posons i = ˜(1/4) (rappelons que  : Q → Qℓ
×
est le morphisme de groupe de noyau Z de´fini dans la sous-section 1.B). Alors i est une racine primitive
quatrie`me de l’unite´. Si p ≡ 1mod 4, on prend p1/2 = G1(L1). Si p ≡ 3mod4, on prend p1/2 = i−1G1(L1).
Il re´sulte de 30.1 que p1/2 est alors une racine carre´e de p. Alors, d’apre`s [Ga, VII.356], on a
(30.3) λs =
{
1 si p ≡ 1mod 4,
is si p ≡ 3mod 4.
31. Calcul de G(G, ζ)
31.A. Proprie´te´s ge´ne´rales. Rappelons qu’il a e´te´ fixe´ un morphisme injectif κ : F× →֒ Qℓ
×
qui
fournit, par restriction a` F×q un caracte`re line´aire que l’on notera encore κ. Avant d’exprimer G(G, ζ)
sous forme d’un produit de Gs(κm), nous aurons besoin de quelques notations. Notons (̟∨α)α∈∆0 la
Q-base de Y (T0/Z(G)
◦) duale de ∆0. Notons ∆0/φ0 l’ensemble des orbites de φ0 dans ∆0. Pour finir,
si ω ∈ ∆0/φ0, notons αω ∈ ω un repre´sentant et rω l’entier naturel non nul tel que F |ω|(αω) = prωαω.
Soit ζ ∈ H1(F,Z(G))∧. Fixons ζ˙ ∈ X(T0/Z(G)◦) tel que ζ = κ ◦ Res
T/Z(G)◦
Z(G) ζ˙. Alors, d’apre`s
[DiLeMi2, proposition 2.4], on a (q|ω| − 1) < ζ˙,̟∨αω >T0∈ Z pour tout ω ∈ ∆0/φ0 (car (F − 1)(ζ˙) est
trivial sur Z(G)) et
(31.1) G(G, ζ) = ηGq
− 12 rgsem(G)
∏
ω∈∆0/φ0
Grω (κ
(prω−1)<ζ˙,̟∨αω>T0 ).
Il est imme´diat que le membre de droite ne de´pend pas du choix de κ, ce qui est souhaitable. Nous allons
maintenant rappeler quelques proprie´te´s des nombres G(G, ζ).
Soit Gˆ un groupe re´ductif connexe muni d’un endomorphisme de Frobenius F : G→ G de´fini sur Fq
et soit π : Gˆ → G est un morphisme isotypique de´fini sur Fq. Alors π induit un morphisme surjectif
Z(Gˆ)→ Z(G) et, si on note alors ζˆ = ζ ◦ π ∈ Z(Gˆ)∧, alors il de´coule facilement de 31.1 que
(31.2) G(G, ζ) = G(Gˆ, ζˆ).
D’autre part, si G = G0 × · · · × G0 (k fois) et si F permute transitivement les composantes G0,
notons ζ0 ∈ H1(F k,Z(G0)) le caracte`re correspondant a` ζ. On a alors, d’apre`s [DiLeMi2, preuve de la
proposition 2.5],
(31.3) G(G, ζ) = G(G0, ζ0).
Ici, G(G, ζ0) est calcule´ en utilisant l’isoge´nie F k.
31.B. Cas cuspidal. Nous supposons maintenant que ζ ∈ Z∧cus(G) et que ζ est F -stable. Alors toutes
les composantes irre´ductibles de G sont de type A. Par suite, compte tenu de 31.2 et 31.3, il suffit de
calculer G(G, ζ) lorsque G = SLn(F) et F = σk ◦Fnat, ou` k ∈ {0, 1}, Fnat : G→ G est l’endomorphisme
de Frobenius de´ploye´ sur Fq et σ : G → G, g 7→ J tg−1J . Ici, J de´signe la matrice monomiale dont les
coefficients sur la deuxie`me diagonale sont tous e´gaux a` 1.
Proposition 31.4. Supposons que G = SLn(F) et que F = σ
k ◦Fnat, ou` k ∈ {0, 1}. On pose ε = (−1)k.
Soit ζ ∈ Z∧cus(G) et supposons que ζ est F -stable. Alors ζ est d’ordre n, n divise q − ε, et :
G(G, ζ) =
{
1 si n est impair,
−λr(−1)
(q−ε)(n−2)
8 si n est pair.
Remarque - La formule de la proposition pre´ce´dente est close graˆce a` 30.3. 
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De´monstration - Le fait que ζ est d’ordre n de´coule de la table 7.3. Par conse´quent, ζ est injectif et
F -stable, donc F agit trivialement sur Z(G). Par conse´quent, n divise q − ε car F agit sur Z(G) par
e´le´vation a` la puissance εq. En particulier, n est premier a` p. Nous aurons besoin de quelques notations.
On nume´rote les n− 1 racines simples comme suit :
✐ ✐ · · · ✐
α1 α2 αn−1
Notons pour simplifier ̟∨j = ̟
∨
αj pour 1 6 j 6 n− 1. Il existe alors un entier k ∈ Z premier a` n tel que,
pour tout 1 6 j 6 n− 1, on ait
< ζ˙,̟∨j >T0=
kj
n
.
• Commenc¸ons par e´tudier le cas de´ploye´ (c’est-a`-dire k = 0, ou encore ε = 1). Alors φ0 est l’identite´
et on a
G(G, ζ) = (−1)n−1q−
n−1
2
n−1∏
j=1
Gr((κ
(q−1)/n)kj)
= (−1)n−1q−
n−1
2
n−1∏
j=1
Gr((κ
(q−1)/n)j),
la dernie`re e´galite´ de´coulant de ce que k est premier a` n. Notons γ le caracte`re line´aire κ(q−1)/n de F×q .
En regroupant j et n− j et en utilisant 30.1, on obtient :
G(G, ζ) =
{
γ(−1)1+2+···+
n−1
2 si n est impair,
−λrγ(−1)
1+2+···+n−22 si n est pair.
Puisque κ(−1) = −1, on a γ(−1) = (−1)(q−1)/n. Cela montre le re´sultat annonce´ lorsque n est pair.
Lorsque n est impair, la simplification provient du fait que γ(−1)2 = γ(−1)n = 1 et donc que γ(−1) = 1.
• E´tudions maintenant le cas ou` k = 1, c’est-a`-dire ε = −1. Alors φ0(αj) = αn−j pour tout 1 6 j 6 n−
1. Deux cas se pre´sentent :
G(G, ζ) =


q−
n−1
2
(n−1)/2∏
j=1
G2r((κ
(q2−1)/n)kj) si n est impair,
−λrq−
n−2
2
(n−2)/2∏
j=1
G2r((κ
(q2−1)/n)kj) sinon.
Notons γ la restriction de κk(q
2−1)/n a` F×q2 . Alors γ est non trivial et γ
q+1 = 1 car n divise q+1 = q− ε.
Notons, comme dans la preuve de 30.2, ξ un ge´ne´rateur du noyau de la trace Tr : Fq2 → Fq. D’apre`s
30.2, on a
G(G, ζ) =
{
γ(ξ)1+2+···+
n−1
2 si n est impair,
−λrγ(ξ)1+2+···+
n−2
2 si n est pair.
Lorsque n est impair, alors γ(ξ)2 = γ(ξ)n = 1 (car ξ2 ∈ F×q et γ est trivial sur F
×
q ) et donc γ(ξ) = 1, ce qui
montre le re´sultat attendu. Supposons maintenant n pair. Alors q et k sont impairs et on peut prendre
ξ = ξ
(q+1)/2
0 , ou` ξ0 est un ge´ne´rateur de F
×
q2 . On a alors γ(ξ) = κ(ξ
(q2−1)/2
0 )
k(q+1)/n. Or, ξ
(q2−1)/2
0 = −1,
donc γ(ξ) = (−1)k(q+1)/n = (−1)(q+1)/n. Cela termine la preuve de la proposition. 
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