Motivated by combinatorial regression problems (which we interpret as low-rank tensor completion), we study noisy completion for positive tensors. Existing approaches convert this into matrix completion, but this is unable to achieve the best statistical rates possible. Here, we show that a specific class of low-rank tensors (namely those parametrized as continuous extensions of hierarchical log-linear models) are amenable to efficient computation (with appropriate choice of risk function) and lead to consistent estimation procedures in which hard-thresholding is used to estimate the low-rank structure in the tensor. Also, recent research has shown that approaches using different convex regularizers to exploit multiple sparse structures are unable to simultaneously exploit all structures; we show that combining hard-and soft-thresholding can provide one computationally tractable solution to this in the case of low-rank and sparse tensor completion. Numerical examples with synthetic data and data from a bioengineered metabolic network show that our estimation procedures are competitive with existing approaches to tensor completion.
1. Introduction. We refer to a model with purely categorical predictors and a numeric response as a combinatorial regression model. To make our discussion more concrete, define the set [r] := {1, . . . , r} and suppose there are p categorical predictors. For the j-th predictor with r j different categories, we can assign each category to a unique integer in [r j ]; the particular assignment does not matter as long as it remains fixed. With this notation, a combinatorial regression model can be written as y i , where I(x) = {i : x i = x}. Under typical assumptions on noise, this is a consistent estimator. The issue is that its convergence rate is O p (r p /n), where r = max r j , which is exponentially slow in p; this is not surprising because there is a combinatorial explosion that leads to a curse of dimensionality if we try to estimate each value of ψ x separately.
The standard approach to reducing dimensionality for estimation of combinatorial regression models is to (i) define coding variables (e.g., dummy predictors) to convert the categorical variables into numerical values, and (ii) perform regression using the coding variables [13] . Though this model converges at rate O p (rp/n), the difficulty here is that this can be restrictive because the impact of different predictors x j , x k for j = k is completely decoupled, which is not reflective of a combinatorial model. (In principal, variables can be coupled by defining pairwise (or higher) coding variables, but this must be explicitly done using domain knowledge; there is no procedure to automate this process.)
Our notation for a combinatorial regression model is purposefully suggestive of another interpretation of low-rank structure: We can represent the combinatorial regression model using a low-rank tensor. The tensor is indexed by the x j , which are integers. In this framework, the problem of estimating a combinatorial regression problem is equivalent to a noisy low-rank tensor completion problem. Note that this is not the only representation of low-rank structure, and more general models are possible. The use of continuous extensions of hierarchical log-linear models, which rely upon simplicial complexes from algebraic topology [16, 17] , further generalizes low-rank tensor structure and is briefly discussed in the conclusion.
Low-Rank Tensor Completion.
A number of methods have been developed for the related problem of estimating large matrices. One class of approaches uses soft-thresholding to exploit sparse and/or low-rank structure in matrices [19, 54, 44, 9, 10, 34, 1, 47] . A characteristic example [44, 34] is the following formulation for low-rank matrix completion
where · * denotes the nuclear norm, and y i are observations of the (x 1 i , x 2 i )-th entry of the matrix T . An alternative approach to estimation of large matrices is the use of hard-thresholding to exploit sparse and/or lowrank structure [14, 18, 6, 46, 27, 11, 21] . These methods achieve consistency by thresholding either empirical matrix entries or empirical singular values. The situation for tensors is more complicated: "Most tensor problems are NP-hard [25] ." For instance, it is NP-hard to compute the rank of a tensor T [25] , which is defined as
where ⊗ is the tensor product [29, 25] . Tensor analogs of the matrix singular value decomposition (e.g., parafac, candecomp, or tucker) are also NP-hard to compute [25] . Furthermore, determining the best low-rank approximations for tensors is an ill-posed problem in general [15] , and computing the best rank-1 approximation is NP-hard for the general case [25] . Given the challenges posed by tensors, an alternative notion of rank has become popular: The multilinear (or Tucker) rank of tensor T is a defined as the following vector (1.5) rank (T ) = rank(T (1) ) . . . rank(T (p) ) ,
where rank(·) is the standard matrix rank and T (k) is the unfolding of the tensor (into a matrix) along the k-th dimension [15, 38] . The multilinear rank rank (·) is a popular framework because it can be computed in polynomial time [38] and has better continuity properties than tensor rank rank ⊗ (·) [15] . Several existing approaches to low-rank tensor completion [50, 48, 20, 33, 38, 53, 37] use soft-thresholding on the multilinear rank, because using the multilinear rank converts the problem into a low-rank matrix completion problem, which has been well studied. A canonical formulation [50, 20] is
There are open questions on the optimal weighting λ k in this formulation [42, 38, 53] . Another class of approaches use power iteration, message passing, or alternating minimization algorithms [22, 37] ; these are local approaches that are not guaranteed to provide statistical consistency in general, though they do sometimes empirically work well on specific problem instances. However, there is a large gap with the statistical convergence rates achievable by existing polynomial-time algorithms. If we define π = max j rank (T ), then existing convex optimization-based algorithms need O(π p/2 r p/2 ) measurements; this is substantially worse than the best rates achievable by solving an NP-hard formulation, which needs O(π p + rπp) measurements [38] . Another analysis focusing on a specific type of rank-1 tensors found that existing local approaches like power iteration and message passing need a diverging signal-to-noise ratio to achieve consistency [37] .
1.2. Positive Low-Rank Tensor Completion. Given the mismatch, we propose to attack this challenge by studying specific subclasses of tensors for which computationally efficient algorithms with strong statistical guarantees can be developed. In particular, we study low-rank tensor completion for tensors with strictly positive entries and with a specific type of lowrank structure. Moreover, we will make use of the tensor rank rank ⊗ (·) (as opposed to the multlinear rank) in our formulation.
We first describe the underlying model (including specifying the class of low-rank structure we will focus on) and basic assumptions that will be made about this model. It will be shown that estimation under this class of models is well-posed, which is consistent with a result stating that computing the best low-rank approximation for nonnegative tensors is well-posed [32, 43] ; recall that in general, determining the best low-rank approximation is not well-posed [15] .
Our approach will be to begin by assuming that we know the underlying tensor structure, and to start by studying the question of defining a suitable risk function and evaluating conditions to ensure risk consistency. We next return to the question of estimating the structure independently of the estimation procedure, and show that the exact structure can be estimated under a suitable incoherence condition. For cases where exact low-rank structure of the form we define is not present, we present a cross-validation procedure that leads to an oracle inequality [2] for the estimation error.
The square loss will not be well-suited for our model, and so we will define an alternative loss function that is more amenable to efficient computation (via a convex optimization problem). This alternative loss will be partly justified by showing an equivalence to the square loss. A side result of independent interest will be to show that the best rank-1 approximation for positive tensors can be computed in polynomial time for our alternative loss, which is in contrast to the general case in which computing the best rank-1 approximation is NP-hard [25] .
There is an additional point we will discuss regarding regularization with respect to multiple sparse/low-rank structures that may be present in a model. Recent work has shown that convex soft-thresholding approaches that attempt to simultaneously regularize multiple sparse structures effec-tively only regularize with respect to the single most useful structure [42, 38] . One approach to overcome this limitation is to move towards nonconvex models [42] . An alternative approach, and one we pursue here, is to combine hard-thresholding with soft-thresholding, similar to [14] .
One of the issues we will have to address is how entries of the tensor model are sampled, and this is closely related to the area of experimental design using fractional factorial designs [39] . Our distinction will be that we will assume that a certain incoherence condition holds under a random sampling model. This differs from fractional factorial designs, which choose specific entries to sample to ensure that different levels of resolution in the resulting model can be achieved [39] .
2. Model and Basic Assumptions. We use the following notation (adapted from [17] ) to write subindices. If
. .) and this vector has the state space
Motivated by hierarchical log-linear models used to construct hypothesis tests for contingency tables [17] , we consider the following noisy combinatorial regression model
. . , F m } is a partition of the set {1, . . . , p}, i is a noise random variable, and θ (k) X k are constants indexed by the different values of X k ∈ R k = R F k . Note that all combinatorial regression models can be written in this form since we can always take the partition to be F = {[p]}. Also, because there are many indices, for notational convenience we will drop the superscript in θ (k) X k and instead write this as θ X k . Our first assumption states that our model ψ x is positive and bounded:
A natural question to ask is whether we could relax this assumption. Our results trivially generalize to the case M 1 ≤ ψ x ≤ M 2 , where the constants satisfy 0 < M 1 < M 2 ; we keep the assumption above because it makes it easier to state the results. Relaxing the lower bound to zero is a more delicate issue: In practice, we can choose M sufficiently large such that the lower bound is arbitrarily close to zero and the upper bound contains the largest values. In theory, we believe our estimators can be naturally extended to the case in which the lower bound is zero for the class of models that satisfy inf{ψ x | ψ x > 0} ≥ M −1 , but we have not checked this and will not consider this extension here. The main technical difficulty with relaxing the lower bound to exactly zero is that though the loss function we will use is continuously differentiable, it does not have a bounded derivative at zero.
The reason for choosing a multiplicative noise model, as opposed to an additive noise model, is that this allows us to specify noise i that ensures measurements are positive-valued while also being independent of x i . However, our results will also apply to the case of additive zero mean noise with the only changes being in the constants of our bounds for this alternative scenario. Rather than complicating the presentation, we will focus only on the multiplicative noise model. Our next assumption is on the noise: A2. The noise i are iid random variables with a mean of one E( ) = 1, and they are bounded µ −1 ≤ ≤ µ by some constant µ > 1.
The bounds on noise are interesting because we could relax this assumption and allow the noise to be unbounded in both directions (i.e., positive and negative). This is appealing because many interesting noise distributions satisfying the property E( ) = 1 are sub-gamma distributions [7] . We do not consider these cases because their consideration does not provide additional insights into the properties of the estimation procedure we define; the main difference would be slower rates of convergence for heavier-tailed distributions. And so for simplicity, we assume the above boundedness condition; however, we will use the gamma distribution (which is unbounded) to generate the noise for the synthetic data in our numerical examples.
Another point of note is that the reason for choosing a model in which E( ) = 1 is so that E[y i |x i ] = ψ x i holds. This is a mild assumption because we will be interested in prediction error, specifically estimation of ψ x ; the set of coefficients Θ themselves do not have any particular meaning in our model. And so this means that if E( ) = κ = 1, we could always rescale the noise by 1/κ and our coefficients Θ by κ so that for the rescaled model E( ) = 1 and E[y i |x i ] = ψ x i .
We also make an assumption about the measurements available for estimation. For now, we will not impose any conditions on the distribution, except for requiring iid measurements.
A3. The only data available are iid measurements (x i , y i ), for i = 1, . . . , n; and the true partition F is not measured or known.
A final note is that we can alternatively write our model (2.1) using tensor notation as
where ⊗ is the tensor product, the θ (k) are multidimensional arrays with dimensions r (F k ) 1 ×r (F k ) 2 ×. . ., and P (·) is an appropriate, fixed permutation of the indices. An important aspect to observe is that our model includes rank-1 models with noise, which are also called single-spike models [37] . The benefit of this notation is that it makes clear the form of the low-rank structure in our model. Specifically, let
be the number of coefficients in our model. Then a counting argument gives that the tensor rank must be upper bounded by ρ, that is rank ⊗ (ψ) ≤ ρ. This rank upper bound ρ can be substantially smaller than the rank upper bound r p for a model in which the partition is F = {[p]}. Thus, we can interpret the partition as encoding the low-rank structure of our model: Models in which the partitions are small will have more low-rank structure.
2.1. Well-Posedness of Model. One of the reasons that computing the best low-rank approximation of tensors is an ill-posed problem in general [15] is that though the entries of the tensor might be bounded, the coefficients of the tensor decomposition can be unbounded. (This can occur because the unbounded nature of the coefficients cancel each other out.) This leads to unique phenomenon such as having a sequence of tensors of rank two that converge to a tensor of rank three [15, 29] . Fortunately, the situation for nonnegative tensors is better because the approximation problem is wellposed [32, 43] . As we show with the next proposition, our model is also well-posed in a particular way that will be important for estimation.
Proposition 2.1. If A1 holds, then there exists Θ such that
Proof. We inductively construct a set of parameters and show that these satisfy the proposition. In particular, let I 1 = R and suppose we are given ψ x . Then one (non-unique) set of parameters can be defined by performing the following steps for j = 1, . . . , m:
1. select an arbitrary element u j ∈ I j ; 2. set θ U k j = 1 for all k = (j + 1), . . . , m; 3. set (2.5)
for all x ∈ R such that X k = U k j , ∀k = (j + 1), . . . , m; 4. set I j+1 = I j \ {v ∈ I j : V k = U k j , ∀k = (j + 1), . . . , m}.
The parameters θ U k trivially satisfy M −2 ≤ θ U k ≤ M 2 since θ U k = 1, and so we only need to show that the remaining parameters satisfy the bounds of the proposition.
For any j > 1, suppose that
This inductively shows that the bounds of the proposition hold for all the remaining parameters.
This result is important for two reasons. First, even though the number of predictors p might be large, the parameters Θ of the model will be bounded by an amount that is independent of p as long as the individual entries of our model are bounded as in A1. Second, this allows us to define constraints in our estimator that ensure the numerical scaling of different parameters is controlled. In particular, nonuniqueness of the coefficients of the model mean that there are an infinite number of scalings of the parameters that give equivalent results. For numerical reasons, we would like to avoid scalings in which some parameters are very large and other parameters are very small. This proposition allows us to define constraints that control the scaling.
3. Risk Function for Estimation. Given the structure of our model (2.1), it is tempting to use the following risk function for estimation
because this converts the estimation into a linear least squares problem, which is very well understood. However, there is a subtlety that makes this a nonideal choice for the risk function. In particular, the coefficients will provide an estimate of
This is nonideal because if E(log ) = 0, then the estimator will not be consistent since the estimates will be shifted by the amount E(log ). Jensen's inequality for concave functions implies E(log ) ≤ log E( ) = log 1 = 0; so the general case is that the nuisance parameter E(log ) will be nonpositive. Taking the exponent exp(E[log y|x]) does not resolve the problem because we still have an error of exp(E(log )) = 1. So if we do not a priori know the value of the nuisance parameter E(log ), then we must devise a two step estimator that consistently estimates this nuisance parameter and then removes it from the least squares estimate, in order to achieve consistency. Below, we show that we can eliminate the need for considering this nuisance parameter by defining an alternative risk function. This choice will be subsequently justified by showing that it displays good computational and statistical properties.
Computational Properties.
We use the following risk
and our estimator
is defined to be the minimizer of the empirical risk
Though the optimization problem in (3.4) is nonconvex and has an exponential number of inequalities, we will show that it can be written as a convex optimization problem with a polynomial number of constraints. An equivalent convex formulation of (3.4) can be described using the following reparameterization of the risk function
and the relationship between parametrizations is that u X k = log θ X k ; this is, in fact, an invertible mapping under A1. This risk function R(U ) is convex in u X k , unlike the original parametrization (3.4) which is not convex in θ X k . Moreover, the exponential number of constraints in Ω can be reduced to a polynomial number of constraints by using the idea of a linear program (LP) lift [52] . Consider the set
We use this to define our reparameterized estimator as the minimizer to the following convex optimization problem
where the reparameterized empirical risk is
We have the following result about the formulation in (3.9).
Proposition 3.1. Under A1 and for any fixed partition F (not necessarily the true partition), the solution to (3.9) is equivalent to the solution of (3.4) when using the mapping u X k = log θ X k (which is invertible under A1), and the number of constraints in the optimization problem (3.9) is 2(ρ + m + 1) ≤ 4ρ + 2, which is a linear function of ρ.
Proof. We have already argued above that the objectives R(U ) and R(Θ) are identical under the equivalence u X k = log θ X k , and so we have to show that the constraint set Φ is equivalent to the constraint set Ω when using the same equivalence. To see why this is true, observe that for points that belong to Φ we must have
Combining this with the other inequalities defining Φ leads to − log M ≤ min x∈R m k=1 u k and max x∈R m k=1 u k ≤ log M , which is the same (under the equivalence) as
from Ω, under the equivalence. Because the objective and constraints of (3.9) and (3.4) are the same when equating u X k = log θ X k , we have that the solution to (3.9) is the same as the solution to (3.4) .
To show that (3.9) has a linear number of constraints, we use a counting argument. The first inequalities in Φ have a count of 2ρ. The next two inequalities contribute 2m, and the last two inequalities give an additional count of 2 more constraints. Thus, the total number of constraints is 2(ρ + m + 1). From the definition of ρ (2.3), we have the bound that ρ ≥ m, which gives the desired result.
Because the convex optimization problem (3.9) has a linear number of constraints in ρ, we can compute its solution in polynomial time in ρ [40] . (More formally, the problem in (3.9) is a mix of the exponential formulation of a geometric program (GP) and a linear program (LP), and so the analysis in [40] goes through with no problems.) And so the significance of this proposition is that we can solve the nonconvex optimization problem (3.4) in polynomial time in ρ.
This proposition also leads to a result about low-rank approximations. As stated in the introduction, this result is in contrast to the general case where computing the best rank-1 approximation is NP-hard [25] . The approximation problem is easier when we restrict our focus to positive tensors.
Corollary 3.1. The best rank-1 approximation to a tensor ψ that satisfies A1 under the risk function defined by (3.3) can be computed in polynomial time that depends on rp and n.
Proof. The best rank-1 approximation corresponds to a partition F = {{1}, . . . , {p}}, and so the result follows from Proposition 3.1.
Statistical Properties.
We next show that the risk function (3.3) has favorable statistical properties. This risk function bears a strong resemblance to the negative log-likelihood for a Poisson distribution
where µ > 0 is the rate parameter of the distribution, and this is not surprising because this likelihood can be used to fit hierarchical log-linear models to contingency tables [17] . Furthermore, maximum likelihood decomposition of nonnegative tensors of count data using the Poisson distribution has been previously considered [12] . However, this is the wrong interpretation for our case because ψ x can take continuous (non-integer) values and should not be interpreted as counts in general. A better interpretation for the risk function (3.3) is as a Bregman divergence [4] , or more specifically a generalized I-divergence (which is a generalization of the Kullback-Leibler divergence) [4, 36] . This is a more natural interpretation because it is known that the quantity that minimizes the Bregman divergence is E[y|x] = ψ x [4] , and so this means that the risk (3.3) is capable of consistently estimating ψ x under appropriate conditions.
A further justification for the use of the risk (3.3) is that it is equivalent (in a specific way) to the expectation of the squared loss. Define the oracle parameters to be
Then we have the following:
Proposition 3.2. Under A1 and A2 and for any fixed partition F (not necessarily the true partition), the risk function R(Θ) is equivalent to the squared risk function in the following sense
is the squared risk function.
Proof. We will use the equivalent (by Proposition 3.1) convex reparameterization in U to show the lower bound. The first-order optimality condition [45] for the reparametrized optimization problem (3.9) is
for all U ∈ Φ. Since the probability space of x ∈ R is finite, we can interchange the order of differentiation and integration as shown below
where f x = P(x). Combining (3.15) and (3.17) leads to
Next, consider the convex function f (u) = −yu + e u . Since f (u) ≥ e a for all u ∈ [a, b], this function is strongly convex [8] and satisfies the following inequality:
where we have used (3.21) to simplify the expresion. Since D(U * , U ) ≥ 0 from (3.15), we have that
Because e u is Lipschitz on bounded domains (i.e.,
which is the lower bound we wanted to show.
The key feature that leads to this equivalence is strong convexity (over the range specified by A1) of the reparametrized loss function (3.9), and related results can be shown for other strongly convex loss functions. A similar result also holds for the empirical risk function.
Corollary 3.2. Under A1-A3 and for any fixed partition F (not necessarily the true partition), the empirical risk functionR(Θ) is equivalent to the empirical squared risk function in the following sense
is the empirical squared risk function.
Proof. The corollary follows by applying Proposition 3.2 to the empirical distribution and noting thatΘ takes the role of Θ * sinceΘ is the minimizer of the empirical risk function.
4. Risk Consistency. Having shown that the risk function (3.3) has promising computational and statistical properties, we next turn our attention to identifying sufficient conditions for risk consistency [5, 24, 26, 28] . The key trick we will use is to interpret the problem as a high-dimensional (though lower-dimensional than if we had not taken the low-rank tensor structure into consideration) linear regression under a Lipschitz loss function. The linear regression will not be with respect to the predictors x, but will instead be defined using indicator functions. With this interpretation, we will use Rademacher averages [5, 26, 28, 7] to bound the complexity of our model (3.3).
Proposition 4.1. Under A1-A3 and for any fixed partition F (not necessarily the true partition), we have
where C 1 , C 2 > 0 are constants that depends on µ, M .
Proof. The proof proceeds similarly to [5, 28] by bounding the deviation of the supremum from the expectation of the supremum, and it will be easier to work in the reparametrized space. First, note thatR(U ) satisfies the bounded deviation condition with constant (µM log M + M )/n [7] because of A1,A2. As a result, McDiarmid's inequality [7] gives
where ∆(U ) =R(U ) − R(U ). And so the result follows if we can bound E(sup U ∈Φ |∆(U )|). Because the loss function φ(z) = −yz + e z (for a fixed value of y and for z ∈ [− log M, log M ]) is Lipschitz with respect to z with Lipschitz constant L = µM + M , structural results [30, 5] give that
where R(F W ) is the Rademacher average for an appropriate linear function class. In particular, we can define our empirical risk by taking the sample average of φ composed with the linear model
We should interpret the terms 1 X k =X k i as pseudo-predictors, and the u X k are still the model parameters. The key observation is that if we define χ ∈ {0, 1} ρ to be the vector of pseudo-predictors, then in fact χ 1 = m, χ 2 = √ m, and χ ∞ = 1. Recall that Φ is defined so that u X k ∞ ≤ 2 log M . And so as a consequence, results from [26] imply that
The result follows by combining (4.2), (4.3), and (4.5).
This result can be used to show risk consistency of the estimator (3.4):
Theorem 4.1. Under A1-A3 and for any fixed partition F (not necessarily the true partition), with probability at least 1 − c 1 n −1 we have
where c 1 > 0 is a constant that depends on µ, M .
Proof. The proof follows that in [24] . The triangle inequality implies
and so we need to bound these two terms. The first term |R(Θ) −R(Θ)| is bounded by Proposition 4.1, and so we only need to focus on the second term |R(Θ * ) −R(Θ)|. BecauseΘ minimizesR(·), we have
Similarly, because Θ * is the minimizer of R(·), we have
The result follows from combining the above with Proposition 4.1.
This theorem is encouraging because it implies we need O((mρ) 1+δ ), for any δ > 0, measurements to ensure that |R(Θ) − R(Θ * )| = O p (1). It is difficult to compare this to existing approaches because we exploit low tensor rank, as opposed to existing methods that exploit low multilinear rank [50, 48, 20, 33, 38, 53] . Note we have ρ ≥ rank (·) ≥ π = max j rank ⊕ (·) [15] , but it is known these bounds are not tight [29] . For reference recall that existing convex optimization-based methods need O(π p/2 r p/2 ) measurements whereas an NP-hard formulation needs O(π p + rπp) points [38] However, we can make a direct comparison in the special case of rank-1 tensors (where π = rank (·) = 1). For this particular case, we have that existing convex optimization-based approaches need O(r p/2 ) measurements while our approach only needs O((rp 2 ) 1+δ ) measurements (since m ≤ p); our approach is essentially a quadratic factor away from the NP-hard formulation, which needs O(rp) measurements in this special case.
Lastly as a corollary, we also have risk consistency under the squared loss.
Corollary 4.1. Under A1-A3 and for any fixed partition F (not necessarily the true partition), with probability at least 1 − c 1 n −1 we have
Proof. The result follows from Proposition 3.2 and Theorem 4.1.
Exact Structure Selection.
The results so far apply to any fixed partition F, which is not necessarily the true partition; however, we will not have consistent estimates of ψ x unless we can estimate a true partition. There are multiple true partitions, and so we will have to be more precise. To see why there are multiple partitions, suppose we can express ψ x using a partition F = {F 1 , F 2 , . . .}; then we can also express ψ x using the partition F = {F 1 ∪ F 2 , . . .}. This second partition F is inferior to the first F because each respective parametrization has zero bias, but the variance of the second partition will be higher since it has more parameters to estimate.
And so we will define the ideal partition F * to be a partition such that ψ x can be expressed using F * and ρ(F * ) ≤ ρ(F ) for all partitions F such that ψ x can be expressed using F , where ρ(·) denotes the value of (2.3) for the corresponding partition. It is important to note that the ideal partition F * must be unique, because otherwise if it were not unique then we could use all of the ideal partitions to define a new partition with a strictly smaller ρ and for which ψ x can be expressed using this partition.
The ideal partition (and in fact any true partition) has an important risk property. Because the risk function (3.3) is a Bregman divergence, it is known [4] that the minimum possible risk occurs whenever the parameters Θ are such that ψ x = m k=1 θ X k . Since an ideal partition F * was explicitly defined to satisfy this property, the minimum risk under F * is the minimum risk under all possible partitions. Restated, the results from [4] imply that the following holds
where R(Θ * (F * )) denotes the minimum risk under partition F * . With this definition, we are almost ready to discuss consistent estimation of the both the ideal partition and ψ x . We first make an assumption about the distribution of the predictors:
A4. The x i are iid random variables with a distribution such that if u ∈ F * j and v ∈ F * k , for j = k, then x u is independent of x v .
Our independence assumption is similar to assumptions typically made for low-rank matrix and tensor completion (e.g., [50, 11, 38] ). The typical assumption is that entries of the matrix (or tensor) are sampled with uniform probability, which is equivalent to assuming the x u are jointly independent [29] . Here, we only require independence between predictors that belong to different subpartitions of F * . It is useful to emphasize that uniform sampling of entries would satisfy our assumption. Now observe that the conditional expectation of the output with respect to two variables
is the minimizer [4] of the following risk function
Note that this risk function is just a special case of the risk function we have used for estimation (3.3). A key observation is the following:
Proposition 5.1. Under A1, A2, A4, if indices j, q are such that there is no F * k ∈ F * with j, q ∈ F * k , then rank(β x j ,xq ) = 1.
Proof. Because of the assumptions, there must exist F * j , F * q such that x j ∈ F * j , x q ∈ F * q , and F * j = F * q . Without loss of generality, assume F * j = F * 1 and F * q = F * 2 . Using A4, the conditional expectation
, we can write the conditional expectation as
Because the θ X k are strictly positive by A1, we have (i) κ is a strictly positive constant, and (ii) the vectors u x j , v xq have strictly positive entries.
Since β x j ,xq can be written as the outer product of two nonzero vectors, it must have a rank of one. This is a useful result because it says that important structural information is encoded in an object β x j ,xq that is easy to estimate; there are just r 2 free parameters in β x j ,xq . We will not directly make use of this proposition, and we will instead use an alternative form of this result that is easier to work with. Define the following risk (5.6) R jq (B) = E − y · (log β x j + log β xq ) + β x j β xq .
Additionally, we define the risk gap of j, q to be the test statistic
where Φ is the set (3.6) for the partition {{j}, {q}}, and Φ in this particular case is the set (3.6) for the partition {{j, q}}. Because we have that
it must be the case that Γ jq ≥ 0. The following result gives a structural characterization that is equivalent to Proposition 5.1, and it is essentially a corollary to results in [4] .
Corollary 5.1. Under A1, A2, A4, if indices j, q are such that there is no F * k ∈ F * with j, q ∈ F * k , then Γ jq = 0.
Proof. Recall that β x j ,xq = E[y|x j , x q ] minimizes min{R jq (B) | B ∈ Φ} [4] . But as we showed in the proof of Proposition 5.1, we can rewrite this as β x j ,xq = κ · u x j v xq , where κ is a strictly positive constant, and the vectors u x j , v xq have strictly positive entries. Next, observe that if we can choose β x j and β xq such that β x j ,xq = β x j β xq and B ∈ Φ, then the result follows because the minimizer to min{R jq (B) | B ∈ Φ} also gives the minimizer to (5.8). In fact, such a choice is guaranteed to exist by Proposition 2.1 applied to β x j ,xq , since we have the decomposition β x j ,xq = κ · u x j v xq .
Unfortunately, the converse of these results is not true. Consider the counterexample with p = 3, r 1 = r 2 = r 3 = 2, and
where the entries are measured uniformly. Then, we have that
which has a rank of one, despite the fact that for a fixed value of x 3 the tensor is a matrix with rank two. Consequently, we will have to restrict the class of low-rank tensors we consider by defining an incoherence condition. In particular, consider the following incoherence condition:
A5. There exists α > 0 such that for all j, q ∈ F * k and all k ∈ [m], the inequality Γ jq ≥ α holds.
One interpretation of this incoherence condition is that Γ jq represents the gap in risk (flattened to just two variables) between keeping x j , x q coupled versus decoupled in the model. This value is not known a priori, and so we we will have to use estimates computed with the empirical risk functionŝ
There are still two issues that need to be addressed about this incoherence condition. The first is that the existence of tensors satisfying this condition is not immediately apparent. The second is that this looks quite different from typical incoherence conditions, and so the interpretation of this assumption as an incoherence condition is not obvious.
To address these issues, we examine the class of tensors ψ x for which the ideal partition F * is such that the maximum cardinality of a subpartition F * j ∈ F * is two. More specifically, consider the class of tensors that can be written (up to a permutation of the indices) as the following tensor product of vectors and matrices: 
where σ j (·) are the singular values sorted into decreasing order. Then Proposition 3.2 gives
where we used the facts that A * ≤ √ r A F for a matrix A with dimensions upper bounded by r, and that the probability of a single entry being observed when entries are observed uniformly is lower bounded by 1/r 2 . So in fact, this class of tensors satisfies A5 by construction.
We now turn to the question of interpretation of the incoherence condition A5. There is a large amount of incoherence in the above class of tensors because either two variables x j , x q are decoupled because they lie in distinct subpartitions or these variables jointly belong to the same subpartition that is decoupled from every other variable. Interpreted in this way, we can see why the example (5.9) displays pathological behavior: The value of an entry in the tensor ψ x is very sensitive to changes in x 3 , and so the variables x 1 , x 2 do not have sufficient incoherence from x 3 for our property A5 to hold. 5.1. Estimation Procedure. As we have shown above, when A1-A5 are satisfied, the risk gap Γ jq is zero (non-zero) when the variables are decoupled (coupled) in the ideal partition F * . The idea of our algorithm is that we will use estimates of the risk gapΓ jq to construct an estimate of the ideal partitionF, and this will lead to a consistent estimation procedure because estimates of the risk gap converge significantly faster than estimates of the combinatorial regression model. The steps are:
1. Define the initial partition to beF = {{1}}. The remaining variables will be subsequently added to the partition. 
where q = (F k ) 1 . ii. IfΓ jq > t n , then add j to the k-th partition (F k =F k ∪ j) and break this inner loop.
(b) If j was not added to any partition, then add j as its own subpartition (F =F ∪ {j}).
3. ComputeΘ by solving (3.9) with the partitionF.
Our first result on the consistency of this estimation procedure applies to cases in which we know the value of α and set the threshold to t n = α/2. Technically, this result applies to any threshold t n = α/η for any η ∈ (0, 1).
Theorem 5.1. If A1-A5 are satisfied and t n = α/2, then with probability at least 1 − c 1 n −1 − 2p 2 · exp(−c 2 n(α/4 − c 3 r/ √ n) 2 ) we have
where c 1 , c 2 , c 3 > 0 are constants that depend on µ, M .
Proof. Two types of mistakes can occur when estimating the ideal partition F * using the valuesΓ jq : Either (i) Γ jq = 0 butΓ jq > α/2, or (ii) Γ jq ≥ α butΓ jq ≤ α/2. Restated, a type (i) error does not occur if |Γ jq − Γ jq | < α/2, and a type (ii) error does not occur if |Γ jq − Γ jq | < α/2. And because the estimation procedure is constructed such that the maximum number ofΓ jq estimates that will be computed is p(p − 1)/2, Proposition 4.1 implies
where J is the set of indices (j, q) for whichΓ jq is computed, and c 2 , c 3 > 0 are constants that depend on µ, M . This expression is the probability that the estimated partitionF is equal to the ideal partition F * . Let A be the event thatF = F * , and let B be the event that
Then we have
which we can lower bound by 1 − c 1 n −1 − 2p 2 · exp(−c 2 n(α/4 − c 3 r/ √ n) 2 ). The proof concludes by recalling that R(Θ * ) = R(ψ x ) by (5.1).
The value of α is not always known a priori, and so we consider an alternative threshold that does not use the value of α. The downside of this alternative is that the results must necessarily be asymptotic because when t n > α, we cannot lower bound the probability of choosing the correct model using the bounds from Proposition 4.1, since these bounds only ensure that the estimation error lies within an interval.
log n where c 4 > 0 is a constant, r = O(1), and log p = o(n/ log n); then we have
Proof. The proof roughly follows along the same lines as the proof of Theorem 5.1, and so we highlight the main differences. Since t n is strictly decreasing, there is some N such that t n < α/2 for all n ≥ N . For the remaining arguments in the proof, we will assume n ≥ N . Next, note that the mistakes we can make are: Either (i) Γ jq = 0 butΓ jq > t n , or (ii) Γ jq ≥ α butΓ jq ≤ t n . Restated, a type (i) error does not occur if |Γ jq −Γ jq | < t n , and a type (ii) error does not occur if |Γ jq − Γ jq | < α/2. As a result, Proposition 4.1 implies
And so we have
which leads to the desired result.
6. Approximate Low-Rank Structure. So far we have assumed the true model for ψ x is low rank; however, it is common to study estimation procedures under models with approximate sparsity (e.g., [6, 11] ). Unfortunately, it is unclear how to define approximate low-rank structure for the class of tensors we consider. The difficulty is that our procedure works by exactly estimating the ideal partition F * , but if a model is approximately low rank then we would need to estimate an approximate partition F. However, partitions are discrete and so there is no clear notion of approximation.
Given these ambiguities with defining approximate low-rank structure, we consider a related notion: We will estimate tensors with low bias that are also low rank. There is a tradeoff inherent in this between the amount of bias and the rank of the tensor. Smaller bias will lead to higher rank models, while larger bias will lead to lower rank models. It is difficult to analytically answer the question of how to control this tradeoff, and so instead we describe a cross-validation approach that can be used to control this. 6.1. Cross-Validation Approach. The challenge with cross-validation is that we will need to control our model complexity; otherwise the crossvalidation error will not be an accurate estimate of risk. We will create a finite sequence of nested models F 1 F 2 · · · F q , where A B denotes that if u, v ∈ A j then there exists B r such that u, v ∈ B r . The nested models will be constructed using a set of thresholds T = {t 1 , t 2 , . . . , t q }, and we will use cross-validation to pick the threshold. Note that in general some subset of models may be equivalent (i.e., there may be j such that F j = F j+1 ).
For simplicity, we will consider leave-k-out cross-validation with k = n/2. Suppose we use the full data set to compute the risk gapsΓ jq and compute the partition F j =F(t j ), and further suppose we use the data (6.1) (x i , y i ) for i = ( n/2 + 1), . . . , n to compute estimatesΘ(t) =Θ(F(t)). Define the empirical cross-validation error
Lett be the threshold selected by cross-validationt = arg min{V (t) | t ∈ T }, and suppose that t * = arg min{R(Θ(t)) | t ∈ T } is the optimal threshold. The following theorem shows that we can achieve an oracle inequality [2] using leave-k-out cross-validation. Note that we do not assume A4,A5 hold.
Theorem 6.1. If A1-A3 are satisfied, then with probability at least
where m q = m(F q ), ρ q = ρ(F q ), and c 1 > 0 is a constant that depends on µ, M .
Proof. Observe that we must have
and so applying the triangle inequality to the second term gives
We will deal with the two terms on the right separately. Applying the triangle inequality to the first term of (6.5) gives
The first two terms of (6.6) are bounded by Theorem 4.1, and the third term is bounded by Proposition 4.1. So if we let (6.7) w n = m q ρ q log n n , then using the union bound twice (once for having three terms and once for having multiple t ∈ T ) gives
with probability at least 1 − 5c 1 n −1 · (#T ).
Returning to the second term of (6.5), the triangle inequality gives
The last two terms of (6.9) are bounded by Theorem 4.1, and so we focus on the first term. Becauset minimizesV (t), we have
Similarly, because t * is the minimizer of R(Θ(t)), we have
Combining (6.10) and (6.11) leads to (6.12)
which can be bounded by Proposition 4.1. As a result, the union bound gives the following (6.13)
with probability at least 1 − 5c 1 n −1 · (#T ). The result follows by using the union bound to combine (6.4), (6.5), (6.8), and (6.13).
There are several remarks about this result. The first is that the lower bound on the probability of success explicitly depends on the number of tuning parameters (via the cardinality of T ), and this is consistent with empirical results in which using a large number of tuning parameters leads to overfitting [41] . Another thing to note is that we are required to control the model complexity (by ensuring that ρ q is sufficiently small relative to n) to guarantee that the above oracle inequality is achieved. Lastly, this result implies that the cross-validation procedure is efficient (in the sense of [2] ) when #T and ρ q grow sufficiently slowly in relation to n.
7. Parameter Sparsity. Though simultaneously regularizing multiple sparse structures using convex approaches only regularizes with respect to the single most useful structure [42, 38] , we are able to regularize with respect to multiple structures by combining hard-thresholding with softthresholding, similar to [14] . In particular, our approaches for handling exact structure selection or approximate low-rank structure involve hardthresholding; and so we are free to use soft-thresholding to exploit sparsity in the coefficients of the model. Here, sparsity means coefficients θ X k that are equal to 1, because this corresponds to a parameter that is not influencing the output y. This matches the normal notion of coefficient sparsity when we move to our convex formulation where sparsity means that u X k = log θ X k are equal to 0.
In particular, suppose our estimator for a fixed partition F is
The convex reparametrization is
The additional constraint
for the convex formulation is just an 1 -norm inequality, and so it can be represented using a linear in ρ number of linear inequalities using an LP lift [52] ; moreover, we can still solve this convex formulation (7.2) in polynomial time [40] .
The key result related to our form of joint soft-and hard-thresholding for low-rank tensor estimation is an extension of Proposition 4.1, from which we can then prove analogous results for risk consistency, exact structure selection, and approximate low-rank structure; we will not belabor this point by explicitly including these corresponding results or their proofs, but we will instead prove only this key result.
Proposition 7.1. Under A1-A3 and for any fixed partition F (not necessarily the true partition), we have
where Ω = {Θ ∈ Ω : log Θ 1 ≤ λ}, and C 3 , C 4 > 0 are constants that depend on µ, M .
Proof. The proof closely follows that of Proposition 4.1, and so we only highlight the key differences. As before, we refer to the 1 X k =X k i as pseudo-predictors, and the u X k are still the model parameters. If we define χ ∈ {0, 1} ρ to be the vector of pseudo-predictors, then in fact χ 1 = m, χ 2 = √ m, and χ ∞ = 1. The primary difference in this case is that the parameters belong to the modified set Φ = {U ∈ Φ : U 1 ≤ λ}. And so, results from [26] immediately give that
The result follows by combining (4.2), (4.3), and (7.4).
An important point to note is that this result demonstrates that combining soft-and hard-thresholding achieves performance that leverages both the low-rank structure of the tensor and the sparsity of the entries: In particular, the convergence rate implied by the proposition depends on ρ (rather than a count of all the possible values) and on λ (rather than the 1 -norm of parameters that are upper-bounded by M ). Expanding further, we would have the following convergence rates depending on the structure we leverage:
None Op r p log n n Low Rank Op mρ log n n Sparse Op λ log r p log n n Sparse + Low Rank Op λ log ρ log n n 8. Numerical Examples. Here, we compare the estimators proposed above to two recent estimators for tensor completion. Let the tensorψ represent an estimate of the model. The first estimator (the Square Nuclear Norm approach) [38] is defined as
whereψ (1) is the unfolding ofψ (into a matrix) along the first dimension [15, 38] , the value s minimizes | s j=1 r j − p j=s+1 r j |, reshape(T, n 1 , n 2 ) is a function that reshapes a matrix T to have n 1 rows and n 2 columns, and λ > 0 is a constant. The second estimator (the Maximum Nuclear Norm approach) [53] is given by
whereψ (j) is the unfoldingψ (into a matrix) along the j-th dimension, and λ > 0 is a constant. We will refer to our estimators as the Partition LogLinear model (3.4) and the Sparse Partition Log-Linear model (7.1); note that our estimators also include the structure selection procedure. It is worth noting that the versions of the nuclear norm estimators we use are slightly different than those given in [38, 53] . We use a weighted combination of a nuclear norm and the deviation between measurements and estimates, because we deal with the noisy case whereas the versions in the respective papers dealt with the noiseless case. Also, we use a variant of the Maximum Nuclear Norm with simpler computational properties; the results in [53] begin by converting (8.2) into a smooth formulation that is amenable to specialized algorithm design.
Numerical implementations of our estimators and the above variants of nuclear norm estimators have been made available 1 . For simplicity, we used the CVX package [23] for MATLAB to implement each estimator; we have not optimized our implementation code for speed, and we have not studied the choice of algorithms for solving the convex formulation of our estimators. However, it is worth mentioning that our estimators will generally compute relatively fast because there are no constraints on matrix positive semidefiniteness (unlike the nuclear norm case). We informally observed that our estimators were computed faster than the nuclear norm estimators; however, we do not include benchmarks because we did not use optimized implementation code for the nuclear norm estimators.
Two examples are presented for comparison. The first example consists of synthetic data at two different noise levels, and we examine the behavior of estimation error as the amount of data increases for a fixed model. The second example is a data set from a bioengineered metabolic pathway, and the data can be obtained from the corresponding author of [31] . In both examples, we have used leave-k-out cross-validation with k = n/2 to select the tuning parameters of the models. 8.1. Synthetic Data. We will consider an example where
and the noise has gamma distribution with shape k > 0 and scale θ > 0. Entries of the tensor are measured uniformly. Restated, predictors are mea- Table 1 Estimation Error Averaged Over 100 Trials sured uniformly to generate the synthetic data, and the uniform distribution implies that the predictors are jointly independent.
We have chosen a gamma distribution because it has support over [0, ∞), and its parameters can be chosen to ensure that E( ) = 1 as required by A2. Though the unbounded support technically violates the assumption in A2 on the boundedness of the noise, the boundedness of noise is not a crucial assumption and can be relaxed (as we discussed earlier). The numerical results from our choice of the gamma distribution for noise support this.
Results for 100 repeated simulations are shown in Table 1 . The table reports estimation error under a square loss
and this quantity is essentially a reweighted version of expected prediction error under a square loss
The results indicate that our estimation procedure (including structure selection through hard-thresholding) is competitive with existing approaches to tensor completion. For each scenario, either the Partition Log-Linear or Sparse Partition Log-Linear approach has the lowest estimation error.
8.2. Violacein Pathway. Bioengineered metabolic pathways hold promise for the production of pharmaceuticals and transportation fuels, and they are constructed in a combinatorial fashion by varying different discrete design elements. This combinatorial nature makes it challenging to engineer the pathway to maximize production of the bioproduct of the pathway, and so one idea that has been proposed is to (i) construct a model relating design parameters to the amount of bioproduct produced, and then (ii) use this model to determine which combination of design elements maximizes the bioproduct [31] . The approach used in [31] consisted of defining dummy predictors corresponding to each possible design choice and then performing a regularized linear least squares [3] .
The setting of constructing a model for bioengineered pathways corresponds to a combinatorial regression model, and so it is instructive to apply tensor completion methods to construct a model. In the particular pathway studied in [31] , there are five predictors p = 5, and each predictor has five levels r j = 5 for j = 1, . . . , 5. The data is categorized into either a training data set or a validation data set, and each respective data set consists of different experiments with explicitly different predictor values (i.e., design elements) used for each; so in this way, the validation data set was constructed to be a true validation data set for the original model in [31] .
A comparison of the predicted and measured values for models computed using different approaches is shown in Fig 1. The Sparse Partition Log-Linear model is not shown because cross-validation chose the λ parameter such that the estimate was identical to that of the Partition Log-Linear model. All of the models were constructed using the data that was designated as the training set in [31] , and the predictions and measured values in Fig 1  correspond to the data that was designated as the validation set in [31] . The equipment could not measure values smaller than 0.5, and so the measured values and model predictions smaller than this value were set to 0.5.
Qualitatively, the predictions of the (Sparse) Partition Log-Linear model most closely match the measured values. Dummy Coding Linear (specifically the model described in [31] ) performs less well than the Partition Log-Linear model of this paper. The Square Nuclear Norm and Maximum Nuclear Norm approaches do not work well for this data.
Quantitatively, one measure of interest is Spearman's rank correlation coefficient because in this application we are interested in models that can predict the relative (to other designs) amount of bioproduct produced for a particular combinatorial design. The Spearman correlation coefficient (for measurements restricted to those above the minimum detectable threshold of 0. Comparison between predicted and measured violacein production levels for different models.
9. Conclusion. We have studied the problem of low-rank tensor completion, when the tensor entries are positive and the low-rank structure is of a specific form (2.1). Hard-thresholding can be used to estimate this structure when the low-rank structure is exact, and leave-k-out cross-validation (with k = n/2) to select the thresholding level achieves an oracle inequality when the low-rank structure is not exact (or even when the low-rank structure is exact and we use cross-validation to choose the threshold in a data-driven manner). Numerical examples using synthetic data and data from a bionengineered metabolic pathway show that our proposed methods perform competitively with existing approaches. 9.1. Simplical Complexes. One potential area for further work is to generalize the low-rank structure we considered (2.1) to a more expressive framework from algebraic topology [16, 17] . Following the definition of [17] : A simplicial complex is a set Γ ⊆ 2 [p] such that F ∈ Γ and S ⊂ F implies that S ∈ Γ. The elements of Γ are called faces of Γ and the inclusion-maximal faces are the facets of Γ.
Inspired by hierarchical log-linear models used to construct hypothesis tests for contingency tables [17] , we can extend our model (2.1) by replacing partitions F with a simplicial complex Γ. This gives the following model:
In fact, the same estimator (3.4) and its convex reformulation (3.9) can be directly applied to this simplicial model, and we get similar results (but with the definition of ρ extended to count the number of parameters in the simplicial model) on concentration of measure of the empirical risk function (i.e., Proposition 4.1) and risk consistency (i.e., Theorem 4.1). Our result on concentration of measure when combining sparse coefficients with low-rank structure (i.e., Proposition 7.1) also applies to the simplicial model. Unfortunately, the results on structure selection do not extend to the simplicial model. Because a value can belong to only one sub-partition, we showed that the number of potential partitions that were tested is limited to a total of p(p − 1)/2 different possibilities. This property does not extend to simplicial complexes: For instance, the set of facets (9.2) facets(Γ) = {{1, 2}, {2, 3}, {1, 3}}
belongs to a valid simplicial complex, but this is not a valid partition F. It may be interesting to study how to extend our hard-thresholding approach for structure selection to the simplicial model.
9.2. Rank-1 Approximations and Deflation. Matrix principal component analysis (PCA) consists of a procedure in which a best rank-1 approximation to a matrix is computed, this approximation is subtracted from the matrix, and then these steps are successively repeated until a termination criteria is reached. However, the extension of this procedure to tensors is not guaranteed to give exact decompositions without additional strong assumptions [49, 51, 43] . Even approximate decompositions are challenging because finding a best rank-1 approximation for tensors is NP-hard in general [25] .
Our convex reparametrization (3.9) allows us to compute a best rank-1 approximation in polynomial time for positive tensors (a consequence of Proposition 3.1), but our preliminary numerical examples (not reported) showed mixed performance when applying a deflation approach to perform tensor completion for positive tensors. A potential further direction is to develop a rank-1 approximation and deflation approach for tensor completion and identify classes of tensors for which this procedure works well.
One of the main technical challenges towards constructing an approximation and deflation method is that for positive tensors a single deflation will typically result in a tensor that has negative entries. Though a similar challenge also occurs in the case of sparse matrix PCA, where a deflation is not guaranteed to ensure that the resulting matrix is positive semidefinite, this challenge can be resolved by defining a correction procedure to the deflation step [35] . There is no natural generalization of such correction procedures to the deflation step for a positive tensor, and so resolving this may represent one possible approach to studying the broader question.
9.3. Collinearity Analogs. The assumption A4 can be interpreted as an assumption on the conditioning of the predictors: We are requiring orthogonality between specific groups of predictors. In linear regression, orthogonality leads to good conditioning, whereas poor conditioning manifests itself as multicollinearity [3] . And in the case of our model, poor conditioning requires a violation of A4. However, this characterization of poor conditioning is not sharp and is another potential area for further study. In particular, there is a question regarding by how much assumption A4 can be relaxed while still ensuring consistency of the estimation procedure.
One potential approach involves studying distributions that are approximately independent. For instance, consider a probability distribution on x that can be written as
where V k ∈ R r k are vectors that sum to one j V j k = 1, 1 is a small constant, and g x is an arbitrary probability distribution on x. Because q k=1 V k represents a distribution in which each x k is jointly independent [29] , we can interpret the distribution f x as having approximate independence bewteen the x k . Under such conditions, we can bound the error incurred by our estimators assuming A4.
