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Abstract. In the paper [3], Koukoulopoulos proved (Theorem 1.6) that if a
completely multiplicative function f : N → [−1, 1] is small on average in the
sense that
∑
n≤x f(n)  x
1−δ
(log x)2 , for some δ > 0, and if the Dirichlet series of
f , say F (s), is such that F (1) = 0, then there exists 0 < α ≤ δ/61 such that∑
p≤x(1 + f(p)) log p  x1−α. In this note we strengthen this result. Indeed, if
F (1) = 0 and under the weaker assumption
∑
n≤x f(n)  x1−δ, we obtain that
for any  > 0,
∑
p≤x(1 + f(p)) log p x1−δ+. Moreover, we proved that if such f
exists, then ζ(s) has no zeros in the half plane Re(s) > 1− δ. Our proof is short
(2 pages) and uses only elementary Analytic Number Theory. The main input is
the Landau’s oscillation Theorem.
1. Introduction
We say that f : N → C is a multiplicative function if f(nm) = f(n)f(m)
whenever gcd(n,m) = 1, and we say that f is completely multiplicative if this
relation holds for all n and m.
Many important problems in Analytic Number Theory can be rephrased in terms
of the mean behavior of the partial sums
∑
n≤x f(n) of a completely multiplicative
function f . For instance, the Riemann hypothesis – The statement that the Riemann
zeta function ζ(s) has no zeros in the half plane Re(s) > 1/2 – is equivalent to∑
n≤x λ(n) = O(x
1/2+) for any  > 0, where λ is the Liouville function, i.e., λ is
completely multiplicative and at primes λ(p) = −1.
If f : N→ [−1, 1] is completely multiplicative and if its values at primes (f(p))p
are equal to β ∈ (−1, 1) \ {0} on average, then in the book of Tenenbaum [6] it has
been developed a method – The Selberg-Delange method – which allow us evaluate
the partial sums
∑
n≤x f(n). Indeed, if the Dirichlet series F (s) :=
∑∞
n=1
f(n)
ns
sat-
isfies a certain set of axioms, then the partial sums
∑
n≤x f(n) ∼ cf x(log x)1−β , where
cf 6= 0 is a constant which depends in f . Moreover, in [2], Granville and Kouk-
oulopoulos proved a similar result under weaker assumptions. Thus, if the partial
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sums of f are small on average in the sense that
∑
n≤x f(n) x1−δ for some δ > 0,
then one may expect that at primes, f(p) is either equal to −1 or 0 on average. This
has been showed to be true in the work of Koukoulopoulos [3]. Indeed, Theorem 1.6
of [3] states the following.
Theorem 1.6 of [3]. Let 0 < δ < 1/3, Q ≥ exp(1/δ) and f : N → [−1, 1] be a
completely multiplicative function such that
∣∣∑
n≤x f(n)
∣∣ ≤ x1−δ
(log x)2
, for all x ≥ Q. If
(a) F (s) :=
∑∞
n=1
f(n)
ns
is such that F (1) 6= 0, then∑
p≤x
f(p) log p x
exp(c
√
log x)
, for some constant c = c(δ).
If (b) F (1) = 0, then∑
p≤x
(1 + f(p)) log p x1−1/(61 logQ), (x ≥ Q).
Thus, the part (b) above, in the case that F (1) = 0 and
∑
n≤x f(n)  x
1−δ
(log x)2
,
gives that there exists 0 < α ≤ δ/61 such that∑
p≤x
(1 + f(p)) log p x1−α.
In this note we strenghten this result:
Theorem 1.1. Let f : N→ [−1, 1] be a completely multiplicative function such that∑
n≤x f(n) x1−δ, for some 0 < δ < 1/2, and F (s) =
∑∞
n=1
f(n)
ns
satisfies F (1) = 0.
Then, for all  > 0∑
p≤x
(1 + f(p)) log p x1−δ+.
Moreover, if such function f exists, then ζ(s) has no zeros in the half plane Re(s) >
1− δ.
This result also improves the results in [1], in which it has been proved a result
of same quality of Theorem 1.1 under randomness and bias assumptions.
2. Proof of the main result
As always, p denotes a generic prime number. We say that f(x) g(x) if there
exists a constant C > 0, such that |f(x)| ≤ C|g(x)|.
2
Proof of Theorem 1.1. Let h = 1 ∗ f . Then h is multiplicative and for each prime p
and any power m ∈ N
(1) h(pm) = 1 + f(p) + f(p)2 + ...+ f(p)m.
If f(p) ≥ 0, then by (1), h(pm) ≥ 0. If −1 ≤ f(p) < 0, then by (1), h(pm) =
1−f(p)m+1
1−f(p) ≥ 0. Thus h(pm) ≥ 0 for all primes p and all powers m ∈ N. Set
H(s) :=
∑∞
n=1
h(n)
ns
. Now since
∑
n≤x f(n)  x1−δ, we have that F (s) =
∑∞
n=1
f(n)
ns
converges and it is analytic in the half plane Re(s) > 1− δ. Moreover, as F (1) = 0,
we have that H(s) = ζ(s)F (s) is analytic in Re(s) > 1 − δ, since the simple pole
of ζ(s) at s = 1 cancel with the (analytic) zero of F (s) at s = 1. Thus, H(s) is
a Dirichlet series of non-negative terms which is analytic in Re(s) > 1 − δ. Thus,
by the Landau’s oscillation Theorem (see, for instance [4], pg. 16, Theorem 1.7),
H(s) converges in the half plane Re(s) > 1 − δ. Since the convergence is actually
absolute, we have the convergence of the Euler product of H(s) (see, for instance,
[6], pg. 106, Remark of Theorem 2). The convergence of this Euler product of H(s)
implies that for each σ > 1− δ
∑
p
∞∑
m=1
h(pm)
pmσ
<∞.
In particular,∑
p
h(p)
pσ
=
∑
p
1 + f(p)
pσ
<∞,
and since the derivative of a convergent Dirichlet series is also convergent,∑
p
(1 + f(p)) log p
pσ
<∞.
Set 1prime(n) to be equal to 1 if n is prime and 0 otherwise. Thus we have that the
following series converges:
∞∑
n=1
1prime(n)(1 + f(n)) log n
nσ
.
Now by Kroenecker’s Lemma (see [5], pg. 390 Lemma 2), or by partial summation,
we have that
∑
p≤x(1 + f(p)) log p =
∑
n≤x 1prime(n)(1 + f(n)) log n = o(x
σ). This
shows the first part of Theorem 1.1.
Now we are going to proof the second part of Theorem 1.1. We claim that the
hypothesis
∑
n≤x f(n) x1−δ implies that the series
∑∞
n=1
f(n)µ2(n)
ns
converges in the
3
half plane Re(s) > 1− δ. Indeed, for Re(s) > 1
Fµ2(s) :=
∞∑
n=1
f(n)µ2(n)
ns
=
∏
p
(
1 +
f(p)
ps
)
=
∏
p
(
1− f(p)
2
p2s
)(
1− f(p)
ps
)−1
= F (s)
∏
p
(
1− f(p)
2
p2s
)
:= F (s)U(s).
Observe that U(s) converges absolutely in Re(s) > 1/2 and F (s) converges in
Re(s) > 1 − δ. Thus Fµ2(s) converges in Re(s) > 1 − δ (see for instance, [6],
pg. 122, Notes 1.1). Now observe that,
Fµ2
F
(s) = U(s) is analytic and does not
vanish in Re(s) > 1/2. Hence, as F (1) = 0, we obtain that Fµ2(1) = 0. Set now
g = 1 ∗ fµ2. We have, for for any prime p and any power m ≥ 1:
g(pm) = 1 + f(p).
Thus, g(pm) ≥ 0 for all primes p and all powers m, and since G(s) := ∑∞n=1 g(n)ns =
ζ(s)Fµ2(s), with Fµ2(s) being analytic in Re(s) > 1−δ with Fµ2(1) = 0, we obtain by
the Landau’s oscillation Theorem that G(s) converges absolutely in Re(s) > 1− δ,
and also the convergence of its Euler product. Now the Euler product of G(s) is
given by:
G(s) =
∏
p
(
1 +
∞∑
m=1
1 + f(p)
pms
)
=
∏
p
(
1 +
1 + f(p)
ps − 1
)
=
∏
p
ps + f(p)
ps − 1 .
Thus, each Euler factor above is 6= 0 in the half plane Re(s) > 1 − δ, and hence
G(s) 6= 0 in the half plane Re(s) > 1 − δ. Thus, 1
G(s)
is analytic in the half
plane Re(s) > 1 − δ, and since 1
ζ(s)
=
Fµ2 (s)
G(s)
, we obtain that 1/ζ(s) is analytic in
Re(s) > 1− δ. 
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