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Given a set of experimentally determined lower and upper bounds on the distances between the 
atoms of a molecule, we study the minimum and maximum values that any one distance can attain 
when all of the remaining distances are confined between their lower and upper bounds. The 
triangle inequality may be used to derive a first approximation to these ‘distance limits’, and a 
complete characterization of these ‘triangle limits’, together with an efficient algorithm for com- 
puting them, is presented. A four-point relation known as the ‘tetrangle inequality’ is then 
discussed as a possible means of obtaining an improved approximation. 
1. Introduction 
The majority of physical interactions between particles are best modeled as func- 
tions of their mutual distances. Because of this fact, many experiments directed 
towards the determination of the spatial structures of molecules provide direct in- 
formation on the interatomic distances [2, 141. It is often a nontrivial task to deduce 
a consistent picture of the three-dimensional spatial structure as a whole from this 
information, especially because such distance measurements are usually incomplete 
and subject to substantial uncertainties. Thus these measurements are best inter- 
preted in terms of lower and upper bounds on the distances which enclose the entire 
range of values consistent with the experiments. The question which then remains 
is to identify the common features of the set of all spatial structures which are con- 
sistent with the measurements [4, 71. Answers to this question may further shed light 
on the difficult problem of understanding how large and complex molecular struc- 
tures such as zeolites [l l] and proteins [6] result from the system of short-range 
forces which exists between their atoms. 
One purely mathematical problem which arises in this context is to extrapolate 
from a given set of lower and upper bounds on a limited number of interatomic 
distances the ‘tightest’ possible bounds on all of the distances in the molecule. More 
precisely, let: 
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denote the Euclidean distance between two points in three-space R3. For a given set 
A, representing the atoms of the molecule to be studied, an embedding of the atoms 
in lR3 is defined as a map e : A --f lR3 which associates with each atom a EA its Carte- 
sian coordinates e(a) E R3. Each embedding e in turn defines a map d, : A x A + fR 
according to the definition d,(a, 6) := lie(a)-e(b)ll, which we call a Euclidean 
distancefunction. If T(a, 6) and zl(a, b) are the given lower and upper bounds on the 
distances between each pair of atoms a, b E A, we say that an embedding e is (c ii)- 
admissible if T(a, 6) 5 d,(a, 6) 5 ii(a, b) for all a, b EA. Of course, for arbitrary 
distance bounds 71 ii there may be no (< ai)-admissible embedding of A, but if such 
an embedding exists, then for each a, b EA we denote the minimum and maximum 
values of the Euclidean distance lie(a)-e(b)11 over all (< ii)-admissible embeddings 
e:A+R3 by: 
&a, b) = 4~. uj(a, b) := inf(d,(a, 6) ( e is (c @-admissible) 
e 
(1.2) 
and: 
C(a, b) = 6,~ ul(a, b) := sup(d,(a, 6) 1 e is (& Q-admissible), 
e 
(1.3) 
respectively. Note that an embedding of A is (6 @-admissible if and only if it is 
(6 Q-admissible. 
A method for computing these Euclidean distance limits 4 fi would allow us to 
infer the presence of interatomic proximities from those which have been measured 
directly, and to decide which experiments are most needed to determine the structure 
with greater precision. The computation of such limits would also provide us with 
a means of checking the data for redundancy and correctness. For if on examination 
of the limits we should find that &a, 6) > T(a, 6) or ti(a, 6) < ii(a, b) for some pair of 
atoms a and b, then the experimentally determined lower and upper bounds are, at 
least to some extent, redundant. On the other hand, if some subset of the bounds 
between the atoms A should imply lower and upper limits &a, b) and ti(a, b) such 
that &a, b)>ti(a, b), then there exists no spatial structure which is simultaneously 
consistent with all the data, implying that the data themselves are in error. In this 
case, we define [(a, 6) : = + m and Li(a, 6) : = - 03 for all a, b EA. 
Unfortunately, the computation of the Euclidean distance limits in general is a 
difficult problem. However, a useful first approximation to the limits may be effi- 
ciently computed by making use of the fact that Euclidean distances are subject to 
the triangle inequality: d(a, 6) 5 d(a, c) + d(b, c) for all triples a, b, c E A. To do this, 
we let M(A) : = {f: A x A + [0, 031 If(a, a) = 0 and f(a, b) =f(b, a) for all a, b E A} 
denote the set of all nonnegative-valued symmetric functions on A which vanish on 
the diagonal ((a, a) ) a E A} c A x A. Note that (by setting T(a, b) = 0 and @a, 6) = 00 
for any atoms a, b EA for which no bounds have been directly measured) we may 
without loss of generality consider the given bounds iand a to be functions in M(A). 
For 71 ii E M(A) we can extend our definition of (7, Q-admissible embeddings to 
functions in M(A) by defining a function SE M(A) to be (77 @-admissible if i(a, b) I 
f(a, b) I a(a, b) for all a, b E A. In addition, we define M3 (A) : = { f~ M(A) /f(a, 6) I 
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f(a, c) +f(b, c) for all a, 6, c E A}. Using these conventions, for each a, b E A we now 
define the lower and upper triangle limits for (6 ii) as: 
/(a, b) = I(T, aj(a, 6) = iqf(f(a, 6) lf~ M,(A) and f is (t @-admissible); (1.4) 
u(a, W=u(7,&, b)=sufp(f(a, b) If’EW(4 and f is (7, Q-admissible). (1.5) 
Since the triangle inequality is a necessary but not a sufficient condition for f to be 
equal to a set of distances in three-space [ 11, we have 75 Is rand ii 2 u 1 ti as func- 
tions on A XA. 
In this paper we present a system of inequalities between the lower and upper 
triangle limits which completely characterizes them. Using this characterization, we 
then show how to reduce the computation of the triangle limits to an all-pairs 
shortest paths problem in a digraph with both positive and negative edge lengths. 
Finally, we make some remarks on the distance limits which are implied by the rela- 
tions which hold between the distances among each four points in Euclidean space, 
or what we call the tetrangfe inequality. The tetrangle limits provide us with an im- 
proved approximation to the limits fand Li defined in (1.2) and (1.3), whose efficient 
computation remains an open problem. 
2. A characterization of the triangle limits 
As above, let iand ii be functions in M(A) with T< ii, representing lower and up- 
per bounds on the possible values of the interatomic distances in a molecule, and 
consider their corresponding triangle limits I = l(t uj and u = u(~ uj. Clearly I and u 
are in M(A) whenever there exists an (T, Q-admissible f EM3(A), and otherwise 
I = - u : = 00. Assume that I, u E M(A), and substitute i: = 1 and ii : = u in equations 
(1.4) and (1.5). Then by the remark following those equations, we have 
/(,, uj = lcr, aj = I and I,+,, uJ = ZQ uj = u, i.e., the triangle limits are not changed by this 
substitution. Thus the triangle limits are in a sense self-consistent, and in fact this 
condition can also be used to characterize them via: 
and: 
‘cc &V b) : = (;,~~,,u’@, 6) I (I 3 ’ u’) are a self-consistent pair of 
(6 Q-admissible functions in M(A)), (2.1) 
u(c aj(a, 6) : = sup (u’(a, b) 1 (I’, u’) are a self-consistent pair of 
0’9 u’) 
(< ii)-admissible functions in M(A)). (2.2) 
Self-consistent pairs of functions in turn are characterized by the following: 
Theorem 2.1. For any pair iand ii of functions in M(A) the following two condi- 
tions are equivalent: 
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(i) The functions i and ii are self-consistent, i.e., i= Q, aj and ii = zq, a). 
(ii) The function t7 satisfies the triangle inequality, i.e. 
ii(a, b)lu(a, c)+u(b, c) for ah a, b, CEA, (2.3) 
while iand ii together satisfy: 
i(a, b) I i(a, c) + ii(b, c) for all a, 6, c EA. (2.4) 
In particular, if $ ii EM(A) are a pair of not necessarily self-consistent functions 
which allow for at least one (i; @)-admissible f EM3(A), then the corresponding up- 
per triangle limits u = U(I, L1j satisfy (2.3) with ZI = u, while u together with the lower 
triangle limits I= I(T, aj satisfy (2.4) with i= I. Conversely, if a pair of functions (T, ii) 
satisfies (2.3) and (2.4), then there necessarily exists an (6 @-admissible f EMJ(A). 
Proof. (i) * (ii): Since the set of (6 @-admissible functions in M,(A) c M(A) is 
compact (i.e., closed and bounded), self-consistency is equivalent to the assertion 
that for every a, b EA there exist two (T, @-admissible functions fr=fi(“’ ‘), 
f, = f> ') EM,(A) which satisfy: 
fr(a, 6) = iia, b) (2.5) 
and 
f,(a, b) = u(a, b), (2.6) 
respectively. Hence for a, b, c EA, we have: 
u(a, b)=f,(a, b)rf,(a, c)+fU(b, c)lu(a, c)+u(b, c) (2.7) 
as well as: 
i(a, ~)rf,(a,c)~fi(a,b)+fi(b, c)=i(a, 6)+fr(b,c)li(a,b)+ii(b,c). (2.8) 
(ii) * (i): For every a, b EA we must demonstrate the existence of the functions 
fl’“’ ‘) and f,‘“, ‘) defined above. Obtaining f,‘” b, is easy: simply set f,‘” b, : = ii for all 
a, b EA. To establish the existence of fi’“’ b, we will need the following: 
Lemma 2.1. For f E M,(A), let x be an element not in A, and let I,, u,: A + R be 
two real-valued functions defined on A with 0~ I,r u,. Then there exists an exten- 
sion off’ E M,(A) off to A U x with l,(a) 5 f(a, x) I u,(a) for all a E A if and only 
if for ah a, b E A: 
f (a, b) 5 u,(a) + u,(b), 
Ma) sf(a, b) + u,(b). 
(2.9) 
(2.10) 
Proof of Lemma. (This proof is a bit intricate and may be skipped without loss of 
continuity.) Necessity follows from arguments similar to those used to prove 
necessity of the theorem above. To prove the converse, we define: 
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P,:={u:A~IRIu(a)+u(6)rf(a,b)2I,(b)-u(a) bb,bcA}; (2.11) 
T,:={o:A~IRIu(a)=sup(f(a,b)-u(b),I,(b)-f(a,6)/bEA) bh_EA}. (2.12) 
Thus T, consists of those members of PA which are minimal, and in particular 
uep*, U’E TA and u I u’ implies u = u’. We claim that for all u E PA, there exists 
some o’ E T, with U’I u. If for any u E PA and a EA we define p,(o) : A + R by: 
p,(u)(b) : = u(b) for all b f a (2.13) 
and 
J%(u)(a) : = sup(f(a, b) - u(b), l,(b) -f(a, b) 1 b E A), (2.14) 
then it follows immediately from the above definitions, together with I,LO, that 
p,(u) I u as a function on A, p,(u) E PA, and therefore: 
p,(u)(a) = sup(f(a, b) -J%(b)@), &(b) -f(& 6) I b E A). (2.15) 
Also by definition, for any v E PA we have p,(u) = v Va E A if and only if v E T,. 
Now for any v E PA, we define a mapping: 
q(o):A+lR: a ++ 3(W) +a,(oW). (2.16) 
Note that once again q(u) I o and q(u) E PA, and define the infinite sequence u,, u2, 
v3, . . . inductively by u , : = u and IJ, + 1 : = q(u,) for n 2 1. One sees easily that the limit 
o’:=lim u,, as n.cx, exists, is contained in TA and satisfies u’lu (cf. [3]). 
In particular, since U,E PA by (2.9) and (2.10), there exists u~~u, with Z.&E TA. 
Therefore, if we now define the extension f ‘: (A U x) x (A U x)+ R off by: 
f ‘(x, a) = f ‘(a, x) : = u;(a) (2.17) 
for all a E A and f ‘(x, x) : = 0, we see at once that f,(a) If ‘(a, x) I u,(a) for all 
a E A, as desired. To verify that f’ E M3(A U x), we must check two types of ine- 
qualities, namely f ‘(a, 6) If ‘(a, x) + f ‘(x, 6) and f ‘(a, x) 5 f ‘(a, 6) + f ‘(6, x). To 
prove the first of these, we simply observe that since ui E TA c PA, we have for all 
a, ~EA: 
f ‘(a, 6) =f(a, 6) 5 u&7> + u:(b) =f ‘(a, x) + f ‘(6, x). (2.18) 
To prove the second, we observe that for all a, 6, c E A: 
u:(a) = w(f@, 4 - u;(c), 4(c) -f(a, c) 1 c E A) 
5 sw(f(a, 6) +f(h 4 - u:(c), MC) +f (a, b) -f (h c) 1 c E A) 
=f(a, b) + supU-(b, 4 - u:(c), /x(c) -f@, c) 1 c E A) 
=f(a, 6) + u:(b). 0 (2.19) 
Remark 2.1. Since I, provides a lower bound on the mappings p,(v), the proof can 
be simplified somewhat by using Zorn’s lemma to infer the existence of minimal 
elements in PA, rather than defining the sequence ur, v2, u3, . . . , as above. 
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Remark 2.2. This lemma is entirely analogous to the characterization of the tight 
span of a metric space which is proved in $1.3 of [3]. An equivalent statement of 
this lemma says simply that whenever a metric space (A,f) has the property that 
for all a, ~EA there exists an extension of the subspace ((a, b},f) to {a, 6, x} which 
lies within given lower and upper bounds I,, u,: A + R, then there exists an exten- 
sion of the entire space (A,f) to (A U x,f) which lies within the bounds. The proof 
of the lemma can then be generalized without difficulty to show that if (A,f) and 
(A’,f’) are any two metric spaces with A nA’=O, and I, u : A xA’+ R are lower 
and upper bounds such that for any a, b E A and a’, b’ E A ’ there exist extensions 
of ({a, b},f) to both {a, b, a’} and {a, 6, b’} as well as extensions of ({a’, b’},f’) 
to both {a, a’, 6’) and (6, a’, b’} which lie within these bounds, then there exists 
an extension of both spaces to A UA’ which lies within the bounds. 
Continuing now with our proof of the theorem, for A = {a, 6) we set: 
f,‘“’ “‘(a 6) . = i(a b) 9. 33 (2.20) 
from which it follows that the theorem holds for all functionsf: A + R with #A I 2. 
We now assume that for some n > 2 the theorem is true for all functions defined on 
sets of cardinality n - 1. Thus the desired function fl=fi@ ‘) exists on any 
C:= {a, 6, c3, . . . . c,_,}cA with #C=n- 1. Given XEA \ C, we define: 
I,(c) : = T(c, x) and u,(c) : = ii(c, x); (2.21) 
for all c E C. Since these functions and the restrictionflo off to C satisfy the con- 
ditions of the lemma, it follows that the desired function fl=fi@ ‘) also exists on 
the n element subset CUx. Thus the theorem holds for all functions defined on 
finite sets A by induction. More generally, the same argument combined with Zorn’s 
lemma may be used to show that the theorem holds even in the infinite case. 
3. An efficient algorithm for computing the triangle limits 
We now consider the problem of computing (for a finite set of atoms A) the lower 
and upper triangle limits corresponding to a given set of lower and upper bounds 
iand r.7 in M(A). By virtue of Theorem 2.1 and the comments immediately preceding 
it, the upper triangle limits defined in (1.5) (assuming that they exist) are given by: 
u(a, 6) :=sup(u(a, 6) 1 u EM(A), u(x, y) 
~mln(a(x,y),u(x,z)+u(y,z)) Vx,y,zeA) (3.1) 
for all a, beA, which shows, in particular, that they are independent of the lower 
bounds Z 
Let G(u) : = (A, E, w : E-+ R) be the complete, edge weighted graph whose vertex 
set is A and whose edge weights are given by w(e) : = ~(a, b) for e = {a, b} E E. As 
is well-known (cf. [9]), a family of paths in G from any one vertex u to all other 
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vertices ~EA whose lengths are given by s(a, b) is a family of shortest paths w.r.t. 
the edge weights w if and only if each is at least as short as the shortest ‘short-cut’ 
consisting of the shortest path from a to some other vertex x, followed by the direct 
path from x to b of length w(e)=ii(x, 6), i.e., 
s(a, b) = inf(s(a, x) + a(x, 6) 1 x EA). 
These are known as Bellman’s equations. 
(3.2) 
Lemma 3.1. The upper triangle limits are equal to the shortest paths in the graph 
G(a). 
Proof. For any function u E M(A), u(a, b) L inf(u(a, x) + ii(x, b) 1 XEA) (since the 
r.h.s. equals u(a, 6) when x= b), so all we need to show is the opposite inequality. 
Since u I ii and u obeys the triangle inequality (2.7), u(a, 6) I u(a, x) + ii(x, 6) for all 
XEA, so that u(a, b)linf(u(a,x)+ii(x, ~)IxEA), as desired. 0 
Thus the upper triangle limits can be computed simply by applying any all-pairs 
shortest paths algorithm (see, for example, [5,9]) to the graph G(U). 
Likewise from Theorem 2.1, it follows that the lower triangle limits are given by: 
[(a, 6) = inf(o(a, b) 1 u EM(A), 7(x, y) 5 u(x, Y) 
v 
5 u(x, Z) + U(Y, Z) vx, Y, ZEA), (3.3) 
where u are the upper limits computed as above. In [7] we also presented a 
somewhat complicated algorithm for computing the lower triangle limits from the 
upper triangle limits and the given lower bounds. It turns out to be more efficient, 
however, to compute both the lower and upper triangle limits together, which can 
be done by reducing the problem to an all-pairs shortest paths problem involving 
negative edge weights (cf. [S]). To do this, we rewrite equation (3.3) as: 
- f(a, 6) = sup(u(a, 6) I - u E M(A), u(x, y) 
0 
imin(-T(x,y),u(x,z)+u(y,z)) Vx,y,z~A). (3.4) 
We then have the following characterization of this supremum (cf. Theorem 2.2 of 
171): 
Lemma 3.2. For all a, b E A: 
- [(a, b) = inf(u(a, x) + u(b, y) - T(x, y) 1 x, y E A). (3.5) 
Proof. Let u(a, 6) : =inf(u(a, x)+ u(b, y) - I(x, y) 1 x, y E A). By equation (2.4) we have 
- [(a, 6) I - 1(b, x) + u(a, x) and - 1(b, x) 5 - 0, Y) + u(b, Y) 5 - f(x, Y) + u(b, Y), 
so that - /(a, b) 5 u(a, 6). Since trivially u(a, 6) I - T(a, b), to prove the opposite ine- 
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quality it suffices to show that o(b, c)< ~(a, 6) + u(a, c) (cf. (3.4)). Because the up- 
per bounds obey the triangle inequality (2.3), we have u(a, c) + ~(a, b) = inf(u(a, c) + 
u(a,x)+u(6,y)-f(x,y))x,y~A)~inf(u(c,x)+u(6,y)-T(x,y)(x,y~A)=u(b, c), 
as desired. 0 
We now define a weighted digraph G(t ii) := (A x (0, l}, E, w), where E : = 
(Ax(0, l})x(Ax{O, l}) and w : E+ R is given by w(a, 0; b, 0) = w(b, 0; a, 0) : = 
z&7, b), w(a, l;b, l)=w(b, l;a, l>:=ii(a, b), w(a, 0;6, l)=w(b, O;a, l):= -&z, 6), 
and ~(a, l;b, 0)= w(b, l;a, 0):= 03. Clearly the shortest paths from each (a, 0) to 
(b, 0) and from (a, 1) to (6, 1) are the upper triangle limits u(a, 6), as before. The 
shortest paths from vertices of the form (a, 0) to those of the form (b, l), however, 
go over exactly one edge of weight - r(x, y), and their lengths are given by u(a, x) + 
u(b, _y) -7(x, y). (Note that the edges going from (a, 0) to (6, 1) are essentially ‘one- 
way’, which ensures the absence of negative cycles and hence the existence of finite 
shortest paths.) Vice versa, since all combinations u(a, x) + u(b, _v) - T(x, y) also 
correspond to paths from (a, 0) to (b, l), the shortest such path is the infimum given 
in Lemma 3.2. 
We now present a modification of Floyd’s well-known shortest paths algorithm, 
which computes the triangle limits in time of order 0(N3): 
Procedure TRIANGLE(NoofAtoms, LowerBound, UpperBound); 
begin 
for k : = 1 to NoofAtoms do 
for i : = 1 to NoofAtoms - 1 do 
for j := i + 1 to NoofAtoms do 
begin 
if UpperBound[i, j] > UpperBound[i, k] + UpperBound[k, j] then 
UpperBound[i, j] := UpperBound[i, k] + UpperBound[k, j]; 
if LowerBound[i, j] < LowerBound[i, k] - UpperBound[k, j] then 
LowerBound[i, j] : = LowerBound[i, k] - UpperBound[k, j] 
if LowerBound[i, j] < LowerBound[j, k] - UpperBound[k, i] then 
LowerBound[i, j] : = LowerBound[j, k] - UpperBound[k, i]; 
if LowerBound[i, j] > UpperBound[i, j] then 
WRITELN(‘Erroneous Bounds.‘) 
end 
end 
Proposition 3.1. The above procedure correctly computes the triangle limits cor- 
responding to any nonerroneous et of distance bounds. 
Proof. Given our reduction of the triangle limits to shortest paths in the weighted 
digraph G(T, ii), the proof is completely analogous to the well-known proof of the 
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correctness of Floyd’s algorithm (cf. [5]). One observes that, after each iteration of 
the outermost loop over k, for all m I k the path length between each pair of vertices 
(aj, 0) and (aj, 0) is at least as short as the length of any path passing through the 
vertex (a,, 0), the path length between each pair of vertices (ai, 1) and (aj, 1) is at 
least as short as the length of any path passing through (a,, I), and the path length 
from node (a;, 0) to (aj, 1) is at least as short as any path passing through either 
node (a,, 0) or (a,, 1). 0 
As an interesting application of this algorithm, which is of use in the actual 
calculation of molecular structure from distance information (cf. [8]), we present 
the following algorithm for generating ‘quasirandom’ metric spaces within any 
given set of self-consistent bounds on the individual distances. 
Procedure METRIZE(NoofAtoms, LowerBound, UpperBound, Distance); 
begin 
for i : = 1 to NoofAtoms - 1 do 
for j : = i + 1 to NoofAtoms do 
begin 
Distance[i, j] : = RANDOM(LowerBound[i, j], UpperBound[i, j]); 
LowerBound[i, j] : = UpperBound[i, j] := Distance[i, j]; 
TRIANGLE(NoofAtoms, LowerBound, UpperBound); 
end 
end 
where RANDOM is a function returning a random number within the interval defin- 
ed by its two real arguments. We thus have the following: 
Corollary 3.1. The METRIZE procedure correctly computes a metric space lying 
within any self-consistent set of distance bounds. 
Proof. The correctness of this procedure is a consequence of the following two 
facts: (i) By Theorem 2.1, for each pair of atoms a, b EA there exist functions 
fi, f, EM,(A) which are admissible w.r.t. the lower and upper limits I and u return- 
ed by TRIANGLE and which satisfy fi(a, 6) = f(a, b) and f,(a, b) = u(a, b), respec- 
tively. (ii) The subset of M,(A) consisting of all (I, u)-admissible functions, being 
the intersection of the hyperrectangle defined by the distance bounds and the 
polyhedron defined by the triangle inequalities, is a convex set. Thus for any one 
pair of atoms a, b EA, all values between the corresponding lower and upper 
triangle limits are attainable by some (I, u)-admissible f EM,(A). 0 
Since the complexity of TRIANGLE is O(N3), the complexity of the simple ver- 
sion of METRIZE presented here is O(N’), which is polynomial but not otherwise 
impressive. However, by suitable updating procedures it is possible to reduce this 
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complexity to 0(N3). We have used the word ‘quasirandom’ because, even if the 
order in which the atoms are considered is random, the algorithm definitely does 
not produce a sampling which is uniform w.r.t. the Lebesgue measure on the set of 
all metric spaces consistent with the bounds. 
4. Some remarks on the tetrangle limits 
For any f EM({ 1, 2, 3)), the three triangle inequalities among the three points 1, 
2, 3 are equivalent to the nonpositivity of the following 3-point Cayley-Menger 
determinant: 
Df(l, 2, 3):= ’ ’ f2K 2) f2(L 3) 
1 f2(1, 2) 0 f 2(2, 3) 
1 f2U, 3) f2G, 3) 0 
= -ml* 2)+.&z 3)+f(l, 3)). ml, 2)+.m 3)-.f(l, 3)) 
. Ml, 2)-fCT 3)+f(l, 3)). (-Al, 2)+.f(Z 3)+.f(l, 3)). (4.1) 
This is an immediate consequence of the factorization of this determinant which is 
shown on the right hand side of this equation. Thus the condition Df(l, 2, 3)10 
provides a necessary and sufficient criterion for the existence of a set of three points 
in the plane whose interpoint distances are given by the function feM({ 1, 2, 3)). 
The 4-point Cayley-Menger determinant Of(l) 2, 3, 4) is defined by obvious 
analogy with the 3-point one. For f EM({ 1, 2, 3,4}), the nonnegativity of this 
4-point determinant, together with all the triangle inequalities among the four 
points, constitutes a well-known [l] necessary and sufficient condition for the 
existence an embedding e : { 1, 2, 3, 4) + fR3 such that d(i,j) : = //e(i) - e(j)11 =f(i, j) 
for all i, je { 1, 2, 3, 4). By performing a Laplace expansion of this 5 by 5 determi- 
nant along its last two rows or columns, we obtain a quadratic equation in 
x =f2(3, 4): 
DJ(l,2, 3,4)=-A7X2+Bf.x+Cf; (4.2) 
where: 
0 1 
Af’l 0 A, 2) ; 
1 f2U> 2) 0 
0 1 1 1 
Bf= -2. 
1 0 
f2(1, 2) f2(f, 3) 1 f2(L 2) 0 2, ; 
1 f2(L 4) f2(29 4) 0 
(4.3) 
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0 1 1 1 1 
1 0 f2(l, 2) f2(l, 3) f2(l, 4) 
cr= 1 f2(1, 2) 0 f2(2, 3) f2(2, 4) . 
1 f2(l, 3) f2(2, 3) 0 0 
1 f2(l, 4) f2(2, 4) 0 0 
Since Ar= Df(l, 2) = 2f2(1, 2) 2 0, this quadratic expression is positive when 
x=f2(3, 4) lies between the two real roots which exist whenever Df(l, 2, 3, 4)20. 
Thus if f= d is a Euclidean distance function, the valuef(3,4) of this function must 
lie somewhere between these two real roots 1^(3, 4) and ti(3, 4)~1^(3,4). As a simple 
example, consider the case in which we are given four atoms bonded together by 
a chain of single bonds as 3-l-2-4. Then all of the distances among these four atoms 
are fixed except for the vicinal distance d(3, 4), and the lower limit I^<3, 4) on this 
distance is attained in the c&configuration where the dihedral angle about the l-2 
bond is O”, while the upper limit C(3, 4) is attained in a truns-configuration where 
the angle is 180” (as in Fig. 1). 
Since the function values f(i, j) occur symmetrically in these determinants, for 
any four atoms of a molecule w, x, y, z E A all six of the distances f(a, b) = d(a, b) 
(considered now as functions of pairs of atoms in A) with a, b E {w, X, y, z} must 
in fact lie between lower and upper limits defined by the relation Df(w, X, y, z) L 0, 
so that this condition is equivalent to the fulfillment of twelve simultaneous ine- 
qualities between the distances among each four atoms in three-space. We call these 
the tetrangle inequalities. In the case that we do not know the distances among the 
atoms in A exactly but only lower and upper distance bounds iand U, the tetrangle 
inequalities can be used together with the triangle inequalities to compute limits on 
the interatomic distances which are ‘tighter’ than those obtained from the triangle 
inequality alone. If we define the set of functions consistent with the triangle and 
tetrangle inequalities as: 
I 
4 
w 3 2 1 -3 fil % “1 2 
L(...) 
\ 
a2 
UC...) 
4 
Fig. 1. 
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then the tetrangle limits are defined by: 
[(a, 6) := iqfcfca, 6) I~‘EA~,(A) and f is (I; @-admissible); (4.5) 
~(a, 6) := sup(fca, 6) [feM,(A) and f is (7, Q-admissible). (4.6) 
In [7] it was shown that, for any nonerroneous bounds I ii on the distances among 
a set of four points { 1, 2, 3,4}, the tetrangle lower or upper limit on any one of the 
distances is attained only when each of the remaining distances is equal to its lower 
or to its upper bound. In this section, we will prove that only seven of the 2j 
possibilities can actually occur, and establish a connection with the theory of 
tensegrity frameworks [12], which is of some interest in its own right. 
Since for a functionfEM(A) the triangle and tetrangle inequalities are necessary 
and sufficient conditions for the existence of an embedding e : { 1, 2, 3,4) --f lR3 such 
that f = d,, we have M4({ 1, 2, 3, 4)) = {d, 1 e : { 1, 2, 3, 4) -+ lR3}. From this observa- 
tion it may easily be seen (Fig. 1) that if T(i, j) = ii(i, j) = d(i, j) are given fixed values 
for the five distances among { 1,2, 3, 4) with {i, j} # {3,4}, then the functions 
fgMJ(l, 2, 394)) f or which the tetrangle limits 1^(3, 4) and ti(3, 4) on the distance 
d(3,4) are attained are always equal to the distances d, between the points in some 
planar embedding e of { 1, 2, 3, 4) into lR2. It follows at once that this statement 
also holds for arbitrary nonerroneous bounds T, ii EM({ 1, 2, 3, 4)). Furthermore, 
for any given values of the five distances d(i, j) with {i, j} # { 3, 4}, up to isometry 
there exist only two planar embeddings e : { 1, 2, 3,4} + R2 such that d,(i, j) = d(i, j) 
for all (i, j} # (3, 4}, and hence there are only two possible corresponding values 
for the unspecified distance d(3,4), say L(d(1, 3), d(2, 3), d(2, 3), d(1, 4), d(1, 2)) 
when both 3 and 4 are on the same side of the line containing both 1 and 2, and 
U(d(1, 3), d(2, 4), d(2, 3), d(1, 4), d(1, 2)) when 3 and 4 are on opposite sides of this 
line (as in Fig. 1). Note, however, that the functions L and Uare defined if and only 
if their arguments are Euclidean distances, i.e., the values of some function in 
M3({ 1, 2, 394)); when this is not the case, we formally define L := + co and 
u:= -co. 
Since we clearly have L I U for all values of their argument distances (which are 
the values of some function in A4,({1, 2, 3, 4))) with equality if and only if either 
3 or 4 is actually on the line containing 1 and 2, we see that the lower tetrangle limit 
on d(3, 4) is attained when 3 and 4 are on the same side of (or incident to) the line 
containing 1 and 2, while the upper tetrangle limit is attained when 3 and 4 are on 
opposite sides of (or incident to) this line. 
Proposition 4.1. For given bounds i(i, j) and ii(i, j) on the five distances among the 
four points { 1, 2, 3, 4) with {i, j} # (3, 4}, unless the upper tetrangle limit ti(3, 4) 
on the distance d(3, 4) satisfies: 
ti(3,4) = min(ii(1, 3) + ii(l,4), fT(2, 3) + a(2,4)), (4.7) 
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this limit is given by: 
li(3,4)=max(U(ii(l, 3), ii(2,4), ii(2, 3), ii(l,4), T(1,2)), 
W(1, 3), a(29 4), u(2,3), Rl, 4), n(l, 2)), 
W(l,3), 1(2,4), 7(2, 3), U(l, 4), 17(1,2))), 
where L and U are the functions of the remaining five distances 
Similarly, unless the lower tetrangle limit f(3, 4) satisfies: 
1^(3,4)=max(0,T(i,j)-ii(i,k)~i~{1,2},j,k~{3,4}), 
this limit is given by: 
F(3,4)=min(L(ii(l, 3), U(2,4), f(2,3), T(1,4), tl(l,2)), 
L(@, 3), T(2, 4), ii(2, 3), ii(l, 4), au, 2)), 
L(f(l,3), @2, 4), T(2,3), U(l, 4), T(1, 2)), 
L(W, 3), f(2, 4), ii(2, 3), 7(1,4), r(l, 2))). 
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(4.8) 
defined above. 
(4.9) 
(4.10) 
Remark 4.1. To describe the ‘degenerate’ cases in which (4.7) and (4.9) hold in terms 
of necessary and sufficient conditions on the distance bounds T(i, j) and ii(i, j) 
((i,_iI)+(3,41)’ 1s an easy but instructive exercise which is left to the reader (see also 
171). 
We shall provide a sketch of two proofs of this proposition. To obtain an elemen- 
tary geometric proof, we make the following observations (Fig. 2). 
When any four of the six distances among the points are held fixed, each of the 
remaining two distances is locally a function of the other. If then all distances except 
for d(3,4) are at their lower or their upper bounds, then this combination of values 
corresponds to a lower tetrangle limit on d(3, 4) exactly when d(3, 4) is an increasing 
Fig. 2. 
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function of d(i, j) for all d(i, j) = T(i, j), and a decreasing function of d(i, j) for 
d(i, j) = zZi(i, j). A similar statement with Tand a interchanged also holds for the up- 
per tetrangle limits. 
Referring again to Fig. 2, let us remove irrelevant translational and rotational 
degrees of freedom by considering the points 1, 2, 3 to be fixed. Observe that as 
point 4 goes around the circle centered on 1 with radius d(1, 4), the distance d(3, 4) 
is alternately an increasing or decreasing function of d(2, 4) as 4 passes through the 
four quadrants of the circle defined by lines l-3 and l-2. The analysis for each of 
the other distances d( 1, 3), d(2, 3) and d( 1, 4) is of course similar. 
From these and similar considerations regarding the distance d(l, 2), one obtains 
the following: 
Lemma 4.1. If the angles al, a2 and p, and p2 are defined as indicated in Fig. 1, 
then the function U is monotone increasing in d( 1, 3) and d( 1, 4) iff p, + pz < 180”) 
monotone increasing in d(2, 3) and d(2, 4) iff (xl +(x2< 180”) and monotone in- 
creasing in d(1, 2) iff al +a2> 180” or PI +&> 180”. 
An analogous lemma also holds for the function L, and the proposition is a sim- 
ple consequence of these lemmata. 
In order to establish a connection with the theory of tensegrity frameworks which 
may be helpful in analyzing the general problem (e.g., the 5-point and higher-order 
inequalities; see [l, 7]), we now outline a second, analytic proof of this proposition. 
Consider the following optimization problem: 
min or max: f 2(3, 4) 
subject to: p(i,j)sf2(i,j)(_a2(i,j), {i,j) #{3,4}, 
f EMq({l, 2, 3,4}). 
(4.11) 
Since the given conditions on the Cayley-Menger determinants are necessary and 
sufficient for embeddability in LQ3, we may eliminate the constraint 
f EM4({ 1, 2, 3,4}) by changing coordinates from f 2(i,j) to a Cartesian coordinate 
system pi= [xi, y;, z,;], i= 1, . . . ,4, so that f2(i,j)=d2(i,j)=Ilpi-pj/)2. Then the 
Kuhn-Tucker first order optimality criteria [lo] are: 
c (~lk+~,k)(P,-Pk)=O9 
k 
; @2k +fi2k)(P2 -Pk) = O, 
dP3 -P4) + c @3k+f3k)(P3 -Pk) = O, 
k#3 
dP4-P3)+ c (~4k+fi4k)(P4-Pk)=o, 
k#4 
(4.12) 
where E = - 1 for the minimization problem and + 1 for the maximization, and the 
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Lagrange multipliers satisfy: 
A,sO if f(i, k) = a(i, k) and 0 otherwise, 
(4.13) 
pu,rO if f(i, k) =T(i, k) and 0 otherwise. 
These conditions are necessary for optimality at all ‘regular points’ at which the gra- 
dients of the constraint equations are independent. This in turn is true unless 3 or 
4 is on the line containing 1 and 2, in which case relatively simple geometric 
arguments can be used to show that the combinations of bounds given in (4.8) and 
(4.10) are the only ones possible. 
If we now interpret the upper bounds as ‘cables’ and the lower bounds as ‘struts’ 
in a tensegrity framework [12], then conditions (4.12) and (4.13) on E and the 
Lagrange multipliers are exactly the conditions which a stress in a rigid tensegrity 
framework on four points in the plane must satisfy. Since the conditions (4.12) can 
only be satisfied by a planar configuration, the following lemma, which is proven 
in Section 5 of [13], allows us to classify the signs of the Lagrange multipliers and 
therefore the active constraints in any optimum solution to (4.11). 
Lemma 4.2. The stresses a(i, j) in any realization of a complete framework on four 
points in the plane are proportional to: 
a(1, 2) : [1341[2341, o(2, 3) : [1241[1341, 
o(1, 3) : - [ 124][234], o(2, 4) : - [123][134], (4.14) 
o(1, 4) : [I231 [2341, o(3, 4) : [1231[1241, 
where [I231 denotes the oriented area spanned by points 1, 2 and 3, etc. 
As long as neither 3 or 4 is actually on the line containing 1 and 2, the constraints 
are independent and equations (4.12) and (4.13) can only be satisfied by those com- 
binations of bounds given in (4.7) through (4.10) and their complements, that is, 
those obtained by substituting lower bounds for upper bounds and vice versa. Since 
the complements are easily seen to correspond to saddle points rather than optima, 
the proposition is proved. 
To compute the tetrangle limits corresponding to a given set of bounds on the 
distances among N atoms (N> 4), one could as in [7] iteratively go through all four 
atom subsets and replace the bounds among these four atoms by their limits until 
no further changes can be made. At present it is not known if this simple procedure 
will always converge in a finite number of steps, or indeed if there exists any 
systematic method of going through the four atom subsets which guarantees finite 
convergence. A more subtle and equally interesting question arises from the fact 
that we have no proof, even in the event of convergence, that the result will be equal 
to the tetrangle limits as defined in equations (4.5) and (4.6). A characterization of 
the tetrangle limits analogous to Theorem 2.1 poses a challenging problem for 
future research. 
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