Abstract To make sense of large amounts of textual data, topic modelling is frequently used as a text-mining tool for the discovery of hidden semantic structures in text bodies. Latent Dirichlet allocation (LDA) is a commonly used topic model that aims to explain the structure of a corpus by grouping texts. LDA requires multiple parameters to work well, and there are only rough and sometimes conflicting guidelines available on how these parameters should be set. In this paper, we contribute (i) a broad study of parameters to arrive at good local optima, (ii) an a-posteriori characterisation of text corpora related to eight programming languages from GitHub and Stack Overflow, and (iii) an analysis of corpus feature importance via per-corpus LDA configuration.
Introduction
Enabled by technology, humans produce more text than ever before, and the productivity in many domains depends on how quickly and effectively this textual content can be consumed. For example, in the software development domain, developers have posted more than 15 million questions, 24 million answers, and 78 million comments on the question-and-answer forum Stack Overflow since its inception in 2008 (Barzilay et al (2013) ), and 67 million repositories have been created on the social developer site GitHub which was founded in the same year (Dabbish et al (2012) ).
The productivity of developers depends to a large extent on how effectively they can make sense of this plethora of information.
The text processing community has invented many techniques to process large amounts of textual data, e.g., through topic modelling (Blei et al (2003) ). Topic modelling is a probabilistic technique to summarise large corpora of text documents by automatically discovering the semantic themes, or topics, hidden within the data.
To make use of topic modelling, a number of parameters have to be set. Agrawal et al (2018) provide a recent overview of literature on topic modelling in software engineering. In the 24 articles they highlight, 23 of 24 mention instability in a commonly used technique to create topic models, with respect to the starting conditions and parameter choices. Despite this, all use default parameters, and only three of them perform tuning of some sort-all three use some form of a genetic algorithm.
Even those researchers who apply optimisation to their topic modelling efforts do not "learn" higher-level insights from their tuning, and there is very limited scientific evidence on the extent to which tuning depends on features of the corpora under Per-Corpus Configuration of Topic Modelling 3 analysis. For example, is the tuning that is needed for data from Stack Overflow different to the tuning needed for GitHub data? Does textual content related to some programming languages require different parameter settings compared to the textual content which discusses other programming languages? In this paper, we employ techniques from Data-Driven Software Engineering (Nair et al (2018) ) on 40 corpora sampled from GitHub and 40 corpora sampled from Stack Overflow to investigate the impact of per-corpus configuration on topic modelling.
We find that (1) popular rules of thumb for topic modelling parameter configuration are not applicable to the corpora used in our experiments, (2) corpora sampled from GitHub and Stack Overflow have different characteristics and require different configurations to achieve good model fit, and (3) we can predict good configurations for unseen corpora reliably. These findings provide insight into the impact of corpus features on topic modelling in software engineering. They inform future work about efficient ways of determining suitable configurations for topic modelling, ultimately making it easier and more reliable for developers to understand the large amounts of textual data they are confronted with. This article is structured as follows. First, we provide an introduction to topic modelling in Section 2. Then, we describe in Section 3 our data collection, and we provide a first statistical characterisation of the data. In Section 4, we report on our tuning on individual corpora. Section 5 provides insights gained from our per-corpus configuration and from the per-corpus parameter selection. Finally, we conclude with a summary and by outlining future work. 
Topic Modelling
Topic modelling is an information retrieval technique which automatically finds the overarching topics in a given text corpus, without the need for tags, training data, or predefined taxonomies (Barua et al (2014) ). Topic modelling makes use of word frequencies and co-occurrence of words in the documents in a corpus to build a model of related words (Blei et al (2003) ). Topic modelling has been applied to a wide range of artifacts in software engineering research, e.g., to understand the topics that mobile developers are talking about (Rosen and Shihab (2016) ).
The technique most commonly used to create topic models is Latent Dirichlet Allocation (LDA), a three-level hierarchical Bayesian model, in which each item of a collection is modeled as a finite mixture over an underlying set of topics (Blei et al (2003) ). A document's topic distribution is randomly sampled from a Dirichlet distribution with hyperparameter α, and each topic's word distribution is randomly sampled from a Dirichlet distribution with hyperparameter β. α represents document-topic density-with a higher α, documents contain more topics-while β represents topic-word density-with a higher β, topics contain most of the words in the corpus (Luangaram and Wongwachara (2017) ). In addition, the number of topics-usually denoted as k-is another parameter needed to create a topic model using LDA. While many studies use the default settings for these parameters (α=1.0, β=0.01, k=100; other sources suggest α=50/k and β=0.1 (Griffiths and Steyvers (2004) )), in recent years, researchers have found that the defaults do not lead to the best model fit and have investigated the use of optimisation to determine good parameter values (e.g., Agrawal et al (2018) ). To measure model fit, researchers have employed perplexity, the geometric mean of the inverse marginal probability of each Per-Corpus Configuration of Topic Modelling 5 word in a held-out set of documents (Hoffman et al (2010) ). Low perplexity means the language model correctly guesses unseen words in test data.
In this work, we set out to investigate to what extent the optimal parameter settings for topic modelling depend on characteristics of the corpora being modeled.
All our experiments were conducted with the LDA implementation Mallet, version 2.0.8.
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GitHub and Stack Overflow Corpora
In this section, we describe how we collected the documents used in our research. We define the features that we use to describe them, and we characterise them based on these.
Data Collection
To cover different sources and different content in our corpora, we sampled textual content related to the eight most popular programming languages from GitHub and Stack Overflow. The eight programming languages considered here are C, C++, CSS, HTML, Java, JavaScript, Python, and Ruby. As Stack Overflow has separate tags for HTML & HTML5 while GitHub does not distinguish between them, we consider both tags. Similarly, Stack Overflow distinguishes Ruby and Ruby-on-Rails, while GitHub does not.
For each programming language, we collect 5,000 documents that we store as five corpora of 1,000 documents each. Our sampling and preprocessing methodology for both sources is as follows.
Stack Overflow sampling.
On 5 January 2018, we downloaded the most recent 5,000 threads for each of the top programming languages through the Stack Overflow API. Each thread forms one document (title + body + optional answers, separated by a single space).
Stack Overflow preprocessing. We removed line breaks (\n and \r), code blocks (content surrounded by <pre><code>), and all HTML tags from the documents. In addition, we replaced the HTML symbols &quot; &amp; &gt; and &lt; with their corresponding character, and we replaced strings indicating special characters (e.g., &#39;) with double quotes. We also replaced sequences of whitespace with a single space.
GitHub sampling. On 14 January 2018, we randomly sampled GitHub repositories that used at least one of the top 10 programming languages on GitHub, using a script which repeatedly picks a random project ID between 0 and 120,000,000 (all GitHub repositories had an ID smaller than 120,000,000 at the time of our data collection). If the randomly chosen GitHub repository used at least one of the top 10 programming languages, we determined whether it contained a README file (cf. Prana et al (2018) ) in the default location (https://github.com/<user> /<project>/blob/master/README.md). If this README file contained at least 100 characters and no non-ASCII characters, we included its content as a document in our corpora. with their corresponding character, and we replaced strings indicating special characters (e.g., &#39;) with double quotes. We also replaced sequences of whitespace with a single space.
Features of Corpora
We are not aware of any related work that performs per-corpus configuration of topic modelling and uses the features of a corpus to predict good parameter settings for a particular corpus. As mentioned before, Agrawal et al (2018) found that only a small minority of the applications for topic modelling to software engineering data apply any kind of optimisation, and even the authors that apply optimisations do not "learn" higher-level insights from their experiments. While they all conclude that parameter tuning is important, it is unclear to what extent the tuning depends While these features capture the basic characteristics of a document and corpus in terms of length, they do not capture the nature of the corpus. To capture this, we rely on the concept of entropy. As described by Koutrika et al (2015) , "the basic intuition behind the entropy is that the higher a document's entropy is, the more topics the document covers hence the more general it is". To calculate entropy, we use Shannon's definition (Shannon (1948) ):
where p i is the probability of word number i appearing in the stream of words in a document. We calculate the entropy for each corpus and each document, considering the textual content with and without stopwords separately. Note that the runtime for calculating these values is at least Ω(n) since the frequency of each word has to be calculated separately.
2 We used the "Long Stopword List" from https://www.ranks.nl/stopwords, downloaded on 24 December 2017.
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Descriptive Statistics
While we have defined many corpus features, it is unclear how correlated these are, and whether the same relationships hold for GitHub README files and Stack Overflow discussions. Figure 1 shows the correlations based on Pearson product-moment correlation coefficients between 24 features and clustered with Wards hierarchical clustering approach.
3 As expected, the entropy-based features are correlated, as are those based on medians and standard deviations-this becomes particularly clear when we consider the relationships across all corpora (Figure 1c ).
There are, however, differences between the two sources GitHub and Stack Overflow. For example, the stdevDocumentEntropy across the GitHub corpora is less correlated with the other features than among the Stack Overflow corpora. A reason for this could be that the README files from GitHub are different in structure from Stack Overflow threads. Also, the median-based feature values of the GitHub corpora are less correlated with the other features than in the Stack Overflow case.
We conjecture this is because the README files vary more in length than in the Stack Overflow case, where thread lengths are more consistent.
Next, we will investigate differences of the programming languages. As we have 24 features and eight programming languages across two sources, we will limit ourselves to a few interesting cases here.
In Figure 2 , we start with a few easy-to-compute characteristics. For example, we see in the first row that GitHub documents are about twice as long as Stack
Overflow discussions (see corpusWords). The distribution in the union nicely shows . This already shows that we could tell the two sources apart with good accuracy by just considering either one of these easy-to-compute features. Despite this, the reliable classification of a single document does not appear to be as straightforward based on just the number of unique words that are not stop words: we can see in the third row that the two distributions effectively merged.
Looking at entropy, which is significantly more time-consuming to compute, we can see the very same characteristics (see bottom two rows in Figure 2 ). As seen before in Figure 1 , entropy and word counts are correlated, but not as strongly with each other than some of the other measures.
Interestingly, GitHub documents contain fewer stop words (about 40%) than Stack Overflow documents (almost 50%). This seems to show the difference of the more technical descriptions present in the former in contrast to the sometimes more general discussion in the latter, which is also reflected in the higher entropy of GitHub content compared to Stack Overflow content.
Next, let us briefly investigate the heavy (right) tail of the Stack Overflow characteristics. It turns out that this is caused by the C and C++ corpora. These are about 20-30% longer than the next shorter ones on Ruby, Python, Java, and with the shortest documents being on HTML, JavaScript and CSS. Roughly the same order holds for the entropy measures on the Stack Overflow data.
In the entropy characteristics of GitHub corpora, we can also notice a bi-modal distribution. This time, Python joins C and C++ on the right-hand side, with all 15 corpora having a corpusEntropyNoStopwords value between 12.20 and 12.30. The closest is then a Java corpus with a value of 12.06. We speculate that software written in languages such as Python, Java, C, and C++ tends to be more complex than software written in HTML or CSS, which is reflected in the number of topics covered in the corresponding GitHub and Stack Overflow corpora measured in terms of entropy. Lastly, we cluster the corpora in the feature space using a k-means approach.
As pre-processing, we use standard scaling and a principal component analysis to two dimensions. To guess the number of clusters, we use the silhouette score on the range of 2 to 12 in the number of clusters. It turns out the individual languages per source can be told apart using this clustering almost perfectly (Figure 3) , and the two sources GitHub and Stack Overflow can be distinguished perfectly-we see this as a good starting point for adhoc per-corpus configuration of topic modelling. Even across sources, the language-specific characteristics of the documents persist and similar languages are near each other (see Figure 3c) . Moreover, the programming languages are also in the vicinity of their spiritual ancestors and successors.
Per-Corpus Offline Tuning
Experimental setup
Many optimisation methods can be used to tune LDA parameters. As mentioned before, three works identified in a recent literature review performed tuning, in particular, using genetic algorithms.
LDA is sensitive to the starting seed, and this noise can pose a challenge to many optimisation algorithms as the optimiser gets somewhat misleading feedback.
Luckily, in recent years, many automated parameter optimization methods have been developed and published as software packages. General purpose approaches include ParamILS (Hutter et al (2007) ), SMAC ), GGA (Ansótegui et al (2009)), and the iterated f-race procedure called irace (Birattari et al (2002) ). The aim of these is to allow a wide range of parameters to be efficiently tested in a systematic way. For example, irace's procedure begins with a large set of possible parameter configurations, and tests these on a succession of examples. As soon as there is sufficiently strong statistical evidence that a particular parameter setting is sub-optimal, then it is removed from consideration (the particular statistical test used in the f-race is the Friedman test). In practice, a large number of parameter settings will typically be eliminated after just a few iterations, making this an efficient process.
For our experiments, we use irace 2.3 (Birattari et al (2002)). 4 We give irace a budget of 10,000 LDA runs, and each LDA has a computation budget of 1,000 iterations, which is based on preliminary experiments to provide very good results almost independent of the CPU time budget. The LDA performance is measured in the perplexity (see Section 2). In the final testing phase, the best configurations per corpus (as determined by irace) are run 101 times to achieve stable average performance values with a standard error of the mean of 10%. In our following analyses, we consider the median of these 101 runs.
Our parameter ranges are wider than what has been considered in the literature (e.g., Griffiths and Steyvers (2004) ), and are informed by our preliminary experi- The total computation time required by the per-corpus optimisations is about 30 CPU years.
As an example, we show in Figure 4 the final output of irace when optimising the parameters on corpus CGitHub-1. For comparison, the seeded default configuration achieves a median perplexity of 342.1. The configuration evolved to one with a large number of topics, and a very large β value. We observe that the perplexity values are very close to each to each other (at about 234 to 237) even though the configurations vary.
We show the results in Table 2 . It turns out that the corpora from both sources and from the eight programming languages require different parameter settings in order to achieve good perplexity values-and thus good and useful "topics". While the α values are reasonably close to the seeded default configuration (k = 100, α = 1.0, β = 0.01), the β values deviate significantly from it, as does the number of topics, confirming recent findings by Agrawal et al (2018) .
For example, the numbers of topics addressed in the GitHub corpora is significantly higher (based on the tuned and averaged configurations for good perplexity values) than in the Stack Overflow corpora. This might be due to the nature of the README files of different software projects in contrast to potentially a more limited scope of discussions on Stack Overflow. Also, the Stack Overflow corpora appear to vary a bit more (standard deviation is 22% of the mean) than the GitHub corpora (16%).
When it comes to the different programming languages, we observe that the number of topics in Python/C/C++ is highest for the GitHub corpora, which appears to be highly correlated with the outstanding values of corpusEntropyNoStopwords of these corpora observed in Section 3.3. Similarly, the corpora with lowest entropy (i.e., CSS/HTML/JavaScript) appear to require the smallest number of topics for good perplexity values.
Other interesting observations are that the β values vary more among the Stack Overflow corpora. The α values are somewhat comparable across the two sources, with a few exceptions. 
Per-Corpus Configuration
An alternative to the tuning of algorithms is that of selecting an algorithm from a portfolio or determining an algorithm configuration, when an instance is given. This typically involves the training of machine learning models on performance data of algorithms in combination with instances given as feature data. In software engineering, this has been recently used as an approach for the Software Project Scheduling
Problem (Shen et al 2018; Wu et al 2016) . The field of per-instance configuration has received much attention recently, and we refer the interested reader to a recent updated survey article (Kotthoff (2016) ). The idea of algorithm selection is that given an instance, an algorithm selector selects a well-performing algorithm from a (often small, finite) set of algorithms, the so-called portfolio.
In this section, we study whether we can apply algorithm selection to LDA configuration to improve its performance further than with parameter tuning only. In particular, we take from each language and each source the tuned configuration of each first corpus (sorted alphabetically), and we also consider our default configuration, resulting in a total of 17 configurations named gh.C, ... so.C, ... and default. We treat these different configurations as different algorithms and try to predict which configuration should be used for a new given instance-"new" are now all corpora from both sources. Effectively, this will let us test which tuned corpus-configuration performs well on others. A similar approach was used by Wagner et al (2017) to investigate the importance of instances features in the context of per-instance configuration of a solver for the minimum vertex cover problem.
As algorithm selection is often implemented using machine learning (Smith-Miles (2008)), we need two preparation steps: (i) instance features that characterise instances numerically, (ii) performance data of each algorithm on each instance. We have already characterised our corpora in Section 3.2, so we only need to run each of the 17 configurations on all corpora. run across all corpora.
5 As we can see, a per-corpus configuration is necessary to achieve the lowest perplexity values in topic modelling (Figure 5a ). Many configuration corpora can be optimised (within 5%) with a large number of configurations (Figure 5b, red) , however, a particular cluster of Stack Overflow corpora requires specialised configurations.
The average perplexity of the 17 configurations is 227.3. The single best configuration across all data is so.Java (tuned on one of the five Stack Overflow Java corpora) with an average perplexity value of 222.9; the default configuration achieves an average of 250.3 (+12%). Table 1 .
Based on all the data we have, we can simulate the so-called virtual best solver, which would pick for each corpus the best out of the 17 configurations. This virtual best solver has an average perplexity of 217.9, which is 2% better than so.Java and 15% better than the default configuration.
Lastly, let us look into the actual configuration selection. Using the approach of SATZilla'11 (Xu et al (2011) ) as implemented in AutoFolio (Lindauer et al (2015) ),
we train a cost-sensitive random forest for each pair of configurations, which then predicts for each pair of configurations the one that will perform better. The overall model then proposes the best-performing configuration. In our case, we use this approach to pick one of the 17 configurations given an instance that is described by its features. The trained model's predictions achieve an average perplexity of 219.6: this is a 4% improvement over the average of the 17 tuned configurations, and it is less than 1% away from the virtual best solver.
In particular, we are interested in the importance of features in the model-not only to learn about the domain, but also as the calculation of instance features forms an important step in the application of algorithm portfolios. The measure we use is the Gini importance (Breimann (2001) ) across all cost-sensitive random forests models, that can predict for a pair of solvers which one will perform better (Xu et al (2011) ). Figure 6 reveals that there is not a single feature, but a large set of features which together describe a corpus. It is therefore hardly possible to manually come up with good strategies, to choose the appropriate configuration depending on the corpus features-even though many of the features are correlated (see Section 3.3).
Interestingly, the expensive-to-compute entropy-based features are of little importance in the random forests (1x 9th, 1x 15th). This is good for future per-corpus configuration, as the others can be computed very quickly.
Conclusions
Topic modelling is an automated technique to make sense of the large amounts of textual data which professionals in many domains have to work with on a regular basis, e.g., in software development. To understand the impact of parameter tuning on the application of topic modelling to software development corpora, we employed techniques from Data-Driven Software Engineering (Nair et al (2018) ) to 40 corpora sampled from GitHub and 40 corpora sampled from Stack Overflow, each consisting of 1000 documents. We found that (1) popular rules of thumb for topic modelling parameter configuration are not applicable to the corpora used in our experiments, and require different configurations to achieve good model fit, and (3) we can predict good configurations for unseen corpora reliably.
These findings play an important role in efficiently determining suitable configurations for topic modelling. State-of-the-art approaches determine the best configuration separately for each corpus, while our work shows that corpus features can be used for the prediction of good configurations. Our work demonstrates that source and context (e.g., programming language) matter in the textual data extracted from software development sources. Corpora related to the same programming language naturally form clusters, and even content from related programming languages (e.g., C and C++) are part of the same clusters. This finding opens up interesting avenues for future work: after excluding source code, why is the textual content that software developers write about the same programming language still more similar than textual content written about another programming language? In addition to investigating this, in our future work, we will expand our exploration of the relationship between features and good configurations for topic modelling, using larger and more diverse corpora as well as additional features.
