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ABSTRACT
’t Hooft construction of free energy, electric and magnetic fluxes, and of the parti-
tion function with twisted boundary conditions, is extended to the case of N = 4
supersymmetric Yang-Mills theories based on arbitrary compact, simple Lie groups.
The transformation of the fluxes and the free energy under S-duality is presented.
We consider the partition function of N = 4 for a particular choice of boundary
conditions, and compute exactly its leading infrared divergence. We verify that
this partition function obeys the transformation laws required by S-duality. This
provides independent evidence in favor of S-duality in N = 4 theories.
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1 Introduction
Classical Maxwell’s equations can be made symmetric in the exchange of the electric and mag-
netic fields by introducing a magnetic current, together with the electric one, i.e., by introducing
magnetic monopoles besides electrically charged particles. In any quantum theory the magnetic
charge of the monopoles, gm, has to obey the Dirac quantization condition, gm = 4πn/ge, where
n is an integer and ge is the electric charge. In Abelian gauge theories the monopoles correspond
to singular gauge configuration.
On the other hand, there exist non-Abelian theories where monopoles exist as classical, non-
singular configurations of finite energy; an example is the SO(3) gauge theory, with a scalar
field in the adjoint representation, breaking the symmetry to U(1). The existence of classical
finite-energy monopoles means that there exist magnetically charged particles in the quantum
theory. Their mass spectrum is in general difficult to compute since its classical value is modified
by perturbative corrections, still, it was conjectured that a theory with monopoles could be
symmetric under the exchange of electrically charged particles with monopoles, together with
ge ↔ gm [1].
A remarkable simplification happens in theN = 4 supersymmetric Yang-Mills theory. There,
the supersymmetry algebra [2] gives an exact result for the mass of electrically and/or magnet-
ically charged particles belonging to “short multiplets” (supersymmetry multiplets containing
only states of spin not greater than one). It turns out that if a short multiplet has p units of
electric charge, and q units of magnetic charge, its square mass is equal to a universal constant
times p2g2e + q
2g2m. The existence of magnetic monopoles, with p = 0, q = 1, besides the elec-
trically charged ones, and the fact that their mass is symmetric under the exchange gm ↔ ge,
p ↔ q gave rise to the hypothesis that N = 4 super Yang-Mills is the most likely theory to
verify the Montonen-Olive conjecture [2, 3].
This conjecture can be generalized to arbitrary gauge groups following ref. [4]: in general,
the duality g → 4π/g transforms the gauge group G into another group (the magnetic group)
Gˆ, whose weight lattice is dual to the weight lattice of G.
Arguments in favor of electric-magnetic duality for the S-matrix of N = 4 where given in [5],
thereby making it plausible that g → 4π/g is a true property of the theory and not only of its
mass spectrum. It was also realized in lattice calculations [6] that in the presence of a theta
term, electric-magnetic duality and theta shifts, θ→ θ+2π, could be combined into an SL(2, Z)
group acting on the complex parameter
S =
4π
g2
+ i
θ
2π
(1.1)
by fractional transformations
iS → aiS + b
ciS + d
, a, b, c, d integers, ad− bc = 1. (1.2)
This enlarged symmetry, called S-duality, maps states with, say, p = 1, q = 0 (elementary
states, electrically charged), into states with any p and q relatively prime. Recently, Sen [7] has
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constructed the previously unknown states with p = 2, q = 1; this result gives important new
evidence for the S-duality conjecture.
S-duality includes the original strong-weak coupling duality g ↔ 4π/g at zero theta angle.
In [8] it was shown that this duality can be used to compute exactly the low-energy effective
action of N = 2 asymptotically free theories, even though N = 2 is not explicitly S-dual. These
arguments have been extended to phenomenologically interesting N = 1 models [9] and provide
a new way of understanding the physics of gauge theories at strong coupling.
It is possible that S-duality is also a symmetry of strings theory [10]. Evidence for this
conjecture has been given, by different methods, in [11, 12, 13]. If true, this would be extremely
important since S-duality is fundamentally non-perturbative (it relates strong and weak cou-
pling) and does not hold order by order in the string loop expansion; thus, it may give a way
of studying the non-perturbative dynamics of strings. Together with T-duality (see [14] for a
review) it may also be a part of a much larger (infinite dimensional) stringy symmetry [15].
Moreover, if S-duality is a fundamental symmetry of string theory, it will explain its ap-
pearance in gauge theories. That is because the latter can be derived as the α′ → 0 limit of
string theory (α′ is the inverse string tension), and S-duality should hold order by order in the
α′ expansion.
Most of the evidence for S-duality is classical or semiclassical in nature, and its validity for the
full quantum theory relies on the existence of non-renormalization theorems. For this reason,
strong-coupling tests of the conjecture are difficult. A strong-coupling test of S-duality was
given in [16], where a topological, twisted version of N = 4 was defined, and the corresponding
partition function computed on various manifolds was found to be S-dual.
In [17] we proposed an ansatz for the thermodynamical free energy of N = 4, SU(2) Yang-
Mills theory in a finite-size box, and analyzed its transformation properties under S-duality.
This free energy depends on the non-Abelian generalization of the electric and magnetic fluxes,
defined long ago by ’t Hooft [18]. In [17] we computed the free energy in the weak coupling
limit, and then proposed a possible extension to any S by requiring S-duality.
In this paper, we define an appropriate partition function (and the corresponding free energy)
for N = 4 based on an arbitrary compact, simple Lie group G (the generalization to any compact
group is obvious). Moreover, we compute the leading infrared divergence term of the partition
function, by a path-integral formulation. This free-energy turns out to be identical with the
one proposed in [17], for the case G = SU(2), and turns out to be S-dual for any gauge group.
Namely, the partition function transforms as demanded by S-duality.
The electric and magnetic fluxes transform appropriately into other electric and magnetic
fluxes for any element of the S-duality group, SL(2, Z). However, when G is non-simply laced,
some elements of SL(2, Z) transform “legal” fluxes into “illegal” fluxes. For those believing that
SL(2, Z) S-duality originates as a fundamental symmetry of string theory, these might be “good
news.” This is because non-simply laced gauge groups are impossible in the D = 4, N = 4
heterotic string compactifications (whose α′ → 0 limit gives rise to N = 4 Yang-Mills theories
in D = 4).
The paper is organized as follows. In Section 2, we review the construction of N = 4
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super Yang-Mills with θ term. Section 3 extends ’t Hooft’s construction of the free energy of
a flux to any compact gauge group (the original construction was given only for SU(N)). The
new feature that appears for non-simply laced groups is that the gauge algebrae of G and Gˆ
are different, and get interchanged under electric-magnetic duality. Section 4 contains a path-
integral computation of the leading infrared divergence of the partition function and of the
corresponding free energies. This can be carried out exactly with an appropriate choice of the
boundary conditions and gauge fixing, and results in an explicit formula which can be used to
test S-duality. In Section 5, we show that the free energy defined in the previous Section obeys
factorization, ’t Hooft duality, and properly accounts for the shift in electric charge that occurs
when the theta angle is changed (Witten’s phenomenon [19]). Section 6 contains the explicit
transformation laws that the free energies of any S-dual theory must obey. These transformation
laws arise independently of any particular realization of the free energy, and only depend on the
assumption of S-duality symmetry. Still in Section 6, we verify that the free energies obtained
in Section 4 do transform as prescribed by S-duality. Section 7 contains a summary and some
final remarks. In Appendix A, we set up the notation needed to carry on the construction of the
free energy for arbitrary simple Lie groups. Appendix B contains an alternative computation
of the partition functions, performed in the Hamiltonian formalism. The computation of its
leading infrared divergence can be carried out completely at weak coupling, and it gives rise to
the same leading infrared divergence of the path integral computation, thus providing another
check of our formulae.
2 N = 4 Supersymmetric Yang-Mills Theories
An N = 4 super Yang-Mills theory is completely determined by the gauge group, G. The fields
in the Lagrangian (L) form a supermultiplet:
Φ = (Aaµ, λ
a
I , φ
a
IJ)
µ = 1, 2, 3, 4, I, J = 1, 2, 3, 4, a = 1, ..., d, d = dimG. (2.1)
All the fields in (2.1) are in the adjoint representation of the gauge group. The supermultiplet
contains a gauge field (spin-1), Aaµ (µ is a space-time vector index and a is a group index of the
adjoint representation), four Weyl spinors (spin-1/2), λaI (I is the so-called ”extension index,”
in the 4 of SU(4), representing the four supersymmetry charges), and six scalars (spin-0), φaIJ ,
which obey the condition: 2φaIJ = ǫIJKL(φ
a
KL)
∗. The Lagrangian, which can be obtained most
easily by dimensional reduction of the N = 1 Yang-Mills theory in 10 dimensions [20], takes the
form
L =
1
4π
ReS
[1
2
F aµνF
aµν + λ¯a I/DλaI +Dµφ
a IJDµφaIJ
+fabcλ¯
a IφbIJλ
c J + fabcfadeφ
b
IJφ
c JKφdKLφ
eLI
]
−i 1
8π
ImSF aµνF˜
aµν . (2.2)
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Here φa IJ ≡ (φaIJ)∗, 2F˜ aµν = ǫµνσρF aσρ, and fabc are the structure constants of G. The Cartan-
Killing metric is δab. By eq. (2.2), one finds the relation between S, the coupling constant g,
and theta angle θ:
S = α−1 + ia, α =
g2
4π
, a =
θ
2π
. (2.3)
The first three terms in L are the kinetic terms of the gauge fields, spinors and scalars, respec-
tively, with covariant derivatives due to gauge symmetry. The fourth term in L is the Yukawa
interaction, and the fifth term is the scalar potential. The latter has flat directions when
the scalar fields get Vacum Expectation Values (VEVs) in the Cartan Sub-Algebra (CSA). In
N = 4 super Yang-Mills theory, the potential does not receive perturbative quantum corrections
[21, 22]. Indeed, N = 4 is so rigid as to forbid even non-perturbative corrections [22]. This
result agrees with explicit instanton calculations, as discussed in the second paper of ref. [22].
The last term in L is a topological invariant.
Our aim is to find appropriate gauge invariant quantities which are simple enough to be
calculable, yet non-trivial, i.e. carrying some dynamical information about the theory. One
possibility is to follow the strategy outlined by ’t Hooft in [18], where the non-Abelian equivalent
of the electric and magnetic fluxes are defined. Ref. [18] also contains the definition of the
free energies of electric and magnetic fluxes, in terms of appropriate functional integrals with
twisted boundary conditions, when the gauge theory contains only fields in the adjoint of the
gauge group, and the group itself is SU(N). The restriction to the adjoint representation is
automatic in N = 4, since all matter fields belong to the same multiplet and, therefore, their
representation is the same as that of the gauge vectors. On the other hand, we would like to
generalize ’t Hooft’s prescription to arbitrary gauge groups.
Before doing this in the next Section, let us recall that ’t Hooft free energies may be used to
classify the phases of pure Yang-Mills. In our case the presence of scalars, and of flat directions
in the scalar potential, alters significantly the picture. Indeed, by choosing for instance periodic
boundary conditions for the scalars one ends up evaluating the free energy in a mixed phase.
Thus ’t Hooft boxes may not be enough to distinguish different dynamical realizations of the
gauge symmetry.
3 ’t Hooft Box with Twisted Boundary Conditions, the
Free Energy, and the S-Duality Conjecture
The notations and normalizations we shall use in this work are introduced in Appendix A. The
reader interested in the algebraic details might find it useful to read Appendix A at this point.
We now want to evaluate the Euclidean functional integral in a box of sides aµ = (a1, a2, a3, a4)
and with twisted boundary conditions
W [kˆ, mˆ] =
∫
[dAaµ dλ
a
I dφ
a
IJ ] exp(−
∫
d4xL), (3.1)
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where the Lagrangian L is given in (2.2), and
kˆ ≡ (kˆ1, kˆ2, kˆ3), mˆ ≡ (mˆ1, mˆ2, mˆ3),
kˆi, mˆj ∈ ΛˆW
ΛˆR
≃ C. (3.2)
Here i, j = 1, 2, 3 label the spatial coordinates, and kˆi, mˆj are vectors in the dual weight lattice
modulo the root lattice, for any i and j, namely, each represents an element of the center C
(see Appendix A, in particular, eqs. (A.16),(A.21) and (A.29)). The center elements kˆi, mˆj are
defined through the boundary conditions of the fields, which read
Φ(x+ aµeµ) = (−)FΩµ(x)Φ(x), (3.3)
where eµ is a unit vector in the µ direction, and repeated indices are not summed. Φ and
ΩΦ denote generically a field of the supermultiplet (2.1) and its gauge transform under Ω,
respectively; F is the fermion number: F = 0 on bosons and F = 1 on fermions. In other
words, the boundary conditions for all bosonic fields are periodic, up to a gauge transformation,
whereas fermions are antiperiodic, up to a gauge transformation. Going from x to x+aνeν+aµeµ,
µ 6= ν, in two different ways – either in the ν direction first and then in the µ direction or vice-
versa – implies the consistency conditions:
Ωµ(x+ aνeν)Ων(x) = Ων(x+ aµeµ)Ωµ(x)zµν ,
zµν ∈ C. (3.4)
The relation (3.4) is consistent, because a constant gauge transformation in the center acts
trivially on fields in the adjoint representation. The constant center elements zµν can be written
explicitly as
zµν ≡ zwˆµν = e2πiwˆµν ·T , wˆµν ∈
ΛˆW
ΛˆR
. (3.5)
Equation (3.4) implies that
Ων(aµ)Ωµ(0) = Ωµ(aν)Ων(0)z
−1
µν = Ωµ(aν)Ων(0)zνµ, (3.6)
and from (3.6) and (3.5) we learn that
zνµ = z
−1
µν ⇔ wˆνµ = −wˆµν . (3.7)
Thus, wˆµν is antisymmetric in the space-time indices.
The elements mˆi in W [kˆ, mˆ] (3.1) are defined by the twists in the spatial directions:
mˆi ≡ 1
2
ǫijkwˆjk, i, j, k = 1, 2, 3. (3.8)
mˆi are interpreted as non-Abelian “magnetic fluxes” [18]. The elements kˆi in W [kˆ, mˆ] are
defined by the twists in the time and space directions:
kˆi ≡ wˆ4i, i = 1, 2, 3. (3.9)
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kˆi are interpreted as the dual “electric fluxes.” The non-Abelian electric fluxes, ei ∈ ΛW/ΛR,
are linked to kˆi by the equation [18]:
e−βF [e,mˆ] =
1
N3
∑
kˆ∈(ΛˆW /ΛˆR)3
e2πie·kˆW [kˆ, mˆ]. (3.10)
Here β ≡ a4 is the inverse temperature, F [e, mˆ] is the free energy of a configuration with electric
flux e and magnetic flux mˆ:
e = (e1, e2, e3), ei ∈ ΛW/ΛR, mˆ = (mˆ1, mˆ2, mˆ3), mˆi ∈ ΛˆW/ΛˆR, e · kˆ ≡
3∑
i=1
ei · kˆi,
(3.11)
and
N = Order(C ≃ ΛˆW/ΛˆR). (3.12)
(Recall that the detailed setting of the notations and normalizations is given in Appendix A.)
Equation (3.10) means that the free energy is given by the discrete Fourier transform of the
functional integrals W [kˆ, mˆ].
The S-duality conjecture is that under the inversion of the complexified coupling constant
S in (2.3), the free energies transform as:
F [e, mˆ, 1/S,G] = F [mˆ,−e, S, Gˆ], (3.13)
while under a theta shift of S, they transform as:
F [e, mˆ, S + i,G] = F [e+ mˆ, mˆ, S,G]. (3.14)
The transformations S → 1/S and S → S + i generate the S-duality group, isomorphic to
SL(2, Z). We should remark that these transformation laws are expected to hold in any S-
duality symmetric theory, independently of the specific form of the partition function. We will
discuss S-duality in N = 4 Yang-Mills theories in detail in Section 6. But first, in the next
Section, we will isolate the leading infrared-divergent contribution to W [kˆ, mˆ] in (3.1), and
evaluate the corresponding free energy.
4 Computing the Free Energy
4.1 Computing the Twisted Functional Integral
The twisted functional integral (3.1) is in general too difficult to compute. Moreover, it is
plagued by infrared divergences, even in a finite box. They are due to the integration of
the scalar zero-modes over the flat directions of the N = 4 potential5. Fortunately, these
5Our realization of eq. (3.4), given in eq. (4.12), implies that the boundary conditions of the scalar fields
belonging to the Cartan subalgebra are strictly periodic. This means that one must integrate over all their zero
modes.
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two difficulties cure each other, in the sense that the most divergent term in eq. (3.1) can be
computed exactly, up to a flux-independent constant. This proceeds as follows: in a box of
3-d volume V and at temperature β, we introduce an appropriate infrared regulator MβV , 6
independent of the coupling constant and theta angle, which cuts off the integral over the scalar
zero modes. Then one finds an expansion in M for the partition function
W [kˆ, mˆ] = Mn{w[kˆ, mˆ] +O(M−ǫ)}, ǫ > 0, n > 0. (4.1)
If the conjectured S-duality holds for W [kˆ, mˆ], it should also hold order by order in the M
expansion and, in particular, for the coefficient of its leading infrared divergence, w[kˆ, mˆ]. Thus
we find a new test of S-duality. As we shall see below, w[kˆ, mˆ], unlike the full functional integral,
can be computed exactly, and its transformation properties under S-duality easily determined.
First of all we must re-examine the standard gauge-fixing procedure and adapt it to the
case of twisted boundary conditions. The functional integral and boundary conditions are given
in eqs. (3.1), (3.3), (3.4). The functional integral in a given twist sector kˆ, mˆ is extended to
all fields Φ(x) obeying the boundary conditions (3.3), and to all Ω(x) obeying the consistency
condition (3.4), with a given zµν . Let F [Φ] = 0 be a gauge-fixing condition. Then, following the
standard Faddeev-Popov procedure, we insert the identity
1 =
∫
[dΩ]δ[F [ΩΦ]] det
δF [ΩΦ]
δΩ
, (4.2)
into the functional integral (3.1). The functional integration here extends to all gauge trans-
formations (periodic and non-periodic). Using the gauge invariance of the classical action and
integration measure7 one finds
W [kˆ, mˆ] =
∫
[dΦ][dΩ]δ[F [ΩΦ]] det
δF [ΩΦ]
δΩ
exp(−
∫
d4xL)
=
∫
[dΩ]
∫ ′
[dΦ]δ[F [Φ]] det
δF [Φ]
δΩ
exp(−
∫
d4xL). (4.3)
The functional integral
∫ ′[dΦ] extends to all Φ obeying Φ(x+ aµeµ) = (−)FΩ′µ(x)Φ(x), where
Ω′µ(x) = Ω(x+ aµeµ)Ωµ(x)Ω
−1(x), no sum on µ. (4.4)
It is immediate to prove that Ω′µ(x) obeys the same consistency conditions as Ωµ(x), namely (3.4)
with the same zµν . Since in the functional integral (3.1) one sums over all Ωµ(x) satisfying
eq. (3.4), one may rewrite eq. (4.3) as
W [kˆ, mˆ] = V
∫
[dΦ]δ[F [Φ]] det
δF [Φ]
δΩ
exp(−
∫
d4xL). (4.5)
Here V is the volume of the gauge group, which is thus factored out in the standard fashion, and
Φ is integrated over the original range, given by eqs. (3.3), (3.4). Everything works as usual,
6The regulator has negative mass dimension: [mass]−3, thus the infrared limit is M →∞.
7The gauge symmetry of N = 4 is never anomalous, since all fermions are in the adjoint representation of
the gauge group.
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except that we must integrate over all transition functions Ωµ(x) satisfying the consistency
conditions (3.4)8.
Next, we want to find a gauge fixing which simplifies as much as possible the computation
of the functional integral. Since we expect N = 4 to be in a Coulomb phase, it make sense to
look for a gauge fixing that selects out the fields in the Cartan subalgebra of the gauge group.
By denoting with α the roots of Lie G, and with AAµ (x), A
α
µ(x) the gauge fields in and outside
of the Cartan subalgebra, respectively, a possible choice is
(a) [∂µ − iαAAAµ (x)]Aαµ(x) ≡ DAb.µ Aαµ(x) = 0, α 6= 0
(b) ∂µA
A
µ (x) = 0, A = 1, .., r = rank G. (4.6)
The gauge fixing (a) reduces the gauge symmetry to U(1)r, whereas (b) fixes this Abelian
symmetry. The transition functions obeying the gauge-fixing condition (a) in (4.6) are
Ωµ(x) = e
2πiωAµ (x)TA . (4.7)
These transition functions are elements of the Cartan subgroup. Indeed, for a generic Aµ in the
gauge (4.6), DAb.µ Aµ = 0 together with D
Ab.
µ ΩAµ = 0 implies D
Ab.
µ Ω = 0, whose solution is (4.7),
again, for generic connections. The Abelian gauge fixing (b) in (4.6), and AAµ (x + aνeν) =
2π∂µω
A
ν (x) + A
A
µ (x) imply
∂µ∂µω
A
ν (x) = [∂µA
A
µ (x+ aνeν)− ∂µAAµ (x)]/2π = 0, no sum on ν. (4.8)
On the ωAµ (x), the consistency conditions (3.4) become:
ωAµ (x+ aνeν) + ω
A
ν (x) = ω
A
ν (x+ aµeµ) + ω
A
µ (x) + wˆ
A
µν , no sum on µ, ν. (4.9)
Notice that the definition of wˆµν , given in eq. (3.5), is not unique. One can always add to
wˆµν ∈ ΛˆW a root rˆµν ∈ ΛˆR. This fact will play an essential role later on. The general solution
of eq. (4.9) is
ωµ(x) =
∑
ν
[
w˜µν
xν
aν
+ sµν
xν
aν
]
+ ω˜µ(x). (4.10)
From now on we shall drop the Cartan index A whenever unambiguous; in this equation
w˜µν = wˆµν , for µ > ν,
w˜µν = 0 otherwise, (4.11)
sAµν are symmetric coefficients in µ, ν, and ω˜
A
µ (x) is a periodic function. Applying eq. (4.8) to
(4.11) gives ω˜µ(x) = cµ, where cµ is a constant and, therefore,
ωµ(x) =
∑
ν
[
w˜µν
xν
aν
+ sµν
xν
aν
]
+ cµ. (4.12)
8Alternatively, one may pick up a fixed set of transition functions, say
o
Ω, and restrict the gauge integration
to transformations which commute with
o
Ωµ (x). We discard this second possibility for reasons explained after
eq. (4.34).
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The boundary condition for the gauge field AAµ (x) becomes
AAµ (x+ aνeν) = A
A
µ (x) + 2π∂µω
A
ν (x) = A
A
µ (x) +
2π
aµ
w˜Aνµ +
2π
αµ
sAνµ, no sum on ν, (4.13)
whose solution reads
Aµ(x) = 2π
∑
ν
(
w˜νµ
xν
aµaν
+ sµν
xν
aµaν
)
+ A˜µ(x). (4.14)
where A˜µ(x) is periodic and
∑
µ sµµ/a
2
µ = 0.
We can get rid of sµν exploiting the residual invariance of the gauge-fixed functional inte-
gral (4.5) under a finite dimensional group of transformations. Any gauge transformation Ω in
the Cartan torus such that
Ω(x+ aµeµ)Ωωµ(x)Ω
−1(x) = Ωω′µ(x), (4.15)
where
Ωωµ(x) = e
2πiωAµ (x)TA , (4.16)
and both ωµ and ω
′
µ are of the form (4.12), is a symmetry surviving the gauge fixing. These
gauge transformations, Ω(x) = exp[2πiωA(x)TA], are generated by
ωA(x) = βAµνx
µxν + γAµ x
µ + δA, (4.17)
with βAµν a constant, symmetric, traceless matrix, γ
A
µ a constant vector, and δ
A another arbitrary
constant. Equation (4.15) is satisfied with
ω′µ(x) = ωµ(x) + βµµa
2
µ +
∑
ν
2βµνaµaν
xν
aν
+ γµaµ
=
∑
ν
[
w˜µν
xν
aν
+ s′µν
xν
aν
]
+ c′µ. (4.18)
Here
s′µν = sµν + 2βµνaµaν , c
′
µ = cµ + βµµa
2
µ + γµaµ. (4.19)
By choosing βAµν = −sAµν/2aµaν , γAµ = −(cAµ /aµ + βAµµaµ) we can fix both sAµν and cAµ to zero.
Now, eq. (4.5) becomes
W [kˆ, mˆ] = V∑
wˆµν
∫
[dA˜Aµ (x)][dA
α
µ(x)][dΦ
′(x)][dc(x)][dc¯(x)]δ[∂µA˜
A
µ (x)]δ[D
Ab.
µ A
α
µ(x)]
exp
{
−
∫
d4x[L+ c¯(x)DAb.µ Dµc(x)]
}
. (4.20)
Here we have exponentiated the Jacobian δF [Φ]/δΩ by means of the standard Faddeev-Popov
ghosts c, c¯. All non-gauge fields (scalars and spinors) are called Φ′(x), and the sum over wˆµν is
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extended to all vectors in ΛˆW compatible with (3.4). If
o
wµν is one such vector then, as noticed
after eq. (4.9), the general wˆµν reads
wˆµν =
o
wµν +rˆµν ,
o
wµν∈ ΛˆW/ΛˆR, rˆµν ∈ ΛˆR. (4.21)
Thus the sum in eq. (4.20) runs over all elements rˆµν of the dual root lattice ΛˆR, translated by
a fixed dual weight
o
wµν . We recall that the relation between
o
wµν and mˆ, kˆ in W [kˆ, mˆ] (4.20) is
given in eqs. (3.8), (3.9) with wˆµν being replaced by
o
wµν .
The Abelian field strength FAµν = ∂µA
A
ν − ∂νAAµ reads
FAµν =
2π
aµaν
wˆAµν + ∂µA˜
A
ν − ∂νA˜Aµ . (4.22)
The boundary conditions of the superpartners of AAµ , i.e. the scalar field φ
A
IJ and the gauginos
λAI α, are given in eq. (3.3). Explicitly, they read
φAIJ(x+ aµeµ) = φ
A
IJ(x), λ
A
I α(x+ aµeµ) = −λAI α(x). (4.23)
The reason why we have chosen antiperiodic boundary conditions for the fermions along all four
directions, in eq. (3.3) and here, is that we want that the functional integralsW [kˆ, mˆ] transform
into themselves under discrete 900 Euclidean rotations. An example of such rotations, giving
rise to ’t Hooft duality, is given in Section 5, in equations (5.9), (5.10). Obviously the quantities
w[kˆ, mˆ], defined in eq. (4.1), transform under O(4) exactly as W [kˆ, mˆ]. Notice that if we
had chosen periodic boundary conditions for the fermions, we would have found a topological
invariant, the Witten index [23]. This invariant does not depend on the coupling constant nor
on theta angle, and thus it is trivially S-duality invariant.
Equations (4.22), (4.23) show that the twist affects only the vector, among the fields of the
Cartan supermultiplet. All fields with gauge indices outside of the Cartan subalgebra obey
homogeneous boundary conditions:
Φα(x+ aµeµ) = (−)F e2πi(ωµ(x)·α)Φα(x), α ∈ ΛR. (4.24)
Notice that Φα(x) = 0 satisfies these boundary conditions.
To compute the functional integral (4.20) one must introduce an ultraviolet regulator, for
instance a momentum cutoff Λ0, as well as the infrared regulator MβV , discussed at the be-
ginning of this Section9. We already mentioned that in a finite box the infrared divergences
are due to the existence of flat directions in the scalar potential. These cannot be lifted either
perturbatively or non-perturbatively [22]. Let us label these flat directions, which can be aligned
along the Cartan subalgebra, with vAIJ , and introduce the following notations:
U = max
I,J,A
|vAIJ |, u = min
I,J,A
|vAIJ |. (4.25)
9The cutoff Λ0 may break explicitly gauge invariance. In any non-anomalous gauge theory this breaking
can be reabsorbed by adding to the bare action finite non-gauge invariant counterterms. The renormalization
approach used here is regularization-independent.
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Then the functional integral (4.20) is defined as
W [kˆ, mˆ] = V lim
M→∞
lim
Λ0→∞
∫
U≤M
∏
I,J,A
dvAIJWvAIJ [Λ0, kˆ, mˆ], (4.26)
WvA
IJ
[Λ0, kˆ, mˆ] =
∑
wˆµν
∫
[dA˜Aµ (x)][dA
α
µ(x)][dφˆIJ(x)][dλI(x)][dc(x)][dc¯(x)]
δ[∂µA˜
A
µ (x)]δ[D
Ab.
µ A
α
µ(x)] exp
{
−
∫
d4x[LΛ0 + c¯(x)D
Ab.
µ Dµc(x)]
}
,
(4.27)
where,
∫
d4xφˆAIJ(x) = βV v
A
IJ , β = a4, V = a1a2a3. The Lagrangian LΛ0 is regulated in an ap-
propriate manner. A convenient regularization scheme for our purposes is the Wilson-Polchinski
one [24, 25, 26, 27]. In this approach, one directly integrates the high-frequency modes in the
functional integral, and one defines the renormalization flow by imposing the invariance of the
functional integral as the ultraviolet cutoff is changed. This allows us to compute the functional
integral (4.20) in two steps, first integrating out the high-energy modes, and then the low-energy
ones.
More precisely, one modifies the inverse propagator by cutting out the high-frequency modes.
For a scalar of mass m, this is accomplished by introducing a smooth momentum cutoff by the
substitution [25]
p2 +m2 → K−1(p2/Λ2)(p2 +m2),
K(p2/Λ2) = 1, p2 ≤ Λ2 − ǫ, K(p2/Λ2) = 0, p2 ≥ Λ2 + ǫ, ǫ > 0. (4.28)
This substitution eliminates all modes of frequency larger than
√
Λ2 + ǫ. The regulated N = 4
Lagrangian is then defined as follows: LΛ0 = LkinΛ0+LintΛ0 . The interaction Lagrangian LintΛ0
contains all terms of order three or higher in the fields. The kinetic action, Skin =
∫
d4xLkin is
quadratic in the fields and reads, in the momentum representation,
SkinΛ0 =
1
4π
ReS
∫ d4p
(2π)4
Φ∗(p)Π(p)K−1(p2/Λ0)Φ(p). (4.29)
Φ(p) denotes all the N = 4 fields, as well as the gauge-fixing ghosts in the momentum represen-
tation, whereas their unregulated kinetic term is denoted by Π(p). By varying the cutoff from
Λ0 to Λ < Λ0, one “integrates out” the modes of frequency Λ < ω < Λ0, to obtain an effective
action at the lower scale Λ. This is the Wilsonian effective action
SΛ = 1
4π
ReS
∫
d4p
(2π)4
Φ∗(p)Π(p)K−1(p2/Λ)Φ(p) +
∫
d4xLintΛ. (4.30)
The interaction Lagrangian at scale Λ depends on LintΛ0 ; it may contain a constant term
independent of the fields, and it is determined by imposing the equation
Λ
∂
∂Λ
WvA
IJ
[Λ, kˆ, mˆ] = 0, (4.31)
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where
WvA
IJ
[Λ, kˆ, mˆ] =
∑
wˆµν
∫
[dA˜Aµ (x)][dA
α
µ(x)][dφˆIJ(x)][dλI(x)][dc(x)][dc¯(x)]
δ[∂µA˜
A
µ (x)]δ[D
Ab.
µ A
α
µ(x)] exp(−SΛ). (4.32)
By definition LintΛ0 is the bare interaction Lagrangian [25], given in eq. (2.2). Equation (4.32)
means that the functional integral (4.27) can be computed using the low-energy effective action
SΛ, which, by construction, contains only the degrees of freedom of frequency less than Λ. The
effective interaction Lagrangian LΛ at the scale Λ contains relevant operators (of dimension
three and four) and irrelevant ones, of dimension higher than four. By fixing the coefficients of
these relevant operators, (i.e. the renormalized coupling constants), one defines implicitly the
bare coupling constants at scale Λ0. Renormalizability means that the limit Λ0 → ∞, holding
fixed the renormalized coupling constants, exists and is unique. Polchinski [25] proved that this
definition of renormalizability coincides with the usual one. Thanks to the finiteness of N = 4,10
a stronger statement holds in our case: the limit Λ0 → ∞ exists at fixed S = 4π/g2 + iθ/2π,
i.e. at fixed bare coupling constant.
The advantage of eq. (4.32) over eq. (4.27) is that SΛ is much simpler than the original
N = 4 action. Indeed, SΛ can be expanded in local operators when vAIJ 6= 0, and it reads
SΛ =
∫
d4x{C[S(Λ), wˆµν] + LN=4[S(Λ)] + Λ−1L(5) + ...}. (4.33)
Here LN=4[S(Λ)] is the dimension ≤ 4 Lagrangian. It is uniquely fixed by N = 4 supersym-
metry. The only freedom is the choice of the effective coupling constant and theta angle at the
scale Λ: S(Λ) = 4π/g2(Λ) + iθ(Λ)/2π. The higher-dimension terms (L(5) etc.) are fixed by
the renormalization conditions, or equivalently by the bare coupling constants, thanks to the
finiteness of N = 4. The field-independent constant C[S(Λ), wˆµν ] may depend in principle on
the fluxes wˆµν .
11
A major simplification occurs if one chooses Λ ≪ u, where u is defined in eq. (4.25). In
this case one may use the fact that all fields outside the Cartan subalgebra have masses O(gu),
and use the decoupling theorem [29]. This theorem was proven in the contest of the Wilson-
Polchinski scheme in [30], and it states that the effective action at Λ≪ u is
SΛ =
∫
{C[Seff , wˆµν ] + LAb.N=4[Seff ]}+O(u−ε), ε > 0. (4.34)
The Lagrangian LAb.N=4 is the (gauge fixed) N = 4 one, with all fields outside the Cartan subalge-
bra set to zero; thus, it is free and quadratic, since an Abelian N = 4 theory is noninteracting.
Equation (4.34) gives a precise meaning to the physical intuition that very heavy fields do not
contribute to the long range (i.e. low energy) dynamics.
10See [28] for a scheme-independent proof and a review of the literature about the problem.
11Recall that our boundary conditions (3.3) explicitly break supersymmetry.
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The constant C[Seff , wˆµν ] arises from two sources. The first is the shift in the vacuum energy
due to integrations over the high-energy modes. The flux-dependent part of this contribution
comes from the charged modes, outside the Cartan subalgebra (see eq. (4.24)), since the neutral
modes A˜Aµ , φˆ
A
IJ , λ
A
I α in the Cartan subalgebra do not depend at all on the fluxes wˆµν . The charged
modes are massive m ≥ geffu ≡ (4πReSeff)−1/2u, therefore, they produce contributions to the
vacuum energy, whose boundary-dependent part vanishes as mV 1/3 → ∞ (V 1/3=size of the
box). Moreover, to compute the functional integral, one must expand around all local bosonic
minima of the action (i.e. solutions of the classical equations of motion with finite action),
and sum over all these minima. The expansion begins with a field-independent term: the
action computed on the classical configuration, which obviously contributes to C[Seff , wˆµν ].
Actually LAb.N=4 already takes into account the contribution of purely Abelian configurations. If
we integrate over all Ω(x) obeying the consistency condition (3.4) any non-Abelian configuration
necessarily involves (non-gauge) excitations of physical massive modes, since otherwise one
could find a gauge transformation bringing it back to an Abelian form. To see whether non-
Abelian configurations contribute to the functional integral let us reason as follows. The classical
action of N = 4 is conformally invariant. Thus we may rescale coordinates and fields and
express the bosonic action in terms of dimensionless variables xµ = yµ/u, φ
a
IJ(x)→ u−1φaIJ(y),
Aaµ(x)→ u−1Aaµ(y). By construction, now minI,J,A |vAIJ | = 1 and∫
aµ
d4xLN=4[u, φ
a
IJ(x), A
a
µ(x)] =
∫
uaµ
d4yLN=4[1, φ
a
IJ(y), A
a
µ(y)]. (4.35)
The box, in the y variables, has sizes uaµ. The classical action SN=4 contributes to the functional
integral terms O[exp(−SN=4)]. We want to see what happens in the limit u→∞, since our aim
is to compute the leading term in the expansion (4.1). Thus, the only non-zero contributions
are those whose action is finite in the infinite-volume limit uaµ → ∞. The N = 4 Lagrangian
is given in eq. (2.2). It is immediate to see that under the rescaling φaIJ(y) → φaIJ(λy),12
Aaµ(y)→ λ−1Aaµ(λy), the bosonic infinite-volume action scales as
SN=4 → λ−4ReS
4π
∫
d4yV [φaIJ(y)] + λ
−2ReS
4π
∫
d4yDµφ
a IJ(y)DµφaIJ(y) +
ReS
8π
∫
d4yF aµν(y)F
aµν(y)− iImS
8π
∫
d4yF aµν(y)F˜
aµν(y),
V [φaIJ(y)] = fabcfadeφ
b
IJ(y)φ
c JK(y)φdKL(y)φ
eLI(y) ≥ 0 (4.36)
Demanding as usual that λ = 1 is a stationary point with finite action, we find that both
the potential and the kinetic term of the scalars have to vanish, i.e. that the scalar fields are
covariantly constant and mutually commuting
Dµφ
a
IJ(y) = 0, fabcφ
b
IJ(y)φ
c JK(y) = 0. (4.37)
This equation implies that the gauge connection is reducible, that is, it belongs to the subgroup
of G leaving φaIJ invariant (i.e. the stabilizer of φ
a
IJ(y)). With a gauge transformation, one can
12Notice that this rescaling does not change the constant mode of the scalars.
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reduce mutually commuting, covariantly constant scalars to φIJ(y) = vIJ . For almost all v
A
IJ
the corresponding stabilizer group is the Cartan torus, and the only gauge connections obey-
ing (4.37) are the Abelian ones, which already appear in the Wilsonian effective action (4.34).
To sum up, the contribution of the constant C[Seff , wˆµν ] to the leading infrared divergence
in eq. (4.1) does not depend on wˆµν .
It is important to notice that if we choose to fix a particular set of transition functions,
o
ωµ (x)
(=
∑
µ≥ν
o
wµν x
ν/aµaν , for instance) and integrate only on gauge transformations Ω(x) which
leave invariant these transition functions, we cannot reduce the computation of the functional
integral to the Abelian case. Indeed, we may find non-Abelian classical configurations whose
action stays finite in the u → ∞ limit, and which cannot be gauge-transformed into Abelian
configurations. Choose for instance periodic boundary conditions:
o
ωµ (x) = 0. Then the
configuration
AAµ (x) = 2π
∑
ν
w˜Aµν
xν
aµaν
, w˜Aµν ∈ ΛˆR, w˜Aµν 6= 0, (4.38)
(all other fields = 0), has finite action S = π[ReSβV (wˆµν · wˆµν)/2a2µa2ν − iImSǫµνρσ(wˆµν ·
wˆρσ)/4]. Equation (4.38) does not satisfy the boundary conditions
o
ωµ (x) = 0, but it can
be changed into a configuration which does it by a non-periodic gauge transformation. This
gauge transformation is non-Abelian, i.e. it involves fields outside of the Cartan subalgebra.
No periodic Ω(x) exists that brings back the gauge transformed configuration into the Cartan
subalgebra. In other words, the scaling argument given above still works, but the scalars
do not have a well defined limit at infinity. The gauge transformation needed to bring the
reducible connection into the Cartan subalgebra does not belong to the subspace of admissible
transformations. By summing over all gauge transformations, i.e. over rµν ∈ ΛˆR, we enlarge the
space of allowed transformations and thus we can bring all reducible connections to the Cartan
subalgebra.
The extra terms in eq. (4.34) vanish in the limit u→∞. The complexified, effective coupling
constant Seff is a function of the bare coupling constant, and, in general, it may depend on the
VEVs vAIJ , as well as on Λ and the renormalization scale µ: S
eff = f(Λ, vAIJ , µ, S). Here, since
the low-energy theory is free, Seff is independent of Λ (recall that Λ ≪ u ≡ minIJA |vAIJ |). By
dimensional reasons it can only depend on dimensionless ratios Seff = f(vAIJ/µ, S). Since the
beta function of N = 4 is equal to zero, Seff is independent of µ, and thus of vAIJ : S
eff = f(S).
This last equation defines Seff in terms of S, and vice-versa13, thus we may define our N = 4
theory using Seff instead of S. This we shall do, and from now on drop the superscript in Seff .
In other words, from now on the coupling constant and theta angle will denote the effective,
infrared ones.
Finally, once the ultraviolet regulator Λ0 is removed, we may compute the functional inte-
gral (4.26) as follows. First we split the integration over vAIJ in two parts
W [kˆ, mˆ] = V lim
M→∞


∫
U≤M, u≥Q
∏
I,J,A
dvAIJWvAIJ [kˆ, mˆ] +
∫
U≤M, u≤Q
∏
I,J,A
dvAIJWvAIJ [kˆ, mˆ]

 . (4.39)
13f(S) is invertible, at least in perturbation theory.
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Then we notice thatW [kˆ, mˆ] is divergent, but the coefficient of the leading divergence, w[kˆ, mˆ],
is well defined. It is also gauge invariant, and thus it is a good “observable.” Moreover,
the integral over u ≤ Q does not contribute to the leading infrared divergence, as long as
limM→∞Q/M = 0. We may choose for instance Q = log(M/µ), with µ an arbitrary constant.
Now we may use eqs. (4.34), (4.32) to get
WvA
IJ
[kˆ, mˆ] = K[S]
∑
wˆµν
∫
[dA˜Aµ (x)][dA
α
µ(x)][dφˆIJ(x)][dλI(x)][dc(x)][dc¯(x)]
δ[∂µA˜
A
µ (x)]δ[D
Ab.
µ A
α
µ(x)] exp[−
∫
d4xLAb.N=4(S)][1 +O(Q
−ε)]. (4.40)
w[kˆ, mˆ] is the Q → ∞ limit of this equation. The coefficient in front of (4.40) may depend
on the coupling constant but is flux-independent. Since the functional integral in eq. (4.40) is
quadratic, it can be performed explicitly. The fluctuations about the classical action modify the
unknown constant K[S], but they do not introduce any dependence on wˆµν . Thus the overall
scale in front ofW [kˆ, mˆ] is flux-independent and can always be redefined by shifting the vacuum
energy by a flux-independent constant. The only nonzero term in the classical action is the field
strength (4.22) with A˜Aµ = 0, and one finds
w[kˆ, mˆ] =
∑
wˆµν
K ′[S] exp
[
−π∑
µν
(
βV
ReS
2
(wˆµν · wˆµν)
a2µa
2
ν
− iImS
4
ǫµνρσ(wˆµν · wˆρσ)
)]
. (4.41)
Since the normalization constantK ′[S] is a matter of convention, we may choose it, in particular,
to be:
K ′[S] =
(
V (ReS)3
β3
)r/2
, r = rankG. (4.42)
Equation (4.41) gives us another test of S-duality, since w[kˆ, mˆ] transforms under it as
W [kˆ, mˆ]. In Section 4.2 we shall derive the free energy from w[kˆ, mˆ]. Its properties under
S-duality are examined in Section 6, while factorization, Witten phenomenon, and its transfor-
mation laws under ’t Hooft’s duality are discussed in Section 5.
Before coming to that, the following topics need to be discussed.
• Since the functional integral (3.1) is integrated over all vAIJ , it corresponds to a mixed
thermodynamical phase: the pure phases, in our gauge (4.6), are labelled by the VEVs
〈φAIJ〉. Moreover, only large VEVs contribute to eq. (4.41). In other words, w[kˆ, mˆ] is
“blind” to the phase diagram of N = 4. One cannot argue from eq. (4.41) whether at
〈φAIJ〉 = 0 the theory is in a non-Abelian Coulomb phase. Conformal invariance at zero
VEVs, though, together with the fact that N = 4 is in a Coulomb phase for all non-zero
VEVs, makes this hypothesis very plausible.
• In writing the integral (4.39) we did not take into account that some VEVs vAIJ are
identified under a gauge transformation: the gauge fixing we chose still allows for constant
gauge transformations in the Weyl group of Lie G. This is a discrete group of finite order,
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say |W |. Thus, given a WvA
IJ
[kˆ, mˆ], we should have divided it by d(vAIJ), that is by the
order of the orbit of vAIJ under the Weyl group, to avoid overcounting its contribution to
the functional integral. This proviso is irrelevant for our purpose, which is to compute
w[kˆ, mˆ], since for large vAIJ almost all orbits have dimension |W |. Thus we may simply
absorb |W | in the definition of the partition function.
• Finally, we may comment on what happens inN < 4. One may think that we never used in
a fundamental way the N = 4 supersymmetry. Indeed we needed it to ensure the vanishing
of the beta function. If β 6= 0, the complexified coupling constant S would depend on
vAIJ in a very non-trivial way [8, 31]; in other words, the scalar potential would receive
radiative corrections, both at one loop and at the non-perturbative level. The computation
of the integral over vAIJ would be ill-defined, since S has a logarithmic singularity at v
A
IJ →
∞. Moreover, the integration over VEVs would wash out the contribution of the most
interesting points in the VEV space, namely those where S is singular, and extra massless
degrees of freedom (monopoles and dyons) appear in the low-energy effective action. In
the N = 4 case, there is no point in looking for a standard QFT description of the theory
(with asymptotic particle states etc.) at the point vAIJ = 0. Indeed, at that singular point,
there exist both massless electrically charged particles and massless monopoles. This
means that no local QFT can describe the whole theory. The same conclusion arises if
one notices that conformally invariant theories do not have well defined asymptotic states.
At vIJ = 0 one should rather describe the theory using 4-D superconformal invariance [32].
On the other hand, N = 2, 1 theories at their singular points can still be described by a
local QFT by adding the appropriate massless degrees of freedom.
4.2 From the Twisted Functional Integral to the Free Energy
We are now ready to write down the leading infrared-divergent contribution to the free energy,
which can be derived by using eq. (3.10). This equation says that the free energy is the discrete
Fourier transform of the twisted functional integrals; thus its leading infrared divergence is the
transform of w[kˆ, mˆ], given in eq. (4.41). Then we will perform a Poisson resummation in the
vectors wˆ4i to express the free energy in a form verifying and generalizing the suggestion of
ref. [17] to any compact, simple group.
From eqs. (3.8), (3.9) and (4.21) we have
wˆij = ǫijk(lˆk + mˆk), wˆ4i = nˆi + kˆi, i, j, k = 1, 2, 3, kˆi, mˆi ∈ ΛˆW/ΛˆR, lˆi, nˆi ∈ ΛˆR.
(4.43)
Inserting into eqs. (4.41), (4.42) one finds
w[kˆ, mˆ] =
(
V
α3β3
)r/2 ∑
lˆi,nˆi∈ΛˆR
e−S[lˆi+mˆi,nˆi+kˆi], (4.44)
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where
S[lˆi + mˆi, nˆi + kˆi] = π
3∑
i=1
(
α−1
[
βi(lˆi + mˆi)
2 + β−1i (nˆi + kˆi)
2
]
− 2ia(lˆi + mˆi)(nˆi + kˆi)
)
, (4.45)
(recall (2.3) that ReS = α−1, ImS = a). In eq. (4.45) and from now on, we define
βi = β
a2i
V
. (4.46)
By using eq. (3.10) we find that the leading infrared-divergent contribution to the free
energy is
e−βF [e,mˆ] =
1
N3
∑
kˆ∈(ΛˆW /ΛˆR)3
e2πie·kˆw[kˆ, mˆ]
=
1
N3
(
V
α3β3
)r/2 ∑
lˆ∈Λˆ3
R
e−πα
−1
∑
i
βi(lˆi+mˆi)
2 ×
× ∑
kˆ∈(ΛˆW /ΛˆR)3
∑
nˆ∈Λˆ3
R
e2πi[e·(nˆ+kˆ)+a(ˆl+mˆ)·(nˆ+kˆ)]e−πα
−1
∑
i
β−1i (nˆi+kˆi)
2
. (4.47)
Here we have inserted exp(2πie · nˆ) = 1 inside the sum; this identity holds because ΛˆR is the
lattice dual to ΛW , and because e ∈ Λ3W , nˆ ∈ Λˆ3R (see Appendix A). Now, we rewrite
wˆi = nˆi + kˆi ∈ ΛˆW (4.48)
(this is what we previously called wˆ4i; here we drop the label 4), and since the elements inside
the sum depend on nˆi and kˆi only through their sum, wˆi, we may write the double sum over
kˆ ∈ (ΛˆW/ΛˆR)3 and nˆ ∈ Λˆ3R as a sum over wˆ. We get
e−βF [e,mˆ] =
1
N3
(
V
α3β3
)r/2 ∑
lˆ∈Λˆ3
R
e−πα
−1
∑
i
βi(lˆi+mˆi)2f(e, mˆ, lˆ), (4.49)
where
f(e, mˆ, lˆ) =
∑
wˆ∈Λˆ3
W
e2πi[e+a(ˆl+mˆ)]·wˆe−πα
−1
∑
i
β−1i wˆ
2
i . (4.50)
Expanding ei, wˆi, lˆi, mˆi in the basis e
∗
n, eˆ
∗
n, eˆn, eˆ
∗
n, respectively, (the basis we use are described in
Appendix A):
ei = E
n
i e
∗
n, wˆi = K
n
i eˆ
∗
n, lˆi = L
n
i eˆn, mˆi = M
n
i eˆ
∗
n,
Eni , K
n
i , L
n
i ,M
n
i ∈ Z, (4.51)
we get
f(e, mˆ, lˆ) =
∞∑
Kn
i
=−∞
e2πi[E
t
iγ
t+a(Lti+M
t
i γ)B]Kie−πα
−1
∑
i
β−1
i
KtiC
−1Ki. (4.52)
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Here γ, C,B are the r × r matrices:
γnm = eˆ
∗
n · e∗m, Cnm = en · em, Bnm = eˆn · eˆ∗m =
1
2
eˆ2nδnm, C
−1 = γB. (4.53)
It is now the time to perform a Poisson resummation on the integers Ki. The Poisson
resummation formula is:
∑
K∈Zn
e−(K+τ)
tA(K+τ) =
πn/2√
detA
∑
K∈Zn
e−π
2KtA−1Ke2πiK
tτ . (4.54)
Here A is an n× n matrix, K and τ are n-vectors. Using the formula (4.54) in eq. (4.52) one
finds
f(e, mˆ, lˆ) = (detC)3/2
(
α3β3
V
)r/2 ∑
Ki∈Zr
e−πα
∑
i
βi[K
t
i+E
t
iγ
t+a(Lti+M
t
i γ)B]C[Ki+γEi+aB
t(Li+γ
tMi)].
(4.55)
Inserting eq. (4.55) into eq. (4.49) we get
exp{−βF [E,M, S,G]} = c
3∏
i=1
∞∑
Kn
i
,Ln
i
=−∞
exp
{
−πβi(Kni + Epi γnp, Lni +Mpi γpn)M(S,G)
(
Kmi + E
p
i γmp
Lmi +M
p
i γpm
)}
,
(4.56)
where
M(S,G) = α
(
(en · em) (en · eˆm)a
(eˆn · em)a (eˆn · eˆm)(α−2 + a2)
)
, (4.57)
the matrix γ is defined in (4.53) and
c =
1
N3
(detC)3/2. (4.58)
To write eqs. (4.56), (4.57) we have used the relations:
(BC)nm = eˆn · em, (CBt)nm = en · eˆm, (BCBt)nm = Cˆnm = eˆn · eˆm. (4.59)
Finally, one finds
exp{−βF [e, mˆ, S]} = c
3∏
i=1
∑
ki∈ΛR,lˆi∈ΛˆR
exp
{
− πβi(ki + ei, lˆi + mˆi)M(S)
(
ki + ei
lˆi + mˆi
)}
, (4.60)
recall that βi = βa
2
i /V contain all the information about the sizes of the spatial box, ai, and
the temperature β−1. In eq. (4.60), the factor c is a constant, independent of the fluxes e and
mˆ and independent of S, and M(S) is a 2× 2 matrix
M(S) =
1
ReS
(
1 ImS
ImS |S|2
)
= α
(
1 a
a α−2 + a2
)
. (4.61)
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If G is simply-laced then (en · em) = Cnm is the Cartan matrix of the Lie algebra and,
moreover,
eˆn = en, eˆ
∗
n = e
∗
n ⇒ en · em = eˆn · em = en · eˆm = eˆn · eˆm = Cnm,
γnm = (C
−1)nm. (4.62)
Therefore,
exp{−βF [E,M, S, simply − laced G]} = c
3∏
i=1
∞∑
Kni ,L
n
i =−∞
exp
{
−πβi
(
Kni + (EiC
−1)n, Lni + (MiC
−1)n
)
Cnm ⊗M(S)
(
Kmi + (C
−1Ei)
m
Lmi + (C
−1Mi)
m
)}
. (4.63)
It is remarkable that eq. (4.63) is formally equal to the classical piece of a twisted genus-1
string partition function on a toroidal background; the genus-1 modular parameter is S, the
target-space background matrix is C ⊗ I3×3, and the twist is (Ei,Mi) [14].
5 Properties of the Free Energy
In this Section we discuss some properties of the free energy:
5.1 Factorization
The free energy in eq. (4.60) factorizes at θ = 0:
F [e, mˆ, g, θ = 0] = F [e, 0] + F [0, mˆ] + c, (5.1)
where c is independent of the fluxes e and mˆ. Such a factorization is physically quite plausible
if one assumes the absence of interference between electric and magnetic fluxes in the limit
ai, β → ∞ [18]. This holds not only for Abelian fields, as soon as one assumes that strings
occupy only a negligible portion of the total space whereas magnetic fields fill the whole space.
An N = 4 supersymmetric Yang-Mills theory is scale invariant in an infinite box. In Section
4 we have isolated the leading infrared-divergent contribution to the free energy and, therefore,
we expect the free energy in eq. (4.60) to be scale invariant. Indeed, it is invariant under the
scale transformation
F [Lai, Lβ] = F [ai, β], (5.2)
thus, factorization in a large box implies factorization for any size of the box. Indeed, factoriz-
ability at θ = 0 is obtained.
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5.2 Witten’s Phenomenon
The free energy for non-zero θ is derived from the free energy at θ = 0 by the shift of ei and ki
in the exponent inside the sum over ki and lˆi in eq. (4.60):
ei → ei + θ
2π
mˆi, ki → ki + θ
2π
lˆi, (5.3)
Explicitly:
exp{−βF [e, mˆ, S]} = c
3∏
i=1
∑
ki∈ΛR,lˆi∈ΛˆR
exp
{
−πβi(ki + ei + θ
2π
(lˆi + mˆi), lˆi + mˆi)M(g)
(
ki + ei +
θ
2π
(lˆi + mˆi)
lˆi + mˆi
)}
,
(5.4)
where
M(g) =M(S)|θ=0 =
(
g2
4π
0
0 4π
g2
)
. (5.5)
This is the Witten phenomenon [19].
To understand why both the non-Abelian electric fluxes, ei, and the root lattice vectors, ki,
are shifted when θ is turned on, let us discuss the physical meaning of ki ∈ ΛR. The difference
with the Abelian case is that the non-Abelian electric and magnetic fluxes are defined modulo
elements of the root lattices. The physical reason for this indeterminacy is the following [18].
The theory contains elementary massive, charged particle carrying charge α under the Cartan
U(1)r; here α is a root of G. By pair-producing n such particles, and letting them wind around
the box once in the direction i, before annihilating them, we may change the electric flux along
i by k = nα ∈ ΛR. The change in energy due to this process is finite: g2n2(α · α)/ai. The
same argument applies to the magnetic flux, mˆi which is changed by lˆi ∈ ΛˆR, mutatis mutandis.
Therefore, in a given flux sector, ki, lˆi, the total electric flux, ei + ki, is shifted by the total
magnetic flux, mˆi + lˆi, when we turn on theta.
Witten’s phenomenon also implies that when θ → θ + 2π, the free energy of electric flux e
should transform into the free energy of electric flux e + mˆ. It is therefore important that
ei + mˆi ∈ ΛW , ki + lˆi ∈ ΛR. (5.6)
Let us check that this is indeed the case. Expanding ei ∈ ΛW and mˆi ∈ ΛˆW in the basis (A.12)
and (A.22), respectively,
ei = E
n
i e
∗
n, mˆi =M
n
i eˆ
∗
n, E
n
i ,M
n
i ∈ Z, (5.7)
we get
ei = E
n
i e
∗
n → ei + mˆi = Eni e∗n +Mni eˆ∗n ⇒
Eni e
∗
n →
∑
n
(Eni +M
m
i eˆ
∗
m · eˆn)e∗n =
∑
n
[Eni +
1
2
(eˆn · eˆn)Mni ]e∗n.
(5.8)
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Here we used eqs. (A.18) and (A.25) of Appendix A. Now, from eq. (A.27) we learn that
Eni +
1
2
(eˆn · eˆn)Mni ∈ Z and, therefore, ei + mˆi ∈ ΛW . Similarly, one can show that ki+ lˆi ∈ ΛR,
and this completes the consistency check for θ → θ + 2π.
5.3 The ’t Hooft Duality
Clearly, the functional integral W [kˆ, mˆ], and the coefficient w[kˆ, mˆ] of the leading infrared
divergence, must be invariant under joint rotations of aµ and wˆµν in Euclidean space. In
particular, if we perform the SO(4) rotation corresponding to the interchange 1 ↔ 2, 3 ↔ 4,
represented by the matrix 

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 , (5.9)
and keeping in mind the relation between mˆi, kˆi and wˆµν given in eqs. (3.8), (3.9), respectively,
we find
w[kˆ1, kˆ2, kˆ3, mˆ1, mˆ2, mˆ3; a1, a2, a3, β] = w[mˆ1, mˆ2, kˆ3, kˆ1, kˆ2, mˆ3; a2, a1, β, a3]. (5.10)
Indeed, w[kˆ, mˆ] in eq. (4.41) manifestly obeys (5.10).
The consequence of eq. (5.10) for the free energy is
exp{−βF [e1, e2, e3, mˆ1, mˆ2, mˆ3; a1, a2, a3, β]} = 1
N2
∑
kˆ1,kˆ2∈ΛˆW /ΛˆR, l1,l2∈ΛW /ΛR
exp{2πi(kˆ1 · e1 + kˆ2 · e2 − l1 · mˆ1 − l2 · mˆ2)} exp{−a3F [l1, l2, e3, kˆ1, kˆ2, mˆ3, a2, a1, β, a3]},
(5.11)
where N = Order(C). This is the ’t Hooft duality relation [18]. Indeed, the free energy in
(4.56) obeys (5.11). To prove it, directly for the free energy, one should perform a Poisson
resummation on the directions i = 1, 2, as was done in [17]. Obviously, here there is nothing
to prove since we have computed the functional integrals w and, therefore, ’t Hooft’s duality is
automatic.
6 S-Duality
The S-duality group is generated by the elements S, T , acting on S by:
S : S → 1
S
, (6.1)
T : S → S + i, (6.2)
or, as we will show soon, acting on G, e and mˆ by:
S : G ↔ Gˆ together with e→m, mˆ→ −eˆ, (6.3)
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T : e→ e+ mˆ. (6.4)
By the interchange of the Lie algebra with its dual algebra, G ↔ Gˆ in (6.3), we mean: ΛR,W ↔
ΛˆR,W , i.e., en ↔ eˆn, e∗n ↔ eˆ∗n. By e→ m, mˆ→ −eˆ in (6.1) we mean: Eni → Mni , Mni → −Eni ,
where the integers Eni ,M
n
i are defined in eq. (5.7). The shift of e by mˆ in (6.4) is consistent,
because ei + mˆi ∈ ΛW ; this was checked in Section 5.2.
The elements S and T generate a group isomorphic to SL(2, Z), acting on iS by the fractional
linear transformations:
iS →
(
a b
c d
)
(iS) =
a(iS) + b
c(iS) + d
, (6.5)
where (
a b
c d
)
∈ SL(2, Z), a, b, c, d ∈ Z, ad− bc = 1. (6.6)
The elements S and T correspond, therefore, to the matrices
S =
(
0 −1
1 0
)
, T =
(
1 −1
0 1
)
. (6.7)
At θ = 0, the duality transformation S takes α to 1/α (namely, S : g → 4π/g), and it is
therefore called “strong-weak coupling duality.” Alternatively, it interchanges the electric flux
e with the magnetic flux mˆ and, therefore, it is also called “electric-magnetic duality.” The
transformation T simply shifts the theta parameter by 2π: T : θ → θ + 2π.
When G is simply-laced, any element of SL(2, Z) in (6.6) transforms the electric and mag-
netic fluxes into other permitted fluxes. This is not true, however, if G is non-simply-laced.
Therefore, in the following we shall discuss the simply-laced and the non-simply-laced cases
separately, when required.
6.1 The Action of S-Duality on the Free Energy for Simply-Laced G
If G is simply-laced, the Lie algebra and its dual algebra are equal: G = Gˆ, namely, ΛR = ΛˆR,
ΛW = ΛˆW . The free energy F [E,M, S], given in eq. (4.63), transforms covariantly under
SL(2, Z) S-duality:
F
[
E,M,
1
i
a(iS) + b
c(iS) + d
]
= F [dE − bM, aM − cE, S]. (6.8)
To prove eq. (6.8) we note that S-transformation in eq. (6.5) transformsM(S) (4.61) as follows:
M
(
1
i
a(iS) + b
c(iS) + d
)
= AM(S)At, A =
(
d −c
−b a
)
. (6.9)
Let us first show how to get eq. (6.9). Let g be an element of SL(2, R), represented by a 2× 2
matrix, and acting on a complex variable, x, by a fractional linear transformation:
g =
(
a b
c d
)
, a, b, c, d ∈ R, ad− bc = 1,
g(x) =
ax+ b
cx+ d
, x ∈ C. (6.10)
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Let gS be the element
gS =
(
α−1/2 −aα1/2
0 α1/2
)
, (6.11)
where S, α and a are given in eq. (2.3). One finds that
gS(i) = iα
−1 − a = iS, (6.12)
and, therefore,
gS′(i) = iS
′ ≡ a(iS) + b
c(iS) + d
= g(iS) = g(gS(i)) = (ggS)(i)
⇒ gS′ = ggS. (6.13)
Moreover, one finds that
M(S) = ǫgSg
t
Sǫ
t, ǫ =
(
0 1
−1 0
)
, (6.14)
where M(S) is given in (4.61). Now, by using eqs. (6.14) and (6.13) we find
M(S ′) = ǫgS′g
t
S′ǫ
t = ǫggSg
t
Sg
tǫt = (ǫgǫt)(ǫgSg
t
Sǫ
t)(ǫgtǫt) = AM(S)At, (6.15)
where
A = ǫgǫt =
(
d −c
−b a
)
. (6.16)
With the definition of S ′ in eq. (6.13), this completes the proof of eq. (6.9). Finally, by using
(6.9) in eq. (4.63) one can derive the result (6.8).
6.2 The Action of the Generators on the Fluxes
Equation (6.9) can be used to prove (6.3) and (6.4). The exponent of the free energy in eq.
(4.60) transforms to
exp{−βF [e, mˆ, S]} → exp{−βF [e, mˆ, (a(iS) + b)/i(c(iS) + d)]}
= c
3∏
i=1
∑
ki∈ΛR,lˆi∈ΛˆR
exp
{
−πβi(ki + ei, lˆi + mˆi)AM(S)At
(
ki + ei
lˆi + mˆi
)}
, (6.17)
where A is given in eq. (6.9). For the transformation S in (6.7), a = d = 0, c = −b = 1:
S : A =
(
0 −1
1 0
)
⇒
exp{−βF [e, mˆ, 1/S]} = c
3∏
i=1
∑
ki∈ΛR,lˆi∈ΛˆR
exp
{
− πβi(lˆi + mˆi,−ki − ei)M(S)
(
lˆi + mˆi
−ki − ei
)}
= c
3∏
i=1
∑
k′
i
∈ΛR,lˆi∈ΛˆR
exp
{
− πβi(lˆi + mˆi, k′i − ei)M(S)
(
lˆi + mˆi
k′i − ei
)}
= exp{−βF [mˆ,−e, S]}. (6.18)
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Here we have used the fact that ki ∈ ΛR ⇒ k′i = −ki ∈ ΛR. The result (6.18) proves eq. (6.3).
For the transformation T in (6.7), a = −b = d = 1, c = 0:
T : A =
(
1 0
1 1
)
⇒
exp{−βF [e, mˆ, S + i]} = c
3∏
i=1
∑
ki∈ΛR,lˆi∈ΛˆR
exp
{
−πβi(ki + lˆi + ei + mˆi, lˆi + mˆi)M(S)
(
ki + lˆi + ei + mˆi
lˆi + mˆi
)}
= c
3∏
i=1
∑
k′i∈ΛR,lˆi∈ΛˆR
exp
{
−πβi(k′i + ei + mˆi, lˆi + mˆi)M(S)
(
k′i + ei + mˆi
lˆi + mˆi
)}
= exp{−βF [e+ mˆ, mˆ, S]}. (6.19)
Here we have used the fact that ki ∈ ΛR, lˆi ∈ ΛˆR ⇒ ki + lˆi ∈ ΛR (see Section 5.2). The result
(6.19) proves eq. (6.4).
Finally, let us emphasize that eqs. (6.18) and (6.19) are correct for any G, either simply-laced
or non-simply-laced.
6.3 The Action of S-Duality on the Free Energy for Non-Simply-
Laced G
From eqs. (6.18) and (6.19) we read that
S(F [e, mˆ, S]) = F [mˆ,−e, S],
T (F [e, mˆ, S]) = F [e+ mˆ, mˆ, S], (6.20)
no matter whether G is simply-laced or not. In particular, in both cases,
S2(F [e, mˆ, S]) = F [−e,−mˆ, S]. (6.21)
But there is a difference between the simply-laced case and the non-simply-laced case. If G is
non-simply-laced, the Lie algebra and its dual algebra are different: G = so(2n + 1) ⇔ Gˆ =
sp(2n). In Appendix A it is shown that if the long roots of Gˆ are normalized with square
length 2 then the long roots of the dual algebra have square length 4, namely, ΛˆR =
√
2ΛR(Gˆ),
ΛˆW =
√
2ΛW (Gˆ). Therefore, if in S(F ) we renormalize the roots such that long roots have
square length 2, we obtain:
S(F [e, mˆ, S]) = F [e, mˆ, 1/S] = F [mˆ,−e, S] = F [mˆ/
√
2,−
√
2e, S/2]. (6.22)
In F [mˆ/
√
2,−√2e, S/2], the sum is over vectors kˆi + mˆi/
√
2, where kˆi ∈ ΛR(Gˆ), and over
vectors li−
√
2ei, where li ∈ ΛˆR(Gˆ) (recall that ΛR(Gˆ) is normalized such that roots have square
24
length 2 or 1, and ΛˆR(Gˆ) is normalized such that roots have square length 4 or 2). But with
this normalization S is changed to S/2, and this is the content of the last equality in eq. (6.22).
It might be helpful to rewrite the transformation of the free energy in its presentation
F [E,M, S,G], given in eq. (4.56); it transforms under S in (6.7) in the following way:
F [E,M, 1/S,Ge2
long
=2] = F [M,−E, S, Gˆe2
long
=4] = F [M,−E, S/2, Gˆe2
long
=2]. (6.23)
Here Ge2
long
=n describes a Lie algebra G with long roots normalized to have square length equal
to n.
Equation (6.22) is by no means problematic. We do, however, run into a problem if we
follow an S transformation by T . In fact, acting on F [e, mˆ, S] with T S is not consistent. By
using eqs. (6.18) and (6.19) we get:
T S(F [e, mˆ, S]) = T (F [mˆ,−e, S]) = F [mˆ− e,−e, S]. (6.24)
But mˆ− e is not a vector in Λˆ3W (mˆ− e ∈ Λ3W (see Section 5.2), but if G is non-simply-laced,
ΛW is not in ΛˆW . Explicitly,
mˆi − ei = Mni eˆ∗n −Eni e∗n =
∑
n
(Mni −Emi e∗m · en)eˆ∗n =
∑
n
[
Mni −
1
2
(en · en)Eni
]
eˆ∗n, (6.25)
and since en · en = 1 or 2, Mni − 12(en · en)Eni is not necessarily an integer and, therefore, mˆi− ei
is not in ΛˆW . In other words, the normalized flux, (mˆ−e)/
√
2 is not in ΛW (Gˆ) or, equivalently,
the shift S/2→ S/2+ i/2 in F [mˆ/√2,−√2e, S/2] (6.22) is not a 2π theta shift of the coupling
S/2.) Therefore, mˆ−e is an “illegal” electric flux. However, it is consistent to act on F [e, mˆ, S]
with T 2S, since we get
T 2S(F [e, mˆ, S]) = F [mˆ− 2e,−e, S]. (6.26)
Now mˆ − 2e ∈ Λˆ3W , so it is a “legal” electric flux in the Gˆ theory. (Equivalently, S/2 →
(S + 2i)/2 = S/2 + i is a 2π theta shift of the coupling S/2 in eq. (6.22).)
The transformation of F [e, mˆ, S] under T in eq. (6.20) is consistent, of course, because
e + mˆ ∈ ΛW is a legal flux. It might be helpful to write the transformation of F [E,M, S,G],
given in eq. (4.56), under T in (6.7); it reads:
F [En,Mn, S + i,G] = F
[
En +
1
2
(eˆn · eˆn)Mn,Mn, S,G
]
. (6.27)
Recall (A.27) that eˆn · eˆn = 2 or 4 and, therefore, En + (eˆn · eˆn)Mn/2 is an integer, as required.
To summarize, the elements of SL(2, Z) which transform F [e, mˆ, S,G] to F [e′, mˆ′, S,G],
where e, e′ ∈ Λ3W , mˆ, mˆ′ ∈ Λˆ3W , are generated by T and ST 2S. These elements generate a
subgroup of SL(2, Z), called Γ0(2). However, when we act on F [e, mˆ, S] with an element of
SL(2, Z) containing an odd number of the generator S, the free energy for the Lie algebra G is
transformed into a free energy for the dual Lie algebra Gˆ. In the simply-laced case, Gˆ = G, but
in the non-simply laced case Gˆ 6= G. Moreover, in the latter case there are elements of SL(2, Z)
that transform F [e, mˆ, S] to a free energy of “illegal” fluxes; for example, T S is illegal.
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6.4 The Partition Function and Electric-Magnetic Duality
So far the discussion about the free energy in a given flux sector, F [e, mˆ], did not require the
use of the gauge group, but only the properties of its Lie algebra. However, given a gauge group,
G, not all flux sectors are permitted [4]; the electric fluxes, e, are in the weight lattice of the
group G (modulo the root lattice of G):
ei ∈ ΛW (G)
ΛR(G)
, i = 1, 2, 3, (6.28)
and the magnetic fluxes, mˆ, are in the weight lattice of the dual group Gˆ (modulo the root
lattice of Gˆ, and up to a normalization if G is not simply-laced):
mi ∈ ΛˆW (G)
ΛˆR(G)
, i = 1, 2, 3. (6.29)
(We recall that Λˆ(G)R,W = N(G)Λ(Gˆ)R,W , where N(G) = 1 if G is simply-laced, andN(G) =
√
2
if G is non-simply-laced. In general, ΛW (G) is a sub-lattice of the weight lattice of the Lie algebra
ΛW (G), which is the weight lattice of the universal covering group. The weight lattice of the
dual group, ΛW (Gˆ) is dual to the weight lattice of G. See Appendix A for more details.)
The partition function for a group G, Z(G), is given by summing over the allowed flux
sectors:
Z(G, S) = ∑
e∈(ΛW (G)/ΛR(G))3, mˆ∈(ΛˆW (G)/ΛˆR(G))3
e−βF [e,mˆ,S]. (6.30)
Therefore, under strong-weak coupling duality, S, the partition function transforms to
S : Z(G, S)→ Z(G, 1/S) = Z(Gˆ, S), if G simply − laced
S : Z(G, S)→ Z(G, 1/S) = Z(Gˆ, S/2), if G non− simply − laced.
(6.31)
This equation tells us that the partition function of an N = 4 Yang-Mills theory with a coupling
constant 1/S and a simply-laced (non-simply-laced) gauge group G is identical to the partition
function of a theory with coupling S (S/2) and a dual gauge group Gˆ.
Moreover, if n is an integer such that ei + nmˆi ∈ ΛW (G) for any ei ∈ ΛW (G)/ΛR(G) and
mˆi ∈ ΛˆW (G)/ΛˆR(G), then the partition function is invariant under T n:
T n : Z(G, S)→ Z(G, S + ni) = Z(G, S). (6.32)
Therefore, as it will be shown below, the partition function is invariant under the subgroup
generated by T n and ST nˆS. Here nˆ is an integer such that mˆi + nˆei ∈ ΛˆW (G) for any ei ∈
ΛW (G)/ΛR(G) and mˆi ∈ ΛˆW (G)/ΛˆR(G); for such an nˆ the free energy for the dual group Gˆ is
invariant under T nˆ:
Z(Gˆ, S + nˆi) = Z(Gˆ, S), if G simply − laced
Z(Gˆ, (S + nˆi)/2) = Z(Gˆ, S/2), if G non− simply − laced. (6.33)
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We thus find that
ST nˆS(Z(G, S)) = ST nˆ(Z(Gˆ, S)) = S(Z(Gˆ, S)) = Z(G, S), if G simply − laced
ST nˆS(Z(G, S)) = ST nˆ(Z(Gˆ, S/2)) = S(Z(Gˆ, S/2)) = Z(G, S), if G non− simply − laced.
(6.34)
This shows that Z is invariant under the subgroup of SL(2, Z) generated by T n and ST nˆS.
7 Summary and Conclusions
In this paper we have defined some gauge invariant quantities in N = 4 super Yang-Mills theories
based on arbitrary compact, simple groups (the generalization to arbitrary compact groups is
straightforward). They are the partition functions with twisted boundary conditions and the
corresponding free energies. To define the twist, as well as the non-Abelian equivalent of the
electric and magnetic fluxes, we extended straightforwardly the definitions given by ’t Hooft for
the SU(N) case. The partition function is infrared divergent, and the main result of this paper
is that the leading infrared divergence, in the expansion given in eq. (4.1), is exactly computable.
Upon performing this computation, we derived the corresponding leading divergence of the free
energies in all flux sectors.
We defined the transformation laws under S-duality of the free energies. These laws are
general and must hold in any theory SL(2, Z)-duality symmetric, and whose transformation
laws under S-duality obey the Montonen-Olive conjecture. Finally we verified that these laws
are obeyed by the quantities we computed, thereby providing another independent check of the
S-duality conjecture in N = 4 supersymmetric theories.
In studying S-duality on non-simply laced groups, we noticed an interesting phenomenon.
Namely, we found in Section 6.3 that there exist SL(2, Z) transformations that are not allowed,
since they would transform physical fluxes into unphysical ones. Obviously, one can modify the
definition of S-duality so as to cure this problem. This is done by defining the T transformation
as being always a 2π theta shift. Thus, one defines T S as (Cfr. eqs. (6.24) and (6.22))
T S(F [e, mˆ, S]) = T (F [mˆ/
√
2,−
√
2e, S/2]) ≡ F [mˆ/
√
2,−
√
2e, S/2 + i]. (7.1)
Even with this new definition, only a subgroup of all fractional linear transformations iS ′ =
(aiS + b)/(ciS + d), a, b, c, d ∈ Z, ad − bc = 1 is realized by transformations among physical
fluxes. For instance, as we saw in Section 6.3, iS ′ = −(1/iS + 1) does not belong to this
subgroup. This means that when S is promoted to a true dynamical field, only a subgroup of
SL(2, Z) becomes a true symmetry. It is interesting to notice that this reduction of symmetry
happens only in non-simply laced gauge groups, which can never be obtained from N = 4
supersymmetric compactifications of the heterotic string!
Finally, we should remark that further highly non-trivial tests of S-duality in N = 4 Yang-
Mills theories could be done by computing the subleading terms in the infrared-divergence
expansion (4.1).
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Note Added
In two independent papers [33], which appeared during the completion of this manuscript, a
reduction of 4-d super YM to supersymmetric 2-d sigma models is considered, leading to a map
of S-duality to T-duality of the SCFT. Some of the results of [33] could be related to this work,
in particular, to eqs. (4.63) and (B.7).
Appendix A - Notations and Algebra
Let G denote a compact, simple Lie group, and let G˜ be the universal covering group of G
(the generalization to semi-simple groups is obvious). The center of G – the set of elements
commuting with all the group elements – will be denoted by C(G). The center of G˜ will be
denoted by C ≡ C(G˜). The group G is related to its universal covering by the quotient:
G =
G˜
K
, K ⊆ C. (A.1)
The Lie algebra of G will be denoted by G. Obviously, the Lie algebra is the same for any
sub-group K ⊆ C, because the center of a compact, semi-simple group is discrete. The dual
group of G will be denoted by
Gˆ ≡ Gdual. (A.2)
The dual Lie algebra – the Lie algebra of Gˆ – will be denoted by
Gˆ ≡ Gdual. (A.3)
The definition of the dual group and the dual algebra will become evident from the discussion
below. Here we shall only mention a few properties of the duality operation. First, the dual of
a dual group is the original group:
dual2 ≡ (∧)2 = 1. (A.4)
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The dual Lie algebra equals to the original Lie algebra when the group is simply-laced:
G simply − laced ⇒ G = Gˆ, (A.5)
and for non-simply-laced groups:
G = so(2n+ 1) ⇔ Gˆ = sp(2n), G = Gˆ for G2, F4. (A.6)
Next we shall discuss several lattices: the root lattice, the weight lattice and their duals.
The root lattice of the Lie algebra G will be denoted
ΛR ≡ ΛRoot(G), (A.7)
and we denote a basis of the root lattice by
{en}n=1,...,r ∈ ΛR, r = rankG, (A.8)
where en is a vector with r components: en ≡ (e1n, .., ern). A convenient choice for a basis is the
set of simple roots, normalized such that
{en}n=1,...,r = {simple roots},
e2n = 2 for long roots,
( ⇒ e2n = 1 for short roots). (A.9)
In this work, we assume this choice, unless otherwise specified. We define the r × r matrix C
by
Cnm = en · em ≡
r∑
P=1
ePn e
P
m. (A.10)
C is related to the Cartan matrix 2(en · em)/e2n; the two are equal if G is simply-laced.
The weight lattice of the Lie algebra G will be denoted
ΛW ≡ ΛWeight(G), (A.11)
and we denote a basis of the weight lattice by
{e∗n}n=1,...,r ∈ ΛW . (A.12)
The basis e∗n can be chosen such that it obeys:
2(en · e∗m)
(en · en) = δnm. (A.13)
For simply-laced groups, all roots have the same length (e2n = 2 for all n) and, therefore, (A.13)
implies that
G simply − laced ⇒ e2n = 2 ⇒ en · e∗m = δnm. (A.14)
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However, for non-simply-laced groups there are long roots (e2n = 2) as well as short roots (e
2
n = 1)
and, therefore, (A.13) implies that
G non− simply − laced ⇒ e2n = 2 or 1 ⇒ en · e∗m = δnm or
1
2
δnm. (A.15)
The dual lattice of the weight lattice of G is equal (up to normalization) to the root lattice
of the dual algebra Gˆ and, therefore, we will denote it by
ΛˆR ≡ (ΛW (G))dual. (A.16)
A basis to ΛˆR will be denoted
{eˆn}n=1,...,r ∈ ΛˆR. (A.17)
The basis eˆn can be chosen such that it obeys:
eˆn · e∗m = δnm. (A.18)
From eqs. (A.13) and (A.18) it thus follows that
eˆn =
2en
(en · en) , (A.19)
and from (A.19) one can show that the explicit relation between ΛˆR and the root lattice of the
dual algebra is:
G simply − laced ⇒ ΛˆR = ΛR,
G non− simply − laced ⇒ ΛˆR =
√
2ΛR(Gˆ). (A.20)
The dual lattice of the root lattice of G is equal (up to normalization) to the weight lattice
of the dual algebra Gˆ and, therefore, we will denote it by
ΛˆW ≡ (ΛR(G))dual. (A.21)
A basis to ΛˆW will be denoted
{eˆ∗n}n=1,...,r ∈ ΛˆW . (A.22)
The basis eˆ∗n can be chosen such that it obeys:
eˆ∗n · em = δnm. (A.23)
From eqs. (A.10) and (A.23) it follows that
eˆ∗n · eˆ∗m = (C−1)nm. (A.24)
By using the definition of eˆn and eˆ
∗
m and eq. (A.13) one can find that
2(eˆn · eˆ∗m)
(eˆn · eˆn) = δnm (A.25)
30
From eqs. (A.25) and (A.20) it thus follows that the explicit relation between ΛˆW and the
weight lattice of the dual algebra is:
G simply − laced ⇒ ΛˆW = ΛW ,
G non− simply − laced ⇒ ΛˆW =
√
2ΛW (Gˆ). (A.26)
Finally, from eq. (A.19) one finds that
G simply − laced ⇒ e2n = 2 ⇒ eˆ2n = 2,
G non− simply − laced ⇒ e2n = 2 or 1 ⇒ eˆ2n = 2 or 4. (A.27)
From eqs. (A.25) and (A.27) we thus learn that
G simply − laced ⇒ eˆn · eˆ∗m = δnm,
G non− simply − laced ⇒ eˆn · eˆ∗m = δnm or 2δnm. (A.28)
The center, C, of G˜ is:
C = {e2πiwˆ·T |wˆ ∈ ΛˆW/ΛˆR}. (A.29)
Here wˆ is a vector with components wˆP , P = 1, ..., r, r = rankG, and {TP}P=1,...,r are the
generators in the CSA. A weight w = (w1, ..., wr) is the eigenvalue of (T1, ..., Tr) corresponding
to one common eigenvector in a single valued representation of G:
TPVw = wPVw, w ∈ ΛW . (A.30)
(We should remark that eq. (A.29) is true for any choice of normalization, because (A.30) implies
that the normalization of w ∈ ΛW and α ∈ ΛR is compatible with the choice of generators T .
Thus C is indeed the center, because w · αˆ ∈ Z for any w ∈ ΛW and αˆ ∈ ΛˆR = (ΛW )dual, and
this can be used to prove that the elements in (A.29) are the full set of group elements which
commute with all the generators.)
For convenience let us summarize our notations and normalizations:
• G is a compact, simple group.
• G˜ is the universal covering group of G.
• G = G˜/K, K ⊆ C, C ≡ Center(G˜).
• G is the Lie algebra of G.
• Gˆ is the dual group of G.
• Gˆ is the dual Lie algebra, i.e., the Lie algebra of Gˆ.
• ΛR is the root lattice of G, with normalization (long root)2 = 2.
• ΛW is the weight lattice of G.
31
• ΛˆR is the dual lattice of ΛW .
• ΛˆW is the dual lattice of ΛR.
• Λˆ(G) = N(G)Λ(Gˆ), where N(G) = 1 if G is simply-laced, and N(G) = √2 if G is non-
simply-laced; Λ is either ΛR or ΛW .
• The groupG has a weight lattice of representations which is a sub-lattice of ΛW : G = G˜/K
⇒ ΛW (G) = ΛW/K.
• The dual group Gˆ has a weight lattice dual to the weight lattice ofG: ΛW (Gˆ) = ΛW (G)dual.
• Λˆ(G)R,W = N(G)Λ(Gˆ)R,W , where N(G) = 1 if G is simply-laced, and N(G) =
√
2 if G is
non-simply-laced.
• For G simply-laced: Gˆ = G.
• For G non-simply-laced: G = so(2n+ 1) ⇔ Gˆ = sp(2n). (The Lie algebrae of G2 and F4
are self-dual.)
Appendix B - the Hamiltonian Formalism
The free energy F [e, mˆ, S] can be calculated, in principle, also in the Hamiltonian formalism [17],
and one can check that our result is consistent with the weak coupling Hamiltonian evaluation.
The free energy at the different flux sectors reads [18]:
e−βF [e,mˆ,S] = TrmˆP [e]e
−βH , (B.1)
P [e] =
3∏
i=1
P [ei], P [ei] =
1
N
∑
kˆi∈ΛˆW /ΛˆR
Ωkˆie
2πikˆi·ei (B.2)
(N = Order(C)),
Ωkˆi = e
2πikˆi·T
xi
ai (B.3)
(the generators T are in the CSA, see Appendix A). The symbol Trmˆ in (B.1) denotes the trace
over gauge fields obeying boundary conditions twisted by mˆ. P [e] is the projector onto states
with a definite value of the electric fluxes. The gauge transformations Ωkˆi in eq. (B.3) are
periodic up to a non-trivial element of the center of G˜, exp (2πikˆi · T ) ∈ C :
Ωkˆi(xj + aj) = e
2πikˆi·TΩkˆi(xj) if j = i,
Ωkˆi(xj + aj) = Ωkˆi(xj) if j 6= i. (B.4)
It must be stressed that the free energy in eq. (B.1) is the finite temperature free energy
which assumes antiperiodicity in time for the fermions. Unfortunately, it is complicated to
evaluate this trace for every regime. But, as in [17], one can compute its θ = mˆ = 0, g ≪ 1
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limit, finding complete agreement with the leading infrared-divergent part of the free energy,
evaluated with the functional integral approach in Section 4. The role of the infrared divergence
is crucial to get the correct result for a general compact group [34].14
Since the coupling constant is small, we can compute F [e, 0, g] by using perturbation theory.
This possibility exists since N = 4 super Yang-Mills has a vanishing beta function; the theory
with g ≪ 1 is weakly interacting at any length scale. We set mˆ to zero since in this regime
the magnetic flux is expected to interact strongly, with coupling constant O(4π/g) ≫ 1. At
mˆ = 0 all fields in the box obey periodic boundary conditions, up to a periodic, globally defined
gauge transformation. In the box, all their non-zero Fourier modes have energies O(V −1/3).
Moreover, the potential energy scales as 1/g2. For instance, the gauge fields possess a “magnetic”
energy
∫
d3xg−2B2. The zero modes belonging to the Cartan subalgebra, instead, have energies
O(g2V −1/3). At g ≪ 1 only this latter set gives a significant contribution to the free energy [23,
35]. If the spatial supersymmetry is enforced by choosing periodic spatial boundary conditions
for fermions, the quantum fluctuations do not destroy the classical degeneracy of the manifold
of the gauge zero modes, unlike in the non-supersymmetric case [35]. The low energy spectrum
is therefore obtained by quantizing such manifold. The Hamiltonian evaluation with periodic
fermions (in space) continues to be a good check at weak coupling of our result since this different
choice of boundary conditions does not affect the functional integral evaluation of Section 4.
The configurations contributing to the partition function at g ≪ 1 are, therefore, the general
gauge transformations of the zero modes belonging to the CSA. Notice that the constant gauge
configurations, c, are defined only up to periodic gauge transformations. The element
Ωrˆi = e
2πirˆi·T
xi
ai , rˆi ∈ ΛˆR, i = 1, 2, 3 (B.5)
is well-defined and periodic in the box in which we have defined the system; thus it generates a
gauge transformation, which acts on the zero modes as
ci → ci + 2π
ai
rˆi. (B.6)
Therefore, the zero modes ci are periodic; moreover, we have to mod out by theWeyl group which
is realized by other constant gauge transformations. The only periodic gauge transformations
that map the Cartan torus to itself are Ωrˆi (B.5) and the constant Weyl transformations. Thus
the zero modes of the gauge fields parametrize a compact space with boundary, called the toron
manifold. Moreover, the Weyl group acts also on constant scalar fields modes in the CSA, φIJ ,
thus (φIJ , ci) live on the orbifold
(φIJ , ci) ∈ R
6r ×∏3i=1 T ri
Weyl−Group , T
r
i ≡
Rr
2πΛˆR/ai
, r = rankG. (B.7)
The Lagrangian restricted to the modes constant in space reads
L =
V
g2
∫
dt(
∑
i
c˙i · c˙i + a˙AI · aA †I + φ˙IJ · φ˙IJ), (B.8)
14 We thank C. Imbimbo and S. Mukhi for informing us about their results prior to publication.
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where ci, a
A
I , φIJ are the zero modes in the CSA of the gauge fields, fermions and scalars,
respectively, and A = 1, 2 is the spinor index. In terms of the conjugate momenta, πi, of the
gauge zero modes ci, the Hamiltonian is
H =
g2
4V
∑
i
πiπi + scalars. (B.9)
Clearly, the eigenfunctions are plane waves,
eiki·ci (B.10)
(where ki ∈ aiΛW for ensuring single-valuedness on the compact space of the ci), with energy,
E =
g2
4V
∑
i
k2i . (B.11)
The fermion zero modes do not contribute to the energy, while the scalar zero modes contribute
with the energy of a plane wave of continuous momentum.
Due to eq. (B.7), the partition function is not simply the sum of the statistical weights
associated with these energies over all the weight lattice (i.e. it is not a theta function), since
we have to mod out by the Weyl group. The energy term (g2/4V )k2, being the natural Cartan
scalar product on the weight lattice, is invariant, but the multiplicity with which we must count
the single vector k depends on the number of invariants under the Weyl group we can construct
with the product of the gauge, fermionic and scalar wavefunctions. Since the Weyl group does
not act freely on the weight lattice, the correct partition function, in general, is not a theta
function (in particular in the purely bosonic case). The exact computation of the multiplicities
is a complicated group theory problem; fortunately, the existence of the divergence due to the
scalars simplifies considerably the problem [34].
We are to compute the partition function,
TrPe−βH , (B.12)
on the Hilbert space constructed out of the vacuum with the 8 fermionic oscillators aA †I ,
the gauge exponential wavefunctions eiki·ci and the 6 scalar zero modes eipIJ ·φIJ . The states
|ki, aAI , pIJ〉, ki ∈ aiΛW , pIJ ∈ Rr provide a suitable Fock basis of eigenvalues of the Hamiltonian
with energy (g2/4V )(k2 +
∑
IJ p
2
IJ). P = (1/|W |)
∑
gǫW g is the projector over Weyl invariant
states. The Weyl group is generated by the reflections about simple roots
k → ki − (en · ki)en. (B.13)
It takes the state |ki〉 = eiki·ci into |kgi 〉, another state in the Fock space. It leaves invariant the
states with en · ki = 0, i.e. the walls of the Weyl chambers. The partition function reads
TrPe−βH =
1
|W |
∑
g∈W
∑
k,aA
I
e−(βg
2/4V )k2
∏
IJ
∫
dpIJ〈ki, aAI , pIJ |g|ki, aAI , pIJ〉e−(βg
2/4V )p2
IJ . (B.14)
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Now, the matrix element 〈ki|g|ki〉 is different from zero only if ki is left invariant by g; so we
can restrict the sum over g to the little group Wk of k (the set of elements of W which leaves
k fixed):
1
|W |
∑
ki∈aiΛW
e−(βg
2/4V )k2
∑
g∈Wk
∑
aA
I
∏
IJ
∫
dpIJ〈aAI , pIJ |g|aAI , pIJ〉e−(βg
2/4V )p2
IJ . (B.15)
SinceW acts freely in the interior of the Weyl chamber,Wk is trivial for such elements, becoming
larger and larger on the various walls, walls of walls etc., and becomes the complete Weyl group
only at k = 0.
Let us compute the matrix element 〈aAI , pIJ |g|aAI , pIJ〉. On the fermionic Fock space, g acts
as a linear transformation, thus giving a factor det(1 + g) for each spinorial degree of freedom.
The scalars contribution is
〈pIJ |g|pIJ〉 =
∏
IJ
∫
dpIJ
∫ R
0
dxIJe
−(βg2/4V )[p2
IJ
+ipIJ(xIJ−x
g
IJ
)], (B.16)
where we have put a cutoff R to regularize the configuration space divergence of the scalars;
whenever possible we will send R→∞. For each scalar degree of freedom, we find
∫ R
0
dxe−
1
4β
x(1−g)2x =
Rng
det′(1− g); (B.17)
ng is the number of eigenvalues of g equal to 1, and the prime means the exclusion of the zero
eigenvalues.
To sum up, the total partition function reads
∑
k∈aiΛW
e−(βg
2/4V )k2 1
|W |
∑
gǫWk
Rng
det8(1 + g)
det′6(1− g) . (B.18)
Now, it is clearly difficult to evaluate exactly the coefficients. However, we need to take in this
sum only the most divergent contribution in R, since the subleading terms disappear when we
normalize to get physical quantities. For each Wk there is only one element with the maximum
power ng (and so with the maximum divergence): the identity. All the other elements contribute
subleading terms. We see that the most divergent coefficient is always the same and henceforth
the exact theta function, ∑
ki∈aiΛW
e−
∑
i
(βg2/4V )k2i , (B.19)
gets reconstructed, up to a multiplicative factor.
The full partition function splits into flux sector according to the projector (B.2); one can
check that this restricts the sum over weight vectors exactly according to the definition given in
Section 3. This argument shows that the θ = mˆ = 0, g ≪ 1 approximation of the free energy
completely agrees with the results of this paper.
Finally, let us remark that by using factorization, ’t Hooft’s duality, and the Witten phe-
nomenon (see Section 5), one can derive the result (4.60) from the θ = mˆ = 0 free energy.
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