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Abstract. The concept of NP-completeness relative to a slowly utilized oracle is introduced and 
shown to be useful for providing evidence of intractability of some problems that are not known 
to be NP-complete. One such problem is to decide if a sparse polynomial has a root in the integers 
(rood p) for prime p. Relationships between unrelativized complexity and complexity relative to 
a slowly utilized oracle are also given. 
1. Introduction 
The computational complexity of some problems involving divisibility of sparse 
polynomials and integers has been studied in [12, 13] and continued in [10]. We 
extend these results and give evidence of the intractability of some problems 
involving finite fields. For this, the notion of a restricted oracle is introduced, and 
several natural problems are shown to be NP-complete relative to such an oracle 
when the reductions are relativized. The analysis of these problems makes use of 
polynomials that are related to those of [10]. The results presented here are of 
interest because of the importance of polynomial divisibility properties in algebraic 
coding theory, and also because of their implications for symbolic manipulation of 
algebraic expressions. 
As in [10], in the following discussion we consider a polynomial F~j a-~ to be 
represented as a sequence of ordered pairs (aj, j) corresponding to non-zero 
coefficients aj. A polynomial represented in this way will be termed a sparse 
polynomial. Note that it is the representation f these problems that makes them 
difficult rather than the sparseness of the polynomials. The representation allows 
for polynomials of high degree to be written down in a short space. From now on, 
polynomials will be assumed to have integer coefficients unless otherwise specified. 
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2. Definitions 
These definitions are from [10]. The following conventions will be used: P is the 
class of sets S of strings such that there exists a deterministic Turing machine M 
and a polynomial p such that M accepts S and for all inputs x to M, M halts 
within p(Ixl) steps (where Ixl is the length of x in characters). NP is the class of 
sets S of strings such that there exists a nondeterministic Turing machine M and 
a polynomial p such that M accepts S and for all inputs x to M, all computation 
paths of M halt within p(Ixl) steps. Also, CoNP is the class of sets S such that the 
complement of S is in NP. It is widely believed that P~ NP~CoNP~ P; for a 
discussion of these questions and their importance, see Garey and Johnson [6]. A 
set S is said to be tractable if S is in P; otherwise S is intractable. We say a function 
f mapping strings to strings is computable in polynomial time if there is a Turing 
machine M and a polynomial p such that for all elements x in the domain off ,  M 
outputs f (x)  when given input x, and halts within p(Ixl) steps. If A and B are sets 
of strings, we write A <~p B (A is polynomiai reducible to B) if there is a function 
f computable in polynomial time such that for all strings x, x ~ A ifff(x) e B. Such 
a function f is called a polynomial time reduction of A to B. A set B is NP-hard 
if for all A in NP, A<~pB. A set B is NP-complete if it is in NP and is NP-hard. 
Many such NP-complete sets are known. Note that if B is NP-complete and B e P, 
then P= NP; this is considered good evidence that B is not in P. Also, if any 
NP-hard set is in CoNP, then NP = CoNP. A set S is CoNP-hard if the complement 
of S is NP-hard. Another method of giving evidence of intractability is by means 
of y-reductions as discussed in [1]; later we shall discuss such reductions. From 
now on we identify a set S with the problem of determining whether a string x 
belongs to S. Thus we can speak of a problem as being NP-hard or NP-complete. 
Also, we assume integers are encoded in binary so that integers and sparse poly- 
nomials can be represented as character strings in some standard way. The letters 
x, y and z will usually represent real or complex variables in the following discussion. 
3. Polynomials used to obtain the reductions 
We review some properties of the polynomials of [10]. Later we will introduce 
closely related polynomials which are used to obtain the intractability results. 
Let qj be the j th prime number. Let M be an integer and let W be a well-formed 
formula of the propositional calculus obtained from predicate symbols Pj using 
Boolean connectives. With each Mth root of unity to in the complex plane, we 
associate an interpretation IM(to) of the predicate symbols {Pj:qj divides M}. In 
particular, the interpretation IM(tO) makes predicate symbol Pj true iff toM/q~ = 1. 
!: is not difficult to show that for all interpretations J of {Pj" qj divides M}, there 
exists at least one Mth root of unity to such that IM(to)= J. 
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Theorem 3.1. Suppose M is an integer and W is a well-formed formula of the proposi- 
tional calculus. Suppose that all predicate symbols occurring in W are of the form Pj 
for somej such that qj divides M. Then there is a unique polynomial having the following 
properties • 
( 1 ) p(z) = 0 iffz is an M-th root of unity and the wff Wis true in interpretation IM (z). 
(2) p(z) has no zeroes of multiplicity greater than one. 
(3) The leading coefficient of p(z) is 1. 
Proof. The zeroes of p are uniquely specified by (1) and (2). This determines p up 
to a constant factor. This factor is determined by (3). 
Definition. With notation as above, Polyp(W) is the unique polynomial having 
properties (1), (2), and (3) above. 
Definition. A literal is a formula of the form P or -nP where P is a predicate symbol. 
A clause is a disjunction of literals. 
Theorem 3.2. The polynomials Poly~ (W)  have the following properties: 
(1) PolyM (A) has integer coefficients for all A. 
(2) Polyp(A) = z ~ - 1 iff A is valid. 
(3) PolyM(A)= 1 iff A is inconsistent. 
(4) PolyM(A1) = Polyp(A2) iffA1 - A2. 
(5) POlyM(Pj)=X~/qJ--1. 
(6) PolyM(-~A) =(x ~-  1)/PoIyM(A). 
(7) Polyp(A^ B)=gcd(Poly~(A), PoIyM(B)). 
(8) Poly~(A v B) = lcm(PolyM(A), Polyp(B)). 
(9) I f  C is a 3-literal clause and M has only small prime factors, then Polyp(C) 
and POlyM(-1C) can be computed as sparse polynomials in polynomial time (and are 
of polynomial length as character strings). 
For the proof of the above theorem, see [10]. 
In [10] it was shown that if C is a.3-1iteral clause having at most 2 positive literals, 
or C is a 2-literal clause, then PolyM(C) and PolyM(--aC) have all coetiieients in 
the set {-  1, 0, 1 }. 
4. Restricted oracles 
In order to analyze some problems involving finite fields, it is convenient to 
introduce the concept of a restricted oracle. This is essentially an oracle for which 
the queries to the oracle are restricted in some way. For a discussion of the 
relationship of such oracles to circuit complexity, see Schnorr [15], Pippinger [8], 
and Karp and Lipton [7]. For the relationship of such oracles to computational 
complexity classes, see Karp and Lipton [7], and Plaisted [11]. For a discussion of 
hierarchies obtained by changing the restrictions on the oracle, see Plaisted [11], 
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and Zak [16]. We exhibit some natural problems that are not known to be NP- 
complete but are NP-complete relative to a restricted oracle. For problems complete 
relative to arbitrary restricted and unrestricted oracles using nonrelativized reduc- 
tions, see Plaisted [11]. For a discussion of the relativized P= NP question, see 
Baker, Gill and Solovay [3]. Intuitively, the reason we discuss restricted oracles is 
that certain problems can be shown to be NP-complete if a small table of primes 
having special properties is available. No polynomial time method of'generating 
such a table is known. 
We consider an oracle to be a function rather than a set. That is, the Turing 
machine has a special oracle tape. When it calls the oracle with x written on the 
tape, x is erased and f (x)  is written on the tape, where f is the oracle function. If 
f(x) is of length k, then it takes k moves to write f (x) on the oracle tape. Also, the 
Turing machine can request the first n characters of f (x) ,  i f  If(x) 1 I> n, then n moves 
are required to answer this query, else If(x)l moves are required. We call such an 
oracle f slowly utilized if for some polynomial p, the inputs given to the oracle on 
inputs to the Turing machine of length n, are bounded by p(n). Thus a slowly 
utilized oracle is restricted to a polynomially bounded initial portion of an infinite 
table. An oracle is sparsely utilized if, for some polynomial p, the number of distinct 
inputs given to the oracle on all inputs to the Turing machine of length not more 
than n, is bounded by p(n). The same question may be asked again and again, but 
the number of distinct questions asked will be small. A sparsely utilized oracle 
essentially represents an infinite table of which we only need a polynomially bounded 
portion. By reordering the table, and keeping indices with each element of the table, 
we can restrict ourselves to a polynomially bounded initial portion of another, 
closely related table. This will only increase the computation time by a polynomial 
amount. Note that a slowly utilized oracle is also sparsely utilized. 
Let pA be the set of problems olvable in polynomial time using oracle A. Let 
pA, s~ow be the set of problems olvable in polynomial time using oracle A slowly. 
Let pA, sparse be the set of problems solvable in polynomial time using oracle A 
sparsely. Similarly, define NP A, NP A's~°w, and NP A'spa~e. For NP A'soar~e we count 
all inputs given to the oracle on any valid computation path. Note that P c pA.~°w c
pA, sparse c pA and NPc  NP A'~l°w c Np A'sparse c NP A. Also, if B e pAl,sparse, then there 
exists A2 such that Be  pAE, slow. (To get A2, reorder AI so that queried elements 
are near the beginning, and keep an index with each element elling where it was 
in A1.) Similarly, if B e NP Al'sp~e, then there exists A2 such that B e NP  A2'sl°w. We 
say that a problem B1 is polynomial transformable (or reducible) to problem B2 
A,s~ow B2, with the obvious relative to the slowly utilized oracle A, written B1 ~<p 
meaning. Also, we can say B1 is polynomial transformable to B2 relative to the 
sparsely utilized oracle A, written B1 _<A.~par~e B2. Thus the reductions are also --..: p 
relativized. The reason for relativizing the reductions is that this allows us to exhibit 
natural problems that are NP-complete relative to slowly utilized oracles, but are 
not known to be NP-complete. We do not know how to obtain such natural complete 
problems if the reductions are not relativized. 
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Definition. A problem B is NP-hard relative to a slowly utilized oracle A if every 
problem in NP A'~l°w can be transformed to B in polynomial time relative to the 
slowly utilized oracle A. We similarly define NP-hard relative to a sparsely utilized 
or unrestricted oracle. 
Definition. A problem B is NP-complete relative to a slowly utilized oracle A if B is 
NP-hard relative to the slowly utilized oracle A, and B is in NP A'~°w. We similarly 
define NP-complete relative to a sparsely utilized or unrestricted oracle. 
Note that if B is NP-complete relative to the slowly utilized oracle A, then 
pA, slow= NpA, stow iff B ~ pA, s~ow, and similarly for sparsely utilized and unrestricted 
oracles. We exhibit some problems that are NP-complete relative to slowly utilized 
oracles, and are not known to be NP-complete. In fact, it is possible to exhibit 
problems that are NP-complete relative to an arbitrary slowly utilized oracle A, as 
we shall show below. However, this does not seem to be possible for arbitrary 
sparsely utilized oracles. We can exhibit such problems for certain sparsely utilized 
oracles A, however. The following lemma is used to show certain problems to be 
NP-complete relative to a slowly utilized oracle. 
Lemma. For every oracle A and for every problem B1 in NP A'sl°w there is a problem 
A, slow B2 in NP such that B 1 -~ p B2. 
Proof. Suppose Turing machine T1 solves B 1 in nondeterministic polynomial time 
relative to slowly utilized oracle A. Modify T1 to obtain T2 which expects to find 
a sufficient initial portion of the oracle written with the input on its tape before 
starting. Instead of calling the oracle, T2 looks at the table on its tape. Also, T2 
rejects its input if the desired element of the table is not on its tape, or if too few 
characters of the entry f (x )  are stored on the tape for some queried x. It will turn 
out that only a polynomial amount of space is needed to write down enough of the 
oracle, so looking up elements of the table will slow T2 down by only a polynomial 
amount of time. Let B2 be B 1 modified in this way, with the amount of table written 
down bounded by some polynomial. Then B2 is in NP. 
The reduction from B1 to B2 is as follows: Given an input x to T1, we convert 
it to an input x' to T2 by appending a portion of the oracle table. We only append 
as many entries as T1 could have queried within its restriction on the use of the 
oracle A. Also, if some entries are too long to be written within the polynomial 
bound on the running time of T1, these entries are truncated so that only as many 
characters are included as T1 could have queried within the polynomial bound on 
its running time. Thus the amount of table included in x' is bounded by a polynomial. 
Also, x ~ B 1 iff x' ~ B2, i.e., iff T2 accepts x'. Finally, this reduction from B 1 to B2 
can be done in polynomial time relative to the slowly utilized oracle A. To do this, 
the reducing Turing machine only has to ask for the first n characters of the first 
m entries in A, for n and m bounded by some polynomial in the length of x. 
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Theorem 4.1. A problem B is NP-hard relative to the slowly utilized oracle A iff 
satisfiability can be reduced to B in polynomial time relative to the slowly utilized 
oracle A. 
Proof. If B is NP-hard relative to the slowly utilized oracle A, then satisfiability 
can be transformed to B in polynomial time relative to A as desired, since NP~ 
NP A'sl°w. Assume that satisfiability can be reduced to B as in the lemma. We reduce 
an arbitrary problem B1 in NP A'sl°w to some problem B2 in NP as in the lemma, 
utilizing A slowly for this reduction. Also, B2 is polynomial reducible to satisfiability 
since satisfiability is NP-complete [5]. Finally, satisfiability is reducible to B relative 
to A utilized slowly, by hypothesis. 
Corollary 4.1.1. A problem B is NP-complete relative to the slowly utilized oracle A 
iff B ~ NP A'si°w and satisfiability can be reduced to B in polynomial time relative to 
the slowly utilized oracle A. 
Corollary 4.1.2. I f  A is an arbitrary oracle, then satisfiability is NP-complete relative 
to A utilized slowly. Also, if B is any NP-complete problem, then B is also NP.complete 
relative to A utilized slowly. 
The problem with extending Theorem 4.1 to sparsely utilized oracles is that there 
are an exponential number of queries that T1 might have made. There does not 
seem to be any way for the reduction from B 1 to B2 to know which of these are 
actually made on some computation path. For certain sparsely utilized oracles, 
however, such an extension of Theorem 4.1 can be made. For example, suppose A 
is an oracle such that the value A(x)  depends only on the length of x. If a Turing 
machine runs in polynomial time, then the length of the queries given to A must 
be bounded by a polynomial. Therefore, there are essentially only a polynomial 
number of queries that can be made. As in the proof of Theorem 4.1, it follows that 
a problem B is NP-hard relative to such a sparsely utilized oracle A iff satisfiability 
can be reduced to B in polynomial time relative to the sparsely utilized oracle A. 
Therefore satisfiability and all other NP-complete problems are also NP-eomplete 
relative to such a sparsely utilized oracle A. In fact, for such an oracle A, pA,~par~ = pA 
and NP A'sparse = N1 ~. Also, all NP-complete problems are also NP-complete relative 
to A utilized without restrictions (with relativized reductions). 
We now briefly consider the relationship of relativized complexity classes to 
unrelativized complexity classes. Most of these results are similar to results in [11]. 
First we note that a problem B has small circuits iff there exists A such that Be  pA.s~ow. 
This result is given in [8] and is closely related to a result given in [15]. Several 
people have derived this result independently. (By 'small circuits' we mean that 
there exists a polynomial p such that for all n i>0, there is a circuit of size p(n) 
accepting {x ~ B: Ix[ = n}.) The following result is useful. 
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A1 slow ~ A2,slow Proposition. I f  B1 "--~p" B2 and B2-<p B3, then there exists A3 such that 
A3 slow Bl<~p ' B3. 
Proof. Let A3 be the oracle such that for all n >i 0, A3(2n) = A l (n)  and A3(2n + 1) = 
A3 slow R ' )  ~ A3,siow _~ A3,slow 1~2 A2(n). Then B1 ~<p ' B2 and __~p B3 hence B1 ~p u.,. 
Proposition. All problems in NP have small circuits iff, for all A, all problems in 
NP A'sl°w have small circuits. 
Proof. Suppose all problems in NP have small circuits; then there exists A1 such 
that NPc  pAl , s low.  I f  BI is in NP A'sl°w, then there exist B2 in NP and B3 in P such 
A, slow _~ A l ,s low/~,~ that B1 ~p B2 and B2-~p ,.,.,. Hence, by the previous proposition, there 
_~ A2, slow pA2,s low exists A2 such that B 1 ~p B3 so B 1 ~ and B 1 has small circuits. 
Suppose, for all A, all problems in NP A'sl°w have small circuits. Then all problems 
in NP have small circuits since NP c Np A,sl°w. 
Theorem 4.2. There exists A such that pA, siow = NpA, slow iff all problems in NP have 
small circuits. 
Proof. If all problems in NP have small circuits, then there exists A such that 
NPc  pA.siow. AlSO, every problem in NP A'sl°w can be reduced to a problem in NP 
in polynomial time relative to A utilized slowly by the lemma to Theorem 4.1. 
Hence, NP A'sl°w = pA, slow. 
Suppose pA, slow = NpA, slow. Then NPc  pA, slow SO all problems in NP have small 
circuits. 
Theorem 4.3. There exists A such that pA, siow~ NpA.slow/ffp# NP. 
Proof. Suppose P= NP. Suppose B1 is in NP A'sl°w. Then there exists B2 in NP 
A, slow such that B 1 <~p B2 by the lemma to Theorem 4.1. However, B2 is in P so B 1 
is in pA.slow since B1 can be solved in polynomial time using the reduction to B2 
relative to A utilized slowly. Thus pA.slow = NpA.slow. Alternatively, if P ~ NP, then 
we can choose A to be such that A(x)= 0 for all x. 
These results are interesting because Bennett and Gill [4] showed that the probabil- 
ity is 1 that pA ~ NpA relative to arbitrary A. Perhaps one could show nonconstruc- 
tively that there exists some A such that pA, slow ~ NpA.slow. This would then imply 
P ~ NP by Theorem 4.3 above. 
Consider now the implications of the above results for evidence of intractability. 
Suppose B is NP-complete relative to slowly utilized oracle A. Then if B e pA.slow, 
all problems in NP have small circuits. I f  B is not in pA, slow, then P g NP. If  B ~ P, 
we cannot necessarily say P = NP since the reductions are relativized. However, we 
can say that all problems in NP have small circuits. I f  B has small circuits, then so 
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do all problems in NP. This can be taken as evidence that B is not in P and B does 
not have small circuits. If B e CoNP, not much can be said except hat short proofs 
of inconsistency an be given relative to a slowly growing table, whatever that means. 
5. Problems involving finite fields 
We now present evidence for the intractability of some problems involving sparse 
polynomials and finite fields. The most notable of these problems is determining if 
a sparse polynomial has a root in the field of integers modulo a prime. This problem 
has been studied for dense polynomials in the field GF(qn), where q is prime, by 
Rabin [14], where applications to algebraic oding theory, algebraic symbol manipu- 
lation, and computational number theory are mentioned. The problems we present 
are of interest heoretically because there is no known method of showing them to 
be NP-complete. Hence, other methods must be used to obtain evidence of intracta- 
bility, such as y-completeness [1] and completeness relative to a slowly utilized 
oracle. The need to use techniques other than NP-completeness to give evidence 
for intractability is a feature these problems have in common with some of the 
number theoretic problems discussed in [1, 2]. 
Consider the following problems: 
COMMON-SPARSE-POLY-INCONGRUENCES. Given a prime q and a set 
{p~(x), . . . ,  p,(x)} of sparse polynomials with integer coefficients, the problem is to 
determine whether there exists an integer x such that none of the congruences 
p~(x)  ~ 0 (rood q) ,  . . . , p , (x )  - 0 (mod q) are satisfied. 
COMMON-SPARSE-POLY-CONGRUENCES. Given a prime q and a set 
{p~ (x ) , . . . ,  Pn (x)} of sparse polynomials with integer coefficients, the problem is to 
determine whether there exists an integer x such that all of the congruences 
p l (x )  =-- 0 (mod q) , . . . ,  pn(x)  =- 0 (mod q) are satisfied. 
SPARSE-POLY-CONGRUENCE. Given a sparse polynomial p(x)  with integer 
coefficients and a prime q, the problem is to determine if there exists an integer x 
such that p(x)  - 0 (mod q). 
SPARSE-POLY-FINITE=FIELD-COMMON-ROOT. Given a prime q and two non-trivial 
sparse polynomials p l (x )  and p2(X) of degree less than q - 1 considered as poly- 
nomials over the field of integers modulo q, the problem is to determine if p~(x)  
and p2(x) have a common root. 
Let A1 be an oracle which, given an input n, returns a prime q such that q -1  
has at least n distinct prime factors. Also, let A1 return the prime factors of q -  1. 
Furthermore, suppose the prime q is 'small' in the sense that log(q) is polynomial 
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in n. It is known that such primes q exist; in fact, it is a consequence of the theorem 
of Linnik given in [10]. 
Theorem 5.1. COMMON-SPARSE-POLY-INCONGRUENCES, COMMON-SPARSE-POLY- 
CONGRUENCES, SPARSE-POLY-CONGRUENCE, and SPARSE-POLY-FINITE-FIELD- 
COMMON-ROOT are all NP-complete relative to the oracle A1 utilized slowly. 
Also, they are all y-complete [1]. This still holds for COMMON-SPARSE-POLY- 
INCONGRUENCES and COMMON-SPARSE-POLY-CONGRUENCES when the 
non-zero coefficients of the polynomials are restricted to be ± 1. 
Note that COMMON-SPARSE-POLY-CONGRUENCES is more general than SPARSE- 
POLY-CONGRUENCE and SPARSE-POLY-FINITE-FIELD-COMMON-ROOT, but its proof 
of intractability is much simpler. Also, SPARSE-POLY-FINITE-FIELD-COMMON-ROOT 
is more general than SPARSE-POLY-CONGRUENCE, since we may take p~(x) and 
p2(X) of SPARSE-POLY-FINITE-FIELD-COMMON-ROOT to be the same polynomial. 
Therefore, the intractability of SPARSE-POLY-FINITE-FIELD-COMMON-ROOT and 
COMMON-SPARSE-POLY-CONGRUENCES follows from that of SPARSE-POLY- 
CONGRUENCE. 
In order to prove this theorem, it will be necessary to introduce some new 
polynomials and give a new application of the polynomials Polyp(W).  First we 
define y-completeness and indicate its relationship to completeness relative to a 
slowly utilized oracle. The following definitions are from Adleman and Manders [1]. 
5.1. y-Completeness 
Definition. For any nondeterministic Turing machine M which runs in polynomial 
time, R~ = {(x, y) : some computation path of M on input x halts with output y}. 
Note that a set A of pairs of strings is in NP iff there exists M such that A = R~ 
and such that M is a non-deterministic Turing machine running in polynomial time. 
Definition. For any sets A and B, A is y-reducible to B (A<~vB) iff there is a 
non-deterministic Turing machine M which runs in polynomial time such that 
(1) (Vx)(3y)((x, y)e RM) (at least one path halts), 
(2) (Vx)(Vy)((x, y) ~ RM D (x ~ A =-- y ~ B)) (all outputs are valid reductions of A 
to B). 
The basic idea is to allow nondeterminism in the reduction from A to B. 
Definition. A set A is y-hard for NP iff (VB~ NP)(B~<vA ). A set A is y-complete 
(for NP) iff A is y-hard for NP and A e NP. 
Theorem 5.2 ([1]). I fA  is y-complete, then (A ~ NPn CoNP) = (NP = CoNP). 
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Thus, assuming NP#CoNP,  if A is y-complete, then A is not in NPc~CoNP 
hence A is not in P. This contrasts with completeness relative to a restricted oracle, 
in which we can show that A is not in P if not all problems in NP have small 
circuits. To relate the two notions, a 3~-reduction can be thought of as a polynomial 
time reduction relative to an oracle which is non-deterministic and is in NP. That 
is, if A is such an oracle, then the output y for input x is not necessarily unique, 
but {(x, y) : y is an output for x} must be in NP. Also, there must be at least one 
output for every input. Possibly there are other relationships between y-reductions 
and reductions relative to a slowly utilized oracle. 
5.2. Proof of Theorem 5. I 
We now further discuss the polynomials PolyM(W). Suppose that M + 1 is a 
prime number. With congruence classes of integers (mod M+ l), we associate 
interpretations of the predicate symbols {Pj : qj divides M} where qj is thejth prime 
number, as before. With each integer b relatively prime to M + l, we associate the 
interpretation I'~(b) making Pj true if[ bM/q~ -- 1 (mod M + 1). By Fermat's theorem, 
b M - 1 (mod M+ 1) for all integers b relatively prime to M+ 1. It is not difficult to 
show that for all interpretations J of {P~ : qj divides M}, there exists at least one 
integer b such that I '~(b)=J. This follows from the existence of primitive Mth 
roots of unity in the integers (rood M + 1). 
The interesting fact is that if M + 1 is prime and b is not a multiple of M + l, then 
PolyM(W)(b) - 0 (rood M÷ l) i f fW is true in 
the interpretation I'~(b). (5.1) 
Thus the polynomials defined using complex roots of unity also have applications 
to integer congruences. 
Proof of Theorem 5.1. We show Theorem 5.1 for (SOMMON-SPARSE-POLY-INCON- 
GRUENCES and COMMON-SPARSE-POLY-CONGRUENCES. We give reductions from 
3-satisfiability o COMMON-SPARSE-POLY-INCONGRUENCES and COMMON-SPARSE- 
POLY-CONGRUENCES and show that these reductions are correct. 
Reduction to COMMON-SPARSE-POLY-INCONGRUENCES: Given a set S= 
{C~,... ,  Ck} of 3-literal clauses over the predicate symbols P~,. . . ,  Pn, use the oracle 
A 1 to obtain a small prime q such that q -  1 has at least n distinct prime factors. 
Suppose qi , , . . . ,  qi, are n distinct prime factors of q - I. (Recall that qj is the jth 
prime.) Let S '= {C~,. . . ,  C~,} be obtained from {Ct , . . . ,  Ck} by replacing Pj by P~j 
everywhere simultaneously for i ~<j ~< n. As input to COMMON-SPARSE-POLY-INCON- 
GRUENCES, use the set {x, Polyq_~(-1C~), Polyq_~(~C~),..., Polyq_~(TC~ } and the 
prime q. 
Reduction to COMMON-SPARSE-POLY-CONGRUENCES: As above, but use the set 
{x q-~- 1, Polyq_l(C~),... ,  Polyq_~(C~)} and the prime q as input to COMMON- 
SPARSE-POLY-CONGRUENCES. 
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We now show that these reductions are correct. Namely, 
(:Ix) x ~ 0 (mod q) ^ Polyq_~(TC~)(x)  ~ 0 (mod q) 
A • • • ^ Polyq_l(-aC'k)(x) ~0 (mod q) (5.2) 
iff S is consistent and 
(:ix) x q-! - 1 = 0 (mod q) A Polyq_l(C~)(x) =0 (mod q) 
^ " "  ^ Polyq_~(C~,)(x)~0 (mod q) (5.3) 
iff S is consistent. 
Note that S' is consistent iff S is. Let M be q -  1. Now assertion (5.2) is true iff 
some integer x relatively prime to M+ 1 satisfies PolyM(-aC~)(x) ~0 (mod M+ 1) 
for j = 1, 2 , . . . ,  k, iff (by assertion 5.1)) for some x relatively prime to M+ 1, the 
interpretation I '~(x )  makes all ~C~ false, i f fS '  is consistent. Similarly, assertion 
(5.3) is true i ff some integer x relatively prime to M+I  satisfies PolyM(C~)(x)--- 
0 (rood M + 1) for j = 1, 2 , . . . ,  k,/ff (by assertion 5.1) for some x relatively prime 
to M + 1, the interpretation I 'M(x) makes all C~ true, i f fS '  is consistent. Hence the 
reductions are correct. Also, the polynomials PolyM(C~) and Poly~(TC~) can be 
computed as sparse polynomials in polynomial time. Furthermore, the oracle A1 
will be slowly utilized. Hence, we have reduced 3-satisfiability o COMMON-SPARSE- 
POLY-INCONGRUENCES in polynomial time relative to the slowly utilized oracle 
A1. Thus COMMON-SPARSE-POLY-INCONGRUENCES is NP-hard relative to the 
slowly utilized oracle A1, by Theorem 5.1. In addition, COMMON-SPARSE- 
POLY-INCONGRUENCES E NP hence COMMON-SPARSE-POLY-INCONGRUENCESE 
NpA~. stow and so COMMON-SPARSE-POLY-INCONGRUENCES is NP-complete relative 
to the slowly utilized oracle A1. Similar remarks apply to COMMON-SPARSE-POLY- 
CONGRUENCES. We can get the restriction to coefficients of 0 or + 1 by replacing 
clauses of form Po v Pb v Pc in S by P~ v Pb v/sa and Pd V Pc before doing the 
reduction. This gives non-zero coefficients of + 1 by the identities given earlier. 
We can still do the reduction from 3-satisfiability to COMMON-SPARSE-POLY- 
INCONGRUENCES and COMMON-SPARSE-POLY-CONGRUENCES even if the oracle is 
nondeterministic. That is, on input n, it returns some small prime q such that q -  1 
has at least n distinct prime factors, but not necessarily the same one each time. 
Such a nondeterministic oracle can be computed in nondeterministic polynomial 
time. It follows that COMMON-SPARSE-POLY-INCONGRUENCES and COMMON- 
SPARSE-POLY-CONGRUENCES are both ~/-complete. In fact, it is reasonable toassume 
[9] that such a nondeterministic oracle can be computed in expected polynomial 
time. By expected polynomial time we mean that there is a Turing machine M which 
solves B and makes random choices, and there is a polynomial p such that the 
expected time for M to halt on inputs of length n is bounded by p (n). It is permissible 
for M to fail to halt on a set of paths of measure zero. It appears that a nondeterminis- 
tic oracle like A1 can be computed in expected polynomial time, that is, on input 
x, a Turing machine making random choices will output some appropriate y and 
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will do it in expected polynomial time. Hence, if COMMON-SPARSE-POLY-INCON- 
GRUENCES or COMMON-SPARSE-POLY-CONGRUENCES is in P then every problem 
in NP could be solved in expected polynomial time, under this assumption. It is 
not hard to show that a problem B can be solved in expected polynomial time 
iff B e A rt where Art is defined as in Adleman and Manders [1]. 
5.3. Some related polynomials 
We now define more polynomials which are interesting in their own fight and 
are useful for completing the proof of Theorem 5.1. Let qj be the jth prime number 
as before. Let M be an integer and let W be a well-formed formula of the 
propositional calculus. 
Theorem 5.3. I f  M is an integer and W is a well-formed formula of the propositional 
calculus such that all predicate symbols in W are in the set { Pj : qj divides M}, then 
there is a unique polynomial p(z) with rational coefficients having the following 
properties: 
(1) The degree of p is less than M. 
(2) I f  to is an M-th root of unity in the complex plane and W is true in I~(to), then 
p(to) = 1. 
(3) I f  to is an M-th root of unity in the complex plane and W is false in I~(to), 
then p( to ) = O. 
(Recall that I~(o~), defined in Section 3, is an interpretation of the predicate 
symbols {Pj: qj divides M}.) 
Proof. The polynomial p(z) is unique if it exists because its degree is less than M 
and its value at all Mth roots of unity is specified. To show p exists with rational 
coefficients, we give identities below by which p may be computed. 
Definition. With notation as above, Poly*(W) is the unique polynomial p having 
properties (1), (2), and (3) above. 
Theorem 5.4. The polynomials Poly*(W) have the following properties (assuming 
that all predicate symbols in Ware of the form Pj for some j such that qj divides M). 
(1) The coefficients are rational numbers. 
(2) Poly*(A) = 1 i f fA is raid. 
(3) Po ly*(A)= 0 iff A is inconsistent. 
(4) Poly*(A1) = Poly*(A2) /ffAl - A2. 
(5) Poly*(Al)  ~< Poly*(A2) at all M-th roots of unity iff A1 D A2. 
(6) Poly*( P~) = (1/ qj)PolyM(-aPj). 
(7) Poly*(-aA)= 1-Poly*(A) .  
(8) Poly*(A1 ^  A2) is the remainder when Poly*(A1) * Poly*(A2) is divided by 
z ~ - I .  
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(9) I f  C is a 3-literal clause and M has only small prime factors, then Poly*(C) 
and Poly*(-n C) can be computed as sparse polynomials in polynomial time, assuming 
that rational numbers are represented as quotients of two integers. 
Proof. Properties (2), (3), (4), (5), and (7) are easy to show. The reason that (8) is 
true is that Poly*(Al)  • Poly*(A2) has the same value at all Mth roots of unity 
as Poly*(A1 ^  A2), and taking the remainder when dividing by z M-  1 does not 
change the value of a polynomial at the Mth roots of unity. Thus we obtain a 
polynomial of degree less than M which has the same value as Poly*(A1 A A2) at 
all Mth roots of unity. Therefore, the remainder must in fact be Poly*(A1 A A2). 
To show property (6), recall that interpretation IM(oJ) makes predicate symbol 
Pj true iff wM/q~ = 1. Since Poly~(-aPj)= 1 +z~/qJ+z2M/q~+ • •• +z(qJ-~)M/q~, we 
have that PolyM (-1Pj)(~o) = qj if I~(w) makes Pj true. And we know by the definition 
of Po lyM(TP j ) that  PolyM(-aPj)(w)=0 if I~(oJ) makes Pj false. Hence 
(1/qj)PolyM(-aPj) = PoIy*(Pj), as stated in property (6) above. 
To show property (1), any wff can be expressed in terms of the P~ using the 
connectives "^"  and "-a". Hence, by induction on the number of connectives in a 
formula, applying properties (7) and (8) repeatedly, and using property (6) for the 
Pj, Poly*(W) has rational coefficients, o property (1) is true. We can show property 
(9) in a way similar to the way in which this property was established for the 
polynomials PolyM(W). This completes the proof of Theorem 5.4. 
Using the polynomials Poly*(W), one can show that the following problem is 
CoNP-hard: Given a sparse polynomial p with integer coefficients, and given an 
integer M, the problem is to determine whether p(z) is real and positive at all Mth 
roots z of unity. It is also CoNP-hard to determine whether p is real, positive, and 
integer-valued at all these roots of unity. The idea of the reduction is to consider 
Y~c~s Poly*(TC)  where S is a set of 3-literal clauses. 
Definition. Suppose M is an integer such that M + 1 is prime and W is a formula 
of the propositional calculus. Suppose all predicate symbols in W are of the form 
Pj for some j such that qj divides M. Then the polynomial Polyp(W) is defined as 
follows: Suppose Po ly* (W)=~j (a Jb j ) z  i for integers aj, bj. Suppose cjbj=-a~ 
(mod M+ 1) for all j. Then Polyp(W)=Y.j cjz a. 
Theorem 5.5. The polynomials Polyp(W) have the following properties, assuming 
M + 1 is prime and W contains only predicate symbols Pj such that q1 divides M: 
(1) The degree of Polyp(W) is less than M. 
(2) I fb  is an integer elatively prime to M+ 1 and the formula W is true in I '~(b), 
then Poly~(W)(b)--  1(mod M+ 1). 
(3) I f  b is an integer relatively prime to M+ 1 and W is false in i'~(b), then 
Polyp( W)(b) - 0 (mod M + 1 ). 
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Note that the congruence classes (mod M+ l) of the coefficients of the poly- 
nomials Po lyp(W) are uniquely determined. These polynomials have properties 
analogous to those shown in Theorem 5.4. In particular, if C is a 3-literal clause 
and the prime factors of M are small, then Po lyp(C)  and Poly~(-aC) can be 
computed as sparse polynomials in polynomial time. 
Proof of Theorem 5.1 (for problems SPARSE-POLY-CONGRUENCE and SPARSE-POLY- 
FINITE-FIELD-COMMON-ROOT). For this proof we need to use the oracle A1 to 
obtain a small prime q such that q > k and such that q -  1 has at least n distinct 
prime factors, given k and n. To do this, note that if q -  1 has at least n distinct 
prime factors, then q > 2". Hence, it suffices to query AI (m) for m = max{n, log2(k)}. 
Problems SPARSE-POLY-CONGRUENCE and SPARSE-POLY- FI NITE-FI LED- 
COMMON-ROOT are both clearly in NP. Hence, by Theorem 4.1, it suffices to show 
that 3-satisfiability is reducible to SPARSE-POLY-CONGRUENCE and SPARSE-POLY- 
FINITE-FIELD-COMMON-ROOT relative to the slowly utilized oracle A1. Since 
SPARSE-POLY-FINITE-FIELD-COMMON-ROOT is more general than SPARSE-POLY- 
CONGRUENCE, it suffices to show reducibility of 3-satisfiability to SPARSE-POLY- 
CONGRUENCE relative to the slowly utilized oracle. 
Suppose S = { C~, . . . ,  Ck} is a set of 3-literal clauses over the predicate symbols 
{P I , . . . ,  P,}. Use the oracle A1 to obtain a small prime q such that q > k and such 
that q - 1 has at least n distinct (small) prime factors. Rename the predicate symbols 
of S in l-1 fashion so that if Pj occurs in S, then qj divides q -  1. 
Let p~(x) be Z{Poly~_l(-1C)" C ~ S}. We can easily compute pl(x) as a sparse 
polynomial. Then for b relatively prime to q, and for 0<~ c< q, p~(b) =- c (mod q) 
iff exactly c of the clauses of S are false in interpretation I'q_,(b). Hence (3x)[x is 
relatively prime to q and p~(x) - 0 (mod q)] iff S is consistent. If p~(0) - 0 (mod q), 
then divide the polynomial p~(x) by as many powers of x as possible to obtain 
polynomial p(x) such that (3x)p(x)  =- 0 (mod q) iff S is consistent. We have reduced 
from 3-satisfiability o SPARSE-POLY-CONGRUENCE. It should be clear that this is 
a polynomial time reduction relative to the slowly utilized oracle A1. 
Note that we can obtain some small prime q as desired in nondeterministic 
polynomial time. Hence SPARSE-POLY-CONGRUENCE and SPARSE-POLY-FINITE- 
FIELD-COMMON-ROOT are both y-complete. Thus they cannot have polynomial 
time solutions unless NP = CoNP. Also, it is reasonable to assume that some small 
prime, as desired, together with a short verification of its primality, can be generated 
in expected polynomial time. Hence, a polynomial time solution for SPARSE-POLY- 
CONGRUENCE or SPARSE-POLY-FINITE-FIELD-COMMON-ROOT would apparently 
imply that every problem in NP can be solved in expected polynomial time. 
Consider now the following problem. 
SPARSE-POLY-FINITE-FIELD-GCD.',.Given a prime q and two sparse polynomials pm(x) 
and p2(x) of degree less than q -  1 considered as polynomials over the integers 
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modulo q, the problem is to determine if p~(x) and p2(x) have a nontrivial greatest 
common divisor. 
Theorem 5.6. SPARSE-POLY-FINITE-FIELD-GCD is NP-hard relative to the slowly 
utilized oracle A1, and is T-hard for NP. Also, a polynomial time solution for SPARSE- 
POLY-FINITE-FIELD-GCD would apparently imply that every problem in NP can be 
solved in expected polynomial time. 
Proof. Note that we do not know that this problem is in NP, since it could be that 
Pl and P2 have a nontrivial common divisor but this fact is difficult o verify. Given 
a set S of 3-literal clauses, use an oracle to obtain a prime q as before. Also, rename 
predicate symbols of S as before. Let p~(x) be Polyq_l(Cl) from some C1 s S and 
let p2(x)  be ,Y{Poly~_t(--aC): C ~ S-{CI}}. We know that p l (0 )~0 (mod q) since 
pl(x) is a factor of x q-~ - 1. Now, p~(x) = 0 (mod q) iff Cl is true in interpretation 
I'q_~(x). Also, if x is not a multiple of q, then p2(x) ---= 0 (mod q) iff all of the clauses 
in S -  {C~} are true in interpretation I'q_t(x). Hence p~(x) and p2(x) have a common 
root (mod q) iff S is consistent. 
We now show that pl(x) and p2(x) have a nontrivial greatest common divisor, 
considered as polynomials over the integers (mod q), iff they have a common root. 
Suppose p~(x) is of degree dl. Since pl(x) is a 'factor of x q-~ - 1, it follows that 
pt(x) has d~ roots in the field of integers (mod q). Let p(x) be the greatest common 
divisor of p~(x) and p2(x). Suppose p(x) is of degree d. Since p(x) is a factor of 
pl(x), it follows that p(x) has exactly d roots in the integers (mod q). Also, any 
root of p(x) will be a root of p2(x) since p(x) divides p2(x). Hence, if pl(x) and 
p2(x) have a nontrivial greatest common divisor, they have a common root. Con- 
versely, if they have a common root (call it b), then x - b will divide their greatest 
common divisor and so they will have a nontrivial greatest common divisor. 
Thus p~(x) and p2(x)  have a nontrivial greatest common divisor iff they have a 
common root (mod q), i.e., iff S is consistent. The rest of the proof of Theorem 5.6 
follows the same lines as the proof of Theorem 5.1 for problem. SPARSE-POLY- 
CONGRUENCE.  
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