Abstract: Persistent Scatterer Interferometry (PSI) is an advanced multitemporal InSAR technique that is capable of retrieving the 3D coordinates and the underlying deformation of time-coherent scatterers. Various factors degrade the localization accuracy of PSI point clouds in the geocoding process, which causes problems for interpretation of deformation results and also making it difficult for the point clouds to be compared with or integrated into data from other sensors. In this study, we employ the SAR imaging geodesy method to perform geodetic corrections on SAR timing observations and thus improve the positioning accuracy in the horizontal components. We further utilize geodetic stereo SAR to extract large number of highly precise ground control points (GCP) from SAR images, in order to compensate for the unknown height offset of the PSI point cloud. We demonstrate the applicability of the approach using TerraSAR-X high resolution spotlight images over the city of Berlin, Germany. The corrected results are compared with a reference LiDAR point cloud of Berlin, which confirms the improvement in the geocoding accuracy.
Introduction
In the past two decades, Interferometric Synthetic Aperture Radar (InSAR) and its multitemporal extensions have proved their ability for continuous mapping and deformation monitoring of the surface of the Earth. Among the existing InSAR approaches, Persistent Scatterer Interferometry (PSI) is nowadays considered one of the most operational techniques for wide area processing. PSI is a single-master InSAR technique that extracts phase-stable scatterers, the so-called Persistent Scatterers (PS), from a stack of SAR images and retrieves their heights along with their deformation history through the exploitation of their interferometric phase [1, 2] . Its usage of multiple images and the restriction of the estimation of parameters to only PS overcomes the main limitations of InSAR, namely atmospheric disturbances and geometric and temporal decorrelation [3] . The PSI technique is highly effective in urban areas because of the availability of a high density of PS. In particular, coupling the technique with high resolution images, such as the ones from the TerraSAR-X spotlight mode, produces on average between 40,000 to 100,000 PS per square kilometer [4, 5] , which allows for detailed infrastructure monitoring.
Similar to other InSAR approaches, PSI is a relative technique. This means that the height and the deformation estimates of all PS are relative with respect to a reference point, which is chosen during the PSI processing [2] . For most of the cases, no information about the exact height and the stability of the reference point is available. Therefore, PSI assumes a height value extracted from the available external Digital Elevation Model (DEM) for this point and considers a height update equal to zero. Evidently, if the reference point is not stable in time and/or its true absolute height value is not equal to the corresponding DEM height, due to an erroneous DEM, the deformation and/or the height estimates of all PS will be biased. The height of PS points is an influential factor in the geocoding process. Geocoding assigns each PS to its 3D position in a geodetic reference system using the orbit parameters of the master acquisition and the estimated interferometric height [6] [7] [8] . Therefore, if the height estimates are biased, then the 3D coordinates of the PS will have offsets with respect to their true positions. Furthermore, the timing information of the master orbit, which is also directly involved in the geocoding process, could be erroneous due to atmospheric and geodynamic effects [9] , which again hampers the localization accuracy of the PS. Assigning PS to wrong locations can lead to misrepresentation of the origin of the deformation and thus degrades the interpretation of the signal. This is in particular important for monitoring small-scale deformations in urban areas using high resolution SAR products for which the detailed structure of buildings and other objects are captured. Additionally, wrongly geocoded PSI point clouds can be neither integrated into nor compared with data from other sensors.
Several studies have been carried out in order to improve the geocoding accuracy of InSAR point clouds. In [10] , the authors used an external Digital Surface Model (DSM) to evaluate a height shift between the PSI point cloud and the DSM in the vicinity of the point cloud. In [11] , in addition to the usage of the DSM similar to the approach in [10] , the authors installed a corner reflector in one scene and measured its position by Global Navigation Satellite System (GNSS). They radar-coded the 3D coordinates of the corner reflector and calculated a shift in range and azimuth with respect to the position of the object in the SAR image. Eventually, they corrected the entire point cloud using the three shifts: in range, azimuth and cross-range. In an alternative approach, a manual shift based on an overlay of a PSI point cloud on an ortho-rectified aerial image was used to compensate for the geocoding errors in [12] . Apart from the mentioned methods which all rely on external 2D or 3D data to correct for the errors of geocoding, two geometrical point cloud fusion approaches have been proposed in [13] , which effectively compensates for the DEM error of the reference points in each of the multiaspect point clouds. The first method, which is further elaborated in [14] , is based on a least squares PS matching scheme while the second approach, described in detail in [15] , employs the iterative closest point (ICP) algorithm [16] to perform multiaspect point cloud matching. The first geodetic approach for reducing geocoding errors has been described in [17] , in which the concepts of SAR imaging geodesy [9] and stereo SAR [18] were combined with urban SAR tomography [19] in order to absolutely localize a large number of scatterers by absolutely geolocating the manually extracted reference point.
Motivated by our work in [17] and the recently developed frameworks which automatically extract and localize Ground Control Points (GCP) from SAR images from different orbit tracks [20, 21] , we propose a SAR-based method for improving the geocoding accuracy of PSI point clouds. We will show that by employing SAR GCPs and applying geodetic corrections in the entire scene, one can correct for the geocoding errors as a post-processing step after the PSI processing. The applicability of the method is demonstrated in an urban area using high resolution TerraSAR-X spotlight images of Berlin, Germany. Furthermore, the results are compared with an external aerial Light Detection and Ranging (LiDAR) data, demonstrating the improvement in the geocoding accuracy of the PSI point clouds.
The remainder of the paper is organized as follows. Section 2 reviews the geocoding procedure of InSAR products and their error sources. Section 3 describes the methods used for improving the geocoding accuracy of PSI point clouds. The test site and the dataset are introduced in Section 4. The results and discussion are reported in Section 5 and the conclusions are drawn in Section 6.
InSAR Geocoding: Principle and Error Sources
Geocoding is performed as the final step of any InSAR processing in order to report the results in a common geodetic reference system. It is indeed a coordinate transformation from radar datum to an earth-fixed geodetic datum [7] . For each pixel in the SAR image, geocoding is carried out by iterative solving of the Doppler-Range-Ellipsoid equations to retrieve the 3D Cartesian coordinates of the target T = X T , Y T , Z T [6, 8, 22] :
where S and˙ S are the satellite state vector and its velocity vector, respectively. They are both functions of azimuth time t az , which is the time of the closest approach, when the two-way travel time of the radar chirp τ rg is recorded [23] . The first equation dictates the zero-Doppler condition. The second equation means that the geometric distance between T and S should be equal to τ rg multiplied by the speed of light in vacuum c divided by two. The result from Equations (1) and (2) is intersected with a reference ellipsoid with semi-major axis a and semi-minor axis b and with an estimated height above the ellipsoid H T that is obtained from InSAR. The final coordinates are calculated in the Cartesian coordinate system. For convenience of interpretation, these coordinates are usually converted to the geographic coordinates (Φ,Λ,H) or to the Universal Transverse Mercator (UTM) map projection (E,N,H), where Φ and Λ are the geographic latitude and longitude while E and N denote the UTM Easting and Northing and H representing the height above the, global or local, reference ellipsoid. Looking closely at Equations (1)- (3), the factors which influence the final position of the target after geocoding are the orbit accuracy, the radar timings (t az , τ rg ) and the estimated height of the target H T . For modern SAR sensors such as TerraSAR-X, the orbit accuracy is in the centimeter regime [24, 25] and therefore its effect on localization inaccuracy of targets is negligible. In the following, the other factors, namely t az , τ rg and H T , and their error sources are briefly discussed. It is also characterized how these errors affect the final position of the target in the UTM coordinate system. It is important to note that only the errors common to all PS in a PSI point cloud, causing biased observations, are addressed here. For stochastic effects influencing individual PS, such as feature localization error depending on the Signal-to-Clutter-Ratio (SCR) of the target, the reader is referred to [22] .
Errors in Azimuth and Range Times
The radar timings of a target can be affected by various error sources. These errors include:
• satellite dynamic effects such as incorrect annotation of t az in the time of radar pulse reception or incorrect annotation of τ rg due to instrument cable delays in the satellite [9] . • propagation delays caused by the ionosphere and the troposphere, from which the latter is considered the most prominent error source on τ rg for SAR satellites operating in X-band [7, 9] .
• geodynamic effects that change the position of a target on the ground, including solid earth tides, plate tectonics, ocean loading and atmospheric loading [9, 18] .
These errors cause biases in the timings, which are directly propagated into the final coordinates of the geocoded target through Equations (1) and (2). For t az , the errors cause shifts only in the along track direction. If we consider a straight satellite orbit trajectory and approximate the curved Earth geometry by a rectilinear one [23] , as is visualized in Figure 1a , the ground shift δl az due to an erroneous azimuth time t az is calculated in meters as:
where t az is the true azimuth time and v g denotes the ground-track velocity of the satellite [23] .
The error affects only the horizontal geocoded coordinates and with the knowledge of the local heading angle of the satellite α, its effect can be projected onto the local East δl E az and North δl N az components (see Figure 1b) :
Considering the near polar orbit of current SAR satellites, with heading angles close to 180 • or 360 • , Equations (5) and (6) show that error in t az mostly affects the North component of the geocoded coordinates. Errors in τ rg cause a delay in the received radar pulse that affects the geometrical distance between the satellite and the target in the slant range direction δl sr , which leads to a displacement on the ground range δl gr depending on the the local incidence angle θ (see also Figure 2a ):
where τ rg and τ rg are the true and the erroneous range time, respectively. Similar to δl az , δl gr is related to the East δl E gr and the North δl N gr components by a projection using α (see also Figure 2b ):
It is evident from Figure 2a and Equation (8) that δl gr becomes larger with steeper incidence angles. It is also worth mentioning that, according to Equations (9) and (10), the timing error in range manifests itself mostly in the East coordinate component. 
Error in the Height of PS
In Section 1, it was mentioned that the height estimates in InSAR approaches are defined with respect to a reference point. This implies that no DEM error is assumed for this point and its final height is equal to its corresponding DEM height. In the specific case of PSI, exploiting the differential interferograms, the DEM error for each PS is estimated relative to the reference point and at a later step before geocoding, the DEM height of each PS is added to its DEM error to obtain the final PS height denoted by H T . It is obvious that the final absolute height accuracy of all PS depends on the DEM error of the reference point, which is an overall unknown offset. This height error δH = H T − H T is constant for all PS and has a significant effect on final geocoded coordinates both in the horizontal and in the vertical components, as can be seen in Figure 3 . The variable δH causes a horizontal shift in the ground range δl gr H as:
Similar to the error in range timing (see Equations (9) and (10)), δl gr H can be projected onto the East and the North components by knowledge of α. Figure 3 . Depiction of height error δH due to unknown DEM error at the reference point and its effect on geocoded coordinates. It can be seen that this error causes a shift in the cross-range direction δl s H , which is decomposed into an offset in ground range δl gr H and a vertical component δH.
Methodology
The error sources and their impact on the localization of InSAR point clouds have been addressed in Section 2. In this section, we present our proposed framework for the estimation and removal of the aforementioned biases, which leads to an improvement of the overall geocoding accuracy of PSI point clouds. The method is divided into four parts, which are briefly explained in the following and are depicted in Figure 4 . Each processing step is carried out independently and produces an intermediary result, which is shown as a parallelogram in Figure 4 . The double shapes indicate that two or more SAR image stacks are involved in each processing. The intermediary results, gathered in the dashed gray rectangle, are the input for the fourth step, updated geocoding, which produces the final absolute 3D PSI point clouds. Please note that the input for our approach includes a minimum of two SAR image stacks acquired from different viewing geometries i.e., from separate orbits. This is required for the extraction of highly precise GCPs. Apart from the methodology description, the procedure to compare the geocoded PSI point clouds with external LiDAR data is also explained in this section. The double shapes indicate that each processing is carried out for two or more SAR image stacks, which is the necessary condition for GCP generation.
Master scene corrections

PSI Processing
A concise description of the PSI technique has been given in Section 1. The major steps of the processing chain are outlined in Figure 4 . The output of the PSI processing are the geocoded 3D UTM coordinates of PS and their displacement parameters. For details about the theory of the method and its processing sequence, the interested reader is referred to [1, 2] .
Master Scene Corrections
Geocoding is commonly carried out based on the orbit and the timing information of the master SAR image. In order to provide unbiased t az and τ rg , the errors stated in Section 2.1 are mitigated by the SAR imaging geodesy approach [9, [26] [27] [28] [29] . The ionospheric path delay is corrected on base of the global Total Electron Content (TEC) maps that use the single layer model [30] for ionosphere. Using the orbit information of the SAR satellite, the point at which the line of sight of the satellite passes through the ionospheric layer to the point of interest is analytically localized. The zenith TEC value is then determined at the location of the aforementioned point through spatial and temporal interpolation of the TEC maps [27, 31, 32] . Subsequently, the vertical TEC value at the point is projected onto the line of sight of the SAR satellite using a proper mapping function [31] . The path delay caused by troposphere is computed through the 4D integration of numerical weather data from European Centre for Medium-Range Weather Forecasts (ECMWF). The method extracts the dataset from a local database, converts it to a conventional geographic coordinate system, performs a 3D interpolation for defined integration points and eventually integrates the refractivity index along the integration path in the slant-range direction from the point of interest to the satellite [15, 26] . The geodynamic effects are removed based on the state-of-the-art models according to the International Earth Rotation and Reference Systems Service (IERS) guidelines [33] . The effects are reported in the horizontal and the radial coordinate components, which are transformed to the radar timing coordinate system [9] . The coordinate transformation residuals between object and sensor coordinate systems are compensated for by taking into account the plate tectonics effect and referring the observation to a reference epoch [26] . Finally, the geometric calibration constants in range and azimuth are updated based on the most recent studies concerning long-term corner reflector experiments [34] . For this purpose, all the aforementioned effects are initially mitigated using the described methods and then the median of offsets between the expected position of the corner reflector, surveyed with GNSS, and its corresponding position in a time series of SAR images is considered as new re-calibration constants [34] . All of the mentioned corrections are computed for a coarse grid and are further interpolated for targets inside the grid [35] . The corrections are subtracted from the annotated SAR measurements to achieve absolute t az and τ rg . For more information regarding SAR imaging geodesy and its operational implementation, the reader is referred to [9, 26, 34, 35] .
GCP Generation
The first step regarding the GCP generation is the correct detection of identical PS from multiaspect SAR images. After the calculation of corrections (see Section 3.2), for each individual Single Look Complex (SLC) image, bright point-like targets are extracted through the spatial analysis of their SCR. It is important to mention that for the extraction of GCP candidates, PS from the previously generated PSI point clouds can be used as well, as has been shown in [21] . However, since our aim is to show the flexibility of the geocoding error correction approach, independent from which GCP candidate detection method is used, we use a completely separate processing chain from PSI processing in order to extract GCPs [20] . After the GCP candidate detection, target radar coordinates are geocoded using an external DEM and a point-matching scheme is carried out to find the correspondence of each target in other SLCs with different viewing geometries [20] . The method then extracts the precise timing information of each point target in all SLCs through Point Target Analysis (PTA) [23] . Finally, identical PS timings from multiaspect data are combined using stereo SAR to estimate the absolute 3D coordinates of each PS [18] . The individual steps are also depicted in the workflow in Figure 4 , where the last step, called geodetic stereo SAR, refers to the combination of the SAR imaging geodesy and the stereo SAR methods. The output of this part is several thousands of GCPs with absolute 3D coordinates.
A further filtering of the GCPs is carried out based on their posterior coordinate standard deviations, which are also the output of the GCP extraction framework. The threshold for this filtering is chosen based on our previous studies dealing with the stereo localization of natural PS [18, 21] .
As a final refinement, we filter the GCPs based on their closeness to the road network data of the scene, which can be freely accessed either from OpenStreetMap [36] or from country-specific geo-portals as demonstrated in [21] . The reason for the latter filtering is that the most reliable GCP targets are the ones that can be easily recognized from cross-heading geometries. In urban areas, these targets include lamp poles and traffic signs, which are commonly found close to streets and roads. For different approaches of SAR GCP generation using high resolution SAR data, the interested reader is recommended to consult [20, 21] .
Height Offset Estimation and Updated Geocoding
The objective of this processing step is to calibrate the height coordinates of the PS in PSI point clouds by using the generated SAR-based GCPs. In order to estimate the DEM error of the reference point of each PSI point cloud, the first step is to find for each GCP its corresponding point in the PSI point cloud since different processing chains were used for PSI processing and GCP generation (see Section 3.3). To this end, we radar-code the GCP coordinates onto the master scenes of each SAR image stack taking into account the full geodetic corrections. We then select the nearest neighbor of the GCP in the PS point cloud that has an Amplitude Dispersion Index (ADI) lower than a threshold [1] . In this way, we can correspond each GCP to its closest PS that most likely represents the base of lamp poles or traffic signs. However, this approach is highly prone to detecting wrong correspondences since the ADI of the lamp pole might be higher than the predefined threshold. To overcome this limitation, we further refine the GCP-PS correspondence detection as follows:
1. Coordinate differences are calculated in range and azimuth of the GCPs and their assumed corresponding bright point in the PSI point cloud. 2. Points with coordinate differences larger than two times the standard deviation of differences (2σ rule) are discarded first in range and then in azimuth.
Note that, due to the probable existence of outliers, the standard deviation of coordinate differences is robustly estimated using the Median Absolute Deviation (MAD) measure [37] . The reason for the strict measure in the second step is that the geodetic and the propagation errors on range and azimuth of a TerraSAR-X spotlight scene usually vary within centimeter and millimeter regimes, respectively. Therefore, large coordinate difference variations show that the wrong correspondence between the GCP and the bright point has been detected and lead to discarding the candidate.
After the correspondence detection has been refined, we need to robustly estimate a single height offset among GCP heights and their corresponding PS heights. Initially, the GCP-PS ellipsoidal height differences are calculated. The dispersion of height differences is estimated using MAD. Furthermore, large height difference observations are discarded based on the 2σ rule, while the distance of each observation is evaluated with respect to the median of the differences to ensure robustness [37] . Subsequently, the outlier-free height difference histogram is formed. The peak of the smoothed histogram is detected as the mode of height differences, which is the approximate estimate of the DEM error of the reference point.
The estimated height offset is subtracted from the ellipsoidal heights of the geocoded PSI point cloud to obtain correct absolute heights. At the final step, the corrected heights as well as the corrected range and azimuth timings (see Section 3.2) are used for an updated geocoding using Equations (1)- (3). The result is the corrected geocoded 3D PSI point cloud in either Cartesian or UTM coordinate system.
Cross-Comparison with LiDAR
In order to check the overall localization accuracy of PSI point clouds after correcting for the geocoding errors, we carry out qualitative and quantitative horizontal and vertical analyses with respect to a reference LiDAR data. Since data from LiDAR are acquired with a nadir-looking geometry in contrast to the slant-viewing geometry of SAR sensors, we should make the data from both sensors as compatible as possible. To this end, we first extract the PS originated from façade of buildings using an approximate approach proposed in [14] . For each PS, a neighborhood is selected in the horizontal plane within which the variance of PS heights is evaluated. If the variance is higher than a threshold, the point is considered to be a façade PS [14] . A similar approach is carried out to extract the 2D building footprints from the LiDAR point cloud. After the separation of façade and non-façade points in the UTM coordinate system, the localization accuracy analysis is carried out as follows:
• 2D horizontal accuracy: For a number of test sites, a line is robustly fitted to each side of the building footprint in the LiDAR point cloud in the East-North plane. The mean distance of the façade PS in the PSI point clouds are evaluated with respect to the corresponding footprint line in the LiDAR data. The average of all the deviations for corrected and non-corrected PSI point clouds are separately calculated, which demonstrates the closeness of each point cloud to the reference LiDAR data. • 1D vertical accuracy: For an identical area in the LiDAR data and both corrected and non-corrected PSI point clouds, the façade points are excluded. Then for each of the three point clouds, ellipsoidal height histograms are formed containing two peaks which respectively represent ground and building roofs from the selected test site. The difference between the height values for which the ground peaks, in the PSI point cloud and in the LiDAR point cloud occur, indicates the vertical accuracy.
Area of Interest and Data Set
The investigated test site includes the central urban area of Berlin located in northeastern Germany. Our data set includes two stacks of TerraSAR-X high-resolution spotlight products with nominal spatial resolution of 1.1 m in azimuth and 0.6 m in range. The total number of images is 214, which cover a period of approximately five years from April 2010 to March 2015. In terms of viewing geometry, one stack is acquired from a descending orbit track and the other one from an ascending orbit with approximate incidence angles of 36 • and 42 • , respectively. In addition to the SAR data, an aerial LiDAR point cloud with a 3D accuracy in the decimeter regime is available, for which the acquisition period is from January to March 2009. The LiDAR data is used as reference to check the absolute 3D localization accuracy of PSI point clouds. The acquisition parameters of each SAR image stack are reported in Table 1 . The mean scene coverage of the SAR images, the extent of the LiDAR data and the test sites used for vertical and horizontal accuracy analysis are marked in Figure 5 . 
Results and Discussion
Berlin InSAR and PSI Processing
The two stacks of Berlin have undergone InSAR and PSI processing using the PSI-GENESIS of the German Aerospace Center (DLR) [38] [39] [40] [41] . The master scenes for both stacks are chosen in winter, on 24 December 2011 for beam 57 and on 7 March 2012 for beam 42, and central with respect to the temporal and perpendicular baselines. The baseline distribution of the SAR images of both beams can be seen in Figure 6 . Prior to the InSAR stacking, complex SAR images are oversampled by a factor of two in both azimuth and range in order to avoid signal aliasing of the interferograms and amplitudes. The coregistration of slave images onto the master scene is carried out geometrically using a Shuttle Radar Topography Mission (SRTM) DEM and precise orbits and further applying an offset correction using PS [42] . Differential interferograms are then formed by removing the topographic phase contribution using the aforementioned DEM. The PSI processing is initiated by extracting the PS candidates by thresholding on the SCR of the targets estimated in the coregistered SAR image stack [2, 38] . After geocoding of the PS candidates using their corresponding DEM heights, a grid with cell size of 250 m is superimposed on all PS and the PS with the highest phase stability is selected within each cell using the locally estimated temporal coherence. These PS form the reference network, which is the basis for the estimation of height and deformation parameters as well as the estimation and removal of the atmospheric phase screen [1, 2] . The parameters of interest in this study include DEM error, linear and periodic motion since we are analyzing an urban area with the acquisition time spanning over a few years. After the estimation of differential parameters on the arcs of the network, a robust 1 -norm network inversion for outlier rejection is carried out and a high quality PS is selected as the reference point [40] . Subsequently, the DEM error and the deformation at each point of the reference network are estimated using an 2 -norm network inversion relative to the previously selected reference point. After compensating the estimated APS, the PS that are not part of the reference network are connected to the nearest reference network points and their parameters are estimated. Later, the DEM height of each PS is added to its corresponding differential residual height estimate. The radar timing of each PS and its updated height are used for geocoding. The final results of the PSI processing are the topographic and deformation maps as well as displacement history of each PS. Since the focus of this paper is on geocoding accuracy of the point clouds only the topographic maps are reported. The results are shown in Figures 7 and 8 . The ascending and descending point clouds consist of approximately 1.3 and 1.4 million PS, respectively. The higher density of PS is seen along the railways and also on building façades. The white parts with no detected PS include mostly the vegetated areas such as the well known Tierpark situated at the lower left of the center of the scene. Deformation maps of Berlin obtained from TerraSAR-X PSI and SAR tomography have been previously analyzed [4, 14, 43, 44] and are not further discussed here. 
Geodetic Corrections, GCP Generation and Height Offset Estimation
Geodetic error corrections for individual SAR images and GCP generation have been carried out with the SAR Geodesy Processor (SGP) of the DLR [20, 35] . All the timing corrections stated in Section 3.2 are evaluated for a coarse grid of 200 m in the slant range geometry. The sum of all corrections in the range and azimuth components of the master scene acquisitions of both beams are visualized in Figure 9 . The corrections are in the radar coordinate system where, the y-axis represents the azimuth coordinate and the x-axis depicts the range coordinate. The errors are defined in the unit of length by multiplying range errors with c/2 for one-way measurements and azimuth errors with an average TerraSAR-X ground track velocity of 7050 m/s. It is seen that the magnitude of range errors is close to 3 m for Beam57 and approximately 2.75 m for Beam42, whereas the difference of maximum and minimum range errors over the scene is only 4 cm for both beams. The main contributions to the range errors come from the troposhperic error followed by geodynamic effects and finally the ionospheric delays. The azimuth errors are far less significant than range errors and manifest in sub-decimeter regimes, with millimeter variations across the scenes for both beams. The main source for azimuth errors is geodynamic effects followed by errors due to satellite dynamics. It is important to note that given the small squint angle of the TerraSAR-X high resolution spotlight products and their operation in X-band, the tropospheric and ionospheric delays are negligible for azimuth timings and therefore are not considered in the SAR imaging geodesy method [34] . For GCP generation, 27 images from both beams are selected, which have been acquired within a period of 12 months, in 2014 and at the beginning of 2015. The reason for the time restriction is avoiding the impact of plate tectonics on the final GCP coordinates. Bright point targets are precisely extracted from the SLCs using PTA with a maximum oversampling factor of 32 in both azimuth and range followed by a 2D kernel interpolation in a 3 × 3 window [27] . The signal path delays and geodetic errors are corrected for the location of each point target using their extracted timing information. After coarse geocoding of these points using a SRTM DEM, for each target, its corresponding points from other SLCs are detected if they are located within a distance of couple of meters relative to each other. The timing information of assumed identical targets are then combined through stereo SAR to estimate the absolute 3D coordinates of the GCP. The total number of GCPs localized from the combination of the aforementioned 27 SLCs is 17,673. The SGP removes all the GCPs with localization precision worse than 1 m based on the 1σ rule. We further filter the results based on the posterior precision of GCP coordinates in the local East, North and ellipsoidal height. For precision values, we impose a threshold of 10 cm for all coordinate components. It is observed from Figure 10 that, by imposing the 10 cm threshold, there still remains an acceptable number of GCPs. This number is equal to 3800. As the final step, as was mentioned in Section 3.3, the GCPs are further filtered based on their closeness to the road network data of the scene, which reduces the number of GCPs to approximately 1000. The final obtained GCPs are visualized (in purple) on top of the geocoded PSI point clouds (in gray) in Figure 11 . It is seen that the GCPs almost cover the full area within both PSI point clouds. The generated SAR-GCPs are used to estimate the DEM error of the reference point of each PSI point cloud. For each radar-coded GCP, its closest PS with an ADI value lower than 0.4 is selected. The higher threshold value of 0.4 is preferred instead of the recommended ADI threshold of 0.25 [1] , since lamp poles and traffic signs are assumed to be less stable than the more common PS which usually occur on building façades and corners. The correspondence detection is further refined by removing points which show large deviations with respect to the radar-coded GCPs (see Section 3.4). After the correspondence detection, the DEM error is estimated by analyzing the histogram of ellipsoidal height differences. Figure 12 summarizes the robust shift estimation procedure for both beams of Berlin. The left and right subfigures correspond to results from Beam57 and Beam42, respectively. The 2D scatterer plots show the distribution of range and azimuth coordinate differences among GCPs and their corresponding identified PS. In Figure 12a ,b, the differences are plotted before outlier removal. It can be seen that very large deviations still occur after the correspondence detection step. Average deviations in the centimeter regime is observed in the range component while for the azimuth differences of Beam57, the mean deviation is close to 12 cm. The sample standard deviations, annotated in the subfigures, also show the large spread of the differences in both coordinate components in the meter regime. The second row of the subfigures, Figure 12c ,d, depict the scatter plots after discarding outliers both in range and azimuth based on the 2σ rule. Note that the standard deviations for the outlier removal purpose are robustly estimated using MAD, as was explained in Section 3.4, while the annotated values in the subfigures are sample standard deviations, that are sensitive to outliers. From Figure 12c ,d, it is clearly observed that the mean deviations decrease and now are close to 2 cm and 3 cm for range coordinate differences and approximately 2 cm and 1 cm for azimuth coordinate differences of Beam57 and Beam42, respectively. It is important to note that the radar coordinate differences have been 
Cross-Comparison with LiDAR
The geocoded PSI point clouds before and after applying the aforementioned corrections are compared with the reference LiDAR data. It is important to note that, since an objective comparison is difficult to perform, due to the inherent differences between LiDAR and PSI point clouds, we avoid using the term validation and therefore reside with the word cross-comparison.
In 2D, the corrected and non-corrected PSI point clouds of ascending and descending tracks are overlaid on the LiDAR data. For a few individual buildings, their façade PS are extracted by the method explained in Section 3.5. For this procedure, the neighborhood size is chosen to be 4 m while the height variance threshold is 1.5 m as recommended by [14] . The results for three buildings, indicated with cyan arrows in Figure 5 , are visualized in Figure 13 . The green and red dots display the PS from ascending and descending point clouds, respectively, while the white dots show the extracted building footprints from LiDAR. All data points are presented in the UTM projection. The first and second rows correspond to the non-corrected and corrected results, respectively. Note that the subfigures have different scales. It is clearly seen that, before applying the geodetic corrections and DEM error compensation, red dots are located far away from the building footprints. This 2D shift is largely compensated after applying the corrections in all the three cases. Moreover, the endpoint of each façade in the corrected point clouds match with the endpoint of the façade from the point cloud from the opposing geometry. This is not the case for non-corrected point clouds. Another observation is related to the ascending point clouds. The 2D shift imposed on the green point cloud after correction is much smaller than the red point cloud. One of the reasons is that the DEM error of the ascending point cloud is approximately two meters smaller than the descending point cloud. Another explanation for this is that the center incidence angle is smaller for the descending point cloud compared to the ascending one (see Table 1 ). Therefore, according to Equations (8) and (11), the horizontal shifts are larger for the descending point cloud as has been expected. Figure 12 . Restriction of the DEM error estimation to the true correspondences among GCPs and PS.
(a,b) demonstrate the scatterplots of GCP-PS pairs before outlier removal, for Beam57 and Beam42, respectively; (c,d) show the scatterplots of the GCP-PS pairs after outlier removal. This causes a decrease in the bias and the standard deviation of the coordinate differences; (e,f) depict the robust height offset estimation after removal of the height differences in accordance with the 2σ rule. The peak of the smoothed histogram indicates the DEM error for each beam. Note that, for all the figures, the coordinate differences are defined as the GCP coordinates subtracted from their corresponding PS coordinates.
In order to quantify the approximate deviation of each point cloud from the reference LiDAR data, the distance of each façade PS was calculated with respect to a 2D line fitted to the corresponding LiDAR façade of all the three cases reported in Figure 13 . The mean value of the distances for the corrected point clouds and the non-corrected point clouds are 0.4 m and 2.44 m, respectively. This proves that applying the corrections have certainly improved the overall geocoding accuracy of the PSI point clouds in the horizontal plane as the corrected point clouds are located closer to the LiDAR footprints compared to the non-corrected ones. It is important to note that a deviation equal to zero does not necessarily mean that the PSI point cloud is absolutely without any errors. The reason is that façade PS originate as triple-bounces from window corners of buildings which are not perfectly aligned with footprints extracted from LiDAR. Therefore, the difference in viewing geometries of both sensors does not allow a flawless comparison. For the 1D vertical accuracy analysis, we first visually inspect the vertical cross-section of corrected and non-corrected PSI point clouds overlaid onto their corresponding LiDAR point cloud for a test site. Figure 14 visualizes this cross-section. In the subfigures, the x-and y-axes correspond to the UTM Easting and ellipsoidal heights, respectively. The red and green colors represent the PSI point clouds of Beam42 and Beam57 while the reference LiDAR point clouds are in white. In the LiDAR data, the ground line and the building roofs are easily distinguishable as they contain the majority of the points and are seen as very bright lines in the figures. By looking at Figure 14a In order to quantify the degree of improvement in the absolute height of PSI point clouds with respect to the LiDAR heights, the façade PS are excluded and height histograms are formed following the approach described in Section 3.5. This procedure is carried out for a subset of the PSI point clouds and their corresponding LiDAR data marked with yellow rectangle in Figure 5 . The ellipsoidal height histograms are reported in Figure 15 where the top and bottom subfigures correspond to Beam57 and Beam42, respectively.
The red, green and blue colors describe the height histograms of the LiDAR, non-corrected PSI and corrected PSI point clouds. The first peak of the histograms relates to the ground points. It is observed that, after the DEM error of the reference point is estimated with the use of SAR-GCPs, the height histograms of the corrected PSI point clouds move toward the height histograms of the LiDAR data. Within each histogram, the height of the ground peaks are reported. The absolute differences in the height at the peaks of the non-corrected point clouds with respect to the peak of the LiDAR data are approximately 3.96 m and 6.43 m for Beam57 and Beam42, respectively. The differences reduce to 0.21 m and 0.11 m after the proposed height offset compensation method has been applied. Figure 15 . Ellipsoidal height histograms of non-façade points in LiDAR (red), non-corrected PSI (green) and corrected PSI point clouds (blue) corresponding to the yellow bounding box in Figure 5.  (a,b) show the results for Beam57 and Beam42, respectively. For both beams, the height shifts are compensated for after correction, using SAR-GCPs, as the ground peaks of PSI point clouds and LiDAR data become aligned.
Conclusions
In this paper, a SAR-based method has been introduced in order to improve the geocoding accuracy of PSI point clouds. It has been shown that the geocoding errors related to height can be compensated for by the use of GCPs which are extracted and localized using the SAR data itself. The corrections in range and azimuth timings of the PS also influence the horizontal accuracy and have been fully considered using the SAR imaging geodesy technique. The method does not rely on any external positioning data and can be carried out as a post-processing step after PSI point cloud generation. A few test cases have been visually inspected, which showed the significance of the applied corrections, especially for the estimation of the DEM error of PSI reference points. By cross-comparison of corrected PSI point clouds with respect to a reference LiDAR data, it has been shown that a 2D horizontal accuracy around 40 cm is achievable while the height accuracy was reported to be close to 20 cm for one beam and 10 cm for the other beam. The improvement in the geocoding accuracy is highly beneficial for very localized small-scale deformation monitoring when, for instance, a certain part of an individual building is of interest rather than a large area surrounding it. PSI products with high localization accuracy can also be more easily compared with or incorporated into data from other sensors in comparison with the out-of-the-box PSI results.
Although the described methodology has been applied to high resolution X-band SAR data, the concept of geodetic corrections using SAR imaging geodesy is applicable to medium resolution products, such as the ones from the Sentinel-1 C-band SAR images, as well. The main limitation of the proposed method for lower resolution SAR products is related to the GCP identification part. In this case, the SCR of good GCP candidates should be high enough so that they can be visible in medium and low resolution SAR images. We are currently investigating this issue on Sentinel-1 images of urban areas. It is also noteworthy that the explained method is mostly suitable for urban areas where a large number of PS and GCPs are expected. However, in rural areas close to road networks, where lamp poles and traffic lights are also available, the exact same workflow explained in this paper can be used for geocoding error correction.
Future studies will focus on the integration of SAR-GCPs inside the PSI processing chain. Furthermore, more sophisticated and objective comparison strategies should be introduced for validation of PSI results with respect to accurate DSMs. 
