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Resumo
Essa dissertac¸a˜o trata da Teoria combinato´ria dos nu´meros em conjuntos finitos de in-
teiros contendo progresso˜es aritme´ticas, bem como da Teoria de Ramsey, do Teorema de
Szemere´di e de alguns resultados adjacentes importantes. Ale´m de apresentar o Teorema
de Freiman e exibir uma demonstrac¸a˜o de uma generalizac¸a˜o do Teorema de Freiman,
dada por Ruzsa, no´s daremos duas importantes aplicac¸o˜es deste teorema, sendo que uma
delas prova a versa˜o quantitativa de uma conjectura de Erdo¨s.




This work is about Combinatorial number theory in finite sets of integers containing
arithmetic progression. Also, we present Ramsey’s theory, Szemere´di’s theorem and some
important adjacent results. Besides that, we introduce Freiman’s theorem and exhibit a
proof of its generalization, given two applications of this theorem, one of which proves
the quantitative version of a conjecture of Erdo¨s.
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Teoria aditiva dos nu´meros e´ uma suba´rea de Teoria dos Nu´meros que estuda o com-
portamento de subconjuntos de inteiros sob a operac¸a˜o de soma. Problemas cla´ssicos em
teoria aditiva dos nu´meros inicia com um conjunto de inteiros A e uma h-e´sima soma de
co´pias de A, que sera´ denotado por hA = {a1 + + ah : ai ∈ A}. Existe uma ligac¸a˜o entre
essa Teoria e a Teoria Combinato´ria. Neste trabalho iremos abordar um pouco sobre essa
ligac¸a˜o.
Um problema inverso em Teoria Aditiva dos Nu´meros e´ um problema em que tentamos
deduzir propriedades de um conjunto finito de inteiros a partir de um conjunto soma.
Existem va´rios teoremas inversos importantes, como os de Freiman, Kneser, Plunnecke e
Vosper [13]. Em particular, Ruzsa descobriu uma generalizac¸a˜o do teorema de Freiman.
Um dos objetivos desta dissertac¸a˜o e´ apresentar esta bela prova de Ruzsa.
O segundo cap´ıtulo tratara´ da Teoria Combinato´ria de Ramsey, teoria que recebeu este
nome em homenagem a` Frank P. Ramsey que foi pioneiro nesta a´rea, quando em 1930,
em um artigo que ficou conhecido como ”Um problema em lo´gica matema´tica”, publicou
um teorema conhecido hoje, o Teorema de Ramsey. Ainda nesse cap´ıtulo apresentaremos
uma versa˜o quantitativa do Teorema de Szemeredi que e´ fundamental na demonstrac¸a˜o
da primeira aplicac¸a˜o do Teorema de Freiman.
Em resumo o Teorema de Freiman diz que para um conjunto A na˜o vazio, finito de
inteiros com a soma dupla pequena, isto e´, |2A| 6 c|A|, onde c e´ uma constante, teˆm-se
que A esta´ contido em uma P.A. multidimensional, isto e´, uma progressa˜o aritme´tica que
teˆm mais de uma raza˜o. Provaremos aqui uma generalizac¸a˜o dada por I. Z. Ruzsa. Para
esse fim, sera˜o necessa´rios: estabelecer o me´todo de Plunnecke, onde definiremos grafo de
Plunnecke e raio de magnitude para podermos demonstrar o Teorema de Plunnecke-Ruzsa;
definir o conjunto de Bohr, para estabelecermos o Teorema de Bogolyubov e o isomorfismo
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de Freiman, onde aqui o isomorfismo de Freiman e´ definido por uma propriedade especial,
a de que a imagem de um conjunto finito B por um h-isomorfismo de Freiman e´ uma pro-
gressa˜o aritme´tica n-dimensional pro´pria se, e somente se, B e´ uma progressa˜o aritme´tica
n-dimensional pro´pria. Todos estes conceitos sera˜o melhor apresentados futuramente.
A primeira aplicac¸a˜o do teorema de Freiman que apresentaremos, refere-se a` um con-
junto A ⊂ Z com cardinalidade de A suficientemente grande e que possui conjunto soma
pequena e pelo teorema de Freiman, tal conjunto conte´m uma progressa˜o aritme´tica
longa. A segunda trata-se de um conjunto finito de inteiros contendo ”muitas”progresso˜es
aritme´ticas com treˆs termos, isto e´, progresso˜es aritme´ticas com cardinalidade igual a treˆs;
conte´m uma progressa˜o aritme´tica longa. este resultado e´ uma versa˜o quantitativa de uma
conjectura de Erdo¨s. Para demonstrarmos este problema sera´ necessa´rio um outro resul-




Nesse cap´ıtulo, pretendemos introduzir os pre´-requisitos ba´sicos para o bom entendimento
do trabalho, listando definic¸o˜es, exemplos e propriedades ba´sicas de grafos, progresso˜es
aritme´ticas e conjuntos soma. Quando necessa´rio, outros resultados e definic¸o˜es podera˜o
ser citados ao longo do texto, para que tudo seja devidamente justificado.
1.1 Noc¸o˜es sobre Grafos
Objetivando uma notac¸a˜o mais precisa sobre problemas que podem ser modelados por
meio de pontos ligados por arestas, introduzimos aqui a ideia de grafo. Esses conceitos
nos auxiliara˜o no entendimento e na demonstrac¸a˜o de alguns resultados posteriormente,
por exemplo no teorema de Ramsey.
Definic¸a˜o 1.1. Dados V (G) e E(G) conjuntos finitos na˜o-vazios, define-se como grafo
G(V,E) a figura determinada por um conjunto V (G) de pontos, denominados ve´rtices
e um conjunto E(G) de linhas, denominadas arestas, de maneira que cada aresta seja
determinado por um par na˜o ordenado de ve´rtices distintos.
Exemplo 1.2. Seja G(V,E) um grafo, onde V (G) = {A,B,C,D,E, F,G,H}, E(G) =
{(A,B), (A,D), (B,C), (B,F ), (C,D), (D,E), (E,F ), (F,G), (G,H)}. Assim, podemos re-
presentar graficamente G(V,E) pela Figura 1.1.
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Figura 1.1: Exemplo de Grafo
Definic¸a˜o 1.3. Um grafo G(V,E) e´ dito completo de ordem n, desde que, |V (G)| = n
e para todos i 6= j ∈ V (G) tenhamos que (i, j) ∈ E(G).
Exemplo 1.4. No exemplo anterior G(V,E) um grafo qualquer, consideramos o mesmo
conjunto de ve´rtices e o completando obtemos G′(V,E), onde E(G′) = {(x, y) : x, y ∈ V }.
Sua representac¸a˜o pode ser dada pela figura 1.2.
Figura 1.2: Exemplo de Grafo Completo de ordem 8
Definic¸a˜o 1.5. Seja G(V,E), se existem X e Y subconjuntos disjuntos de V (G), tais que
X ∪ Y = V (G) e para cada aresta de (a, b) ∈ E(G) tivermos a ∈ X e b ∈ Y enta˜o, no´s
dizemos que G e´ um grafo bipartido com classes de ve´rtices X e Y .
Temos uma correspondeˆncia de X em Y se G e´ um grafo bipartido com |X| arestas
disjuntas.
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Definic¸a˜o 1.6. Um grafo direcionado e´ um grafo G(V,E) onde cada aresta tem uma
direc¸a˜o, isto e´, se (i, j) ∈ E(G), enta˜o existe uma aresta de i em j em G. Em um grafo
direcionado, para dois ve´rtices u e v, temos um caminho de u em v desde que existam uma
sequeˆncia de ve´rtices distintos u = w0, w1, . . . , wl = v, tais que, (w0, w1), (w1, w2), . . . , (wl−1, wl) ∈
E(G). Dois caminhos de u em v sa˜o ditos independentes se os u´nicos ve´rtices em comum
forem u e v.
Exemplo 1.7. Considere G(V,E) um grafo direcionado, onde V (G) = {A,B,C,D,E, F}
e E(G) = {(A,B), (A,F ), (B,E), (B,F ), (C,B), (C,D), (C,F ), (D,A), (D,E), (E,C), (F,E)}.
Observe que existe um u´nico caminho de F em A. Na figura 1.3
Figura 1.3: Exemplo de Grafo Direcionado
1.2 Conjuntos Soma
A questa˜o que estamos abordando esta´ relacionada com a teoria da adic¸a˜o de conjuntos.
Portanto, e´ preciso primeiro definir o que e´ a adic¸a˜o de conjuntos e como ele funciona.
Definic¸a˜o 1.8. Sejam A1, A2, . . . , An subconjuntos de nu´meros inteiros. Definimos o
conjunto soma por:
A1 + · · ·+ An = {a1 + . . .+ an : a1 ∈ A1, a2 ∈ A2, . . . an ∈ An}
e denotamos por nA quando A1 = A2 = · · · = An = A.
Conjuntos somas podem ser tambe´m definidos sobre grupos abelianos e, de fato, em
qualquer conjunto em que ha´ uma operac¸a˜o bina´ria . Por exemplo, devemos considerar
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Zm = Z/mZ o grupo de congrueˆncias mo´dulo m, ou ainda Zn a rede de inteiros em
Rn. Assim como definimos conjuntos soma, podemos definir conjunto diferenc¸a. Sejam
A1, A2, . . . , An subconjuntos de nu´meros inteiros.
A1 − · · · − An = {a1 − . . .− an : a1 ∈ A1, a2 ∈ A2, . . . an ∈ An}
E
−nA = {−a1 − . . .− an : ai ∈ A}
Definimos ainda,
k ∗ A = {ka : a ∈ A}
E e´ claro que,
k ∗ (A+B) = k ∗ A+ k ∗B.
1.3 Progresso˜es Aritme´ticas
Progressa˜o Aritme´tica e´ o nosso principal objeto de estudo nesse trabalho, dado que ob-
jetivamos dar aplicac¸o˜es ao teorema de Freiman, que tratam de hipo´teses sobre conjuntos
para que os mesmos contenham ou estejam contidos em progresso˜es aritme´ticas.
Definic¸a˜o 1.9. Sejam k e q inteiros positivos. Seja a ∈ Z. Uma progressa˜o aritme´tica
P.A Q de tamanho k, raza˜o q e termo inicial a e´ definida por
Q = {a, a+ q, a+ 2q, · · · , a+ (k − 1)q} = {a+ xq : x ∈ [0, k − 1]}
Podemos facilmente mostrar que
|A1 + · · ·+ An| >
n∑
i=1
|Ai| − n+ 1,
A igualdade ocorre se, e somente se A1, . . . , An sa˜o progresso˜es aritme´ticas com mesma
raza˜o.
Podemos generalizar a definic¸a˜o de P.A. para uma P.A. n-dimensional. Sejam l1, . . . , ln
e q1, . . . , qn inteiros positivos, seja a um inteiros qualquer. Uma P.A. n-dimensional de
tamanho l(Q) = l1 . . . ln e´ dada por
Q = Q(a; q1, . . . , qn; l1, . . . , ln) = {a+ x1q1 + · · ·+ xnqn : xi ∈ [0, li − 1]}
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Exemplo 1.10. Sejam l1 = l2 = 2, q1 = q2 = 2 e a = 1
Q′ = Q′(a; q1, . . . , qn; l1, . . . , ln) = Q(1; 2, 2; 2, 2)
= {1 + 2x1 + 2x2 : xi ∈ [0, 1]}
= {1, 3, 5}
Aqui, |Q′| = 3 e l(Q′) = 4.
Observe ainda que podemos ver Q′ como uma P.A. 1-dimensional, basta tomar a = 1,
a raza˜o q = 2 e o tamanho k = 3. Da´ı
Q′ = {a+ xq : x ∈ [0, 2]}
Isto nos diz que a representac¸a˜o de um conjunto, como uma progressa˜o aritme´tica
multidimensional na˜o e´ u´nico. Um conjunto pode ter mais de uma tal representac¸a˜o, e




Desordem completa e´ imposs´ıvel. Esta e´ a descric¸a˜o da Teoria de Ramsey segundo T.
S. Motzkin. Intuitivamente, essa teoria investiga a ordem inerente em algumas estruturas
matema´ticas. Nesta sec¸a˜o descrevemos alguns conceitos principais desta teoria.
Um resultado t´ıpico em Teoria de Ramsey comec¸a com alguma estrutura matema´tica
que e´ em seguida particionada. Qua˜o grande deve ser a estrutura original de modo a
assegurar que, pelo menos, uma das partes tenha uma dada propriedade? Antes de
desvendarmos a cla´ssica relac¸a˜o de Ramsey, ilustramos um resultado particular, simples
mas emblema´tico. Assumimos aqui a simetria da relac¸a˜o ”conhecer”, ou seja, A conhece
B se, e somente se, B conhece A.
Considere uma festa com n participantes. Dado s e t inteiros positivos, qual deve ser
o tamanho mı´nimo de n para garantir que existem t pessoas que se conhecem ou existem
s pessoas que na˜o se conhecem?
Vamos inicialmente analisar um caso mais simples t = s = 3. Seja V = {P1, . . . , Pn} o
conjunto de n pessoas da festa e defina [V ]2 = {{Pi, Pj} : Pi, Pj ∈ V }. Considere o grafo
completo Kn = G(V,A) com ve´rtices V e arestas A = [V ]
2. Defina uma 2-colorac¸a˜o sobre
A, como f : A→ [1, 2] uma func¸a˜o definida tal que
f({Pi, Pj}) =
 1, se Pi e Pj se conhecem,2, caso contra´rio.
Nesse caso nosso problema inicial pode ser reinterpretado como: encontre a menor
cardinalidade de V que garanta que Kn tenha um subgrafo completo K3, com todas as
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arestas da mesma cor, ou seja, a func¸a˜o f restrita a` A(K3) e´ estritamente 1 ou 2.
f |A(K3)= i ∈ [1, 2].
Denotamos por R2(3, 3) o nu´mero mı´nimo de ve´rtices satisfazendo nosso problema. Ou
seja a menor cardinalidade de V tal que, para qualquer 2-colorac¸a˜o f de A for poss´ıvel
encontrar um grupo de 3 pessoas tais que todos elas se conhec¸am ou um grupo de treˆs
pessoas tais que nenhuma delas se conhec¸am, onde o ı´ndice 2 representa os pares de V ,
o primeiro 3 representa um subgrafo de Kn com cardinalidade igual a` 3 que possui todas
as arestas da cor 1, e o segundo representa um subgrafo de Kn com cardinalidade igual a`
3, onde todas suas arestas sa˜o da cor 2.
Lema 2.1. R2(3, 3) = 6.
Demonstrac¸a˜o. Como Kn e´ completo {Pi, Pj} ∈ A para todos Pi, Pj ∈ V . Queremos
mostrar que R2(3, 3) = 6, isto e´, que n = 6. Desta forma primeiro temos que mostrar
que n > 6 satisfaz o problema e depois mostrar que n = 5 na˜o satisfaz, e como R2(3, 3) e´
definido como o menor inteiro positivo com essa propriedade, automaticamente teremos
R2(3, 3) = 6. Temos que existem 5 arestas de Kn contendo P1. E pelo Princ´ıpio da Casa
dos Pombos, pelo menos 3 dessas arestas sera˜o da mesma cor. Sem perda de generalidade
assumiremos {P1, P2}, {P1, P3}, {P1, P4} sa˜o da cor 1.
Assim se {P2, P3} ou, {P2, P4} ou, {P3, P4} forem da cor 1, obtemos um subgrafo K3
com todas as arestas de cor 1. Se todos forem da cor 2, enta˜o teremos um subgrafo K ′3
com todas as arestas de cor 2. Logo para n > 6 sempre se teˆm 3 pessoas se conhe-
cendo mutuamente ou 3 pessoas que na˜o se conhecem. Agora observe que n = 5 na˜o e´
suficiente para garantir a existeˆncia de 3 pessoas se conhecerem ou 3 pessoas na˜o se co-
nhecerem. De fato, se n = 5, enta˜o V = {P1, P2, . . . , P5} observe que podemos considerar
{P1, P2}, {P2, P3}, {P3, P4}, {P4, P5} e {P5, P1} da cor 1 e {P1, P3}, {P1, P4}, {P2, P4},
{P2, P5} e {P3, P4} da cor 2, e ver que nesse caso na˜o existe subgrafo de Kn com 3 ve´rtices
tais que todas as arestas sa˜o de mesma cor, em outras palavras, e´ poss´ıvel que em uma
festa com 5 pessoas na˜o existam 3 pessoas se conhecendo mutuamente e na˜o existam 3
pessoas que se desconhecem. Logo R2(3, 3) > 5. O resultado segue.
Nossa pergunta original era encontrar R2(s, t), isto e´, o nu´mero mı´nimo de pessoas
em uma festa garantindo que sempre se tenha 3 pessoas se conhecendo ou 3 pessoas na˜o
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se conhecendo. Essa e´ uma pergunta em geral muito dif´ıcil. Erdo¨s afirmou na de´cada de
1930 que R2(5, 5) seria poss´ıvel calcular, mas que com as ferramentas que ele conhecia
na˜o seria poss´ıvel encontrar R2(6, 6). Ate´ nos dias de hoje na˜o se conhece o valor exato
de R2(5, 5), apenas se tem limitantes. Para mostrar a dificuldade de calcular esses valores
segue uma tabela com alguns limitantes e valores conhecidos nos dias atuais.
t\s 3 4 5 6 7 8 9 10
3 6 9 14 18 23 28 36 40 - 43
4 18 25 35 - 41 49 - 61 56 - 84 73 - 115 92 - 149
5 43 - 49 58 - 87 80- 143 101 - 216 125 - 316 143 - 442
6 102 - 165 113 - 298 130 - 495 169 - 780 179 - 1171
7 205 - 540 216 - 1031 237 - 1713 289 - 2826
Onde representamos nela os valores exatos quando aparecem apenas um termo e os
limitantes inferior e superior quando ha´ dois nu´meros. Sabendo-se da dificuldade de se
encontrar o valor de R2(s, t), ficam as perguntas: esse nu´mero sempre existe? E´ poss´ıvel
generalizar este resultado para qualquer r-upla? A resposta afirmativa foi dada em 1930,
conforme o seguinte resultado. Antes, uma definic¸a˜o necessa´ria para o entendimento do
enunciado.
Definic¸a˜o 2.2. Seja S um conjunto na˜o vazio. Denotamos por [S]r o conjunto de todos
os subconjuntos de S com r elementos, chamados r-subconjuntos de S. Definimos n-
colorac¸a˜o por uma func¸a˜o que vai de [S]r no intervalo de inteiros [1, n].
c : [S]r → [1, n]
Teorema 2.3 (Ramsey 1930). Sejam r > 0 e q1, q2, ..., qn ≥ r inteiros. Existe um conjunto
S com cardinalidade suficientemente grande, enta˜o para toda n-colorac¸a˜o de [S]r, temos
que existe H ⊆ S com cardinalidade qi e
c |[H]r≡ i
para algum 1 ≤ i ≤ n.
A menor cardinalidade de S que satisfaz o Teorema de Ramsey e´ dito nu´mero de
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Ramsey e denotado por
Rr(q1, q2, ..., qn).
Para a demonstrar o Teorema de Ramsey, sera˜o necessa´rios dois lemas:
Lema 2.4. R2(a, b) existe para todos a, b ≥ 2.
Demonstrac¸a˜o. Seguiremos por induc¸a˜o sobre a+ b.
Para a + b = 2 basta observarmos que R2(a, 2) = R2(2, a) = a. De fato, se um conjunto
V tem cardinalidade igual a` a enta˜o para toda 2-colorac¸a˜o de [V ]2, ou existe um par de V
que teˆm imagem igual a` 2, ou todos os pares teˆm imagem igual a` 1. Analogamente para
a outra igualdade.
Suponhamos a existeˆncia de R2(a − 1, b) e de R2(a, b − 1). Mostraremos que R2(a, b) 6
R2(a− 1, b) +R2(a, b− 1) + 1, concluindo assim sua existeˆncia.
Seja G(V,E) um grafo completo com R2(a − 1, b) + R2(a, b − 1) + 1 ve´rtices. Tome
v ∈ V (G). Considere os subgrafos M e N , tais que w ∈ V (G) esta´ em M se, e somente
se, (v, w) e´ da cor 1.
Pelo Princ´ıpio da Casa dos Pombos, | V (M) |> R2(a−1, b) ou | V (N) |> R2(a, b−1).
Sem perda de generalidade, assuma | V (M) |> R2(a− 1, b).
Da´ı existe H ⊆ V (M) tal que |H| = a− 1 e o conjunto [H]2 de arestas de H e´ da cor
um, ou |H| = b e [H]2 e´ da cor dois.
No primeiro caso, basta observar que [H ∪ {v}]2 e´ pintado da cor 1 e |H ∪ {v}| = a.
No segundo caso, na˜o ha´ o que mostrar.
Lema 2.5. Rr(a, b) existe para todos a, b > r e todo r > 2.
Demonstrac¸a˜o. Para r = 2 temos que R2(a, b) existe para todos a, b ≥ 2 (Lema 2.4), temos
tambe´m que Rr(r, r) = r, ∀r > 0. Assuma por hipo´tese de Induc¸a˜o que Rr−1(a, b) existe
para todos a, b ≥ r − 1 e que Rr(a− 1, b) e Rr(a, b− 1) existem para todo r > 0.
Mostraremos que Rr(a, b) ≤ Rr−1(Rr(a − 1, b), Rr(a, b − 1)) + 1, para todos r > 0 e
a, b ≥ r.
Seja M um conjunto tal que,
|S| = Rr−1(Rr(a− 1, b), Rr(a, b− 1)) + 1
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e considere
c : [S]r → [1, 2].
Seja x ∈ S, defina:
cx : [S − {x}]r−1 → [1, 2]
tal que, para todo N ⊆ [S − {x}]r−1,
cx(N) = c(N ∪ {x}).
Por hipo´tese de induc¸a˜o, temos que ∃H ⊆ S − {x} cx-monocroma´tico de cor um e
|H| = Rr(a− 1, b) ou de cor dois e |H| = Rr(a, b− 1)
Sem perda de generalidade, assuma que: |H| = Rr(a− 1, b)
Da´ı, existe K ⊆ H tal que
c |[K]r≡ 1 e |K| = a− 1 ou
c |[K]r≡ 2 e |K| = b.





No segundo caso, na˜o ha´ o que mostrar. O resultado segue.
2.0.1 Demonstrac¸a˜o do Teorema de Ramsey
Com estes dois Lemas, podemos enfim demonstrar o Teorema de Ramsey.
Demonstrac¸a˜o. Primeiro, observe que para r = 1 o resultado e´ va´lido para todo n e todos
q1, ..., qn e
R1(q1, ..., qn) = q1 + ...+ qn − n+ 1.
De fato, se tomarmos S tal que |S| = q1 + ...+ qn − n+ 1 e considerarmos:
c : [S]1 → [1, n],
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observamos que pelo Princ´ıpio da Casa dos Pombos, existira´ um subconjunto H ⊆ S tal
que c |[H]1= i e |H| = qi.
Seguiremos por induc¸a˜o sobre n. Para n = 2 Rr(q1, q2) existe. (Lema 2.5 )
Suponhamos que Rr(q1, ..., qn−1) existe para todo r > 0 e todos q1, ..., qn ≥ r.
Mostraremos que:
Rr(q1, q2, ..., qn) ≤ Rr(q1, Rr(q2, ..., qn)).
Seja S um conjunto tal que |S| = Rr(q1, Rr(q2, ..., qn))
Considere
c : [S]r → [1, n]
defina
p : [S]r → [1, 2]
p(H) =
1, se c(H) = 12, se c(H) 6= 1
Assim, existe H ⊆ S tal que H e´ p-monocroma´tico de cor 1 e
|H| = q1,
ou de cor 2, e
|H| = Rr(q2, ..., qn).
No primeiro caso, na˜o ha´ o que demonstrar.
No segundo caso, ∃K ⊆ H tal que para algum 2 ≤ i ≤ n, temos |K| = qi e
c |[K]r≡ i
O resultado segue.
Conforme vimos, o Teorema de Ramsey garante a existeˆncia de R2(a, b), mas ate´ o
momento na˜o foi criado um algoritmo para calcula´-los. Para valores pequenos de a e b, o
me´todo normalmente utilizado e´ o da exausta˜o. No caso de R2(3, 3), por exemplo, verifi-
camos que 4 e 5 sa˜o valores insuficientes. Somente apo´s a ana´lise do valor 6 foi verificada a
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existeˆncia de triaˆngulos monocroma´ticos, nos dando R2(3, 3) = 6. Contudo, para valores
pouco maiores de a e b, a dificuldade aumenta consideravelmente, tornando invia´vel uma
ana´lise exaustiva. O problema torna-se ainda maior quando deseja-se conhecer nu´meros
da forma R2(a1, a2, ..., ak). Devido esta dificuldade, passou-se a investigar numerosas
variantes e generalizac¸o˜es deste problema, despertando o interesse de pesquisadores de
diversas a´reas. A pesquisa relacionada a` Teoria de Ramsey tem se expandido em va´rias
direc¸o˜es. Conexo˜es e aplicac¸o˜es foram estabelecidas com diversas a´reas da matema´tica:
teoria dos nu´meros, a´lgebra linear e multilinear, geometria, topologia, probabilidade e
teoria dos conjuntos, ale´m de a´reas mais aplicadas. Atualmente, a Teoria de Ramsey e´
uma das a´reas centrais de pesquisa em combinato´ria.
2.1 Aplicac¸o˜es do Teorema de Ramsey
Greenwood e Gleason encontraram uma cota superior para R2(3, 3, ..., 3) ≥ bn!ec + 1,
onde n e´ o nu´mero de co´pias do nu´mero 3 (ver [10]). Com essa desigualdade e o Teorema
de Ramsey em ma˜os, foi poss´ıvel dar uma nova demonstrac¸a˜o ao Teorema de Schur.
Teorema 2.6 (Schur, 1916). Se distribuirmos M = {1, 2, ..., bn!ec} em n cores, enta˜o
existira˜o x, y, z ∈M tais que x, y, z sa˜o da cor k e x+ y = z para algum 1 6 k 6 n.
Demonstrac¸a˜o. Seja S = {1, ..., bn!ec, bn!ec+ 1} e defina:
Ak = {x ∈ S : x 6= bn!ec+ 1 e x e´ da k-e´sima cor}
Ak = {(i, j) : 1 ≤ i < j ≤ bn!ec+ 1 e j − i ∈ Ak}
Considere, c : [S]2 → [1, n], definida como c(s, t) = k sempre que t− s e´ da cor k, isto
e´, (s, t) ∈ Ak.
Como |S| = bn!ec + 1 ≥ R2(3, ..., 3), existe H = {a, b, c} ⊂ S tal que H e´ c-
monocroma´tico, ou seja, um conjunto que tem todos os elementos levados numa mesma
cor.
Da´ı, (a, b), (a, c), (b, c) ∈ Ak
Logo, b− a = x, c− b = y, c− a = z ∈ Ak e x+ y = z.
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Teorema 2.7 (Erdos-Szekeres, 1935). Seja m ≥ 3 inteiro. Existe um nu´mero suficiente-
mente grande de pontos no plano, sem que se tenha 3 deles colineares, e´ poss´ıvel selecionar
m destes de modo a obter um pol´ıgono convexo com m lados.
Demonstrac¸a˜o. O caso m = 3 e´ trivial.
Para m > 3, tome n ≥ R4(5,m). Seja |S| = n, considere c : [S]4 → [1, 2] definida de
modo que {Pi, Pj, Pk, Pl} e´ levado na cor 1 se, e somente se, o pol´ıgono por eles formado
e´ coˆncavo.
Como n ≥ R4(5,m) pelo Teorema de Ramsey existe um subconjuntoH monocroma´tico
de S da cor 1 tal que |H| = 5 e todos os 4-subconjuntos deH sa˜o constitu´ıdos por 4 ve´rtices
de um pol´ıgono coˆncavo, ou da cor 2 tal que |H| = m e todos os 4-subconjuntos de H sa˜o
formados por 4 ve´rtices de um pol´ıgono convexo.
Mas em um conjunto com cinco pontos, sempre e´ poss´ıvel selecionar quatro deles de
modo a obter um pol´ıgono convexo. Logo o primeiro caso na˜o ocorre. Isso conclui a
demonstrac¸a˜o.
O menor nu´mero de pontos necessa´rios para garantir a existeˆncia de um pol´ıgono
convexo de m lados no Teorema de Erdos e Szekeres sera´ denotado por ES(m) e chamado
de nu´mero Erdos-Szekeres.
A melhor limitac¸a˜o para o nu´mero de Erdos-Szekeres [3] que temos, foi dada tambe´m
por Erdor e Szekeres






E a conjectura mais famosa sobre o valor exato foi feita por Erdos: ES(m) = 2m−2
Teorema 2.8 (van der Waerden). Para inteiros positivos, k e m, se n e´ suficientemente
grande e distribuirmos 1,2,...,n objetos em k gavetas, enta˜o alguma gaveta ira´ conter uma
progressa˜o aritme´tica com m termos.
Para demonstrarmos o Teorema de van der Waerden sa˜o necessa´rios alguns resulta-
dos. Mas antes enunciaremos um resultado (ver [15]) provado por um dos alunos de
Schur, R.Rado em 1933 que torna os teoremas de Schur e de van der Waerden em casos
particulares.
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Teorema 2.9 (Rado). Seja A = (aij)1≤i,j≤n uma matriz com entradas em Z. Enta˜o a
equac¸a˜o A.(x1, x2, ..., xn)
T = 0 e´ uma partic¸a˜o regular (isto e´, se distribuirmos todos os
inteiros positivos em um nu´mero finito de cores a equac¸a˜o sempre tem soluc¸a˜o em que
x1, x2, .., xn a˜o da mesma cor) se, e somente se, pudermos renumerar os vetores coluna
de A, de tal forma que os inteiros 1 ≤ n1 < n2 < ... < nl = n, para os quais a soma
dos primeiros nk vetores coluna e´ uma combinac¸a˜o dos primeiros nk−1 vetores coluna.
Denotamos n0 = 0.
Para a1, a2, ..., am ∈ Z+ com m ≥ 2, definimos o nu´mero de Rado (2-cor) R(a −
1, a2, ..., am) o menor inteiro positivo N tal que para toda 2-colorac¸a˜o de um conjunto [1, n]
com n ≥ N enta˜o existe uma soluc¸a˜o monocroma´tica da equac¸a˜o a1x1+a2x2+...+amxm =
x0 com x0, x1, ..., xm ∈ [1, n]
Em 2005 S.Guo e Z. W. Sun determinaram o valor exato de R(a − 1, a2, ..., am), que
havia sido conjecturado por B. Hopkins e D. Schaal. Neste trabalho na˜o demonstraremos
este resultado, para mais detalhes ver [11].
Teorema 2.10 (Guo-Sun). Para todo a1, a2, ..., am ∈ Z+ com m ≥ 2, temos
R(a− 1, a2, ..., am) = av2 + v − a,
onde, a = min{a− 1, a2, ..., am} e v = a− 1 + a2 + ...+ am.
Teorema 2.11 (Princ´ıpio da Casa dos Pombos de Shelah). Sejam k,m, n ∈ Z+ e m ≥
f(n, k), onde f(1, k) = k + 1 e f(j + 1, k) = kf(j,k)
2j
+ 1, para j = 1, 2, . . .. Enta˜o, para
qualquer k-colorac¸a˜o c1, . . . , cn : [1,m] × [1,m] × · · · × [1,m] → [1, k], existem 1 ≤ a1 <
b1 ≤ m, . . . 1 ≤ an < bn ≤ m tais que,
cj(a1, b1, ..., aj−1, bj−1, aj, aj, aj+1, bj+1, ..., an, bn) =
= cj(a1, b1, ..., aj−1, bj−1, bj, bj, aj+1, bj+1, ..., an, bn) (2.1)
para todo j = 1, 2, ..., n.
Demonstrac¸a˜o. Seguiremos por Induc¸a˜o.
Para n = 1: Como | {(a, a) : a ∈ [1,m]} |= m ≥ f(1, k) = 1 + k > k, pelo Princ´ıpio da
Casa dos Pombos, existe 1 ≤ a < b ≤ m, tais que, c1(a, a) = c1(b, b).
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Suponha por hipo´tese de induc¸a˜o que para n ≥ 1 o resultado seja va´lido, isto e´, se
m ≥ f(n, k) para qualquer k-colorac¸a˜o c1, . . . , cn : [1,m] × [1,m] × · · · × [1,m] → [1, k],
existem 1 ≤ a1 < b1 ≤ m, . . . 1 ≤ an < bn ≤ m tais que,
cj(a1, b1, ..., aj−1, bj−1, aj, aj, aj+1, bj+1, ..., an, bn) =
= cj(a1, b1, ..., aj−1, bj−1, bj, bj, aj+1, bj+1, ..., an, bn)
para todo j = 1, 2, ..., n.
Mostraremos que o resultado vale para n+ 1,
Sejam m ≥ f(n+1, k) > kf(n,k)2n e c1, . . . , cn+1 k-colorac¸o˜es de [1,m]× [1,m]×· · ·× [1,m].
Para a, b ∈ [1,m] definimos:
ca,b : [1, f(n, k)])
2n = [1, f(n, k)]× [1, f(n, k)]× · · · × [1, f(n, k)]→ [1, k]
como
ca,b(a1, b1, . . . , an, bn) = cn+1(a1, b1, . . . , an, bn, a, b)
Como m > kf(n,k)
2n
= |{f : ([1, f(n, k)])2n → [1, k]}|, pelo Princ´ıpio da Casa dos Pombos,
∃1 ≤ an+1 < bn+1 ≤ m, tal que,
can+1,an+1 = cbn+1,bn+1,
isto e´, para algum a1, b1, . . . , an, bn ∈ [1, f(n, k)], teˆm-se
cn+1(a1, b1, . . . , an, bn, an+1, an+1) = cn+1(a1, b1, . . . , an, bn, bn+1, bn+1)
para algum j = 1, 2, . . . , n, defina
c′j : ([1, f(n, k)])
2n → [1, k]
por, c′j(x1, . . . , x2n) = cj(x1, . . . , x2n, an+1, bn+1)
Por hipo´tese de induc¸a˜o, existem 1 ≤ a1 < b1 ≤ f(n, k), . . . 1 ≤ an < bn ≤ f(n, k) tais
que,
c′j(a1, b1, ..., aj−1, bj−1, aj, aj, aj+1, bj+1, ..., an, bn) =
= c′j(a1, b1, ..., aj−1, bj−1, bj, bj, aj+1, bj+1, ..., an, bn)
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isto e´,
cj(a1, b1, ..., aj−1, bj−1, aj, aj, aj+1, bj+1, ..., an, bn, an+1, bn+1) =
= cj(a1, b1, ..., aj−1, bj−1, bj, bj, aj+1, bj+1, ..., an, bn, an+1, bn+1)
Observe que f(n, k) ≤ f(n+ 1, k) ≤ m, (f(n, k) = 2 se k = 1).
Para n, k ∈ Z+, definimos o nu´mero de Shelah S(n, k) como o menor, m ∈ Z+, tal
que, para qualquer c1, . . . , cn ∈ ([1,m])2n → [1, k] existam, 1 ≤ a1 < b1 ≤ m, . . . 1 ≤ an <
bn ≤ m tais que,
cj(a1, b1, ..., aj−1, bj−1, aj, aj, aj+1, bj+1, ..., an, bn) =
= cj(a1, b1, ..., aj−1, bj−1, bj, bj, aj+1, bj+1, ..., an, bn)
para todo j = 1, 2, ..., n..
Observe que S(n, k) ≤ f(n, k). Logo, S(1, k) = k + 1 e S(n+ 1, k) ≤ kS(n,k)2n + 1
Definic¸a˜o 2.12. Seja S um conjunto na˜o vazio, finito. Uma linha combinato´ria em
Sn e´ da forma:
L = {(x1, x2, . . . , xn) ∈ Sn : todos os x′is sa˜o iguais, se i ∈ I
todos os xj sa˜o fiixados, se j /∈ I},
onde I e´ um subconjunto na˜o vazio de [1, n].
Em 1963 Hales e Jewett(ver [12]) mostraram um resultado tipo-Ramsey, que auxiliou
na demonstrac¸a˜o do Teorema de van der Waerden.
Teorema 2.13 (Hales-Jewett). Para quaisquer m, k ∈ Z+ se n ∈ Z+ e´ grande o su-
ficiente, enta˜o para toda k-colorac¸a˜o de [1,m], [1,m] conte´m uma linha combinato´ria
monocroma´tica.
Denotaremos o menor n inteiro positivo, satisfazendo o Teorema de Hales-Jewett por
HJ(m, k). Em 1988 Shelah usando Princ´ıpio da Casa dos Pombos mostrou que
HJ(m+ 1, k) ≤ HJ(m, k)S(HJ(m, k), k(m+1)HJ(m,k))
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2.1.1 Demonstrac¸a˜o Teorema de van der Waerden
Demonstrac¸a˜o. Seja h = HJ(m, k). Para x1, x2, . . . , xh ∈ [1,m] defina,




Assim, F e´ uma correspondeˆncia injetiva entre [1,m]h e [1,mh].
Qualquer distribuic¸a˜o de 1, 2, . . . ,mh em k gavetas corresponde a distribuic¸a˜o das k-
colorac¸o˜es. Pelo Teorema de Hales-Jewett, [1,m]h conte´m uma linha combinato´ria mono-
croma´tica.
{(x1, x2, . . . , xh) ∈ [1,m]h : x′is sa˜o iguais se, i ∈ I, ou xj = aj se j /∈ I},





(aj − 1)mj−1 +
∑
i∈I
(x− 1)mi−1 (x = 1, . . . ,m)
esta˜o na mesma gaveta. Em outras palavras, alguma gaveta conte´m uma progressa˜o
aritme´tica : a, a+ d, . . . , a+ (m− 1)d, onde
a = 1 +
∑
j∈I





Conjectura de Erdos-Graham, provada por Croot Se distribuirmos todos os




Abaixo uma conjectura geral, que faz do resultado de Croot um caso particular.
Conjectura 2.14 ( Z. W. Sun, 2007). Se A e´ um subconjunto de {2, 3, . . .} com densidade
assinto´tica superior positiva, enta˜o existe um nu´mero finito de elementos distintos





Em 1936, Erdos e Tura´n conjecturaram que qualquer conjunto de nu´meros inteiros
com densidade positiva sobre os naturais conte´m infinitas progresso˜es aritme´ticas com
treˆs termos. Esta conjectura foi comprovada por Klaus Roth em 1952. Este resultado
foi generalizado para progresso˜es aritme´ticas arbitrariamente longas. Isto e´, conjuntos de
nu´meros inteiros com densidade positiva teˆm infinitas progresso˜es aritme´ticas de qual-
quer tamanho. Apenas em 1975 (ver [19]) Szemeredi conseguiu mostrar o caso geral em
um artigo que foi considerado ”uma obra prima do racioc´ınio combinato´rio”por R. L.
Graham. Em 1977 H. Fustenberg deu um nova demonstrac¸a˜o ao teorema de Szemeredi
usando teoria ergo´tica. Finalmente em 2001 W. T. Gowers amplicando analise de Fou-
rier e analise combinato´ria redemonstrou o teorema e conseguiu limites expl´ıcitos para a
versa˜o quantitativa deste teorema.
Teorema 2.15 (Szemere`di-Versa˜o Quantitativa). Seja 0 < δ < 1 e k ∈ {3, 4, . . .}. Enta˜o
existe N(k, δ), tal que, se n ≥ N(k, δ) e A ⊂ [1, n], com |A| ≥ δn, enta˜o S conte´m uma
P.A. de ordem k.
Estes sa˜o os melhores limitantes para N(k, δ) conhecidos atualmente:
clog(1/δ)
k−1 ≤ N(k, δ) ≤ 22δ−22
k+9
,
onde o limite inferior e´ devido a Behrend (para k = 3) e Rankin em 1962, e o limite
superior e´ devido a` Gowers em 2001(ver [5]). Em 1999 J. Bourgain mostrou que:
N(3, δ) ≤ cδ−2 log(1/δ).
Em 1976 Erdos na tentativa de melhorar ainda mais o resultado conjecturou,




1/an divergente. Enta˜o, para qualquer k = 3, 4, . . . a sequeˆncia tem uma
subsequeˆncia com uma PA de tamanho t k.
Esta conjectura recebeu tambe´m o nome de Tura´n, em sua memo´ria e em homenagem
aos anos de trabalho em parceria com Erdos. Na e´poca, Erdos ofereceu treˆs mil do´lares
para quem a resolvesse. Ainda hoje, este e´ um problema em aberto, embora recentemente,
em 2008 Green e Terence Tao (ver [9])obtiveram um grande avanc¸o.
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Teorema 2.17 (Green-Tao). Existem PA’s arbitrariamente grandes de primos
Claro que se a conjectura de Erdos-Tura´n for de fato comprovada, os teoremas de Sze-
meredi e de Green-Tao tornam-se corola´rios, ja´ que conjuntos com densidade positiva teˆm
a se´rie de seus inversos divergente e a soma dos inversos de primos tambe´m e´ divergente.
Para Z. W. Sun (ver [18]) a conjectura Erdos-Tura´n e´ muito forte para ser verdade,
ele acredita que essa conjectura deveria ser modificada para:





1/ai ∈ Z+ Enta˜o, para qualquer subconjunto I de Z+ a sequeˆncia tem uma sub-




Um problema inverso em Teoria Aditiva dos Nu´meros e´ um problema em que tentamos
deduzir propriedades de um conjunto finito de inteiros a partir de seu conjunto soma
hA = {a1 + · · · + ah : ai ∈ A}. O teorema inverso mais importante que trataremos
neste trabalho e´ o de Freiman [4], provado em 1964 sobre estruturas de conjuntos finitos
de inteiros com conjunto soma pequeno, isto e´, existe uma constante c > 2 tal que
|2A| 6 c|A|, na verdade este teorema generaliza o seguinte resultado
Teorema 3.1. Sejam A e B conjuntos na˜o vazios, finitos de inteiros. Enta˜o
|A+B| > |A|+ |B| − 1.
A igualdade ocorre se, e somente se, A e B sa˜o progresso˜es aritme´ticas de mesma raza˜o.
Demonstrac¸a˜o. Sejam A e B conjuntos finitos e na˜o vazios de inteiros, podemos supor
A = {a1, . . . , ak} e B = {b1, . . . , bl} e pelo princ´ıpio da boa ordenac¸a˜o podemos tomar
a1 < · · · < ak e b1 < · · · < bl.
Suponha ainda que |A| 6 |B|. Assim o conjunto soma A + B conte´m uma sequeˆncia de
elementos distintos:
a1 + b1 < a1 + b2 < a2 + b2 < a2 + b3 < · · ·
< ai < bi < ai + bi+1 < ai+1 + bi+1 < · · ·
< ak + bk < ak + bk+1 < · · · < ak + bl.
E enta˜o, |A+B| > (2k − 1) + (l − k) = k + l − 1 = |A|+ |B| − 1.
Se tivermos |A+B| = |A|+ |B| − 1, mostraremos que A e B sa˜o progresso˜es aritme´ticas
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com raza˜o q, para algum q inteiro. Primeiro vamos considerar o caso |A| = |B| = k. Assim
como anteriormente teremos uma sequeˆncia de 2k−1 termos distintos pertencentes a` soma
A+B. E como por hipo´tese |A+B| = |A||B| − 1, temos que,
a1 + b1 < a1 + b2 < a2 + b2 < a2 + b3 < · · ·
< ai < bi < ai + bi+1 < ai+1 + bi+1 < · · ·
< ak−1 + bk−1 < · · · < ak + bk,
sa˜o todos os elementos de A+B. Agora,
ai−1 + bi−1 < ai + bi−1 < ai + bi
ai−1 + bi−1 < ai−1 + bi < ai + bi,
logo, ai + bi−1 = ai−1 + bi, isto e´, ai − ai−1 = bi − bi−1, para todo i = 1, . . . , k. Assim
existe q inteiro tal que ai−ai−1 = bi−bi−1 = q. Portanto A e B sa˜o progresso˜es aritme´ticas
de mesma raza˜o.
Se |A| = k e |B| = l, com l > k e enta˜o para 0 6 t 6 l − k.
Considere os conjuntos B0 = {b1, . . . , bt−1}, B1 = {bt, . . . , bt+k−1} e B2 = {bt+k, . . . , bl−1}.
Observe que
A+B ⊆ (a1 +B0) ∪ (A+B1) ∪ (ak−1 +B2),
e que,
a1 +B0 ⊆ [a1 + b1, a1 + bt−1]
A+B1 ⊆ [a1 + bt−1, ak−1 + bt+k−1]
ak−1 +B2 ⊆ [ak−1 + bt+k, ak−1 + bl−1],
logo, a1 +B0, A+B1 e ak−1 +B2 sa˜o disjuntos, da´ı,
k + l − 1 = |A+B|
> |a1 +B0|+ |A+B1|+ |ak−1 +B2|
> t+ (2k − 1) + (l − t− k)
= k + l − 1,
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assim, |A+B1| = 2k−1, para t = 1, . . . l−k e assim, A e B1 sa˜o progresso˜es aritme´ticas
de mesma raza˜o. Quando t = l − k temos, B1 = B.
Por outro lado, se A e B forem progresso˜es aritme´ticas de raza˜o q, enta˜o existem a e
b, tais que, A = {a+ qx : x ∈ [0, k − 1]} e B = {b+ qy : y ∈ [0, l − 1]}.
Segue que,
A+B = {a+ b+ qz : z ∈ [0, l + k − 2]}, portanto, |A+B| = k + l − 1.
E o teorema esta´ demonstrado.
Teorema 3.2 (Freiman). Seja A um subconjunto finito na˜o vazio de nu´meros inteiros
com |2A| ≤ c|A| para algum c constante. Enta˜o A esta´ contido em uma progressa˜o
aritme´tica n-dimensional Q = Q(a; q1, . . . , qn; l1, . . . , ln), onde l1, . . . , ln e q1, . . . , qn sa˜o
inteiros positivos, a um inteiro qualquer, |Q| ≤ c′|A|, com c′ e n dependendo apenas de c.
Esse resultado teˆm va´rias aplicac¸o˜es. No´s abordaremos duas delas no cap´ıtulo 3.
A primeira diz que dado um inteiro positivo t e A um conjunto finito de inteiros,
na˜o vazio com conjunto soma pequeno e cardinalidade suficientemente grande, enta˜o A
conte´m uma progressa˜o aritme´tica de tamanho pelo menos t.
A segunda e´ uma versa˜o quantitativa de uma conjectura de Erdo¨s, que diz que dado
um inteiro positivo t e um conjunto A finito e na˜o vazio de inteiros com conjunto soma
pequeno contendo muitas progresso˜es aritme´ticas com treˆs termos, enta˜o A conte´m uma
progressa˜o aritme´tica de tamanho t
Apresentaremos a demonstrac¸a˜o do resultado de Ruzsa que na verdade e´ uma genera-
lizac¸a˜o do teorema de Freiman.
Teorema 3.3 (Ruzsa). Sejam A e B subconjuntos finitos, na˜o vazios de nu´meros inteiros,
tais que, |A + B| 6 c|A| e |A|
2
|B|2 = λ. Enta˜o B esta´ contido numa progressa˜o aritme´tica
n-dimensional Q, com
n ≤ 28c32λ+ c−11(210c32λ)28c32λ e l(Q) ≤ 2nc4|A|.
De fato, basta tomar B = A e λ = 1.
Como muitas das ideias que aparecem na demonstrac¸a˜o desse teorema foram inspi-
radas na demonstrac¸a˜o de Freiman, esse resultado e´ conhecido como Teorema Freiman-
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Ruzsa. Para tal prova sa˜o necessa´rios alguns resultados importantes como: Teorema de
Plunnecke-Ruzsa e o Teorema de Bogolyubov.
Dessa forma precisaremos definir alguns conceitos e relacionar resultados, afim de
conseguirmos justificar todos os passos da demonstrac¸a˜o do Teorema de Freiman-Ruzsa.
Assim, subdividiremos o cap´ıtulo em sec¸o˜es e somente no fim do cap´ıtulo sera´ apresentado
a demonstrac¸a˜o desejada.
3.1 Teorema de Plunnecke-Ruzsa
Em 1969,(ver [14]) Plu¨nnecke desenvolveu um me´todo grafo-teo´rico para estimar a
densidade de conjuntos soma. Ele construiu um grafo que lhe permitiu provar um impor-
tante teorema na teoria combinato´ria aditiva dos nu´meros, a desigualdade de Plu¨nnecke.
Com seu resultado, ele melhorou os limites apresentados por Erdo¨s (ver [3]) em 1935,
obtendo o melhor expoente poss´ıvel. Essa desigualdade tem se tornado uma ferramenta
ba´sica da teoria de adic¸a˜o de conjuntos, sendo utilizados em muitas aplicac¸o˜es. Mas mais
importante do que o resultado, e´ o me´todo que ele desenvolveu para tal.
Definic¸a˜o 3.4. Seja G(V,E) um grafo direcionado. Suponha que exista uma partic¸a˜o de
V (G) = V0 ∪ V1 ∪ · · · ∪ Vh com E(G) ⊂
h⋃
i=1
(Vi−1 × Vi). Enta˜o dizemos que G(V,E) e´ um
grafo direcionado de h+ 1 n´ıveis. Se ale´m disso G(V,E) satisfazer:
(a) Dados 1 ≤ i ≤ h, u ∈ Vi−1, v ∈ Vi e distintos w1, . . . , wk ∈ Vi+1, tais que, (u, v), (v, w1),
. . . , (v, wk) ∈ E(G). Enta˜o, existem distintos v1, . . . , vk ∈ Vi tais que, (u, vi), (vi, wi) ∈
E(G) para todo i = 1, . . . k.
(b) Dados 1 ≤ i ≤ h, w ∈ Vi+1, v ∈ Vi e distintos u1, . . . , uk ∈ Vi−1, tais que, (v, w), (u1, v),
. . . , (uk, v) ∈ E(G). Enta˜o, existem distintos v1, . . . , vk ∈ Vi tais que, (ui, vi), (vi, w) ∈
E(G) parra todo i = 1, . . . k.
dizemos que G(V,E) e´ um grafo de Plunnecke.










G (X) = {v ∈ Vi : existe um caminho de x ∈ X em v}
Definic¸a˜o 3.6. Seja G(V,E) um grafo de Plunnecke de h n´ıveis. Para cada n ≤ h,
G(V,E) admite um subgrafo Inh, dito grafo da somas independentes que satisfaz:
nj
j!
≤ Dj(Inh) ≤ nj
e tambe´m um subgrafo Iˆnh dito grafo das somas inversas que satisfaz:
n−j ≤ Dj(Iˆnh) ≤ h!n−j.
Teorema 3.7. Seja G um grafo de Plunnecke com n´ıveis V0, V1, . . . , Vh, e |V0| = m. Se
Dh ≥ 1, enta˜o G conte´m m caminhos disjuntos de V0 ate´ Vh.
(Para demonstrac¸a˜o ver [1]).
Corola´rio 3.8. Seja G um grafo de Plunnecke com n´ıveis V0, V1, . . . , Vh tais que, Dh(G) ≥
1 enta˜o Dj(G) ≥ 1 para todo j ≤ h.
Demonstrac¸a˜o. Pelo Teorema anterior, temos |V0| caminhos direto de V0 em Vh que ini-
ciam em V0. Para qualquer Z ⊂ V0, o nu´mero de caminhos partindo de Z e´ maior que
|Z|. Como G e´ grafo de Plunnecke, todo caminho para Vh passa por V|j, j = 1, 2, . . . , h.





Lema 3.9. O raio de magnitude e´ multiplicativo. Isto e´, se G,G′ e G′′ sa˜o grafos de
plunnecke e G = G′G′′, enta˜o Dj(G) = Dj(G′)Dj(G′′) para todo j = 1, 2, . . . , h. Onde
G,G′ e G′′ sa˜o grafos de Plunnecke de n´ıvel h
Demonstrac¸a˜o. Sejam V ′0 , V
′






1 , . . . , V
′′
h−1 os n´ıveis de G
′ e G′′ respectiva-
mente.

















′ × Z ′′)|
|Z ′ × Z ′′| =
|im(j)G′ (Z ′)× im(j)G′′(Z ′′)|
|Z ′ × Z ′′|
=




Logo, Dj(G) ≤ Dj(G′)Dj(G′′).
Mostraremos agora Dj(G) ≥ Dj(G′)Dj(G′′). Para isso considere X ⊂ V ′0 × V ′′0 . Pode-
mos ecrever X como uma unia˜o disjunta
X =
⋃
a∈V ′0 ,Xa 6=ø
({a} ×Xa)
onde Xa = v












a∈V ′0 ,Xa 6=ø
|Xa|.
Seja Y ⊂ V ′0 × V ′′j definido de tal forma que para qualquer (a, b) ∈ X em que, se
tenha um caminho de b em d ∈ V ′′j enta˜o (a, d) ∈ Y . Para (a, b) ∈ X fixado, temos























a∈V ′0 ,Xa 6=ø
|Xa| = Dj(G′′)|X|
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Agora considere uma partic¸a˜o de Y ana´loga a que fizemos para X.
Y =
⋃
d∈V ′0 ,Yd 6=ø
(Yd × {d}),
onde Yd = {v′ ∈ V ′0 : (v′, d) ∈ Y } e |Y | =
∑






































Tome X o conjunto tal que Dj(G) =
|im(j)G (X)|
|X| .
Da´ı, Dj(G) ≥ Dj(G′)Dj(G′′)
Portanto, Dj(G) = Dj(G
′)Dj(G′′)
3.1.1 Teorema de Menger
A primeira ferramenta forte usada no me´todo de Plu¨nnecke e´ o Teorema de Menger. Este
resultado foi comprovado por Karl Menger em 1927. Existem muitas provas diferentes
para este teorema. Aqui, apresentamos uma que na˜o requer quaisquer definic¸o˜es mais do
que as necessa´rias para o compreender. Mais sobre o teorema de Menger e alguns outros
pode ser encontrados em [2].
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O Teorema de Menger nos auxilia na demonstrac¸a˜o da desigualdade de Plunnecke.
Teorema 3.10 (Menger). Seja G(V,E) um grafo direcionado, e sejam a, b ve´rtices distin-
tos de G(V,E) com (a, b) /∈ E(G). Enta˜o o nu´mero ma´ximo de caminhos independentes
de a em b e´ igual a` menor cardinalidade de S, onde S e´ um conjunto de corte, isto e´,
todos os caminhos de a em b possuem ve´rtice em S.
Demonstrac¸a˜o. Sejam γ(G, a, b) = {σ : σ e´ um caminho independente de a em b} e
γ = |γ(G, a, b)|. Seja S um conjunto de corte de a e b.
Dado σ ∈ γ(G, a, b) temos que existe um ve´rtice v ∈ σ tal que v ∈ S. Assim, γ ≤ |S| para
todo conjunto de corte de a e b. Logo γ ≤ l = min{|S| : S conj. de corte } Por outro
lado, dado um conjunto de corte S0 tal que |S0| = l, temos que para todo v ∈ S0 existe
σ ∈ γ(G, a, b) tal que v ∈ σ caso contra´rio, S0 − v seria tambe´m um conjunto de corte,
contrariando a minimalidade de S0. Da´ı l ≤ γ Portanto l = γ.
3.1.2 Desigualdade de Plunnecke
O proximo resultado limita o tamanho do |A+hB| e veio a ser conhecido como Desigual-
dade de Plu¨nnecke, esta e muitas outras desigualdades relacionadas sa˜o uma parte de um
ramo da matema´tica conhecida como a teoria combinato´ria aditiva.
Desigualdade de Plunnecke 3.11. Seja G um grafo de Plunnecke de n´ıvel h ≥ 1.
Enta˜o a sequeˆncia {|Dj(G)1/j|}hj=1 e´ na˜o crescente. Onde Dj(G) e´ o j-e´simo raio de
magnitude de G.
Demonstrac¸a˜o. Observe que mostrar D1(G) ≥ D2(G)1/2 ≥ . . . ≥ Dh(G)1/h, e´ equivalente
a mostrar que Dj(G)
1/j ≤ D1/hh para todo j ≤ h
Com efeito, se Dj(G)
1/j ≤ Dh(G)1/h para todo j ≤ h e´ satisfeito, podemos considerar os
grafos reduzidos de G e´ aplicar novamente o resultado.
Dividiremos a demonstrac¸a˜o em 4 casos:
1. Dh(G) = 0.
Temos Dj(G)
1/j ≥ 0 para todo j por definic¸a˜o de raio de magnitude.
Logo Dj(G)
1/j ≤ Dh(G)1/h para todo j ≤ h
29
2. Dh(G) = 1.
No lema anterior vimos que se Dh(G) ≥ 1 enta˜o, Dj(G) ≥ 1, para todo j ≤ h.
Logo, Dj(G)
1/j ≤ Dh(G)1/h para todo j ≤ h
3. 0 < Dh(G) < 1.






como o raio de magnitude e´ multiplicativo teˆm-se
Dh(G
∗) = [Dh(G)]kDh(Inh) ≥ [Dh(G)]k
nh
h!





∗) ≥ 1 e pelo corola´rio 3.8 temos, Dj(G∗) ≥ 1, para todo j ≤ h
Agora, 1 ≤ Dj(G∗) = [Dh(G)]kDh(Inh) ≤ Dj(G)knj




≥ 1, assim, n ≥ [h!dh(G)−k]1/h.
Podemos tomar enta˜o, n = 1 + b(h!Dh(G)−k)1/hc. Como Dh(G) < 1 teremos n > 1.













4. Construa um grafo G′ = GkIˆnh e escolha n e h tais que [Dh(G)]kn−h ≥ 1
Assim, Dh(G
′) = [Dh(G)]kDh(Iˆnh) ≥ [Dh(G)]kn−h
Logo Dh(G
′) ≥ 1, pelo corola´rio 3.8, Dj(G′) ≥ 1 para todo j ≤ h
Agora, 1 ≤ Dj(G′) = [Dj(G)]k[Dj(Iˆnh)] ≤ [Dj(G)]kn−j
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Mas [Dh(G)]
kn−h ≥ 1, da´ı, n ≤ [Dh(G)]k/h
Otimizando o melhor valor inteiro de n e substituindo, obtemos,
1 ≤ [Dj(G)]k{[Dh(G)]k/h}−j
Da´ı, [Dj(G)]
k ≥ [Dh(G)]kj/h. Portanto [Dj(G)]1/j ≥ [Dh(G)]1/h
O resultado segue
Apresentaremos agora o Teorema de Hall que e´ utilizado na demonstrac¸a˜o do Teorema
de Plunnecke-Ruzsa, objetivo desta sessa˜o.
Definic¸a˜o 3.12. Dada uma sequeˆncia (Ai)
n
i=1 de conjuntos , se a1 ∈ A1, . . . , an ∈ An
e ai 6= aj para todos 1 ≤ i < j ≤ n, enta˜o no´s dizemos que a sequeˆncia (ai)ni=1 e´ um
sistema de representantes distintos - (SRD) de (Ai)
n
i=1
Teorema 3.13 (P. Hall, 1935 ). Sejam A1, . . . , An conjuntos. Enta˜o (Ai)
n
i=1 teˆm uma
SRD se, e somente se | ∪i∈I Ai| ≥ |I| para todo I ⊂ [1, n].
Lema 3.14. Sejam A1, A2, . . . , An subconjuntos de um conjunto qualquer X. Se (ai)
n−1
i=1
e´ uma SRD de (Ai)
n−1
i=1 , enta˜o para algum J ⊂ [1, n] com n ∈ J , existem exatamente




Demonstrac¸a˜o. Considere um grafo G(V,E) com V (G) = {1, 2, . . . , n} ve´rtices, definido
de tal forma que existe uma aresta (i, j) ∈ E(G) se, e somente se, i 6= n e ai ∈ Aj.
Defina J = {1 ≤ j ≤ n : existe um caminho de j em n } e A = ∪j∈JAj
Observe que para i = 1, 2, . . . , n− 1 teˆm-se:
ai ∈ A ⇔ ai ∈ Aj, j ∈ J
⇔ (i, j) ∈ E(G) para algum j ∈ J
⇔ Existe um caminho de i em n
⇔ i ∈ J
Assim, {1 ≤ i < n : ai ∈ A} = J − {n} . Seja B = A− {ai : i ∈ J − n}.
Enta˜o B ∩ {a1, . . . , an−1} = ∅ e |B| = |A| − |J |+ 1
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Se a ∈ B enta˜o a ∈ A, pois B ⊂ A. Enta˜o a ∈ Aj, j ∈ J .
Se n = j enta˜o (ai)
n
i=1 e´ um SRD.
Se n 6= j enta˜o G conte´m um caminho de j em n digamos,
(j = j0, j1), (j1, j2), . . . , (jr−1, jr = n) ∈ E(G)
Considere I = {j, j1, . . . , jr} ⊂ J e substitua a, aj0 , . . . , ajr−1 por bj0 , bj1 , . . . , bjr
respectivamente.
(jk, jk+1) ∈ E(G)⇒ ajk ∈ Ajk+1
Da´ı cada bi representa Ai e (bi)
n
i=1 e´ um SDR de (Ai)
n
i=1 onde bi = ai caso i /∈ I.
Por outro lado se x ∈ X e´ tal que juntamente com a1, . . . , an−1 formam um SRD com ai
representando Ai se i /∈ J enta˜o x deve representar Aj para algum j ∈ J , logo x ∈ B.
Com esse resultado, podemos dar uma demonstrac¸a˜o via Induc¸a˜o do Teorema de Hall
feita por Z. W. Sun em 2001.
Demonstrac¸a˜o do Teorema de Hall. Suponha que dado (Ai)
n
i=1 tenhamos um SRD (ai)
n
i=1
Assim, ai ∈ Ai para todo i = 1, . . . , n e ai 6= aj se i 6= j. Mostraremos que | ∪i∈I Ai| ≥ |I|
para todo I ⊂ [1, n].
Basta observar que dado I ⊂ [1, n], 1 ≤ |I| = k ≤ n, enta˜o podemos escrever I +
{b1, b2, . . . , bk} onde bi 6= bj e assim | ∪bi∈I Abi | > k pois pelo menos abi ∈ Abi .
Reciprocamente se |∪i∈IAi| > |I| para todo I ⊂ [1, n], mostraremos utilizando Induc¸a˜o
que (Ai)
n
i=1 tenhamos um SRD (ai)
n
i=1.
Para n = 2 I ⊂ [1, 2] ⇒ I = 1, 2ou1, 2. Logo |A1| > 1, |A2| > 1e|A1 ∪ A2| > 2 Enta˜o
existem a1 ∈ A1 e a2 ∈ A2 : a1 6= a2
Suponha verdade para n− 1 com n > 2, isto e´,(Ai)n−1i=1 tem um SRD (ai)n−1i=1 .
Mostraremos va´lido para n.
Mas pelo Lema 3.14, temos que existem exatamente | ∪j∈J Aj| − |J | + 1 elementos de
x ∈ X tais que {a1, a2, . . . , an−1, x}, formam um SRD para (Ai)ni=1, como por hipo´tese
|∪i∈IAi| ≥ |I| para todo I ⊂ [1, n], temos que |∪j∈JAj| > |J | logo |∪j∈JAj|−|J |+1 > 1
Sejam A1, . . . , An conjuntos finitos. Enta˜o podemos escrever ∪ni=1Ai = {a1, . . . , am}.
Construirmos um grafo bipartido G com classes de ve´rtices X = {A1, . . . , An} e
32
Y = {a1, . . . , am} ligando Ai em aj se aj ∈ Ai. Assim, podemos reformular o teorema de
Hall da seguinte forma.
Teorema 3.15 (Correspondeˆncia de Hall). Seja G um grafo bipartido qualquer, com
classes de ve´rtices X e Y . Enta˜o G teˆm uma correspondeˆncia de X em Y se, e somente se,
|Γ(S)| > |S| para todo S ⊂ X, onde Γ(S) = {y ∈ Y : (x, y) ∈ E(G) para algum x ∈ X}.
Demonstrac¸a˜o da Correspondeˆncia de Hall. seja G(V,E) um grafo bipartido com classes
de ve´rtices X e Y . Considere novos ve´rtices a e b, tais que a juntamente com cada
elemento de X formam uma nova aresta de G′ = G′(V,E). Analogamente, b juntamente
como cada elemento de Y formam uma aresta de G′.
Suponha que G(V,E) tenha uma correspondeˆncia de X em Y , enta˜o G(V,E) e´ um
grafo bipartido com |X| arestas disjuntas, da´ı, G(V,E) teˆm |X| caminhos independentes
de a em b. Pelo Teorema de Menger o nu´mero ma´ximo de caminhos independentes de a
em b e´ igual a menor cardinalidade de S, onde S e´ conjunto de corte. Assim, existe S
conjunto de corte tal que |X| = |S|.
Queremos que |Γ(T )| ≥ |T | para todo T ⊂ X. De fato, se |Γ(T )| < |T | para algum
T ⊂ X, enta˜o existe v0 ∈ T tal que (x0, y) /∈ E(G′) para todo y ∈ Y , mas (x0, a) ∈ E(G′)
por construc¸a˜o. Contradic¸a˜o. Logo, |Γ(T )| > |T | para todo T ⊂ X.
Reciprocamente, seja S ⊂ V (G′) − {a, b} = X ∪ Y um conjunto de corte de a e b.
Suponha |Γ(T )| > |T |, para todo T ⊂ X. Em particular |Γ(X − S)| > |X − S|. Agora
observe que como S e´ conjunto de corte para todo y ∈ Γ(X − S) tal que (x, y) ∈ E(G′)
para algum x ∈ X − S e´ necessa´rio que y ∈ S caso contra´rio S na˜o seria conjunto de
corte. Logo |Γ(X − S)| ≤ |S ∩ Y |
Da´ı, |S ∩ Y | > |X − S|
Assim,
|S| = |S ∩X|+ |S ∩ Y | > |S ∩X|+ |X − S| = |S ∩X|+ |Sc ∩X| = |X|
E portanto, pelo Teorema de Menger existe |X| caminhos independentes de a em b, isto
e´, teˆm-se uma correspondeˆncia de X em Y .
33
Teorema 3.16 (Plunnecke-Ruzsa). Sejam A e B subconjuntos finitos na˜o vazios de um
grupo abeliano com |A+B| 6 c|A|. Enta˜o para quaisquer k, l ∈ {0, 1, 2, . . .} temos,
|kB − lB| 6 ck+l|A|,
onde convenc¸a˜o denotamos por 0B = {0}.
Demonstrac¸a˜o. Para k = l = 0 |0B − 0B| = |{0}| = 1 6 |A|. Assumiremos sem perda de
generalidade que k 6 l e l 6 1




Vi , Vi = A+Bi e E(G) = {(vi, vi+1) : vi ∈ Vi e vi+1 − vi ∈ B}
Se u ∈ Vi−1, v ∈ Vi, w1, . . . , wm ∈ Vi+1 sa˜o tais que (u, v), (v, w1), . . . , (v, wm) ∈ E(G)
enta˜o para qualquer 1 6 i 6 m temos vi = u + (wj − v) ∈ Vi−1 + B = Vi tal que
(u, vi), (ui, vi) ∈ E(G), desde que wi − u = wi − v ∈ B e wi − vi = v − u ∈ B
Analogamente, se u1, . . . , um ∈ Vi−1, v ∈ Vi e w ∈ Vi+1 sa˜o tais que
(u1, v), . . . , (um, v) e (v, w) ∈ E(G) enta˜o para todo 1 6 i 6 m teˆm-se vi = ui + (w− v) ∈
Vi−1 +B = Vi e (ui, vi), (vi, w) ∈ E(G) desde que vi−ui = w−v ∈ B e w−vi = v−ui ∈ B.
Assim G e´ um grafo de Plunnecke de n´ıvel l. Se k > 1 enta˜o pela Desigualdade de
Plunnecke existe ø 6= A′ ⊂ V0 = A tal que,
|im(k)G (A′)|


















′) = {v ∈ Vk : ∃x ∈ A′ e (x, v) ∈ E(G)} = A′ + kB.
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|A′′ + lB| 6 cl|A′′|.
Se k = 0, enta˜o basta tomar A′ = A e da´ı, |A′ + kB| ≤ ck|A′|. Como l ≥ 1 repetindo
o argumento acima |A′′ + lB| ≤ cl|A′′|.
Agora sejam R, S e T subconjuntos finitos na˜o vazios de um grupo abeliano. Para
cada d ∈ S − T , podemos escrever d = s(d)− t(d) onde s(d) ∈ S e t(d) ∈ T
Se (r, d), (r′, d′) ∈ R × (S − T ) e (r + s(d), r + t(d)) = (r′ + s(d′), r′ + t(d′)) enta˜o,
r + s(d) = r′ + s(d′) e r + t(d) = r′ + t(d′)
Logo, d = d′ e r = r′. Assim,
|R||S − T | ≤ |{(r + s(d), r + t(d)) : r ∈ R e d ∈ S − T}| ≤ |R + S||R + T |
Aplicando essa relac¸a˜o em nossas hipo´teses obtemos
|A′′||kB − lB| ≤ |A′′ + lB||A′′ + lB| ≤ |A′ + kB||A′′ + lB| ≤ ck|A′|cl|A′′|
Desta maneira,





|kB − lB| ≤ ck+l|A|.
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Teorema 3.17 (Analogia de Ruzsa do Teorema de Freiman em grupos de torc¸a˜o). Seja G
um grupo de torc¸a˜o abeliano, isto e´, existe r tal que, todos os elementos de G teˆm ordem
menor ou igual r. Sejam A e B subconjuntos finitos na˜o vazios de G com |A+B| ≤ c|A|.
Enta˜o B esta´ contido em um subgrupo de G com ordem menor ou igual a` c2rc
4|A|/|B||A|.
Demonstrac¸a˜o. Pelo Teorema de Plunnecke-Ruzsa, no´s temos |B −B| ≤ c2|A| e
|2B − 2B| ≤ c4|A|.
Seja W = {w1, . . . , wk} o subconjunto maximal de 2B − B tal que w1 − B, . . . , wk − B













Logo k ≤ c4|A|/|B|.
Para todo w ∈ 2B − B existe 1 ≤ i ≤ k, tal que, (w − B) ∩ (wi − B) 6= ø ( pois W e´
maximal )
Logo w ∈ wi −B +B ⊂ W −B +B, da´ı 2B −B ⊂ W −B +B Segue que
3B −B ⊂ W + 2B −B ⊂ 2W + b−B e 4B −B ⊂ 2W + 2B −B ⊂ 3W +B −B
Assim, para l ∈ Z+ teˆm-se lB − kB ⊂ (l − 1)W +B −B ⊂ H(W ) +B −B, onde
H(W ) = {x1w1 + . . .+ xkwk : xi ∈ [0, ri − 1], para ri ≤ r e i = 1, . . . , k}




(lB −B) ⊂ H(W ) +B −B
Portanto,
|H(B)| 6 |H(W ) +B −B|




E o resultado segue.
3.2 Teorema de Bogolyubov
Nesta sec¸a˜o definiremos a distaˆncia de um nu´mero real a` um inteiro e o conjunto de
Bohr, posteriormente apresentaremos o teorema de Bogolyubov, que sera´ importante na
demonstrac¸a˜o do Teorema de Freiman-Ruzsa. Seja x ∈ R, definimos a distaˆncia de x ao




 {x}, se {x} ≤ 1/21− {x}, caso contra´rio
Onde, {x} e´ a parte fraciona´ria de x.
Para m ∈ Z+, inteiros distintos r1, . . . , rn ∈ [0,m− 1] e ε > 0 dizemos que
Bm(r1, . . . , rn; ε) = {a+mZ :
∥∥∥ari
m
∥∥∥ ≤ ε para todo i = 1, . . . , n}
e´ um conjunto de Bohr.
Exemplo 3.18. Considere m = 2 e r1 = 0, r2 =













para i = 1, 2.}.
Agora, se a e´ par, enta˜o
∥∥∥ari
2
∥∥∥ = 0 < 1
3
para todo r.




∥∥∥ = ∥∥∥∥n+ 12






Teorema 3.19 (Bogolyubov,1939). Sejam m ≥ 2 um inteiro e A um subconjunto na˜o
vazio de Zm = Z/mZ. Enta˜o existem distintos r1, r2, . . . , rn ∈ [0,m − 1] , com r1 = 0 e
n ≤ (m/|A|)2 tais que,
B
(






Demonstrac¸a˜o. Seja A = {a1 +mZ, . . . , ak +mZ}, onde a1, . . . , ak ∈ [0,m− 1] distintos.





Para qualquer g ∈ Z asseguramos que




onde χr(g) = exp(2piigr/m). De fato, considere A0 = {a1, . . . , ak}. Observe que
m−1∑
r=0






















































































= e0 + e(2piiL/m) + · · ·+ e(2piiL(m−1)/m)
=
1− e(2piiLm/m)




|SA(r)|4χr(g) 6= 0 ⇔ g ≡ −a− b+ c+ d( mod m)
⇔ g +mZ ∈ 2A− 2A
Seja λ = |A|/m ∈ (0, 1], considere




R′ = {r ∈ [0,m− 1] : |SA(r)| <
√
λ|A|}.
Como SA(0) = |A| >
√






































exp(2pii(a− b)r/m) 6= 0⇔ a− b ≡ 0( mod m).
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Para x ∈ R, temos
‖x‖ 6 1
4
⇔ Re(2pix) = cos(2pix) > 0.
Pois a func¸a˜o cosseno e´ par, perio´dica e positiva entre zero e pi/2. Com isso, se r ∈ R e





⇔ Re(χr(g)) > 0. Considere enta˜o, r1, . . . , rn todos os elementos
de R, com r1 = 0, e g um inteiro tal que g+mZ ∈ Bm
(





















































deste modo, g +mZ ∈ 2A− 2A. Portanto,
Bm
(




















que nos leva em, n 6 λ−2 = m2/|A|2. Isto conclui a demonstrac¸a˜o.
Lema 3.20 (Obtido Pelo Segundo Teorema de Minkowski). Seja m ≥ 2 um inteiro,
e sejam r1, . . . , rn ∈ [0,m − 1], com mdc(r1, . . . , rn,m) = 1. Enta˜o existe uma P.A.
n-dimensional Q contida em Zm tal que,
Q ⊂ Bm
(




e |Q| > m
(4n)n
.
Para ver demonstrac¸a˜o consultar [13]
3.3 h-Isomorfismo de Freiman
O isomorfismo de Freiman e´ uma aplicac¸a˜o sobrejetiva que de certa forma ”preserva”a
soma. Ele sera´ de fundamental importaˆncia na prova do teorema de Freiman-Ruzsa, e
usaremos fortemente o fato de que a imagem de um conjunto A por um h-isomorfismo de
Freiman e´ uma progressa˜o aritme´tica pro´pria se, e somente se, A tambe´m o for.
Definic¸a˜o 3.21. Sejam G e H grupos abelianos e h ≥ 2 um inteiro. Sejam A ⊂ G e
B ⊂ H. Uma aplicac¸a˜o φ : A→ B e´ dita h-homomorfismo de Freiman se tivermos
φ(a1) + · · ·+ φ(ah) = φ(a′1) + · · ·+ φ(a′h)
sempre que
a1 + · · ·+ ah = a′1 + · · ·+ a′h,
para a1, a
′
1, . . . , ah, a
′
h ∈ A.
Se φ e´ sobrejetiva e para todos a1, a
′
1, . . . , ah, a
′
h ∈ A,
a1 + · · ·+ ah = a′1 + · · ·+ a′h ⇔ φ(a1) + · · ·+ φ(ah) = φ(a′1) + · · ·+ φ(a′h),
e enta˜o, φ e´ um h- isomorfismo de Freiman.
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Observe que se φ e´ um h-isomorfismo de Freiman, enta˜o φ e´ injetiva.
φ(a) = φ(b) ⇒ φ(a) + (h− 1)φ(a) = φ(b) + (h− 1)φ(a)
⇒ a+ (h− 1)a = b+ (h− 1)a
⇒ a = b.
Para fixar o entendimento de isomorfismo de Freiman, considere A = [0, k−1] e B uma
P.A. de tamanho k, B = {a+ qxi : xi ∈ [0, k − 1]}. Defina φ : A→ B por φ(x) = a+ qx.
Se tivermos
x1 + · · ·+ xh = x′1 + · · ·+ x′h
Enta˜o
φ(x1) + · · ·+ φ(xh) = a+ qx1 + · · ·+ a+ qxh
= ha+ q(x1 + · · ·+ xn)
= ha+ q(x′1 + · · ·+ x′n)
= a+ qx′1 + · · ·+ a+ qx′h
= φ(x′1) + · · ·+ φ(x′h)
Do mesmo modo, se φ(x1) + · · ·+ φ(xh) = φ(x′1) + · · ·+ φ(x′h), enta˜o x1 + · · ·+ xh =
x′1 + · · ·+ x′h.
Logo, φ e´ um h-isomorfismo de Freiman.
Proposic¸a˜o 3.22. Seja φ : A→ B um h-isomorfismo de Freiman, enta˜o A e´ uma P.A.
n-dimensional pro´pria se, e somente se B e´ uma P.A. n-dimensional pro´pria.
Demonstrac¸a˜o. De fato, suponha A uma P.A. n-dimensional pro´pria, enta˜o A pode ser
reescrita como
A = {a+ x1q1 + · · ·+ xnqn : xi ∈ [0, li − 1]}
Considere A′ = {a′ + x1q′1 + · · ·+ xnq′n : xi ∈ [0, li − 1]},
onde, a′ = φ(a), q′i = φ(a + qi) − φ(a) para i = 1, . . . , n. Assim, A′ e´ uma P.A. n-
dimensional.
Mostraremos A′ = B e φ(a+ x1q1 + · · ·+ xnqn) = a′ + x1q′1 + · · ·+ xnq′n para todos
a+ x1q1 + · · ·+ xnqn ∈ A
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Seguiremos por Induc¸a˜o sobre m =
n∑
i=1
xi. Para m = 0 e m = 1 segue pela definic¸a˜o dos
q′is.
Suponha enta˜o que para m ≥ 1 o resultado seja va´lido. Seja r = a+x1q1 + · · ·+xnqn ∈ A
com m + 1 =
n∑
i=1
xi. Para algum j tal que xj ≥ 1 defina r′ = r − qj. Assim r′ =
a+ x1q1 + · · ·+ xj−1qj−1 + (xj − 1)qj + · · ·+ xnqn, logo por hipo´tese de induc¸a˜o
φ(r′) = φ(a+ x1q1 + · · ·+ xj−1qj−1 + (xj − 1)qj + · · ·+ xnqn)
= a′ + x1q′1 + · · ·+ xj−1q′j−1 + (xj − 1)q′j + · · ·+ xnq′n
Observe que a, r, r′, a+ qj ∈ A, e r + a = r′ + a+ qj da´ı
φ(r) + φ(a) = φ(r′) + φ(a+ qj)
= φ(r′) + φ(a+ qj)− φ(a)
= φ(r′) + q′j
= a′ + x1q′1 + · · ·+ xnq′n
Assim, B = A′ e´ uma P.A. n-dimensional. E como φ e´ uma bijec¸a˜o e A e´ pro´pria,
l(A) = |A| = |B|. Logo B e´ pro´pria. A rec´ıproca e´ provada de maneira ana´loga.
Lema 3.23 (Ruzsa). Sejam A um subconjunto finito na˜o vazio de nu´meros inteiros e
h ≥ 2 um inteiro. Enta˜o, para qualquer m ≥ |hA − hA| existe A′ ⊂ A com |A′| ≥ |A|/h
tal que, A′ e´ Freiman h-isomorfo a` um subconjunto de Zm = Z/mZ.
Demonstrac¸a˜o. Seja p um primo maior que o maxhA−minhA. Para cada d ∈
(hA − hA)\{0}, temos p - d. Caso contra´rio p na˜o seria maior que maxhA − minhA.
Temos ainda que
|{q ∈ [1, p− 1] : m | {dq}p}| = |{r ∈ [1, p− 1] : m | r}| ≤ p− 1
m
.
Onde {a}p e´ o menor inteiro na˜o negativo congruente a` a mo´dulo p. Assim,
|{q ∈ [1, p− 1] : m | {dq}ppara algum d ∈ (hA− hA)\{0}}| < |hA− hA|(p− 1)
m
≤ p− 1.
E, portanto existe q ∈ [1, p− 1], tal que m - {dq}p para todo d ∈ (hA− hA)\{0}.
Defina φ : Z→ Zm por φ(x) = {qx}p +mZ. Para j = 1, . . . , h seja
Sj =
{
x ∈ A : j − 1
h












Sj| = |A|, enta˜o para algum 1 ≤ j ≤ h teˆm-se |Sj| ≥ |A|/h.








Tome A′ = Sj. Sejam a1, . . . , ah ∈ A′, como
j − 1
h




{qa1}p + · · ·+ {qah}p = (j − 1)p+ {q(a1 + · · ·+ ah)}p
Da´ı
{qa1}p + · · ·+ {qah}p +mZ = (j − 1)p+ {q(a1 + · · ·+ ah)}p +mZ
Logo,
φ(a1) + · · ·+ φ(ah) = (j − 1)p+ {q(a1 + · · ·+ ah)}p +mZ.
Se a′1, . . . , a
′
h ∈ A′ e {q(a1 + · · ·+ ah)}p ≥ {q(a′1 + · · ·+ a′h)}p, enta˜o
φ(a1) + · · ·+ φ(ah) = φ(a′1) + · · ·+ φ(a′h)⇔
{q(a1 + · · ·+ ah − a′1 − · · · − a′h)}p = {q(a1 + · · ·+ ah)}p − {q(a′1 − · · · − a′h)}p ∈ mZ
⇔ a1 + · · ·+ ah − a′1 − · · · − a′h = 0.
Portanto a restric¸a˜o de φ em A′ e´ um h-isomorfismo de Freiman, isto e´, A′ e´ Freiman
h-isomorfo a` um subconjunto de Zm
Enfim, estamos aptos para demonstrarmos o Teorema de Freima-Ruzsa.
3.3.1 Demonstrac¸a˜o Freiman-Ruzsa
Demonstrac¸a˜o. Observe que |A + B| ≥ |A|, o que implica em c ≥ 1. Pelo Teorema de
Plunnecke-Ruzsa, |B −B| ≤ c2|A| e |8B − 8B| ≤ c16|A|
Considere p primo, p ∈ (c16|A|, 2c16|A|).




B′ e´ Freiman 8-isomorfo a` um subconjunto S de Zp



























⊂ 2S − 2S
Pelo lema obtido pelo segundo Teorema de Minkowski, existe uma P.A Q′ ⊂ Zp, tal que,
Q′ ⊂ Bp
(











Seja φ : B′ → S o h-isomorfismo de Freiman garantido pelo Lema de Ruzsa. Assim, para
a, b, c, d, a′, b′, c′, d′ ∈ B′ teˆm-se
φ(a) + φ(b)− φ(c)− φ(d) = φ(a′) + φ(b′)− φ(c′)− φ(d′)
⇔ φ(a) + φ(b) + φ(c′) + φ(d′) + 4φ(a)
= φ(a′) + φ(b′) + φ(c) + φ(d) + 4φ(a)
⇔ a+ b+ c′ + d′ + 4a = a′ + b′ + c+ d+ 4a
⇔ a+ b− c− d = a′ + b′ − c′ − d′
Assim, podemos introduzir uma aplicac¸a˜o bem definida e sobrejetiva
ψ : 2B′ − 2B′ → 2S − 2S, por ψ(a + b − c − d) = φ(a) + φ(b) − φ(c) − φ(d) para todos
a, b, c, d ∈ B′.









ψ(a1 + a2 − a3 − a4) + ψ(b1 + b2 − b3 − b4)
= ψ(a′1 + a
′
2 − a′3 − a′4) + ψ(b′1 + b′2 − b′3 − b′4)
⇔ φ(a1) + φ(a2)− φ(a3)− φ(a4) + φ(b1) + φ(b2)− φ(b3)− φ(b4)
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= φ(a′1) + φ(a
′
2)− φ(a′3)− φ(a′4) + φ(b′1) + φ(b′2)− φ(b′3)− φ(b′4)
⇔ φ(a1) + φ(a2) + φ(b1) + φ(b2) + φ(a′3) + φ(a′4) + φ(b′3) + φ(b′4)






2) + φ(a3) + φ(a4) + φ(b3) + φ(b4)
⇔ a1 + a2 + b1 + b2a′3 + a′4 + b′3 + b′4






2a3 + a4 + b3 + b4
⇔ (a1 + a2 − a3 − a4) + (b1 + b2 − b3 − b4)
= (a′1 + a
′
2 − a′3 − a′4) + (b′1 + b′2 − b′3 − b′4)
Portanto ψ e´ um 2-isomorfismo de Freiman de 2B′ − 2B′ em 2S − 2S, e logo Q1 =
ψ−1(Q′) ⊂ 2B′ − 2B′ ⊂ 2B − 2B e´ tambe´m uma P.A. pro´pria n1-dimensional com







Seja B∗ = {b1, . . . , bn2} o subconjunto maximal de B tal que, b1 +Q1, . . . , bn2 +Q1 sejam











Para cada b ∈ B, existe 1 6 i 6 n2 tal que, (b+Q1) ∩ (bi +Q1) 6= ø e assim,
b ∈ bi +Q1 −Q1 ⊂ B ∗+Q1 −Q1 ⊂ Q2 +Q1 −Q1,
onde
Q2 = {δ1b1 + · · ·+ δn2bn2 : δ1, . . . , δn2 ∈ {0, 1}},
e´ uma P.A. n2-dimensional com l(Q2) = 2
n2 . Observe que Q1 − Q1 e´ tambe´m uma P.A
n1-dimensional. De fato, Como Q1 e´ uma P.A. n1-dimensional, podemos escreve-la como
Q1 = {a+ x1q1 + · · ·+ xn1qn1 : xi ∈ [0, li − 1]}
dessa forma,
Q1 −Q1 = {0 + (x1 − x′1)q1 + · · ·+ (xn1 − x′n1)qn1 : xi, x′i ∈ [0, li − 1]}.
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El(Q1 −Q1) = 2n1l1 . . . ln1 = 2n1l(Q1) = 2n1|Q1| 6 2n1|2B − 2B|
Pois Q1 ⊂ 2B − 2B. Pelo Teorema de Plunnecke-Ruzsa |2B − 2B| 6 c4|A|. Da´ı,
l(Q1 −Q1) 6 2n1|2B − 2B| 6 2n1c4|A|.
Assim, B esta´ contido em Q = Q2 +Q1 −Q1 uma P.A. n-dimensional com n = n1 + n2.
Com efeito,
Q2 +Q1 −Q1 = {δ1b1 + · · ·+ δn2bn2 : δ1, . . . , δn2 ∈ {0, 1}}
+{(x1 − x′1)q1 + · · ·+ (xn1 − x′n1)qn1 : xi, x′i ∈ [0, li − 1]}
= {δ1b1+· · ·+δn2bn2+(x1−x′1)q1+· · ·+(xn1−x′n1)qn1 : δ1, . . . , δn2 ∈ {0, 1} e xi, x′i ∈ [0, li−1]}.
Da´ı,
n = n1 + n2 6 28c32λ+ c−11(210c32λ)2
8c32λ
e
|Q| 6 l(Q) = l(Q2)l(Q1 −Q1) 6 2n22n1c4|A| = 2nc4|A|
Isso conclui a demonstrac¸a˜o.
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Cap´ıtulo 4
Aplicac¸o˜es do Teorema de Freiman
Para iniciarmos a apresentac¸a˜o das aplicac¸o˜es vamos relembrar o Teorema de Sze-
mere´di que foi enunciado no cap´ıtulo 2, para podermos mostrar um lema importante
na demonstrac¸a˜o da primeira aplicac¸a˜o do Teorema de Freiman. Seja 0 < δ < 1 e
t ∈ {3, 4, . . .}. Enta˜o existe l0(δ, t), tal que, se n > l0(δ, t) e A ⊂ [1, n], com |A| > δn,
enta˜o S conte´m uma P.A. de ordem t.
Lema 4.1. Seja δ > 0 e t ≥ 3. Se existe um inteiro l0(δ, t) tal que para Q uma P.A. de
tamanho l contida nos inteiros Z e um subconjunto B de Q com |B| ≥ δl e l ≥ l0(δ, t),
enta˜o B conte´m uma progressa˜o aritme´tica de tamanho t.
Demonstrac¸a˜o. Seja l0(δ, t) o inteiro determinando pelo Teorema de Szemere´di. Seja Q a
P.A. de tamanho l contida em Z dada por hipo´tese, existem elementos a e q 6= 0 em Z
tais que,
Q = {a+ xq : x ∈ [0, l − 1]}.
Considere
A = {x ∈ [0, l − 1] : a+ xq ∈ B}.
Enta˜o A ⊂ [0, l − 1] e |A| = |B| ≥ δl, assim pelo Teorema de Szemere´di A conte´m uma
P.A. de tamanho t, isto e´, existem a′ e q′ 6= 0 em Z, tais que a′ + q′y ∈ A para todo
y ∈ [0, t− 1].
Sejam a′′ = a+ a′q e q′′ = q′q, assim, q′′ 6= 0 . Da´ı,
a′′ + yq′′ = a+ (a′ + yq′)q ∈ B para y ∈ [0, t− 1]
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Logo, B conte´m uma P.A. de tamanho t.
Teorema 4.2 ( Primeira Aplicac¸a˜o do Teorema de Freiman). Seja c ≥ 2 e t > 3. Se
existe k0 = k0(c, t) tal que |A| > k0, para A ⊂ Z com |2A| 6 c|A|, enta˜o A conte´m uma
progressa˜o aritme´tica de tamanho pelo menos t.
Demonstrac¸a˜o. Seja |A| = k > k0(c, t). Pelo Teorema de Freiman A esta´ contida em uma
P.A. n-dimensional Q = {a + x1q1 + . . . xnqn : xi ∈ [0, li − 1], i = 1, . . . , n}, de tamanho
l(Q) = l1 . . . ln e |Q| 6 c′k onde n e c′ dependem apenas de c. Da´ı, existe l inteiro positivo
tal que l(Q) 6 lk, assim, l1 . . . ln 6 lk ⇒ k
l1 . . . ln
≥ ln
l
Assumiremos sem perda de generalidade que, l1 6 . . . 6 ln, e logo,
k = |A| 6 |Q| 6 l(Q) = l1 . . . ln 6 lnn
Dessa forma, ln > k1/n.
Seja Y = {y = (y1, . . . , yn−1) ∈ Zn−1 : yi ∈ [0, li − 1], i = 1, . . . , n − 1} Da´ı, |Y | =
l1 . . . ln−1. Seja Y = {y = (y1, . . . , yn−1) ∈ Zn−1 : yi ∈ [0, li − 1], i = 1, . . . , n − 1}. Assim,
|Y | = l1 . . . ln−1
Para cada y ∈ Y defina
L(y) = {a+ y1q1 + . . .+ yn−1qn−1 + xnqn : xn ∈ [0, ln − 1]}
uma progressa˜o aritme´tica de tamanho ln contida em Z.
4.1 Lema de Regularidade
Sejam A e B subconjuntos finitos, na˜o vazios de um grupo abeliano livre de torc¸a˜o, com
|A| = |B| = k. Para W ⊂ A×B, seja




Assim, se |S(A×B)| 6 ck enta˜o pelo Teorema de Freiman, A esta´ contida em uma P.A. n-
dimensional. Balog e Szemere´di mostraram um resultado tipo-Freiman para subconjuntos
longos em A×B. Este resultado e´ importante para no´s por nos permitir utilizar a primeira
aplicac¸a˜o do Teorema de Freiman. Dessa forma no´s apresentaremos alguns lemas para
conseguirmos provar o Teorema de Balog-Szemere´di, e um dos lemas importantes e´ o
Lema de Regularidade.
Definic¸a˜o 4.3. Seja G = G(V,E) um grafo na˜o direcionado, com V finito e E um
conjunto de arestas e = {v, v′} , com v, v′ ∈ V na˜o necessariamente distintos. Uma aresta
e e´ adjacente a` v se v ∈ e. O grau de um ve´rtice v e´ o nu´mero de arestas adjacentes
a v.Se A e B sa˜o subconjuntos de V , denotamos por e(A,B) o nu´mero de arestas com
um ponto final em A e outro em B. Se A e B sa˜o disjuntos e na˜o vazios, definimos a




Como 0 6 e(A,B) 6 |A||B|, temos 0 6 d(A,B) 6 1.
Para chegarmos ao Lema de Regularidade, precisaremos passar por alguns lemas.
Lema 4.4. Seja G = G(V,E) um grafo e sejam A e B subconjuntos disjuntos na˜o vazios
de V . Se A′ ⊂ A e B′ ⊂ B satisfazendo
|A′| > (1− δ)|A|,
|B′| > (1− δ)|B|,
onde, 0 < δ < 1, enta˜o
|d(A,B)− d(A′, B′)| 6 2δ
(1− δ)2
|d(A,B)2 − d(A′, B′)2| 6 4δ
(1− δ)2
Em particular, se δ 6 1
2
, enta˜o
|d(A,B)− d(A′, B′)| 6 8δ,
|d(A,B)2 − d(A′, B′)2| 6 16δ.
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Demonstrac¸a˜o. Seja A′′ = A\A′ e B′′ = B\B′. Enta˜o |A′′| = |A| − |A′| 6 δ|A| e |B′′| 6
δ|B| e
e(A,B) = e(A′, B′) + e(A′, B′′) + e(A′′, B′) + e(A′′, B′′)
= e(A′, B′) + e(A′, B′′) + e(A′′, B)
6 e(A′, B′) + e(A,B′′) + e(A′′, B)
6 e(A′, B′) + |A||B′′|+ |A′′||B|
6 e(A′, B′) + 2δ|A||B|.






|A||B| + 2δ 6
e(A′, B′)
|A′||B′| + 2δ
= d(A′, B′) + 2δ 6 d(A′, B′) + 2δ
(1− δ)2 ,
consequentemente,













d(A′, B′)− d(A,B) 6 d(A,B)
(
1
(1− δ)2 − 1
)
6 1
(1− δ)2 − 1 =









|d(A,B)2 − d(A′, B′)2| = |d(A,B) + d(A′, B′)||d(A,B)− d(A′, B′)|
6 2|d(A,B)− d(A′, B′)|
4δ
(1− δ)2 .




(1− δ)2 6 4. Isso completa a demonstrac¸a˜o.











































Demonstrac¸a˜o. Seja S1(n) =
n∑
i=1
xi e S2(n) =
n∑
i=1























































































































































E a segunda desigualdade esta´ provada.












|Ai| = a > 1 disjuntos,
para i = 1, . . . , q
|Bj| = b > 1, disjuntos,
para j = 1, . . . , r e
Ai ∩Bj = ø








2 > d(A,B)2. (4.3)
Seja 0 < θ < 1, e sejam q′, r′ inteiros tais que 0 < θq 6 q′ < q e 0 < θr 6 r′ < r.










2 > d(A,B)2 + θ2(d(A,B)− d(A′, B′))2. (4.4)
Demonstrac¸a˜o. Como os A′is e B
′
js sa˜o disjuntos e |Ai| = a, |Bj| = b temos |A| = aq e


























































= d(A,B)− d(A′, B′).
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Isso prova a primeira desigualdade.
As condic¸o˜es q′ > θq e r′ > θr implicam em
q′r′
qr − q′r′ >
qrθ2
qr − q′r′ > θ
2.





















> d(A,B)2 + θ2∆2
= d(A,B)2 + θ2(d(A,B)− d(A′, B′))2.
Isso completa a demonstrac¸a˜o.
Seja G = G(V,E) um grafo, e seja P uma partic¸a˜o do conjunto V em m+ 1 conjuntos
C0, C1, . . . , Cm. A partic¸a˜o P e´ dita equitativa se tivermos |Cs| = |Ct| para todos 1 6
s < t 6 m. O Conjunto C0 e´ chamado de conjunto excepcional da partic¸a˜o. Definimos a






Observe que teˆm m(m − 1)/2 parcelas no somato´rio, e cada parcela satisfaz 0 6
d(Cs, Ct) 6 1. Segue que
0 6 d(P) < 1
2
.
Sejam A e B subconjuntos na˜o vazios, disjuntos do conjunto de ve´rtices V . Para ε > 0
o par (A,B) e´ dito ε-regular se as condic¸o˜es
X ⊂ A, |X| > ε|A|
55
eY ⊂ B, |Y | > ε|B|
Implicarem em
|d(A,B)− d(X, Y )| < ε.
Uma partic¸a˜o equitativa V em m+ 1 conjuntos dois-a-dois disjuntos C0, C1, . . . , Cm e´
ε-regular desde que
|C0| 6 ε|V |
e se cada par (Cs, Ct) e´ ε-regular para no ma´ximo εm
2 pares (Cs, Ct) com 1 6 s < t 6 m.
O pro´ximo lema e´ de fundamental importaˆncia na prova do Lema de Regularidade.
Lema 4.7. Seja 0 < ε < 1 e um inteiro m satisfazendo
4m > 210ε−5.
Seja G = G(V,E) um grafo com k ve´rtices, e seja P uma partic¸a˜o equitativa de V em
m+ 1 classes C0, C1, . . . , Cm tais que
|Cs| > 42m
para s = 1, . . . ,m. Se o ´nu´mero de pares ε-irregulares (Cs, Ct) com 1 6 s < t 6 m. e´
maior que εm2, enta˜o existe uma partic¸a˜o equitativa P ′ de V em m4m+1 classes tais que




e a partic¸a˜o P ′ satisfaz




Teorema 4.8 (O Lema de Regularidade). Seja 0 < ε < 1e m′ > 1. Existem nu´meros
K = K(ε,m′) e M = M(ε,m′) tais que, se G = G(V,E) e´ um grafo com |V | > K
ve´rtices, enta˜o existe uma partic¸a˜o ε-regular de V .
Demonstrac¸a˜o. Dado t′ = [16ε−5]. Construiremos uma sequeˆncia m0,m1,m2, . . . de intei-








para t = 0, 1, 2, . . . No´s definimos M e K por
M = M(ε,m′) = mt′
e
K = K(ε,m′) = max{2m0/ε,mt′16mt′/(1− ε)}.
Seja G = G(V,E) um grafo com |V | = k > K. Seja T um conjunto de inteiros na˜o






e que o conjunto excepcional C0 tenha cardinalidade
|C0| < εk(1− 2−t−1) (4.6)
Considere uma partic¸a˜o P′ de V consistindo de m0 conjuntos dois-a-dois disjuntos de
tamanho [k/m0], juntamente com o conjunto excepcional C0 de cardinalidade menor que
m0. Enta˜o
|C0| < m0 = εK/2 6 εk/2 = εk(1− 1/2).
Como d(P′) > 0, segue que t = 0 satisfaz as condic¸o˜es 4.5 e 4.6. Assim, 0 ∈ T . Ale´m
disso d(P) < 1/2, se t satisfaz a condic¸a˜o 4.5, enta˜o
t 6 t′ = [16ε−5].
Segue que a condic¸a˜o 4.5 e´ satisfeita para uma quantidade finita de inteiros positivos.
Assim o conjunto T e´ finito e existem um maior inteiro t 6 t′ satisfazendo 4.5 e 4.6 para
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alguma partic¸a˜o P de V em m+ 1 conjuntos. Seja P = {C0, C1, . . . , Cm}. Enta˜o









para s = 1, . . . ,mt e 4
mt > 4m0 > 210ε−5.
Como o conjunto excepcional de P satisfaz |C0| < εk, segue que, se a partic¸a˜o P e´ na˜o
ε-regular enta˜o o nu´mero de pares (Cs, Ct) e´ no ma´ximo εm
2. Pelo Lema 4.7 temos que
existe uma partic¸a˜o equitativa P ′ de V em mt4mt + 1 = mt+1 + 1 conjuntos tais que
d(P ′) > d(P) + ε5/32 > (t+ 1)ε5/32
e o conjunto excepcional C ′0 de P ′ satisfaz
|C ′0| < |C0|+ k/4mt
< εk(1− 2−t−1) + k/4mt
6 εk(1− 2−t−1 + ε−14−mt)
6 εk(1− 2−t−1 + ε−14−m0)
6 εk(1− 2−t−1 + 2−t′−2)
6 εk(1− 2−t−1 + 2−t−2)
6 εk(1− 2−t−1).
Isso implica que t + 1 satisfaz as condic¸o˜es 4.5 e 4.6 o que contra´ria a ma´ximalidade
de t. Portanto P e´ ε-regular.
Teorema 4.9 (Balog-Szemere´di). Sejam δ, σ, λ e µ nu´meros reais positivos. Existem
nu´meros positivos c′1, c
′
2 e K dependendo de δ, σ, λ e µ com a propriedade de que se A e
B forem subconjuntos de um grupo abeliano com
λk 6 |A| 6 µk
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eλk 6 |B| 6 µk.
para W um subconjunto de A×B e´ tal que
|W | > δk 2
e
S = S(W ) = {a+ b : (a, b) ∈ W}
satisfaz
|S| 6 σk.






onde c = c′2/c
′
1.
Teorema 4.10 ( Segunda Aplicac¸a˜o Teorema de Freiman). Seja δ > 0 e t ≥ 3. Existe um
inteiro k1(δ, t) tal que se A e´ um subconjunto de nu´meros inteiros com |A| = k ≥ k1(δ, t) e
A conte´m pelo menos δk2 progresso˜es aritme´ticas com treˆs termos, enta˜o A conte´m uma
P.A. de tamanho t.
Demonstrac¸a˜o. Seja A um conjunto de k inteiros, e seja
{{ai, bi, ci} : i ∈ I}
uma famı´lia de progresso˜es aritme´ticas de treˆs termos em A, onde I e´ um conjunto de
ı´ndices com |I| > δk2. Da´ı,
|{{ai, bi, ci} : i ∈ I}| = |I| > δk2
59
E bi − ai = ci − bi > 0 o que implica em
ai + ci = 2bi
para i ∈ I, definimos
W = {(ai, ci) : i ∈ A}
Enta˜o,
|W | = |I| > δk2.
Considere,
S(W ) = {ai + ci = 2bi : (ai, ci) ∈ W}
= {2bi : i ∈ I}
⊂ {2b : b ∈ A}
= 2 ∗ A.
Segue que
|S(W )| 6 |2 ∗ A| = k.
Aplicando o Teorema 4.9 para A = B, λ = µ = σ = 1. Se k > K = K(δ), enta˜o
existe um conjunto A′ ⊂ A tal que |A′| > c′1k e |2A′| > c|A′|, onde c depende apenas de
δ. E pelo Teorema 4.2, se c′1k > k0(c, t), enta˜o A′ conte´m uma progressa˜o aritme´tica de
tamanho t. Isso conclui a demonstrac¸a˜o.
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