Karst aquifers are highly productive groundwater systems often associated with conduit flow. These systems can be highly vulnerable to contamination, resulting in a high potential for contaminant exposure to humans and ecosystems. This work develops statistical models to spatially characterize flow and transport patterns in karstified limestone and determines the effect of aquifer flow rates on these patterns. A laboratory-scale Geo-HydroBed model is used to simulate flow and transport processes in a karstic limestone unit. The model consists of stainless steel tanks containing a karstified limestone block collected from a karst aquifer formation in northern Puerto Rico. Experimental work involves making a series of flow and tracer injections, while monitoring hydraulic and tracer response spatially and temporally. Statistical mixed models (SMMs) are applied to hydraulic data to determine likely pathways of preferential flow in the limestone units. The models indicate a highly heterogeneous system with dominant, flowdependent preferential flow regions. Results indicate that regions of preferential flow tend to expand at higher groundwater flow rates, suggesting a greater volume of the system being flushed by flowing water at higher rates. Spatial and temporal distribution of tracer concentrations indicates the presence of conduit-like and diffuse flow transport in the system, supporting the notion of both combined transport mechanisms in the limestone unit. The temporal response of tracer concentrations at different locations in the model coincide with, and confirms the preferential flow distribution generated with the SMMs used in the study.
Introduction
Karst groundwater systems develop in soluble rocks, such as limestone and dolomites, and are characterized by well-developed conduit porosity and high permeability zones. These characteristics make karst aquifers highly productive and important fresh water resources for human consumption and ecological integrity of streams, wetlands, and coastal zones. Karst areas occupy large areas of the planet's ice-free continental areas (∼20%) and provide roughly 20 to 25% of the global population water needs (Ford and Williams 2007) . The same characteristics that make karst aquifers highly productive, make them highly vulnerable to contamination (Green et al. 2006; Göppert and Goldscheider 2008) , and impart an enormous capacity to convey contaminants from sources to potential exposure zones. As a result, karst aquifers serve as an important route for contaminant's exposure to humans and wildlife.
Karst terrains are characterized by well-developed conduit porosity, but flow in these systems may occur through fractures, conduits, and the rock matrix (Martin and Dean 2001; White 2002) . Differences in flow capacity through these regions give rise to a spectrum of flow modes, which range from diffuse to conduit flow. It has been widely accepted that flow in karst aquifers is mostly concentrated in conduits, while most water is stored in the rock matrix (Martin and Dean 2001) . This is certainly the case for many telogenetic aquifers, which have been developed in rocks that are exposed after porosity reduction of burial diagenesis (Vacher and Mylroie 2002) . These aquifers are characterized by dense, low-porosity rocks with a well-developed conduit network (Vacher and Mylroie 2002; Bailly-Comte et al. 2010) and are mostly associated with continental karst (Vacher and Mylroie 2002) , such as those found in southern France, Germany, and Kentucky, USA. In less diagenetically altered carbonate rocks that have significantly greater primary porosity and permeability, aquifers may have significant flow components through the rock matrix. As a result, both conduit and matrix flow could contribute to flow in these carbonate aquifers. This is the particular case of karst aquifers that occur in eogenetic systems, which have developed in carbonate rocks that have not undergone deep burial and are under active meteoritic diagenesis (Vacher and Mylroie 2002) . Eogenetic karst aquifers are widely distributed near the warm, low-latitude environments and include (1) karst islands, such as Bahamas, Bermuda, Barbados, and Guam; and (2) karst formations in larger islands, such as Puerto Rico and Jamaica, and continental settings, and such as those found in the Floridan, Yucatan, and Edwards aquifers (Mylroie 2001; Vacher and Mylroie 2002; Screaton et al. 2004; Mylroie and Mylroie 2007) .
Transport of contaminants in karst groundwater occurs in complex pathways and is influenced by the porosity character of the media, which controls and affects hydraulic gradients, velocities, storage capacity, and advective-dispersive, sorptive, and reactive processes (Field and Pinsky 2000) . Conduit-flow-dominated systems tend to convey solutes rapidly through the system without much attenuation. For instance, tracer tests conducted in highly karstified system in the Gallusquelle catchment in southwest Germany (Geyer et al. 2007 ) and the Austro-German Alps (Göppert and Goldscheider 2008) exhibit rapid transport through conduits with temporal concentration distributions that are highly dominated by advective transport. Diffuse-flow systems, on the other hand, can cause significant solute retardation and slow movement. These two mechanisms represent end members of a wide spectrum of conditions found in karst areas, and often a combination of conduit-and diffuseflow mechanisms is encountered (Martin and Dean 2001; White 2002; Screaton et al. 2004; Bailly-Comte et al. 2010) , where both flow mechanisms can control the fate and transport of contaminants. Combined conduit-and diffuse-flow transport mechanisms occur over a wide range of hydrogeological systems and flow conditions (Mylroie 2001; Vacher and Mylroie 2002; White 2002; Screaton et al. 2004; Mylroie and Mylroie 2007) , but are closely associated with karst systems with high matrix permeability, such as those found in eogenetic carbonate aquifers of northern Puerto Rico (Renken et al. 2002; White 2002 ) and southern Florida (USA). In such systems, conduits can concentrate water and contaminants from direct sources and/or diffuse flow and convey them rapidly to discharge points at springs and wells. They can also convey contaminants to "trapping" diffuse flow zones of low permeability, slow flow, and high contaminant storage capacity, thereby resulting in long-term storage and source of contamination. Historical assessment of groundwater contamination in the northern karst aquifers of Puerto Rico has indeed shown significant contaminant distribution beyond the demarked sources of contamination and a strong capacity of the karst groundwater system to store and slowly release contamination (Padilla et al. 2011) . Tracer tests conducted in the Biscayne aquifer of southern Florida have shown rapid breakthrough of solutes moving through touching-vug flow zones, and high degree of solute tailing associated with slower advection and chemical diffusion in the rock matrix Shapiro et al. 2008) .
The interaction and relative flow rates of water and solutes in conduits and the rock matrix in karst aquifers lead to complex flow-dependent transport behavior Screaton et al. 2004; Bailly-Comte et al. 2010) . During times of rapid groundwater recharge, increased pressure heads in conduits can force water and solutes into adjacent pores and fissures (White 1999; Bailly-Comte et al. 2010) . As groundwater flow and pressure heads decrease after recharge events, contaminants stored in fractures and rock matrix may migrate through diffuse transport into the conduits, resulting in slow release and long-term source of contaminants. The bidirectional exchange of water and solutes between conduits and matrix porosity is particularly important for eogenetic karst aquifers having high matrix permeability, and has been shown to occur in the aquifers of northcentral Florida, USA (Screaton et al. 2004; Bailly-Comte et al. 2010) , as well as in several laboratory-scale karst models (Florea and Wicks 2001; Li 2004; Faulker 2008) .
Assessment of potential exposure risk requires knowledge of the fate and transport processes controlling the temporal and spatial paths of contaminants in the system. It is particularly important to know characteristics associated with conduit and preferential flow regions in dual porosity systems, such as those found in many karst environments. These characteristics impart great control on the flow, transport and, storage dynamics of the system (Dreiss 1989; Einsiedl 2005) .
Much of the fate and transport work conducted in karst systems has focused on simplified conceptual models (Wolfe et al. 1997; Loop and White 2001; Vesper et al. 2001; Wolfe and Haugh 2001; Li 2004 ). Owing to their high complexity, only a few transport models have been developed for karst aquifers (Clemens et al. 1996; Field 1997; Teutsch and Sauter 1998; Lapcevic et al. 1999; Scanlon et al. 2003; Sauter et al. 2006; Kovacs and Sauter 2007; Reimann and Hill 2009 ). Many of these models are limited by very simplifying assumptions or by lack of information of subsurface characteristics. There is, therefore, a need to develop technologies that can provide geometric and subsurface characteristics for modeling purposes (Field and Nash 1997; Birk et al. 2006) , particularly for karst aquifers in which flow and transport is influenced by conduit and matrix porosity.
Statistical methods are useful for estimating hydrogeologic and hydraulic characteristics when it is not possible to obtain sufficient spatial data (Hill 2008) . Different statistical models have been applied in karst regions to describe distribution and geometries of caves (Curl 1999) , estimate secondary porosity (Mace et al. 2005) , and simulate conduit enlargement (Jaquet et al. 2004) . A need, however, exists to develop statistical models that can be applied to locate and characterize regions of preferential flow in karst systems. Because regions of preferential flow in these systems are influenced by anisotropic pore or conduit connectivity, the models must rely on the development of spatial autocorrelation functions that incorporate directional components. Statistical mixed models (SMMs) have been used to integrate distance functions and anisotropy in stream networks (Peterson and Ver Hoef 2010) and geostatistical models (Schabenberger and Gotway 2005) . SMMs, however, have not been applied to define autocorrelation structures that relate to flow patterns in karst groundwater systems.
The main objectives of this work are to (1) develop statistical treatments that can spatially characterize flow and transport patterns in karstified limestone having high matrix permeability and conduit porosity; and (2) determine the effect of aquifer flow rates on these patterns. SMMs are applied to hydraulic and tracer data to characterize the location, geometry, and transport patterns of preferential flow regions in a laboratory-scale physical model developed to simulate flow and transport processes in karstic environments. Initial hydraulic characterization indicates a highly heterogeneous system with strong preferential flow components that vary with flow regimes.
Materials and Methods
Saturated flow and transport experiments were conducted in a 2D Geo-HydroBed (GHB) physical model packed with a limestone block. The design of the GHB model allows conducting experiments that can be used to characterize preferential flow regions (presented in this work) and hydraulic properties of the media. The GHB model can also simulate fate and transport processes in karst systems that could not be done at the field scale because of limitations on data resolution (i.e., not enough data in space and time) and the inability to conduct transport experiments in the field using hazardous contaminants. In this regards, the GHB model can be used to study fundamental processes affecting the fate and transport of aqueous and nonaqueous phase contaminants.
Once understood at the laboratory-scale level, these processes can be assessed at the field scale using available data of limited resolution. Other laboratory-scale "karst" flow models have been developed and used to simulate the exchange of water and pollutants between a conduit and the adjacent matrix porosity and provide data that can be used in calibrating numerical models (Florea and Wicks 2001; Li 2004; Faulker 2008 ). These models, however, have simulated karst systems as a collection of conduit networks built along ceramic plates (Florea and Wicks 2001) or as a single built conduit surrounded by unconsolidated porous medium represented by glass beads (Li 2004; Faulker 2008) . Unlike the research presented in this work, none of the previously documented laboratory-scale models used actual limestone medium characterized by real conduits and matrix porosity.
Experiments involve injecting water and tracers into the GHB model and monitoring the pressure, flow rates, and concentration response spatially and temporally. SMMs are applied to develop the best spatial autocorrelation structure (SACS) that represents the response of the system. This structure is used to estimate preferential flow and transport regions under different flow regimes.
Geo-HydroBed Physical Model
The GHB consists of a stainless steel tank (20-cm deep, 20-cm wide, and 102-cm long), packed with a limestone block ( Figure 1 ) having dimensions of 15 cm × 15 cm × 76 cm. The limestone block ( Figure 1a ) was collected from the outcrop area of the Aymamon Limestone, which is the most exposed limestone formation in the shallow karst aquifer of northern Puerto Rico. Groundwater flow in this formation is controlled by matrix and secondary porosity (Giusti 1978) . The GHB tank is divided into three chambers ( main chamber (77 cm) holding the limestone block; and a discharge-capture chamber (20 cm) at the downstream face of the limestone. The later chamber is designed to collect dissolved and nonaqueous phase liquids (such as trichloroethylene, phthalates, and tracers) exiting the limestone. A stainless steel porous plate (Mott Corporation, Farmington, Connecticut) with an average pore size of 100 μm separates the upstream and limestone chambers. The upstream mixing chamber has ports to monitor water pressure and solute concentration at the upstream boundary of the model. The limestone block is wrapped with a nylon mesh cloth (average bubbling pressure of 30 mb, Soil Measurements, AZ; Figure 1d ) and placed into the stainless steel tank. The bottom, top, and lateral faces of the limestone block are sealed with a layer of bentonite clay (∼2.5 cm thick) to establish no-flow boundaries and prevent preferential flow along the boundary contacts of the GHB. Crushed limestone (average size 0.3 cm) is placed between the porous plate and the upstream limestone face to diffuse flow evenly across the inlet boundary. Fifteen sampling/injection ports are installed in the limestone to serve as water injection points and monitor temporal and spatial water pressures and solute concentrations ( Figure 1d ). The samplers consist of stainless steel tubes (1 cm in diameter, 20-cm long) with an 11-cm perforated zone. They are inserted through horizontal boreholes drilled 11 cm into the limestone. Samplers are distributed in three layers located 0, 5, and 10 cm from the bottom of the limestone block. Each layer contains five ports located at 13, 25, 38, 51, and 64 cm from the upstream limestone face. Every sampler is coupled to a digital pressure sensor (PC256GW, Honeywell), and a sampling valve. Pressure sensors are connected to a data acquisition system controlled by a computer and a data logger (model CR 5000, Campbell Science, Logan, Utah).
The GHB tank is connected upstream to two feeder tanks that supply water to the model ( Figure 2 ). The feeder tanks are connected to a 4 m 3 stainless steel storage tank that receives water from a groundwater well located at the University of Puerto Rico, Mayagüez. Measured water quality parameters (pH, Ca +2 , Mg +2 ,
in the well water show general geochemical characteristics similar to those found in the northern coast of Puerto Rico (Giusti 1978; Zack et al. 1987) . The storage tank is equipped with a primary disinfection system comprised of ultraviolet light lamps (75 W/m 2 output, emitting at wavelengths of 320 nm). The outlet of the GHB tank discharges into a waste storage tank.
Experimental Method
Flow and transport experiments are conducted in the GHB model to determine the effect of different flow regimes on the preferential flow patterns in the limestone model. The experiments involve establishing steady-state background flow under confined conditions, in which the limestone unit was completely saturated and subjected to constant pressurized conditions at the inflow and outflow boundaries of the GHB. Experiments are conducted under low (2.5 mL/min), medium (375 mL/min), and high (750 mL/min) background flow conditions. The range of water flux (flow per unit area) used in the experiments (1.79 × 10 −4 − 5.38 × 10 −2 cm/s) includes one value within the average maximum and minimum estimates (4.23 × 10 −6 − 2.94 × 10 −3 cm/s) reported by Giusti (1978) for the Aymamon Limestone and two values beyond these estimates.
Flow experiments are conducted by injecting a pulse of water into the steady background flow through a lateral sampling/injection port while monitoring pressure response in all ports. Water is injected under a constant head condition for 10 min, followed by a recovery period of 20 min. Temporal measurements indicate that these periods are sufficient to attain constant pressures in the system. The injection/recovery process is repeated in all sampling/injection ports, and the changes in water pressures recorded and related to hydraulic response.
Transport experiments are conducted to assess the transport behavior of dissolved tracers along the different flow regions in the GHB. They involve injecting a 20 mM CaCl 2 solution into the head waters of the GHB model for 3 h, followed by a flushing period of 6 h. Samples are taken from the sampling ports at different times throughout the experiment and analyzed for chloride concentrations using a chloride combination ion selective electrode (Accumet, Fisher Scientific). The measured data are used to generate temporal concentration distributions or breakthrough curves (BTCs) and spatial distributions of Cl − concentrations.
Data Analysis
Preferential flow paths are extracted from hydraulic response and injection volume data. The general method applied to characterize probable regions of preferential flow is summarized in Figure 3 , and involves (1) estimating the Probability of Hydraulic Response Index (PHRI; defined below) for each sampler from pressure response ( Figure 3a and 3b) ; (2) developing the experimental semivariogram of PHRI ( Figure 3c) ; (3) applying SMMs to estimate the best SACS that represents the variability and anisotropy of the system and develop theoretical semivariograms ( Figure 3c) ; (4) building the spatial distribution of the probability for hydraulic response (Figure 3d ) and injected volumes ( Figure 3e) ; (5) estimating the distribution of weighted injection volumes ( Figure 3f) ; and (6) applying an analysis terrain filter to extract the preferential flow paths (Figure 3g) .
The PHRI, which is estimated for each port, is the ratio of all positive pressure responses at one port (number of times that the water pressure increases at the port due the water injection in other ports) to the total number of possibilities. This ratio is independent of the magnitude of the pressure response. Since there are 15 total ports in the GHB model, but one port is being used for the injection, there are 14 total possible responses. The PHRI is used to provide information on the degree of spatial interconnection and anisotropy (level of interconnection as a function of direction) of the system.
Experimental semivariograms of PHRI data are developed using SAS TM statistical software version 9.1.2.
They describe the spatial autocorrelation of the hydraulic response at measured sample points, and reflect the statistical measure of dependency between the values. For anisotropic systems, the spatial autocorrelation is described by the variance and covariance of the data as a function of lag distance (h) and separation angle (θ ). In the case of the karstified limestone model, it is assumed that hydraulic response is autocorrelated for near pairs in the direction of conduit-, diffuse-, or no-flow, whichever applies. Spatial autocorrelation is related to the semivariance (γ (θ , h)), which becomes a semivariogram when plotted as a function of h. Key features of the semivariogram include the nugget effect, scale, sill, and range (Littell et al. 2006; Golden Software Inc. 2002; Sherman 2011) : the nugget is the semivariance at h = 0, and quantifies the sampling and assaying error at the short scale; the scale is the vertical component of the variogram which shows increasing semivariance with increasing lag distance; the sill is the value at which the semivariance plateaus at high h, and includes nugget and scale vertical components; and the range is the distance (or value of h) at which the semivariogram reaches the sill.
As the semivariance estimates are subjected to sampling error, they fluctuate from point to point, and it is best to fit a model that could describe the semivariogram continuously (Oliver 2010) and generate a continuous distribution of the spatial data. Several distance-function models can be applied to describe variograms, including spherical, exponential, linear, Gaussian, wave, quadratic, logarithmic, power, cubic, and pentaspherical (Golden Software Inc. 2002; Sherman 2011) . Best-fit models are used to generate the best SACS that represents the variability and anisotropy of the system. This work applies SMMs to the PHRI data to determine the best SACS, generate the theoretical variogram of the system (Figure 3c) , and develop the spatial distribution of probabilistic hydraulic response from model-based predicted values in space (Figure 3d ). SMMs are used because they allow us to handle uncertainty in the statistical model of spatial variability (Oliver 2010) and incorporate anisotropy variables in the optimization process.
SMMs are described by:
where the vector Y contains observations of our target variable (PHRI), X and Z are design matrices for the fixed and random effects, respectively, the vector β contains the fixed-effect coefficients, the μ vector is a spatially correlated random variable containing random effect coefficients, and e incorporates errors that are independent of random errors. SMMs assume a normal distribution of the random effects, a mean of zero and a constant variance. Autocorrelation can be found in G, the covariance matrix of random model effects u and in R, the covariance matrix of the model errors (Littell et al. 2006) . This work applies the R-side approach, which adds the nugget effect to var [e], resulting in covariance models with the general form:
where σ 2 is the variance of measurement and model errors, σ 2 1 is the variance of the nugget effect, and f (d ij ) is a distance function obtained from the spatial covariance and semivariance((γ (θ , h)) models.
SMMs apply different SCAS to generate the theoretical semivariogram that best fits the experimental semivariogram data of the PHRI (Figure 3c ). A total of 42 statistical models are analyzed using SAS TM statistical software version 9.1.2. The statistical models vary on the SACS (i.e., distance function model applied), nugget effect (with or without nugget effects), and the type of kriging (ordinary vs. universal) used to infer values at unobserved locations. The SACS applied include exponential, anisotropic exponential, 2D exponential geometrically anisotropic, Gaussian, 2D Gaussian geometrically anisotropic, spherical, and 2D spherical geometrically anisotropic structures (SAS Software Inc. 2008). The external drift applied for universal kriging relates to the magnitude of pressure changes in the system. Selection of the SACS is based on model similarity to experimental variance, ability of statistical lengths to represent physical dimensions, and ability of the model to meet Akaike's Information Criteria (AIC) and Bayesian Information Criteria (BIC) (Burnham and Anderson 2004). Once the best spatial structure is obtained, the theoretical semivariogram is built and incorporated in the SMM (Figure 3c ) to generate the 2D spatial distribution of the probabilistic hydraulic response (PHRD; Figure 3d ).
The PHRD is used in conjunction with the spatial distribution of injected volumes (IVD; Figure 3e ) to generate the weighted injected volume distribution (WIVD) model (Figure 3f ). The IVD is generated through ordinary kriging of the experimental injected volumes, which reflect the capacity of the limestone to transmit water under given flow conditions and are influenced by pore/conduit connectivity, geometry, permeability, and characteristics of preferential flow paths. The WIVD is calculated as the spatial product of the PHRD and IVD and generated using a kriging grid of 21 × 100 cells (0.76 cm × 0.76 cm cells). It represents a weighted fraction of the injected volume that is influenced by the probability of hydraulic response from/to other ports. Because the PHRD integrates system variability, spatial autocorrelation, and anisotropic components and the IVD integrates the spatial capacity and variability of the limestone to transmit water, it is assumed that the WIVD relates to preferential flow patterns in the limestone. Ridges of the WIVD surface response indicate a high probability of interconnected flow by a main or secondary flow network. An analysis terrain filter was applied to the WIVD using Surfer ® , V.8 (Golden Software) to identify the plane curvature on the WIVD map surface and extract the preferential flow paths (Figure 3g ).
Spatial distribution of Cl − concentrations at given times are generated through ordinary kriging using Surfer ® , V.8 (Golden Software). This distribution is compared to the spatial distribution of statistically generated preferential flow regions.
Results and Discussion
The PHRI values for the different sampling ports in the GHB model show spatial variability that tends to increase in most ports as a function of background flow (Table 1 ). An increase in PHRI with increasing flow rates results from higher hydraulic gradients. Ports showing lower PHRI at higher flow rates suggest the influence of nearby preferential flow paths. Although injected volumes also show spatial variability, they follow similar spatial patterns for different background flows (Figure 4) , varying from 2 to 12 L for low-flow conditions and from 2.3 to 12.5 L for high flow experiments. Total injected volumes, however, tend to decrease slightly (5.2%) with increasing background flow rates due to lower pressure differentials between the injection constant head and the hydraulic pressures within the GHB model.
Experimental Reproducibility
Comparison of results from experimental replicates (Table 1) indicates that 93% of all PHRI replicates vary by one or less port-response. A port-response is defined as the probability of having a port, other than the injection port, respond to the injection from any other port in the system. For the port scheme in the GHB model, one port-response equals 1/14 = 0.071. Difference among replicates of one or less port-response is indicative of high reproducibility in the system. Indeed, 73% of ports in low flow conditions and 60% of those in high flow conditions have identical PHRI values, and indicate good reproducibility (Table 1) . Injection volumes through the lateral ports indicate high reproducibility among experimental replicates and similar patterns for all flow conditions (Figure 4 ).
Spatial Autocorrelation Structure
Experimental semivariograms of the PHRI, such as the one shown in Figure 5 for a low-flow experiment, reflect the spatial variability and interconnection of the point data. Development of spatial distributions of hydraulic response, however, requires the use of a spatial function that can describe the data in a continuous space. This spatial function is integrated in the SACS and is generated by best fitting a model to the experimental semivariogram. Three SACS models best represent the experimental variance and statistical lengths of the physical system: (1) Gaussian, (2) Anisotropic exponential, and (3) Gaussian geometrically anisotropic. Ordinary kriging was the best fitting predictor in all models. Table 2 summarizes the main statistical parameters of these models. These three models yield the closest sill (σ 2 ) values to the experimental variance, which varies for the high (Exp. Var = 0.23), medium (Exp. Var = 0.35), and low (Exp. Var = 0.53) background flows. The nugget variance in the models reflect values that are at least two orders-of-magnitude lower than the experimental variance and suggest small variance at short scales. The models reflect autocorrelation distances between 9.8 and 10.2 cm (autocorrelation distance = product of ρ and a factor of 3 for the exponential model and 1.73 for the Gaussian models; Littell et al. 2006) . These distances are considered realistic realizations of the system as they all fall within the physical dimension of the GHB model.
Model results and spatial PHRI distributions generated with the best SACS models are shown in Figure 5 . The correlation structures derived from the anisotropic models (Figure 5b and 5c) indicate a strong vertical component in the system. The highest preferential autocorrelation direction is observed in the anisotropic exponential model (Figure 5b ) with an orientation angle of 89.6 degrees (given by arctan [ρ y /ρ x ]). This model yields a relation of 1:114 between the horizontal and vertical autocorrelated distances. In contrast, the geometrically anisotropic model yields a lower vertical autocorrelation pattern (Figure 5c ) with a relation of 1:7 between the horizontal and vertical autocorrelated distances, and an orientation angle of 85.1 degrees ( Table 2 ). The strong vertical components observed in the anisotropic models may be attributed to vertical dissolution patterns related to the genesis of the limestone block in the parental epikarst zone. The lower influence of the vertical component in the geometrically anisotropic model is representative of a system in which some horizontal dissolution patterns have developed. Visual evidence of the limestone block used in this study (Figure 1a) suggests both vertical and horizontal dissolution and flow components.
Selection of the best SACS is based on the models' fit to experimental variograms and their spatial PHRI distribution ( Figure 5 ), autocorrelation distance, and sill variance. The anisotropic exponential model shows the lowest R 2 (Figure 5e ) and extremely high vertical autocorrelation, which does not represent the physical model. This model is, therefore, rejected. The Gaussian and Gaussian geometrically anisotropic models reflect similar autocorrelation distances of about 9.7 cm, but the Gaussian model yields a variance that is closer to the experimental variance (see Table 2 ) and the mean of distributed PHRI (Figure 5a ) is closer to the mean of experimental PHRI (0.57 for low-flow conditions). The Gaussian model is, therefore, selected to represent the best spatial correlation structure model.
Spatial Distribution Models
The two-dimensional spatial distribution of the probabilistic hydraulic response is developed using the Gaussian autocorrelation structure model subjected to anisotropic kriging. Anisotropic kriging parameters are set as the angle and scaling factor given by the 2D Gaussian geometrically anisotropic model (θ = 85.1 and λ = 0.15). Spatial distribution and average values of PHRI, IVD, and WIVD are reproducible at different background flow rates ( Figure 6 ). The PHRI spatial distribution and the mean of the spatially distributed values show that the probability of hydraulic response increases with increasing background flow rates (Figure 6a ). These results suggest that there is greater area of hydraulic response and a greater probability of having larger preferential flow regions as flow increase. IVD distributions show slight differences in the injected volume as a function of background flow. WIVD maps have higher magnitude, but more homogeneous spatial distribution of WIVs at higher background flow conditions, especially in the lower zones of the distribution.
The preferential flow regions obtained from the statistically derived WIVDs indicate high reproducibility of Notes: σ l , σ 2 , and ρ correspond to the nugget, sill, and autocorrelation length (range) parameters, respectively; d is distance; c is the number of coordinates; P is the power; and θ and λ are the rotation angle and scaling factor (=ρ min /ρ max ). Values given in centimeters. the results and reveal high system heterogeneity characterized by strong preferential flow components (Figure 7 ). Strong preferential flow and transport components in eogenetic karst systems have similarly been reported for the Biscayne aquifer in southern Florida Shapiro et al. 2008) . In this aquifer, rapid preferential flow occurred through touching-vug zones formed by dissolution. Statistically generated preferential flow regions (Figure 7 ) and the presence of structures similar to touching-vug porosity in the limestone block of the physical GHB model (Figure 1 ) suggest that flow in the limestone unit occurs through similar mechanisms as those in the Biscayne aquifer. Results from the statistically derived models also indicate that preferential flow regions in the GHB tend to expand from conduit-like structures into the surrounding matrix as groundwater flow increases ( Figure 7 ). This phenomenon is attributed to the higher pressure differentials existing at higher flow. In media having considerable matrix permeability, such as those found in the karst aquifers of northern Puerto Rico, higher pressure differentials may induce higher flow in the regions surrounding the principal flow zones. Several studies documenting the exchange of water and solutes between conduits and matrix porosity in karst systems have shown that water flows from conduits into the matrix at high discharge rates (Screaton et al. 2004; Faulker 2008; Bailly-Comte et al. 2010 ) and moves down the regional groundwater gradients (Martin and Dean 2001) . Movement of water from conduits into the surrounding matrix with subsequent flow within this matrix translates, in the physical sense, to an expansion of the flow regions. This behavior is indeed supported by the spatial preferential flow models generated from the statistical treatment of the hydraulic response in the GHB.
Transport of CaCl 2 Tracer
Results from the tracer experiments show a spatially dependent response of Cl − BTCs in the GHB model (Figure 8 ). Spatial variations of the BTCs are explained by the location of the sampling port relative to the preferential flow regions generated with the SMMs of the hydraulic response data (Figure 7) . Ports in noflow regions, such as port #7, have no response in Cl with some tailing when reaching higher concentrations. Ports located in regions of diffuse flow, such as port #6, have a rapid response to Cl -concentration changes, but present a greater degree of solute tailing near terminal input concentrations (C/C0 = 1 or 0), suggesting a higher mass transfer limitations. Field studies conducted in karst systems have similarly reported that dissolved solutes in conduit-dominated transport tend to have fast and relatively sharp breakthroughs, with minimal tailing (Geyer et al. 2007; Göppert and Goldscheider 2008) , whereas those with significant matrix permeability show retardation and much higher degree of tailing Shapiro et al. 2008) .
The spatial behavior of the Cl − concentration at different times after injection (Figure 9 ) supports the preferential flow characterization generated from the statistically generated and filtered WIVDs (Figure 7) . preferential flow paths from the early stages of the transport processes and continue to exert influence throughout the transport period. Greater spatial distribution of Cl − at later times indicates transport from zones of preferential flow to regions of lower permeabilities influenced by diffusion flow.
Results from this work indicate that the temporal and spatial distribution of solutes in karstified limestone is influenced by the mode (i.e., conduit vs. diffuse) and spatial array of flow regions. Development and application of statistical models that can spatially characterize regions of preferential flow can, therefore, assist in the interpretation of tracer data and enhance the predictive capabilities of solute transport.
Conclusions and Perspectives
The spatial distribution of preferential flow regimes in karst aquifers results from dissolution processes over a continuous spatial scale of interconnected networks of joints, fractures, and high permeability regions. Through these processes, the rocks become highly anisotropic (Vacher and Mylroie 2002) . Anisotropic flow fields in karst systems are, therefore, associated with the spatial correlation of flow parameters. This association permits the use of SACS to characterize anisotropic properties related to the flow paths in the system. SMMs provide the necessary tools to define spatial anisotropy and characterize flow features in karst systems. This work applies SMMs to spatially distributed hydraulic response data to characterize flow regions in karst systems and assess the effect of background flow rates in preferential flow patterns.
A laboratory-scale GHB model developed to simulate flow and transport processes in karstified environments shows that SMMs of hydraulic response data can be used to represent the variable transport regime characterized by combined conduit and diffuse flow in the karst systems. Hydraulic characterization indicates a highly heterogeneous system resulting in strong, flow-dependent preferential flow regions. Principal preferential flow paths seem to be influenced by structures similar to touching-vug porosity. The preferential flow regions cover smaller volumes of the system at low background flow rates, but tend to expand for higher flows. This behavior suggests that there is a greater volume of the system being flushed by flowing water at higher flow rates. Although there are no known field-scale studies documenting the expansion of preferential flow zones, several studies (Martin and Dean 2001; Screaton et al. 2004; Bailly-Comte et al. 2010) have documented strong interactions between conduits and surrounding matrix in karst aquifers having high matrix porosity. These studies show that water tends to enter the matrix region at high discharge rates, but water drains into the conduits during low flow rates. This dynamic behavior has important implications on the fate and transport of contaminants in karst aquifers with high matrix porosity. Contaminants will tend to enter regions of lower permeability during high flow seasons, where they can be sorbed and stored for long periods of time. Release of stored contaminants would thereafter occur by slow diffusion into the principal zones of flow, or by flushing the lower permeable regions during high flow conditions. This behavior could explain the long-term release of contaminants observed after removal of contamination sources in the karst aquifers of northern Puerto Rico (Padilla et al. 2011) .
The presence and location of preferential and diffuse transport regions in the limestone model is supported by temporal and spatial distributions of Cl − tracer concentrations. Ports in no-flow regions show no response to chloride concentration, whereas those in regions of preferential flow show rapid response to Cl − concentrations change. Similar to karst aquifer with significant matrix permeability, ports located in regions of diffuse flow show rapid response to Cl − concentration changes, but higher degree of retention and solute tailing. The differential response of tracer concentrations at different locations in the model coincides with, and is explained by, the location of the sampling ports relative to the preferential flow regions generated with the SMMs of the hydraulic response data.
Results from this study show that the location and geometry of preferential flow regions can be deduced by applying SMMs to hydraulic information collected from laboratory-scale karst aquifers. Although the application to field-scale settings still needs to be addressed in future studies, it is envisioned that SMMs can be expanded to describe spatial autocorrelations of hydraulic and transport data at the field level. Scaling issues and limited observation points at the field scale are likely to pose challenges, but SMMs are adaptable and, unlike hydraulic tomography methods, can incorporate different sources of information. The models can incorporate probability of response data from injection and extraction (i.e., pumping) tests, recharge events, inputs of artificial and natural tracers, as well as data related to geologic, water flow (e.g., transmissivity), and solute transport (i.e., velocity, dispersion) parameters. Similarly to the work presented herein, spatial autocorrelations can then be applied to produce outcomes that are associated with physical characteristics of the system.
