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We propose a self-stabilizing algorithm (protocol) for computing the
median in a given tree graph. We show the correctness of the proposed
algorithm by using a new technique involving induction. ] 1999
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1. INTRODUCTION
Self-stabilization is a relatively new way of looking at
system fault tolerance, especially if it provides a ‘‘built-in
safeguard’’ against ‘‘transient failures’’ that might corrupt
the data in a distributed system. In a distributed system the
computing elements or nodes exchange information only by
message passing. Every node has a set of local variables
whose contents specify the local state of the node. The state
of the entire system, called the global state, is the union of
the local states of all the nodes in the system. Each node is
allowed to have only a partial view of the global state, and
this depends on the connectivity of the system and the
propagation delay of different messages. Yet, the objective
in a distributed system is to arrive at a desirable global final
state (legitimate state), defined by some invariance relation
on the global state. Systems that reach the legitimate state,
starting from any arbitrary (possibly illegitimate) state in a
finite number of steps are called self-stabilizing systems
[Dij74, Dij86]. This kind of property is highly desirable
for fault tolerance [Lam84, GP93, KP93] in distributed
systems, since without having a global memory, global
synchronization is achieved in finite time without any inter-
vention by any external agency and, thus, the system can
correct itself automatically from spurious (temporal) pertur-
bations or failures. Few such algorithms have recently
appeared in the literature [GH90, BGW89, ADG92, CD94,
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FD94, CS94]; a good introduction to self-stabilizing algo-
rithms can be found in Chap. 15 of [Tel94], while [Sch93]
provides an excellent survey of self-stabilizing algorithms.
Our purpose in the present paper is to propose a self-
stabilizing distributed algorithm to find the median of a tree
graph. In a tree T, the weight of any node x is the sum of its
distances from all other nodes. The node y in the tree T
with minimum weight is called the median of the tree. A tree
may have either a single median or at most two medians
[Har72]. Knowledge of the median of a tree is important in
many applications, including facility location and com-
modity flows [AMO93]. Our algorithm has a single uniform
rule for each node of the tree and each node uses the infor-
mation about its own state and its neighbor states. Note
that in all self-stabilizing graph algorithms each node can
get the information about the states of only its neighbor
nodes and does effectively know the number of its neighbors.
Each node, in our algorithm, has an estimator variable
ranging over the domain [1, 2, ..., C], where C is a positive
integer greater than the number of the nodes in the tree. The
estimator variables initially have arbitrary values; the
algorithm changes the levels in such a way that the system
reaches, in finite time, a state where a unique node has an
estimator value that is strictly greater than that of all other
nodes; this node is the median of the tree.
One excellent but difficult strategy to prove the correct-
ness of self-stabilizing algorithms is to use bounded mono-
tonically decreasing functions defined on global system
states [Kes88]; some of the existing self-stabilizing algo-
rithms are proved to be correct by defining a bounded
function that is shown to decrease monotonically at every
step [Hua93, FD94]. We do not use this technique; instead
we develop a new proof technique using induction on the
number of nodes in the tree; this may prove useful in prov-
ing the correctness of other self-stabilizing protocols. Most
self-stabilizing algorithms assume that there is a central
demon [Dij74] that decides which of the privileged nodes
makes a move. In other words, the central demon serializes
the moves made by the privileged nodes, but the order in5 0022-000099 30.00
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which the privileged nodes are chosen to make their moves
is not known a priori. However, the presence of such a
demon is against the fundamental idea of a distributed
system. Our algorithm does use a much weaker assumption;
when multiple nodes are privileged, an arbitrary subset of
these nodes (at least one) can make a move as long as the
active nodes are not adjacent. Our algorithm does not
assume any order or any specific rule in which the set of
active nodes is chosen at any point of time.
2. THE ALGORITHM AND ITS CORRECTNESS PROOF
Consider an arbitrary tree graph T=(V, E); the edges in
E are uniformly weighted. We use the following notations:
v n, the number of nodes in the tree.
v (x, y), an arbitrary edge in T, where x, y # V.
v +(T $), the number of nodes in a tree T $, where T $ is a
subtree (proper or improper) of the tree graph T.
v h(T $, x), the height of any tree T $, where the node
x # T $ is used as the root of the tree T $.
v C, an integer constant such that C>n.
v N(x), we set of the neighbors of node x in the given
tree T.
v I(x), an integer variable maintained at node x.
v P(x), predecessor pointer of node x, pointing to one of
the nodes in N(x).
Each node x maintains an integer data structure I(x) which
can have arbitrary initial integer values. We call this
variable I(x) an estimator of node x for reasons that would
be clear later. Note that 1I(x)C; we do not need to
consider I-values beyond that (even after perturbation) as
we can always assume each processor is capable of doing
a modulo C operation and always keeps the remainder
(mod C ) as its I value. Also, we do not assume the nodes are
assigned unique identification numbers. Each node maintains
an ordered list of its neighbors and the predecessor pointer
P(x) at node x is set to point to one of its neighbors or null.
The value of I(x) for a node x defines the local state of the
node x and the vector of I(x) of all nodes x in the tree T
defines the global system state.
Definition 1. We define L(x, y) to be the length of the
(unique) pathfrom node x to node y in the tree T and
w(x)=y # V L(x, y) to be the weight of the node x.
Example. The weights of the nodes of the example tree
shown in Fig. 1 are as w(a)=23, w(b)=23, w(c)=16,
w(d )=13, w(e)=14, w( f )=20, w(g)=21, w(h)=21,
216 ANTONOIU Aw(i)=21.
Definition 2. A node x # T is called the median node of
the tree T iff w(x)=wmin , where wmin=min[w(x) | x # V].FIG. 1. An Example Tree and its Subtree
Example. The median of the tree shown in Fig. 1 is the
node d since w(d ) is the minimum weight. Note that this tree
has only one median.
Definition 3. We define T[(x, y), z] to be the subtree
of T that is rooted at node z after the edge (x, y) is deleted
from T.
Example. The subtree T[(c, d ), c] of the tree T of
Fig. 1a is shown in Fig. 1b.
Theorem 1. If the node x is the median of the tree T,
then for any node y # N(x), +(T[(x, t), y])wn2x.
Proof. Consider an arbitrary node y # N(x), where x is
the median of T. Consider the nodes in the two disjoint sub-
trees T[(x, y), x] and T[(x, y), y]. The unique path (in T )
from node y to any node z in T[(x, y), x] passes through
node x and, hence, L( y, z)=L(x, z)+1. Similarly, the path
from node x to any node u in T[(x, y), y] passes through
node y and, hence, L( y, u)=L(x, u)&1. Therefore,
w( y)=w(x)++(T[(x, y), x]&+(T[(x, y), y])
=w(x)+n&2 } +(T[(x, y), y]).
Since x is the median of T, we have w( y)w(x) and, hence,
+(T[(x, y), y])wn2x . K
Theorem 2. If a tree T has two median nodes, x and y,
then (x, y) is an edge in T, +(T[(x, y), x])=+(T[(x, y), y])
=wn2x], and n is even.
Proof. We use contradiction. Assume (x, y) is not an
edge in the tree and the (unique) path between x and y in T
goes through nodes z1 , ..., zk , k1. The tree T can be
viewed (see Fig. 2) as decomposed into three disjoint sub-
trees: Tx , Tz , and Ty , where Tx=T [(x, z1), x], Ty=
T[( y, zk), y], and Tz=T&Tx&Ty . We use Theorem 1 to
get
+(Tz)++(Zz)wn2x , +(Ty)++(Tz)wn2x .
Since +(Tx)++(Tz)++(Ty)=n, we get n++(Tzwn2x .
ND SRIMANIHence, +(Tz)=0, n is even, and +(Tx)=+(Ty)=n2. K
Remark 1. Any tree with two medians has an even
number of nodes; the converse is not true.
FIG. 2. The tree decomposition.
Theorem 3. A node x # T is a median of T iff \z #
N(x) +(T[(x, z), z])wn2x.
Proof. The ‘‘if ’’ part follows from Theorem 1. For the
‘‘only if ’’ part, assume there is a node x such that \z # N(x)
+(T[(x, z), z])wn2x and node x is not a median. Let
node y be the median of the tree. Consider the unique path
between nodes x and y, as in the proof of the previous
theorem and the tree decomposition (see Fig. 2). Since the
node y is a median, +(Tx)++(Tz)wn2x; also, we have
+(Tz)++(Ty)wn2x. Hence, n++(Tz)wn2x and
+(Tz)=0. Therefore (following similar lines of argument as
in the proof of Theorem 1), w(x)=w( y). Since node y is a
median, so is the node x. K
We need some more definitions before we can describe the
self-stabilizing algorithm to find the median node.
Definition 4. A node x is called leaf node iff |N(x)|=1.
A node x is called internal node iff |N(x)|>1.
Definition 5. In any given system state, for each node
x and for a given integer l, 1lC, we define the sets:
NL(x, l)=[ y # N(x) | I( y)<l], NE(x, l)=[ y # N(x) | I( y)
=l], and NG(x, l)=[ y # N(x) | I( y)>N].
We make the immediate observations:
v In any given system state and for any l, 1lC, the
sets NL(x, l), NE (x, l), and NG(x, l) for each node x in the
tree give the subset of neighbors of node x whose estimators
are respectively less than, equal to, and greater than l.
v In any given system state and for any given value of l,
the sets NL(x, l), NE (x, l), and NG(x, l) for each node x
are pairwise mutually disjoint.
v Since each node looks at its own state and the states of
its neighbors, each node can compute these three sets for
any l in any system state.
Definition 6. In any given system state, for each node x,
we define the sets: NL(x)=[ y # N(x) | I( y)<I(x)], NE (x)
=[ y # N(x) | I( y)=I(x)], and NG(x)=[ y # N(x) | I( y)
>I(x)].
Remark 2. Note that NL(x), NE (x), and NG(x) are the
SELF-STABILIZING DISTsame as (shorthand notations for) NL(x, l), NE (x, l), and
NG(x, l) for the special case when l=I(x); i.e., NL(x)=
NL(x, I(x)), NE (x)=NE (x, I(x)), and NG(x)=NG(x, I(x)).Definition 7. In any given system state, a node x is
called maximal iff |NG(x)|=0 and is called strictly maxi-
mal iff |NG(x) _ NE (x)|=0. Similarly, a node x is called
minimal iff |NL(x)|=0 and is called strictly minimal iff
|NL(x) _ NE (x)|=0.
Definition 8. In any given system state, for each node
x and for a given integer l, 1lC, we define S(x, l) to be
the sum of the estimator values of the nodes belonging to
NL(x, l), i.e.,
S(x, l)= :
y # NL (x, l)
I( y).
We use the shorthand S(x) for S(x, I(x)).
We introduce the following predicate for each node x # T
and for each integer 1lC:
9(x, l)=(NE (x, l)=< 7 | NG(x, l)|
17 S(x, l)+1l) 6 (l=C ).
Remark 3. Obviously, the predicate 9(x, C ) is always
true (because of the third clause in the definition).
Definition 9. In any given system state, we define for
each node x # T a characteristic integer ! as
!(x)=min[l | 9(x, l) is true].
Remark 4. Note that for any node x in any system state,
since the predicate 9(x, C ) is always true, the characteristic
integer !(x) is well defined for each node x in every possible
system state. Also, !(x)C for any node x in any system
state.
We can now state the algorithm as a single rule for each
node in the tree graph. The rule at node x is
(R) {if |N(x)|=1 7 I(x){1 then I(x)=1;else if I(x){!(x) then I(x)=!(x).
Remark 5. A node becomes unprivileged after a move.
A leaf node cannot become privileged again and an internal
node may become privileged again after one of its neighbors
takes an action.
Remark 6. In a given system state, a leaf node x is
privileged if I(x){1; an internal node x is privileged if
I(x){!(x).
Remark 7. When a node x makes a move, its new
217RIBUTED ALGORITHMestimator is always less than or equal to C.
Definition 10. A global system state is called legitimate
(stable) if none of the nodes in the tree T is privileged.
Remark 8. In a legitimate (stable) state for each node x
one of the assertions is true:
v I(x)=C.
v I(x)<C 7 NE (x)=< 7 NG(x)=<.
v (x)<C 7 NE (x)=< 7 |NG(x)|=1.
Lemma 1. In any legitimate state, for any node x with
estimator value I(x)<C, we have I(x)=!(x)=1+S(x)=1
+y # NL (x) I( y).
Proof. The proof readily follows from the algorithm and
the definition of the predicate 9 and the characteristic
integer !. K
Definition 11. In any legitimate state, we define the
associated tree, Ta(x) for each node x to T as
v Ta(x)=T if I(x)=C or if I(x)<C 7 NG(x)=<.
v Ta(x)=T[(x, y), x] if I(x)<C 7 |NG(x)|=1, where
y # NG(x).
Remark 9. The associated tree is defined for a node only
in a legitimate state.
Theorem 4. In a legitimate state, for any node with
I(x)<C, the number of nodes in its associated tree is equal to
the estimator of the node, i.e., +(Ta(x))=I(x).
Proof. We use induction on the height of Ta(x), rooted
at node x. Consider an associated tree Ta(x) such that
h(Ta(x), x)=0. Then x is a leaf node and in the legitimate
state I(x)=1 (since x is not privileged; Remark 5). Assume
that the assertion is true for any associated tree with
h(Ta(z), z)<k. Let x be a node such that h(Ta(x), x)=k.
For any node n # NL(x), we have NG( y)=[x] and the
associated tree Ta( y) has height less than k and by the
induction hypothesis +(Ta( y)=I( y). Since node x is
unprivileged with I(x)<C, Lemma 1 applies and we get
I(x)=1+y # NL (x) I( y) = 1+y # NL (x) +(Ta( y)=+(Ta(x)).
Thus, the assertion holds for node x. K
Theorem 5. In a legitimate state, any node x # T has
I(x)<C.
Proof. Assume otherwise. Consider the subset TC of
nodes in T with estimator (I-value) C. This subset forms a
subtree of T (consider two nodes x, y # T with estimators C;
since T is a tree, there exists a unique path between x and y.
Let z be the node with minimum estimator on this path.
If I(z)<C, then z is privileged since at least two of its
neighbors have estimator greater than I(z); this is a contra-
diction). Let x be a leaf in TC . Then NG(x)=< and
|NE (x)|1(|NE (x)|=0 if TC has only one node). Also,
I(x)=C=!(x), since x is unprivileged. All nodes y in NL(x)
218 ANTONOIU Ahave I( y)<C and using Theorem 4, the sum of the estimators
of these nodes, i.e., y # NL (x) I( y), cannot be greater than
the total number of nodes in T minus 1. Thus, 9(x, n) is trueand, hence, !(x)n<C and the node x is privileged. This is
a contradiction. K
Lemma 2. For a tree T with n nodes, n3, in a
legitimate state, there exists exactly one maximal node which
is also strictly maximal.
Proof. Since the state is legitimate, \x # T, I(x)<C
(Theorem 5). Thus, any unprivileged maximal node must
also be strictly maximal (Remark 8). Consider the node x
such that I(x)=max[I(k) | k # V]. Since this node x is max-
imal and unprivileged, it is strictly maximal. Assume there
exists another strictly maximal node y. Then, there is a path
between x and y via at least one other node (both x and y
are strictly maximal). Let z be the node with minimum
estimator on this path. Since this node z has at least two
neighbors with estimators greater than or equal to its own
estimator, the node z is privileged, which is a contradiction.
K
Corollary 1. In a legitimate state, the estimator of the
unique strictly maximal node is n and it is strictly greater than
the estimator of any other node in the tree.
Theorem 6. For a tree T with n nodes, n3, in a
legitimate state, the unique strictly maximal node is the
median of the tree.
Proof. Let x be the unique strictly maximal node. For
any node y # NL(x), we will show that I( y)wn2x (see
Theorem 3). Since x is the unique strictly maximal node in a
legitimate state, Ta(x)=T and I(x)=!(x)=+(Ta(x))=
+(T)=n<C. Using contradiction to prove, let y be a node
in NL(x) such that I( y)wn2x+1. See Fig. 3. The number
of nodes in the tree Ty is equal to the estimator I( y) of the
node y by Theorem 4. Since there are n nodes in the tree T,
the number of nodes in Tz is s1=i=ki=1 I(zi)=n&+(Ty)&1
n&wn2x&2. Therefore, 9(x, n&wn2x&1) is true !(x)
n&wn2x&1wn2x<I( y). Since node x is unprivileged,
I(x)=!(x) and, hence, I(x)<I( y) which is a contradiction
since the node x is maximal. K
Lemma 3. In any legitimate state, each node can reach
the median node.
ND SRIMANIFIG. 3. The tree decomposition for the strictly maximal node.
Proof. The median node x (unique strictly maximal
node) has |NG(x)|=0 and it can set its predecessor pointer
P(x)=NULL. Any other node y # T is unprivileged and,
hence, !( y)=I( y); consequently, |NG( y)|=1 (since if
|NG( y)|=0, the node y would be a maximal node, which is
not possible). Thus, node y can set its predecessor pointer
P( y) to point to the unique node in NG( y). K
Thus, we have shown that the legitimate state of our
proposed algorithm does find the median of the tree T. We
now need to prove that the algorithm, starting from any
arbitrary illegitimate state, does converge to a legitimate
state in finite time. We start with a classification of the
moves and the internal nodes.
Definition 12. When an internal node x has I(x)>
!(x) and executes I(x)=!(x), the estimator value of node x
decreases after this move; we call this a D-move. When an
internal node x has I(x)<!(x) and executes I(x)=!(x), the
estimator value of node x increases after this move; we call
this an I-move.
Definition 13. An internal node in a tree T is called a
type-I node if it has at least two internal node neighbors in
T; otherwise it is called a type-II node. Thus, the node set of
T can be partitioned as T1 _ T2 _ T3 , where T1 is the set of
type-I internal nodes, T2 is the set of type-II internal nodes,
and T3 is the set of leaf nodes of the tree T.
Remark 10. For a given tree T, if T1=<, then the tree
T must be either a star or two stars connected by an edge.
For any other tree T, the set T1 is not null.
Lemma 4. If a privileged internal node x makes a move,
its new estimator value (after the move) is greater than the
estimator of its minimum estimator neighbor y, provided
I( y)<C.
Proof. When the node x makes a move, I(x) becomes
equal to !(x). Since x is an internal node, it has at least two
neighbors and let y be its minimum estimator neighbor.
Thus, for any lI( y), |NE (x, l) _ NG(x, l)|2, 9(x, l) is
false and, hence, !(x)>I( y). K
Definition 14. For a given tree T and a given system
state s, let l Gmin(s)=min[I(x) | x # T], the minimum of the
estimators of all nodes in the tree in the given system state
s, and l Imin(s)=min[I(x) | x # T1 _ T2], the minimum of
the estimators of the internal nodes (both type-I and type-
II) in the tree. Let LGmin(z)=[x # T1 _ T2 | I(x)=l
G
min(s)]
denote the subset of internal nodes with the minimum
estimator l Gmin(s) and L
I
min(s)=[x # T1 _ T2 | I(x)=l
I
min)]
denote the subset of internal nodes with the minimum
estimator l I (s) in the given system state s.
SELF-STABILIZING DISTmin
We use the notation s1 w
x s2 for a transition from state s1
to a state s2 due to a move executed by a node x.Lemma 5. If s1 w
x s2 is a transition from state s1 to
state s2 , where x is an internal node, then after the move (in
state s2), I(x)>l Gmin(s1).
Proof. For any internal node x and a system state s, its
minimum estimator neighbor has a estimator greater than
or equal to l Gmin(s). Therefore, if x makes a move, I(x) in the
resulting state will be greater than l Gmin(s) (Lemma 4). K
Corollary 2. If s1 w
x s2 is a transition from state s1 to
state s2 , where x is an internal node, then l Gmin(s1)l
G
min(s2);
if l Gmin(s1)=l
G
min(s2), then L
G
min(s2)L
G
min(s1).
Corollary 3. Provided no leaf node makes a move,
if s1 w
x1 s2 w
x2 s3 } } } sk&1 ww
xk&1 sk is a transition from
state s1 to a state sk due to a sequence of moves executed by
internal nodes x1 , x2 , ..., xk&1 , xk (note that xi ’s are not
necessarily distinct, only consecutive xi ’s are distinct), then
l Gmin(s1)l
G
min(sk); if l
G
min(s1)=l
G
min(sk), then L
G
min(sk)
LGmin(s1).
Lemma 6. In any illegitimate state s with l Imin(s)>C, if
a type-I node x (x # T1) makes a move, the estimator of node
x after the move is strictly greater than l Imin(s).
Proof. Since x is a type-I node, it has at least two inter-
nal node neighbors; let y be minimum estimator node
among all internal node neighbors of x. Since y is an internal
node, I( y)l Imin(s). If I( y)=C, then !(x)=C and if
I( y)<C, then !(x)>I( y) (since 9(x, !(x)) must be true
and, hence, at most one neighbor of node x can have a
larger estimator than !(x)). After the move, the new
estimator of node x is equal to !(x) which is strictly greater
than l Imin(s) (since l
I
min(s)<C ). K
Corollary 4. If s1 w
x s2 is a transition from state s1
to a state s2 , where x # T1 , then l Imin(s1)l
I
min(s2); if
l Imin(s1)=l
I
min(s2), then l
I
min(s2)l
I
min(s1).
Corollary 5. Provided no leaf node makes a move, if
s1 w
x1 s2 w
x2 s3 } } } sk&1 ww
xk&1 sk is a transition from state
s1 to a state sk due to a sequence of moves executed by type
I internal nodes x1 , x2 , ..., xk&1 , xk (note that x i ’s are not
necessarily distinct; only consecutive xi ’s are distinct), then
l Imin(s1)l
I
min(sk); if l
I
min(s1)=l
I
min(sk), then L
I
min(sk)
LImin(s1).
Lemma 7. In any illegitimate state s with l Imin(s)<C,
provided that no leaf node makes any move, if a type-II inter-
nal node x(x # T2) makes a D-move to reach state s1 such that
I(x) becomes less than or equal to l Imin(s) after the move, then
x can become privileged again iff another node z # T2 makes
a move such that the new estimator I(z) of node z is less
than I(x).
219RIBUTED ALGORITHMProof. If a node x # T2 makes a D-move, s w
x s1 , and in
the state s1 its new estimator is less then or equal to l Imin(s),
then it becomes un privileged (Remark 5). Since x # T2 , x
has only one internal node neighbor, say y; I( y)>I(x) and
l Imin(s1)=I(x), since in state 9(x, !(x)) must be true for
node x to make a move, i.e., NE (x, !(x))=<. If y is in T2 ,
the node x can be privileged again if only if the node y move
and after the move I( y)>I(x). If y is in T1 , consider a
sequence of transitions s1 w
x1 s2 w
x2 s3 } } } sm&1 ww
xm&1 sm
such that x becomes privileged again in state sm . As long as
NG(x)=[ y] and leaf nodes make no moves, the node x
remains unprivileged; hence the node x can be privileged iff
node y has made a move such that after this move
I( y)I(z)&1. Therefore, l Imin(sm)I( y)I(x)&1. Let si
be the first state in the sequence when l Imin(si)<I(x). The
node xi&1 cannot be in T1 (Corollary 4); hence xi&1 # T2
and after the move I(xi&1)<I(x). (Node xi&1 is the node z
in the lemma). K
Theorem 7. In any tree T of n nodes, for any C>n and
any arbitrary initial state, provided the leaf nodes make no
move, there is no infinite sequence of moves (made by internal
nodes).
Proof. We use induction on the number of nodes. It is
easy to see that the theorem is true for n=3. Assume that
the theorem is true for n=k&1. We show that it is true for
n=k. We assume otherwise and arrive at a contradiction.
Let 7=s1 w
x1 s2 w
x2 s3 } } } be an infinite sequence of
moves made by the internal nodes of a tree with k nodes
(note that xi ’s are not necessarily distinct; only consecutive
xi ’s are distinct). Because of the induction hypothesis, each
internal node in the tree must make infinitely many moves
in 7. First, we show that, in finite time 7 must contain a
transition si w
z si+1 such that after the transition, I(z) in
state si+1 is l Imin(si) (call it claim X). The node z has to
be of course in T2 (Lemma 6). Consider two cases:
v l Imin(s1)=C. All type-I nodes are unprivileged and no
type-II node can make any I-move; a node in T2 must make
a D-move (otherwise, 7 is finite) and thereby decreases its
estimator.
v l Imin(s1)<C. Assume claim X is not true. Consider any
transition s wy s$.
 If node y is a type-I node, then either l Imin(s$)>
l Imin(s) or we have L
I
min(s$)L
I
min(s) (Corollary 4).
 If node y is a type-II node and I( y) in state s$ is
greater than l Imin(s) (since claim X is not true), then either
l Imin(s$)>l
I
min(s) (if y was the only node with estimator
l Imin(s) in the state s) or we have L
I
min(s$)L
I
min(s).
Thus, either l Imin increases, or we have a sequence
LImin(s1)$LImin(s2)$ } } } . There must be at least one node
in this sequence, say w that is in Lmin of all the states. By
220 ANTONOIU Ainduction hypothesis, node w will make a move in finite
time. Consider that transition s ww s$; if |LImin(s)|=1,
l Imin(s$)>l
I
min(s); else, |L
I
min(s$)|<|L
I
min(s)|. Starting fromsystem state s$ in 7 and repeating the argument, l Imin will
increase in finite time. Applying the entire argument
repeatedly, l Imin will increase in finite intervals and, hence,
in finite time we reach a state where l Imin will be equal to C
and the previous case will apply.
So, claim X is true; i.e., after finitely many moves, some
node u1 # T2 (type-II node) must make a move such that the
new estimator of node u1 is less or equal to the previous
l Imin . The node v1 becomes unprivileged and his unique T1
neighbor y has a estimator I( y)>I(u1). Since the node u1
must make infinitely many moves, it must be privileged
again in finite time; using Lemma 7 another node u2 in T2
must take an action such that I(u1)>I(u2). Since u2 must
take also infinitely many actions, repeating the argument we
must have an infinite sequence I(u1)>I(u2)>I(u3) } } } . This
is a contradiction since the estimator of the nodes is lower
bounded by l Gmin(s1) and l
G
min(s1) cannot change, since leaf
nodes do not make any move (Corollary 3). K
Lemma 8. For a tree T with n nodes, starting with any
illegitimate state, all nodes are unprivileged infinitely many
moves.
Proof. It follows from Theorem 7 and the fact that any
leaf node can make at most one move.
We can now state the following theorem about the
termination of the algorithm in finite time.
Theorem 8. For a tree T with n nodes, starting with any
illegitimate state, stable (legitimate) state is reached by the
algorithm infinite time.
Example. Figure 4 illustrates the execution of the algo-
rithm on an example graph from an arbitrary initial state.
The tree in our example has nine vertices, [a, b, c, d, e, f, g,
ND SRIMANIFIG. 4. The Execution of the Algorithm.
h, i]. Each node in the figure labeled with its name and its
I-value. The set PV denotes the set of privileged nodes and
the set AV denotes the set of active nodes. It is to be noted
that in a given state multiple nodes may be privileged and
more than one node may be active, as long as active nodes
are not adjacent; we have arbitrarily chosen a subset to be
active in our example. Fig. 4(i) is the initial state and Fig.
4(vi) is the final legitimate state. It is to be noted that there
are many other possible sequences of moves that will bring
the state back to a stable state starting from the same initial
illegitimate state.
3. CONCLUSION
We have proposed a self-stabilizing distributed algorithm
to find the median of a tree graph (the edges are uniformly
weighted). When the algorithm terminates (in finite time),
there is an unique node with an I-value that is strictly
greater than the levels of all other nodes; this is the median
node of the tree and each of the rest of the nodes has a
unique way to know the center. The nodes in the tree are
treated uniformly in the sense that each node executes a
single uniform rule. Each node has only a partial view of the
global state; it knows of its own state and the states of its
neighbors. We do not assume the nodes are assigned unique
identification numbers. Each node maintains an ordered list
of its neighbors and the predecessor pointer P(x) at node x
is set to point to one of its neighbors or null. We have used
mathematical induction in an interesting way to prove the
correctness of the self-stabilizing algorithm; we expect
the technique to be useful in proving correctness of
other self-stabilizing algorithms for related graph theoretic
problems.
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