Abstract. We study an affine two-factor model introduced by Barczy et al. (2014) . One component of this two-dimensional model is the so-called α-root process, which generalizes the well known CIR process. In this paper, we show that this affine two-factor model is exponentially ergodic when α ∈ (1, 2).
Introduction
In this paper, we study a two-dimensional affine process (Y, X) := (Y t , X t ) t 0 determined by the following stochastic differential equation (1.1) dY t = (a − bY t )dt + α Y t− dL t , t 0, Y 0 0 a.s., dX t = (m − θX t )dt + √ Y t dB t , t 0, where a > 0, b > 0, θ, m ∈ R, α ∈ (1, 2), (L t ) t 0 is a spectrally positive α-stable Lévy process with the Lévy measure C α z −1−α ½ {z>0} dz, with C α := (αΓ(−α)) −1 , and (B t ) t 0 is an independent standard Brownian motion. Note that if (Y 0 , X 0 ) is independent of (L t , B t ) t 0 , then the existence and uniqueness of a strong solution to the SDE (1.1) follow from [3, Theorem 2.1].
The process (Y t , X t ) t 0 given by (1.1) has been introduced by Barczy et al. in [3] . There, it was proved that (Y t , X t ) t 0 belongs to the class of regular affine processes (with state space R 0 × R). The process Y is the so-called α-root process (sometimes referred as the stable CIR process, shorted SCIR, see [20] ) and is also an affine process (with state space R 0 ). It can be considered as an extension of the CIR process. The general theory of affine processes on the canonical state space R m 0 × R n was initiated by Duffie et al. [7] and further developed in [6] . An affine process on R m 0 × R n is a continuous-time Markov process taking values in R m 0 × R n , whose log-characteristic function depends in an affine way on the initial state vector of the process, i.e. the log-characteristic function is linear with respect to the initial state vector. Affine processes are particularly important in financial mathematics because of their computational tractability. For example, the models of Cox et al. [5] , Heston [12] and Vasicek [29] are all based on affine processes.
An important issue for the application of affine processes is the calibration of their parameters. This has been investigated for some well known affine models, see e.g. [26, 25, 1, 2, 4] . To study the asymptotic properties of estimators of the parameters, a comprehension of the long-time behavior of the underlying affine processes is very often required. This is one of the reasons why the stationary, ergodic and recurrent properties of affine processes have recently attracted many investigations, see e.g. [18, 19, 3, 20, 8, 13, 15, 14] , and many others.
Concerning the two-factor model defined in (1.1), it was shown in [3] that (Y t , X t ) t 0 has a stationary distribution. Using the same argument as in [17, p. 80] , it can easily be seen that the stationary distribution for (Y t , X t ) t 0 is actually unique. If one allows α = 2 and replaces (L t ) t 0 in (1.1) by a standard Brownian motion (W t ) t 0 (independent of (B t ) t 0 ), then the process Y becomes the CIR process; in this case, the ergodicity of (Y t , X t ) t 0 has been proved in [3] . However, the ergodicity of (Y t , X t ) t 0 in the case 1 < α < 2 is still not known.
In this work we study the ergodicity problem for the two-factor model in (1.1) when 1 < α < 2. As our main result (see Theorem 6.1 below), we show that (Y t , X t ) t 0 in (1.1) is exponentially ergodic if α ∈ (1, 2), complementing the results in [3] . Our approach is very close to that of [14] . The first step is to show the existence of positive transition densities of the α-root process Y t . To achieve this, we calculate explicitly the Laplace transform of Y t . Through a careful analysis of the decay rate of the Laplace transform of Y t at infinity, we manage to show the positivity of the density function of Y t using the inverse Fourier transform. In the second step, we construct a Foster-Lyapunov function for the process (Y t , X t ) t 0 . Using the general theory in [22, 23, 24] on the ergodicity of Markov processes, we are then able to obtain the exponential ergodicity of the process (Y t , X t ) t 0 in (1.1).
Finally, we remark that the exponential ergodicity for a large class of affine processes on R 0 , including the α-root process (Y t ) t 0 , has been derived in [20] by a coupling method. We don't know if a similar coupling argument would work for the two-dimensional affine process (Y t , X t ) t 0 in (1.1).
The rest of the paper is organized as follows. In Section 2 we recall some basic facts on the process (Y t , X t ) t 0 . In Section 3 we derive the Laplace transform of the α-root process Y . In Section 4 we prove that the α-root process Y possesses positive transition densities. In Section 5 we construct a Foster-Lyapunov function for the process (Y t , X t ) t 0 . In Section 6 we show that the process (Y t , X t ) t 0 is exponentially ergodic.
Preliminaries
In this section we recall some key facts on the affine process (Y, X) := (Y t , X t ) t 0 defined by the equation (1.1), mainly due to [3] .
Let N, Z 0 , R, R 0 and R >0 denote the sets of positive integers, non-negative integers, real numbers, non-negative real numbers and strictly positive real numbers, respectively. Let C be the set of complex numbers. For z ∈ C \ {0} we denote by Arg(z) the principal value of its argument and byz its conjugate. We define the following subsets of C:
For z ∈ C \ {0} let Log(z) be the principal value of the complex logarithm of z, i.e., Log(z) = ln(|z|) + iArg(z). For β ∈ R define the complex power function z β as (2.1)
we denote the sets of R-valued functions on S that are twice continuously differentiable, that are twice continuously differentiable with compact support and that are bounded continuous with bounded continuous first and second order partial derivatives, respectively, where the space S can be R, R 0 × R or R 0 × R 0 × R in this paper.
We assume that (Ω, F , (F t ) t 0 , P) is a filtered probability space satisfying the usual conditions, i.e., (Ω, F , P) is complete, the filtration (F t ) t 0 is right-continuous and F 0 contains all P-null sets in F .
Let (B t ) t 0 be a standard (F t ) t 0 -Brownian motion and (L t ) t 0 be a spectrally positive (F t ) t 0 -Lévy process with the Lévy measure C α z −1−α ½ {z>0} dz, where 1 < α < 2. Assume (B t ) t 0 and (L t ) t 0 are independent. Note that the characteristic function of L 1 is given by
Let N (ds, dz) be a Poisson random measure on R 2 >0 with the intensity measure
where for all t 0. Moreover, (Y t , X t ) t 0 is a regular affine process, and the infinitesimal generator A of (Y, X) is given by
where (y, x) ∈ R 0 × R and f ∈ C 2 c (R 0 × R, R).
Laplace transform of the α-root process Y
In this section we study the α-root process (Y t ) t 0 defined by 
Since the α-root process is an affine process, the corresponding characteristic functions of (Y y t ) t 0 are of affine form, namely,
The functions φ and ψ in turn are given as solutions of the generalized Riccati equations
]. An equivalent equation for ψ (see (3.6) below) was studied in [3, Theorem 3.1]. In particular, it follows from [3, Theorem 3.1] that the equation (3.6) below has a unique solution. However, the explicit form of the solution to (3.6) has not been derived in [3] . In order to study the transition densities of the α-root process, we will find the explicit form of the solution to (3.6) in the following theorem.
where λ ∈ R >0 . The unique solution to (3.6) is given by 
for all t 0 and λ ∈ R >0 .
Proof. The equation (3.6) is a Bernoulli differential equation which can be transformed into a linear differential equation through a change of variables. More precisely, if we write
and u 0 (λ) = (v 0 (λ)) 1−α = λ 1−α . By solving (3.9), we obtain
which leads to
for all t 0 and λ ∈ R >0 . By (3.4) and (3.5) and noting that v t (λ) = −ψ(t, −λ), we get
for all t 0 and λ ∈ R >0 . Let
Keeping this decomposition of the Laplace transform of Y y t in mind, we take a closer look at the following two special cases: 3.1. Special case i): a = 0. To avoid abuse of notations, we use (Z y t ) t 0 to denote the strong solution of the stochastic differential equation
According to (3.8), the corresponding Laplace transform of Z y t coincides with ϕ 1 (t, λ, y). Noting that b > 0, we get
for all t > 0. Furthermore, by dominated convergence theorem, we have
for all t > 0 and y 0.
Special case ii):
In view of (3.8), we easily see that the Laplace transform of Y 0 t equals ϕ 2 (t, λ).
Transition densities of the α-root process Y
In this section we show that the α-root process Y has positive and continuous transition densities. Our approach is essentially based on the inverse Fourier transform.
Recall that the function v t (·) given by (3.7) is defined on R >0 . By considering the complex power functions, the domain of definition for v t (·) can be extended to C \ {0}. Indeed, the function
is well-defined, where the complex power function is given by (2.1).
We next establish two estimates on
Since the proofs are of pure analytic nature, we put them in the appendix. 
Indeed, the equality (4.3) is true at least for u ∈ R >0 by (3.8). This and the identity theorem for holomorphic functions (see e.g. 
In the next lemma we obtain the existence of a density function for Y 
Proof. Let T > 1 be fixed. By Lemma 4.1, there exist constants c 1 , c 2 > 0 such that
2−α for all ξ ∈ R and t ∈ [1/T, T ], which implies that ξ → exp{−a Proof. Basically, the idea of the proof is as follows. We will show the following:
can be extended to a holomorphic function on U o + . If this claim is true, then the set A n := {x > 1/n : f Y 0 t (x) = 0} with n ∈ N must be discrete, that is, for each x ∈ A n , one can find a neighbourhood of x whose intersection with A n equals x; otherwise the identity theorem for holomorphic functions implies that f Y 0 t (x) ≡ 0 for x > 0. As a consequence, A n is countable, which implies that A := ∪ n∈N A n is also countable and thus has Lebesgue measure 0.
Let x > 0 be fixed. We will complete the proof of the above claim in several steps.
"
Step 1 ": We derive a simpler representation for f Y 0 t (x). We have
For ξ < 0, we have
By (4.6) and (4.7), we get
For simplicity, let (4.9)
Step 2 ": We calculate I by contour integration. By a change of variables z := −iξ, we get
Define two paths Γ 1,K and Γ 2,K by
According to (4.1), we see that the function
can be extended to a holomorphic function on
Since lim z→0 e xz exp −a To estimate the second term on the right-hand side of (4.11), we divide the path Γ 1,K into two parts, namely
with ε 0 > 0 being the constant appearing in Lemmas 4.1 and 4.2. Then
If we can show that lim K→∞ II 1 (K) = 0 and lim K→∞ II 2 (K) = 0, then it follows from (4.10), (4.11) and (4.12) that (4.13)
Step 3 ": We show that lim where the right-hand side of (4.16) is an integrable function (with the variable z) on R 0 . By Lebesgue differential theorem, we see that the function
Proof. In view of (3.8) and (3.10), we have 
Summarizing the above two cases, we have f Y y t (x) > 0 for all x > 0. This completes the proof.
A Foster-Lyapunov function for (Y, X)
We now turn back to the two-dimensional affine process (Y, X) = (Y t , X t ) t 0 defined in (1.1). Our aim of this section is to construct a Foster-Lyapunov function for (Y, X).
For a functional Φ(Y, X) based on the process (Y, X), we use E (y,x) [Φ(Y, X)] to indicate that the process (Y, X) considered under the expectation is with the initial condition (Y 0 , X 0 ) = (y, x), where (y, x) ∈ R 0 × R is constant. The notation P (y,x) (Φ(Y, X) ∈ ·) is similarly defined.
Lemma 5.1. Let h ∈ C ∞ (R, R) be such that h(x) 1 for all x ∈ R and h(x) = |x| whenever |x| 2. Define V (y, x) := βy + h(x), y 0, x ∈ R, where β > 0 is a constant. If β is sufficiently large, then V is a Foster-Lyapunov function for (Y, X), that is, there exist constants c, M > 0 such that
for all (y, x) ∈ R 0 × R and t 0.
Proof. Define g(t, y, x) := exp{ct}V (y, x), where c > 0 is a constant to be determined later. It is easy to see that g ∈ C 2 (R 0 × R 0 × R, R). We define the functions g . If the process (Y t , X t ) t 0 starts from (y, x), i.e., (Y 0 , X 0 ) = (y, x), then we can use the Lévy-Itô decomposition of (L t ) t 0 in (2.2) to obtain that for each t 0,
where γ, N (ds, dz) andÑ (ds, dz) are as in (2.2). By (5.2) and applying Itô's formula for g (see [28, Theorem 94]), we obtain that for each t 0,
and Lg is defined by (Lg)(t, y, x) := (a − by)g
for (t, y, x) ∈ R 0 × R 0 × R. By a change of variablez := z α √ y and an easy computation, we see that Lg = Ag, where A is given in (2.3). As a result, it follows from (5.3) that for each t 0,
The rest of the proof is divided into three steps: "
Step 1 ": We show that (M t (g)) t 0 is a martingale with respect to the filtration (F t ) t 0 , where (F t ) t 0 is the same as in Sect. 2. To achieve this, we can use the same argument as in [3] . Define
where t 0. By noting that g 
are all martingales with respect to the filtration (F t ) t 0 , where n ∈ N is arbitrary. We omit the details here. For each n ∈ N, define
4,n t (g), t 0. Noting that g(s, y + z, x) − g(s, y, x) = βz exp (ct), we get
½ {Ys−>n} e cs βz α Y s−Ñ (ds, dz)
where we used the Lévy-Itô decomposition in (2.2) to get the second equality. It follows from [20, Remark A.8 ] that for each t 0, there exist some constant c 1 > 0 such that
where c 2 > 0 is some constant, it follows that E (y,x) t 0 Y s ds < ∞ and further
Therefore, by the dominated convergence theorem, we obtain (5.6) lim
As shown in the proof of [3, Theorem 2.1], the martingale property of (M 2 t (g)) t 0 now follows from (5.5), (5.6) and the fact that both (M 3,n t (g)) t 0 and (M 4,n
is also a martingale with respect to the filtration (F t ) t 0 .
"
Step 2 ": We determine the constant c > 0 and find another constant M > 0 such that
for all (y, x) ∈ R 0 × R, where A is given by (2.3). For the function V , we have
and
where h ′ and h ′′ denote the first and second order derivatives of the function h, respectively. So
. By choosing β > 0 large enough, we obtain that for all (y, x) ∈ R 0 × R,
where we used the boundedness of |h ′ |, |h ′′ | and |h|½ {|x| 2} to get the first and second inequality. Here c 3 , c 4 and c 5 are some positive constants. Now, we see that (5.7) holds with c := min(b/2, θ) and M := c 5 .
Step 3": We prove (5.1). By (5.4), (5.7) and the martingale property of (M t (g)) t 0 , we obtain
for all (y, x) ∈ R 0 ×R and t 0, which implies (5.1). This completes the proof.
Remark 5.2. To see the existence of a function h ∈ C ∞ (R, R) that fulfills the conditions of Lemma 5.1, we can proceed in the following way: let ρ ∈ C ∞ (R, R) be such that ρ(x) = 1 for x 2, ρ(x) = 0 for x 1 and 0 ρ(x) 1 for 1 x 2.
We now define h : R → R by h(x) := F (|x|) + 2 − F (2), x ∈ R. Then h satisfies the conditions required in Lemma 5.1.
Exponential ergodicity of (Y, X)
In this section we prove our main result, namely, the exponential ergodicity of the affine two factor model (Y, X) = (Y t , X t ) t 0 . Let · T V denote the total variation norm for signed measures on R 0 × R, namely, µ T V := sup {|µ(A)|} , where µ is a signed measure on R 0 × R and the above supremum is running for all Borel sets A in R 0 × R.
Let P t (y, x, ·) := P (y,x) ((Y t , X t ) ∈ ·) denote the distribution of (Y t , X t ) t 0 with the initial condition (Y 0 , X 0 ) = (y 0 , x 0 ) ∈ R 0 × R.
By [3, Theorem 3.1] and the argument in [17, p.80] , there exists a unique invariant probability measure π for the two dimensional process (Y t , X t ) t 0 . Roughly speaking, if for each (y, x) ∈ R 0 × R, the convergence of the distribution P t (y, x, ·) to π as t → ∞ is exponentially fast with respect to the total variation norm, then we say that the process (Y t , X t ) t 0 is exponentially ergodic.
The main result of this paper is the following:
Theorem 6.1. Consider the two-dimensional affine process (Y, X) = (Y t , X t ) t 0 defined by (1.1) with parameters α ∈ (1, 2), a > 0, b > 0, m ∈ R and θ > 0. Then (Y t , X t ) t 0 is exponentially ergodic, that is, there exist constants δ ∈ (0, ∞) and B ∈ (0, ∞) such that
for all t 0 and (y, x) ∈ R 0 × R.
Proof. We basically follow the proof of [15, Theorem 6.3] . The essential idea is to use the so called Foster-Lyapunov criteria developed in [24] for the geometric ergodicity of Markov chains. We first consider the skeleton chain (Y n , X n ) n∈Z 0 , which is a Markov chain on the state space R 0 × R with transition kernel P n (y, x, ·). It is easy to see that the measure π is also an invariant probability measure for the chain (Y n , X n ) n∈Z 0 .
Let the function V be the same as in Lemma 5.1 and the constant β > 0 there be sufficiently large. The Markov property together with Lemma 5.1 implies that
where c and M are the positive constants in Lemma 5.1. If we set V 0 := V and
In order to apply [22, Theorem 6.3] for the chain (Y n , X n ) n∈Z 0 , it remains to verify the following conditions:
(a) the Lebesgue measure λ on R 0 × R is an irreducibility measure for the chain (Y n , X n ) n∈Z 0 ; (b) the chain (Y n , X n ) n∈Z 0 is aperiodic (the definition of aperiodicity can be found in [21, p.114] ); (c) all compact sets of the state space R 0 × R are petite (see [23, p .500] for a definition).
We now proceed to prove (a)-(c).
In order to prove (a), we will use the same argument as in [3, Theorem 4.1] . It is enough to check that for each (y 0 , x 0 ) ∈ R 0 × R, the measure P 1 (y 0 , x 0 , ·) is absolutely continuous with respect to the Lebesgue measure with a density function p 1 (y, x|y 0 , x 0 ) that is strictly positive for almost all (y, x) ∈ R 0 × R. Indeed, let A be a Borel set of R 0 × R with λ(A) > 0. Then
for all (y 0 , x 0 ) ∈ R 0 × R, where the stopping time τ A is defined by τ A := inf{n 0 : (Y n , X n ) ∈ A}. Next, we prove the existence of the density p 1 (y, x|y 0 , x 0 ) with the required property. Recall that
Note that (Y t ) t 0 and the Brownian motion (B t ) t 0 are independent, since (L t ) t 0 and (B t ) t 0 are independent and (Y t ) t 0 is a strong solution. Therefore, the conditional distribution of Y s exp (2θs) ds. Hence, we get that forx ∈ R,
where ̺(r; σ 2 ) is the density of the normal distribution with variance σ 2 > 0, i.e.,
Note that the assumption a > 0 ensures that
By [16, Theorem 6 .3] and considering the conditional distribution of 1 0 e 2θs Y s ds given Y 1 , we can find a probability kernel K (y0,x0) (·, ·) from R 0 to R 0 such that
It follows from (6.2), (6.3) and (6.5) that for all (ȳ,x) ∈ R 0 × R,
where f Y y 0 1 is given in (4.17). Define
By (6.4) and the fact that f Y y 0 1 (y) is strictly positive for all y > 0 (see Theorem 4.5), for each (y 0 , x 0 ) ∈ R 0 × R, the density p 1 (y, x|y 0 , x 0 ) is strictly positive for almost all (y, x) ∈ R 0 × R. Moreover, by (6.6), we have
To prove (b), i.e., the aperiodicity of the skeleton chain (Y n , X n ) n∈Z 0 , we use a contradiction argument. Suppose that the period l of the chain (Y n , X n ) n∈Z 0 is greater than 1 (see [21, p.114 ] for a definition of the period of a Markov chain). Then we can find disjoint Borel sets
for all (y 0 , x 0 ) ∈ A i , i = 1, · · · , l − 1, and
for all (y 0 , x 0 ) ∈ A l . By (6.8), we have
and further
However, since for each (y 0 , x 0 ) ∈ R 0 × R, the density p 1 (y, x|y 0 , x 0 ) is strictly positive for almost all (y, x) ∈ R 0 × R, we must have λ(A 1 ) = 0, which contradicts (6.7). Therefore, the assumption that l 2 is not true. So we have l = 1.
In view of [22, Theorem 3.4 (ii)], to prove (c), it is enough to check the Feller property of the skeleton chain (Y n , X n ) n∈Z 0 . By [6, Theorem 2.7] , the two-dimensional process (Y t , X t ) t 0 , as an affine process, possesses the Feller property. So the skeleton chain (Y n , X n ) n∈Z 0 has also the Feller property. Now, we can apply [22, Theorem 6 .3] and thus find constants δ ∈ (0, ∞), B ∈ (0, ∞) such that
for all n ∈ Z 0 , (y, x) ∈ R 0 × R. For the remainder of the proof, i.e., to extend the inequality (6.9) to all t 0, we can interpolate in the same way as in [24, p.536], and we omit the details. This completes the proof. In view of (6.14) and (6.20), we get 
