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Abstract 
Regulatory Compliance Management (RCM) is a management process, which an organization 
implements to conform to regulatory guidelines. Some processes that contribute towards 
automating RCM are: (i) extraction of meaningful entities from the regulatory text and (ii) 
mapping regulatory guidelines with organisational processes. These processes help in updating 
the RCM with changes in regulatory guidelines.  The update process is still manual since there 
are comparatively less research in this direction. The Semantic Web technologies are potential 
candidates in order to make the update process automatic. There are stand-alone frameworks 
that use Semantic Web technologies such as Information Extraction, Ontology Population, 
Similarities and Ontology Mapping. However, integration of these innovative approaches in 
the semantic compliance management has not been explored yet. Considering these two 
processes as crucial constituents, the aim of this thesis is to automate the processes of RCM. It 
proposes a framework called, RegCMantic. 
The proposed framework is designed and developed in two main phases. The first part of the 
framework extracts the regulatory entities from regulatory guidelines. The extraction of 
meaningful entities from the regulatory guidelines helps in relating the regulatory guidelines 
with organisational processes. The proposed framework identifies the document-components 
and extracts the entities from the document-components.  The framework extracts important 
regulatory entities using four components: (i) parser, (ii) definition terms, (iii) ontological 
concepts and (iv) rules. The parsers break down a sentence into useful segments. The 
extraction is carried out by using the definition terms, ontological concepts and the rules in the 
segments. The entities extracted are the core-entities such as subject, action and obligation, and 
the aux-entities such as time, place, purpose, procedure and condition. 
The second part of the framework relates the regulatory guidelines with organisational 
processes. The proposed framework uses a mapping algorithm, which considers three types of 
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entities in the regulatory-domain and two types of entities in the process-domains. In the 
regulatory-domain, the considered entities are regulation-topic, core-entities and aux-entities. 
Whereas, in the process-domain, the considered entities are subject and action. Using these 
entities, it computes aggregation of three types of similarity scores: topic-score, core-score and 
aux-score. The aggregate similarity score determines whether a regulatory guideline is related 
to an organisational process. 
The RegCMantic framework is validated through the development of a prototype system. The 
prototype system implements a case study, which involves regulatory guidelines governing the 
Pharmaceutical industries in the UK. The evaluation of the results from the case-study has 
shown improved accuracy in extraction of the regulatory entities and relating regulatory 
guidelines with organisational processes. This research has contributed in extracting 
meaningful entities from regulatory guidelines, which are provided in unstructured text and 
mapping the regulatory guidelines with organisational processes semantically. 
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1 Introduction 
1.1 Research Overview and Motivation 
Regulatory Compliance Management (RCM) is a management process, which an organization 
implements to conform to the relevant regulations. RCM is applied to all sizes and sectors of 
businesses and organisations from small to corporate level (Haider 2002, Watts 2006). 
Managing the regulatory compliance manually is a laborious and extensive task and 
necessitates expertise in the field. It costs a huge amount of capital investment to the 
organisations and still remains as an error prone process (Haider 2006). Legislations impose 
stringent compliance requirements, and organisations have to make heavy investments in order 
to meet the requirements. For instance, in 2002, the enforcement of the Sarbanes-Oxley Act 
(SOX) on organisations in the USA cost around $1.4 trillion (Zhang 2007). 
RCM comprises several processes such as extracting regulatory entities from regulatory 
guidelines, modelling regulatory guidelines, mapping the regulatory guidelines with 
organisational processes, compliance enforcement, compliance monitoring and compliance 
audit (El Kharbili 2012). An improvement in each process plays a significant role in the 
improvement of the overall compliance management. Various commercial tools such as 
Microsoft Security Compliance Manager1, LexisNexis Compliance 3602, IBM SCORE3 and 
Xactium Compliance Manager4 are developed in order to help in compliance enforcement, 
monitoring and auditing. In addition, frameworks for enforcing, monitoring and auditing 
(Agrawal et al 2006, Liu et al 2007, Namiri and Stojanovic 2007, Uszok et al 2004)  have 
played a useful role in improving the RCM processes. 
                                                     
1 http://technet.microsoft.com/en-us/library/cc677002.aspx 
2 http://www.lexisnexis.com/en-us/products/compliance-360.page 
3 http://www-03.ibm.com/software/products/us/en/score 
4 http://www.xactium.com/compliance-management-software/ 
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However, the current (commercial) tools and frameworks fall short of appropriately addressing 
the issues of extraction, modelling and mapping in the RCM (Breaux et al 2008, Gao et al 
2011, Ghanavati et al 2007, Kiyavitskaya et al 2009, Mu et al 2009, Sapkota et al 2012). This 
is because of the complexity of the text, unavailability of standard modelling techniques and 
inadequate mapping algorithms (Breaux et al 2008, Ghanavati et al 2007, Kiyavitskaya et al 
2008). 
Among the RCM processes, this research focuses on two processes: (i) extraction of 
meaningful entities from the regulatory text and (ii) mapping regulatory guidelines with 
organisational processes. These two processes help in updating a system when new regulatory 
guidelines are introduced or some changes in the existing guidelines are made. When a new 
regulatory guideline is introduced, a compliance manager needs to find out the organisational 
processes affected by the guidelines. In other words, she has to relate the regulatory guidelines 
with the organisational processes.  The relating process is manual that means the compliance 
manager needs to compare each organisational process with each regulatory guideline, which 
is a time consuming, laborious work and prone to errors. Improving the automation and 
accuracy of these processes helps in the accuracy and the automation of RCM. Therefore, this 
thesis aims to contribute towards the automation on these two processes in the RCM: (i) 
extraction of the regulatory entities and (ii) mapping regulatory the guidelines with the 
processes. 
Extracting regulatory entities from regulatory guidelines poses several challenges such as   (i) 
processing complex document structure, (ii) determination of external and internal references 
(iii) anaphora and cataphora resolution and (iv) processing sentence continuations. Extraction 
frameworks have to work against these challenges in order to identify entities correctly and 
completely. Current frameworks extract entities in the regulatory guidelines mostly by using 
indicator terms (Gao et al 2011) and rules (Mu et al 2009). In this research, the combination of 
four components: (i) parser, (ii) definition terms, (iii) ontological concepts and (iv) rules is 
proposed. There is research that uses the combination of some of these components, and are 
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found useful in regulatory entity extraction. However, the combination of these four 
components - in order to extract regulatory entities - has not been explored yet. The author 
believes that this combination increases the correctness and completeness of the regulatory 
entity extraction. 
The mapping between a regulatory guideline and an organisational process comes with 
challenges such as (i) ambiguity and complexity of the regulatory text, (ii) implicit information 
in the description of organizational processes and (iii) absence of a standard framework to 
work with regulation and process ontologies in order to facilitate the processes such as 
mapping. There are similarity algorithms, which are potential methodologies for the mapping 
such as the sentence to sentence mapping (Agirre et al 2012, Barzilay and Elhadad 2003, 
McCarthy et al 2012, Mohler et al 2011), concept to concept mapping (Chen et al 2010, Ge 
and Qiu 2008, Hawalah and Fasli 2011)  and word to word mapping (Pedersen et al 2004). 
These similarity algorithms do not consider the specific nature of regulation and process 
ontologies for the mapping process. An Ontology is a semantic knowledge representation 
format, and utilizing ontological structure in the similarity computation between two entities 
makes the similarity computation process meaningful and accurate.  This research has utilised 
the ontological structure of the regulation and process ontologies in order to map the 
regulatory guidelines and organisational processes.  
The rest of the chapter is organised as follows. Section 1.2 highlights the aims and objectives 
of this research. The overview of the framework is provided in Section 1.3. The contributions 
and originality of this thesis are pointed out in Section 1.4. The scope of the research is  
provided in Section 1.5. Section 1.6 presents the overview of the structure of this thesis. 
Finally, Section 1.7 lists the publications made during this research. 
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1.2 Aims and Objectives 
The aim of this research is to propose a generic semantic framework in order to support RCM 
system. In order to achieve this aim, the following objectives are set:  
 To explore the advancements and issues associated with: (i) the extraction of 
regulatory entities from regulatory guidelines and (ii) the mapping between the 
regulatory guidelines and organisational processes. 
 To investigate and develop methodologies in order to extract regulatory entities from 
the text in regulatory guidelines. Extraction of the entities helps in relating the 
regulatory guidelines with organisational processes with more accuracy and 
completeness. 
 To investigate and develop methodologies in order to map regulatory guidelines with 
organisational processes.  The mapping process helps to update RCM when a new 
regulatory guideline is introduced, or there are changes in existing guidelines. 
 To implement and evaluate the extraction and mapping methodologies in a case study 
which provides a sufficient level of complexity and can be validated within the scope, 
resources and time of the research.  
1.3 Summary of Proposed Approach 
In this thesis, the proposed approach is called RegCMantic, where RegCM refers to 
“Regulatory Compliance Management” and CMantic refers to “Semantic”. The processes of 
the RegCMantic framework are divided into two main phases; (i) extraction phase and (ii) 
mapping phase. In the first phase, the regulatory entities are extracted from regulatory 
guidelines. In the second phase, the regulatory guidelines are mapped with organisational 
processes.  
In the first part of the framework, the extraction of regulatory entities is carried out with a 
combination of four components: (i) parser, (ii) definition terms, (iii) ontological concepts and 
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(iv) rules. Prior to the extraction, the framework identifies the structure of the regulatory 
document and important document components such as regulatory paragraphs, topics and 
titles. Once the extraction is completed, the extracted regulatory entities are populated in 
regulation ontology. In the second part of the framework, the regulatory guidelines, which are 
represented in a regulation ontology, and organisational processes, which are represented in a 
process ontology are mapped. Mapping is a process to determine whether a regulatory 
guideline is related to an organisational process. 
The validation of the framework is carried out by implementing it in a case study related to the 
Pharmaceutical industry in the UK. Within this domain, an Aspirin production process and the 
EU regulatory guidelines to govern the process, Eudralex (Eudralex 2013) are selected since 
the regulatory guidelines comprise a fair amount of complexity for the framework to be tested. 
Likewise, the Aspirin production process has a comparatively clear and simple structure and 
are modelled into ontological concepts in a process ontology (Sesen et al 2010). 
The extraction part of the framework is evaluated using precision, recall and f-measure. In 
order to use these techniques, the result of the framework is compared with manual 
annotations. Since there is no annotation benchmark to compare with system-generated 
annotations, the annotations are compared with annotations created by the user. The 
comparison has created three types of annotations: correct annotations (true positive), incorrect 
annotations (false positive) and missing annotations (false negative). Likewise, the mapping 
part of the framework has also been evaluated using the same techniques. The mappings 
generated by the framework are compared with the manual mappings, and three types of 
mappings are identified: correct mappings  (true positive), incorrect mappings (false positive) 
and missing mappings (false negative). The performances of the both parts of the RegCMantic 
framework are compared with the other related frameworks.  
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1.4 Contribution and Originality 
The contribution of this research lies in the proposed RegCMantic framework. This framework 
is put forward as a result of  reviewing the existing frameworks, and particularly the future-
work suggestion presented in the papers by Sesen et al. (2010) and Kharbili et al. (2010). The 
suggestion is to improve the RCM by providing the automation in extracting semantic-
regulation and relating the organisational processes with the applicable regulations. There are 
stand-alone frameworks for Information Extraction (IE) (Castillo et al 2003, Sarawagi and 
Agichtein 2006), ontology population (Müller et al 2004), similarities (Richardson et al 1994, 
Slimani et al 2006, Yang and Powers 2007) and ontology mapping (Doan et al 2003, 
Kalfoglou and Schorlemmer 2003, Noy 2004). However, integration of these innovative 
approaches in the RCM has not been explored yet. Considering these two processes as crucial 
constituents in the RCM, this thesis claims the following contributions and the originalities. 
The originalities are the innovations provided by this research. The contributions are the 
combination of the innovations and the adaptation of the existing approaches in this thesis. 
1) Algorithm to Identify Document Components and Predicting Document 
Structure: A document contains various document components, which constitutes the 
structure of the document. Some examples of the components are title, paragraph, 
headers and footers. In order to extract meaningful regulatory entities from the 
regulatory text, it is essential to identify the document-components that contain 
regulatory guidelines.  This thesis has created some algorithms to identify these 
components and the document structure. 
2) Algorithm to Identify the Regulatory Guidelines: From the document structure, it 
identifies the regulatory guidelines in the document. 
3) Algorithm to Identify Meaningful Entities in the Regulatory Guidelines:  With in 
the regulatory guidelines, this framework identifies the important regulatory entities 
such as the subject, object, action and obligation. Identification of the regulatory 
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entities helps in relating the regulatory guidelines with organisational processes 
automatically. 
4) Tools for Constructing Regulatory Ontology and Representing the Regulatory 
Entities and Regulatory Guidelines in the Ontology:  An ontology to represent the 
regulatory guidelines and regulatory entities is essential for further processing the 
information in a semantic way. This research has constructed a regulatory ontology by 
extending an existing upper level legal ontology. 
5) Computing Similarity between the Entities of Regulatory Guidelines and 
Organisational Processes: In order to compute similarity between a regulatory 
guideline and an organisational process, it is essential to identify the similarity 
between their entities. For example, determining the similarity between the subjects 
and actions of a regulatory guideline and an organisational process helps in 
determining the similarity between the guideline and the process. This research 
computes the similarity between the entities in regulatory guidelines and 
organisational processes.    
6) Computing Similarity between Regulatory Statements and Organisational 
Processes: A regulatory guideline contains one or more regulatory statements. Before 
relating the regulatory guideline to organisational processes, it is essential to relate its 
statement with the processes. This framework computes the relatedness of a statement 
with processes. 
7) Computing Similarity between Regulatory Guidelines Organisational Processes:  
Finally, this research determines the relatedness between a regulatory guideline and an 
organisational process.  
Among the above contributions, the author claims the originality in the followings: 
1) Identifying the Regulatory Guidelines and Entities in a Regulation Document: 
The proposed framework identifies the regulatory guidelines from various document 
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structures. Furthermore, within the regulatory guidelines, it identifies the regulatory 
entities.  
2) Relating Regulatory Guidelines to Organisational Processes: In order to facilitate 
the compliance manager with automation in the update process in RCM, the proposed 
framework relates the regulatory guidelines with organisational processes with the 
help of regulatory entities and process entities. 
 
 
 
 
1.5 Scope 
RegCMantic is a general framework, and likely to be applied to any domain where 
organisational processes are represented in an ontology. Some of the boundaries under which 
this research is carried out are listed below.  
1) The RCM framework assumes that the organisational processes are represented in an 
ontology in order to relate the organisational processes with regulatory guidelines. In 
the case study of this framework, a process ontology called OntoReg is used. The 
OntoReg is developed by a team at University of Oxford (Sesen et al 2010) during 
their continuous research into Pharmaceutical processes.  
2) The extraction of regulatory guidelines from the regulation text requires manual 
intervention. The extraction process generates suggestions, and the users need to select 
or modify the suggestions. In other words, the ultimate decision should always be 
allowed to the users since the extraction does not produce 100% accurate results.  
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3) In the mapping process, which is the process of finding the relevant regulation for an 
organisational process, the notion of ontology mapping cannot be applied as such, 
since regulatory guidelines and organisational processes are not similar concepts. 
Ontology mapping can be applied to determine the similarity between two similar 
concepts in two similar ontologies. Since the regulatory ontologies and process 
ontologies are completely different ontologies, and regulatory guidelines and 
organisational processes are different concepts, the state of art ontology mapping 
algorithms cannot be applied in the RegCMantic as such. 
4) The mapping process needs expert’s intervention to select the mapping. Similar to the 
extraction process, the system only generates suggestions, and the user should either 
select or modify the suggestion. 
1.6 Organisation of the Thesis 
The remaining part of the thesis is organised into various chapters, which is given below. 
Chapter 2 describes the technologies used in this thesis and reviews the related frameworks. In 
particular, it describes the natural language processing, Semantic Web technologies and 
similarity measures. Introducing these technologies, this chapter then reviews various 
approaches to the compliance management and justifies the selection of the proposed 
framework. 
Chapter 3 describes the proposed RegCMatic framework for RCM. It describes the 
contribution, scope and limitation of the framework. This chapter also explains how the 
proposed framework can be implemented. In particular, it clarifies various algorithms, 
implementation requirements, guidance and warnings. 
Chapter 4 describes a case study implementing the proposed framework. It examines the 
application of the RegCMantic framework in a real life scenario, the Pharmaceutical industry 
Introduction 
 
23 
 
as its case study. In particular, application of the Eudralex regulation to the Pharmaceutical 
processes is observed. 
Chapter 5 discusses and analyses the findings of the case study. Each phase of the framework 
is evaluated with expertise in the domain. Finally, the Chapter 6 concludes the finding of this 
research and highlights the potential directions of the future research. 
1.7 Publications 
While working on this thesis, some papers are published, and they are listed below. 
Sapkota K, Aldea A, Younas M and Duce DA (2013) RP-Match : A Framework for 
Automatic Mapping of Regulations with Organizational Processes. The 
10th IEEE International Conference on e-Business Engineering (ICEBE 
2013). Coventry, UK: IEEE Computer Society Press, (Accepted). 
Sapkota K, Aldea A, Younas M, Duce DA and Banares-Alcantara R (2012) Extracting 
Meaningful Entities from Regulatory Text. Proceedings of the Fifth 
International Workshop on Requirements Engineering and Law 
(RELAW  ’12). Chicago: IEEE Computer Society Press, 29–32.  
Sapkota K, Aldea A and Banares-Alcantara R (2012) Semantic Knowledge Mapping: 
An Extension of Compendium with Semantic Knowledge Representation. 
International Journal of Artificial Intelligence & Applications (IJAIA) 
3(5): 1–12. 
Sapkota K, Aldea A, Younas M, Duce DA and Banares-Alcantara R (2011a) Towards 
Semantic Methodologies for Automatic Regulatory Compliance Support. 
Proceedings of the 4th workshop on Workshop for Ph.D. Students in 
Information & Knowledge Management (PIKM  ’11). Glasgow: ACM 
Press, 83–86. 
Sapkota K, Aldea A, Younas M, Duce DA and Banares-Alcantara R (2011b) 
Semantic-ART: a framework for semantic annotation of regulatory text. 
Proceedings of the Fourth Workshop on Exploiting Semantic Annotations 
in Information Retrieval (ESAIR  ’11). Glasgow: ACM Press, 23–24. 
 
 
 
Literature Review 
 
24 
 
2 Literature Review 
2.1 Introduction 
The purpose of this chapter is to review and critically analyse current Regulatory Compliance 
Management (RCM) systems, in particular how the existing systems manage the changes due 
to new regulatory guidelines. Furthermore, it reviews the current RCM systems and some 
methodologies, techniques and tools connected to them such as Semantic Web technologies, 
IE and similarity measures. When some regulatory guidelines are introduced, or some changes 
in the existing regulatory guidelines are made, a RCM has to relate the regulatory guidelines to 
the existing organisational processes. This chapter investigates how the semantics embedded in 
the regulatory guidelines are identified, extracted and represented in order to relate them with 
the organisational processes.  
In order to identify the semantics of the regulatory guidelines, it is needed to identify the 
structure of the regulatory documents and the meaningful entities in the regulatory guidelines. 
Identification of the structure of a document is called Document Structure Analysis (DSA), 
and that of meaningful and relevant entities is called Information Extraction (IE).  Determining 
the similarity between the regulatory entities and process entities helps in mapping the 
regulatory guidelines with organisational processes. Application of the Semantic Web 
technologies can make the extraction and mapping processes semantic. Therefore, this chapter 
describes the approaches to RCM, Semantic Web technologies, DSA, IE and similarity 
measures. 
The rest of the Chapter is organised as follows. Section 2.2 reviews the RCM approaches and 
the issues. The main goal of this thesis is to help in RCM. This section looks into the strength 
and limitations of the current frameworks. Semantic Web technologies and their uses in the 
RCM are described in Section 2.3. The approaches to the DSA are explored in Section 2.4. In 
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Section 2.5, the processes of regulation extraction and semantic annotations are analysed, and 
the selection of a method is justified. Various techniques of semantic similarity are reviewed in 
Section 2.6. This section reviews the current similarity measures and justifies why some 
similarity measures are selected for this thesis.  
2.2 Regulatory Compliance Management 
This section reviews various RCM approaches. In particular, it analyses the strength and 
limitations of the existing approaches and describes how the proposed framework can fulfil 
some of the shortcomings of the existing approaches. 
RCM is a process that aims to ensure that requirements are satisfied with organisational 
processes (Yip et al. 2007). RCM ensures public health, safety and security and maintains the 
quality of the products. RCM is applied to all sizes and sectors of businesses and organisations 
from small to corporate level (Haider 2002, Watts 2006). RCM is very important to businesses 
and organisations since, on one hand, failure to comply with the regulatory guidelines results 
into heavy penalties (Breaux et al 2006); and on the other hand, managing regulatory 
compliance also costs substantially. For an instance, according to a survey (Zhang 2007), 
enforcement of the Sarbanes-Oxley Act (SOX) on organisations in the USA in 2002 cost 
around $1.4 trillion. Managing the regulatory compliance manually (Conley 2000, Haider 
2006, Muhammed 2007) is a laborious and extensive task  and necessitates expertise in the 
field which costs a huge amount of capital investment to the organisations and still remains as 
an error prone process (Haider 2006). 
Improving RCM requires improvement on its underlying processes. RCM comprises several 
processes such as (i) extracting regulatory entities from regulatory guidelines, (ii) modelling 
regulatory guidelines, (iii) mapping the regulatory guidelines with organisational processes, 
(iv) compliance enforcement, (v) compliance monitoring and (vi) compliance audit (El 
Kharbili 2012). Therefore, the improvement in each process plays a significant role in 
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improvement of the overall compliance management. For instance, providing automation in 
some of these processes increases the automation of the overall RCM process. 
There are several contributions, which provide automation in RCM processes. For instance, the 
work presented in Kiyavitskaya et al. (2007) extracted rights and obligations from regulations 
by applying a framework called Cerno, which involved textual semantic annotation. 
Knowledge Acquisition in Automated Specification (KAoS) services were applied by Uszok et 
al. (2004) to RCM for Semantic Web services.  Although these frameworks extract regulatory 
entities from regulatory guidelines, mapping the regulatory guidelines with organisational 
processes has not been addressed. 
Equally, the database technologies appeared as useful in the process when Agrawal et al. 
(2006) applied these technologies to check compliance in RCM. User Requirements Notation 
(URN) based framework was explored by Ghanavati et al. (2007) to track legal compliance in 
healthcare. Liu et al. (2007) applied statistic methods for compliance checking in Business 
Process Managing (BPM). One of the interesting implementations of the logical approach was 
described in Namiri & Stojanovic (2007) by implementing internal controls in business 
processes with an introduction of a semantic layer without changing the original business 
process. Likewise, logical exploration of Logrippo (2008) and Governatori et al. (2009) on 
RCM was found encouraging. Although these frameworks contributed towards checking the 
compliance and noncompliance processes, extracting and relating regulatory guidelines with 
organisational processes has not been addressed. 
Similarly, Semantic Web technologies are found useful in RCM. One of the major 
contributions towards it is (El Kharbili et al 2008), where the authors investigated creating a 
policy based  framework for semantic business process and compliance management.  A  
semantic based RCM for the Pharmaceutical industry is described in Contreras & Banares-
Alcantara (2009), where the authors developed a pharmaceutical regulatory knowledge base to 
support the validation process of new chemical products. The same work is further extended 
Literature Review 
 
27 
 
by Sesen et al. (2010) using ontology and rule based compliance checking in pharmaceutical 
processes. These frameworks are focusing on managing compliance knowledge manually and 
checking compliance.  They have not addressed the issues of extracting regulatory guidelines 
and mapping them with organisational processes automatically. 
Although, there is a considerable amount of improvement in some parts of the compliance 
management, some processes are still in need of improvement. For example, there are some 
commercial tools such as Microsoft Security Compliance Manager5, LexisNexis Compliance 
360 6 , IBM SCORE 7  and Xactium Compliance Manager 8  which help in compliance 
enforcement, monitoring and auditing. However, there are less improvements in the extraction, 
modelling and mapping processes related to RCM (Breaux et al 2008, Gao et al 2011, 
Governatori et al 2009, Kiyavitskaya et al 2009, Mu et al 2009, Sapkota et al 2012). This is 
because of the complexity of the text, unavailability of standard modelling techniques and 
inadequate mapping algorithms.  
Updating RCM with changes in regulatory guidelines automatically needs automation in the 
extraction, modelling and mapping processes. In order to automate these processes, RCM has 
to exploit the advancement in technologies, which can streamline the processes such as 
knowledge management, IE and similarity measures. Standardising the modelling of 
regulatory knowledge requires expertise in the regulatory domain to agree in some formats and 
techniques, which requires another area of exploration and the time and effort needed for the 
exploration exceeds the scope of this thesis. Therefore, this research focuses on automating 
two processes: extracting regulatory guidelines and mapping the guidelines with organisational 
processes.  
                                                     
5 http://technet.microsoft.com/en-us/library/cc677002.aspx 
6 http://www.lexisnexis.com/en-us/products/compliance-360.page 
7 http://www-03.ibm.com/software/products/us/en/score 
8 http://www.xactium.com/compliance-management-software/ 
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This section has described some of the RCM approaches, their strength and limitations. The 
next section discuses about the advantage of representing regulatory knowledge in a semantic 
format and analyses the various approaches in knowledge representation. 
 
2.3 Knowledge Management and Ontologies 
This section reviews the technologies that can be used to represent and manage the regulatory 
information. In particular, it describes knowledge management (KM) in terms of its role in a 
semantic RCM. It introduces a semantic knowledge representation format, ontology and 
describes how some of the legal ontologies represent the knowledge in regulatory guidelines.  
KM is a process of organising the knowledge, which involves three important tasks: (i) 
identifying the required and the available knowledge, (ii) planning the processes on the basis 
of the available knowledge, and  (iii) urging the appropriate actions based on the planning 
(Castillo et al 2003). The implicit knowledge can be made explicit by using the Semantic Web 
technologies. When the knowledge carries the maximum semantics, it can be utilised to its 
maximum potential. Ontologies can be used as Semantic Web technologies. 
2.3.1 Ontology for Knowledge Representation 
Representing knowledge in ontologies optimises the usefulness of the knowledge (Gruber 
1995). Gruber (1993) defines ontology as “an explicit specification of a conceptualization”. 
Another definition (Borst 1997) states that it is “a formal specification of a shared 
conceptualisation”. Based on these definitions, there arose another definition (Guarino 1998), 
which combined the earlier ones and presented as “an explicit and formal specification of 
conceptualisation”, which is the most referenced definition (George 2010). The 
conceptualisation refers to the vocabulary and the intentional meanings of the domain; explicit 
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refers to making the knowledge in the ontology explicit, and formal refers to making the model 
of the domain machine interpretable (Horrocks 2003). 
Structurally, an ontology is a taxonomy of concepts and description of their relationships and 
attributes which captures the intended meaning of a domain. There had been several attempts 
to standardize the format of ontology since its popularity grew in late 20th century such as 
Simple HTML Ontology Extensions (SHOE), Ontology Inference Layer (OIL) and DAPRA 
Agent Mark-up Language (DAML). Finally, the Worldwide Web Consortium (W3C) 
recommended the Web Ontology Language (OWL) as a standard format for writing 
ontologies. OWL is based on the description logic and comes in three flavour such as OWL-
Lite, OWL DL and OWL Full. Recently, a new version, OWL 2.0 is recommended by W3C. 
Implementing OWL ontology to represent the regulatory guidelines can be the best option 
considering the following reasons. 
(1) The popular legal ontologies such as LRI-Core (Breuker and Hoekstra 2004) 
and LKIF-Core (Hoekstra et al 2007) are represented in OWL, which can be 
extended to represent the knowledge in the regulatory guidelines. 
(2) The organisational processes are represented in OWL ontology; representing 
regulatory guidelines in the same format will make the processing easier. 
(3) OWL is the default ontology in the popular ontology editor, Protégé.  
Ontologies are categorized differently by various authors considering different criteria. 
According to Guarino (1998), it can be classified into three types based on the level of their 
generality. The first type is the top-level ontology, which is the most generic one and captures 
the domain-independent knowledge. It is also called the upper-ontology or foundation-
ontology. The examples of upper ontologies are Cyc9  and WordNet10. The second type is the 
domain or task ontology, which captures the knowledge of a generic domain or task. The third 
type is called the application ontology, which captures the knowledge of a domain. The use of 
                                                     
9 http://www.cyc.com/about-cyc 
10 http://wordnet.princeton.edu/ 
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the appropriate level of generality can save the expertise time while creating an ontology for an 
application. Similarly, reusing the existing ontology eases a knowledge engineering process.  
Representing regulatory guidelines in an ontology makes the guidelines machine 
understandable and helps in further processes such as relating the guidelines with 
organisational processes. The next section describes how ontologies are used to represent the 
knowledge in the regulatory guidelines. 
2.3.2 Ontology for Representing Regulatory Guidelines 
While creating an ontology for an application, it is recommended that one should make use of 
the existing ontologies. Therefore, this research has considered reusing or extending an 
existing legal ontology. In this section, some state of art legal ontologies are analysed and 
justified why one is more suitable than the others are, for this research. 
Language of legal discourse (LLD) (McCarty 1989) implements rules and formulas in order to 
capture "deep conceptual models" of a particular legal domain in terms of practical as well as 
theoretical application. Similarly, Gangemi et al. (2003) created core legal ontology (CLO), 
which is based on a foundational ontology,  descriptive ontology for linguistic and cognitive 
engineering (DOLCE) (Gangemi et al 2002) with the inclusion of description and situation. 
Breuker & Hoekstra (2004) developed LRI-Core, a core ontology that covers the main 
concepts that are common to all legal domains. 
There are several amendments to the top level and core level concepts in the legal ontologies. 
The legal knowledge interchange format core ontology  (LKIF-Core) (Hoekstra et al 2007) 
was built on the LRI-Core (Breuker and Hoekstra 2004) ontology and developed considering 
all the legal ontologies and is regarded as a standard for the core legal ontologies. It is a legal 
core ontology and translates legal knowledge bases written in different representation formats 
and languages. It aims to play two roles: (i) interpreting legal knowledge bases in different 
languages and (ii) formalising the legal knowledge. Legal knowledge acquisition can be made 
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easy by defining the concepts such as norm, judge, liability, document and claim. The 
ontology is described under three layers: (i) top level, (ii) intentional level and (iii) legal level. 
2.3.3 Relevancy of the Knowledge Representation Technologies 
In relation to this thesis, the ontologies can be used to represent the knowledge of regulatory 
guidelines and organisational processes. The regulatory guidelines and organisational 
processes can be modelled into ontologies in order to make them machine understandable by 
creating and interpreting the relationships of their concepts. Most of the legal ontologies have 
attempted to standardize the top-level concepts by adhering to the concepts in the popular top-
level ontologies, and they seemed to have adopted three tier ontologies (top, core and domain). 
Among the top concepts found in these ontologies are those representing space, time, 
abstract, physical and mental-entities. The top level ontologies only comprise the 
pure generic concepts, whereas the core ontology contains a rich set of low-level, reusable 
terms in the legal domain such as norm, which is a core concept placed under the top concept 
mental-entity. The domain ontology extends the above two ontologies (i.e. top and core 
ontologies), and designed to work in a specific legal domain such as regulations for the 
Pharmaceutical industry.  
The LKIF-Core ontology is found to be more suitable than other ontologies because (1) it is 
the latest development in the legal KR community and (2) It has useful concepts, which can be 
extended to represent the knowledge in regulatory guidelines. 
This section has described how knowledge representation in a semantic format helps in RCM 
and justified the selection of OWL ontology format and LKIF-Core ontology. The next section 
discusses about the various techniques, which can be adapted to identify the structure of a 
regulatory document. 
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2.4 Document Structure Analysis (DSA) 
This section reviews the techniques to identify the structure of the regulatory guidelines. 
Identifying regulatory entities in regulatory guidelines helps RCM to relate these guidelines to 
organisational processes. If the structure of the regulatory document is identified, the 
regulatory entities can be extracted more accurately.  
A document is composed of various document-components such as sections, paragraphs, titles 
and page numbers. Identifying these components within a document is referred to as DSA.  
Processing regulatory guidelines needs to identify the structure of the documents which are 
published in different document-formats such as PDF, HTML, XML, text and doc. Mostly 
these documents are in electronic format (digital documents). Understanding the structure of a 
digital document is a challenge underpinned by different formats and not properly defined 
structures. Other challenges on DSA as identified in Nojoumian & Lethbridge (2007) are given 
below. 
 Although statutes are laid out in a particular way, in general practice, it is not 
rigorously followed.  
 Cross-referencing and signposting are the good practices in presenting coherent 
information in documents. There are two types of cross references; explicit and 
implicit. In the explicit cross-references, the target information is represented by clear 
indications such as hyperlink or section numbers. However, in implicit cross-
references, there is a lack of clear representation of the target and poses challenges 
such as misleading and inconsistent information. 
 There is a considerable amount of noise on the documents provided online. Most of 
the documents on the web are PDF and HTML, and these documents are created by 
some kinds of document generators, which contain unnecessary information.  
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2.4.1 DSA Approaches 
Various techniques are proposed for tackling the challenges in DSA, and the approaches are 
classified according to the type of algorithm used. In general, DSA can be divided into two 
phases (Song Mao et al 2003): (1) document physical structure analysis and (2) document 
logical structure analysis.  
2.4.1.1 Document Physical Structure Analysis 
 The physical DSA identifies various physical entities or regions in a document such as text-
blocks, lines, words, figures, tables and backgrounds (Namboodiri and Jain 2007). The 
approaches to document physical layout analysis are categorized into top-down, bottom-up or 
hybrid approaches (Song Mao et al 2003). In the top-down approaches, the document-
components discovery starts from the whole document, and the smaller components are 
discovered iteratively. The process of iteration continues until a breaking criterion is met (Kise 
et al 1998, O’Gorman 1993). In the bottom-up approaches,  the process starts from the smaller 
units in a document such as letters, lines and ultimately the whole document is identified 
(Baird et al 1990, Nagy et al 1992). There are some approaches which utilise the both 
paradigms and are called mix approaches (Pavlidis and Zhou 1992). 
2.4.1.2 Document Logical Structure Analysis 
The logical or functional DSA determines the logical components of a document such as titles, 
authors, affiliations, authors, keywords, introduction and conclusion (Luong et al 2010, Song 
Mao et al 2003). In document logical structure, document-segments are arranged in a 
hierarchy.  A document-segment can be defined as a unit of a document or a document-
component in a specific position with specific features (Agichtein and Ganti 2004). Similar to 
the steps in the physical structure analysis, logical structure analysis  comprises the two crucial 
steps; segmentation and classification (M-w Lin et al 2006). In the segmentation stage, various 
types of document-segments are identified such as paragraph, title, graphics and images. In 
particular, the text-segments are identified with the help of font-features, position and 
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indicators (Anjewierden 2001). The font-feature is the morphological observation of a text 
such as font-size, font-weight, font-style and font-colour. The position is the location of the 
text with respect to the vertical and horizontal axis of the document as well its adjacent 
segments. The indicators specify the nature of a text-segment such as list numbers or segment 
prefixes or labels. These attributes of a segment help to determine the classification of the 
segment. The classification is the process of arranging the segments in a hierarchy and needs 
to determine containment of each segment.  
The document logical analysis approaches can be categorised into three basic classes: rule 
based, grammar based and other approaches (Stoffel et al 2010). In the rule based approaches a 
set of rules is defined to  identify and label the document-components (Ishitani 1999, Kim et al 
2001, C. C. Lin et al 1997). Likewise, various approaches (Conway 1993, Krishnamoorthy et 
al 1993, Tateisi and Itoh 1994)  proposed to specify grammar rules in different ways. These 
grammars also identify the document-components and assign labels to them. In addition, there 
are various other approaches such as machine learning (Esposito et al 2008, Paaß and Konya 
2012) and probabilistic approaches (Klink et al 1999). 
2.4.2 Relevancy of DSA Approaches 
Since the current regulatory guidelines are presented in electronic formats, this research is 
related to the approaches of the logical document analyses. However, it is important to know 
where the document logical analysis process falls under the overall document analysis process. 
The earlier approaches of converting the printed documents to digital documents have shown 
holistic approaches from physical to logical analysis. The steps in the logical analysis are 
directly related to the current research since it aims to identify the document-component where 
the regulatory guidelines are embedded. 
The two basic steps of the logical structure analysis: segmentation and classification (Pavlidis 
and Zhou 1992) are selected for this research. Likewise, the combination of bottom-up and 
top-down approach has also been found appropriate to this research as well as the 
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identification of segments by defining rules (Ishitani 1999, Kim et al 2001, C. C. Lin et al 
1997). The above approaches proposed methods to process the segmentation step with the help 
of font-features, positions and indicators. However, it is observed that the research is still in 
need of exploring the special nature of regulatory documents. This research aims to analyse the 
special nature of the regulatory documents such as excessive use of model verbs, passive voice 
and segment-indicators. 
This section has described the approaches, which can be used to identify the structure a 
regulatory document, which can help in the extraction of regulatory entities. The next section 
discusses various extraction techniques and frameworks, which can be used to extract 
regulatory entities from the regulatory guidelines. 
2.5 Information Extraction (IE) 
This section reviews the techniques that deal with the identification, annotation and extraction 
of information in regulatory guidelines. One of the processes, which can improve RCM, is the 
extraction of regulatory entities from regulatory guidelines. Once the document-structure is 
identified, the regulatory entities in the regulatory document should be extracted to make the 
regulatory guidelines meaningful. The meaningful regulatory guidelines helps to update RCM 
with changes or updates in the regulatory guidelines. 
IE is a branch of Natural Language Processing (NLP), which is used to extract specific 
information from the provided natural language documents. IE is used to extract information 
from the unstructured and semi structured text and convert them into a structured format. The 
unstructured text is the text available in most of the traditional, non-Web format such as text, 
word and PDF documents, and they are harder to process. The text in the web is organised into 
some distinct structures such as tables, lists, paragraphs and headings. These texts are called 
semi-structured text and are easier to process. The structured texts are stored in a well 
organised and computer interpretable formats such as database tables, XML documents and 
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ontologies. Since the information on the web is increasing exponentially, it is desirable that the 
information is in a machine interpretable format, and IE helps to convert the static information 
on the web to the computer understandable format. 
IE is often confused with the similar process called Information Retrieval (IR). IR is concerned 
about looking for the relevant documents based on the specific criteria and then finding 
specific information within the resulting documents (Baeza-Yates and Ribeiro-Neto 1999). IE 
is about searching for the specific text within the documents and returning the exact answers to 
the user’s query instead of returning the list of related documents (Sarawagi 2007). IR is more 
mature field than IE. Although they look similar, IR was evolved by the influence of 
information theory, probabilistic theory and statistics, whereas IE was developed by the 
influence of rule-based systems in computational linguistics and natural language processing 
(Lee 2005). 
Semantic Annotation (SA) is a process of tagging ontological concepts in the provided text, 
which will be used to populate the instances of the concepts in the ontology. The SA is not 
only used to extract the concepts and instances, but also the relationship among the concepts. It 
can be considered as a subfield of the IE or an Ontology Based Information Extraction (OBIE), 
albeit, some schools of thought consider it as a separate field.  
IE is applied in various area such as personal information management, scientific applications, 
web oriented applications and commercial applications. Its application in commercial software 
led its popularity and promoted more research in this direction. The most popular applications 
in such a direction are news tracking, customer care, data cleaning and classified 
advertisements (Sarawagi 2007). 
The approaches to IE are classified into different categories by different surveyors. Some are 
considering the basis of automation for the classification, whereas the others are considering 
whether an approach is a rule based or a statistic based. Based on the automation, the 
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approaches are categorised into the manual Knowledge Engineering approach and the 
Automatic Training approach. Each of these approaches is described below. 
2.5.1 Knowledge Engineering Approach 
In this approach, the experts in knowledge engineering and the domain in question are 
expected to create the extraction rules manually (Sarawagi 2007). This is an iterative process, 
and needs continued modification until the acceptable level of the expected result is acquired.  
There are various representation formats for the rules; however, the basic idea and structure are 
similar in all of them. Some of the systems and tools have gained popularity in creating and 
representing in a specific format such as  Common Pattern Specification Language (CSPL) (D 
Appelt et al 1993). CSPL is implemented in  Java Annotation Pattern engine (JAPE) 
(Cunningham et al 2002), regular expressions are used in WHISK (Soderland 1999),  SQL 
expressions are used in Avatar (Jayram et al 2006) and Datalog expressions are used in DBLife 
(Shen et al 2007). 
Similar to logic programming, the general structure of the rule consists of two parts: (1) 
contextual patterns as premise and  (2) actions as consequences (Sarawagi 2007). The patterns 
are defined by rules, which are more or less similar to the regular expression or by simply 
defined by a list of terms or entities. The actions part of the rule performs various useful 
actions that are related to entity annotation such as modifying the annotation, inserting start 
and end nodes in the entity and grouping the entities in a specified order. When multiple 
entities are grouped together to form a single entity, it requires the creation of the boundaries. 
The boundaries are the start and the end nodes (points) and all the tokens inside the boundaries 
are regarded as an entity. Examples of entities with multiple words are  book chapters, title of a 
paper, journal names and book names (Sarawagi 2007).  
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2.5.2 Automatic Training Approach 
In this approach, the machine learning technique is used to generate rules or statistics from the 
large training corpora automatically (Manning and Schütze 1999).  
In the rule based training approach, the training corpus should be annotated manually and 
based on the handcrafted annotation the new rules are generated. The two major types of 
algorithms for the rules creation and determination of the rules with the high precision are the 
top-down approaches (Soderland 1999) and bottom-up approaches (Califf and Mooney 2004).  
In the statistical approaches, the system tries to find the hidden structure in the unlabelled 
corpus by using various statistical models such as Hidden Markov Models (HMM) (Agichtein 
and Ganti 2004),  Maximum Entropy Markov Model (MEMM) (Ratnaparkhi 1999), 
Conditional Markov Models (CMM) (Malouf 2002) and Conditional Random Field (CRF) 
(Lafferty et al 2001). In order to determine a model, the unstructured text is decomposed in to 
smaller parts based on the predefined separators such as space, comma and full-stop. These 
smaller parts are then labelled using various  training and inference algorithms (Tsochantaridis 
et al 2005, Vishwanathan et al 2006). 
2.5.3 Information Extraction Frameworks 
Among the IE frameworks, the three main frameworks that are used in many semantic 
annotation tools are Annotea (Kahan et al 2001), CREAM (Handschuh and Staab 2002) and 
Amilcare (Ciravegna et al 2003).  Similarly, The General Architecture for Text Engineering 
(GATE) (Cunningham et al 2002) has been popular in the recent decade because it provides a 
platform to test NLP related tools and frameworks. 
Annotea is designed for collaborative working on mainly HTML and XML documents. It 
employs XPointer, a W3C recommended method for locating annotations in the text. The 
annotated text is converted into the RDF triples, other W3C recommendations for data 
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interchange on the web. Various tools have embraced this framework such as Amaya, 
Annozilla and Vannotea. 
The CREAM framework was developed in the University of Karlsruhe (Handschuh and Staab 
2002). Similar to Annotea, it also follows the W3C recommended technologies such as RDF, 
OWL and XPointers. It goes beyond the scope of Annotea in that it also covers the semantic 
annotation of the deep web pages. In other words, it can generate the annotations from the 
databases from where the web pages are generated. Furthermore, it can generate annotation for 
the relation, which is essential for the knowledgebase of semantic services. Among the tools 
that support this framework are S-CREAM and M-OntoMat-Annotizer. 
The Amilcare framework was developed by a team at the University of Sheffield (Ciravegna et 
al 2003). This is a pattern-discovery approach, which can be used in various kinds of 
documents including the web pages and the text documents. The framework comprises three 
main phases namely training, testing and production. In the training phase, an ontology and a 
training corpus are set as input and a set of rules are generated as its output. In the testing 
phase, the newly generated rules are executed against a new unlabelled corpus. The 
measurements of accuracy, such as precision, recall and f-measures are calculated and 
analysed in this phase. In the production phase, the training processes can be enhanced by a 
combination of system annotation and user annotations. This is particularly useful when the 
application is released and lesser user annotation is expected. Examples of the tools using these 
frameworks are Armadillo, AeroSWARM and Melita.  
GATE  is a toolkit in the field of NLP (Cunningham et al 2002) and is used as an IE tool in 
various domains such as bioinformatics, health and safety. GATE was designed for organising 
tasks such as data storage, data visualization, location and loading of components and 
executions of processes from the data structures and algorithms that process natural languages. 
The four main components in the GATE development environments are Language Resources 
(LR), Processing Resources (PR), Applications and the Data Stores. Among them, the most 
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crucial component is the PR.  All the IE and text annotation tools are integrated in the PR. The 
LR represents the documents in different formats. The Application is a battery of processing 
resources to be run through the language resources, and the purpose of the Data Store is to 
store the annotated documents. A summary of the semantic annotation tools is depicted in 
Table 2-1. This table displays names of the IE frameworks, their extraction techniques and 
automation. A comprehensive review, analysis and comparison of these tools are available in 
Uren et al. (2006). 
 
 
Table 2-1. Comparison of various extraction tools 
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AeroDAML   -- --  
KIM      
MUSE      
MnM     Amilcare 
Ont-O-Mat: Amilcare     Amilcare 
SemTag      
Ont-O-Mat: PANKOW      
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Armadillo     Amilcare 
Amaya     Annotea 
Annozilla     Annotea 
Mangrove     Annotea 
Vannotea     Annotea 
OntoMat Annotizer     CREAM 
S-CREAM     CREAM 
M-OntoMat - Annotizer     CREAM 
OntoAnnotate     CREAM 
SHOE Knowledge Annotator      
Running SHOE      
SMORE      
Open Ontology Forge      
COHSE Annotator     Annotea 
Lixto      
Melita     Amilcare 
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Cafetiere      
KnowItAll     Amilcare 
SmartWeb      
AeroSWARM     Amilcare 
Rainbow Project      
h-TechSight      
AktiveDoc     Amilcare 
WickOffice      
OntoOffice      
Magpie      
Thresher      
GATE      
 
. 
2.5.4 Relevancy of the Information Extraction Frameworks 
Between the two IE approaches, the rule based knowledge engineering approach is found 
suitable for the current research because the automatic training approaches need preparation of 
a large amount of training data, which exceeds the time required for the manual annotation of 
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the target regulation. Besides, creation of rules after analysing the structure of a regulation-
document saves expertise time. Some rules are generic, which can be reused without 
modification. 
Considering as a sub-domain of IE, SA can help in the extraction and representation of 
regulatory guidelines in a semantic format. Converting the regulation from raw-text to 
ontological individuals helps in inferring the hidden knowledge, which ultimately helps in 
semantic compliance checking. Using the ontology for the extraction of regulatory entities and 
populating an ontology can be considered as SA. 
GATE is found suitable for IE in this research because it has the following advantages: 
 It  provides reusable java libraries for each NLP related task 
 It  allows us to work with WordNet the lexical ontology 
 It provides interfaces and APIs to work with ontologies  
 It is written in Java, which is platform independent. 
 It is available freely under the GNU Library General Public Licence. 
 It is considered as a standard platform and a tool to implement NLP related tasks, 
specifically information extraction. It supports the whole cycle of processes in IE. The 
tasks at the beginning such as collecting and organising the documents in a corpus, the 
tasks at the processing stage such as annotating, amending, deleting and exporting and 
the tasks at the end such as evaluation are all facilitated by the system. 
In this section, technologies and frameworks for IE has been described, which can be used to 
extract regulatory entities from regulatory guidelines. The next section discusses various 
similarity approaches, which can be adapted to relate organisational processes with regulatory 
guidelines. 
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2.6 Semantic Similarity 
This research aims to relate regulatory guidelines with organisational processes based on the 
existing similarity measures. Relating the guidelines with the processes requires identifying the 
similarity between them. Therefore, this section reviews the approaches to the similarity 
measures.  
Semantic similarity is a comparison of two words in order to find out how much similar their 
meanings are. Semantic similarity is a useful component to improve various processes such as 
IR techniques (Lee 2005), ontology mapping (Euzenat and Valtchev 2004), word-sense 
disambiguation  (Soler and Montoyo 2002) and reasoning (Rissland 2006). The similarity 
measure between two terms is evaluated as a numerical score. The score is computed with the 
help of some information sources such as WordNet lexical ontology (Hao et al 2011, Pedersen 
et al 2004, Richardson et al 1994), search engine (Bollegala et al 2007), Wikipedia 
(Gabrilovich and Markovitch 2006, Ponzetto and Strube 2007) and corpus (Jiang and Conrath 
1997).  There are several different approaches for similarity measure, which can be categorised 
based on their usage of the information sources. Some of the similarity approaches are 
described below. 
2.6.1 Information Theoretic Approaches  
Information theoretic approaches are based on the notion of Information Content (IC). IC of a 
concept is the probability of finding the concept in large corpora and can be exploited to 
measure the amount of information a concept expresses.  As one goes deeper in a lexical 
taxonomy and chooses a concept, the concept will have less probability of its occurrence in 
corpora. Likewise, if one goes shallower in the lexical ontology and select a concept, the 
concept will likely to have more probability of its distribution in large corpora.  Furthermore, 
the probability of finding the concept is cumulatively added to the super-concept from its sub-
concept as one goes from specific-concepts to generic-concepts. The IC value is calculated by 
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considering negative of the log likelihood of the probability of the distribution of a concept in 
large corpora, and according to Resnik (1995), the formula is modelled as in Equation (1): 
In this equation, 𝑖𝑐𝑟𝑒𝑠 is the information content value computed using Resnik’s methodology, 
c is a concept in a lexical ontology such as WordNet, p(c) is the probability of encountering 
an instance of concept c in given corpora.  
The formula is designed such a way that the IC of a concept monotonically decreases as one 
goes from a leaf concept towards its root concept in a lexical ontology. The purpose behind 
using negative likelihood is that the more frequently a concept appears in large corpora, the 
less information it expresses; thus making the specific-concepts more informative as compared 
to the abstract one.  If there is a unique top node in the taxonomical hierarchy, then its 
probability value will be exact 1; hence its value of information content will be 0. 
Example: Consider there are two concepts “carnivore” and “cat”.  Carnivore is more generic 
than cat. The probability of finding carnivore in a large corpus is higher than that of cat. This 
makes that carnivore less informative than cat. In other words, the IC value of carnivore is less 
than that of cat. In WordNet11 similarity (see Figure 2-1), the IC values of carnivore and cat are 
7.25 and 8.63 respectively. 
In information theoretic concepts, the IC value of the two concepts considered are compared in 
order to compute the similarity metric between them. The three popular similarity measures, 
which employ IC, are Resnik (1995) similarity, Jiang & Conrath (1997) similarity and Lin 
(1998) similarity. 
Resnik (1995) similarity is a semantic-similarity measure, which employs IC values for its 
similarity value calculation. In other words, it considers how much information the compared 
                                                     
11 http://wordnet.princeton.edu/ 
 𝒊𝒄𝒓𝒆𝒔(𝒄) = − 𝒍𝒐𝒈𝒑(𝒄) (1)  
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concepts share each other. The shared information is the information given by the Least 
Commons Subsumer (LCS) that subsumes both concepts. It is also referred to as Most Specific 
Common Abstraction (MCSA). On its strength side, it has the simplicity in computing IC, 
which is deduced by counting the words in large corpora. However, measuring the occurrences 
in large corpora is a time intensive task and the IC value depends on the considered corpora. 
Another drawback of this approach is that the similarity calculation only considers the IC 
value of the LCS and ignores the IC value of the compared concepts. 
Jiang & Conrath’s approach is  an information theoretic similarity approach which extends the 
Resnik’s similarity in that it also based on the computing the IC values from considered 
corpora (Jiang and Conrath 1997). It also considers the IC values of the compared concepts, 
and  measures the distance between the compared two concepts.  The semantic distance 
measure is derived from the edge-based notion of distance with the addition of the IC as a 
decision factor 
2.6.1.1 Lin Similarity 
Lin (1998) similarity can be considered as an extension of Resnik’s similarity. It is also based 
on the IC value calculation for the similarity measure. It considers not only the IC value of the 
lowest common subsumer, but also that of the concepts compared. Lin has formulated the 
similarity formula as in Equation (2). 
In this equation, 𝑝(𝑐1)  is the probability of finding the concept 𝑐1,  𝑝(𝑐2) is the probability of 
finding the concept 𝑐2 and 𝑝(𝑙𝑐𝑠(𝑐1, 𝑐2)) is the probability of finding the LCS of the given 
concepts 𝑐1 and 𝑐2 in the given corpora. 
Example: Consider, two concepts “cat” and “dog” are compared for Lin similarity.  They are 
subsumed by concepts “carnivore”, “whole” and “root”.  The LCS for cat and dog is carnivore. 
 𝑠𝑖𝑚𝑙𝑖𝑛(𝑐1, 𝑐2) =
2 × 𝑙𝑜𝑔⁡(𝑝(𝑙𝑐𝑠(𝑐1, 𝑐2)))
𝑙𝑜𝑔 𝑝(𝑐1) + 𝑙𝑜𝑔 𝑝(𝑐2)
 (2)  
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Figure 2-1 displays some concepts and their IC values in WordNet based Lin similarity. Now, 
the IC values of cat, dog and carnivore is computed and the similarity between cat and dog is 
computed as sim(cat, dog) = 2 x ic(animal)/ (ic(cat) + ic(dog)). The WordNet 
12similarity based on Lin similarity gives the similarity score 0.89. Whereas the LCS of cat and 
car is whole and the similarity score is 0.17.  
 
Figure 2-1 Comparison among cat, dog and car in Lin similarity 
On its positive side, Lin similarity claims that it is not tied to a particular form of knowledge 
representation, and it is universal in application. Additionally, similarity between the ordinal 
values can also be measured. The advantage over Resnik’s similarity is that it also considers 
the IC values of the compared concepts. However, in common with Resnik’s similarity, 
requirement of the time intensive analysis of the applied corpora remains as a drawback. 
Furthermore, the similarity measure also depends on the considered corpora. 
2.6.2 Edge-Counting Approaches  
This approach is also called the shortest path method and is influenced by the geometric model 
in Cognitive Psychology, where the stimuli and response interaction is quicker if the distance 
between the origin of the stimuli and the response unit is shorter (Yang and Powers 2005). 
These measures consider the structure of concepts in an ontology. However, as a contrast to 
the information theoretic models, they do not take account of the IC values. Among these 
                                                     
12 http://maraca.d.umn.edu/cgi-bin/similarity/similarity.cgi 
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measures, the work of Rada et al. (1989), Budanitsky & Hirst (2001) and Leacock & 
Chodorow (1998)  are the most cited ones. 
Rada et al. (1989) semantic similarity measure is similar to Resnik’s measure in that they both 
took an account for the LCS for the metrics calculation. This means Rada et al. also consider 
the is-a hierarchy of the Mesh, a lexical ontology as the main and only relation for the 
similarity value computation. The concepts are represented as nodes in the ontology, and the 
path, also known as edge between the nodes, are considered for the similarity metrics. Prior to 
calculating the similarity measure, the number of the path between two concepts is computed. 
The number of the path is considered as the distance between the two concepts. Then the 
similarity is computed based on the distance in such a way that the lower the distance between 
the concepts, the higher the similarity between the concepts. The maximum similarity score is 
obtained if the compared words are synonyms and likewise the minimum similarity is deduced 
if the compared concepts are antonyms.  
Budanitsky & Hirst (2001) similarity measure has gone a bit further by considering various 
kinds of relations in a lexical ontology. The conceptual similarity between two concepts in a 
lexical taxonomy depends on how far these concepts are from each other and how deep their 
LCS is from the taxonomical root node (Wu and Palmer 1994). Leacock and Chodorow (1998) 
considered the shortest edge-length between the compared words, as well as the depth of the 
concepts, and the lowest common subsumer from the root of the lexical taxonomy.  Hao et al. 
(2011) approach has recently revitalised the edge based semantic similarity by adding the 
further assumption on it. This method considers the human intuition of comparing the 
similarity and differences between the concepts.  
2.6.3 Gloss Overlap (Vector) Based Approaches 
In contrast to ontology based approaches and information based approaches, the vector based 
approaches take advantage of relating the concepts when they are not represented with a 
semantic relation in a lexical taxonomy. These approaches are particularly helpful to determine 
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the semantic relatedness between the two compared concepts rather than deciding the semantic 
similarity; hence, it is used most often in word sense disambiguation.  
The basic intuition behind these approaches is that they consider the glosses of the each 
compared words. A gloss is a description of a word in a dictionary, which interprets the 
meaning of the words. In these approaches, all the words in a gloss except the stop words are 
put into a vector as a bag of words. In this way, two separate vectors of gloss words are created 
and the shared words between these two vectors are counted. If the two vectors have some 
shared words within them, the compared words are regarded as related. In other words, the 
higher the number of shared words between the vectors, the more related the two compared 
words are. Some of these approaches are described below. 
Lesk  (1986) and Banerjee and Pedersen (2002) considered vector of words related to 
compared words for their relatedness metric computation. Their aim was to disambiguate the 
senses of the words. The basic intuition behind the vector-based approaches is that, if two 
words appear in the same sentence, their senses are also related. In particular, they looked into 
dictionary glosses of the each concept compared, created vector of the gloss words for each 
concept and computed the number of words overlapped between these two vectors. The higher 
the overlap, the more related their sense is. Lesk originally implemented this approach in some 
standard dictionaries, which had no semantic linking between the words. However, the vector-
based approach heavily depends on the dictionary definition of the compared words and the 
definition is not adequately containing the expected words. In order to overcome the drawback 
of Lesk’s algorithm, Banerjee and Pedersen (2002) extended the glosses with the glosses of the 
related words and expanded the gloss vectors. This expansion helped in giving clearer 
semantics to the words thus making the metric calculation more accurate. 
2.6.4 Mixed Approaches 
The other approaches employ various sources of information and either edge-based approaches 
or node-based approaches or combination of them to determine similarity between the given 
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two words. They are called mixed approaches. In recent researches, the information from the 
web content such as Wikipedia, search engines and social networking sites are also considered 
for the similarity measures, which can be categorised as mixed approaches. Some of the mixed 
approaches are described below. 
Derivatives of Information Content 
The derivation of information content approaches is found useful in recent works. The method 
of Seco et al. (2004) utilise the methods of information content approaches. However, the 
information content of the compared concepts and that of their LCS is computed from the 
lexical ontology, WordNet instead of analysing through various corpora. The intuition behind 
this approach is that the hierarchical relation between the concepts in the lexical ontology 
expresses semantic values among the concepts. Furthermore, when the concepts are arranged 
in is-a hierarchies, the concepts at the higher level in the hierarchy convey less information 
than that in the lower level. In other words, the leaf nodes express the highest information as 
compared to any other nodes above it. Similarly, in the work of Li et al. (2003), the similarity 
metric is determined by considering the edge-length between the compared words, the depth of 
their LCS from the root and the densities of the words compared in a lexical taxonomy.  
Web Based Similarity 
In order to overcome the individual web page processing, Cilibrasi and Vitanyi (2007) argue 
that the analysis of the search engine results is as strong as analysing all the pages in the web. 
In their semantic distance computation, they have considered the number of search results 
returned by the compared terms separately and that of their combination. Bollegala et al. 
(2007) proposed similar method with extension to consider the context in which the compared 
terms are placed in the web page. Strub and Ponzetto (20076; 2007) have argued that the 
information in the web is richer than that in the dictionary and lexical ontologies. The semantic 
similarity computation can be made closer to the human judgement by considering the 
knowledge in the web pages.  
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Ontology Mapping 
Ontology mapping (OM) is also referred to as ontology matching or ontology alignment. OM 
is a process which aims to find semantic correspondences between similar elements of 
different ontologies (Noy 2004, Wick et al 2008). The examples of the similar elements are the 
concepts, properties and individuals. OM has utilised the well-known paradigm of the Schema 
Matching (Noy 2004) where elements of relational database or XML schemas are related. 
OM is an active field of research, and survey and classification of OM approaches can be 
found in Noy (2004), Shvaiko & Euzenat (2005) and Kalfoglou & Schorlemmer (2003). The 
approaches of OM can be categorized into two groups: centralised and decentralised. In 
centralised approaches, the ontologies to be mapped have a common upper ontology. While in 
the decentralised approaches, there is no known common upper ontology. The decentralised 
approaches can be categorised into five major approaches (Mao 2008): (i) rule based (Ehrig 
and Staab 2004, Noy et al 2000) , (ii) machine learning based (Doan et al 2003), (iii) graph-
based (Noy and Musen 2001), (iv) probabilistic (Mitra et al 2005) and (v) reasoning and 
theorem proving (Giunchiglia et al 2004). The rule based approaches use lexical information 
such as name, label and description and structural information such as hierarchical relations 
and properties in order to find corresponding entities (Ehrig and Staab 2004, McGuinness et al 
2000, Noy et al 2000). In OM, combination of different similarity measures is used in order to 
compute the similarity scores between the corresponding entities.  
2.6.5 Relevancy of the Similarity Frameworks 
From the review of the similarity measures, it is difficult to select a single measure for this 
research since there is no measure, which can be used as such. It requires adapting existing 
measures with some modification, and there is more than one suitable candidate.  
This research needs to adapt some methods in the regulatory domain in order to relate the 
concepts in the regulation ontology with that in the process ontology. In this case, the OM 
approaches seem to be viable solutions. However, the OM approaches cannot be applied as 
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such, which determine the similarity of the ontological concepts based on their meanings and 
relations. A regulation ontology and a process ontology are not similar ontologies in terms of 
their entities, structure and meanings. Therefore, the individuals representing regulatory 
guidelines in the regulation ontology and individuals representing organisational processes in 
the process ontology need to be related by adapting the OM approaches. In particular, adapting 
OM approaches considering the special nature of the regulatory guidelines and organisational 
process can be a good solution in order to relate the regulatory guidelines with organisational 
processes. 
When computing the similarity between names, labels and descriptions, the Lin similarity 
algorithm is found the most appropriate since it exploits the conceptual hierarchy in a lexical 
ontology and the weight of a term with respect to their occurrence in general corpora. 
However, some of the concepts in general lexical ontology and a domain ontology are not 
similar in the same extent, and the similarity between them need to be processed differently. 
Adapting this measure, in order to compute the similarity between two words, needs to 
consider the context of the compared words. 
In order to address the mapping challenge, the techniques used to compute semantic 
relatedness among entities such as sentence, word and concept, are useful. In particular,  
sentence to sentence mapping (Agirre et al 2012, Barzilay and Elhadad 2003, McCarthy et al 
2012, Mohler et al 2011), concept to concept mapping (Chen et al 2010, Ge and Qiu 2008, 
Hawalah and Fasli 2011)  and word to word mapping (Pedersen et al 2004) can be regarded as 
solutions to the problem to some extent. However, in the process domain where the processes 
are modelled in to an ontology, it requires a mapping process, which considers the structure of 
the processes, and the semantics embedded in the regulatory guidelines. Therefore, the word, 
concept and sentence similarity measures as such cannot be implemented, and their adaptation 
can be a candidate for the mapping between regulatory guidelines and organisational 
processes. 
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Hence, the combination and adaptation of  (i) OM (Choi et al 2006, Kalfoglou and 
Schorlemmer 2003, Shvaiko and Euzenat 2005), (ii) word, concept and sentence similarity 
(Barzilay and Elhadad 2003, Ge and Qiu 2008, Yu and Zhou 2009) and (iii) Lin (1998)  
similarity are found to be useful to relate the regulatory guidelines and  organisational 
processes.   
2.7 Summary 
This chapter has provided current approaches to the RCM and explained how the knowledge 
management help in the RCM. In addition, the approaches to the DSA, the regulatory IE, and 
similarity measures are analysed.  
The aim of this thesis is to help in the process of the RCM. It is identified that the overall 
automation in the RCM systems can be improved by automating two important processes: (i) 
extracting regulatory entities from regulatory guidelines and (ii) mapping regulatory guidelines 
with organisational processes (El Kharbili et al 2008, Sesen et al 2010). Although IE has 
gained popularity in the recent research works (Reeves 2006, Sarawagi 2007), adaptation of 
this technology in the regulatory domain has not been explored as expected (Gao et al 2011, 
Kiyavitskaya et al 2008, Mu et al 2009). The semantic similarity and ontology mapping are 
well explored field of research (Kalfoglou and Schorlemmer 2003, Dekang Lin 1998, Pedersen 
et al 2004). However, these technologies have not been sufficiently exploited in the RCM in 
order relate regulatory guidelines with organisational processes (Sesen et al 2010). The next 
chapter will explain how this research aims to overcome some of the shortcomings described 
in this chapter such as extracting regulatory entities and relating regulatory guidelines with 
organisational processes. 
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3 The RegCMantic Framework 
3.1 Introduction 
This chapter proposes a new framework that aims to tackle some of the crucial research issues 
regarding RCM as identified in Chapter 2. One of the challenges mentioned in recent RCM 
frameworks (El Kharbili et al 2008, Sesen et al 2010) is to update RCM with changes in 
regulatory guidelines automatically. An organisation has to update RCM when there are some 
changes in existing regulatory guidelines, or new regulatory guidelines are introduced. 
Besides, if an organisation wishes to extend its business in a different country, the processes 
need to follow the new regulatory guidelines in the country. The compliance manager in the 
organisation has to determine which organisational processes are affected by the changes. If 
there is a large number of regulatory guidelines and organisational processes, it will take a 
huge amount of time and effort to determine the affected processes.  This thesis aims to 
systematically automate the process of defining a relationship (or mapping) between the new 
regulatory guidelines and the existing organisational processes in two main stages:  (i) 
extracting meaningful entities from regulatory guidelines and (ii) relating the regulatory 
guidelines with the organisational processes. 
As described in Chapter 2, there are various approaches for IE and similarity measures, which 
have not been applied, to RCM. The proposed framework aims to adapt these technologies in 
RCM. The IE will be adapted in the regulatory domain in two steps: (i) DSA and (ii) semantic 
IE. In addition to the generic approaches to identify document-structure, this framework 
utilises the specific features of the regulatory text such as extensive use of model verbs and 
indicators as well as ontological concepts and parsers. Once the document-structure is 
identified, the meaningful entities embedded in the regulatory guidelines are extracted. The 
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identification of meaningful regulatory entities helps on relating regulatory guidelines and 
organisational processes. 
The rest of the chapter is organised as follows. An overview of the proposed framework is 
presented in the Section 3.2.  The extraction part of the framework is described in Section 3.3. 
Similarly, the mapping part of the framework is described in Section 3.4. The salient features 
of the framework are highlighted in the Section 3.5, and the summary is presented in Section 
3.6. 
3.2 Overview of the Proposed Framework: RegCMantic 
A general overview of the proposed framework is given as follows: 
1) Document Structure Analysis (Identification of Document-Component in a 
Regulatory Document):  In addition to the generic approaches of identifying 
document-components, the special nature of the regulatory text- such as use of 
indicator terms and model verbs -  can be exploited to identify the key document-
components. The regulation-documents have a combination of different document-
components such as topics, titles, paragraphs and footnotes. This thesis analyses the 
variations in the different regulation-documents to identify the document-components, 
which contain required regulatory entities. 
2) Information Extraction (Automatic Extraction of Regulatory Information): The 
proposed framework enables the automation in the extraction of regulatory entities 
from regulatory text. The regulatory entities embedded in the regulation-documents 
are analysed, annotated, extracted and modelled into a computer interpretable 
knowledge base. The proposed framework uses four components to identify the 
entities: parser, definition terms, ontological concepts and rules.  
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3) Semantic Similarity (Automatic Definition of Relationships between Regulatory 
Guidelines and Organisational Processes): In order to determine whether an 
organisational process is complying with the relevant regulations, the process should 
be related with the regulations first. This framework aims to help identify  the 
relationship  between regulation and organisational process  
The proposed framework, RegCMantic (see Figure 3-1) is divided into two main parts: (1) 
extraction part, and (2) mapping part. In the first part, the regulatory guidelines in different 
document formats such as pdf, rtf and doc, are converted into a uniform XML document 
structure format and is described as “DSA”. In the XML document, the regulatory guidelines 
and the regulatory entities are annotated and this process is described as “Regulatory Entity 
Annotation”. Finally, in the first part, the annotated entities are extracted and represented in an 
ontology, which is described as “Regulation Ontology Population”. In the second part, each 
regulation statement is compared with organisational processes in order to determine the level 
of relationship or similarity. The comparison depends on three types of similarities: (i) topic 
similarity, (ii) core similarity and (iii) aux similarity depending on the topic, core and aux 
entities of a regulation-statement respectively. 
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Figure 3-1. The RegCMantic framework 
3.3 Regulatory Entity Extraction 
The first phase in the RegCMantic framework is the extraction of regulatory entities. It 
includes representing the regulatory guidelines in an XML format and extracting meaningful 
entities from the text (see Figure 3-2), which is described later.  
A regulatory document contains various document-components such as headers, footers, page 
numbers, footnotes, comments, titles and paragraphs. In order to extract meaningful regulatory 
entities from the regulatory text, it is essential to identify the document-components that 
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contain regulatory guidelines. In particular, it needs to annotate the regulatory entities 
embedded in regulatory-paragraphs. The regulatory-paragraphs also referred to as regulations 
in this thesis, are the paragraphs, which impose some restrictions on organisational processes. 
The restrictions are usually imposed by using model verbs such as must, should and may.  
The regulatory entity extraction process is described in four steps: (1) Document Conversion, 
(2) DSA, (3) Regulatory Entity Extraction and (4) Semantic Representation of Regulatory 
Guidelines. 
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Figure 3-2. Regulatory entity extraction in the RegCMantic framework 
 
3.3.1 Document Conversion  
The regulatory guidelines are available in documents of various formats such as PDF, DOC, 
HTML and XML such as the UK (MHRA 2012), EU (Eudralex 2013) and USA (FDA 2012) 
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regulations for the Pharmaceutical industries.  Instead of developing processors for each 
format, the RegCMantic approach is to convert them into a single uniform processing format: 
HTML. An example of converting regulatory guidelines from PDF file format to HTML file 
format is provided in Figure 3-3 and Figure 3-4. There are fair amount of tools, which convert 
documents into HTML format. There are also tools available that convert documents into 
XML formats. However, in the proposed framework (see Figure 3-2), the documents are first 
converted from various file formats to HTML and then to XML. They are not directly 
converted into XML because the direct conversion only converts the document into the XML 
file format; it does not identify the document-components. The proposed framework aims to 
represent the structure of a document explicitly, where each document-component is clearly 
labelled. Converting the files into HTML format preserves the original information such as 
font features and location of the text, which help in the processing the document to identify the 
different document-components, that can be represented in an explicit (and meaningful) format 
such as XML. 
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Figure 3-4. Regulatory guidelines converted into HTML file format 
3.3.2 Document-Structure Analysis (DSA) 
In this step, the structure of the regulatory document is identified.  
 A document contains different types of text in terms of their font-features such as font-
size, font-style, font-strength and font-colour. In this framework, the type of the text is 
called Text-Type. A document contains a set of text-type: T= {t1, t2, .. , tn}. For example, 
the font-size of the title of a document is bigger than that of the text in the body; 
therefore, they can be regarded as two different text-types.   
 For each text-type, a score is computed considering all the font-features and is called 
Feature-Score. The main influencing factor for the feature-score is the font-size. This 
means the higher the font-size, the higher the feature-score. A document contains a set 
of feature-scores: S= {s1, s2, .. , sn}, a score for each text type.  
The RegCMantic Framework 
 
63 
 
 A level is defined for each text-type based on its feature-score, and is called Text-
Level. This means, the higher the feature-score, the higher the text-level. A document 
contains a set of text-level: L= {l1, l2, .. , ln} for a set of text-type. In this set of the text-
levels,   l1 >  l2 > . . > ln. 
Example: In the text in Figure 3-3, there are three text-types t1, t2 and t3 representing 
chapter, section and paragraph respectively. The first line of text “Chapter 5 Production” has 
the highest feature-score: s1 = font-size x 10 + font-weight = 23 x 10 + 2 = 232. The text 
in “Principal” and “General” has the second highest feature-score: s2 = font-size x 10 + font-
bold = 20 x 10 + 2 = 202. The text in the paragraphs starting with some numbers has the 
feature-score lower than the above two: s3 = font-size x 10 + font-normal = 13 x 10 + 0 = 
130.  We have three types of feature-scores s1, s2 and s3 for three types of text-types t1, t2 
and t3. Now we can assign levels: l1, l2 and l3 for t1, t2 and t3 respectively. 
 Similarly, a document has a set of Document-Components: C = {c1, c2, .. , cn}  such  as 
chapter, section, sub-section, paragraph and page numbers. The document-components 
specify the structure of a document. Usually, they follow a hierarchical structure 
depending on the text-level of each text-type. In summary, each type-type is labelled 
with a text-level considering its feature-score, and each text-level is labelled with a 
document-component considering the document-component prediction algorithms. 
The document-component prediction algorithms are described below with examples.  
When the document-components are identified, they are represented in an XML definition file, 
called Document-Schema. In order to create a document-schema, two processors are 
implemented: Feature Reader and Structure Predictor as shown in Figure 3-2. 
The Features Reader identifies the document features such as font-style, font-weight, font-
family, font-colour and text-content. Reading the sufficient amount of document features is 
helpful in processing the index for each document-component. 
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Based on the document features, the Structure Predictor infers the components of the 
document. The paragraph is the main document structure, which helps to determine the 
regulation. Therefore, among the document components, the paragraph is identified at first. 
Then, the other components are identified based on their preceding text or label. A series of 
algorithms is implemented in order to predict the structure of the document. The most 
important algorithms are presented in this chapter, and the rest are provided in Appendix C. 
Once the set of recommended document structures is presented in a user interface, the user 
verifies or modifies the suggested structure.  
Paragraph Prediction 
This process firstly creates a set of text-level  L = {l1, l2, .. , ln} of the text in the document. In 
particular, a set of text-level is created on the basis of a set of a feature-score S = {s1, s2, .. , sn}. 
Each text-level l determines how much text it contains; how many sentences it has; whether it 
contains any obligatory words such as must and should, and how far its font-size is from 
standard font-size of a paragraph text. 
The prediction of a text as a paragraph depends on the paragraph index of the text. The 
paragraph index computation uses the indices of the sentence, text, obligation and deviation. 
The sentence index is the percentage of the sentence in a text-level. The text index of a text-
level is the percentage of its text content. The obligation index of a text-level is the percentage 
of presence of obligatory words in the text. The deviation index of a text-level is the 
percentage of the distance of the text-level from the text-level of a standard paragraph. In 
general, the font-size of a paragraph is 12px, and not bold and not italic.  The paragraph index 
prediction is the average value of the weighted values of these four indices. The text in the 
text-level having the highest paragraph index is regarded as the paragraph (see Algorithm 3-1). 
Example: Following from the previous example, there are text-types in Figure 3-3: t1, t2 and 
t3. The feature-score of a typical paragraph is computed as sp = font-size x 10 + font-
normal = 12 x 10 + 0 = 120. In this case, the closest feature-score to the paragraph is that of 
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t3 (i.e. 130). This suggests that t3 is most likely to be a paragraph. Similarly, three other 
factors also suggest that t3 is a paragraph:  the amount of text in t3 is the highest; t3 has the 
highest number of sentences and there are more model verbs in t3. 
Algorithm 3-1  Paragraph prediction 
Input:   L   is a set of text-level in the document. 
Output:   L’ is a new set of text- levels with the  predicted text-level for the 
paragraph 
function  PREDICT-PARAGRAPH(L) returns L’ 
i = 0, lk = null 
L  = {l1, l2, .. , ln} 
for each li  L 
         j = COMPUTE-PARA-PREDICTION-INDEX(li) 
         if (j >i) then 
                   lk = li 
                   i  = j 
         end if 
end for 
 lk.SET-COMPONENT(paragraph) 
 L’ = L 
return L’ 
Indicators Based Prediction 
When the paragraph prediction is completed, the next process will predict the rest of the text-
levels based on the preceding label or text also referred to as indicators. In many cases, the 
document components with higher text-level such as part, chapter and section are preceded 
with the relevant text such as “Chapter 5 Production” and “Section 5.3 Starting Materials”. 
When a text-level with these preceding texts is found, the text-level is defined as that type of 
document component. For example, if the text in the text-level l1 starts with the text 
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“Chapter”, then the text-level l1 is set as chapter  for its document component  (see 
Algorithm 3-2). 
Example: Following from the previous example, the t3 has been suggested as a paragraph in 
Figure 3-3 . Now, we need to identify the document-component of t1 and t2.  The text-type, 
t1 is preceded with an indicator term “Chapter”, which suggests that t1 is a chapter. 
Algorithm 3-2  Document-component prediction based on the indicator text 
Input:   C  is a set of document-components (document-structure). L   is a set 
of text- level in the document. 
Output:   L’ is a new set of text- levels in the document with document 
structure values computed from the preceding text   
function  PREDICT-COMPONENT-WITH-INDICATOR(C, L) returns L’ 
C =  { c1, c2, .. , cn } 
L =  { l1, l2, .. , ln } 
for each li  L 
  ci  = GET-COMPONENT(li) 
  text   = GET-INDICATOR-TEXT(li) 
 if (ci = null) then 
  for each cj  C 
       if (text = cj) then 
           ci = cj 
       end if 
  end for 
 end if 
end for 
L’ = L 
return L’ 
 
Prediction Based on Empirical Values 
The prediction of the rest of the text-levels that have not been completed yet, are computed 
based on proximity and empirical values (see Algorithm 3-3).  Based on proximity, the 
algorithm predicts the closest document component with respect to the already predicted 
document components. For an example, if a text-level l1 is set to chapter as its document 
component, and l3 is set to paragraph as its document component, then l2 can be the 
remaining document-components in between the chapter and paragraph such as section and 
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subsection. These remaining components are obtained from an empirically created 
hierarchical component set C = {c1, c2, .. , cn}. When there is more than one possible document-
component, the closest one to the highest predicted document-component is set. In the above 
example, value of l2  is set as section – this is because  the feature-score of the text-level l1 
(chapter) is closer to the feature-score of section as compared to the feature-score of 
subsection. 
Algorithm 3-3  Predicting the remaining structure of a document 
Input:   C  is a set of possible document-component s (document-structure). L   
is a set of text-levels in the document. 
Output:   L’ is a new set of text-levels in the document with document structure 
values computed from the preceding text   
function  PREDICT-REMAINING-COMPONENT(C, L) returns L’ 
 C  =  { c1, c2, .. , cn } 
 L  = { l1, l2, .. , ln } 
for each li  L 
 ci  =  GET-DOCUMENT-COMPONENT(li) 
 ci+1  =   GET-DOCUMENT-COMPONENT(li+1) 
 if (ci = null) then 
 c1  C 
 ci= c1 
 end if 
 if (ci ≠ null or ci+1 = null) then 
 for each cj  C 
 if (ci = cj) then 
  ci+1 = cj+1 
 end if 
 end for 
 end if 
 end for 
L’ = L 
return L’ 
 
Example: Following from the previous example, in Figure 3-3, t1 and t3 have been suggested 
as a chapter and a paragraph respectively. Now, we need to identify the document-component 
of t2.  The empirical value suggests that there are document-components between a chapter 
and a paragraph such as section and subsection. In this case, the document-component closest 
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to the chapter is suggested as t2. The document-component closest to the chapter is the 
section. Therefore, it suggests that t2 is a section. 
After completion of the prediction algorithms, the predicted document-structures are presented 
to users via a GUI. The users analyse, select and modify the suggested document-structures. 
After the selection, a schema defining the overall structure of the document is created.  
XML Regulation  
Based on the schema created in the earlier steps, the HTML document format is converted into 
XML document format (see Figure 3-5). The conversion from one document format to another 
document format is complicated as it identifies different document-components in a document, 
and represents the document-components in an explicit format. When the document-
components are explicitly labelled or represented, it helps in the extraction of specific entities 
from specific document-components. Note that, in rare situation, if the regulators publish the 
documents in a standard and explicit format, the previous two steps may not be needed. 
However, this is not a common practice and those stages constitute an important part of the 
process. 
The most important document-component represented in this format is the paragraph because 
the regulatory guidelines are represented in paragraphs. A regulation-document contains 
several paragraphs; however, not all the paragraphs are regulatory guidelines. In this thesis, a 
paragraph containing regulatory guidelines is called regulation or regulation-paragraph. 
Likewise, a sentence within in a regulation-paragraph is called regulation-statement.  
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Figure 3-5. An example of regulatory guidelines represented in XML representation format 
3.3.3 Regulatory Entity Annotation  
A regulation-statement contains important entities such as subject, obligation and action that 
help to express regulatory requirements. These entities are called regulation-entities. A 
subject is a regulation-entity, upon which the requirements are imposed. For example in a 
regulation-statement “Equipment should be cleaned after processing”, the word Equipment is 
the subject. In a regulation- statement, a subject can be an equipment, a substance, a person, a 
document or a process. The text in a regulation document contains some model verbs such as 
should, must and shall. These model verbs are the means of expressing the requirements of a 
regulatory guideline and are called obligations .The strength of the obligations may also vary 
from soft and medium to strong such as shall, should and must are the soft, medium and 
strong obligations respectively. An action is a regulation-entity that represents the action to be 
performed in order to comply with the requirements and expectations. Usually an action is a 
verb; however, sometimes the verb may be modified to different grammatical forms such as 
nouns and adjectives. In the example described above, cleaned is the action. The subject, 
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obligation and action are called core-entities. Beside core-entities, there are entities that that 
express time, place, reason and quality, and are called auxiliary-entities or aux-entities. 
In the annotation process, the system identifies the regulatory constraints for the organizational 
processes. The first task in this process is to identify the regulation-statements. In each 
regulation-statement, it annotates the regulation-entities. For the annotation, it uses four main 
components such as ontology concepts, definition terms, natural language parser, and IE rules. 
Natural Language Parser 
Natural language parsers interpret a sentence in terms of its grammatical structure. In 
particular, it identifies grammatical units and their relationship in a sentence such as subject, 
verb, object, preposition and determiners (see Table 3-1). Breaking down a regulation-
statement into subject containing chunk, object-containing chunk, action containing chunk and 
complementary chunk helps in identifying the regulation-entities accurately. For example, if a 
concept or a term is identified in a regulation-statement, and the position of the concept or a 
term is within a subject-containing chunk, it verifies that it is a subject. In this step, a parser is 
used with some rules to identify the special chunks such as condition-chunk, subject-chunk, 
obligation-chuck, action-chunk, complement-chunk, where-chuck, when-chunk, why-chunk 
and how-chunk. 
Table 3-1. Example of parsed text 
Natural Text Parsed Text (Typed Dependencies) 
 
Starting materials should only be purchased 
from approved suppliers named in the 
relevant specification and, where possible, 
directly from the producer. 
amod(materials-2, Starting-1) 
nsubjpass(purchased-6, materials-2) 
aux(purchased-6, should-3) 
advmod(purchased-6, only-4) 
auxpass(purchased-6, be-5) 
root(ROOT-0, purchased-6) 
prep(purchased-6, from-7) 
amod(suppliers-9, approved-8) 
pobj(from-7, suppliers-9) 
partmod(suppliers-9, named-10) 
prep(named-10, in-11) 
det(specification-14, the-12) 
amod(specification-14, relevant-13) 
pobj(in-11, specification-14) 
cc(specification-14, and-15) 
dep(possible-18, where-17) 
dep(specification-14, possible-18) 
conj(specification-14, directly-20) 
prep(named-10, from-21) 
det(producer-23, the-22) 
pobj(from-21, producer-23) 
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Ontological Concepts 
The ontological concepts defined in a domain are useful for IE. For example in the 
Pharmaceutical industry, some concepts in the process ontology are Equipment, Substance 
and Filtering. Using these concepts and their synonyms and hyponyms, the RegCMantic 
framework aims to identify meaningful entities in the regulatory guidelines. For this, a list of 
concept is created from the process ontology. The concepts and part of the concept names that 
can mislead the annotation process, should be removed. In this framework, these concepts are 
referred to as “Domain Specific Stop Words”.  Some examples of the domain specific stop 
words in the Pharmaceutical industry are Action, Module, Entity and Domain in 
Equipment_Module, Physical_Entity, Abstract_Entity and Process_Domain. The stops 
words are removed from the ontological concept list before annotation. 
Definition Terms 
Regulatory guidelines are usually provided with definition terms. The definition terms are also 
known as the introductory terms or the glossary in the regulatory documents, and are provided 
at the beginning of the documents. The terms are provided with their definition and context in 
which they are used in the rest of the document (see Figure 3-6). These terms contain the 
semantics of the regulatory guidelines, and help on annotating the text. Similar to the 
ontological concept processing, for the annotation, a list of definition terms is created.  
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Figure 3-6. Example of definition terms 
Information Extraction Rules 
Application of pattern matching rules is regarded as an established IE method (Sarawagi 
2007). Advancement on the regular expression, some special kind of rule specification 
languages are being used as state of art tools such as Common Pattern Specification Language 
(CPSL) (Douglas E Appelt and Onyshkevych 1998). Java Annotation Pattern Engine (JAPE) 
(Thakker et al 2009) is an example of implementation of the CPSL (see Figure 3-7). These 
rules typically have patterns as a condition on the left-hand-side (LHS) and actions to be 
performed on the right-hand-side (RHS). A typical example of the actions on the RHS is the 
annotation. Therefore, application of these rules helps to annotate the text if a specified pattern 
matching condition is met. In this step, the rules incorporate all the above three annotations 
and create a new set of annotation and/or confirms the existing annotations. 
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In Figure 3-7, line 4 indicates that it takes input the annotation called “action_container”. Line 
5, determines what type of option is applied to the rule. Line 9 defines the rule name and line 
10 defines the priority of the rule. In this example, it takes action_container as the annotations 
to process from the LHS. Once in the RHS the rule can be modified using Java programming 
language to process further annotations. Lines 15-16 accept the annotations passed from the 
LHS. Similarly, lines 18-22 define the names of the annotations that need to be processed. 
Finally, lines 26 – 43 process the annotations and output the results. 
 
Figure 3-7. An example of JAPE rule 
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The ontological concepts help to identify the synonyms and hyponyms of the concepts in the 
regulatory guidelines. The rules such as JAPE (Thakker et al 2009) help in specifying the 
grammar for pattern matching and incorporating the entities identified by the ontological 
concepts. Similar to ontological concepts, the definition terms provided by the regulatory 
document creators can help in identification of the terms, synonyms and hyponyms. The 
lexical parser can be used to separate different grammatical units in a sentence; this helps in 
identification of important chunks in a sentence such as subject containing chunk and action 
containing chunk. 
3.3.4 Semantic Representation of Regulatory Guidelines 
The semantic representation is the population of regulatory ontology with the extracted 
regulatory entities such as subject, action, obligation and modifiers. Representing regulatory 
guideline in semantic models such as ontology helps in the automation of RCM. For the 
population, an ontology with appropriate concepts is required. The ontology creation and 
population processes are described below. 
Regulation Ontology Creation 
In order to represent the regulatory guidelines semantically, a regulatory ontology called 
SemReg is created. It is recommended (Gómez-Pérez et al 2007) that the ontology engineering 
should utilise concepts of the existing ontologies in the similar domain and that of the upper 
ontologies. Therefore, an ontology called LKIF-Core (Hoekstra et al 2007) in the regulation 
domain is considered for the SemReg engineering. The research reviews, in Section 2.3,  has 
shown that LKIF ontology  (Hoekstra et al 2007) is the recent development in legal ontologies 
and has defined appropriate level of concepts. These concepts are extended to application level 
concepts and populated with the extracted entities. Although it is a core ontology, in order to 
adapt the concepts in the pharmaceutical domain, further concepts are created. Among the 
concepts created are Subject, Obligation, Action, Regulation, Statement, Time, Place, 
Intention and Evaluative Expression. Figure 3-8 shows the adaption of the LKIF-Core 
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concepts in the SemReg. In this figure, big boxes with dark borders are the extended concepts 
and the other boxes are the concepts in LKIF-Core ontology.  
 
Figure 3-8. Concepts in SemReg ontology 
Subject, Obligation and Action are the core regulation-entities as mentioned in the 
definition of the terminologies.  
 Subject is a concept, which represents the entity to which the regulatory restriction 
applies. In the process ontology, OntoReg (Sesen et al 2010), the subject was defined 
as union of Document, Equipment, Operation, Substance and Third Party. In 
order to preserve the same interpretation, Subject is added as a separate entity in the 
LKIF-Core.  
 The class Document is placed under its super class, Medium. The classes Equipment 
and Substance are kept under the class Artifact in LKIF-Core. Artifact is placed 
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under Physical_Entity and Physical_Object from top to bottom in a subsumption 
hierarchy.  
 Obligation is defined as a kind of norm and placed under the LKIF-Core concept, 
Norm. The Norm is defined under the concepts Mental_Entity, Mental_Object and 
Qualification from top to bottom. The two important properties associated with 
Obligation are the hasType and hasStrength. The hasType property specifies 
whether the obligation is positive or negative. The hasStrength property specifies 
the strength of the obligation as soft, medium or strong.   
 The class Strength is placed under the LKIF-Core class Attribute, which is placed 
under Abstract_Entity and Atom. Strength is defined as an enumerated class of the 
individuals moderate, soft, strong and unknown.  
 Another subsumption of the class Attribute is the class PositiveNegative, which 
comprises the enumerated set of negative, positive or unknown individuals.  
 The action is the verb part of a sentence, which is performed in order to meet the 
imposed obligation. The concept Action is defined under the LKIF-Core concept 
Process, which is situated under Change.  
 The regulation-entities are the parts of a regulation-statement and are connected by the 
horizontal relations such as isSubjectOf, isObligationOf and isActionOf.  
 A regulation-paragraph contains one or more regulation-statements. The regulation-
paragraphs are defined as Regulation under the LKIF-Core concept, 
Legal_Document, and the regulation-statement is defined under the LKIF-Core 
concept, Norm. The Legal_Document is placed under Medium and Document in LKIF-
Core.  
 A regulation is a part of a topic, and the topic can be any higher document-structure 
such as section, chapter or part. The topic is associated with the regulation-document 
via object property isTopicOf.  The topic and regulation-document are defined as 
Topic and Regulation-Document under the LKIF-Core concept Legal_Document.  
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 The Legal_Document is produced by a regulatory body, which is defined as 
Regulation_Body under Organisation. The Organisation is placed under Agent 
and connected with Regulation_Document via a property,  isDocumentOf.  
Besides the core regulation-entities, there are other helping entities called auxiliary regulation-
entities. These entities are the concepts which represent the answers to the questions starting 
with where, when, why and how.  
 The first two are represented by the concepts called Place and Time respectively and 
placed under the LKIF-Core concept Spatio_Temporal_Occurance, which is a 
subclass of Occurrence.  The instances of the concept Place specify where the event 
should take place, and that of the concept Time specify when the event should take 
place.  
 The next two entities are represented by the concepts called Intention and 
Evaluative_Expression respectively. The instances of the class Intention justify 
the purpose of the event, and that of the class Evaluative_Expression specify how 
the event or the process should be carried out. 
The SemReg ontology Population 
Ontology population is a process where ontological classes are populated with their instances. 
After the identification and annotation of the regulatory entities in the regulatory guidelines, 
they are converted into instances of the SemReg ontological classes (see Figure 3-9), and the 
regulatory guidelines are referred to as semantic regulations.  In other words, the semantic 
regulations are the regulations represented in an ontology. Such a representation helps in 
processing the regulations with the least effort. The  process of converting regulatory 
guidelines from text to semantic format has also been published in (Sapkota et al 2011). In this 
framework, the semantic regulations are needed for the mapping between regulatory guidelines 
and organisational processes.  Figure 3-9 displays Protégé ontology engineering environment. 
On the left panel or class browser, it is showing hierarchies of classes preceded with circles. 
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On the middle panel or instance browser, it is enlisting the individuals of a class, which are 
indicated by purple diamonds. Similarly, on the right panel or individual editor, it is displaying 
the properties of an individual. 
 
Figure 3-9. An example of population of regulatory ontology in Protégé  
3.4 Mapping  
In semantic compliance management, organisational processes are checked against regulatory 
guidelines. During this process, it is also essential to find out what regulatory guidelines an 
organisational process should confirm to. In other words, it is necessary to find out the related 
regulations for all the processes. In the RegCMantic framework, it provides automation on the 
process of relating the regulatory guidelines with the organisational processes. 
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In this thesis, the term mapping refers the relationship between the regulations with the 
organisational processes as shown in Figure 3-10. In this figure, list of regulations are shown 
on the left and that of processes are on the right. Some lines linking regulations and processes 
indicate that the mapping can be one to one, one to many or many to many. The regulations are 
the regulatory guidelines represented in a regulation-ontology, and the semantic processes are 
the processes represented in a process-ontology. In the mapping process, the relatedness 
between a regulation and a process is determined semantically. In particular, regulations and 
processes both have similar properties such as hasSubject and hasAction, and the value of 
these properties are analysed for the mapping process. If the values are similar in meaning, the 
regulation and the process are regarded as related (see Figure 3-11). This figure shows that 
mapping between a regulation-statement and an organisational process is determined by 
computing the similarities of subject and action of the statement and the process. The 
similarities between the values of the properties are measured in terms of similarity score. The 
similarity score helps to determine the level of relatedness between the regulation and process 
individuals. Furthermore, the higher the similarity score, the more related they are. 
 
Figure 3-10. Mapping between regulations and processes 
The similarity score is computed using the derivatives of the existing similarity algorithms. As 
mentioned in Section 2.6.6, the Lin similarity measure is found as an appropriate measure for 
this framework, which utilises the lexical relationships in the WordNet ontology, and the 
information content of the concepts in general corpora. When computation of the similarity 
score between a regulation and a process is completed, a set of mapping is created, and the 
mappings with high similarity scores are placed at the top. The compliance manager of the 
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organisation analyses the list of mapping and defines the acceptance of the similarity scores. 
The acceptable similarity score is a threshold, above which all the mappings are accepted, and 
below it, all the mappings are ignored.  
 
Figure 3-11. Mapping between a regulation-statement and a process based on subject and action 
similarities 
The process of determining the mapping between a regulatory guideline and an organisational 
process is described in four steps: (i) identification of conceptual difference in an ontology, (ii) 
computation of three types of similarity scores, (iii) aggregation of three types of similarity 
scores and (iv) relating organisational processes with regulation-statements and regulation-
paragraphs. 
3.4.1 Conceptual Distance Computation 
The similarity between two concepts is defined differently in different ontologies. In the 
similarity computation, the proposed framework determines whether a concept or an individual 
in the regulatory ontology is similar to a concept or individual in the process ontology. 
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Although, in general context, some concepts look like similar to each other, in a specific 
context (e.g. domain-ontology) they are different. For example, a lexical ontology such as 
WordNet defines that these concepts are similar; however, at the same time, a domain 
ontology such as process ontology defines that they are different from each other. In Figure 
3-12, in WordNet ontology, the concepts substance and equipment are defined as similar to 
each other; where as in OntoReg ontology, they are defined as different from each other. 
Therefore, in order to define similarity between two concepts, it is necessary to determine their 
differences within a domain-ontology.  
The distance between the two concepts in the process ontology is computed considering the 
axiom disjointWith. Currently, the value becomes 1 or 0 considering if they are disjoint with 
each other or not respectively; but in the future, we aim to consider the semantic distance 
computation algorithm (Ge and Qiu 2008) in conjunction with the current algorithm. After the 
conceptual difference computation, a table is created, and each row is represented by <C1, C2, 
d>, where C1 and C2 are two concepts in an ontology and d is the difference value. 
 
Figure 3-12. Different ontologies showing similarity and differences between the same concepts 
 
3.4.2 Three Types of Similarity Score Computation 
In the proposed framework, three types of similarities are computed: (i) Topic similarity (Topic 
vs. Process), (ii) Core-entity similarity (Core vs. Process) and (iii) Auxiliary-entity similarity (Aux 
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vs. Process). Topics intend to capture the overall semantics of a group of similar regulatory 
guidelines. Therefore, if the topic of a regulatory guideline is related to an organisational 
process, it can be considered that the regulatory guideline and the organisational process are 
also related.  The core entities such as subject and action carry the semantics of a regulatory 
statement. Therefore, relating the core-entities with organisational processes can be considered 
as a semantic way of relating the guidelines with the processes. If the topic and core entities 
are represented implicitly and the similarity cannot be established, the words contained within 
a regulatory guideline may help to relate the regulatory guidelines with the processes.   Figure 
3-13 displays how the three similarities are computed. 
 
Figure 3-13. Three different types of similarity computations in the RegCMantic framework 
 
In the core-entity similarity, average of the subject and action similarity is computed. In 
particular, the similarity scores are computed for subject and action separately. Algorithm 3-4 
demonstrates the pseudocode to compute the similarity score between the subjects. This 
function computes a similarity score between the subjects of a regulation-statement and a 
process in regulation-ontology and process-ontology respectively. In this process, initially the 
score is set as 0, which will be updated with the computed value. Consider there are two sets of 
subjects: S1 from the regulation-statement and S2 from the validation-task. A validation task is 
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the smallest unit of processes, which can be used to check the validation of the process. Now, 
each word in these sets are compared.  
Algorithm 3-4. Similarity computation between subjects. 
 
Input:  r  is a regulation and t is a validation task. 
Output:   score  is the similarity score 
function GET-SUBJECT-SCORE(r,  t) returns score 
 score = 0 
 S1  = {s1 | s1  is_a_subject_in stmt} 
  S2  = {s2 | s2  is_a_subject_in task} 
 for each si  S1 
 for each sj  S2 
  d = GET-DIFFERENCE-VALUE(si, sj) 
  if (d < θ ) then 
   score’ = SIMILARITY-SCORE(si, sj) 
   if (score’ >score) then 
    score = score’ 
   end if 
  end if 
 end for 
 end for 
 return score 
 
First, the difference-value d is computed from the difference-table created from the process-
ontology. A difference table represents two concepts in an ontology and their difference value. 
A difference value is the difference score between the concepts. It is computed by considering 
the special axioms in an ontology such as “owl:differentFrom”, “owl:disjointWith” and 
“owl:allDifferent”.  If the two words are not defined as ontologically different in the process-
ontology, d will be below the threshold θ  and a similarity algorithm based on WordNet 
lexical ontology, Lin 91998) similarity is applied.  
The Lin similarity considers the hierarchical  structure of the terms in a lexical otology, 
WordNet (Pedersen et al 2004) and information content value (IC) of the terms from large 
corpora. This identifies the lowest common subsumer (LCS) between two compared words, 
computes the depth of the LCS from the root, measures the distance between the two compared 
terms via the LCS, and applies the IC values obtained from large corpora to compute the 
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similarity measure. It results into a set of similarity-scores, from which the highest similarity-
score is selected as the final similarity-score of the subjects between the regulation-statement 
and the process.  
Similarly, the action similarity is computed by comparing the action words associated with a 
regulation-statement and a process. When subject and action similarity scores are computed, 
an average of these two score is determined as core-similarity as shown below. 
Computation of topic-similarity and auxiliary-similarity is similar. In the topic similarity, the 
similarity score is computed between topic words and process words. The process words are 
the combination of subject and action in the process. The similarity between a topic and a 
process is determined by the percentage of the words in a topic that is similar to the process. 
Similarly, the auxiliary-similarity is computed by comparing the words in the regulation-
statement and the process. 
In order to increase the accuracy of the mappings, the following pre-processing is carried out. 
1) The names of individuals and concepts are split. These names are usually made of 
words combined by using camel case and underline. They should be split in order to 
receive proper words. 
2) The labels of individuals and concepts should be collected. Sometimes the individual 
and concept names are not composed of meaningful words such as individual names 
with abbreviations. In this case, they should be provided with the proper names in their 
labels, and if available, the labels should be used. For example, T101CleaningTask 
can be labelled as Tank 101 Cleaning Task as the important information about Tank 
was missing in the individual name. 
 𝑆𝐼𝑀𝑐𝑜𝑟𝑒 =
𝑆𝐼𝑀𝑠𝑢𝑏𝑗𝑒𝑐𝑡 +⁡𝑆𝐼𝑀𝑎𝑐𝑡𝑖𝑜𝑛
2
 (3)  
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3) The stop words in the text such as articles, prepositions, conjunctions and common 
words are removed. The removal of the stop words improves the accuracy and 
completeness of the result since they are less important in the text. 
4) In all the similarity computation processes above, the two compared terms are checked 
against the “Difference Table” computed in the previous step in order to determine 
whether they are defined as different in the process ontology. It also requires setting a 
threshold θ; if a difference value exceeds the threshold, the compared terms are 
regarded as different from each other, and they will not be further processed for the 
similarity score. Figure 3-14 depicts a similarity computation process between two 
words, which states the similarity scores is only computed when the difference value d 
is smaller than the threshold, θ. 
 
Figure 3-14. The similarity computation process showing consideration of difference table 
3.4.3 Aggregating Three Similarity Scores 
After computing the three types of similarity scores, we need to compute the aggregate 
similarity. The similarity aggregation algorithm (see Algorithm 3-5) emphasises the 
importance of the topic-similarity and the core-similarity, as these similarities are more 
meaningful as compared to the aux-similarity. The aux-similarity considers every annotated 
word in the regulatory text, which can be sometimes misleading such as the annotations within 
exceptions. Please note that the three types of similarity scores are computed between a 
validation task and a regulation-statement, not a regulation-paragraph. 
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In the aggregation algorithm, the maximum score between topic-score and core-score is chosen 
as the aggregate score. However, if the aux-score is the highest of all, the highest of the topic-
score and the core-score is computed.  Then, the average between the highest score and the 
aux-score is regarded as the aggregate score. 
Algorithm 3-5 Computing aggregate score between a statement and a validation-task 
Input:  Stopic, Score and is Saux are topic-score, core-score and aux-score respectively 
Output:   Sagg is the aggregate similarity score of the three scores.  
function GET-AGGREGATE-SCORE(Stopic, Score, Saux) returns Sagg 
Sagg  =  0 
Stc  =  MAX (Stopic, Score) 
if (Stc Saux) then 
    Sagg = Stc 
else 
    Sagg = (Stc +Saux)/2 
end if 
return Sagg 
 
3.4.4 Process-Statement Similarity to Process-Regulation Similarity 
Computation 
As mentioned earlier, each regulation is composed of one or more statements. The similarity 
score, computed in the above steps, is the score between a statement and a validation-task. If a 
regulation contains multiple statements, it also contains a set of similarity scores. The highest 
score in the set is regarded as the similarity score between the regulation-paragraph and the 
validation-task, i.e. SimReg = MAX( Sims1, Sims2, …,SimSn). 
After the completion of similarity computation, the mappings with high similarity scores are 
placed at the top and presented to the user. The user then defines the acceptable level of the 
similarity score. The acceptable similarity score is the threshold, above which all the mappings 
are accepted, and below which all the mappings are ignored (see Algorithm 3-6).  
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Algorithm 3-6 Relating regulations with validation tasks 
Input:  reg is a regulation and task is a validation task. 
Output:   true and false are indications of related or not related respectively.  
function RELATED(reg, task) returns true or false  
t  =  GET-ACCEPTABLE-SIM-SCORE-FROM-USER() 
sim  =  GET-SIM-SCORE (reg, task) 
if (sim t) then 
    return true 
end if 
return false 
 
The mapping algorithm was also evolved from baseline framework to extended framework. In 
the mapping part of the baseline framework, subject and action of a regulation-statement were 
considered for the mapping between regulatory guidelines and organisational processes. The 
subject and action, of a regulation-statement, are referred to as core-entities. In the extended 
framework, the mapping is performed considering three types of regulatory entities: (i) topic, 
(ii) core-entity and (iii) auxiliary-entity.  Comparison of the core-entities of a regulation-
statement and an organisation process is a meaningful way to compute the similarity score 
between them. However, some times the core entities are complex and represented implicitly. 
In this situation, it will be useful to consider the topic and auxiliary entities of the regulatory 
guideline in order to compare with the organisational process and compute similarity scores 
among them.  
3.5 Features of the Proposed Framework 
The RegCMantic is a generic framework, and likely to be applied to any domain where 
organisational processes are represented in an ontology. Application of this framework has the 
following benefits. 
1) The creation of semantic regulation or representation of regulation in ontology is semi-
automatic and saves expertise, time, efforts and money. 
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2) One of the important parts of the Semantic RCM is the mapping between the 
regulatory guidelines and organisational processes. In the RegCMantic framework, the 
mapping is semi-automatic, which also saves expertise, time and efforts. 
 
3.6 Summary 
In this chapter, a framework for RCM, RegCMantic is proposed and designed. It has described 
each step and process of the framework. The two main processes in the framework are 
extraction of regulatory guidelines and mapping between the regulatory guidelines and 
organisational processes. Therefore, the potential contributions of the proposed framework are 
(i) automatic extraction of the regulatory entities from regulatory guidelines and (ii) relating 
the regulatory guidelines with the organisational processes. The extraction process contains 
four components: (i) natural language parser, (ii) ontological concepts, (iii) definition terms 
and (iv) rules. Likewise, the mapping process considers three types of similarity scores: (i) 
topic-score, (ii) core-score and (iii) aux-score.  
The RegCMantic aims to be a generic framework and is likely to be applied to various 
domains. Application of this framework benefits the RCM with enhanced reusability and 
makes the upgrading process smoother. The next chapter will provide the validation of the 
proposed framework in terms of implementation, design and development of a prototype. This 
will be followed by a chapter to evaluate the framework with some experimental results. 
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4 Implementation and Validation of the Framework 
4.1 Introduction 
This chapter describes validation phase of the proposed research. The validation is performed 
through the implementation of the RegCMantic framework in a case study. The description of 
the RegCMantic framework is provided in Chapter 3. This chapter establishes the rationale for 
the selection of the case study and uses the case study to examine each phase of the 
framework. 
The RegCMantic framework aims to be a generic framework and is likely to be applicable to 
organisations, which have to relate regulatory guidelines with organisational processes for 
RCM. RCM is particularly important to the organisations which may pose a risk to the general 
public Yip et al. (2007). Therefore, these organisations are heavily regulated in order to protect 
the public from potential danger. Some of these organisations are healthcare industries, 
financial institutions and information managing companies.   
The rest of the chapter is organised as follows. The selection of a domain and a scenario is 
explained in Sections 4.2 and 4.3 respectively. Likewise, the natures of regulations and 
processes is described in Section 4.4 and 4.5.  The implementations of extraction and mapping 
processes of the RegCMantic framework are described in Sections 4.6 and 4.7 respectively. 
Section 4.8 has summarised this chapter highlighting its salient features. 
4.2 Selection of the Case-Study 
The implementation of the proposed framework in a case-study comprises two separate 
processes: (1) selection of the domain and (2) selection of a scenario in the domain. Selection 
of a domain is the process of choosing an industry or area for the application of the framework. 
Similarly, the selection of a scenario is the process of selecting a process and a set of related 
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regulations in order to validate the framework. In the following subsections, these two 
processes are explained separately. 
4.2.1 Selection of the Domain 
A case study in the Pharmaceutical industry is chosen after considering the following facts: 
1) The Pharmaceutical industry is one of the heavily regulated industries since production 
and handling of drugs directly affects the health and safety of a large number of people 
(Haider 2002). In order to implement the proposed framework, a domain with strict 
regulations, is required. The Pharmaceutical industries in the UK are governed by the 
UK (MHRA 2012), and European regulations (EMEA 2012), and in order for them to 
sell the drugs in the USA, they also conform to the regulations in the USA (FDA 
2012). The strictness and amount of regulations imposed on the domain is one of the 
considerations of the selection of this industry. 
2) Another consideration for the case study is the selection of the domain, which 
comprises sufficient amount of complexity in order to apply the extraction and 
mapping processes.  RCM in the Pharmaceutical industry is equipped with some tools 
and approaches, and improvement on the tools and approaches is highly desired. The 
extraction and mapping processes in the Pharmaceutical industry also possesses 
sufficient amount of complexity. 
3)  In order to validate the results of the framework, various methods can be used. One of 
the most appropriate methods is to perform validation through the experts in the 
domain. This research aims to involve the Chemical Engineers at the University of 
Oxford in the validation process.  
4.2.2 Selection of a Scenario in the Domain 
Selection of the regulatory guidelines and processes is required in order to validate the 
proposed framework in a selected domain. The processes involved in the aspirin production 
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are selected because the aspirin production has a comparatively clear and simple structure. The 
purpose of this study is not to offer a better representation solution for the complex processes, 
but rather to prove that the framework helps to improve automation in the overall compliance 
management system. 
Having considered the aspirin production processes, we have the only option to select the 
regulatory guidelines that regulates the aspirin production processes. Therefore, the Chapter 5 
of the EU Guidance on Good Manufacturing Practice 2007 (Eudralex) is selected because the 
UK pharmaceutical industries have to follow European regulations, and the guidelines in 
Chapter 5 govern the manufacturing processes.   
4.3 Nature of Regulations 
4.3.1 Background 
Compliance Management in the Pharmaceutical industry is regarded as a very important 
process. Getting approval from the regulatory bodies for a drug is very expensive, and after the 
approval, the regulatory bodies start monitoring the processes to ensure it is effective and safe. 
There are three main regulatory bodies, which affect the production and marketing of 
pharmaceutical products in the UK. One of them is the UK regulatory body, the Medicines and 
Healthcare products Regulatory Agency (MHRA). The other is the EU regulatory body, the 
European Medicines Agency (EMEA). The third one is the US regulation, the Food and Drug 
Administration (FDA). All these regulatory bodies have a common principle to protect the 
health of the public by ensuring safer medicines and healthcare products (MCA 2007). The 
pharmaceutical process in the UK is directly regulated by the MHRA and the EMEA and is 
subject to FDA regulations if the medicinal products are supplied in the USA. 
The principles and guidelines provided by these regulatory bodies are very generic and in high 
level. Each body has put forward a set of principles and guidelines, some of them intersect 
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with each other. Some examples of such guidelines are the Good Manufacturing Practice 
(GMP), the Current Good Manufacturing Practice (cGMP), and the Good Laboratory Practice 
(GLP). In order to allow various implementations of the guidelines, the guidance’s are written 
in generic forms. However, one has to translate them into a specific scenario in order to 
implement the guidelines. 
A fair amount of literature is available for the Compliance Management systems in the 
Pharmaceutical industry.  One  such example is the “Rules and Guidance for Pharmaceutical 
Manufacturers and Distributers 2007”, also known as the Orange Book (MHRA 2012). This 
book collates the regulatory information for the industry in the UK.  Another documentation 
that comprises the European regulations for the industry is Eudralex. Two of the popular 
books having instructions to conform to FDA are the “Pharmaceutical Master Validation Plan: 
The Ultimate Guide to FDA, GMP, and GLP Compliance (Haider 2002)” and "Validation 
standard operating procedures: a step-by-step guide for achieving compliance in the 
pharmaceutical, medical device, and biotech industries” (Haider 2006). The former explains 
the instructions for validations steps, and the latter explains the validation and monitoring of 
the previously defined steps. However, as mentioned earlier, the instructions are presented in 
generic forms and one has to pay careful attention to recreate the instructions to fit into a 
particular case. RCM can only be made useful by creating low-level validation plans, 
monitoring, and reporting of these plans.  
4.3.2 Regulations 
The Pharmaceutical processes in the UK have to conform to the two main regulations, and 
they have different document-structures. The guidelines recommended in the MHRA, EMEA 
and FDA do not follow a uniform document-structure. This makes the identifications of the 
regulation-paragraph difficult.  The guidelines from the same regulatory body are also 
presented in different document-structures from time to time. However, there is a common 
practise to represent some specific document-component such as part, chapter and section 
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among them. These high-level document-components are usually preceded with the relevant 
text. Some examples of regulatory guidelines are shown in Figure 3-3 and Figure 4-1. In this 
example, the guidelines are represented in the document-components proceeding with some 
numbers. The regulatory guidelines are generally preceded with some numbers, and these 
numbers are related to chapters or sections. However, this practice is not always followed. This 
makes the identification of regulation-paragraph challenging. Application of the first part of 
the framework identifies the regulation-paragraph, and the result is presented to the user for 
verification.  
 
Figure 4-1. An example of the regulatory text in Eudralex 
4.4 Nature of Processes 
The processes involved in the production of Aspirin are selected for the case study as these 
processes are represented in a process ontology called OntoReg (Sesen et al 2010). The 
description of the processes for Aspirin production is modelled as an instance of a concept 
called Process in OntoReg ontology.   
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The ontological representation of a validation-task is depicted in Figure 4-2. In the process 
ontology, OntoReg, a validation-task is associated with a subject via a property hasPatient, 
for which we have created an equivalent property called hasSubject for clarity. Similarly, an 
action is indirectly associated with a validation-task, which can be determined by traversing 
some properties and individuals. In the FilterCleaningTask, the subject is Filter101, which 
is an individual of a class Filter. The class Filter is subsumed by the classes 
ProcessingEquipment and Equipment.  The action for the FilterCleaningTask is defined 
implicitly. Having traversed through the property isReponsibilityOf and performs, it is 
determined that CleaningIndividual is an individual of a class Cleaning. The class 
Cleaning is subsumed by its superclass Action.  
 
 
Figure 4-2. Filter Cleaning Task represented in OntoReg ontology 
4.5 Regulatory Entity Extraction 
The regulations selected for the case study are the regulations defined in the Eudralex 2007, an 
excerpt of which is shown in Figure 4-1. These regulations are provided in PDF formats. The 
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chapter in the document is represented by its preceding text and the chapter number. The 
example shows that the name of the chapter is “Production”, and the chapter number is “5”. 
The regulation-paragraphs in the document are preceded with some numbers corresponding to 
the chapter numbers. In the example, numbers are the decimals of the chapter numbers such as 
5.21, 5.45 and 5.61. Other interesting features of all these three regulations are that they are all 
written in passive voice. In order to extract regulatory entities from this document, the 
following five steps for extraction are used. 
4.5.1 Pre-Processing 
 In this step, the text in the PDF document format is converted into the HTML document 
format. The conversion process is based on existing state of art tools.  In this case, VeryPDF13 
is selected as it is freely available and provides the necessary features. For instance, the 
organisation of Cascading Style Sheet (CSS) and the HTML tags is simple, clear and reads all 
the important font-features of the text. There also exist various versions of commercial 
software, which deal with a huge amount of PDF documents efficiently, and can be used in a 
commercial scale. However, for the given case study, VeryPDF can sufficiently process the 
required number of documents.  
The converted HTML document is depicted in Figure 3-4.  In this document, the head section 
contains the CSS definition of the different text-types in the document, and the body section 
contains the div-sections with their class-id. As in a typical web page, the style for each div-
class is defined in the CSS, in the head section. Such a representation can help to utilise the 
style-information in the head section in order to determine the font-features of each text-style 
in the body. In this example, in the body section, we can see that the text containing “Chapter 
5…” is assigned a CSS class “ft01”. In the head section, this class is defined with font-weight 
bold and font-size 23. The information in the font such as font-weight and font-size helps to 
determine the text-type of the text. 
                                                     
13 http://www.verypdf.com/app/html-converter/ 
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Although the conversion of PDF document to HTML format is useful for processing the 
document, there are some challenges produced by the conversion. For instance, each line in the 
PDF document is identified as a paragraph. A line can be just a part of a sentence or some 
fragments of different sentences. Such an organisation of lines has posed a challenge to 
identify the completeness of sentences and paragraphs and in this thesis, it is solved by 
application of Spanning-Paragraphs algorithm (See Appendix C), which identifies the 
fragments of a sentence and combines them. 
4.5.2 Schema-Generation 
The Eudralex regulations in HTML format are processed with two important components: (1) 
feature-reader and (2) structure-predictor as described in Section 3.3.2. The first one has 
identified various important features related to the text and the later has predicted the possible 
document-structure of each text-level. After completion of the computation of the prediction, 
the result is presented in a panel (see Figure 4-3).  
In the panel, a list of text-levels is presented along its right side. Each text-level is associated 
with its possible document-structure and is presented to the right side. The provided 
document-structure has a suggestion in a dropdown list of all the applicable document-
structures. This feature enables a user to select appropriate document-structure if the 
suggestion has to be modified. Some examples of the text with application of the features in 
each text-level have also been provided on the right hand side of the panel. The examples help 
a user to verify the nature of the text at the text-level. There are also three important buttons at 
the bottom of the panel: (1) ‘Process Document’ (2) ‘Create Schema’ and (3) ‘Convert to 
XML’. The first button processes the document with application of feature-reader and 
structure predictor. The second button saves the document-schema about the document-
structure. The third button creates XML representation of the document. 
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Figure 4-3. Predicted document-structure presented to users for verification 
4.5.3 XML Regulation (Regulation with a Standard Structure) 
As mentioned in the description of the framework, the creation of XML- regulation is not just 
the conversion of the HTML document format to the XML document format. It is a succinct 
representation of the document-components, which makes the processing of the information 
easier. Figure 3-5 depicts an excerpt of the Eudralex 2007 regulation in XML document 
format. It is generated using the document-schema created in Section 4.5.2.  
The XML document format has two basic sections: (1) meta section and (2) content section. 
The meta section comprises meta information about the regulatory document such as name and 
description of the regulatory document, name of the regulatory body which produced the 
regulatory-document, version of the document and the date on which the document was 
published. The content section represents the document-structures of the document such as 
chapter, section and paragraph. The document-structures having a text-level higher than that of 
paragraph also contain titles. In Figure 3-5, chapter and section have attributes called title. 
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Similarly, the paragraphs are provided with paraNum, as their attributes. The paraNum 
specifies the number representing the paragraph in the regulatory document. 
4.5.4 Regulatory Entity Annotation 
This step has mainly focused on processing the regulation-paragraphs. However, the chapter 
and the section have also been used to provide more semantics to the process. The annotation 
process has used four basic components as described in Chapter 3: (1) sentence parser, (2) 
definition terms, (3) ontological concepts and (4) annotation rules. The annotation process 
is implemented in General Architecture for Text Annotation (GATE) platform (Cunningham et 
al 2002). The GATE has an API to work with Java, called GATE-Embedded. Lists of 
ontological concepts are provided in Appendix D. The annotation rules are created using Java 
Annotation Patterns Engine (JAPE) (Thakker et al 2009). Some examples of important rules 
are provided in Appendix E. 
The parsers are the natural language parsers, which identify the relation among the 
grammatical component of a sentence. For instance, they identify a verb and its relationship 
with a subject, object and modifiers in a sentence. The parsers help to identify the chunks of 
the sentence where different regulation-entities are embedded such as subject-chunk, 
obligation-chunk and action-chunk. An excerpt of parsed sentence, converted into 
meaningful chunks for this framework, is presented in Figure 4-4. The full list of the parsed 
sentences is provided in Appendix F. 
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Figure 4-4. Parsed regulation-sentences divided into different chunks 
The definition terms are domain specific terms used in a document and are generally provided 
by the regulators for each regulatory document. A gazetteer is a list of words or terms. A 
gazetteer terms is created for the annotation. Figure 3-6 shows an example of the definition 
terms in Eudralex regulatory document. 
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Figure 3-7 depicts an example of the JAPE rule, and the rest of the rules are provided in 
Appendix E. In this example, it shows how the actions are annotated using the chunk, 
action_container, and the annotators such as rule_action, definition_term, 
extracted_term and concept_ontology. Typically, a rule contains a left hand side (LHS) 
and a right hand side (RHS). In LHS, it accepts preconditions and input annotations and in the 
RHS, new annotations are created based on the preconditions and the input annotations. 
Figure 4-5 presents an example of the annotation process, which depicts how the system 
identifies the entities in a regulatory paragraph. In this figure, the regulation 5.20 is annotated 
with the regulation-entities. The three core regulation-entities in this example are “Schedules 
and procedures”, “should be” and “established”, which are subject, obligation and action 
respectively. Similarly, an auxiliary-entity, purpose has also been identified in the example.
 
Figure 4-5. An example of annotated regulatory text 
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4.5.5 The SemReg ontology Population 
The creation of semantic regulation involves two processes: (1) the engineering of an ontology 
to represent the regulations and (2) the populations of the ontology from the regulation text. 
The first process is described in Section 3.3. The implementation of the second process is 
described below. 
The SemReg ontology population has used the annotations created in Section 4.5.4. An 
example of the ontological concepts, instances and their relationships are illustrated in Figure 
4-6. In particular, the relationships among the instances of the concepts Topic, Regulation, 
Statement, Equipment, Obligation and Action in regulation, Eudralex_5.22 are 
presented. The centre of this example is the statement, Eudralex_5.22_1 that is connected to 
the regulation, Eudralex_5.22 via inverse of an object property, hasStatement. The 
regulation, Eudralex_5.22 is specified as regulation of a topic, Eudralex_5.2 via inverse of 
an object property, hasRegulation. The topic, regulation and statement have also been 
provided with their text content via a data-type property, description. The most important 
properties of a statement are hasSubject, hasObligation and hasAction. The subjects, 
Equipments and utensils are connected to the statement via the object property hasSubject. 
Similarly, the obligation, ObligationIndividual1 is linked with the statement via, the object 
property, hasObligation. The obligation is specified as positive and strong via the object 
properties, hasType and hasStrength respectively. The actions cleaned and stored are 
associated with the statement via the object property hasAction. 
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Figure 4-6. Eudralex 5.22 regulation represented in SemReg ontology 
4.5.6 Challenges 
While going through the regulatory entity extraction process, the author has come across the 
following challenges. 
1) The PDF to HTML translation tool represented each line in the document as a new 
paragraph, which made the document structure analysis harder. An algorithm called 
“spanning paragraphs” has been applied to combine the related lines into a paragraph. 
2) The regulatory entities are extracted from a sentence. Therefore identifying a sentence 
is essential. The sentence splitters are not 100% accurate, for example, ANNIE 
Sentence Splitter misses the sentence boundary if they start with number. Adaptation 
of the sentence splitter considering the nature of the text solved the challenge. 
3) While representing the subject entities in an ontology, it is difficult to identify the 
category of they fall in. For example, in a process ontology the subject is defined as 
union of concepts such as Document, Equipment, Substance and Operation. There are 
equivalent concepts in the regulatory ontology. However, it is difficult to determine 
the concepts they should fall in and requires developing algorithms or frameworks, 
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which is recommended for the future work. In this research, it has been solved by 
creating a separate concept called Subject. 
4.6 Mapping Regulations with Organisational Processes 
In the mapping process, as described in Section 3.4, the Subject and Action concepts related 
to the regulations and the organisational processes are compared. A similarity-score between 
two compared concepts is computed in order to determine whether a regulation and an 
organisational process are related. Consider an example of a regulation-statement, 
Eudralex_5.22_1 and a validation-task T101CleaningTask.  The regulation states, 
“Equipment and utensils should be cleaned, stored, and,….”. The core regulation-entities in 
this regulation are Equipments and the Cleaned and are defined under the concepts Subject 
and Action respectively in the SemReg ontology. The validation-task T101CleaningTask in 
the OntoReg ontology is associated with a subject, Tank101 and an action, Cleaning101. From 
the structure of the OntoReg ontology, it can be deduced that the Tank101 is a Storage-Tank. 
A Storage-Tank is a Storage-Equipment, and a Storage-Equipment is an Equipment. 
Likewise, since, the Cleaning101 is specified as an instance of its class, Cleaning, it can be 
inferred that Cleaning101 is a Cleaning.  
The similarity-score between the subject terms, tank in the regulation and equipment in the 
process are computed using a WordNet14 based similarity algorithm, Lin (1998) similarity. The 
result of the similarity-score computation is found 1.00. Similarly, the action terms, cleaned in 
the regulation and cleaning in the process are compared using the same algorithm, and their 
similarity-score has also been found to be 1.00. In the similarity computation, the scores, 0.00 
and 1.00 are considered as lowest and highest similarity respectively. Having the high 
similarity-scores in both subject and action terms indicate that the regulation and the process 
are more closely related. However, the overall similarity between a regulation and a process is 
                                                     
14 http://wordnet.princeton.edu/ 
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determined by computing three types of similarity scores and their aggregation as described in 
Chapter 3. 
4.6.1 Three types of similarity scores computation 
The three types of similarity-scores, which are needed to determine the overall similarity as 
explained in Chapter 3, are topic-similarity, core-similarity and aux-similarity. For the three 
types of similarity score computation, three types of entities are selected from regulations, and 
they are the topic, core and aux entities. Figure 4-7 depicts an XML representation of the 
three types of entities in the regulation, Eudralex_5.22. Similarly, the entities required from 
the process domain are subject, action and annotation. Figure 4-8 depicts the collection of 
subject, action and annotation of FilterCleaningTask.  The subjects are identified by 
the names and labels of the subject individual and its classes and superclass. Likewise, the 
actions are determined by the names and labels of the action individuals, their classes and 
super classes. The annotations are created by combining subjects and actions. A bag of words 
(bow) is the collection of words in a sentence or a phrase. The bow in the topic and aux of the 
regulation, Eudralex_5.22 are created using the distinct terms in the text.  
 
Figure 4-7. Three types of entities in Eudralex 5.22 regulation 
 
Figure 4-8. Subject, action and annotations in Filter Cleaning Task 
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For the core-score computation,  
 The subject and action in the regulation-statement, Eudralex_5.22_1 are 
compared with the subject and action of the validation-task, FilterCleaningTask 
respectively. In particular, the terms in regulatory subject, “equipment, and utensils” 
are compared with the terms in the process subject, “filter, processing equipment, 
equipment”. This comparison has produced a set of similarity between these two 
subjects.  
After the two separate comparisons, it produces two sets of scores such as subject-score set 
(see Table 4-1) and action-score set (see  
Table 4-2). 
Table 4-1. An example of similarity scores computation between regulatory and process subjects 
Regulatory Subject Process Subject Similarity Score 
Equipment Filter 0.42 
Equipment Processing Equipment 0.54 
Equipment Equipment 1.00 
Utensils Filter 0.32 
Utensils Processing Equipment 0.27 
Utensils Equipment 0.48 
 Highest Similarity Score 1.00 
 
Table 4-2. An example of similarity scores computation between regulatory and process actions 
Regulatory Action Process Action Similarity Score 
Cleaned Cleaning 1.00 
Stored Cleaning 0.00 
Sanitized Cleaning 0.00 
Sterilized Cleaning 0.84 
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 Highest Similarity Score 1.00 
 
 In the subject-score set, { 0.42, 0.54, 1.00, 0.32, 0.27, 0.48 } the highest score is 
determined as 1.00. Therefore, 1.00 is set as the similarity score between the sets of 
subjects in the regulation-statement, Eudralex_5.22_1 and the process, 
FilterCleaningTask.  
 Similarly, in the action-score set, { 1.00, 0.00, 0.00, 0.84, 1.00 } the highest score is 
found as 1.00. Therefore, the similarity score between the sets of actions in the 
regulation-statement, Eudralex_5.22_1 and the process, FilterCleaningTask.  
 Then, an average score between the subject-score and action-score, 1.00 is 
determined as the core-score. 
The computations of topic-score and aux-score are similar. In the topic-score 
computation, the terms, “Equipment, Maintenance, Process, Equipment, Cleaning” in the bow 
of topic in the regulation-statement, Eudralex_5.22_1 are compared with the terms, “filter, 
processing equipment, equipment, cleaning” in the annotation of FilterCleaningTask 
(see Table 4-3). The highest similarity score between the term “Equipment” in regulation and 
the terms “filter, processing equipment, equipment, cleaning” in the process is found as 1.00. 
Similarly, the highest similarity scores of “Maintenance”, “Process”, “Equipment” and 
“Cleaning” with respect to their comparison with the terms in process annotations are found 
as 0.73, 0.56, 1.00 and 1.00 respectively. Then, the average of these scores, 0.86 is determined 
as the topic-score between the regulation-statement, Eudralex_5.22_1 and the process, 
FilterCleaningTask.  
In the aux-score computation, the terms, “utensils, sanitized, sterilized, prevent, alter, 
intermediate, official, API, quality, material, equipment...” in the bow of aux in the regulation-
statement, Eudralex_5.22_1 are compared with the terms, “filter, processing equipment, 
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equipment, cleaning” in the annotation of FilterCleaningTask. It has also carried out the 
highest similarity score computation and the average of the highest similarity score 
computation. Then, the aux-score between the regulation-statement, Eudralex_5.22_1 and 
the process, FilterCleaningTask is computed as 0.42. A part of an XML file representing 
the three scores computed between the regulation, Eudralex_5.22 and the process, 
FilterCleaningTask is provided in Figure 4-9. 
Table 4-3. An example of similarity scores computation between regulatory topic and process  
Regulatory Topic Process Annotation Similarity Score 
Equipment Filter 0.42 
Equipment Processing Equipment 0.54 
Equipment Equipment 1.00 
Equipment Cleaning 0.06 
  Highest Similarity Score 1.00 
Maintenance Filter 0.00 
Maintenance Processing Equipment 0.12 
Maintenance Equipment 0.00 
Maintenance Cleaning 0.73 
 Highest Similarity Score 0.73 
Process Filter 0.08 
Process Processing Equipment 0.56 
Process Equipment 0.12 
Process Cleaning 0.40 
 Highest Similarity Score 0.56 
Equipment Filter 0.42 
Equipment Processing Equipment 0.54 
Equipment Equipment 1.00 
Equipment Cleaning 0.06 
 Highest Similarity Score 1.00 
Cleaning Filter 0.00 
Cleaning Processing Equipment 0.00 
Cleaning Equipment 0.00 
Implementation and Validation of the Framework 
 
108 
 
Cleaning Cleaning 1.00 
 Highest Similarity Score 1.00 
Average of the Highest Similarity Scores 0.86 
 
4.6.2 Aggregate Similarity Computation 
In the examples in 4.6.1 the topic-score, core-score and aux-score are computed as 
0.86, 1.00 and 0.42 respectively. In the aggregation algorithm, the maximum score between 
topic-score and core-score is computed as: 
Stc = MAX (Stopic, Score) = MAX (0.86, 1.00) = 1.00  
Where, Stc is the maximum score between topic-score, Stopic and core-score, Score. In this 
case, the Stc is greater than the aux-score, Saux. Hence, the final similarity score between the 
regulation-statement, Eudraxlex_5.22_1 and the validation-task, FilterCleaningTask is 
determined as 1.00, which is represented as the final-score. Then, an XML file, containing 
all the three scores and the aggregate score between regulation-statements and processes, is 
generated (see   Figure 4-9.). 
 
 
Figure 4-9. Three types of similarity scores computed between Eudralex_5.22_1 and 
FilterCleaningTask 
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4.6.3 Process-Statement Similarity to Process-Regulation Similarity 
Computation 
The similarity scores computed in Section 4.6.3 are the similarity scores between a regulation-
statement, Eudraxlex_5.22_1 in SemReg ontology with an organisational process, 
FilterCleaningTask in OntoReg ontology. In this case, the regulation, Eudralex_5.22 
contains only one regulation-statement, Eudralex_5.22_1. Therefore, the similarity score 
between the regulation, Eudraxlex_5.22 and the validation-task, FilterCleaningTask is set 
as 1.00. If the regulation had two or more regulation-statements, the highest score among them 
would be regarded as the similarity score between the regulation and the process. After the 
similarity scores computations, a list of mapping between all the regulations and processes 
with their similarity score is generated (Figure 4-10). The highlighted line 8 shows the 
similarity score between Eudralex_5.22 and FilterCleaningTask is 1.0. 
 
 
Figure 4-10. An excerpt of computed mapping between regulations and validation-tasks 
4.6.4 Challenges 
While implementing the mapping part of the RegCMantic framework in the case study, the 
following challenges have been found. 
1) Computing similarity between a substance and an equipment by using a lexical 
ontology such as WordNet generates a high similarity score. This is true in many 
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cases. However, in some domain they are treated as completely different from each 
other. In this thesis, the process ontology defines them as different concepts. Initially, 
the RegCMantic framework generated several spurious mappings because of the 
similarities of these concepts. Later, it was solved by defining a difference table, 
which stores the difference score between two concepts in a domain ontology. 
2) The topics in the regulatory guidelines and the concepts in a process ontology are 
considered for computing the similarity score between a regulation-statement and an 
organisational process. If the topics and the concepts are at the higher level, they 
express generic meaning, which may lead to generate false positive mappings.  
Initially, the framework generated several spurious mappings with higher scores 
because of considering the topics and the concepts. This challenge was tackled by 
setting an acceptable level in the topic and concepts in the ontology.  
4.7 Summary 
This chapter described the implementation and validation of the RegCMantic framework in a 
case study. The case study is carried out in the Pharmaceutical industry, as it is one of the 
heavily regulated industries. In particular, Eudralex, the EU regulation governing the Good 
Manufacturing Guidelines (GMP) in the Pharmaceutical industry is selected. The regulation 
ontology, SemReg is created extending the LKIF-Core ontology. Prior to the regulatory entity 
extraction, the framework has identified the important document-components such as topic 
and regulation-paragraphs. The core-entities such as subject, obligation and action and the 
aux-entities such as place, time and reason are extracted from the regulation-paragraphs. The 
extraction process is followed by the SemReg ontology population with the extracted 
regulation-entities.  
In the mapping process, a regulation-statement, Eudralex_5.22_1 in SemReg ontology and a 
process FilterCleaningTask in OntoReg ontology are compared. Mapping is the process of 
determining whether a regulation-statement is relevant to a process. Three types of similarity 
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scores are computed between the regulation-statement and the process: topic-score, core-
score and aux-score. An algorithm to compute the aggregate similarity score from the three 
similarity scores is applied, which has provided the similarity score between the regulation-
statement and the process. Since a regulation-paragraph has one or many regulation-
statements, the highest similarity score among the regulation-statements is selected as the 
similarity score between the regulation-paragraph, Eudralex_5.22 and the process, 
FilterCleaningTask.  
The examples presented in this chapter have demonstrated how the RegCMantic framework is 
likely to be implemented in a real scenario and in a specific domain. Although the case study is 
carried out in the Pharmaceutical industry, the framework is generic and is likely to be applied 
to other domains. The overall results of the framework, analysis and evaluations of the results 
are discussed in Chapter 5.  
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5 Results and Evaluations 
5.1 Introduction 
This chapter describes the results and evaluations of the RegCMantic framework. The 
description of the framework is provided in Chapter 3, and its validation in a case study is 
described in Chapter 4. The case study chosen for the framework is the regulatory guidelines 
governing the aspirin production process in the Pharmaceutical industry. This chapter 
describes and analyses the results of extracting regulatory entities and mapping regulatory 
guidelines with organisational processes. The results of the extraction are analysed to 
determine how accurately it identifies the regulatory entities embedded in the regulatory text. 
Likewise, the results of the mapping are examined to find out how efficiently the proposed 
framework related regulatory guidelines with organisational processes.  
The mapping between regulatory guidelines and organisational processes is necessary when 
new regulations are introduced, or there are changes or updates on the existing regulatory 
guidelines. This framework aims to relate the guidelines and the processes automatically.  
Therefore, it is important to evaluate the accuracy and completeness of the mappings generated 
by the framework. Likewise, in order to relate the guidelines with the processes, the important 
entities in the guidelines have to be identified accurately. In other words, the accuracy and 
completeness of the mapping part of the framework is directly affected by the accuracy and 
completeness of the extraction part of the framework.  Therefore, both parts of the framework: 
extraction and mapping are considered for evaluation. 
This chapter describes the evaluation criteria, evaluations for extraction and mapping, main 
factors of the two evaluations, relevancy of the evaluation techniques with similar works and 
reasons for three types of annotations and mappings. 
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The evaluation is divided into two parts: evaluation of the automatic extraction of guidelines, 
which is discussed in Section 5.2; and the evaluation of the mapping between regulatory 
guidelines and organisational process, which is described in Section 5.3. An estimated time 
saved by using the RegCMantic framework is analysed in Section 5.4.  
5.2 Extraction of Regulatory Entities 
5.2.1 Evaluation Criteria 
As described in Chapter 4, the Pharmaceutical industry in the EU is selected as a case study to 
evaluate the proposed framework (Eudralex 2013). For the process domain, a process-ontology 
for the Pharmaceutical processes, OntoReg is used (see Section 4.4). For the regulatory 
domain, a regulatory-ontology, SemReg is created by extending LKIF-Core ontology (See 
Section 3.3.4). The concepts of SemReg are populated with the extracted regulatory-entities. In 
particular, the first 50 regulation-paragraphs in the Eduralex-5 document are chosen for the 
evaluation of the extraction part of the framework.  
Since there is no annotation benchmark to compare with system-generated annotations, the 
annotations are compared with annotations created by experts in the area. The comparison is 
carried out in order to determine the number of annotations that are correctly recognized; those 
incorrectly identified, and those that are missed. It is important to identify the correctness of 
the annotations since the more correct the annotations, the more accurate the mapping between 
regulatory guidelines and organisational processes. Similarly, identification of incorrect and 
missing annotations helps in the evaluation of completeness of the extraction part of the 
framework. 
Precision, recall and f-measure are regarded as standard techniques to evaluate the result in IR 
and IE systems. Therefore, they are considered for the evaluation of this framework. Precision 
computes the accuracy of the result-set. In order to compute precision and recall, it is needed 
to collect the correct annotations or true positive (TP), the incorrect annotations or false 
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positive (FP) and missing annotations or false negative (FN). The precision, recall and  f-
measure are computed (Baeza-Yates and Ribeiro-Neto 1999) as: 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ⁡
𝐶𝑜𝑟𝑟𝑒𝑐𝑡⁡𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠⁡(𝑇𝑃)
𝐶𝑜𝑟𝑟𝑒𝑐𝑡⁡𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠⁡(𝑇𝑃) + 𝐼𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡⁡𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠⁡(𝐹𝑃)
 
𝑟𝑒𝑐𝑎𝑙𝑙 = ⁡
𝐶𝑜𝑟𝑟𝑒𝑐𝑡⁡𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠⁡(𝑇𝑃)
𝐶𝑜𝑟𝑟𝑒𝑐𝑡⁡𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠⁡(𝑇𝑃) + 𝑀𝑖𝑠𝑠𝑖𝑛𝑔⁡𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠⁡(𝐹𝑁)
 
𝑓 = ⁡
2⁡(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛⁡ × ⁡𝑟𝑒𝑐𝑎𝑙𝑙)
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 
 During the evaluation process of the baseline framework, it was found if boundaries were set 
for subject and action annotations, the identification of subject and action could be improved. 
Then, the next objective was set to identify boundaries such as subject-chunk, obligation-
chunk, action-chunk and modifier-chunks. In order to identify chunks containing specific type 
of regulatory entity, use of a parser was the potential solution. A parser identifies grammatical 
units in a sentence and their relationship. Similarly, use of definition terms provided for a 
regulatory document can increase the correct identification of annotations. Hence, the 
framework evolved to the current version incorporating the two more components. The results 
of the baseline framework and the extended framework have also been provided in the 
evaluation.  
The result and evaluation of the extraction phase of the RegCMantic framework is provided in 
two tables. Table 5-1 provides the result, and Table 5-2 presents the evaluation of the result. In 
Table 5-1, the first columns contain the types of the annotations such as subject, obligation and 
action. The second column presents the number of annotations that are created by the user. 
Likewise, the third column provides total annotations of each type in the first column, which 
are generated by the RegCMantic framework. This column is divided into two sub columns: 
annotations generated by the baseline framework (BF) and that by the extended framework 
(EF). The BF and EF sub columns are provided in the fourth column (Correct), the fifth 
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column (Incorrect) and the sixth column (Missing). Similarly, in Table 5-2, precision, recall 
and f-measure computed for each annotation type by the baseline framework (BF) and 
extended framework (EF) are provided. This can be further clarified by explaining the first 
row. 
Table 5-1. Accuracy of different types of annotations 
Number of 
Annotations 
Total 
Manual 
Total     
System 
Correct       
(TP) 
Incorrect 
(FP) 
Missing    
(FN) 
Annotation Types  BF EF BF EF BF EF BF EF 
Subject 51 45 46 40 44 5 2 11 7 
Obligation 52 52 52 52 52 0 0 0 0 
Action 94 97 97 85 93 12 4 9 1 
Object 7 2 6 2 6 0 0 5 1 
Modifier 41 19 25 11 22 8 3 30 19 
Condition 9 4 6 2 6 2 0 7 3 
Total 254 219 232 192 223 27 9 62 31 
 
The first row in Table 5-1 shows that the manual annotation has identified 51 subjects. The 
baseline framework has identified 45 subjects; among them, 40 subject annotations are correct 
and 5 subject annotations are incorrect. Furthermore, the baseline framework has missed 11 
subject annotations. The extended framework has annotated 46 subjects; among them, 44 are 
correct subjects and 2 incorrect. It has missed 7 subject annotations.  
Analysis of result of the baseline and extended frameworks is presented in Table 5-2. The 
precision of the baseline framework and extended framework are determined as 0.89 and 0.96 
respectively. Similarly, the recall of the baseline framework and extended framework is found 
0.78 and 0.86 respectively. The f-measure of the baseline and extended framework is 
computed as 0.83 and 0.91 respectively. This means that the extended framework has 
performed better than the baseline framework in terms of identification of subjects.  
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The first three rows in these tables present information about subject, obligation and action, 
which are described as the core-entities in this framework. The core-entities play a more 
important role as compared to other or auxiliary-entities (see Chapter 3). The both frameworks 
have identified all 52 obligations. This is because the framework has created an exhaustive list 
of obligatory words such as “should be”, “must” and “can be”. About action, the extended 
framework has shown a good f-measure, 0.97.  Identification of an object, a modifier and a 
condition has not performed as well as that of the core-entities because the RegCMantic 
framework focuses on identification of the core-entities. A comprehensive algorithm to 
identify the auxiliary-entities remains recommended for the future-work of this research (see 
Chapter 6). 
A comparison between the extended framework (EF) and the baseline framework (BF) 
presented that the current version has outperformed the initial version. Although there is no 
change on identification of obligations, there is improvement in identification of other core-
entities: subject and action. On the extraction of auxiliary entities such as object, modifier and 
condition, it has shown better improvement in the extended framework.  
Table 5-2. Evaluation of different types of annotations 
Evaluation Measures Precision Recall  F-Measure 
 Annotation Types  BF EF BF EF BF EF 
Subject 0.89 0.96 0.78 0.86 0.83 0.91 
Obligation 1.00 1.00 1.00 1.00 1.00 1.00 
Action 0.88 0.96 0.90 0.99 0.89 0.97 
Object 1.00 1.00 0.29 0.86 0.44 0.92 
Modifier 0.58 0.88 0.27 0.54 0.37 0.67 
Condition 0.50 1.00 0.22 0.67 0.31 0.80 
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5.2.2 Comparing the Extraction Result with Other Frameworks 
There are regulatory entity extraction frameworks and generic entity extraction frameworks 
and both these techniques are related to the current research. The evaluation techniques used in 
the extraction result are precision, recall and f-measure. Some of the popular and relevant 
entity extraction frameworks, their dataset, and results in terms of precision, recall and f-
measure are presented in Table 5-3. Among them, the frameworks which extract regulatory 
entities are Gaius T framework (Kiyavitskaya et al 2009), Mu et al. (2009), Gao et al. (2011) 
and Cleland-Huang et al. (2006).  Details of these frameworks are provided in Chapter 2.  
In the frameworks mentioned in Table 5-3, the quality of the annotations were evaluated by 
comparing the results with manual annotations. The documents used for the annotations were 
found similar to the case study of this research as they were also provided in textual format. In 
the application of the Gaius T framework  (Kiyavitskaya et al 2009),  US Health Insurance 
Portability and Accountability Act (HIPAA) Privacy Rule and the Italian accessibility law, the 
Stanca Act were used. The documents were in a structured text format called legalese. 
Legalese is a guideline to write legal documents in the U.S.A.  For the evaluation, three types 
of entities: (i) rights, (ii) obligation and (iii) constraints are annotated. The f-measure was 
found as 90.7. In Mu et al. (2009) software-requirement specification documents in text format 
were processed to extract various entities such as agentive, action, objective and constraints. 
There were 249 sentences with 5,669 words. The overall f-measure was computed as 72.6.  
Similarly, in Gao et al. (2011), exceptions were extracted in 2,647 contracts from Onecle 
repository. There were seven types of contracts namely licensing, consulting, outsourcing, 
supply, manufacturing, purchase and stock options. The f-measure was found as 90.0. In 
Cleland-Huang et al. (2006), 15 requirement specifications developed by MS students at 
DePaul University were considered for the evaluation. In particular, the system had to identify 
non-functional requirements (NFR) from the specifications, which contained 326 NFRs. Its 
recall was found better than its precision.  
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The web document extraction frameworks such as Armadillo (Dingli et al 2003), KIM (Popov 
et al 2003), Ont-O-Mat:Pankow (Cimiano et al 2004) and SemTag (Dill et al 2003)  are also 
related to the current research  since this research also requires to convert the documents in 
HTML format before processing. Comparison of the RegCMantic framework with these 
frameworks has also shown that the result is very close. In particular, application of the 
proposed framework to extract the core entity has performed better than the application of the 
framework for all the regulatory entities. It is because this framework has focused on the 
extraction of the core entities.  
Table 5-3. Comparison of extraction result with existing frameworks 
Framework Precision Recall F-Measure Data Sets 
Armadillo 91.0 74.0 81.6 
Web sites of Computer 
Science Department 
KIM 86.0 82.0 84.0 Web document 
Ont-O-Mat: Pankow 65.0 28.2 39.3 Web document 
SemTag 82.0 n/a n/a Web document 
Gaius T Framework 90.6 90.8 90.7 
Academic papers, 
legislations 
Mu et al 66.2 80.3 72.6 Paragraphs, text 
Gao et al 90.0 90.0 90.0 Text 
Cleland-Huang et al 29.9 59.9 39.9 
Text, 15 requirement 
specification developed 
by MS students 
RegCMantic 
 (all-entities) 
94.2 82.0 87.7 PDF, Eudralex legislation 
RegCMantic  
(core-entities) 
97.0 95.0 96.0 PDF, Eudralex legislation 
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5.3 Mapping Regulations with Organisational Processes 
5.3.1 Evaluation Criteria 
As mentioned in Chapter 3, this framework requires two ontologies; one for the regulatory 
domain called SemReg and the other for the process domain called OntoReg. Since there is no 
standard for comparing the system-generated mappings, the author has decided to compare the 
mapping with the manual mappings. The manual mappings were created by expertise in the 
Engineering Science Department of the University of Oxford.  
Among the evaluation techniques for the similarity results are Pearson correlation, Spearman’s 
rank correlation, precision and recall. In order to compute Pearson correlation index (Pearson 
1904), experts have to score each pair of entities with a value between 1 and 100. Then, the 
similarity scores generated by the application of a framework and that by human judgement 
are compared to compute the correlation index. In Spearman’s rank correlation (Spearman 
1904), two ranks are created from the similarity scores generated by the system and that by 
human experts. These two ranks are compared in order to compute the rank correlation index. 
These techniques are particularly important when a search engine has to rank pages in IR. In 
order to adopt this technique, all the possible mappings between the regulatory guidelines and 
organisational processes should be scored by the domain experts. The experts, working on the 
process ontology in the University of Oxford, are consulted for viability of this option, and it is 
found that time and resources were not sufficient to implement it. In addition, the rankings are 
very important for search engines; however, in this research it is important to evaluate the 
accuracy and completeness of the result.  
 Although there are some frameworks, which have various similarity components similar to the 
current work, the author has not found a framework that investigates the same issue. In 
sentence to sentence alignment algorithms (Barzilay and Elhadad 2003, McCarthy et al 2012, 
Mohler et al 2011), similarity between the description of two sentences was presented, which 
is similar to the topic-similarity and aux-similarity of this research. However, the core-
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similarity in the current research also uses ontological structures, which was not provided in 
these frameworks. Therefore, they cannot be compared with the current framework. Similarly, 
the ontology based similarity algorithms (Chen et al 2010, Ge and Qiu 2008, Hawalah and 
Fasli 2011, Yu and Zhou 2009) presented the similarity between the concepts of an ontology 
or two ontologies with the similar meaning. In this research, the ontology mapping has not 
been applied; instead, relation between a regulatory guideline and an organisational process is 
determined. The regulation and process are not the similar concept; instead, they are two 
different concepts. These frameworks did not provide solutions to relate two different 
concepts. Therefore, these frameworks have also been found as unsuitable for comparison.  
The mapping accuracy of the extended framework is only compared with that of the baseline 
framework and manual processes. The extended framework is evolved from the baseline 
framework, where the mapping between a regulatory guideline and an organisational process 
was determined solely by core-score. In the extended framework, it is extended with two other 
types of similarity scores: topic-score and aux-score. The result of the extended framework is 
presented as a comparison with the baseline framework. Figure 5-2 shows the accuracy and 
completeness of the proposed framework. 
5.3.2 Evaluating the Mapping Result 
The OntoReg ontology is developed by experts (Sesen et al 2010) in the domain, which 
contains a set of mapping between Eudralex regulations and validation-tasks. In particular, 
each validation-task is associated with one or more regulations, and each regulation is related 
with one or more validation-tasks, called manual mapping. A subset of manual mapping 
collected from the OntoReg is depicted in Table 5-4, where mapping id, mid_133 indicates 
that there is a mapping between the regulation Eudralex_5.22 and the validation-task, 
FilterCleaningTask. This list is created by using the values of the object-property, 
isRegulationOf of individuals under the concept, Regulation. 
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The determination of the mapping between a regulation and a validation-task with the 
application of the proposed framework is referred to as computed mapping. A subset of 
computed mappings collected from the result of the similarity computation is shown in Table 
5-5. The mapping id, em_1 indicates that there is a mapping between the regulation, 
Eudralex_5.22 and the validation-task, FilterCleaningTask. The selection of the mappings 
also needs to define the minimum threshold, t to accept the mappings. In this case, the value of 
t is set to 0.85 because from the repeated observations, the value of t as 0.85 is found 
producing the best value for the f-measure. The mappings with the score 0.85 or above are 
selected as the accepted mapping.    
Table 5-4.  An excerpt of the manual mapping 
Mapping ID Reg ID Task ID 
em_1 Eudralex_5.22 FilterCleaningTask 
em_2 Eudralex_5.22 T102CleaningTask 
em_3 Eudralex_5.22 T101CleaningTask 
em_4 Eudralex_5.22 T101CleanlinessTestTask 
em_5 Eudralex_5.22 T102CleanlinessTestTask 
em_6 Eudralex_5.22 FilterCleanlinessTestTask 
em_7 Eudralex_8.14 ReactionYieldTestTask_1 
em_8 Eudralex_8.14 InvestigationTask_1 
em_9 Eudralex_5.21 FilterCleaningTask 
em_10 Eudralex_5.21 FilterCleanlinessTestTask 
em_11 Eudralex_5.21 T101CleanlinessTestTask 
em_12 Eudralex_5.21 T102CleanlinessTestTask 
em_13 Eudralex_5.21 T101CleaningTask 
em_14 Eudralex_5.21 T102CleaningTask 
em_15 Eudralex_5.31 StartingMaterialTestTask_7 
em_16 Eudralex_5.26 PharmaSupplierAssess_1 
em_17 Eudralex_5.26 StartingMaterialPurchase_1 
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Table 5-5. An excerpt of mapping created by the application of the RegCMantic framework 
Mapping ID Reg ID Task ID 
Similarity 
Score 
mid_1 Eudralex_5.21 FilterCleaningTask 1.00 
mid_4 Eudralex_5.21 FilterCleanlinessTestTask 1.00 
mid_133 Eudralex_5.22 FilterCleaningTask 1.00 
mid_134 Eudralex_5.22 T101CleaningTask 1.00 
mid_135 Eudralex_5.22 T102CleaningTask 1.00 
mid_136 Eudralex_5.22 FilterCleanlinessTestTask 1.00 
mid_153 Eudralex_5.26 StartingMaterialPurchase_1 1.00 
mid_2 Eudralex_5.21 T101CleaningTask 0.98 
mid_3 Eudralex_5.21 T102CleaningTask 0.98 
mid_5 Eudralex_5.21 T101CleanlinessTestTask 0.98 
mid_6 Eudralex_5.21 T102CleanlinessTestTask 0.98 
mid_137 Eudralex_5.22 T101CleanlinessTestTask 0.95 
mid_138 Eudralex_5.22 T102CleanlinessTestTask 0.95 
mid_154 Eudralex_5.26 StartingMaterialTestTask_7 0.90 
mid_165 Eudralex_5.31 StartingMaterialTestTask_7 0.90 
mid_172 Eudralex_8.14 ReactionYieldTestTask_1 0.87 
mid_164 Eudralex_5.31 StartingMaterialPurchase_1 0.86 
 
Among the mappings generated by the system, most of them are found as correct mapping. 
Table 5-6 and Figure 5-1 show the number of correct, incorrect and missing mappings. 
Similarly, Table 5-7 and Figure 5-2 show the precision, recall and f-measure of the mapping 
result. From the comparison between the baseline framework and the extended framework, it 
can be seen that the extended framework has performed better than the baseline framework in 
terms of its precision, recall and f-measure. The reasons behind the improvement are the 
consideration of topic-score, which is the similarity of the topic of a regulation-statement with 
a validation-task. Although, aux-score has not contributed significantly in the current result, it 
has produced some similarity scores, which are higher than the other two and are found 
meaningful. Hence, the consideration of topic-score and aux-score can be considered as 
improving factors in computing the similarity between a regulation-paragraph and a validation-
task. 
Number of Mappings Total 
Existing 
Total     
System 
Correct   
(TP) 
Incorrect 
(FP) 
Missing 
(FN) Mapping Frameworks 
Baseline Framework (BF) 192 188 152 36 40 
Extended Framework (EF) 192 177 171 6 21 
Evaluation Measures  
Precision Recall F-Measure 
Mapping Frameworks  
Baseline Framework  (BF) 0.81 0.75 0.78 
Extended Framework (EF) 0.97 0.89 0.93 
0
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0.00
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StartingMaterialTestTask_7 (see )
Starting Material,
StartingMaterialTestTask_7
Starting materials should only be 
purchased from approved suppliers ...”
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starting material. However, in the mappings experts’ consideration, they should not be mapped 
since they are two different entities: supplier assessment and starting material assessment. The 
presence of incorrect mapping owes to its inability to understand the whole sentence and to 
interpret its abstract meaning, which is a difficult task and is not the scope of this research. 
 
Figure 5-5. Incorrect mapping between Eudralex_5.26 and StartingMaterialTestTask_7 
The mapping between a regulation-paragraph, Eudralex_5.26 and a validation-task, 
PharmaSupplierAssess_1 is one of the missing mappings in the result. From the analysis of 
three-scores generated between the regulation-paragraph and the validation-task (see Figure 
5-6), it is found that the highest score among them was the core-score, and it was far below the 
acceptable level. The process engineers created a mapping between them since the regulation-
paragraph implicitly means assessment of suppliers, which is also the intension of creating the 
validation-task, PharmaSupplierAsses_1. In this case, the implicitly represented regulation-
paragraph is found as the system’s inability to recognise the mapping between them. 
 
Figure 5-6. Missing mapping between Eudralex_5.26 and PharmaSupplierAssess_1 
The analysis of the above two examples has showed that the incorrect and missing mappings 
are mainly because of the system’s inability to process the statements, which express their 
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semantics implicitly. The processing the semantics of implicitly stated statements still remains 
as an open issue (Sarawagi 2007)  and is out of the scope of the current research. Furthermore, 
automatic mapping process cannot be 100% accurate and requires users to validate the 
mappings. 
5.3.4 Comparing the Mapping Result with Other Frameworks 
Although the author has not come across a framework that has the same purpose as the 
RegCMantic framework has, the components of some frameworks are similar to that of the 
RegCMantic framework. The frameworks having the similar components are described and 
compared with the RegCMantic framework below. 
There are many similarity algorithms dedicated to different purposes (Barzilay and Elhadad 
2003, Budanitsky and Hirst 2006, Cilibrasi and Vitányi 2007, Hawalah and Fasli 2011, Yu and 
Zhou 2009). The author has not come across a framework whose purpose exactly matches the 
purpose of the RegCMantic framework. Furthermore, the evaluation techniques used in the 
existing similarity approaches also are found different (Chen et al 2010, Gabrilovich and 
Markovitch 2006, Ge and Qiu 2008, McCarthy et al 2012, Mohler et al 2011, Pirró 2009, 
Ponzetto and Strube 2007). Since the result the mapping is evaluated using precision, recall 
and f-measures, this thesis compares the results with the similarity frameworks that uses these 
evaluation techniques  
Some similarity frameworks, their domain of interest, evaluation methods and results are 
presented in Table 5-8. The description of these frameworks is provided in Chapter 2. In 
Budanitsky & Hirst (2006), the results of some of the WordNet based similarity algorithms are 
evaluated using precision, recall and f-measure.  For the evaluations, 500 articles from Wall 
Street Journal corpus were selected, and some words were replaced by malapropism words, 
which were identified by the evaluating algorithms. In some works (Barzilay and Elhadad 
2003, Yu and Zhou 2009), the precision was compared with recall and plotted a graph to show 
the results.  In Barzilay & Elhadad (2003), 92 pairs of sentences were chosen from 
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Encyclopaedia Britannica and Britannica Elementary about children. The results of the 
similarity between the pair of sentences were evaluated by plotting a graph using precision 
against recall. Similar techniques were used in Yu & Zhou (2009), where  500 movie metadata 
were selected in order to identify TV content similarity from the program description. 
Similar to the precision, some authors (Cilibrasi and Vitányi 2007, Hawalah and Fasli 2011)  
have computed the accuracy as correct result divided by the total number of result.  In 
Hawalah & Fasli (2011),  Miller and Charles benchmark was selected, which contained 30 
pairs of nouns extracted from WordNet. The results of the WordNet based similarity between 
the pairs is evaluated using the accuracy. The similar approach was presented in Cilibrasi & 
Vitányi (2007) while evaluating Google similarity algorithm against manual and WordNet 
based similarity algorithms. For the training, 50-labelled samples were selected, and the 
experiment was carried out in 100 samples. 
Table 5-8. Comparison of mapping result with other frameworks 
Framework Similarity About Evaluation Method 
Budanitsky and Hirst 
Evaluating WordNet based 
measures 
Precision, Recall,  
f-Measure 
Barzilay et al Sentence Alignment Precision vs. Recall 
Yu et al TV content similarity Precision vs. Recall 
Hawalah and Fasli Semantic Relatedness Accuracy 
Cilibracy and Vitanyi Google Similarity Distance Accuracy 
RegCMantic 
Regulatory guidelines and 
organisational processes 
Precision, Recall 
f-Measure 
 
The similarity results (Chen et al 2010, Gabrilovich and Markovitch 2006, Ge and Qiu 2008, 
McCarthy et al 2012, Mohler et al 2011, Pirró 2009, Ponzetto and Strube 2007) were also 
evaluated using either Pearson (1904) correlations or Spearman (1905) rank correlation. In 
order to compute Pearson correlation index, experts have to score each pair of entities with a 
value between 1 and 100. Then, the similarity scores generated by the application of a 
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framework and that by human judgement are compared to compute the correlation index. In 
Spearman’s rank correlation, two ranks are created from the similarity scores generated by the 
system and that by human experts. These two ranks are compared in order to compute the rank 
correlation index. These techniques are important particularly when a search engine has to 
rank pages in IR. Likewise, comparison of a framework with its own previous result (Chen et 
al 2010) or application in different domains (Ge and Qiu 2008) has also been considered for 
the evaluation of the frameworks. Some of the similarity frameworks, their domain of interest 
and evaluation methods are presented in Table 5-9. Description of these frameworks is 
provided in Chapter 2.  
In Mohler et al. (2011), 80 questions and their correct answers were created by graduate tutors; 
then, 31 undergraduate students were asked to answer these questions. The answers were 
compared with the correct answers and scored between 0 and 5. The scores generated by the 
framework and that assigned by the tutors were considered to compute the Pearson correlation 
and Root Mean Square Error (RMSE).  
In WikiRelate (Strube and Ponzetto 2006), 30 pairs of nouns, 65 pairs of word synonyms, 353 
pairs words from three different types of datasets: M&C (Miller and Charles 1991), R&G 
(Rubenstein and Goodenough 1965) and 353-T (Finkelstein et al 2002) were considered for 
Pearson correlation. In Pirro (2009), 65 word pairs from R&G dataset were selected, and 
intrinsic information content was used. The evaluation was carried out by computing Pearson 
correlation with human judgement.  
In McCarthy et al. (2012), sentence similarities were carried out in various datasets using align 
heuristics, average and wordism, and was evaluated by using Spearman’s correlation. In Ge & 
Qiu (2008), concept similarity was computed based on semantic distance. The selected 
concepts were person, creator, author, illustrator and writer. The scores of the framework 
were compared with similarity scores produced by synonymy similarity and gloss-overlap 
similarity and evaluated using Spearman’s correlation. In Chen et al. (2010), similarity of a 
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new object with an existing object was computed  by considering  two ontologies: (i) object 
ontology and (ii) danger ontology. A new object nail is compared with the existing objects 
such as button, nipper, needle, knife and scoop. The result was evaluated by comparing with 
previous research. 
Table 5-9. Evaluation methods used in different similarity computation approaches 
Framework Similarity About Evaluation Method 
Mohler et al  Grading answers 
Pearson Correlation 
RMSE, Median RMSE 
Strube and Ponzetto Wiki Relate Pearson Correlation 
Gabrilovich and Markovitch 
Semantic Relatedness 
in Wikipedia 
Pearson Correlation 
   
Pirro 
Intrinsic Information 
Content 
Pearson Correlation 
McCarthy and Gella Text Similarity 
Spearman's Correlation 
Align Heuristics, Average, 
Wordism  
Ge and Qiu Concept Similarity 
Comparison of Similarity 
Score Among 5 terms 
Chen et al 
Similarity of Danger 
Objects 
Previous vs. Current 
Research 
  
 
5.4 Approximation of Time Saved Using the RegCMantic 
Framework 
This section analyses the approximate amount of time saved by using this framework. These 
figures are only approximation and the author recommends the actual analysis of time saved 
for future work.   
This can be described by analysing the time saved in each component of the RegCMantic 
framework. The key components developed in the RegCMantic framework are: 
(i) Regulatory guidelines identification (Generic) 
(ii)  Parser  (Generic) 
(iii) Concepts  (Domain Specific) 
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(iv) Term (Domain Specific)  
(v) Rules (Generic and Domain Specific) 
(vi) Three scores computation (Generic) 
(vii) Mapping regulatory guidelines with organisational processes (Generic) 
Apart from the concepts, terms and rules all the other components are generic. Rules are partly 
generic and partly domain specific.  
Consider a RCM has come across around 200 regulatory guidelines in around 5 pages 
regulatory document. There are more than 500 processes in the organisation. Among them, 50 
regulatory guidelines affect 50 organisational process. Therefore, the objective is to find 
around the 200 mappings. The amount of saved time using the RegCMantic framework can be 
analysed into the following two parts. 
5.4.1 In the Same Domain 
Consider the RegCMantic framework is already in place in the RCM. 
Manual Mapping: A compliance manager has to compare each regulatory guideline with 
organisational process. Therefore, she has to go through 200 X 500 = 10000 comparisons 
carefully. If we consider that each comparison takes minimum minute, the whole process will 
take minimum 10000 minutes or minimum 167 hours.  
RegCMantic Mapping: In order to deal with the new regulatory guidelines the compliance 
manager has to follow the following steps: 
(i) Converts the regulatory guidelines into HTML format (less than 5 minute)  
(ii) verifies document structure (less than 15 minutes)  
(iii)  populates ontology (less than 10 minute) and  
(iv) Verification of ontology (around 30 minutes) 
(v)  Verifies the suggested mappings (around 200 minutes).  
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In total, it takes around 230 minutes. 
Saved Time: In this case, by using the RegCMantic framework, the compliance manger has to 
work around forty times (1000/230 = 43.47) less time than the time for her manual mapping. 
5.4.2 In a Different Domain 
Consider this is the first time the RCM is implementing the RegCMantic framework. The 
manual time remains the same (i.e, 10000 minutes). 
RegCMantic Mapping: In order to deal with the new regulatory guidelines, in addition to the 
“RegCMantic Mappings” steps described in Section 5.4.1, the compliance manager has to 
follow the following steps:  
(i) collect terms: around 20 terms at the beginning of the regulatory document (less 
than 5 minute)  
(ii)  collect concepts: the RegCmantic framework has a module to collect ontological 
concepts automatically (less than 5 minutes)  
(iii)  adjust rules (around  8 hours = 480 minutes)  
In total, it takes around 230 + 5 + 5 + 480 = 720 minutes 
Saved Time: In this case, by using the RegCMantic framework, the compliance manger has to 
work around ten times (1000/900 = 13.88) less time than the time for her manual mapping. 
5.5 Summary 
This chapter presented the result and evaluation of the application of the RegCMantic 
framework in the Pharmaceutical industry. There are two separate results and evaluation 
sections for extraction and mapping part of the RegCMantic framework. The results of the 
framework are compared with the results of manual processes. In addition, the extended 
framework has also been compared with the baseline framework.  
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For the extraction, three types of annotations are analysed: correct, incorrect and missing 
annotations. Similarly, for the mapping evaluation, three types of mappings are examined: 
correct, incorrect and missing mappings. The three types of annotations and mappings are used 
to compute precision, recall and f-measures. With compared to the manual process, the results 
are found encouraging, and as compared to the baseline framework, the extended framework 
has performed better.  Likewise, the comparison of the RegCMantic framework with other 
frameworks has shown an encouraging result. The summary of the improvements in the results 
of the RegCMantic framework is presented below. 
1) Improvement on the extraction of core-entities from regulatory guidelines:  The 
core-entities such as subject, obligation and action play an important role on relating 
regulatory guidelines with organisational processes. While extracting these entities, the 
RegCMantic framework has shown better result as compared to other frameworks 
(Breaux et al 2008, Gao et al 2011, Kiyavitskaya et al 2007, 2008, 2009, Mu et al 
2009) in terms of precision, recall and f-measure. 
2) Improvement on the mapping between regulatory guidelines and organisational 
processes:  Relating the regulatory guidelines with organisational processes is 
important when a new regulatory guideline comes in effect, or there are some changes 
to the existing guidelines. The author has not found a framework that is similar to the 
proposed framework in terms of relating regulatory guidelines with organisational 
processes. The ontology mapping algorithms, the sentence similarity and WordNet 
based similarity algorithms cannot be directly applied to the mapping process. The 
RegCMantic framework has proposed a hybrid technique to use all these types of 
similarity computations. The result of the mapping process in RegCMantic framework 
as compared to the other mapping processes (Barzilay and Elhadad 2003, Chen et al 
2010, Ge and Qiu 2008, Hawalah and Fasli 2011, McCarthy et al 2012, Mohler et al 
2011, Yu and Zhou 2009)is found encouraging.  
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The next chapter summarises the research and findings of this thesis, concludes the findings of 
the research and provides future direction of the research. 
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6 Conclusions and Future work 
6.1 Summary of the Thesis 
This chapter summarises the findings of this research, highlights the contributions of the 
RegCMantic framework and presents the directions for future work.      
The central focus of the research conducted in this thesis was to automate the compliance 
management process. The thesis provided a detailed review and analysis of existing models 
and techniques, and identified major research challenges involved in the automation of 
compliance management.  Two processes are identified as crucial   towards automation of 
compliance management processes. These included: (i) extraction of meaningful entities from 
the regulatory text and (ii) mapping regulatory guidelines with organisational processes.  
Taking into account the essence of these two processes in the automation of compliance 
management, this thesis has designed and developed a new a framework, called RegCMantic. 
These two processes are summarised as follows:  
The first part of the framework dealt with the extraction of regulatory entities from the text in 
regulatory guidelines. The application of the framework extracted various regulatory entities 
with the help of: (i) parser, (ii) definition terms, (iii) ontological concepts and (iv) rules. The 
lexical parser has identified the parts of a sentence where relevant entities are embedded. 
Similarly, the use of definition terms and ontological concepts, their synonyms and hyponyms 
helped in the extraction of the entities. The entities extracted are (i) the core-entities such as 
subject, action and obligation, and (ii) the aux-entities such as the entities representing time, 
place, purpose, procedure and condition. A case study is carried out in the Pharmaceutical 
industry in order to validate the framework. The results showed  significant improvement  in 
the accuracy of the extraction of regulatory entities from regulatory guidelines (Sapkota et al 
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2012) as compared to other similar frameworks (Breaux et al 2006, Gao et al 2011, 
Kiyavitskaya et al 2008, Mu et al 2009). 
The second part of the framework explained the mapping between a regulatory guideline and 
an organisational process. The application of proposed framework has used three different 
types of entities in the regulatory guidelines: regulation-topic, core-entities and aux-entities. 
Similarly, in the process domain, it has used the concepts related to subject and action. It has 
computed three types of similarity scores: topic-score, core-score and aux-score and 
determined the aggregate similarity score between the regulatory guideline and the 
organisational process. The mapping part of the proposed framework has also produced 
improved accuracy in terms of mapping between the regulatory guidelines and the 
organisational processes.  
The development of the proposed framework was a complex process, and has encountered 
various challenges such as:   (i) ambiguity and complexity of the regulatory text, (ii) implicit 
information in the description of organizational processes, and (iii) absence of a standard 
framework to map regulations and processes. Ontological concepts, definition terms, parser 
and rules are used to extract the regulatory information from the complex regulatory text. An 
ontology based mapping process is implemented in the RegCMantic framework.   
The contributions of the proposed framework are listed in Section 6.2. The critical evaluation 
of the framework is provided in Section 6.3. The directions to the future work are emphasized 
in Section 6.4. 
6.2 Contributions 
The main contributions presented in this thesis are summarised in the following four main 
areas:  
1) Document-Component and Document Structure Identification:  The framework 
systematically illustrated the process of how document-component identification can 
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be achieved in the regulatory domain. It has exploited the unique nature of the 
regulatory documents, which has not been done previously. The identification of 
special document-component (such as regulation-paragraph) is carried out more 
accurately as compared to existing approaches.   The framework employed special 
nature of the regulatory guidelines such as use of model verbs, preceded with 
indicators and use of passive voice. 
2) Automation in Extraction of Regulatory Information:  The novel aspects of this 
part were to analyse, annotate, extract and represent the regulatory entities embedded 
in the regulation-documents to ensure automation of the compliance management.  In 
contrast to the existing framework to extract regulatory entities, the RegCMantic 
proposed a holistic approach to extract regulatory information from an unstructured 
document. It identified the document-component and applied four extraction 
components: parser, definition terms, ontological concepts and rules. The results  
showed that the extraction of core-entities from the regulatory guidelines  in the 
proposed framework (Sapkota et al 2012) have outperformed  other frameworks 
(Breaux et al 2006, Gao et al 2011, Kiyavitskaya et al 2008, Mu et al 2009) in terms of 
the degree of accuracy. 
3) Automation in Mapping the Regulations with Processes:  These contributions   
were to determine whether an organisational process was related to a regulatory 
guideline. Though there exist algorithms for similarity and mapping (Agirre et al 2012, 
Euzenat and Valtchev 2004, Kalfoglou and Schorlemmer 2003, Rissland 2006) they 
fall short of appropriately mapping regulatory guidelines with organisational processes 
(Sesen et al 2010, Zhao et al 2003). The process designed in the proposed framework 
addressed this issue and automatically mapped regulatory guidelines with 
organisational processes. 
4) Possible Generic Framework:  The proposed framework presented a holistic 
approach to the mapping process. It explained the identification of document-
components, extraction of regulatory entities and relation of regulatory guidelines and 
organisational processes. The framework was applied to and validated through a 
Pharmaceutical industry case study, which showed meeting the research aims and 
objectives such as document-structure identification, regulatory entities extraction and 
mapping between regulatory guidelines and organisational processes. The framework 
is likely to be generic and is likely to be applicable to other domains with little or no 
efforts. For instance, the framework components such as parsers, definition terms and 
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rules are reusable. However, it needs to have a domain specific ontology in order to 
provide domain specific concepts for the extraction from regulatory guidelines.   
6.3 Critical Evaluation 
This section provides a critical analysis and observation of the research work. The first 
observation is that due to the limited time and resources, the case study is carried out in one 
domain of the Pharmaceutical industry. In order to validate the level of reusability of the 
framework, it could are evaluated in  more than one domain. The resource limitation is due to 
the lack of the ontological representation of the processes. Second, the extraction of auxiliary 
entities has not performed as well as that of core-entities. This is because the more time is 
dedicated to defining the concepts and creating the whole framework rather than focusing on 
the practicalities. Furthermore, the identification of aux-entities needs more time and effort as 
compared to that of core-entities because the aux-entities are often provided in an implicit and 
complex manner. Third, there were few number of processes represented as special concepts 
called validation-tasks in the process ontology. Therefore, a limited number of regulatory 
guidelines are selected for the validation of the mapping part of the framework.  
6.4 Directions for Future Work 
The research carried out in this thesis has addressed some of the issues in automating the 
Compliance Management processes. The extraction of regulatory entities and the mapping of 
processes with regulations are the focus of this thesis. However, these processes can be 
improved with the following extensions. 
1) Document Structure Analysis (DSA):  The DSA conducted in this research has 
helped in identification of important document-components such as a regulation-
paragraph, topic and sub-topic. Identification of such components has allowed the 
extraction tools to focus on the document-component of their interest. For example, 
extraction of core entities needs to identify regulation-paragraph and regulation-
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statement. However, because of the time limitation, the evaluation of the DSA 
technique adopted in this framework has not carried out and can be a direction of 
future work. 
2) Application of Mapping in More Processes:  When the case study of this research 
was carried out in the Pharmaceutical industry, there were a limited number of 
processes represented in a special kind of concepts called, validation-task. 
Furthermore, the ontology was equipped with few manual mappings between 
organisational processes and regulatory guidelines.  This has led the author to select a 
limited number of regulatory guidelines to compare with the existing mappings. 
Exploring the implementation of the mapping part of the framework in more 
processes, which are designed as ontological concepts, can be a future work. 
3) Auxiliary Entity Extraction:  The core-entities in a regulatory-statement comprise 
subject, obligation and action. The auxiliary entities represent the entities that make 
the core-entities more meaningful. The examples of the auxiliary entities are the 
entities that represent place, time, purpose, condition and procedure. In this research, a 
brief overview of aux-entities is provided. In future work, it is planned to have the 
aux-entities extensively explored. In particular, the future investigation needs to deal 
with complex situations since the aux-entities are often represented implicitly. 
4) Mapping Considering Time, Place, Procedure and Purpose:  The current 
framework uses subject and action from the process ontology for the similarity score 
computation. The subject and action in the process ontology are compared with topic, 
core-entity and aux-entities in regulatory guidelines in order to compute the similarity 
score between a regulatory guideline and an organisational process. However, other 
aspects of improving result that is more accurate can be considered. In particular, the 
similarity computation can be more meaningful by considering the concepts 
representing time, place, procedure and purpose of an organisational process. For 
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example, similarity between place and time of a process can be compared with that of 
a regulation. Therefore, an investigation towards this direction can be beneficial 
towards the automated semantic compliance management process. 
5) Implementation of the Framework in other Industries:  Implementation of the 
framework in other domains is another direction for future research work. For 
example, it can be implemented in (i) legislations: for mapping laws with cases and (ii) 
healthcare industry: for mapping healthcare protocols with treatment of patients. 
6) Compliance Checking:  Another direction of future work can be implementing the 
framework in a RCM and keep track of the compliance tasks by using the ontological 
information about the regulatory guidelines. 
6.5 Summary 
The automation in RCM processes helps in streamlining the RCM system. The two crucial 
processes in RCM are extracting the regulatory entities and mapping regulatory guidelines 
with organisational processes. These two processes make the updating RCM automatic when 
the regulatory guidelines change. From the observation in a case study, it can be concluded 
that the proposed, RegCMantic framework has a considerable amount of automation and 
accuracy in the extraction and mapping processes. 
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APPENDIX - B 
Ontologies 
SemReg ontology representing the regulatory guidelines in the Eudralex 
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OntoReg ontology (Sesen et al, 2010) representing organisational processes in the 
Pharmaceutical industry 
 
A concept “Equipment” in OntoReg is shown in detail below.
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APPENDIX - C 
Algorithms 
Various algorithms to identify document structures and relating regulatory guidelines with 
organisational processes. 
Mapping Regulation with Tasks 
Description:  This algorithm defines the relationship between the regulations in the regulation 
ontology with the validation tasks in the process ontology. It adopts an existing WordNet 
similarity algorithm in order to compute similarity score between two words. 
 
function RELATED(reg, task) returns true or false  
score1  GET-ACCEPTABLE-SUBJECT-SCORE-FROM-USER() 
score2  GET-ACCEPTABLE-ACTION-SCORE-FROM-USER() 
subject_score  GET-SUBJECT-SCORE (reg, task) 
action_score  GET-ACTION-SCORE (reg, task) 
if (subject_score score1 and action_score score2) then 
    return true 
end if 
return false 
 
 function GET-SUBJECT-SCORE(reg, task) returns subject_score  
 subject_score = 0 
 S1  = {s1 | s1  is_a_subject_in reg} 
 S2  = {s2 | s2  is_a_subject_in task} 
 f or each si  S1 
     for each sj  S2 
        new_subject_score  COMPUTE-WORDNET-SIMILARITY-SCORE(si, sj) 
        if (new_subject_score > subject_score) then 
                  subject_score  new_subject_score 
         end if 
      end for 
   end for 
 return subject_score 
 
function GET-ACTION-SCORE(reg, task) returns action_score  
action_score = 0 
 A1  = {a1 | a1  is_an_action_in reg} 
 A2  = {a2 | a2  is_an_action_in task} 
 for each ai  A1 
     for each aj  A2 
         new_action_score  COMPUTE-WORDNET-SIMILARITY-SCORE(ai, aj) 
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         if (new_action_score > action_score) then 
                   action_score  new_action_score 
         end if 
     end for 
 end for 
 return action_score 
Spanning Level of Style (Joining sentences) 
Description: This algorithm helps to combine the text with the same level of style. When pdf 
file is converted into html pages, each line is considered as a different paragraph, which breaks 
down a sentence or a paragraph in illogical fragments. This algorithm helps to combine the 
illogically fragmented pieces of lines and paragraphs to make them intact. 
Input: T is a set of text in the corpus. 
Output: T’ is the modified (processed) text. 
function  JOIN-TEXT(T) returns T’ 
T  = {t1, t2, .. , tn} 
repeat = true 
while (repeat) do 
repeat = false 
 for each ti  T 
         l1  GET-STYLE_LEVEL(ti) 
         l2  GET-STYLE-LEVEL(ti+1) 
         if (l1 == l2) then 
                   ti  ti +ti+1 
                            repeat = true 
         end if 
end for 
end while 
T’ = T 
return T’ 
Structure Prediction (Paragraph) 
Description: When pdf document is converted into html, we get different levels of text style. 
They may have different font size, font-weight, and font-style and so on. This algorithm will 
compute the best possible level  of style to be the candidate for paragraph text. 
Input: S is a set of sentences and l is a level of style 
Output:  percent is the percentage of the given level in the set of sentences. 
function  COMPUTE-SENTENCE-LEVEL-PERCENT(S, l) returns percent 
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S  = {s1, s2, .. , sn} 
count = 0, total = 0, percent = 0 
for each si  S 
         total = total + 1 
         li GET-STYLE_LEVEL(si) 
         if (l == li) then 
                   count = count + 1 
         end if 
end for 
percent = (count/total) * 100 
return percent 
Input: text  is set of the text in the corpus and l is a level of style 
Output:  percent is the percentage of the given level in the set of text. 
function  COMPUTE-TEXT-LEVEL-PERCENT(T, l) returns percent 
T  = {t1, t2, .. , tn} 
count = 0, total = 0, percent = 0 
for each ti  T 
         total = total + 1 
         li GET-STYLE_LEVEL(ti) 
         if (l == li) then 
                   count = count + 1 
         end if 
end for 
percent = (count/total) * 100 
return percent 
Input: O is a set of obligation words in the corpus and l is a level of style 
Output:  percent is the percentage of the given level in the set of obligation. 
function COMPUTE-OBLIGATION-LEVEL-PERCENT (O , l) returns percent 
O  = {o1, o2, .. , on} 
count = 0, total = 0, percent = 0 
for each oi  O 
         total = total + 1 
         li GET-STYLE_LEVEL(oi) 
         if (l == li) then 
                   count = count + 1 
         end if 
end for 
percent = (count/total) * 100 
return percent 
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Input: s standard size of a paragraph in general convention and l is a level of style 
Output:  percent is the percentage of deviation of the level from the standard size of a 
paragraph . 
function COMPUTE-SIZE-DEVIATION-LEVEL-PERCENT(s , l) returns percent 
s1  is_the_size_of  l 
d =  (s – s1) 
percent = (d/s) * 100 
return percent 
Input: l   is a style level. 
Output:  index   is the paragraph prediction index for the level l . 
function COMPUTE-PARA-PREDICTION-INDEX(l) returns index 
p1   is_percentage_of_sentences_in  l 
p2 is_percentage_of_content_in l 
p3 is_percentage_of_obligation_in l 
p4   is_percentage_of_deviation_in l 
w1  is_weight_of  p1  
w2  is_weight_of  p2 
w3  is_weight_of  p3 
w4  is_weight_of  p4 
index = getAverage( p1 * w1 + p2 * w2 + p3 * w3 + p4 * w4 ) 
return index 
Description: The level with the highest level of predicted index is the paragraph. 
Input:  L   is a set of style level in the document. 
Output:  L’ is a new set of style levels with paragraph level predicted 
function  PREDICT-PARAGRAPH(L) returns L’ 
i = 0, paragraph = null 
L  = {l1, l2, .. , ln} 
for each li  L 
         i1  COMPUTE-PARA-PREDICTION-INDEX(li) 
         if (i1 >i) then 
                   paragraph  GET-STRUCTURE(li) 
                   paragraph  l1 
                   i   i1 
         end if 
end for 
 L’ = L 
return L’ 
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Structure Prediction (Others, based on preceding text) 
Description: This algorithm is applied after the paragraph prediction algorithm is applied. If a 
list of possible document structures (components) are provided and some of the component is 
preceded in the style level text, then the preceding text is set as its structure (style, component). 
Input:  C  is a set of possible document structure component . L   is a set of style level 
in the document. 
Output:  L’ is a new set of style levels in the document with document structure values 
computed from      the preceding text   
function  PREDICT-PRECEDED-STRUCTURE(C, L) returns L’ 
C  { c1, c2, .. , cn} 
L  { l1, l2, .. , ln} 
for each li  L 
 ci  GET-STRUCTURE(li) 
p GET-TEXT-PRECEDING(li) 
if (ci = null) then 
for each cj  C 
    if (p = cj) then 
        ci = cj 
    end if 
end for 
end if 
end for 
L’ = L 
return L’ 
Structure Prediction (Filling the Rest ) 
Description: This algorithm is applied after the paragraph and other component prediction 
algorithms are applied. It just takes a list used last time, and fills the empty places from the 
biggest value towards lowest.  
Input:  C  is a set of possible document structure component . L   is a set of style level 
in the document. 
Output:  L’ is a new set of style levels in the document with document structure values 
computed from      the preceding text   
function  PREDICT-REMAINING-STRUCTURE(C, L) returns L’ 
C  { c1, c2, .. , cn} 
L  { l1, l2, .. , ln} 
for each li  L 
ci  GET-STRUCTURE(li) 
ci+1  GET-STRUCTURE(li+1) 
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if (ci = null or ci = null) then 
for each cj  C 
if (ci = cj) then 
. . . //todo 
end if 
end for 
end if 
end for 
L’ = L 
return L’ 
Extraction (Style Head & Style Body) 
Description:  This algorithm helps style body to correspond with a style head. An HTML 
document has a css definition for each div tag in its body, which we referred as style head. A 
div tag in the body section, has its name attached to the css style definition and we called it as 
style body. 
Input:  H  is a set of style head . B   is a set of style body. 
Output:  B’  is a new set of style body with style levels assigned. 
function  COMPUTE-BODY-LEVEL(H, B) returns B’ 
H  { h1, h2, .. , hn} 
B { b1, b2, .. , bn} 
for each hi  H 
for each bj  B 
ni  GET-NAME(hi) 
nj GET-NAME(bj) 
if ( ni = nj) then 
  li  GET-LEVEL(hi) 
  lj GET-LEVEL(bj) 
  lj  li 
end if 
end for 
end for 
 B’ = B 
return B’ 
 
Input:  H  is a set of style head . 
Output:  H’  is a new set of  style head with style levels assigned.  
function  COMPUTE-HEAD-LEVEL(H) returns H’ 
H  { h1, h2, .. , hn} 
for each hi  H 
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si  GET-LEVEL-SCORE(hi) 
s  COMPUTE-LEVEL-SCORE(hi) 
si  s 
. . . //todo score to level 
end for 
 H’ = SORT-HEAD(H) 
return H’ 
Input:  H  is a set of style head . 
Output:  H’  is a new set of  style head  sorted by style levels.  
function  SORT-HEAD(H) returns H’ 
H  { h1, h2, .. , hn}, H   
for each hi  H 
. . . //todo sort, and assign level 
end for 
return H’ 
Style Score Calculation  
Description: This algorithm helps to calculate the score of a style level based on the font 
features. It considers the standard font values from the java.awt.Font for font-size, font-weight 
and font-style and adds all with their added weights.  
Input:  l   is a style level. 
Output:  score is the score of the level computed considering font-size, font-weight and 
font-style 
function  COMPUTE-LEVEL-SCORE(l) returns score 
s1   is_the_font_size_in  l 
s2    is_the_font_weight_in  l 
s3   is__the_font_style_in  l 
w1    is_weight_of  s1  
w2    is_weight_of  s2  
w3    is_weight_of  s3 
score = s1 * w1 + s2 * w2 + s3  *w3 
return score 
 
APPENDIX - D 
Gazetteers 
extracted_term.lst definition_term.lst 
api 
production 
process 
quality 
materials 
apis 
equipment 
batch 
intermediates 
use 
validation 
control 
procedures 
records 
material 
testing 
specifications 
packaging 
batches 
contamination 
manufacturer 
cleaning 
manufacturing 
system 
steps 
controls 
cell 
processing 
date 
number 
systems 
unit 
storage 
test 
changes 
laboratory 
processes 
product 
stability 
data 
facilities 
operations 
sampling 
results 
a auditor 
a coordinator 
a inspector 
active pharmaceutical 
ingredient 
actuating equipment 
administration department 
administrations department 
allowing 
allowing task 
analytical equipment 
approved supplier 
assess 
assess task 
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APPENDIX - E 
Rules 
Rules to read CSS styles and interpret the corresponding HTML tags 
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Rules to identify the obligations 
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Rules to identify actions 
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APPENDIX - F 
Parsed Sentences 
Sentences are parsed into various chunks using Stanford Parser. 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<parsed_sentences size="49"> 
    <parsed_sentence count="1"> 
        <subject> Quality</subject> 
        <obligation> should be</obligation> 
        <action> the responsibility</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> of all persons involved</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="2"> 
        <subject> Each manufacturer</subject> 
        <obligation> should</obligation> 
        <action> establish , document , and implement</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="3"> 
        <subject> The system for managing quality</subject> 
        <obligation> should</obligation> 
        <action> encompass</action> 
        <object> the organisational structure , procedures , processes and resources , 
as well as activities</object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="4"> 
        <subject> All quality related activities</subject> 
        <obligation> should be</obligation> 
        <action> defined and documented</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="5"> 
        <subject> </subject> 
        <obligation> should be</obligation> 
        <action> a quality unit -LRB- s -RRB- that is independent of production and 
that fulfills</action> 
        <object> both quality assurance -LRB- QA -RRB- and quality control -LRB- QC -
RRB- responsibilities</object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="6"> 
        <subject> This</subject> 
        <obligation> can</obligation> 
        <action> be</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> in in the form of separate QA and QC units or a single individual or 
group</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="7"> 
        <subject> The persons authorised</subject> 
        <obligation> should be</obligation> 
        <action> specified</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="8"> 
        <subject> All quality related activities</subject> 
        <obligation> should be</obligation> 
        <action> recorded</action> 
        <object> </object> 
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        <condition></condition> 
        <modifier> at the time they are performed</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="9"> 
        <subject> Any deviation from established procedures</subject> 
        <obligation> should be</obligation> 
        <action> documented and explained</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="10"> 
        <subject> Critical deviations</subject> 
        <obligation> should be</obligation> 
        <action> investigated , and the investigation and its conclusions should be 
documented</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="11"> 
        <subject> No materials</subject> 
        <obligation> should be</obligation> 
        <action> released or used</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="12"> 
        <subject> Procedures</subject> 
        <obligation> should</obligation> 
        <action> exist</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> notifying responsible management in a timely manner of regulatory 
inspections , serious GMP deficiencies , product defects and related actions -LRB- e.g. 
quality</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="13"> 
        <subject> The quality unit -LRB- s</subject> 
        <obligation> should be</obligation> 
        <action> involved</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> in all quality-related matters</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="14"> 
        <subject> The quality unit -LRB- s</subject> 
        <obligation> should</obligation> 
        <action> review and approve</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="15"> 
        <subject> The main responsibilities of the independent quality unit</subject> 
        <obligation> should not be</obligation> 
        <action> delegated</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="16"> 
        <subject> regular internal audits</subject> 
        <obligation> should be</obligation> 
        <action> performed</action> 
        <object> </object> 
        <condition>  In order to verify compliance with the principles of GMP for 
APIs</condition> 
        <modifier> in with accordance</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="17"> 
        <subject> Audit findings and corrective actions</subject> 
        <obligation> should be</obligation> 
        <action> documented and brought</action> 
        <object> </object> 
        <condition></condition> 
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        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="18"> 
        <subject> Agreed corrective actions</subject> 
        <obligation> should be</obligation> 
        <action> completed</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> in a timely and effective manner</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="19"> 
        <subject> Regular quality reviews of APIs</subject> 
        <obligation> should be</obligation> 
        <action> conducted</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> with the objective of verifying</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="20"> 
        <subject> Such reviews</subject> 
        <obligation> should</obligation> 
        <action> normally be conducted and documented annually and should 
include</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="21"> 
        <subject> </subject> 
        <obligation></obligation> 
        <action> A review</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> of critical in-process control and critical API test results ; - A 
review of all batches that failed to meet established specification -LRB- s -RRB- ; - A 
review of all critical deviations or non-conformances and related investigations ; - A 
review of any changes carried out to the processes or analytical methods ; - A review 
of results of the stability monitoring program ; - A review of all quality-related 
returns , complaints and recalls ; and - A review</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="22"> 
        <subject> The results of this review</subject> 
        <obligation> should be</obligation> 
        <action> evaluated and an assessment made</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> whether corrective action or any revalidation should be 
undertaken</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="23"> 
        <subject> Reasons for such corrective action</subject> 
        <obligation> should be</obligation> 
        <action> documented</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="24"> 
        <subject> Agreed corrective actions</subject> 
        <obligation> should be</obligation> 
        <action> completed</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> in a timely and effective manner</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="25"> 
        <subject> </subject> 
        <obligation> should be</obligation> 
        <action> an adequate number of personnel qualified by appropriate education , 
training and\/or experience</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> There should be an adequate number of personnel qualified by 
appropriate education , training and\/or experience to perform and supervise the 
manufacture</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="26"> 
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        <subject> The responsibilities of all personnel</subject> 
        <obligation> should be</obligation> 
        <action> specified</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> writing</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="27"> 
        <subject> Training</subject> 
        <obligation> should be</obligation> 
        <action> regularly conducted by qualified individuals and should cover</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> at a minimum , the particular operations</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="28"> 
        <subject> Records of training</subject> 
        <obligation> should be</obligation> 
        <action> maintained</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="29"> 
        <subject> Training</subject> 
        <obligation> should be</obligation> 
        <action> periodically assessed</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="30"> 
        <subject> Personnel</subject> 
        <obligation> should</obligation> 
        <action> practice</action> 
        <object> good sanitation and health habits</object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="31"> 
        <subject> Personnel</subject> 
        <obligation> should</obligation> 
        <action> wear clean clothing suitable for the manufacturing activity with which 
they are involved and this clothing should be changed</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="32"> 
        <subject> Additional protective apparel , such as head , face , hand , and arm 
coverings</subject> 
        <obligation> should be</obligation> 
        <action> worn</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> to protect intermediates and APIs from contamination</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="33"> 
        <subject> Personnel</subject> 
        <obligation> should</obligation> 
        <action> avoid</action> 
        <object> direct contact</object> 
        <condition></condition> 
        <modifier> with with intermediates or APIs</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="34"> 
        <subject> eating , drinking , chewing and the storage of food</subject> 
        <obligation> should be</obligation> 
        <action> restricted</action> 
        <object> </object> 
        <condition>  Smoking</condition> 
        <modifier> to certain designated areas separate</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="35"> 
        <subject> Personnel suffering from an infectious disease or having</subject> 
        <obligation> should not</obligation> 
        <action> engage</action> 
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        <object> </object> 
        <condition></condition> 
        <modifier> in activities that could result</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="36"> 
        <subject> Any person shown</subject> 
        <obligation> should be</obligation> 
        <action> excluded</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> from activities where the health condition could adversely 
affect</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="37"> 
        <subject> Consultants advising</subject> 
        <obligation> should</obligation> 
        <action> have</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> education , training , and experience , or any combination thereof , 
to advise on the subject</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="38"> 
        <subject> Records</subject> 
        <obligation> should be</obligation> 
        <action> maintained</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> stating the name , address , qualifications , and type of service 
provided</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="39"> 
        <subject> Buildings and facilities used</subject> 
        <obligation> should be</obligation> 
        <action> located , designed , and constructed</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> to facilitate cleaning , maintenance , and operations as 
appropriate</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="40"> 
        <subject> Facilities</subject> 
        <obligation> should</obligation> 
        <action> also be designed</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> to minimize potential contamination</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="41"> 
        <subject> facilities</subject> 
        <obligation> should</obligation> 
        <action> also be designed</action> 
        <object> </object> 
        <condition> Where microbiological specifications have been established for the 
intermediate or API</condition> 
        <modifier> to limit exposure to objectionable microbiological 
contaminants</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="42"> 
        <subject> Buildings and facilities</subject> 
        <obligation> should</obligation> 
        <action> have</action> 
        <object> adequate space</object> 
        <condition></condition> 
        <modifier> for the orderly placement of equipment and materials</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="43"> 
        <subject> such equipment</subject> 
        <obligation> can be</obligation> 
        <action> located</action> 
        <object> outdoors</object> 
        <condition> Where the equipment itself -LRB- e.g. , closed or contained systems 
-RRB- provides adequate protection of the material</condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="44"> 
        <subject> The flow of materials and personnel</subject> 
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        <obligation> should be</obligation> 
        <action> designed</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> to prevent mix-ups or contamination</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="45"> 
        <subject> areas or other control systems</subject> 
        <obligation> should be</obligation> 
        <action> defined</action> 
        <object> areas or other control systems</object> 
        <condition>  There should be</condition> 
        <modifier> for the following activities</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="46"> 
        <subject> </subject> 
        <obligation></obligation> 
        <action> Receipt , identification , sampling</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> </modifier> 
    </parsed_sentence> 
    <parsed_sentence count="47"> 
        <subject> clean washing and toilet facilities</subject> 
        <obligation></obligation> 
        <action> Adequate , clean washing and toilet facilities should be 
provided</action> 
        <object> </object> 
        <condition>  Adequate</condition> 
        <modifier> for personnel</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="48"> 
        <subject> These washing facilities</subject> 
        <obligation> should be</obligation> 
        <action> equipped</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> with with with hot and cold water as appropriate , 13 soap or 
detergent , air driers or single service towels</modifier> 
    </parsed_sentence> 
    <parsed_sentence count="49"> 
        <subject> The washing and toilet facilities</subject> 
        <obligation> should be</obligation> 
        <action> separate</action> 
        <object> </object> 
        <condition></condition> 
        <modifier> from accessible to , manufacturing areas</modifier> 
    </parsed_sentence> 
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