Abstract. In this paper we consider the admissible inertias and ranks of the expressions A − BXB * − CY C * and A − BXC * ± CX * B * with unknowns X and Y in the four cases when these expressions are: (i) complex self-adjoint, (ii) complex skew-adjoint, (iii) real symmetric, (iv) real skew symmetric. We also provide a construction for X and Y to achieve the desired inertia/rank that uses only unitary/orthogonal transformation, thus leading to a numerically reliable construction. In addition, we look at related block matrix completion problems
Introduction. Throughout this paper the following notation will be used:
• F = C (complex number field) or F = R (real number field);
• For a self-adjoint/symmetric matrix A = A ∈ F n×n , its inertia
In(A) = (I + (A), I − (A), n − I + (A) − I − A))
is the triple consisting of the number of positive, negative, and zero eigenvalues of A, counting multiplicity; • For a skew-adjoint/skew-symmetric matrix A = −A ∈ F n×n , its inertia
In(A) = (I + (A), I − (A), n − I + (A) − I − (A))
is the triple consisting of the number of eigenvalues with positive, negative, and zero imaginary part, again counting multiplicity. As A = −A implies that −iA is Hermitian, we have that the eigenvalues of A are purely imaginary, and In(A) = In(−iA), where the latter refers to the inertia of a Hermitian matrix. In matrix theory and applications, many problems are closely related to the ranks and inertias of some matrix expressions with variable entries, and so it is necessary to explicitly characterize the possible ranks and inertias of the matrix expressions concerned. The study on the possible ranks and inertias of matrix expressions can be traced back to the late 1980s [1, 11, 13] . Recently, the extremal ranks of some matrix expressions have found many applications in control theory [4, 5] , statistics, and economics [14, 15, 20, 22] , and hence this topic has been revisited in [2, 6, 7, 8, 10, 12, 16, 17, 19, 21, 23, 24, 25, 26] .
In this paper we will study the admissible ranks and inertias of matrix expressions of the forms
or M := A − BXB − CY C , (2) or M := A − BXC ± CX B , (3) or
where the matrices have elements in the field F and where X, Y, X , Y are the unknowns. Whenever we write ± in a statement, we are really making two statements: one in which one should take all ± to be +, and one in which one should take all ± to be −. We consider both the case of complex matrices and real matrices, and the completion will be required to have the same structure as the given data. The possible structures for M we consider are (i) self-adjoint: F = C and M = M * , (ii) skew-adjoint: F = C and M = −M * , (iii) symmetric: F = R and M = M * = M T , (iv) skew-symmetric: F = R and M = −M * = −M T . In cases (i) and (iii) we are interested in the rank and numbers of positive and negative eigenvalues (I ± (M)) of a completion of M, while in cases (ii) and (iv) we are interested in the rank and numbers of eigenvalues with positive and negative imaginary part (also denoted by I ± (M)). Note that when M = −M T ∈ R N ×N , we have that I + (M) = I − (M) as the eigenvalues of a real matrix appear in conjugate pairs. As a consequence, we have that the rank of a real skew-symmetric matrix is always even. We will see that the skew-symmetric case distinguishes itself from the other cases because of these observations. Our first result concerns the expression A − BXB * − CY C * . 
(b)
• If F = R and A = A T , then
and for any given integers I + and I − , there exist matrices X = X T ∈ R 
The above theorem settles a conjecture proposed in [21, Conjecture 2.7] regarding the maximal and minimal ranks of A − BXB − CY C in the case of F = C. The authors correctly identified the minimal and maximal admissible ranks for the selfadjoint/skew-adjoint cases. It must be highlighted, however, that the ranges of the admissible ranks of the expression A − BXB T − CY C T are substantially different in the real skew-symmetric case. Of course, as we observed before, the rank is only allowed to be even. But that is not the full story, as the following example shows. Example 1. Let
, we get that A − BXB T − CXC T must equal 0, and thus the maximal rank of this expression is rank A B C − 2. If we consider the complex analogue, we can indeed achieve rank A B C by choosing, for instance,
The next corollary is a direct application of Theorem 1. Corollary 2. Let A = ±A ∈ F n×n , B ∈ F n×m , and C ∈ F n×p . Then the matrix equation
is solvable, with X = ±X ∈ F m×m and Y = ±Y ∈ F p×p if and only if
Next we address the expression
and for any two integers I + and I − , there exists an X ∈ F m×p such that
− rank A B C , (14) and for any two integers I + and I − , there exists an X ∈ R m×p such that
if and only (13) holds;
furthermore, for any two integers I + and I − , there exists an X ∈ F m×p such that
if and only
The above theorem settles another conjecture proposed in [21] regarding the maximal and minimal ranks of A − BXC ± CX B in the case of F = C. The authors correctly identified the maximal possible rank but incorrectly identified the minimal possible rank. Indeed, they suggested the following quantity for the minimal rank:
The following example shows the difference between this guess and k min from Theorem 3.
has minimal rank 2 (as the determinant is −1 − |X| 2 = 0 for all X ∈ C). Indeed, in this case we find that k min in Theorem 3 equals 2. However, the quantity k above equals 1. For an example in the skew-adjoint case, one can consider iA − BXC
which also has minimal rank 2.
The possible ranks in Theorem 3 for the case when C = I appeared recently in [12] . The next corollary is a trivial consequence of Theorem 3. 
The paper is organized as follows. In section 2 we present our result regarding the admissible ranks and inertias of the matrix M of the form (1). Subsequently, we will prove Theorem 1 as a corollary. In section 3, we will provide an alternative proof of Theorem 1 that uses only unitary/orthogonal transformations. The importance of this alternative proof is threefold: (i) it provides a numerically reliable way to construct parameter matrices X and Y yielding the desired rank (or inertia) of A − BXB − CY C for all cases with F = C or F = R and A = ±A ; (ii) such a proof can also be applied to the completions of the partial matrix M of the form (1), since
(iii) its main building components will be used in the proof of Theorem 3. Consequently, a numerically reliable method for constructing the parameter matrix X to achieve any desired rank is embedded in the proof of Theorem 3. While it is essential theoretically to determine the range of achievable ranks and inertia, the numerically reliable computation is equally important in applications. In section 4 we prove Theorem 3. Finally, in section 5 we remove the (skew) adjoint/symmetry conditions to characterize all admissible rank of the partial matrix
and the expression
2. Ranks and inertias of partial matrices with two unknown block diagonal entries. We study the rank and inertia of the partial matrix M of the form (1) in this section. Our main result is the following.
and for any given integers I + and I − , there exist matrices X = ±X ∈ F m×m and
and for any given integers I + and I − , there exist matrices
if and only if (16) holds;
and
if and only if
We will need some auxiliary results for the proof of Theorem 5.
, and rank(A) = 2I + (A) and thus is an even integer.
Proof. As the characteristic polynomial of A has real coefficients, its zeroes appear in conjugate pairs. This yields that I + (A) = I − (A), and rank(A) = 2I + (A).
Lemma 7. Let
Then,
and I − are nonnegative integers and
otherwise,
Proof. Note that s | s is integer and k
and the above are also true for the symmetric case; thus, parts (i) and (ii) follow.
In the following we prove part (iii).
It is easy to see by taking Lemma 6 into account that • when at least two of k 1 , k 2 , and k 3 are even, then s | s is even integer and
i.e., part (iii) holds; • when k 1 , k 2 , and k 3 are all odd, or k 1 is even and k 2 and k 3 are odd, then
i.e., part (iii) holds; • when k 3 is even and k 1 and k 2 are odd, then
* when k 5 = 0, then Z is reduced to the following form:
i.e., part (iii) holds; * when k 5 > 0, then Z is reduced to
Thus, 
34 ∈ R, Z
and 
i.e., part (iii) follows. Hence, part (iii) is proved. Here it should be pointed out that a simple construction method, which takes the entries of Z to be either 1 or 0 such that Z achieves any given admissible rank or inertia, is embedded in the proof of Lemma 7.
We are now ready to prove Theorem 5.
Proof of Theorem 5. First, we can find nonsingular matrices
m×m , and L 3 ∈ F p×p , and two constant matrices X 0 ∈ F m×m and Y 0 ∈ F p×p by using the technique in [7] such that 
Clearly, it holds that
, and X 44 ∈ F (m−(n2+n3+n5))×(m−(n2+n3+n5)) ; therefore, we have using Lemmas and 6 and 7 that
and, for any given integers I + and I − , there exist matrices X = ±X ∈ F m×m and Y = ±Y ∈ F p×p such that
and, for any given integers I + and I − , there exist matrices
if and only if (19) holds;
Finally, since
Theorem 5 follows.
As an application of Theorem 5, we now prove Theorem 1.
Proof of Theorem 1. It is easy to see that for any X = ±X ∈ F m×m and
Hence, Theorem 1 follows trivially from Theorem 5 with
3. Alternative proof of Theorem 1. The proof of Theorem 1 given in section 2 is simple, but it is based on nonsingular transformations, not unitary/orthogonal transformations. Hence, this proof cannot be used for the purpose of numerical computing [9] .
In this section, we will provide an alternative proof for Theorem 1. This alternative proof is constructive so that the method of construction in the proof can be directly translated into a procedure for computing X and Y that enable the ranks or inertias of the matrix expression concerned to attain any integer s or triplet (I + , I − , n − I + − I − ) within the admissible ranges. Furthermore, we have taken care to employ only unitary/orthogonal transformations in our proof. This accounts for the algebraic complexity of the alternative proof, but the corresponding procedure for computing X and Y is numerically reliable.
The following lemmas play an important role for the development in this section. Lemma 8 (see [3] ,
where
and moreover,
Proof. We construct the form (23) by the following steps:
Step 1: Compute unitary matrix U ∈ F n×n such that Step 2: Compute unitary matrix U 1 ∈ F (n−r)×(n−r) such that Note that A = ±A , so we have A
22 ) as a result, we obtain
By taking the fact A = ±A into account, we have
22 
1 .
Step 3: Compute unitary matrix U 2 ∈ F r×r such that
=
A 15 0
Again, since A = ±A and rank B = r, we have 
Step 4: Since rank B = r −μ 1 , we can compute unitary matrices
We have by using the property A = ±A T that 
A simple calculation yields that
Furthermore, the form (23) also implies that
i.e., (24) holds. In addition, we also have (25) .
and C ∈ F n×p , and let the form (23) have been determined. Let unitary matrices V, V ∈ F (μ2+μ3+μ4)×(μ2+μ3+μ4) with partitioning
be such that
Furthermore, let unitary matrix U ∈ F (μ2+μ3)×(μ2+μ3) be such that
}μ 2 }μ 3 ,
and define
and for any X = ±X ∈ F m×m and Y = ±Y ∈ F p×p ,
Proof. First, since A 44 is nonsingular, so it follows directly from Lemma 8 that V 22 and V 33 are nonsingular. Note thatB 22 = V 22 B 22 ,C 32 = V 33 C 32 , and B 22 and C 32 are nonsingular; thus,B 22 andC 32 are also nonsingular.
Next, partition U into
We get by using Lemma 8 that U 22 and U 33 are nonsingular becauseC 32 is nonsingular. Moreover, we also have
Hence, B 22 is nonsingular since U 22 andB 22 are nonsingular. Moreover, let's rename
Then U is nonsingular, and a simple calculation using (23) gives that (U AU , U BW B , U CW C ) is of the following form:
which together with properties that U and A 44 are nonsingular and A 15 is of full row rank leads to (27) and (28) directly. In addition, A = ±A gives Θ = ±Θ , and (26) follows from (24) and the following equalities
Lemma 11. Let A = ±A ∈ F n×n , B ∈ F n×m , and C ∈ F n×p , and let Θ, Φ, and Ψ in Lemma 10 have been determined. There exist unitary matrices P ∈ F (μ2+μ3)×(μ2+μ3) and Q ∈ F p×p such that
are nonsingular, and
Moreover,
and for any given integers i + and i − , there exist matrices X = ±X ∈ C m×m and Y = ±Y ∈ C p×p such that
and for any given integers i + and i − , there exist matrices
if and only if (33) holds.
(i) when τ 1 = 0, τ 3 = 0, both τ 2 and τ 4 are all odd, then 
and B 22 ∈ F μ2×μ2 andC 32 ∈ F μ3×μ3 are nonsingular, so we can construct the form (29) by the following steps:
Step 1: Compute unitary matrices P 1 ∈ F μ2×μ2 and Q ∈ F p×p such that
Denote
Step 2: Compute the SVD of Θ
13 to get unitary matrices P 2 ∈ F (μ2−τ3)×(μ2−τ2)
and P 3 ∈ F μ3×μ3 such that
Then (P ΘP , P Φ, P ΨQ ) is of the form (29) with
Clearly, we have
which together with (24) and (26) give (30). Furthermore, W B , W C ,
Φ12 Φ22 Φ32
, and
are all nonsingular, for any X = ±X ∈ F m×m and Y = ±Y ∈ F p×p , we
, and Z 55 = ±Z 55 ∈ F τ1×τ1 ; consequently,
Hence, by Lemmas 6 and 7, (31)-(39) follows.
We are now ready to provide the alternative proof of Theorem 1.
Proof of Theorem 1. Theorem 1 and the desired matrices X and Y involved follow directly from Lemmas 9-11 and their proofs.
Proof of Theorem 3.
We prove Theorem 3 in this section. It is obvious that for any
thus, the inertia characterization (13) (12), (14), and (15) . For this purpose, we need some supporting results as follows.
, and Σ 1 and Σ 2 are nonsingular.
• If F = C, or F = R and
= {s is integer and max{I
= {s is even integer and
Proof. The proof of Lemma 12 and the construction of the desired matrix Y are straightforward and thus are omitted here.
Lemma 13. Given F = ±F ∈ F k1×k1 and G = ±G ∈ F k2×k2 . Let
Proof. We can assume by computing the real Schur forms of F and G that
Σ 1 and Σ 2 are nonsingular, and
Then Z is of the form
Obviously, for any Z we have by using Lemma 12 that
On the other hand, we can assume without loss of generality that
Consequently, we obtain 
Hence, Lemma 13 follows from (42) and (44)- (46).
Proof. Obviously, we have by using Lemma 13 that
Furthermore, for a Z, let unitary matrices U ∈ F (k1+k2)×(k1+k2) and W ∈ F k3×k3 be such that
By Lemma 13, we know
We also have
Thus, we get
Furthermore, we can assume by computing the real Schur forms of F and G that F and G are of the forms in (40). Take
Then we have using Lemma 13 that
As a result, we obtain
Therefore, Lemma 14 follows directly from (47)-(49).
Again it should be pointed out that a simple construction method such that Z achieves any given admissible rank is embedded in the proofs of Lemmas 12-14.
We are now ready to characterize all admissible ranks of A − BXC ± CX B in Theorem 3.
Proof of rank characterizations in Theorem 3. Let the factorizations in Lemmas 9-11 have been determined. Then we have
Thus, we obtain by using Lemma 14 that
Now a simple calculation using Lemmas 9-11 gives that
Hence, all rank characterizations in Theorem 3 are proved. The following result is a complement to [7, Theorem 1.1], which gives all admissible ranks of the partial matrices. Theorem 15. Given
Proof. Theorem 15 is a simple consequence of Theorem 3 with
Let us finish this section with an example illustrating that none of the inequalities in Theorem 3 are redundant. The example is inspired by a similar example from [7] . Here we include an alternative proof for it to make the paper self-contained.
Proof of Theorem 16. Similar to the proof of Theorem 5, we can find nonsingular matrices L 1 ,L 1 , L 2 ,L 2 , L 3 ,L 3 and two constant matrices X 0 and Y 0 in F by using the technique in [7] such that [19] and [18] , respectively.
