This paper seeks to address how to solve non-smooth convex and strongly convex optimization problems with functional constraints. The introduced Mirror Descent (MD) method with adaptive stepsizes is shown to have a better convergence rate than MD with fixed stepsizes due to the improved constant. For certain types of constraints, the method is proved to generate dual solution. For the strongly convex case, the 'restart' technique is applied.
I. INTRODUCTION
Optimizing non-smooth functions with constraints is attracting widespread interest in large-scale optimization and its applications [1] , [2] . There are various methods of solving this kind of optimization problems. The examples of these methods are: bundle-level method [3] , penalty method [4] , [5] , Lagrange multipliers method [6] . Among them, Mirror Descent (MD) [7] , [8] is viewed as a simple method for nonsmooth convex optimization.
In this paper, it is proposed to modify MD so that the stepsizes along with the rate of convergence are no more dependent on the global Lipschitz constant [10] , but rather on the sizes of the gradients in current points. These sizes are averaged in some sense and substitute the Lipschitz constant. If the constraints can be represented as the maximum of convex functions, which often arises in applications with maximum of many scalar constraints, it is possible to build up the dual solution using the proposed method. The idea of restarts [11] is adopted to construct the algorithm in the case of strongly convex objective and constraints. Both proposed methods are optimal in terms of the lower bounds [7] .
The paper is organized as follows: in Section II we state the problem and notation; in Section III we describe the MD algorithm with adaptive stepsizes and prove the convergence theorem for it; Section IV is focused on the strongly convex case with restarting MD algorithm and theoretical estimates of its convergence; finally, Section V is about duality of the proposed MD method.
II. PRELIMINARIES AND PROBLEM STATEMENT
Let E be the n-dimensional vector space. Let · be an arbitrary norm in E and · * be the conjugate norm in E * :
Let X ⊂ E be a closed convex set. We consider the two convex functions f : X → R and g : X → R to be subdifferentiable and Lipschitz continuous, i.e. ∀x, y ∈ X ∃∇f (x) :
∇f (x) * < ∞ and the same goes for g. We focus on the problem expressed in the form
Denote x * to be the genuine solution of the problem (1), (2) . Assume that we are equipped with the first-order oracle, which given the point x ∈ X returns the values of ∇f (x), ∇g(x), and g(x).
Consider d : X → R to be a distance generating function (d.g.f) which is continuously differentiable and strongly convex, modulus 1, w.r.t. the norm · , i.e.
and assume that min
Suppose we are given a constant Θ 0 such that
Note that if there is a set of optimal points X * , than we may assume that min
For all x, y ∈ X consider the corresponding Bregman divergence
For all x ∈ X, y ∈ E * define the proximal mapping operator
We make the simplicity assumption, which means that Mirr x (y) is easily computable.
III. MIRROR DESCENT FOR CONSTRAINED OPTIMIZATION
The following algorithm is proposed to solve the problem (1), (2) .
x 0 ← arg min x∈X d(x) 3: initialize the empty set I 4:
i ← 0 5:
10:
add i to I 11:
else 12:
We are going to adopt the following lemma [9] . Lemma 1: Let f be some convex subdifferentiable function over the convex set X . Let the sequence {x i } be defined by the update
Then, for any x ∈ X
Theorem 1: The pointx N supplied by Algorithm 1 satisfies
for the number of oracle calls equal to
where M is found from
Proof: By the definition ofx N and the convexity of f ,
Using (3) and the definitions of the stepsizes, consider the summation
recalling (7), we get
As long as the inequality is strict, the case of the empty I is impossible.
Then, by the definition ofx N and the convexity of g,
It is worth mentioning that the constant M is somewhat the average of all subgradient norms in particular points instead of being the Lipschitz constant biggest possible over the set X .
IV. RESTARTING MIRROR DESCENT
In this section we assume that f and g in the problem (1), (2) are μ-strongly convex on X , i.e.
and the same goes for g. Also the d.g.f is assumed to be bounded on the unit ball, that is,
where ω n is some dimension-dependent constant which in most setups asymptotically behaves as O log(n) [9] . Suppose we are given a constant R 0 such that
The following algorithm is proposed to solve the problem (1), (2) in the case of strong convexity [11] . Algorithm 2 Restarting Mirror Descent 1: procedure RESTARTMD(ε, ω n , R 0 , X ) 2:
for k ← 1, K do 6:
end for 11 :
At each iteration k of the loop the algorithm performs the restart: it calls the MD procedure described in the previous section with some accuracy ε k which becomes smaller for each next restart.
Denote by N 1 , . . . , N K the numbers of oracle calls at each restart in Algorithm 2 and by [N 1 ], . . . , [N K ] the corresponding sets of indices.
Further for the sake of brevity we accept the following statement without proof.
Lemma 2: Suppose f and g are μ-strongly convex functions w.r.t. the norm · and x * is the genuine solution of the problem (1), (2) . Then if for some
Now we are ready to prove the following Theorem 2:
The point x K supplied by Algorithm 2 satisfies
for the total number of oracle calls equal to
Proof: Observe [10] that the function d k−1 (x) defined in Algorithm 2 is 1-strongly convex w.r.t. the norm · /R k−1 . The conjugate of this norm is R k−1 · * . It means that at each restart the actual Lipschitz constants are M i R k−1 . Then, by (9) and (10) at the end of the first restart we obtain
which by Theorem 1 guarantees the ε 1 -solution of the problem.
Further, by Lemma 2, after the (k − 1)th restart it holds that
Due to the choice of the d.g.f. d k−1 (x), the starting point of the kth restart is x k−1 and
In that way we have justified the redefinition of the d.g.f. and the 'distance' argument of the MD procedure. After the kth restart by the definition of R k and ε k we obtain
Thus, for the whole RestartMD procedure considering the definition of K
Note that due to Lemma 2 the argument x k converges to x * along with the function, which is a typical property of strongly convex optimization.
V. DUAL PROBLEM SOLUTION Following [12] , in this section we regard the problem of the type (1), (2) where the constraints appear in the form
Consider the dual problem
Denote λ * = (λ * 1 , . . . , λ * M ) to be the genuine solution of (15). Then, by the weak duality property [6] we have
Assume that Slater's condition holds, i.e. there exists x ∈ X such that g(x) < 0. This ensures strong duality Δ(x * , λ * ) = 0. It means that if the algorithm is able to generate the dual solutionλ N = (λ N 1 , . . . ,λ N M ) of the problem (1), (2) with (14), the accuracy of this solution can be estimated via the size of the duality gap Δ(x N ,λ N ).
As long as the constraints are of the form (14), we can define the function
Theorem 3: Consider Algorithm 1 and define dual Lagrange multipliers asλ
where
Then, the pointx N supplied by Algorithm 1 satisfies
Proof: Combining (7) and (8) together with (16) we obtain
Recalling (17) and rearranging the terms, 
VI. CONCLUSION
We proved MD algorithm with adaptive stepsizes to achieve optimal rates in both convex and strongly convex cases with the improved Lipschitz constant. For the problems with constraints in the form of maximum of convex functions we showed the duality of the method. However, it still remains open whether it is possible to construct high probability bounds for adaptive steps in the case of stochastic oracle.
