Abstract In this paper, we further develop the theory of complete mixability and joint mixability for some distribution families. We generalize a result of Rüschendorf and Uckelmann (2002) related to complete mixability of continuous distribution function having a symmetric and unimodal density. Two different proofs to a result of Wang and Wang (2016) which related to the joint mixability of elliptical distributions with the same characteristic generator are present. We solve the Open Problem 7 in Wang (2015) by constructing a bimodal-symmetric distribution. The joint mixability of slash-elliptical distributions and skew-elliptical distributions is studied and the extension to multivariate distributions is also investigated.
Introduction
In recent years, the problem of studying complete mixability and joint mixability of distributions has received considerable attention. Complete mixability and joint mixability describe whether it is possible to generate random variables (or vectors) from given distributions with constant sum. The formally definition of complete mixability for a distribution was first introduced in Wang and Wang (2011) and then extended to an arbitrary set of distributions in Wang, Peng and Yang (2013), although the concept has been used in variance reduction problems earlier (see Gaffke and Rüschendorf (1981) and Y have the same distribution. For a cumulative distributions function F , we write X ∼ F to denote F (x) = P (X ≤ x). By convention, all vectors will be written in bold and will be considered as column vectors, with the superscript ⊤ for transposition. Next we introduce the concepts of completely mixable and jointly mixable distributions.
Definition 1.2 (Wang, Peng and Yang (2013)). Suppose n is a positive integer
The univariate distribution functions F 1 , · · · , F n are jointly mixable (JM) if there exist n random variables X 1 , · · · , X n with distribution functions F 1 , · · · , F n , respectively, such that P (X 1 + · · · + X n = C) = 1, (1.1) for some C ∈ R. If (1.1) holds with F j = F, 1 ≤ j ≤ n, the distribution F is said to be n-completely mixable (n-CM). Any such C is called a joint center of (F 1 , · · · , F n ).
For a brief history of the concept of the complete mixability, we refer to the recent papers of Wang (2015) and Wang and Wang (2016 
This ends the proof.
Suppose that Y has a distribution F and that θ has some distribution on (0, ∞) with a distribution function H and, Y and θ are independent. Then the distribution of X = θY is referred to as a scale mixture of F with a scale mixing distribution H. The following corollary is a direct consequence of Lemma 2.1.
Corollary 2.1. The scale mixture of an unimodal-symmetric continuous distribution with center µ is n-CM (n ≥ 2) with center µ.
In order to give the main results of this section, we first give a lemma which is closely related to the φ-complete mixability and φ-joint mixability for some supermodular functions φ; see Bignozzi and Puccetti (2015) .
g is a nonconstant continuous function on R n , f is a nonconstant continuous function on the real line. Then there exist n random variables X i ∼ F i and constant C such that
if and only if
Proof. The proof of "if part" is obvious. Now we prove the "only if part". Since 
is either an almost surely constant random variable or a continuous random variable.
Whenever g(X 1 , · · · , X n ) is a continuous random variable, we have for any constant K,
Consequently, if (2.2) holds then it is necessary that (2.3) should hold, thus the result follows.
Theorem 2.1. Suppose F is a continuous distribution with unimodal-symmetric density, f is a nonconstant continuous function on the real line. For any integer n ≥ 2, there exist
where K = f (C). Here C is the joint center of the n-tuple (F, · · · , F ). Moreover, if C is unique, then K is unique.
3, the result follows from Lemma 2.1. This ends the proof.
Similarly, by using Lemmas 2.2 and 2.3 we get the following theorem. Theorem 2.2. Suppose that F is a continuous distribution with unimodal-symmetric density, θ 1 , · · · , θ n are positive constants, f is a piecewise continuous function on the real line. Then there exist n random variables X i ∼ F and constant K such that
if and only if the scale inequality (2.1) is satisfied.
The complete mixability and joint mixability is a concept of negative dependence (cf. Puccetti and Wang (2015a)) and not all univariate distributions F are n-CM. If the supports of 
It follows that 
The interval [−a, a] in Example 2.1 can be changed as (−∞, ∞).
Example 2.2. Assume F 1 , · · · , F 2n+1 are 2n + 1 univariate distribution functions with symmetric densities on the same interval (−∞, ∞), if there exists a > 0 such that
The following example tells us the symmetry of F does not implied F is 3-CM and that the unimodality assumption on the density can not removed.
Example 2.3
Assume that F has the following bimodal symmetric density
where r is a positive integer. The distribution is given by
It is easy to see that
Thus (F, F, F ) is not JM. Or, equivalently, F is not 3-CM.
Example 2.4 Assume that F has the following bimodal symmetric density
where C m is a normalizing constant and m ≥ 0 is an integer. When m = 0, f m is the density of Pearson type II distribution, which is convex, bimodal and symmetric, so that Lemma 2.1 can not applicable. Note that f 0 is the density of cos θ or sin θ with θ ∼ U(0, 2π) and thus it is n-CM for any integer n ≥ 2; see Puccetti, Wang and Wang (2012) for more details. When m ≥ 1, using Example 2.1 one can checks that F is not (2n + 1)-CM for not very large n. The (2n + 1)-complete mixability of this distribution is not covered by any known theoretical results for large n. Further we consider a distribution F with density
where {α m } m≥1 is a sequence of positive values with
Elliptical Distributions
Let Ψ n be a class of functions ψ : [0, ∞) → R such that function ψ(|t| 2 ), t ∈ R n is an ndimensional characteristic function. It is clear that Ψ n ⊂ Ψ n−1 · · · ⊂ Ψ 1 . Denote by Ψ ∞ the set of characteristic generators that generate an n-dimensional elliptical distribution
⊤ is said to have an elliptical distribution with parameters µ and Σ, written as X ∼ E n (µ, Σ, ψ), if its characteristic function can be expressed as
for some column-vector µ, n × n positive semidefinite matrix Σ and for some function ψ ∈ Ψ n with ψ(0) = 1, which is called the characteristic generator. In general, elliptical distributions can be bounded or unbounded, unimodal or multimodal. When ψ(u) = exp(−u/2), E n (µ, Σ, ψ) is the normal distribution N n (µ, Σ) and when n = 1 the class of elliptical distributions consists of the class of symmetric distributions. It is well known that an n-dimensional random vector X ∼ E n (µ, Σ, ψ) if and only if for any vector
In particular,
The next result is due to Wang and Wang (2016) in which they proved the existence of the dependence structure. Here we present two another proofs by finding the exact dependence structure and by using Lemma 2.2, respectively.
is satisfied.
Here
It is straightforward to check that Σ is positive semidefinite under condition (3.2) and the summation of all entries in Σ is zero. Each component X i of X has distribution
Hence,
and thus (
Second proof. We remark that if
, ψ) has a density and ψ is a characteristic generator for an n-elliptical distribution (n ≥ 2), then F i is unimodal and symmetric. Thus Theorem 3.1 is a direct consequence of Lemma 2.2.
The following result is a direct consequence of Theorem 3.1. Andrews and Mallows (1974) and Kano (1994) .
Note that there are continuous, unimodal and symmetric densities do not belong to the class of normal scale mixtures; see West (1987) . Thus Corollary 3.1 is a special case of Corollary 2.1. In the sequel, we list more examples.
Example 3.1 Consider the generalized logistic distribution with density 
Slash-Elliptical Distributions
In this subsection, we investigate joint mixability of slash-elliptical distributions. We say that a random variable X follows a slash elliptical distribution if it can be written as
where Z ∼ E 1 (0, σ 2 , ψ) is independent of U ∼ U(0, 1) and q > 0 is the parameter related to the distribution kurtosis. We use the notation X ∼ SE 1 (µ, σ 2 , ψ; q). Similarly, we say that a random vector X ∈ R p has slash-elliptical multivariate distribution with vector location parameter µ, positive semidefinite matrix scale parameter Σ, and tail parameter q > 0, if it can be represented as
where Z ∼ E p (0, Σ, ψ) is independent of U ∼ U(0, 1) and kurtosis parameter q > 0. We denote this as X ∼ SE p (µ, Σ, ψ; q). Properties of this family are discussed in Gómez, Quintana and Torres (2007) and Bulut and Arslan (2015) .
Using the representation (3.1), the following theorem is a consequence of Theorem 3.1.
Skew-Elliptical Distributions
A univariate random variable Z has a skew-elliptical distribution if its probability density function (pdf) is 2g(z)π(λz), −∞ < z < ∞, where g is a pdf of univariate elliptical distribution with center 0, λ ∈ R and π is the distribution function of g. We write Z ∼ SE 1 (0, g, π, λ). In particular, if g is the pdf of N(0, 1), then Z is called has a skew-normal distribution and write Z ∼ SN(µ, σ 2 , λ).
A random variable X follows a skew scale mixture of normal distribution with location parameter µ ∈ R, scale parameter σ 2 and skewness parameter λ ∈ R if its pdf is given by
where λ ∈ R, Φ is the distribution function of N(0, 1) and g 0 is the pdf of scale mixture of normal distribution defined as
Here H is a (unidimensional) probability distribution function such that H(0) = 0. We use the notation X ∼ SSMN(µ, σ 2 , λ, H). For complete mixability of skew-normal distribution, we have the following result.
Theorem 3.3. Suppose that F has the distribution SN(µ, σ 2 , λ), then F is not n-CM (n ≥ 2) for sufficiently large |λ|.
Proof Assume random variable X λ has the distribution F . Since X λ d = σX +µ, where X ∼ SN(0, 1, λ), we prove the theorem for the case X λ ∼ SN(0, 1, λ) only. It follows from Henze (1986) that if X λ ∼ SN(0, 1, λ), then it has the stochastic representation
where U and V are independent N(0, 1) random variables. Moreover,
Without loss of generality, we assume λ > 0. For any U i and V i are independent N(0, 1) random variables, we have
for sufficiently large λ. This shows that the distribution
for sufficiently large |λ|.
Remark 3.2. For F ∼ SN(µ, σ 2 , λ), we conjecture that there exists an integer n 0 (λ) such that F is not n-CM for n ≤ n 0 (λ) and, F is n-CM for n > n 0 (λ); For an integer n ≥ 2, there exists a λ 0 (n) ≥ 0 such that F is n-CM whenever |λ| ∈ [0, λ 0 (n)] and, F is not n-CM whenever |λ| ∈ (λ 0 (n), ∞).
Theorem 3.4. Suppose that F has the distribution SSMN(µ, σ 2 , λ, H), then F is not n-CM (n ≥ 2) for sufficiently large |λ|.
Proof For any X i ∼ SSMN(µ, σ 2 , λ, H) (i = 1, 2, · · · , n) and V ∼ H such that V is independent of X 1 , · · · , X n . By the definition of skew scale mixture of normal distribution, we have
Then for any constant C and sufficiently large |λ|, using Theorem 3.3,
Thus F is not n-CM for sufficiently large |λ|.
Extensions to multivariate distributions
In this section we extent some results in Section 3 to the class of n-variate elliptically contoured distributions. We first introduce some notions. The notation vec(A) denotes the 
with T : p × n, M : p × n, Σ : p × p, Φ : n × n, Σ ≥ 0 (positive semidefinite), Φ ≥ 0, and Ψ : [0, ∞) → R. This distribution will be denoted by X ∼ E p,n (M, Σ ⊗ Φ, Ψ).
The important special case of matrix variate elliptically contoured distribution is the matrix variate normal distribution (X ∼ N p,n (M, Σ ⊗ Φ)), its characteristic function is
2)
The next lemma shows that linear functions of a random matrix with matrix variate elliptically contoured distribution have elliptically contoured distributions also (see Theorem 
where X 1 is p × m, M 1 is p × m, and Φ 11 is m × m, 1 ≤ m < n. Then
Theorem 4.1. Suppose that F ∼ E p (0, Σ, Ψ), where Σ ≥ 0 is a p × p matrix, Ψ is a characteristic generator for a p × n matrix variate elliptically contoured distribution (n ≥ 2). Then there exist n p-dimensional random vectors X 1 , · · · , X n identically distributed as F such that P (X 1 + · · · + X n = 0) = 1.
Proof Using Lemma 4.2 we can choose X ∼ E p,n (0, Σ ⊗ Φ, Ψ) with all marginals X i 's (the ith column of X, i = 1, 2, · · · , n) have the same p-elliptical distribution E p (0, Σ, Ψ), where Φ ≥ 0 is an n × n matrix with diagonal elements are 1. Using Lemma 4.1 one finds that X 1 + · · · + X n = Xe n ∼ E n (0, Σ ⊗ (e t n Φe n ), Ψ). Taking Φ = (1 − ρ)E n + ρe n e T n with ρ = − 1 n−1 , E n is n × n identity matrix. It follows that P (X 1 + · · · + X n = 0) = 1.
