Size-based scheduling policies such as SRPT 
Introduction
In a queuing system, job requests continuously arrive to be serviced by one or several servers or stations. A request requires a certain service time to be completed. A request is queued when it arrives and remains in the system until it is complete, with the total time from arrival to completion being called the sojourn time or response time. Scheduling policies determine which requests in the queue are serviced Effort sponsored by the National Science Foundation under Grants ANI-0093221, ACI-0112891, ANI-0301108, EIA-0130869, and EIA-0224449. Any opinions, findings and conclusions or recommendations expressed in this material are those of the author and do not necessarily reflect the views of the National Science Foundation (NSF).
at any point in time, how much time is spent on each, and what happens when a new request arrives. Common goals of the scheduling policy are to minimize the mean sojourn time (response time of the request), the average slowdown (the ratio of its response time to its size), and to act fairly to all requests.
Many policies are widely used due to their simplicity or perceived fairness. First Come First Served (FCFS) is a nonpreemptive policy in which the requests are run to completion in the order in which they were received. A more common policy is Processor Sharing (PS), which is preemptive. In PS all requests in the queue are given an equal share of the server's resources and all requests share roughly same slowdown, thus PS is considered to be fair. Generalized Processor Sharing (GPS) generalizes PS with priorities. Often, FCFS can be combined with PS or GPS, with FCFS dispatching of requests from the queue to a pool of processes or threads that are collectively scheduled using PS or GPS. These polices ignore the service time or job size of the requests.
Sized-based scheduling policies, such as Shortest Remaining Processing Time (SRPT) and the Fair Sojourn Protocol(FSP) incorporate the service time or the job size of the request into their scheduling decisions, and thus can achieve shorter mean response time than the scheduling policies that ignore the job size information, such as FCFS and PS.
The primary concern with SRPT is the fear that large jobs may starve under SRPT [23] , that the average performance improvements of SRPT over other policies stem from SRPT unfairly penalizing large jobs in order to help small jobs. Recent research [2, 11] has shown that the performance gains of SRPT over PS in fact do not usually come at the expense of large jobs.
These results make size-based scheduling more practical. However, size-based scheduling policies require a priori knowledge of job sizes, which is not always available. This is another reason for the lack of broad application of these policies [2] . All previous research work has targeted ideal size-based policies where the job sizes are assumed to be accurately known in advance. As a result, the behavior of size-based scheduling policies with inaccurate scheduling information is largely unknown. This paper is the first work to address the question.
The rest of the paper is organized as follows. We talk about related work in Section 2. In Section 3, we describe our simulation setup and introduce a useful random number generator algorithm that allows us to control the correlation between two random number series. Next, we show simulation results on performance in Section 4, and fairness results in Section 5. We conclude with two new applications of size-based scheduling policies in Section 6 that would be made possible given reasonably accurate job size estimators.
Related work
SRPT has been studied since the 1960s. Schrage first derived the expression for the response time in an M/G/1 queue [19] . For a general queuing system (G/G/1) Schrage proved in 1968 that SRPT is optimal in the sense that it yields-compared to any other conceivable strategythe smallest mean value of occupancy and therefore also of waiting and delay time [18] . Schassberger obtained the steady state appearance of the M/G/1 queue with SRPT policy in 1990. Perera studied the variance of delay time in M/G/1/SRP T queuing systems and concluded that the variance is lower than FIFO and LIFO [16] . Bux introduced the SRPT principle into packet networks [4] in 1983.
Recently, SRPT [2, 21, 12, 11, 10] and FSP [10] have received much attention in the context of connection scheduling at web servers. Bansal, et al proved theoretically that the degree of unfairness under SRPT is surprisingly small assuming an M/G/1 queuing model and heavy-tailed job size distribution [2] . Gong, et al further investigated the fairness issues of SRPT through simulation [11] and confirmed the theoretical results regarding the asymptotic convergence of scheduling policies with respect to slowdown [13] . HarcholBalter, et al prototyped SRPT scheduling on Apache web server and their evaluation showed the superiority of SRPT over PS [12] in terms of mean response time. To further improve the fairness of SRPT scheduling, Friedman, et al proposed Fair Sojourn Protocol (FSP) that combined SRPT with PS to trade off fairness with performance [10] . They concluded that FSP is both efficient in a strong sense (similar to SRPT), and fair, in the sense of guaranteeing that it weakly outperforms processor sharing (PS) for every job on any sample path.
All the previous research on size-based scheduling assumes accurate knowledge of job sizes a priori, which is not obtainable in many cases. To the best of our knowledge, no work has been done to characterize size-based policies with inaccurate scheduling information. Furthermore, most theoretical work assumes the M/G/1 queuing model due to its analytical simplicity. However, many computer systems are better modeled with a G/G/n/m queuing model, where both job arrival and job size distribution are not Poisson, and there are n servers serving a queue with limited capacity m. A web server is an example. Previous research [15, 9] has shown that Poisson processes are valid only for modeling the arrival of user-initiated TCP sessions such as the arrival of TELNET connections and FTP connections. HTTP arrivals are not Poisson. Previous work [9] pointed out that the aggregated interarrival times of HTTP requests can be modeled with a heavy-tailed Weibull distribution.
There has been significant work on the G/G/n queuing model, and only the most closely related papers are listed here. Tabet-Aouel, et al gave analytic approximations for the mean sojourn time of P (P ≥ 2) priority classes in a stable G/G/c/PR queue with general class interarrival and service time distributions and c (c ≥ 2) parallel servers under pre-emptive resume (PR) scheduling [22] . Boxma, et al considered a G/G/1 queue in which the service time distribution and/or the interarrival time distribution has a heavy tail, i.e., a tail behavior like t −v with 1 ≤ v ≤ 2, such that the mean is finite but the variance is infinite. Depending on whether the service time distribution is heavier than that of the interarrival time distribution, they concluded that the stationary waiting time can be modeled as either a Kovalenko distribution or a negative exponential distribution [3] . However, we are unaware of any analytical results on G/G/n/m for SRPT or FSP scheduling in regimes where interarrival times and service times are heavy-tailed.
To characterize size-based policies with inaccurate scheduling information under more realistic queuing models such as G/G/n/m, we developed a simulator that can support PS, FSP, and SRPT in both M/G/1/m and G/G/n/m. The simulator operates on a trace of request arrivals, which can come either from real world traces or from a trace generator. The trace contains the request arrivals, the actual job sizes, and the estimated job sizes. Our trace generator allows us to control the correlation coefficient R between actual job size and estimated job size in a trace. Using the simulator and the trace generator, we study the mean response time and slowdown for SRPT and FSP scheduling policies with estimated job size information. Our simulation experiments with generated traces show that the performance of size-based policies is strongly related to the degree of correlation (R) between estimated job size and actual job size. For low values of R, these scheduling policies perform worse than PS, but given a reasonably good job size estimator, SRPT and FSP can outperform PS in both mean response time and slowdown.
Simulation setup
In this section, we describe our performance metrics, simulator validation, synthetic trace generation and simu- lation parameters.
Throughout the paper, we refer to the scheduling policies as listed in Figure 1 , and the queuing models used as listed in Figure 2 .
We set up the simulations driven by our synthetic traces to investigate how the degree of the correlation (R) between actual job size and estimated job size affects the performance of SRPT-E and FSP-E, where estimated job size is used as scheduling information, and compare them with a size-oblivious policy (PS), ideal SRPT, and FSP where actual job sizes are assumed to be known a priori.
Using the standard definition [19] , we define the load on the queuing system as mean arrival rate divided by mean service rate throughout the rest of the paper. Unless otherwise stated, we fixed the load to be 0.9, making the queuing system reasonably heavily loaded.
Performance metrics
Our performance metrics are the mean response time and slowdown.
• Mean response time: Response time refers to the time span between a job's arrival at and departure from the server. It is also known as sojourn time or turn around time. Mean response time has been used as a primary performance metric in queuing theory [19, 2, 11] .
• Slowdown: Using the definition introduced by Bansal and Harchol-Balter [2] , we define slowdown of a job as the ratio of its response time to its size (or service time). Slowdown is also referred to as normalized response time [2] . This metric is important because it reflects how long a job waits in the system relative to its size, thus helps to evaluate unfairness. Under a fair policy like PS, all jobs experience the same slowdown.
Simulator
Our simulator supports both M/G/1/m and G/G/n/m queuing systems. It is driven by a trace in which each request contains the arrival time, actual job size, and estimated job size. We use synthetic traces generated with interarrival times from exponential and bounded Pareto distributions, actual job sizes from bounded Pareto distributions, and estimated job sizes also from bounded Paretos. In the synthetic traces, we directly control the correlation, R, between actual size and estimated size, as described later. Throughout the rest of the paper each simulation is repeated 20 times and we present the average.
Similar to Bansal and Harchol-Balter's work [2] , we concentrate on M/G/1/m queuing model for the simulations presented in this paper. Simulations with G/G/n/m queuing model show similar trends and the details can be found in our technical report [14] . Figure 4 shows the parameters of the bounded Pareto distributions used for the simulations shown in the rest of the paper. We used identical bounded Pareto distributions for both estimated job size and actual job size distributions as shown in Figure 2 .
We validated our simulator by:
• Assuring that Little's law is never violated on each run, using effective arrival rate as appropriate for limited queue capacity.
• Repeating the simulations described in Friedman and Henderson's FSP paper [10] . We got nearly identical results under FSP, SRPT, and PS policies.
• Comparing our simulation results with the analytic results of Bansal and Harchol-Balter's SRPT fairness paper [2] . Our simulation results are qualitatively consistent with theirs.
Controlling R in synthetic traces
Given some parametric distribution, e.g. exponential, and a target correlation coefficient R, we generate pairs of random numbers where each number of the pair is chosen from its required distribution and where the two numbers of the pair are correlated to degree R. To do this, we use a simplified Normal-To-Anything (NORTA) method. The basic ideas and proofs behind NORTA were developed by Cario and Nelson [5] . Given the distributions dis estimatedsize and dis actualsize , our target correlation coefficient R and our sample size N , the following algorithm generates N pairs:
is the CDF value of a standard normal distribution at yi for To show the correctness of this algorithm, we can try following analysis: First, it is easy to see that y 1 , y 2 ∼ N (0, 1) and u 1 , u 2 ∼ U [0, 1], thus estimatedsize ∼ dis estimatedsize and actualsize ∼ dis actualsize . Second, it can be shown that y 1 is correlated with y 2 and thus so is u 1 with u 2 . Intuitively it follows that {estimatedsize j } and {actualsize j } are correlated as well. Cario and Nelson showed that (1) ρ temp is a nondecreasing continuous function of ρ, and (2) ρ temp and ρ share the same sign. These properties guarantee the termination of the above simplified NORTA algorithm and let us bound the values of R that can be achieved by NORTA. If we sample ρ from 0 to 1, we can estimate the range of ρ temp , producing a set of sets of pairs, ordered with increasing R as a side effect. This is exactly how we generated correlated random pairs of file size and service time. Depending on the structures of different distributions, ρ temp may not always take a full range of [0, 1], which is why some of the results we show here have a restricted range of R.
In Section 4, we show the simulation results on mean response time. We study slowdown as a function of job size and correlation coefficient R in Section 5.
Simulation results on mean response time
To study the effects of the correlation R between actual job size and estimated job size on the performance of SRPT-E and FSP-E, we generated traces with controlled correlation as described in the previous section. We used bounded Pareto distributions for both actual job size and estimated job size. For the arrival process, we consider Poisson arrivals (exponential interarrival times), heavy tailed Pareto arrivals, and heavy tailed Weibull arrivals. For all the simulations of this section, the load (mean arrival rate divided by mean service rate) is 0.9, and the queue capacity is 5000. A single server is assumed. Multiple servers are similar to the single server case, hence the results are not shown here.
The scheduling policies used (SRPT, SRPT-E, FSP, FSP-E and PS) are described in Figure 1 . Each graph data point As shown in Figure 5 , SRPT-E results in lower mean response time than FSP-E does in most cases. The performance of SRPT-E and FSP-E increases quickly with increasing R. When R is very small, SRPT-E and FSP-E essentially behaves like a random scheduling policy, and it is worse than PS in mean response time. When R exceeds a threshold, SRPT-E and FSP-E performance exceed that of PS in both M/G/1/m and G/G/1/m. The threshold is about 0.7 in our simulations. We believe this threshold is a function of R and both distributions of job size and estimated job size. Beyond this point, SRPT-E and FSP-E's performance increases quickly with increasing R. The figure clearly shows that SRPT performance is strongly tied to R, even at high values of R. Improvements in estimating actual job size can dramatically improve SRPT and FSP for a wide range of R.
The lack of accurate job size information has been an important reason why SRPT is not widely deployed [2, 20] . Our simulations show that a reasonably good job size estimator is required for SRPT-E and FSP-E to outperform PS in terms of mean response time.
Simulation results on slowdown
Fairness is one major concern when applying size-based scheduling policies such as SRPT in practice. Theoretical [2] and simulation [11] work has shown that the degree of unfairness under SRPT is very small. However, no work has been done to study the fairness issue when the scheduler doesn't have accurate job size information. Like previous work [2, 11, 10] , we use slowdown as fairness metric.
We evaluate the slowdown of SRPT-E and FSP-E as a function of job size and the correlation coefficient R. From Figures 6 and 7 , we can clearly see that both SRPT-E and FSP-E perform very poorly compared to PS when correlation is weak. This comes as no surprise because poor estimation of job sizes would render these policies almost equivalent to random scheduling. Much longer delays are imposed on jobs across the board. However, as the estimates improve, i.e. the increase of R values, the SRPT-E curve moves downward. It begins to outperform PS at R = 0.4022 for small jobs. For SRPT-E at the level of R = 0.5366, jobs below the 30 percentile have lower slowdown than with PS. For FSP-E, at the level of R = 0.5366, the slowdown is close to that caused by PS.
When R increases to 0.7322, both SRPT-E and FSP-E perform better than PS in general. For SRPT-E, close to 93% of the jobs have slowdown smaller than that of PS, while for FSP-E, it appears that all jobs have lower slowdown than that of PS. When estimated size is highly correlated with actual job size, SPRT-E and FSP-E's performance closely resembles that of ideal SRPT and FSP (Figure 11 ). Note that in most cases, the performance of ideal SRPT and FSP is very close and not clearly distinguished in the figures .
Based on the simulation results in Section 4 and this section, it is clear that both the mean response time and slowdown of size-based policies heavily depend on the correlation between actual job sizes and estimated job sizes. Although SRPT-E has a lower mean response time than FSP-E, it causes larger slowdowns when the correlation coefficient is larger than about 0.7. The simulations have clearly shown that high correlation between actual job sizes and estimated job sizes not only helps SRPT-E and FSP-E to reduce the mean response time, but also helps to achieve smaller slowdowns across various job sizes. More important than an accurate prediction for each job size is the order of the jobs in the queuethey need only be ordered by their size. A reasonably good estimator will enable SRPT-E and FSP-E to outperform PS in both mean response time and slowdown. 
New applications
In this section, we describe two applications where the size-based policy could be successfully applied with a reasonably good job size estimator. 
P2P server side scheduling
Peer-to-Peer systems have grown significantly in popularity over the last few years. In the context of peer-topeer file sharing, research efforts have focused on routing, search, incentives, and a few other topics. But no one has looked at the server side scheduling problem except our own ongoing work [17] .
The server side of current file sharing P2P applications such as Kazaa [1] is similar to a web server in that they both accept requests for files and send back the requested files. But there are significant differences between them from a scheduler's point of view. Requests to P2P nodes are typically a small chunk of the complete file, and the amount of data actually served is often a fraction of the request size. Therefore, the job sizes cannot be known a priori for the P2P application. Furthermore, while web servers can reasonably assume full control over resources, P2P applications are commonly configured with quite conservative upper bounds for each thread's resource consumption to minimize their impact on other applications.
To apply the SRPT-E or FSP-E scheduling policies in current P2P file sharing applications, we have to use estimated job sizes as scheduling information. Our work [17] shows that by using the requested data chunk size as the scheduling metric, we can get a mean response time that is only 30% of that of FCFS and 50% of that of PS. We are currently working on better job size estimators to further enhance the performance of the P2P applications.
Network backup system scheduling
Backups protect file systems form user errors, disk or other hardware failures, software errors that may corrupt the file system. The most common uses of backups are to restore files accidentally deleted by users and to recover from disk failures. As more and more data needs reliable and efficient backup, the backup techniques are becoming increasingly important.
Chervenak, et al [6] has shown that as the capacities of new storage devices continue to increase at a rate that is much faster than the speed of disk and type access, it will take increasing long to read the contents of a disk drive and write them to a backup device. Therefore, it is very important to improve the efficiency of backup systems.
Most current backup systems such as Amanda [8, 7] allow concurrent backups in a networked computing environment, where multiple file systems are backed up in parallel to one or more backup systems. A network backup system is similar to a web server in that they both transfer a large number of files between multiple machines via network. However, unlike a web server, a network backup system doesn't know the job sizes a priori because of the use of the incremental backup scheme, which copies only those files that have been created or modified since a previous backup. Furthermore, incremental backup schemes that compute and store file differences are the extreme case, where job size is not known until after completion.
If SRPT or FSP scheduling can be applied on network backup systems, the mean response time could be lowered. However, because the job sizes cannot be obtained in advance, estimated job sizes have to be used for scheduling.
We speculate that history-based time series predictors can be applied to estimate the backup size for each machine, and job priority can be assigned accordingly. We are currently studying this possibility.
Conclusions and future work
Through simulations, we have evaluated the performance of size-based scheduling policies (SRPT and FSP, with PS for comparison), as a function of the correlation between actual job size and estimated job size. We found that SRPT and FSP's performance strongly depends on the correlation. When provided with weak correlation, SRPT and FSP can actually perform worse than PS, but given a reasonably good job size estimator, they can outperform PS in both mean response time and the slowdown. We also described two new applications of SRPT and FSP.
To generate correlated trace data for the simulation, we introduced a new random number pair generation technique, where each number of the pair is chosen from its required distribution and they are correlated to degree R. This technique can be very useful for simulation related research in this and other areas.
To the best of our knowledge, this work is the first to address the performance of size-based policies with inaccurate scheduling information. However, we believe that we have by no means completely addressed this area. More simulations and theoretical work are necessary for a better understanding. We are very interested in analytical results for the impact of inaccurate job size information, and simulation results for a wider range of workload characteristics. We are studying the impact of inaccurate job size information on web server performance [14] . Finally, we are studying SRPT-scheduled P2P systems [17] .
