We present a reliable calibration method using the constraint of 2D projective lines and 3D world points to elaborate the accuracy of the camera calibration. Based on the relationship between the 3D points and the projective plane, the constraint equations of the transformation matrix are generated from the 3D points and 2D projective lines. The transformation matrix is solved by the singular value decomposition. The proposed method is compared with the point-based calibration to verify the measurement validity. The mean values of the root-mean-square errors using the proposed method are 7.69×10 -4
We present a reliable calibration method using the constraint of 2D projective lines and 3D world points to elaborate the accuracy of the camera calibration. Based on the relationship between the 3D points and the projective plane, the constraint equations of the transformation matrix are generated from the 3D points and 2D projective lines. The transformation matrix is solved by the singular value decomposition. The proposed method is compared with the point-based calibration to verify the measurement validity. The mean values of the root-mean-square errors using the proposed method are 7.69×10 -4 , 6.98×10 -4 , 2.29×10 -4 , and 1.09×10 -3 while the ones of the original method are 8.10×10 -4 , 1.29×10 -2 , 2.58×10 -2 , and 8.12×10 -3 . Moreover, the average logarithmic errors of the calibration method are evaluated and compared with the former method in different Gaussian noises and projective lines. The variances of the average errors using the proposed method are 1.70×10 -5 , 1.39×10 -4 , 1.13×10 -4 , and 4.06×10 -4
INTRODUCTION
Camera calibration is an important source of the correspondence information between 3D space and 2D image [1] - [3] . The task of a camera calibration method is to provide the geometric transformation from the 2D points in an image to the 3D coordinates in the space [4] , [5] . Therefore, the camera calibration is the foundation for the optical test and measurement. It has extensive applications such as object identification, image measurement, robot navigation, vehicle profile reconstruction [6] - [10] , etc.
Traditional camera calibration method establishes the constraint relationship between the standard object and the image to calculate the parameters of a camera [11] , [12] . Later in Zhang's work, feature points for the calibration are generated from the photos of the calibration object. The calibration object is a 1D bar that rotates around a fixed point [13] . The shortcoming of the 1D calibration is that the 1D object should be exactly restrained to perform the controlled special motions, such as planar motions or rotations around a fixed point [14] . The 2D plane-based calibration requires a planar pattern shown at a few different orientations. The constraint equations are built by the properties of the unit orthogonal matrix to solve the camera parameters [15] . It is flexible and easy to implement in the laboratory, however, the calibration precision is limited by the measurement distance and the number of captured images. Although both existing 1D and 2D calibration methods are easier to apply than 3D methods, for the reconstruction applications the methods require the appropriate measurement distance to achieve the higher precision [16] , [17] . A calibration method is built by the geometrical model between the 3D coordinates of the laser stripe on the target and the 2D coordinates in the image [18] . Cui proposed a precise calibration method for a binocular vision system that is devoted to minimizing the distance error between the reconstructed point through optimal triangulation and the ground truth in a 3D measurement coordinate system [19] . The drawback of the above point-based methods is the accuracy of the calibration method declines when the locations of measured feature points are affected by noises.
It is well-known that in practice it is difficult to accurately and reliably extract all the features in all images considering the noises, image blur, and different illumination [20] . Large noises, outliers, missing features, and mismatches lead to the inaccurate calibration result [21] . Therefore, it is important to provide a more stable and precise camera calibration method. We raise the global calibration method of a camera using the constraint of 2D projective lines and 3D world points. The Hough transform is adopted to extract the 2D projective lines in the image, which provides a high robustness even for large occlusions or bad lighting conditions [22] . The camera calibration is implemented by the relationship of the known 3D points in the real world Journal homepage: http://www.degruyter.com/view/j/msr and the precise lines' coordinates in the image. In most applied measurements, straight line is the attractive object because it is little affected by noises. Compared with traditional calibration methods with feature points, the line-based camera calibration method has better noise-immunity and higher accuracy. It provides a stable solution of the camera calibration problem in a convenient and accurate way. It is also possible to reduce the effect of image noises on the accuracy of the inferred camera parameters. A reliable calibration method is explored in this paper, which elaborates the accuracy of the calibration. A projective line in the image is determined by the corresponding 3D points and the projective plane. According to the geometrical relationship between 3D points and 2D projective lines, a group of 2D projective lines is typically extracted to obtain the constraints of the transformation matrix P of the camera. Meanwhile, the proposed method is compared with the original method of 3D points and 2D projective points to verify the measurement validity and the noise immunity.
LINE-BASED CALIBRATION METHOD
In the camera model in Fig.1 ., the world coordinate system O-XYZ is attached to the 3D calibration board. o-xy is the image coordinate system. o-uvw is the camera coordinate system. One 3D line Li and two 3D points x , respectively. We choose two 3D points on each line because more than two points depend on the two 3D points, which means the points can be expressed by the former two 3D points. The relationship between a 3D point ( ) j i X and a 2D point ( ) j i
x from the pinhole camera model is [23] , [24] 
where P=[pm,n]3×4 is the projective matrix of the camera,
is a 4×1 homogeneous vector of the world coordinate of the 3D point, and
is a 3×1 homogeneous vector of the image coordinate of the 3D point.
According to the general equation of a 2D line, a 2D point
where
is a 3×1 homogeneous vector composed by the equation coefficients of the general equation of a 2D line. As the equation coefficients determine the position and direction of a 2D line, the vector li stands for a 2D line.
Substituting (1) in (2), then
According to the general equation of a plane, (3) represents a 3D point ( ) j i X that is located on a 3D plane πi. Moreover, the projective plane πi is P T li, which is determined by the optical center o of the camera and the 2D projective line li.
For a line and two points on it, j = 1, 2, (3) can alternatively be written as n lines and 2n points on them are typically extracted to obtain the transformation matrix P. It means i = 1, 2, …, n. Linear equations can be obtained from the stacking of (4) [25] 
EXPERIMENTS AND DISCUSSIONS
According to the analysis above, the transformation matrix P can be generated from 2n 3D points ( ) j i X and n 2D projective lines li. The original images of a 3D calibration board are shown in Fig.3 . The dimension of the 3D calibration board is 500 mm×500 mm×500 mm. 8×8 squares with the dimension of 60 mm×60 mm cover the three planes of the calibration board, respectively. The Hough transform is adopted to extract the precise coordinates of the 2D projective lines [27] . The method aims to find lines within a parameter space of lines by a voting procedure. From the voting procedure, parameter candidates are obtained as local maximal value that is constructed by the Hough transform. The extraction results of the lines on the calibration board are illustrated in Fig.4.a) -Fig.4.d) . It is obvious that the lines are recognized by the Hough transform exactly. Fig.4 . Line recognition results on the three planes of the calibration board. a) the recognized lines of Fig.3.a) , b) the recognized lines of Fig.3.b) , c) the recognized lines of Fig.3.c), d ) the recognized lines of Fig.3.d) .
The proposed method is compared with the original method of 3D points and 2D projective points to verify the measurement validity and noise immunity. First, the above transformation matrix Pl of the proposed method is experimentally obtained from (7) . The transformation matrix of the original method is denoted by Pp. Then the 3D point Xk is reprojected to the 2D image by [28] 
where xlk, xpk are the projective coordinates of the 3D point Xk by the line-based method and point-based method, respectively. The projective lines coordinates lli, lpi are generated from the projective coordinates xlk, xpk and the least square method. We define the errors of the two methods by [28] 
We carry out experiments on the 512×384 images to compare the calibration precision of the point-based calibration and the line-based calibration. The accuracy in the calibration is evaluated by the difference between the 2D projective lines lli, lpi and the 2D lines li extracted by the Hough transform. 48 lines are adopted to the calibration. The projective lines lli, lpi are obtained by transformation matrices Pp and Pl. The experimental errors using the methods are shown in Fig.5 . Fig.5 . The root-mean-square errors of the projective lines adopting the point-based calibration method and the line-based calibration method. a) the errors of Fig.3.a) , b) the errors of Fig.3.b) , c) the errors of Fig.3c), d ) the errors of Fig.3.d) . In order to show the experimental results more clearly, we analyze the logarithms of the root-mean-square errors in the x, y directions for different serial numbers of the projective lines. We obtain 48 groups of errors with the two methods for each position of the camera, respectively. The results are compared in Table 1. and Table 2 .
The mean values of root-mean-square errors using point-based method in Fig.5.a) -Fig.5.d) , respectively. On the other hand, the averages of the measurement errors in the x direction using the original method are 2.05×10 , 2.99×10 -4 , and 1.49×10 -3 , respectively. It indicates that the measurement errors in two directions using the method with the constraint of 2D projective lines and 3D world points have higher accuracy than the original method. illustrated in Fig.7 . The average errors are identified by the root-mean-square errors of the adopted lines. In order to observe the noise data more conveniently, Gaussian noise and average errors are shown by the denary logarithm. In Fig.7.a) -Fig.7.d) , average logarithmic errors of both calibration methods decrease when Gaussian noise is on the decline. In the direction of the lines' number, the average logarithmic errors of these two calibration methods gradually diminish when the number of adopted lines in the experiment increases from 8 to 48. It indicates that the calibration is more accurate with the increasing lines' number and decreasing noises. Moreover, it is obvious that the average errors generated from the proposed method are smaller than the point-based calibration method.
The results are compared in Table 3 . and Table 4 . The variances of average errors using the proposed method in four images are 1.70×10 
CONCLUSIONS
In this work, we proposed an accurate method using the constraint of 2D line features and 3D world points for the camera calibration. We illustrate a calibration model considering the geometrical relationship among 3D points, 2D image plane and 2D projective lines. The transformation matrix of the camera can be solved by the singular value decomposition through the known coordinates of the 3D , and 1.09×10 -3 . We also observe that the average logarithmic errors vary with the group number of the projective lines and different Gaussian noises. The variances of average errors using the proposed method are 1.70×10 , and 2.60×10 -3 in the images, respectively. The experiments demonstrate that the line-based calibration is able to improve the accuracy and robustness of the camera calibration in vision measurement. The 3D calibration board has the advantages of high precision and simple relationship between 3D points and 2D points. Therefore, we choose 3D calibration board and model the calibration process. However, the 3D calibration board is difficult to be made and preserved. In future work, 2D or 1D based methods considering line features are the directions for further development.
