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Abstract
We further develop a noncommutative model unifying quantum
mechanics and general relativity proposed in Gen. Rel. Grav. (2004)
36, 111-126. Generalized symmetries of the model are defined by a
groupoid Γ given by the action of a finite group on a space E. The
geometry of the model is constructed in terms of suitable (noncom-
mutative) algebras on Γ. We investigate observables of the model,
especially its position and momentum obesvables. This is not a trivial
thing since the model is based on a noncommutative geometry and
has strong nonlocal properties. We show that, in the position repre-
sentation of the model, the position observable is a coderivation of a
corresponding coalgebra, “coparallelly” to the well known fact that the
momentum observable is a derivation of the algebra. We also study
the momentum representation of the model. It turns out that, in the
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case of the algebra of smooth, quickly decreasing functions on Γ, the
model in its “quantum sector” is nonlocal, i.e., there are no nontrivial
coderivations of the corresponding coalgebra, whereas in its “gravity
sector” such coderivations do exist. They are investigated.
1 Introduction
Noncommutative geometry is not only quickly developing branch of mathe-
matics [7, 9, 17, 18], but also finds interesting applications in physics. Within
its conceptual framework several approaches have been elaborated to unify
relativity and quanta (see, for example, [2, 3, 4, 6, 19, 20]), and noncommuta-
tive methods more and more deeply penetrate into superstring or M-theories
(first indication [8], first result, [21], reviews [14, 16]). In a series of works
[10, 11, 12] we have proposed a scheme for unifying general relativity and
quantum mechanics based on a noncommutative algebra related to a trans-
formation groupoid which plays the role of generalized symmetries of the
model. In [13] we have tested the scheme by constructing a simplified (but
still mathematically interesting) model and computing many of its details.
In the present work, we discuss observables of this model; in particular, posi-
tion and momentum observables. It is a common knowledge that the algebra
structure of observables is a crucial ingredient of the standard formulation of
quantum mechanics; our analysis has disclosed that its coalgebra structure
is also implicitly present in the standard approach.
The present paper is thus a continuation of [13] (we will refer to it as to a
“previous work”), but, for the reader’s convenience, we shortly summarize its
main features and results. We construct our transformation groupoid in the
following way. Let E˜ be a differential manifold and G˜ a group acting smoothly
and freely on E˜. In consequence, we have the bundle (E˜, piM ,M = E˜/G˜).
We can think of it as of the frame bundle, with G˜ the Lorentz group, over
space-time M . Now, we choose a finite subgroup G of G˜, a cross section
S : M → E˜ of the above bundle (it need not be continuous), and define
E =
⋃
x∈M S(x)G. The fact that G acts freely (to the right) on E, allows
us to define the transformation groupoid structure on the Cartesian product
Γ = E ×G (for details see the previous work).
The choice of the cross section S :M → E˜ can be thought of as the choice
of a gauge for our model. To be more precise every γ ∈ Γ can be presented in
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the form γ = (S(x)g, g¯) where g, g¯ ∈ G. The set of all γ’s with the beginning
at p ∈ E is denoted by Γp (a “fiber” of Γ over p). We define the Hilbert
space L2(Γp) = {u : Γp → C : Σg∈G|u(S(x)g0, g)|
2 < ∞} with the scalar
product 〈u, v〉 = Σg∈Gu¯(S(x)g0, g)v(S(x)g0, g). If Lh : L
2(Γp) → L
2(Γp) is a
left translation, it is straightforward to show that Lh is a unitary operator
with respect to the above scalar product. It transforms S(x) into S(x)h (for
each fibre independently). In this sense, our choice of the gauge is unique up
to unitary transformations.
The groupoid Γ is a key structure of our model. It represents a space,
the elements of which are symmetry operations of the model. The alge-
bra A = C∞(Γ,C) of smooth complex valued functions on Γ (if necessary,
we shall assume that they vanish at infinity) plays the role of an algebraic
counterpart of this symmetry space. In the previous work, we have recon-
structed geometry of the groupoid Γ = E × G (including generalized Ein-
stein’s equations) in terms of this algebra. The Cartesian product structure
of the groupoid Γ has enabled us to consider its two natural components.
By projecting the full geometry into the E-direction we recover the usual
space-time geometry and, consequently, the standard general relativity. It
is a remarkable fact that this can equivalently be achieved by suitably aver-
aging elements of the algebra A (see below Section 3). On the other hand,
the regular representation pip : A → End(Hp) of the groupoid algebra A in a
Hilbert space Hp, for p ∈ E, leads to the G-component of the model which
can be considered as its quantum sector.
In the present work, we develop the model by considering its observables,
especially its position and momentum observables. This is not a trivial thing.
The model is based on a noncommutative algebra A and to determine these
two observables means to disentangle its local features (essentially rooted in
the center of the algebra A) from its nonlocal properties.
The organization of our material runs as follows. In Section 2, we present
the preliminaries of the model, and study some properties of the subalgebra
Aproj ⊂ A which is isomorphic to the center of A, and serves to reconstruct
the standard geometry of space-time M . In Section 3, we formulate the
eigenvalue equation for observables of the model, and show that by averaging
functions belonging to Aproj we obtain functions onM . The position observ-
able is discussed in Section 4. We show that, in the position representation
of the model, the position observable is a coderivation of a corresponding
coalgebra, whereas the momentum observable is a derivation of the algebra
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(as it is well known). This remains valid in the usual quantum mechanics
(see below, Example 1).
In Section 5, we study derivations and coderivations of the group algebra
and its dual in the case of a finite group, and, in Section 6, we extend this
analysis to the algebra and the dual coalgebra on the groupoid Γ = E × G.
To do so we limit ourselves to the case M = Rn, and consider the space
S of smooth, quickly decreasing functions on Γ (the Schwarz space). It
can be equipped with the algebra structure in two ways which gives us two
algebras, S1 and S2, on Γ. We then extend the space S on Γ to a distribution
space S ′ and obtain, correspondingly, two coalgebras S ′1 and S
′
2 on Γ. We
show that S ′2 defines the position representation of our model, and S
′
1 its
momentum representation. We also demonstrate that a coderivation of the
coalgebra S ′2 is the position observable in the position representation, whereas
a coderivation of the coalgebra S ′1 is the position observable in the momentum
representation. It turns out that in the G-component of the model there
is no localization (there exist no non-trivial corresponding coderivations).
This remains in agreement with the “noncommutative paradigm” of this
aspect of the model. In the E-component of the model, the corresponding
coderivations do exist and the local properties are preserved.
Finally, in Section 7, we present the position and momentum observables
in the elegant language of a sheaf of algebras on the groupoid Γ.
2 Preliminaries
Let, as usually, Γ = E × G, with G a finite group, be a transformation
groupoid. We shall consider the algebra A = C∞0 (Γ,C) of smooth, com-
plex valued functions on Γ vanishing at infinity, i.e., functions vanishing at
infinity on every connected component of Γ diffeomorphic with M . Her-
mitian elements of this algebra are candidates for being observables of the
model. However, the true observable should leave some traces in space-time
M where it could be registered by a measuring device. This is guaranteed
by the following construction.
Let C∞0 (M) denote the algebra of smooth functions on M vanishing at
infinity. We define
Aproj = pr
∗(C∞0 (M))
where pr = piM ◦piE . Aproj is an algebra without unit. Let (C
∞
0 (M))M denote
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the set of complex functions f : M → C such that, for any such function
and for any x ∈ M , there exists an open neighborhood U of x and a function
φ ∈ C∞0 (M) satisfying the condition f |U = φ|U . We will say that functions
of (C∞0 (M))M are localized to M .
Lemma 2.1 (C∞0 (M))M = C
∞(M) where C∞(M) denotes the algebra of
all smooth functions on M .
Proof The inclusion C∞(M) ⊂ (C∞0 (M))M is obvious. It is enough to show
that every continuous function f : M → C belongs to (C∞0 (M))M . But this
is indeed the case. For any x ∈M there exists an open neighborhood U of x
and a function φ ∈ C∞0 (M) such that φ|U = 1 ; of course φf ∈ C
∞
0 (M), and
f |U = φf |U . ✷
Although the algebra Aproj does not contain constant functions, we can
always – on the strength of the above lemma – recover them locally. Let us
also notice that (Aproj)Γ is a subalgebra of the algebra (C
∞
0 (Γ,C))Γ. There-
fore, we can safely assume that the Hermitian elements of Aproj represent
observables of the model.
Let us now consider the regular representation pip : A → B(Hp) of the
algebra A in the Hilbert space Hp = L
2(Γp) given by
(pip(a)ψ)(γ) = (a ∗ ψ)(γ) =
∑
γ1∈Γp
a(γ ◦ γ−11 )ψ(γ1)
for γ ∈ Γp. Let further Ip : L
2(G) → L2(Γp) be te obvious isomorphism of
Hilbert spaces. For every a ∈ A we define
p¯ip(a) = I
−1
p ◦ pip(a) ◦ Ip.
clearly, p¯ip(a) ∈ B(L
2(G)).
Lemma 2.2 L−1g0 p¯ip(a)Lg0 = p¯ipg0(a) for every g0 ∈ G.
Proof Let ψp ∈ L
2(Γp) and ψ ∈ L
2(G). We have ψp = Ip(ψ), and we
compute
(pipg0(a)ψpg0)(γ¯) = (a ∗ ψpg0)(γ¯)
=
∑
γ1∈Γpg0
a(γ¯ ◦ γ−11 )ψpg0(γ1)
=
∑
g1∈G a(pg0g1, g
−1
1 g)ψ(g1)
=
∑
g′
1
∈G a(pg
′
1, g
′−1
1 g0g)ψ(g
−1
0 g
′
1).
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In the last line we have made the substitution g0g1 7→ g
′
1. Now, let ψ¯ = Lg0ψ,
and we compute
(pip(a)ψ¯p)(γ) =
∑
γ1∈Γp a(γ ◦ γ
−1
1 )ψ¯(γ1)
=
∑
g1∈G a(pg1, g
−1
1 g)ψ¯(p, g1)
=
∑
g1∈G a(pg1, g
−1
1 g)ψ¯(g1)
=
∑
g1∈G a(pg1, g
−1
1 g0g)ψ¯(g1).
In the last line we have substituted g 7→ g0g. We thus have
L−1g0 (l eft hand side) = (right hand side). ✷
We now define the norm in the algebra A in the following way
||a|| = supp∈E ||pip(a)||.
The above lemma can be written in the form
pis(x)g = L
−1
g ◦ pis(x) ◦ Lg,
hence
||pis(x)g(a)|| = ||pis(x)(a)||.
We see that supremum is taken over M , i.e.,
||a|| = supx∈M ||pis(x)(a)||.
For a fixed x ∈ M we have a finally dimensional vector space (of matrices).
In such a space all norms are equivalent. In the matrix representation we
write
pis(x)(a) = (Ma(x))i,j,
and
||a|| = sup(
∑
i,j
|Ma(x)|i,j).
Since functions a vanish at infinity, this supremum is finite. Now, we com-
plete the algebra A in the above norm to the C∗-algebra. From now on we
shall always consider the algebra A as a C∗-algebra.
A function ψ ∈ L2(Γ) is said to be G-invariant if
ψ(p1, g1) = ψ(p2, g2),
when there exists g ∈ G such that p2 = p1g. The set of all G-invariant
functions will be denoted by L2G(Γ). L
2
G(Γ) is evidently isomorphic with
L2(M). The fact that A is a C∗-algebra allows us to employ in our model
the algebraic quantization method.
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3 Eigenvalue Equation
Let a be a Hermitian element of Aproj, and ψ ∈ L
2
G(Γ). The eigenvalue
equation for the observable a assumes the form
pip(a)ψ = λpψ
where λp is the eigenvalue of pip(a). Here we have p ∈ pi
−1
M (x), x ∈ M . For
simplicity we consider a nondegenerate case. We compute
(pip(a)ψ)(γ) = (ψ ∗ a)(γ)
=
∑
g1∈G
ψ(p, g1)a(pg1, g
−1
1 g)
=
∑
ψ˜(x)a˜(x)
= |G|ψ˜(x)a˜(x)
where γ ∈ Γp, and we have introduced the abbreviations: ψ˜(x) = ψ(p, g)
for every g ∈ G, and a˜(x) = a(p, g) for every p ∈ pi−1M (x) and g ∈ G. If we
further denote ˜(pip(a)ψ)(x) = (pip(a)ψ)(γ),
where γ ∈ Γp and p ∈ pi
−1
M (x), then we finally have
˜(pip(a)ψ)(x) = |G|ψ˜(x) · a˜(x).
Hence, the eigenvalue of this observable is
λp = |G| · a˜(x)
for every p ∈ pi−1M (x).
As we can see, the observable a ∈ A indeed leaves a trace in space-
time M . In the previous work we have shown that the transition from the
noncommutative geometry on the groupoid Γ to the classical geometry on
the manifold M can be done with the help of a suitable averaging procedure
of elements of the groupoid algebra. The following lemma establishes the
equivalence of this averaging method with the one using the subalgebra Aproj.
Lemma 3.1 The averaging of a function belonging to Aproj gives a function
of C∞0 (M).
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Proof Let Aa be the matrix representation of a ∈ A. Then its averaging
is 〈Aa〉 =
1
|G|
Tr(Aa). If a ∈ Aproj then a = pr
∗f for some f ∈ C∞0 (M). By
averaging we obtain
〈Apr∗f〉 =
1
|G|
· f · Tr[1] = f.
Here [1] denotes the matrix with all entries equal to one. Of course, Tr[1] =
|G|. ✷
4 Position Operator as a Coderivation
In this section we consider the position observable of our model. The projec-
tion pr : Γ→M , pr = piM ◦ piE , which is clearly connected with localization
in space-time M , is not a numerical function (it has no values in R or C),
and consequently it does not belong to the algebra A). However, in the four-
dimensional case, if we choose a local coordinate map x = (xµ), µ = 0, 1, 2, 3,
in M then the projection pr determines four observables in the domain Dx
of x
prµ = x
µ ◦ pr
We thus have the system of four position observables pr = (pr0, pr1, pr2, pr3).
For a fixed µ one has prµ ∈ Aproj|Dx, and it is Hermitian.
Let us notice that the projection pr : Γ → M contains, in a sense, the
information about all possible local observables prµ. This can be regarded as
a “noncommutative formulation” of the fact that there is no absolute position
but only the position with respect to a local coordinate system.
From the previous work (Section 7) it follows that in the matrix repre-
sentation of the algebra A one has
(piq(pr1))(ξ) = ξ
T ·Mpr1 = x
1 · ξ,
x ∈ M , in the local map, where ξT is ξ ∈ Cn transposed, and Mpr1 denotes
the matrix corresponding to the projection pr1. We see that the position
observable in the ”quantum sector” of our model has the same form as in
the ordinary quantum mechanics. This indicates that we are working in the
position representation of the model.
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We shall now demonstrate the connection between the position operator
and the coderivation of a coalgebra. Let (A,+, m, ) be an associative (not
necessarily commutative) algebra over the field of complex numbers C. Here
m : A⊗A → A is a product map. We define the dual space A∗ = Hom(A,C)
which has the structure of a coalgebra with the coproduct ∆ : A∗ → A∗⊗A∗
given by
∆(ϕ)(f, g) = ϕ(m(f ⊗ g)),
g, f ∈ A, ϕ ∈ C∗. We assume that (A⊗A)∗ ⊂ A∗⊗A∗. This is always true
for finite dimensional algebras. Rather than considering a completion of the
tensor product A∗ ⊗A∗ (see [1, Chapters 5-6]), we shall slightly modify the
coproduct definition (in Section 6).
We recall that a derivation X of the algebra A is, by definition, a linear
map X : A → A satisfying the Leibniz rule
X ◦m = m ◦ (X ⊗ idA) +m ◦ (idA ⊗X).
The set DerA of all derivations of the algebra A is a A-module.
Let X∗ : A∗ → A∗ be a linear mapping satisfying the following condition
∆ ◦X∗ = (X∗ ⊗ idA∗) ◦∆+ (idA∗ ⊗X
∗) ◦∆,
which we shall call the co-Leibniz rule. For ϕ ∈ A∗ it can be written in the
form
∆(X∗(ϕ)) = X∗(ϕ(1))⊗ ϕ(2) + ϕ(1) ⊗X
∗(ϕ(2)).
Definition 4.1 Let A be an associative not necessarily commutative alge-
bra, and A∗ its dual coalgebra. A coderivation of the coalgebra A∗ is a linear
map X∗ : A∗ → A∗ satisfying the co-Leibniz rule.
Proposition 4.1 Let X : A → A be an endomorphism of an algebra A as
a linear space, and X∗ : A∗ → A∗ its adjoint endomorphism, i.e.,
(X∗(ϕ))(a) = ϕ(X(a)),
ϕ ∈ A∗, a ∈ A. X satisfies the Leibniz rule if and only if X∗ satisfies the
co-Leibniz rule.
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Proof Let us suppose that X satisfies the Leibniz rule, then
(∆(X∗ϕ))(a1, a2) = (X
∗ϕ)(a1 · a2)
= ϕ(X(a1 · a2))
= ϕ(X(a1)a2) + ϕ(a1X(a2))
= ∆ϕ(X(a1), a2) + ∆ϕ(a1, X(a2))
= (((X∗ ⊗ idA∗) ◦∆+ (idA∗ ⊗ X
∗) ◦∆)(ϕ))(a1, a2),
and similarly in the other direction. ✷
Example 4.1 Let us consider the algebra A = (L1(R), ∗), where ∗ denotes
the convolution. The Fourier transformation of f ∈ L1(R) gives
fˆ(x) =
∫
R
e−ipxf(p)dp.
We have ∫
R
e−ipx
d
dp
f(p)dp = ix
∫
R
e−ipxf(x)dx
or, in the abbreviated form,
f̂ ′(x) = ix · fˆ(x),
x ∈ R.
The dual of A = L1(R) is A∗ = L∞(R) (with the pointwise multiplica-
tion). Let us denote
(X∗ϕ)(x) = xϕ(x)
for ϕ ∈ L∞(bfR). X∗ is an operator adjoint to the operator X : A → A
given by X = −i d
dp
.
Since R is an Abelian group, as a coproduct in L∞(R), we have
∆ϕ(x1, x2) = ϕ(x1 + x2)
for ϕ ∈ L∞(R), x1, x2 ∈ R. It can be readily checked that X
∗
1 is a coderiva-
tion of the coalgebra L∞(R). This coderivation is called the position operator
in the position representation.
The above example suggests that in noncommutative generalizations
of quantum mechanics we can treat coderivations of suitable coalgebras as
counterparts of the position operator (in the position representation). We
will explore this possibility in the following sections.
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5 Derivations and Coderivations on a Finite
Group
In this section, we apply considerations of the previous section to the quan-
tum mechanics on a finite group G. In this case, we have the group algebra
H = CG of formal linear combinations of elements of G (which corresponds
to the momentum representation) and the algebra H∗ = C(G) of complex
functions on G with pointwise multiplication (corresponding to the position
representation of the model). Let us notice that both H and H∗ are bial-
gebras with coproducts being conjugations of products of the corresponding
dual algebras. We assume that G is a non-Abelian group.
Let us consider the Fourier transformation of a finite group G
F : G→ ΠMdλ(C) ≡M,
here dλ is the dimension of the representation from the class λ, λ ∈ Gˆ where
Gˆ is the dual object of G, given by
F(g) = (Tλ(g))g∈G
with Tλ(g) ∈ Mdλ(C). This is extended by linearity to the whole of the
group algebra F : CG → M [15, Chapter 12]. As it is well known, F is
the isomorphism of algebras. We thus can change the algebra CG into the
corresponding matrix algebra. The latter algebra has only inner derivations
with dim(Inn(Mn(C)) = n
2 − 1.
Lemma 5.1 Let A be a unital algebra, J an ideal defined by a central
idempotent, i.e., J = eA = Ae, e2 = e, e ∈ Z(A), and D a derivation of the
algebra A. Then
DJ ⊂ J, De = 0.
Proof The fact that e is idempotent implies
De = D(e2) = (2De)e ∈ J.
From 1 = e + e′, where e′ = 1 − e is also an idempotent, it follows that
ee′ = e′e = 0, and we have
D1 = De+De′ = 0.
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Therefore,
De = −De′,
and
D(ae) = (Da)e ∈ J
for any a ∈ A. Thus DJ ⊂ J.✷
Lemma 5.2 Any isomorphism of algebras determines the isomorphism of
the corresponding derivation spaces in such a way that the inner derivations
are transformed into the inner derivations. ✷
Theorem 5.1 In the algebra CG there are only inner derivations, and in
the algebra C(G) there are no nonzero derivations.
Proof (1) Let Jλ0 ⊂M be an ideal of CG such that
Jλ0 = {(0, 0, . . . , Aλ0, 0, . . . 0) : Aλ0 ∈Mλ0}.
If D¯ is a derivation of the algebra M then, on the strength of Lemma 5.1,
D¯Jλ0 ⊂ Jλ0 . Therefore Jλ0 is isomorphic with Md0(C) which has only inner
derivations. Hence
D¯|Jλ0 = adBλ0
where Bλ0 ∈ Jλ0.
Let now B = (Bλ)λ∈Gˆ be the sequence as above. Therefore, D¯ = adB
and, on the strength of Lemma 5.2, in the algebra CG there exist only inner
derivations.
(2) The element δg0 is central idempotent in C(G), i.e., δg0 · δg0 = δg0 ,
and such elements form a basis {δg} in C(G). Therefore, D(a) = 0 for every
a ∈ C(G) and any derivation D of C(G). ✷
To sum up, in the bialgebra CG there exist only (nonzero) derivations,
and in the bialgebra C(G) only (nonzero) coderivations.
Our goal is now to discuss the position observable on a finite group G. It
is given by a coderivation of the coalgebra C(G), and could be found as an
adjoint of the derivation of the algebra CG. But the latter algebra has only
nonzero inner derivations; they are of the form
Xg0(g) = (adg0)(g) = g0g − gg0
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with g0 ∈ G. Therefore, if f ∈ C(G), we dually have
(X∗g0(f))(g) = f(Xg0g) = f(g0g)− f(gg0).
The eigenvalue equation assumes the form
(X∗g0)f = λ · f
where λ ∈ C, or
f(g0g)− f(gg0) = λ · f(g).
This equation has non-trivial solutions. For instance, it can be easily
seen that the eigenspace corresponding to the eigenvalue λ = 0 is the space
of central functions.1 Therefore, we can have a well determined localization
on a finite group. This remains in agreement with the fact that C(G) is a
commutative algebra.
6 Localization on a Transformation Grou-
poid
In this section, we extend the above analysis to the case of the transformation
groupoid Γ = E × G where G is a finite (non-Abelian) group. To do this
we limit our considerations to the case when the base space M = Rn. We
extend the space of functions on Γ to the distribution space on Γ. Let then
S = S(Γ,C) be the space of smooth, quickly decreasing functions on Γ,
called also the Schwarz space (we recall that the Schwarz space on Rn is the
vector space S of smooth functions on Rn such that for every φ ∈ S, φ and
its derivatives decrease more rapidly than any power of 1/|x|, x ∈ Rn, when
|x| goes to infinity, [5, p. 474]). In the following we consequently use the
matrix representation of S. We thus have
S = S(Rn)⊗Mn(C).
A (nonunital) algebra structure in S can be introduced in two ways:
1We remind that a function f is central if f(g) = f(g0gg
−1
0
) for any g, g0 ∈ G.
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1.
m1[(f ⊗ A)⊗ (g ⊗ B)] = fg ⊗ A · B,
f, g ∈ S(Rn), A, B ∈ Mn(C), where f and g are multiplied pontwise,
and A and B are multiplied in the usual matrix way; we will write
S1 = (S, m1).
2.
m2[(f ⊗A)⊗ (g ⊗ B)] = f ∗ g ⊗A ·B
where ∗ denotes the usual convolution of functions; in this case we write
S2 = (S, m2).
We should distinguish two kinds of derivations of the above algebras:
1. Vertical derivations, XA, A ∈Mn(C), are of the form
XA = id⊗ adA,
or, for ∈ S(Rn),
XA(f ⊗B) = [1⊗A, f ⊗ B]
on the basis elements and extended by linearity.
2. Horizontal derivations are linearly generated by
Xk = Dk ⊗ idMn(C)
where k = 0, 1, . . . , n and Dk =
1
i
∂
∂xk
, i.e.,
Xk(g ⊗ B) =
1
i
∂g
∂xk
⊗B,
and are extended by linearity.
As a distribution space we assume
S ′ = S ′(Rn)⊗Mn(C)
where S ′(Rn) is the dual of S(Rn) (but S ′ is not the dual of S). The space S ′
has no algebra structure. However, if we slightly modify the usual condition
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for coproduct, we can introduce in it (in two ways) the coalgebra structure.
The usual coproduct would be the mapping ∆ : S ′(Rn)→ S ′(Rn)⊗S ′(Rn),
whereas we assume ∆i : S
′(Rn)→ (S (Rn)⊗S(Rn))′, i = 1, 2, (which is also
valid in the usual approach for finally dimensional cases), and for T ∈ S ′(Rn)
we define
(∆iT )(f ⊗ g) = T (mi(f ⊗ g))
where mi are restricted to the first factors in the corresponding tensor prod-
ucts, or ∆i = m
∗
i , i.e., our coproduct is a dual homomorphism of linear
spaces. This shows that our definition is very natural. However, we must
accordingly adapt the associativity condition. We introduce the following
notation
∆i⊗¯id : (S(R
n)⊗ S(Rn))′ → (S(Rn)⊗ S(Rn)⊗ S(Rn))′
where ∆i⊗¯id = (mi ⊗ id)
∗ and, analogously, id⊗¯∆i = (id⊗mi)
∗. With this
notation our associativity condition reads
(∆i⊗¯id) ◦∆i = (id⊗¯∆i) ◦∆i.
It can be easily checked that the above defined coproducts satisfy this con-
dition.
We define the coproduct on Mn(C) in the usual way; in the basis {Eij}
we have
∆Mn(C) = Eij ⊗Eij ,
and we extend this by linearity.
Finally, we set
∆¯i = ∆i ⊗∆Mn(C).
As in Section 4, coderivations of S ′ are defined to be linear mappings of S ′
adjoint to the derivations of S. With the coproduct defined as above, this
requires a slight modification of the co-Leibniz rule. If X is a derivation of
S(Rn) then X∗ is a coderivation of S ′(Rn), i.e., it satisfies the co-Leibniz
rule
∆ ◦X∗ = (X∗⊗¯id) + (id⊗¯X∗)
where we define
X∗⊗¯id = (X ⊗ id)∗,
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and analogously for id⊗¯X∗. Remembering that the distributional derivative
of T is defined to be
(DkT )(f) = −T (Dkf),
we have X = Dk : S1(R
n) → S1(R
n) with Dk =
1
i
∂
∂xk
, and X∗ : S ′1(R
n) →
S ′1(R
n) with X∗ = −Dk. It can be readily checked that −Dk satisfies the
above modified co-Leibniz rule.
Now, we consider the distributional Fourier transform F∗ : S ′1(R
n) →
S ′2(R
n) which is given by
(F∗T )(f) = T (Ff)
where Ff is to be understood as
(Ff)(x) =
∫
Rn
f(t)e−itxdµk(x)
with dµk(x) = dx/(2pi)
n/2, normalized Lebesgue measure. F is a continuous
algebra isomorphism of S1(R
n) into S2(R
n), and F∗ is a continuous linear
isomorphism of S ′1(R
n) into S ′2(R
n) which is additionally a coalgebra map,
i.e., it satisfies the condition
∆2 ◦ F
∗ = (F∗⊗¯F∗) ◦∆1.
One can check that, for X∗ = −Dk, one has
F∗(X∗T ) = xk(F
∗T ),
or, for Tˆ ∈ S ′2(R
n),
X˜∗Tˆ = xk · Tˆ .
It can be also verified that X˜∗Tˆ is a coderivation of S ′2(R
n).
The question remains to be answered of whether do exist nonzero vertical
derivations, i.e., the derivations of the form
Y˜ ∗ = id⊗ Y ∗
where Y ∗ is a coderivation of the coalgebra Mn(C)? Clearly, the answer
is “no” since there do not exist nonzero derivations of Mn(C)
∗ (with the
pointwise multiplication).
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Now, we should collect the results and conclusions of this lengthy analysis.
First, we make this clear that by the position representation of our model we
understand the representation in which the position operator has the form of
the multiplication by a coordinate, and by the momentum representation the
one in which the momentum operator has the form of the multiplication by a
coordinate. In this sense, the coalgebra S ′2 defines the position representation
of our model, and the coalgebra S ′1 its momentum representation, and we
have
Corollary 6.1 1. The operator X˜∗k⊗idMn(C) is a coderivation of the coal-
gebra S ′2, and it is the position observable in the position representation.
2. The operator X∗ ⊗ idMn(C) is a coderivation of the coalgebra S
′
1 , and
it is the position observable in the momentum representation. ✷
We can see that the localization on the groupoid Γ comes only from the
“horizontal component” of our model which reflects essentially the space-
time geometry; whereas its “vertical component”, representing the quantum
sector of the model, is entirely nonlocal.
7 A Sheaf Structure on the Groupoid
In this section, we show how could one elegantly describe, by exploring a sheaf
structure on the transformation groupoid Γ, the position and momentum
observables of our model. On the Cartesian product Γ = E ×G there exists
the natural product topology; however, we shall consider a weaker topology
in which the open sets are of the form pi−1E (U) where U is open in the manifold
topology τE on E. Every such open set is also open in the topology τE × τG.
Indeed, every such set is given by pi−1E (U) = U ×G.
Let A be a functor which associates with an open set U×G the involutive
noncommutative algebra A(U ×G) of smooth compactly supported complex
valued functions with the ordinary addition and the convolution multiplica-
tion. As it can be easily seen, A is a sheaf of noncommutative algebras on
the topological space (Γ, pi−1E (τE)).
The projection pr: Γ → M can be locally interpreted as a set of (local)
cross sections of the sheaf A (i.e. as a set of position observables). Indeed, for
the domain Dx of any coordinate map x = (x
0, x1, x2, x3), the composition
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x ◦ pr = (x0 ◦ pr, x1 ◦ pr, x2 ◦ pr, x3 ◦ pr) is a set of such local cross sections
of A on the open set pi−1E (Dx ×G). The global mapping pr : Γ→ M is not a
cross section of A.
Let us notice that to a measurement result which is not a number but a
set of numbers there does not correspond a single observable but rather a set
of observables, i. e., a set of (local) cross sections of the sheaf A.
Now, we define the derivation morphism of the sheaf A over an open
set U ∈ pi−1E (τE) as a family of mappings X = (XW )W⊂U such that XW :
A(W ) → A(W ) is a derivation of the algebra A(W ), and for any W1,W2
open and W1 ⊂W2 ⊂ U , the following diagram commutes
A(W2) A(W2)
A(W1)A(W1)
✲
✻
✲
❄ ❄
X(W2)
X(W1)
ρW2W1 ρ
W2
W1
where ρW1W2 is the known restriction homomorphism. The family of all deriva-
tion morphisms indexed by open sets is a sheaf of Z(A)-modules where Z(A)
denotes the sheaf of centers of the algebras A(U), U ∈ pi−1E (τe).
Components of the momentum observable ∂¯µ are cross sections of the
sheaf of Z(A)-modules of derivations of the sheaf A over domains of co-
ordinate maps, and the representation piU : A(U) → piU(A(U)), where
U ∈ pi−1E (τE), transfers the sheaf structure from the groupoid Γ to the family
of operator algebras over the topological space (Γ, pi−1E (τE)).
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