Random linear mappings are widely used in modern signal processing, compressed sensing and machine learning. These mappings may be used to embed the data into a significantly lower dimension while at the same time preserving useful information. This is done by approximately preserving the distances between data points, which are assumed to belong to R n . Thus, the performance of these mappings is usually captured by how close they are to an isometry on the data. Random Gaussian linear mappings have been the object of much study, while the sub-Gaussian settings is not yet fully understood. In the latter case, the performance depends on the sub-Gaussian norm of the rows. In many applications, e.g., compressed sensing, this norm may be large, or even growing with dimension, and thus it is important to characterize this dependence.
Introduction
Random linear mappings play a central role in dimension reduction, compressed sensing, and numerical linear algebra due to their propensity to preserve the geometry of a given set. The performance of a random linear mapping A ∈ R m×n is often determined by the uniform concentration bound of 1 √ m Ax 2 around x 2 for all vectors in a set of interest (in other words, how close the map 1 √ m A is to being an isometry on the set). This is now well-understood by the standard techniques in the Gaussian random matrix case [9, 30, 32] . However, in many applications, non-gaussian random mappings are more useful because of their computational/storage benefits or simply the difficulty to generate Gaussian matrices using sampling devices [17] . For example, sparse or structured random matrices are preferred in both dimension reduction [8] and random sketching in numerical linear algebra [1, 14, 25, 34] since they provide more efficient matrix multiplications than dense and unstructured matrices such as Gaussian ones. Certain formulations in compressed sensing also naturally require random matrices such as randomly subsampled Fourier measurements [18] or Bernoulli random matrices [28] .
There has been a series of recent works [8, 20, 24] to demonstrate the effectiveness of random mappings outside the Gaussian setup. Unlike the Gaussian case in which we have a rotation invariance property, non-Gaussian setups require more sophisticated arguments to address various new technical challenges. In this article, we will be focusing on sub-Gaussian random mappings.
Let us recall some definitions. For α ≥ 1, the ψ α -norm (which is the Orlicz norm taken with respect to function exp(x α ) − 1) of a random variable X is defined as
In particular, α = 2 gives the sub-Gaussian norm and α = 1 gives the sub-exponential norm. The random variable X is called sub-Gaussian if X ψ 2 < ∞ and called sub-exponential if X ψ 1 < ∞.
For sub-Gaussian random variables, the ψ 2 -norm roughly measures how fast the tail distribution decays -usually the bigger ψ 2 -norm is, the heavier the tail. We will repeatedly use the fact that X ψ 2 ≤ K if and only if the tail probability P(|X| ≥ t) is bounded by a Gaussian with standard deviation in the order of K. A precise statement of this, along with some other properties of ψ α -norm, can be found in Appendix A.
The sub-Gaussian norms for many random variables can be calculated by looking at the moment generating function of their squares. For example, the sub-Gaussian norm for Normal(0, σ 2 ) is 8 3 σ; for Bernoulli(p) it is log − 1 2 1 + p −1 ; for Rademacher random variable it is log − 1 2 (2) and for any bounded (by M ) random variable it is no more than M log − 1 2 (2) . For Exponential(λ), it is not a sub-Gaussian random variable, but has sub-exponential norm 2 λ . For a random vector a ∈ R n we say a is sub-Gaussian if a ψ 2 := sup x∈S n−1 a, x ψ 2 < ∞, and say a is isotropic if Eaa T = I n .
We say a random matrix A ∈ R m×n is isotropic and sub-Gaussian if its rows are independent, isotropic and sub-Gaussian random vectors in R n . The sub-Gaussian parameter of A is defined as
For random matrix A ∈ R m×n , the isotropic condition guarantees 1 √ m A will preserve Euclidean norm in expectation. Some examples of isotropic and sub-Gaussian matrices are matrices whose entries A ij are independent and sub-Gaussian with EA 2 ij = 1, uniformly subsampled (with replacement and after proper normalization) rows of orthonormal basis or tight frames, etc. [32] . In the cases of Bernoulli matrices or sparse ternary matrices, which is a generalization of the databasefriendly mappings in [1] , the sub-Gaussian parameter can depend on the signal dimension n if the probability of an entry being nonzero is n-dependent.
In the line of research regarding sub-Gaussian random mappings, Liaw et al. [20] showed that for isotropic and sub-Gaussian mapping A with sub-Gaussian parameter K, let T ⊂ R n , then we have with high probability,
Here w(T ) is the Gaussian width given by which is the radius when T is symmetric. Gaussian width measures the complexity of a set. In particular, denote cone(T ) := {tx : t ≥ 0, x ∈ T }, then w 2 (cone(T ) ∩ S n−1 ) is a meaningful approximation for dimension [6, 24] . Generally rad(T ) is also dominated by w(T ). For example, if 0 ∈ T , then by Jensen's inequality,
In such case, (1) implies that with high probability, 1 √ m A is a near isometry on T whenever m ≥ CK 4 w 2 (T ) for some constant C.
The dependency on w(T ) in (1) is optimal. This is easy to see when m = 1 and A has i.i.d. Normal(0, 1) entries. But when it comes to the dependency on the sub-Gaussian parameter K, whether the K 2 factor can be improved is a question raised but left unanswered in [20] . Other important works regarding this type of bounds are either not explicit [15, 24] or at least of the same order K 2 [7, 8, 23] .
In this article, we refine this dependency on the sub-Gaussian parameter from K 2 to the optimal K √ log K. This enhances the concentration bound substantially when the sub-Gaussian mapping is not well-behaved, for example, when K increases together with the signal dimension. We also relax the row-independent requirement by considering random mappings in the form of BA where B is an arbitrary matrix and A is mean zero, isotropic and sub-Gaussian. The mean zero assumption is additional when comparing to the assumptions for (1), and not needed when B is only diagonal. However, it is necessary for arbitrary B. Our bound is broadly applicable since it only require these properties from the random matrix A without any other assumptions. Now we state our main theorem. In the following, B F and B denote Frobenius and operator norm of B respectively. The matrix B ∈ R l×m is diagonal means that the only possible non-zero entries are B ii where 1 ≤ i ≤ min{l, m}. and with probability at least 1 − 3e −u 2 ,
Here C is an absolute constant. Furthermore, when B is a diagonal matrix, random matrix A only need to be isotropic and sub-Gaussian with sub-Gaussian parameter K for the conclusions to hold.
When B is the identity matrix, we have the following corollary. Corollary 1.2. Let A ∈ R m×n be an isotropic and sub-Gaussian matrix with sub-Gaussian parameter K, and let T ⊂ R n be a bounded set. Then
and with probability at least 1 − 3e −u 2 ,
The bound appearing on the right hand side of Theorem 1.1 is optimal in general. The B factor is optimal and this is easy to see when B has non-zero singular values being all equal (because the statement should be invariant under scaling for B). We also give another example below in which the singular values are not all equal. The dependency on K is optimal and this follows from Proposition 4.5 in Section 4.4 with T being a singleton. As mentioned before, rad(T ) is generally dominated by w(T ) and the dependency on w(T ) is also optimal.
Assuming rad(T ) is dominated by w(T ), Theorem 1.1 then implies that with high probability, 
It is easy to verify that EA = 0 and A has isotropic rows A T i . Moreover, for any y = (y 1 , . . . , y n ) ∈ S n−1 , notice that
1 · Normal(0, 1) + y 1 |g i |. So using triangle inequality for the ψ 2 -norm and inequality 1 − y 2 1 + |y 1 | ≤ √ 2, we get the sub-Gaussian parameter of A is no more than √ 2 g i ψ 2 = 16/3. Let x = (1, 0, . . . , 0) T and T = {x}. Since Ax = (|g 1 |, . . . , |g m |) T , we have
On the other hand, B [w(T ) + rad(T )] = √ lm. So in this case, Theorem 1.1 does not hold when m is sufficiently large.
As an example demonstrating B is optimal in general, consider the case when T = {x} ⊂ S n−1 , A is standard gaussian so that g := Ax ∼ Normal(0, I m ) and B = diag(τ, 1, . . . , 1) where τ > 0. Also let g i be the coordinates of g, then
where we used Jensen's inequality in the second last line. This estimate is in the order of τ = B when τ > C √ m with some constant C large enough. We make one more technical remark that the √ log K factor here is well-defined. In fact, the isotropic and sub-Gaussian conditions of A guarantee that K is bounded below from 1. To see this, let X := Ax for some x ∈ S n−1 , then X has independent coordinates X i satisfying EX 2 i = 1 and
we can conclude that K ≥ K 0 and the equality is achieved when X i = 1 a.s. The proof for Theorem 1.1 follows an analogous approach in Liaw et al. [20] . One major difference is that we prove and apply two new concentration inequalities with improved parametric dependency in the sub-Gaussian regime. We believe these inequalities are interesting on their own as an application-oriented concentration inequality.
The first one is a new Bernstein type inequality under bounded first absolute moment condition. This inequality provides a concentration bound for sum of sub-exponential random variables. Theorem 1.3 (New Bernstein's Inequality). Let a = (a 1 , . . . , a m ) be a fixed non-zero vector and let Y 1 , . . . , Y m be independent, mean zero sub-exponential random variables satisfying E|Y i | ≤ 2 and
where K = max i K i and c is an absolute constant. The second one is a new Hanson-Wright inequality under unit variance condition. This inequality provides a concentration bound for quadratic forms of independent random variables and is more general than the aforementioned Bernstein's inequality. In the literature, results of similar flavor have been obtained [3, 16, 33] but under different assumptions. We will give a brief comparison between our result and a few notable ones in Section 3. Theorem 1.5 (New Hanson-Wright Inequality). Let A ∈ R n×n be a fixed non-zero matrix and let X = (X 1 , . . . , X n ) ∈ R n be a random vector with independent, mean zero, sub-Gaussian coordinates satisfying EX 2 i = 1 and X i ψ 2 ≤ K. Then for every t ≥ 0 we have
where c is an absolute constant.
Remark 1.6. If A is a diagonal matrix, then Theorem 1.5 recovers Theorem 1.3 (assuming all
Therefore this can be viewed as a generalization of the new Bernstein's inequality given in Theorem 1.3.
Notations
We use · 2 for Euclidean norm of vectors, · F and · for Frobenius and operator norm of matrices respectively. We use • for Hadamard (entrywise) product. We say f g if f ≤ Cg for some absolute constant C and say f g if f ≥ Cg for some absolute constant C. Typically, c and C denote absolute constants (often c for small ones and C for large ones) which may vary from line to line.
Organization
The rest of this paper is organized as follows: In Section 2, we discuss and prove the new Bernstein's inequality (Theorem 1.3). In Section 3, we first discuss and compare the new Hanson-Wright inequality (Theorem 1.5) to other known variants of Hanson-Wright inequalities and then prove Theorem 1.5. In Section 4, we prove our main theorem regarding sub-Gaussian matrices on sets (Theorem 1.1) and show that our dependency on K is optimal. In Section 5, we demonstrate how our result can improve theoretical guarantees of some popular applications such as Johnson-Lindenstrauss embedding, randomized sketches and blind demodulation. In Section 6, we make a brief conclusion for this paper.
New Bernstein's Inequality
In this section we prove the new Bernstein's inequality Theorem 1.3. Let us first recall the standard Bernstein's inequality for sub-exponential random variables [32, Theorem 2.8.2] , which states that for independent, mean zero, sub-exponential random variables Y 1 , Y 2 , . . . , Y m and a vector a = (a 1 , . . . , a m ) ∈ R m , we have
where
Compared to (2), Theorem 1.3 has an extra assumption on the first absolute moment of Y inamely E|Y i | ≤ 2, but it improves the dependence on K in the sub-Gaussian regime from K 4 to K 2 log K. It is worth noting that such extra assumption comes naturally when considering isotropic random matrices/vectors. In fact, let x be a fixed point on the unit sphere and let a i be isotropic random vectors of the same dimension, then Y i := | a i , x | 2 − 1 is mean zero since a i is isotropic, and E|Y i | ≤ E| a i , x | 2 + 1 = 2 by triangle inequality.
Proof of Theorem 1.3
We will first bound the moments of Y i , then bound their moment generating functions, and finally use Chernoff method to obtain the desired tail bound.
Step 1: Bounding the moments The idea here is to write the moment as an integral and then estimate under the two constraints
For the p-th moment of |Y |, with a change of variable s = u p , we have
We will split this integral into two parts. Set T = 6pK 2 log K. Since pu p−1 monotonically increases on [0, T ], we have
On the other hand, since
and T ≥ 6 log 6 5 pK 2 > pK 2 (note that 6 log 6 5 ≈ 1.09), we can conclude that that u p−1 e −u/K 2 monotonically decreases on [T, ∞). Thus
Combining these two parts completes the proof with C ≤ 6.
Step 2: Bounding the moment generating function
Let Y be the random variable as in Lemma 2.1, the moment generating function of Y can be estimated through Taylor series
Here the first inequality is by Lemma 2.1 (with C 1 ≤ 6) and the second inequality uses p! ≥ (p/e) p . When |λ|K 2 log K ≤ 1/(2C 1 e), the above summation converges and we have
where the last inequality uses 1 + x ≤ e x . Hence we have showed
for absolute constants C 0 = (C 1 e) 2 and c = 1/(2C 1 e).
Step 3: Chernoff bound
For λ ∈ 0, c 0 a ∞ K 2 log K , by Markov's inequality and Equation (5) we have
where c 0 and C 0 are absolute constants. When we minimize the above expression over λ, we get the optimal value
Next we plug in λ opt into (6) to get
Setting c = min 1 4C 0 , c 0 2 in (7), we obtain the one sided bound
Remark 2.2. If the random variables Y i have first absolute moment E|Y i | ≤ α, then the right hand side of Equation (3) becomes α and it is easy to see that Lemma 2.1 still holds with C ≤ 6 + α. It follows that the C 1 in Step 2 will be no more than 6 + α and Theorem 1.3 now holds with constant c =
New Hanson-Wright Inequality
Hanson-Wright inequality gives a concentration bound for quadratic forms of random variables. The version in [27] states that for a random vector X = (X 1 , . . . , X n ) ∈ R n with independent, mean zero, sub-Gaussian coordinates, suppose max i X i ψ 2 ≤ K and let A be an n × n real matrix, then
In the same spirit as the new Bernstein's inequality, we can improve the tail dependency on K in the sub-Gaussian regime from K 4 to K 2 log K under a further assumption EX 2 i = 1 for each X i . This is the new Hanson-Wright inequality Theorem 1.5.
It is not difficult to drop the requirement EX 2 i = 1 in Theorem 1.5 by a simple scaling, in which case we have the following corollary.
Corollary 3.1. Let X = (X 1 , . . . , X n ) ∈ R n be a random vector with independent, mean zero, sub-Gaussian coordinates satisfying 0 < X i ψ 2 ≤ K, then for fixed square matrix A,
Proof. Let β i := (EX 2 i ) 1 2 for 1 ≤ i ≤ n and define diagonal matrices
ThenX := D 1/β X satisfies the assumption of Theorem 1.5 with EX 2 i = 1 and X i ψ 2 ≤ K/β i ≤ K/α 1 . Applying Theorem 1.5 toX andÃ := D β AD β completes the proof.
Comparison with Other Hanson-Wright Inequalities
Let us first compare Corollary 3.1 to the standard Hanson-Wright inequality (8) in the case when γ = 1. The concentration bound in (8) implies that, with probability at least 1 − 2e −t ,
Meanwhile, Corollary 3.1 implies that
where α = (EX i ) 1 2 . Note that α ≤ X i ψ 2 ≤ K, so this bound improves the parameter dependence (up to a log factor) in the sub-Gaussian regime from K 2 to αK. Such improvement can be significant when α is far less than K.
Other variants of Hanson-Wright inequality have appeared in literature with similar improvements [3, 33] . In particular, one of the results by Adamczak [3] works under the assumption that X satisfies the convex concentration property with constantK, that is, for every 1-Lipschitz convex function ϕ : R n → R, we always have E|ϕ(X)| < ∞ and
Then under such assumption,
where Cov(X) is the covariance matrix of X. When X has independent and mean zero coordinates, Cov(X) = max i EX 2 i . However, the convex concentration property is not the same as sub-Gaussianity. More precisely, while it is true thatK is independent of dimension when X has i.i.d. coordinates which are bounded almost surely [29] , this can fail when the boundedness assumption of X i is replaced by sub-Gaussianity (i.e.K could depend on the dimension of X when X i are i.i.d. and sub-Gaussian) [2, 13] . Therefore the bound in (11) does not imply (10) nor (9) in general.
In a more recent paper by Klochkov and Zhivotovskiy [16] , the authors proved a uniform version of the Hanson-Wright inequality which, when applying to a single matrix under the same assumption as Corollary 3.1, yields the following bound:
where M = max i |X i | ψ 2 . This bound also improves (9) in some cases as demonstrated in [16] .
We shall compare this bound to (10) in the sub-Gaussian regime. On one hand, Jensen's inequality tells us that the E AX 2 factor in (12) is bounded by the α A F factor in (10) . On the other, the factor M in (12) is only bounded by M K √ log n, which could depend on dimension n. Moreover, (12) only provides a one-sided bound instead of two-sided concentration bounds like Equations (9) to (11) .
Proof of Theorem 1.5
The main idea of proof is similar to [27] , that is to divide the sum into diagonal and off-diagonal, then bound the moment generating function of the latter through a decoupling and comparison argument. However, there are two significant differences. The first difference is the random variables used for comparison. We will use scaled Bernoulli multiplied by standard Gaussian in order to preserve the condition of second moment being 1. Using such random variables also leads to challenges in bounding the moment generating function, which is the second difference. Now we proceed with the proof. For any t > 0, let
be the the tail probability we want to bound. Let A 1 := diag(A) be the diagonal of A and let
We will seek bounds for p 1 and p 2 .
Step 1: The diagonal sum
The bound for p 1 is given by our new Bernstein's inequality. Notice that
So by Theorem 1.3 and the simple relationships between the norms of A 1 and A, we have
Step 2: Decoupling
To bound p 2 , we will derive a bound for the moment generating function of X T A 2 X. Let X ′ be an independent copy of X, then
The above follows directly from the following decoupling lemma. [32] ). Let A = (a ij ) be a fixed n × n matrix, and let X = (X 1 , . . . , X n ) ∈ R n be a random vector with independent mean zero coordinates. Then for every convex function
where X ′ is an independent copy of X. See Theorem 6.1.1 and Remark 6.1.3 in [32] for a proof of Lemma 3.2.
Step 3: Comparison
We will compare X (and X ′ ) to scaled Bernoulli multiplied entrywise by standard Gaussian. But first let us look at the case of a single variable through the following lemma.
Proof. Using the inequality e x ≤ x + cosh(2x), which is true for all x ∈ R (see Appendix C), we have
By Lemma 2.1 we know that EZ 2q ≤ C q 0L 2q−2 for any positive integer q and some absolute constant C 0 , hence
On the other hand, a direct calculation gives
Choosing any C such that C 2 ≥ 8C 0 completes the proof. Now let g, r ∈ R n be random vectors such that g ∼ Normal(0, I n ) and r has entries r 2 i i.i.d ∼ L 2 · Bernoulli(L −2 ) where L 2 = K 2 log K. Also let g ′ and r ′ be independent copies of g and r.
Let α be any vector in R n , by Lemma 3.3 and independence we have
Note the above also holds for E X ′ exp(α T X ′ ). Therefore
where R := diag(r) and R ′ := diag(r ′ ). Here the two inequalities are repeated applications of Equation (13) .
Step 4: Moment generating function of g T RAR ′ g ′ Denote σ i = σ i (RAR ′ ) the singular values of matrix RAR ′ . From the rotation invariance of g and g ′ we have
For standard normal random variables g i and g ′ i ,
where the inequality uses
Next, use the following Lemma 3.4 (with η = λ 2 L 4 and p = L −2 ) to bound the moment generating function of RAR ′ 2 F and we obtain
Lemma 3.4. Let D be a diagonal random matrix with i.i.d. entries D ii = d i ∼ Bernoulli(p), and let D ′ be an independent copy of D. Given a fixed matrix A, then
Proof. Denote A i the i-th row of A. Notice that
Here the second last inequality uses η A i Step 5: Chernoff bound From previous steps we get
for some absolute constants C and c. Notice that EX T A 2 X = 0, so by Markov's inequality we have for 0 < λ ≤ c L 2 A ,
Optimizing this over λ (similar to proof of Theorem 1.3) yields a one sided bound for p 2 . The other side can then be obtained by considering −A 2 (and −A) instead of A 2 . Together they give
Step 6: The bound for p
Lastly, since p ≤ min{1, p 1 + p 2 }, combining the bounds for p 1 , p 2 and then applying inequality min{1, 4e −x } ≤ 2e −x/2 (see Appendix C) complete the proof of Theorem 1.5.
Sub-Gaussian Matrices on Sets
In this section we prove Theorem 1.1 and show that the K √ log K dependence on K is optimal. 
Concentration of Random Vectors
Let X := Ax ∈ R m with x ∈ S n−1 . The isotropic and sub-Gaussian assumption on A now implies X has independent coordinates satisfying EX 2 i = 1 and X i ψ 2 ≤ K. Lemma 5.3 in [20] states that
In other words, Ax 2 has a sub-Gaussian concentration around √ m. It is worth noting that this concentration is independent of the ambient dimension m. We will follow a similar proof idea, but use the new inequalities (Theorem 1.3 and Theorem 1.5) to generalize and refine this result.
Theorem 4.1. Let B be a fixed m × n matrix and let X = (X 1 , . . . , X n ) ∈ R n be a random vector with independent sub-Gaussian coordinates satisfying EX 2 i = 1 and X i ψ 2 ≤ K. If either one of the following conditions further holds:
(a) X is mean zero;
(b) m = n and B is a diagonal matrix.
Then
Proof. The conclusion is trivial if B = 0, so we will assume B is non-zero.
(a) Let A := B T B, then
Note that for α, β, s ≥ 0,
(This readily comes from the inequalities
To bound this probability, we observe that
Combining these two bounds and then using property (b) in Appendix A complete the proof.
(b) We will first use Bernstein's inequality to obtain (14) . Denote b i := B ii the diagonal entries of B, then
For random variables X 2 i − 1, notice that
where the ψ 1 -norm estimate is from property (f) in Appendix A. So by Theorem 1.3 and using the inequality
The rest of the proof is the same as in (a).
Sub-Gaussian Increments Lemma
A key lemma for Theorem 1.1 is to show that the random process Z x := BAx 2 − B F x 2 has sub-Gaussian increments. That is, Z x − Z y ψ 2 ≤ M x − y 2 for some M and for all x, y ∈ R n . Theorem 1.3 in [20] showed sub-Gaussian increments for B = I m with M = CK 2 . Here we improve and generalize this result to any B with M = CK √ log K B . The K √ log K factor is in fact optimal as suggested by Proposition 4.5 in Section 4.4. We will prove two versions of the sub-Gaussian increment lemma. The first one (Lemma 4.2) is for arbitrary B, but require the random matrix A to be mean zero. The second one (Lemma 4.3) is only for diagonal B, but does not require zero mean from A.
For Lemma 4.2 below, the beginning of the proof follows the argument in [20] , except we will use Theorem 4.1 for better tail bounds. Later on in the proof, we will use a different approach to bound one of the tail probabilities (i.e. p 3 ) through the new Hanson-Wright inequality (Theorem 1.5).
Lemma 4.2. Let B ∈ R l×m be a fixed matrix and let A ∈ R m×n be a mean zero, isotropic and sub-Gaussian matrix with sub-Gaussian parameter K. Then the random process
Proof. The statement is invariant under scaling for B. So without loss of generality, we will assume B has operator norm B = 1.
Step 1: Show sub-Gaussian increments for x, y ∈ S n−1 on the unit sphere Without loss of generality, assume x = y and define
We need to bound this tail probability by a Gaussian whose standard deviation is the order of K √ log K. Consider the following two cases:
• s ≥ 2 B F . Denote u := x−y x−y 2 and by triangle inequality we have
where p 2 and p 3 denote the first and second summand respectively.
Next we derive bounds for p 1 , p 2 and p 3 .
Bound for p 1
From s ≥ 2 B F we have
Applying Theorem 4.1 to the random vector Au we get
Bound for p 2
Applying Theorem 4.1 to the random vector Ax and note that B F > 1 2 s, we get
Bound for p 3
Denote u := x−y x−y 2 and v := x + y, then u, v = 0 since x 2 = y 2 = 1. We can write Z as
Notice that
Let us also denote X w := Aw for w ∈ R n , then from EX w X T w = w 2 2 I n we have
Thus we can further write Z as
where the second equality uses the fact that Z is mean zero and in the last equality Y w := BX w 2 2 − E BX w 2 2 . Therefore
We will bound p 4 , p 5 and p 6 through the new Hanson-Wright inequality (Theorem 1.5).
For any non-zero vector w, definew := w w 2 . It is easy to see that X w = w 2 Xw and Y w = w 2 2 Yw. Also note that
so by Theorem 1.5 we have
Now we apply Equation (15) to p 4 , p 5 and p 6 .
• For p 4 . Since s < 2 B F and u + v 2 = 1 + v 2 2 ∈ [1, √ 5), we can conclude that
and therefore
).
• For p 5 . Notice that u 2 = 1 and 1 − 1
• For p 6 . If v = 0 (i.e. x = −y), then p 6 = P(0 > 0) = 0. Now assume v = 0, then by (15) we have
Putting everything together -the bound for p So far we have showed that
where p i ≤ 2 exp( −cs 2 K 2 log K ) for some absolute constant c and 1 ≤ i ≤ 6. Note p ≤ 1 and the inequality min{1, 8e −x } ≤ 2e −x/3 (see Appendix C), we get
Step 2: Show sub-Gaussian increments for all x and y Without loss of generality, we can assume x 1 = 1 and y 2 ≥ 1. Letȳ := y y 2 be the projection of y onto unit ball, then by triangle inequality,
Here R 1 it is bounded by CK √ log K x −ȳ 2 since x,ȳ ∈ S n−1 , and
where the first equality uses Z y = y 2 Zȳ, the second equality is true since y 2 − 1 = y −ȳ 2 and the last inequality follows from Theorem 4.1. Combining these bounds we get
Finally, note that x 2 = 1, so by non-expansiveness of projection, x −ȳ 2 ≤ x − y 2 , and by definition of projection, y −ȳ 2 ≤ y − x 2 . This completes the proof.
Next we show the second version of sub-Gaussian increment lemma, which requires B to be diagonal and does not need A to be mean zero. The proof is mostly the same as Lemma 4.2, so we will only highlight the differences. Lemma 4.3. Let B ∈ R l×m be a fixed diagonal matrix and let A ∈ R m×n be a isotropic, sub-Gaussian matrix with sub-Gaussian parameter K, then the random process
Proof. If B is not a square matrix, we can always add m − l rows of zeros to B (when l < m) or remove the last l − m rows of zeros from B (when l > m). This will turn B into a m × m square matrix without changing the values of BAx 2 , B F and B . So without loss of generality, we can assume B is a square matrix. Also without loss of generality, we can further assume B = 1 since the conclusion is invariant under scaling for B. Recall that
Here we used x 2 = y 2 = u 2 = 1, v 2 ≤ 2, and that A i is isotropic. Furthermore, from property (d) in Appendix A we have
Therefore by Theorem 1.3 and note that
Since 0 < s < 2 B F , we get
Proof of Theorem 1.1
Theorem 1.1 follows form the sub-Gaussian increments lemmas and Talagrand's Majorizing Measure Theorem. Let us first recall the Majorizing Measure Theorem. The following statement is from [20] .
Theorem 4.4 (Majorizing Measure Theorem). Let (Z x ) x∈T be a random process on a bounded set T ⊂ R n . Assume that the process has sub-Gaussian increments, that is there exists
where g ∼ Normal(0, I n ). Moreover, for any u ≥ 0, the event 
For the expectation bound, take an arbitrary y ∈ T , then from triangle inequality we have
Using Lemma 4.2 and Theorem 4.4 (Majorizing Measure Theorem), we get
Using property (e) in Appendix A and Lemma 4.2, we get
Therefore E sup x∈T |Z x | ≤ CK √ log K B (w(T ) + rad(T )). For the high probability bound, fix an arbitrary y ∈ T and use triangle inequality again to get holds with probability at least 1 − 2e −u 2 . Combining these yields the desired high probability bound. Finally, when B is a diagonal matrix and A is not necessarily mean zero, we can repeat the above argument with Lemma 4.3 instead of Lemma 4.2. This completes the proof.
An Example for Lower Bound
Here we use scaled Bernoulli random variables to demonstrate that the K √ log K factor in Theorem 1.1 is optimal in general.
Proposition 4.5. Let K ≥ 3 and X = (X 1 , . . . , X m ) ∈ R m be a random vector with independent coordinates such that 1 K 2 log K X 2 i ∼ Bernoulli 1 K 2 log K , then X i ψ 2 ≤ K, and for m ≥ K 2 log K,
for some absolute constant c > 1 5 .
Note that the expected number of non-zero coordinates for X is m K 2 log K , so m ≥ K 2 log K essentially says X is non-zero in expectation, which is a mild assumption. For the proof of Proposition 4.5, we will need the following lower bound (see [26, Lemma 4.7.2] ) about Binomial distributions.
Here D(x y) is the Kullback-Leibler divergence between two Bernoulli distributions with parameters x and y respectively given by
Moreover, for 0 < y < x < 1,
Proof of Proposition 4.5. X i ψ 2 ≤ K follows directly from definition since
Let λ > 0, Z := X 2 − √ m and L 2 := K 2 log K, with a change of variable s = λt/L 2 we have
To show (16) , we need to find a λ such that E exp(λZ 2 /L 2 ) > 2. So by a change of variable t = v 2 L 2 , it suffices to show I := 2λ ∞ 0 P(|Z| ≥ vL) ve λv 2 dv > 1 for some λ > 0.
Let
So by (17) we have
exp(−λ 0 α 2 + λv 2 )dv with λ 0 := 9 log 9. Here the second inequality uses 2v/β v ≥ 1 on the interval of integration, and the last inequality holds because
Take λ = λ 0 we get
This proves (16) with c = 1/ √ λ 0 ≈ 0.22.
Applications

Johnson-Lindenstrauss Lemma
One immediate application of our result is a guarantee for all isotropic and sub-Gaussian matrices as Johnson-Lindenstrauss (JL) embeddings for dimension reduction. We state this JL lemma below. It follows directly form Theorem 4.1.
Lemma 5.1. Let A ∈ R m×n be an isotropic and sub-Gaussian matrix with sub-Gaussian parameter
then for any x, y ∈ R n , with probability at least 1 − δ we have
Proof. By scaling we can assume x − y 2 = 1. By Theorem 4.1 (with B = I m ) we have
the result then follows from property (a) in Appendix A.
It is known that the dependence on ε and δ in (19) is optimal for linear mappings [19] . Based on the example in Proposition 4.5, we can further show that (see Appendix B) the dependence on sub-Gaussian parameter K here is also optimal for small ε, δ. Similar results to Lemma 5.1 have appeared in [8, 22] , but to the best of our knowledge, the previous known dependence on K was K 4 .
Randomized Sketches
Randomized sketching provide a method for approximating convex programs [25, 35] . In essence, a randomized sketch reduces the dimension of the original optimization problem through random projections, which can be beneficial in both computational time and memory storage. Following the problem formulation and ideas in [25] , consider convex program in the form of
where B ∈ R n×d , y ∈ R d and C ⊂ R d is some convex set. Let A ∈ R m×n be an isotropic and sub-Gaussian matrix and solve instead the convex program
This is called the "sketched problem". It reduce the dimension from n to m and can be viewed as an approximation to the original problem (20) . Moreover, say a solutionx to the sketched problem (21) is δ-optimal to the original optimal solution x * of (20) if
Pilanci and Wainwright [25] gave a high probability guarantee forx being δ-optimal when m is sufficient large. The following Theorem 5.2 improves the dependence on K in their guarantee from K 4 to K 2 log K. The proof of Theorem 5.2 is also more concise thanks to the tools we have developed.
Theorem 5.2 (δ-optimal guarantee). Let A be an isotropic and sub-Gaussian matrix with sub-Gaussian parameter K. For any δ ∈ (0, 1), if
then a solutionx to the sketched problem as given in (21) is δ-optimal with probability at least 1 − c 1 e −c 2 mδ 2 /(K 2 log K) . Here c 0 , c 1 , c 2 are absolute constants and T is the tangent cone of C at optimum x * , given by
where clconv denotes the closed convex hull.
We will use an argument similar to [25] to prove Theorem 5.2. First let us state a deterministic result that says δ-optimality can be obtained by controlling two quantities. Lemma 5.3 (Lemma 1 [25] ). For any sketching matrix A ∈ R m×n , let
where T is the tangent cone of C at x * and u ∈ S n−1 is an arbitrarily fixed vector. Then
Next we show a technical Lemma that will be helpful when estimating Z 1 and Z 2 .
Lemma 5.4. Let A be an isotropic and sub-Gaussian matrix with sub-Gaussian parameter K, and let T ⊂ R n be a set with radius rad(T ) ≤ 2, then there exists absolute constants C and c such that for any δ ∈ (0, 1),
holds with probability at least 1 − 3e −cmδ 2 /(K 2 log K) provided m ≥ CK 2 log Kw 2 (T )/δ 2 .
Proof. Denote L := K √ log K. By Corollary 1.2 we have
with probability at least 1 − 3e −u 2 for some absolute constant C 0 .
holds with probability at least 1 − 3e −mδ 2 0 /(9C 2 0 L 2 ) . On this event,
Proof of Theorem 5.2. We wish to control the ratio Z 2 /Z 1 in sight of Lemma 5.3. By Lemma 5.4, if m ≥ CK 2 log Kw 2 (T )/δ 2 , then
Let T := BT ∩ S n−1 and Q : 
By the properties of Gaussian width, we claim that w = w(T ). In fact,
Combining the bounds for Z 1 and Z 2 we have
with probability at least 1 − 12e −cmδ 2 /(K 2 log K) . This completes the proof.
Favorable Landscape for Blind Demodulation with Generative Priors
In this section, we give a concrete example where the improvement on the sub-Gaussian parameter K can be important through blind demodulation with generative priors. Blind demodulation aims to recover two signals x 0 , y 0 ∈ R l from observation z 0 = x 0 • y 0 , where • denotes componentwise multiplication. Due to the inherent nature of ambiguity of the solutions from z 0 , one usually assume that the signals come with some structure. A traditional way to model this structure is through a sparsity prior with respect to a basis such as wavelet or the Discrete Cosine Transform basis in case the signals are images.
On the other hand, with recent development in deep learning, the generative adversarial network (GAN) is turning out to be very effective in generating realistic synthetic images, which naturally indicates that we may model a certain type of image signals as outputs of GAN. Especially in the inverse problems like compressed sensing, phase retrieval including this blind demodulation, practitioners have observed an order of magnitude sample (observation) complexity improvement over the sparsity prior [5, 12, 21] .
This alternative model is called the generative prior and as a consequence is becoming a new promising model for modern signal processing [5, [10] [11] [12] . In Hand and Joshi [10] , the authors provide a global landscape guarantee for blind demodulation problem with generative priors and they applied our Bernstein's inequality in their proof.
With generative priors, unknown signals x 0 , y 0 are assumed to be in the range of two generative neural networks G (1) and G (2) respectively. More precisely, G (1) : R n → R l is a d-layer network, G (2) : R p → R l is a s-layer network and they can be written as
where relu is the Rectified Linear Unit activation function given by relu(x) = max{x, 0} and W
i , W
(2) j for i ∈ {1, . . . , d} and j ∈ {1, . . . , s} are weight matrices. The weight matrices are normally obtained in the training process of the networks but the empirical evidence in [4] suggests that they behave a "random-like" quantity . Based on this phenomenon, the authors of [10] made the following additional assumptions on the networks G (1) and G (2) to facilitate analysis further: A1. The weight matrices are random Gaussian matrices.
A2. The dimension of each layer increases at least logarithmically.
A3. The last layer dimension l satisfies, up to log factors, l n 2 + p 2 .
The signals can then be recovered by finding their latent codes h 0 ∈ R n and m 0 ∈ R p such that x 0 = G (1) (h 0 ) and y 0 = G (2) (m 0 ). This leads to the following empirical risk minimization program:
Note that there is a scaling ambiguity in this problem since it does not distinguish points on curve {(ch, 1 c m) : c > 0} for any given (h, m), thus one can only hope to find the solution curve {(ch 0 , 1 c m 0 ) : c > 0}. The authors in [10] showed that under assumptions A1-A3, two conditions that are called the Weight Distributed Condition (WDC) and the joint-WDC are met. These conditions guarantee a favorable landscape for the objective function f (h, m), namely f has a descent direction at all points outside of a small neighborhood of four curves containing the solution.
One of the important ingredients in their proof is concentration bounds for singular values of random matrices. When they showed that the joint-WDC condition is satisfied by concentration argument, they were able to improve the requirement in assumption A3 from, up to log factors, l n 3 + p 3 to l n 2 + p 2 . Such improvement is made possible by our new Bernstein's inequality with refined sub-exponential parameter dependence. This n 2 + p 2 sample complexity matches the one in the previous recovery guarantees with sparsity prior (in which case n and p denotes the sparsity levels), but potentially better since the latent code dimension is oftentimes smaller than a sparsity level with respect to a particular basis.
See Theorem 2, Theorem 5, Lemma 8, and Lemma 9 in [10] for more details.
Conclusion
In this article, we proved the optimal concentration bound for sub-Gaussian random matrices on sets. Namely, with high probability,
where B ∈ R l×m is an arbitrary matrix, A ∈ R m×n is an (mean zero) isotropic and sub-Gaussian random matrix, T ∈ R n is the set, K is the sub-Gaussian parameter of A, sr(B) is the stable rank of B, w(T ) is the gaussian width of T and rad(T ) := sup y∈T y 2 . Compared to the previous work in [20] , this result generalizes by allowing an arbitrary matrix B while improves the dependency on the sub-Gaussian parameter from K 2 to the optimal K √ log K. Consequently, this can lead to a tighter concentration bound even in the cases where the sub-Gaussian matrix BA have correlated rows. It is also worth noting that dependence on w(T ) + rad(T ) is optimal in general as well.
We also proved, under extra moment conditions, a new Bernstein type inequality and a new Hanson-Wright inequality. The extra conditions here are bounded first absolute moment (e.g. E|Y i | ≤ 2) for Bernstein's inequality and bounded second moment (e.g. EX 2 i = 1) for Hanson-Wright inequality. In many cases, these conditions can be easily met -for example, they are implied by the isotropic condition of random variables or vectors. In general, both of our new inequalities give improved tail bounds in the sub-Gaussian regime, which is the regime of interest in many applications as demonstrated in Section 5. A Properties of ψ α -Norm Proposition A.1. Let X, Y be random variables and let α ≥ 1.
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(a) If X ψα ≤ K < ∞, then P(|X| ≥ t) ≤ 2 exp(−t α /K α ) for all t ≥ 0;
(b) If P(|X| ≥ t) ≤ 2 exp(−t α /K α ) for all t ≥ 0 and some K > 0, then X ψα ≤ √ 3K;
(c) X p ψα = X p ψpα for all p ≥ 1. In particular, X 2 ψ 1 = X 2 ψ 2 ;
(d) XY ψα ≤ X ψpα Y ψqα for p, q ∈ (1, ∞) such that 1 p + 1 q = 1. In particular, XY ψ 1 ≤ X ψ 2 Y ψ 2 ;
(e) E|X| p ≤ Cp (f) X − EX ψα ≤ C X ψα for some absolute constant C ≤ 7;
(g) X ψα ≤ C X ψ β for all β ≥ α and some absolute constant C ≤ 3.
In particular, properties (a) and (b) implies that a random variable is sub-Gaussian (or subexponential) if and only if its tail probability is bounded by a Gaussian (or exponential) random variable. Properties (c) and (d) tell us if X and Y are both sub-Gaussian, then X 2 , Y 2 and XY are all sub-exponential. Property (e) tells us for p ≥ 1, all p-th moments of X exist whenever X ψα is finite. Property (f) tells us we can always center random variables without changing their ψ α -norm up to a constant factor. Property (g) tells us all sub-Gaussian random variables are also sub-exponential random variables. P(|X| ≥ t) = P e X α /K α ≥ e t α /K α ≤ exp(−t α /K α )Ee X α /K α ≤ 2 exp(−t α /K α ). Since δ < 1 5 , this implies m ≥ c 0 L 2 for some absolute constant c 0 .
Proof of Proposition
C A Few Inequalities
Here we list and prove the non-standard inequalities used in our proofs.
(a) e x ≤ x + cosh(2x) for all x ∈ R. Taking exponential we get αe −x < 2 exp(− x log 2 log α ).
