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Let E be an ordered Banach space and A a continuous operator mapping 
some bounded order interval [v, w] C E into itself. This paper is concerned 
with the number of fixed points of A on [v, w]. There are given conditions on 
A and the ordering which guarantee the existence of no fixed point, precisely 
one, two, and more than two, distinct fixed points. The nonexistence and 
uniqueness theorems are completely elementary. The multiplicity results are 
based on the fixed-point index for a-set contractions. All of these results have 
apphcations to nonlinear integral equations and to mildly nonlinear elliptic 
boundary-value problems. 
Let y : R + R be a continuous function which, for some 01, fi E R, 
01 < 8, satisfies F(N) > CY and v(p) < /3. Then, as an immediate 
consequence of the intermediate value theorem, g, has at least one 
fixed point in (01, /I). Suppose now, we can find a second interval 
[y, 61 C R with /3 < y such that v(y) > y and ~(6) < 6 then, by the 
same argument, there exists at least one fixed point in the interior 
of each of the intervals Zi = [01, p], Z2 = [/3,7-j, 1, = [y, 61. Suppose 
now in addition that g, is nondecreasing. Then we find a fundamental 
difference in the behavior of g, on the intervals II , 1, compared with 
its behavior on I, . In fact, g, maps each of I1 and I, into itself, but this 
is not true for the middle interval I, . Hence we can deduce the exist- 
ence of fixed points in each of Zr and Z3 also by Brouwer’s fixed-point 
theorem. This method generalizes to nonlinear operator equations 
in infinite-dimensional spaces, but by this method one does not obtain 
the “middle” fixed point. 
Consider now the equivalent problem of finding zeros of the func- 
tion # : R + R defined by z,!~(f) = 5 - p’( 5) and suppose for con- 
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venience that J/J is differentiable and has only simple zeros. Then it is 
obvious that on each interval Zi , j = 1, 2, 3, $ must have an odd 
number of zeros. Moreover, if we take an algebraic count of the 
number of zeros, i.e., a zero to has the value + 1 if #‘(to) > 0 and the 
value -1 otherwise, then, denoting by i(Z) the algebraic number of 
zeros in the interval I, obviously i(Zr) = i(Za) = + 1 and i(Z,) = - 1. 
Since on the boundary of the large interval Z = Zr u 1, v 1, the func- 
tion q~ has the same behavior as on the boundary of Zr , we have 
i(Z) = 1. Hence we see that we can compute i(Z,) also indirectly by 
means of the obvious formula 
i(Z,) =i(Z) - i(ZJ - i&J = - 1. c*> 
But the algebraic number i(Z) of zeros of # in 1 is nothing else than the 
one-dimensional version of the Leray-Schauder degree or, more 
generally, of the fixed-point index for nonlinear mappings in Banach 
or even more general spaces. 
The main purpose of this paper is to show that the simple idea 
expressed in (*) can be used to prove the existence of multiple 
solutions for certain classes of nonlinear operator equations. An 
obvious generalization of the one-dimensional setting is obtained by 
replacing the one-dimensional intervals by appropriate closed bounded 
convex sets and by prescribing conditions for the mapping under 
consideration which guarantee that it maps the boundary of these 
sets either into the set itself or into its exterior. This has been done 
earlier. For example Rothe’s fixed-point theorem [27] is an instance 
for a boundary condition of the first type, whereas Krasnosel’skii’s 
theorem “on the expansion of a cone” [13, 141 is an example of the 
second type. 
Conditions of this type have the advantage that they can be handled 
relatively easily in the abstract setting. However, in nontrivial practical 
problems, e.g., in differential or integral equations, it is very difficult, 
if not impossible, to verify these conditions. The papers of Laetsch [ 18, 
191 where Krasnosel’skii’s theorem on the expansion of a cone has 
been used to prove the existence of multiple solutions for a class of 
two-point boundary-value problems, give an idea of the difficulties 
one has in establishing the necessary a priori bounds. 
We remark in passing that, although the proof of Krasnosel’skii’s 
theorem in his book [14] does not indicate it, this theorem really 
belongs to the class of problems which can be studied by degree 
theory. This has been remarked by Krasnosel’skii [13] in the case 
where the cone has nonempty interior. Recently, Hamilton [lo] and 
348 AMANN 
Nussbaum (private communication) have given proofs for this 
theorem and even more general versions of it by means of index 
calculations. 
Another more straightforward generalization of the one-dimensional 
problem is obtained by replacing the one-dimensional intervals by 
order intervals in a suitable ordered Banach space and to impose 
conditions on the nonlinear mapping at the “end points” of such an 
interval. This has the great advantage that in practical problems one 
has to verify these conditions at two points only, which obviously is a 
much easier problem than to verify conditions on the whole boundary 
of a ball, say. On the other hand, in this case it is more difficult to 
treat the abstract problem since the two “end points” do not compose 
all of the boundary of such an order interval. However, we shall 
show that, under appropriate conditions on the mappings, it is 
possible to prove results which are straightforward generalizations of 
the one-dimensional case. 
As already mentioned, the appropriate tool is degree theory which 
provides us with a generalization of the basic formula (*). However, 
since in general an order interval has empty interior, the classical 
Leray-Schauder degree does not apply immediately and we need a 
more general tool, namely the fixed-point index as developed by 
Leray, Browder, Nussbaum and others. The most far-reaching 
generalization of the classical fixed-point index has been given recently 
by Nussbaum [23, 241, namely, for the class of strict set contractions, 
a class of nonlinear mappings which contains in particular the class of 
completely continuous mappings. Hence it is natural to consider the 
general class of strict set contractions although, for the moment, we 
are only interested in applications to equations involving completely 
continuous operators. Since the theory of strict set contractions has 
already had applications to functional-differential equations (e.g., 
[4, 251) it can be hoped that the general results proved in this paper 
will be applicable to problems of this type also. 
In the first section we begin with a few definitions which are 
necessary to state our main results. Since the general theorems proved 
in Sections 3 and 4 become particularly simple for the class of 
Hammerstein equations we shall then state the main results for equa- 
tions of this type. Hammerstein equations are closely related to 
nonlinear boundary-value problems and in the remaining part of the 
first section we give applications of the general theory to nonlinear 
boundary-value problems for elliptic partial differential equations. 
In the second section the necessary tools are collected and fixed- 
point theorems for strict set contractions are proved. The following 
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section studies strict set contractions in ordered Banach spaces and it 
contains the proof of the general multiplicity theorem. These multi- 
plicity results are supplemented by uniqueness and nonexistence 
theorems which are studied in Section 4. It should be mentioned that 
these uniqueness and nonexistence results are again straightforward 
generalizations of trivial one-dimensional results. The last section 
finally contains the proof of the results on Hammerstein and on 
partial differential equations given in the first paragraph. 
For simplicity we restrict our consideration to real Banach spaces. 
The complex case can be dealt with by complexification. Moreover, 
it is easily seen that some of the results are true in arbitrary topological 
linear spaces. 
1. DEFINITIONS AND STATEMENT OF THE MAIN RESULTS 
Let E be a real topological linear space. A subset C of E is called a 
cone if C is closed, convex, invariant under multiplication by elements 
of R, = [0, CD), and if C n (- C) = (O}. Each cone induces a 
partial ordering in E through the rule u > TJ if and only if u - v E C. 
This ordering is antisymmetric, reflexive, transitive, compatible with 
the linear structure, i.e., OL E R, and u > 0 imply OIU 3 0 and, for every 
w E E, u >, v implies u + w > v + w, and the ordering is compatible 
with the topology, i.e., ui > 0, uj ---t U, implies u >, 0. 
On the other hand, let E be a topological linear space with an 
ordering < which is compatible with the linear structure and with 
the topology. Then the set P E {u E E 1 u 3 O> is a cone in E, the 
positive cone, and this cone induces the given partial ordering on E. 
Hence, an ordered normed linear space (ordered Banach space) with 
positive cone P is a normed linear space (Banach space) together with a 
partial ordering which is induced by a given cone P. 
Let E be an ordered normed linear space with positive cone P. We 
shall write u > 0 if u E P\(O) = pp. For every U, v E E with u < v, 
we denote by [u, v] the order intervaf defined by 
Every order interval is obviously a closed convex subset of E. How- 
ever, in general an order interval will not be bounded. 
A cone C is called generating if E = C - C and C is called normal 
if there exists a 6 > 0 such that, for all U, v E C, 
II 24 + v II 3 6 max(ll 24 II, II v II). 
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If P is a normal cone then every order interval is bounded (e.g., 
[II, 291). 
Let E, and E, be ordered normed linear spaces with positive cones 
PI and Pz , respectively. A linear operator T : E1 -+ E, is called 
positive if T # 0 and if TP, C Pz . It is called strictly positive if 
TP, C p, and it is called strongly positive if TP, C Pz , where, in the 
latter case, it is supposed that P2 has nonempty interior pa . A non- 
linear mapping A with domain D(A) in E, and range R(A) in E, is 
called increasing if, for all U, u E D(A) with u < v, we have 
A(u) < A(v), and A is called strictly increasing if we have A(u) < A(v). 
Let E, and E, be Banach spaces. A linear mapping K : E, --f E, is 
called compact if it maps bounded sets into compact sets. A nonlinear 
mapping A : D(A) C E, --t E, is called bounded if it maps bounded 
sets into bounded sets, and A is called demicontinuous if it is continuous 
from the strong topology in E, to the weak topology in E, . 
THEOREM A. Let E and E, be ordered Banach spaces and suppose 
the positive cone of E is normal and has nonempty interior. Let K : E, -+ E 
be a compact linear operator which is strongly positive, and let 
F : TV, w] C E -+ E, be a demicontinuous, bounded, strictly increasing 
mapping. Suppose there exist m pairs of elements V~ , wj , j 
with 
v = Vl < w, < v2 < ... < WV,-1 -=c vm < w, = w 
such that, for j = l,..., m, 
vj < -(v,), wj > KqWj). 
Then the Hammerstein equation 
u = KY(u) 
has at least 2m - 1 distinct solutions ul*,..., u&-~ , with 
vuj < u;jq < wi ) j = l,..., m, 
and 
VHl 4z G =G wj 3 j = l,..., m - 1. 
Moreover, in each of the order intervals l5 3 [v~ , euj] there exist a 
minimal solution i+ and a maximal solution 2i, in the sense that every 
solution uj* E lj satisfies iij ,< ui * < rIi . Finally, the minimal solutions 
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?lj and the maximal solutions tij can be computed interatively by means of 
the method 
U k+I = m(“kh k = 0, 1, 2 ,..., (1.2) 
which converges to iii by taking vt , and to tii by taking wi , as initial 
approximations. 
Let E, and E, be ordered normed linear spaces. A mapping 
A : D(A) C E, -+ E, is called concave if, for all U, v E D(A) with 
u < v and for all T E (0, l), the inequality 
A(u + .(v - u)) 3 TA(V) + (1 - ?-) A(u) 
holds, and A is called strictly concave if the strict inequality sign holds. 
A is called convex or strictly convex if ---A is concave or strictly 
concave, respectively. 
Let E be a Banach space and let T : E -+ E be a bounded linear 
operator. Then we denote by r(T) the spectral radius of T, i.e., 
The existence theorem given above is supplemented by the follow- 
ing result on the uniqueness of solutions in the subintervals li . 
THEOREM B. Let the assumptions of Theorem A be satisfied. In 
addition suppose that at least one of the following conditions is satis$ed. 
(a) There exists a strictly positive, bounded, linear operator 
T : E --t E1 such that r(KT) < 1 and such that, for all u, v E li , u < v, 
the inequality 
F(v) -F(u) < T(v - u) 
is satisfied; 
(b) F is strictly concave on li; 
(c) F is strictly convex on lj . 
Then, in each of the subintervals lj , j = l,..., m, the Hammerstein 
equation (I .I) has exactly one solution. 
The assumption that F is strictly increasing can be considerably 
relaxed. In fact, it suffices if F is majorized from above and from below 
by strictly increasing operators. Instead of stating this result in general 
terms we restrict ourselves to an application to nonlinear integral 
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equations. As usual, we denote by C(a) the set of all continuous 
functions on the topological space 52. 
THEOREM C. Let Q be a compact Hausdor# space and let p be a 
regular Bore1 measure on 9. Suppose k E C(Q x Q) and, for every 
(x, y) E Q x Q, k(x, y) > 0. S u PP ose there exist f, fi , fi E C(s2 x R) 
such that, for every (x, 6) E Q x R, 
fi(x, E) a-(4 5) Gfz(x, 4% 
where, for every x E 9, fi(x, *) and fi(x, *) are strictly increasing. Finally 
suppose that there exist positive constants 01, /3 with 
(y * z!-kY s 4x, )44~) < 1, B - $9 j” k(x, Y> 4.4~) > 1, R J) 
and nonnegative real numbers [I < Q < & < **a < yrnW1 < &,, < yl,$ 
such that, for all x E Sz, 
Then the Hammerstein integral equation 
44 = /a w, Y>f(Y, U(Y)) 4(Y), XEQ, 
has at least 2m - 1 distinct solutions. 
This last theorem is closely related to results of Krasnosel’skii and 
Stecenko [15]. H owever, under similar assumptions these authors 
were only able to prove the existence of m solutions. 
For many applications the assumption that the linear operator is 
strongly positive is far too restrictive. For example, it often happens 
that the kernel of an integral operator is nonnegative but not every- 
where positive. Furthermore, many interesting and important 
ordered Banach spaces do not have the property that their positive 
cones have nonempty interior. Perhaps the most important example 
of cones with empty interior is furnished by the cones of p-almost 
everywhere nonnegative functions in the Banach spaces LJQ, p), 
1 < p < CO, where Sz is an open subset of RN and p denotes Lebesgue 
measure. 
However the assumption of strong positivity can be removed by 
imposing a more general hypothesis on the linear operator, namely, 
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the assumption that it is e-positive. Let E1 and E, be ordered normed 
linear spaces with positive cones Pi and P, , resp. A linear operator 
T : El -+ E, is called e-positive if there exists an element e E p, such 
that, for every u E P, , there are numbers CY = 01(u), p = p(u) > 0 
such that 
Obviously, every e-positive linear mapping is strictly positive, and it is 
easily seen that every strongly positive linear operator is e-positive 
for every e E pa . 
Let E be an ordered normed linear space with positive cone P and 
let e E # be given. Then we denote by E, the linear subspace of E 
defined by E, = Unao X[- e, e] and we set P, = P n E, . On E, 
we introduce a new norm 11 * I&, the e-norm, namely, we define Ij * lie 
to be the Minkowski functional of the order interval [- e, e], i.e., for 
every u E E, , 
11 24 /je = inf{A > 0 / - he < 24 < he}. 
In this norm E, is an ordered normed linear space with positive cone 
P, . Moreover, P, is normal and has nonempty interior, namely 
e E 25, . It is easily seen that every e’ E p, gives rise to an equivalent 
e’-norm. Finally, if P is a normal cone, it can be shown that E, is 
continuously imbedded in E, i.e., the e-norm is stronger than the 
original norm of E on the subspace E, . Hence, if (E, Ij * 11) is complete 
then (4. , II * II,) is an ordered Banach space with normal positive 
cone P,, and P, has nonempty interior. In the following, when 
referring to E, , it will always be understood that E, is considered 
with the e-norm. Finally it should be remarked that the Banach 
spaces E and E, are topologically isomorphic if and only if P is a 
normal cone with nonempty interior and e E p (e.g., [I 1, 14, 291). 
THEOREM D. Let E and E, be ordered Banach spaces and suppose 
the positive cone of E is normal. Suppose K : E, -+ E is an e-positive 
linear operator which is compact as a mapping from El into E, . Let 
F : [a, w] C E -+ El be strictly increasing, demicontinuous and bounded, 
and suppose there exist vi , wi , j = l,..., m, with 
such that 
v = Vl < Wl < 82 < *** wj-1 < vj < wj = w 
vi < KF(Vj), wj > Kw4, j = I,..., m. 
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Then the Hammerstein equation (1.1) has at least 2m - 1 distinct 
solutions +*,..., u&U1 with vj < u&, < wj , j = l,..., m and 
v~+~ z& u& z& wj , j = I,..., m - 1. Moreover, the statements of Theo- 
rem A concerning the minimal and maximal solutions are true also and, 
in addition, the iteration method (1.2) converges in the e-norm. 
It will be clear from the more general results proved in the following 
paragraphs that results corresponding to Theorems B and C hold in 
this case also. But rather then formulating these results here we shall 
give applications to nonlinear-elliptic boundary-value problems. In 
this important case we do not need any monotonicity assumption for 
the nonlinear part. 
Let Sz be a bounded domain in real N space, N 2 2, with boundary 
aJ2 belonging to the class C 2+U, 0 < TV < 1. We consider a second- 
order strongly uniformly elliptic differential operator 
with real coefficients ajk , aj , a E Cw(Q) and we assume that a 3 0. 
(Here and in the following we denote by > the ordering which is 
induced by the cone of everywhere-nonnegative functions.) 
Denote by au/+ the directional derivative with respect to an out- 
ward pointing, nowhere tangent, vector field on ZJ of class C1+U. We 
consider boundary operators of the form 
au 
Bu+3,u+Sp, 
where we assume that either p,, = 1 and 6 = 0 (Dirichlet boundary 
operator) or 6 = 1 and ,&I,, E P+‘(&?) (Neumann or regular oblique 
derivative boundary operator). In the latter case we suppose that 
/I,, > 0 and that a and fl,, are not both identically zero. 
Finally, supposef E Cl(Q x R) and denote by F the corresponding 
Nemytskii operator, i.e., for every u : Q+ R, F(u) is defined by 
for all x E 8. 
F(u) (4 = f(X, 44) 
We consider the nonlinear boundary-value problem 
Lu -F(u) in -0, 
Bu=O on SQ, 
(l-3) 
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and we are looking for classical solutions, i.e., solutions which at least 
belong to the class C2(Q) n P(B). A function z, is called a subsolution 
for (1.3) if v E Cz+u(!2) and 
Lv <F(v) in R, 
Bv < 0 on a 
and w is called a supersolution if w E C”+u(.iz) and 
Lw >F(w) in Q, 
Bw>O on ix?. 
A subsolution (supersolution) is called a strict subsolution (strict super- 
solution) if it is not a solution. 
THEOREM E. Let v1 ,..., vu, be strict subsolutions and let w1 ,..., w, 
be strict super-solutions for the boundary-value problem (1.3) such that 
VI < WI < v2 < *** <w,-~<V,<W,. 
Then this boundary-value problem has at least 2m - 1 distinct solutions 
u1* < *-* < UfJ with vr. < z& < wi , j = l,..., m, and 
vi+1 z$ 246 < wi , j = l,..., m - 1. Moreover, in each of the order 
intervals [vi , wi] there exist a minimal solution iii and a maximal solu- 
tion i& . These two solutions coincide rf at least one of the following con- 
ditions is satisfied: 
(a) For every fixed x E 0, f (x, .) is strictly concave on 
Mx), w&)1 ; 
(b) For every$xed x E 0, f (x, *) is strictly convex on [vi(x), wj(x)]; 
(c) There exists a A < A, such that, for all x E 8 and f, 71 with 
$4 G f < 7 < Wj(X), 
f(% 7) - f(x, 59 < +I - 6% 
where A, denotes the principal (i.e., smallest) eigenvalue of the linear 
boundary-value problem 
Lu -Au = 0 in 52, 
Bu = 0 on tX2. 
Next let us consider the case where only one subsolution v and only 
one supersolution w with v < w are known. In this case, by 
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Theorem E, there exists a minimal solution ZI and a maximal solution 
Q in [v, w]. Suppose it is known that u < 6. Then one can show that, in 
general, there exist at least three distinct solutions in [v, w]. In fact 
we have the following 
THEOREM F. Let v be a strict subsolution and let w be a strict super- 
solution for the boundary-value problem (1.3) with v < w. Suppose 
ft E C@(s x R), and suppose the minimal solution u and the maximal 
solution ti in [v, w] are distinct. Then (1.3) has at least three distinct 
solutions u < u* < ti provided each of the boundary-value problems 
LU --ft(-, ui) 24 = 0 in Q, 
Bu = 0 on 852, 
(1.4) 
i = 1, 2, where u1 E u and u2 z zi, has only the trivial solution. 
This theorem, which will be obtained as an application of more 
general results, can also be proved in a more direct way [3] which, 
however, does not generalize. The fact, that the existence of a sub- 
solution v and a supersolution w with v < w implies the existence of a 
minimal and a maximal solution, has been observed independently 
by Shampine [30], Sattinger [28], and the author [2]. However, in 
related problems the notion of sub- and supersolutions have been 
used much earlier and by many different authors. A classical example 
is given by Perron’s existence proof for the Dirichlet problem for 
Laplace’s equation (e.g., Courant and Hilbert [31]). Recently these 
concepts and a degree argument have been used by Choquet-Bruhat 
and Leray [32] to prove a very general existence theorem for quasi- 
linear-elliptic boundary-value problems. 
We shall conclude this sample of applications by a nonexistence 
theorem which shows how the almost trivial general results given in 
Section 4 yield powerful applications. 
THEOREM G. Let f E Cs(Q x R,) with f(*, 0) > 0 be given. Sup- 
pose there exists an everywhere-positive r E F(a) such that, for all 
(x, t) E f2 x R, > 
f(X, E) >f(% 0) + Y(X) ‘5. 
Then, the nonlinear eigenvalue problem 
Lu =/IF(u) in Q, 
Bu = 0 O?Z a, 
(1.5) 
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has no nonnegative solution for any X > X,(r), where h,(r) denotes the 
lowest eigenvalue of 
Lu = hru in Q, 
Bu = 0 on aa. 
(1.6) 
This theorem generalizes Theorem D of [2], where it has been 
assumed that (L, B) is formally self-adjoint. 
2. FIXED-POINT THEOREMS FOR STRICT SET CONTRACTIONS 
Let X be a metric space and let M be a bounded subset of X. 
Then the measure of noncompactness of M, y(M) is defined by 
y(M) = inf{S > 0 1 M can be covered by finitely many subsets of X of 
diameter less or equal to S>. 
Let Xi and Xa be metric spaces. A mapping f : Xi + X, is called 
an a-set contraction if it is continuous and, for every bounded subset 
MC Xi, rz(f(M)) < ql(M), where yi is the measure of non- 
compactness in X, . The mapping f is called a strict set contraction if f 
is an a-set contraction with 01 < 1. 
Let El and E, be Banach spaces and let M be a subset of E, . 
Suppose A : M + E, is an cu-contraction, i.e., for every pair u, v E M, 
// A(u) - A(v)11 < a: // u - v 11 and let C : M--t E, be completely 
continuous, i.e., C is continuous and maps bounded sets into compact 
sets. Then A + C is an a-set contraction. A proof of this fact and 
more general examples of a-set contractions can be found in [24]. 
Nussbaum [24] has shown that the classical fixed-point index can 
be generalized to strict set contractions defined on certain metric 
absolute neighborhood retracts. For our purposes it will suffice to 
consider strict set contractions defined on closed convex subsets of 
Banach spaces. In the following proposition we state the main pro- 
perties of the fixed-point index in a form which is sufficiently general 
for our needs. For the proof and for generalizations we refer to 
Nussbaum’s paper [24]. 
PROPOSITION 2.1. Let X be a closed convex subset of a Banach space 
and let 0 be a bounded open subset of X. Let f : 0 -+ X be a strict set 
contraction which has no Jixed points on 30 E o\O. Then one can 
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define an integer valued function ix(f, 0), the $xed-point index off, 
which has the following properties: 
(1) If ix(f, 0) f 0 then f has a$xedpoint in 0. 
(2) If 0, and 0, are disjoint open subsets of 0 containing all the 
$xedpoints off then ix(f, 0) = ix( f, 0,) + ix( f, 0,). In particular, iff 
has no fixed points, then ix(f, 0) = 0. (Additivity property). 
(3) Let F : 0 x [0, l] + X be a continuous map such that, for 
each 7 E [0, l] and each x E 80, ET(x) = F(x, T) # x. Suppose that each 
F, is an a-set contraction with 01 < 1 and oi independent of r. Finally 
suppose that F(x, .) : [0, l] -+ X is uniformly continuous with respect 
to x E 0. Then 
(Homotopy property). 
(4) Let Oi be bounded open subsets of closed convex subsets Xi of 
Banach spaces E$, i = 1, 2, respectively. Suppose fl : O1 --f X, and 
fi : 8, --+ X, are 01~ and cu,-set contractions, respectively, with q01~ < 1. 
Finally suppose that fi o f2 has no fixed points on a( f ;l(O,)). Then 
f2 o fi has no fixed points on a( f :‘(O,)) and 
(Commutativity property). 
(5) Suppose X is compact. Then 
where A denotes the Lefschetz number. (Normalization property). 
We shall need two simple consequences of these properties. The 
proofs are similar to those given by Browder [7] in the case of the 
classical fixed-point index. 
LEMMA 2.2. Let X and X, be closed convex subsets of a Banach 
space E and suppose X C XI . Let 0 be a bounded open subset of X, and 
let f : 0 + X be a strict set contraction with no fixed points on a0. Then 
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Proof. Let j : X -+ X, be the injection map. By the Commutativity 
property 
ix(f, 0 n X) = ix(fo j, 0 n X) = ix(f 0 j, j-‘(O)) = ix,( j 0 f, f-1(0 n X)) 
= ixl(f,f-l(O n X)) = ix,<5 0). Q.E.D. 
LEMMA 2.3. Suppose X and 0 are as in Proposition 2.1 and suppose 
f : 0 ---f X is a constant map with f (0) E 0. Then ix(f, 0) = 1. 
Proof. Denote by X, a bounded closed convex subset of X such 
that 0 CX,. Set X0 = {f (0)) and denote by j : X,, ---f Xi the 
injection mapping. With the uniquely defined mapping g : X1 + X,, 
we have f = j o g 1 0. Hence, by the Additivity property and by 
Lemma 2.2, 
&(f, 0) = ix(j 0 g, 0) = ix,( j 0 g, 0) = &,(i o g, Xl) = ix,( j c’ g, k+KJ). 
Therefore, by the Commutativity property, 
ix(f, o) = ix,<g 0 j, j-l(&)) = &,,M Xd 
Hence, by the Normalization property, 
ix(f, 0) = i&d, X,) = 1. Q.E.D. 
It should be remarked that the proof of Lemma 2.3 is much simpler 
if one considers a more general definition of the index where 0 may 
be an unbounded open subset of X. However, in order to simplify 
the statement of Proposition 2.1, we restricted ourselves to the case of 
bounded open sets. 
After these preparations we are ready for the proof of fixed-point 
theorems. Part of the statement of our first theorem, namely, the fact 
that a strict set contraction mapping a closed bounded convex subset 
of a Banach space into itself has a fixed point, has been proved directly 
by Darbo [8]. H owever, we shall need the fact that the fixed-point 
index is equal to 1. The simple proof is along the lines of Nussbaum’s 
paper [24]. 
THEOREM 1. Let X be a closed bounded convex subset of a Banach 
space E. Let f : X -+ X be a strict set contraction. Then 
WI X) = 1 
and f has a jixed point. 
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Proof. Let x0 E X be arbitrary. Define F: X x [0, l] -+ E by 
qx, T) = ‘f(X) -+ (1 - T) x0 . 
By the convexity of X, F maps X x [0, l] into X. By the boundedness 
off (f is a set contraction) and of X, there exists a positive constant 6 
such that 
Finally, it is easily seen that F is an a-set contraction for some 01 < 1 
which is independent of 7. Hence, by the homotopy property and by 
Lemma 2.3, 
ix(f, X) = &(x0 ) X) = 1. 
The existence of a fixed point follows now from property 1 of the 
fixed-point index. Q.E.D. 
The following simple multiplicity theorem will be the basis for the 
proof of our main results. 
THEOREM 2. Let X be a closed, bounded, convex subset of a Banach 
space. Let Xl ,..., X, , k > 2, be pairwise disjoint, closed, convex subsets 
of X. Let f : X-t X be a strict set contraction and suppose there exist 
open subsets 0, ,..., 0, of X such that f (Xi u 0,) C Xi and that f has 
nojixedpoints on a0, U (Xi\Oi). Then 
ix (f, x\ (J (Xi u 0,)) = - k + 1 
i=l 
and f has at least k + 1 distinct jixed points x, x1 ,.. ., x, with 
xi E Xi n Oi , i = l,..., k, and x E X\&, (Xi u oi). 
Proof. Theorem 1 applied to Xi and f / Xi gives the existence of k 
distinct fixed points xi E Xi , i = l,..., k, hence, by our assumptions 
on Oi , xi E Xi n Oi . 
By the Additivity property of the fixed-point index 
ix f, ( x\(J (Xi u a,,) = ix(f, X) - i ix(f, O,), 
f=l i=l 
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where the assumptions on f imply that x\& (Xi u oi) # O. 
Hence Lemma 2.2 and Theorem 1 imply 
ix (.f, x\() (Xi u Q)) = 1 - i &,(f, oi n Xi) 
i=l id 
= 1 - i &,(f, Xi) = 1 - tz, 
i=l 
where the second equality is a consequence of the Additivity property. 
Since k > 2, the existence of the fixed point x follows. Q.E.D. 
For later references we state explicitly the following special case. 
COROLLARY. Let X be a closed, bounded, convex subset of a Banach 
space and let X, , X, be disjoint, closed, convex subsets of X. Let 
f : X + X be a strict set contraction and suppose there exist open subsets 
0, , 0, of X with 0, C X, . Moreover suppose thatf (X,) C Xi and that 
f has no fixed points on Xi\O, , i = 1,2. Then f has at least 3 distinct 
Jixed points x, x 1, x2 with xi E X, and x E x\(X, u X,). 
3. STRICT SET CONTRACTIONS IN ORDERED BANACH SPACES 
We begin with a slight generalization of strict set contractions. Let 
X be a metric space with measure of noncompactness y. A mapping 
A : X + X is called condensing if it is continuous and, for every 
bounded subset MC X with r(M) > 0, we have r(A(M)) < r(M). 
Obviously, every strict set contraction is condensing. On the other 
hand, Nussbaum [24] has shown that there are condensing maps 
which are not strict set contractions. 
The following fixed-point theorem is a generalization of a well- 
known result for completely continuons maps ] 141. 
THEOREM 3. Let E be an ordered Bana-ch space and suppose 
[v, w] C E is a bounded order interval. Suppose A : [v, w] + E is an 
increasing condensing map which satisJes 
fJ < A($ w >, A(w). 
Then A has at least onefixedpoint. Moreover, there exist a minimal$xed 
point E and maximal Jixed point Ei in the sense that every Jixed point u* 
satisfies in < u* < 6. Finally, the iteration method 
%c+1= &J, k = 0, 1, 2,... (3-l) 
580/1x/3-8 
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conaerges to ii from below if u,, = v and it converges to t2 from above if 
U” = w. 
Proof. Since A is increasing, for an arbitrary u E [v, w] we have 
v < A(v) G A(u) < A(w) < w. Hence A maps [v, w] into itself and 
the iteration procedure (3.1) is well defined. 
Consider the case u0 = v. Then u0 = v < A(v) = ur and, by 
induction, it follows immediately that 
Hence the set M = (ui} C [ v, w] is bounded and M = A(M) u (u,,}. 
Therefore y(A(M)) = r(M) which, by the fact that A is condensing, 
implies y(M) = 0, showing that M is relatively compact. But, since 
the sequence {uj} is nondecreasing, it can have only one limit point zi. 
Therefore Uj t ?i and, by the continuity of A, lim A(ui) = A(G). But 
A&) = uj+l , hence lim A(uj) = lim ui = ?i and u is a fixed point 
ofA. 
Now set v1 = - w and w1 = - v and define A, : [vu1 , wJ --t E by 
A,(u) = - A(- u). Th en A, satisfies all the assumptions of the 
theorem. Therefore, by applying the first part of the proof to A, and 
by rewriting the results in terms of A, one finds that the sequence {ui} 
with u0 = w converges from above to a fixed point u of A. 
Lastly suppose that u * = A(u*) is an arbitrary fixed point in 
[v, w]. Then A maps each of the order intervals [v, u*] and [u*, w] 
into itself. Hence the preceding results apply to these order intervals 
and to the corresponding restrictions of A onto them and we find 
u <u* <zi. Q.E.D. 
We recall that every order interval is bounded provided the positive 
cone is normal. 
The next lemma will be of fundamental importance for the proof 
of our main result. 
LEMMA 3.1. Let E be an ordered Banach space with normal positive 
cone. Let A be a strict set contraction mapping an order interval [v, w] 
into itself. Suppose there exist 
Vl = v < Wl < 212 < **- < W,-l < 0, < w, = w 
such that, for every j = l,..., m, 
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and 
Moreover, suppose there exist open subsets 0, ,..., 0, , O,‘,..., 0,’ of 
[v, w] with Oi C [vj , wi] and Oj’ C [v, wi] such that A has no$xedpoints 
on [vi, wJ\O, and [v, wi]\Oj’, j = l,..., m. Then A has at least 2m - 1 
distinct $xed points q*,..., z.J.$-~ with 
and 
Vj < Ulj-1 < Wj 3 j = l,..., m, 
Vj+l$U~j<Wj, j=l,..., m-l. 
Proof (by induction). Suppose m = 1. Then the existence of a 
fixed point in [v, w] follows immediately from Theorem 1. This proves 
the lemma in this case. 
Suppose now the lemma has been proved for m = 1, 2,..., k - 1, 
and consider the case m = k. Let X E [v, w], Xi = [v, wk--;j and 
x2 = [Vk , w]. Then X1 and X, are disjoint, closed, convex subsets 
of the closed, bounded, convex subset X of E. By assumption, A maps 
each of X, Xi , Xs into itself. Moreover, 0i.i and 0, are open subsets 
of Xi and X, , resp., and A has no fixed points on X,\O;., and 
X,\O, . Hence the corollary to Theorem 2 applies and we obtain in 
particular the existence of fixed points xa E X, = [vk , wk] and 
x E X\(X, u X,), i.e., x satisfies ok 4 x z& wk-i . By induction hypo- 
thesis there exist 2k - 3 fixed points in [v, wk-J with vj < u&.-i < wj, 
j = 1, 2,..., k - 1, and vuj+r Q u& < wj , j = l,..., k - 2. Hence we 
have found 2k - 1 fixed points ui* ,..., u&.-a , u&k-z = x, u&-i = xa 
with the stated properties. Q.E.D. 
Let E be an ordered Banach space with normal positive cone P and 
let e > 0 be fixed. Suppose A maps some order interval [v, w] C E 
into E, . Then, if there exists a fixed point of A, it necessarily belongs 
to [v, w] u E, . Hence it suffices to consider A on this set. In the 
following we denote by [v, w], G [v, w] n E, with the topology 
induced by E, . Moreover, let je : E, + E denote the injection map. 
Then we define A, : [v, w], + E, by 
Let E1 and E, be ordered normed linear spaces with positive cones 
PI and Pz , respectively. A mapping A : D(A) C E1 + ES is called 
e-increasing if there exists an e E pa such that, for every U, v E D(A) 
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with u > U, one can find constants cy. = ar(u, z)), /3 = p(u, ZJ) > 0 with 
me < A(u) - A(v) < pe. 
Suppose Pa has nonempty interior and let u > v imply 
A(u) - A(v) E ps. Then A is called strongly increasing. It follows 
from the trivial fact that every interior point of the positive cone is an 
order unit for the space [ll, 291, that every strongly increasing 
mapping is e-increasing for every e E Is,. In general, every e-increasing 
mapping is strongly increasing with respect to the cone P, . 
After these preparations we are ready for the proof of our principal 
result. 
THEOREM 4. Let E be an ordered Banach space with normal positive 
cone P. Let [et, w] C E be an order interval and suppose, for some e > 0, 
A : [v, w] --t E, such that A, is a strict set contraction. Suppose there 
exist e-increasing condensing maps A, A : [v, w] --t E with R(A), 
R(A) C E, , such that, for all u E [v, w], 
J(u) < A(u) e A(u). 
Suppose there exist v/j , wj , j = l,..., m, with 
v = VI < WI < vs < a*- < wmel < vm < w, = w 
such that 
v < &J(z)>, w > -&,, 
and 
Vj < J(Vj), j = 2 ,..., m, Wj > A(Wj), j = l,..., m - 1. 
Then A has at least 2m - 1 distinct fixed points q*,..., u&+~ , with 
vj < u.& < wj , j = l,.,., m, and vi+1 $ us < wj , j = l,..., m - 1. 
Proof. Set ej = A((v,.) and gj E A(wj), j = l,..., m. Then by the 
fact that A and A are increasing, it follows that A, maps each of the 
order intervals [cr , gj], [cj , ~j] C E, , j = l,..., m, into itself. In 
fact, zj < X(vj) = ej implies cj = J(vj) < d(gj), and similarly, 
ej > A(tj). Hence, for every u E [I , &j], 
and analogously, gj < A,(u) < tj , if u E [cj , gj]. Furthermore, 
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~j=A(wj)<wj<wj+l<~(wj+l)=Ej+l, for j=l,2,...,m-1, 
implies gI < Jr < Q, < **a < &,-r < t?, < t& . Hence, it suffices to 
prove the existence of the open sets of Lemma 3.1. 
It is easily seen that A^ maps each of the intervals [ck , &J, k < j, 
into itself. Hence, by Theorem 3 (considering [e;, , &] as a subset of E), 
in each of these intervals A has a maximal fixed point tij,k . However, 
since the maximal fixed point is necessarily unique, for every 
j = l,..., m, tij,l = 2ij.z = **’ = 2ijsj = tij . Now we claim that every 
fixed point u* of A in [ck, ~j] satisfies U* < aj. Indeed, suppose 
U* E [ck, ~j] and A(u*) = u*. Then U* < A(u*), ~j 3 A(&) and since 
A^ is increasing, A^([u*, .?J) C [u*, ~j]. Hence, again by Theorem 3, 
A^ has a maximal fixed point in [u*, t?j] and it is easily seen that it 
coincides with 2ii. Therefore u* < Gj . Similarly one finds that on 
each of the intervals [z~, &j] the condensing map A has a minimal 
fixed point zzj , and that every fixed point u* of A in [ei , tj] satisfies 
U* >Cj. 
Since A is e-increasing, it follows that, for j = l,..., m - 1, there 
exist 6, > 0 such that 
Ej - Z;j = A(Wj) - A(f2j) > 6je, 
since obviously wj > tij , j = l,..., m - 1. Similarly, there exist 
6j’ > 0 such that 
iij - L;j = J(%j) - J(Wj) > iSj’e, 
fo j = 2,..., m. 
Hence we are in the following situation. The operator A, is a strict 
set contraction mapping each of the order intervals [gr , ~j], [z~ , ~j] C E, 
into itself, where 
Moreover, for every j = l,..., m, there exist zzi, dj E [~j, $J with 
4 < z& such that every fixed point of A, in [?, , $J is already con- 
tained in [Us , G,], and every fixed point of A, in [or , ~j] is already 
contained in [@ I , tij]. Finally there exists E > 0 such that 
22, + ce < Bj , j = l,..., m - 1, 
and 
iYi* - 6e 3 Zj , j = 2,..., m. 
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But these last inequalities show that, for j = l,..., m, 
and 
([zTj , zij] + l [ - e, e]) n [e; ,em] C [& , L$]. 
Hence, since [- e, e] is the unit ball of E, , it follows that there exist 
open subsets 0, ,..., 0, , O,‘,..., 0,’ of [cr , &] such that Oj C [ej , $J, 
Oj’ C [gi , ~j] and such that A, has no fixed points on [i;i , ~~]\Oj and 
[Cl , kj]\Oj’, j = I,..., m. Finally, since P is normal, E, is an ordered 
Banach space with normal positive cone, and the statement follows 
from Lemma 3.1. Q.E.D. 
COROLLARY 1. Let E be an ordered Banach space with normal posi- 
tive cone. Suppose there exists an e > 0 such that A : [v, w] -+ E, is 
e-increasing and such that A, is a strict set contraction. Moreover, sup- 
pose there exist v,=v<w,<v,<~~~~w,~,<v,<w,=w 
such that v < A(v), w > A(w) and 
vi < A(q), j = 2 ,..., m, wj > A(wj), j = l,..., m - 1. 
Then A has at least 2m - 1 distinct $xed points q*,..., uf-I , with 
vi < u&-~ < wj , j = l,..., m, and v~+~ Q us 4 wi , j = l,..., m - 1. 
Furthermore, in each of the order intervals [vi , wj], there exist a minimal 
fixed point tij and a maximal fixed point zij , j = I ,..., m. 
Proof. The first part of the statement follows immediately from 
Theorem 4 by taking A = A^ = A. The second part follows from 
Theorem 3, since A maps each of the order intervals [vj , wj] into 
itself. Q.E.D. 
The statement concerning the minimal and the maximal solution 
can be made more precise. In fact we have the following 
COROLLARY 2. Let the assumptions of Corollary 1 be satisjied. Then 
ui is the minimal fixed point for each of the order intervals [vj , wJ, 
k > j, and ui is the maximal $xed point for each of the order intervals 
[vd , vj], & < j, 8, j = l,..., m. 
Proof. We observe that A maps each of these order intervals into 
itself. Hence, by Theorem 3, in each of these intervals there exists a 
minimal fixed point gjSk and a maximal fixed point tii,l , respectively. 
The statement follows now from the uniqueness of these fixed points. 
Q.E.D. 
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COROLLARY 3. Let E be an ordered Banach space whose positive cone 
is normal and has nonempty interior. Suppose A : [v, w] -+ E is a strict 
set contraction. Suppose there exist strongly increasing condensing maps 
A, A : [v, w] --t E such that,for all u E [v, w], 
J(u) < A(u) < A(u). 
Suppose there exist vj , wj , j = 1,. . ., m, satisfying the conditions of 
Theorem 4. Then the statement of Theorem 4 is true. Moreover, if A itself 
is strongly increasing, then the statements of Corollary 1 and Corollary 2 
are true also. 
Proof. This follows from the fact that E, is topologically iso- 
morphic to E, and since a strongly increasing map is e-increasing for 
every e belonging to the interior of the positive cone. Q.E.D. 
4. UNIQUENESS AND NONEXISTENCE THEOREMS 
Let E be an ordered Banach space and denote by B+(E) the set of 
all positive bounded linear operators on E. An operator T E B+(E) 
is called regularly solvable if, for every v E E, v # 0, that is comparable 
with 0, the inhomogenous equation 
r(T)u-Tu==v (4.1) 
has no positive solution. 
In the following proposition we exhibit a large and important class 
of regularly solvable operators. 
PROPOSITION 4.1. Let E be an ordered Banach space with total 
positive cone P, i.e. E = P - P. Suppose T : E -+ E is e-positive and 
compact. Then T is regularly solvable. 
Proof. It follows from a result of Krein-Rutman [16, Theorem 
6.21 that T has positive spectral radius &, = r(T) and that the dual 
operator T* has a positive continuous eigenfunctional f belonging to 
& , i.e., T*f = h,f, f # 0, and, for all u E P, (f, u) > 0. 
First we shall show that f is in fact strongly positive, i.e., (f, u) > 0 
for all u > 0. Indeed, since T is e-positive TP C E, . Hence, for 
every u e P, 
<f, u) = A,‘( TV, u) = X,l(f, Tu) = X;lf(Tu) (4.2) 
with f, = f 1 E, . Obviously, f, is a positive linear functional on E, , 
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sincef, = 0 would imply (f, u) = 0 f or all u E P, hence by the totality 
of P, f = 0, which is impossible. Since P, has nonempty interior, by 
[16, Corollary 1.41 f,,(v) > 0 f or each ZI E p, , in particular, f,(e) > 1. 
Hence (4.2) and the e-positivity of T imply 
which proves the strong positivity off. 
Now suppose (4.1) holds. Then, by applying f to this equation, we 
obtain 
(f, v> = (Wf, u> - (T*f> u> = 0, 
which is impossible since either (f, u) > 0 or (f, v) < 0. Hence T is 
regularly solvable. Q.E.D. 
The following uniqueness theorem has a simple interpretation 
in the one-dimensional case. Namely, it states that a function 
9 : [.$, r] --t R can have at most one fixed point if its slope is always 
less than one or always greater than one. 
THEOREM 5. Let E be an ordered Banach space and let 
A : [Wl 9 4 --t E be a mapping. Suppose there exists a regularly solvable 
T E B+(E) such that one of the following conditions holds: 
(a) Y(T) < 1 and u < v implies A(v) - A(u) < T(v - u), 
(b) r(T) < 1 and u < v implies A(v) - A(u) < T(v - u), 
(c) r(T) > 1 and u < v implies A(v) - A(u) 3 T(v - u), 
(d) r(T) > 1 and u < v implies A(v) - A(u) > T(v - u). 
Then A cannot have two comparable distinct Jixed points. 
Proof. Suppose uj = A(+), j = 1, 2, and ur < us . Then, since 
us - ur = A(uJ - A(u,), we obtain 
W(u, - 4 -=c W, - 4 
in cases (a) and (b), and we obtain 
r(T) (~2 - ~1) > W, - 4 
in cases (c) and (d). But each of these inequalities contradicts the 
regular solvability of T. Q.E.D. 
The following nonexistence theorem also has a simple geometric 
interpretation in the one-dimensional case. For example, a function 
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v : [t, 71 -+ R cannot have a fixed point if ~(5) > f and if every 
chord joining (.$, q(f)) and (t’, p([‘)), f’ E [f, 71, has slope greater or 
equal to one. 
THEOREM 6. Let E be an ordered Banach space and let 
A : [v, w] C E--t E be a mapping. Suppose there exists a regularly 
solvable T E B+(E) such that one of the following conditions holds: 
(a) r(T) d 1, A(v) < v and, for all u E [v, w], 
A(u) - A(w) < T(u - w), 
(b) r(T) > 1, A(v) > a and, for all u E [v, w], 
A(u) - A(w) 3 T(u - w). 
Then A has no $xed point. 
Proof. Suppose u E [v, w] is a fixed point. Then (a) implies 
r(T)(u - w) < 24 - v < A(u) - A(o) < T(u - w) 
and (b) implies 
r(T) (u - w) > u - w > A(u) - A(w) >, T(u - w). 
But each of these inequalities contradicts the regular solvability of T. 
Q.E.D. 
In the remaining part of this section we shall prove uniqueness and 
nonexistence results under monotonicity assumptions. Let us begin 
with a slight generalization of concavity and convexity in ordered 
spaces. 
Let E be an ordered (normed) linear space. A mapping 
A : [v, w] -+ E is called sublinear (with respect to [v, w]) if, for every 
u E [v, w] and every 7 E [0, I], 
A(w + .(u - w)) - (w + +4(U) - w)) 2 0. 
A is called strictly sublinear if in addition, for u E (v, w] c [v, w]\{v> 
and T E (0, l), the strict inequality sign holds. A is called e-sublinear 
if there exists an e > 0 such that, for every u E (z), w] and every 
7 E (0, l), there exists a 6 = 6(u, -r) > 0 such that 
A(w + ~(u - w)) - (w + 7-(A(u) - w)) >, 6e. 
A is called superlinear, strictly superlinear or e-superlinear if in the 
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above inequalities the inequality signs are reversed and y and S are 
replaced by -y and -S, respectively. 
These definitions have straightforward geometrical interpretations 
in the one-dimensional case. For example, v : [t, 71 -+ R is strictly 
sublinear if y(t) > f and if every ray in the plane through (5, [) 
intersects the graph of v at most once. 
These definitions are closely related to the very restricted (and 
unnatural) notion of a “concave” operator as introduced by 
Krasnosel’skii [ 141. 
Finally, we shall need somewhat stronger notions than strict con- 
cavity and strict convexity. Let E1 and E, be ordered (normed) linear 
spaces. A mapping A : D(A) C E, -+ E, is called e-concave if it is 
concave and if, in addition, there exists an e > 0, e E E, such that, for 
every u, v E D(A) with u < v and every 7 E (0, 1) there exists a 
S = S(u, v, T) > 0 such that 
A(24 + ~(v - 24)) - [A(u) + T(A(~) - A(u))] 3 Se. 
A is called e-convex if ---A is e-concave. 
The notions of sublinearity and concavity are closely related as the 
following Lemma shows. 
LEMMA 4.2. Let E be an ordered (normed) linear space and suppose 
A : [v, w] -+ E, [v, w] C E, satis$es A(v) 2 v. Suppose A is concave, or 
strictly concave, or e-concave. Then A is sublinear, or strictly sublinear, 
or e-sublinear, respectively. An analogous statement holds for convex 
maps provided A(v) < v. 
Proof. If A is concave with A(v) > v then 
,4(v + .(u - v)) > A(v) + T(A(u) - A(v)) 
= (1 - T) A(o) + TA(U) > (1 - T) z, + TA(U) 
which shows that A is sublinear. The remaining statements are proved 
similarly. Q.E.D. 
In general we have the following useful 
LEMMA 4.3. Let E be an ordered (normed) linear space. Suppose 
A : [v, w] C E -+ E is concave, or strictly concave, or e-concave. Then, 
for every u,, E [v, w] the mapping A, : [0, w - uO] --+ E defined by 
A,(u) = A(u, + u) - A(u,) is sublinear, or strictly sublinear, or 
e-sub&near, respectively. A similar result holds for convex maps. 
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Proof. We observe that 
Ao(TU) - TAO(U) = A(u, + 724) - A(u,) - T(A(U, + u) - A(u,)) 
= &II + TU> - [&o) + T(&o + U> - &J))]. 
Hence, since A,(O) = 0, the lemma follows from Lemma 4.2. 
Q.E.D. 
After these preparations we are ready for the proof of uniqueness 
and nonexistence theorems. 
THEOREM 7. Let E be an ordered normed linear space. Suppose 
A : [v, w] C E -+ E is e-sub&near and e-increasing, and suppose there 
exists a constant y > 0 such that 0 < A(v) - v < ye. Then A has at 
most one $xed point in (v, w]. If, however, A(w) > w then A has no 
fixed point in (v, w]. 
Proof. Let u,, be a fixed point in (v, w] and denote by u1 a second 
fixed point in the general case, or set u1 = w if A(w) > w. In any 
case we have A(q) > u1 and we may suppose that u1 & u0 . Hence 
uo - v> ur - v > 0 and there exists a maximal T E R, such that 
u. - v > 7(u1 - v). This is an immediate consequence of the closed- 
ness and the convexity of the positive cone, and of the assumption 
ui $ u. . Obviously, 7 < 1. On the other hand, since A is e-increasing 
and e-sublinear, the relation 
ui - v < A(q) - v = A(q) - A(v) + A(v) - v (4.3) 
implies 
ui - v % Pie + A(v) - v < (A + Y) e (4.4) 
for some pi , y > 0, i = 1, 2. However, in case i = 0, (4.3) is an 
equality, and we obtain 
u. - v > are + A(v) - v > ore 
for some OL > 0. This inequality together with (4.4) implies the exis- 
tence of an 01’ > 0 with u1 - v < OI’(ZL~ - v), which shows that 7 > 0. 
Therefore 1~~ > v + 7(u1 - v) with 0 < 7 < 1 and, since A is 
increasing and e-sublinear, 
u. - v = A(uo) - v > A(v + T(ul - v)) - v > T@(q) - v) + 8e 
> T(U1 - V) + & > (T + 6’) (U1 - V) 
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with some 6’ > 0, where the last inequality is a consequence of (4.4). 
But this contradicts the maximality of 7. Q.E.D. 
THEOREM 8. Let E be an ordered normed linear space. Suppose 
A : [v, w] C E -+ E is e-concave and e-increasing, and suppose A has a 
minimal jixed point. Then A has at most two distinct jixed points. If 
however A(w) > w then A has only one fixed point. 
Proof. Suppose u,, E [v, w] is the minimal fixed point. Then the 
statement follows from Theorem 7 applied to the mapping A,, of 
Lemma 4.3. Q.E.D. 
THEOREM 9. Let E be an ordered normed linear space. Suppose 
A : [v, w] C E -+ E is e-super&ear and e-increasing. Then A cannot 
have two comparablejixedpoints in (v, w]. If, however, A(w) < w, then 
A has no Jixed points in (v, w]. 
Proof. Suppose, either u2 , i = 0, 1, are two comparable fixed 
points with v < us < ur , or if w > A(w), denote by u,, a fixed point in 
(VP WI and set ui = W. In either case ui - v > u,, - v > 0 
and A(u,) < u1 . Denote by 7 the minimal real number with 
u() - v < $241 - v). Obviously, 0 < r < 1. Since A is e-increasing, 
there exists 01 > 0 with 
ae < A(u,) - A(u,) < u1 - u. = u1 - v - (u. - v), 
hence 
ale + (u. - v) < u1 - 0. 
On the other hand, A(v) < v, and therefore, 
u. - v = A(u,) - v < A(u,) - A(v) < Be 
for some fi > 0. Hence 
(1 + &l> (%l - 4 =G 111 - 74 
which implies T < 1. 
Since A is e-superlinear and e-increasing, 
(4.5) 
T(ul - V) 3 T(A(U,) - V) > A(V + T(ul - V)) - V + se 
2 A(v + (u. - v)) - v + Se 
= u. - v + Se > (1 + S’)(u, - v) 
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with some 6’ > 0, where the last inequality follows from (4.5). But 
this contradicts the minimality of T and the theorem follows. 
Q.E.D. 
THEOREM 10. Let E be an ordered normed linear space. Suppose 
A : [v, w] C E + E is e-convex and e-increasing. Then A has at most 
two comparable fixed points. If, however, A(w) < w, then A cannot have 
two comparable jixed points. 
Proof. In the general case suppose A(q) = ui , i = 0, 1,2 and 
uo < Ul < u2 9 and if A(w) < w, suppose A(z+.) = uj , j = 0, 1, with 
u. < ur . Then apply Theorem 8 to the mapping A, of Lemma 4.3 to 
derive a contradiction. Q.E.D. 
Here several remarks are in order, 
Remark 1. Theorems 5-10 are obviously true in an arbitrary 
ordered topological linear space since no use of the norm has been 
made. Moreover, in the general case where nothing about w has been 
supposed, these theorems are also true if D(A) is the “infinite” order 
interval v + P, where P denotes the positive cone. 
Remark 2. We observe that the result for the superlinear case is 
much weaker than the corresponding result for the sublinear case 
since Theorem 8 contains only a statement on comparable fixed points. 
This distinction is genuine. In fact, it is known [9] that the nonlinear 
elliptic boundary-value problem 
-Au = e” in 9,) 
u=o on a%? > 
(4.6) 
where Sz, is the ball with radius p and center at the origin of Euclidean 
3-space, can have an arbitrary large number of positive solutions, 
depending on p. [It will follow from the considerations of the following 
section that the boundary-value problem (4.6) is equivalent to a fixed- 
point problem for an e-increasing, e-convex operator in the ordered 
Banach space C(n) with its natural ordering.] 
The techniques used in the proofs of Theorems 7-10 are similar 
to those used by Krasnosel’skii [14]. Similar results for the special 
case of positive solutions for nonlinear elliptic boundary-value 
problems have been proved by Laetsch [ZO, 211. 
By combining the above theorems with the existence theorems 
proved earlier, we obtain “proper” uniqueness theorems. 
5W11l3-9 
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THEOREM 11. Let E be an ordered Banach space and suppose 
[v, w] C E is a bounded order interval. Suppose A : [v, w] -+ E is an 
increasing condensing map with v < A(v) and w > A(w). Then A has 
exactly one Jixed point provided one of the following conditions is satis- 
fied: 
(a) There exists a regularly solvable T E B+(E) such that either 
(a) r(T) < 1 and u < v implies A(v) - A(u) < T(v - u), 
or 
(p) r(T) < 1 and u < v implies A(v) - A(u) < T(v - u). 
(b) A is e-increasing, e-sublinear, and 0 < A(v) - v < ye for some 
y > 0. 
(c) A is e-increasing, e-convex, and A(w) < w. 
Proof. By Theorem 3, A has a minimal fixed point u and a maximal 
fixed point zi. Hence, in case (a), it follows from Theorem 5 that u = 6, 
whereas, in case (b), this equality follows from Theorem 7, and in 
case (c), it is a consequence of Theorem 10. Q.E.D. 
THEOREM 12. Let the hypotheses of Corollary 1 be satisfied. More- 
over, suppose that in each of the order intervals [vi, wJ, j = I,..., m, 
at least one of the assumptions (a)-(c) of Theorem 11 is satisfied. Then A 
has at least 2m - 1 distinct ftxedpoints, where to each of the subintervals 
[Vj , ql,.i = l,..., m, there belongs exactly one fixed point. 
Proof. This is a direct consequence of Corollary 1 and Theorem 10. 
It is obvious how more precise results on the number of distinct 
fixed points can be obtained by combining the uniqueness theorems 
with the existence theorems of Section 3. Hence we do not stop to 
formulate more of these results. 
5. APPLICATIONS TO HAMMERSTEIN EQUATIONS 
AND TO ELLIPTIC BOUNDARY-VALUE PROBLEMS 
The foregoing general results become particularly simple in the 
special case where A is a Hammerstein operator KF. This is a con- 
sequence of the following trivial 
PROPOSITION 5.1. Let E and E, be ordered normed linear spaces. Sup- 
pose K : E, --f E is a linear operator and suppose F : D(F) C E + E, is an 
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arbitrary mapping. Then the Hammerstein operator KF : D(F) C E --f E 
is 
(a) increasing if K is positive and F is increasing, 
(b) e-increasing if K is e-positive and F is strictly increasing, 
(c) e-concave if K is e-positive and F is strictly concave, 
(d) e-convex ;f K is e-positive and F is strictly convex. 
With these observations it is now a simple matter to prove Theo- 
rems A-D. 
Proof of Theorems A and B. As already mentioned earlier, every 
strongly positive linear operator is e-positive for every e E P. 
Our assumptions imply that KF is completely continuous, hence a 
strict set contraction. Therefore Theorem A is an immediate con- 
sequence of Corollary 1. 
Since the operator T of Theorem B is continuous and strictly 
positive, the linear mapping KT is compact and e-positive. Hence, 
since every cone with nonempty interior is total, in fact generating, 
by Proposition 4.1, KT is regularly solvable. But now, Theorem B is 
an immediate consequence of Theorem 12. Q.E.D. 
Proof of Theorem C. Denote by E the ordered Banach space C(Q) 
with its usual ordering, i.e., u < v if and only if, for all x E Sz, 
U(X) < v(x). It is easily seen that the corresponding positive cone P is 
normal. It has nonempty interior and every u E E with U(X) > 0 for all 
x E 9 belongs to P. Denote by K the linear integral operator with 
kernel k, i.e., for every u E E, Ku is defined by 
Then K : E -+ E, it is obviously strongly positive, and it is compact 
(e.g., [12]). Denote by F, FI , F, the Nemytskii operators belonging 
to f, fi , fi , respectively. These operators map E continuously and 
boundedly into itself. Moreover, it is easily seen that FI and F, are 
increasing, and for all u E E, 
Denote by vj , wj the elements of E defined by vi(x) = tj , wj(x) z 7j , 
j = l,..., m. Then vr < wi < v2 < ... < w,-, < v, < w, and, for 
j = l,..., m, 
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and similarly, 
KF,(w,) < wj . 
Now the statement follows from Theorem 4. Q.E.D. 
Proof of Theorem D. Our assumptions imply that KF is a com- 
pletely continuous mapping from [v, w] C E into E, . Hence, since 
the injection map j, : E, + E is continuous, it follows that the 
mapping A, = KF o ( je j [v, w]J is completely continuous in E, . 
Therefore this theorem is an immediate consequence of the general 
results in Sections 3 and 4. Q.E.D. 
Let E be an ordered Banach space whith normal positive cone. 
Suppose the Hammerstein operator KF maps some order interval 
into itself and is e-increasing and completely continuous, say. Then 
we know that the Hammerstein equation u = KF(u) has a minimal 
solution and a maximal solution, and these solutions can be computed 
iteratively. Suppose now it is known that these two solutions are 
distinct. We want to show that then, in general, there exists at least 
one more solution. In other words, the existence of exactly two solu- 
tions is an exceptional case. 
Let E, and E, be Banach spaces. A mapping A : E, -+ E, is called 
G&eaux dazerentiable at us if there exists a bounded linear operator 
F’(u,) : E, -+ E, , the (Gdteaux) derivative at u,, , such that, for all 
v E E, , 
hi T-yA(U, + TV) - A(u,)] = A’(u,) v. 
We begin with the following lemma which is closely related to some 
results of Krasnosel’skii [14, Paragraph 3.31. 
LEMMA 5.2. Let E and E, be ordered Banach spaces with positive 
cones P and P, , respectively. Suppose P is total and PI is generating. Let 
K : E, --+ E be a compact, e-positive, linear operator and let F : E---f E, 
be a map such that, for some uO E E, u,, = KF(u,). Suppose F is G&eaux 
ds#erentiable at u0 with strictly positive derivative F’(u,). Denote by h, 
the spectral radius of T = KF’(u,) and by h, a positive eigenfunction of T 
belonging to X, . Then there exists a r0 > 0 such that, for all 0 < r < 7. , 
A, > 1 implies 
t 
fwuo + The) > uo + 43 , 
m(U, - oh,) < U. - ThO ,
and 
ho < 1 implies -(uo + &i) < uo + Th, , 
=(U, - do) > u. - Th, . 
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Proof. Our assumptions imply that T 3 KF’(u,) : E -+ E is an 
e-positive, compact, linear operator. Hence (compare the proof of 
Proposition 4.1) it follows from results of Krein-Rutman that T has 
positive spectral radius. Moreover, the spectral radius A,, is an eigen- 
value of T and there exists an eigenfunction h, E P belonging to A, . 
Since PI is generating and K : E, -+ E is e-positive, it follows 
immediately that K maps El into E, . Hence K : E, -+ E, is a positive 
linear operator and, since PI is generating and P, is normal, it follows 
(e.g., [ll, 291) that K is continuous as a mapping from E, into E, . 
Hence the Hammerstein operator KF is Glteaux differentiable at u0 
with respect to the e-norm. Moreover, since T is e-positive and h, E P, 
there exist a, p > 0 such that 
ale < h,h, = Th, ,< fie. 
In other words, h, is an interior point of P, (with respect to the e-norm). 
Now suppose the conclusion of the lemma is false. Suppose in 
particular that the first inequality is not true. Then there exists a 
sequence ri 4 0 such that 
Wu, + 4,) - (u, + 4,) $ p. 
This implies that each member of the sequence 
T,‘[KF(z+, + qh,,) - IW(u,)] - KF’(u,) h, + (A,, - I) h, 
does not belong to p, therefore in particular not to P, . Hence by 
taking the limit and recalling that A, > 1, we obtain h, $ p, , which is 
a contradiction. The remaining inequalities are proved similarly. 
Q.E.D. 
It should be observed that the assumption that PI is generating 
was only used to prove that K maps all of El into E, and that it is 
continuous considered as a mapping from El into E, . Hence, if we 
assume that K maps El continuously into E, then no assumption on 
PI is needed. This remark will be important for the proof of the follow- 
ing 
THEOREM 13. Let E and E, be ordered Banach spaces and suppose 
the positive cone of E is total and normal. Let K : El ---t E be an e-positive 
linear operator which maps El compactly into E, . Let F : E -+ El be a 
demicontinuous bounded mapping which is strictly increasing on some 
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order interval [v, w] C E. Suppose v < KF(v) and w > KF(w). Then 
the Hammerstein equation 
u = KF(u) (5.1) 
has a minimal solution u and a maximal solution B in [v, w]. Suppose 
ii < 6, and suppose F has strictly positive Gdteaux derivatives F’(uJ at 
u1 3 E and u2 s 12. Finally suppose that 1 is neither an eigenvalue of 
KF’@) nor of KF’(z2). Then (5.1) has at least one solution u* with 
u<u* <ii. 
Proof. We first remark that the normality of the positive cone of E 
implies that the e-norm is stronger than the original norm in E. Hence 
K is also compact as a mapping from E, into E. 
The existence of the minimal solution and the maximal solution is a 
consequence of Corollary 1. We shall show that there exist v’, w’ with 
5 < w’ < v’ < zi and KF(v’) > v’ and KF(w’) < w’. Then the state- 
ment will follow from Corollary 1. 
Since KF is e-increasing on [v, w] we obtain 
ae < ICY(U) - K%(v) < ii - 8, 
and 
de < I@(w) - KF(u) < w - 22 
aYe < KF(d) - KY(U) = ii - ii < /3’e, 
with suitable constants 01, 01’, OI”, p” > 0. Hence there exists or > 0 
such that 
v < ii - T1e < ii < ii + T1e < fi - T1e < ti < fi + T1e < w. (5.2) 
Denote by hi a positive eigenfunction belonging to the spectral 
radius hi of the e-positive, compact, linear operator 
Ti = KF’(ui) : E--f E, i= 1,2. 
Then, for suitable positive constants ‘Y~ , Bi we have 
These inequalities together with (5.2) imply the existence of TV > 0 
such that, for all T E (0, ~a), 
v < ii - Th, < ii < fi + Th, < zi - Th2 < zi < li + Th, < w. 
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Suppose X, > 1. Then, by Lemma 5.2, for sufficiently small T E (0, ~a), 
KF(S - Th,) < ii - Thl . 
By the monotonicity of KF, this inequality implies that KF maps the 
order interval [ZI, u - &zJ into itself. Hence, by Theorem 3, there 
exists at least one fixed point in this interval. But this contradicts 
the minimality of E. Hence h, < 1 and our assumption implies h, < I. 
Now again by Lemma 5.2, for sufficiently small 7 E (0, ~a), 
KF@ + Th,) < u + T-h1 = w’. 
Similarly one shows that there exists V’ with w’ < V’ < G such that 
KF(v’) > v’. As already remarked, the theorem follows now from 
Corollary 1. Q.E.D. 
Remark. For simplicity we have assumed that F maps all of E 
into El. However, it is easily seen that it suffices if F is defined on 
[v, w] and if there exist strictly positive, bounded, linear operators 
Ti : E --+ El such that, for some positive eigenfunctions hi belonging 
to the spectral radii hi of KT, , one has 
li+y T-‘[K.+i + 7hi) - m(q)] = KT,h, , i= 1,2. 
Moreover, Theorem 13 can be generalized as to hold for arbitrary 
e-increasing nonlinear mappings instead for Hammerstein operators 
only. We leave the details to the reader. 
Finally we shall show how these results can be applied to nonlinear 
elliptic boundary-value problems of the form (1.3). For every 
z, E C?(a) we denote by KU the unique solution of the linear boundary- 
value problem 
Lu = v in Sz, 
Bu = 0 on asZ. 
(5.3) 
It is well known (e.g., [l, 5, 6, 17, 221) that K is a bounded linear 
operator mapping C?(D) onto C’“+J$~). Moreover, the maximum 
principle (e.g., [26]) ’ pl im ies that K is a positive linear operator (here 
and in the following all function spaces are endowed with the natural 
ordering induced by the cone of everywhere-nonnegative functions). 
Moreover it follows from the &-estimates of Agmon-Douglis- 
Nirenberg [I] and Browder [5] and from the Sobolev imbedding 
theorems that K has a continuous extension to a linear operator 
(denoted again by K) mapping C(a) into Cl+@‘(a) where p’ E (0, 1) 
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(for a more detailed proof of this fact, see [3]). Since the imbedding of 
Cl+u’(S) in C’(G) is compact it follows that the solution operator K 
maps C(a) compactly into C’(Q). By continuity it follows that 
K : C(Q) --t c’(a) c C(.n) is a positive linear operator. The next 
lemma shows that a better result can be proved. 
LEMMA 5.3. Denote by K the solution operator of the linear boundary- 
value problem (5.3). Then K is an e-positive linear operator in C(Q), 
where e is the unique solution of the linear boundary-value problem 
Le = 1 in Q, 
Be = 0 on aA?. 
Moreover, K maps E G C(Q) compactly into E, . 
Proof. Let v > 0, v E E, be given. We have to show that there 
exist positive numbers 01, p such that 
tie < Kv < flee. (5.4) 
Since K is positive, the right-hand inequality follows immediately 
by taking p = 11 v 11 . It is easily seen that one can find w > 0 belonging 
to C“(Q) with w < v. Hence, again by the positivity of K, it suffices 
to prove the left-hand inequality of (5.4) under the additional assump- 
tion that v E C(Q). Hence suppose v E C(Q) and v > 0. 
First case: 6 = 1 (Neumann or regular oblique derivative bound- 
ary-value problem). In this case it follows from the maximum principle 
that Kv is everywhere on B positive. Hence (5.4) follows immediately. 
Second case: 6 = 0 (Dirichlet boundary-value problem). By con- 
tinuity there exists a closed ball B C J2 of positive radius with V(X) > 0 
for all x E B. Then one can find a vi E C‘(Q) with 0 < vi < v and 
supp(vi) C 8. Hence 0 < ui z Kv, < Kv. By the maximum prin- 
ciple, for every x E Z2, (&/a~) (x) < 0 and (&/a~) (x) < 0, where 
a/& denotes the directional derivative with respect to the outward- 
pointing normal on X2. Hence, by continuity there exists a number 
01~ > 0 such that, for all CY E [0, ai] and all x E Z2, 
2 (241 - me) (x) < 0. 
Therefore, since (ul - oLe) j aQ = 0, by continuity there exists a 
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neighborhood U in $2 of &J such that (ul - ale) (x) > 0 for all 
x E g\asZ. Moreover, since, by the maximum principle, u1 is positive 
at every point of G, we can chose OL > 0 so small that (ui - cue) (x) > 0 
for all x E a\U. This shows that there exists an 01’ > 0 such that 
ol’e < Ku, i.e., K is e-positive. 
Finally we shall show that K maps E -= C(o) compactly into E, . 
If 6 = 1 (Neumann or regular obligue derivative boundary-value 
problem) then e is everywhere positive, hence an interior point of the 
positive cone P of E. Since P is normal, the e-norm is equivalent to 
the maximum norm and the statement follows immediately from the 
fact that K maps E compactly into C’(0) C E. 
Hence we have to consider the case 6 = 0, i.e., the Dirichlet 
problem. In this case, by the above remarks, K maps E compactly 
into Co’(a) = { u E C’(a) 1 u[8Q = 01. Therefore it suffices to show 
that C,,‘(Q) is continuously imbedded in E, . Since, by the maximum 
principle, on every compact subset of ,R, e is bounded below by a 
positive constant and since, for every x E 352, (aej&) (x) < 0, it follows 
by continuity that, for every u E C,‘(a), there exist CII, /3 > 0 with 
---ace < u 6 @e, i.e., C,,‘(0) is a subset of E, . Since convergence in 
the norm of E, as well as in the norm of C,,‘(o) implies pointwise 
convergence, it is easily seen that the injection map from C,,“(0) 
into E, is a closed linear operator. Hence, by the closed graph theorem, 
C,l(@ is continuously imbedded in E, and the statement follows. 
Q.E.D. 
Let v be a subsolution and w be a supersolution of the boundary- 
value problem (1.3) and suppose v < w. Let a 3 min u(x) and 
/3 = max V(X). Then, since f E Cl(D x R), there exists a positive 
number w such that, for all x E ~2 and 4, 17 with 01 < 6 < q < /3, 
f(X, d -“fh 6) > - 477 - 0. 
In other words, for every x E a, the function 5 -+f (x, 5) + wf is 
strictly increasing on the interval [a, ,8]. This implies that the 
Nemytskii operator F,,, defined by 
F,(u) (4 -f(% u(x)) + ,U(X> 
is strictly increasing on the order interval [v, w] C C(a). 
Moreover, the boundary-value problem (1.3) is obviously equivalent 
to the boundary-value problem 
(L + w> u= ~ul@) in 
Bu = 0 on 
Q, 
ai2. (5.5) 
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Furthermore, u is a subsolution (supersolution) of (1.3) if and only 
if it is a subsolution (supersolution) for (5.5). Finally F and F, have 
the same continuity properties and L + o is a differential operator 
of the same type as L. These considerations show that under the stated 
continuity hypotheses we may assume without loss of generality 
that, for every x E 8, f(~, *) is strictly increasing. 
Proof of Theorem E. It is easily seen that the boundary-value 
problem (1.3) is equivalent to the Hammerstein equation u = I@(u) 
in C(D), where K is the solution operator of the linear boundary- 
value problem (5.3). By Lemma 5.3, K : C(a) ---f C(a) is e-positive 
and compact as a mapping from E = C(Q) into E, . The nonlinear 
operator F maps E continuously and boundedly into itself, and by the 
above considerations we may assume that F is strictly increasing on the 
order interval [or , w,J. (A more detailed proof of the equivalence of 
the boundary-value problem and the Hammerstein equation in C(a) 
is given in [3]). 
Let v be an arbitrary subsolution. Then, by definition of K, we 
have 
L(v - $3(v)) < 0 in Sz, 
B(v - ID(v)) ,< 0 on 852, 
hence, by the maximum principle, v < KF(v). Moreover, if ZI is a 
strict subsolution then v < KF(v). Similarly one shows that a strict 
supersolution w satisfies w > KF(w). 
Finally recall that the positive cone of C(a) is normal and has 
nonempty interior, hence it is generating. Then it is easily seen that 
the statements of Theorem E are consequences of the corresponding 
results for general Hammerstein equations. Q.E.D. 
Proof of Theorem F. As in the proof of Theorem E we reduce the 
problem to a Hammerstein equation u = KF(u) in C(D) where, in 
particular, F is strictly increasing. By similar considerations it follows 
that the boundary-value problems (1.4) are equivalent to the linear 
equations u = KF’(uJ U, i = 1, 2, where F’ denotes the Glteaux 
derivative of F [in fact, our assumptions imply that F is FrCchet 
differentiable in C(Q)]. Moreover, since we may assume that, for 
every x E 8, f (x, -) is strictly increasing on the interval [U(X), w(x)], 
it follows that, for every x E s2, fc(., ui) > 0, j = 1, 2. This implies 
that F’(u$) are strictly positive linear operators. Hence the statement 
follows from Theorem 13. Q.E.D. 
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Proof of Theorem G. We denote by T the linear operator in 
E = C(D) defined by 
Tu = Km, u E E. (5.6) 
It follows from Lemma 5.3 and the fact that r is everywhere on 0 
positive, that T is e-positive and compact. Hence, by Proposition 4.1, 
T is regularly solvable. Moreover, the eigenvalue problem Tu = vu 
in E is equivalent to the eigenvalue problem (1.6) for the differential 
equation with v = h- l. By the maximum principle, every eigenvalue 
of (1.6), hence of (5.6), is necessarily positive. As remarked earlier, 
the spectral radius of a compact, e-positive linear operator is an 
eigenvalue. This implies the existence of a lowest eigenvalue ho(r) 
of (I .6). 
As a consequence of (1.5), for every u > 0, u E E, and h > 0, 
XKF(u) - KF(0) > XTu 
and XKF(0) > 0. Hence Theorem G follows from Theorem 6 (com- 
pare Remark 1, Section 5) since h > X,(r) implies r(hT) 2 1. 
Q.E.D. 
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