Spektraltheoretische Untersuchungen von zufälligen Operatoren auf Delone-Mengen by Klassert, Steffen
Spektraltheoretische
Untersuchungen von zufa¨lligen
Operatoren auf Delone-Mengen
DIS SERTAT ION
zur Erlangung des akademischen Grades
Doctor rerum naturalium
(Dr. rer. nat.)
TECHNISCHE UNIVERSITA¨T CHEMNITZ
Fakulta¨t fu¨r Mathematik
vorgelegt von Dipl.-Math. Steffen Klassert
geb. am 16. 03. 1971 in Hanau
Gutachter: Prof. Dr. Peter Stollmann (TU Chemnitz)
JProf. Dr. Daniel Lenz (TU Chemnitz)
Prof. Dr. David Damanik (Rice University Houston, USA)
Tag der Verteidigung: 10. Mai 2007
Verfu¨gbar im MONARCH der TU Chemnitz:
http://archiv.tu-chemnitz.de/pub/2007/0068
Inhaltsverzeichnis
1 Einleitung 5
2 Delone-Mengen und Delone dynamische Systeme 9
2.1 Delone-Mengen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Eine Metrik, die die natu¨rliche Topologie induziert . . . . . . . . . 11
2.3 Delone dynamische Systeme . . . . . . . . . . . . . . . . . . . . . 15
3 Eindimensionale Schro¨dingeroperatoren 19
3.1 Grundlegendes u¨ber eindimensionale Schro¨dingeroperatoren . . . . 19
3.2 Die Weyl-Titchmarsh m-Funktion . . . . . . . . . . . . . . . . . . 23
3.3 Ein Homo¨omorphismus zwischen den Potentialen und den m-
Funktionen auf den Halbachsen . . . . . . . . . . . . . . . . . . . 29
3.4 Der Lyapunov-Exponent und das absolut stetige Spektrum . . . . 37
3.5 Eine Stetigkeit der Abbildung zwischen den Potentialen der nega-
tiven und der positiven Halbachse . . . . . . . . . . . . . . . . . . 41
4 Zufa¨llige Operatoren auf Delone-Mengen, ein kontinuierliches
Modell 45
4.1 Die Homo¨omorphie der Ra¨ume Ω und V (Ω) . . . . . . . . . . . . 47
4.2 Eine Periodizita¨tsbedingung fu¨r minimale Delone dynamische Sy-
steme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Die Abwesenheit von absolut stetigem Spektrum . . . . . . . . . . 57
4.4 Einige Beispiele von zula¨ssigen Potentialen . . . . . . . . . . . . . 58
4.5 Ein Modell mit rein singula¨r stetigem Spektrum . . . . . . . . . . 61
5 Zufa¨llige Operatoren auf Delone-Mengen, ein diskretes Modell 71
5.1 Kompakt getragene Eigenfunktionen und gegenseitige lokale
Transformierbarkeit . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2 U¨ber Unstetigkeiten der integrierten Zustandsdichte von zufa¨lligen
Operatoren auf Delone-Mengen . . . . . . . . . . . . . . . . . . . 75
6 Elliptische Operatoren auf ebenen Pflasterungen, eindeuti-
ge Fortsetzbarkeit fu¨r Eigenfunktionen und nicht positive
3
Kru¨mmung 79
6.1 Elliptische Operatoren auf ebenen Pflasterungen . . . . . . . . . . 80
6.2 Einiges u¨ber die Geometrie ebener Pflasterungen . . . . . . . . . . 83
6.3 Die Abwesenheit kompakt getragener Eigenfunktionen . . . . . . . 88
6.4 U¨ber die Kru¨mmung repetitiver ebener Pflasterungen endlichen Typs 91
6.5 U¨ber die Stabilita¨t der Stetigkeit der integrierten Zustandsdichte
unter Sto¨rungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Thesen 103
4
Kapitel 1
Einleitung
In dieser Arbeit untersuchen wir mathematische Modelle fu¨r Festko¨rper mit sehr
regelma¨ßiger Atomanordnung, die aber nicht die maximal mo¨gliche Regelma¨ßig-
keit, na¨mlich periodische Atomanordnung besitzen. Zur Untersuchung von Ato-
manordnungen in Festko¨rpern wie zum Beispiel Kristallen, wird seit la¨ngerem
die Ro¨ntgenbeugung verwendet. Diese Beugung gibt indirekt Aufschluß u¨ber die
atomare Struktur des untersuchten Festko¨rpers. Weist die atomare Struktur eines
Festko¨rpers gewisse Symmetrien auf, so entsteht ein scharfes Beugungsmuster das
diese Symmetrien erha¨lt.
Bis 1984 ging man davon aus, daß Kristalle die einzigen Festko¨rper sind, die
ein scharfes Beugungsmuster aufweisen. Man nahm an, daß die fu¨r Kristalle u¨bli-
che periodische Atomanordnung und die Entstehung scharfer Beugungsmuster
a¨quivalent sind. Bis 1984 galt also:
Die Atomanordnung eines Festko¨rpers ist periodisch.
⇐⇒
Der Festko¨rper erzeugt ein scharfes Beugungsmuster.
(1.0.1)
Im Jahr 1984 entdeckten Shechtmann, Blech, Gratias und Cahn [42] eine
Metall Legierung, die eine 5-fach Rotationssymmetrie in ihrem Beugungsmuster
aufweist. Solche Symmetrien sind aber aus allgemeinen mathematischen U¨berle-
gungen in periodischen, also gitterartigen Strukturen nicht mo¨glich. Dies zeigte,
daß die A¨quivalenz 1.0.1 von periodischen Atomanordnung und scharfem Beu-
gungsmuster nicht gilt. Da die gefundene Legierung aber ein scharfes Beugungs-
muster erzeugt, muß die atomare Struktur trotzdem sehr regelma¨ßig sein. Solche
aperiodischen Festko¨rper, die ein scharfes Beugungsmuster erzeugen bezeichne-
te man daher als Quasikristalle. Eine genaue Definition eines Quasikristalls ist
allerdings bis heute noch nicht gegeben.
Es stellt sich daher nun die Frage, wie ein aperiodisches Modell mit ’hoher’
Regelma¨ßigkeit aussehen kann. In den vergangenen Jahren kamen hierzu viele
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Vorschla¨ge und es wurden diverse Modelle untersucht. Eine Klasse solcher Mo-
delle sind die repetitiven Modelle. In der vorliegenden Arbeit werden wir uns mit
repetitiven Modellen, denen Delone-Mengen oder Pflasterungen zugrunde liegen
bescha¨ftigen. Es wird sich spa¨ter zeigen, daß diese beiden Modelle unter gewissen
Voraussetzungen a¨quivalent sind. In der Handhabung ist jedoch je nach Situation
das eine, oder das andere Modell praktischer. Es ist daher sinnvoll sich mit beiden
Modellen zu bescha¨ftigen.
Delone-Mengen sind Punktmengen in Rd, deren Punkte einen gleichma¨ßi-
gen Mindest- und Ho¨chstabstand haben. Die Punkte einer Delone-Menge ko¨nnen
zum Beispiel die Atompositionen sehr allgemeiner Festko¨rper modellieren. Sol-
che Delone-Mengen bekommen erheblich mehr Struktur, wenn man Repetitivita¨t
fordert. Repetitive Delone-Mengen sind grob gesagt Delone-Mengen fu¨r die jedes,
in einer endlichen Kugel enthaltenes Punktmuster u¨berall im Raum Rd wieder
auftritt. Diese Regelma¨ßigkeit wollen wir unseren Modellen zugrundelegen. Als
Quasikristalle wollen wir hier Festko¨rper verstehen, deren Atome wie repetitive
Delone-Mengen verteilt sind. Repetitive Delone-Mengen sind also Punktmengen
mit gewisser Regelma¨ßigkeit, die nicht notwendigerweise periodisch sind. Ein oft
behandeltes Beispiel einer solchen aperiodischen repetitiven Delone-Menge sind
die Vertizes der Penrosepflasterung. Als Beispiel fu¨r eine periodische Delone-
Menge ko¨nnen wir den Zd verwenden.
Wir werden in dieser Arbeit das Spektrum einiger Familien von zufa¨lligen
Operatoren untersuchen die zu einem von repetitiven Delone-Mengen erzeugten
dynamischen System assoziiert sind. In all den untersuchten Operatorfamilien
sind die, fu¨r das physikalische Modell wichtigen, Einteilchen Schro¨dingeroperato-
ren enthalten. Die Art des Spektrums dieser Operatoren gibt Aufschluß u¨ber das
Verhalten eines einzelnen Elektrons im Feld der Atomkerne des Quasikristalls.
Wir werden nun einen groben U¨berblick u¨ber die vorliegende Arbeit geben.
Fu¨r genauere Diskussionen sowie fu¨r Definitionen der verwendeten Begriffe sei
auf die jeweiligen Kapitel verwiesen. Der strukturelle Aufbau dieser Arbeit ist
wie folgt. Wir beginnen im Anschluß an diese Einleitung mit einem grundlegen-
den Kapitel u¨ber Delone-Mengen und Delone dynamische Systeme. In diesem
Kapitel wird die, allen hier behandelten Modellen, zugrundeliegende Struktur er-
kla¨rt. Beginnend mit der Definition von Delone-Mengen, werden wir dann eine
Metrik (und damit eine von dieser Metrik induzierte Topologie) auf der Menge der
Delone-Mengen definieren sowie die Konvergenz bezu¨glich dieser Metrik disku-
tieren. Desweiteren werden dynamische Systeme definiert, denen Delone-Mengen
zugrunde liegen. Diese dynamischen Systeme werden wir als Delone dynamische
Systeme bezeichnen. Es werden dann einige, in dieser Arbeit zentralen Begriffe
wie zum Beispiel die Minimalita¨t sowie die Ergodizita¨t solcher Systeme diskutiert
und einige Eigenschaften, die sich daraus ergeben vorgestellt.
Im dritten Kapitel wird es um eindimensionale zufa¨llige Schro¨dingeropera-
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toren gehen. Dieses Kapitel ist, wie das vorige Kapitel grundlegend. Zu Beginn
werden eindimensionale Schro¨dingeroperatoren definiert, sowie einige grundle-
gende Eigenschaften diskutiert. Danach wird es um die Weyl-Titchmarsh m-
Funktion gehen und in wie weit Informationen u¨ber das Spektrum eindimen-
sionaler Schro¨dingeroperatoren in dieser Funktion enthalten sind. Als na¨chstes
betrachten wir eindimensionale Schro¨dingeroperatoren mit einem zufa¨lligem Po-
tential. Das Potential des Operators ist abha¨ngig von einem Zufallsparameter aus
einem bestimmten Wahrscheinlichkeitsraum. Dies fu¨hrt uns dann zu einer ganzen
Familie von Operatoren. In dieser Operatorfamilie sind alle Operatoren enthal-
ten, die mit einem Zufallsparameter aus dem gewa¨hlten Wahrscheinlichkeitsraum
zu realisieren sind. Wir werden sehen, daß es mo¨glich ist den Wahrscheinlichkeits-
raum so zu wa¨hlen, daß das Spektrum der einzelnen Operatoren zumindest fast
sicher unabha¨ngig von dem Zufallsparameter ist. Genauer bedeutet dies, daß das
Wahrscheinlichkeitsmaß ergodisch sein muß. Dieses Resultat von L. Pastur [38]
erlaubt uns Spektraltheorie fu¨r die ganze Operatorfamilie zu betreiben. Deswei-
teren wird der Lyapunov Exponent einer solchen Operatorfamilie eingefu¨hrt und
mit dem absolut stetigen Spektrum der Operatorfamilie in Verbindung gebracht.
Diese Verbindung von Lyapunov Exponent und absolut stetigen Spektrum wurde
von S. Kotani [24] entdeckt und ist fu¨r unsere Untersuchungen wesentlich.
Im vierten Kapitel werden wir eine Familie zufa¨lliger eindimensionaler
Schro¨dingeroperatoren untersuchen, die zu einem minimal ergodischen Delone
dynamischen System assoziiert ist. Der Zufallsparameter ist in diesem Fall die
zugrundeliegende Delone-Menge, die die Atompositionen eines Festko¨rpers mo-
dellieren soll. Dies bedeutet aber, daß sich das Potential mit der Delone-Menge
a¨ndert und es somit an den Zufallsparameter gekoppelt ist. Das Hauptresultat
dieses Kapitels ist die Abwesenheit von absolut stetigem Spektrum fu¨r Opera-
torfamilien die zu einem aperiodischen, minimal ergodischen ergodischen Delone
dynamischen System assoziiert sind und ein bestimmtes zula¨ssiges Potential be-
sitzen. Es werden desweiteren einige Beispiele zula¨ssiger Potentiale diskutiert.
Fu¨r Operatoren, die zu einem speziellen, von einem strikt ergodischen Subshift
erzeugten, Delone dynamischen System assoziiert sind, wird letztlich fast sicher
rein singula¨r stetiges Spektrum gezeigt.
Das fu¨nfte und sechste Kapitel bescha¨ftigen sich nun mit diskreten Model-
len. In Kapitel fu¨nf werden wir fu¨r eine Familien zufa¨lliger diskreter Operatoren
endlicher Reichweite auf strikt ergodischen Delone dynamischen Systemen das
Auftreten von Unstetigkeitsstellen in der integrierten Zustandsdichte der Opera-
toren untersuchen. Wir werden sehen, daß dieses Pha¨nomen von lokaler Natur
ist. Wir zeigen, daß die integrierten Zustandsdichte eines solchen Operators ge-
nau dann unstetig ist, wenn der Operator kompakt getragene Eigenfunktionen
besitzt. Wir werden weiter sehen, daß zu einem beliebigen gegebenen Delone dy-
namischen Systemen ein weiteres Delone dynamisches System existiert, welches
dem Urspru¨nglichen sehr a¨hnlich ist, sodaß der zugeho¨rige Operator kompakt
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getragene Eigenfunktionen besitzt.
In Kapitel sechs werden wir die Existenz kompakt getragener Eigenfunktio-
nen fu¨r bestimmte elliptische Operatoren endlicher Reichweite auf ebenen Pfla-
sterungen genauer Untersuchen. Wir ko¨nnen die Existenz kompakt getragener
Eigenfunktionen ausschließen falls die, diesen Operatoren zugrundeliegende ebe-
ne Pflasterung nicht positive Kru¨mmung besitzt. Desweiteren werden wir zeigen,
daß repetitive ebene Pflasterungen die Kru¨mmung Null haben. Zum Schluß wer-
den wir eine Verbindung zu den in Kapitel fu¨nf behandelten Operatoren herstel-
len. Ausgehend von dem diskreten Laplace Operator werden wir untersuchen, in
wie weit sich durch Addition eines geeigneten Potentials eine kompakt getragene
Eigenfunktion erzeugen la¨ßt. Es wird eine Bedingung an die ebene Pflasterung
angegeben unter der sich kompakt getragene Eigenfunktionen durch Addition ei-
nes geeigneten Potentials erzeugen lassen. Unter Verwendung der Resultate von
Kapitel fu¨nf werden wir letztlich sehen, daß sich im Fall von repetitiven ebe-
nen Pflasterungen die Stetigkeit der integrierten Zustandsdichte auf diese Weise
zersto¨ren la¨ßt.
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Kapitel 2
Delone-Mengen und Delone
dynamische Systeme
In diesem Kapitel definieren wir ein mathematisches Modell zur Behandlung
von Quasikristallen. Wir definieren ein solches Modell mit Hilfe von der Delone-
Mengen und Delone dynamischen Systeme. Eine Delone-Menge ω ist eine diskrete
Punktmenge in Rd, deren Punkte nicht zu weit voneinander entfernt sind, aber
auch nicht zu nahe beieinander liegen. Die Punkte dieser Delone-Menge repra¨sen-
tieren in diesem Modell die Atome des Quasikristalls. U¨ber die durch die Delone
Mengen vorgegebene Geometrie werden dann die fu¨r uns interessanten Operato-
ren definiert sein. Im na¨chsten kurzen Teilabschnitt werden wir die grundlegenden
beno¨tigten Begriffe einfu¨hren. Wir fahren dann fort mit einem Abschnitt u¨ber
eine Topologie auf der Menge der Delone-Mengen und einigen Aussagen u¨ber
die Konvergenz bezu¨glich dieser Topologie. Im letzten Abschnitt dieses Kapitels
werden wir topologische dynamische Systeme behandeln, denen eine Menge von
Delone-Mengen zugrunde liegt. Es werden Begriffe wie Ergodizita¨t und Minima-
lita¨t solcher dynamischen Systeme, sowie einige Folgerungen aus Ergodizita¨t bzw.
Minimalita¨t diskutiert.
2.1 Delone-Mengen
Im folgenden sei r ∈ R+ und x ∈ Rd. Wir bezeichnen mit Br(x) die abgeschlossene
Kugel und mit Ur(x) die offene Kugel um den Punkt x mit Radius r in R
d. Die
euklidische Norm in Rd bezeichnen wir mit ‖ · ‖, den euklidischen Abstand mit
d(·, ·).
Definition 2.1.1. Eine Teilmenge ω ⊂ Rd nennen wir Delone-Menge, wenn
r(ω) > 0 und R(ω) > 0 existieren, sodaß die folgenden beiden Eigenschaften
erfu¨llt sind:
• Gleichma¨ßige Diskretheit: 2r(ω) ≤ ‖x− y‖ fu¨r alle x, y ∈ ω mit x 6= y,
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• Relative Dichte: BR(ω)(x) ∩ ω 6= ∅ fu¨r alle x ∈ Rd.
Die Menge aller Delone-Mengen in Rd bezeichnen wir mit D
Oft werden r(ω) der Packungsradius und R(ω) der U¨berdeckungsradius ge-
nannt. Intuitiv kann man,wie schon erwa¨hnt, eine Delone-Menge verstehen als
eine diskrete Punktmenge, deren Punkte nicht ’zu nahe’ beieinander aber auch
nicht ’zu weit’ auseinander liegen. Es sei an dieser Stelle darauf hingewiesen,
daß nach Definition Delone-Mengen grundsa¨tzlich abgeschlossene Mengen sind.
In weiten Teilen dieser Arbeit werden die lokalen Strukturen der Delone-Mengen
eine wichtige Rolle spielen. Daher sind Einschra¨nkungen von Delone-Mengen auf
beschra¨nkte Teilmengen des Rd von besonderem Interesse.
Definition 2.1.2. Ein Paar (Λ, Q), bestehend aus einer beschra¨nkten Teilmenge
Q ⊂ Rd und einer endlichen Punktmenge Λ ⊂ Q bezeichnen wir als Muster. Die
Menge Q heißt der Tra¨ger des Musters.
Wir nennen ein Muster (Λ, Q) ein Kugelmuster, wenn Q = Br(x) fu¨r geeignetes
x ∈ Λ und r ∈ R+ ist. Dann heißt r der Radius des Kugelmusters.
Wir sagen ein Muster (Λ1, Q1) ist enthalten in einem Muster (Λ2, Q2) wenn
Q1 ⊂ Q2 und Λ1 = Q1∩Λ2 gilt. Wir schreiben dann (Λ1, Q1) ⊂ (Λ2, Q2). Weiter-
hin haben wir Muster zu identifizieren, die bis auf eine Translation gleich sind.
Wir fu¨hren daher die folgende A¨quivalenzrelation ein. Zwei Muster sind genau
dann a¨quivalent, wenn ein t ∈ Rd existiert sodaß Λ1 = Λ2 + t und Q1 = Q2 + t
gilt. Wir schreiben in diesem Fall (Λ1, Q1) ∼ (Λ2, Q2). Die A¨quivalenzklasse eines
Musters (Λ, Q) bezeichnen wir mit [(Λ, Q)].
Wir werden uns nun einen Moment den soeben definierten Musterklassen zu-
wenden. Sei Q ⊂ Rd beschra¨nkt und ω eine Delone-Menge. Wir definieren Q∧ω =
(ω ∩ Q,Q). Q ∧ ω ist also das Muster, welches entsteht wenn die Delone-Menge
ω auf den Tra¨ger Q beschra¨nkt wird. Jede Delone-Menge ω fu¨hrt zu einer Menge
von Musterklassen P(ω) = {[Q ∧ ω] : Q ⊂ Rd beschra¨nkt und meßbar}, und zu
einer Menge von Kugelmuster Klassen PB(ω) = {[Br(p) ∧ ω] : p ∈ ω, r ∈ R+}.
Wir ko¨nnen nun den Radius s = s(P ) eines beliebigen Kugelmuster P definieren
als den Radius des, dem Muster zugrundeliegenden Tra¨gers. Fu¨r s ∈ (0,∞) be-
zeichnen wir durch PsB(ω) die Menge der Kugelmuster Klassen mit Radius s. Eine
Delone-Menge heißt von endlichem Typ oder von endlicher lokaler Komplexita¨t,
wenn fu¨r jeden Radius s > 0 die Menge PsB(ω) endlich ist.
Fu¨r einige der in dieser Arbeit erzielten Resultate, ist eine sehr regelma¨ßige
Struktur der Delone-Mengen notwendig. Wir werden beno¨tigen, daß jedes Kugel-
muster mit endlichem Radius u¨berall in der Delone-Menge auftritt. Dies ist bei
repetitiven Delone-Mengen der Fall.
Wir nennen eine Delone-Menge ω repetitiv, wenn zu jedem endlichen Radius
s > 0 ein endlicher Radius r > 0 existiert, sodaß fu¨r jedes x ∈ Rd die abgeschlos-
sene Kugel Bx(r) einen Repra¨sentanten jeder Kugelmuster Klasse von PsB(ω)
entha¨lt.
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Nach Definition ist eine repetitive Delone-Menge von endlichem Typ, da
PsB(ω) fu¨r jedes s > 0 endlich sein muß. Die Begriffe sind aber nicht A¨quiva-
lent, da zum Beispiel die Delone-Menge Zd \ {0} offensichtlich von endlichem
Typ aber nicht repetitiv ist.
2.2 Eine Metrik, die die natu¨rliche Topologie in-
duziert
Wir beno¨tigen nun eine Topologie auf der Menge aller Delone-Mengen. Delone-
Mengen sind abgeschlossene Mengen in Rd. Die beno¨tigte Topologie muß also
auf den abgeschlossenen Mengen des Rd definiert sein. Wir werden in diesem
Abschnitt eine Metrik auf den abgeschlossenen Mengen des Rd definieren. Diese
Metrik induziert dann die passende Topologie. Die von dieser Metrik induzierte
Topologie werden wir hier nicht explizit angeben, da es fu¨r unsere Betrachtungen
nicht notwendig ist. Eine explizite Konstruktion dieser Topologie kann man in [33]
finden. Diese Topologie wird u¨blicherweise die natu¨rliche Topologie auf der Menge
der abgeschlossenen Mengen des Rd genannt. Erstmals wurde diese Topologie als
die ’natu¨rliche Topologie’ in [28] bezeichnet. Die Metrik, die wir hier definieren,
induziert also die natu¨rliche Topologie.
Ausgehend von der Hausdorffmetrik fu¨r kompakte Mengen in Rd definieren
wir eine Metrik fu¨r abgeschlossene Mengen in Rd. Zuna¨chst sei hier noch einmal
an die Hausdorffmetrik erinnert. Sei (X, d) ein metrischer Raum,K1 undK2 seien
kompakte Mengen in (X, d). Dann ist die Hausdorffmetrik definiert durch
dH(K1, K2) := inf({ǫ > 0 : K1 ⊂ Uǫ(K2) und K2 ⊂ Uǫ(K1)} ∪ {1}). (2.2.1)
Hierbei bezeichnet Uǫ(K) die ǫ-Umgebung der kompakten Menge K die durch
Uǫ(K) := ∪x∈KUǫ(x) definiert werden kann. Die zusa¨tzliche 1 ist hier notwendig
um auch mit der leeren Menge umzugehen, die auch zur Menge der kompakten
Mengen K(X) := {K ⊂ X : K kompakt} geho¨rt. Sie wird hier als isolierter Punkt
behandelt. Die folgende Aussage ist bekannt.
Lemma 2.2.1. Sei (X, d) ein kompakter metrischer Raum. Dann ist auch
(K(X), dH) kompakt.
Mit F(Rd) bezeichnen wir die Menge aller abgeschlossenen Mengen in Rd.
Wir definieren nun den Shift auf F(Rd) durch
T : Rd × F(Rd)→ F(Rd), TxG = G+ x, x ∈ Rd. (2.2.2)
Die zu definierende Metrik, wir wollen sie ρ nennen, sollte nun folgende zwei
Eigenschaften besitzen:
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• F(Rd), ausgestattet mit der Metrik ρ, ist ein kompakter metrischer Raum.
• Der Shift T ist stetig bezu¨glich der Metrik ρ.
Um die gewu¨nschte Metrik zu definieren gehen wir hier vor wie in [36], [33].
Wir verwenden die stereographische Projektion, um Punkte x ∈ Rd ∪{∞} =: Rd
der Einpunktkompaktifizierung des Rd, mit Punkten x˜ ∈ Sd := {x ∈ Rd+1 :
‖x‖ = 1} der d-dimensionalen Einheitsspha¨re zu identifizieren. Zur Erinnerung,
die stereographische Projektion ist gegeben durch
S : Rd∪{∞} → Sd; S(x) :=
{
(‖x‖2 + 1)−1(2x1, 2x2, . . . , 2xd, ‖x‖2 − 1) x ∈ Rd
N = (0, . . . , 0, 1) x =∞
(2.2.3)
wobei N gewo¨hnlich der Nordpol der Einheitsspha¨re Sd genannt wird. Wir
ko¨nnen mit Hilfe der stereographischen Projektion auf Rd nun wie folgt eine
Metrik definieren durch
δ(x, y) := ‖S(x)− S(y)‖ = 2‖x− y‖
[(‖x‖2 + 1)(‖y‖2 + 1)] 12 (2.2.4)
δ(x,∞) := ‖S(x)− S(∞)‖ = 2
(‖x‖2 + 1) 12 . (2.2.5)
Insbesondere gilt δ(x, y) ≤ 2‖x− y‖. Die in den Gleichungen 2.2.4 und 2.2.5
angegebene explizite Darstellung der Metrik δ ist dem Buch [7] entnommen. Aus-
gestattet mit der Metrik δ ist Rd ein vollsta¨ndiger kompakter metrischer Raum.
Die Vollsta¨ndigkeit und Kompaktheit von Rd u¨bertra¨gt sich wie schon erwa¨hnt
mit der Hausdorffmetrik δH auf den metrischen Raum der kompakten Mengen
der Einpunktkompaktifizierung K(Rd). Wir sind nun in der Lage eine Metrik auf
der Menge der abgeschlossenen Mengen des Rd zu definieren.
Definition und Satz 2.2.2. Fu¨r F,G ∈ F(Rd) definiert
ρ(F,G) := δH(F ∪ {∞}, G ∪ {∞}) (2.2.6)
eine Metrik auf F(Rd).
Diese Definition ist sinnvoll, da fu¨r F,G ∈ F(Rd) die Mengen F ∪ {∞}, G ∪
{∞} in Rd kompakt sind.
Wir werden nun zeigen, daß diese Metrik die zwei geforderten Eigenschaften
besitzt.
Satz 2.2.3. Der metrische Raum (F(Rd), ρ) ist kompakt.
Beweis. Folgt sofort aus Satz 1.2 und Proposition 1.3 in [33].
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Satz 2.2.4. Der Shift
T : Rd ×F(Rd)→ F(Rd), TxG = G+ x, x ∈ Rd, G ∈ F(Rd) (2.2.7)
ist stetig bezu¨glich der Metrik ρ.
Beweis. Sei xn → x eine in Rd konvergente Folge. Wir haben zu zeigen, daß
fu¨r alle ǫ > 0 ein n0 existiert, sodaß fu¨r alle n ≥ n0
G+ xn ⊂ U δǫ (G+ x) und G+ x ⊂ U δǫ (G+ xn) (2.2.8)
gilt. U δǫ bezeichnet hier die offene ǫ-Kugel bezu¨glich der Metrik δ. Da das Problem
symmetrisch ist, reicht es o.E. zu zeigen, daß G+ xn ⊂ U δǫ (G+ x) gilt.
Nach Definition von T existiert fu¨r alle y ∈ G + xn ein z ∈ G + x sodaß
‖y − z‖ ≤ ‖x− xn‖ ist. Damit gilt die Abscha¨tzung
δ(y, z) ≤ 2‖y − z‖ ≤ 2‖x− xn‖ (2.2.9)
Wa¨hle n0 fu¨r gegebenes ǫ > 0 so, daß 2‖x− xn‖ < ǫ fu¨r n ≥ n0 ist. Es existiert
damit fu¨r alle y ∈ G + xn ein z ∈ G + x sodaß y ∈ U δǫ (G + x) ist. Demnach gilt
auch G+ xn ⊂ U δǫ (G+ x).
Da, wie schon erwa¨hnt, Delone-Mengen grundsa¨tzlich abgeschlossen sind, ist
also jedes Ω ⊂ D eine Teilmenge von F(Rd). Mit der auf Ω induzierten Metrik,
wir wollen sie auch ρ nennen, bildet (Ω, ρ) einen metrischen Raum. Das folgende
Lemma beschreibt die Konvergenz in dem metrischen Raum (D, ρ).
Lemma 2.2.5. Sei (ωn) eine Folge von Delone-Mengen. Die Folge (ωn) konver-
giert bezu¨glich der Metrik ρ gegen ein ω ∈ D genau dann wenn fu¨r jedes l > 0
ein L > l existiert sodaß
δH(ωn ∩ UL(0), ω ∩ UL(0))→ 0 (2.2.10)
fu¨r n→∞ gilt.
Beweis. ’⇒’ Seien ωn, ω Delone-Mengen, sodaß ωn → ω in (F , ρ) und sei l > 0.
Da ω gleichma¨ßig diskret ist, gibt es ein L > l sodaß d(∂UL(0), ω) =: γ > 0 gilt.
Es existiert nun ein CL, sodaß fu¨r alle x, y ∈ UL(0)
δ(x, y) ≤ 2‖x− y‖ ≤ CLδ(x, y) (2.2.11)
gilt. Wegen der Konvergenz ωn → ω in F finden wir fu¨r jedes ǫ > 0 ein n0, sodaß
ρ(ωn, ω) ≤ βǫ fu¨r festes β und n ≥ n0 gilt. Nach Definition von ρ gilt
ρ(ωn, ω) = inf({ǫ > 0 : ωn ∪ {∞} ⊂ U δǫ (ω ∪ {∞}) und (2.2.12)
ω ∪ {∞} ⊂ U δǫ (ωn ∪ {∞})} ∪ {1}) (2.2.13)
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wobei U δǫ die offene ǫ-Kugel bezu¨glich der Metrik δ bezeichnet. Da ω und ωn
gleichma¨ßig diskret sind bedeutet das, fu¨r jedes x ∈ ω∩UL(0) existiert ein xn ∈ ω
sodaß xn ∈ U δǫ (x) und damit δ(x, xn) ≤ βǫ ist fu¨r β ≤ 1. Wa¨hle nun 0 < β ≤ 1
sodaß
CLβǫ < min{ǫ, γ} (2.2.14)
ist. Mit 2.2.11 gilt dann auch
‖x− xn‖ ≤ CL
2
βǫ ≤ 1
2
min{ǫ, γ}. (2.2.15)
Das heißt aber, daß xn ∈ UL(0) ist und somit die Inklusion
ω ∩ UL(0) ⊂ U δǫ (ωn ∩ UL(0)) (2.2.16)
fu¨r alle n ≥ n0 gilt. Andererseits finden wir nach Definition von ρ fu¨r gegebenes
xn ∈ ωn∩UL(0) ein x ∈ ω sodaß x ∈ U δǫ liegt. Somit gilt dann auch δ(x, xn) ≤ βǫ
fu¨r 0 < β ≤ 1. Mit den gleichen Argumenten wie oben folgt dann auch die
Inklusion
ωn ∩ UL(0) ⊂ U δǫ (ω ∩ UL(0)) (2.2.17)
fu¨r alle n ≥ n0. Die Gu¨ltigkeit dieser beiden Inklusionen bedeutet aber, daß der
Hausdorffabstand
δH(ωn ∩ UL(0), ω ∩ UL(0)) < ǫ (2.2.18)
ist sofern ǫ < 1 gewa¨hlt war. Das heißt, das fu¨r alle l > 0 ein L > l existiert
sodaß
δH(ωn ∩ UL(0), ω ∩ UL(0))→ 0, fu¨r n→∞ (2.2.19)
gilt.
’⇐’ Angenommen es gilt ωn ∩ UL(0) → ω ∩ UL(0) fu¨r n → ∞ bezu¨glich der
Hausdorffmetrik δH . Wir verwenden ein Kompaktheits-Argument um ωn → ω
zu zeigen. Wa¨hle eine Teilfolge (ωnk) von (ωn). Da (F(Rd), ρ) ein kompakter
metrischer Raum ist, existiert eine konvergente Teilfolge (ωnkl )→ ω˜ bezu¨glich ρ.
Nach dem ersten Teil des Beweises finden wir fu¨r jedes l > 0 ein L > l sodaß
δH(ωnkl ∩ UL(0), ω˜ ∩ UL(0))→ 0, fu¨r n→∞ (2.2.20)
gilt. Das bedeutet aber ω = ω˜. Also hat jede Teilfolge von (ωn) eine Teilfolge die
bezu¨glich ρ gegen ω konvergiert. Damit konvergiert aber auch ωn → ω bezu¨glich
ρ.
Der Beweis des Lemmas zeigt, daß die Konvergenz bezu¨glich der Metrik ρ von
lokaler Natur ist.
Korollar 2.2.6. Es konvergiert ωn → ω in (F(Rd), ρ) genau dann, wenn
(1) Fu¨r jedes x ∈ ω existiert eine Folge (xn) mit xn ∈ ωn fu¨r alle n ∈ N und
xn → x.
(2) Ist (xn) eine Folge mit xn ∈ ωn fu¨r alle n ∈ N und xn → x, dann ist x ∈ ω.
Beweis. Klar, nach Beweis des Lemmas.
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2.3 Delone dynamische Systeme
Ein weiterer zentraler Begriff in dieser Arbeit ist der des Delone dynamischen
Systems. Wir werden in diesem Kapitel Delone dynamische Systeme einfu¨hren
und einige Eigenschaften dieser Systeme diskutieren. Zuna¨chst bleiben wir aber
etwas allgemeiner. Ausgehend von einem beliebigen Wahrscheinlichkeitsraum
(Ω,B, µ) und einem maßerhaltenden Automorphismus T : Rd × Ω → Ω, i.e.
µ(T−1B) = µ(B) fu¨r B ∈ B, nennen wir (Ω,B, µ, T ) ein dynamisches System.
Das Maß µ nennen wir in diesem Fall T -invariant. Sei B eine meßbare Menge.
Die Menge B heißt T -invariant, falls T−1B = B gilt.
Definition 2.3.1. Sei (Ω,B, µ, T ) ein dynamisches System.
(1) Wir nennen (Ω,B, µ, T ) ergodisch, wenn fu¨r jede T -invariante Menge B ∈ B
entweder µ(B) = 0 oder µ(B) = 1 gilt. Das Maß µ heißt dann T -ergodisch.
(2) Wir nennen (Ω,B, µ, T ) eindeutig ergodisch, wenn es genau ein solches Wahr-
scheinlichkeitsmaß µ gibt. Das Maß µ heißt dann eindeutig T -ergodisch.
Im Anschluß an diese Definition stellt sich nun die Frage nach der Existenz
T -ergodischer Maße. Diese beantwortet folgendes
Satz 2.3.2. Sei Ω ein kompakter metrischer Raum und T : Ω → Ω eine stetige
Abbildung. Dann existiert mindestens ein T -ergodisches Wahrscheinlichkeitsmaß
µ.
Beweis. Proposition 9.5 in in [40].
Die Beweisidee des obigen Lemmas ist die folgende: Wir betrachten die Menge
der T -invarianten Wahrscheinlichkeitsmaße W auf Ω und statten diese mit der
schwach-∗-Topologie aus. Diese MengeW ist konvex und kompakt in der schwach-
∗-Topologie. Man zeigt nun, daß die T -ergodischen Maße die Extremalpunkte der
konvexen Menge W sind. Die Anwendung des Satzes von Krein-Milman fu¨hrt
dann zum Ziel.
Nach diesen eher allgemeineren Betrachtungen wenden wir uns nun den De-
lone dynamischen Systemen zu.
Im folgenden sei Ω eine Menge von Delone-Mengen und B die Borel σ-Algebra
u¨ber Ω. Weiter sei auf Ω der Shiftoperator definiert durch
T : Rd × Ω→ Ω, Txω = ω + x, x ∈ Rd, ω ∈ Ω (2.3.1)
und µ ein T -invariantes, also Shift invariantes Wahrscheinlichkeitsmaß. Dies fu¨hrt
zu einem speziellen dynamischen System (Ω,B, µ, T ). Im Folgenden bezeichnen
wir diese dynamischen Systeme kurz mit (Ω, T ).
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Definition 2.3.3. (1) Ein dynamisches System (Ω, T ) heißt ein Delone dyna-
misches System (DDS) falls Ω bezu¨glich dem Shift T invariant und abge-
schlossen bezu¨glich der Metrik ρ ist.
(2) Ein Delone dynamisches System (Ω, T ) heißt Delone dynamisches System
von endlichem Typ (DDSF) falls ∪ω∈ΩPsB(ω) endlich ist fu¨r jedes s > 0.
(3) Die Menge der zu einem Delone dynamisches System Ω zugeho¨rigen Muster
P(Ω) ist definiert durch P(Ω) = ∪ω∈ΩP(ω).
Die hier gewa¨hlte Abku¨rzung DDSF begru¨ndet sich in der englischen Sprache
und bedeutet Delone dynamical system of finite type. Fu¨r Delone dynamische
Systeme endlichen Typs gibt es eine sehr nu¨tzliche Methode zur Beschreibung
der Konvergenz bezu¨glich der Metrik ρ. Der Abstand zweier Delone-Mengen ω
und ω˜ ist bezu¨glich ρ klein, wenn ω und ω˜ auf einer großen Kugel bis auf eine
kleine Translation u¨bereinstimmen. Genauer wird dies durch folgendes wichtige
Lemma beschrieben.
Lemma 2.3.4. Sei (Ω, T ) ein DDSF. Eine Folge (ωn) konvergiert bezu¨glich der
Metrik ρ gegen ω, genau dann wenn eine Nullfolge (xn) → 0 in Rd existiert, so
daß fu¨r alle L > 0 ein n0 ∈ N existiert mit (ωn + xn) ∩ BL(0) = ω ∩ BL(0) fu¨r
n ≥ n0.
Beweis. ’⇒’ Da ωn → ω konvergiert existiert nach Korollar 2.2.6 fu¨r alle
x ∈ ω ∩ BL(0) eine Folge (xn), sodaß xn ∈ ωn ist fu¨r alle n ∈ N und xn → x
konvergiert. Da (Ω, T ) von endlichem Typ ist, sind alle ωn sowie ω von endlichem
Typ. Daher existiert fu¨r alle L > 0 ein n0 ∈ N, sodaß fu¨r alle n ≥ n0 ein yn ∈ Rd
existiert, fu¨r das Tynωn∩BL(0) = ω∩BL(0) gilt. Da aber fu¨r alle x ∈ ω∩BL(0) eine
Folge (xn) mit xn ∈ ωn existiert, sodaß xn → x gilt, muß yn → 0 konvergieren.
’⇐’ Sei x ∈ ω beliebig, dann existiert ein L > 0, sodaß x ∈ ω∩BL(0) ist. Nach
Voraussetzung existiert fu¨r alle n ≥ n0 dann ein yn ∈ ω ∩BL(0) sodaß Txnyn = x
ist. Da xn → 0 konvergiert muß yn → x konvergieren.
Sei (yn) eine gegen x ∈ Rd konvergente Folge, sodaß yn ∈ ωn ist fu¨r alle n ∈ N.
Da (yn) konvergent ist, existieren n0 ∈ N und L > 0, sodaß yn ∈ BL(0) ist fu¨r alle
n ≥ n0. Damit ist yn ∈ ωn ∩ BL(0). Nach Voraussetzung existiert eine Nullfolge
(xn) sodaß Txnωn ∩BL(0) = ω∩BL(0) gilt. Das bedeutet, daß ein x˜ ∈ ω existiert
mit Txnyn = x˜. Da yn → x konvergiert gilt x = x˜ ∈ ω. Die Anwendung von
Korollar 2.2.6 liefert die Behauptung.
Mit den Erkenntnissen aus Kapitel 2.2 ko¨nnen wir nun direkt die Existenz T -
ergodischer Wahrscheinlichkeitsmaße auf (Ω, T ) folgern. Da wir im folgenden nur
Ergodizita¨t bezu¨glich des Shifts T untersuchen schreiben wir statt T -ergodisch
kurz ergodisch.
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Korollar 2.3.5. Sei (Ω, T ) ein Delone dynamisches System und T der Shiftope-
rator auf Ω. Dann existiert mindestens ein ergodisches Wahrscheinlichkeitsmaß
µ.
Beweis. Nach Definition ist Ω ⊂ F(Rd) eine abgeschlossene Menge im kom-
pakten metrischen Raum (F(Rd), ρ). Damit bildet auch (Ω, ρ) auch einen kom-
pakten metrischen Raum. Nach Satz 2.2.4 ist T stetig bezu¨glich der Metrik ρ.
Damit sind die Voraussetzungen des Satzes 2.3.2 erfu¨llt. Anwendung dieses Lem-
mas liefert nun die Existenz eines ergodischen Wahrscheinlichkeitsmaßes.
Nachdem uns obenstehender Satz die Existenz mindestens eines ergodischen
Wahrscheinlichkeitsmaßes sichert, stellt sich die Frage ob es Bedingungen an ein
DDS gibt die uns die Existenz eines eindeutigen ergodischen Wahrscheinlichkeits-
maßes sichert. Wir werden diese Frage in Ku¨rze beantworten. Zuvor beno¨tigen
wir noch einige Begriffe aus der Theorie der dynamischen Systeme.
Sei Ωω der Abschluß des Orbits {Txω : x ∈ Rd} in F(Rd). Eine Delone-Menge
ω erzeugt dann offensichtlich ein Delone dynamisches System (Ωω, T ).
Definition 2.3.6. Ein Delone dynamisches System (Ω, T ) heißt minimal, wenn
Ωω = Ω fu¨r alle ω ∈ Ω gilt. Das heißt, wenn der Orbit {Txω : x ∈ Rd} fu¨r jedes
ω ∈ Ω dicht ist in Ω.
Im Folgenden heißt eine Delone-Menge ω periodisch, wenn ein t ∈ Rd mit
t 6= 0 existiert, sodaß Ttω = ω ist. Eine Delone-Menge ω heißt dementsprechend
aperiodisch, falls kein solches t ∈ Rd existiert.
Lemma 2.3.7. Sei (Ω, T ) ein minimales DDS. Existiert ein periodisches ω ∈ Ω,
so sind alle ω ∈ Ω periodisch.
Beweis. Sei ω ∈ Ω periodisch. Dann existiert ein t ∈ Rd mit t 6= 0, sodaß
Ttω = ω gilt. Fu¨r x ∈ Rd gilt dann aber auch TxTtω = Txω. Nach Voraussetzung
ist (Ω, T ) minimal, daher laßt sich jedes ω˜ ∈ Ω durch den Grenzwert einer Folge
ω˜ = limn→∞ Txnω darstellen. Weiter ist nach Satz 2.2.4 ist der Shift T stetig.
Dies bedeutet
Ttω˜ = Tt lim
n→∞
Txnω = lim
n→∞
TxnTtω = lim
n→∞
Txnω = ω˜. (2.3.2)
Das obige Lemma liefert auch das analoge Resultat fu¨r den Fall, daß ein ape-
riodisches ω ∈ Ω existiert. Sei also ω ∈ Ω aperiodisch. Angenommen es existiert
ein periodisches ω˜ ∈ Ω, so folgt mit dem Argument des obigen Lemmas ω ist
periodisch, was im Widerspruch zu ω aperiodisch ist. Bei minimalen DDS macht
es also Sinn u¨ber periodische beziehungsweise aperiodische Delone dynamische
Systeme zu sprechen.
Die folgende A¨quivalenz zwischen repetitiven Delone-Mengen und minimalen
Delone dynamischen Systemen von endlichem Typ ist wesentlich.
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Satz 2.3.8. Sei ω eine Delone-Menge endlichen Typs. Dann sind a¨quivalent:
1. ω ist repetitiv.
2. Das durch ω erzeugte Delone dynamische System (Ωω, T ) ist minimal.
Beweis. Satz 3.2 in [28]
Da nach Definition der Minimalita¨t Ωω = Ω fu¨r alle ω ∈ Ω ist, bestehen mini-
male Delone dynamische Systeme ausschließlich aus repetitiven Delone-Mengen.
Fu¨r eine Menge Q ⊂ Rd bezeichnen wir mit |Q| das Lebesgue Maß dieser
Menge Q.
Definition 2.3.9. Sei Q ⊂ Rd beschra¨nkt, s ∈ (0,∞) und d die Metrik des Rd.
Es bezeichne ∂sQ die Menge der Punkte x ∈ Rd fu¨r die d(x,Q) < s gilt. Eine
Folge von beschra¨nkten Mengen (Qk) heißt van Hove Folge wenn fu¨r alle s > 0
gilt
|∂sQk|
|Qk| → 0 fu¨r k →∞.
Van Hove folgen sind also die Folgen (Qk) fu¨r die das Verha¨ltnis von Rand
zu Inhalt der Menge Qk fu¨r große k klein wird. Im folgenden bezeichnen wir mit
♯P (Q∧ω) die Anzahl der Repra¨sentanten von P inQ∧ω. Wir ko¨nnen nun angeben,
unter welchen Bedingungen ein DDS eindeutig ergodisch ist. Den folgenden Satz
findet man in [33]
Satz 2.3.10. Ein DDSF (Ω, T ) ist genau dann eindeutig ergodisch, wenn fu¨r jede
Musterklasse P ∈ P(Ω) die Frequenz
ν(P ) ≡ lim
k→∞
|Qk|−1♯P (Qk ∧ ω),
gleichma¨ßig in ω ∈ Ω existiert, fu¨r jede van Hove Folge (Qk).
Beweis. Satz 1.8 in [33].
Im weiteren bezeichnen wir minimale, eindeutig ergodische dynamische Sy-
steme als strikt ergodisch. Die folgende Eigenschaft strikt ergodischer Delone dy-
namischer Systeme wird spa¨ter o¨fters beno¨tigt.
Ist (Ω, T ) ein strikt ergodisches DDSF, so ist die Frequenz ν(P ) > 0 fu¨r alle
P ∈ P(Ω). Dies ist der Fall, da alle ω ∈ Ω repetitiv sind.
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Kapitel 3
Eindimensionale
Schro¨dingeroperatoren
In diesem Kapitel wollen wir bekannte Eigenschaften eindimensionaler Schro¨din-
geroperatoren diskutieren und einige Methoden vorstellen, wie man das absolut
stetige Spektrum zufa¨lliger eindimensionaler Schro¨dingeroperatoren bestimmt.
Wesentliche Hilfsmittel werden hier die Weyl-Titchmarsh m-Funktion und der
Lyapunov Exponent sein. Wir beginnen mit einem Abschnitt u¨ber grundlegende
Resultate aus der Theorie der Sturm-Liouville Operatoren. Dann werden wir in
einem weiteren Abschnitt die Weyl-Titchmarsh m-Funktion fu¨r die Halbachsen
genauer behandeln. In einem weiteren Abschnitt werden wir uns mit Potentialen
auf den Halbachsen sowie den zugeho¨rigen m-Funktionen bescha¨ftigen. Wir wer-
den sehen, daß fu¨r geeignet gewa¨hlte Menge von Potentialen ein Homo¨omorphis-
mus zwischen den Potentialen und den zugeho¨rigen m-Funktionen existiert. In
dem darauf folgenden Abschnitt stellen wir einige Methoden der Kotani-Theorie
zur Bestimmung des absolut stetigen Spektrums zufa¨lliger Schro¨dingeroperatoren
vor. Im letzten Abschnitt dieses Kapitels verwenden wir dann die Resultate der
beiden vorangegangenen Abschnitte um fu¨r eine Familie zufa¨lliger Schro¨dinger-
operatoren auf R mit absolut stetigem Spektrum zu zeigen, daß die Potentiale
der positiven Halbachse stetig, bezu¨glich L2loc(R) Konvergenz, von den Potentia-
len der negativen Halbachse abha¨ngen.
3.1 Grundlegendes u¨ber eindimensionale
Schro¨dingeroperatoren
Wir werden nun zuna¨chst einige Begriffe und Resultate aus der Theorie der
Sturm-Liouville Operatoren erla¨utern. Wir beschra¨nken uns hier allerdings auf
den Spezialfall des eindimensionalen Schro¨dingeroperators. Eine Abhandlung der
allgemeinen Theorie kann man zum Beispiel in [45], [46] oder auch in [44] fin-
den. Der hier vorgestellte Zugang lehnt sich, fu¨r den Fall des eindimensionalen
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Schro¨dingeroperators, weitgehend an diese Abhandlungen an. Der eindimensio-
nale Schro¨dingeroperator ist von der Form
Hf(x) = −f ′′ + v(x)f(x), v ∈ Lploc(I). (3.1.1)
Hierbei ist I = (a, b) ein beliebiges offenes, beschra¨nktes oder unbeschra¨nktes
Intervall. Es sei an dieser Stelle bemerkt, daß wir die Funktion v ∈ Lploc(I) sowie
den Multiplikationsoperator, der mit v multipliziert gleichermaßen mit v bezeich-
nen. Es geht dann aus dem Kontext hervor, ob der Operator oder die Funktion
gemeint ist.
Sei g : L1loc(I) → C und z ∈ C, dann heißt eine Funktion f : I → C Lo¨sung
der Gleichung (H−z)f = g, wenn f und f ′ absolut stetig sind und −f ′′+vf = zf
ist. Da die Funktion f durch den Operator H zweimal differenziert wird, ist der
maximale, in L2(I) liegende, Definitionsbereich gegeben durch
D(H) = {f ∈ L2(I) : f und f ′ sind absolut stetig, Hf ∈ L2(I)}. (3.1.2)
Man beachte, daß im eindimensionalen Fall dies der SobolevraumW 2,2(R) ist.
Nach Sobolev’s Lemma gilt fu¨r Funktionen f ∈W 2,s(R) mit s > 3
2
Satz 3.1.1. Ist s > 3
2
, so ist jede Funktionen f ∈W 2,s(R) stetig differenzierbar.
Es existiert ein Cs > 0 mit ‖f‖∞ ≤ Cs‖f‖W 2,s(R) fu¨r alle f ∈W 2,s(R). Ist F die
L2(R) Fouriertransformation und Mx der Multiplikationsoperator mit x ∈ R, so
gilt
1
i
d
dx
f = F−1MxFf. (3.1.3)
Den Operator H mit maximalem Definitionsbereich nennt man dann auch
den maximalen Operator. Da der maximale Operator H nicht notwendigerweise
symmetrisch ist, muß in der Regel der Definitionsbereich eingeschra¨nkt werden.
Wir werden also zuna¨chst einen Operator definieren, der eine Einschra¨nkung des
Operators H darstellt und symmetrisch ist. Diesen Operator nennen wir dann
den minimalen, von H erzeugten Operator.
Der minimale von H erzeugte Operator H0 ist definiert durch
D(H0) = {f ∈ D(H) : f hat kompakten Tra¨ger in I}
H0f = Hf, f ∈ D(H0).
Lemma 3.1.2. Der minimale Operator H0 ist symmetrisch.
Beweis. Zweimalige partielle Integration liefert∫ b
a
H0f(x)g(x)dx = (fg
′ − f ′g)(b)− (fg′ − f ′g)(a) +
∫ b
a
f(x)H0g(x)dx (3.1.4)
20
Da die Randterme hier verschwinden gilt 〈H0f, g〉 = 〈f,H0g〉 fu¨r f, g ∈ D(H0).
Damit ist H0 hermitesch. Wegen C
∞
0 (a, b) ⊂ D(H0) ist H0 auch dicht definiert,
also symmetrisch.
Wie aus der Theorie der gewo¨hnlichen Differentialgleichungen bekannt, ist die
Wronskideterminante definiert durch
Wx(f1, f2) := det
(
f1(x) f2(x)
f ′1(x) f
′
2(x)
)
= f1(x)f
′
2(x)− f ′1(x)f2(x). (3.1.5)
Betrachtet man Gleichung 3.1.4 noch einmal, so fa¨llt auf, daß die Randterme
gerade den Wronskideterminanten an den Randpunkten a, b entsprechen. Wa¨hlen
wir f, g ∈ D(H) so erhalten wir
〈Hf, g〉 − 〈f,Hg〉 = Wb(f, g)−Wa(f, g) (3.1.6)
wobei hier Wa(f, g) := limx→a+Wx(f, g) und Wb(f, g) := limx→b−Wx(f, g) ist.
Man beachte, daß Gleichung 3.1.6 nur durch partielle Integration und Grenz-
wertbildung hervorgegangen ist und damit fu¨r alle hier betrachteten Operatoren,
deren Definitionsbereich in D(H) enthalten ist gilt. Diese Beobachtungen liefern
sofort folgendes
Korollar 3.1.3. Ein Operator H, der definiert ist durch
Hf = Hf, D(H) ⊂ D(H) (3.1.7)
ist symmetrisch, wenn Wb(f, g) =Wa(f, g) = 0 fu¨r alle f, g ∈ D(H) gilt.
Weiterhin ist bekannt, daß die Lo¨sungen der homogenen Gleichung (H −
z)u = 0, z ∈ C einen 2-dimensionalen Vektorraum bilden. Zwei Lo¨sungen u1, u2
bilden ein Fundamentalsystem, wenn die Wronskideterminante W (u1, u2) nicht
verschwindet. Fu¨r Lo¨sungen der Gleichung Hu = zu ist die Wronskideterminante
konstant. Dies liefert Gleichung 3.1.6 sofort.
Im Folgenden werden wir an selbstadjungierten Erweiterungen von H0 interes-
siert sein. Der Definitionsbereich dieser Operatoren liegt zwischen den Definitions-
bereichen von H0 und H. Die in dieser Arbeit betrachteten Potentiale werden alle
−∆-beschra¨nkt sein mit relativer Schranke < 1. Nach dem Satz von Kato-Rellich
ist der Operator H = −∆ + v dann auf dem Definitionsbereich des negativen
Laplace-Operators D(−∆) = W 2,2(R) selbstadjungiert. Der Definitionsbereich
von H ist daher fu¨r den Fall I = R maximal. Ist hingegen I 6= R, so sind un-
ter Umsta¨nden Randbedingungen no¨tig, die den Definitionsbereich einschra¨nken.
Wir ko¨nnen eine Charakterisierung des Definitionsbereichs fu¨r selbstadjungierte
Fortsetzungen von H0 mittels der Wronskideterminante angeben.
Satz 3.1.4. Eine Fortsetzung H von H0 ist selbstadjungiert, wenn gilt
D(H) = {f ∈ D(H) : Wa(f, g) =Wb(f, g) = 0 fu¨r alle g ∈ D(H)} . (3.1.8)
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In konkreten Fa¨llen mu¨ssen also bestimmte Randbedingungen erfu¨llt werden,
die zumindest das verschwinden der Randterme bei der partiellen Integration
sicherstellen (vgl. Gleichung 3.1.4).
Wir fahren fort mit einigen Begriffen, die aus der Sturm-Liouville Theorie
bekannt sind. Der Operator H heißt regula¨r in Punkt a, wenn a > −∞ ist und
v ∈ L1((a, c)) mit c ∈ I. Entsprechend heißt der Operator H regula¨r in Punkt b,
wenn b < ∞ ist und v ∈ L1((c, b)) mit c ∈ I. Der Operator heißt singula¨r in a
bzw. b wenn er nicht regula¨r in a bzw. b ist. Der Operator heißt regula¨r, wenn er
in a und b regula¨r ist bzw. singula¨r, wenn er in a und b singula¨r ist..
Fu¨r regula¨re Operatoren gilt folgender Satz
Satz 3.1.5. Sei H regula¨r bei a, z ∈ C und g ∈ L1(a, c) fu¨r c ∈ (a, b). Dann gilt:
i) Fu¨r jede Lo¨sung f von (H − z)f = g existieren die Grenzwerte
f(a) := lim
x→a+
f(x) und f ′(a) := lim
x→a+
f ′(x). (3.1.9)
ii) Fu¨r beliebige c0, c1 ∈ C gibt es genau eine Lo¨sung f von (H − z)f = g mit
f(a) = c0 und f
′(a) = c1.
Es sei hier bemerkt, daß f ∈ D(H0) genau dann wenn f(a) = f ′(a) = 0 gilt,
falls H regula¨r bei a ist.
Eine Funktion f : I → C heißt quadratintegrierbar in der Na¨he des Punktes a,
wenn f |(a,c)∈ L2((a, c)) fu¨r jedes c ∈ I ist. Analog heißt eine Funktion f : I → C
quadratintegrierbar in der Na¨he des Punktes b, wenn f |(c,b)∈ L2((c, b)) fu¨r jedes
c ∈ I ist.
Man sagt in a (b) liegt der Grenzkreisfall vor, wenn fu¨r alle z ∈ C jede Lo¨sung
u von (H − z)u = 0 quadratintegrierbar in der na¨he des Punktes a (b) ist. Man
sagt bei a (b) liegt der Grenzpunktfall vor, wenn fu¨r alle z ∈ C mindestens eine
Lo¨sung u von (H − z)u = 0 existiert, die nicht quadratintegrierbar in der na¨he
des Punktes a (b) ist. Diese Begriffe gehen auf H. Weyl zuru¨ck und begru¨nden
sich im Originalbeweis der Weyl’schen Alternative.
Satz 3.1.6. (Weyl’sche Alternative) Fu¨r einen eindimensionalen Schro¨din-
geroperator H liegt in Punkt a (b) entweder der Grenzkreisfall oder der Grenz-
punktfall vor.
Bemerkung.
i) Liegt bei a (bzw. bei b) der Grenzpunktfall vor, so existiert fu¨r jedes z ∈
C \ R genau eine (bis auf einen Faktor) Lo¨sung von (H − z)u = 0, die
quadratintegrierbar in der na¨he des Punktes a bzw. b ist.
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ii) Liegt bei a (bzw. bei b) der Grenzpunktfall vor, so gilt Wa(f, g) = 0 (bzw.
Wb(f, g) = 0) fu¨r alle f, g ∈ D(H).
Liegt bei a und b der Grenzpunktfall vor, so gilt Wa(f, g) = Wb(f, g) = 0 fu¨r
alle f, g ∈ D(H). Nach Satz 3.1.4 ist der Definitionsbereich dann maximal. Das
bedeutet, das in diesem Fall keine Randbedingungen notwendig sind. Liegt nur in
einem Randpunkt der Grenzpunktfall vor, so beno¨tigt man zumindest an diesem
Punkt keine Randbedingungen.
Im Folgenden bezeichnen wir mit ̺(H) die Resolventenmenge sowie mit σ(H)
das Spektrum des Operators H . Als na¨chstes geben wir die Resolvente des Ope-
rators H an.
Satz 3.1.7. Sei z ∈ ̺(H), dann existieren Lo¨sungen ua(z, x) ∈ L2((a, c)) und
ub(z, x) ∈ L2((c, b)). Die Lo¨sung ua(z, x) bzw. ub(z, x) erfu¨llt die Randbedingung
in a bzw. b, falls dort der Grenzkreisfall vorliegt.
Die Resolvente des Operators H ist gegeben durch
(H − z)−1g(x) =
∫ b
a
G(z, x, y)g(x)dy. (3.1.10)
Hierbei ist
G(z, x, y) =
1
W (ub(z), ua(z))
{
ub(z, x)ua(z, y) x ≥ y
ua(z, x)ub(z, y) x ≤ y . (3.1.11)
Da wir das wesentliche Spektrum bestimmter Familien eindimensionaler
Schro¨dingeroperatoren untersuchen wollen wird folgender Satz wichtig sein.
Satz 3.1.8. Alle selbstadjungierten Erweiterungen H des Operators H0 haben das
gleiche wesentliche Spektrum σess(H). Sind weiter H(a,c) und H(c,b) selbstadjun-
gierte Erweiterungen von H0, die auf die Intervalle (a, c) bzw. (c, b) eingeschra¨nkt
sind, so gilt
σess(H) = σess(H(a,c)) + σess(H(c,b)). (3.1.12)
3.2 Die Weyl-Titchmarsh m-Funktion
In diesem Abschnitt werden wir eine geordnete Spektraldarstellung fu¨r den ein-
dimensionalen Schro¨dingeroperator H angeben. Es wird außerdem die Weyl-
Titchmarsh m-Funktion eingefu¨hrt und die Zusammenha¨nge zwischen m-
Funktion und der Resolvente diskutiert. Wir beginnen damit, daß wir eine geord-
nete Spektraldarstellung angeben.
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Satz 3.2.1. Sei
V : L2(I, dx)→
k⊕
j=1
L2(R, dµj) (3.2.1)
eine geordnete Spektraldarstellung von H. Dann ist k ≤ 2 und es existiert ei-
ne meßbare Funktion v(λ, x) = (v1(λ, x), . . . , vk(λ, x)), sodaß jedes vi(λ, x) fast
sicher in λ ∈ R (bezu¨glich µi) Lo¨sung der Gleichung Hvi = λvi ist und
Vf(x) = lim
αցa,βրb
∫ β
α
v(λ, x)f(x)dx, (3.2.2)
fu¨r f ∈ L2(I) gilt. Die Inverse V−1 ist dann gegeben durch
V−1F (λ) = lim
N→∞
k∑
j=1
∫ N
−N
vj(λ, x)Fj(λ)dµj(λ) (3.2.3)
fu¨r F ∈⊕kj=1 L2(R, dµj).
Die Limiten sind hier im L2-Sinne, also als Limes im quadratischen Mittel,
zu verstehen. Da V eine geordnete Spektraldarstellung ist muß k ≤ 2 sein. Ins-
besondere ist k = 1 falls an einem der Randpunkte der Grenzkreisfall vorliegt.
Um eine konkrete Spektraldarstellung angeben zu ko¨nnen, gehen wir nun
etwas genauer auf das zu betrachtende Modell ein. Wir sind an Operatoren H
interessiert, die auf der gesammten reellen Achse (I = R) definiert sind. Nach Satz
3.1.8 gilt σess(H) = σess(H(a,∞))+σess(H(−∞,a)) fu¨r a ∈ R. Da wir das wesentliche
Spektrum untersuchen wollen, ko¨nnen wir daher die Operatoren H(−∞,a) bzw.
H(a,∞) getrennt untersuchen.
Die in dieser Arbeit betrachteten Potentiale liegen alle in L1loc(R) und sind
−∆-beschra¨nkt mit Schranke < 1. Daher liegt fu¨r die hier betrachteten Potentiale
der Grenzpunktfall im Randpunkt b = ∞ bzw. b = −∞ vor. Im Randpunkt a
wird der Operator H stets regula¨r sein. Das heißt, es liegt der Grenzkreisfall vor
und es gilt k = 1 in Satz 3.2.1. Fu¨r unsere Untersuchungen spielt es keine Rolle
wie der Randpunkt a gewa¨hlt ist. Wir ko¨nnen also o.E a = 0 annehmen. Als
Randbedingung in Punkt a = 0 wa¨hlen wir
f(0) cos(α) + f ′(0) sin(α) = 0, α ∈ [0, π). (3.2.4)
Fu¨r b =∞ mu¨ssen keine Randbedingungen gewa¨hlt werden, da der Operator bei
∞ im Grenzpunktfall ist. Seien ϕα(z, x) und ψα(z, x) die Lo¨sungen von (H+ −
z)u = 0 fu¨r z ∈ C, die im allgemeinen Fall durch die Anfangswerte
ϕα(z, 0) = − sinα, ϕ′α(z, 0) = cosα, (3.2.5)
ψα(z, 0) = cosα, ψ
′
α(z, 0) = sinα (3.2.6)
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bestimmt sind. Wir werden hier nur den Spezialfall der Dirichlet Rand-
bedingung α = 0 betrachten. Wir definieren daher ϕ(z, x) := ϕ0(z, x) und
ψ(z, x) := ψ0(z, x). Den Operator auf der negativen Halbachse bezeichnen wir
dann mit H− und den Operator auf der positiven Halbachse mit H+. Fu¨r den
Rest dieses Abschnittes betrachten wir den Operator H+. Es sei hier bemerkt,
daß die Theorie fu¨r H− analog entwickelt wird. Es genu¨gt also fu¨r den Moment
den Operator auf einer Halbachse zu untersuchen.
Fu¨r λ ∈ R setzen wir v1(λ, x) := ϕ(λ, x) und dρ(λ) := dµ1(λ). Wir erhalten
dann fu¨r den vorliegenden Fall eine spezielle Spektraldarstellung
U : L2(I, dx)→ L2(R, dρ), Uf(x) = lim
αց0,βր∞
β∫
α
ϕ(λ, 0)f(x)dx (3.2.7)
mit der Inversen
U−1F (λ) = lim
N→∞
N∫
−N
ϕ(λ, x)Fj(λ)dρ(λ). (3.2.8)
Die Lo¨sung ϕ(z, x) erfu¨llt die Randbedingung in Punkt a = 0, wir definieren
u0(z, x) := ϕ(z, x). Es gilt Wx(ϕ(z, 0), ψ(z, 0)) = 1 bzw. Wx(ψ(z, 0), ϕ(z, 0)) =
−1 fu¨r alle x und z. Da bei∞ Grenzpunktfall vorliegt existiert eine, bis auf einen
Faktor eindeutig bestimmte Lo¨sung u∞(z, x), die bei ∞ quadratintegrierbar ist.
Diese Lo¨sung hat die Form
u∞(z, x) = m∞(z)ϕ(z, x) + ψ(z, x), z ∈ C \ R. (3.2.9)
Die Funktionm∞(z) ist eine Herglotz-Funktion, sie heißt dieWeyl-Titchmarsh
m-Funktion. Es sei bemerkt, daß m∞(z) holomorph auf der Resolventenmenge
̺(H+) ist und daß die Gleichungen
m∞(z) = m∞(z), u∞(z, x) = u∞(z, x) (3.2.10)
gelten. Wir konstruieren nun das fu¨r die Spektraldarstellung beno¨tigte Maß
ρ.
Lemma 3.2.2. Liegt im Randpunkt b =∞ der Grenzpunktfall vor, dann gilt fu¨r
die m-Funktion
Im(m∞(z)) = Im(z)
∞∫
0
|u∞(z, x)|2dx. (3.2.11)
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Beweis. Da bei ∞ der Grenzpunktfall vorliegt gilt W∞(u∞(z, x), u∞(z, x)) =
0. Mit W0(ϕ(z, 0), ψ(z, 0)) = 1 und W0(ψ(z, 0), ϕ(z, 0)) = −1 erhalten wir durch
Einsetzen und Nachrechnen
W0(u∞(z, x), u∞(z, x)) = m∞(z)−m∞(z)
= m∞(z)−m∞(z)
= 2iIm(m∞(z)).
Weiterhin gilt
2iIm(z)
∞∫
0
|u∞(z, x)|2dx = (z − z)
∞∫
0
u∞(z, x)u∞(z, x)dx
=
∞∫
0
u∞(z, x)H+u∞(z, x)dx−
∞∫
0
H+u∞(z, x)u∞(z, x)dx
= −(〈H+u∞(z, x), u∞(z, x)〉 − 〈u∞(z, x), H+u∞(z, x)〉)
= −(W∞(u∞(z, x), u∞(z, x))−W∞(u∞(z, x), u∞(z, x))
= 2iIm(m∞(z)).
Lemma 3.2.3. Fu¨r die Spektraldarstellung U und die Lo¨sung u∞(z, x) gilt
(Uu∞(z, x))(λ) =
1
λ− z . (3.2.12)
Beweis. Die Resolvente des Operators H+ laßt sich u¨ber die Spektraldarstel-
lung U ausdru¨cken durch
RH+(z)f = U
−1 1
λ− zUf. (3.2.13)
Sei f so, daß F = Uf kompakten Tra¨ger hat. Es gilt dann
∞∫
0
G(z, x, y)f(y)dy =
∫
R
ϕ(λ, x)F (λ)
λ− z dρ(λ) (3.2.14)
fast sicher in x. Da die rechte Seite der Gleichung sowie ϕ(λ, x) Lo¨sungen sind,
liegen sie inW 2,2 und sind damit stetig. Somit gilt Gleichung 3.2.14 fu¨r alle x ∈ R.
Differenzieren wir Gleichung 3.2.14 nach x, so erhalten wir fu¨r x ≤ y
∞∫
0
ϕ′(λ, x)u∞(z, y)f(y)dy =
∫
R
ϕ′(λ, x)F (λ)
λ− z dρ(λ) (3.2.15)
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Wa¨hlen wir nun x = 0, so gilt unter Beachtung der Randbedingung α = 0
und u∞(z¯, y) = u∞(z, y)
∞∫
0
u∞(z, y)f(y)dy =
∫
R
1
λ− zF (λ)dρ(λ). (3.2.16)
Fu¨r f = U−1F gilt demnach also
〈
u∞(z, y), (U−1F )(y)
〉
L2(R),dx
=
〈
1
λ− z , F (λ)
〉
L2(R,dρ)
(3.2.17)
und da U unita¨r ist auch
〈(Uu∞(z, y))(λ), F (λ)〉L2(R,dρ) =
〈
1
λ− z , F (λ)
〉
L2(R,dρ)
. (3.2.18)
fu¨r alle f , fu¨r die F kompakten Tra¨ger hat. Da diese Funktionen F (λ) stetig
sind liegen sie dicht in L2(R, dρ) und es gilt
(Uu∞(z, y))(λ) =
1
λ− z . (3.2.19)
Da die Spektraldarstellung U eine unita¨re Abbildung ist, ergibt sich durch
Kombination der Lemmata 3.2.2 und 3.2.3
Im(m∞(z)) = Im(z)
∞∫
0
u∞|(z, x)|2dx = Im(z)
∫
R
1
|λ− z|2dρ(λ). (3.2.20)
Da m∞(z) fu¨r z ∈ ̺(H+) holomorph ist, erhalten wir eine Darstellung der
m-Funktion, sowie u¨ber die Stieltjes Inversionsformel das Spektralmaß ρ durch
Satz 3.2.4. Fu¨r z ∈ ̺(H+) ist die Weyl-Titchmarsh m-Funktion gegeben durch
m∞(z) = Re(m∞(i)) +
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ) (3.2.21)
wobei ∫
R
λ
1 + λ2
dρ(λ) = Im(m∞(i)) <∞ (3.2.22)
ist. Das Spektralmaß ρ ist durch die Stieltjes Inversionsformel
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ρ(λ) = lim
δց0
lim
ǫց0
1
π
λ+δ∫
δ
Im(m∞(t+ iǫ))dt (3.2.23)
gegeben. Hierbei ist
Im(m∞(t+ iǫ)) = ǫ
∞∫
0
|u∞(t+ iǫ, x)|2dx. (3.2.24)
Beweis. Sei f1(z) = m∞(z) und
f2(z) = Re(m∞(i)) +
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ). (3.2.25)
Wir zeigen f1 = f2. Da f1 mit der m-Funktion u¨bereinstimmt ist sie holo-
morph auf C \R. Wa¨hlt man in Gleichung 3.2.20 z = i, so erha¨lt man Gleichung
3.2.22. Damit ist auch f2 eine holomorphe Funktion in C \ R. Unter Beachtung
von Im( 1
λ−z − λ1+λ2 ) = Im(z)|λ−z|2 ergibt sich mit Gleichung 3.2.20
Im(m∞(z)) = Im
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ). (3.2.26)
Damit ist
f2(z) = Re(m∞(i))+Re

∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)

+Im(m∞(z)). (3.2.27)
Die Imagina¨rteile der holomorphen Funktionen f1 und f2 stimmen also u¨be-
rein. Es gilt daher f1 = f2 +C mit C ∈ R. Fu¨r z = i gilt Re(f1(i)) = Re(m∞(i))
und
Re(f2(i)) = Re(m∞(i)) + Re

∫
R
(
1
λ− i −
λ
1 + λ2
)
dρ(λ)

 (3.2.28)
= Re(m∞(i)) + Re(Im(m∞(i))) (3.2.29)
= Re(m∞(i)). (3.2.30)
Damit gilt f1 = f2. Das Spektralmaß ρ erha¨lt man dann durch die Stieltjes
Inversionsformel
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In Satz 3.2.4 erkennt man, daß das Spektralmaß ρ(λ) nur vom Imagina¨rteil
der Weyl-Titchmarsh m-Funktion abha¨ngt. Das bedeutet, daß alle Informatio-
nen u¨ber das Spektrum des Operators H+ in der m-Funktion enthalten sind.
Es genu¨gt, also die m-Funktion zu untersuchen, um Informationen u¨ber das
Spektrum zu erhalten. Dies bedeutet aber, daß die m-Funktion wesentlich vom
Potential v des Operators abha¨ngt. Wir werden daher ab hier auch die Po-
tentialabha¨ngigkeit der m-Funktion, sowie der Lo¨sungen beru¨cksichtigen. Es
sei hier noch einmal erwa¨hnt, daß ein zu Satz 3.2.4 analoger Satz auch fu¨r
den Operator H− auf der negativen Halbachse gilt. Im Folgenden bezeichnen
wir die zu H± geho¨renden m-Funktionen durch m+(z, v) := m∞(z, v) bzw.
m−(z, v) := m−∞(z, v).
Wir haben bereits gesehen, daß die m-Funktion durch das Potential bestimmt
wird. Es gilt aber auch das inverse Resultat. Der folgende Satz von Borg [5] und
Marchenko [37] besagt, daß die m-Funktion das Potential bestimmt.
Satz 3.2.5. Seien v1, v2 Potentiale in L
1
glm,loc(R+). Fu¨r die zugeho¨rigen m-
Funktionen gelte m+(z, v1) = m+(z, v2), dann gilt auch v1 = v2.
Es sei bemerkt, daß das analoge Resultat auch fu¨r die negative Halbachse gilt.
Da die Original-Arbeiten von Borg und Marchenko nicht vorlagen, ist dieser Satz
aus einer Arbeit von B. Simon [43] zitiert.
3.3 Ein Homo¨omorphismus zwischen den Po-
tentialen und den m-Funktionen auf den
Halbachsen
Wir betrachten in diesem Abschnitt eine Menge von Potentialen V ⊂ L2loc(R)
sowie die Einschra¨nkung dieser Potentiale auf die Halbachsen. Die auf die Halb-
achsen eingeschra¨nkten Potentiale seien definiert durch
V + := {v|R+ : v ∈ V } (3.3.1)
V − := {v|R− : v ∈ V }. (3.3.2)
Ziel dieses Abschnittes ist es zu zeigen, daß die Abbildung die die Potentiale
in V + bzw. V − auf die zugeho¨rigen m-Funktionen abbildet homo¨omorph ist. Die
Menge der zu den Potentialen V + bzw. V − zugeho¨rigen m-Funktionen seien
M+(V +) := {m+(z, v) : v ∈ V +, z ∈ C+} (3.3.3)
M−(V −) := {m−(z, v) : v ∈ V −, z ∈ C+} (3.3.4)
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Wir werden die gleichma¨ßig lokale Quadratintegrierbarkeit der Potentiale
beno¨tigen.
Definition 3.3.1. Eine meßbare Funktion v auf Rd heißt gleichma¨ßig lokal p-
integrierbar, wenn es ein K <∞ gibt, sodaß∫
Cx
|v(y)|pdy ≤ K (3.3.5)
ist fu¨r jeden Einheitswu¨rfel
Cx := {y ∈ Rd : xk ≤ y ≤ xk + 1 fu¨r k = 1, . . . , d}. (3.3.6)
Der Raum der auf Rd gleichma¨ßig lokal p-integrierbaren Funktionen bezeich-
nen wir mit Lpglm,loc(R
d). Auf Lpglm,loc(R
d) ist eine Norm gegeben durch |‖v‖|p :=
supx∈Zd(
∫
Cx
|v(y)|pdy) 1p
Im Folgenden beno¨tigen wir die Topologien der Ra¨ume Lploc(R
d) und Lploc(R+).
Eine Menge A ⊂ Lploc(Rd) ist Element der Lploc(Rd) Topologie, genau dann wenn
fu¨r alle f ∈ A ein ǫ > 0 und ein Kompaktum K ⊂ Rd existiert, sodaß
{g ∈ Lploc(Rd) : ‖(g − f)χK‖Lp(Rd) < ǫ} ⊂ A. (3.3.7)
χK bezeichnet hierbei die charakteristische Funktion der Menge K. Analog
ist eine Menge A ⊂ Lploc(R+) Element der Lploc(R+) Topologie, genau dann wenn
fu¨r alle f ∈ A ein ǫ > 0 und ein Kompaktum K ⊂ R+ existiert, sodaß
{g ∈ Lploc(R+) : ‖χˆK(g − f)‖Lp(R) < ǫ} ⊂ A. (3.3.8)
Hierbei ist
χˆK : L
p
loc(R+)→ Lp(R), (χˆK(f))(x) :=
{
f(x)χK(x) fu¨r x ∈ K
0 sonst
. (3.3.9)
Der nachfolgende Satz ist das hauptsa¨chliche Resultat dieses Abschnittes. Wir
werden uns hier auf die positive Halbachse einschra¨nken. Alle Resultate dieses
Abschnitts gelten auch fu¨r die negative Halbachse. Die Beweise fu¨hrt man in
diesem Fall analog.
Satz 3.3.2. Sei V ⊂ L2glm,loc(R) ausgestattet mit der L2loc(R) Topologie und kom-
pakt. M+ sei ausgestattet mit der lokal gleichma¨ßigen Konvergenz auf C+. Dann
ist die Abbildung
S : V + →M+(V +), v+ 7→ m+(z, v+). (3.3.10)
ein Homo¨omorphismus.
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Beweis. Der Beweis folgt in drei Schritten. Wir haben zu zeigen
1. V + ist kompakt (Lemma 3.3.3).
2. S : V + → M+(V +) ist bijektiv (Lemma 3.3.4).
3. S : V + → M+(V +) ist stetig (Satz 3.3.7).
Gilt 1-3 so folgt die Stetigkeit der Inversen S−12 . Siehe zum Beispiel [18]. S ist
somit ein Homo¨omorphismus und der Satz ist bewiesen.
Wir beweisen nun die zum Beweis von Satz 3.3.2 beno¨tigten Lemmata. Die
Kompaktheit von V + und die Bijektivita¨t von S : V + → M+(V +) folgen, unter
Beachtung der Metrisierbarkeit von L2loc(R), mit unseren bisherigen Erkenntnissen
problemlos.
Lemma 3.3.3. Sei V ⊂ L2glm,loc(R) ausgestattet mit der L2loc(R) Topologie und
kompakt. Dann ist V + bezu¨glich der L2loc(R+) Topologie kompakt.
Beweis. Nach Voraussetzung ist V kompakt, die Einschra¨nkung L2loc(R) →
L2loc(R+), f 7→ f |R+ ist stetig also ist auch V + kompakt.
Lemma 3.3.4. Die Abbildung S : V + →M+(V +), v+ 7→ m+(z, v+) ist bijektiv.
Beweis. S ist nach Konstruktion surjektiv. Fu¨r v1, v2 ∈ V + sei m+(z, v1) =
m+(z, v2), dann gilt nach dem Satz von Borg-Marchenko (Satz 3.2.5) fu¨r die
Potentiale v1 = v2. Die Abbildung S : V + →M+(V +) ist somit auch Injektiv.
Wir zeigen nun die Stetigkeit der Abbildung S : V + → M+(V +).
Lemma 3.3.5. Sei V ⊂ L2loc(R) so, daß H = −∆+v wesentlich selbstadjungiert
ist auf C∞0 (R) fu¨r v ∈ V . Eine Folge von Potentialen (vk) in V konvergiere
bezu¨glich der L2loc(R) Konvergenz gegen v ∈ V . Dann konvergieren zugeho¨rigen
m-Funktionen m+(z, vk) gegen m+(z, v) lokal gleichma¨ßig fu¨r z ∈ C+.
Beweis. Lemma 3.1.17 in [6].
Der OperatorH = −∆+v ist auf C∞0 (R) wesentlich selbstadjungiert, wenn das
Potential v bezu¨glich −∆ relativ beschra¨nkt ist mit Schranke < 1. Der folgende
Satz liefert diese relativ Beschra¨nktheit, sofern die Potentiale aus L2glm,loc(R
d)
sind.
Satz 3.3.6. Sei v ∈ L2glm,loc(R), dann ist der Multiplikationsoperator mit der
Funktion v relativ −∆ beschra¨nkt mit Schranke 0.
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Beweis. Satz 13.96 in [41]
Der Beweis von Satz 3.3.6 basiert im wesentlichen darauf, daß fu¨r ϕ ∈ D(v)∩
D(∆) und beliebige ǫ > 0 die Abscha¨tzung
‖vϕ‖2L2(R) ≤ |‖v‖|22 · 3(4ǫ‖∆ϕ‖2L2(R) + (A+ 14ǫ−1B)‖ϕ‖2L2(R)) (3.3.11)
fu¨r passende, von v unabha¨ngige A,B > 0 gilt. Da v ∈ L2glm,loc(R) gilt, ist
‖|v|‖22 < ∞ und damit die linke Seite der Ungleichung 3.3.11 fu¨r alle ǫ > 0
beschra¨nkt.
Satz 3.3.7. Die Abbildung S : V + →M+(V +), v+ 7→ m+(z, v+) ist stetig.
Beweis. Nach Voraussetzung ist V ⊂ L2glm,loc(R). Nach Satz 3.3.6 sind alle
v ∈ V relativ −∆ beschra¨nkt mit Schranke 0. Fu¨r v ∈ V ist damit H = −∆+ v
wesentlich selbstadjungiert auf C∞0 (R). Sei (vn) eine Folge in V mit vn|R+ → v|R+.
Da V kompakt ist, gilt auch o.E. vn → v mit v ∈ V . Lemma 3.3.5 liefert unter den
gegebenen Voraussetzungen die Stetigkeit der Abbildung S : V + →M+(V +).
Damit ist Satz 3.3.2 bewiesen.
Der Satz 3.3.2 findet in Kapitel 4 Anwendung fu¨r Potentiale V ⊂ L2glm,loc(R)
die gleichma¨ßig in der Norm beschra¨nkt sind. Fu¨r diese Potentiale existiert ein
R < ∞ sodaß |‖v‖|2 ≤ R gilt fu¨r alle v ∈ V . Wir definieren die Menge der
Potentiale in Lpglm,loc(R) mit Norm kleiner gleich R durch
L
p
glm,loc,R(R) := {v ∈ Lpglm,loc(R) : |‖v‖|p ≤ R}. (3.3.12)
Unter der Voraussetzung V ⊂ L2glm,loc,R(R) kann gezeigt werden, daß die
Resolvente Rz(v)f := (−∆− z + v)−1f fu¨r f ∈ L2(R) und v ∈ V als Abbildung
R : C+ × L2loc(R)→W 2,2(R), (z, v) 7→ Rz(v)f (3.3.13)
stetig ist. Diese Stetigkeit liefert einen alternativen Beweis von Satz 3.3.7 fu¨r
den Fall V ⊂ L2glm,loc,R(R). Wir beweisen diese Stetigkeit indem wir dir Resolvente
ausdru¨cken durch
Rz(v) = (−∆− i)−1(−∆− i)Rz(v) (3.3.14)
und zeigen, daß (−∆− i)Rz(v)f als Abbildung von C+×L2loc(R) nach L2(R)
stetig ist. (−∆−i)−1 ist fu¨r z = i die Resolvente von −∆ und daher als Abbildung
von L2(R) nach W 2,2(R) stetig. Dies liefert dann die Stetigkeit der Resolventen
als Abbildung von C+ × L2loc(R) nach W 2,2(R).
Wir ko¨nnen nun zeigen, daß der Operator (−∆−z)Rz(v) fu¨r v ∈ L2glm,loc,R(R)
und z aus einem Kompaktum K ⊂ C+ gleichma¨ßig beschra¨nkt ist.
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Lemma 3.3.8. Sei v ∈ L2glm,loc,R(R), K ⊂ C+ kompakt und z ∈ K. Dann
existiert ein C > 0, sodaß
‖(−∆− z)Rz(v)‖L2(R) < C (3.3.15)
fu¨r alle v ∈ L2glm,loc,R(R) und z ∈ K gilt.
Beweis. Die Resolvente Rz(v) = (−∆ − z + v)−1 ist beschra¨nkt und es gilt
fu¨r die Definitionsbereiche D(−∆ − z + v) ⊂ D(−∆ − z). Der Operator (−∆ −
z)(−∆− z+ v)−1 ist also auf ganz L2(R) definiert. Das Potential v ist nach Satz
3.3.6 −∆ beschra¨nkt, mit relativer Schranke kleiner 1. Damit ist v auch (−∆−z)
beschra¨nkt, mit relativer Schranke kleiner 1 fu¨r alle z ∈ K. Fu¨r v ∈ L2glm,loc,R(R)
erhalten wir aus Ungleichung 3.3.11
‖vϕ‖2L2(R) ≤ 12Rǫ‖∆ϕ‖2L2(R) + 3R(A+ 14ǫ−1B)‖ϕ‖2L2(R) (3.3.16)
Wa¨hlen wir nun ǫ so, daß
√
12Rǫ ≤ 1
2
ist, erhalten wir mit a :=√
3R(A+ 1
4
ǫ−1B) die Ungleichung
‖vϕ‖L2(R) ≤ a‖ϕ‖L2(R) + 12‖(−∆− z)ϕ‖L2(R) (3.3.17)
fu¨r alle v ∈ L2glm,loc,R(R) und z ∈ K. Damit gilt auch
‖(−∆− z)ϕ‖L2(R) ≤ ‖(−∆− z + v)ϕ‖L2(R) + ‖vϕ‖L2(R) (3.3.18)
≤ ‖(−∆− z + v)ϕ‖L2(R) (3.3.19)
+a‖ϕ‖L2(R) + 12‖(−∆− z)ϕ‖L2(R) (3.3.20)
sowie
1
2
‖(−∆− z)ϕ‖L2(R) ≤ ‖(−∆− z + v)ϕ‖L2(R) + a‖ϕ‖L2(R). (3.3.21)
Setzen wir nun ϕ = (−∆− z + v)−1ψ so erhalten wir
‖(−∆− z)(−∆− z + v)−1ψ‖L2(R) ≤ 2(‖ψ‖L2(R) + a‖(−∆− z + v)−1ψ‖L2(R)).
(3.3.22)
Da z ∈ K und y ∈ L2(R) beliebig ist, existiert ein von z und v unabha¨ngiges
C, sodaß ‖(−∆− z)Rz(v)‖L2(R) < C ist.
Unter Verwendung der Ungleichung 3.3.11 erhalten wir nun folgende Stetig-
keit.
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Lemma 3.3.9. Sei (vn) eine Folge in L
2
glm,loc,R(R) mit vn → v bezu¨glich der
L2loc(R) Konvergenz. Dann gilt fu¨r alle ϕ ∈ L2(R)
‖(vn − v)Rz(v)ϕ‖L2(R) → 0 fu¨r n→∞. (3.3.23)
Beweis. Sei ψ := Rz(v)ϕ = (−∆ − z + v)−1ϕ. Fu¨r ψ gilt dann ψ ∈ D(−∆ −
z+v) ⊂ D(−∆). Im folgenden beno¨tigen wir eine hinreichend oft differenzierbare
Version der charakteristischen Funktion. Wir definieren eine Funktion χ˜[a,b] ∈
C∞(R) durch
χ˜[a,b](x) :=


1 fu¨r x ∈ [a, b]
monoton steigend in [0, 1] fu¨r x ∈ [a− 1, a]
monoton fallend in [0, 1] fu¨r x ∈ [b, b+ 1]
0 fu¨r x ∈ R \ [a− 1, b+ 1]
(3.3.24)
Die Ableitungen von χ˜[a,b] seien auf R gleichma¨ßig beschra¨nkt. Wir ko¨nnen
nun das Quadrat der Norm ‖(vn − v)ψ‖L2(R) abscha¨tzen durch
‖(vn−v)ψ‖2L2(R) ≤ ‖χ˜Br(0)(vn−v)ψ‖2L2(R)+‖(1− χ˜Br(0))(vn−v)ψ‖2L2(R). (3.3.25)
Da vn → v in L2loc(R) konvergiert folgt fu¨r den ersten Term der Ungleichung
‖χ˜Br(0)(vn − v)ψ‖2L2(R) → 0 (3.3.26)
fu¨r alle r ∈ R. Der zweite Term muß nun noch genauer untersucht werden. Da
vn, v ∈ L2glm,loc,R(R) sind, erhalten wir unter Verwendung von Ungleichung 3.3.11
fu¨r den zweiten Term der Ungleichung 3.3.25
‖(1− χ˜Br(0))(vn − v)ψ‖2L2(R) ≤ 12Rǫ‖∆(1− χ˜Br(0))ψ‖2L2(R)
+3(A+ 1
4
ǫ−1B)‖(1− χ˜Br(0))ψ‖2L2(R).
Fu¨r festes ǫ > 0 mu¨ssen wir in obenstehender Ungleichung zwei Terme kon-
trollieren. Da ψ ∈ L2(R) ist und fu¨r r →∞ der Tra¨ger von (1− χ˜Br(0))ψ beliebig
klein wird gilt ‖(1− χ˜Br(0))ψ‖2L2(R) → 0 fu¨r r →∞.
Es bleibt der Term ‖∆(1 − χ˜Br(0)ψ‖2L2(R) zu kontrollieren. Wenden wir den
Laplace Operator auf (1− χ˜Br(0))ψ an erhalten wir
∆(1− χ˜Br(0))ψ = −χ˜′′Br(0)ψ − 2χ˜′Br(0)ψ′ + (1− χ˜Br(0))ψ′′. (3.3.27)
Wir ko¨nnen somit ‖∆(1− χ˜Br(0))ψ‖2L2(R) abscha¨tzen durch
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‖∆(1− χ˜Br(0))ψ‖2L2(R) ≤ ‖χ˜′′Br(0)ψ‖2L2(R)+2‖χ˜′Br(0)ψ′‖2L2(R)+‖(1− χ˜Br(0))ψ′′‖2L2(R).
(3.3.28)
Es bleiben also weitere drei Terme zu kontrollieren. Da ψ im Definitionsbereich
des Laplace Operators ist, muß ψ′′ ∈ L2(R) sein. Fu¨r r → ∞ wird daher ‖(1 −
χ˜Br(0))ψ
′′‖2L2(R) beliebig klein.
Nach Definition der Funktion χ˜ sind alle Ableitungen dieser Funktion
gleichma¨ßig beschra¨nkt und auf den beiden Intervallen [−r − 1, r] und [r, r + 1]
getragen. Es gilt also fu¨r eine geeignete Konstante C
‖χ˜′′Br(0)ψ‖2L2(R) ≤ C(‖ψ|[−r−1,r]‖2L2(R) + ‖ψ|[r,r+1]‖2L2(R)) (3.3.29)
Da ψ ∈ L2(R) ist werden also fu¨r r → ∞ auch die beiden Terme auf der
rechten Seite dieser Ungleichung, und damit ‖χ˜′′Br(0)ψ‖2L2(R) beliebig klein. Fu¨r
den Term ‖χ˜′Br(0)ψ′‖2L2(R) gilt
‖χ˜′Br(0)ψ′‖2L2(R) ≤ C(‖ψ′|[−r−1,r]‖2L2(R) + ‖ψ′|[r,r+1]‖2L2(R)). (3.3.30)
Ko¨nnen wir zeigen, daß auch ψ′ ∈ L2(R) ist, so wird mit gleichem Argument
auch ‖χ˜′Br(0)ψ′‖2L2(R) fu¨r r → ∞ klein. Dies ist aber nach Satz 3.1.1 klar, denn
ψ′′ = iF−1Mx2Fψ ∈ L2(R) und damit auch ψ′ = iF−1MxFψ ∈ L2(R).
Mit den oben bewiesenen Lemmata 3.3.8 und 3.3.9 folgt nun fu¨r f ∈ L2(R) die
Stetigkeit der Resolvente Rz(v)f in den Variablen z ∈ C+ und v ∈ L2glm,loc,R(R).
Satz 3.3.10. Seien f ∈ L2(R), v ∈ L2glm,loc,R(R) und z ∈ C+. Dann ist Rz(v)f ∈
W 2,2(R). Die Abbildung
R : C+ × L2glm,loc,R(R)→ W 2,2(R), (z, v) 7→ Rz(v)f (3.3.31)
ist stetig in z bezu¨glich der Konvergenz auf C+ und in v bezu¨glich der L2loc(R)
Konvergenz.
Beweis. Wir schreiben die Resolvente als Rz(v) = (−∆ − i)−1(−∆ − i)Rz(v)
und zeigen die Stetigkeit der Abbildung (−∆ − i)Rz(v) von C+ × L2glm,loc(R)
nach L2(R). Die Resolvente (−∆− i)−1 ist stetig als Abbildung von L2(R) nach
W 2,2(R). Damit folgt dann die gewu¨nschte Stetigkeit von Rz(v).
Fu¨r Folgen zn → z und vn → v gilt unter Verwendung der ersten und zweiten
Resolventengleichung
‖(−∆− i)(Rzn(vn)− Rz(v))f‖L2(R) ≤ ‖(−∆− i)Rzn(vn)(vn − v)Rz(v)f‖L2(R)
+ ‖(−∆− i)Rzn(vn)(z − zn)Rz(v))f‖L2(R).
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Unter Verwendung von −∆− i = −∆− zn + zn − i gilt
‖(−∆− i)Rzn(vn)f‖L2(R) ≤ ‖(−∆− zn)Rzn(vn)f‖L2(R) (3.3.32)
+ ‖(zn − i)Rzn(vn)f‖L2(R) (3.3.33)
Offensichtlich ist (zn − i)Rzn(vn) gleichma¨ßig beschra¨nkt. Nach Lemma 3.3.8
ist auch (−∆ − zn)Rzn(vn) gleichma¨ßig beschra¨nkt. Wir erhalten also fu¨r geeig-
netes C die Abscha¨tzung
‖(−∆− i)(Rzn(vn)−Rzn(v))f‖L2(R) ≤ C‖(vn − v)Rz(v)f‖L2(R)(3.3.34)
+ C‖(z − zn)Rz(v)f‖L2(R)(3.3.35)
Offensichtlich geht ‖(z−zn)Rz(v)f‖L2(R) gegen Null fu¨r zn → z. Nach Lemma
3.3.9 folgt auch ‖(v − vn)Rzn(v)f‖L2(R) → 0 fu¨r vn → v und damit die Behaup-
tung.
Als Folgerung aus Satz 3.3.10 erhalten wir die lokal gleichma¨ßige Konvergenz
fu¨r Rz(v)f .
Korollar 3.3.11. Sei f ∈ L2(R) sowie vn, v ∈ L2glm,loc,R(R) und es konvergiere
vn → v bezu¨glich der L2loc(R) Konvergenz. Dann konvergiert Rz(vn)f → Rz(v)f
in W 2,2 lokal gleichma¨ßig fu¨r z ∈ C+.
Beweis. Angenommen es existiert ein Kompaktum K ⊂ C+ und eine Folge
(zn) mit zn ∈ K, sodaß ein δ > 0 existiert mit
‖Rzn(vn)f −Rzn(v)f‖W 2,2 > δ. (3.3.36)
Da K kompakt ist gilt o.E. zn → z fu¨r ein z ∈ K. Andererseits gilt aber auch
‖Rzn(vn)f − Rzn(v)f‖W 2,2 ≤ ‖Rzn(vn)f − Rz(v)f‖W 2,2 (3.3.37)
+ ‖Rz(v)f − Rzn(v)f‖W 2,2 (3.3.38)
Fu¨r zn → z konvergiert aber ‖Rz(v)f − Rzn(v)f‖W 2,2 gegen Null, da Rz(v)f
stetig in z ist, sowie auch ‖Rzn(vn)f − Rz(v)f‖W 2,2 nach Satz 3.3.10 fu¨r zn → z
und vn → v gegen Null geht. Dies ist aber im Widerspruch zu
‖Rzn(vn)f −Rzn(v)f‖W 2,2 > δ. (3.3.39)
fu¨r ein δ > 0.
Wir ko¨nnen nun unter der zusa¨tzlichen Voraussetzung V ⊂ L2glm,loc,R(R) einen
alternativen Beweis fu¨r Satz 3.3.7 geben.
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Satz 3.3.12. Sei V ⊂ L2glm,loc,R(R), dann Abbildung S : V + → M+(V +) ist
stetig.
Beweis. Sei g ∈ C∞0 (R) mit Tra¨ger supp g = [−2,−1], sowie z ∈ C+ und
vn, v ∈ V +. Dann ist u˜ := Rz(v)g ∈ L2(R) Lo¨sung der Gleichung (−∆+v−z)u˜ =
g. Schra¨nkt man nun u˜ auf das Intervall [0,∞) ein, so ist u˜|[0,∞) auch Lo¨sung der
homogenen Gleichung (−∆+ v − z)u˜|[0,∞) = 0.
Sei (vn) eine Folge in V mit vn|R+ → v|R+. Da V kompakt ist, gilt auch o.E.
vn → v mit v ∈ V . Wir ko¨nnen daher das fu¨r R bewiesene Korollar 3.3.11 auch
fu¨r die Halbachsen R± verwenden. Nach Korollar 3.3.11 konvergiert Rz(vn)g →
Rz(v)g in W
2,2(R) lokal gleichma¨ßig, fu¨r vn → v in L2loc(R). Nach Satz 3.1.1
impliziert Konvergenz in W 2,2(R) insbesondere die punktweise Konvergenz der
Funktionen und ihrer Ableitungen. Es gilt also
lim
n→∞
Rz(vn)g(x) = Rz(v)g(x) fu¨r alle x ∈ R. (3.3.40)
sowie auch
lim
n→∞
(Rz(vn)g)
′(x) = (Rz(v)g)′(x) fu¨r alle x ∈ R. (3.3.41)
Wa¨hlen wir die Anfangsbedingungen u(0) := Rz(v)g(0), u
′(0) := (Rz(v)g)′(0),
so legen diese nach Satz 3.1.5 eine eindeutige Lo¨sung u von (−∆ + v − z)u = 0
auf R+ fest. Die Lo¨sung u stimmt dann mit der Lo¨sung u˜ auf [0,∞) u¨berein und
ist quadratintegrierbar bei ∞. Nach Gleichung 3.2.9 besitzt u die Form
u(z, x, v) = m+(z, v)ϕ(z, x, v) + ψ(z, x, v) (3.3.42)
mit ϕ und ψ aus den Gleichungen 3.2.5 und 3.2.6. Ableiten von u liefert dann
fu¨r x = 0
m+(z, v) =
u′(z, 0, v)
u(z, 0, v)
= u′(z, 0, v). (3.3.43)
Fu¨r vn → v in L1loc(R) folgt also m+(z, vn)→ m+(z, v) lokal gleichma¨ßig.. Der
Beweis fu¨r die negative Halbachse geht analog.
3.4 Der Lyapunov-Exponent und das absolut
stetige Spektrum
Ein sehr hilfreiches und ha¨ufig verwendetes Werkzeug zur Bestimmung des abso-
lut stetigen Spektrums zufa¨lliger eindimensionaler Schro¨dingeroperatoren ist der
Lyapunov-Exponent. In der von S. Kotani entwickelten Theorie stellt sich heraus,
daß der Lyapunov-Exponent, einer bestimmten Familie zufa¨lliger Operatoren,
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gleich Null ist auf dem wesentlichen Abschluß des absolut stetigen Spektrums. Um
Informationen u¨ber das absolut stetige Spektrum solcher Operatoren zu erhalten
kann daher mit dem Lyapunov-Exponent gearbeitet werden. Wir werden in die-
sem Kapitel die Zusammenha¨nge von Lyapunov-Exponent, der Weyl-Titchmarsh
m-Funktion und dem absolut stetigen Spektrum herausarbeiten. Diese Theorie
wurde Anfang der achtziger Jahre hauptsa¨chlich von S. Kotani entwickelt. Wir
richten uns hier nach einem U¨bersichtsartikel von Kotani [25] aus dem Jahr 1985.
Wir betrachten fu¨r x ∈ R die Eigenwertgleichung
Hy(x)− zy(x) = −y′′(x) + [v(x)− z]y(x) = 0. (3.4.1)
Nach der Theorie der gewo¨hnlichen Differentialgleichungen la¨ßt sich diese Glei-
chung als System erster Ordnung schreiben durch
d
dx
Y (x) = Az(x, v)Y (x). (3.4.2)
Hierbei ist
Y (x) =
(
y(x)
y′(x)
)
und Az(x, v) =
(
0 1
v(x)− z 0
)
. (3.4.3)
Die Transfermatrix Tz(x, x0) eines solchen Systems ist eine 2 × 2-Matrix, die
gegeben ist durch
d
dx
Tz(x, x0) = Az(x, v)Tz(x, x0), Tz(x0, x0) = I, x ≥ x0 ≥ 0. (3.4.4)
Die Transfermatrix beschreibt die zeitliche Entwicklung der Lo¨sungen Y des
Systems 3.4.2. Das heißt es gilt
Tz(x, x0)Y (x0) = Y (x). (3.4.5)
Wir werden hier ha¨ufiger auch die Bezeichnung Tz(x) = Tz(x, 0) fu¨r den Fall
x0 = 0 verwenden. Die Transfermatrix fu¨r x und x0 la¨ßt sich dann schreiben
als Tz(x, x0) = Tz(x)Tz(x0)−1. Wir geben nun die Transfermatrix Tz(x) fu¨r den
Operator H± an. Wa¨hlt man in den Gleichungen 3.2.5 und 3.2.6 die Dirichlet
Randbedingung α = 0, so erha¨lt man mit ϕ(z, x) := ϕ0(z, x) und ψ(z, x) :=
ψ0(z, x) die Anfangswerte
ϕ(z, 0) = 0, ϕ′(z, 0) = 1,
ψ(z, 0) = 1, ψ′(z, 0) = 0
und damit (
ψ(z, 0) ϕ(z, 0)
ψ′(z, 0) ϕ′(z, 0)
)
= I (3.4.6)
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Weiter gilt auch
d
dx
(
ψ(z, x) ϕ(z, x)
ψ′(z, x) ϕ′(z, x)
)
=
(
ψ′(z, x) ϕ′(z, x)
[v(x)− z]ψ(z, x) [v(x)− z]ϕ(z, x)
)
= Az
(
ψ(z, x) ϕ(z, x)
ψ′(z, x) ϕ′(z, x)
)
.
Im Folgenden wollen wir die Potentialabha¨ngigkeit der Lo¨sungen hervorheben.
Wir definieren ϕ(z, x, v) := ϕ(z, x) und ψ(z, x, v) := ψ(z, x). Die Transfermatrix
des Operators H± wird also beschrieben durch
Tz(x, v) =
(
ψ(z, x, v) ϕ(z, x, v)
ψ′(z, x, v) ϕ′(z, x, v)
)
. (3.4.7)
Die folgenden Sa¨tze wurden von Pastur (Satz 3.4.1) und Kotani (Sa¨tze 3.4.3,
3.4.4) fu¨r eine Familie eindimensionaler Schro¨dingeroperatoren {H(ω) : ω ∈ Ω}
mit einem, von einem Zufallsparameter ω abha¨ngigen Potential auf einem Wahr-
scheinlichkeitsraum (Ω,B, µ) bewiesen. Die Menge der zufa¨lligen Potentiale sei
V (Ω) := {vω : vω ∈ L2loc(R) fu¨r alle ω ∈ Ω}. (3.4.8)
Das Maß µ erfu¨llt die Bedingungen:
• µ ist Shift invariant.
• µ ist ergodisch.
• ∫
Ω
{
1∫
0
vω(x)
2dx}dµ <∞.
Sei µ ein Wahrscheinlichkeitsmaß, daß diese Bedingungen erfu¨llt. Fu¨r µ be-
trachten wir nun eine Familie von zufa¨lligen eindimensionalen Schro¨dingeropera-
toren Hµ := {H(ω) : ω ∈ Ω}.
Zuna¨chst muß sichergestellt werden, daß das Spektrum der Operatoren in
H zumindest fast sicher unabha¨ngig von der Wahl von ω ∈ Ω ist. Im Folgen-
den bezeichne σ(H(ω)) das Spektrum, σa.c.(H(ω)) das absolut stetige Spektrum,
σs.c.(H(ω)) das singula¨r stetige Spektrum und σp(H(ω)) das Punktspektrum
des Operators H(ω). Da H(ω) selbstadjungiert ist sind die Mengen σ(H(ω)),
σa.c.(H(ω)), σs.c.(H(ω)) und σp(H(ω)) abgeschlossen in R. Der folgende Satz wur-
de von L. Pastur in [38] bewiesen. Der Satz zeigt, daß die oben definierten Mengen
fast sicher unabha¨ngig von ω ∈ Ω sind.
Satz 3.4.1. Fu¨r Operatoren H(ω) ∈ Hµ existieren abgeschlossene Mengen Σ,
Σa.c., Σs.c., Σp in R sodaß Σ = σ(H(ω)), Σa.c. = σa.c.(H(ω)), Σs.c. = σs.c.(H(ω))
und Σp = σp(H(ω)) fast sicher in ω ∈ Ω ist.
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Beweis. Folgt direkt aus Satz 4.1 in [25].
Wir werden nun den Lyapunov Exponent definieren und einige Eigenschaften
diskutieren. Der Lyapunov Exponent beschreibt das exponentielle Wachstum der
Transfermatrix eines Systems 3.4.2 und gibt daher Auskunft u¨ber das absolut
stetige Spektrum des zugeho¨rigen Operators.
Definition 3.4.2. Sei Tz(x, vω) die Transfermatrix des Systems 3.4.2 eines Ope-
rators H(ω) ∈ H. Dann ist der Lyapunov Exponent definiert durch
γ(z) := lim
|x|→∞
1
|x|
∫
Ω
ln ‖Tz(x, vω)‖dµ. (3.4.9)
Bemerkung.
• Der Lyapunov Exponent ist nicht negativ. Es gilt γ(z) ≥ 0 fu¨r alle z ∈ C.
• Der Grenzwert in Gleichung 3.4.9 existiert, ist fast sicher unabha¨ngig von
ω und ist endlich.
Einen Beweis zu dieser Bemerkung findet man in [39]. Die folgenden Sa¨tze
wurden zum Beispiel in [24] bewiesen. Satz 3.4.3 ist als Ishii-Pstur-Kotani Theo-
rem bekannt und stellt eine Beziehung zwischen der Menge auf der, der Lyapunov
Exponent verschwindet und dem absolut stetigen Spektrum der Operatorfamilie
Hµ her.
Satz 3.4.3. Sei γ der Lyapunov Exponent einer Operatorfamilie Hµ. Dann ist
Σa.c. = {λ ∈ R : γ(λ) = 0}wes. (3.4.10)
Beweis. Folgt direkt aus Satz 4.4 in [25].
Satz 3.4.4 liefert nun einen Zusammenhang zwischen der Menge, auf der der
Lyapunov Exponent verschwindet und der m-Funktion auf den beiden Halbach-
sen. Im weiteren sei m±(λ+, vω) := limǫ→0m±(λ+ iǫ, vω) definiert.
Satz 3.4.4. Seien m±(z, vω) die m-Funktionen der Operatoren H±(ω) ∈ Hµ und
γ der Lyapunov Exponent von Hµ. sowie A = {λ ∈ R : γ(λ) = 0}. Dann gilt
m+(λ+, vω) = −m−(λ+, vω) (3.4.11)
fast sicher in A und ω ∈ Ω.
Beweis. Folgt direkt aus Satz 4.5 in [25].
Es sei hier bemerkt, daß dieser Satz folgende, spa¨ter beno¨tigte Aussage im-
pliziert.
Korollar 3.4.5. Hat die Menge A auf der der Lyapunov Exponent verschwindet
positives Lebesgue Maß, so ist auch das Lebesgue Maß der Menge
{λ ∈ R : m+(λ+, vω) = −m−(λ+, vω)} (3.4.12)
fast sicher in ω ∈ Ω positiv.
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3.5 Eine Stetigkeit der Abbildung zwischen den
Potentialen der negativen und der positiven
Halbachse
In Folgenden nehmen wir an, daß die Operatoren H(ω) ∈ Hµ fast sicher absolut
stetiges Spektrum besitzen. Es gilt also Σa.c. 6= ∅. Wir werden unter dieser Vor-
aussetzung zeigen, daß die Potentiale der positiven Halbachse stetig, bezu¨glich
L2loc(R) Konvergenz, von den Potentialen der negativen Halbachse abha¨ngen. Wir
definieren
V ±(Ω) := {vω|R± : vω ∈ V (Ω)}. (3.5.1)
Die eingeschra¨nkten Potentiale in V ±(Ω) werden wir im Folgenden mit v±ω
bezeichnen. Das na¨chste Ziel ist zu zeigen, daß die Funktion
S : V −(Ω)→ V +(Ω), v−ω 7→ v+ω . (3.5.2)
definiert und bezu¨glich der L2loc(R) Topologie stetig ist. Wir zeigen dies mit
Hilfe der Weyl-Titchmarsh m-Funktionen. Es sei daher
M±(Ω) := {m±(z, vω) : vω ∈ V (Ω), z ∈ C+} (3.5.3)
die Menge der m-Funktionen auf R− bzw. R+. Es sei an dieser Stelle noch
einmal darauf hingewiesen, daß die m-Funktionen m± nur von dem Potential auf
der entsprechenden Halbachse abha¨ngen. Es gilt daher m±(z, vω) = m±(z, v±ω ).
Die gewu¨nschte Stetigkeit erhalten wir in zwei Schritten.
1. Ist Σa.c. 6= ∅ so ist die Abbildung
S1 : M
−(Ω)→ M+(Ω), m−(z, vω) 7→ m+(z, vω) (3.5.4)
bezu¨glich der lokal gleichma¨ßigen Konvergenz auf C+ stetig. Dies wird
hauptsa¨chlich mit den in Abschnitt 3.4 vorgestellten Methoden von Ko-
tani bewiesen.
2. V (Ω) ausgestattet mit der Topologie der L2loc(R) Konvergenz und
M±(Ω) ausgestattet mit der lokal gleichma¨ßigen Konvergenz auf C+ sind
homo¨omorph. Die Abbildung
S±2 : V
±(Ω)→M±(Ω), v±ω 7→ m±(z, v±ω ) (3.5.5)
ist ein Homo¨omorphismus. Ein wesentlicher Bestandteil dieses Beweises
wird der in Abschnitt 3.3 bewiesene Satz 3.3.2 sein.
41
Abbildung 3.1: Diagramm der Komposition S = (S+2 )
−1 ◦ S1 ◦ S−2 .
Durch Komposition von S := (S+2 )
−1 ◦ S1 ◦ S−2 erhalten wir letztlich die
gewu¨nschte Stetigkeit. Das Diagramm 3.1 veranschaulicht dies.
Satz 3.5.1. Sei V (Ω) minimal. Ist fu¨r eine Operatorfamilie Hµ das absolut stetige
Spektrum Σa.c. 6= ∅, dann ist die Abbildung
S1 : M
−(Ω)→M+(Ω), m−(z, vω) 7→ m+(z, vω) (3.5.6)
stetig bezu¨glich der lokal gleichma¨ßigen Konvergenz auf C+.
Beweis. Sei γ der Lyapunov Exponent von H. Nach Satz 3.4.3 hat die Menge
{λ ∈ R : γ(λ) = 0} positives Lebesgue Maß, falls Σa.c. 6= ∅ gilt. Nach Korollar
3.4.5 hat dann auch die Menge
{λ ∈ R : lim
ǫ→0
m+(λ+ iǫ, vω) = − lim
ǫ→0
m−(λ+ iǫ, vω)} (3.5.7)
fast sicher in ω ∈ Ω positives Lebesgue Maß. Wegen Minimalita¨t gilt dies dann
fu¨r alle ω ∈ Ω. Vergleiche hierzu [25] Satz 4.5 und Lemma 7.4. Die Abbildungen
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m± sind holomorph, nach Lemma 3.5.2 ist damit m+ durch die Funktion m−
eindeutig bestimmt ist. Mit
Q := {(m−(z, vω), m+(z, vω)) : ω ∈ Ω} (3.5.8)
ist die Projektion
P1 : Q→M−(Ω), (m−(z, vω), m+(z, vω)) 7→ m−(z, vω) (3.5.9)
eine stetige Bijektion zwischen zwei Kompakta. Die Inverse P−11 ist also auch
stetig. Mit
P2 : Q→M+(Ω), (m−(z, vω), m+(z, vω)) 7→ m+(z, vω) (3.5.10)
erhalten wir letztlich
S1 := P2 ◦ P−11 : M−(Ω)→ M+(Ω), m−(z, vω) 7→ m+(z, vω). (3.5.11)
ist stetig bezu¨glich der lokal gleichma¨ßigen Konvergenz auf C+.
Das folgende, fu¨r den Beweis von Satz 3.5.1 beno¨tigte, Lemma ist in der
Theorie der holomorphen Funktionen bekannt.
Lemma 3.5.2. Seien h1, h2 : C+ → C+ zwei holomorphe Funktionen. Gilt fu¨r
λ ∈ R
lim
ǫ→0
h1(λ+ iǫ) = lim
ǫ→0
h2(λ+ iǫ) (3.5.12)
auf einer Menge von λ mit positiven Lebesgue Maß auf R, so ist h1(z) = h2(z)
fu¨r alle z ∈ C+.
Beweis. Satz 2.2 in [14].
Wir ko¨nnen nun mit Hilfe der bewiesenen Sa¨tze 3.5.1 und 3.3.2 zeigen, daß
die Potentiale der positiven Halbachse stetig, bezu¨glich L2loc(R) Konvergenz, von
den Potentialen der negativen Halbachse abha¨ngen
Satz 3.5.3. Sei V (Ω) ⊂ L2glm,loc(R) und bezu¨glich der L2loc(R) Topologie kompakt.
Ist fu¨r eine Operatorfamilie Hµ das absolut stetige Spektrum Σa.c. 6= ∅, dann ist
die Funktion
S : V −(Ω)→ V +(Ω), v−ω 7→ v+ω (3.5.13)
stetig bezu¨glich L2loc(R) Konvergenz.
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Beweis. Satz 3.5.1 liefert die Stetigkeit der Abbildung
S1 : M
−(Ω)→ M+(Ω), m−(z, v−ω ) 7→ m+(z, v+ω ). (3.5.14)
Weiter liefert Satz 3.3.2 die Stetigkeit Abbildung
S±2 : V
±(Ω)→M±(Ω), v±ω 7→ m±(z, v±ω ) (3.5.15)
mit stetiger Inversen
(S±2 )
−1 : M±(Ω)→ V ±(Ω), m±(z, v±ω ) 7→ v±ω . (3.5.16)
.
Die Komposition S := (S+2 )
−1 ◦ S1 ◦ S−2 : V −(Ω) → V +(Ω) besitzt demnach
die gewu¨nschten Eigenschaften.
Wir haben in diesem Kapitel nun die notwendigen Resultate zusammengetra-
gen. In dem na¨chsten Kapitel werden wir die noch offenen Fragen diskutieren und
die verbleibenden Lu¨cken schließen um letztendlich die Abwesenheit von absolut
stetigem Spektrum fu¨r die, im na¨chsten Kapitel definierte Familie eindimensio-
naler Operatoren auf Delone dynamischen Systemen zu beweisen.
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Kapitel 4
Zufa¨llige Operatoren auf
Delone-Mengen, ein
kontinuierliches Modell
In diesem Kapitel studieren wir ein Modell das Festko¨rper mit geometrischer
Unordnung beschreibt. Die Atome dieses Festko¨rpers sind im Raum verteilt wie
die Punkte einer Delone-Menge. Jedes dieser Atome tra¨gt ein bestimmtes Einzel-
platzpotential. Auf diese Weise lassen sich Quasikristalle, aber auch allgemeinere
Festko¨rper beschreiben. Wir werden nun das Modell, mit dem wir uns in diesem
Kapitel bescha¨ftigen wollen erla¨utern. Im folgenden bezeichnen wir minimale,
ergodische Delone dynamische Systeme als minimal ergodisch. Sei (Ω, T ) ein mi-
nimal ergodisches Delone dynamisches System, r := r(Ω) sei der Packungsradius
und R := R(Ω) der U¨berdeckungsradius von Ω.
Die Einzelplatzpotentiale sollen in Rd verteilt sein wie die Punkte einer
Delone-Menge. Fu¨r ein gegebenes festes Einzelplatzpotential q ∈ Lp(Rd) ist dem-
nach die Menge der zu betrachtenden Potentiale definiert durch
Vq(Ω) := {vω : vω =
∑
x∈ω
q(· − x), ω ∈ Ω}. (4.0.1)
Wir nennen die Menge der Potentiale Vq(Ω) die, von Ω erzeugten Potentiale.
Im weiteren beno¨tigen wir, daß die Einzelplatzpotentiale aus dem Funktionen-
raum
ℓ1(Lp(Rd)) := {q ∈ Lp(Rd) :
∑
x∈Zd
(
∫
Ci
‖q(y − x)‖pdy)
1
p <∞, i ∈ Zd} (4.0.2)
sind. Hierbei bezeichnet Ci fu¨r i ∈ Zd den abgeschlossenen Einheitswu¨rfel
Ci := {y ∈ Rd : ik ≤ y ≤ ik + 1 fu¨r k = 1, . . . , d}. (4.0.3)
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Die Bedingung q ∈ ℓ1(Lp(Rd)) wird sicherstellen, daß alle von Ω erzeugten Po-
tentiale vω ∈ Vq(Ω) fu¨r einen geeigneten RadiusR in Lpglm,loc,R(Rd) enthalten sind.
Dies bedeutet, daß wir im eindimensionalen Fall die in den Abschnitten 3.3 und
3.5 entwickelte Theorie fu¨r diese Potentiale verwenden ko¨nnen. Es wird sich als
notwendig erweisen, aus jedem gegebenen Potential in Vq(Ω) die zugrundeliegende
Delone-Menge rekonstruieren zu ko¨nnen. Wir nennen eine Menge von Potentialen
fu¨r die das mo¨glich ist zula¨ssig. Die nachfolgende Definition einer Menge zula¨ssi-
ger Potentiale ist wesentlich, da wir fu¨r solche Potentiale das Hauptresultat des
Kapitels beweisen werden.
Definition 4.0.4. Sei (Ω, T ) ein minimales Delone dynamisches System und
q ∈ ℓ1(Lp(Rd)). Gilt fu¨r alle abgeschlossenen Kugeln B(η) ⊂ Rd mit Radius
η > R und beliebige vω, vω˜ ∈ Vq(Ω)
‖χB(η)(vω − vω˜)‖Lp(Rd) = 0 ⇒ ω ∩B(η) = ω˜ ∩B(η), (4.0.4)
so heißt das Einzelplatzpotential q zula¨ssig bezu¨glich Ω. Ist q zula¨ssig bezu¨glich
Ω, so nennen wir die Menge der Potentiale V (Ω) := Vq(Ω) zula¨ssig.
Fu¨r ein minimal ergodisches DDSF (Ω, T ) sind die zu betrachtenden zufa¨lligen
Schro¨dingeroperatoren gegeben durch
H(ω) := −∆+ vω = −∆+
∑
x∈ω
q(· − x), ω ∈ Ω, (4.0.5)
mit zula¨ssigem Potential vω. Die Familie dieser Operatoren bezeichnen wir
durch
H := {H(ω) : ω ∈ Ω} (4.0.6)
Wir nennen die Operatorfamilie H im folgenden auch, die zu (Ω, T ) assoziierte
Operatorfamilie. Da der Zufallsparameter ω in diesem Fall die zugrundeliegende
Geometrie a¨ndert, spricht man von einem Modell mit geometrischer Unordnung.
Modelle von diesem Typ wurden zum Beispiel in [36] betrachtet. In diesem Artikel
wurde gezeigt, daß geometrische Unordnung zu generisch rein singula¨r stetigem
Spektrum fu¨hrt. Unsere Untersuchungen gehen in eine a¨hnliche Richtung. Wir
mu¨ssen uns allerdings auf den eindimensionalen Fall beschra¨nken. Fu¨r diesen
Fall werden wir zeigen, daß fu¨r aperiodische strikt ergodische DDSF fast sicher
im Zufallsparameter ω kein absolut stetiges Spektrum auftritt. Wir starten aber
trotzdem mit einem d-dimensionalen Modell, da einige Zwischenresultate auch
fu¨r ho¨here Dimensionen gelten.
Wir werden die nachfolgenden Abschnitte hier kurz zusammenfassen. Im fol-
genden Abschnitt werden wir die Zusammenha¨nge der Konvergenzen bezu¨glich
der natu¨rlichen Topologie fu¨r eine abgeschlossene Menge von Delone-Mengen
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und der Konvergenz der, von diesen Delone-Mengen erzeugten, zula¨ssigen Po-
tentiale in Lploc(R
d) herausarbeiten. Das Hauptresultat dieses Abschnittes ist die
Homo¨omorphie diese beiden topologischen Ra¨ume. Die im ersten Abschnitt er-
zielten Resultate gelten fu¨r d-dimensionale Modelle. Fu¨r den Rest dieses Kapitels
werden wir eindimensionale Modelle betrachten. Im darauf folgenden Abschnitt
werden wir zeigen, daß ein minimales Delone dynamisches System periodisch ist,
falls die Potentiale der positiven Halbachse stetig, bezu¨glich L2loc(R) Konvergenz,
von den Potentialen der negativen Halbachse abha¨ngen. Da wir diese stetige
Abha¨ngigkeit erhalten, wenn eine Operatorfamilie H absolut stetiges Spektrum
besitzt, ko¨nnen wir in einem weiteren Abschnitt die Resultate kombinieren und
absolut stetiges Spektrum fu¨r eine Operatorfamilie auf einem aperiodischen, mi-
nimal ergodischen Delone dynamischen System fast sicher ausschließen. Dies ist
das Hauptresultat dieses Kapitels. Im vorletzten Abschnitt dieses Kapitels wer-
den wir dann einige Beispiele von zula¨ssigen Potentialen diskutieren. Im letzten
Abschnitt werden wir eine Operatorfamilie auf speziellen, von einem strikt ergodi-
schen Subshift erzeugten Delone dynamischen Systemen behandeln. Haben diese
Delone dynamischen Systemen eine spezielle ’Dreiblock’ Struktur, so kann Punkt-
spektrum fu¨r die assoziiere Operatorfamilie fast sicher ausgeschlossen werden. Ist
der erzeugende Subshift zusa¨tzlich aperiodisch, so ko¨nnen wir das Hauptresultat
dieses Kapitels verwenden, um fast sicher rein singula¨r stetiges Spektrum fu¨r die
assoziierte Operatorfamilie zu zeigen.
4.1 Die Homo¨omorphie der Ra¨ume Ω und V (Ω)
Wir werden uns in diesem Abschnitt mit der Stetigkeit der in 4.0.4 definierten Po-
tentiale bescha¨ftigen. Im Folgenden sei (Ω, T ) ein minimales Delone dynamisches
System und V (Ω) sei zula¨ssig. Ziel ist es, die Homo¨omorphie der Ra¨ume Ω aus-
gestattet mit der natu¨rlichen Topologie und V (Ω) ausgestattet mit der Lploc(R
d)
Topologie zu zeigen. Es ist also die Stetigkeit und die Bijektivita¨t der Abbildung
Ω → V (Ω), ω 7→ vω zu beweisen. Die Stetigkeit der Inversen folgt dann aus
abstrakten Gru¨nden.
Fu¨r x ∈ Rd definieren wir den abgeschlossenen Wu¨rfel mit Kantenla¨nge l an
x durch
Cx(l) := {y ∈ Rd : xk ≤ y ≤ xk + l fu¨r k = 1, . . . , d}. (4.1.1)
Zuna¨chst zeigen wir, daß fu¨r Delone-Mengen ω die Potentiale vω ∈
L
p
glm,loc,R(R
d) sind fu¨r ein geeignetes R ∈ R+ falls q ∈ ℓ1(Lp(Rd)) ist. Um dies zu
zeigen beno¨tigen wir die Abscha¨tzungen der beiden folgenden Lemmata.
Lemma 4.1.1. Sei q ∈ ℓ1(Lp(Rd)) und η ∈ R+. Dann existiert eine Konstante
K <∞, sodaß fu¨r alle i ∈ Zd
47
∑
x∈(ηZ)d
‖q(· − x)|Ci(1+η)‖Lp(Rd) ≤ K
∑
z∈Zd
‖q(· − z)|Ci(1)‖Lp(Rd) <∞. (4.1.2)
gilt.
Beweis. Sei i ∈ Zd beliebig. Fu¨r x ∈ (ηZ)d
Mx := {z ∈ Zd : (z + Ci(1)) ∩ (x+ Ci(1 + η)) 6= ∅}. (4.1.3)
Dann gilt fu¨r x ∈ (ηZ)d
‖q(· − x)|Ci(1+η)‖Lp(Rd) ≤
∑
z∈Mx
‖q(· − z)|Ci(1)‖Lp(Rd). (4.1.4)
Summieren wir die Ungleichung u¨ber alle x ∈ (ηZ)d so erhalten wir
∑
x∈(ηZ)d
‖q(· − x)|Ci(1+η)‖Lp(Rd) ≤
∑
x∈(ηZ)d
(∑
z∈Mx
‖q(· − z)|Ci(1)‖Lp(Rd)
)
(4.1.5)
≤ K
∑
z∈Zd
‖q(· − z)|Ci(1)‖Lp(Rd) (4.1.6)
mit K = maxx∈(ηZ)d ♯zMx <∞.
Sei ω ∈ D eine Delone-Menge mit Packungsradius r = r(ω). Sei η := r√
d
und Cz(η) der Wu¨rfel mit Kantenla¨nge η an z ∈ (ηZ)d. Dann entha¨lt die Menge
(ηZ)d ∩ ω maximal ein x ∈ ω fu¨r alle d <∞.
Lemma 4.1.2. Sei ω ∈ D eine Delone-Menge mit Packungsradius r = r(ω) und
q ∈ ℓ1(Lp(Rd)). Dann gilt fu¨r η = r√
d
und alle i ∈ Zd
∑
x∈ω
‖q(· − x)|Ci(1)‖Lp(Rd) ≤
∑
{z∈(ηZ)d :Cz(η)∩ω 6=∅}
‖q(· − z)|Ci(1+η)‖Lp(Rd)(4.1.7)
≤
∑
z∈(ηZ)d
‖q(· − z)|Ci(1+η)‖Lp(Rd). (4.1.8)
Beweis. Der Packungsradius der Delone-Menge ω ist r = r(ω). Fu¨r η := r√
d
entha¨lt jeder Wu¨rfel Cz(η) also maximal ein Punkt x ∈ ω fu¨r alle z ∈ Zd. Ist
x ∈ Cz(η) ∩ ω, so gilt ‖x− z‖ ≤ η. Damit folgt
‖q(· − x)|Ci(1)‖Lp(Rd) ≤ ‖q(· − z)|Ci(1+η)‖Lp(Rd). (4.1.9)
Wir erhalten damit
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∑
x∈ω
‖q(· − x)|Ci(1)‖Lp(Rd) ≤
∑
{z∈(ηZ)d :Cz(η)∩ω 6=∅}
‖q(· − z)|Ci(1+η)‖Lp(Rd)
≤
∑
z∈(ηZ)d
‖q(· − z)|Ci(1+η)‖Lp(Rd).
Unter Verwendung der Ungleichungen der beiden obigen Lemmata erhalten
wir folgende weitere Abscha¨tzung.
Lemma 4.1.3. Sei ω ∈ D eine Delone-Menge und q ∈ ℓ1(Lp(Rd)). Dann existiert
eine Konstante K <∞, sodaß fu¨r alle i ∈ Zd∑
x∈ω
‖q(· − x)|Ci(1)‖Lp(Rd) ≤ K
∑
z∈Zd
‖q(· − z)|Ci(1)‖Lp(Rd). (4.1.10)
gilt.
Beweis. Folgt sofort mit den Lemmata 4.1.1 und 4.1.2.
Fu¨r eine Delone-Menge ω ∈ D mit Packungsradius r = r(ω) und Einzel-
platzpotential q ∈ ℓ1(Lp(Rd)) liefert die Abscha¨tzung von Lemma 4.1.3 nun
vω =
∑
x∈ω q(· − x) ∈ Lpglm,loc,R(Rd) fu¨r ein geeignetes R ∈ R+.
Satz 4.1.4. Sei ω eine Delone-Menge und q ∈ ℓ1(Lp(Rd)). Dann existiert ein
R <∞, sodaß vω ∈ Lpglm,loc,R(Rd) gilt fu¨r alle vω ∈ V (Ω).
Beweis. Sei i ∈ Zd beliebig. Unter Verwendung der Minkowski Ungleichung
und des Lemmas 4.1.3 existiert ein K <∞, sodaß

 ∫
Ci(1)
|
∑
x∈ω
q(y − x)|pdy


1
p
≤
∑
x∈ω

 ∫
Ci(1)
|q(y − x)|pdy


1
p
(4.1.11)
≤ K
∑
x∈Zd

 ∫
Ci(1)
|q(y − x)|pdy


1
p
(4.1.12)
= K
∑
z∈Zd
‖q(· − z)|Ci(1)‖Lp(Rd) (4.1.13)
gilt. Nach Voraussetzung ist
∑
z∈Zd ‖q(· − z)|Ci(1)‖ < ∞. Wa¨hlen wir R =∑
z∈Zd ‖q(· − z)|Ci(1)‖, so erhalten wir
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
 ∫
Ci(1)
|
∑
x∈ω
q(y − x)|pdy


1
p
≤ R (4.1.14)
fu¨r alle i ∈ Zd.
Um die Stetigkeit der Abbildung Ω→ V (Ω), ω 7→ vω zu zeigen beno¨tigen wir
die Stetigkeit der Translationen der Einzelplatzpotentiale in Lp(Rd).
Lemma 4.1.5. Fu¨r q ∈ Lp(Rd) ist die Abbildung
q : Rd → Lp(Rd), x 7→ q(· − x) (4.1.15)
stetig.
Beweis. Fu¨r Funktionen q ∈ Cc(Rd) ist die Behauptung klar. Da die Trans-
lation um x ∈ Rd eine Isometrie auf Lp(Rd) ist folgt die Behauptung fu¨r alle
q ∈ Lp(Rd), da Cc(Rd) dicht in Lp(Rd) ist.
Die Bijektivita¨t der Abbildung Ω → V (Ω), ω 7→ vω folgt im wesentlichen
daraus, daß V (Ω) zula¨ssig ist. Fu¨r zula¨ssige V (Ω) ist diese Abbildung injektiv
und nach Konstruktion surjektiv.
Lemma 4.1.6. Sei (Ω, T ) ein minimales Delone dynamisches System und V (Ω)
zula¨ssig. Dann ist die Abbildung
v : Ω→ V (Ω), ω 7→ vω (4.1.16)
injektiv.
Beweis. Seien ω, ω˜ ∈ Ω beliebig. Wir zeigen, gilt vω(x) = vω˜(x) fast sicher in
x ∈ Rd, so ist ω = ω˜. Sei also vω(x) = vω˜(x) fast sicher in x ∈ Rd. Dann gilt
auch χB(η)vω(x) = χB(η)vω˜(x) fu¨r alle abgeschlossenen Kugeln B(η) ⊂ Rd fast
sicher in x ∈ Rd. Das heißt ‖χB(η)(vω−vω˜)‖Lp(Rd) = 0 fu¨r alle B(η). Insbesondere
gilt dies dann auch fu¨r alle B(η) mit η > R(Ω). Da V (Ω) zula¨ssig ist, folgt
ω ∩ B(η) = ω˜ ∩ B(η) fu¨r alle η > R(Ω) und damit ω = ω˜.
Mit dem obigen Satz folgt die Bijektivita¨t sofort.
Satz 4.1.7. Die Abbildung Ω→ V (Ω), ω 7→ vω ist bijektiv.
Beweis. Nach Konstruktion ist v surjektiv und nach Lemma 4.1.6 injektiv.
Als na¨chstes ist die Stetigkeit dieser Abbildung zu zeigen.
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Satz 4.1.8. Sei (Ω, T ) ein minimales Delone dynamisches System, V (Ω) sei
zula¨ssig und mit der Lploc(R
d) Topologie ausgestattet. Dann ist die Abbildung
v : Ω→ V (Ω), ω 7→ vω (4.1.17)
stetig.
Beweis. Sei Cx(l) der offeneWu¨rfel mit Kantenla¨nge l und Mittelpunkt x ∈ Rd.
Zu jedem l > 0 existiert dann ein δ > 0 mit
C0(l) ∩ ω = C0(l + δ) ∩ ω = {xi : i = 1, · · · , Nω,l}. (4.1.18)
Sei ρ > 0 mit Uρ(x) ⊂ C0(l) fu¨r alle x ∈ C0(l) ∩ ω und Uρ(x) ∩ Uρ(y) = ∅ fu¨r
alle x, y ∈ C0(l) mit x 6= y. Fu¨r eine Folge (ωk) in Ω mit ωk → ω bezu¨glich
der natu¨rlichen Topologie existiert fu¨r große k nach Korollar 2.2.6 fu¨r jedes xi ∈
C0(l)∩ω mit i = 1, · · · , Nω,l genau ein xk,i ∈ C0(l)∩ωk. Es gilt dann xk,i ∈ Uρ(xi)
fu¨r k groß genug. Mit Gleichung 4.1.18 gilt dann auch
C0(l) ∩ ωk = {xk,i : i = 1, · · · , Nω,l}. (4.1.19)
Die Mengen C0(l)∩ω und C0(l)∩ωk haben also die gleiche Anzahl an Elementen
Nω,l < ∞. Da ρ > 0 beliebig klein gewa¨hlt werden kann und die Translationen
der Einzelplatzpotentiale stetig sind (Lemma 4.1.5) folgt fu¨r beliebige s, l <∞
Nω,l∑
i=1
lim
k→∞

 ∫
Bs(0)
|q(y − xk,i)− q(y − xi)|pdy


1
p
= 0. (4.1.20)
Die Potentiale sind nach Voraussetzung zula¨ssig, es gilt also q ∈ ℓ1(Lp(Rd)).
Sei r = r(Ω) der Packungsradius von (Ω, T ). Fu¨r η := r√
d
gilt nach Lemma 4.1.1
fu¨r alle i ∈ Zd ∑
z∈(ηZ)d
‖q(· − z)|Ci(1+η)‖Lp(Rd) <∞. (4.1.21)
Das heißt, fu¨r alle ǫ > 0 und alle i ∈ Zd existiert ein ni = ni(ǫ) mit∑
z∈(ηZ)d\Cξi (ni)
‖q(· − z)|Ci(1+η)‖Lp(Rd) < ǫ (4.1.22)
wobei ξi der Mittelpunkt des Wu¨rfels Ci(1 + η) ist. Nach Lemma 4.1.2 gilt
damit auch ∑
x∈ω\Cξi (ni)
‖q(· − x)|Ci(1)‖Lp(Rd) < ǫ. (4.1.23)
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fu¨r alle ω ∈ Ω. Die Menge
Ms := {i ∈ Zd : Ci(1) ∩Bs(0) 6= ∅} (4.1.24)
u¨berdeckt Bs(0) und es ist ms := ♯iMs <∞ fu¨r alle s <∞. Fu¨r ein beliebiges
festes s <∞ sei nun l so gewa¨hlt, daß ∪i∈MsCξi(ni) ⊂ C0(l) ist. Dann gilt fu¨r alle
ω ∈ Ω
∑
x∈ω\C0(l)
‖q(· − x)|Bs(0)‖Lp(Rd) ≤
∑
i∈Ms

 ∑
x∈ω\C0(l)
‖q(· − x)|Ci(1)‖Lp(Rd)

(4.1.25)
≤ msǫ. (4.1.26)
Unter Verwendung der Ho¨lder Ungleichung und dem Lemma von Fatou folgt
lim
k→∞

 ∫
Bs(0)
|vωk(y)− vω(y)|pdy


1
p
= lim
k→∞

 ∫
Bs(0)
|
∑
xk∈ωk
q(y − xk)−
∑
x∈ω
q(y − x)|pdy


1
p
≤
Nω,l∑
i=1
lim
k→∞

 ∫
Bs(0)
|q(y − xk,i)− q(y − xi)|pdy


1
p
+ lim
k→∞
∑
xk∈ωk\C0(l)

 ∫
Bs(0)
|q(y − xk)|pdy


1
p
+
∑
x∈ω\C0(l)

 ∫
Bs(0)
|q(y − x)|pdy


1
p
Unter Verwendung von Gleichung 4.1.20 und der Abscha¨tzung 4.1.26 erhalten
wir letztlich
lim
k→∞
∫
Bs(0)
|vωk(y)− vω(y)|pdy < 2msǫ. (4.1.27)
Der na¨chste Satz liefert nun die Homo¨omorphie von Ω ausgestattet mit der
natu¨rlichen Topologie und V (Ω) ausgestattet mit der Lploc(R) Topologie und da-
mit auch die Kompaktheit von V (Ω).
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Satz 4.1.9. Sei (Ω, T ) ein minimales Delone dynamisches System, V (Ω) sei
zula¨ssig und mit der Lploc(R
d) Topologie ausgestattet. Dann ist die Abbildung
v : Ω→ V (Ω), ω 7→ vω (4.1.28)
ein Homo¨omorphismus. Insbesondere ist V (Ω) kompakt.
Beweis. Nach Definition ist Ω eine abgeschlossene Menge in einem kompakten
metrischen Raum, also ist Ω selbst kompakt. Nach Satz 4.1.7 und Satz 4.1.8
ist die Abbildung v : Ω → V (Ω), ω 7→ vω bijektiv und stetig, damit ist v
ein Homo¨omorphismus. Vergleiche dazu zum Beispiel [18]. Ω ist kompakt und
Homo¨omorph zu V (Ω). Somit ist auch V (Ω) kompakt
4.2 Eine Periodizita¨tsbedingung fu¨r minimale
Delone dynamische Systeme
Wir werden in diesem Kapitel zeigen, daß ein Potential vω ∈ V (Ω) eingeschra¨nkt
auf ein endliches Intervall in R− eindeutig eine Fortsetzung auf ein Intervall in
R+ festlegt, falls die Potentiale der positiven Halbachse stetig, bezu¨glich L
2
loc(R)
Konvergenz, von den Potentialen der negativen Halbachse abha¨ngen. Iterativ
kann man dann schließen, daß das Potential auf diesem endlichen Intervall das
Potential auf ganz R festlegt. Diese Tatsache bedeutet aber letztlich, daß das
Potential, und damit auch die zugrundeliegende Delone-Menge, periodisch sein
muß. Die oben erwa¨hnte stetige Abha¨ngigkeit ist demnach stark deterministisch
(SD) fu¨r ein eindimensionales, minimales DDSF.
Sei (Ω, T ) ein eindimensionales, minimales DDSF mit Packungsradius r =
r(Ω) und U¨berdeckungsradius R = R(Ω).
Bedingung (SD): Die Bedingung (SD) sei erfu¨llt, wenn die Funktion
S : V −(Ω)→ V +(Ω), v−ω 7→ v+ω (4.2.1)
bezu¨glich der L2loc(R) Konvergenz stetig ist.
Das Ziel dieses Kapitels ist nun den folgenden Satz zu beweisen, der zeigt, daß
ein eindimensionales, minimales DDSF periodisch sein muß, falls die Bedingung
(SD) erfu¨llt ist.
Satz 4.2.1. Sei (Ω, T ) ein eindimensionales, minimales DDSF mit Packungsra-
dius r = r(Ω) und U¨berdeckungsradius R = R(Ω). Die Potentiale V (Ω) ⊂ L2loc(R)
seien zula¨ssig. Gilt die Bedingung (SD), so ist das DDSF (Ω, T ) periodisch.
Zuna¨chst zeigen wir, daß ein Potential auf einem Intervall in R− das Potential
auf einem Intervall in R+ bestimmt.
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Satz 4.2.2. Sei (Ω, T ) ein eindimensionales, minimales DDSF mit Packungsra-
dius r = r(Ω) und U¨berdeckungsradius R = R(Ω). Die Potentiale V (Ω) ⊂ L2loc(R)
seien zula¨ssig und es gelte die Bedingung (SD). Dann existiert fu¨r jedes kompakte
Intervall I+ = [a, b] ⊂ R+ mit |I+| > 2R ein kompaktes Intervall I− ⊂ R− und
ein δ > 0, sodaß fu¨r alle ω, ω˜ ∈ Ω fu¨r die a ∈ ω ∩ ω˜ ∩ I+ und
‖χI−(vω − vω˜)‖L2(R) < δ ist, (4.2.2)
vω|I+ = vω˜|I+ gilt. (4.2.3)
Beweis. Sei I = [a, b] ein abgeschlossenes Intervall mit |b − a| > 2R. Dann
gilt I ∩ ω 6= ∅ fu¨r alle ω ∈ Ω. Da Ω von endlichen Typ ist gibt es fu¨r gegebenes
ω ∈ Ω nur endlich viele ω˜ ∈ Ω, sodaß a ∈ ω ∩ ω˜ ∩ I und ω ∩ I 6= ω˜ ∩ I ist. Da die
Potentiale zula¨ssig sind gilt
ω ∩ I 6= ω˜ ∩ I ⇒ ‖χI(vω − vω˜)‖L2(R) > 0. (4.2.4)
Damit ist fu¨r gegebenes ω die Menge
{ω˜ ∩ I : ‖χI(vω − vω˜)‖L2(R) > 0, a ∈ ω ∩ ω˜ ∩ I, ω, ω˜ ∈ Ω} (4.2.5)
endlich und es gilt
m := min
ω˜
{‖χI(vω − vω˜)‖L2(R) : a ∈ ω ∩ ω˜ ∩ I, ω ∩ I+ 6= ω˜ ∩ I} > 0. (4.2.6)
Sei o.E. I+ = [0, b] mit |b| > 2R und ǫ < m3 . Da S stetig und V −(Ω) kompakt ist,
gibt es zu jedem I+ und ǫ <
m
3
ein I− und δ > 0, sodaß fu¨r alle ω, ω˜ ∈ Ω
‖χI−(vω − vω˜)‖L2(R) < δ ⇒ ‖χI+(vω − vω˜)‖L2(R) < ǫ (4.2.7)
gilt. Da ǫ < m
3
ist, folgt ‖χI+(vω − vω˜)‖L2(R) = 0 und damit die Behauptung.
Satz 4.2.2 besagt, daß das Potential auf einem kompakten Intervall I− auf
der negativen Halbachse das Potential auf einem kompakten Intervall I+ auf
der positiven Halbachse, unabha¨ngig von der Wahl der Delone-Mengen ω und ω˜
festlegt. Ist das zugrundeliegende DDSF minimal, so ist mit jedem ω ∈ Ω auch
Txω ∈ Ω fu¨r alle x ∈ R. Wir sind dadurch frei in der Wahl des Nullpunktes, was
bedeutet, daß das Potential auf einem beliebigen kompakten Intervall einer La¨nge
L seine Fortsetzung einer La¨nge l, unabha¨ngig von der zugrundeliegenden Delone-
Menge ω bestimmt. Fu¨r minimale DDSF gilt daher untenstehendes Korollar.
Im folgenden bezeichnen wir mit I(x, s) sowie mit Ix(s) ein kompaktes Inter-
vall mit Mittelpunkt x ∈ R und Radius s > 0.
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Korollar 4.2.3. Sei (Ω, T ) ein eindimensionales, minimales DDSF mit
Packungsradius r = r(Ω) und U¨berdeckungsradius R = R(Ω). Die Potentia-
le V (Ω) ⊂ L2loc(R) seien zula¨ssig. Gilt Bedingung (SD), so existiert zu jedem
x ∈ R und l > 2R ein δ > 0 und ein L > 0, sodaß fu¨r alle ω, ω˜ ∈ Ω fu¨r die
y = x− l
2
∈ ω ∩ ω˜ ∩ I (x, l
2
)
und
‖χ
I(x− l+L2 ,L2 )
(vω − vω˜)‖L2(R) < δ ist, (4.2.8)
vω|I(x, l2) = vω˜|I(x, l2) gilt. (4.2.9)
Beweis. Sei I+
(
x1,
l
2
) ⊂ R+, dann existiert nach Satz 4.2.2 ein I− (x0, L′2 ) ⊂
R− und ein δ > 0, sodaß
‖χ
I−(x0,L
′
2 )
(vω − vω˜)‖L2(R) < δ ⇒ vω|I+(x1, l2) = vω˜|I+(x1, l2) (4.2.10)
gilt fu¨r alle ω, ω˜ ∈ Ω mit y = x1 − l2 ∈ ω ∩ ω˜ ∩ I
(
x1,
l
2
)
. Vergro¨ßert man das
Intervall I−, so bleibt (4.2.10) immer noch wahr. Fu¨r I ⊃ I− mit einer La¨nge
L ≥ L′ gilt daher
‖χ
I(x1− l+L2 ,L2 )
(vω − vω˜)‖L2(R) < δ ⇒ vω|I(x1, l2) = vω˜|I(x1, l2). (4.2.11)
Aufgrund der Shiftinvarianz von Ω ist mit ω ∈ Ω auch Txω ∈ Ω fu¨r alle
x ∈ R. Dies bedeutet, daß x1 ∈ R beliebig gewa¨hlt werden kann. Das Intervall
I(x, l
2
) := I+(x1,
l
2
) ⊂ R ist also ein beliebiges Intervall der La¨nge l.
Wir werden nun sehen, daß unter den Voraussetzungen von Satz 4.2.2 das Po-
tential auf einem kompakten Intervall das Potential auf ganz R eindeutig festlegt.
Satz 4.2.4. Sei (Ω, T ) ein eindimensionales, minimales DDSF mit Packungs-
radius r = r(Ω) und U¨berdeckungsradius R = R(Ω). Gilt Bedingung (SD), so
existiert ein δ > 0 und ein L > 0, sodaß fu¨r alle x ∈ R und alle ω, ω˜ ∈ Ω fu¨r die
y = x+ L
2
∈ ω ∩ ω˜ ∩ I(x, l+L
2
und
‖χ
I(x,L2 )
(vω − vω˜)‖L2(R) < δ ist, (4.2.12)
vω = vω˜ gilt. (4.2.13)
Beweis. Nach Korollar 4.2.3 existiert fu¨r alle l > 2R und x = x0 +
l+L
2
ein
kompaktes Intervall I1 := I1(x0 +
l+L
2
, l
2
), sodaß fu¨r I = I0 := I0(x0,
L
2
) und alle
ω, ω˜ ∈ Ω
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‖χI0(vω − vω˜)‖L2(R) < δ ⇒ vω|I1 = vω˜|I1 (4.2.14)
gilt, fu¨r alle ω, ω˜ ∈ Ω mit y = x0 + L2 ∈ ω ∩ ω˜ ∩ I1 ∩ I0. Der Punkt y = x0 + L2
ist rechter Randpunkt des Intervalls I0, sowie linker Randpunkt des Intervalls I1.
Die Potentiale sind zula¨ssig, es ist also ω∩ I1 = ω˜ ∩ I1. Da |I1| > 2R ist, existiert
ein weiterer Punkt y′ ∈ ω ∩ ω˜ ∩ I1 mit y 6= y′. Die Behauptung erhalten wir nun
durch Iteration. Wir definieren fu¨r n ∈ N0 die kompakten Intervalle
I2n := I2n
(
x0 + n · l + L
2
,
L
2
)
, I2n+1 := I2n+1
(
x0 + (n+ 1) · l − L
2
,
l
2
)
.
(4.2.15)
Da das Intervall I0 beliebig gewa¨hlt werden kann gilt auch
‖χI2n(vω − vω˜)‖L2(R) < δ ⇒ vω|I2n+1 = vω˜|I2n+1 (4.2.16)
fu¨r alle n ∈ N0. Somit gilt fu¨r J =
⋃
n∈N I2n+1 ∪ I0
vω|J = vω˜|J . (4.2.17)
Wir ko¨nnen o.E. x0 = 0 annehmen, es gilt dann
R+ ⊂
⋃
n∈N0
I2n+1 ∪ I0. (4.2.18)
und damit letztlich
vω|R+ = vω˜|R+. (4.2.19)
Der Beweis fu¨r R− geht analog.
Wir sind nun in der Lage den zentralen Satz 4.2.1 dieses Abschnittes zu be-
weisen.
Beweis von Satz 4.2.1.
Das Delone dynamische System (Ω, T ) ist minimal. Fu¨r gegebenes ω ∈ Ω
existiert eine Folge (xn) mit xn ∈ ω und xn 6= 0 fu¨r alle n ∈ N , sodaß
Txnω → ω (4.2.20)
bezu¨glich der natu¨rlichen Topologie gilt. Nach Satz 4.1.8 ist die Abbildung
v : Ω→ V (Ω), ω 7→ vω (4.2.21)
stetig. Zu jedem kompakten Intervall I und jedem δ > 0 existiert also ein
N ∈ N mit
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‖χI(vω − vTxN ω)‖L2(R) < δ. (4.2.22)
Wa¨hlen wir nun δ > 0 und I = I(x, L
2
) gema¨ß Satz 4.2.4, so folgt vTxN ω = vω.
Da die Potentiale zula¨ssig sind bedeutet dies aber, daß TxNω = ω gelten muß.
Damit haben wir eine Periode xN von ω gefunden. Die Delone-Menge ω ist also
periodisch. Da ω ∈ Ω und (Ω, T ) minimal ist, muß das ganze Delone dynamische
System (Ω, T ) periodisch sein.
4.3 Die Abwesenheit von absolut stetigem
Spektrum
Mit Hilfe der bereits diskutieren Resultate ko¨nnen wir nun zeigen, daß die Be-
dingung (SD) erfu¨llt ist, falls die zu (Ω, T ) assoziierte Operatorfamilie H absolut
stetiges Spektrum besitzt.
Satz 4.3.1. Sei (Ω, T ) ein eindimensionales, minimal ergodisches DDSF. Ist
Σa.c. 6= ∅ fu¨r die zu (Ω, T ) assoziierte Operatorfamilie H und V (Ω) ⊂ L2glm,loc(R),
so ist die Funktion
S : V −(Ω)→ V +(Ω), v−ω 7→ v+ω (4.3.1)
bezu¨glich L2loc(R) Konvergenz stetig.
Beweis. Nach Voraussetzung gilt Σa.c. 6= ∅ sowie V (Ω) ⊂ L2glm,loc(R). Nach
Satz 4.1.9 ist V (Ω) in L2loc(R) kompakt. Die Voraussetzungen von Satz 3.5.3 sind
damit erfu¨llt. Die Funktion
S : V −(Ω)→ V +(Ω), v−ω 7→ v+ω (4.3.2)
ist somit bezu¨glich L2loc(R) Konvergenz stetig.
Wir haben nun alle beno¨tigten Informationen zusammen getragen um einen
der zentralen Sa¨tze dieser Arbeit beweisen zu ko¨nnen. Besitzt eine Familie von
Operatoren H(ω) auf einem eindimensionalen, minimal ergodischen DDSF abso-
lut stetiges Spektrum, so ha¨ngen die Potentiale der positiven Halbachse stetig,
bezu¨glich L2loc(R) Konvergenz, von den Potentialen der negativen Halbachse ab.
Dies haben wir in Abschnitt 3.5 gesehen. Außerdem haben wir in Abschnitt 4.2
gezeigt, daß falls eine solche Funktion existiert, das zugrundeliegende DDSF pe-
riodisch sein muß. Mit diesen Informationen la¨ßt sich nun die fast sichere Abwe-
senheit von absolut stetigem Spektrum fu¨r das behandelte Modell zeigen.
Satz 4.3.2. Sei (Ω, T ) ein eindimensionales, minimal ergodisches, aperiodisches
DDSF und H die zu (Ω, T ) assoziierte Operatorfamilie. Die Potentiale V (Ω) ⊂
L2glm,loc(R) seien zula¨ssig. Dann haben die Operatoren H(ω) ∈ H fast sicher in ω
kein absolut stetiges Spektrum.
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Beweis. Angenommen die Operatoren H(ω) ∈ H besitzen fast sicher absolut
stetiges Spektrum. Es gilt dann Σa.c. 6= ∅. Unter diesen Voraussetzungen ist nach
Satz 4.3.1 die Funktion
S : V −(Ω)→ V +(Ω), v−ω 7→ v+ω (4.3.3)
bezu¨glich L2loc(R) Konvergenz stetig. Existiert aber eine solche stetige Funktion S,
so ist nach Satz 4.2.1 das DDSF (Ω, T ) periodisch. Dies ist aber im Widerspruch
zur Voraussetzung.
Fu¨r den diskreten Fall existiert bereits ein analoges Resultat aus dem Jahr
’89 von S. Kotani [26].
4.4 Einige Beispiele von zula¨ssigen Potentialen
Wir haben gesehen, daß eindimensionale zufa¨llige Schro¨dingeroperatoren mit
zula¨ssigem Potential, denen ein minimal ergodisches Delone dynamisches Sy-
stem zugrunde liegt, fast sicher kein absolut stetiges Spektrum besitzen. Wir
werden in diesem Abschnitt zwei eindimensionale Klassen von zula¨ssigen Po-
tentialen vorstellen. Eine Klasse von Potentialen ist gema¨ß Definition zula¨ssig,
wenn sich die zugrundeliegenden Delone-Mengen aus den Potentialen rekonstru-
ieren lassen. Wir werden daher Potentiale wa¨hlen, deren Einzelplatzpotentiale
einen kleinen Tra¨ger haben. Genauer bedeutet dies, daß wir Einzelplatzpotentia-
le betrachten deren Tra¨ger kleiner, als der Packungsradius der zugrundeliegenden
Delone-Mengen ist.
Sei (Ω, T ) ein minimales eindimensionales Delone dynamisches System mit
Packungsradius r := r(Ω) und U¨berdeckungsradius R := R(Ω). Die Potentiale
auf Ω seien wie gewohnt mit V (Ω) bezeichnet. Im Folgenden werden wir fu¨r die
Einzelplatzpotentiale auch die kurz Schreibweise qx(·) := q(· − x) verwenden.
Die Aussagen der nachfolgenden Lemmata sind prinzipiell klar, da sie aber o¨fters
verwendet werden sind sie hier als Lemma formuliert.
Lemma 4.4.1. Seien ω, ω˜ ∈ Ω Delone-Mengen. Weiter seien vω, vω˜ ∈ V (Ω) und
I ⊂ R ein kompaktes Intervall mit |I| > 0. Gilt ‖χI(vω − vω˜)‖L2(R) = 0, dann ist
supp vω|I = supp vω˜|I.
Beweis. Klar.
Lemma 4.4.2. Sei (Ω, T ) ein minimales, eindimensionales DDSF und q ∈ L2(R)
mit supp q ⊂ I0(s) fu¨r s < r. Ist y ∈ supp vω, dann ist y ∈ Ix(s) fu¨r genau ein
x ∈ ω und alle ω ∈ Ω. Insbesondere ist dann auch y ∈ supp qx fu¨r genau ein
x ∈ ω und alle ω ∈ Ω.
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Beweis. Sei y ∈ supp vω. Dann ist y ∈ supp qx fu¨r ein x ∈ ω. Da s < r
gilt, folgt Ix(s) ∩ Ix˜(s) = ∅ fu¨r alle x, x˜,∈ ω mit x 6= x˜. Fu¨r die Tra¨ger der
Einzelplatzpotentiale gilt supp qx ⊂ Ix(s). Somit ist y 6∈ Ix˜ sowie y 6∈ supp qx˜ fu¨r
x˜ ∈ ω mit x 6= x˜.
Lemma 4.4.3. Seien I, I0 ⊂ R kompakte Intervalle mit |I0| < |I| und q ∈
L2(R) eine gegebene Funktion mit Tra¨ger supp q ⊂ I0 sowie qx = q(· − x) eine
Translation von q. Die kompakten Mengen in R seien mit K(R) bezeichnet. Dann
ist die Abbildung
R → K(R), x 7→ supp qx ∩ I (4.4.1)
injektiv.
Beweis. Klar.
Wir zeigen fu¨r zwei verschiedene Klassen von Einzelplatzpotentialen mit kom-
paktem Tra¨ger, daß sie auf minimalen eindimensionalen Delone dynamischen Sy-
stemen zula¨ssiges Potential erzeugen.
Satz 4.4.4. Sei (Ω, T ) ein minimales, eindimensionales DDSF und q ∈ L2(R)
mit supp q = I0(s) fu¨r s < r. Dann sind die von q und ω ∈ Ω erzeugten Potentiale
V (Ω) = {vω : vω =
∑
x∈ω
q(· − x), ω ∈ Ω, supp q = I0(s) fu¨r s < r} (4.4.2)
zula¨ssig.
Beweis. Sei I ⊂ R ein beliebiges kompaktes Intervall mit |I| > 2R und
ω, ω˜ ∈ Ω beliebig. Es gelte ‖χI(vω − vω˜)‖L2(R) = 0. Nach Lemma 4.4.1 gilt
dann supp vω|I = supp vω˜|I . Sei y ∈ supp qx ∩ I fu¨r ein beliebiges x ∈ ω
mit qx ∩ I 6= ∅. Dann ist y ∈ supp vω|I und somit auch y ∈ supp vω˜|I . Nach
Lemma 4.4.2 ist y ∈ Ix(s) = supp qx und y ∈ Ix′(s) = supp qx′ fu¨r genau ein
x ∈ ω und ein x′ ∈ ω˜. Es gilt also Ix(s)∩ Ix′(s) 6= ∅. Angenommen es existiert ein
z ∈ Ix(s) mit z 6∈ Ix′(s), dann ist z 6= y. Es sei o.E. y < z. Nach Lemma 4.4.2 gilt
z ∈ Ix′′(s) = supp qx′′ fu¨r genau ein x′′ ∈ ω˜ mit x′′ 6= x′. Da y, z ∈ Ix(s) sind folgt
[y, z] ⊂ Ix(s). Es muß also fu¨r alle w ∈ [y, z] entweder w ∈ Ix′(s) oder w ∈ Ix′′(s)
gelten. Da s < r ist gilt aber Ix′(s)∩ Ix′′(s) = ∅ fu¨r alle x′, x′′ ∈ ω˜ mit x′′ 6= x′. Es
existiert also ein w′ ∈ Ix(s) mit w′ 6∈ Ix′(s) sowie w′ 6∈ Ix′′(s). Dies ist aber nicht
mo¨glich, da w′ ∈ supp vω|I = supp vω˜|I ist. Es gilt also Ix(s) ⊂ Ix′(s) und damit
supp qx = supp qx′. Da |I| > 2R ist folgt mit Lemma 4.4.3 x = x′. Da x ∈ ω mit
qx ∩ I 6= ∅ beliebig war, folgt ω ∩ I = ω˜ ∩ I.
Ist der Tra¨ger des Einzelplatzpotentials q nur enthalten in einem Intervall I(s)
mit s < r, so gibt es Beispiele fu¨r nicht zula¨ssige Potentiale.
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Beispiel.
Wir gehen von einer 2r-periodischen Delone-Menge ω := 2rZ aus und be-
trachten das, von ω erzeugte minimale DDSF Ωω. Sei ω˜ := Trω = (2rZ) + r eine
weitere Delone-Menge in Ωω. Offensichtlich ist auch ω˜ 2r-periodisch und es gilt
ω˜ 6= ω. Wir definieren nun ein Einzelplatzpotential mit supp q ⊂ I0(s) mit s < r
durch
q(y) :=
{
1 fu¨r |y| ∈ [1
3
r, 2
3
r
]
0 sonst
. (4.4.3)
Es gilt also q(y) = 1 fu¨r y ∈ [1
3
r, 2
3
r
]
sowie fu¨r y ∈ [1
3
r − r, 2
3
r − r]. Fu¨r x ∈ Z
sind die Einzelplatzpotentiale des von q und ω erzeugten Potentials vω ∈ V (Ω)
gegeben durch
q2rx(y) :=


1 fu¨r y ∈ [(1
3
+ 2x
)
r,
(
2
3
+ 2x
)
r
]
1 fu¨r y ∈ [(−2
3
+ 2x
)
r,
(−1
3
+ 2x
)
r
]
0 sonst
. (4.4.4)
Die Einzelplatzpotentiale des von q und ω˜ erzeugten Potentials vω˜ ∈ V (Ω)
sind gegeben durch
q2rx+r(y) :=


1 fu¨r y ∈ [(4
3
+ 2x
)
r,
(
5
3
+ 2x
)
r
]
1 fu¨r y ∈ [(1
3
+ 2x
)
r,
(
2
3
+ 2x
)
r
]
0 sonst
. (4.4.5)
Sei nun y ∈ supp vω beliebig, dann ist y ∈ supp q2rx fu¨r genau ein x ∈ Z
nach Lemma 4.4.2. Ist aber y ∈ supp q2rx, so muß entweder y ∈ supp q2rx+r oder
y ∈ supp q2r(x−1)+r gelten. Da y ∈ supp vω beliebig war gilt supp vω ⊂ supp vω˜.
Andererseits sei y ∈ supp vω˜ beliebig, dann ist entweder y ∈ supp q2rx oder y ∈
supp q2r(x+1). Da wiederum y ∈ supp vω˜ beliebig war, gilt auch supp vω˜ ⊂ supp vω
und damit supp vω = supp vω˜. Fu¨r die Potentiale vω und vω˜ gilt also
vω(y) =
∑
x∈Z
q2rx(y) =
∑
x∈Z
q2rx+r(y) = vω˜. (4.4.6)
Da aber ω˜ 6= ω gilt, kann V (Ω) nicht zula¨ssig sein.
Das Beispiel zeigt, daß der Tra¨ger des Einzelplatzpotentials q weiter verklei-
nert werden muß, falls nur supp q ⊂ I0(s) fu¨r s < r gilt. Der folgende Satz zeigt,
daß in diesem Fall s < r
2
gelten muß um zula¨ssige Potentiale zu erhalten.
Satz 4.4.5. Sei (Ω, T ) ein minimales, eindimensionales DDSF und q ∈ L2(R)
mit supp q ⊂ I0(s) fu¨r s < r2 . Dann sind die von q und ω ∈ Ω erzeugten Potentiale
V (Ω) = {vω : vω =
∑
x∈ω
q(· − x), ω ∈ Ω, supp q ⊂ I0(s) fu¨r s < r2} (4.4.7)
zula¨ssig.
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Beweis. Sei I ⊂ R ein beliebiges kompaktes Intervall mit |I| > 2R und ω, ω˜ ∈
Ω beliebig. Es gelte ‖χI(vω − vω˜)‖ = 0. Nach Lemma 4.4.1 gilt dann supp vω|I =
supp vω˜|I . Sei y ∈ supp qx ∩ I fu¨r ein beliebiges x ∈ ω mit qx ∩ I 6= ∅. Dann ist
y ∈ supp vω|I und somit auch y ∈ supp vω˜|I . Nach Lemma 4.4.2 ist y ∈ Ix(s) und
y ∈ Ix′(s) fu¨r genau ein x ∈ ω und ein x′ ∈ ω˜. Es gilt also Ix(s)∩ Ix′(s) 6= ∅ sowie
s < r
2
. Das bedeutet x′ = x + C1 fu¨r ein C1 ∈ R mit |C1| < r. Da s < r2 ist, gilt
aber auch Ix+C2(s) ∩ Ix+| r
2
|(s) = ∅ fu¨r |C2| > r sowie fu¨r C2 = 0, fu¨r alle x ∈ ω
und alle ω ∈ Ω. Da aber Ix(s) ∩ Ix+C1(s) 6= ∅ und |C1| < r ist muß C1 = C2 = 0
sein. Das bedeutet Ix(s) = Ix′(s) und damit auch supp qx = supp qx′ . Da |I| > 2R
ist folgt mit Lemma 4.4.3 x = x′. Da x ∈ ω mit qx ∩ I 6= ∅ beliebig war, folgt
ω ∩ I = ω˜ ∩ I.
4.5 Ein Modell mit rein singula¨r stetigem Spek-
trum
In diesem Abschnitt diskutieren wir eine Anwendung des in Abschnitt 4.3 erziel-
ten Resultats u¨ber die fast sichere Abwesenheit von absolut stetigem Spektrum.
Wir betrachten nun eine Familie von Operatoren die zu einem Delone dynami-
schen System assoziiert sind, das von einem Subshift erzeugt wird. Ziel ist es mit
Hilfe des in Abschnitt 4.3 erzielten Resultats und eines Resultates aus [13] u¨ber
die Abwesenheit von Punktspektrum fu¨r Operatoren mit einem verallgemeiner-
ten Gordon Potential, fast sicher rein singula¨r stetiges Spektrum fu¨r die oben
erwa¨hnte Operatorfamilie zu zeigen. Das Spektrum von Operatoren u¨ber Subs-
hifts wurde in den vergangenen Jahren in vielen Arbeiten untersucht. Siehe zum
Beispiel [9], [10], [12], [13], [19], [30], [31].
Wir starten mit einer n-elementigen Menge A = {a1, . . . , an}. Die Menge A
sei mit der diskreten Topologie ausgestattet. Wir bezeichnen die Menge A als
ein Alphabet mit n Buchstaben. Die Elemente der Menge A∗ := ∪k≥1A heißen
Worte. Mit |w| sei in diesem Abschnitt die La¨nge der Worte w ∈ A∗ bezeichnet.
Fu¨r v, w ∈ A∗ bezeichnen wir mit ♯v(w) die Ha¨ufigkeit der Auftretens des Wortes
v in w. Zum Beispiel ist fu¨r v = ab und w = cabaabcab die Ha¨ufigkeit ♯v(w) = 3.
Weiter bezeichnen wir v als ein Teilwort von w, wenn v 6= w und ♯v(w) ≥ 1 ist.
AZ sei die zweiseitig unendliche Folge von Buchstaben aus A. Die Elemente von
AZ ko¨nnen als unendliche Wo¨rter aufgefaßt werden. Wir definieren nun einen
Subshift u¨ber der zwei elementigen Menge A := {0, 1}. Fu¨r ψ ∈ AZ sei der Shift-
operator auf Z definiert durch Tnψ = ψ + n mit n ∈ Z. Im folgenden sei Λ ⊂ AZ
abgeschlossen bezu¨glich der Produkttopologie und T -invariant. Das dynamische
System (Λ, T ) heißt Subshift u¨ber AZ. Analog zu den Delone dynamischen Sy-
stemen nennen wir einen Subshift minimal, wenn der Orbit {Tkψ : k ∈ Z} dicht
ist in Λ fu¨r alle ψ ∈ Λ. Die Elemente eines minimalen Subshifts sind, wie im Fall
der Delone dynamischen Systeme, repetitiv. Die Begriffe Repetitivita¨t, Frequenz
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sowie Aperiodizita¨t u¨bertragen sich von eindimensionalen Delone-Mengen auf un-
endliche Wo¨rter. Wir geben daher hier keine explizite Definition an. Im folgenden
sei der Subshift (Λ, T ) aperiodisch, minimal und gema¨ß Definition 2.3.1 eindeutig
ergodisch. Einen minimalen, eindeutig ergodischen Subshift nennen wir, wie im
Delone Fall, strikt ergodisch. Ebenso analog zu den Delone dynamischen Syste-
men existiert die Frequenz gleichma¨ßig in ψ ∈ Λ genau dann, wenn der Subshift
(Λ, T ) eindeutig ergodisch ist. Fu¨r strikt ergodische Subshifts ist die Frequenz
positiv. Vergleiche hierzu zum Beispiel [9].
Wir wollen nun aus einem gegebenen aperiodischen, strikt ergodischen Sub-
shift ein Delone dynamisches System erzeugen. Wir gehen hierzu wie folgt vor.
Sei (Λ, T ) ein aperiodischer, strikt ergodischer Subshift u¨ber einem Alphabet mit
zwei Buchstaben A := {0, 1}. Es ist dann Λ ⊂ {0, 1}Z. Im Folgenden sei ψ ∈ Λ.
Die Buchstaben des unendlichen Wortes ψ seien ψn ∈ {0, 1} mit n ∈ Z. Es sei
ωψ := {n ∈ Z : ψn = 1} sowie Ω˜ := {ωψ : ψ ∈ Λ}. Die Abbildung
g : Λ→ Ω˜, ψ 7→ ωψ (4.5.1)
erzeugt also aus einem gegebenen unendlichen Wort eine Punktmenge in Z.
Die Abbildung g ist offensichtlich bijektiv. Wir erhalten also auf kanonische Weise
ein zu (Λ, T ) a¨quivalentes dynamisches System (g(Λ), T ) = (Ω˜, T ). Da ωψ ⊂ Z
ist fu¨r alle ωψ ∈ Ω˜, sind alle ωψ ∈ Ω˜ gleichma¨ßig diskret. Der Subshift (Λ, T ) ist
minimal, das heißt alle ψ ∈ Λ und somit alle ωψ ∈ Ω˜ sind repetitiv. Dies bedeutet,
daß alle ωψ ∈ Ω˜ auch relativ dicht sind. Ω˜ ist also eine Menge von Delone-
Mengen. Desweiteren ist die Menge Λ shiftinvariant. Demnach gilt TkΛ = Λ fu¨r
alle k ∈ Z und damit auch TkΩ˜ = Ω˜ fu¨r alle k ∈ Z. Es ist also Ω˜ = {Tkωψ :
k ∈ Z} fu¨r alle ωψ ∈ Ω˜. Wir vergro¨ßern nun die Menge Ω˜ wie folgt. Es sei
Ω := {TtΩ˜ : t ∈ (−12 , 12)}. Alle ωψ ∈ Ω˜ sind repetitiv, damit sind auch alle ω ∈ Ω
repetitiv. Nach Konstruktion entha¨lt die Menge Ω fu¨r alle ω ∈ Ω auch Txω fu¨r
alle x ∈ R und ist abgeschlossen. Es gilt also Ω = {Txω : x ∈ R} fu¨r alle ω ∈ Ω.
Somit ist (Ω, T ) ein minimales Delone dynamisches System bezu¨glich des Shifts
auf R, der hier auch mit T bezeichnet ist. Weiter ist der Subshift (Λ, T ) eindeutig
ergodisch, es existieren also die Frequenzen gleichma¨ßig in ψ ∈ Λ. Offensichtlich
u¨bertra¨gt sich dies auf alle ωψ ∈ Ω˜ und damit auf alle ω ∈ Ω. Das Delone
dynamische System (Ω, T ) ist also eindeutig ergodisch. Die Aperiodizita¨t des
Subshifts (Λ, T ) u¨bertra¨gt sich auf (Ω, T ) genauso auf kanonische Weise. Wir
nennen ein so entstandenes Delone dynamisches System (Ω, T ) ein, von einem
Subshift (Λ, T ) erzeugtes Delone dynamisches System.
Wir werden nun die sogenannte Dreiblock Methode diskutieren. Diese Metho-
de basiert auf einem Resultat von Gordon [16] von 1976. Mit Hilfe dieser Methode
kann Punktspektrum fu¨r gewisse Familien eindimensionaler Schro¨dingeroperato-
ren ausgeschlossen werden. Wir beginnen, indem wir unendliche Wo¨rter ψ ∈ Λ
mit der folgenden Dreiblock Struktur betrachten. Es sei
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GΛ(n) := {ψ ∈ Λ : ψk−n = ψk = ψk+n, 1 ≤ k ≤ n}. (4.5.2)
Wir nennen die unendlichen Wo¨rter der Menge GΛ(n) Wo¨rter vom Gordon
Typ. Die Wo¨rter vom Gordon Typ enthalten also Teilwo¨rter, die auf drei auf-
einanderfolgenden Blo¨cken der La¨nge n u¨bereinstimmen. Wir erhalten mit Hilfe
der Wo¨rter vom Gordon Typ, Delone-Mengen vom Gordon Typ wie folgt. Wir
definieren
GΩ˜(n) := {ωψ ∈ Ω˜ : ωψ ∩ In+1
2
(n
2
) = ωψ ∩ TnkIn+1
2
(n
2
), k ∈ {−1, 1}}, (4.5.3)
und damit
GΩ(n) := {TtGΩ˜(n) : t ∈ (−12 , 12)}. (4.5.4)
Delone-Mengen sind also von Gordon Typ, wenn sie Muster besitzen, die auf
drei aufeinanderfolgenden Blo¨cken der La¨nge n u¨bereinstimmen. Nach Konstruk-
tion ist ψ ∈ GΛ(n) genau dann wenn ωψ ∈ GΩ˜(n) ist. Fu¨r Potentiale V (Ω˜)
definieren wir
GV (Ω˜)(n) := {ωψ ∈ Ω˜ : vωψ |I = vTnkωψ |I fast sicher, vωψ ∈ V (Ω˜), k ∈ {−1, 1}},
(4.5.5)
wobei I := In+1
2
(n
2
) ist. Fu¨r Potentiale V (Ω˜) deren Einzelplatzpotential q
einen Tra¨ger supp q ⊂ I0(s) mit s < 12 gilt offensichtlich
GΩ˜(n) = GV (Ω˜)(n). (4.5.6)
Die Dreiblock Struktur vonGΩ˜(n) bleibt also auch fu¨r die vonGΩ˜(n) erzeugten
Potentiale erhalten. Definieren wir nun
GV (Ω)(n) := {TtGV (Ω˜)(n) : t ∈ (−12 , 12)}, (4.5.7)
so gilt auch GΩ(n) = GV (Ω)(n). Da wir die Gleichheit der Mengen GΩ(n) =
GV (Ω)(n) ausnutzen wollen, seien die Potentiale V (Ω) im folgenden so gewa¨hlt,
daß supp q ⊂ I0(s) mit s < 12 gilt.
Wir mu¨ssen nun die ergodischen Maße von (Λ, T ) und (Ω, T ) in Beziehung
setzen. Die beiden Maße seien mit µΛ und µΩ bezeichnet. Die dynamischen Sy-
steme (Λ, T ) und (Ω˜, T ) sind a¨quivalent, es gilt µΛ = µΩ˜. Es genu¨gt daher eine
Beziehung zwischen den Maßen (Ω˜, T ) und (Ω, T ) anzugeben. Sei P ein Muster
aus einer Musterklasse P(Ω) und Ωω = {Txω : x ∈ R}. Wir definieren
Ωω,P,s := {ω′ ∈ Ωω : t+ P ⊂ ω′, t ∈ I0(s)}. (4.5.8)
Das Maß dieser Menge ko¨nnen wir zur Frequenz von P in Beziehung setzen.
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Lemma 4.5.1. Sei I0(s) ein Intervall mit Radius s < r(Ω) und νω(P ) die Fre-
quenz von P in ω. Dann gilt
µΩ(Ωω,P,s) = |I0(s)|νω(P ). (4.5.9)
Beweis. Folgt direkt aus Korollar 2.8 in [29].
Mit Hilfe des obigen Lemmas erhalten wir nun folgende Beziehung zwischen
den Maßen µΛ und µΩ.
Lemma 4.5.2. Sei (Ω, T ) ein, von einem strikt ergodischen Subshift (Λ, T ) er-
zeugtes DDSF. Die zugeho¨rigen ergodischen Maße seien µΛ und µΩ. Dann gilt
lim sup
n→∞
µΛ(GΛ(n)) = lim sup
n→∞
µΩ(GΩ(n)) (4.5.10)
Beweis. Fu¨r ωψ ∈ GΩ˜(n) sei dωψ := ωψ ∩ In+1
2
(3
2
n) das Dreiblock Muster der
La¨nge 3n von ωψ. Wir bezeichnen die Menge der ωϕ ∈ GΩ˜(n), die das Dreiblock
Muster dωψ aufweisen mit
Ωdωψ := {ωϕ ∈ GΩ˜(n) : ωϕ ∩ In+1
2
(3
2
n) = dωψ} (4.5.11)
Da (Ω, T ) strikt ergodisch ist, gilt
νωψ(dωψ) = µΩ˜(Ωdωψ ). (4.5.12)
Die Delone-Mengen von Ω˜ sind von endlichem Typ. Es gibt also fu¨r jedes n
nur endlich viele verschiedene Muster der La¨nge 3n. Die Anzahl der verschiedenen
Muster der La¨nge 3n sei k(n). Wir bezeichnen die verschiedenen Dreiblock Muster
der La¨nge 3n mit dωψi fu¨r 1 ≤ i ≤ k(n). Die Mengen Ωdωψi sind fu¨r i 6= j,
1 ≤ j ≤ k(n) disjunkt. Es gilt
µΩ˜(GΩ˜(n)) = µΩ˜(
k(n)⋃
i=1
Ωdωψi
) =
k(n)∑
i=1
µΩ˜(Ωdωψi
). (4.5.13)
Mit Gleichung 4.5.12 und Lemma 4.5.1 erhalten wir fu¨r I = (−1
2
, 1
2
)
µΩ˜(GΩ˜(n)) =
k(n)∑
i=1
νωψi (dωψi ) (4.5.14)
=
k(n)∑
i=1
µΩ(Ωωψi ,dωψi ,s
) (4.5.15)
= µΩ(
k(n)⋃
i=1
Ωωψi ,dωψi ,s
) (4.5.16)
= µΩ(GΩ(n)). (4.5.17)
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Bilden wir den lim sup auf beiden Seiten, so erhalten wir letztlich
lim sup
n→∞
µΩ˜(GΩ˜(n)) = lim sup
n→∞
µΩ(GΩ(n)). (4.5.18)
Da µΩ˜ = µΛ ist, folgt die Behauptung.
Sei (Ω, T ) ein strikt ergodisches Delone dynamisches System. Die Menge der
ω ∈ Ω, fu¨r die die assoziierten Operatoren H(ω) ∈ H rein stetiges Spektrum
besitzen sei
Ωc := {ω ∈ Ω : σp(H(ω)) = ∅} (4.5.19)
sowie
Ωsc := {ω ∈ Ω : σp(H(ω)) = ∅ und σac(H(ω)) = ∅} (4.5.20)
die Menge der ω ∈ Ω, fu¨r die die assoziierten Operatoren H(ω) ∈ H rein
singula¨r stetiges Spektrum besitzen. Die im nachfolgenden Lemma formulierte
Aussage ist zwar elementar, wurde aber erstmals in einer Arbeit von Kaminaga
[19] im Jahr 1996 verwendet um die Abwesenheit von Punktspektrum fu¨r diskrete
Operatoren auf einer Klasse Gordon artiger Subshifts zu zeigen.
Lemma 4.5.3. Seien G(n) Borel Mengen und µΩ das zu (Ω, T ) geho¨rende ergo-
dische Maß. Gilt
1. lim supn→∞G(n) ⊂ Ωc
2. lim supn→∞ µΩ(G(n)) > 0
dann folgt µΩ(Ωc) = 1.
Beweis. Nach Satz 3.4.1 gilt entweder µΩ(Ωc) = 0 oder µΩ(Ωc) = 1. Unter
Verwendung der Voraussetzungen 1. und 2. gilt
0 < lim sup
n→∞
µΩ(G(n)) ≤ µΩ(lim sup
n→∞
G(n)) ≤ µΩ(Ωc) (4.5.21)
und somit µΩ(Ωc) = 1.
Wir geben nun die Definition eines verallgemeinerten Gordon Potentials
gema¨ß [13].
Definition 4.5.4. Sei v ∈ L1glm,loc(R). Dann ist v ein verallgemeinertes Gordon
Potential, falls ein Pn-periodisches Potential v
(n) existiert mit Pn → ∞, sodaß
fu¨r alle C <∞
lim
n→∞
exp(CPn)
2Pn∫
−Pn
|v(x)− v(n)(x)|dx = 0 (4.5.22)
gilt.
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Fu¨r eindimensionale Schro¨dingeroperatoren mit verallgemeinertem Gordon
Potential wurde die Abwesenheit von Punktspektrum von D. Damanik und G.
Stolz in [13] bewiesen.
Satz 4.5.5. Sei v ein verallgemeinertes Gordon Potential. Dann hat der Operator
H = −∆+ v kein Punktspektrum.
Beweis. Satz 1.1 in [13].
Wir zeigen nun, daß die von ω ∈ lim supn→∞GV (Ω)(n) erzeugten Potentiale,
verallgemeinerte Gordon Potentiale gema¨ß Definition 4.5.4 sind.
Satz 4.5.6. Fu¨r ω ∈ lim supn→∞GV (Ω)(n) ist vω ein verallgemeinertes Gordon
Potential.
Beweis.Wir definieren eine 3n-periodische Fortsetzung der Dreiblock Struktur
fu¨r ωψ ∈ GΩ˜(n) und u¨bertragen diese dann auf GΩ(n). Zu jedem gegebenem ωψ ∈
GΩ˜(n) erhalten wir eine periodische Delone-Menge ω
per
ψ,n, die mit der gegebenen
Delone-Menge ωψ auf einem Intervall der La¨nge 3n u¨bereinstimmt durch
G
per
Ω˜
(n) :=
{
ω
per
ψ,n : ω
per
ψ,n =
⋃
k∈Z
T3nk
(
ωψ ∩ In+1
2
(3
2
n)
)
, ωψ ∈ Ω˜
}
. (4.5.23)
Zu jedem ω ∈ GΩ˜(n) existiert also nach Konstruktion eine 3n-periodische
Delone-Menge ωperψ,n ∈ GperΩ˜ (n), sodaß ωψ ∩ In+1
2
(3
2
n) = ωperψ,n ∩ In+1
2
(3
2
n) ist. Ana-
log zu Gleichung 4.5.6 gilt auch hier Gper
Ω˜
(n) = Gper
V (Ω˜)
(n) wenn der Tra¨ger des
Einzelplatzpotentials supp q ⊂ I0(s) mit s < 12 ist. Fu¨r die von ωψ ∈ GV (Ω˜)(n)
und ωperψ,n ∈ GperV (Ω˜)(n) erzeugten Potentiale vωψ und vωperψ,n gilt also vωψ |I = vωperψ,n|I
fast sicher auf I = In+1
2
(3
2
n) fu¨r alle n ∈ N. Es gilt also auch im Grenzwert
lim
n→∞
2n+
1
2∫
−n+1
2
|vωψ(x)− vωperψ,n(x)|dx = 0. (4.5.24)
Somit sind die von ω ∈ lim supn→∞GV (Ω˜)(n) erzeugten Potentiale verallgemei-
nerte Gordon Potentiale. U¨ber Gper
Ω˜
(n) definieren wir nun auch die periodischen
Fortsetzungen von GΩ(n) durch
G
per
Ω (n) := {TtGperΩ˜ (n) : t ∈ (−12 , 12)}. (4.5.25)
Es gilt dementsprechend fu¨r die von ω ∈ GV (Ω)(n) und ωpern ∈ GperV (Ω)(n)
erzeugten Potentiale vω und vωpern
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lim
n→∞
2n+
1
2
+t∫
−n+1
2
+t
|vωψ(x)− vωperψ,n(x)|dx = 0 (4.5.26)
mit geeignetem t ∈ [−1
2
, 1
2
]. Damit sind auch die von ω ∈ lim supn→∞GV (Ω)(n)
erzeugten Potentiale verallgemeinerte Gordon Potentiale.
Das Lemma 4.5.3 liefert zusammen mit Satz 4.5.6 die fast sichere Abwesenheit
von Punktspektrum der im nachfolgenden Satz betrachteten Operatoren.
Satz 4.5.7. Sei (Ω, T ) ein, von einem strikt ergodischen Subshift (Λ, T ) erzeug-
tes DDSF. Ist lim supn→∞ µΛ(GΛ(n)) > 0, dann dann haben die Operatoren der
assoziierte Operatorfamilie H(ω) ∈ H fast sicher in ω kein Punktspektrum. Es
ist µΩ(Ωc) = 1.
Beweis. Wir mu¨ssen nur die Voraussetzungen des Lemmas 4.5.3 nachpru¨fen.
Die Mengen GΩ(n) = GV (Ω)(n) sind Borel Mengen, da eine endliche Vereinigung
von Zylindermengen sind. Nach Satz 4.5.6 sind die von ω ∈ lim supn→∞GV (Ω)(n)
erzeugten Potentiale vω verallgemeinerte Gordon Potentiale. Die Operatoren
H(ω) = −∆ + vω haben somit nach Satz 4.5.5 kein Punktspektrum. Es gilt
also lim supn→∞GV (Ω)(n) ⊂ Ωc. Dies ist Voraussetzung 1. von Lemma 4.5.3. Wei-
ter gilt nach Voraussetzung lim supn→∞ µΛ(GΛ(n)) > 0. Nach Lemma 4.5.2 ist
dann auch lim supn→∞ µΩ(GΩ(n)) > 0. Dies ist Voraussetzung 2. von Lemma
4.5.3. Es sind also beide Voraussetzungen des Lemmas 4.5.3 erfu¨llt. Es gilt daher
µΩ(Ωc) = 1.
Nach dem wir nun gesehen haben, daß die betrachtete Operatorfamilie fast
sicher kein Punktspektrum hat, ko¨nnen wir mit Hilfe des in Abschnitt 4.3 erzielten
Resultats rein singula¨r stetiges Spektrum fu¨r diese Operatorfamilie zeigen.
Satz 4.5.8. Sei (Ω, T ) ein, von einem aperiodischen, strikt ergodischen
Subshift (Λ, T ) erzeugtes DDSF mit zula¨ssigen Potentialen V (Ω). Ist
lim supn→∞ µΛ(GΛ(n)) > 0, dann haben die Operatoren der assoziierte Opera-
torfamilie H(ω) ∈ H fast sicher in ω rein singula¨r stetiges Spektrum. Es ist
µΩ(Ωsc) = 1.
Beweis.Die Behauptung folgt sofort mit den Sa¨tzen 4.5.7 und 4.3.2. Nach Satz
4.5.7 haben die Operatoren der assoziierte Operatorfamilie H(ω) ∈ H fast sicher
in ω kein Punktspektrum. Nach Satz 4.3.2 haben die Operatoren der assoziierte
Operatorfamilie H(ω) ∈ H dann fast sicher in ω kein absolut stetiges Spektrum.
Es muß also µΩ(Ωsc) = 1 gelten.
Der oben bewiesene Satz findet Anwendungen fu¨r verschiedentliche aperi-
odische, strikt ergodischen Subshifts (Λ, T ). Es muß fu¨r diese Subshifts nur
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lim supn→∞ µΛ(GΛ(n)) > 0 gelten. Zwei oft diskutierte Klassen von strikt er-
godischen Subshifts sind zum einen die Subshifts, die durch circle maps erzeugt
werden, und zum anderen solche Subshifts, die durch primitive Substitution er-
zeugt werden. Fu¨r Diskussion von circle maps und primitiven Substitutionen siehe
zum Beispiel [9] und [10]. Fu¨r beide Klassen wurden in den vergangenen Jahren
Kriterien angegeben, unter denen die Bedingung lim supn→∞ µΛ(GΛ(n)) > 0 gilt.
Fu¨r circle maps wurden zwei Kriterien von M. Kaminaga in [19] im Jahr 1996
angegeben. Wir werden diese Resultate hier kurz diskutieren. Die Worte eines,
durch eine circle map erzeugten Subshifts Λ ⊂ {0, 1}Z sind fu¨r eine irrationale
Rotationszahl α ∈ (0, 1), eine Intervall La¨nge β ∈ (0, 1) und ein Θ ∈ R\Z ≃ [0, 1)
gegeben durch die circle map
ψα,β,Θ : Z → Λ, ψα,β,Θ(n) = χ[1−β,1)(nα +Θ mod 1). (4.5.27)
Hierbei ist ψα,β,Θ(n) der Buchstabe an der Stelle n ∈ Z des unendlichen
Wortes ψα,β,Θ. Der durch eine solche circle map erzeugte Subshift ist gegeben
durch (Λα,β, T ), wobei
Λα,β := Λψα,β,Θ := {Tkψα,β,Θ : k ∈ Z} (4.5.28)
ist. Es sei bemerkt, daß dieser Subshift aperiodisch ist fu¨r irrationale α. Wir
fu¨hren in Λα,β die Index Θ nicht mit, da der Subshift (Λα,β, T ) nicht von Θ
abha¨ngt. Es gilt
Λα,β = {Tkψα,β,Θ : k ∈ Z} = {ψα,β,Θ : Θ ∈ R \ Z}. (4.5.29)
Einen Beweis hierfu¨r kann man in [30] finden. Desweiteren ist dieser Subshift
strikt ergodisch. Dies wurde von A. Hof in [17] bewiesen.
In dem Spezialfall β = α definieren wir Λα := Λα,α. Der Subshift (Λα, T ) heißt
in diesem Fall sturmscher Subshift. Der folgende Satz fu¨r sturmsche Subshifts
wurde von M. Kaminaga bewiesen.
Satz 4.5.9. Sei (Λα, T ) ein sturmscher Subshift. Dann gilt
lim supn→∞ µΛα,β(GΛα,β(n)) > 0.
Beweis. Folgt sofort aus dem Beweis von Satz 1 in [19].
Ein a¨hnliches Resultat existiert auch fu¨r den allgemeinen Fall. Hier ist al-
lerdings eine Bedingung an die Kettenbruch Entwicklung von α notwendig. Fu¨r
diesen Fall sei auf den Original Artikel von M. Kaminaga [19] verwiesen.
Zusammen mit Satz 4.5.8 liefert der obige Satz folgendes
Korollar 4.5.10. Sei (Ωα, T ) das, von einem sturmschen Subshift (Λα,, T ) er-
zeugte DDSF. Die Potentiale V (Ω) seien zula¨ssig. Dann haben die Operatoren
der assoziierte Operatorfamilie H(ω) ∈ H fast sicher in ω rein singula¨r stetiges
Spektrum. Es ist µΩ(Ωsc) = 1.
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Beweis. Folgt direkt durch Kombination der Sa¨tze 4.5.8 und 4.5.9.
Fu¨r primitive Substitutionen wurde ein Kriterium fu¨r
lim supn→∞ µΛ(GΛ(n)) > 0 von D. Damanik in [11] im Jahr 1998 gefun-
den. Fu¨r Diskussion dieses Modells sei auf den Original Artikel [11] verwiesen.
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Kapitel 5
Zufa¨llige Operatoren auf
Delone-Mengen, ein diskretes
Modell
In dem folgenden Kapitel werden wir fu¨r eine Familie zufa¨lliger, diskreter Opera-
toren auf Delone dynamischen Systemen das Auftreten von Unstetigkeiten in der
integrierten Zustandsdichte (IDS) untersuchen. Es sei hier bemerkt, daß die Er-
gebnisse dieses Kapitels bereits in [20] publiziert sind und sich diese Abhandlung
an diesen Artikel anlehnt. Der Effekt der Unstetigkeit der integrierten Zustands-
dichte ist, fu¨r eine sehr spezielle Familie diskreter Operatoren auf Penrose Pflaste-
rungen bereits seit einiger Zeit bekannt und wurde zum Beispiel in den Arbeiten
[1, 15, 27, 23] diskutiert. Hingegen ist fu¨r die weitreichend studierten zufa¨lligen
Operatoren auf Gittern, wie zum Beispiel auf Zd, seit langem bekannt, daß ein
solcher Effekt nicht auftreten kann. Die integrierte Zustandsdichte fu¨r solche Ope-
ratoren ist grundsa¨tzlich stetig, wie man zum Beispiel in [8] in Kapitel 9 nachlesen
kann. Das Pha¨nomen der Unstetigkeiten in der integrierten Zustandsdichte der
hier behandelten Operatoren ist ein lokaler Effekt. Wir werden sehen, daß zu
einem beliebigen DDSF ein weiteres DDSF existiert, welches sich in einem noch
genauer zu definierenden Sinne kaum von dem Gegebenen unterscheidet, sodaß
der zugeho¨rige Operator einen Sprung in der integrierten Zustandsdichte hat. Das
zweite Resultat zeigt, daß die integrierte Zustandsdichte genau dann Unstetigkei-
ten aufweist, wenn der zugeho¨rige Operator kompakt getragene Eigenfunktionen
besitzt. Das Pha¨nomen der Unstetigkeiten in der integrierten Zustandsdichte la¨ßt
sich somit auf das der kompakt getragenen Eigenfunktionen zuru¨ckfu¨hren. Damit
wird klar, daß die komplexere Struktur von Graphen in ho¨heren Dimensionen die-
ses Pha¨nomen mo¨glich macht. Auf Gittern, und damit auch auf eindimensionalen
Systemen, ko¨nnen solche kompakt getragenen Eigenfunktionen nicht existieren.
Die Tatsache, daß eine kompakt getragene Eigenfunktionen die einzige Mo¨glich-
keit ist einen Sprung in der integrierten Zustandsdichte zu erzeugen, ru¨hrt von
einem starken Ergodensatz der in [34] bewiesen wurde. Ein zusammenfassender
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U¨berblick u¨ber das in diesem Kapitel behandelte Gebiet kann man in [21] finden.
Wir definieren nun die Operatoren, die wir im Folgenden betrachten wollen.
Definition 5.0.11. Sei (Ω, T ) ein Delone dynamisches System endlichen Typs,
ω ∈ Ω und x, y ∈ ω. Eine Familie beschra¨nkter Operatoren
Aω : l
2(ω)→ l2(ω) (5.0.1)
heißt zufa¨lliger Operator von endlicher Reichweite auf (Ω, T ), falls eine Konstante
rA > 0 existiert, sodaß
1. Aω(x, y) = 0 fu¨r ‖x− y‖ ≥ rA.
2. Aω(x, y) ha¨ngt nur von den Musterklassen (Bx(rA) ∪ By(rA)) ∧ ω ab.
Die Matrixeintra¨ge des Operators Aω(x, y) ha¨ngen nur von einer hinreichend
großen Musterklasse ab und sind gleich Null wenn der Anstand von x und y zu
groß wird.
Fu¨r gewo¨hnlich werden zufa¨llige Operatoren bezu¨glich ein Maßes definiert. Da
wir uns momentan nur in einem topologischer Rahmen befinden ist es durchaus
natu¨rlich die Operatoren ohne ein gegebenes Maß zu definieren. Weiterhin wer-
den wir hauptsa¨chlich an eindeutig ergodischen Delone dynamischen Systemen
interessiert sein. In diesem Falle ist ein eindeutiges Wahrscheinlichkeitsmaß auf
kanonische Weise gegeben.
Es sei an dieser Stelle bemerkt, daß die ha¨ufig betrachteten, auf l2(Zd) defi-
nierten, Gitterlaplaceoperatoren zu der oben definierten Operatorfamilie geho¨ren.
Weiter sei bemerkt das fu¨r zwei Delone-Mengen ω, ω˜ ∈ Ω diese Operatoren
auf verschiedenen Hilbertra¨umen l2(ω) und l2(ω˜) operieren, falls sich die beiden
Delone-Mengen nicht nur durch eine Translation unterscheiden.
5.1 Kompakt getragene Eigenfunktionen und
gegenseitige lokale Transformierbarkeit
In diesem Abschnitt wollen wir das Auftreten von Operatoren mit kompakt getra-
genen Eigenfunktionen auf Delone dynamischen Systemen diskutieren. Wir nen-
nen eine Eigenfunktion f eines Operators Aω kompakt getragen wenn supp f ⊂ K
fu¨r ein Kompaktum K ⊂ Rd ist. Wir werden zeigen, daß das Pha¨nomen der kom-
pakt getragenen Eigenfunktionen nicht ungewo¨hnlich ist. Vielmehr kann man,
ausgehend von einem gegebenen DDSF (Ω, T ), ein weiteres DDSF (Ωb, T ) kon-
struieren das in gewissem Sinne lokal a¨quivalent ist, aber einen zufa¨lligen Opera-
tor endlicher Reichweite Abω mit kompakt getragenen Eigenfunktionen zula¨ßt. Das
Konzept dieser lokalen A¨quivalenz bezeichnen wir als gegenseitige lokale Trans-
formierbarkeit. Es wurde in [2] fu¨r Pflasterungen eingefu¨hrt und ist im englischen
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als mutually locally derivability bekannt. Wir werden dieses Konzept jetzt fu¨r
Delone dynamische Systeme einfu¨hren.
Definition 5.1.1. Seien (Ω, T ) und (Ωb, T ) zwei DDSF. Eine Abbildung D :
Ω → Ωb heißt lokale Transformation falls ein Radius rD existiert, sodaß aus
ω ∩ Bx(rD) = (t+ ω) ∩Bx(rD) die Gleichung
D(ω) ∩ {x} = (t+D(ω)) ∩ {x} (5.1.1)
folgt. In diesem Falle nennen wir (Ωb, T ) aus (Ω, T ) lokal transformierbar. Zwei
DDSF (Ω, T ) und (Ωb, T ) heißen letztlich gegenseitig lokal transformierbar, falls
(Ωb, T ) aus (Ω, T ) sowie (Ω, T ) aus (Ωb, T ) lokal transformierbar sind.
Die Abbildung D ist in dem Sinne lokal, das D(ω)∩Bx(s) nur von ω∩Bx(s+
2rD) abha¨ngt. Dies liefert leicht die Stetigkeit der lokalen Transformation D.
Lemma 5.1.2. Sei (Ω, T ) ein DDSF und D : Ω → Ωb, ω 7→ D(ω) eine loka-
le Transformation. Die Abbildung D ist bezu¨glich der natu¨rlichen Topologie auf
(Ω, T ) stetig.
Beweis. Die Stetigkeit der lokalen Transformation folgt sofort, da sie im glei-
chen Sinne lokal ist wie die Konvergenz der natu¨rlichen Topologie in Lemma
2.3.4.
Wir werden nun von einem DDSF (Ω, T ) ausgehend, ein DDSF (Ωb, T ) kon-
struieren, das zufa¨llige Operatoren endlicher Reichweite mit kompakt getragenen
Eigenfunktionen zula¨ßt. Um dies zu tun, werden wir in eine gegebene Delone-
Menge, wann immer eine bestimmte Musterklasse auftritt, eine passend skalierte
lokale Struktur einsetzen. Wir gehen wie folgt vor.
Sei ω eine Delone-Menge und P ∈ PsB(ω) eine Kugelmuster Klasse mit Radius
s > 0. Wir definieren ωP als die Menge der Punkte in R
d, die Mittelpunkt eines
Repra¨sentanten von P sind durch
ωP ≡ {t ∈ Rd : [B(t, s(P )) ∧ ω] = P}. (5.1.2)
Sei nun (Ω, T ) ein DDSF mit Packungsradius r < r(ω) fu¨r alle ω ∈ Ω. Weiter
sei G ein endlicher Graph mit Vertexmenge VG in R
d. Der Durchmesser des Gra-
phen sei gegeben durch diam(G) = r
21
und fu¨r die Vertexmenge gelte VG ⊂ B0( r42).
Wir definieren nun eine lokale Transformation indem wir, fu¨r eine gegebene Mu-
sterklasse P , diesen endlichen Graphen an jedem Punkt t ∈ ωP in ω einsetz-
ten. Wir definieren daher DP,VG(ω) := ω ∪ {t + VG : t ∈ ωP} fu¨r ω ∈ Ω und
Ωb := {DP,VG(ω) : ω ∈ Ω}. Die lokale Transformation ist dann gegeben durch
DP,VG : Ω→ Ωb, ω 7→ DP,VG(ω) (5.1.3)
mit der inversen lokalen Transformation
HP,VG : Ω
b → Ω, HP,VG(ωb) = {x ∈ ωb : ωb ∩ B(x, r3) = ωb ∩ B(x, r42)}. (5.1.4)
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Die Delone dynamischen Systeme (Ω, T ) und (Ωb, T ) sind durch die lokalen
Transformationen DP,VG bzw. HP,VG ineinander u¨berfu¨hrbar, sie sind demnach
gegenseitig lokal transformierbar im Sinne der Definition 5.1.1.
Es sei hier bemerkt, daß die lokale Transformation DP,VG die folgenden Eigen-
schaften erha¨lt:
1. Ist (Ω, T ) ein DDSF, so ist auch (Ωb, T ) ein DDSF.
2. Ist (Ω, T ) eindeutig ergodisch, dann ist es auch (Ωb, T ).
3. Die Frequenz des endlichen GraphenG in Ωb ist die gleiche, wie die Frequenz
der Musterklasse P in Ω.
Wir ko¨nnen nun den ersten zentralen Satz dieses Kapitels beweisen.
Satz 5.1.3. Sei (Ω, T ) ein DDSF. Dann existiert ein DDSF (Ωb, T ) und ein
zufa¨lliger Operator mit endlicher Reichweite (Abω) auf (Ω
b, T ), sodaß (Ω, T ) und
(Ωb, T ) gegenseitig lokal transformierbar sind und (Abω) kompakt getragene Eigen-
funktionen, mit dem gleichen Eigenwert fu¨r alle ω ∈ Ω besitzt.
Beweis. Ausgehend von einem beliebigen DDSF (Ω, T ) konstruieren wir mit
Hilfe der oben definierten lokalen Transformation DP,VG ein DDSF (Ω
b, T ) auf
dem ein zufa¨lliger Operator endlicher Reichweite existiert, der kompakt getrage-
ne Eigenfunktionen besitzt. Durch Bild 5.1 ist ein endlicher Graph G = (VG, EG)
gegeben. Dieser Graph sei so skaliert, daß VG ⊂ B0( r42) ist. Die lokale Transfor-
mation DP,VG setzt nun, fu¨r gegebene Musterklasse P , den Graphen G an jedem
Punkt t ∈ ωP fu¨r alle ω ∈ Ω ein. Das so entstandene DDSF (Ωb, T ) geht also
durch die lokale Transformation DP,VG aus (Ω, T ) hervor. Umgekehrt ist HP,VG
gerade so definiert, daß man aus der Menge Ωb die urspru¨ngliche Menge Ω zuru¨ck-
gewinnen kann. Die Delone dynamischen Systeme (Ω, T ) und (Ωb, T ) sind also
gegenseitig lokal transformierbar.
Wir betrachten nun den zufa¨lligen Operator endlicher Reichweite
Aω : l
2(ω)→ l2(ω), Aω(x) =
∑
x∼y
u(y). (5.1.5)
Die Werte der Funktion u auf den Vertizes des endlichen Graphen G =
(VG, EG) seien durch die in Bild 5.1 an den Vertizes angegeben Werte gegeben.
Außerhalb des Graph G = (VG, EG) sei die Funktion u ≡ 0. Auf dem Graphen
G = (VG, EG) sind x ∼ y na¨chste Nachbarn, genau dann wenn sie mit einer Kante
verbunden sind. Nach außen sei G = (VG, EG) nur an den vier Eckpunkten, an
denen u = 0 ist verbunden. Die Funktion u ist nach Konstruktion Eigenfunktion
der Operators Aω zum Eigenwert λ = 0. Die Eigenfunktion u ist auf genau vier
Vertizes, und damit kompakt getragen. Auf dem DDSF (Ωb, T ) existiert also mit
Aω ein Operator mit kompakt getragenen Eigenfunktionen.
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Abbildung 5.1: Der endliche Graph G.
5.2 U¨ber Unstetigkeiten der integrierten Zu-
standsdichte von zufa¨lligen Operatoren auf
Delone-Mengen
In diesem Kapitel werden wir das Auftreten von Unstetigkeiten der integrierten
Zustandsdichte von zufa¨lligen Operatoren endlicher Reichweite (Aω) auf Delone
dynamischen Systemen (Ω, T ) diskutieren. Wir werden das Auftreten von Un-
stetigkeiten der integrierten Zustandsdichte mit den in Kapitel 5.1 diskutierten
kompakt getragenen Eigenfunktionen in Verbindung setzen. Genauer werden wir
zeigen, daß Unstetigkeiten der integrierten Zustandsdichte genau dann auftreten,
wenn der Operator (Aω) kompakt getragene Eigenfunktionen besitzt.
Wir werden nun die integrierte Zustandsdichte fu¨r die hier betrachtete Familie
von Operatoren definieren. Fu¨r weiterfu¨hrende Diskussion der integrierten Zu-
standsdichte siehe [33],[35]. Wir starten indem wie die spektrale Za¨hlfunktion auf
einer endlichen Teilmenge Q ⊂ Rd definieren. Der Operator Aω|Q : l2(Q ∩ ω) →
l2(Q ∩ ω) hat endlichen Rang, da die Anzahl der in Q ∩ ω enthaltenen Punkte
fu¨r jede endliche Teilmenge Q ⊂ Rd endlich ist. Wir ko¨nnen daher die spektrale
Za¨hlfunktion definieren durch
n(Aω, Q)(λ) := ♯{Eigenwerte von Aω|Q kleiner oder gleich λ}. (5.2.1)
Da wir den Operator auf einen endlichen Bereich eingeschra¨nkt haben, ist die
Gro¨ße n(Aω, Q) endlich. Teilt man die spektrale Za¨hlfunktion durch das Lebesgue
Maß von Q, so erha¨lt man mit 1|Q|n(Aω, Q) die Verteilungsfunktion des Maßes
ρ(Aω, Q), welches definiert ist durch
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〈ρ(Aω, Q), ϕ〉 := 1|Q|tr(ϕ(Aω|Q)). (5.2.2)
Setzt man
ϕ(Aω|Q) = χ(−∞,λ](Aω|Q) =
∫
χ(−∞,λ](t)dEAω |Q(t) (5.2.3)
so ist 〈ρ(Aω, Q), ϕ〉 = 1|Q|n(Aω, Q). Der folgende Satz aus [34] beschreibt die
Konvergenz der Verteilungsfunktionen der Maße ρ(Aω, Qk) fu¨r den Fall, daß Qk
eine van Hove Folge ist.
Satz 5.2.1. Sei (Ω, T ) ein strikt ergodisches DDSF. (Aω) sei ein selbstadjungier-
ter Operator endlicher Reichweite und Qk eine van Hove Folge in R
d. Dann kon-
vergieren die Verteilungsfunktionen der Maße ρ(Aω, Qk) fu¨r k →∞ gleichma¨ßig
in ω ∈ Ω gegen die Verteilungsfunktion eines Maßes ρA.
Beweis. Satz 3 in [34].
Das Maß ρA heißt die integrierte Zustandsdichte des Operators (Aω). Es sei
bemerkt, daß die integrierte Zustandsdichte ρA ein Spektralmaß des Operators
(Aω) ist. Die integrierte Zustandsdichte fu¨r zufa¨llige Operatoren auf Z
d, wie zum
Beispiel in [8] Kapitel 9 ist grundsa¨tzlich stetig. Das folgende Resultat zeigt, daß
dies fu¨r zufa¨llige Operatoren (Aω) auf strikt ergodischen Delone dynamischen
Systemen nicht zutrifft.
Satz 5.2.2. Sei (Ω, T ) ein strikt ergodisches DDSF und (Aω) ein zufa¨lliger Ope-
rator endlicher Reichweite. Dann ist λ genau dann ein Unstetigkeitspunkt von ρA,
wenn eine kompakt getragene Eigenfunktion des Operators Aω zum Eigenwert λ
existiert fu¨r ein, und damit fu¨r alle ω ∈ Ω.
Beweis.Wir zeigen zuerst, existiert eine kompakt getragene Eigenfunktion des
Operators (Aω) zum Eigenwert λ, so ist die integrierte Zustandsdichte unstetig.
Sei u Eigenfunktion von (Aω0) zum Eigenwert λ mit Tra¨ger supp u ⊂ Bx(r)
und x ∈ ω0. Sei weiter Q ⊂ Rd beschra¨nkt, dann ist fu¨r beliebige ω ∈ Ω jeder
Repra¨sentant der Musterklasse P = Bx(r) ∧ ω Tra¨ger einer kompakt getragenen
Eigenfunktion des Operators (Aω) zum Eigenwert λ. Sei nun P˙ die Menge der
maximal mo¨glichen disjunkten Repra¨sentanten von P in Q ∧ ω und ♯P˙Q ∧ ω
die Anzahl der Elemente von P˙ . Da alle Muster in P˙ disjunkt sind, mu¨ssen die
zugeho¨rigen Eigenfunktionen orthogonal zueinander sein. Das heißt, jedes Muster
in P˙ vergro¨ßert die Dimension des Eigenraumes von (Aω|Q) zum Eigenwert λ.
Durch C := |B0(3r+r(ω)||B0(r(ω))| ist eine obere Schranke an die Anzahl der Repra¨sentanten
von P in B0(3r) ⊂ ω gegeben. Wir ko¨nnen damit die Anzahl der Repra¨sentanten
♯PQ∧ω durch die maximale Anzahl der disjunkten Repra¨sentanten ♯P˙Q∧ω nach
oben abscha¨tzen durch
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♯P˙Q ∧ ω ≥
1
C
♯PQ ∧ ω. (5.2.4)
Fu¨r alle ǫ > 0 gilt dann,
tr(χ(−∞,λ−ǫ)(Aω|Q))
|Q| ≤
tr(χ(−∞,λ+ǫ)(Aω|Q))
|Q| −
♯P˙Q ∧ ω
|Q| (5.2.5)
≤ tr(χ(−∞,λ+ǫ)(Aω|Q))|Q| −
1
C
♯PQ ∧ ω
|Q| . (5.2.6)
Setzen wir nun Q = Qk, mit Qk aus einen van Hove Folge, so erhalten wir
durch Satz 5.2.1 im Grenzwert k →∞ fu¨r die integrierte Zustandsdichte
ρA(λ− ǫ) ≤ ρA(λ+ ǫ)− ν(P )
C
, (5.2.7)
wobei ν(P ) die in Satz 2.3.10 definierte Frequenz der Musterklasse P ist. Da
ǫ > 0 beliebig und fu¨r strikt ergodische DDSF ν(P ) > 0 ist, hat die integrierte
Zustandsdichte ρA bei λ eine Unstetigkeitsstelle.
Sei nun andererseits λ˜ Unstetigkeitspunkt der Funktion λ 7→ ρA((−∞, λ])
und (Qk) eine beliebige van Hove Folge in R
d. Nach Satz 5.2.1 konvergiert die
Verteilungsfunktion 1|Qk|n(Aω|Qk) des Maßes ρAω gleichma¨ßig, also bezu¨glich der
Supremumsnorm, gegen die Funktion λ 7→ ρA((−∞, λ]). Dementsprechend wird
der Sprung an der Stelle λ˜ fu¨r große k nicht klein. Genauer gilt fu¨r passendes
c > 0 und alle k ∈ N
dim
(
ker (Aω|Qk − λ˜)
)
= lim
ǫ→0
(n(Aω, Qk)(λ˜+ ǫ)− n(Aω, Qk)(λ˜− ǫ)) ≥ c|Qk|.
(5.2.8)
Es bezeichne weiter ∂2rAQk ≡ ∂2rAQk ∩Qk den inneren Rand der Reichweite
2rA von Qk. Fu¨r die Dimension von l
2(∂2rAQk ∩ ω) gilt die Abscha¨tzung
dim l2(∂2rAQk ∩ ω) = ♯{x ∈ Rd : x ∈ ∂2rAQk ∩ ω} (5.2.9)
≤ |∂2rA+r(ω)Qk||B(0, r(ω))| . (5.2.10)
Da (Qk) nach Voraussetzung eine van Hove Folge ist, gilt außerdem
lim
k→∞
|∂2rA+r(ω)Qk|
|Qk| = 0 (5.2.11)
und damit |∂2rA+r(ω)Qk| = ǫk · |Qk| mit ǫ → 0. Durch einsetzen erhalten wir
die Abscha¨tzung
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dim l2(∂2rAQk ∩ ω) ≤ ǫk · 1|B(0, r(ω))| · |Qk|. (5.2.12)
Fu¨r k groß genug gilt dementsprechend c > ǫk · 1|B(0,r(ω))| und somit
dim
(
ker (Aω|Qk − λ˜)
)
> dim l2(∂2rAQk ∩ ω). (5.2.13)
Die Behauptung folgt schließlich aus der Dimensionsformel der linearen Al-
gebra. Sei Pk : ker (Aω|Qk − λ˜)→ l2(∂2rAQk ∩ ω) orthogonale Projektion auf den
inneren Rand der Reichweite 2rA von Qk. Unter Verwendung der Dimensionsfor-
mel folgt
dim
(
ker (Aω|Qk − λ˜)
)
= dim l2(∂2rAQk ∩ ω) + dim kerPk. (5.2.14)
Dies bedeutet, daß der Kern der Projektion Pk nicht leer ist. Es gilt
dim kerPk > 0, daher existiert eine Eigenfunktion u ∈ ker (Aω|Qk − λ˜) fu¨r
die Pku = 0 gilt.
Zum Ende dieses Abschnittes sei noch bemerkt, daß unter den Voraussetzun-
gen von Satz 5.2.2 der Eigenwert λ von Aω fu¨r alle ω ∈ Ω unendlich ausgeartet ist.
Die integrierte Zustandsdichte hat bei λ einen Sprung von mindestens C−1ν(P ).
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Kapitel 6
Elliptische Operatoren auf
ebenen Pflasterungen, eindeutige
Fortsetzbarkeit fu¨r
Eigenfunktionen und nicht
positive Kru¨mmung
Wir haben Kapitel 5 gesehen, daß die Unstetigkeit der integrierten Zustands-
dichte fu¨r zufa¨llige Operatoren endlicher Reichweite, auf Delone dynamischen
Systemen endlichen Typs, sich auf die Existenz kompakt getragener Eigenfunk-
tionen zuru¨ckfu¨hren la¨ßt. Daher werden wir, fu¨r bestimmte Operatoren endlicher
Reichweite, die Existenz von kompakt getragenen Eigenfunktionen genauer un-
tersuchen. Will man einen konkreten Operator endlicher Reichweite, wie zum
Beispiel den diskreten Laplace oder Schro¨dingeroperator, auf Delone-Mengen un-
tersuchen, so stellt sich die Frage, was den in Delone-Mengen na¨chste Nachbarn
sind. Eine Mo¨glichkeit na¨chste Nachbarn in einer Delone-Menge zu definieren,
ist u¨ber die Voronoi Konstruktion. Durch die Voronoi Konstruktion entsteht eine
Pflasterung des Rd. Fu¨r den zwei dimensionalen Fall werden wir in Abschnitt 6.1
definieren was eine Pflasterung ist. Durch die Voronoi Konstruktion wird jedem
Punkt der Delone-Menge eine abgeschlossene Teilmenge des Rd zugeordnet, so-
daß fu¨r je zwei Punkte der Delone Menge, der Schnitt dieser Teilmengen entweder
leer ist, oder einen Teil des Randes entha¨lt. Entha¨lt der Schnitt einen Teil des
Randes, so heißen die Punkte benachbart. Mittels der Voronoi Konstruktion kann
man sehen, daß jedes Delone dynamische System endlichen Typs zu einem dy-
namischen System, welches von Pflasterungen erzeugt wird, a¨quivalent ist. Dies
wird zum Beispiel in [33] behandelt.
Ausgehend von einer Pflasterung kann man aber auch einfacher eine Delone-
Menge erhalten, auf der die na¨chsten Nachbarn definiert sind. Eine Pflasterung ist
ein spezieller Graph, daher sind die na¨chsten Nachbarn von Vertizes auf Pflaste-
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rungen kanonisch gegeben. Die Vertizes der hier diskutierten Pflasterung bilden
eine Delone-Menge. Die Menge der Vertizes, ausgestattet mit der Zusatzinforma-
tion, welches die jeweiligen na¨chste Nachbarn sind, bilden also eine Delone-Menge
auf der die na¨chsten Nachbarn definiert sind. Wir ko¨nnen also Operatoren auf
Pflasterungen betrachten und die erzielten Resultate auf Delone-Mengen u¨bert-
ragen.
Es sei an dieser Stelle bemerkt, daß einige der hier diskutierten Resultate be-
reits in [22] vero¨ffentlicht sind. Wir beginnen dieses Kapitel mit einem grundle-
genden Abschnitt u¨ber elliptische Operatoren auf ebenen Pflasterungen, in dem
wir die Pflasterungen, die Kru¨mmung von Pflasterungen sowie die elliptischen
Operatoren definieren und einige Resultate vorstellen. Danach werden wir uns
in einem weiteren Abschnitt mit der Geometrie ebener Pflasterungen befassen.
Fu¨r den Fall nicht positiver Kru¨mmung werden hier einige beno¨tigte Resultate
bewiesen. Im darauf folgenden Abschnitt werden wir dann zeigen, daß elliptische
Operatoren auf nicht positiv gekru¨mmten ebenen Pflasterungen keine kompakt
getragenen Eigenfunktionen besitzen. In einem weiteren Abschnitt diskutieren
wir dann, wie weit Repetitivita¨t und nicht positive Kru¨mmung vertra¨glich sind,
um einen Bezug zu dem in Kapitel 5 behandelten Modell herzustellen.
Letztlich werden wir die Frage beantworten, ob die Stetigkeit der integrierten
Zustandsdichte, der in Kapitel 5 behandelten Operatoren stabil unter Sto¨rungen
ist. Wir gehen hier von dem diskreten Laplace Operator auf ebenen Pflasterun-
gen aus. Wir werden sehen, daß repetitive ebene Pflasterungen existieren, auf
denen sich durch Addition eines Potentials zum diskreten Laplace Operator, eine
kompakt getragene Eigenfunktion erzeugen la¨ßt. Da sich eine repetitive ebene
Pflasterung auf eine repetitive Delone-Menge u¨bertragen la¨ßt, zeigt dies, das sich
die Stetigkeit der integrierten Zustandsdichte, eines zufa¨lligen Operators end-
licher Reichweite auf einem DDSF, schon durch Addition eines sehr einfachen
Potentials zersto¨ren la¨ßt.
6.1 Elliptische Operatoren auf ebenen Pflaste-
rungen
Wie bereits erwa¨hnt ist eine, zu den Delone-Mengen a¨quivalente Methode zur Mo-
dellierung von mathematischen Quasikristallen, die der Pflasterungen. Je nach
Situation ist das eine oder das andere Modell praktischer in der Handhabung.
Wir werden daher in diesem Kapitel das Pflasterungsmodell verwenden. Aller-
dings werden wir Pflasterungen hier nur im zwei dimensionalen Fall diskutieren,
da die fu¨r Pflasterungen erzielten Resultate nur in diesem Fall gelten. Pflasterun-
gen sind eine spezielle Art von Graphen. Wir werden daher dieses Kapitel mir der
Einfu¨hrung von ebenen Graphen und einigen Begriffen aus der Graphentheorie
beginnen. Ein ebener Graph G = (V, E ,F) ist ein in R2 eingebetteter Graph.
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Hierbei bezeichnet V die Menge der Vertizes und E die Menge Kanten des Graph
G in R2. Wir betrachten nun die Menge der Zusammenhangskomponenten des
Komplements, des in R2 eingebetteten Graphen. Den Abschluß einer Zusam-
menhangskomponente bezeichnen wir als Fla¨che, die Menge aller Fla¨chen von G
bezeichnen wir mit F . In folgenden werden wir immer voraussetzten, daß jeder
Punkt in R2 eine Umgebung besitzt, die ho¨chstens endlich viele Fla¨chen trifft.
Wir nennen eine Fla¨che f ∈ F ein Polygon, wenn f homo¨omorph zu einer abge-
schlossenen Kugel in R2 ist und der Rand einen geschlossenen Pfad von Vertizes
definiert. Wir bezeichnen den Rand von f mit ∂f . Die Kanten, die zum Rand ∂f
geho¨ren, nennen wir die Seiten der Fla¨che f . Die Anzahl der Seiten von f wollen
wir mit E∂f bezeichnen. Besitzt das Polygon k Seiten, so heißt es ein k-Eck. Die
Anzahl der, von einem Vertex v ∈ V ausgehenden Kanten heißt der Grad des
Vertex v oder Vertexgrad und wird mit deg(v) bezeichnet. Zwei Vertizes v und
w heißen Nachbarn oder benachbart v ∼ w, wenn sie mit einer Kante verbun-
den sind. Wir ko¨nnen nun definieren, was wir unter einer Pflasterung verstehen
wollen.
Definition 6.1.1. Ein ebener Graph G heißt eine ebene Pflasterung, falls die
folgenden Bedingungen erfu¨llt sind.
1. Jede Kante ist Seite von genau zwei Fla¨chen.
2. Je zwei Fla¨chen sind entweder disjunkt oder haben entweder genau einen
gemeinsamen Punkt oder genau eine gemeinsame Kante.
3. Jede Fla¨che f ∈ F ist ein Polygon mit endlich vielen Seiten.
4. Jeder Vertex hat endlichen Grad.
Die Vertexmenge V einer solchen ebenen Pflasterung erfu¨llt offensichtlich die
Voraussetzungen einer zwei dimensionalen Delone-Menge.
Als na¨chstes werden wir eine kombinatorische Kru¨mmung auf den oben defi-
nierten Pflasterungen einfu¨hren und die in diesem Abschnitt behandelten ellipti-
schen Operatoren auf Pflasterungen definieren.
Ein Paar (v, f) ∈ V × F mit v ∈ ∂f bezeichnen wir im folgenden als eine
Ecke einer ebenen Pflasterung. Die Menge aller Ecken von G bezeichnen wir mit
C := C(G). Der folgende Begriff der Kru¨mmung einer ebenen Pflasterung wurde
von O. Baues und N. Peyerimhoff in [3] eingefu¨hrt.
Definition 6.1.2. Sei G eine ebene Pflasterung. Die Funktion
κ : C → R, κ(v, f) := 1
deg(v)
+
1
E∂f
− 1
2
(6.1.1)
heißt die Kru¨mmung der ebenen Pflasterung G. Die ebene Pflasterung G hat
nicht positive Kru¨mmung, wenn κ(v, f) ≤ 0 fu¨r alle (v, f) ∈ C gilt.
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Sei C(V) der Raum aller komplex wertigen Funktionen auf den Vertizes V. Mit
Cc(V) bezeichnen wir wir die kompakt getragenen Funktionen auf V. Kompakt
getragen bedeutet in diesem Fall, daß die Funktion außerhalb einer endlichen
Menge von Vertizes verschwindet.
Definition 6.1.3. Ein linearer Operator A : C(V)→ C(V) heißt elliptisch, wenn
fu¨r die zugeho¨rigen Matrixeintra¨ge a : V × V → R die Bedingung a(v, w) 6= 0
wenn v ∼ w und a(v, w) = 0 wenn v 6∼ w und v 6= w erfu¨llt ist.
Ein elliptischer Operator A hat dementsprechend die Form
Au(v) :=
∑
w∈V
a(v, w)u(w) = a(v, v)u(v) +
∑
w∼v
a(v, w)u(w) (6.1.2)
fu¨r jeden Vertex v in G. Ein ha¨ufig diskutiertes Beispiel eines elliptischen Ope-
rators ist der diskrete Laplace Operator. Bei diesem speziellen Operator ist
a(v, v) = deg(v) fu¨r alle v ∈ V und a(v, w) = 1 wenn v ∼ w gilt. Der diskrete
Laplace Operator sei auch in diesem Kapitel mit ∆ bezeichnet. Es sei bemerkt,
daß diese elliptischen Operatoren von endlicher Reichweite sind. Schra¨nkt man
den Definitions und Wertebereich dieser elliptischen Operatoren auf l2(V) ein, so
erha¨lt man einen in Kapitel 5 behandelten Operator.
Ist u eine Eigenfunktion zum Eigenwert λ, so erhalten wir aus der Eigenwert-
gleichung Au− λu = 0 durch einsetzten∑
w∼v
a(v, w)u(w) = (λ− a(v, v))u(v) fu¨r alle v ∈ V. (6.1.3)
Wir ko¨nnen nun eines der hauptsa¨chlichen Resultate dieses Kapitels vorstel-
len.
Satz 6.1.4. Sei G = (V, E ,F) eine ebene Pflasterung mit nicht positiver
Kru¨mmung und A : C(V) → C(V) ein elliptischer Operator. Dann besitzt der
Operator A keine Eigenfunktion in Cc(V).
Es sei an dieser Stelle bemerkt, daß die Bedingung der nicht positiven
Kru¨mmung nur eine Bedingung die kombinatorische Struktur der ebenen Pflaste-
rung ist. Die Form der Fla¨chen geht in keiner Weise ein. Im Anschluß an dieses
Resultat stellt sich die Frage, ob es im zweidimensionalen Fall mo¨glich ist fu¨r
die, in Kapitel 5 behandelten Operatoren auf Delone-Mengen, kompakt getrage-
ne Eigenfunktionen auszuschließen. Die Vertexmenge V einer ebenen Pflasterung
erfu¨llt,wie bereits erwa¨hnt, die Voraussetzungen einer zwei dimensionalen Delone-
Menge. Die, in Kapitel 5 zugrundeliegenden Delone-Mengen sind allerdings repe-
titiv. Wir mu¨ssen also den Begriff der Repetitivita¨t auch fu¨r ebene Pflasterungen
einfu¨hren und dann diskutieren, wie weit nicht positive Kru¨mmung und Repeti-
tivita¨t vertra¨glich sind.
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Sei G = (V, E ,F) eine ebene Pflasterung. Analog zu den Delone-Mengen,
heißt G von endlichem Typ, wenn es endlich viele Fla¨chen {f1, . . . , fN} ⊂ F gibt,
sodaß jede weitere Fla¨che f ∈ F dargestellt werden kann, durch f = t + fi fu¨r
ein t ∈ R2 und i ∈ {1, . . . , N}. Die Fla¨chen {f1, . . . , fN} heißen die Erzeuger von
G.
Wir bezeichnen eine ebene Pflasterung endlichen Typs als repetitiv, wenn es
zu jeder endlichen Menge von Fla¨chen {g1, . . . , gk} ⊂ F einen Radius r > 0 gibt,
sodaß es, zu beliebigem x ∈ R2, in jeder abgeschlossenen Kugel Bx(r) Fla¨chen
{gˆ1, . . . , gˆk} gibt mit gˆi = t+ gi fu¨r ein t ∈ R2 und i ∈ {1, . . . , k}.
Eine ebene Pflasterung heißt regula¨r, wenn deg(v) = n ist, fu¨r alle Vertizes
v ∈ V. Weiter nennen wir eine ebene Pflasterung vom (p, q)-Typ, wenn deg(v) = p
und E∂f = q ist, fu¨r alle v ∈ V und f ∈ F .
Satz 6.1.5. Eine repetitive ebene Pflasterung endlichen Typs mit nicht positiver
Kru¨mmung stimmt mit einer der regula¨ren ebenen Pflasterungen vom Typ (3, 6),
(4, 4) oder (6, 3) u¨berein.
Fu¨r diese regula¨ren ebenen Pflasterungen, kann die Abwesenheit von kompakt
getragenen Eigenfunktionen, fu¨r die hier betrachteten elliptischen Operatoren
von Hand nachgerechnet werden und ist schon lange bekannt. Im repetitiven Fall
bringt Satz 6.1.4 also keine neuen Informationen.
6.2 Einiges u¨ber die Geometrie ebener Pflaste-
rungen
In diesem Abschnitt werden wir die Geometrie ebener Pflasterungen genauer
untersuchen. Die Geometrie ebener Pflasterungen wurde zum Beispiel schon in
[3],[4] untersucht. Wir werden einige der dort erzielten Resultate fu¨r unsere Be-
trachtungen verwenden.
Sei G = (V, E ,F) eine gegebene ebene Pflasterung. Wir bezeichnen zwei
Fla¨chen aus F als Nachbarn, wenn sei eine gemeinsame Kante besitzen. Eine
Folge von Fla¨chen (f0, f1, . . .) heißt ein (zusammenha¨ngender) Pfad, wenn fu¨r
alle j Fla¨chen fj, fj+1 Nachbarn sind. Ist diese Folge endlich, also von der Form
(f0, f1, . . . , fn), so hat der Pfad die La¨nge n. Wir ko¨nnen nun einen kombinato-
rischen Abstandsbegriff fu¨r Fla¨chen aus F einfu¨hren. Der Abstand d(f, g) zwei-
er Fla¨chen sei definiert als die kleinste Zahl n fu¨r die ein Pfad (f0, f1, . . . , fn)
existiert, sodaß f0 = f und fn = g ist. Fu¨r eine endliche Menge von Fla¨chen
P ⊂ F und eine beliebige Fla¨che f ∈ F ko¨nnen wir entsprechend den Abstand
d(f, P ) := min{d(f, g) : g ∈ P} definieren. Dementsprechend ko¨nnen wir fu¨r jede
endliche Menge von Fla¨chen P und jedes k ∈ N0 die k-Umgebung der Menge P
definieren durch
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Bk(P ) := {f ∈ F : d(f, P ) ≤ k}. (6.2.1)
Fu¨r den Spezialfall, in dem P nur aus einer Fla¨che f0 besteht definieren wir
die Abstandskugel mit Abstand k durch
Bk(f0) = {f ∈ F : d(f, f0) ≤ k}, (6.2.2)
sowie die Abstandsspha¨re mit Abstand k
Ak(f0) = {f ∈ F : d(f, f0) = k}. (6.2.3)
Offensichtlich entsteht jede Abstandskugel Bk aus Bk−1 durch Hinzunahme
der Abstandsspha¨re Ak.
Es wird sich herausstellen, daß diese Abstandskugeln im Falle nicht positiver
Kru¨mmung eine ’Zwiebel artige’ Struktur besetzten. Diese markante Struktur der
Abstandskugeln wird im Beweis von Satz 6.1.4 massiv ausgenutzt.
Wir beno¨tigen nun noch einige Begriffsbildungen um die erzielten Resultate
diskutieren zu ko¨nnen. Entsprechend den Fla¨chen bezeichnen wir eine endliche
Teilmenge P von F als Polygon, wenn∪f∈P f ⊂ R2 homo¨omorph zu einer abge-
schlossenen Kugel in R2 ist. ∂P bezeichnet dann den Rand von P . Ist nun P
ein Polygon und v ein Vertex, der zu ∂P geho¨rt, ko¨nnen wir bezu¨glich P , den
Innengrad und den Außengrad von v definieren durch
|v|iP := Anzahl der Fla¨chen f ∈ P , die sich in v treffen, (6.2.4)
|v|aP := Anzahl der Fla¨chen f ∈ F \ P , die sich in v treffen. (6.2.5)
Dementsprechend ist der Grad von v
deg(v) = |v|aP + |v|iP . (6.2.6)
Wir Kennzeichnen nun verschiedene Vertextypen, abha¨ngig von ihrem Innen-
grad, mit den Buchstaben a und b. Fu¨r jeden Vertex v ∈ V sei
N(v) = min{E∂f : f ∈ F : v ∈ ∂f}. (6.2.7)
Ein Vertex v ∈ ∂P ist von Typ a wenn |v|iP = 1, oder wenn N(v) = 3 und
|v|iP ≤ 3 ist. Alle anderen Vertizes von ∂P sind von Typ b. Ist v ein Vertex vom
Typ a, fu¨r den |v|iP = 1 gilt, so tra¨gt er den Typ a+.
Lemma 6.2.1. Sei G eine ebene Pflasterung mit nicht positiver Kru¨mmung und
P ein Polygon. Hat ein Vertex v ∈ ∂P den Außengrad |v|aP = 1, dann geho¨rt
keine der Kanten, die an v angeschlossen sind zu ∂B1(P ). Der Vertex v tra¨gt
den Vertextyp b.
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Beweis. Nach der Definition des Außengrades ist die erste Aussage das Lem-
mas klar. Wir nehmen nun an, der Vertex v tra¨gt den Typ a. Wa¨re der Vertex v
von Typ a+, so muß deg(v) = 2 sein. Dies widerspricht der Definition der ebenen
Pflasterung. Ist v nicht von Typ a+, so ist nach Definition des Vertextyp a, der
Vertex v an ein Dreieck angeschlossen und der Grad ist deg(v) ≤ 4. Dies steht
jedoch im Widerspruch zu der nicht positiven Kru¨mmung von G.
Wir bezeichnen w = (v0, v1, . . . , vk) als einen zusammenha¨ngenden Vertex-
bzw. Kantenpfad der La¨nge |w| = k, wenn fu¨r alle j ∈ {0, . . . , k − 1} die Ver-
tizes vj , vj+1 durch eine Kante verbunden sind. Wir bezeichnen einen zusam-
menha¨ngenden Vertexpfad w ⊂ ∂P als zula¨ssig, wenn jeder Vertex v ∈ w von
Typ b nur mit Vertizes vom Typ a+ in w durch eine Kante verbunden ist. Weiter
bezeichnen wir ein Polygon P als zula¨ssig, wenn ∂P zula¨ssig ist.
Folgendes Lemma aus [4] zeigt, daß auch die k-Umgebungen eines zula¨ssigen
Polygons zula¨ssig sind.
Lemma 6.2.2. Sei G eine ebene Pflasterung mit nicht positiver Kru¨mmung und
P ein zula¨ssiges Polygon, dann ist B1(P ) ein zula¨ssiges Polygon. Weiter gilt fu¨r
jede Fla¨che f ∈ B1(P ) \ P ,
1. ∂f ∩ ∂P ist ein zusammenha¨ngender Kantenpfad der La¨nge ≤ 2.
2. ∂f ∩ ∂B1(P ) ist ein zusammenha¨ngender Kantenpfad der La¨nge ≥ 1.
Beweis. Propositionen 2.5 und 2.6 in [4].
Offensichtlich tragen alle Vertizes einer Fla¨che f ∈ F der Typ a+. Damit ist
also jede Fla¨che f ∈ F zula¨ssig. Mit Lemma 6.2.2 folgt fu¨r k-Umgebungen von
Fla¨chen sofort
Lemma 6.2.3. Sei G eine ebene Pflasterung mit nicht positiver Kru¨mmung und
f ∈ F eine beliebige Fla¨che. Dann ist jede k-Umgebung Bk(f) ein zula¨ssiges
Polygon. Jede Fla¨che f ∈ Ak(f) hat mindestens eine Kante die zum Rand ∂Bk(f)
geho¨rt.
Beweis. Korollar 2.7 in [4].
Der na¨chste Satz ist das Hauptresultat in [4]. Es ist ein kombinatorisches Ana-
logon des Hardamard-Cartan Theorems der Differentialgeomerie. Wir beno¨tigen
fu¨r diesen Satz die Definition des Schnittortes.
Definition 6.2.4. Sei G = (V, E ,F) eine ebene Pflasterung. Fu¨r eine gegebene
Fla¨che f ∈ F heißt die Menge der Fla¨chen
S(f) := {g ∈ F : d(f ′, f) ≤ d(g, f) fu¨r alle Nachbarn f ′ von g}, (6.2.8)
der Schnittort von f .
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Schnittort tritt nach obiger Definition also genau dann auf, wenn die Ab-
standsfunktion df(g) := d(f, g) ein lokales Maximum annimmt.
Satz 6.2.5. Sei G eine ebene Pflasterung mit nicht positiver Kru¨mmung. Dann
ist der Schnittort S(f) = ∅ fu¨r alle Fla¨chen f ∈ F .
Beweis. Satz 1 in [4].
Das folgende Lemma wurde in [3] fu¨r ebene Pflasterungen ohne Schnittort
bewiesen. Zusammen mit Satz 6.2.5 ergibt sich
Lemma 6.2.6. Sei G eine ebene Pflasterung mit nicht positiver Kru¨mmung und
f ∈ F eine beliebige Fla¨che. Dann legt der Rand ∂Bk(f) eine zyklische Nume-
rierung von Ak+1(f) = {f1, f2, . . . , fn} fest, sodaß zwei Fla¨chen genau dann be-
nachbart sind, wenn sie aufeinanderfolgende Indizes tragen. In diesen Fall teilen
sich die benachbarten Fla¨chen einen Vertex v ∈ Bk(f).
Beweis. Satz 3.2 in [3] kombiniert mit Satz 6.2.5.
Fu¨r den Beweis des Satzes 6.1.4 beno¨tigen wir noch ein weiteres Lemma aus
[4].
Lemma 6.2.7. Sei G eine ebene Pflasterung mit nicht positiver Kru¨mmung und
Ak(f) = {f1, f2, . . . , fn} eine Abstandsspha¨re mit der zyklischen Numerierung aus
Lemma 6.2.6. Dann existiert mindestens eine Fla¨che fj ∈ Ak(f) fu¨r die entweder
|∂fj ∩ ∂Bk−1(f)| = 1 gilt, oder fj hat keine Kante mit fj−1 und fj + 1 (mod n)
gemeinsam.
Beweis. Lemma 2.8 in [4].
Der na¨chste Satz zeigt die Unmo¨glichkeit einer bestimmten Vertex Anordnung
auf dem Rand von k-Umgebungen. Der Satz ist relativ technisch, aber wesentlich
fu¨r den Beweis von Satz 6.1.4.
Satz 6.2.8. Sei G eine ebene Pflasterung mit nicht positiver Kru¨mmung. Fu¨r
gegebenes f0 ∈ F sei Bk eine k-Umgebung und v0, v1, v2, . . . , vl−1, vl = v0 eine
geschlossene Folge von Vertizes, die den Rand ∂Bk definieren. Ist l gerade und
hat jeder b-Vertex auf ∂Bk den Außengrad |v|aBk = 1, so ist die Typenfolge der
Vertizes, die ∂Bk definieren, nicht von der Form a
+, b, a+, b, a+, b, . . . , a+, b.
Beweis. Die Typenfolge von ∂B0 = ∂f0 ist von der Form a
+, a+, . . . , a+.
Sei k ≥ 1. Wir nehmen an, daß die Typenfolge von ∂Bk der Form
a+, b, a+, b, a+, b, . . . , a+, b ist. Dann ist der Schnitt ∂f ∩∂Bk, fu¨r jedes f ∈ Ak :=
Ak(f0), ein zusammenha¨ngender Pfad der La¨nge ≤ 2. Ansonsten wu¨rden zumin-
dest zwei aufeinanderfolgende Vertizes den Typ a+ tragen. Nach Lemma 6.2.6
ko¨nnen wir die Fla¨chen von Ak so anordnen, daß nur Fla¨chen mit aufeinander-
folgenden Indizes benachbart sind. Wir unterscheiden nun zwei Fa¨lle:
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Fall 1: Es existiert ein b-Vertex v ∈ ∂Bk mit Innengrad |v|iBk = 2.
Nach Voraussetzung hat jeder b-Vertex den Außengrad |v|aBk = 1. Daher muß
deg(v) = 3 sein. G hat nicht positive Kru¨mmung, also mu¨ssen alle, an v anlie-
genden Fla¨chen mindestens 6-Ecke sein. Sei nun f ∈ Bk eine Fla¨che mit v ∈ f .
Da deg(v) = 3 ist, muß f ∈ Ak sein. Die Fla¨che f besitzt demnach drei ver-
schiedene Arten von Kanten. Solche Kanten, die zu ∂Bk geho¨ren, solche die zu
∂Bk−1 geho¨ren und die Kanten mit den, in Ak, benachbarten Fla¨chen. Wie be-
reits diskutiert, gilt fu¨r die k-Umgebung |∂f ∩ ∂Bk| ≤ 2. Nach Lemma 6.2.2 ist
auch fu¨r die (k − 1)-Umgebung |∂f ∩ ∂Bk−1| ≤ 2. Nach Definition der ebenen
Pflasterung teilen sich je zwei Fla¨chen maximal eine Kante. Die Fla¨che f teilt
sich also mit beiden Nachbarn in Ak maximal eine Kante. Die Fla¨che f ist also
auch ho¨chstens ein 6-Eck. Somit ist f ein 6-Eck das sich mit beiden Nachbarn in
Ak eine Kante teilt. Dies bedeutet, f besitzt drei Vertizes in ∂Bk. Nach Annahme
ist die Typenfolge von ∂Bk von der Form a
+, b, a+, b, a+, b, . . . , a+, b. Die Fla¨che
f besitzt daher zwei b-Vertizes in ∂Bk fu¨r die |v|iBk = 2 gilt. Wir ko¨nnen also
die gleiche Argumentation fu¨r den zweiten b-Vertex verwenden. Iterativ mu¨ssen
dann alle Fla¨chen von Ak 6-Ecke sein, die sich mit beiden Nachbarn in Ak eine
Kante teilen. Dies ist aber nach Lemma 6.2.7 nicht mo¨glich.
Fall 2: Jeder b-Vertex v von ∂Bk hat Innengrad |v|iBk ≥ 3.
Ist |v|iBk ≥ 3, so liegen an v mindestens drei Fla¨chen in Bk an. Teilen sich zwei,
an v anliegende Fla¨chen f, f ′ ∈ Ak eine Kante, so liegt entweder bei f oder bei
f ′ Schnittort vor. Dies ist jedoch nach Satz 6.2.5 nicht mo¨glich. Das heißt, keine
Fla¨che f ∈ Ak teilt sich eine Kante mit einer weiteren Fla¨che in Ak. Da, wie oben
diskutiert |∂f ∩∂Bk| ≤ 2 und nach Lemma 6.2.2 auch |∂f ∩∂Bk−1| ≤ 2 gilt, sind
alle Fla¨chen f ∈ Ak ho¨chsten 4-Ecke. Es sind wieder zwei Fa¨lle zu unterscheiden:
Fall 2.1: Ak entha¨lt ein 4-Eck f .
Die Fla¨che f ∈ Ak besitzt nach Lemma 6.2.3 mindestens eine Kante in ∂Bk.
Da die Typenfolge von ∂Bk der Form a
+, b, a+, b, a+, b, . . . , a+, b ist, tra¨gt ein
Vertex v ∈ f in ∂Bk den Typ a+. Die Fla¨che f besitzt also mindestens zwei, und
mit Lemma 6.2.2 genau zwei, Kanten in ∂Bk. Da f ein 4-Eck ist, existiert genau
ein Vertex v˜ ∈ f , der nicht ∂Bk, aber in ∂Bk−1 liegt . Angenommen v˜ ist ein
a-Vertex bezu¨glich ∂Bk−1. Da |v˜|iBk−1 ≥ 2 sein muß, ist v˜ kein a+-Vertex. v˜ muß
also an einem 3-Eck anliegen. Um die nicht positive Kru¨mmung zu erhalten, muß
|v˜|iBk−1 ≥ 5 sein. Dies ist aber im Widerspruch zum Typ a.
Der Vertex v˜ muß also b-Vertex sein. Die zu v˜ in ∂Bk−1 benachbarten Ver-
tizes tragen bezu¨glich ∂Bk−1 den Typ a+, da ∂Bk−1 ein zula¨ssiges Polygon ist.
Die beiden Vertizes v′, v′′ ∈ ∂f , die bezu¨glich ∂Bk den Typ b tragen, sind also
bezu¨glich ∂Bk−1 a+-Vertizes. Dies bedeutet, daß |v|iBk = 3 sein muß. Da nach
Voraussetzung |v|aBk = 1 ist, gilt deg(v′) = 4. Die Fla¨che f ′ ∈ Ak, die zu f be-
nachbart ist mit v′ ∈ ∂f ′ kann daher, wegen der nicht positiven Kru¨mmung, kein
3-Eck sein. Dies zeigt aber, daß alle Fla¨chen in Ak 4-Ecke sein mu¨ssen und daß
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die Typenfolge von ∂Bk−1 auch a+, b, a+, b, a+, b, . . . , a+, b sein muß. Da fu¨r alle
b-Vertizes wiederum |v|aBk−1 = 1 gilt, folgt aus Kru¨mmungsgru¨nden |v|iBk−1 = 4.
Wieder aus Kru¨mmungsgru¨nden muß in Ak−1 ein 4-Eck existieren, da Vertizes
v′ ∈ ∂Bk ∩ ∂Bk−1 existieren, fu¨r die deg(v′) = 4 gilt. Induktiv erhalten wir dann,
daß f0 ein 4-Eck mit der Typenfolge a
+, b, a+, b ist. Dies ist aber nicht mo¨glich,
da der Innengrad von b-Vertizes gro¨ßer als eins ist.
Fall 2.2: Ak besteht nur aus 3-Ecken.
Durch die festgelegte Typenfolge a+, b, a+, b, a+, b, . . . , a+, b mu¨ssen zwei Kan-
ten jedes 3-Ecks zu ∂Bk geho¨ren. Sei f ∈ Ak ein 3-Eck. Fu¨r die beiden Vertizes von
f , die bezu¨glich ∂Bk den Typ b tragen, gilt aus Kru¨mmungsgru¨nden |v|iBk ≥ 5,
da |v|aBk = 1 ist. Beide Vertizes geho¨ren auch zu ∂Bk−1 und es gilt |v|iBk−1 ≥ 3.
Die Fla¨che f ′ ∈ Ak−1, die mit f eine gemeinsame Kante hat, besitzt daher mit
keiner der beiden Nachbarn in Ak−1 eine gemeinsame Kante. Desweiteren gilt
|∂f ∩ ∂Bk−1| = 1. Da nach Lemma 6.2.2 |∂f ′ ∩ ∂Bk−2| ≤ 2 ist, muß auch f ′ ein
3-Eck sein. Da f ∈ Ak beliebig war mu¨ssen also alle Fla¨chen in Ak−1 3-Ecke sein.
Jede Fla¨che f ′ ∈ Ak−1 besitzt genau einen Vertex v, der nicht zu ∂Bk geho¨rt. Fu¨r
diesen Vertex gilt |v|aBk−2 = 1. Um die nicht positive Kru¨mmung zu erhalten, muß
dieser Vertex bezu¨glich ∂Bk−2 den Typ b tragen. Da ∂Bk−2 ein zula¨ssiges Polygon
ist, muß die Typenfolge von ∂Bk−2 gegeben sein durch a+, b, a+, b, a+, b, . . . , a+, b.
Die Abstandskugel Bk−2 erfu¨llt also die gleichen Voraussetzungen wie Bk.
Da unter diesen Voraussetzungen weder Fall 1 noch Fall 2.1 vorliegen kann,
liegt also wieder Fall 2.2 vor und wir ko¨nnen die gleiche Argumentation er-
neut verwenden. Wiederholen wir diesen Schritt oft genug, so folgt induktiv ,daß
B0 = {f0} ist ein Dreieck ist, fu¨r den Fall das k gerade ist. Die drei Vertizes von
f0 mu¨ßten also die Typenfolge a
+, b, . . . , a+, b tragen. Das ist aber nicht mo¨glich,
da drei nicht gerade ist. Ist k ungerade, so erhalten wir induktiv, daß B1 aus der
Fla¨che f0 und aus den, an f0 angrenzenden Dreiecken besteht. Jedes dieser Drei-
ecke teilt sich eine Kante mit f0. Da fu¨r jeden b-Vertex von ∂B1 der Außengrad
|v|aB1 = 1 ist, gilt deg(v) = 4. Dies ist aber im Widerspruch zu der nicht positive
Kru¨mmung der ebenen Pflasterung G.
6.3 Die Abwesenheit kompakt getragener Ei-
genfunktionen
Ziel dieses Abschnittes ist der Beweis von Satz 6.1.4. Wir zeigen, daß ellipti-
sche Operatoren auf ebenen Pflasterungen mit nicht positiver Kru¨mmung keine
kompakt getragenen Eigenfunktionen besitzen ko¨nnen.
Sei G = (V, E ,F) eine ebenen Pflasterung mit nicht positiver Kru¨mmung. Fu¨r
eine beliebige Fla¨che f0 ∈ F sei Bk := Bk(f0). Fu¨r k ≥ 1 ist Ak = Bk \ Bk−1.
Nach Lemma 6.2.3 ist Bk ein Polygon. Der Rand ∂Bk definiert dementsprechend
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einen geschlossenen Pfad von Vertizes. Insbesondere teilt ∂Bk die Ebene R
2 in
einen inneren und einen a¨ußeren Teil. Wir ko¨nnen daher eine Menge von Vertizes
Vk definieren durch
Vk := {Vertizes auf ∂Bk} ∪ {Vertizes außerhalb von Bk}. (6.3.1)
Im folgenden nehmen wir an, daß u ∈ Cc(V) kompakt getragene Eigenfunktion
eines elliptischen Operators ist. Der Satz 6.1.4 folgt, wenn wir folgende zwei
Schritte zeigen ko¨nnen.
1. Es existiert ein n0, sodaß u ≡ 0 auf Vn0 ist.
2. Gilt u ≡ 0 auf Vk, so gilt u ≡ 0 auch auf Vk−1.
Der erste Schritt ist klar, da die Funktion u kompakt getragen ist. Es bleibt
also der zweit Schritt zu beweisen. Hierzu beno¨tigen wir die folgenden beiden
Lemmata.
Lemma 6.3.1. Sei u ∈ Cc(V) eine Eigenfunktion des elliptischen Operators
A : C(V) → C(V) und es gelte u|Vk+1 ≡ 0. Dann ist u(v) = 0 fu¨r alle Vertizes
v ∈ ∂Bk mit |v|aBk > 1.
Beweis. Sei v ∈ ∂Bk. Gilt |v|aBk > 2, so ist v ∈ ∂Bk+1 und es gilt u(v) = 0.
Sei also |v|aBk = 2. Sei f ∈ Ak eine beliebige Fla¨che und v ∈ ∂f . Weiter sei
f ′ ∈ Ak+1 ein Nachbar von f . Da |v|aBk = 2 ist, teilt sich f ′ eine, von v ausgehende,
gemeinsame Kante e mit einem Nachbar f ′′ ∈ Ak+1. Angenommen e verbindet die
Vertizes v und v′. Da zwei Fla¨chen ho¨chstens eine gemeinsame Kante besitzen,
muß v′ ∈ ∂Bk+1 sein. Der Vertex v′ kann aber nicht in ∂Bk sein, denn dann wa¨ren
entweder f ′ oder f ′′ im Schnittort von f0. Das ist nach Satz 6.2.5 nicht mo¨glich.
Wir unterscheiden zwei Fa¨lle um die restlichen, mit v′ verbundenen, Vertizes zu
untersuchen.
Fall 1: Fu¨r alle, mit v′ verbundenen Vertizes v′′ 6= v gilt v′′ ∈ Vk+1.
In diesem Fall ist keiner der Vertizes v′′ ∈ ∂Bk. Da u(v′) = 0 ist, folgt aus der
Eigenwertgleichung 6.1.3
0 = (λ− a(v′, v′)) u(v′) = a(v′, v) u(v) +
∑
v′′∼v′,v′′ 6=v
a(v′, v′′) u(v′′)
︸ ︷︷ ︸
=0
, (6.3.2)
und damit u(v) = 0, da wegen der elliptizita¨t des Operators a(v′, v) 6= 0 ist.
Fall 2: Es existiert ein, mit v′ verbundener Vertex w 6= v, der nicht in Vk+1
ist.
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Da w 6= v ist, gilt |v′|iBk+1 > 2. Dementsprechend existiert mindestens eine
Fla¨che fˆ ∈ {f ′, f ′′} ⊂ Ak+1 fu¨r die v′ ∈ ∂f und ∂f ∩ ∂Bk+1 = v′ gilt. ∂Bk+1 hat
also keine gemeinsame Kante mit fˆ ∈ Ak+1. Die Fla¨che fˆ liegt also im Schnittort
von f0. Dies steht aber im Widerspruch zu Satz 6.2.5.
Im folgenden bezeichne
v0, v1, v2, . . . , vl−1, vl = v0 (6.3.3)
die geschlossene Folge von Vertizes, die den Rand ∂Bk definieren.
Lemma 6.3.2. Sei u ∈ Cc(V) eine Eigenfunktion des elliptischen Operators
A : C(V) → C(V) und es gelte u|Vk+1 ≡ 0. Ist u(vj) = u(vj+1) = 0 fu¨r zwei
benachbarte Vertizes der Folge 6.3.3, dann ist u(v) = 0 fu¨r alle v ∈ ∂Bk.
Beweis. Sei u(vj) = u(vj+1) = 0. Hat der Vertex vj+2 den Außengrad
|vj+2|aBk > 1, so gilt u(vj+2) = 0 nach Lemma 6.3.1. Wir ko¨nnen in diesem Fall
fortfahren indem wir die Vertizes vj+1 und vj+2 betrachten.
Hat der Vertex vj+2 andererseits den Außengrad |vj+2|aBk = 1, so tra¨gt vj+2 den
Vertextyp b bezu¨glich dem Polygon Bk, nach Lemma 6.2.1. Da die Abstandskugel
Bk ein zula¨ssiges Polygon ist, tra¨gt der Vertex vj+1 den Typ a
+ und hat damit
den Innengrad |vj+1|iBk = 1. Demzufolge sind vj und vj+2 die einzigen Vertizes
in Bk, die mit vj+1 verbunden sind. Alle anderen, mit vj+1 verbundenen Vertizes
v geho¨ren also zu Vk+1 und es gilt u(v) = 0 fu¨r diese Vertizes. Sei nun V ′k+1 :=
Vk+1 \ {vj, vj+1}. Unter Verwendung der Eigenwertgleichung 6.1.3 erhalten wir
0 = (λ− a(vj+1, vj+1)) u(vj+1)
= a(vj+1, vj) u(vj)︸ ︷︷ ︸
=0
+ a(vj+1, vj+2) u(vj+2) +
∑
v∼vj+1,v∈V ′k+1
a(vj+1, v) u(v)
︸ ︷︷ ︸
=0
= a(vj+1, vj+2)u(vj+2).
Da der Operator a elliptisch ist, gilt damit u(vj+2) = 0. Wir ko¨nnen also auch
in diesem Fall fortfahren indem wir die Vertizes vj+1 und vj+2 betrachten. Die
Behauptung folgt dann durch Iteration.
Nach diesen Vorbereitungen ko¨nnen wir die Abwesenheit von kompakt getra-
genen Eigenfunktionen beweisen.
Beweis von Satz 6.1.4. Nach Lemma 6.3.1 ist u(v) = 0 fu¨r alle Vertizes v mit
|v|aBk > 1. Gilt |v|aBk = 1 fu¨r einen Vertex v, so ist er nach Lemma 6.2.1 vom Typ
b. Da Bk ein zula¨ssiges Polygon ist, tragen die Vertizes vj−1 und vj+1 (mod l) den
Typ a+. Wiederum nach Lemma 6.2.1 haben diese Vertizes einen Außengrad von
mindestens 2. Nach Lemma 6.3.1 gilt dann u(vj−1) = u(vj+1) = 0.
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Dies bedeutet, daß u(v) = 0 zumindest fu¨r jeden zweiten Vertex v ∈ ∂Bk
gilt. Ist nun l in der Vertexfolge 6.3.3 ungerade, so ist u(v) = 0 fu¨r jeden Vertex
v ∈ ∂Bk. Der einzige verbleibende Fall, in dem u|∂Bk 6≡ 0 sein kann ist demzufolge
der, in dem l gerade ist, die Typenfolge der Vertizes von ∂Bk von der Form
a+, b, a+, b, a+, b, . . . , a+, b ist und |v|aBk = 1 ist. Nach Satz 6.2.8 ist dies aber
nicht mo¨glich.
6.4 U¨ber die Kru¨mmung repetitiver ebener
Pflasterungen endlichen Typs
Das einzige Ziel dieses Abschnittes ist es, Satz 6.1.5 zu beweisen. Wir werden
zeigen, daß repetitive ebene Pflasterungen G = (V, E ,F) endlichen Typs u¨ber-
all die Kru¨mmung κ = 0 haben. Die einzigen ebenen Pflasterungen, die diese
Eigenschaft besitzen sind, die drei regula¨ren ebenen Pflasterungen.
Um Satz 6.1.5 beweisen zu ko¨nnen, beno¨tigen wir noch eine Aussage aus [3].
Sei Bk := Bk(f0) eine Abstandskugel zu beliebiger Fla¨che f0. Fu¨r eine Fla¨che
f ∈ F und Vertizes v ∈ V sei
χ(f) :=
∑
v∈f
κ(v, f) (6.4.1)
und fu¨r eine Abstandskugel Bk := Bk(f0) zu beliebiger Fla¨che f0 sei
χ¯(Bk) :=
1
|Bk|
∑
f∈Bk
χ(f), (6.4.2)
wobei |Bk| die Anzahl der Fla¨chen von Bk bezeichnet.
Lemma 6.4.1. Sei G = (V, E ,F) eine ebene Pflasterung ohne Schnittort. Fu¨r
ein c > gelte lim supk→∞ χ¯(Bk) < −c. Dann existieren Konstanten C, k0 > 0,
sodaß |Bk| ≥ Ck ist fu¨r k ≥ k0.
Beweis. Bemerkung auf Seite 156 in [3].
Die Idee des Beweises ist die Folgende. Wir zeigen, daß Repetitivita¨t zu-
sammen mit einer Fla¨che, die eine Ecke mit negativer Kru¨mmung besitzt, zu
exponentiellem Wachstum der Fla¨chen in den Abstandskugeln fu¨hrt. Anderer-
seits ist die ebene Pflasterung von endlichen Typ, was bedeutet, daß die Anzahl
der Fla¨chen in den Abstandskugeln ho¨chstens quadratisch wachsen kann. Diese
beiden Eigenschaften sind allerdings widerspru¨chlich. Daher muß die Kru¨mmung
in jeder Ecke Null sein.
Beweis von Satz 6.1.5. Sei G = (V, E ,F) repetitive eine ebene Pflasterung
endlichen Typs. Wir zeigen, daß κ(v, f) = 0 gilt fu¨r alle Ecken (v, f) von G.
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Angenommen es existiert eine Ecke (v, f) mit κ(v, f) < −C, fu¨r ein C > 0.
Die ebene Pflasterung G ist repetitiv. Es existiert also ein R > 0, sodaß jede
abgeschlossene Kugel BR(x) ⊂ R2 eine Fla¨che f entha¨lt, fu¨r die
χ(f) :=
∑
v∈f
κ(v, f) ≤ −C (6.4.3)
gilt. Sei f0 ∈ F beliebig gewa¨hlt. Bk := Bk(f0) bezeichne die k-Abstandskugel
von f0. Da G von endlichem Typ ist, existieren Konstanten 0 < d < D und ein
x0 ∈ R2, sodaß fu¨r k groß genug
Bkd(x0) ⊂
⋃
f∈Bk
f ⊂ BkD(x0) (6.4.4)
gilt. Damit erhalten wir die folgenden beiden Aussagen:
1. Es existiert eine Konstante c1 > 0, sodaß fu¨r k groß genug, Bkd(x0) minde-
stens c1k
2 disjunkte abgeschlossene Kugeln mit Radius R entha¨lt.
2. Es existiert eine Konstante c2 > 0, sodaß fu¨r k groß genug, BkD(x0)
ho¨chstens c2k
2 Fla¨chen entha¨lt.
Aussage 1. zusammen mit Ungleichung 6.4.3 ergibt
∑
f∈Bk
χ(f) ≤ −c1k2C. (6.4.5)
Aussage 2. liefert |Bk| ≤ c2k2. Kombinieren wir nun beide Aussagen,so erhal-
ten wir fu¨r große k
χ¯(Bk) :=
1
|Bk|
∑
f∈Bk
χ(f) ≤ −c1
c2
C. (6.4.6)
Nach Lemma 6.4.1 existiert dann eine Konstante A, sodaß |Bk| ≥ Ak ist, fu¨r
k groß genug. Dies steht aber im Widerspruch zu Aussage 1. Die Kru¨mmung von
G muß also in jeder Ecke gleich Null sein. Es gilt also
1
deg(v)
+
1
E∂f
=
1
2
. (6.4.7)
Da deg(v), E∂f ∈ N sind, muß (deg(v), E∂f) ∈ {(3, 6), (4, 4), (6, 3)} sein.
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6.5 U¨ber die Stabilita¨t der Stetigkeit der inte-
grierten Zustandsdichte unter Sto¨rungen
In diesem Abschnitt betrachten wir den, schon erwa¨hnten diskreten Laplace-
Operator auf ebenen Pflasterungen. Wir werden untersuchen, in wie weit man
durch Addition eines Potentials eine kompakt getragene Eigenfunktion erzeugen
kann. Desweiteren werden wir die in Kapitel 5 erzielten Resultate dazu verwen-
den, um zu zeigen, daß man durch Addition eines geeigneten Potentials, Unste-
tigkeiten in der integrierte Zustandsdichte erzeugen kann.
Sei G = (V, E ,F) eine ebene Pflasterung. Wir betrachten diskrete Schro¨din-
geroperatoren H auf l2(V). Die Operatoren sind gegeben durch
Hu(v) = u(v) +
1
deg(v)
∑
v∼w
u(w) + V (v)u(v). (6.5.1)
Hierbei ist u ∈ l2(V) und V : V → R. Der Operator H genu¨gt der Eigenwert-
gleichung
λu(v) = u(v) +
1
deg(v)
∑
v∼w
u(w) + V (v)u(v), λ ∈ R. (6.5.2)
Durch Umformen erhalten wir die Eigenwertgleichung in der fu¨r uns beno¨tig-
ten Form ∑
v∼w
u(w) = (λ+ V (v)− 1) deg(v)u(v). (6.5.3)
Fu¨r Vertizes mit u(v) = 0 reduziert sich die Eigenwertgleichung 6.5.3 auf∑
v∼w
u(w) = 0. (6.5.4)
Fu¨r Vertizes v mit u(v) 6= 0 ist die Eigenwertgleichung 6.5.3 erfu¨llt, indem
wir das Potential zu
V (v) =
1
deg(v)u(v)
∑
v∼w
u(w) + λ− 1. (6.5.5)
wa¨hlen.
Im folgenden werden wir Eigenfunktionen des Operators H untersuchen, die
auf Polygonen getragen sind. Polygone bestehen nach Definition nur aus endlich
vielen Fla¨chen. Zu jedem Polygon P existiert also ein Kompaktum K, sodaß
P ⊂ K ist. Sei P ein Polygon und P ◦ := P \ ∂P das Innere des Polygons P . Fu¨r
ein Polygon P bezeichnen wir mit VP die Menge der Vertizes, die in P liegen,
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sowie mit VP ◦ die Menge der Vertizes von V, die im Inneren des Polygons P
liegen.
u ∈ l2(V) sei eine Funktion mit u|V\VP◦ ≡ 0 fu¨r ein Polygon P . Wir wollen nun
durch Addition eines Potentials V eine kompakt getragene Eigenfunktion erzeu-
gen. Dazu beno¨tigen wir eine Pflasterung auf der ein Polygon P existiert, sodaß u
nicht durch die Eigenwertgleichung 6.5.4 auf P ◦ eindeutig durch u|VP◦ ≡ 0 festge-
legt wird. Die Geometrie des Polygons P muß also so gegeben sein, daß Gleichung
6.5.4 auf dem Rand des Polygons nicht trivial erfu¨llt werden kann. Existiert ein
solches Polygon, so erhalten wir eine auf dem Inneren dieses Polygons getragene
Eigenfunktion indem wir V (v) gema¨ß Gleichung 6.5.5 wa¨hlen falls u(v) 6= 0 gilt.
Ist u(v) = 0, so kann V (v) beliebig gewa¨hlt werden.
Im Folgenden geben wir eine Bedingung an die Geometrie eines Polygons P ,
sodaß daß Gleichung 6.5.4 nicht trivial auf P erfu¨llt werden kann.
Fu¨r die Vertexmenge eines Polygons VP definieren wir die Vertizes mit Ab-
stand 1 zum Rand ∂P als
∂1P := {v ∈ VP : v 6∈ ∂P und v ∼ w fu¨r einen Vertex w ∈ ∂P}. (6.5.6)
Fu¨r ein Polygon P bezeichne
v0, v1, v2, . . . , vl−1, vl = v0 (6.5.7)
die geschlossene Folge von Vertizes, die den Rand ∂P definieren. Um eine Be-
dingung angeben zu ko¨nnen, unter der eine ebene Pflasterung kompakt getragene
Eigenfunktionen zula¨ßt, beno¨tigen wir die beiden folgenden Lemmata.
Lemma 6.5.1. Sei P ein Polygon einer ebenen Pflasterung G mit Vertexmenge
VP . Gilt |w|aP ◦ = 3 fu¨r alle w ∈ ∂1P und |v|iP ≥ 3 fu¨r alle v ∈ ∂P , so folgt
|v|iP = 3 fu¨r alle v ∈ ∂P .
Beweis. Angenommen es existiert ein Vertex v ∈ ∂P mit |v|iP > 3. Dann ist
v mit drei Vertizes in ∂1P verbunden. Fu¨r alle w ∈ ∂1P gilt |w|aP ◦ = 3. Jeder
Vertex w ∈ ∂1P ist also mit zwei Vertizes in ∂P verbunden. Ist ein Vertex aus
∂1P mit zwei Vertizes in ∂P verbunden, so muß er an eine Fla¨che anliegen, die
eine Kante in ∂P besitzt. Jeder Vertex in ∂P ist mit genau zwei Fla¨chen von P
verbunden die eine Kante in ∂P besitzen. Daher kann es ho¨chstens zwei Vertizes
in ∂1P geben, die mit v verbunden sind und an eine Fla¨che anliegen, die eine
Kante in ∂P besitzt.
Lemma 6.5.2. Sei P ein Polygon einer ebenen Pflasterung G mit Vertexmenge
VP . Fu¨r alle Vertizes v ∈ ∂P gelte |v|iP ≥ 3. Dann ist fu¨r alle Vertizes w ∈ ∂1P
der Außengrad |w|aP ◦ ≤ 3.
94
Beweis. Sei w ∈ ∂1P ein beliebiger Vertex, der mit v′, v′′ ∈ ∂P verbunden
ist. Angenommen es existiert ein weiterer Vertex v′′′ ∈ ∂P der mit w verbunden
ist. Da v′′′ ∈ ∂P ist und auch mit w verbunden ist, mu¨ssen v′, v′′, v′′′ drei in ∂P
aufeinanderfolgende Vertizes sein. Es gilt o.E. v′ ∼ v′′ ∼ v′′′. Da jeder Vertex
auf dem Rand eines Polygons mit genau zwei weiteren Vertizes auf dem Rand
verbunden ist und w ∼ v′ und w ∼ v′′′ gilt, kann v′′ nicht mit einem weiteren
von w verschiedenen Vertex in ∂1P verbunden sein. Der Innengrad des Vertex
v′′ ist demnach |v′′|iP = 2. Dies steht aber im Widerspruch zur Voraussetzung
|v|iP ≥ 3.
Wir geben nun eine Bedingung (KEF) an ein Polygon, unter der sich, durch
Addition eines eines geeigneten Potentials V , eine kompakt getragene Eigenfunk-
tion von H = ∆+ V erzeugen la¨ßt.
Bedingung (KEF): Ein Polygon P erfu¨llt die Bedingung (KEF), wenn
folgendes gilt:
1. Fu¨r alle Vertizes v ∈ ∂P gilt |v|iP > 2.
2. Es existiert entweder ein Vertex w ∈ ∂1P mit |w|aP ◦ 6= 3 oder die Anzahl
der Vertizes auf dem Rand ∂P ist gerade.
Eine Pflasterung erfu¨llt dementsprechend die Bedingung (KEF), wenn sie ein
Polygon entha¨lt, daß (KEF) erfu¨llt.
Satz 6.5.3. Sei G = (V, E ,F) eine ebene Pflasterung und P ein Polygon in
G das die Bedingung (KEF) erfu¨llt. Sei u˜ ∈ l2(V) eine beliebige Funktion mit
supp u˜ = VP ◦ \ ∂1P . Dann existiert eine Fortsetzung u ∈ l2(V) von u˜ auf G mit
supp u = VP ◦, sodaß fu¨r alle λ ∈ R ein Potential V : V → R existiert, sodaß u
Eigenfunktion von H = ∆ + V zum Eigenwert λ ist. Das Potential V (v) kann
fu¨r v ∈ V \ VP ◦ beliebig gewa¨hlt werden.
Beweis. Sei λ ∈ R beliebig und u ∈ l2(V) eine Fortsetzung der Funktion u˜
mit supp u = VP ◦ . Es gilt dann u|V\VP◦ ≡ 0 und u(v) 6= 0 fu¨r alle v ∈ VP ◦ .
Fu¨r Vertizes v ∈ V \ VP ist dann die Eigenwertgleichung 6.5.3 fu¨r alle V (v) ∈ R
auf triviale Weise erfu¨llt. Nach Voraussetzung ist u(v) 6= 0 fu¨r alle v ∈ VP ◦. Wir
ko¨nnen daher fu¨r jeden Vertex v ∈ VP ◦ ein Potential V (v) wa¨hlen, sodaß die
Eigenwertgleichung 6.5.3 erfu¨llt ist. Dieses Potential ist gegeben durch
V (v) =
1
deg(v)u(v)
∑
v∼w
u(w) + λ− 1. (6.5.8)
Wir mu¨ssen nun noch untersuchen, unter welchen Voraussetzung die Funktion
u die Eigenwertgleichung 6.5.3 auch fu¨r die Vertizes auf dem Rand ∂P erfu¨llt.
Erfu¨llt die Funktion u auch hier die Eigenwertgleichung 6.5.3, so ist sie Eigen-
funktion des Operators H = ∆+V mit einem Potential V (v) aus Gleichung 6.5.5
fu¨r v ∈ VP ◦ und V (v) beliebig fu¨r v ∈ V \ V◦P .
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Wir zeigen jetzt noch, daß unter Bedingung (KEF) u auch die Eigen-
wertgleichung 6.5.3 auch fu¨r die Vertizes auf dem Rand ∂P erfu¨llt. Dazu sei
v1, v1, v2, . . . , vl, vl+1 = v1 die geschlossene Vertexfolge, die den Rand ∂P definiert.
Je zwei Vertizes mit aufeinanderfolgenden Indizes vj , vj+1 in dieser Vertexfolge
seien benachbart. Man beachte, daß auch fu¨r Vertizes v ∈ ∂P das Potential V (v)
beliebig gewa¨hlt werden kann.
Wir haben zwei Fa¨lle zu unterscheiden:
1. Fall: Es existiert kein Vertex w ∈ ∂1P mit Außengrad |w|aP ◦ 6= 3.
Es gilt also |w|aP ◦ = 3 fu¨r alle w ∈ ∂1P . Nach Voraussetzung erfu¨llt P Be-
dingung KEF, es gilt |v|iP > 2 fu¨r jeden Vertex v ∈ ∂P . Nach Lemma 6.5.1 ist
damit |v|iP = 3 fu¨r jeden Vertex v ∈ ∂P . Die Anzahl der Vertizes in ∂1P ist also
gleich der Anzahl der Vertizes in ∂P . Fu¨r jeden Vertex vj ∈ ∂P gilt also vj ∼ wj
und vj ∼ wj+1 fu¨r wj, wj+1 ∈ ∂1P . Die Eigenwertgleichung 6.5.3 liefert in diesem
Fall ein Gleichungssystem
u(wj) + u(wj+1) = (λ+ V (vj)− 1) deg(vj)u(vj), mod. l fu¨r j ∈ {1, . . . , l} .
(6.5.9)
Da u(vj) = 0 ist, fu¨r alle vj ∈ ∂P folgt
u(wj) = −u(wj+1), mod. l fu¨r j ∈ {1, . . . , l} . (6.5.10)
Dieses Gleichungssystem besitzt offensichtlich von Null verschiedene Lo¨sun-
gen, wenn l gerade ist. Das Potential V (v) kann fu¨r v ∈ ∂P beliebig gewa¨hlt
werden.
2. Fall: Es existiert ein Vertex w ∈ ∂1P mit Außengrad |w|aP ◦ 6= 3.
Das Polygon P erfu¨llt Bedingung KEF, es gilt |v|iP > 2. Nach Lemma 6.5.2
gilt dann |w|aP ◦ ≤ 3 fu¨r alle w ∈ ∂1P . Nach Voraussetzung existiert dann ein
w ∈ ∂1P mit |w|aP ◦ < 3. Da w ∈ ∂1P ist gilt in diesem Fall |w|aP ◦ = 2. Da |v|iP ≥ 3
ist fu¨r alle v ∈ ∂P und ein w ∈ ∂1P mit |w|aP ◦ = 2 existiert, so muß auch ein
Vertex v ∈ ∂P existieren mit |v|iP > 3. Die Anzahl der Vertizes in ∂1P ist also
gro¨ßer als der Anzahl der Vertizes in ∂P . Sei dieser Vertex o.E. vl mit |vl|iP = 4.
Dann ist die Anzahl der Vertizes in ∂1P gleich l + 1 und die Eigenwertgleichung
6.5.3 liefert in diesem Fall ein Gleichungssystem
u(wj) + u(wj+1) = (λ+ V (vj)− 1) deg(vj)u(vj) = 0, (6.5.11)
fu¨r j ∈ {1, . . . , l − 1} und fu¨r j = l
u(wl) + u(wl+1) + u(wl+2)︸ ︷︷ ︸
=u(w1)
= (λ+ V (vl)− 1) deg(vl)u(vl) = 0. (6.5.12)
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Offensichtlich besitzt auch dieses Gleichungssystem von Null verschiedene
Lo¨sungen. Das Gleichungssystem besitzt auch dann von Null verschiedene Lo¨sun-
gen, wenn |vl|iP > 4 ist, sowie wenn mehrere Vertizes w ∈ ∂1P existieren mit
|w|aP ◦ = 2. Das Potential V (v) kann fu¨r v ∈ ∂P beliebig gewa¨hlt werden.
Wir diskutieren nun noch kurz ein Kriterium an ein beliebiges gegebenes Po-
lygon P einer ebenen Pflasterung G fu¨r die Existenz eines Operators H mit einer,
in P getragenen Eigenfunktion. Wir nennen ein Polygon P reduzierbar, falls ein
Vertex v ∈ ∂P existiert mit |v|iP ≤ 2. Es sei bemerkt, das Bedingung KEF in
diesem Fall nicht erfu¨llt ist. Ist |v|iP ≤ 2, so ist v entweder mit keinem, oder mit
genau einem Vertex in P ◦ verbunden. Gilt |v|iP ≤ 2 fu¨r einen Vertex v ∈ ∂P ,
so v entfernen wir die angeschlossenen Fla¨chen und betrachten die so reduzierte
Menge von Fla¨chen P˜ erneut. Man beachte, daß P˜ nicht notwendigerweise zu-
sammenha¨ngend ist. P˜ selbst ist also im allgemeinen kein Polygon. Jede Zusam-
menhangskomponente von P˜ ist aber offensichtlich ein Polygon. Wir wiederholen
diese Reduzierung so lange, bis kein v ∈ ∂P˜ mehr existiert mit |v|i
P˜
≤ 2. Die
so erhaltene Menge von Fla¨chen Pred nennen wir dann maximal reduziert. Wir
nennen ein Polygon P vollsta¨ndig reduzierbar, wenn Pred = ∅ ist.
Existiert auf einer ebenen Pflasterung G ein nicht vollsta¨ndig reduzierbares
Polygon P , so ist fu¨r jede Zusammenhangskomponente von Pred ist der erste Teil
der Bedingung KEF erfu¨llt. Ist fu¨r eine Zusammenhangskomponente von Pred
auch der zweite Teil der Bedingung KEF erfu¨llt, so existiert nach Satz 6.5.3 ein
Operator mit kompakt getragenen Eigenfunktionen auf der ebenen Pflasterung
G.
Wir wollen nun noch Satz 6.5.3 in Bezug zur Unstetigkeit der integrierten
Zustandsdichte, der in Kapitel 5 behandelten Operatoren bringen. Dazu sei G =
(V, E ,F) eine ebene Pflasterung. Fu¨r einen Vertex v ∈ V sei N (v) := {w ∈ V :
v ∼ w} die Menge der, zu v benachbarten Vertizes und N := {N (v) : v ∈ V}. Das
Paar ωN := (V,N ) bildet dann eine zwei dimensionale Delone-Menge auf der die
na¨chsten Nachbarn definiert sind. Sei nun ωN eine repetitive Delone-Menge fu¨r
die, die in 2.3.10 definierten Frequenzen existieren. Dann ist das, von ωN erzeugte
Delone dynamische System (ΩωN , T ) von endlichem Typ und strikt ergodisch.
Durch eine geeignete ebene Pflasterung la¨ßt sich also ein zwei dimensionales strikt
ergodisches DDSF erzeugen. Die Operatoren Hω = ∆ω+Vω , ω ∈ ΩωN sind gema¨ß
Definition 5.0.11 zufa¨llige Operatoren endlicher Reichweite. Wir ko¨nnen also die,
in Kapitel 5 erzielten Resultate fu¨r diese Operatoren verwenden.
Satz 6.5.4. Sei G = (V, E ,F) eine ebene Pflasterung die ein Polygon entha¨lt
das die Bedingung (KEF) erfu¨llt. Das von G erzeugte DDSF (ΩωN , T ) sei strikt
ergodisch. Zu jedem λ ∈ R existiert dann ein Potential Vω, sodaß die integrier-
te Zustandsdichte des Operators Hω = ∆ω + Vω, fu¨r alle ω ∈ ΩωN , in λ eine
Unstetigkeitsstelle besitzt.
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Beweis. Sei ωN die von G induzierte Delone-Menge. Nach Satz 6.5.3 existiert
eine kompakt getragene Funktion u, sodaß fu¨r jedes λ ∈ R ein Potential VωN
existiert, sodaß u Eigenfunktion des Operators HωN = ∆ωN + VωN zu Eigenwert
λ ist. Nach Satz 5.2.2 ist λ in diesen Fall eine Unstetigkeitsstelle der integrierten
Zustandsdichte von Hω fu¨r alle ω ∈ ΩωN .
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Thesen
Spektraltheoretische Untersuchungen von
zufa¨lligen Operatoren auf Delone Mengen
Steffen Klassert
1. Das Thema dieser Arbeit ist die spektraltheoretische Untersuchung von
zufa¨lligen Operatoren, die zu einem minimal ergodischen bzw. strikt ergo-
dischen Delone dynamischen System assoziiert sind. Es werden kontinuier-
liche sowie diskrete Modelle untersucht. Diese Modelle sind mathematische
Modelle zur Beschreibung von Festko¨rpern, bei denen die Punkte der ein-
zelnen, in einem Delone dynamischen System enthaltenen, Delone-Mengen
die Atompositionen eines Festko¨rpers beschreiben. Delone-Mengen, die in
einem minimal ergodischen Delone dynamischen System enthalten sind wei-
sen eine sehr hohe Ordnungsstruktur aus, sind aber nicht notwendigerweise
periodisch. Sie ko¨nnen daher zur Modellierung von Quasikristallen verwen-
det werden. In dieser Arbeit wird das Spektrum der assoziierten Operatoren
untersucht wobei man hier besonders den Einteilchen Schro¨dingeroperator
im Blick hat. Das Spektrum dieses Operators gibt Aufschluß u¨ber das ver-
halten eines einzelnen Elektrons im Feld der Atomkerne eines Festko¨rpers.
2. Fu¨r zufa¨llige eindimensionale Schro¨dingeroperatoren, die zu einem mini-
mal ergodischen, aperiodischen Delone dynamischen System assoziiert sind,
kann gezeigt werden, daß sie fast sicher kein absolut stetiges Spektrum auf-
weisen. Die Methoden des Beweises sind zum einen die Kotani Theorie,
zum anderen werden auch geometrische Eigenschaften der Delone-Mengen
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wesentlich ausgenutzt. Es sind zum Beweis zwei wesentliche Schritte not-
wendig. Haben die assoziierten Operatoren absolut stetiges Spektrum, so
ha¨ngen die zula¨ssigen Potentiale der positiven Halbachse stetig, bezu¨glich
der L2loc(R) Konvergenz, von den Potentialen der negativen Halbachse ab.
Liegt eine solche stetige Abha¨ngigkeit vor, so kann unter Ausnutzung der
Geometrie der Delone-Mengen, gezeigt werden, daß die Delone-Mengen pe-
riodisch sein mu¨ssen. Dies fu¨hrt zu einemWiderspruch, da wir Aperiodizita¨t
vorausgesetzt haben.
3. Um den Beweis der in These 2. formulierten Aussage fu¨hren zu ko¨nnen ist
es Notwendig aus einem gegebenen Potential die zugrundeliegende Delone-
Menge rekonstruieren zu ko¨nnen. Potentiale fu¨r die das mo¨glich ist wurden
als zula¨ssig bezeichnet. Es werden Beispiele fu¨r zula¨ssige Potentiale gegeben
und diskutiert.
4. Fu¨r zufa¨llige eindimensionale Schro¨dingeroperatoren, die zu einem speziel-
len, von einem strikt ergodisches Subshift erzeugten, aperiodischen Delone
dynamischen System assoziiert sind, kann fast sicher rein singula¨r stetiges
Spektrum gezeigt werden. Zum Beweis wird die in These 2. formulierte Aus-
sage mit einem Resultat u¨ber verallgemeinerte Gordon Potentiale von D.
Damanik und G. Stolz kombiniert.
5. Wir betrachten diskrete Operatoren von endlicher Reichweite, die zu ei-
nem strikt ergodischen Delone dynamischen System assoziiert sind. Es wird
gezeigt, das die integrierte Zustandsdichte dieser Operatoren genau dann
Unstetigkeiten besitzt, wenn die Operatoren kompakt getragene Eigenfunk-
tionen aufweisen. Grundlage des Beweises ist ein starkes Ergodentheorem
aus einer Arbeit von D. Lenz und P. Stollmann.
6. Es wird das Auftreten von diskreten Operatoren endlicher Reichweite mit
kompakt getragenen Eigenfunktionen untersucht. Es zeigt sich, daß Opera-
toren mit kompakt getragenen Eigenfunktionen in diesem Modell nicht un-
gewo¨hnlich sind. Zu einem gegebenen Delone dynamischen System kann ein
weiteres konstruiert werden, das sich von dem Urspru¨nglichen kaum unter-
scheidet, aber einen zufa¨lligen Operator endlicher Reichweite mit kompakt
getragenen Eigenfunktionen zula¨ßt.
7. Das Auftreten von Operatoren mit kompakt getragenen Eigenfunktionen
wird weitergehend Untersucht. Wir betrachten elliptische Operatoren auf
ebenen Pflasterungen. Hat die zugrundeliegende Pflasterung eine nicht po-
sitive Kru¨mmung, so ko¨nnen fu¨r elliptische Operatoren kompakt getragene
Eigenfunktionen ausgeschlossen werden. Dem Beweis liegt ein Resultat von
O. Baues und N. Peyerimhoff, u¨ber die nicht Existenz eines Schnittortes
auf nicht positiv gekru¨mmten ebenen Pflasterungen zugrunde. Der Beweis
selbst erfolgt mit kombinatorischen Methoden.
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8. Die Frage ob die in These 7. formulierten Aussage fu¨r repetitive ebenen
Pflasterungen neue Erkenntnisse bringt wird untersucht. Es zeigt sich, daß
repetitive ebene Pflasterungen mit nicht positiver Kru¨mmung, mit einer der
drei regula¨ren periodischen ebenen Pflasterungen u¨bereinstimmen. Grund-
lage des Beweises ist auch hier ein Resultat von O. Baues und N. Peye-
rimhoff. Der Beweis selbst wird wieder mit kombinatorischen Methoden
gefu¨hrt.
9. Ausgehend von dem diskreten Laplace Operator auf einer gegebenen ebe-
nen Pflasterung, wird untersucht ob sich durch Addition eines geeigneten
Potentials zum Laplace Operator, kompakt getragene Eigenfunktionen er-
zeugen lassen. Es wird eine Bedingung an eine ebene Pflasterung angegeben
unter der dies mo¨glich ist. Der Beweis wird wiederum mit kombinatorischen
Methoden gefu¨hrt.
10. Es wird eine Beziehung zwischen ebenen Pflasterungen und zwei dimensio-
nalen Delone-Mengen hergestellt. Unter Verwendung der in These 5. und
These 9. formulierten Aussagen wird gezeigt, daß sich die Stetigkeit der
integrierten Zustandsdichte von Operatoren auf zwei dimensionalen strikt
ergodischen Delone dynamischen Systemen durch Addition eines geeigneten
Potentials zersto¨ren la¨ßt.
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