Introduction
Image and video compression have become integral in consumer electronics given the increasing need for the efficient storage of visual data. The most widely used compression schemes in consumer devices are based on blocktransform coding. These include still image compression schemes such as JPEG [10] , video compression schemes such as MPEG [4, 5] and recent video compression schemes such as H.264/AVC [6] .
A concept that is often used in image and video compression is the concept of subsampling where information is sampled at a lower sampling frequency to reduce the amount of data to be stored. Images consist of color information (chroma) and brightness information (luma). Subsampling techniques generally fall into two categories:
Spatial Subsampling:
Visual content within an image or video frame is sampled at a lower resolution than the original
Temporal Subsampling:
The number of frames in a video is reduced by sampling at a lower frame rate than the original content [7] . Temporal subsampling should not be confused with motion estimation and compensation which attempts to exploit the similarities between neighbouring frames in a video.
One of the spatial subsampling techniques widely used in modern image and video compression standards is chroma subsampling where resolution used for color information is lower than the resolution used for brightness information. The human vision system is less sensitive to color than brightness so color information can be sampled at a lower spatial frequency than brightness information without a noticeable degradation of visual quality. The compressibility of the total content is still limited by the fact that brightness information is not subsampled. However, a uniform subsampling of luma information often does not result in good visual quality, especially given the non-stationary nature of still images and videos. However, in certain situations, luma subsampling can be applied to a region of an image or video frame to improve compressibility without significantly degrading visual quality. This technique can be used to reduce the amount of data required by an image or video frame. If additional compression is not required, the savings in terms of data can be used to increase the visual quality of the image. An adaptive subsampling scheme that utilizes adaptive luma subsampling and uniform chroma subsampling is therefore highly desirable.
A number of adaptive spatial subsampling algorithms have been proposed [1, 8, 9, 3, 2] . However, there are some major drawbacks to these algorithms. The algorithms proposed by Belfor et al [1] , and Liu et al [8] are designed to use subsampling as the only means of data compression. Both algorithms use complex techniques to achieve a high compression rate using only subsampling. The algorithm proposed by Belfor et al [1] makes use of multiple subsampling modes by evaluating all supported subsampling modes for each block and choosing a suitable mode based on a quality criterion. The computational cost of evaluating all supported subsampling modes is often unreasonable in the context of video compression.
The algorithm proposed by Liu et al [8] utilizes a complex tree structure of variable-sized subimages to perform adaptive subsampling. The algorithm proposed by Panuspone et al [9] , uses adaptive subsampling as well as other techniques to achieve image compression. A complex region growing of neighboring subimages is utilized to group subimages for subsampling in a tree structure. Both of these techniques are particularly difficult to integrate into existing video compression standards since blocks may need to be reconstructed based on motion estimation. Substantial structural changes are necessary to the base algorithms of these techniques to support motion estimation. Also, achieving an acceptable level of decoding performance may be a challenge in this context.
The algorithm proposed by Cheung [3] requires splitting the frequency content of images into two different layers (a low-pass layer and a high-pass layer). This is very difficult to integrate into existing image and video standards, given that blocks represent all frequencies of a region. The complexity of splitting video data into two different layers can be quite significant. The algorithm proposed by Chang et al [2] uses activity levels to determine when to adaptively subsample image data. This approach works well for some images and the computational cost is relatively small.
It should be noted that none of the approaches mentioned consider the influence of different perceptually important characteristics such as brightness upon the human perception of visual quality. Many of the techniques use rate distortion as a measure for determining whether a region is to be subsampled. However, such metrics do not reflect the characteristics of the human vision system and may not result in good perceptual quality. Furthermore, all of the approaches mentioned use a single metric to determine when adaptive subsampling should be used.
The main contribution of this paper is that it presents a practical algorithm for performing adaptive luma spatial subsampling in image regions based on a combination of three content characteristics (texture, edges, and brightness). The proposed algorithm has a low computational complexity making it suitable for use in video applications. The algorithm has been designed to be integrated into existing image and video standards without significant modifications to the standards. In this paper, the background behind the use of subsampling in modern image and video compression standards is discussed in Section 2. The proposed algorithm is described and explained in detail in Section 3. The testing method used to evaluate the proposed algorithm is presented in Section 4. Experimental results comparing the proposed algorithm to the sole use of uniform chroma subsampling are presented in Section 5. Conclusions and topics for future research are discussed in Section 6.
Subsampling
In modern block-transform compression standards, the source image or video frame undergoes an RGB-to-YCbCr color-space transformation, where Y represents the brightness (luminance) of a pixel, while Cb and Cr represent the color (chrominance). The chroma components (Cb and Cr) are then sampled at a lower spatial resolution than the brightness component Y, thereby requiring less information to be stored. This technique is commonly known as chroma subsampling. It is based on the fact that the human vision system is less sensitive to color than brightness. Therefore, color information can be sampled at a lower resolution without significant visual degradation. A number of different chroma subsampling schemes have been used in commercial image and video compression standards. Subsampling schemes are typically expressed using ratios to represent the relationship between the luma sampling frequency and the chroma sampling frequencies. For example, if the 4:2:2 chroma subsampling scheme is used, the color components are sampled at half the horizontal resolution of the brightness component compared to a 4:4:4 chroma scheme. Fig. 1 illustrates the 4:4:4 and 4:2:2 chroma subsampling schemes. A summary of the supported chroma subsampling schemes for popular block-transform image and video standards is shown in Table 1 . 
Adaptive Subsampling Algorithm
The chroma subsampling schemes used in modern standards typically use ratios that are powers of 2. For the purpose of integrating adaptive luma subsampling into existing standards, it is therefore desirable to introduce a subsampling scheme that uses similar ratios. The proposed adaptive luma subsampling algorithm uses a 2:2:0 subsampling scheme where the brightness and color components are sampled at half the horizontal and vertical resolutions of the original content. The 4:2:0 and 2:2:0 subsampling schemes are shown in Fig. 2 .
The proposed algorithm extends upon the concept of uniform chroma subsampling used in existing standards by in- troducing an adaptive luma subsampling scheme that uses content characteristics from the original image or video frame. It is possible to exploit the perceptual sensitivity of the human vision system to key content characteristics such as texture activity, edge density, and brightness. As such, visual quality may be improved while reducing the amount of information that needs to be stored. The proposed algorithm is practical, relatively efficient, and capable of producing high visual quality. Furthermore, the proposed algorithm can be integrated into existing formats with ease. The proposed algorithm is illustrated in Fig. 3 . The Cb and Cr components are processed in the exact same manner as specified by the original compression standard. The human vision system cannot perceive as much detail from the chrominance components as it can from the luminance component. Therefore, the uniform chroma subsampling implemented in existing standards works well in the majority of cases. The increased complexity of adaptive chroma subsampling is not justifiable.
Extraction of Content Characteristics
During this stage, the original Y components are divided into N blocks of size m × n based on the compression standard used. For example, in MPEG-1 video, a macroblock consists of a 16×16 luminance block and two 8×8 chrominance blocks and so the Y component would be divided into N blocks of size 16 × 16. The following perceptually significant content characteristics are used to determine which blocks are subsampled:
1. Edge density of the block 2. Texture activity of the block 3. Brightness of the block
Edge Density
To determine the edge densities for the blocks, the entire image is processed using an edge detection algorithm to create a binary edge map with edge and non-edge pixels being represented by 1 and 0 respectively. An edge density rating ER(x) for a block x is calculated for each of the N blocks as follows:
where E x is the number of edge pixels in block x, and N x is the number of pixels in block x. Edges are crucial to the way the human vision system perceives and interprets the environment. As a result, the human vision system is very sensitive to edge degradation in an image. Therefore, edge characteristics are important when deciding whether a block is to be subsampled. For example, a block with a high edge density rating should not be subsampled as it would lead to a very noticeable image degradation (e.g., edge aliasing artifacts). This is particularly important for non-photorealistic content (e.g., animation) where edges clearly define objects. Blocks with an edge rating lower than a specified threshold T edge are considered potential candidates for subsampling and undergo further evaluation. For the purpose of testing, a threshold of T edge = 0.1 is used. This threshold was determined based on several subjective perceptual quality tests, where perceptual degradation was noticeable if the threshold was set at a higher value. If a block exceeds the threshold, there is no need to evaluate texture activity and brightness. To reduce the computational complexity of edge extraction, a simple edge detection algorithm such as Sobel edge detector is used.
Texture Activity
To determine the texture activity of a candidate block, a texture rating T R(x) is calculated for block x as follows:
where s 2 pixel (x) is the spatial variance of pixel intensities in block x. Blocks with low texture activity such as smooth areas can be subsampled and reconstructed in the decoding stage with little perceived degradation compared to blocks with high texture activity. For animation and drawings, this is particularly important since large uniform regions commonly exist. Blocks with low texture activity ratings should be considered for subsampling. The spatial variance is used as a texture activity metric due to its low computational complexity.
Brightness
Finally, the overall brightness rating BR(x) is calculated for block x as follows:
where μ pixel (x) is the sample mean of the pixel intensities in block x normalized to the range between 0 and 1. The human vision system is less sensitive to details in dark areas. Therefore, these blocks have a higher ability to conceal noise and image degradation that may result from subsampling. Blocks with a low brightness rating should be considered for subsampling. The sample mean is used as an overall brightness metric due to its low computational complexity.
Adaptive Luma Subsampling
During this stage, blocks with edge densities below the specified threshold (T edge ) are evaluated based on their texture rating and brightness rating. Blocks are subsampled if the following criteria are satisfied:
For the purpose of testing, a brightness threshold of T brightness = 0.2 is used. This threshold was determined based on several subjective perceptual quality tests, where perceptual degradation was noticeable if the threshold was set at a higher value. The texture threshold T texture is set based on the compression standard used. All blocks that satisfy the criteria are sampled at half the horizontal and vertical resolutions of the original Y component, resulting in the 2:2:0 subsampling scheme. The subsampled blocks and non-subsampled blocks can be quantized differently for improved visual quality without the need for additional storage space since bits saved through subsampling can be redistributed to blocks that benefit from storing additional information.
Implementation Issues for Video Compression
Unlike still image compression standards such as JPEG, not all blocks in a video frame can be subsampled for the purpose of video compression. Motion estimation, where content from past and / or future frames is used to predict blocks in the current frame, complicates the subsampling of blocks in a video frame. A simple solution to the problem of subsampling in the presence of motion estimation in current video compression standards such as MPEG-1/2/4 and H.264/AVC involves the subsampling of only intra-blocks. Using this approach, all motion estimation is based on nonsubsampled blocks combined with the reconstructed image content from subsampled blocks.
Implementation Complexity Analysis
It is important to consider the additional performance and storage overhead associated with the algorithm. In the actual implementation, a single bit flag is stored for each block to indicate whether the block is subsampled at 2:2:0 or not. These flags can be compressed together using runlength encoding and stored in the header of the current image or the header of the video frame. The additional data that needs to be stored has a negligible effect on the storage requirements. In terms of performance, the main additional processing task involves determining whether a block is subsampled based on its bit flag and then performing interpolation, if necessary, to rescale the block to normal size. The same interpolation methods used for uniform chroma subsampling can be used for luma subsampling. Based on testing, the performance overhead of the proposed adaptive subsampling algorithm is less than 3% of the total decompression time.
Testing Methods
A comparison of the proposed algorithm to the standard method of solely using uniform chroma subsampling was conducted using quantitative and qualitative measures on a set of JPEG images and MPEG videos. The algorithms were tested using 8 different test cases ranging from stock images (e.g., Lena) to video frames captured from animations and live action videos. All test images and video frames use 24-bit RGB color representations. A brief description of each test case is provided below. To judge the performance of the proposed algorithm in a quantitative manner, a measure of the peak-signal-to-noise ratio (PSNR) was calculated for the test cases for both algorithms.
Experimental Results
The PSNR improvement results are shown in Table 2 . The quantitative measurements show PSNR gains in the test cases when the proposed algorithm is used. Fig. 4, Fig. 5 , and Fig. 6 show some of the test cases processed using the two algorithms. The images and video frames demonstrate a qualitative improvement when the proposed algorithm is used. The edges are noticeably cleaner and fine details are preserved in all regions. Furthermore, the output produced by the proposed algorithm has fewer visible blocking artifacts and better brightness consistency. The improved perception of quality results from data bits being used to preserve visual information in areas that the human vision system deems important.
Conclusions and Future Research
This paper has introduced a practical algorithm for content-adaptive subsampling of compressed images and video frames. The algorithm is computationally efficient, simple to implement, and easy to integrate into existing image and video compression formats. Experimental results show that overall visual quality is noticeably improved when compared to the sole use of uniform chroma subsampling. It is our belief that this algorithm can be successfully implemented in existing and future image and video compression standards. Future research will investigate the refinement of the characteristic thresholds in an attempt to improve image quality and compression performance further. 
