Introduction
In this paper we study Dirichlet polynomials of the form D(s, χ) = n≤N a n χ(n)n −s (1.1) where χ(n) is a Dirichlet character, s = σ + it is a complex variable, and a n are (complex) coefficients. Such Dirichlet polynomials are an important tool in multiplicative number theory and there is a vast literature on the subject. In particular, one often needs estimates for mean values of the form
where Λ(n) is the von Mangoldt function and the outer summation is over some family of characters, possibly to various moduli. Our main result is Theorem 1.1 below, which deals with the most common types of such averages.
Let m ≥ 1, r ≥ 1, and Q ≥ r. We consider a set H(m, r, Q) of characters χ = ξψ modulo mq, where ξ is a character modulo m and ψ is a primitive character modulo q, with r ≤ q ≤ Q, r | q, and (q, m) = 1. Our result is as follows. Remark 1. A possible choice for C is C = 1100, and we have organized the proof as to make this obvious. On the other hand, we have spent no effort to optimize our estimates in that regard, because it is clear that our method will never yield a result with a "respectable"
value of C, such as C = 10, or even C = 100.
Remark 2. Under the Generalized Riemann Hypothesis (GRH), we have
χ∈H(m,r,Q)
where the term NL on the right side occurs only when the set H(m, r, Q) contains a principal character. In contrast, because Theorem 1.1 is derived from a general result on bilinear forms (see Theorem 2.1 below), the first term on the right side of (1.2) occurs independent of the presence of a principal character in H(m, r, Q).
Using Theorem 1.1, we can make progress in an additive problem with prime variables.
Consider the linear diophantine equation
where a 1 , a 2 , a 3 , b are integers with a 1 a 2 a 3 = 0 and p 1 , p 2 , p 3 are prime unknowns. Our goal is to prove the existence of solutions of (1.3) which do not grow too rapidly as B = max{|a 1 |, |a 2 |, |a 3 |} → ∞. This problem was first raised and investigated by Baker [1] and was later settled, at least qualitatively, by M.C. Liu and Tsang [8] . A necessary condition for the solubility of (1.3) is
Without loss of generality, we may assume that
Liu and Tsang [8] proved the following result. 
It is not difficult to see that one cannot take the exponent A above arbitrarily small, so it remains to estimate the best possible value of A. The first numerical upper bound for A was obtained by Choi [2] , who showed that A ≤ 4190. This bound was subsequently reduced to A ≤ 45 by M.C. Liu and Wang [9] and to A ≤ 38 by Li [6] . Furthermore, Choi, M.C. Liu, and Tsang [3] showed that under GRH one has A ≤ 5 + ε for any fixed ε > 0.
Recently, J.Y. Liu and Tsang [7] showed that when condition (1.5) is replaced by the somewhat more restrictive
then one can take (essentially) A = 17/2. In the last section of this paper, we obtain the following improvement on their result, thus reducing the value of A further to A = 20/3. 
Mean values of products of Dirichlet polynomials
We derive Theorem 1.1 from mean-value estimates for products of Dirichlet polynomials of the form
We also assume that the coefficients b j (n) are subject to
for some integers κ, ν ≥ 2. Here, τ κ (n) denotes the κ-fold divisor function. The main result of this section is the following theorem. 
where c(κ, ν) = 3 max(κ 2 , ν 2 ) + κ + ν + 20, H = mr −1 Q 2 T , and L = log 2HX.
The main tool in the proof of Theorem 2.1 are bounds for the cardinality of a well-spaced set of points at which a Dirichlet polynomial of the form (1.1) is large. In this context, a "point" is an ordered pair (t, χ), where t is a real number such that |t| ≤ T and χ is a character from H(m, r, Q). We say that the points (t 1 , χ 1 ), . . . , (t R , χ R ) are well-spaced if
Lemma 2.2. Suppose that (t 1 , χ 1 ), . . . , (t R , χ R ) are well-spaced and that for all j = 1, . . . , R, n≤N a n χ j (n)n −it j ≥ V.
Then
where L = log 2HN and
Proof. When r = 1, the lemma is a direct consequence of [5, Theorem 9 .16] and [5, Theorem 9 .18]. When r > 1, we need respective modifications of those results. The modifications, however, are straightforward because of the following observations:
• the trivial bound for the cardinality of
Lemma 2.3. Let N < M ≤ cN and define
Proof. Without loss of generality we may assume that the distances from M and N to Z equal 1/2. For any character χ ∈ H(m, r, Q), Perron's formula (see [5, Proposition 5 .54]) yields D(it, χ) = 1 2πi
where T 1 = 10HN and α = 1 + (log T 1 ) −1 . The integrand is holomorphic everywhere except possibly at w = 1 − it, where L(it + w, χ) has a simple pole if χ is principal. Thus, we can move the integration to the contour C consisting of the other three sides of the rectangle with vertices 1/2 ± iT 1 , α ± iT 1 . By the convexity bound
the integrals over the horizontal parts of C contribute at most
Also, the residue at w = 1 − it is ≪ δ χ NL(1 + |t|) −1 , where δ χ is 1 or 0 according as χ is principal or not. Hence, for any point (t j , χ j ), j = 1, . . . , R, we have
where the last inequality uses the hypothesis on points (t j , χ j ) with principal characters.
Appealing to Hölder's inequality, we derive the estimate
This suffices, because
where the final step uses the estimate for the fourth power moment of L(s, χ) (see [10,
Proof of Theorem 2.1. Define the Dirichlet polynomials
The proof is divided into several steps.
Step 1 . First, we dispense with some technical difficulties caused by the principal character χ 0 modulo m (if present in H(m, r, Q)) when we argue under hypothesis (i). By the properties of the Möbius function,
Hence,
where
and coefficients subject to
We now recall the well-known estimates (see [5, (1.80 
Using the former bound to estimate the sums over n 1 and n 2 and the latter to estimate the sum over n 3 , we get
On the other hand, for each d | m such that M d < T , the estimates in Steps 4 and 5 below
Combining (2.6), (2.7), and (2.9) we obtain
Step 2 . Next, we treat the case where max(N 1 , N 2 ) ≥ X 9/20 . Suppose first that X 9/20 ≪ N 1 ≪ X 11/20 . By [5, Theorem 9 .12] and (2.2),
Similarly,
is a Dirichlet polynomial with coefficientsb 2 (n) subject to
Using (2.10), (2.11), and the Cauchy-Schwarz inequality, we find that the left side of (2.3) is bounded above by
Since an obvious modification of this argument establishes (2.3) when N 2 ≫ X 9/20 , we may assume for the remainder of the proof that
Step 3 . Suppose that hypothesis (ii) holds. By a standard argument,
where (t 1 , χ 1 ), . . . , (t R , χ R ) are well-spaced points. The points (t j , χ j ) such that
for some i = 1, 2, 3
contribute at most
to the right side of (2.13). We divide the remaining points (t j , χ j ) into O L 3 subsets so that for the points in a particular subset S(V 1 , V 2 , V 3 ) we have
We obtain that
Thus, it suffices to show that
where c 2 = c 2 (κ, ν) = 3 max(κ 2 , ν 2 ) + 15. To derive this bound, we apply Lemma 2.2 to
, and F 3 (s, χ) 2 and find that Step 4 . Suppose that hypothesis (i) holds and H(m, r, Q) contains no principal characters.
We combine the argument from Step 3 with the observation that under the present assumptions we also have the estimate
(this follows from (2.14) and Lemma 2.3). Thus, we obtain (2.15) with
We must also supply a proof of the bound (2.8) used in Step 1. In this case we have to deal with well-spaced points (t 1 , χ 0 ), . . . , (t R , χ 0 ), where |t j | ≥ M d and χ 0 is the trivial character: χ 0 (n) = 1 for all n. Thus, Lemma 2.3 (with H = T ) can again be used to show that
Step 5 . The remainder of the proof is a case-by-case analysis that derives (2.17) from (2.12), (2.16), and (2.19) under hypothesis (i) and from (2.12), (2.16), and (2.18) under hypothesis (ii). We write
and remark that ∆ i ≤ ∆ i (α) for all 0 ≤ α ≤ 1. 
Case 2:
. This case occurs only when we argue under hypothesis (ii). By (2.18) and the hypothesis N 3 ≤ X 8/35 , we get
where the last step uses that
On the other hand, when N 3 ≥ X 1/5 , both (2.18) and (2.19) yield
Case 4: 
where the last step uses that 
On the other hand, when N 3 ≥ X 1/5 , by (2.18) or (2.19), We conclude this section with a technical lemma, which will be needed in the next section. 
assuming (as we may) that M is an integer. It follows that the left side of (2.22) does not 
and a(n; M) =
Thus, the left side of (1.2) is bounded above by
for some fixed choice of M as above. Thus, if we show that
the desired result (with C = 1100) will follow by Lemma 2.4.
The Dirichlet polynomial on the right side of (3.2) is the product of 2j, j ≤ 10, Dirichlet polynomials of the form (1.1) with coefficients a n = µ(n), a n = 1, or a n = log n. Furthermore, the single logarithmic weight can be removed by partial summation. Therefore, we may assume that
We may now assume that M j+1 ≤ · · · ≤ M 2j . We proceed to show that
where the coefficients on the right yield a Dirichlet polynomial (2.1) that satisfies at least one of the hypotheses (i) or (ii) of Theorem 2.1. The analysis involves several cases depending on the sizes of M 1 , . . . , M 2j .
. Assuming that j ≥ 2 (the case j = 1 is similar and easier), we group the variables m 1 , . . . , m 2j into n 1 , n 2 , n 3 as follows:
, this yields a polynomial F (s, χ) satisfying hypothesis (i) of Theorem 2.1.
Hence, the choice
yields an F (s, χ) that satisfies hypothesis (ii) of Theorem 2.1.
. Let ℓ be the least positive integer such that
We consider three subcases. 11/20 . Then we can argue similarly to Case 2 to find an i,
Again, we will have F (s, χ) that satisfies hypothesis (ii) of Theorem 2.1.
. Then we define
, we again get an F (s, χ) that satisfies hypothesis (ii) of Theorem 2.1.
. This may occur only with ℓ = 2j.
Then
We write
and we obtain an F (s, χ) that satisfies hypothesis (i) of Theorem 2.1.
The desired bound (3.2) follows on noting that the arising coefficients satisfy (2.2) with κ, ν for which c(κ, ν) ≤ c(18, 2) = 1012.
Exponential sums twisted by characters
In this section we estimate the exponential sum
where k is a positive integer, β is "small", and χ is Dirichlet character. Such exponential sums arise in dealings with the major arcs in the Waring-Goldbach problem and related questions.
In particular, in the proof of Theorem 1.3 we need the case k = 1 of our estimates. 
where Proof. We first replace W (β, χ) by the exponential sum
where 0 < b < (log N) −1 , T 1 = (HN) 10 , M is the distance from M to the nearest integer, and
Hence, by partial summation, 
Combining (4.5) and (4.6) and letting b ↓ 0, we obtaiñ
Recalling (4.3), we deduce that the right side of (4.2) is bounded above by
for some T in the range T 0 ≤ T ≤ T 1 . The desired result now follows from (1.2).
We now define the exponential integral
by (4.1). Then, for any fixed A > 0 and δ > 0, 9) where 
and (4.9) follows from (4.2) with m = r = 1. On the other hand, if
we find by partial summation that the left side of (4.9) is bounded above by
by the aforementioned version of the Siegel-Walfisz theorem.
The proof of the second claim is similar, except that it appeals to the case m = r = Q = 1 of Lemma 4.1 and to the prime number theorem (which is why we need to include the term v(β; N) on the left side of (4.10)). 
where 
Without loss of generality, we may assume that the distance from M to the nearest integer is 1/2 and that Y is an integer. We then appeal to Perron's formula to derive where T 0 = ∆N k . By (4.12) and (4.14), the left side of (4.11) is bounded above by where T is subject to T 0 ≤ T ≤ T 1 . The desired result now follows from (1.2).
Proof of Theorem 1.3
Since the proof follows closely the proof of the main result in [7] , we only describe the necessary changes. Let N be a large parameter chosen as in [7 We note that the improvement on the result of Liu and Tsang arises from the choice of P in (5.1): the respective choice in [7] is P = (N/B) 2/5 (see [7, (2. 1)]). In order to justify the analysis in [7] for this larger value of P , we must establish appropriate variants of [7, , where W j (β; χ) is the sum (4.1) with N = N j and k = 1. In order to prove [7, Lemma 3.2] with P as in (5.1), we need to show that 
Thus,K
Clearly, this inequality and (5.3) imply (5.2).
Similarly, we can use Lemma 4.1 to establish the desired variant of [7, Lemma 3.3] . This completes the proof of the theorem.
