Perceptual aftereffects following adaptation to simple stimulus attributes (e.g., motion, color) have been studied for hundreds of years. A striking recent discovery was that adaptation also elicits contrastive aftereffects in visual perception of complex stimuli and faces [1] [2] [3] [4] [5] [6] . Here, we show for the first time that adaptation to nonlinguistic information in voices elicits systematic auditory aftereffects. Prior adaptation to male voices causes a voice to be perceived as more female (and vice versa), and these auditory aftereffects were measurable even minutes after adaptation. By contrast, crossmodal adaptation effects were absent, both when male or female first names and when silently articulating male or female faces were used as adaptors. When sinusoidal tones (with frequencies matched to male and female voice fundamental frequencies) were used as adaptors, no aftereffects on voice perception were observed. This excludes explanations for the voice aftereffect in terms of both pitch adaptation and postperceptual adaptation to gender concepts and suggests that contrastive voice-coding mechanisms may routinely influence voice perception. The role of adaptation in calibrating properties of high-level voice representations indicates that adaptation is not confined to vision but is a ubiquitous mechanism in the perception of nonlinguistic social information from both faces and voices.
Perceptual aftereffects following adaptation to simple stimulus attributes (e.g., motion, color) have been studied for hundreds of years. A striking recent discovery was that adaptation also elicits contrastive aftereffects in visual perception of complex stimuli and faces [1] [2] [3] [4] [5] [6] . Here, we show for the first time that adaptation to nonlinguistic information in voices elicits systematic auditory aftereffects. Prior adaptation to male voices causes a voice to be perceived as more female (and vice versa), and these auditory aftereffects were measurable even minutes after adaptation. By contrast, crossmodal adaptation effects were absent, both when male or female first names and when silently articulating male or female faces were used as adaptors. When sinusoidal tones (with frequencies matched to male and female voice fundamental frequencies) were used as adaptors, no aftereffects on voice perception were observed. This excludes explanations for the voice aftereffect in terms of both pitch adaptation and postperceptual adaptation to gender concepts and suggests that contrastive voice-coding mechanisms may routinely influence voice perception. The role of adaptation in calibrating properties of high-level voice representations indicates that adaptation is not confined to vision but is a ubiquitous mechanism in the perception of nonlinguistic social information from both faces and voices.
Results and Discussion
Adaptation, a mechanism by which specific neural responses decrease after prolonged stimulation, has been referred to as ''the psychologist's microelectrode'' [7] for its ability to reveal neuron populations tuned to the adapting stimulus. For a long time adaptation effects and their neural correlates have been investigated for low-level stimulus properties, such as luminance, contrast [8] , or motion [9] . For instance, prolonged viewing of a downward-moving stimulus creates a powerful aftereffect in which a static stimulus is perceived to move upward (first described by Aristotle in Parva Naturalia). By contrast, high-level adaptation for complex visual stimuli was reported only in the recent past [1] [2] [3] [4] [5] : Adaptation to faces with ''expanded'' features causes a subsequent normal face to be perceived as ''compressed'' [2] , and adaptation to an ''antiface'' can create illusory facial identity in average faces [4] . Although there is currently an enormous degree of research activity in high-level visual adaptation, reports on high-level auditory-adaptation effects to voice quality are remarkably absent. Thus, the degree of specificity of the above effects for complex visual stimuli or perhaps for certain classes of visual stimuli [10] remains somewhat unclear.
In face perception, systematic contrastive aftereffects appear ubiquitous, as they were demonstrated for a range of facial signals including gender [1, 6] , identity [4] , expression [1] , ethnicity [1] , or eye gaze [11, 12] . In particular, adaptation effects to gender were demonstrated for images of faces and hands [6] as well as for biological motion in human gait patterns [13] . In the few studies that investigated crossdomain adaptation, adaptation did not seem to transfer stimulus domains: Adaptation to gender information in hands does not influence subsequent perception of facial gender [6] , and adaptation to auditory emotional stimuli does not influence subsequent perception of facial expressions [14] .
Although adaptation has been used as a tool to investigate neural mechanisms coding particular types of information in faces [3] , it remains unclear whether similar high-level aftereffects also exist in the processing of nonlinguistic auditory information. Whereas selective adaptation to linguistic features has been shown for synthetic stimuli in speech perception (see [15] and also compare [16, 17] ), a previous study on gender perception in voices, using synthetic vowel stimuli, reported only small and inconsistent aftereffects of gender adaptation [18] . More recently, functional brain-imaging research with natural voices indicated systematic voice repetition suppression in the anterior right superior temporal sulcus region. A decreased response in this area was seen when participants listened to syllables that were spoken by a single voice as compared to the same syllables spoken by different voices [19] . However, systematic behavioral aftereffects of adaptation to voice quality have never been demonstrated. This remarkable absence of work in high-level auditory adaptation may be due to a comparative lack of tools for auditory-stimulus manipulation. Image morphing [20] has been an extremely important technique not only to manipulate social information in faces but also to study perceptual adaptation in naturalistic faces [1] [2] [3] [4] [5] [6] . Although auditory morphing was established only very recently [21] , we expect this technique to gain similar importance in the future as a research tool to manipulate social information in naturalistic voices.
Utilizing voice morphing technology, we performed experiments to determine whether the perception of voice gender is influenced by previous adaptation to male or female *Correspondence: stefan.schweinberger@uni-jena.de speakers. Stimuli were created by morphing between femalemale pairs of speakers uttering vowel-consonant-vowel (VCV) syllables to produce finely graded series of voices spanning the two original speakers. Listeners performed forced-choice ''female'' or ''male'' responses for test voices from a gender morph. In separate blocks of Experiment 1, test voices were immediately preceded by series either of female, male, or androgynous (50%/50%) adaptor voices. Typical experimental trials are illustrated in Figure 1 .
The mean proportion of female classifications differed significantly across morph levels, F(6,66) = 168.77, p < 0.001. Importantly, classification was strongly affected by adaptation condition, F(2,22) = 26.20, p < 0.001. Figure 2A shows that adaptation to male voices caused the test voice to be perceived as more female, and prior adaptation to female voices caused the test voice to be perceived as more male, revealing contrastive aftereffects. These effects appeared to be largest for more intermediate ''ambiguous'' voices, as reflected in a significant interaction between morph level and adaptation, F(12,132) = 3.78, p < 0.01.
With one single exception (participant #12, androgynous adaptation), individual data were all well fit by cumulative Gaussian functions (mean R 2 over participants and conditions = 0.966 6 0.017, range: 0.830-0.997, N = 35), and fits for averaged group data were excellent (mean R 2 = 0.984, 0.988, and 0.993 for androgynous, female, and male adaptations, respectively; cf. Figure 2 ). The mean of the cumulative Gaussian gives the point of subjective equality (PSE) in which responses are 50% male and 50% female [22] . As can be seen in Figure 3 , individual PSEs after female adaptation (M = 0.672) were consistently higher (i.e., more female) than those following male adaptation (M = 0.563). For psychometric functions of individual participants, please refer to the Supplemental Data available online.
To investigate whether adaptation effects survived a short time interval, each adaptation block (male, female, androgynous) was followed by a silent break of 1 min, after which test voices were presented in a postadaptation block (w6 min duration), in the absence of adaptors. Postadaptation trials yielded a main effect for morph level, F(6,66) = 138.84, p < 0.001, and a main effect for preceding adaptation condition, F(2,22) = 3.59, p < 0.05. Although the interaction failed to reach significance, F(2,22) = 0.94, p > 0.20, Figure 2B suggests that even though the aftereffect was reduced after an interval of a few minutes, it was still measurable for test voices of relatively ambiguous morph levels. When testing the most unambiguous (80%/20%, 20%/80%) morph levels and an ambiguous (50%/50%) morph level, the proportion of female responses was larger after male versus female adaptation blocks for 50%/50% test voices, F(1,11) = 10.23, p < 0.017, but not for 80%/20% or 20%/80% test voices, p > 0.20.
Could these effects be explained by the possibility that listeners adapt to a more general gender concept for people rather than to gender-specific auditory information? To assess this in experiment 2, we adapted participants to written male or female first names. Listeners again performed forced-choice responses for gender of test voices, which were preceded by a series of either female or male adaptor names. There was a main effect for morph level, F(6,138) = 255.95, p < 0.001, but no effect of adaptation, F(1,23) = 0.39, p > 0.20, and no interaction, F(6,138) = 0.21, p > 0.20; cf. Figure S2 . Aftereffects in experiment 2 were, thus, absent. A direct comparison with experiment 1 also revealed that the reduction of the effect was significant (interaction beween adaptation and experiment, F(1,34) = 45.65, p < 0.001, and between adaptation, morph level, and experiment, F(6,204) = 7.56, p < 0.001). Accordingly, shifts in voice-gender perception appear to be perceptual, rather than conceptual, in nature.
This finding is consistent with studies that investigated crossdomain or crossmodal adaptation in face perception, typically with negative results [6, 14] . However, one might argue that this absence of effects is due to the fact that these studies used static, rather than dynamic, faces. Crossmodal audiovisual integration is well established in speech perception, as evidenced by the famous ''McGurk-illusion'' [23] . Neuroimaging research suggests that watching a silent articulating face may activate the auditory cortex [24] , although the precise location of the effect at either primary auditory cortex or auditory association areas has been a matter of debate [25, 26] . Moreover, audiovisual face-voice integration in perception of voice identity is much stronger for synchronized dynamic articulating faces, as compared to static faces [27] . Thus, if a person adapts to visually perceived female speakers (in the absence of sound), this could activate a gender-specific auditory voice representation, causing an aftereffect on voice perception. Such a crossmodal condition would be a particularly hard test for domain-specificity of adaptation.
In experiment 3, test voices were preceded by either female or male adaptor videos (without sound), showing the same speakers articulating the same VCV syllables as in experiment 1. The mean proportion of ''female'' classifications differed across morph levels, F(6,138) = 357.99, p < 0.001, but no effect of adaptation condition, F(1,23) = 0.97, p > 0.20, and no interaction was observed, F(6,138) = 0.27, p > 0.20; cf. Figure S3 . Aftereffects in experiment 3 were, thus, absent, and direct comparison with experiment 1 revealed that the reduction of the effect was significant (interaction beween adaptation and experiment, F(1,34) = 42.89, p < 0.001, and between adaptation, morph level, and experiment, F(6,204) = 8.73, p < 0.001). Accordingly, aftereffects in experiment 1 can not be explained by the idea that participants adapted to a representation of a ''female'' or ''male'' speaker irrespective of type of presentation (auditory or visual).
Because male and female voices differ systematically with respect to voice fundamental frequency (F0), a fourth experiment assessed the possibility that aftereffects on voice-gender perception might simply reflect adaptation to pitch. Using PRAAT software, we determined F0 of each individual female or male adaptor used in experiment 1. Clear gender differences in F0 were found, with a mean F0 of 108 Hz for male VCV stimuli and of 201 Hz for female VCV stimuli (cf. Table 1) . These values are in good agreement with the literature [28, 29] . In Experiment 4, we used ''male'' or ''female'' F0-matched sinusoidal tones of equal duration as adaptors. The mean proportion of ''female'' classifications of test voices differed across morph levels, F(6,66) = 185.87, p < 0.001. However, there was no effect of adaptation condition, F(1,11) = 2.54, p > 0.10, and no interaction, F(6,66) = 0.71, p > 0.20; cf. Figure S4 . Aftereffects in experiment 4 were absent, and direct comparison with experiment 1 revealed that the reduction of the effect was significant (interactions beween adaptation and experiment, F[1,22] = 27.64, p < 0.001, and between adaptation, morph level, and experiment, F[6,132] = 3.39, p < 0.01). Thus, voice perception was unaffected by whether participants previously adapted to low-pitched or high-pitched tones, corresponding in pitch to typical ''male'' or ''female'' fundamental frequencies. This shows that aftereffects on voice gender perception in experiment 1 clearly do not reflect simple adaptation to pitch.
The lack of crossmodal voice adaptation (experiments 2 and 3) corresponds to findings in face adaptation [6, 14] . Research on audiovisual integration of speech also suggests that information about speaker gender is not integrated across modalities [30] . By contrast, information about speaker identity is integrated, at least for familiar speakers [27, 31] , for which participants established an audiovisual representation of person identity via experience. Our male and female speakers were unfamiliar to our participants, and an interesting question for future research is whether the observation of silently articulating familiar speakers will elicit aftereffects on voice perception, perhaps by activating specific voice representations that are accessible for well-known persons only.
Our results provide the first experimental evidence for auditory adaptation to voice quality, suggesting that adaptation in high-level perception is not confined to vision but may be a ubiquitous mechanism in perception of nonlinguistic social information from faces and voices. Candidate regions for neural adaptation to voice gender remain to be determined, but based on previous neuroimaging results, one may expect such regions within auditory association cortex anterior to Heschl's gyrus and/or the superior temporal sulcus area of the right hemisphere [19, 28] . Adaptation may well be a general property of high-level auditory coding, and a full understanding of the mechanisms mediating auditory adaptation may ultimately benefit from progress in modeling sparse neural coding of auditory information [32] . A remarkable finding is that aftereffects on voice perception were measurable even after several minutes. Studies of face adaptation typically investigated aftereffects with adaptortest intervals of just a few hundred milliseconds [1] [2] [3] [4] [5] [6] , so that it is largely unclear whether these aftereffects would survive for longer adaptor-test intervals. Overall, we demonstrate a role of adaptation in calibrating properties of auditory representations of voices and show that recent perceptual experiences may significantly bias everyday perception of social information in voices.
Experimental Procedures Participants
Twelve participants (six female, native German speakers, right-handed, mean age = 22.5, range = 20-25) contributed data to experiment 1. None reported hearing problems that might affect voice perception, and none reported familiarity with any speaker used in the experiment. Using identical criteria, 24 different participants (12 female, mean age = 21.5, range = 19-27) contributed data to experiment 2, 24 different participants (12 female, mean age = 22.3, range = 20-28) contributed data to experiment 3, and 12 different participants (6 female, mean age = 21.7, range = 20-26) contributed data to experiment 4. All received a payment of 5 euros. The study was approved by the Ethics Committee of the Friedrich-Schiller University, and informed consent was obtained from all participants.
Stimuli
Stimuli were high-quality audio recordings from five female and five male native German speakers (aged 20-27 years) who uttered the four vowelconsonant-vowel (VCV) syllables /aba/, /aga/, /ibi/, and /igi/. Recordings were made with 16-bit resolution at a sampling rate of 44,100 Hz, edited using Adobe Audition software, and normalized for average amplitude and timing. Each VCV was adjusted to uniform duration of 886 ms (including 100 ms silence at the beginning and end). Stimuli were presented in mono via Sennheiser headphones with approximate intensity of 80 dB(A).
Preprocessed voices were set into five pairs of female and male voices and were entered into a morphing algorithm [21] . Four pairs were used for the experimental trials, and the fifth was used for practice trials only. From each morphed pair seven stimuli were chosen as test stimuli, corresponding to 80/20%, 70/30%, 60/40%, 50/50%, 40/60%, 30/70%, and 20/ 80% female/male proportions. Thus, there were a total of 112 (for each of the four VCV syllables, seven morph levels for each of the four femalemale pairs) test stimuli for the experimental trials.
Adaptor Stimuli
In experiment 1 the three types of adaptors were VCV syllables spoken by male (100%), female (100%), and androgynous voices (50%/50%) from the same five pairs as above. No androgynous adaptors were used in experiments 2-4. In experiment 2 adaptors were five prototypical male (Martin, Patrick, Phillip, Stefan, and Dennis) and five female (Anna, Kathrin, Kristin, Lisa, and Sarah) written first names. Selected names were the most frequently chosen two-syllable Christian names in Germany (as compiled by ''Gesellschaft fü r Deutsche Sprache'' between 1985-1988, corresponding approximately to birth years of our participants). In experiment 3, adaptors were silent videos of VCV articulations by male or female speakers. Speaker identities of visual speakers corresponded to those in experiment 1. In experiment 4, male and female voice adaptors were replaced by sinusoidal tones, individually matched to F0 of original VCV stimuli (cf. Table 1 ).
Procedure
Participants were tested individually in a sound-attenuated chamber. Instructions appeared in writing on a computer screen, and to avoid any spurious voice adaptation effects the experimenter did not talk to participants during the testing session. Participants performed two-alternative forcedchoice gender judgments. Various test stimuli were presented according to the method of constant stimuli.
Each trial started with a fixation cross for 500 ms followed by the successive presentation of four adaptors (either male, female, or androgynous, depending on experiment and condition). Apart from the 100 ms periods at the beginning and end of each stimulus, there was no interstimulus interval between adaptors. Thus, adaptors were presented for 3544 ms (4 3 886 ms). After offset of the last adaptor, the fixation point was replaced immediately by a question mark, as a prompt for participants to respond to the test stimulus, which was presented 500 ms thereafter. Using both index fingers on two response keys, participants responded left for ''female'' and right for ''male'' as quickly and accurately as possible. Measured from vowel onset, there was a maximum time of 2786 ms for this response. Participants initially performed a short block of practice trials, comprising seven trials for every adaptor type.
In experiments 1, 3 and 4, the adaptors for a test voice were always chosen from different original pairs of speaker identities (e.g., if the test voice was from female-male pair #3, adaptors were chosen randomly from pairs #1, #2, and #4), ensuring that there were no speaker repetitions between adaptor and test. Similarly, for a given test voice, adaptors were selected from VCV syllables with a different vowel (e.g., for a test voice uttering /aba/, adaptors were chosen among /ibi/ and /igi/ stimuli). This was to ascertain that adaptation effects would reflect high-level adaptation to voice quality rather than low-level stimulus-dependent effects. Adaptation Blocks Gender judgments after adaptation to female, male, and androgynous adaptors were investigated in separate blocks, with order of blocks counterbalanced across participants. Per block, 112 trials were presented in randomized order (seven test morph levels 3 four pairs 3 four syllables). Short breaks were allowed after 56 trials. Postadaptation Blocks To investigate potential longer lasting effects of adaptation, each adaptation block was followed by a short break of approximately 1 min. Then, another block of 56 trials (approximately 6 min) was presented, identical to adaptation trials except that no adaptors were presented before test voices. Thus, any differences in voice gender judgments between postadaptation blocks would reflect aftereffects lasting at least a few minutes.
Supplemental Data
Four figures and five movies are available at http://www.current-biology. com/cgi/content/full/18/9/684/DC1/. Note that the sine wave frequencies of the adaptors in experiment 4 were based on these specific values.
