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Abstract
This thesis focuses on developing strongly two dimensional long wave evolution equations
of the KdV type that incorporate anisotropic effects often present in physical systems and
induced by such natural effects as the wind blowing over the water surface. Weakly two
dimensional KdV generalizations, such as the well known KP equation, do not account for
anisotropic propagation. The proposed equations contain spatially mixed dispersive terms
which allow for anisotropy. The linear dispersion relation is of the form found in parallel flow
stability of homogeneous inviscid fluids, while both quadratic (KdV) and cubic (Modified
KdV) nonlinearities are considered. Looking for traveling wave solutions, the corresponding
nonlinear elliptic problems with asymptotic boundary conditions at infinity are formulated
and analyzed. Examining radially symmetric solutions of the given nonlinear second order
ordinary differential equations, both numerical and analytic results are obtained. Positive
solutions are unique but in the case of cubic nonlinearity, there is in addition a discrete
set of non positive solutions which oscillate and approach zero at infinity. In the radially
asymmetric case, the nonuniqueness of solutions is determined using different truncated
Fourier expansions and numerical methods for boundary value problems. Solutions that are
found represent lumps, or solitary waves in space. The hydrodynamic stability structure for
the velocity profiles given by the one dimensional solutions is determined. In addition, the
stability of radial lump solutions is studied and their neutral curves obtained. It is found
that the positive solutions are the only stable ones in this context. This work concludes with
the study and discussion of interesting non elastic interactions of traveling lump solutions.
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Chapter 1
Introduction
Surface waves are a familiar natural phenomena and yet the classical problem in water
waves, proposed by Stokes in the mid-nineteenth century, remains unsolved analytically in
the general form. It consists of finding the irrotational motion of an inviscid, incompressible,
homogeneous fluid under the influence of gravity. The difficulty in solving the resulting set
of mathematical equations stems mainly from the fact that we need to satisfy the boundary
conditions on an unknown water surface.
Over the years, several canonical model equations have been derived assuming waves of
small amplitude, weak nonlinearity, weak dispersion and one dimensionality. More recently,
evolution equations which incorporate weak wave propagation in the second spatial dimen-
sion have been derived. Although these equations retain a lot of the physics, the assumption
of weak two dimensionality does not allow for additional forcing, which may be induced by
such natural effects as the wind blowing over the water surface. This introduces shear into
the problem and acts as a physical mechanism for anisotropy in water waves. Weakly two
dimensional equations do not account for anisotropic propagation.
The present work focuses entirely on evolution equations in two spatial dimensions. The
goal is to propose and analyze model equations which incorporate two dimensionality in a
strong sense so that anisotropic effects can be included. Steady solutions for these equations
are lumps, or two dimensional analogs of solitary waves. This thesis develops numerical and
analytic theory of these solutions, their interactions and hydrodynamic stability.
We begin with a brief historical review of the developments in shallow water dispersive
waves and soliton theory followed by a description of the motivation and a thesis outline.
1.1 One Dimensional Equations
Solitary waves have been studied extensively since J. Scott Russell first observed such
traveling waves of permanent form on the Edinburgh-Glasgow canal in 1834. Boussinesq [7]
and Lord Rayleigh [30] subsequently tried to explain Russell's natural and laboratory ob-
servations and to confirm his empirical formula for the speed of a solitary wave. Their
efforts were successfully completed by Korteweg and de Vries [23] in 1895. Starting from
the equations of motion for an inviscid, incompressible fluid, Korteweg and de Vries de-
rived a simple KdV equation for the free surface, balancing weak nonlinearity and weak
dispersion. Nondimensionalized, this equation reads
ut + 6uux + UXxx = 0 (1.1)
The full richness of the KdV equation was not realized until the 1960s when seemingly
unrelated numerical experiments in plasma physics, performed at Los Alamos by Fermi,
Pasta and Ulam [12] in 1955, led to an explosion of work and interest in the field. Fermi,
Pasta and Ulam studied numerical models of phonons in a nonlinear lattice, a problem
closely related to the discretisation of the KdV equation. Contrary to their expectations,
the system did not settle into a thermal equilibrium with energy distributed equally among
the modes, but instead displayed nearly periodic variations. This issue was taken up by
Zabusky and Kruskal [40] in 1965, whose work led to the discovery of several fascinating
properties. Considering a periodic initial value problem for the KdV equation, Zabusky and
Kruskal discovered that the emerging nonlinear solitary waves interacted elastically. Faster
waves overtook slower ones and continued along intact and undistorted except for a shift in
phase. They were named solitons, to emphasize their particle-like character.
This work was followed by the discovery of the inverse scattering method by Gardner,
Greene, Kruskal and Miura [15] for finding exact solutions of the KdV equation for initial
data that decays sufficiently rapidly at infinity. But the usefulness of this theory extended far
beyond this problem. Generalizations of the technique, now known as the Inverse Scattering
Transform (I.S.T.) have been used to solve many other completely integrable equations
including those in higher dimensions ([2]). In addition, great success has been achieved
with other analytic methods, such as Hirota's Method [17] and Bicklund Transforms [36].
Since its derivation in the context of shallow water waves, the KdV equation has ap-
peared in a number of other physical contexts such as plasma physics [5], ion-acoustic
waves [37], stratified internal waves and atmospheric waves [3]. Despite its apparent uni-
versality, the KdV equation is limited as a practical model for water waves by being strictly
one dimensional, while the water surface is two dimensional. In the last twenty five years
a lot of work has been done in developing higher dimensional models, particularly those in
(2 + 1), two spatial and one time, dimensions.
1.2 Two Dimensional Equations
In 1970, Kadomtsev and Petviashvili [22] derived a weakly two dimensional generaliza-
tion of the KdV equation from the classical water wave problem, known as the KP equation.
It describes the evolution which is weakly nonlinear, weakly dispersive and weakly two di-
mensional, with all three effects being of the same order. A derivation of this equation will
be included in the next chapter in order to illustrate the way the second spatial dimension
is introduced. The KP equation is given by
(ut + 6uux + uzxx)x + 3a2Uyy = 0 (1.2)
where a 2 = ±1. The choice of sign depends on the relative magnitude of gravity and surface
tension, as will become apparent in the derivation. If gravity dominates, as is the usual case
in water waves, the KPII equation (a 2 = 1) is obtained, while for very thin sheets of water
for which surface tension effects dominate gravitational effects the KPI equation (a2 = -1)
is derived.
The KPI equation has two different kinds of soliton solutions: line solitons whose build-
ing blocks are exponentials and lumps bounded in all directions and described as ratios
of polynomials. These lumps collide without distortion or change in phase. The KPII
equation also admits line soliton solutions, but the lumps are unstable in this case. It has
been shown that the one dimensional solitons are unstable with respect to two dimensional
perturbations in the KPI and stable in the KPII equation. Recently, there has been a lot
of interest in numerical experiments with these two dimensional line soliton perturbations
and lump interactions for the KPI equation ([20], [21]). The work on lump interactions for
model equations presented in this thesis is discussed in the context of these studies.
Although physically relevant, the KP equation is limited in scope since it does not allow
for additional forcing to be introduced into the system. The condition of weak two dimen-
sionality that causes this restriction has been relaxed in plasma physics where Zakharov
and Kuznetsov [41] derived the ZK equation for weak amplitude ion acoustic waves in the
presence of strong external magnetic fields. Perhaps not surprisingly, in an unmagnetized
plasma the governing equations reduce to the KP equation for appropriate values of small
parameters. In recent years, many new higher dimensional evolution models have been
developed based on generalizations of the I.S.T. technique ([6]).
This thesis focuses on constructing strongly two dimensional long wave evolution equa-
tions of the KdV type that incorporate anisotropic effects often present in physical systems.
The following equations will be considered,
ut = UXzX + Uxyy + (U2)x, -o0 < 2, y < 00, t > 0 (1.3)
and
ut = Uxzx + Uxyy + (u3 )x, -- 00 < , y < 00, t>0 . (1.4)
Note that these equations contain spatially mixed dispersive terms which allow for anisotropy.
The square nonlinearity corresponds to the KdV equation while the cubic nonlinearity is
suggested by generalizations of KdV (namely the Modified KdV equation).
Chapter 2 begins with a derivation of the KP equation in the context of water waves in
order to illustrate the way in which the second spatial dimension is treated and introduced in
this case and contrast it to the model proposed in this thesis. The way in which anisotropic
effects are incorporated by introducing spatially mixed dispersive terms is described in
detail.
Looking for traveling wave solutions in Chapter 3, the corresponding nonlinear elliptic
problems with asymptotic boundary conditions at infinity are formulated and analyzed.
Examining radially symmetric solutions of the given nonlinear second order ordinary dif-
ferential equations, both numerical and analytic results are obtained. Positive solutions
are unique but in the case of cubic nonlinearity, there exists in addition a discrete set of
non positive solutions which oscillate and approach zero at infinity. No such nonuniqueness
exists for the case of square nonlinearity.
In the radially asymmetric case, using different truncated sine and cosine Fourier expan-
sions and the numerical method of shooting to a fitting point for boundary value problems,
the nonuniqueness of solutions is determined numerically. The positive solutions that are
found represent lumps, or solitary waves in space.
In Chapter 4, the hydrodynamic stability properties of the one dimensional and radial
lump solutions are studied. In the context of fluid dynamics, the flow of an inviscid, incom-
pressible fluid is given by a stream function which satisfies nonlinear elliptic problems such
as those analyzed here.
This thesis concludes in Chapter 5 with a numerical study of symmetric interactions of
lumps traveling with different speeds. These results are motivated and discussed using the
theory and numerical experiments for the KP and KdV solitary wave interactions.
Chapter 2
Problem Formulation
2.1 Introduction
This chapter begins with the derivation of the KP equation from the classical water wave
equations. This will prove helpful in understanding the sense in which the KP equation
represents a two dimensional version of the KdV equation, the simplest one dimensional
equation balancing weak nonlinearity and weak dispersion. It will become clear how the
second spatial dimension is introduced through the variable stretching method. This will
serve as a guide in proposing alternative model equations which incorporate strong forcing
effects.
2.2 Derivation of the KP Equation
The classical problem of water waves is to find the irrotational motion of an inviscid,
incompressible, homogeneous fluid, subject to a constant gravitational force g. We consider
fluid at rest on a horizontal impermeable surface at z = 0, with a free surface at z = h(x, y, t)
as in Figure . Since the fluid is incompressible and the flow is irrotational, it has a velocity
potential 0 satisfying the Laplace's equation [38],
V 2q =0 for - oo x,y oo , O < z < h. (2.1)
It is subject to the boundary condition
S= 0 on z=0 (2.2)
h / -Z \
0
Figure 2-1: Illustration of the classical water wave setting
which says that the normal velocity of the fluid must be zero on the horizontal bottom z = 0.
In addition, two boundary conditions are prescribed on the free surface z = h(x, y, t) =
ho + 77(x, y, t), where ho is the equilibrium (average) water depth.
The kinematic boundary condition can loosely be interpreted as saying that the particles
which are on the surface must remain there and therefore,
77t + zxl7x + Oy77y = Oz (2.3)
The dynamic boundary condition comes from the Bernoulli's equation where pressure dif-
ference has been expressed in terms of surface tension T, which acts as a membrane on the
water surface,
t + T(V)2 + g7 = - (7) (2.4)2 P
Here p is the density of the fluid and K (7) is the surface curvature. As a first approximation,
we linearize equations (2.1) - (2.4) for small 7 and q. The boundary conditions (2.3) - (2.4)
become
7t = Oz
(2.5)
T
where the curvature K is given by
[ ;2 _ + 2: + xx r?7yy (2.6)(1 + r2 2+ y )
Water waves propagate horizontally and the elementary sinusoidal solutions take the form
4 = A exp [i(k -x - w (k) t)] and 0 = Z(z) exp [i(k -x - w (k) t)], oscillatory in x, y and t
but not in z. Here k = (kx, ky) is the wavenumber vector and x = (x, y). Equations (2.1),
(2.2) and (2.5), yield the linear dispersion relation between k = Ik| and w, namely
2  ( g k + k 3T/p ) tanh(kho) (2.7)
Gravity Surface Tension
This relation will prove useful in the motivation to be presented shortly.
Equations (2.1) - (2.4) are simplified by nondimensionalizing in terms of the typical
horizontal length scale 1, undisturbed depth ho, typical amplitude a and the speed co
/g7h0. Let
x=lx' y=ly' z = hoz' h=hoh' rl=al'
(2.8)
t = t' O= - gao' T = gpho2T'
co co
After dropping the primes, the nondimensionalized equations are
Ozz + l2V21 = O (2.9)
where the boundary condition on the bottom z = 0 is
Oz=0 on z=0 (2.10)
and the kinematic and dynamic boundary conditions now evaluated at z = 1 + E (x, y, t)
are
1
qt + E [VI V' 11] = 2
(2.11)
-+ , + 2 + =+ 2 2T V2 
02 02
where V± = 8x2 + is the horizontal Laplacian, 6 is the amplitude (nonlinearity)
parameter and M2 is the long wave (dispersion) parameter defined respectively as
E= a nd 2 h 2 = (kho) 2  (2.12)
In the permanent-wave scaling, the aim is to balance weak nonlinearity and weak dispersion
by taking p2 = e < 1. The ratio of these two parameters is referred to as Ursell's number.
Assuming that the wavelength I = O(E2-), depth ho = 0(1) and amplitude a = O(c)
suggests choosing the new stretched variables for waves traveling to the right only as ( =
x - t, 7 = e t, a = ~  y. Note that the y coordinate is taken to be weaker than the x
coordinate. This dictates the way in which y appears in the final equations obtained from
the perturbation theory.
Next, expand 77((, a, 7) and q((, a, z, T) in powers of E and seek solutions of the form
77 = 70o + 6Ti +
(2.13)
= 0o + 6 1 +.
The boundary conditions on z = 1 + E 7(x, y, t) given by (2.11) become
Et + f2 [Vq.V_]2 = O4
(2.14)
Ot +q + [ Lq5)2±+s0] =ETV i
Perturbation theory then yields
0(1) : 9 = ¢
(2.15)
3 1 1
O()": hr + 2 + (1 - 3T) 0 + 2 Og = 0
which combined gives the Kadomtsev-Petviashvili (KP) equation [22],
3 1 1
(77 + 3 7 (1 - 3T) 7t) 2+ 1 =0 (2.16)
KdV Transverse
For water waves we assume that the surface tension T <K 1 and obtain the KPII equation
( 3 + + 1 694 + 77 = 0 (2.17)
When the surface tension T dominates, the last term changes sign and the corresponding
KPI equation is given by
3 1 1
,- +- + 6 (3T - 1) 717 -7 a = 0 (2.18)
obtained by taking 4 - -¢ and r -+ -77. Note that in both the KPI and KPII equations,
the transverse derivative term is isolated and uncoupled.
2.3 Motivation
This section revisits the derivation of the KP equation, this time using an intuitive
approach to determine the form for the linear terms. This will lead to the motivation of
equations to be studied in this thesis.
Expanding the dispersion relation given in (2.7) in terms of the small long wave (shallow
water) parameter p 2 = (kho) 2 , and neglecting the surface tension, yields,
W2 = gk tanh (kho) , gk (kho - (k3h 0 3) /3) (2.19)
or rewriting
w 2 = C2 k2 _ y2k4 (2.20)
where k2 = k 2 = (kx2 + ky2), and define 72 = c2h 2/3 and c2 = gho. In order to general-
izing the KdV equation by adding a slow variation in the y coordinate, assume,
ky/kx < 1 or kx > ky, . (2.21)
Taking c = 1, and y 2 = 2 for convenience, we have [19],
2 = (k2 + ky2) - 2 (k2 + k 2) . (2.22)
Extracting the positive root and approximating yields
w k - k3  + 12kk-1 + ... (2.23)2 Y
In terms of the potential ¢, this suggest that the linear terms in the coordinate system
moving to the right be
1
Oxt + Oxxxx + I yy = 0 . (2.24)
Adding the KdV nonlinearity ,5xxx gives
1
Oxt + z'XXX + -z + ' - y = 0 (2.25)
which is recognized as having the form of the KP equation.
Note that the dispersion relation in equation (2.22) from which we derived the KP
equation in the weakly two dimensional limit is isotropic, namely
w2 = f (k2 + ky2) = f (Ik|) . (2.26)
The linear dispersion relation for equations studied in this thesis is chosen to have an
anisotropic form
w = k f(k) (2.27)
As a physical example where this type of dispersion relation might be encountered, consider
the parallel flow stability of a homogeneous inviscid fluid. From the Rayleigh equation [11],
we have that,
c = f(kx2 + ky2) (2.28)
and furthermore we know that
w = kxc = kxf (kx2 + ky2) (2.29)
Taylor expanding for kx and ky small, but without assuming k > ky, gives
w k + kx,3 + kxky 2 (2.30)
which suggests including a mixed order derivative term Uxyy. Note the difference in the
linear dispersion relations in (2.30) and (2.23).
2.4 The Equations to be Studied
Based on the motivation from the preceeding section, this thesis proposes the follow-
ing two-dimensional evolution equations as generalizations of the KdV and Modified KdV
equations respectively,
ut = UXxX + uXyy + (u2)x,
Ut = Uxxx + Uxyy + (U3)x,
-oo00 < , y 00,
-00 < x, y < 00,
Note that these equations have spatially mixed dispersive terms and therefore incorporate
anisotropic effects often due to forcing in the physical system.
and
t>0 (2.31)
t>0 (2.32)
Chapter 3
Traveling Wave Solutions
3.1 Introduction
This chapter discusses the traveling wave solutions for the equations motivated in Chap-
ter 2. The nonlinear elliptic problems arising in the mathematical formulation are analyzed,
first assuming radial symmetry and subsequently for the general radially asymmetric case.
Positive solutions exist and are unique for both types of nonlinearity considered here. In
addition, for the cubic nonlinearity, there is a discrete set of non-positive solutions which
oscillate and approach zero at infinity. The slow and fast variations of these oscillatory
solutions are studied using the method of multiple scales.
The radially asymmetric case is analyzed using different truncated Fourier expansions
and a numerical method for boundary value problems. For both types of nonlinearity,
positive solutions which represent lumps or solitary waves in two spatial dimensions are
found. For the cubic nonlinearity, there are many radially asymmetric solutions as well.
3.2 Mathematical Formulation
Consider the following nonlinear evolution equations
ut = uxxx + Uxyy + (N(u))x , -oo< x, y < 00, t >O 0 (3.1)
with N(u) = u2 corresponding to the KdV nonlinearity and N(u) = u 3 corresponding to
the Modified KdV nonlinearity. Note that the spatially mixed dispersive term uxyy has
been added as suggested in Chapter 2. Stationary steady solutions of these equations in a
frame moving with velocity Icl, i.e. traveling wave solutions, are sought. Considering waves
moving in both left and right directions, let
u(x, y, t) = u(x ± Icit, y) = u(J, y) (3.2)
where ( -x ± Icit, and the positive sign indicates waves moving to the left, while the
negative sign indicates right moving waves. Then, we have
+ IcIju = u + uyy + (N(u)), (3.3)
Integrating with respect to ( and assuming u decays to zero at the positive and negative
infinity, since we are seeking solitary wave solutions, yields,
+ Iclu = ut + uyy + N(u) (3.4)
Let V 2 u - uC + Uyy, and the following nonlinear elliptic equations arise
V 2u ± IclI + N(u) = 0 , (3.5)
for N(u) = u2 , and N(u) = u3 . In the far field, the effects of square and cubic nonlinearities
are small and therefore we consider
V 2u ± Iclu + cN(u) = 0 (3.6)
Seeking a straightforward expansion for the solutions of (3.6) in power series of e,
u(r, 0) = uo(r, 9) + Eul(r, 9) + ... (3.7)
and substituting (3.7) into equation (3.6), and equating coefficients of like powers of E, gives,
0(1) :V 2u0 : ICIUO = 0
0(c): V2u1 T ICIU + N(uo) = 0
The far field leading order behavior is determined by the equation
V2Uo Icluo = 0 (3.8)
where the zero subscript is now dropped. In polar coordinates,
1 1
Urr + -Ur + 2UOe IcIu = 0.
r r
(3.9)
Separating variables,
u(r, 0) = f (r) g (0) (3.10)
we obtain the following equation for f(r),
r2frr + rf, + (Flcl r 2 - n 2 )f = 0 (3.11)
where n is a positive integer. Assuming that the negative sign is taken in the third term,
(3.11) is a modified Bessel equation. If the positive sign is taken instead, (3.11) is a Bessel
equation. The equation for g(0) is
goo + n2g = 0 (3.12)
which implies
g(O) = A cos nO + B sin n9. (3.13)
For equation,
1 1
U,, + -Ur + rU0 - IcIU = 0
r r
the product solutions after superposition are
SAn] cos nO
u(r, ) = Kn (nr)
n=o Bn sin0J
(3.14)
(3.15)
Here we exclude In solutions since they are exponentially large at infinity. On the other
hand, equation
1 1
Urr -r + -Ur + Iclu = 0 (3.16)
has solutions
0 Cn cos nO En cos nOu(r,) L (VIC r) + E Ynn(OFLn r) .
L() -= (3.17)n=0 Dn sin n0 n=0 Fn sinn0 (3.17)
In this thesis equations of the form
V 2 u - lcu + N(u) = 0 , (3.18)
are examined for the appropriate nonlinear functions N(u) and traveling wave solutions
which propagate to the left are found. In the far field, this case involves modified Bessel
functions Kn which all decay exponentially. They are easily modeled as asymptotic bound-
ary conditions at infinity for equation (3.18) with different nonlinearities.
On the other hand, the functions Jn and Yn decay algebraically and are therefore con-
siderably more difficult to handle as an asymptotic boundary condition. This case will be
considered in future work.
Before starting the analysis, it is best to factor the speed Icl out of the problem. For
1
N(u) = U2 , this is achieved through the change of variables r = r*, u = Icl u*, while the
1
appropriate change of variables for the cubic nonlinearity is r = r and u = Ji u*.
Equation (3.18) then becomes
V 2 u - u + N(u) = O0 (3.19)
for the appropriate nonlinear functions N(u).
3.3 Radially Symmetric Case
Semi-linear elliptic equations of the type V 2u = F(u) in R n with n > 3 have been
studied by many authors. These works considered only solutions with spherical symmetry,
which satisfy the ordinary differential equation
d2u n- 1 du2 + - d = F(u), n > 3 (3.20)
dr2 r dr
The cases F(u) = u - u2 and F(u) = u - u 3 with n = 3 were first examined by Synge [34],
Finkelstein, LeLevier and Ruderman [13] and Mitskevich [28] in the context of nonlinear
field theory. Subsequent work by Coffman [9], Berestycki and Lions [4] established the
uniqueness of positive nodeless ground state solutions and for the case of cubic nonlinearity
the existence of a discrete set of non-positive solutions decaying at infinity. In this section we
analyze numerically and analytically the radially symmetric solutions for these two special
nonlinearities when n = 2.
3.3.1 Square Nonlinearity
We begin by looking for radially symmetric solutions of (3.19) for N(u) = u2,
V 2 U = u - U2  (3.21)
Expressing the Laplacian in polar coordinates, we have,
S+ u' = - 2  (3.22)
Equation (3.22) describes the nonautonomous one-dimensional motion since r appears ex-
plicitly. It can be interpreted as a damped nonlinear oscillator if we think of the r variable
as time. In the autonomous one-dimensional case, the above equation becomes
u" = U - U2  (3.23)
and has the following general solution which vanishes at infinity,
3 r
u(r) = - sech2 - (3.24)
2 2
Furthermore, note that equation (3.22) has two special solutions,
u(r) = constant = A; A = 0, 1. (3.25)
We linearize in the neighborhood of these special solutions by writing,
u = A + ; (3.26)
where U is regarded as small. The linear equations satisfied by u are
u" + u = near A=0
(3.27)
u" + lu' = -u near A = 1
r
In the neighborhood of the special solution A = 0, the behavior is that of the modified
Bessel function Ko which decays exponentially. On the other hand, solutions getting into
the neighborhood of A = 1 approach this line as damped sinusoids. We explore these two
types of solutions further by going into the phase-plane. We define y as y = u' and recast
equation (3.22) as a pair of first-order equations
u=y
1 2 (3.28)
y =--y +u- u
r
We regard any solution as the motion of a representative point (u, u') in the phase-plane.
The total mechanical energy E for the conservative motion, obtained from (3.23) is
E= y2- u + u3 (3.29)
2 2 3
while the potential energy V which determines the system is
1 1
V= u2 + -U3 (3.30)
2 3
The equilibrium points of this motion, defined by dV/du = 0, correspond to the special
solutions A = 0, 1. Using the analogy of a ball rolling in a potential well of V, shown in
Figure, it is clear that A = 1 is stable while A = 0 is not. Figure summarizes the situation
in the phase plane. The plot shows the vector field together with six level curves of energy
E. The nonautonomous motion in which we are actually interested may now be described.
-2 -1
Figure 3-1: Potential curve V(u) for the square nonlinearity.
U'
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Figure 3-2: A phase plane plot; E =
only or enclose no equilibrium points
0 is the innermost curve, curves E < 0 enclose (1, 0)
while curves E > 0 envelope both (0, 0) and (1, 0).
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Figure 3-3: The unique positive solution which approaches the origin, and a solution which
oscillates around (1, 0) as r -+ oo.
Using the equation of motion (3.22) we calculate
dE y2dE -- < 0 (3.31)
dr r
This means that the energy decreases and that the motion of a representative point is
'downhill' across the level curves of E. By numerical integration, we study solutions that
start with r = 0 at some point (uo, 0) (we must take u' = 0 at the origin to avoid a
singularity). We seek solutions which pass through the origin as r -+ oo.
As a result of the numerical experiments we conclude that there is a unique positive
radially symmetric solution which approaches the origin at infinity. For some other initial
conditions, the curve runs into the loop E = 0 and never reaches the origin, but oscillates
around the point (1, 0) and tends to that point as r -+ oo. These two types of solutions
are indicated in Figure 3-3. This unique positive solution is determined numerically using
the method of shooting to a fitting point, common for solving two-point ( xl and x2)
boundary value problems [29]. Instead of integrating from xl to x2, we integrate first from
xl to some point xf that is between xl and x 2 and then from X2 to Xf (in the opposite
direction). Finally we try to match continuity conditions at the intermediate point xf. Our
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Figure 3-4: The unique positive solution for the square nonlinearity, u(ro) = 2.392.
implementation of the shooting method uses multidimensional globally convergent Newton-
Raphson method. Each cycle of the shooting method requires two separate integrations of
coupled ODE's. This is done using the quality controlled fifth-order Runge-Kutta method.
We rewrite the system (3.28) as
Y = Y2
(3.32)
yf 1
2= -- Y2 + Y1 - Y1 2
Due to the singularity of the above equations at the origin, we must shoot from r = ro,
some small positive number, rather than r = 0. Substituting the Taylor expansion for yl (r)
into (3.22) we find that, near the origin,
do - d 2
S= do + 2 + O(r 4) (3.33)4
At large r, we form an asymptotic boundary condition resulting from the behavior of the
modified Bessel function Ko at infinity,
K o  -- exp(-r) (3.34)V2r
Hence at large r = rm,
Y2 1
- -1 - (3.35)
Y1 2rm
We use do from (3.33) and the slope y2 at r = rm from (3.35) as shooting parameters.
Correct values for these are returned by the numerical method on output. No exact solutions
of equation (3.22) with these boundary conditions are known. The unique positive solution
is depicted in Figure 3-4. There is some hope that these may be obtained through power
series approach of the kind attempted by Synge [34].
3.3.2 Cubic Nonlinearity
For the case of cubic nonlinearity, we again begin by looking for radially symmetric
solutions of (3.19) now taking N(u) = u3,
V 2 U = U - U3  (3.36)
or rewriting in polar coordinates,
" + 1U= U - 3  (3.37)
Equation (3.37) again describes the nonautonomous one-dimensional motion since r appears
explicitly. As before, we benefit from the nonlinear oscillator analogy. In the autonomous
case, the above equation becomes
u" = u - u3  (3.38)
and has a general solution which vanishes at infinity given by
u(r) = v/ sech r (3.39)
Furthermore, note that equation (3.37) has three special solutions,
u(r) = constant = A; A = 0, 1, -1. (3.40)
We linearize in the neighborhood of these special solutions by writing,
u = A +; (3.41)
where U is regarded as small. The linear equations satisfied by U are
u" + u=u near A = 0
r
(3.42)
1
u" + -u = -2u near A=1,-1
As was the case before, in the neighborhood of the special solution A = 0, behavior is
that of the modified Bessel function Ko which decays exponentially. On the other hand,
solutions getting into the neighborhood of A = 1 and A = -1 approach these lines as
damped sinusoids. We conduct phase-plane analysis by defining y as y = u'. This allows
us to recast equation (3.37) as the pair of first-order equations
S3 (3.43)
y =--y + u -u
r
and we regard any solution as the motion of a representative point (u, u') in the phase-plane.
From the dynamical analogue, we define the total mechanical energy E for the conservative
motion as
1 2 1 4 (3.44)
E = -y2 2 + -U4 (3.44)2 2 4
while the potential energy V which determines the system is
1 2 1 4 (3.45)V =-u +-u
2 4
The equilibrium points of this motion, defined by dV/du = 0, correspond to the special
solutions A = 0, 1, -1. Using the analogy of a ball rolling in a double well of V, depicted
in Figure , it is clear that A = 1 and A = -1 are stable while A = 0 is not. Figure 3-6
summarizes the situation in the phase plane. The plot shows the vector field together with
six level curves of energy E. There are two centers at (-1,0) and (1, 0) and a saddle at
Figure 3-5: Potential curve V(y) for the cubic nonlinearity.
(0, 0). The nonautonomous motion which corresponds to our actual problem may now be
described. Using the equation of motion (3.37) we calculate
dE y2dE - 0 (3.46)
dr r
This again means that the energy steadily decreases and that the solution orbits move
'downhill' across the level curves of E. By numerical integration, we study solutions that
start with r = 0 at some point (uo, 0) , taking y = 0 at the origin to avoid a singularity. We
seek solutions which pass through the origin for r - c. There are three distinct families
of solutions in this case, and they are depicted in Figure 3-7.
Two of them represent functions which oscillate in space and tend to special constant
solutions, i.e. stationary points (-1,0) and (1,0); these solutions do not tend to zero
at infinity. The third family is an infinite set of discrete analytic solutions that go to
zero exponentially at infinity. There is a unique positive radially symmetric solution, and
infinitely many others with increasing numbers of nodes. The first three members of this
discrete family of solutions are depicted in Figure 3-8. This third family of solutions is
obtained numerically by the same method of shooting to a fitting point. We rewrite the
- 4
-4 -2 0 2 4
Figure 3-6: A phase plane plot; E = 0 is the figure-eight through the origin, curves E < 0
enclose only (1, 0) or (-1, 0) equilibrium points while curves E > 0 enclose (0, 0), (1, 0) and
(-1,0).
system (3.43) as
1
Yi = Y2
(3.47)
3
Y2 - -Y2 + Y1 - Y1
r
Substituting Taylor expansion for yi(r) into (3.37) we find that, near the origin,
y = d o - do r 2 + O(r 4 ) (3.48)
4
As before, at large r = rm,
Y2 -1- 1 (3.49)
Y1 2rm
We use do from (3.48) and the slope Y2 at r = rm from (3.49) as the shooting parameters.
The correct values of these are returned by the numerical method on output. The nodal
solutions are graphed below in order to assess convergence and assist in any future attempt
to obtain an exact solution of the problem. Figure 3-9 shows the unique positive solution,
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which oscillate around (1, 0) ai
0
-2
-4
-6
U
-1 0 1 2
.ve solution which approaches the origin, and two solutions
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Figure 3-8: Solutions with increasing numbers of nodes for the cubic nonlinearity.
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Figure 3-9: The unique positive solution for the cubic nonlinearity, u(ro) = 2.206.
while Figures through 3-15 depict members of the discrete family of non positive solutions
with one through twelve nodes. Figure serves as a summary showing how the value of u
at ro depends on the number of nodes in the particular solution.
3.3.3 Asymptotic Analysis
In the case of cubic nonlinearity, there are obviously two relevant time scales for the so-
lutions with several nodes. Using the nonlinear oscillator analogy once again, and rewriting
r as time t, equation (3.37) becomes
d2 U 1 du 3
+- = u - (3.50)dt2  t dt
Now, let T = et. The above equation becomes [24],
d2 U E du
+ = u - u3  (3.51)dt2 T dt
In the nonlinear dispersive wave notation of [2], [27] and [39], we let
- 6(T) (3.52)
where T is the stretched coordinate, or slow time, and 0 is the fast time variable. The
1 2 3 4 5 6 7 8 9 10 0 5 10 15
Figure 3-10: One-node solution, u(ro) = 3.331, and two-node solution, u(ro) = 4.150.
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Figure 3-11: Three-node solution, u(ro) = 4.829, and four-node solution, u(ro) = 5.423.
Figure 3-12: Five-node solution, u(ro) = 5.959, and six-node solution, u(ro) = 6.449.
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Figure 3-13: Seven-node solution, u(ro) = 6.905, and eight-node solution, u(ro) = 7.333.
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Figure 3-14: Nine-node solution, u(ro) = 7.737, and ten-node solution, u(ro) = 8.120.
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Figure 3-15: Eleven-node solution, u(ro) = 8.487, and twelve-node solution, u(ro) = 8.838.
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Figure 3-16: Summary of radially symmetric results
the number of nodes in the solution.
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Figure 3-17: Dotted line represents the slowly varying energy curve.
I
anticipated form for u is then
u(t, E) = F(O, T; E) = U(O, T) + c UI (0, T) + O(C2) . (3.53)
This expansion includes the relatively fast local oscillations of solutions through the 0 de-
pendence, while the dependence on T captures the slow variation in macroscopic quantities
such as amplitude, energy and frequency.
Substituting (3.53) into equation (3.51), and gathering the coefficients of like powers of
E, we obtain,
02
0(E) E 2 U O0 2
O0(: 02- U1 + 3U 2U1 = FI (0, T)
BU 82U OT dU
where F = -OTT - 20TT00 W8T T 80
Equation for 0(1) in (3.54) is nonlinear but can be solved implicitely through the energy
integral. Multiplying through by UO and integrating with respect to 0 gives
2  U4  U2
2 + -4 = E(T) (3.54)2 4 2
with the constant of integration on the right hand side being the slowly varying energy
E(T). Differentiating the 0(1) equation in (3.54) with respect to 0 gives
W a3U aU OU
T0 3  _0 + 3U 2  = 0 (3.55)
a03 80 80
and rewriting as the equation in the form
02 u 0) 2 -U + 3U 2 0 = 0 (3.56)
it is seen that UO solves the homogeneous equation for U1 given by the O(E) equation in
(3.54). The Fredholm Alternative dictates that
UoF dO =0. (3.57)
where the integral is taken over one period P, which will be normalized to unity for con-
venience. This condition is necessary in order to avoid the secular terms proportional to 0
which would destroy the uniform validity of expansion (3.53). With the expression for F
substituted, the above equation yields
OT (T OT) U 2 dO = 0 (3.58)
which implies
T OT Uo2 dO = C (3.59)
where C is a constant. Changing the variable of integration from 0 to U and substituting
from (3.54), we have
U2 U4 1
T E(T) + 2 dU = C . (3.60)
Equations (3.54) and (3.60) determine E(T) and E(T). From equation (3.60) we plot the
energy bounds for the solution with thirteen nodes in Figure 3-17. In addition, we determine
that the value for E in the definition of the slow time variable T is 10-2.
3.4 Radially Asymmetric Case
The radially asymmetric solutions u(r, 0) of equations
1 1
Urr + -ur + 12g = u - (3.61)
r
and
1 1
rr + -r + 1 = U - U 3  (3.62)) using d fferent truncated Fourier or trigonometric polynomial
are approximated as ii(r, 0) using different truncated Fourier or trigonometric polynomial
expansions and the Galerkin method of weighted residuals. For example, take
00
is(r, 0) = at (r) cosO 1 = ao(r) + a (r) cos 0 + a2(r) cos 20 + ... (3.63)
1=0
or
fi(r, 0) = l (r) sin 10 = Z (r) sin 0 + 2 (r) sin 20 + 3 (r) sin 30 + ...
(3.64)
The truncation point is chosen based on the convergence of the coefficients at and dl. It is
interesting to note that in most computations, only the first few harmonics are necessary.
In addition, for the case of cubic nonlinearity where there is nonuniqueness, the cosine and
sine series expansions consisting of only the even and odd numbered harmonics respectively
have been considered. Such expansions lead to solutions with more complicated symmetries
and are not described here. The results obtained for each nonlinearity are now outlined.
3.4.1 Square Nonlinearity
Using the expansion (3.63), we rewrite the equation (3.61) as a system of three coupled
second order nonlinear differential equations,
, 1, 2 1 12
a + -a 0 = a0 - ao - a 1 -
a 2
r 2
1 1
al + -a 1 - 2 al = a - 2aoal - ala2  (3.65)
1, 1, 4 12
r r 2
Substituting Taylor expansions for ao(r), al(r) and a2(r) into (3.65) it is determined that
near the origin,
ao = do + (do do2 r2 + O(r4)
a1- = br 2d + 8 )blr3 + O(r5) (3.66)
(c2(l - 2do)- lb 2)
a2 = c 2r 2 + 1 2 2 r4 + O(r 6 )
At large r, we use the asymptotic boundary condition described earlier, together with the
appropriate nonlinear corrections. In order to apply the shooting method, we rewrite the
equations (3.65) as a system of six first order coupled nonlinear differential equations, yl,
Y2, Y3, y4, Y5 and y6.
As before, we use do, bl, c2 from (3.66) and slopes y2, y4, Y6 at r = rm from
Y2 _ 1 1
Y1 2rm
Y4 1
-- -1- (3.67)
Y3 2rm
Y6 - 1
Y5 2rm
as the shooting parameters. The correct values of these are returned by the numerical
method on output. For the square nonlinearity, the positive solution is unique as in the
radially symmetric case. It is shown in Figure 3-18.
3.4.2 Cubic Nonlinearity
As for the square nonlinearity, we use the expansion (3.63) to rewrite the equation (3.62)
as a system of three coupled second order nonlinear differential equations,
1 1 3 3 2 3 2 3 2
ao + -ao = ao - a0 - aoal - ala2 - - a a 2r 2 4 2
1 33 3 2
aI ± -a+ 1  2 a 1  a, - 3aoa 1 - 4a 1 - 3aoala2 - ala2  (3.68)
,, 1, 4 3 2 2 3 2 3 3
a2 a2- a2 2 - 2 0a - 3aa 2 - -2 aa 2 -- a2
Substituting Taylor expansions for ao(r), al(r) and a2(r) into (3.68) we find that, near the
origin,
ao = do + (do 4 do3 ) 2 + O(r 4 )
al = bir + ( )bir3 + O(r 5 ) (3.69)
2 ± 2(1 - 3d 2) - 2dob
a2 = c2r + 12 1b r 4 + O(r6)
At large r we use the asymptotic boundary condition described earlier, together with the
appropriate nonlinear corrections. In order to apply the shooting method, we rewrite the
equations (3.65) as a system of six first order coupled nonlinear differential equations, yi,
y2, y3, y4, y5 and Y6.
As before, we use do, bl, C2 from (3.66) and slopes y2, y4, Y6 at r = rm from (3.67) as
the shooting parameters. The correct values of these are returned by the numerical method
on output. The unique positive lump solution is depicted in Figure 3-19, while some of
the other solutions, illustrating nonuniqueness for this type of nonlinearity, are shown in
Figures 3-20 through 3-23.
Note that if the expansion (3.64) is used instead of (3.63), and only the first term is
retained, so that
fi(r, 0) = El (r) sin 0 (3.70)
then the coefficient al must satisfy the equation,
1_ , 1 3_
ail -/I - 1+ + Ua = 0 (3.71)
T r2 4
where the correct boundary condition near the origin is,
di 3U1 = dir + -r + O(r5 ) (3.72)8
and the usual asymptotic boundary condition for r large holds. Equation (3.71) for Ul is
interesting since it is the same equation as the one that would be obtained if the cosine
expansion (3.63), used in (3.68), was started at the second term al and the higher harmonics
were neglected. The results for this case are presented in Figures 3-24 through 3-29. They
represent the odd counterparts to the solutions depicted in Figures through 3-15.
-10 -10 -5 0 5
y x x
Figure 3-18: The surface and contour plots of the unique positive lump solution for the
square nonlinearity.
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Figure 3-19: The surface and contour plots of the unique positive lump solution for the
cubic nonlinearity.
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Figure 3-20: Nonuniqueness for the cubic nonlinearity.
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Figure 3-21: Nonuniqueness for the cubic nonlinearity, continued.
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Figure 3-22: Nonuniqueness for the cubic nonlinearity, continued.
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Figure 3-23: Nonuniqueness for the cubic nonlinearity, continued.
Figure 3-24: Nonuniqueness for the cubic nonlinearity using the basic sine expansion.
Figure 3-25: Results obtained using the basic sine expansion for the cubic nonlinearity,
continued.
Figure 3-26: Results obtained using the basic sine expansion for the cubic nonlinearity,
continued.
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Figure 3-27: Results obtained using the basic sine expansion for the cubic nonlinearity,
continued.
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Figure 3-28: Results obtained using the basic sine expansion for the cubic nonlinearity,
continued.
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Figure 3-29: Results obtained using the basic sine expansion for the cubic nonlinearity,
continued.
Chapter 4
Stability
4.1 Introduction
In Chapter 3, it was shown that equation V 2u = u - u3 has a unique positive radially
symmetric lump solution and a discrete set of radially asymmetric solutions with increas-
ing numbers of nodes. In addition, the one-dimensional line soliton solution to equation
u" = u - u3 was introduced. Incidentally, the above nonlinear elliptic problem for u has
the same form as the equation obtained for the streamfunction from the steady two di-
mensional Euler equations. In view of this fact, these solutions with circular and linear
symmetries are interpreted as vortex structures and asymmetric jet profiles respectively
and their hydrodynamic stability is studied.
To clarify, consider the vorticity-streamfunction formulation of the two dimensional
Euler equations [32],
9w J (w, )
+ =00t 0 (, y)
w = -V 20
where w is the z-component of the vorticity vector, V) is the streamfunction and the Jacobian
J (w, 4) _ w 0 Ow O0J is defined as ) 9 o
a (x, y) - x ay ay ax"
The velocity components are related to the streamfunction through,
0= V = (4.1)
dy Ox
Considering steady, two dimensional inviscid flow, equation (4.1) yields,
( ) =0 , (4.2)
which in turn implies,
V 24 = f (4) (4.3)
with f representing an arbitrary, integrable function of 4. Therefore, any solution of (4.3)
for the streamfunction 4, together with the appropriate boundary conditions, provides an
example of steady two-dimensional inviscid flow.
For f (4) = 4 - V3, solutions have been found in Chapter 3 and their stability will be
examined here. The choice of f (4) = e- 2,P in equation (4.3) leads to the famous Liouville
equation [26], for which many exact nonlinear solutions are known. In particular, Stuart [33]
described a class of solutions representing a hyperbolic tangent shear layer, periodic in the
direction of the main flow.
4.2 Asymmetric Flow
4.2.1 Linear Analysis
The equation studied here
V 2V) = 4, -3 (4.4)
is satisfied by
V(, y) = T (y) = V2 sechy (4.5)
which vanishes at infinity. Therefore, consider the stability of a basic parallel flow of inviscid
fluid directed along the x axis and varying in the y direction, given by,
U = (U(y), 0) (4.6)
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
Figure 4-1: Asymmetric double jet profile: y vs. U(y)
where U(y) is defined by (4.5) as
U(y) = - /I ' sech y tanh y . (4.7)
ay dy
The velocity profile is an asymmetric double jet depicted in Figure 4-1. Linearizing the
Euler equations of motion with respect to small perturbations of the basic flow U, and
applying the method of normal modes to the streamfunction perturbation,
,'(x, y, t) = ¢(y)ei a (x- ct) (4.8)
yields the well-known Rayleigh stability equation [11],
(U- c dy2Wa2 )=o (4.9)
A more direct derivation of Rayleigh equation involves perturbing the vorticity equation
(4.1), written here in the pure streamfunction formulation,
S(V2¢) J(V2, )+ = 0 (4.10)
at O(x,y)
by taking 0(x, y, t) = I(y) + '(x, y, t), where 0'(x,y,t) is given in (4.8). Note that the
Rayleigh equation (4.9) together with the boundary conditions
S-4 0 as y -+oo (4.11)
represents an eigenvalue problem for eigenfunction q and eigenvalue c, and furthermore, that
it is invariant under complex conjugation. This implies that the condition for instability
or growth of perturbation (4.8) is that the eigenvalue c = cr + ici is complex, with either
positive or negative ci. Furthermore, note that the growth rate is determined by eaL ctJit
According to Rayleigh's theorem [11], inflection points of U(y) in equation (4.7) give a
necessary condition for instability. In our case, there are two points of inflection, y, = 0
and Ys = sech- . Since Rayleigh's theorem does not provide a sufficient condition for
instability, further progress is made in accordance with Tollmien's [35] approach of looking
for a neutrally stable eigensolution q = 0s, a = as, c = Us = U(ys) (ci = 0) for each
inflection point and constructing unstable solutions with c -4 Us as ci - 0. It can be shown
([11]) that instability occurs only when a < as, and that therefore ci = 0 when a > as.
For antisymmetric double jets with velocity profiles of the form,
1
U(y) = sech m y tanh y , -oo < y < o , m >- (4.12)
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as in equation (4.7), the neutrally stable eigensolution corresponding to the inflection point
Ys = 0 was given by [10],
=sechm+ly , a = 2m + 1 , c = Us = 0. (4.13)
For U(y) = - sechy tanh y of interest here, the neutrally stable eigensolution for the
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Figure 4-2: Neutral curve for the standing mode: a vs. a ci (a)
standing mode (cr = Us = 0) is therefore given by,
O = sech 2 y , as = v . (4.14)
The stability characteristics for this velocity profile are shown in Figure 4-2. The plot dis-
plays the growth rate a ci(a) of unstable solutions associated with the neutral eigensolution
given in equation (4.14).
Numerical calculations were performed using matrix methods for solving eigenvalue
problems posed by Rayleigh equation (4.9) for different wavenumbers a. In calculations,
it proved useful to introduce the following transformation which maps the infinite domain
-oo < y < oo into the finite domain -1 < z < 1,
z = tanh Y  (4.15)A
for the desired constant A.
There are no known analytical neutrally stable eigensolutions for the inflection point
ys = sech-1 l . This propagating mode has an interesting characteristic that cr does not
approach U(ys) as ci -+ 0. This can be explained from the jump in the Reynolds stress
across the critical layer y = Yc where c = Us, as in [11]. Since this inflection point is not of
immediate interest, the details of the above argument are omitted.
4.2.2 Nonlinear Analysis
In this section, periodic perturbations from the neutral eigensolution of the linear stability
analysis are found. Consider again the solution of
V 2 0- _ - 3  (4.16)
which vanishes at infinity in y. Since solutions periodic in x are sought, it is convenient to
introduce a new variable ( = ax, where a is the wavenumber. Expand a2 and 4((, y) in
terms of the small parameter E ([33], [18]) as follows,
2 2 2
0(', Y) = 0o(y) + E 01(Y) cos a x ++ 2 2 (y) cos 2ax + E3 (031(Y) COS Zx + 0 33 (Y) cos 3x) + ...
where ao = v/ is known from the neutral solution. Substituting (4.17) into (4.16) and
equating the coefficients of like powers of e yields,
O() d 2  - c0 - 3y2 0
10(,E) -21 a01 - 01 - 3 20 1
O(1) d 2 2 3 0
O(e2): - 4a2 = 2 - - 3 2
dO()  2  ao2 3 03- 021 31 - O 3012
where the O(E3) equation for 033 has been omitted since the perturbation analysis will not
be carried to that order. Equation of 0(1) in (4.17) is simply the one dimensional version
of (4.16) and therefore has the solution given in (4.5) which vanishes at infinity, namely,
Oo(Y) = v2 sechy. (4.17)
Furthermore, equation of O(e) in (4.17) gives
1 (Y) = sech 2 y (4.18)
which is the neutral solution and satisfies the boundary condition ¢1 -+ 0 as y -+ 00o.
Equation for 02 comes from O(e2) equation in (4.17),
d 2 + 6 sech2 y - 13) 2 = 2 sech y (4.19)
together with the boundary condition 02 -+ 0 as y -+ ±oo. This equation can be solved
analytically using the method of variation of parameters for two linearly independent ho-
mogeneous solutions of
d2 02+ (6 sech 2 y - 13) 2 = 0 (4.20)dy2
Equation (4.20) is exactly solvable, since with the change of variables ([25]),
U = h = sinh 2 y (4.21)
sech2y
it reduces to the hypergeometric equation
S(1+ ) + (1 - s) + + (s 2 - b2 ) u = 0 (4.22)
for s = 2 and b = /i3. The two linearly independent solutions are given by
'ik21
021 = (1 + )- F 2 3 1  - 1 ' 1
022 = (1 + 6) 2 F 2 2' 2 2' 2'
where F is the hypergeometric function represented by a series which converges absolutely in
the unit circle 1| < 1 and can be defined for other values of 6 through analytic continuation
([16]). These solutions can be used in the method of variation of parameters to find the
particular solution for 02 in equation (4.19). This analytic solution is quite complicated
and is not convenient for integral calculations required in finding the a 2 perturbation term.
Therefore, ¢2 is found by numerically solving (4.20) and is displayed in Figure 4-3. As
before, in the numerical calculations the transformation defined in equation (4.15) was used
to map the infinite domain -oo < y < oc into the finite domain -1 < z < 1,
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Figure 4-3: z vs. 02(z)
Now, consider equation of O(E3 ) in (4.17) with boundary conditions 031 -+ 0 as y -+ +oo.
Since the adjoint function for the solution of this equation is ¢1, multiplying through by 01
and integrating from -oo to +oo yields the expression for a2,
3 00 04 dy + fjbq 0 1 ¢2 dy
fj2 =f 2 dy (4.23)
or, substituting for 0o and s1,
3z!0 sech y dy + 3vr ff, sech3y02 dy
c2 = - (4.24)f00 sech4 y dy
Evaluating all the integrals gives
a2 - 1.186 (4.25)
The streamfunction given in (4.17) is now determined up to the second order. The value
of a 2 indicates that the region of instability expands as e grows. The perturbation anal-
ysis may be continued to higher orders in much the same way, with the hypergeometric
functions obtained as homogeneous solutions and the variation of parameters, or numerical
calculations, yielding higher order corrections in (4.17).
4.3 Circular Flows
In this section, the stability of the basic circular flows defined by the radial solutions 0 as
U = U(r) o = 0 a(r) 1. (4.26)Or
is studied. Figures 4-4 and 4-5 show basic flow velocities for the positive solution and
solution with one node respectively. The perturbed flow is described by
u = (u', U(r) + u') p = P + p'. (4.27)
Then the linearized Euler equations of motion in polar coordinates (r, 0) are
au' U au' 2Uu' _ pfO Ut 2u - OP(4.28)
Ot r 0O r 0
Ou'o U Ouo (dU U , 2Uu~ aop'
+ + + - Ur - (4.29)
Ot r O0 dr r/ r Or
Our zr +1au =0 . (4.30)
Or r r O0
For two dimensional disturbances, it is convenient to introduce a streamfunction V' of the
perturbation such that
U, u = (4.31)r -- O r
Expressing us' and u' in terms of 0' in equations (4.28)-(4.30), and eliminating the pressure,
yields,
( U 1 d2U a = 0 (4.32)
t r Or r dr2 f -2 43
where the Laplacian in polar coordinates is given by
2 1 a (r8a 1 2
r +  (4.33)
r ar BT T 2 a02
The analysis is simplified by resolving the perturbation into independent wave-components
through the method of normal modes. Thus, let
0'(r, 0, t) = O(r) ei(nO-w t) (4.34)
Substituting (4.34) into equation (4.32) yields,
nU 1d ( n (435)
r )r dr dr r2 r dr dr 2
This equation can also be derived as the perturbation of the vorticity equation , written
here in the pure streamfunction formulation,
O (V2 ) 1 j (V 2 2, )+ = 0 . (4.36)
at r a (r, 0)
Equation (4.35) is closely related to Rayleigh stability equation for parallel flow. It defines
an eigenvalue problem for eigenfunction q and eigenvalue w.
The analogue of Rayleigh's inflection-point theorem for two dimensional disturbances
of circular flows now derived. Multiplying equation (4.35) by rq*/ (w - nU/r), where 0* is
the complex conjugate of q, and integrating from r = 0 to oo, gives,
I d dU _ U] 20
00 d 2  2 n dr dr) 2 d lr + n 102 +1r dr= r*dr 0
fo dT r2 r w n )rd 0
r  (4.37)
Let w = Wr + iwi. Applying the boundary conditions q = 0 at r = 0 and -+ 0 as r -+ 0o,
shows that when there is instability i.e. wi $ 0, the following must be true,
1 d r dUr U 12
nf rdr dr U 2 dr = 0. (4.38)
w - n-
So, we conclude that a necessary condition for instability is that the gradient of the basic
vorticity, r changes sign at least once in the interval 0 < r < 00 ([31]).
Figures 4-6 and 4-7 show that this condition is satisfied for basic flows U corresponding to
the positive solution and the solution with a single node.
Further investigation of the stability of these circular flows is conducted by looking for
neutrally stable eigensolutions. The problem in equation (4.35) is rewritten as
d (rd n 2 ] _1 [d rdU) U] 1 d(ld n
2
nU r dr ( r2 = U r dr r \ 2
(4.39)
and solutions for the eigenvalues wi = wi(n) are sought for different values of n.
For the unique positive solution, all eigenvalues are real and it can be concluded that this
solution is linearly stable. The solution with a single node is unstable and Figure 4-8 shows
a plot of the growth rate n wi(n) of unstable solutions as a function of n. The implication
is that higher modes exhibit instability and therefore that the only stable solution is the
positive one.
Figure 4-4: U(r) corresponding to the unique positive solution O(r).
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Figure 4-5: U(r) corresponding to the solution O(r) with a single node.
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Figure 4-6: Basic vorticity for the positive solution.
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Figure 4-7: Basic vorticity for the solution with a single node.
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Figure 4-8: Neutral curve n vs. n wi(n) for the one-node solution.
Chapter 5
Lump Interactions
5.1 Introduction
This chapter examines the interaction of lumps or two dimensional solitary wave solutions
for the equation,
ut = UxzX + Uxyy + (U3 )x, -O < x, y < 00, t > 0 (5.1)
which were determined numerically in Chapter 3. Let s(x, y, t) be a solution of (5.1) repre-
senting initially well separated lumps 11 and 12 traveling with speeds cl and c2 respectively.
The goal here is to study the asymptotic behavior of s for large values of t.
First, the lump solutions 11 and 12 of the form l1(x, y, cl) = u(x+lcl t, y) and 12 (x, y, c2) =
u(x + Ic21t, y) are computed and used for setting s initially to
S(x, y, O) = 11 (X, y, c) + 12 (X - X, y, c 2 ) . (5.2)
The separation distance X is chosen sufficiently large so that the two solitary waves do not
overlap and therefore do not interact initially. Since the lumps die down exponentially, this
can be accomplished with even a moderate value of X. The two waves travel to the left and
it is assumed that cl > c2. The initial separation distance X is chosen such that at t = 0
the faster wave lies to the right of the slower one, providing the condition for the waves to
meet each other.
Next, the asymptotic behavior of s(x,y,t) is studied by numerically computing the
initial value problem for s given by equation (5.2) at t = 0 and subsequently governed by
equation (5.1).
From a numerical standpoint, it is helpful to perform a Galilean transformation of the
above initial value problem
(= x + cI t; q = y; 7 = t (5.3)
i.e., to transform the problem into a moving frame of reference (, 7r, T which moves along the
negative x axis with the uniform velocity Icl I. In this frame the faster wave will be initially
stationary and the slower wave will approach the faster one with the relative velocity Icl -c 2
At any time, the displacements of the waves with respect to , ij, T frame of reference are
smaller then with respect to x, y, t frame of reference, which is desirable for numerical
calculations.
Noting that s(x,y,t) = s(x( ,T), 7, T) = ~( ,I , 7), it is easy to show that sXxx = S66 ,
SXyy = s6W, and st = S- + cil which substituted into equation (5.1) yields,
st + C1I sX = sxX + Sxyy + (s3 )x - 00 < x < 00, t > 0 (5.4)
where the Greek and hat notation is replaced by the original one for simplicity, and the
solution is assumed periodic in y.
The numerical method used for the above initial value problem is presented in the next
section.
5.2 Numerical Algorithm
The numerical method used in calculations is the semi discrete (continuous in time) Fourier
Galerkin spectral method ([8]) together with the integration factor technique in space and
the leapfrog algorithm in time. Function s(x, y, t) is transformed into the Fourier space
with respect to x and y so that the derivatives and other operators are algebraic in the
transformed variables.
Assume that (5.4) is defined for x E [-Xmax, Xmax], y E [-Ymax, Ymax], and t c [0, oo).
In the problems considered here, Xmax is chosen sufficiently large so that the boundaries
do not affect the wave interactions being studied, and the solution is assumed periodic in y
outside the interval [-Ymax, Ymax]. The intervals in x and y are discretized by Nx = 512 and
Ny = 128 equidistant points with spacings of length Ax = 2Xmax and Ay = 2Ymax TheNx-1 Ny -1
function s(x, y, t) is numerically approximated by sN(x, y, t) on the discrete mesh (xi, yj),
where xi = iAx, yj = jAy ( i = 1,...,Nx, j = 1,...,Ny ). The function sN(x,y,t) is
transformed into the Fourier space by
-1 --1
sN(x,y,t) = E kky (t) exp (7ik z exp (5.5)
k = Nk=  Xmax Ymax
where 2 Xmax, 2Ymax define the size of the computational domain and N,, Ny determine the
spectral resolution. This transform, as well as its inverse, can be performed efficiently using
the two dimensional Fast Fourier Transform algorithm (2D FFT), executed here using the
MATLAB 5.1 Software.
In the Fourier Galerkin method, the coefficients Skxky(t) - k(t) in the above expan-
sion with respect to trial functions exp Xx and exp Yax become the fundamental
unknowns. They are determined by applying the orthogonality condition with respect to
1 1m( 7 t t r sd l o
the test functions given by x exp (-k x and Y exp- to the residual R of
(5.4) defined as
R - s + I cl - S Nx - ((N)3) (5.6)
i.e. by solving,
1 fXmax fYmax / e ikx ( ikyypXmax Y axR exp rik exp dy dx = 0 (5.7)
4XmaxYmax xmax -Ymax ax exp maxdyd (5.7)
for kx = -, ... - 1 and k = - N  2 - 1. The test and trial functions satisfy the2 '" 2 - 2 '" 2 
usual orthonormality conditions in x and y and the following set of differential equations is
obtained,
-Sk= -i (lclk+ k + kky2 k k (5.8)
where fk - ikx(s3 )k is the Fourier transform of the nonlinearity and is handled in this
way in order to optimize the number of 2D FFT operations used. Furthermore, let the
integration factor 9 be defined as
(p(k, ky)= - (1cikx + k 3 + kxky2) (5.9)
Then equation (5.8) becomes
d
dk = -- k + f, (5.10)
Multiplying through by e- iPt, equation (5.10) gives
d (e-it) = e-it fk (5.11)
which in fact amounts to handling the linear terms by exact integration. Using the leap
frog scheme to discretize in time yields,
+1 e 2i A t n-1 + 2At e i At . (5.12)
This integration factor technique for handling the linear terms is not only exact but also
unconditionally stable ([8]). The stability characteristics of the scheme therefore come solely
from the nonlinear term.
5.3 Discussion of Numerical Results
Before presenting results of numerical computations for the two dimensional solitary wave or
lump interactions, a brief derivation of energy conservation is in place. Energy is conserved
in the system governed by
Ut + cilLux = uzxx + uxyy + (u 3 )x - 00 < < 00, -Ymax Y _ Ymax, t > 0
(5.13)
where periodicity in y is assumed. To show this, multiply equation (5.13) by u and integrate
over the entire domain in x and y. This yields,
d Ymax f ( u0 2  Yma 00
max 2 -Ymax -oo
(5.14)
The double integral on the left hand side of the equation (5.14) is the total energy, while
all the integrals on the right hand side can be shown to vanish upon repeatedly performing
integration by parts. For example, consider the integral of the nonlinear term in (5.14),
fYmax 00 fYmax O
u 3 u ddy = 4] - u3ud dy = 0 .
-Ymax oo ( - Ymax - oo
(5.15)
Therefore,
d [Ymax 00 u 2
SYmax -dxdy = 0 (5.16)
and the energy is conserved. This fact will be used in discussing the numerical results.
Furthermore, it is interesting to point out that all of the lumps, traveling with different
speeds Icl used in the calculations, have the same energy. This is due to the type of the
1
scaling r = r* and u = -C-u* used here for the lumps originally computed in terms
of the u* and r* variables.
Consider now the two dimensional solitary wave interactions. If the equation governing
the motion was linear, the solitary waves would not interact at all and so after time 2X/ Icl -
c21 had elapsed, the relative position of the two solitary waves would simply be interchanged.
The process of interaction for the case currently under consideration, i.e., the behavior of
s(x, y, t) in time, is far more complicated.
The results presented here were computed for the relative values of Icll and Ic2I given by
Ic11/Ic 2 1 = 1.44, IclI/Ic21 = 2.25 and Ici/Ic 21 = 4.0 and are shown in Figures 5-2 through 5-
4, 5-6 through 5-8 and 5-9 through 5-12 respectively. In each of the cases, the plots depicting
snapshots along the x axis of interactions taking place as well as the corresponding contour
curves are shown. The x axis plots show very clearly the energy exchange taking place and
are easily related to the familiar KdV solitary wave interactions. The contour plots serve
to show how the interactions are carried out along all other directions and to display the
resulting asymmetries. Interactions for all of the three cases have very similar features. The
energy is conserved in both the physical system and throughout the numerical calculations,
with it being exchanged and redistributed between the lumps during interactions.
During the interaction, the roles of slower and faster lumps are interchanged. A steeper
and narrower lump is formed in place of the originally faster lump. This lump carries half
the energy of the system, the same as in each of the lumps originally. The rest is contained
in the smaller but wider radially asymmetric traveling wave which develops in place of the
initially slower lump. A shift in phase occurs during the interaction, since the two emerging
waves are not where they would have been had they not interacted.
Finally, these interactions are new and interesting since they are unlike the known
interactions of KPI algebraic lumps which collide without distortion or change in phase
([20], [21]).
There are no exact solutions for the lumps studied here. The theoretical interpretation
of their interactions is difficult, and further numerical experimentation is required. Some
possible future dynamical simulations are presented in the next section.
5.4 Future Work
Several other ratios of Icll I and Ic21 should be considered, in order to classify and study the
different types of interactions, as in the KdV equation ([14]). In the numerical computations
so far, the interaction mechanism has been the overtaking of slower lumps by faster ones.
An interesting problem would be to study the oblique interactions of lumps and determine
whether and how the lumps deflect from each other. Another natural topic would be to
study the interaction of the lump solutions and the line solitons given analytically. This
in essence means studying the stability of one dimensional line solitons to two dimensional
perturbations caused by interactions. Similar problems for the KPI equation have been
considered by Infeld, Senatorski and Skorupski ([20], [21]).
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Figure 5-1: Interaction for Ic1/c 2 1 = 1.44 displayed along the x axis (y = 0) for times
t = 10.0, t = 15.0, t = 25.0 and t = 27.5. The red dashed curves represent lumps 11
and 12 initially, while the green dashed curve indicates the position of 12 in the absence of
interaction
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Figure 5-2: Interaction for IciI/c 21 = 1.44 is displayed along the x axis for times t = 30.0,
t = 32.5, t = 36.2 and t = 37.7. The red dashed curves represent lumps 11 and 12 initially,
while the green dashed curve indicates the position of 12 in the absence of interaction
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Figure 5-3: Contour plots of lump interaction with IciI/ C2 1 = 1.44 for times t = 6.5,
t = 10.0, t = 15.0 and t = 25.0.
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Figure 5-4: Contour plots of lump interactions with Icil/1c 21 = 1.44 for times t = 30.0,
t = 32.5, t = 36.2 and t = 37.7.
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Figure 5-5: Interaction for IC1 /IJc2 = 2.25 is displayed along the x axis for times t = 8.0,
t = 11.0, t = 16.0 and t = 18.0. The red dashed curves represent lumps 11 and 12 initially,
while the green dashed curve indicates the position of 12 in the absence of interaction
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Figure 5-6: Interaction for Icil/c 2 1 = 2.25 is displayed along the x axis for times t = 21.0,
t = 23.0, t = 24.0 and t = 24.5. The red dashed curves represent lumps 11 and 12 initially,
while the green dashed curve indicates the position of 12 in the absence of interaction
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Figure 5-7: Contour plots of lump interaction with Ic11IC2 1 = 2.25 for times t = 8.0,
t = 11.0, t = 16.0 and t = 18.0.
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Figure 5-8: Contour plots of lump interactions with IC1I /C21 = 2.25 for
t = 23.0, t = 24.0 and t = 24.5.
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Figure 5-9: Interaction for Ic11Ic 2 1 = 4.0 is displayed along the x axis for times t = 2.7,
t = 4.7, t = 5.7 and t = 6.7. The red dashed curves represent lumps 11 and 12 initially, while
the green dashed curve indicates the position of 12 in the absence of interaction
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Figure 5-10: Interaction for IC1/1C 2 1 = 4.0 is displayed along the x axis for times t = 7.3,
t = 7.9, t = 8.2 and t = 8.7. The red dashed curves represent lumps 11 and 12 initially, while
the green dashed curve indicates the position of 12 in the absence of interaction
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Figure 5-11: Contour plots of lump interactions with IciI/|c2 1 = 4.0 for times t = 2.7,
t = 4.7, t = 5.7 and t = 6.7.
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Figure 5-12: Contour plots of lump interactions with Ici /IC2 1 = 4.0 for times t = 7.3,
t = 7.9, t = 8.2 and t = 8.7.
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