Abstract. The widely adopted K-means clustering algorithm uses a sum of squared error objective function. A detailed analysis shows the close relationship between K-means clustering and principal component analysis (PCA) which is extensively utilized in unsupervised dimension reduction. We prove that the continuous solutions of the discrete K-means clustering membership indicators are the data projections on the principal directions (principal eigenvectors of the covariance matrix). New lower bounds for K-means objective function are derived, which relate directly to the eigenvalues of the covariance matrix. Experiments on Internet newsgroups indicate that the new bounds are within 0.5-1.5% of the optimal values, and that PCA provides an effective solution for the K-means clustering.
Principal Component Analysis
Principal component analysis (PCA) [5] in multivariate statistics is widely adopted as an effective unsupervised dimension reduction method and is extended in many different directions. The main justification of dimension reduction is that PCA uses singular value decomposition (SVD) which gives the best low rank approximation to original data in L 2 norm due to Eckart-Young theorem. However, this essentially noise reduction perspective alone is inadequate to explain the effectiveness of PCA. In this paper, we provide a new perspective of PCA based on its close relationship with the K-means clustering algorithm. We show that the principal components are actually relaxed cluster membership indicators.
Some background on PCA. The original n data points in m-dimensional space is contained in the data matrix (x 1 , · · ·, x n ) = X. In general data is not centered around the origin. We define the centered data matrix Y = (y 1 , · · · , y n ), where y i = x i −x andx = i x i /n. The covarance matrix is given by S = i (x i −x)(x i −x 
K-means clustering
The popular K-means algorithm [3] is an error minimization algorithm where the objective function is the sum of error squared,
where m k = i∈Ck x i /n k is the centroid of cluster C k and n k = |C k |. When objects within each cluster are distributed according to a spherical Gaussian, with the same covariance for all clusters, J K is a good measure.
The main purpose of this paper is to provide a detailed analysis of the K-means clustering objective function and show principal components arise naturally as the cluster indicator vectors. We derive a number of new relationships which can be used for effective K-means clustering, especially for high dimensional datasets. A main result is that the K-means objective has the bounds
where y 2 = i y T i y i /n. The new lower bound is tight. In experiments, it is about 0.5−1.5% within the optimal J K value. This work complements and improves upon the previous work [6] , where a bound is established
where x 2 = i x T i x i /n and ζ k are the eigenvalues of X T X. We distinguish between the original and the centered data (x i vs. y i ). This subtle distinction is important because Y Y T is the covarance matrix and our results relates to PCA, while XX T is not. This difference is apparent if the original data is non-negative, such as text processing.
2-way clustering
Consider the case where data is clustered into two clus-
2 . We can show that
where the distance-based objective
For given dataset, x 2 , n are constants, thus min(J K ) is equivalent to min(J D ). From J D we see that (1) the first two terms represent the average withincluster distances which are minimized; this implies the resulting clusters to be compact or tight. (2) The 3rd term represent average between-cluster distances which are maximized; this implies the resulting clusters to be as well separated as possible. (3) The factor n 1 n 2 encourages cluster balance. Since J D < 0, thus min(J D ) implies maximization of n 1 n 2 , which leads to n 1 = n 2 = n/2.
We further prove that J D allows naturally a spectral relaxation which is precisely the principal component: Theorem 1. For K-means clustering when K = 2, the continuous solution of the discrete cluster membership indicator vector is principal component v 1 , i.e., the clusters C 1 , C 2 can be identified by
The optimal value of the K-means objective relates to the principal eigenvalues of covariance matrix Y Y T , as in the bounds of Eq.(1) for K = 2.
k , K-means clustering membership indicator vector is the projections of data points along the principal direction (eigenvector of the covariance matrix Y Y T ).
The proof (details skipped here) is to show that (1) K-means clustering objective J K can be properly formed via the following signed cluster indicator vector
and (2) The discrete indicator relaxes to continuous principal component v 1 .
K-way Clustering
For the case for K > 2 we take a somewhat different approach which also leads to PCA. This approach is first presented in [6] which uses K non-negative cluster indicator vectors Q = (q 1 , · · · , q K ), where
These indicators then relax into K principal eigenvectors of X T X and the bound in Eq. (2) can be directly inferred. This initial result will use two principal components and thus is inconsistent with 2-way cluster above (Theorem 1).
Our main new results is to introduce a further transformation of the cluster indicator vectors utilizing the special characteristics of them, especially certain redundancy in them. Working on Y instead of X, we obtain the following: 
Effective K-means clustering
The above theoretical results on K-means and PCA are useful for practical clustering applications. We list some.
(A) The tight lower bounds derived can be easily computed, which can be used to estimate how close a current clustering solution to the optimal solution.
(B) For K = 2, a near-optimal K-means clustering can be easily found by computing the principal component. For K > 2, one can do a hierarchical divisive clustering where each step using the K = 2 clustering. How to select the next cluster to split? We select the current cluster whose split gives best objective function. After the predefined K is reached, one round of K-means is done to reach the local minimum. This type of stepwise use of PCA has been adopted in the PDDP method [1] and the gene shaving method [4] where they are motivated by the standard perspective of PCA. Our results in this paper provide theoretical justification for these methods, i.e., they are approximately doing the K-means clustering. This approach can be seen as an alternative for initialization of K-means , which remains the unresolved problem (e.g. see [2] ).
(C) K-means cluster objective has an interesting pairwise optimality: Suppose the global optimal solution is found, the the solution must also be locally optimal on any subset of clusters. The inverse of this property does not hold. However, this property suggests a pairwise refinement strategy: once K-means converges, we can select any pair of clusters and improve the clustering among the involved data points by using the principal component approach.
(D) The K-way relaxation also suggests the usefulness of the standard dimension reduction approach, since the principal components are the orthogonal transformations of relaxed cluster indicator vectors,
Internet Newsgroups
We apply K-means clustering on Internet newsgroup articles. A 20-newsgroup dataset is from www.cs.cmu.edu /afs/cs/project/theo-11/www/naive-bayes.html. Word -document matrix is first constructed. 1000 words are selected according to the mutual information between words and documents in unsupervised manner. Standard tf.idf term weighting is used. Each document is normalized to 1.
We focus on two sets of 2-newsgroup combinations and two sets of 5-newsgroup combinations. The choice of K = 5 is to have some variety in the hierarchical divisive steps (we avoid K = 4, 8 which are biased to hierarchical clustering). These four newsgroup combinations are listed below: To accumulate sufficient statistics, for each newsgroup combination, we generate 10 datasets, each is a random sample of documents from the newsgroups. The details are the following. For A2 and B2, each cluster has 100 documents randomly sampled from each newsgroup. For A5 and B5, we let cluster sizes vary to resemble more realistic datasets. For balanced case, we sample 100 documents from each newsgroup. For the unbalanced case, we select 200,140,120,100,60 documents from different newsgroups. In this way, we generated a total of 60 datasets on which we perform cluster analysis:
Dataset A2: 10 2-cluster datasets, 100 documents per cluster. 
Experiment 1.
We first assess the lower bounds derived in this paper. For each dataset, we did 10 K-means clusterings, each starting from different random starts (randomly selecting 10 data points as initial cluster centroids). We pick the clustering results with the lowest K-means objective function value as the final clustering result. For each dataset, we also compute principal eigenvalues of the kernel matrices of X T X, Y T Y from the uncentered and centered data matrix (see §1). Table 1 gives the K-means objective function values and the computed lower bounds. Lines starting with Km are the J K optimal values for each data sample. The value is computed by randomly initializing centroids and performing K-means clustering. We did 10 random trials and pick the best one. Lines with P2 and P5 are lower bounds computed from Eq.(1). Lines with L2a, L2b are the lower bounds of Eq.(2). L2a are for original data and L2b are for centered data. The last column is the averaged percentage difference between the bound and the optimal value.
One can see that across all the 60 datasets the newly derived lower-bound Eq. (1) lower-bound is about 0.6% within the optimal K-means values. As the number of cluster increase, the lowerbound become less tight, but still with 1.4% of the optimal values. Another observation from Table 1 is that the newly derived lower-bound Eq.(1) are consistently closer to the optimal K-means values than previously derived bound Eq.(2) (lines starting with L2a or L2b). Since the newly derived lower-bound uses K − 1 eigenvectors, instead of K eigenvectors as in Eq. (2), this suggest the minimal space of defining K clusters is of dimension K − 1, which is the same as in linear discriminant analysis where the number of hyperplane (decision boundary) is K − 1 for K classes.
Experiment 2.
We perform hierarchical divisive K-means clustering as in §3(B) on the 40 5-newsgroup datasets. Since the cluster labels of each document is known, we can compute the contingency table of each clustering result. The sum of the diagonal elements in the contingency table divided by the total number of documents gives the accuracy of each clustering result.
The accuracy are listed in Table 2 . Lines starting with Div-Km are the results of the hierarchical divisive K-means clustering as in §5 (B). Based on this clustering result the pairwise refinement of §5 (C) is performed; the accuracy of the refined clusters are give in lines starting with Refine. The last column gives the row averages and standard deviations.
From Table 2 , in 38 out of 40 datasets, (two datasets in B5 Unbalanced case), the accuracy improves after pairwise refinement. The improvements are significant for datasets of A5 balanced and A5 unbalanced, but is not as significant for datasets of B5 balanced and B5 unbalanced. Overall, this experiments clearly indicates that the pairwise PCA refinement can jump out of the current local minimum and get into a better one.
Experiment 3.
We apply K-means clustering in the PCA subspace as in §5(D). Here we reduce the data from the original 1000 dimensions to 40, 20, 10, 6, 5 dimensions respectively. For a dataset at a particular dimension, 20 K-means clustering with random starts are performed, and the one with the best K-means objective is picked (for details see in Table 3 : Clustering accuracy as the PCA dimension is reduced from original 1000.
Experiment 1). The clustering accuracy on 10 datasets of each newsgroup combination and size composition are averaged and the results are listed in Table 3 . The results are averaged over the 10 datasets in each newsgroup combination and size composition. At dimensions 10, 6, 5, we listed two accuracy results, the left is for the PCA without data centering and the right is for PCA with data centering.
To see the subtle difference between centering data or not (as discussed in last paragraph in §4), at 10, 6, 5 dimensions in Table 3 , results for original uncentered data are list at left and the results for centered data are listed at right.
We have several observations. (1) From the experiments in Table 3 , it is clear that as dimensions are reduced, the results systematically and significantly improves. For example, for datasets A5-balanced, the cluster accuracy improves from 75% at 1000-dim to 91% at 5-dim. (2) At very small dimensions, the centered data seem to lead to better results; This is consistent with the idea that the 1st dimension in uncentered data is essentially the constant vector (the mean vector) and therefore irrelevant, hence the reduced dimension for the uncentered data is effectively one less than that of the centered data. The best number of dimension seems to be around K as Theorem 2 indicates.
