"Economists have inherited from physical sciences the myth that scientific inference is objective, and free of personal prejudice. This is utter nonsense. All knowledge is human belief; more accurately, human opinion." LEAMER, 1983 .
I Introduction
Since the mid-1980s, in the aftermath of the debt crisis, most Latin American countries have rapidly liberalized and internationalized their economies, along the lines of the so-called Washington Consensus. Despite a whole range of far-reaching structural reforms, however, and notwithstanding a drop of 1.8% in per capita GDP during 1981 GDP during -1985 , per capita economic growth during 1986-1995 was only 1.2% a year, whereas during the 1960s and 1970s the region averaged rates of 2.5% and 2.4%, respectively. 1 In spite of this, a number of empirical studies have set out to show that the structural reforms have had a positive impact on regional growth, arguing that poor economic performance has been due to a failure to implement even deeper reforms, a lack of policy complementarity, 2 and international factors.
Specifically, the Inter-American Development Bank (IDB, 1997), using policy indices representing five areas of reform and panel data models, estimated that the reforms had contributed 1.9% to the region's permanent growth and that further reform could still contribute between 1.2% and 1.6%. According to the IDB report, the reforms enhanced growth essentially by improving resource allocation, a factor which was estimated to have contributed 1.7% to permanent growth, while there were found to be positive if modest effects on investment. The report also found that, contrary to common belief, the reforms had taken effect rapidly, and accordingly it strongly recommended an acceleration of the reform process.
The policy indices used by IDB have also been employed in panel data growth regressions by Barrera and Lora (1997) and Fernández-Arias and Montiel (1997) , who have reached conclusions similar to those of IDB. 3 In a worldwide cross-section study using three policy indices, however, Aziz and Wescott (1997) found that no single reform correlated robustly with growth. They argued, though, that this result was due to the unevenness of reforms among the different sectors, and they found that policy complementarity, represented by the difference between a central tendency and a dispersion measure for the policy indices, was robustly and positively correlated with growth. Lastly, Easterly, Loayza and Montiel (1997) , using six policy indices and dynamic panel data models, concluded that the reforms and their impact on the renewal of growth in Latin America added up to an impressive achievement. They put the region's disappointing economic growth down in part to negative international factors.
This paper tests the robustness of the correlation between the structural reforms and Latin America's economic growth or its sources. It also tests the robustness of the correlation between policy complementarity and growth, and considers whether a negative international environment harmed regional growth. The study employs the same structural policy indices and panel structure as the Inter-American Development Bank (IDB, 1997) . Thus, the panel is composed of 19 Latin American countries, with four periods representing three-year averages : 1984-1986, 1987-1989, 1990-1992 and 1993-1995 . The countries included in the study are Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominic Republic, Ecuador, El Salvador, Guatemala, Honduras, Jamaica, Mexico, Nicaragua, Paraguay, Peru, Trinidad and Tobago, Uruguay and Venezuela. The paper employs panel models, while the estimation procedure controls for fixed effects and endogeneity, and uses efficient twostep generalized method of moments (GMM) estimators. The test of robustness is the extreme bound analysis method (EBA) suggested by Leamer (1983) and 1 World Bank data for 19 Latin American economies. 2 Policy complementarity basically means that the positive effect of the reforms is conditioned by the heterogeneity of sectors. Therefore, even if a country has brought in very far-reaching economic reforms, their effect on growth will vanish if the level of reform among different areas is too uneven.
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The paper is organized as follows. Section II describes the structural policy indices. Section III highlights the importance of controlling for the time effects and temporal trend problems of the panel under consideration, illustrates the advantages of using panel data models in growth regressions, and explains the estimation procedure. Section IV discusses the EBA methodology. Section V presents the data and models to be used to perform the EBA and the different classifications of the variables. Section VI reports the econometric results and, lastly, Section VII presents the conclusions.
II

Measuring structural reforms
One of the main obstacles to the quantitative evaluation of the structural reforms implemented in Latin America was always the lack of a well established methodology for measuring the reform process. In order to quantify the region's reform process in a comprehensive manner, Lora (1997) created the "structural policy index" (SPI). The SPI is the arithmetic mean of five sectoral indices representing: trade liberalization (TRADE), tax neutrality (TAX), financial liberalization (FIN), privatization (PRIV) and labour deregulation (LAB). In turn, each sectoral index is the arithmetic mean of one or more policy variables, whose values are normalized with respect to the best and worst observation for that variable in the entire set of countries and years (see appendix A). Accordingly, each index can range from 0 to 1, and the closer to 1, the more neutral the economic policy of the country. Thus, the SPI and its five components are proxies for the degree of free-market policy orientation. Lastly, it is important to observe that the indices are explicitly composed of policy variables and thus avoid one of the main shortcomings of a number of previous studies, which used expected reform outcomes as proxies for the reforms. 4 Using the SPI, table 1 shows the speed and depth of the structural reforms carried out in Latin America during 1985-1995 and the reform paths and rankings of the different countries. In 10 years, the average SPI for the region increased from 0.345 to 0.621. To illustrate how quickly reform has taken place in some countries, it need only be mentioned that in 1985 and 1990 Chile was the best example of a free-market economy, but that in the space of just five years it dropped to ninth place. The process has been so general that the lowest SPI in 1995, Venezuela's, would have been the third highest in 1985.
The box-and-whisker diagrams (figure 1) show the behaviour of every area of reform. The most neutral policies -represented in the diagrams by higher medians and lower dispersion-are in Latin America's external trade and financial sector. However, all areas of reform show substantially higher medians than in 1985, albeit levels of privatization and labour deregulation in 1995 still differed greatly among countries. 4 Several studies use the assumed outcomes of reforms as proxies for them, instead of using policy variables for this purpose. For instance, Easterly, Loayza and Montiel (1997) explicitly state that their reform proxies "should move in the qualitative direction associated with reform…and should explain growth" (Easterly, Loayza and Montiel, 1997, p. 293) . Hence, the positive effect of the reforms on growth is virtually taken for granted. Although per capita growth in the region was low in 1985-1995 compared with the 1960s and 1970s, it followed a rising trend subsequent to the debt crisis of the early 1980s (figure 2). This trend was analogous to the evolution of the SPI for Latin America as a whole, but it was also a mirror image of the declining trend in the international interest rate. The international interest rate is a crucial variable for Latin America's economic performance, since it has a large impact on the external debt service and capital inflows into the region. Figure 2 also shows the changes in all three variables in order to sweep out temporal trends. Given the short time dimension of our panel, a straightforward inspection would, in general, be a risky way of determining any relationship among the variables. However, it seems quite clear that changes in growth are still a mirror image of changes in the interest rate. The situation described presents two simultaneous problems that must be considered. The first one is the influence of international factors, which make it difficult to tell if growth was enhanced because of better policies or, for instance, a lower international interest rate. The second problem is the risk of spurious correlation, given the temporal trend shown by growth and the structural reforms. In order to partially address these problems, the estimation procedure must control for the international economic environment and the temporal trend within growth and any explanatory variable.
Panel data and growth regressions
Several authors have asserted the importance of panel data for growth regressions. 5 The panel structure presents fundamental advantages over cross-section growth regressions, offering more degrees of freedom, instruments to control endogeneity, and mechanisms to control for individual and time effects.
The gain in degrees of freedom is crucial when we are interested in a region or subset of countries with similar characteristics. The usual cross-section methodology employs regional dummies to allow for different intercepts among regions. However, with this procedure one should accept that the marginal effect of any explanatory variable is the same in an OECD, African or Latin American country. Thus, the gain in degrees of freedom provided by panel data facilitates study of just a subset of countries, rendering the implicit assumption of parameter homogeneity more plausible.
Another fundamental advantage of panel data is the time series structure, which provides valid instruments by using lagged values for the explanatory variables. Because almost any explanatory variable in growth regressions could be considered endogenous, the availability of valid instruments is paramount if consistent estimates are to be obtained. 5 See Islam (1995) and Caselli, Esquivel and Lefort (1996) . Lastly, and most fundamentally, panel data models are the only way to control for individual and time effects. When fixed effects are not controlled for, a problem of omitted variables is present and the estimated coefficients will be biased, unless we use the implausible assumption of orthogonality between the effects and the explanatory variables. It is particularly important to consider time effects when dealing with underdeveloped countries since, as the preceding section illustrated, their economies depend greatly on the international economic environment. Meanwhile, controlling for individual effects is also of the greatest importance, because we can hardly conceive of countryspecific variables explaining growth and not being correlated with the unobserved economic and social capacities of that country. In addition, when lags of the dependent variable are used as an explanatory variable, as they are in most cross-section studies, the implausible assumption of orthogonality is necessarily violated, as Caselli, Esquivel and Lefort (1996, p. 367 ) correctly point out.
Estimation procedure
The panel data models to be estimated (see appendix B) have the general form: 6 y it = x it 'β + η t + α i + ν it i = 1,2,….,N. t = 1,2,…,T.
[1]
where x it is a K x 1 vector of explanatory variables that can contain the dependent variable lagged one period, endogenous but weakly exogenous regressors (E[x 1 it v is ] = 0 for t < s), and strictly exogenous regressors (E[x 2 it v is ] = 0 for all t,s); β is a K x 1 vector of constants; η t and α i are the unobserved time and individual specific effects, respectively; and ν it is a serially uncorrelated random disturbance.
The specifications are fixed-effect models in the sense that η t and α i are fixed constants and not random disturbance that can be incorporated into the error term. The fixed-effect specification is the appropriate one since we are focusing on a specific set of countries over specific periods, and thus the effects have not been randomly drawn from a large population.
Following Anderson and Hsiao (1981) , we control the individual effects by setting [1] in first-difference form. 7 Note that this transformation also removes any temporal trend within the variables. 8 To control the time effects, these will actually be estimated using timedummy variables. Lastly, observe that due to perfect multicolinearity the fixed-effect specification prevents identification of the coefficients of any time or individual invariant variable. Consequently, the actual models to be estimated have the general form:
[2]
where d t is a (T-2) x 1 vector of dummies representing the periods 3,4,...., and φ is a (T-2) x 1 vector of constants. On the assumption that v it is serially uncorrelated, any value of y it or x 1 it lagged two or more periods is a valid instrument for the first-difference equation, and thus with T ≥ 3 we can do a consistent estimation of [2] . 9 To gain efficiency, we use a variant of the twostep GMM estimator proposed by Arellano and Bond (1991) . Exploiting a set of orthogonality conditions implied by our assumptions on the error term and regressors, we use the instrumental matrix W = ( Z, d), where d is the matrix of time dummies, Z = (Z 1 ' ,…, Z N ')', and Z i = diag (y i1 ;…, y it-2, ; x 1 i1 ', …, x 1 it-2 '; ∆x 2 i3 ', …, ∆x 2 it '). The estimation is done in two steps. First, an instrumental variable estimation of [2] is performed employing the matrix W. 10 Second, the residuals of this 6 Even if in actual estimation we work with unbalanced panels, for notational simplicity in this section we assume balanced panels. 7 Note that if x it contains any lag of y it , the within estimator is inconsistent because (y it-s -y i ) and (v it -v i ) are correlated since the latter average contains v it-s . 8 The model in first differences can exacerbate the inconsistency generated by measurement errors when the explanatory variable has a temporal trend, which is the case with the policy indices. Notwithstanding, it is important to note that the bias always has the opposite sign to the coefficient's ("attenuation bias"), so measurement errors can generate lack of statistical significance, but not coefficients with the wrong sign. However, in general the use of mainly policy variables -not macroeconomic aggregates-in the construction of the indices minimizes the risk of measurement errors. 9 Note that if we have y it-1 on the right-hand side of [1], we always have endogeneity of regressors in [2] , since E[∆y it-1 ∆v it ] ≠ 0 due to the fact that y it-1 and v it-1 are correlated. 10 In this first step, Arellano and Bond (1991) perform an instrumental variable-GLS estimation where the weighted matrix H i is a (T-1) square matrix with twos in the main diagonal, minus ones in the main sub-diagonals and zeroes otherwise, representing the provisional assumption that v it is homoscedastic. Since any positive definite matrix produces a consistent estimation, instead of H i we are using the identity matrix. first estimation are used to estimate an unrestricted covariance matrix, and an instrumental variablegeneralized least squares (GLS) estimation of [2] is performed using again the matrix W. Lastly, we conduct a Sargan test of over-identifying restrictions to test the validity of the instruments and, in order to check multicolinearity problems, we compute the condition number of the matrix of explanatory variables in [2].
11 However, usually only exclusion restrictions are applied to D.
IV
Extreme bound analysis (EBA)
To test the robustness of the correlation between the structural reforms and growth, we use a variant of the extreme bound analysis (EBA) suggested by Leamer (1983) and used in growth regressions by Levine and Renelt (1992) . EBA is a formal specification search that seeks to estimate the size of model uncertainty by systematically changing the conditioning set of information.
The explanatory variables are classified as the focus variable, the free variables (I) and doubtful variables (D). The focus variable is the variable in whose coefficient (β F ) we are interested. The I and focus variables are always in the information set, whereas the D variables can be combined in any arbitrary linear fashion. 11 For a given level of confidence, the upper (lower) extreme bound for β F is the estimate corresponding to the highest upper (lowest bottom) bound out of all the confidence intervals of the different estimates of β F . The linkage between the focus variable and the dependent variable is considered robust if β F remains significant and with the same sign at the extreme bounds. Otherwise, the linkage is defined as fragile.
This extreme bound analysis is particularly pertinent when dealing with ad hoc models that are not supported by a well founded theory and consequently have higher uncertainty in relation to the true model. However, there have been serious criticisms of EBA, specifically in relation to the decision rule for defining a variable as fragile, the risk of introducing multicolinearity, and the risk of omitting relevant variables. Sala-i-Martin (1997) argues that when EBA is used no variable will be robust, since it is enough to find an exception where β F becomes insignificant to regard the focus variable as fragile. The problem with this argument is that the converse is also true: estimating different specifications in ad hoc regressions usually yields a model where β F is significant and of the desired sign. Therefore, the debate is more precisely about how many successes and how many failures in significance or sign should be deemed to determine that a variable is robust or fragile. Sala-i-Martin answers this question by constructing an empirical probability distribution for β F . Given the practical problems associated with such analysis, 12 the "how much is enough" question does not have an objective answer. For instance, when dealing with structural reforms that change entire countries, how many exceptions should we allow before we conclude that the evidence is strong or weak? Still, to partially address this criticism, we try to be as descriptive as possible in reporting the EBA results. Consequently, our EBA will report the extreme bounds, the value and statistical significance of the focus coefficient in the best specification selected according to the Akaike (AIC) information criterion, and the proportion of positive (negative) and significant (insignificant) coefficients found for each focus variable.
Another important criticism is that the EBA can introduce irrelevant variables correlated with the rest of the explanatory variables, thereby inflating the standard errors of the estimated coefficients. However, as long as the causal channels are not clear, a multicolinearity problem may simply mean that the data evidence is weak (Leamer, 1983, p. 34) . Notwithstanding, as a rule of thumb to control this problem we will eliminate any D variable with a correlation coefficient greater than 0.5 with respect to the focus variables, and we will never include in the models D variables with a correlation coefficient greater than 0.5 with respect to one another. Lastly, as stated in the preceding section, in all regressions we will check for multicolinearity using the condition number of the STRUCTURAL REFORMS AND ECONOMIC GROWTH IN LATIN AMERICA: A SENSITIVITY ANALYSIS • RAFAEL CORREA matrix of regressors. Any model with a condition number larger than 20 will not be considered for the EBA. A further and more fundamental criticism is that the EBA can omit relevant variables, making the estimates of β F and Var (β F ) biased. However, this criticism is just a reminder of the weakness of inferences drawn from any ad hoc model, and as long as the EBA uses plausible models, the methodology illustrates rather than causes this problem. Nonetheless, since the best way to minimize the risk of relevant variables being omitted is to rely on a well established theory, the starting point for our analysis will be the augmented Solow model as proposed by Mankiw, Romer and Weil (1992) , and the I variables for the growth regressions will be an empirical application of this model. We start our analysis by estimating the model
The model represents an empirical approximation to the augmented Solow model proposed by Mankiw, Romer and Weil (1992) , where GDP is income per capita; PROT is the rate of growth in the average daily protein intake, used as a proxy for human capital growth; 13 INV represents the investment coefficient and is used as a proxy for physical capital growth, and POP is population growth. Taking first differences to control for individual fixed effects, using time dummies to control for time effects, and managing terms with the dependent variable, the model can be estimated as
where d j are the time dummies and j = 3,…,T. In the Solow framework, the only sources of growth are factor accumulation and the unobserved growth of total factor productivity (g). For this reason, our analysis uses three different dependent variables as proxies for growth and its sources: ∆lnGDP representing growth, lnINV representing factor accumulation, 14 and RES, the residuals of our estimated Solow model, as a proxy for the unobserved g.
Data and classification of variables
Appendix C lists the variables employed in this study, describing each one with its respective source. The main source of the data is IDB.
The paper analyses six focus variables in our EBA: the five reform indices, namely trade liberalization (TRADE), tax neutrality (TAX), financial liberalization (FIN), privatization (PRIV) and labour deregulation (LAB); the arithmetic mean of the indices (SPI); its standard deviation (SIGMA); and policy complementarity, represented as SPI-SIGMA (POLCOM).
The Solow framework also dictates the variables that must theoretically always be included in growth regressions. Therefore, when the dependent variable is ∆lnGDP, the I variables are lnGDP_1, lnPROT, lnINV and lnPOP. For the regressions where the dependent variable is lnINV, the I variables are lnGDP_1, lnPROT and lnPOP, and when the dependent variable is RES, we do not use any I variables.
Eight doubtful variables were selected out of the wide range of variables used in the literature: annual terms of trade growth (TOT), annual inflation (INF), government surplus (GOV), external public debt (DEBT), 13 To represent human capital accumulation, we chose a nutritional variable (PROT) over the school attainment indicators used by most empirical studies of growth. The reason is twofold. First, quality factors are not taken into account when school attainment indicators are used, even though they are crucial if meaningful school indicators are to be obtained in developing countries. Second, when indicators such as average years of schooling or enrolment rates are used, it is never clear if they represent the level or growth of human capital.
14 We exclude human capital growth and population growth since there are no clear channels through which structural reforms can improve them.
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standard deviation of reform indices (SIGMA), financial flows from international organizations (FLOWS), current account surplus (CA) and domestic credit growth (DOCRE). Most of these variables are commonly used in the literature as indicators of short-term policies (GOV and DOCRE), the external situation (CA and DEBT), the situation of international goods markets (TOT) and macroeconomic stability (INF). FLOWS was also included because capital inflows from international financial organizations have a decisive impact on the economic performance of developing countries. Lastly, SIGMA was also selected to control for heterogeneity in the reform process.
The models
Every model will include the respective I variables, the focus variable and up to two doubtful variables. Therefore, including the time dummies, we have up to 10 regressors in the ∆lnGDP regressions, up to 9 in the lnINV regressions, and up to three in the RES regressions. 15 Table 2 shows the correlation matrix for the variables used in the analysis.
As mentioned in Section 4, any doubtful variable with a correlation coefficient greater than 0.5 with respect to the focus variables has been eliminated. In addition, DEBT and CA, DEBT and GOVSUR, INF and GOVSUR, DOCRE and INF and DOCRE and GOVSUR never enter the same regression, since their respective correlation coefficients are greater than 0.5.
Endogenous and exogenous variables
We assume that all the variables, with the exception of TOT and the focus variables, are endogenous with respect to growth. 16 Since INV and RES are sources of growth, we consider the endogeneity assumptions valid for the regressions with any of our three dependent variables. Note that growth in the terms of trade (TOT) is clearly exogenous. However, we consider financial flows (FLOWS) endogenous, since the assistance of international financial organizations usually comes in periods of poor economic performance. Lastly, all the focus variables are considered exogenous, on the assumption that they depend exclusively on policy decisions. Table 3 shows our estimated Solow model. We report the estimates of the first and second steps, but only refer to these latter results. All the explanatory variables have the theoretically predicted sign, and all but lnPROT are significant at the 95% confidence level. Note the strong significance of the coefficient of investment, which was the only variable robustly correlated with growth in the Levine and Renelt (1992) study, and also the strong significance of the negative coefficient of GDP per capita lagged by one period, verifying the existence of conditional convergence. The routine F-test of joint significance strongly rebuts the null hypothesis. In addition, the critical value for the Sargan test using the 95% confidence level is χ 2 20 = 31.41, and therefore we cannot reject the null hypothesis of validity of instruments. Lastly, the condition number of the matrix of explanatory variables does not show multicolinearity problems.
Correlation matrix
The correlation matrix of table 2 has illustrated some results. All indices in that matrix show the expected correlation with growth and investment, with the exception of SIGMA (wrong sign with respect to growth) and FIN (wrong sign with respect to investment). Note also the high correlation between growth and SPI before controlling for temporal trends.
A surprising result in this step is the negative correlation of all the indices and policy complementarity with respect to RES, our proxy for the unobserved growth of total factor productivity. The only focus variable whose correlation coefficient with respect to RES shows the expected sign is SIGMA. These results are all the more startling considering that the most natural way that free-market policies can enhance growth is by improving resource allocation. Table 4 reports the extreme bounds of β F for every focus variable, and the value of β F in the respective best specification according to the AIC criterion. Appendix D describes in more detail the corresponding models and the econometric results.
EBA results
The EBA shows that no focus variable is robustly correlated in the theoretically expected manner with growth or its sources. This lack of robustness includes the average of the policy indices (SPI) and policy complementarity (POLCOM = SPI -SIGMA). Note that the regressions with POLCOM represent the restricted version of the models using SPI and SIGMA, imposing β SPI = -β SIGMA . However, the unrestricted models also yield fragility. In fact, the lowest bound for SPI in the growth regressions includes SIGMA as a doubtful variable (see appendix D).
The only robust relationship is LAB with the residuals of the Solow model, but the correlation is negative, indicating that labour deregulation is actually harming productivity growth. Even if fragile, the best performing focus variable is SIGMA, whose coefficient always has the expected sign in the residuals regressions, indicating that policy dispersion reduces growth by decreasing total factor productivity. Table 4 also shows that FIN, LAB, TRADE and SPI in the case of growth regressions, FIN, TAX and SPI in the case of investment regressions and FIN, PRIV, TRADE and SPI in the case of the residuals regressions enter the best specification with negative sign. Therefore, in a systematic and objective search for the best specification, we should conclude that these reforms are decreasing growth, investment, and productivity growth, respectively. Table 5 reports the distribution of β F according to sign and significance. The table shows that fragility is not caused by just a few exceptions. Rather, FIN, LAB and SPI in the growth regressions, and FIN and SPI in the residuals regressions, show mostly negative correlation with the dependent variables. With respect to investment, the focus variables are generally insignificant.
Bad luck or bad policy?
Since we are controlling for time effects, the EBA's results raise serious doubts about the effectiveness of the policy reforms, irrespective of whether the international factors were positive or negative. However, Easterly, Loayza and Montiel (1997) 
VII
Conclusions
Considering all these premises, the study shows that the evidence for the positive effects of structural reforms on Latin American growth is far from conclusive. In fact, our analysis raises serious doubts about the effectiveness of the policy reforms, since no reform is robustly correlated with growth or its sources with the expected sign; frequently, the reforms enter the respective best specifications for growth and its sources with a negative sign; and it is not difficult to find specifications where the reform indices have significant negative coefficients.
What is more, the only robust relationship found in our analysis is a negative correlation between labour possibility that this favourable situation may actually be the result of higher regional SPI by period. Given the EBA results, however, it is improbable that whereas country-specific changes in the SPI are not robustly correlated with growth, changes in the regional average are. This paper has implicitly argued that controlling for fixed effects, endogeneity, spurious correlation and model uncertainty, and establishing objective procedures in model selection to avoid researcher bias, should be standard procedures in growth regressions, particularly when the findings have powerful policy implications.
STRUCTURAL REFORMS AND ECONOMIC GROWTH IN LATIN AMERICA: A SENSITIVITY ANALYSIS • RAFAEL CORREA deregulation (LAB) and the residuals of the Solow model (RES), indicating that labour deregulation is harming productivity. Financial deregulation (FIN) and the average of the policy indices (SPI) also show only negative coefficients in the RES regressions, indicating that, if anything, they are also harming productivity. Since the free-market reforms of the Washington Consensus should enhance growth, particularly by improving resource allocation, these findings strongly suggest that the Washington Consensus policies are simply not working in Latin America.
The lack of robustness in the positive correlation between reforms and growth does not improve when policy dispersion (SIGMA) is controlled for, even using a policy complementarity index (POLCOM = SPI -SIGMA) or simple unrestricted regressions. However, the SIGMA coefficient generally shows the expected sign when entering the RES regressions, indicating that reform heterogeneity is bad for productivity.
Lastly, even if the foregoing conclusions are not affected by the direction of the time effects during the period, these effects were positive if anything, indicating that the poor economic performance of Latin America was not due to an adverse international environment. This conclusion is consistent with the behaviour during the period of the international interest rate, a crucial variable for regional growth.
This paper has used the same reform indices as were employed to produce most of the evidence being questioned, and although there is room to improve these indices, they represent a major advance in the measurement of Latin American structural reforms, since they explicitly incorporate policy variables and not the assumed outcomes of the reforms.
In future, the availability of longer time series and perhaps better indices may cast more light on the true impact of market reforms on Latin American growth. If the conclusions of the present study are confirmed, however, urgent research will be needed to understand how policies aimed at improving resource allocation can in fact harm productivity. In this endeavour, case studies might be more illuminating than econometric regressions.
Meanwhile, can anyone suggest accelerating the reforms? Quantifying every observation of the respective policy variable in such a way that higher values represent greater neutrality, the value of every index R for country j in year t is given by the function where n is the number of policy variables included in index R, x it is the observation of variable i for country j in year t, and x i (x i ) is the minimum (maximum) value observed for variable i across all countries and years. Econometric issues a) Consistent estimation of β Assuming balanced panels for notational simplicity, the models to be estimated have the general form: y it = x it 'β + η t + α i +v it i = 1,2,….,N. t = 2,…,T.
[B.1] where x it is a K x 1 vector of explanatory variables that can contain the dependent variable lagged one period, endogenous regressors 18 Defined as the ratio between the basic rate and actual collection as a percentage of GDP.
(E[x 1 it v is ] ≠ 0 for t = s) and strictly exogenous regressors (E[x 2 it v is ] = 0 for all t,s ); β is a K x 1 vector of constants; η t and α i are the unobserved time and individual specific effects, respectively; v it is the error term; and in general E[α i | x it ] ≠ 0.
STRUCTURAL REFORMS AND ECONOMIC GROWTH IN LATIN AMERICA: A SENSITIVITY ANALYSIS • RAFAEL CORREA
Taking first differences to sweep out the individual effects, and introducing dummies to estimate the time effects, we have:
where d t is a (T-2) x 1 vector of dummies representing the periods 3,4,…, and φ is a (T-2) x 1 vector of constants. it-2 ∆v it ] = 0. Therefore, under the former identifying assumptions and having T ≥ 3, there are instruments for the consistent estimation of β.
b)
Two-step GMM estimator The two-step GMM estimator proposed by Arellano and Bond (1991) i1 ',…, x 1 it-2 '; x 2 i1 ',…, x 2 iT '). This instrumental matrix exploits optimally the orthogonality with respect to ∆v it of values of y it and x 1 it lagged two or more periods and all values of x 2 it . In actual estimation we use a subset of the former orthogonality conditions, choosing the instrumental matrix W = (Z, d), where Z = (Z 1 ' ,…, Z N ')', and Z i = diag (y i1 ;…, y it-2, ; x 1 i1 ', …, x 1 it-2 '; ∆x 2 i3 ', …, ∆x 2 it ').
The estimation is done in two steps. Firstly, an instrumental variable estimation of [B.2] is performed using matrix W. This estimation is consistent but inefficient if ∆v it is not homoscedastic. Using the residuals of this first estimation, an unrestricted covariance matrix for ∆v it is estimated and an estimation is carried out for [B.2], once again using the matrix W and the covariance matrix previously estimated.
] the two-step GMM estimator has the form:
and where ∆v § § § § § i is the vector of residuals of the first step estimation, ignoring A N in [B.3] .
c) Sargan test of over-identifying restrictions
Since we have more instruments than parameters to be estimated, the models are over-identified. Using these over-identifying restrictions, we can test the validity of instruments using the statistic
where ∆v is the vector of residuals of the second step. Under the null hypothesis of validity of instruments, the s statistic is asymptotically distributed as χ , where r is the number of overidentifying restrictions, i.e., the difference between the columns of W and the number of estimated coefficients. A rejection of the null hypothesis suggests, for instance, that one of our assumptions -residuals not autocorrelated in [B.1] and/or endogenous but weakly exogenous regressors-is not true. 
