Computer based simulations for the reaction of nitrogen(II) oxide with the hydroxyl radical have been used to estimate the error associated with the pseudo-first order approximation under different simulated conditions. For the absolute rate coefficients, calculated by dividing the pseudo-first order constant by the concentration of the reactant in excess, the analysis of the relative error associated with working under pseudo-first order conditions shows that for a reactants' ratio higher than 10, the relative error is less than 5%.
INTRODUCTION
The pseudo-first order approximation is an important technique used by kineticists to extrapolate absolute rate coefficients (kII) of second order reactions with simple mathematical calculations (1, 2) . The pseudo-first order approximation relies on the fact that, in case of a substantial difference between the initial concentrations of the reactants in a second order reaction, the disappearance of one reactant over time would only marginally affect the concentration of the other, and therefore, effectively reduces the order of the reaction from two to one. When the difference in the concentration of the reactants is large enough, pseudo-first order conditions are established. On the other hand, when the ratio of the concentration of the reactants approaches each other, the error associated with the absolute rate coefficient extrapolated with first order formalism increases dramatically, and the pseudo-first order approximation breaks down. With the advent of more sophisticated mathematical algorithms (3) , it has been argued that working under pseudo-first order conditions could be considered obsolete. In addition to that, as shown in Table 1 , there is substantial confusion with regards to the term of pseudo-first order conditions. Table 1 lists the conditions required for pseudo-first order according to different authors. The statement "to a great excess" has been interpreted by more than ten authors (3), but, as shown in Table 1 , there is currently no systematic theoretical treatment addressing this limitation that has been accepted by the scientific community. Sicilio and Peterson thus implied that looking at the decay in its entirety could possibly lead to better fits under pseudo-first order conditions. This is not the case for two main reasons: First, in a pseudo-first order reaction, the researchers usually build the kinetic profiles by plotting the concentration of the reactant in deficit over time. When the reaction gets close to completion, the reactant in deficit is almost completely exhausted and its presence is more difficult to detect. Therefore, the relative error becomes more important in comparison with the signal it generates. Second, as shown in Table 2 , the propagation of errors in a semi-log plot, such as a first order plot, the relative error for lower values is substantially higher. Peterson on the basis that most kineticists work under experimental conditions that are well within the range of functionality allowed for the pseudo-first order conditions.
Corbett (8) , published simulation results for a hypothetical reaction, again in the very same journal, showing that a 2% error could be achieved even if the initial ratio of concentrations of the two reagents was about 2. Other references (6, 7, 9, and 10) discuss the limits of the pseudo-first order conditions, but do not provide a theoretical framework to support their discussions. One of the controversies in the kinetic community is whether the pseudo-first order approximation is a reliable tool. Although the pseudo-first order approximation is used almost since the inception of chemical kinetics as a specific discipline (7), modern techniques such as non-linear least square fitting without any transformation of axis made possible by modern computer processing, make the this approximation look at least obsolete if not inadequate (6) , anonymous reviewer to (1) and anonymous reviewer to the present work. The question is open for discussion in the kinetic community, and while the present work is not designed to take a stand in either direction, it is the intention of the author to produce a solid background for the estimate of the error introduced by working under pseudo-first order conditions.
More recently, the robustness of the pseudo-first order conditions was reviewed by
Schnell and Mendoza (11), and by Pedersen and Bersani (12) . These more recent studies are focused on applications of the pseudo-first order approximation to the analysis of enzymatic reactions. Instead of helping to reach conclusions of broad validity, their application is limited to a very narrow field of the art.
MATERIALS AND METHODS
Computer simulations of chemical kinetics have been used since the 1970s (13) and currently are a well-established methodology to mimic chemical systems (14) . Java- Followed by stabilization of the adduct:
The decomposition of the energized adduct back into the original reactants:
[ The different estimates for the percentage errors are tabulated and analyzed. Table 3 shows the absolute rate coefficient calculated with NASA-JPL expression (19) 
RESULTS AND DISCUSSION
Hydroxyl radical temporal decays were simulated for at least three orders of magnitude,
i.e. from 10 12 [molecules cm -3 ] to 10 9 [molecules cm -3 ] respectively at 50, 200, and 500
Torr at 298.15 K. ] is determined as the least square slope of the linear fit.
Once the absolute rate coefficient is extrapolated for each different simulated condition, its value is compared with the literature value used as input in the simulation mechanism. The relative error is then calculated with Equation 9. Table 4 illustrates the output of the relative error calculation on the absolute rate coefficient derived in the simulation done in the present study. The data tabulated in Table 4 show that for r greater than 10 the relative error introduced by using the pseudo-first order approximation is less than 5%. If the absolute rate coefficient instead of being calculated independently as the ratio of the pseudo-first order constant k^ by the concentration of nitrogen(II) oxide are calculated with the second order plot, a ratio as low as 5 can be attained with an error less than 5%. The data of Table 4 are reported in Figure 4 where the relative percentage error is plotted against the relative concentrations of the reactants. If a 5% relative ratio is considered to be acceptable, then the conclusions of O'Ferral and Miller (5) would set the tone for the proper determination of an acceptable level of uncertainty associated with pseudo-first order conditions. 
CONCLUSIONS
Computer based simulations for the reaction of nitrogen(II) oxide with the hydroxyl radical have been used to estimate the error associated with the pseudo-first order approximation under different simulated conditions. The analysis of the relative error associated with the pseudo-first order conditions shows that for a reactants' ratio higher than 10, the relative error is less than 5%, thus supporting the view expressed by O'Ferral and Miller (5) and Kiss (3) . Further and more comprehensive research may be needed to generalize these results, with specific reference to more complex systems like the reaction of nitrogen(IV) oxide with the hydroxyl radical (21) . Other aspects of this problem suitable for further investigation are related to the transferability of the conclusion of the present study to the practicality of experiments, especially in the range of low signal to background ratio, where it is not always possible to observe a temporal profile for three orders of magnitude.
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