This is the first entry in a planned series aiming to establish a new and simpler formalism for studying the geometry of smooth manifolds with a metric, while remaining close to standard textbook treatments in terms of notation and concepts. The key step is extending the tangent space at each point from a vector space to a geometric algebra, which is a linear space incorporating vectors with dot and wedge multiplication, and extending the affine connection to a directional derivative acting naturally on fields of multivectors (elements of the geometric algebra). A short introduction to geometric algebra is included in the text. The theory that results from this extension is simpler and more powerful than either differential forms or tensor methods, in a number of ways. The multivector directional derivative obeys a powerful product rule. Simple conditions are obtained for metric-compatibility and torsion-freeness of the connection coefficients, and derivatives with torsion are treated with no extra difficulty. The conceptual distinction between multivectors and tensors is clarified. The covariant derivative of tensor fields is derived from a simple chain rule. Arbitrary metric signatures are treated in generality. The curved-manifold equivalents of the gradient, divergence, and curl operators are investigated, and the (generalized) torsion-free curl is shown to be equivalent to the exterior derivative of differential forms. Unlike most traditional treatments, the entire formalism is developed in terms of completely arbitrary vector bases, which may or may not be coordinate bases and may or may not be orthonormal. Methods of geometric algebra have previously been applied to vector calculus with great success -this is a new way of extending those methods to calculus on curved manifolds.
1 Introduction solving classical central motion problems [4] . For a survey of other benefits of GC, consult [4, 6] . This article presents a new extension of the methods of GC to the context of curved manifolds. Underlying the geometric calculus approach is the extension of inner product vector spaces by the methods of geometric algebra. In geometric algebra, vectors interact through a dot (inner) and wedge (outer) product, from which more general elements called multivectors can be constructed. The multivectors (A, B, . . .) form a linear space under addition and multiplication by real scalars, and include vectors (a, b, . . .) and scalars (α, β, . . .), as well as higher "grade" objects called k-vectors (formed by wedging k linearly independent vectors, and visualized as k-dimensional parallelepipeds) as linear subspaces. General multivectors can be combined through the dot product A · B and the wedge product A ∧ B, which are both derived from a more fundamental associative product AB called the geometric product, which is discussed in more detail in later sections. Acting on vectors, the dot and wedge product each have their usual properties and interpretations from vector and exterior algebra. A more thorough introduction to geometric algebra is given in Section 2.
Since the geometric algebra approach assumes the existence of an inner product from the start, there is no need to introduce the dual vector space of linear maps. For any basis e i for vectors in geometric algebra, rather than introducing a dual basis in the dual space, one introduces a "reciprocal basis" e i of vectors living in the same vector space, defined so that e i ·e j = δ i j . This will be important throughout our treatment, since many quantities (for example the connection coefficients and Lie bracket coefficients) have their simplest expression in terms of a pair of reciprocal bases. Since the reciprocal basis vectors, unlike dual basis forms, are in the same space as the original basis, they can be used more straightforwardly and unambiguously in many applications, without any loss of generality. (For example, a tensor can be expressed in terms of either covariant or contravariant components without the technical step of changing its "type".) This is a major conceptual advantage over standard methods.
Even for those not interested extending the tangent space to include multivectors, or in studying the multivector directional derivative, the present formalism and notation offers various benefits over standard treatments of differential geometry on smooth manifolds:
• Component-free notation is fundamental, while components and indices can be introduced easily as necessary.
• Unified treatment of holonomic (coordinate), orthonormal, and arbitrary bases for the entire formalism.
• The formal distinction between vectors and dual vectors is reduced to a distinction between components and dual components of the same geometric object (a vector) relative to a pair of related vector bases. The same applies to tensors.
• Simple expressions for affine connection coefficients in an arbitrary (e.g. non-holonomic) basis.
• Direct (rather than axiomatic) extension of the affine connection to tensors by chain rule.
• Full incorporation of tensor calculus and differential forms, with simple expressions for the exterior derivative and tensor derivative.
• Spinors and other fields associated with a Clifford bundle are naturally incorporated in the multivector approach, with simpler notation and a unified treatment of the derivative.
Given any smooth manifold, to make use of the above benefits, one is free to place on it an unspecified metric, and work under the assumption the metric is unknown. Working in this way both allows use of the present formalism, and provides an illuminating look at which aspects of geometry are metric-independent by searching for results where the metric does not come into play. Now a summary of the main results:
• Let e i be an arbitrary set of basis vector fields (i.e. an arbitrary frame). There exists a reciprocal frame e i defined by e i · e j = δ i j . Metric coefficients and Lie bracket coefficients in the basis are defined by e i · e j = g ij , [e i , e j ] = L ijk e k , and connection coefficients in the basis are defined by D e i e j = Γ ijk e k for an affine connection D.
• There are three important types of special basis: orthonormal, holonomic, and gradient. An orthonormal basis is one such that g ij = η(i) δ ij with η(i) = ±1. A holonomic basis is one such that L ijk = 0 (coordinate bases are holonomic). A gradient basis is one such that e i = ∇ϕ i (gradient ∇ defined later) for some set ϕ i of scalar fields. An orthonormal basis is reciprocal to an orthonormal basis. A holonomic basis is reciprocal to a gradient basis, and vice-versa.
• Metric-compatibility and torsion-freeness of the connection are expressed, respectively, by
Thus if general connection coefficients are written as Γ ijk = 1 2 ∂ e i g jk − ∂ e k g ij + ∂ e j g ki + 1 2 (L ijk − L jki + L kij ) + χ ijk it immediately follows that the Levi-Civita connection is given by χ ijk = 0. In general the χ ijk are called "contorsion coefficients". Despite their simplicity, the above formulas for the connection in an arbitrary basis are surprisingly rare (though not new).
• The affine connection is extended to a "multivector directional derivative" (MDD) by demanding the product rule D a (AB) = D a (A) B + A D a (B) hold on all multivectors A, B. MDDs are defined axiomatically, and proved to exist in bijective correspondence with metric-compatible affine connections. The existence of this bijection is the most important new result of the paper. It is also proved that MDDs are grade-preserving, and that a product rule like the one above also holds for both the dot and wedge products.
• MDDs are extended to act on tensor fields by a direct chain-rule computation. For example if T (A, B) is a multilinear function (tensor) with multivector inputs A, B then, by the chain rule, its tensor derivative DT is the multilinear function where a is a vector. The relation of this expression to the chain rule is clarified in the text. In terms of tensor coefficients, this becomes the usual
In general DT is equivalent to the usual extension to tensors of the affine connection, but has a more direct interpretation. While the above may not look so straightforward, consulting any textbook shows that the standard extension is actually far more indirect.
• An MDD operator is not a tensor, since in general D a (ϕA) = ϕD a (A) for scalar fields ϕ. However, the difference (D −D) between two MDDs is a tensor. Hence Γ ijk do not transform like tensor coefficients, but χ ijk do.
• In this formalism, one normally thinks of the metric coefficients, rather than the metric tensor. But if desired, the metric tensor can be formally defined byĝ(a, b) = a · b. Then its tensor derivative is Dĝ = 0 by metric compatibility.
• The gradient operator D associated with an MDD D is defined by DA = e i D e i A on a multivector field A and shown to have some useful properties, including that gradient
is equal to the divergence (D · A ≡ e i · D e i A) plus the curl (D ∧ A ≡ e i ∧ D e i A). Multivector fields with zero gradient are the n-dimensional analogue of complex analytic functions.
• The unique torsion-free MDD is defined as ∇ and its gradient operator ∇ = e i ∇ e i is a special case of D above. It is proved that
is completely equivalent to the exterior derivative of differential forms. Consequently, ∇∧ is independent of the metric even though ∇ is metric-compatible. Identifying the exterior subalgebra of geometric algebra with the space of forms, the theory of differential forms is totally subsumed.
These results form a strong foundation for the geometric manifolds framework, illuminating useful facts about the connection, demonstrating how tensor calculus and differential forms are subsumed, and providing powerful methods for multivector manipulation. An important aspect of the geometric calculus approach is that it allows simpler descriptions of physical systems. To see how this plays out in the present formalism, let's look at an example from physics. Consider three ways to express the Lagrangian density for electrodynamics in curved spacetime:
Tensor calculus:
Differential forms:
Geometric calculus:
The corresponding equations of motion are Tensor calculus:
The geometric calculus operations here are exactly what they look like: they generalize the divergence and curl from vector calculus. In contrast, the differential forms version looks concise, but a lot of complexity is hidden in the Hodge star operator, and the definition of d is relatively abstract. The tensor version is written in terms of components rather than geometrically invariant objects, and has indices which can pile up quickly in more complicated theories. There are three different derivatives in the electrodynamics comparison above. Tensor calculus has the covariant derivative ∇ µ , differential forms has the exterior derivative d, and geometric calculus (as we will develop it below for curved manifolds) has a directional derivative ∇ a and its associated gradient operator ∇ which appears in the equation. In all cases, there are two equations of motion: one expresses that the metric-compatible divergence of F is equal to the source current, the other expresses that the curl (equivalently, exterior derivative) of F is zero.
As seen by inspecting the equations of motion, the first two formalisms are each suited to a different task. The differential forms exterior derivative d doesn't depend on the existence of a metric, but, for the same reason, it can't easily express a metric-compatible covariant derivative (information about the metric is hidden in the Hodge star operator). The tensor covariant derivative ∇ µ , on the other hand, is metric-compatible, but doesn't easily express metric-independent concepts like the exterior derivative. Geometric calculus has the best of both worlds: ∇ and the underlying ∇ a are metric-compatible, but nonetheless ∇∧ is equivalent to the (metric-independent) exterior derivative! This ability to express both metric-dependent and metric-independent concepts simply is part of what allows both Maxwell equations to be expressed concisely in geometric calculus. As an added simplification, in geometric calculus the two equations of motion combine to the more fundamental single equation ∇F = J (the divergence and curl are then the vector and trivector parts of this equation, see later sections), which is especially useful since ∇ can be inverted by an integral formula, allowing a direct calculation of F which is impossible in the other formulations.
Another benefit of the multivector approach in physics is the unified treatment of tensor and spinor fields. To see why, compare the Maxwell and Dirac theories within this formalism. As discussed already, Maxwell's equation in spacetime reads ∇F = J for the field strength bivector F and source current vector J. Dirac's equation, meanwhile, reads [7] ∇ψ = mψI , where the spinor ψ is an even-grade multivector, and I is a multivector called the unit pseudoscalar. Both equations are equalities of multivectors, and both make use of the same derivative: the multivector gradient. What a unification! Previously, methods of differential geometry have been integrated with geometric algebra in several ways. Well-known instances include the theory of "vector manifolds" [3, 8] , in which intrinsic geometry is developed using methods similar to extrinsic differential geometry in R n , and "gauge theory gravity" [9] , in which geometry is developed analogously to the study of gauge fields in flat space. While both very useful, both undertake a fundamentally different context from the present study. A number of other works also make use of approaches similar to ours [10] [11] [12] [13] [14] [15] , but none of these attempts a similar systematic treatment or obtains the same results. The emphasis of the present work is to provide a simple notation and understandable framework, welcoming to those who have studied basic general relativity or Riemannian geometry, while making full use of the power of geometric algebra. The major new result is that multivector directional derivatives are defined axiomatically and proven to exist, and useful properties are derived and proven from the axioms. Also important are the proofs that tensor calculus and the calculus of differential forms are strictly included within the theory. This set of results invites future axiomatic treatments where multivectors are given priority from the start.
Throughout the rest of the article, the new formalism is developed axiomatically and in detail, beginning with an introduction to geometric algebra and the geometric tangent space on manifolds, passing through the standard theory of affine connections and vector calculus, establishing the multivector calculus formalism, and relating the new results to tensor methods and differential forms.
Geometric algebra
A basic review of geometric algebra (GA) is in order, both as an introduction for the uninitiated, and to set notation. For more detailed reviews, there are a number of useful options: the books and survey by Macdonald [5, 6, 16] give a clear and basic introduction, the book by Doran and Lasenby [4] highlights many applications to physics, and the original monograph by Hestenes and Sobczyk [3] provides a more complete theoretical development. Each of these references makes use of somewhat different conventions, but are still mutually intelligible. Our conventions here are in line with those of Macdonald.
Those familiar with differential forms will notice that geometric algebra and exterior algebra have some similarities. In fact, GA can technically be viewed as an extension of exterior algebra, since it contains exterior algebra (under the wedge product) within it. Likewise, the geometric manifold approach strictly extends the theory of differential forms, although the point of view is rather different. But the GA approach is so much more straightforward and powerful that it may be better to forget about differential forms entirely and start from scratch. This simplification is possible because the GA approach fundamentally incorporates the metric from the beginning, while differential forms goes out of its way to avoid invoking the metric; but manifolds describing physical spaces always have a metric. Despite this, we will still show that the (metric-independent) exterior derivative of differential forms has a natural expression within this formalism. Some readers may also find it useful to know that a geometric algebra is mathematically the same as a Clifford algebra. The difference is that treatments under the moniker "geometric algebra" (which was the name chosen by Clifford himself [17] ) prefer to emphasize the role of GA as a natural way to represent and manipulate vectors, planes, and other geometric objects in space, rather than emphasizing abstract properties.
Geometric algebra is not an arbitrary abstraction. Rather, as its adherents (author included) like to insist, it is the natural language for discussing oriented lengths, areas, and volumes in physical space [18, 19] . Its basic objects are multivectors, which can be visualized as (sums of, see below) k-dimensional parallelepipeds or oriented k-planes through the origin in N -dimensional space. These parallelepipeds range from dimension zero (scalars), and one (vectors), up to the dimension N of the ambient space. Multivectors, like vectors, should be thought of as primitive elements of physical space, unlike tensors and forms which are derived abstractions. To understand why GA is so fundamental, it helps to distinguish between abstract vectors, which are elements of a linear space, and for which the concepts of length and angle are not meaningful, and physical vectors, which are elements of a linear vector space with inner product, and for which length and angle are essential features. The algebraic rules of GA are natural for physical vectors, and are intimately tied to what it means to be a vector in a space with lengths and angles. Convincing the reader of such a huge claim is not the point of this article, however, and we'll introduce the topic in a manner more focused on the task at hand, which might seem somewhat arbitrary at a first exposure. If so, a few hours with the references listed above should provide a healthy cure. Either way, the benefits here for the manifold theory at least should eventually be clear.
A geometric algebra is a linear space which can be built on top of an inner product vector space, by adding in the additional operation of wedge multiplication. The dot (inner) product a · b of vectors is a scalar, while the wedge (outer) product
of two vectors is a new type of object called a 2-vector. In GA scalars (0-vectors), vectors (1-vectors), 2-vectors (also called bivectors), and higher order k-vectors (formed by additional wedging, and visualized as k-dimensional parallelepipeds) are all a part of the same linear space, which is called the space of multivectors. The order k of a k-vector is called its grade, and k-vectors of different grade are linearly independent from one another. The wedge product is antisymmetric on vectors and associative on all multivectors (thus totally antisymmetric under vector swaps), so that k-vectors a 1 ∧ . . . ∧ a k can be formed all the way up to the dimension N of the vector subspace. An essential aspect of GA is that k-vectors can be linearly independently added, so that an arbitrary multivector is written
where k is called the grade operator, which picks out the k-vector part of a multivector. When different grades are added together they do not combine, and should be visualized as the formal sum of two separate parallelepipeds. The ability to add together different grades is leveraged to combine the dot and wedge products into a more fundamental operation called the geometric product, which acts on vectors a and b by
so that the geometric product ab of two vectors is equal to a scalar plus a 2-vector. More generally, the geometric product of arbitrary of multivectors is written AB and from a technical perspective is considered the fundamental operation of GA (not derivable from other operations, an elementary construction is given by [19] ). The geometric product is associative and distributes over addition, but is not commutative. The dot and wedge products for general multivectors, meanwhile, are defined in terms of the geometric product. For pure-grade multivectors A j (a j-vector) and B k (a k-vector) the dot and wedge are defined by
so that the dot (wedge) product acts as the maximally-grade-lowering (maximally-grade-raising) component of the geometric product. This definition is extended to arbitrary multivectors, which can be written as sums of pure-grade multivectors, by linearity. On vectors the dot and wedge amount to a · b = (ab + ba)/2 ,
which could also be derived from the earlier expression for ab using a · b = b · a and a ∧ b = −b ∧ a.
There is another useful identity for vectors [6] , written
but in general
There is no need to introduce a basis to work in GA, since one typically works directly with vectors and multivectors, rather than with components. But introducing a basis is sometimes useful. One typically starts with a vector basis e i which can be extended to a canonical multivector basis e J by wedging the vector basis elements (more details below in the discussion of geometric manifolds). Every vector basis e i has a unique reciprocal basis e i such that e i · e j = δ i j .
Which one has the upper and which one has the lower index is arbitrary, this is simply a pair of two vector basis sets which are mutually reciprocal. Reciprocality is a property of basis sets, and there is no such thing as the reciprocal of an individual vector (although a vector does have reciprocal components a = a i e i = a i e i relative to a pair of reciprocal bases). Even when a basis is introduced, all expressions in GA are independent of the basis choice. For example a vector a can be decomposed with respect to two different bases e i andẽ i in the same equation without confusion,
as the equation itself is independent of any basis choice. The concept of "change of basis" is not particularly important in the GA formalism, but if one desires to do so, one writes, for example, a = a i e i = a i (e i ·ẽ j )ẽ j =ã jẽ j to go from basis e i to basisẽ i . Components are used, but they are never removed from the context of well-defined expressions, where they always explicitly multiply basis vectors. Equalities are always written as equalities of multivectors and not equalities of components. The possibility of adding together multivectors of various grades, combined with the identification of the geometric product as the fundamental type of multiplication, is what makes GA significantly more useful than differential forms, tensor algebra, or other similar formalisms. Geometric algebra has already been shown in numerous examples to be a natural setting for physics, geometry, and calculus [6] . In what follows, a formalism is established so that GA can be applied to tangent vectors at each point of a manifold.
Geometric manifolds
A geometric manifold is a smooth manifold with a metric (i.e. a pseudo-Riemannian space) whose structure is extended to include a geometric algebra of multivectors tangent to each point, such that the geometric algebra dot product is equivalent to the metric. This section defines the basic concepts and notations underlying the theory of geometric manifolds, including introducing the geometric tangent space, defining smoothness of multivector fields, and establishing a formalism for smooth basis fields. While parts of this section are unavoidably terse and dense with definitions, readers familiar with textbook differential geometry and geometric algebra should find the definitions intuitive, and can advisably get away with skimming this section in a first reading. Throughout the article, both in this section and otherwise, we assume the conventions of Lee [20, 21] for smooth and Riemannian manifolds, and the conventions of Macdonald [5, 6, 16] for geometric algebra; these may be used for review and reference.
First, a word about notation. Symbol use will generally abide by the following standards: tensor fields e i , e j , E i , E j , . . . basis vector fields (basis frames) e J , e K , E J , E K , . . . basis multivector fields (multivector frames)
The subscript a in D a and ∇ a is a vector, not a basis index. Rather, D e i would be the derivative in the e i basis direction. Several types of directional derivative appear (affine, multivector, tensor), but there is no danger of ambiguity (except as addressed in Definition 26), since all others derive from the multivector directional derivative, and each is made clear in context. The upper and lower indices in basis frames, for example in e i and e j , refer to a pair of reciprocal bases (that is, two sets of basis vectors mutually chosen such that e i · e j = δ i j ). However, upper and lower index placement for coordinates is meaningless, so x i ≡ x i . The symbols e i and E i refer to arbitrary basis frames; whether such frames are orthonormal, holonomic, or neither depends on context. Likewise, the symbol g ij may refer to the metric in any basis, depending on context, and is not reserved for the coordinate basis metric. We assume the Einstein summation convention, so that repeated indices are always summed unless it is explicitly stated otherwise (this excludes indices inside a function argument, for example i in η(i), so that η(i)a i δ ij would be summed but η(i)δ ij would not). The term smooth implies that at least as many derivatives exist as are needed for any calculation, but need not imply infinite differentiability. Fields (scalar, vector, etc.) on a manifold can generally be assumed to be defined only locally in a neighborhood of some point, unless the field is explicitly said to be defined globally. Now, on to the formalism.
Let M be a smooth manifold. The tangent vector space T p M is constructed in the usual way (see [20] ) in terms of the directional derivative of scalar fields. A tangent vector is denoted a, and an arbitrary basis for the tangent space is denoted e i . The reciprocal basis to e i is denoted e i so that e i · e j = δ i j . In terms of basis components, a = a i e i = a i e i . Within this notation, the directional derivative of a scalar field ϕ in the direction of a tangent vector a is denoted ∂ a ϕ rather than the usual standard notation aϕ. This emphasizes that the tangent space is the space of "directional derivative directions".
Our formalism reduces the emphasis placed on coordinate systems and the coordinate tangent basis. However, since directional derivatives must ultimately be evaluated in a coordinate basis, and the tangent space is defined in terms of coordinate tangent vectors, a special notation for coordinate bases must be introduced. Thus, for a smooth coordinate system x i , denote the coordinate tangent basis by e(x i ) such that ∂ e(x i ) ϕ = ∂ϕ ∂x i . This essentially makes the identification ∂ e(x i ) = ∂ ∂x i so that e(x i ) is the tangent vector pointing in the direction of the coordinate partial derivative. This is slightly different from the standard point of view, where the vector is identified with the directional derivative itself.
To be as clear as possible, here is a comparison between the present and standard notations. For an arbitrary basis:
Arbitrary Basis Tangent Vector Directional Derivative
Standard Notation:
(uses coordinates)
X Xϕ
New Notation:
And for a coordinate tangent basis (for coordinates x i ):
Coordinate Basis Tangent Vector Directional Derivative Standard Notation:
Note that for coordinates (but not basis vectors) index placement is meaningless (so that x i ≡ x i ) and is chosen for notational convenience. With the smooth manifold notation set, the geometric structure can be defined.
To ensure that the geometric structure is smooth it is initially defined in terms of a coordinate system x i with coordinate tangent basis E i = e(x i ). Define a metric on M by the dot product E i · E j = g ij where g ij are smooth coefficients forming a symmetric invertible matrix (with smooth inverse g ij ) at each point. This g ij is the matrix inverse of g ij so that g ij g jk = δ i j . Define the reciprocal coordinate basis by
Any vector a can be expressed by a = (a · E i ) E i in the coordinate basis. Given the metric, the tangent space T p M at each point forms an inner product space. Each tangent space can be extended to a geometric algebra GT p M , called the geometric tangent space at p. Elements of GT p M are called tangent multivectors to M at p. With this structure M is a geometric manifold: a smooth manifold equipped with a metric and a geometric tangent space at each point, such that the geometric dot product of vectors is equivalent to the metric.
The coordinate vector basis E i generates a canonical multivector basis at each point in the following standard way. Let J be a (nonrepeating, unordered) set of valid indices for E i . Denote by E J the wedge product E J = E j 0 ∧ . . . ∧ E jn , with the product taken over all j i ∈ J, such that the indices j i strictly increase towards the right (when J is the empty set E J = 1). The set of E J for all index sets J forms a basis for multivectors in GT p M . Every multivector field A can be uniquely expressed in the canonical coordinate basis by A = A J E J , where A J are scalar field coefficients. A multivector field is considered smooth when the coefficients A J are smooth in the canonical coordinate basis. This implies that a vector field a is smooth if and only if the scalar fields (a · E i ) are smooth. Let M VF (M ) denote the space of smooth multivector fields on M .
Consider a collection of vector fields e i which form a basis for T p M at each point. There exists at each point a reciprocal basis e i such that e i ·e j = δ i j . The e i are called a set of smooth basis vector fields, or a smooth basis frame, if the scalar fields (e i ·E j ) and (e i ·E j ) are all smooth. For any smooth frame, the inverse metric and reciprocal basis are defined analogously to the coordinate basis case above, and any vector field can be expressed by a = (a · e i ) e i . Any smooth frame generates a canonical multivector frame e J = e j 0 ∧ . . . ∧ e jn analogous to the canonical coordinate frame above, and every multivector field has a unique expression A = A J e J in this frame, where the A J here are different scalar field coefficients than in the coordinate basis. It can be shown that, under the the given definitions, multivector fields are smooth if and only if their coefficients are smooth in the e J basis for any smooth frame e i . All basis frames and multivector fields are assumed smooth unless it is explicitly stated otherwise.
An arbitrary smooth basis frame e i is characterized by two important quantities, the metric coefficients g ij and Lie bracket coefficients L ijk defined by
[e i , e j ] = L ijk e k (Lie bracket defined later). The corresponding reciprocal frame e i is defined by e i ·e j = δ i j as always, so that e i = g ij e j expresses the reciprocal basis using the matrix inverse of the metric.
There are three important types of special basis: orthonormal, holonomic, and gradient bases. They are defined as follows:
Arbitrary
Orthonormal Holonomic Gradient
Definition:
Reciprocal to:
Orthonormal Gradient Holonomic
To clarify the notation above, a basis is a gradient basis if there is a set of scalar fields ϕ i such that each basis field e i is the gradient of one of the ϕ. The gradient operator ∇ will be defined later. The function η(i) = ±1 (for each index) determines the metric signature, and often one writes the orthonormal metric as η ij ≡ η(i) δ ij . It is shown below that every holonomic basis is reciprocal to a gradient basis, and vice versa. Moreover, it is easy to verify that the reciprocal to an orthonormal basis is also orthonormal. In particular an orthonormal basis obeys e i = η(i) e i = ±e i , so an orthonormal basis in Euclidean signature is self-reciprocal. Given a coordinate system x i , the coordinate basis e(x i ) is holonomic. On the other hand, each individual coordinate x i can be treated as a scalar field. The gradient works out to ∇x i = g ij e(x j ), ensuring that ∇x i forms a basis which is reciprocal to e(x i ). Since it will be shown later that on scalar fields ∇ϕ = ∇ ∧ ϕ = dϕ, we typically write the coordinate gradient in the more suggestive notation dx i . Thus the situation for a coordinate system x i can be summarized by
Coordinate Basis
Coordinate Gradient Basis
Type: Holonomic Type: Gradient which are mutually reciprocal with the reciprocality relation
Note that the dx i basis here is still a vector basis living in the same vector space as the coordinate basis. No dual vector space was introduced. In this form, the coordinate gradient basis has the usual properties of the dual basis dx i , but within a simplified formalism and with a simpler interpretation: the vector field dx i ≡ ∇x i is precisely the gradient of the scalar coordinate functions. More broadly, Frobenius' theorem (see Sections 3.7 and 2.15 of [22] for a particularly applicable version of the theorem) guarantees that every holonomic basis is equivalent to a coordinate basis. Similarly, the scalar fields defining any gradient basis provide a coordinate system (the Jacobian is constrained by the basis condition). Therefore holonomic and gradient bases come in pairs, and may always be thought of as arising from a coordinate system. This guarantees that at every point in M one can choose a smooth local holonomic or gradient basis as desired. It is also straightforward to show there exists a smooth local orthonormal basis at every point.
This context is sufficient to begin the study of differential geometry on geometric manifolds.
Scalar and vector fields
Differential geometry begins with the directional derivative of scalar fields. The notation mentioned earlier is now formally defined.
Definition 1 (Scalar-field directional derivative). The scalar-field directional derivative ∂ a ϕ of a scalar field ϕ in the direction of a vector a at point p is defined by
where a(ϕ) is the usual action of the tangent vector a on ϕ from the theory of smooth manifolds. Thus in coordinates x i with associated basis e(x i ), the scalar-field directional derivative for a vector a = a i e(x i ) is given by
By definition the directional derivative is defined at a point, and returns a scalar. When a vector field is provided as the direction argument, the derivative is evaluated pointwise, and the resulting output is a scalar field. If α, β, ϕ, ϕ 1 , ϕ 2 are smooth scalar fields and a, b smooth vector fields, the scalar-field directional derivative has the properties ∂ (αa+βb) ϕ = α∂ a ϕ + β∂ b ϕ and ∂ a (ϕ 1 ϕ 2 ) = (∂ a ϕ 1 )ϕ 2 + ϕ 1 (∂ a ϕ 2 ). By definition, two smooth vector fields a, b are equal if and only if ∂ a ϕ = ∂ b ϕ for all ϕ. This directional derivative notation provides a nice coordinate-independent notation to define the Lie bracket.
Definition 2 (Lie bracket). For any two smooth vector fields a and b, there exists a unique smooth vector field c = [a, b], called the Lie bracket of a and b, such that
for all scalar fields ϕ.
Uniqueness follows directly from the definition of vector fields, and existence can be proven by a straightforward calculation in coordinates. That calculation reveals that in any coordinate system x i , the Lie bracket of vector fields a = a i e(x i ) and
The Lie bracket has some useful properties.
Proposition 3 (Lie bracket properties). Let a, b, c be smooth vector fields, and α, β be smooth scalar fields. Then
(scalar-field multiplier formula)
Any coordinate basis has the commutators [e(x i ), e(x j )] = 0. Other basis fields, however, may have nonzero commutators. For arbitrary basis fields e i , define the commutator coefficients L ijk by
It follows from antisymmetry that L ijk + L jik = 0 (11) for all i, j, k, and from the Jacobi identity that
for all i, j, k, m, where g ij = e i · e j . Expanding in terms of the arbitrary basis fields, a direct calculation shows that the Lie bracket of any two smooth vector fields a = a i e i and b
The space VF (M ) of smooth vector fields on M forms an infinite-dimensional Lie algebra under the Lie bracket commutator. A directional derivative on the space of smooth vector fields is provided by the concept of affine connection. Definition 4 (Affine connection). Let D : T p M × VF (M ) → T p M be an operator mapping a tangent vector a at p and a smooth vector field u in a neighborhood of p to a tangent vector D a u at p. D is called an affine connection if, for all vector fields u, v, scalar fields λ, tangent vectors a, b at p, and scalars α, β at p, it has the properties:
(linearity in the direction argument)
When D is an affine connection, D a u is called the affine derivative of u in the direction a.
By definition, the affine derivative is taken at a point (the basepoint of the direction vector), and returns a single vector at that point. However, one is free to evaluate the derivative at many points simultaneously by providing a vector field in the direction argument. Since linearity in the direction argument is evaluated pointwise, property (iii) then becomes
indicates a function of the coordinates), a notation which is often used in this context. It is common to insists on providing a smooth vector field as the direction argument, in which case the connection is an operator mapping VF (M ) × VF (M ) → VF (M ), but the present definiton more accurately captures the role of the direction argument, and extends more directly to the concept of multivector directional derivative.
Given an arbitrary set of basis fields e i , every affine connection D is determined by its connection coefficients in that basis, defined by Γ ijk = (D e i e j ) · e k so that
The properties of affine connections show that every set of connection coefficients defines a valid affine connection, and that two affine connections are equal if and only if their connection coefficients are equal in any and every basis. There are two important properties used to categorize affine connections: metric-compatibility and torsion, defined as follows.
Definition 5 (Metric-compatibility and torsion). Let D be an affine connection.
for all vectors c and smooth vector fields a, b.
(ii) Let a and b be smooth vector fields.
]. D is called torsion-free if the torsion relative to D vanishes for all a and b.
Metric compatibility and torsion-freeness each correspond to a simple restriction on the connection coefficients.
Theorem 6 (Metric-compatible and torsion-free connection coefficients). Let D be an affine connection. Let e i be an arbitrary set of basis vector fields, let g ij = e i · e j and [e i , e j ] = L ijk e k , and let D e i e j = Γ ijk e k .
(i) D is metric-compatible if and only if for all i, j, k
This leads to a useful standard form for the connection coefficients.
Corollary 7 (Standard form for connection coefficients). Let D be an affine connection. Let e i be an arbitrary set of basis vector fields, let g ij = e i · e j and [e i , e j ] = L ijk e k , and let D e i e j = Γ ijk e k . Without loss of generality, write
where χ ijk are arbitrary coefficients called the contorsion coefficients. Then
(ii) D is torsion-free if and only if χ ijk − χ jik = 0 for all i, j, k.
(iii) D is both metric-compatible and torsion-free if and only if χ ijk = 0 for all i, j, k.
(Note that these properties rely on g ij = g ji and L ijk = −L jik .) Therefore all together one finds Γ ijk + Γ ikj = ∂ ei g jk +χ ijk +χ ikj and Γ ijk −Γ jik = L ijk +χ ijk −χ jik so results (i,ii) follow immediately from Theorem 6. To show (iii) first note that if χ ijk = 0 then (i,ii) imply D is metric-compatible and torsion-free. Conversely if D is both metric-compatible and torsion-free then the conditions on χ ijk , taken together, imply χ ijk = −χ kij . Iterating this expression yields χ ijk = −χ kij = χ jki = −χ ijk which implies χ ijk = 0. This concludes the proof. As an aside, note that if B ijk were not given, it could be deduced as follows. The two desired conditions for B ijk , applied simultaneously, give the equation B ijk = L ijk − B jki . This equation can be recursively plugged into itself by substituting for B jki on the right hand side, and so on iteratively. Since each step cycles the indices by one slot, the process is guaranteed to eventually terminate by producing a B ijk on the right hand side. Indeed, after three iterations one obtains B ijk = L ijk −L jki +L kij −B ijk which can then be solved. An equivalent procedure can be used to deduce A ijk . Unlike the usual derivation of the Levi-Civita connection coefficients, this method doesn't require one to guess an ungainly and unintuitive expression in order to obtain the proof.
Affine connections act on vector fields. In the spirit of geometric algebra, the goal of this article is to define a similar type of operator acting on multivector fields. This is accomplished in the next section, and the resulting operator is shown to have a number of desirable and intuitive properties.
Multivector fields and the multivector directional derivative
This section introduces and studies the multivector directional derivative (MDD), an operator which takes the derivative of a multivector field in the direction of a vector. A class of operators satisfying the desired axioms is shown to exist and have some useful additional properties.
Definition 8 (Multivector directional derivative). Let A and B be smooth multivector fields, let a and b be vectors based at a point p, and let α and β be scalars at p. Let D :
be an operator mapping a tangent vector a at p and a smooth multivector field A in a neighborhood of p to a tangent multivector D a A at p. D is called a multivector directional derivative (MDD) if it has the properties:
(linearity in the field argument)
When D is a multivector directional derivative, D a A is called the derivative of the multivector field A in the direction a at the point p.
Like the affine connection and scalar-field directional derivative, the MDD is taken at a point, and returns a single multivector at that point, but can be evaluated at many points simultaneously by providing a vector field in the direction argument. If one insists on providing a smooth vector field in the direction argument, D becomes an operator from
It is not obvious from the definition whether or not an operator satisfying the above axioms exists; insisting on the product rule raises the possibility that the definition is self-contradictory or overconstrained. Fortunately, later we will see that not only does such an operator exist, but many distinct such operators exist: every metric-compatible connection can be extended to an MDD. Extending non-metric-compatible connections using the above axioms is impossible, however, since the resulting operator is self-contradictory and not well-defined.
A few important properties of directional derivatives are derived easily from the definition.
Theorem 9 (MDD properties I). Let D be a multivector directional derivative. Then for every vector c and all smooth vector fields a and b, the derivative D obeys
(D is wedge-compatible on vectors.) It is perhaps surprising that this formalism admits only metric-compatible derivatives. This extra restrictiveness is a result of unifying the scalar and vector derivatives into a single operator such that scalar-valued products of multivectors have a well-defined derivative.
Another important property which a directional derivative may have is to preserve grade.
Proposition 10 (Grade-preserving). An operator D is called grade-preserving if for every vector a and smooth multivector field A, it obeys the equivalent conditions
Proof. It is claimed that (i) is equivalent to (ii). This is shown as follows.
Interestingly, the product rule is strong enough to ensure that every MDD is grade-preserving.
Theorem 11 (Grade-preserving). The axioms of Definition 8 imply that every multivector directional derivative is grade-preserving.
Proof. The proof is obtained by working in an orthonormal basis and observing a simple pattern: when evaluating the directional derivative of strings of the orthonormal basis vectors, potentially non-gradepreserving terms come in pairs which together vanish by metric compatibility. Unfortunately there is no simple notation to show the proof algebraically, so the full proof is fairly involved. The full proof is given in Appendix B.
This result supports the intuition that a directional derivative represents a limit of differences. It has as a corollary some useful properties.
Corollary 12 (MDD properties II). Let D be a multivector directional derivative. Then for all smooth multivector fields A, B and vectors c, the derivative D obeys
Proof. (i) Using linearity, the definition of the inner product, grade-preservation, and the product rule, one finds that
Let E i be an orthonormal basis, and suppose without loss of generality that D Ei E j = γ ijk E k . Metric compatibility with orthonormality implies γ ijk + γ ikj = 0. Every smooth unit pseudoscalar field is equal to I = ±E 1 ∧ . . . ∧ E n , where n is the dimension of M so all of the E i are represented in the product. Consider the first term in the product rule expansion for D Ei I, which is ±(±γ i1k E k ) ∧ . . . ∧ E n . Within this term, the k = 1 term vanishes since γ ijj = 0. Meanwhile the k = 1 terms vanish by antisymmetry since every E k for k = 1 is already represented in the wedge product. Thus the first term in the product rule expansion is zero, and all other terms in the expansion vanish for the same reason. Thus D a I = 0 by linearity in the direction.
Having surveyed some of the properties a multivector directional derivative would have if it exists, it is time to turn to the question of existence. The issue is not trivial, but fortunately the result works out neatly, as summarized in the following theorems.
Multivector directional derivatives exist.
Theorem 13 (Existence). There exists at least one operator D on M satisfying the axioms of Theorem 8. That is, multivector directional derivatives exist.
Proof. The proof of Theorem 14 demonstrates the existence of a whole class of such operators.
And they are in bijective correspondence with metric-compatible affine connections.
Theorem 14 (Multivector derivatives ←→ metric-compatible connections). The restriction to act on vector fields is a bijection from the set of multivector directional derivatives on M to the set of metric-compatible affine connections on M .
Proof. The axioms of Definition 8 with Theorem 9 ensure that if any D exists the restrictionD of D is a metric-compatible affine connection. Expanding in a canonical multivector frame shows that any DA can be evaluated in terms ofD, thusD =D ′ implies D = D ′ so the map is one-to-one. It is proved in Appendix C that for any metric-compatible affine connectionD, there exists a multivector directional derivative D which restricts toD. Thus MDDs exist and the map is also onto, so the map is a bijection.
Because of this correspondence, multivector directional derivatives can be uniquely specified by a set of metric-compatible connection coefficients. These can be expressed in terms of an arbitrary vector basis e i such that
with reciprocal basis e i such that e i · e j = δ i j , as usual.
Corollary 15 (Connection coefficients). A multivector directional derivative D is uniquely specified by its connection coefficients Γ ijk in any vector basis e i , defined by
which can be arbitrary other than the restriction Γ ijk + Γ ikj = ∂ e i g jk .
Proof. By Theorem 14, each metric-compatible affine connection extends uniquely to a multivector directional derivative.
Equivalently, the connection coefficients can be parameterized in terms of the contorsion coefficients, separating out the standard term.
Corollary 16 (Contorsion coefficients).
A multivector directional derivative D is uniquely specified by its contorsion coefficients χ ijk in any vector basis e i , which can be arbitrary other than the restriction χ ijk + χ ikj = 0 .
With Γ ijk as in Corollary 15, the contorsion coefficients χ ijk are defined by
Additionally, D is torsion-free if and only if χ ijk ≡ 0.
Proof. Torsion for multivector derivatives is defined in the following section. The rest follows immediately from Corollaries 15 and 7.
It is also sometimes useful to know the directional derivatives of the reciprocal basis. With the following theorem it becomes easy to evaluate derivatives with any combination of the basis and reciprocal basis elements.
Proposition 17 (Reciprocal connection formula). Let D be an MDD with connection coefficients defined by D e i e j = Γ ijk e k . Then D e i e j = −(Γ ilm g mj ) e l gives a formula for the derivatives of the reciprocal basis.
Proof. D ei e j = D ei (g jm e m ) = ∂ ei (g jm ) e m + g jm D ei (e m ) = (∂ ei (g jm )g ml + g jm Γ iml )e l = (−∂ ei (g ml ) + Γ iml )g jm e l = −Γ ilm g jm e l . The preceding steps made use of metric compatibility in the form ∂ ei g jk = Γ ijk + Γ ikj and used a product rule expansion of the form ∂ ei (g jm g mk ) = 0.
This section has established the existence of a set of natural directional derivative operators on the space of multivector fields. Compared to affine connections, multivector directional derivative operators naturally act on a more useful variety of objects, obey a more intuitive product rule, and have useful properties arising from a minimal set of assumptions.
Torsion-free multivector directional derivative
We have seen that each multivector directional derivative (MDD) uniquely corresponds to a metriccompatible affine connection. Also like affine connections, MDDs can be characterized by their torsion, and there is a unique torsion-free MDD corresponding to the Levi-Civita affine connection.
The definition of torsion for an MDD is the same as for affine connections (see Definition 5) . It was already shown that there is a unique metric-compatible torsion-free affine connection. This leads immediately to the following statement.
Proposition 18 (Torsion-free MDD). There is a unique torsion-free multivector directional derivative with contorsion coefficients χ ijk = 0 which is given the special notation ∇ and called the torsion-free (or Levi-Civita) derivative.
Proof. Existence is guaranteed by Theorem 14. Uniqueness and χ ijk = 0 follow from Corollary 7.
It is convenient to also have a special notation for the torsion-free connection coefficients.
Corollary 19 (Torsion-free connection coefficients). The connection coefficientsΓ ijk for the torsion-free derivative are defined by ∇ e i e j =Γ ijk e k in an arbitrary basis e i , and given bȳ
These are called the standard (or Levi-Civita) connection coefficients.
Proof. Set χ ijk = 0 in general form of Γ ijk (see Corollary 16) .
In standard Riemannian geometry, the induced affine connection on an embedded submanifold of Euclidean R n is always metric-compatible and torsion-free [21] . Also, geodesics are autoparallels of the metric-compatible torsion-free connection. These facts motivate the usual acceptance of the Levi-Civita connection as the natural choice of connection on arbitrary manifolds. In the present context, all MDDs are metric-compatible, and we identify the unique torsion-free derivative as a natural choice of MDD. The theory of embedded submanifolds has not been explicitly written down yet in the current context, but presumably the same special properties of the torsion-free derivative continue to hold.
Every MDD D can be expressed as the sum of the torsion-free derivative ∇ and a contorsion operator Q.
Definition 20 (Contorsion operator). Let D be an MDD. Then D can be expressed by
Where Q is called the contorsion operator for D.
The contorsion operator has some useful properties.
Proposition 21 (Contorsion operator properties). Let Q = D − ∇ be the contorsion operator for an MDD D. Then (i) Q has all the properties of Definition 8 except that 8(ii) is replaced by Q a ϕ = 0 for scalar fields. Also Q is grade-preserving.
(ii) Q e i e j = χ ijk e k .
(iii) Q is a tensor field (see Section 8).
Proof. (i) All properties follow from direct calculation applying the properties of D and ∇. (ii) Direct calculation. (iii) Q is a tensor field if it is pointwise linear in both arguments. It is automatically pointwise linear in the direction argument by definition. In the field argument it is pointwise linear since it obeys the product rule and annihilates scalar fields: Q a (ϕA) = Q a (ϕ)A + ϕ Q a (A) = ϕ Q a (A).
Since the contorsion operator is a tensor field, it can also be called the contorsion tensor. In contrast, neither D nor ∇ are tensor fields, since they violate pointwise linearity. Thus, under a change of basis, the χ ijk transform like tensor coefficients while theΓ ijk do not.
In a holonomic orthonormal basis the torsion-free derivative has Γ ijk ≡ 0. It follows that a manifold is flat (in the usual sense of having zero Riemann curvature and being locally isometric to a Euclidean or Minkowski space of some signature) if and only if there exists a smooth holonomic orthonormal basis.
Tensors
Tensors are, fundamentally, linear functions of multivectors. This fundamental character being somewhat abstract, there tends to be some confusion surrounding their physical meaning. This confusion is due in part to mixing up tensors with multivectors; some tensors used in physics (specifically those that admit a geometric interpretation of arrows and parallelepipeds, like vectors and n-forms) are "really" multivectors. It is also due in part to the fact that, in physics, tensors are almost always introduced in the context of manifolds and tensor fields. Starting from that context is misleading since, actually, the more basic concept is of a tensor on a vector space. This fact is muddled by explanations like "tensors are objects which transform a certain way under coordinate transformations", as coordinate systems play no role whatsoever in the more basic construction. While it is true that tensor components transform a certain way under basis transformations of the underlying vector space, this is hardly their defining characteristic (the tensor itself is not transformed at all), and explaining their meaning this way is contrary to their status as welldefined, basis-independent objects. A third source of confusion, meanwhile, is of an even deeper nature: we often define tensors as functions of vectors, but then talk about them like physical "things" very similar to vectors. In the treatment here, we emphasize the role of tensors as linear functions of multivectors, and relegate the use of tensor components to lesser importance. We find that, especially in treating the directional derivative of tensors (which emerges from a simple chain rule), the resulting formalism is greatly simplified.
Some physicists might be inclined to argue that that the definition in terms of linear maps is merely a convenient framework for defining tensors, but does not capture their fundamental nature, much in the same way that vectors could be defined as linear maps of one-forms. But the fact that the usual covariant derivative of tensor fields follows directly from a chain rule for linear functions, as will be shown below, provides a counter to this argument. In the geometric algebra approach, multivectors (which admit an elementary definition [19] ) are the more physically fundamental objects. Since, as will be shown below, every fixed-grade multivector can be mapped to a tensor, and on such tensor fields the tensor derivative is equivalent to the corresponding multivector derivative, the door is open to interpret some multivectors by a corresponding tensor. But this mapping from multivectors to tensors results in a loss of both conceptual accuracy and computational versatility, and avoiding it results in significant advantages. But this is getting ahead of ourselves: before defining tensor fields and their directional derivatives, we must first define tensors.
In standard vector analysis, one would typically define a tensor as a multilinear map from several copies of a vector space (and/or its dual) to R. One complication is taken care of right away: since geometric algebra identifies vectors and their duals, there is no need to consider the dual space. Nonetheless, there are several ways one could generalize this definition to geometric algebra. A straightforward way would be to simply apply the usual definition using the vector subspace of multivectors. But this seems not to make enough use of the power of geometric algebra. On the other extreme, one could take a tensor to be a multilinear map of several copies of the geometric algebra back to itself; this would be a bit too general for easy analysis, however, and would undermine the concepts of tensor rank and signature. Either of these would seem to be a reasonable technical definition, each capturing the same basic idea of a tensor as a multilinear mapping of multivectors. We use a definition, in the same spirit, which is a middle ground of those extremes; the inputs and output of the multilinear map are each restricted to a fixed-grade subspace of the geometric algebra.
Definition 22 (Tensor). Let A be a geometric algebra. Denote by A k the linear space of grade-k multivectors in A. Then a map
is called a tensor on A if it is multilinear, meaning that for every input slot for all scalars α, β and valid (correct grade for input slot) multivectors A, B.
If T is a tensor then its signature is (k 1 , . . . , k N : k 0 ), its rank is k 1 + . . . + k N + k 0 , and its number of inputs is N .
Traditional tensors have, in this formalism, the signature (1, . . . , 1 : 0). One often finds, however, that the practice of setting k 0 = 0 in the traditional definition can require annoying maneuvering to make multilinear maps into tensors -think of converting the Riemann curvature function to the Riemann tensor. Allowing more general tensor outputs is one benefit of the multivector formalism.
Tensors can be manipulated in various ways. (Note: to simplify notation in the remainder of the section, assume input multivectors in tensor arguments always have the correct grade.)
Proposition 23 (Tensor operations). Tensors on a geometric algebra A admit the following operations: Multiplication can also be defined for arbitrary tensors, in which case the right-hand-side can be dotted or wedged to ensure a fixed-grade output (choice depends on context).
(iv) Contraction. A tensor of signature (. . . , 1, . . . , 1, . . . , : k 0 ) (that is, a tensor with at least two grade-1 inputs) can be contracted: where e i is an arbitrary basis. The contraction is well-defined, since it can be shown to be independent of the evaluation basis. The result is a tensor of signature (. . . , . . . , . . . , : k 0 ) (two fewer inputs and rank reduced by 2).
Proof. (i-iii) Trivial. (iv)T is independent of the evaluation basis. Let e i and E i be any two bases. Suppressing unnecessary arguments, we now show thatT = T (e i , e i ) = T (E i , E i ) (with summation convention). The proof is direct:
The proof also confirms that the order of the upper and lower index are unimportant.
The zero function Z(A, . . . , B) = 0 is a valid tensor (the zero tensor ) for any signature (k 0 can be arbitrary since the zero multivector counts as every grade). Given the zero tensor, it can be shown that the space of tensors of a fixed signature forms a finite-dimensional linear space under addition and scalar multiplication (it is implicit in the above notation that the operations of addition and scalar multiplication each operate within a space of fixed signature, while multiplication and contraction operate in the space of all tensors of arbitrary signature).
It is sometimes useful to express tensors in terms of components. In general, the components of an arbitrary tensor relative to the multivector basis e J (with reciprocal basis e J ) are defined by
where the multivector basis elements are evaluated only at the grade appropriate for each slot. Components for the same tensor can also be evaluated in the reciprocal basis,
which are written with an upper index. Alternately, mixed up-down tensor components can be obtained by choosing to evaluate each slot using the basis or reciprocal basis. Vector basis indices (corresponding to grade-1 slots) can be raised and lowered with the metric, as seen below, but general multivector basis indices cannot. When higher grade multivectors are involved, the component notation is a little bit clumsy. Each multivector index J is equivalent to a sequence of several vector indices j, so that, written out fully in terms of vector indices, the number of vector indices is equal to the rank of T . But since not every sequence of vector basis elements is represented in the multivector basis, the rank alone does not uniquely determine the number of independent components of a tensor; this number can, however, be determined from the signature. On the other hand, if all indices are vector basis indices, the total number of independent components is d r , where r is the rank and d is the dimension of the space of vectors.
Components are most useful when working with traditional tensors (of signature (1, . . . , 1 : 0)). In that case,
and likewise for the upper index components in the reciprocal basis, or mixed components using both bases. For a vector basis one has e i = g ij e j so that, by linearity, component indices can be raised or lowered with the metric, for example as in
Similarly, the basis transformation formula for components is derived by linearity, from
for arbitrary vector bases e i and E i . Corresponding formulas in terms of upper or mixed components can be extrapolated straightforwardly. Moreover, basically the same formalism holds for tensors of signature (1, . . . , 1 : 1) -as long as only vector basis indices are involved, indices behave the same as in traditional treatments. Every vector can be naturally identified with a certain tensor, which we call its tensor conjugate. For any vector b, define the tensorb acting on a vector input a bŷ
Thisb tensor is the object usually called the one-form conjugate to the vector b. In the case of reciprocal basis frames, their properties ensure that as tensors they obeŷ e i (e j ) = e i · e j = δ i j ,
a property which will be useful below.
More generally, we can provide a tensor conjugate to any fixed-grade multivector. Let B k be a multivector of grade k. The tensorB k conjugate to B k is a tensor mapping k vector inputs to a scalar (signature (1, . . . , 1 : 0) with k input slots), defined bŷ This is the usual tensor representation of a k-form. There is also an alternate way to map grade-k multivectors to tensors, defined byB
resulting in a tensor of signature (k : 0). In both (22) and (23) the grade index would not usually be made explicit, but it is given in these cases to clarify how the grade affects the definitions. Clearly, there is a close relationship between the two possibilities, and it seems likely that each could prove useful in different situations. Although (23) is more in line with the spirit of the multivector approach, we take (22) as the standard definition in order to make closer contact with standard tensor calculus. Tensor multiplication for scalar-output tensors (as defined by Proposition 23) is usually called the tensor product. Our treatment of the tensor product is focused on traditional tensors with signature (1, . . . , 1 : 0), but a similar formalism can also be developed for other scalar-output (signature (. . . : 0)) tensors. The tensor product combines tensors such that each element of the tensor product gets its own input slots, with the outputs being multiplied together after evaluation. For example for two vectors a, b, the tensorâ ⊗b is given by
(24)
Components corresponding to this tensor product are given by
Part of the usefulness of the tensor product is that arbitrary traditional tensors can be built up by summing the tensor product of strings of basis vectors. In particular, the expression
represents a completely general tensor of signature (1, . . . , 1 : 0). Applying the definition of the tensor product along with (21) shows that the definition of the components in (26) is consistent with the definition in (17) . While this form of tensor notation is sometimes useful, it also tends to obscure the basic nature of a tensor as a function. We therefore will avoid it when possible, giving preference to explicit functional representations of tensors. This section has defined tensors on a geometric algebra, studied some of their basic properties, and connected the present definitions to traditional ones. Having developed the theory of tensors on their own, we are now in a position to study tensor fields on a manifold.
Tensor fields
In traditional differential geometry, and especially in general relativity, tensor fields are given a role of utmost significance. Even the most basic objects of the theory, vectors, are usually treated as a special case of tensors. Although this point of view is conceptually incorrect, it is still able to obtain the correct quantitative results, because as shown in the previous section, a multivector can be mapped to a corresponding tensor. This leads to a development of tensor calculus in which the role of vectors as geometric objects and the role of tensors as linear maps are totally mixed together. The natural product rule for multivector derivatives (see above) and natural chain rule for tensor derivatives (see below) become obscured, leaving standard rules of tensor calculus that seem flimsy and arbitrary.
The point of view of the present work is fundamentally different: multivector fields have the role of greatest importance, while the role of tensor fields is diminished. By separating out the role of multivectors, our basic geometric objects, from the role of tensors, which are maps of multivectors, we arrive at a version of tensor calculus which is, while equivalent in all quantitative results, much more straightforward and understandable. In particular, we show in this section that the covariant derivative of tensor fields can be derived from a simple chain rule, without reference to any tensor components, coordinates, or connection coefficients.
Tensor calculus begins with the concept of tensor fields on a manifold. Just as multivector fields assign a tangent multivector to each point, tensor fields assign a tensor to each point. A rather informal definition is given below, mainly to announce the presence of the concept and clarify the details. A more formal definition doesn't contribute much to the discussion, and requires the ungainly language of bundle sections for a technically accurate description (as you may have noticed, we neglected to formally define vector and multivector fields, other than to give conditions for their smoothness, in the previous sections, for the same reason).
Recall that a tensor is defined as a linear operator on a geometric algebra. In the case of a tensor field on a manifold, the underlying geometric algebra at each point is the geometric tangent space GT p M . Tensor fields are defined only when the tensor at every point has the same signature.
Definition 24 (Tensor field). A tensor field T of signature S = (k 1 , . . . , k N : k 0 ) is an assignment of a tensor of signature S on GT p M to each point on (or in a neighborhood on) M . A tensor field is called smooth if smooth inputs always lead to a smooth output.
Each point is assigned its own multilinear function. It follows that the multilinearity property of a tensor field is evaluated pointwise, so that even for a non-constant scalar field ϕ, the tensor field T has the pointwise linearity T (ϕA) = ϕ T (A). A map like T which has linearity with respect to constant scalars, but not to non-constant scalar fields, is not a tensor field (the multivector directional derivative D a in the direction of a fixed vector field a, for example, is not a tensor field for precisely this reason).
Tensor fields admit the same operations as tensors (see Proposition 23), with each operation being evaluated pointwise. Tensor fields also admit the additional operation of local scalar multiplication (multiplication by a non-constant scalar field); the difference between this and global scalar multiplication should be clear from context. The space of tensor fields of a fixed signature forms an infinite-dimensional linear space under addition and global scalar multiplication. The basic definitions and operations for tensor fields have now been established.
How is the directional derivative of a tensor field to be taken? Since the multivector directional derivative allows differentiation of the inputs and output of a tensor field, intuition suggests that some kind of chain rule should apply. Let us investigate further this line of reasoning.
By definition, tensor fields assign a tensor to each point. The value of a tensor field acting on inputs therefore depends both directly on the point of evaluation (which determines what tensor is being evaluated), and on the value of a multivector variable at the point. To understand the tensor derivative and how it is derived from the chain rule, let us first look at a real-variable function with similar properties.
Consider a function f (x, g(x), h(x)). This function depends directly on the real number x, as well as on two quantities g and h that each vary with x. As x varies, the total differential is
Suppose now that f is linear in the g and h arguments. Then
by linearity, and likewise for the h term, so that
The lefthand side is the change in the output of f , while the two rightmost terms represent the change in output due to changing inputs. Only the ∂f ∂x term represents the change in "f itself"-this is the term that corresponds to our tensor derivative DT below. The correspondence between this chain rule for real functions and the tensor chain rule defined below is Note that every term except the DT term is already defined by virtue of the multivector directional derivative. Therefore the chain rule can be used to define the quantity DT . After giving the formal definition, we will confirm that such a DT is in fact a well-defined tensor field. Although this chain rule derivation may look unfamiliar, it results in the usual covariant derivative of tensors that is normally used! The chain rule provides a grounding for the definition of the tensor derivative. The tensor derivative of a tensor field T is a new tensor field DT with one additional vector input (corresponding to the derivative's direction argument). 
DT is a tensor field of signature (1, k 1 , . . . , k N : k 0 ), called the tensor derivative of T .
Proof. For DT to be a tensor field, it must be pointwise linear in every argument. This can be shown by direct calculation using the pointwise linearity of T and the multivector directional derivative properties.
The key step is to note that D a (T (αA)) − T (D a (αA)) = α D a (T (A)) − α T (D a A) by cancellation of the unwanted (∂ a α) T (A) terms.
It is not trivial that, in addition to obeying the correct chain rule, DT is a well-defined tensor field. Some other seemingly reasonable possible definitions do not have this property. For example if one assumed the incorrect definition (DT )(a, A, . . . , B) = D a (T (A, . . . , B) ), then DT would fail to be a tensor field by violating pointwise linearity.
Sometimes it is useful to use a tensor derivative notation more similar to the usual directional derivative notation.
Definition 26 (Tensor derivative notation). Let T be a tensor field. As an alternative notation for the tensor derivative, define (T (A, . . . , B) )
In other words, if T is a tensor field, then D a T generically refers to the tensor derivative of T , as opposed to the multivector directional derivative of the output of T .
This notation is convenient but has a definite risk of confusion, so to specify the derivative of the output explicit parentheses should be used and the meaning should be made clear in context. Likewise, ∇T or ∇ a T denotes the tensor derivative evaluated using ∇ (the torsion-free MDD). This tensor derivative is equivalent to the usual covariant derivative of tensors. To see why, note that the tensor derivative acts in the usual way on components. Consider for example a tensor field
and its derivative
A direct calculation from the definiton of DT reveals
which can quickly be checked to be equivalent to the usual expression. Since DT is a tensor, it also follows that
where the second step uses metric-compatibility. The same expression for D i T jk can also be confirmed directly from the definition of DT using an application of Proposition 17. Note that D i T jk is merely a shorthand for the mixed-index components (DT ) i jk of the (invariantly defined) tensor derivative DT . The shorthand helps make clear which index corresponds to the derivative direction. The lower-index expression is derived more straightforwardly because Γ ijk was defined in terms of lower indices.
The expressions (34-35) for the components of the tensor derivative can be naively generalized to tensors of arbitrary rank and mixed upper/lower indices. Note the equivalence of both expressions to the usual ones where Γ is defined with one upper and two lower indices. The fact that the tensor derivative as defined here gives the usual expression in components is sufficient to prove its equivalence to the usual covariant derivative of tensors. Alternatively, one can check that it has all the defining properties usually ascribed to the covariant derivative.
Theorem 27. DT is equivalent to the usual covariant derivative of tensor fields (see e.g. [21] ).
Proof. This can be proved in two ways, either axiomatically, or in components. It was already shown in Equations (34-35) and surrounding text that the components of DT are equal to the components of the usual covariant deriative. (Note that in a holonomic basis ourΓ ijm g mk reduce to the usual Levi-Civita connection coefficients.) This is sufficient to prove equivalence. On the other hand it can also be shown that DT acts as usual on scalar and vector fields, obeys the product rule (37), and commutes with contractions (38), forming an axiomatic proof. The proof of the product rule is straightforward from the definition. To prove the contraction formula note that Proposition 17 implies T (D ei e k , e k ) + T (e k , D ei e k ) = 0 so the extraneous term in D a T vanishes. Note that metric compatibility is essential for the proof that contraction commutes.
On tensors which correspond directly to multivectors, the tensor derivative and multivector derivative are equivalent. In particular, using dot and wedge compatibility of the multivector derivative, it is straightforward to show that for any tensor conjugateÂ of a grade-k multivector A, the tensor and multivector derivatives are related by
with each side of the expression being a tensor of rank k + 1 if a is regarded as a free input variable. Additional useful properties are that the tensor derivative obeys the product rule
over tensor products and commutes with contractions in the sense that with the contractionT of T defined as in Proposition 23
assuming the same arguments are contracted on each side. (See Theorem 27 for proofs.) There is no particularly good reason to think of the metric as a tensor, rather than just as a set of coefficients determining the dot product. Nonetheless, if one insists, they may define the metric tensor byĝ(a, b) = a · b. It then follows from metric compatibility of the multivector directional derivative that the tensor derivative Dĝ = 0 vanishes. This is the sense in which the tensor derivative is compatible with the metric tensor.
Gradient, divergence, curl
In flat-space geometric calculus the gradient operator from vector calculus is restored by defining a differential operator like ∇ = e i ∂ i with the algebraic properties of a vector [6] . In geometric calculus ∇ can take the gradient, divergence, or curl of multivectors of any grade, making it significantly more powerful and unifying than in standard vector calculus, without losing conceptual integrity by resorting to tensor methods. The common lore that the covariant derivative in tensor calculus is equivalent to the gradient is only partly true: the correspondence only holds for tensors which are equivalent to multivectors, and even then only with a loss of conceptual and notational clarity and a muddling of the gradient's true algebraic properties.
Here we will generalize the concept and notation of the gradient operator to the context of calculus on curved manifolds, by defining an operator D = e i D e i , where D is the multivector directional derivative. This has various calculational and theoretical benefits, but its most important achievement is to make the notation of differential geometry on curved manifolds more resemble the notation of flat vector calculus. With this setup, the notation of pseudo-Riemannian geometry can be made to fall in line with standard calculus, so that vector calculus is simply pseudo-Riemannian geometry on a flat, torsion-free, Euclidean manifold. Then the jump from calculus to geometry is no more involved than letting the metric vary and calculating some second derivatives in an already familiar notation. Most practitioners of geometric algebra will already agree that the aim of making notation for advanced concepts more broadly understandable is a worthwhile pursuit.
The gradient operator is defined as follows.
Definition 28 (Gradient). Let D be a multivector directional derivative, and A be a multivector field. The gradient operator D is defined by
where e i is an arbitrary basis. DA is well-defined, since it can be shown that e i D e i A = E j D E j A if E i is any other basis. There is an implicit sum in this definition due to the repeated index.
It is useful to think of the gradient operator as a vector D = e i D e i , where all vector aspects are included in e i , and D e i is a scalar (grade-preserving) operator acting to the right. For this reason D is often called a vector operator. Note that e i and D e i do not commute, so the order of the two terms is significant. All properties of D are derived from the multivector directional derivative properties explored earlier.
Since by (5) vectors obey aB = a · B + a ∧ B, the gradient can be decomposed into a gradelowering and grade-raising term corresponding to the divergence and curl.
Theorem 29 (Gradient = divergence + curl). Let D be a multivector directional derivative, let e i be an arbitrary basis, and let A be a multivector field. Define the divergence and curl by
Then the gradient equals the divergence plus the curl,
These definitions are consistent with the usual definitions of dot and wedge product, and can be shown to be basis-independent and thus well-defined.
Proof. The proof of basis-independence is identical to the proof for the gradient, as it makes use only of linearity. The main theorem follows from (5) 
Some other related notations will also prove useful.
Definition 30. To avoid ambiguity, here are some notational conventions:
Similar definitions for D n A and (D n )A and (D ∧ . . . ∧ D)A, as well as for expressions like (D · D) ∧ A and its cousins, can be extrapolated straightforwardly from those above. Note the importance of explicit parenthesis in defining the notation. These notations can be checked to be consistent with the definitions of dot and wedge, and the ones depending on a basis can be checked to be well-defined.
As noted earlier, the torsion-free directional derivative is denoted by ∇. Therefore take ∇A = e i ∇ e i A to express the gradient associated with the torsion-free derivative, and likewise for its associated divergence, curl, and the rest of the notation. The next section shows that the torsion-free curl associated with this gradient is closely related to the exterior derivative of differential forms.
Differential forms, exterior derivative
The space of differential forms (totally antisymmetric tensors) has an equivalent structure to the exterior subalgebra of multivector fields. In particular, the tensor conjugate map A →Â defined in Section 7 provides a bijection from multivectors to forms. Here we investigate this correspondence in more detail, and show that the theory of differential forms is completely contained within the present methods.
For reasons to be justified shortly, define the exterior derivative d = ∇∧ as the torsion-free curl.
Definition 31 (Exterior derivative). Define the exterior derivative d of a multivector A by
That is, the exterior derivative d is equivalent to the torsion-free curl.
When acting on scalar fields ϕ the exterior derivative
is merely the usual gradient. More generally, the exterior derivative has a simple expression when general multivectors are expressed in a gradient basis. In particular, in terms of the coordinate gradient basis dx i for a coordinate system x i the exterior derivative of an arbitrary multivector field
where as usual dx J is the multivector basis constructed by wedging the vector basis dx i . This formula is proved within the proof of Corollary 33 below. In any basis which is not a gradient basis the expression of dA does not have such a simple form.
The exterior derivative has some important properties.
Theorem 32 (Exterior derivative properties). The exterior derivative d = ∇∧ of multivectors has the following properties:
(ii) If ϕ is a scalar field then a · dϕ = ∂ a ϕ for all vector fields a.
(iii) If ϕ is a scalar field then d 2 ϕ ≡ d(dϕ) = 0.
(iv) If A j and B k are multivectors of fixed grades j and k respectively, then
Proof. (i) Trivial. (ii) a · dϕ = a · e i ∂ ei ϕ = ∂ a ϕ. (iii) Choose to work in a holonomic coordinate basis e i = e(x i ) so that L ijk = 0. Note that in this basis e i ∧ ∇ ei e j = −Γ ilm g mj (e i ∧ e l ) = 0 since (e i ∧ e l ) = −(e l ∧ e i ) and by torsion-freenessΓ ilm −Γ lim = L ilm = 0. Similarly note that in this basis (e i ∧ e j )∂ ei ∂ ej ϕ = 0 since coordinate partial derivatives commute. Thus d 2 ϕ = e i ∧ ∇ ei (e j ∂ ej ϕ) = (e i ∧ ∇ ei e j )∂ ej ϕ + (e i ∧ e j )∂ ei ∂ ej ϕ) = 0. (iv) Note that e i ∧ A j = (−1) j (A j ∧ e i ) since the wedge product commutes under vector swaps. Thus (suppressing grade labels)
Note that the torsion-free assumption was essential in the proof of (iii). Also, together these conditions are sufficient to prove an additional property.
Corollary 33 (Exterior derivative properties). The above properties also imply that (v) On any multivector field A
Proof. Choose to work in the gradient basis dx i ≡ ∇ ∧ x i associated with a coordinate system x i (see Section 3) . Any A can be expanded A = J A J ∧ dx J where A J are scalar components. Then dA = J (dA J ∧ dx J + A J ∧ d(dx J )) by properties (i,iv). But d(dx J ) = d(dx j1 ∧ . . . ∧ dx jN ) = 0 using properties (iv,iii) since each dx i has the form dϕ. Thus dA = J (dA J ∧ dx J ). Applying the same logic again, one then finds d 2 A = J (d 2 A J ∧ dx J ) = 0, since A J are scalars as noted before.
The properties (i-v) are precisely the defining properties of the exterior derivative in differential forms! (See, e.g., [20] for a standard treatment.) Conceptually, this is sufficient to make the identification between d = ∇∧ and the usual exterior derivative of differential forms.
This equivalence is made rigorous by the following theorem.
Theorem 34 (Equivalence of forms to multivectors). The tensor conjugate map A →Â (see Section 7) is a bijection from multivectors to differential forms which preserves the linear, exterior, and differential structures, in the sense that
Note thatd is the exterior derivative of differential forms, while d is the exterior derivative of multivectors. Differential form definitions may be found in [20] .
Proof. Since forms, unlike tensors, technically allow the formal sum of different signatures, the tensor conjugate mapping for present purposes should be extended toÂ = k A k , with the k-form A k (a 1 , . . . , a k ) = A k · (a 1 ∧ . . . ∧ a k ) as defined previously, where we've replaced A k ≡ A k for notational convenience. Clearly the image of A k is a totally antisymmetric tensor, so the image of A is a form. It is trivial to show (i) using linearity of the grade operator and dot product. To proceed, introduce a coordinate system x i with coordinate basis e(x i ) and reciprocal basis dx i in the multivector sense. The image dx i is equivalent to the differential formdx i since dx i (e(x j )) = dx i · e(x j ) = δ i j =dx i (e(x j )). Now let dx J = dx jr ∧ . . . ∧ dx j1 . Using Equation (4.12) of [3] and Proposition 14.11e of [20] , it follows that dx J (a 1 , . . . , a r ) = (dx jr ∧ . . . ∧ dx j1 ) · (a k1 ∧ . . . ∧ a kr ) = det(dx j · a k ) = det(dx j (a k )) =dx J (a 1 , . . . , a r ). In other words, the multivector basis elements dx J map to the form basisdx J . Thus, using linearity, if A = K A K dx K thenÂ = K A Kd x K . This formula makes it clear that the map is a bijection, sincê A = 0 implies A K = 0 implies A = 0, and the form with arbitrary coefficients A K is mapped to by the multivector with equal coefficients. It remains to show (ii) and (iii). For (ii), the same logic as above shows This proves that the theory of multivector fields includes the the theory of differential forms as a part of the more general theory. Comparatively the multivector version is more versatile, conceptually simpler, and allows easier computations.
A corollary of this equivalence is that the multivector exterior derivative d = ∇∧ is independent of the metric, since it is equivalent to the exterior derivative of differential forms (which is defined without reference to a metric). This fact is somewhat surprising, since the directional derivative ∇ underlying d is metric-compatible.
Geometric algebra also has a (much simpler) equivalent of the Hodge dual of differential forms: the multivector dual. The dual A * of a multivector A is defined by A * = AI −1 , where I is an oriented unit pseudoscalar [6] . The dual of a k-vector A k is an (N − k)-vector representing the orthogonal complement of A k , where N is the total dimension of the space. The multivector dual has the important properties (A · B) * = A ∧ B * and (A ∧ B) * = A · B * [6] . The dual operation can be used to investigate in more detail the relation between geometric calculus and differential forms.
In particular, the quantity ∇ × a which in three-dimensional vector calculus is usually called the curl of a vector field a is related to our curl by duality: ∇ × a = (∇ ∧ a) * . In three dimensions this returns a vector orthogonal to the plane of the bivector ∇ ∧ a.
Concluding remarks
This article has attempted to lay a useful foundation for studying geometric calculus on smooth manifolds. The aim has been to present the standard machinery of pseudo-Riemannian geometry as simply as possible, within a formalism that makes full use of the power of geometric algebra. The application of these new methods has allowed simple derivations of many interesting aspects of differential geometry. For instance, obtaining a simple derivation of the Levi-Civita coefficients in arbitrary non-holonomic bases, finding that the usual action of the connection on tensors can be derived from a simple chain rule, illuminating the geometric content of the exterior derivative, and clarifying the importance of gradient vector bases as the reciprocal to holonomic bases. Most importantly, this framework provides a notation and formalism in which the distinctions between and relationships among tensors, forms, and multivectors are conceptually clear.
Within this formalism, a lot of work remains to be done. Most elementarily, the standard treatments of integral calculus, geodesics and curvature, and embedded submanifolds must be translated. A benefit of doing so will be that this formalism provides a straightforward context for posing physical curved-space field theories in the geometric calculus context.
Most of the results of the present approach have been obtained before in various forms using various approaches to geometric calculus in flat or curved spaces, or in other treatments of differential geometry. My hope is that the treatment here has two main benefits. First, I have attempted to establish a formalism very welcoming to anyone who has studied general relativity or geometry on smooth manifolds. Second, I have attempted to establish a notation which is as simple as possible, index-free, and closely tied to the notations of introductory vector calculus -a goal which many in the geometric calculus community seem to share. And while the nature of the present paper is unavoidably technical, its aim is to lay a foundation on which simple pedagogical treatments may rest in the future.
Clearly tr(f ) encodes the strength of the identity component in f . More surprising, perhaps, is that the bivector rot(f ) encodes the entirety of the antisymmetric part. In fact, for all a, a · rot(f ) = f − (a) .
It follows that in general
and therefore that f = tr(f ) + rot(f ) encodes the ½ and f − parts of f but not the f + part. The remaining part f + also admits a simple interpretation, since it can be shown that every symmetric transformation has a basis of eigenvectors and obeys the spectral theorem [16] . Thus f + is specified by a basis v i of eigenvectors and a set of eigenvalues λ i , in terms of which
Since f + is traceless, the eigenvalues must sum to zero ( i λ i = 0), which expresses in some heuristic sense that f + is "conservative".
To summarize, we have seen that every linear transformation f is the sum of three basic operations. The trace term, characterized by a scalar tr(f ), multiplies inputs by a constant scale factor. The rotation term, characterized by a bivector rot(f ), returns a vector orthogonal to the input. And the traceless-symmetric term, characterized by an eigenbasis v i with eigenvalues λ i summing to zero, scales inputs along its characteristic directions, but with a net scale factor of zero (reversing direction counts as negative). The multivector f = e i f (e i ) = tr(f ) + rot(f ) encodes all information about the trace and rotation terms, but none about the traceless-symmetric term. For a fixed vector field b, the directional derivative f (a) = D a b is a linear transformation from vectors to vectors. The gradient Db = e i D e i b is exactly analogous to f for this transformation. The gradient of a vector field therefore encodes the trace (divergence) and rotation (curl) of the directional derivative, but ignores the traceless-symmetric part.
More generally, the directional derivative of a higher grade k-vector field defines a linear transformation from vectors to k-vectors. This no longer has the simple interpretation provided for the vector case, but the gradient still splits into (k − 1)-vector (divergence) and (k + 1)-vector (curl) terms, which bear some correspondence to trace and rotation aspects of the transformation, and product rule expansions show that some information about the traceless-symmetric part of vector derivatives within multivector elements is still lost. For scalar fields, on the other hand, the gradient does encode all information about the directional derivative, since in that case D a ϕ = a·Dϕ. There is more to understanding the geometric meaning of the gradient, however, than just understanding its action on pure k-vectors. For example, for a multivector field F consisting of the sum of a scalar and bivector term in two dimensions, if DF = 0 then F has the properties of a complex analytic function [6] . This is an indication that the interplay between k-vector terms of different grade has a significant role in the importance of the gradient operator; understanding how this interplay relates to the observations above is a topic worth further study.
Since the gradient does not capture all information about the directional derivative, it could be accused of being arbitrary. This does not seem to be the case, since the gradient operator has already been shown in flat geometric calculus to provide the most natural way to formulate the fundamental theorem of calculus [6] (in this context the fundamental theorem generalizes Stokes' theorem of differential forms, or equivalently, generalizes the divergence and curl theorems of vector calculus). Relatedly, the gradient operator in flat geometric calculus is invertible, unlike, for example, the divergence or curl alone [6] . Understanding the geometric significance of the gradient is therefore closely tied with understanding why certain aspects of the derivative (those encoded by the gradient) should contribute to an integral, while others should not.
B Proof of Theorem 11 (MDD preserves grade)
Let D be a directional derivative, and let E i be an orthonormal basis with associated multivector basis E J . It suffices to show that D E i E J is grade-preserving for all basis vectors E i and basis multivectors E J . The proof follows from a simple pattern, where potentially non-grade-preserving terms come in pairs which together vanish by metric compatibility, but there is no simple notation to show the proof algebraically. The pattern can quickly be observed by calculating
in the orthonormal basis, in which examples the non-grade-preserving term is seen to explicitly vanish. The pattern generalizes as follows.
Since the basis is orthonormal, E i = ±E i and E i E i = 1, and j = k implies E j E k = −E k E j . An arbitrary multivector basis element of grade n can be written E J = E j 1 . . . E jn , where j 1 < . . . < j n . Consider the first term D E i (E j 1 ) . . . E jn in the product rule expansion for D E i E J . Decompose the derivative into components in the E k basis to write this term as
Since E k = ±E k is orthogonal to E j whenever k = j, this term has grade n for all terms in the sum where k / ∈ (j 2 , . . . , j n ). Every term which does not preserve grade has k = j p for some j p ∈ (j 2 , . . . , j n ), in which case anticommuting E k through basis vectors and utilizing E k E jp = 1 leaves a constant times the multivector term E J with both E 1 and E jp removed. Thus every term either has grade n or grade n − 2, and the terms with grade n − 2 are proportional to E J with two basis vectors removed from the product. This generalizes to every term in the product rule expansion, so to show that grade is preserved one must show that the total grade n − 2 term in the product rule expansion vanishes.
Denote by J(p, q) the set of indices (j 1 , . . . , j n ) with j p and j q removed. The preceding paragraph implies that D E i E J = D E i E J n + D E i E J n−2 where D E i E J n−2 = (p,q) A J(p,q) E J(p,q) . We now show that A J(p,q) = 0 using metric compatibility.
Consider D E i (E j 1 . . . E jp . . . E jq . . . E jn ). Every term in the product rule expansion which does not take a derivative of either E jp or E jq does not contribute to E J(p,q) , since it can only eliminate one or the other of the two factors. Two terms remain. The p derivative term is k E j 1 . . . (D E i (E jp ) · E k )E k . . . E jq . . . E jn . This contributes to E J(p,q) only for k = q. The q derivative term is analogous, so that the total E J(p,q) term is
Commuting scalars and anticommuting basis vectors makes this term equal to
Thus by metric compatibility A J(p,q) = ±D E i (E jp · E jq ) = 0 since the basis is orthonormal.
Since every term proportional to E J(p,q) is zero, and every other term in the product rule expansion preserves grade, the derivative obeys D E i E J n n = D E i E J n . Extending this result to arbitrary multivectors by linearity and the properties of D implies that the directional derivative preserves the grade of all multivectors.
C Proof of Theorem 14 (MDDs ↔ metric-compatible connections)
It remains to show that for any metric-compatible affine connectionD, there exists a multivector directional derivative D which restricts toD when acting on vector fields. We achieve this by directly constructing an operator D that restricts toD, then showing that D is also a multivector directional derivative by the axioms of Definition 8.
D is constructed by defining its action on multivectors in a particular basis. Throughout the proof, E i refers to the specific orthonormal basis in terms of which D is defined. Likewise, E J is the canonical multivector basis constructed from E i .
Definition 35. LetD be a metric-compatible affine connection. Let E i be a set of smooth orthonormal basis vector fields with associated canonical multivector basis E J . Every smooth multivector field can be written uniquely in the form A = J A J E J , where A J are smooth scalar field coefficients. Define an operator D :
(v) For E J with grade greater than one, D a (E J ) defined by the product rule:
If i < k for all k ∈ K, then D a (E i E K ) = (D a E i )E K + E i (D a E K ).
This suffices to uniquely define the operator D on all smooth multivector fields, and D restricts toD when acting on vector fields.
This D is a well-defined operator which is equal to the metric-compatible affine connectionD when restricted to act on vector fields. If D satisfies all the axioms of Definition 8, then D is a multivector directional derivative. All the axioms except the product rule come easily.
Lemma 36. D satisfies properties (i-iv) of Definition 8.
Proof. (i) True by assumption. (ii) Let A 0 = ϕ. Then D a A 0 = D a (ϕ1) = (∂ a ϕ)1 + ϕ(D a 1) = ∂ a ϕ = ∂ a A 0 . (iii) Let Thus if D obeys the product rule then it is a multivector directional derivative. The MDD axioms imply metric-compatibility on vectors. It follows that ifD were not metriccompatible, then D would have to violate the product rule. ButD is metric-compatible, and it turns out this is sufficient to ensure the product rule is obeyed by D. The method of proof is to show that the product rule holds as a special case for increasingly general strings of the orthonormal basis vectors E i in terms of which the action of D is defined.
First, a product rule is shown for pairs of basis vectors.
Lemma 37. On a pair of the defining basis vectors
Proof. DefineD Ei E j = γ ijk E K . SinceD is metric-compatible and E i orthonormal, γ ijk + γ ikj = 0. The proof follows from showing that D Ei (E j E k ) − (D Ei E j )E k − E j (D Ei E k ) = 0. There are three cases. For (j < k), the product rule is assured by definition of D. For (j = k), D Ei (E j E j )−(D Ei E j )E j −E j (D Ei E j ) = 0 − 2(D Ei E j ) · E j = −2γ ijj = 0. For (j > k), one finds
This can be extended from pairs of basis vectors to strings of basis vectors.
Lemma 38. Say that an arbitrary string E j 1 . . . E jn of n of the defining basis vectors is productrule-separable if it splits into derivatives of individual basis vectors in the usual way:
Then product rule separability of basis strings is preserved by the basic manipulations of neighborswapping and pair insertion. That is, if ǫ = E j 0 . . . E jm E j m+1 . . . E jn is product-rule-separable, then
. . E jn is product-rule-separable, for any E k . Using these operations, product rule separability can be shown for arbitrary basis strings, which implies the product rule for arbitrary multivectors.
Lemma 39. It follows from the previous lemma that (i) Every string of the basis vectors E i is product-rule-separable, Thus it has been shown that D obeys the product rule and thus satisfies all axioms of Definition 8. So for each metric compatible affine connectionD, D is a multivector directional derivative restricting to it. This concludes the proof.
It is worth noting that, so far, it seems that making fundamental use of the neighbor-swapping and pair insertion operations in an orthonormal canonical basis is the only reasonable way to attack the above proof. Some time after reaching that conclusion, I found out that Alan Macdonald's simplest "elementary construction" of GA [19] (which long precedes this work) is based on exactly the same operations. This seems quite interesting, and points to the important role of these operations underlying the structure of GA.
