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Abstract
We study the correlation functions of the integrable O(n) spin
chain in the thermodynamic limit. We derived functional equations
of the quantum Knizhnik Zamolodchikov type for the density matrix.
We give the explicit solution for two-site correlations for the O(n) for
the n = 3, 4, . . . , 8 cases at zero temperature.
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1 Introduction
The correlation functions of integrable quantum model have been largely
studied over the last decades [1, 2]. The prominent case is the SU(2) spin-
1/2 chain, which was successfully studied in the thermodynamic limit by
many different viewpoints, ranging from multiple integrals, algebraic Bethe
ansatz methods, hidden Grassmann structure to functional equations of the
quantum Knizhnik Zamolodchikov type [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14].
There are also results for its higher-spin generalization[15, 16, 17, 18, 19, 20,
21], where explicit results were obtained by functional equations [20, 21].
Nevertheless, the natural generalization of these correlation functions
studies for high rank algebras SU(n) for n > 2 remained open for decades.
This is mainly due to the intricate structure of the Bethe states, which are
still being unveiled in the context of e.g algebraic Bethe ansatz[22, 23] and
separation of variables[24] with the aim of developing a manageable approach
to evaluate correlations functions. However, very recently the first explicit
results for short-distance correlations in the thermodynamic limit for the
SU(3) case were evaluated via the functional equations of quantum Knizh-
nik Zamolodchikov type [25, 26].
On the other hand, the high rank Lie algebras Bn, Cn and Dn [27, 28]
and superalgebras OSp(n|2m) [29, 30, 31] are less studied. These cases have
been treated via analytical Bethe ansatz [27] and algebraic Bethe ansatz
(nested Bethe ansatz) [30, 31] and its spectral and critical properties have
been studied [27, 32, 33]. Nevertheless, there are no results for correlation
functions.
In this work, we start the investigation of correlation functions of inte-
grable high rank spin chains (other than SU(n)) via the approach of func-
tional equations of quantum Knizhnik Zamolodchikov type. We derived a
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functional equation for the reduced density matrix for the isotropic inte-
grable O(n) spin chain. The functional equation plus a number of other
properties like intertwining symmetry, asymptotic, analyticity and normal-
ization allow for the fully determination of the density matrix. We provide
the explicit solutions for the two-sites density matrix for the the O(n) for the
n = 3, 4, . . . , 8 cases.
This paper is organized as follows. In section 2, we outline the integrable
structure of the model. In section 3, we introduce the reduced density matrix
and its functional equations and symmetry properties. In the section 4, we
present the zero temperature solution for two-site correlation functions for
the cases O(3), O(4) and O(5). In the appendix we present additional results
for the cases O(6), O(7) and O(8). Our conclusions are given in section 6.
2 The model
The Hamiltonian of the integrable O(n) spin chain can be written as [27, 28,
29, 31],
H = −
L∑
i=1
(
Ii,i+1 − Pi,i+1 +
1
∆
Ei,i+1
)
, (1)
where L is number of sites, ∆ = (n−2)/2 and Ii,i+1, Pi,i+1 and Ei,i+1 are the
identity, permutation and Temperley-Lieb operator acting on the sites i and
i+ 1. The Hilbert space is V ⊗L, where V = Cn.
Here, we recall that the Hamiltonian H is obtained from the logarithmic
derivative of the row-to-row transfer matrix T (λ) = TrA [RA,L(λ) . . . RA,1(λ)],
such thatH = d
dλ
log T (λ)
∣∣∣
λ=0
=
∑L
i=1 hi,i+1, where hi,i+1 = Pi,i+1
d
dλ
Ri,i+1
∣∣∣
λ=0
and that the R-matrix is a solution the well-known Yang-Baxter equation
R12(λ− µ)R13(λ)R23(µ) = R23(µ)R13(λ)R12(λ− µ). (2)
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For the case of O(n) integrable chain, the R-matrix can be conveniently
written as [27, 28, 29, 31]
R12(λ) =
λ
λ+ 1
I12 +
1
λ+ 1
P12 −
λ
(λ+ 1)(λ+∆)
E12. (3)
This matrix has the important properties of regularity, unitarity and
crossing as given below,
R12(0) = P12, (4)
R12(λ)R21(−λ) = I12, (5)
R12(λ) = ̺(λ)(V ⊗ I)R
t2
12(−λ− ρ)(V ⊗ I), (6)
where t2 is transposition in the second space, the crossing parameter is given
by ρ = ∆ and the crossing matrix V is a unity anti-diagonal matrix V =
anti-diagonal(1, 1, . . . , 1) and ̺(λ) = −λ(1− λ−∆)/((λ+ 1)(λ+∆)).
3 Density matrix and functional equations
In [34] it was first developed a scheme to deal with thermal correlation func-
tions of integrable spin-1/2 spin chains, which was later extended to the case
of higher-spin integrable SU(2) chains [19, 20, 21] and also more recently it
was generalized to the case of integrable SU(n) spin chains [25, 26].
Within this approach the main object of concern is inhomogeneous re-
duced density matrix defined in the thermodynamic limit L→∞ and finite
Trotter number N [34] (see Figure 1),
Dm(λ1, λ2, · · · , λm) =
〈Φ0| T1(λ1)T2(λ2) · · · Tm(λm) |Φ0〉
Λ0(λ1)Λ0(λ2) · · ·Λ0(λm)
, (7)
where Tj(x) is the monodromy matrix Tj(x) = Rj,N(x − uN) . . . Rj,2(x −
u2)Rj,1(x−u1) associated to the quantum transfer matrix t
QTM
j (x) = Tr[Tj(x)]
3
λ1 λ2 . . .λm
Dm(λ1, λ2, . . . , λm) =
u1
u2
...
uN
uN−1
Φ0 Φ0
Figure 1: Graphical illustration of the un-normalized density matrix
Dm(λ1, λ2, . . . , λm). The infinitely many column-to-column transfer matrices
to the left and to the right are replaced by the boundary states they project
onto.
and |Φ0〉 is the eigenstate associated to the leading eigenvalue Λ0(x) of the
quantum transfer matrix.
It is worth to note that the connection with the physical density matrix
for m-sites is obtained from the inhomogeneous reduced density matrix via
the homogeneous limit λj → 0 and the Trotter limit N →∞,
Dˇ[1,m] = lim
N→∞
lim
λ1,··· ,λm→0
Dm(λ1, λ2, · · · , λm). (8)
This poses the question of how to efficiently compute the referred inho-
mogeneous reduced density so that these limit can be taken. In the standard
case of SU(2) density matrix, this is e.g addressed by the derivation of a set
of discrete functional equations by use of the integrability structure plus the
crossing symmetry [14]. The solution of these functional equations provides
the complete determination of the reduced density matrix at finite tempera-
ture and zero temperature.
4
λ1 λ2 . . . λm
u1
u2
...
uN
uN−1
λ1 λ2 . . .λm −∆
u1
u2
...
uN
uN−1
λm=ui=
Figure 2: Graphical illustration of the functional equation (9).
Similarly for the case of integrable O(n) chains, there exist the necessary
integrable structure and the crossing symmetry, which allow us to proceed
along the same lines as [14] in deriving the discrete functional equation for
the density matrix. In this case, the equation reads,
Dm(λ1, λ2, · · · , λm −∆) = Am(λ1, · · · , λm)[Dm(λ1, · · · , λm)], (9)
where the linear operator Am can be written as,
Am(λ1, · · · , λm)[B] := Trm
[
R1,2(−λ1,m) · · ·Rm−1,m(−λm−1,m)(Ps)m,m+1
× (B ⊗ Im+1)Rm−1,m(λm−1,m) · · ·R1,2(λ1,n)
]
, (10)
where λi,j = λi − λj and Ps is a (not normalized) projector onto the two-
site singlet and the partial trace is taken in the m-th vertical space. The
graphical depiction of the functional equation (9) is given in Figure 2.
Moreover the analyticity properties of the density matrix are clear, since
its matrix elements can be written as,
Dm(λ1, · · · , λm)
ǫ1,...,ǫm
ǫ¯1,...,ǫ¯m =
Q(λ1, . . . , λm)
Λ0(λ1) · · ·Λ0(λm)
, (11)
where Q(λ1, . . . , λm) is a multivariate polynomial of degree up to 2N in each
variable (for suitable normalization of the R-matrix).
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Besides, we have the properties of normalization Tr[Dm(λ1, · · · , λ2)] = 1,
asymptotic condition,
lim
λm→∞
Dm(λ1, · · · , λm) = Dm−1(λ1, · · · , λm−1)⊗ Id, (12)
and intertwining symmetry relations
(Rk,k+1(λk − λk+1))
−1 Dm(λ1, · · · , λk, λk+1, · · · , λm) Rk,k+1(λk − λk+1) =
= Dm(λ1, · · · , λk+1, λk, · · · , λm) , (13)
which altogether resolves the under-determinacy of the functional equations.
This means that with the use of the functional equation (9), analyticity (11),
normalization, asymptotic (12) and intertwining (13) properties we can fully
determine the density matrix.
In the next section we are going to illustrate the feasibility of this approach
by the computation of the two-sites (m = 2) density matrix D2(λ1, λ2). It is
worth to emphasize that the two-site density matrix for the case of integrable
O(n) spin chains is already a non-trivial result, similarly to the case of higher-
spin SU(2) chains [20, 21].
4 Computation of the two-site density matrix
Due to the O(n) invariance, the two-sites reduced density matrix can be writ-
ten as a combination the identity, permutation and Temperley-Lieb operator,
likewise the R-matrix (3), therefore we have that
D2(λ1, λ2) = ρ1(λ1, λ2)I12 + ρ2(λ1, λ2)P12 + ρ3(λ1, λ2)E12, (14)
which leaves us with the unknown functions ρi(λ1, λ2) to be determined.
Therefore, one has to work out the functional equations for the expansion
coefficients ρi(λ1, λ2). This is done by replacing the above expression for the
6
density matrix (14) into the functional equation (9), which results into the
following set of functional equations,
ρ1(λ1 −∆, λ2)
ρ2(λ1 −∆, λ2)
ρ3(λ1 −∆, λ2)
 = A(λ) ·

ρ1(λ1, λ2)
ρ2(λ1, λ2)
ρ3(λ1, λ2)
 , λ1 = ui, (15)
where λ = λ1 − λ2 and the matrix A(λ) is given by,
A(λ) =

λ2(λ2−(∆2+1))
(λ2−1)(λ2−∆2)
− λ(∆
2+λ−λ2)
(λ2−1)(λ2−∆2)
λ
(λ+1)(λ+∆)
2∆λ2
(λ2−1)(λ2−∆2)
λ(∆+λ+λ∆−λ2)
(λ2−1)(λ2−∆2)
λ(λ−∆)
(λ+1)(λ+∆)
2∆((1+∆)∆−λ2)
(λ2−1)(λ2−∆2)
∆2+∆(−1+2∆(1+∆))λ−(−1+∆)∆λ2−(1+2∆)λ3+λ4
(λ2−1)(λ2−∆2)
∆−λ
∆+(1+∆)λ+λ2
 .
For convenience, we define the intermediate auxiliary functions Ω0(λ1, λ2) =
1 = Tr[D2(λ1, λ2)], Ω1(λ1, λ2) = Tr[P12D2(λ1, λ2)] and Ω2(λ1, λ2) = Tr[E12D2(λ1, λ2)]
such that,

1
Ω1(λ1, λ2)
Ω2(λ1, λ2)
 =

n2 n n
n n2 n
n n n2
 ·

ρ1(λ1, λ2)
ρ2(λ1, λ2)
ρ3(λ1, λ2)
 , (16)
where it is worth to recall that ∆ = (n− 2)/2 (or conversely n = 2(∆+ 1)).
Therefore, we can chose suitable new functions
1 = Ω0(λ1, λ2),
ω1(λ1, λ2) =
1
λ2 − 1
[
1− Ω1(λ1, λ2) +
(λ2 −∆)
(λ2 −∆2)
Ω2(λ1, λ2)
]
, (17)
ω2(λ1, λ2) =
λ
(λ+ 1)(λ2 −∆2)
Ω2(λ1, λ2),
which can almost completely decouple the set of equations.
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The set of equation (15) in terms of the new functions are written as,
1
ω1(λ1 −∆, λ2)
ω˜2(λ1 −∆, λ2)
 =

1 0 0
1
λ−1
− 1
λ
+ 1
λ−∆
− 1
λ−∆+1
−1 0
α(λ)( 1
λ−1
− 1
λ
) −α(λ) 1
·

1
ω1(λ1, λ2)
ω˜2(λ1, λ2)
 ,
(18)
where we conveniently introduce the function ω˜2(λ1, λ2) = α(λ)ω2(λ1, λ2)
and α(λ) =
Γ(λ−1∆ )
Γ(λ+1∆ )
such that α(λ)
α(λ−∆)
= (λ−∆−1)
(λ−∆+1)
.
Besides, one has to impose the intertwining symmetry which implies that
the density matrix is symmetric D2(λ1, λ2) = D2(λ2, λ1) under the exchange
of the arguments and therefore the same applies to its expansion coefficients
ρi(λ1, λ2).
In addition, the asymptotic condition implies that
lim
λj→∞
ρk(λ1, λ2) =

1
n2
, k = 1
0, k 6= 1
(19)
which implies that limλj→∞ ωk(λ1, λ2) = 0.
4.1 Zero temperature solution
At zero temperature, the functional equations (18) hold for arbitrary values
λ1. This is due to the fact that at zero temperature one has to take the Trotter
limit (N →∞) and therefore the horizontal spectral parameters ui can take
an infinite number of continuous values. Besides, at zero temperature the ωi
functions depend on the difference of the arguments.
The equation for ω1(λ1, λ2) = ω1(λ) is fully decoupled as given by,
ω1(λ−∆) + ω1(λ) =
1
λ− 1
−
1
λ
+
1
λ−∆
−
1
λ−∆+ 1
, (20)
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which can be solved via Fourier transform resulting in,
ω1(λ) = −
d
dλ
log
[
Γ(1 + λ
2∆
)Γ(1
2
− λ
2∆
)Γ(1
2
+ 1
2∆
+ λ
2∆
)Γ( 1
2∆
− λ
2∆
)
Γ(1− λ
2∆
)Γ(1
2
+ λ
2∆
)Γ(1
2
+ 1
2∆
− λ
2∆
)Γ( 1
2∆
+ λ
2∆
)
]
, (21)
where Γ(z) is the gamma function.
Taking the homogeneous limit λi = λ = 0, result in the ground state
energy of the O(n) spin chain [27, 33],
Egs = ω1(0) = −
1
∆
[
2 log(2)− ψ0
(
1
2∆
)
+ ψ0
(
1
2
+
1
2∆
)]
, (22)
where ψ0(z) is the digamma function ψ0(z) =
d
dz
log Γ(z).
On the one hand the equation (20) for ω1(λ) is an inhomogeneous equa-
tion, on the other hand its inhomogeneity is a rational function, which allows
for closed analytically solution (21). Nevertheless, the equation for the ω˜2(λ)
is also an inhomogeneous equation given as,
ω˜2(λ−∆)− ω˜2(λ) = α(λ)
[
1
λ− 1
−
1
λ
− ω1(λ)
]
, (23)
however, in this case the functions α(λ) and ω1(λ) (21) appear in the inho-
mogeneous function. Therefore, this equation is in general very hard to solve
analytically. The exception is the case n = 3 (or conversely ∆ = 1/2), where
both functions α(λ) and ω1(λ) becomes rational functions themselves, which
allows for an analytical solution.
In general, we can write an integral expression as the solution. In order
to do so, we use analyticity in the variable λ and Fourier transform the above
equations. The resulting equations are algebraically solved for the Fourier
coefficients and yield product expressions. Then, we Fourier transform back
and find integrals of convolution type
ω˜2(λ) =
∫ ∞
−∞
K(λ− µ)ϕ(µ)
dµ
2π
, (24)
9
where
K(z) =
∫
R+i0
eikz
1− e−∆k
dk, (25)
and
ϕ(λ) = α(λ)
[
1
λ− 1
−
1
λ
− ω1(λ)
]
. (26)
The integral expression can be evaluated numerically. In what follows we
show the results for the cases n = 3, 4, 5 and the cases n = 6, 7, 8 are presented
in the appendix.
4.1.1 The O(3) case
We have evaluated numerically the convolution integral (24) at the homo-
geneous point λ = 0 and obtained the value of ω˜2(0). In Table 1, we show
the results from exact diagonalization for the ground state energy ω1(0) and
the correlation function ω˜2(0). The numerical results for finite lattices show
agreement with the infinite lattice result obtained from the solution of the
functional equations.
Length ω1(0) ω˜2(0)
L = 2 −6.000000000000000 −3.000000000000000
L = 4 −4.350781059358212 −1.937042571331636
L = 6 −4.146234978548967 −1.809210082780898
L→∞ −4.000000000000000 −1.719824178261938
Table 1: Comparison of numerical results from exact diagonalization for
L = 2, 4, 6 sites with the analytical result in the thermodynamic limit for
correlation ωi(0) for the O(3) case.
Having the results for ωi(0), we can use the relations (16-17) to evaluate
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the expansion coefficient of the density matrix (see Table 2). We also show
the results obtained from the exact diagonalization.
Length ρ1(0, 0) ρ2(0, 0) ρ3(0, 0)
L = 2 0.000000000000000 0.000000000000000 0.33333333333333
L = 4 0.051321778178776 −0.028127541270379 0.20749554006738
L = 6 0.057286824340209 −0.030682311157652 0.19215517147035
L→∞ 0.061350915507139 −0.032041025072214 0.18132161188412
Table 2: Comparison of numerical results from exact diagonalization for
L = 2, 4, 6 sites with the analytical result in the thermodynamic limit for the
ρi(0, 0) for the O(3) case.
As previously mentioned, the case n = 3 can be analytically solved since
both functions α(λ) and ω1(λ) becomes rational functions themselves,
α(λ) =
1
2λ(2λ+ 1)(2λ− 1)(2λ− 2)
,
ω1(λ) =
4
(2λ+ 1)(2λ− 1)
. (27)
In this case, the solution for ω˜2(λ) is obtained via Fourier transform and can
be written as,
ω˜2(λ) = −
(λ2(4λ2 − 1)2 − 9)
27λ2(4λ2 − 1)2
+
c1
sin2(2πλ)
+ c2, (28)
where one has to add some suitable periodic function to ensure the function
ω˜2(λ) is free of pole at λ = 0 which fixes c1 = −
4
3
π2 and it has zero asymptotic
which fixes c2 =
1
27
.
In the homogeneous limit one has,
ω1(0) = −4,
ω˜2(0) =
8
3
−
4
9
π2 = −1.719824178261937 . . . , (29)
11
which is in full agreement with the numerical result in Table 1.
Using the previous result, we can also obtain analytically the values of
the coefficients ρi(0, 0) [20],
ρ1(0, 0) =
1
2
− 2
45
π2 = 0.061350915507139 . . . ,
ρ2(0, 0) = −
19
18
+ 14
135
π2 = −0.032041025072214 . . . , (30)
ρ3(0, 0) = −
1
9
+ 4
135
π2 = 0.18132161188412 . . . ,
which again are in agreement with the numerical results in Table 2.
It is worth noting that these results for O(3) coincides with the findings
for the spin-1 SU(2) chain [20]. This is due to the fact its R-matrices are
exactly same due to the isomorphism between these groups.
4.1.2 The O(4) case
Next we show in Table 3 the result for the numerical evaluation of the con-
volution integral (24) at the homogeneous point λ = 0 for n = 4 along with
the comparison with the exact diagonalization for finite lattices.
Length ω1(0) ω˜2(0)
L = 2 −4.000000000000000 4.000000000000000
L = 4 −3.000000000000000 2.250000000000000
L = 6 −2.868517091819053 2.057097576517726
L→∞ −2.772588722239781 1.921812055672715
Table 3: Comparison of numerical results from exact diagonalization for
L = 2, 4, 6 sites with the analytical result in the thermodynamic limit for
correlation ωi(0) for the O(4) case.
In addition, we evaluate the coefficients ρi(0, 0) of the density matrix
which are given in Table 4.
12
Length ρ1(0, 0) ρ2(0, 0) ρ3(0, 0)
L = 2 0.000000000000000 0.000000000000000 0.250000000000000
L = 4 0.034722222222222 −0.027777777777778 0.138888888888889
L = 6 0.038254471371995 −0.029363821569783 0.126345936081805
L→∞ 0.040680064040199 −0.030217991507056 0.117497735346250
Table 4: Comparison of numerical results from exact diagonalization for
L = 2, 4, 6 sites with the analytical result in the thermodynamic limit for the
ρi(0, 0) for the O(4) case.
Again, the exact diagonalization for finite lattices are in accordance with
the infinite lattice result.
Due to the isomorphism O(4) ∼ SU(2) × SU(2), one can write the an-
alytical solution for the case n = 4 in terms of the solution for the SU(2)
spin-1/2. The above isomorphism means that the R-matrix (3) for n = 4
can be decomposed as [31],
R[O(4)](λ) = R[SU(2)](λ)⊗ R[SU(2)](λ), (31)
where
R[SU(2)](λ) =

1 0 0 0
0 λ
λ+1
1
λ+1
0
0 1
λ+1
λ
λ+1
0
0 0 0 1
 . (32)
This also implies that the two-sites density matrix for O(4) can be written
as
D
[O(4)]
2 (λ1, λ2) = D
[SU(2)]
2 (λ1, λ2)⊗D
[SU(2)]
2 (λ1, λ2), (33)
where the two-sites density matrix for the SU(2) spin-1/2 chain [9] is given
13
by,
D
[SU(2)]
2 (λ1, λ2) =

1
4
+ ω(λ)
6
0 0 0
0 1
4
− ω(λ)
6
ω(λ)
3
0
0 ω(λ)
3
1
4
− ω(λ)
6
0
0 0 0 1
4
+ ω(λ)
6
 , (34)
where ω(λ) = (λ2 − 1) d
dλ
log
[
Γ(1+λ
2
)Γ( 1
2
−λ
2
)
Γ(1−λ
2
)Γ( 1
2
+λ
2
)
]
+ 1
2
.
This implies that
ω1(λ) =
1− 2ω(λ)
λ2 − 1
(35)
ω˜2(λ) =
1
4
[ω1(λ)]
2 (36)
In the homogeneous limit one has,
ω1(0) = −4 log 2 = 2.772588722239781 . . . ,
ω˜2(0) = 4(log 2)
2 = 1.921812055672806 . . . , (37)
which is in full agreement with the numerical results in Table 3.
Using the previous result, we can also obtain analytically the values of
the coefficients ρi(0, 0),
ρ1(0, 0) =
1
18
+ 1
18
log 2− 1
9
(log 2)2 = 0.040680064040196 . . . ,
ρ2(0, 0) =
1
18
− 5
18
log 2 + 2
9
(log 2)2 = −0.030217991507051 . . . , (38)
ρ3(0, 0) = −
1
36
+ 1
18
log 2 + 2
9
(log 2)2 = 0.117497735346264 . . . ,
which again are in agreement with the numerical results in Table 4.
5 The O(5) case
Finally, we show in Table 5 and 6 the result for the numerical evaluation of
the convolution integral (24) at the homogeneous point λ = 0 for n = 5 along
14
with the comparison with the exact diagonalization results for small lattices.
Here the calculation is more subtle since by definition ω˜2(0) must be zero
for non-integers values of 1/∆. Therefore we had to evaluate its derivative
ω˜
′
2(0).
Length ω1(0) ω˜
′
2(0)
L = 2 −3.333333333333333 6.594547532155967
L = 4 −2.603912563829967 3.329844337362441
L = 6 −2.497610064125614 2.955489567911210
L→∞ −2.418399152312290 2.697303095421986
Table 5: Comparison of numerical results from exact diagonalization for
L = 2, 4 and Lanczos for L = 6 sites with the analytical result in the ther-
modynamic limit for correlation ωi(0) for the O(5) case.
Length ρ1(0, 0) ρ2(0, 0) ρ3(0, 0)
L = 2 0.000000000000000 0.000000000000000 0.200000000000000
L = 4 0.024257767401215 −0.021781358237085 0.100492521231013
L = 6 0.026877470789173 −0.023307749344340 0.088920395398474
L→∞ 0.028642125394723 −0.024107800279869 0.080897173306257
Table 6: Comparison of numerical results from exact diagonalization for
L = 2, 4 and Lanczos for L = 6 sites with the analytical result in the ther-
modynamic limit for the ρi(0, 0) for the O(5) case.
Nevertheless, in the O(5) case we could not obtain an analytical solution
of the integral (24), since the inhomogeneous function is given in terms of
digamma functions. The analytical evaluation of integrals of this kind has
eluded us so far. Integral of similar type also appears in the evaluation of
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three-sites correlation for the SU(3) integrable spin chain [26], which are also
short of analytical solution. Therefore, it is important to obtain analytically
the solution of integral of the above kind, since these appear in the evaluation
of correlation function of integrable chains of different symmetries.
6 Conclusion
We derived functional equations of quantum Knizhnik-Zamolodchikov type
for the reduced density matrix for integrable O(n) spin chains.
By the use of the functional equations and additional properties like an-
alyticity, intertwining symmetry, asymptotic and normalization the density
matrix elements are fully determined. We illustrate that by solving the equa-
tions for two-site correlation functions for the O(n) for the n = 3, 4, . . . , 8
cases at zero temperature.
Although we have shown that this approach can be fruitful for explicit
computation of correlation functions, we still need to find an analytical solu-
tion for the function ω2(λ1, λ2) in order to proceed for correlation at longer
distances. We expect more naturally that this approach holds for other
integrable systems, e.g like the for Sp(2m) spin chain. It seems also feasi-
ble, although more challenging, to extend it for the case of OSp(n|2m) spin
chains. We hope to come back to these issues in the future.
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Appendix: Results for O(6), O(7) and O(8)
For completeness, in this appendix we present in Tables 7-9 the results for
the cases O(6), O(7) and O(8), whose evaluation goes along the same lines
as the O(5) case.
Length ω1(0) ω˜
′
2(0) ρ1(0, 0) ρ2(0, 0) ρ3(0, 0)
L = 2 −3.00000 3.00000 0.0000000 0.0000000 0.1666667
L = 4 −2.42539 1.40209 0.0175797 −0.0165304 0.0777188
L = 6 −2.33434 1.19874 0.0197422 −0.0181112 0.0663248
L→∞ −2.26394 1.06426 0.0211299 −0.0188596 0.0587471
Table 7: Results for the O(6) case.
Length ω1(0) ω˜
′
2(0) ρ1(0, 0) ρ2(0, 0) ρ3(0, 0)
L = 2 −2.80000 1.879820 0.0000000 0.0000000 0.1428570
L = 4 −2.32621 0.831166 0.0132093 −0.0126998 0.0630920
L = 6 −2.24665 0.684007 0.0150284 −0.0142053 0.0518636
L→∞ −2.18212 0.585933 0.0162103 −0.0149653 0.0443502
Table 8: Results for the O(7) case.
Length ω1(0) ω˜
′
2(0) ρ1(0, 0) ρ2(0, 0) ρ3(0, 0)
L = 2 −2.66667 1.347915 0.0000000 0.0000000 0.1250000
L = 4 −2.26376 0.572129 0.0102433 −0.0099689 0.0530226
L = 6 −2.19338 0.454788 0.0117758 −0.0113250 0.0421188
L→∞ −2.13339 0.374522 0.0128029 −0.0120623 0.0346391
Table 9: Results for the O(8) case.
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