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Abstract
The goal of controlling a gene regulatory network
(GRN) is to generate an intervention strategy, i.e.,
a control policy, such that by applying the policy
the system will avoid undesirable states. In this
work, we propose a method to control GRNs by
using Batch Mode Reinforcement Learning (Batch
RL). Our idea is based on the fact that time series
gene expression data can actually be interpreted as
a sequence of experience tuples collected from the
environment. Existing studies on this control task
try to infer a model using gene expression data and
then calculate a control policy over the constructed
model. However, we propose a method that can di-
rectly use the available gene expression data to ob-
tain an approximated control policy for gene regu-
lation that avoids the time consuming model build-
ing phase. Results show that we can obtain policies
for gene regulation systems of several thousands of
genes just in several seconds while existing solu-
tions get stuck for even tens of genes. Interestingly,
the reported results also show that our method pro-
duces policies that are almost as good as the ones
generated by existing model dependent methods.
1 Introduction
Gene Regulatory Networks (GRNs) model gene regulation in
terms of multivariate interactions among the genes. One of
the major goals of building a GRN for a set of genes is to pre-
dict and control the behavior of the cellular system for sev-
eral reasons such as developing therapies or drugs that would
prevent the system from falling into an undesired absorbing
state.
The control problem for GRNs is defined as controlling
the state of the regulation system through interventions of a
set of genes. That is, we apply a series of actions to some
pre-selected set of genes, and expect the regulation system
not to fall into undesirable states. There are several stud-
ies in the area of controlling GRNs. They all model gene
regulation as a Probabilistic Boolean Network (PBN) and at-
tempt to identify the best intervention strategy over the con-
structed PBN [Shmulevich et al., 2002]. The study described
in [Datta et al., 2003] tries to find an optimal finite horizon
intervention strategy for PBNs so that at the ultimate hori-
zon, the system achieves the highest probability of being in
a desirable state. The study in [Pal et al., 2006] finds opti-
mal infinite horizon intervention strategy by formulating the
control problem as a Markov Decision Process (MDP) and
then solving the problem with the help of the Value Itera-
tion algorithm. They showed that the optimal policy can shift
the probability mass from undesirable states to desirable ones
in the constructed PBN. The study in [Faryabi et al., 2007a;
2007b] applies Reinforcement Learning (RL) techniques to
obtain an approximate control policy of the constructed PBN.
The basic and most important problem with the existing
solutions for controlling GRNs is that none of them can solve
the control problem for systems with more than several tens
of genes due to their exponential time and space require-
ments. The finite horizon study of [Datta et al., 2003] builds
the Markov chain of the PBN, and the infinite horizon study
of [Pal et al., 2006] builds an MDP over the PBN. Both re-
quire exponential time and space in terms of the number of
genes. A 30-gene system, for example, requires dealing with
more than 1 billion states which is highly infeasible even to
keep in the memory. Although the study in [Faryabi et al.,
2007a] proposes an approximated algorithm that runs in poly-
nomial time, it again requires exponential space since they
explicitly keep a state-action function Q. Besides, their ap-
proximated solution still requires to construct a PBN, which
already takes O(dk × nk+1) time and space, where n is the
number of genes, k is the maximum number of predictor
genes and d is the discretization level [Shmulevich et al.,
2002]. The study in [Faryabi et al., 2007a] reports that the
construction of the PBN for their 10-gene system takes more
than 3 days for k = 3 and d = 2.
In this paper, we propose a novel method to control GRNs
making use of Batch Mode Reinforcement Learning (Batch
RL) approach. Batch RL provides approximated infinite hori-
zon control policies without requiring the model of the envi-
ronment. That is, it tries to obtain a generalized control policy
based on limitedly available experience tuples collected from
the environment. Our idea is that time series gene expression
data can actually be interpreted as a sequence of experience
tuples collected from the environment. Each sample repre-
sents the state of the system, and successive state transitions
demonstrate system dynamics. Therefore, instead of model-
ing gene regulation as a PBN and obtaining a control policy
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over the constructed PBN, we directly use the available gene
expression samples to obtain an approximated control policy
for gene regulation using Batch RL. Using this method, we
are able to benefit from the great reduction on both time and
space since we get rid of the most time consuming phase,
inferring a PBN out of gene expression data. Figure 1 de-
picts the two alternative solution methods, where the flow
in the box summarizes our proposal. The results show that
our method can find policies for regulatory systems of several
thousands of genes just in several seconds. Interestingly, the
results also show that our approximate control policies have
almost the same solution quality compared to that of the ex-
isting PBN-based optimal solutions. This means our method
is not only much faster than the previous solution alternatives
but also provides almost the same solution quality.
Figure 1: Flowchart of control solutions
The rest of this paper is organized as follows. Section 2 in-
troduces Batch RL. Section 3 describes our proposed method
for controlling GRNs. Section 4 shows the experimental eval-
uations of our method and Section 5 concludes our work.
2 Batch Mode Reinforcement Learning
A Markov Decision Process (MDP) is a framework composed
of a 4-tuple (S,A, T,R), where S is the set of states; A is
the set of actions; T (s′|s, a) is the transition function which
defines the probability of observing state s′ by firing action
a at state s; and R(s, a) is the expected immediate reward
received in state s firing action a. The transition function de-
fines the dynamics of the environment, and the reward func-
tion specifies the rewards with respect to the state and ac-
tion configurations [Bellman, 1957]. The optimal policy of
an MDP framework can be defined based on optimal state-
action function, Q∗, of Bellman equation:
Q∗(s, a) = R(s, a) + γ
∑
s′
T (s′|s, a) max
a′
Q∗(s′, a′) (1)
where γ is the discount factor [Bellman, 1957]. The optimal
state-action function can be found by iterating over the Bell-
man equation. The optimal policy can then be found as shown
in Equation 2 [Sutton and Barto, 1998].
pi(s) = arg max
a
Q∗(s, a) (2)
Reinforcement Learning (RL) is a framework to find the opti-
mal state-action function, Q∗, without using the model of the
environment, which is T (s′|s, a), the transition function, and
R(s, a), the reward function [Sutton and Barto, 1998]. As
the learner interacts with the environment, RL incrementally
updates the state-action function. One of the RL methods, Q-
Learning, applies the update equation below [Watkins, 1989]:
Q(s, a) = (1− α)Q(s, a) + α(R(s, a) + γmax
a′
Q(s′, a′))
(3)
where α is the learning rate, γ is the discount factor. Here,
the agent applies the action a at the state s and observes the
immediate reward R(s, a) and the next state s′. It has been
proven that for sufficiently large number of iterations, Equa-
tion 3 converges to the optimal state-action functionQ∗ as the
learning rate, α, gradually lower downs to zero [Sutton and
Barto, 1998].
Batch Mode Reinforcement Learning (Batch RL), on the
other hand, is an extension of classical RL. In Batch RL,
the learner directly takes several number of experience tuples
that are already collected. The experience tuples can be col-
lected arbitrarily, even randomly in the exploration stages of
the learner [Lange et al., 2011]. The main idea is to use these
limitedly available experience tuples in batch to obtain an ap-
proximated and generalized state-action function [Lange et
al., 2011; Busoniu et al., 2010; Ernst et al., 2005].
There are several Batch RL algorithms. The Experi-
ence Replay algorithm presented in [Lin, 1992] assumes the
learner experiences again and again what it had experienced
before. The Kernel-Based RL in [Ormoneit and Sen, 2002]
introduces kernel functions to get an approximated and gen-
eralized state-action function. The Fitted Q Iteration (FQI)
algorithm presented in [Ernst et al., 2005], on the other hand,
converts the Batch RL problem into a supervised learning
problem. The main idea is that it is actually a supervised
learning problem to find an approximated and generalized
state-action function mapping all possible state action pairs
into their state-action values.
2.1 Least-Squares Fitted Q Iteration
In our method, we choose to use the Least-Squares Fitted Q
Iteration (FQI) algorithm presented in [Busoniu et al., 2010;
Ernst et al., 2005]. Least-Squares FQI employs paramet-
ric approximation to obtain an approximated and general-
ized state-action function Qˆ. Qˆ is parameterized by an n-
dimensional vector Θ, where every parameter vector Θ corre-
sponds to a compact representation of the approximate state-
action function Qˆ as Equation 4 shows.
Qˆ(s, a) = [F (Θ)](s, a) (4)
The calculation of [F (Θ)](s, a), on the other hand, is done by
utilization of feature values as Equation 5 shows.
[F (Θ)](s, a) = [φ1(s, a), ..., φn(s, a)]
T · [Θ1, ...,Θn] (5)
where φi stands for a single feature specific for the state s,
and the action a, Θi stands for the parameter corresponding to
the ith feature, and Θ is the parameter vector of Θi’s. Least-
Squares FQI algorithm, iteratively train the parameter vector
Θ with respect to the defined feature values and calculated
state-action values for each experience tuples by using least-
squares linear regression. Note that the number of parameters
in Least-Squares FQI is same as the number of features de-
fined. The overall algorithm is shown in Algorithm 1.
2043
Algorithm 1: Least-Squares Fitted Q Iteration
Input: discount factor γ,
experience tuples {(si, ai, ri, s′i)|i = 1, ..., N}
j ← 0, Θj ← 0, Θj+1 ← 
while |Θj+1 −Θj | ≥  do
for i = 1...N do
Ti ← ri + γmax
a′
[F (Θj)](s
′
i, a
′)
end
Θj+1 ← Θ∗,
where Θ∗ ∈ arg min
Θ
∑N
i=1(Ti − [F (Θ)](si, ai))2
j ← j + 1
end
Output: Θj+1
We begin with an initial parameter vector Θ0. At each iter-
ation, Least-Squares FQI firstly assigns a target state-action
value Ti for each experience tuple. This is achieved by sum-
ming immediate reward ri and the discounted future reward
γmaxa′ [F (Θj)](s
′
i, a
′) for each experience tuple. Note that
this equation is same as Equation 3 with learning rate (α) as 1.
Then, those target values and available feature values are used
to train the parameter vector Θ by using least squares linear
regression, which provides the next parameter vector Θj+1.
The algorithm continues with the next iteration by using the
same feature values but the refined parameter vector. Once
the parameter vector is converged, the algorithm outputs the
parameter vector which can be used to find the approximate
state-action function based on the Equation 5. Then, it is easy
to find the approximate infinite horizon control policy by tak-
ing the minimizing action for each state as Equation 6 shows.
pi(s) = arg max
a′
[F (Θj+1)](s, a
′) (6)
3 Batch RL for Controlling GRNs
This section describes our proposed method for solving the
GRN control problem. We have used the Least-Squares FQI
algorithm explained in Section 2.1. Figure 2 shows the block
diagram of our proposed method. First, we convert gene ex-
pression data, which is sampled from the gene regulation sys-
tem that we want to control, into a series of experience tuples.
Then, we calculate feature values for each experience tuple
to use them in the Least-Squares FQI algorithm. Note that as
Equation 5 shows, feature values depend only on the current
state and action values of each experience tuples. Therefore,
they do not change over the iterations of Least-Squares FQI
shown in Algorithm 1. Hence, we calculate them once for
each available experience tuples beforehand, and let Least-
Squares FQI use them. Lastly, we invoke the Least-Squares
FQI algorithm given in Algorithm 1, and obtain the approx-
imated control policy. Thereby, we obtain a control policy
for a gene regulation system directly from the gene expres-
sion data without making use of any computational model. In
the following subsections, we will describe how we convert
the gene expression samples into experience tuples and what
features we used with the Batch RL algorithm.
Figure 2: Batch RL for controlling GRNs
3.1 Experience Tuples
This section describes how we converted gene expression
data into a series of experience tuples, which is one of the
most critical steps of our solution. An experience tuple is a
4-tuple (s, a, s′, c), where s is the current state, a is the cur-
rent action, s′ is the next state and c is the immediate cost. It
represents one-step state transition in the environment. Here,
we explain how each of the four elements of each experience
tuple is obtained from the gene expression data. Note that
instead of associating reward values for the desirable states,
in our method we have associated cost values for undesirable
states as presumed by previous studies [Datta et al., 2003;
Pal et al., 2006]. Instead of maximizing reward, this time we
will try to minimize the cost [Sutton and Barto, 1998].
States: As all previous studies for controlling GRNs,
the state of a GRN is defined by the discretized form
of the gene expression sample itself [Datta et al., 2003;
Pal et al., 2006; Faryabi et al., 2007a]. Hence, the ith and
(i + 1)th gene expression samples constitute the current
state s and the next state s′ values for the ith experience
tuple. Similar to most of the previous studies, we have used
binary discretization [Datta et al., 2003; Pal et al., 2006;
Faryabi et al., 2007a]. Note that there are 2n possible states
where n is the number of genes in the regulation system.
Actions: The action semantics for a gene regulation system
is mostly implemented through reversing the value of a
specific gene or a set of genes, i.e., changing its value
from 0 to 1 or 1 to 0 [Datta et al., 2003; Pal et al., 2006;
Faryabi et al., 2007a]. Those reversed genes are named as
input genes and should be specified in the context of the
control problem. If the value of an input gene is reversed,
the action is assumed as 1, if it is left as it is the action is
assumed to be 0. Hence, there are 2k distinct actions given
k input genes. In order to obtain the action values from the
gene expression samples, we have checked the absolute value
of the difference between the values of the input genes in the
successive gene expression samples. For a regulation system
of six genes, for example, let the gene expression sample at
time t be 101001 and at time t + 1 be 011000. If the input
genes are the 2nd and 5th genes, the action value, i.e., a in the
experience tuple, at time t is 10 in binary representation since
the 2nd gene has changed its value while the 5th gene has not.
Costs: The only remaining values to be extracted from the
gene expression samples is the cost values, i.e., c in the expe-
rience tuples. Costs are associated with the goal of the con-
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trol problem. The goal can be defined as having the value of
a specific gene as 0 as in [Pal et al., 2006], or as reaching to
a specific basin of attractors in the state space as in [Bryce et
al., 2010]. If the state of the regulation system does not sat-
isfy the goal, it is penalized by a constant value. Moreover,
applying an action for each input gene also has a relatively
small cost to realize it. So, the cost function can be defined as
follows:
cost(s, a) =
{
0 + n× c if goal(s)
α+ n× c if ¬ goal(s) (7)
where α is the penalty of being in an undesirable state, n is
the number of input genes whose action value is 1, and c is
the cost of action to apply for each input gene.
3.2 Features
This section describes the features that are built from the ex-
perience tuples obtained from the gene expression samples.
Although there may be different types of features, in our
study we used straightforward but strong features. In the
GRN domain, state values are composed of the discretized
forms of gene expression samples, hence they provide a deep
insight and rich information about the characteristics of the
GRN. Based on this fact, we decided to use the current state
values of the experience tuples, i.e., the discretized gene ex-
pression samples itself, directly as features. That is, for each
experience tuple, there are exactly as many features as the
number of genes and feature values are equal to the binary
discretized gene expression values, which can be formulated
as below.
φi(s) =
{
0 if s(i) == 0
1 if s(i) == 1 (8)
where 0 ≤ i ≤ n, n is the number of genes and φi is the ith
feature in the feature vector and it is equal to the expression
value of the ith gene in the discretized gene expression sam-
ple. So, for a 6-gene regulation system, a state having binary
value as 101011 has its feature vector same as 101011. Note
that as suggested in [Busoniu et al., 2010], we have used dif-
ferent parameter vectors for each possible action, therefore
the action does not affect the feature values in Equation 8.
4 Experimental Evaluation
4.1 Melanoma Application
This section describes the experimental evaluation of our
proposed method for controlling gene regulation systems in
terms of its solution quality. We have applied our algorithm
to the melanoma dataset presented in [Bittner et al., 2000]; it
is composed of 8067 genes and 31 samples. It is reported that
the WNT5A gene is highly discriminating factor for metas-
tasizing of melanoma, and deactivating the WNT5A signif-
icantly reduces the metastatic effect of WNT5A [Bittner et
al., 2000; Datta et al., 2003; Pal et al., 2006; Faryabi et al.,
2007a]. Hence, a control strategy for keeping the WNT5A
deactivated may mitigate the metastasis of melanoma [Datta
et al., 2003].
We have compared our method with the previous infi-
nite horizon solution for the GRN control problem presented
in [Pal et al., 2006] in terms of their solution qualities. Hence,
our experimental settings are the same as that of [Pal et al.,
2006]. We considered a seven-gene subset of the complete
melanoma dataset, which are WNT5A, pirin, S100P, RET1,
MART1, HADHB, and STC2, in order, i.e., WNT5A is the
most significant bit and STC2 is the least significant bit in the
state values. We have selected the 2nd gene, pirin, as the input
gene. Therefore, there are two possible actions defined in the
control problem, reversing the value of pirin, a = 1, or not re-
versing it, a = 0. We also set the cost of applying an action as
1. The goal objective is to have WNT5A deactivated, its ex-
pression value as 0, and set penalty of not satisfying the goal
as 5. Hence, the cost formulation mentioned in Section 3.1
can be realized as follows:
cost(s, a) =

0 if goal(s) and a = 0
1 if goal(s) and a = 1
5 if ¬ goal(s) and a = 0
6 if ¬ goal(s) and a = 1
(9)
Note that for states [0−63] WNT5A has the value of 0, and for
the remaining states [64−127] WNT5A is 1 since WNT5A is
the most significant bit in the state values. Hence, the states
[0− 63] are desirable while states [64− 127] are undesirable.
We also set our discount factor in the Algorithm 1 as 0.9.
Based on these experimental settings, we obtained an ap-
proximate control policy from our proposed method and com-
pared it with the optimal policy obtained by the method pro-
posed in [Pal et al., 2006]. Remember that [Pal et al., 2006]
models gene regulation as a PBN and then tries to obtain
the infinite horizon optimal control policy of the constructed
PBN. They formulate the control problem as an MDP and
apply the Value Iteration algorithm. In our comparative ex-
periment, we do the following. First, we have constructed a
PBN from the seven-gene melanoma dataset. It is done based
on the PBN construction algorithm presented in [Shmulevich
et al., 2002]. Then, we obtained a control policy from the
method presented in [Pal et al., 2006] and from our pro-
posed method separately. Lastly, we applied both of the poli-
cies to the same constructed PBN separately and checked the
steady-state probability distributions of the controlled PBNs.
Note that the method proposed by [Pal et al., 2006] used
the constructed PBN to obtain a control policy. Whereas,
our method did not use the constructed PBN, but obtained
a control policy directly from the gene expression data as ex-
plained in Section 3. In fact, our aim is not to control the
constructed PBN, but to control directly the gene regulation
system that produced the real gene expression data. However,
to be able to compare the quality of the two produced poli-
cies, we applied the two policies separately to the same con-
structed PBN and checked the steady-state probability dis-
tributions of the controlled PBNs, which is also the way the
other studies, e.g., [Pal et al., 2006; Faryabi et al., 2007a;
Datta et al., 2004] follow. Figure 3 shows the results.
We see that the steady-state probability distributions are
shifted from undesirable states to the desirable states in the
controlled PBNs with respect to the uncontrolled PBN. Note
that uncontrolled PBN means to run the PBN without any in-
tervention, i.e., the action value is always 0. If we compare
the two probability shifts provided by the policy of our Batch
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Figure 3: Steady-state probability distribution
RL based method and provided by the policy of the existing
Value Iteration based method, we see that our method is able
to shift the probability mass better than the existing method.
The probability values of being in the states 39, 53 and 55,
which are among the desirable states, are significantly larger
for the policy of our method while the other probability val-
ues are almost the same. When we sum the probability values
of the desirable states for both policies, we get 0.96 for the
probability distribution of the PBN controlled by the existing
method and 0.98 for the probability distribution of the PBN
controlled by our method. The probability sum of the desir-
able states for the uncontrolled PBN, on the other hand, is
0.54. Right-hand side of the Figure 3 compares the probabil-
ity sums.
If we compare the expected costs for the two control solu-
tions, we see that our method is able to reduce the expected
cost almost optimally. The expected cost for a control solu-
tion is calculated as the dot product of the steady-state proba-
bility distribution of the controlled PBN and the cost function,
which is given below (Equation 10).
E[C(pi)] =
N∑
s=1
p(s) · cost(s, pi(s)) (10)
whereN is the number of states, p(s) is the steady-state prob-
ability value of the state s, pi is the produced control policy,
and cost is the cost function defined in Equation 9. Remem-
ber that uncontrolled PBN refers to the PBN without any in-
tervention, i.e., pi(s) = 0 for all the states of the uncontrolled
PBN. The expected cost for the uncontrolled PBN is 2.29,
for the controlled PBN via Value Iteration is 0.21 and for the
controlled PBN via Batch RL is 0.40. Note that Value Itera-
tion provably produces the optimal solution and the expected
cost of the control policy obtained from the Value Iteration is
0.21, the minimum possible expected cost [Bellman, 1957].
Our method is able to produce a near-optimal solution requir-
ing much less time.
It is indeed a very interesting result. Because our method
has nothing to do with PBN, but its produced policy works
almost as successful as the optimal policy obtained over the
constructed PBN itself with the Value Iteration algorithm.
Hence, it can be said that instead of building a gene regulation
model such as PBN and dealing with complex details of the
constructed computational model, a control problem can be
solved by using directly the state transitions available in the
gene expression data with almost the same solution quality.
Moreover, since PBN is the most time consuming part of the
available control solutions, it reduces the time requirements
of the problem greatly as presented in detail in Section 4.3.
4.2 Large Scale Melanoma Application
This section describes the results of our method on a large
scale gene regulation system. We have again used a subset
of the melanoma dataset presented in [Bittner et al., 2000].
We combined the 10 interacting genes presented in Table 3
of [Kim et al., 2002] and the 22 highly weighted genes that
form the major melanoma cluster presented in Figure 2b
of [Bittner et al., 2000]. Since the four genes WNT5A, pirin,
MART1 and HADHB, are available in both sets, we have 28
genes in total and 31 samples that the melanoma dataset al-
ready provides. Our objective is again to have WNT5A de-
activated, its expression value as 0, and use the same cost
formulation shown in Equation 9. We again set the WNT5A
as the most significant bit and STC2 as the least signifi-
cant bit. Hence, the desirable states are [0 − 227) since
WNT5A has its expression value as 0, and undesirable states
are [227 − 228) since WNT5A has its expression value as
1. The input gene is also the 2nd gene, pirin. The order of
the genes in the state value representation is WNT5A, pirin,
MART1, HADHB, CD63, EDNRB, PGAM1, HXB, RXRA,
ESTs, integrin b1, ESTs, syndecan4, tropomyosin1, AXL,
EphA2, GAP43, PFKL, synuclein a, annexin A2, CD20,
RAB2, S100P, RET1, MMP3, PHOC, synuclein and STC2.
We have applied our proposed method to the extended 28-
gene subset of the melanoma dataset. As in Section 4.1, we
have again measured the quality of the policy produced by our
method with respect to the shift of the probability mass from
undesirable states to the desirable states in a controlled PBN.
Hence, firstly we applied our proposed method to the 28-gene
melanoma dataset and obtained an approximated control pol-
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icy for the 28-gene regulation system. Then, we constructed
the PBN of the 28-gene regulation system with the algorithm
presented in [Shmulevich et al., 2002]. We applied the policy
produced by our method to the constructed PBN and checked
the steady-state probability distribution of the controlled PBN
with respect to the steady-state probability distribution of the
uncontrolled PBN. Since it is almost impossible to plot the
probability value of each possible 228 states, here, we sum
the probability values in the desirable states and in the unde-
sirable states. Then, we compared the probability sums of the
desirable states and the undesirable states in the controlled
and uncontrolled PBNs. Figure 4 shows the results.
For the uncontrolled PBN, the probability sum of desir-
able states is 0.01 and the undesirable states is 0.99. For the
controlled PBN, on the other hand, the probability sum of de-
sirable states is 0.8 and the undesirable states is 0.2. This
means, by applying the policy obtained by our method to the
constructed PBN, we can significantly shift the probability
mass from undesirable states to desirable states. It was 0.99
probability to be in one of the undesirable states in the uncon-
trolled PBN. However, this value reduces to 0.2 if we con-
trol the PBN with respect to the control policy produced by
our method. Therefore, we can say that our method not only
works for small regulatory systems, but also solves large scale
control problems; this is a good justification for verifying its
robustness and effectiveness.
Note that, 28-gene regulatory system may not seem as large
enough since our method can easily produce control poli-
cies for regulation systems composed of several thousands
of genes. However, here, we verify our method with re-
spect to a constructed PBN as existing methods have done,
and PBN construction algorithm limits our experiments due
to its O(dk × nk+1) time and space complexities, where n
is the number of genes, k is the maximum number of predic-
tor genes and d is the discretization level [Shmulevich et al.,
2002]. Actually, PBN construction algorithm does not work
for regulation systems larger than 50 genes for k = 3 and
d = 2 with our current hardware configuration, Intel i7 pro-
cessor and 8-GB memory, especially due to its space require-
ment. Still, to the best of our knowledge, it is the first study
successfully producing a control solution for a gene regula-
tion system with more than 15 genes.
Figure 4: Large scale melanoma steady-state probability shift
4.3 Time Requirements
This section describes the time requirement of our proposed
solution for controlling GRNs. We again used the gene ex-
pression data presented in [Bittner et al., 2000]. This time, we
gradually increased the number of genes in the dataset from
10 genes to 8067 genes, applied our method and checked the
elapsed time to obtain a controlling policy. Figure 5 shows the
results. As it is shown, time increases linearly with the num-
ber of genes in the dataset and the maximum required time
to obtain a control policy for the complete gene regulation
system of 8067 genes is just about 6 seconds 1. It is a great
improvement since existing PBN-based studies cannot solve
control problems even for several tens of genes. Moreover,
to our best knowledge, it is the first solution that can pro-
duce policies for regulation systems with several thousands
of genes.
Figure 5: Execution time for our method
5 Conclusion
In this study, we have proposed a novel method for control-
ling GRNs. Our algorithm makes use of Batch Mode Rein-
forcement Learning to produce a control policy directly from
the gene expression data. The idea is to treat the time se-
ries gene expression samples as a sequence of experience tu-
ples and calculate an approximated policy over those experi-
ence tuples without explicitly generating any computational
model for gene regulation such as Probabilistic Boolean Net-
work. The reported results show that our proposed method
is successful in producing control policies with almost the
same solution qualities compared to the previous control so-
lutions. Moreover, it can solve control problems with several
thousands of genes just in seconds, whereas existing meth-
ods cannot solve the control problem even for several tens
of genes. To the best of our knowledge, it is the first study
that can generate solutions for gene regulation systems with
several thousands of genes.
1We have used MATLAB’s pinv (Moore-Penrose pseudoinverse)
function for solving the least-squares regression problem in the
Least-Squares FQI algorithm, which provides a linear-time solution
for regression problems.
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