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Un dels problemes centrals de les matema`tiques e´s el de la classificacio´. Per a cada tipus d’ob-
jecte, tenim la corresponent nocio´ d’isomorfisme i ens interessa saber sota quines circumsta`ncies
dos objectes d’aquest tipus so´n isomorfs. A vegades, podem trobar a cada classe d’isomorfia un
invariant cano`nic, que pertany a una famı´lia ben coneguda, i que ens serveix per establir quan
dos objectes so´n isomorfs: ho so´n si, i nome´s si, els invariants cano`nics de les seves classes so´n
el mateix. En casos me´s complexos, sera` me´s complicat trobar invariants com a tal i parlarem
de propietats que hauran de satisfer ambdo´s objectes per mantenir la nocio´ d’isomorfisme.
D’aquesta manera, per cada tipus d’objecte necessitarem definir el concepte d’isomorfisme i
trobar les diferents propietats o axiomes que ens permetin establir si qualsevol parell d’objectes
so´n isomorfs o no. L’estructura dels teoremes de classificacio´ sera`:
A,B pertanyen a la mateixa classe d’isomorfia si, i nome´s si, satisfan les mateixes propietats
cano`niques o tenen els mateixos invariants cano`nics.
A continuacio´ il·lustrarem aquest concepte amb un parell d’exemples.
Per comenc¸ar, considerarem K un cos commutatiu i ens interessarem pels espais vectorials de
dimensio´ finita sobre K. En aquest cas, el teorema de classificacio´ ens diu que si E i F so´n
K−espais vecorials de dimensio´ finita, aleshores E ' F si, i nome´s si, dimK(E) = dimK(F ).
Sense anar massa me´s lluny, podem trobar un altre exemple prenent com a tipus d’objectes els
grups c´ıclics. En aquest cas, el teorema de classificacio´ dels quals ens diu que dos grups c´ıclics
G i G′ so´n isomorfs si, i nome´s si, |G| = |G′|, e´s a dir, si tenen el mateix cardinal.
Vist aixo`, ens podem plantejar una qu¨estio´ que va una mica me´s enlla`. A banda de classificar
un conjunt d’objectes com a isomorfs entre si, existeix un representant cano`nic amb el que
estiguem familiaritzats? E´s a dir, volem trobar un objecte conegut al qual es puguin reduir tots
els objectes amb qui comparteixi invariant cano`nic.
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La resposta es troba en els anomenats teoremes de representacio´, els quals presenten habitual-
ment una estructura similar a la segu¨ent:
A e´s isomorf a X representant cano`nic si, i nome´s si, A satisfa` un seguit d’axiomes o propietats.
Tornant als exemples anteriors, podem trobar resultats de representacio´ forc¸a interessants.
En el cas dels espais vectorials, a cada classe d’isomorfia tenim un K−espai vectorial cano`nic:
Kn. El resultat que ens diu que si E e´s un K−espai vectorial de dimensio´ finita n, aleshores e´s
isomorf a Kn e´s el teorema de representacio´.
En el cas dels grups c´ıclics, el teorema de representacio´ ens do´na informacio´ sobre l’objecte
cano`nic al qual el grup c´ıclic sera` isomorf: els enters en cas de tenir cardinal infinit i els enters
mo`dul n en cas de tenir cardinal n <∞. Formalment, ens diu que donat G un grup c´ıclic:
i) G finit d’ordre n =⇒ G ' Zn
ii) G infinit =⇒ G ' Z
Aix´ı doncs, hem pogut comprovar que els teoremes de representacio´ so´n resultats me´s forts que
els teoremes de classificacio´ en el sentit que, dins una teoria, ens diuen que qualsevol objecte
e´s isomorf a un d’una determinada famı´lia d’objectes ben coneguts (els espais Kn a la teoria
d’espais vectorials sobre K o els grups Zn i Z a la teoria de grups c´ıclics).
En aquest treball, ens centrarem en demostrar-ne dos de concrets enunciats a continuacio´, el de
Stone per a`lgebres de Boole finites i el de Birkhoff per reticles distributius finits.
Teorema de Representacio´ de Stone: Sigui B una a`lgebra de Boole finita, A = At(B) el
conjunt dels a`toms de B, aleshores e´s isomorfa a P(A) representant cano`nic, e´s a dir
(B,∧,∨) ∼=b (P(A),∩,∪).
Teorema de Representacio´ de Birkhoff : Sigui L un reticle distributiu finit, J (L) el conjunt
d’elements irreductibles respecte la unio´, aleshores e´s isomorf a I(J (L)) representant cano`nic
definit com el conjunt d’ideals d’aquest u´ltim conjunt, e´s a dir,
(L,∧,∨) ∼= (I(J (L)),∩,∪).
A me´s, en aquest cas, el teorema de representacio´ tambe´ es podra` entendre com una caracterit-
zacio´ dels reticles distributius finits: un reticle finit sera` distributiu si, i nome´s si, e´s isomorf al
representant cano`nic esmentat pre`viament.
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D’aquesta manera, l’objectiu principal del treball sera`, com ja hem comentat, demostrar els
teoremes de representacio´ de Stone i de Birkhoff, tot entenent els conceptes claus d’a`lgebra de
Boole i reticle distributiu a partir de diferents exemples.
Com es veura` me´s endavant, les a`lgebres de Boole so´n, en particular, reticles distributius. Per
tant, n’hi hauria prou amb demostrar el teorema de Birkhoff i deduir que el de Stone n’e´s
un corol·lari. De totes maneres, per raons dida`ctiques i histo`riques, hem preferit comenc¸ar
demostrant el teorema de Stone ja que els conceptes involucrats en aquesta so´n me´s senzills i
despre´s demostrar el cas general, el teorema de Birkhoff.
Dit aixo`, procedirem a comentar l’estructura del treball i que` es tracta en cada cap´ıtol, deixant de
banda les refere`ncies emprades. A la introduccio´ de cada seccio´ ja es proporcionara` la bibliografia
ba`sica que s’hagi utilitzat per entendre i redactar els conceptes i idees que hi apareixen.
Cap´ıtol 1: Al primer cap´ıtol introduirem breument els conceptes ba`sics que ens permetran
comprendre a la perfeccio´ l’estructura de conjunt parcialment ordenat i la seva representacio´
gra´fica pel seu diagrama de Hasse. A partir d’uns quants exemples bastant simples, presentarem
les nocions d’element maximal, ma`xim i suprem (ana`logament d’element minimal, mı´nim i ı´nfim)
d’aquests conjunts. Tot i ser una seccio´ que presenta conceptes extensament treballats durant el
grau, he considerat interessant recordar breument algunes definicions sobre les quals s’aixecaran
les bases del treball.
Cap´ıtol 2: Al segon cap´ıtol entrarem me´s a fons en les definicions de reticle ordenat i reticle
algebraic, veient-ne l’equivale`ncia cap a un u´nic concepte de reticle, i presentarem uns quants
exemples de reticles forc¸a coneguts, aix´ı com la representacio´ gra`fica i la taula d’operacions
d’algun d’ells. Veurem els diferents tipus de morfismes entre reticles per acabar definint amb
me´s precisio´ la nocio´ d’isomorfisme, fonamental per poder enunciar i demostrar els teoremes de
representacio´ objectiu del treball, i continuarem estudiant els subreticles ideal i filtre tot veient-
ne un seguit d’exemples i propietats. Per acabar, definirem els conceptes de reticle distributiu
i reticle modular, demostrarem un seguit de teoremes que els relacionen i els caracteritzen i
veurem la definicio´ i un parell de propietats dels elements ato`mics i els elements irreductibles.
Cap´ıtol 3: Al tercer cap´ıtol particularitzarem la definicio´ de reticle distributiu per arribar
a la d’a`lgebra de Boole, obtenint aix´ı totes les eines necessa`ries per demostrar el primer dels
dos teoremes de representacio´, el de Stone. Veurem un seguit d’exemples d’a`lgebres de Boole,
entre ells el que en sera` el representant cano`nic, i refinarem algun dels conceptes i definicions ja
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presentades en el cap´ıtol anterior, sempre amb la intencio´ d’adaptar-les al nou context en el que
ens trobem.
Cap´ıtol 4: Al quart cap´ıtol el dedicarem a enunciar i demostrar el teorema de representacio´ de
Stone. Comenc¸arem enunciant i comprovant un parell de resultats importants que ens permetran
que la demostracio´ final del teorema sigui me´s elegant i menys feixuga i acabarem amb un parell
d’exemples que ens permetran veure una aplicacio´ me´s directa del teorema.
Cap´ıtol 5: Al cinque` i u´ltim cap´ıtol el dedicarem a enunciar i demostrar el teorema de re-
presentacio´ restant, el de Birkhoff. Com en el cap´ıtol anterior, destinarem les primeres l´ınies a
plantejar i demostrar un seguit de proposicions fonamentals per poder entendre el proce´s i ar-
guments que segueix la demostracio´ del teorema final. Per acabar, veurem un corol·lari que ens
relacionara` el teorema amb les mu´ltiples caracteritzacions dels reticles distributius mitjanc¸ant
un exemple i construirem unes famı´lies molt especials d’objectes sobre els quals es pot aplicar




Aquest cap´ıtol es presenta com un petit escalfament per preparar-nos per la teoria que desenvo-
luparem al llarg del treball. Farem una breu introduccio´ del concepte de relacio´, en particular
d’aquelles a les que anomenarem relacions d’ordre, i establirem les bases per definir aquelles
col·leccions d’elements que tenen una ”ma`xima fita inferior¨ı una ”mı´nima fita superior”a les
quals anomenarem reticles. Les refere`ncies principals so´n [1] i [2].
Siguin A i B dos conjunts, una relacio´ R d’A a B e´s un subconjunt del producte cartesia` A×B.
En cas que els dos conjunts siguin el mateix, direm que R e´s una relacio´ en A i entendrem
(A,R) com el conjunt amb la relacio´. Si (a, b) ∈ R, escriurem a R b i direm que l’element a esta`
relacionat amb l’element b mitjanc¸ant la relacio´ R. En cas contrari, escriurem a R b.
Una relaco´ R en un conjunt A pot tenir les segu¨ents propietats:
i) R e´s reflexiva si a R a per a tot a ∈ A.
ii) R e´s sime`trica si a R b implica b R a per a tot a, b ∈ A.
iii) R e´s antisime`trica si a R b i b R a implica a = b per a tot a, b ∈ A.
iv) R e´s transitiva si a R b i b R c implica a R c per a tot a, b, c ∈ A.
Una relacio´ R en un conjunt A e´s un ordre parcial si e´s reflexiva, antisime`trica i transitiva.
En tal cas, (A,R) s’anomena conjunt parcialment ordenat.
Les relacions d’ordre parcial descriuen situacions jera`riquiques i acostumem a escriure ≤ o ⊆




i) A la figura 1.1 es pot veure el diagrama de Hasse del conjunt (P({1, 2, 3}),⊆), on P(S)
denota les parts de S, e´s a dir, el conjunt de tots els subconjunts de S i ⊆ significa ”inclo`s
o igual que”.
ii) Per altra banda, podem veure a la figura 1.2 el diagrama de Hasse de ({1, 2, 3, 4, 5},≤), on
≤ significa ”menor o igual que”.
{1, 2, 3}
{1, 2} {1, 3} {2, 3}
{1} {2} {3}
∅






Figura 1.2: ({1, 2, 3, 4, 5},≤)
La difere`ncia entre aquests dos exemples queda recollida en la segu¨ent definicio´.
Una relacio´ d’ordre parcial ≤ en A s’anomena un ordre lineal si per cada a, b ∈ A, aleshores
a ≤ b o be´ b ≤ a. En tal cas, (A,≤) s’anomena conjunt totalment ordenat o cadena. En els
exemples vistos anteriorment, ({1, 2, 3, 4, 5},≤) e´s una cadena pero` (P({1, 2, 3}),⊆) no ho e´s.
Sigui (A,≤) un conjunt parcialment ordenat, diem que l’element a ∈ A e´s el ma`xim d’A si per
a tot x ∈ A, x ≤ A. De la mateixa manera, diem que b ∈ A e´s el mı´nim d’A si b ≤ x per
a tot x ∈ A. Diem que l’element c ∈ A e´s maximal si ”no n’hi ha cap me´s gran”, e´s a dir,
c ≤ x =⇒ c = x per a tot x ∈ A. Ana`logament, d ∈ A s’anomena minimal si x ≤ d −→ x = d
per a tot x ∈ A.
Tot i que (A,≤) tindra` com a molt un element ma`xim i un element mı´nim, pot ser que no hi
hagi cap, un o molts elements maximals i minimals.
Exemple 1.2: El segu¨ent conjunt representat mitjanc¸ant el seu diagrama de Hasse (Figura 1.3)






Sigui (A,≤) un conjunt parcialment ordenat i B ⊆ A,
i) a ∈ A e´s fita superior de B si b ≤ a per a tot b ∈ B.
ii) a ∈ A e´s fita inferior de B si a ≤ b per a tot b ∈ B.
iii) El ma`xim d’entre totes les fites inferiors de B, en cas d’existir, s’anomena ı´nfim de B i
s’escriu inf B.
iv) El mı´nim d’entre totes les fites superiors de B, en cas d’existir, s’anomena suprem de B i
s’escriu supB.
Exemple 1.3: Sigui (A,≤) = (R,≤) i B l’interval [0, 3), aleshores inf B = 0 i supB = 3. Aix´ı,
el suprem (o l’´ınfim) d’un conjunt pot perta`nyer o no al conjunt. De la mateixa manera, prenent
B′ = N, inf B′ = 1 pero` el suprem de B′ no existeix.
El segu¨ent resultat es tracta d’un axioma addicional (equivalent a l’axioma de l’eleccio´) utilitzat
amb bastanta frequ¨e`ncia en arguments matema`tics. No pot ser ni provat ni refutat, simplement
e´s indecidible.
Lema 1.4 (Zorn): Sigui (A,≤) un conjunt parcialment ordenat tal que cada cadena d’elements




En aquest cap´ıtol estudiarem me´s detalladament els reticles, veient-ne diverses definicions equi-
valents, profietats i exemples. Les refere`ncies principals per aquesta part so´n [1], [3] i [4]. A
banda, tambe´ veurem els diferents tipus d’aplicacions que es poden construir entre reticles, defi-
nirem els conceptes de subreticle ideal i filtre i posarem el focus en els reticles modulars i, sobre
tot, distributius. Les refere`ncies emprades so´n [3] altra vegada i [5]. Per acabar, presentarem
els elements ato`mics i irreductibles (tan per la unio´ com per la interseccio´) utilitzant com a
refere`ncia essencialment [1].
Un conjunt parcialment ordenat (L,≤) s’anomena reticle si per cada parella d’elements x, y ∈ L
hi ha un suprem i un ı´nfim. En aquest cas, es pot veure fa`cilment que les segu¨ents propietats
so´n equivalents:
i) x ≤ y
ii) sup (x, y) = y
iii) inf (x, y) = x
Algebra`icament, un reticle (L,∧,∨) e´s un conjunt L amb dues operacions binaries ∧ (interseccio´
o producte) i ∨ (unio´ o suma) que satisfan les segu¨ents propietats per a tot x, y, z ∈ L:
(L1) x ∧ y = y ∧ x, x ∨ y = y ∨ x, lleis de commutativitat
(L2) x ∧ (y ∧ z) = (x ∧ y) ∧ z, x ∨ (y ∨ z) = (x ∨ y) ∨ z, lleis d’associativitat
(L3) x ∧ (x ∨ y) = x, x ∨ (x ∧ y) = x, lleis d’absorcio´
(L4) x ∧ x = x, x ∨ x = x, lleis d’idempote`ncia
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De fet, les lleis d’idempote`ncia no deixen de ser res me´s que una aplicacio´ de les lleis d’absorcio´,
x ∧ x = x ∧ (x ∨ (x ∧ x)) = x. Aix´ı, parlarem nome´s de les tres lleis dels reticles algrebraics.
A me´s, notem que qualsevol forma que pugui derivar-se d’aquestes seguira` sent va`lida si inter-
canviem ∧ i ∨ (me´s endavant tambe´ ≤ i ≥). Aixo` ens porta al principi de dualitat, resultat que
ens resultara` molt u´til ate`s que ens permetra` nome´s haver de verificar la meitat dels resultats.
Proposicio´ 2.1 (Principi de dualitat): Qualsevol ”fo´rmula”que impliqui les operacions ∧ i
∨ que sigui va`lida en un reticle (L,∧,∨) seguira` sent-ho si intercanviem ∧ per ∨ i ∨ per ∧ a tot
arreu a la fo´rmula. Aquest proce´s d’intercanvi s’anomena dualitzacio´.
La relacio´ entre els reticles ordenats i els reticles algebraics es segueix del segu¨ent teorema.
Teorema 2.2:
i) Sigui (L,≤) un reticle ordenat, si definim
x ∧ y := inf (x, y) x ∨ y := sup (x, y),
aleshores (L,∧,∨) e´s un reticle algebraic.
ii) Sigui (L,∧,∨) un reticle algebraic, si definim
x ≤ y :⇐⇒ x ∧ y = x,
aleshores (L,≤) e´s un reticle ordenat.
Prova:
i) Sigui (L,≤) un reticle ordenat, per a tot x, y, z ∈ L tenim:
(L1) x ∧ y = inf (x, y) = inf (y, x) = y ∧ x,
x ∨ y = sup (x, y) = sup (y, x) = y ∨ x.
(L2) x ∧ (y ∧ z) = x ∧ inf (y, z) = inf (x, inf (y, z)) = inf (x, y, z) = inf (inf (x, y), z) =
inf (x, y) ∧ z = (x ∧ y) ∧ z,
x ∨ (y ∨ z) = x ∨ sup (y, z) = sup (x, sup (y, z)) = sup (x, y, z) = sup (sup (x, y), z) =
sup (x, y) ∨ z = (x ∨ y) ∨ z.
(L3) x ∧ (x ∨ y) = x ∧ sup (x, y) = inf (x, sup (x, y)) = x,
x ∨ (x ∧ y) = x ∨ inf (x, y) = sup (x, inf (x, y)) = x.
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ii) Sigui (L,∧,∨) un reticle algebraic, per tot x, y, z ∈ L tenim:
• Per (L4), x ∧ x = x i x ∨ x = x =⇒ x ≤ x, e´s a dir, ≤ e´s reflexiva.
• Si x ≤ y i y ≤ x, aleshores x∧ y = x i y∧x = y. Aleshores, per (L1), x∧ y = y∧x =⇒
x = y, e´s a dir, ≤ e´s antisime`trica.
• Si x ≤ y i y ≤ z, aleshores x ∧ y = x i y ∧ z = y. Aleshores, utilitzant (L2),
x = x ∧ y = x ∧ (y ∧ z) = (x ∧ y) ∧ z = x ∧ z =⇒ x ≤ z, e´s a dir, ≤ e´s transitiva.
Hem vist que (L,≤) te´ estructura de conjunt parcialment ordenat, ens falta veure que per a
cada parell d’elements x, y ∈ L hi ha un suprem i un ı´nfim. Tenim que x ∧ (x ∨ y) = x =⇒
x ≤ x ∧ y i de manera similar y ≤ x ∨ y.
Sigui z ∈ L amb x ≤ z i y ≤ z, aleshores (x∨y)∨z = x∨ (y∨z) = x∨z = z =⇒ (x∨y) ≤ z.
D’aquesta manera, sup (x, y) = x ∨ y i, similarment, inf (x, y) = x ∧ y. Aix´ı, (L,≤) e´s un
reticle ordenat.
Aquest teorema ens permet establir una relacio´ d’un a un entre reticles ordenats i reticles
algebraics. De fet, utilitzarem el terme reticle per ambdo´s conceptes indistintament. El nombre
|L| d’elements de L denota la cardinalitat o l’ordre del reticle.
2.1 Construccio´ de reticles







suprem i l’´ınfim de N, respectivament, en cas de que existeixin.
Si un reticle L conte´ un element minimal (o maximal) respecte ≤, aleshores aquest e´s u´nicament
determinat i s’anomena element zero (element unitat respectivament) denotat per 0 (per
1). Aquests dos elements s’anomenen fites universals i, en cas d’existir, L s’anomena fitat.
En aquest cas, podem afirmar que qualsevol x ∈ L satisfa` 0 ≤ x ≤ 1, 0 ∧ x = 0, 0 ∨ x = x,
1 ∧ x = x i 1 ∨ x = 1.
Exemple 2.3: A continuacio´ (Taula 2.1) veurem un seguit d’exemples de reticles prenent M
com un conjunt de nombres qualsevol, N com el conjunt 1, 2, ... dels nombres naturals i V un
espai vectorial.
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Conjunt ≤ x ∧ y x ∨ y 0 1
M ordre lineal min (x, y) max (x, y) inf M supB
N ”divideix” mcd(x, y) mcm(x, y) 1 no existeix
P(M) ⊆ X ∩ Y X ∪ Y ∅ M
tots els subespais de V ⊆ X ∩ Y X + Y {0} V
Taula 2.1: Exemples de reticles
Exemple 2.4: A la Figura 2.1 presentem els diagrames de Hasse de tots els reticles de, com a
ma`xim, 5 elements. La notacio´ emprada per a cada un d’ells sera` V ni , entenent-lo com el i-e`ssim















































Exemple 2.5: A la segu¨ent figura (Figura 2.2) veurem el diagrama de Hasse d’un dels molts
reticles amb 7 elements acompanyat de les seves taules d’operacions (Taula 2.2), les quals ens







Figura 2.2: V 71
∧ 0 a b c d e 1
0 0 0 0 0 0 0 0
a 0 a 0 a a 0 a
b 0 0 b 0 b b b
c 0 a 0 c 0 0 c
d 0 a b a b d d
e 0 0 b 0 0 e c
1 0 a b c d e 1
∨ 0 a b c d e 1
0 0 a b c d e 1
a a a d c d 1 1
b b d b 1 d e 1
c c c 1 c 1 1 1
d d d d 1 d 1 1
e e 1 e 1 1 e 1
1 1 1 1 1 1 1 1
Taula 2.2: Taules d’operacions de V 71
Lema 2.6: En cada reticle L, les operacions ∧ i ∨ so´n iso`tones, e´s a dir, y ≤ z =⇒ x∧y ≤ x∧ z
i x ∨ y ≤ x ∨ z.
Teorema 2.7: Els elements d’un reticle qualsevol satisfan les segu¨ents desigualtats anomenades
desigualtats distributives.
x ∧ (y ∨ z) ≥ (x ∧ y) ∨ (x ∧ z),
x ∨ (y ∧ z) ≤ (x ∨ y) ∧ (x ∨ z).
Prova: De x ∧ y ≤ x i x ∧ y ≤ y ≤ y ∨ z obtenim x ∧ y ≤ x ∧ (y ∨ z). Similarment, obtenim
x∧ z ≤ x∧ (y∨ z). D’aquesta manera, x∧ (y∨ z) e´s una fita superior per ambdo´s elements x∧ y
i x ∧ z i, per tant, x ∧ (y ∨ z) ≥ (x ∧ y) ∨ (x ∧ z). La segona igualtat esdeve´ certa pel principi
de dualitat.
16
Tambe´ e´s possible construir reticles nous a partir de reticles ja existents formant subestructures,
imatges homomo`rfiques i productes. Un subconjunt S d’un reticle L s’anomena subreticle de
L si, i nome´s si, S e´s ”tancat”respecte ∧ and ∨ (e´s a dir, s1, s2 ∈ S =⇒ s1∧s2 ∈ S i s1∨s2 ∈ S).
Notem que un subconjunt S d’un reticle L pot ser un reticle respecte l’ordre parcial de L sense
ser un subreticle de L. A continuacio´ veurem uns exemples que ho il·lustren.
Exemple 2.8:
i) Tot subconjunt d’un sol element d’un reticle L e´s un subreticle de L.
ii) Per cada parell d’elements x, y d’un reticle L, l’interval
[x, y] = {a ∈ L | x ≤ a ≤ y}
e´s un subreticle de L.
iii) Sigui L el reticle de tots els subconjunts d’un espai vectorial V i S el subconjunt de tots els
subespais de V , aleshores S e´s un reticle respecte la inclusio´ pero` no e´s un subreticle de L.
2.2 Morfismes de reticles
Siguin L i M reticles, aleshores direm que l’aplicacio´ f : L −→M :
i) E´s un morfisme que preserva la unio´ si f(x ∨ y) = f(x) ∨ f(y) per a tot x, y ∈ L;
ii) E´s un morfisme que preserva la interseccio´ si f(x∧y) = f(x)∧f(y) per a tot x, y ∈ L;
iii) E´s un morfisme d’ordre si x ≤ y =⇒ f(x) ≤ f(y) per a tot x, y ∈ L;
Aix´ı, direm que f e´s un morfisme de reticles si e´s preserva alhora la unio´ i la interseccio´. Els
morfismes (de reticles) injectius i exhaustius s’anomenen tambe´ monomorfismes i epimorfismes
respectivament, mentres que un morfisme bijectiu s’anomena isomorfismes de reticles. Si
existeix un isomorfisme de L a M , aleshores diem que L i M so´n isomorfs i ho denotem per
L ∼= M . En la majoria dels casos, e´s convenient identificar els reticles isomorfs.
Per altra banda, direm que f e´s un isomorfisme d’ordre si es satisfa` la condicio´ x ≤ y a
L⇐⇒ f(x) ≤ f(y) a M per a tot x, y ∈ L. E´s necessa`riament bijectiu utilitzant les propietats
reflexives i antisime`triques de ≤, primer a L i despre´s a M .
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f(x) = f(y) ⇐⇒ f(x) ≤ f(y) & f(y) ≤ f(x)
⇐⇒ x ≤ y & y ≤ x
⇐⇒ x = y
Nota: El rec´ıproc no e´s necessa`riament cert, no totes les aplicacions bijectives entre conjunts
ordenats so´n isomorfismes d’ordre.
Proposicio´ 2.9: Si f e´s un morfisme de L a M , aleshores f(L) e´s un subreticle de M i s’anomena
imatge homomo`rfica de L per f .
Prova: Volem veure que per a tot m1,m2 ∈ f(L) ⊂ M , m1 ∧m2 ∈ f(L) i m1 ∨m2 ∈ f(L).
Expressant m1 = f(l1) i m2 = f(l2) amb l1, l2 ∈ L, tenim que m1 ∧ m2 = f(l1) ∧ f(l2) =
f(l1 ∧ l2) ∈ f(L) ja que f e´s un morfisme (en particular, un morfisme que preserva la unio´) i
l1 ∧ l2 ∈ L. Ana`logament, veiem que m1 ∨m2 ∈ f(L).
Proposicio´ 2.10: Tots els morfismes que preserven la unio´ (o la interseccio´) so´n morfismes
d’ordre. Malgrat aixo`, el rec´ıproc no e´s generalment cert.
Prova: Siguin x, y ∈ L tals que x ≤ y, volem veure que f(x) ≤ f(y), essent f : L −→ M un
morfisme que preserva la unio´ (ana`logament es veuria per la interseccio´). Tenim que f(x) ≤
f(y)⇐⇒ f(x)∨ f(y) = f(y)⇐⇒ f(x∨ y) = f(y), la qual cosa e´s certa ja que x∨ y = y per ser
x ≤ y. Que el rec´ıproc no e´s generalment cert ho veurem mitjanc¸ant el segu¨ent exemple.












Definim els tres morfismes d’ordre segu¨ents:
f : L1 −→ L2; f(01) = f(a1) = f(b1) = 02, f(11) = 12;
g : L1 −→ L2; g(01) = 02, g(11) = g(a1) = g(b1) = 12;
h : L1 −→ L3; h(01) = 03, h(a1) = a3, h(b1) = b3, h(11) = 13.
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Observem que f un morfisme que preserva la unio´ pero` no un morfisme de reticles
f(a1 ∧ b1) = f(01) = 02 = f(a1) ∧ f(b1), etc.
f(a1 ∨ b1) = f(11) = 12 i f(a1) ∨ f(b1) = 02.
De manera ana`loga i per dualitat, podem veure que g e´s un morfisme que preserva la interseccio´
pero` tampoc e´s un morfisme de reticles. Per u´ltim, es veu fa`cilment que h no e´s ni una cosa ni
l’altra.
h(a1 ∧ b1) = h(01) = 03 i h(a1) ∧ h(b1) = a3 ∧ b3 = a3
h(a1 ∨ b1) = h(11) = 03 i h(a1) ∨ h(b1) = a3 ∨ b3 = b3
Siguin L i M dos reticles, el conjunt de parells ordenats {(x, y) | x ∈ L, y ∈ M} amb les
operacions ∨ i ∧ definides per
(x1, y1) ∨ (x2, y2) = (x1 ∨ x2, y1 ∨ y2),
(x1, y1) ∧ (x2, y2) = (x1 ∧ x2, y1 ∧ y2),
e´s el producte directe de L i M , en s´ımbols L ×M , tambe´ conegut com reticle producte.
L’ordre parcial a L×M ve definit per
(x1, y1) ≤ (x2, y2)⇐⇒ x1 ≤ x2 i y1 ≤ y2.
Exemple 2.12: Tambe´ podem descriure el reticle producte gra`ficament en termes dels diagra-





















2.3 Ideals i filtres
Sigui L un reticle, un subconjunt no buit J de L s’anomena ideal si
i) x, y ∈ J =⇒ x ∨ y ∈ J
ii) x ∈ L, y ∈ J i x ≤ y =⇒ x ∈ J
Qualsevol ideal J d’un reticle L sera` un subreticle ja que x ∨ y ≤ x per a tot x, y ∈ L.
Ana`logament i per dualitat, anomenarem a qualsevol subconjunt no buit G de L filtre si
i) x, y ∈ G =⇒ x ∧ y ∈ G
ii) x ∈ L, y ∈ G i x ≥ y =⇒ x ∈ G
Un ideal (o filtre) d’un reticle L s’anomena propi si no hi coincideix.
Proposicio´ 2.13: Sigui L un reticle que conte´ l’element unitat, l’ideal J ⊂ L e´s propi⇐⇒ 1 /∈ J .
Prova: Per veure la implicacio´ cap a la dreta suposem que 1 ∈ J . Com que J e´s ideal,
∀x ∈ L, y ∈ J tal que x ≤ y es te´ que x ∈ J . D’aquesta manera, com que 1 ∈ J i ∀x ∈ L, x ≤ 1,
tenim que x ∈ J ∀x ∈ L, la qual cosa e´s una contradiccio´ amb el fet que J sigui propi. La
implicacio´ cap a l’esquerra e´s trivial.
Nota: Observem que, per dualitat, sigui L un reticle que conte´ l’element zero, tindrem que el
filtre G ⊂ L e´s propi ⇐⇒ 0 /∈ G.
Donats un reticle L amb x ∈ L i un subconjunt arbitrari S de L, definim
↓ S = {y ∈ L | (∃x ∈ S) y ≤ x} i ↑ S = {y ∈ L | (∃x ∈ S) y ≥ x},
↓ x = {y ∈ L | y ≤ x} i ↑ x = {y ∈ L | y ≥ x}.
Els ideals (o filtres) de la forma ↓ x (o ↑ x) s’anomenen principals. El conjunt de tots els ideals
(o filtres) de L es denota per I(L) (o per F(L)) satisfent la inclusio´ d’ordre habitual.
Lema 2.14: Sigui L un reticles amb x, y ∈ L i M un altre reticle amb M ∈ I(L), aleshores les
segu¨ents condicions so´n equivalents:
i) x ≤ y
ii) ↓ x ⊆↓ y
iii) y ∈M =⇒ x ∈M
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Exemple 2.15:
i) Considerem el segu¨ent reticle (Figura 2.5). En aquest cas, els conjunts {c}, {a, b, c, d, e} i
{a, b, d, f} so´n ideals mentres que {e, f, g} i {c, e, g} so´n filtres. A me´s, {b, d, e} no e´s ideal


















2.4 Reticles distributius i modulars
Sigui L un reticle, direm que es tracta d’un reticle distributiu si per a tot x, y, z ∈ L es satisfa`
x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z),
x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z).
Aquestes igualtats s’anomenen lleis distributives. Pel principi de dualitat, les dues igualtats so´n
equivalents i, per tant, sera` suficient exigir-ne nome´s una.
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Sigui L un reticle, direm que es tracta d’un reticle modular si per a tot x, y, z ∈ L es satisfa`
(x ∧ y) ∨ (x ∧ z) = x ∧ ((x ∧ y) ∨ z) = x ∧ (y ∨ (x ∧ z)),
(x ∨ y) ∧ (x ∨ z) = x ∨ ((x ∨ y) ∧ z) = x ∨ (y ∧ (x ∨ z)).
Aquestes igualtats s’anomenen lleis modulars i, de la mateixa manera que amb les distributives,
so´n equivalents dues a dues pel principi de dualitat. A me´s, si el reticle satisfa` qualsevol de les
dues identitats segu¨ents tambe´ podrem dir que e´s modular.
x ∨ (y ∧ z) = (x ∨ y) ∧ z per a tot x ≤ z
x ∧ (y ∨ z) = (x ∧ y) ∨ z per a tot x ≥ z.
Exemple 2.16: Com a exemples me´s habituals, tenim els reticles (P(M),∩,∪) i (N, gcd, lcm)
ja esmentats anteriorment. A me´s, dels reticles de 5 elements vists a la Figura 2.1, destaquem
els anomenats reticle diamant V 53 = M3 i reticle pentagon V
5
4 = N5. Aquests so´n els reticles no
distributis me´s petits, essent V 53 modular i V
5












E´s clar que cap dels dos e´s distributiu ate`s que, a V 53 , a∨(b∧c) = a∨0 = a 6= 1 = (a∨b)∧(a∨c);
mentres que, a V 54 , a ∨ (b ∧ c) = a ∨ 0 = a 6= c = 1 ∧ c = (a ∨ b) ∧ (a ∨ c). Per altra banda, V 54
tampoc e´s modular ate`s que a∨(b∧(a∨c)) = a∨(b∧c) = a∨0 = a 6= c = 1∧c = (a∨b)∧(a∨c).
A continuacio´ estudiarem me´s a fons una altra condicio´ equivalent a aquestes lleis que ens
permetra` caracteritzar els reticles distributius i modulars d’una manera me´s geome`trica a partir
del diamant i del penta`gon.
Per a cada parell d’elements x, y ∈ L, sempre es compleix que x ≤ x ∨ y i x ∧ y ≤ x. D’aquesta
manera, podem construir els subreticles [x, x∨y] i [x∧y, x] per definir fx : [x∧y, x] −→ [x, x∨y]
tal que fx(z) = z ∨ x i gy : [x, x ∨ y] −→ [x ∧ y, x] tal que gy(z) = z ∧ y.
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Aquestes funcions so´n clarament morfismes d’ordre pero` no so´n necessa`riament morfismes de
reticles ni, en general, inverses l’una de l’altra. De fet, en un reticle L, diem que per a, b ∈ L es
satisfa` l’isomorfisme del diamant si les funcions fx i gy definides anteriorment so´n isomorfismes
dels subreticles [x, x ∨ y] i [x ∧ y, x].
Proposicio´ 2.17: Un reticle L e´s modular si, i nome´s si, per a tot x, y ∈ L es satisfa` l’isomorfisme
del diamant.
Prova: Per veure la implicacio´ cap a l’esquerra, prenem x, y, z ∈ L tals que x ≤ z i, per tant,
y ≤ x∨y ≤ z∨y. Aix´ı, x∨y ∈ [y, y∨ z] i gz(x∨y) = (x∨y)∧ z. Ate`s que fy e´s la funcio´ inversa
de gz, x ∨ y = fy((x ∨ y) ∧ z). Per altra banda, tenim y ∧ z ≤ x ∨ (y ∧ z) ≤ z ∨ (y ∧ z) = z. Per
tant, x ∨ (y ∧ z) ∈ [y ∧ z, z] i tenim fy(x ∨ (y ∧ z)) = y ∨ x ∨ (y ∧ z) = y ∨ x = fy((x ∨ y) ∧ z).
Al ser fy una aplicacio´ injectiva, x ∨ (y ∧ z) = (x ∨ y) ∧ z i el reticle L e´s modular.
Per veure la implicacio´ cap a la dreta, prenem x, y ∈ L i considerem z ∈ [x, x∨ y] de tal manera
que fx ◦ gy(z) = x ∨ (y ∧ z). Com que z ∈ [x, x ∨ y], tenim x ≤ z i, per les lleis modulars,
fx ◦ gy(z) = x ∨ (y ∧ z) = (x ∨ y) ∧ z = z ate`s que z ≤ (x ∨ y). Ana`logament, considerem
z ∈ [x ∧ y, y] de tal manera que gy ◦ fx(z) = y ∧ (x ∨ z) = (z ∨ x) ∧ y. Com que z ≤ y, per les
lleis modulars, gy ◦ fx(z) = (z ∨x)∧ y = z ∨ (x∧ y) = z ate`s que z ≥ (x∧ y). D’aquesta manera,
fx, gy so´n inverses l’una de l’altra i, per tant, isomorfismes.
Teorema 2.18: Un reticle L e´s modular si, i nome´s si, no conte´ cap subreticle isomorf al
pentagon.
Prova: La implicacio´ cap a la dreta e´s trivial ja que, de no ser aix´ı, el subreticle isomorf al
pentagon ens donaria immediatament un contraexemple de la llei modular.
Per veure la implicacio´ cap a l’esquerra, suposarem que el reticle L no e´s modular. Per tant,
existeixen x, y, z ∈ L amb x ≤ z tals que x∨(y∧z) 6= (x∨y)∧z. Siguin a = x∨y, b = (x∨y)∧z,
b′ = x ∨ (y ∧ z), c = y i d = y ∧ z, veurem que {a, b, b′, c, d} configura un subreticle isomorf al
pentagon.
Primer de tot hem de veure que so´n diferents entre ells i que compleixen la relacio´ d’ordre
desitjada. Notem abans que si x ≤ y, aleshores x ≤ y ∧ z i x ∨ (y ∧ z) = y ∧ z = (x ∨ y) ∧ z de
tal manera que la nostra hipo`tesis no e´s certa. Ana`logament, si y ≤ z, tenim que x ∨ y ≤ z i
(x ∨ y) ∧ z = x ∨ y = x ∨ (y ∧ z), arribant a la mateixa contradiccio´.
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Sabem que b i b′ so´n diferents per hipo`tesi. A me´s, com que x∨ y ≥ x i x∨ y ≥ y ≥ y ∧ z, tenim
x ∨ y ≥ x ∨ (y ∧ z). Per altra banda, z ≥ x i z ≥ y ∧ z, d’on en resulta que z ≥ x ∨ (y ∧ z).
En resum, tenim b = (x ∨ y) ∧ z ≥ x ∨ (y ∧ z) = b′. Tambe´ podem veure fa`cilment que
d = y ∧ z ≤ x ∨ (y ∧ z) = b′ i a = x ∨ y ≥ (x ∨ y) ∧ z = b, essent d 6= b′ i a 6= b per evitar
contradiccions. D’aquesta manera, ja hem vist a ≥ b ≥ b′ ≥ d, tots diferents entre si.
A banda, a = x ∨ y ≥ y ≥ y ∧ z = d amb a 6= c, c 6= d i tenim a ≥ c ≥ d. Nome´s falta veure
que b, c no mantenen cap relacio´ d’ordre i b′, c tampoc. Si b′ ≤ c, tenim x ≤ y contradiccio´. Si
b ≥ c, tenim y ≤ z una altra contradiccio´. Per tant, no pot existir cap relacio´ d’ordre entre ells
i, en efecte, {a, b, b′, c, d} e´s un subreticle isomorf al pentagon.
Teorema 2.19: Un reticle L e´s distributiu si, i nome´s si, no conte´ cap subreticle isomorf al
diamant o al pentagon.
Prova: Com abans, la implicacio´ cap a la dreta e´s trivial. Per veure la implicacio´ cap a l’esquerra
suposarem que el reticle no e´s distributiu. Si el reticle tampoc e´s modular, pel teorema anterior
existeix un subreticle isomorf al pentagon i ja estem. Aix´ı, suposem que el reticle e´s modular.
Ate`s que L no e´s distributiu, podem trobar x, y, z ∈ L tals que (x ∨ y) ∧ (x ∨ z) ∧ (y ∨ z) 6=
(x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z). Siguin a = (x ∨ y) ∧ (x ∨ z) ∧ (y ∨ z), e = (x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z),
b = (x ∧ a) ∨ e, c = (y ∧ a) ∨ e, d = (z ∧ a) ∨ e, veurem que {a, b, c, d, e} configura un subreticle
isomorf al diamant.
Per comenc¸ar, veiem que x∨y ≥ x∧y, x∧z, y∧z, per tant, x∨y ≥ e. El mateix succeeix per y∨z
i z∨x, aix´ı tenim que a ≥ e. Afirmem que b∨ c = b∨d = c∨d = a i que b∧ c = b∧d = c∧d = e
de tal manera que a ≥ b, c, d ≥ e. Suposem que d = e, aleshores a = b ∨ d = b i a = b ∨ c = c,
pero` aleshores b ∧ c = a i arribem a una contradiccio´.
De manera similar podem veure b 6= e, c 6= e, b 6= a, c 6= a, d 6= a, la qual cosa ens indica que
b, c, d so´n diferents dos a dos i no estableixen cap relacio´ d’ordre entre ells. Aix´ı, efectivament
{a, b, c, d, e} es tracta d’un subreticle isomorf al diamant. Anem a veure que les afirmacions
anteriors so´n certes.
Tenim que b = (x∧a)∨e = (x∧ (x∨y)∧ (x∨z)∧ (y∨z)∨e = (x∧ (y∨z))∨e = e∨ (x∧ (y∨z)).
Com que e ≤ y ∨ z, per les lleis modulars tenim que b = (e ∨ x) ∧ (y ∨ z) i, utilitzant que
e ∨ x = x ∨ (y ∧ z) obtenim b = (x ∨ (y ∧ z)) ∧ (y ∨ z).
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Aix´ı, b∧c = (x∨(y∧z))∧(y∨z)∧(y∨(x∧z))∧(x∨z) = (x∨(y∧z))∧(y∨(x∧z)) = ((y∧z)∨x)∧(y∨
(x∧z)). Com que y∧z ≤ y∨(x∧z), b∧c = (y∧z)∨(x∧(y∨(x∧z))) = (x∧y)∨(x∧z)∨(y∧z) = e.
Similarment podem veure b ∧ d = c ∧ d = e i b ∨ c = b ∨ d = c ∨ d = a i ja hem acabat.
Exemple 2.20: El reticle amb el segu¨ent diagrama de Hasse (Figura 2.8) no podra` ser distri-








Teorema 2.21: Un reticle L e´s distributiu si, i nome´s si, per a tot x, y, z ∈ L es satisfa` la regla
de cancel·lacio´ x ∧ y = x ∧ z, x ∨ y = x ∨ z implica y = z.
Prova: Veiem primer la implicacio´ cap a la dreta. Si tenim x ∧ y = x ∧ z i x ∨ y = x ∨ z,
aleshores
y = y ∨ (x ∧ y) = y ∨ (x ∧ z) = (y ∨ x) ∧ (y ∨ z) = (x ∨ z) ∧ (y ∨ z) = (x ∧ y) ∨ z,
la qual cosa implica que z ≤ y. De manera similar, es pot veure que y ≤ z i, per tant, es satisfa`
la regla de cancel·lacio´.
Per veure la implicacio´ cap a l’esquerra, suposem que el reticle L no e´s distributiu. Aleshores,
pel teorema anterior, podem trobar un subreticle {a, b, c, d, e} isomorf al diamant. Aleshores,
b ∨ c = b ∨ d i b ∧ c = b ∧ d pero` c 6= d. Per tant, la regla de cancel·lacio´ falla.
2.5 Elements ato`mics i irreductibles
Sigui L un reticle amb element minimal i maximal, aleshores direm que es tracta d’un reticle
complementat si per a cada x ∈ L existeix, com a mı´nim, un element y tal que x ∧ y = 0 i
x ∨ y = 1. Cada un d’aquests y s’anomena complementari de x.
Sigui L un reticle distributiu, aleshores cada x ∈ L te´, com a ma`xim, un complementari al qual
denotem per x′. Per veure aquesta unicitat, suposem que existeixen dos complements y1 i y2.
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Aleshores, x∧y1 = 0 = x∧y2 i x∨y1 = 1 = x∨y2; per tant, per la regla de cancel·lacio´, y1 = y2.
Sigui L un reticle amb element minimal, aleshores x ∈ L s’anomena a`tom si x 6= 0 i, per a tot
y ∈ L, 0 < y ≤ x implica y = x.
Per altra banda, direm que x ∈ L e´s un element irreductible respecte la unio´ (altrament
sera` reductible respecte la unio´) si, per a tot y, z ∈ L
x = y ∨ z =⇒ x = y o x = z.
Els elements irreductibles respecte la interseccio´ es defineixen ana`logament per dualitat
i denotem per J (L) el conjunt d’elements irreductibles respecte la unio´ de L i per M(L) el
d’elements irreductibles respecte la interseccio´.
Exemple 2.22: Si considerem el reticle L = (N,mcd,mcm), els seus a`toms seran aquells
x ∈ L, x 6= 1 tals que per a tot y ∈ L amb mcd(x, y) = y impliqui x = y. Aquests so´n clarament
els nombres primers, ate`s que mcd(p, y) = y implica p = y · k pero` com que p e´s primer, k = 1 i
p = y.
Lema 2.23: Cada a`tom x d’un reticle L amb element minimal e´s irreductible.
Prova: Suposem x = y ∨ z i x 6= y. Aleshores, com que x = sup (y, z), y e´s necessa`riament
menor que x i, per tant, y = 0 i x = z.
Lema 2.24: Sigui L un reticle distributiu i x ∈ L un element irreductible tal que x ≤ y ∨ z,
aleshores x ≤ y o x ≤ z.
Prova: El fet que x ≤ y ∨ z e´s equivalent a x = x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z). Ate`s que x e´s
irreductible, tenim que x = x ∧ y o x = x ∧ z, la qual cosa es tradueix a x ≤ y o x ≤ z.
Siguin x ∈ [a, b] = {v ∈ L | a ≤ v ≤ b} i y ∈ L tal que x ∧ y = a i x ∨ y = b, aleshores y
s’anomena complementari relatiu de x respecte [a, b]. Si tots els intervals [a, b] d’un reticle L
so´n complementats, aleshores direm que L es tracta d’un reticle relativament complementat.
Per altra banda, si L te´ element minimal i cada interval [0, b] e´s complementat, aleshores direm
que L es tracta d’un reticle seccionalment complementat. Per u´ltim, un reticle comple-
mentat L e´s un reticle fitat (amb element mı´nim 0 i element ma`xim 1) en el qual cada element
x ∈ L te´ un complement, e´s a dir, existeix y ∈ L tal que x ∧ y = 0 i x ∨ y = 1.
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Lema 2.25: Cada element irreductible respecte la unio´ x d’un reticle L distributiu i comple-
mentat e´s un a`tom.
Prova: Sigui y ∈ L, y ≤ x i y′ un complementari de y, aleshores, ate`s que x ≤ y∨y′ = 1 i x  y




En aquest cap´ıtol definirem el concepte d’a`lgebra de Boole i en veurem un seguit d’exemples,
entre ells el que sera` el representant cano`nic. Tambe´ veurem propietats i elements interessants
que ens donaran totes les eines necessa`ries per demostrar el teorema de Stone. Les refere`ncies
principals so´n [4], [7] i [10].
Un reticle distributiu complementat s’anomena a`lgebra de Boole. A partir d’ara, denotarem
un conjunt B amb dues operacions bina`ries ∨ and ∧, amb element minimal 0, amb element ma-
ximal 1 i amb l’operacio´ unita`ria del complementari ′ per B = (B,∨,∧, 0, 1,′ ) o, per simplificar,
B.
Una estructura A e´s una suba`lgebra d’una a`lgebra de Boole B si A ⊆ B, 0 ∈ A, 1 ∈ A i les
operacions ∨,∧,′ so´n les restriccions de les operacions pro`pies de B a A.
Exemple 3.1:
i) Per qualsevol conjunt B, es defineix l’a`lgebra pote`ncia com P (B) = (P(B),∪,∩, ,¯ ∅, B),
on per a cada X ⊆ B, X¯ = B \X que, en particular, e´s una a`lgebra de Boole.
ii) Me´s generalment, donat un conjunt B, una a`lgebra de conjunts sobre B e´s una suba`lgebra
de l’a`lgebra pote`ncia P (B). Aix´ı, una col·leccio´ B de subconjunts de B e´s l’univers d’una
a`lgebra de conjunts sobre B si, i nome´s si, ∅,B so´n elements de B i, per a tot X,Y ∈ B es
compleix que X ∪ Y,X ∩ Y,B \X ∈ B.
iii) Sigui X un conjunt qualsevol, un subconjunt a de X es considera que e´s cofinit en X si
X \ a e´s finit. Definim
A = {a ⊆ X : a e´s cofinit}.
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Aleshores, A e´s una a`lgebra de conjunts sobre X, anomenada a`lgebra cofinita o dels
complements finits sobre X. Per veure que per a tot a, b ∈ A, a∪ b i a∩ b pertanyen a A,
s’utilitza que la unio´ d’un nombre finit de conjunts finits e´s finita i les lleis de De Morgan
que presentem a continuacio´.
Teorema 3.2 (Les lleis de De Morgan): Per a tot x, y ∈ B a`lgebra de Boole, tenim que
(x ∧ y)′ = x′ ∨ y′ i (x ∨ y)′ = x′ ∧ y′.
Prova: Per dualitat, nome´s sera` necessari verificar una de les dues igualtats. Ate`s que A e´s una
a`lgebra de Boole i, per tant, un reticle distributiu, tenim que
(x ∧ y) ∨ (x′ ∨ y′) = (x ∨ x′ ∨ y′) ∧ (y ∨ x′ ∨ y′) = (1 ∨ y′) ∧ (1 ∨ x′) = 1 ∧ 1 = 1,
la qual cosa implica que x′ ∨ y′ e´s el complementari de x ∧ y.
Teorema 3.3: En una a`lgebra de Boole B tenim que, per a tot x, y ∈ B
x ≤ y ⇐⇒
i)
y′ ≤ x′ ⇐⇒
ii)
x ∧ y′ = 0⇐⇒
iii)
x′ ∨ y = 1.
Prova:
i) x ≤ y ⇐⇒ x ∨ y = y ⇐⇒ x′ ∧ y′ = (x ∨ y)′ = y′ ⇐⇒ y′ ≤ x′.
ii) y′ ≤ x′ ⇐⇒ x′ ∧ y′ = y′ ⇐⇒ x ∧ (x′ ∧ y′) = x ∧ y′)⇐⇒ 0 = x ∧ y′.
iii) x ∧ y′ = 0⇐⇒ x′ ∨ y = (x ∧ y′)′ = 0′ = 1.
Siguin B1, B2 dues a`lgebres de Boole, aleshores l’aplicacio´ f : B1 −→ B2 s’anomena morfisme
boolea` de B1 a B2 si f e´s un morfisme de reticles i per a tot x ∈ B tenim que f(x′) = (f(x))′.
De la mateixa manera que amb els morfismes de reticles, podem definir monomorfismes, epi-
morfismes i isomorfismes booleans. Si hi ha un isomorfisme boolea` entre B1 i B2 escriurem
B1 ∼=b B2.
Proposicio´ 3.4: Sigui f : B1 −→ B2 un morfisme boolea`, aleshores:
i) f(0) = 0, f(1) = 1.
ii) per a tot x, y ∈ B1 tals que x ≤ y, f(x) ≤ f(y).
iii) f(B1) e´s una a`lgebra de Boole i una suba`lgebra de Boole de B2.
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Prova:
i) Sigui x ∈ B1 qualsevol, f(x ∧ x′) = f(x) ∧ f(x′) = f(x) ∧ f(x)′ = 0. Ana`logament, podem
veure f(1) = 1.
ii) Siguin x, y ∈ B1 tals que x ≤ y, tenim que x ∧ y = x. D’aquesta manera, f(x) ∧ f(y) =
f(x ∧ y) = f(x) i, per tant, f(x) ≤ f(y).
Exemple 3.5: Sigui M = 1, . . . , n, aleshores {0, 1}n i P(M) so´n a`lgebres de Boole i l’aplicacio´
f : {0, 1}n −→ P(M)
(i1, . . . , in) 7−→ {k | ik = 1}
e´s un isomorfisme de boolea`.
Com hem fet als reticles, x ∈ B sera` un a`tom si x 6= 0 i, per a tot y ∈ B, 0 < y ≤ x implica
y = x. Denotarem com At(B) al conjunt dels a`toms de B i direm que B e´s una a`lgebra ato`mica
si per a tot element y ∈ B diferent de 0 existeix algun a`tom x tal y ≤ x.
Exemple 3.6:
i) Una a`lgebra pote`ncia P(X) o l’a`lgebra dels complements finits sobreX so´n a`lgebres ato`miques
i els seus a`toms so´n els conjunts unipuntuals {x} amb x ∈ X.
ii) Un altre exemple d’a`lgebra ato`mica e´s qualsevol a`lgebra de Boole finita B, ate`s que si x > 0
i no existeix cap a`tom per sota de x, aleshores hi hauria una successio´ infinita estrictament
decreixent x0 = x > x1 > x2 > . . . a B \ {0}.
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Cap´ıtol 4
Teorema de representacio´ de Stone
En aquest cap´ıtol demostrarem el primer dels teoremes objectiu del treball, el teorema de re-
presentacio´ de Stone. Aquest essencialment ens diu que qualsevol a`lgebra de Boole finita e´s
isomorfa a les parts del conjunt dels seus a`toms, e´s a dir que (B,∧,∨) ∼=b (P(At(B)),∩,∪). Les
refere`ncies utilitzades so´n [1] i [4].
Abans d’enunciar-lo formalment i demostrar-lo en si, veurem un parell de proposicions que ens
seran u´tils a l’hora de demostrar el resultat final.
Proposicio´ 4.1: Sigui B una a`lgebra de Boole, a ∈ B un a`tom satisfa` les segu¨ents propietats:
i) a 6= 0 i, per a tot x ∈ B, a ≤ x o a ≤ x′
ii) a 6= 0 i, per a tot x, y ∈ B, a ≤ x ∧ y si, i nome´s si a ≤ x i a ≤ y
iii) a 6= 0 i, per a tot x, y ∈ B, a ≤ x ∨ y si, i nome´s si a ≤ x o a ≤ y
Prova:
i) Com hem vist al teorema 4.2, a ≤ x ⇐⇒ a ∧ x′ = 0 ⇐⇒ a  x′, per tant, a no pot ser
menor o igual que un element i el seu conjugat alhora, pero` ho ha de ser a un dels dos.
ii) Al ser x ∧ y l’´ınfim de {x, y}, a ≤ x ∧ y si, i nome´s si, a ≤ x i a ≤ y.
iii) El fet que a ≤ x ∨ y e´s equivalent a a = a ∧ (x ∨ y) = (a ∧ x) ∨ (a ∧ y) de tal manera que
a e´s igual al suprem de {a ∧ x, a ∧ y}. Si suposem que a 6= a ∧ x, aleshores necessa`riament
a ∧ x e´s menor que a i, per ser a un a`tom, a ∧ x = 0. Per altra banda, a ∧ y = a, la qual
cosa e´s equivalent a a ≤ y.
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Proposicio´ 4.2: Sigui L un reticle qualsevol, aleshores es satisfan les segu¨ents implicacions:
i) L e´s una a`lgebra de Boole =⇒ L e´s un reticle relativament complementat.
ii) L e´s un reticle relativament complementat =⇒ L e´s un reticle seccionalment complementat.
iii) L e´s un reticle finit i seccionalment complementat =⇒ qualsevol a ∈ L, a 6= 0 pot ser
expressat com una unio´ finita de a`toms.
Prova:
i) Sigui L una a`lgebra de Boole i a ≤ x ≤ b, definim y = b ∧ (a ∨ x′). Aleshores, y e´s un
complementari de x a [a, b] ate`s que
x ∧ y = x ∧ (b ∧ (a ∨ x′)) = x ∧ ((b ∧ a) ∨ (b ∧ x′)) = (x ∧ a) ∨ (x ∧ (b ∧ x′)) = a ∨ 0 = a,
x ∨ y = x ∨ (b ∧ (a ∨ x′)) = x ∨ ((b ∧ a) ∨ (b ∧ x′)) = (x ∨ a) ∨ (x ∨ (b ∧ x′)) = x ∨ b = b.
Aix´ı doncs, L e´s relativament complementat.
ii) Si L e´s relativament complementat, aleshores [a, b] e´s complementat per a tot a, b ∈ L.
En particular, aixo` succeeix per a = 0, e´s a dir, [0, b] e´s complementat i L seccionalment
complementat.
iii) Siguin {p1, . . . , pn} el conjunt d’a`toms tals que pi ≤ a ∈ L per a tot i ∈ {1, . . . , n} i b =
p1∨· · ·∨pn. Aleshores, b ≤ a i suposarem b 6= a de tal manera que b tindra` un complementari,
anomenem-lo c, en [0, a]. Sigui p un a`tom tal que p ≤ c, aleshores p ∈ {p1, . . . , pn} i
p = p ∧ b ≤ c ∧ b = 0 i ens trobem amb una contradiccio´. Per tant, a = b = p1 ∧ · · · ∧ pn.
Vists aquests dos resultats, ja podem enunciar el teorema de representacio´ de Stone pel cas finit.
Teorema 4.3 (Representacio´ de Stone): Sigui B una a`lgebra de Boole finita, A = At(B),
aleshores e´s isomorfa a P(A), e´s a dir
(B,∧,∨) ∼=b (P(A),∩,∪).
Prova: Sigui v ∈ B un element qualsevol, definim A(v) := {a ∈ A | a ≤ v}. Aix´ı, A(v) ⊆ A i
podem definir
h : B −→ P(A)
v 7−→ A(v)
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Veurem que l’aplicacio´ h es tracta d’un isomorfisme boolea`, comenc¸ant per comprovar que es
tracta d’un morfisme boolea`. Sigui a ∈ B un a`tom i v, w ∈ B dos elements qualsevols, tenim
que:
i) a ∈ A(v′) ⇐⇒ a ≤ v′ ⇐⇒ a  v ⇐⇒ a ∈ A \ A(v), essent la segona equivale`ncia
consequ¨e`ncia de la proposicio´ 5.1 ii). D’aquesta manera, tenim que h(v′) = h(v)′
ii) a ∈ A(v ∧ w) ⇐⇒ a ≤ v ∧ w ⇐⇒ a ≤ v i a ≤ w ⇐⇒ a ∈ A(v) ∩ A(w), essent la
segona equivale`ncia consequ¨e`ncia de la proposicio´ 5.1 iii). D’aquesta manera, tenim que
h(v ∧ w) = h(v) ∧ h(w).
iii) a ∈ A(v ∨ w) ⇐⇒ a ≤ v ∨ w ⇐⇒ a ≤ v o a ≤ w ⇐⇒ a ∈ A(v) ∪ A(w), essent la
segona equivale`ncia consequ¨e`ncia de la proposicio´ 5.1 iv). D’aquesta manera, tenim que
h(v ∨ w) = h(v) ∨ h(w)
Com que B e´s finit, podem utilitzar la proposicio´ 5.2 per demostrar que l’aplicacio´ e´s bijectiva
i, per tant, un isomorfisme. Sabem que qualsevol v ∈ B pot ser expressat com una unio´ finita
d’a`toms, v = a1 ∨ · · · ∨ an, amb tots ells satisfent ai ≤ v. Siguin v, w tals que h(v) = h(w)
− e´s a dir, A(v) = A(w) − aleshores ai ∈ A(v) i ai ∈ A(w). D’aquesta manera, ai ≤ w i
v ∧w = (a1 ∨ · · · ∨ an) ∧w = (a1 ∧w) ∨ · · · ∨ (an ∧w) = w. Per tant, w ≤ v i, intercanviant els
rols de v i w, obtenim v = w. Aix´ı doncs, hem vist que h e´s injectiva.
Per veure que h e´s tambe´ exhaustiva, hem de demostrar que per a cada C ∈ P(A) existeix algun
v ∈ B tal que h(v) = C. Sigui C = {c1 . . . cn} i v = c1 ∨ · · · ∨ cn, aleshores C ⊆ A(v) i, aix´ı,
C ⊆ h(v). Per contra, si a ∈ h(v), aleshores a e´s un a`tom amb a ≤ v = c1∨ · · ·∨ cn. Aix´ı, a ≤ ci
per algun i ∈ {1, . . . , n} i, per tant, a = ci ∈ C i h(v) ⊆ C. Aix´ı doncs, hem vist que h(v) = C i
que h e´s exhaustiva.
Corol·lari 4.4: El cardinal de qualsevol a`lgebra de Boole B e´s sempre de la forma 2n, essent
n el nombre de a`toms de B. A me´s, qualsevol parell d’a`lgebres de Boole finites amb mateix
cardinal so´n isomorfes.
Exemple 4.5:
i) Per a cada a`lgebra de Boole B 6= {0}, existeix alguna n ∈ N tal que B ∼=b {0, 1}n = Bn.






Figura 5.1: B ∼=b Bn
ii) El reticle dels divisors de 42, e´s a dir, l’a`lgebra de Boole B = ({1, 2, 3, 6, 7, 14, 21, 42}), te´





42 {a, b, c}
{a, b} {a, c} {b, c}
{a} {b} {c}
∅
Figura 5.2: B ∼=b P({a, b, c})
Nota: La identificacio´ d’una a`lgebra de Boole arbitra`ria amb l’a`lgebra pote`ncia no e´s sempre
possible en el cas infinit. De manera similar al teorema de representacio´ vist anteriorment, es
pot veure que tota a`lgebra de Boole ato`mica i completa e´s isomorfa a l’algebra pote`ncia i, encara
me´s, que qualsevol a`lgebra de Boole e´s isomorfa a una a`lgebra de conjunts.
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Cap´ıtol 5
Teorema de representacio´ de
Birkhoff
En aquest cap´ıtol demostrarem el segon dels teoremes objectius del treball, el teorema de re-
presentacio´ de Birkhoff. Aquest, essencialment ens diu que qualsevol reticle distributiu finit e´s
isomorf al conjunt de tots els ideals del conjunt de tots els elements irreductibles respecte la
unio´, e´s a dir, L ∼= I(J (L)). Les refere`ncies principals so´n [3] i [5].
Abans d’enunciar-lo formalment i demostrar-lo en si, veurem un seguit de proposicions que ens
seran u´tils a l’hora de provar el resultat final.
Proposicio´ 5.1: Sigui f : L −→M una aplicacio´ entre els reticles L i M ,
i) Les segu¨ents condicions so´n equivalents:
a) f preserva l’ordre
b) f(x ∨ y) ≥ f(x) ∨ f(y) per a tot x, y ∈ L
c) f(x ∧ y) ≤ f(x) ∧ f(y) per a tot x, y ∈ L
En particular, si f e´s un morfisme de reticles, aleshores preserva l’ordre.
ii) f e´s un isomorfisme de reticles si, i nome´s si, f e´s un isomorfisme d’ordre.
Prova:
i) Comencem veient l’equivale`ncia entre a) i b). Tenim que per a tot x, y ∈ L, x, y ≤ x ∨ y.
Com que f preserva l’ordre, tambe´ e´s cert que f(x), f(y) ≤ f(x∨y) i, per tant, f(x)∨f(y) ≤
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f(x ∨ y). Rec´ıprocament, siguin x, y ∈ L tals que x ≤ y, tenim que x ∨ y = y. D’aquesta
manera, f(x ∨ y) = f(y) ≥ f(x) ∨ f(y) ≥ f(x).
De manera similar, veurem l’equivale`ncia entre a) i c) i aix´ı ja haurem acabat. Ara, utilitzem
que x, y ≥ x∧y i que, com que f preserva l’ordre, tenim que f(x), f(y) ≥ f(x∧y). D’aquesta
manera, es compleix que f(x) ∧ f(y) ≥ f(x ∧ y). Per altra banda, siguin x, y ∈ L tals que
x ≤ y, tenim que x ∧ y = x. Aix´ı, f(x ∧ y) = f(x) ≤ f(x) ∧ f(y) ≤ f(y).
ii) Per veure la implicacio´ cap a la dreta, suposem que f e´s un morfisme de reticles. D’aquesta
manera, x ≤ y =⇒ x ∨ y = y =⇒ f(x ∨ y) = f(y) =⇒ f(x) ∨ f(y) = f(y) =⇒ f(x) ≤ f(y),
per tant, f e´s un morfisme d’ordre.
Rec´ıprocament, assumim que f e´s un morfisme d’ordre i, per tant, un morfisme bijectiu.
Per l’apartat i) i per dualitat, sera` suficient demostrar que f(x ∨ y) ≤ f(x) ∨ f(y) per a
tot x, y ∈ L. Com que f e´s exhaustiva, podem garantir que existeix z ∈ L tal que f(z) =
f(x)∨f(y). Aix´ı, f(x) ≤ f(z) i f(y) ≤ f(z), d’on es segueix que x ≤ z i y ≤ z per tractar-se
f d’un morfisme d’ordre. D’aquesta manera, x ∨ y ≤ z i f(x ∨ y) ≤ f(z) = f(x) ∨ f(y) tal
i com vol´ıem demostrar.
Proposicio´ 5.2: Sigui L un reticle finit, aleshores:
i) Siguin a, b ∈ L amb a  b, existeix x ∈ J (L) tal que x ≤ a i x  b
ii) a =
∨{x ∈ J (L) | x ≤ a} per a tot a ∈ L
Prova:
i) Sigui S = {x ∈ L | x ≤ a i x  b}, el conjunt S e´s no buit ja que conte´, com a mı´nim,
l’element a. Ate`s que L e´s finit, existeix un element minimal x de S que expressarem com
x = c∨ d amb c < x i d < x. Per la minimalitat de x, c i d no poden perta`nyer al conjunt i
tenim que c < x ≤ a i d < x ≤ a, e´s a dir, c ≤ a i d ≤ a. Aix´ı, c, d /∈ S implica que c ≤ b
i d ≤ b, pero` aleshores x = c ∨ d ≤ b el qual e´s una contradiccio´. D’aquesta manera, hem
vist que x ∈ J (L) tal i com vol´ıem demostrar.
ii) Sigui T = {x ∈ J (L) | x ≤ a}, a e´s clarament una fita superior de T . Considerem c una
fita superior qualsevol de L i suposem a  c. Aleshores, a  a ∧ c i, per l’apartat anterior,
existeix x ∈ J (L) amb x ≤ a, x  a ∧ c. Per tant, x ∈ T i x ≤ c ate`s que c e´s una fita
superior de T . Aix´ı, x e´s una fita inferior de {a, c} i, consequ¨entment, x ≤ a∧c, la qual cosa
e´s una contradiccio´. D’aquesta manera, a ≤ c i a = ∨T a L tal i com vol´ıem demostrar.
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Proposicio´ 5.3: Siguin L un reticle finit i x ∈ L, x 6= 0, aleshores les segu¨ents condicions so´n
equivalents:
i) x e´s irreductible respecte la unio´
ii) si y, z ∈ L i x ≤ y ∨ z, aleshores x ≤ y o x ≤ z
iii) per a tot k ∈ N, si a1, . . . , ak ∈ L i x ≤ a1∨· · ·∨ak, aleshores x ≤ ai per algun i ∈ {1, . . . , k}
Prova: Per veure que i) implica ii), considerem x ∈ J (L) i y, z ∈ L tals que x ≤ y ∨ z. Aquest
fet e´s equivalent a x = x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z). Com que x e´s irreductible, tenim que
x = x ∧ y o x = x ∧ z, la qual cosa es tradueix a x ≤ y o x ≤ z.
El fet que ii) impliqui iii) es veu per induccio´ sobre k, iniciant aquesta amb el cas k = 2
corresponent a l’hipo`tesi inicial. Que iii) implica ii) e´s trivial.
Aix´ı, nome´s ens queda demostrar que ii) implica i). Suposem x = y ∨ z, en particular tenim
x ≤ y ∨ z i, per hipo`tesis x ≤ y o x ≤ z. D’aquesta manera, com que x = y ∨ z, x ≥ y i x ≥ z i,
per tant, x = y o x = z.
Teorema 5.4 (Representacio´ de Birkhoff): Siguin L un reticle distributiu finit, J (L) el
conjunt d’elements irreductibles respecte la unio´ i I(J (L)) el conjunt d’ideals d’aquest u´ltim
conjunt, aleshores l’aplicacio´ η : L −→ I(J (L)) definida per
η(a) = {x ∈ J (L) | x ≤ a}
e´s un isomorfisme de L a I(J (L)).
Prova: Veiem primer breument que η aplica de L a I(J (L)). Sigui a ∈ L, tenim que x, y ∈
η(a) =⇒ x, y ≤ a =⇒ x ∨ y ≤ a =⇒ x ∨ y ∈ η(a). Prenent ara x ∈ L i y ∈ η(a), x ≤ y =⇒ x ≤
a =⇒ x ∈ η(a). D’aquesta manera, hem vist que η(a) ∈ I(J (L)).
La proposicio´ 6.1 ens garanteix que sera` suficient demostrar que η e´s un isomorfisme d’ordre,
e´s a dir, que a ≤ b a L ⇐⇒ η(a) ⊆ η(b) a I(J (L)). Per veure la implicacio´ cap a la dreta,
utilitzem que x ∈ η(a) =⇒ x ≤ a =⇒ x ≤ b =⇒ x ∈ η(b). Per veure la implicacio´ cap a
l’esquerra, utilitzem la proposicio´ 6.2 i el fet que, donats dos conjunts S, T amb S ⊆ T , aleshores∨
S ≤ ∨T . Aix´ı, tenim que a = ∨ η(a) ≤ ∨ η(b) = b
Per acabar, ens falta veure que si U ∈ I(J (L)), aleshores U = η(a) per algun a ∈ L. Com
que η(0) = ∅, podem prendre ∅ 6= U ∈ I(J (L)) i escriure’l com U = {a1, . . . , ak}. Definint
a = a1 ∨ · · · ∨ ak veurem que U = η(a). Per veure la inclusio´ cap a la dreta, e´s a dir, U ⊆ η(a),
37
prenem x ∈ U qualsevol. Aix´ı, x = ai per algun i i tenim que x e´s irreductible respecte la unio´
i x ≤ a, per tant x ∈ η(a). Per veure la inclusio´ cap a l’esquerra, prenem x ∈ η(a). Aleshores,
x ≤ a = a1∨· · ·∨ak i, per la proposicio´ 6.3, x ≤ ai per algun i. Com que U e´s un ideal i ai ∈ U ,
tenim x ∈ U .
Corol·lari 5.5: Sigui L un reticle finit, L e´s distributiu ⇐⇒ L ∼= I(J (L)).
Exemple 5.6:
i) Comenc¸arem amb un exemple senzill que ens permetra` comprovar que el Corol·lari 6.5 ens
presenta un resultat alternatiu al Teorema 3.10. A la figura 6.1, podem veure els diagrames































El primer d’ells, L1 es tracta d’un reticle distributiu al ser isomorf a I(J (L1)) i al no
contenir cap subreticle isomorf al pentagon o al diamant. Per altra banda, L2 no es isomorf
a I(J (L2)) i es confirma que no es distributiu.
Abans de veure un segon exemple una mica me´s sofisticat, estudiarem detalladament una famı´lia
d’objectes anomenats clutters.
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Sigui Ω 6= 0 un conjunt finit, un clutter sobre Ω e´s una famı´lia C = {A1, . . . , Ar} amb Ai ⊆ Ω
no comparables, e´s a dir, Ai ⊆ Aj =⇒ Ai = Aj per a tot i, j. Definim Clut(Ω) ⊆ P(P(Ω)) com
el conjunt de tots els clutters sobre Ω.
Proposicio´ 5.7: Siguin C1, C2 ∈ Clut(Ω) i ≤ l’operacio´ definida per
C1 ≤ C2 ⇐⇒ ∀A ∈ C1, existeix B ∈ C2 tal que A ⊆ B,
aleshores (Clut(Ω),≤) e´s un reticle distributiu.
Prova: Definim les operacions ∨ i ∧ com
C1 ∨ C2 =
⋃
i,j∈{1,2}
{A ∈ Ci | existeix B ∈ Cj amb B ⊆ A},
C1 ∧ C2 =
⋃
i,j∈{1,2}
{A ∈ Ci | existeix B ∈ Cj amb A ⊆ B}.
D’aquesta manera es satisfa` C1 ∧ C2 ≤ C1, C2 ≤ C1 ∨ C2 i hem de veure que C1 ∧ (C2 ∨ C3) =
(C1 ∧ C2) ∨ (C1 ∧ C3) per a tot C1, C2, C3 ∈ Clut(Ω).
i) Sigui A ∈ C1 ∧ (C2 ∨ C3), volem veure que A ∈ (C1 ∧ C2) ∨ (C1 ∧ C3).
Si A ∈ C2 ∨ C3 amb A ⊆ B ∈ C1, suposem que A ∈ C2 i existeix D ∈ C3 tal que D ⊆ A.
D’aquesta manera, tenim que A ∈ C1 ∧ C2 ja que A ⊆ B ∈ C1 i nome´s falta veure que existeix
E ∈ C1 ∧ C3 tal que E ⊆ A. Com que D ⊆ A ⊆ B ∈ C1, podem prendre E = D que tambe´
pertany a C1 ∧ C3 i ja ho tenim. Si A ∈ C1 es demostra de manera similar.
ii) Sigui A ∈ (C1 ∧ C2) ∨ (C1 ∧ C3), volem veure que A ∈ C1 ∧ (C2 ∨ C3).
Si A ∈ C1 ∧ C2 amb B ⊆ A,B ∈ C1 ∧ C3 (la demostracio´ e´s completament ana`loga si ho
considerem al reve´s), suposem que A ∈ C2 i existeix D ∈ C1 tal que A ⊆ D. Si B ∈ C1 amb
B ⊆ E ∈ C3, tenim B ⊆ A ⊆ D, la qual cosa implica B = A = D per ser C1 un clutter i
no te´ sentit. Per tant, B ∈ C3 amb B ⊆ E ∈ C1 i tenim que A ∈ C2 ∨ C3 ja que A ∈ C2 i
B ⊆ A,B ∈ C3. Aix´ı, com que A ⊆ D ∈ C1, tenim que A ∈ C1 ∧ (C2 ∨ C3).
Per altra banda, si A ∈ C1 amb A ⊆ D ∈ C2, suposem B ∈ C3 (ara B no pot perta`nyer tambe´
a C1 al ser un clutter) amb B ⊆ E ∈ C1 i tenim que B ⊆ A ⊆ D. Per tant, D ∈ C2 ∨C3 i, com
que A ∈ C1, A ⊆ D, tenim que A ∈ C1 ∧ (C2 ∨ C3).
Aix´ı doncs, hem vist que C1 ∧ (C2 ∨C3) = (C1 ∧C2)∨ (C1 ∧C3) per a tot C1, C2, C3 ∈ Clut(Ω)
i que, per tant, (Clut(Ω),≤) e´s un reticle distributiu.
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Un cop estudiades aquestes definicions i propietats, ja podem tornar al segon exemple que vol´ıem
veure.
ii) Sigui Clut(Ω) el conjunt de tots els clutters sobre Ω 6= 0 conjunt finit, C = {A1, . . . , Ar} ∈
Clut(Ω), definim ↓ C = {H ∈ Clut(Ω) | H ≤ C}, e´s a dir, H = {H1, . . . ,Hn} i per a
tot Hi, existeix Aj tal que Hi ⊆ Aj . D’aquesta manera, podem descriure I(J (Clut(Ω)))
com les famı´lies Γ de subconjunts de Ω ”decreixents”, e´s a dir, famı´lies tals que
B ∈ Γ, B′ ⊆ B =⇒ B′ ∈ Γ.
Per tant, podem construir l’isomorfisme
Clut(Ω) ←→ Decr(Ω)
C ←→ Γ
que envia cada clutter {C1, . . . , Cr} a la famı´lia decreixent que te´ per elements maximals
C1, . . . , Cr.
Corol·lari 5.8 (Teorema de representacio´ de Stone): Sigui B una a`lgebra de Boole finita,
A = At(B), aleshores e´s isomorfa a P(A), e´s a dir
(B,∧,∨) ∼=b (P(A),∩,∪).
Prova: Sabem que, per la pro`pia definicio´, tota a`lgebra de Boole e´s, en particular, un reticle
distributiu. D’aquesta manera, nome´s hem de veure que podem identificar J (B) amb At(B)
per demostrar el corol·lari.
Sabem pel lema 2.23 que cada a`tom d’un reticle L amb element minimal (e´s el cas de les a`lgebres
de Boole) e´s irreductible respecte la unio´. Per altra banda, pel lema 2.25 sabem tambe´ que cada
element irreductible respecte la unio´ d’un reticle L distributiu i complementat (tambe´ e´s el cas
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