We present here a characterization of the generalized derivative of the optimal value of the objective function of a linear program as a function of matrix coefficients. We generalize the result of Freund (1985) to the cases where derivatives may not be defined because of the existence of multiple primal or dual solutions.
Introduction
In the framework of linear programming, we consider the problem of estimating the variation of the objective function resulting from changes in some matrix coefficients. Our objective is to extend results already available for the right-hand-side to this more general problem.
The interpretation of the dual variables as derivatives of the optimal value of the objective function with respect to the elements of the right-hand-side is well known in mathematical programming. This result can be extended to the case of multiple dual solutions. The set of all dual solutions is then the subdifferential of the optimal value of the objective function, seen as a convex function of the right-hand side. The object of this paper is to extend these well known results to the derivative of the optimal value of the objective function with respect to matrix coefficients.
It is easy to show on a simple example that the objective function value of a linear program is not a convex function of the matrix coefficients. The subdifferential concept is thus inappropriate here. One must therefore resort to Clarke's notion of a generalized gradient. A characterization of this generalized gradient will be derived and the fundamental role played by the basis will be explored for this particular application of nonsmooth analysis.
Basic definitions and properties
This section recalls some basic concepts and properties of nonsmooth optimization useful for our application. An introduction to the first-order generalized derivative can be found in in Clarke (1990) for the case of a locally Lipschitz function, i.e., a function f from IR n into IR for which there exists a bounded subset B ⊆ IR n and a positive scalar K such that
The locally Lipschitz property can be interpreted as a finite bound on the variation of the function. It is well known that the locally Lipschitz property implies the continuity of f . The Rademacher theorem says that a locally Lipschitz function f has a gradient almost everywhere (i.e. everywhere except on a set of measure zero on IR n ). The locally Lipschitz property does not imply the differentiability of the function everywhere (i.e., the existence and the continuity of the gradient).
In the locally Lipschitz case, the generalized gradient can be defined as the convex hull of all the points lim ∇f (x k ) where {x k } is any sequence which converges to x while avoiding the points where ∇f (x) does not exist:
where conv denotes the convex hull.
Another essential concept in nonsmooth optimization is the directional derivative. This notion can also be generalized to the nonconvex case. The generalized directional derivative of f evaluated at x in the direction d is defined (using the notation of Clarke) as
In the convex case, this notion reduces to the classical notion of directional derivative
We recall now a calculus formula for the generalized derivative of a function defined as the maximum of a finite collection of functions f i (x), i = 1, 2, ...m. Suppose the each function f i (x) is Lipschitz near x. The function f is defined by:
For any x let I(x) denote the set of indices i for which
is the set of indices at which the maximum defining f is attained. We have the following proposition that will be used to derive our characterization of the generalized gradient:
and if f i (x) is regular at x for each i ∈ I(x), then the equality holds and f is regular at x. We shall also use the following formula for the addition of functions:
Recall that a function if regular if for all directions
Proposition 2 For any scalars s i , one has
and equality holds if all but at most one of the functions f i are differentiable at x.
Proof: See Clarke (1990) . We have the following general remark. The definition of the generalized gradient (1) is only valid for the locally Lipschitz case. If the function is simply almost everywhere differentiable, one can construct examples for which the generalized gradient is not defined. A more generalized definition based on the cone of normals is given by Clarke (1990) in the case of a lower semi-continuous function.
3 Gradient of the optimal value function.
Returning now to our problem, we consider the optimal value of a linear problem as a function of the matrix coefficients:
where c is the n-row vector of objective coefficients, x is the n-column vector of variables, A is the m × n matrix of left-hand-side coefficients and b is the m-column vector of right-hand-side coefficients. We first recall the result for the smooth case. It is established in Freund (1985) under the two following assumptions: (H1) The optimal solution of the primal problem (2) is unique; (H2) The optimal solution of the dual problem of (2) is unique. The result in the smooth case can then be written as follows:
Proposition 3 (Freund, 1985) . If assumptions (H1) and (H2) are both satisfied for A, then z(A) is continuously differentiable and we have that
where u * i is the optimal dual variable associated to row i and x * j is the optimal primal variable associated to column j.
A complete analysis of the subject in the differentiable case can be found in Gal (1995) .
Generalized gradient characterization.
Before examining the case where the optimal basis is not unique, we show on an example that z(A) does not enjoy any convexity property. Consider the following linear problem with a single parametric matrix coefficient:
Using the constraint, x 2 can be substituted:
The optimal objective function can thus be written explicitly as:
It is clear that z(a) is neither convex nor concave. Because of this lack of convexity, the notion to be used is the Clarke's generalized gradient.
If A is such that the linear program is infeasible, we define z(A) = +∞. Denote by dom(z), the domain where z(A) is finite. Before stating the characterization of the generalized gradient, we first recall the following propositions which result from Renegar (1994) .
Proposition 4 If the set of optimal primal solutions for A is unbounded, then A is not an interior point of dom(z).
Proposition 5 If the set of optimal dual solutions for A is unbounded, then A is not an interior point of dom(z).
We will used the following notation u × x for the outer product of an n-column vector u by the n-row vector x T . The following theorem states a characterization of the generalized gradient.
Theorem 1 If A is an interior point of dom(z) and if z(A) is locally Lipschitz in a neighborhood of A,then ∂z(A) = conv{−u × x where u is any optimal dual solution and x is any primal optimal solution of (2)} Proof :
1. Suppose first that there is a single optimal basis. Since A is an interior point of dom(z), we know by propositions 4 and 5 that there are no extreme rays of primal or dual optimal solutions. In this case, a single optimal basis is a sufficient condition to have primal and dual nondegeneracy. We know from Proposition 3 that ∂z(A) reduces to a singleton, namely the gradient, which can be computed by the following formula: ∂z(A) = −u × x where u and x are the dual and primal solutions associated to the unique optimal basis for (2). This proves the theorem.
Suppose next that there are several optimal bases.
2. We first prove the following equality:
and B is any optimal basis of (2)} = ∂z(A) where x B denotes the basic variables and x N the non basic variables.
Let B denote an optimal basis of (2). First note that due to our assumption of an interior point of dom(z), there is no extreme ray of solutions of the primal and we can write z(A) as:
−1 b|B corresponds to a primal feasible basis.
or equivalently as:
where e i denotes the column i of an identity matrix of order m where M is a penalty term large enough to insure that we do not consider a non feasible basis in the maximum. The result then follows directly from application of Propositions 1 and 2 and by nothing that the optimal bases, i.e. the bases where the maximum is achieved, the first term c T B B −1 is regular and its gradient can by computed by (3) since the second term is zero and thus has a zero subgradient.
3. We finally show that ∂z(A) = conv{−u × x where u is any optimal dual solution and x is any primal optimal solution of (2)} Because the sets of primal and dual optimal solutions corresponding to point A are bounded by Propositions 4 and 5, u and x are convex combinations of extreme dual and primal solutions respectively. Let
Suppose first that u is a convex combination of extreme u k while x is an extreme optimal point. One has
for a given set of λ k and for all i and j. Therefore
This implies that conv{−u × x where u is any optimal dual solution and x B = B −1 b, x N = 0, where B is the optimal basis} = conv{−u × x where u = c
x N = 0 and B is any optimal basis of (2)} The same reasoning can be made in order to relax the requirement that x is an extreme solution into the weaker one that x is any optimal solution of problem (2). 2
The following simple example illustrates this theorem:
For a = 1, there exists two different basic solutions. The first one is obtained with x 1 and x 2 in the basis: (x 1 , x 2 ) = (1, 1) and the reduced cost of s 1 , the first slack variable, is zero. The second solution is obtained by taking x 1 and s 1 in the basis: (x 1 , x 2 ) = (2, 0) and the reduced cost of x 2 is zero. In both cases, the optimal dual values are given by (u 1 , u 2 ) = (0, 1). Take a = 1 − ǫ and let ǫ go to zero. We obtain the first solution and the reduced cost associated to s 1 is strictly negative. Take a = 1 + ǫ and let ǫ go to zero. We obtain the second solution and the reduced cost associated to x 2 is strictly negative. The extreme points of the generalized gradient are thus:
One therefore obtains:
∂z ( In fact, the general expression of z(a) can be computed explicitly as:
The two points −1 and 0 correspond thus to the left-and right-derivatives of z(a) at point a = 1 respectively.
Conclusions.
It has been shown in this paper how the first-order derivatives of the optimal solution of a linear program with respect to matrix coefficients can be generalized to the nonsmooth case, even when the optimal function as a function of matrix coefficients admits breakpoints. Our result, Theorem 1, emphasizes the fundamental role played by bases in this respect. The extreme points of the generalized gradient correspond to all the different optimal bases. An open question is to generalize the result to the second-order. Substitutes to the gradient and to the Hessian matrix should thus be available to define a generalized Newton method which was in fact the motivation for considering such a formula.
