Abstract-Most of the previous models performed well for Single Image Super-Resolution (SISR). In these methods, the Low Resolution (LR) input image is amplified to the size of High Resolution (HR) through bicubic interpolation. However, bicubic interpolation can not represent the high frequency features of images with only one filter. Therefore, in this paper, we used a original framework which can effectively extract the feature maps from the input image space and transform to HR feature maps based on Spatial Transformer Networks (STN). In our STN-SR method, there are three kinds of parameters should be learned from the model: (i) a serial of filters to extract LR image feature maps; (ii)a local small network to learn parameters of the transformation Γ θ (G) and (iii) the filter parameters to restore the HR patchs from the input HR feature maps through a restoring layer. Our model directly focus on the whole image, the proposed STN-SR method does not clip the image into many small size patches, and can use the image gobal message to rebuild more robust local texture. Compared to privious SR methods, the proposed STN-SR method can gain completely real image, while illustrating better edge and texture preservation performance.
I. INTRODUCTION
S INGLE image super-resolution (SISR) is an ill-posed problem in computer vision. However, many interesting applications, including medical and astronomical concerns on this issue. The target of SISR is to restore a visually pleasing high-resolution images from a relatively low resolution input image. Although the problem is difficult to solve, previous research [1] , [3] , [5] , [13] including interpolation has shown that properly handling these problems utilize statistical image priors or internal latent mapping. Neighbor embedding models [1] fill up the patch subspace utilizing the similar of image blocks. Sparse coding methods [11] , [14] , [12] use the similarities of the input image, or learn functions from external low-and high-resolution exemplar pairs. These methods are usually needed a large number of samples. Recently, random forest [9] and Convolutional Neural Network (CNN) [8] have also been used to SISR and acheive great improvements in accuracy. Among them, Dong et al [4] , proposed that a CNN can learn a function from input image to output HR image in an end-to-end style. His methods, named SRCNN, does not require any artificial features that are used in privious models and shows the better performance. Contrary to this works, we propose a method which design a deconvolution layers for restoring resolution instead of interpolation operation. For this purpose, we design a Sptial Transformer Net to amply the resolution from LR to HR. We validate the proposed method using several benchmarks datasets and compared with previous models.
II. RELATED WORK
Most state-of-the-art SR methods [3] , [4] , [7] , [10] , [13] learn a mapping between low and high-resolution space. The differences of these methods is how to learn a suitable dictionary or function from the low and high-resolution patches. How to represente the schemes in the subspaces is also a critical problem. In the privious works, the dictionaries can be learned from the low/high-resolution patch pairs. The Nearest Neighbour (NN) [1] of the input patch also can be gained in the low-resolution space, which used to rebuild its corresponding high-resolution patch. Chang et al [2] , proposed a varied novel approach as an substitutes to the NN methods. Yang et al.s work [14] , improve NN methods to a more sophisticated sparse coding formulation. These sparse-coding-based methods and its improvements [11] , [12] are among the state-of-the-art SR methods nowdays. In these sparse-coding-based methods, the layer of extraction and mapping are considered as the most important step and treated as pre-processing.
Convolutional Neural Networks Convolutional neural networks [8] have a great success in the image classification and have recently beacame an very popularity method in computer version. There are three factors which are the most important in the progress: (i) the improvement of modern powerful GPUs which can supply efficient training implementation on complex computation, (ii) the theoretics of the Rectified Linear Unit (ReLU) which persist good quality and takes convergence go quickly , and (iii) a large number of image dataset (like ImageNet) for training more complex mapping. Thanks to these improvments, we can propose our method.
Deep Learning for Image Resolution There were some research which use the deep learning methods to restore image before. The deep learning methods which consists of a sets of layers is applied for natural image resolution. More similar to our work, Dong [4] design a serial of filter to complete the image resolution. Dong's simple convolutional net ,named SRCNN, consist of three layers. The first layer is used to extract feature whose size is 9 × 9. The middle layer can The last part of SRCNN can be called reconstruction ,this last layer consist of only one filter. The layer is used to reconstruct the output images whose filters of spatial sizes 5 × 5. However, Dong fails to discover the effect of the network's deepth because of the complexity of computation. In order to overcome the drawback of this method, Kim [7] use 20 weight layers (3 × 3 for each layer) to learn a complex mapping function to validate the effect of the deepth. Kim design a very deep convolutional network, termed VDCNN. The VDCNN consists of d layers. Every layer at the middle layer has the same type: 64 filter of the size 3 × 3 × 64, where a filter operates on 3 × 3 spatial region across 64 channels (feature maps). The last layer's spatial size is 5 × 5. However, Learning upsampling operation was briefly mentioned in the content of Dong et.al [4] . The importance of upscaling as part of the SR operation was not fully recognised. there are no completely implementations of a convolution layer to enlarge the size of input image. The output of convolutionnal networks is less or equal the size of input.
In this paper, we want to explore a method which can amply the size of image through convolutional layers. Our method use only several layers of the network to train a suitable funtion. This does not need to perform the previous SR operation. For this purpose, we use a powerful convolution networks named spatial transformer to complete the enlarging operation for image super-resolution.
Overall, the contributions of this work are mainly in two aspects:
1. In our network, upscaling is handled by the spatial transformer of the network. This means upsamplying is a operation of learning rather than a simple interpolation. We do not use interpolation filter means that the network can learn a complex mapping from the spatial transformer networks.
2. We use a set of small size filters to extract the feature maps. Thus, our network have more layers which have more parameters. It is capable of learning a better function to represent more complex mapping function. compared to a single fixed filter, Our method have a more robust result of SR.
III. SPATIAL TRANSFORMER NETWORKS FOR SUPER-RESOLUTION SISR use a low-resolution as input image denoting as I

LR
to predict a super-resolved image I SR . Here I LR is the lowresolution image. Its high-resolution counterpart is I HR . We use the HR only in the training times. At the training stage, I LR is obtained through using a normally filter to the original image, then, we take a downsampling operation to the image. The downscale factor r can be setting as 2, 3, 4. For example, we represent the image as a real-valued tensor. The tehsor's dimension is the size W × H ×C and I HR , Its crrosponding I SR can be discribed as a tensor whose size is rW × rH × C respectively.
The critical step of SISR is how to train a function f to express the relationship of the LR and HR. The function can predict final result. The input is a LR image. For this aims, we design a deep network to leran a f θ parametrized by θ . Here θ = {W 1:L ; b 1:L } denotes the W and B of the deep layers network. Through optimizing a loss function l SR , these parameters can be learn from the CNN.
The proposed Spatial Transformer Networks based SuperResolution (STN-SR) method has to learn three kinds of parameters: (i) feature extracted filters; The filters can extract the useful feature map which can be used for learning a set of parameters for transformation (ii) spatial transformer; The transformer can transform the LR input to a domain of HR image and (iii) filters to reconstruct the HR images.In the time of testing, we used to divided the input image into one low-frequence component and one high-frequence component. The low-frequence part is simply enlarged by the bicubic interpolator, and the proposed STN-SR model is performed on the high-frequence component. In other words, the spatial transformer is employed to predict high-frequence feature maps.
A. Proposed Network
In order to complete image reconstruction, we design a convolutional frameworks whoes configuration is outlined in Fig.1 . Our Network consists of three parts. First, feature extraction layers described in Sec.III-B takes LR image as input material, and via a larger number of hidden layers produce the feature maps of the input image. These extracted feature can be used to the Spatial Transformer. Then, a localisation network, takes the extracted feature map as input, and via spatial transformer neteorks outputs the feature maps that should be applied to reconstruct the HR image described in Sect. III-C Finally, the transformed feature map are taken as inputs to the non-linear mapping and reconstruction, producing the output image described in Sect.III-D These three components of the network forms a spatial transformer nets. In the following sections, let us describ the process in more detail.
B. Feature extraction
We also use d layers like Kim where layers have the size of the same: filter whose size is 3 × 3 × 64, These filters act on 3 × 3 spatial region across 64 channels (feature maps). The d layers operating on the feature maps makes the network more expressive with the extracting feature to higher dimensions.
C. Spatial Transformer
In this section, The spatial transformer [6] can be discussed in detail. This module use a small networks to transform a set of feature maps into other spatial domain. The transormed feature map can be used to reconstrute the high-resolution images. The spatial transformer mechanism include three parts: a samll local network which takes feature map as input and use a number of hidden filters to produce the parameters θ. The spatial transformation will create a sampling grid Γ θ through the pridicted parameters θ. The input feature map can be mapped into the sampling grid. This operation can be produce the transformed feature maps. The last step, the extracted feature map and the sampling grid are taken into the sampler as input, producing the transformed feature maps which can be used in high-resolution space domains .
where (x 
D. Non-linear mapping
Non-linear mapping is considered as the most important step in the image recontruction. The former layers get an n 1 -dimensional feature maps of high resolution through spatial transformer for each input patch. Next, we use a general method to tranform these n 1 -dimensional vectors into an n 2 -dimensional domain. We also applys n 2 filters which have the spacial size of 1 × 1 to complement the non-linear mapping. The operation of the layer is:
here W n is of a size n 1 × 1 × 1 × n 2 , and B n is n 2 -dimensional.
E. Reconstruction
In the Sparse-Coding-Based methods, They often averaged the predicted overlapping patches to get the final image. David Eigen illustrate the benefit of convolutional network, which is less correlated with one another compared dirct-averaging and produce a better performance. We used a convolutional layer to produce the final high-resolution image.
here W l is of a size n 2 × f l × f l × c, and B n+1 is a cdimensional vector.
IV. EXPERIMENTS
In this section, we validate the representation of our proposed method on several datasets. We introduce our training datasets and testing dataset first. Next, the original parameters setting is necessary to discuss. At last, We want to compare the several state-of-the-art SISR methods to ours.
A. Training
We now introuce the objective to minimize for finding parameters. Let x indicates the input image patch , y denotes the high-resolution image patch. In the training dateset (x i , y i ) , our ultimate aim of training is to learn a latent function f .The function can be used to predict valuesŷ = f (x) , whereŷ is an estimate output of ground truth image. We want to minimize the squared error 1/2 ŷ -f (x) averaged over the training set. The training process is to learn parameters to make the error small. we adopted tactics proposed by Jiwon Kim, which also called Residual-Learning. We know the result of image is very similar to the input. Kim put a operation like as r = y− x, (Letx denote an interpolated image through the input). The residual image's most values of pixels are maybe be small or zero. The goal of networks is to estimate the residual image. We can define the loss function of residual image is 1/2 rf (x) ,where f (x) is the proposed frame. 
B. Datasets for Training and Testing
We use 19 images as our testing dataset including 5 images named Set5 from [4] , and other 14 images termed of set14 from [4] . We also use a larger dataset including 100 images from [7] . In addition, we augmente database through rotation or flipping to increase the number of image. In previous sections, we used 91 images as our training dataset first to train a small networks.
C. Training Parameters
For the STN-SR, we set n = 5,7,10 in our evaluations. The opinion of the parameter is enlightened by VDSRs 20 layer model [7] . In the training steps, 45×45 pixel image patches are sample from the training dataset I HR . To get the lowresolution patches I LR , we use a Gussian filter kernal to blur the corresponding I HR and sub-sample it through factor r . We also adopt relu as the activation function. We set n = 1, (f 1 , n 1 ) = (9, 64), in our evaluations.
We inintial the training parameters using a nomal method. We set the number of bacthsize to 64. Momentum parameters is also a important parameter, which can effect the result heavily, this parameters is setting to 0.9 first. Weight decay parameter is 0.0001 at first. These setting can work well in the privious models. Initially, We train our trainning dataset over 90 epochs, and the learning rate was set to 0.001. The whole training process takes about 1 days on GPU K6000.
D. Comparisons with State-of-the-Art Methods
We make a comparisons with other methods. The previous perform well methods are A+ [12] , RFL [9] and SRCNN [4] . In Table I , we present a summary of comprehensive evaluation on wellknown datasets before. Our methods most outperform other methods in these datasets. In Fig. 2 , we show the compared result.
V. CONCLUSION
In this paper, we present a method for super-resolution using Spatial Transformer Networks. Using a deep network is much time-consuming because of a set of filters learning. We adopt residual-learning to make the network training fast. We use a strategy of gradient clipping to make the convergen much fast. We demonstrat that our method much better than the other method on the benchmarked images. We also have reason to believe the proposed method is useful to other computer version problems. 
