Abstract. In previous work, we developed a decentralized framework for formation control by mobile robots. Each robot simultaneously estimates the current swarm shape, by local information diusion in a communication network, while controlling its own motion to drive the swarm to the desired shape. These continuous-time estimation and control laws result in provably correct behavior, but they make unrealistic assumptions for implementation on actual robots.
Introduction
We are pursuing a framework for self-organizing robot systems based on decentralized estimation and control. The goal is to compile desired group behaviors into local communication, estimation, and control laws running on individual robots. For properly designed control laws, the interactions of individual robots result in the desired group behavior, without any centralized control.
A key to this centralized-to-decentralized compilation process is the ability of each robot to estimate the global performance of the group based on local sensing and local communication in a time-varying communication network. For scalability, we require that the communication, computation, and storage requirements for each robot be independent of the total number of robots in the swarm. For robustness, we require that no robot be indispensable. In fact, we typically assume that each robot is identical.
To achieve robust and scalable global performance estimation, we and others have developed dynamic average consensus estimators [2, 7, 5, 11, 12, 17] . These estimators allow each robot to estimate the average of time-varying inputs from across the whole swarm. Estimates spread through the network in a process similar to heat diusion, and we sometimes refer to the process as information diusion.
Many functions of sensor inputs can be estimated using average consensus estimators, as we can rst apply a transformation to the sensor inputs, pass them through the averaging process, and then apply a transformation to the output to obtain the desired result. We have shown that average consensus estimators allow the compilation of global objectives into local controllers for tasks such as formation control [6, 16] , cooperative target tracking [15] , estimation of the connectivity of time-varying networks [14] , and environmental modeling by mobile sensor networks [8] .
Until now, the study of estimation and control based on average consensus estimators has been through theory and simulation only. In this paper, we present the rst experimental implementation of the approach. Our application is the formation control problem of [6, 16] , illustrated in Figure 0.1.1. Following [3] , we describe the desired formation of the swarm by a set of inertial moments, where the rst moments describe the swarm's center of mass, the second moments describe the swarm's inertia, and third and higher moments further constrain the distribution of robots. The low-order moments form a convenient low-dimensional specication of the swarm shape. For example, the swarm's human supervisor could simply command the swarm to move its center of mass to a specic location, and to spread out according to some desired inertia. This frees the supervisor from having to specify a desired location for each robot.
We consider formations described by rst and second moments. As shown in The main result of this paper is to show that the theoretical continuous-time estimation and control algorithms of [6, 16] can be successfully adapted to an experimental implementation of formation control. While the theoretical performance guarantees do not carry over directly to the experiment, in practice we have observed reliable convergence of our eight mobile robots to the goal formation shapes.
Our experiments also suggest a number of avenues for future theoretical work.
In Section 0.2, we summarize the theoretical approach from [6, 16] and describe the adaptation of the communication, estimation, and control laws to the experimental implementation. In Section 0.3, we describe the e-puck mobile robots used in our experiments, the wireless communication system, the vision tracking system, and details of the robot control software. Section 0. 4 
where u i ∈ R 2 is the control force. For n robots, the conguration of the entire
We dene a goal formation for the swarm by a set of desired rst-and secondorder inertial moments. The rst moments specify the swarm's center of mass and the second moments specify its direction-dependent spread in the plane. For a set of unit-mass point robots in the plane, the ve mass-normalized rst and second moments expressed in a xed global frame can be written as the vector
where φ(p) is called the moment-generating function. The desired formation of the group, f , species a (2n − 5)-dimensional submanifold of the 2n-dimensional conguration space of the robots.
Each robot measures its own position and knows f . To drive the robots to the goal conguration submanifold, we dene a potential function
with Γ ∈ R 5×5 a suitably chosen symmetric positive-denite gain matrix. The control law implemented by robot i simply drives it along the negative gradient of this potential, with added damping so that the robots come to rest on the goal submanifold. The control law is
where B ∈ R 2×2 is a positive-denite damping matrix and J φ(·) denotes the 5 × 2
Jacobian matrix of φ with respect to p i . Note that the control law (0.2.4) involves the swarm's current moments f (p), a global quantity. In a decentralized implementation, each robot must replace f (p) 
As demonstrated in [16] , a slight modication of this control law, used in concert with the PI estimator, will cause the swarm to converge to the desired conguration submanifold from nearly every initial state, and all equilibria away from the goal submanifold are unstable.
A block diagram of robot i's control system is given in Figure 0 .2.1.
Modications for Experiments.
To implement the theoretical estimation and control procedure described above on actual robots, we made three primary modications:
(1) The control law (0.2.7) was modied for kinematic robots with velocities as controls, instead of point masses with forces as controls. Kinematic robots. The mobile robots, discussed in Section 0.3, are most naturally modeled as kinematic robots with velocities as controls. Therefore the state of the system is simply the robot's conguration, x i = p i , and the dynamics are writtenẋ i = u i . With these dynamics, we simplify the gradient control law (0.2.7)
As shown in [13] , kinematic robots under the control law (0. Central moments. In our previous formula (0.2.2) for calculating the moments, the moment-generating function φ(p i ) was dened as
This choice has the disadvantage that as the swarm translates without changing shape, the second moments change. These global second moments are with respect to the origin, not the center of mass of the swarm. The result is that the behavior of the system is not translation-invarianta set of control gains Γ that yields good behavior for one goal center of mass may yield slow convergence or undesirable oscillation for another goal center of mass. To avoid this problem, we redene robot i's moment-generating function to be
where (v i,x , v i,y ) is the robot's estimate of the group's center of mass. With this choice of φ(p i ) in (0.2.6), the robots estimate the swarm's second moments with respect to its center of mass (central second moments) rather than with respect to the origin.
Asynchronous discrete-time implementation. Each robot updates its velocity according to the control law (0.2.8) every T 1 seconds, and every T 2 seconds it updates its estimate of swarm moments and broadcasts these estimates. The discrete-time estimator is written
where v i is the new swarm moments estimate, w i is the new estimator internal state, (v
is the previous estimator state, p i is the current robot position, (v j , w j ) is the most recently received estimator state from robot j, N (i) is the set of robots that robot i has heard from since the last estimator update, and K P , K I , γ > 0 are estimator gains. Because there is no global synchronization of the robots' clocks, each robot runs its control, estimation, and communication processes on a dierent schedule. After updating its estimate, the robot discards estimator state information received from other robots, so that each estimator update depends only on communication received during the past T 2 seconds.
In our implementation, T 1 = 0.2 s and T 2 = 0.4 s.
Details of the Experimental Implementation
Our experimental implementation consists of eight small mobile robots moving on a 300 cm × 300 cm section of a smooth, white oor. The chassis of each robot has three degrees of freedom in the plane, represented by a point (x, y) halfway between the wheels and an angle θ corresponding to the forward motion direction. To recover the point robot model, we control the motion of a reference point (x r , y r ) xed in the robot's frame, dened as (x r , y r ) = (x + h cos θ, y + h sin θ), h > 0, 
By choosing h = L/2, the velocity limits on the wheel speeds, represented as a square in the (u , u r ) space, become a square in the (u x , u y ) space of velocities of the reference point. For the e-puck, L = 53 mm and R = 20.5 mm, and we use h = 35 mm. The maximum wheel speed for the e-puck is 1 rev/s, yielding a maximum forward speed of approximately 130 mm/s. 0.3.2. Wireless Communication. As mentioned earlier, the robots are outtted with XBee radios, which they use for broadcasting and receiving messages.
A data logger PC also uses an XBee radio to capture the broadcast trac. The data logger attaches timestamps to each received message so that the behavior of the system can be analyzed and plotted later. Finally, the vision PC, which is connected to the four cameras, uses an XBee radio to broadcast the positions and orientations of each of the robots. The XBee connects to the robot's microcontroller via the e-puck's extension connector. The e-puck's microcontroller communicates with the XBee module over a serial port using the RS-232 protocol at 115200 baud. Received data can be stored in a 100 byte buer on the radio, so the microcontroller need not process received data immediately. Each packet is approximately 40 bytes long, however, so the microprocessor must process XBee data regularly to prevent buer overows.
The practical range of the XBee radios is on the order of tens of meters, so each robot in the test arena can hear from every other robot. To simulate radius-limited communication, each robot broadcasts its position along with its estimator state.
Receiving robots simply ignore messages received from robots beyond a certain distance.
In our implementation, each robot broadcasts its estimator state every T 2 = 0.4 s on a randomly initialized clock. We did not implement any protocols to adapt broadcast frequency or timing based on network trac. The vision PC also periodically broadcasts the position and orientation of each robot. Based on results from the data logger PC, we estimate that each XBee radio drops 5-10 percent of the packets that are broadcast. These dropped packets mean that the communication network may temporarily become directed (one-way communication between robots) rather than undirected (if robot i hears from robot j, then robot j hears from robot i), as assumed in the theory. This manifests itself as noise in the consensus algorithms. To track the robots' positions and orientations, each robot has a unique rotationallyasymmetric pattern of black dots on a white background mounted on its top side (see Figure 0. 3.5). To calibrate the cameras, a grid of 25 point markers is evenly spaced over the test arena, with each marker at the height of the robots' dot patterns. The grid is chosen so that each camera sees nine of the markers. A matrix transforming the camera image coordinate system to the real-world coordinate system is computed using the direct linear transformation given in [1] .
The vision tracking process starts with a 640 × 480 pixel image from each camera. In the rst step, each image is thresholded to obtain a binary image. Then the black dots are partitioned into clusters, and each robot is uniquely identied by comparing a vector of rotationally-invariant measures to known proles associated with each robot: the number of dots in the cluster and the vector of distances from the dots to the center of mass of the dots. Once the identity of each robot is determined, its position and orientation are calculated using the positions of the dots relative to the center of mass. In between virtual GPS updates, the robots use dead reckoning to update their position estimates. The relatively low virtual GPS update rate was chosen to reduce network trac, and because dead reckoning is accurate over short durations. 0.3.4. Robot Firmware. The rmware code for the PIC microcontroller on the e-puck implements the distributed consensus estimator and the motion controller as described in Section 0.2.2. The code is written in C and compiled with Microchip's C30 compiler. Each robot has identical rmware, but can be dierentiated by the unique identier of its XBee radio.
When implementing these algorithms, practical limitations of the hardware, such as the microcontroller's relatively slow oating point operation performance and limited memory, must be considered. Also, the low-power XBee radio network has limited data throughput; if too many robots attempt to transmit data simultaneously, many data packets will be lost.
To account for these limitations, we limit the rate of calculating control and 
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Experimental Results
We tested the swarm under several scenarios:
(1) Moving to a goal formation.
(2) Repeating the rst experiment using poorly chosen motion control gains. In these experiments, the major source of noise was packet loss. When a packet from a robot is lost, it appears as if the robot were momentarily removed from the swarm, so the rest of the swarm compensates by shifting position, causing jittering when the swarm is near its goal state. This jittering is reduced, at the expense of some steady-state error, by imposing a deadband on the control u: if the norm of u is less than some threshold, the robot remains stationary.
We chose controller and estimator gains experimentally by observing their eect on the swarm. Unless otherwise specied, we used the following parameters, where (0, 0) is the center of the arena:
• Goal: f = [100 mm, 300 mm, 160000 mm 2 , 40000 mm 2 , 40000 mm 2 ]
T .
In the plots of the experimental results, rst and second moments are referred to as [x cm , y cm , I yy , I xy , I xx ]
• Motion control gains:
• Collision avoidance parameters: R 2 = 200 mm, R 1 = 100 mm.
• Communication radius: innite. 
Conclusion and Future Work
Our experimental results demonstrate that a group of mobile robots can achieve a desired formation, as described by a set of moments, without the need for any central coordination. We achieved this result by adapting the theory presented in [6, 16] for implementation on real hardware. Despite this success, we had to make a number of choices to convert the theory to experiment, and many open questions remain.
In our implementation, only packets received in the past T 2 seconds are in- A related issue is the implementation of information-diusion broadcasting.
Our approach is extremely simple; future research could focus on more advanced network protocols that attempt to maximize network bandwidth and limit packet loss.
We chose gains for the consensus estimator empirically, based on experiments.
While there exist guidelines for choosing stable estimator gains for continuoustime [5, 7] and synchronous discrete-time [10] estimators, such guidelines do not exist for asynchronous discrete-time estimators. Future work should address choices of gains that yield stability under worst-case conditions and good performance under typical conditions.
We are currently adapting our robots to allow them to sense properties of the environment. Each robot has an upward-pointing color sensor, and an overhead computer projector projects virtual dynamic environments onto the oor. Color from the projector simulates a time-varying function of position, such as temperature or chemical concentration. This new setup will allow us to perform experiments in control for optimal data collection and decentralized environmental modeling [8] .
