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Abstract 
In this paper, we shall first obtain some basic theoretical results on trace-orthogonal normal bases of 
GF(q”) over GF(q): We show that such a basis exists if and only if a self-dual normal basis exists (in 
fact, any such basis is equivalent to a self-dual one) and we give several characterizations of the 
trace-orthogonal normal bases in terms of two matrices M and T (associated with every normal 
basis N) describing the multiplicative structure of GF(q”). The matrix T is actually the matrix used 
in investigating the complexity of the normal basis N. Using this fact, we also completely determine 
the trace-orthogonal optima1 normal bases. In the special case q = 2, n even, we then give a simple 
construction associating with every self-dual normal basis N another such basis N* and relate the 
complexities of these two bases. This allows us to obtain an upper bound on the complexity of 
self-dual normal bases in this case which turns out to explain several entries in the available tables on 
computer searches regarding the complexity of normal bases. Finally, we give a product construc- 
tion for (trace-orthogonal) normal bases. 
Keywords. Finite field, normal basis, self-dual basis, trace, complexity. 
1. Introduction 
The present paper brings together two topics in the theory of finite fields which have 
generated considerable interest: arithmetics using a normal basis representation, and 
self-dual (or, slightly more general, trace-orthogonal) normal bases. (For background 
on finite fields, the reader is referred to Lid1 and Niederreiter [14]; also, the required 
definitions will be recalled below.) As we shall see, there are some interesting (and 
somewhat surprising) connections between these notions. Both notions have impor- 
tant applications, e.g. in the construction of devices for the arithmetic in finite fields 
(multiplication, exponentiation, discrete logarithms) and in applications to coding 
theory, cryptography and the discrete Fourier transform (see [0, 1, 3,6-9, 15, 17,201). 
Throughout this paper, E will denote the n-dimensional extension GF(q”) of a finite 
field F = GF(q). Now let B = {aO, .. . , a,_ 1} lx any basis of E/F. Then the multiplication 
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in E is determined by n symmetric bilinear forms fO, . . ,f”_ 1 : E x E -+ F, where 
f;:(t, r~) is the coefficient of cli in the product &. Clearly, one may compute the matrices 
A4i (i = 0, . . . , n - 1) of these bilinear forms with respect to B as soon as one knows 
how to express the products of any two elements of B in terms of B. Massey and 
Omura [ 151 observed that the knowledge of just one of these forms suffices if one uses 
for B a normal basis for E/F, i.e. any basis of the form 
&j:= c1, ar:= lx4 )..., c&i:= c1q 
n-1 
. (1.1) 
We note that the elements of the normal basis N (we shall usually denote normal bases 
by the letter N) generated by CI are just the conjugates of CI under the Galois group G of 
E/F. It is now easily checked that one has 
for i = 0,. . . , n - 1 and for all 5, q E E. Thus all the information required to perform 
multiplication in terms of the normal basis N generated by u is contained in the matrix 
M = Me representing f0 with respect to the basis B. (Of course, the choice of the index 
0 as the “fundamental” index in (1.2) is arbitrary, but-as we shall see below- 
particularly useful.) The element a in (1.1) is called a normal basis generator of E/F. 
There is an alternative way of describing the multiplication in E when using 
a normal basis N. Because of the transitivity of G on N, the products of any two basis 
elements (and thus arbitrary products) are already determined once we can express the 
product of any basis element with u, i.e. the n elements c1‘J’ + ’ (i = 0,. . . , n - l), in terms 
of N. We now introduce some notation. Given any element 5: of E, we write r(c) for the 
row vector of coordinates of 5 with respect to N: 
r(5)=(%,...,x”F1) * 5 = xOclo + ... + x,_la,-l. (1.3) 
We also introduce two more functions which will be required later: 
a(5):= x0 + ... + X,-l, w([):=/{i:~~#O,i=O ,..., n-l}l. (1.4) 
Thus all the information required to perform multiplication in terms of the normal 
basis N generated by IX is also contained in the following matrix T: 
(1.5) 
In other words, the entry tij (i,j = 0, . . . , n - 1) of T is the coefficient of aj = IX“’ in the 
representation of ctai = ccq’ + ’ with respect to N. It is not difficult to show that the 
matrix M corresponding to the Massey-Omura approach and the matrix T just 
defined are related as follows: 
mij = ti_j,_j for all i,j = 0, . . . ,n - 1. (1.6) 
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(This has been observed by Menezes [16]; it is essentially also contained in Geisel- 
mann and Gollmann [S] who only consider the special case q = 2 and use the matrix 
M’ belonging to the bilinear form f, _ 1 instead.) 
Following Mullin, Onyszchuk, Vanstone and Wilson [20], the complexity CN of the 
normal basis N generated by CI is the number of nonzero entries of T (or of M), i.e. 
CN = w(cIcIo) + w(ctcQ) + ... + w(cla,-1). (1.7) 
In the special case where q = 2, the complexity of N determines the number of gates 
required for a hardware realization of multiplication in E using a Massey-Omura 
multiplier (see [15]) based on the normal basis N: One needs precisely CN AND-gates 
and C, - 1 XOR-gates. This led to the search for normal bases with low complexity. 
We note that such bases can also be useful in software implementations of finite field 
arithmetics, cf. [16] and [17]. Hence there has been considerable interest in construct- 
ing normal bases of low complexity, see [2, $20, 211. The following lower bound on 
the complexity was obtained in [ZO]. 
Result 1.1. Any normal basis N of GF(q”)/GF(q) satisfies 
CN 2 2n - 1. (1.8) 
In view of this result and of the preceding remarks, a normal basis achieving 
equality in (1.8) is called an optimal normal basis, All the known optimal normal bases 
are provided by the following two constructions due to Mullin, Onyszchuk, Vanstone 
and Wilson [20]. 
Result 1.2. Let n + 1 be a prime, and assume that q is a primitive root module n + 1. 
Then the cyclotomic polynomial @,,+ 1 is irreducible over GF(q) and its roots form an 
optimal normal basis ofGF(q”) over GF(q). 
Result 1.3. Let 2n + 1 be a prime, and assume that either 
or 
2 is a primitive root module 2n + 1 (1.9) 
2n + 1 s 3 mod4 and 2 generates the quadratic residues module 
2n+ 1. (1.10) 
Then there exists an optimal normal basis for GF(2”) over GF(2) which is constructed as 
follows: One chooses a primitive (2n + l)-st root of unity i over GF(q); then c1 = i + [-’ 
generates the desired basis. 
We note that all the optimal normal bases of Result 1.3 have distribution 
(1, n - l,O, . . . ,O). This means the following: n - 1 of the n products cttri have weight 
two, and the remaining one has weight 1. Recently, Mullin [19] gave the following 
characterization of the bases provided by Result 1.3. 
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Result 1.4. GF(q”)/GF(q) has an optimal normal basis N with distribution 
(1,n - LO,... , 0) if and only ifq is even and N is equivalent to one of the optimal normal 
bases constructed in Result 1.3. 
We next discuss the known results about self-dual normal bases. First we recall the 
definition of the trace function from E to F: 
n-l 
TrEIF(S) = c tqk. 
k=O 
(1.11) 
If we represent t in terms of the normal basis generated by a, we obtain a particularly 
simple expression for the trace in terms of the function CJ introduced in (1.4): 
Tr(5) = o(S)Tr(a). (1.12) 
Thus it suffices to compute Tr(x) in order to determine all traces. (We omit the suffix 
E/F as long as it is clear which fields E and F are involved.) 
It is well known that the mapping r: E x E --* F defined by r(a,/?):= Tr,,,(c$) is 
a nondegenerate bilinear form on E, the trace bilinear form. Given any basis 
B = {Q,... , a,_ 1} of E/F, there exists a unique dual basis C = { yo, . . ,yn_ 1 } satisfy- 
ing Tr(sr,yj) = 6,, for all i, j = 0, . , n - 1; if B is a normal basis, so is C. We shall need 
the following well-known basic fact about dual bases. 
Result 1.5. Let B = {ao, . . , a,_ 1 } and C = { yo, . . . , y._ 1 } be a pair of dual bases of 
GF(q”)/GF(q), and let 5 be any element ofGF(q”). Then the coordinate ofcci in the 
representation of < with respect to B equals Tr(&i). 
One calls B a self-dual basis of E/F if it coincides with its dual basis; slightly more 
generally, one calls B a trace-orthogonal basis if Tr(aiuj) = 0 whenever i fj (then the 
elements of the dual basis are of the form yi = xiai for suitable elements XiE F, 
i = O,..., n - 1). Of course, these two notions coincide when q = 2. Lempel and 
Weinberger [I 31 have obtained the following criterion for the existence of a self-dual 
normal basis of E/F. 
Result 1.6. A self-dual normal basis of GF(q”)/GF(q) exists if and only if either 
q is even and n is not a multiple of 4 (1.13) 
or 
both q and n are odd. (1.14) 
We can now describe the results obtained in the present paper. In Section 2, we shall 
show that the same existence criterion as in Result 1.6 also applies for trace- 
orthogonal normal bases; in fact, any such basis is equivalent to a self-dual normal 
basis. (Two bases of E/F are said to be equivalent if they only differ by multiplication 
with a constant element of F,) Strengthening a result of Geiselmann and Gollmann 
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[8] for 4 = 2, we then show that a normal basis N is trace-orthogonal if and only if the 
matrix T associated with N as in (1.4) is symmetric; moreover, this happens if and only 
if the two matrices T and M coincide. Combining these facts with Result 1.4 then 
allows a complete classification of all trace-orthogonal optimal normal bases. 
In Section 3, we consider elements y = a + bcl, where c( is a normal basis generator 
of E/F and where a, b are nonzero elements of F, and determine when such an element 
y is also a normal basis generator. In particular, this will be true if q = 2 and II is even 
(and, of course, a = b = 1). This case will be considered in more detail in Section 4 
where we will see that y then generates a self-dual normal basis if and only if a does; we 
will then relate the complexities of these two self-dual normal bases. This allows us to 
obtain an upper bound on the complexity of a self-dual normal basis which quite 
surprisingly coincides with the maximum possible complexities given in the tables of 
[20] for several values of n (and allows us a theoretical construction of bases assuming 
this bound). Also, for n = 30, our approach yields a normal basis with considerably 
larger complexity than the bound provided by the (incomplete) computer search of 
[20]. Of course, bases with large complexity are of no practical interest (they are what 
should be avoided!), but it seems important for a deeper understanding of the 
properties of complexity to be able to explain the values found by computer searches 
in a more theoretical way. 
Finally, in Section 5, we shall generalize a product construction for normal bases 
(and the determination of the resulting complexity) given by Seguin [21] for q = 2 to 
the case of arbitrary prime powers q and also obtain a curious formula for the 
behaviour of the trace function under this construction. In particular, we shall see that 
Stguin’s construction preserves trace-orthogonality; this will allow us to explain one 
further value in the tables of [20]. 
After finishing this research, the author has obtained a copy of the (as yet unpub- 
lished) Diplomarbeit of Meyer [18]. There is some overlap between the results of 
Section 2 of the present paper and Meyer’s work: In particular, Meyer also obtains the 
equivalence of trace-orthogonal and self-dual normal bases and the result that 
a normal basis N is trace-orthogonal if and only if the matrix T associated with N is 
symmetric (but not the equivalent condition that the matrices T and F coincide, since 
he works with F’ instead of F). We note that our proofs are different from Meyer’s 
(and, for the characterization theorem just mentioned, considerably simpler). Finally, 
Meyer also has the characterization of self-dual optimal normal bases over GF(2) (but 
not the case of general q). 
2. Fundamental results on trace-orthogonal normal bases 
In this section, we shall obtain some theoretical results on trace-orthogonal normal 
bases. For the sake of completeness, we first settle the existence question. The 
following result seems not to have been stated explicitly in the literature, though it is 
more or less immediate from the work of [12] and [13]. 
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Theorem 2.1. Any trace-orthogonal normal basis of GF(q”)/GF(q) is equivalent to 
a self-dual basis. Hence a trace-orthogonal normal basis exists tf and only tf either 
or 
q is even and n is not a multiple of4 
both q and n are odd. 
(2.1) 
(2.2) 
Proof. Let c( generate a trace-orthogonal normal basis N of E = GF(q”) over 
F = GF(q), as in (1.1). With respect to N, the trace bilinearform is represented by the 
matrix cl, where c = Tr(a’) # 0 (since the Galois group G of E/F is transitive on the 
elements of N). If c is a square in F, say c = d2, we may obtain a generator p for an 
equivalent self-dual normal basis by putting B = cc/d. Clearly this assumption is 
satisfied when q is even. Now assume that q is odd. Then it has been shown in the 
proof of Theorem 1 in [lo] (which is a simple alternative proof of the existence 
criterion for self-dual bases originally proved by Lempel and Seroussi [12]) that the 
trace bilinear form is represented (with respect to any basis) by a matrix with 
determinant a square in F if and only if n is odd. Since the determinant of cl is cn, we 
conclude that the existence of u implies that n is odd and c is a square (so that we can 
construct an equivalent self-dual normal basis by the argument above). The assertion 
now follows from Result 1.6. 0 
We next give the characterization of trace-orthogonal normal bases announced in 
the introduction. 
Theorem 2.2. Let c( be a generatorfor a normal basis N of E = GF(q”) over F = GF(q), 
as in (l.l), and let M and T be the corresponding matrices defined in the introduction. 
Then the following conditions are equivalent: 
N is trace-orthogonal. (2.3) 
T= M. (2.4) 
T is symmetric. (2.5) 
One has a(czao) = Tr(a) and o(tl~~) = 0 for i = 1, . . . , n - 1, 
where o is the function dejined in (1.4). (2.6) 
Proof. We first assume the validity of (2.3). As in the proof of Theorem 2.1, we write 
c = Tr(a’) # 0 and now put yi:= ai/C for i = 0, . . . , n - 1. Then we have Tr(ai yj) = Sij 
for all i,j = 0, . . . , n - 1, and thus 1: = y0 generates the dual normal basis 
N’ = {yO,... , y._ 1 } of E/F. By Result 1.5, we can use the elements of N’ to compute 
the coordinate vector of any 4 E F with respect to N. Recall that the (i,j)-entry tij of 
T is the coefficient of aj in the representation of ClCli with respect to N. We thus have 
tij = Tr(aeEiaj)/c (2.7) 
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for all i,j = O,..., n - 1. Because of (1.6), we obtain 
mij = fi_j, ~j = Tr(a,ai_ja_j)/c. (2.8) 
Applying the unique Galois automorphism which maps o! = cl0 to Clj to equation (2.8) 
gives 
mij = Tr(mjaia,)/‘c = Tr(aoaiaj)/c = tij, 
i.e., the validity of (2.4). 
Trivially, the validity of (2.4) implies that of (2.5), since M is a symmetric matrix. 
Now assume the validity of (2.5). By definition, the ith row of T is the coordinate 
vector r(acci) of CIC(~ with respect to N. Thus, the sum of all rows of T is the coordinate 
vector of 
cl&J + ... + CLCI,_~ = @(x0 + ... + c~,_i) = aTr(cr), 
i.e., the row vector 
s = (Tr(cc),O, . . ,O). (2.9) 
In other words, s is the vector of column sums of T. Since T is symmetric, s is also the 
vector of row sums of T which shows the validity of condition (2.6). 
Finally, assume the validity of (2.6). As noted in (1.12), we have Tr(<) = o(t)Tr(a) 
for all elements 5 of E. In particular, we obtain 
Tr(gxi) = a(aui)Tr(a) for i = 0, . . . ,n - 1. (2.10) 
Because of (2.6), we immediately see that N is a trace-orthogonal basis, i.e., the validity 
of (2.3). 0 
We remark that choosing M as the matrix corresponding to the symmetric bilinear 
formf, was required for the validity of condition (2.4) above (which does not hold for 
the matrix Mi associated with one of the remaining fi, though an analogous result can 
of course be obtained by using Mi and the matrix with kth row r(EitLi+k) 
(k = 0, . . . , n - 1) instead of M and T, respectively). We also note the following fact 
about the trace function which follows from the proof of Theorem 2.2 (alternatively, it 
may be obtained by a simple direct computation): 
Corollary 2.3. Let o! be a generator for a trace-orthogonal normal basis N of GF(q”) 
over GF(q). Then one has 
Tr(cr*) = Tr(a)*. (2.11) 
Moreover, p = cc/Tr(cc) generates an equivalent self-dual normal basis. 
Proof. The validity of (2.11) is immediate from (2.10) and (2.6). Hence we may choose 
Tr(x) for the element called d in the proof of Theorem 2.1. q 
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Since the most important special case for applications is the case q = 2 (which will 
be studied in more detail later), it is worthwhile to specialize Theorem 2.2 to this case. 
Corollary 2.4. Let CI be a generator for a normal basis N of E = GF(2”) over 
F = GF(2), as in (1.1) and let M and T be the corresponding matrices defined in the 
introduction. Then the following conditions are equivalent: 
N is self-dual. (2.12) 
T= M. (2.13) 
T is symmetric. (2.14) 
One hasw(cra,)= 1 and w(acc,)~Omod2fori= l,...,n- 1, 
where w is as in (1.4). (2.15) 
The equivalence of (2.12) and (2.14) above was first obtained by Geiselmann and 
Gollmann [8] with a different proof. We note that all the optimal normal bases 
constructed in Result 1.3 satisfy (2.15) and are therefore self-dual. In fact, they are 
essentially the only trace-orthogonal optimal normal bases. 
Theorem 2.5. Let a be a generator for an optimal trace-orthogonal normal basis N of 
GF(q”) over GF(q). Then q is even, and N is equivalent to an optimal normal basis for 
GF(2”) over GF(2) as constructed in Result 1.3. In particular, 2n + 1 must be a prime 
and n must satisfy either condition (1.9) or condition (1.10). 
Proof. Note that the elements clcli (i = 0, . . . , n - 1) are linearly independent, since they 
arise from the basis N by multiplying every basis element by the constant element CC. Since 
the rows of the matrix T are the coordinate vectors of the elements aai, they are also 
linearly independent. In particular, Tcannot contain any zero-row. Hence condition (2.6) 
in Theorem 2.2 implies that each of the elements acti with i # 0 has weight at least 2. Since 
N has complexity 2n - 1, T has exactly 2n - 1 entries #O. It is now clear that the 
distribution of N must be (1, n - l,O, . . ,O). The assertion follows from Result 1.4. 0 
3. A simple construction for normal basis generators 
Let tl be a generator for a normal basis N of E = GF(q”) over F = GF(q). Trivially, 
aa is also a normal basis generator for any a E F *. The normal bases generated by 
these two elements are equivalent; in particular, they have the same complexity. 
Another simple way of using CI to construct further normal basis generators (which 
will, in general, lead to bases of different complexity) will now be discussed. We put 
y = a + bee, where a, b are nonzero elements of F, and determine when such an element 
y is also a normal basis generator. As we shall see, it is almost always possible to 
choose suitable values of a and b. A similar result is also obtained when both normal 
bases are required to be trace-orthogonal. 
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Proposition 3.1. Let a be a generator for a normal basis N of E = GF(q”) over 
F = GF(q), as in (l.l), and let a, b E F *. Then y = a + bee is also a normal basis generator 
if and only if one has 
na + bTr(a) # 0. (3.1) 
Proof. Assume first that (3.1) is violated. Then we have 
Tr(y) = Tr(a + ba) = na + bTr(a) = 0 
and thus the conjugates of y are linearly dependent. Conversely, assume that (3.1) 
holds and that the conjugates yo, . . . , yn _ 1 of y = y. are linearly dependent, say 
XOYO + ... + Xn_lYn-l = 0, not all Xi = 0. (3.2) 
Substituting for the yi in (3.2), we obtain 
XOao + ... + x,_~cI,~~ = - a(xo + ... + x,-,)/b =:y. (3.3) 
Since we have a0 + ... + a,-1 = Tr(a) # 0, we can also write 
y = yTr(a)/Tr(a) = (a0 + ... + a,_ ,)y/Tr(a). (3.4) 
By the uniqueness of representing y with respect to the basis N, we obtain from (3.3) 
and (3.4) the condition 
x0 = ... = x,-r = y/Tr(a). (3.5) 
From the definition of y in (3.3), we now see that 
y = - a(xo + ... + x,_ ,)/b = - any/bTr(a). (3.6) 
Since the conjugates of a are linearly independent, we have y # 0, and therefore (3.6) 
contradicts (3.1). This finishes the proof. 0 
We note that we can always choose suitable a, b # 0 such that (3.1) is satisfied, 
except in the case where q = 2 and n is odd. We now obtain a similar result when we 
also assume that N is actually trace-orthogonal. 
Proposition 3.2. Let a be a generator for a trace-orthogonal normal basis N of 
E = GF(q”) over F = GF(q), as in (l.l), and let a, bcF*. Then y = a + ba also 
generates a trace-orthogonal normal basis if and only if one has 
na + 2b Tr(a) = 0. (3.7) 
Proof. Note first that the validity of (3.7) implies that of (3.1) since bTr(a) # 0. Hence 
(3.7) can only hold if y at least generates a normal basis. Now assume this to be the 
case and denote the conjugates of y by yo, . . , y,, _ 1. By definition, we have 
yyi = (a + ba)(a + bai) = a2 + ab(a + ai) + b2ctai (3.8) 
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and thus (as N is trace-orthogonal) 
Tr(yyi) = nu’ + 2abTr(a) for i = 1, . . . , II - 1. (3.9) 
Since a # 0, we conclude from (3.9) that the normal basis N* generated by y is also 
trace-orthogonal if and only if (3.7) holds. 0 
Again, we comment about the possibility of choosing a, b # 0 for which condition 
(3.7) is satisfied. This time, the answer depends on the characteristic p of GF(q). If 
p = 2, we can find suitable elements (e.g., a = b = 1) if and only if n is even. On the 
other hand, if p is odd, suitable elements can be selected if and only if n is not divisible 
by P. 
We note the following immediate consequence of Propositions 3.1 and 3.2 for the 
case q = 2. 
Corollary 3.3. Let aEGF(2”), where n is even, and put y = 1 + a. Then a generates 
a (self-dual) normal basis if and only if y does. 
It should be noted that it is well known how one can generate all (self-dual) normal 
bases of GF(q”)/GF(q) if one such basis is known by transforming the original basis 
with all (orthogonal) circulant matrices in GL(n,q), see [4] and [lo]. However, in 
general there is no way of relating the complexities of the original basis and of the 
transformed basis obtained by using a specified circulant matrix. The importance of 
the simple Corollary 3.3 above will be that in this special case the complexities can 
often be related. 
4. The complexity of self-dual normal bases over GF(2) 
In this section, we will first relate the complexities of two self-dual normal bases for 
GF(2”)/GF(2) generated by elements a and y = 1 + a as in Corollary 3.3. This will 
allow us to obtain an upper bound for the complexity of self-dual normal bases if n is 
even (i.e., by Result 1.6, if n = 2 mod4). It will then be interesting to compare our 
results with the table in [20] for the complexity of normal bases over GF(2) with 
n I 30. 
Theorem 4.1. Let a generate a self-dual normal basis N for GF(2”)/GF(2), where n is 
even. Put y = 1 + a, and let N * be the self-dual normal basis generated by y. Then the 
complexities of N and N* are related as follows: 
CN* = n2 - 3n + 8 - CN. (4.1) 
Proof. We begin with a few auxiliary observations. 
The coefficient tie of a in tLtLi is 1 for i = 1 and 0 otherwise. (4.2) 
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To see this, note that the self-duality of N implies (by Result 1.5) that the desired 
coefficient is Tr(a2ai) = Tr(crai_l). Now (4.2) follows by another application of the 
self-duality of N. A similar argument also shows 
the coefficient tii of ai in ctai s 1 for i = n - 1 and 0 otherwise. (4.3) 
To compute the complexity of N*, we now have to compute the weights W(YYi) for 
i = 0, . . . , n - 1, cf. (1.7). Trivially, we have 
W(YY0) = 1. (4.4) 
Now let i # 0. We then have 
yyi = (1 + a)(1 + ai) = 1 -t- a + ai + aai 
which can be written as 
yyi = (1 + ao) + (1 + cli) + (a0 + ... + a,-1) 
+ (li, oaO + ... + 4,n-1an-1), (4.5) 
where we have used the facts that Tr(a) = 1 and that the coordinate vector of ctai with 
respect o N is the ith row of the matrix T associated with N. Since both n and w(atli) 
are even (by hypothesis and by Corollary 2.4), we may rewrite (4.5) as follows: 
YYi = (I + ao) + (1 + ai) 
+ CC1 + ti,O)(l + a0) + ... + (1 + &,a-I)(1 + a,-l)] 
= YO + Yi + CC1 + li,O)YO + “’ + t1 + ti,n-I)Yn-ll. (4.6) 
By (4.2) and (4.3) we have tie = tii = 0 if i # 1, n - 1. In this case, the terms in (4.6) 
involving y. and Yi, respectively, cancel; hence Yj then has coefficient 1 in (4.6) if and 
only if tij = 0 and j # 0, i. Thus we have 
W(yyi) = tl - 2 - W(aCti) for i # O,l, n - 1. (4.7) 
A similar argument shows 
W(YYi) = n - w(aai) for i = 1 and for i = n - 1. (4.8) 
Substituting (4.4), (4.7) and (4.8) for the weights W(YYi), we obtain 
cN* = W(YYO) + W(YYl) + “’ + W(YYn-1) 
= 1 + (n - w(aal)) + (n - 2 - w(aaz)) + ... 
+ (n - 2 - w(aa,-2)) + (n - w(aa,-l)) 
= 2 + h + (n - 3)(n - 2) - CN 
which gives the desired formula (4.1). 0 
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We can now use Theorem 4.1 to obtain the following result on the complexity of 
self-dual normal bases over GF(2). 
Theorem 4.2. Let n = 2 mod 4, and let N be a self-dual normal basis for GF(2”)/GF(2). 
Then one has 
2n - 1 I CN I n2 - 5n + 9. (4.9) 
Equality holds in one of these bounds if and only if either N or N* is optimal; in 
particular, this implies that 2n + 1 is a prime and that 2 is a primitive root mod 2n + 1. 
Proof. The lower bound in (4.9) holds for any normal basis, by Result 1.1. Since N is 
self-dual, so is the normal basis N* constructed in Corollary 3.3. We note that 
(N *)* = N; hence we may apply Theorem 4.1 to N * and obtain 
CN = n2 - 3n + 8 - CN* < n2 - 3n + 8 - (2n - 1) (4.10) 
which gives the upper bound in (4.9). Obviously, equality in one of the two bounds 
means that either N or N * is optimal. By Theorem 2.5, either N or N * is constructed 
as in Result 1.3, and so 2n + 1 is prime and one of the conditions (1.9) and (1.10) must 
be satisfied. But 2n + 1 E 1 mod4 (since n is even) which rules out condition 
(1.10). 0 
Mullin, Onyszchuk, Vanstone and Wilson [20] have conducted computer searches 
of normal bases in order to determine the maximum and minimum complexities for 
n I 30. (For n = 28,29,30, they only have lower bounds on the maximum complexity, 
since the number of normal bases was too large for complete computer searches in 
these cases. The lower bounds are exact, since there are optimal normal bases in all 
three cases.) It turns out to be interesting to compare our results on the values 
n = 2 mod 4 with the relevant cases in their table. 
Example 4.3. We note that the upper bound in (4.9) agrees with the maximum 
complexity of any normal basis in the cases n = 2, 14, 18, 26. Moreover, in each of 
these cases Result 1.3 yields a self-dual optimal normal basis N so that the corres- 
ponding self-dual basis N* will by Theorem 4.1 achieve the maximum complexity. 
Example 4.4. For n = 30, Result 1.3 also yields an optimal normal basis; then 
Theorem 4.1 gives a self-dual normal basis of complexity 759. This is also quite 
interesting, since the largest complexity found by the incomplete computer search of 
[20] is only 587. (There are 11059200 normal bases for n = 30.) 
Example 4.5. The bound in (4.9) does not always yield a normal basis of maximum 
complexity, though. For n = 6 the upper bound in (4.9) is only 15 (which may be 
realized using an optimal normal basis in Theorem 4.1). However, the table of [20] 
shows that the maximum complexity among the 4 normal bases for n = 6 is 17. For 
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n = 10, there is no self-dual normal basis meeting the upper bound 59 in Theorem 4.2, 
since 21 is not a prime. Since a self-dual normal basis has odd complexity by 
Corollary 2.4, the largest conceivable complexity for a self-dual normal basis for 
n = 10 is 57. But according to [20] there is a normal basis of complexity 61 among the 
48 normal bases for n = 10. 
The preceding examples leave the case n = 22. In Section 5, we will also be able to 
construct a self-dual normal basis of maximum complexity in this case. 
As Example 4.5 shows, the assumption of self-duality is important in Theorems 4.1 
and 4.2. For a general normal basis N (with q = 2 and n even) it is not known how the 
complexities of N and N * are related. As a further application of the present 
techniques, we shall settle this question in the case where N is one of the optimal 
normal bases constructed in Result 1.2; it turns out that in this case N* has low 
complexity, too. 
Theorem 4.6. Let n + 1 be a prime, assume that 2 is a primitive root modulo n + 1, and 
let N be the optimal normal basis for GF(2”)/GF(2) consisting of the n primitive 
(n + 1)-st roots of unity (as in Result 1.2). Then the basis N * constructed as in Corollary 
3.3 has complexity 
C,* = 3n - 3. (4.11) 
Proof. Since the elements of N now are the nonunit elements of the group of (n + 1)-st 
roots of unity, it is clear that all but one of the products MCli have weight 1; the 
exception occurs for the unique index k with tlk = c(-’ in which case C~Q = 1 = Tr(rx) 
has weight n. Since the basis N * is generated by y = 1 + X, we again have 
yyi = (1 + cC)(l + Ui) = 1 + c1 + !Xi + tlsli. (4.12) 
In case i = k, (4.12) reduces to yyk = tl + &, and thus we have 
w(YYk) = 2. (4.13) 
For i # k, we have cIC(i = Clj for the appropriate index j = j(i); clearly, one has j # 0, i. 
Thus (4.12) can be written as 
YYi = 1 + ~1 + Cli + Uj = Yo + yi + yj for i # k. (4.14) 
This shows that 
W(yyi) = 3 for i # 0, k (4.15) 
and, of course, w(yy,,) = 1. Altogether, we obtain the desired result C,,,* = 3n - 3. 0 
Reviewing the proofs of Theorems 4.1 and 4.6, it seems difficult to obtain a general 
result relating the complexities of N and N * for an arbitrary normal basis N, since the 
unknown distribution of both even and odd weights among the C(ai presumably 
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prevents the required computations. It is also an open problem whether anything 
similar can be done in the case of odd characteristic. 
5. A product construction for normal bases 
In this final section, we generalize a product construction for normal basis gener- 
ators due to Seguin [21] for q = 2 to arbitrary prime powers. Moreover, we 
strengthen his results by also including information about the behaviour of the trace 
function under this construction; in particular, we shall see that it preserves trace- 
orthogonality. We first state a lemma. 
Lemma5.1. LetA= {aO,...,a,_l}andB= {&,,...,/?._1) bebasesforK= GF(q”) 
and L = GF(q”) over F = GF(q), respectively, and assume that m and n are coprime. 
Then C = {aipj: i = 0, . . . ,m - 1,j = 0, . . . ,n - l} is u basis for GF(q”“) over F. 
Proof. Without loss of generality, we may assume that both K and L are subfields of 
E = GF(q”“). Now the set E’ of all F-linear combinations of the mn elements in C is 
easily seen to be a subring and hence a subfield of E. One also sees that E’ contains 
both K and L which are extensions of degree m and n of F, respectively. Therefore the 
degree of E’ must be at least mn (since m and n are coprime by hypothesis), and thus we 
have E = E’. This shows that C is indeed a basis of E. 0 
Theorem 5.2. Let a and /I generate normal buses A and B for K = GF(q”) and 
L = GF(q”) over F = GF(q), respectively. Assume that m and n are coprime and put 
y = a/?. Then one has the following: 
y generates a normal basis N for E = GF(q”“) over F; 
CN = c,c,; 
Tr&Srl) = TrXIr(S) TrL,r(n)for ull 5 E K und n EL; 






Proof. Write A= {a0 ,..., a,-l) and B= {/?o ,..., /?n-l). Then N= {aifij: 
i = 0, . . . , m- l,j=O,..., n - l} is a basis for E/F by Lemma 5.1. We now claim that 
N actually consists of the conjugates of y = up under the Galois group G of E/F, i.e., 
the elements 
74h = a4hp4h with h = O,...,mn - 1. (5.5) 
Note that aeh = a@ and 84” = /?q’, where c and d are obtained by reducing h modulo 
m and n, respectively. Thus the elements in (5.5) can also be written as 
a4‘P4d withc=O ,..., m- 1 andd=O ,..., n- 1. (5.6) 
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But the ~4’ are the conjugates of M (i.e., the elements of A), and the 84’ are the 
conjugates of /I (i.e., the elements of B). Hence N indeed consists of the conjugates of 
y and is therefore a normal basis for E/F, proving the validity of (5.1). 
Now let 
5 =x0&) + ... + x,-1u,-1 and VI=YOB~+ ... +Y,-~P,-~ (5.7) 
be any two elements of K and L, respectively. Then 
m-l n-l 
5rl = C 1 xiYjailjj (5.8) 
i=O j=O 
is the representation of 51 with respect to the basis N. Recall that the complexity CN of 
N is the sum of the weights of all the products yyq” (h = 0, . . . ,mn - l), i.e., of all the 
products 
(~P)(~iPj) = (aai)(BBj) with i = 0, . . . , m - 1 and j = 0, . . . , PI - 1. (5.9) 
Applying (5.8) to 5 = C(cLi and ye = BBj, we immediately see that the weight Of (CrB)(Criflj) 
is the product of the weights of ClCli and flpj. In view of the ranges of i and j and (5.9), 
this implies the validity of (5.2). 
We now apply formula (1.12) to the elements 5 and r~ in (5.7) and to their product in 
(5.8), taking into account the fact that the ai/Ij are the conjugates of y. We obtain the 
following equations: 
TrKIF(S) = (x0 + . . . + x, - 1 ) TrKi&); (5.10) 
TrLIFol) = (y. + ... + Y.-~)T~~~~(B); (5.11) 
TrEIF(Sq) = (XOYO + ... + xm-lyn-l)Tr&y). (5.12) 
These three equations immediately imply the validity of the product formula (5.3) 
provided that we can show that the special case 
Tr&y) = Tr&CoTr&I) (5.13) 
holds. Using (5.1), this is easily checked: 
m-1 m-l n-l 
TrdY) = hzo Y’” = 1 C ailjj 
i=O j=O 
= (:$I a”)( lg PqJ) =Trd9TrdP). 
Finally, applying (5.3) to the products yyh (h = 0, . . . , mn - l), i.e., the products 
(acci)(BPj) with i = 0,. . . , m - 1 and j = 0,. . . , n - 1, immediately yields (5.4). 0 
We now give the example already announced in the preceding section. 
Example 5.3. Let 4 = 2. By Results 1.2 and 1.3, there exist self-dual optimal normal 
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bases for the degrees m = 2 and n = 11. Thus there also exists a self-dual normal basis 
N with complexity 3 x 21 = 63 for the degree k = 22, by Theorem 5.2. Then the 
associated self-dual normal basis N * has complexity 363, by Theorem 4.1. According 
to the tables of [20], these are the minimum and maximum complexities for normal 
bases of degree 22. This gives us one further example where our methods yield normal 
bases for the extremal cases. 
Example 5.4. For n = 10 and q = 2, there are exactly 4 self-dual normal bases (cf. [4] 
or [lo]). Our methods allow us to determine two of these bases and their complexities. 
By Results 1.2 and 1.3, there exist self-dual optimal normal bases for the degrees 2 and 
5. Thus there also exists a self-dual normal basis N with complexity 3 x 9 = 27 for the 
degree 10, by Theorem 5.2. Then the associated self-dual normal basis N* has 
complexity 51, by Theorem 4.1. For n = 6, there are exactly 2 self-dual normal bases, 
with complexities 11 and 15, respectively. One of them is the optimal normal basis 
N constructed in Result 1.3, and the other one can be obtained both as N* (by 
Theorem 4.1) and also by the product construction of Theorem 5.2. 
Example 5.5. As noted by Seguin [21], applying Theorem 5.2 for q = 2 produces 
normal bases with the minimum complexities (according to the tables in [20]) for each 
of the values n = 15, 20, 21, 22 and 24. Similarly, Theorem 5.2 also produces normal 
bases with the minimum complexity for q = 3 and n = 12 as well as for q = n = 5, cf. 
Tables 3.2 and 3.3 of Menezes [16]. 
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