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Abstract 
The redundancy allocation problem is among the most interesting and difficult problems in the system reliability design. In this 
paper this concept is considered to enhance reliability in projects network scheduling with stochastic activity duration. In order to 
determine the optimal manner of redundancy allocation, a new mathematical model is developed. Then, by simulating the 
problem in the form of a game-theoretical pattern, it is shown that the Nash-equilibrium points of the problem are very close to 
optimal solutions of original model. Therefore, an algorithmic approach is developed for the calculation of Nash equilibria. 
Finally, several computational experiments are executed and their results are analysed. The comparison of equilibrium outcomes 
with the optimal policy justifies the efficiency of Nash equilibria for increasing the projects network reliability. 
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1. Introduction 
The vast majority of research in the area of project scheduling presume that the factors regarding the project 
scheduling problem are deterministic but in reality, project activities are subject to considerable uncertainty. Main 
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sources of uncertainty can be: duration of activities, resource consumption, resource availability, stochastic task 
insertion failures of equipment, customer’s acceptance or refusal at different phases of a project etc.  
In this paper we considered a reliability optimization in project scheduling with stochastic activity time. This 
problem involves finding a suitable allocation mode of the resource to activities network possibly under system 
constraints. In other word, the problem is to select redundancy-levels and activity time distribution mode to 
maximize project scheduling reliability, given resource constraint. The redundancy allocation problem is one of the 
main branches of reliability optimization problems. The maximize system reliability by redundancy resource 
allocation, activity time distribution selection and considering resource capacity becomes a combinatorial 
optimization problem. In the formulation of a maximize reliability of project scheduling problem, for each project 
activity multiple time distribution choices (assuming different activity duration distributions need different level of 
resource) are used. According to figure 1 multiple activity duration distributions are available for each activity that 
each distribution supports a level of reliability (probability of completion time be less than total float). Thus, 
accessing to higher levels of reliability is possible by injecting more redundant resource. By resource redundancy, 
resources able to process a given activity were multiplied, which provided a kind of flexibility and made it possible 
to put identical resources on standby. The objective of our probabilistic problem is to build a schedule that has the 
greatest probability of attaining a optimal performance. The other conditions of the model are as follows: 
 
x The amount of a redundant resource is capacitated. 
x Each activity distribution related to project activities requires a predefined level of resource. 
x The durations of activities are as a Beta distribution. 
x The activities are planned in as soon as possible mode.  
x There is no constraint for any activity on start and finish time. 
x The redundant resources such as cash are applicable for all activities. 
 
 
 
 
 
Fig. 1. Two duration distribution modes for an activity with different levels of reliability. 
2. Literature Review 
As mentioned previously , the scheduling problems are classified as both deterministic scheduling and 
scheduling with uncertainty. Deterministic scheduling has been studied extensively (i.e. [1-4]). In stochastic model 
of scheduling to tackle these uncertainties five approaches of scheduling are classified by Herroelen and Leus [5]: 
reactive approaches (i.e. Alagoz and Azizoglu [6]), stochastic approaches (i.e. Fang et al. [7]), fuzzy approaches (i.e. 
Wang [8]), proactive approaches (i.e. Lamas Vilches and Demeulemeester [9]) and approaches based on the 
sensitivity analysis (i.e. Penz et al. [10]). A comprehensive review of these approaches is provided by Herroelen and 
Leus [5], Brčić et al. [11] and Chaari et al. [12]. 
Proactive (also known as robust) scheduling approaches take uncertainty into account when designing off-line 
schedules. The scheduling takes future disruptions into consideration during the generation of the initial schedule. 
Basic planning 
time 
Range of Activity Duration 
Free float 
Total float 
Basic planning time 
Range of Activity Duration 
Free float
Total float 
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This kind of approach tries to anticipate uncertainty while developing flexibility, in order to produce a schedule, or a 
family of schedules, that is relatively insensitive to uncertainty [13]. 
The literature regarding uncertainty of resources in the resource-constrained project scheduling problem is very 
limited. Lambrechts et al. [14] considered unforeseen breakdowns as a resource uncertainty. Their objective was to 
build a robust schedule that meets the project deadline and minimizes the schedule instability cost, defined as the 
expected weighted sum of the absolute deviations between the planned and the actually realized activity starting 
times during project execution. Lambrechts et al. [15] presented a tabu search procedure for this problem to achieve 
robust predictive project schedules. Lambrechts et al. [16] analytically determined the impact of unexpected 
resource breakdowns on activity durations. Furthermore, they developed an approach for inserting explicit idle time 
into the project schedule in order to protect it as well as possible from disruptions caused by resource 
unavailabilities. Ji and Yao [17] presented an uncertain project scheduling problem, of which both the duration times 
and the resources allocation times were uncertain variables. They developed an uncertain programming model with 
multiple objectives, whose first objective is to minimize the total cost, and second objective is to minimize the 
overtime. Then a Genetic algorithm was employed to solve the proposed model. Fu et al. [18] focused problems 
where the durations of activities are stochastic and resources can have unforeseen breakdowns. Given a level of 
allowable risk, α, their mechanisms aimed to compute the minimum robust makespan execution strategy. Robust 
makespan for an execution strategy is any makespan value that has a risk less than α. Firstly; they provided an 
analytical evaluation of resource breakdowns and repairs on executions of activities. Then incorporated such 
information into a local search framework and generated execution strategies that can absorb resource and 
durational uncertainties. Finally, to improve robustness of resulting strategies, they proposed resource breakdown 
aware chaining procedure with three different metrics. This chaining procedure computes resource allocations by 
predicting the effect of breakdowns on robustness of generated strategies. The redundancy allocation problem is a 
widely investigated topic in the field of reliability optimization. They used optimization methods into integer 
programming, dynamic programming, linear programming, generalized Lagrangian functions, and heuristic 
approaches. The most of them divided optimal system reliability models with redundancy into networks with 
patterns includes series, parallel, series-parallel, parallel-series or complex pattern. According to our best knowledge 
there is no literature for redundancy allocation problem for optimizing project network reliability. 
3. Notation and model formulation 
In this section, a new MIP model is presented. The parameters of the model that is called model 1 are as follows. 
 
ܦ The due date of project 
ܥ Total capacity of redundant resource. 
ܰ The total number of project paths. (݊ ൌ ͳǡǥ ǡܰ) 
ܵ The total number of project activities. (ݏ ൌ ͳǡǥ ǡ ܵ) 
ܧ௡ The set of activities inside the n-th path. 
௦݆ The total number of time distribution for s-th activity of project. (݆ ൌ ͳǡǥ ǡ ௦݆) 
௝ܾǡ௦ The mean of the activity s duration when this activity is performed with the duration distribution j. 
௝ܽǡ௦ The variance of the activity s duration when it is performed with the duration distribution j. 
௦݂ The total float of activity s in basic scheduling. 
௝ܴǡ௦ The redundant resource needed to perform activity s when it is performed with duration distribution 
j. 
ܶ௡ǡ௡ᇲ  The set of common activities between n-th path and ݊ᇱ-th path. 
ܣ௡ The event in which the n-th path has been delayed. 
 
The variables of the model are given below. 
 
ݕ௝ǡ௦ A binary variable that gets the value of 1 if the activity s is performed with the duration distribution 
j; otherwise, it is equal to 0. 
ߤ௡ The mean of path n duration 
ߜ௡ The standard deviation of path n duration 
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݌ሺݔ௦ ൅ ݔ௦ᇲሻ The probability that the sum of duration for ݏ and ݏᇱactivities cause the delay in project.  
݌ሺܣ௡ሻ The delay probability of the n-th path ቀ݌ሺܣ௡ሻ ൌ ݌൫σ ݔ௦ௌ௦ୀଵȁ௦אா೙ ൯ቁ 
݌ሺܣ௡ܣ௡ᇲሻ The delay probability of the n-th path and ݊ᇱ-th path together. 
 
The relation (1) indicates the problem’s objective function, which minimizes the probability of project delay. 
The probability of project delay has high computational complexity due to the dependence of random variables 
related to the completion time of some project paths. In other words, the probabilities of delay for some project 
paths that have common activities are dependent. So, we tried to present an accurate approximation of this 
probability. However, this approximation is not appropriate for projects with low reliability paths. Nevertheless, the 
accuracy of this approximation will increase by the growth of the reliability of project paths. So that, the difference 
between them is very small and negligible if project paths have reliability greater than 0.9. In this paper, we used 
this approximation because the concept of reliable project schedule is not compatible with the low reliability values 
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The constraint (2) specifies duration distribution mode for each activity. 
(2) ݏ ൌ ͳǡ Ǥ Ǥ ǡ ܵ ෍ݕ௝ǡ௦ ൌ
௝ೞ
௝ୀଵ
ͳ 
The constraints (3) and (4) set the mean and standard deviation of project paths duration according to the mean 
and standard deviation of their components (activities) duration. These relations define base on the central limit 
theorem. According to central limit theorem if ݔଵǡ ݔଶǡ Ǥ Ǥ Ǥ ǡ ݔே be a set of N independent random variables and each 
ݔ௜  has an arbitrary probability distribution ܲሺݔଵǡ ݔଶǡ Ǥ Ǥ Ǥ ǡ ݔேሻ  with mean ߤ௜  and a finite variance ߜ௜ଶ . Then the 
σ ݔ௜ே௜ୀଵ  is a random variety that has a limiting cumulative distribution function which approaches a normal 
distribution with mean ߤ ൌ σ ߤ௜ே௜ୀଵ  and variance ߜ ൌ ඥσ ߜ௜ଶே௜ୀଵ Ǥ Kallenberg [19] gives a proof of the central limit 
theorem. 
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The constraint (5) calculates the delay’s probability of project paths base on the central limit theorem. 
(5) ݊ ൌ ͳǡ Ǥ Ǥ ǡ ܰ ݌ሺܣ௡ሻ ൒ න ൭
ͳ
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The constraint (6) calculates the probability of simultaneous delay for paths ݊ and ݊ᇱ when the random variables 
related to their completion time are dependent. We present a simple example to prove this relation. According to 
figure 2 there are three common activities (A, B and F) for path 1 includes ܣ ՜ ܤ ՜ ܥ ՜ ܧ ՜ ܨ  and path 2 
includes  ܣ ՜ ܤ ՜ ܦ ՜ ܨ . So, the process of achieving relation that provide the probability of simultaneous delay 
for paths 1 and 2 is as follows: 
 
 
 
 
 
 
 
Fig. 2. The two path of a network with common activities. 
 
A F 
D 
B 
E C 
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݌ሺܣଵሻ ൌ ݌ሺܣଵȁܣଶሻ ݌ሺܣଶሻ + ݌ሺܣଵȁܣଶᇱ ሻ ݌ሺܣଶᇱ ሻ = ݌ሺܣଵܣଶሻ ൅ ݌ሺܣଵȁܣଶᇱ ሻ݌ሺܣଶᇱ ሻ ൌ൐  
݌ሺܣଵܣଶሻ ൌ ݌ሺܣଵሻ െ ݌ሺܣଵȁܣଶᇱ ሻ݌ሺܣଶᇱ ሻ 
 
It can be found that the total duration of activities A, B and F is less than sum of their total float if path 2 is not 
delayed. In this condition, the path 1 can be delayed only if the total duration of activities C and E be greater than 
the the sum of their total float. Therefore, it can be concluded that ݌ሺܣଵȁܣଶᇱ ሻ ൌ ݌ሺݔ஼ ൅ ݔாሻǤ   
 
݌ሺܣଵܣଶሻ ൌ ݌ሺܣଵሻ െ ݌ሺݔ஼ ൅ ݔாሻ൫ͳ െ ݌ሺܣଶሻ൯ 
 
The constraint (6) is the extension of above relation. Also, the constraint (7) calculates the probability of 
simultaneous delay for paths ݊ and ݊ᇱ when the random variables related to their completion time are independent. 
(6) ݊ǡ ݊ᇱ ൌ ͳǡ Ǥ Ǥ ǡ ܰƬܶ௡ǡ௡ᇲ ് ׎ ݌ሺܣ௡ܣ௡ᇲሻ ൑ ݌ሺܣ௡ሻ െ ݌ ቆ෍ ݔ௦
ௌ
௦ୀଵȁ௦ב்೙ǡ೙ᇲƬ௦אா೙
ቇ ൫ͳ െ ݌ሺܣ௡ᇲሻ൯ 
(7) ݊ǡ ݊ᇱ ൌ ͳǡ Ǥ Ǥ ǡ ܰƬܶ௡ǡ௡ᇲ ൌ ׎ ݌ሺܣ௡ܣ௡ᇲሻ ൑ ݌ሺܣ௡ሻ݌ሺܣ௡ᇲሻ 
 
The constraint (8) calculates the probability that the sum of duration related to a number of different activities 
cause delay in project. In this relation, we assume for each paths ݊ and ݊ᇱthe number of activities (|s|) when ݏ ב
ܶ௡ǡ௡ᇲƬݏ א ܧ௡ and ܶ௡ǡ௡ᇲ ് ׎ is large enough that normal distribution is a suitable distribution for (σ ݔ௦௦ ሻ.Otherwise, 
we disregard one of the paths  and ᇱ due to high similarity of them (a lot common activities). 
(8) ݊ǡ ݊
ᇱ ൌ ͳǡ Ǥ Ǥ ǡ ܰƬ 
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The constraint (9) guarantees that the capacity limitation of redundant resource is abided by. In this relation, it 
is assumed for each activity ݏ  the parameter ݆ ൌ ͳ  is belong to the basic duration distribution selected in the 
preliminary planning. So, the value of ଵǡୱ is equal to zero. 
(9)  ෍෍ ௝ܴǡ௦Ǥ ݕ௝ǡ௦
௝ೞ
௝ୀଵ
൑
ௌ
௦ୀଵ
ܥ 
 
3.1. Mathematical model (Model 2): 
In this section we present a substitute model that is simpler than model 1. Numerical experiments show that the 
results of this model are very close to original model. This model that is called model 2 is as follows: 
 
(10) ܯܽݔ ቌܯ݅݊௡ୀଵே ൭න
ͳ
ξʹߨߜ௡
݁
ିሺ௫ିఓ೙ሻమ
ଶఋ೙మ൘ ݀ݔ
஽
ିஶ
൱ቍ 
  s.t. 
Constraints 2, 3, 4 and 9. 
 
The considered concept for model 2 is based on strengthening the weakest member of the set (project path with 
the lowest reliability). The project reliability (the probability of encountering no delay) is heavily influenced by 
weakest member. In other words, in order to avoid delay, all of the project paths must be finished before the project 
due date. As a result, existence of only one path with low reliability even in situations where other paths have high 
reliability can hinder the project in to terminate in time. The delays of low reliability path alone and independent of 
other paths will cause the delay in project. 
270   M. Rohaninejad et al. /  Procedia Computer Science  64 ( 2015 )  265 – 273 
4. The game- theoretical approach 
In this section, we define problem in the form of a game-theoretical pattern and find equilibria for the game. 
Therefore, an algorithmic approach is developed for calculation of Nash equilibria. For defining Nash Equilibrium 
(NE), we consider a game with N players where ௜ܵ is the strategy set for player i. Let ݔ௜ be a strategy profile of 
player ݅ and ݔି௜  be a strategy profile of all players except player ݅. We show the set of strategies chosen by all 
players with ݔ ൌ ሼݔଵǡ ݔଶǡ ǥ ǡ ݔேሽ and payoff obtained by player ݅ with ௜݂ሺݔሻ. Accordingly, a strategy profile ݔכ is 
Nash equilibrium if: 
 
(11) ׊݅ǡ ݔ௜ א ௜ܵ ׷  ௜݂ሺݔ௜כǡ ݔି௜כ ሻ ൒ ௜݂ሺݔ௜ǡ ݔି௜כ ሻ 
 
In other words, In Nash point each player obtains the maximum of his/her profit against the received utility of other 
competitors. For our problem, the set of project paths make the game players (path n is equivalent of player n). The 
payoff for player n is the reliability of path n and each player has a tendency to increase its reliability by attracting 
more resource. Since the set of exciting actions of each player is usually very large (equal to ܬ௦; if s is the number of 
activities belong to path and J is number of duration distribution related to each activity), the use of methods based 
on the complete set of actions, will lead to very long computational times. Thus, we presented a simple algorithm 
with additional restrictions to tackle the computational complexity. 
4.1. The algorithm 
The algorithm starts with an initial and feasible solution which feasible actions for all players are selected 
arbitrarily. Next, in an iterative process, the best response of each player determines the last action of other players.  
Therefore, if in the initial actions, the action belongs to player n is worst action; the algorithm determines best 
response of player n provided that the competitor's strategy are not changed. Then in next iteration, it computes 
player ݊ᇱ best response to other player actions which the player ݊ᇱ has a worst action and so on. The algorithm 
continues in this way until it reaches a situation in which each player’s action is the best response to the other ones. 
 
1. Determine initial arbitrary feasible actions for all players. 
2. Let ݇ ՚ ͳ, and let ݎଵǡ௡ be an arbitrary feasible action for player n and ݓଵǡ௡ is the payoff (reliability) related 
to ݎଵǡ௡. This payoff (ݓଵǡ௡) is a worst payoff than the other player’s payoff (ݓଵǡ௡ ൑ ݓଵǡ௡ᇲȁ݊ᇱ ൌ ͳǡǥ ǡ ܰሻ. 
3. Find best response of player n to ݎଵǡ௡ᇲ  (݊ᇱ ് ݊). 
4. Find the player n with worst payoff (ݓ௞ǡ௡ ൑ ݓ௞ǡ௡ᇲȁ݊ᇱ ൌ ͳǡǥ ǡ ܰሻ 
5. ݇ ՚ ݇ ൅ ͳ 
6. Compute best response of player n (ݎ௞ǡ௡) to ݎ௞ିଵǡ௡ᇲ (݊ᇱ ് ݊) with the following restriction: 
 ݓ௞ǡ௡ᇲ ൒ ݓ௞ିଵǡ௡ ൅ ο 
7. If ݓ௞ǡ௡ ൌ ݓ௞ିଵǡ௡ and ο൒ ߝ (ߝ is a small number) then ο՚ ο ʹൗ  and go to 6. 
8. If ݓ௞ǡ௡ ൌ ݓ௞ିଵǡ௡ and ο൏ ߝ then (ݓ௞ǡ௡ᇲȁ݊ᇱ ൌ ͳǡǥ ǡ ܰ) is a Nash equilibrium for the simultaneous decision of 
players. Stop. 
9. Go to 4. 
4.2. Computing the best responses 
In order to be able to use the algorithm, we must have a way to compute the best response of a player to the other 
one’s strategy. This can be done by solving a mixed integer programming problem. In each iteration the strategy of 
player n with worst payoff is corrected so that maximizes its payoff value with keeping the strategy of other players. 
Therefore, the ൫ͳ െ ݌ሺܣ௡ሻ൯ is replaced with relation (10) and the following restrictions are added to model 2. 
Constraint (12) ensures that the strategies of competitors are fully preserved. In other words, we assume in iteration 
k of algorithm, each action for player ݊ᇱ that maintains its payoff greater than ݓ௞ିଵǡ௡ ൅ ο is belong to unit strategy. 
Therefore, in iteration k, each player ݊ᇱhas two types of selectable strategies including the sets of ሼݕ௝ǡ௦ȁݏ א
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ܧ௡ᇲƬ݆ ൌ ͳǡǥ ǡ ௦݆ሽ  so that ൫ͳ െ ݌ሺܣ௡ᇲሻ൯ ൒ ݓ௞ିଵǡ௡ ൅ ο  and the sets of ሼݕ௝ǡ௦ȁݏ א ܧ௡ᇲƬ݆ ൌ ͳǡǥ ǡ ௦݆ሽ  so that ൫ͳ െ
݌ሺܣ௡ᇲሻ൯ ൏ ݓ௞ିଵǡ௡ ൅ ο. In this relation ο is a positive number that is determined experimentally.  This parameter 
assists to prevent a cycle and reduce the time to reach equilibrium. 
 
(12) ݊ᇱ ൌ ͳǡ Ǥ Ǥ ǡ ܰƬ݊ᇱ ് ݊ ൫ͳ െ ݌ሺܣ௡ᇲሻ൯ ൒ ݓ௞ିଵǡ௡ ൅ ο 
The following restriction as a cutting plane assists to reduce the time for reach equilibrium. 
(13) ݊ᇱ ൌ ͳǡ Ǥ Ǥ ǡ ܰƬ݊ᇱ ് ݊Ǣ ݏ ב ܶ௡ǡ௡ᇲƬݏ א ܧ௡ᇲ ෍ ݕ௝ǡ௦
௝ೞ
௝ୀ௝ೖషభǡೞାଵ
൑ Ͳ 
Which the ݆௞ିଵǡ௦ is the duration distribution mode that assigned to activity s in iteration k-1 of algorithm. 
5. Numerical experiment 
In this section the performance and effectiveness of the proposed algorithm and the credibility and 
performance of the proposed mathematical models (Model 1 & 2) are evaluated and achieved Nash-equilibrium 
points compared with optimal solutions. The mathematical models and proposed algorithm are coded in the GAMS 
24.1.2 software and solved by Bonmin solver on a PC with 2.66 GHz processor and 4 G of RAM. Furthermore, to 
demonstrate the effectiveness of proposed solution methods the Relative Percentage Deviation (RPD) criterion is 
used. A random generation procedure was used to generate the problem instances. In this procedure after 
determining the number of project activities, each activity can be a predecessor for one to three activities that are 
selected randomly. Also, each activity can be a successor for one to three activities that are selected randomly. In 
this process, care is needed to avoid creating a loop of activities. Table 1 illustrates the way that other parameters of 
these instances are produced.  
Table1. Simulation parameters of problem instances. 
parameter  produced by 
Duration of activities in basic scheduling (ܤௌ)  discrete uniform distribution between 5 to 100 
Minimum and Maximum duration of activities  ቂܤௌ െ ሺሻܤௌൗʹ ǡ ܤௌ ൅ ሺሻܤௌൗʹ ቃ 
Parameters ߙ and ߚ for Beta distributions  Uniform distribution between 2 to 8 
Redundant resource needed to perform activity s with time distribution j  Uniform distribution between 5 to 15 
Capacity of redundant resource  S ൈ Uniform distribution between 5 to 10 
 
To compare the results of original model (model 1) and replaced model (model 2), we present the results of 
several numerical example.  The obtained results show the accuracy of the model 2 and proposed algorithm. Figure 
3 shows the reliability of a project with two paths considering the resource capacity. In this figure, the horizontal 
axes show the probability of delay for paths 1 and 2. Also vertical axis shows the reliability of project. The optimal 
reliability of project for this instance is equal to 0.879 while the value obtained from model 2 and proposed 
algorithm (Nash Equilibrium) is equal to 0.877. So, for this example the RPD is about 0.2%. The more results are 
presented in Table 2 and 3. According to the results presented in tables 2 and 3, we compared the obtained results 
from proposed algorithm with result of model 2 as a viable alternative for original model. Therefore, we generate 9 
experimental instances in order to evaluate the performance of the proposed algorithm, and also assessing the 
efficiency of the mathematical model 2. The results of model 2 and the proposed algorithm are shown in Table 4 to 
6 which they are classified in three sizes (small, medium and large). Both the solution quality and the efficiency of 
the proposed procedures depend on the size of these parameters. In order to determine the best trade-off between 
algorithms’ speed and solution quality the runtime limit of 1800 seconds is imposed on solution methods.  
The comparison the results of the proposed algorithm with the results obtained by model 2, shows that the 
proposed algorithm has better performance in the computational time and the solution quality. Therefore, proposed 
algorithm is an efficient algorithm to overcome the model 2 computational complexity. However, the average time 
for the proposed algorithm in small, medium and large size instances are 108.3, 965.3 and >1800 seconds 
respectively. These times in model2 are 179.3, >1311 and >1800 seconds. Also, the RPD for solution quality in 
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proposed algorithm is on average 0.44% better than model 2 in medium size instances. This value is 9.3% for large 
size instances. Also, it can be concluded that the restrictions (12) and (13) make a positive effect for reducing 
computational time by cutting a substantial part of the solution space. 
       
 
       
Table 2. Compare the results of model 1 and 2. 
Instance 
S-N-J * 
 Reliability  RPD%  Model 1  Model 2  
10:2:30  0.921  0.921  0.00% 
       
15:2:60  0.879  0.877  0.23% 
       
20:3:80  0.835  0.831  0.48% 
       
30:3:100  0.848  0.844  0.47% 
 
* S-N-J : S the total number of project activities – N the 
total number of project paths - J the total number of 
duration distribution mode 
 
Table 3. Compare the CPU time of model 1 and 2. 
Instance 
S-N-J  
 Time (s)  RPD%  Model 1  Model 2  
10:2:30  18  12  50% 
15:2:60  342  54  533% 
20:3:80  741  112  562% 
30:3:100  1037  272  281% Fig. 3. The optimum reliability value for a sample project with two path. 
Table 4. Compare the obtained result by model 2 and proposed algorithm in small size instances. 
Instance 
S-N-J 
 Reliability  Time (s) 
 Model 2  Proposed algorithm  RPD%  Model 2  
Proposed 
algorithm  RPD% 
15:2:60  0.877  0.877  0.00%  54  43  25.6% 
20:3:80  0.831  0.831  0.00%  112  85  31.8% 
30:3:100  0.844  0.844  0.00%  372  197  88.8% 
Table 5. Compare the obtained result by model 2 and proposed algorithm in medium size instances. 
Instance 
S-N-J 
 Reliability  Time (s) 
 Model 2  Proposed algorithm  RPD%  Model 2  
Proposed 
algorithm  RPD% 
40:3:150  0.892  0.892  0.00%  792  427  85.5% 
50:4:180  0.873  0.873  0.00%  1341  943  42.2% 
60:5:220  0.824  0.835  1.32%  >1800  1526  >18.0% 
Table 6. Compare the obtained result by model 2 and proposed algorithm in large size instances. 
Instance 
S-N-J 
 Reliability  Time (s) 
 Model 2  Proposed algorithm  RPD%  Model 2  
Proposed 
algorithm  RPD% 
80:8:300  0.721  0.816  11.6%  >1800  >1800  0.00% 
90:9:350  0.685  0.755  9.3%  >1800  >1800  0.00% 
100:10:400  0.692  0.746  7.2%  >1800  >1800  0.00% 
6. Conclusion 
In this paper, we studied the reliable project scheduling problem under uncertainty and developed competitive 
conditions based game-theoretical approach which all of players (project path) are competed with each other on 
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attracting the more resource. A new mathematical model is provided and due to the computational complexity of 
problem an algorithmic procedure is proposed which has efficient performance in achieving the Nash-equilibrium 
points. Finally, the computational results show that the proposed algorithm has satisfactory performance in two 
criteria including computational time and the quality of the final results. Development of the new exact methods to 
solve the problem is a suitable contribution for future research.  
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