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Quasi-periodic solutions for quasi-linear generalized
KdV equations
Filippo Giuliani∗
Abstract
We prove the existence of Cantor families of small amplitude, linearly stable, quasi-periodic solutions
of quasi-linear autonomous Hamiltonian generalized KdV equations. We consider the most general
quasi-linear quadratic nonlinearity. The proof is based on an iterative Nash-Moser algorithm. To
initialize this scheme, we need to perform a bifurcation analysis taking into account the strongly
perturbative effects of the nonlinearity near the origin. In particular, we implement a weak version
of the Birkhoff normal form method. The inversion of the linearized operators at each step of the
iteration is achieved by pseudo-differential techniques, linear Birkhoff normal form algorithms and a
linear KAM reducibility scheme.
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1 Introduction
We prove the existence and the stability of Cantor families of quasi-periodic, small amplitude, solutions
of the Hamiltonian quasi-linear generalized KdV equations
ut + uxxx +N2(x, u, ux, uxx, uxxx) = 0, (1.1)
under periodic boundary conditions x ∈ T, where
N2(x, u, ux, uxx, uxxx) := −∂x[(∂uf)(x, u, ux)− ∂x((∂uxf)(x, u, ux))] (1.2)
and f is the most general quasi-linear Hamiltonian density
f(x, u, ux) := c1 u
3
x + c2 u
2
x u+ c3 u
3 + c4 u
4
x + c5 u
3
x u+ c6 u
2
x u
2 + c7 u
4 + f≥5(x, u, ux), (1.3)
where the coefficients ci, i = 1, 2, . . . , 7 are real numbers, and
f≥5(x, u, ux) := f5(u, ux) + f≥6(x, u, ux) (1.4)
is the sum of the homogeneous component of f of degree five and all the higher order terms.
We assume that the Hamiltonian density f in (1.5) belongs to Cq(T× R× R;R) for some large q.
The equation (1.1) can be formulated as a Hamiltonian PDE ut = ∂x∇L2H , where ∇L2H is the L
2(T)
gradient of the Hamiltonian
H(u) =
∫
u2x
2
+ f(x, u, ux) dx (1.5)
on the real phase space
H10 (Tx) :=
{
u ∈ H1(T,R) :
∫
T
u(x) dx = 0
}
(1.6)
endowed with the non-degenerate symplectic form
Ω(u, v) :=
∫
T
(∂−1x u) v dx, ∀u, v ∈ H
1
0 (Tx), (1.7)
where ∂−1x u is the periodic primitive of u with zero average defined by
∂−1x e
ijx =
1
ij
ei j x if j 6= 0, ∂−1x 1 = 0.
The phase space H10 (Tx) is invariant under the flow of the equation (1.1).
The Poisson bracket induced by Ω between two functions F,G : H10 (T)→ R is
{F (u), G(u)} := Ω(XF , XG) =
∫
T
∇F (u) ∂x∇G(u) dx, (1.8)
where XF and XG are the vector fields associated to the Hamiltonians F and G, respectively.
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By (1.3) the nonlinearity N2 vanishes at order two at u = 0 and (1.1) may be seen, in a small
neighbourhood of the origin, as a small perturbation of the Airy equation
ut + uxxx = 0. (1.9)
The equation (1.1) is completely resonant, namely its linearized problem at the origin (1.9) possesses only
the 2π-periodic in time solutions
u(t, x) =
∑
j∈Z\{0}
uj e
i j3 t ei j x. (1.10)
Then the existence of quasi-periodic solutions of (1.1) is due only to the presence of the nonlinearity.
For this reason, we need to perform a bifurcation analysis which is mainly affected by the quasi-linear
monomials of degree three and four in (1.3). Another difficulty is that, since the equation (1.1) is com-
pletely resonant, the diophantine frequency vector of the expected quasi-periodic solutions, if any, are
O(|uj |2)-close to integer vectors.
We briefly present some literature related to this paper.
The KAM theory for PDE’s has been developed in the eighties by Kuksin, with the pioneering work [22],
and byWayne [33], Craig-Wayne [11], Po¨eschel [29] for the one dimensional nonlinear wave and Schro¨dinger
equations, and, at a later time, in higher dimensional cases, by Bourgain [10], Eliasson-Kuksin [13], Berti-
Bolle [7], Geng-Xu-You [16], Procesi-Procesi [30]-[31], Wang [32], Eliasson-Grebert-Kuksin [12].
The first results with unbounded perturbations have been proved by Kuksin in [23] and Kappeler-Po¨eschel
[21] for KdV (see [17] for a survey on known results for the KdV equation), by Liu-Yuan [26], Zhang-Gao-
Yuan [34] for derivative NLS, and by Berti-Biasco-Procesi [5]-[6] for derivative NLW.
All the aforementioned papers treat semilinear problems, namely the case in which the nonlinearity de-
pends on derivatives of order m, with m ≤ n−1, where n is the highest order of the derivatives appearing
in the unperturbed system.
For quasi-linear and fully nonlinear PDE’s, i.e. in the case m = n, the progress are more recent.
The first results in this direction are due to Iooss-Plotnikov [18]-[19], Iooss-Plotnikov-Toland [20], Plotnikov-
Toland [28] for periodic solutions of water-waves equations. In the spirit of the method implemented in
these papers, Baldi in [1] provides the existence of periodic solutions for the Benjamin-Ono equation.
Baldi, Berti, Montalto prove the first existence results of quasi-periodic solutions for quasi-linear and fully
nonlinear PDE’s, in the forced case for the Airy equation [2], and in the autonoumous case for the KdV
and mKdV equation in [3] and [4]. In particular, they consider in [3] the Hamiltonian
HKdV +
∫
T
f≥5(x, u, ux) dx, where HKdV :=
∫
T
u2x
2
+ u3 dx, (1.11)
namely, the Hamiltonian (1.5) without the monomials of degree three and four in the variables (u, ux),
see (1.3). These works are based on Nash-Moser methods and a reducibility scheme that diagonalize
completely the linearized system at any approximate solution. This procedure permits to prove also the
linear stability of the solutions.
More recently, in [14] and [15] Feola-Procesi provide the existence and the stability of quasi-periodic solu-
tions for quasi-linear and fully nonlinear perturbations of the Schro¨dinger equation in dimension one. We
mention also the recent work by Montalto [27] on quasi-periodic solutions for the forced Kirchoff equation.
The aim of this paper is to generalize the results obtained in [3] and [4] considering the most general
Hamiltonian density (1.3). We are interested in understanding the effect, over infinite times, of a quadratic
and quasi-linear Hamiltonian perturbation in a small neighbourhood of the origin, where the polynomial
perturbations of lowest degree are much stronger. This is significant in view of the study of small amplitude
solutions for many fluid dynamics equations, like Degasperis-Procesi and water waves-type equations,
which involve this kind of nonlinearities.
3
1.1 Main result
The solutions that we find are localized in Fourier space close to finitely many tangential sites
S+ := {1, . . . , ν}, S := S
+ ∪ (−S+) = {±j : j ∈ S+}, i ∈ N \ {0}, ∀i = 1, . . . , ν (1.12)
and the linear frequencies of oscillation on the tangential sites are
ω := (31, . . . , 
3
ν) ∈ N
ν . (1.13)
The set S is required to be even because we look for real valued solutions of (1.1). Moreover, we also
assume the following hypotesis on S:
(S) ∄ j1, j2, j3, j4 ∈ S such that
j1 + j2 + j3 + j4 6= 0, j
3
1 + j
3
2 + j
3
3 + j
3
4 − (j1 + j2 + j3 + j4)
3 = 0.
We decompose the phase space as
H10 (T) := HS ⊕H
⊥
S , HS := span{e
i j x : j ∈ S}, H⊥S := {u =
∑
j∈Sc
uj e
i j x ∈ H10 (T)},
and we denote by ΠS ,Π
⊥
S the corresponding orthogonal projectors. The subspaces HS and H
⊥
S are
symplectic respect to the 2-form Ω (see (1.7)). We write
u = v + z, v := ΠSu :=
∑
j∈S
uj e
i j x, z = Π⊥S u :=
∑
j∈Sc
uj e
i j x, (1.14)
where v is called the tangent variable and z the normal one. In the following, we will identify v = (vj)j∈S
and z = (zj)j∈Sc .
We shall also assume “non-resonant” and “non-degeneracy” conditions for the nonlinearity (1.3).
Definition 1.1. We say that the coefficients c1, . . . , c7 are resonant if the following holds
c3 = c7 = 2c
2
1 − c4 = 7c
2
2 − 6c6 = 0 (1.15)
and we say that c1, . . . , c7 are non-resonant if (1.15) does not hold.
Moreover, we require the following “non-degeneracy” conditions on the coefficients c1, . . . , c7
(C1) fixed ν ∈ N, the coefficients c1, . . . , c7 satisfy
(7− 16ν) c22 6= 6 (1− 2ν)c6, (1.16)
(C2) fixed ν ∈ N, the coefficients c1, . . . , c7 satisfy
ν
3c6 − 4c
2
2
9c4 − 18c21
/∈ {j2 + k2 + jk : j, k ∈ Z \ {0}, j 6= k}. (1.17)
Before stating the main result, we introduce a notion of “genericity” according to the one given by
Biasco-Berti-Procesi [6], Procesi-Procesi [30] and Feola [15].
Definition 1.2. Fixed ν ∈ N and given a non-trivial, i.e non identically zero, polynomial P (z), with
z ∈ Cν , we say that a vector of integers z0 ∈ Nν is generic if P (z0) 6= 0.
We shall say that “there is a generic choice of the tangential sites S for which some condition holds” if
this condition is satisfied by every vectors of integers (1, . . . ν) that are not zeros of some non trivial
polynomial.
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Theorem 1.3. Given ν ∈ N, let f ∈ Cq (with q := q(ν) large enough) satisfy (1.3). If c1, . . . , c7 in
(1.3) are non-resonant (see Definition 1.1) and conditions (C1)-(C2) hold, then for a generic choice of
tangential sites (see Definition 1.2 and (1.12)), in particular satisfying (S), the equation (1.1) possesses
small amplitude quasi-periodic solutions, with diophantine frequency vector ω := ω(ξ) = (ωj)j∈S+ ∈ R
ν ,
of the form
u(t, x) =
∑
j∈S+
2
√
j ξj cos(ωjt+ jx) + o(
√
|ξ|), ωj = j
3 +O(ξj) (1.18)
for a Cantor-like set of small amplitudes ξ ∈ Rν+ with density 1 at ξ = 0. The term o(
√
|ξ|) is small in
some Hs-Sobolev norm, s < q. These quasi-periodic solutions are linearly stable.
Let us make some comments on the assumptions of Theorem 1.3.
• The non-resonance condition stated in Definition 1.1 arises by asking that the frequency-amplitude
map (4.18) is a diffeomorphism. The invertibility of this map is equivalent to require that detM 6= 0,
where the determinant of M is a polynomial in the variables (c1, . . . , c7, 1, . . . , ν). In Theorem 1.3
we fix non-resonant coefficients c1, . . . , c7 and we prove in Lemma 4.2 that the condition detM 6= 0
is satisfied for a generic choice of the tangential sites S. We remark that this explicit condition could
be verified by fixing the integers 1, . . . , ν and choosing the real parameters c1, . . . , c7 outside the
zeros of some polynomial.
• For the measure estimates of Section 9.1, we shall avoid some lower order resonances by imposing
the assumptions (H1) and (H2)j,k (see (9.33), (9.34)). These ones imply that some polynomials
are non zero at (c1, . . . , c7, 1, . . . , ν). If (C1)-(C2) hold and c1, . . . , c7 are non-resonant then these
polynomials are not trivial in the variables (1, . . . , ν) (see Lemma 9.7 and Lemma 9.8) and, for a
finite number of j, k ∈ Sc, (H1) and (H2)j,k are verified by fixing non-resonant parameters c1, . . . , c7
and by choosing a generic set of integers {1, . . . , ν}.
• As in [3], we assume the Hypotesis (S), because we want to perform three steps of Birkhoff normal
form. Indeed the smallness condition (9.4) required in Theorem 9.1 depends on the quadraticity of
the nonlinearity in (1.1). We remark that he assumption (S) can be reformulate as a condition that
is satisfied for a generic choice of the tangential sites.
The proof of Theorem 1.3 follows the scheme adopted in [3] and [4]. We now shortly present the
strategy of the proof of Theorem 1.3 underlying the main differences with these works.
Bifurcation analysis. We cannot consider (1.1) as a perturbation problem for the linearized equation
at the origin ut + uxxx = 0, because, as we said above, this equation is completely resonant, hence the
frequency vector of its solutions does not satisfy any diophantine condition. Thus, the main modulation
of the frequency vector of the solutions with respect to its amplitude is due to the nonlinearity N2, defined
in (1.2). In order to control the shift of the linear frequencies under the effect of the nonlinearity near
the origin and to find approximate quasi-periodic solutions for (1.1), in Section 3 we perform a weak
version of the Birkhoff normal form algorithm. After two steps of this procedure, we are able to find a
finite dimensional submanifold of the phase space foliated by approximately invariant tori, from which the
expected quasi-periodic solutions of (1.1) bifurcate. On this subspace we introduce action-angle variables
(see Section 4) and we use the “unperturbed” actions ξ of these tori as parameters for our problem. We
require also that the frequency-amplitude map α(ξ) in (4.18), namely the function associating the actions
to the frequencies, is a diffeomorphism (see Lemma 4.2), so that we could consider both as independent
parameters.
The presence of the quasi-linear monomials of degree three and four in the Hamiltonian (1.5) makes sig-
nificantly harder the computations of the new Hamiltonian after two steps of Birkhoff normal form with
respect to the case examined in [3] for the Hamiltonian HKdV (recall (1.11)). Because of the integrability
of the KdV system, in [3] the twist condition, namely, the invertibility of the frequency-amplitude map, is
obtained for every choice of the tangential set S (see (1.12)). On the contrary, for the general case (1.5)
the twist condition depends on the choice of the parameters c1, . . . , c7 and the tangential sites 1, . . . , ν .
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In Lemma 4.2 we provide the invertibility of the frequency-amplitude map for a large choice of the tan-
gential sites and of the coefficients.
Nonlinear functional setting. After the rescaling (4.13), we look for quasi-periodic solutions with
frequency vector ω for the (ω, ε)-parameter family of Hamiltonians (4.19). We assume that ω belongs to
the image of the restriction of the frequency-amplitude map α(ξ) on a small compact subset of Rν that
does not contain the origin (see (5.2)).
In Section 5 we formulate this problem as the search of the zeros of the nonlinear functional F(ω, i(ω))
defined in (5.7), where ω is considered as an external parameter and ϕ 7→ i(ϕ) is a torus embedded in
the phase space. We find a solution i∞(ωt) for F = 0, which will correspond to a quasi-periodic solution
with frequency vector ω of the original equation (1.1), by constructing, through a Nash-Moser iteration,
a sequence (in)n≥0 of approximate solutions that converges to it, see Theorem 5.2.
The inversion of the linearized operator at an approximate solution. The application of a
Nash-Moser scheme involves, at any step, the inversion of the linearized operator at an approximate
solution and this is, in fact, the main issue of the proof. Thanks to the abstract decoupling procedure
developed by Berti-Bolle in [8], that exploits the Hamiltonian structure, the tangential and the normal
linear dynamics around an approximately invariant torus can be studied separately, see Section 6. In
particular, a suitable change of coordinates around this approximate quasi-periodic solution triangularizes
the linearized problem and its inversion reduces to the study of a quasi-periodically forced PDE restricted
to normal directions. The operator which has to be inverted, say Lω, is pseudodifferential with variable
coefficients and it is computed in Section 7.
In Section 8 we conjugate Lω to a diagonal operator, which describes infinitely many harmonic oscillators
v˙j + µ
∞
j vj = 0, j ∈ S
c, µ∞j ∈ iR. (1.19)
The diagonalization of Lω is obtained with the same transformations defined in [3] and [4]. The main
perturbative effect to the spectrum of Lω is due to the term a1(ωt)∂xxx (see (7.33)) and the presence of
ux in the cubic part of the Hamiltonian density (1.3) affects this coefficient. In particular, a1 − 1 = O(ε),
instead of O(ε3) as in [3]. In general, the corrections of the coefficients of Lω are bigger in size and
this fact implies some difficulties in providing the smallness condition (8.133) required in Theorem 8.19.
Moreover, the transformation used to conjugate Lω to a pseudodifferential operator with a coefficient in
front of ∂xxx independent of the x-variable (see Section 8.1) has form I + O(ε) and so it generates new
terms of order ε2. These terms are not perturbative for the reducibility scheme of Theorem 8.19 and we
need to compute them in view of a linear Birkhoff normalization.
We also point out that we drop the assumption
j1 + j2 + j3 6= 0 for all j1, j2, j3 ∈ S (1.20)
required in [3] to get “good” estimates on the transformations used to conjugate Lω to a diagonal operator.
We better discuss this fact in Remark 8.8.
The Nash-Moser iteration, measure estimates and stability. In Section 9 we perform the nonlinear
Nash-Moser iteration which proves Theorem 5.2 and, therefore, Theorem 1.3.
In the measure estimates for the sets of parameters Rljk , for which the second Melnikov conditions are
violated (see (9.23)), some technical difficulties arise. Indeed, the corrections to the normal frequencies
are big in size and the indices l, j, k are not tied by the conservation of the momentum, as, for instance, in
[15], since the nonlinearity f in (1.3) depends on x. From these facts, some cases result to be degenerate
and we shall impose some assumptions on the set S to avoid them (see Remark 9.6 and (9.33), (9.34)).
In Section 9.2 we prove the stability of the solution produced by the Nash-Moser algorithm exploiting the
action-angle variables introduced in Section 4 and the diagonalization procedure performed in Section 8.
6
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2 Preliminaries
2.1 Functional setting
Lipschitz norm. For a function u : Ω0 → E,ω → u(ω), where (E, ‖·‖E) is a Banach space and Ω0 is a
subset of Rν , we define the sup-norm and the lipschitz semi-norm
‖u‖supE := ‖u‖
sup
E,Ω0
:= sup
ω∈Ω0
‖u(ω)‖E,
‖u‖lipE := ‖u‖
lip
E,Ω0
:= sup
ω1 6=ω2
‖u(ω1)− u(ω2)‖E
|ω1 − ω2|
,
(2.1)
and for γ > 0, the Lipschitz norm
‖u‖
Lip(γ)
E := ‖u‖
Lip(γ)
E,Ω0
:= ‖u‖supE + γ‖u‖
lip
E . (2.2)
If E = Hs we simply denote ‖u‖
Lip(γ)
Hs := ‖u‖
Lip(γ)
s .
Sobolev norms. We denote by
‖u‖s := ‖u‖Hs(Tν+1) := ‖u‖Hsϕ,x (2.3)
the Sobolev norms of functions u = u(ϕ, x) ∈ Hs(Tν × T). We denote by ‖·‖Hsx , the Sobolev norm of
functions u(x) in the phase space of class Hs. We consider s0 := (ν+2)/2, hence we have that H
s0(Tν+1)
is continuosly embedded in L∞(Tν+1) and any space Hs(Tν+1) with s ≥ s0 is an algebra and satisfies the
interpolation inequalities: for s ≥ s0
‖u v‖s ≤ C(s0) ‖u‖s‖v‖s0 + C(s)‖u‖s0‖v‖s, ∀u, v ∈ H
s(Tν+1). (2.4)
The above inequalities also hold for the norm ‖·‖Lip(γ).
We also denote
HsS⊥(T
ν+1) :=
{
u ∈ Hs(Tν+1) : u(ϕ, ·) ∈ H⊥S , ∀ϕ ∈ T
ν
}
,
HsS(T
ν+1) :=
{
u ∈ Hs(Tν+1) : u(ϕ, ·) ∈ HS ∀ϕ ∈ T
ν
}
.
(2.5)
We will use the notation a ≤ b to denote a ≤ C b for some constant C > 0. In particular, if the constant
C := C(s) depends on the index s, then we will use the notation a ≤s b.
Matrices with off-diagonal decay. A linear operator can be identified with its matrix representation.
We recall the definition of the s-decay norm (introduced in [7]) of an infinite dimensional matrix. This
norm is used in [2] for the KAM reducibility scheme of the linearized operators.
Definition 2.1. The s-decay norm of an infinite dimensional matrix A := (Ai2i1 )i1,i2∈Zb , b ≥ 1 is
|A|2s :=
∑
i∈Zb
〈i〉2 s
(
sup
i1−i2=i
|Ai2i1 |
)2
. (2.6)
For parameter dependent matrices A := A(ω), ω ∈ Ω0 ⊆ Rν , the definitions (2.1) and (2.2) become
|A|sups := sup
ω∈Ω0
|A(ω)|s, |A|
lip
s := sup
ω1 6=ω2
|A(ω1)−A(ω2)|s
|ω1 − ω2|
,
|A|Lip(γ)s := |A|
sup
s + γ|A|
lip
s .
(2.7)
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Such a norm is modelled on the behavior of matrices representing the multiplication operator by a
function. Actually, given a function p ∈ Hs(Tb), the multiplication operator h → p h is represented by
the To¨plitz matrix T ji = pi−j and |T |s = ‖p‖s. If p = p(ω) is a Lipschitz family of functions, then
|T |Lip(γ)s = ‖p‖
Lip(γ)
s .
The s-norm satisfies classical algebra and interpolation inequalities proved in [7].
Lemma 2.2. Let A = A(ω), B = B(ω) be matrices depending in a Lipschitz way on the parameter
ω ∈ Ω0 ⊆ Rν . Then for all s ≥ s0 > b/2 there are C(s) ≥ C(s0) ≥ 1 such that
|AB|Lip(γ)s ≤ C(s)|A|
Lip(γ)
s |B|
Lip(γ)
s ,
|AB|Lip(γ)s ≤ C(s)|A|
Lip(γ)
s |B|
Lip(γ)
s0
+ C(s0)|A|
Lip(γ)
s0
|B|Lip(γ)s .
The s-decay norm controls the Sobolev norm, namely
‖Ah‖Lip(γ)s ≤ C(s)
(
|A|Lip(γ)s0 ‖h‖
lip(γ)
s + |A|
Lip(γ)
s ‖h‖
Lip(γ)
s0
)
. (2.8)
Let now b := ν + 1. An important sub-algebra is formed by the To¨plitz in time matrices defined by
A
(l2,j2)
(l1,j1)
:= Aj2j1 (l1 − l2),
whose decay norm (2.6) is
|A|2s =
∑
j∈Z,l∈Zν
(
sup
j1−j2=j
|Aj2j1(l)|
)2
〈l, j〉2 s. (2.9)
These matrices are identified with the ϕ-dependent family of operators
A(ϕ) := (Aj2j1 (ϕ))j1,j2∈Z, A
j2
j1
(ϕ) :=
∑
l∈Zν
Aj2j1(l) e
i l·ϕ
which act on functions of the x-variables as
A(ϕ) : h(x) =
∑
j∈Z
hj e
i j x 7→ A(ϕ)h(x) =
∑
j1,j2∈Z
Aj2j1(ϕ)hj2 e
i j1 x.
All the transformations that we construct in this paper are of this type (with j, j1, j2 6= 0 because they
act on the phase space H10 (Tx)).
Definition 2.3. We say that
(1) a map is symplectic if it preserves the 2-form Ω in (1.7);
(2) an operator (Ah)(ϕ, x) := A(ϕ)h(ϕ, x) is symplectic if each A(ϕ), ϕ ∈ Tν , is a symplectic map of
the phase space (or of a symplectic subspace like H⊥S );
(3) the operator ω · ∂ϕ − ∂xG(ϕ) is Hamiltonian if each G(ϕ), ϕ ∈ Tν , is symmetric;
(4) an operator is real if it maps real-valued functions into real-valued functions.
A Hamiltonian operator is transformed, under a symplectic map, into another Hamiltonian operator,
see [2]-Section 2.3.
We conclude this preliminary section recalling the following well known lemmata about composition of
functions (see, e.g., Appendix in [2]).
8
Lemma 2.4. (Change of variables) Let p ∈ W s,∞(Td,R), s ≥ 1, with |p|1,∞ ≤ 1/2. Then the function
f(x) = x+p(x) is invertible, with inverse f−1(y) = y+q(y) where q ∈W s,∞(Td,Rd), and |q|s,∞ ≤ C|p|s,∞.
If, moreover, p depends in a Lipschitz way on a parameter ω ∈ Ω ⊆ Rν , and ‖Dxp‖L∞ ≤ 1/2 for all ω,
then |q|
Lip(γ)
s,∞ ≤ C|p|
Lip(γ)
s+1,∞. The constant C := C(d, s) is independent of γ.
If u ∈ Hs(Td,C) then (u ◦ f)(x) := u(x+ p(x)) satisfies
‖u ◦ f‖s ≤ C(‖u‖s + |p|s,∞‖u‖1), ‖u ◦ f − u‖s ≤ C(‖p‖L∞‖u‖s+1 + |p|s,∞‖u‖2),
‖u ◦ f‖Lip(γ)s ≤ C(‖u‖
Lip(γ)
s+1 + |p|
Lip(γ)
s,∞ ‖u‖
Lip(γ)
2 ).
The function u ◦ f−1 satisfies the same bounds.
Lemma 2.5. (Tame product) Let s ≥ s0 > d/2. Then, for all u, v ∈ H
s(Td), we have
‖u v‖s ≤ C(s0)‖u‖s0‖v‖s + C(s)‖u‖s‖v‖s0 . (2.10)
A function f : Td ×B1 → C, where B1 := {y ∈ Rm : |y| < 1}, induces the composition operator
f˜(u)(x) := f(x, u(x), Du(x), . . . , Dpu(x)) (2.11)
where Dku(x) denotes the partial derivatives ∂αx u of order |α| = k.
Lemma 2.6. (Composition of functions) Assume f ∈ Cr(Td × B1). Then for all u ∈ Hr+p such that
|u|p,∞ < 1, the composition operator (2.11) is well defined and ‖f˜(u)‖r ≤ C‖f‖Cr(‖u‖r+p+1), where the
constant C depends on r, d, p. If f ∈ Cr+2 then for all |u|p,∞, |h|,∞ < 1/2,
‖f˜(u+ h)−
k∑
i=0
f˜ (i)(u)
i!
[hi]‖r ≤ C ‖f‖Cr+2‖h‖
k
L∞(‖h‖r+p + ‖h‖L∞‖u‖r+p). (2.12)
Lemma 2.7. Let d ∈ N, d/2 < s0 ≤ s, p ≥ 0, γ > 0. Let F be a C
1-map satisfying the tame estimates:
for all ‖u‖s0+p ≤ 1, h ∈ H
s+p,
‖F (u)‖s ≤ C(s)(1 + ‖u‖s+p),
‖∂uF (u)[h]‖s ≤ C(s)(‖h‖s+p + ‖u‖s+p‖h‖s0+p).
For Ω0 ⊂ R
ν , let u(ω) be a Lipschitz family of functions parametrized by ω ∈ Ω0 with ‖u‖
Lip(γ)
s0+p ≤ 1. Then
‖F (u)‖Lip(γ)s ≤ C(s)(1 + ‖u‖
Lip(γ)
s+p ).
2.2 Fourier representation
In order to solve the homological equations along the Birkhoff normal form procedures performed in
Sections 3 and 8, it is convenient to use the Fourier representation
u(x) =
∑
j∈Z\{0}
uj e
i j x, (2.13)
where the support of u excludes the zero because the elements of the phase space have zero average.
Moreover, uj = u−j, since the function u is real-valued. The symplectic structure (1.7) writes
Ω =
1
2
∑
j 6=0
1
ij
duj ∧ du−j , Ω(u, v) =
∑
j 6=0
1
ij
uj v−j , (2.14)
the Hamiltonian vector field XH and the Poisson bracket (1.8) are respectively
[XH(u)]j = i j ∂u−jH(u), {F,G}(u) = −
∑
j 6=0
i j (∂u−jF )(u)(∂ujG)(u). (2.15)
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We say that a homogeneous Hamiltonian of degree n
H(u) =
∑
j1,...,jn∈Z\{0}
Hj1,...,jnuj1 . . . ujn (2.16)
preserves the momentum if it is supported on the set {(j1, . . . , jn) ∈ Zn \ {0} : j1 + · · ·+ jn = 0}, where
we denote with {0} the origin of any vector space Rn, or, equivalently, if
{H,M} = 0, M(u) =
∫
T
u2 dx.
We note that, by the presence of the x in the arguments of the function f in (1.5), the momentum is not
preserved along the orbits of the equation (1.1).
3 Weak Birkhoff Normal form
The Hamiltonian (1.5) is H = H2 +H3 +H4 +H≥5, where
H2(u) :=
1
2
∫
T
u2x dx, H3(u) :=
∫
T
c1 u
3
x + c2 u
2
x u+ c3 u
3 dx,
H4(u) :=
∫
T
c4 u
4
x + c5 u
3
x u+ c6 u
2
x u
2 + c7 u
4 dx, H≥5(u) :=
∫
T
f≥5(x, u, ux) dx.
(3.1)
For a finite dimensional space
E := EC := span
{
ei j x : 0 < |j| ≤ C
}
, C > 0, (3.2)
let ΠE denote the corresponding L
2-projector on E.
The notation R(vk−qzq) indicates a homogeneous polynomial of degree k in (v, z) of the form
R(vk−qzq) =M [ v, . . . , v︸ ︷︷ ︸
(k−q) times
, z, . . . , z︸ ︷︷ ︸
q times
], M = k − linear.
We denote with Hn,≥k, Hn,k, Hn,≤k the terms of type R(v
n−s zs), where, respectively, s ≥ k, s = k, s ≤ k,
that appear in the homogeneous polynomial Hn of degree n in the variables (v, z).
In particular, we have
H3,≤1 =
∫
T
{
c1(v
3
x + 3 v
2
x zx) + c2(v
2
x v + 2 vx v zx + v
2
x z) + c3(v
3 + 3 v2 z)
}
dx, (3.3)
H3,≥2 =
∫
T
{c1(z
3
x + 3 z
2
x vx) + c2(z
2
x z + z
2
x v + 2 zx z vx) + c3(z
3 + 3 v2 z)} dx, (3.4)
H4,0 =
∫
T
{c4 v
4
x + c5 v
3
x v + c6 v
2
x v
2 + c7 v
4} dx. (3.5)
Proposition 3.1. (Weak Birkhoff Normal form) Assume Hypotesis (S). Then there exists an analytic
invertible transformation of the phase space ΦB : H
1
0 (Tx)→ H
1
0 (Tx) of the form
ΦB(u) = u+Ψ(u), Ψ(u) := ΠEΨ(ΠEu), (3.6)
where E is a finite dimensional space as in (3.2), such that the transformed Hamiltonian is
H = H ◦ ΦB = H2 +H3 +H4 +H5 +H≥6, (3.7)
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where H2 is defined in (3.1),
H3 = c1
∫
Z
(z3x + 3 z
2
x vx) dx+ c2
∫
Z
(z2x z + z
2
x v + 2 vx zx z) dx+ c3
∫
T
(z3 + 3v z2) dx,
H4 = H
(4)
4,0 +H4,2 +H4,3 +H4,4, H4,2 = R(v
2 z2), H4,3 = R(v z
3),
H4,4 =
∫
T
c4 z
4
x + c5 z
3
x z + c6 z
2
x z
2 + c7 z
4 dx, H5 =
5∑
q=2
R(v5−q zq),
(3.8)
H
(4)
4,0 is defined in (3.25) and H≥6 collects all the terms of order at least six in (v, z).
The rest of this section is devoted to the proof of the Proposition 3.1.
We construct a symplectic map ΦB as the composition of analytic and invertible transformations on the
phase space that eliminates the terms linear in z and independent of it from the Hamiltonian (1.5). In
this way, the Hamiltonian system (1.1) tranforms into one that is integrable and non-isocronous on the
subspace {z = 0}.
Remark 3.2. We note that if j1, . . . , jN ∈ Z \ {0}, j1 + · · · + jN = 0 and at most one of these integers
does not belong to S, then maxi=1,...,N |ji| ≤ (N − 1)CS , where CS := maxj∈S |j|. Thus, the vector field
XF (N) , generated by the finitely supported Hamiltonian
F (N) =
∑
j1+···+jN=0
F
(N)
j1...jN
uj1 . . . ujN ,
is finite rank, and, in particular, it vanishes outside the finite dimensional subspace E := E(N−1)CS (see
(3.2) ) and it has the form
XF (N)(u) = ΠEXF (N)(ΠEu).
Hence its flow Φ(N) is analytic and invertible on the phase space H10 (Tx).
Step one. First we remove the cubic terms independent of z and linear in z from the Hamiltonian H3
defined in (3.1) . We look for a symplectic transformation Φ(3) of the phase space which eliminates the
monomials uj1 uj2 uj3 of H3 with at most one index outside S.
We look for Φ(3) := (Φt
F (3)
)|t=1 as the time−1 flow map generated by the Hamiltonian vector field XF (3) ,
with an auxiliary Hamiltonian of the form
F (3)(u) :=
∑
j1+j2+j3=0
F
(3)
j1 j2 j3
uj1 uj2 uj3 .
The transformed Hamiltonian is
H(3) := H ◦ Φ(3) = H2 +H
(3)
3 +H
(3)
4 +H
(3)
≥5 ,
H
(3)
3 = H3 + {H2, F
(3)}, H
(3)
4 =
1
2
{{H2, F
(3)}, F (3)}+ {H3, F
(3)}+H4,
(3.9)
where H
(3)
≥5 collects all the terms of order at least five in (v, z). In order to find the exact expression of
F (3), we have to solve the homological equation
H3 + {H2, F
(3)} = H3,≥2 (3.10)
or, equivalently, {H2, F (3)} = −H3,≤1, see (3.3). In the Fourier representation, by (1.8) and (3.1), the
equation (3.10) writes∑
j1+j2+j3=0
i (j31 + j
3
2 + j
3
3)F
(3)
j1j2j3
uj1 uj2 uj3 =
∑
(j1,j2,j3)∈A3
(−i c1 j1j2j3 − c2 j1j2 + c3)uj1uj2uj3 (3.11)
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where
A3 := {(j1, j2, j3) ∈ Z
3 \ {0} : j1 + j2 + j3 = 0 and at least 2 indices among j1, j2, j3 belong to S}.
We note that if (j1, j2, j3) ∈ A3 then j31 + j
3
2 + j
3
3 6= 0, because
j1 + j2 + j3 = 0 ⇒ j
3
1 + j
3
2 + j
3
3 = 3 j1 j2 j3 (3.12)
and j1, j2, j3 ∈ Z \ {0}.
Hence, to solve the equation (3.10) we choose
F
(3)
j1j2j3
:=


−i c1 j1j2j3 − c2 j1j2 + c3
i(j31 + j
3
2 + j
3
3)
if (j1, j2, j3) ∈ A3,
0 otherwise.
(3.13)
By construction, all the monomials of H3 with at least two indices outside S are not modified by the
transformation Φ(3). Hence we have
H
(3)
3 = c1
∫
Z
(z3x + 3 z
2
x vx) dx+ c2
∫
Z
(z2x z + z
2
x v + 2 vx zx z) dx+ c3
∫
T
(z3 + v z2) dx. (3.14)
Now we compute the fourth order term H
(3)
4 in (3.9). We have, by (3.10)
H
(3)
4 =
1
2
{{H2, F
(3)}, F (3)}+ {H3, F
(3)}+H4 =
1
2
{H3,≤1, F
(3)}+ {H
(3)
3 , F
(3)}+H4 (3.15)
and by (3.11) and (3.13)
F (3)(u) =−
c1
3
∫
T
v3 dx− c1
∫
T
v2 z dx−
c2
3
∫
T
(∂−1x v) v
2 dx−
c2
3
∫
T
v2 (∂−1x z) dx−
−
2 c2
3
∫
T
v (∂−1x v) z dx−
c3
3
∫
T
(∂−1x v)
3 dx − c3
∫
T
(∂−1x v)
2 (∂−1x z) dx.
(3.16)
Thus
∂x∇F
(3)(u) =− c1∂x(v
2)− 2 c1∂xΠS [v z] +
c2
3
π0[v
2]−
c2
3
∂xx[(∂
−1
x v)
2]−
−
2 c2
3
∂xΠS [(∂
−1
x v)z + (∂
−1
x z)v] +
2 c2
3
ΠS [v z] + c3π0[(∂
−1
x v)
2]+
+ 2 c3ΠS [(∂
−1
x v)(∂
−1
x z)]
(3.17)
where π0 denotes the projection on the space of functions with zero space average, namely
π0[u] = u(x)−
1
2π
∫
T
u(x) dx.
By (3.3), we get
∇H3,≤1(u) =− 3 c1∂x(v
2
x)− 6 c1∂xΠS [vx zx]− c2∂xx(v
2)− 2 c2∂xxΠS [v z]+
+ c2π0[v
2
x] + 2 c2ΠS [vx zx] + 3 c3π0[v
2] + 6 c3ΠS [v z].
(3.18)
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Hence, by (1.8), (3.17), (3.18), we have
1
2
{H3,≤1, F
(3)} =
3 c21
2
∫
T
∂x(v
2
x) ∂x(v
2) dx−
c1 c2
2
∫
T
v2 ∂x(v
2
x) dx+
c1 c2
2
∫
T
∂x(v
2
x)∂xx[(∂
−1
x v)
2] dx
−
3 c1 c3
2
∫
T
∂x(v
2
x) (∂
−1
x v)
2 +
c22
6
∫
T
(∂x(v
2))2 dx+
c22
6
∫
T
∂xx(v
2) ∂xx[(∂
−1
x v)
2] dx
− c2 c3
∫
T
∂xx(v
2) (∂−1x v)
2 dx−
c1 c2
2
∫
T
v2x ∂x(v
2) dx+
c22
6
∫
T
v2x π0[v
2] dx
−
c22
6
∫
T
v2x ∂xx[(∂
−1
x v)
2] dx+
c2 c3
2
∫
T
v2x π0[(∂
−1
x v)
2] +
c2 c3
2
∫
T
(π0[v
2])2 dx
−
3 c23
2
∫
T
v2 π0[(∂
−1
x v)
2] dx+R(v3 z) +R(v2 z2).
(3.19)
By (3.4), we get
∇H
(3)
3 (u) =− 3 c1 ∂x(z
2
x)− 6 c1 ∂xΠ
⊥
S [vx zx]− c2∂xx(z
2) + c2π0[z
2
x]− 2 c2∂xxΠ
⊥
S [v z]+
+ 2 c2Π
⊥
S [vx zx] + 3 c3π0[z
2] + 2 c3Π
⊥
S [v z].
(3.20)
Thus by (1.8), (3.17), (3.20), we have
{H
(3)
3 , F
(3)} = 3 c21
∫
T
∂x(z
2
x) ∂x(v
2) dx− c1 c2
∫
T
v2 ∂x(z
2
x) dx+
+ c1 c2
∫
T
∂x(z
2
x) ∂xx[(∂
−1
x v)
2] dx− 3 c1 c3
∫
T
(∂−1x v)
2 ∂x(z
2
x) dx+
+ c1 c2
∫
T
(∂−1x v)
2 ∂x(z
2
x) dx −
c22
3
∫
T
v2 ∂xx(z
2) dx+
+
c22
3
∫
T
∂xx(z
2) ∂xx[(∂
−1
x v)
2] dx− c2 c3
∫
T
(∂−1x v)
2∂xx(z
2) dx−
− c1 c2
∫
T
z2x ∂x(v
2) dx+
c22
3
∫
T
z2x π0[v
2] dx−
−
c22
3
∫
T
z2x ∂xx[(∂
−1
x v)
2] dx− c2 c3
∫
T
z2x π0[(∂
−1
x v)
2] dx−
− 3 c1 c3
∫
T
z2 ∂x(v
2) dx + c2 c3
∫
T
v2 π0[z
2] dx−
− c2 c3
∫
T
z2 ∂xx[(∂
−1
x v)
2] dx+ 3 c23
∫
T
(∂−1x v)
2 π0[z
2] dx+
+R(v3 z) +R(v z3).
(3.21)
Step two. We now construct a symplectic map Φ(4) to eliminate the term H
(3)
4,1 (which is linear in z) and
to normalize H
(3)
4,0 (which is independent of z). We need the following elementary lemma (Lemma 13.4 in
[21]).
Lemma 3.3. Let j1, j2, j3, j4 ∈ Z such that j1 + j2 + j3 + j4 = 0. Then
j31 + j
3
2 + j
3
3 + j
3
4 = −3(j1 + j2)(j1 + j3)(j2 + j3).
We look for a map Φ(4) := (Φt
F (4)
)|t=1 which is the time−1 flow map of an auxiliary Hamiltonian
F (4)(u) :=
∑
j1+j2+j3+j4=0,
at least 3 indices belong to S
F
(4)
j1j2j3j4
uj1uj2uj3uj4 ,
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which has the same form of the Hamiltonian H
(3)
4,0 +H
(3)
4,1 . The transformed Hamiltonian is
H(4) := H(3) ◦ Φ(4) = H2 +H
(3)
3 +H
(4)
4 +H
(4)
≥5 , H
(4)
4 := {H2, F
(4)}+H
(3)
4 (3.22)
and H
(4)
≥5 collects all the terms of order at least five in (v, z). We write
H
(3)
4 (u) =
∑
j1+j2+j3+j4=0
H
(3)
4, j1j2j3j4
uj1j2j3j4 . (3.23)
This makes sense since H3,≤1, H
(3)
3 and F
(3) preserve the momentum, hence also H
(3)
4 does it. We choose
the coefficients
F
(4)
j1j2j3j4
:=


H
(3)
4, j1j2j3j4
i(j31 + j
3
2 + j
3
3 + j
3
4)
if (j1, j2, j3, j4) ∈ A4,
0 otherwise,
(3.24)
where
A4 := {(j1, j2, j3, j4) ∈ Z
4 \ {0} : j1 + j2 + j3 + j4 = 0, j
3
1 + j
3
2 + j
3
3 + j
3
4 6= 0,
and at most one among j1, j2, j3, j4 outside S}.
By this definition, the symmetry of S and the Lemma 3.3, we have H
(4)
4,1 = 0, because there no exist
j1, j2, j3 ∈ S and j4 ∈ S
c such that j1+ j2+ j3+ j4 = 0, j
3
1 + j
3
2 + j
3
3 + j
3
4 = 0. By construction, the terms
H
(4)
4,i = H
(3)
4,i , i = 2, 3, 4 are not changed by Φ
(4).
It remains to compute the resonant part of H
(3)
4,0 , i.e. the terms of H
(3)
4 of type R(v
4) supported on the
modes (j1, j2, j3, j4) that do not belong to A4.
If we call
B := {(j1, j2, j3, j4) ∈ S
4 : j1 + j2 + j3 + j4 = 0, j
3
1 + j
3
2 + j
3
3 + j
3
4 = 0, j1 + j2 6= 0}
then by (3.5), (3.19) we have
H
(4)
4,0 = −
3 c21
2
∑
B
(j1 + j2)
2j3j4 uj1uj2uj3uj4 +
c22
6
∑
B
(j3 + j4)
2 uj1uj2uj3uj4 −
c22
6
∑
B
j3j4 uj1uj2uj3uj4
−
c22
6
∑
B
(j1 + j2)
2(j3 + j4)
2 1
j1j2
uj1uj2uj3uj4 +
c22
6
∑
B
(j1 + j2)
2 j3j4
j1j2
uj1uj2uj3uj4
+
3
2
c23
∑
B
1
ij1 ij2
uj1uj2uj3uj4 +
c2 c3
2
∑
B
uj1uj2uj3uj4 −
c2 c3
2
∑
B
(j1 + j2)
2
j1j2
uj1uj2uj3uj4
−
c2c3
2
∑
B
(j3 + j4)
2
j1 j2
uj1uj2uj3uj4 +
c2c3
2
∑
B
j3j4
j1j2
uj1uj2uj3uj4 + c4
∑
B∪{j1+j2=0}
j1 j2 j3 j4 uj1uj2uj3uj4
− c6
∑
B∪{j1+j2=0}
j1 j2 uj1uj2uj3uj4 + c7
∑
B∪{j1+j2=0}
uj1uj2uj3uj4 .
(3.25)
By Lemma 3.3, if j1 + j2 + j3 + j4 = 0, j
3
1 + j
3
2 + j
3
3 + j
3
4 = 0 then (j1 + j2)(j1 + j3)(j2 + j3) = 0. We
develop all the sums in (3.25) with respect to the first index j1. The possible cases are:
(i) {j2 6= −j1, j3 = −j1, j4 = −j2} (ii) {j2 6= −j1, j3 6= −j1, j3 = −j2, j4 = −j1}
(iii) {j1 + j2 = 0}.
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If I := (I1 , . . . , Iν ) ∈ R
ν
+ with Ij := |uj |
2, j ∈ S, we get
H
(4)
4,0 (I) =− 12 c
2
1
∑
j∈S+
j4 I2j − 24c
2
1
∑
j,j′∈S+,
j 6=j′
j2 j′2 Ij Ij′ −
7c22
3
∑
j∈S+
j2 I2j −
8c22
3
∑
j,j′∈S+,
j 6=j′
(j2 + j′2) Ij Ij′
− 3 c23
∑
j∈S+
1
j2
I2j − 2 c2 c3
∑
j∈S+
I2j − 8c2c3
∑
j,j′∈S+,
j 6=j′
Ij Ij′ + 6 c4
∑
j∈S+
j4 I2j + 12c4
∑
j,j′∈S,
j 6=j′
j2 j′2 Ij ij′
+ 2c6
∑
j∈S+
j2 I2j + 2c6
∑
j,j′∈S+,
j 6=j′
(j2 + j′2) Ij Ij′ + 6 c7
∑
j∈S+
I2j + 12c7
∑
j,j′∈S+,
j 6=j′
Ij Ij′ .
(3.26)
The Hamiltonian system H2 +H
(3)
3 +H
(4)
4 , obtained by truncation at order 4 of the transformed Hamil-
tonian H ◦Φ(3) ◦Φ(4), possesses the invariant submanifold {z = 0}, and, restricted to this subspace, it is
integrable. Indeed, if we introduce on HS the action-angle variables u 7→ (θ, I) by defining
uj := vj =
√
Ij e
iθj , Ij = I−j , θ−j = −θj j ∈ S, (3.27)
the restriction of the Hamiltonian H2+H
(3)
3 +H
(4)
4 to {z = 0}, namely
1
2
∫
v2x dx+H
(4)
4,0 , depends only on
the actions I1 , . . . , Iν . We will prove later that, for a generic choice of the tangential sites, this system
is also non-isochronous (actually it is formed by ν decoupled oscillators).
Due to the presence of a quadratic nonlinearity in the equation (1.1), we have to eliminate further mono-
mials of H(4) in (3.22) in order to enter in a perturbative regime. Indeed, the minimal requirement for
the convergence of the nonlinear Nash-Moser iteration is to eliminate the monomials R(v5) and R(v4 z).
Here we need the choice of the sites of Hypotesis (S).
Step three. The homogeneous component of degree five of H(4) has the form
H
(4)
5 (u) =
∑
j1+···+j5=0
H
(4)
5, j1,...,j5
uj1uj2uj3uj4uj5 ,
indeed, the Hamiltonian H
(4)
5 preserves the momentum, because f5(u, ux) does not depend on x (see
(1.4)). We want to remove from H
(4)
5 the terms with at most one index among j1, . . . , j5 outside S. We
consider the auxiliary Hamiltonian
F (5) =
∑
j1+···+j5=0,
at most one index outside S
F
(5)
j1,...,j5
uj1 . . . uj5 , F
(5)
j1,...,j5
:=
H
(4)
5, j1,...,j5
i(j31 + · · ·+ j
3
5)
. (3.28)
Hypotesis (S) implies that
(S0) there is no choice of 5 integers j1, . . . , j5 ∈ S such that
j1 + · · ·+ j5 = 0, j
3
1 + · · ·+ j
3
5 = 0, (3.29)
(S1) there is no choice of 4 integers j1, . . . , j4 ∈ S and j5 ∈ Sc such that (3.29) holds.
Hence F (5) in (3.28) is well defined. Let Φ(5) be the time−1 flow generated byXF (5) . The new Hamiltonian
is
H(5) := H(4) ◦ Φ(5) = H2 +H
(3)
3 +H
(4)
4 +H
(5)
5 +H
(5)
≥6 , H
(5)
5 = {H2, F
(5)}+H
(4)
5 , (3.30)
where H
(5)
≥6 collects all the terms of degree greater or equal than six, and, by the definition of F
(5),
H
(5)
5 =
5∑
q=2
R(v5−qzq). (3.31)
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Setting ΦB := Φ
(3) ◦ Φ(4) ◦ Φ(5) and renaming H := H(5) = H ◦ ΦB,Hn = H
(n)
n , by Remark (3.2), we
conclude the proof of Proposition 3.1.
4 Action-angle variables
Consider the change of variable v 7→ (θ, I) in (3.27), where the actions I are defined in the positive half
space {v ∈ Rν : vi ≥ 0, ∀i = 1, . . . , ν} and θ ∈ Tν . The symplectic form in (1.7) restricted to the subspace
HS transforms into the 2-form
Ω˜S =
∑
j∈S+
dθj ∧
1
j
dIj . (4.1)
Hence the Hamiltonian system H≤5 := H2 +H
(3)
3 +H
(4)
4 +H
(5)
5 restricted to {z = 0} writes

θ˙j = j
∂
∂Ij
H≤5(θ, I, 0), j ∈ S+,
I˙j = −
∂
∂θj
H≤5(θ, I, 0), j ∈ S+.
(4.2)
We have that
h˜(I) := H≤5(θ, I, 0) :=
∑
j∈S+
j2 Ij +H
(4)
4,0 (I) (4.3)
depends only by the actions I, and, if we call ωj(I) := j ∂Ij h˜(I), we have

θ˙j = ωj(I), j ∈ S+,
I˙j = 0, j ∈ S+.
(4.4)
By (3.26)
ωj(I) =j
3 − 24 c21 j
5 Ij − 48c
2
1 j
3
∑
k∈S+,k 6=j
k2Ik − c
2
2
14
3
j3 Ij −
16
3
c22 j
3
∑
k∈S+,k 6=j
Ik
−
16
3
c22 j
∑
k∈S+,k 6=j
k2Ik − 6 c
2
3
1
j
Ij − 2 c2 c3j Ij − 8c2c3 j
∑
k∈S+,k 6=j
Ik + 12 c4j
5 Ij
+ 24c4 j
3
∑
k∈S+,k 6=j
k2 Ik + 4c6j
3 Ij + 4c6j
3
∑
k∈S+,k 6=j
Ik + 4c6 j
∑
k∈S+,k 6=j
k2Ik + 12 c7 j Ij
+ 24c7 j
∑
k∈S+,k 6=j
Ik.
(4.5)
Hence, in a small neighbourhood of the origin of the phase space H10 (Tx), the submanifold {z = 0} is
foliated by invariant tori of amplitude ξ and frequency vector ω(ξ) := (ωj(ξ))j∈S+ as in (4.5).
We shall select from this set of tori the approximately invariant quasi-periodic solutions to be continued
and we will use their unperturbed actions ξ as parameters. Moreover, we shall require that the frequencies
of these tori vary in a one-to-one way with the actions ξ. Thanks to this fact, we could control the
conditions that we shall impose on the frequencies ω through the amplitudes, and viceversa.
If we call ~1 the vector in Rν with all components equal to 1 and
DS := diagi=1,...,ν{i}, vk := D
k
S
~1, U := ~1T ~1 (4.6)
then we can write, in a compact form, the vector with components ωj(I), with j ∈ S+, in (4.5), as
ω(ξ) = ω + A ξ, (4.7)
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where ω is the vector of the linear frequencies (see (1.13)) and
A : = (24c21 − 12c4)D
5
S{I− 2D−2UD
2
S}+ (
14
3
c22 − 4c6)D
3
S + (4c6 −
16
3
c22){D
3
SU +DSUD
2
S}
+ 12(c2c3 − c7)DS + (24c7 − 16c2c3)DSU − 6c
2
3D
−1
S .
(4.8)
The function of ξ in (4.7) is the frequency-amplitude map, which describes, at the main order, how the
tangential frequencies are shifted by the amplitudes ξ.
In order to work in a neighbourhood of the unperturbed torus {I ≡ D1ξ} it is advantageous to introduce
a set of coordinates (θ, y, z) ∈ Tν × Rν ×H⊥S adapted to it, defined by
uj :=
√
Ij e
iθj ei j x, Ij := |j|(ξj + yj), j ∈ S,
uj := zj , j ∈ S
c,
(4.9)
where (recall uj = u−j)
ξ−j = ξj , ξj > 0, y−j = yj , θ−j = −θj , θj ∈ T, yj ∈ R, ∀j ∈ S. (4.10)
For the tangential sites S+ := {1, . . . , ν} we will also denote
θi := θi, yi := yi, ξi := ξi, ωi = ωi, i = 1, . . . , ν.
The symplectic 2-form Ω in (1.7) becomes
W :=
ν∑
i=1
dθi ∧ dyi +
1
2
∑
j∈Sc
1
ij
dzj ∧ dz−j =
(
ν∑
i=1
dθi ∧ dyi
)
⊕ ΩS⊥ = dΛ, (4.11)
where ΩS⊥ denotes the restriction of Ω to H
⊥
S and Λ is the contact 1-form on T
ν × Rν ×H⊥S defined by
Λ(θ,y,z) : R
ν × Rν ×H⊥S → R,
Λ(θ,y,z)[θˆ, yˆ, zˆ] := −y · θˆ +
1
2
(∂−1x z, zˆ)L2(T). (4.12)
Working in a neighbourhood of the origin of the phase space, it is convenient to rescale the unperturbed
actions ξ and the variables θ, y, z as
ξ 7→ ε2ξ, y 7→ ε2by, z 7→ εb z. (4.13)
The symplectic form in (4.11) transforms into ε2bW . Hence the Hamiltonian system generated by H in
(3.7) transforms into the new Hamiltonian system

θ˙ = ∂yHε(θ, y, z),
y˙ = −∂θHε(θ, y, z),
z˙ = ∂x∇zHε(θ, y, z),
Hε := ε
−2bH ◦Aε, (4.14)
where
Aε(θ, y, z) := ε vε(θ, y) + ε
bz, vε(θ, y) :=
∑
j∈S
√
|j|
√
ξj + ε2(b−1)yj e
iθjeijx. (4.15)
We still denote by
XHε = (∂yHε,−∂θHε, ∂x∇zHε)
the Hamiltonian vector field in the variables (θ, y, z) ∈ Tν × Rν × H⊥S . We now write explicitly the
Hamiltonian defined in (4.17). The quadratic Hamiltonian H2 in (3.1) becomes
ε−2bH2 ◦Aε = const+
∑
j∈S+
j3 yj +
1
2
∫
T
z2x dx, (4.16)
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and by (3.1), (3.21) and (3.25) we have (writing vε := vε(θ, y))
Hε(θ, y, z) = e(ξ) + α(ξ) · y +
1
2
∫
T
z2x dx+ ε
∫
T
(3 c1z
2
x (vε)x + 3 c2z
2
x vε + 2 c2(vε)xzxz) dx
+ εb
∫
T
(
c1 z
3
x + c2 z
2
x z + c3 z
3 dx
)
dx+
ε2 b
2
M y · y + ε2b
∫
T
(c4 z
4
x + c5 z
3
x z
+ c6 z
2
x z
2 + c7 z
4) dx + ε2R((vε(θ, y))
2z2) + ε1+bR(vε(θ, y) z
3) + ε3R((vε(θ, y))
3z2)
+ ε2+b
5∑
q=3
ε(q−3)(b−1)R((vε(θ, y))
5−qzq) + ε−2bH≥6(εvε(θ, y) + ε
bz)
(4.17)
where the function e(ξ) is a constant and
α(ξ) = ω + ε2M ξ , M := ADS (4.18)
is the frequency amplitude-map after the change of coordinates in (4.9) and the rescaling in (4.13). Usually
M is called the twist matrix and we note that is symmetric.
We write the Hamiltonian in (4.17), eliminating the constant e(ξ) which is irrelevant for the dynamics, as
Hε = N + P, N (θ, y, z) = α(ξ) · y +
1
2
(N(θ)z, z)L2(T),
1
2
(N(θ)z, z)L2(T) :=
1
2
((∂z∇Hε)(θ, 0, 0)[z], z)L2(T) =
1
2
∫
T
z2x dx+
+ ε
∫
T
c1z
2
x (vε)x(θ, 0) dx+ ε
∫
T
c2 z
2
x vε(θ, 0) dx + 2 ε c2
∫
T
z zx (vε)x(θ, 0) dx+ . . .
(4.19)
where N describes the linear dynamics, and P := Hε −N collects the nonlinear perturbative effects.
As we said before, we require that the map (4.18) is a diffeomorphism. This function is affine, thus its
invertibility is equivalent to the nondegenerancy (or twist) condition
detM := det(DS) det
(
∂2
∂Ij Ik
h˜(I)
)
j,k∈{1,...,ν}
det(DS) 6= 0. (4.20)
Remark 4.1. The inequality (4.20) is equivalent to the classical Kolmogorov condition that requires the
invertibility of the Hessian of the Hamiltonian h˜ in (4.3). The presence of the diagonal matrix DS in
(4.20) is due to the symplectic form (1.7) and the choice of the action-angle variables (4.9).
In the following lemma we prove that the condition (4.20) is satisfied for non-resonant coefficients and
a generic choice of the tangential sites (see Definition 1.2).
Lemma 4.2. If the coefficients c1, . . . , c7 are non-resonant, for a generic choice of the tangential sites
1, . . . , ν (see Definition 1.2) the condition (4.20) is satisfied.
Proof. We write M = D−1S BDS , with
B : = (24c21 − 12c4)D
6
S{I− 2D−2UD
2
S}+ (
14
3
c22 − 4c6)D
4
S
+ (4c6 −
16
3
c22){D
4
SU +D
2
SUD
2
S} − 6c
2
3I + 12(c2c3 − c7)D
2
S
+ (24c7 − 16c2c3)D
2
SU,
(4.21)
where I is the identity ν × ν matrix. The determinant of B is a polynomial in the variables (1, . . . , ν)
and, if c3 6= 0, it is not trivial, namely it is not identically zero. Indeed, the monomial of minimal degree
of this polynomial originates from the matrix 6 c23 I, that is invertible, and so it cannot be naught.
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Similarly, if c3 = 0 and 2 c
2
1 − c4 6= 0 then the monomial of maximal degree, i.e. six, is not zero, beacuse
(24 c21 − 12 c4)D
6
S{I− 2D
−2
S U D
2
S} is invertible.
If c3 = 2 c
2
1 − c4 = 0 and c7 6= 0 then the monomial of minimal degree, i.e. two, is 12 c7D
2
S (2U − I), that
is invertible, indeed
(2U − I)−1 = I−
2
2 ν + 1
U,
where 2 ν + 1 6= 0, because ν ∈ N. If c3 = 2 c
2
1 − c4 = c7 = 0 then
B = D4S
{
(
14
3
c22 − 4c6)I + (4c6 −
16
3
c22){U +D−2UD
2
S}
}
The matrix U +D−2S UD
2
S has rank 2 and its image is spanned by the vectors ~1 := (1, . . . , 1) and v−2 The
eigenvalues of this matrix, different from zero, are
λ1 := ν +
√√√√( ν∑
i=1
2i
)(
ν∑
i=1
−2i
)
, λ2 := ν −
√√√√( ν∑
i=1
2i
)(
ν∑
i=1
−2i
)
. (4.22)
Then, if 7c22 − 6 c6 6= 0 and α := (8 c
2
2 − 6 c6)/(7 c
2
2 − 6 c6), we require that{
1− αλ1 6= 0,
1− αλ2 6= 0.
(4.23)
The conditions (4.23) are satisfied for every choice of the tangential sites if 4 c22 = 3 c6; otherwise, it is
satisfied by generic integer vectors (i)
ν
i=1.
5 The nonliner functional setting
We look for an embedded invariant torus
i : Tν → Tν × Rν ×H⊥S , ϕ 7→ i(ϕ) := (θ(ϕ), y(ϕ), z(ϕ)) (5.1)
of the Hamiltonian vector field XHε filled by quasi-periodic solutions with diophantine frequency ω ∈ R
ν ,
that we consider as independent parameters. We require that ω belongs to the set
Ωε := {α(ξ) : ξ ∈ [1, 2]
ν}, (5.2)
where α is the function defined in (4.18) and, by Lemma 4.20, it is a diffeomorphism for a generic choice
of the tangential sites.
Remark 5.1. We could consider any compact subset of {v ∈ Rν : vi > 0, ∀i = 1, . . . , ν} instead of the
set [1, 2]ν in the definition (5.2).
Since any ω ∈ Ωε is ε2-close to the integer vector ω := (
3
1, . . . , 
3
ν) ∈ N
ν , we require that the constant
γ in the diophantine inequality
|ω · l| ≥ γ 〈l〉−τ , ∀l ∈ Zν \ {0} (5.3)
satisfies
γ = ε2+a, for some a > 0. (5.4)
Note that the definition of γ in (5.4) is slightly stronger than the minimal condition, namely γ ≤ c ε2,
with c > 0 small enough. In addition to (5.3) we shall also require that ω satisfies the first and the second
order Melnikov non-resonance conditions. We fix the amplitude ξ as a function of ω and ε, as
ξ := ε−2M−1[ω − ω], (5.5)
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so that α(ξ) = ω (see (4.18)). Consequently, Hε in (4.19) becomes a (ω, ε)-parameter family of Hamilto-
nians which possess an invariant torus at the origin with frequency vector close to ω.
Now we look for an embedded invariant torus of the modified Hamiltonian vector field XHε,ζ = XHε +
(0, ζ, 0), ζ ∈ Rν , which is generated by the Hamiltonian
Hε,ζ(θ, y, z) := Hε(θ, y, z) + ζ · θ, ζ ∈ R
ν . (5.6)
We introduce ζ in order to control the average in the y-component of the linearized equations (6.23) (see
(6.26)). However, the vector ζ has no dynamical consequences. Indeed it turns out that an invariant torus
for the Hamiltonian vector field XHε,ζ is actually invariant for XHε itself.
Thus, we look for zeros of the nonlinear operator
F(i, ζ) := F(i, ζ, ω, ε) := Dωi(ϕ)−XN (i(ϕ))−XP (i(ϕ)) + (0, ζ, 0) (5.7)
:=

 Dωθ(ϕ)− ∂yHε(i(ϕ))Dωy(ϕ) + ∂θHε(i(ϕ)) + ζ
Dωz(ϕ)− ∂x∇zHε(i(ϕ))

 =

 DωΘ(ϕ)− ∂yP (i(ϕ))Dωy(ϕ) + 12∂θ(N(θ(ϕ))z(ϕ))L2(T) + ∂θP (i(ϕ)) + ζ
Dωz(ϕ)− ∂xN(θ(ϕ)) z(ϕ)− ∂x∇zP (i(ϕ))


where Θ(ϕ) := θ(ϕ) − ϕ is (2π)ν -periodic and we use the short notation
Dω := ω · ∂ϕ. (5.8)
The Sobolev norm of the periodic component of the embedded torus
I(ϕ) := i(ϕ)− (ϕ, 0, 0) := (Θ(ϕ), y(ϕ), z(ϕ)), (5.9)
is
‖I‖s := ‖Θ‖Hsϕ + ‖y‖Hsϕ + ‖z‖s (5.10)
where ‖z‖s := ‖z‖Hsϕ,x is defined in (2.3).
We link the rescaling of the domain of the variables (4.13) with the diophantine constant γ = ε2+a by
choosing
γ = ε2+a = ε2 b, b := 1 + (a/2). (5.11)
Other choices are possible (see Remark 5.2 in [4]).
Theorem 5.2. If c1, . . . , c7 are non-resonant and conditions (C1)-(C2) hold, then for a generic choice of
the tangential sites S, satisfying the assumption (S), for all ε ∈ (0, ε0), where ε0 is a positive constant
small enough, there exist a constant C > 0 and a Cantor-like set Cε ⊆ Ωε (see (5.2)), with asymptotically
full measure as ε→ 0, namely
lim
ε→0
|Cε|
|Ωε|
= 1, (5.12)
such that, for all ω ∈ Cε, there exists a solution i∞(ϕ) := i∞(ω, ε)(ϕ) of the equation F(i∞, 0, ω, ε) = 0.
Hence the embedded torus ϕ 7→ i∞(ϕ) is invariant for the Hamiltonian vector field XHε , and it is filled by
quasi-periodic solutions with frequency ω. The torus i∞ satisfies
‖i∞(ϕ)− (ϕ, 0, 0)‖
Lip(γ)
s0+µ ≤ C ε
6−2b γ−1 (5.13)
for some µ := µ(ν) > 0. Moreover the torus i∞ is linearly stable.
Theorem 5.2 is proved in Sections 6 − 9. It implies Theorem 1.3 where the ξj in (1.18) are the com-
ponents of the vector M−1[ω − ω].
Now we give tame estimates for the composition operator induced by the Hamiltonian vector fields
XN and XP in (5.7).
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Since the functions y →
√
ξ + ε2(b−1)y, θ → ei θ are analytic for ε small enough and |y| ≤ C, the com-
position lemma 2.6 implies that, for all Θ, y ∈ Hs(Tν ,Rν) with ‖Θ‖s0, ‖y‖s0 ≤ 1, one has the tame
estimate
‖vε(θ(ϕ), y(ϕ))‖s ≤s 1 + ‖Θ‖s + ‖y‖s. (5.14)
Hence the map Aε in (4.15) satisfies, for all ‖I‖
Lip(γ)
s0 ≤ 1
‖Aε(θ(ϕ), y(ϕ), z(ϕ))‖
Lip(γ)
s ≤s ε(1 + ‖I‖
Lip(γ)
s ). (5.15)
In the following lemma we collect tame estimates for the Hamiltonian vector fields XN , XP , XHε , see
(4.19).
Lemma 5.3. Let I(ϕ) in (5.9) satisfy ‖I‖
Lip(γ)
s0+3
≤ C ε6−2bγ−1. Then
‖∂yP (i)‖
Lip(γ)
s ≤s ε
4 + ε2b‖I‖
Lip(γ)
s+3 , ‖∂θP (i)‖
Lip(γ)
s ≤s ε
6−2b(1 + ‖I‖
Lip(γ)
s+3 ), (5.16)
‖∇zP (i)‖
Lip(γ)
s ≤s ε
5−b + ε6−bγ−1‖I‖
Lip(γ)
s+3 , ‖XP (i)‖
Lip(γ)
s ≤s ε
6−2b + ε2b‖I‖
Lip(γ)
s+3 , (5.17)
‖∂θ∂yP (i)‖
Lip(γ)
s ≤s ε
4 + ε5γ−1‖I‖
Lip(γ)
s+3 , ‖∂y∇zP (i)‖
Lip(γ)
s ≤s ε
b+3 + ε2b−1‖I‖
Lip(γ)
s+3 , (5.18)
‖∂yyP (i)−
ε2b
2
M‖Lip(γ)s ≤s ε
2+2b + ε2b+3γ−1‖I‖
Lip(γ)
s+2 (5.19)
and for all ıˆ := (Θˆ, yˆ, zˆ),
‖∂ydiXP (i)[ˆı]‖
Lip(γ)
s ≤s ε
2b−1(‖ıˆ‖
Lip(γ)
s+3 + ‖I‖
Lip(γ)
s+3 ‖ıˆ‖s0+3), (5.20)
‖diXHε(i)[ˆı] + (0, 0, ∂xxxzˆ)‖
Lip(γ)
s ≤s ε(‖ıˆ‖
Lip(γ)
s+3 + ‖I‖
Lip(γ)
s+3 ‖ıˆ‖s0+3), (5.21)
‖d2iXHε(i)[ˆı, ıˆ]‖
Lip(γ)
s ≤s ε(‖ıˆ‖
Lip(γ)
s+3 ‖ıˆ‖
Lip(γ)
s0+3
+ ‖I‖
Lip(γ)
s+3 (‖ıˆ‖s0+3)
2). (5.22)
In the sequel we will use that, by the diophantine condition (5.3), the operator D−1ω (see (5.8)) is
defined for all functions u with zero ϕ-average, and satisfies
‖D−1ω u‖s ≤s γ
−1 ‖u‖s+τ , ‖D
−1
ω u‖
Lip(γ)
s ≤s γ
−1‖u‖
Lip(γ)
s+2τ+1. (5.23)
6 Approximate inverse
We will apply a Nash-Moser iterative scheme in order to find a zero of the functional F(i, ζ) defined in
(5.7). In particular, we shall construct a sequence of approximate solutions of
F (i, ζ) = 0 (6.1)
that converges to a solution in some Sobolev norm. In order to define this sequence we need to solve some
linearized equations and this is the main difficulty for implementing the Nash-Moser algorithm.
Zehnder noted in [35] that it is sufficient to invert these equations only approximately to get a scheme
with still quadratic speed of convergence. We refer to [35] for the precise notion of approximate right
inverse, whose main feature is to be an exact right inverse when the equation is linearized at an exact
solution. Hence, our aim is to construct an approximate right inverse of the linearized operator
di,ζF(i0, ζ0)[ˆı, ζˆ] = Dω ıˆ− diXHε(i0(ϕ))[ˆı] + (0, ζˆ, 0) (6.2)
at any approximate solution i0 of the equation (6.1), and to verify that satisfies some tame estimates.
Note that di,ζF(i0, ζ0) = di,ζF(i0) is independent of ζ0 (see (5.7)).
We will implement the general strategy in [8], [9] which reduces the search of an approximate right inverse
of (6.2) to the search of an approximate inverse on the normal directions only.
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It is well known that an invariant torus i0 with diophantine flow is isotropic (see e.g.[8]), namely the
pull-back 1-form i∗0Λ is closed, where Λ is the Liouville 1-form in (4.12). This is tantamount to say that
the 2-formW in (4.11) vanishes on the torus i0(T
ν), because i∗0W = i
∗
0dΛ = d i
∗
0Λ. For an “approximately
invariant” embedded torus i0 the 1-form i
∗
0Λ is only “approximately closed”. In order to make this
statement quantitative we consider
i∗0Λ =
ν∑
k=1
ak(ϕ) dϕk, ak(ϕ) := −([∂ϕθ0(ϕ)]
T y0(ϕ))k +
1
2
(∂ϕkz0(ϕ), ∂
−1
x z0(ϕ))L2(T) (6.3)
and we quantify how small is
i∗0W = d i
∗
0Λ =
∑
1≤k<j≤ν
Ak j(ϕ) dϕk ∧ dϕj , Ak j(ϕ) := ∂ϕkaj(ϕ) − ∂ϕjak(ϕ). (6.4)
In order to get estimates for an approximate inverse we need to take in account the size of the “error”
function
Z(ϕ) := (Z1, Z2, Z3)(ϕ) := F(i0, ζ0)(ϕ) = ω · ∂ϕi0(ϕ) −XHε,ζ0 (i0(ϕ)), (6.5)
which gives a measure of how i0 is near to be an exact solution.
Along this section we will always assume the following hypotesis (which will be proved at each step of the
Nash-Moser iteration):
• Assumption. The map ω 7→ i0(ω) is a Lipschitz function defined on some subset Ω0 ⊆ Ωε, where
Ωε is defined in (5.2), and, for some µ := µ(τ, ν) > 0,
‖I0‖
Lip(γ)
s0+µ ≤ ε
6−2bγ−1, ‖Z‖
Lip(γ)
s0+µ ≤ ε
6−2b, γ = ε2+a, a ∈ (0, 1/6), (6.6)
where I0(ϕ) := i0(ϕ) − (ϕ, 0, 0).
The next lemma proves that if i0 is a solution of the equation (6.1), then the parameter ζ has to be
naught, hence the embedded torus i0 supports a quasi-periodic solution of the “original” system with
Hamiltonian Hε.
Lemma 6.1. (Lemma 6.1 in [3]) We have
|ζ0|
Lip(γ) ≤ C‖Z‖Lip(γ)s0 .
In particular, if F(i0, ζ0) = 0 then ζ0 = 0 and the torus i0(ϕ) is invariant for the vector field XHε .
Now we estimate the size of i∗0W in terms of the error function Z.
By (6.3), (6.4) we get
‖Ak j‖
Lip(γ)
s ≤s ‖I0‖
Lip(γ)
s+2 .
Moreover, we have the following bound.
Lemma 6.2. (Lemma 6.2 in [3]) The coefficients Ak j(ϕ) in (6.4) satisfy
‖Ak j‖
Lip(γ)
s ≤s γ
−1(‖Z‖
Lip(γ)
s+2τ+2 + ‖Z‖
Lip(γ)
s0+1
‖I0‖
Lip(γ)
s+2τ+2). (6.7)
As in [8], the idea is to analyze the operator linearized at an isotropic embedded torus iδ, because the
isotropy of the torus allows to construct a symplectic set of coordinates around it for which the linear
tangential dynamic and the normal one are decoupled. Thus, the linear system becomes “triangular” and
the hard part is to solve the equation in the normal directions (see Section 7).
Now we see that we can slightly modify i0 (indeed, it is sufficient to move the y-component only) to obtain
an isotropic torus iδ, that is an approximate solution as well as i0. At the end of this section, we will
prove that we are able to construct an approximate right inverse of (6.2) starting from an approximate
inverse of di,ζF(iδ, ζ0)[ˆı, ζˆ].
In the paper we denote equivalently the differential ∂i or di. We use the notation ∆ϕ :=
∑ν
k=1 ∂
2
ϕk
and we denote by σ := σ(ν, τ) possibly different (larger) “loss of derivatives” constants.
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Lemma 6.3. (Isotropic torus)(Lemma 6.3 in [3]) The torus iδ = (θ0(ϕ), yδ(ϕ), z0(ϕ)) defined by
yδ := y0 + [∂ϕθ0(ϕ)]
−T ρ(ϕ), ρj(ϕ) := ∆
−1
ϕ
ν∑
k=1
∂ϕjAk j(ϕ), (6.8)
is isotropic. If (6.6) holds, then, for some σ := σ(ν, τ),
‖yδ − y0‖
Lip(γ)
s ≤s γ
−1(‖Z‖
Lip(γ)
s+σ ‖I0‖
Lip(γ)
s0+σ + ‖Z‖
Lip(γ)
s0+σ ‖I0‖
Lip(γ)
s+σ ), (6.9)
‖F(iδ, ζ0)‖
Lip(γ)
s ≤s ‖Z‖
Lip(γ)
s+σ + ‖Z‖
Lip(γ)
s0+σ ‖I0‖
Lip(γ)
s+σ , (6.10)
‖∂iiδ [ˆı]‖s ≤s ‖ıˆ‖s + ‖I0‖s+σ‖ıˆ‖s. (6.11)
We introduce a set of symplectic coordinates adapted to the isotropic torus iδ. We consider the map
Gδ : (Ψ, η, w)→ (θ, y, z) of the phase space Tν × Rν ×H⊥S defined by
θy
z

 := Gδ

ψη
w

 :=

 θ0(ψ)yδ(ψ) + [∂ψθ0(ψ)]−T η + [(∂θ z˜0)(θ0(ψ))]T ∂−1x w
z0(ψ) + w

 (6.12)
where z˜0 := z0(θ
−1
0 (θ)) (indeed θ0 : T
ν → Tν is a diffeomorphism, because θ0(ϕ) − ϕ is small). It is
proved in [8] (Lemma 6.3) that Gδ in (6.12) is symplectic, using that the torus iδ is isotropic. In the new
coordinates, iδ is at the origin, i.e. (ψ, η, w) = (ψ, 0, 0). The transformed Hamiltonian K := K(ψ, η, w, ζ0)
is (recall (5.6))
K := Hε,ζ0 ◦Gδ = θ0(ψ) · ζ0 +K00(ψ) +K10(ψ) · η + (K01(ψ), w)L2(T) +
1
2
K20(ψ)η · η+
+ (K11(ψ)η, w)L2(T) +
1
2
(K02(ψ)w,w)L2(T) +K≥3(ψ, η, w)
(6.13)
where K≥3 collects the terms at least cubic in the variables (η, w). At any fixed ψ, the Taylor coefficient
K00(ψ) ∈ R,K10(ψ) ∈ R
ν ,K01(ψ) ∈ H
⊥
S ,K20(ψ) is a ν × ν real matrix, K02(ψ) is a linear self-adjoint
operator of H⊥S and K11(ψ) : R
ν → H⊥S .
Note that the above Taylor coefficients do not depend on the parameter ζ0.
The Hamilton equations associated to (6.13) are

ψ˙ = K10(ψ) +K20(ψ)η +K
T
11(ψ)w + ∂ηK≥3(ψ, η, w)
η˙ =− [∂ψθ0(ψ)]
T ζ0 − ∂ψK00(ψ)− [∂ψK10(ψ)]
T η − [∂ψK01(ψ)]
Tw−
− ∂ψ
(
1
2
K20(ψ)η · η + (K11(ψ)η, w)L2(T) +
1
2
(K02(ψ)w,w)L2(T) +K≥3(ψ, η, w)
)
w˙ = ∂x(K01(ψ) +K11(ψ)η +K02(ψ)w +∇wK≥3(ψ, η, w))
(6.14)
where [∂ψK10(ψ)]
T is the ν × ν transposed matrix and [∂ψK01(ψ)]T ,KT11(ψ) : H
⊥
S → R
ν are defined by
the duality relation
(∂ψK01(ψ)[ψˆ], w)L2(T) = ψˆ · [∂ψK01(ψ)]
Tw, ∀ψˆ ∈ Rν , w ∈ H⊥S ,
and similarly for K11. Explicitly, for all w ∈ H⊥S , and denoting ek the k-th versor of R
ν ,
KT11(ψ)w =
ν∑
k=1
(KT11(ψ)w · ek) ek =
ν∑
k=1
(w,K11(ψ)ek)L2(T)ek ∈ R
ν . (6.15)
In the next lemma we estimate the coefficients K00,K10,K01 in the Taylor expansion (6.13). The term
K10 describes how the tangential frequencies vary with respect to ω. Note that on an exact solution
(i0, ζ0) we have K00(ψ) = const,K10 = ω and K01 = 0.
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Lemma 6.4. (Lemma 6.4 in [3]) Assume (6.6). Then there is σ := σ(τ, ν) such that
‖∂ψK00‖
Lip(γ)
s + ‖K10 − ω‖
Lip(γ)
s + ‖K01‖
Lip(γ)
s ≤s ‖Z‖
Lip(γ)
s+σ + ‖Z‖
Lip(γ)
s0+σ ‖I0‖
Lip(γ)
s+σ .
Remark 6.5. By Lemma 6.1 if F(i0, ζ0) = 0 and, by Lemma 6.4, the Hamiltonian (6.13) simplifies to
K = const+ ω · η +
1
2
K20(ψ)η · η + (K11(ψ)η, w)L2(T) +
1
2
(K02(ψ)w,w)L2(T) +K≥3. (6.16)
In general, the normal form (6.16) provides a control of the linearized equations in the normal bundle of
the torus.
We now estimate K20,K11 in (6.13). The norm of K20 is the sum of the norms of its matrix entries.
Lemma 6.6. (Lemma 6.6 in [3]) Assume (6.6). Then for some σ := σ(ν, τ) we have
‖K20 −
ε2b
2
M‖Lip(γ)s ≤s ε
2b+2 + ε2b‖I0‖
Lip(γ)
s+σ + ε
3γ−1‖I0‖
Lip(γ)
s0+σ ‖Z‖
Lip(γ)
s+σ , (6.17)
‖K11η‖
Lip(γ)
s ≤s ε
5γ−1‖η‖Lip(γ)s + ε
2b−1(‖I0‖
Lip(γ)
s+σ + γ
−1‖I0‖
Lip(γ)
s0+σ ‖Z‖
Lip(γ)
s+σ )‖η‖
Lip(γ)
s0
, (6.18)
‖KT11w‖ ≤s ε
5γ−1‖w‖
Lip(γ)
s+2 + ε
2b−1(‖I0‖
Lip(γ)
s+σ + γ
−1‖I0‖
Lip(γ)
s0+σ ‖Z‖
Lip(γ)
s+σ )‖w‖
Lip(γ)
s0+2
. (6.19)
In particular
‖K20 −
ε2b
2
M‖Lip(γ)s0 ≤ ε
6γ−1, ‖K11η‖
Lip(γ)
s0
≤ ε5γ−1‖η‖Lip(γ)s0 , ‖K
T
11w‖
Lip(γ)
s0
≤ ε5γ−1‖w‖Lip(γ)s0 .
We apply the linear change of variables
DGδ(ϕ, 0, 0)

ψˆηˆ
wˆ

 :=

∂ψθ0(ϕ) 0 0∂ψyδ(ϕ) [∂ψθ0(ϕ)]−T −[(∂θz˜0)(θ0(ϕ))]T ∂−1x
∂ψz0(ϕ) 0 I



 ψˆηˆ
wˆ.

 (6.20)
In these new coordinates the linearized operator di,ζF(iδ, ζ0) is “approximately” the operator obtained
linearizing (6.14) at (ψ, η, w, ζ) = (ϕ, 0, 0, ζ0) with Dω instead of ∂t, namely
 Dωψˆ − ∂ψK10(ϕ)[ψˆ]−K20(ϕ)ηˆ −KT11(ϕ)wˆDω ηˆ + [∂ψθ0(ϕ)]T ζˆ + ∂ψ[∂ψθ0(ϕ)]T [ψˆ, ζ0] + ∂ψψK00(ϕ)[ψˆ] + [∂ψK10(ϕ)]T ηˆ + [∂ψK01(ϕ)]T wˆ
Dωwˆ − ∂x{∂ψK01(ϕ)[ψˆ] +K11(ϕ)ηˆ +K02(ϕ)wˆ}.

 (6.21)
We give estimate on the composition operator induced by the transformation (6.20).
Lemma 6.7. (Lemma 6.7 in [3]) Assume (6.6) and let ıˆ := (ψˆ, ηˆ, wˆ). Then, for some σ := σ(τ, ν), we
have
‖DGδ(ϕ, 0, 0)[ˆı]‖s + ‖DGδ(ϕ, 0, 0)
−1 [ˆı]‖s ≤s ‖ıˆ‖s + (‖I0‖s+σ + γ
−1‖I0‖
Lip(γ)
s+σ ‖Z‖s+σ)‖ıˆ‖s0
‖D2Gδ(ϕ, 0, 0)[ˆı1, ıˆ2]‖s ≤s ‖ıˆ1‖s‖ıˆ2‖s0 + ‖ıˆ1‖s0‖ıˆ‖s + (‖I0‖s+σ + γ
−1‖I0‖s0+σ‖Z‖s+σ)‖ıˆ‖s0‖ıˆ2‖s0 .
(6.22)
Moreover the same estimates hold if we replace ‖·‖s with ‖·‖
Lip(γ)
s .
In order to construct an approximate inverse of (6.21) it is sufficient to solve the system of equations
D[ψˆ, ηˆ, wˆ, ζˆ] :=

 Dωψˆ −K20(ϕ)ηˆ −KT11(ϕ)wˆDω ηˆ + [∂ψθ0(ϕ)]T ζˆ
Dωwˆ − ∂xK11(ϕ)ηˆ − ∂xK02(ϕ)wˆ

 =

g1g2
g3

 (6.23)
which is obtained by (6.21) neglecting the terms that are naught at a solution, namely, by Lemmata (6.1)
and (6.4), ∂ψK10, ∂ψψK00, ∂ψK00, ∂ψK01 and ∂ψ[∂ψθ0(ϕ)]
T [·, ζ0].
Remark 6.8. We will use the following notations for the averages of a function v(ϕ, x)
Mx[v] :=
1
2π
∫
T
v(ϕ, x) dx, Mϕ[v] :=
1
(2π)ν
∫
Tν
v(ϕ, x) dϕ (6.24)
and Mϕ,x[v] :=Mx[Mϕ[v]] =Mϕ[Mx[v]].
First, we solve the second equation, namely
Dω ηˆ = g2 − [∂ψθ0(ϕ)]ζˆ . (6.25)
We choose ζˆ so that the ϕ-average of the right hand side of (6.25) is zero, namely
ζˆ =Mϕ[g2]. (6.26)
Note that the ϕ-averaged matrix Mϕ[(∂ψθ0)
T ] = Mϕ[I + (∂ψΘ0)
T ] = I because θ0(ϕ) = ϕ + Θ0(ϕ) and
Θ0(ϕ) is periodic. Therefore
ηˆ = D−1ω (g2 − [∂ψθ0(ϕ)]
TMϕ[g2]) +Mϕ[ηˆ], Mϕ[ηˆ] ∈ R
ν , (6.27)
where the average Mϕ[ηˆ] will be fix when we deal with the first equation.
We now analyze the third equation, namely
Lωwˆ = g3 + ∂xK11(ϕ)ηˆ, Lω := ω · ∂ϕ − ∂xK02(ϕ). (6.28)
If we fix ηˆ, then solving the equation (6.28) is tantamount to invert the operator Lω . For the moment we
assume the following hypotesis (that will be proved in Section 8)
• Inversion Assumption. There exists a set Ω∞ ⊆ Ωε such that for all ω ∈ Ω∞, for every function
g ∈ Hs+µ
S⊥
(Tν+1) there exists a solution h := L−1ω g of the linear equation Lωh = g which satisfies
‖L−1ω g‖
Lip(γ)
s ≤s γ
−1(‖g‖
Lip(γ)
s+µ + εγ
−1{‖I0‖
Lip(γ)
s+µ + γ
−1‖I0‖
Lip(γ)
s+µ ‖Z‖
Lip(γ)
s+µ }‖g‖
Lip(γ)
s0
) (6.29)
for some µ := µ(τ, ν).
Remark 6.9. The term εγ−1‖I0‖
Lip(γ)
s+µ arises because the remainder R6 in Section 8 contains the
term ε(‖Θ0‖
Lip(γ)
s+µ + ‖yδ‖
Lip(γ)
s+µ ) ≤s ε‖I0‖
Lip(γ)
s+µ , see Lemma 8.18.
These big constants coming from the tame estimates for the inverse of the linearized operators at
any approximate solution will be dominated by the quadraticity of the Nash-Moser scheme.
By the above assumption, there exists a solution of (6.28)
wˆ = L−1ω [g3 + ∂xK11(ϕ)ηˆ]. (6.30)
Now consider the first equation
Dωψˆ = g1 +K20ηˆ −K
T
11(ϕ)wˆ. (6.31)
Substituting (6.27), (6.30) in the equation (6.31), we get
Dωψˆ = g1 +M1(ϕ)Mϕ[ηˆ] +M2(ϕ)g2 +M3(ϕ)g3 −M2(ϕ)[∂ψθ0]
TMϕ[g2], (6.32)
where
M1(ϕ) := K20(ϕ) +K
T
11(ϕ)L
−1
ω ∂xK11(ϕ), M2(ϕ) :=M1(ϕ)D
−1
ω , M3(ϕ) := K
T
11(ϕ)L
−1
ω . (6.33)
In order to solve the equation (6.32) we have to chooseMϕ[ηˆ] such that the right hand side in (6.32)
has zero ϕ-average.
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By Lemma 6.6 and (6.6), the ϕ-averaged matrix Mϕ[M1] = ε
2bM + O(ε10γ−3). Therefore, for ε
small, Mϕ[M1] is invertible and Mϕ[M1]
−1 = O(ε−2b) = O(γ−1). Thus we define
Mϕ[ηˆ] := −(Mϕ[M1])
−1{Mϕ[g1] +Mϕ[M2g2] +Mϕ[M3g3]−Mϕ[M2(∂ψθ0)
T ]Mϕ[g2]}. (6.34)
With this choice of Mϕ[ηˆ] the equation (6.32) has the solution
ψˆ := D−1ω {g1 +M1(ϕ)Mϕ[ηˆ] +M2(ϕ)g2 +M3(ϕ)g3 −M2(ϕ)[∂ψθ0]
TMϕ[g2]}. (6.35)
In conclusion, we have constructed a solution (ψˆ, ηˆ, wˆ, ζˆ) of the linear system (6.23). We resume this in
the following proposition, giving also estimates on the inverse of the operator D defined in (6.23).
Proposition 6.10. (Proposition 6.9 in [3]) Assume (6.6) and (6.29). Then, for all ω ∈ Ω∞, for all
g := (g1, g2, g3), the system (6.23) has a solution D−1g := (ψˆ, ηˆ, wˆ, ζˆ) where (ψˆ, ηˆ, wˆ, ζˆ) are defined in
(6.35), (6.27), (6.30), (6.26). Moreover, we have
‖D−1g‖Lip(γ)s ≤s γ
−1(‖g‖
Lip(γ)
s+µ + εγ
−1{I0‖
Lip(γ)
s+µ + γ
−1‖I0‖
Lip(γ)
s0+µ ‖F(i0, ζ0)‖
Lip(γ)
s+µ }‖g‖
Lip(γ)
s0+µ ). (6.36)
Eventually we prove that the operator
T0 := (DG˜δ)(ϕ, 0, 0) ◦ D
−1 ◦ (DGδ(ϕ, 0, 0))
−1 (6.37)
is an approximate right inverse of di,ζF(i0) where G˜δ((ψ, η, w), ζ) is the identity on the ζ-component. We
denote the norm ‖(ψ, η, w, ζ)‖
Lip(γ)
s := max{‖(ψ, η, w)‖, |ζ|Lip(γ)}.
Theorem 6.11. (Theorem 6.10 in [3]) Assume (6.6) and the inversion assumption (6.29). Then there
exists µ := µ(τ, ν) such that, for all ω ∈ Ω∞, for all g := (g1, g2, g3), the operator T0 defined in (6.37)
satisfies
‖T0g‖
Lip(γ)
s ≤s γ
−1(‖g‖
Lip(γ)
s+µ + εγ
−1{‖I0‖
Lip(γ)
s+µ + γ
−1‖I0‖
Lip(γ)
s0+µ ‖F(i0, ζ0)‖
Lip(γ)
s+µ }‖g‖
Lip(γ)
s0+µ ). (6.38)
It is an approximate inverse of di,ζF(i0), namely
‖(di,ζF(i0) ◦T0 − I)g‖
Lip(γ)
s ≤s
≤s γ
−1
(
‖F(i0, ζ0)‖
Lip(γ)
s0+µ ‖g‖
Lip(γ)
s+µ + {‖F(i0, ζ0)‖
Lip(γ)
s+µ + εγ
−1‖F(i0, ζ0)‖
Lip(γ)
s0+µ ‖I0‖
Lip(γ)
s+µ }‖g‖
Lip(γ)
s0+µ
)
.
(6.39)
7 The linearized operator in the normal directions
In this section we give an explicit expression of the linearized operator
Lω := ω · ∂ϕ − ∂xK02(ϕ). (7.1)
To this aim we compute 12 (K02(ψ)w,w)L2(T), w ∈ H
⊥
S , which collects all the terms of (Hε ◦ Gδ)(ψ, 0, w)
that are quadratic in w.
First we recall some preliminary lemmata.
Lemma 7.1. (Lemma 7.1 in [3]) Let H be a Hamiltonian function of class C2(H10 (Tx),R) and consider
a map Φ(u) := u+Ψ(u) satisfying Ψ(u) = ΠEΨ(ΠEu), for all u, where E is a finite dimensional subspace
as in (3.2). Then
∂u[∇(H ◦ Φ)](u)[h] = (∂u∇H)(Φ(u))[h] +R(u)[h], (7.2)
where R(u) has the “finite dimensional” form
R(u)[h] =
∑
|j|≤C
(h, gj(u))L2(T)χj(u) (7.3)
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with χj(u) = e
ijx or gj(u) = e
ijx. The remainder in (7.3) is
R(u) = R0(u) +R1(u) +R2(u)
with
R0(u) := (∂u∇H)(Φ(u))∂uΨ(u), R1(u) := [∂u{Ψ
′(u)T }][·,∇H(Φ(u))],
R2(u) := [∂uΨ(u)]
T (∂u∇H)(Φ(u))∂uΦ(u).
(7.4)
Lemma 7.2. (Lemma 7.3 in [3]) Let R be an operator of the form
Rh =
∑
|j|≤C
∫ 1
0
(h, gj(τ))L2(T)χj(τ) dτ, (7.5)
where the functions gj(τ), χj(τ) ∈ Hs, τ ∈ [0, 1] depend in a Lipschitz way on the parameter ω. Then its
matrix s-decay norm (see (2.6)-(2.7)) satisfies
|R|Lip(γ)s ≤s
∑
|j|≤C
sup
τ∈[0,1]
(‖χj(τ)|
Lip(γ)
s ‖gj‖
Lip(γ)
s0
+ ‖χj(τ)‖
Lip(γ)
s0
‖gj(τ)‖
Lip(γ)
s ). (7.6)
7.1 Composition with the map Gδ
In the sequel we use the fact that Iδ := Iδ(ϕ;ω) = iδ(ϕ; ω)− (ϕ, 0, 0) satisfies
‖Iδ‖
Lip(γ)
s0+µ ≤ C ε
6−2bγ−1. (7.7)
We now study the Hamiltonian K := Hε ◦Gδ = ε−2bH ◦ Aε ◦Gδ (see (4.19)). Recalling (4.15), Aε ◦Gδ
has the form
Aε(Gδ(ψ, η, w)) = εvε(θ0(ψ), yδ(ψ) + L1(ψ)η + L2(ψ)w) + ε
b(z0(ψ) + w) (7.8)
where
L1(Ψ) := [∂ψθ0(ψ)]
−T , L2(ψ) := [(∂θ z˜0)(θ0(ψ))]
T ∂−1x . (7.9)
By Taylor formula, we develop (7.8) in w at (η, w) = (0, 0), and we get
(Aε ◦Gδ)(ψ, 0, w) = Tδ(ψ) + T1(ψ)w + T2(ψ)[w,w] + T≥3(ψ,w),
where
Tδ(ψ) := Aε(Gδ(ψ, 0, 0)) = εvδ(ψ) + ε
bz0(ψ), vδ(ψ) := vε(θ0(ψ), yδ(ψ)) (7.10)
is the approximate isotropic torus in the phase space H10 (T) (it corresponds to iδ),
T1(ψ)w := ε
2b−1U1(ψ)w + ε
bw; T2(ψ)[w,w] := ε
4b−3U2(ψ)[w,w] (7.11)
U1(ψ)w := ε
∑
j∈S
|j| [L2(ψ)w]j ei[θ0(ψ)]j
2
√
|j|
√
ξj + ε2(b−1)[yδ(ψ)]j
, (7.12)
U2(ψ)[w,w] := −ε
∑
j∈S
j2 [L2(ψ)w]
2
j e
i[θ0(ψ)]j
8|j|
3
2 {ξj + ε2(b−1)[yδ(ψ)]j}
3
2
, (7.13)
and T≥3(ψ,w) collects all the terms of order at least cubic in w. In the notation of (4.15), the function
vδ(Ψ) in (7.10) is vδ(ψ) = vε(θ0(ψ), yδ(ψ)). The terms U1, U2 in (7.12), (7.13) are O(1) in ε. Moreover,
using that L2(ψ) in (7.9) vanishes at z0 = 0, they satisfy
‖U1w‖s ≤s ‖Iδ‖s‖w‖s0 + ‖Iδ‖s0‖w‖s, ‖U2[w,w]‖s ≤s ‖Iδ‖s‖Iδ‖s0‖w‖
2
s0
+ ‖Iδ‖
2
s0
‖w‖s0‖w‖s (7.14)
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and also in the norm ‖·‖
Lip(γ)
s . We expand H by Taylor formula
H(u+ h) = H(u) + ((∇H)(u), h)L2(T) +
1
2
((∂u∇H)(u)[h], h)L2(T) +O(h
3). (7.15)
Specifying at u = Tδ(ψ) and h = T1(ψ)w + T2(ψ)[w,w] + T≥3(ψ,w), we obtain that the sum of all
components of K = ε−2b(H ◦Aε ◦Gδ)(ψ, 0, w) that are quadratic in w is
1
2
(K02w,w)L2(T) = ε
−2b((∇H)(Tδ), T2[w,w])L2(T) +
ε−2b
2
((∂u∇H)(Tδ)[T1w], T1w)L2(T). (7.16)
Inserting the expressions (7.12), (7.13) in the equality (7.16), we get
K02(ψ)w =(∂u∇H)(Tδ)[w] + 2ε
b−1(∂u∇H)(Tδ)[U1w]+
+ ε2(b−1)UT1 (∂u∇H)(Tδ)[U1w] + 2 ε
2b−3U2[w, ·]
T (∇H)(Tδ).
(7.17)
Lemma 7.3. The operator K02 reads
(K02w,w)L2(T) = ((∂u∇H)(Tδ)[w], w)L2(T) + (R(ψ)w,w)L2(T) (7.18)
where R(ψ) has the “finite dimensional” form
R(ψ)w =
∑
|j|≤C
(w, gj(ψ))L2(T) χj(ψ). (7.19)
The functions gj , χj satisfy, for some σ := σ(ν, τ) > 0,
‖gj‖
Lip(γ)
s ‖χj‖
Lip(γ)
s0
+ ‖gj‖
Lip(γ)
s0
≤s ε
1+b‖Iδ‖
Lip(γ)
s+σ , (7.20)
‖∂igj [ˆı]‖s‖χj‖s0 + ‖∂igj [ˆı]‖s0‖χj‖s + ‖gj‖s‖∂iχj [ˆı]‖s0 + ‖gj‖s0‖∂iχj [ˆı]‖s
≤s ε
1+b‖ıˆ‖s+σ + ε
2b−1‖Iδ‖s+σ‖ıˆ‖s+σ (7.21)
In conclusion, the linearized operator to analyze after the composition with the action-angle variables,
the rescaling and the transformation Gδ is
w 7→ (∂u∇H)(Tδ)[w], w ∈ H
⊥
S
up to finite dimensional operators which have form (7.19) and size (7.20).
7.2 The linearized operator in the normal directions
In this section we compute ((∂u∇H)(Tδ)[w], w)L2(T), w ∈ H
⊥
S , recalling that H = H ◦ ΦB and ΦB is the
Birkhoff map of Proposition 3.1. It is convenient to write separately the terms in
H = H ◦ ΦB = (H2 +H3) ◦ ΦB +H4 ◦ ΦB +H≥5 ◦ ΦB, (7.22)
where H2, H3, H4, H≥5 are defined in (3.1). First we consider H≥5 ◦ ΦB. By (3.1) we get
∇H≥5(u) = π0[(∂uf)(x, u, ux)]− ∂x{(∂uxf)(x, u, ux)}.
Since the Birkhoff transformation ΦB has the form (3.6), Lemma 7.1 (at u = Tδ) implies that
∂u∇(H≥5 ◦ ΦB)(Tδ)[h] = (∂u∇H≥5)(ΦB(Tδ))[h] +RH≥5(Tδ)[h] =
= ∂x(r1(Tδ) ∂xh) + r0(Tδ)h+RH≥5(Tδ)[h]
(7.23)
where the multiplicative functions r0(Tδ), r1(Tδ) are
r0(Tδ) := σ0(ΦB(Tδ)), σ0(u) := (∂uuf)(x, u, ux)− ∂x{(∂uuxf)(x, u, ux)}, (7.24)
r1(Tδ) := σ1(ΦB(Tδ)), σ1(u) := −(∂uxuxf)(x, u, ux), (7.25)
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the remainder RH≥5(u) has the form (7.3) with χj = e
ijx or gj = e
ijx and it satisfies, for some σ :=
σ(ν, τ) > 0,
‖gj‖
Lip(γ)
s ‖χj‖
Lip(γ)
s0
+ ‖gj‖
Lip(γ)
s0
≤s ε
4(1 + ‖Iδ‖
Lip(γ)
s+2 ),
‖∂igj [ˆı]‖s‖χj‖s0 + ‖∂igj [ˆı]‖s0‖χj‖s + ‖gj‖s‖∂iχj [ˆı]‖s0 + ‖gj‖s0‖∂iχj [ˆı]‖s ≤s ε
4(‖ıˆ‖s+σ + ‖Iδ‖s+2‖ıˆ‖s0+2).
Now consider the contribution of (H2 +H3 +H4) ◦ ΦB. By Lemma 7.1 and (3.1) we have
∂u∇((H2 +H3 +H4) ◦ ΦB)(Tδ)[h] = −hxx − 6 c1 ∂x[ΦB(Tδ)x hx]− 2 c2 ∂xx(ΦB(Tδ)h)
+ 2 c2ΦB(Tδ)x hx + 6 c3ΦB(Tδ)h− 12 c4 ∂x[(ΦB(Tδ))
2
x hx]− 3 c5 ∂x[(ΦB(Tδ))
2
x h]
+ 3 c5 (ΦB(Tδ))
2
x hx − 2 c6 ∂x[ΦB(Tδ)
2 hx]− 2 c6 ∂xx(ΦB(Tδ)
2)h+ 2 c6ΦB(Tδ)
2
x h
+ 12 c7ΦB(Tδ)
2 h+RH2(Tδ) +RH3 (Tδ) +RH4(Tδ)[h],
(7.26)
where ΦB(Tδ) is a zero space average function, indeed ΦB maps H
1
0 (Tx) in itself by Proposition (3.1).
The remainder RH2 ,RH3 ,RH4 have the form (7.3) and, by (7.4), the size (RH2+RH3 +RH4)(Tδ) = O(ε).
We develop this sum as
(RH2 +RH3 +RH4)(Tδ) = εR1 + ε
2R2 + R˜>2, (7.27)
where R˜>2 has size o(ε2). Thus we get, for all h ∈ H⊥S ,
Π⊥S ∂u∇((H2 +H3 +H4) ◦ ΦB)(Tδ)[h] = −hxx +Π
⊥
S {−6 c1 ∂x[ΦB(Tδ)x hx]− 2 c2 ∂xx(ΦB(Tδ)h)
+ 2 c2ΦB(Tδ)x hx + 6 c3ΦB(Tδ)h− 12 c4 ∂x[(ΦB(Tδ))
2
x hx]− 3 c5 ∂x[(ΦB(Tδ))
2
x h] + 3 c5 (ΦB(Tδ))
2
x hx
− 2 c6 ∂x[ΦB(Tδ)
2 hx]− 2 c6 ∂xx(ΦB(Tδ)
2)h+ 2 c6ΦB(Tδ)
2
x h+ 12 c7ΦB(Tδ)
2 h}
+Π⊥s (εR1 + ε
2R2 + R˜>2)[h].
(7.28)
Now we expand ΦB(u) = u + Ψ2(u) + Ψ≥3(u), where Ψ2(u) is a quadratic function of u, Ψ≥3 = O(u
3)
and both map H10 (Tx) in itself. At u = Tδ = εvδ + ε
bz0 we get
ΦB(Tδ) = Tδ +Ψ2(Tδ) + Ψ≥3(Tδ) = εvδ + ε
2Ψ2(vδ) + q˜, (7.29)
where q˜ = εbz0 +Ψ2(Tδ)−Ψ2(vδ) + Ψ≥3(Tδ) and it satisfies
‖q˜‖Lip(γ)s ≤s ε
3 + εb‖Iδ‖
Lip(γ)
s , ‖∂iq˜[ˆı]‖s ≤s ε
b(‖ıˆ‖s + ‖Iδ‖s‖ıˆ‖s0). (7.30)
Note that also q˜ has zero space average, indeed q˜ = ΦB(Tδ)−εvδ−ε2Ψ2(vδ) and ΦB(Tδ), vδ,Ψ2(vδ) belong
to H10 (Tx).
We observe that the terms O(ε) come from the monomials R(v z2) of H3 and the ones of size O(ε2) from
H2 +H4,2 (see (3.8)). Thus, we compare (7.28) with Π⊥S (∂u∇(H2 +H3 +H4,2))(Tδ)[h], using (3.8), and,
by (7.29), we obtain R1 = 0,
Ψ2(vδ) = −c1 ∂x(v
2
δ )−
c2
3
∂xx[(∂
−1
x vδ)
2] +
c2
3
π0[v
2
δ ] + c3π0[(∂
−1
x vδ)
2] (7.31)
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and
R2[h] =− 6c
2
1{vδ∂xx(ΠS [(vδ)xhx])− ∂x((vδ)x∂xxΠS [vδh])}
+ 2c1c2 vδ ∂x(ΠS [(vδ)x hx]) + 2c1c2 ∂x((vδ)x ∂xΠS [vδ h])
− 2c1c2 (∂
−1
x vδ) ∂xxΠS [(vδ)x hx] + 2c1c2 ∂x{(vδ)x ∂xxΠS [(∂
−1
x vδ)h]}
−
2 c22
3
(∂−1x vδ) ∂xxxΠS [vδ h] +
2 c22
3
(∂−1x vδ) ∂xΠS [(vδ)x hx]
+
2 c22
3
∂x{(vδ)x ∂xΠS [(∂
−1
x vδ)h] + 2c2c3 (∂
−1
x vδ) ∂xΠS [vδ h]
− 2c2c3 vδ ∂xΠS [(∂
−1
x vδ)h] + 2c1c2 ∂
−1
x {vδ ∂xxΠS [(vδ)x hx]}
+ 2c1c2 ∂x{(vδ)x ∂xxΠS [vδ (∂
−1
x h)]}+
2 c22
3
∂−1x {vδ ∂xxxΠS [vδh]}
+
2 c22
3
vδ ∂xxxΠS [vδ (∂
−1
x h)]−
2 c22
3
(∂−1x {vδ) ∂xΠS [(vδ)xhx]}
+
2 c22
3
∂x{(vδ)x ∂xΠS [vδ(∂
−1
x h)]− 2c2c3 ∂
−1
x {vδ ∂xΠS [vδ h]}
− 2c2c3vδ ∂xΠS [vδ (∂
−1
x h)]− 2c1c2 vδ ∂xΠS [(vδ)x hx]
− 2c1c2 ∂x{(vδ)x ∂xΠS [vδ h]} −
4 c22
3
vδ ∂xxΠS [vδ h]
+
2 c22
3
vδ ΠS [(vδ)x hx]−
2 c22
3
∂x{(vδ)xΠS [vδ h]}
+ 4c2c3 vδ ΠS [vδ h] + 6c1c3 ∂
−1
x {(∂
−1
x vδ) ∂xΠS [(vδ)x hx]}
− 6c1c3 ∂x{(vδ)x ∂xΠS [(∂
−1
x vδ)(∂
−1
x h)]}+ 2c2c3∂
−1
x {(∂
−1
x vδ) ∂xxΠS [vδh]}
− 2c2c3 vδ ∂xxΠS [(∂
−1
x vδ)(∂
−1
x h)]− 2c2c3 ∂
−1
x {(∂
−1
x vδ)ΠS [(vδ)xhx]}
− 2c2c3 ∂x{(vδ)xΠS [(∂
−1
x vδ)(∂
−1
x h)]} − 6 c
2
3 ∂
−1
x {(∂
−1
x vδ)ΠS [vδ h]}
+ 6c23 vδ ΠS [(∂
−1
x vδ)(∂
−1
x h)] +
2
3
c22 vδ ∂xxxΠS [(∂
−1
x vδ)h].
(7.32)
In conclusion, we have the following proposition.
Proposition 7.4. Assume (7.7). Then the Hamiltonian operator Lω, for all h ∈ H
s
S⊥
(Tν+1), has the
form
Lωh := ω · ∂ϕh− ∂xK02h = Π
⊥
S (ω · ∂ϕh+ ∂xx(a1 hx) + ∂x(a0h)− ε
2∂xR2h− ∂xR∗h) (7.33)
where R2 is defined in (7.32),
R∗ := R˜>2 +RH≥5(Tδ) +R(ψ), (7.34)
with R(ψ) defined in Lemma 7.3, the functions
a1 :=1 + 6c1 (ΦB(Tδ))x + 2 c2ΦB(Tδ) + 12c4 (ΦB(Tδ))
2
x + 3c5 ∂x[ΦB(Tδ)
2]+ (7.35)
+ 2c6ΦB(Tδ)
2 − r1(Tδ),
a0 :=2c2 (ΦB(Tδ))xx − 6c3ΦB(Tδ) + 3c5 ∂x[(ΦB(Tδ))
2
x] + 2c6 {ΦB(Tδ)
2
x+ (7.36)
+ 2ΦB(Tδ) (ΦB(Tδ))xx} − 12c7ΦB(Tδ)
2 − r0(Tδ)
the function r1 is defined in (7.25), r0 in (7.24), Tδ and vδ in (7.10).
Furthermore, we have, for some σ := σ(ν, τ) > 0,
‖a1 − 1‖
Lip(γ)
s ≤s ε (1 + ‖Iδ‖
Lip(γ)
s+σ ), ‖∂ia1 [ˆı]‖s ≤s ε(‖i‖s+σ + ‖Iδ‖s+σ‖i‖s0+σ), (7.37)
‖a0‖
Lip(γ)
s ≤s ε (1 + ‖Iδ‖
Lip(γ)
s+σ ), ‖∂ia0 [ˆı]‖s ≤s ε(‖i‖s+σ + ‖Iδ‖s+σ‖i‖s0+σ), (7.38)
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where Iδ(ϕ) := (θ0(ϕ)− ϕ, yδ(ϕ), z0(ϕ)) corresponds to Tδ. The remainder R2 has the form (7.3) with
‖gj‖
Lip(γ)
s + ‖χj‖
Lip(γ)
s ≤s 1 + ‖Iδ‖
Lip(γ)
s+σ , ‖∂igj [ˆı]‖s + ‖∂iχj [ˆı]‖s ≤s ‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ (7.39)
and also R∗ has the form (7.3) with
‖g∗j ‖
Lip(γ)
s ‖χ
∗
j‖
Lip(γ)
s0
+ ‖g∗j ‖
Lip(γ)
s0
‖χ∗j‖
Lip(γ)
s ≤s ε
3 + ε1+b‖Iδ‖
Lip(γ)
s+σ , (7.40)
‖∂ig
∗
j [ˆı]‖s‖χ
∗
j‖s0 + ‖∂ig
∗
j [ˆı]‖s0‖χ
∗
j‖s + ‖g
∗
j ‖s0‖∂iχ
∗
j‖s + ‖g
∗
j ‖s‖∂iχ
∗
j‖s0 (7.41)
≤s ε
1+b‖ıˆ‖s+σ + ε
2b−1‖Iδ‖s+σ‖ıˆ‖s0+σ.
The bounds (7.39) and (7.40) imply, by Lemma 7.2, estimates for the s-decay norms of R2 and R∗.
The linearized operator Lω := Lω(ω, iδ(ω)) depends on the parameter ω both directly and also through
the dependence on the embedded torus iδ(ω). The estimates on the partial derivative respect to i (see
(5.1)) allow us to control, along the Nash-Moser iteration, the Lipschitz variation of the eigenvalues of Lω
with respect to ω and the approximate solution iδ.
8 Reduction of the linearized operator in the normal
directions
The goal of this section is to conjugate the Hamiltonian linear operator Lω in (7.33) to a constant coeffi-
cients linear operator L∞. For this purpose, we shall apply the same kind of symplectic transformations
used in [3], whose aim is to diagonalize the operator Lω up to a bounded remainder R6 (see (8.129)).
This one has to satisfy the smallness condition (8.133) in order to initialize the KAM reducibility scheme
of Theorem 8.19, that completes the diagonalization procedure.
The size of all these transformations will be greater than the ones used in [3] (see Section 8 in [3]) and,
as a consequence, some non perturbative terms will be modified by them. Thus, in order to prove (8.133)
we will have to overcome two main difficulties: (a) computing the terms of order ε and ε2 after each
transformation, since we need to normalize them through the Birkhoff steps of Section 8.5 and 8.6, (b)
providing optimal estimates for the transformations and, consequently, for the remainderR6 (see (8.129)).
Consider
v(ϕ, x) :=
∑
j∈S
√
|j|ξj e
il(j)·ϕ eijx (8.1)
and l : S → Zν is the odd injective map
l : S → Zν , l(i) := ei, l(−i) = −l(i) = −ei, i = 1, . . . , ν, (8.2)
denoting by ei = (0, . . . , 1, . . . , 0) the i-th vector of the canonical basis of Rν . We observe that
‖vδ − v‖
Lip(γ)
s ≤s ‖Iδ‖
Lip(γ)
s , ‖∂i(vδ − v)[ˆı]‖s ≤s ‖ıˆ‖s + ‖Iδ‖s‖ıˆ‖s0 . (8.3)
Remark 8.1. The function v(ϕ, x) in (8.1) corresponds to the torus (ϕ, 0, 0) after the transformation
Aε defined in (4.15). In particular, this torus is invariant under the flow of the integrable Hamiltonian
ε−2bh˜ ◦ Aε (recalling (4.3)), which preserves the momentum. Hence, the square of the L2 norm of v is
independent of the time ϕ, as we can deduce by the properties of the map l defined in (8.2).
We shall expand the coefficients of the linearized operator at y = z = 0 to get the bounds on the
transformations defined along this section, thus we will frequently use the inequalities (8.3) and the
assumption (7.7). Moreover, we will use the fact that v satisfies the equation Lω = 0, where ω is the
vector of the linear frequencies (see (1.13)) and Lω := ω · ∂ϕ + ∂xxx.
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Remark 8.2. We recall that ω = ω + O(ε2), see for instance (4.18). Moreover, note that Dωv =
Dωv +Dω−ωv and
Dω−ωv =
∑
j∈S
i(ω − ω) · l(j)
√
|j|ξj e
il(j)·ϕ eijx.
Then ‖Dω−ωv‖
Lip(γ)
s ≤ Cε2 and Dω−ωv has zero spatial average.
We expand in powers of ε the coefficients a0 and a1 in (7.36) and (7.35) as
a0 = εa0,1 + ε
2a0,2 + Ra0 , a1 − 1 = εa1,1 + ε
2a1,2 + Ra1 , (8.4)
where
a0,1 := 2c2 vxx − 6c3 v, a1,1 := 6c1vx + 2c2vxx,
a0,2 := 2c2 (Ψ2(v))xx − 6c3Ψ2(v) + 3c5∂x(v
2
x) + 2c6{v
2
x + 2vvxx} − 12c7v
2,
a1,2 := 6c1(Ψ2(v))x + 2c2Ψ2(v) + 12c4v
2
x + 3c5∂x(v
2) + 2c6v
2
and, by (8.3), ‖Rak‖
Lip(γ)
s ≤ ε3 + ε‖Iδ‖s+σ, for some σ > 0.
8.1 Space reduction at the order ∂xxx
First we conjugate Lω in (7.33) to an operator L1 whose coefficient in front of ∂xxx is independent on
the space variable x. Because of the Hamiltonian structure, the terms O(∂xx) will be simultaneously
eliminated.
We look for a ϕ-dependent family of symplectic diffeomorphisms Φ(ϕ) of H⊥S which differ from
A⊥ := Π
⊥
SAΠ
⊥
S , (Ah)(ϕ, x) := (1 + βx(ϕ, x))h(ϕ, x + β(ϕ, x)), (8.5)
up to a small “finite dimensional” remainder, see (8.9).
If ‖β‖W 1,∞ <
1
2 then A is invertible and its inverse and adjoin map are
(A−1h)(ϕ, y) := (1 + β˜y(ϕ, y))h(ϕ, y + β˜(ϕ, y)), (A
Th)(ϕ, y) = h(ϕ, y + β˜(ϕ, y)) (8.6)
For each ϕ ∈ Tν , A(ϕ) is a symplectic transformation of the phase space, see Remark 3.3 in [2], but the
restricted map A⊥(ϕ) is not.
In order to find a symplectic diffeomorphism near A⊥ first we observe that A⊥ is the time−1 flow map
of the linear Hamiltonian PDE
∂τu = ∂x(b(ϕ, τ, x)u), b(ϕ, τ, x) :=
β(ϕ, x)
1 + τβx(ϕ, x)
. (8.7)
The equation (8.7) is a linear transport equation, whose characteristic curves are the solutions of the ODE
d
dτ
x = −b(ϕ, τ, x).
As in [3], we define a symplectic map Φ of H⊥S as the time−1 flow of the Hamiltonian PDE
∂τu = Π
⊥
S ∂x(b(τ, x)u) = ∂x(b(τ, x)u)−ΠS∂x(b(τ, x)u), u ∈ H
⊥
S (8.8)
generated by the quadratic Hamiltonian 12
∫
T
b(τ, x)u2 dx restricted toH⊥S . The flow of (8.8) is well defined
in the Sobolev spaces Hs
S⊥
(Tx) for b(τ, x) smooth enough, by standard theory of linear hyperbolic PDE’s.
We obtained a symplectic diffeomorphism Φ that differs from A⊥ by a “finite dimensional” remainder of
small size, more precisely, of size O(β).
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Lemma 8.3. (Lemma 8.2 in [3]) For ‖β‖W s0+1,∞ small, there exists an invertible symplectic transforma-
tion Φ = A⊥ +RΦ of HsS⊥ , where A⊥ is defined in (8.5) and RΦ is a “finite dimensional” remainder
RΦh =
∑
j∈S
∫ 1
0
(h, gj(τ))L2(T)χj(τ) dτ +
∑
j∈S
(h, ψj)L2(T)e
ijx (8.9)
for some functions χj(τ), gj(τ), ψj(τ) ∈ Hs satysfying for all τ ∈ [0, 1]
‖ψj‖s + ‖gj(τ)‖s ≤s ‖β‖W s+2,∞ , ‖χj(τ)‖s ≤s 1 + ‖β‖W s+1,∞ . (8.10)
Moreover
‖Φh‖s + ‖Φ
−1h‖s ≤s ‖h‖s + ‖β‖W s+2,∞‖h‖s0 ∀h ∈ H
s
S⊥ . (8.11)
We conjugate Lω in (7.33) via the symplectic map Φ = A⊥ +RΦ of Lemma (8.3). Using the splitting
Π⊥S = I−ΠS , we compute
LωΦ = ΦDω +Π
⊥
SA(b3∂yyy + b2∂yy + b1∂y + b0)Π
⊥
S +RI , (8.12)
where the coefficients are
b3(ϕ, y) := A
T [a1 (1 + βx)
3] b2(ϕ, y) := A
T [2(a1)x(1 + βx)
2 + 6 a1 βxx(1 + βx)] (8.13)
b1(ϕ, y) := A
T
[
(Dωβ) + 3 a1
β2xx
1 + βx
+ 4 a1 βxxx + 6 (a1)xβxx + (a1)xx(1 + βx) + a0(1 + βx)
]
(8.14)
b0(ϕ, y) := A
T
[
(Dωβx)
1 + βx
+ a1
βxxxx
1 + βx
+ 2(a1)x
βxxx
1 + βx
+ (a1)xx
βxx
1 + βx
+ a0
βxx
1 + βx
+ (a0)x
]
(8.15)
and the remainder
RI :=−Π
⊥
S ∂x(ε
2R2 +R∗)A⊥ −Π
⊥
S (a1∂xxx + 2(a1)x∂xx + ((a1)xx + a0)∂x + (a0)x)ΠSAΠ
⊥
S+
+ [Dω,RΦ] + (Lω −Dω)RΦ.
(8.16)
The commutator [Dω,RΦ] has the form (8.9) with Dωgj or Dωχj ,Dωψj instead of χj , gj, ψj respectively.
Also the last term (Lω−Dω)RΦ in (8.16) has the form (8.9) (note that Lω−Dω does not contain derivatives
with respect to ϕ). By (8.12), and decomposing I = ΠS +Π
⊥
S , we get
LωΦ = Φ(Dω + b3∂yyy + b2∂yy + b1∂y + b0)Π
⊥
S +RII , (8.17)
RII := {Π
⊥
S (A− I)ΠS −RΦ}(b3∂yyy + b2∂yy + b1∂y + b0)Π
⊥
S +RI . (8.18)
In order to solve the equation
b3(ϕ, y) = b3(ϕ)
for some function b3(ϕ), so that the coefficient in front of ∂xxx depends only on ϕ, we choose the function
β = β(ϕ, x) such that
a1(ϕ, x)(1 + βx(ϕ, x))
3 = b3(ϕ), (8.19)
where we used that AT [b3(ϕ)] = b3(ϕ). The only solution of (8.19) with zero space average is
β := ∂−1x ρ0, ρ0 := b3(ϕ)
1
3 (a1(ϕ, x))
− 13 − 1, b3(ϕ) :=
(
1
2π
∫
T
(a1(ϕ, x))
− 13 dx
)−3
. (8.20)
Applying the symplectic map Φ−1 in (8.17) we obtain the Hamiltonian operator
L1 := Φ
−1LωΦ = Π
⊥
S (ω · ∂ϕ + b3(ϕ)∂yyy + b1∂y + b0)Π
⊥
S +R1 (8.21)
where R1 := Φ
−1RII . We used that, by the Hamiltonian nature of L1, the coefficient b2 = 2 (b3)y and so,
by the choice (8.20), we have b2 = 2 (b3)y = 0.
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Lemma 8.4. (Lemma 8.3 in [3]) The operator R1 in (8.21) has the form (7.5).
In the proofs of the estimates for the transformations and the coefficients, we will always use the index
σ to denote a certain loss of derivatives, since we do not need to know exactly the total amount of this
loss. This, in fact, involves only the regularity required for the Hamiltonian nonlinearity f(x, u, ux) in
(1.5).
Lemma 8.5. There is σ := σ(τ, ν) > 0 such that, for k = 0, 1,
‖β‖Lip(γ)s ≤s ε (1 + ‖Iδ‖
Lip(γ)
s+σ ) ‖∂iβ [ˆı]‖s ≤s ε(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ) (8.22)
‖b3 − 1‖
Lip(γ)
s ≤s ε
2 (1 + ‖Iδ‖
Lip(γ)
s+σ ) ‖∂ib3[ˆı]‖ ≤s ε
2(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ) (8.23)
‖bk‖
Lip(γ)
s ≤s ε(1 + ‖Iδ‖
Lip(γ)
s+σ ) ‖∂ibk [ˆı]‖s ≤s ε(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ). (8.24)
The transformations Φ,Φ−1 satisfy
‖Φ±1h‖Lip(γ)s ≤s ‖h‖
Lip(γ)
s+1 + ‖Iδ‖
Lip(γ)
s+σ ‖h‖
Lip(γ)
s0+1
(8.25)
‖∂i(Φ
±1h)[ˆı]‖s ≤s ‖h‖s+σ‖ıˆ‖s0+σ + ‖h‖s0+σ‖ıˆ‖s+σ + ‖Iδ‖s+σ‖h‖s0+σ‖ıˆ‖s0+σ. (8.26)
Moreover the remainder R∗ has the form (7.5) where the functions χj(τ), gj(τ) satisfy the estimates (7.40)
uniformly in τ ∈ [0, 1].
Proof. Estimate (8.23): Consider the functions g(t) = (1+ t)−
1
3 and Υ(t) = (1+ t)−3, analytic in a small
neighbourhood of the origin. Then we have
b3 − 1 = Υ(Mx[g(a1 − 1)− g(0)])−Υ(0). (8.27)
By the mean value theorem, ‖b3 − 1‖s ≤s ‖Mx[g(a1 − 1)− g(0)]‖s. By Taylor expansion, we get
Mx[g(a1 − 1)− g(0)] = g
′(0)Mx[a1 − 1] +
∫
T
∫ 1
0
(1 − s) g′′(s(a1 − 1)) (a1 − 1)
2 ds dx (8.28)
and we note that, by Remark 8.4,
Mx[a1 − 1] = ε
2Mx[a1,2] +Mx[Ra1 ].
Moreover, ‖Mx[Ra1 ]‖s ≤s ε
3 + ε2b‖Iδ‖s+σ, because Mx[vδ − v] = Mx[q˜] = 0 and Ra1 contains terms like
ε2(v2δ − v
2) and cubic in the x-derivatives of vδ.
The second addend in the right hand side of (8.28) can be estimated by ε2(1 + ‖Iδ‖s+σ). Hence
‖b3 − 1‖s ≤s ε
2(1 + ‖Iδ‖s+σ). (8.29)
Now we consider the partial derivative respect to the variable i (see (5.1)) of b3, namely
∂ib3 [ˆı] = Υ
′(Mx[g(a1 − 1)− g(0)])Mx[g
′(a1 − 1) ∂ia1 [ˆı]].
The derivatives of the functions g and Υ, for ε small enough, are approximately 1. Therefore, the estimate
‖∂ib3 [ˆı]‖s ≤s ε
2(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ) (8.30)
derived from the estimate on Mx[∂ia1 [ˆı]] and the fact that Mx[∂iv[ˆı]] = 0. By (8.29) and (8.30) we con-
clude.
Estimate (8.22): Consider the functions φ(t) := (1 + t)−1 and g(t) := (1 + t)−
1
3 . Recalling that βx =
(b−13 a1)
1
3 − 1, we have
βx = g
−1(b−13 a1 − 1)− g
−1(0) and b−13 a1 − 1 = a1 (φ(b3 − 1)− φ(0)) + (a1 − 1).
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Then, by (2.10),
‖βx‖s ≤s ‖φ(b3 − 1)− φ(0)‖s‖a1‖s0 + ‖φ(b3 − 1)− φ(0)‖s0‖a1‖s + ‖a1 − 1‖s
≤s ‖b3 − 1‖s+σ + ‖b3 − 1‖s0+σ‖a1‖s + ‖a1 − 1‖s ≤s ε(1 + ‖Iδ‖s+σ).
Estimate (8.24): By (7.38), (7.37), (8.22) we get the estimates (8.24).
For the estimates (8.25), (8.26) on Φ,Φ−1 we apply Lemma 8.3 and the estimate (8.22) for β. We estimate
the remainder R∗ using (8.16), (8.18) and (7.40).
8.2 Terms of order ε and ε2
The diffeomorphism of the torus Φ = A⊥+RΦ defined in Lemma 8.3 is, by (8.10) and (8.22), of the form
I +O(ε), hence, the terms O(ε2) of Lω are modified by it.
From now on, the transformations we shall apply to reduce the linearized operator Lω to a constant coef-
ficient operator will be I +O(εd) with d > 1, hence the terms of order ε, ε2 will not be changed anymore.
In this section, our goal is to identify them in view of the linear Birkhoff steps of Section 8.5 and 8.6.
We have to put in evidence the terms O(ε), O(ε2) of b0, b1, b3 in (8.21) and the ones in the remainder
R1 defined in (8.51).
Coefficients bk
First, we note that bk = ATαk = αk + (AT − I)αk, k = 0, 1, where
α1 := (Dωβ) + 3 a1
β2xx
1 + βx
+ 4 a1 βxxx + 6 (a1)xβxx + (a1)xx(1 + βx) + a0(1 + βx), (8.31)
α0 :=
(Dωβx)
1 + βx
+ a1
βxxxx
1 + βx
+ 2(a1)x
βxxx
1 + βx
+ (a1)xx
βxx
1 + βx
+ a0
βxx
1 + βx
+ (a0)x. (8.32)
By (7.35), (8.20), we have
β =− 2 c1ΦB(Tδ)−
2
3
c2∂
−1
x [ΦB(Tδ)]− 4 c4∂
−1
x [ΦB(Tδ)
2
x]− c5 π0[ΦB(Tδ)
2]−
2
3
c6∂
−1
x [ΦB(Tδ)
2]
+ 8 c21∂
−1
x [ΦB(Tδ)
2
x] +
8
9
c22∂
−1
x [ΦB(Tδ)
2] +
8
3
c1c2π0[ΦB(Tδ)
2] + R
(8.33)
where, by (7.30), ‖R‖
Lip(γ)
s ≤s ε3 + εb‖Iδ‖
Lip(γ)
s+σ . Then we write β = ε β1 + ε
2 β2 + Rβ, where
β1 : = −2c1v −
2
3
c2∂
−1
x (v),
β2 : = −2c1Ψ2(v)−
2
3
c2∂
−1
x (Ψ2(v))− 4c4∂
−1
x (v
2
x)− c5π0[v
2]
−
2
3
c6∂
−1
x [v
2] + 8c21∂
−1
x [v
2
x] +
8
9
c22∂
−1
x [v
2] +
8
3
c1c2π0[v
2]
(8.34)
and Rβ is defined by difference and satisfies, by (8.3),
‖Rβ‖
Lip(γ)
s ≤s ε
3 + ε‖Iδ‖
Lip(γ)
s+σ , ‖∂iRβ [ˆı]‖s ≤s ε(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ).
Now we can develop α0 and α1 in powers of ε. By (7.35), (7.36), (8.33) and by Remark 8.1 we obtain
α1 := εα1,1 + ε
2α1,2 + R1 and α0 = εα0,1 + ε
2α0,2 + R0, where
α1,1 = 2 c2vxx − 6 c3v,
α1,2 = Lω[β2] +
8
3
(β2)xxx −
41
3
∂x[(β1)x (β1)xx] + a0,2 + a0,1 (β1)x,
(8.35)
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and
α0,1 = 2 c2vxxx − 6 c3vx,
α0,2 = ∂xLω[β2]− 3∂x[(β1)x (β1)xxx]− 3∂x[(β1)
2
xx] + a0,1(β1)xx + (a0,2)x.
(8.36)
The functions R0 and R1 are defined by difference and satisfy the following estimates
‖Rk‖
Lip(γ)
s ≤s ε
3 + ε‖Iδ‖
Lip(γ)
s+σ , ‖∂iRk [ˆı]‖s ≤s ε(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ), k = 0, 1. (8.37)
Remark 8.6. We note that the terms O(ε) generated by the Hamiltonian
∫
T
(3c1vx+c2v) z
2
x dx (see (3.8))
are cancelled by the diffeomorphism of the torus Φ.
Remark 8.7. The averages of αj,k, j = 0, 1 for k = 1 are zero and, for k = 2, we have
Mx[α1,2] =Mx[a0,2] +Mx[a0,1 (β1)x] = −2c6Mx[v
2
x]− 12c7Mx[v
2] +
4
3
c22Mx[v
2
x] + 4c2c3Mx[v
2],
Mx[α0,2] =Mx[a0,1 (β1)xx] = −4c1c2Mx[v
2
xx]− 12c1c3Mx[v
2
x].
We used the fact that ∂ϕMx[v
2] = 0, see Remark 8.1. Moreover, we note that, for a similar argument,
Mϕ,x[αk,2] =Mx[αk,2], for k = 0, 1.
The transformation AT − I (see Section 8.1) is of order O(ε), hence it generates new terms of order
O(ε2) when it is applied to ones of order ε. In particular, by the regularity of the function v(ϕ, x), that
is at least C2, we have, for k = 0, 1, by Taylor expansion
ε(AT − I)αk,1(ϕ, y) = ε(αk,1(ϕ, y + β˜(ϕ, y))− αk,1(ϕ, y)) = ε∂y(αk,1)(ϕ, y) β˜(ϕ, y) + Rβ˜,
where ‖Rβ˜‖s ≤s ε
3(1 + ‖Iδ‖s+σ) for some σ > 0.
We observe that β˜(ϕ, y) = −(AT β)(ϕ, y) and by (8.34) we get, for k = 0, 1,
ε(AT − I)αk,1(ϕ, y) = −ε
2 ∂y(αk,1)(ϕ, y)β1(ϕ, y) + Rβ˜, (8.38)
where we have renamed Rβ˜ the terms of order o(ε
2).
Remainder R1
The remaining terms of order ε2 generated by the diffeomorphism of the torus Φ have the form (7.5) and
originate from RII = ΦR1 (see (8.18)). Thus we analyze the expression
RII : = Π
⊥
S (A− I)ΠS [b3∂yyy + b1∂y + b0]−RΦ(b3∂yyy + b1∂y + b0)
−Π⊥S ∂x(ε
2R2 +R∗)A⊥ −Π
⊥
S [∂xx(a1∂x) + ∂x(a0·)]ΠSAΠ
⊥
S + [Dω,RΦ]
+ (Lω −Dω)RΦ.
(8.39)
We start from the first term in (8.39). As we said above, the transformation A−I has size O(ε). Hence, we
look for the terms O(ε) of b3∂yyy+b1∂y+b0. We have, by (8.23), b3 = 1+O(ε
2) and bk = αk+(AT − I)αk
for k = 0, 1. Thus
b3∂yyy + b1∂y + b0 = ∂yyy + ε∂y(α1,1 ·) +O(ε
2).
By Taylor expansion at the point β = 0, we get, for a function u(ϕ, x)
(A− I)u(ϕ, x) = (1 + βx)u(ϕ, x + β)− u(ϕ, x) = u(ϕ, x+ β)− u(ϕ, x) + βxu(ϕ, x+ β) =
= ux(ϕ, x)β(ϕ, x) + βx(ϕ, x)u(ϕ, x) +O(β
2) =
= ε∂x(β1(ϕ, x)u(ϕ, x)) +O(ε
2).
(8.40)
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Therefore we have
Π⊥S (A− I)ΠS [b3∂yyy + b2∂yy + b1∂y + b0] = ε
2Π⊥S [∂x(β1 ∂x(α1,1 ·))] + o(ε
2) (8.41)
Now we extract the homogeneous terms of order ε from RΦ (see (8.9)). We recall the exact expressions
of gk and χk in (8.9) refering to the proof of Lemma 8.2 in [3]. We have
gk(τ, x) := −(Φ
τ )T [b(τ)∂xe
ikx], (8.42)
where (Φτ )T is the flow of the adjoint PDE
∂τz = Π
⊥
S {b(τ, x)∂xz}, b(τ, x) =
β(x)
1 + τβx(x)
= εβ1 +O(ε
2). (8.43)
This equation is well defined on Hs
S⊥
(Tx), because the function b is smooth enough. By (8.42) we have
gk(τ, x) = −b(τ)∂xe
ikx + (IH⊥S − (Φ
τ )T )[b(τ)∂xe
ikx]
and, for z ∈ Hs
S⊥
(Tx), by (8.22) and (8.43), ‖(Φτ )T z − z‖s ≤s εC(‖z‖s+1 + ‖Iδ‖s+σ‖z‖s+1), where C is
the Lipschitz constant, in time, on the interval [0, 1] of the flow (Φτ )T . Hence, by (8.42),
gk = −εβ1 ∂xe
ikx +O(ε2). (8.44)
Now consider
χk := −
1 + βx
1 + τβx
exp(ikγτ (x+ β(x))),
where γτ is the flow of the characteristic ODE
d
dτ
x = −b(τ, x). (8.45)
By (8.43), the vector field of (8.45) has size O(ε) and, by similar arguments used above for the flow of
(8.43), we have γτ (x) − x = O(ε). By Taylor expansion of the function exp(ikγτ (x + β(x))) at β = 0 we
have
χk = e
ikx +O(ε). (8.46)
Recalling (8.40) we have
ψk = (A
T − I)eikx = ε∂x(β1e
ikx) +O(ε2) = ε(β1)xe
ikx + εβ1 ∂xe
ikx +O(ε2). (8.47)
Eventually, by (8.44), (8.46) and (8.47), we have RΦ = εRΦ +O(ε2), where
RΦ(h) : = −
∑
k∈S
(h, β1∂xe
ikx)L2(T)e
ikx +
∑
k∈S
(h, (β1)xe
ikx)L2(T)e
ikx +
∑
k∈S
(h, β1∂xe
ikx)L2(T)e
ikx
= ΠS [(β1)x h].
(8.48)
By (8.48) the range of RΦ is orthogonal to the subspace H
⊥
S , hence the term Φ
−1RΦ(b3∂yyy + b1∂y + b0)
will have size at least O(ε3), indeed Φ = IH⊥S +O(ε).
We ignore the terms ε2R2 and R∗ because are too small. Then, we can consider
(Lω −Dω)RΦ = Π
⊥
S [∂xx(a1∂x) + ∂x(a0·)]Π
⊥
SRΦ = 0.
By (8.40) we have
Π⊥S [∂xx(a1∂x) + ∂x(a0·)]ΠS(A− I)Π
⊥
S = ε
2Π⊥S [∂xx(a1,1∂xxΠS [β1 ·]) + ∂x(a0,1 ∂xΠS [β1 ·])] + o(ε
2). (8.49)
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It remains to study the commutator [Dω,RΦ] = [Dω,R
ε
Φ] +O(ε
3). We have
[Dω,R
ε
Φ]h = εDωΠS [(β1)xh]− εΠS [(β1)xDωh] = εΠS [(Dω(β1)x)h]
and so Φ−1[Dω ,RΦ] = o(ε2).
Finally, by (8.41), (8.49), we obtained RII = ε2R2 + o(ε2), where, for h ∈ H⊥S ,
R2[h] = Π
⊥
S {∂x(β1ΠS [∂x(α1,1h)])− ∂xx(a1,1∂xΠS [∂x(β1h)])− ∂x(α1,1ΠS [∂x(β1h)])}
= 4 c1c2Π
⊥
S {−∂x(vδ ∂xΠS [(vδ)xx h]) + ∂xx((vδ)x∂xxΠS [(∂
−1
x vδ)h])
+ ∂xx(vδ ∂xxΠS [vδh]) + ∂x((vδ)xx ∂xΠS [vδh])}
+
4
3
c22Π
⊥
S {−∂x((∂
−1
x vδ) ∂xΠS [(vδ)xx h]) + ∂xx(vδ∂xxΠS [(∂
−1
x vδ)h])
+ ∂x((vδ)xx ∂xΠS [(∂
−1
x vδ)h])}
+ 12 c1c3Π
⊥
S {∂x(vδ ∂xΠS [vδ h])− ∂x(vδ ∂xΠS [vδh])}
+ 4 c2c3Π
⊥
S {∂x((∂
−1
x vδ) ∂xΠS [vδ h])− ∂x(vδ ∂xΠS [(∂
−1
x vδ)h])}
+ 12c21Π
⊥
S {∂xx((vδ)x ∂xxΠS [vδh])}
(8.50)
Using (8.16), (8.18) we get
R1 := Φ
−1RII = −ε
2Π⊥S ∂xR2 +R∗ (8.51)
where R2, defined in (7.32), has been renamed as
R2 := R2 − ∂
−1
x R2 (8.52)
and we have renamed R∗ the term o(ε2). Note that Rε
2
II [h] has zero spatial average for every h belonging
to Hs
S⊥
(Tν+1) and the remainder R∗ has the form (7.5).
8.3 Time reduction at the order ∂xxx
The goal of this section is to make constant the coefficient of the highest order spatial derivative operator
∂yyy by a quasi-periodic reparametrization of time. We consider the change of variable
(Bw)(ϕ, y) := w(ϕ+ ωα(ϕ), y), (B−1h)(ϑ, y) := h(ϑ+ ωα˜(ϑ), y), (8.53)
where ϕ = ϑ+ωα˜(ϑ) is the inverse diffeomorphism of ϑ = ϕ+ωα(ϕ) in Tν . By conjugation, the differential
operators transform into
B−1ω · ∂ϕB = ρ(ϑ)ω · ∂ϑ, B
−1∂yB = ∂y, ρ := B
−1(1 + ω · ∂ϕα). (8.54)
By (8.21), using also that B and B−1 commute with Π⊥S , we get
B−1L1B = Π
⊥
S [ρω · ∂ϑ + (B
−1b3)∂yyy + (B
−1b1)∂y + (B
−1b0)]Π
⊥
S +B
−1
R1B. (8.55)
We choose α such that the new coefficient at order ∂yyy is proportional to the function ρ(ϑ), namely
(B−1b3)(ϑ) = m3 ρ(ϑ), m3 ∈ R =⇒ b3(ϕ) = m3(1 + ω · ∂ϕα(ϕ)). (8.56)
The unique solution with zero average of (8.56) is
α(ϕ) :=
1
m3
(ω · ∂ϕ)
−1(b3 −m3)(ϕ), m3 :=
1
(2π)ν
∫
Tν
b3(ϕ) dϕ. (8.57)
Hence, by (8.55) we have
B−1L1B = ρL2, L2 := Π
⊥
S (ω · ∂ϑ +m3∂yyy + c1∂y + c0)Π
⊥
S +R2, (8.58)
c1 := ρ
−1(B−1b1), c0 := ρ
−1(B−1b0), R2 := ρ
−1B−1R1B. (8.59)
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In order to control the corrections to the normal frequencies also at lower orders of size, we expand
the constant coefficient m3, defined in (8.57), in powers of ε. We have
m3 = 1 + ε
2d(ξ) + rm3 (8.60)
where
d(ξ) : = (12c4 − 24 c
2
1)Mϕ,x[v
2
x] + ε
2(2c6 −
8
3
c22)Mϕ,x[v
2]
= (24c4 − 48c
2
1)v3 · ξ + (4c6 −
16
3
c22)v1 · ξ
(8.61)
and |rm3 |
Lip(γ) ≤ ε3. The transformed operator L2 in (8.58) is still Hamiltonian, since the reparametriza-
tion of time preserves the Hamiltonian structure (see Section 2.2 and Remark 3.7 in [2]).
We note that, by (8.59), for k = 0, 1, we have
ck = bk + (B
−1 − I)bk + (ρ
−1 − 1)B−1 bk
and bk = O(ε) is the biggest term in the expression above. We define, for k = 0, 1,
c˜k := ck − bk = (B
−1 − I)bk + (ρ
−1 − 1)B−1bk (8.62)
and we estimate them in Lemma 8.9. The remainder R2 in (8.59) has still the form (7.5) and, by (8.51),
R2 := −ρ
−1B−1R1B = −ε
2Π⊥S ∂xR2 +R∗ (8.63)
where R2 is defined in (8.52) and we have renamed R∗ the term of order o(ε2) in R2.
Remark 8.8. In the proof of the estimates for the transformations B and T , respectively defined in
(8.53) and (8.75), we have to give a bound to the inverse of the operator Dω applied to the difference of
a spatial and total (in space and time) average of some function in Hs
S⊥
(Tν+1).
The main problem is that the estimate (5.23) is too rough to deal with functions h(ϕ, x) of size greater
or equal than ε3, indeed, the terms O(ε3γ−1) are just not perturbative.
In the proofs of Lemma 8.9 and 8.10, we exploit the fact that if h(ϕ, x) is a function supported on few
harmonics, then we do not need to use the diophantine inequality (5.3) to give a bound to the divisors
appearing in the Fourier coefficients of D−1ω h.
In this way, we overcome the problem discussed in Remark 8.11 in [3] and we can drop the hypotesis
(1.20) on the tangential sites assumed in [3].
Lemma 8.9. There is σ = σ(ν, τ) > 0 (possibly larger than the one in Lemma 8.5) such that
|m3 − 1|
Lip(γ) ≤ C ε2, |∂im3 [ˆı]| ≤ ε
2‖ıˆ‖s0+σ, (8.64)
‖α‖Lip(γ)s ≤s ε
4γ−1 + ‖Iδ‖
Lip(γ)
s+σ , ‖∂iα[ˆı]‖s ≤s ‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ (8.65)
‖ρ− 1‖Lip(γ)s ≤s ε
3 + ε2b‖Iδ‖
Lip(γ)
s+σ , ‖∂iρ[ˆı]‖s ≤s ε
2b(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ), (8.66)
‖c˜k‖
Lip(γ)
s ≤s ε
3−2a + ε‖Iδ‖
Lip(γ)
s+σ , ‖∂ic˜k [ˆı]‖s ≤s ε(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ). (8.67)
Proof. Estimate (8.64): We have m3 − 1 =
∫
Tν
(b3 − 1) dϕ, then, by (8.23),
|m3 − 1| ≤
∫
Tν
|b3 − 1|dϕ ≤ ‖b3 − 1‖s0 ≤ Cε
2, |∂im3 [ˆı]| ≤
∫
Tν
∂ib3 [ˆı]dϕ ≤ ‖∂ib3[ˆı]‖s0 ≤ ε
2‖ıˆ‖s0+2.
Estimate (8.65): By (8.57) and the fact that m3 is a constant near to 1, it is sufficient to give a bound to
b3 −m3.
Consider the functions g(t) = (1+ t)−
1
3 ,Υ(t) = (1 + t)−3, defined in a small neighbourhood of the origin.
We have
b3 −m3 = (b3 − 1)−Mϕ[b3 − 1]
(8.27)
= Υ[Mx[g(a1 − 1)− g(0)]]−Mϕ[Υ[Mx[g(a1 − 1)− g(0)]]]. (8.68)
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By the analiticity of Υ
Υ(t)−Υ(0) = Υ′(0) t+Υ≥2[t], Υ≥2[t] :=
∑
k≥2
Υ(k)(0)
k!
tk,
for |t| small enough. Hence, by (8.68),
b3 −m3 = Υ
′(0){Mx[g(a1 − 1)− g(0)]−Mϕ,x[g(a1 − 1)− g(0)]}
+Υ≥2[Mx[g(a1 − 1)− g(0)]]−Mϕ[Υ≥2[Mx[g(a1 − 1)− g(0)]]].
(8.69)
The difference of the last two terms in the right hand side of (8.69) can be estimated by
‖Υ≥2[Mx[g(a1 − 1)− g(0)]]−Mϕ[Υ≥2[Mx[g(a1 − 1)− g(0)]]]‖s
≤s ‖Mx[g(a1 − 1)− g(0)]‖s0‖Mx[g(a1 − 1)− g(0)]‖s
(8.23)
≤s ε
4(1 + ‖Iδ‖s).
Now we prove a bound for the difference Mx[g(a1 − 1)− g(0)]−Mϕ,x[g(a1 − 1)− g(0)].
By Taylor expansion
g(a1−1)−g(0) = g
′(0)(a1−1)+
g′′(0)
2
(a1−1)
2+
g′′′(0)
3!
(a1−1)
3+
(a1 − 1)
4
6
∫ 1
0
(1−s)3 g(4)(s(a1−1)) ds
and the last term of the right hand side can be estimated by ε4(1 + ‖Iδ‖s+σ).
The function a1 in (7.37) is a linear combination of ΦB(Tδ),ΦB(Tδ)
2 (and their derivatives in the x-
variable) and r1(Tδ), whose coefficients depend on c1, . . . , c7 and other real constants. Without loss of
generality, to simplify the notations, we can write a1 = 1 + ΦB(Tδ) + ΦB(Tδ)
2 + r1(Tδ) (recall (7.10),
(7.29) and (7.25)). Thus, we have
Mx[a1 − 1] =Mx[ΦB(Tδ)
2] +Mx[r1(Tδ)], Mx[(a1 − 1)
2] =Mx[ΦB(Tδ)
2] + 2Mx[ΦB(Tδ)
3] + Q2(Tδ),
Mx[(a1 − 1)
3] = 4Mx[ΦB(Tδ)
3] + Q3(Tδ),
where ‖Qi(Tδ)‖s ≤s ε4+ε2+b‖Iδ‖s+σ for i = 2, 3. By (7.25) and the fact that ΦB(Tδ) has size O(ε), r1(Tδ)
is a polynomial of degree three in the variables (ΦB(Tδ),ΦB(Tδ)x), up to a remainder that is bounded in
Hs norm by ε4(1 + ‖Iδ‖s+σ). Thus, we reduced to study the differences
Mx[ΦB(Tδ)
2]−Mϕ,x[ΦB(Tδ)
2], Mx[ΦB(Tδ)
3]−Mϕ,x[ΦB(Tδ)
3].
We have, up to constants,
ΦB(Tδ)
2 = ε2v2δ + εvδ q˜ + ε
3vδΨ2(vδ) + Q˜2(Tδ), ΦB(Tδ)
3 = ε3v3δ + Q˜3(Tδ),
where ‖Q˜i(Tδ)‖s ≤s ε4 + ε2+b‖Iδ‖s+σ for i = 2, 3. By the definition of q˜ and the fact that vδ and z0 are
orthogonal in L2(T), we have
εMx[vδ q˜] = ε
2+bMx[Ψ
′
2(vδ)vδz0] + εMx[vδ Ψ3(Tδ)], (8.70)
thus ‖Mx[εvδ q˜]−Mϕ,x[εvδ q˜]‖s ≤s ε4+ε2+b‖Iδ‖s+σ. It remains to estimate the differences of the averages
of polynomial of degree two and three in the variables vδ and its derivatives. These functions are of order
ε2 and ε3, respectively, and supported on not many harmonics, because vδ is not.
By (7.10) we get
Mx[v
2
δ ]−Mϕ,x[v
2
δ ] = ε
2(b−1)
∑
j∈S
|j|((yδ)j −Mϕ[(yδ)j ]).
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We gain an extra smallness factor ε2(b−1) by the fact that Mx[v
2] is independent of ϕ (see Remark 8.1).
Thus, we obtain ε2‖Mx[v2δ ]−Mϕ,x[v
2
δ ]‖s ≤s ε
2b‖Iδ‖s.
For the cubic terms in vδ we use the following equality
Mx[v
3
δ ]−Mϕ,x[v
3
δ ] = (Mx[v
3]−Mϕ,x[v
3]) +Mx[v
3
δ − v
3]−Mϕ,x[v
3
δ − v
3], (8.71)
where ‖Mx[v3δ − v
3]−Mϕ,x[v3δ − v
3]‖s ≤s ε3‖Iδ‖s.
We now analyze the first difference in the right hand side of (8.71). We cannot roughly bound it by ε3
(see Remark 8.8). But we have
D−1ω
(
Mx[v
3]−Mϕ,x[v
3]
)
=
∑
j1,j2,j3∈S,
j1+j2+j3=0
l(j1)+l(j2)+l(j3) 6=0
√
ξj1ξj2ξj3
iω · (l(j1) + l(j2) + l(j3))
ei(l(j1)+l(j2)+l(j3))·ϕ. (8.72)
We recall that ω = ω +O(ε2), hence the denominator in (8.72) can be written as
ω · (l(j1)+l(j2)+l(j3)) = ω · (l(j1)+l(j2)+l(j3))+(ω−ω) · (l(j1)+l(j2)+l(j3)) = j
3
1+ j
3
2+ j
3
3+O(ε
2)
and it is greater or equal than 1, indeed, if j1 + j2 + j3 = 0, then |j31 + j
3
2 + j
3
3 | = 3|j1 j2 j3| ≥ 3. Thus,
actually,
‖D−1ω
(
Mx[v
3]−Mϕ,x[v
3]
)
‖s ≤ ε
3.
Finally, we get
‖b3 −m3‖s ≤s ε
3 + ε2b‖Iδ‖s+σ and ‖D
−1
ω (b3 −m3)‖s ≤s ε
4γ−1 + ‖Iδ‖s+σ, (8.73)
so ‖α‖s ≤s ε4γ−1 + ‖Iδ‖s+σ.
Now we look to the partial derivative
∂i
(
b3 −m3
m3
)
[ˆı] =
1
m23
[m3∂i(b3 −m3)[ˆı]− (b3 −m3)∂im3 [ˆı]] . (8.74)
By (8.64) m3−1 and ∂im3 [ˆı] are of order ε
2, hence the estimate for ∂iα[ˆı] comes from D
−1
ω (∂i(b3−m3)[ˆı]).
By (8.69) we have
∂i(b3 −m3)[ˆı] = Υ
′(0){Mx[∂i(g(a1 − 1)− g(0))[ˆı]]−Mϕ,x[∂i(g(a1 − 1)− g(0))[ˆı]]}
+ ∂i{Υ≥2[Mx[g(a1 − 1)− g(0)]]−Mϕ[Υ≥2[Mx[g(a1 − 1)− g(0)]]]}[ˆı]
As before, the bigger terms are the partial derivatives of Mx[g(a1 − 1) − g(0)] −Mϕ,x[g(a1 − 1) − g(0)].
We have
∂i(g(a1 − 1)− g(0))[ˆı] = g
′(0)∂ia1 [ˆı] + g
′′(0)(a1 − 1) ∂ia1 [ˆı] +
g′′′(0)
2
(a1 − 1)
2 ∂ia1 [ˆı] + T(iδ, ıˆ)
where ‖T(iδ, ıˆ)‖s ≤s ε4(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ) and
∂ia1 [ˆı] = ∂iΦB(Tδ)[ˆı] + 2ΦB(Tδ)∂iΦB(Tδ)[ˆı] + ∂iq˜[ˆı].
We note that Mx[∂iΦB(Tδ)[ˆı]] =Mx[∂iq˜[ˆı]] = 0. Thus, we focus on the terms
ΦB(Tδ)∂iΦB(Tδ), ΦB(Tδ)
2∂iΦB(Tδ), ΦB(Tδ) ∂iq˜[ˆı].
Further terms have Sobolev norm bounded by ε2+b(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ). We have
ΦB(Tδ)∂iΦB(Tδ) = ε
2vδ ∂ivδ [ˆı] + ε
3(Ψ2(vδ) + Ψ
′
2(vδ)vδ)∂ivδ [ˆı] + ε∂i(q˜ vδ)[ˆı] + T˜(iδ, ıˆ),
ΦB(Tδ)
2∂iΦB(Tδ)[ˆı] = ε
3v2δ ∂ivδ [ˆı] + T˜(iδ, ıˆ),
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where ‖T(iδ, ıˆ)‖s ≤s ε2+b(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ). We start from the average of the partial derivative
of vδ q˜. By (8.70) we get ε‖∂iMx[vδ q˜][ˆı]‖s ≤s ε2+b(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ). Then, we reduce to study
Mx[vδ∂ivδ [ˆı]]−Mϕ,x[vδ∂ivδ [ˆı]], Mx[v
2
δ∂ivδ [ˆı]]−Mϕ,x[v
2
δ∂ivδ [ˆı]].
If we call G(i0(ϕ)) := yδ − y0, then we have
∂ivδ [ˆı] =
∑
j∈S
√
|j|
√
ξj + ε2(b−1)(yδ)je
i(θ0)j
(
iΘˆj + ε
2(b−1) yˆj + (∂iG(i0(ϕ))[ˆı])j
2 |j| (ξj + ε2(b−1)(yδ)j)
)
eijx
and
Mx[vδ∂ivδ [ˆı]]−Mϕ,x[vδ∂ivδ [ˆı]] = ε
2(b−1)
∑
j∈S
iΘˆj((yδ)j −Mϕ[(yδ)j ])
+
ε2(b−1)
2
∑
j∈S
{(∂iG(i0(ϕ))[ˆı])j −Mϕ[(∂iG(i0(ϕ))[ˆı])j ]}.
Therefore, ε2‖Mx[vδ∂ivδ [ˆı]] − Mϕ,x[vδ∂ivδ [ˆı]]‖s ≤s ε2b(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ). Moreover, we have
‖ε3Mx[v2δ∂ivδ [ˆı]]‖s ≤s ε
3(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ). Hence, we get
‖∂i(b3 −m3)[ˆı]‖s ≤s ε
2b(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ)
and ‖∂iα[ˆı]‖ ≤s ‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ.By Lemma 2.7 we deduce the inequality (8.65).
Estimate (8.66): Note that ρ− 1 = B−1 ((b3 −m3)/m3). Thus, by Lemma 2.4, (8.65), (8.73) we get
‖B−1 ((b3 −m3)/m3)‖
Lip(γ)
s ≤s ‖b3 −m3‖
Lip(γ)
s+1 + ‖α‖
Lip(γ)
s+s0 ‖b3 −m3‖
Lip(γ)
2
≤s ε
3 + ε2b‖Iδ‖
Lip(γ)
s+s0+σ.
Estimate (8.67): Note that ‖ρ−1− 1‖s ≤s ‖ρ− 1‖s. By Lemma 2.4 and (2.10), (8.24), we get, for k = 0, 1,
‖(B−1 − I) bk‖
Lip(γ)
s ≤s ε
7 γ−2 + ε‖Iδ‖
Lip(γ)
s+σ , ‖(ρ
−1 − 1)bk‖
Lip(γ)
s ≤s ε
4 + ε1+2b‖Iδ‖
Lip(γ)
s+σ .
8.4 Translation of the space variable
The goal of this section is to remove the space average from the coefficient in front of ∂y. This is a
preliminary step for the descent method that we apply at Section 8.7.
Consider the change of variable
(T w)(ϑ, y) = w(ϑ, y + p(ϑ)), (T −1h)(ϑ, z) = h(ϑ, z − p(ϑ)). (8.75)
The differential operators in L2 (see (8.58)) transform into
T −1ω · ∂ϑT = ω · ∂ϑ + {ω · ∂ϑp(ϑ)}∂z, T
−1∂yT = ∂z.
Since T , T −1 commute with Π⊥S , we get
L3 := T
−1L2T = Π
⊥
S (ω · ∂ϑ +m3 ∂zzz +DS ∂z + d0)Π
⊥
S +R3, (8.76)
d1 := (T
−1c1) + ω · ∂ϑp, d0 := T
−1c0, R3 := T
−1
R2T (8.77)
and we choose
m1 :=
1
(2π)ν+1
∫
Tν+1
c1 dϑ dy, p := (ω · ∂ϑ)
−1
(
m1 −
1
2π
∫
T
c1 dy
)
(8.78)
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so that
1
2π
∫
T
d1(ϑ, z) dz = m1 ∀ϑ ∈ T
ν . (8.79)
We define
d˜k := dk − ε αk,1 − ε
2(αk,2 − αk,1 (β1)x), k = 0, 1 (8.80)
and we split R3 = −ε2∂xR2 + R˜∗, where R2 is obtained replacing vδ with v in R2 and
R˜∗ := T
−1R∗T + ε
2Π⊥S ∂x(R2 − T
−1R2T ) + ε
2Π⊥S ∂x(R2 −R2), (8.81)
where R∗ has been defined in (7.34) and modified along this section by adding terms o(ε2). We used that
T −1 commutes with ∂x and Π⊥S .
We define
c(ξ) :=Mϕ,x[α1,2 + α1,1 (β1)x]. (8.82)
This quantity is a correction at order ε2 to the eigenvalues of the linear operator Lω, see (7.33). In
particular, we have
m1 = ε
2c(ξ) + rm1 , with |rm1 |
Lip(γ) ≤ ε3−2a.
Lemma 8.10. There is σ := σ(τ, ν) (possibly larger than in Lemma 8.9) such that
|m1 − ε
2c(ξ)|Lip(γ) ≤ ε7 γ−2, |∂i(m1 − ε
2c(ξ))[ˆı]| ≤ ε7 γ−2‖ıˆ‖s0+σ, (8.83)
‖p‖Lip(γ)s ≤s ε
4γ−1 + ‖Iδ‖
Lip(γ)
s+σ , ‖∂ip[ˆı]‖s ≤s ‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ, (8.84)
‖d˜k‖
Lip(γ)
s ≤s ε
3−2a + ε‖Iδ‖
Lip(γ)
s+σ , ‖∂id˜k [ˆı]‖s ≤s ε(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ) (8.85)
for k = 0, 1. Moreover the matrix s-decay norm (see (2.6))
|R˜∗|
Lip(γ)
s ≤s ε
3 + ε2‖Iδ‖
Lip(γ)
s+σ , |∂iR˜∗ [ˆı]|s ≤s ε
2‖ıˆ‖s+σ + ε
2b−1‖Iδ‖s+σ‖ıˆ‖s0+σ. (8.86)
The transformations T , T −1 satisfy (8.25), (8.26).
Proof. Estimate (8.84): By (8.59) and (8.78) we have
m1 −Mx[c1] = (Mϕ,x[b1]−Mx[b1]) + (Mϕ,x[(ρ
−1 − 1)b1]−Mx[(ρ
−1 − 1)b1])
+ (Mϕ,x[(B
−1 − I)b1]−Mx[(B
−1 − I)b1])
+ (Mϕ,x[(ρ
−1 − 1)(B−1 − I)b1]−Mx[(ρ
−1 − 1)(B−1 − I)b1]).
(8.87)
By (8.65), (8.66) and Lemma 2.10, we get ‖(ρ−1 − 1)(B−1 − I)b1‖s ≤s ε9γ−2 + ε6γ−1‖Iδ‖s+σ. Thus, by
(5.23)
‖D−1ω {Mϕ,x[(ρ
−1 − 1)(B−1 − I)b1]−Mx[(ρ
−1 − 1)(B−1 − I)b1]}‖s ≤s ε
9γ−3 + ε6γ−2‖Iδ‖s+σ. (8.88)
We note that ρ−1 − 1 is independent of x, hence Mx[(ρ−1 − 1)b1] = (ρ−1 − 1)Mx[b1] and we can estimate
the difference between the averages of (ρ−1 − 1)b1 with
‖(ρ−1 − 1)Mx[b1]‖s ≤s ε
5 + ε2(b+1)‖Iδ‖s+σ (8.89)
and use again (5.23) for ‖D−1ω (Mϕ,x[(ρ
−1 − 1)b1]−Mx[(ρ−1 − 1)b1])‖s ≤s ε5γ−1 + ε‖Iδ‖s+σ.
By Taylor expansion and the fact that α˜ = −α+ (B − I)α (see (8.53)), we have
b1(ϑ+ ωα˜(ϑ), x) = b1(ϑ, x) − ω · ∂ϑb1(ϑ, x)α(ϑ) + Rα˜(ϑ, x)
where ‖Rα˜‖s ≤s ε8γ−2 + ε4γ−1‖Iδ‖s+σ. Moreover, by a change of variable∫
Tν+1
(B−1 − I)b1 dϑ dx =
∫
Tν+1
ω · ∂ϕα(ϕ) b1(ϕ, x) dϕdx. (8.90)
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From these facts and an integration by parts, we obtain
Mx[(B
−1 − I)b1]−Mϕ,x[(B
−1 − I)b1] = DωαMx[b1]−Mϕ,x[(Dωα) b1] +Mx[Rα˜]−Mϕ,x[Rα˜]
and, by the estimate above for Rα˜ and the bound given by (8.73) for Dωα, we have
‖Mx[(B
−1 − I)b1]−Mϕ,x[(B
−1 − I)b1]‖s ≤s ε
5 + ε2(b+1)‖Iδ‖s+σ. (8.91)
As before, we can use (5.23). We remark that∫
T
b1(ϕ, y) dy =
∫
T
(ATα1)(ϕ, y) dy =
∫
T
α1(ϕ, y + β˜(ϕ, y)) dy =
∫
T
α1(ϕ, x)(1 + βx(ϕ, x)) dx,
hence, it remains to estimate
Mϕ,x[b1]−Mx[b1] = (Mϕ,x[α1]−Mx[α1]) + (Mϕ,x[α1βx]−Mx[α1βx]). (8.92)
The functions α1 and α1βx are linear combinations of powers of ΦB(Tδ) (and its derivatives in the x-
variable), r1(Tδ), r0(Tδ), whose coefficients depend on c1, . . . , c7 and other real constants. Hence, using
the same reasoning adopted in the proof of the estimates (8.65), we get
‖D−1ω {Mϕ,x[α1]−Mx[α1]}‖s ≤s ε
4γ−1 + ‖Iδ‖s+σ (8.93)
and the same estimate holds for D−1ω {Mϕ,x[βxα1]−Mx[βxα1]}. By following analogous arguments used
in the proof of the estimate (8.65) we conclude.
Estimate (8.83): By (8.59) and (8.78)
m1 =
∫
Tν+1
b1 dx dϕ+
∫
Tν+1
c˜1 dx dϕ.
Moreover, ∫
Tν+1
b1 dx dϕ =
∫
Tν+1
(ε2α1,2 + Ra1) dx dϕ +
∫
Tν+1
(AT − I)α1 dx dϕ.
Thus, the bound (8.83) comes from taking the maximum between∣∣∣∣
∫
Tν+1
b1 dϕdy − ε
2
∫
Tν+1
(α1,2 + α1,1 (β1)x) dϕdx
∣∣∣∣ ≤ ‖Ra1‖s0 + ‖(AT − I)(α1 − εα1,1)‖s0 ≤ ε3
and ‖c˜1‖s0 ≤ ε
7γ−2 = ε3−2a.
Estimate (8.85): We observe that, by (8.38),
d˜0 := ε
2(AT − I)α0,2 +A
T
R0 +Rβ˜ + (T
−1 − I)b0 + T
−1c˜0.
By Lemma 2.6, 2.4 we have the following bounds
‖ε2(AT − I)α0,2‖s ≤s ε
3(1 + ‖Iδ‖s+σ), ‖A
T
R0‖
Lip(γ)
s ≤s ε
3 + ε‖Iδ‖
Lip(γ)
s+σ ,
‖Rβ˜‖
Lip(γ)
s ≤s ε
3 + ε1+b‖Iδ‖
Lip(γ)
s+σ , ‖T
−1c˜0‖
Lip(γ)
s ≤s ε
7γ−2 + ε‖Iδ‖
Lip(γ)
s+σ ,
‖(T −1 − I)b0‖s ≤s ε
7γ−2 + ε‖I‖s+σ.
From these estimates we get (8.85) for k = 0. The estimate for k = 1 can be obtained in the same way,
considering that ω · ∂ϑp = O(ε6γ−1) in low norm by (8.84).
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8.5 Linear Birkhoff Normal Form (Step one)
Let us collect all the terms of order ε and ε2 of L3 (see (8.76)) in the operators
B1[h] := α1,1 ∂xh+ α0,1 h = ∂x{(2c2vxx − 6c3v)h},
B2[h] := {α1,2 − (α1,1)x β1} ∂xh+ {α0,2 − (α0,1)x β1} h− ∂xR2[h].
(8.94)
Note that B1 and B2 are not the linear Hamiltonian vector fields of H
⊥
S generated, respectively, by the
Hamiltonians R(v2z) and R(v2z2) in (3.1) at v = v, as expected. Indeed, as we said in Remark 8.6, some
Hamiltonians of type R(v2z) have been eliminated by the diffeomorphism of the torus Φ defined in Section
8.1, and also the Hamiltonians R(v2z2) have been modified by that.
Renaming ϑ = ϕ, z = x we have
L3 = Π
⊥
S (ω · ∂ϕ +m3∂xxx + εB1 + ε
2
B2 + d˜1∂x + d˜0)Π
⊥
S + R˜∗ (8.95)
where d˜1, d˜0, R˜∗ are defined in (8.80) and (8.81).
The aim of this section is to eliminate B1 from (8.95). In the next section we shall normalize the term
B2.
We conjugate L3 with a symplectic operator Φ1 : H
s
S⊥
(Tν+1)→ Hs
S⊥
(Tν+1) of the form
Φ1 := exp(εA1) = IH⊥S + εA1 + ε
2A
2
1
2
+ ε3Aˆ1, Aˆ1 :=
∑
k≥3
εk−3
k!
Ak1 , (8.96)
where A1(ϕ)h =
∑
j,j′∈Sc(A1)
j′
j (ϕ)hj′ e
ijx is a Hamiltonian vector field. The map Φ1 is symplectic,
because it is the time−1 flow of a Hamiltonian vector field. Therefore
L3Φ1 − Φ1Π
⊥
S (Dω +m3∂xxx)Π
⊥
S =
= Π⊥S (ε{DωA1 +m3[∂xxx, A1] +B1}+ ε
2{B1A1 +B2 +
1
2
m3[∂xxx, A
2
1] +
1
2
(DωA
2
1)}+ d˜1∂x +R3)Π
⊥
S
(8.97)
where
R3 := d˜1∂x(Φ1− I)+ d˜0Φ1+ R˜∗Φ1+ε
2
B2(Φ1− I)+ε
3{DωAˆ1+m3[∂xxx, Aˆ1]+
1
2
B1A
2
1+εB1Aˆ1}. (8.98)
Remark 8.11. R3 has no longer the form (7.5). However R3 = O(∂
0
x) because A1 = O(∂
−1
x ) and therefore
Φ1 − IH⊥S = O(∂
−1
x ). Moreover the matrix decay norm of R3 is o(ε
2).
In order to eliminate the order ε from (8.97), we choose
(A1)
j′
j (l) =

−
(B1)
j′
j (l)
i(ω · l +m3(j′3 − j3))
if ω · l + j′3 − j3 6= 0, j, j′ ∈ Sc, l ∈ Zν
0 otherwise
(8.99)
This definition is well posed. Indeed, by (8.1) and (8.94)
(B1)
j′
j (l) :=
{
−2ij c2 (j − j′)2
√
|j − j′|ξj−j′ − 6ij c3
√
|j − j′|ξj−j′ if j − j′ ∈ S, l = l(j − j′)
0 otherwise.
(8.100)
In particular (B1)
j′
j (l) = 0 unless |l| ≤ 1. Thus, for (l, j, j
′) such that ω · l+ j′3− j3 6= 0, the denominators
in (8.99) satisfy
|ω · l +m3(j
′3 − j3)| = |m3(ω · l+ j
′3 − j3) + (ω −m3ω) · l| ≥
≥ |m3| |ω · l + j
′3 − j3| − |ω −m3ω| |l| ≥ 1/2, ∀|l| ≤ 1
(8.101)
for ε small enough, since m3 − 1 and ω − ω are O(ε2). A1 defined in (8.99) is a Hamiltonian vector field
as B1.
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Lemma 8.12. (Lemma 8.16 in [3]) If j, j′ ∈ Sc, j − j′ ∈ S, l = l(j − j′), then
ω · l + j′3 − j3 = 3 j j′ (j′ − j) 6= 0.
Corollary 8.13. (Corollary 8.17 in [3]) Let j, j′ ∈ Sc. If ω · l + j′3 − j3 = 0 then (B1)
j′
j = 0.
By (8.99) and the previous corollary, the term of order ε in (8.97) is
Π⊥S (DωA1 +m3[∂xxx, A1] +B1)Π
⊥
S = 0. (8.102)
We now prove that A1 is a bounded transformation.
Lemma 8.14. (Lemma 8.18 in [3])
(i) For all l ∈ Zν , j, j′ ∈ Sc,
|(A1)
j′
j (l)| ≤ C(|j|+ |j
′|)−1, |(A1)
j′
j (l)|
lip ≤ ε−2(|j|+ |j′|)−1. (8.103)
(ii) (A1)
j′
j (l) = 0 for all l ∈ Z
ν , j, j′ ∈ Sc such that |j − j′| > CS, where CS := max{|j| : j ∈ S}.
The previous lemma means that A = O(∂−1x ). More precisely, we deduce that
Lemma 8.15. (Lemma 8.19 in [3]) |A1∂x|
Lip(γ)
s + |∂xA1|
Lip(γ)
s ≤ C(s).
It follows that the symplectic map Φ1 in (8.96) is invertible for ε small, with inverse
Φ−11 = exp(−εA1) = IH⊥S + εAˇ1, Aˇ1 :=
∑
n≥1
εn−1
n!
(−A1)
n, |Aˇ1∂x|
Lip(γ)
s + |∂xAˇ1|
Lip(γ)
s ≤ C(s). (8.104)
Since A1 solves the homological equation (8.102), the ε-term in (8.95) is zero, and, with a straightforward
calculation, the ε2-term simplifies to B2 +
1
2 [B1, A1]. We obtain the Hamiltonian operator
L4 := Φ
−1
1 L3Φ1 = Π
⊥
S (Dω +m3∂xxx + d˜1∂x + ε
2{B2 +
1
2
[B1, A1]}+ R˜4)Π
⊥
S , (8.105)
R˜4 := (Φ
−1
1 − I)Π
⊥
S [ε
2(B2 +
1
2
[B1, A1]) + d˜1∂x] + Φ
−1
1 Π
⊥
SR3. (8.106)
We split A1 defined in (8.99), (8.100) into A1 = A1 + A˜1 where, for all j, j
′ ∈ Sc, l ∈ Zν ,
(A1)
j′
j (l) := −
2j c2 (j − j′)2
√
|j − j′|ξj−j′ + 6j c3
√
|j − j′|ξj−j′
ω · l + j′3 − j3
(8.107)
if ω · l + j′3 − j3 6= 0, j − j′ ∈ S, l = l(j − j′), and (A1)
j′
j (l) := 0 otherwise.
By Lemma 8.12, for all j, j′ ∈ Sc, l ∈ Zν ,
(A1)
j′
j (l) =


−
2
3
c2
(
j − j′
j′
)√
|j − j′|ξj−j′ − 2 c3
1
j′(j′ − j)
√
|j − j′|ξj−j′ if j − j′ ∈ S,
0 otherwise,
(8.108)
namely
A1h = −
2
3
c2Π
⊥
S [vx (∂
−1
x h)] + 2 c3Π
⊥
S [(∂
−1
x v)(∂
−1
x h)], ∀h ∈ H
s
S⊥(T
ν+1). (8.109)
The difference is
(A˜1)
j′
j (l) := −
(2c2 j (j − j
′)2 + 6 c3 j)
√
|j − j′|ξj−j′{(ω − ω) · l + (m3 − 1)(j
′3 − j3)}
(ω · l+m3(j′3 − j3))(ω · l + j′3 − j3)
(8.110)
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for j, j′ ∈ Sc, j − j′ ∈ S, l = l(j − j′), and (A˜1)
j′
j (l) = 0 otherwise. Then, by (8.105),
L4 = Π
⊥
S (Dω +m3∂xxx + d˜1 ∂x + ε
2T +R4)Π
⊥
S , (8.111)
where
T := B2 +
1
2
[B1, A1], R4 :=
ε2
2
[B1, A˜1] + R˜4. (8.112)
The operator T is Hamiltonian as B1,B2, A1, because the commutator of two Hamiltonian vector fields
is Hamiltonian.
Lemma 8.16. There is σ = σ(ν, τ) > 0 (possibly larger than in Lemma 8.10) such that
|R4|
Lip(γ)
s ≤s ε
7γ−2 + ε‖Iδ‖
Lip(γ)
s+σ , |∂iR4 [ˆı]|s ≤s ε(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ). (8.113)
Proof. The proof follows the one of Lemma 8.20 in [3]. The only difference is the estimate on the coefficient
d˜0 (see (8.85)), that gives the term of size ε
7γ−2 in (8.113), instead of ε5γ−1 in the inequality (8.95) in
[3].
8.6 Linear Birkhoff Normal form (Step two)
The goal of this section is to normalize the term ε2T from the operator L4 defined in (8.105). We cannot
eliminate the terms O(ε2) at all, because some harmonics of ε2T , which correspond to null divisors, are
not naught.
We conjugate the Hamiltonian operator L4 via a symplectic map
Φ2 := exp(ε
2A2) = IH⊥S + ε
2A2 + ε
4Aˆ2, Aˆ2 :=
∑
k≥2
ε2(k−2)
k!
Ak2 (8.114)
where A2(ϕ) =
∑
j,j′∈Sc(A2)
j′
j (ϕ)hj′e
ijx is a Hamiltonian vector field. We compute
L4Φ2 − Φ2Π
⊥
S (Dω +m3∂xxx)Π
⊥
S = Π
⊥
S (ε
2{DωA2 +m3[∂xxx, A2] + T }+ d˜1∂x + R˜5)Π
⊥
S , (8.115)
R˜5 := Π
⊥
S {ε
4(DωAˆ2 +m3[∂xxx, Aˆ2]) + (d˜1∂x + ε
2T )(Φ2 − I) +R4Φ2}Π
⊥
S . (8.116)
We define
(A2)
j′
j (l) :=

−
T j
′
j (l)
i(ω · l+m3(j′3 − j3))
if ω · l + j′3 − j3 6= 0,
0 otherwise.
(8.117)
The definition is well posed. Indeed the matrix entries T j
′
j (l) = 0 for all |j − j
′| > 2CS , l ∈ Zν , where
CS := max{|j| : j ∈ S}. Also T
j′
j (l) = 0 for all j, j
′ ∈ Sc, |l| > 2. Thus, arguing as in (8.101), if
ω · l+ j′3− j3 6= 0, then |ω · l+m3(j′3− j3)| ≥ 1/2. The operator A2 is a Hamiltonian vector field because
T is Hamiltonian.
Resonant terms
Now we compute the terms of ε2T that cannot be removed by the Birkhoff map Φ2.
By (8.109), (8.112) we get, for h ∈ Hs
S⊥
,
B1 A1[h] = −
4
3
c22 ∂xΠ
⊥
S [vxxΠ
⊥
S [vx (∂
−1
x h)]] + 4c2c3∂xΠ
⊥
S [vxxΠ
⊥
S [(∂
−1
x v)(∂
−1
x h)]]
+ 4c2c3∂xΠ
⊥
S [vΠ
⊥
S [vx (∂
−1
x h)]]− 12c
2
3∂xΠ
⊥
S [vΠ
⊥
S [(∂
−1
x v)(∂
−1
x h)]]
A1B1[h] = −
4
3
c22Π
⊥
S [vxΠ
⊥
S [vxxh]] + 4c2c3Π
⊥
S [vxΠ
⊥
S [v h]]
+ 4c2c3Π
⊥
S [(∂
−1
x v)Π
⊥
S [vxx h]]− 12c
2
3Π
⊥
S [(∂
−1
x v)Π
⊥
S [v h]]
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whence, for all j, j′ ∈ Sc, l ∈ Zν ,
([B1, A1])
j′
j (l) =
4
3
c22 i
∑
j1,j2∈S,j1+j2=j−j
′,
j′+j2∈S
c,l(j1)+l(j2)=l
(
j j21 j2 − j1 j
2
2 j
′
j′
) √
|j1 j2|ξj1ξj2
+ 4c2c3 i
∑
j1,j2∈S,j1+j2=j−j
′,
j′+j2∈S
c,l(j1)+l(j2)=l
(
−j j31 + j j1 j
2
2 − j
2
1 j2 j
′ − j32 j
′
j′j1j2
) √
|j1 j2|ξj1ξj2
+ 12 c23 i
∑
j1,j2∈S,j1+j2=j−j
′,
j′+j2∈S
c,l(j1)+l(j2)=l
(
jj1 − j′j2
j′j1j2
) √
|j1 j2|ξj1ξj2 .
(8.118)
If ([B1, A1])
j′
j (l) 6= 0 there are j1, j2 ∈ S such that j1 + j2 = j − j
′, j′ + j2 ∈ Sc, l(j1) + l(j2) = l. Then
ω · l + j′3 − j3 = ω · l(j1) + ω · l(j2) + j
′3 − j3 = j31 + j
3
2 + j
′3 − j3. (8.119)
Thus, if ω · l+ j′3− j3 = 0, Lemma (3.3) implies that (j1+ j2)(j1+ j′)(j2+ j′) = 0. Now j1+ j′, j2+ j′ 6= 0
because j1, j2 ∈ S, j
′ ∈ Sc and S is symmetric. Hence j1 + j2 = 0, which implies j = j
′ and l = 0. In
conclusion, if ω · l+ j′3 − j3 = 0, the only nonzero matrix entry ([B1, A1])
j′
j (l) is
1
2
([B1, A1])
j
j(0) =
4
3
c22 i
∑
j2∈S,j2+j∈Sc
j32 |j2|ξj2 + 8c2c3 i
∑
j2∈S,j2+j∈Sc
j2 |j2|ξj2
+ 12 c23i
∑
j2∈S,j2+j∈Sc
j−12 |j2| ξj2 .
(8.120)
Now consider B2 defined in (8.94). We split B2 = B1 +B2 +B3 +B4 +B5, where
B1[h] := α1,2 hx, B2[h] := α0,2 h, B3[h] := −(α1,1)x β1 hx,
B4[h] := −(α0,1)x β1, B5[h] := −∂xR2[h].
(8.121)
We denote by (α)j,l the (j, l)-th Fourier coefficient of α(ϕ, x) as function of time and space. The Fourier
representation of Bi, i = 1, . . . , 4 in (8.121) is
(B1)
j′
j (l) = i j
′ (α1,2)j−j′,l(j−j′), (B2)
j′
j (l) = (α0,2)j−j′,l(j−j′)
(B3)
j′
j (l) = 4c1c2i j
′(vxxxv)j−j′,l(j−j′) +
4
3
c22ij
′(vxxx(∂
−1
x v))j−j′ ,l(j−j′)
− 12c1c3i j
′ (v vx)j−j′,l(j−j′) − 4c2c3i j
′(vx(∂
−1
x v))j−j′,l(j−j′),
(B4)
j′
j (l) = 4c1c2(vxxxxv)j−j′,l(j−j′) +
4
3
c22(vxxxx(∂
−1
x v))j−j′ ,l(j−j′)
− 12c1c3(vvxx)j−j′,l(j−j′) − 4c2c3(vxx(∂
−1
x v))j−j′ ,l(j−j′)
If (Bk)
j′
j (l) 6= 0, k = 1, . . . , 4 there are j1, j2 ∈ S such that j1 + j2 = j − j
′, l = l(j1) + l(j2) and (8.119)
holds. Thus, if ω · l + j′3 − j3 = 0, Lemma (3.3) implies that (j1 + j2)(j1 + j′)(j2 + j′) = 0, and, since
j′ ∈ Sc and S is symmetric, the only possibility is j1 + j2 = 0. Hence j = j
′, l = 0. In conclusion, if
ω · l+ j′3 − j3 = 0, the only nonzero matrix element (Bi)
j′
j (l), i = 1, . . . , 4, by (8.7), is
(B1)
j
j(0) = ij
∑
k∈S
(−2c6k
2 − 12c7 +
4
3
c22k
2 + 4c2c3) |k|ξk, (B2)
j
j(0) =
∑
k∈S
(−4c1c2 k
4 − 12c1c3 k
2) |k|ξk,
(B3)
j
j(0) = ij
∑
k∈S
(
4
3
c22 k
2 + 4c2c3)|k|ξk, (B4)
j
j(0) =
∑
k∈S
(4c1c2 k
4 + 12c1c3 k
2) |k|ξk
(8.122)
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We note that c(ξ) defined in (8.82) is equal to −i
∑4
i=1 j
−1 (Bi)
j
j(0) (observe that the term j
−1 (Bi)
j
j(0)
is independent of j) and we write
c(ξ) =
∑
k∈S+
(−4c6 k
3 − 24c7k +
16
3
c22 k
3 + 16c2c3k) ξk
= (
16
3
c22 − 4c6)v3 · ξ + (16c2c3 − 24c7)v1 · ξ,
(8.123)
where v3 · ξ =
∑
j∈S+ j
3 ξj and v1 · ξ =
∑
j∈S+ j ξj .
As before, the only possibility to get a zero at the denominator of (8.117) is j1 + j2 = 0. Therefore
(B5)
j
j(0) =
4
3
c22i
∑
j2∈S,j2+j∈S
j32 |j2|ξj2 + 8c2c3i
∑
j2∈S,j2+j∈S
j2 |j2|ξj2
+ 12c23i
∑
j2∈S,j2+j∈S
j−12 |j2|ξj2 .
(8.124)
We note that for every odd function f : S → Z, by the simmetry of S, we have
∑
j2∈S
f(j2) ξj2 = 0. Thus,
by (8.120) and (8.124), we get
(B5)
j
j(0) +
1
2
([B1, A1])
j
j(0) =
4
3
c22i
∑
j2∈S
j32 |j2|ξj2 + 8c2c3i
∑
j2∈S
j2 |j2|ξj2 + 12c
2
3i
∑
j2∈S
j−12 |j2|ξj2 = 0.
Finally, we have
L5 := Φ
−1
2 L4Φ2 = Π
⊥
S (Dω +m3∂xxx + (d˜1 + ε
2c(ξ)) ∂x +R5)Π
⊥
S , (8.125)
R5 := (Φ
−1
2 − I)Π
⊥
S (d˜1 + ε
2c(ξ))∂x +Φ
−1
2 Π
⊥
S R˜5. (8.126)
Lemma 8.17. R5 satisfies the same estimates (8.113) as R4 (with a possibly larger σ).
8.7 Descent method
The goal of this section is to transform L5 in (8.128) in order to make constant the coefficient in front of
∂x. We conjugate L5 via a symplectic map of the form
S := exp(Π⊥S (w∂
−1
x ))Π
⊥
S = Π
⊥
S (I + w∂
−1
x )Π
⊥
S + Sˆ, Sˆ :=
∑
k≥2
1
k!
[Π⊥S (w∂
−1
x )]
kΠ⊥S , (8.127)
where w : Tν+1 → R is a function. Note that Π⊥S (w∂
−1
x )Π
⊥
S is the Hamiltonian vector field generated by
− 12
∫
T
w(∂−1x h)
2 dx, h ∈ H⊥S . We calculate
L5S − SΠ
⊥
S (Dω +m3∂xxx +m1∂x)Π
⊥
S = Π
⊥
S (3m3wx + d˜1 + ε
2c(ξ)−m1)∂xΠ
⊥
S + R˜6, (8.128)
R˜6 : = Π
⊥
S {(3m3wxx + (d˜1 + ε
2c(ξ))Π⊥Sw −m1w)π0 + (Dωw +m3wxxx + (d˜1 + ε
2c(ξ))Π⊥Swx)∂
−1
x
+DωSˆ +m3[∂xxx, Sˆ] + (d˜1 + ε
2c(ξ))∂xSˆ −m1Sˆ∂x +R5S}Π
⊥
S
where R˜6 collects all the bounded terms. By (8.80), (8.82), we solve
3m3wx + d˜1 + ε
2c(ξ) −m1 = 0
choosing w := −(3m3)−1∂−1x (d˜1 + ε
2c(ξ)−m1). For ε sufficiently small, the operator S is invertible and,
by (8.128),
L6 := S
−1L4S = Π
⊥
S (Dω +m3∂xxx +m1∂x)Π
⊥
S +R6, R6 := S
−1R˜6. (8.129)
Since S is symplectic, L6 is Hamiltonian.
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Lemma 8.18. There is σ := σ(ν, τ) > 0 (possibly larger than in Lemma 8.16) such that
|S±1 − I|Lip(γ)s ≤s ε
7γ−2 + ε‖Iδ‖
Lip(γ)
s+σ , |∂iS
±1 [ˆı]|s ≤s ε(‖ıˆ‖s+σ + ‖Iδ‖s+σ‖ıˆ‖s0+σ).
The remainder R6 satisfies the same estimates of R4 (with a possibly larger σ).
Proof. By (8.64), (8.83), (8.85), ‖w‖
Lip(γ)
s ≤s ε7γ−2 + ε‖Iδ‖
Lip(γ)
s+σ , and the lemma follows by the defi-
nition of S, see (8.127). Since Sˆ = O(∂−2x ) the commutator [∂xxx, Sˆ] = O(∂
0
x) and |[∂xxx, Sˆ]|
Lip(γ)
s ≤s
‖w‖
Lip(γ)
s0+3
‖w‖
Lip(γ)
s+3 .
8.8 KAM reducibility and inversion of Lω
The coefficients m3,m1 of the operator L6 in (8.129) are constants, and the remainder R6 is a bounded
operator of order ∂0x with small matrix decay norm. Then we can diagonalize L6 by applying the iterative
KAM reducibility Theorem 4.2 in [2] along the sequence of scales
Nn := N
χn
0 , n = 0, 1, 2, . . . , χ := 3/2, N0 > 0. (8.130)
In Section 9, the initial N0 will (slightly) increase to infinity as ε → 0, see (9.4). The required smallness
condition (see (4.14) in [2]) is
NC00 |R6|
Lip(γ)
s0+β
γ−1 ≤ 1, (8.131)
where β = 7τ + 6 (see (4.1) in [2]), τ is the diophantine exponent in (5.3) and (8.136), and the constant
C0 := C0(τ, ν) > 0 is fixed in Theorem 4.2 in [2]. By Lemma 8.18, the remainder R6 satisfies the bound
(8.113), and using (7.7) we get
|R6|
Lip(γ)
s0+β
≤ Cε7−2bγ−1 = Cε3−2a, |R6|
Lip(γ)
s0+β
γ−1 ≤ Cε1−3a. (8.132)
We use that µ in (7.7) is assumed to satisfy µ ≥ σ + β where σ := σ(τ, ν) is given in Lemma 8.18.
Theorem 8.19. (Reducibility) Assume that ω 7→ iδ(ω) is a Lipschitz function defined on some subset
Ω0 ⊆ Ωε (recall (5.2)), satisfying (7.7) with µ ≥ σ + β where σ := σ(τ, ν) is given in Lemma 8.18 and
β := 7τ + 6. Then there exists δ0 ∈ (0, 1) such that, if
NC00 ε
7−2bγ−2 = NC00 ε
1−3a ≤ δ0, γ := ε
2+a, a ∈ (0, 1/6), (8.133)
then
(i) (Eigenvalues). For all ω ∈ Ωε there exists a sequence
µ∞j (ω) := µ
∞
j (ω, iδ(ω)) := −im˜3(ω) j
3 + im˜1(ω)j + r
∞
j (ω), j ∈ S
c, (8.134)
where m˜3, m˜1 coincide with the coefficients of L6 of (8.129) for all ω ∈ Ω0. Furthermore, for all
j ∈ Sc
|m˜3 − 1|
Lip(γ) ≤ Cε2, |m˜1 − ε
2c(ξ)|Lip(γ) ≤ Cε3−2a, (8.135)
for some C > 0. All the eigenvalues µ∞j are purely imaginary. We define, for convenience, µ
∞
0 (ω) :=
0.
(ii) (Conjugacy). For all ω in the set
Ω2γ∞ := Ω
2γ
∞ (iδ) :=
{
ω ∈ Ω0 : |iω · l + µ
∞
j (ω)− µ
∞
k (ω)| ≥
2γ |j3 − k3|
〈l〉τ
, ∀l ∈ Zν , ∀j, k ∈ Sc ∪ {0}
}
(8.136)
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there is a real, bounded, invertible, linear operator Φ∞(ω) : H
s
S⊥
(Tν+1)→ Hs
S⊥
(Tν+1), with bounded
inverse Φ−1∞ (ω), that conjugates L6 in (8.129) to constant coefficients, namely
L∞(ω) := Φ
−1
∞ (ω) ◦ L5 ◦ Φ∞(ω) = ω · ∂ϕ +D∞(ω),
D∞(ω) := diagj∈Sc{µ
∞
j (ω)}.
(8.137)
The transformations Φ∞,Φ
−1
∞ are close to the identity in matrix decay norm, with
|Φ±1∞ − I|
Lip(γ)
s,Ω2γ∞
≤s ε
7γ−3 + εγ−1‖Iδ‖
Lip(γ)
s+σ . (8.138)
Moreover Φ∞,Φ
−1
∞ are symplectic, and L∞ is a Hamiltonian operator.
Remark 8.20. Theorem 4.2 in [2] also provides the Lipschitz dependence of the (approximate) eigenvalues
µnj with respect to the unknown i0(ϕ), which is used for the measure estimate in Lemma 9.3.
Observe that all the parameters ω ∈ Ω2γ∞ satisfy also the first Melnikov condition, namely
|iω · l + µ∞j (ω)| ≥ 2γ|j|
3〈l〉−τ , ∀l ∈ Zν , j ∈ Sc, (8.139)
because, by definition, µ∞0 = 0, and the diagonal operator L∞ is invertible.
In the following theorem we verify the inversion assumption (6.29) for Lω .
Theorem 8.21. Assume the hypotesis of Theorem 8.19 and (8.133). Then there exists σ1 := σ1(τ, ν) > 0
such that, for all ω ∈ Ω2γ∞(iδ) (see (8.136)), for any function g ∈ H
s+σ1
S⊥
(Tν+1) the equation Lωh = g has
a solution h = L−1ω g ∈ H
s
S⊥
(Tν+1), satisfying
‖L−1ω g‖
Lip(γ)
s ≤s γ
−1(‖g‖
Lip(γ)
s+σ1 + εγ
−1‖Iδ‖
Lip(γ)
s+σ1 ‖g‖
Lip(γ)
s0
)
≤s γ
−1(‖g‖
Lip(γ)
s+σ1 + εγ
−1{‖I0‖
Lip(γ)
s+σ1+σ + γ
−1‖I0‖
Lip(γ)
s0+σ ‖Z‖
Lip(γ)
s+σ1+σ}‖g‖
Lip(γ)
s0
).
(8.140)
9 The Nash-Moser nonlinear iteration
In this section we prove Theorem 5.2. It will be a consequence of the Nash-Moser theorem 9.1.
Consider the finite-dimensional subspaces
En := {I(ϕ) = (Θ, y, z)(ϕ) : Θ = ΠnΘ, y = Πny, z = Πnz}
where Nn := N
χn
0 are introduced in (8.130), and Πn are the projectors (which, with a small abuse of
notation, we denote with the same symbol)
ΠnΘ(ϕ) :=
∑
|l|<Nn
Θl e
il·ϕ, Πny(ϕ) :=
∑
|l|<Nn
yl e
il·ϕ, where Θ(ϕ) =
∑
l∈Zν
Θl e
il·ϕ, y(ϕ) =
∑
l∈Zν
yl e
il·ϕ,
Πnz(ϕ, x) :=
∑
|(l,j)|<Nn
zlj e
i(l·ϕ+jx), where z(ϕ, x) =
∑
l∈Zν ,j∈Sc
zlj e
i(l·ϕ+jx).
(9.1)
We define Π⊥n = I−Πn. The classical smoothing properties hold, namely, for all α, s ≥ 0,
‖ΠnI‖
Lip(γ)
s+α ≤ N
α
n ‖Iδ‖
Lip(γ)
s , ∀I(ω) ∈ H
s, ‖Π⊥n I‖
Lip(γ)
s ≤ N
−α
n ‖I‖
Lip(γ)
s+α , ∀I(ω) ∈ H
s+α. (9.2)
We define the following constants
µ1 := 3µ+ 9, α := 3µ1 + 1, α1 := (α− 3µ)/2,
k := 3(µ1 + ρ
−1) + 1, β1 := 6µ1 + 3ρ
−1 + 3, 0 < ρ <
1− 3a
C1(1 + a)
.
(9.3)
where µ := µ(τ, ν) > 0 is the “loss of regularity” given by the Theorem 6.37 and C1 is fixed below. We
note that the constants in (9.3) are the same of the ones defined in [3], but with a different (larger) µ.
51
Theorem 9.1. (Nash-Moser) Assume that f ∈ Cq with q > S := s0+β1+µ+3. Let τ ≥ ν+2. Then
there exist C1 > max{µ1 + α,C0} (where C0 := C0(τ, ν) is the one in Theorem 8.19), δ0 := δ0(τ, ν) > 0
such that, if
NC10 ε
b∗+1γ−2 < δ0, γ := ε
2+a = ε2b, N0 := (εγ
−1)ρ, b∗ = 6− 2b, (9.4)
then, for all n ≥ 0:
(P1)n there exists a function (In, ζn) : Gn ⊆ Ωε → En−1×Rν , ω 7→ (In(ω), ζn(ω)), (I0, ζ0) := 0, E−1 := {0},
satisfying |ζn|Lip(γ) ≤ C‖F(Un)‖
Lip(γ)
s0 ,
‖In‖
Lip(γ)
s0+µ ≤ C∗ε
b∗γ−1, ‖F(Un)‖
Lip(γ)
s0+µ+3
≤ C∗ε
b∗ , (9.5)
where Un := (in, ζn) with in(ϕ) = (ϕ, 0, 0) + In(ϕ). The sets Gn are defined inductively by:
G0 := {ω ∈ Ωε : |ω · l| ≥ 2γ〈l〉
−τ , ∀l ∈ Zν \ {0}},
Gn+1 :=
{
ω ∈ Gn : |iω · l + µ
∞
j (in)− µ
∞
k (in)| ≥
2 γn |j3 − k3|
〈l〉τ
, ∀j, k ∈ Sc ∪ {0}, l ∈ Zν
}
,
(9.6)
where γn := γ(1 + 2
−n) and µ∞j (ω) := µ
∞
j (ω, in(ω)) are defined in (8.134) (and µ
∞
0 (ω) = 0).
The differences Iˆn := In − In−1 (where we set Iˆ0 := 0) is defined on Gn, and satisfy
‖Iˆ1‖
Lip(γ)
s0+µ ≤ C∗ε
b∗γ−1, ‖Iˆn‖
Lip(γ)
s0+µ ≤ C∗ε
b∗γ−1N−αn−1, ∀n > 1. (9.7)
(P2)n ‖F(Un)‖
Lip(γ)
s0 ≤ C∗ε
b∗N−αn−1 where we set N−1 := 1.
(P3)n (High Norms). ‖In‖
Lip(γ)
s0+β1
≤ C∗εb∗γ−1Nkn−1 and ‖F(Un)‖
Lip(γ)
s0+β1
≤ C∗εb∗Nkn−1.
(P4)n (Measure). The measure of the “Cantor-like” sets Gn satisfies
|Ωε \ G0| ≤ C∗ε
2(ν−1)γ, |Gn \ Gn+1| ≤ C∗ε
2(ν−1)γN−1n−1. (9.8)
All the Lip norms are defined on Gn, namely ‖·‖
Lip(γ)
s = ‖·‖
Lip(γ)
s,Gn
.
Proof. • Proof of (P1)0, (P2)0, (P3)0. Recalling (5.7), we have, by the second estimate in (5.17),
‖F(U0)‖s = ‖F((ϕ, 0, 0), 0)‖s = ‖XP (i0)‖s ≤s ε
6−2b.
Hence the smallness conditions in (P1)0, (P2)0, (P3)0 hold taking C∗ := C∗(s0 + β1) large enough.
• Assume that (P1)n, (P2)n, (P3)n hold for some n ≥ 0, and prove (P1)n+1, (P2)n+1, (P3)n+1. By
(9.3) and (9.4)
NC10 ε
b∗+1γ−2 = NC10 ε
1−3a = ε1−3a−ρC1(1+a) < δ0
for ε small enough. If we take C1 ≥ C0 then (8.133) holds. Moreover (9.5) imply (6.6), and so (7.7),
and Theorem 8.21 applies. Hence the operator Lω := Lω(ω, in(ω)) defined in (7.33) is invertible
for all ω ∈ Gn+1 and the last estimate in (8.140) holds. This means that the assumption (6.29) of
Theorem 6.11 is verified with Ω∞ = Gn+1. By Theorem 6.11 there exists an approximate inverse
Tn(ω) := T0(ω, in(ω)) of the linearized operator Ln(ω) := di,ζF(ω, in(ω)), satisfying (6.38). By
(9.4), (9.5)
‖Tng‖s ≤s γ
−1(‖g‖s+µ + εγ
−1{‖In‖s+µ + γ
−1‖In‖s0+µ‖F(Un)‖s+µ}‖g‖s0+µ) (9.9)
‖Tng‖s0 ≤s0 γ
−1‖g‖s0+µ (9.10)
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and, by (6.39), using also (9.4), (9.5), (9.2),
‖(Ln ◦Tn − I)g‖s ≤sγ
−1(‖F(Un)‖s0+µ‖g‖s+µ + ‖F(Un)‖s+µ‖g‖s0+µ
+ εγ−1‖In‖s+µ‖F(Un)‖s0+µ‖g‖s0+µ) (9.11)
‖(Ln ◦Tn − I)g‖s0 ≤s0γ
−1‖F(Un)‖s0+µ‖g‖s0+µ
≤s0γ
−1(‖ΠnF(Un)‖s0+µ + ‖Π
⊥
nF(Un)‖s0+µ)‖g‖s0+µ
≤s0N
µ
nγ
−1(‖F(Un)‖s0 +N
−β1
n ‖F(Un)‖s0+β1)‖g‖s0+µ. (9.12)
The index β1 in (9.3) is an ultraviolet cut, and it has to be define in order to obtain the convergence
of the iteration scheme.
Now, for all ω ∈ Gn+1, we can define, for n ≥ 0,
Un+1 := Un +Hn+1, Hn+1 := (Iˆn+1, ζˆn+1) := −Π˜nTnΠnF(Un) ∈ En × R
ν , (9.13)
where Π˜n(I, ζ) := (ΠnI, ζ) with Πn defined in (9.1). Since Ln := di,ζF(in), we write
F(Un+1) = F(Un) + LnHn+1 +Qn,
where
Qn := Q(Un, Hn+1), Q(Un, H) := F(Un +H)−F(Un)− LnH, H ∈ En × R
ν . (9.14)
Then, by the definition of Hn+1 in (9.13), using [Ln,Πn] and writing Π˜
⊥
n (I, ζ) := (Π
⊥
n I, 0) we have
F(Un+1) = F(Un)− LnΠ˜nTnΠnF(Un) +Qn = F(Un)− LnTnΠnF(Un) + LnΠ˜
⊥
nTnΠnF(Un) +Qn
= F(Un)−ΠnLnTnΠnF(Un) + (LnΠ˜
⊥
n −Π
⊥
nLn)TnΠnF(Un) +Qn
= Π⊥nF(Un) +Rn +Qn +Q
′
n
(9.15)
where
Rn := (LnΠ˜
⊥
n −Π
⊥
nLn)TnΠnF(Un), Q
′
n := −Πn(LnTn − I)ΠnF(Un). (9.16)
Lemma 9.2. (Lemma 9.2 in [3]) Define
wn := εγ
−2‖F(Un)‖s0 , Bn := εγ
−1‖In‖s0+β1 + εγ
−2‖F(Un)‖s0+β1 . (9.17)
Then there exists K := K(s0, β1) > 0 such that, for all n ≥ 0, setting µ1 := 3µ+ 9
wn+1 ≤ KN
µ1+ρ
−1−β1
n Bn +KN
µ1
n w
2
n, Bn+1 ≤ KN
µ1+ρ
−1
n Bn. (9.18)
• Proof of (P3)n+1. By (9.18) and (P3)n
Bn+1 ≤ KN
µ1+ρ
−1
n Bn ≤ 2C∗Kε
b∗+1γ−2Nµ1+ρ
−1
n N
k
n−1 ≤ C∗ε
b∗+1γ−2Nkn , (9.19)
provided 2KNµ1+ρ
−1−k
n N
k
n−1 ≤ 1, ∀n ≥ 0. Choosing k as in (9.3) and N0 large enough, i.e. for ε
small enough. By (9.17) and the bound (9.19) (P3)n+1 holds.
• Proof of (P2)n+1. Using (9.17), (9.18) and (P2)n, (P3)n, we get
wn+1 ≤ KN
µ1+ρ
−1−β1
n Bn+KN
µ1
n w
2
n ≤ KN
µ1+ρ
−1−β1
n 2C∗ε
b∗+1γ−2Nkn−1+KN
µ1
n (C∗ε
b∗+1γ−2N−αn−1)
2
and wn+1 ≤ C∗εb∗+1γ−2N−αn provided that
4KNµ1+ρ
−1−β1+α
n N
k
n−1 ≤ 1, 2KC∗ε
b∗+1γ−2Nµ1+αn N
−2α
n−1 ≤ 1, ∀n ≥ 0. (9.20)
The inequalities in (9.20) hold by (9.4), taking α as in (9.3), C1 > µ1 + α and δ0 in (9.4) small
enough. By (9.17), the inequality wn+1 ≤ C∗εb∗+1γ−2N−αn implies (P2)n+1.
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• Proof of (P1)n+1. The bound (9.7) for Iˆ1 follows by (9.13), (9.9) (for s = s0+µ) and ‖F(U0)‖s0+2µ =
‖F((ϕ, 0, 0), 0)‖s0+2µ ≤s0+2µ ε
b∗ . The bound (9.7) for Iˆn+1 follows by (9.1), (P2)n and (9.3). It
remains to prove that (9.5) holds at the step n+ 1. We have
‖In+1‖s0+µ ≤
n+1∑
k=1
‖Iˆk‖s0+µ ≤ C∗ε
b∗γ−1
∑
k≥1
N−α1k−1 ≤ C∗ε
b∗γ−1 (9.21)
taking α1 as in (9.3) andN0 large enough, i.e. ε small enough. Moreover, using (9.1), (P2)n+1, (P3)n+1,
(9.3) we get
‖F(Un+1)‖s0+µ+3 ≤ N
µ+3
n ‖F(Un+1)‖s0 +N
µ+3−β1
n ‖F(Un+1)‖s0+β1
≤ C∗ε
b∗Nµ+3−αn + C∗ε
b∗Nµ+3−β1+kn ≤ C∗ε
b∗ ,
which is the second inequality in (9.5) at the step n+1. The bound |ζn+1|Lip(γ) ≤ C‖F(Un+1)‖
Lip(γ)
s0
is a consequence of Lemma (6.1).
9.1 Measure estimates
In this section we prove (P4)n for all n ≥ 0. Fixed n ∈ N, we have
Gn \ Gn+1 =
⋃
l∈Zν ,j,k∈Sc∪{0}
Rljk(in) (9.22)
where
Rljk(in) := {ω ∈ Gn : |iω · l + µ
∞
j (in)− µ
∞
k (in)| < 2 γn |j
3 − k3|〈l〉−τ}. (9.23)
Since, by (5.3), Rljk(in) = ∅ for j = k, in the sequel we assume that j 6= k.
Lemma 9.3. (Lemma 9.3 in [3]) For n ≥ 1, |l| ≤ Nn−1, one has the inclusion Rljk(in) ⊆ Rljk(in−1).
By definition, Rljk(in) ⊆ Gn (see (9.23)). By Lemma 9.3, for n ≥ 1 and |l| ≤ Nn−1 we also have
Rljk(in) ⊆ Rljk(in−1). On the other hand, Rljk(in) ∩ Gn = ∅ (see (9.6)). As a consequence,
Rljk(in) = ∅ for all |l| ≤ Nn−1, and
Gn \ Gn+1 ⊆
⋃
j,k∈Sc∪{0}
|l|>Nn−1
Rljk(in) ∀n ≥ 1. (9.24)
Lemma 9.4. Let n ≥ 0. If Rljk(in) 6= ∅, then |l| ≥ C1|j3 − k3| ≥
C1
2 (j
2 + k2) for some constant
C1 > 0 (independent of l, j, k, n, in, ω).
By Lemma 9.4 it is sufficient to study the measure of the resonant sets Rljk(in) defined in (9.23)
for (l, j, k) 6= (0, j, j). In particular we will prove the following Lemma.
Lemma 9.5. For all n ≥ 0 and for a generic choice of the tangential sites, the measure |Rljk(in)| ≤
Cε2(ν−1)γ〈l〉−τ .
By (9.23), we have to bound the measure of the sublevels of the function ω 7→ φ(ω) defined by
φ(ω) : = iω · l + µ∞j (ω)− µ
∞
k (ω) = iω · l − im3(ω)(j
3 − k3) + im1(j − k) + (r
∞
j − r
∞
k )(ω)
(9.25)
Note that φ also depends on l, j, k, in. We recall that
m3 = 1 + ε
2d(ξ) + rm3(ω), m1 = ε
2c(ξ) + rm1(ω) (9.26)
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where
|rm3 |
Lip(γ) ≤ Cε3 |rm1 |
Lip(γ) ≤ Cε3−2a (9.27)
and d(ξ), c(ξ) are defined in (8.61) and (8.123) respectively.
It will be useful to consider φ(ω) in (9.25) as a small perturbation of an affine function in ω. We
write it as
φ(ω) := ajk + bljk · ω + qjk(ω), l ∈ Z
ν , j, k ∈ Sc, (9.28)
where, by (4.18), (8.61), (8.123),
ajk :=− i{(j
3 − k3)[1− d(M−1ω)] + (j − k)c(M−1ω)}, (9.29)
bljk :=i{l− (j
3 − k3)[(24c4 − 48c
2
1)M
−T v3 + (4c6 −
16
3
c22)M
−T v1], (9.30)
+ (j − k)[(−4c6 +
16
3
c22)M
−1v3 − (24c7 − 16c2c3)M
−1v1]}
qjk(ω) :=− i rm3(ω) (j
3 − k3) + i rm1(ω) (j − k) + r
∞
j (ω)− r
∞
k (ω) (9.31)
and by (8.83), (9.27), (9.31),
|qjk(ω)|
sup ≤ ε3|j3 − k3|+ ε3−2a|j − k|+ ε3−2a,
|qjk(ω)|
lip ≤ |rm3(ω)|
lip|j3 − k3|+ |rm1(ω)|
lip|j − k|+ |r∞j − r
∞
k |
lip
≤ ε3γ−1|j3 − k3|+ ε3−2aγ−1|j − k|+ ε1−3a.
(9.32)
Remark 9.6. The idea of the proof of Lemma 9.5 is that generically (see Definition 1.2) ajk has
to be sufficiently far from zero or the modulus of the “derivative” bljk has to be big enough.
We shall use the following non-degeneracy assumptions
(H1) d(ξ)− 1 6= 0 at ξ =M−1ω, (9.33)
(H2)j,k Fixed j, k ∈ S
c, j 6= k, det(M+B(j, k)) 6= 0, (9.34)
where
B(j, k) := − (24c4 − 48c
2
1 +
12c6 − 16c
2
2
3(j2 + k2 + jk)
)D3SUD
3
S
+ (
16c22
3
− 4c6 +
(16c2c3 − 24c7)
j2 + k2 + jk
)DSUD
3
S .
(9.35)
In the next lemmata we prove that if the coefficients c1, . . . , c7 are non-resonant and conditions
(C1)-(C2) hold, then there exist a generic choice of the tangential sites for which Lemma 9.10 and
Lemma 9.13 hold true.
Lemma 9.7. Fix ν ∈ N. If the coefficients c1, . . . , c7 are non-resonant and
(7− 16ν) c22 6= 6 (1− 2ν)c6 (9.36)
then the polynomial P (1, . . . , ν) := d(M
−1ω) − 1 is not identically zero. As a consequence, the
assumption (H1) is verified for a generic choice of the tangential sites.
Proof. Suppose that d(M−1ω) = 1, namely
P (1, . . . , ν) := {(24c4 − 48 c
2
1)v3 + (4c6 −
16
3
c22)v1} ·M
−1ω − 1 = 0. (9.37)
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We evaluate the polynomial P at the point (1, . . . , ν) = λ(1, . . . , 1) = λ~1, for some λ to be deter-
mined, and we claim that this is not a zero. This implies that the polinomial P in (9.37) cannot be
identically zero. We have
P (λ~1) = {λ5 (24c4 − 48 c
2
1) + λ
3 (4c6 −
16
3
c22)} (~1 ·M(λ~1)
−1~1)− 1
and M(λ~1) = a(λ)I + b(λ)U, where
a(λ) := (24c21 − 12c4)λ
6 + (
14
3
c22 − 4c6)λ
4 + (12c2c3 − 12c7)λ
2 − 6 c23, (9.38)
b(λ) := (−48c21 + 24c4)λ
6 + (−
32
3
c22 + 8c6)λ
4 + (−16c2c3 + 24c7)λ
2. (9.39)
We note that a(λ) 6= 0, because the coefficients are non-resonant. Moreover, by assumption (9.36)
a(λ) + νb(λ) 6= 0 and we have
(M(λ~1))−1 =
I
a(λ)
−
b(λ)
a(λ) (a(λ) + b(λ) ν)
U
and, by ~1 ·~1 = ν, ~1 · U~1 = ν2, we get
~1 ·M(λ~1)−1~1 =
ν
a(λ) + b(λ)ν
. (9.40)
Then P (λ~1) = 0 is equivalent to p(λ) = 0, where
p(λ) : = λ6{24c21 − 12c4}+ λ
4{(
14
3
−
16 ν
3
)c22 − 4(1− ν)c6}
+ λ2{(12− 16ν)c2c3 − 12(1− 2ν)c7} − 6c
2
3.
Suppose that c3 6= 0, then p(λ) is not trivial. If c3 = 0 and 2c21 6= c4 then we conclude the same,
because the monomial of degree six is not naught. If c3 = 0, 2c
2
1 = c4 then the monomial of minimum
degree, namely three, it is not zero if c7 6= 0, indeed ν ∈ N. Suppose now that c3 = c7 = 0, 2c21 = c4.
Eventually, by assumption (9.36) the monomial of maximum degree, namely four, is not naught and
we conclude.
Lemma 9.8. Fix ν ∈ N. If c1, . . . , c7 are non-resonant and
ν
3c6 − 4c22
9c4 − 18c21
/∈ {j2 + k2 + jk : j, k ∈ Z \ {0}, j 6= k}, (9.41)
then the polynomials Pjk(1, . . . , ν) := det(M + B(j, k)) are not identically zero, for all j, k ∈ S
c,
j 6= k.
Proof. By (9.35) we have
M+B(j, k) = (24c21 − 12c4)D
6
S + (
14
3
c22 − 4c6)D
4
S + (4c6 −
16
3
c22)D
3
SUDS(I−
1
j2 + k2 + jk
D2S)
+ 12(c2c3 − c7)D
2
S − 6c
2
3I + (16c2c3 − 24c7)DSUDS(I−
1
j2 + k2 + jk
D2S).
If c3 6= 0 then the lowest order monomial of det(M+B(j, k)) is not zero and the same holds if c3 = 0
and c7 6= 0. If c3 = c7 = 0 then the monomial of maximal degree is
D3S
(
(24c21 − 12c4)I +
12c6 − 16c
2
2
3(j2 + k2 + jk)
U
)
D3S
and this is invertible if (9.41) holds.
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Remark 9.9. By Lemma 9.8, if (C2) holds, then the assumptions (H2)j,k are satisfied by a generic
choice of the tangential sites when j, k vary in a finite set of integers.
The rest of the section is devoted to the proof of Lemma 9.5.
Lemma 9.10. Assume (H1). Then, for a generic choice of the tangential sites, there exists C0 > 0
such that for all j 6= k, j, k ∈ Sc, with j2 + k2 > C0 and l ∈ Zν , we have |Rljk| ≤ Cε2(ν−1)γ〈l〉−τ .
Proof. If j2 + k2 > C0 for some constant C0, then |j − k|/|j3 − k3| ≤ 2C
−1
0 and
|ajk| ≥ |j
3 − k3|
{
|1 − d(M−1ω)| −
2
C0
|c(M−1ω)|
}
.
If d(M−1ω) 6= 1 then, by taking C0 large enough, we get |ajk| ≥ δ0|j3 − k3|, for some δ0 > 0. This
implies that for δ := δ0/2 we have |bljk · ω| ≥ δ|j3 − k3|. Indeed, by (9.23), (9.32)
|bljk · ω| ≥ |ajk| − |φ(ω)| − |qjk(ω)| ≥ (δ0 − 2γn − |qjk(ω)|
sup)|j3 − k3| ≥
δ0
2
|j3 − k3|,
for ε small enough (recall that γn = o(ε
2)).
If b := bljk we have |b ·ω| ≤ 2|b||ω|, because |ω| ≤ 2|ω|. Hence |b| ≥ δ1 |j3− k3| where δ1 := δ/(2|ω|).
Split ω = sbˆ+ v where bˆ := b/|b| and v · b = 0. Let Ψ(s) := φ(sbˆ+ v). For ε small enough, by (9.32),
we get
|Ψ(s1)−Ψ(s2)| ≥ (|b| − |qjk|
lip)|s1 − s2| ≥
(
δ1 −
|qjk|lip
|j3 − k3|
)
|j3 − k3| |s1 − s2|
≥
δ1
2
|j3 − k3| |s1 − s2|.
As a consequence, the set ∆ljk(in) := {s : slˆ+ v ∈ Rljk(in)} has Lebesgue measure
|∆ljk(in)| ≤
2
δ1 |j3 − k3|
4 γn |j3 − k3|
〈l〉τ
≤
C γ
〈l〉τ
for some C > 0. The Lemma follows by Fubini’s theorem.
Lemma 9.11. There exists M > 0 such that for all j 6= k, j, k ∈ Sc, with j2+k2 ≤ C0 (see Lemma
9.10) and |l| ≥M , we have |Rljk| ≤ Cε2(ν−1)γ〈l〉−τ .
Proof. For l 6= 0, we decompose ω = slˆ+v, where lˆ := l/|l|, s ∈ R, and l ·v = 0. Let ψ(s) := φ(slˆ+v).
We remark that c(ξ) and d(ξ) are affine functions of the unperturbed actions ξ, hence
ε2|c(ξ)|lip, ε2|d(ξ)|lip ≤ K
for some constant K depending only on the tangential sites and on the real coefficients c1, . . . , c7.
Then
|m˜3(s1)− m˜3(s2)| ≤ K|s1 − s2|,
|m˜1(s1)− m˜1(s2)| ≤ (K + ε
3−2aγ−1)|s1 − s2| ≤ 2K |s1 − s2|,
|r∞j (s1)− r
∞
j (s2)| ≤ ε
3−2aγ−1|s1 − s2|.
Then, if we take M large enough and ε small, we have
|ψ(s1)− ψ(s2)| ≥ |j
3 − k3|
(
|l|
|j3 − k3|
−K −
2K
|j2 + k2 + jk|
−
ε3−2aγ−1
|j3 − k3|
)
|s1 − s2|
≥
δ
4
|j3 − k3| |s1 − s2|,
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where δ is a positive constant. Indeed, C0 and K are fixed and it is sufficient to choose |l| such that
inf
j 6=k,j2+k2≤C0
|l|
|j3 − k3|
−K −
2K
C0
≥ δ > 0.
As a consequence, the set ∆ljk(in) := {s : slˆ+ v ∈ Rljk(in)} has Lebesgue measure
|∆ljk(in)| ≤
δ
|j3 − k3|
γn |j3 − k3|
〈l〉τ
≤
C γ
〈l〉τ
for some C > 0. The Lemma follows by Fubini’s theorem.
It remains to investigate Rljk for a finite set of indeces (l, j, k). We need the following Lemma.
Lemma 9.12. Suppose that l ∈ Zν and j, k ∈ Sc are such that ω · l 6= j3 − k3 and
|l| ≤M, |j2 + k2| ≤ C0 (9.42)
for some positive constants M and C0. Then Rljk is empty.
Proof. We have
|ω · l +m3(k
3 − j3)| = |m3(ω · l + k
3 − j3) + (ω −m3ω) · l| ≥ |m3||ω · l + k
3 − j3|
− |ω −m3ω||l| ≥ 1− |ω − ω|M − |m3 − 1||ω|M ≥ 1/2
for ε small enough, because |ω − ω|, |m3 − 1| ≤ Cε2. Thus, by (9.25) we have
|φ(ω)| ≥ 1/2− ε2|c(ξ)||j − k| − |m1 − ε
2c(ξ)||j − k| − |rj − rk|
≥ 1/2− ε2 sup
ξ∈[1,2]ν
(|c(ξ)|) − 2C ε3−2a ≥ 1/4.
Lemma 9.13. If j2 + k2 ≤ C0, j, k ∈ S
c, |l| ≤ M (see Lemma 9.10 and 9.11) and (H2)j,k hold,
then, for a generic choice of the tangential sites, |Rljk| ≤ Cε2(ν−1)γ〈l〉−τ .
Proof. We can write (9.25) as an affine function respect to the parameter ξ as
φ(ξ) = iω · l − i(j3 − k3) + iε2{Mξ · l− d(ξ)(j3 − k3) + c(ξ)(j − k)}+ qjk(α(ξ)),
qjk(α(ξ)) = −irm3(α(ξ))(j
3 − k3) + irm1(α(ξ))(j − k) + r
∞
j (α(ξ)) − r
∞
k (α(ξ)).
(9.43)
By the relation (4.18), we can estimate the Lipschitz constant of φ(ω) with the derivative respect
to ξ of the expression (9.43).
By Lemma 9.12, we consider the case ω · l = j3 − k3. Thus
φ(ξ) =i ε2[Mξ · l − d(ξ)ω · l+ c(ξ)(j − k)] + qjk(α(ξ))
=i ε2[Mξ · l − d(ξ)ω · l +
c(ξ)
j2 + k2 + jk
ω · l] + qjk(α(ξ))
=i ε2[M+B(j, k)] l · ξ + qjk(α(ξ)).
(9.44)
where B(j, k) is defined in (9.35). By assumption (H2), if l 6= 0, then
δljk := (M+B(j, k))l 6= 0. (9.45)
Hence, by (9.32), (9.44) and (9.45), for ε small enough, there exist a constant C > 0 such that
|φ|lip ≥ δljk − |qjk|
lip ≥ C|j3 − k3|.
Then we conclude as in Lemma 9.11.
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We have that Lemmata 9.10, 9.11, 9.13 implies Lemma 9.5. By (9.22) and Lemma 9.5 we get
|G0 \ G1| ≤
∑
l∈Zν ,|j|,|k|≤C|l|1/2
|Rljk(i0)| ≤
∑
l∈Zν
C ε2(ν−1)γ
〈l〉τ−1
≤ C′ε2(ν−1)γ.
For n ≥ 1, by (9.24),
|Gn \ Gn+1| ≤
∑
|l|>Nn−1,
|j|,|k|≤C|l|1/2
|Rljk(in)| ≤
∑
|l|>Nn−1
C ε2(ν−1)γ
〈l〉τ−1
≤ C′ε2(ν−1)γ N−1n−1
because τ ≥ ν + 2. The estimate |Ωε \ G0| ≤ C ε2(ν−1)γ is elementary.
Conclusion of the Proof of Theorem 5.2. Theorem 9.1 implies that the sequence (In, ζn) is well
defined for ω ∈ G∞ := ∩n≥0Gn, and In is a Cauchy sequence in ‖·‖
Lip(γ)
s0+µ,G∞
, see (9.7), and |ζn|Lip(γ) → 0.
Therefore In converges to a limit I∞ in norm ‖·‖
Lip(γ)
s0+µ,G∞
and, by (P2)n, for all ω ∈ G∞, i∞(ϕ) :=
(ϕ, 0, 0) + I∞(ϕ), is a solution of
F(i∞, 0) = 0 with ‖I∞‖
Lip(γ)
s0+µ,G∞
≤ C ε6−2bγ−1
by (9.5). Therefore ϕ 7→ i∞(ϕ) is an invariant torus for the Hamiltonian vector field XHε (recall (4.19)).
By (9.8),
|Ωε \ G∞| ≤ |Ωε \ G0|+
∑
n≥0
|Gn \ Gn+1| ≤ 2C∗ε
2(ν−1)γ + C∗ε
2(ν−1)γ
∑
n≥1
N−1n−1 ≤ Cε
2(ν−1)γ.
The set Ωε in (5.2) has measure |Ωε| = O(ε2ν). Hence |Ωε \ G∞|/|Ωε| → 0 as ε → 0 because γ = o(ε2),
and therefore the measure of Cε := G∞ satisfies (5.12).
9.2 Linear stability
We show that the solution i∞(ωt) is linearly stable, in the sense that the norm of the solutions of the
Hamiltonian system associated to (4.19) linearized on the quasi-periodic solution i∞ does not increase in
time.
By Section 6, in particular by the Remark 6.5, the system related to (4.19) is conjugated to the linear
system 

ψ˙ = K20(ωt)η +K
T
11(ωt)w
η˙ = 0
w˙ = ∂xK02(ωt)w + ∂xK11(ωt)η.
(9.46)
Thus the actions η(t) do not evolve in time and the third equation of (9.46) reduces to the forced PDE
w˙ = ∂xK02(ωt)w + ∂xK11(ωt)η(0). (9.47)
In Section 8 we proved the reducibility of the linear system (9.47), ignoring the quasi-periodic function
∂xK11(ωt)η(0). More precisely, we conjugated it to the diagonal system
v˙j + µ
∞
j vj = 0, j ∈ S
c, µ∞j ∈ iR, (9.48)
where
µ∞j := i(−m3j
3 +m1j) + r
∞
j (9.49)
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with m3 = 1 + O(ε
2),m1 = O(ε
2), r∞j = O(ε
3−2a). The eigenvalues µ∞j are the Floquet exponents of the
linear, quasi-periodically depending on time, system (9.47). Then equation (9.47) is reduced to
v˙j + µ
∞
j vj = fj(ωt), j ∈ S
c (9.50)
for some quasi-periodic function fj. The solutions of the scalar non-homogeneous equation (9.50) are
vj(t) = cje
µ∞j t + v˜j(t), v˜j(t) :=
∑
l∈Zν
fjl
iω · l + µ∞j
eiω·lt.
We note that v˜j is well defined, indeed the first Melnikov conditions hold at a solution. As a consequence,
if v is a solution of the system (9.47), then there exist a constant C > 0 such that
‖v(t)‖Hsx ≤ C‖v(0)‖Hsx , ∀t ∈ R,
hence its Sobolev norm does not increase in time.
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