Inspired by methods that utilize chemical-mapping data to guide secondary structure prediction, we sought to develop a framework for using assigned chemical shift data to guide RNA secondary structure prediction. We first used machine learning to develop classifiers which predict the base-pairing status of individual residues in an RNA based on their assigned chemical shifts. Then, we used these base-pairing status predictions as restraints to guide RNA folding algorithms. Our results showed that we could recover the correct secondary folds for nearly all of the 108 RNAs in our dataset with remarkable accuracy. Finally, we assessed whether we could conditionally predict the structure of the model RNA, microRNA-20b (miR-20b), by folding it using folding restraints derived from chemical shifts associated with two distinct conformational states, one a free (apo) state and the other a protein-bound (holo) state. For this test, we found that by using folding restraints derived from chemical shifts, we could recover the two distinct structures of the miR-20b, confirming our ability to conditionally predict its secondary structure. A commandline tool for Chemical Shifts to Base-Pairing Status (CS2BPS) predictions in RNA has been incorporated into our CS2Structure Git repository and can be accessed via: https://github.com/atfrank/CS2Structure.
INTRODUCTION
Like proteins, ribonucleic acids (or RNAs) play critical functional roles within cells, and like proteins, an RNA's function is determined by its structure (1, 2, 3) . RNAs, however, do not necessarily adopt a single structure. Instead, RNAs can adopt and interconvert between distinct conformational states that are kinetically linked to form a complex network of accessible states. Such networks enable RNAs to, for example, function as regulatory switches by responding to environmental stimuli such as changes in temperature or changes in ligand or metabolite concentration (4, 5, 6, 7, 8) . Mapping the conformational landscapes of RNAs (4, 9) , which consist of the set of conformational states accessible to an RNA, is crucial in * To whom correspondence should be addressed. Tel: +1 (734)-615-2053; Email: afrankz@umich.edu unraveling the complex relationships between their sequence, their structure, and their function.
Determining the secondary structure of an RNA, under a specific set of physiochemical conditions, is a crucial first step in uncovering links between its sequence, its structure, and its function (10) . In silico methods can be used to predict the secondary structure of an RNA from sequence by identifying the secondary structure that minimizes its folding free energy (11, 12, 13) . However, the structure that an RNA adopts depends not only on its sequence but also on the physiochemical environment in which the RNA "resides." Urgently needed are methods that can predict the RNA structure from sequence, conditioned on the physiochemical environment of an RNA.
Herein, we implemented and tested a framework for conditionally predicting the secondary structure of RNAs based on assigned chemical shift data (14, 15) . Specifically, we trained a set of machine learning classifiers that take as input the assigned chemical shifts of individual residues in an RNA and then predict the base-pairing status of each residue. We then used these base-pairing predictions as restraints to guide the folding of the target RNA. We discovered that the secondary structures generated using our chemical shift derived base-pairing status predictions as restraints were more consistent with NMR-derived secondary structure models than the models generated without these restraints. Moreover, for the microRNA-20b (miR-20b), we were able to accurately predict its secondary structure conditioned on the available chemical shift data for two distinct conformational states.
Collectively, our results demonstrate that the information content in assigned chemical shift data can be leveraged to conditionally predict the secondary structure of an RNA by combining machine learning tools and existing structure prediction algorithms. With access to the assigned chemical shift fingerprints of individual conformational states of an RNA, the hybrid modeling approach described in this study could be used to generate a hypothetical map of its conformational landscape, which will be particularly powerful when some of these states correspond to difficultto-characterize transient states (16, 17) .
MATERIALS AND METHODS

Structure and Chemical Shift Dataset
For 115 RNAs, atomic NMR structures and NMR chemical shifts were downloaded from the Protein Data Bank (PDB: http://www.pdb.org) and the Biological Magnetic Resonance Data Bank (BMRB: http://www.bmrb. wisc.edu/), respectively. Next, LARMOR D (18) was used to predict chemical shifts using the coordinates of the first model in the NMR bundle for each RNA. Because 13 C chemical shifts frequently contain systematic referencing errors (19) , a structure-based approach was used to identify systematic referencing errors and, if necessary, correct 13 C data for each RNA. Briefly, a Bayesian inference approach (20) was used to identify systematic offsets in the difference between experimental chemical shifts and chemical shifts computed using LARMOR D . For each type of non-exchangeable 13 C nuclei (namely, C1', C2', C3', C4', C5', C2, C5, C6, and C8), the corresponding chemical shift data were assumed to contain a systematic error if the mean estimated offset (µ error ) was > 2 ppm and the ratio of the mean estimated offset and the standard deviation (µ error /σ error ) was > 5. This approach was able to reproduce experimentally validated referencing errors previously identified by Aeschbacher et al. (19) . The R code used to detect and correct the chemical shifts and the corrected dataset are available at: https://github.com/ atfrank/CS2Structure.
After making any necessary corrections to the chemical shift data for each of the 115 RNAs in our initial dataset, we determined the weighted (or reduced) mean absolute error (wMAE) between the corrected experimental chemical shifts and chemical shifts computed from the first model of each of the NMR bundles. RNAs that exhibited 1 H or 13 C wMAE that were > 1.5 × the interquartile range (IQR), were considered outliers and removed from our dataset. The PDBIDs of the RNAs that were removed are: (1) 1S9S, (2) 1TJZ, (3) 2LC8, (4) 2AHT, (5) 2MQT, (6) 2M24, and (7) 5KMZ. For the remaining 108 RNAs, the secondary structures were retrieved using the program DSSR from the 3DNA suite (21, 22) . The canonical base-pairing status of each residue in the RNA was determined from the secondary structure model.
Chemical Shift Imputation
To impute missing chemical shift data, we used the R package MICE(23) with predictive mean matching ("pmm"). MICE assumes the probability of a data point being missing depends only on the observed data. It first fits a linear model for each variable (here, the chemical shifts of a specific nucleus type) based on all the other variables (the chemical shifts of the other nucleus types). Then, for a specific nucleus type, it identifies a set of observed chemical shifts whose imputed values are closest to the imputed value of the missing data point and randomly selects one of the observed values to fill in the missing data point. By building models on randomly selected subsets of data, multiple complete sets of chemical shifts are generated.
For each of the 108 RNA systems in our dataset, the imputed non-exchangeable (namely, C1', C2', C3', C4', C5', C2, C5, C6, C8, H1', H2', H3', H4', H2, H5, H5', H5", H6, )))))))...)))) train 
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DROPOUT LAYER Figure 1 . A: Artificial neural networks (ANNs). An ANN consist of an input layer, a set of hidden layers, and an output layer. We also added a dropout layer between the second hidden layer and the output layer, which randomly removed neural network connections (dashed lines), in order to avoid potential over-fitting. In the present work, we fed in chemical shifts associated with an RNA residue through the the input layer and the output layer, which had one neuron, returned the probability that the residue was not base-paired. For a given network architecture, the weights of connections between the neurons in each layer defined the ANN model. B: Chemical Shift to Base-Bairing Status (CS2BPS) workflow and CS-Folding framework. When developing CS2BPS classifiers, we first obtained a dataset containing NMR chemical shifts and NMR-derived secondary structures for 108 RNAs. Using a leaveone-out approach, independent sets of CS2BPS classifiers were trained and tuned for each RNA in our dataset via 5-fold cross validation. Next, in the CS-Folding framework, the optimized CS2BPS models were then applied on the target RNA to predict the base-pairing status of its individual residues. The average base-pairing status predictions calculated from independent sets of CS2BPS classifiers were then used as restraints in RNA folding simulations. and H8) chemical shifts, along with the residue types and base-pairing status of individual residues were combined to produce a single data structure in which the rows corresponded to individual residues from each of the 108 RNAs and the columns corresponded to different nucleus types.
Artificial Neural Network Classifiers
To predict the base-pairing status of individual residues in an RNA based on the observed chemical shifts of atoms in those residues, we trained a set of artificial neural network (ANN) classifiers (24) . In an ANN, input features and output labels are connected through one or more layers of hidden neurons ( Figure 1A ). The neurons on adjacent layers are connected to each other through a linear transformation followed by an activation function. When training neural networks, gradient descent is performed to update network weights through back-propagation until a tolerable loss is achieved.
Here, we built a chemical shift-based ANN classifier (referred to hereafter as, Chemical Shift to Base-Bairing Status classifier, CS2BPS) consisting of two dense layers and one dropout layer. The dropout layer had the effect of regularizing the ANN and thus mitigating potential overfitting. For a given residue i, the chemical shift data of residues i, i−1, and i+1, along with the residue types of i, i−1, and i+1 were fed into the CS2BPS classifier and the classifier outputted the probability of residue i being not base-paired ( Figure 1B) .
Hyper-parameters, namely, the number of neurons in each hidden layer, the loss function, the learning rate, the dropout rate, the batch size, the optimization method and the number of epochs were optimized through grid search cross validation. The CS2BPS base-pairing status classifier was trained using Keras with a TensorFlow backend. We applied a ReLU activation function on both hidden layers and a sigmoid activaton function on the output layer ( Figure 1A) .
Using a leave-one-out approach, six independent CS2BPS classifiers were generated for each RNA in our dataset. For each RNA, RNAs in the training set with high sequence similarity (≥ 80%), determined using the tool vsearch(25), were first removed from the training set to avoid the "twinning" effect. Next, the set of six independent CS2BPS classifiers were generated and used to predict the base-pairing status of individual residues in the left-out (testing) RNA.
To quantify the accuracy of the classifiers, we computed the true positive rate (TPR), defined as the probability that a base-paired residue is predicted to be base-paired, and the true negative rate (TNR), defined as the probability that a not base-paired residue is predicted to be not base-paired, and the overall accuracy, defined as the fraction of residues in an RNA whose base-pairing status are correctly predicted, for each testing RNA. Here, the predicted base-pairing status corresponded to the average base-pairing probabilities calculated from those six CS2BPS classifiers (see above).
Assessing the use of CS2BPS Classifiers to Guide Secondary Structure Prediction
To assess the use of the CS2BPS classifiers to guide secondary structure prediction, we implemented a CS-Folding framework. Within this CS-Folding framework, the basepairing status predictions, which were calculated by averaging the results of six independent CS2BPS classifiers, were used as restraints in RNA folding simulations ( Figure 1B ). Similar to the approach used to incorporate SHAPE-derived restraints (26, 27, 28, 29) into RNA folding simulations, we utilized a restraint term of the form
where ∆G is total folding free energy, ∆G thermo is the thermodynamic free energy of folding, and ∆G cs is the base-pairing restraint term which has the functional form
Here m and b are restraint parameters that influence the magnitude of the restraint free energy relative to the thermodynamic free energy, and p i is the probability of a residue being not base-paired ( Figure 1B ) that is obtained from our CS2BPS classifiers. We implemented the CS-Folding framework using folding algorithms from the RNAstructure modeling suite (30) . Briefly, for each of the 108 RNAs in our dataset, CS-Folding simulations were carried out using the folding algorithms Fold(31), MaxExpect (32) , and ProbKnot (33) . Fold predicts secondary structures by free energy minimization. MaxExpect generates secondary structure models that contain highly probable base-pairs. And ProbKnot, like MaxExpect, generates secondary structure models that contain highly probable base-pairs, but allows pseudoknots. In all CS-Folding simulations, m and b were set to 1.8 kcal/mol and 0.6 kcal/mol, respectively. These values corresponded to the default values used to incorporate normalized SHAPE reactivities into RNA folding simulations (34) . To select the best model among the Fold, MaxExpect, and ProbKnot generated structures with and without using CS2BPS-derived predictions as restraints, we defined the consistency score as the fraction of {s fold } that were identical to {s CS2BPS }, where {s fold } is the base-pairing status of individual residues from Fold, MaxExpect, and ProbKnot generated structures and {s CS2BPS } is the base-pairing status derived from the CS2BPS classifiers. Among these six possible structures, the one that has the highest consistency score with CS2BPS basepairing predictions was selected as the predicted secondary structure model for a given RNA.
To compare the secondary structure models predicted using CS-Folding and the native secondary structures, we used the program scorer(11), from the RNAStructure suite. Given a reference secondary structure model and a comparison structure, scorer calculates the true positive rate (TPR), defined as the fraction of base-pairs in the comparison structure that also appear in the reference structure, and the positive predictive value (PPV), defined as the fraction of reference base-pairs that also appear in the comparison structure. In our case, the reference structure is the native NMR-derived structure and the comparison structure is the CS-Folding generated structure.
RESULTS
Model Assessment: Base-pairing status from chemical shifts
We began our study by training a set of machine learning classifiers to predict the base-pairing status of individual residues in an RNA from the 1 H and 13 C chemical shift "fingerprints" of each residue. To develop these classifiers, we utilized the artificial neural network machine learning technique ( Figure 1A ). Briefly, an artificial neural network (ANN) takes in information through an input layer, then passes it through one or more hidden layers and finally passes it through an output layer. Our ANN classifiers, which we refer to as Chemical Shift to Base-Bairing Status (CS2BPS) classifiers, are fed the chemical shifts for individual residues in an RNA as well as the chemical shifts of the residues before and after it. The network outputs the base-pairing status of each residues (i.e., the probability that a given residue is basepaired to some other residue). We note that for residues that are predicted to be base-paired, our CS2BPS classifiers do not identify their base-pairing partner.
Using a dataset containing NMR chemical shifts and NMR-derived secondary structures for 108 RNAs, we built six independent CS2BPS classifiers for each RNA in our dataset using a leave-one-out approach. Briefly, to build each classifier, data associated with one of the 108 RNAs (the left-out RNA) were removed from the dataset. Then six CS2BPS classifiers were trained using data from the other RNAs (i.e., the training set). The resulting CS2BPS classifiers were then tested on the left-out RNA. To mitigate bias due to the "twinning" effect in which data in training set closely resemble the left-out data, when building each CS2BPS classifier, we also excluded from the training set data associated with any RNA(s) that exhibited a high sequence similarity (≥ 80%) to the left-out RNA (see Methods). Figure 2 summarizes the accuracy of the 108 CS2BPS classifiers. Reported are the true positive rate (TPR) and the true negative rate (TNR). Here a residue is basepaired if its mean classification probability was ≥ 0.4. This classification threshold was chosen so as to maximize the overall classification accuracy (that is, the fraction of residues whose base-pairing status were correctly predicted).
Overall Accuracy The mean true positive rate (TPR) and the mean true negative rate (TNR) of the CS2BPS classifiers were 0.95 and 0.72, respectively; TPR values ranged between 0.77 and 1.00 ( Figure 2A ) and TNR values ranged between 0.00 and 1.00 ( Figure 2B ). These results indicate that our CS2BPS classifiers were better at identifying base-paired residues than unpaired residues. The comparatively lower TNR of our CS2BPS classifiers can be attributed to an imbalance in our dataset; the total number of base-paired and unpaired residues contained in our dataset were 2329 and 1023, respectively. This imbalance in our dataset might also explain why the classification threshold that maximized the overall classification accuracy was 0.4, rather than 0.5 (35) .
Out of the 108 systems in our dataset, 22 corresponded to systems for which only 1 H chemical shifts were available. For these 22 systems with only 1 H chemical shifts, and for which the corresponding 13 C chemical shifts had to be imputed (see Methods), the mean TPR value was 0.93 ( Figure 2A ; orange); by comparison, the mean TPR value for systems for which both 1 H and 13 C chemical shifts were available was 0.96 (Figure 2A ; blue). On the other hand, for systems for which only 1 H chemical shifts were available, the mean TNR value was 0.67 ( Figure 2B ; orange), compared to 0.73 for systems for which both 1 H and 13 C chemical shifts were available ( Figure 2B ; blue). As might be expected, the CS2BPS classifiers exhibited higher TPR and TNR when both 1 H and 13 C chemical shifts were available. Table 1 is a breakdown of the CS2BPS performance for individual residue types, namely G (guanine), C (cytosine), A (adenine), and U (uracil). The TPRs ranged between 0.90 and 0.97. For G and C residues, the TPRs were 0.96 and 0.97, respectively. By comparison, the TPRs for A and U residues were 0.90 and 0.92. The TNRs for individual residue types ranged between 0.56 and 0.80. For G and C residues, the TNRs were 0.66 and 0.56, respectively.
Accuracy by residue types Shown in
By comparison, the TNRs for A and U residues were slightly higher: the values were 0.80 and 0.64, respectively.
Accuracy by base-pair types Though our CS2BPS classifiers cannot predict the base-pairing partners for residues that are estimated to have a high probability of being base-paired, we were nonetheless interested in exploring whether our CS2BPS classifiers were able to correctly predict the base-pairing status of both residues in individual base-pairs. To explore this, all of the GC (or CG), AU (or UA), and GU (or UG) base-pairs were identified, and a TPR score was calculated for each basepair type. In this case, the TPR was defined as the probability that both residues in a base-pair were correctly predicted to be base-paired. We found that for GC, AU, and GU base-pairs, the TPR values were 0.93, 0.88, and 0.75, respectively ( Table  1 ). Examining the number of instances of each base-pair type in our database indicates these differences in TPR is most likely a result of an imbalance among the different types of base-pairs in our dataset: the total instances of GC base-pairs were 1374 compared to only 772 and 183 for AU and GU, respectively (Table 1) . Representative examples For the 47-nt Fluoride Riboswitch RNA (PDBID: 5KH8)(36), our CS2BPS predictions exhibited TPR and TNR values of 0.93 and 0.53, respectively ( Figure  2C ). This was one of the 4 structures in our dataset that contained pseudoknot interactions and whose overall prediction accuracy was only around the 9th percentile. Interestingly, for this RNA, most of the residues that participated in long-range tertiary contacts were correctly predicted to be base-paired (namely, residues 7-12 and 39-44) ( Figure 2C ). For this RNA, the major sources of error were due to the mis-classification of residues 35-38 and 45-47. Interestingly, for 5 out of the 8 mis-classified residues (namely, residue 4, 5, 35, 36, 37, 38, 42, and 44), we found significant variance in their classification across the six independent CS2BPS classifiers ( Figure 2C ; Table 4 ). The second example, the 34-nt Simian Immunodeficiency Virus (SIV) RNA (PDBID: 2JTP)(37) was selected because its classification accuracy was identical to the the median classification accuracy (0.88) across the entire dataset. For this RNA, our CS2BPS predictions exhibited TPR and TNR values of 0.85 and 1.00, respectively ( Figure 2D ). The errors were due to residues 11, 15, 16, and 24 being mis-classified as not base-paired. As was the case for some of the mis-classified residues in the fluoride riboswitch, two of the mis-classified 
A Figure 2 . Upper: CS2BPS Classification Accuracy. Shown are circular barplots of the (A) true positive rate (TPR) (the fraction of residues that are correctly predicted as being base-paired) and (B) true negative rate (TNR) (the fraction of residues that are correctly predicted as being not base-paired). Accuracy statistics are based off a leave-one-out analysis in which one RNA system is removed from the training set, the remaining data used to train a classifier, and then the resulting classifier used to predict the base-pairing status of the left-out system. As a guide, the 0.5 accuracy levels are shown in white dashed lines. In the plots, bars are grouped based on whether only 1 H (orange) or whether both 1 H and 13 C (blue) non-exchangeable chemical shifts were available in the corresponding RNA systems. Lower: Visualizing CS2BPS results. Shown are the CS2BPS predictions projected onto the native structures of (C) the Fluoride Riboswitch (PDBID: 5KH8), (D) the Simian Immunodeficiency Virus RNA (PDBID: 2JTP), and (E) the Group II Intron Sc.ai5γ RNA (PDBID: 2LU0). We also compared the base-pairing status prediction with the base-pairing status in the NMR structure: residues in green circles indicate that our CS2BPS predictions were consistent with the base-pairing status in the native structure while residues in white circles indicate that our CS2BPS predictions were incorrect. Residues labeled with '*' exhibited high variance (see Table 4 , 5, and 6) in their base-pairing classification across six independent CS2BPS classifiers.
residues of the SIV RNA also exhibited high variance in their CS2BPS classification ( Figure 2D ; Table 5 ).
For the third example, the 49-nt Group II Intro Sc.ai5γ RNA (PDBID: 2LU0)(38), our CS2BPS predictions exhibited TPR and TNR values of 0.97 and 0.94, respectively ( Figure 2E ). The only two residues that were mis-classified, residue 7 and 37, also exhibited high variance in their CS2BPS classification ( Figure 2E ; Table 6 ).
In general, we discovered that the TNR was significantly lower than the TPR for CS2BPS classifiers. In some cases, we found that a fraction of residues that were mis-classified exhibited high variance in their base-pairing predictions (See Table 4 , 5, and 6). It should be noted that not all residues with high prediction variance were mis-classified. Collectively, however, these results show that, given a set of assigned 1 H and 1 3C chemical shifts for a given RNA, our CS2BPS classifiers could be used to predict the base-pairing status of individual residues.
Guiding RNA secondary structure prediction Next, we examined whether the residue-wise base-pairing probabilities that were predicted using our CS2BPS classifiers could be used to guide RNA secondary structure modeling. Given that an RNA can adopt distinct conformational states, each with a set of distinct chemical shift fingerprints, we sought to develop an approach that allowed us to predict the secondary structure of an RNA conditioned on a set of assigned chemical shift data. Such a method would be useful in mapping the structure landscape of an RNA from available chemical shift data.
CS-Folding: Chemical shift-derived base-pairing predictions as folding restraints To predict RNA secondary structure conditioned on a set of chemical shifts, we implemented a CS-Folding framework in which CS2BPS-derived pairing predictions were used as restraints in RNA folding simulations ( Figure 1B ). Within this modeling framework, chemical shifts were taken as inputs and fed into a CS2BPS classifier to predict the base-pairing status of individual residues. These predictions were then used as restraints to guide RNA folding to produce a secondary structure model. This modeling approach closely resembles the approach used to guide modeling using chemical mapping data (28, 29) .
Briefly, for each of the 108 RNAs in our dataset, we predicted secondary structure using the Fold, ProbKnot, and MaxExpect algorithms in RNAstructure suite, both with and without the single residue pairing restraints derived from the corresponding CS2BPS classifiers (Eq. 2). Among these six predicted structures, the structure that was most consistent with the CS2BPS base-pairing predictions was selected and then compared to the NMR-derived reference secondary structure model. TPR: is defined as the fraction of base-pairs in the predicted structure that also appeared in the NMR-derived structure; PPV: is defined as the fraction of base-pairs in the NMR-derived structure that also appeared in the predicted structure; TPR and PPV were calculated using the program scorer in the RNAstructure suite(11); For Fold, ProbKnot and MaxExpect, values obtained with and without using CS2BPS predictions as folding restraints are separated by '/'. Using Fold, ProbKnot and MaxExpect with and without CS2BPS predictions, we obtained six secondary structure models. Then the base-pairing status consistency scores between these six secondary structure models and CS2BPS predictions were calculated and the model with the highest consistency score was selected as the CS-Folding secondary structure model.
In Table 2 , the results of the comparison between the final CS-Folding structures and the NMR-derived models are shown for the 108 systems in our dataset. Over the entire dataset, the mean TPR and PPV were 0.97 and 0.95, respectively. By comparison, when predicting secondary structures without the CS2BPS-derived basepairing probabilities as restraints, the TPR and PPV were 0.94 and 0.93, 0.95 and 0.92, and 0.94 and 0.93, using Fold, ProbKnot, and MaxExpect, respectively. Shown in Figure 3 are circular barplots of the TPRs and PPVs for the CS-Folding results of the 108 RNAs in our dataset. In general, the CS-Folding generated structures exhibited high TPR (0.97) and high PPV (0.95) values. For RNAs for which only 1 H chemical shifts were available, the prediction TPR and PPV were 0.98 and 0.99, respectively ( Figure 3A and 3B) . In comparison, for RNAs for which both 1 H and 1 3C chemical shifts were available, the TPR and PPV values were 0.96 and 0.94, respectively ( Figure 3A and 3B).
Shown in Table 3 are the TPRs for the recovery of GC, AU and GU base-pairs in the CS-Folding generated structures. In general, CS-Folding framework was able to recover all three base-pair types with high TPRs, 0.97, 0.98 and 0.90 for GC, AU and GU base-pairs, respectively. The slightly lower TPR for GU base-pairs was most likely due to the lower instances of GU base-pairs in the 108 RNAs dataset. Our dataset contained 184 of GU base-pairs compared to 772 AU and 1378 GC base-pairs, respectively. Here, TPR is defined as the fraction of a certain base-pair type that is correctly recovered in CS-Folding generated structures. Note that the instances of GC and GU base-pairs differ from those in Table 1 (labeled with '*') because there were some residues for which chemical shift data were not available and were not included in Table 1 . Figure 3C , 3D, and 3E are detailed comparisons between the native secondary structures and the CS-Folding results for the Fluoride Riboswitch RNA (PDBID: 5KH8)( Figure 3C ), the SIV RNA (PDBID: 2JTP)( Figure 3D) , and the Group II Intron Sc.ai5γ RNA (PDBID: 2LU0)( Figure  3E ), respectively. For each structure, only the canonical bases pairs are shown.
Shown in
For the Fluoride Riboswitch RNA, the TPR was 0.93 ( Figure 3C ). The predicted CS-Folding structure recovered 5 out of the 6 pseudoknotted base-pairs as well as all of the non-pseudoknotted base-pairs. Interestingly, for the pseudoknotted U12-G39 base-pair that was missing in the CS-Folding structure, our CS2BPS classifier predicted both of these residues to be base-paired ( Figure 3C ). For this RNA, the PPV was also high (0.93); the CS-Folding structure only contained a single extraneous A5-U12 base-pair ( Figure 3C ).
For the SIV RNA and the Group II Intron Sc.ai5γ RNA, the majority of the base-pairs in the reference NMR models were correctly recovered, 11 out of 13 (TPR=0.85)( Figure 3D ) and 16 out of 16 (TPR= 1.00)( Figure 3E ), respectively. In both cases, no extraneous base-pairs were found in the CS-Folding structures (PPV=1.00).
Application of CS-Folding to the microRNA-20b pre-element
We concluded our study by applying the CS-Folding framework to the microRNA-20b (miR-20b) pre-element, for which two distinct conformational states have recently been characterized using NMR spectroscopy: an unbound (apo) state ( Figure 4A ) and a Rbfox RRM protein-bound (holo) state ( Figure 4B) (39) . When interacting with the conserved Rbfox RRM protein, two canonical base-pairs that are present in the apo state are disrupted ( Figure 4A and B) , enabling the protein and the RNA to interact in a sequence-specific manner. In addition to atomic structures, the assigned chemical shift data corresponding to the apo and holo conformational states are available, enabling us to test whether we could use the two sets of assigned chemical shifts to conditionally predict structures of the miR-20b RNA. Using the apo and holo chemical shifts, we predicted the base-pairing status of each 
Group II Intron Sc.ai5γ: PDBID: 2LU0 True Positive Rate: 1.00 Positive Predictive Value: 1.00 1 H and 13 C Figure 3 . Upper: CS-Folding Accuracy. Shown are circular barplots of the (A) true positive rate (TPR) (the fraction of base-pairs in the CS-Folding structure that also appear in the NMR-derived structure) and (B) positive predicted value (PPV) (the fraction of base-pairs in the NMR-derived structure that also appear in the CS-Folding generated structure) obtained when comparing the reference NMR secondary structure of each RNA to the model obtained from folding the RNA using CS2BPS-derived base-pairing probabilities as folding restraints. For each RNA, the CS2BPS derived base-pairing probabilities were used as folding restraints to generate a model using the program Fold, ProbKnot and MaxExpect, respectively. Then the consistencies of the base-pairing status between the folded structures and the CS2BPS-derived predictions were calculated and the model with the highest consistency was selected. In the case where more than one structure had same consistency, the reference folding free energy of the secondary structure model was used to select the best model. As a guide, the 0.5 accuracy levels are shown in white dashed lines. In the plots, bars are grouped based on whether only 1 H (orange) or whether both 1 H and 13 C ( blue) non-exchangeable chemical shifts were available in the corresponding RNA systems. Lower: Visualizing CS-Folding results. Shown are the comparisons between CS-Folding predicted structures and secondary structure models derived from NMR bundle for (C) the Fluoride Riboswitch (PDBID: 5KH8), (D) the Simian Immunodeficiency Virus RNA (PDBID: 2JTP), and (E) the Group II Intron Sc.ai5γ RNA (PDBID: 2LU0). We also compared the base-pairing status prediction with the base-pairing status in the NMR structure: residues in green circles indicate that our CS2BPS predictions were consistent with the base-pairing status in the native structure while residues in white circles indicate that our CS2BPS predictions were incorrect. Base-pairs connected by green lines were present in both CS-Folding structure and NMR structure, while base-pairs connected by red dashed lines were only present in CS-Folding structure and base-pairs connected by black dashed lines were only present in NMR structure. Residues labeled with '*' exhibited high variance (see Table 4 , 5, and 6) in their base-pairing classification across six independent CS2BPS classifiers.
residue in miR-20b using our CS2BPS classifiers and then used the CS-Folding framework to predict their secondary structures. Shown in Figure 4A and 4B are the detailed comparisons between the native secondary structures and the predicted structures. In the case of the apo state, the TPR and PPV between native and predicted CS-Folding structures were both 1.00 ( Figure 4A ), indicating that we were able recover the native secondary structure. Similarly, for the holo state, the TPR and PPV between native and predicted CS-Folding structures were 1.00 and 0.80, respectively ( Figure 4B ). The only error in the CS-Folding generated structure of the holo state was an extra base-pair between residues G1 and C23. These results indicate that by biasing the folding algorithms using CS2BPS predictions, we were able to conditionally 
C23 G1 Figure 4 . Visualizing CS-Folding results for the microRNA-20b (miR-20b) pre-element. Shown in A and B are the CS-Folding results of the apo and holo states of miR-20b, respectively. Shown in C are residues G1, G11, G15, G18, and U23, which, based on the secondary structure of the holo state of miR-20b were initially thought to be "mis-classfied" as being base-paired. However, closer examination of the 3D structure of the miR-20b-Rbfox complex revealed that these residues formed hydrogen bonds to residues in Rbfox.
predict the two distinct conformational states of the miR-20b RNA.
Though the CS-Folding structures closely resembled the reference NMR structures of apo and holo states, respectively, the CS2BPS predictions which we used as folding restraints to predict their structures, contained what appeared, initially, to be several inconsistencies. For example, in the apo state, residues U6, U7, C16, and U17 were "mis-classified" as being base-paired ( Figure 4A ). Closer examination of the structure of the apo state (PDBID: 2N7X) revealed that these residues were, however, involved in non-canonical base-pairs, which we ignored in the study, because of their under-representation in our dataset and due to the fact that Fold, MaxExpect, and ProbKnot algorithms currently only predict canonical base pairs. Similarly, in the holo state, residues G1, G11, G15, C17, U18, U20 and C23 were all "mis-classified" as being base-paired, on the basis of the holo state secondary structure of the miR-20b RNA ( Figure 4B ). Closer examination of the structure of the holo state (PDBID: 2N82) (including the Rbfox RRM protein) revealed that with the exception of C17 and U20, these residues were involved in base-pairing interactions with the Rbfox RRM protein ( Figure 4C ).
DISCUSSION
In this study, we generated a set of artificial neural network classifiers that were capable of predicting the base-pairing status of individual residues in RNAs directly from their nonexchangeable 1 H and 13 C chemical shift signature. These classifiers, which we referred to as CS2BPS (Chemical Shift to Base-Pairing Status) classifiers, were able to identify basepaired residues with high true positive rate (TPR), regardless of the residue type (Table 1) . Interestingly, we found that even if only 1 H chemical shifts were available, the base-pairing status of residues could still be accurately predicted ( Figure  2A and 2B) .
When assessing the accuracy of our CS2BPS-derived predictions for individual residues in base-pairs (Table 1) , we discovered that, compared to the residues in GC and AU basepairs, our CS2BPS classifiers exhibited poorer performance for individual Gs and Us in GU base-pairs (the TPR value was 0.75). This reduced accuracy was most likely due to the relatively small number of GU base-pairs (183) in our dataset, compared to GC base-pairs (1374) and AU base-pairs (772) ( Table 1) .
Heavily inspired by previous work in which single nucleotide SHAPE reactivities were used to guide RNA folding algorithms (28, 29) , we explored whether the basepairing status predictions derived from our CS2BPS classifiers could be used to guide RNA secondary structure folding. Within what we refer to as a CS-Folding framework, in which the CS2BPS-derived base-pairing status predictions (represented as single-residue pairing probabilities) were used as folding restraints (Eq. 1 and 2), we found that we could recover the correct fold of most of the 108 RNAs in our dataset with remarkable accuracy. When guiding algorithms Fold, Probknot, and MaxExpect from RNAstructure suite with our CS2BPS-derived predictions and then identifying the structure with the highest base-pairing status consistency with our CS2BPS predictions, we were able to achieve mean TPR and PPV values of 0.97 and 0.95, respectively ( Figure 3 and Table  2 ). By comparison, the TPR and PPV values we obtained when using Fold, ProbKnot and MaxExpect by themselves (that is, not restrained using our CS2BPS predictions) were 0.94 and 0.93, 0.95 and 0.92, 0.94 and 0.93, respectively ( Table 2 ). Within the CS-Folding modeling framework, we discovered that our recovery of GU base-pairs was slightly lower than our recovery of GC and AU base-pairs; the mean TPR value for GU base-pairs was 0.90 compared to values of 0.97 and 0.98 for GC and AU base-pairs respectively ( Table  3 ). The slightly lower recovery rate for GU was, again, most likely due to the fact that the CS2BPS predictions for Gs and Us in GU base-pairs were less reliable (Table 1) .
To test whether we could conditionally predict the secondary structure of an RNA, we applied our CS-Folding approach to microRNA-20b (miR-20b). For this RNA, two distinct conformational states, the free (apo) state and protein bound (holo) state, were recently characterized using NMR spectroscopy (39) . Access to the structures and chemical shift data associated with both states of miR-20b enabled us to test whether we could use the CS-Folding framework to conditionally predict its secondary structure. We discovered that we could recover, with high TPR and PPV, the canonical base-pairs for the apo and holo conformational states of miR-20b, respectively ( Figure 4A and 4B) . This result suggests that given the chemical shifts for individual conformational states of an RNA, the CS-Folding modeling approach might be a viable technique for predicting the structure of each conformational state.
One significant limitation of our method is that it requires assigned chemical shifts. Indeed, when chemical shifts have been assigned for an RNA, base-pairing interactions within the RNA (and thus the secondary structure) can be directly determined using NOESY NMR experiments (40) . The CS-Folding does not, therefore, provide a significant advantage over conventional NMR methods for determining the secondary structure of RNAs. However, we envision that the CS-Folding framework we demonstrated in this work can be used as a tool to independently validate NOSEY-derived secondary structural models of RNAs. More intriguing, though, is the possibility of using the CS-Folding framework to model the secondary structure of transient states of RNAs. Increasingly, there is keen interest in characterizing the transient states of RNAs. Unfortunately, it is not currently possible to detect the NOEs associated with these transient states. As such, conventional methods cannot be used to infer the secondary structure associated with the transient state or states of an RNA. Fortunately, it is now possible to characterize the 1 H and 13 C chemical shift signature of RNA transient states using techniques based on saturation transfer (36, 41) and relaxation dispersion (16, 42) . The results we presented for the miR-20b RNA, suggest that with access to these 1 H and 13 C chemical shifts, a CS-Folding framework, which utilizes predictions derived from CS2BPS classifiers like the ones we developed in this work, could be used to generate putative models for the transient states of RNAs.
To facilitate the community-wide use of our CS2BPS classifiers, we have made a command-line tool available to the academic community with which users can predict the basepairing status of individual residues in an RNA from their assigned chemical shifts. These CS2BPS predictions can then be used to guide RNA secondary structure prediction using external tools like Fold, ProbKnot, and MaxExpect (from the RNAStructure suite) or other RNA folding tools that accept and incorporate single residue pairing probabilities as folding restraints. The command-line tool has been incorporated into our CS2Structure repository and can be accessed via: https: //github.com/atfrank/CS2Structure. 0.0001 0.0000 0.0005 0.0010 0.0003 0.0000 0.06 2 0.0001 0.0000 0.0002 0.0017 0.0021 0.0000 0.07 3 0.0000 0.0000 0.0001 0.0001 0.0001 0.0000 0.05 4 0.0003 0.0000 0.0001 0.0002 0.0009 0.0000 0.06 5 0.0011 0.0000 0.0009 0.0040 0.0173 0.2968 0.24 6 0.0000 0.0000 0.0000 0.0004 0.0009 0.0000 0.06 7 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.04 8 0.0000 0.0000 0.0000 0.0008 0.0006 0.0000 0.06 9 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000 0.05 10 0.0178 0.0004 0.0028 0.0098 0.0394 0.0023 0. 0.0013 0.0001 0.0008 0.0070 0.0116 0.0000 0.09 47 0.0001 0.0000 0.0000 0.0004 0.0012 0.0000 0.07
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