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a b s t r a c t
We study the class of integrally closed domains having a unique Kronecker function ring,
or equivalently, domains in which the completion (or b-operation) is the only e.a.b star
operation of finite type. Such domains are a generalization of Prüfer domains and have
fairly simple sets of valuation overrings. We give characterizations by studying valuation
overrings and integral closure of finitely generated ideals. We provide new examples
of such domains and show that for several well-known classes of integral domains the
property of having a unique Kronecker function ringmakes them fall into the class of Prüfer
domains.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and Preliminaries
It is well known that the set of valuation overrings of an integral domain admits a large variety of structures. The simplest
of these structures is realized in valuation domains, for which valuation overrings form a linearly ordered set.
In the class of integrally closed domains, a way to evaluate how complicated is the set of valuation overrings is to
look at the number of Kronecker function rings admitted by the domain. In fact, an integrally closed domain with a more
complicated set of valuation overrings can admit more ways to represent it as an intersection of such overrings, and so can
admit several distinct Kronecker function rings.
Let R be an integral domainwith quotient field K . Let F(R) denote the set of nonzero fractional ideals of R. A star operation
on R is then defined as an application ⋆ : F(R)→ F(R), I → I⋆, such that for all I, J ∈ F(R) and x ∈ K \ {0}:
(⋆1) R⋆ = R and (xI)⋆ = xI⋆;
(⋆2) I ⊆ I⋆, and I ⊆ J ⇒ I⋆ ⊆ J⋆;
(⋆3) I⋆⋆ := (I⋆)⋆ = I⋆.
A star operation ⋆ is called endlich arithmetisch brauchbar (in brief, e.a.b.) if for any finitely generated I, J,H ∈ F(R),
(IJ)⋆ ⊆ (IH)⋆ implies J⋆ ⊆ H⋆. Given an e.a.b. star operation the Kronecker function ring of R with respect to ⋆ is defined
by:
Kr(R, ⋆) := f /g  f , g ∈ R[X], g ≠ 0, C(f )⋆ ⊆ C(g)⋆  ,
where C(f ) denotes the content of the polynomial f (X) (i.e. C(f ) is the ideal of R generated by the coefficients of f ). It is
known that Kr(R, ⋆) is a Bézout domain with quotient field K(X) such that Kr(R, ⋆) ∩ K = R (see [12, Section 32]).
Given any two star operations ⋆1 and ⋆2 on R, we say that ⋆1 and ⋆2 are equivalent (and we write ⋆1 ∼ ⋆2) if they agree
on finitely generated ideals. If ⋆1 and ⋆2 are e.a.b. it is not hard to see that ⋆1 ∼ ⋆2 if and only if Kr(R, ⋆1) = Kr(R, ⋆2).
Let us denote by Zar(R) the set of valuation rings of K containing R. Although a celebrated theorem of W. Krull states
that an integrally closed domain can be written as the intersection of its valuation overrings, it is possible in general that
R = V∈Σ V for Σ ( Zar(R). To each such representation one can associate an e.a.b. star operation. Suppose Σ ⊆ Zar(R)
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is such that R = V∈Σ V . Then the application I → I⋆Σ := V∈Σ IV is an e.a.b. star operation (see [12, Theorem 32.5]).
Moreover [12, Theorem 32.12] shows that an e.a.b. star operation on R is equivalent to a star operation ⋆Σ for a suitable
Σ ⊆ Zar(R).
Hence, equivalence classes of e.a.b. star operations, and consequently the number of distinct Kronecker function rings,
are closely related to representations of R as intersection of its valuation overrings. In particular, e.a.b. star operations can
be considered only on integrally closed domains.
Suppose Σ ⊆ Zar(R) is such that V∈Σ V = R, we say that W ∈ Σ is irredundant for the representation if {V ∈ Σ | V ≠ W } ) R. If everyW ∈ Σ is irredundant then we sayV∈Σ V (=R) is an irredundant representation of R.
In [13, Theorem 1.7], R. Gilmer and W. Heinzer proved that a Prüfer domain can admit at most one irredundant
representation. By [12, Theorem 32.10], we know that valuation overrings of Kr(R, ⋆), for an e.a.b. star operation ⋆, are given
by Gaussian extensions of valuation overrings of R (for Gaussian, or trivial, extensions the reader is referred to [6, Theorem
2.2.1]). Hence, denoting by V b the Gaussian extension to K(X) of a valuation ring V of K , we have that an irredundant
representation

V∈Σ V of R lifts to an irredundant representation

V∈Σ V b of Kr(R, ⋆) for some e.a.b. star operation
depending on Σ (see [13, Proposition 2.1]). Reciprocally if a maximal Kronecker function ring of R has an irredundant
representation, this representation restricts in K to an irredundant representation of R (see [13, Proposition 2.3]).
So, an integrally closed domain with a unique Kronecker function ring, like a Prüfer domain, can admit at most one
irredundant representation (see the note in [13, p. 310]). More in particular, an integrally closed domain has at least as
many distinct Kronecker function rings as the number of irredundant representations of the domain. Clearly, the number
of irredundant representations of an integral domain only gives a lower bound for the number of Kronecker function rings
(see Remark 4.1). For instance, in the Prüfer case, there exist domains that do not have an irredundant representation, but
yet they have one Kronecker function ring.
For I an ideal of the integral domain R, an element x in the quotient field K of R is integral over I if there exist ai ∈ I i such
that:
xn + a1xn−1 + · · · + an−1x+ an = 0.
By [27, Theorem 1, Appendix 4], the set I , consisting of the elements of K integral over the ideal I , coincides with the ideal
of the integral closure of R,

V∈Zar(R) IV , called the completion of I . The integral closure of the ideal I consists of the elements
of R integral over the ideal I and can be expressed as

V∈Zar(R) IV ∩ R (cf. [24, Proposition 6.8.2]). In particular, completion
and integral closure agree when R is integrally closed.
Then an integrally closed domain has a unique Kronecker function ring if and only if every e.a.b. star operation is
equivalent to the b-operation (or integral closure of ideals, or completion), which coincide, by using the language introduced
before, with the star operation ⋆Σ , where Σ = Zar(R). In particular, an integrally closed domain with a unique Kronecker
function ring has a rather simple Zariski space, so that it is not possible to generate nonequivalent representations of the
domain itself.
K. A. Loper called domains having a unique Kronecker function ring vacant domains, to point out this ‘‘lack’’ in valuation
overrings. We will use the same terminology throughout.
Definition 1.1. An integrally closed domain is vacant if it has a unique Kronecker function ring.
Although for our purposes we will focus mainly on star operations rather than the more flexible concept of semistar
operation, we will apply a few results about semistar operations to the special case of star operations.
Let R be an integral domainwith quotient field K . Let F(R) denote the set of nonzero R-modules contained in K , a semistar
operation on R is an application: ∗ : F(R) → F(R), E → E∗, satisfying for all E, F ∈ F(R) and x ∈ K \ {0} the following
conditions:
(∗1) (xE)∗ = xE∗;
(∗2) E ⊆ E∗, and E ⊆ F ⇒ E∗ ⊆ F∗;
(∗3) E∗∗ := (E∗)∗ = E∗.
Note that, for a semistar operation ∗, the condition R∗ = R is not required. In case the semistar operation enjoys this
additional property, we will call it a (semi)star operation. In fact it is easily seen that its restriction to F(R) defines a star
operation. To any semistar operation ∗ on R it is always possible to associate:
(a) a semistar operation of finite type, denoted by ∗f :
J∗f :=

F∗ |F ⊆ J, F finitely generated ,
for all J ∈ F(R).
Given a star operation ⋆ on R, an ideal I of R such that I⋆ = I is called a ⋆-ideal. A ⋆-prime is a ⋆-idealwhich is also prime
and a ⋆-maximal ideal is a maximal element for the set of ⋆-primes. If ⋆ is a star operation of finite type, an application
of Zorn’s lemma shows that the set of ⋆-maximal ideals of R, denoted by ⋆-Max(R), is nonempty.
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(b) A stable semistar operation of finite type, denoted by ∗˜:
J ∗˜ : =

(J : I)  I ⊆ R, I∗ = R, I finitely generated
=

P∈∗f−Max(R)
JRP ,
for all J ∈ F(R) (see [10, Corollary 2.7 and Remark 2.8]).
(A semistar operation ∗ is called stable if for each pair I, J ∈ F(R)we have that (I ∩ J)∗ = I∗ ∩ J∗).
(c) An e.a.b. semistar operation of finite type, denoted by ∗a:
I∗a =

((IH)∗ : H∗) |H finitely generated ,
if I is finitely generated, and then, for each nonzero R-module J contained in K :
J∗a :=

F∗a |F ⊆ J, F finitely generated .
(see [10, Section 4]).
It is worth observing that starting from a star operation ⋆, ⋆f and ⋆˜ are star operations too, whilst ⋆a may not be a star
operation, but a proper semistar operation.
Given a star operation ⋆ on the integral domain R, ⋆ is e.a.b. if and only if ⋆f is e.a.b. Moreover, it is easily seen that ⋆1 and
⋆2 are equivalent star operations if and only if (⋆1)f = (⋆2)f .
A star operation ⋆ on R can always be lifted to a semistar operation ∗ on R by defining E∗ := E⋆ if E ∈ F(R), and E∗ := K
otherwise.
It is possible to give to the set of star (resp., semistar) operations on an integral domain a structure of partially ordered
set: given ⋆1 and ⋆2 star (resp., semistar) operations on Rwe say that ⋆1 ≤ ⋆2 if for any nonzero (fractional) ideal of R (resp.
R-submodule of K ) I , I⋆1 ⊆ I⋆2 . It is easily seen that I⋆1 ⊆ I⋆2 if and only if (I⋆1)⋆2 = (I⋆2)⋆1 = I⋆2 .
In particular, denoting by v the star operation which associates to any nonzero (fractional) ideal I of R, Iv := (R : (R : I))
(i.e. v is the divisorial closure), we have that vf =: t and v˜ =: w, so that given any star operation ⋆: ⋆ ≤ v, ⋆f ≤ t and ⋆˜ ≤ w.
Hence, in particular, b ≤ v, b ≤ t (b is of finite type, since b = da, where d is the identity star operation) and d = b˜ ≤ w.
An integral domain R is called a DW-domain if the w-operation coincides with the identity. Such domains have been
recently studied by A. Mimouni in [18] and, in the more general context of semistar operations, by Picozza and Tartarone
in [22]. Domains having a unique Kronecker function ring lie in between Prüfer domains and DW-domains (see Remark 2.2
and Proposition 2.6).
We start by studying the property of having a unique Kronecker function ring for distinguished classes of domains of
classical ideal theory. We prove that the most celebrated classes (whose definitions are recalled later), i.e. Krull domains,
P⋆MD’s,where ⋆ is any star operation, GCD-domains andmore generally generalizedGCD-domains, have a uniqueKronecker
function ring if and only if they are Prüfer.
In Section 3 we give characterizations of integrally closed domains having a unique Kronecker function ring, by studying
their Zariski space and the integral closure of finitely generated ideals (Theorem 3.1). We deduce a new characterization of
Prüfer domains as integrally closed domains for which whenever I is a finitely generated ideal, Ib is flat.
Motivated by what is to our knowledge the only example in the literature of a non-Prüfer vacant domain (namely,
[12, Example 12, Section 32]), Section 4 is devoted entirely to the study of pseudo-valuation domains (in brief, PVD’s; the
definition is recalled in Section 4). In Theorem 4.10 we prove that given an integrally closed PVD (R,M), not a valuation
domain, with associated valuation overring V , and assuming that the residue field V/M is finite over a transcendental
extension of R/M , then R is vacant if and only if the transcendence degree of V/M over R/M is equal to 1.
On the other hand in Corollary 4.7 we prove that an integrally closed PVD (R,M), not a valuation domain, for which
trdeg(V/M, R/M) ≥ 2, has always more than one Kronecker function ring, regardless of the finiteness of the algebraic
extension involved. For an infinite algebraic extension of a simple transcendental extension of R/M , it is not knownwhether
or not R is still vacant.
In Section 5, we study how the uniqueness of the Kronecker function ring is preserved in certain kinds of pullback
diagrams. We prove that an integrally closed domain R with a divided prime ideal P (i.e. a prime ideal for which P = PRP ),
such that RP is a valuation domain, has a unique Kronecker function ring if and only if so has R/P . In particular it will
immediately follow that the CPI extension of a domain Rwith respect to a prime ideal P (i.e., the pullback π−1(R/P), where
π is the canonical projection of RP onto RP/PRP ), such that RP is a valuation domain, has a unique Kronecker function ring if
and only if R/P has a unique Kronecker function ring.
By means of the results collected throughout we give in Section 6 new examples of domains having a unique Kronecker
function ring. We construct quasi-local domains with this property which are neither valuation domains nor pseudo-
valuation domains. Next we give two ways to build semi-quasi-local domains with a unique Kronecker function ring and
having a pre-assigned number of maximal ideals such that the localization at each of those is not a valuation domain.
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2. Vacant domains and domains of classical ideal theory
First of all, wewish to compare the class of vacant domains with other classical classes of integral domains. It is clear that
Dedekind domains (and, more generally, generalized Dedekind domains), Bézout domains and Prüfer domains are vacant.
We shall see thatmanywell-knownclasses of domains, not included in the class of Prüfer domains (e.g., UFD’s, Krull domains,
GCD-domains, PvMD’s and more generally P⋆MD’s), fall into the class of Prüfer domains when provided with the additional
property of being vacant.
We start by recalling the definitions and main properties of the domains we will study with respect to the property of
being vacant.
Definition 2.1. An integral domain R is a Prüfer domain if the following equivalent conditions hold (see [12, Theorem 22.1]):
(a) every finitely generated ideal of R is invertible;
(b) for each maximal idealM of R, RM is a valuation domain;
(c) for each prime ideal P of R, RP is a valuation domain.
Remark 2.2. Suppose ⋆ is a star operation on an integral domain R and I is an invertible ideal of R. Then, by [12, Lemma
32.17], for each J ∈ F(R) (IJ)⋆ = IJ⋆. If R is a Prüfer domain, then every finitely generated ideal of R is invertible and each star
operation is e.a.b.. Furthermore there is a unique equivalence class of star operations, including the identity star operation
d (see [12, Proposition 32.18]). So, Prüfer domains have a unique Kronecker function ring.
Definition 2.3. Let R be an integral domain:
(a) R is a finite conductor domain (in brief, an FC-domain) if for each a, b ∈ R the intersection aR ∩ bR is finitely generated
(see [25]).
(b) Let ⋆ be a star operation on R; R is a Prüfer-⋆-multiplication domain (in brief, a P⋆MD) if for any finitely generated ideal I
of R, (II−1)⋆f = R (see [8]).
(c) R is a generalized GCD-domain (in brief, a gGCD-domain) if the intersection of two integral invertible ideals is invertible,
or, equivalently, if the intersection of two principal ideals is invertible (see [1]).
It is clear by definition that a gGCD-domain is an FC-domain.
Definition 2.4. Let R be an integral domain, and ∗ a semistar operation on R. The semistar integral closure of Rwith respect
to ∗ is the domain:
R[∗] :=

(I∗ : I∗) | I ∈ F(R) finitely generated .
As remarked in [5] for any semistar operation ∗, R∗ ⊆ R[∗] and R∗a = R[∗] (see [9, Proposition 4.5]).
Definition 2.5. Let R be an integral domain and ∗ a semistar operation on R.
(a) R is quasi-∗-integrally closed if R∗ = R[∗].
(b) R is ∗-integrally closed if R = R[∗].
Proposition 2.6. Let R be an integrally closed domain. If R is vacant then R is a DW-domain.
Proof. By [5, Lemma 4.13 (2)] we have that R = Rw is integrally closed if and only if R is quasi-w-integrally closed. Hence
R = Rw = R[w] = Rwa so we have that Rwa = R and (wa)|F(R) is an e.a.b. star operation on R. With a little abuse of notation,
we will still writewa instead of its restriction. Since R is vacant necessarilywa ∼ b and, being star operations of finite type,
wa = b. By [10, Corollary 4.5],w ≤wa =(wa)f . Hencew = b˜ = d. 
Corollary 2.7. Let R be an integrally closed domain, X an indeterminate for R. Then R [X] is vacant if and only if R is a field.
Proof. If R is a field the assertion is trivial. Conversely if R is not a field then R[X] is not a DW-domain (see [18, Proposition
2.12]), so by Proposition 2.6, R[X] is not vacant. 
The converse of Proposition 2.6 is not true in general. We will give a counterexample in Example 6.8.
Remark 2.8. In [22, Theorem3.7], G. Picozza and F. Tartaroneproved that an integrally closedDW-domain is a Prüfer domain
if and only if it is an FC-domain. This follows from the fact that an integrally closed finite conductor domain is a PvMD,
according to [25, Theorem 2]. Thus, by Proposition 2.6, a finite conductor vacant domain is a Prüfer domain, and a vacant
PvMD is a Prüfer domain.
Recall that a Krull domain, being an intersection of DVR’s, is completely integrally closed, and the v-operation, hence the
t-operation, on a completely integrally closed domain is e.a.b. by [12, Theorem 34.3 and Theorem 34.6].
Remark 2.9. It is worth observing that a domain R for which the v-operation is e.a.b. is vacant if and only if b = t . First of
all, note that a v-domain is necessarily integrally closed, having v as an e.a.b. star operation (cf. [12, Corollary 32.8]).
Suppose R is vacant, then the b-operation is the unique e.a.b star operation of finite type, so that t = b. Conversely if
b = t and ⋆ is any e.a.b. star operation on R, then b ≤ ⋆f ≤ t , hence b = ⋆f = t and b ∼ ⋆. Therefore R is vacant.
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Proposition 2.10. If R is a vacant Krull domain (in particular a vacant UFD, or a vacant integrally closed Noetherian domain).
Then R is a Dedekind domain.
Proof. As shown by Jaffard in [16], R is a Krull domain if and only if (II−1)t = R for any nonzero ideal I of R, and the t-
operation is e.a.b. So if R is vacant b = t and we have that R = (II−1)t = (II−1)b. Therefore R = II−1 for any nonzero
ideal I of R. In fact, suppose by the way of contradiction II−1 ( R, then II−1 ⊆ M for some maximal ideal M of R. So that
(II−1)b ⊆ Mb = M ( R, a contradiction. Thus every nonzero ideal of R is invertible and R is a Dedekind domain. 
Proposition 2.11. If R is a vacant generalized GCD-domain (in particular, a vacant GCD-domain). Then R is a Prüfer domain.
Proof. A generalized GCD-domain is a finite conductor, then R is a finite conductor vacant domain, which is Prüfer by the
discussion in Remark 2.8. 
Proposition 2.12. If R is a vacant P⋆MD, for some star operation ⋆ on R. Then R is a Prüfer domain.
Proof. It is easily seen that if R is a P⋆MD, for some star operation ⋆ on R, then R is also a PvMD. (Suppose I is a finitely
generated ideal of R such that (II−1)⋆f = R; then R = (II−1)⋆f ⊆ (II−1)t ⊆ R, so that (II−1)t = R and R is a PvMD.) Therefore,
by Remark 2.8, a vacant P⋆MD is a Prüfer domain. 
3. Characterizations of vacant domains
Let R be an integral domain (possibly a field) and F a field containing R. Recall that the Zariski space Zar(F/R) consists of
valuation domains having quotient field F and containing R. When F coincides with the quotient field of R, we will omit the
field and write Zar(R) rather than Zar(F/R).
The Zariski space Zar(F/R) can be endowedwith the topology (Zariski topology) defined by taking as a basis of open sets:
UR(x1, . . . , xn) := {V ∈ Zar(F/R) | xi ∈ V , ∀i = 1, . . . , n } ,
for {x1, . . . , xn} that ranges over the finite subsets of F .
In [4, Lemma 1] D. Dobbs and M. Fontana show that the application:
ϕ : Zar(R)−→ Zar(Kr(R, b))
V −→ V b
is a homeomorphism of topological spaces (both of them endowed with the Zariski topology). Moreover the preimage of a
basic open setUKr(R,b)(α) is a finite union of basic open sets of Zar(R).
Let R be an integral domain with quotient field K . An overring of R is, as usual, an integral domain S such that R ⊆ S ⊆ K .
Theorem 3.1. Let R be an integrally closed domain with quotient field K . The following are equivalent:
(a) R is vacant.
(b) Whenever R = R1 ∩ · · · ∩ Rn, with Ri integrally closed overrings of R, then Zar(R) =ni=1 Zar(Ri).
(c) Whenever R = R1 ∩ · · · ∩ Rn, with Ri integrally closed overrings of R, then Kr(R, b) = Kr(R1, b)∩ · · · ∩ Kr(Rn, b) (where the
b-operation is taken with respect to the appropriate domain).
(d) Whenever R = R1 ∩ · · · ∩ Rn, with Ri integrally closed overrings of R, then Ib = (IR1)b ∩ · · · ∩ (IRn)b for all finitely generated
ideals I of R (where the b-operation is taken with respect to the appropriate domain).
We will prove that (a)⇒(c)⇒(d)⇒(c)⇒(b)⇒(a).
The equivalence of (a) and (b) is an unpublished result of B. Olberding.
Proof. (a)⇒(c). Observe that since Kr(Ri, b) ∩ K = Ri, then Kr(R1, b) ∩ · · · ∩ Kr(Rn, b) ∩ K = R1 ∩ · · · ∩ Rn = R. Hence
Kr(R1, b) ∩ · · · ∩ Kr(Rn, b) is a Kronecker function ring of R. Since R is vacant by hypothesis, Kr(R1, b) ∩ · · · ∩ Kr(Rn, b) =
Kr(R, b).
(c)⇒(d). Suppose whenever R1 ∩ · · · ∩ Rn = R for integrally closed overrings R1, . . . , Rn of R, then Kr(R, b) =
Kr(R1, b) ∩ · · · ∩ Kr(Rn, b). If I is a finitely generated ideal of R then Ib = IKr(R, b) ∩ K . Furthermore, since Kr(R, b) is a
Bézout domain, IKr(R, b) is a principal ideal f Kr(R, b). Hence:
Ib = IKr(R, b) ∩ K = f Kr(R, b) ∩ K
= f (Kr(R1, b) ∩ · · · ∩ Kr(Rn, b)) ∩ K
= f Kr(R1, b) ∩ · · · ∩ f Kr(Rn, b) ∩ K
= (IKr(R1, b) ∩ K) ∩ · · · ∩ (IKr(Rn, b) ∩ K)
= (IR1)b ∩ · · · ∩ (IRn)b.
Therefore Ib = (IR1)b ∩ · · · ∩ (IRn)b.
(d)⇒(c). It is enough to apply (d) to the ideal I = R.
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(c)⇒(b). Suppose that Kr(R, b) = Kr(R1, b) ∩ · · · ∩ Kr(Rn, b), whenever R = R1 ∩ · · · ∩ Rn, with Ri integrally closed
overrings of R. Let V ∈ Zar(R), then V b = (Kr(R1, b) ∩ · · · ∩ Kr(Rn, b))P for some prime ideal P of Kr(R, b). Therefore,
denoting by S := Kr(R, b) \ P:
V b = Kr(R1, b)S ∩ · · · ∩ Kr(Rn, b)S ⇒ V b = Kr(Ri, b)S, for some i,
then V = V b ∩ K ⊇ Kr(Ri, b) ∩ K = Ri and V ∈ni=1 Zar(Ri).
(b)⇒(a). Suppose by the way of contradiction that R is not vacant. Then there exists an e.a.b. star operation ⋆ on
R, such that Kr(R, ⋆) is a Kronecker function ring of R distinct from Kr(R, b). Let α ∈ Kr(R, ⋆) \ Kr(R, b). Therefore
Kr(R, b)[α] ∩ K = R. Let Ub(α) be the open subset of Zar(Kr(R, b)) consisting of the valuation overrings of Kr(R, b)[α].
As discussed at the beginning of the section, by [4, Lemma 1], the preimage ϕ−1(Ub(α)) is a finite union of open sets of the
formU(A1) ∪ · · · ∪U(An) in Zar(R) and
Ub(α) = ϕ(U(A1) ∪ · · · ∪U(An)) = Ub(A1) ∪ · · · ∪Ub(An).
Denoting by Si := R[Ai], the integral closure of R[Ai], we have, for each i, Si ⊆V∈U(Ai) V , so that:
S1 ∩ · · · ∩ Sn ⊆ Kr(R, b)[α] ∩ K = R ⇒ S1 ∩ · · · ∩ Sn = R.
By assumption Zar(R) =ni=1 Zar(Si) =ni=1U(Ai). Therefore, by using the fact that ϕ is a homeomorphism:
Zar(Kr(R, b)) = ϕ(Zar(R)) =
n
i=1
Ub(Ai),
so that α ∈ Kr(R, b), which is a contradiction. 
A natural question arising from Theorem 3.1 is whether it is possible to handle the number of overrings intersecting to R
in such a characterization. As we are about to see, this is closely related to a more general question, namely: given a vacant
domain R, is every integrally closed overring of R vacant too?
Definition 3.2. An integrally closed domain R ism-vacant if whenever there existm integrally closed overrings R1, . . . , Rm
such that R = R1 ∩ · · · ∩ Rm, then the Zariski space Zar(R) =mi=1 Zar(Ri).
As an easy Corollary of Theorem 3.1 we have that:
Corollary 3.3. An integrally closed domain R is vacant if and only if it is m-vacant for each m ≥ 2.
Definition 3.4. An integrally closed domain R is totally vacant if every integrally closed overring of R is vacant.
Remark 3.5. It is easily seen that for an integrally closed domain R n-vacant always implies (n − 1)-vacant. For if R =
S1 ∩ · · · ∩ Sn−1 with Si integrally closed overrings of R, let V be any valuation overring of S1, then R = S1 ∩ · · · ∩ Sn−1 ∩ V .
By assumption R is n-vacant so ifW ∈ Zar(R) is not a valuation overring of Si for all i = 1, . . . , n − 1, necessarilyW ⊇ V .
HenceW ⊇ V ⊇ S1, and Zar(R) =n−1i=1 Zar(Si).
Although we were not able to prove the converse of the previous statement, we will see that it reverses when we
consider the whole space of integrally closed overrings of a given integrally closed domain R. We will also give a topological
characterization of totally vacant domains. Let:
O(R) := {S |R ⊆ S ⊆ K := Qf(R), S integrally closed } .
We have the following:
Proposition 3.6. Let R be an integrally closed domain. Then R is totally vacant if and only if every S ∈ O(R) is 2-vacant.
Proof. (⇒). This is clear since every integrally closed overring of R is vacant and vacant implies 2-vacant.
(⇐). Denote by (Pn) the property: ‘‘every element inO(R) is n-vacant’’. We will prove then the Proposition by induction
on n. The basis (P2) of the induction is given by the hypothesis. Suppose (Pn) is true, so that every element of O(R) is n-
vacant. We will show that then every element inO(R) is (n+ 1)-vacant. For, let S ∈ O(R) and suppose S = T1 ∩ · · · ∩ Tn+1.
If V is an element of Zar(S) we need to show that V ∈ Zar(Ti) for some i ∈ {1, . . . , n+ 1}. If V ∈ Zar(T1) we are done, so
suppose V ∉ Zar(T1). By (P2) it follows that V ∈ Zar(T ) where T := T2 ∩ · · · ∩ Tn+1. Since we assumed (Pn) to be true we
have V ∈ Zar(Ti) for some i ∈ {2, . . . , n+ 1}, which proves the proposition. 
The setO(R) can be endowed with two different topologies, one finer than the other (see for details [19, Section 2]). The
Zariski topology on O(R) is defined by declaring the basic open sets as:
ER(x1, . . . , xn) := {S ∈ O(R) | xi ∈ S, ∀i = 1, . . . , n } ,
for {x1, . . . , xn} ranging over the finite subsets of K . A finer topology is the b-topology, for which the subbasic open sets are
as follows:
ER(I, J) :=

S ∈ O(R)  I ⊆ JbS  ,
where I, J are finitely generated R-submodules of K , and bS denotes the integral closure of J in S.
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The b-topology coincides with the Zariski topology on Zar(R) (see [19, Corollary 2.7]). Moreover the two topologies
coincide on O(R)when R is a Prüfer domain (see [19, (2.2)]).
It is well known that the set of prime ideals Spec(R) of an integral domain R can be endowed with the Zariski spectral
topologywhose basic open sets are those of the form:
DR(I) := {P ∈ Spec(R) | I ⊈ P } ,
for I ideal of R.
A semigroup ideal is a subset J of the domain R such that for all x ∈ R, xJ ⊆ J . A semigroup ideal J is prime if whenever
x, y are elements of R such that xy ∈ J , then x ∈ J or y ∈ J . As observed in [19, (2.3)] a nonempty subset P of R is a prime
semigroup ideal if and only if R \ P is a saturated multiplicatively closed subset of R. Hence, P is a prime semigroup ideal of
R if and only if P is a union of prime ideals of R.
Denote by S(R) the set of prime semigroup ideals of R. A topology on S(R) is obtained by declaring as basic open sets:
DR(x1, . . . , xn) := {P ∈ S(R) |xi ∉ P, ∀i = 1, . . . , n } ,
where x1, . . . , xn ∈ R.
Consider for an integrally closed domain R the mapping:
ψ : O(R)−→ S(Kr(R, b))
S −→ PKr(S,b)
where PKr(S,b) := {α ∈ Kr(R, b) |αKr(S, b) ≠ Kr(S, b) }.
B. Olberding proved in [19, Theorem 2.11] that ψ is a homeomorphism of O(R) with respect to the b-topology onto its
image in S(Kr(R, b)).
Proposition 3.7. Let R be an integrally closed domain. Then R is totally vacant if and only ifψ is a homeomorphism with respect
to the b-topology.
Proof. The mapping ψ is obtained as the compositionw ◦ u, where:
u : O(R) −→ O(Kr(R, b)) w : O(Kr(R, b)) −→ S(Kr(R, b))
S −→ Kr(S, b) T −→ PT
Since Kr(R, b) is a Bézout domain, hence a QR-domain,w is a homeomorphism (see [19, Lemma2.10]). On the other hand, ac-
cording to [19, Proposition 2.5], u is a homeomorphism ofO(R)with respect to the b-topology, onto its image inO(Kr(R, b)).
We need to show that u is surjective if and only if R is totally vacant.
Suppose R is totally vacant and let T be an overring of Kr(R, b). Note that T is necessarily integrally closed since Kr(R, b) is
a Bézout domain. The integrally closed overring S := T∩K of R is vacant since R is totally vacant. Hence T = Kr(S, b) = u(S).
If u is surjective the conclusion is straightforward. 
As a consequence of Theorem 3.1 (d), we can give the following characterization of Prüfer domains.
Proposition 3.8. The following are equivalent for an integral domain R:
(a) R is a Prüfer domain.
(b) For each finitely generated ideal I of R, Ib is flat (as an R-module).
Proof. (a)⇒(b). This is clear because in a Prüfer domain each ideal is flat.
(b)⇒(a). In [26, Corollary 6] Zafrullah characterized generalized GCD-domains with the following property: for each
finitely generated ideal I there exists a star operation ⋆, such that I⋆ is flat. Hence, if (b) holds, R is a gGCD-domain, which
is a finite conductor domain. We prove that the property stated in (b) implies vacant, so that R is a finite conductor vacant
domain, and then a Prüfer domain by Remark 2.8.
In a recent paper by Picozza and Tartarone, [21, Theorem 1.4], it is shown that every flat ideal of an integral domain R is a
t-ideal. It follows directly that, assuming (b), then for every finitely generated ideal I of R, Ib = (Ib)t = I t , so that R is vacant
according to Remark 2.9. Thus R is a vacant FC-domain, which is a Prüfer domain. 
4. Vacant pseudo-valuation domains
The only example of a vacant domain which is not a Prüfer domain is given in [12, Example 12, Section 32] and it is a
pseudo-valuation domain. So we start by characterizing pseudo-valuation domains with respect to the property of being
vacant.
Let R be a domain with quotient field K . Recall that a prime ideal P of R is called strongly prime if whenever xy ∈ P for
x, y ∈ K then either x ∈ P or y ∈ P .
An integral domain R is called a pseudo-valuation domain, (in brief, PVD) if every prime ideal of R is strongly prime.
A PVD is quasi-local, more precisely its prime spectrum is linearly ordered ([14, Corollary 1.3]). It is well known that for
a quasi-local domain (R,M) the following conditions are equivalent ([14, Theorem 2.7]):
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(a) (R,M) is a PVD;
(b) R has a (unique) valuation overring V := End(M) = {x ∈ K | xM ⊆ M }with maximal idealM;
(c) There exists a valuation overring V in which every prime ideal of R is also a prime ideal of V .
It is easily seen that any PVD arises as the pullback of a diagram of the form:
π−1(k) / / _

k  _

V
π / / kV
where V is a valuation domainwithmaximal idealM (hence, V = End(M)) and k is a subfield of the residue field kV := V/M
of V .
An integral domain R is a locally pseudo-valuation domain (in brief, LPVD) if for all P ∈ Spec(R), PRP is strongly prime in
RP (or, equivalently, if RP is a PVD).
Remark 4.1. To prove the main result of this section, we will use the fact that an integrally closed domain R has at least as
many Kronecker function rings as the number of its irredundant representations as intersection of valuation overrings. For,
if R does not have any irredundant representation, it still has Kr(R, b) as a Kronecker function ring. Hence the number of
Kronecker function ring of R is always bigger than or equal to 1.
Suppose R has n irredundant representations, with n not necessarily finite. Then, by [13, Proposition 2.1], each such
representation of R corresponds to an irredundant representation of a Kronecker function ring of R. Now it is enough to
observe that since a Kronecker function ring is a Bézout domain, it has at most one irredundant representation. Thus each
irredundant representation of R is associated to one and only one Kronecker function ring of R. Therefore, the number of
Kronecker function rings of R is bigger than or equal to the number of irredundant representations of the domain R.
Lemma 4.2. Let k ⊆ F be a field extension and let α, β, γ ∈ F be transcendental over k. If γ is algebraic over both k(α) and
k(β), then α and β are algebraically dependent.
Proof. α, β and γ are supposed to be transcendental over k, then γ is algebraic over k(α) (resp. k(β)) if and only if α (resp.
β) is algebraic over k(γ ). The field extension k(α) ⊆ k(α, γ ) ⊆ k(α, γ , β) is algebraic, being a composition of two algebraic
extensions. Hence k(α) ⊆ k(α, β) is algebraic too, indeed it is contained in the algebraic extension k(α) ⊆ k(α, γ , β). 
Lemma 4.3. Let R be an integrally closed domain and P ∈ Spec(R). Suppose V := End(P) is a valuation ring with maximal ideal
MV = P. Then for every W ∈ Zar(R) either W ⊆ V or V ⊆ W.
Proof. Consider the two cases: either PW = W or PW ≠ W . If PW = W then V = End(P) ⊆ End(PW ) = W .
Let PW ≠ W and suppose W ⊈ V . Then there exists x ∈ W \ V . So x−1 ∈ MV = P . But x, x−1 ∈ W and so
1 = x · x−1 ∈ PW ≠ W , a contradiction. HenceW ⊆ V . 
Remark 4.4. By Lemma 4.3, if End(P) is a valuation overring of Rwithmaximal ideal P and S is an integrally closed overring
of R which is not a valuation domain, then necessarily S ⊂ V := End(P). For, if Zar(S) is the Zariski space of S, then clearly
Zar(S) ⊆ Zar(R), hence every valuation overring of S is comparable toV . So there are only twopossible cases: every valuation
overring of S contains V , or there exists W ∈ Zar(S) such that W ⊆ V . In the first case S is an overring of V , and then is a
valuation domain. In the second case S ⊆ W ⊆ V as required.
Notation 4.5. Let F and R be domains (possibly fields) with R ⊆ F . We shall denote by RF the integral closure of R in F . If R
and F are fields, with the same notation we mean the algebraic closure of R in F .
Proposition 4.6. Let R = (R,M) be a quasi-local integrally closed domain and let k := R/M. Suppose D := End(M)/M is an
integral domain and End(M) ≠ R. If there exist X, Y ∈ D transcendental and algebraically independent over k, then R is not
vacant.
Proof. R is quasi-local with maximal idealM , then we can write R as the pullback of the following diagram:
R  _

/ / R
M = k _

End(M) / / End(M)
M = D
with X and Y in End(M)/M algebraically independent over k. Since R is integrally closed, kmust be integrally closed inD and
k = k(X)D ∩ k(Y )D (it follows combining Lemma 4.2 and the fact that if an element γ is integer over k, then it is, obviously,
algebraic over k).
It follows that k = k[X] D ∩ k[Y ] D this intersection being between the two members of the previous equality. By pulling
k[X] D and k[Y ] D back we obtain two integrally closed overrings of R, namely R[x] and R[y]where x and y belong to V \R and
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map onto X and Y respectively. Moreover R = R[x] ∩ R[y] = R[x] ∩ R[y]. To prove that R[x] (resp. R[y]) is the pullback of
k[X] D (resp. k[Y ] D), let x be an element of V that maps onto X , so that X = x+M , then it is clear that R[x] is contained in the
pullback of k[X]. For the reverse containment it is enough to prove that the preimage of X is all contained in R[x]. Suppose
t ∈ End(M) is another element that maps onto X , then t +M = x+M and t − x = m ∈ M . Now we can conclude that t is
in R[x] because m ∈ M ⊆ R ⊆ R[x] and x ∈ R[x]. Then the integral closure of R[x] is the pullback of the integral closure of
k[X] in K .
Define R′ := R[x−1, y−1], then R ( R′ ( V since k ( k[X−1, Y−1] ( D. Observe that since R is quasi-local we can choose
exactly x−1 (resp. y−1) as the element of End(M) that maps onto X−1 (resp. Y−1). Suppose x′ and y′ are such that x′ → X−1
and y′ → Y−1; then xx′ → XX−1 = 1 and hence xx′ = 1 + m, m ∈ M = Jac(R) ⇒ xx′ = u is invertible in R. Then
R[x′] = R[ux−1] = R[x−1], and the same holds for y. Also x−1, y−1 ∈ End(M) since M ⊆ Jac(End(M)). For suppose that
x ∈ End(M) and End(M) = xEnd(M) + M . Then there exists y ∈ End(M) and m ∈ M such that 1 = xy + m. But then
xy = 1−m is invertible in R (sincem ∈ M), so x is invertible in End(M).
Let P be the preimage of the ideal (X−1, Y−1) of k[X−1, Y−1]. Therefore P is a prime ideal of R′ since its image is a prime
ideal of k[X−1, Y−1]. Then there exists a valuation overring W of R′ centered on P , that is such that x−1, y−1 ∈ MW . Hence
by taking the representation of R = R[x] ∩ R[y], W ⊇ R (since W ⊇ R′ ⊇ R), but W ⊉ R[x] and W ⊉ R[y]. Thus R is not
vacant. 
As a direct consequence of Proposition 4.6, we have the following:
Corollary 4.7. Let R = (R,M) be an integrally closed PVD which is not a valuation domain. Let V := End(M). If trdeg
(V/M, R/M) ≥ 2 then R is not vacant.
Definition 4.8. Let R, S be integrally closed domains with quotient field K , we denote by ZarS(R) := {W ∈ Zar(R) |S ⊈ W }.
We proceed nowwith a characterization of PVD’s with respect to the property of being vacant. The following lemmawill be
crucial for the proof of our main theorem.
Lemma 4.9 ([20, Lemma 4.1]). Let K be a field, and let F be a finitely generated field extension of K of transcendence degree 1.
Let A be a proper K-subalgebra of F having quotient field F , and letΣ be a collection of valuation rings containing K and having
quotient field F . Suppose that there is a valuation ring U containing K and having quotient field F such that

V∈Σ V
 ∩ A ⊆ U.
Then U ∈ Σ or A ⊆ U.
Theorem 4.10. Let R be an integrally closed PVD, not a valuation domain, with maximal ideal M and let V := End(M). Suppose
End(M)/M is finite over a transcendental extension of R/M, then the following are equivalent:
(a) R is not vacant;
(b) trdeg(V/M, R/M) ≥ 2;
(c) R has uncountably many Kronecker function rings.
Proof. Since R is a PVD, then V = End(M) is a valuation overring of R, and R is the pullback of the following diagram:
R  _

/ / R
M = k _

V
π / / V
M = kV
In such a diagram R is integrally closed if and only if k is algebraically closed in kV . More generally every intermediate ring T
between R and V is integrally closed if and only if π(T ) is integrally closed in kV = π(V ) (see [11, Theorem 1.2] and observe
that since V is a valuation ring the integral closure of R (resp. T ) in V coincides with the integral closure of R (resp. T ) in its
quotient field).
(a)⇒(b). Suppose that R is not vacant, hence, by Theorem 3.1, R = S1 ∩ · · · ∩ Sn for integrally closed overrings Si of R.
Without loss of generality we can reduce to the case Si ⊆ V , for each i = 1, . . . , n. This is because, By Remark 4.4, each
Si is comparable to V and we can cancel from the intersection the superfluous elements. In fact it is not possible that V ⊆ Si
for each i, because in this case the intersection of the Si’s would contain V . So if some Sj contains V it can be cancelled from
the intersection. Then we can reduce to an intersection R = Si1 ∩ · · · ∩ Sik , with each Sij ⊂ V .
Assume, by the way of contradiction, that trdeg(kV/k) = 1. Our strategy will be to show that everyW ⊂ V is necessary
for any representation of R. So that, whenever R = S1 ∩ · · · ∩ Sn, once we have reduced, as explained above, to Si ⊆ V for
each i, necessarily Zar(R) =ni=1 Si. Hence, wewill focus on just the elements of ZarV (R), which correspond, by [7, Theorem
2.4], to the valuation rings of kV containing k.
Suppose then kV = k(X, α1, . . . , αn), where X is transcendental over k and, for each i = 1, . . . , n, αi is algebraic over
k(X). In particular if U ∈ Zar(kV/k), then U extends some element U ′ ∈ Zar(k(X)/k), and U and U ′ have the same rank
(see [12, Theorem 19.16]) so that U is rank one (discrete). Hence π−1(U) has dimension 1 + dim(V ), and given any two
distinct W1,W2 ∈ ZarV (R) they are incomparable because they have the same dimension. In fact, by [7, Theorem 2.4],
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there exist U1,U2 ∈ Zar(k(X)/k) such that Wi = π−1(Ui) for i = 1, 2, and dim(U1) = dim(U2) = 1, so that
dim(W1) = 1+ dim(V ) = dim(W2).
Thanks to the bijection established in [7, Theorem 2.4], between Zar(kV/k) and ZarV (R), it is enough to show that the
representation of k = kkV given by all the valuation rings of K is irredundant. Suppose by the way of contradiction that there
exists U ∈ Zar(kV/k)which is redundant, then U ⊇V∈Zar(kV /k)\{U} V . LetW be any element of Zar(kV/k) \ {U} and denote
byΣW := Zar(kV/k) \ {U,W }. Then by Lemma 4.9 we have that:
U ⊇
 
V∈ΣW
V

∩W =⇒ U ⊇ W or U ∈ ΣW .
Since U and W have the same dimension the containment cannot hold, but by assumption U /∈ ΣW , hence we have a
contradiction. We can conclude that R is vacant, since the unique possible representation of R is given by intersecting all the
elements of Zar(kV/k) and it is possible to generate just one Kronecker function ring.
(b)⇒(c). Suppose now the transcendence degree of End(M)/M over R/M is strictly greater than 1.
Denote by X := {Xi}i∈I a transcendence basis of End(M)/M = kV over R/M = k, hence kV = k(X, α1, . . . , αn)where α1
is algebraic over k(X), and αj is algebraic over kV (X, α1, . . . , αj−1) for each j = 2, . . . , n.
To prove this implication we will build uncountably many irredundant representations of k of the form k[X] ∩Vγ , where
γ is a positive irrational real number. This is possible because the transcendence degree of the field extension V/M ⊇ R/M
is strictly greater than 1, and as we are about to see, the construction needs at least two distinct fixed variables.
Let γ be a positive irrational real number. Let G :=i∈I R, ordered lexicographically. Let X1, X2 be fixed elements in X.
We define vγ as a valuation such that:
vγ (X1) := (−1, 0, . . . , 0, . . . )
vγ (X2) := (−γ , 0 . . . , 0, . . . )
vγ (Xi) := (0, . . . , 0,
i-th−γ , 0, . . . ), for each i ∈ I, i ≠ 1, 2.
Note that, since γ is irrational, the value of vγ can be easily determined for each f ∈ k[X], because, for each pair n1, n2 ∈ Z
there is always a strict inequality between n1 and γ n2. Hence:
vγ (f ) =

min
−ordX1(f ),−γ · ordX2(f ) , 0,−γ · ordX3(f ), . . .  .
We have that k = k[X] ∩ Vγ , where k[X] =  k[X](f ) and f ranges over the irreducible polynomials of k[X]. It is well
known that the above representation of k[X] is irredundant (recall that k[X] is a UFD) and that Vγ is irredundant in that
representation of k. For instance, for each i ∈ I , Xi ∈ k[X], but Xi /∈ Vγ . We need to prove that for each f irreducible
polynomial of k[X], the valuation ring k[X](f ) is irredundant.
Suppose by the way of contradiction that for some f ∈ k[X]:
k[X](f ) ⊇

g≠f
k[X](g) ∩ Vγ = k.
In this case we have that 1/f ∈ k[X](g) for each g ≠ f , as both f and g are irreducible. Since f is a polynomial only a fi-
nite number of indeterminates appear in f , hence without loss of generality we can assume that the only indeterminates
appearing in f are X1, . . . , Xm, for somem ≥ 1. Denoting by ni = ordXi(f ), we have:
vγ (f ) = (min {−n1,−γ n2} , 0,−γ n3, . . . ,−γ nm, 0 . . . ) .
Therefore f /∈ Vγ and f −1 ∈ Vγ , that is f −1 ∈ kwhich is a contradiction.
We can now extend the previous representation of k to a representation in valuation rings of kV . Clearly we have
k = k[X]kV ∩ V (1)γ ∩ · · · ∩ V (t)γ where V (j)γ are all the possible extensions of Vγ to kV . All the possible extensions of Vγ
to kV are finitely many because kV is a finite extension of k(X), hence by [6, Corollary 3.2.3] t is less than or equal to the
degree of the extension kV ⊇ k(X).
By [12, Theorem 43.13] we have that k[X]kV is a Krull domain. Moreover its defining family is given by the extensions
of the members in the defining family of k[X]. Therefore, no elements in the extended defining family are redundant, so
we could possibly have that some of the V (j)γ is redundant. In any case, we cannot omit all of the V
(j)
γ to represent k, oth-
erwise when contracting in k(X) we would have k = k[X] which is clearly not possible. Hence, we have the irredundant
representation required.
When γ ranges over the possible positive irrational real numbers, we get uncountablymany irredundant representations
and uncountably many Kronecker function rings. For, if γ and α are two distinct positive irrational numbers, there exists a
rational number q = rs such that γ < q < α, because Q is dense in R. Then
vγ

X r1
X s2

= γ · s− r < 0, vα

X r1
X s2

= α · s− r > 0.
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Thus X
r
1
X s2
∈ Vα \ Vγ and X
s
2
X r1
∈ Vγ \ Vα .
(c)⇒(a). If R has uncountably many Kronecker function rings, clearly R has more than one Kronecker function ring and
it is not vacant. 
5. Pullbacks of vacant domains
Pullback constructions have always been very useful to build examples. So we aim to characterize how the property of
being vacant is preserved in certain kinds of pullback diagrams in order to provide new examples of vacant domains.
Recall that if V is a valuation domain with maximal ideal MV , then V = End(MV ). Hence if P is a divided prime ideal of
R and RP is a valuation domain, then, by Remark 4.4, every integrally closed overring of R is comparable to RP = End(P). In
particular every integrally closed overring of Rwhich is not a valuation domain is contained in RP . So, we have the following:
Theorem 5.1. Let R be an integrally closed domain such that RP is a valuation domain for some nonmaximal divided prime ideal
P of R. Then R is n-vacant if and only if R/P is n-vacant. In particular, R is vacant if and only if R/P is vacant.
Proof. By hypothesis it follows that RP = End(P) and the domain R is the pullback of the following diagram:
R  _

/ / R/P _

V := End(P) π / / kV
where we set, as usual, kV := RP/P .
By Lemma4.3 every valuation overring of R is comparable toV . As observed in Remark 4.4 thismeans that every integrally
closed overring of R is comparable to V .
(⇒). Suppose, by the way of contradiction, that R/P is not n-vacant. Then, by Theorem 3.1, there exist integrally closed
overrings T1, . . . , Tn of R/P and W ∈ Zar(R/P) such that R/P = T1 ∩ · · · ∩ Tn and W ⊉ Ti, for each i = 1, . . . , n. By [11,
Theorem 1.2] we have that Si := π−1(Ti), i = 1, . . . , n are integrally closed overrings of R and S1 ∩ · · · ∩ Sn = R. Since
V = End(P) is a valuation domain and the quotient field ofW is kV , thenW ′ := π−1(W ) is a valuation domain too (see [7,
Theorem 2.4]). ThenW = π(π−1(W )) = π(W ′) ⊇ π(Si) = π(π−1(Ti)) = Ti, a contradiction. Therefore R is not n-vacant.
(⇐). Suppose, by the way of contradiction, that R is not n-vacant. Then, by Theorem 3.1, there exist S1, . . . , Sn ⊆ V ,
integrally closed overrings of R, and W ∈ Zar(R) such that R = S1 ∩ · · · ∩ Sn and W ⊉ Si, for all i = 1, . . . , n. It follows
by Lemma 4.3 that W ⊆ V since V contains each Si. Hence P is a prime ideal of W and W/P is a valuation overring of R/P
contained in kV ; that is,W/P is a valuation ring of kV .
Clearly, for each i, P is a prime ideal of Si, as Si ⊆ End(P), and since Si is integrally closed so is Si/P (by [11, Theorem
1.2]). In particular R/P = (S1/P) ∩ · · · ∩ (Si/P) and W/P ⊉ Si/P , for each i = 1, . . . , n. Suppose x ∈ S1 \ W ; then
π(x) ∈ (S1/P) \ (W/P). Since x ∉ W then x−1 ∈ MW and π(x−1) ∈ MW/P which is the maximal ideal of the valuation ring
W/P . Since π(x−1) = π(x)−1 then π(x) ∉ W/P .
With the same argument, we can prove that for xi ∈ Si \W , π(xi) ∈ (Si/P) \ (W/P). Thus there exist integrally closed
overrings S1/P, . . . , Sn/P of R/P and a valuation overringW/P of R/P such that R/P = (S1/P)∩· · ·∩(Sn/P) andW/P ⊉ Si/P ,
for each i, and R/P is not n-vacant. 
Corollary 5.2. Let R be an integral domain and P be a nonmaximal divided prime ideal of R such that RP is a valuation domain.
Then every integrally closed overring of R is vacant if and only if every integrally closed overring of R/P is vacant.
Proof. For each integrally closed overring T of R/P , T = π(S) = S/P for some integrally closed overring S of R. By applying
Theorem 5.1 to the diagram:
S  _

/ / S/P _

End(P) π / / End(P)/P
S is vacant if and only if S/P is vacant. It is straightforward that the overrings of R which are also overrings of End(P) are
vacant, as they are valuation domains. 
Though we could not generalize Theorem 5.1 to the case in which RP is not a valuation domain, we give the following
description of the Zariski space of an integrally closed domain R having a divided prime ideal P . We shall see that the
correspondence for Zariski spaces is not as good as in the case of prime spectra.
Let R and S be integrally closed domains, with S an overring of R. The Zariski space of R can always be split into the
disjoint union Zar(S) ∪ ZarS(R). Given an integrally closed domain R with a nonmaximal divided prime ideal P , we will
describe ZarRP (R) in terms of Zar(R/P). We will see that, in general, there is not a bijection, unlike the case of prime spectra
(see [2,7] for details), between Zar(R/P) and ZarRP (R).
Lemma 5.3. Let R be an integrally closed domain and P a divided prime ideal of R, let V ∈ Zar(R). Then V ∈ Zar(RP) if and only
if one (and only one) of the following holds:
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(a) PV = V ;
(b) MV ∩ R = P.
Proof. Let V ∈ Zar(R). If PV = V then RP ⊆ End(P) ⊆ End(PV ) = V . Suppose PV ≠ V , then PV is an ideal of V so that
PV ⊆ MV andMV ∩ R ⊇ P . ThusMV ∩ R = MV ∩ RP ∩ R ⊆ P ∩ R = P .
For the converse, it is enough to observe that if V ∈ Zar(RP) then MV ∩ R = MV ∩ RP ∩ R ⊆ P . If MV ∩ R = P there
is nothing to prove, so suppose MV ∩ R = Q ( P . Then MV ∩ R ⊇ PV ∩ R ⊇ P which is a contradiction, hence PV = V .
Therefore if V ∈ Zar(RP) then either (a) or (b) holds. 
Proposition 5.4. Let R be an integrally closed domain and P a divided prime ideal of R. Then the following statements hold:
(a) if V ∈ ZarRP (R) then V∩RPP ∈ Zar(R/P);
(b) if W ∈ Zar(R/P) there exists V ∈ ZarRP (R) such that W = V∩RPP .
In particular Zar(R/P) =

V∩RP
P
 V ∈ ZarRP (R).
Proof. (a) Suppose V ∈ ZarRP (R), then R ⊆ V ∩ RP ( RP and P is a prime ideal of V ∩ RP . Let W := V∩RPP and x ∈ kP \W ,
we claim that then x−1 ∈ W , so thatW ∈ Zar(R/P). It is clear that kP is the quotient field ofW , since kP is the quotient field
of R/P . Observe that x ∈ kP \W if and only if π−1(x) ⊈ V ∩ RP . Hence, by construction, π−1(x) ⊆ RP , so that if t ∈ π−1(x)
then t ∉ V . Therefore t−1 ∈ V and t−1 ∈ RP because t ∈ π−1(x) with x ≠ 0, hence t is a unit in RP . Now it is enough to
observe that π(t−1) = π(t)−1 = x−1.
(b) Let S := π−1(W ). Then S is quasi-local (integrally closed) and R ⊂ S ⊂ RP . As usual, denote byMS the (unique) maximal
ideal of S. Since W ≠ kP , then S ≠ RP . Let V be a valuation overring of S centered on MS . We claim that V ∈ ZarRP (R).
Suppose by the way of contradiction that V ∈ Zar(RP); thenMV ∩ S = MV ∩ RP ∩ S ⊆ P ⊂ MS , a contradiction.
Now S ⊆ V ∩ RP ⊆ RP . We prove that S = V ∩ RP so that W = V∩RPP for some V ∈ ZarRP (R). Suppose by the way of
contradiction that there exists some t ∈ (V ∩ RP) \ S. Then π(t) ∉ W implies π(t)−1 ∈ MW so that π−1

π(t)−1
 ∈ MS .
As observed in the proof of part (a) t−1 is in particular in π−1

π(t)−1

so that t−1 ∈ MS = MV ∩ S and t ∈ V , which is a
contradiction. Thus S = V ∩ RP andW = V∩RPP . 
Wegive now an explicit example that shows how the correspondence for Zariski spaces is quite far frombeing a bijection.
We present an integrally closed domain R having a divided nonmaximal prime ideal P , such that:
(1) RP = End(P) but is not a valuation domain.
(2) EachW ∈ Zar(R/P) admits (at least) two valuation overrings of R,W1 andW2 such thatW = Wi∩RPP , for i = 1, 2.
Example 5.5. Let R be the pullback of the following diagram:
R := π−1(Z) _

/ / Z _

Q[X, Y ](X,Y ) π / / Q
SinceQ[X, Y ] is a Krull domain, then so isRP := Q[X, Y ](X,Y ). HenceQ[X, Y ](X,Y ) is completely integrally closed andEnd(I) =
Q[X, Y ](X,Y ) for each nonzero ideal I ofQ[X, Y ](X,Y ) (see [12, Theorem 34.3]). By construction PRP := (X, Y )Q[X, Y ](X,Y ) is a
divided nonmaximal prime ideal of R.
Consider the two following valuation overrings of Q[X, Y ] and their respective maximal ideals:
V1 := Q[Y ](Y ) + XQ(Y )[X](X), MV1 = YQ[Y ](Y ) + XQ(Y )[X](X)
V2 := Q[X](X) + YQ(X)[Y ](Y ), MV2 = XQ[X](X) + YQ(X)[Y ](Y ).
It is easily seen that V1 and V2 are not comparable to each other by inclusion. For instance X/Y ∈ V1 \ V2 and Y/X ∈
V2 \ V1. Furthermore they are centered on the maximal ideal (X, Y )Q[X, Y ] of Q[X, Y ], so that Vi ∈ Zar(Q[X, Y ](X,Y )) and
MVi ∩ Q[X, Y ](X,Y ) = (X, Y )Q[X, Y ](X,Y ).
Let p ∈ Z be a prime number. Let S be the quasi-local integrally closed overring of R obtained as the pullback π−1(Z(p)).
Then R ⊂ S ⊂ Q[X, Y ](X,Y ).
Consider, for i = 1, 2 the valuation domains:
W (p)i := π−11 (Z(p)) _

/ / Z(p) _

Vi
π1 / / Q
More preciselyW (p)i = Z(p) +MVi , andMW (p)i = pZ(p) +MVi .
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Note that, for i = 1, 2,W (p)i is a valuation overring of S. According to what we proved in Proposition 5.4 (b), any valuation
overring U of S centered onMS is such that U ∩ RP = S. Hence ifW (p)i is also centered on the maximal idealMS of S, we can
conclude that Proposition 5.4 (b) holds. But this is clear sinceMW (p)i
= pZ(p) +MVi , andMS = pZ(p) + (X, Y )Q[X, Y ](X,Y ) =
pZ(p) + (MVi ∩ S).
This process can be carried out for each prime p ∈ Z. Hence for each valuation domain in Zar(Z) = Zar(R/P) there exist
at least two valuation overringsW (p)1 andW
(p)
2 in ZarRP (R) such that
W (p)i ∩RP
P = Z(p).
Observe that another example of the same kind can be built by choosing RP := k[X, Y , Z](X,Y ), R/P := k[Z], so that
R = k[Z]+(X, Y )k[X, Y , Z](X,Y ). If k is algebraically closed, the construction is then analogous to the one given in Example 5.5.
It is enough to replace Qwith k(Z) and pwith Z − a, for a ∈ k.
6. Examples
In this section we build some examples of vacant domains. In particular, we give an example of a quasi-local vacant
domain which is neither a valuation domain nor a PVD. Then for any n ≥ 1, we present a semi-quasi-local vacant domain
having exactly nmaximal ideals and such that the localization at any of its maximal ideal is not a valuation domain.
We start with some preliminary results which are needed for the constructions.
Lemma 6.1. Let R be an integrally closed domain. If RM is vacant for every M ∈ Max(R) then R is vacant.
Proof. Suppose R is not vacant. Then, by Theorem 3.1, there exist integrally closed overrings Si, i = 1, . . . , n of R and
V ∈ Zar(R) such that R = S1 ∩ · · · ∩ Sn and V ⊉ Si, for each i = 1, . . . , n. Let P = MV ∩ R. Then V ⊇ RP and, hence,
V ⊇ RM for every maximal ideal containing P . So letM be any maximal ideal of R which contains P . We have V ∈ Zar(RM)
and RM = (S1∩· · ·∩ Sn)R\M = (S1)R\M ∩· · ·∩ (Sn)R\M with (Si)R\M integrally closed overrings of RM for i = 1, . . . , n. Clearly
V ⊉ (Si)R\M since V ⊉ Si. But then RM is not vacant, which is a contradiction. 
As a direct consequence of the lemma above we have:
Proposition 6.2. Let R be an integrally closed domain. The following are equivalent:
(a) R is locally vacant;
(b) every flat overring of R is vacant.
Proof. By [23, Theorem 2], T is a flat overring of R if and only of for each maximal ideal M of T , TM = RM∩R. Hence, if R is
integrally closed, so is every flat overring T of R.
(a)⇒(b). Suppose RP is vacant for any P ∈ Spec(R). Let T be a flat overring of R. Then TM = RM∩R is vacant and, by Lemma 6.1,
T is vacant.
(b)⇒(a). It is enough to observe that RP is a flat overring of R for any prime ideal P of R. 
Example 6.3 (Quasi-Local Vacant Domain). Let V be a valuation domain with maximal ideal MV such that its residue field
kV has a valuation ringW of the form F(X)+MW , where F is a subfield of kV and X is transcendental over F . Such hypothesis
are realized for instance if V = F [X, Y , Z](Z) so that kV = F(X, Y ). Then, as shown in Theorem 4.10, the domain F + M is
integrally closed and vacant. In fact F+M is a PVDwith purely transcendental residue fields extension having transcendence
degree 1. Moreover F +M has the same quotient field asW , namely kV . Let R := π−1(F +M):
R  _

/ / F +M _

/ / F  _

W := F(X)+M / / _

F(X)
V
π / / kV
It is easily seen thatMV := Ker(π) is a prime ideal ofR, andV = End(MV ). Hencewe can apply Theorem5.1 toR and conclude
thatR is a quasi-local vacant domainwhich is not a PVD. FurthermoreRhas a (necessarily unique) irredundant representation
as intersection of valuation overrings. This representation is the pullback of the unique irredundant representation of F+M .
Moreover every integrally closed overring of R is vacant too, since every such overring of R is a Prüfer domain. In fact, if S
is an integrally closed overring of R, then either S is a valuation domain, or, by Remark 4.4, S is the pullback of an integrally
closed overring of F +M . Again by Remark 4.4, any such overring of F +M is the pullback of an integrally closed domain in
between F and F(X), which is necessarily a Prüfer domain. Now, it is enough to apply [7, Theorem 2.4 (3)], to conclude that
S is a Prüfer domain too.
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So far, we have characterized and given examples of some classes of vacant quasi-local domains. In the following
examples we give a construction to build semi-local vacant domains. We start by constructing in (a) a 1-dimensional semi-
local vacant domain, then in (b) we use the same process of Example 6.3 to obtain a semi-local vacant domain of any finite
dimension.
The exampleswill also illustrate that a vacant domainmay have integrally closed overringswhich are not Prüfer domains.
We first present a vacant domain R having 2 maximal ideals M1 and M2. The localization of R at Mi, i = 1, 2, is a PVD, but
not a valuation domain.
Recall that a domain T is a G-domain if the quotient field K of T is a finitely generated ring extension of T , or equivalently,
if the nonzero prime ideals of T have nonzero intersection ([17, p. 11–12]).
Let D and T be integral domains with quotient field K .
Proposition 6.4 ([15, Proposition 1.19]). If D has nonzero Jacobson radical J , and T is a G-domain such that T is contained in
only a finite number of rank one valuation rings of K , say V1, . . . , Vn, and if moreover D ⊄ Vi for each i, then D is a localization of
R := D ∩ T .
Proposition 6.5 ([15, Proposition 1.15]). If D has nonzero Jacobson radical J and T is 1-dimensional quasi-local, R := D ∩ T is
an irredundant intersection, and D is a localization of R, then T is centered on a maximal ideal M of R and RM = T .
Example 6.6 (Semi-Quasi-Local Vacant Domain). (a) Let F ⊆ K be a transcendental field extension, and let X be an element
ofK that is transcendental over F . Suppose thatK has twodistinct rank one valuationdomains of the formV1 = F(X)+M1
andV2 = F(X)+M2. Let R1 = F+M1 and R2 = F+M2. Observe that R1 and R2 are integrally closed PVD. By Theorem4.10,
R1 and R2 are vacant.
Since Vi has rank one for i = 1, 2, by Lemma 4.3 we have that Vi is the only rank one valuation ring of K containing Ri,
i = 1, 2. Moreover the Jacobson radical of Ri is Mi which is, of course, different from zero. Since Mi is the only nonzero
prime ideal of Ri, Ri is a G-domain. We can then apply Proposition 6.4 to both R1 and R2 and conclude that each of them
is a localization of R := R1 ∩ R2.
The intersection R = R1 ∩ R2 is irredundant since there are no containments between V1 and V2, hence between R1
and R2. Suppose by the way of contradiction R1 ⊆ R2; then V2 ∈ Zar(R1). So that, by Lemma 4.3, V2 is comparable to V1,
a contradiction.
Since R1 and R2 were chosen 1-dimensional we are in the hypothesis of Proposition 6.5 for both R1 and R2 playing the
role of T . Therefore there exist two maximal ideals of R, P1 and P2, such that RP1 = R1 and RP2 = R2.
The last thing which remains to be shown is that P1 and P2 are the only maximal ideals of R, but that is clear because
if d ∈ R \ (P1 ∪ P2) then d /∈ M1 and d /∈ M2 so that d−1 ∈ RP1 ∩ RP2 = R1 ∩ R2 = R. Thus every element of R not in P1 or
P2 is a unit, and hence P1 and P2 are the only maximal ideals of R.
(b) Combining the previous example with Example 6.3 we can increase the dimension of the semi-quasi-local domain just
obtained. More precisely if R is the semi-quasi-local domain built in (a) and V is a valuation domain with residue field
K = Qf(R)we can consider the following pullback diagram:
R′ := π−1(R) _

/ / R  _

V
π / / kV = K
then R′ is vacant (by Theorem 5.1), semi-quasi-local and dim(R′) = dim(V ) + dim(R) > 1, where the equality for
dimensions holds by [7, Proposition 2.1].
Nextwe give an example to illustrate how, for each n ≥ 2, it is possible to build a vacant domain Rwith exactly nmaximal
ideals, such that the localization of R at any of its maximal ideals is not a valuation domain.
Example 6.7. Let K be a field and X1, . . . , Xn, Z algebraically independent variables over K . Let F = K(X1, . . . , Xn). Let
f1, . . . , fn be distinct irreducible elements of F [Z]. Then Vi := F [Z](fi) is a valuation domain, and in fact a DVR, with quotient
field F(Z). Moreover ifMi denotes the maximal ideal of Vi, Vi/Mi is isomorphic to F , that is Vi is of the form F +Mi for each i.
Let Fi := K(X1, . . . , Xi−1, Xi+1, . . . , Xn) and Ri the PVD obtained as the pullback of the following diagram:
Ri := π−1(Fi) _

/ / Fi _

Vi
π / / F
Each Ri is integrally closed because the field extension Fi ⊆ F is purely transcendental, and hence Fi is algebraically closed
in F .
For i ≠ j the valuation domains Vi and Vj are incomparable to each other (they are both DVR’s). Furthermore the residue
field of each Vi is F and Fi ≠ Fj, so {Fi}ni=1 is a collection of distinct proper subfields of F . Then [3, Example 2.5] shows that
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R :=ni=1 Ri is an integrally closed LPVD with exactly nmaximal ideals, say Q1, . . . ,Qn. Also RQi = Ri for each i = 1, . . . , n,
which is vacant by Theorem 4.10. Thus by Lemma 6.1 follows that R is a vacant domain having exactly nmaximal ideals.
To conclude we give the announced example showing that a DW-domain may not be vacant. Recall that the inverse
implication holds, thanks to Proposition 2.6.
Example 6.8. Let X, Y and Z be algebraically independent variables over a field k. The integrally closed domain:
R := π−1(k) _

/ / k  _

k(X, Y )[Z](Z) π / / F := k(X, Y )
is not vacant by Theorem 4.10 but is a DW-domain as it is one-dimensional (see [22, Proposition 2.9]).
7. Discussion and questions
There are still many open problems about vacant domains. Most of them are general problems about intrinsic properties
of being vacant.We start by askingwhat happens in general to localizations and finite integral extensions of a vacant domain.
Question 7.1. Let R be a vacant domain and P a prime ideal of R. Is RP vacant?
Question 7.2. Let R be a vacant domain with quotient field K . Let F be a finite field extension of K . Is the integral closure RF
of R in F vacant?
It is well known that for a domain R the following characterization holds: R is a Prüfer domain if and only if each overring
of R is integrally closed, if and only if each overring of R is a Prüfer domain.
Hence we ask:
Question 7.3. Is every integrally closed overring of a vacant domain R itself vacant?
According to Proposition 3.6, the question above can be restated as follows.
Question 7.4. Let R be an integrally closed domain. Are the following statements equivalent?
(a) R is n-vacant for every n ≥ 2.
(b) R is 2-vacant.
Question 7.5. Let (R,M) be a quasi-local integrally closed domain. Suppose every integrally closed proper overring of R is
a vacant domain (or a Prüfer domain). Is R vacant?
Acknowledgements
I wish to express my sincere gratitude to Prof. Bruce Olberding for many helpful suggestions. I thank the Department
of Mathematical Sciences of New Mexico State University for their hospitality during my visits. The results in this article
formed a part of the author’s thesis.
References
[1] D.D. Anderson, D.F. Anderson, Generalized GCD domains, Comment. Math. Univ. St. Pauli. 28 (2) (1980) 215–221.
[2] M.B. Boisen Jr., P.B. Sheldon, CPI-extensions: overrings of integral domains with special prime spectrums, Canad. J. Math. 29 (4) (1977) 722–737.
[3] D.E. Dobbs, M. Fontana, Locally pseudovaluation domains, Ann. Mat. Pura Appl. (4) 134 (1983) 147–168.
[4] D.E. Dobbs, M. Fontana, Kronecker function rings and abstract Riemann surfaces, J. Algebra 99 (1) (1986) 263–274.
[5] S. El Baghdadi, M. Fontana, G. Picozza, Semistar Dedekind domains, J. Pure Appl. Algebra 193 (1–3) (2004) 27–60.
[6] A.J. Engler, A. Prestel, Valued fields, in: Springer Monographs in Mathematics, Springer-Verlag, Berlin, 2005.
[7] M. Fontana, Topologically defined classes of commutative rings, Ann. Mat. Pura Appl. (4) 123 (1980) 331–355.
[8] M. Fontana, P. Jara, E. Santos, Prüfer ⋆-multiplication domains and semistar operations, J. Algebra Appl. 2 (1) (2003) 21–50.
[9] M. Fontana, K.A. Loper, Kronecker function rings: a general approach, in: Ideal Theoretic Methods in Commutative Algebra, Columbia, MO, 1999,
in: Lecture Notes in Pure and Appl. Math., vol. 220, Dekker, New York, 2001, pp. 189–205.
[10] M. Fontana, K.A. Loper, Nagata rings, Kronecker function rings, and related semistar operations, Comm. Algebra 31 (10) (2003) 4775–4805.
[11] S. Gabelli, E.G. Houston, Ideal theory in pullbacks, in: Non-Noetherian Commutative Ring Theory, in: Math. Appl., vol. 520, Kluwer Acad. Publ,
Dordrecht, 2000, pp. 199–227.
[12] R. Gilmer, Multiplicative Ideal Theory, in: Queen’s Papers in Pure and AppliedMathematics, vol. 90, Queen’s University, Kingston, ON, 1992, Corrected
reprint of the 1972 edition.
[13] R. Gilmer, W. Heinzer, Irredundant intersections of valuation rings, Math. Z. 103 (1968) 306–317.
[14] J.R. Hedstrom, E.G. Houston, Pseudo-valuation domains, Pacific J. Math. 75 (1) (1978) 137–147.
[15] W. Heinzer, Noetherian intersections of integral domains. II, in: Conference on Commutative Algebra, Univ. Kansas, Lawrence, Kan., 1972, in: Lecture
Notes in Math., vol. 311, Springer, Berlin, 1973, pp. 107–119.
[16] P. Jaffard, Les systèmes d’idéaux. Travaux et Recherches Mathématiques, IV. Dunod, Paris, 1960.
1084 A. Fabbri / Journal of Pure and Applied Algebra 215 (2011) 1069–1084
[17] I. Kaplansky, Commutative Rings, The University of Chicago Press, Chicago, Ill.-London, 1974, revised edition.
[18] A. Mimouni, Integral domains in which each ideal is aW -ideal, Comm. Algebra 33 (5) (2005) 1345–1355.
[19] B. Olberding, Noetherian spaces of integrally closed overrings with an application to intersections of valuation overrings, Comm. Algebra (in press).
[20] B. Olberding, Irredundant intersections of valuation overrings of two-dimensional Noetherian domains, J. Algebra 318 (2) (2007) 834–855.
[21] G. Picozza, F. Tartarone, Flat ideals and stability, preprint.
[22] G. Picozza, F. Tartarone, When the semistar operation ⋆˜ is the identity, Comm. Algebra 36 (5) (2008) 1954–1975.
[23] F. Richman, Generalized quotient rings, Proc. Amer. Math. Soc. 16 (1965) 794–799.
[24] I. Swanson, C. Huneke, Integral Closure of Ideals, Rings, and Modules, in: London Mathematical Society Lecture Note Series, vol. 336, Cambridge
University Press, Cambridge, 2006.
[25] M. Zafrullah, On finite conductor domains, Manuscripta Math. 24 (2) (1978) 91–204.
[26] M. Zafrullah, Flatness and invertibility of an ideal, Comm. Algebra 18 (7) (1990) 2151–2158.
[27] O. Zariski, P. Samuel, Commutative Algebra, vol. II, in: Graduate Texts in Mathematics, vol. 29, Springer-Verlag, New York, 1975, Reprint of the 1960
edition.
