It is well known that the ordinary least-squares estimates (OLSE) of autoregressive models are biased in small sample. In this paper, an attempt is made to obtain the unbiased estimates in the sense of median or mean. Using Monte Carlo simulation techniques, we extend the median-unbiased estimator proposed by Andrews (1993, Econometrica 61 (1), 139 -165) to the higher-order autoregressive processes, the nonnormal error term and inclusion of any exogenous variables. Also, we introduce the mean-unbiased estimator, which is compared with OLSE and the medium-unbiased estimator. Some simulation studies are performed to examine whether the proposed estimation procedure works well or not, where AR(p) for p = 1; 2; 3 models are examined. We obtain the results that it is possible to recover the true parameter values from OLSE and that the proposed procedure gives us the less-biased estimators than OLSE. Finally, using actually obtained data, an empirical example of the median-and mean-unbiased estimators are shown.
Introduction
The regression model with lagged dependent variables has been one of the research topics in econometrics. It is known that the OLSEs of autoregressive models are biased. Quenouille (1956) introduced the jackknife estimator of the AR parameter which is median-unbiased to order 1=T as T goes to inÿnity, where the trend E-mail address: tanizaki@kobe-u.ac.jp (H. Tanizaki).
0167-9473/00/$ -see front matter c 2000 Elsevier Science B.V. All rights reserved. PII: S 0167-9473(99) term is not taken into account. Hurwicz (1950) , Marriott and Pope (1954) , Kendall (1954) and White (1961) established the mean-bias of the OLSE. Orcutt and Winokur (1969) constructed approximately mean-unbiased estimates of the AR parameter in stationary models. Sawa (1978) , Tanaka (1993) , Tsui and Ali (1994) and Ali (1996) also examined the AR(1) models, where the exact moments of OLSE are discussed. Shaman and Stine (1988) established the mean-bias of the OLSE to order 1=T in stationary AR(p) (also see Maekawa (1987) for the AR(p) models). Grubb and Symons (1987) gave an expression to order 1=T for bias to the estimated coe cient on a lagged dependent variable when all other regressors are exogenous (also see Tse (1982) and Maekawa (1983) for the AR models including the exogenous variables). Peters (1989) studied the ÿnite sample sensitivity of OLSE of the AR(1) term with nonnormal errors. In Abadir (1993) , an analytical formula was derived to approximate the ÿnite sample bias of OLSE of the AR(1) term when the underlying process has a unit root. Moreover, Andrews (1993) derived the exactly median-unbiased estimator of the ÿrst-order autoregressive model, utilizing the Imhof (1961) algorithm. Andrews and Chen (1994) obtained the approximately median-unbiased estimator of autoregressive models, where Andrews (1993) is applied by transforming AR(p) models into AR(1) and taking the iterative procedure.
Thus, the autoregressive models have been studied with respect to the following four directions:
(i) a stationary model or a unit root model, (ii) the ÿrst-order autoregressive model or the higher-order autoregressive models, (iii) an autoregressive model with or without exogenous variables, (iv) a normal error or a nonnormal error. In this paper, based on a simulation technique, we propose the estimation procedure which can be applied to cases (i) -(iv). That is, in more general formulation including the AR(p) terms and the other exogenous variables, we derive the asymptotically exact estimates of the regression coe cients in the sense of median-or mean-unbiasedness. Furthermore, the proposed estimation procedure can be easily applied to any nonnormal models. Now we introduce two unbiased estimators (for example, see Andrews (1993) for the two estimators). Let Â be an unknown parameter and Â andẪ be the estimates of Â. Suppose that the distribution functions of Â andẪ are given by f Â (·) and fẪ(·), respectively.
•Ẫ is called a median-unbiased estimator if we have the following relationship between Â andẪ:
That is, Med(Ẫ) denotes the median ofẪ when the density function ofẪ is given by fẪ(·).
• Â is called a mean-unbiased estimator if we have the following relationship between Â and Â:
The latter is widely known as an unbiased estimator. To distinguish the latter with the former, in this paper the latter is called the mean-unbiased estimator. The underlying idea in this paper is described as follows. Let Â be an unknown parameter andÂ be the biased estimate of Â. Suppose that the distribution function ofÂ is given by fÂ(·). SinceÂ is assumed to be biased, we have Â = Med(Â) and Â = E(Â). For both the median-and mean-unbiased estimators, the following equations are obtained:
Note that the biased estimateÂ should be a function of the true parameter Â, i.e., Â =Â(Â). To obtain the numerical relationship betweenÂ and Â, let {Â * 1 ;Â * 2 ; : : : ;Â * n } be a sequence of the biased estimates of Â, which are taken as the random numbers generated from fÂ(·). SinceÂ * i is the ith estimate of the parameter Â, it depends on the true parameter value Â, i.e.,Â * i =Â * i (Â) for all i = 1; 2; : : : ; n. Using the n random draws, we can interpret Eqs. (3) and (4) numerically as follows:
where Eq. (5) implies that the median of n random draws (Â * i ; i = 1; 2; : : : ; n) should be equal to the biased estimateÂ and Eq. (6) indicates that the arithmetic average of n random draws (Â * i ; i = 1; 2; : : : ; n) should be equal toÂ. Note that the Â which satisÿes Eq. (5) is deÿned as the median-unbiased estimate, which is denoted byẪ, while the Â which satisÿes Eq. (6) is called the mean-unbiased estimate, which is denoted by Â. When n is su ciently large, the obtainedẪ and Â should be the unbiased estimates of Â in the sense of median and mean. The two equations shown above are practically solved by an iterative procedure or a simple grid search. The problem in the procedure above is to compute n biased estimates of Â, i.e., {Â * 1 ;Â * 2 ; : : : ;Â * n }. In a framework of the regression models, generating a series of the dependent variable given the explanatory variables and the unknown paramater, we obtain the OLS estimate of the parameter. Repeating the procedure, the n biased estimates, i.e., {Â * 1 ;Â * 2 ; : : : ;Â * n }, can be generated. Thus, in this paper we consider generating the data series and obtain the Â which satisÿes Eqs. (5) and (6).
Coe cient estimates of lagged dependent variables
In this section, we discuss how much bias OLSE has in the case of AR models. To start with general formulation, we take the autoregressive model which may include the exogenous variables, say x t . That is, consider the following simple regression model:
for t = p + 1; p + 2; : : : ; T , where x t and ÿ are a 1 × k vector and a k × 1 vector, respectively. u t is assumed to be distributed with mean zero and variance 2 , which is usually normal. In this paper, the initial values y p , y p−1 ; : : : ; y 1 are assumed to be constant.
Rewriting Eq. (7) in a matrix form, we have
where y, X , ÿ and Y −1 are denoted by
Then, OLSE of (ÿ ; ) is given by
* + error, i.e., OLSE of the autoregressive coe cient vector in the AR(p) model. Also, the autoregressive coe cient vectorˆ from Eq. (7) is represented aŝ
Thus, bothÿ andˆ depend onˆ * . It is well known that OLSE of the autoregressive coe cient vector in the AR(p) model (i.e.,ˆ * ) is biased in small sample (see, for example, Andrews, 1993; Andrews and Chen, 1994; Diebold and Rudebusch, 1991; Hurwicz, 1950; Kendall, 1954; Marriott and Pope, 1954; Quenouille, 1956 and so on). Therefore, bothÿ andˆ are biased because they depend onˆ * . From the above equations, whenˆ * is downward-biased,ˆ is downward-biased whileÿ is upward-biased.
Let Model 1 be the case of k = 0, Model 2 be the case of k = 1 and x t = 1 and Model 3 be the case of k = 2 and x t = (1; x 1t ), i.e., Model 1: y t = p j=1 j y t−j + u t ;
Model 2: y t = ÿ 1 + p j=1 j y t−j + u t ;
Model 3: y t = ÿ 1 + ÿ 2 x 1t + p j=1 j y t−j + u t ;
for t = p + 1; p + 2; : : : ; T , given the initial condition y 1 = y 2 = · · · = y p = 0. Now we examine by Monte Carlo simulations how large the OLSE bias is, where we focus only on the case of p = 1, i.e., AR(1) model. Suppose that the true model is represented by Model 1 with p = 1. When x 1t = t (time trend) is taken in Model 3, it is known that OLSE of 1 from Model 3 gives us the largest bias of the OLSEs from Models 1-3, while OLSE of 1 from Model 1 yields the smallest one (see, for example, Andrews, 1993) . Figs. 1 and 2 show the relationship between the true autoregressive coe cient (i.e., 1 ), the median and mean of OLSEs from 10; 000 simulation runs. To draw the two ÿgures, we take the following simulation procedure.
(i) Generate y 2 ; y 3 ; : : : ; y T by Model 1 given 1 ; u t ∼ N(0; 1) and y 1 = 0, where T = 20. (ii) Compute OLSE of 1 by estimating Model 1, that of (ÿ 1 ; 1 ) by Model 2, and that of (ÿ 1 ; ÿ 2 ; 1 ) by Model 3. Note in Model 3 that x 1t = t (time trend) is taken in this simulation study. (iii) Repeat (i) and (ii) 10,000 times. (iv) Obtain medium and mean from the 10,000 OLSEs of 1 . (v) Repeat (i) -(iv) given the exactly same random draws for u t (i.e., 10; 000 × (T − p) random draws for T = 20 and p = 1) and the di erent parameter value for 1 (i.e., 1 = −1:20; −1:49; −1:48; : : : ; 1:20). Thus, we have median and mean from the 10,000 OLSEs corresponding to the true parameter value for each model. In both Figs. 1 and 2, the true model is given by Model 1 and it is estimated by Models 1-3. The horizontal line implies the true parameter value of the AR(1) coe cient and the vertical line indicates the OLSE corresponding to the true parameter value. Unless the OLSE is biased, the 45
• line represents the relationship between the true parameter value and the OLSE.
Each line indicates the arithmetic mean of the 10; 000 OLSEs in Fig. 1 and the median of the 10; 000 OLSEs in Fig. 2 . Taking either median or mean, there is the largest bias around 1 =1 for all the Models 1-3. From Figs. 1 and 2, bias drastically increases as the number of the exogenous variables increases. That is, in the case where 1 is positive, OLSE of Model 3 has the largest downward-bias and OLSE of Model 1 represents the smallest downward-bias, which implies that inclusion of more extra variables results in larger bias of OLSE. Thus, from Figs. 1 and 2 we can see how large the OLSE bias is. That is, discrepancy between the 45
• line and the other lines increases as the number of the extra variables increases. Now we consider correcting the OLSE bias. In Figs. 1 and 2, we see median and mean from the 10; 000 OLSEs given the true coe cient, respectively. It is also possible to read the ÿgures reversely. For example, in Fig. 1 , when OLSE is obtained asˆ 1 = 0:5 from actually observed data, the true parameter value 1 can be estimated as 0:526 for Model 1, 0:642 for Model 2 and 0:806 for Model 3. Similarly, in Fig. 2 , when we haveˆ 1 = 0:50, the mean-unbiased estimate is given by 0:552 for Model 1, 0:673 for Model 2 and 0:849 for Model 3. For each estimator, it is possible to consider shifting the distribution of OLSE toward the distribution around the true value in the sense of median or mean.
In practice, however, no one knows the true model. What we can do is to estimate the model assumed by a researcher. Figs. 1 and 2 indicate that inclusion of more extra variables possibly yields serious biased OLSE and furthermore that the true parameter values can be recovered from the estimated model even if we do not know the true model. In the next section, based on this idea, we obtain the medianand mean-unbiased estimators, which can be applied to any case of the higher-order autoregressive models, the nonnormal error term and inclusion of the exogenous variables other than the constant and trend terms. Here, we take the constant term and the time trend as x t , although any exogenous variables can be included in the model.
Bias correction of OLSE
Let us deÿne as Â = (ÿ ; ) . Consider the two estimates of Â which are denoted byẪ and Â. We have deÿnedẪ as Â such that the OLSE given actual data is equal to median of the simulated OLSEs given Â, which is called the median-unbiased estimate (see Eq. (1) for the deÿnition of median-unbiasedness). Similarly, Â denotes Â such that the OLSE given actual data is equal to arithmetic mean of the simulated OLSEs given Â, which is called the mean-unbiased estimate (see Eq. (2) for the deÿnition of median-unbiasedness). From Eqs. (5) and (6), we can suppose that a certain relationship betweenÂ and Â is as follows:
whereÂ represents OLSE of Â, given the original data y t and x t . g(·) denotes a (k + p) × 1 vector function, which corresponds to the right-hand side in Eqs. (5) and (6). A functional form of g(·) is di erent, depending on the median-unbiased estimator (i.e.,Ẫ) or the mean-unbiased estimator (i.e., Â), because the deÿnition of the medium-unbiased estimator is di erent from that of the mean-unbiased estimator as shown in Eqs. (1) and (2). In any case, it is impossible to obtain an explicit functional form of g(·) for both estimators. Therefore, we numerically obtain the two estimators by the simulation technique. ForẪ, the vector function g(Â) is taken as the median of the simulated OLSEs given Â, which is represented by Eq. (5). In the multi-dimensional case of Â, we take the median for each element of Â. For Â, the vector function g(Â) is deÿned as the arithmetic mean of the simulated OLSEs given Â, which corresponds to Eq. (6). In order to obtainẪ and Â, the numerical optimization procedure is applied (see, for example, Tanizaki, 1995) . Using Eq. (8), we update the parameter Â as follows:
where i denotes the ith iteration and g(·) is the vector function deÿned above. In the ÿrst iteration, OLSE of Â is taken for Â (1) , i.e., Â (1) =Â.
(i) is a scalar, which may depend on the number of iteration i.
For an interpretation of (i) , it might be appropriate to consider that the NewtonRaphson optimization procedure is taken. which is described as follows. Approxi-
Then, we can rewrite as
Regarding Â as Â (i+1) and Â * as Â (i) , the following equation is derived:
which is equivalent to Eq. (9) with the following condition:
where I k+p denotes a (k +p)×(k +p) identity matrix. Since g(Â) cannot be explicitly speciÿed, we take the ÿrst derivative of g(Â) as the diagonal matrix. Moreover, taking into account the convergence speed, (i) = c i−1 is used in this paper, where c = 0:9. Thus, using Eq. (9), the median-and mean-unbiased estimators can be obtained. When Â (i+1) is stable, we take it as the estimate of Â, i.e.,Ẫ or Â. As for convergence criterion, in this paper, when each element of Â (i+1) −Â (i) is less than 0:001 in absolute value, we consider that Â (i+1) is stable. Under the setup above, the computational procedure is shown as follows. 1. Given the actual time series data (i.e., x t and y t ), estimate Â and 2 by OLS, which are denoted byÂ andˆ 2 . 2. (i) Given the initial values y p ; y p−1 ; : : : ; y 1 , the exogenous variable x t for t =p+ 1; p + 2; : : : ; T and Â (i) , generate random draws of u t by u t ∼ N(0;ˆ 2 ) and obtain random draws of y t for t = p + 1; p + 2; : : : ; T using Eq. (7), where Â in Eq. (7) is taken as Â (i) . Note that the initial values y p ; y p−1 ; : : : ; y 1 may be taken as the actual data.
(ii) Given the actual data x t and the simulated data of y t for t=p+1; p+2; : : : ; T , compute OLSE of Â. (iii) Performing Steps 2(i) and 2(ii) n times, n OLSEs of Â are obtained based on Â (i) . From the n OLSEs of Â, compute median or mean for each element of Â, which corresponds to the function g(Â (i) ). In this paper, n = 10; 000 is taken.
3. Using Eq. (9), Â (i) is updated to Â (i+1) . 4. Repeat Steps 2 and 3 until Â (i+1) is stable. Note that we need to use the same random draws of u t for each simulation run. In other words, n × (T − p) random draws of u t have to be stored. The limit of Â (i+1) is taken asẪ or Â. Using the simulation procedure shown in Steps 1-4, we can obtain the unbiased estimator of the autoregressive coe cients in the higher-order cases, in the case of inclusion of the exogenous variables, and in stationary or nonstationary cases. Moreover, in Step 2 of the estimation procedure, we possibly assume that the error term u t is nonnormal. Accordingly, the proposed procedure can be broadly applied to various cases.
Conÿdence interval of the coe cients
In the above procedure,Ẫ or Â is obtained. For statistical inference, we need the distributions ofẪ and Â. However, it is impossible to know the distributions explicitly. Therefore, we consider obtaining the distributions numerically.
When we judge that Â (i+1) is stable in Procedure 4, n OLSEs of Â are available in Procedure 2(iii). For each of the n OLSEs of Â, we may compute the median-unbiased estimate or the mean-unbiased estimate. Thus, we can obtain the n median-unbiased estimates associated with the n OLSEs and similarly the n meanunbiased estimates based on the n OLSEs. From the n median-or mean-unbiased estimates, we can compute the percentiles by sorting, the standard errors, etc. In order to obtain one median-unbiased estimate (or one mean-unbiased estimate), we have to compute n OLSEs. Therefore, we need n × n OLSEs for the n median-unbiased estimates (or the n mean-unbiased estimates). This implies that constructing the conÿdence interval, the standard error of the coe cients and etc takes an extremely lot of time computationally.
Standard error of regression
OnceẪ and Â are computed by Procedures 1-4,˜ 2 and 2 are derived by using the following formula:
where Â = (ÿ ; ) takesẪ or Â. In Eq. (10), 2 is represented by˜ 2 when Â is taken asẪ, while 2 reduces to 2 when Â is used for Â. In other words, (Â; 2 ) is represented by (Ẫ;˜ 2 ) for the median-unbiased estimator and ( Â; 2 ) for the mean-unbiased estimator.
Monte Carlo experiments
We have derived the median-unbiased and mean-unbiased estimators in the previous sections. Using the ÿrst-order autoregressive model (Section 4.1) and the higher-order autoregressive models (Section 4.2), it is examined whether the proposed procedure works well.
AR(1) models
In this section, providing that Model 1 is the true model, we consider estimating the following three models:
Model 1: y t = 1 y t−1 + u t ;
Model 2: y t = ÿ 1 + 1 y t−1 + u t ;
Model 3: y t = ÿ 1 + ÿ 2 x 1t + 1 y t−1 + u t ;
where the initial value is ÿxed as y 1 =0 for Models 1-3. The error terms u 2 ; u 3 ; : : : ; u T are mutually independently distributed as normal random variables with mean zero and variance one. We estimate Models 1-3 given the artiÿcially generated data from Model 1 and examineˆ 1 ;˜ 1 and 1 with respect to the arithmetic average (AVE), the root-mean-square error (RMS) and the median (50%). 1 = 0:6; 0:9; 1:0 and T = 20; 40; 60 are taken for each of Models 1-3.
In Table 1 , under the assumption that the true model is given by Model 1, we estimate Models 1-3 by OLS, the median-unbiased estimator and the mean-unbiased estimator. In Model 1 of Table 1 , when T is small, the OLSE bias is large. As 1 goes to one, the OLSE bias increases. When 1 goes to one,˜ 1 and 1 are better thanˆ 1 in the sense of RMS. Furthermore, for all the Models in Table 1 , AVE of 1 is closer to the true parameter value 1 than AVE of˜ 1 , while 50% of˜ 1 is closer to the true parameter value 1 than 50% of 1 . Recall that˜ 1 is the estimator such that the median (50%) is equal to the true value and 1 is the estimator such that the arithmetic mean (AVE) is equal to the true parameter. That is, from the computation procedure, AVE of 1 and 50% of˜ 1 should be close to the true parameter value. If the distribution is symmetric, the median (50%) is equal to the mean (AVE). In the case of OLSE with lagged dependent variable (i.e., the AR(1) case), however, it is well known that OLSE is distributed with skewness to the right as the autoregressive coe cient ( 1 ) goes to one. Accordingly, AVE of˜ 1 is smaller than AVE of 1 and also 50% of˜ 1 is smaller than 50% of 1 . Now, we investigate for each estimator whether bias increases or not as the number of irrelevant variables increases. Forˆ 1 , the OLSE bias of Model 1 is smaller than that of Model 2 and furthermore that of Model 2 is smaller than that of Model 3.
1 and 1 are closer to the true parameter value thanˆ 1 for all Models 1-3, but their bias increases as the number of irrelevant variables increases. Thus, in the classical regression model, inclusion of irrelevant variables results in the unbiased OLSE (see, for example, Greene, 1993) . However, in a context of the autoregressive models, inclusion of more extra variables generates more serious OLSE bias. For both Models 2 and 3, AVE of 1 and 50% of˜ 1 should be close to the true parameter value, which result is similar to the case of Model 1. Therefore, judging from the bias criterion, it might be concluded that the OLSE bias is correctly improved using 
AR(p) models
Next, we consider the AR(p) models, where p = 2; 3 is taken. Assume that the true model is represented by Model 1, i.e., y t = 1 y t−1 + 2 y t−2 + · · · + p y t−p + u t ; for t = p + 1; p + 2; : : : ; T , where u t is assumed to be distributed as a standard normal random variable and the initial values are given by y 1 = y 2 = · · · = y p = 0. The above AR(p) model is rewritten as
where 1 ; 2 ; : : : ; p are assumed to be real numbers and L denotes the lag operator. Taking the cases of p=2; 3, we estimate the true model by Model 1. That is, the true model is equivalent to the estimated model. The results are in Table 2 for AR(2) and Table 3 for AR(3). The sample size is taken as T =60 in both Tables 2 and 3. In the  second column of Tables 2 and 3 , ;ˆ ;˜ and denote the true parameter value, the OLSE, the median-unbiased estimate and the mean-unbiased estimate, respectively. In Tables 2 and 3, note that there is one-to-one correspondence between ( 1 ; 2 ; : : : ; p ) and ( 1 ; 2 ; : : : ; p ). In Table 2 , RMS of the median-and mean-unbiased estimates is smaller than that of OLSE in the case of 1 = 2 = 1. In the cases of non-zero coe cients of Table 3 AR (3) of zero coe cients, the three estimators are close to each other. Therefore, it might be concluded that the OLSE bias is corrected by the median-and mean-unbiased estimators when OLSE is biased. Thus, in the case of the AR(2) models, we obtain the same results as in the case of the AR(1) models. Now, we examine the AR(3) models and the results are in Table 3 . For estimation of zero coe cients, all the three estimators are close to the true parameter value, which is equal to zero. However, for estimation of non-zero coe cients, the medianand mean-unbiased estimators are superior to OLSE, which implies that the medianand mean-unbiased estimators are less biased than OLSE.
Thus, for all the cases of AR(p) for p = 1; 2; 3, it is shown from Tables 1-3 that OLSE bias is corrected using the median-and mean-unbiased estimators even if the data generating process is not known. Finally, note as follows. In Table 2 , the case of 1 = 0 and 2 = 0 implies that the data generating process is AR(1). In Table 3 , the case of 1 = 0; 2 = 0 and 3 = 0 implies that the data generating process is AR(1) and the case of 1 = 0; 2 = 0 and 3 = 0 implies that the data generating process is AR(2). Thus, in any case, even if the true model is di erent from the estimated model, we can obtain the bias-corrected coe cient estimate based on the median-and mean-unbiased estimators.
Empirical example
In this section, based on actually observed annual data from 1956 to 1996, Japanese consumption function is estimated as an empirical example of the proposed estimators. We consider the AR(1) model with constant term and exogenous variable x t , which is speciÿed as follows:
where u t ∼ N(0;
2 ) is assumed. y t and x t represent consumption and income, respectively.
As for the initial value of y t , the actual consumption data of 1956 is used. The estimation period is from 1957 to 1996. The following consumption and income data are used for y t and x t . The data are taken from the Annual Report on National Accounts (the Economic Planning Agency, Government of Japan, 1998). In the economic interpretation, ÿ 2 is known as the marginal propensity to consume. Using Japanese data, ÿ 1 ; ÿ 2 and 1 are estimated using three estimators, i.e., OLSE, the median-unbiased estimator and the mean-unbiased estimator.
Under the setup, the estimation results of Japanese classical consumption function are in Table 4 .Â;Ẫ and Â denote OLSE, the median-unbiased estimate and the mean-unbiased estimate, respectively. Each value in the parentheses indicates the standard error of the corresponding estimate. 2.5%, 5.0%, 50.0%, 95.0% and 97.5% represent the percentiles obtained from n median-or mean-unbiased estimates, where n = 10; 000 is taken (see Section 3 for derivation of the percentiles). From Table 4 , 95% conÿdence intervals of ÿ 1 (i.e., the constant term) are obtained as 1138-5354 for the median-unbiased estimator and 1283-5376 for the mean-unbiased estimator. 95% conÿdence intervals of ÿ 2 (i.e., the marginal propensity to consume) are 0.0352-0.2167 for the median-unbiased estimator and 0.0263-0.2061 for the mean-unbiased estimator. 95% conÿdence intervals of 1 (i.e., the AR(1) coe cient) are 0.7557-0.9695 for the median-unbiased estimator and 0.7687-0.9796 for the mean-unbiased estimator. We can see skewness of the distribution by computing the distance between 2.5% and 97.5% values (or 5.0% and 95% values). Judging from both median-and mean-unbiased estimators, the distribution is skewed to the right for the estimates of ÿ 1 and 1 , and to the left for the estimates of ÿ 2 . That is, OLSEs of ÿ 1 and 1 are underestimated while OLSE of ÿ 2 is overestimated. Moreover, we can observe that all the standard errors obtained from OLSE are overestimated compared with those from the median-and mean-unbiased estimators. The standard error obtained from OLSE is computed by the conventional formula, but the standard error from the median-or mean-unbiased estimator is based on the simulation technique. Accordingly, it might be appropriate to consider that the standard error from OLSE is also biased.
Summary
It is well known that OLSE yields the biased estimator when it is applied to the autoregressive models, which is displayed in Figs. 1 and 2 . In the classical regression theory, we do not have the biased OLSE in the case of inclusion of irrelevant variables. However, in the case of the autoregressive models, the OLSE bias is serious as the number of unnecessary exogenous variables increases, at least when the true model is given by the AR(1) model. In order to improve the biased estimator, in this paper, we have proposed the estimation procedure of the median-unbiased and the mean-unbiased estimators using the simulation technique. In practice, the data generating process is not known. Using the simulation technique, an attempt is made to estimate the unknown parameters correctly even if we do not know the true model. The proposed estimation procedure can be applied to the higher-order autoregressive models with the other exogenous variables and furthermore it is also applied to the nonnormal models although we have not taken any example of the nonnormal models.
We have examined several Monte Carlo simulation studies, where OLSE (i.e., 1 ;ˆ 2 andˆ 3 ), the median-unbiased estimator (i.e.,˜ 1 ;˜ 2 and˜ 3 ) and the meanunbiased estimator (i.e., 1 ; 2 and 3 ) are compared with the true parameter value (i.e., 1 ; 2 and 3 ). In Table 1 , the ÿrst-order autoregressive models are estimated by Models 1-3 when the true model is given by Model 1. In Tables 2 and 3 , we estimate the higher-order autoregressive models by Model 1 when the true model is given by Model 1. Judging from Tables 1-3, for all the cases the OLSE bias is correctly improved using the median-and mean-unbiased estimators.
Finally, we have shown estimation of Japanese consumption function as an empirical example. The AR(1) model which includes both a constant term and an exogenous variable x t has been estimated, where the standard error of each coe cient estimate, and the 90% and 95% conÿdence intervals are shown.
