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∨-SYSTEMS, HOLONOMY LIE ALGEBRAS AND LOGARITHMIC
VECTOR FIELDS
M.V. FEIGIN AND A.P. VESELOV
Abstract. It is shown that the description of certain class of representations
of the holonomy Lie algebra g∆ associated to hyperplane arrangement ∆ is
essentially equivalent to the classification of ∨-systems associated to ∆. The
flat sections of the corresponding ∨-connection can be interpreted as vector
fields, which are both logarithmic and gradient. We conjecture that the hy-
perplane arrangement of any ∨-system is free in Saito’s sense and show this
for all known ∨-systems and for a special class of ∨-systems called harmonic,
which includes all Coxeter systems. In the irreducible Coxeter case the po-
tentials of the corresponding gradient vector fields turn out to be Saito flat
coordinates, or their one-parameter deformations. We give formulas for these
deformations as well as for the potentials of the classical families of harmonic
∨-systems.
1. Introduction
The theory of the hyperplane arrangements has a rich history and is known to be
related to many areas of mathematics: combinatorics, topology, singularity theory
and classical analysis, see the Introduction in [38].
It was the link with the singularity theory, which was the motivation to study
the logarithmic vector fields for K. Saito, who introduced an important notion of a
free arrangement [43]. However, in spite of substantial work done since then in this
area (mainly by Terao and his school, see e.g. recent paper [1]) there is not much
known about how large the class of free arrangements is. As Orlik and Terao wrote
in [38]: “It is an enduring mystery of the subject just what makes an arrangement
free,” which is still valid now. In particular, there is still not much evidence in
favour of Terao’s conjecture that freeness is a combinatorial property and depends
only on the intersection lattice [38].
One of our main messages is that this problem may be closely related to the
classification of the logarithmic Frobenius structures and ∨-systems, which is also
a largely open problem, see the most recent discussion in [47]. The ∨-systems are
special finite covector configurations introduced in [53, 54] in relation with certain
class of solutions of the generalized Witten-Dijkgraaf-Verlinde-Verlinde (WDVV)
equations, playing a fundamental role in 2D topological field theory, N = 2 SUSY
Yang-Mills theory and the theory of Frobenius manifolds introduced by Dubrovin
[10, 11, 32]. They can be defined as follows.
Let V be a complex vector space and A ⊂ V ∗ be a finite set of pairwise non-
collinear vectors in the dual space V ∗ (covectors) spanning V ∗. To such a set one
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can associate the following canonical form GA on V :
(1) GA(x, y) =
∑
α∈A
α(x)α(y),
where x, y ∈ V . Let us assume that this form is non-degenerate and thus establishes
the isomorphism
ϕA : V → V ∗.
Let α∨ = ϕ−1A (α) be the corresponding inverse image of α ∈ A. Note that because
of the choice of the canonical form α∨ is a complicated function of all α ∈ A.
The system A is called ∨-system if the following ∨-conditions
(2)
∑
β∈Π∩A
β(α∨)β∨ = να∨
are satisfied for any α ∈ A and any two-dimensional plane Π ⊂ V ∗ containing α
and some ν, which may depend on Π and α. If Π contains more than 2 covectors
then (2) imply that ν does not depend on α ∈ Π and
(3)
∑
β∈Π∩A
β∨ ⊗ β|Π = ν(Π)Id.
If Π contains only two covectors from A, say α and β, then (2) imply that
(4) GA(α
∨, β∨) = 0.
The examples of ∨-systems include all two-dimensional systems, Coxeter systems
and the so-called deformed root systems [33, 49, 53], but the full classification is
still an open problem (see the latest results in [15, 16, 29, 47]). The combinatorial
(or matroidal) structure of all known ∨-systems is quite special, but there are no
general results known so far.
In this paper we aim to link this problem with Saito’s theory of logarithmic
vector fields and free arrangements [43] and with Kohno’s theory of holonomy Lie
algebras and logarithmic connections [24].
For any finite set of non-collinear covectors A ⊂ V ∗ one can consider the asso-
ciated arrangement of complex hyperplanes ∆ = ∆A := ∪α∈AHα in V given by
α(x) = 0, α ∈ A and the corresponding holonomy Lie algebra g∆ with generators
{tα}α∈A and the relations
(5) [tα,
∑
β∈A∩Π
tβ] = 0 , α ∈ A ∩ Π,
where Π is any two dimensional subspace of V ∗ (see Kohno [23, 24]). This Lie alge-
bra coincides with the Lie algebra of the unipotent completion of the fundamental
group of the corresponding complement Σ = V \∆ [23]. Its enveloping algebra is
the quadratic dual of the cohomology algebra H∗(Σ,C) in the cases when the latter
is quadratic [56]. The relations (5) are equivalent to the flatness of the universal
logarithmic connection [24]
(6) ∇ξ = ∂ξ − κ
∑
α∈A
α(ξ)
α(x)
tα, ξ ∈ V, x ∈ Σ.
In particular, for the standard arrangement of hyperplanes Hij in C
n given by
zi − zj = 0, 1 ≤ i < j ≤ n we have the Kohno-Drinfeld Lie algebra tn with
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generators tij = tji, 1 ≤ i < j ≤ n and relations [23]
(7) [tij , tkl] = 0, [tij , tik + tjk] = 0
for all distinct i, j, k, l.
The first result of this paper is a one-to-one correspondence between certain
linear representations of holonomy Lie algebras and ∨-systems (see Theorem 1
below). It is essentially a reformulation of the known equivalence of the ∨-conditions
and the flatness of the corresponding ∨-connection [54]
(8) ∇∨ξ = ∂ξ − κ
∑
α∈A
α(ξ)
α(x)
α∨ ⊗ α,
where ξ ∈ V, x ∈ Σ and κ ∈ C is a parameter. Similar result was also pointed out
recently by Arsie and Lorenzoni in [5].
By identifying TxΣ with V we can view the flat sections of the ∨-connection
(9) ∇∨ξ ψ = 0, ψ, ξ ∈ V, x ∈ Σ
as the vector fields on Σ, which are parallel with respect to ∇∨ξ (∨-parallel vector
fields). The monodromy of the system (9) gives a linear representation of the
corresponding fundamental group pi1(Σ) in V.
Important examples of ∨-systems are the following classical series found in [8]:
(10) An(c) =
{√
cicj(ei − ej), 0 ≤ i < j ≤ n
}
,
(11) Bn(c) =
{√
cicj(ei ± ej), 1 ≤ i < j ≤ n;
√
2ci(ci + c0)ei, 1 ≤ i ≤ n
}
respectively with non-zero parameters c0, . . . , cn with non-zero sum.
In the An(c) case the corresponding system (9) is equivalent to the classi-
cal Jordan-Pochhammer system with the solutions, which can be given by the
Pochhammer type integrals (see [3, 39] and Section 3 below). The monodromy of
this system is closely related to the classical Gassner representation of the pure
braid group [7] (see the precise statement and the relation with bending of poly-
gons in [21]). For a review of the higher rank representations of the braid group in
relation with KZ equation we refer to Kohno [25, 26].
In the main part of the paper we study the polynomial solutions of the systems
(9), which are polynomial ∨-parallel vector fields, in relation with the theory of
logarithmic vector fields and free arrangements [43]. Such solutions may exist only
for special values of parameter κ, which can be shown to be equal to the degree of
the corresponding solution.
We call ∨-system A harmonic if there are n = rankA linearly independent
polynomial ∨-parallel vector fields of degrees κ1, . . . , κn such that
κ1 + · · ·+ κn = |A|
is the number of covectors in A. We show that for any harmonic ∨-system the
corresponding vector fields are gradient and freely generate all logarithmic vector
fields Der(log∆) as a module over polynomial algebra, which means that the cor-
responding arrangements are free in Saito’s sense [38]. As a corollary by Terao’s
factorisation theorem [38] the Poincare´ polynomial, which is the generating function
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PΣ(t) =
∑
bit
i of Betti numbers of Σ, in that case has the form
PΣ(t) =
n∏
i=1
(1 + κit).
We conjecture that all the arrangements of ∨-systems are free, so the corre-
sponding Poincare´ polynomials are always factorizable in such a form with integer
κi. We prove this for all known ∨-systems [15, 16], by showing that in dimension
n > 2 the corresponding arrangements are equivalent to Coxeter arrangements or
their restrictions, which are known to be free [40].
In Section 4 we prove that the classical series of ∨-systems (10), (11) are harmonic
and present the residue formulae for the potentials of the corresponding gradient
vector fields (see Theorems 4 and 5). This fact seems to be remarkable since as we
show even the restrictions of Coxeter systems in general may not be harmonic.
In the last section we discuss the Coxeter case and the relation of harmonic ∨-
systems with Saito flat coordinates on the orbit space of Coxeter groups [44, 45].
We prove that all Coxeter ∨-systems are harmonic and find the corresponding
potentials. In the case when all the roots are normalised to have the same length
these potentials are known to be precisely the Saito flat coordinates [18], so in the
non-simply laced cases we have one-parameter deformations of these coordinates,
which we describe explicitly.
2. ∨-systems and representations of holonomy Lie algebras
Let ∆ be a central hyperplane arrangement in V. For any hyperplane H ∈ ∆
we choose αH ∈ V ∗ such that H = {x ∈ V : αH(x) = 0}. We will call the
corresponding set
A = {αH , H ∈ ∆} ⊂ V ∗
an equipment of ∆. We will assume that the set A generates V ∗. Arrangement
∆ is called irreducible if one cannot decompose V ∗ = V1 ⊕ V2 such that A =
(A ∩ V1) ∪ (A ∩ V2).
Assume now that V is a complex Euclidean space with symmetric non-degenerate
bilinear form G. Denote by α̂ = G−1α the vector corresponding to α ∈ V ∗ and look
for representations ρ : g∆ → End(V ) of holonomy Lie algebra g∆ of the form
(12) ρ(tα) = α̂⊗ α, α ∈ A
for some equipment A of ∆. In general, there are no such equipments, so these
representations exist only for special hyperplane arrangements.
To state the theorem we will need the following notion of complex Euclidean
∨-system introduced in [16].
Let A be a finite set of non-collinear vectors in a complex Euclidean vector space
V ∼= V ∗. We say that the set A is well-distributed in V if the canonical form (1)
is proportional to the Euclidean form G. The set A is called complex Euclidean
∨-system if it is well-distributed in V and any its two-dimensional subsystem is
either reducible (consists of two orthogonal vectors) or well-distributed in the cor-
responding plane.
Note that we allow here the canonical form to be zero. If the canonical form (1)
is non-degenerate, then we can use it to define the Euclidean structure on V and
we have the definition of the usual ∨-system.
∨-SYSTEMS, HOLONOMY LIE ALGEBRAS AND LOGARITHMIC VECTOR FIELDS 5
Theorem 1. For any ∨-system A the formula
ρ(tα) = α
∨ ⊗ α, α ∈ A
defines a representation of the associated holonomy Lie algebra g∆. The same is
true for complex Euclidean ∨-systems and representation (12).
Conversely, if (12) is a representation of the holonomy Lie algebra g∆ for an
irreducible arrangement ∆ with equipment A then A is a complex Euclidean ∨-
system.
Thus for given hyperplane arrangement ∆ the description of all representations
of holonomy Lie algebra g∆ of the form (12) is essentially equivalent to the classi-
fication of all ∨-systems A associated to ∆. Note that ρ depends not only on the
arrangement, but also on the choice of the equations of the hyperplanes.
Recall first that due to Kohno [24] the flatness conditions of the universal loga-
rithmic connection (6)
[∇ξ,∇η] = 0
are equivalent to the relations (5).
A similar interpretation of the ∨-conditions as flatness of the corresponding ∨-
connection on the tangent bundle T (Σ) ≈ Σ× V
(13) ∇∨ξ = ∂ξ − κ
∑
α∈A
α(ξ)
α(x)
α∨ ⊗ α, ξ ∈ V, x ∈ Σ
was pointed out in [54]. Indeed, it is easy to see that the relation [∇∨ξ ,∇∨η ] = 0 is
equivalent to the identity∑
α,β∈A
α ∧ β
α(x)β(x)
[α∨ ⊗ α, β∨ ⊗ β] = 0,
which in its turn is equivalent to the commutation relations
(14) [α∨ ⊗ α,
∑
β∈A∩Π
β∨ ⊗ β] = 0
for all α ∈ A and all 2-dimensional subspaces Π ⊂ V ∗ containing α. Now if Π
contains only two covectors α and β then we have
[α∨ ⊗ α, β∨ ⊗ β] = α(β∨)α∨ ⊗ β − β(α∨)β∨ ⊗ α
which is zero for non-proportional α and β only if
α(β∨) = β(α∨) = GA(α
∨, β∨) = 0,
which is ∨-condition (4). If Π contains more than two covectors then the com-
mutation relations (14) are equivalent to the property that the restriction of the
operator
∑
β∈A∩Π β
∨⊗β on Π is proportional to the identity, which coincides with
∨-condition (3).
Similarly, for any complex Euclidean ∨-system the corresponding connection
∇̂ξ = ∂ξ − κ
∑
α∈A
α(ξ)
α(x)
α̂⊗ α
is flat, which is equivalent to the relations
(15) [α̂⊗ α,
∑
β∈A∩Π
β̂ ⊗ β] = 0
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for all α ∈ A and all 2-dimensional subspaces Π ⊂ V ∗ containing α (cf. [55]).
To prove the first part of the theorem we note that substitution of (12) into the
holonomy Lie algebra relations (5) gives the relations (15).
Now fixing α and summing these relations over all 2-dimensional Π containing
α we have
(16) [α̂⊗ α,
∑
β∈A
β̂ ⊗ β] = 0.
Since this is true for all α ∈ A, the set A generates V ∗ and the arrangement
is irreducible this implies that the operator
∑
β∈A β̂ ⊗ β is proportional to the
identity, or equivalently, that
GA =
∑
β∈A
β ⊗ β = µG.
If µ 6= 0 then GA is non-degenerate and α∨ = µ−1α̂ satisfy ∨-conditions (14). If
µ = 0 then we have complex Euclidean ∨-system. This completes the proof.
3. ∨-systems and gradient logarithmic vector fields
One of the main problems in the theory of ∨-systems is the characterisation of
the corresponding hyperplane arrangements, see e.g. [47]. Since in dimension 2 any
covector system is a ∨-system, the problem starts from dimension 3.
We would like to link this problem with the characterization of free arrangements
in the theory of logarithmic vector fields initiated by Kyoji Saito [43]. We start
with a brief review of this theory, mainly following Orlik and Terao [38].
Consider a hyperplane arrangement ∆ ⊂ Cn. A polynomial vector field X =
ξi(z)
∂
∂zi
on Cn is called logarithmic if it is tangent to every hyperplane H ∈ ∆.
The hyperplane arrangement ∆ is free if the space of all logarithmic vector fields
Der(log∆) is free as the module over polynomial algebra Pn = C[z1, . . . , zn] (see
[38, 43]). The degrees b1, . . . , bn of the corresponding homogeneous generators
X1, . . . , Xn are called the exponents of the arrangement:
exp ∆ = {b1, . . . , bn}.
Here the degree of a homogeneous polynomial vector field X = ξi(z)
∂
∂zi
is defined
as the degree of any of its non-zero components: deg X = deg ξi.
Saito’s criterion [38] says that ∆ is free if and only if there are n homogeneous
linearly independent over Pn logarithmic vector fields X1, . . . , Xn such that the sum
of the degrees equals the number of hyperplanes |∆|:
(17)
n∑
i=1
deg Xi = |∆|.
Such fields can be chosen as free generators of the module Der(log∆).
However, a satisfactory characterization of all free arrangements is still an open
problem. There is a conjecture due to Terao, that the freeness property is combi-
natorial (see [38], page 154), but there is still not much evidence in its favour.
Probably the most remarkable result in this area is the following Factorization
Theorem proved by Terao [52]: Poincare´ polynomial of the complement Σ = Cn \∆
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for a free arrangement ∆ has the form
(18) PΣ(t) =
n∏
i=1
(1 + bit)
with b1, . . . , bn being the exponents of ∆. This is a far-going generalisation of
Arnold’s formula
PΣn+1(t) = (1 + t)(1 + 2t) . . . (1 + nt)
for the Poincare´ polynomial of the configuration space of n + 1 distinct points on
the plane, corresponding to An-type arrangement, see [4].
It is well-known (Arnold, Saito) that all Coxeter arrangements are free with
the exponents bi = mi being the exponents of the corresponding Coxeter (finite
reflection) group G [19]. The corresponding generators Xi = grad fi, i = 1, . . . , n,
where f1, . . . , fn are some free generators of the corresponding algebra of polynomial
G-invariants C[z1, . . . , zn]
G, which exist by Chevalley theorem. Indeed, it is easy to
see that the corresponding fields are logarithmic and, by Saito’s criterion, generate
Der(log∆) because the sum of the exponents of a Coxeter group is known to be
the number of the reflection hyperplanes:
m1 + · · ·+mn = |∆|,
see e.g. [19].
It is known also that any linear arrangement in C2 is free and that a generic
arrangement in Cn with n > 2 is not free [38].
The arrangement ∆ is called hereditarily free if it is free and all restriction ar-
rangements to the hyperplanes of ∆ and their intersections are also free [38]. The
property of ∆ being free is not hereditary [38], but it is known that all Coxeter
arrangements are hereditarily free [40].
Conjecture. For any ∨-system A the associated arrangement ∆A is hereditarily
free.
We have shown that the class of ∨-systems is closed under the restriction [16],
so to prove the conjecture it is enough to show that ∆A is free. In particular,
this would imply by Terao’s theorem that the corresponding Poincare´ polynomial
PΣA(t) is factorizable in the form (18), which would be already a strong topological
restriction of the arrangement.
Theorem 2. For all known ∨-systems [15, 16] the conjecture is true.
Proof. In dimension 2 this follows from the fact that in that case any system is a
∨-system and any line arrangement is free [38].
For the classical series of ∨-systems An(c) the corresponding arrangements (10)
coincide with the Coxeter arrangement of type An, and thus are free with the
exponents 1, 2, . . . , n.
In the Bn(c) case the corresponding arrangements have Coxeter type Bn unless
c0 + ci = 0 for some i. In that case we have Zaslavsky arrangements D
k
n consisting
of hyperplanes xi = 0, i = 1, . . . , k, 1 ≤ k ≤ n and xi ± xj = 0, 1 ≤ i < j ≤ n.
These arrangements appear also as some restrictions of the systems of type DN ,
see [38, 57], and thus are free with the exponents 1, 3, 5, . . . , 2n− 3, k + n− 1 [37].
In the F4 case we have the ∨-system consisting of the covectors
ei ± ej, 2tei, t(e1 ± e2 ± e3 ± e4).
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If t 6= 0 this gives the Coxeter arrangement of type F4 with the exponents 1, 5, 7, 11.
If t = 0 we have the Coxeter D4 arrangement with the exponents 1, 3, 3, 5.
For the Coxeter restrictions we will use the notations from [15] as pairs (G,H),
where G is Coxeter group and H is the corresponding parabolic subgroup (see also
[37]).
There are two restrictions of F4, but they are equivalent (see [15]) to
F3(t) = {e1±e2, e2±e3, e1±e3,
√
a e1,
√
a e2,
√
a e3, t
√
2 (e1±e2±e3)}, a = 4t2+2,
where t2 6= −1/2. If t 6= 0 we have the arrangement of 13 planes equivalent to the
Coxeter restriction (E8, D5), which is free with the exponents 1, 5, 7 [37]. If t = 0
we have the B3 arrangement with the exponents 1, 3, 5.
Consider now the generalised systems related to exceptional basic classical Lie
superalgebras and their deformations [49, 16].
In the AB4 case related to Lie superalgebra of type AB(1, 3) we have generally
18 covectors
√
aei, i = 1, 2, 3,
√
b(ei ± ej), 1 ≤ i < j ≤ 3,
√
ce4,
1
2
(e1 ± e2 ± e3 ± e4),
where
a =
3k + 1
2
, b =
3k − 1
4
, c =
1− k
2k
,
k 6= 0,−1/3 is an arbitrary parameter (see [49]). When k = −1/3 the canonical
form is zero, so we have complex Euclidean ∨-system but not a ∨-system.
If all a, b, c are not zero then we have the free arrangement equivalent to the
Coxeter restriction (E7, A3) of E7-type system, which is free with the exponents
1, 5, 5, 7 (see [37]). If c = 0, k = 1 we have the hyperplane x4 = 0 disappeared, so
we can apply Terao’s Addition-Deletion theorem (see Theorems 4.49 and 4.51 in
[38]) to claim that the corresponding arrangement of 17 hyperplanes is free with the
exponents 1, 4, 5, 7. Alternatively, one can check that the corresponding ∨-system
is just the Coxeter restriction (E6, A1 × A1) (see [15]) and use the results from
[37, 40].
Finally, if b = 0, k = 1/3, we have the ∨-system consisting of 12 covectors
ei, i = 1, 2, 3, 4,
1
2
(e1 ± e2 ± e3 ± e4),
which is equivalent to Coxeter system of type D4 and thus is free with exponents
1, 3, 3, 5.
We should consider also the 3D restrictions. There are two types of these re-
strictions consisting of the following covectors [16]
(AB4(t), A1)1 = {
√
2(2t2 + 1)e1, 2
√
2(t2 + 1)e2, t
√
2(2t2 − 1)
t2 + 1
e3,
√
2(e1 ± e2), t
√
2(e1 ± e3), t(e1 ± 2e2 ± e3)}
with t2 6= −1,−1/2, and
(AB4(t), A1)2 = {e1 + e2, e1 + e3, e2 + e3,
√
2e1,
√
2e2,
√
2e3,
t
√
2√
t2 + 1
(e1 + e2 + e3),
1√
4t2 + 1
(e1 − e2), 1√
4t2 + 1
(e1 − e3), 1√
4t2 + 1
(e2 − e3)}
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with t2 6= −1,−1/2,−1/4. If t2 6= 0, 1/2 then the 3D arrangement (AB4(t), A1)1
consists of 11 planes, is equivalent to the Coxeter restriction (E7, A1 × A3)2, and
thus is free with the exponents 1, 5, 5 [37]. When t = 0 we have the reducible
arrangement of 5 planes B2 × A1, which is free with exponents 1, 1, 3 (see Prop.
4.28 in [38]). When t2 = 1/2 we have arrangement of 10 planes equivalent to
Coxeter restriction (E6, A
3
1) which is free with exponents 1, 4, 5 [37]. Similarly, if
t 6= 0 the 3D arrangement (AB4(t), A1)2 consists of 10 planes and is equivalent to
the Coxeter restriction (E6, A1 ×A2), which is free with the exponents 1, 4, 5 [37].
When t = 0 we have 9 planes, forming B3 arrangement with the exponents 1, 3, 5.
The ∨-systems of type G3 related to the Lie superalgebra G(2, 1) consist of
covectors [49]
G3(t) = {
√
ae1,
√
ae2,
√
a(e1 + e2),
√
b(e1 − e2),
√
b(2e1 + e2),
√
b(e1 + 2e2),
√
ce3,
e1 ± e3, e2 ± e3, e1 + e2 ± e3}, a = 2t+ 1, b = 2t− 1
3
, c =
3
t
,
depending on the parameter t 6= 0,−1/2. In the case t 6= 1/2 we have the arrange-
ment of 13 planes equivalent to the Coxeter restriction (E7, A
2
2) (or, equivalently,
(E8, A5)), which is free with the exponents 1, 5, 7 (see [15, 37]). When t = 1/2 we
have the arrangement of 10 planes, which can be shown to be equivalent to the
Coxeter restriction (E6, A
3
1), and thus is free with the exponents 1, 4, 5 (see [37]).
Finally the ∨-systems of type D3 related to the exceptional Lie superalgebra
D(2, 1, λ) consist of covectors [16]
D3(t, s) = {e1 ± e2 ± e3,
√
2(s+ t− 1)e1,
√
2(s− t+ 1)
t
e2,
√
2(t− s+ 1)
s
e3, }
where s, t are non-zero parameters, such that s + t + 1 6= 0. For generic values
of parameters the corresponding arrangement is equivalent to the Zaslavsky con-
figuration D13 = (D6, A3) with the exponents 1, 3, 3. If one of the coefficients of
e1, e2, e3 vanishes, then we have type A3 arrangement with the exponents 1, 2, 3.
This analysis together with all other Coxeter restrictions exhausts all the cases and
completes the proof. 
Remark. Note that for the complex Euclidean ∨-systems the conjecture is not
true. A counterexample is given by the ∨-system of type F3(t) with t2 = − 12 ,
consisting of the following 10 vectors in C3
A = {e1 ± e2, e1 ± e3, e2 ± e3, i(e1 ± e2 ± e3)}.
The corresponding Poincare´ polynomial
PA(t) = (1 + t)(1 + 9t+ 26t
2)
is not factorizable, so the arrangement is not free and is not combinatorially equiva-
lent to any Coxeter restriction. Note that the corresponding canonical form GA = 0
in this case.
We are going to show now that at least for a subclass of ∨-systems we can find
the corresponding generating logarithmic vector fields X1, . . . , Xn as polynomial
∨-parallel vector fields (9) for special values of κ being the exponents b1, . . . , bn.
Theorem 3. The polynomial solutions ψ of (9) are gradient logarithmic vector
fields for the corresponding arrangement ∆A with the degrees
(19) deg ψ = κ.
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Proof. To prove this it is convenient to choose an orthonormal basis in V , so that
the canonical form GA becomes standard. Then we can identify V and V
∗ with
Cn, so that α∨ = α and ∑
α∈A
αiαj = δij , i, j = 1, . . . , n,
where αi is the i-th coordinate of α. The system (9) takes the form
(20) ∂iψj = κ
∑
α∈A
αiαj
(α, z)
(α, ψ), z, ψ(z) ∈ Cn, i, j = 1, . . . , n.
Now from (20) it is immediate that ∂iψj = ∂jψi, so
(21) ψi = ∂iF, i = 1, . . . , n
for some polynomial potential F (z). The fact that ψ is logarithmic follows from
the regularity of the left hand side on the hyperplane (α, z) = 0, which implies
that (α, ψ) = 0 on this hyperplane, so that ψ is tangent. To find the degree of ψ
multiply the relations (20) by ziβj and add over all i, j to have
E(β, ψ) = κ
∑
α∈A
(α, β)(α, ψ) = κ(β, ψ),
where E =
∑n
i=1 zi∂i is the Euler vector field. 
The potential F of a ∨-parallel vector field ψ can be defined in coordinate-free
way by the relation
(22) α(ψ) = GA(α
∨, ψ) = dF (α∨) = ∂α∨F
for any α ∈ V ∗. The parallel transport condition
(23) ∂ξψ = κ
∑
α∈A
α(ξ)α(ψ)
α(z)
α∨ = κ
∑
α∈A
α(ξ)∂α∨F
α(z)
α∨
implies that the potential F satisfies compatible system of the Euler-Poisson-Darboux
type equations
(24) ∂ξ∂ηF = κ
∑
α∈A
α(ξ)α(η)
α(z)
∂α∨F, ξ, η ∈ V.
So the question is for which integer values of parameter κ do the polynomial
solutions of (9) exist, and whether we can find enough such solutions to generate
all logarithmic vector fields over polynomial algebra. Note that for κ = 1 we always
have the solution ψi = zi, i = 1, . . . , n corresponding to the Euler vector field
ψ = E.
To understand the situation better let us consider the case of rank 2 systems A.
In this case the gradient generators of logarithmic vector fields may not exist. It
is well-known [38] that any such arrangement is free and Der(log∆A) is generated
by Euler vector field E and
X = (∂2Q)∂1 − (∂1Q)∂2,
where Q =
∏
α∈A(α, z). The last vector field is gradient if and only if Q is harmonic:
∆Q = 0, ∆ = ∂21 + ∂
2
2
which in general is not the case. Indeed, consider a particular case of 4 lines with
Q = x1x2(x1 − x2)(x1 − ax2).
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Then ∆Q = 2(1+ a)(−x21 + 3x1x2 − x22), which vanishes only when a = −1, so the
lines form a harmonic set (which means that their cross-ratio is −1), projectively
equivalent to B2 case. Adding to X a multiple of Euler field E also would not make
it gradient. Indeed if X + f(x)E = gradF then
∆Q = x2∂1f − x1∂2f = ∂ξf,
where ξ = (x2,−x1). Since vector field ξ has closed circular orbits, the necessary
condition for the existence of polynomial f is
∫
γ
∆Qdt = 0, where γ is the circle
x1 = cos t, x2 = sin t. In our case∫
γ
∆Qdt = 2(1 + a)
∫ 2pi
0
(3 cos t sin t− 1)dt = −4(1 + a)pi,
which is zero only if a = −1. One can also check that in general the corresponding
systems (20) do not have polynomial solutions for κ = 3 if a 6= −1.
This means that we are dealing with a special subclass of both free arrangements
and ∨-systems. This motivates the following definition.
We say that ∨-systemA of rank n is harmonic if the corresponding system (9) has
n linearly independent (at generic point) polynomial solutions for κ = κ1, . . . , κn
such that
(25) κ1 + · · ·+ κn = |A|,
where |A| is the number of covectors in A.
Theorem 4. The arrangement ∆ of any harmonic ∨-system is free with exponents
bi = κi, i = 1, . . . , n and the Poincare´ polynomial of Σ = V \∆ has the form
(26) PΣ(t) =
n∏
i=1
(1 + κit).
The proof follows immediately from Theorem 3 and the Saito criterion.
As one can see from the Euler-Poisson-Darboux type equations (24) the corre-
sponding potentials F1, . . . , Fn belong to the algebra of quasi-invariants of A
(27) QA = {p(z) ∈ C[z1, . . . , zn] : ∂α∨ |α(z)=0p(z) = 0, α ∈ A}.
It would be interesting to understand their role for these algebras (cf. [14]).
As we will see now for the classical series the corresponding potentials turn out
to be certain deformations of Saito’s generators of the algebra of invariants.
4. Analysis of the classical series
Consider first ∨-systems of type An from [8]:
An(c) =
{√
cicj(ei − ej), 0 ≤ i < j ≤ n
}
,
where all ci are assumed to be non-zero. One can check that the corresponding
canonical form is non-degenerate if
σ = c0 + c1 + · · ·+ cn 6= 0,
and the vector α∨ for α =
√
cicj(ei − ej) has the form
α∨ = σ−1
√
cicj(c
−1
i ei − c−1j ej)
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(see [8]). The corresponding KZ equations ∇∨ξ ψ = 0 with ∇∨ξ given by (13) and
ψ = (ψ0, . . . , ψn) ∈ V ∗ have the form
(28) ∂iψj = −κσ−1 cjψi − ciψj
xi − xj , i 6= j
with ∂iψi determined from the relation ψ0 + · · ·+ ψn = 0 :
(29) ∂iψi = κσ
−1
∑
j 6=i
cjψi − ciψj
xi − xj .
These equations are nothing but the Jordan-Pochhammer linear system for the
integrals of the hypergeometric type
Iλ(x0, . . . , xn) =
∫
γ
n∏
j=0
(x− xj)λjdx
(see e.g. Aomoto [3], Orlik and Terao [39], formula (1) on page 71, Pavlov [42],
Couwenberg, Heckman, Looijenga [9], Section 2.3, Looijenga [30]). More precisely,
we have the following
Theorem 5. The ∨-systems An(c) are harmonic with the potentials given by the
Pochhammer type integrals
(30) Fκ(x0, . . . , xn) =
1
2pii
∫
γ
n∏
j=0
(x− xj)λjdx, κ = 1, 2, . . . , n
where λj = κ
cj
σ and contour γ is a large circle surrounding all x0, . . . , xn.
Proof. Let Φλ(x;x0, . . . , xn) =
∏n
j=0(x−xj)λj . Then Iλ(x0, . . . , xn) =
∫
γ Φλ(x;x0, . . . , xn)dx
and
(31) ψj = ∂jIλ(x0, . . . , xn) = −λj
∫
γ
Φλ(x;x0, . . . , xn)
x− xj dx.
Note that for the chosen contour γ the integral (30) is well-defined if and only if
λ0+λ1+ · · ·+λn is an integer, which we will assume to be the case. Then we have
ψ0 + · · ·+ ψn = −
∫
γ
dΦλ = 0.
Consider the derivative
∂iψj = λiλj
∫
γ
Φλ
(x− xi)(x − xj)dx =
λiλj
xi − xj
∫
γ
(
Φλ
x− xi−
Φλ
x− xj )dx =
λiψj − λjψi
xi − xj
if i 6= j and
∂iψi = −
∑
j 6=i
λiψj − λjψi
xi − xj ,
which coincides with the equations (28), (29) with λj = κ
cj
σ .
Note that since λ0 + · · ·+ λn = κ, so we need κ to be integer. We claim that if
we choose simply the smallest κ = 1, 2, . . . , n then we will have the basic gradient
logarithmic vector fields X with components
ξi = λ
−1
i ψi, i = 0, . . . , n
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(note that the canonical form is not standard in this case). Indeed, Φλ is meromor-
phic in x at infinity with the expansion
(32) Φλ = x
κ
n∏
i=0
(1− xi
x
)λi = xκ
n∏
i=0
(1− λi xi
x
+
λi(λi − 1)
2
x2i
x2
+ . . . ).
The contour integral (30) is simply the coefficient at x−1 in this expansion, so Fκ is
polynomial both in x0, . . . , xn and λ0, . . . , λn. Simple algebraic arguments show that
the determinant of the matrix of the partial derivatives ||∂Fi/∂xj ||, i, j = 0, . . . , n
is equal to
det ||∂Fi/∂xj|| = λ0 . . . λn
∏
i<j
(xi − xj).
This implies their independence for all non-zero λi, or equivalently, for all non-zero
ci with
∑
ci = σ 6= 0. Since the degrees of these polynomials in x are the same as
in the non-deformed case: 2, 3, . . . , n+1, by Saito’s criterion we have the claim. 
There is a more explicit way to represent potentials Fκ from Theorem 5. Let us
introduce deformed Newton sums by
pλs =
n∑
i=0
λix
s
i , s ∈ N.
Further, for a partition µ define the corresponding deformed power sum by
pλµ = (p
λ
1 )
m1(pλ2 )
m2 . . . ,
where mi is the number of parts i in µ. Let l(µ) be the number of non-zero parts
in the partition µ and define
zµ =
∏
j≥1
(jmjmj !).
The ∨-system An(c) is considered in the subspace where pλ1 ≡ 0, but it is conve-
nient to keep this polynomial in the formulas below.
Theorem 6. Potentials (30) have the form
(33)
Fκ =
(−1)κ+1
(κ+ 1)!
det


pλ1 1 0 0 . . . 0
pλ2 p
λ
1 2 0 . . . 0
...
...
...
. . .
...
pλκ p
λ
κ−1 p
λ
κ−2 . . . κ
pλκ+1 p
λ
κ p
λ
κ−1 . . . p
λ
1

 =
∑
µ:|µ|=κ+1
(−1)l(µ)z−1µ pλµ,
where κ = 1, . . . , n and the sum is taken over all partitions µ of κ+ 1.
Proof. We know that Fκ(x0, . . . , xn) equals the coefficient at x
−κ−1 in the expansion
of the function Φ̂λ = x
−κΦλ, where Φλ is given by (32). On the other hand
Φ̂λ = e
log
∏
n
i=0
(1−
xi
x
)λi = e
∑
n
i=0
λi log(1−
xi
x
) = e−p
λ
1x
−1− 1
2
pλ2 x
−2− 1
3
pλ3x
−3−....
The required coefficient is a polynomial in pλj with 1 ≤ j ≤ κ+1. Note that all these
polynomials pλj are algebraically independent. Therefore the required coefficient is a
polynomial in variables pλj whose coefficients do not depend on λ, and it is sufficient
to establish the statement when λi = 1 for all i, which is well known (see pages
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25, 28 in [31]). (Note also that the statement for λ0 = λ1 = . . . = λn is contained
in [34], and that a related analysis of functions Fκ is contained in the recent paper
[22], Remark 6.6). 
Consider now the ∨-systems of Bn-type [8]
Bn(c) =
{√
cicj(ei ± ej), 1 ≤ i < j ≤ n;
√
2ci(ci + c0)ei, 1 ≤ i ≤ n
}
,
where all ci with i ≥ 1 are assumed to be non-zero. Let us also assume for the
beginning that ci + c0 6= 0 for all i = 1, . . . , n, so the corresponding arrangement is
of type Bn.
The canonical form has the matrix G = 2σC, C = diag (c1, . . . , cn) with
σ = c0 + c1 + · · ·+ cn,
so for α =
√
cicj(ei ± ej) we have
α∨ = 2−1σ−1
√
cicj(c
−1
i ei ± c−1j ej)
and for α =
√
2ci(ci + c0)ei we have
α∨ = (2σci)
−1
√
2ci(ci + c0)ei.
The corresponding equations (13) for ψ = (ψ1, . . . , ψn) ∈ V ∗ have the form
(34) 2σκ−1∂iψj = −cjψi − ciψj
xi − xj +
cjψi + ciψj
xi + xj
, i 6= j,
(35) 2σκ−1∂iψi =
∑
j 6=i
(
cjψi − ciψj
xi − xj +
cjψi + ciψj
xi + xj
) +
2(ci + c0)ψi
xi
.
Consider the product
Φλ =
n∏
j=1
(x2 − x2j)λjx2λ0
and the corresponding integral
(36) Jλ(x1, . . . , xn) =
∫
γ
Φλdx =
∫
γ
n∏
j=1
(x2 − x2j )λjx2λ0dx,
where γ as before is a large circle. The integral is well-defined if the sum
2(λ0 + λ1 + · · ·+ λn) ∈ Z.
Theorem 7. ∨-systems Bn(c) with cj + c0 6= 0 for all j = 1, . . . , n are harmonic
with the corresponding potentials Fk =
1
2piiJλ, where Jλ are contour integrals (36)
with λi = (2k − 1) ci2σ and k = 1, . . . , n. The corresponding value of κ is 2k − 1.
Proof. We have
(37) ψj = ∂jJλ(x1, . . . , xn) = −2λj
∫
γ
xjΦλ
x2 − x2j
dx.
One can easily check that
∂iψj = 4λiλj
∫
γ
xixjΦλ
(x2 − x2i )(x2 − x2j)
dx = −λjψi − λiψj
xi − xj +
λjψi + viψj
xi + xj
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when i 6= j. When i = j we have
∂iψi = −2
∫
γ
(
λi
(x2 − x2i )
−2λi(λi − 1)x
2
i
(x2 − x2i )2
)Φλdx = −2
∫
γ
(
λi(2λi − 1)
(x2 − x2i )
−2λi(λi − 1)x
2
(x2 − x2i )2
)Φλdx.
On the other hand∑
j 6=i
(
λjψi − λiψj
xi − xj +
λjψi + λiψj
xi + xj
) +
2(λi + λ0)ψi
xi
= −2
∫
γ
(
∑
j 6=i
2λiλjx
2Φλ
(x2 − x2i )(x2 − x2j )
+
2λi(λi + λ0)Φλ
x2 − x2i
)dx.
Since the difference of the right hand sides of the last two formulas is the integral
of the total derivative
∫
γ d
xΦλ
x2−x2i
, we see that the integrals (37) satisfy equations
(34),(35) with λj = κ
cj
2σ .
Note that 2(λ0+λ1+ · · ·+λn) = κ, so κ must be an integer. It is easy to see that
the integral (36) vanishes for even κ, so the minimal values of κ are 1, 3, 5, . . . , 2n−1,
which are the exponents of the Weyl group Bn. Similarly to the An case, one can
show that the corresponding logarithmic vectors fields are independent for all non-
zero ci, so the claim follows again from Saito’s criterion. 
As in the An case, the potential Fk can be given by formula (33) with κ = k− 1,
where one has to replace pλs with
qλs =
n∑
i=1
λix
2s
i .
If c1 = c2 = · · · = ck = −c0 for some k = 1, . . . , n−1 then associated arrangement
∆ is not of Coxeter type. It was studied first by Zaslavsky [57] and is usually denoted
as Dkn [37]. It is known to be free with the exponents of 1, 3, . . . , 2n− 3, 2n− k− 1
(see [37, 38]). The first n − 1 generating potentials F can be found by the same
integrals (36) with λi = κ
ci
2σ and κ = 1, 3, . . . , 2n−3, but the last one of the required
degree 2n− k appears not to exist for general values of the remaining parameters
ck+1, . . . , cn (see below the example with k = 2, n = 3, c3 = 3).
For special c this is however possible. Let
c1 = c2 = · · · = ck = −c0 = 1, ck+1 = · · · = cn = 2,
then σ = 2n− k − 1 and the integral (36) becomes
Jλ(x1, . . . , xn) =
∫
γ
k∏
i=1
(x2 − x2i )1/2
n∏
j=k+1
(x2 − x2j )x−1dx.
Taking now small contour γ surrounding x = 0 we have up to a non-essential
multiple
Jλ(x1, . . . , xn) = x1 . . . xk(xk+1 . . . xn)
2,
which is the remaining potential for the arrangement Dkn (cf. [38]).
Note that this case corresponds to the restriction of the Coxeter arrangement
of type Dk+2n to the subspace xk+1 = xk+n+1, xk+2 = xk+n+2, xk+n = xk+2n.
So one might expect that the restrictions of Coxeter systems are always harmonic.
This however is not true as the following example shows.
Consider the restriction of the Coxeter system D5 to the subspace x3 = x4 = x5.
The corresponding ∨-system B3(−1; 1, 1, 3) is of type D3(3/2, 3/2) in the notations
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of [16] and belongs to the deformation family of the roots of the exceptional Lie
superalgebra D(2, 1, λ).
Theorem 8. The restricted Coxeter ∨-system B3(−1; 1, 1, 3) is not harmonic.
Proof. We have 7 hyperplanes in the corresponding arrangements. Assume that
there are polynomial solutions for the corresponding system (20) for κ1 ≤ κ2 ≤ κ3
with
κ1 + κ2 + κ3 = 7.
Direct check shows that there are no quasi-invariants of degree 3 and the space of
quasi-invariants of degree 4 is two-dimensional. We have κ1 ≥ 1, κ2 ≥ 3, so κ3 ≤ 3
and the only possible choice is κ1 = 1, κ2 = κ3 = 3. As the space of quasi-invariants
of degree 4 contains the square of the quasi-invariant of degree 2 one cannot have
three independent solutions of the system (20) at the specified κi. 
Note that the corresponding arrangement can be given by
x3(x
2
1 − x22)(x21 − x23)(x22 − x23) = 0
and has Poincare´ polynomial
PΣ(t) = (1 + t)(1 + 3t)
2.
It is free with a basis of logarithmic vector fields
X1 =
3∑
i=1
xi∂i, X2 =
3∑
i=1
x3i ∂i, X3 = x1x2x
2
3
3∑
i=1
x−1i ∂i
(see [38], page 251). Note that the restriction of the D5 invariant x1 . . . x5 gives the
polynomial x1x2x
3
3 of degree 5.
5. Coxeter arrangements and Saito flat coordinates
Let G be an irreducible finite Coxeter group generated by reflections in a real
Euclidean space V of dimension n and ∆ be the set of all corresponding reflection
hyperplanes. Define the corresponding Coxeter root system R as a set of normals
chosen in a G-invariant way. Note that we have either 1 or 2 different orbits of G
on R, so such a system in general depends on the additional parameter q = |α|/|β|,
which is a ratio of the lengths of the roots from two different orbits.
The positive part A = R+ of Coxeter root system is known to be a ∨-system
([53], see also [33]), which we call Coxeter ∨-system. We are going to show that it is
harmonic and that the corresponding potentials of the gradient logarithmic vector
fields are given by Saito flat coordinates [44].
Recall briefly the definition of these remarkable coordinates, which can be con-
sidered as a canonical choice of generators in the algebra of G-invariant polynomials
SG(V ). Let y1, . . . , yn be any set of homogeneous generators in S
G(V ) of degrees
d1 > d2 ≥ d3 ≥ · · · > dn = 2. The image of the Euclidean contravariant metric on
V is degenerate on the orbit space V/G, but its Lie derivative along well-defined
vector field ∂∂y1 gives flat metric η (called Saito metric), which is non-degenerate
everywhere [43, 12].
The corresponding flat coordinates t1, . . . , tn ∈ SG(V ) are called Saito flat coor-
dinates. They were found explicitly by K. Saito et al in [46] for all the cases except
E7, E8 (for the latter cases see [36], [2], [51]). These coordinates play an important
role in 2D topological field theory [10] and related theory of Frobenius manifolds
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developed by Dubrovin [11, 12, 13]. In the An case they appear in the theory of
the dispersionless KP hierarchy [35].
For the classical Coxeter groups of types An and Bn the Saito coordinates can
be written as the residues at infinity [20, 10]:
tk = Res∞
n+1∏
i=1
(x− xi) kn+1 ,
n+1∑
i=1
xi = 0
in type An and
tk = Res∞
n∏
i=1
(x2 − x2i )
2k−1
2n
in type Bn. Comparing this with the formulas (30), (36) we see that they coincide
with the potentials of the An(c)-type ∨-systems with c0 = c1 = · · · = cn and of
Bn(c)-type ∨-systems with c0 = 0, c1 = · · · = cn respectively.
We also note that in the An case the Saito coordinate tk is proportional to the
Jack polynomial Jα[k+1], corresponding to a single row Young diagram with k + 1
boxes and the parameter α = −n+1k (see [50]).
It turns out that this link with harmonic ∨-systems is not accidental.
Theorem 9. The Coxeter ∨-system R+ is harmonic. In the case when all the nor-
mals have the same length the potentials of the corresponding gradient logarithmic
vector fields are the Saito flat coordinates t1, . . . , tn.
Proof. In the case when all the vectors are normalised to have the same length
this follows from the results of [18], where it was shown that the Saito polynomials
satisfy the corresponding system (24) with κ = deg ti − 1 being the corresponding
exponents of the Coxeter group.
This covers completely one-orbit cases: simply laced ADE as well as H3, H4 and
odd dihedral groups I2(2k+1). The Bn case follows from Theorem 7: for a general
choice of normals
Bn = {ei ± ej ,
√
2(1 + c0)ei, 1 ≤ i < j ≤ n}
the potentials are given by
Fk = Res∞
n∏
i=1
[x2c0(x2 − x2i )]
2k−1
2n+2c0 , k = 1, . . . , n
(the case of equal lengths corresponds to c0 = 0). Thus it remains to consider only
the case F4 and even dihedral groups I2(2p).
The Coxeter ∨-system of type F4 consists of the following covectors:
ei ± ej , t
√
2ei,
t
√
2
2
(e1 ± e2 ± e3 ± e4), 1 ≤ i < j ≤ 4.
In the case t = 1 all the roots have equal length, the case t = 1/
√
2 corresponds
to the root system F4. In the complex case we have to add that t
2 6= −1 for the
non-degeneracy of the corresponding bilinear form.
Consider the polynomials
In =
4∑
i<j
(xi − xj)n + (xi + xj)n.
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The polynomials I2, I6, I8, I12 are basic invariants for the Weyl group of type F4
(see e.g. [46]). The Mathematica calculations lead to the following potentials
I2, 648(1 + t
2)I6 − 5(5 + 4t2)I32 ,
69984(1+ t2)2I8 − 9072(7 + 2t2)(1 + t2)I2I6 + 35(49 + 46t2 + 4t4)I42 ,
10077696(1+ t2)3I12 − 384912(11+ 8t2)(1 + t2)2I8I22 + 769824(4t2 − 11)(1 + t2)2I26
+7128(319+ 376t2 + 112t4)(1 + t2)I6I
3
2 − 11(3641+ 7032t2 + 4560t4 + 1048t6)I62 .
Note that at t = 1 the above potentials are proportional to the corresponding Saito
flat coordinates [46] (there seem to be typos in [46] in the expressions for the 6th
and 12th order polynomials).
Consider now even dihedral case I2(2p) with p > 1. Let us fix the corresponding
vectors as αk = a(cosϕk, sinϕk), βk = b(cosψk, sinψk), where
ϕk = pi/2 + pik/p, ψk = pi/2 + pi/2p+ pik/p, k = 0, 1, . . . , p− 1.
One can show that in the complex coordinate z = x1 + ix2 the potentials of the
corresponding ∨-system are
F1 = zz¯, F2 = z
2p + z¯2p +
2(2p− 1)
p− 1
a2 − b2
a2 + b2
(zz¯)p.
Note that when a = b we have the basic invariants zz¯, z2p+ z¯2p, known to be Saito
flat coordinates in this case [46]. 
6. Concluding remarks
We have shown that the theory of ∨-systems has natural links both with the
representation theory of holonomy Lie algebras and with Saito’s theory of logarith-
mic vector fields, which could be used in both ways. This led us to the notion of
the harmonic ∨-system, which seems to be important in its own right.
The homological representations of braid groups were first studied by Lawrence
[28] in relation with Hecke algebras and later by Bigelow and Krammer, who showed
that they provide faithful representations of braid groups [6, 27]. The relationship
to the monodromy representations of the KZ connections was investigated by Kohno
[25]. Our results can be used to extend these important developments to a larger
class of the hyperplane arrangements.
We would like to mention a few more very interesting and relevant questions,
which were left aside. The first one is related to the so called “almost duality” dis-
covered by Dubrovin [13]. More precisely, Dubrovin found a remarkable connection
between the polynomial Frobenius structure on the orbit space of a Coxeter group
and the logarithmic Frobenius structure with the prepotential
F =
∑
α∈R+
(α, x)2 log(α, x)2,
where R is the corresponding Coxeter root system with all the roots of the same
length [13]. A natural question is what is the dual structure in the case when R is
a general Coxeter ∨-system with roots of different lengths, or more generally, if R
is any harmonic ∨-system.
The second question is about possible differential-geometric interpretation of
the corresponding potentials. As we have seen above these potentials are certain
deformations of Saito flat coordinates. Finally, it would be interesting to investigate
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the role of these potentials for the representations of rational Cherednik algebras
similarly to Saito coordinates which are shown to be related to special singular
vectors in the polynomial representations [18]. We hope to address these questions
elsewhere.
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