In this paper, we address the channel assignment problem in a multi-radio mesh network that involves assigning channels to radio interfaces for eliminating the effect of wireless interference. Due to the insufficient number of frequency channels and available radios per node, interference is still present which limits the available bandwidth on wireless links and eventually decreases the achievable throughput. In this paper, we investigate the effect of considering the diverse delivery probability of the wireless links on the channel assignment solutions. We show that it is possible to classify the wireless links and omit some of them to benefit from a more diverse-channel solution. We propose a new channel assignment mechanism aiming to minimize the interference over high performance links. Finally, a performance study is carried out to assess the effectiveness of our proposed algorithm. Evaluations show that the multi-channel network obtained from our proposed algorithm achieves significant improvement in terms of reducing the interference and increasing the network capacity.
INTRODUCTION
Wireless mesh networks (WMN), based on commodity 802.11 radios are promising solutions to provide broadband network coverage at low cost. Mesh networks however suffer from serious interference problems, limiting their capacity due to the broadcast nature of the wireless medium. A common method to improve the capacity is to use multiple orthogonal channels that are already available in 802.11 standard. The main idea is to reduce the interference by using different channels for neighboring links. A wireless router can use multiple channels if it is equipped with multi-radio interfaces (radios). Here, the challenge is assigning channels to radios subject to limit the interference over the links while maintaining the network connectivity.
Many papers (Crichigno et al., 2008; Avallone and Akyildiz, 2008; Dhananjay et al., 2009; Marina et al., 2010;  *Corresponding author. E-mail: maryam@ac.upc.edu. Tel: +34 9340 54055. Avallone and Akyildiz, 2008; Dhananjay et al., 2009; Marina et al., 2010; Mohsenian-Rad and Wong, 2007; Ramachandran et al., 2006; Raniwala and Chiueh, 2005; Shao et al., 2010) ) have been published on channel assignment problem, proposing solutions based on different criteria. However, most of the schemes disregard the delivery probability of wireless links, that is, they suppose that all wireless links offer the same performance for data transmission. Normally, the delivery probability of a link strongly depends on its length, because the received power decreases drastically with increasing the distance. In addition, in a mesh network with a gateway most of the data traffic is directed to/from the gateway, not all wireless links are useful. Therefore, links close to the gateway should be selected with higher probability by the routing protocol.
In this work, we propose a new channel assignment that takes these features into consideration and demonstrates its benefits by a performance comparison with other relevant channel assignments algorithms that have been proposed in the literature. Our contributions that set our work apart from the existing approaches for channel assignment problem are as follows:
1. We show that the topology preserving constraint (assigning channel to all available links) leads to a suboptimal solution, that is, relaxing this constraint improves the results considerably. 2. We propose a new centralized channel assignment algorithm which is traffic independent. 3. We consider the delivery probability and the usefulness of the wireless links to make an efficient decision for assigning good channels to good links. Simulation results show the effectiveness of our approach. 4. We show that the maximum throughput and the bottleneck delay are highly affected by the quality of the path to the gateway.
The rest of the paper is organized as follows: description of the network model and formulation of the problem; proposition of the channel assignment mechanism; report of the simulation results; discussion on the efficiency of the method and the related works; and finally, the concluding remarks.
NETWORK MODEL
We consider a multi-radio wireless mesh network (WMN) consisting of a set of mesh routers (nodes) where some nodes serve as gateways between the WMN and the wired network. We assume that each node has at least R ≥ 1 radio interfaces (radios) and can tune each radio to one of the frequencies selected from C non overlapping channels. For simplicity, we assume that all radios have the same characteristic.
We model the connectivity between nodes by an undirected graph G t = (V, E) ; henceforth referred to as the topology graph. Here, V denotes the set of nodes, whereas E denotes the set of links. A pair of nodes has a link in E if they are connected in the network. We associate to every link e a weight equal to its packet delivery probability (p d (e)). Since the wireless links may interfere with each other while transmitting simultaneously, the topology graph is not sufficient to fully characterize the wireless network. To account the impact of interference on a transmission, we use the interference protocol model defined in Gupta and Kumar (2000) . In this model, two transmissions links will interfere if they occur within the interference range of each other. The interference range of a link is usually supposed to be two times the transmission range.
To represent the interference among all possible transmissions in a network, the conflict graph is used (Jain et al., 2003) . The conflict graph G f = (V f , E f ), contains a set of vertices corresponding to all links in the network topology. There is an edge between two vertices in the conflict graph if the corresponding links interfere with each other. We define the interference weight for a link e (I (e)), as the number of links that potentially interfere with e, consequently the interference weight of a link is equal to the degree of the corresponding vertex in the conflict graph.
Throughout this paper, we use the topology graph to model the network topology, and the conflict graph based on the protocol model for the wireless interference.
Problem formulation
The channel assignment problem in a multi-radio wireless mesh network is to find a feasible mapping between radios and channels. A feasible mapping between radios and channels must satisfy the following conditions (feasibility conditions):
1. Radio constraint: The number of channels assigned to a node must be equal or less than the number of radios it has. 2. Connectivity constraint: The channel assignment must preserve the connectivity of the network, that is, after assigning channels to radios, there must be at least one path between all pairs of nodes.
The aim of a channel assignment algorithm is to utilize the available channels effectively, to reduce the interference of all links as much as possible. In most of the cases, due to the limited number of radios per node and the big interference weight of wireless links, it is not possible to eliminate the interference over all links completely. Moreover, in a channel assignment strategy each decision will limit the flexibility of the next decision, as we show in the following example: Figure 1 shows a simple network with four nodes where R (v) shows the number of radios of node v. The numbers under the links show the packet delivery probability offered by each link. Consider a channel assignment algorithm which starts from node A and assigns channel c 1 to its single radio. To preserve the topology, nodes B and C must tune one of their radios to channel c 1 . Therefore, they lose their flexibility in making the decision for one of their radios. The algorithm finished its work by assigning channel c 2 to the other links incident on nodes B and C (Figure 1a) . In order to calculate the capacity offered by this topology, capacity can be defined as the maximum number of possible concurrent transmissions in the network. Since in this network all wireless links interfere with each other and are assigned to channels c 1 or c 2 , at most two transmissions can occur concurrently (one on each channel). Therefore the network capacity would be 2 × 0.9 = 1.8.
From another standpoint, since the link between B and A is lossy (compared to other links), if the channel assignment omits this link, node B can choose two different channels for its radios, rather than c 1 , and obviously we achieve a better channel utilization ( Figure 1b) . The maximum capacity in the second topology is 3 × 0.9 = 2.7, since all remaining links can transmit concurrently over different channels.
This example shows that omitting some lossy links may allow the channel assignment to reach a more optimal solution.
Note that, removing a wireless link from the network topology is possible if endpoint nodes do not share any common channel, therefore it is possible to use channel assignment to prune the network topology. On the other hand, if the lossy links are removed before channel assignment, CA may add those links to the topology by putting the nodes on a common channel, if it is not aware of removed links.
Moreover, the process of removing links should be done in a controlled way without affecting the network performance.
We study the problem to find a channel assignment that reduces the interference over good links with a slack restriction on preserving the network topology. In order to measure the amount of interference in a channel, c, we define the average of the interference weight of the links in c as:
Where Ec is a set of links assigned to a channel, c, and I c (e) is the interference weight of a link, e, in a channel, c. The aim of our algorithm is keeping F c as low as possible over all channels. Our channel assignment assigns a priority to each link based on its performance and then visits each link in order. It then finds the best channel for the link by comparing the value of F c for all channels and selecting the channel which has the minimum interference weight (F c ).
We explain the channel assignment in more detail further in the paper.
Link quality estimation
To assess the delivery probability (P d (e)) of a link, we use the shadowing propagation model (Equation 3) (Rappaport, 2002) . Measurement based propagation models for radio communication systems indicate that the average received signal power decreases logarithmically with distance. The average path loss for an arbitrary transmission-receiver separation is expressed as a function of distance.
where β is the path loss exponent and is usually empirically determined by field measurements. Large β, indicates more obstructions and hence, faster decrease in average received power as distance becomes longer. The value of β depends on the specific propagation environment, here we consider an urban area, and use β = 2.7 (Rappaport, 2002) . d 0 is the close-in reference distance which is determined from measurements close to the transmitter and d is the transmitter-receiver separation distance. In reality, the received power at certain distance may be vastly different at two different locations due to the surrounding environmental clutter. Measurements have shown that at any value of d, the path loss at a particular location is a random variable, thus the communication range of a wireless radio is not an ideal circle. Equation 3 predicts the mean received power at distance d based on the Shadowing propagation model.
where (X dB ) is a Gaussian random variable (with zero mean and standard deviation σ) and reflects the variation of received power at certain distance.We use ߪ ௗ = 6 throughout this work.
Since P r (d) is a random variable with normal distribution the Q-function (Equation 4) can be used to determine the probability that the received signal level will exceed a particular level:
The probability that the received signal level will exceed a certain value ζ can be calculated from cumulative density function as:
Packets are delivered correctly if the received power is greater or equal to a threshold (e.g. RXThresh in network simulator NS-2) (Fall and Varadhan, 2003) . Therefore, the delivery probability at distance d is given by Equation 6 ‫‬ ௗ (݁) = Prൣܲ (݀) തതതതതതത | ௗ ≥ 10 log ଵ (ܴܺܶℎ‫ݏ݁ݎ‬ℎ)൧ (6)
In our model, we consider that links exist only when Fall and Varadhan (2003) .
UTILITY BASED CHANNEL ASSIGNMENT
Here, we describe an algorithm (UBCA) for assigning channels to radios, which is developed based on our model. Note that UBCA is a centralized algorithm which considers a network with at least one gateway. The wireless links are assigned a priority for assigning channels. To assign the priority to the links, we consider the gateway placement in the network. We start by defining the following terms:
Free radio
Whenever the number of channels assigned to a node is less than the number of radios it has, the node is supposed to have some free radios.
Potential link
In a multi-channel network, the availability of a link depends on the physical distance between end point nodes and the existence of common channel between them. Therefore, we call a link as potential, if the endpoint nodes are physically neighbors but they have no common channel. Note that if a link remains potentially at the end of the channel assignment, it is actually removed. Our channel assignment algorithm (UBCA) has two phases (Figure 2 ). In the first phase, UBCA chooses the most diverse channel set for links without having tight restriction for network connectivity. In this phase, if the algorithm cannot assign any common channel to the end point nodes of a link, it marks the link as potential. In the second phase, UBCA makes the final decision for potential links: it tries to make one common channel for them through merging channels over endpoint nodes, or removing them from the topology.
At the beginning of the algorithm, each link is given a priority based on its delivery probability and utility. We describe the exact criteria for determining the priority of each link subsequently. UBCA visits each link based on the priority order (line 1 in Figure 2 ). For each visiting link, the algorithm first determines a possible set of channels, and then selects the best channel for the link among that set. To select the channel for a link, UBCA investigates the effect of adding the visiting link to all possible channels and chooses the channel with lower interference average ( Figure 4 and Equation 1).
If the possible channel set for a link is empty, then UBCA marks the link as potential for the next phase. The size of the possible channel set for a link depends on the situation of its endpoint nodes ( Figure 3 ). If both endpoint nodes have free radios, then it is possible to assign a new channel to the visiting link, for this case the possible channel set contains all available channels. In the case that one endpoint node has no free radios, selecting a different channel from the current channel set of that node is against the first condition of the feasibility, therefore the possible channel set for the visiting link is equal to the current channel set of the node which has no free radio (lines 3 to 5 in Figure 3 ). If both end point nodes do not have any free radio, then the possible channel set must be equal to the common channel between the two nodes. Finally, in the case that nodes neither have free radios nor a common channel, the possible channel set for the visiting link would be empty, and the link remains potential (Figure 3 ; line 9).
In the second phase, UBCA visits the remaining potential links. It must decide to remove a potential link from the topology or recheck the channel assignment to make a common channel between end point nodes. A possible way to create a common channel between two nodes is to select one channel from each node's current channel set and merge them to one (assigns all links in one channel to another) ( Figure 5 ). For selecting two appropriate channels to merge, the algorithm must consider the interference weight of the links after merging channels. However, UBCA is mostly oriented to remove unnecessary links. For this reason, in this phase, it visits the potential links in an increasing order of priority, that is, the link with the lowest priority is visited first. For each potential link, it checks whether there is any other path between the two end point nodes. If so, the link is removed, otherwise the channel merging process is applied to make the link available ( Figure 5 ).
Theorem 1
The proposed channel assignment algorithm satisfies the feasibility conditions.
Proof:
The feasibility conditions were mentioned earlier.
Here, we express the proof for each condition separately.
Radio-constraint
For each link, the best channel is selected among the possible channel set which is determined by Algorithm 2 (Figure 3) . To determine the possible channel set for a link, Algorithm 2 checks the radio-constraint condition for end point nodes through lines 2 to 8. Therefore, the possible channel set for a link is selected based on the current channel set of end point nodes and their free radios. Hence, the radio constraint condition is preserved.
Connectivity-constraint
The second phase of Algorithm 1 (Figure 2 ), decides to remove a link under two conditions: first, there must be an alternative path between two endpoint nodes; and second, the path must be independent of the current link (see lines 3-4 of the second phase of Algorithm 1). If these two conditions are held, then the algorithm removes the link. Therefore, even after deletion of a link, there is a path between two nodes, and thus the network remains connected.
Computing links priority
We recall that the objective of our channel assignment is to reduce the average interference weight of the high performance links by removing unnecessary links. Therefore, it is necessary to visit the preferred links first. To this aim, considering the delivery probability is not sufficient since links removal must be carried in such a way that have the minimum impact on the paths to the gateway. To assess the role of each link in constructing the paths to the gateway, we define the Utility metric for each link (U(e)). U(e) will help us to estimate the probability of using a specific link by routing protocol. Without any traffic profile, it is pretty hard to estimate the Utility precisely, but we can have a good estimation by considering a balanced traffic over the network. To compute U(e), independent of specific traffic pattern, we use the shortest path first (SPF) and consider all shortest paths between the gateway and other nodes in the network. The shortest path, between two nodes, is a path with the lowest cost from one node to another.
The cost of a path is the total cost of its participant links while the cost of a link is equal to the inverse of its delivery probability (1/p d (e)), that is, the expected transmission count over the link, assuming Bernoulli trials (De Couto et al., 2003) . We define U(e) equal to the number of times that link e participates in constructing the shortest paths between the gateway and other nodes ( Figure 6 ).
In a network with nodes consisting one node as a gateway, we have paths from all nodes to the gateway. Thus, we estimate the probability of using a link for a transmission to the gateway as the utility of that link (U(e)) over the total number of paths ( ). Since our channel assignment algorithm tries to prune the topology by deleting some links, it is important to start channel assignment from links with the higher utility. Through our simulation study, we found that in all topologies many links have the utility equal to zero or one. Therefore, after sorting all links based on their utility, links with the same utility must be ordered based on their delivery probability. This sorting can be done by defining the priority P(e) of each link e as:
where γ is a tuning parameter subject to 0 < γ < 1. Big γ prefer links with higher utility while small γ is preferable for networks without any gateway. We use γ = 0.9 throughout this work. Note that γ = 1 means classifying links only considering their utility, which may be equal for many links and thus result in an ambiguous classification.
PERFORMANCE EVALUATION
Here, we study the performance of the proposed channel assignment algorithm using the R numerical tool (RDC Team, 2008) and the NS-2 (Fall and Varadhan, 2003) simulator. We use R to compare the capacity and interference properties of different multichannel algorithms (Marina et al., 2010; Subramanian et al., 2008; Draves et al., 2004; Dhananjay et al., 2009 ). Detailed NS-2 simulations are used to evaluate the performance of the channel assignment algorithms in 802.11-based multi-radio mesh networks. We have add the multi-radio functionality to the physical and MAC layer of 802.11 in NS-2 simulator based on the work done by Aguero-Calvo and Perez-Campo (2007) . The routing tables in the NS-2 simulations are obtained using SPF, while considering 1/pd(e) of any link e as its weight.
To assess the delivery probability (pd(e)) of link e, we use the shadowing propagation model (Rappaport, 2002 ) with a path loss β = 2.7 and standard deviation σdB = 6 dB. We have used the default NS-2 values for the other propagation model parameters (Fall and Varadhan, 2003) . In our model, we consider that, links exist only when ‫‬ ௗ (݁) ≥ 0.5 With the selected values, this delivery probability is achievable if the distance of the link is not longer than 131.5 m.
We consider a network with different number of nodes (10 ≤ N ≤ 30) which are randomly placed in a square field of 300 × 300 m 2 . We assume the protocol model for interference between wireless links with an interference range equal to 263.06 m (two times the communication-range). Throughout, we assume that all nodes are equipped with two radios that can be tuned over 12 nonoverlapping channels.
We compare UBCA with three relevant channel assignment algorithms that have been proposed in the literature: the Common Channel Assignment (CCA) (Draves et al., 2004) ; the Connected Low interference Channel Assignment algorithm (CLICA) (Marina et al., 2010) ; the distributed channel assignment (ROMA) (Dhananjay et al., 2009) and Greedy Channel Assignment (GCA) (Subramanian et al., 2008) .
CCA applies the same channel assignment pattern for all nodes, that is, the first radio of all nodes is tuned to the first channel, the second radio is tuned to the second channel and so on. Therefore, if each node has r radio interfaces, regardless of the number of available channels, the network created by CCA always uses r channels.
CLICA is a centralized channel assignment which tries to reduce the interference weight of the links while preserving the network topology. CLICA visits the nodes based on their priority which is defined by their distance to a reference node and the number of free radios they have. Here, the reference node is the gateway. While assigning a channel to a link, each end-point node will lose one of its free radios and thus during the channel assignment the priority of the nodes will change dynamically. CLICA selects a channel for a link in such a way that leads to the lowest amount of interference weight over that link and all other links which are interfering with it.
ROMA is a distributed algorithm proposed for a network with at least one gateway. At the beginning of the channel assignment each gateway produces a channel sequence (c1, c2, …, cn), and broadcasts it. The node which is i hops far from the gateway, will select the ci-1 and ci elements of the channel sequence, and tune its radios to the selected channels. Therefore, at the end of the procedure each node will have a common channel with its previous node on the path to the gateway, and a common channel with its Nezhad et al. 3083 neighbors at the same and lower level. GCA is a centralized algorithm which tries to minimize the interference on wireless links by assigning interfering links to different channels. The algorithm does not consider any gateway and gives the same priority to all links. The greedy algorithm runs in several rounds and in each round it checks all channel-link pairs to find the channel which must be assigned to a link and minimizes the total interference weight in the network. The algorithm ends if it cannot decrease the total interference weight in the network anymore.
We also investigate the performance of our protocol UBCA with some changes; first without removing any links, which means that UBCA acts as a topology preserving algorithm (UBCA-Topology Preserve); and second remove the links with zero Utility from the network topology before running the channel assignment and then apply UBCA (UBCA -Remove First).
UBCA-Topology Preserve is chosen to investigate the importance of link removal in channel assignment. On the other hand, UBCA-Remove First is chosen to prove that the link removal should be done in a controlled way to avoid decreasing the network performance.
Single channel network is also used as a base to compare the performance of multi channel networks.
Topology properties

Capacity-gain
We use the maximum number of concurrent transmissions as an estimation for network one-hop capacity (Balakrishnan et al., 2004) . We calculate this metric in two steps: first, computing all independent sets in the conflict graph, and then selecting the set which gives us the maximum capacity factor, as we explain subsequently.
The simplest way to determine the capacity factor (Cf(C)) of a multi-channel network with C orthogonal channels, is by considering the cardinality of the largest independent set, S, of the conflict graph of each channel Gf(C) (Balakrishnan et al., 2004) . To take into account the delivery probability in the capacity metric, we calculate the summation of the delivery probability of the links in each independent set (Equation 8).
Links over non-overlapping channels are able to transmit simultaneously, therefore the capacity factor of the network is the total capacity acquired over all channels (Equation 9).
We define the capacity gain of the multi-channel network in relation to the single channel network in Equation 10, where Cf(C) and Cf(1) represent the capacity factor of a multi-channel network with C orthogonal channels, and a single channel network respectively.
Network interference
We use two metrics to show the interference characteristic in a multi-channel network: the collision domain size; and the link Figure 7 . Network gain.
conflict weight.
Size of collision domains:
A collision-domain is a subset of links in which all links collide with each other if they transmit simultaneously. A collision-domain in the conflict graph is a complete subgraph or clique of vertices. All vertices in a clique are connected pairwise, therefore the set of their corresponding links in the topology graph make a potential collision domain.
Maximum average interference weight:
The interference weight for a link is the number of links in its interference range. We calculate this metric taking the maximum of Equation 1 over C. This metric is important since a link with the maximum interference weight could be a potential bottleneck for the network. In CLICA (Marina et al., 2010) , the authors use a similar metric as the objective function.
based multi-radio performance
We use NS-2 simulator to evaluate multi-radio networks created by different channel assignment algorithms in terms of aggregate throughput, packet delivery ratio, and average delay. In each network, we produce random traffic flows. We use two types of sources: CBR traffic with fixed rate at 100 kbps and packet size equal to 1 kB; and TCP traffic with packet size equal to 1.4 kB. We consider two traffic profiles: gateway profile consisting of flows from the gateway to randomly selected nodes; and random profile consisting of flows between random pairs of nodes. The simulation time was set to 100 s. RTS/CTS mechanism is enabled. For each topology with different number of nodes, we repeated the simulation for 50 different random placements of the nodes, and report the average with the confidence intervals.
Aggregate throughput
For TCP traffic, we calculate the aggregate throughput (Mbps), dividing the total received traffic by the duration time of TCP flows.
Packet delivery ratio (PDR)
We consider the number of correctly received packets with respect to the amount of sent packets.
Average delay
For all received CBR packets, we calculate the average delay to verify the ability of the network to use non interfering channels to deliver data with less contention.
RESULTS
As explained before, Figures 7 to 9 have been computed with the R numerical tool (RDC Team, 2008) , analyzing the properties of the topology graphs obtained by the channels assignment algorithms under study. Note that these properties do not reflect the fact of having a gateway. Figure 10 to 22, on the other hand, show the results of analyzing the traces obtained using the NS-2 simulator (Fall and Varadhan, 2003) . different channel assignment algorithms varying the number of nodes. Using CCA, the capacity gain is bounded to two, since CCA only uses two channels throughout the network (Draves et al., 2004) . Figure 7 shows that GCA outperforms the other mechanisms, but it performs close to UBCA as the number of nodes 3086 Sci. Res. Essays increases because UBCA removes some links and reaches a more diverse solution. The good performance of UBCA is because of two main reasons: first, considering the delivery probability of the links during the channel assignment; and second, removing some useless links from the original network. As expected, removing useless links will reduce the collision domain size, thus resulting a considerable increase in capacity gain, but it must be considered that removing many links from the topology as it has been done in UBCA-Remove First does not necessarily improves the capacity gain since it decreases the number of possible concurrent transmissions. As expected, UBCA-Topology Preserve performance is close to the other topology preserving algorithm, CLICA. Figure 8 shows the average size of the collision domains for different number of nodes. CLICA and GCA are successful in reducing the size of collision domains compared to CCA, but the reduction is much higher with UBCA and ROMA. Note that, even after increasing the network density, the size of collision domains do not change much for the topologies created by UBCA and ROMA. Figure 9 depicts the maximum interference weight of the links for different network densities. Figure 9 shows that by increasing the network density, the maximum interference weight do not change significantly for UBCA, while for the other mechanisms it increases rapidly. Although CLICA and GCA are designed to minimize this metric, they could not achieve a reasonable result compared to UBCA since they try to preserve the topology as explained earlier, this approach could not achieve a diverse-channel assignment hence unsuccessful in eliminating the interference over links. The same reason justifies the higher value of maximum interference weight for UBCA-Preserve Topology compared to the original protocol (UBCA) and UBCARemove First.
To investigate the performance of the proposed channel assignment in a general situation, we first run the simulation for the gateway profile. Figure 10 depicts the aggregate TCP throughput with different number of nodes and 5 TCP flows. The figure shows that due to a significant increase in the network capacity (Figure 7 ), UBCA and ROMA outperform the other mechanisms especially in dense topologies. Note that UBCA-Remove First performs the same as UBCA, since it removes all links that never used to reach the gateway and the resulted CA solution will be same as UBCA for gateway traffic profile. Figure 11 shows that the packet delivery ratio in network topologies created by UBCA, CLICA and ROMA are also much better than CCA or GCA. Moreover, in contrast to other mechanisms, delivery ratio in UBCA, CLICA and ROMA is rather insensitive to the network density. GCA as expected does not perform well for gateway traffic profile since it does not consider the gateway placement for channel assignment. shows that by using UBCA, CLICA and ROMA, the average delay for CBR traffic is significantly lower than with the other algorithms. This confirms the smaller size of collision domains, and lower interference weight obtained in Figures 8 and 9 , respectively.
We re-run the simulation by considering different number of traffic flows. The network consists of 15 nodes randomly distributed in a square field of 300 × 300 m 2 . Figure 13 shows the aggregate TCP throughput with different number of traffic flows. As expected, due to the proper channel assignment in ROMA and UBCA compared to CLICA and CCA, the aggregate throughput improves significantly. UBCA gets almost the same result as ROMA. As earlier mentioned, ROMA is designed to optimize the gateway paths. Figure 14 shows that the packet delivery ratio in network topologies created by UBCA and ROMA is higher than the others. Additionally, in UBCA and ROMA, the rate of decrease in the packet delivery ratio with respect to the increase of the traffic flows is much lower than the others. Finally, Figure 15 shows that in UBCA and ROMA, the average delay for CBR traffic is lower than the other algorithms. These results are justifiable by taking into account the fact that ROMA optimizes the paths to the gateway, and UBCA estimates the utility of the links based on their frequency to access the gateway.
We repeat the simulation for random profile of traffic flows. The aggregate throughput is shown in Figure 16 . The result shows that UBCA performs better for random traffic compared to others. Note that unlike the results obtained for gateway traffic profile, the network aggregate throughput using UBCA-Remove First for random traffic profile is worst than the original protocol (UBCA) which shows that removing all links with the utility equal to zero from the network topology may decrease the network throughput.
We investigate the effect of increasing the number of radio interfaces on each node on the performance of the channel assignment protocols (except ROMA). Note that ROMA is proposed for a dual-radio network. Figure 17 shows the aggregate network throughput for 5 TCP flows for different number of radio interfaces at each node. Figure 17 shows that, increasing the number of radio interfaces at each node improves the performance of GCA significantly. It also shows that UBCA outperforms other CA mechanisms, but the performance of the network does not change a lot while using more radio interfaces for each node. Figure 18 is obtained for a network with two radio interfaces at each node while different number of channels are available. This figure shows that as the number of channels increases the performance of multi radio networks improves, but it does not improve as the number of channels increases to more than 6. ROMA and UBCA perform better than others. We conclude that based on the simulation results, UBCA builds a network topology with low interference with a small number of radios per node. We showed that removing some links from the network topology will lead to a better performance, even if it may cause an increase in the length of some paths between nodes. The results confirm that performing channel assignment while disregarding the gateway placement does not improve the network performance in a scenario where the traffic is oriented toward the gateway.
It is also important to note that removing the wireless links from the topology is possible if the end point nodes do not share any common channel. Therefore, it must be done during the channel assignment. In other words, if the links are removed from the topology before channel assignment, the CA mechanisms might make those removed links to be available later by putting the neighboring nodes on a common channel. Figure 19 shows the number of removed links which are added to the topology after the channel assignment. The figure shows that if CA is not aware of the links which must be removed, the links removal cannot be performed correctly.
The impact of γ γ γ γ
As was mentioned earlier, UBCA uses a weighted metric for assigning the priority to wireless links before channel assignment. As we have explained previously, the priority metric is a weighted sum of the utility and the delivery probability of the wireless links. The weight given to the utility (U) is denoted by γ, while the weight given to the delivery probability (p d ) is 1 − ߛ . To investigate the impact of γ on the performance of UBCA, we repeated the simulation with 0.1 ≤ γ ≤≤1 for three different network densities (N = 10, 25, 50) . Figure 20 shows that by increasing γ, UBCA achieves better network throughput for TCP traffic generated in the gateway profile. Obviously the impact of different value of γ is more significant for dense networks (N = 25, 50), because big γ leads to decrease the interference over the links which are close to the gateway. Figures 21 and 22 show that a larger value of γ leads to better packet delivery ratio with less delay for CBR traffic.
These simulation confirms that, since a large γ forces the channel assignment to favor the links with higher utility for the gateway profile, UBCA achieves better performance with increasing γ. For the random profile, we have not obtained significant differences for different values of γ.
DISCUSSION
Here, we discuss the importance of considering the quality of wireless links during the channel assignment process with more details.
Recall that we associate two properties with each wireless link e: the delivery probability (p d (e)), and the Utility (U(e)), defined and calculated earlier.
We first study the relation between the quality of the path to the gateway with the throughput and bottleneck delay using queuing model. We then evaluate the distribution of U(e) over several random network topologies. Results confirm that links close to the gateway have much higher utility than other links. Therefore, giving higher priority to links with higher utility to occupy better channels, leads to better resource allocation.
Bottleneck delay and throughput
Considering a mesh network with one gateway, we assume that all data requests from mesh routers aim to the gateway; therefore the gateway is treated as a service station in queuing system. We further assume that the gateway has an infinite buffer since the bandwidth of wired infrastructure, which connects the gateway to the Internet, is much bigger than the wireless bandwidth between mesh nodes.
We define bottleneck delay, D S , as the average delivery delay of data requests at the gateway while the service time of each request is identical and equal to T S . We also define the throughput, λ, as the maximum data requesting frequency from all mesh nodes to the gateway.
We assume that all mesh nodes (excluded from gateway) generate data request at the constant rate of τ. Considering the delivery probability of a wireless link (pd(e)), if is the rate of data produced at one endpoint node then the data arrival at next node could be considered with the average rate of p d (e) τ.
Since the delivery probability is sufficiently smaller than τ, we can model the data arrival at the next node as a Poisson distribution with mean λ e = p d (e) τ.
Suppose that all nodes are placed over one path to the gateway, and as a result of the channel assignment mechanism, all links are active over non-interfering channels. Since all transmissions can be done simultaneously, according to the additivity property of Poisson distribution, data requests arrival at gateway will be of Poisson distribution with mean value of λ:
where S e is the set of links which construct the path to the gateway. Equation 11 indicates that the quality of the shortest path to the gateway determines the upper bound for the throughput. For a gateway with an infinite buffer, the constant service time of a data request, and data requests arrival at Poisson distribution, we can model the data incoming and outgoing as in an M/D/1 queue.
Considering constant service time T S , the expected value of T S , is identical (E[T S ] = T S ) and the variation of T S is zero. According to Wu et al. (2006) , the bottleneck delay for a linear topology can be estimated as:
The data request arrival rate shows the bottleneck throughput and since the value of the utilization factor (ρ=T s λ) should be smaller than one (in order to arrive at a steady state), the data arrival rate should be smaller than 1/T s . Therefore the maximum data rate for each mesh router is bounded by:
We consider one path to the gateway which consists of ten mesh routers uniformly placed in a chain. We assume that after channel assignment, each node can establish transmission only with its successive nodes on the path; moreover, all links are established over non-overlapping Figure 23 . Maximum data request arrival at gateway for different data arrival rate at mesh nodes.
channels. We change the distance between nodes to have different values for data delivery probability of wireless links, while the number of nodes is kept intact. As the distance between nodes gets larger the cost of the path to the gateway increases. Note that, all nodes (except the gateway) produces data requests at the constant rate of τ. We run the experiment varying the value of τ in the range of 20 to 100. The service time, T S , is assumed to be 1 ms for all requests. Figure 23 shows the maximum data arrival rate, λ, at gateway, for different value of the data rate at each node, τ. As expected, the throughput drops as the distance between nodes gets larger. Figure 23 depicts that, the higher the data rate, the more sensitive to the distance. Figure 24 , on the other hand, shows the bottleneck delay for different data rates of mesh nodes. As expected the higher data arrival rate the bigger delay it suffers at the gateway to get serviced.
Note that for τ = 100 in a scenario where the distance between nodes is 50 m, the bottleneck delay goes to infinity. This phenomenon happens because for this topology, according to Equation 13, the bottleneck data rate value is about 100, which prevent the system from reaching the steady state.
Utility distribution
In a WMN with a gateway, the traffic distribution is usually skewed, since most of the user traffic is directed to/from the gateway. Therefore links close to the gateway should be selected with higher probability by the routing protocol. We define utility (U(e)) to estimate the probability of using a specific link, e, for a random traffic request.
Note that, since a weak link with p d (e) < 0.5 is not favorable for transmission, in our model we consider links with the delivery probability equal or greater than 0.5. In practice, routing protocols favor links which offer higher performance. Therefore most of the links with lower quality are likely useless.
We perform a simple experiment in our simulation area to verify the different types of links considering the delivery probability and the utility. We assume a network with one gateway and 24 nodes, which are distributed randomly in a 300 × 300 m 2 square field. The gateway is fixed and placed on the right edge of the field. We calculate the average utility of links in different area of the network over 1000 different network topologies. Figure 25 shows a perspective view of average links' utility, for all networks. As expected, in the neighborhood areas of the gateway, the average utility of the links has a considerable bigger value compared to other regions of the network. According to our experiments, 79.54% of links have the utility equal to 0, it means that none of the network nodes use them to access the gateway, while 0.2% of links participate in more than 12 paths (U(e) ≥ 12), that is, the probability of using those links, for a transmission, is more than 0.5. Note that, the average of links utility ( ), in this network, is 0.42. To generalize our result, we calculate the utility of links regardless of the gateway, by considering not only the gateway-paths, but also, every other shortest path between all pairs of nodes. Figure 26 shows the empirical distribution function (ECDF) of links utility in this scenario. The figure shows that after considering all possible paths, a considerable amount of links have a utility close to zero.
We use the average of delivery probability ( ) and the average of utility ( ), to categorize the links based on their attributes: first the links with big delivery probability and utility; second the links with big delivery probability but small utility, third the links with small delivery probability but big utility; and forth the links with small delivery probability and small utility. Table 1 shows the percentage of links in four categories and for two mentioned scenarios: considering only paths to the gateway; and considering all paths between all pairs of nodes. As shown in Table 1 , the forth category contains at least 28% of the network links, which have the lowest amount of p d , and are less important in the network (small U). Note that, this result is almost the same for a dense network.
From the result in this experiment, it is obvious that assigning high priority to the links in categories with higher U and p d , to occupy better channels, will lead to better channel assignment, since these links are more probable to participate in traffic transmissions. On the other hand, it is important to disregard links in category four during the channel assignment. Removing weak links from the topology may lead to even better performance due to the following reasons:
1. It reduces the potential interference over good links. 2. It relaxes the restriction over channel assignment to make a common channel for weak links by considering finite number of radios per node. 3. It does not have a big effect on the communication between nodes.
This simple experiment shows that; it is extremely unfair and illusive to threat all links identically.
Related works
The static channel assignment problem has been well studied in recent years, and has been addressed in several proposals (Crichigno et al., 2008; Alicherry et al., 2006; Avallone and Akyildiz, 2008; Dhananjay et al., 2009; Marina et al., 2010; Mohsenian-Rad and Wong, 2007; Ramachandran et al., 2006; Raniwala and Chiueh, 2005; Shao et al., 2010) . The detail classifications of channel assignment methods are presented in Crichigno et al. (2008) and Si et al. (2010) . The core idea of all proposed algorithms is to use the available channels to eliminate the interference of neighboring transmissions. A simple approach for utilizing two channels in a dual-radio network is presented in Draves et al. (2004) , while the main focus of authors is on modifying the routing parameters to benefit from multi-channel structure.
Further investigations by Marina et al. (2010) and Raniwala et al. (2004) showed that it is possible to increase the performance of the multi-channel network more than two factors by applying smart channel assignment algorithms. Raniwala et al. (2004) presented a traffic aware channel assignment. Given the network Table 1 . The percentage of links, distributed in four categories based on their delivery probability and utility in a network. topology and the traffic profile, the channel assignment binds each radio to a channel such that the available bandwidth on each link is proportional to its expected load. If the traffic loads change over time, the algorithm must perform channel reassignment. Skalli et al. (2007) also formulated the channel assignment problem considering the traffic load of each node. Their priority based scheme uses a common channel on all nodes to exchange control messages and to maintain the network connectivity. It gives higher priority to nodes close to the gateway to occupy better channels. But using traffic dependent schemes in presence of dynamic traffic profile is very challenging since the channel assignment output affects the routing protocol decision and in return changes the traffic load over links. Marina et al. (2010) and Subramanian et al. (2008) formulated the static and traffic independent channel assignment as a topology control problem, and develop their approaches subject to minimize the link conflict weight. The channel assignment mechanisms proposed in Marina et al. (2010) and Subramanian et al. (2008) assign channel to all link to preserve the network topology and do not consider the different quality offered by wireless links. As shown in the earlier version of this paper (Amiri-Nezhad and Cerdà-Alabern, 2010), this method leads to a suboptimal solution. Avallone and Akyildiz, (2008) formulated the problem to reduce the size of collision domains by assigning links to non-overlapping channels. However, they do not consider the delivery probability of the wireless links. Recently, Dhananjay et al. (2009) proposed a distributed channel assignment and routing which takes the links delivery ratio into accounts to find the shortest path to the gateway. In the proposed algorithm, each node follows the channel assignment pattern which is propagated by the gateway, that is, the algorithm optimizes the paths to the gateway, thus the big size of collision domains between links far from the gateway, especially in a dens network leads to a lower performance in an arbitrary traffic profile.
Category Links delivery probability Links utility Considering the paths to the gateway (%) Considering all paths (%)
Conclusions
In this paper, we have studied the channel assignment problem in a multi-radio multi-channel mesh network. We have showed that considering the utility of the links makes it possible to estimate the usefulness of each link regardless of the traffic profile. We have presented a new algorithm, called UBCA, which assigns channel to links considering their utility without a tight constraint on preserving the topology. We have done a performance evaluation comparing UBCA with other relevant channel assignment algorithms proposed in the literature. In our study, we have used a numerical tool to analyze the properties of the topology graphs, and detailed NS-2 simulations. Our numerical results demonstrate the effectiveness of UBCA in exploiting channel diversity for reducing the interference over wireless links with a small number of radios per node. The simulation results show that our approach increases the performance of the multiradio mesh network significantly. Additionally, UBCA provides a considerable decrease in the size of collision domain and thus significant increase in the network capacity. The NS-2 simulations proved that pruning the network from some useless links leads to a better channel utilization and thus reduces the average delay and increases in the packet delivery ratio and throughput.
Our future work will focus on formulating the proposed channel assignment problem to obtain the optimal bound for network capacity and interference. We will seek for an optimal solution while considering the delivery probability of wireless links and relaxing the constraint on topology preserving. We will consider the problem of estimating the delivery probability of wireless links while the quality of a link is different from each side. We will also investigate the distributed version of UBCA with focus on traffic pattern and different data transmission rate on each node.
