The inverse problem method is tested for a class of mean field statistical mechanics models representing a mixture of particles of different species. The robustness of the inversion is investigated for different values of the physical parameters, system sizes and independent samples. We show how to reconstruct the parameter values with a precision of a few percentages.
Introduction
In recent years there has been an increasing interest in studying the inverse problem in statistical mechanics mostly due to the fact that the thermodynamic formalism on a macroscopic base has proved to be effective in a variety of scientific applications that span from the investigation of real neural networks in biology [17] [18] [19] to behavioral ethology for flocks [1] . In this paper we are interested in a particular class of models [3, 8] that have naturally emerged within the application of the statistical mechanics formalism to socioeconomic sciences (see also [16, 20] and references therein). Their first and most elementary appearance can be traced back to the so called discrete choice theory proposed by Daniel
Mc Fadden [15] after his celebrated success in predicting the number and distribution of customers of the Bay Area Rapid Transit before its construction. Discrete choice theory doesn't contain interaction between individuals and from the statistical mechanics point of view can be seen as a mixture of a finite number of discrete perfect gases; its inverse problem is mathematically elementary and its efficiency amounts to the proper identification of the different species of particles (see also [11] ). The necessity to include the interaction among agents led W. Brock and S.N. Durlauf [2] to introduce, within the socio-economic context, the simplest interaction structure which is given by the mean field Curie-Weiss Hamiltonian model. In order to successfully generalize the discrete choice to the interacting case, it was defined in [3] a multi-species mean field model. In this paper we propose a robustness test of the inverse problem in the multi-species mean field case. We start from the knowledge of the exact solution of the model, both in the single populated system and in the bi-populated one, not only at the thermodynamic limit in analytic form but also at finite and increasing number of particles by accurate numerical approximations. This, together with the standard criterion of maximum likelihood, provides a relation between experimental and theoretical quantities and allows to tackle the computation of the free parameters of the model, namely interactions and magnetic fields, from observed data.
We then generate the equilibrium configuration of the models, at different system sizes and for different values of the parameters i.e. interaction strength and magnetic field. By use of the inversion formulas we show how the reconstruction of the parameters is achieved and how his robustness depends on both system size and number of independent samples used.
The paper is organized as follows. In section 2 we recall briefly the Curie-Weiss model and we review how to solve the inverse problem in this single-population model. The generalization of such a model to systems composed of many interacting groups (the multi-species mean field model) and the solution of the corresponding inverse problem are presented in section 3. Section 4 presents and discusses a set of numerical tests for both the single and the bi-populated system for finite number of particles and finite number of samples. We first investigate how the average quantities, magnetization and susceptibility behave for increasing system sizes in the standard Curie Weiss model. We find, in particular, that while the magnetization is monotonically increasing, in agreement with the first Griffiths Kelly Sherman inequality [9, 10, 12] , the susceptibility has a monotonicity direction that changes with the values of the coupling constant with respect to its critical point. Both quantities reach their limiting value at the speed of the inverse volume. We then investigate how the experimental magnetization and susceptibility at fixed volume depend on the number of samples and stabilize when their number increases.
The effectiveness of the inversion is tested for different values of the coupling constants and magnetic fields. The same procedure is applied to the bi-populated model and again the robustness of the inversion is tested for different values of the parameters. We find in all cases that the inverse method reconstructs, with a modest amount of samples, the values of the parameters with a precision of a few percentages.
Inverse problem for the Curie-Weiss model
Denoting with N the size of the population, the Curie-Weiss model is defined by the Hamiltonian:
where σ i ∈ {±1} is the spin of the particle i (individual), the parameter J > 0 is the coupling constant and h is the value of the magnetic field. The joint probability of a configuration of spins σ = (σ 1 , . . . , σ N ) is given by the Boltzmann-Gibbs measure:
where Ω N = {−1, 1} N and
is the magnetization of the configuration σ. We point out that, in the inverse problem, the usual inverse temperature parameter β is absorbed within the two free parameters J and h.
We will denote by ω(·) the expectation value with respect to P N,J,h . Heuristically, this Let start by observing that when h = 0 and J > 0 or h = 0 and J < 1, the Curie-Weiss model satisfies the following property (see [4] )
where m(J, h) is the stable solution of the model mean-field equation
By differentiating the identity (3) with respect to h we obtain:
and
In particular, the right hand side of the last identity defines the finite size susceptibility χ N . By putting together (5) and (6) we can compute the parameter J from the average value and the variance of the magnetization in the thermodynamic limit:
The external field h is obtained, in the large volume limit, by inverting the mean-field equation (4)
where J is given by (7) . Formulas (7) and (8) (4) has two different stable solutions ±m(J, 0) (see [4] ). Thus, the identity (3) is not verified. In this case the inverse problem can be solved, by observing that there exists ǫ > 0 such that, whenever m N (σ) ∈ (±m(J, 0) − ǫ, ±m(J, 0) + ǫ), the following limit holds (see [5] )
and then by applying to (9) the same procedure as shown above. The result is still given by formulas (7) and (8) For what it concerns the statistical part one has to provide an evaluation of the finite size average magnetization ω(m N (σ)) and susceptibility χ N from the empirical data.
We use the maximum likelihood estimation procedure. This method identifies the free parameters within a distribution by requiring that their value maximize the probability to obtain the given sample, under the condition that the sample is made of independent and identically distributed realizations of the random variables.
Given a sample made of M independent spin configurations σ (1) , . . . , σ (M ) all distributed according to the Boltzmann-Gibbs measure (2), the maximum likelihood [7, 13] function is defined by
which, using the independence, can be rewritten as
To maximize the function L(J, h) we should compute the derivative of a product. Since a function and its logarithm reach the maximum in the same point, we consider the logarithm of the maximum likelihood function
The derivatives with respect to h and J of this function
Therefore, the function L(J, h) reaches its maximum when the first and second momentum of the magnetization are calculated from the data according to (10) . The inverse problem is finally solved by the composition of (10) with (7) and (8). In particular, denoting by m exp and χ exp respectively the average magnetization and the susceptibility computed from the sample
the estimators of the model's free parameters are
The σ i ∈ {±1} represents the spin of the particle i, while J ij is the parameter that tunes the mutual interaction between the particle i and the particle j and takes values according to the following symmetric matrix:
. . .
where each block J ls has constant elements J ls . For l = s, J ll is a square matrix, whereas the matrix J ls is rectangular. We assume J 11 , J 22 , . . . , J kk to be positive, whereas J ls with l = s can be either positive or negative allowing for both ferromagnetic and antiferromagnetic interactions. The vector field takes also different values depending on the subset the particles belong to as specified by the following vector:
where each h l is a vector of constant elements h l . Indicating with m l (σ) the magnetization of the group P l , and with α l = N l /N the relative size of the set P l , we may easily express the Hamiltonian (14) as:
where
. . , h k ) and J is the reduced interaction matrix
The joint distribution of a spin configuration σ = (σ 1 , . . . , σ N ) is given by the BoltzmannGibbs measure P N,J,h related to the Hamiltonian (14), where again we consider the inverse temperature parameter β absorbed within the model parameters J and h. The well position of the model has been shown in [8] . In particular, in the thermodynamic limit the model is described by the following system of mean-field equations:
If the system (16) admits a unique thermodynamically stable solution m(J, h) = (m 1 (J, h), . . . , m k (J, h)), the following identities hold (see [6] ):
By differentiating the identities (17) with respect to h s , s = 1, . . . , k, we obtain
where χ ls are the elements of the susceptibility matrix of the model. In particular,
where δ ls denotes the delta of Dirac picked in l = s. Therefore, the susceptibility matrix χ can be written as:
By computing the elements of χ according to (18) and (20), by (19) we get an expression of the reduced interaction matrix J related to the average value and the correlations of the magnetizations in the thermodynamic limit:
see [14] . Once the matrix J is determined, the elements of the vector h = (h 1 , . . . , h k ) are obtained by inverting the mean field equations (16) h l = tanh
The previous formulas (21) and (22) 
Differentiating the logarithm of the likelihood function (23)
with respect to h l and J ls , l, s = 1, . . . , k we obtain
These derivatives are equal to zero as the following equalities hold
Therefore, the inverse problem for the multi-species model is solved by the composition of (24) with (21) and (22). In particular, denoting by m l exp the average magnetization of each specie calculated from the data
and defined the matrices P exp = diag{1 −m 2 1 exp , . . . , 1 −m 2 k exp } and χ exp , whose elements are
the model estimators are
4 The inversion at finite volume and finite sample size When dealing with real data the elegant exactly solvable model has to be replaced by its finite size version. This is reflected both in the number of particles N and in the number M of independent configurations in the sample, available from the statistical set.
It is therefore important to see how the inversion formulas perform for different values of those quantities at assigned values of the parameters. The Curie Weiss model and its generalized multi-species version provide an ideal testing set not only because most of the applications concern mean field models but also because their finite size solution can still be handled thanks to the observation that the magnetization spectrum has a probability distribution that can be exactly computed.
In this section we present a numerical test of our inversion procedure, both for the Curie-Weiss model and for its multi-species version. In both cases, for each choice of the size N of system and of the free parameter values (J and h for the Curie-Weiss model, J and h for its multi-species generalization), the data that we are going to use are extracted from a virtually exact simulation of the equilibrium distribution. This is possible thanks to the mean-field nature of the models (1) and (15), which reduces the computation of corresponding equilibrium distribution to that of the weights of the O(N) values of the magnetization. In this way, from P N,J,h for the Curie-Weiss model and from P N,J,h for its multi-species generalization, we can compute the finite size average magnetization and susceptibility and extract sequences of configurations.
Although obvious, it is probably worth remarking that the parameter estimation method involves two approximations. The first one is in the inversion formulas (7), (8), (21) and (22), that require the infinite volume limit; the second one is the statistical error appearing in the evaluation of the averages and correlations through the maximumlikelihood estimators defined in (10) and (24). In principle, the first approximation could reduce strongly the scope of the method to systems with very large number N of individuals and it corresponds to estimating the finite size corrections of average magnetization and susceptibility. We don't go through this issue, rather we illustrate it with some numerical example to support the choice of the values of the parameters. Indeed, figure 1 
and for the external vector field 
The errors on each value of the matrix J exp and h exp are the standard deviations across 20 different M-samples of the same (J, h)-simulation.
Conclusions and perspectives
In this paper we have tested the robustness of the inversion method in a class of statistical mechanics mean field models. The novelty of the results is both on the finite size behavior of the exact solutions and on the quality of the inversion for finite number of samples. Our findings show that with a modest investment on samples we are able to reconstruct the values of the parameters within a few percentages. The relevance of the problem comes from the necessity to have a fully tested method in the parameter evaluation from real data of socio-economic type, as started from the seminal work of Brock and Durlauf. The nature of the investigated model belongs to those without intrinsic randomness but we plan to extend a similar analysis to those cases with random interactions like the Sherrington-Kirkpatrick model, and/or random network connections among agents, like in the diluted models.
