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Abstract
Knowledge of the structure of large, complex molecules is of vital interest in
understanding their function in biological systems. Standard X-ray crystallo-
graphic methods of structure determination are unsuitable for a large class of
biomolecules for which it is difficult, or impossible to form high-quality crystals.
The technique of coherent diffractive imaging (CDI) provides a route toward
the determination of large molecular structures without crystallisation. CDI
uses a Fourier transform mapping between fields in the sample and detector
planes; this implies attainable resolution is limited by the angle to which signal
can be measured. Unfortunately, biological molecules scatter weakly; in order
to obtain signal to the required angle an extremely bright new source of X-rays
is required. These new sources, the X-ray free-electron lasers (XFELs), have
brightnesses approaching that sufficient to resolve biological molecules to
atomic resolution. This increased brightness has an unfortunate side effect, the
number of unwanted photoionisation events in the target molecule is vastly
increased. This leads to an imbalance of charge that results in the eventual
destruction of the molecule.
In this thesis, I show that the intense illumination from an XFEL produces
a time-dependent electron density in the target molecule. This effect targets
the inner shell electrons in the molecule, and hence preferentially degrades
the high-resolution information. I further show that the time-dependent elec-
tron density in the molecule can be treated as a partially coherent secondary
source of X-rays, violating the coherence assumption inherent to CDI. This
damage-induced degree of partial coherence is determined from simulated ex-
perimental conditions. It is demonstrated that this degree of partial coherence
due to damage can be used to infer information about the physical processes
underlying the interaction between the molecule and the X-ray field. This in-
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formation can be transferred between similar molecules in an XFEL experiment
to compensate for damage processes. Assumptions made about the partial
coherence of the scattered X-ray field are used to recover the structure of a
biomolecule in simulation using an adjusted CDI iterative scheme. Structure
refinement and electron density recovery schemes are also investigated.
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Introduction 1
Determining the structure of large biomolecules, such as proteins, is of impor-
tance to understanding their function. To know the structure of a molecule
implies obtaining information about the positions of the atoms within the
molecule; usually this requires the use of some form of microscopy. A mi-
croscope that could distinguish between atoms requires a source of radiation
with a wavelength similar to, or smaller than, the distance between atoms
in the molecule. Radiation of these wavelengths is in the X-ray region of the
electromagnetic spectrum and, unfortunately, X-rays are extremely weakly
interacting. For that reason structure determination has generally relied on
the production of high-quality crystals in order to invert their structure using
crystallographic methods. The periodic repetition of the structure in the crystal
allows for a large increase in scattered brightness regardless of the relatively
low scattering power of X-ray radiation.
Applying crystallography to protein crystals has yielded great success and
helped advance the field of biochemistry. However, a major drawback to
the technique is the difficulty of creating protein crystals. The processes
involved are delicate and time consuming and generally preclude proteins
which sit astride the bilipid layers marking the boundaries between cells. These
membrane proteins are often targets for disease agents, and their solution
requires a non-crystallographic method of structure determination.
One potential method of single molecule structure determination is Co-
herent Diffractive Imaging (CDI) [1]. CDI is an extension of crystallographic
1
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techniques to non-crystalline samples; alternatively it can be considered a
form of diffraction microscopy. The typical CDI experiment is simple; a finite
sample is illuminated by a source of coherent, monochromatic X-rays and
the diffraction pattern is collected in the far-field. This diffraction pattern is
continuous, as opposed to crystallographic diffraction and is a representation
of a two dimensional projection of the electron density in the spatial frequency
domain. The mapping between the scattered X-ray field as it leaves the vicinity
near the sample and the field as it is measured at the detector is a Fourier
transform. In order to invert the Fourier transform mapping we require both
the amplitude and the phase of the field at the detector. While the amplitude of
the field is easily retrieved from an intensity measurement, the phase compo-
nent of the field is lost. Estimating the phase can be performed by an iterative
method [2, 3].
The use of CDI on single molecules requires a new source of intense X-
ray intensity and coherence to compensate for the multiplying effect of the
repeating structure of the crystal. These new X-ray sources, called X-ray free-
electron lasers (XFELs) [4], use a relativistic beam of electrons undulating
through a long, periodic magnetic field to acting as a gain medium to produce
a laser-like beam of a X-rays. Current XFELs in operation today fall short of the
brightness required to image single molecules [5], but improvements to the
basic XFEL design are under development which should allow sufficient X-ray
flux.
The immense X-ray brightness required to image single biological molecules
has a major drawback. The increased intensity produces unwanted ionisation
interactions with the molecule; approximately ten times as many as any coher-
ent scattering events expected [6]. This produces a time-dependent electron
density, and eventual rapid movement of the nuclear centres of the molecule.
As the electron density is what produces the X-ray scatter, the variable electron
density has a marked effect on the diffracted intensity.
In this thesis I will quantitatively demonstrate the effect of this unwanted
photoionisation on the expected far-field diffraction pattern from a single bio-
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logical molecule in simulation. The simulations will be based on a scattering
model specifically developed for this purpose to include unwanted ionisation
events. It will be shown that the effect of these processes is to modify the
assumption of coherent radiation central to CDI; the damage to the electronic
structure of the molecule caused by these inelastic events produces diffrac-
tion similar to that expected from a partially coherent source. The thesis
will go on to show that this decohering effect can be overcome via a calibra-
tion measurement of the damage using a similar molecule and, furthermore,
that the effective partial coherence due to damage, which I will term the
damage-coherence, can be explicitly tied to physical rate constants. Finally it
will be shown that structures can be directly recovered using this coherence
measurement.
1.1 Protein Structure
The major aim in diffractive microscopy at XFELs is the determination of protein
structures. Proteins are large molecules that form out of long chains of amino
acids, which are molecules consisting of a carboxyl group connected to an
amine compound via a central carbon atom. There are 20 naturally occurring
amino acids in the human body. All human proteins are formed when a series
of the acids combine in a chemical reaction that binds the carboxyl of one to
the amine of another, with water as a side-product. This amino acid order, or
primary structure, can be determined with biochemical methods. Knowledge of
the primary structure, however, is insufficient to determine the macromolecular
shape of the protein. If one imagines laying the protein out in the order of
its primary structure like a taut string, then releasing the ends, it would coil
about itself in a shape that minimises the electrostatic repulsion between its
constituent elements. The knowledge of this large scale shape, referred to
as secondary and tertiary structure, is vital to understanding the function of
the protein; it is an often repeated maxim in biology that ‘form determines
function’.
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1.1.1 Rational drug design
A major motivation for the determination of protein structures is the potential
for rational drug design. Rational drug design uses knowledge of the structures
of proteins important to disease progression to design chemicals to block, or
inhibit the protein’s function. An example of this is the anti-influenza treatment
zanamivir. This drug inhibits the action of neuraminidase, a protein on the
surface of the influenza virus, working by physically filling an active space on
the neuraminidase protein [7]. Neuraminidase requires this active space to
enable the cleaving of bonds between the host cell and the influenza virus,
enabling the virus to escape the vicinity of its dying host and infect other cells.
Denying it the use of this space therefore inhibits the activity of the influenza
virus.
The advancement of rational drug design, as evidenced by the case of
zanamivir, is to lessen the time and expense needed to design new drugs, a
process that was largely based on rigorous and lengthy testing phases.
It is nearly impossible to determine the tertiary structure of a molecule from
its primary structure. Computations can be performed to determine the free
energy of such large molecular systems [8] but they are generally extremely
computationally expensive and prone to stagnation. A more efficient way is to
make some other measurement of the shape of the molecule, the most effective
form of measurement being X-ray crystallography.
1.2 Crystallography
Crystallography is a measurement technique that uses the diffraction of radia-
tion to probe the materials, called crystals, that consist of repeating or periodic
structure. An individual repeating segment is called a unit cell. The structure of
molecules requires knowledge of the positions of their constituent atoms, so the
radiation required for the measurement must have a wavelength smaller than
the interatomic spacing in the molecule. This class of electromagnetic radiation
is referred to as X-rays, having wavelengths on the order 10−10 metres.
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The interaction of a crystal with X-ray radiation produces highly intense
diffraction at certain specific angles called Bragg angles [9]. The location of
these Bragg diffraction spots in angular space is highly dependent on what
types of symmetry the crystal displays and also the scattering produced by an
individual repeating unit cell; this scattering is referred to as the form factor.
Form factors can be directly related to the electron density of the unit cell and,
hence, the structure of the molecule by a Fourier transform. Unfortunately
there is insufficient information in the measured diffraction intensities to
recover the molecular form factor in full. The missing piece of information is
the phase of the diffracted wave, and the inability to measure this vital piece
of information is called the phase problem [10]. Many methods for recovering
the lost phase information have been developed and X-ray crystallography is
now the most successful method for the determination of protein structure.
It is self-evident that the success or failure of an X-ray crystallography
experiment depends heavily on the quality of the target crystal, in this case
quality is defined by perfect repeatability of the crystal unit cell in three
dimensions. This not only implies a deformation-free crystal, but also a crystal
that contains a number of unit cells that approaches infinity in the ideal
experiment.
1.2.1 Protein crystal formation
The formation of protein crystals relies on the solubility of the protein [11];
most standard methods rely on slowly increasing the concentration of the
target protein in solution along with a precipitant by vapour diffusion. The
solvent and precipitant in solution with the target protein diffuse by evapora-
tion into a pool containing the same solvent with the precipitant at a higher
concentration, eventually producing optimum conditions for crystallisation.
Determining the appropriate relative concentrations of protein and precipitant
in solution requires some educated conjecture and experimentation by the
biochemist, although the increasing number of solved structures is testament
to the effectiveness of these techniques.
6 INTRODUCTION
Unfortunately, there exists a large class of proteins to which fail to form
crystals when traditional methods are used. These membrane proteins, so
named because they sit astride the bilipid membranes that form cellular bound-
aries, are thought responsible for regulating much of the action of cells and
are, therefore, of great interest for the purposes of rational drug design. The
fact that these proteins are entangled with the membrane means that they do
not form solutions easily, usually there exists some large component of the
membrane protein which is hydrophobic. To form a solution these molecules
typically require some form of detergent to shield this hydrophobic part from
the solvent. The presence of this detergent interrupts the normal crystallisation
processes leading to poor results for membrane protein crystals and, as such,
new techniques are currently being developed. The review by Caffrey [12]
provides an excellent overview of these new techniques.
The difficulty of creating membrane protein crystals results in crystals
that are either small or contain imperfections, or both. Furthermore, the
act of exposing the crystal leads invariably to the absorption of X-rays and
subsequent heating of the crystal, creating imperfections and lowering the
crystal quality [13]. This problem is exacerbated for protein crystals, which,
consisting of weakly-scattering biological materials, require relatively long
exposure times. One method around this is to somehow increase the brightness
of the X-ray source, enabling shorter exposures [14]. This new, bright source
of X-rays became available in the form of synchrotron radiation.
1.3 Synchrotrons
Synchrotrons are a type of particle accelerator that moves charged particles
through an approximately circular path using powerful magnets. They were
developed independently by Veksler [15] in 1944, and McMillan [16] in 1945,
and were originally designed to study high energy collisions between charged
particles. It was soon noticed that the electrons accelerating through the in-
tense magnetic fields produced electromagnetic radiation in the X-ray band
of the spectrum. This result was explained as a classical phenomenon by
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Schwinger [17] and was initially considered a negative aspect of the syn-
chrotron acceleration system as the emission of this radiation inevitably slowed
the particles. However it was soon realised that the synchrotron radiation could
be used as a new source for X-ray experiments and synchrotrons specifically
for the users of this type of radiation were soon built.
The X-ray radiation produced at modern synchrotrons can be separated
into three categories based on the type of magnet used to bend the electron
beam. The first type of radiation comes from the magnets used to bend the
electron beam itself. This radiation, called bending magnet radiation, is the
least bright of all X-ray sources at a synchrotron, however it is many orders
of magnitude brighter than older tube-based sources. The radiation from a
bending magnet will typically have a broad spectrum, therefore the beam
requires the use of a monochromator to produce the low energy bandwidths
required for crystallography.
Wigglers and Undulators
Eventually devices were placed in the electron beam to increase brightness
beyond that available at bending magnets. These two instruments, called
wigglers and undulators [18], are both series of alternating magnets produc-
ing a periodic magnetic field. The electron beam oscillates (or wiggles, or
undulates) through the field, this acceleration of the charges produces electro-
magnetic radiation. The difference between wigglers and undulators lies in
the periodicity of the magnetic field produced by the device. Wigglers have
relatively low periodicity resulting in large movement of the electron beam.
These relatively slow oscillations mean the radiation emitted from individual
electrons sums incoherently, resulting in radiation that has similar character-
istics to that produced by a bending magnet but with increased brightness.
On the other hand, undulators have relatively high periodicity resulting in
small undulations. Under these conditions the radiation produced by one
electron can interfere with radiation produced by other electrons, and, as a
consequence, harmonic peaks in energy of extremely high X-ray brightness
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are produced [19]. The magnified brightness of the harmonic peaks of the
undulator, as well as their narrow spectral bandwidth, allow significantly more
photons to be applied to crystallographic problems. A useful book describing
the generation of synchrotron radiation is given here [20].
1.4 Coherent Diffractive Imaging
The increased brightness made available due to the advances discussed in 1.3
enabled the advance of protein crystallography as significant diffraction could
be produced from smaller crystals. At the same time theoretical investigations
into iterative solutions to the phase problem opened up the possibility of
extending crystallography to aperiodic samples [21]. In order to do this a
sufficiently bright, coherent, monochromatic source of X-rays was required. In
effect, the loss of the coherence and repetition inherent to a crystal must be
replaced by coherence and brightness in the illuminating beam. An undulator
source, while being neither strictly coherent nor monochromatic, produces a
substantial amount of partially coherent, quasi-monochromatic photons, where
the energy bandwidth of the photons as a fraction of their energy is much less
than unity. As such the beam may be regarded as coherent and monochromatic
while still retaining sufficient brightness for aperiodic imaging methods.
The new technique, called Coherent Diffractive Imaging (CDI), was first
demonstrated by Miao et al. [1] in 1999. The experimental configuration
involves a beam of coherent, monochromatic X-rays becoming incident on a
single sample. At a distance downstream a position-sensitive detector is placed;
this detector measures the intensity scattered by the sample. A beam-stop is
usually placed near the centre of the detector to block the extremely intense
undiffracted beam. An analytical expression for the relationship between the
electromagnetic field in the plane of the sample and the field as it impinges
on the detector can be determined easily given the assumptions of weak
scattering and beam-like X-ray illumination, known as the projection and
paraxial approximations respectively. A schematic of the experiment is given
as figure 1.1.
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Detector
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Incident X-ray beam
Scattered X-rays
Figure 1.1: A generalised coherent diffractive experimental configuration, not to scale.
A beam of monochromatic, coherent X-rays are incident on a non-periodic sample.
The scattered X-rays are collected by an area detector in the far-field downstream.
If the distance between the sample and the detector is large enough, then
the relationship between the field leaving the plane of the sample and the
field at the detector can be simplified to a Fourier transform, a type of integral
transform [22]. The implication of this relationship is that the relatively weak
high-angle scatter contains the fine detail in the object being imaged. This
means the resolution of the technique is limited by the signal collected at high
angles, and so for high-resolution imaging it is critical that signal be recorded
out to the edges of the detector. It is analogous to a lensless microscope, where
the numerical aperture of the objective lens determines the resolving power
of the system. In this system, however, the numerical aperture is the angular
acceptance of the detector. It is important to note, that, similar to the case with
crystallography discussed above in section 1.2, the measurement of intensity
is incomplete as the phase of the wave cannot be measured. An iterative
phase-retrieval algorithm [3] is used to gain an estimate of the phase and
recover the structure. Continuing with the microscope analogy, the imaging is
no longer performed by the objective lens, but instead by computation.
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1.5 X-ray Free Electron Lasers
The development of CDI was largely motivated by the potential for atomic
resolution imaging of single molecules. Unfortunately synchrotron sources
provide insufficient incident intensity to obtain the required high-angle scatter.
The realisation of the single molecule imaging would require a new source
of immense X-ray brightness. Ideally the source should also be coherent and
monochromatic abrogating the need for optics that invariably reduce beam
intensity. Ideally what is required is a true X-ray laser.
Laser light is a form of electromagnetic radiation that is highly-coherent,
quasi-monochromatic and highly-collimated. Generally, a laser can be consid-
ered as consisting of two distinct components; a gain medium and a resonator.
The gain medium is some material that produces a non-linear optical response
to an excitation. In most lasers, this non-linear response is caused by the
creation of a population inversion in the gain medium, these occur when a
large number of atoms become excited to an energetic state; typically electrons
sitting in a certain atomic orbital are excited into a higher orbital in large num-
bers. A single photon with an energy corresponding to a transition to a lower
energy atomic state can then induce relaxation in excited atoms via stimulated
emission. This rapidly increases the number of photons by a chain-reaction like
process. The creation of the population inversion requires energy input into the
gain medium, referred to as ‘pumping’ the laser. This is usually accomplished
using an electrical current or discharge, as in case of diode lasers, or by an
using another laser or other source of intense light [23].
The second major component of the laser is the resonator. This is a device
that allows light emitted by the gain medium to be reflected back into the
medium; careful selection of the properties of the optical resonator can increase
the spatial coherence as well as improve the spectral properties of the laser
light through mode selection. The simplest optical resonator is a two-mirror
system allowing emitted light to reflect through the gain medium; one of the
mirrors will allow some small probability of transmission (say < 1%) to allow
the laser light to escape [23].
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Figure 1.2: A schematic of increasing brightness with undulator distance in an XFEL.
Microbunches begin to form as the electron beam passes through increasing undulator
distance, exponentially increasing X-ray brightness. Eventually saturation is reached.
From S. V. Milton, E. Gluskin, N. D. Arnold, C. Benson, W. Berg, S. G. Biedron, M. Bor-
land, Y.-C. Chae, R. J. Dejus, P. K. Den Hartog, B. Deriy, M. Erdmann, Y. I. Eidelman,
M. W. Hahne, Z. Huang, K.-J. Kim, J. W. Lewellen, Y. Li, A. H. Lumpkin, O. Makarov,
E. R. Moog, A. Nassiri, V. Sajaev, R. Soliday, B. J. Tieman, E. M. Trakhtenberg, G. Trav-
ish, I. B. Vasserman, N. A. Vinokurov, X. J. Wang, G. Wiemerslage, and B. X. Yang,
‘Exponential gain and saturation of a self-amplified spontaneous-emission free-electron
laser’, Science, 292:2037 (2001). Reprinted with permission from AAAS.
The creation of an X-ray laser would, therefore, seem to require an atomic
transition corresponding to X-ray frequencies, these are typically found between
the core shell of an atom and some higher orbital. Unfortunately excited
lifetimes in these transitions are very short; this makes a population inversion
difficult to create. In order to drive an inversion extremely high pumping
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powers are required [25]; some success at producing a soft X-ray laser using
population inversions has been reported [26]. An alternative to creating a
population inversion was proposed by Madey [27], who suggested that a
stream of relativistic electrons passing through an undulator could act as a gain
medium, with potential for producing hard X-rays of wavelengths approaching
1A˚. This was later demonstrated experimentally at a wavelength of 10.6 µm,
in the infrared (IR) regime [28, 29], where amplification of an input carbon
dioxide laser was achieved. Given that the lasing is no longer produced by
bound electrons in a gain medium but rather free electrons with large kinetic
energy, these new lasers were classed as free-electron lasers (FELs). These lasers
are potentially tunable to hard X-ray wavelengths by varying both the period of
the magnetic field in the undulator and the kinetic energy of the electron beam.
Saturation in these early experiments was obtained by using two IR mirrors as
an optical resonator; suitable mirrors don’t exist for light in X-ray wavelengths.
Furthermore the early FEL experiments used a seeding laser, the free-
electron gain medium was used only to amplify this signal. Unfortunately no
such seeding laser exists for the hard X-ray wavelengths required for single
molecule imaging to atomic resolution. An alternative approach to a seeding
laser was developed by Bonifacio et al. [30], who suggested that a seeding laser
was not required if the undulator was long enough. This process, called self-
amplified spontaneous emission (SASE), relies on spontaneous emission of X-rays
by the undulating relativistic electron bunches interacting with other bunches
downstream. The electrons in these bunches will congregate in microbunches
due to the effect of the X-ray field, and begin to oscillate coherently with the
field. The effect is a laser like X-ray output, with potential to tune to a˚ngstrom
wavelengths, without the need for a seeding laser. A schematic of this process
is shown in figure 1.2. It is this mode of operation that is used for all XFELs
in operation at the moment, particularly the Linac Coherent Light Source
(LCLS) [4], and SPring-8 A˚ngstrom Compact free-electron LAser (SACLA) [31].
These sources are much brighter than even the brightest sychrotron undulator
sources, as shown in figure 1.3. This brightness opens up the possibility of
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single molecule imaging.
Figure 1.3: The brightness available at XFELs compared to the synchrotron sources.
Even the brightest synchrotron undulator sources, such as SPring-8 in Japan, or APS in
Chicago, USA, are many orders of magnitude less bright than the XFEL sources. This
graph includes the soft X-ray FEL FLASH, located in Hamburg, Germany, as well as the
LCLS and the new European XFEL currently under construction. From Ackermann, et
al. [32], used with permission.
Some pulse characteristics of the LCLS, which is located at the SLAC
National Laboratory, USA, are given below in table 1.1 [4]. It should be noted
that the photon energy required for atomic resolution coherent diffractive
imaging is near 10 keV and within the range of the instrument. The pulse
duration can be pushed below 10 fs, which is necessary for minimising the
movement of the atomic nuclei during the sample’s exposure [33] and is a
major assumption of this thesis. The total number of photons is 2-3 orders of
magnitude less than that required for appreciable signal from a signal molecule,
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Photon energy 4-10 keV
Pulse duration ¡ 10 fs
Photons per pulse 1× 1011
Minimum focus size ∼ 1× 1µm2
Energy resolution 0.2 %
Table 1.1: Some relevant pulse characteristics of the LCLS beamline.
it is hoped that advances in FEL science, particularly the development of self-
seeding XFELs will improve the total power available. The pulses can be
focussed to a spot approximately 100 nm2, it is generally assumed in this thesis
that a spot of 7µm2 radius is incident on the sample, a number taken from early
XFEL experiments at the LCLS [34]. Finally, the bandwidth is small enough to
safely assume monochromaticity in the beam.
The increased brightness now available at XFELs approaches that required
for single molecule coherent diffractive imaging. In fact the development
of both the source instrument, the XFEL, and the imaging technique of CDI
occurred simultaneously. As shown in Table 1.1, the current pulse fluences
produced by the machines are several orders of magnitude less than that
required for sufficient diffracted information from a single shot. However
the route forward now seems clear; proposed advances to XFEL technology,
including self-seeding FELs promise the ability for diffraction imaging of single
molecules.
1.6 Diffraction at XFELs
Much of the early developments in coherent diffractive imaging were based
on the promise of single molecule imaging at an XFEL. Soon after the first
demonstration by Miao et al. [1], a landmark study of the effect on a single
molecule from the femtosecond X-ray pulses expected from XFELs was per-
formed by Neutze et al. [33]. It was shown, in simulation, that the immense
brightness of the XFEL pulse caused rapid photoionisation of the atoms in
the target molecule. After a short period of time (10fs), the net imbalance of
charge produced by the interaction with the field causes the disintegration of
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the molecule via a Coulomb explosion. Neutze et al. posited that extremely
short X-ray pulses would be sufficient to produce the required diffraction be-
fore the atoms in the molecule began to move. This experimental paradigm
became known as the diffract-and-destroy experiment. At its core it relies on
the shortness of the pulse, and the assumption that absence of nuclear motion
is equivalent to an unchanged molecular structure.
The diffract-and-destroy configuration was first tested by Chapman et
al. [35] at FLASH, the soft X-ray FEL located in Hamburg, Germany. Chap-
man et al. were able to show that enough diffracted signal to recover the
target’s structure could be retrieved, and that the target itself was destroyed
after exposure.
While the potential for imaging of single molecules at current generation
XFELs may be limited due to brightness constraints, the increased brightness
does promise immediate advances in protein crystallography. As stated pre-
viously, the most difficult part of any protein crystal experiment is obtaining
a high-quality crystal. This is especially true for membrane proteins, whose
basic chemistry dictate they position themselves astride a bilipid membrane.
This, however, does not imply that no crystals can be produced; some success
has been had in producing small nanocrystals, crystals consisting of a relatively
small number of repeating units. The small size of these crystals renders crys-
tallography at synchrotron based sources impossible due to insufficient scatter,
however the XFEL should be sufficiently bright to produce characteristic Bragg
reflections from nanocrystals.
A first test of this was performed by Chapman et al. [34], by dropping
nanocrystals of the protein photosystem I into a 70 fs pulse of 6.9A˚ wavelength
X-rays at the LCLS. Bragg reflections were observed and the structure recovered
to 8A˚ resolution. This showed in principle that nanocrystallography was
feasible at such high intensity, high frequency regimes now accessible at XFELs.
However, as the size of the crystals gets smaller and true single molecule
imaging is approached, it remains to be seen how such small targets will
handle the immense power of the illuminating beam. There has been much
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work across the field in simulation of potential diffraction outcomes of such
an experiment, an overview of this work is given in § 2.5.2. This thesis shows
that such detailed electrodynamical modelling is not required for structure
determination. Furthermore, various competing models can be experimentally
tested in the context of large proteins using the calibration technique developed
here.
1.7 Overview
The thesis is organised as follows. After this brief introduction and motivation,
a review of the literature is presented. This review focusses on attempts at
recovering the structures of single molecules using established methods such as
X-ray crystallography. Included are descriptions of inquiries into the potential
ultrafast electron diffraction imaging for single molecule recovery, as well as
current efforts using X-ray free-electron lasers in crystallography and nano-
crystallography. Attempts at modelling the damage to biological samples from
XFELs will also be reviewed.
The third chapter encompasses all the basic theory required to understand
the later chapters. A basic treatment of Fourier optics derived from first princi-
ples is presented as a prelude to the description of coherent diffractive imaging.
A description of the more common phase retrieval algorithms is presented
and justified theoretically. The chapter finishes with a brief discussion and
definition of optical coherence, as well as some basic principles of coherence
theory.
The fourth chapter represents the bulk of the damage measurement model
described earlier. The chapter follows two broad themes. First, the electrody-
namical model used in simulations is presented. The method for calculating
the occupancies of different atomic excited states throughout the lifetime of
the pulse is described. This is followed by the derivation of an analytical ex-
pression for the atomic form factor, employing a few physical assumptions. The
time-dependent form-factor is presented followed by the general expression
for the intensity. Following a general description of the scattering model, the
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method for calculating partially coherent optical modes for the case of radiation
scattered by a time-dependent intensity is developed. These modes are then
fitted to a damage-affected diffraction pattern, allowing for the measurement
of the damage processes occurring during exposure in a method analogous to
the measurement of a degree of partial coherence; as well as the recovery of
certain rate constants.
In the fifth chapter, early attempts at employing structure recovery tech-
niques to single biomolecules in simulation is described, beginning with elec-
tron density recovery via CDI iterative techniques. A method of structure
refinement via least squares fitting is presented. This technique requires a
close initial guess of the structure of the molecule. The method of Quiney and
Nugent [36] is presented, with additional simulations and detail. The thesis
will then finish with a brief conclusion.

Review 2
This thesis considers the imaging of single molecules by an X-ray coherent
diffractive imaging (CDI) method at an X-ray Free Electron Laser (XFEL).
However the general aim of imaging single molecules is very broad and efforts
towards that goal have been pursued by many different methods. This review
provides an overview of these techniques. It will also review the current state
of the CDI, in particular focussing on structural imaging using small crystals.
The specific focus of this thesis is on the effect of the deterioration of
electron densities under XFEL illumination on diffraction. A large body of work
exists in the area of electronic damage, particularly looking at modelling the
break down of molecular structure in a Coulomb explosion. Work has also
been performed on certain damage amelioration schemes, including the use of
tampers. These models of electronic and structural damage and attempts to
overcome it will also be reviewed.
2.1 Standard techniques of structure determination
The three standard methods of structure determination for biomolecules are
i) crystallography, ii) nuclear magnetic resonance (NMR) and iii) electron
microscopy. Out of 85435 membrane protein structures found on the pro-
tein data bank (PDB) as of January 2013, 75120 were determined via X-ray
crystallography, 9584 by NMR and 461 by electron microscopy. These num-
bers demonstrate the success of X-ray crystallography, and as it is the direct
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predecessor of coherent diffractive methods, it is here the review begins.
X-ray crystallography
The story of X-ray crystallography begins with the first demonstration of the
interference properties of X-rays by Friedrich et al. [37]. This measurement
was described by von Laue [38] as the wavelike diffraction of X-rays through a
crystal lattice. W. H. Bragg and W. L. Bragg [39, 40, 41] provided an elegant
model for quantifying this diffraction, essentially treating the appearance of
individual intense diffraction peaks, or Bragg spots, as the result of interference
between periodic diffracting layers. The layers can be seen as acting like
mirrors, or as regions of scattering particles, and differing periodicities of these
layers will produce Bragg spots at different diffraction angles. The careful
interpretation of these peaks enables the retrieval of quantitative information
about the crystal structure [42]. A key assumption of both the von Laue and
the Bragg theory is the classical wavelike nature of the X-ray.
In the early 1920s there was a concerted effort to provide a description of
X-ray diffraction from crystals in terms of quantum mechanics. This work was
led by Duane [43] and Compton [44] on perfect, infinite crystals assuming
Fraunhofer conditions. The extension of this technique to finite crystals by
Epstein and Ehrenfest [45] led to the use of Fourier series to describe the
diffraction, a result first suggested by W. H. Bragg [46] but in the context of a
classical wave theory. W. L. Bragg [47] later used a method of decomposing the
crystal structure via a Fourier series to determine certain structure parameters
from intensities. Another, direct Fourier series method was later developed
by Patterson [48]. However it was noted that the Fourier methods alone are
insufficient to recover structures – for that the phase corresponding to the
intensity distribution is also required.
Most early crystallography studies were performed on relatively simple
compounds; the application of this technique to the study of more complicated
molecules was led by Bernal [49], who investigated vitamin D using incomplete
X-ray diffraction data to infer some structural information. The complexity of
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molecules studied increased, eventually including proteins such as pepsin [11],
steroids [50], and haemoglobin [51]. Of particular note are the works by
Dorothy Crowfoot (ne´e Hodgkins) on the structure of insulin [52] and by
Boyes-Watson on haemoglobin [53].
2.2 Coherent Diffractive Imaging
2.2.1 Iterative Phase Retrieval
Aside from the difficulty in producing high quality crystals described in § 1.2.1,
a large problem with crystallography or diffraction based techniques is the
challenge of recovering the phase associated with a Bragg peak; the inversion
of a structure is dependent on knowledge of the phase. The work of Shan-
non [54], in communication theory, revealed that bandwidth limited signals
may be completely characterised by a discrete series of samples, provided
that the samples were obtained at frequency that is at least twice that of the
highest frequency present in the sample [55]. Sayre [56], suggested that this
‘sampling theorem’ might also be applied to crystallography. Standard crystal-
lographic techniques use the measurement of the intensity of the Bragg peaks.
These peaks can also be interpreted as the spatial-frequency spectrum of a
bandwidth-limited (that is, finite) unit cell. They should, therefore, be enough
to completely characterise the sample provided the phase of the diffracted field
is known. Methods for phase retrieval could henceforth be characterised in
terms of appropriate sampling of the diffracted field.
Gerchberg and Saxton [2], in the context of electron microscopy, showed
that the phase of a wavefunction may be determined from the intensity mea-
surements of two complex amplitudes related to each other by a Fourier
transform. The algorithm of Gerchberg and Saxton is iterative, successively
replacing the modulus of the complex wavefield in two planes with the square-
root intensity until a self-consistent solution is obtained. It was shown that
their “error-energy-reduction” approach must always move the phase estimate
towards a solution, however the authors point to several possible trivial ambigu-
22 REVIEW
ities. Fienup [57] showed that the Gerchberg-Saxton scheme can be extended
to cases where the modulus is not precisely defined in one of the planes, but
rather certain information about the nature of the field in that plane can be
applied. In the context of diffractive imaging the plane where the modulus
is not precisely known is the sample plane. Instead of replacing the modulus
in this plane, a region of the field where it is known that the sample cannot
exist is set to zero. This constraint, referred to as the support constraint, is of
direct relevance to coherent diffractive imaging where a maximum on the size
of the sample, and hence a suitable support constraint region, can be inferred
from the intensity alone. The technique of successively applying a support
constraint and then a modulus constraint is referred to as the error-reduction
(ER) algorithm and a schematic is given in 2.1. The error reduction algorithm
can be related to an N -dimensional non-linear optimisation scheme in which
some objective function marking the success of the algorithm is minimised over
many iterations in order to solve for N unknown phases.
A major issue with the iterative algorithm outlined by Gerchberg and
Saxton is stagnation. This is the tendency for the recovery routine to become
stuck in a local minimum in the objective function of what is a complicated
minimisation scheme for a function of a very large set of unknown phases.
Fienup [57, 3] provided extensions on the standard error-reduction approach
by the introduction of a ‘feedback parameter’ to prevent stagnation. The
addition of feedback into the scheme also had the benefit of improved speed,
accuracy and reliability of reconstruction. The most successful and widely-used
of these variants is termed the hybrid input-output (HIO) scheme.
A second major problem with this method is the potential for ambiguous
or non-unique solutions. Bruck and Sodin [58] showed that the solution to
the inverse phase problem is unique for two dimensional images, provided
the object is real, positive and bounded. Bates [59] extended upon idea
and showed that the oversampling of the Fourier magnitude, in other words,
measuring in between the Bragg peaks, enables a unique solution to the phase
problem, aside from some trivial ambiguities. Bates’ result assumes a real and
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Figure 2.1: A schematic of the error-reduction algorithm. The scheme is initialised
with random phases. Support and modulus constraints are applied successively until a
consistent solution is found.
bounded object, and he showed that the algorithms of Gerchberg, Saxton and
Fienup were examples of such an oversampling algorithm. It should be noted
that, in this instance, trivial ambiguities are defined as errors in the absolute
(not relative) value of the recovered phase function that have no effect on the
reconstructed image. Bates suggested that the level of oversampling should
increase by a factor of two per dimension [60], and demonstrated that errors
in reconstructions introduced by noise would not introduce ambiguities, but
merely uncertainty in the measured phase. The non-uniqueness of solutions
for complex-valued objects was shown to be pathologically rare by Barakat
and Newsam [61]; Fienup [62] later showed that the HIO reconstruction
algorithm works for complex-valued objects. The support constraint used
in this reconstruction was ‘tight’, in that it closely bound the edges of the
object. A scheme for obtaining solutions in the presence of noise was also
suggested [63].
An alternative and powerful mathematical description for these phase re-
covery techniques was adapted from the method of projections, where each
constraint becomes a projection onto a convex set; it is, however, important
to note that the presence of a Fourier transform necessitates that the sets
involved in the solution of the phase problem are non-convex. Nevertheless,
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this projection technique was shown to work for linear, and some non linear
constraints [64]; as well as being able to incorporate many successive differ-
ing constraints [65]. Levi and Stark [66] showed that the Fourier modulus
constraint in this formalism is highly non-linear, and introduces irresolvable
ambiguities into the reconstruction. Bauschke et al. [67] showed that the itera-
tive schemes proposed by Gerchberg, Saxton and Fienup were all examples of a
projection algorithm, and gave suggestions on methods to formulate adequate
new projections including the hybrid projection-reflection method [68]. The
ambiguities introduced by the non-convexity of the Fourier constraints were
investigated by Elser [69], using a version of the projection algorithm termed
the difference map [70]. It was shown that the algorithms of Gerchberg, Saxton
and Fienup were special cases of the difference map given a certain choice
of parameters. McBride et al. [71] demonstrated the effectiveness on the
difference map algorithm on complex valued objects.
Novel constraints used to aid phase recovery in the presence of noisy data
have been developed. Most notable of these is the shrinkwrap algorithm of
Marchesini et al. [72]. The premise of this algorithm is the steady updating of
the support constraint to fit updated guesses of the object in the sample plane.
The difficulty in the use of this technique is the increased tendency toward
stagnation. Routines may incorrectly calculate a region of near-zero electron
density for a period of several iterations causing the shrinkwrap algorithm to
incorrectly assume that that region should be included into the support region.
This will lead to stagnation. Other methods of speeding up or improving
the stability of phase recovery include saddle-point optimisation [73], which
combines a standard hybrid input-output method with a form of Newtonian
minimisation, and relaxed averaged alternating reflections [74], similar to the
technique of Bauschke et al. [68] but with an added relaxation parameter.
The charge-flipping algorithm is another widely used procedure [75, 76].
Charge flipping involves reversing the sign of estimates of the electron density
that fall below some threshold in successive iterations. More generally this
is equivalent to adding a pi phase factor to estimates of the wavefield in the
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plane in which the procedure is applied. Charge-flipping has the effect of
accelerating the ability of a phasing routine to find regions of space that
contain no electron density, and can help avoid stagnations of this kind. It was
first used experimentally for crystal diffraction patterns by Wu et al. [77]. A
useful overview of iterative phase recovery algorithms and novel projections in
the context of X-ray imaging is given by Marchesini [78].
While phase-retrieval techniques had success in electron microscopy, it was
some time before they were successfully demonstrated in either optical or X-ray
modalities. Sayre et al. [79] showed that it is possible to measure a diffraction
pattern from a non-crystalline object using X-rays, demonstrating the feasibility
of iterative phasing techniques in a form of lensless X-ray microscopy, called
coherent diffractive imaging (CDI). This demonstration relied on new undulator
X-ray sources at synchrotrons to provide sufficient photons to obtain continuous
diffraction in the absence of crystallinity. At the same time, in simulation,
Miao et al. [21] performed the phase retrieval in two- and three-dimensions,
demonstrating the stability of phase retrieval algorithms in a coherent imaging
context. The combination of these two approaches by Miao et al. [1] resulted in
the first demonstration of non-crystalline structure recovery using X-rays. The
intense zero order diffracted beam had to be blocked by a beam stop in order
to avoid damaging the detector, therefore the phasing performed required an
optical microscope to complete the low spatial frequency component of the
diffraction pattern.
CDI on Large Biological Samples
One of the main motivations for the development of X-ray coherent diffractive
methods is the imaging of biological samples. To that end Miao et al. [80]
performed CDI on the E. coli bacterium. In order to limit damage the sample
was fixed and dried. A side effect of this process was the accumulation of
relatively heavy manganese ions on the surface of the cell, significantly aiding
scattering. In a similar study, Shapiro et al. [81] demonstrated CDI on a
freeze dried yeast cell using a specially built cryo-tomography experimental
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Figure 2.2: An image of a malaria infected red blood cell obtained using the Fresnel
CDI method (d), compared to images obtained using a scanning electron microscope
(SEM) obtained before X-ray exposure (a), and after X-ray exposure (b), and an image
obtained using an optical microscope (c). The SEM images indicate no change in
the physical shape of the cell indicating minimal damage from the X-ray exposure.
Taken from G. J. Williams, E. Hanssen, A. G. Peele, M. Pfeifer, J. Clark, B. Abbey,
G. Cadenazzi, M. D. de Jonge, S. Vogt, L. Tilley, and K. A. Nugent, ‘High-resolution
x-ray imaging of plasmodium falciparum infected red blood cels’, Cytometry Part A,
73A:949–957 (2008). Used with permission.
station [82]. The resolution obtained was 30 nm, allowing for some internal
structures in the yeast cell to be identified. Furthermore, the freeze drying
method prevented any heavy ions providing extra scatter and potentially
distorting or masking the reconstruction. A malaria infected red blood cell
was imaged by Williams et al. [83] using a curved beam illumination (see
§ 2.2.2). The resolution obtained was 40 nm, but the images produced are
noticeably poorer in contrast then those obtained by electron microscopy. The
curved beam approach, however, does allow for the use of X-ray fluorescence
microscopies in tandem with the diffractive imaging due to the experimental
set-up [83].
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The question of maximum allowable dose to biological samples being illu-
minated in X-ray microscopy has long been discussed. The appropriate choice
of wavelength for minimising dose appears to be slightly shorter than the
resonance wavelength of the carbon K-edge at ∼ 273 eV [84]. Unfortunately
this wavelength choice, of approximately 40 nm, provides insufficient reso-
lution for any single molecule imaging, and is just competitive with electron
and super-resolution optical microscopies. The dose calculation for using any
illumination on biological samples involves examining the competing effect
of damage to the sample due to radiation dose versus the incident flux re-
quired to obtain high-resolution signal. Reviews of these inquiries are given
by Henderson [85, 86]. A study of these effects in the context of CDI was
performed by Shen et al. [87] who concluded that a dose of 3.6× 1010 Gy was
required in order to image to 1 nm resolution in three dimensions. Such a large
dose suggests samples be fixed by some method, for example by cryogenically
freezing them. The dose given by Shen et al. is on the order of the maximum
dose tolerable by a freeze-dried sample [88], but less than the flux available
at synchrotron sources. Howells et al. [89] provided a comparison of various
sample preparation methods and the maximum dose sustainable by biological
samples under CDI illumination conditions.
2.2.2 Fresnel CDI
One problem with CDI is the difficulty of obtaining a unique reconstruction.
While it was shown by Bates [59] that ambiguous solutions for the phase of the
wavefield using the Fourier iterative method of Gerchberg and Saxton [2] were
pathologically rare, the presence of noise in measurement makes obtaining a
unique phase reconstruction more difficult. Nugent et al. [90, 91] suggested
that adding a spherical phase curvature to the illumination would improve
the stability and reproducibility of iterative phase retrieval. This curvature
became experimentally feasible with the development of modern X-ray diffrac-
tive lenses [92] and high flux synchrotron X-ray sources. Quiney et al. [93]
presented an algorithm to recover phases under a curved-beam illumination;
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Figure 2.3: A schematic of the FCDI set-up. The X-ray field is focussed using a Fresnel
zone-plate (FZP). An order sorting aperture (OSA) removes unwanted orders, before
the field impinges on the sample. The sample is placed downstream of the focus. The
scattered light is collected by an area detector. Diagram taken from G. J. Williams,
H. M. Quiney, B. B. Dhal, C. Q. Tran, K. A. Nugent, A. G. Peele, D. Paterson, and M. D.
de Jonge, ‘Fresnel coherent diffractive imaging’, Physical Review Letters, 97:025506
(2006). Copyright 2006 by the American Physical Society.
the reconstructions performed under simulation suggested that introducing
curvature improved stability to noise.
This technique of curved-beam, or Fresnel coherent diffractive imaging
(FCDI) was demonstrated by Williams et al. [94, 95], who used a gold chevron
sample on silicon nitride base illuminated by a soft X-ray source of energy
1.8 keV. The X-ray field was focussed using a Fresnel zone plate, the sample was
placed in a region beyond the focal point to provide positive phase curvature.
A schematic of this set-up is given in figure 2.3. The diffraction produced had
a large central region where the diffracted field interferes with the scattered
field, producing a hologram. Scattered photons were also measured beyond
the hologram in the high angle regions of the detector allowing for a recovered
resolution higher than that of simple holography. This reconstruction is shown
in figure 2.4. Clark et al. [96] later demonstrated that quantitative measure-
ments could be made using the technique, recovering the thickness of an object
of known composition.
The technique of FCDI requires characterisation of the phase of the X-ray
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Figure 2.4: An example of an FCDI reconstruction, a) is the final support constraint
used after shrinkwrap, b) is the transmission function of the object, a gold chevron
on a silicon nitride base. Taken from G. J. Williams, H. M. Quiney, B. B. Dhal, C. Q.
Tran, K. A. Nugent, A. G. Peele, D. Paterson, and M. D. de Jonge, ‘Fresnel coherent
diffractive imaging’, Physical Review Letters, 97:025506 (2006). Copyright 2006 by the
American Physical Society.
field downstream from the lens; a complete knowledge of the phase of the
‘whitefield’ or unperturbed wavefield is required. Quiney et al. [97] showed
that it was possible to reconstruct the phase of the illumination by using the
lens aperture as a support constraint.
The benefit of adding a lens – and with it potentially experimental uncer-
tainty – to the CDI experiment was shown by Williams et al. [98] in the case of
partially coherent illumination. In the plane-wave case the introduction of any
form of partial coherence invalidates the scattering model and makes obtaining
a meaningful solution to the reconstruction very difficult. The introduction
of curvature to the phase, however, makes the FCDI reconstructions much
more robust to partial coherent effects. This was demonstrated experimen-
tally by Whitehead et al. [99] using an undulator source at a synchrotron. In
general, increasing the curvature of the wavefront improved the quality of the
reconstruction, even if the coherence length was small.
A major source of difficulty with performing FCDI is the intense requirement
on stability of the sample with respect to the lens and other optics. In plane-
wave CDI the mapping between the scatterer and the measured photons is
a Fourier transform that is invariant under translation, neglecting a constant
phase ramp that disappears in the intensity measurement. Slight vibrations
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or instabilities in that case are of little consequence. Introducing a phase
curvature to the illumination unfortunately removes that invariance. Extreme
care must be taken to keep the experimental apparatus stable. Techniques exist
to overcome instabilities post measurement, particularly the work of Clark et
al. [100], which showed that instabilities can be accounted for provided the
trajectories of the different elements can be accurately measured.
2.2.3 New developments in diffractive imaging
CDI with partially coherent illumination
Coherent diffractive imaging, as the name suggests, requires a coherent illu-
mination in order for the iterative phase retrieval algorithms to find viable
solutions. However, most sources of X-ray illumination are, to some degree,
partially coherent [101, 102] and, therefore, the question of how much co-
herence is sufficient in order to reconstruct was of some interest. Spence
et al. [103] answered this question and showed that the coherence length
required should be at least double the size of the diffracting object – that is the
size of the auto-correlation function of the object which is directly related to
its diffracted intensity via a Fourier transform. The argument presented used a
simple sampling approach after Shannon [54], and gives a guide as to what
spatial coherence properties are required in an illuminating beam.
This question of sampling and partially coherent illumination was discussed
by Szo¨ke [104] in 2001 in the context of crystalline samples. It was suggested
that a continuous diffraction pattern could be produced if a crystal was illumi-
nated by a partially coherent X-ray beam; this continuous diffraction pattern
could then be oversampled to provide sufficient information to overcome the
phase problem. This phase solution assumes certain conditions about the level
of partial coherence of the illumination are met. In essence Szoo¨ke, following
on from Sayre et al. [79], suggests that partially coherent light can be used to
infer phase information given knowledge of the coherence properties of the
beam. In Sayre et al. [79], this effective partial coherence comes from the non-
crystalline nature of the sample; knowledge of the extent of this non-crystalline
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nature is the equivalent of the support constraint (see § 2.2.1). Regardless
of the discussion of Szo¨ke [104] it was clear that partially coherent light was
still undesirable in the context of non-crystalline CDI, and, therefore, before
beginning any CDI experiment the coherence properties of a source should be
determined.
There are several methods of determining the transverse coherence prop-
erties of an X-ray source. The usual method of doing this is a double-pinhole
method, demonstrated, for example, by Paterson et al. [105] who performed
an experiment at an X-ray undulator source. Measuring the quantity that com-
pletely characterises the spatial coherence, referred to as the mutual optical
intensity (MOI), relies on a complete set of double pinhole measurements
of different lengths. The location of each pinhole is described by a two di-
mensional vector referring to a point in a plane transverse to the beam path.
The MOI must, therefore, be a function of two two-dimensional vectors. To
completely characterise this four-dimensional function requires performing
many double pinhole measurements; this is time consuming. An alternative
method that utilises phase space tomography was demonstrated by Tran et
al. [106, 107], first in the two-dimensional case (involving double slits, not
double pinholes), then recovering the full four-dimensional function. A simpler
method of describing MOIs as a sum of coherent, orthonormal modes was
developed by Wolf [108]. The method of Wolf was applied to the measurement
of the MOI of an X-ray undulator source by Flewett et al. [109], observing that
the optical field is almost completely dominated by the first three mutually
incoherent modes, the primary mode being by far the most dominant.
Wolf’s modal formulation of the mutual intensity [108] of a wavefield
was used by Chen et al. [110] to perform CDI using high-harmonic generation
source. A high-harmonic generation X-ray source produces a beam that is highly
spatially coherent, but which possesses complicated spectral structure. The
temporally-incoherent illumination may be treated as a set of monochromatic
modes after the manner of Wolf [108]; the occupancy of each mode can then
be determined through a measurement of the spectrum. A modification of the
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standard Gerchberg-Saxton algorithm may then be made to allow for good
reconstruction. The modal decomposition method allows the full spectrum to
be used, no monochromators or other bandwidth limiting optics are required,
enabling the full intensity of the source to be brought to bear on the sample.
This is especially advantageous when imaging faintly scattering objects such as
biological materials. This technique could be applied to many sources which
are not fully monochromatic, including non-seeded XFELs. The major difficulty
with reconstructions via this method is the requirement to propagate several
modes simultaneously which can be computationally taxing.
Whitehead et al. [111] extended this work into the domain of sources
possessing partial spatial coherence. In this experiment the entrance slits of
the beamline were adjusted to alter the source size and, hence, the effective
coherence length. Measurements of this coherence length were performed,
and using this information, reconstructions were obtained successfully using a
method similar to that of Chen et al. [110]. Meaningful reconstructions were
obtained with the spatial coherence length of the illumination approaching
half the size of the object, pushing past the limits on coherence set by Spence et
al. [103]. These results are reproduced in figure 2.5. This technique does tend
to fail if the number of modes required to describe the illumination becomes
too large. A large number of modes and a large spread in their occupancies
corresponds to a short coherence length relative to the sample.
The latest effort in performing coherent diffractive imaging with partially
coherent sources combines the temporal and spatial ideas in Chen et al. [110]
and Whitehead et al. [111]. Abbey et al. [112] were able to recover the object
from diffraction produced from illumination by a spatially partially coherent
‘pink’ beam at a synchrotron undulator source. A pink beam refers to an illumi-
nation with a small but appreciable energy bandwidth. The illumination was a
single harmonic from the undulator; no monochromators were used to filter
the beam. The reconstructions using the modified algorithm showed a marked
improvement in quality on those using the standard recovery technique, which
typically failed to converge at all. Again, the downside of this technique is in-
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Figure 2.5: Reconstructions obtained using the partially coherent method for illumi-
nations exhibiting low (a) and high (c) coherence, compared to the standard method
for low (b) and high (d) coherence conditions. The partially coherent method is able
to reconstruct in low coherence conditions where the standard method fails. It also
provides a noticeable increase in quality in high coherence conditions compared to the
standard method. From L. Whitehead, G. J. Williams, H. M. Quiney, D. J. Vine, R. A.
Dilanian, S. Flewett, K. A. Nugent, A. G. Peele, E. Balaur, and I. McNulty, ‘Diffractive
imaging using partially coherent x-rays’, Physical Review Letters, 103:243902 (2009).
Copyright 2009 by the American Physical Society.
creased computation time, however the increase in computational requirement
is small and linear if parallel processing is employed, and perhaps insignificant
when weighed against the benefits of increased illuminating power, namely,
decreased exposure time and applied dose.
Ptychographic CDI
A key limitation in coherent diffractive methods is the requirement for the
object imaged to be finite in size. Overcoming this limitation has inspired a lot
of work in recent years. Inspiration was drawn from the work of Hoppe [113,
114] in the field of electron microscopy who developed a technique that became
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known as ptychography, from the Greek ptych- meaning to fold. Faulkner and
Rodenburg [115, 116] first theoretically demonstrated that an objected of
extended size could be imaged using ptychography in an X-ray CDI context.
In ptychography the probing illumination is scanned across the object, and
diffraction patterns recorded for each position. It is important that the field
of view for each scanning position overlaps neighbouring positions. The size
of the probe is used as a support constraint for each individual reconstruction
and, by knowing the positions of each probing sample, the phase guess at
each iteration for a particular sample is used to inform the reconstruction of
the overlapping samples. Reconstruction quality is strongly dependent on the
degree of overlap. This was first demonstrated experimentally by Rodenburg
et al. [117] using 1.55A˚ X-rays. They managed to obtain an image of a Fresnel
zone plate using 17× 17 overlapped diffraction images to a resolution of 50
nm. The major problem with ptychography is the overall exposure time of
the sample. Taking many overlapped sample points can drastically increase
the dose applied to the sample, which is potentially a serious problem when
applying this technique to biological samples. Furthermore, the requirement
to know the position and size of the probe can make experimental realisation
of this technique difficult if nanometre resolutions are to be achieved.
A different method of overcoming the finite support constraint in CDI was
demonstrated by Abbey et al. [118] who, using a Fresnel CDI configuration,
showed that an image of an object could be reconstructed by using the aperture
of the lens as a support constraint. This is a similar technique, in effect, to
ptychography as it also scans across the object to produce an extended image
of the sample. The reconstruction algorithm used does not rely on information
from neighbouring snapshots to inform adjacent reconstructions and is, there-
fore, somewhat more stable. Again the issue with imaging biological samples
using this method is increased dose and damage to the sample.
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Phase-diverse CDI
Another variant of coherent diffractive imaging uses some known change to
the phase structure of the illumination to improve the reconstruction of a
single object. This is referred as phase-diverse CDI [119]. The example given
in [119] is of a longitudinal change in the position of the sample with respect
to the illumination in a curve beam set-up. This change in relative position
changes the effective curvature of the phase at the sample. A modification to
the reconstruction algorithm allows for faster and more reliable recovery of a
single object, and allows for higher contrast for a given applied dose. Again
this issue of dose is a critical one, especially when applying this technique to
biological samples.
Putkunz et al. [120] attempted to apply phase diverse CDI to biological
samples. The sample chosen was the biological adhesive used by the worm
Phragmatopoma californica, with images obtained with sub-50 nm resolution.
It is arguable, however, that the result achieved in this experiment benefited
strongly from deposits of calcium and magnesium ions in the sample, allowing
for improved contrast.
2.2.4 Coherent X-ray Diffraction in three dimensions
The first attempt at three dimensional X-ray coherent diffraction imaging was
performed by Miao et al. [121] using a form of diffraction tomography. A set
of 2D diffraction patterns were measured at angles ranging from ±75◦ in 5◦
intervals. These patterns were assembled into a three dimensional diffraction
volume corresponding to a resolution of 50 nm. Each 2D diffraction image
was formed from a 20 minute exposure. This long exposure time practically
rules out this technique for any form of biological imaging because of the
damage to the sample. Furthermore, a central region of the diffraction data
is always missing due to the presence of a beamstop to prevent saturation of
the detector. This gap in measurement can be filled by the Fourier transform
of an X-ray microscopy image of the sample or by various spectral analysis
techniques [81].
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Chapman et al. [122] performed CDI in three dimensions using a diffraction
tomography technique similar to that described by Miao et al. [121]. In this
case, however, the sampling in orientation space was much finer and they
were able to measure diffraction that corresponds to a resolution of 7.4 nm,
although the authors were unable to quantify the resolution achieved in real
space. A key advance was obtained by using the ‘shrinkwrap’ algorithm, which
allowed reconstruction even without the data excluded by the central beam
stop. Furthermore, the authors note the high computation requirements needed
for performing fast-Fourier transforms on three-dimensional arrays.
Tomography was performed using a Fresnel set-up by Putkunz et al. [123]
in the optical regime. The stability issues inherent in a curved beam illumi-
nation configuration become even more problematic with tomography, where
measurements at multiple orientations must be kept stable with respect to
one another. Nevertheless, quantitative reconstructions of a glass capillary
were achieved in the optical regime; experiments using this technique are
progressing with synchrotron undulator sources.
2.3 Femtosecond electron diffraction
Femtosecond electron diffraction is another alternative to CDI at XFELs in
imaging single biomolecules. In essence the two experiments are almost identi-
cal, merely replacing the intense source of X-rays produced by an XFEL with
a intense source of electrons. The short pulse lengths yield the possibility
of making “molecular movies”, that is, viewing chemical reactions as they
occur. Success has already been achieved with imaging the melting of alu-
minium [124], and with many other time-varying images of phase changes in
crystals [125, 126, 127]. A major problem with many of these studies comes
from the incoherence of the electron beam due to thermal and space charge
effects [128]. The pulse charge is typically lowered to mitigate this and to
improve coherence. This decreased brightness limits potential applications to
ensemble systems of repeatable or strongly scattering targets. This practically
rules out biological applications; illumination from either X-rays or electrons
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requires a source that is both simultaneously bright and coherent in order to
perform imaging experiments on single biomolecules.
A method for increasing brightness whilst maintaining coherence was sug-
gested by Claessens et al. [129], who proposed sourcing electron bunches from
an ultracold gas, and later experimentally demonstrated this new electron
source [130]. Brightness can be further increased by compressing the elec-
tron bunch using electron optics [131]. Space charge effects, nevertheless,
rapidly diminish the coherence of the electron bunch. Luiten et al. [132] sug-
gested that uniform density ellipsoidal electron bunches are the most suitable
electron distribution, because the Coulomb expansion that deteriorates the
coherence may be easily reversed using conventional electron optics. Unfor-
tunately, the electron distribution produced from ultracold gases was shown
to closely resemble the Gaussian profile of the ionising laser beams [133]. It
was recently shown, however, that careful manipulation of the spatial intensity
profile of the ionising laser can result in ellipsoidal bunches [128]. Coherent
electron diffraction from such an ultracold source is still under development,
but promises to be a useful option, perhaps to be used in tandem with coherent
X-ray imaging at an XFEL. Reviews of femtosecond electron diffraction are
given here [134, 135].
2.4 Structure from above-threshold ionisation
Another potential avenue for imaging single molecules utilises the strong field
effects that occur when an intense laser field is incident on a gas. The physics
of the interaction is understood as a three-step process [136]. Simplistically,
the strong electric field of the laser causes a gradient on top of the atomic
Coulomb potential that allows for an electron to tunnel out of its orbital,
a phenomenon referred to as above-threshold ionisation (ATI). The ionised
electron is accelerated away from its parent ion by the electric field. Very shortly
after that, the electric field changes direction, accelerating the electron back
toward its parent ion. The following collision between parent ion and daughter
electron can generate soft X-rays with attosecond pulse durations [137]. This
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technique is referred to as high-harmonic generation (HHG) of X-rays, and
promises a new set of X-ray sources for diffractive imaging. Also, the shape of
the HHG spectrum itself can yield insights into the structure of molecules in the
source gas. Alternatively, the scattering of the daughter electrons themselves
can be used to probe the structure of the parent ions in the gas.
The measurement of the scatter of electrons produced by strong field inter-
actions to probe the parent nucleus was first suggested by Niikura et al. [138],
who measured the vibrational modes of a ionic hydrogen molecule and demon-
strated a technique for recovering its initial electronic state. The vibrational
modes of neutral hydrogen molecules and ionic deuterium molecules were
also probed [139, 140]. Quantitative measurements of the molecular orbitals
in ionic nitrogen were also observed by Itatani et al. [141], but the authors
question whether the effect of the strong field may have distorted the shapes
of the imaged orbitals. Many of these studies are based on very simple atomic
systems were the atoms act like a double slit to the accelerated photoelectron.
Hay et al. [142] showed the resultant HHG spectrum for complex cyclical
molecules like benzene changed significantly from single or diatomic behaviour,
and suggested this may be used to probe the structural changes of large organic
molecules. Experiments by Baker et al. [143] extended this work into the
attosecond regime, but also increased the complexity of targets from simple
hydrogen or deuterium molecules to methane (CH4). They were able to
measure a change in the position of the nucleus depending on the ionisation
state of the molecule. This work was extended to more complex organic
molecules, such as acetylene and allene, by Torres et al. [144] by analysing
the resultant HHG spectrum rather than the electron diffraction. There was,
however, insufficient information to perform a complete three-dimensional
recovery of the molecular orbitals. This work was later extended by using an
infrared ionising laser to provide information on the motion of the hole left in
carbon dioxide during this process [145].
Work is progressing on imaging molecular wavefunctions and inter-nuclear
distances using either the scattered ATI electron or the shape of the resultant
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HHG spectrum. It is yet to be established, however, whether this can be used to
determine the structure of more complicated molecules. Certainly the theory
needed to describe correlations between scattered electron and nuclear states
is extremely complicated. Solving for large molecules, such as proteins, under
these illumination conditions is extremely difficult and maybe even intractable.
2.5 Diffractive imaging at XFELs
The use of coherent diffractive imaging to determine structures of single
molecules at XFELs was first proposed by Solem and Baldwin [146] in 1982
as an attempt to use the short duration of a proposed femtosecond X-ray
laser pulse to overcome damage to macroscopic biological samples in X-ray
microscopy. The potential for single molecule imaging was first proposed by
Neutze et al. [33], who investigated the dynamics of a molecule illuminated by
a femtosecond X-ray pulse. The realisation of this goal required the develop-
ment of an X-ray free electron laser of sufficiently short wavelength to obtain
atomic resolution [147, 4]. A general schematic of the proposed experimental
set up is given by Gaffney and Chapman [148]. The proposed experiment is
comprised of a single molecule, free to rotate in any direction, that is dropped
into the beam. The resultant diffraction is collected downstream and a standard
CDI reconstruction performed. The beam destroys the molecule being imaged,
as such this modality is referred to as the diffract-and-destroy experiment. A
schematic is given in figure 2.6.
There are many technical and computational challenges associated with
such an experiment. Perhaps two of the most intractable are the problem of
classifying diffraction patterns according to the orientation of the molecule,
and the effect of the intense pulse of the molecule causing electronic excitation
processes that degrade image quality.
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Figure 2.6: A schematic of the proposed single molecule XFEL experiment. A
single molecule is allowed to fall into the X-ray beam, diffraction is collected before
the molecule is destroyed. From K. J. Gaffney and H. N. Chapman, ‘Imaging atomic
structure and dynamics with ultrafast x-ray scattering’, Science, 316:1444–1448 (2007).
Reprinted with permission from AAAS.
2.5.1 Classification and orientation schemes
A major problem with proposed single molecule experiments at XFELs is the
problem of random orientations. The particle is free to rotate randomly in three
dimensions, and there is insufficient diffraction information from a single shot
to resolve the orientation of the particle from a single projection. Therefore,
some method must be developed to classify individual diffraction patterns
into orientation bins so that a single three dimensional diffraction volume
may be obtained and phased. In order to obtain sufficient resolution in three
dimensions the space of orientations must be finely sampled. This necessitates
collecting a large amount of data, at least 106 diffraction patterns uniformly
distributed across 72,000 separate orientation bins [149], this is a non-trivial
computation problem.
Huldt et al. [150] performed the first attempt at classifying randomly
oriented diffraction patterns. This method involves finding the intersection
points in each two dimensional slice of the three dimensional Ewald sphere;
a technique which has its roots in electron microscopy. It was suggested
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that the technique could be applied in low signal environments, that is, with
less than one photon per pixel at the appropriate resolution angle. This
‘common-line method’ was demonstrated numerically by Shneerson et al. [151],
and also by Bortel and Faigel [152]. They were unable, however, to show
satisfactory results in low signal environments. It was demonstrated that
the minimum signal required is larger than the expected diffraction from an
XFEL at the atomic resolutions. Furthermore it was noted that the scheme
may be sensitive to changes in conformation or shape of the molecule, this
may become an issue due to the highly malleable nature of biomolecules
which may change conformation during free-fall. The scheme was further
refined to reduce the number of correlation calculations required [153], but
the computation demands would still be prohibitive for real experimental data.
In an attempt to improve the signal requirements the common line method was
extended by Saldin et al. [154, 155] to systems consisting of many identical
protein molecules randomly oriented with respect to each other illuminated
simultaneously, which also may improve achievable resolution at the expense
of increasing computation requirements.
An alternative, and somewhat more elegant, method was suggested by
Fung et al. [149] relying on obtaining a mapping between each single measure-
ment in a large diffraction data set and all others. It relies on the assumption
that the only difference between each single diffraction image and any other
is a simple Euler rotation of the target in three dimensions. Treating each
image as an abstract vector and using a computational technique based on a
multidimensional maximum entropy method, Fung et al. were able to find a
manifold that related each diffraction image to the others and recover a three
dimensional diffraction volume. This technique also accounts for inherent
statistical noise in the diffraction data due to the low number of photons scat-
tered to atomic resolution, seeking to find only the most likely manifold that
spans the set of diffraction data. For that reason this approach is sometimes
classed as Bayesian. It was shown to be successful in simulation, in that it can
correctly orient the diffraction patterns into a three dimensional diffraction
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space without prohibitive signal requirements. Regardless of algorithmic com-
plexity, the method detailed in [149] may have use in mapping the changing
conformations of biological structures [156], or at least the random changes in
structure whilst falling due to the inherent flexibility of biomolecules and also
the effects of water molecules weakly bound to the surface [157].
A similar Bayesian technique was developed by Loh and Elser [5], referred
to as the expansion-maximisation-compression (EMC) algorithm. The two
different approaches of Loh and Elser [5] and Fung et al. [149] have been
shown to be equivalent [158], and resistant to noise [159]. The EMC tech-
nique was experimentally demonstrated by Loh et al. [160] at the FLASH soft
X-ray FEL in Germany. The EMC algorithm was extended to incorporated
statistical fluctuations in the pulse fluence of the FEL beam. The appearance of
techniques such as those of Fung et al. [149] and Loh and Elser [5] show that
the orientation problem for single molecule imaging at XFELs may effectively
be solved, provided there is experimental validation when single molecule
experiments begin sometime in the near future.
2.5.2 Electronic damage models
X-ray free electron lasers are a new source of extremely bright, short wavelength
radiation. Naturally there was a lot of interest and theoretical speculation as
to the expected interactions between this unprecedented intensity and samples
placed in its path. The pioneering work done on the interaction between this
new laser and a molecule was the work by Neutze et al. [33] which showed that
a single femtosecond XFEL pulse would destroy a molecule placed in its path.
This destruction is brought about by a combination of photoionisation, Auger
emission, electron relaxation and secondary ionisation events creating a large
positive charge in the molecule, eventually resulting in a Coulomb explosion.
Part of this work is reproduced in figure 2.7. A molecular dynamics package
was used to simulate the motion of atomic centres during and after exposure.
This work sparked a lot of interest in determining the precise nature of the
Coulomb explosion with more accurate models. Given the approximately ten
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Figure 2.7: A molecular dynamics simulation of a molecule exposed to the XFEL
beam. The pulse fluence was set to 3× 1012photons/(100nm)2 integrated over a pulse
with a Gaussian time profile with a full-width half-maximum of 2fs. Photon energy was
set to 12keV. The Coulomb explosion occurs some time after the pulse has interacted
with the molecule. Taken from R. Neutze, R. Wouts, D. van der Spoel, E. Weckert, and
J. Hajdu, ‘Potential for biomolecular imaging with femtosecond x-ray pulses’, Nature,
406:752–757 (2000). Used with permission.
year interval between Neutze et al. and the lasing of the first hard XFEL there
has been a great deal of differing theoretical conjecture about mechanisms
without experimental confirmation.
The molecular dynamics simulations of Neutze et al. [33] were extended
by Bergh et al. [161]. Their work looked at the dynamics of a cluster of water
molecules under XFEL illumination, the major difference being the inclusion
of the presence of an electron gas composed of low energy Auger electrons in
their model. This has the effect of screening the large positive charge of the
residual ions, resulting in a slower Coulomb explosion. In their simulations
the increase in the average size of the exploding water cluster was reduced to
approximately 2 % over the lifetime of a 28 fs pulse. It is noted that this effect
is more pronounced the larger the cluster.
The effect of this atomic motion on successful image reconstruction was
investigated by Jurek et al. [162, 163]. This study confirmed the degradation
of the diffraction pattern expected from a cluster of molecules due to the
interaction with an XFEL pulse. The reconstructions of the cluster showed
a deterioration in quality when the illuminating incident pulses were longer
than 10fs, this corresponds to noticeable increases in the mean displacement
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of atoms in the cluster from their initial positions. This is the expected result;
when the structure of the cluster stays relatively static during illumination the
reconstruction is of good quality. When the cluster is in rapidly expanding
motion then the diffraction data must represent a superposition of many
structures averaged over the life of the pulse and the reconstruction must
necessarily suffer in quality.
This result was, to a certain extent, repeated in Faigel et al. [164]. The
model of the cluster was based on a regular grid of molecules, the metric
used to assess atomic movement was the average deviation from the mean
position given an incident XFEL pulse. The reconstruction was shown to
deteriorate with greater mean deviation from the initial position. Further work
was performed by Jurek and Faigel [165] on the effect of inhomogeneities in
single-molecule imaging. By ‘inhomogeneities’, the authors are referring to the
presence of large ‘high-Z’ ions, or variability in the average atomic density of
the molecule.
A simpler method for these simulations was suggested by Ziaja et al. [166,
167], who used the Boltzmann equations to determine the mean displacement
of molecules illuminated by XFEL pulses. This work was performed in the con-
text of the soft X-ray FEL at FLASH in Germany. These calculations suggested
that the heating rate of electrons would lower photoionisation rates in the
molecule. Measurements performed by Bostedt et al. [168] agree with the pre-
dicted frustration of photoionisation, but suggest it is the assumption of purely
Coulombic atomic potentials that is at fault. In common with many other simu-
lations the authors do suggest a charge layer effect will occur, whereby a large
central positive charge created by the photoionised ions will be surrounded
and partially shielded by an electron cloud. The effect that this will have on
the diffraction image is not discussed.
Work by Gnodtke et al. [169] suggests that the almost instant creation of
a large number of positive ions will produce a potential to trap slow moving
electrons produced by Auger emission. These trapped electrons screen the large
positive charge at the centre of the molecule limiting the Coulomb explosion.
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The implication is that only the outer layer of atoms would explode, and that
the interior of the molecule would remain relatively intact. Gnodtke et al. went
on to investigate the dynamics of the creation of these large potential traps, or
“Coulomb complexes” in some detail [170, 171]. These complexes are a simple,
yet potentially powerful tool for examining the effect of the ionic background
of the molecule on the ionisation, Auger and recombination rates.
One common theme for the models described here is the use of the mean
displacement of atoms in the molecule from their initial positions as a measure
of molecular damage. Many models assume that small displacements of the
average positions can be reversed or compensated in imaging applications.
Another approach was suggested by Hau-Riege et al. [172] who performed
calculations using a simpler model consisting of a set of coupled linear differ-
ential equations. The occupancies of excited states of various atomic types
were calculated for a simple cluster using tabular rate constants. Calculations
showed an expected increase in the number of core-holes. This model was used
to propose a maximum pulse length for meaningful structure determination,
that is a pulse length where atomic motion is kept below acceptable levels
during illumination [173]. The suggested limits are of only a few femtoseconds.
As opposed to the molecular dynamic approach of Jurek et al. [162], or the
continuous Boltzmann approach proposed by Ziaja et al. [166], this calculation
assumed all atoms of the same type in the molecule behaved in the same way
throughout the pulse. This vastly simplified calculations.
The effect of the production of core holes in carbon on the atomic form
factor of carbon was later investigated by Hau-Riege [174]. This was the
first attempt at examining the effect on the X-ray diffraction expected from
such clusters illuminated by XFELs. Hau-Riege showed that the effect of the
core-holes is to preferentially degrade the high-angle X-ray scatter that is key
to producing atomic resolution diffraction patterns.
A novel idea with regards to the electronic damage incurred by single
molecules from XFEL illumination is the potential use of hollow atom formation
to suppress further electronic damage [175]. Hollow atom formation occurs
46 REVIEW
when both inner shell electrons are ionised, leaving a vacant core. This
vacant core is assumed to suppress further photoionisation and, hence, sample
damage. The hollow atom effect has been studied experimentally, with soft
X-ray measurements of the charge state of neon at the LCLS having shown
that these hollow atoms are long lived [176]. The success of modelling the
experiments using a rate equation approach similar to [172] confirms the
validity of the simple assumptions of the continuum model. However, the
assertion that stripping a molecule of its inner shell electrons will allow for
atomic resolution is in direct contradiction with the work of Hau-Riege [174],
which shows the inner shell electrons carry the atomic resolution information.
In fact, the higher-shell contribution to the form factor of carbon vanishes at
scattering angles corresponding to atomic resolution. Indeed, the simulations
and measurements in [175] show an increase in the crystallographic R value
with increasing fluence at atomic resolution, a result which could be attributed
to the arguments presented by Hau-Riege.
Amelioration schemes
The realisation of the inevitable explosion of any molecule illuminated by the
XFEL beam led to efforts to introduce some sort of protective layer, or tamper,
to surround the molecule [177] and protect it from damage. Models [178, 179]
showed that such a tamper provide an excess of electrons to replace those from
the target molecule being lost to photoionsiation, thereby potentially slowing
the Coulomb explosion.
Hau-Riege et al. [180] showed that the introduction of a tamper limited
expansion in the case of illumination at FLASH. It was still conceded, however,
that in the case of biological materials illuminated by hard X-rays, some motion
on the order of an a˚ngstrom is expected over the life of the pulse.
A final word: many different structural damage modelling schemes have
been proposed and the literature on this subject is very extensive. Very little has
been written, however, on the effect of damage on the measured intensity. The
more complicated models serve to illustrate time-periods in the illumination
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where the atomic positions constituting the molecule have lost any relevance
to the undamaged molecular structure. Two lessons must be derived from
this modelling. First, the pulse lengths must be short and intense, in order to
obtain diffracted information pertaining to the initial molecular structure of
the sample – tampers and other sample protection schemes have little effect.
Second, the presence of core holes will preferentially degrade the diffraction
pattern at atomic resolution regardless of any other positive qualities of the
diffraction pattern.
2.6 Diffraction experiments at XFELs
The first coherent diffraction experiment at a free-electron laser was conducted
by Chapman et al. [35] in 2006 at the soft X-ray FLASH facility in Hamburg,
Germany. In this experiment an aperiodic image etched into a silicon nitride
window was placed into the FEL beam and diffraction successfully collected.
The major conclusions to be drawn from this experiment is that diffraction data
can be collected and phase recovery performed using extremely intense FEL
sources, and that these sources destroy the sample after a single pulse. The de-
struction of the sample was observed both via a scanning electron microscope
image and also via diffraction data collected after the imaging pulse, which was
dominated by diffraction from the sides of the sample holder. A reconstruction
from the imaging pulse was, nevertheless, performed successfully. These exper-
iments at FLASH used soft X-rays of 32nm wavelength, which is much longer
than the wavelength required for atomic resolution imaging. Furthermore,
the pulse power used in these experiments is insufficient for single molecule
imaging of biological materials. Even so, the demonstration of damage free
reconstruction shown in [35] is a major milestone toward single molecule
imaging and the first demonstration of the “diffract and destroy” paradigm.
The next major demonstration of diffraction at an XFEL was performed by
Chapman et al. [34] in 2011 at a specially dedicated imaging beamline [181]
at the Linac Coherent Light Source (LCLS), the new XFEL facility at the SLAC
National Laboratory in the United States. This experiment introduced a stream
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of micrometer sized crystals of the protein photosystem I into the beam, and
illuminated them with a pulse of 70fs duration. Diffraction was observed and
the crystal diffraction pattern was fitted using the established structure of
photosystem I. As such, this experiment works as a proof-of-principle demon-
stration of nano-crystallography studies using an XFEL source. Of special note
are the systems used to handle the large amount of data and the algorithms
used to index the Bragg peaks of randomly oriented crystals [182]. Its potential
extension to single molecule diffraction experiments is currently limited by
the available peak power of the pulse, which are insufficient for imaging or
classification schemes in the single molecule case.
Also of note is the recent published work performed at LCLS is that of
Boutet et al. [183]. In this work a small crystal of lysozyme was placed in the
XFEL beam and illuminated with 5 or 40 fs pulses. They found no significant
difference between the diffraction data obtained at the XFEL and that obtained
at a synchrotron using microfocussed crystallography; the effect of damage
appears to be negligible. This may be due to the peak power per pulse being
well short of that required for single molecule imaging. Furthermore the
crystals used for this measurement are very large, so that the result is not
directly applicable to single molecule imaging which cannot benefit from the
amplification due to crystalline structure. The chief advance of this work was
the measurement of crystallographic data at an XFEL to atomic resolution, and
another experimental demonstration of the “diffract and destroy” paradigm.
2.7 Outlook
X-ray coherent diffractive imaging promises an avenue toward single molecule
imaging. Since the landmark experiment of Miao et al. [1] in 1999 many
technical and theoretical advances have been made, and single molecule
imaging is now a near reality. Some questions about a potential single molecule
CDI experiment have yet to be answered, specifically methods for handling
the large amount of data that must be produced for atomic resolution and
the subsequent computation requirements to implement a classification and
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orientation scheme. Furthermore, there is work required on settling the
theoretical debates about the effect and mechanisms of sample damage during
illumination. It is answering this second question that forms the bulk of this
thesis.

Coherence and diffractive
imaging
3
The work in this thesis is based on simulations of a coherent diffractive imaging
(CDI) experiment, and particularly touches on the use of coherence theory
in CDI. In this chapter the general theoretical tools behind this experiment is
described. Beginning with Maxwell’s equations, the scalar theory of the propa-
gation of light is developed. The relationship between a scattering potential
and its associated far-field diffraction pattern is shown to be a Fourier trans-
form. This relationship is the basis for the “plane-wave” coherent diffractive
imaging technique. Some general methods for calculating X-ray interactions
with matter are presented.
Following this treatment of fundamental Fourier optics and description
of CDI, a discussion of the phase problem in coherent diffractive imaging is
presented. The Gerchberg-Saxton algorithm, an iterative solution to the phase
problem, is discussed in the context of Shannon’s sampling theorem. Fienup’s
variants of the general Gerchberg-Saxton algorithm are presented, focussing
especially on the “Hybrid Input-Output” (HIO) scheme. This chapter finishes
with an introduction to optical coherence theory, especially focussing on the
coherent mode formulation of the mutual optical intensity.
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3.1 Coherent diffractive imaging
3.1.1 Light as an electromagnetic wave
The properties and behaviour of electric and magnetic fields are completely
described by a set of four coupled first-order differential equations. These
equations are known as Maxwell’s equations [184] and are presented below
in their free-space form, that is, as they exist in regions of space devoid of
any charges or currents. A more complete description of Maxwell’s equations
may be found in any electromagnetics textbook, for example, Jackson [185].
The equations encompass Gauss’s law for electric (equation 3.1) and magnetic
(equation 3.2) fields, Faraday’s law describing the induction of electric fields
from time-varying magnetic fields, (equation 3.3) and Ampe`re’s law (equation
3.4) describing the induction of magnetic fields from time-varying electric
fields.
∇ ·E(x, t) = 0 (3.1)
∇ ·B(x, t) = 0 (3.2)
∇×E(x, t) + ∂B(x, t)
∂t
= 0 (3.3)
∇×B(x, t)− ε0µ0∂E(x, t)
∂t
= 0 (3.4)
In the above formulation E(x, t) represents the electric field at position
x ≡ (x, y, z), and time t; likewise, B(x, t) is the magnetic induction field.
The constants ε0 and µ0 are the free-space electric permittivity and magnetic
permeability, respectively. These constants have the values ε0 = 8.854 ×
10−12F/m, and µ0 = 4pi × 10−7N/A2 in SI units. Maxwell’s equations show
that electric and magnetic fields are intimately related; hence it is usual to
refer to them jointly as the single phenomenon of the electromagnetic field.
Suppose we wish to decouple the electric field component of Maxwell’s
equations. We begin by taking the curl of equation 3.3, leaving
∇×∇×E(x, t) = −∇× ∂B(x, t)
∂t
. (3.5)
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By using a well-known vector identity we can re-write this as
∇ [∇ ·E(x, t)]−∇2E(x, t) = −∂ [∇×B(x, t)]
∂t
. (3.6)
where the order of the differential operators on the right-hand side has been
swapped. Using equation 3.4 to replace the curl of B, on the right-hand side,
and acknowledging that the first term on the left-hand side vanishes due to
equation 3.1, we obtain the form:
∇2E(x, t) + ε0µ0∂
2E(x, t)
∂t2
= 0. (3.7)
This differential equation describes a wave, and is usually referred to as a wave
equation. It has solutions of the form
E(x, t) = E0e
i(kx−ωt), (3.8)
that is, a plane wave travelling in the electric field in the x-direction with
angular frequency ω and wavenumber k ≡ 2pi/λ = ω/c, where λ is the
wavelength and c is the speed of light. Equation 3.7 implies k =
√
ε0µ0ω, or
c =
ω
k
=
1√
ε0µ0
. (3.9)
Substituting in values for ε0 and µ0 gives a speed of c = 2.99792 × 108m/s.
The fact that the propagation speed of waves in the electric field is equal to
measured values for the speed of light led to the realisation that light is an
electromagnetic wave.
For simplicity, let us consider just the behaviour of the electric field. Fur-
thermore, let us separate the spatial and temporal dimensions. We assume that
our electromagnetic disturbance has the form
E(x, t) = E(x)e−iωt (3.10)
so that the time-dependence of the wave is a complex exponential harmonic.
Inserting this form into the wave equation yields the spatial equation
∇2E(x)− ε0µ0ω2E(x) = 0. (3.11)
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If we make use of the definition of the speed of light in equation 3.9, then we
may rewrite the above equation as
(∇2 + k2)E(x) = 0 (3.12)
This equation is referred to as the Helmholtz equation. The equation is linear,
and as any arbitrary waveform may be constructed as an infinite sum of
harmonics e−iωt via Fourier analysis, any electromagnetic wave travelling in
free space must satisfy this equation.
Scalar waveforms
For simplicity from this point on, the electromagnetic wave will no longer be
represented by a vector field E(x, t), but as a scalar field ψ(x, t). Scalar fields
were used to represent light as a wave before the realisation of the electromag-
netic nature of the phenomenon. As justification, it should be stated that in
coherent imaging experiments the actual direction of the electromagnetic field
is of little interest. The quantity observed is generally an intensity, or a flux,
which is proportional to the square-modulus of the electric field, or
I(x) ∝ ψ∗(x)ψ(x) ∝ |E(x)|2. (3.13)
There is no change to the observed quantities in a coherent diffractive
imaging experiment, namely the intensity, if the vector field is replaced by
a scalar one. A rigorous justification of the use of a scalar field is given in
references [186] and [187].
As with the electric field, we may decompose our scalar wavefield into
position dependent and time dependent components, so that:
ψ(x, t) = ψ(x)e−iωt. (3.14)
The time-independent component of the scalar wavefield, ψ(x), obeys the
Helmholtz equation in free-space. Again, any arbitrary waveform may be
constructed by using Fourier analysis to make an infinite sum over harmonic
basis functions.
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3.1.2 Fresnel propagation
Say the scalar wavefield at some plane in free-space is known. We desire some
method for determining the wavefield at any plane of propagation downstream,
also in free-space, under the assumption of beam-like light sources. This type
of propagation is referred to as Fresnel diffraction or propagation [188]; in
fact propagation can be considered as diffraction through free-space under the
Huygens-Fresnel principle.
Given that the propagation occurs in free-space, the wavefield at any point
must be a solution of the Helmholtz equation
(∇2 + k2)ψ(x) = 0. (3.15)
The simplest non-trivial solutions of the Helmholtz equation are plane-
waves of the form
ψ(x) = exp(ik · x), (3.16)
where k the wave vector, a vector pointing in the direction of the propagation
of the wave with magnitude |k| = 2pi/λ. At this point we will choose a
coordinate system such that our direction of propagation is aligned with the z
axis. In this scenario it becomes convenient to separate the components of the
wavevector that are parallel to the direction of propagation and those that are
perpendicular to the propagation. We redefine the wavevector k as
k ≡ (k⊥, kz) (3.17)
where kz is the magnitude of the wavevector in the z direction, given by
kz =
√
|k|2 − |k⊥|2. (3.18)
We now re-write our plane wave solutions to the Helmholtz equations as:
ψ(x⊥, z) = exp(ik⊥ · x⊥) exp(iz
√
|k|2 − |k⊥|2) (3.19)
again splitting the spatial coordinates into perpendicular and parallel compo-
nents, x ≡ (x⊥, z). This result gives a simple method for propagating a simple
plane wave. The first term on the right hand side of equation 3.19 is the plane
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wave solution at z = 0. To propagate to any point downstream, we multiply
the wave by the second term on the right hand side. This factor is named the
‘free-space propagator’, and is given explicitly
Pˆ(z) = exp(iz
√
|k|2 − |k⊥|2). (3.20)
To propagate any arbitrary wave form from a plane at z = z1 to a plane at
z = z2, we first decompose that waveform into planewave components, using
a two dimensional Fourier transform,
ψ(x⊥, z1) =
1
2pi
∫ ∞
−∞
ψ(k⊥, z1) exp(ik⊥ · x⊥) dk⊥, (3.21)
and then multiply each planewave component by the free-space propagator,
ψ(x⊥, z2) =
1
2pi
∫ ∞
−∞
ψ(k⊥, z1) exp(i(z12
√
|k|2 − |k⊥|2) exp(ik⊥ · x⊥) dk⊥,
(3.22)
where z12 is the distance between the planes at z1 and z2. Equation 3.22
describes the angular spectrum of the wavefield ψ(x⊥, z2).
Recognising that ψ(k⊥, z1) is the Fourier transform of ψ(x⊥, z1), we can
write the free-space propagator in operator notation
ψ(x⊥, z2) = P(z12)ψ(x⊥, z1) = F−1Pˆ(z12)Fψ(x⊥, z1), (3.23)
where F denotes the Fourier transform in two dimensions, and F−1 its inverse.
The free-space propagator is denoted by P in real-space and Pˆ in Fourier space.
Although the calculation of the wavefield propagated through free-space may
now be computed easily by using the Fast Fourier Transform algorithm, this
formulation of propagation is relatively computationally expensive because it
requires two Fourier transforms per propagation.
In order to simplify things, let us apply an assumption to the wavevector, k,
in the initial plane. Let us assume that the waveform varies much more rapidly
along one specified direction, the direction of propagation. We choose this
direction to be parallel to the z axis. In terms of wavevectors, we express this
assumption as follows:
kz  |k⊥| (3.24)
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We term this assumption the paraxial approximation, and it is equivalent to
a small-angle approximation. In other words, we are now assuming that
the X-rays are propagating as a beam, in one clear specified direction. This
assumption makes sense for all laser-like sources, such as synchrotrons and
X-ray free-electron lasers.
The paraxial approximation allow us to make the following binomial ap-
proximation to the expression for kz given in equation 3.18,
kz =
√
|k|2 − |k⊥|2 ≈ |k| − |k⊥|
2
2|k| . (3.25)
This allows us to re-express our free-space propagator as
Pˆ(z12) = exp(i|k|z12) exp
(
−iz12|k⊥|
2
2|k|
)
(3.26)
Therefore the wavefield at some point z2 downstream is
ψ(x⊥, z2) = exp(i|k|z12)F−1 exp
(
−iz12|k⊥|
2
2|k|
)
Fψ(x⊥, z1). (3.27)
This expression and the associated operator, Pˆ(z12), describes propagation
from any plane to another under the paraxial approximation. We now endeav-
our to write an explicit form for the Fresnel propagation. For that purpose
we compute explicitly the Fourier transforms described in 3.27. After some
calculation, a useful expression for Fresnel propagation from a plane at z = z1
to a plane at z = z2 is obtained, as follows:
ψ(x⊥, z2) =
−i
λz12
exp
(
ipi
λz12
|x⊥|2
)
exp (ikzz12)
×
∫ ∞
−∞
ψ(x′⊥, z1) exp
(
ipi
λz12
|x′⊥|2
)
exp
(−2pii
λz12
x⊥ · x′⊥
)
dx′⊥. (3.28)
The general procedure for propagation under the paraxial approximation
therefore involves a performing single Fourier transform combined with pre-
and post-multiplication by the appropriate Gaussian phase factors. Symbolically
this procedure is written as
ψ(x⊥, z2) =
−i
λz12
exp
(
ipi
λz12
|x⊥|2
)
exp (ikzz12)
F−1
[
ψ(x′⊥, z1) exp
(
ipi
λz12
|x′⊥|2
)]
. (3.29)
58 COHERENCE AND DIFFRACTIVE IMAGING
3.1.3 Fraunhofer propagation
We will now look at the simple case where the distance from initial to fi-
nal plane, that is z12, is very large compared to the transverse width of the
wavefield. This regime is referred to as far-field, or under certain approxima-
tions, Fraunhofer diffraction. A useful number for determining when light is
propagating into the far-field is the Fresnel number, NF, defined as
NF =
a2
λz12
, (3.30)
where a is the size of the object or aperture being diffracted through. If the
Fresnel number is much less that unity, that is NF  1, then the far-field
condition is satisfied. If that is the case, equation 3.28 may be simplified by
neglecting the Gaussian inside the integral, and the Fresnel number may be
approximated by NF = |x′⊥|/λz12. Taking the limit of the Gaussian as the
Fresnel number approaches zero, we obtain
lim
NF→0
exp
(
ipi
λz12
|x′⊥|2
)
= 1. (3.31)
Equation 3.28 may consequently be rewritten as
ψ(x⊥, z2) =
−i
λz12
exp
(
ipi
λz12
|x⊥|2
)
exp (ikzz12)
×
∫ ∞
−∞
ψ(x′⊥, z1) exp
(−2pii
λz12
x⊥ · x′⊥
)
dx′⊥. (3.32)
Examination of the integral reveals it to be a Fourier transform, hence we can
express our Fraunhofer propagation as
ψ(x⊥, z2) =
−2pii
λz12
exp (ikzz12) exp
(
ipi
λz12
|x⊥|2
)
F [ψ(x′⊥, z1)] . (3.33)
Equation 3.33 is the key result of this section. In simple terms the mapping
between a complex wavefield and its diffraction pattern in the far-field is a
Fourier transform. The properties of the Fourier transform imply that high
spatial resolution features of the wavefield in the initial plane are redistributed
at high angles in the final plane; similarly low spatial resolution features of the
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complex wavefield in the initial plane are relocated at the low angles in the
final plane.
The expressions 3.28 and 3.33 enable us to propagate light from one plane
to another assuming free-space. The presence of matter necessarily voids this
assumption. Discussions of the effect of scattering media on the wavefield will
occur later in this thesis. For most imaging purposes we are not concerned
initially with the wavefield as it passes through the sample, but rather the
wavefield the instant it leaves the sample. This wavefield, referred to here
as the Exit-Surface Wave (ESW), may then be propagated according to the
procedures described above.
An example: the Young’s double slit
A test case of diffraction physics is the the double slit experiment, often referred
to as ‘Young’s double slit’ after the Thomas Young who devised the experi-
ment [189]. The set-up is straightforward. A source of quasi-monochromatic
light is incident on an opaque screen. In this screen there are two slits of equal
size separated by a distance a. Diffraction between the two slits is observed at
some far plane. In many early variations of this experiment the light source is
placed behind either a second screen with a single, very narrow slit; or narrow
slit followed by an aperture to eliminate all but the zeroth order diffraction. In
either case the aim is to obtain highly coherent light incident on the double
slits.
In the classic double slit diffraction is investigated only in one direction –
perpendicular to the slit axis. This can be generalised by replacing the slits
with two pinholes, at positions x1 and x2. In that case the field leaving the
screen with the pinholes may exist only in those two places. We define our
coordinates such that the screen is perpendicular to the optical axis at z = 0
and write
ψ(x, z = 0) = ψ(x) = ψ1(x− x1) + ψ2(x− x2) (3.34)
The far-field diffraction will be proportional to the Fourier transform of this
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Figure 3.1: A schematic of a generalised Young’s double slit experiment. A scalar
wavefield is incident on a opaque screen, with two pinholes at positions x1 and x2.
The resultant diffraction is detected at some point D downstream.
expression, which can be written as
ψ˜(k) = F [ψ(x)] = F [ψ1(x− x1) + ψ2(x− x2)]
= ψ˜1(k) + ψ˜2(k) (3.35)
The intensity due to 3.35 is the field multiplied by its complex conjugate,
I(k) = ψ˜∗(k)ψ˜(k)
= ψ˜1
∗
(k)ψ˜1(k) + ψ˜2
∗
(k)ψ˜2(k) + ψ˜1
∗
(k)ψ˜2(k) + ψ˜2
∗
(k)ψ˜1(k). (3.36)
If we assume the complex wavefield from each individual pinhole takes the
arbitrary form:
ψ˜(k) =
√
I(k) exp [iφ(k)]
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then the expression for the intensity above (equation 3.36) becomes
I(k) = I1(k) + I2(k)
+
√
I1(k)I2(k)
{
exp [i(φ1(k)− φ2(k))] + exp [−i(φ1(k)− φ2(k))]
}
which simplifies to
I(k) = I1(k) + I2(k) + 2
√
I1(k)I2(k) cos
[
φ1(k)− φ2(k)
]
. (3.37)
If we establish that the phase component of each wavefield has the form
φi(k) = k · xi, then we can simplify this expression further as
I(k) = I1(k) + I2(k) + 2
√
I1(k)I2(k) cos
[
k · (x1 − x2)
]
. (3.38)
The final term in this expression contains the interesting physics. It is this term
that is responsible for the classic double slit fringing effect which is evidently
dependent on the separation of the pinholes responsible. It should be noted
that the ‘amount’ of diffraction effects is dependent on the relative intensities
due to each pinhole. Finally, it should be noted that in the special case of
I1 = I2 ≡ I0, in which both pinholes have the same intensity contribution, this
expression reduces to
I(k) = 2I0(k)
(
1 + cos
[
k · (x1 − x2)
])
(3.39)
which is the standard form for describing diffracted intensities from two slits
of very small size.
3.1.4 Propagation of light through scattering media
Bulk materials
We require a method for the calculation of the exit-surface wave leaving a sam-
ple. To accomplish this, we will begin by re-writing the scalar wave equation,
but replacing the free space electrical and magnetic constants with general
constants indicating the electrical permittivity and magnetic permeability of
the material. The scattering object may be comprised of many materials, so we
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write the constants as functions of the three-dimensional position vector x and
obtain
∇2ψ(x, t)− ε(x)µ(x)∂ψ(x)
∂t2
= 0 (3.40)
A rigorous derivation of this wave equation using Maxwell’s equations is
available in many textbooks, for example Jackson [185] and Paganin [190].
The chief assumptions used in this derivation are that the scattering object does
not vary in time, specified in the above equation by the lack of dependence of
ε and µ on t, and that the material does not change the polarisation properties
of the incident wavefield.
In a similar fashion to the free-space treatment, we may decompose our
scalar wavefront into time-harmonics e−iωt, as any arbitrary signal may ex-
pressed as a infinite sum of these harmonics using Fourier analysis. This
enables us to write equation 3.40 as
∇2ψ(x) + ε(x)µ(x)ω2ψ(x) = 0. (3.41)
We make use of the fact that ω = ck and that the refractive index of a material
is dependent on the wave speed as follows:
n =
c
c′
=
√
εµ
ε0µ0
(3.42)
where c′ is the speed of light through the material of the scatterer, to express
equation 3.41 as (∇2 + n2ω(x)k2)ψ(x) = 0. (3.43)
This equation is a form of the Helmholtz equation (equation 3.12) generalised
to inhomogeneous media.
To further our treatment we make the approximation that the scattering
media will only slightly perturb the wavefield as it passes through the media.
This is generally a good approximation for the case of X-rays, as will be
discussed later in this section. To begin, we decompose our solution to the
inhomogeneous Helmholtz (equation 3.43) into the product of an unscattered
wave, which varies rapidly in the direction of propagation, and a slowly varying
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envelope, ψ˜, to the wavefield. Ensuring that the direction of propagation is
parallel to the z-axis enables us to write our envelope relationship as follows:
ψ(x) = ψ˜(x)eikz. (3.44)
Inserting our envelope equation into equation 3.43 and making use of a result
from multivariate calculus, the relationship[∇2 + 2ik∇+ k2(n2(x)− 1)] ψ˜(x) = 0 (3.45)
for the envelope function can be obtained.
We apply the paraxial approximation by ignoring second derivatives in the
direction of propagation. For that purpose we split our derivative operator ∇
into components parallel and perpendicular to the direction of propagation,
such that ∇2 = ∇2⊥ + ∂2/∂z2. Our relationship in equation 3.45 can be further
simplified as follows:[
2ik
∂
∂z
+∇2⊥ + k2(n2(x)− 1)
]
ψ˜(x) = 0. (3.46)
We now apply the weak interaction approximation mentioned earlier. This
approximation is usually referred to as the projection approximation, as we are
essentially assuming that the ESW is the result of ray-like projection of the
incident field through the object. In this approximation we assume that the
only effect of the medium on the wave is a slight change in the amplitude and
phase of the wave as it passes through; there is a minimal or second order effect
on the trajectory of the wave due to the object. This amounts to neglecting the
perpendicular derivatives in equation 3.46 as they are only non-zero if there is
a appreciable change in the trajectory of the wave. This enables us to simplify
equation 3.46 to the expression
∂ψ˜(x⊥, z)
∂z
+
ipi
λ
(1− n2(x⊥, z12))ψ˜(x⊥, z) = 0, (3.47)
where, again, we’ve split our position vector x into components perpendicular,
x⊥, and parallel, z, to the direction of propagation.
Obviously, equation 3.47 has solutions of the form A exp[−ipiλ (1 − n2)z].
We desire a transfer function that propagates from one plane at z = z1 to
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secondary plane at z = z2. Substituting these values for z in to equation 3.47
we obtain
ψ˜(x⊥, z2) = exp
[
− ipi
λ
(1− n2(x))z12
]
ψ˜(x, z1) (3.48)
= T (x)ψ˜(x, z1), (3.49)
where z12 = z2 − z1 is the distance between the planes at z1 and z2 and T (x)
is commonly referred to as the transmission function of the material.
As X-rays are weakly interacting, the magnitude of the refractive index is
very close to unity. In fact it is slightly less than unity and, as such, is often
expressed as
n = 1− δ + iβ, (3.50)
where δ and β are several orders of magnitude less than unity. We substitute
this expression for the refractive index into 3.50 and ignore any second-order
terms in δ and β to obtain
ψ˜(x⊥, z2) = exp
[
−2ipi
λ
(δ(x)− iβ(x))z12
]
ψ˜(x, z1). (3.51)
Splitting the complex exponential in equation 3.51 into real and imaginary
components we obtain the following expressions for the transmission function,
T (x),
Timag(x⊥, z2) = exp
[
−2ipi
λ
δz
]
(3.52)
Treal(x⊥, z2) = exp
[
−2pi
λ
βz
]
(3.53)
It is clear that equation 3.52 describes the shift in phase of the wavefield due
to the medium. Hence δ is often referred to as the phase component of the
refractive index. The second equation, 3.53, is an exponential decay. This is
related to the Beer-Lambert law describing the absorption of X-rays intensity
through media.
The expression 3.51 enables the calculation of the exit-surface wave in
instances where the projection approximation is appropriate. Combined with
equations 3.28 and 3.33 for Fresnel and Fraunhofer propagation the calculation
of wavefields in any plane given knowledge of the sample.
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3.1.5 Atomic scatter
The above treatment describes the behaviour of X-rays in the vicinity of bulk
materials. As X-ray energy increases, the wavelength of the X-ray is shortened to
approach the interatomic distance. In this regime the continuum approximation
of the bulk breaks down, and the interaction between the field and matter is
better described using a scattering model. This model will be used extensively
in later chapters; the fundamental basis of the model is presented below.
X-ray Scattering from a Free Electron
In the classical picture of X-ray scattering, an incident electromagnetic distur-
bance interacts with a point charge. In this case the point charge is a free
electron and the electromagnetic radiation is in the X-ray frequency range.
The charge interacts with the incident field, and is accelerated. This acceler-
ated charge will produce electromagnetic radiation, a standard result from
electromagnetic theory. This secondary field is referred to as the scattered
field.
Provided that the distance from the scatterer to the point of detection, here
labelled as R, is large, the scattered field, Escattered, can be described using
standard results from electrodynamics (see Jackson [185], and Warren [9], for
example), as
Escattered = −reE0
R
sinψ eiωt−q·r (3.54)
where E0 is the incident field, r is the location of the scatterer, k is the
wavevector of the scattered light, ω is the angular frequency of the incident
field, and sinψ is a polarisation factor.
The value re is referred to as the classical electron radius, which is defined
in terms of fundamental constants by re = (1/4piε0)e2/mc2 and has a numerical
value of 2.82× 10−15cm. The small magnitude of the electron radius dictates
weak scattering at X-ray frequencies. The minus-sign in front of electron
radius in equation 3.54 indicates a pi phase change between the incident
and scattered waves. This shift is not observable in intensity measurements
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(scattered intensities being proportional to the scattered field multiplied by its
complex conjugate) and can usually be ignored.
The X-ray Form Factor
An expression for the scattered field from n-electrons can be determined by
summing the contributions from each electron, giving
E = −re
∑
n
E0
Rn
ei(ωt−k·rn) (3.55)
if the effects of polarisation are neglected. Assuming the distance from each
electron is large, we may factorise this expression to
E = −reE0
R
exp
[
i
(
ωt− 2piR
λ
)]∑
n
exp [i(k− k0) · rn] . (3.56)
For the purposes of X-ray scattering the electrons in any system behave less
as a point scatterer and more like a ‘cloud’ of scatterers. Therefore we replace
a discrete sum of n scatterers with a integral combining infinitesimal slices of
electron density, dρ, which occupies a infinitesimal fraction of space, dr, such
that
∫
ρdr = 1 for each electron. The electron density may be rewritten as
E = −reE0
R
exp
[
i
(
ωt− 2piR
λ
)]∫
ρ(r) exp [i(k− k0) · r] dr. (3.57)
The expression inside the integral is of particular interest. Evidently it is the
only component of the above equation that varies with the electronic structure
of the scatterer; all other components are generic. The part of equation 3.57
inside the integral is labelled the X-ray ‘form-factor’ and is given as
f(q) =
∫
ρ(r) exp [iq · r] dr. (3.58)
where q = k− k0 is referred to as the momentum transfer vector. The form
of f(q) is consistent with the assumption of large distances made earlier; the
detector is in the Fraunhofer region and the two approaches discussed, both
in this section and in section 3.1.4 are equivalent. In fact, expressions for the
refractive index in terms of form-factors may be easily derived.
In general the objects discussed in this thesis will be molecular in nature,
therefore the atomic scatter and X-ray form-factor formalism outlined here will
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be adopted. However techniques discussed and developed in the literature
using the propagator based approach can be, and are used with this formalism
due to their equivalency. For further development of the form-factors used in
this thesis see §4.2.2.
3.1.6 The CDI experiment
It was shown in the previous section that the relationship between a wavefield
and its far-field diffraction pattern is a single Fourier transform. The fact that a
wavefield may “artificially” be brought from the far-field into the image plane
by the use of lenses is the basis of most microscopy techniques; the lens is an
optical analogue Fourier transformer. Unfortunately the finite numerical aper-
ture of lens based imaging must necessarily place an upper limit on achievable
resolutions. Mathematically this amounts to neglecting or shortening the limits
of integration in the Fourier transform from infinity to some finite number
proportional angular acceptance of the lens. The physical lens becomes a
Fourier transformer and a low-pass filter simultaneously. Lenses may also have
the introduce imperfections and aberrations into the wavefield.
The technique of Coherent Diffractive Imaging is a form of microscopy that
attempts to overcome both the finite extent of the lens and any aberrations
that the optics may introduce. The experimental set-up removes all lenses. In
conventional microscopies an objective lens is used to recombine the scattered
wave and return an image of the ESW at the detector plane. In CDI we replace
the objective lens with an area detector. An inverse Fourier transform is then
performed to return an image of the ESW. Therefore the experimental set-up
for CDI is very simple. A coherent source of light is incident on a sample. At
some plane in the far-field the scattered light is collected. A schematic of this
set-up is given in figure 3.2.
Just as the resolution attainable using a certain objective lens is given by its
aperture of the lens, in CDI the resolution attainable is given by the numerical
aperture of the area detector, which is determined by the angle to which signal
may be measured.
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Exit Surface Wave
Detector
Sample
Figure 3.2: A generalised CDI set-up. Plane waves are incident on a sample, the
diffraction pattern is collected on a detector in the far-field. The Fourier transform
mapping between the exit surface wave, ψESW(x), and the wavefield in the plane of
the detector, ψdet(k), is a Fourier transform.
3.2 The Phase Problem
In coherent diffractive imaging the light scattered from an aperiodic object
is collected and the ESW of the sample is recovered using the propagators
discussed in previous sections. All propagation techniques require knowledge
of the complex wavefield. Unfortunately, it is only possible to measure an
intensity, that is, energy per unit area over the exposure time. As discussed
earlier, and shown in equation 3.13, the intensity is proportional to the complex
wavefield multiplied by its complex conjugate. This eliminates the complex
phase component of the wavefield. Therefore, in order to invert the diffraction
pattern, we must find some way of recovering the phase of the wavefield in
either plane. This problem is referred to as the phase problem in imaging.
Computational solutions to the phase problem fall into two broad categories, i)
non-linear optimisation methods [191, 192], and ii) iterative methods. It is the
second set that has become the widely established method in X-ray imaging,
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and it is this method that will be described in detail here.
3.2.1 Error-reduction algorithm
A commonly-used method to recover the phase of the complex wavefield is the
error-reduction (ER) algorithm [2], also referred to as the Gerchberg-Saxton
or the Gerchberg-Saxton-Fienup algorithm. It is a general algorithm designed
to handle the generic inverse Fourier transform problem when the phase of
the Fourier transform is lost. Using known information about the sample in
both the ‘real-space’ domain, and the ‘Fourier-space’ domain, and applying that
information in each domain successively, enables the recovery of the phase
component of the function in either plane.
The error reduction algorithm is an iterative process for recovering the
form of the ESW. The method for updating the wavefield iterate is given below
ψk+1(x) =

Pˆmψk(x) if x ∈ S,
0 otherwise.
(3.59)
where ψk(x) is the complete complex function in the “real” domain in the kth
iteration. The new, guess for iteration k + 1 is obtained by first applying the
Fourier constraint to the last guess. The Fourier constraint is represented in
real space by the operator Pˆ, and is given by
Pˆm = F−1PmF (3.60)
where Pm is the operator that replaces the modulus of the kth guess of the
complex wavefield in Fourier space, ψ˜k(k), with the known or measured
modulus in Fourier space, |F (k)|, that is,
Pψ˜k(k) = |F (k)| exp(iφk). (3.61)
The expression in the exponential is the phase of the k-th iterate and is defined
as
φk = arctan
=
[
ψ˜k(k)
]
<
[
ψ˜k(k)
]
 (3.62)
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where < and = denote the real and imaginary parts respectively of the k-th
iterate. Pˆm is often referred to as the modulus constraint projection operator.
Once the Fourier constraint has been applied, the (k+1)th guess is obtained
by setting all values of the wavefield outside a certain region, defined by S, to
zero. This constraint limits the size of recoverable objects using this scheme;
the iterative procedure will, in general, only converge if the region defined by
S is less than half the size of the array in each dimension. This has implications
on the required sampling rate of diffracted intensities, these are discussed
below in § 3.2.2. This real-space constraint is often referred to as a support
constraint.
The procedure is then repeated until the difference between successive
iterations is less than some specified tolerance, in which case the routine is
said to have converged, and a solution to the phase has been found. In general,
the presence of noise in measurements will preclude a piecewise solution to
the phase problem. A diagram representing the scheme is shown in figure 3.3.
Initialise with 
random 
phases
Apply Fourier 
space 
constraints
Apply real 
space 
constraints
Figure 3.3: A pictorial representation of the Gerchberg-Saxton algorithm as described
in this section. One applies the Fourier and real-space constraints until convergence
In the case of the imaging problem, the identity of the Fourier and real
space constraints can readily be determined. The Fourier modulus is the square
root of measured diffracted intensity in the far-field, whilst the real-space
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constraint is the restriction of the ESW to some region in which the sample is
known to exist.
An alternative description of the algorithm is via projections on a com-
plex N -dimensional Euclidean space, where N is the number of pixels in the
image [69]. In this description we define a set of solutions to the possible
problem that satisfies a particular constraint, for instance, the constraint that
the wavefield in the exit surface plane be constricted to a certain region. We
define an operator that performs a projection onto the manifold defined by that
set in the N -dimensional Euclidean space. The iterative routine involves then
taking a set of projections in succession, each projection taking the shortest
route through the multidimensional space on to the manifold defined by the
set of constrained solutions. The solution is therefore the intersection point of
the various manifolds in the multidimensional space.
3.2.2 Sampling requirements
In discussing iterative phase retrieval algorithms a question arises, specifically,
how much information is required in order for the recovery algorithm to
converge correctly? In other words, how finely must the diffraction pattern be
sampled. The answer comes from Shannon’s sampling theorem [54], which
states that a signal limited to a certain bandwidth, W , can be completely
characterised by a series of samples a distance 1/2W apart in real space. The
ideas behind sampling theorem was originally developed by Nyquist in the
1920s [55] in the context of radio communications, but the potential for
application in crystallography was subsequently noticed by Sayre [56]. In that
context the the sampling theorem can be consequently restated as applying to
a real function that vanishes outside a certain region, say, L; or equivalently
to an object of finite extent. In that case the complete, continuous Fourier
transform of that function can be completely determined by sampling the
spectrum, including the phase, at points 1/2L apart. This corresponds to the
relationship between the unit cell of a crystal and its reciprocal lattice points or
Bragg reflections. Consequently this sampling modality is sometimes referred
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to as Bragg sampling.
The key to sampling correctly for iterative phase retrieval is to recognise
the intensity of a far-field diffraction pattern is the Fourier transform of the
auto-correlation of the object, expressed mathematically as
|F (k⊥)|2 =
∫
[f(x⊥)⊗ f(x⊥)] exp(−ik⊥ · x⊥)dx⊥ (3.63)
where ⊗ is the auto-correlation operator. It can be shown that sampling at the
rate required to completely characterise the spectrum of the auto-correlation
function of the object provides sufficient information to recover the phase [60].
Under these conditions, f(x⊥) must also be localised to a region at least as
compact as half the size of the auto-correlation function in each dimension. The
correct sampling rate for |F (k⊥)|2 is at least twice that for F (k⊥), therefore this
sampling modality is sometimes referred to as oversampling and is equivalent
to setting a zero-density region in real space that is at the size of the object
in each dimension – the experimental geometry should be arranged so that
the largest extent of the object is half the size of the total field-of-view in that
same plane. In practical terms this implies setting a support region (i.e. the
region where ψk(x) = 0) that is at least twice the size of the largest extent of
the object in each dimension.
3.2.3 Hybrid Input-Output Algorithm
A number of variants to the error-reduction algorithm were developed by
Fienup [57, 3]. A common theme with Fienup’s variants is a feedback parameter,
often denoted by the symbol β, which allows some of the kth iterate to be
present in the (k + 1)th iterate. This feedback parameter tends to eliminate
stagnations and false convergence. These can occur when the kth iterate of
the algorithm can lie in what amounts to a local minimum in the space of
solutions. In this case, repeated projection operators will merely flip back and
forth between solutions which satisfy each of the constraints. The addition of
the feedback mechanism allows for the presence of noise in the search of the
parameter space; this increases the ability of the search to avoid local minima.
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In other words, the feedback has the effect of ‘kicking’ the current iterate out of
the local minimum into a position where a solution may be found. As a result,
Fienup’s variants tend to converge more quickly. They also tend to be more
effective in solving the phase problem with noisy intensities.
The Hybrid Input-Output Iterator
Perhaps the most commonly used of Fienup’s variants is the Hybrid Input-
Output (HIO) scheme. Unlike the error-reduction algorithm, the region outside
the support is not set strictly to zero at each iteration. Instead we merely
subtract the latest guess for the area outside the support. The algorithm is
shown below as equation 3.64.
ψk+1(x) =

Pˆmψk(x) if x ∈ S,
ψk − βPˆmψk(x) otherwise.
(3.64)
where S defines the interior of the support region. The feedback parameter β
is usually set to between 0.5 and 1.0. Setting it to anything outside this range
tends to make the algorithm unstable [3].
Alternative projections
Two constraints, the modulus and support constraints, used in the imaging
problem have already been mentioned. It is possible to apply other constraints
to improve convergence accuracy and speed. A common variant on the support
constraint is the Shrinkwrap algorithm [72]. In this scheme the size of the
support region is updated at each iteration based on the current estimate of
the object. Regions for which the object amplitude is less than some threshold
value become included in the null region of the support. The non-zero region
progressively decreases in size to match the object, yielding an increased con-
vergence rate and making the algorithm more robust to noise. The drawback
to this variation is the tendency for ‘false zeros’ to incorrectly include some
part of the object in the zero region, leading to stagnation.
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3.3 Coherence
Coherence is the property of a wavefield that allows interference phenomena.
It is a measure of the correlations between the phase at various points in the
wavefield. To say that a wavefield is fully coherent is equivalent to stating
that the phase of the wavefield is completely correlated at all points in space
and time; whereas to say a wavefield is incoherent is to suggest that there are
no correlations between the phase anywhere. Incoherent light is completely
stochastic in phase. Typically, most light is described by statistical properties
that lie between these two extremes, in which case we deem it to be partially
coherent. Partially coherent light is partially stochastic and can be described as
the result of stochastic processes. As most light fields are partially coherent in
nature, the study of these fields is of great interest.
This section reviews some important topics and quantities in the field
of optical coherence as used in X-ray science and in the remainder of this
thesis. For more information the interested reader is directed to the review by
Nugent [193].
3.3.1 Temporal and spatial coherence
Phase correlations are typically separated into two categories: temporal or
spatial. Temporal coherence refers to correlations between the phase in time
and is proportional to correlations along the axis of propagation. For that
reason temporal coherence is often referred to as longitudinal coherence; the
terms are used interchangeably in this work.
Correlations in phase can also exist between different points in space.
The quality of these spatial correlations, excepting those in the longitudinal
direction, is referred to as spatial coherence. Spatial coherence may also
be referred to as transverse coherence, given that it describes correlations
perpendicular to the direction of propagation.
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B
Figure 3.4: A schematic of a Michelson interferometer. The light is emitted from the
source, S, is incident on a beamsplitter, B, diverging on either mirror 1 or 2, M1 or
M2 respectively, before moving back through the beamsplitter and converging on a
detector, labelled D. The second mirror is free to move back and forth, leading to a
path difference between the two beams.
Coherence lengths and visibility
An interference experiment can be thought of as probing the correlations
between the phase of the wavefield at two points in space or time. If we look at
a Michelson interferometer, shown schematically in figure 3.4, the introduction
of a path difference between the two beams produces visible interference
fringes. If the path difference is ∆x = c∆t, where c is the speed of light, then
we can say that the phase of the wavefield emitted by the source is coherent
over the longitudinal length ∆x, or alternatively over the time ∆t. The length
is referred to as the longitudinal coherence length, and the time quantity is
referred to a the coherence time. In both cases the larger these quantities the
more coherent the light.
We can assert that interference fringes will only occur when the coher-
ence time satisfies the condition ∆t∆ν . 1, where ∆ν represents the band-
width [194]. Therefore we can write the longitudinal coherence length in
terms of the wavelength, namely
∆x ≈ λ¯
2
∆λ
. (3.65)
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where λ¯ is the mean wavelength of the light. It is evident that the longitudinal
coherence length is a function of the spread of wavelengths emitted by the
source of light. This result means the longitudinal, or temporal, coherence, can
be understood as a description of the monochromaticity or energy spread of the
light. In this work the light sources will be assumed to be quasi-monochromatic,
and therefore issues of temporal coherence will generally be ignored.
In order to probe the correlations between two points in space, we can set
up a Young’s interference experiment. A source of finite size, ∆S, is placed
behind an opaque screen. Two pinholes are placed in this screen at points P1
and P2. Interference is measured at some point downstream if ∆θ∆S . λ¯ is
satisfied. We can write an expression for the distance the two pinholes, P1 and
P2, can be separated in order to obtain interference, namely
∆l ≈ R∆θ = Rλ¯
∆S
, (3.66)
where R is the distance between the source and the opaque screen. The
quantity ∆l is referred to as the transverse coherence length. Equation 3.66
reveals some insight into general properties of transverse coherence. Firstly,
for incoherent sources of light the coherence length is inversely proportional
to the source size. A infinitely small incoherent source of light must produce
perfectly spatially correlated light. Secondly, the coherence length is directly
proportional to the distance between the source and the pinholes. In general,
the further from the source, the more spatially coherent the light becomes.
Another measure of the coherence properties of the system is the quality
of fringes produced by the interferometer. The number associated with fringe
quality is termed the visibility V , and is defined by
V =
Imax − Imin
Imax + Imin
, (3.67)
where Imax is the intensity of the fringe at maximum, and similarly Imin is
the intensity of the fringe at minimum. The visibility is unity if Imin = 0,
implying complete interference and hence phase correlation of the interfering
wavefronts. On the other hand, if there is no interference at all, that is
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Imax = Imin, then the visibility is zero, indicating no correlations between the
interfering wavefronts whatsoever and hence incoherent light.
3.3.2 The mutual coherence function
More broadly, we define partial coherence in terms of statistical correlations
between fields. To describe transverse coherence we need to examine correla-
tions between two points in a plane perpendicular to the axis of propagation.
These are labelled here as r1 and r2. For longitudinal coherence we must
examine correlations between two points in time, denoted here as t1 = t and
t2 = t+ τ . The first order correlation function between two scalar wavefields
can therefore be described as
Γ(r1, r2, τ) ≡ 〈ψ(r1, t)ψ∗(r2, t+ τ)〉 (3.68)
where the angle brackets 〈...〉 refer to an ensemble average. The first order
correlation function, Γ(r1, r2, τ), is referred to as the mutual coherence func-
tion. A useful related quantity is the complex degree of coherence, which is a
normalised mutual coherence function defined as follows:
γ(r1, r2, τ) ≡ Γ(r1, r2, τ)√
Γ(r1, r1, 0)Γ(r2, r2, 0)
. (3.69)
The Fourier transform of the mutual coherence function with respect to τ
is referred to as the cross-spectral density and may be written as:
W (r1, r2, ω) =
1
2pi
∫ ∞
−∞
Γ(r1, r2, τ)e
iωτdτ. (3.70)
3.3.3 The Mutual Intensity
We wish to derive a cross-spectral density for the special case of quasi-monochromatic
light. Quasi-monochromaticity requires the field must possess a very small
range of angular frequency compared to the mean angular frequency of the
field. Given this condition we may factor out the dependence of the cross-
spectral density on the angular frequency as follows:
W (r1, r2, ω) ∼= J(r1, r2)δ(ω − ω0) (3.71)
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The quantity J(r1, r2) is a four dimensional quantity called the mutual optical
intensity (MOI) [195]. For partially coherent, quasi-monochromatic fields, the
MOI forms a complete description of the partially coherent properties of the
field. The measured intensity, I(r), is the mutual intensity at r = r1 = r2, so
that
I(r) = J(r, r). (3.72)
3.3.4 Diffraction and propagation of Mutual Optical Intensities
Modal expansion of the Mutual Optical Intensity
A simple method for propagating mutual intensities and hence partially coher-
ent field utilises the modal decomposition first described by Wolf [108]. The
cross-spectral density is an Hermitian non-negative definite function and may
be decomposed using Mercer’s theorem
W (r1, r2, ω) =
∑
n
ηn(ω)ψn(r1, ω)ψ
∗
n(r2, ω). (3.73)
The functions ψn(r) form a complete orthonormal basis set, and are referred
to as the ‘coherent modes’ of the mutual intensity, J(r1, r2). As they are
orthonormal, the modes may be interpreted as being mutually incoherent.
They are the eigenvectors of the mutual intensity, while the set of numbers
ηn are the eigenvalues. These numbers are often referred to as the modal
occupancy of the modes. As they are the eigenvalues of a non-negative definite
Hermitian function, the eigenvalues must be real and non-negative. For quasi-
monochromatic light we may eliminate the dependence on frequency and
write
J(r1, r2) =
∑
n
ηnψn(r1)ψ
∗
n(r2). (3.74)
The propagation of mutual intensities can be performed by propagating
each of the coherent modes individually according to standard coherent meth-
ods and then recombining them in some distant plane according to equation
3.74. In order to take into account the presence of matter, we simply note that
the wavefield leaving a scatterer may be written as ψESW (r) = T (r)ψ0(r) (see
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equation 3.49), and hence using the modal expansion of the mutual intensity
in equation 3.74 we can describe the mutual intensity leaving the object of
interest as
JESW (r1, r2) = J0(r1, r2)T (r1)T
∗(r2), (3.75)
where J0(r1, r2) is the mutual intensity entering the object described by the
transmission function T (r) under the usual approximations described in section
3.1.4.
A note on measuring the mutual intensity
Propagating partially coherent fields scattered by known structures becomes
relatively straightforward using equation 3.74, provided the mutual intensity
can be accurately measured. The standard method for measuring the mutual
intensity is to perform a double slit experiment and measure the fringe vis-
ibility [105]. This experiment has been performed at an X-ray free electron
laser [102]. The mutual intensity is a four dimensional function of the vectors
r1 and r2; measuring this function accurately requires positioning slits at every
permutation of these two points. This measurement can be very tedious.
Another method is phase-space tomography [196], which utilises three-
dimensional intensity measurements to invert the four-dimensional cross-
spectral density (and hence mutual intensity in the quasi-monochromatic
case) via a tomographic inversion and Wigner [197] deconvolution. It was
later shown that, without modification, this method is unable to recover the
full four dimensional function due to the presence of optical vortices [198],
but it is sufficient to recover a two dimensional mutual intensity function
from a one dimensional double slit measurement. By assuming the mutual
intensity is separable in orthogonal directions the mutual intensity may be
recovered [106, 107].
Recovery of the mutual intensity by measuring the modes of equation 3.74
was recently demonstrated by Flewett et al. [109]. This was performed by
expanding the set of coherent modes in terms of an arbitrary basis set of
functions, in this case the set of Legendre polynomials. Using this method,
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Flewett et al. were able to recover both the functional form of the modes and
their occupancies.
Recovering structures using partially coherent diffraction
Given knowledge of the modes and their occupancies, it is possible to apply
a modified version of the CDI structure recovery technique discussed earlier
(§§3.1.6 and 3.2.1). Starting with a measurement of the intensity, the general
form of the modified structure recovery algorithm [110] is as follows:
1. Assume an initial guess of the transmission function of the object, bound
within a support constraint
2. Using the measured modes and occupancies, estimate the full partially
coherent field leaving the sample.
3. Propagate the modes into the detector plane
4. Impose the measured intensity, i.e. the modulus constraint, and obtain
guess of the phases
5. Propagate the highest occupied mode back to the sample plane, and
impose constraints
6. Obtain new guess of transmission function, and move to step 2
7. Repeat until convergence
This recovery technique was successfully demonstrated for the case of multi-
wavelength illumination in the context of a high-harmonic X-ray source [110].
It was later demonstrated for the case of partial spatial coherence at a syn-
chrotron source [111] and for simultaneous partial spatial and temporal coher-
ence at a synchrotron undulator source [112].
3.4 Concluding remarks
In this chapter the theoretical background for the work in the following chap-
ters has been presented. The theory of coherent diffractive imaging, the
3.4 CONCLUDING REMARKS 81
technique modelled in this thesis, is covered beginning with a description of
the propagation of scalar wavefields. An introduction to X-ray scattering theory
is described; this will be extended in the next chapter to include electronic
damage due to dynamical processes. The fundamentals of iterative phase
retrieval and some common constraints are covered. Finally, a description of
optical coherence and the definitions of certain relevant quantities are included.
This will be used to form a descriptive framework for the propagation of fields
from damage-affected molecules in the coming chapters.

Recovering damage in imaging
experiments
4
It is not surprising that light as brilliant as that produced by an X-ray Free
Electron Laser (XFEL) will damage any object illuminated by it. The achieved
flux on the order of 1022 to 1023W/cm2 at X-ray energies and in pulses shorter
than 10fs, reaches the limits of previous studies of high-field atomic processes.
The probability of photoionization is approximately ten times that of elastic
photon scattering at an incident energy of 10 keV. Much work has been done
in recent years to determine the molecular dynamics of single biomolecules
illuminated in this field [163, 164, 166, 169, 172, 179]. None of these studies
report on the expected intensity measured by this illumination, and most
assume shorter pulses will enable the molecule to remain relatively intact. It
was recently shown that inelastic collisions between the illuminating photons
and the electron density of the target creates a scattered field that is effectively
partially coherent [36]. The creation of a partially coherent field by these
inelastic scattering processes can, however, be reversed if an appropriate
electrodynamical model for the interaction between the illuminating field and
the molecule is incorporated. Recent analysis by extensive computational
simulation has quantified the effects of radiation dose on the contrast in X-ray
diffractive experiments [199].
In this chapter a model of electronic processes in a biomolecule under
high flux conditions, and the expected X-ray scatter, is presented. It will be
demonstrated that the ejection of electrons from inner-shell orbitals due to
photoionisation is severe, even over short pulses. A construction of an orbital
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X-ray form factor will show that this photoionisation, along with secondary
electronic processes, has a preferentially deleterious effect on the high an-
gle scatter which corresponds to high resolution information. Finally, a full,
three dimensional intensity distribution assuming electronic damage will be
presented, and compared to the case of no damage.
It is then shown that the general characteristics of the electrodynamical
processes enable information obtained from the diffraction data involving
a known structure to be transferred to any molecule of similar mass and
composition, using a general description of the degree of partial coherence
induced by the time-varying electron density. This allows the three-dimensional
structures of unknown molecules to be determined without relying solely on
electrodynamical simulations in spite of the extensive electronic damage that
they endure. We also show that quantitative information about the rates of
these electrodynamical processes can be inferred from the diffraction data
obtained in an XFEL imaging experiment.
4.0.1 A note on computation
Unless otherwise stated or referenced in the text, all calculations shown in this
chapter were performed by the author using code written in the C programming
language [200].
4.1 Construction of a Scattering Model
4.1.1 The electronic processes
We seek an expression for the scattered intensity in the far-field from a single
molecule illuminated by an XFEL pulse. The interaction of the pulse with the
molecule causes inelastic events, the physics of these processes will need to
be accounted for to accurately simulate diffracted intensity. The action of the
most common of these processes are described below.
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Photoionisation
The dominant interaction between the illuminating field is photoionisation, or
photo-absorption. This is the process whereby an incident photon interacts
with an electron in an atom of the biomolecule and is completely absorbed by
it. This energy is imparted to the electron, allowing it to overcome its Coulomb
attraction to the nucleus. The remaining atom is then ionised, hence the name
of the process. While any electron in the atom is a candidate for interaction,
photons of the energies produced by the XFEL are almost certain to interact
with the electrons of the inner, or 1s orbitals. These electrons are more closely
bound to the nucleus, and hence have a higher electron density. This results in
a higher interaction cross section with photons.
The photoionisation energy of electrons in the 1s orbital for carbon, the
main constituent element of biomolecules, is 273 eV [201]. This is much
smaller than the energy of the incident photons, which in current experiments
at the Linac Coherent Light Source (LCLS), is approximately 8000 eV [34]; for
atomic resolution an energy of 12000 eV is required. Hence electrons liberated
by this process have a large excess of kinetic energy and move rapidly from
the centre of the molecule; most photoelectrons quickly leave the vicinity of
the molecule. The majority of the charge imbalance which causes the final
destruction of the molecule are electrons liberated by this process if the pulse
is short [172]. A calculation of the photoionsiation cross-section for elements
of biological interest is, therefore, the first step in obtaining an expression for
a damage-affected intensity. We start by assuming hydrogen-like atoms for our
elements of interest; this is a good approximation for low Z elements such as
those found in biomolecules.
The calculation of the photoionsiation cross-section for a hydrogenic atom
is an established result in quantum mechanics [202]. A brief description of the
calculation as given in ref. [203] is outlined in this section. Following Fermi’s
golden rule, the transition rate per atom for a given incident field between the
ground state of the atom, ψa, and some state excited by the absorption of a
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photon, ψb can be written as
Wba =
4pi2
m2c
(
e2
4piε0
)
I(ωba)
ω2ba
|Mba(ωba)|2 (4.1)
with ωba =
Eb−Ea
~ where ωba is the transition frequency, Eb and Ea being the
energy eigenvalues of states ψb and ψa respectively. I(ωba) is the intensity of
the incident photon field at that frequency, m and e are the mass and charge
of the electron and ε0 is the permittivity of free space. The matrix element
Mba(ωba) is defined as
Mba(ωba) = 〈ψb| exp(ik · r) εˆ · ∇|ψa〉 (4.2)
where εˆ is a vector representing the polarisation direction of the incident field.
An integrated absorption cross-section can then be defined as the transition
rate Wba divided by the incident field, or
σba =
4pi2α~2
m2ωba
|M(ωba)|2 (4.3)
where α is the fine structure constant, defined α = e
2
4piε0~c ≈ 1137 .
In the case of photoionisation, the final state of the system lies in the
continuum. In this case we can integrate the cross-section with respect to all
wavevectors of the final electron state, gaining a value for the total integrated
cross section for photoionisation. If both the bound state is non-relativistic,
Zα  1, which is satisfied by the primary biological constituents carbon,
nitrogen and oxygen, and that the final state is also non-relativistic – implying
vf/c 1 for the final electron in the continuum state – then the cross section
for an event liberating an electron from the 1s shell can be written as
σtot =
16
√
2pi
3
α8Z5
(
mc2
~ω
) 7
2
a20. (4.4)
Given our non-relativistic assumptions, this equation is valid for energies
of the photoelectron that lie in the region |E1s|  Ef  mec2. For the case of
X-ray radiation of wavelength 1 A˚ incident on a carbon atom, |E1s| = 273 eV.
This is much less than the final kinetic energy Ef of the electron, which
under these circumstances must be ∼ 12148 eV. This energy is much less
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than the rest mass-energy of the electron, which is 5.11 × 105 eV. It is clear
that the approximations used in deriving equation 4.4 are valid for the XFEL
experiment. A table of this calculation for elements of interest is given in table
4.1. Alternative values may be retrieved from online databases. The value taken
σtot (cm2/g)
carbon 1.010
nitrogen 1.873
oxygen 3.198
phosphorous 38.28
sulphur 51.06
Table 4.1: The photoionisation cross sections for elements of interest.
from the NIST Online X-ray Database [201] amounts to σp,C = 1.015cm2 g.
The difference between the two values lies in higher-order relativistic effects,
as well as the effect of the incident photon frequency being close to resonant
frequencies of the atomic system.
Using these cross-sections, the rate for a photoionisation event is easily
calculated as
Rp = σnphot (4.5)
where nphot is the photon flux through the material in units of photons per cm2
per second.
Auger emission
A secondary electronic process occurs in ionised atoms with 1s vacancies.
A vacancy of this type is referred to as a core hole. Core hole states are
energetically unfavourable electronic configurations and in a very short time
(∼ 6fs for carbon), the atom relaxes via one of two processes. The first, called
fluorescence, is a process in which an electron from a higher orbital ‘falls’ to fill
the hole in the lower orbital. The energy difference between the two electronic
states is released in the form of a photon, which is characteristic of the element
from which it originates. In the case of low atomic number elements, such as
those found in organic materials, and incident photons at XFEL field energies,
fluorescence is not the predominant cause of relaxation.
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The vast majority of relaxation events at relevant X-ray energies for light
elements (approximately 97% [172]) are via an Auger process. In Auger
relaxation, like fluorescence, an electron falls to fill the hole in the lower
orbital. In the Auger process, however, the energy difference between the
higher state and the lower state is transmitted to another electron in the atom.
This electron is then energetic enough to be ionised and is referred to as the
Auger electron.
Auger electrons are typically of much lower energy than photoelectrons.
They are expected to move away from the centre of the molecule during the
pulse, then rapidly thermalise and form an electron cloud over the molecule.
Over time, a positive imbalance of charge in the centre of the molecule causes
some Auger electrons to recombine with ionised atoms in the molecule.
For Auger transitions, the rate of transition is given by the Auger lifetimes
of the elements. These were obtained from tables [204]. For these events the
rate is given by:
Rauger =
1
τauger
(4.6)
where τauger is the Auger lifetime.
For the larger atoms generally found in biological molecules, that is, any
neutral atom with occupied orbitals 3s or higher, the time variation of electron
density in the higher shells is ignored. Hence, phosphorous and sulphur are
considered to have 15 states in these simulations.
Electron recapture
Electron recapture is a process expected to occur late in an exposure. The
molecule is now heavily ionised and a cloud of thermal electrons surrounds the
ionised atoms. At some time, an electron in the cloud may have a slightly lower
energy due to collision with another particle in the molecule. This electron
may then recombine with an ionised atom.
This process is expected to occur late in long (> 5fs) exposures. Therefore,
it is expected that this process will have little affect on the diffracted intensity
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measured under the interaction conditions proposed here. This is supported by
examining the simulations of Hau-Riege et al. [172] at short interaction times.
Elastic and inelastic scatter
Lastly, scattering of X-rays off the electron density in the sample is expected.
Inelastic scattering is neglected in the model due to the relatively small likeli-
hood of that type of scatter at the photon energies and atomic numbers present
in the interaction. The elastic scattering is expected; it is the physical process
that forms the basis of a diffraction measurement. Full details of the model for
calculating the elastic scatter is given in § 4.2.2.
4.2 Calculation of Occupancies
The occurrence of these processes makes the electronic occupancies of the
atoms which consist the large molecule into a time-dependent quantity. The
calculation of the time-varied occupancies involves the solution of a set of
coupled, linear differential equations. These equations can be written, after
Hau-Riege [172] as
dNi,j
dt
=
n∑
k 6=i,l 6=j
(Rkl→ijNk,l −Rij→klNi,j) (4.7)
where (i, j) is the state of the atom in question, i typically refers to the number
of electrons in the 1s orbital, j refers to the number of electrons in the 2s and
2p orbitals, Ni,j is the number of atoms in this state and Rkl→ij is the rate for
transitions between the state (k, l) to (i, j). These equations are also referred to
as rate equations, as the general form involves the first derivative of a function
being proportional to the function. The constant of proportionality is called
the ‘rate’. In this case function describes the occupancy of the state, and the
rate is determined by the physical processes outlined above.
In practice, a sum over all states is not required. As the effect of atomic
recombination only becomes significant late in long (> 10fs) pulses, it can
generally be ignored if the pulse is short enough. As an example, under this
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Figure 4.1: The allowable transitions and states of carbon, excluding recombination.
The numbers (i,j) refer to the number of electrons in the 1s and 2s, 2p orbitals
respectively. A total of nine different states are available using only photoionisation
and Auger emission.
assumption the carbon atom has an total of nine states accessible via the
processes described in the previous section. These available transitions and
states are shown in figure 4.2. Similarly, the nitrogen atom has 10 states,
oxygen has 12 states.
An example – carbon
As an example the complete calculation for the states of carbon is presented
here. Carbon has nine accessible electronic states according to transitions
allowed in this model (see figure 4.1). The photoionisation rate and Auger
rate are assumed to be constant through the lifetime of the pulse – this may
be inaccurate due to the effects of the build up of positive charge during the
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exposure. Furthermore, we assume that the rate of photoionisation for neutral
carbon may be applied to carbons with one core hole. X-ray photoionisation
from n = 2 orbitals is neglected entirely. The variation in the population of
these states is shown in figure 4.2.
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Figure 4.2: The populations in the 9 allowed states of carbon during the lifetime of a
5fs pulse for the biomolecule bacteriorhodopsin. Here time is given in atomic units of
time (a.t.u), where 1 a.t.u = 2.419× 10−2 fs. The incident flux was assumed to have a
square temporal profile. The pulse fluence was assumed to be 1012photons/(100nm)2
with incident photon energies set to 10keV.
An assumption included in these calculations is the invariance of the pho-
toabsorption cross-sections and Auger emissions rates with the occupancy of
the orbitals. This is thought to be a good approximation based on calculations
of this variability found in the literature [205]. However changing this calcula-
tion to include this variance would not be difficult if required, though it has
not be done in the work reported in this thesis.
4.2.1 The Shell Electron Density
Rather than rely on tabulated form-factors for ground-state atoms we have
adopted a simple electronic structure model that readily accommodates the
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electronic state of each atom without excessive computation. The shell orbital
electron density was constructed using Slater’s rules [206]. This approach
uses a semi-empirical screened hydrogenic approximation to describe the
wavefunction of an electron in an atomic orbital. The functional form of these
orbitals is given by
ψnlm(r) ∝ rn−1 exp(−ζnr)Y ml (θ, φ) (4.8)
where n is the principal quantum number of the orbital, l is the azimuthal
quantum number and m is the magnetic quantum number. The parameter ζn
represents both the effective nuclear charge and principal quantum number.
For the first three shells this takes the form
ζn =
Z − s
n
(4.9)
where Z is the nuclear charge of the atom. The number s is a semi-empirical
shielding constant, referred to as Slater’s number [206]. The effects of orbital
relaxation and consequent modification of the effective exponents due to the
variable occupancies of different electronic states may be readily incorporated
in this model by extending the definition of s to include highly excited inner-
shell core hole states.
The determination of Slater’s number follows simple rules that depend on
how many electrons are adjacent, or in the same shell as the electron described
by the wavefunction, and how many electrons are in lower energy shells. For
each ‘adjacent’ electron, 0.35 is added to Slater’s number, except in the case
of the 1s shell when 0.30. In the case of electrons in lower shells then the one
described by the wavefunction, for the shell immediately below a sum of 0.85 is
added per electron. For those shells two or more below, a sum of 1.0 is added.
A table of Slater’s number for elements of interest is presented in Table 4.2.1.
The function Y ml (θ, φ) in equation 4.8 is a spherical harmonic which gives
the angular dependence of the shape of the electronic shell. In these simu-
lations all angular dependence of the wavefunctions are ignored, since the
scattering is assumed to take place from spherical centres of electron density.
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1s 2s, 2p 3s, 3p
carbon 5.7 1.65
nitrogen 6.7 1.95
oxygen 7.7 2.275
phosphorous 14.7 5.425 1.6
sulphur 15.7 5.925 1.82
Table 4.2: The values of ζn for low Z atoms, such as those found in biological
molecules. The s and p shells are identical assuming the angular independence given
in equation 4.10.
This amounts to setting the normalisation of the spherical harmonics to be∫ pi
0
∫ 2pi
0
Y ml (θ, φ)Y
m′∗
l′ (θ, φ) dθ dφ =
1
4pi
. (4.10)
If one wishes, more complicated descriptions of the electronic wavefunction
could be used, such as the Hartree-Slater or Hartree-Fock models with no
change to the essential workings of the model. In the same way the vibrational
modes of the system, while neglected here, may be easily incorporated as
distribution functions.
It is a general requirement that the electronic wavefunction, which is a
representation of the probability of finding an electron in some region of
space r+ dr be normalised to unity. This ensures that the electron is indeed
somewhere; the sum of all these probabilities must equal one. Hence, after
equation 4.8,
N2n
∫ ∞
−∞
ψnlm(r)ψ
∗
nlm(r) dr = 1, (4.11)
where Nn is a normalisation constant. Expanding and converting to spherical
polar coordinates yields
N2n
∫ pi
0
∫ 2pi
0
∫ ∞
0
r2n−2 exp(−2ζnr)Y ml (θ, φ)Y m
′∗
l′ (θ, φ)r
2 sin(θ) dr dθ dφ = 1
(4.12)
which, after integrating with respect to θ and φ, and given the normalisation
assumed for the spherical harmonics in equation 4.10, we can write
N2n
∫ ∞
0
r2n exp(−2ζnr) dr = 1. (4.13)
Using the integral identity
∫∞
0 x
n exp(−αx)dx = n!
αn+1
we can write the nor-
malisation constant as
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N2n =
(2ζn)
2n+1
(2n)!
. (4.14)
Therefore, the shell electron density is given, after ρn = ψ∗nψn as
ρn(r) =
(2ζn)
2n+1
(2n)!
r2n−2 exp(−2ζnr). (4.15)
In this model no distinction is made between orbitals of the same n and ζn
and different l. In more sophisticated structure models this is known to be an
excellent approximation.
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Figure 4.3: The electron density as a function of radius for 1s, and the 2s and 2p
shells of carbon according to the model described here.
The shape of the electron densities as given in figure 4.3 reveals very little
spatial overlap of densities in shells corresponding to the first and second
primary quantum numbers.
4.2.2 The Orbital Form Factor
The average scattered power in the far-field for an individual atom is propor-
tional to the Fourier transform of the electron density, referred to as the form
factor. The form factor is the only component in the expression for the scattered
power of an atom to have any dependence on the scattering angle. The form
factor is, therefore, the single atomic quantity of interest in determining the
final intensity distribution in the far field.
One of the assumptions in the derivation of the form factor is elastic
scattering, that is to say |k|in = |k|out and no absorption of X-rays. While
significant photon absorption is expected, it can be safely assumed that the
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energy of scattered X-rays does not change during the scattering process. In this
model the only inelastic processes considered are absorption events occurring
at localised atomic positions.
We make the assumption that the atomic electron density can be expanded
in an orbital density basis, so that
ρatom(r) =
∑
γ
aγργ(r), (4.16)
where aγ is the occupancy of the orbital denoted by the symbol γ. Therefore,
the atomic form factor described in 3.1.5 can be expanded in terms of an
orbital form-factor basis as well, so that
fatom(q) =
∑
γ
aγfγ(q). (4.17)
To determine an analytic expression for the orbital form factor we take
the Fourier transform of the orbital electron density defined in Eq. 4.15. The
electron density exhibits high spherical symmetry, therefore we will perform
the Fourier transform in spherical coordinates via a Hankel transform, that is
fγ(q) =
∫ ∞
0
ργ(r)j0(qr)r
2dr, (4.18)
where j0(qr) is the zeroth order spherical Bessel function. Ignoring the factor
of 4pi which is the result of the assumed spherical symmetry of the density, this
transform is performed as
fγ=n(q) =
(2ζn)
2n+1
(2n)!
∫ ∞
0
r2n−2 exp(−2ζnr)sin(qr)
qr
r2dr (4.19)
=
(2ζn)
2n+1
q(2n)!
∫ ∞
0
r2n−1 exp(−2ζnr) sin(qr)dr (4.20)
=
(2ζn)
2n+1
q(2n)!
Im
{∫ ∞
0
r2n−1 exp[−(2ζn − iq)r]dr
}
. (4.21)
(4.22)
where Im signifies the imaginary component. Relying on the definition of ζn
given in Eq. 4.9, we use the integral identity
∫∞
0 x
n exp(−αx)dx = n!
αn+1
for
96 RECOVERING DAMAGE IN IMAGING EXPERIMENTS
Re (α) > 0 to further simplify the expression for the form-factor, so that
fγ=n(q) =
(2ζn)
2n+1
q(2n)!
Im
{
(2n− 1)!
(2ζ − iq)2n
}
(4.23)
=
(2ζn)
2n+1
q(2n)
Im
{
(2ζ + iq)2n
(4ζ2 + q2)2n
}
. (4.24)
The final result gives an expression for the orbital form factor in the absence of
angular momentum states in the higher orbitals (that is, assuming the electron
density is spherically symmetric.) Specific expressions for the first three orbitals
(γ = 1s, 2s/p and 3s/p) are given by
fγ=1(q) =
(
4ζ21
4ζ21 + q
2
)2
, (4.25)
fγ=2(q) = (2ζ2)
6 4ζ
2
2 − q2
(4ζ22 + q
2)4
, (4.26)
fγ=3(q) =
(2ζ3)
8
3
48ζ43 − 40ζ23q2 + q4
(4ζ23 + q
2)6
. (4.27)
The orbital form factors for carbon are plotted in figure 4.2.2. It is evident
that the high-resolution information required for atomic resolution imaging
is primarily provided by the 1s orbital. The creation of core-hole states by
photoionisation must have a dramatic effect on the likelihood of successful
reconstruction. These calculations are in qualitative agreement with those
published by Hau-Riege [177], however employing a less computationally
expensive approach.
Time-dependent atomic form factor contributions
The electron occupancies of an atom in an illuminated molecule change with
time over the pulse (see section 4.2). The simulations here aim to represent
an average over many pulses; the experiment detailed in [148] requires many
repeated exposures under nominally identical conditions in order to obtain
atomic resolution in three dimensions. This allows us to make the assumption,
given the assertion in equation 4.17, that all changes in the scattering prop-
erties of each atom are confined to the occupancies, aγ(t); the occupancy is
averaged over all atoms of the same type, smoothing out the stochastic nature
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Figure 4.4: Plots of the orbital form-factors for carbon, Z = 6, for increasing spatial
frequency u, where q = 2piu. The 2s/p orbital (solid line) decays more rapidly,
tailing off for u > 0.2A˚
−
1. The 1s orbital (dashed line) contains almost all of the
high-resolution information (u > 0.5A˚
−1
) corresponding to 2A˚ resolution.
of the damage mechanisms. This ’average atom’ approximation is appropriate
for repeated experiments, such as the ‘diffract-and-destroy’ single molecule
imaging experiment, that producing large data sets. When combined into
a three dimensional diffraction volume the data will resemble a large scale
ensemble average of the randomly fluctuating electronic state of the molecule.
The stochastic fluctuations from the mean values can be accommodated by
subtracting an isotropic q-dependent background term from measured inten-
sities [199]. Furthermore we assume that the general forms of the orbital
wavefunctions of the electrons in bound states of the atoms under illumination
do not change significantly with degree of ionisation. Therefore we may write
down an expression for the time-dependent atomic form-factor for species Z,
as
fZ(q, t) =
∑
γ
aZ,γ(t)fZ,γ(q) (4.28)
Equation 4.28 can be regarded as an extension of the time-dependent
form factor presented in Hau-Riege et al. [177]. The principal difference is
that our model recognises the differential depletion of different orbitals, while
the model of Hau-Riege et al. averages this depletion over all orbitals; the
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depopulation of orbitals at different rates makes the variation in the form
factor with time q-dependent.
The orbital occupancies aZγ(t) can be calculated by an appropriate sum-
mation the time-dependent state values found by solving the rate equation
(Eq. 4.7). For example the occupancy of the γ = 1s orbital can be calculated as
aZ,γ=1s(t) =
∑
i,j
NZ(i,j)(t)
NZ(i,j)(0)
i, (4.29)
for the case of the 1s orbital, and similarly for j in the case of the 2s and 2p
orbitals.
The form factor shown here should be similar to the tabulated values for
the form factor of neutral carbon for the case assuming no variability in the
occupancy. A comparison between these two values is presented in figure 4.2.2,
the two are seen to be in good agreement.
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Figure 4.5: A comparison of the atomic form factor of carbon using this model to
tabulated values. The dashed line represents this form factor as calculated using the
analysis presented here, and the solid line represents the tabulated values. The two
are in good agreement. For u > 0.4A˚
−1
the form-factor is almost entirely due to
contributions from the 1s orbital density.
The assumption of invariant bound states may be inaccurate in the high-
field, high-flux illumination accessed by XFELs. Violation of this assumption
may not rule out structure determination of molecules, via a scheme presented
later in this chapter (section 4.6).
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4.2.3 Structure factors
A structure factor describes the X-ray scattering properties of a complex
molecule comprised of many atoms. The calculation can be performed by
adding the contributions of the various atoms in the far-field using the shift the-
orem [207], a standard result in Fourier analysis, which, stated briefly, says that
any linear translation of an object is reflected in its Fourier transform via a phase
ramp. This is mathematically expressed as F [f(x+ ∆x)] = e2piiξ∆xF [f(x)] .
The general structure factor for a system of m atoms in a molecule located at
positions Rm, can be written as:
F (q) =
∑
m
fm(q) exp(iq ·Rm) (4.30)
where fm(q) is the atomic form factor of the mth atom. When using the model
described here it is often convenient to separate the atoms into their respective
elements. The molecular structure factor is
F (q) =
∑
Z
∑
mZ
fZ(q) exp(iq ·RmZ ), (4.31)
where mZ is the mth atom of element Z, located at position RmZ , with a
form factor fZ(q). As discussed earlier, the form factor is assumed to be
spherically symmetric, so that q = |q|. This grouping into atomic elements is
the implementation of the ’average atom’ model discussed above.
The structure factor may be made time-dependent by simply replacing the
static atomic form-factors with the time-varying form factor shown in equation
4.28, so that
F (q, t) =
∑
Z
∑
mZ
fZ(q, t) exp(iq ·RmZ ). (4.32)
Here it is assumed that the atomic centres at RmZ are strictly static throughout
the pulse. This is a good assumption if pulses are short enough, that is, less
than 10fs [33].
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4.2.4 Calculating intensity
The intensity resulting from this structure factor is also time-dependent, and
can be written as
I(q, t) =r2e
(
1 + cos θ
2
)
F ∗(q, t)F (q, t)
=r2e
(
1 + cos(θ)
2
) ∑
Z1,Z2
f∗Z1(q, t)fZ2(q, t)
∑
mZ1 ,mZ2
exp
[
iq · (RmZ2 −RmZ1 )
]
.
(4.33)
where re is the classical electron radius, and (1 + cos θ)/2 is a polarisation
factor. The quantities in front are constant for all calculations and will typically
be neglected for notational simplicity. The intensity measured at the detector
must be the time-average of the instantaneous intensities over the life of the
pulse. For a square pulse of duration T we write
I(q) ∝
∑
Z1,Z2
1
T
∫ T
0
f∗Z1(q, t)fZ2(q, t)dt
∑
mZ1 ,mZ2
exp
[
iq · (RmZ2 −RmZ1 )
]
(4.34)
providing intensity expected from a molecule with a time-varying electron den-
sity. An example of the diffraction patterns simulated using this formulation
are shown in figure 4.6. The molecule chosen as a diffraction target is bacteri-
orhodopsin [208], a light harvesting molecule consisting of 2039 non-hydrogen
atoms, including 1391 carbon atoms.
It should be noted that the intensity in equation 4.34 separates the un-
changed structural components of the molecule (the positions of the atoms
RmZ ) from the time-dependent components of the diffraction. Given the aver-
age atom approximation (Eq. 4.28, we now separate these two components
explicitly to yield
I(q) =
∑
Z1,Z2
TZ1(q)AZ1,Z2(q)T
∗
Z2(q), (4.35)
where we define TZ(q) to contain the structural information through the
relation
TZ(q) =
∑
mZ
exp(−iq ·RmZ ) (4.36)
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Figure 4.6: A 2D projection of the simulated far-field diffracted intensity of bac-
teriorhodopsin on a logarithmic scale, calculated according to Eq. 4.35, for the (a)
undamaged and (b) damaged case. The insets (c) and (d) provide a close up of a
region corresponding to ∼ 6A˚ resolution. The change in contrast between damaged
and undamaged cases is evident. The amount of damage corresponds to an incident
fluence of 5× 1012photons/(100nm)2 with a photon energy of 10keV. The edge of the
array corresponds to a resolution of 1.085 A˚.
which is the Fourier transform of a series of Dirac δ-functions centred on the
atomic nuclei of all atoms of species Z. We define AZ1,Z2(q) to contain all the
dynamic information according to:
AZ1,Z2(q) =
1
T
∫ T
0
fZ1(q, t)fZ2(q, t)dt
=
∑
γ1,γ2
1
T
∫ T
0
aZ1,γ1(t)aZ2,γ2(t)fZ1,γ1(q)fZ2,γ2(q) dt, (4.37)
where T represents the lifetime of the pulse. Here we assume that the pulse is
uniform on the interval 0 ≤ t ≤ T and vanishes otherwise.
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4.2.5 Summary of the scattering model
In formulating the expression derived in equation 4.35 certain assumptions
about the electrodynamic processes have been made. These assumptions form
an electrodynamical model of the scattering process and are reiterated here in
concise form.
It is assumed that the positions of the atoms are fixed throughout their
interactions with the X-ray field. This assumption is considered reliable if
the pulse duration is less than ∼ 10fs [33], and rules out any scattering
interaction during the ‘Coulomb explosion’ of the molecule. Consistent with
the classical concept of the equilibrium chemical structure, one may treat the
atomic positions as Dirac δ-functions. Consequently, the contribution of the
positions of atoms in the far-field is expressed as the Fourier transform of
a set of δ-functions centred around the atomic positions, Rm (see equation
4.36). This is readily extended to include vibrational envelopes by replacing
the δ-functions with another associated normalised probability distribution,
provided the characteristic lengths of this distribution are not too large.
It is assumed that the atomic electron densities may be expanded as a
set of orbital occupancies and that the electron densities of the orbitals do
not depend strongly on the degree of ionisation, so that variability in the
electronic state of the molecule through the pulse is expressed in terms of a
time dependent orbital occupancies. Any scatter from single diffuse electrons
is neglected. We also note the high-angle scatter that corresponds to the high-
resolution information in the detector plane is largely dependent on core-shell
electrons [174].
All scattering interactions between the molecule and the X-ray field are
assumed to involve interactions with a superposition of electron densities of
the atoms and are non-localised. The primary inelastic interaction expected
for objects consisting of biological elements at the wavelengths typical of XFEL
illumination and at those required for atomic resolution, is photo-absorption;
Compton scattering is neglected. These absorption interactions are assumed to
be localised; a single photon interacts with a single atom to produce an excited
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state in that atom. The creation of these core-hole states must, therefore, be
stochastic.
The subsequent scattered intensity is the time average of the square of the
form-factor over the length of the pulse (equation 4.34). Comparing to our
definition of partial coherence as time-averaged correlations between electric
fields (§3.3.2) implies the intensity in the detection plane is equivalent to
partially coherent source.
The partially coherent scatter that results from a damage-affected molecule
invalidates the main assumption of CDI, namely coherence of the wavefield
leaving the sample; there is no longer a simple mapping between the detected
intensity and the electron density. However, coherent imaging techniques
are employed regularly with sources of partially coherent light [111, 112],
a description of these is given in §3.3.4. In general, if the spatial coherence
length of the wavefield leaving the object is at least twice as large as the object,
then the field may be considered fully coherent with respect to the object, to
a good approximation [103]. It is evident that in the case of biomolecular
imaging at XFELs, the effect of the illumination is to create disturbances in the
electron density of the molecule, through photoionisation, Auger relaxation
and other events, that are small compared to the size of the molecule. This
induces a coherence length much smaller than the size of the molecule in the
field leaving the molecule. This scattered field must, therefore, be partially
coherent to a level which breaks the coherence approximation. In fact, the field
leaving the object may be considered as a certain type of partially coherent field,
namely one produced by a quasi-homogeneous secondary source [194, §5.3.2],
provided that the likelihood of photoionisation is similar for all elements of
the same species in the molecule.
4.3 The molecule as a secondary source
Furthermore, one can assert that the matrix AZ,Z′(q), previously identified as
containing all the stochastic information, is equivalent to the spatial degree of
coherence for the quasi-homogeneous secondary source. The precise details
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of AZ,Z′(q) may be derived from a detailed electrodynamical model and the
structure determined via the method of Quiney and Nugent [36].
The mutual optical intensity propagated (see §3.3.4) from a molecule with
a time-varying scattering potential into the far-field can be expressed as
J(q1,q2) =
∑
Z1
∑
Z2
TZ1(q1)AZ,Z′(q1, q2)TZ2(q2) (4.38)
where the matrix AZ1,Z2(q1, q2) describes the stochastically averaged time-
variation of the electron density, and qi is the magnitude of the vector qi,
which represents a point in a 3-dimensional diffraction volume. Even if the
source used to illuminate the sample is fully coherent the mutual optical
intensity may exhibit partial coherence as the result of damage. The problem
of propagating partially coherent light fields from entirely static scatterers is,
therefore, completely mathematically analogous to the problem of propagating
fully coherent light fields from dynamic scatterers.
We, therefore, treat the intensity leaving the damaged sample as equivalent
to that of a partially coherent source. It is convenient to write the mutual
optical intensity as a modal expansion after the manner of Wolf [108],
J(q1,q2) =
∑
k
ηkψk(q1)ψ
∗
k(q2) (4.39)
and our diffracted intensity is given by setting q1 = q2, hence
I(q) =
∑
k
ηkψk(q)ψ
∗
k(q). (4.40)
The functions ψk(q) represent mutually incoherent optical modes that satisfy
〈ψj(q)|ψk(q)〉 = δjk where δjk is the Kronecker delta, and ηk represents the
occupancy of the kth mode.
If the scattered light can be described as being emitted from a planar,
secondary, quasi-homogeneous source, then the degree of coherence can be ap-
proximated by a Gaussian function based on a few parameters: the size of the
molecule, the wavelength of illumination, and relative elemental composition.
The degree of coherence measured for any one such object holds for all such
objects within any electrodynamical model based on atomic scattering, pho-
toabsorption and Auger emission and secondary ionisation events determined
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by a mean field model of the molecule-ion potential. The degree of partial
coherence induced by damage can be calculated by estimating the rates of the
physical processes occurring due to the illumination. We propose a simpler
method in which the matrix A is determined from experimental data using a
known structure of a similar size and composition to the target molecule as a
calibrator. The damage-induced partial coherence can then be used to update
an iterative phase recovery algorithm for unknown molecules by rescaling the
intensity to compensate for the effect of damage. This is analogous to using
the known structure of a Young’s double slit to measure the coherence of a
source prior to imaging with partially coherent diffractive methods [109, 111].
We now extend the theoretical framework of Quiney and Nugent [36] to show
how such a measurement could be performed.
4.4 Solving for the modes
Using the modal decomposition of Wolf [108] it should be possible to com-
pletely measure the partially coherent effect on the field induced by damage
effects [109]. This measurement requires the determination of a suitable set
of modal functions, ψk. This section will demonstrate a method for calculate
the form of these modes for the damage-coherence case.
4.4.1 Derivation of the eigenvalue equation
The form of the coherent modes ψk can be solved by making simple assumptions
about the form of the modes and applying Mercer’s theorem [209], which
states that any symmetric non-negative kernel, K, can be expanded in terms
of an orthonormal basis set.
We treat the mutual optical intensity in the plane of the sample, J(r1, r2),
as the symmetric non-negative kernel. Hence we expand the mutual optical
intensity in terms of a set of orthonormal modes, ψk, weighted by modal
occupancy ηk. In terms of the parameters of the electronic structure model,
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the mutual optical intensity is defined as
J(r1, r2) =
∑
Z1γ1,Z2γ2
ρZ1γ1(r1)AZ1γ1,Z2γ2(r1, r2)ρZ2,γ2(r2) (4.41)
where ρZγ(r) is the shell orbital density of an electron in an atom of element
type Z, and ri is the magnitude of the 3-dimensional real space vector ri.
Here the damage matrix, defined in equation 4.37, has been split into orbital
components as AZ1,Z2 =
∑
γ1,γ2
AZ1γ1,Z2γ2 . The orbital is denoted by γ, which
generally takes the values of 1s, 2s or 2p for carbon, nitrogen or oxygen, or
3s or 3p for phosphorous and sulphur. As mentioned in § 4.2.1, we apply
a hydrogenic spherically symmetric approximation to our orbital densities,
therefore the s and p orbitals are indistinguishable in our model.
The expansion of the mutual optical intensity in terms of the modes and
occupancies as∑
Z1γ1,Z2γ2
ρZ1γ1(r1)AZ1γ1,Z2γ2(r1, r2)ρZ2,γ2(r2) =
∑
k
ηjψk(r1)ψk(r2). (4.42)
In this case the modes are real-valued functions. To simplify we multiply both
sides by an arbitrary mode, ψm(r2), and integrate with respect to r2, that is,
∑
Z1γ1,Z2γ2
ρZ1γ1(r1)AZ1γ1,Z2γ2(r1, r2)
∫ ∞
−∞
ρZ2,γ2(r2)ψm(r2) dr2
=
∑
k
ηkψk(r1)
∫ ∞
−∞
ψk(r2)ψm(r2) dr2 (4.43)
Here we enforce the orthonormality of our modes, that is 〈ψj |ψk〉 = δjk, where
δjk is the Kronecker delta, having the property δjk = 1 when j = k and δjk = 0
otherwise. The integral on the right-hand side of Eq. 4.43 must therefore
vanish everywhere except k = m, so that the following expression is obtained:∑
Z1γ1,Z2γ2
ρ(r1)Z1γ1AZ1γ1,Z2γ2
∫ ∞
−∞
ρZ2,γ2(r2)ψm(r2) dr2 = ηmψm(r1). (4.44)
It is convenient to expand the arbitrary mode ψm in terms of a shell orbital
density basis, so that
ψm(r) =
∑
Z3γ3
cmZ3γ3ρZ3γ3(r). (4.45)
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At this point we define the density projection SZ1γ1,Z2γ2 , as
SZ1γ1,Z2γ2 =
∫ ∞
−∞
ρZ1γ1(r)ρZ2γ2(r) dr. (4.46)
This enables us to re-write the integral of the left-hand side of equation 4.43 as∫ ∞
−∞
ρZ2γ2(r2)ψm(r2) dr2 =
∑
Z3γ3
cmZ3γ3SZ2γ2,Z3γ3 . (4.47)
We combine our progress on both sides of equation 4.43, namely the result in
equation 4.44 and 4.47 to yield the expression∑
Z1γ1,Z2γ2
ρZ1γ1(r1)AZ1γ1,Z2γ2
∑
Z3γ3
cmZ3γ3SZ2γ2,Z3γ3 = ηm
∑
Z1γ1
cmZ1γ1ρZ1γ1(r1).
(4.48)
We simplify things further by multiplying both sides of equation 5.38 by an
arbitrary shell density ρZ4γ4(r1), and then integrating the new product with
respect to r1. Grouping the sums on both sides yields the expression∑
Z1γ1,Z2γ2,Z3γ3
SZ4γ4,Z1γ1AZ1γ1,Z2γ2SZ2γ2,Z4γ4c
m
Z3γ3 = ηm
∑
Z1γ1
cmZ1γ1SZ4γ4,Z1γ1 .
(4.49)
Careful examination of this expression reveals that it represents matrix multi-
plication and is more conveniently described by a matrix equation
SAScm = ηmScm, (4.50)
where S is a matrix whose elements consist of the orbital overlap values,
SZ1γ1,Z2γ2 , A is an matrix consisting of the values AZ1γ1,Z2γ2 , the time averaged
shell orbital occupancies. The other elements in the equation, ηm and cm,
represent the modal occupancy and the expansion of the mode in terms of
orbital densities. Expressing the left hand side of equation 4.50 in terms of the
matrix J = SAS, we arrive at the form of the generalised eigenvalue equation,
JC = ηSC, (4.51)
where η is a diagonal matrix whose elements are the modal occupancies and
C is a matrix whose columns are the eigenvectors, or the density expansion
coefficients of the modes. As a majority of calculations involving modes will
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occur in the far field, it is sometimes more convenient to write the orbital den-
sity expansion of the modes in equation 4.45 in terms of its Fourier transform.
This can be easily expressed using the orbital form factors as
ψk(q) =
∑
Zγ
ckZγfZγ(q). (4.52)
When discussing modes based on the diffracted mutual optical intensity in the
space beyond a molecule, it is best to include the structure in the expansion
of the mode in terms of orbital densities. We can therefore also express the
expansion in equation 4.45 as
ψk(r) =
∑
Zγ
ckZγ
∑
mZ
ρZγ(r−RZmZ ) (4.53)
where RZmZ is a vector marking the location of the m
th atom of type Z in the
molecule, which in the far-field is, again, given by its Fourier transform,
ψ˜k(q) =
∑
Z
TZ(q)
∑
γ
ckZγfZγ(q) (4.54)
where TZ is the structure vector discussed in earlier in this chapter. For most
applications in this chapter the form of the mode given in equation 4.54 will
be used.
4.5 Solving the eigenvalue equation
It was shown in the last section the form and occupancy of the modes can be
determined by solving the generalised eigenvalue equation, labelled here as
equation 4.51. Several important conditions must be satisfied when solving the
generalised eigenvalue equation. Solutions of the eigenvalue equation require
that the matrix on the right-hand side, S, must be non-singular, non-negative
definite in order to easily invert the problem via a Cholesky decomposition.
Therefore special care must be taken when choosing the values of S.
4.5.1 Orbital density matrix
If the elements of S have been defined as the integral of orbital densities,
shown in equation 4.46, then an analytical expression for the elements of this
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matrix could be found using expressions for the orbital density calculated in
§ 4.2.1. We start with the expression for the orbital density given in equation
4.15,
ργZ (r) =
(2ζγZ )
2γZ+1
(2γZ)!
r2γZ−2 exp(−2ζγZr) (4.55)
where ζγZ is the reduced nuclear charge experienced by an electron in the
orbital γ of element type Z. This is an empirical number calculated using
Slater’s rules [206]. The rules for calculating ζγZ are discussed more fully in
section 4.2.1. The number γ in this case must refer to a real number, and in fact
corresponds to the principal quantum number of the orbital. The spherically
symmetric approximation discussed earlier (again in § 4.2.1) enables the
spin angular momentum quantum numbers l, and ml to be ignored in this
treatment.
Given our expression for the orbital density above, the elements of S can
be written
SZ1γ1,Z2γ2 =
(2ζγ1)
2γ1+1
(2γ1)!
(2ζγ2)
2γ2+1
(2γ2)!
∫ ∞
0
r2(γ1+γ2)−4 exp(−2(ζγ1 + ζγ2r) dr
(4.56)
This integral is easily calculated using the integral identity
∫∞
0 x
n exp(−αx)dx =
n!/αn+1, obtaining
SZ1γ1,Z2γ2 =
(2ζγ1)
2γ1+1
(2γ1)!
(2ζγ2)
2γ2+1
(2γ2)!
(2γ1 + 2γ2 − 4)!
(2ζγ1 + 2ζγ2)
2γ1+2γ2−3 (4.57)
It is here that certain physical constraints can be applied on the matrix S.
The tight binding approximation is useful in this instance [210, 211]. In its
original form it applied to atomic wavefunctions of materials in crystals, the
approximation assumes that any interaction terms between nearest neighbours
in the crystal can be ignored, that the atomic wavefunctions vanish at distances
corresponding to the nearest neighbour distance. This approximation can be
readily applied to our calculation of orbital densities as follows. The matrix S
involves an integral over different atomic species. We state that no two differing
species can exist on top of one another other, for instance, no nitrogen atom can
exist in the same space as a carbon atom, for fundamental and obvious reasons.
We apply the approximation that electronic wavefunctions do not interact over
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distances longer than the interatomic spacing, and therefore set SZ1γ1,Z2γ2 = 0
when Z1 6= Z2. The values of SZ1γ1,Z2γ2 given this approximation and assuming
a molecule comprising of 1 atom of carbon, nitrogen and oxygen each, is below
in table 4.5.1.
carbon nitrogen oxygen
1s× 1s 5.7 6.7 7.7
1s× 2s/p 0.124464 0.153518 0.182695
2s/p× 1s 0.124464 0.153518 0.182695
2s/p× 2s/p 0.609375 0.73125 0.853125
Table 4.3: The values of the integral SZ1γ1,Z2γ2 for three elements of interest, carbon,
nitrogen and oxygen. It can be seen the value of the terms marking the interaction
between orbital densities is much less than that of the self-interaction terms. This is in
keeping with the inter-orbital tight binding approximation.
A further tight-binding approximation may be made between shell orbital
densities. For the simplification of the calculation we may wish to assume
that the orbital interaction between, say, the 1s and 2s/p orbitals is zero, and
therefore can set let terms of SZ1γ1,Z2γ2 when γ1 6= γ2 vanish. This makes S a
diagonal matrix.
Ensuring orthonormality
We require that our eigenvectors are orthonormal with respect to the density
matrix, S. In many of the standard eigenproblem packages, such as LAPACK or
GSL, the resultant eigenvectors are orthonormal in Euclidean space, but not
in the space defined by the positive definite matrix S, and hence cTk Sck > 1.
Therefore we ensure the S orthonormality by calculating a normalisation
constant N =
√
|cTk Sck| and dividing each element of ck to arrive at a new set
of normalised eigenvectors,
c′k =
ck√
|cTk Sck|
(4.58)
In general it is these re-normalised eigenvectors that will be referred to in this
chapter when discussing the solution of the eigenvalue equation.
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4.5.2 Resultant modes
The eigenvectors that form the expansion of modes in terms of orbital densities
(equation 4.52) have values that represent a normalised occupancy of that
orbital density. Most of the simulations in this chapter will use two test
molecules. The first 3-hydroxypyridine, a heterocyclic molecule with chemical
formula C4N2H3OH. The hydrogen atoms provide negligible scattering, so
this is considered a seven atom molecule, consisting of 3 different elements
of interest. It is used primarily for visualising the modes; the complicated
structure of large proteins makes their modes difficult to represent graphically
with a meaningful resolution. The structure of 3-hydroxypyridine is shown in
figure 4.7.
N
N
C
OH
C
C
C
Figure 4.7: The structure of 3-hydroxypyridine, a heterocyclic molecule used in
simulations. Each line represents a single covalent bond. Hydrogen atoms are not
shown.
The second molecule used in simulations is the protein bacteriorhodopsin,
which has five different constituent elements for the purposes of X-ray scatter-
ing (carbon, nitrogen, oxygen, phosphorous and sulphur). Bacteriorhodopsin is
a large molecule containing 1391 carbon atoms, and average radius ∼ 31.5 A˚.
A schematic of the structure of bacteriorhodopsin is given in figure 4.8.
In the case of 3-hydroxypyridine, the three elements of interest (carbon,
nitrogen and oxygen) have two distinct orbitals given spherical symmetry, the
1s and the 2s/p orbitals. To these two we add a third to account for electrons
lost to the continuum due to photoionisation events. Keeping track of these
electrons ensures the operation from static scatterer to damaged scatterer
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Figure 4.8: Schematic of the structure of the light harvesting molecule bacteri-
orhodopsin. Image from the Protein Data Bank (PDB) [212].
is unitary. The orbital density of the continuum states is set to zero when
calculating diffraction reflecting the negligible contribution of free electrons to
X-ray diffraction.
The primary eigenvector, that is the eigenvector with the largest corre-
sponding eigenvalue or modal occupancy, contains most of the occupancy
information. In the undamaged cases, where we assume the molecule to be
static through out illumination, the entire occupancy information is contained
in the eigenvector, with all the non-primary occupancy numbers being effec-
tively zero. The modes for the undamaged case are displayed in figure 4.9.
The ‘undamaged’ modes have negligible occupancies for all but the primary
mode. In the undamaged case it is therefore fair to say that the primary mode
is a measure of the relative occupancy over the life of the pulse; that decreases
in the value of the density expansion coefficients of the primary mode indicate
decreases in the occupancy of the orbital represented by that coefficient. The
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(a) 1st mode η1 = 100% (b) 2nd mode
η2 = 1.91968× 10−14
(c) 3rd mode
η3 = 5.71235× 10−15
Figure 4.9: The first 3 modes for 3-hydroxypyridine, in the undamaged case, and
their respective occupancies. The occupancies of all modes but the primary one are
effectively zero.
Element, Orbital k = 4 k = 5 k = 6
C, 1s −1.91696× 10−18 −7.71218× 10−19 0
C, 2s/p 8.779× 10−17 3.53191× 10−17 0
C, continuum −0.959701 −0.281023 0
N, 1s 8.92396× 10−17 1.40989× 10−17 0
N, 2s/p 2.51868× 10−16 1.17674× 10−16 0
N, continuum 0.281023 −0.959701 0
O, 1s −1.04119× 10−16 −3.97757× 10−17 0
O, 2s/p −2.93598× 10−16 −7.99599× 10−17 0
O, continuum 0 0 1
Table 4.4: The density expansion coefficients ckZγ of 3-hydroxypyridine in static
calculation for the modes 4,5 and 6. The reason for the zero valued arrays in figure
4.9 becomes apparent, the three modes are dominated by continuum components
which are set to zero density, by definition.
mode itself represents the electron density of the target molecule, the mode
clearly shows increased electron density centred around the nitrogen and
oxygen atoms. Another point of interest when examining the undamaged
modes are the three zero-valued arrays, modes 4, 5, and 6. These modes have
occupancies that are close to machine error (on the order of 10−32). Examining
the expansion coefficient eigenvectors, shown in table 4.4, that form these
three modes reveals the reason behind the zero-value of the array. Those three
particular modes are dominated by the continuum elements of the orbital
density expansion coefficients. The form factor, or orbital density, of these
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coefficients are set to zero by definition; hence the modes resultant from these
expansion coefficients are zero. The fact that these modes have effectively zero
occupancies is thus also explained; the static, undamaged simulations must
have no electrons in the continuum states.
The calculation of the modes for 3-hydroxypyridine illuminated by a uni-
form pulse of fluence 5× 1012photons/(100nm)2 is given below in figure 4.10.
The total intensity is given in figure 4.11.
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(c) 3rd mode η3 = 0.13%
Figure 4.10: The first 3 modes for 3-hydroxypyridine, illuminated by a square pulse
with a fluence of 5× 1012photons/(100nm)2 and their respective occupancies. Pulse
duration was set to 5fs. Most of the information is contained in the primary mode,
however in contrast to the undamaged case (figure 4.9) the occupancies of the 2nd
and 3rd modes are non-negligible.
The density expansion coefficients ckZγ for the first 3 modes of 3-hydroxypyridine
are given below in table 4.5.
One may make a physical interpretation of the modes. The differing rates
of atomic processes for different atomic species leads to a differential change in
the average populations of, say, carbon and oxygen. In the modal analysis this
appears like a polarisation, although there is, of course, no actual electronic
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0.4 Å-1
Figure 4.11: The simulated diffraction from 3-hydroxypyridine illuminated by a
uniform pulse of fluence equal to 5× 1012photons/(100nm)2, pulse duration was set
to 5fs. Intensity is in arbitrary units. Noise was neglected in this simulation. The
simulation corresponds to a resolution of 1.085A˚.
Element, Orbital Static sample Damaged sample
C, 1s 0.118107 0.118316
C, 2s/p 0.236213 0.250516
C, continuum 0.0 0.0107487
N, 1s 0.118107 0.111654
N, 2s/p 0.295266 0.309813
N, continuum 0.0 0.021377
O, 1s 0.118107 0.101932
O, 2s/p 0.35432 0.36367
O, continuum 0 0.0405051
Table 4.5: A comparison of the expansion coefficients of the primary mode of 3-
hydroxypyridine in the case of a static sample (the modes in figure 4.9), and in the
case of a sample illuminated by a square pulse of fluence 7.5× 1021photons/cn2, (the
modes in figure 4.10).
transport involved. This general behaviour is reflected in the modal decompo-
sition of bacteriorhodopsin in which the Z-dependent rates of photoionization
and Auger recombination cause differential depletion of electron density.
Switching back to the case of bacteriorhodopsin there are 12 different
orbitals that must be accounted for given our spherical approximation (2 each
for the case of carbon, nitrogen and oxygen which have a 1s and 2s/p shell,
and 3 each for the case of phosphorous and sulphur which have an additional
3s/p shell). Adding the continuum states brings the total number of orbital to
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17. All our matrices in this problem are therefore 17 × 17 matrices, and the
modes are expanded into 17 different orbital densities. The first 4 out of 17
modal occupancy numbers for bacteriorhodopsin in the undamaged case, are
given below in figure 4.12.
ηk
85756
2.75493× 10−12
1.45916× 10−12
2.420085× 10−13
Figure 4.12: The first four modal occupancies, ηk, for bacteriorhodopsin assuming no
damage during exposure. The entire intensity is captured in the primary mode; other
modes contribute a numerically insignificant amount.
In this case the primary eigenvector for the first three (and most populous)
elements has values given in figure 4.13. It is observed that the element of the
eigenvector corresponding to the 1s shell is identical in all three elements, on
the other hand the element of the eigenvector corresponding to the 2s/p shells
steadily increases as the occupancy of that shell increases with element. It is
also noted that the element corresponding to the continuum is at zero; the
sample is undamaged and no electrons are being lost.
Element, Shell ck=1Zγ
carbon, 1s 0.00695233
carbon, 2s/p 0.0139047
carbon, Continuum 0.0
nitrogen, 1s 0.00695233
nitrogen, 2s/p 0.0173808
nitrogen, Continuum 0.0
oxygen, 1s 0.00695233
oxygen, 2s/p 0.020857
oxygen, Continuum 0.0
Figure 4.13: The primary eigenvector for bacteriorhodopsin assuming no damage
during exposure.
4.6 MEASURING MODES 117
4.6 Measuring modes
The measurement, or characterisation of the damage to a sample given an XFEL
pulse is performed completely by measuring the damage-coherence, the matrix
A. This can be done by measuring the modes, ψk and the modal coefficients,
ηk, that characterise the damage. This section demonstrates this by fitting a set
of modes and occupancies to a measured intensity given a known structure,
the membrane protein bacteriorhodopsin.
4.6.1 Effect of the damage-coherence matrix
Any form of electronic damage will begin with a photoionisation event, and as
discussed in § 4.1.1, the rate of photoionisation is proportional to the photon
flux. Furthermore, the rate of every other process is reliant on the number of
core holes being produced, and hence ultimately the photon flux. Therefore it
becomes a useful shorthand to label each damage scenario by the incident flux
used to create the damage. This shorthand will be used for the remainder of
this chapter.
Before measuring the damage coherence the question should be asked: how
much does the damage-coherence vary as a function of incident illumination?
To answer this the eigenvalue equation was solved repeatedly for photon fluxes
corresponding to a wide window, and all potential XFEL pulses. The minimum
flux tested corresponded to 1× 105ph/fs/(100nm)2 over a 5fs pulse, to a maxi-
mum extent of 1 × 1012ph/fs/(100nm)2 over a 5fs pulse. The very minimum
of this scale corresponds to the undamaged case to a good approximation. At
these photon flux the values of A differ very little from those in the undamaged
case. For example, the first element of A corresponding to the case where
Z1 = Z2 = carbon, and γ1 = γ2 = 1s should equal 4 in the undamaged case.
At the minimal level of flux it equals 3.9997. The known structure used to
calculate this value, bacteriorhodopsin, has 1391 carbon atoms, so this number
corresponds to approximately 120th of a core hole on average over the lifetime
of the pulse. At the greatest extent there is a large amount of damage, with
the values of A are quite small. In this case the first element of A is equal to
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0.133965, corresponding to approximately 809 core holes excited over the life
of the pulse.
Figure 4.14 shows the variation of the time-averaged occupancy of the
carbon orbitals, that is 〈aZγ〉 for Z = carbon and γ = 1s, 2s and 2p for incident
photon fluences over a 5fs pulse.
1×1012 5×1012 2×1013 1×10140.0
0.2
0.4
0.6
0.8
1.0
Figure 4.14: The time-averaged occupancy for the 1s orbital (dashed line) 2s and
2p orbitals (solid line) of carbon for increasing incident photon fluence, and hence
damage. Photon energy was set to 10keV.
As the level of incident photon flux increases we see the values of the
orbital occupancies decay, indicating the damage is affecting the sample. It is
observed that the occupancy of the 1s orbital decreases, corresponding to an
increase in the number of core hole vacancies in carbon for pulses with large
X-ray fluxes. The variability of occupancies and, hence, modes, with incident
flux means one set of modes cannot be used to describe all damage conditions.
This makes impossible a measurement of A by measuring occupancies in the
manner described in [109]. Our measurement of the damage must now include
a determination of both the form and occupancies of the damage modes.
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4.6.2 Trial modes
The measurement of the damage modes will rely on the fact that the each set of
modes forms a complete orthonormal basis set. This property can be ensured
by enforcing the unitarity of the occupancy matrix, A. As mentioned earlier in
section 4.5.2, this can be accomplished by keeping track of all electrons lost
during exposure using continuum states.
Given these conditions, we can expand a single mode that forms part of a
complete description of a damage scenario, ψ0k, as an expansion in terms of a
set of auxiliary, ‘trial’ modes, ψ′m, or
ψ0k =
∑
m
bmψ
′
m (4.59)
where bm are the trial expansion coefficients.
A new expression for the diffracted intensity is therefore obtained by
substituting 4.59 in to 4.40, leaving
I(q) =
∑
k
η0k
∑
mm′
bmb
∗
m′ψ
′
m(q)ψ
∗′
m′(q). (4.60)
This expression should enable the fitting of a measured intensity to any arbi-
trary set of modes.
We require an expression for the occupancy matrix in terms of the trial
modes, ψ′m. To obtain this, we equate to of our expressions (equation 4.35 and
4.40) for the intensity,∑
Z1,Z2
TZ1(q)AZ1,Z2(q)T
∗
Z2(q) =
∑
k
ηkψ
0
k(q)ψ
0∗
k (q) (4.61)
The degree of damage AZ1,Z2(q) as defined in equation 4.37 can be written
in terms of the elements of the matrix of orbital occupancies, AZ1γ1,Z2γ2 , and
orbital form factors fZγ(q), namely,
AZ1,Z2(q) =
∑
γ1,γ2
AZ1γ1,Z2γ2fZ1γ1(q)fZ2γ2(q). (4.62)
Our diffracted intensity becomes
I(q) =
∑
Z1,Z2
TZ1(q)T
∗
Z2(q)
∑
γ1,γ2
AZ1γ1,Z2γ2fZ1γ1(q)fZ2γ2(q). (4.63)
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Expressing our exact modes in terms of an trial basis set (equation 4.59), and
explicitly writing our trial modes as an expansion in terms of an orbital form
factor basis set (equation 4.54) enables the expression in 4.61 to be rewritten
as
∑
Z1,Z2
TZ1(q)TZ2(q)
∑
γ1,γ2
AZ1γ1,Z2γ2fZ1γ1(q)fZ2γ2(q) =
∑
k
ηk
∑
m1,m2
bm1bm2
∑
Z1,Z2
TZ1(q)T
∗
Z2(q)
∑
γ1,γ2
cm1Z1,γ1c
m2
Z2,γ2
fZ1γ1(q)fZ2γ2(q).
(4.64)
By careful inspection of equation 5.38, it can be seen that nearly all terms
cancel, leaving an expression for the elements of A, namely
AZ1γ1,Z2γ2 =
∑
k
∑
b1,b2
ηkbm1bm2c
m1
Z1,γ1
cm2Z2,γ2 . (4.65)
This is the principal result of this section. Equation 4.65 implies that the task of
measuring the occupancy matrix, and hence the damage to a sample, becomes
one of determining the trial coefficients, bm and the modal occupancies, ηk,
given an arbitrary set of trial modes defined by the expansion coefficients cmZ,γ
and a known structure T (q). We therefore endeavour to take a simulated
intensity measurement, and fit these values given our assumed structure and
modes.
4.6.3 Fitting modes to intensities
To efficiently perform a fitting with respect to η and bm we require some
objective function marking the deviation in our fit. Hence
E =
∑
i
(Ii − I0,i)2 (4.66)
where Ii is the i-th pixel in the current guess of the diffracted intensity, and
I0,i is the i-th pixel in the measured diffracted intensity. The objective function
has a quadratic form; for scaling purposes it is often convenient to divide
the deviation calculated above by the number of elements in the diffracted
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intensity, or else take the square root of the deviation. The chief concern is
that the function remains quadratic, such that it has a definite minimum value.
The derivative of this function with respect to both ηk, and bm1 can be
found using the chain rule. As a first step, the partial derivative of the objective
function with respect to guess of the diffracted intensity is given by
∂E
∂Ii
= 2(Ii − I0,i)2 (4.67)
The derivative of the objective function with respect to ηk is therefore given by:
∂E
∂ηk
= 2
∑
i
(Ii − I0,i)×
∑
mm′
bmb
∗
m′ψ
′
m(q)ψ
∗′
m′(q) (4.68)
and the derivative with respect to parameter bm is
∂E
∂bk,m
= 2
∑
i
(Ii − I0,i)× ηkψ′m(q)
∑
m′
bm′ψ
∗′
m′(q) (4.69)
Using this objective function and its derivative allows the use of standard con-
jugate gradient techniques to fit a measured intensity to an arbitrary damage
matrix via a non linear least squares method; for these methods convergence
is defined as determination of the solution to within a tolerable error met-
ric, indeed the presence of noise in these simulations precludes a point-wise
solution.
A note on the method of minimisation
The method used to minimise the objective function given in equation 4.66
was a Polak-Ribiere conjugate gradient method [213]. This method will find
the minimum of functions that approximate the quadratic form, namely
E(x) ∼ c− b · x+ 1
2
xT ·A · x (4.70)
and is used commonly for finding solutions to series of equations of the form
A · x = b. If the function E(x) is perfectly quadratic, then the conjugate
gradient method should converge in N steps, where N is the dimension of
the vector x. Usually the function is not perfectly quadratic and an increasing
number of steps are required. It was found in most fits performed in the next
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section that many steps were required, however most of the error reduction
typically occurred within the first N steps.
Furthermore, most packaged routines require the objective function to be
appropriately scaled, such that the value of the function is of order 1. To this
end most fits in the following section are rescaled by an arbitrary number so
that the deviation satisfies this condition. The actual value of the objective
function is of less importance than the quadratic form, which is implicitly
satisfied by equation 4.66.
4.6.4 Some example fits
As a guide to convergence of the fit we define an additional metric ρ. This is
defined as the ratio of the fitted intensity, I ′, to input simulated intensity I0 as
ρ =
1
N
N∑
i=1
I ′i
I0i
(4.71)
where N is the number of elements in the intensity array.
The first trial example of the fit procedure was initialised as follows: a
diffracted intensity corresponding to an incident flux of 1.5×1011 ph/(100nm)2/fs
was calculated. To fit to this damage-affected intensity, the trial modes, ψ′m(q),
and the initial modal occupancies ηk, were chosen to correspond to an in-
cident flux of 3.0 × 1011 ph/(100nm)2/fs, precisely double the incident flux
used to calculate the intensity distribution. The coefficients bm,k were chosen
such that bm,k = 1 when m = k, and bm,k = 0.01 when m 6= k. Setting the
m = k coefficients to unity, and the cross-terms m 6= k to zero, corresponds
to the ideal scenario where ψ0k(q) = ψ
′
m(q). In other words the trial modes
are indistinguishable from the exact modes. This will generally not be the
case, so it is expedient to set the cross-terms to some small, non-zero number
rather than zero, reflecting their small, yet non-negligible contribution in likely
fits. Initially, this fit began with a average ratio, ρ of 0.976, with standard
deviation, σ, of 0.003. This shows the general decrease in intensity as the
damage is increased. After 600 iterations, the final ratio was ρ = 1.0002 with
σ = 3× 10−5.
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Figure 4.15: The value of the objective function E on a logarithmic scale, for increas-
ing routine iteration for the case of initialisation with double incident flux modes and
occupancies (solid line) and for the case of minimal incident flux mode and occupancy
initialisation (dashed line). The routine performs most of the minimisation within the
first 50 iterations.
A second fit was attempted, this time initialising the procedure using
eigenvectors and modal occupancies corresponding to a minimal amount of
damage, corresponding to an incident flux of 4 × 105 ph/(100nm)2/fs. This
fit started with an initial ratio ρ = 1.6 with σ = 0.5. After 200 iterations the
intensity converged, leaving ρ = 0.9826 with σ = 0.0003. The value of the
objective function with each iteration for both fits is given in Figure 4.15.
It is clear the routine converges even from initial modes and modal oc-
cupancies that belong to damage scenarios far different from that used to
produce the simulated intensity measurement. It performs better when the
initial damage guess is closer, hence accurate measurement of the XFEL flux
and simulation of the likely damage scenario is desirable before fitting.
4.6.5 The recovered matrix of orbital occupancies
To quantify the accuracy of our fitted occupancy we define the metric
dZ1,Z2 =
1
nγ
√∑
γ1γ2
(A′Z1γ1Z2γ2 −A0Z1γ1Z2γ2)2 (4.72)
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where nγ is the number of orbitals, A′ are the fitted elements of the matrix of
occupancies, and A0 are the desired elements of the matrix of occupancies for
the damage scenario corresponding to the measured intensity. This calculations
was performed for cases where Z1 = Z2. The results of this calculation are in
table 4.6.
dinitialZZ (%) d
final
ZZ (%)
carbon 18.904 0.785456
nitrogen 25.63 1.27169
oxygen 29.5424 1.52949
Table 4.6: The percentage deviation (where Z1 = Z2) in the elements of A for three
elements of biological interest, at the start of the fitting routine, and at the end.
The fit with modes and occupancies created with an incident photon flux
exactly four times that used to simulate the intensity enabled the recovery of
the elements A for, say, carbon, nitrogen and oxygen to within ≈ 1% precision.
It is important to recall that the matrix of occupancies completely charac-
terises the time-varying nature of the electron densities. All dynamic informa-
tion during the pulse is encoded in this quantity, and therefore this matrix is
all that is needed to incorporate the damage for an unknown structure. This
experiment is analogous to the measurement of partially coherent wavefields
using known structures – in that case a known structure, typically a Young’s
double slit, is used in conjunction with a measured slit intensity. The difference
between the measured intensity and the intensity expected given full coher-
ence is used to determine the coherence properties of the field. In our case
the difference between our measured intensity and what we expect given no
damage is used to measure the damage properties of the target molecule.
4.7 Recovering cross-sections
The recovery of the damage properties of the illuminated molecule can be
extended to infer an effective photoionisation cross-section for carbon. A
non-linear optimisation technique, similar to that used to fit the modes and
occupancies, is used to fit a cross-section to the elements of A. Given we
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are only interested in the cross-section of carbon, we will neglect most of
the calculated matrix and employ only the 2 × 2 upper left hand corner of
the matrix, precisely those elements corresponding to carbon. We begin by
rewriting our expression for the elements of A, labelled AZ1,γ1,Z2,γ2 , in terms
of the time-varying modal occupancies,
AZ1,γ1,Z2,γ2 =
1
T
fZ1,γ1(q)fZ2,γ2(q)
∫ T
0
aZ1,γ1(t)aZ2,γ2(t) dt. (4.73)
Recall equation 4.29, which gave an expression for the orbital occupancies
aZγ(t) in terms of a summation of the time-dependent state values found by
solving the rate equation (equation 4.7). This expression is given as
aZ,γ=1s(t) =
∑
i,j
NZ(i,j)(t)
NZ(i,j)(0)
i, (4.74)
for the case of the 1s orbital, and similarly for j in the case of the 2s and 2p
orbitals.
This can be extended to the derivatives of aZ,γ=1s(t) with respect to time,
as
daZ,γ=1s(t)
dt
=
1
NZ(i,j)(0)
∑
i,j
dNZ(i,j)(t)
dt
i, (4.75)
again for the 1s orbital and similarly for j in the case of the 2s and 2p orbitals.
Similar to previous sections we define an objective function marking the
difference between our guess of theA using our assumed cross-section, and the
measured A that comes from the fitting of modes and occupancies. Restricting
ourselves to the case of Z1 = Z2 = carbon, we write
E(σph) =
∑
γ1,γ2
[
Aγ1,γ2(σph)−A0γ1,γ2
]2
. (4.76)
Taking the derivative of E with respect to σph requires the use of the chain rule,
and yields
dE
dσph
=
∂E
∂Aγ1,γ2
dAγ1,γ2(σph)
dσph
. (4.77)
The first derivative is trivial, resulting in
∂E
∂Aγ1,γ2
= 2
∑
γ1,γ2
(Aγ1,γ2(σph)−A0γ1,γ2). (4.78)
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The second derivative is slightly more complicated, and can be written as
dAγ1,γ2
dσph
=
1
T
fγ1(q)fγ2(q)
d
dσph
∫ T
0
aZ1,γ1(t)aZ2,γ2(t) dt. (4.79)
To simplify we’ll divide both sides by the product of the form factors and obtain
the quantity A˜Z1,γ1,Z2γ2(q) where
A˜γ1,γ2(q) =
Aγ1,γ2(q)
fγ1(q)fγ2(q)
. (4.80)
The derivative in equation 4.81 then becomes
dA˜γ1,γ2
dσph
=
1
T
d
dσph
∫ T
0
aZ1,γ1(t)aZ2,γ2(t) dt. (4.81)
Here we make the assumption that the photoionisation cross-section re-
mains largely constant with respect to time, and, therefore, we can move the
derivative inside the integral and write
dA˜γ1,γ2
dσph
=
1
T
∫ T
0
d
dσph
[aγ1(t)aγ2(t)] dt. (4.82)
The derivative inside the integral can be expanded using the product rule as
follows
d
dσph
[aγ1(t)aγ2(t)] = aγ1(t)
daγ2(t)
dσph
+ aγ2(t)
daγ1(t)
dσph
. (4.83)
To proceed further, recall that the photoionisation cross-section, specifically
the cross-section as used in calculating the occupancies according to equations
4.74 and 4.75, is specific to the element Z and the orbital γ. Therefore we can
rewrite the integral in equation 4.82 as
1
T
∫ T
0
d
dσγ1
[aγ1(t)aγ2(t)] dt =
1
T
∫ T
0
aγ1(t)
daγ2(t)
dσγ1
+ aγ2(t)
daγ1(t)
dσγ1
dt. (4.84)
We seek to numerically solve this integral. One method is to solve a related
differential equation, namely the equation
d
dt
dA˜γ1,γ2(q)
dσγ1
= aγ1(t)
daγ2(t)
dσγ1
+ aγ2(t)
daγ1(t)
dσγ1
(4.85)
over the interval 0 ≤ t ≤ T with the initial condition
dA˜γ1,γ2(q)
dσγ1
∣∣∣
t=0
= 0. (4.86)
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The solution of this equation at t = T will, therefore, be equal to the value of
the integral.
Much like in §4.2 not only is it required to calculate aγ1(t) over the length
of the pulse, but also its derivative with respect to the rate. In order to solve
for this rate-derivative we must find its time-derivative. Using the expression
given in equation 4.29 for the occupancy in terms of the rate, this derivative
can expressed as follows
d
dt
daγ1(t)
dσγ1
=
d
dσγ1
daγ1(t)
dt
(4.87)
=
d
dσγ1
 1NZ(i,j)(0)
∑
i,j
dNZ(i,j)(t)
dt
i
 , (4.88)
where the expression for the derivative of the occupancy of the 1s orbital with
respect to time (equation 4.75) has also been substituted. The procedure for
the 2s and 2p shells is similar. To proceed further we need the derivative of
the number of atoms in each state with respect to the cross-section. For the
example of the 1s with no core holes, this calculation is given as
d
dσγ1
dNZ(i=2,j)(t)
dt
=
d
dσγ1
[
−nph(t)NZ(i=2,j)(t)σγ1
]
= −nph(t)NZ(i=2,j)(t). (4.89)
where nph represents the photon flux. Setting i = 2 includes all atoms of type
Z with a complete inner shell. It should be noted that the photon flux nph is a
time-dependent quantity, meaning the recovery of the cross-section requires an
accurate measurement of the incident flux that interacted with the molecule.
Such measurements are now possible at XFEL facilities.
The route for determination of the derivative of the objective function is
now clear, the calculation of the derivative of A˜γ1,γ2(q) requires the integration
of its time derivative. This can be done using a standard fourth-order Runge-
Kutta integrator, but requires knowledge of both aγ1(t) and its derivative with
respect to the cross section at each timestep of the routine. Like the approach
used in §4.2, we solve the two problems simultaneously using a set of coupled
linear equations.
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The algorithm for determining the cross-section can now be expressed
succinctly as
1. Begin by fitting the modes to the measured intensity via the technique
described in §4.6.5. This forms the measured value for Aγ1,γ2(q).
2. Make an initial guess of the cross-section, and maximum and minimum
bounds.
3. Numerically integrate assuming the guessed cross-section to find a value
for the occupancies over time, and hence Aγ1,γ2(q). This enables the
calculation of the objective function, E(σph).
4. Numerically integrate assuming the guessed cross-section to find the val-
ues for the derivatives of the occupancies with respect to the cross-section,
and then calculate dAγ1,γ2(q)/dσph. The derivative of the objective func-
tion can now be calculated.
5. Use the objective function and its derivative to take a step towards
minimisation, obtaining a new value for σph.
6. Proceed to step 2 using the new value for the cross-section and repeat
until convergence.
Fitting our photo-absorption cross sections in this way yields a value of
2.09± 0.09cm2/g when the modal fit for Aγ1,γ2(q) is initialised assuming pulse
fluences two orders of magnitude less than that used to calculate the intensity,
and a value of 2.03± 0.07cm2/g when the modal fit for Aγ1,γ2(q) is initialised
assuming pulse fluences one order of magnitude less than that used to calculate
the intensity. This compares favourably with the value used in initial simu-
lations of 2.06cm2/g at 10keV incident photon energy taken from the tables
of Henke et al. [201]. The uncertainty of the fitted value may be reduced by
collecting more signal in diffraction regions corresponding to atomic resolution;
these fits were performed assuming the ability to measure 10 photons out to
atomic resolution. In these simulations Auger rates were assumed, however it
should be possible to expand the fit to measure them as well.
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4.7.1 Discussion
The illumination required for the determination of single biomolecules from
X-ray diffraction data must be highly intense, indeed, the illumination must
be more intense than currently available at XFEL sources. This level of inten-
sity must effect the diffraction data through the electronic damage processes
described earlier in this chapter. At the current time there exists a significant
amount of debate in the community about the type of processes that can be
expected, and the significance each individual process will have over the life-
time of an XFEL pulse. This speculation is due to to the novelty of this kind
of illumination; this novelty arises from both the unprecedented strength of
field, and its location in the hard X-ray region of the spectrum. It is, therefore,
difficult to predict with absolute confidence what will happen when a single
molecule is dropped in to an XFEL beam bright enough to image it. What can
be predicted, however, is that some form of damage process will occur and it
must be compensated for if an accurate structural picture of the molecule is to
be obtained.
The recovery of the damage-coherence properties of the illumination, em-
bodied by the recovery of the matrix A, is, therefore, a critical component of
the determination of structures using XFEL pulses. This matrix encapsulates all
the information detailing the damage processes occurring during the illumina-
tion of the molecule, which can then be used to recover unknown structures
without reference to any particular electrodynamical damage model. All that
is required to recover the damage matrix is a diffraction measurement of a
known molecule, of similar elemental composition and molecular weight as
the unknown molecule, and exposed under similar experimental conditions.
No further assumptions about the nature and significance of the electronic
processes need be made, indeed, the recovery of the photoionsiation cross
section from the matrix A demonstrates that this measurement of the damage-
coherence can test assumptions made in the construction of these models. It is
this transferability of this damage measurement which makes this technique
useful for potential single molecule structure recovery at an XFEL.
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4.8 Summary
It has been suggested that the problem of damage to the sample from intense
XFEL illumination adversely affecting diffraction data is of no consequence, or
else is otherwise controllable by the use of physical tampers [177] or a simple
rescaling based on the number of electrons in the system. None of these sugges-
tions address, however, the underlying dynamical processes or the electronic
state-dependence of the scattering processes. Quiney and Nugent [36] have
suggested a simple scheme that accommodates dynamical processes into the
scattering model by considering a partially coherent treatment of the diffrac-
tion data and physically motivated assumptions about the dominant effects
of atomic rate constants. Here we have proposed a measurement scheme to
remove the reliance on detailed simulation of the molecular electrodynam-
ics; a precise knowledge of the electronic processes is no longer necessary
to recover structures and is replaced by a recalibration using experimentally
ascertained scattering information. The formalism presented here also suggests
the possibility of probing the physics of exotic phenomena in the high-field,
high-frequency space accessed by XFEL illumination through the ability to
measure parameters such as photo-absorption cross-sections and Auger rates.
Recovering structures from
damage-affected
measurements
5
A key aim in the science case for the development of an X-ray Free Electron
laser was the potential to perform structure determination on non-crystalline
samples, especially biological samples, with a resolution approaching the inter-
atomic distances. A key hurdle to overcome is the effect of dynamic electronic
states mid-illumination on the quality of diffraction data. In Chapter 4 the
problem of calculating damage-affected diffraction patterns was presented,
and the effect of damage on diffraction data discussed. It was shown that
the interaction between the illumination and the sample adversely affects
the high-angle information that corresponds to the high resolution informa-
tion, however it is possible to measure the influence of damage using optical
coherence theory.
In this Chapter the inverse problem is discussed and presented. First, we
show early methods and attempts to determine the structure of biomolecules
using simulated intensities based on recovering the electron density of the
sample. While these attempts are successful in the limit of no damage effect,
the recovery becomes increasingly difficult with increasing damage.
Second, attempts at a least squares structure refinement routine are pre-
sented. This routine was developed as an early method to extract as much
information from low-resolution diffraction patterns as possible. It is shown to
be largely unsuccessful, even when the routine starts sufficiently close to the
correct solution.
Third, a procedure and method for directly determining the structure of
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a biomolecule will be presented. This procedure, adapted from the paper
by Quiney and Nugent [36], forms the basis for the structure determination
presented in this thesis. Efforts at reconstructions, for differing levels of damage
and in the presence of noise and without noise, are presented.
In most of the simulations presented here, the ‘orientation problem’ is
considered solved. This is the problem of reordering and classifying diffraction
data according to angle in order to obtain a full three-dimensional diffraction
volume. Elegant solutions to this problem can be found in Fung et al. [149] or
Loh and Elser [5].
5.1 Recovering electron densities
The earliest work performed on recovering structures from damage-affected
diffraction was based around recovery of the molecular electron density. The
electron density is the source of X-ray scatter, as discussed earlier, and is the
traditional target of crystallographers. It was assumed that damage to the
electron density during scatter would lead to ‘noisy’ reconstructions, or low
resolution estimations of the electron density. This was due to the preferential
effect of increasing core-holes has on high-angle scatter. As discussed earlier,
XFEL illumination introduces core-holes into the molecule (calculated in §4.2
for carbon). This preferentially effects the high-angle information, as that
scatter primarily originates from core electrons (see § 4.2.2 for a full treatment
of the scattering from electronically dynamic samples).
A note on implementation
All calculations and imaging processing performed in this chapter were done
using the C programming language [200], and unless otherwise stated, were
coded and implemented by the author.
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5.1.1 Iterative procedure
Recall from § 3.2.1 that the phase of the complex scattered wavefield may be
recovered through an iterative procedure first developed by Gerchberg and
Saxton [2] and refined by Fienup [57]. In the simplest form of error reduction
(ER), (see § 3.2.1), we update the guess of the wavefield propagating between
the plane of the sample and the plane of the detector, and successively apply
constraints in both planes. The most common constraint in the object plane
is termed the support constraint, where we assume the object has some finite
size; this allows the wavefield to be set to zero in regions not occupied by the
object. Recall from § 3.2.1 that the error reduction algorithm can be described
as updating a complex wavefield, ψk(x), in the plane of the sample by
ψk+1(x) =

Pˆmψk(x) if x ∈ S,
0 otherwise,
(5.1)
where Pˆm is the modulus constraint and can be expressed as
Pˆm = F−1PmF , (5.2)
and where Pm is the equivalent operation in Fourier space, defined as
Pmψ˜k(k) = |F (k)| exp(iφk). (5.3)
The key feature is the replacement of the amplitude of the wavefield of the
kth iterate with the measured amplitudes, which are the square root of the
intensities, namely
|F (q)| =
√
I(q). (5.4)
It is clear that the measured intensity under the illumination provided by an
XFEL will not match the electron density of the object at time t = 0, due to pho-
toionisation induced physical processes. We cannot assume that the measured
intensity will correspond to the electron density via a Fourier transform map-
ping; it was discussed in Chapter 4 that the coherent assumption inherent to
diffractive imaging breaks down under these illumination conditions. However,
it may be possible to ‘adjust’ the intensity to undo the effect of damage.
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To undo the effect of damage, and solve for the undamaged electron
density, we must now make an adjustment to the iterative procedure. The
assumptions made in the formulation of our time-dependent form factor (see
§4.2.2), namely the ‘average atom’ model, and the independence of the orbital
form factors to illumination conditions, allow us to introduce a q-dependent
scaling factor to our measured intensity. Rescaling intensities to compensate
for damage has been mentioned before [177], however it is the differential
depletion of orbital occupancies under the assumptions discussed in § 4.2.2
that imply a scaling factor that must vary with diffraction angle.
We now seek to determine an expression for this scaling factor, and incor-
porate it into our structure recovery scheme.
Given the assumptions discussed above we define a function, C(q) which
will rescale our intensities to account for damage. If we recall the intensity
from a structure may be defined as
I(q) =
∑
Z1,Z2
TZ1(q)AZ1,Z2(q)T
∗
Z2(q). (5.5)
Given the definition of the structure vector as TZ(q) =
∑
mZ
exp(−iq ·RmZ ),
then we may write the intensity as
I(q) =
∑
Z1,Z2
TZ1(q)AZ1,Z2(q)T
∗
Z2(q)
=
∑
Z1,Z2
AZ1,Z2
∑
mZ1 ,mZ2
exp
[
−iq ·
(
RmZ1 −RmZ2
)]
, (5.6)
then the scaling factor can be defined as
C(q) =
∑
Z1,Z2
AundamagedZ1,Z2 (q)GZ1,Z2(q)∑
Z1,Z2
AdamagedZ1,Z2 (q)GZ1,Z2(q)
, (5.7)
where GZ1,Z2(q) represents the multiplication TZ1(q)T
∗
Z2
(q), that is
GZ1,Z2(q) = TZ1(q)T
∗
Z2(q) =
∑
mZ1 ,mZ2
exp
[
iq · (RmZ2 −RmZ1 )
]
. (5.8)
By examining this function we can see that a large separation RmZ2 −RmZ1 be-
tween two individual atoms in the molecule yields a rapidly oscillating element.
In the sum over all pairs of atoms these rapidly oscillating elements ‘wash out’;
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the contribution of close pairs of atoms form the more important contribu-
tion compared to more distant atoms in the molecule. These contributions
approximate to a Gaussian distribution, hence we make the approximation
that GZ1,Z2(q) is
GZ1,Z2(q) ∼ NZ1NZ2 exp(−µq2). (5.9)
This function represents a ‘guess’ of the structure of the molecule, with µ being
chosen to accommodate the spacing of nearest neighbours that form the largest
contribution. This is shown in figure 5.1.
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Figure 5.1: A plot of the structure vector, TZ1(q)T ∗Z2(q) for bacteriorhodopsin along
qz = 0. The blue points represent the explicit calculation according equation 5.8. The
red line represents a Gaussian fit (equation 5.9), with µ = 63.42A˚
2
. The two are seen
to be in good agreement.
Our new modulus constraint then becomes
|F ′(q)| =
√
C(q)I(q) (5.10)
where C(q) should preferentially rescale the high q components of the mea-
sured intensity preferentially degraded by the high-flux illumination.
Various additional real space constraints were applied in addition to the
support constraint. These generally involved asserting the electron density be
real-valued, and positive in the object plane.
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5.1.2 Results
In order to keep track of the accuracy of the reconstruction an error metric is
defined as
Ek =
∑
i
[|ψk,i(q)| − √Ii]∑
i Ii
(5.11)
where k refers to the iteration, ψk,i(q) is the i-th pixel of the current guess of
the amplitude of the wavefield in the detector plane, and Ii is the i-th pixel
of the simulated intensity. This metric is calculated at each iteration. When
the error drops below an acceptable margin we consider the routine to have
converged.
Undamaged
As a preliminary test of the code, some reconstructions on ‘undamaged’ intensi-
ties were performed. The intensity was simulated using equation 5.5 for the
molecule bacteriorhodopsin [208], which consists of 1391 carbons atoms, 267
nitrogen atoms, 368 oxygen atoms, 9 sulphur atoms and 4 phosphorous atoms.
For these simulations the effect of hydrogen on X-ray scatter was considered
negligible.
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Figure 5.2: A 2D projection of the field at the detector scattered from bacteri-
orhodopsin for the case of no damage, and with no noise. The illumination was
assumed to be constant through exposure, i.e. a ’flat-top’ pulse. The intensity scale
is relative, and can be converted to physically meaningful units by scaling by the
factor I0N2e r
2
e , where I0 incident photon flux, Ne the total number of electrons in the
molecule, and re is the classical electron radius.
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The method for calculating the intensity was as follows,
1. For a specific atomic species, say carbon, bin all the atoms of the molecule
of that species in a three dimensional array according to position. The
resolution of this array was set to 1.4 A˚ — this number was held constant
throughout all simulations in this section. This number was chosen as it
lies in between the average lengths of a single and double carbon-carbon
bond ( 1.54 and 1.34 A˚ respectively ), and was therefore considered small
enough for atomic resolution.
2. Perform a fast Fourier transform on the binned position array. This creates
an array that approximates TZ(q).
3. Multiply that array by the form factor for the appropriate element. At
this step any damage processes may be incorporated by using a time
averaged form factor for that element, calculated via the method outlined
in § 4.2.2.
4. Repeat from step 1 for all atomic species present in the molecule. Sum-
ming all these arrays yields the time-averaged structure factor for both
undamaged and damaged cases, depending on the type of form factor
used in step 3.
5. Multiply this structure factor array by its complex conjugate to yield the
intensity.
The maximum size of the intensity array in pixels was kept very small
when computing with full three dimensional diffraction volumes. This was in
order to save computation time; iterative Gerchberg-Saxton-Fienup algorithms
can require many Fourier transforms, and although the fast Fourier transform
algorithm is very efficient with a computation time of order N logN for arrays
of N pixels, increasing the dimensionality of the array from two to three
results in vastly increased computation time. Furthermore, many of these
simulations were performed using desktop computation facilities which, for a
32 bit processor, has a general limit of just over 3 gigabytes in memory. Under
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these conditions storing and operating on large three dimensional arrays of
double precision floating point complex numbers during phase reconstruction
becomes problematic. Array sizes were, therefore, kept to 128 × 128 × 128
pixels, corresponding to approximately 33 megabytes per array.
In order to determine how successful phase recovery attempts were, the
correct electron density of the molecule was the calculated by taking the inverse
Fourier transform of the time-averaged structure factor (calculated in step 4
above). Any errors in the estimate of the electron density of the molecule are
present due to artefacts from the initial binning in step 1 of the above routine.
Regardless, it is the correct solution of the phase recovery as initialised. An
example of this initial electron density is shown in figure 5.3
450
Electron density (e  / Å  ) - 2
2 nm
Figure 5.3: The correct electron density of the molecule bacteriorhodopsin as calcu-
lated according to the method outlined above in projection. Each pixel is a square
1.4A˚ in width.
Once an intensity was calculated, an attempt at reconstructing the phase
could commence. The real-space support constraint was chosen to be large
enough to encompass the whole molecule, yet small enough to satisfy the
oversampling condition. Recall the oversampling condition requires a region of
the support at of a width of at least N/2 per dimension, where N is the width
of that dimension in pixels. This puts a maximum size on the support in these
simulations of 89.6 A˚. The support was usually chosen to be a sphere of radius
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r < 44.8 A˚. The maximum radius of the molecule bacteriorhodopsin is 31.25 A˚,
so this left some room for increasing or decreasing the size of the support to
suit reconstruction.
An initial trial was performed using a support constraint that closely
matched the initial density calculation, that is, S was the region anywhere
that ρ 6= 0. The result of this simulation is shown below in figure 5.4. It can
be seen from inspection that the two densities match exactly. The result was
completed within 50 iterations from a initial randomised phase guess in the
detector plane.
(a) Recovered electron density after 50
iterations.
(b) Correct electron density.
Figure 5.4: The recovered (a) and correct (b) electron densities for bacteriorhodopsin
using a close support. The phase was initialised using a random distribution. The
density was recovered after 50 iterations of the error reduction algorithm.
For the undamaged case the electron density was recovered to a tolerable
degree of error within 500 iterations using the error reduction method. The
support was a sphere with a radius of 31.5 A˚, the electron densities were made
to be positive and real valued numbers after every iteration. The recovered
density is shown in figure 5.5.
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(a) Recovered electron density after 50
iterations.
(b) Correct electron density.
Figure 5.5: The recovered (a) and correct (b) electron densities for bacteriorhodopsin
using a 31.5 A˚ support, for an intensity unaffected by damage. The phase was
initialised using a random distribution. The density was recovered after 500 iterations
of the error-reduction algorithm.
Damaged
Reconstructions initialised with simulated damage-affected intensities required
much more care to recover the density to desired accuracy. The amount of
damage corresponded to a square wave with pulse fluence of 1000J/cm2 with
a photon energy of 10keV. The intensity was calculated up to a resolution of
1.5A˚. A slight variant on the standard CDI iterative algorithm was used, namely
the difference map [69]. The iterative procedure was initialised with random
phases in the detector plane. Constraints applied in the plane of the molecule
included positivity, that is enforcing the estimate of the electron density to be a
positive quantity, and ensuring real numbers. The support was spherical, with
a radius of 34.5A˚. The routine converged in 1500 iterations, a comparison of
a projection of the final electron density achieved, and the correct electron
density is given in figure 5.6.
It was shown that electron densities could be recovered to a high degree of
accuracy in spite of damage. The next question is how to appropriately fit a
molecular structure to an electron density. An attempt at modelling or refining
a molecular structure given an appropriate initial guess is given below.
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(a) Recovered electron density after
1500 iterations.
(b) Correct electron density.
Figure 5.6: The recovered (a) and correct (b) electron densities for bacteriorhodopsin
illuminated with a 1000J/cm2 pulse. The phase was initialised using a random
distribution. Support constraint had a radius of 34.5A˚. The density was recovered
after 1500 iterations of the difference map algorithm.
5.2 Structure refinement by least squares fitting
Confident in the ability to recover an approximate electron density from
damage-affected diffraction patterns, we attempted to determine a method
for recovering structures directly given an electron density, or alternatively
its intensity. Here we make the distinction between a molecule’s structure,
that is, the type and locations of its constituent atoms, and its electron density,
which is related to the structure but may vary due to the interactions with the
illuminating X-ray field. The first attempt at recovering structures was to utilise
a least-squares fitting method.
5.2.1 Methods
It was thought that perhaps a non-linear least-squares optimisation scheme
could be employed to recover the structure of the molecule from the intensity.
Let’s assume we have successfully recovered an undamaged electron density
from the damage-affected intensity by the method described above in §5.1. If
we can use that electron density to take some initial guess of the structure, then
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perhaps we can fit a model of the true structure to a damage-affected intensity.
This would be a model ‘refinement’ scheme, a method for moving from an
electron density to a molecular structure. Our attempt at structure refinement
will use methods similar to those used in Chapter 4, but now solving for atomic
positions.
Proposed single molecule experiments at XFELs are all based on measuring
a very large number of molecules falling into an illuminating X-ray field. These
molecules are free to fall in any random orientation.Methods for recovering the
orientation of these molecules with respect to some global shared orientation
exist [149, 5] and we assume, therefore, that we know the angle of the
molecule with respect to some global axis, at the time of its illumination.
However, our structure refinement method will need to this known angle into
account. Here we label the three dimensional orientation with respect to this
axis by the symbol, Ω ≡ (α, β, γ). Here, α, β, and γ refer to the three Euler
angles, which characterise three dimensional rotations. A schematic is given in
figure 5.7.
We define the objective function, E(X), using the difference in intensities
expected from an estimate of the structure and the ‘true’ t = 0 structure of our
molecule,
E(X) =
∑
Ω
EΩ(XΩ)
=
∑
Ω
∑
j
(IΩ,j(XΩ)− I0Ω,j)2, (5.12)
where X is a vector denoting the positions of every atom in the molecule for
each orientation, that is X ≡ {X1,X2, ...,XΩ}. The function EΩ(X) is the error
for each orientation, which is equal to the square of the difference between
the intensity corresponding to the guess of atomic coordinates IΩ(XΩ) and the
measured intensity at that orientation, I0Ω. Each intensity consists of J pixels,
so the objective function includes a sum over j.
The vectors XΩ are the set of positions at each orientation, or
XΩ ≡
{
rΩ1 , r
Ω
2 , ..., r
Ω
n
}
. (5.13)
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Figure 5.7: A schematic of the falling molecule experiment, the angle Ω is depicted
here as some rotation from the global axis of the molecule.
where RΩk is a vector containing the Cartesian coordinates of the k
th atom in
the molecule at an orientation, Ω, that is
rΩk ≡
{
xΩk , y
Ω
k , z
Ω
k
}
. (5.14)
Minimising E with respect to the atomic positions enclosed in X should
provide a description of the structure of the molecule.
A note on orientations and Euler angles
We define our orientations using the set of Euler angles, (α, β, γ). Rotations
may be performed using the Euler angles by multiplying the coordinate vector
rωk by the matrix product Rz(γ)Rx(β)Ry(α), that is
rΩ=αβγk = Rz(γ)Rx(β)Ry(α)r
Ω=000
k (5.15)
where Rz, Rx and Ry are three dimensional rotation matrices around the z, x
or y axes respectively.
5.2.2 Domain of validity
Restricting ourselves initially to one orientation, we seek a numerical solution
for the case of EΩ(XΩ). For notational ease we will neglect the subscript Ω
in this section, however we are still referring to one single orientation. Say
we wish to slightly change our coordinates to obtain a better guess for the
minimum in error, then using standard numerical methods we may write
E(X+ dX) = E(X) +∇E(X) · dX+ 1
2
dXTHdX. (5.16)
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If we assume a parabolic form to the error metric then we may write
E(X+ dX) = 1
2
∑
kk′
(rk − r0k)Hkk′(rk′ − r0k′). (5.17)
The matrix H is a (3N × 3N) matrix, where N is the number of atoms. Compu-
tation of this matrix may be computationally prohibitive, therefore we seek an
alternative method of optimisation requiring the calculation of the derivative
of the error function.
5.2.3 Finding the derivative
We seek the derivative of one orientation component of the total error with
respect to the coordinates of each individual atom in the molecule, that is
∂EΩ(XΩ)
∂XΩ
=
{
∂EΩ(XΩ)
∂rΩk=1
,
∂EΩ(XΩ)
∂rΩk=2
, ... ,
∂EΩ(XΩ)
∂rΩk=N
}
, (5.18)
where
∂EΩ(XΩ)
∂rΩk
=
{
∂EΩ(XΩ)
∂xΩk
,
∂EΩ(XΩ)
∂yΩk
,
∂EΩ(XΩ)
∂zΩk
}
. (5.19)
This problem, therefore, reduces to finding the derivative with respect to
each of the individual components of the N atomic positions. The form of the
derivative should be similar for each individual component xΩk , y
Ω
k or z
Ω
k . We
begin with the x-component. This derivative has the form
∂EΩ
∂xΩk
= 2
∑
j
(Ij(x
Ω
k )− I0j )
∂Ij
∂xΩk
. (5.20)
We must now determine the derivative of the intensity in the far field for a
particular orientation. Recall the expression for the intensity in the far-field
due to a molecule in the presence of damage derived in § 4.2.3,
I(q) =
∑
Z1,Z2
TZ1(q)AZ1,Z2(q)T
∗
Z2(q), (5.21)
where TZ(q) =
∑
k exp(−iq · RZk ). Note that the matrix AZ1,Z2(q) has no
dependence on the atomic positions.
We will rewrite the expression for the intensity as
IΩ(q) =
∑
Z1
TZ1(q)
∑
Z2
AZ1,Z2(q)T
∗
Z2(q). (5.22)
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The derivative can be quickly computed using the product rule,
∂IΩ(q)
∂xΩk
=
∂TZ1(q)
∂xΩk
∑
Z2
AZ1,Z2(q)T
∗
Z2(q) +
∂T ∗Z2(q)
∂xΩk
∑
Z1
AZ1,Z2(q)TZ1(q).
(5.23)
This simplifies to
∂IΩ(q)
∂xΩk
= 2Re
∑
Z2
∂TZ1(q)
∂xΩk
AZ1,Z2(q)T
∗
Z2(q)
 , (5.24)
where Re signifies the real component, ensuring the derivative of the the
real-valued intensity is also real.
Given the definition of TZ(q) described above, the partial derivative of TZ
with respect to a single component of an atomic position can be seen to be, for
example,
∂TZ1(q)
∂xΩk
= −iqx exp(−iq · rk) (5.25)
and therefore our derivative in equation 5.24 becomes
∂IΩ(q)
∂xΩk
= 2Re
−iqx exp(−iq · rk)∑
Z2
AZ1,Z2(q)T
∗
Z2(q)
 (5.26)
and the full expression for the derivative of the objective function (equation
5.20) becomes
∂EΩ
xΩk
= 4Re
∑
j
−iqjx exp(−iqj · rk)
∑
Z2
AjZ1,Z2(q)T
∗
Z2,j(q)(Ij(x
Ω
k )− I0j )
 .
(5.27)
For convenience we will define a function WZ1,j such that
WZ1,j =
∑
Z2
AjZ1,Z2(q)T
∗
Z2,j(q)(Ij(x
Ω
k )− I0j ) (5.28)
so that equation 5.27 becomes
∂EΩ
∂xΩk
= 4Re
∑
j
−iqjxWZ1,j exp(−iqj · rk)
 . (5.29)
This expression is difficult to compute, unless we recognise that the sum
weighted by the complex exponential is a discrete Fourier transform. Hence
we arrive at the final expression for the derivative,
∂EΩ
∂xΩk
= 4Re
{F [−iqxWZ1 ]}. (5.30)
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The function WZ1 is independent of the component x
Ω
k , so the calculation of
the partial derivative with respect to the other cardinal directions amounts to
choosing between reciprocal space components qx, qy or qz you desire. The
derivative itself is easily calculated using the fast-Fourier transform algorithm.
5.2.4 An example
Choice of orientations
To recover structures to atomic resolution a very large set set of Euler orienta-
tions is required. For preliminary proof-of-principle simulations, a small subset
of possible orientations was chosen for ease of computation. This choice was
based on several considerations. Firstly, we wished to limit the size of the set
in order to enable fast computation. Secondly, we wished to ensure as much
complete information about the molecule as possible. A good set of angles can
be found using Gaussian quadrature over a sphere [214]. This technique was
developed to determine the minimum set of orientational samples required
to construct an accurate spherical average. In these schemes it can be shown
that, for objects that are symmetric along one of the three Euler angles, the
set of two angles required to provide an accurate average may be calculated
using the vertices of a three-dimensional polyhedron [215]. This was later
extended to three-dimensional sets of angles, in that case requiring the use of
four-dimensional polytopes [216]. It was the set of 60 angles in ref. [216] that
were originally used for the simulations.
It should be noted that the set of 60 angles is insufficient for atomic resolu-
tion diffraction microscopy. It is estimated that on the order of 105 orientations
are required in order to obtain structure to atomic resolution [149].
Results
For testing this routine we simulated using a small molecule, d-glyceraldehyde
(shown in figure 5.8). Random error was introduced into the atomic positions
of this molecule, with a standard deviation of 0.2 A˚. The objective function
was then minimised to try to recover the original, unperturbed positions. The
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minimisation was performed using standard conjugate gradient methods [213].
A drawback of this routine is the computation time. Increasing the number of
orientations available to the routine increased the computation time signifi-
cantly. For a 60 orientation set displayed each iteration took approximately 6
minutes on a desktop computer. This computation time increased to 10 minutes
per iteration if the orientation set was expanded to include 180 orientations.
Obviously the large numbers of orientations required for full three dimensional
atomic resolution structure refinement yields this method rather unwieldy.
Figure 5.8: D-glyceraldehyde, a molecule used for simulations.
Unfortunately the routine failed to converge, typically spending many itera-
tions searching for an appropriate minimum only to settle on the perturbed
positions given as input. A reason for this failure may be the use of two dimen-
sional diffraction spaces, rather than three-dimensional diffraction volumes,
resulting in an inability to distinguish the third cardinal direction. Increasing
the size of orientation sets and moving to three dimensional volumes may
overcome this, but the computation requirements become prohibitive. Fur-
thermore the method presented here is very similar in style to crystallographic
model-building code, which may introduce errors in the final structure based
on faulty assumptions in the initialised structure. A better method of direct
structure determination that avoids any sort of model building was therefore
sought.
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5.3 Direct Structure Determination
5.3.1 Reformulating the Problem
Following the method outlined in Quiney and Nugent [36] and the method of
scaling out that was outlined in detail in § 4.2.3, we write the intensity in the
detector plane as a function of the scattering vector q as
I(q) =
∑
Z1,Z2
TZ1(q)AZ1,Z2(q)T
∗
Z2(q) (5.31)
where TZ(q) is the Fourier transform of a series of Dirac δ-functions centred
around the atomic positions RmZ at t = 0, namely
TZ(q) =
∑
mZ
exp(−iq ·RmZ ) (5.32)
and the matrix AZ1,Z2(q) contains all dynamic information and is defined as
AZ1,Z2(q) =
∑
γ1,γ2
AZ1,γ1,Z2,γ2fZ1,γ1(q)fZ2,γ2(q) (5.33)
where fZ1,γ1(q) denotes the orbital form-factor (see §4.2.2 of the γ orbital of
element Z. we define AZ1,γ1,Z2,γ2 as
AZ1,γ1,Z2,γ2 =
〈
I0(t)aZ1,γ1(t)aZ2,γ2(t)
〉
(5.34)
where the brackets denote an time average over the length of the pulse. Here
aZ,γ(t) denotes the occupancy of the orbital γ of atomic species Z at any
time during the pulse, and I0 denotes the incident intensity. In general we
make the assumption that the orbital densities are spherically symmetric, and
hence the orbital form factor is spherically symmetric. Therefore we make
the substitution fZ,γ(q) = fZ,γ(q) where q = |q|. We will also define a new
function, the weighted structure T (q), such that
T (q) =
∑
Z
ZTZ(q). (5.35)
Furthermore, recall that the mutual intensity in the far-field from a damage-
effected molecule can be expressed as a sum of mutually-incoherent modes,
that is,
J(q1,q2) =
∑
k
ηkψk(q1)ψ
∗
k(q2) (5.36)
5.3 DIRECT STRUCTURE DETERMINATION 149
where the modes ψk(q) can be defined as
ψk(q) =
∑
Z
TZ(q)
∑
γ
ckZ,γf
k
Z,γ(q). (5.37)
Substituting equation 5.37 into the expression for the mutual intensity
(equation 5.36) and factorising Z yields
J(q1,q2) =∑
k
ηk
∑
Z1
Z1TZ1(q)
∑
Z2
Z2T
∗
Z2(q)
∑
γ1
1
Z1
ckZ1,γ1f
k
Z1,γ1(q1)
∑
γ2
1
Z2
ckZ2,γ2f
k
Z2,γ2(q2)
= T (q)T ∗(q)
∑
k
ηk
∑
Z1,Z2
∑
γ1
1
Z1
ckZ1,γ1f
k
Z1,γ1(q1)
∑
γ2
1
Z2
ckZ2,γ2f
k
Z2,γ2(q2).
(5.38)
We define the function µ(q, Z) such that
µ(q, Z) =
1
Z
ckZ,γf
k
Z,γ(q) (5.39)
such that the cumbersome expression in 5.38 simplifies to
J(q1,q2) = T (q1)T
∗(q2)
∑
k
ηk
∑
Z1,Z2
µk(q1, Z1)µk(q2, Z2). (5.40)
We make the approximation that the function µ(q, Z) is roughly independent
of Z, given that it scales with the inverse of the atomic number – for biolog-
ical materials 1/Z ranges from 0.167 for carbon to 0.125 for oxygen so this
approximation seems valid. The expression above then simplifies further to
J(q1,q2) = T (q1)T
∗(q2)µ(q1)µ(q2)
∑
k
ηk. (5.41)
therefore the diffracted intensity, which is related to the mutual intensity as
I(q) = J(q,q), is
I(q) = T (q)T ∗(q)µ2(q)
∑
k
ηk. (5.42)
Evidently the function T (q) is all that is required for structure determina-
tion. We therefore express our intensity in the following form
I(q) = B(q)T (q)T ∗(q) (5.43)
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where B(q) = µ2(q)
∑
k ηk. The implication of the above formulation is that
the structure may be determined directly from the intensity given some mild
assumptions about the electronic model. These assumptions are contained
within the construction of B(q). To calculate B(q) we equate the intensity in
equation 5.43 with the original formulation (equation 5.31), yielding
B(q)T (q)T ∗(q) =
∑
Z1,Z2
TZ1(q)AZ1,Z2(q)T
∗
Z2(q)
B(q) =
∑
Z1,Z2
TZ1(q)AZ1,Z2(q)T
∗
Z2
(q)
T (q)T ∗(q)
. (5.44)
By simply dividing both sides of equation 5.43 by B(q) we obtain
I ′(q) =
I(q)
B(q)
= T (q)T ∗(q) (5.45)
Applying phase-recovery techniques to this modified, or adjusted intensity
should result in a sample volume recovery of series of Kronecker δ-functions at
the locations of the atoms of the molecule, weighted by the atomic number of
the atom.
5.3.2 The structure estimate
In order to begin the phase-recovery based on the adjusted intensity I ′(q) we
need to find some method for easily calculating or estimating the function B(q).
This function is dependent of the orbital factors, fZ,γ , the modal expansion co-
efficients ckZ,γ and the modal occupancies. The form-factors may be calculated
from first principles using simple assumptions following the method outlined
in chapter 4 (§ 4.2.2). The modal expansion coefficients and occupancies will
require the solution to the partially coherent modes given a specific damage
scenario. This is difficult without prior knowledge of the structure, as discussed
in § 4.4.
An easier solution is to use equation 5.44 with a calculation of the occu-
pancies assuming a certain damage scenario in order to estimate AZ1,Z2 , and
with an estimate of the structure TZ1(q)T
∗
Z2
(q). Here we make use of the
size and approximate shape of large proteins, making the assumption of an
approximately uniform-density spherical cloud of atoms. If this sphere has
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a radius R, containing NZ atoms of elemental type Z, then the approximate
electron density due to that atom type is
ρ(r) =
3NZ
4piR2
. (5.46)
The three dimensional structure TZ(q) in the far-field is then given by the
Fourier transform of this spherical density. This is most conveniently performed
in spherical coordinates, where the Fourier transform is referred to as a Hankel
transform. The scatter from a sphere is therefore
TZ(q) =
∫ ∞
−∞
ρ(r)e−iq·rdr
= 4pi
∫ ∞
0
ρ(r)j0(qr)r
2dr (5.47)
where j0(qr) is the zeroth-order spherically symmetric Bessel function of the
first kind, which is given as
j0(x) =
sinx
x
.
We rewrite our integral given this form of the Bessel function to obtain
TZ(q) = 4pi
∫ ∞
0
ρ(r)r
sin(qr)
q
dr. (5.48)
Substituting in our expression for the density we obtain
TZ(q) =
3NZ
R3
∫ R
0
r
sin(qr)
q
dr (5.49)
where the limits have been changed to reflect that ρ(r) = 0 when r > R in this
approximation. The integral can now be easily solved by parts, yielding
TZ(q) =
3NZ
qR3
[
sin(qr)
q2
− r cos(qr)
q
]R
0
=
3NZ
(qR)3
[sin(qR)− qR cos(qR)] . (5.50)
Therefore we may write an approximation for the scatter as
TZ1(q)TZ2(q) =
9NZ1NZ2
(qR)6
[sin(qR)− qR cos(qR)]2 . (5.51)
The asymptotic limits of this function are NZ1NZ2 as q → 0, and 0 as q →
∞. This is expected as no two different atomic species may share the same
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space. For that same reason we require that this function asymptotes to NZ
in the case of Z1 = Z2 = Z. This is done by adding a correction function,
NZ [1− exp(−µq2)], which vanishes at small q, but asymptotes to the required
value as q →∞. The choice of µ is somewhat arbitrary, the only condition is
that the function rapidly disappears at small q. For most of these simulations
the value µ = 0.1R2 was chosen.
5.3.3 Initialisation
The intensity expected from the molecule was calculated using the expression
in equation 5.31. The method for estimating AZ1,Z2 for different pulse fluences
was described in § 4.1. The vectors TZ(q) were calculated explicitly in the
space-frequency domain, that is without using a discrete Fourier transform.
The array size was 128× 128× 128, maximum value of q which corresponded
to a voxel size of 1.085× 1.085× 1.085A˚3, corresponding to a spacing slightly
smaller than that of the interatomic distance of a carbon-carbon single bond
(1.54A˚ in diamond.)
The correct initialisation of the iterative scheme strongly depends on the
values calculated forB(q) given a certain incident flux. Specifically the modulus
constraint,
√
I(q)/B(q), must be approximately equivalent for various incident
fluxes. To show this the modulus constraint given various levels of damage
were calculated, and are plotted below in figure 5.9 as a line-out along the
qx axis. The closeness of the starting estimates for the modulus constraint
indicates the validity of the assumptions made above.
In order to test the iterative scheme the value of the structure vectors T
in real space was calculated. Recall that T (r) is a sum of Dirac δ-functions
located at the atomic centres of the molecule, that is
T (r) = F−1 [T (q] =
∑
Z
∑
mZ
ρZ(r)δ(r−RmZ ). (5.52)
When performing a discrete calculation of this Fourier transform, this becomes
T (r) = DFT −1 [T (q] =
∑
Z
∑
mZ
ρZ(r)sinc
(pi
d
|r−RmZ |
)
(5.53)
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Figure 5.9: The new modulus constraint for two different damage scenario for
bacteriorhodopsin. These lines represent a radial average in q. The pink line represents
the initialisation corresponding to a incident photon fluence of 1000 J/cm2 focussed
to a spot size of radius 3.5 µm using 10 keV photons in a 5 fs pulse. The olive line
is simulation with no damage, and the blue line represents the function T (q)T ∗(q)
explicitly calculated. Good agreement is seen between the approximated values and
the explicitly calculated ones.
where DFT −1 represents the inverse discrete Fourier transform, the sinc
function is defined as sinc(x) = sin(x)/x, and d is the size of the pixel (or
voxel). Therefore in practice the ‘correct’ solution to the iterative problem
was calculated using an inverse discrete Fourier transform which requires less
computation time then computing a sum of sinc functions. A representation of
this calculation is shown in figure 5.10.
The success of the reconstruction was tracked by calculating the error
function described in equation 5.11, namely
Ek =
∑
i
[|ψk,i(q)| − √Ii]∑
i Ii
.
This error was calculated during the application of the modulus constraint,
that is, after the support constraints had been imposed and a new value for the
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Figure 5.10: A representation of T (r) for bacteriorhodopsin as projected along x.
Note the faint representations of certain functional elements at the top and bottom of
the molecule. The colour represents the number of electrons in projection.
adjusted intensity I ′(q) was obtained.
5.3.4 Sample Plane Constraints
Several special constraints in the sample plane were applied progressively
throughout the iterative procedure in addition to the new modulus constraint
described above (§ 5.3.2). We will describe each iterate using the language of
§ 3.2.1, that is each new guess of the structure vector T (q) will be described in
the sample plane as the complex wavefield ψk(r).
Feedback
In general a Hybrid Input-Output support constraint was used [3]. Recall from
§ 3.2.3 that the Hybrid Input-Output support constraint sets the (k+1)th iterate
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as
ψk(r) =

Pˆmψk(r) if r ∈ S,
ψk(r)− βPˆmψk(r) otherwise
(5.54)
where Pˆm represents the operator that applies the modulus constraint. In
short, it enables some density of the kth iterate to exist outside the area of
the support, represented as S above. This is in contrast to Error-Reduction,
which sets this region to 0. The feedback parameter β controls how much of
the solution is allowed to exist, and for stable reconstructions must have a
value somewhere between 0.5 and 1.0. For reconstructions in this section β
was typically chosen to be ∼ 0.6, enabling a slightly larger amount of variation
outside the support region then the ‘recommended’ value of 0.8 [3]. Hybrid
Input-Output was chosen primarily because it is largely impervious to noise.
In most cases the first few iterations (less than 5) were performed using
straight error reduction. This enabled the routine to establish a firm guess of
where the solution should exist in the sample plane.
Positive-valued
For the first ∼ 300 iterations a positivity constraint was applied in the sample
plane. This amounts to the following condition
< [ψk(r)] = |ψk(r)| (5.55)
where < denotes the real part of the complex wavefield in the sample plane.
In general the solution to the iterative scheme should be positive valued,
as the expression for the sample plane solution given in equation 5.52 is
solely positive valued. However the nature of the discrete Fourier transform
(equation 5.53) provides for the possibility of negative values due to the sum
of sinc functions. Therefore applying a positivity constraint does not allow for
correct convergence of the iterative scheme. However it does provide an initial
low-resolution, ‘blobby’ version of the correct sample plane solution. This is
considered a useful first step in achieving reconstruction.
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Charge Flipping
After approximately ∼ 300 iterations positivity was turned off and charge-
flipping employed [76]. The charge-flipping algorithm amounts to the follow-
ing constraint
ψk(r) =

ψk(r) if |ψk(r)| > ε,
−ψk(r) otherwise
(5.56)
that is, the value of the k-th iterate is turned negative, or ‘flipped’, if it falls
below some small threshold ε. This threshold is chosen to be, say approximately
0.1 of the maximum of the smallest magnitude sinc function. For example if a
carbon atom is represented in the real-space plane by a sinc function weighted
by its charge, Z, then we choose ε as 0.6. This threshold is slowly lowered over
several hundred iterations. The effect of this constraint is to enable the iterative
routine to find the many small negative fluctuations of the sinc functions, and
to resolve the faint functional groups above and below the molecule (shown in
projection in figure 5.10.
The charge flipping constraint is no longer applied as soon as the fine
details, such as the faint side-chains, become discernible. Having found the
fine features, the routine must be nearing the minimum in error, therefore at
this point the Hybrid Input-Output support constraint is replaced with Error
Reduction.
Real-valued numbers
We also require that the value of the (generally) complex valued function ψk(r)
be real-valued during iterations. The sum in equation 5.53 is real-valued for
all r. This condition was implemented as follows
< [ψk(r)] = |ψk(r)|
= [ψk(r)] = 0 if r ∈ S (5.57)
The imaginary component of the iterate was allowed to float outside the
region of the support for two reasons i) in regions outside the support the
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amplitude is effectively zero so notions of phase have little meaning in that
region, and ii) to avoid improperly zeroing the Fourier transform computational
artefacts caused by the relatively small sizes (in voxels) of the three dimensional
diffraction volumes used in simulation. The latter reason also meant that the
iterative scheme struggled to fully converge while still applying this constraint.
For that reason the real-values constraint was disabled in the final few iterations
of the scheme.
5.3.5 Results
No damage
To test the routine it was initialised for the correct value of |T (q)T ∗(q)| as
the modulus constraint. This test should be a good ‘sanity check’, as any
problems in the reconstruction routine would manifest in a divergence from
the ‘correct’, known structure. The support region was defined as a sphere of
radius 33.0 A˚, this was less than the maximum allowed by the oversampling
condition (34.72A˚ for a 128×128×128 voxel array with voxel widths of 1.085A˚.
The results of this preliminary test is given below.
Note the structure in figure 5.11 is nearly identical to the correct values
shown in figure 5.10. We see that there is still some slight deviation due to
the imposition of the error-reduction algorithm cutting of the tails of the sinc
functions. This deviation is small, as shown by the error of the iterative scheme,
which is shown below on a log scale (figure 5.12). The long flat region between
iterations 200 to 1000 is a result of a combination of charge-flipping and the
translational invariance of the Fourier transform allowing the scheme to ‘jump’
from pixel to pixel. When the routine finds a suitable minimum in this region
charge flipping is turned off and the error dramatically reduces, this can be
seen after iteration 1200.
Defining damage
In this section the amount of damage will be defined by the incident photon
flux that caused the damage. The primary cause of damage is photoionisation,
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Figure 5.11: The final estimate of the structure of bacteriorhodopsin in the sample
plane when initialised with correct values for I/B.
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Figure 5.12: The error function (equation 5.11 ) on a log scale for the structure
recovery initialised with the correct values of |T (q)T ∗(q)|. The scheme converges very
quickly.
the rate of which is directly proportional the the photon flux. All other damage
processes, such as Auger emission are proportional to or dependent on the rate
of photoionisation, so characterisation by photon flux seems appropriate.
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All fluxes were chosen to be about the range of the value quoted in Chapman
et al. [34]. The authors quoted a pulse fluence of 900 J cm−2. This is converted
to units of photons A−2 a.t.u−1 for the purposes of calculation using the rate
equations described in § 4.2. An a.t.u is an atomic unit of time, and is defined
by 1 a.t.u ≈ 2.149× 10−17s. In performing this conversion it is assumed that
the photons are of energy 10keV, and can be focussed down to a spot size of
7× 7 µm2, see the specifications described in § 1.5 for comparison.
Damage
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Figure 5.13: The error function E (equation 5.11) for a structure recovery with
significant damage presented on a log scale. This damage amounts to that supplied
by a pulse fluence of 1000J/cm2. The various features in the graph are a result of
applying successive sample plane constraints.
The intensity was simulated with damage corresponding to a pulse fluence
of 1000J/cm2. This simulated intensity was used as the ‘measurement’ in
the initialisation of the reconstruction algorithm. The routine converged in
approximately 1500 iterations, as evidenced by figure 5.13. Note the initial
value of the error function is larger than in the case of minimal, or no damage;
indicating slight discrepancies in the rescaling via the function B(q).
The final fitted structure is shown in figure 5.14. The side-chains at the top
and bottom are again visible.
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Figure 5.14: A projection along x of the three dimensional recovered structure for
the case of bacteriorhodopsin in the case of substantial damage. This damage amounts
to that supplied by a pulse fluence of 1000J/cm2.
The trials shown here, for both the damaged and undamaged cases, agree
with the results of Quiney and Nugent [36]. To extend upon the assumptions
made in that work, we now turn to the case of stochastic damage. Shot-to-shot
variability in pulse power and spectrum is a property of free-electron lasers.
In the work described thus far we have assumed that a large data set may be
collected and averaged, with each component of the data set being subjected
to the same damage conditions. This is not the case physically and must be
incorporated if the scheme demonstrated above is to be used for the recovery
of actual structures.
5.3.6 Stochastic damage
The average atom approximation used in the simulation of damage-affected
intensities (chapter 4, see § 4.2.5 for a summary of this calculation) and in
the recovery of structures described in the previous section (§ 5.3 ) is based
on the non-physical assertion that the production of core holes in atoms of
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differing species occurs at a continuous rate which is identical for atoms
of the same species. In other words, the X-ray scatter expected from N
carbon atoms after the introduction of a single core hole is treated as if
each carbon atom in the system had 1/N th of a core hole. This is generally
a good assumption if the measured intensities are a summation of many
millions of images corresponding to different diffract-and-destroy snapshot.
The discrepancy between this ‘average atom’ model and a more physical
stochastic description can be accounted for as a variance on the average
of intensities. It was recently shown that the addition of a variance term
contributes an isotropic q dependent background term to the intensity [199]
which is readily identifiable and could be subtracted from diffraction data.
5.4 Conclusion
In this chapter several methods of structure determination and recovery were
trialled. It was shown that electron densities can be recovered from simulated
intensities under damage conditions corresponding to likely XFEL illuminations
by making a suitable Gaussian rescaling of intensities. Methods of structure
refinement were trialled with limited success; it is suggested that the failure
of this technique results from simplifications designed to save computation
time to desktop requirements. The need to so simplify this problem suggests
more resources are required for the problem of large molecules and large
data sets. A direct structure determination technique was then trialled on
damage-affected data, with good results obtained. It is important to note that
all of these simulations required a detailed simulation of the electrodynamical
processes in the target molecules, such calculations were described at length in
the previous chapter. The combination of these structure recovery techniques
with the measurement of damage shown in the previous chapter suggests that
full structure can be recovered from measurements without reference to any
specific electrodynamical model.

Conclusion 6
Coherent diffractive imaging promises to be a valuable tool in the investigation
of the structure of single biological molecules. The importance of finding the
structure of these molecules has been described several times during this thesis;
the structure of a large protein will determine its function, hence determining
a protein structure has important consequences in biochemistry and rational
drug design. Unfortunately, a large and scientifically important class of proteins
resists crystallisation. Pursuing these non-crystalline membrane proteins will
require a large increase in incident brightness in order to resolve at interatomic
distances; brightnesses now becoming available at new X-ray free electron
laser (XFEL) sources.
As such, the use of femtosecond pulses produced by XFEL sources to de-
termine biomolecular structures has been the subject of active research since
the publication of a detailed theoretical study by Neutze et al. [33]. It was
recognised in that article that the electrodynamical processes driven by the
interaction of such an intense pulse with matter would inevitably destroy the
sample. This has led to the ‘diffract and destroy’ paradigm [148] involving
multiple sample copies that guides current experimental design. That arti-
cle was also the first to estimate the time that one might expect the nuclear
positions to remain in their equilibrium configuration in such an experiment,
setting limits on the coherence of the desired molecular structural information.
This temporal window, of approximately 10 femtoseconds, enables diffraction
measurements to reveal the dominant characteristics of the underlying elec-
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tron distribution, which is localised to atomic functions. One must further
decide whether the molecular structure is to be reconstructed directly from
the retrieval of phase from intensity data collected at atomic resolution, or
from molecular replacement techniques derived from crystallographic practices
using data of lower resolution. Extensive studies have also performed on the
use of tampers to delay the onset of the Coulomb explosion and to extend the
time over which diffraction data could be collected [177, 178, 179].
Implicit in all these approaches is the assumption that damage processes
lead to irretrievable and ultimately catastrophic loss of structural information,
and that one must somehow design the experiment so that all forms of damage
are reduced or eliminated while maximising the diffracted signal by increasing
the incident flux. These conflicts between the incidence of inelastic and
elastic processes possess, however, the characteristics of a competition that
cannot be won by brute force alone. The conventional atomic models by
which the rates of these processes are estimated indicate that the rate of
photoionization exceeds that of Thomson scattering by a factor of ten at
10 keV [6]. An experiment designed to determine a molecular structure by
scattering X-rays from the electron density of the target is actually dominated
by photo-absorption events that trigger a secondary cascade of Auger decay
and electron recapture processes; photon scattering is actually one of the
less-favoured events in the experiment. Nevertheless, it has already been
shown that molecular structures can be determined from diffraction data under
the proposed interaction conditions if due regard of these electrodynamic
processes is taken in the reconstruction algorithm [36]. This technique, and
other related structure determination schemes were explored in Chapter 5.
Recent simulations have also demonstrated that the signal can be separated
from the isotropic background due to the stochastic nature of the damage
processes under realistic interaction conditions [199].
It has also recently been demonstrated experimentally [34, 183] that the
use of femtosecond X-ray pulses with nano-crystalline biomolecular samples
can outrun both the electronic damage and the radiation-induced structural
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disorder that it causes because of the persistence of the ordered nuclear struc-
ture over the duration of the pulse. Conventional crystallographic structure
determination is more robust than coherent diffractive imaging methods for
aperiodic structures because it utilises only a finite number of Bragg reflections
as data that are used to fit trial molecular structures. Structure determination
using CDI, however, utilises a continuous diffraction pattern and depends for
its success on a highly coherent wavefield and the clear identification of that
wavefield. Even if the pulse is short enough that there is no disorder to the
nuclear structure, electronic damage undermines both of these fundamental
assumptions when applied to very small nanocrystals or individual molecules.
Electronic processes occur on attosecond timescales, so that the coupled system
involving the electron density and the radiation field evolves more rapidly than
the nuclear distribution.
It is important to note that all simulations to date are limited by the
current state of knowledge about the interactions between electromagnetic
radiation and biomolecules. This tends to rely heavily on cross-sections and
rates calculated for neutral-atom data. The extent of error introduced into
calculations by any discrepancy between the electrodynamical properties of
neutral atoms and atoms under the field conditions produced by an XFEL is
unknown.
In this thesis I have proposed a measurement scheme for femtosecond
X-ray diffraction experiments that removes the reliance on detailed simulation
of the molecular electrodynamics for their structural interpretation. This
eliminates the need for neutral atom data. It is based on the assumption that
inner-shell processes, including Thomson scattering, K-shell photoionization
and Auger decay are primarily atomic processes, with characteristic rates that
are largely independent of chemical environment. The measurement of the
diffraction from a biomolecule will contain the signatures of these electronic
processes in a manner that is transferable between systems of similar chemical
composition. The characterisation of the electronic component of the mean
scattering amplitude under given experimental conditions using experimental
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data is equally valid in any biomolecule of similar composition. One can extract
precisely those electronic parameters from experiments that would otherwise
be determined by electrodynamic simulations because they are almost wholly
determined by atomic parameters and dependent only very weakly on the
details of chemical environment and bonding.
The assumptions made in the formulation of this model can only be properly
tested with experimental data, which is not yet available. The most obvious
potential failing of this approach is that the details of the biomolecular structure
play no explicit role in the electrodynamics, either within existing simulations
of the interaction or within the proposed method of experimental analysis. The
dominant effects not included here most likely arise because of the formation
of a large positive charge distributed over the molecule and the consequent
decrease in the kinetic energy of the photoelectrons that are ejected. This may
impart a position-dependence within the molecule of the electrodynamical
properties of atoms of a given type, each of which experience an electric field
that depends primarily in the distance of the atom from the centre of charge.
This, in turn, may influence the rates of each of the electronic processes that
the atom undergoes. Also untreated in the present model is the effect, if any, of
the ejected photoelectrons on the measured diffraction pattern on the proposed
timescale of the interaction. Since these effects are all electronic, however, it
is reasonable to assume that molecules of similar chemical composition and
physical dimensions may possess similar average scattering properties.
The procedure outlined here offers a scheme to ‘calibrate’ for electronic
damage. This new step can be incorporated into structure determination
schemes to restore resolution lost to damage processes. This calibration step
reduces the reliance on specific models of the electronic processes in structure
determination. It also offers a way to measure the effective rates of fundamen-
tal electrodynamical processes in complex biomolecular systems in XFEL field
conditions.
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Determining electronic damage to biomolecular structures in
x-ray free-electron-laser imaging experiments
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The use of femtosecond pulses produced by x-ray free-electron-laser (XFEL) sources to image the structures
of biomolecules involves a competition between the elastic scattering of photons to form a diffraction pattern
and the damage initiated by inelastic collisions with the target. Since the electron density of the biomolecule
changes rapidly throughout its interaction with a femtosecond XFEL pulse, the diffraction process measured in
“diffract and destroy” experiments is, at best, partially coherent. It has been established that a detailed knowledge
of these electrodynamical processes may be used to ameliorate the effects of damage in diffractive imaging
experiments. It is shown here that, subject to conventional assumptions about the nature of the interactions, it is
possible to characterize the extent of electronic damage in biomolecular imaging experiments using XFELs and
to use this information transferably across similar systems. We develop a physical model of the interaction of a
coherent x-ray pulse with a molecular system that describes the dynamical electronic response of the molecule.
The resulting insights open a way forward for the measurement of atomic processes in such systems.
DOI: 10.1103/PhysRevA.87.053407 PACS number(s): 33.80.Wz, 82.53.Ps, 33.90.+h, 42.25.Fx
I. INTRODUCTION
The determination of the structure of a biomolecule is a vital
step in the process of understanding its function. Biomolecular
structures drive the process of rational drug design and
the development of pharmaceuticals for the treatment or
prevention of disease. Of particular interest are membrane
proteins, which typically sit astride the bilipid membranes
that form barriers between cells and their environment. These
biomolecules control the passage of ions and small molecules
and regulate cellular function. X-ray crystallography is a
widely used technique that allows for near-atomic resolution
of biomolecular samples but it is difficult or impossible to
form high-quality crystals of membrane proteins for analysis.
Any advance in our ability to determine membrane protein
structures without forming large crystals is likely to be a
significant driver in the development of new pharmaceuticals.
Coherent diffractive imaging (CDI) [1] has been proposed
as an effective replacement for crystallography in the determi-
nation of biomolecular structures because it does not require
high-quality crystals. In CDI, a finite, noncrystalline sample
is illuminated by a coherent light source and the scattered
photons are collected by an area detector in the far field. The
Fourier-transform mapping between the wave field leaving
the vicinity of the scatterer and the wave field in the far-field
diffraction plane is utilized to enable direct determination of
a two-dimensional projection of the structure. The resolution
attainable using CDI is limited by the largest angle to which
scattered photons can be measured. Only the intensity of the
wave field can be measured so the imaging process necessarily
involves the restoration of the phase of the complex scattered
wave field, typically using an iterative projective algorithm
[2,3].
The interaction between x rays and the principal con-
stituents of biological materials, involving the “low-Z” ele-
ments carbon, nitrogen, and oxygen, is weak. An x-ray source
of immense brightness, such as an x-ray free-electron laser
(XFEL), is required to cause sufficient high-angle scatter to
enable the determination of molecular structures to atomic
resolution. The use of femtosecond pulses produced by
x-ray free-electron sources to determine the structures of
biomolecules has been the subject of active research since the
publication of a detailed theoretical study by Neutze et al. [4].
It was recognized in that article that the electrodynamical
processes driven by the interaction of such an intense pulse
with matter would inevitably destroy the sample. This has led
to the “diffract and destroy” paradigm [5] involving multiple
sample copies that guides current experimental design. The
time that one might expect the nuclear positions to remain in
their equilibrium configuration in such an experiment was also
estimated in [4], setting limits on the coherence of the desired
molecular structural information. This temporal window, of
approximately 10 fs, enables diffraction measurements to
reveal the dominant characteristics of the underlying electron
distribution, which is localized to atomic positions. Extensive
studies have also been performed on the use of tampers to
delay the onset of the Coulomb explosion and to extend the
time over which diffraction data can be collected [6–8].
Implicit in all these approaches are the assumptions
that damage processes lead to irretrievable and, ultimately,
catastrophic loss of structural information and that one must
somehow design the experiment so that all forms of damage are
reduced or eliminated while maximizing the diffracted signal
by increasing the incident flux. These conflicts between the
incidence of inelastic and elastic processes possess, however,
the characteristics of a competition that cannot be won by
brute force alone. The conventional atomic models by which
the rates of these processes are estimated indicate that the
rate of photoionization in first-row atoms exceeds that of
Thomson scattering by a factor of 10 at 10 keV [9]. An
experiment designed to determine a molecular structure by
scattering x rays from the electron density of the target is
actually dominated by photoabsorption events that trigger a
secondary cascade of Auger decay and electron recapture
processes that lead to further collisional ionization; photon
scattering is actually one of the least-favored events in the
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experiment. Nevertheless, it has already been shown that
molecular structures can be determined from diffraction data
under the proposed interaction conditions if due regard is
given to these electrodynamic processes in the reconstruction
algorithm [10].
Recent simulations have also demonstrated that the signal
can be separated from the isotropic background due to the
stochastic nature of the damage processes under realistic
interaction conditions [11]. It has also recently been demon-
strated experimentally [12,13] that the use of femtosecond
x-ray pulses with nanocrystalline biomolecular samples can
outrun both the electronic damage and the radiation-induced
structural disorder that it causes because of the persistence of
the ordered nuclear structure over the duration of the pulse.
Conventional crystallographic structure determination is more
robust than coherent diffractive imaging methods for aperiodic
structures because it utilizes only a finite number of Bragg
reflections as data that are used to fit trial molecular struc-
tures. Structure determination using CDI, however, utilizes a
continuous diffraction pattern and depends for its success on
a highly coherent wave field and the clear identification of the
zeros of that wave field. Even if the pulse is short enough that
there is no disorder to the nuclear structure, electronic damage
undermines both of these fundamental assumptions when
applied to very small nanocrystals or individual molecules.
Electronic processes occur on attosecond time scales, so
that the coupled system involving the electron density and
the radiation field evolves more rapidly than the nuclear
distribution.
Here we consider proposals to determine molecular struc-
tures using the diffract and destroy approach applied to
single molecules. We assume that sufficient data have been
collected to sample the diffraction pattern to a specified
resolution and that a suitable classification, orientation, and
averaging scheme has been implemented in order to construct
a three-dimensional data set from two-dimensional projections
of randomly oriented molecules [14,15]. The full diffraction
volume can then be phased using iterative methods [3] and a
complete molecular structure obtained if detailed knowledge
of the electrodynamical processes is included in the recovery
scheme [10]. We further assume no reliance on molecular
replacement strategies, so that structural information is ob-
tained directly from the scattering data.
In this paper we show that the recovery of molecular
structures from such partially coherent scattering data can
be made without reference to any specific model subject to
a number of general assumptions about the nature of the
scattering. It is shown that the general characteristics of
the electrodynamical processes enable information obtained
from the diffraction data involving a known structure to be
transferred to a general description of the degree of partial
coherence induced by the time-varying electron density of
any molecule of similar mass and composition. This allows
the three-dimensional structures of unknown molecules to
be determined without relying solely on electrodynamical
simulations in spite of the extensive electronic damage that
they endure. We also show that quantitative information
about the rates of these electrodynamical processes can be
inferred from the diffraction data obtained in an XFEL imaging
experiment.
II. CONSTRUCTION OF A SCATTERING MODEL
A. The electronic processes
Structural analysis is based on establishing a relationship
between the electronic structure of a single biomolecule and
the scattered far-field intensity under femtosecond XFEL pulse
illumination within the diffract and destroy approach. The
interaction of the pulse with the molecule causes inelastic
events, the most dominant of which is photoionization. While
any electron in the atom is a candidate for interaction, photons
of the energies produced by the XFEL are almost certain to
interact with the electrons of the inner shells of first-row atoms
and produce a core hole.
Values for the photoionization cross section of atoms or
ions may be obtained from online databases [16]. Using these
cross sections, the rate for a photoionization event is easily
calculated as Rph = σphnphot where nphot is the photon flux
through the material and σph is the cross section.
A secondary electronic process occurs in ionized atoms
with 1s holes. Core-hole states occupy energetically unfa-
vorable electronic configurations and in a very short time
(∼10 fs for carbon [17]), the atom relaxes. In the case of x
rays of energy 8–10 keV incident on low-Z materials, the
vast majority of relaxation (approximately 97% [18]) occurs
via an Auger process. The rate of Auger emission is given
by RAuger = 1/τAuger where τAuger is the Auger lifetime; these
are available in published tables [17]. We also expect some
electron recapture to occur late in an exposure as the molecule
becomes more heavily ionized, but we expect this process to
have little impact on diffraction data.
The occurrence of these processes renders the electronic
occupancies of the atoms which constitute the biomolecule
time-dependent quantities. Within an atomic superposition
model, the calculation of the time-varying occupancies in-
volves the solution of a set of coupled, linear differential
equations. These equations can be written in the form [18]
dNi,j
dt
=
n∑
k =i,l =j
(Rkl→ijNk,l − Rij→klNi,j ), (1)
where (i,j ) denotes the state of an atom, i refers to the number
of electrons in the 1s orbital and j refers to the number of
electrons in the 2s and 2p orbitals. The number of atoms in
this state is denoted Ni,j and Rkl→ij is the rate for transitions
from the state (k,l) to (i,j ).
B. The shell electron density
Rather than rely on tabulated form factors for ground-
state atoms we have adopted a simple electronic structure
model that readily accommodates the electronic state of
each atom without superfluous computation. The shell orbital
electron density was constructed using Slater’s rules [19]. This
approach employs a screened hydrogenic approximation to
describe the orbital wave function of an electron in an atomic
orbital. The functional form of these orbitals is given by
ψnlm(r) = Nnrn−1 exp(−ζnr)Yml (θ,φ), (2)
where n is the principal quantum number of the orbital, l is
the azimuthal quantum number, m is the magnetic quantum
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number, and Nn is the normalization constant. The parameter
ζn represents both the effective nuclear charge and the principal
quantum number. For the first three shells this is defined
as ζn = (Z − s)/n where Z is the nuclear charge of the
atom and s is a semiempirical shielding constant, known as
Slater’s number [19]. The effects of orbital relaxation and
consequent modification of the effective exponents due to
the variable occupancies of different electronic states may be
readily incorporated in this model by extending the definition
of s to include highly excited inner-shell core-hole states.
The function Yml (θ,φ) is a spherical harmonic which gives
the angular dependence of the shape of the electronic shell.
In these simulations, all angular dependence of the wave
function is ignored, since the scattering is assumed to take
place from spherical centers of electron density. If one wishes,
more complicated descriptions of the electronic wave function
could be used, such as the Hartree-Fock or Hartree-Slater
models with no change to the essential workings of the
model. In the same way the vibrational modes of the system,
while neglected here, may be easily incorporated as nuclear
distribution functions.
Noting that the electron density is given as ρn = ψ∗nψn, the
normalized orbital wave function yields an orbital density of
the form
ρn(r) = (2ζn)
2n+1
(2n)! r
2n−2 exp(−2ζnr). (3)
In this model no distinction is made between orbitals of the
same n and ζn and differing l, which is also reflected in more
sophisticated electronic structure models.
C. The orbital form factor
The average scattered power in the far field for an individual
atom is proportional to the Fourier transform of the electron
density, referred to as the form factor. At the incident x-ray
energies of interest here it can be safely assumed that the
photon energy does not change during the scattering process.
In this model the only inelastic processes considered are
absorption events occurring on localized atomic positions.
The analysis presented here is analogous to the natural orbital
method of electronic structure theory [20] and shares the same
theoretical foundation.
We make the assumption that individual atomic electron
densities can be expanded in an orbital density basis, so that
ρatom(r) =
∑
γ
aγ ργ (r), (4)
where aγ is the occupancy of the orbital labeled by the shell
symbol γ , which generally takes values corresponding to 1s,
2s, or 2p for carbon, nitrogen, or oxygen, extended to 3s
or 3p for phosphorus and sulfur; these five elements and
hydrogen are the elemental constituents of almost all biological
substances. The atomic form factor can also be expanded in
terms of an orbital form-factor basis, so that
fatom(q) =
∑
γ
aγ fγ (q), (5)
where q represents a point in a three-dimensional diffraction
volume. To determine an analytic expression for the orbital
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FIG. 1. (Color online) Plots of the orbital form factors for carbon,
Z = 6, with increasing spatial frequency u, where q = 2πu. The 2s
and 2p orbital (solid line) decays more rapidly, decaying rapidly
for u > 0.2 A˚−1. The 1s orbital (dashed line) contains almost all of
the high-resolution information (u > 0.5 A˚−1) corresponding to 2 A˚
resolution.
form factor we take the Fourier transform of the orbital electron
density defined in Eq. (3), yielding
fγ=n(q) = (2ζn)
2n+1
q(2n) Im
{ (2ζ + iq)2n
(4ζ 2 + q2)2n
}
. (6)
This formulation of the orbital form factor assumes that
molecular scattering is dominated by a superposition of
spherical atomic scatterers, which is why q in Eq. (5) is
replaced by q in Eq. (6).
The orbital form factors for carbon are plotted in Fig. 1. It
is evident that the high-resolution information required for
atomic-resolution imaging is primarily provided by the 1s
orbital and, therefore, inner-shell photoionization must have a
dramatic effect on the likelihood of successful reconstruction.
These calculations are in qualitative agreement with those of
Hau-Riege [21], but employ a less computationally expensive
approach.
D. Time-dependent atomic form factor
The electron occupancies of an atom in an illuminated
molecule change with time over the pulse. The simulations
here aim to represent an average over many pulses; the
experiment detailed in [5] requires the accumulation of many
repeated exposures in order to obtain atomic resolution in
three dimensions. This large amount of data, when constructed
into a three-dimensional volume using a classification and
orientation scheme, allows us to make the assumption, given
the assertion in Eq. (5), that all changes in the scattering
properties of each atomic type are confined to the occupancies
aZγ (t). That is, the individual atomic orbital occupancies
[Eq. (4)] are averaged over all atoms of the same type,
smoothing out the stochastic nature of the damage mecha-
nisms and making the occupancy a continuous function of
time. This “average atom” approximation is appropriate for
experiments, such as diffract and destroy molecular imaging,
that produce very large data sets, which when combined into a
three-dimensional diffraction volume will resemble a large-
scale ensemble average of the randomly fluctuating electronic
053407-3
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state of the molecule. The stochastic fluctuations from the
mean inherent to the processes can be accommodated by
subtracting an isotropic q-dependent background term from
the measured intensities [11]. Furthermore, we assume that the
general forms of the orbital wave functions of the electrons
may be included in the Slater s factor, but these are small
effects compared to the variation in orbital occupancy. We
may, therefore, write an expression for the time-dependent
atomic form factor for species Z, as
fZ(q,t) =
∑
γ
aZ,γ (t)fZ,γ (q). (7)
Equation (7) can be regarded as an extension of the
time-dependent form factor presented by Hau-Riege et al. [6].
The principal difference is that our model recognizes the
differential depletion of different orbitals, while the model of
Hau-Riege et al. averages this depletion over all orbitals; the
depopulation of orbitals at different rates makes the variation
in the form factor with time q dependent.
The orbital occupancies aZγ (t) can be calculated by an
appropriate summation of the time-dependent state values
found by solving the rate equation (1). For example the
occupancy of the γ = 1s orbital can be calculated as
aZ,γ=1s(t) =
∑
i,j
NZ(i,j )(t)
NZ(i,j )(0)
i, (8)
for the case of the 1s orbital, and similarly for j in the case of
the 2s and 2p orbitals.
Figure 2 compares the form factor of neutral carbon calcu-
lated using this method to that obtained from crystallographic
tables [22]; the two are seen to be in good agreement.
E. Structure factors
A structure factor describes the x-ray scattering properties
of a complex molecule comprised of many atoms. When using
the model described here it is convenient to separate the atoms
into groups of their respective elements. The structure factor
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FIG. 2. (Color online) Plots of the atomic form factor for carbon,
Z = 6. The dashed line represents the form factor calculated using
the analysis presented here, and the solid line represents the tabulated
values [22]. For u > 0.4 A˚−1 the form factor is almost entirely due
to contributions from the 1s orbital density.
for a system of atoms in a molecule can therefore be written
as
F (q,t) =
∑
Z
∑
mZ
fZ(q,t) exp
(
iq · RmZ
)
, (9)
where mZ is the mth atom of element Z, located at position
RmZ , with an atomic form factor fZ(q). The vector q represents
a point in a three-dimensional diffraction volume, and as the
form factor is assumed to be spherically symmetric, we set q =
|q|. The time dependence of the form factors follows Eq. (7).
It is assumed that the atomic centers at RmZ are stationary
throughout the pulse, this is considered a valid assumption if
the pulses are shorter than 10 fs [4].
F. Calculation of intensity
The intensity is proportional to the structure factor mul-
tiplied by its complex conjugate, I ∝ F ∗F . The intensity
measured at the detector is assumed to be the time average of
the instantaneous intensities resulting from the time-dependent
structure factor over the life of the pulse. For a square pulse of
duration T we write
I (q) =
∑
Z1,Z2
1
T
∫ T
0
f ∗Z1 (q,t)fZ2 (q,t)dt
×
∑
mZ1 ,mZ2
exp
[
iq · (RmZ2 − RmZ1 )], (10)
providing an expression for the intensity expected from a
molecule with a time-varying electron density. An example
of the diffraction patterns simulated using this formulation are
shown in Fig. 3. The molecule chosen as a diffraction target is
bacteriorhodopsin, a light-harvesting molecule consisting of
2039 nonhydrogen atoms, including 1391 carbon atoms.
It should be noted that the intensity defined by Eq. (10) sep-
arates the unchanged structural components of the molecule
(the positions of the atoms RmZ ) from the time-dependent
components of the diffraction. Given the average-atom ap-
proximation [Eq. (7)], we now separate these two components
explicitly to yield
I (q) =
∑
Z1,Z2
TZ1 (q)AZ1,Z2 (q)T ∗Z2 (q), (11)
where we define TZ(q) to contain the structural information
through the relation
TZ(q) =
∑
mZ
exp
(− iq · RmZ), (12)
which is the Fourier transform of a series of Dirac δ functions
centered on the atomic nuclei of all atoms of species Z.
Following [10], we obtain AZ1,Z2 (q) from AZ1,Z2 (q,q), where
AZ1,Z2 (q1,q2) =
1
T
∫ T
0
fZ1 (q1,t)f ∗Z2 (q2,t)dt
=
∑
γ1,γ2
1
T
∫ T
0
aZ1,γ1 (t)aZ2,γ2 (t)dt
× fZ1,γ1 (q1)fZ2,γ2 (q2)
=
∑
γ1,γ2
PZ1γ1,Z2γ2fZ1,γ1 (q1)fZ2,γ2 (q2), (13)
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FIG. 3. (Color online) A two-dimensional (2D) projection of
the simulated far-field diffracted intensity of bacteriorhodopsin
on a logarithmic scale, calculated according to Eq. (11), for the
(a) undamaged and (b) damaged cases. The insets (c) and (d)
provide a closeup of a region corresponding to ∼6 A˚ resolution.
The change in contrast between damaged and undamaged cases is
evident: there is an approximately ∼7% loss in contrast between
damaged and undamaged cases at 6 A˚ resolution; this number varies
with q. The amount of damage corresponds to an incident fluence
of 5 × 1012 photons/(100 nm)2 with a photon energy of 10 keV. The
edge of the array corresponds to a resolution of 1.085 A˚.
where the form factors fZ,γ (q) are real-valued quantities
defined by Eq. (6). The elements AZ1,Z2 (q1,q2) form a matrix
A, which contains all of the dynamical information about
the system within the atomic scattering model. It is derived
from the elements of the time-averaged orbital population
matrix P, whose elements are PZ1γ1,Z2γ2 . The intensity is, as a
consequence, the diagonal part of the mutual optical intensity
J (q1,q2), which is defined by
J (q1,q2) =
∑
Z
∑
Z′
TZ(q1)AZ,Z′(q1,q2)TZ′(q2). (14)
This function describes the coherence properties of the
electromagnetic wave scattered by the time-dependent electron
density.
G. Summary of the scattering model
In formulating Eq. (11) some quite general assumptions
about the electrodynamic processes have been made. These
assumptions form an electrodynamical model of the scattering
process and are reiterated here in concise form.
It is assumed that the positions of the atoms are fixed
throughout their interactions with the x-ray field. This
assumption is considered reliable if the pulse duration is less
than ∼10 fs, and rules out any scattering interaction during the
“Coulomb explosion” of the molecule. The localized, stable
position of atomic centers enables the treatment of the atomic
postions as Dirac δ functions. Consequently, the contribution
of the positions of atoms in the far field is expressed as the
Fourier transform of a set of δ functions centered around the
atomic positions Rm [see Eq. (12)]. This is readily extended
to include vibrational amplitudes caused by thermal motion
provided the characteristic lengths of the associated probability
distributions are not too large.
It is assumed that the atomic electron densities may be
expanded as a set of orbital occupancies and that the electron
densities of the orbitals do not depend strongly on the degree
of ionization, so that the variability in the electronic state
of the molecule through the pulse is expressed in terms of
a time-dependent orbital occupancies. Any scatter from the
diffuse distribution of recaptured electrons is neglected. We
also note that the high-angle scatter that corresponds to the
high-resolution information in the detector plane is largely
dependent on core-shell electrons [21].
All scattering interactions between the molecule and the
x-ray field are assumed to involve interactions with a super-
position of atomic electron densities. The primary inelastic
interaction expected for objects consisting of biological
elements at the wavelengths typical of XFEL illumination
at atomic resolution is photoabsorption; Compton scattering
is neglected. Our expression for the total scattered intensity
[Eq. (10)] contains within it the signature of partial spatial
coherence because the fluctuations in the electron density
render the complex structure factor time dependent. The
total scattered intensity may be regarded as the weighted
superposition of intensities formed by scattering from the
instantaneous electron density. At the beginning of the pulse,
the molecule is presumed to be in its ground electronic state,
but at the end of the pulse it is left in a highly excited
nonequilibrium electronic state. The structure factors for
each electronic state sampled by the scattering process are
nontrivially related by a succession of electronic processes.
The total scattered intensity cannot, as a consequence, be
regarded as being proportional to the complex square of a
single structure factor derived from an electron density whose
spatial extent matches that of the target molecule.
The partially coherent scatter resulting from a damage-
affected molecule invalidates the main assumption of CDI,
which is the full coherence of the wave field leaving the
sample; there is no longer a simple mapping between
the detected intensity and the electron density. In general, if the
spatial coherence length of the wave field leaving the object
is at least twice as large as the largest spatial dimension of
the object, then the field may be considered fully coherent
with respect to the object, to a good approximation [23].
However, coherent imaging techniques are employed regularly
with sources of partially coherent light [24,25] using a modal
decomposition method [26]. It is evident that in the case of
biomolecular imaging at XFELs, the effect of the illumination
is to create disturbances in the electron density of the molecule,
through photoionization, Auger relaxation, and other events.
The spatial extent of these disturbances, when projected onto a
plane perpendicular to the propagation direction of the pulse, is
small compared to the mean diameter of the molecule. This can
induce a coherence length that is smaller than the dimensions
of the scattered field leaving the molecule. The field leaving
the object may be considered to be a certain type of partially
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coherent field produced by a quasihomogeneous secondary
source [[27], Sec. 5.3.2], provided that the likelihood of
photoionization is similar for all elements of the same species
in the molecule.
III. SOLVING FOR THE MODES
A. The molecule as a secondary source
Even if the illumination of the sample is fully coherent,
the mutual optical intensity of the scattered wave, Eq. (14),
may exhibit partial spatial coherence due to the effects of
time-averaged electrodynamical processes; the problem of
propagating partially coherent light fields from entirely static
scatterers is mathematically analogous to the problem of
propagating fully coherent light fields from dynamic scatterers.
It is convenient to write the mutual optical intensity,
Eq. (14), as an equivalent modal expansion in the manner
of Wolf [26],
J (q1,q2) =
∑
k
ηkψk(q1)ψ∗k (q2). (15)
The diffracted intensity is obtained by setting q1 = q2, so that
I (q) =
∑
k
ηkψk(q)ψ∗k (q). (16)
The functions ψk(q) represent mutually incoherent optical
modes that satisfy 〈ψj |ψk〉 = δjk , and ηk represents the
occupancy of the kth mode.
If the scattered light can be described as being emitted from
a planar, secondary, quasihomogeneous source, then the degree
of coherence can be approximated by a Gaussian function
based on a few parameters: the size of the molecule, the
wavelength of illumination, and the relative elemental com-
position. The degree of coherence measured for any one such
object holds for all such objects within any electrodynamical
model based on atomic scattering, photoabsorption, and Auger
emission and secondary ionization events determined by a
mean-field model of the molecule-ion potential. The degree
of partial coherence induced by damage can be calculated
by estimating the rates of the physical processes occurring
due to the illumination. We propose a simpler method in
which the matrix A is determined from experimental data
using a known structure of a similar size and composition
to the target molecule as a calibrator. The damage-induced
partial coherence can then be used to update an iterative phase
recovery algorithm for unknown molecules by rescaling the
intensity to compensate for the effect of damage. This is
analogous to using the known structure of a Young’s double
slit to measure the coherence of a source prior to imaging with
partially coherent diffractive methods [24,28]. We now extend
the theoretical framework of Quiney and Nugent [10] to show
how such a measurement could be performed.
B. Derivation of the eigenvalue equation
In terms of the parameters of the electronic structure model,
the mutual optical intensity within the molecular volume is
defined by
J (r1,r2) =
∑
Z1γ1,Z2γ2
ρZ1γ1 (r1)AZ1γ1,Z2γ2ρZ2,γ2 (r2), (17)
where ρZγ (r) is the orbital density of an electron in an atom of
element type Z and, as before, the orbital label is denoted by γ .
The matrix of average atomic populations P, whose elements
are denoted PZ1,Z2 , may be obtained from elemental and orbital
components; following Eq. (13), PZ1,Z2 =
∑
γ1,γ2
PZ1γ1,Z2γ2 .
As mentioned in Sec. II B, we apply a nodeless hydrogenic
spherically symmetric approximation to our orbital densities,
and therefore the 2s and 2p orbitals are indistinguishable in
our model.
We expand the mutual optical intensity in terms of a set of
orthonormal modes ψk , weighted by the modal occupancy ηk ,
using Mercer’s theorem [29]∑
Z1γ1,Z2γ2
ρZ1γ1 (r1)PZ1γ1,Z2γ2ρZ2γ2 (r2)
=
∑
k
ηkψk(r1)ψ∗k (r2). (18)
To simplify we multiply both sides by an arbitrary mode
ψm(r2) and integrate over all space, so that∑
Z1γ1,Z2γ2
ρZ1γ1 (r1)PZ1γ1,Z2γ2
∫
ρZ2,γ2 (r2)ψm(r2) dr2
=
∑
k
ηkψk(r1)
∫
ψk(r2)ψm(r2) dr2. (19)
Orthonormality of the modes requires that 〈ψk|ψk′ 〉 = δkk′
where δkk′ is the Kronecker δ. The integral on the right-hand
side of Eq. (19) then vanishes except for the case k = m. By
analogy with the natural orbital method [20], we expand the
modes in terms of a complete shell-orbital density basis, so
that ψm(r) =
∑
Z3γ3
cmZ3γ3ρZ3γ3 (r). We also define SZ1γ1,Z2γ2 ,
the squared orbital density, to be
SZ1γ1,Z2γ2 =
∫
ρZ1γ1 (r)ρZ2γ2 (r)dr. (20)
This enables us to rewrite the integral on the left-hand side
of Eq. (19) as∫
ρZ2γ 2(r2)ψm(r2)dr2 =
∑
Z3γ3
cmZ3γ3SZ2γ2,Z3γ3 . (21)
Multiplying Eq. (19) by an arbitrary shell density ρZ4γ4 (r1) and
integrating with respect to r1 yields∑
Z1γ1,Z2γ2,Z3γ3
SZ4γ4,Z1γ1PZ1γ1,Z2γ2SZ2γ2,Z4γ4c
m
Z3γ3
= ηm
∑
Z1γ1
cmZ1γ1SZ4γ4,Z1γ1 . (22)
This may be rewritten as a matrix equation
SPScm = ηmScm, (23)
where S is a matrix whose elements consist of the orbital
density values SZ1γ1,Z2γ2 . The other elements in the equation,
ηm and cm, represent the modal occupancy and the expansion of
the mode in terms of orbital densities. Expressing the left-hand
side of Eq. (23) in terms of the matrix J = SPS, we arrive at
the form of the generalized eigenvalue equation,
JC = ηSC, (24)
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where η is a diagonal matrix whose elements are the modal
occupancies, and C is a matrix whose columns are the
eigenvectors containing the expansion coefficients of the
modes. It is more convenient to write the orbital density
expansion of the modes in terms of its Fourier transform,
involving the orbital form factors
˜ψk(q) =
∑
Zγ
ckZγ fZγ (q). (25)
The structure of a large molecule can be easily incorporated
into the expansion of the mode in terms of orbital densities as
ψk(r) =
∑
Zγ
ckZγ
∑
mZ
ρZγ
(
r − RZmZ
)
, (26)
where RZmZ is a vector defining the location of the mth atom
of type Z in the molecule. In the far field, this is given by its
Fourier transform,
˜ψk(q) =
∑
Z
TZ(q)
∑
γ
ckZγ fZγ (q), (27)
where TZ is the structure vector defined in Eq. (12).
C. Orbital density matrix
Given the elements of S that have been defined as the
integral of orbital densities, shown in Eq. (20), an analytical
expression for the elements of this matrix can be found using
expressions for the orbital density given in Eq. (3). Using the
integral identity
∫∞
0 x
n exp(−αx)dx = n!/αn+1, the elements
of S become
SZ1γ1,Z2γ2 =
(
2ζγ1
)2γ1+1
(2γ1)!
(
2ζγ2
)2γ2+1
(2γ2)!
(2γ1 + 2γ2 − 4)!(
2ζγ1 + 2ζγ2
)2γ1+2γ2−3 .
(28)
Here we apply the tight-binding approximation [30,31], which
assumes that the atomic wave functions vanish at distances
corresponding to the nearest-neighbor distance, to the matrix
S. Assuming that the electron densities of different atomic
species never overlap allows us to set SZ1γ1,Z2γ2 = 0 when
Z1 = Z2, for all γ1 and γ2.
D. Resultant modes
The eigenvectors ck that form the expansion of modes
in terms of orbital densities [Eq. (26)] have values that
represent a normalized occupancy of that orbital density.
Determining these modes involves solving the eigenvalue
equation [Eq. (24)] for a given damage matrix A. For a
large complex molecule such as bacteriorhodopsin the modes
are difficult to represent. To gain physical insight into the
modes we present the modes for a simple test molecule,
3-hydroxypyridine, a heterocyclic molecule with chemical
formula C5NH3OH. The hydrogen atoms contribute negligible
scattering, so this is considered a seven-atom molecule,
consisting of three different elements of interest. These
elements of interest have two distinct orbitals given spherical
symmetry, the 1s and the 2s and 2p orbitals. To these two
we add a third orbital to account for electrons lost to the
continuum due to photoionization events. Keeping track of
x
(a)1st mode η1 = 95.6%
x
y
(b)2nd mode η2 = 4.2%
x
y
(c)3rd mode η3 = 0.13%
y
FIG. 4. (Color online) The first three modes and respective
occupancies for 3-hydroxypyridine, illuminated by a uniform pulse
of duration 5 fs with fluence of 5 × 1012 photons/(100 nm)2. The
modes are represented in Hartree atomic units of electron density.
these electrons ensures that the transformation from static
scatterer to damaged scatterer is unitary. The orbital density of
the continuum states is set to zero when calculating diffraction,
reflecting the negligible contribution of free electrons to
x-ray diffraction. The calculation of the modes ψk(r) for
3-hydroxypyridine illuminated by a square pulse of fluence
5 × 1012 photons/(100 nm)2 is given in Fig. 4.
One may make a physical interpretation of the modes. The
differing rates of atomic processes for different atomic species
leads to a differential change in the average populations of, say,
carbon and oxygen. In the modal analysis this appears like a
polarization, although there is, of course, no actual electronic
transport involved. This general behavior is reflected in the
modal decomposition of bacteriorhodposin in which the Z-
dependent rates of photoionization and Auger recombination
cause differential depletion of electron density.
IV. MEASUREMENT OF THE MODES
The measurement or characterization of the damage to a
sample given an XFEL pulse is performed completely by
determining the matrix A. This can be achieved by measuring
the modes ψk and modal coefficients ηk that characterize the
damage. Figure 5 shows the variation of the time-averaged
occupancy of the carbon orbitals, that is, 〈aZγ 〉 for Z = carbon
and γ = 1s, 2s, and 2p for incident photon fluences over a 5 fs
pulse.
As the level of incident photon flux increases we see the
values of the orbital occupancies decay, indicating the damage
is affecting the sample. It is observed that the occupancy
of the 1s orbital decreases, corresponding to an increase in
the number of core hole vacancies in carbon for pulses with
large X-ray fluxes. The variability of occupancies and, hence,
modes, with incident flux means one set of modes cannot be
used to describe all damage conditions. This makes impossible
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FIG. 5. (Color online) The time-averaged occupancy for the 1s
orbital (dashed line) and the 2s and 2p orbitals (solid line) of carbon
for increasing incident photon fluence, and hence damage. Photon
energy was set to 10 keV.
a measurement of A by measuring occupancies in the manner
described in [28]. Our measurement of the damage must now
include a determination of both the form and occupancies of
the damage modes.
This measurement of the modes relies on their completeness
and orthonormality. This property can be ensured by enforcing
the unitarity of the matrix A, which can be accomplished
by keeping track of all electrons lost during exposure using
continuum states. Given these conditions, we can expand a
single mode that forms part of a complete description of a
damage scenario, ψ0k , as an expansion in terms of a set of
approximate, “trial” modes ψ ′m, or
˜ψ0k (q) =
∑
m
bm ˜ψ
′
m(q) (29)
where we are considering modes in the far field, and where
bm are auxiliary expansion coefficients. These trial modes ˜ψ ′m
are similar in form to the target modes ˜ψ0k , but are calculated
using an initial estimate of the damage matrix A.
A new expression for the diffracted intensity is therefore
obtained by substituting Eq. (29) into Eq. (16), yielding
I (q) =
∑
k
η0k
∑
mm′
bmb
∗
m′
˜ψ ′m(q) ˜ψ∗′m′ (q). (30)
We require an expression for the damage matrix in terms of
the trial modes ψ ′m. To obtain this, we equate two of our
expressions [Eqs. (11) and (16)] for the intensity,∑
Z1,Z2
TZ1 (q)AZ1,Z2 (q)T ∗Z2 (q) =
∑
k
ηk ˜ψ
0
k (q) ˜ψ0∗k (q). (31)
Expressing our exact modes in terms of a trial mode basis
[Eq. (29)] and writing our trial modes as an explicit expansion
in terms of an orbital form-factor basis set [Eq. (27)] enables
Eq. (31) to be rewritten. After some simplification we obtain
an expression for the elements of P, which is
PZ1γ1,Z2γ2 =
∑
k
∑
b1,b2
ηkbm1bm2c
m1
Z1,γ1
c
m2
Z2,γ2
. (32)
This is the principal result of this section. Equation (32) indi-
cates that the task of measuring the effects of damage processes
becomes one of determining the auxiliary coefficients bm and
the modal occupancies ηk , given an arbitrary set of trial modes
defined, after Eq. (27), by the expansion coefficients cmZ,γ
and a known structure T (q). We therefore endeavor to take a
simulated intensity measurement and to determine these values
by a fitting procedure, given our assumed structure and modes.
A. Fitting modes to intensities
We now fit a set of modes to the simulated far-field
diffraction expected from illumination of the protein bacte-
riorhodopsin. To perform this fitting with respect to η and bm
we require some objective function marking the deviation in
our fit. We select the metric
E =
∑
i
(Ii − I0,i)2, (33)
where Ii is the ith pixel in the current guess of the diffracted
intensity, and I0,i is the ith pixel in the simulated inten-
sity measurement corresponding to experiment. Using this
objective function and its derivative allows the use of standard
conjugate gradient techniques to fit a measured intensity to an
arbitrary damage matrix via a nonlinear least-squares method;
for these methods convergence is defined as determination
of the solution to within a tolerable error metric; indeed the
presence of noise in these simulations precludes a pointwise
solution. As a guide to convergence we define a second
metric ρ, the average ratio of the fitted intensity I ′ to the
input simulated intensity I 0, that is, ρ = (1/N )∑i(I ′i /I 0i ) for
I 0i = 0, and where N is the number of nonzero elements in I 0.
A perfect fit would have a ratio equal to unity, with a standard
deviation close to machine error.
The first trial example of the fit procedure was initialized
as follows: a diffracted intensity corresponding to an incident
flux of 1.5 × 1011 [photons/(100 nm)2]/fs was calculated. To
fit to this damage-effected intensity, the trial modes ψ ′m(q) and
the initial modal occupancies ηk were chosen to correspond
to an incident flux of 3.0 × 1011 [photons/(100 nm)2]/fs,
precisely double the incident flux used to calculate the intensity
distribution. The coefficients bm,k were chosen such that
bm,k = 1 when m = k, and bm,k = 0.01 when m = k. Setting
the m = k coefficients to unity and the cross terms m = k to
zero corresponds to the ideal scenario where ψ0k (q) = ψ ′m(q).
In other words the trial modes are indistinguishable from the
exact modes. This will generally not be the case, so it is
expedient to set the cross terms to some small, nonzero number
rather than zero, reflecting their small, yet non-negligible,
contribution in likely fits. Initially, this fit began with an
average ratio ρ of 0.976, with standard deviation σ of 0.003.
This shows the general decrease in intensity as the damage is
increased. After 600 iterations, the final ratio was ρ = 1.0002
with σ = 3 × 10−5.
A second fit was attempted, this time initializing the
procedure using eigenvectors and modal occupancies for a
minimal amount of damage, corresponding to an incident flux
of 4 × 105 [photons/(100 nm)2]/fs. This fit started with an
initial ratio ρ = 1.6 with σ = 0.5. After 200 iterations the
intensity converged, leaving ρ = 0.9826 with σ = 0.0003.
The value of the objective function with each iteration for
both fits is given in Fig. 6.
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FIG. 6. (Color online) The value of the objective function E on
a logarithmic scale, for increasing routine iteration, for the case
of intialization with double incident flux modes and occupancies
(solid line) and for the case of minimal incident flux mode and
occupancy intialization (dashed line). The routine performs most of
the minimization within the first 50 iterations.
It is evident that the routine converges even from initial
modes and modal occupancies that belong to incident fluences
far different from the intensity being fitted. As the routine
performs better when the initial damage estimate is closer
to the correct result, it may be beneficial to measure the
XFEL flux and perform preliminary simulations of the damage
processes prior to fitting.
B. The recovered damage matrix
To quantify the deviation of the fitted population matrix P
we define the metric
dZ1,Z2 =
1
nγ
√∑
γ1γ2
(
P ′Z1γ1Z2γ2 − P 0Z1γ1Z2γ2
)2
, (34)
where nγ is the number of orbitals, P′ is the fitted population
matrix, and P0 is the population matrix for the damage
scenario used to simulate the intensity. These calculations
were performed for cases where Z1 = Z2; the results appear in
Table I.
The fit with modes and occupancies was created with an
incident photon flux exactly four times that used to simulate
the intensity. This approach was adopted to reflect a likely
scenario in which neither the details of the model nor the
experimental interaction parameters are known precisely, but
for which an order-of-magnitude estimate is likely to suffice
to capture the relative kinetic behavior of each element. This
TABLE I. The percentage deviation (for Z1 = Z2) in the elements
of P for three elements of biological interest, at the start of the
fitting procedure, d initialZZ , and at the end, dfinalZZ . The initial values were
generated by a simulation corresponding to a photon flux four times
that used to generate the diffraction data.
d initialZZ (%) dfinalZZ (%)
Carbon 18.9 0.785
Nitrogen 25.6 1.27
Oxygen 29.5 1.53
approach enabled the recovery of the elements of P for carbon,
nitrogen, and oxygen to within ≈1% precision.
It is important to recall that A (or P from which it is
derived) completely characterizes the time-varying nature
of the electron densities. All dynamical information during
the pulse is encoded in this quantity and, therefore, this
matrix is all that is needed to incorporate the damage for
an unknown structure. This information can be included in a
subsequent single-molecule phase reconstruction, for instance,
by updating the modulus constraint using the method proposed
by Quiney and Nugent [10].
V. RECOVERY OF CROSS SECTIONS
The recovery of the damage inflicted on the illuminated
molecule, contained in the time-averaged population matrix P
can be extended to infer an effective photoionization cross sec-
tion for carbon. A measurement of the cross section performed
in this way will enable certain assumptions about the damage
processes as they exist in large biomolecules to be tested
directly. This measurement could quantify precisely what
physical mechanisms are dominating the damage process, as
well as determining the applicability of established rates to
large molecular environments under XFEL illumination.
A nonlinear optimization is used to fit a cross section to the
elements of the population matrix P. Following the approach
adopted in previous sections we define an objective function
denoting the difference between our guess of P using our
assumed cross section and the measured P that comes from
the fitting of modes and occupancies. Restricting ourselves to
the case of Z1 = Z2 = 6, corresponding to carbon, we write
E(σph) =
∑
γ1,γ2
[
Pγ1,γ2 (σph) − P 0γ1,γ2
]2
, (35)
and seek the derivative of E with respect to σph. We make
the assumption that the photoionization cross section remains
largely constant with respect to time and is the same for atoms
with one core hole; ionization from n = 2 orbitals is neglected
entirely. To obtain the derivative with respect to the cross
section, we must find the derivative of the population matrix
with respect to the cross section. An easy way is to solve the
equation
d
dt
dPγ1,γ2 (q)
dσγ1
= aγ1 (t)
daγ2 (t)
dσγ1
+ aγ2 (t)
daγ1 (t)
dσγ1
(36)
over the interval 0 6 t 6 T with the initial condition
dPγ1,γ2 (q)
dσγ1
∣∣∣∣
t=0
= 0. (37)
The solution at t = T is then equal to the value of the integral.
Therefore, one must calculate not only aγ1 (t) over the length
of the pulse, but also its derivative with respect to the rate,
which is also time dependent. This derivative is dependent on
the rate and, hence, the photon flux, which is a time-dependent
quantity, so this calculation must be repeated for each guess
of the cross section. It also means that recovery of the cross
section requires an accurate measurement of the incident flux
that interacted with the molecule. Such measurements are
now possible at XFEL facilities. The integration itself can
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be accomplished using a standard fourth-order Runge-Kutta
integrator.
Fitting our photoabsorption cross sections in this way
yields a value of 2.09 ± 0.09 cm2/g when the modal fit for
Aγ1,γ2 (q) is initialized assuming pulse fluences two orders
of magnitude less than that used to calculate the intensity,
and a value of 2.03 ± 0.07 cm2/g when the modal fit for
Aγ1,γ2 (q) is intialized assuming pulse fluences one order of
magnitude less than that used to calculate the intensity. This
compares favorably with the value used in initial simulations
of 2.06 cm2/g at 10 keV incident photon energy taken from
the tables of Henke et al. [16]. The uncertainty of the fitted
value may be reduced by collecting more signal in diffraction
regions corresponding to atomic resolution; these fits were
performed assuming the ability to measure ten photons out to
atomic resolution. In these simulations tabulated Auger decay
rates were assumed; however, it should be possible to expand
the fit to measure them, and any of the rates of any other
applicable processes, as well.
VI. CONCLUSION
We have proposed a measurement scheme for femtosecond
x-ray diffraction experiments that removes the reliance on
detailed simulation of the molecular electrodynamics for
their structural interpretation. It is based on the assumption
that inner-shell processes, such as Thomson scattering, K-
shell photoionization, and Auger decay are primarily atomic
processes, with characteristic rates that are largely independent
of chemical environment. The measurement of the diffraction
from a biomolecule containing, for example, carbon, nitrogen,
and oxygen will contain the signatures of these electronic
processes in a manner that is transferable between systems
of similar chemical composition. The characterization of
the electronic component of the mean scattering amplitude
under given experimental conditions using experimental data
is equally valid in any biomolecule of similar composition.
Rather than rely on electrodynamical simulations, which carry
with them considerable uncertainty regarding the validity of
atomic model parameters under XFEL interaction conditions,
one can instead extract the relevant electronic parameters from
a calibration experiment on a molecule of known structure
and similar chemical composition to the target. This approach
retains the convenience of an atomic scattering model while
recognizing that the rates of each process may be modified
significantly when the atoms are embedded in a rapidly
evolving, highly ionized biomolecular system.
The foundation of the atomic model adopted here involves
approximations that can be justified only by comparison with
experimental data for single-molecular diffraction which are
not yet available. The most obvious potential failing of this
approach is that the details of the biomolecular structure play
no explicit role in the electrodynamics, either within existing
simulations of the interaction or within the proposed method
of experimental analysis. In addition to electron recapture
and collisional ionization processes, the dominant effects not
included here most likely arise because of the formation of
a large positive charge distributed over the molecule and the
consequent decrease in the kinetic energy of the photoelectrons
that are ejected. This may impart a position dependence within
the molecule of the electrodynamical properties of atoms
of a given type, each of which experiences an electric field
that depends primarily on the distance of the atom from the
center of charge. This, in turn, may influence the rates of
each of the electronic processes that the atom undergoes.
Also untreated in the present model is the effect, if any,
of the ejected photoelectrons on the measured diffraction
pattern on the proposed time scale of the interaction. Since
these effects are all electronic, however, it is reasonable to
assume that molecules of similar chemical composition and
physical dimensions may possess similar average scattering
properties.
The procedure outlined here offers a scheme by which this
electronic information may be transferred between biomolec-
ular systems to facilitate the determination of unknown
biomolecular structures using a priori information about
their electrodynamic behavior under specified interaction
conditions. This reduces the reliance on modeling of the
electronic processes and on molecular replacement strategies
in structure determination. It also offers a way to measure the
effective rates of fundamental electrodynamical processes in
complex biomolecular systems.
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a b s t r a c t
This paper demonstrates the application of the high sensitivity, low radiation dose imaging method
recently presented as phase diverse coherent diffraction imaging, to the study of biological and other
weakly scattering samples. The method is applied, using X-ray illumination, to quantitative imaging
of the granular precursors of underwater adhesive produced by the marine sandcastle worm,
Phragmatopoma californica. We are able to observe the internal structure of the adhesive precursors
in a number of states.
& 2011 Elsevier B.V. All rights reserved.
A primary concern when imaging biological material at sub-
100 nm resolution is damage to the structure of the sample due to
the radiation dose absorbed. Howells et al. have shown that there
is a ﬁrm link between the achievable resolution and the
dose absorbed, regardless of whether X-ray or electron imaging
is used [1] (see also [2,3]). In the light of these dose limits, it is
important to use the strongest contrast mechanisms available to
lower the exposure time required to elucidate structure within
the sample.
At X-ray energies suited for imaging biological specimens,
typically from 700 eV to 5 keV, phase interactions, or, perturba-
tions of the phase of the illuminating waveﬁeld due to the
specimen, are signiﬁcant. The ability of coherent diffractive
imaging (CDI) [4–6] to recover the complete complex transmis-
sion function of the illuminated object allows us to use this phase
interaction as a natural contrast mechanism.
Progress has been made since the ﬁrst biological demonstra-
tions of CDI [7] towards reducing artefacts and increasing contrast
within the recovered images [8–11]. This has been further
enhanced by the application of ptychographic [12–14] methods
[15–17]. Ptychography, or translational phase-diversity, conforms
to the broader method of phase-diversity [18], in which the
sample is illuminated with probe beams with a range of trans-
verse distributions, or more speciﬁcally, a single probe that is
translated perpendicular to the illumination axis. Overlap
between adjacent probe positions introduces diversity into the
diffraction data. Other approaches to varying the illumination
proﬁle have also been demonstrated [19–21].
We describe the introduction of multiple types of phase-
diversity into diffraction data as ‘‘phase diverse CDI’’ [22]. In a
standard conﬁguration the data collection methodology of phase
diverse CDI is analogous to that of ptychography, though a
diverging illumination forms the probe on the sample rather than
a plane wave or pinhole illumination. The sample is placed at a
de-focused position in the diverging illumination, with diffraction
data collected in the far ﬁeld of the sample, producing a Fresnel
CDI (FCDI) geometry [23]. The FCDI geometry provides a probe
with both phase curvature and amplitude structure across the
specimen. Phase diverse CDI has demonstrated a 3 improve-
ment in image contrast for a given X-ray dose. A further beneﬁt
of phase diverse CDI is the ability to obtain superior image
Contents lists available at ScienceDirect
journal homepage: www.elsevier.com/locate/ultramic
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contrast even when a signiﬁcantly lower X-ray dose (up to an
order of magnitude) is applied. At present, phase diverse CDI has
demonstrated a sensitivity to thickness variations in protein
based material of better than 50 nm, and 15 nm for higher Z
specimens [22].
In this paper we use phase diverse CDI, in the conﬁguration
and X-ray energy described by Putkunz et al. [22], to image
the protein based granular adhesive which is secreted by the
underwater tube-dwelling marine polychaete Phragmatopoma
californica, commonly called the sandcastle worm.
P. californica typically lives in the coastal waters around
California in large colonies made by individuals forming tube-like
homes. These dwellings are created using a combination of
a building material, typically individual grains of sand, and
a granular adhesive that is secreted from the worm’s building
organ, approximately 0.5 mm in size [24]. The adhesive is
a two part solution in which each constituent is formed in
granules approximately 125 mm in diameter that form within
the thorax of the creature. These granules travel up a ductlike
extension to the building organ where they are then mixed and
applied to the individual grains of sand. Upon application, the
granules burst and mix with the salt water and set hard to form a
strong bond, similar to mixing a two part polyepoxide
(epoxy) resin.
The ability of this proteinaceous adhesive to be applied, and
cure, in the salty underwater environment makes it an interesting
subject to be studied with relevance to the creation of robust
underwater adhesives [25].
Diffraction data for the underwater adhesive of P. californica
was recorded for two different adhesive states. The samples
were illuminated with 2.5 keV X-rays at beamline 2-ID-B of the
Advanced Photon Source, Argonne National Laboratory [26]. The
ﬁrst sample, A, contained a highly granular structure, and was
imaged using four translated positions with a 17 mm diameter
illumination at a single de-focused distance of zS¼1.72 mm. The
second sample, B, was a larger region containing a post-granular
state of the adhesive (the granules after they had burst and
diffusion of the constituents had begun). This was imaged using
both translational phase-diversity, in a 55 grid covering an area
of approximately 30 30 mm2, and longitudinal phase-diversity
using eight longitudinal positions ranging from zS¼1.2 to 1.8 mm,
to obtain a high sensitivity measurement of a speciﬁc region. For
the longitudinal projections, the maximum phase variation for a
single point on the sample for adjacent z positions was 3p. This
ensured signiﬁcant amplitude and phase variations near the
centre of the probe where the phase varies more slowly. At each
position, 1004 s frames of diffraction data were recorded. An
average total ﬂuence of F¼2.4107 photons/mm2 was incident
on sample A, and F¼1.2108 photons/mm2 for sample B.
Used solely, longitudinal projections do not afford a ﬁeld of view
larger than the probe in the sample plane (approximately 17 mm in
this geometry). Here they were included for a number of reasons.
First, longitudinally phase diverse diffraction data increases the
diversity level within the reconstructions, increasing the sensitivity
and allowing for a more even effective X-ray dose to be applied to
the specimen. Aliasing effects make this difﬁcult when solely using
translational diversity. Second, longitudinal phase-diversity reduces
artefacts present due to temporal variations in the probe over the
coarse of the experiment. In this experiment temporal variations
were present due to motion of a beam deﬁning aperture upstream
of the probe forming Fresnel zone plate.
Phase retrieval on the diffraction data was performed using
the phase diverse CDI algorithm described in Appendix A, for a
total of K¼2500 iterations. Images showing the phase of the
reconstructed transmission function of the adhesive are shown in
Fig. 1 for both states.
Based on the recovered composition of the granules, which
was taken to be consistent with a model protein [1], the absorbed
dose was estimated to be D¼2.8105 Gy for sample A. For
sample B, the absorbed dose for the translational and longitudinal
data sets was D¼1.2106 and 1.7106 Gy respectively. Analysis
of the power spectrum of the recovered complex transmission
function for sample B implies a spatial resolution of approxi-
mately 40 nm.
Although the complete structural biology of the P. californica
adhesive is currently uncertain, previous measurements [27]
show it consists primarily of three protein chains, labelled
Pc1-3, and signiﬁcant quantities of Ca2þ and Mg2þ . The protein
chains contain a limited number of amino acids, dominated by
phosphoserine, glycine, alanine, lycine, tyrosine and histidine
with a highly repetitive primary structure. Scanning ﬂuorescence
X-ray microscopy can clarify the elemental and chemical distri-
butions in the adhesive granules, however it is necessary to
determine their thickness in order to obtain quantitative concen-
trations by X-ray ﬂuorescence.
Laser scanning confocal and atomic force microscopy (AFM)
suggest that the granules are of order 0:522 mm, with a
50–150 nm sub-structure [24]. Using the inferred composition
one can estimate the thickness, and the projected mass density of
the P. californica adhesive granules, shown in Fig. 2a. A proﬁle
across the reconstructed granules compared to that for ideal
spherical granules is shown in Fig. 2b. The agreement with the
spherical model validates our assumption of sphericity in the
thickness measurements. This assumption also makes it possible
to use the maximum phase retardation through the grains in
Fig. 2a to measure the real component of the complex refractive
index, 1d [28]. The maximum phase was calculated using
regions 1010 pixels in diameter in the centre of the granules,
resulting in d¼ ð5:370:7Þ  105. This is consistent with values of
d calculated for the adhesive composition described by Stevens
et al. [24], from 4.7105 to 5.7105.
An approximate mass density of a homogeneous material is
given by the ratio of the projected mass density and the esti-
mated thickness [16]. For the P. californica sample this gives
smC1:45 g=cm3. The result in this case is a clear and easily
interpreted representation of the projected sample.
Reconstructions using both translational and longitudinal
phase-diversity of sample B are shown in Fig. 3. Here a region
of interest was selected and imaged via longitudinal phase-
diversity. Two regions from the longitudinal phase-diversity
reconstruction are shown in Fig. 3b and c. Structure with regular
crystalline appearance is also present in the post-granular state of
Fig. 1. Translational diversity reconstructions. Reconstruction of two states of the
P. californica adhesive: (a) Sample A, showing a reconstruction of the adhesive
precursor granules, and (b) Sample B, showing a region containing the post-
granular state of the adhesive. This region is approximately 30 30 mm2, imaged
using 55 transverse phase diverse CDI projections with an overlap fraction of
84% [32]. In (a) and (b) the colour scale represents the phase of the reconstructed
complex transmission function. (c) A brightﬁeld visible light microscope image of
sample B.
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the adhesive, labelled as features i., ii. and iii. in Fig. 3a. The
sub-regions highlight the presence of ﬁne structure in the range
50–200 nm, consistent with AFM measurements [24].
Phase diverse CDI recovers the complete complex transmission
function of the object. This provides enough information about
the sample to produce images using a variety of contrast
enhancement techniques ex post facto, without the need to per-
form further imaging experiments [29,30]. To demonstrate this
method of further enhancing contrast, the recovered complex
transmission function for the region in Fig. 1a was used to
calculate a simulated differential phase contrast (DPC) image for
comparison with a directly recorded DPC image. An equivalent
detector and experimental geometry were replicated, producing
the image in Fig. 4b. Fig. 4a shows a DPC image taken of the same
region of the sample. This image was acquired using the scanning
X-ray microscope at beamline 2-ID-B of the Advanced photon
source (APS) [31], at an X-ray energy of 2.2 keV. Neglecting
orthogonal distortion produced by probe overlap in the actual
DPC image, there is a strong similarity between the two images,
testament to the verisimilitude of the phase diverse CDI
reconstruction.
These results demonstrate the ability of phase diverse CDI
to probe quantitatively the complex transmission function of
weakly absorbing biological material. It is possible to probe an
arbitrarily large ﬁeld of view to sub 50 nm resolution with the
ability to further increase image contrast with the inclusion of
longitudinal phase-diversity into the diffraction data. The sensi-
tivity of phase diverse CDI for imaging cellular material
approaches that required to discern intra-cellular features within
biological samples, further enhanced by the ability to emulate
methods designed to enhance contrast, such as differential phase
contrast.
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Appendix A. Reconstruction algorithm
Reconstruction of the complex transmission function of the
object using diverse diffraction data collected in the far ﬁeld was
performed using the iterative phase diverse CDI algorithm utilised
in a previous manuscript [22], described in detail here. Initially
Fig. 3. Longitudinal diversity reconstructions. A sub-region of sample B. (a) A region of
interest imaged using translational phase-diversity as in Fig. 1b. (b) and (c) represent
magniﬁed regions iii. and iv. from (a). The colour scale represents the phase of the
reconstructed complex transmission function. Imaging on these regions was performed
using longitudinal phase-diversity, allowing for high phase resolution within a smaller
ﬁeld of view.
Fig. 4. (a) A DPC image of sample A, acquired with 2.185 keV X-rays at beamline
2-ID-B of the APS. The probe was created using a 160 mm zone plate with a 50 nm
outer most zone width. A custom nine segment CCD [33] placed at a propagation
distance of approximately 7 cm was used to collect the DPC image. The difference
between the diagonal components of the detector (shown in red and green in the
lower right corner) has been used to produce the image. (b) A simulated DPC
image created using the recovered transmission function, replicating the experi-
mental geometry and detector characteristics.
Fig. 2. Quantitative measurements. (a) Sample shown in Fig. 1b. The colour scale
represents the projected density scaled between 0.0 and 0:6 mg=cm2. The density is
also linearly proportional to the estimated object thickness based on the inferred
composition, hence the colour scale also ranges from 0:0 to 4:0 mm. (b) The proﬁle
indicated in (a) showing the projected thickness. The green dashed line represents a
proﬁle through a simulated image containing ideal adhesive ﬁlled spheres on a
70 nm uniform layer of adhesive. This supports the spherical grain approximation,
and also suggests the presence of ﬁne sub-granular structure within the spheres.
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we describe the components of the reconstruction algorithm,
ﬁnally we detail the iterative steps used to obtain a ﬁnal image.
The complex transmission function for a weakly interacting
specimen, under the Born approximation, can be described using
the complex refractive index, nðqsÞ ¼ 1dðqsÞþ ibðqsÞ:
TðqsÞ ¼ exp ik
Z
z
dðqs,zÞibðqs,zÞ dz
 
ðA:1Þ
where k¼ 2p=l and qs are the sample coordinate. In the
Born approximation, the exit waveﬁeld of the object when
illuminated by a probe c0j ðqsÞ is given by
cjðqsÞ ¼c0j ðqsÞTðqsÞ ðA:2Þ
with the corresponding diffraction intensity measured in the far
ﬁeld of the sample, IjðqdÞ, given by
IjðqdÞp
Z
qs
TðqsÞc0j ðqsÞexp 
2piqd:qs
lzD
 
dqs


2
ðA:3Þ
where qd is the 2D detector coordinate and zD is the sample to
detector distance. This produces the diverse set of diffraction
data: S : ¼ f Ij : jA ½1 : N g.
Here translational phase-diversity was added to the dataset by
shifting the probe according to c0j ðqsÞ ¼c0ðqsqjÞ, where qj is the
translation of the j-th probe. Longitudinal phase-diversity was
provided with the introduced of an additional phase curvature
to the incident waveﬁeld: c0j ðqsÞ ¼c0ðqsÞexp½ipr2s =lzj, where zj
denotes a change in curvature for the j-th data set. In this work
the probe was reconstructed prior to the experiment using the
method of Quiney et al. [34].
Within iterative phase retrieval algorithms the modulus, or
Fourier constraint, pF , is satisﬁed if the current iterate of the exit
waveﬁeld for a given projection agrees with the experimentally
measured intensity, IMj , for that projection. Application of this
constraint is performed by propagating the exit waveﬁeld to
the detector and replacing the intensity of the waveﬁeld with
the measured intensity:
pF : ¼ c^jðqdÞ-c^
F
j ðqdÞ : c^
F
j ðqdÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IMj ðqdÞ
q
jc^jðqdÞj
c^jðqdÞ ðA:4Þ
where c^jðqdÞ describes the two dimensional Fourier transform of
cjðqsÞ.
In this work the beam as support (BAS) constraint [35] was
used in the plane of the sample, in which the contribution to the
updated transmission function was only included if the probe
amplitude for that projection was above some threshold, set to
P¼0.5% of the maximum probe amplitude, strictly enforced by
multiplication by ajðqsÞ:
ajðqsÞ ¼
0 8 jc0j ðqsÞjoP
1 8 jc0j ðqsÞjZP
8<
: ðA:5Þ
The BAS constraint was combined with a spatially varying
weighting factor, ojðqsÞ, placed on each probe position, allowing
regions of stronger probe signal to contribute more to the
updated transmission function calculated from overlapping pro-
jections [14]. The total weighting is given by
ojðqsÞ ¼ ajðqsÞ
jc0j ðqsÞj
jc0j ðqsÞjMAX
 !g
ðA:6Þ
where a value of g¼ 2:5 is used for the ampliﬁcation factor based
on previous experiments [22] and numerical simulations. Accord-
ingly, a new estimate of the transmission function is calculated
using
Tkþ1ðqsÞ ¼
PN
j ¼ 1ojðqsÞTjkþ1ðqsqjÞPN
j ¼ 1ojðqsÞ
ðA:7Þ
A step by step description of the iterative reconstruction
process can now be given:
1. The transmission function in Eq. (A.1) is estimated using a
uniform intensity with a random initial phase guess.
2. Weighting factors are calculated for each projection according
to Eq. (A.6) using a BAS cutoff of P¼0.5% of the maximum
probe amplitude.
3. For each probe position, jA ½1 : N, the exit waveﬁeld is calcu-
lated using Eq. (A.2), then propagated to the far ﬁeld. The
modulus constraint, pF , from Eq. (A.4) is then be applied and
the waveﬁeld is propagated back to the sample plane. The
inverse of the operation in Eq. (A.2) produces a new estimate
for the transmission function, Tjkþ1, for that probe position.
4. To constrain the transmission function and improve conver-
gence we also enforced jTjr1 and fTr0, where jTj and fT are
the amplitude and phase of the sample transmission function
respectively. These approximations are valid for weakly inter-
acting thin specimens satisfying the ﬁrst Born approximation.
5. A new estimate of the total transmission function is calculated
using Eq. (A.7).
6. Convergence is determined using the sum of w2 error metrics
for each probe position, where for a single projection:
w2j ¼
P
qd
jc^jðqdÞj
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
IMj ðqdÞ
qh i2
P
qd
IMj ðqdÞ
ðA:8Þ
If this has reached a pre-determined level the algorithm exits,
otherwise the iteration count, k, is incremented and the algorithm
returns to step 3.
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As the resolution in coherent diffractive imaging improves, interexposure and intraexposure sample dynamics,
such as motion, degrade the quality of the reconstructed image. Selecting data sets that include only exposures
where tolerably little motion has occurred is an inefficient use of time and flux, especially when detector readout
time is significant. We provide an experimental demonstration of an approach in which all images of a data set
exhibiting sample motion are combined to improve the quality of a reconstruction. This approach is applicable
to more general sample dynamics (including sample damage) that occur during measurement. © 2011 Optical
Society of America
OCIS codes: 100.5070, 100.3010, 110.7440, 180.7460.
Lensless imaging [1–3] approaches, sometimes known
as coherent diffractive imaging (CDI), obtain the phase
of the exit surface wave from a sample, potentially at
wavelength-limited resolution. Coherent diffractive ima-
ging has been demonstrated for materials [4] and biolo-
gical [5] samples in two and three dimensions [6] using
third generation synchrotron [7], high harmonic genera-
tion [8], and free electron laser sources [9].
As noncrystalline samples scatter a relatively small
number of photons to large angles, high incident flux
is necessary to achieve high spatial resolution. Assuming
a partially coherent source, the flux incident on the sam-
ple can be increased by accepting more spatial modes
from the source (lower spatial coherence) or by accept-
ing more temporal modes (greater bandwidth). It has
been shown that by treating the illumination as an inco-
herent sum of temporal [10,11] and/or spatial [12] modes,
it is possible to suitably modify the reconstruction
algorithm. A third approach to increase flux at the sample
is to increase the exposure time. However, this can lead
to increased sample drift during the measurement, result-
ing in a blurred diffraction pattern. This is an acute pro-
blem for techniques such as Fresnel CDI (FCDI) [7] and
ptychography [13,14] that use knowledge of the position
and form of the probe beam as part of the reconstruction
algorithm. A common suggestion to deal with this pro-
blem is to phase subsets of the collected data, shift the
resulting exit surface wave, and sum the results. How-
ever, this approach results in reconstructions that con-
tain stochastic information beyond a given spatial
frequency. Summing these does not improve the resolu-
tion of the final image. The present Letter theoretically
and experimentally demonstrates that the diffraction pat-
tern can be constructed from the known incident wave
and the sample trajectory. We note that a theoretical ap-
proach based on using the autocorrelation of the data to
separate the illumination and the sample function under
conditions where the object is smaller than the support
provided by the beam has been suggested and tested in
simulation [15]. We show here that our approach can be
applied without specific knowledge of the actual
motion or requiring the sample to be smaller than the
support. Finally, we note that the same principles can
be applied to certain cases of sample damage during
exposure [16].
Consider a sample illuminated by an x-ray beam: the
wave in a plane immediately after the sample is described
under the projection or Born approximations by
ψðrÞ ¼ ψ iðrÞTðrÞ ¼ ψ iðrÞ þ ψsðrÞ; ð1Þ
where r is the two-dimensional sample plane coordinate,
the quantities subscripted i and s represent incident and
scattered waves, respectively, and T is the complex sam-
ple transmission function. In the Fresnel approximation
[17], omitting constant prefactors, the scattered wave in a
detector plane when the sample has moved relative to the
illumination by an amount r0 is
ψ^sðρ; r0Þ ¼
Z
½Tðr − r0Þ − 1ψ iðrÞ exp

iπr2
λzsd

× exp

−i2πr · ρ
λzsd

dr; ð2Þ
where λ is the wavelength of the radiation, zsd is the
sample to detector distance, and ρ is the two-dimensional
detector plane coordinate. The net intensity resulting
from sample motion during data collection is an incoher-
ent sum of the intensities at the relative position of each
exposure:
hIðρÞi ¼
XW
w¼1
jψ^ðρ; rwÞj2; ð3Þ
where W is the total number of positions and rw is the
shift of the sample relative to the illumination for each
position. Treating the intensity as the incoherent sum
of sample positions allows the motion to be incorporated
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into the phase retrieval algorithm in an almost identical
fashion to methods for incorporating the effects of partial
coherence [10–12]. Consider the case of spherical illumi-
nation, ψ iðrÞ ¼ exp½iπr2=λzfs, where zfs is the source to
sample distance. It can be shown that
ψ^sðρ; r0Þ ¼ exp½Cðr20 − 2r0 · ρÞψ^sðρ −Mr0Þ; ð4Þ
where C ¼ ðiπMÞ=ðλzsdÞ and M ¼ ðzsd þ zfsÞ=zfs.
Consequently, the diffracted intensity for a given sample
position is
Iðρ;ρ0Þ ¼ jψ^ iðρÞj2 þ jψ^ sðρ − ρ0Þj2
þ 2jψ^ iðρÞjjψ^sðρ − ρ0Þj cosðθðρ − ρ0ÞÞ; ð5Þ
where ρ0 ¼ Mr0, and θðρÞ represents the departure in the
transmitted wave from the phase curvature of the
incident wave. In the limit of many positions, which are
assumed close enough that the amplitude of the
illumination can be considered constant, the diffracted
intensity can be written using convolutions with ηðρÞ,
the sample trajectory measured in the detector plane:
hIðρÞi ¼ W jψ^ iðρÞj2 þWηðρÞ⊗ jψ^sðρÞj2 þ 2W jψ^ iðρÞjηðρÞ
⊗ jψ^ sðρÞj cosðθðρÞÞ: ð6Þ
If we also assume that about each exposure position,
rw, there is small-scale random motion that takes place
during the exposure, we can combine the modal
approach of Eq. (3) and the convolution approach of
Eq. (6) to then write the recorded intensity as
hIðρÞi ¼ W jψ^ iðρÞj2 þ AðρÞ þ 2jψ^ iðρÞjBðρÞ; ð7Þ
where AðρÞ ¼ ½PWw¼1 jψ^sðρ;ρwÞj2⊗ ηðρÞ, BðρÞ ¼½PWw¼1 jψ^sðρ;ρwÞj cosðθðρ;ρwÞÞ⊗ ηðρÞ, and W repre-
sents the discrete exposure positions. Here the
summation terms account for the large-scale motion
by approximating it with a series of discrete positions
corresponding to each exposure, and the convolution
accounts for the small-scale motion by approximating
it as a continuous random motion within an exposure.
In FCDI it is possible to obtain an estimate of the mag-
nified sample position based on the holographic image of
the sample in each exposure. From this a discrete set of
sample positions can be obtained that can be used in
Eq. (7) to form the diffracted intensity. In some cases
the sample trajectory may not be known. Here we model
the unknown trajectory (or uncertainty) as ηðρ; σÞ, where
σ represents the free parameters in the model. We can
then, as a function of σ, minimize the quantity Ek ¼R jhIðρÞi − hIkðρ; σkÞijdρ to obtain the kth estimate for
the free parameters, σk, from which the corresponding
estimate for the intensity can be constructed using
Eq. (7) and ηðρ; σkÞ. The modulus constraint is now
applied as
ψ^k0 ðρ;ρpÞ ¼
 hIðρÞi
hIkðρÞi
1
2ψ^kðρ;ρpÞ; ð8Þ
where ρp is the single sample position to propagate back,
a logical choice being the position in which the sample
spends the most time.
To demonstrate dynamic sample imaging in CDI, we
carried out an experiment at beamline 2-ID-B [18] at
the Advanced Photon Source. Monochromatic 2:5keV
x rays illuminated a 160 μm diameter Fresnel zone plate
with a 50 nm outer zone width and a focal length of
16:3mm. A central stop in conjunction with an order
sorting aperture removed unwanted diffraction orders,
allowing only the first-order focused beam to illuminate
the sample, placed 1mm from the focus. A Princeton In-
struments peltier cooled CCD with 2048 × 2048 13:5 μm
square pixels detected the diffraction patterns 0:8m
downstream from the sample. The x-ray beam remained
in vacuo, aside from a 1 cm air gap between the beamline
exit window and the entrance window for the end station
approximately 2:4m upstream of the zone plate. The
beamline monochromator exit slit was adjusted so as
to coherently illuminate the zone plate [19]. The sample
consisted of a gold resolution pattern with a thickness of
150 15 nm supported on a 100 nm Si3N4 membrane. A
data set consisting of 700 × 1 s exposures was collected,
and the resultant diffraction pattern is shown in Fig. 1(a).
A coarse sample trajectory was determined by dividing
the data into subsets of five exposures and iteratively
Fig. 1. (Color online) (a) Diffraction pattern for sample with
motion, (b) calculated sample trajectory (the color bar
indicates the relative number of exposures for a given sample
position), (c) reconstructed thickness with no motion correc-
tion, (d) reconstruction using the calculated positions and
refined using an unknown sample uncertainty with a normal
distribution, (e) and (f) lineouts corresponding to (c) and (d),
respectively.
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reconstructing the hologram [7]. From these reconstruc-
tions the relative translations of the sample can be easily
determined. The resulting trajectory is shown in Fig. 1(b)
and shows the sample drifted by about 125 nm during the
data collection. Figure 1(c) shows a reconstructed region
of the sample using no motion correction, while Fig. 1(d)
shows the result for motion correction using the coarse
sample positions coupled with the minimization step
based on a model of normally distributed uncertainty
for the sample positions. The reconstructions were run
for 200 iterations using error reduction [2] with a shrink-
wrap support [20] and a complex constraint [21]. Line-
outs as indicated by the bars in the images are also
shown at Figs. 1(e) and 1(f). There is significant improve-
ment in the nominally binary pattern using the measured
positions coupled with the minimization refinement
procedure. The recovered thickness agrees well with
the specified value of 150 15 nm.
Our results show significant improvement in the recov-
ered thickness where the sample motion during the ex-
posure series was much greater than the lateral spatial
resolution of the reconstruction. This is on the order
of magnitude of sample drifts commonly seen due to ther-
mal effects in high resolution x-ray imaging experiments.
In addition, sensitivity to drift may be aggravated using
slow detectors such as CCDs. The approach described
here is a powerful way to maximize the use of data
collected under these conditions.
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