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Abstract
We shall construct in ZFC two Fréchet–Urysohn α4-spaces, the product of which is α4, but fails
to be Fréchet–Urysohn. This answers Nogura’s question from 1985. Ó 2000 Elsevier Science B.V.
All rights reserved.
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In early seventies, A.V. Arhangel’skii introduced a finer classification of Fréchet–
Urysohn spaces, when he defined the so-called αi -spaces (i = 1,2,3,4) [1]. Fréchet–
Urysohn α4-spaces are also called strongly Fréchet or countably bisequential [10,6]. The
productivity of Arhangel’skii’s classes was a central theme in Nogura’s paper [7]. He
proved there that the product of two αi -spaces will remain αi for i = 1,2,3 and gave
also an example of two compact Fréchet–Urysohn α4-spaces whose product fails to be
Fréchet–Urysohn and α4 simultaneously. The natural question, namely, assuming that the
product preserves one property, must it preserve the other clearly arose. The second author
of the present paper gave quite recently a CH example of two α4 Fréchet–Urysohn spaces,
whose product is Fréchet–Urysohn, but is not α4 [9], while the first author constructed
an MA example showing the opposite possibility in the product [3]. Here we improve the
second mentioned result by removing the set-theoretical assumption of MA, our example
needs nothing beyond ZFC.
The notation used throughout the paper is the standard one. Let us fix some notation
only. The symbol ω stands for the set of all finite ordinals; if considered as a topological
space, its topology is discrete. For A,B ⊆ ω, we write A ⊆∗ B if A \ B is finite and
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A=∗ B if A⊆∗ B and B ⊆∗ A simultaneously. [A]ω stands for the set {B ⊆ A: |B| = ω}
and [A]<ω denotes the set of all finite subsets of A. If f,g :ω→ ω, then f 6∗ g means
that {n ∈ ω: f (n) > g(n)} is finite; similarly for f <∗ g. Two sets A,B ∈ [ω]ω are almost
disjoint, if A ∩ B is finite. The set of all mappings defined on a set A with values in a set
B is denoted by AB with the exponent on the left. The letter c stands for the cardinality of
the continuum.
Definition. A space X is called Fréchet–Urysohn if for every M ⊆ X and every x ∈M
there is a sequence 〈xn: n ∈ ω〉 with values in M and converging to x .
We shall simplify the notation related to convergent sequences by identifying a
convergent sequence with its range. Thus we shall say that a sequence A converges to
a point x if A is an infinite set and for every neighborhood U of x , the set A \U is finite.
Of course, we lose the possibility to speak about, say, constant sequences, but get often
much easier formulations as a reward.
Definition. A space X is called α4, if for every x ∈ X and every family {An: n ∈ ω}
of sequences convergent to x there is a sequence B which converges to x and such that
An ∩B 6= ∅ for infinitely many n ∈ ω.
It is well known that almost disjoint families on ω are widely used in this field of
research. Any almost disjoint family A ⊆ [ω]ω describes a Fréchet–Urysohn space in a
simple way: adjoin some point ∞ to a discrete set ω and declare a set U ∪ {∞} to be a
neighborhood of the point∞ iff U ⊆ ω and A⊆∗ U for all A ∈A. As a rule, it is easier to
find a suitable almost disjoint family than a neighborhood filter of the non-isolated point.
It will be the case of the present paper, too.
Let us denote by Partial the family of all one-to-one mappings f : domf → rngf
with domf ∈ [ω]ω, rngf ∈ [ω]ω.
Definition. An almost disjoint family A on ω is called functionally separable, if A is
infinite and if for each f ∈ Partial, once there are {An: n ∈ ω} ∈ [A]ω and {Bn: n ∈
ω} ∈ [A]ω such that |f [An] ∩ Bn| = ω for each n ∈ ω, then there are {Aα: α ∈ c} ∈ [A]c
and {Bα : α ∈ c} ∈ [A]c such that for each α ∈ c, |f [Aα] ∩Bα| = ω.
Observe that if A is a functionally separable family, then for every M ⊆ ω, if M meets
infinitely many sets ofA in an infinite intersection, then it meets c many of them. (Consider
a special case of our definition when f ∈ Partial is just f = idM .) Any infinite almost
disjoint family with this property can be easily turned to a completely separable family in
the sense of Erdös and Shelah [5]. We feel this fact as a justification for the name we have
chosen.
The following lemma will play a crucial role in the present paper, as indicated by the
theorem below. The proof of the lemma will occupy the substantial portion of the paper
and will be given after the proof of the theorem.
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Main Lemma. There exists a functionally separable almost disjoint family on ω.
Theorem. There are two Fréchet–Urysohn α4-spaces the product of which is α4, but fails
to be Fréchet–Urysohn.
Proof. Using Main Lemma, fix an almost disjoint functionally separable family A on
ω. Enumerate Partial = {fα : α < c} in such a way that for every f ∈ Partial,
|{α < c: f = fα}| = c. Proceeding by a transfinite induction to c, we shall find two almost
disjoint families B, C as follows. The family A will provide some control on the process
and so we shall keep also a list Aα (α < c) of those members from A which have already
been used.
Put B0 = C0 = A0 = ∅. For limit α < c, let Bα = ⋃β<α Bβ , Cα = ⋃β<α Cβ and
Aα =⋃β<αAβ . For α < c, α = β + 1, we have two possible cases.
Case 1. There are {An: n ∈ ω} ∈ [A]ω and {A′n: n ∈ ω} ∈ [A]ω such that |fβ [An] ∩
A′n| = ω for each n ∈ ω.
By the assumption that A is functionally separable, there is a pair of (not necessarily
distinct) members B,C ∈A \Aβ such that fβ [B] ∩C is infinite.
If B 6= C, then put Bα = Bβ ∪ {B}, Cα = Cβ ∪ {C}, Aα =Aβ ∪ {B,C}.
If B = C, there are two subcases: either there is an infinite subset A⊆ B ∩ domfβ such
that fβ A= idA, or there is an infinite subset B ′ ⊆ B ∩ domfβ with fβ [B ′] ⊆ B \B ′. In
the second subcase, put Bα = Bβ ∪ {B ′}, Cα = Cβ ∪ {fβ [B ′]}, Aα =Aβ ∪ {B}.
In the first subcase, split the set A into two infinite disjoint pieces A= B ′′ ∪C′′ and put
Bα = Bβ ∪ {B ′′}, Cα = Cβ ∪ {C′′}, Aα = Aβ ∪ {B}. Observe that we have fβ [B ′′] = B ′′
and fβ [C′′] = C′′ in this subcase.
Case 2. At least one of the sets {A ∈A: for someA′ ∈A, fβ [A]∩A′ is infinite}, {A ∈A:
for some A′ ∈A,A∩ fβ [A′] is infinite} is finite.
Do simply nothing: Bα = Bβ , Cα = Cβ , Aα =Aβ .
This completes the inductive definitions. Put B = Bc and C = Cc. Observe the immediate
consequence of our definition: B ∪ C is an almost disjoint family on ω and B ∩ C = ∅.
Choose two ideal points ∞X,∞Y /∈ ω and define a topological space X on the
underlying set ω∪{∞X} by declaring all points from ω to be isolated,∞X ∈M iffM ∩B
is infinite for some B ∈ B. Equivalently, a set G is a neighborhood of∞X iff∞X ∈G and
B \G is finite for all B ∈ B. The definition of the space Y is quite symmetrical, using the
family C to describe the neighborhood system of∞Y .
Both spaces X, Y are apparently Fréchet–Urysohn. Consider any two sets G,H ⊆ ω
such that for all B ∈ B, B \ G is finite and for all C ∈ C , C \ H is finite. We claim
that |G ∩ H | = ω. Indeed, choose any infinite subfamily {Bn: n ∈ ω} ⊆ B and define
M = G ∩⋃n∈ω Bn. By the inductive procedure, for every n ∈ ω there is some An ∈ A
with Bn ⊆ An. Since the family {Bn: n ∈ ω} is infinite, we have {An: n ∈ ω} ∈ [A]ω .
Clearly idM ∈ Partial, therefore there is some α < c with fα = idM . It was clearly the
first case, first subcase, which took place at the (α + 1)th step of the induction. So the set
C′′ ∈ Cα+1 satisfies C′′ ⊆M , C′′ ∈ C . Since C′′ \H is finite by the definition of topology
of Y , we have that G∩H contains all but finitely many points of C′′. Thus |G∩H | = ω.
46 C. Costantini, P. Simon / Topology and its Applications 108 (2000) 43–52
Consequently, (∞X,∞Y ) ∈ {(k, k): k ∈ ω} in the product space X × Y—indeed,
(k, k) ∈G×H if and only if k ∈G∩H .
However, let I ⊆ ω be an arbitrary infinite set. If there is some B ∈ B with |B ∩ I | = ω,
then X× (Y \B) is a neighborhood of (∞X,∞Y ) disjoint with the infinite set {(k, k): k ∈
I ∩ B}. We can proceed similarly if for some C ∈ C , |C ∩ I | = ω. In the remaining case,
(X \ I)× (Y \ I) is a neighborhood of (∞X,∞Y ) containing no (k, k), k ∈ I . As I was
arbitrary, this reasoning shows that no sequence ranging in {(k, k): k ∈ ω} can converge to
the point (∞X,∞Y ). Therefore X× Y is not Fréchet–Urysohn.
Let us show now that the space X is α4. In fact, this part of the proof is redundant a
bit, because we shall show later that X × Y is α4, which is sufficient for the α4 property
of both X and Y (see [3, Lemma 5]). If {Mn: n ∈ ω} is a family of sequences converging
to the point∞X, we need to find one convergent sequence S with S ∩Mn nonempty for
infinitely many n’s. By the definition of the topology on X, one may select Bn ∈ B so
that |Bn ∩Mn| = ω. There is no problem if for some B ∈ B, B = Bn for infinitely many
n’s. Thus, suppose that Bn 6= Bm for n 6= m, n,m ∈ ω and put M =⋃n∈ω Bn ∩Mn. We
shall use a similar argument as in the above: there are members An ∈ A with Bn ⊆ An
and there is some γ < c with {An: n ∈ ω} ⊆Aγ . Since the Bn’s are pairwise distinct, we
have {An: n ∈ ω} ∈ [A]ω. For α > γ such that the mapping idM = fα , the set B ′′ defined
at the step α + 1 of the induction, has the required properties: it belongs to B, hence it
converges to ∞X, and, being infinite, contained in M and distinct from all Bn’s, it must
meet infinitely many of them. Clearly, the same proof also applies to the space Y .
It remains to prove that the space X × Y is α4. Let {Mn: n ∈ ω} be a collection
of convergent sequences, each converging to (∞X,∞Y ). (Observe that there is nothing
to prove if the common limit point is (n,∞Y ) or (∞X,n), n ∈ ω, since {n} × Y is
homeomorphic to Y and X × {n} is homeomorphic to X.) With the aid of the fact that
there is no convergent subsequence of {(k, k): k ∈ ω}, an easy induction will produce a
mapping f ∈ Partial and a pairwise disjoint family {Zn: n ∈ ω} ⊆ [ω]ω such that:
• domf =⋃n∈ω Zn;
• for every n ∈ ω, we have {(k, f (k)): k ∈ Zn} ⊆Mn;
• for every n ∈ ω, the sets Zn,f [Zn] are disjoint;
• for every n ∈ ω, there is some Bn ∈ B with Zn ⊆ Bn and some Cn ∈ C with
f [Zn] ⊆ Cn.
Suppose that both families {Bn: n ∈ ω}, {Cn: n ∈ ω} are infinite. If α < c is such that
f = fα and {Bn: n ∈ ω} ⊆ Bα , {Cn: n ∈ ω} ⊆ Cα , then, during the transfinite induction, we
were obliged to add some memberB to Bα+1 and some C to Cα+1 such that fα[B]∩C was
infinite. This means, in particular, that B∩domfα = B∩⋃n∈ω Zn is infinite. Denote byQ
the set f−1α [C] ∩B . ThenQ is infinite, for each k ∈Q we have that (k, f (k)) ∈
⋃
n∈ωMn,
the sequence {(k, f (k)): k ∈Q} converges to (∞X,∞Y ). Moreover, the set B is almost
disjoint with all Bn, n ∈ ω, which implies that {n ∈ ω: {(k, f (k)): k ∈Q} ∩Mn 6= ∅} is
infinite.
Suppose now that the family {Bn: n ∈ ω} = {Bn(1),Bn(2), . . . ,Bn(p)} is finite. The
subspace P = Bn(1) ∪ Bn(2) ∪ · · · ∪ Bn(p) ∪ {∞X} ⊆ X is obviously first countable and
all the sequences {(k, f (k)): k ∈ Zn}, n ∈ ω, are contained in the product P × Y . The
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existence of the desired diagonal sequence follows now from an easy fact that the product
of a first countable space and an α4-space is α4 (see also [7, Theorem 2.4]). The same
argument works if the family {Cn: n ∈ ω} is finite, which completes the proof. 2
Proof of Main Lemma. We shall give a proof of the Main Lemma now. The reader
familiar with [2] will undoubtedly recognize that it is just a complication of a construction
given there for the proof of [2, Theorem 4.11].
We shall build a tree T consisting of countably generated filters on ω. The height of the
tree will be ω1, the order will be given by ⊆. The αth level of T will be denoted by Tα . By
a filter we always mean a proper, uniform filter, i.e., it does not contain an empty set and
extends the filter of all cofinite sets.
The root T0 consists of precisely one filter, T0 = {F}. If α > 0 and F ,F ′ are distinct
elements of Tα , then F ∪F ′ does not generate a filter. If α < ω1 is limit, then the αth level
contains an extension of every branch in
⋃
β<α Tβ . Tα = {
⋃
β<α Fβ : Fβ ∈ Tβ&
⋃
β<α Fβ
generates a filter}. Finally, for every α < ω1 and everyF ∈ Tα , |{F ′ ∈ Tα+1: F ⊆F ′}| = b.
Here b is the familiar “boundedness number” [4], to recall, b = min{|G|: G ⊆
ωω&(∀f ∈ ωω)(∃g ∈G)g 
∗ f }. Recall also that b is regular and ω < b6 c.
The desired almost disjoint family results from this tree in a very simple way. Whenever
F ∈ T , let us choose some set A(F) ∈ [ω]ω satisfying these two requirements:
(1) for every F ∈F , A(F)⊆∗ F ;
(2) for each F ′ ∈ T , if F ′ ⊇F and F ′ 6=F , then ω \A(F) ∈F ′.
Then the collection A= {A(F): F ∈ T } will be the family we are looking for. Of course,
we are not in a position to prove all the required properties just now. There is a lot of
freedom in the rough description above. A very careful choice of all filters F ∈ T and of
all sets A(F) will be crucial to perform the job. Still, even with so few said up to now, we
can show that the family A is almost disjoint.
Let F ,F ′ ∈ T be distinct, assume F ∈ Tα and F ′ ∈ Tβ with α 6 β . If F ⊆ F ′, then
ω \A(F) ∈ F ′ and A(F ′) ⊆∗ F ′ whenever F ′ ∈ F ′. Thus A(F) ∩ A(F ′) is finite in this
case. If F *F ′, then there is a uniqueF ′′ ∈ Tα with F ′′ ⊆F ′. Necessarily, F 6=F ′′. Since
F ∪F ′′ does not generate a filter, since A(F)⊆∗ F for all F ∈F and since A(F ′)⊆∗ F ′′
for all F ′′ ∈F ′′, we have again that A(F) and A(F ′) are almost disjoint.
Fix for the rest of the proof some family of functions witnessing the definition of b,
that is, a family {gξ ∈ ωω: ξ < b} without an upper bound. It is well-known that we are
allowed to assume that every mapping gξ is strictly increasing, that for ξ < η < b the sharp
inequality gξ <∗ gη holds and that g0 > idω.
The permanent assumption on every filter in the tree is that it is a filter on ω generated
by a decreasing family {Fn: n ∈ ω} such that for each n ∈ ω, the difference Fn \ Fn+1 is
infinite. To get the root of the tree, select an arbitrary filter with this property.
To get immediate successors of an arbitrary F ∈ Tα , we shall use always the same
method. Hoping that it will not lead to confusions, we completely omit any indices
referring to α. Since the method involves a member of Partial, we need to introduce
the following notion.
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If F , G are (not necessarily distinct) filters on ω, then we shall say that the mapping f
ties the filters F and G (or F and G are tied by a mapping f ), if for every F ∈F and every
G ∈ G there is some F ′ ∈F and some G′ ∈ G such that |f [F \F ′] ∩G \G′| = ω.
Suppose F and G are two filters generated by the decreasing families {Fn: n ∈ ω} and
{Gn: n ∈ ω} respectively which are tied by a mapping f ∈ Partial. Proceeding by
induction, find an increasing sequence 0= k(0) < k(1) < k(2) < · · · of integers such that
for each j ∈ ω, |f [Fk(j) \ Fk(j+1)] ∩ Gk(j) \ Gk(j+1)| = ω. Define a mapping h ∈ ωω
by the rule: for n ∈ ω, if k(j) 6 n < k(j + 1), then h(n) = max{t (j), f (t (j))} + 1,
where t (j) = min{t ∈ domf ∩ (Fk(j+1) \ Fk(j+2)): f (t) ∈Gk(j+1) \Gk(j+2)}. Next, let
ξ = ξ(F ,G, f ) < b be the smallest ordinal with gξ 
∗ h. For all η < b, define Yη(F) =⋃
n∈ω{k ∈ Fn \Fn+1: k 6 gη(n)} and Yη(G)=
⋃
n∈ω{k ∈Gn \Gn+1: k 6 gη(n)}. Finally,
let J (F ,G, f ) be the set of ordinals{
η < b: ξ(F ,G, f ) < η & cfη= ω & both filters generated by
{Yη(F) \ Yζ (F): ζ < η} and by {Yη(G) \ Yζ (G): ζ < η} are proper
}
and A(F)= Yξ(F ,G,f )(F), A(G)= Yξ(F ,G,f )(G).
Claim 1. All sets A(F), A(G), f [A(F)] ∩A(G) are infinite.
Indeed, choose m ∈ ω arbitrary and denote ξ = ξ(F ,G, h). There is some n > m such
that gξ (n) > h(n). Let j be such that k(j)6 n < k(j+1) and pick n1 and n2 so that t (j) ∈
Fn1 \ Fn1+1, f (t (j)) ∈Gn2 \Gn2+1. Clearly k(j + 1)6 n1, n2 < k(j + 2) by our choice
of t (j). We have h(n) > t(j) and h(n) > f (t (j)), but from the inequality h(n) < gξ (n)
and from the fact that the mapping gξ is strictly increasing, we get that t (j) < gξ (n1) and
f (t (j)) < gξ (n2). So t (j) ∈ Yξ (F)(=A(F)) and f (t (j)) ∈ Yξ (G)(=A(G)). Sincem<ω
was arbitrary, this proves the claim.
Since we already know T0 and gave a description of Tα for limit α, let us assume that Tα
is known. To define the level Tα+1, denote by Zα the following set of functions:Zα = {f ∈
Partial: there are two families {Fι: ι ∈ c} ⊆ Tα, {Gι: ι ∈ c} ⊆ Tα such that for every ι ∈
c, f ties Fι and Gι}. A standard induction argument allows one to choose for every f ∈Zα
a pair of (not necessarily distinct) filters F(f ),G(f ) ∈ Tα such that f ties F(f ) with
G(f ) and for any two distinct f,f ′ ∈ Zα , {F(f ),G(f )} ∩ {F(f ′),G(f ′)} = ∅. Proceed
now as follows: the level Tα+1 will consist of all immediate successors of filters from Tα ,
where: for a mapping f ∈ Zα , immediate successors of F(f ) are all filters generated by
F(f ) ∪ {Yη(F(f )) \ Yζ (F(f )): ζ < η} for all η ∈ J (F ,G, f ) and similarly, immediate
successors of G(f ) are all filters generated by G(f )∪ {Yη(G(f )) \ Yζ (G(f )): ζ < η}, η ∈
J (F ,G, f ). If F ∈ Tα \ {F(f ),G(f ): f ∈ Zα}, we apply the same method, considering
the filter F as tied with itself by the identity mapping idω. The sets A(F) for F ∈ Tα
are defined as A(F(f )), A(G(f )) for the selected pair of filters tied by f ∈ Zα and as
A(F(idω)) otherwise.
The fact that every member of Tα already has some successors will be proved later in
Claim 4.
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It remains to show that the family A = {A(F): F ∈ T } is the required functionally
separated almost disjoint family. We have already proved above that it is almost disjoint.
Let {An: n ∈ ω} ∪ {A′n: n ∈ ω} ⊆A be such that for some f ∈ Partial and all n ∈ ω,
the intersection f [An] ∩A′n is infinite. Our first aim is to show that there is some α < ω1
and filters F ,G ∈ Tα such that f ties F and G. This will be done in a series of claims.
Claim 2. There is a filter H ∈ T such that for every H ∈H there is some k ∈ ω and some
H ′ ∈H with Ak ⊆∗ H \H ′ and Ak is infinite.
By our construction of the tree and of A, the filter F0, the root of the tree, must satisfy
the following: for each F ∈ F0 and for each n ∈ ω, An ⊆∗ F . Define I0 = ω. Proceeding
by a transfinite induction, knowing Fα ∈ Tα and Iα ⊆ ω, choose, if possible, a filter
Fα+1 ∈ Tα+1, Fα+1 ⊇ Fα such that the set Iα+1 = {n ∈ Iα : (∀F ∈ Fα+1)An ⊆∗ F } is
infinite. On limit steps, take as Fα the filter generated by
⋃
β<α Fβ and Iα =
⋂
β<α Iβ .
The sets Iα form a decreasing chain, which cannot stabilize. Indeed, if An = A(F) for
F ∈ Tα , then n /∈ Iα+1, since for every G ∈ Tα+1 we have ω \ A(F) ∈ G. Therefore the
induction must stop after countably many steps.
Suppose Iα , Fα are known and Fα+1 cannot be found. Two reasons are possible:
suppose first that the set Iα is infinite. Our construction guaranteed that for every set
A ∈A and every filter F ∈ T , either A⊆∗ F for all F ∈ F or for some F ∈ F , A ∩ F =
∅. Therefore, taking into account the method used for the construction of immediate
successors of Fα , for every n ∈ Iα there must be some η < b such that |An ∩ Yη| = ω,
thus call η(n) the smallest of such η’s; here η stands either for a suitable ordinal from
J (F ,G, f ) or from J (F ,F , idω), depending on which was the case when successors of
Fα were defined. SinceAn is infinite, the filterHn generated byFα∪{Yη(n)\Yζ : ζ < η(n)}
is proper, hence a member of T (and a successor of Fα). Since |An ∩ (Yη(n) \ Yζ )| = ω for
every ζ < η(n) (by the minimality of η(n)), we haveAn∩H 6= ∅ for everyH ∈Hn, hence
An ⊆∗ H for every H ∈Hn. Of course, this implies in particular that An ⊆∗ Yη(n).
Let η(∞) be the smallest η < b such that the set I = {n ∈ Iα : An ⊆∗ Yη} = {n ∈
Iα : η(n) 6 η} is infinite (clearly, η(∞) does exist and is 6 sup{η(n): n ∈ Iα}). Again,
since each set An is infinite, the filter H∞ generated by Fα ∪ {Yη(∞) \ Yζ : ζ < η(∞)} is
proper, hence a member of T and a successor of Fα . By the definition of η(∞), it follows
immediately that for every ζ < η(∞) there is some n ∈ Iα with An ⊆∗ Yη(∞) \ Yζ . Still,
we were unable to set Fα+1 =H∞ (and Iα+1 = I ), thus, except for finitely many, if n ∈ I ,
then there is some ζ ′ < η(∞) with An ∩ (Yη(∞) \ Yζ ′ )=∗ ∅. ThusH=H∞ is as required.
If the reason for the impossibility to continue was the fact that |Iα| < ω, then clearly
α is a limit ordinal and all the sets Iβ for β < α are infinite. Put H = ⋃β<α Fβ and
fix a strictly decreasing basis {Hj : j ∈ ω} of H; for every j ∈ ω, let γ (j) < α such
that Hj ∈ Fγ (j). Now use an obvious induction: put β(0) = γ (0) and find n(0) ∈ Iβ(0)
and β(1) with γ (1) 6 β(1) < α, such that n(0) /∈ Iβ(1); then find n(1) ∈ Iβ(1) and β(2)
with γ (2) 6 β(2) < α, so that n(1) /∈ Iβ(2), . . . . This way we get for H = ⋃β<α Fβ
the infinite collection {An(j): j ∈ ω} and sets Fj ∈ H with Fj ⊆ Hj , An(j) ⊆∗ Fj and
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An(j) ∩ Fj+1 =∗ ∅—take simply F0 = H0 and Fj+1 ∈ Fβ(j+1) a member witnessing
n(j) /∈ Iβ(j+1) and contained in Hj+1. The claim is proved.
Claim 3. There are filtersH,K ∈ T tied by f .
Let H be the filter found by Claim 2. Denote by I the set of all k ∈ ω that for some
H,H ′ ∈H,Ak ⊆∗ H \H ′. Apply Claim 2 once more, starting with the family {A′n: n ∈ I },
to get a filter K ∈ T such that for every K ∈ K there is some k ∈ I and K ′ ∈ K with
A′k ⊆∗ K \ K ′. For any such k ∈ I , f [Ak] ∩ A′k is infinite by our assumption, which
immediately implies that H and K are tied by f and proves Claim 3.
Claim 4. Let the filters H,K ∈ T be tied by a mapping f ∈ Partial. Then there are
some immediate successors H′ ⊇H and K′ ⊇K tied by the same f as well.
Fix the decreasing filter bases {Hn: n ∈ ω} forH and {Kn: n ∈ ω} forKwhich were used
during the induction steps in which the immediate successors for H and K were defined.
Let J0 be the set of indices < b used for H, i.e., J0 = J (H,G, h) or J0 = J (G,H, h) for
some h ∈ Partial or J0 = J (H,H, idω), depending on the case which has occurred, and
similarly, let J1 be the analogous set which indexes the immediate successors of K.
Let J2 be the set consisting of all η < b with cfη= ω and such that the filters generated
byH∪{Yη(H)\Yζ (H): ζ < η} and byK∪{Yη(K)\Yζ (K): ζ < η} are tied by f . We shall
show that the set J2 is unbounded in b and closed under suprema of countable cofinality.
Indeed, letµ< b be arbitrary. Given n, l ∈ ω such that f [Hn\Hl]∩Kn\Kl is infinite, let
us notice that both sets (Hn \Hl)∩Yµ(H) and (Kn \Kl)∩Yµ(K) are finite. Thus, applying
the same procedure which was used when the sets A(F) were defined, we can find a
suitableµ′ < b so that all three sets Yµ′ (H)\Yµ(H), Yµ′(K)\Yµ(K), f [Yµ′(H)\Yµ(H)]∩
Yµ′(K) \ Yµ(K) are infinite. Namely, fix an increasing sequence 0 = k′(0) < k′(1) <
k′(2) < · · · of integers such that for every j ∈ ω, |f [(Fk′(j) \Fk′(j+1))\Yµ(H)]∩ ((Gk′(j) \
Gk′(j+1)) \ Yµ(K))| = ω; then define a mapping h′ ∈ ωω by the rule: for n ∈ ω, let j ∈ ω
such that k′(j)6 n < k′(j + 1), and put h′(n)=max{t ′(j), f (t ′(j))} + 1, where t ′(j)=
min{t ∈ domf ∩ ((Fk′(j+1) \Fk′(j+2)) \Yµ(H)): f (t) ∈ (Gk′(j+1) \Gk′(j+2)) \Yµ(K)}. If
µ′ < b is such that gµ′ 
∗ h′, we can show that the three sets above are infinite using the
same argument of the proof of Claim 1.
Define η(0)= µ and inductively η(n+ 1)= η(n)′, then clearly supn∈ω η(n) ∈ J2. Thus
the set J2 is unbounded in b. Next, if ηn ∈ J2 and η = supn∈ω ηn, then η ∈ J2, too. We
leave this trivial part to the reader.
It should be obvious that the same reasoning applies also to sets J0 and J1. So there is
some η ∈ J0 ∩ J1 ∩ J2. For this η, the immediate successors Hη and Kη are tied by f and
the claim is proved.
Claim 5. Let {Hn: n ∈ ω} and {Kn: n ∈ ω} be strictly increasing sequences of members
of T such that for each n ∈ ω, the filters Hn and Kn are tied by f . Then the mapping f
ties the filters ⋃n∈ωHn and ⋃n∈ωKn.
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The proof is immediate: let H ∈H and K ∈K be arbitrary. Then H ∈Hp and K ∈Kq
for some p,q ∈ ω. For r > p,q we have H ∈ Hr and K ∈ Kr . The existence of the
required H ′ ∈H and K ′ ∈K follows from the fact that Hr and Kr are tied by f .
We are ready to prove now the existence of the desired filtersF and G, both belonging to
the same level Tα and tied by f . Indeed, given the families {An: n ∈ ω} and {A′n: n ∈ ω},
consisting of members of A and such that |f [An] ∩A′n| = ω for every n ∈ ω, by Claim 3
there are filters H,K ∈ T tied by f . Suppose H ∈ Tβ , K ∈ Tγ . If β = γ , we are done.
Otherwise choose a limit ordinal α < ω1 such that α = β + α = γ + α. Proceed by
induction on α: let Hβ+0 = H, Kγ+0 = K. Knowing Hβ+δ and Kγ+δ for δ < α, let
Hβ+δ+1 and Kγ+δ+1 be obtained with help of Claim 4. For δ 6 α, δ limit, the existence of
Hβ+δ andKγ+δ follows from Claim 5. Now it is enough to set F =Hβ+α and G =Kγ+α .
Clearly, F and G are tied by f and belong to Tα by our choice of α.
Our second aim is to show that f ∈ Zα+ω. This will clearly suffice for the existence of
a pair A(F(f )),A(G(f )) ∈A having the intersection f [A(F(f ))] ∩A(G(f )) infinite.
Notice that during the proof of Claim 4, we showed much more than stated: if H and K
are tied by f (with the notation from the proof of Claim 4), then f ties also the filters Hη
and Kη whenever η ∈ J0 ∩ J1 ∩ J2; the last set is of size b. So, proceeding by induction,
suppose that for n ∈ ω and for every ϕ ∈ n2, there are filters Fϕ,Gϕ ∈ Tα+n such that f
ties them. Then it is possible to find for every ϕ ∈ n2 two immediate successors Fϕa0 and
Fϕa1 of Fϕ and two immediate successors of Gϕ , denoted by Gϕa0, Gϕa1 such that f ties
Fϕa0 and Gϕa0 as well as Fϕa1 and Gϕa1.
Using Claim 5, we easily see now that the level Tα+ω contains subfamilies {Fψ : ψ ∈
ω2}, {Gψ : ψ ∈ ω2} such that for every ψ ∈ ω2, f ties Fψ and Gψ . So f ∈Zα+ω.
We have already found one pair of members of A, say A(f ) and A′(f ) satisfying
|f [A(f )] ∩ A′(f )| = ω. To get the desired result, assume now that the sets An (n ∈ ω)
are pairwise disjoint, which needs a subtraction from each one of a finite set only. For
M ∈ [ω]ω, let a mapping fM ∈ Partial be defined as fM = f ⋃n∈M An. The above
reasoning will produce for every M ∈ [ω]ω a pair of sets A(M),A′(M) ∈ A such that
|fM [A(M)] ∩ A′(M)| = ω. However, if M 6=M ′, then A(M) 6= A(M ′). This is obvious
if fM ∈ Zα and fM ′ ∈ Zβ with α 6= β , but it also holds if α = β . Since fM 6= fM ′ , the
demand {F(fM),G(fM)} ∩ {F(fM ′),G(fM ′ )} = ∅, satisfied at the (α + 1)th step of the
construction of the tree T , guarantees that.
To complete the proof it is enough to observe that fM [A] ∩A′ ⊆ f [A] ∩A′ for any pair
of sets A,A′. 2
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