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GEOMETRIC MEASURE THEORY AND DIFFERENTIAL INCLUSIONS
C. DE LELLIS, G. DE PHILIPPIS, B. KIRCHHEIM, AND R. TIONE
Abstract. In this paper we consider Lipschitz graphs of functions which are stationary points
of strictly polyconvex energies. Such graphs can be thought as integral currents, resp. varifolds,
which are stationary for some elliptic integrands. The regularity theory for the latter is a widely
open problem, in particular no counterpart of the classical Allard’s theorem is known. We address
the issue from the point of view of differential inclusions and we show that the relevant ones do not
contain the class of laminates which are used in [22] and [25] to construct nonregular solutions. Our
result is thus an indication that an Allard’s type result might be valid for general elliptic integrands.
We conclude the paper by listing a series of open questions concerning the regularity of stationary
points for elliptic integrands.
1. Introduction
Let Ω ⊂ Rm be open and f ∈ C1(Rn×m,R) be a (strictly) polyconvex function, i.e. such that
there is a (strictly) convex g ∈ C1 such that f(X) = g(Φ(X)), where Φ(X) denotes the vector of
subdeterminants of X of all orders. We then consider the following energy E : Lip(Ω,Rn)→ R:
E(u) :=
ˆ
Ω
f(Du)dx . (1)
Definition 1.1. Consider a map u¯ ∈ Lip(Ω,Rn). The one-parameter family of functions u¯ + εv
will be called outer variations and u¯ will be called critical for E if
d
dε
∣∣∣∣
ε=0
E(u¯+ εv) = 0 ∀v ∈ C∞c (Ω,Rn) .
Given a vector field Φ ∈ C1c (Ω,Rm) we let Xε be its flow1. The one-parameter family of functions
uε = u¯ ◦Xε will be called an inner variation. A critical point u¯ ∈ Lip(Ω,Rn) is stationary for E if
d
dε
∣∣∣∣
ε=0
E(uε) = 0 ∀Φ ∈ C1c (Ω,Rm) .
Classical computations reduce the two conditions above to2, respectively,ˆ
Ω
〈Df(Du¯),Dv〉dx = 0 ∀v ∈ C1c (Ω,Rn). (2)
and ˆ
Ω
〈Df(Du¯),Du¯DΦ〉dx−
ˆ
Ω
f(Du¯) div Φdx = 0 ∀Φ ∈ C1c (Ω,Rm) . (3)
The graphs of Lipschitz functions can be naturally given the structure of integer rectifiable currents
(without boundary in Ω × Rm) and of integral varifold, cf. [14, 24, 16]. In particular the graph of
any stationary point u¯ ∈ Lip(Ω,Rn) for a polyconvex energy E can be thought as a stationary point
for a corresponding elliptic energy, in the space of integer rectifiable currents and in that of integral
varifolds, respectively, see [17, Chapter 1, Section 2]. Even though this fact is probably well known,
it is not entirely trivial and we have not been able to find a reference in the literature: we therefore
1Namely Xε(x) = γx(ε), where γx is the solution of the ODE γ′(t) = Φ(γ(t)) subject to the initial condition
γ(0) = x.
2〈A,B〉 := tr(ATB) denotes the usual Hilbert-Schmidt scalar product of the matrices A and B.
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give a proof for the reader’s convenience. Note that a particular example of polyconvex energy is
given by the area integrand
A(X) =
√
det(idRm×m +X
TX) . (4)
The latter is strongly polyconvex when restricted to the any ball BR ⊂ Rn×m, namely there is a
positive constant ε(R) such that X 7→ A(X)− ε(R)|X|2 is still polyconvex on BR.
When n = 1 strong polyconvexity reduces to locally uniform convexity and any Lipschitz critical
point is therefore C1,α by the De Giorgi-Nash theorem. The same regularity statement holds
in the much simpler “dual case” m = 1, where criticality implies that the vector valued map u¯
satisfies an appropriate system of ODEs. Remarkably, L. Székelyhidi in [25] proved the existence
of smooth strongly polyconvex integrands f : R2×2 → R for which the corresponding energy has
Lipschitz critical points which are nowhere C1. The paper [25] is indeed an extension of a previous
groundbreaking result of S. Müller and V. Šverák [22], where the authors constructed a Lipschitz
critical point to a smooth strongly quasiconvex energy (cf. [22] for the relevant definition) which is
nowhere C1. A precursor of such examples can be found in the pioneering PhD thesis of V. Scheffer,
[23].
Minimizers of strongly quasiconvex functions have been instead proved to be regular almost
everywhere, see [12, 20] and [23]. Note that the “geometric” counterpart of the latter statement
is Almgren’s celebrated regularity theorem for integral currents minimizing strongly elliptic inte-
grands [5]. Stationary points need not to be local minimizers for the energy, even though every
minimizer for an energy is a stationary point. Moreover, combining the uniqueness result in [28]
and [22, Theorem 4.1], it is easy to see that there exist critical points that are not stationary.
Other than the result in [28], not much is known about the properties of stationary points, in
particular it is not known whether they must be C1 on a set of full measure. Observe that Allard’s ε
regularity theorem applies when f is the area integrand and allows to answer positively to the latter
question for f in (4). The validity of an Allard-type ε-regularity theorem for general elliptic energies
is however widely open. A first interesting question is whether one could extend the examples of
Müller and Šveràk and Székelyhidi to provide counterexamples. Both in [22] and [25], the starting
point of the construction of irregular solutions is rewriting the condition (2) as a diff functions
erential inclusion, and then finding a so-called TN -configuration (N = 4 in the first case, N = 5 in
the latter) in the set defining the differential inclusion. The main result of the present paper shows
that such strategy fails in the case of stationary points. More precisely:
(a) We show that u¯ solves (2), (3) if and only if there exists an L∞ matrix field A that solves a certain
system of linear, constant coefficients, PDEs and takes almost everywhere values in a fixed set of
matrices, which we denote by Kf and call inclusion set, cf. Lemma 2.2. The latter system of PDEs
will be called a div-curl differential inclusion, in order to distinguish them from classical differential
inclusions, which are PDE of type Du ∈ K a.e., and from “divergence differential inclusions” as for
instance considered in [8].
(b) We give the appropriate generalization of TN configurations for div - curl differential inclusions,
which we will call T ′N configurations, cf. Definition 2.6. As in the “classical” case the latter are
subsets of cardinality N of the set Kf which satisfy a particular set of conditions.
(c) We then prove the following nonexistence result.
Theorem 1.2. If f ∈ C1(Rn×m) is strictly polyconvex, then Kf does not contain any set
{A1, . . . , AN} which induces a T ′N configuration.
Remark 1.3 (Székelyhidi’s result). Theorem 1.2 can be directly compared with the results in [25],
which concern the “classical” differential inclusions induced by (2) alone. In particular [25, Theorem
1] shows the existence of a smooth strongly polyconvex integrand f ∈ C∞(R2×2) for which the
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corresponding “classical” differential inclusion contains a T5 configuration (cf. Definition 2.5). In
fact the careful reader will notice that the 5 matrices given in [25, Example 1] are incorrect. This is
due to an innocuous sign error of the author in copying their entries. While other T5 configurations
can be however easily computed following the approach given in [25], according to [27], the correct
original ones of [25, Example 1] are the following:
Z1
.
=


2 2
−2 −2
−20 −20
−14 −14

 , Z2 .=


3 5
−5 −9
0 10
−3 1

 , Z3 .=


4 3
−9 −5
41 0
21 −3

 ,
Z4
.
=


−3 −3
8 9
−54 −72
−30 −41

 , Z5 .=


0 0
−1 −2
18 36
11 22

 .
These five matrices form a T5 configuration with ki = 2,∀1 ≤ i ≤ 5, P = 0, and rank-one "arms"
given by
C1
.
=


1 1
−1 −1
−10 −10
−7 −7

 , C2 .=


1 2
−2 −4
5 10
2 4

 , C3 .=


1 0
−3 0
23 0
13 0

 ,
C4
.
=


−3 −3
7 7
−36 −36
−19 −19

 , C5 .=


0 0
−1 −2
18 36
11 22

 .
Even though it seems still early to conjecture the validity of partial regularity for stationary points,
our result leans toward a positive conclusion: Theorem 1.2 can be thought as a first step in that
direction.
Another indication that an Allard type ε-regularity theorem might be valid for at least some
class of energies is provided by the recent paper [9] of A. De Rosa, the second named author and
F. Ghiraldin, which generalizes Allard’s rectifiability theorem to stationary varifolds of a wide class
of energies . In fact the authors’ theorem characterizes in terms of an appropriate condition on the
integrand (called “atomic condition”, cf. [9, Definition 1.1]) those energies for which rectifiability of
stationary points hold. Furthermore one can use the ideas in [9] to show that the atomic conditions
implies strong W 1,p convergence of sequences of stationary equi-Lipschitz graphs, [11]. When trans-
ported to stationary Lipschitz graphs, the latter is yet another obstruction to applying the methods
of [22] and [25]. In [10] it has been shown that the atomic condition implies Almgren’s ellipticity.
It is an intriguing issue to understand if this implication can be reversed and (if not) to understand
wether this (hence stronger) assumption on the integrand can be helpful in establishing regularity
of stationary points.
We believe that the connection between differential inclusions and geometric measure theory
might be fruitful and poses a number of interesting and challenging questions. We therefore conclude
this work with some related problems in Section 8.
The rest of the paper is organized as follows: in Section 2 we rewrite the Euler Lagrange conditions
(2) and (3) as a div-curl differential inclusion and we determine its wave cone. We then introduce
the inclusion set Kf and, after recalling the definition of TN configurations for classical differential
inclusions, we define corresponding T ′N configurations for div-curl differential inclusions. In Section
3 we give a small extension of a key result of [26] on classical TN configurations. In Section 4 we
consider arbitrary sets of N matrices and give an algebraic characterization of those sets which
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belong to an inclusion set Kf for some strictly polyconvex f . In Section 5 we then prove the main
theorem of the paper, Theorem 1.2. As already mentioned, Section 6 discusses the link between
stationary graphs and stationary varifolds, whereas Section 8 is a collection of open questions.
2. Div-curl differential inclusions, wave cones and inclusion sets
As written in the introduction, the Euler-Lagrange conditions for energies E are given by:

ˆ
Ω
〈Df(Du),Dv〉dx = 0 ∀v ∈ C1c (Ω,Rn)ˆ
Ω
〈Df(Du),DuDΦ〉dx−
ˆ
Ω
f(Du) div Φdx = 0 ∀Φ ∈ C1c (Ω,Rm),
(5)
Here we rewrite the system (5) as a differential inclusion. To do so, it is sufficient to notice that the
left hand side of the second equation can be rewritten asˆ
Ω
〈Df(Du),DuDΦ〉dx−
ˆ
Ω
f(Du) div Φdx =
ˆ
Ω
〈DuTDf(Du),DΦ〉 − 〈f(Du) id,Dg〉dx
=
ˆ
Ω
〈DuTDf(Du)− f(Du) id,DΦ〉dx
Hence, the inner variation equation is the weak formulation of
div(DuTDf(Du)− f(Du) id) = 0.
Since also the outer variation is the weak formulation of a PDE in divergence form, namely
div(Df(Du)) = 0,
we introduce the following terminology:
Definition 2.1. A div-curl differential inclusion is the following system of partial diffential equations
for a triple of maps X,Y ∈ L∞(Ω,Rn×m) and Z ∈ L∞(Ω,Rm×m):
curlX = 0, div Y = 0, divZ = 0 , (6)
W :=

 XY
Z

 ∈ Kf :=

A ∈ R(2n+m)×m : A =

 XDf(X)
XTDf(X)− f(X) id



 , (7)
where f ∈ C1(Rn×m) is a fixed function. The subset Kf ⊂ R(2n+m)×m will be called the inclusion
set relative to f .
The following lemma is then an obvious consequence of the above discussion
Lemma 2.2. Let f ∈ C1(Rn×m). A map u ∈ Lip(Ω,Rn) is a stationary point of the energy (1) if
and only there are matrix fields Y ∈ L∞(Ω,Rn×m) and Z ∈ L∞(Ω,Rm×m) such thatW = (Du, Y,Z)
solves the div-curl differential inclusion (6)-(7).
2.1. Wave cone for div-curl differential inclusions. We recall here the definition of wave cone
for a system of linear constant coefficient first order PDEs. Given a system of linear constant
coefficients PDEs
m∑
i=1
Ai∂iz = 0 (8)
in the unknown z : Rm ⊃ Ω→ Rd we consider plane wave solutions to (8), that is, solutions of the
form
z(x) = ah(x · ξ), (9)
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where h : R → R. The wave cone Λ is given by the states a ∈ Rd for which there is a ξ 6= 0 such
that for any choice of the profile h the function (9) solves (8), that is,
Λ :=
{
a ∈ Rd : ∃ξ ∈ Rm \ {0} with
m∑
i=1
ξiAia = 0
}
. (10)
The following lemma is then an obvious consequence of the definition and its proof is left to the
reader.
Lemma 2.3. The wave cone of the system curlX = 0 is given by rank one matrices, whereas the
wave cone for the system (6) is given by triple of matrices (X,Y,Z) for which there is a unit vector
ξ ∈ Sm−1 and a vector u ∈ Rn such that X = u⊗ ξ, Y ξ = 0 and Zξ = 0.
Motivated by the above lemma we then define
Definition 2.4. The cone Λdc ⊂ R(2n+m)×m consists of the matrices in block form
 XY
Z


with the property that there is a direction ξ ∈ Sm−1 and a vector u ∈ Rn such that X = u ⊗ ξ,
Y ξ = 0 and Zξ = 0.
2.2. TN configurations. We start definining TN configurations for “classical” differential inclusions.
Definition 2.5. An ordered set of N ≥ 2 matrices {Xi}Ni=1 ⊂ Rn×m of distinct matrices is said to
induce a TN configuration if there exist matrices P,Ci ∈ Rn×m and real numbers ki > 1 such that:
(a) Each Ci belongs to the wave cone of curlX = 0, namely rank(Ci) ≤ 1 for each i;
(b)
∑
iCi = 0;
(c) X1, . . . ,Xn, P and C1, . . . , CN satisfy the following N linear conditions
X1 = P + k1C1,
X2 = P + C1 + k2C2,
. . .
. . .
XN = P + C1 + · · ·+ kNCN .
(11)
In the rest of the note we will use the word TN configuration for the data P,C1, . . . , CN , k1, . . . kN .
We will moreover say that the configuration is nondegenerate if rank(Ci) = 1 for every i.
Note that our definition is more general that the one usually given in the literature (cf. [22, 25, 26])
because we drop the requirement that there are no rank one connections between distinct Xi and Xj .
Moreover, rather than calling {X1, . . . ,XN} a TN configuration, we prefer to say that it “induces”
a TN configuration, namely we regard the whole data X1, . . . ,XN , C1, . . . , CN , k1, . . . , kN since it
is not at all clear that given an ordered set {X1, . . . ,XN} of distinct matrices there is at most one
choice of the matrices C1, . . . , CN and of the coefficients k1, . . . , kN satisfying the conditions above
(if we drop the condition that the set is ordered, then it is known that there is more than one choice,
see [15]).
We observe that the definition of TN configuration could be split into two parts. A “geometric
part”, namely the points (b) and (c), can be considered as characterizing a certain “arrangement of
2N points” in the space of matrices, consisting of:
• A closed piecewise linear loop, loosely speaking a polygon (not necessarily planar) with
vertices P1 = P + C1, P2 = P + C1 + C2, . . . , PN = P + C1 + . . . +CN = P ;
• N additional “arms” which extend the sides of the polygon, ending in the points X1, . . . ,XN .
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P + C1 + C2
X2
P
X4
P + C1 + C2 + C3
X3
X1
P + C1
Figure 1. The geometric arrangement of a T4 configuration.
See Figure 1 for a graphical illustration of these facts in the case N = 4.
The closing condition in Definition 2.5(b) is a necessary and sufficient condition for the polygonal
line to “close”. Condition (c) determines that each Xi is a point on the line containing the segment
Pi−1Pi. Note that the inequality ki > 1 ensures that Xi is external to the segment, “on the side of
Pi”. The “nondegeneracy” condition is equivalent to the vertices of the polygon being all distinct.
Note moreover that, in view of our definition, we include the possibility N = 2. In the latter case
the T2 configuration consists of a single rank one line and of 4 points X1,X2, C1, C2 lying on it.
We have decided to follow this convention, even though this is an unusual choice compared to the
literature.
The second part of the Definition, namely condition (a), is of algebraic nature and related to the
fact that TN configurations are used to study “classical differential inclusions”, namely PDEs of the
form curlX = 0. The condition prescribes simply that each vector Xi−Pi belongs to the wave cone
of curlX = 0.
2.3. T ′N configurations. In this section we generalize the notion of TN configuration to div-curl
differential inclusions. The geometric arrangement remains the same, while the wave cone condition
is replaced by the one dictated by the new PDE (6).
Definition 2.6. A family {A1, . . . , AN} ⊂ R(2n+m)×m of N ≥ 2 distinct
Ai :=

 XiYi
Zi


induces a T ′N configuration if there are matrices P,Q,Ci,Di ∈ Rn×m, R,Ei ∈ Rm×m and coefficients
ki > 1 such that 
 XiYi
Zi

 =

 PQ
R

+

 C1D1
E1

+ · · ·+

 Ci−1Di−1
Ei−1

+ ki

 CiDi
Ei


and the following properties hold:
(a) each element (Ci,Di, Ei) belongs to the wave cone Λdc of (6);
(b)
∑
ℓCℓ = 0,
∑
ℓDℓ = 0 and
∑
ℓEℓ = 0.
We say that the T ′N configuration is nondegeneate if rank(Ci) = 1 for every i.
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We collect here some simple consequences of the definition above and of the discussion on TN
configurations.
Proposition 2.7. Assume A1, . . . , AN induce a T
′
N configuration with P,Q,R,Ci,Di, Ei and ki as
in Definition 2.6. Then:
(i) {X1, . . . ,XN} induce a TN configuration of the form (11), if they are distinct; more-
over the T ′N configuration is nondegenerate if and only if the TN configuration induced by
{X1, . . . ,XN} is nondegenerate;
(ii) For each i there is an ni ∈ Sm−1 and a ui ∈ Rn such that Ci = ui ⊗ ni, Dini = 0 and
Eini = 0;
(iii) trCTi Di = 〈Ci,Di〉 = 0 for every i.
Proof. (i) and (ii) are an obvious consequence of Definition 2.6 and of Definition 2.4. After extending
ni to an orthonormal basis {ni, vj2, . . . vjm} of Rm we can explicitely compute
〈Ci,Di〉 = (Dini, Cini) +
m∑
j=2
(Div
j
i , Civ
j
i ) = 0 ,
where (·, ·) denotes the Euclidean scalar product. 
3. Preliminaries on classical TN configurations
This section is devoted to a slight generalization of a powerful machinery introduced in [26] to
study TN configurations.
3.1. Székelyhidi’s characterization of TN configurations in R2×2. We start with the following
elegant characterization.
Proposition 3.1. ([26, Proposition 1]) Given a set {X1, . . . ,XN} ⊂ R2×2 and µ ∈ R, we let Aµ be
the following N ×N matrix:
Aµ :=


0 det(X1 −X2) det(X1 −X3) . . . det(X1 −XN )
µ det(X1 −X2) 0 det(X2 −X3) . . . det(X2 −XN )
...
...
...
. . .
...
µ det(X1 −XN ) µ det(X2 −XN ) µ det(X3 −XN ) . . . 0

 .
Then, {X1, . . . ,XN} induces a TN configuration if and only if there exists a vector λ ∈ RN with
positive components and µ > 1 such that
Aµλ = 0.
Even though not explicitely stated in [26], the following Corollary is part of the proof of Proposition
3.1 and it is worth stating it here again, since we will make extensive use of it in the sequel.
Corollary 3.2. Let {X1, . . . ,XN} ⊂ R2×2 and let µ > 1 and λ ∈ RN be a vector with positive
entries such that Aµλ = 0. Define the vectors
ti :=
1
ξi
(µλ1, . . . , µλi−1, λi, . . . , λN ), for i ∈ {1, . . . , N} (12)
where ξi > 0 is a normalizing constant so that ‖ti‖1 :=
∑
j |tij | = 1,∀i. Define the matrices Cj with
j ∈ {1, . . . , N − 1} and P by solving recursively
N∑
j=1
tijXj = P +C1 + · · ·+ Ci−1 (13)
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and set CN := −C1 − . . .− CN−1. Finally, define
ki =
µλ1 + · · ·+ µλi + λi+1 · · ·+ λN
(µ− 1)λi . (14)
Then P,C1, . . . , CN and k1, . . . kN give a TN configuration induced by {X1, . . . ,XN} (i.e. (11)
holds).
Moreover, the following relation holds for every i:
det

 N∑
j=1
tijXj

 = N∑
j=1
tij det(Xj) . (15)
Remark 3.3. Observe that the relations (14) can be inverted in order to compute µ and λ (the latter
up to scalar multiples) in terms of k1, . . . , kN . In fact, let us impose
‖λ‖1 = λ1 + · · ·+ λN = 1 .
Then, regarding µ as a parameter, the equations (14) give a linear system in triangular form which
can be explicitely solved recursively, giving the formula
λj =
k1k2 · · · kj−1
(µ − 1)(k1 − 1)(k2 − 1) · · · (kj − 1) . (16)
The following identity can easily be proved by induction:
1
k1 − 1 +
k1
(k1 − 1)(k2 − 1) + · · ·+
k1 · · · kj−1
(k1 − 1) · · · (kj − 1) =
k1 · · · kj
(k1 − 1) · · · (kj − 1) − 1 .
Hence, summing (16) and imposing
∑
j λj = 1 we find the equation
1 =
1
µ− 1
(
k1 · · · kN
(k1 − 1) · · · (kN − 1) − 1
)
,
which determines uniquely µ as
µ =
k1 · · · kN
(k1 − 1) · · · (kN − 1) . (17)
A second corollary of the computations in [26] is that
Corollary 3.4. Assume {X1, . . . ,XN} ∈ R2×2 induce the TN configuration of form (11) and let µ
and λ be as in (16) and (17). Then Aµλ = 0.
3.2. A characterization of TN configurations in Rn×m. We start with a straightforward con-
sequence of the results above.
Let us first introduce some notation concerning multi-indexes. We will use I for multi-indexes
referring to ordered sets of rows of matrices and J for multi-indexes referring to ordered sets of
columns. In our specific case, where we deal with matrices in Rn×m we will thus have
I = (i1, . . . , ir), 1 ≤ i1 < · · · < ir ≤ n ,
and J = (j1, . . . , js), 1 ≤ j1 < · · · < js ≤ m
and we will use the notation |I| := r and |J | := s. In the sequel we will always have r = s.
Definition 3.5. We denote by Ar the set
Ar = {(I, J) : |I| = |J | = r}, 2 ≤ r ≤ min(n,m).
For a matrix M ∈ Rn×m and for Z ∈ Ar of the form Z = (I, J), we denote by MZ the squared
r × r matrix obtained by A considering just the elements aij with i ∈ I, j ∈ J (using the order
induced by I and J).
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Given a set {X1, . . . ,XN} ⊂ Rn×m, µ ∈ R and Z ∈ Ar, we introduce the matrix
AµZ :=


0 det(XZ2 −XZ1 ) det(XZ3 −XZ1 ) . . . det(XZN −XZ1 )
µ det(XZ1 −XZ2 ) 0 det(XZ3 −XZ2 ) . . . det(XZN −XZ2 )
...
...
...
. . .
...
µ det(XZ1 −XZN ) µ det(XZ2 −XZN ) µ det(XZ3 −XZN ) . . . 0

 .
Proposition 3.6. A set {X1, . . . ,XN} ⊂ Rn×m induces a TN configuration if and only if there is
a real µ > 1 and a vector λ ∈ RN with positive components such that
AµZλ = 0 ∀Z ∈ A2 .
Moreover, if we define the vectors ti as in (12), the coefficients ki through (14) and the matrices
P and Ci through (13), then P,C1, . . . , CN and k1, . . . , kN give a TN configuration induced by
{X1, . . . ,XN}.
For this reason and in view of Remark 3.3, we can introduce the following terminology:
Definition 3.7. Given a TN -configuration P,C1, . . . , CN and k1, . . . , kN we let µ and λ be given
by (16) and (17) and we call (λ, µ) ∈ RN+1 the defining vector of the TN configuration.
Proof of Proposition 3.6. Direction ⇐=. Fix a set {X1, . . . ,XN} of matrices with the property
that there is a common µ > 1 and a common λ with positive entries such that AµZλ = 0 for every
Z ∈ A2. For each Z we consider the corresponding set {XZ1 , . . . , ZZN} and we use the formulas (12),
(14) and (13) to find k1, . . . , kN , P (Z) and Ci(Z) such that
XZi = P (Z) + C1(Z) + . . . Ci−1(Z) + kiCi(Z) .
Since the coefficients ki are independent of Z, the formulas give that the matrices Ci(Z) (and P (Z))
are compactible, in the sense that, if jℓ is an entry common to Z and Z ′, then (Ci(Z))jℓ = (Ci(Z ′))jℓ.
In particular there are matrics Ci’s and P such that Ci(Z) = CZi and P (Z) = P
Z and thus (11)
holds. Moreover, we also know from Proposition 3.1 that rank(CZi ) ≤ 1 for every Z and thus
rank(Ci) ≤ 1. We also know that CZ1 + . . . + CZN = 0 for every Z and thus C1 + . . .+ CN = 0.
Direction =⇒. Assume X1, . . . ,XN induce a TN configuration as in (11). Then XZ1 , . . . ,XZN
induce a TN configuration with corresponding PZ , CZ1 , . . . , C
Z
N and k1, . . . , kN , where the latter
coefficients are independent of Z. Thus, by Corollary 3.4, AµZλ = 0. 
3.3. Computing minors. We end this section with a further generalization, this time of (15): we
want to extend the validity of it to any minor.
Proposition 3.8. Let {X1, . . . ,XN} ⊂ Rn×m induce a TN configuration as in (11) with defining
vector (λ, µ). Define the vectors t1, . . . , tN as in (12) and for every Z ∈ Ar of order r ≤ min{n,m}
define the minor S : Rn×m ∋ X 7→ S(X) := det(XZ) ∈ R. Then
N∑
j=1
tijS(Xj) = S

 N∑
j=1
tijXj

 = S(P + C1 + · · · + Ci−1) . (18)
and AµZλ = 0.
Fix any matrix A ∈ Rm×m. In the following we will denote by cof(A) the m×m matrix defined1 as
cof(A)ij := (−1)i+j det(Aj,i),
1Note that sometimes in the literature one refers to what we called cof(A) as the adjoint of A, and the adjoint of
A would be cof(A)T .
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where Aj,i is the m− 1 ×m− 1 matrix obtained by eliminating from A the j-th row and the i-th
column. It is well-known that
A cof(A) = cof(A)A = det(A) Idm .
We will need the following elementary linear algebra fact, which in the literature is sometimes called
Matrix Determinant Lemma:
Lemma 3.9. Let A,B be matrices in Rm×m, and let rank(B) ≤ 1. Then,
det(A+B) = det(A) + 〈cof(A)T , B〉
Moreover, we need another elementary computation, which is essentially contained in [26] and for
which we report the proof at the end of the section for the reader’s convenience.
Lemma 3.10. Assume the real numbers µ > 1, λ1, . . . , λN > 0 and k1, . . . , kN > 1 are linked by
the formulas (14). Assume v, v1, . . . , vN , w1, . . . , wN are elements of a vector space satisfying the
relations
wi = v + v1 + . . .+ vi−1 + kivi (19)
0 = v1 + . . .+ vN . (20)
If we define the vectors ti as in (12), then∑
j
tijwj = v + v1 + . . .+ vi−1 . (21)
Proof of Proposition 3.8. Fix the Z of the statement of the proposition. XZ1 , . . . ,X
Z
N induces TN
with the same coefficients k1, . . . kN . This reduces therefore the statement to the case in which
m = n, Z = ((1, . . . n), (1, . . . , n)) and the minor S is the usual determinant.
We first prove (18). In order to do this we specialize (21) to wℓ = det(Xℓ), v = det(P ), vℓ =
〈cofT (P + C1 + · · ·+ Cℓ−1), Cℓ〉. To simplify the notation set
P (1) = P, and P (ℓ) = P + C1 + · · · + Cℓ−1 ∀ℓ ∈ {1, . . . , N + 1}.
We want to show that
v + v1 + · · ·+ vi−1 = det(P (i)) and v1 + · · ·+ vN = 0,
and this would conclude the proof of (18) because of Lemma 3.10. A repeated application of Lemma
3.9 yields:
v + v1 + · · ·+ vi−1 = det(P ) + 〈cofT (P ), C1〉︸ ︷︷ ︸
det(P (2))
+〈cofT (P (2)), C2〉
︸ ︷︷ ︸
det(P (3))
+
+ · · ·+ 〈cofT (P (i)), Ci−1〉 = det(P (i)) = det(P + C1 + · · · + Ci−1).
As a consequence of Lemma 3.9, we also have vℓ = det(P (ℓ+1))− det(P (ℓ)). Therefore:
v1 + · · · + vN =
N∑
ℓ=1
(
det(P (ℓ+1))− det(P (ℓ))
)
= det(P (N+1))− det(P (1)).
Since
∑
ℓCℓ = 0 and det(P
(N+1)) = det(P +
∑
ℓCℓ), the following holds
det(P (N+1))− det(P (1)) = det(P +
∑
ℓ
Cℓ)− det(P ) = det(P )− det(P ) = 0,
and the conclusion is thus reached.
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To prove the second part of the statement notice that AµZλ = 0 is equivalent to the following N
equations:
N∑
j=1
tij det(Xj −Xi) = 0 ∀i ∈ {1, . . . , N}.
Fix i ∈ {1, . . . , N} and define matrices Yj := Xj −Xi,∀j. {Y1, . . . , YN} is still a TN configuration
of the form
Yi = P
′ +
i−1∑
ℓ=1
Cℓ + kiCi,
and P ′ = −Xi (recall that P = 0). Apply now (18) to find that∑
j
tij det(Xj −Xi) =
∑
j
tij det(Yj) = det
(
P ′ +
i−1∑
ℓ=1
Cℓ
)
= det
(
−Xi +
i−1∑
ℓ=1
Cℓ
)
= det(−kiCi) = 0
and conclude the proof. 
3.4. Proof of Lemma 3.10. It is sufficient to compute separately
∑N
j=1 t
1
jwj =
∑N
j=1 λjwj and∑i−1
j=1 λjwj . In fact,
N∑
j
tijwj =
1
ξi

 N∑
j=1
λjwj + (µ− 1)
i−1∑
j=1
λjwj

 . (22)
We can write ∑
j
λjwj = v + a1v1 + · · ·+ aNvN ,
being, ∀ℓ ∈ {1, . . . , N}, aℓ = kℓλℓ+ · · ·+ λN . Recalling that the defining vector and the numbers ki
are related through (14), we compute
aℓ = kℓλℓ + · · ·+ λN = µλ1 + · · · + µλℓ + λℓ+1 + . . . λN
µ− 1 + λℓ+1 + · · ·+ λN
=
µ(λ1 + · · ·+ λN )
µ− 1 =
µ
µ− 1 =: a.
(23)
Hence
N∑
j=1
λjwj = v +
µ
µ− 1(v1 + · · ·+ vN ).
On the other hand,
i−1∑
j=1
λjwj = b1v + b2v1 + · · · + bivi−1,
and
b1 = λ1 + · · ·+ λi−1 =: c,
bℓ = kℓλℓ + · · ·+ λi−1 =
µ(λ1 + · · ·+ λℓ) +
∑N
j=ℓ+1 λj + (µ− 1)
∑i−1
j=ℓ+1 λj
µ− 1 =
=
µ(
∑i−1
j=1 λj) +
∑N
j=i λj
µ− 1 =: b,∀ℓ ∈ {2, . . . , i}.
Also,
ξi = ‖(µλ1, . . . , µλi−1, λi, . . . , λN )‖1 = (µ − 1)(λ1 + · · · + λi−1) + 1 = (µ− 1)b = 1 + (µ− 1)c.
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We can now compute (22):
1
ξi

 N∑
j=1
λjwj + (µ− 1)
i−1∑
j=1
λjwj

 =
1
ξi
[v + a1v1 + · · ·+ aNvN + (µ − 1)(b1v + b2v1 + · · ·+ bivi−1)] =
1
ξi
[(µ− 1)b(v + v1 + · · ·+ vi−1) + a(v1 + · · ·+ vN )] =
v + v1 + · · ·+ vi−1 + a
(µ− 1)b (v1 + · · ·+ vN )
We use the just obtained identity
N∑
j=1
tijwj = v + v1 + · · ·+ vi−1 +
a
(µ− 1)b (v1 + · · ·+ vN ) (24)
Using that v1 + . . .+ vN = 0 we conclude the desired identity.
4. Inclusions sets relative to polyconvex functions
In this section we consider the following question. Given a set of distinct matrices Ai ∈ R2n×Rm
Ai :=
(
Xi
Yi
)
, (25)
do they belong to a set of the form
K ′f :=
(
Xi
Df(Xi)
)
(26)
for some strictly polyconvex function f : Rn×m → R? Observe that Ai 6= Aj, for i 6= j if and only
if Xi 6= Xj, for i 6= j. Below we will prove the following
Proposition 4.1. Let f : Rn×m → R be a strictly polyconvex function of the form f(X) = g(Φ(X)),
where g ∈ C1 is strictly convex and Φ is the vector of all the subdeterminants of X, i.e.
Φ(X) = (X, v1(X), . . . , vmin(n,m)(X)),
and
vs(X) = (det(XZ1), . . . ,det(XZ#As ))
for some fixed (but arbitrary) ordering of all the elements Z ∈ As. If Ai ∈ K ′f and Ai 6= Aj for
i 6= j, then Xi, Yi = Df(Xi) and ci = f(Xi) fulfill the following inequalities for every i 6= j:
ci − cj + 〈Yi,Xj −Xi〉
−
min(m,n)∑
r=2
∑
Z∈Ar
diZ
(〈cof(XZi )T ,XZj −XZi 〉 − det(XZj ) + det(XZi )) < 0, (27)
where diZ = ∂Zg(Φ(Xi)).
The expressions in (27) can be considerably simplied when the matrices X1, . . . ,XN induce a TN
configuration.
Lemma 4.2. Assume X1, . . . ,XN induces a TN configuration of the form (11) and associated vectors
ti, i ∈ {1, . . . , N}. Then, ∀i ∈ {1, . . . , N}, ∀r ∈ {2, . . . ,min(m,n)}, ∀Z ∈ Ar,∑
j
tij
(〈cof(XZi )T ,XZj −XZi 〉 − det(XZj ) + det(XZi )) = 0. (28)
GEOMETRIC MEASURE THEORY AND DIFFERENTIAL INCLUSIONS 13
In particular combining (27) and (28) we immediately get the following:
Corollary 4.3. Let f be a strictly polyconvex function and let A1, . . . , AN be distinct elements of
K ′f with the additional property that {X1, . . . ,XN}i induces a TN configuration of the form (11)
with defining vector (µ, λ). Then,
ci −
∑
j
tijcj − ki〈Yi, Ci〉 < 0, (29)
where the ti’s are given by (12).
4.1. Proof of Proposition 4.1. The strict convexity of g yields, for i 6= j,
〈Dg(Φ(Xi)),Φ(Xj)− Φ(Xi)〉 < g(Φ(Xj))− g(Φ(Xi)). (30)
A simple computation shows that for the function det(·) : Rr×r → R:
D(det(X))|X=Y = cof(Y )T .
In the following equation, we will write, for an n × m matrix M and for Z ∈ Ar, cof(MZ)T to
denote the n ×m matrix with 0 in every entry, except for the rows and columns corresponding to
the multiindex Z = (I, J), which will be filled with the entries of the matrix cof(MZ)T ∈ Rr×r,
namely, if i /∈ I or j 6∈ J , then (cof(MZ)T )ij = 0 and, if we eliminate all such coefficients, the
remaining r × r matrix equals cof(MZ)T . Moreover, we will identify the differential of a map from
R
n×m to R with the obvious associated matrix. We thus have the formula
Df(X) = D(g(Φ(X))) = DXg(Φ(X)) +
min(m,n)∑
r=2
∑
Z∈Ar
∂Zg(Φ(X))cof(XZ)T
When evaluated on X = Xi,
Yi = DXg(Φ(Xi)) +
min(m,n)∑
r=2
∑
Z∈Ar
∂Zg(Φ(Xi))cof(XZi )
In order to simplify the notation set now diZ := ∂Zg(Φ(Xi)). The previous expression yields:
〈Dg(Φ(Xi)),Φ(Xj)− Φ(Xi)〉
=〈DXg(Φ(Xi)),Xj −Xi〉+
min(m,n)∑
r=2
∑
Z∈Ar
diZ
(
det(XZj )− det(XZi )
)
=
〈
Yi −
min(m,n)∑
r=2
∑
Z∈Ar
diZcof(X
Z
i )
T ,Xj −Xi
〉
+
min(m,n)∑
r=2
∑
Z∈Ar
diZ
(
det(XZj )− det(XZi )
)
.
Since
g(Φ(Xj))− g(Φ(Xi)) = f(Xj)− f(Xi) = cj − ci,
(30) becomes:
〈Yi,Xj −Xi〉 −
min(m,n)∑
r=2
∑
Z∈Ar
diZ
(
〈cof(XZi )T ,Xj −Xi〉 − det(XZj ) + det(XZi )
)
< cj − ci.
Finally, summing ci − cj on both sides:
ci − cj + 〈Yi,Xj −Xi〉 −
min(m,n)∑
r=2
∑
Z∈Ar
diZ
(
〈cof(XZi )T ,Xj −Xi〉 − det(XZj )− det(XZi )
)
< 0 (31)
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Using the fact that 〈cof(XZi )T ,Xj−Xi〉 = 〈cof(XZi )T ,XZj −XZi 〉, we see that the previous inequality
implies the conclusion
∀i 6= j,
ci − cj + 〈Yi,Xj −Xi〉 −
min(m,n)∑
r=2
∑
Z∈Ar
diZ
(〈cof(XZi )T ,XZj −XZi 〉 − det(XZj ) + det(XZi )) < 0.
4.2. Proof of Lemma 4.2. The result is a direct consequence of Lemma 3.9 and Proposition 3.8.
First of all, by Proposition 3.8 we have
∑
j
tij det(X
Z
j ) = det

∑
j
tijX
Z
j

 = det (PZ1 + · · · +CZi−1) (32)
Moreover, by (13), we get∑
j
tij〈cof(XZi )T ,XZj −XZi 〉 = 〈cof(XZi )T , PZ+CZ1 +· · ·+CZi−1−XZi 〉 = −ki〈cof(XZi )T , CZi 〉 . (33)
Finally, apply Lemma 3.9 to A = XZi and B = −kiCZi to get
det
(
PZ + · · · +CZi−1
)
= det(XZi )− ki〈cof(XZi )T , CZi 〉 . (34)
These three equalities together give (28).
4.3. Proof of Corollary 4.3. Multiply (27) by tij and sum over j. Using Lemma 4.2 and taking
into account
∑
j t
i
j = 1 we get
ci −
∑
j
tijcj +
〈
Yi,
∑
j
tijXj −Xi
〉
< 0 .
Since ∑
j
tijXj = P +C1 + . . .+ Ci−1
and
Xi = P + C1 + . . .+ Ci−1 + kiCi ,
we easily conclude (29).
5. Proof of Theorem 1.2
In this section we prove the main theorem of this paper.
5.1. Gauge invariance. In the first part we state a corollary of some obvious invariance of poly-
convex functions under certain groups of transformations. This invariance will then be used in the
proof of Theorem 1.2 to bring an hypothetical T ′N configuration into a “canonical form”.
Lemma 5.1. Let f : Rn×m be strictly polyconvex and assume that Kf contains a set of matrices
{A1, . . . , AN} which induces a nondegenerate T ′N configuration, denoted by
Ai :=

 X¯iY¯i
Z¯i

 ,
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where
X¯i = P + C¯1 + · · ·+ kiC¯i,
Y¯i = Q+ D¯1 + · · · + kiD¯i,
Z¯i = R+ E¯1 + · · · + kiE¯i.
Then, for every S, T ∈ Rn×m, a ∈ R, there exists another strictly polyconvex function f¯ such that
the family of matrices
Bi :=

 XiYi
Zi


lie in Kf¯ ,∀i, and they have the following properties:
• The matrices Xi, Yi have the form
Xi = S + C¯1 + · · ·+ kiC¯i,
Yi = T + D¯1 + · · ·+ kiD¯i.
• the matrices Zi are of the form
Zi = U + E1 + · · · + kiEi,
where
U = R− P T (Q− T ) + (S − P )TNT + (〈P,Q− T 〉+ a) id .
Moreover, if ni ∈ Rm is the unit vector of Proposition 2.7, then we have∑
i
Ei = 0, (35)∑
j
tijZi = U + E1 + · · · +Ei−1,∀i ∈ {1, . . . , N}, (36)
Eini = 0,∀i. (37)
Proof. We consider f¯ of the form
f(X) = f¯(X +O) + 〈X,V 〉+ a.
We want Xi− X¯i = S −P and Yi− Y¯i = T −Q, therefore the natural choice for O is O := −P +S.
In this way,
f(X¯i) = f¯(X¯i − P + S) + 〈X¯i, V 〉+ a = f¯(Xi) + 〈X¯i, V 〉+ a.
Moreover, we have
Df(X¯i) = Y¯i,
hence Df¯(Xi) = Yi if and only if
Df(X¯i)− V = Y¯i − V = Yi,
i.e. V := Q− T . We now show that the modification of Z¯i into Zi with the properties listed in the
statement of the present proposition will let us fulfill also the last requirement, namely that
Zi = X
T
i Yi − c′i id,
where c′i = f¯(Xi). Analogously, we denote with ci = f(X¯i). We write
XTi Yi − c′i id = (Xi −O)TYi +OTYi − (ci − 〈X¯i, V 〉 − a) id =
X¯Ti (Yi + V )− X¯Ti V +OTYi − (ci − 〈X¯i, V 〉 − a) id =
X¯Ti Y¯i − ci id︸ ︷︷ ︸
Z¯i
−X¯Ti V +OTYi + (〈X¯i, V 〉+ a) id .
16 DE LELLIS, DE PHILIPPIS, KIRCHHEIM, AND TIONE
We can thus rewrite
X¯Ti V = P
TV +
i−1∑
j=1
CTj V + kiC
T
i V.
For every fixed j, we decompose in a unique way V = Vj + V ⊥j , where V
⊥
j = (V nj) ⊗ nj and
Vj = V −V ⊥j . Note that, since Cj = uj⊗vj , this implies that CTj Vj−〈Cj , Vj〉 id is a scalar multiple
of the orthogonal projection on span(nj)⊥. Therefore,
CTj V = C
T
j Vj + C
T
j V
⊥
j = C
T
j Vj − 〈Cj , Vj〉 id+CTj V ⊥j︸ ︷︷ ︸
=:Rj
+〈Cj , Vj〉 id .
Consequently, X¯Ti V has the following form:
X¯Ti V = P
TV +
i−1∑
j=1
Rj + kiRi +

 i−1∑
j=1
〈Cj, Vj〉+ ki〈Ci, Vi〉

 id .
Finally, we define, Z ′i := P
TV +
∑i−1
j=1Rj + kiRi. Resuming the main computations, we have
obtained that:
XTi Yi − c′i id = Z¯i − Z ′i +OTYi + (−
i−1∑
j=1
〈Cj , Vj〉 − ki〈Ci, Vi〉+ 〈X¯i, V 〉+ a) id .
Since
−
i−1∑
j=1
〈Cj, Vj〉 − ki〈Ci, Vi〉+ 〈X¯i, V 〉 = −
i−1∑
j=1
〈Cj , V 〉 − ki〈Ci, V 〉+ 〈X¯i, V 〉 = 〈P, V 〉,
we are finally able to say that the first part of the Proposition is proved provided that
Zi := Z¯i − Z ′i +OTYi + (〈P, V 〉+ a) id,
Ei := E¯i − CTi Vi + 〈Ci, Vi〉 id−CTi V ⊥i +OTDi,
U := R− P TV +OTT + (〈P, V 〉+ a) id .
To simplify future computations, let us use the identities Vi + V ⊥i = V and 〈Ci, Vi〉 = 〈Ci, V 〉:
Zi := Z¯i − Z ′i +OTYi + (〈P, V 〉+ a) id,
Ei := E¯i − CTi V + 〈Ci, V 〉 id +OTDi,
U := R− P TV +OTT + (〈P, V 〉+ a) id .
Properties (35)-(36)-(37) are easily checked by the linearity of the previous expressions and the
identity (24). 
5.2. Proof of Theorem 1.2. Assume by contradiction the existence of a T ′N configuration induced
by matrices {A1, . . . , AN} which belong to the inclusion set Kf of some stictly polyconvex function
f ∈ C1(Rn×m). Note that the corresponding {Xi} must be all distinct, because Yi = Df(Xi) and
Zi = X
T
i Df(Xi)− f(Xi)id. Thus {X1, . . . ,XN} induce a TN configuration.
We consider coefficients k1, . . . , kN and matrices P,Q,R, Ci,Di, Ei as in Definition 2.6. By
Lemma 5.1 we can assume, without loss of generality, that
P = 0 = Q and tr(R) = 0 .
We are now going to prove that the system of inequalities
−νi := ci −
∑
j
tijcj − ki〈Yi, Ci〉 < 0,∀i , (38)
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where ci and tij are as in Corollary 4.3, cannot be fulfilled at the same time. This will then give a
contradiction. In order to follow our strategy, we need to compute the following sums:∑
j
tijZj =
∑
j
tijX
T
j Yj −
∑
j
tijcj id . (39)
Let us start computing the sum for i = 1,
∑
j λjX
T
j Yj . We rewrite it in the following way:∑
j
λjX
T
j Yj =
N∑
j=1
λj

 ∑
1≤a,b≤j−1
CTa Db + kj
∑
1≤a≤j−1
CTa Dj + kj
∑
1≤b≤j−1
CTj Db + k
2
jC
T
j Dj


=
∑
i,j
gijC
T
i Dj ,
(40)
where we collected in the coefficients gij the following quantities:
gij =
{
λiki +
∑N
r=i+1 λr, if i 6= j
λik
2
i +
∑N
r=i+1 λr, if i = j.
As already computed in (23), we have:
gij = gji = λiki +
N∑
r=i+1
λr =
µ
µ− 1 ,
On the other hand,
gii = k
2
i λi +
N∑
r=i+1
λr = ki(ki − 1)λi + µ
µ− 1 .
Using the equalities
∑
ℓCℓ = 0 =
∑
ℓDℓ, then also
∑
i,j C
T
i Dj = 0, and so
∑
i 6=j C
T
i Dj =
−∑iCTi Di. Hence, (40) becomes∑
i,j
gijC
T
i Dj =
µ
µ− 1
∑
i 6=j
CTi Dj +
∑
i
(
ki(ki − 1)λi + µ
µ− 1
)
CTi Di =
∑
i
ki(ki − 1)λiCTi Di.
We just proved that ∑
j
λjX
T
j Yj =
∑
i
ki(ki − 1)λiCTi Di. (41)
In particular, ∑
j
λj〈Xj , Yj〉 = 0, (42)
since CTi Di is trace-free for every i. We also have:∑
j
λjZj =
∑
j
λjX
T
j Yj −
∑
j
λjcj id⇒
∑
i
ki(ki − 1)λiCTi Di = R+
∑
j
λjcj id .
Since both tr(R) and tr
(∑
i ki(ki − 1)λiCTi Di
)
= 0, then
∑
j λjcj = 0 and we get∑
i
ki(ki − 1)λiCTi Di = R.
Recall the definition of ti, namely
ti =
1
ξi
(µλ1, . . . , µλi−1, λi, . . . , λN ) .
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By the previous computation (i = 1) and (36), it is convenient to rewrite (39) as
R+
i−1∑
j
Ej =
1
ξi

R+ (µ− 1) i−1∑
j=1
λjX
T
j Yj

−∑
j
tijcj id . (43)
Once again, let us express the sum up to i− 1 in the following way:
i−1∑
j=1
λjX
T
j Yj =
i−1∑
k,j
skjC
T
k Dj .
A combinatorial argument analogous to the one in the previous case gives
sℓℓ = k
2
ℓλℓ + · · ·+ λi−1
= (k2ℓ − kℓ)λℓ + kℓλℓ + · · ·+ λi−1,
sαβ = kαλα + · · ·+ λi−1, α > β
sβα = kβλβ + · · · + λi−1, α < β.
Now
krλr + · · ·+ λi−1 =
µ(
∑i−1
j=1 λj) +
∑N
j=i λj
µ− 1
and so
krλr + · · · + λi−1 =
(µ− 1)(∑i−1j=1 λj) + 1
µ− 1 =
ξi
µ− 1 =: bi−1
Hence
i−1∑
j=1
λjX
T
j Yj =
i−1∑
k,j
skjC
T
k Dj = bi−1
i−1∑
k,j
CTk Dj +
i−1∑
α=1
kα(kα − 1)λαCTαDα
We rewrite (43) as
R+
i−1∑
j=1
Ej =
1
ξi

R+ ξi i−1∑
k,j
CTk Dj + (µ− 1)
i−1∑
α=1
kα(kα − 1)λαCTαDα

−∑
j
tijcj id (44)
Ei is readily computed using (44) and the definition of Zi:
kiEi +
1
ξi

R+ ξi i−1∑
k,j
CTk Dj + (µ− 1)
i−1∑
α=1
kα(kα − 1)λαCTαDα

−∑
j
tijcj id = X
T
i Yi − ci id
then
kiEi +
1
ξi
(
R+ (µ− 1)
i−1∑
α=1
kα(kα − 1)λαCTαDα
)
=
ki
i−1∑
j
CTi Dj + ki
i−1∑
j
CTj Di + k
2
iC
T
i Di − ci id+
∑
j
tijcj id .
The evaluation of the previous expression at the vectors ni of Proposition 2.7(ii) yields
1
ξi
(
Rni + (µ− 1)
i−1∑
α=1
kα(kα − 1)λαCTαDαni
)
= ki
i−1∑
j
CTi Djni − cini +
∑
j
tijcjni. (45)
Now, since Civ = 0,∀v ⊥ ni, we must have
CTi Djni = 〈Ci,Dj〉ni.
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The last equality implies that the right hand side of (45) is exactly νini, where νi has been defined
in (38). We will now prove that there exists a nontrivial subset A ⊂ {1, . . . , N} such that∑
j∈A
ξjνj = 0,
and this will conclude the proof, being ξj > 0,∀j. Since CTαDαni = bαinα, if we define
aαi := −(µ− 1)ξikα(kα − 1)λαbαi ,
then we can rewrite (45) as
Rni = ξiνini +
i−1∑
α=1
aαinα.
Now, consider the set A ⊂ {1, . . . , N} defined as
A = {1} ∪ {j : nj cannot be written as a linear combination of vectors nℓ, for any ℓ ≤ j}.
Clearly
span({ns : s ∈ A}) = span(n1, . . . , nN ) ⊂ Rm
and moreover {ns : s ∈ A} are linearly independent. Define S := span({ns : s ∈ A}), and consider
the relation
Rni = ξiνini +
i−1∑
α=1
aαinα.
for i ∈ A. This can be rewritten as
Rni = ξiνini +
∑
α∈A,α≤i−1
dαinα, (46)
for some coefficients dαi. Recall that
R =
∑
i
ki(ki − 1)λiCTi Di.
By the properties of the matrices Ci’s, we see that Im(R) ⊆ S. Now complete (if necessary) {ns : s ∈
A} to a basis B of Rm adding vectors γj with the property that (γj , γk) = (γj , ns) = 0,∀j 6= k, s ∈ A
and ‖γj‖ = 1,∀j. By the previous observation about the image of R and (46), we are able to write
the matrix of the linear map associated to R for the basis B as

ξi1νi1 ∗ ∗ . . . ∗
0 ξi2νi2 ∗ . . . ∗
...
...
...
. . .
...
0 0 0 . . . ξidim(S)νidim(S)
T
0m−dim(S),dim(S) 0m−dim(S),m−dim(S).


We denoted with 0a,b the zero matrix with a rows and b columns, with T the dim(S)×(m−dim(S))
matrix of the coefficients of Rγj with respect to {ns : s ∈ A}, and with ∗ numbers we are not
interested in computing explicitely. Moreover, we chose an enumeration of A with 1 = i1 < i2 <
· · · < idim(S). The previous matrix must have the same trace as R, so
0 = tr(R) =
dim(S)∑
j=1
ξijνij ,
and the proof is finished.
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6. Stationary graphs and stationary varifolds
The aim of this section is to provide the link between stationary points for energies defined on
functions (or graphs) and stationary varifolds for "geometric" energies.
6.1. Notation and preliminary definitions. Recall that general m-dimensional varifolds in
R
m+n (introduced by L.C. Young in [30] and pioneered in geometric measure theory by Alm-
gren [4] and Allard [1]) are nonnegative Radon measures on the Grassmaniann of G(m,m + n) of
(unoriented) m-dimensional planes of Rm+n. In our specific case we are interested on a subclass,
namely integer rectifiable varifolds, for which we can take the simpler Definition 6.1 below. A quick
reference for the terminology used in this section is [7], whereas comprehensive introductions can
be found in the foundational paper [1] and in the book [24].
Definition 6.1. An integer rectifiable varifold V of dimension m is a couple (Γ, θ), where Γ ⊂ Rm+n
is a m-rectifiable set in RN , and θ : Γ→ N \ {0} is a Borel map.
It is customary to denote (Γ, θ) as θJΓK and to call θ the multiplicity of the varifold.
Definition 6.2. Let U be an open set of Rm+n, and let Φ : Rm+n → U be a diffeomorphism. The
pushforward of an integer rectifiable varifold V = θJΓK through Φ is defined as Φ#V = θ◦Φ−1JΦ(Γ)K.
For an integer rectifiable varifold θJΓK, it is customary to introduce a notion of approximate tangent
plane, which exists for Hm-a.e. point of Γ, we refer to [24, Theorem 3.1.8] for the relevant details.
Provided it exists, the tangent plane at the point y ∈ Γ will be denoted with TyΓ and it is an element
of G(m,m+n). In the following, we will identify the Grassmanian manifold with a suitable subset of
orthogonal projections, i.e. for every L ∈ G(m,m+n) we consider the linear map P : Rm+n → Rm+n
which is the orthogonal projection onto L. With this identification we have
G(m,m+ n) ∼
{
P ∈ R(m+n)×(m+n) : P = P T , P 2 = P, rank(P ) = tr(P ) = m
}
.
Since we are interested in graphs, we introduce the following useful notation
Definition 6.3. The set G0(m,m + n) is given by those m-dimensional planes L which are the
graphs of a linear map X : Rm → Rn. Namely, if we regard X as an element of Rn×m, L =
{(x,Xx) : x ∈ Rm} ∈ G(m,m+ n).
Regarding X as an element of Rn×m, the orthogonal projection onto L, regarded as an element
h(X) of R(m+n)×(m+n), is then given by the formula
h(X) := M(X)S(X)M(X)T
where
M(X) :=
(
idm
X
)
and S(X) := (M(X)TM(X))−1,
or, more explicitely,
h(X) =
[
h1(X) h3(X)
h2(X) h4(X)
]
=
[
S(X) S(X)XT
XS(X) XS(X)XT
]
. (47)
The map h is a smooth diffeomorphism between Rn×m and the open subset G0. We will use in
general, i.e. for any matrix M ∈ R(m+n)×(m+n) the same splitting as in (47):
M =
[
M1 M3
M2 M4
]
(48)
with M1 ∈ Rm×m, M4 ∈ Rn×n. In this section, we will use freely the following fact. Recall that, by
(4), for every X ∈ Rn×m the area element is given by
A(X) =
√
det(idm+XTX).
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By the Cauchy-Binet formula, [6, Proposition 2.69],
A(X) =
√√√√1 + ‖X‖2 + min{m,n}∑
r=2
∑
Z∈Ar
det(XZ)2,
where we used the notation introduced in Definition 3.5.
Finally, throughout the section, we use the following notation:
• if z ∈ Rm ×Rn, then we will write z = (x, y), x ∈ Rm, y ∈ Rn;
• π : Rm × Rn → Rm denotes the projection on the first factor, i.e. π(z) = π((x, y)) = x.
6.2. Graphs and varifolds. If u ∈ W 1,p(Ω,Rn), Ω ⊂ Rm and p > m, Morrey’s embedding
theorem shows the existence of a precise representative of u which is Hölder continuous. In what
follows we will always assume that the map u is given pointwise by such (Hölder) continuous
precise representative. Correspondingly we introduce the notation Γu for the (set-theoretic) graph
{(x, u(x)) : x ∈ Ω}, which is a relatively closed subset of Ω × Rn. The classical area formula (see
for instance [16, Cor. 2, Ch. 3]) implies that Γu is m-rectifiable and its Hm measure is given byˆ
Ω
A(Du) .
We can thus consider the corresponding varifold JΓuK.
If u ∈ W 1,m(Ω,Rn), then u has a precise representative which is however defined only up to a
set of m-capacity 0 (but not everywhere). Moreover, if for maps u ∈ W 1,m ∩ C(Ω,Rn), for which
the set-theoretic graph Γu could be defined classically, it can be proven that Γu does not necessarily
have locally finite Hm-measure, in spite of the fact that A(Du) belongs to L1loc. In particular the
area formula fails. For this reason, following the notation and terminology of [16, Sec. 1.5, 2.1], we
introduce the “rectifiable part of the graph of u”, which will be denoted by Gu (the notation in [16]
is in fact Gu,Ω: we will omit the domain Ω since in our case it is always clear from the context).
First we denote the set of Lebesgue points of u by Lu and we introduce the set
AD(u) := {x ∈ Ω : u is approximately differentiable at x}.
For the definition of approximate differentiability, see [16, Sec. 1.4, Def. 3]. We also set
Ru := AD(u) ∩ Lu.
Notice that, since u ∈ W 1,m(Ω,Rn), then |Ω \ Ru| = 0. From now on, we always assume that u so
that u(x) is the Lebesgue value at every point x ∈ Ru. The rectifiable part of the graph of u is then
Gu := {(x, u(x)) : x ∈ Ru} .
By [16, Sec. 1.5, Th. 4], Gu is m-rectifiable and
Hm(Gu) =
ˆ
Ω
A(Du(x)) dx .
Since A(Du) ∈ L1loc, this allows us to introduce the integer rectifiable varifold 1 JGuK. When
u ∈ W 1,p for p > m, the Lusin property (namely the fact that v(x) := (x, u(x)) maps sets of
Lebesgue measure zero in sets of Hm-measure zero, cf. again [16]) and Morrey’s embedding imply
Gu ⊂ Γu and Hm(Γu \ Gu) = 0. In particular JGuK = JΓuK.
By [16, Sec. 1.5, Th. 5], the approximate tangent plane TyGu coincides for Hm-a.e. z0 =
(x0, u(x0)) ∈ Gu or, with
TzGu = {(x,Du(x0)x) : x ∈ Rm} ∈ G0(m,m+ n) .
1In fact the Gu can be oriented to give an integer rectifiable current of multiplicity 1 and without boundary in
Ω × Rn, see [16, Pr. 1, Sec 2.1]. The varifold that we consider is then the one induced by the current in the usual
sense.
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The following proposition allows then to pass from functionals defined on varifolds to classical
functionals in the vectorial calculus of the variations (and viceversa).
Proposition 6.4. Let u ∈W 1,m(Ω,Rn), and define v(x) := (x, u(x)). Denote with Cb(Ω×Rn×G0)
the space of continuous and bounded functions on Ω×Rn×G0. Then, for every ϕ ∈ Cb(Ω×Rn×G0),
the following holds
JGuK(ϕ) :=
ˆ
Gu
ϕ(z, TzGu)dHm(z) =
ˆ
Ω
ϕ(v(x), h(Du(x)))A(Du(x)) dx . (49)
Consider therefore a functional
E(u) :=
ˆ
Ω
f(Du(x)) dx ,
for some f : Rn×m → R with
f(X)
A(X) ∈ Cb(R
n×m).
Define moreover F,G : G0 → R as
F (M) := f(h−1(M)), G(M) := A(h−1(M)).
For any map u ∈W 1,m(Ω,Rn), we can apply (49) to write:ˆ
Ω
f(Du(x)) dx =
ˆ
Ω
F (h(Du(x))) dx =
ˆ
Ω
F (h(Du(x)))
G(h(Du(x)))
A(Du(x)) dx =
ˆ
Gu
Ψ(TzGu) dHm(z) ,
where we have defined the map Ψ on the open subset G0 of the Grassmanian G(m,m+ n) as
Ψ(h(X)) :=
F (h(X))
G(h(X))
=
f(X)
A(X) .
We are thus ready to introduce the following functional
Definition 6.5. Let V = θJΓK be an m-dimensional integer rectifiable varifold in Rm+n with the
property that the approximate tangent TxΓ belongs to G0 for Hm-a.e. x ∈ Γ. Then
Σ(V ) =
ˆ
Γ
Ψ(TxΓ)θ(x)dHm(x) .
The above discussion then proves the following
Proposition 6.6. If Ω ⊂ Rm and u ∈ W 1,m(Ω,Rn), then Σ(JGuK) = E(u). Moreover, if u ∈
W 1,p(Ω,Rn) with p > m, then Σ(JΓuK) = E(u).
6.3. First variations. We do not address here the issue of extending the functional Σ to general
varifolds (namely of extending Ψ to all of G(m,m+ n)). Rather, assuming that such an extension
exists, we wish to show that the usual stationarity of varifolds with respect to the functional Σ is
equivalent to stationarity with respect to two particular classes of deformations, which reduce to
inner and outer variations in the case of graphs. We start recalling the usual stationarity condition.
Definition 6.7. Let Ψ : G(m,m + n) → [0,∞] be a continuous function. Fix a vector field
g ∈ C1c (Rm+n;Rm+n) and define Xε as the flow generated by g, namely Xε(x) = γx(ε), if γx is the
solution of the following system {
γ′(t) = g(γ(t))
γ(0) = x.
We define the variation of V with respect to the vector field g ∈ C1c (Rm+n;Rm+n) as
[δΨV ](g) := lim
ε→0
Σ((Xε)#V )− Σ(V )
ε
.
V is said to be stationary if [δΨV ](g) = 0,∀g ∈ C1c (Rm+n;Rm+n).
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Given an orthogonal projection P ∈ Gm,m+n), we introduce the notation P⊥ for idm+n−P (note
that, if we identify P with the linear space L which is the image of P , then P⊥ is the projection
onto the orthogonal complement of L). From [9, Lemma A.2], we know that, for V = θJΓK,
[δΨ(V )](g) =
ˆ
Γ
〈BΨ(TxΓ),Dg(x)〉θ(x)dHm(x),∀g ∈ C1c (Rm+n,Rm+n) (50)
where BΨ(·) : G(m,m+ n)→ R(m+n)×(m+n) is defined through the relation
〈BΨ(P ), L〉 = Ψ(P )〈P,L〉+ 〈dΨ(P ), P⊥LP + (P⊥LP )T 〉,
∀P ∈ G(m,m+ n),∀L ∈ R(m+n)×(m+n),
(51)
We are now ready to state our desired equivalence between stationarity of the map u for the energy
E and stationarity of the varifold JGuK for the corresponding functional Σ. In what follows, given a
function g on Gu we will use the shorthand notation ‖g‖q,Gu for the norm ‖g‖Lq(Hm Gu).
Proposition 6.8. Fix any m ≤ p ≤ +∞, 1 ≤ q < +∞ and a Lipschitz, bounded, open set Ω ⊂ Rm.
If a map u ∈W 1,p(Ω,Rn) satisfies

∣∣∣∣
ˆ
Ω
〈Df(Du),Dv〉dx
∣∣∣∣ ≤ C‖vA 1q (Du)‖q ∀v ∈ C1c (Ω,Rn)∣∣∣∣
ˆ
Ω
〈Df(Du),DuDΦ(x)〉dx−
ˆ
Ω
f(Du) div(Φ) dx
∣∣∣∣ ≤ C‖ΦA 1q (Du)‖q ∀Φ ∈ C1c (Ω,Rm),
(52)
for some C ≥ 0, then the integer rectifiable varifold JGuK in Rm+n satisfies
|δΨ(JGuK)(g)| ≤ C ′‖g‖q,Gu ∀g ∈ C1c (Ω× Rn,Rm+n), (53)
for some number C ′ = C ′(C,m, p, q) ≥ 0. Conversely, if (53) holds for some C ′, then (52) holds
for some C = C(C ′,m, p, q). Moreover, C ′ = 0 if and only C = 0, namely u is stationary for the
energy E if and only if JGuK is stationary for the energy Σ.
Remark 6.9. As already noticed, when p > m we can replace JGuK with JΓuK. Moreover, under such
stronger assumption, the proposition holds also for q = ∞, provided we set A(Du) 1q := 1 in that
case.
The proof of the previous proposition is a consequence of a few technical lemmas and will be given
in the next section.
7. Proof of Proposition 6.8
Let f ∈ C1(Rn×m) be of the form f(X) = Ψ(h(X))A(X). In the next lemma we study the
growth of the matrix-fields associated to the inner and the outer variations, i.e.
A(X) := Df(X) (54)
B(X) := f(X) idm−XTDf(X). (55)
Define also the matrix-field Vf : Rn×m → R(m+n)×(m+n) to be
Vf (X) :=
1
A(X)
[
B(X) B(X)XT
A(X) A(X)XT
]
. (56)
In Lemma 7.2, we will prove that
BΨ(h(X)) = Vf (X), ∀X ∈ Rn×m.
Combining Lemma 7.1 and 7.2 with the area formula we obtain Lemma 7.3, from which we will
infer Proposition 6.8.
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Lemma 7.1. Let Ψ ∈ C1(G(m,m+n)) and let f(X) = Ψ(h(X))A(X), where h is the map defined
in (47). Then,
‖A(X)‖ . 1 + ‖X‖min{m,n}−1, ‖B(X)‖ . 1 + ‖X‖min{n,m−1}. (57)
In the statement of the Lemma and in the proof, the symbol Λ . Ξ means that there exist a
non-negative constant C depending only on n,m and on ‖Ψ‖C1(G(m,m+n) such that
Λ ≤ C Ξ .
The lemma above is needed to get reach enough summability in order to justify the integral formulas
in (the statement and the proof of) Lemma 7.3. In some sense it is thus less crucial than the next
lemma, which contains instead the core computations. For these reasons, the argument of Lemma
7.1, which contains several lengthy computations is given in the appendix.
Lemma 7.2. For every X ∈ Rn×m,
BΨ(h(X)) = Vf (X).
Lemma 7.3. Let f(X) = Ψ(h(X))A(X) be a function of class C1(Rn×m). Then, for every g =
(g1, . . . , gm+n) ∈ C1c (Ω× Rn), the following equality holds:
δΨ(JGuK)(g) =
ˆ
Ω
〈B(Du(x)),D(g1(x, u(x)))〉dx+
ˆ
Ω
〈A(Du(x)),D(g2(x, u(x)))〉dx, (58)
where g1(x, y) := (g
1(x, y), . . . , gm(x, y)), g2(x, y) := (g
m+1(x, y), . . . , gm+n(x, y)) and A(X) and
B(X) are as in (54) and (55).
We next prove Lemma 7.2 and Lemma 7.3 and hence end the section showing how to use Lemma
7.3 to conclude the desired Proposition 6.8.
7.1. Proof of Lemma 7.2. For a map g : G(m + n,m) → Rℓ, ℓ ≥ 1, of class C1, we denote the
differential at the point P ∈ G(m+n,m) with the symbol dP g. Moreover, for H ∈ TPG(m+n,m),
and for γ : (−1, 1)→ G(m+ n,m) with γ(0) = P , γ′(0) = H, we denote
dP g(P )[H] := lim
t→0
g(γ(t)) − g(P )
t
.
If ℓ = 1, we identify dP g(P ) with the R(m+n)×(m+n) associated matrix representing the differential,
and we denote dP g(P )[H] with 〈dP g(P ),H〉. In this proof, we will use the following facts:
• The tangent plane of G(m,m+ n) at the point P is given by
TPG(m,m+ n) = {M ∈ R(m+n)×(m+n) : M = P⊥LP + (P⊥LP )T , for some L ∈ R(m+n)×(m+n)},
as proved in [9, Appendix A].
• Let h : Rn×m → G0 be the map defined in (47). Then, it is simple to verify that
h−1(P ) = P2P
−1
1 . (59)
Moreover, for every H ∈ TPG(m,m+ n), one has:
dP (h
−1)(P )[H] = (H2 − P2P−11 H1)P−11 ∈ Rn×m. (60)
• Recall that the area functional is defined as
A(X) =
√
det(M(X)TM(X)) where M(X) =
[
idm
X
]
.
Hence, for every X,Y ∈ Rn×m, we have
〈DA(X), Y 〉 = 1
2
A(X) tr[(M(X)TM(X))−1(Y TX +XTY )]. (61)
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Recall the definition of BΨ(P ) given in (51). Since
Ψ(P ) =
f(h−1(P ))
A(h−1(P )) ,
for every H ∈ TPG(m,m+ n) we have
〈dPΨ(P ),H〉 = 1A(X)〈Df(h
−1(P )), dP (h
−1)(P )[H]〉 − f(h
−1(P ))
A2(h−1(P )) 〈DA(h
−1(P )), dP (h
−1)(P )[H]〉.
When evaluated at P = h(X), the previous expression reads
〈dPΨ(h(X)),H〉 = 1A(X) 〈Df(X), dP (h
−1)(h(X))[H]〉 − f(X)A2(X) 〈DA(X), dP (h
−1)(h(X))[H]〉.
(62)
By (51), we know that, for every L ∈ R(m+n)×(m+n),
〈BΨ(h(X)), L〉 = Ψ(h(X))〈h(X), L〉 + 〈dPΨ(h(X)), h(X)⊥Lh(X) + (h(X)⊥Lh(X))T 〉.
Therefore, we want to compute (62) when
H = h(X)⊥Lh(X) + (h(X)⊥Lh(X))T = Lh(X) − h(X)Lh(X) + h(X)LT − h(X)LTh(X).
We wish to find an expression for
dP (h
−1)(h(X))[h(X)⊥Lh(X) + h(X)LTh(X)⊥] .
Using the decomposition introduced in (48) of L in 4 submatrices, we compute
Lh(X) =
[
L1 L3
L2 L4
] [
S SXT
XS XSXT
]
=
[
L1S + L3XS L1SX
T + L3XSX
T
L2S + L4XS L2SX
T + L4XSX
T
]
(63)
and
h(X)Lh(X) =[
S(L1 + L3X +X
TL2 +X
TL4X)S S(L1 + L3X +X
TL2 +X
TL4X)SX
T
XS(L1 + L3X +X
TL2 +X
TL4X)S XS(L1 + L3X +X
TL2 +X
TL4X)SX
T
]
(64)
Combining (60) with (64), we get
dP (h
−1)(h(X))[Lh(X)] = (L2S + L4XS −XSS−1L1S −XSS−1L3XS)S−1
= L2 + L4X −XL1 −XL3X,
(65)
dP (h
−1)(h(X))[h(X)Lh(X)]
= XS(L1 + L3X +X
TL2 +X
TL4X − S−1SL1 − S−1SL3X
− S−1SXTL2 − S−1SXTL4X)SS−1
= XS(L1 + L3X +X
TL2 +X
TL4X − L1 − L3X −XTL2 −XTL4X) = 0
(66)
and
dP (h
−1)(h(X))[h(X)LT ] = dP (h
−1)(h(X))[(L ◦ h(X))T ]
= (XSLT1 +XSX
TLT3 −XSLT1 −XSXTLT3 )S−1 = 0.
(67)
Combining (65), (66) and (67), we get that
dP (h
−1)(h(X))[h(X)⊥Lh(X) + h(X)LTh(X)⊥] = dP (h
−1)(h(X))(Lh(X))
= L2 + L4X −XL1 −XL3X.
Now define the matrix:
C := L2 + L4X −XL1 −XL3X.
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To expand (62), we now need to rewrite
〈DA(X), dP (h−1)(h(X))[H]〉.
First, we must compute the trace part coming from (61):
tr[S(CTX +XTC)] = tr[S(LT2X +X
TLT4X − LT1XTX −XTLT3XTX)]
+ tr[S(XTL2 +X
TL4X −XTXL1 −XTXL3X)]
= 2 tr(SXTL2) + 2 tr(SX
TL4X)− 2 tr(SXTXL1)− 2 tr(SXTXL3X).
Hence, if H = h(X)⊥Lh(X) + h(X)LTh(X)⊥, we have just proved that:
〈dPΨ(h(X)),H〉 = 1A(X)〈Df(X), L2 + L4X −XL1 −XL3X〉
− f(X)A(X) (tr(SX
TL2) + tr(SX
TL4X)− tr(SXTXL1)− tr(SXTXL3X)).
(68)
To conclude, we also need to compute
Ψ(h(X))〈h(X), L〉 = f(X)A(X) (〈L1, S〉+ 〈L2,XS〉 + 〈L3, SX
T 〉+ 〈L4,XSXT 〉)
=
f(X)
A(X) (tr(SL1) + tr(SX
TL2) + tr(XSL3) + tr(XSX
TL4)).
(69)
Now we sum (68) and (69) to get 〈BΨ(h(X)), L〉. Using that S−1(X) = XTX + idm and the
invariance of the trace under cyclic permutations, we rewrite
tr(SL1) + tr(SX
TL2) + tr(XSL3) + tr(XSX
TL4)
− tr(SXTL2)− tr(SXTL4X) + tr(SXTXL1) + tr(SXTXL3X) = tr(L1) + tr(L3X).
Combining our previous computations, we find
〈BΨ(h(X)), L〉 = f(X)A(X) (tr(L1) + tr(L3X)) +
1
A(X) 〈Df(X), L2 + L4X −XL1 −XL3X〉
=
1
A(X) [−〈X
TDf(X) + f(X) idm, L1〉+ 〈Df(X), L2〉
+ 〈f(X)XT −XTDf(X)XT , L3〉+ 〈Df(X)XT , L4〉].
Since L was arbitrary, we conclude that
BΨ(h(X)) =
1
A(X)
[
B(X) B(X)XT
A(X) A(X)XT
]
.
7.2. Proof of Lemma 7.3. Fix g as in the statement of the Lemma. By (50), we know that
δΨ(JGuK)(g) =
ˆ
Gu
〈BΨ(TzGu),Dg(z)〉dHm(z).
Now define F (z, T ) := 〈BΨ(T ),Dg(z)〉 and F¯ (x, u(x)) := 〈BΨ(h(Du(x))),Dg(x, u(x))〉. We have
F ∈ Cc(Ω× Rn ×G(m,m+ n)) and we apply Proposition 6.4 to find the equalityˆ
Gu
〈BΨ(TzΓu),Dg(z)〉dHm(z) =
ˆ
Ω
A(Du(x))F¯ (x, u(x)) dx . (70)
By Lemma 7.2,
F¯ (x, u(x)) = 〈Vf (Du(x)),Dg(x, u(x))〉
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a.e. in Ω. Moreover, since
A(Du(x))Vf (Du(x)) =
[
B(Du(x)) B(Du(x))Du(x)T
A(Du(x)) A(Du(x))Du(x)T
]
,
we have
A(Du(x))F¯ (x, u(x)) = 〈Dxg1(x, u(x)), B(Du(x))〉 + 〈B(Du(x))DuT (x),Dyg1(x, u(x)))〉
+ 〈Dxg2(x, u(x)), A(Du(x))〉 + 〈A(Du(x))DuT (x),Dyg2(x, u(x)))〉
= 〈B(Du(x)),D(g1(x, u(x)))〉 + 〈A(Du(x)),D(g2(x, u(x)))〉.
The previous equality and (70) yield the conclusion.
7.3. Proof of Proposition 6.8. First, assume (52), and fix any g ∈ C1c (Ω × Rn,Rm+n), g =
(g1, . . . , gm+n). Define
Φ¯(x) := (g1(x, u(x)), . . . , gm(x, u(x))
v¯(x) := (gm+1(x, u(x)), . . . , gm+n(x, u(x)) .
We have Φ¯ ∈ L∞ ∩ W 1,m0 (Ω,Rm) and v¯ ∈ L∞ ∩ W 1,m0 (Ω,Rn). Notice that we require (52) to
hold only for C1 maps with compact support, but Lemma 7.1 implies through an approximation
argument that

∣∣∣∣
ˆ
Ω
A(Du),Dv〉dx
∣∣∣∣ ≤ C‖vA 1q (Du)‖q,∀v ∈ L∞ ∩W 1,m0 (Ω,Rn)∣∣∣∣
ˆ
Ω
B(Du),DΦ〉dx
∣∣∣∣ ≤ C‖ΦA 1q (Du)‖q,∀Φ ∈ L∞ ∩W 1,m0 (Ω,Rm).
(71)
Indeed, to prove, for instance, that the first inequality holds for any v ∈ L∞∩W 1,m0 , pick a sequence
vk ∈ C∞c (Ω,Rn) such that ‖vk‖L∞ is equibounded and vk → v in W 1,m, Lq and pointwise a.e.. The
fact that ˆ
Ω
〈A(Du),Dvk〉dx→
ˆ
Ω
〈A(Du),Dv〉dx
is an easy consequence of the W 1,m convergence of vk to v and the fact that A(Du) ∈
W
m
m−1 (Ω,Rn×m) by Lemma 7.1. Moreover, the quantity
‖vkA
1
q (Du)‖q → ‖vA
1
q (Du)‖q
by the dominated convergence theorem. Indeed, we required the pointwise convergence of vk to v
and moreover we can bound for every k and almost every x ∈ Ω:
‖vkA
1
q (Du)‖q(x) ≤ sup
k
‖vk‖qL∞A(Du(x)) ∈ L1(Ω).
Hence (71) with vk instead of v implies the same inequality for v by taking the limit as k → ∞.
The proof of the second inequality of (71) is analogous. We combine (71) with (58) to write
|δΨ(JGuK)(g)| ≤
∣∣∣∣
ˆ
Ω
〈A(Du),Dv¯〉dx
∣∣∣∣+
∣∣∣∣
ˆ
Ω
〈B(Du),DΦ¯〉dx
∣∣∣∣ ≤ C(‖v¯A 1q (Du)‖q + ‖Φ¯A 1q (Du)‖q).
Notice that, since v¯(·, u(·)) ∈ L∞(Ω,Rn) and Φ¯(·, u(·)) ∈ L∞(Ω,Rn), we have
‖v¯(·, u(·))‖qA(Du(·)) + ‖Φ¯(·, u(·))‖qA(Du(·)) ∈ L1(Ω).
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Now we use the trivial estimate ‖v¯(x, y)‖ ≤ ‖g(x, y)‖ for all x ∈ Ω, y ∈ Rn, and area formula (49)
to conclude
‖v¯A 1q (Du)‖qq =
ˆ
Ω
‖v¯(x, u(x))‖qA(Du(x)) dx ≤
ˆ
Ω
‖g(x, u(x))‖qA(Du(x)) dx
=
ˆ
Gu
‖g‖q(z)dHm(z) = ‖g‖q
Lq(Gu)
.
With analogous estimates, we also find
‖Φ¯A 1q (Du)‖qq ≤ ‖g‖qLq(Gu).
Therefore, (53) holds with constant C ′ = 2C. Now assume (53). Choose the following sequence
gk ∈ C1c (Ω× Rn):
gk(x, y) := G(x)χk(y),
where G ∈ C1c (Ω,Rn+m), and χk ∈ C∞c (Rn) with 0 ≤ χk(y) ≤ 1,∀y ∈ Rn, χk ≡ 1 on Bk(0), χk ≡ 0
on Bc2k(0) and ‖Dχk(y)‖ ≤ 1k , for all y ∈ Rn. Using again area formula (49), we write
‖gk‖qLq(Gu) =
ˆ
Ω
‖gk(x, u(x))‖qA(Du(x)) dx .
Monotone convergence theorem implies
lim
k
‖gk‖qLq(Gu) = ‖GA
1
q (Du)‖qq.
Now we want to use (58). Using the same notation as in the statement of Lemma 7.3, i.e. splitting
G into G1 = (G1, . . . , Gm) and G2 = (Gn+1, . . . , Gn+m), we haveˆ
Ω
〈B(Du(x)),D((gk)1(x, u(x)))〉dx =
ˆ
Ω
〈B(Du(x)),D(χk(u(x))G1(x))〉dx
=
ˆ
Ω
χk(u(x))〈B(Du(x)),DG1(x)〉dx+
ˆ
Ω
〈B(Du(x)), G1(x)⊗ (Dχk(u(x))Du(x))〉dx
By Lemma 7.1 and the regularity of G1, we have that
‖DG1‖‖B(Du)‖ ∈ L1(Ω) and ‖G1‖‖B(Du)‖‖Du‖ ∈ L1(Ω). (72)
Since
χk(u(x))〈B(Du(x)),DG1(x)〉 → 〈B(Du(x)),DG1(x)〉
pointwise a.e. as k →∞, (72) tells us that we can apply dominated convergence theorem to infer
lim
k→∞
ˆ
Ω
χk(u(x))〈B(Du(x)),DG1(x)〉dx =
ˆ
Ω
〈B(Du(x)),DG1(x)〉.
Moreover using the pointwise bound ‖Dχk(u(x))‖ ≤ 1k ,∣∣∣∣
ˆ
Ω
〈B(Du(x)), G1(x)⊗ (Dχk(x)Du(x))〉dx
∣∣∣∣ ≤ 1k
ˆ
Ω
‖B(Du(x))‖‖G1(x)‖Du(x)‖dx .
Again through (72), we infer that the last term converges to 0. This implies thatˆ
Ω
〈B(Du(x)),D((gk)1(x, u(x)))〉dx→
ˆ
Ω
〈B(Du(x)),DG1(x)〉dx as k →∞.
In a completely analogous way,ˆ
Ω
〈A(Du(x)),D((gk)2(x, u(x)))〉dx→
ˆ
Ω
〈A(Du(x)),DG2(x)〉dx as k →∞.
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Now (58) and the previous computations yieldˆ
Ω
〈A(Du(x)),DG2(x)〉dx+
ˆ
Ω
〈B(Du(x)),DG1(x)〉dx
= lim
k→∞
[ˆ
Ω
〈A(Du(x)),D(gk)2(x)〉dx+
ˆ
Ω
〈B(Du(x)),D(gk)1(x)〉
]
dx
= lim
k→∞
δΨ(JGuK)(gk) ≤ C ′ lim
k
‖gk‖Lq(Gu) = C ′‖GA
1
q (Du)‖q,
and it is immediate to see that this implies (52) with constant C¯ ′ = C ′.
8. Some open questions
We list here a series of questions related to the topic of the present paper. Firstly, as already
explained in the introduction, the main question which motivated the investigations of this paper
is the following widely open question.
Question 1. Is it possible to prove an analog of W. Allard’s celebrated regularity theorem [1] if we
consider strongly elliptic integrands (in the sense of Almgren) Ψ on Grassmanian?
The answer to this question is far from being immediate. A major obstacle is the lack of the
monotonicity formula, [2]. Actually most of the proof in [1] can be carried over if one know the
validity of a Michael-Simon inequality. More precisely, consider a rectifiable varifold V = θJΓK with
density bounded below (e.g. θ ≥ 1) and anisotropic variation δΨV which is bounded in L1(θHm Γ),
i.e.
δΨ(g) =
ˆ
Γ
HΨ · g θ dHm
for some HΨ ∈ L1. The anisotropic Michael-Simon inequality would then take the conjectural form(ˆ
Γ
h
m
m−1 θ dHm
)m−1
m
≤ C
ˆ
Γ
θ|∇Γh|+C
ˆ
Γ
|h| |HΨ| θ dHm ∀h ∈ C1c . (73)
Question 2. Is it possible to prove a Michael-Simon inequality as (73) for (at least some) anisotropic
energies?
Of course, Question 1 has its counterpart on graphs, which amounts to extend the partial regularity
of Evans for minimizers to stationary points.
Question 3. Is it possible to extend the partial regularity theorem of [12] to Lipschitz graphs that
are stationary with respect to strongly polyconvex (or quasiconvex) energies?
Answering these questions in this generality seems out of reach at the moment. It is however
possible to formulate several interesting intermediate questions, many of which are related to the
“differential inclusions point of view” adopted in the present paper.
First of all we could consider stronger assumptions on the integrand Ψ. In the recent paper [9], A.
De Rosa, the second named author and F. Ghiraldin introduce the so-called Atomic Condition. Such
condition characterizes those energies for which (the appropriate extension of) Allard’s rectifiability
result holds. The following question is thus natural (see the forthcoming paper [11] for results in
this direction):
Question 4. What is the counterpart of the Atomic Condition for functionals on graphs and what
can be concluded from it in the graphical case?
Secondly, a possible approach to Question 1 is a continuation-type argument on the space of all
energies. Since the area functional has a particular status, the following question is particularly
relevant.
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Question 5. Does an Allard type result holds for integrands which are sufficiently close to the area?
In the forthcoming paper, [29], the fourth named author proves a partial result in the above
direction. Using methods coming from the theory of differential inclusion, [29] shows that graphs
with small Lipschitz constant that are stationary with respect to functions sufficiently close to the
area are regular. These results, other than the one in the present paper, seem to point to partial
regularity for stationary varifolds (or graphs), as opposed to the situation of [22, 25].
We note that a key step in the proof of Evans’ partial regularity theorem is the so called Cac-
cioppoli inequality which, roughly, reads as follows: for a minimizer u defined on B2ˆ
B1
|Du−Da|2 ≤ C
ˆ
B2
|u− a|2
for all affine functions a(x) = b+Ax. The geometric counterpart of this estimate is used by Almgren
in its partial regularity theorem for currents minimizing anisotropic energies, [5]. These inequalities
are obtained by direct comparison with suitable competitors. A similar estimate is obtained, by
purely PDE techniques, by Allard in the case of stationary varifolds and it is one of the key step
in establishing his regularity theorem for stationary varifolds. For co-dimension one stationary
varifolds which are stationary with respect to anisotropic convex integrands, a similar inequality
is known to hold true, [3]. However, in general co-dimension, no condition on the integrand it is
known to ensure its validity, not even in neighbourhoods of the area integrand, Ψ = 1.
Question 6. Which conditions on the integrands f or Ψ ensures the validity of a Cacciopoli type
inequality for stationary points?
In [13], it is proved that for differential inclusions of the form
Du ∈ K,
where K is a compact set of R2×2 that does not contain T4 configurations, compactness properties
hold. In particular, if supj ‖uj‖W 1,p(B1(0)) < +∞ for some p > 1, then there exists a subsequence ujk
such that ujk converges strongly in W
1,q(B1(0)) for every q < p. This kind of compactness property
can actually be used to prove partial regularity of solutions to elliptic systems of PDEs. The strategy
of [13] does not apply directly to the higher dimensional case and motivates the following question
Question 7. Let f ∈ C1(Rn×m) be a strictly polyconvex function and Kf ⊂ R(2n+m)×m. Suppose
Wj : Ω→ R(2n+m)×m is a sequence of maps such that supj ‖Wj‖∞ < +∞ and
dist(Wj(x),Kf ) ⇀ 0
in the weak topology of Lp. Then, up to subsequences, does Wj converge strongly in W
1,p?
To formulate the next questions, let us recall the following definitions, see, for instance, [19], or
[21, Section 4.4]. A function
F : Rn×m → R
is said to be rank-one convex if h(t) := F (X+ tY ) is a convex function, for every X,Y ∈ Rn×m and
rank(Y ) = 1. It is said to be quasiconvex if ∀Φ ∈ C∞c (B1(0),Rn), B1(0) ⊂ Rm and X ∈ Rn×m, one
has  
B1(0)
F (X +DΦ(x)) dx ≥ F (X).
For compact sets K ⊂ Rn×m, we define
Krc = {X ∈ K : F (X) ≤ 0,∀F : Rn×m → R rank-one convex s.t. F (Z) ≤ 0,∀Z ∈ K}
and analogously Kqc (resp. Kpc) where one uses quasiconvex (resp. polyconvex) functions instead
of rank-one convex functions. Moveover, one has the following chain of inclusions
K ⊆ Krc ⊆ Kqc ⊆ Kpc. (74)
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A necessary condition for compactness to hold is that Kqc = K so that in particular Krc = K.
These results are consequence of the theory of Young Measures and in particular of the abstract
result of [18]. For a thorough explanation, we refer once again the reader to [21, Section 4].
As discussed at the beginning of Section 2.3, in dimension 2 the stationarity of a graph is equiv-
alent to solve
DW ∈ Kf :=

A ∈ R(2n+2)×2 : A =

 XDf(X)J
XTDf(X)J − f(X)J



 , (75)
for some W ∈W 1,∞(Ω,R2n+2), where J is the symplectic matrix(
0 1
−1 0
)
.
Therefore we can ask
Question 8. Let f ∈ C1(Rn×2) be a strictly polyconvex function. Is it true that (Kf ∩ B¯R(0))rc =
Kf ∩ B¯R(0) for every R > 0?
The same question can be generalized to m > 2 using the wave cone Λdc of Definition 2.4. In
analogy with rank-one convex functions, we can introduce Λdc-convex functions
Definition 8.1. A function F : R(2n+m)×m → R is Λdc-convex if h(t) := F (X + tY ) is a convex
function for every X ∈ R(2n+m)×m and Y ∈ Λdc. We also define, for a compact set K ⊂ R(2n+m)×m
the Λdc-convex hull
Kdc := {X ∈ K : F (X) ≤ 0,∀F : R(2n+m×m)Λdc-convex s.t. F (Z) ≤ 0,∀Z ∈ K}.
The multi-dimensional analogue of Question 8 is then the following:
Question 9. Let f ∈ C1(Rn×m) be a strictly polyconvex function and R > 0. Does
(Kf ∩ B¯R(0))dc = Kf ∩ B¯R(0)?
Appendix A. Proof of Proposition 6.4
First, by [16, Sec. 1.5,Th. 1], one has that if w ∈W 1,m(Ω,Rm+n), then for every measurable set
A ⊂ Ω and every measurable function g : Rm+n → R for which
g(w(·))Jw(·) ∈ L1(A), (76)
it holds ˆ
A
g(w(x))Jw(x) dx =
ˆ
Rm+n
g(z)N(w,A, z)dHm(z),
where
Jw(x) =
√
det(Dw(x)TDw(x)) and N(w,A, z) := #{x : x ∈ A ∩AD(w), w(x) = z}.
We want to apply this result with
A = Lu, w(x) = v(x), g(x, y) := F (v(x), Tv(x)Gu),∀x ∈ Ω, y ∈ Rm.
In this way, it is straightforward by the fact that Ru = Lu ∩AD(u) and the definition of v(x) that
N(v,Lu, z) = 1 for Hm Gu and N(v,Lu, z) = 0 if z /∈ Gu. Hence:ˆ
Rm+n
g(z)N(w,A, z)dHm(z) =
ˆ
Gu
F (v(x), Tv(x)Gu)dHm(z).
Moreover, since |Ω \ Lu| = 0 and Jw(x) = A(Du(x)), we also findˆ
Lu
g(w(x))Jw(x) dx =
ˆ
Ω
F (v(x), Tv(x)Gu)A(Du(x)) dx .
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Since u ∈W 1,m(Ω,Rn) and F ∈ Cb(Ω×Rn ×G0), (76) is fulfilled and we can apply the aforemen-
tioned result to obtain the desired equality (49).
Appendix B. Proof of Lemma 7.1
First of all we compute DA(X). Recall the notation on multi-indices introduced in Definition
3.5 and the definition of the matrix cof(XZ)T in the proof of Proposition 4.1. Then, since
A(X) =
√
1 + ‖X‖2 +
∑
2≤r≤min{m,n}
∑
Z∈Ar
det(XZ)2,
we have
DA(X) =
X +
∑
2≤r≤min{m,n}
∑
Z∈Ar
det(XZ)cof(XZ)T
A(X) , ∀X ∈ R
n×m. (77)
Next, we observe that by the chain rule
D(Ψ(h(X))ij =
∑
1≤α,β≤m+n
(∂αβΨ)(h(X))∂ijhαβ(X),
hence
D(Ψ(h(X)) =
∑
1≤α,β≤m+n
(∂αβΨ)(h(X))Dhαβ(X). (78)
We can therefore write
A(X) = Ψ(h(X))DA(X) +A(X)D(Ψ(h(X))
= Ψ(h(X))DA(X) +A(X)
∑
1≤α,β≤m+n
(∂αβΨ)(h(X))Dhαβ(X)
and
B(X) = Ψ(h(X))(−XTDA(X) +A(X) idm) +A(X)
∑
1≤α,β≤m+n
(∂αβΨ)(h(X))X
TDhαβ(X).
Since G(m,m + n) is compact, we have that both Ψ(h(X)) and (DΨ)(h(X)) are bounded in
L∞(Rn×m) by a constant c > 0 and using (77), we can bound
Ψ(h(X))‖DA(X)‖ . ‖X‖min{m,n}−1.
Moreover, for every X ∈ Rn×m, 2 ≤ r ≤ min{m,n} and Z ∈ Ar, we have
XT cof(XZ)T = det(XZ)IZ ,
where, if δab denotes Kronecker’s delta and Z has the form Z = (i1, . . . , ir, j1, . . . , jr), IZ is the
m×m matrix defined as
(IZ)ij =
{
0, if i 6= ia or j 6= jb,∀a, b,
δab, if i = ia, j = jb.
Therefore
−XTDA(X) +A(X) idm = −
XTX +
∑
2≤r≤min{m,n}
∑
Z∈Ar
det2(XZ)IZ −A2(X) idm
A(X) . (79)
If n ≤ m− 1, then the best way to estimate the previous expression is simply
‖XTDA(X)−A(X) idm ‖ . 1 + ‖X‖n.
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On the other hand, if n ≥ m, then for Z ∈ Am we have IZ = idm, hence (79) becomes
−XTDA(X) +A(X) idm = −
XTX +
∑
2≤r≤min{m,n}
∑
Z∈Ar
det2(XZ)IZ −A2(X) idm
A(X)
= −X
TX − (1 + ‖X‖2) idm+
∑
2≤r≤m−1
∑
Z∈Ar
det2(XZ)(IZ − idm)
A(X) .
In this case
‖XTDA(X)−A(X) idm ‖ . 1 + ‖X‖m−1.
To conclude the proof of the Lemma, we still need to prove that for every 1 ≤ i, j ≤ m+ n,
A(X)‖Dhij(X)‖ . 1 + ‖X‖min{n,m}−1, A(X)‖XTDhij(X)‖ . 1 + ‖X‖min{m−1,n}. (80)
To perform the computation, we need to divide it into cases corresponding to the four blocks of the
matrix h(X) as written in (47). To this end, recall the notation
S(X) = (idm+X
TX)−1,
and moreover notice that h(X) is symmetric, therefore we just need to prove (80) in the case i ≤ j.
Another useful fact is the following. First notice that for every matrices N ∈ O(n), M ∈ O(m)
(O(k) is the group of orthogonal matrices of order k), one has
S(NXM) = MTS(X)M.
From an easy computation we then conclude that, for every 1 ≤ i, j ≤ m + n and for every
X ∈ Rn×m, N ∈ O(n),M ∈ O(m),
‖Dhij(X)‖ .
∑
1≤a,b≤m+n
‖Dhab(NXM)‖ (81)
‖XTDhij(X)‖ .
∑
1≤a,b≤m+n
‖(NXM)TDhab(NXM)‖. (82)
Since also A(X) = A(NXM), ∀X ∈ Rn×m,M ∈ O(m), N ∈ O(n), (81)-(82) tell us that we can
check estimates (80) just on matrices Y := NXM with two additional hypotheses. Fix X ∈ Rn×m,
define Z = XM and denote the j-th column of a matrix A ∈ Rn×m with Aj . First, by a suitable
choice of M , we can make sure that Y TY = ZTZ = MTXTXM is diagonal. Once this choice is
made, if n ≥ m, then we choose N = idn. Otherwise, if n < m, then we observe that at most n
of the columns of Z are non-zero, let these be Zj1 , . . . , Zjn and let us define J := {j1, . . . , jn} with
1 ≤ j1 < j2 < · · · < jn ≤ m. If for some jk we have Zjk = 0, then we set N = idn. Otherwise, the
n × n matrix V formed using Zj1 , . . . , Zjn has columns that are pairwise orthogonal and nonzero,
hence there exists O ∈ O(n) such that
V = OD,
with D diagonal. In this case, we choose N = OT , so that the resulting Y has the property that
Y j =
{
yℓeℓ if j = jℓ, jℓ ∈ {j1, . . . , jn},
0 otherwise,
where yj ∈ R and eℓ are the vectors of the canonical basis of Rn. Notice that this choice of M and
N also implies that
A(Y ) =
√√√√ m∏
i=1
(1 + ‖Y i‖2) and S(Y ) = diag((1 + ‖Y 1‖2)−1, . . . , (1 + ‖Y m‖2)−1)
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We call (HP) these assumptions on the matrix Y ∈ Rn×m.
First case, 1 ≤ i ≤ j ≤ m: In this case, hij = Sij. We have∑
1≤k≤m
S−1ik Skj = δij ,
hence, taking a derivative, ∑
1≤k≤m
∂abS
−1
ik Skj +
∑
1≤k≤m
S−1ik ∂abSjk = 0.
We can invert the previous relation to get
∂abSkl = −
∑
1≤c,d≤m
SkcSld∂abS
−1
cd . (83)
Finally, since S−1ik = δik +
∑
1≤l≤m xlixlk, we have
∂abS
−1
ik =
∑
1≤c≤m
δabci xck +
∑
1≤c≤m
δabckxci,
where the symbol δcdαβ = 0 if α 6= c or β 6= d, otherwise δcdαβ = δαβαβ = 1. We can therefore use (83)
to write
∂abSij = −
∑
1≤k,l≤m
SikSjl

 ∑
1≤c≤m
δabckxcl +
∑
1≤c≤m
δabcl xck


= −
∑
1≤k,l,c≤m
SikSjlδ
ab
ckxcl −
∑
1≤k,l,c≤m
δabcl xckSikSjl = −
∑
1≤l≤m
(SibSjlxal + xalSilSjb) .
(84)
Moreover,
(XTDSij)cd =
∑
1≤a≤n
xac∂adSij = −
∑
1≤l≤m,1≤a≤n
(SidSjlxalxad + xadxalSilSjd) .
Now we use our previous observation (81)-(82) to consider Y satisfying (HP), so that in particular
Y TY is diagonal. In this case, we have
|∂abSij(Y )| ≤
∑
1≤l≤m
(|SibSjlyal|+ |yalSilSjb|) .
For every 1 ≤ i, b, j, l ≤ m, 1 ≤ a ≤ n,
A(Y )|SibSjlyal| ≤
√√√√ m∏
c=1
(1 + ‖Y i‖2) |yal|
(1 + ‖Y b‖2)(1 + ‖Y l‖2) .
Let us explain in detail how to get the desired estimate (80) in this case. Notice that either Y l is
0, and in this case there is nothing to prove, or Y l 6= 0. Thanks to (HP), in Y there are at most
min{m,n} non-zero columns. First let m ≤ n, then:√√√√ m∏
c=1
(1 + ‖Y c‖2) |yal|
(1 + ‖Y b‖2)(1 + ‖Y l‖2) .
√√√√ m∏
c=1
(1 + ‖Y c‖2) 1√
1 + ‖Y l‖2 . 1 + ‖Y ‖
m−1.
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If n < m and J is the set on indices corresponding to non-zero columns, we are in the hypothesis
in which l ∈ J . Therefore we have√√√√ m∏
c=1
(1 + ‖Y c‖2) |yal|
(1 + ‖Y b‖2)(1 + ‖Y l‖2) .
√∏
c∈J
(1 + ‖Y c‖2) 1√
1 + ‖Y l‖2 . 1 + ‖Y ‖
m−1.
This proves that
‖Dhij(Y )‖ . 1 + ‖Y ‖min{m,n}−1 for 1 ≤ i, j ≤ m. (85)
We also have
A(Y )|(Y TDSij)cd(Y )| ≤ A(Y )
∑
1≤l≤m,1≤a≤n
(|SidSjlyalyad|+ |yadyalSilSjd|) .
Analogously to the previous case, we estimate for every 1 ≤ i, d, j, l ≤ m, 1 ≤ a ≤ n,
A(Y )|SidSjlyalyad| ≤
√√√√ m∏
c=1
(1 + ‖Y c‖2) |yal||yad|
(1 + ‖Y d‖2)(1 + ‖Y l‖2) ,
and the desired estimate is obtained with a reasoning completely analogous to the one of (85). This
concludes the proof of this case.
Second case, 1 ≤ i ≤ m < m+ 1 ≤ j ≤ m+ n: From now on we use m + j rather than j for the
corresponding index. We thus have
hij+m(X) = (S(X)X
T )ij =
m∑
k=1
Sikxjk .
We compute the derivative using (84):
∂abhij+m(X) =
m∑
k=1
δabjkSik +
m∑
k=1
xjk∂abSik =
m∑
k=1
δabjkSik −
∑
1≤l,k≤m
(SibSklxalxjk + xalxjkSilSkb) ,
and also
(XTDhij+m(X))ab =
∑
1≤c≤n
xca∂cbhij =
∑
1≤k≤m,1≤c≤n
xcaδ
cb
jkSik
−
∑
1≤l,k≤m,1≤c≤n
(xcaSibSklxclxjk + xcaxclxjkSilSkb)
= xjaSib −
∑
1≤l,k≤m,1≤c≤n
(xcaSibSklxclxjk + xcaxclxjkSilSkb)
Since S−1(X) = idm+XTX,
δij =
∑
1≤k≤m
Sik(δkj +
∑
1≤c≤n
xckxcj) = Sij +
∑
1≤k≤m,1≤c≤n
Sikxckxcj, (86)
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hence we can rewrite
(XTDhij+m(X))ab = xjaSib −
∑
1≤l,k≤m,1≤c≤n
(xcaSibSklxclxjk + xcaxclxjkSilSkb)
= xjaSib −
m∑
k=1

Sibxjk ∑
1≤l≤m,1≤c≤n
xcaSklxcl + xjkSkb
∑
1≤l≤m,1≤c≤n
xcaxclSil


= xjaSib −
m∑
k=1
Sibxjk(δka − Ska)−
m∑
k=1
xjkSkb(δai − Sai)
=
m∑
k=1
SibxjkSka +
m∑
k=1
xjkSkbδai +
m∑
k=1
xjkSkbSai.
(87)
Now we evaluate the previous expressions at Y satisfying (HP). Using the fact that Y TY is diagonal,
we simplify:
∂abhij+m(Y ) =
m∑
k=1
δabjkSik −
∑
1≤l,k≤m
(SibSklyalyjk + yalyjkSilSkb)
= δjaδibSii −
∑
1≤k≤m
δibSiiSkkyakyjk − yaiyjbSiiSbb
(88)
First, let m ≤ n. Then, using that for every 1 ≤ a, j, k ≤ n we have
|Skkyakyjk| ≤ 1,
we estimate
A(Y )|∂abhij+m(Y )| ≤ A(Y )|Sii|+A(Y )
∑
1≤k≤m
|SiiSkkyakyjk|+A(Y )yaiyjbSiiSbb
.
A(Y )
1 + ‖Y i‖2 +
A(Y )√
1 + ‖Y i‖2
√
1 + ‖Y b‖2 . 1 + ‖Y ‖
m−1.
If n < m, let J = {j1, . . . , jn} be the set of indices defined in (HP). If there exists ℓ such that
Zjℓ = 0, then
A(Y ) =
√∏
t∈J
(1 + ‖Y t‖2) =
√ ∏
t∈J\{jk}
(1 + ‖Y t‖2) . 1 + ‖Y ‖n−1
and
|∂abhij+m(Y )| ≤ Sii +
∑
1≤k≤m
SiiSkk|yakyjk|+ |yaiyjb|SiiSbb . 1,
therefore
A(Y )|∂abhij(Y )| . 1 + ‖Y ‖n−1.
Hence we are just left with the case n < m and Y jℓ 6= 0 for every 1 ≤ ℓ ≤ n. If this is the case,
(HP) implies that ykjℓ = δkℓyℓjℓ, for 1 ≤ k ≤ n, and ykj = 0 if j /∈ J and 1 ≤ k ≤ n. Therefore,
recalling (88),
∂abhij+m(Y ) =
{
Sii − SiiSjajay2aja − yaiyjbSiiSbb if j = a, i = b,
−yaiyjbSiiSbb otherwise.
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In the first case, if j = a, i = b, we have
Sjaja =
1
1 + ‖Y ja‖2 =
1
1 + y2aja
,
hence
1− Sjajay2aja = 1−
y2aja
1 + y2aja
=
1
1 + y2aja
=
1
1 + ‖Y ja‖2
that implies
∂abhij+m(Y ) =
1
1 + ‖Y ja‖2 −
yaiyjb
(1 + ‖Y i‖2)(1 + ‖Y b‖2) ,
and it is now easy to see that
A(Y )|∂abhij+m(Y )| . 1 + ‖Y ‖n−1.
Since if j 6= a or b 6= i, ∂abhij+m(Y ) = −yaiyjbSiiSbb, the same estimate follows. To finish the
second case, we still need to show that
A(Y )|(Y TDhij+m(Y ))ab| . 1 + ‖Y ‖min{m,n}−1.
To do so, we recall (87) to estimate
|(Y TDhij+m(Y ))ab| ≤
m∑
k=1
Sib|yjk|Ska +
m∑
k=1
|yjk|Skbδai +
m∑
k=1
|yjk|SkbSai.
With similar computations to the one to prove (85), we estimate for 1 ≤ i, b, a, k ≤ m, 1 ≤ j ≤ n,
A(Y )Sib|yjk|Ska ≤
{
0 if Y k = 0 or k 6= a,√∏
l 6=k(1 + ‖Y l‖2) otherwise,
that implies
A(Y )Sib|yjk|Ska . 1 + ‖Y ‖min{m,n}−1.
Finally, since also for every 1 ≤ j ≤ n, 1 ≤ k, b ≤ m
A(Y )|yjk|Skb ≤
{
0 if Y k = 0 or k 6= b,√∏
l 6=k(1 + ‖Y l‖2) otherwise,
we find
A(Y )|yjk|Skb . 1 + ‖Y ‖min{m,n}−1,∀1 ≤ k, b ≤ m, 1 ≤ j ≤ n.
This completes the proof of the second case.
Third case, m+ 1 ≤ i ≤ j ≤ m+ n: As above we use m + i and m + j in place of i and j. The
indices i and j will then satisfy 1 ≤ i ≤ j ≤ n and we have
hi+m,j+m(X) = (XS(X)X
T )ij =
∑
1≤l,k≤m
xilSlkxjk.
We compute the derivative using (84):
∂abhi+m,j+m(X) =
∑
1≤l,k≤m
δabil Slkxjk +
∑
1≤l,k≤m
δabjkSlkxil +
∑
1≤l,k≤m
xil∂abSlkxjk
=
∑
1≤k≤m
δiaSbkxjk +
∑
1≤l≤m
δjaSlbxil
−
∑
1≤l,k,c≤m
SlbSkcxacxilxjk −
∑
1≤l,k,c≤m
xacSlcSkbxilxjk.
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Moreover,
(XTDhi+m,j+m(X))ab =
∑
1≤d≤n
xda∂dbhij =
∑
1≤d≤n,1≤k≤m
δidxdaSbkxjk +
∑
1≤d≤n,1≤l≤m
δjdSlbxilxda
−
∑
1≤c,l,k≤m,1≤d≤n
SlbSkcxdcxilxjkxda
−
∑
1≤c,l,k≤m,1≤d≤n
xdaxdcSlcSkbxilxjk.
(89)
By (86), we have, for every 1 ≤ i, j ≤ m∑
1≤k≤m,1≤d≤n
Sikxdkxdj = δij − Sij .
Hence we can rewrite in (89):
(XTDhi+m,j+m(X))ab =
∑
1≤d≤n
xda∂dbhij =
∑
1≤d≤n,1≤k≤m
δidxdaSbkxjk +
∑
1≤d≤n,1≤l≤m
δjdSlbxilxda
−
∑
1≤l,k≤m
Slbxilxjk(δka − Ska)−
∑
1≤l,k≤n
Skbxilxjk(δla − Sla)
=
∑
1≤d≤n,1≤k≤m
δidxdaSbkxjk +
∑
1≤d≤n,1≤l≤m
δjdSlbxilxda
−
∑
1≤l,k≤m
Slbxilxjkδka −
∑
1≤l,k≤m
Skbxilxjkδla
+
∑
1≤l,k≤m
SlbxilxjkSka +
∑
1≤l,k≤m
SkbxilxjkSla
=
∑
1≤k≤m
xiaSbkxjk +
∑
1≤l≤m
Slbxilxja
−
∑
1≤l≤m
Slbxilxja −
∑
1≤k≤m
Skbxiaxjk
+
∑
1≤l,k≤m
SlbxilxjkSka +
∑
1≤l,k≤m
SkbxilxjkSla
=
∑
1≤l,k≤m
SlbxilxjkSka +
∑
1≤l,k≤m
SkbxilxjkSla.
Consider once again Y fulfilling (HP). Then:
∂abhi+m,j+m(Y ) =
∑
1≤k≤m
δiaSbkyjk +
∑
1≤l≤m
δjaSlbyil
−
∑
1≤l,k,c≤m
SlbSkcyacyilyjk −
∑
1≤l,k,c≤m
xacSlcSkbyilyjk.
Since Y TY is diagonal, this expression simplifies as:
∂abhi+m,j+m(Y ) = δiaSbbyjb + δjaSbbyib
−
∑
1≤c≤m
SbbSccyacyibyjc −
∑
1≤c≤m
yacSccSbbyicyjb.
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For every 1 ≤ b ≤ m, 1 ≤ j ≤ n,
A(Y )Sbb|yjb| ≤
{
0 if Y b = 0,
A(Y )√
1+‖Y b‖2
otherwise. (90)
This yields
A(Y )Sbb|yjb| . 1 + ‖Y ‖min{m,n}−1.
To prove that
A(Y )|∂abhi+mj+m(Y )| . 1 + ‖Y ‖min{m,n}−1, (91)
we still need to estimate terms of the form
A(Y )SbbScc|yacyibyjc|,
for 1 ≤ b, c ≤ m, 1 ≤ a, i, j ≤ n. Anyway, observe that
Scc|yac||yjc| ≤ 1,∀1 ≤ c ≤ m, 1 ≤ a, j ≤ n,
hence
A(Y )SbbScc|yacyibyjc| ≤ A(Y )Sbb|yib|
and we can therefore apply again estimate (90) to deduce (91). To finish the proof of this case and
of the present Lemma, we still need to show that
|(Y TDhi+m,j+m(Y ))ab| . 1 + ‖Y ‖min{m,n}−1. (92)
To do so, recall that
(Y TDhi+m,j+m(Y ))ab =
∑
1≤l,k≤m
SlbyilyjkSka +
∑
1≤l,k≤m
SkbyilyjkSla
= SbbSaayibyja + SbbSaayiayjb,
but now, for every 1 ≤ a, b ≤ m, 1 ≤ i, j ≤ n,
A(Y )SbbSaa|yibyja| ≤
{
0 if Y b = 0 or Y a = 0,
A(Y )√
1+‖Y b‖2
√
1+‖Y a‖2
otherwise.
The proof of (92) is now analogous to the one of (91).
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