We prove that for a suitable class of metric measure spaces, the abstract notion of tangent module as defined by the first author can be isometrically identified with the space of L 2 -sections of the 'Gromov-Hausdorff tangent bundle'. The class of spaces (X, d, m) we consider are PI spaces that for every ε > 0 admit a countable collection of Borel sets (U i ) covering m-a.e. X and corresponding (1 + ε)-biLipschitz maps ϕ i :
Introduction
In the context of metric geometry there is a well established notion of tangent space at a point: the pointed-Gromov-Hausdorff limit of the blow-up of the space at the chosen point, whenever such limit exists. More recently, the first author proposed in [9] an abstract definition of tangent bundle to a generic metric measure space, such notion being based on the concepts of L ∞ -module and Sobolev functions.
It is then natural to ask whether there is any relation between these two notions and pretty easy to realize that without some regularity assumption on the space there is no hope to find any: on one hand in general the study of Sobolev functions might lead to no information about the metric structure of the space under consideration (this is the case, for instance, of spaces admitting no non-constant Lipschitz curves), on the other the pointed-Gromov-Hausdorff limits of the blow-ups can fail to exist at every point.
We restrict the attention to the class of strongly m-rectifiable spaces (X, d, m), defined as those spaces such that for every ε > 0 there exists a sequence of Borel sets (U i ) covering m-a.e. X and maps ϕ i : U i → R k i such that for every i ϕ i is (1 + ε)-biLipschitz with its image, and
The main result of this paper, Theorem 5.1, states that for this class of spaces the two notions of tangent spaces mentioned above are intimately connected, in the sense that the pointedGromov-Hausdorff limits of rescaled spaces are Euclidean spaces for m-a.e. x ∈ X and the space of measurable sections of the bundle formed by the collection of these blow-ups is in isometric bijection with the elements of the tangent module. Looking for an analogy, one might think at this result as a kind of Rademacher's theorem: in either case when defining a notion of differentiability/tangent space there is on one side a 'concrete' and 'geometric' notion obtained by 'blow-ups' and on the other an 'abstract' and 'analytic' notion obtained by looking at 'weak' derivatives. For general functions/spaces these might be very different, but under appropriate regularity assumptions (Lipschitz/strongly mrectifiable) they a.e. coincide.
The motivating example of strongly m-rectifiable space are RCD * (K, N ) spaces. The existence of (1 + ε)-biLipschitz charts was obtained by Mondino-Naber in [14] and the fact that those maps send the reference measure into something absolutely continuous w.r.t. the Lebesgue one has been independently proved by Kell-Mondino in [13] and by the authors in [11] (in both cases relying on the recent powerful results of De Philippis-Rindler [7] ).
Finally, we remark that part of our efforts here are made to give a meaning to the concept of 'measurable sections of the bundle formed by the collection of blow-ups'. Let us illustrate the point with an example.
Suppose that we have a metric space (X, d) such that for every x ∈ X the tangent space at x in the sense of pointed-Gromov-Hausdorff limit is the Euclidean space of a certain fixed dimension k. Then obviously all such tangent spaces would be isometric and we might want to identify all of them with a given, fixed R k . Once this identifications are chosen, given x ∈ X and v ∈ R k we might think at v as an element of the tangent space at x and thus a vector field should be thought of as a map from X to R k . However, the choice of the identifications/isometries of the abstract tangent spaces with the fixed R k is highly arbitrary and affects the structure that one is building: this is better seen if one wonders what it is, say, a Lipschitz vector field, or a continuous, or a measurable one. In fact, in general there is no answer to such questions, in the sense that there is no canonical choice of these identifications: the problem is that, by the very definition, a pointed-Gromov-Hausdorff limit is the isometric class of a metric space, rather than a 'concrete' one.
As we shall see, the situation changes if one works on a strongly m-rectifiable metric measure space: much like in the smooth setting the charts of a manifold are used to give structure to the tangent bundle, in this case the presence of charts allows for a canonical identification of the tangent spaces while also ensuring existence and uniqueness of a measurable structure on the resulting bundle (and in general nothing more than this, so that we still can't define continuous vector fields). The construction of such measurable bundle, which we call Gromov-Hausdorff tangent bundle and denote by T GH X, is done in Section 4.2, while in Section 6 we show that its fibres are the pointed-Gromov-Hausdorff limits of rescaled spaces, thus justifying the terminology.
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Preliminaries

Metric Measure Spaces
For the purpose of this paper, a metric measure space is a triple (X, d, m), where (X, d) is a complete and separable metric space, m is a non-negative Radon measure on X.
(1.1)
Given two metric measure spaces (X, d X , m X ) and (Y, d Y , m Y ), we will always implicitly endow the product space X × Y with the product distance
and the product measure m X ⊗ m Y . A metric measure space (X, d, m) is said to be doubling provided there exists C > 0 such that
and the least such constant C is called the doubling constant of the space. A fundamental property of doubling metric measure spaces is the Lebesgue differentiation theorem, whose proof can be found e.g. in [12] :
Given a point x ∈ X and a Borel subset E of X, we say that x is of density λ
By applying Theorem 1.1 to the function χ E , we deduce that
Let us recall the following well-known result about points of density 1:
, m) be a doubling metric measure space. Let E ∈ B(X). Letx ∈ X be a point of density 1 for E. Then
Proof. We argue by contradiction: assume the existence of ε > 0 and of points {x r } r>0 ⊆ X with d(x r ,x) < r for every r > 0, such that
Let C > 0 be the doubling constant of the space. Fix n ∈ N such that 2 n ε ≥ 2 + ε. Thus
for every r > 0, hence the doubling condition implies that
which contradicts our assumption D E (x) = 1.
In addition to doubling spaces, another class of metric measure spaces we shall deal with is that of PI space, whose definition requires some preliminary terminology. Given a complete and separable metric space (X, d), we say that a curve γ ∈ C [0, 1], X is absolutely continuous if there exists f ∈ L 1 (0, 1) such that
(1.9)
We will denote by AC [0, 1], X the set of all the absolutely continuous curves in X. Given any γ ∈ AC [0, 1], X , the limit
exists for L 1 -a.e. t ∈ [0, 1] and defines an L 1 function. Such map, called metric speed of γ, is the minimal (in the a.e. sense) L 1 function which can be chosen as f in the right hand side of (1.9). For a proof of these results, we refer to Theorem 1.1.2 of [2] . Given a map u : X → R and a Borel function G : X → [0, +∞], we say that G is an upper gradient of u provided
(1.11)
We are now ready to introduce the concept of PI space: Definition 1.3 (Poincaré inequality and PI spaces) Let (X, d, m) be a metric measure space. We say that (X, d, m) supports a weak (1, 2)-Poincaré inequality if there exist constants C > 0 and λ ≥ 1 such that the following condition is satisfied: for every u : X → R continuous and every upper gradient G of u, it holds that
(1.12)
for every x ∈ X and r > 0, where u Br(x) := − Br(x) u dm. A space which is both doubling and supporting a weak (1, 2)-Poincaré inequality will be called PI space.
Lipschitz Functions
Let (X, d X ) and (Y, d Y ) be metric spaces. A function f : X → Y is said to be Lipschitz (or, more precisely, λ-Lipschitz) if there exists λ ≥ 0 such that d Y f (x), f (y) ≤ λ d X (x, y) for every x, y ∈ X. The smallest λ ≥ 0 such that f is λ-Lipschitz is denoted by Lip(f ) and is called Lipschitz constant of f . The family of all the Lipschitz functions from X to Y is denoted by LIP(X, Y). For the sake of brevity, we shall write LIP(X) instead of LIP(X, R). We say that a function f : X → Y is λ-biLipschitz if it is invertible and f , f −1 are λ-Lipschitz. 
One can easily prove that lip(f ) ≤ Lip(f ) and that
for any couple of metric spaces X, Y and functions ϕ ∈ LIP(X, Y) and f ∈ LIP(Y). Given a metric space (X, d), a Lipschitz function f ∈ LIP(X) and a Borel set E ∈ B(X), we have that lip f | E (x) ≤ lip(f )(x) is satisfied for every point x ∈ X, where lip f | E is taken in the metric space E, d| E×E . Simple examples show that in general equality does not hold; however, if we restrict to the case of a doubling metric measure space, then Lemma 1.2 grants that equality holds at least on density points of E: Proposition 1.5 Let (X, d, m) be a doubling metric measure space. Fix a Borel set E ∈ B(X) and a Lipschitz function f ∈ LIP(X). Then
(1.15)
If x is an accumulation point, then take a sequence (x n ) n ⊆ X \ {x} converging to x. Up to passing to a suitable subsequence, we can assume that lim n f (
is actually a limit. Moreover, possibly passing to a further subsequence, Lemma 1.2 provides the existence of a sequence (y n ) n ⊆ E satisfying d(x n , y n ) < d(x n , x)/n for every n ≥ 1. In particular, lim n y n = x and y n = x for every n ≥ 1. Therefore
The arbitrariness of (x n ) gives the conclusion.
In what follows we shall frequently use the fact that Given a metric space (X, d), a subset E of X and f ∈ LIP(E), there existsf ∈ LIP(X) such thatf | E = f and Lip(f ) = Lip(f ).
(1.16)
An explicit expression -called McShane extension -for such af is given byf (x) := inf f (y)+ Lip(f ) d(x, y) y ∈ E for every x ∈ X. Arguing componentwise, from this fact we also directly deduce that Given a metric space (X, d), a subset E of X and f ∈ LIP(E, R n ),
Let us briefly discuss the case of Lipschitz functions from R k into itself. Let End(R k ) be the set of linear maps from R k to itself, E ⊂ R k be Borel and f : E → R k be a Lipschitz function. Find a Lipschitz extensionf of f to the whole R k and use Rademacher theorem to obtain that f is differentiable L k -a.e.. Call df (x) ∈ End(R k ) such differential at the point x, whenever it is defined. Then it is not hard to check, for instance following the same arguments used for the proof of Proposition 1.5, that for L k -a.e. x ∈ E, the value of df (x) does not depend on the chosen extensionf , so that the formula
is well posed and defines an element of
Sobolev Calculus
The scope of this section is to recall how to build the Sobolev space W 1,2 (X) on a metric measure space. The following definitions and results are taken from [4] and [10] . Let (X, d, m) be a metric measure space, which will be fixed for the whole section. For every t ∈ [0, 1], we denote by e t : C [0, 1], X → X the evaluation map at time t, namely e t (γ) := γ t for every γ ∈ C [0, 1], X .
(1.17)
Recall that C [0, 1], X is a metric space, with respect to the sup distance. Hence we can consider a Borel probability measure π on C [0, 1], X . We say that π is a test plan provided (e t ) ♯ π ≤ C m for every t ∈ [0, 1], for some constant C > 0, 
Here and in what follows, L 2 loc (m) is the space of functions which for every x ∈ X coincide with some function in L 2 (m) on some neighbourhood of x. Similarly for other spaces.
Given f ∈ S 2 (X), it is possible to prove that there exists a minimal function |Df | in the m-a.e. sense which can be chosen as G in (1.19). We call |Df | the minimal weak upper gradient of f . The main calculus properties of minimal weak upper gradients are the following:
loc (X) and α, β ∈ R, then αf + βg ∈ S 2 loc (X) and
where |ϕ ′ | • f is arbitrarily defined at the non-differentiability points of ϕ. Notice that for f ∈ LIP(X), we trivially have that (1.19) is satisfied for G := lip(f ), so that f ∈ S 2 loc (X) and
It is a remarkable result of Cheeger ( [6] ) that on PI spaces the equality holds:
The Sobolev space W 1,2 (X) is defined as
It turns out that W 1,2 (X) is a Banach space if endowed with the norm
We conclude recalling that
This non-trivial result, which in fact only requires the doubling property of the distance, has been proved in [1] .
Cotangent and Tangent Modules
Here we recall some definitions and concepts introduced by the first author in [9] , referring to [9] and [8] for a more detailed discussion. Let (X, d, m) be a metric measure space, which will be fixed throughout the whole section. We first give the definition of
called pointwise norm, which satisfy the following properties:
and N , we say that a map T : M → N is a module morphism provided it is linear continuous and it satisfies
Then we define the dual module M * of M as the family of all linear continuous maps T :
M * naturally comes with the structure of
it is a Banach space with respect to the pointwise vector operations and the operator norm, while the multiplication f T between f ∈ L ∞ (m) and T ∈ M * is defined as
and the pointwise norm |T | * of T ∈ M * is given by
We recall the notion of local dimension:
(ii) We say that a set S ⊂ M generates M | A provided M | A is the closure of the set of finite sums of objects of the form χ A f v for f ∈ L ∞ (m) and v ∈ S.
(iii) We say that some elements v 1 , . . . , v n ∈ M constitute a basis for M | A if they are independent on A and generate M | A .
(iv) The local dimension of M on A is defined to be equal to n ∈ N if M admits a basis of cardinality n on A.
Observe that the notion of local dimension is well-defined, in the sense that two different bases for M on A must necessarily have the same cardinality.
By using the language of L 2 (m)-normed L ∞ (m)-modules described so far, we can now introduce the cotangent module L 2 (T * X) associated to (X, d, m). Its definition is based upon the following result, whose proof can be found in [8] :
Namely, if two couples (M , d) and (M ′ , d ′ ) as above fulfill both (i) and (ii), then there exists a unique module isomorphism Φ : The tangent module is then introduced by duality: Definition 1.12 (Tangent module) We call tangent module the dual of L 2 (T * X) and denote it by L 2 (T X). Its elements are called vector fields on X.
In order to keep consistency with the smooth setting, we shall indicate by | · | * and | · | the pointwise norms of L 2 (T * X) and L 2 (T X), respectively, even if we defined L 2 (T X) as the dual of L 2 (T * X) and not vice versa.
We conclude the section discussing the case of X = R k . Let us denote by
We know that the Sobolev space W 1,2 (R k ) as defined here coincides with the classically defined one via distributional derivatives and that for f ∈ W 1,2 (R k ) if we consider its distributional differential, which for a moment we denotedf and which naturally belongs to L 2 (R k , (R k ) * ), we have that its norm |df | coincides with the minimal weak upper gradient |Df | (see [3] ). Also, it is readily verified that 1-forms of the kind
Thanks to Theorem 1.10, these facts are sufficient to conclude that the 'concrete' space of L 2 1-forms L 2 (R k , (R k ) * ) and the abstract cotangent module L 2 (T * R k ) can be canonically identified by an isomorphism which sendsdf to df .
Once this identification is done, it follows that also the space of L 2 vector fields L 2 (R k , R k ) can be canonically identified with the tangent module L 2 (T R k ). Such identification also allows us to identify, for a given Borel set E ⊂ R k , the restricted module
Maps of Bounded Deformation
Consider two metric measure spaces (X, d X , m X ) and (Y, d Y , m Y ). In Section 2.4 of [9] , it is described how the notions of pullback of 1-forms and of differential can be built for a special class of mappings between X and Y, which are said to be of bounded deformation.
Here we generalize those constructions to mappings that are not defined on the whole X, but only on some Borel subset E of X. More precisely, we shall first define what it means for a map ϕ : E → Y to be of bounded deformation. Then we will prove that, under some additional assumptions on the spaces X and Y, the function ϕ canonically induces a pullback operator ϕ * :
Finally, whenever ϕ is invertible with its image and its inverse is of bounded deformation, also the differential dϕ :
The necessity of requiring further hypotheses on X and Y is due to some technical complications, which will become soon clear in the proof of Proposition 2.2.
We start with the following definition:
. Then a map ϕ : E → Y is said to be of bounded deformation if it is Lipschitz and satisfies
The least such C is called compression constant and denoted by Comp(ϕ).
The first property of this class of maps is consequence of what discussed in Section 1.2:
Proof. m X -a.e. on E we have
which is the claim.
Pullback
In order to define the pullback ϕ * of a map of bounded deformation ϕ, it is first convenient to prove the following auxiliary result: 
whenever G ⊆ E is a bounded Borel set and
Moreover, the function T ϕ satisfies
Proof. Write E = ∪ i∈N E i with the E i 's Borel, bounded and disjoint and let
From this inequality it easily follows that the quantity T ϕ (f )
we see that the property (2.3) holds by construction and that the bound (2.4) holds for
Since ϕ : E → Y is of bounded deformation we also have
showing that T ϕ is continuous w.r.t. the W 1,2 (Y)-norm. Since Y is doubling, we know (recall
, hence existence and uniqueness of the continuous extension follow, and by continuity we see that the (2.4) holds as well.
By using the fact that df : f ∈ W 1,2 (X) generates L 2 (T * X) in the sense of modules, one can apply the previous proposition to build the pullback operator: 
Moreover, it holds
Proof. Start observing that the continuity of T ϕ , the density of 29) ), the required continuity of ϕ * and the first in (2.5) force the choice
are a partition of Y and f 1 , . . . , f n ∈ W 1,2 (Y) for some n ≥ 1 , and notice that (2.7) and the second in (2.5) force the definition
From (2.4) it directly follows that the bound (2.6) holds for such ω's, showing in particular that such definition of ϕ * ω is well posed, in the sense that ϕ * ω depends only on ω and not on the way we write ω in terms of F i 's and f i 's. It is also clear that the first in (2.5) holds and that the second holds for simple functions h. The inequality (2.6) and the fact that ϕ is of bounded compression show that ϕ * : V → L 2 (T * X) | E is continuous w.r.t. the L 2 (T * Y)-norm, and being V dense in L 2 (T * Y), existence and uniqueness of the continuous extension follow.
The fact that such extension satisfies (2.5) and (2.6) follows by simple continuity arguments.
Theorem 2.5 (Functoriality of the pullback) Let (X, d X , m X ) be a doubling space and
be PI spaces. Also, let E ∈ B(X) and F ∈ B(Y) and ϕ : E → Y and ψ : F → Z be two maps of bounded deformation such that ϕ(E) ⊆ F .
Then ψ • ϕ : E → Z is of bounded deformation and
Proof. The fact that ψ • ϕ is of bounded deformation is trivial, so that thanks to the characterization of pullback given by Theorem 2.4 and the fact that
is linear and continuous, to conclude it is sufficient to show that ϕ * • ψ * satisfies the following properties:
To prove the first equality in (2.9), fix G ∈ B(E) bounded and
proving (2.10) and accordingly the first equality in (2.9). To conclude, notice that for ω ∈ L 2 (T * Z) and h ∈ L ∞ (m Z ) we have
hence also the second equality in (2.9) is satisfied.
Differential
When ϕ is invertible and also its inverse map is of bounded deformation, it is possible to define the differential of ϕ by duality with the pullback: Proposition 2.6 (Differential of a map of bounded deformation) Let (X, d X , m X ) be a doubling space and (Y, d Y , m Y ) be a PI space. Also, let E ∈ B(X), F ∈ B(Y) and let ϕ : E → F be an invertible function such that both ϕ and ϕ −1 are of bounded deformation. Then there exists a unique map dϕ :
The operator dϕ, called differential of ϕ, is linear continuous and satisfies
Moreover, if E ′ ⊂ E is Borel and F ′ := ϕ(E ′ ), letting dϕ | E ′ be the differential of ϕ seen as a map from E ′ to F ′ , we have that
on F. (2.14)
Taking into account the fact that ϕ −1 is of bounded compression we see that |v|•ϕ −1 ∈ L 2 (F ) hence the above inequality grants that the function L v (ω) := χ F ϕ * ω(v) • ϕ −1 , intended to be 0 outside F , belongs to L 1 (Y). The same bound also grants that the linear map
we see, by the very definition of tangent module, that L v is an element of L 2 (T Y) which from now on we shall denote by dϕ(v). The fact that the map v → dϕ(v) is linear is clear from the definition and the bound (2.12) is a restatement of (2.14). The inequality (2.12) also grants the continuity of
Finally, the last claim (2.13) is a direct consequence of the characterizing property (2.11).
A direct consequence of Theorem 2.5 is the chain rule for the differential:
Corollary 2.7 (Chain rule for the differential) Let (X, d X , m X ) be a doubling space and
and G ∈ B(Z), and ϕ : E → F and ψ : F → G be both invertible, of bounded deformation and with inverses also of bounded deformation. Then
m Z -a.e. in G. By Theorem 2.6 this is sufficient to conclude.
Let us now discuss the case X = Y = R k . Let E, F ⊂ R k Borel and ϕ : E → F of bounded deformation, invertible and with inverse of bounded deformation. Then in particular it is Lipschitz and we know from Rademacher theorem that for L k -a.e. x ∈ E its differential, intended in the classical sense, exists. Such differential, which for the moment we denote bŷ dϕ(x), is a linear map from
Recalling that we identified L 2 (E, R k ) with the restriction L 2 (T R k ) | E of the tangent module L 2 (T R k ) to E (and similarly for F ), from the characterization of the 'abstract' differential dϕ provided by Proposition 2.6 it is readily verified that dϕ anddϕ can be canonically identified, in the sense that for
Due to this fact, from now on we won't distinguish anymore between the objectsdϕ and dϕ.
Strongly m-Rectifiable Spaces
We introduce a new class of metric measure spaces, called strongly m-rectifiable spaces. Roughly speaking, these spaces can be partitioned (up to negligible sets) into countably many Borel sets, which are biLipschitz equivalent to suitable subsets of the Euclidean space, by means of maps that also keep under control the measure. For the sake of simplicity, it is convenient to use the following notation: given a measured space (S, M, µ), we say that (E i ) i∈N ⊆ M is a µ-partition of E ∈ M provided it is a partition of some F ∈ M such that F ⊆ E and µ(E \ F ) = 0. Moreover, given two µ-partitions (E i ) i and (F j ) j of E, we say that (F j ) j is a refinement of (E i ) i if for every j ∈ N with F j = ∅ there exists (a unique) i ∈ N such that F j ⊆ E i . Definition 3.1 (Strongly m-rectifiable space) A metric measure space (X, d, m) is said to be m-rectifiable provided it is a disjoint union X = ∪ k∈N A k of suitable (A k ) ⊂ B(X), such that the following condition is satisfied: given k ∈ N, there exists an m-partition (U i ) i∈N ⊆ B(X) of A k and a sequence (ϕ i ) i∈N of maps ϕ i : U i → R k such that
The partition X = ∪ k∈N A k -which is clearly unique up to modification of negligible sets -is called dimensional decomposition of X. (X, d, m) is said to be strongly m-rectifiable provided for every ε > 0 the (U i , ϕ i ) can be chosen so that the ϕ i are (1 + ε)-biLipschitz.
When working on m-rectifiable spaces, it is natural to adopt the following terminology, which is inspired by the language of differential geometry: Definition 3.2 (Charts and atlases) Let (X, d, m) be an m-rectifiable metric measure space. A chart on X is a couple (U, ϕ) where U ∈ B(A k ) for some k ∈ N and ϕ : U → R k satisfies
The chart (U, ϕ) is said to be an ε-chart provided ϕ : U → ϕ(U ) is (1 + ε)-biLipschitz and an atlas is said to be an ε-atlas provided all of its charts are ε-charts.
We collect few simple facts about atlases which we shall frequently use in what follows: i) A m-rectifiable space admits an atlas and a strongly m-rectifiable space admits an ε-atlas for every ε > 0. Indeed, for (U i , ϕ i ) as in (3.1) we can consider the density ρ i of ϕ * m | U i w.r.t. the Lebesgue measure and the sets U i,j := ϕ
) is a chart for every j and that the U i,j 's provide a m-partition of U i , so that repeating the construction for every i yields the desired atlas.
ii) Let (U i , ϕ i ) i∈N be an atlas and, for every i,
is also an atlas. In particular, by inner regularity of m, every mrectifiable space admits an atlas whose charts are defined on compact sets.
A first property of m-rectifiable spaces, whose proof is based upon the notion of differential introduced in Proposition 2.6, is the following: Theorem 3.3 (Dimensional decomposition of the tangent module) Let (X, d, m) be a PI space which is also m-rectifiable and let (A k ) be its dimensional decomposition.
Then for every k ∈ N such that m(
be an atlas on X. The claim is equivalent to the fact that for every
For such U k i the map ϕ k i is invertible, of bounded deformation and with inverse of bounded deformation, hence taking into account Corollary 2.7 we see that dϕ k i :
is continuous, invertible, with continuous inverse and sends hv to h
coincide and, since the latter has dimension k, the conclusion follows.
Remark 3.4 Using the finite dimensionality results obtained by Cheeger in [6] it is not hard to see that the dimensional decomposition (A k ) of a PI space which is also m-rectifiable must be so that m(A k ) = 0 for all k sufficiently large. Yet, our discussion is independent on this specific result and thus we won't insist on this point.
When we restrict our attention to the smaller class of strongly m-rectifiable spaces, we have a stronger geometric characterization of the tangent module. Section 5 will be entirely devoted to describe such result. In order to further develop our theory in that direction, we need to provide any strongly m-rectifiable space (X, d, m) with a special sequence of atlases, which are aligned in a suitable sense.
Definition 3.5 (Aligned family of atlases) Let (X, d, m) be a strongly m-rectifiable space. Let ε n ↓ 0 and δ n ↓ 0. Let (A n ) n∈N be a sequence of atlases on X. Then we say that (A n ) n is an aligned family of atlases of parameters ε n and δ n provided the following conditions are satisfied:
is an ε n -atlas and the domains U k,n i are compact.
(ii) The family (U
The discussions made before grant that any strongly m-rectifiable space admits atlases satisfying (i), (ii) above. In fact, as we shall see in a moment, also (iii) can be fulfilled by an appropriate choice of atlases, but in order to show this we need a small digression.
Recall that O(R k ) denotes the group of linear isometries of R k and for ε > 0 let us introduce
Notice that O ε (R k ) -being closed and bounded -is compact for every ε > 0 and that
Then we have the following simple result: Proposition 3.6 Let k ∈ N and δ > 0. Then there exists ε > 0 and a Borel map R :
with finite image such that
Proof. From the compactness of O(R k ) we know that there are
We claim that there exists ε > 0 such that O ε (R k ) ⊂ U δ and argue by contradiction. If not, the compact set K ε := O ε (R k ) \ U δ would be not empty for every ε > 0. Since clearly K ε ⊂ K ε ′ for ε ≤ ε ′ , the family K ε has the finite intersection property, but on the other hand the identity
Using Proposition 3.6 it is possible to show that any strongly m-rectifiable space admits an aligned family of atlases: Theorem 3.7 Let (X, d, m) be a strongly m-rectifiable metric measure space and ε n ↓ 0 and δ n ↓ 0 be two given sequences. Then X admits an aligned family (A n ) n of atlases of parameters ε n and δ n .
Proof. Let (A k ) be the dimensional decomposition of X and notice that to conclude it is sufficient to build, for every k ∈ N, aligned charts as in (iii) of Definition 3.5 covering malmost all A k .
For k, n ∈ N, let ε ′ n,k be associated to δ n and k as in Proposition 3.6 and chooseε n,k > 0 such thatε n,k ≤ ε n and (1 +ε n−1,k )(1 +ε n,k ) ≤ 1 + ε ′ n,k for every k, n ∈ N.
(3.4)
We now construct the required aligned family (A n ) n of atlases by recursion: start observing that since (X, d, m) is strongly m-rectifiable, there exists an atlas A 0 such that the charts with domain included in A k areε 0,k -biLipschitz. Now assume that for some n ∈ N we have already defined A 0 , . . . , A n−1 satisfying the alignment conditions and say that A n−1 = (U k i , ϕ k i ) k,i . Again using the strong m-rectifiability of X, find an atlas (V k j , ψ k j ) k,j whose domains (V k j ) k,j constitute a refinement of the domains (U k i ) k,i of A n−1 and such that those charts with domain included in A k areε n,k -biLipschitz.
Fix k, j ∈ N and let i ∈ N be the unique index such that V k j ⊆ U k i . For the sake of brevity, let us denote by τ the transition map
be given by Proposition 3.6 with δ := δ n and denote by
We therefore definē 6) so that accordingly
is an atlas on (X, d, m), which fulfills (ii), (iii) of Definition 3.5 and such that the charts with domain included in A k areε n,k -biLipschitz.
Up to a further refining we can assume that the charts in A n have compact domains and, sinceε n,k ≤ ε n for every k, n ∈ N, the thesis is proved. i) M is a σ-algebra over the set T , ii) π is a measurable map from (T, M) to X, B(X) which we shall call projection and
is an R-vector space for m-a.e. x ∈ X. (4.1)
iii) n : T → [0, +∞) is a measurable map which we shall call norm such that for m-a.e.
x ∈ X it holds:
n| Tx is a norm on T x , T x , n | Tx is a Banach space,
Given two measurable Banach bundles T i = T i , M i , π i , n i , i = 1, 2, a bundle morphism is a measurable map ϕ : T 1 → T 2 such that for m-a.e. x ∈ X it holds
Two bundle morphisms ϕ, ψ : T 1 → T 2 are declared to be equivalent provided
and accordingly two measurable Banach bundles T i = T i , M i , π i , n i , i = 1, 2 are declared to be isomorphic provided there are bundle morphisms ϕ : T 1 → T 2 and ψ :
, which is the same as to say that
Let T = T, M, π, n be a measurable Banach bundle over X. A section of T is a measurable function v : X → T such that π • v = id X holds m-a.e. in X. We denote by [v] the equivalence class of v with respect to m-a.e. equality and introduce the space
With a (common) slight abuse of notation, the elements of L 2 (T) will be denoted by v instead of [v] . Remark 4.2 The collection of measurable Banach bundles on X and of isomorphism classes of bundle morphisms form a category, which we shall denote by MBB(X).
Similarly, the collection of L 2 (m)-normed L ∞ (m)-modules on X and of 1-Lipschitz module morphisms between them form a category, which we denote by Mod 2−L ∞ (X).
The map which sends each measurable Banach bundle T to the space of its L 2 -sections L 2 (T) and each bundle morphism ϕ :
, is easily seen to be a fully faithful functor, so that MBB(X) can be thought of as a full subcategory of Mod 2−L ∞ (X).
Gromov-Hausdorff Tangent Bundle
Recall that given a measurable space (S, M), a set S ′ and a function f : S → S ′ , the pushforward f * M of M via f is the σ-algebra on S ′ defined by
Notice that f * M is the greatest σ-algebra M ′ on S ′ for which the function f is measurable from (S, M) to (S ′ , M ′ ). With this said, let (X, d, m) be a strongly m-rectifiable metric measure space, (A k ) its dimensional decomposition and define the following objects:
i) The set T GH X is defined as
and the σ-algebra M GH (X) is given by
where ι k : A k × R k ֒→ T GH X is the natural inclusion, for every k ∈ N.
In other words, a subset E of T GH X belongs to M GH (X) if and only if
ii) The projection π : T GH X → X of T GH X is given by
iii) The norm n :
Definition 4.3 (Gromov-Hausdorff tangent bundle) The Gromov-Hausdorff tangent bundle of (X, d, m) is the measurable Banach bundle
The space of the L 2 -sections of such bundle is called Gromov-Hausdorff tangent module and is denoted by L 2 (T GH X).
The choice of this measurable structure on T GH X could seem to be naïve, but we now prove that it is the only one coherent with some (thus any) atlas on (X, d, m), in the sense which we now describe. Let us fix an ε-atlas
Fix a sequence of radii r j ↓ 0 and define ϕ k ij :
For the sake of brevity, for k, i, j ∈ N let us call
and notice that simple computations yield
Lemma 4.4 With the notation just introduced, for every
From (4.13) and (1.5) we see that
We now endow T GH X with a new σ-algebra M(A , (r j )), depending on the atlas A and the sequence (r j ). Letῑ k : N k ֒→ T GH X be the inclusion maps, then define
Equivalently, a subset E of T GH X belongs to M(A , (r j )) if and only if E ∩ N k ∈ B(N k ) for every k = 1, . . . , N and (
The fact that our choice of the σ-algebra M GH (X) on T GH X is canonical is encoded in the following proposition: Proposition 4.5 Let (X, d, m) be a strongly m-rectifiable metric measure space, A an ε-atlas and r j ↓ 0 a given sequence.
Then
which is equivalent to saying that E ∈ M GH (X).
Remark 4.6
This last proposition does not use the strong m-rectifiability of the space but only the m-rectifiability, as seen by the fact that we didn't consider a sequence of ε n -atlases. We chose this presentation because the reason for the introduction of the Gromov-Hausdorff tangent module is in the statement contained in the next section, which grants that the space of its sections is isometric to the abstract tangent module L 2 (T X), a result which we have only for strongly m-rectifiable spaces.
Equivalence of
The main result of this article is the following: the two different notions of tangent modules described so far, namely the "analytic" tangent module L 2 (T X) and the "geometric" GromovHausdorff tangent module L 2 (T GH X), can be actually identified. More precisely, given a strongly m-rectifiable space that is also a PI space, there exists an isomorphism between L 2 (T X) and L 2 (T GH X) which preserves the pointwise norm and, as the construction, such isomorphism can be canonically chosen once an aligned sequence of atlases is given. Notice that Theorem 3.3 (which is valid on more general m-rectifiable spaces) is equivalent to the fact that there exists a morphism of L 2 (T X) into L 2 (T GH X) with continuous inverse, thus in particular changing the pointwise norm of a bounded factor. Thus Theorem 5.1 below can be seen as the improvement of Theorem 3.3 which shows that for strongly m-rectifiable spaces such factor can be taken to be 1. and its inverse are maps of bounded deformation. Thus it makes sense to consider dϕ
and we can define To prove this, let v ∈ L 2 (T X), k, i, j ∈ N with U 6 Geometric interpretation of T GH X
The aim of this conclusive section is to discuss in which sense for strongly m-rectifiable spaces the space T GH X can be obtained by looking at the pointed Gromov-Hausdorff limits of the rescalings of X around (almost) all of its points. For comparison purposes, let us recall the definition of pointed Gromov-Hausdorff convergence (see e.g. [5] ): i )} i,k be a family of ε n -atlases, with compact domains U k,n i . We can use the atlases to build Borel maps Ψ n : X × ( 1 rn X) → T GH X which are 'bundle maps', i.e. which fix the first coordinate, and that are approximate isometries as maps on the second variable in the following way. We first recall that for any U ⊂ X closed there exists a Borel map P U : X → U such that d(x, P U (x)) ≤ 2d(x, U ) ∀x ∈ X.
This can be built by first considering a countable dense subset {x n } n of U and then by declaring P U (x) := x for x ∈ U and for x / ∈ U defining P U (x) := {x n : n is the least m such that d(x, x m ) ≤ 2d(x, U )}.
Then given a sequence r n ↓ 0 we put Φ n (x, y) := and Φ n (x, y) := 0 R k if x ∈ A k \ ∪ i U k,n i , where (A k ) is the dimensional decomposition of X. Finally we define Ψ n (x, y) := x, Φ n (x, y) ∀x, y ∈ X.
Notice that Ψ n is Borel for every n ∈ N. In the next theorem we show that for m-a.e. x ∈ X the maps y → Φ n (x, y) provide approximate isometries of X rescaled by a factor 1 rn and R k , thus showing not only that the tangent space of X at x is R k , but also that there is a 'compatible' choice of approximate isometries making the resulting global maps, i.e. Ψ n , Borel.
Since the right hand side is bounded from above byεr n R, for n sufficiently large it is bounded above by ε, so that to conclude it is sufficient to show that, independently on the choice of w, for n sufficiently large it holds y n ∈ B rnR (x). To see this, recall that the inverse of ϕ k,n i(n) is (1 + ε n )-Lipschitz to get d(x, y n ) ≤ (1 + ε n )|ϕ k,n i(n) (x) − ϕ k,n i(n) (y n )| ≤ (1 + ε n ) |ϕ k,n i(n) (x) − z n | + |z n − ϕ k,n i(n) (y n )| by (6.5) ≤ r n (1 + ε n )(1 +ε)|w| ≤ r n (1 + ε n )(1 +ε)(R − ε).
Sinceε < ε R−ε we have (1 +ε)(R − ε) < R and therefore for n sufficiently large we have r n (1 + ε n )(1 +ε)(R − ε) < r n R, which concludes the proof.
