In order to study how the conventional spectroscopic method based on the equivalent widths of the Fe I and Fe II lines effectively applies to determining the atmospheric parameters (T eff , log g, v t , [Fe/H]) of RR Lyrae variables and how accurately the abundances can be established from such constructed model atmospheres, we analyzed 15 high-dispersion spectrograms of RR Lyr, DX Del, DH Peg, and VY Ser taken at several different phases by using the HDS spectrograph of the Subaru Telescope, and examined the consistency of the resulting phase-to-phase abundances. Taking oxygen as the target element along with Fe, we determined its non-LTE abundance from the O I 6155-8 and 7771-5 triplets. It was found that consistent abundances were obtained for O as well as Fe to a level of ∼ 0.1 dex, irrespective of the pulsation phase, except for the special near-maximum high-temperature phase. This suggests that classical model atmospheres are reliably applicable to abundance determinations of RR Lyrae stars in most cases. While the oxygen abundances derived from O I 7771-5 well correlate with those from O I 6155-8, the former tends to be systematically larger by 0.1-0.2 dex than the latter, which may be interpreted as being due to the depth-dependence of the microturbulence increasing with height; i.e., the v t value derived from deep-forming Fe lines of weak/medium-strength may not be simply applied to higher forming strong lines, such as O I 7771-5.
Motivation of the Study
RR Lyrae stars are short-period pulsation variables of old population, which are numerous, easy to detect due to their characteristic light variations, and traceable to large distances on the Galactic scale by using the metallicity vs. absolute magnitude relation. It is thus of great astrophysical significance to spectroscopically establish their photospheric abundances, since they (combined with kinematic characteristics) may give us a clue to understanding the history of Galactic evolution.
Meanwhile, some specific difficulties are involved in precisely determining the abundances of RR Lyrae stars. For example, from an observational point of view, given their rapid variability (P ∼ 10-15 hr), the exposure time of a spectrum should be kept sufficiently short ( 15-20 min) so as to avoid any blurring effect, which is a severe constraint for those comparatively faint stars (V 10) , especially when spectra with high S/N and high resolving power are required to guarantee a reliable analysis. Yet, this can in principle be overcome by using a sufficiently large telescope. As a matter of fact, making use the 8.2 m Subaru Telescope, we have recently * Based on data collected at Subaru Telescope, which is operated by the National Astronomical Observatory of Japan. The electronic tables (E1 and E2) are available at the WWW site of http://pasj.asj.or.jp/v58/n2/ 580220/580220-frame.html .
managed to obtain ∼ 40 snapshot-like high-dispersion/high-S/N spectra (t exp 10min, R ∼ 60000, and S/N ∼ 100-400) for ∼ 30 field RR Lyrae stars (where special attention was paid to those of comparatively metal-rich group) on a short summer night, in order to study their abundance characteristics toward an aim of clarifying the origin of their population.
However, there is one concern about the data we secured. While several abundance studies of RR Lyrae stars based on moderately high-dispersion spectrograms along with the use of model atmospheres appeared in the past decade (cf. Clementini et al. 1995; Lambert et al. 1996; Fernley, Barnes 1996) , they preferentially used the spectra taken at the phase of the near-minimum temperature (0.4 φ 0.8; when the star is contracting) which they intentionally selected by carefully coordinated observations. This is because such near-minimum temperature/brightness spectra at the redder phase are known to be "well-behaved" in the sense that they are similar to normal stars, and the standard analysis procedure is considered to apply safely, in contrast to the spectra at near-maximum bluer phase where measurements become more difficult because of the weakened/broadened lines, and even the applicability of the classical model atmospheres is not necessarily guaranteed (see below). Unfortunately, such a coordination was impossible in our case, since we wanted to observe as many objects as possible within a limited telescope time of one night. Most of our observations were done by arbitrarily selecting a positionally appropriate star from the target list without taking into account its pulsation phase; as a result, spectra of various phases (near-minimum as well as near-maximum) were mixed in our data.
Accordingly, from a viewpoint of practical analysis, we are confronted with some problems concerning the choice of model atmospheres. While those previous abundance studies mentioned above preferentially determined the atmospheric parameters corresponding to each spectrum, based on the already reported relations (e.g., T eff vs. color, color vs. phase) by specifying the pulsation phase from the published ephemeris, we are reluctant to apply such a procedure to our data for the following reasons: -First, unlike the near-minimum 0.4 φ 0.8 spectra widely preferred, the spectra outside of this "well-behaved"phase are known to be so problematic that such photometric model parameters determined by assigning a phase may not be reliable. For example, a possible existence of shock waves at 0.8 φ 1.0 would cause trouble in an application of the classical atmospheric model. Also, it is known that optical colors (e.g., B − V ) at 0.0 φ 0.4 yield inconsistent photometric temperatures, 1 as discussed in detail by Cacciari, Clementini, and Fernley (1992;  cf. section 3 therein), an effect which was first noticed by Jones et al. (1987) . -Second, given the fact that only one spectrum (observed at an arbitrary timing) is available for most of our targets, and no simultaneous photometric observation was carried out, we feel somewhat uneasy about whether a sufficiently accurate specification of the pulsation phase is feasible only from the published ephemeris (e.g., accumulating errors due to period changes, Blazhko effect, etc.). -Third and more importantly, we should note that it is still only a restricted group of comparatively bright RR Lyrae stars for which the phase-dependence of stellar parameters has been well studied (e.g., by the Baade-Wesselink method and/or the IR-flux method). What should we do if such work is not available?
In view of these disadvantages of invoking previously published work on the parameter vs. phase relation in our case, it is desirable to establish the atmospheric parameters based only on the spectrum itself without any other relevance; i.e., the "spectroscopic" parameter determination. While there are several such ways, depending on which spectroscopic indicators are to be used (e.g., line strengths of two species in successive ionization stages, Balmer line profiles, damping wing of strong metallic lines, etc.), we here decided to choose the most common approach of using the equivalent widths of the Fe I and Fe II lines, since we have developed an efficient computer code for doing this task (cf. Takeda et al. 2002a, b) , which turned out to be successful in applications to solar-type stars and G-giants (Takeda et al. 2005a, b) . By using this program, given the equivalent widths of the Fe I and Fe II lines as input data, the best values of the four parameters [T eff (effective temperature), logg (surface gravity), 1 Since this problem is considerably alleviated by using infrared fluxes, photometric temperatures based on infrared colors (e.g., V − K) are more reliable than those based on optical colors. v t (microturbulent velocity), and [Fe/H] (Fe abundance)] are determined by the automatic solution-finding algorithm along with the requirements that the conditions of excitation equilibrium (χ -independence of the Fe abundance), the ionization equilibrium (equality of the mean abundances derived from the Fe I and Fe II lines), and the curve-of-growth matching (line-strength-independence of the Fe abundance) are simultaneously satisfied.
While we may hope that this spectroscopic parameterdetermination technique also successfully applies to the present case of RR Lyrae stars, its reliability has to be confirmed by actual data, for which a good touchstone may be to check the consistency of the abundances derived from different phases. Toward this end, in the one-night observation with the Subaru Telescope mentioned above, we observed 3-4 spectra (with an interval of ∼ 2-3 hr) for each of the four particularly selected bright RR Lyrae stars (RR Lyr, DX Del, DH Peg, and VY Ser), which resulted in a total of 15 spectra to be used for this test. Also, we chose oxygen as the target element of special attention, because its abundance is parameter-sensitive, its several lines with different strengths/characteristics are available, and it is one of the most important elements from the astrophysical point of view.
In short, what we aim at in this study is to determine the atmospheric parameters based on the spectrum of each target star at each phase by using our spectroscopic method, to construct with such established parameters an appropriate model atmosphere specific to the spectrum at this phase, and to check the following points: We show in this paper that mostly consistent results are obtained in terms of these check points, which implies that our method of approach is promising for deriving the abundances of RR Lyrae variables.
Observational Data

Observations
Four RR Lyrae stars (RR Lyr, DX Del, DH Peg, and VY Ser) were selected for this study (cf. section 1). Among these, RR Lyr, DX Del, and VY Ser are of the RRab type (to which most RR Lyrae stars belong), showing conspicuously asymmetric light curves, while DH Peg is a less-common case of the RRc type, characterized by a symmetric light curve. Also, RR Lyr and VY Ser are known to exhibit the "Blazhko effect" (modulation of light-curve amplitude). Noguchi et al. 2002) placed at the Nasmyth platform of the 8.2-m Subaru Telescope (see, e.g., Iye et al. 2004) , which can record high-dispersion spectra covering a wavelength portion of ∼ 2600Å with two CCDs of 2 K × 4 K pixels (blue CCD and red CCD). We repeated observations for each target star with an interval of ∼ 2-3 hr (corresponding to a phase-difference of ∼ 0.1-0.3), 2 resulting in a total of 15 spectra. The basic data of these spectra are given in table 1. The exposure times were chosen so as not to exceed 600 s in order to avoid any significant spectrum blurring. With the slit width set at 0. 6 (300 µm) and a binning of 2 × 2 pixels, the resolving power of the obtained spectra was R ∼ 60000. The spectral range was chosen so as to put a larger weight on the yellow-red region (where the sensitivity of CCD is large and many usable Fe lines exist) while including the O I 7771-5 triplet lines at the longest limit. As a result, our spectra cover the wavelength regions of 5100-6400Å (blue CCD) and 6500-7800Å (red CCD).
Data Reduction
A reduction of the spectra (bias subtraction, flat-fielding, scattered-light subtraction, spectrum extraction, wavelength calibration, and continuum normalization) was performed by using the "echelle" package of the IRAF 3 software in 2
Only for the case of RR Lyr, two successive observations with different exposure times were carried out (rrlyr-2 and rrlyr-3), in order to see how the results depend on the quality of the spectrum. a standard manner. The stellar radial velocities for each of the spectra were determined in the following manner. First, we decided to use rrlyr-2 (having the highest S/N among all of our spectra) as the representative standard spectrum, and we selected the λ ∼ 5150-5210 region for the radial-velocity determination, where strong Mg I triplet lines and lines of Fe I / II, Ti II, and Cr I are clearly visible, even in considerably metal-poor cases. Then, while interactively comparing this rrlyr-2 spectrum with the appropriately simulated theoretical spectrum of 5150-5210Å, we determined its radial velocity (relative to the laboratory frame), such as that accomplishing the best fit. Now that the V r (rrlyr-2) had been established, we could determine V r of any other spectrum by applying the cross-correlation method ("fxcor" task of IRAF) while using rrlyr-2 as the template spectrum. Finally, by applying corrections calculated by the "rvcorrect"task of IRAF, these apparent velocities (V r ) were converted to heliocentric stellar radial velocities (V hel r ), which are also presented in table 1.
The mean S/N ratios given in table 1 were computed with the formula (1.7 × count ) 1/2 , where count is the mean ADU count computed by "imstatistics" task of IRAF and 1.7e − /ADU is the gain factor. Since this is nothing but a rough estimate for the mean S/N, the actual values are significantly dependent on the location within the echelle order (i.e., higher/lower in the center/edge of the order) and on the wavelength range through the difference in the sensitivity of CCD (also, the S/N ratios in the near-IR region are more or less deteriorated because of insufficiently removed interference fringes). 
Phase Calculation
The pulsation phase (φ) of each spectrum was estimated from the published ephemeris, for which we consulted the compilation of GEOS RR Lyr Database (see footnote 18 in section 8). We used the period values listed in this database, most of which are from GCVS (General Catalogue of Variable Stars), except for RR Lyr. Regarding the timing of the lightmaximum, we adopted the time (among the many original observational data given therein) nearest to our observation (JD 2453185). Hence, the adopted ephemeris data for our program stars are as follows: The calculated phases for each of the 15 spectra are given in table 1.
To check the validity of such evaluated φ values, it may be worth comparing the measured radial velocities (subsection 2.2) at each φ with the published V hel r vs. φ relations. Overplotting our V hel r data on figure 2b of Meylan et al. (1986) 4 for DX Del, figure 1 of Jones, Carney, and Latham (1988) for DH Peg, and figure 2 of Carney and Latham (1984) for VY Ser, we can confirm that the consistencies are mostly satisfactory (i.e., differences are within a few km s −1 at most). Regarding RR Lyr, however, when our V hel r values were compared with Chadid's (2000) figures 1 and 2 (based on his observations in 1994 August and 1997 August, respectively), we found that a noticeable discrepancy existed and a horizontal shift (i.e., phase offset) amounting to ∆φ ∼ 0.1 was needed to bring both of his and our data into consistency. This disagreement may be attributed to the Blazhko effect (i.e., the shapes of the light curve as well as the radial velocity curve show variations over a period of ∼ 1000 pulsation cycles), which RR Lyr is known to exhibit.
Determination of Atmospheric Parameters
Adopted Fe Lines and gf Values
As mentioned in section 1, our adopted method for settling the fundamental stellar atmospheric parameters is based on the equivalent widths of Fe I and Fe II lines, which we confirmed to work successfully in our previous studies on comparatively metal-rich F, G, and K stars of population I. However, since appreciably metal-poor stars with rather high temperature (6000 K T eff 8000 K) are concerned in this case, the lines used in such previous work are not necessarily adequate (i.e., many will be too weak to measure). Therefore, as a first step, we defined a new set of Fe I and Fe II lines, such as those of appropriate strengths in the condition of typical RR Lyrae stars, and nearly free from serious blends, by a careful inspection of the rrlyr-5 spectrum while comparing it with the synthesized theoretical spectrum. As a result, we selected 190 Fe I lines and 30 Fe II lines in the wavelength region of 5100-7800Å. 4 A correction of ∼ −0.4 should be applied to their phase values in order to convert them to the usual definition (φ = 0 at the V -maximum). The atomic parameters of these lines (wavelength, excitation potential, gf value, and damping parameters), for which we exclusively adopted the data given in Kurucz and Bell's (1995) compilation, are given in electronic table E1.
Although these Kurucz and Bell's (1995) (those particularly discrepant three lines were excluded in the calculation of the mean value). Also, when compared with Lambert et al.'s (1996) gf values, which are often regarded as standards (cf. figure 1b), our adopted values are again marginally smaller than theirs by log gf = −0.07 (with σ = 0.10) for the 103 lines in common (the particularly discrepant one line was excluded from the mean). Accordingly, we had better recognize that our gf values adopted in this study may yield slightly higher "absolute" abundances, which means that the widely used value of A ,Fe = 7.50 may not be necessarily adequate as the standard solar Fe abundance to be used to evaluate [Fe/H] . For this reason, an independent analysis of the solar Fe abundance was carried out based on the gf values that we adopted. We first measured the equivalent widths (EW) on Kurucz et al.'s (1984) Solar Flux Atlas for those Fe I and Fe II lines of weak/moderate strengths (EW 100 mÅ), for which the Gaussian approximation that we adopted (see subsection 3.2 below) was sufficiently applicable, and determined the abundances (A Fe ) by using Kurucz's (1993 
Parameter Determinations
While inspecting the appearance of all these 220 Fe lines on the 15 spectra of our program stars, we measured their equivalent widths for each star. Since we used the Gaussian fitting method, our measurement was restricted to those lines of weak-to-moderate strengths (i.e., strong lines with appreciable damping wings were discarded) as well as being free from any serious blending. 5 The equivalent widths obtained for each of the 15 spectra are also presented in electronic table E1.
Now that the equivalent widths of Fe I and Fe II lines had been obtained, we were ready to determine the four parameters (T eff , log g, v t , and [Fe/H]; necessary for constructing model atmospheres and determining elemental abundances) by demanding that the conditions of excitation equilibrium, ionization equilibrium, and curve-of-growth matching are simultaneously fulfilled. Practically, we applied the computer program developed by Takeda, Ohkubo, and Sadakane (2002a) and further improved by Takeda et al. (2002b Takeda et al. ( , 2005a , named TGVIT (cf. section 2 of Takeda et al. 2005a ), which finds the best solutions of these parameters within the framework of an optimization problem requiring that an appropriately formulated dispersion function be minimized [see equation (1) in Takeda et al. (2005a) ]. Note that this program assumes LTE regarding the excitation and ionization equilibria of Fe I and Fe II atoms (i.e., Saha-Boltzmann equation).
In order to make sure that errors caused by damping wings/parameters would be suppressed to a negligible level, we decided to use only lines weaker than 150 mÅ. Also, because it revealed that the abundances derived from considerably weak lines (given the high S/N of our spectra, we, in any case, tried measuring very weak lines down to several mÅ as long as appreciable dips are detected at the expected position; cf. electronic table E1) not only show large scatter, but also tend to be systematically higher (which we presume to be due to systematic errors caused by rather forced measurement), we discarded lines weaker than 15 mÅ. As a result, those Fe I and Fe II lines with 15 mÅ < EW < 150 mÅ constitute the basic dataset of our parameter determination.
In a way similar to the procedures described in subsection 3.2 in Takeda et al. (2005a) , after the initial runs of trial iterations, those lines showing appreciable deviation (larger than 2.5 σ ) were rejected. Besides, even if judged to be necessary according to visual inspection of the tentative A vs. EW plot on the computer display, some lines (if exist) showing marked departures from the general tendency were rejected. Finally, successive iterations were performed with the remaining set of lines.
A satisfactory convergence was obtained for all 15 cases; the final solutions of the parameters are given in table 2. In addition, the abundances for the Fe I and Fe II lines corresponding to the final parameter solutions are plotted against the equivalent width as well as the excitation potential in figure 3 , in order to demonstrate how the required conditions mentioned above are reasonably accomplished. The detailed results concerning these final abundances for each line are also presented in electronic table E2. The statistical errors involved with these solutions of T eff , logg, v t , and [Fe/H], which were derived by following a procedure of Takeda, Ohkubo, and Sadakane (2002a; see subsection 5.2 therein), turned out to be ∼ 40-100 K, ∼ 0.1 dex (∼ 0.2 dex for vyser-3 and vyser-4), ∼ 0.1-0.3kms −1 , and ∼ 0.04-0.08dex, respectively. Actually, as can be seen from the results of rrlyr-2 and rrlyr-3 (taken at essentially the same phase), errors on this order of magnitude are accompanied in our solutions.
Finally, the model atmosphere to be assigned to each spectrum was generated by three-dimensionally interpolating Kurucz's (1993) 
Oxygen Abundance Determination
In this study, we paid special attention to the abundance of oxygen, which was used to check the consistency of the atmospheric parameters/models established in the previous section. Hence, its determination for each of the 15 spectra was an important task.
Spectrum Fitting Analysis
We thus decided first to apply the synthetic spectrumfitting technique to the two wavelength regions of 6154.5-6159.5Å and 7770-7777Å, which comprise O I 6155-8 and 7771-5 triplet lines (high-excitation permitted lines often used for O-abundance determinations of A-G stars). For this purpose, we used the program MPFIT, which was developed by Y. Takeda based on Kurucz's (1993) WIDTH9 code. Namely, as was done by Takeda and Sadakane (1997) , the automatic fitting algorithm described in Takeda (1995) was adopted to determine the solution of the oxygen abundance that accomplishes the best fit. Regarding the former orange region, since appreciable Si I and Fe I lines exist along with the O I lines, the abundances of these two elements were also included as variables to be adjusted. Furthermore, the Gaussian macro-broadening (v m ), the wavelength shift (∆λ), and the continuum-tilt adjustment parameter (α) 7 were also counted as
Since the continuum of the observed spectrum is not always well defined, the resulting normalized spectrum may sometimes show a slight tilt, which becomes significant especially when we examine very weak features on vertically magnified spectra (see, e.g., figure 4). In order to prepare for such cases, the theoretical spectrum is multiplied by a wavelengthdependent multiplication factor 1 + α(λ − λ 1 )/(λ 2 − λ 1 ), where α is a small gradient parameter and λ 1 /λ 2 is the lower/upper limit of the fitting range. Table 2 . Results of the atmospheric parameters and the solutions derived from spectrum fitting analyses. Note. Following the label of the spectrum in the 1st column, the 2nd through 5th columns give the finally established values of the atmospheric parameters: the effective temperature (in K), the logarithmic surface gravity (in cm s −2 ), the Fe abundance relative to the Sun (≡ A Fe − 7.60, in the usual normalization of A H = 12), and the microturbulent velocity dispersion (in km s −1 ). Columns 6-9 and 10-11 present the best-fit solutions of the synthetic spectrum fitting analysis in the 6154.5-6159.5,Å region (denoted with suffix "61") and 7770-7777,Å region (with suffix "77"), respectively: v m is the e-folding width (in km s −1 ) of the Gaussian macro-broadening
and A N and A L are the abundances of the relevant elements (those with superscript "N" were derived by taking into account the non-LTE effect, while those with "L" were obtained on the assumption of LTE). variables to be simultaneously determined.
The atomic parameters of the lines used for the fitting analyses were exclusively taken from Kurucz and Bell (1995) . The non-LTE effect was taken into account for the formation of the O I 6155-8 and 7771-5 lines by using the non-LTE line-opacity and line-source functions corresponding to each atmospheric model, which were computed from detailed statistical-equilibrium calculations done in the same manner as in Takeda (2003) . The resulting final solutions of the abundances and macro-broadening parameters for each wavelength region are given in table 2. The theoretical spectra corresponding to the established solutions are compared with the observed spectra in figures 4 (6154.5-6159.5Å region) and 5 (7770-7777Å region), where we can see that the fitting is satisfactory. 
[O I] 6300 Forbidden Line
Apart from these two permitted triplets of oxygen, we also tried to determine the oxygen abundance from the [O I] forbidden line at 6300.30Å. An inspection of this spectral feature on each spectrum revealed, however, that this line turned out to be unfortunately blended with neighboring telluric water vapor lines and thus unusable in many cases. The only available cases were rrlyr-5 and dxdel-2 (cf. figure 6 ), for which we measured the EWs of this line to be 3.9 mÅ and 10.1 mÅ, respectively. Then, the oxygen abundances were obtained to be 7.76 and 8.61, respectively, by using by 0.1-0.2 dex. This is a typical tendency generally exhibited by Galactic disk/halo stars (i.e., abundance difference between 
Consistency Checks
Comparison with Other Determinations
First of all, the atmospheric parameters and the oxygen abundances corresponding to each of the spectra, which we established in sections 3 and 4 (table 2), were examined in reference to previous representative studies. Here, our attention 9 (On previous page) We did not include the effect of Ni I 6300.35, since it is negligible as can be seen from figure 6, where the synthetic profiles computed with such derived O-abundances and with/without the effect of the Ni line are shown. See subsection 4.5 of Takeda and Honda (2005) for details about the adopted atomic parameters (wavelengths, gf values, etc Clementini et al. (1995) derived log g ∼ 2.8 as the directly evaluated gravity from M and R (along with photometric T eff of 6222 K) for this star at φ = 0.70/0.73, for which a comparison is difficult because we have no data at this phase.
Regarding the metallicity, Lambert et al.'s (1996) A(Fe) value of 5.9-6.0 ([Fe/H] −1.6 to −1.5; for both photometric and spectroscopic parameters) appears to be consistent with our result (∼ −1.4 to −1.5). Meanwhile, Clementini et al. (1995) is 0.5-0.6), as shown in figure 8b.
DX Del
The phase-dependence of photometric T eff for DX Del was studied by Skillen et al. (1989) . When we plot our T eff results on figure 3 of their paper, an excellent agreement can be confirmed. The literature values of photometric T eff and direct log g collected by Lambert et al. (1996) for this star at φ = 0.55 are 6200-6400 K and 2.6-3.1 (cf. table 2 therein), which is roughly consistent with our results of dxdel-3 (φ = 0.54, 6260 K, 2.69). Lambert et al. (1996) also derived 6100 K and 2.2 (φ = 0.55) as the spectroscopic parameters.
Our result of [Fe/H] ∼ −0.2 to −0.3 is reasonably compared with that of Butler (1975) , who derived [Fe/H] = −0.11 by his curve-of-growth analysis, and with Lambert et al.'s (1996) abundance analyses results of [Fe/H] = −0.5 (with spectroscopically established atmospheric parameters) and −0.3 (with photometrically determined parameters).
DH Peg
Before discussing the parameters of DH Peg, it may be worth recalling that (unlike others) this star is of RRc type and pulsating in the first-overtone mode (cf. Fernley et al. 1990a ).
Plotting our T eff results of DH Peg on the photometric T eff vs. phase relation derived by Jones, Carney, and Latham (1988;  cf. figure 4 therein), we confirm an excellent agreement with their results from B − V colors. In contrast, however, our results considerably disagree with figure 4 of Fernley et al. (1990a) , who also derived the phase-dependent (photometric) T eff variation of DH Peg; i.e., it suggests ∼ 7400 K, ∼ 7100 K, and ∼ 6700 K at φ = 0.07, 0.35, and 0.54, which are in large disagreement with our results of 7780 K, 6990 K, and 7110 K, respectively. The literature values of photometric T eff and direct log g collected by Lambert et al. (1996) for this star at φ = 0.60 are 6850-7050 K and 2.9-3.2 (cf. 
VY Ser
The photometric T eff vs. phase relation for VY Ser was studied by Fernley et al. (1990b) . When we plotted our T eff values on figure 10c of their paper, we found an appreciable discordance in the sense that our T eff 's are by 100-300 K higher than theirs. Meanwhile, the T eff values used for analyzing nearminimum (φ ∼ 0.4-0.8) spectra by Clementini et al. (1995) , Lambert et al. (1996) , and Fernley and Barnes (1996) are 5993 K (photometric), 5900 (photometric)/6100 K (spectroscopic), and 5900 K (photometric), respectively, and more consistent with our adopted T eff 's of 6000-6200 K (though still slightly lower).
Regarding the log g values, the literature values of direct log g collected by Lambert et al. (1996) for this star at φ = 0.46 are 2.3-2.7 (cf. table 2 therein), which are higher than our spectroscopic result for vyser-2 (2.17 at φ = 0.47). Lambert et al. (1996) also derived 2.2 (φ = 0.46) as their spectroscopic log g, in good agreement with our values. Meanwhile, the direct log g results of 2.69 (φ ∼ 0.6-0.8) and 2.75 (φ = 0.63), derived by Clementini et al. (1995) and Fernley and Barnes (1996) respectively, and again somewhat higher than our spectroscopic log g of ∼ 2.5 (at φ ∼ 0.6-0.7).
Concerning the metallicity, our [Fe/H] values of −1.7 to −1.8 obtained for this star are in reasonable agreement with literature values: −1.77 (Carney, Jones 1983) , −1.71 (Clementini et al. 1995) , −1.90 (Fernley, Barnes 1996) , and −1.7 (Fe II; photometric parameters) and −1.9 (spectroscopic parameters) derived by Lambert et al. (1996) (see also table 6 of Clementini et al. 1995) . Clementini et al. (1995) + 0.7-0.8 derived in this study (figure 8b), we see that the result of the former is somewhat higher than ours, while that of the latter is in agreement.
General trend seen in the comparison of T eff and logg
Based on what has been discussed in subsubsections 5.1.1-5.1.4, we summarize some notable characteristics concerning comparisons of T eff and log g, the fundamental atmospheric parameters, in the results of this study and previous publications.
Our spectroscopic T eff values are mostly in moderate agreement with previous determinations of photometric T eff to 100-200 K, though a more seriously discrepant case (up to ∼ 400-500K) is also seen (e.g., the case of DH Peg in comparison with Fernley et al. 1990a 10 ). In any case, it appears that our spectroscopic T eff 's tend to be somewhat higher than the photometric temperatures, which is consistent with the result reported by Lambert et al. (1996) .
Regarding the comparison of our spectroscopic log g values with the "direct" estimations (all taken from Lambert et al. 1996) based on M and R, the former tends to be lower than the latter with a difference amounting to a few tenths of a dex (cf. subsubsections 5.1.1-5.1.4), as remarked by Lambert et al. (1996) . In order to check this, we also evaluated log g(direct) by ourselves by using M 0.7(±0.1) M (see, e.g., subsection 3.2 in Fernley, Barnes 1996) and R of ∼ 4R (DH Peg), ∼ 5R (RR Lyr, DX Del), and ∼ 4R (VY Ser), and obtained log g (direct) of ∼ 2.9 (RR Lyr), ∼ 2.9 (DX Del), ∼ 3.1 (DH Peg), and ∼ 2.7 (VY Ser) (the small term due to acceleration/deceleration of the pulsation velocity was neglected, and the radius data were taken from Jones et al. 1988 Jones et al. , 1992 Skillen et al. 1989; Fernley et al. 1990b; Marconi et al. 2005) . Comparing these results with our log g(spectroscopic) values presented in table 2, we can clearly see appreciable inconsistencies in the sense that log g(direct) > log g (spectroscopic) .
While it is important to clarify the cause of this marked disagreement in log g, we do not consider it likely that the non-LTE effect on the Fe I / II ionization equilibrium is responsible for this discrepancy (which Lambert et al. 1996 suggested), because our adopted assumption concerning LTE yields a satisfactory consistency (to within ∼ 0.1 dex) between the Fe abundances derived from various different phases, as described in subsection 5.3 (i.e., if such a conspicuous "direct− spectroscopic" difference in log g even as large as ∼ 0.5 dex is really due to a significant non-LTE overionization effect caused by a discrepancy between the local electron temperature and the UV radiation temperature, we may expect an appreciable T eff -dependence in our log g(spectroscopic) values, since the UV photoionizing radiation field is sensitive to a change in T eff ). We speculate that the atmospheric pressure (density) of RR Lyrae variables may not be adequately represented by classical model atmospheres, in the sense that the atmospheric pressure (density) is lower than that predicted from a classical stellar atmosphere computed with real M and R. If this interpretation is correct, as far as usual static model atmospheres are invoked, the low log g scale derived from the spectroscopic approach may reproduce the real atmospheric condition better than high log g scale (even if this may represent the "real" gravity). Realistic radiation hydrodynamics simulations of time-dependent moving atmospheres specific to RR Lyrae variables are needed to settle this problem.
Hα Line Profile
As a next check for the reliability of the atmospheric models constructed in subsection 3.2, we examined how the observed wing-profiles of the strong Hα line at 6563Å can be reproduced by these models. We used the BALMER9 program for 10 We have no idea about the cause for such a large disagreement. It does not seem likely that the effect pointed out by Cacciari, Clementini, and Fernley (1992) (cf. section 1) is responsible for this, since Fernley et al. (1990a) used photometric data in the infrared bands (H and K). To which extent the profiles are influenced by varying T eff by ±500 K is also shown by ticks at ∆λ = 2, 5, 10, and 16Å on the red side of the wing (i.e., the intensity is raised upward for ∆T eff = −500 K, while it is reduced downward for ∆T eff = + 500 K). this purpose of calculating the theoretical Hα profiles, which is a companion program to the ATLAS9 model atmosphere program written by R. L. Kurucz (Kurucz 1993) and computes the profiles of Hα, Hβ, Hγ , and Hδ using the quantummechanically computed Stark profiles based on the "unified theory" developed by Vidal, Cooper, and Smith (1973) . The comparisons are shown in figures 7a-d. We can see in these figures that the theoretical wings appear to reasonably reproduce the observed ones in most cases.
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Yet, strictly speaking, a close inspection reveals that some systematic tendency is noticeable for several cases (e.g., rrlyr-3/4/5, vyser-1/2/3) in the sense that the strength of the theoretical Hα wing tends to be rather insufficient. If we try to improve the fit in such cases, we would have to increase T eff by ∼ 200-300 K (note that the Balmer line shapes depend mostly on T eff in this temperature range). Although we do not intend to discuss this problem in detail, it is worth noting that this Hα wing is appreciably dependent on the treatment of the convective overshooting, which was included in Kurucz's (1993) ATLAS9 models adopted in this study. There have been several arguments, however, that this option may overestimate the effect of convection and may as well preferably be switched off in the case of F stars (see, e.g., Castelli et al. 1997) . We found that the Hα profiles computed with and without overshooting produce a significant difference corresponding to ∼ 200-300 K when converted into the change in T eff (i.e., with overshooting the line becomes weaker, corresponding to lower T eff ), because this wing directly reflects the temperature gradient around τ ∼ 1. 12 We should thus keep in mind that this kind of ambiguity is involved in discussing the adequacy of T eff based on the Hα wing fitting. For example, if the actual T (τ ) structure in the deep photosphere of RR Lyrae stars is represented better by models without overshooting, it may be reasonably understood that our calculations based on Kurucz's (1993) models (with overshooting) predict somewhat insufficient strength in the Hα wing.
In addition, the fit is not necessarily good at the core region (within 1-2Å from the line center). However, this does not need to be taken seriously, because of the existence of differential velocity fields in the atmosphere of pulsating variables as well as of the possible inaccuracies in the theoretical profile near the deep core. Moreover, the spectrum of rrlyr-1 (φ = 0.90) is evidently unusual compared to others, in the sense that a prominent shock-induced core emission is clearly visible, which is a well-known phenomenon seen at just before the maximum (see, e.g., Lambert et al. 1996 and the references therein). This suggests that this rrlyr-1 is especially "peculiar" among our 15 spectra, for which we have to take special care.
Fe Abundance
The abundance of Fe, which we obtained as a by-product of our determinations of T eff , logg, and v t based on the equivalent widths of Fe I and Fe II lines, can be another touchstone for examining the consistency of the model atmospheres. That is, since this is an invariant quantity, similar values should result irrespective of the phases.
Then, an inspection of table 2 reveals that the resulting [Fe/H] values (4th column) at different phases for each star are in satisfactory agreement to within an accuracy of ∼ 0.1 dex, 11 (On previous page) Since this Hα line is located in the 87th order covering the wavelength region of 6510-6590Å (i.e., only ∼ 80Å), it is difficult to precisely carry out its normalization with respect to the continuum level, especially for high-T eff cases with strongly developed wings. Therefore, an arbitrary adjustment of continuum position of the observed spectrum up to a few % had to be occasionally applied in this matching, in case where the continuum position could not be adequately specified. 12 On the other hand, abundance determinations from equivalent widths do not appear to be very seriously influenced by the choice of this option (see, e.g., the Appendix of Takeda et al. 2002b , footnote 2 of Takeda 2003), which means that our spectroscopic T eff based on Fe lines is less sensitive to whether the convective overshooting is included, unlike this Hα-based T eff .
which reasonably suggests that our method of parameter determinations (section 3) worked quite successfully. This consequence may imply some constraints on the significance of the non-LTE ionization equilibrium of Fe I/Fe II (i.e., overionization of Fe I atoms due to superthermal UV photoionizing radiation), which might become comparatively more important in the atmospheres of RR Lyrae stars where the conditions of lower [Fe/H], higher T eff , and lower log g are realized. While this problem is still controversial and unsettled, 13 our results indicate that the assumption of LTE excitation/ionization equilibrium is sufficiently valid for analyzing the Fe I and Fe II lines of RR Lyrae stars (i.e., the non-LTE effect may be neglected from a practical point of view), as long as only weaker lines are used, as we did (EW ≤ 150 mÅ). This conclusion is consistent with what was obtained by Clementini et al. (1995) and Lambert et al. (1996) .
Oxygen Abundance
The non-LTE oxygen abundances derived from the synthetic spectrum fitting at 6154.5-6159.5Å and 7770-7777Å regions are given in table 2 and compared in figure 8a . Since the fitting-based abundance is not necessarily useful for 13 For example, a detailed non-LTE calculation carried out by Clementini et al. (1995) concluded that the non-LTE correction is negligibly small, while that by Lambert et al. (1996) suggested a possible existence of EWdependent non-LTE corrections up to ∼ 0.1-0.2dex (though tending to be quantitatively insignificant when weaker lines are concerned). 14 While the cases of rrlyr-1 and VY Ser show exceptionally large deviations, these are understandable because the former is the problematic case of possibly peculiar atmosphere (cf. subsection 5.2) and the latter is the case where oxygen lines are very weak and buried in noise/blending because of the low metallicity along with comparatively poor S/N ratios. the purpose of studying its dependence on the parameters or assumptions used in its derivation, we computed the equivalent widths of the O I 6158.2 (EW 61 ) and O I 7771.94 (EW 77 ) "inversely" from the abundance (resulting from non-LTE spectrum synthesis) and the adopted atmospheric model/parameters, as was done in Takeda and Honda (2005;  cf. subsection 4.2 therein). Then, using such calculated EW values, we evaluated the non-LTE corrections and examined the sensitivity of the abundance to changes in the parameters (T eff , logg, and v t ). The results are given in table 3, from which we can learn the following facts: -(i) The extents of the (negative) non-LTE corrections Fig. 9 . Fe abundances (corresponding to the finally adopted T eff , log g, and v t ; cf. table 2) plotted against the mean depth of line formation ( log τ 5000 ). This figure is rather similar to the left panel of figure 3 , since there is a good correlation between log τ 5000 and EW (unless the line is so strong as to be in the damping part of the curve of growth). Unlike figure 3, however, the results for stronger lines with EW ≥ 150 mÅ, which were not used in determining the parameters, are also shown by larger symbols (squares). Otherwise, small symbols (circles) correspond to those lines used for parameter determinations as in figure 3 . Given these results of (i) and (ii), we consider in the following possible causes for the general trend of A 77 > A 61 .
Problem in the Non-LTE Calculation?
As a first possibility related to (i), our non-LTE corrections applied to A 77 might have been inadequate and quantitatively insufficient. However, we do not consider this as being likely, because (1) a remarkably good agreement was confirmed between the oxygen abundances derived from O I 7771-5 and O I 6155-8 (after inclusion of the non-LTE corrections) in Takeda and Honda's (2005) study for F, G, and K dwarfs and subgiants (cf. figure 4 therein) and (2) as mentioned in subsection 5.4, a fairly good phase-to-phase consistency was obtained in A 77 after significantly large differential non-LTE corrections had been applied (e.g., up to ∼ 0.4 dex for the case of RR Lyr; cf. table 3). Hence, it does not seem to be reasonable to attribute the cause of the discrepancy to errors in our non-LTE calculations.
Use of Inadequate Microturbulence?
Then, the other possible scenario may be that related to (ii); that is, the adopted microturbulent velocity (v t derived from Fe lines) was not appropriate (i.e., smaller than should be), which resulted in a systematic overestimation of A 77 (while v t -insensitive A 61 remained unaffected). We consider this explanation to be likely, because such a discrepancy was once reported by Takeda and Sadakane (1997) in their spectroscopic study of the horizontal-branch F star HD 161817 (having similar atmospheric parameters to those of RR Lyrae stars). Namely, a microturbulence of 4.0 km s −1 should be used for an O I triplet, which is appreciably larger than the value of 2.3 km s −1 derived from the Fe lines. They attributed this discrepancy to a depth-dependence of v t increasing with height (which may be typical for low-gravity atmospheres), coupled with the fact that stronger O I 7771-5 triplet lines form in a higher layer than Fe lines do (cf. subsection 6.1 therein). In order to examine this hypothesis, we plot in figure 9 the Fe abundance derived for each line against the logarithmic meandepth of line formation log τ 5000 (in terms of the continuum optical depth at 5000Å; see appendix 2 of Takeda et al. 1996 and the references therein for its definition). Note that this figure is similar to the left panel of figure 3 , since log τ 5000 well correlates with EW in the sense that it tends to shift progressively to higher layers with an increase of EW (unless the line is so strong as to be in the damping part of the curve of growth). A notable difference is, however, that the results for strong lines of EW ≥ 150 mÅ are also shown in this figure, which were not used for determining the parameters (cf. subsection 3.2). We can recognize from figure 9 that the abundances from higher forming strong lines ( log τ 5000 −2 are systematically higher than the mean abundance derived from deeper forming lines of 15 mÅ < EW < 150 mÅ. This fact strongly suggests that the microturbulence increases with height in the atmosphere of RR Lyrae stars, and that a simple application of the v t value derived from weak/medium-strength lines to stronger lines may result in an overestimation of the abundance. Actually, owing to the large v t -sensitivity of the O I 7771-5 lines, only an error of 1 km s −1 in the adopted v t is sufficient to bring about a variation of ∼ 0.2 dex in A 77 (cf .  table 3) .
Hence, this is presumably the reason for the tendency of A 77 being somewhat larger than A 61 , since the log τ 5000 value of the O I 7771.94 line in the present case ranges from −0.7 to −2.2 (cf. table 3), which is higher than the average 
Oxygen Lines as Abundance Indicators for RR Lyrae Stars
Based on what has been described above, it may be worthwhile to summarize the advantage and disadvantage of each oxygen line from the viewpoint of deriving the O abundances of RR Lyrae stars.
As compared to the Sun, most RR Lyrae stars have an appreciably low metal-composition, higher T eff , and lower log g; in short, most of them are typically metal-poor F giants. Hence, since the metal-deficiency makes the oxygen lines considerably weaker, a severe limitation is generally imposed concerning the usable lines, depending on the quality (S/N ratio, resolving power) of the available spectrum.
Given this condition, the strong O I 7771-5 triplet may often be the only lines that we can invoke for determining the O-abundances of RR Lyrae stars. Owing to its sufficient strength, it can somehow be measured even on spectra of poor quality, which means that observations may be possible with medium-sized telescopes. However, special care has to be taken in deriving the abundance from this near-IR triplet, because it requires a large non-LTE correction and is quite sensitive to any microturbulence. First, it is absolutely required to take into account the non-LTE effect; otherwise, a serious error would be produced. Second, it should be kept in mind that the microturbulence derived in the usual manner using Fe lines is not necessarily adequate for applying to this strong triplet, because of a possibly existent depth-dependent velocity field along with the difference in the formation depth between the Fe lines and the O I 7771-5 lines. More precisely, it would be more appropriate to increase the v t value derived from the Fe lines by an amount on the order of ∼ 1kms −1 for its application to this near-IR triplet. In this sense, inevitable uncertainties are involved through our ignorance of the really appropriate value for v t .
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The O I 6155-8 lines are, in a sense, most ideal and recommendable, because they are too weak to be affected by any choice of the microturbulence, and the non-LTE effect is practically negligible (cf. table 3). A serious difficulty is that spectra of sufficiently high quality (ca. S/N 200) are required for a reliable analysis. This is actually a severe constraint for RR Lyrae stars (which are generally faint and rather rapidly variable), though it may be overcome by using large telescopes. From the viewpoint of the analysis, applying a spectrum synthesis technique is highly desirable, since they are weak and blended with lines of other species in most cases.
Finally, the forbidden [O I] 6300 line is also a potentially useful abundance indicator. The problem is that its usability is severely limited by its considerable weakness and the interference of telluric lines. As a matter of fact, in order for this line to be measurable, some conditions are desirably required: such as a comparatively low-temperature phase, being located within a blend-free window of telluric water vapor lines, not too low oxygen abundance, etc. However, once it is reliably measured, it may yield a sufficiently accurate oxygen abundance, though we should keep in mind the problem of "forbidden vs. permitted" discordance seen in metal-poor stars (Takeda 2003) . The non-LTE effect is utterly negligible for this line, and blending with Ni can safely be neglected in this case (cf. figure 6 ).
Conclusion
Toward a purpose of accurately establishing the elemental abundances of a RR Lyrae variable only from a given spectrum taken at any arbitrary phase without any reference to previously published results (i.e., without knowing its accurate phase, or without any information concerning the phase-dependence of the observable quantities or parameters established so far), we carried out an experimental study based on 15 high-dispersion spectrograms taken with Subaru/HDS at various phases of four selected RR Lyrae stars (RR Lyr, DX Del, DH Peg, and VY Ser).
We applied the spectroscopic method to each spectrum, which successfully determined T eff , logg, v t , and [Fe/H] from the measured equivalent widths of Fe I and Fe II lines based on the requirements of excitation/ionization equilibria and curveof-growth matching. Then, having constructed the model atmospheres with such established parameters, we evaluated the non-LTE abundance of oxygen by the spectrum-fitting method applied to two regions (6154.5-6159.5Å and 7770-7777Å) comprising O I 6155-8 and O I 7771-5 lines. The resulting atmospheric parameters and the abundances of Fe and O derived for each of the 15 spectra were examined in detail in order to check the consistency of these solutions.
When we compared the derived parameter values (e.g., T eff , [Fe/H], etc.) with the results in previously published papers, the degree of agreement (or disagreement) was found to be considerably case-dependent, as discussed in subsection 5.1. As a matter of fact, there is an appreciable diversity even in the literature results, themselves, which may simply reflect the intrinsic difficulty involved with analyses of RR Lyrae stars. Roughly speaking, however, our results may be regarded as being mostly consistent. We confirmed that the wings of the observed Hα profiles are more or less reasonably reproduced by theoretical calculations (cf. figure 7) , though the calculated wings appear to be slightly weaker for several cases, which may be related to the treatment of convective overshooting. Regarding the core region of the profile, the agreement is not necessarily good because of the existence of atmospheric motions. Especially, at the particular phase (just before maximum) where shock-induced Hα emission is prominent (rrlyr-1), the discrepancy becomes considerable.
The [Fe/H] values at different phases for each star, resulting as by-products of our parameter determinations based on the Fe I and Fe II lines, are in satisfactory agreement to within an accuracy of ∼ 0.1dex (table 2; see also figure 10 for a graphical demonstration), which reasonably suggests that our method based on the assumption of LTE excitation/ionization equilibria of Fe I/Fe II worked quite successfully. This result naturally implies that the non-LTE effect is negligibly small as far as the parameter range of RR Lyrae stars is concerned.
Similarly, the agreement of oxygen abundances derived at different phases for each star is reasonably good ( 0.1-0.2 dex) in most cases (except for the anomalous phase of shock-induced Hα emission), as can be seen in figure 10 , as far as those obtained in the same manner (i.e., same lines) are compared. However, in spite of such a phase-to-phase consistency, A(O I 7771-5) tends to be systematically larger than A(O I 6155-8) by ∼ 0.1-0.2 dex (figure 8a). As an interpretation for this cause, it is highly possible that the adopted microturbulence (determined from Fe lines) is not appropriate (i.e., To sum up, our spectroscopic method based on the Fe I and Fe II lines for determining the atmospheric parameters of RR Lyrae stars turned out to be quite effective in establishing a model atmosphere based on a given spectrum alone. 17 With such constructed models, the abundances of Fe and O may 17 What is meant here is that the spectroscopic approach is effective in constructing an atmospheric "model" (i.e., run of physical variables with depth; such as temperature, pressure, density, etc.). This does not necessarily guarantee, however, that the derived atmospheric "parameters" (T eff , log g, . . .) are actually related to real physical quantities. In case where classical modeling is not sufficient, these two matters are not equivalent. Especially, we should keep in mind the possibility that the spectroscopic log g we derived from Fe lines may underestimate the actual gravity, as mentioned in subsubsection 5.1.1. For this reason, such a spectroscopically derived log g may not simply be used for evaluating the fundamental stellar parameters (such as R and M) of RR Lyrae stars.
be evaluated to an accuracy of 0.2 dex, as long as the non-LTE effect is adequately taken into account for the O I 7771-5 lines. Hence, we regard this approach as being the most recommendable way to investigate the photospheric abundances of RR Lyrae stars.
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