Abstract-We study load balancing in wireless networks with a single class of traffic, focusing our attention on an important example, i.e., Wireless Sensor Networks. The analysis is based on the Wireless Minimum Cost Problem, an optimization problem that implicitly captures the effects of interference through the novel use of an arc cost function that depends on the amount of traffic flowing through nearby links. We present an algorithm that optimizes the flow by modifying the traffic along cycles constructed during an initialization phase. Its operation may be viewed as trying to satisfy Kirchhoff's Voltage Law on an electric circuit containing interferistors. It is robust, distributed, with minimal communication overhead, and converges quickly. Furthermore, when the traffic is elastic, the algorithm can be easily modified to also perform congestion control.
I. INTRODUCTION
We study wireless multihop networks, i.e., networks of nodes communicating with each other exclusively over a shared wireless medium, with data typically being relayed over multiple hops. Some of the nodes (the sources) are creating data traffic that must be delivered to some other nodes (the sinks). All data belong to a single class, in the sense that each created packet can be delivered to any of the sinks.
As is common in network optimization, we approximate traffic as a continuous data flow. Each wireless link is associated with a cost (which could correspond to the energy dissipated, the delay incurred, etc.) that depends on the flow on this and nearby links, due to the interference exhibited by the wireless channel. The problem is to find the overall traffic flow that minimizes the total cost over all links subject to all data being delivered to the sinks.
Our work is especially useful in the context of wireless sensor networks, which are characterized by a large number of nodes, limited node computing and communicating capabilities, and small packet sizes; these aspects were taken into account in the design of the model and algorithm we propose.
In Section II we present related research. In Section III we present our network model, motivated by the limitations of previous works and the particular application in mind. In Section IV we develop necessary and sufficient conditions for a flow to be optimal, for two very broad classes of cost functions. The conditions can be interpreted as Kirchhoff's Voltage Law in a properly defined electric circuit with interferistors. Based on these conditions, we develop in Section V an algorithm for performing load balancing which modifies suboptimal flows by inserting corrective flows around loops. We conclude in Section VI.
II. RELATED WORK

A. Congestion Control and Load Balancing
Congestion control in WSNs aims at maintaining the rate with which sensors insert traffic in the network at a level that is (i) high enough to satisfy the requirements of the application, but (ii) not so high that congestion starts to have adverse effects, in the form of dropped packets, large delay, etc.
Typically, a mechanism is used for detecting congestion, either by monitoring buffer occupancy [1] , or by monitoring channel activity [2] , or both [3] , [4] . Occasionally, congestion information is shared with neighboring nodes [2] and actions are taken for alleviating it, either by sending signals to the neighbors causing it [4] , or through closed-loop source-sink communication between sources and sinks [1] , or both [3] .
With a few notable exceptions [5] , [6] , modifying the routing rules in order to mitigate the congestion has not been considered. Instead, it is usually taken for granted that packets are routed along a predetermined tree, whose root is the single traffic sink on the network. In addition, the broadcast nature of the wireless channel and the effects of interference are not taken into consideration (one notable exception is [2] ).
Roughly speaking, whereas the aim of congestion control is to optimally decide on the volume of traffic routed under a fixed set of routes, the aim of load balancing is to optimize these routes, assuming that the traffic requirements of all nodes are predetermined, and not subject to optimization. The problem has appeared both in the general wireless network literature [7] and in the WSN literature [8] , [9] , [10] .
If data must be routed along a tree rooted at the single sink, an obvious goal is to have the tree balanced, i.e., nodes at equal numbers of hops away from the sink should have roughly the same number of children. In [7] , an algorithm for producing a tree balanced only at the root is proposed (as congestion most likely forms at the sink). [9] presents an algorithm that starts from the root and progressively adds nodes so as to keep the tree as balanced as possible. In [8] , [10] , the tree is substituted with a mesh (while still assuming a single sink).
Works in this field typically do not take into account the interference exhibited by the wireless channel, which should influence the choice of routes. In addition, typically only one sink per network is assumed. Finally, very often there are constraints on the routes used; for example, packets must be routed using a tree or mesh.
B. Wireless Network Utility Maximization
In the canonical NUM problem of [11] , a network used by N sources is assumed, with each source s sending information to its destination (or destinations, using a multicast tree) with a rate x s ≥ 0. Each source s has a utility function U s (x s ) expressing the utility that s derives from delivering data at a rate x s . We define the vector x (x 1 x 2 . . . x N ) and the total utility of the network U (x) s U s (x s ). The problem considered is:
where R is a matrix that depends on the routes used, c is the link capacities vector, and the component-wise inequality Rx ≤ c specifies the constraints imposed by the link capacities. Note that the problem variables x s are only coupled through the constraints and not the objective. This points to the use of Lagrange multipliers λ = [λ 1 λ 2 . . . λ L ] ≥ 0 in order to move the linear constraint to the objective function and decouple the problem. Indeed, this is the standard approach to the problem. A large number of NUM formulations have been proposed in the literature for use in wireless settings. Typically, the canonical problem (1) is augmented in some way, to take into account the features of wireless networks. For example, in [12] the link capacities c are not assumed fixed, but can also be optimized, subject to the condition c ∈ C 1 , where the capacity region C 1 is a convex polytope. Therefore, the capacity of each link depends on the capacities of the rest of the links, as is indeed the case in wireless networks. Another, more explicitly 'wireless' formulation appears in [13] : c is a function of the vector of transmitter powers P ≥ 0, i.e., c = c(P); P is subject to optimization, so that C 1 is implicitly defined as the set of all c achieved for some P ≥ 0.
Generic NUM formulations are not well suited for use in WSN settings, for a number of reasons. Firstly, coming from the Internet domain, NUM assumes a large number of different data types, each with its own sources, routes, and destinations. In WSNs, however, there is typically only one data type, in the sense that any created packet can be sent to any of the available sinks. Secondly, in NUM formulations the routing protocol is usually taken for granted, and is not subject to any optimization (so, for example, the matrix R of (1) is fixed). Notable exceptions are the formulations in [14] , [15] .
Current wireless NUM formulations, such as [12] and [13] , are also ill equipped for use in WSNs. Firstly, such formulations attempt to maximize the total utility, while keeping the rates within the capacity region. This typically means operating on the boundary of the capacity region (a notable exception is [15] ). However, in many wireless networks, and particularly WSNs, operating on the boundary of the capacity region typically comes at a prohibitive cost. For example, in WSNs it is much preferable to use random access as opposed to transmission scheduling. As a result, when operating close to the capacity region, the expected buffer sizes and associated delays approach infinity. Secondly, current NUM formulations typically assume many more capabilities from the nodes than these actually have. For example, most sensors are not in a position to know the capacity region, or accurately measure the received SINR, or even modify their own transmission power. Those formulations using power control are also often inapplicable for another reason: sensor nodes transmit short packets (as opposed to continuous voice traffic), and power control algorithms do not have the time to converge.
III. NETWORK MODEL
We model our network as a directed graph G = (N , A) , consisting of a set of nodes N and a set of arcs A. The numbers of the nodes and arcs are N and A respectively. An arc (i, j) connects the two nodes i and j, and is assumed to be distinct from the arc (j, i).
The flow along arc (i, j) is denoted by x ij , and measured in bps. If x ij > 0, there is flow of data from i to j, and if x ij < 0 there is flow of data from j to i. As flows can be negative, with no loss of generality, any two nodes i and j will be connected by at most one arc, either (i, j) or (j, i), but not both. Let x be the A-dimensional vector of all flows.
We define the following N -dimensional divergence vector
If y i > 0, then there is a total net flow of y i coming out of i, and we call node i a source. If y i < 0, then there is a total net flow of −y i going into i, and we call i a sink. If y i = 0, then i neither inserts nor removed traffic, and so acts as a relay. By summing over all nodes, it follows that i∈N y i = 0.
A. Optimization problem
We associate an arc cost with the transport of information along any of the arcs. Contrary to standard definitions, the arc cost depends not only on the flow of its own traffic, but also on the flow of traffic in neighboring arcs. This is motivated by the broadcast nature of the wireless channel: indeed, when two nodes communicate, their communication will be more costly, in terms of delay, energy, bandwidth, etc., due to the effects of interference from competing transmissions.
This cost model is an important departure from standard formulations, and has serious effects on our work; it leads to a non-separable optimization problem, therefore complicating the analysis and making approaches based on Lagrange multipliers less appealing.
Specifically, let A ij ⊂ A be the neighborhood of the arc (i, j), defined as the set of arcs that can interfere with the communication across the arc (i, j). Let x ij be the vector of the flows on these arcs. The arc cost of arc (i, j) is
With a slight abuse of notation, we will also denote the arc cost function by f ij (x), but it should always be understood that f ij only depends on x ij and the vector x ij .
Letting the total cost F (x) (i,j)∈A f ij (x ij ; x ij ), we define the Wireless Minimum Cost Problem:
Therefore, we seek the flow that minimizes the total cost, subject to constraints on the amount of data each node is required to bring in or out of the network. Note that there are no explicit constraints on the range of the rates x ij . These appear implicitly, through the cost function of each arc (i, j).
B. Arc cost examples
Various choices exist for selecting the arc cost function f ij (x ij ; x ij ). The function used should take into account specific assumptions made regarding the physical layer.
For example, we could set f ij (x ij ; x ij ) = g ij (x ij ), where g ij (·) is an arbitrary function, so that all neighborhoods are empty. This choice is reasonable if transmissions do not interfere with each other, for example through the use of Time Division Multiple Access. This reduces the optimization to the standard separable nonlinear minimum cost problem (extensively studied, e.g., in [16] , for linear and convex g ij (·)).
An arc cost function that takes interference into account is:
This choice is motivated as follows: firstly, we assume a shared channel of rate U . Secondly, no arc can transmit at the same time that another arc in its neighborhood is transmitting. Thirdly, this constraint holds irrespective of which node acts as transmitter and which node acts as receiver. This last assumption makes sense when, in order to transmit in one direction, control packets (such as IEEE 802.11 ACK and CTS packets) must flow in the inverse direction. As a result, the sum of the absolute values of the flows of each arc and the flows of all interfering arcs should not exceed U . The denominator of (3) quantifies our intention to keep this sum as far away as possible from this bound, and so promotes robustness under sudden traffic changes and imperfect transmission scheduling. Regarding the numerator, when n = 0, (3) gives the average time a packet will need to go through the arc (including the wait in the queue) under an M/M/1 queue approximation [15] . When n = 1, (3) approximates the average number of packets waiting to be transmitted at the arc [15] . When n = 2, (3) promotes load balancing, by penalizing large values of |x ij |. Note that the function (3) is convex when n = 0, 2, as follows from known criteria on the composition of standard functions [18] . However, when n = 1 it is only quasiconvex [15] .
We stress that the arc cost function (3) is just an example, and other choices are possible. For example, we could consider a communication protocol that creates different levels of interference in the transmitter and receiver sides, in which case the absolute flow values |x ij | should be substituted with max{x ij , 0}, max{−x ij , 0}, and other similar functions. We could also consider functions that take into account the remaining energy of the nodes, differences in the capabilities of the transceivers, and so on.
C. Special Arcs and Nodes
Our formulation can easily be extended to account for various generalizations of the traffic model, through the use of special arcs and nodes.
For example, in some WSN applications where multiple sinks exist, we may have a degree of freedom on the amount of traffic received by each sink. In other words, the network is free to choose the amount of traffic received by each sink, so that the total cost is minimized. This can be modeled by assuming that there is a special ground node, there are special sink-to-ground arcs connecting each of the sinks with the ground node, and the divergence of sinks is now set to zero, so that they pass all traffic they receive to the ground node. There is no cost associated with the sink-to-ground arcs, and the divergence of the ground must be such that the sum of divergences across all nodes is zero. This idea can be used for only a subset of the sinks, or different subsets (in which case we would have multiple ground nodes). The idea can also be applied to the sensors, i.e., we can assume that all or some of the sensors are acting as agents of a common source.
If the traffic is elastic, i.e., it is not imperative that all of it is delivered to the sinks, we can also use special arcs to perform congestion control, using the standard method [19] : insert a virtual, overflow arc between a sensor and any of the sinks (or the ground). Data flowing through this arc are assumed dropped. The overflow arc has a cost function that depends only on its flow, and models our tolerance for dropped packets.
IV. OPTIMALITY CONDITIONS A. Necessary Conditions
Let a path P be an ordered sequence of nodes P = (n 1 , n 2 , . . . , n k ), such that any two consecutive nodes n i−1 and n i are connected by an arc. If nodes n i−1 and n i are connected through arc (n i−1 , n i ) (arc (n i , n i−1 )), the arc is termed forward (backward) with respect to P . If n 1 = n k , then the path is termed a cycle 2 . The cycle is simple if, with the exception of n 1 and n k , all nodes are distinct. Let C + and C − be the sets of forward and backward arcs of a cycle C, respectively. We also associate, with each cycle C, the cycle circulation z C for which the flow in arc (i, j) is:
In other words, we associate with C a unit circulation going around it, taking into account that some arcs in C have a direction opposite to the flow of the circulation, and so the flow along them should be −1. Let x * be a locally optimal flow for problem (2) , so that any incremental perturbation from it cannot lead to a reduction in the total cost. In particular, there should not be a reduction in the cost if an incremental amount of traffic is inserted around any simple cycle. The following proposition, whose proof appears in the Appendix, formalizes this: 
A continuously differentiable approximation can be found for any function, and an example of such an approximation is mentioned in Section V-C. Nevertheless, it is useful to have necessary conditions that apply readily to more general classes of functions. The following proposition addresses this need: 
The proof is omitted because it is a simple generalization of the proof of Proposition 1. The updated condition on F (x) is mild, and is satisfied for practically all continuous functions we might use to model cost.
It is straightforward to show that if > 0, the cost of inserting an incremental flow z C around cycle C is equal (up to an o( ) term) to the left hand side of either (4) or (5), multiplied by . For this reason, we call the left hand sides of (4), (5) the differential cycle costs.
B. Sufficient Conditions
Let us consider the vector space
known as the cycle space [20] . The elements of Z(G), when viewed as flows in the graph, have a divergence of 0 at all nodes, and for this reason are aptly termed circulations. When the graph is connected, the dimension of Z(G) is A − N + 1 [20] . Z(G) coincides with the set of feasible perturbations z from a feasible flow vector x that do not violate the divergence constraints of (2) . To see this, apply the divergence constraints for both x and x + z and subtract. A set C of cycles is said to span Z(G) if any circulation can be written as a linear combination of the circulations of the cycles in C. Before specifying the conditions, let us discuss their motivation: a flow must be locally optimal if, going away from it in every possible permissible direction, we incur a non-negative incremental cost. The permissible directions, however, are infinite. We would like, therefore, to be able to check a small, finite set of directions.
Proposition 3: Let F (x) be continuously differentiable. Let C be a set of cycles than spans Z(G). If, for all C ∈ C, (4) holds, then x * is a stationary point, i.e., ∇F (x * ) z = 0, for all permissible flow perturbations z. If, in addition, the cost function is convex, then x * is globally optimal. The proof appears in the Appendix. Intuitively, if there is no gain by changing the flow in all cycles that span Z(G), then there should not be a gain for any perturbating circulation, as this gain is the linear combination of the gains of the cycle circulations on which the circulation is decomposed (which are all zero). Therefore, the cost function in the feasible neighborhood of x * looks flat. If the cost is not convex, then Proposition 3 does not ensure that x is a local minimum, but this is the best we can hope for, unless we are willing to make additional assumptions [18] , [21] . If the cost function is convex, then this stationary point must be a global minimum.
Let {C k } be a set of cycles. 
for all permissible flow perturbations z. If, in addition, the cost function is convex, then the flow x * is globally optimal. Observe that the cost of inserting an incremental flow z is equal (up to a o( ) term) to the left hand side of (6) multiplied by . Therefore, moving away from x * toward an arbitrary direction z does not introduce a first order decrease in the cost, and x * may be viewed as a stationary point (although formally it may not be, as the gradient may not exist). If F (x) is convex, this stationary point is the global minimum (or else we reach an easy contradiction).
The new set C may have to be larger than a simple span; indeed, we will have to be able to reproduce all simple cycles using summations of cycles in C with an added constraint (i.e., some arcs cannot be canceled out in a cycle summation).
This condition, whose proof appears in the Appendix, is more involved than the previous ones. This is expected, as the class of functions it covers is significantly expanded with respect to the previous case (indeed, very few results in network optimization assume cost functions that are not continuously differentiable). From a conceptual standpoint, however, it is useful and non-trivial: It allows us to check a finite number of directions of Z(G) (one for each cycle in C) as opposed to all possible directions, which are infinite.
C. Kirchhoff's Voltage Law
Let us consider the case where the problem is separable, so that the cost on arc (i, j) depends only on x ij : f ij = f ij (x ij ). Consider the electric circuit created by substituting: 1) Each node i with a current source that brings current into the network equal to the prescribed node divergence s i . 2) Each arc (i, j) by an electric element that exhibits, when a current intensity equal to I ij goes through, a voltage drop
∂xij . (This function is known in the circuits literature as the V-I characteristic.) Let us assume that the partial derivatives ∂fij ∂xij are continuous, so that Propositions 1 and 2 hold. In this case, conditions (4) can be written as:
In other words, the sum of the voltage drops around C must be zero, where a voltage drop
is counted with a plus (minus) sign if, while going around the cycle we encounter node i (j) first. This is Kirchhoff's Voltage Law, which is known to hold in equilibrium conditions.
The case where the partial derivatives ∂fij ∂xij have a finite number of discontinuities is more interesting: Propositions 2 and 4 hold and the conditions (5) can be written as:
Thus, if we incrementally increase the current around a cycle, the new current cannot observe a net decrease in voltage. This condition can be thought of as the extension of Kirchhoff's law in networks that contain elements with discontinuities in their V-I characteristic. Indeed, if it did not hold, the cycle would be acting as a voltage source helping (as opposed to resisting) the current to move away from the value I * ij . In the general case where the arc cost is a function of the flows in neighboring links, the analogy still holds, provided we substitute each arc with an electric element that exhibits, when the vector of currents in the network is I, a voltage drop V ij (I) = ∂F (I) ∂xij . The electric behavior of this element depends on the current flowing in nearby arcs. This is reminiscent of transistors; e.g. in BJT transistors, the electric properties of the emitter-collector arc depends on the voltage in the basecollector arc. As, in our case, this coupling is due to the interference existing between nearby links, we will refer to such elements as interferistors.
Note that the divergence constraints of (2) can be readily interpreted as Kirchhoff's Current Law. Therefore, finding the optimal point of operation for our network is equivalent to finding the current flowing in a properly constructed electric circuit using the standard equations, i.e., Kirchhoff's Current Law and Kirchhoff's Voltage Law. This could be achieved with tools developed in the circuits community, such as SPICE TM .
V. LOAD BALANCING ALGORITHM
Let us first assume that the cost function F (x) is continuously differentiable, so that Propositions 1 and 3 hold. The following algorithm can be applied to find the optimal traffic: 1) In an initialization phase, we construct a set of cycles C whose circulations span Z(G) (see Section V-A). 2) After the initialization is complete, for each cycle in the span, the nodes that comprise it collectively track its differentiable cycle cost (see Section V-B). If the cost is positive (negative), the nodes insert a small circulation in the opposite (same) direction of C, using a line search algorithm that guarantees that the total cost is reduced (we used Armijo's rule for our simulations). Inserting circulations in cycles will affect the differential costs of neighboring cycles. Therefore, step 2 must be repeated iteratively, at all cycles, in each case leading to a decrease in the cost, and until a convergence criterion is met.
Note that the algorithm can only converge to a stationary point. Indeed, we can think of our algorithm as a coordinate descent method, where each coordinate is the flow of a cycle C ∈ C. Therefore, whenever we modify the flow around a cycle in C, we effectively modify the value of one coordinate. Convergence to a stationary point then follows by Prop. 2.7.1 or Ex. 2.7.2 of [22] . If, in addition, the total cost function is convex and a global minimum exists, then the algorithm is guaranteed to converge to it [22] .
If the cost function is not continuously differentiable, but satisfies the conditions of Propositions 2 and 4, the following modifications must be applied: 1) In the initialization phase, the constructed set of cycles C must be larger than a span, so that it satisfies the requirements of Proposition 4. 2) For each C ∈ C, the nodes that comprise it must ensure that the differential cycle cost is greater than or equal to 0. If this is not the case, the nodes should insert an amount of flow in the forward direction of C so that the total cost is reduced. In this case, convergence to a stationary point is harder to prove, as the majority of convergence analysis tools assume continuous differentiability, and thus is the subject of future work.
Next, we address two important components of our algorithm: (i) specifying C, and (ii) calculating the differential cost.
A. Specifying the set C
Let us first consider the case of continuously differentiable cost functions, for which C must span Z(G).
One possibility is the set C 1 of all simple cycles. These span Z(G) by virtue of the Conformal Realization Theorem (Prop. 1.1, [16] ). However, C 1 consists of a very large number of This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings.
cycles, and it is highly impractical for the nodes to determine all of them in a distributed manner, and ensure that KVL is satisfied in each of them.
An alternative choice is to use a set of cycles reminiscent of the set of cycles used in the simplex method: let T be a spanning tree of G, i.e., a connected subgraph of all N nodes, with no cycles. By a known property of spanning trees, T consists of N − 1 edges. By adding each of the remaining A−N +1 edges to T , we create A−N +1 distinct fundamental cycles. The circulations of this set of cycles, C 2 (T ), span Z(G) [20] . In fact, |C 2 (T )| = A − N + 1, and so C 2 (T ) is a basis. However, using C 2 (T ) is also impractical, as the resulting cycles will typically be long, requiring coordination among several sensors, and using them will be prone to failure. Furthermore, if the algorithm fails to execute even in one fundamental cycle, the algorithm might fail to converge in the optimum, because the rest of the fundamental cycles do not span the cycle space.
We can create a set of cycles that does not suffer from these handicaps in the following manner:
1) Each node creates a breadth-first-search 3 tree of height L, with itself as the root. L can be much smaller than the network diameter.
2) In addition, one of the nodes, for example a sink, creates a breadth-first-search spanning tree T . 3) Once its tree is created, each node creates a list of all cycles that can be created by adding to its tree arcs adjacent to it. 4) Each node notifies the rest of the nodes in its tree about their participation in one or more of the cycles in its list. Each node i now has a list C i of cycles it belongs to. 5) If a node participating in a cycle observes that the cycle can be written as the sum of cycles in its list with strictly fewer nodes, then the cycle is removed from the lists of all nodes. (This ensures that the cycles in C i will be few, and consisting of small numbers of nodes.) The union of these lists, C = ∪ i C i , spans Z(G) and will be the set used by our algorithm. Indeed, the span of the set C contains all the fundamental cycles of the set C 2 (T ), since they were explicitly put into C, and remained in C unless they could be written as a sum of other cycles already in C. The set C 2 (T ), however, spans Z(G) [20] , and the result follows.
The choice of L is subject to a tradeoff: a large L will result in large, costly to construct trees. The cost will depend on the density of the network, as well as on how frequently the cycles will be updated. On the other hand, for large L, the node will be able to spot large holes in the network. Clearly, the choice of L will have a significant effect on the operation of the protocol, however a more in-depth, quantitative discussion on this tradeoff will be the subject of future work.
As a simple example, consider the network of Fig. 3 , to be discussed in Section V-C. Using an L between 2 and 9, all 40 4-node simple cycles will be discovered. However, only for L = 10 will nodes on the rim of the large hole in the middle be able to discover the hole. In this case, unless we use the very large value L = 10, the requirement that one of the nodes must form a spanning tree (step 2) cannot removed.
Note that the algorithm we defined creates a span of the cycle space, not a basis. However, by Proposition 2 a span will suffice for our purposes, and from a practical perspective it is much preferable, because it promotes robustness; indeed, if the cycles we are using are more than the necessary, the algorithm will still converge should it fail to execute in some cycles, provided the remaining cycles still form a span.
Note that the spanning tree T can be found in a distributed manner, but its creation is not a local operation. If the network has no large holes, as the first example of Section V-C, then the cycles discovered by the tree will all break down into smaller ones in the initialization phase, and the main part of the algorithm will only include local node interactions. If, however, there are large holes in the network, as with the network of Fig. 3 , they will be discovered, and a cycle going around each of them will be added in C. During the execution of the main part of the algorithm, the nodes that comprise these cycles will be coordinating on a regular basis, but this is a reasonable cost to pay for having large holes.
In the case of not continuously differentiable cost functions, we need to create a set C of cycles according to the specifications of Proposition 4. Unless we make additional assumptions on the shape of the cost function, the only generally applicable approach is to add all simple cycles in C, removing those that can be written as sums of strictly smaller ones with the cost function over the shared arcs being continuous.
However, if we know the cost function, we can develop more specialized algorithms that keep the size of C small. Such an algorithm was used for those of the simulations of Section V-C that assumed the arc costs (3) with n = 2. For example, it can be shown that, for this cost function, no simple cycle need to be added to C if none of its arcs carries any flow. Also, in the general case, we can start with a small subset of C, and increase it only if we cannot find an improved flow.
B. Distributed calculation of the differential cycle cost
For the algorithm to be distributed, we must be able to calculate in a distributed manner the differential cost of each cycle. This happens as follows (we assume a continuously differentiable F (x), but the more general case is similar): 1) For each arc (i, j), nodes i and j maintain the value of the partial derivative ∂F ∂xij . This permits the second step. 2) For each C ∈ C, an agent goes continuously around the cycle, adding the partial derivatives, calculating the current differential cycle cost, and introducing positive or negative circulations, as needed. To carry out the above scheme, it is necessary that the nodes can create, in a distributed manner, one agent per cycle. Nodes should also be able to detect duplicate and corrupt agents. Due to space constraints, we do not specify the precise agent protocol, although it should be clear that the communication and computation resources required will be limited. We note that ∂F ∂xij does not depend only on the current flow in arc (i, j), but in the flows of all arcs in the neighborhood A ij and arcs in whose neighborhood (i, j) exists, or arcs that are in a common neighborhood with (i, j):
This partial derivative can be calculated if 1) Each arc (k, l) transmits its current flow x kl to all the arcs in whose neighborhood it belongs, and 2) Each arc (k, l) transmits to all the arcs in its neighborhood how much its own cost will be reduced if they reduce their flow by an incremental amount. Therefore, the exchange of messages is limited to arcs that are in each other's neighborhoods. Due to the nature of the wireless channel, this exchange is exclusively local. Furthermore, in many settings some, or all, of the messages can be implicit. For example, by monitoring the channel usage, a node can form an estimate about how much it will help its neighbors if it reduces its flow. Even when the messages must be explicit, they can be piggybacked or combined in a small number of broadcasts, thus reducing the communication overhead.
C. Simulations
Let us briefly present a small set of numerical results. Our aim is to illustrate the usefulness of our method and provide a proof of concept, rather than a comprehensive evaluation of the proposed algorithm. We refrain from comparing our algorithm with other algorithm proposed for load balancing in WSNs [7] , [8] , [9] , [10] , as in these cases additional constraints are placed (such as routing along a tree or mesh), and a comparison would be neither fair nor meaningful.
In Fig. 1 we plot the optimal flow in a network of 100 nodes arranged in a grid, with 2 sinks (with a divergence of −20) and 40 sources (with a divergence of 1). Each node has established a wireless link with its 4 nearest neighbors (except those nodes in the edges). The optimal flow is calculated starting from an initial feasible flow found using minimum hop routing. The cost function is a smoothed version of (3) with n = 2 and U = 120, so that Propositions 1 and 2 apply. In particular, the absolute function |y| that appears in (3) is substituted with a function g(y) that equals |y| when |y| > m, but is smoothed out in the region −m ≤ y ≤ m. (Note that the partial derivatives
∂xij are discontinuous at x ij = 0, due to the non-differentiability of the absolute value at 0.) The set C is found using the algorithm of Section V-A.
In Fig. 2 we plot the total cost versus the total number of iterations, for three values of m (m = 1, 0.5, 0.01). In the first two cases, the convergence to the optimal is fast. Indeed, considering that there are 100 nodes in the network, each cycle consists of 4 nodes, and convergence is practically achieved in less than 100 iterations, it follows that, on the average, each node does not participate in more than a couple of flow modifications. For m = 0.01, convergence is relatively slow, as the arc cost function is less smooth. (In particular, the derivative of g(y) must go faster from −1 to 1.)
In Fig. 3 we consider a network with a large hole in the middle, one source (on the left) and one sink (on the right), and the same cost model as in Fig. 2 . We plot the initial feasible flow, found using minimum hop routing, a suboptimal flow running our algorithm with a set C that does not span the cycle space, and the truly optimal flow, using a set C that does span the cycle space. In particular, the set C contains the 42 four-node square cycles of the figure, but not the large 20-node cycle in the middle. As a result, the nodes are never Fig. 3 . Initial, suboptimal, and optimal flows in a network surrounding a large region with no nodes. able to discover the lower section of the network, and optimize the flow using only the upper part.
To test the practicability of Propositions 2 and 4, we consider the cost model (3) with n = 2 but without smoothing it. As shown in Fig. 4 , the convergence in both the suboptimal and optimal cases is much faster, as expected, due to the use of a larger set C, but there is a hidden cost of having to create this set (in this case it is roughly three times the size of the set in the smoothed out case).
VI. CONCLUSION
We define the Wireless Minimum Cost Problem, a network optimization problem used for performing load balancing in wireless networks with a single type of traffic, and in particular wireless sensor networks. Note that, in our context, load balancing means the efficient distribution (i.e., the balancing) of the traffic (i.e., the load) so that the overall cost to the network is minimized. This use of the term somehow differs from the use found in [7] , [9] and elsewhere.
We develop necessary and sufficient conditions for a flow to be optimal, and we introduce an algorithm for finding such flows. The algorithm may be thought of as trying to satisfy Kirchhoff's Voltage and Current Laws in a properly defined electric circuit.
The networking-circuits analogy facilitates the understanding of the problem and the algorithm, and suggests the use of tools developed in the circuits community. We note that the analogy has been observed in the past in the context of separable and convex cost functions (see [16] and references therein), however in this work we present a more general version, and we develop a novel algorithm inspired by it.
Due to space constraints, we have not performed a quantitative analysis of the communication and computation overhead of the proposed algorithm. This important issue will be undertaken in future work. As a general remark, note that our algorithm consists of two phases: 1) the initialization, where the cycles are constructed, and 2) the main loop, where the differential costs are calculated, and the flows are updated using agents. The cost of the initialization depends on the frequency of changes in the topology and traffic requirements of the network. For the particular application of WSNs, changes are infrequent, and so this part of the cost should be manageable. We also expect the cost of the main loop to be small, as our simulations indicate a convergence to the optimal after only a few iterations per cycle.
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APPENDIX
Proof of Proposition 1:
Since F (x) is continuously differentiable, the following Taylor expansion holds:
If (4) does not hold in some C, then we can find an of sufficiently small absolute value so that the right hand side is negative. Therefore, there are feasible points arbitrary close to x * that have a strictly smaller cost. Therefore, we reach a contradiction, and it follows that (4) must hold. Proof of Proposition 3: Let z a permissible flow perturbation, i.e., a circulation. By virtue of C being a span, we have that z = K k=1 a k z C k for some a k and C k ∈ C, therefore
the second equality coming from the fact that ∇F (x * ) z C k equals the differential cycle gain of cycle C k , which by assumption is zero. If, in addition, the cost function F (x) is convex, the optimality of x * follows by a known criterion for convex functions (Section 4.2.3 of [18] ).
Proof of Proposition 4:
By the Conformal Realization Theorem, the flow z can be decomposed in a number of flows z C k ,
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE INFOCOM 2009 proceedings. with a k > 0. In addition, the flows z C k conform to the flow z. This means that, if a flow z C k is positive (negative) along an arc, then z C will also be positive (negative) along this arc. Let (i, j) be an arc where z ij > 0. We have
As the flows z C k are conformal to z, all the z C k ij are either 0 or 1, and the right hand side equals the sum of all costs incurred by the simple cycles C k at that arc. (If the decomposition was not conformal, some of the costs would be in terms of the left partial derivative.) A similar argument holds for the case z ij < 0, and summing over all arcs, it follows that:
The proof will be complete if all bracketed terms are nonnegative. For each of the terms, there are two cases: if C k belongs to C, then the term is non-negative, by our assumption. If C k does not belong to C, then, also by assumption, it can be written as the summation of cycles C kl , l = 1, . . . , L, all in C, with all common arcs having continuous partial derivatives. Therefore, the bracketed term for C k will be equal to The equality holds because the extra terms that appear on the right hand side cancel out. Indeed, each of them represents the incremental cost of inserting a small flow in one direction, and as the derivative is continuous, it cancels out with the cost of inserting a small flow in the opposite direction. Since the C kl belong to the set C, each term on the right hand side is nonnegative, by our assumption, and therefore the right hand side of (9) is also non-negative. Thus, the flow x * is stationary. If, in addition, F (x * ) is convex, the flow must be globally optimal, otherwise we can reach a simple contradiction along the linear segment connecting x * and the global optimum.
