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Abstract
In this paper we provide algorithms faster thanO∗(2n) for several NP-complete domination-
type problems. More precisely, we provide:
• an algorithm for CAPACITATED DOMINATING SET that solves it in O(1.89n),
• a branch-and-reducealgorithm solving LARGEST IRREDUNDANT SET inO(1.9657n)
time,
• and a simple iterative-DFS algorithm for SMALLEST INCLUSION-MAXIMAL IRRE-
DUNDANT SET that solves it in O(1.999956n) time.
We also provide an exponential approximation scheme for CAPACITATED DOMINATING
SET. All algorithms require polynomial space. Despite the fact that the discussed problems
are quite similar to the DOMINATING SET problem, we are not aware of any published
algorithms solving these problems faster than the obvious O∗(2n) solution prior to this
paper.
1 Introduction
Notation and definitions. Let G = (V,E) be an undirected graph. Given F ⊂ E we write
V (F ) to denote the set of all endpoints of the edges in F . Given W ⊂ V by G[W ] we denote
the subgraph induced by W .
We say a vertex v ∈ V dominates u ∈ V if u = v or uv ∈ E, i.e. a vertex dominates itself
and all its neighbours. By N¯(v) = {v} ∪ {u : uv ∈ E} we denote the set of vertices dominated
by v. We extend this notation to any subset W ⊂ V by putting N¯(W ) =
⋃
v∈W N¯(v), we
say that a set W dominates a vertex u if u ∈ N¯(W ). The set N¯(W ) is called the closed
neighbourhood of W .
The DOMINATING SET problem asks for the smallest set that dominates the whole V . In
the CAPACITATED DOMINATING SET problem each vertex v is additionally equipped with a
number c(v), which is the number of other vertices this vertex can dominate. Formally, we say
that a set S ⊂ V is a capacitated dominating set if there exists fS : V \ S → S such that fS(v)
∗Dept. of Mathematics, Computer Science and Mechanics, University of Warsaw, Poland
†Institute of Mathematics, Polish Academy of Sciences
1
is a neighbour of v for each v ∈ V \ S and |f−1S (w)| ≤ c(w) for each w ∈ S. The function fS
is called a dominating function for the set S. The CAPACITATED DOMINATING SET problem
asks for the smallest possible size of a capacitated dominating set. Note that for a given set S
checking whether it is a capacitated dominating set is a polynomial–time problem which can be
solved using max–flow or maximum matching techniques.
We say a set S ⊂ V is irredundant if for any v ∈ S there exists a vertex u ∈ V such that
v dominates u and S \ {v} does not dominate u. We call any such vertex u a unique vertex
for v. An irredundant set is called inclusion–maximal if it is not a proper subset of any other
irredundant set. Note that an inclusion–maximal irredundant set does not necessarily have to
dominate the whole vertex set of G, for examples see [9].
The irredundance numbers ir(G) and IR(G) are defined as the smallest and largest possible
cardinality of an inclusion–maximal irredundant set. The problems SMALLEST INCLUSION-
MAXIMAL IRREDUNDANT SET and LARGEST IRREDUNDANT SET ask for ir(G) and IR(G)
respectively.
Our results. In Section 2 we provide an algorithm which solves the CAPACITATED DOMI-
NATING SET problem inO(1.89n). The algorithm constructs O∗(
( n
n/3
)
) = O(1.89n) reductions
of the input graph into a SIMPLIFIED CAPACITATED DOMINATING SET problem instance (de-
fined in Section 2.1), each solvable in polynomial time. Section 2.3 tackles the exponential
approximation of CAPACITATED DOMINATING SET. More precisely, we provide an approx-
imation algorithm that for a given c ∈ (0, 13 ), in time O
∗(
( n
cn
)
) = O∗((1/(cc(1 − c)1−c))n),
computes a ( 14c + c)-approximation in the case of c <
1
4 or a (2− 3c)-approximation in the case
of 14 ≤ c <
1
3 .
In Section 3 we provide a branch-and-reduce algorithm that solves LARGEST IRREDUN-
DANT SET in O(1.9657n). In Section 4 we consider simple iterative depth-first search algorithm
that solves SMALLEST INCLUSION-MAXIMAL IRREDUNDANT SET and prove that it breaks
slightly the O∗(2n) barrier: we show that it works in O(1.999956n) time.
All algorithms in this paper require polynomial space.
Motivation and previous work. The field of exact exponential-time algorithms for NP-hard
problems has attracted a lot of attention in the recent years (see Woeginger’s survey [26]). Many
difficult problems can be solved much faster than by the obvious brute-force algorithm; exam-
ples are INDEPENDENT SET [18], DOMINATING SET [17, 25] , CHROMATIC NUMBER [2] or
BANDWIDTH [11, 15]. A few powerful techniques have been developed, including Measure &
Conquer [17] and inclusion/exclusion principle applications [2, 3, 22]. However, there is still a
bunch of problems for which no faster solution than the obvious one is known. These include
SUBGRAPH ISOMORPHISM and CHROMATIC INDEX which are mentioned as open problems
in [1, 19].
Superpolynomial approximation was recently considered as a way of coping with hardness
of approximation of different NP-hard problems. Results in this field include subexponential
approximation algorithm for BANDWIDTH on trees [12, 16] and exponential approximation
schemes for CHROMATIC NUMBER [7, 10] or BANDWIDTH on arbitrary graphs [12, 20].
Finding an algorithm faster than O∗(2n) for DOMINATING SET was an open problem until
2004. Currently the fastest algorithm by van Rooij et al. runs in O(1.5048n) [25]. However,
many other graph-dominating problems still lack faster solutions. The problems of solving
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CAPACITATED DOMINATING SET, SMALLEST INCLUSION-MAXIMAL IRREDUNDANT SET
and LARGEST IRREDUNDANT SET faster than obvious O∗(2n) algorithms were posted by van
Rooij in 2008 [19], CAPACITATED DOMINATING SET was also posted as an open problem at
IWPEC 2008. In this paper we present algorithms providing answers to those problems.
Note that at first glance breaking O∗(2n) barrier for the CAPACITATED DOMINATING SET
problem seems a hard task, since even the brute-force O∗(2n) algorithm involves matching or
max–flow techniques. Moreover, from the parameterized point of view, Dom et al. [13] showed
that this problem is W [1]-hard when parameterized by both treewidth and solution size, and
Bodlaender et al. [6] showed that even the planar version parameterized by the solution size is
also W [1]-hard.
Our algorithm for CAPACITATED DOMINATING SET is somewhat similar to one of the first
algorithms to break O∗(2n) for the classical DOMINATING SET problem, namely the algorithm
of Randerath and Schiermeyer [24]. Their algorithm also involves matching arguments and our
algorithm, applied to DOMINATING SET, can be viewed as a simplification of their algorithm.
However we do not know whether their algorithm could be used to solve the CAPACITATED
DOMINATING SET problem.
Downey et al. [14] showed that the problem of finding an irredundant set of size k is W [1]-
hard when parameterized by k and FPT when parameterized by n − k. However, Raman and
Saurabh proved that this problem become FPT in graphs without small cycles [23]. It is worth
noticing that irredundant sets attract some attention from the graph-theoretical point of view [9].
There is a large number of problems for which the fastest current known algorithm requires
O∗(2n) time, including CHROMATIC NUMBER and TSP. Koivisto [19] conjectured that there
might exist some negative results, i.e. reductions in the following manner: if one problem can
be solved in O∗(cn) time for some c < 2, then another problem can be solved in O∗(dn) time
for some d < 2. This paper shows that the problems considered by us are somewhat easier and
admit solutions faster than O∗(2n). We would like to note that our techniques in Section 4 seem
a bit similar to those that lead to O∗((2 − ε)n)-time algorithms for DOMINATIC NUMBER [5]
and TSP [4] in graphs of bounded degree. We think it is interesting and somewhat surprising
that such techniques can be used in graphs without any degree assumption.
Recently it came to our attention that Brankovic et al. [8] were independently working on
the irredundance problems but we are not aware of the details of their results.
Acknowledgements We would like to sincerely thank George R. R. Martin for his Song of Ice
and Fire novels and O. S. Card for his Ender’s series — they have given us a number of enjoyable
and entertaining breaks while we were working on this paper.
2 CAPACITATED DOMINATING SET
2.1 SIMPLIFIED CAPACITATED DOMINATING SET
In this section we introduce a simplification of the CAPACITATED DOMINATING SET problem,
namely the SIMPLIFIED CAPACITATED DOMINATING SET problem, which can be solved in
polynomial time.
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The input of SIMPLIFIED CAPACITATED DOMINATING SET is an undirected graph G =
(V,E), a set U ⊂ V and a capacity function c : V → N. We ask for the smallest capacitated
dominating set S ⊂ G containing U such that there exists a dominating function fS satisfying
|f−1S (v)| ≤ 1 for each v ∈ V \ U. (2.1.1)
Let G = (V,E) with U ⊂ V and a capacity function c : V → N be a SIMPLIFIED
CAPACITATED DOMINATING SET instance. Consider the following graph G′ = (V ′, E′):
• for any v ∈ V \ U we have v ∈ V ′;
• for any v ∈ U we have c(v) copies v1, v2, . . . , vc(v) of v in V ′;
• for any v ∈ V \ U and u ∈ U the edge uvi ∈ E′ for all i iff uv ∈ E;
• for v,w ∈ V \ U we have vw ∈ E′ iff vw ∈ E and c(v) + c(w) > 0;
• there are no edges of the form viwj or vivj for v,w ∈ U .
(D,2)(E,0) (F,0)
(A,2)(H,0) (B,3) (C,2)
(K,0)
(M,0) (L,1)
U={A,B,C}
H’ E’ D’ F’ K’ M’ L’
A′
1
A′
2
B′
1
B′
2
B′
3
C′
1
C′
2
Figure 1: From the simple capacitated dominating set {A,B,C,D,L} to a matching.
We show a correspondence between feasible solutions of SIMPLIFIED CAPACITATED DOM-
INATING SET in G and matchings in G′.
Lemma 2.1. Let S be a capacitated dominating set in G with dominating function fS satisfying
condition 2.1.1. Then one may construct in polynomial time a matching φ(S, fS) inG′ satisfying
|V | − |φ(S, fS)| = |S|.
Proof. Let us define the matching φ(S, fS) as follows:
• for each v /∈ S such that fS(v) /∈ U add vfS(v) to φ(S, fS);
• for each v /∈ S such that u = fS(v) ∈ U add vui to φ(S, fS), where ui is a copy of u
in G′ and different copies ui are chosen for different vertices v with fS(v) = u (note that
|f−1S (u)| ≤ c(u), so there are enough vertices ui).
Note that every vertex v ∈ V \S is an endvertex of an edge in the matching φ(S, fS). The second
endvertex is fS(v) (in the case fS(v) /∈ U ) or a copy of fS(v) in G′ (in the case fS(v) ∈ U ).
Moreover, every edge in φ(S, fS) has an endpoint in V \S. Therefore |φ(S, fS)|+|S| = |V |.
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Lemma 2.2. Let M be a matching in G′. Then one may construct in polynomial time a feasible
solution ψ(M) to the SIMPLIFIED CAPACITATED DOMINATING SET problem with dominating
function fψ(M) satisfying |ψ(M)| = |V | − |M |.
Proof. Consider the following capacitated dominating set ψ(M) with dominating function fψ(M):
• U ⊂ ψ(M);
• for u ∈ U and for each i such that uiv ∈M , we take fψ(M)(v) = u;
• for any edge vw ∈ M , where v,w 6∈ U one of the endpoints (say v) has to satisfy
c(v) > 0, we add v to ψ(M) and set fψ(M)(w) = v;
• for any v 6∈ U which is not an endpoint of any edge in M we add v to ψ(M).
It is easy to verify that the above procedure does indeed give a feasible solution to SIMPLIFIED
CAPACITATED DOMINATING SET. We have |ψ(M)| = |V | − |M | since for each edge in M ,
exactly one of its endpoints does not belong to ψ(M).
We conclude this section with the following theorem.
Theorem 2.3. The SIMPLIFIED CAPACITATED DOMINATING SET problem can be solved in
polynomial time.
Proof. By Lemmas 2.1 and 2.2, to find the solution of the SIMPLIFIED CAPACITATED DOMI-
NATING SET problem it is enough to find any maximum matching in G′, which can be done in
polynomial time (see e.g. [21]).
2.2 From SIMPLIFIED CAPACITATED DOMINATING SET to CAPACITATED DOMI-
NATING SET
Let us start with the following simple observation. Let S be any capacitated dominating set and
let fS be a dominating function for S. Let
US = {v ∈ S : |f
−1
S (v)| ≥ 2}.
We have ∑
v∈S
1 + |f−1S (v)| = |S|+
∑
v∈S
|f−1S (v)| = n,
thus in particular |US | ≤ n/3. Moreover, S with the function fS is a feasible solution for
the SIMPLIFIED CAPACITATED DOMINATING SET instance with the graph G and the set US .
Therefore the following algorithm solves CAPACITATED DOMINATING SET:
1. For each U ⊂ V satisfying |U | ≤ n/3 solve the SIMPLIFIED CAPACITATED DOMINAT-
ING SET instance with graph G and subset U .
2. Return the smallest capacitated dominating set from the constructed SIMPLIFIED CA-
PACITATED DOMINATING SET instances.
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The SIMPLIFIED CAPACITATED DOMINATING SET problem can be solved in polynomial
time and there are
⌈n/3⌉∑
k=0
(
n
k
)
= O∗
((
n
⌈n/3⌉
))
= O(1.89n)
possible sets U (i.e. sets of cardinality at most n/3), thus the whole algorithm works inO(1.89n)
time.
2.3 Approximating CAPACITATED DOMINATING SET
It is known that DOMINATING SET is as hard to approximate as SET COVER and since CAPAC-
ITATED DOMINATING SET problem is not easier there probably does not exists a polynomial
time algorithm solving CAPACITATED DOMINATING SETwith a constant approximation ratio.
If we do not have enough time to obtain an exact solution for the CAPACITATED DOMINATING
SET problem we can use the following constant approximation scheme. Instead of investigating
all subsets U ⊂ V satisfying |U | ≤ n/3 we can check only smaller sets, namely |U | ≤ cn for
some constant c ∈ (0, 13). Thus the approximation algorithm has the following form:
1. For each U ⊂ V satisfying |U | ≤ cn solve the SIMPLIFIED CAPACITATED DOMINATING
SET instance with graph G and subset U .
2. Return the smallest capacitated dominating set from the constructed SIMPLIFIED CA-
PACITATED DOMINATING SET instances.
Theorem 2.4. For any fixed constant c ∈ (0, 13 ) the described algorithm runs in O∗(
( n
cn
)
) =
O∗((1/(cc(1− c)1−c))n) time and polynomial space. For c ≤ 1/4 the approximation ratio is at
most ( 14c + c) and for c ≥ 1/4 the approximation ratio is at most 2− 3c.
Proof. For each subset U ⊂ V the algorithm uses polynomial time only, thus the time bound
follows directly from the Stirling formula which can be used to bound the number of subsets( n
cn
)
.
To calculate the approximation ratio let us consider some optimal solution OPT ⊂ V to-
gether with a function fOPT : V \ OPT → OPT . By OPT0, OPT1 and OPT2 let us denote
subsets of OPT containing vertices which dominate exactly zero, exactly one and at least two
vertices from V \ OPT , according to fOPT , respectively. By m,m0,m1,m2 we denote the
cardinalities of sets OPT , OPT0, OPT1 and OPT2 respectively.
We may assume that m2 > cn since otherwise our algorithm finds the optimal solution.
By s let us denote the average number of vertices from V \ OPT which a vertex from OPT2
dominates, i.e. s = (n−m−m1)/m2. Since our algorithm checks all subsets U ⊂ V satisfying
|U | ≤ cn it obviously considers the subset U0 ⊂ OPT2 containing vertices which dominate the
largest number of vertices from V \OPT . For this particular subset U0 note that there exists a
feasible solution to SIMPLIFIED CAPACITATED DOMINATING SET of sizem+(m2−cn)(s−1):
we take OPT and for each vertex in v ∈ OPT2 \U0 we take all but one vertices from f−1OPT (v).
Thus the approximation ratio can be bounded by α = 1+ (m2− cn)(s− 1)/m. Note that if
we keep m2 fixed and increase m0 and m1, the approximation ratio decreases — we increase m
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and decrease s — therefore w.l.o.g. we may assume m0 = m1 = 0. Denoting x = n/m2, we
obtain α ≤ 1+ (1− cx)(x− 2) for 3 ≤ x ≤ 1c . The bound for α is a concave function of x with
maximum at x0 = 12c + 1. This gives α ≤
1
4c + c for c ≤
1
4 and α ≤ 2− 3c for
1
4 ≤ c ≤
1
3 .
Corollary 2.5. For c = 1/6 we obtain a 5/3-approximation algorithm which runs in O(1.57n)
time and polynomial space.
This result should be compared to the trivial approximation scheme that works in O∗(
( n
cn
)
)
time too: iterate over all subsets of V that have size at most cn or at least (1− c)n and return the
smallest feasible solution found. However, this algorithm has an approximation factor of 1c − 1,
which is between 2× and 4× worse than our ratio.
3 LARGEST IRREDUNDANT SET
In this section we show a branching algorithm to find the largest (in the cardinality sense) irre-
dundant set. Notice that the largest irredundant set is necessarily inclusion–maximal.
3.1 Bipartite independent set reduction
Let us consider a bipartite graph H = (W,F ), with W = V ∪ V ′ (where V ′ is a disjoint copy
of V ) and edges {u, v′} ∈ F iff {u, v} ∈ E or u = v. We call a set of edges M ⊂ F in this
graph independent if:
• no two edges in M share an endpoint
• the set W (M) is an independent set in the graph (W,F \ M), i.e. no edge connects
endpoints of different edges from M .
Now we show a correspondence between largest irredundant sets in G and largest independent
sets of edges in H:
Lemma 3.1. If M is an independent set of edges in H , then S :=W (M)∩V is an irredundant
set in G. Conversely, if S is an irredundant set in G, then there exists an independent set of
edges M ⊂ F such that S = W (M) ∩ V . In both cases, the independent set of edges M and
the irredundant set S are of the same cardinality.
Proof. Let T be an independent set of edges in H . If {u, v′} ∈ M , then v′ is not a neighbour
of any w ∈ M ∩ V other than u, thus v is a unique vertex dominated by u in G. Conversely, if
we have an irredundant set S in G then letting u(v) to be any unique vertex dominated by v for
v ∈ S we obtain an independent set of edges M := {{v, u′(v)} : v ∈ S} in H .
Thus, to find the largest irredundant set in G it suffices to look for the largest independent
set of edges in H .
A remark to make here is that the correspondence between independent edge–sets of H and
irredundant sets of G does not preserve inclusion–maximality — e.g. in the graph in Figure
2 there are four inclusion–maximal irredundant sets ({v1, v3}, {v1, v4}, {v2, v3} and {v2, v4}),
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v1 v2 v3 v4
v1 v2 v3 v4
v′
1
v′
2
v′
3
v′
4
Figure 2: From the irredundant set {v1, v3} to the independent set of edges {v1v′1, v3v′4}.
while in the corresponding bipartite graph the edge v2v′3 forms a singleton inclusion–maximal
independent edge–set. This does no harm in the search for IR(G) (as the cardinality of the set
is preserved), but prevents us from using this approach to tackle the problem of ir(G).
3.2 Branch and reduce analysis
Let α = 1.40202. We provide an algorithm for finding the largest independent set of edges
in a bipartite graph H on n vertices with complexity O(αn). As we reduced the problem of
finding the largest irredundant set in a graph with n vertices to the problem of finding the largest
independent edge set in a bipartite graph with 2n vertices, our algorithm allows us to find the
largest irredundant set in a graph on n vertices in O(α2n) = O(1.9657n) time.
The algorithm is a typical branch-and-reduce algorithm. We provide a set of reduction rules;
in a single step the algorithm finds the first applicable rule and applies it. By T (n) we denote the
bound on the number of steps that the algorithm requires for a graph with n vertices. For each
rule, we provide a recursion inequality for T (n). Since the function T (n) = C · αn satisfies all
inequalities for any C > 0, and every step takes polynomial time, the algorithm works in desired
time. We do simple reductions without any memoization, so the algorithm uses polynomial
space. If we can spare more memory, we can have a standard trade–off between memory and
computation time: we may for instance precompute answers for subgraphs of our bipartite graph
having up to n/11 vertices in O∗(
(
n
n/11
)
) = O(1.36n) time and space, and then stop branching
when we reach the level n/11, this reduces the time complexity to O(max(1.36n, α10n/11)) =
O(1.36n) for finding the independent set of edges, and thus to O(1.362n) = O(1.85n) for
finding the largest irredundant set.
Let H = (W,F ) be a bipartite graph on n vertices. We use the word choose (an edge) to
mean “consider as a part of the independent edge set being built in the considered subcase” and
the word drop (a vertex) to mean “consider that this vertex is not the endpoint of any edge in the
independent edge set being built in the considered subset, so we can consider the graph without
this vertex in this subcase”.
1. There is an isolated vertex v ∈ W . Obviously it cannot be an endpoint of an edge, so
we drop it and solve the problem for (W \ {v}, F ). The recursion inequality for T (n) is
T (n) ≥ T (n− 1), which holds trivially.
2. There is a vertex v of degree 1 in H , and its only neighbour is also of degree 1. These
two vertices form an edge which is a part of any largest independent edge set. Thus we
choose it and solve the remaining graph on n− 2 vertices, obtaining the trivial inequality
T (n) ≥ T (n− 2).
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3. There is a vertex v of degree 1 in H . Let u be its sole neighbour, degu ≥ 2. Consider any
independent edge setM which contains some edge ux for x 6= v. Then (M\{ux})∪{uv}
is also an independent set of the same cardinality. Thus we can branch out into two cases
— either we drop u (and consequently drop v, as it becomes isolated), or we choose
uv and drop all the neighbours of v (at least one of them). Here we obtain inequality
T (n) ≥ T (n− 2) + T (n− 3).
4. There is a vertex v of degree k := deg v ≥ 8. We branch out, and either drop this vertex
and a obtain graph with n − 1 vertices, or choose one of the edges incident with v. If we
choose an edge, we remove all the neighbours of v (k of them) and all the neighbours of
the other endpoint (at least 2 of them — we already excluded vertices of degrees 0 and 1,
and they do not coincide with the neighbours of v due to bipartity) from the graph. Thus
we the obtain inequality
T (n) ≥ T (n− 1) + k · T (n− k − 2) for k ≥ 8.
Now we check if T (n) = Cαn satisfies this inequality for all k ≥ 8. However, note
that α > k+1k for k ≥ 8, so we only need to check the case k = 8, which holds by
straightforward calculations.
5. There are two adjacent vertices u and v of degree 2 each. Let u1 be the other neighbour of
u and v1 be the other neighbour of v (u1 6= v1 due to bipartity). We claim that there exists
a largest independent edge set which contains one of the edges uu1, uv or vv1. Indeed,
consider any independent edge set M . Then:
• if neither u1 nor v1 is an endpoint of an edge inM , we may add uv to M , preserving
independence and increasing cardinality;
• if, say, u1 is the endpoint of some edge u1x, but none of the three aforementioned
edges belong to M , we may remove u1x from M and add u1u instead, thus preserv-
ing cardinality and keeping independence.
Thus we consider three cases (each case consisting of choosing one of the three edges). In
each case we remove the neighbours of two adjacent vertices, each of degree at least two,
thus we remove at least 4 vertices in each case. We get the inequality T (n) ≥ 3T (n− 4).
6. There is a vertex v of degree 2. Let u and w be its two neighbours. Let du and dw be
degrees of u and w respectively and let k be the number of common neighbours of u and
w, excluding v. We have 3 ≤ du, dw < 8 and 0 ≤ k < du, dw. We branch into four cases.
In the first, the edge uv is chosen, we drop the neighbours of u and v and obtain graph on
n−du−2 vertices. In the second, we choose the edge vw, and similarly obtain n−dw−2
vertices. In the third, we drop the vertices u, v and w and solve the problem for the graph
on n− 3 vertices. In the fourth we drop v and choose one of the edges coincident with w
and one of the edges coincident with u.
The case we have not considered is when there is an independent edge set M , where
exactly one of the points w, u, say w, is coincident with an edge wx from M . In this case,
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however, we may remove wx from M , adding wv instead, preserving both cardinality and
independence. Thus this case need not be considered.
Now let us analyze the fourth branching option. If we choose edges uu′ and ww′ to the
independent set of edges, neither u′ nor w′ is a common neighbour of u and w. Therefore
we can choose u′ and w′ in (du − k − 1)(dw − k − 1) ways. Let us check how many
vertices are removed in each choice. From one side of the bipartite graph we remove at
least v and the du − 1 + dw − 1 − k vertices adjacent to either u or w. From the other
we remove u, w and at least one neighbour of u′ (w′ and u′ may both have degree 2 and
common neighbours, thus we cannot assume removing additionally a neighbour of w′).
Thus we remove at least du + dw + 2− k vertices in total and obtain the inequality
T (n) ≥ T (n− du − 2) + T (n− dw − 2) + T (n− 3)
+ (du − k − 1)(dw − k − 1)T (n − du − dw − 2 + k).
A direct check of all the possible values of du, dw and k proves the inequality for T (n) =
Cαn.
7. There are two adjacent vertices u and v, both of degree 3. This case is the most compli-
cated and is considered separately in Section 3.3.
8. What remains is a case where there is a vertex v of degree 3 ≤ i < 8 and all its neighbours
have degree at least 4. We branch, either dropping v or choosing one of the coincident
edges. If we choose edge vv′, we remove at least i + 4 vertices, thus obtaining the in-
equality T (n) ≥ T (n − 1) + iT (n − i − 4). By a direct check the inequality holds for
T (n) = Cαn for all valid values of i.
(du − k − 1) (dw − k − 1)k
v
u w
(i1 − ku − 1) (i2 − ku − 1)ku
u
u1 u2
(j1 − kv − 1) (j2 − kv − 1)kv
v
v1 v2
Figure 3: Notation in Cases 6 and 7 (i.e. Lemma 3.2).
3.3 Two adjacent vertices of degree 3
Recall the single case we have left to consider is when we have two adjacent vertices of degree
3, and all other vertices have degrees between 3 and 7. Let the two adjacent vertices be u and
v, let u1 and u2 be the two other vertices adjacent to u and let v1 and v2 be the two other
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vertices adjacent to v. Again, we want to take advantage of the fact that searching for the largest
independent edge set we do not have to consider some of the combinations.
Lemma 3.2. There exists a largest independent edge set M in H for which either
1. one of the edges uv, uu1, uu2, vv1, vv2 appears in M , or
2. both u1 and u2 are endpoints of edges in M , or
3. both v1 and v2 are endpoints of edges in M and u1 and u2 are not endpoints of edges in
M .
Proof. Take any largest independent edge set M ′. If M ′ satisfies the conditions above, there is
nothing to prove.
If exactly one of u1, u2 is an endpoint of an edge in M ′ (say u1 is an endpoint of u1u′1), we
may remove u1u′1 from M ′ and add uu1 instead. We do not lose independence (as neither v nor
u2 was an endpoint of an edge), thus we received a new independent set of the same cardinality
and satisfying our conditions. We proceed similarly if u1 and u2 are not endpoints of any edge
in M ′ and only one of v1, v2 is an endpoint of an edge in M ′.
If none of u1, u2, v1, v2 are endpoints of edges in M ′ we may add uv to M ′, thus contradict-
ing the assumption M ′ was a largest independent set.
Thus we branch using the options from Lemma 3.2. There are five branches in which we
choose one of the five named edges. Each edge connects two vertices of degree at least three, so
in each case we obtain graph with at most n− 6 vertices.
Let i1 and i2 be the degrees of u1 and u2 respectively, and let j1 and j2 be the degrees of v1
and v2 in G[V \ {u1, u2}]. Assume that u1 and u2 share ku neighbours, excluding u, and v1 and
v2 share kv neighbours, excluding v, u1 and u2. The next branch is when u1 and u2 are taken.
As we take none of the named edges, we drop the vertex u and then take one of the remaining
edges leaving u1 and one edge leaving u2. We have i1 − 1− ku ways to choose an edge leaving
u1 and i2 − 1 − ku ways to choose one leaving u2. Let us now count the number of vertices
removed in such branch. We remove u1, u2, u, (i1 − ku − 1) + (i2 − ku − 1) + ku neighbours
of u1 and u2, excluding u, and at least 2 neighbours of the other endpoints of the chosen edges.
In total, we remove i1 + i2 − ku + 3 vertices. Note that we do not count v to be removed, as it
might be one of these 2 neighbours of the other endpoints (one of the edges taken might be, e.g.,
u1v1).
The final branch is when we drop u1, u2, u and v and choose one edge leaving v1 and one
edge leaving v2. We have (j1− 1− kv)(j2− 1− kv) ways to choose these edges. From one side
of the bipartite graph, we remove u1, u2, v and (j1− 1− kv)+ (j2− 1− kv)+ kv neighbours of
v1 and v2, excluding v, u1 and u2. From the other side, we remove u and at least 2 neighbours
of the other endpoints of the chosen edges. In total, we remove j1 + j2 − kv + 6 vertices.
Therefore, in this branching rule, we obtain the following inequality for T (n):
T (n) ≥ 5T (n − 6) + (i1 − ku − 1)(i2 − ku − 1)T (n− i1 − i2 + ku − 3)
+ (j1 − kv − 1)(j2 − kv − 1)T (n − j1 − j2 + kv − 6).
A direct check for all possible values of i1, i2, j1, j2, ku and kv finishes the proof that T (n) =
O(αn).
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4 SMALLEST INCLUSION-MAXIMAL IRREDUNDANT SET
In this section we focus on solving SMALLEST INCLUSION-MAXIMAL IRREDUNDANT SET.
We show a simple iterative-DFS algorithm that requires polynomial space and prove that it works
in O(1.999956n) time. W.l.o.g. we may assume that G contains no isolated vertices, since they
need to be included in any inclusion-maximal irredundant set.
Let Fk be a family of irredundant sets in G of size not greater than k. Note that checking
if a set is an (inclusion-maximal) irredundant set can be done in polynomial time. Moreover,
the family of irredundant sets is closed under taking subsets. Therefore Fk can be enumerated
in O∗(|Fk|) time and polynomial space by simple depth-first search algorithm. The simple
iterative-DFS algorithm enumerates Fk for k = 0, 1, 2, . . . , n until it finds a inclusion-maximal
irredundant set. Now we prove that it works in O(1.999956n) time.
First, as a warm-up, let us make a O∗((2 − ε∆)n) bound for graphs with maximum degree
bounded by ∆, where ε∆ depends on ∆. Construct a set A ⊂ V greedily: repeatedly add any
vertex v ∈ V to A and remove from V all vertices distant by at most 2 from v. At each step, at
most 1+∆+∆(∆−1) = 1+∆2 vertices are removed, therefore |A| ≥ n/(1+∆2). The set A
is an independent set; moreover, closed neighbourhoods {N¯ (v) : v ∈ A} are disjoint. Note that
any independent set S cannot contain the whole N¯(v) for any non-isolated vertex v, therefore:
|Fn| ≤ 2
n
∏
v∈A
2|N¯(v)| − 1
2|N¯(v)|
≤ 2n
(
2∆+1 − 1
2∆+1
) n
1+∆2
= (2− ε∆)
n,
and the time bound for the algorithm follows.
D
N¯(D) A1 A2
Figure 4: Notation in the proof of
Lemma 4.1
Now we show how to bypass the maximum degree
assumption. Note that if an irredundant set is a dominat-
ing set, it is inclusion–maximal. Moreover an inclusion–
minimal dominating set is an inclusion–maximal irredun-
dant set. Assume that G admits a dominating set of size
not greater than 149/300n. Then the algorithm stops be-
fore or at the step k = 149/300n and up to this point con-
sumes O∗(
( n
149/300n
)
) = O(1.999956n) time. Therefore
we may consider only the case where every dominating
set in G is of size greater than 149/300n.
The following structural lemma is crucial for the anal-
ysis.
Lemma 4.1. Let G = (V,E) be a graph with n vertices that contains no dominating set of
cardinality smaller than 149/300n. Then there exists a set A ⊂ V satisfying:
1. A is an independent set and the neighbourhoods {N¯(v) : v ∈ A} are disjoint,
2. every vertex in A has degree at most 6,
3. |A| ≥ 41n/9800.
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Proof. We construct a dominating set D greedily. Start with D = ∅. In a single step, take any
vertex v that adds at least 3 new vertices to N¯(D), i.e. |N¯(D ∪ {v}) \ N¯(D)| ≥ 3, and add v to
D. This algorithm stops at some point and let A1 = V \ N¯(D), i.e. the vertices not dominated
by D. For every vertex v we have |N¯(v) ∩ A1| ≤ 2, since D cannot be extended any more. In
particular, every vertex in G[A1] has degree at most 1, so G[A1] is a graph of isolated vertices
and isolated edges. LetA2 be any inclusion–maximal independent set in G[A1], i.e. A2 contains
all isolated vertices of G[A1] and one endpoint of every isolated edge. A2 is an independent set
in G, too.
Let us now note that D ∪ A2 is a dominating set in G, since A2 dominates A1. Therefore
|D| + |A2| ≥ 149/300n. Note that, by the construction procedure of D, we have |D| ≤
1
3 |N¯ (D)| =
1
3 |V \ A1|, so:
149/300 ≤
|D|+ |A2|
|V |
≤
1
3
−
|A1|
3|V |
+
|A2|
|V |
≤
1
3
+
2
3
·
|A2|
|V |
.
Therefore |A2| ≥ 49/200n.
Now recall that every vertex in V has at most two vertices from A1 in its closed neigh-
bourhood. Therefore, every vertex in V has at most two neighbours in A2. Let n7 be the
number of vertices in A2 with degree at least 7. By counting edge endpoints we obtain that
7n7 ≤ 2(n − |A2|) ≤ 151/100n and n7 ≤ 151/700n. Let A3 ⊂ A2 be the set of vertices of
degree at most 6. Then |A3| ≥ 41/1400n.
Now construct A ⊂ A3 greedily. In a single step, add any v ∈ A3 to A and remove from
A3 the vertex v and all vertices that share a neighbour with v (recall that A3 is an independent
set). Since the vertices in A3 have degree at most 6 and every vertex in V is a neighbour of
at most two vertices in A3, then at one step we remove at most 7 vertices from A3. Therefore
|A| ≥ 41/9800n.
The bound for our iterative-DFS algorithm is now straightforward. Note that for every non–
isolated vertex v at least one point from N¯(v) does not belong to an irredundant set. By Lemma
4.1 we obtain 41/9800n disjoint sets {N¯(v) : v ∈ A}, such that all these sets are of size at most
7 and no N¯(v) can be contained in an irredundant set. Therefore the total number of irredundant
sets is bounded by:
2n ·
(27 − 1
27
) 41n
9800
= O(1.99994n).
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