I show that specification tests for correlated fixed effects developed by Hausman and Taylor extend in an analogous way to panel data sets with endogenous regressors. Given panel data, different sets of instrumental variables can be used to construct the test. For a simple class of models, the test in many cases is asymptotically more efficient if an incomplete set of instruments is used. However, in small samples one may do better using the complete set of instruments. Monte Carlo results demonstrate the likely gains for different assumptions about the degree of between and within variance in the data.
Introduction
Following early work by Hausman (1978) and Hausman and Taylor (1981) , specification testing for correlated fixed effects in panel data models is now a standard tool for researchers. To date, the test as derived in the latter paper has not allowed for the possibility of endogenous right-hand side variables. In this paper, I extend the results of Hausman and Taylor (1981) to the case where right-hand side variables are assumed to be endogenous (specifically, correlated with the time-varying component of the error structure). It turns out that the IV analogous specification tests for correlated fixed effects given in Hausman and Taylor (198 1) are applicable in this context. However, it is important to specify the instrument set appropriately for the test. Perhaps surprisingly, for a simple class of models that I consider, the more powerful test statistic in many cases uses an inefficient estimator. Asymptotically, while the variance used to construct the test statistic will be greater than the variance associated with using a more efficient estimator, its asymptotic bias will also be greater as the null hypothesis of no correlation is violated. The increase in bias more than offsets the increase in variance thereby leading to a more powerful test statistic.
The next two sections derive this asymptotic result for a simple model. I then consider the small-sample properties of the different test statistics under different assumptions about the quality of the instrument and the degree of correlation between the fixed effects and the instrument by means of a Monte Carlo experiment. Finally there is a brief conclusion.
The model and test
The model under consideration is , where Yi is a T x 1 vector of observations on the ith individual. This equation is part of a simultaneous system and by assumption some columns of X are correlated with E. It is assumed that was some (possibly all) columns of X are also correlated with the individual effects. There is a set of instruments Z, a matrix NT x L, L 2 k, valid in the sense that Z is correlated with X but uncorrelated with E. It is assumed that columns of X which are uncorrelated with E are contained in 2. The present purpose is to test whether Z is correlated with the individual effects. Specifically, I consider the hypotheses:' 'An alternative null hypothesis which appears less restrictive is plima.., xy=, {Zr .aJN} = 0
where Zi is the average over time of the observations of Zi,. However, Amemiya and McCurdy (1986) note that the assumptions under the two null hypotheses are equivalent if one also assumes that the estimator for /I continues to be consistent when estimated using any T -1 of the T time periods. While there may be circumstances in which this second set of T -1 assumptions fails to hold while the assumption that plim c$ r Zj. ai/N = 0 holds, it seems reasonable to believe this is an unusual case. Hence I argue that for our purposes the null hypothesis in the text is not overly restrictive. Whether the additional 7' -1 assumptions implied by this null hypothesis hold or not is in fact an empirical manner. A specification test can easily be constructed to test their validity.
Given the loss of information resulting from the use of the within or first difference estimators to eliminate correlated fixed effects, there is a large gain possible if one can assume the null hypothesis. In this case, the GLS-IV estimator will be more efficient.
Letting u = a @ + + E, then or E(uu') = D = TO,2 P, + 0; INT,
E(uu') = 0: P, + 0,' Q", (2') where a: = Taz + a:, P, = (IN 0 eT S&)/T, and Qv = I -P,. For future reference, I use the fact that 52-i12 = a; 1 P, + a; ' Qu and denote Sz-'j2 by H. P, X replaces the observations for each column of X by the average of the observations for each individual over time. Q"X replaces the observations by the deviations from the time averages. First note that the Hausman-type specification test, comparing the GLS-IV estimator with the fixed effects (within) estimator, can be constructed using the within and the between estimators. Define the operator PA as the projection operator:
If Z is a set of variables uncorrelated with E, there are different possible instrument sets that I can use. Following the general approach of Cornwell, Schmidt, and Wyhowski (1993) (CSW), I consider instrument sets of the form 2 = [Q,Z,P, B] where B is defined as a matrix of potential instruments. The GLS-IV estimator is given by
Some simple algebra (see Appendix A) shows that the GLS-IV estimator is a matrix weighted average of the within IV estimator (flz) and the between IV estimator @') . That is, &=nfl;+(z-/I)/??,
where
In Eqs. (5) and (7), 8 = [X;.rf;, . . . Xi]', where Xi. is the mean of the T observations on X for the ith individual (and similarly for B, Y, and Z). That Eq. (4) holds should not be surprising as it is simply the IV analog to the result for OLS estimators derived in Maddala (1971) . (8) can be constructed. Under the null, m is distributed as a chi-square statistic with k degrees of freedom. Simple algebra using Eq. (4) shows that m can be written as m= (&fJ -&y) '(Vw + v,,-qpg -f&y) .
One advantage of the latter formulation of the test statistic is that the covariance matrix of the difference between the between and within estimators is easier to compute. While the cov(flzrs -&?) is equal to Vw -l&s if /?zLs is asymptotically efficient, the estimated difference of the covariance matrices may not be positive definite in small samples. This equivalent formulation of the chi-square test statistic generalizes a result of Hausman and Taylor (1981) to allow for IV estimation.
To this point, I have considered instrument sets of the general form [Q. 2, P, B]. Now I turn my attention to the choice of B. An obvious choice for B is 2 itself. Then 2 = [Q" 2, P, Z]. In other words, the instruments Z are used twice: first as deviations from their time means and then as the time means themselves. This is essentially the Hausman-Taylor (HT) estimator discussed in Breusch, Mizon, and Schmidt (1989) and Cornwall, Schmidt, and Wyhowski (1993) . However, since the values of Zi, are uncorrelated with the individual effects for each t under Ho, then each of the T N x L matrices Z,, where z, = [z;,, . . . ,ZAl]', can be used as instruments for X,. As a result, more instruments are available which cannot decrease the efficiency of the GLS-IV estimator. Under the null hypothesis that individual values of Z are uncorrelated with the individual effects for all values of t, then the instrument set B = Z* provides more efficient estimates of p, where Z* is formed as in Breusch, Mizon, and Schmidt (1989) .' That is Z* is an NT x TL matrix:
Note that Q"Z* = 0 and P,Z* = Z*. Hence, 2 = [Q"Z,Z*] and &.Ls constructed using Z* will be more efficient than if constructed using P,Z. CSW refers to this estimator as the Amemiya-McCurdy (AM) estimator.
*Z* is defined as S* in Eq. (7) of Breusch, Mizon, and Schmidt (1989) . The instrument set [QyZ,Z*] defined below is analogous to set B" in Theorem 2 of their paper. While a more efficient instrument set may exist, analogous to the set D in Eq. (8) of B-M-S, for the purposes of this paper all that is needed is that the estimator using Z* be more efficient than the estimator using P,Z.
One might imagine that the appropriate specification test should employ the more efficient GLS estimator to obtain greater power. However, this need not be the case. A reduction in the variance of the difference of the within and between estimators will indeed increase the power of the test. Given the greater efficiency of the between estimator using Z* rather than 2, the variance will decrease. However, the asymptotic bias may also increase when a less efficient estimator is used. If, for example, the bias increases at the same rate as the variance as the null is violated when using a less efficient estimator, then the power will increase since the test statistic is quadratic in bias but linear in variance. The next section considers the asymptotic efficiency of the test statistic formed with different instrument sets for a particularly simple class of data processes to illustrate this point.
Asymptotic efficiency
To illustrate the point that the statistic for testing correlated fixed effects may be more powerful when an inefficient estimator is used, I consider a simple scalar model with one explanatory variable and one instrument:
I will occasionally refer to a: and oz which equal ot/( 1 respectively. I assume that q is uncorrelated with E. This is a particularly simple structure for the data generation process, but it has the appealing property that as yi increases from 0 towards 1 an increasing fraction of the variance of the random variable is due to the variation across individuals.4 Since panel data are often slow-moving over time, the performance of the specification test at high levels of yi is of considerable interest. I exclude the possibility that yi = 1. A more general model would allow some variables to be nonstationary. However, the greater model complexity would obscure the essential results without adding much in the way of insights.
Define the between estimator using the mean of the instrument as /?", and the between estimator using Z* as jAAM. Under the null hypothesis, the asymptotic variance of ,/%& is given by 
I.
Consider local alternative of the form gza # 0 and figza -+ $ < co as N approaches co. Under the null hypothesis, the probability limit (as N + co) Of/?:-& is zero and m is chi-square with one degree of freedom. Under the alternative hypothesis, m is distributed as a noncentral chi-square random variable with one degree of freedom and noncentrality parameter 6 where 6' = q'M_ ' 4,4 is the probability limit of 3
(&" -fly), and M is its asymptotic variance (see Scheff, 1959) . Let 4i equal 4 with Ji substituted for j?r (i = HT, AM). The asymptotic biases for the two estimators using the different set of instruments are 
If yX = yz, it is straightforward to show that vu, = VA, and that &T = C&M leading to the following proposition:
Proposition I. Giv_en the m_odel in Eqs. (IO)-(21) and the assumption that yx = yz, the two estimators PnT and PAM are equally efficient asymptotically and the power of the specification test of the hypothesis that the instrumental variables are uncorrelated with the individual efSects is unaflected by the choice of instrument set.
Proof. See Appendix B.
As yX -yL diverges from zero, the variances and power of the specification test begins to differ. Since vu, -VA, is positive definite, it would appear that the power of the specification test should increase using Z* as the set of instruments. However, it will turn out that &T may also be greater than qAM which will increase the power of the test using the means of Z as instruments. For yX > 0, this result is formalized in the following proposition.
Proposition 2. Zf yx > 0 and yz = 0, then the asymptotic power of the test statistic using Z as instruments is greater than the power using Z* as instruments.
Proof.
See Appendix B.
Proposition 2 illustrates very clearly the trade-off between decreased efficiency and greater bias in moving from an efficient to an inefficient set of instruments. Increasing the asymptotic bias (4i) will increase the power of the test. With yX > yz = 0, the bias of each statistic is proportional to the variance (4i = Kn, i = HT, AM, where I is a k x 1 vector). Since the power of the test statistic is quadratic in bias and linear in the inverse of the variance, the power must increase as the bias and inverse of the variance increase at the same rate.
I now turn my attention to the case where yX = 0 and yz > 0. Some tedious algebra shows that the asymptotic bias for the test statistic under the alternative hypothesis is greater when Z is used as the set of instruments. Again, the variance of the between estimator is greater when Z is used. In this case it is difficult, however, to show that the power of the test is greater when Z is used as the instrument set rather than Z*. In the simple case where k = L = 1 a grid search shows that the test statistic using Z is more powerful than when .Z* is used.
The increase in power is quite dramatic as illustrated in Fig. 1 . Let the covariance of Z and c1 be equal to half the variance of Z. At yz = 0.8 and T = 7, the increase in the number of rejections is 41% (power equals 0.14 versus 0.10) and declines to 26% at T = 16 (power is 0.33 versus 0.26). At yz = 0.9, the test using the mean of the instruments rejects nearly twice as often as when the instruments for each time period are used separately. Note that at yz = 0.9 and T = 7,80% of the variation in the data occurs across individuals rather than for individuals across time. It is quite typical for many panel data applications to lose 80% of the variance in the data when using the fixed effects estimator. Fig. 2 graphs the efficiency gains from using the means of the instruments when T = 5 and yX and yz vary between 0.1 and 0.9. As pointed out above, the tests perform equivalently when yx = yz and the test using the means of the instruments performs better as the two autocorrelations move apart. However, the improvement is not dramatic with a maximum improvement of less than 32%. This raises the issue of the performance of the tests in small samples. I turn my attention to this issue in the next section.
Small-sample characteristics of the test
Specification test statistics in general have been criticized for having low power (e.g., Holly, 1982; Newey, 1985) . One might expect that the power of the test would deteriorate further as a result of the additional noise from the instrumenting of variables in X. To consider how well the test works in practice, I present results from a Monte Carlo experiment. I consider a simple model with k = L = 1, set p equal to 1 in Eq. (1) and take draws from a normal distribution for Xir* Zit, sit, and C(i, each with mean 0. The first three variables have variance 1 and Cli has variance l/T. The covariance of Z and E is zero while the other covariances vary from experiment to experiment.5 After generating the data, I compute the within and between estimates of /I, their variances, and the chi-square test (which has one degree of freedom).6 I repeat the process 1000 times for each model.
For the first set of results, I set yx = yz = 0. With these assumptions, the noncentrality parameter, 6', is given by the formula ~?~=t+b=T= $+ .
( 1 (16) The asymptotic power of the test increases with more time periods, and with a higher correlation between the time means of the instruments and the individual effects. Note that the tests should perform equally well based on the results from the last section. Table 1 presents Monte Carlo results with N = 200 and T = 5. Cov(Xi,, E(t) = 0.4 and CT,, and (T,, vary from 0 to 0.06 and 0.1 to 0.7, respectively. The numbers in each cell show the fraction of times the null hypothesis is rejected due to m in Eq. (9) exceeding the 5% critical value for a chi-square random variable with one degree of freedom. The top number in each cell presents results using the mean of Z as the instrument set, while the bottom number uses the set Z*. For future reference, call the first test statistic mm and the second statistic I?1AM. The first column in the table shows the computed size of the test. Note that neither of these tests has a computed size near 5% at very low levels of correlation between Z and X. This is suggestive of the results of Nelson and Startz (1990a, b) who have shown that the distribution of IV estimators diverges dramatically from the asymptotic distribution in the presence of poor instruments.
The remaining columns in Table 1 show the power of the test in the face of increasing correlation of Z with ~1. In nearly every case, the power of mAM is higher than that of ll~i+T. The increase in power can be significant, particularly with poor instruments. These results are striking given the number of individuals in the data set (N = 200) as well as the fact that mAM has the same distribution asymptotically as &iT. Clearly, in the case where yx = yz = 0, the main advantage of mAM over mHT lies in its performance in the presence of poor instruments.
These results show that in the case where asymptotically the two formulations of the chi-square test should give equivalent results, the test statistic using the more efficient estimator is a more powerful test statistic. However, Proposition ' I have also experimented with varying the variance of xi. The results are not qualitatively different.
6 Equivalently, I could take the square root of the statistic and use the standard normal distribution. Constructing the experiment with one degree of freedom allows me to avoid issues of direction in defining the local alternative which affect the power of the test. 2 states that in cases where yx > 0 and yz = 0, then the test statistic using the less efficient estimator is more powerful. Table 2 presents Monte Carlo results in the case that yx = 0.9 and yz = 0. Recall that this implies that 80% of the variance in X is lost when the fixed effects estimator is used. In all other respects, the model is the same as in the first experiment. Table 2 shows the power of the two test statistics. The clear advantage of m HT over mAM is evident here. While both test statistics have the correct size at moderate levels of correlation between Z and X, the power of m HT is greater than the power of mAM in every case conditional on the alternative. The increase in power can be quite substantial even in the presence of good instrumental variables. The power of the test using the inefficient between estimator in the case where oxz = 0.7 and ozx = 0.18 is 0.942 compared to a power of 0.791 when the efficient between estimator is used to construct the chi-square test. This suggests that in cases where there is significant time variation for the instrumental variable, while there is little time variation for the explanatory variable, one should consider using the inefficient between estimator construct the chi-square statistic to test for correlation between the instrumental variables and the individual effects. The final sets of Monte Carlo results provide guidelines for generalizing the results of Propositions 1 and 2 along with the Monte Carlo results of Tables 1 and 2. In Table 3 , I fix the convariance of Z and c( at 0.09, the covariance of Z and X at 0.70 and the covariance of X and E at 0.40 and vary yx and yz from 0 to 0.90. In all cases where yx > yz, ~~ZHT has higher power than mAM. Again, the increase in power can be quite dramatic (e.g., yx = 0.9, yz = 0.25). This suggests that where is more time variation in the instrumental variables than in the explanatory variables, the test statistic should be computed using the inefficient between estimator. Where yx equals yz, there is no clear result with both test statistics performing about the same, as Proposition 1 suggests they should. As yz becomes larger than yX, it becomes more likely that the mZAM OUtperfOrmS mm though the improvement is not large until yz is much greater than yX. Given the large number of possible configurations to consider, it is difficult to generalize broadly to cases where k and L exceed 1. As a first pass at broadening the findings of the previous tables, Table 4 presents results from a model in which k = 1 and L = 3. I fix yX at 0.5 and range y for the instrumental variables. The first instrument has an autocorrelation coefficient equal to y1 and the next two instruments have a coefficient of yz. In cases where both y1 and y2 are less than yX, mm has higher power than m AM. Similarly, when both y1 and y2 are greater than yX, mAM has higher power than mnr in three of four cases. These results are consistent with the results in Tables 2 and 3 . In cases when 72 > yx > 71, mAM o"tprforms mHT when y2 is very large (0.9). When yr > yX > y2, mm tends to outperform m AM, though not by a large margin. These results suggest a tendency for m HT to Outperform mAM when there are a number of instrumental variables with a greater fraction of within group variation than between groups variation -again consistent with the results in Tables 2 and 3. While the results presented here are from a particularly simple model, they illustrate an important point. In certain circumstances one can improve on the power of a specification test for correlated fixed effects by using an inefficient estimator.
Conclusion
Testing for correlated individual effects has become increasingly important with the greater use of panel data sets. This paper shows that the type of specification test often employed in models where all the explanatory variables are considered exogenous carries over in a straightforward manner to models with endogenous explanatory variables. However, greater attention must be paid to the quality of the instruments used for the explanatory variables if the actual size and power of the test statistic is to correspond to the theoretical size and power.
The between estimator used in the specification test can be constructed with different sets of instruments. In many cases, a larger set of instruments leads to a more powerful test statistic. However, it is often the case that the more powerful test statistic uses a reduced set of instruments for the between estimator. While the variance of the test statistic is driven up in this case, so is the asymptotic bias which can more than offset the increase in variance. Such a case happens when the explanatory variables are slow moving over time while the instruments are not. In this case, there is a distinct advantage to constructing the specification test using the less efficient estimator to take advantage of its greater asymptotic bias.
These results have been shown in a simple model with one explanatory variable and one instrument. The model is easily extended to the matrix case where the autoregressive parameter is scalar. While the model does not directly generalize to allow for independent autoregressive paramters for individual explanatory variables or instruments or for nonstationary variables, I conjecture (and show in one example) that the basic insight is unchanged: in many cases more powerful statistics for testing correlated fixed effects can be constructed by using less efficient estimators.
Appendix A

Relationship between GLS-IV, within-IV, and between-IV estimators
Define instrument set 2 = [Q"Z,P,B], where B is an NT x A4 matrix with the property that the columns of P,B are legitimate instruments for the regression in Eq. (1) (i.e., uncorrelated with E but correlated with X). As noted in the text, the GLS-IV estimator is given by B AzLs = (X'H'PfHX)_' X'H'PZHY. Qv Y = QvXfl + Que. 'Pe, zX, , 64.7) then it follows immediately that P ~&=/ifl{+(z-/I)p^~. (A.8)
Eq. (A.8) shows that the GLS-IV estimator can be written as a matrix weighted average of the within-IV and the between-IV estimators and is the IV analog to the result for OLS estimators presented in Maddala (1971) .
Appendix B
Proof of Proposition I.
Let yX = yz = y < 1. Therefore a, = b, and B-' is given by where Fi is the ith element of F. Since a, = C:=r y'-i, it is easy to show that a, -ya,_ 1 = 1. Therefore, 
