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Zusammenfassung
F

ur das HERA-B Experiment am HERA-Protonenring des DESY in Hamburg ent-
wickelt der Lehrstuhl f

ur Informatik V die Hard- und Software der ersten Trigger-
stufe. Ziel des Experiments ist der Nachweis der CP-Verletzung, einer Asymmetrie
physikalischer Gesetze bez

uglich Materie und Antimaterie, bei Zerf

allen massereicher
Teilchen, die ein b-Quark enthalten. Zur Kompensation der geringen Produktions-
wahrscheinlichkeit dieser Teilchen arbeitet das Experiment bei einer Ereignisrate von
10 Mhz. Dies erfordert ein mehrstuges Datennahme- und Triggersystem, das hoch
selektiv und eÆzient die interessanten Ereignisse herausltert. F

ur ihre Entscheidung
verf

ugt die erste Stufe

uber 9 s, in denen aus den Medaten Spuren rekonstruiert
und Spurparameter berechnet werden m

ussen. Sie wird als Multiprozessorsystem
mit massiv paralleler und gepipelineter Architektur aufgebaut. Es besteht aus ca.
80 diskret aufgebauten, asynchronen Spezialprozessoren, die durch einen speziellen
Bus miteinander verbunden sind,

uber den sie Nachrichten austauschen. Die Detek-
tordaten werden mit einer Rate von 1 Terabit/s

uber etwa 1600 optische Verbindun-
gen zu dem System

ubertragen. Bei Vollast k

onnen damit 600 Millionen Spuren/s
rekonstruiert werden, die mittlere Last liegt etwa eine Gr

oenordnung darunter.
Es gibt drei verschiedene Prozessortypen, die jeweils auf Spurrekonstruktion, Pa-
rameterberechnung und Triggerentscheidung spezialisiert sind. Die Prozessorboards
sind als VME-Einsch

ube ausgef

uhrt, die zus

atzlich einen Mikroprozessor zur Steue-
rung besitzen. Insgesamt besteht das heterogene Rechnersystem zur

Uberwachung
und Steuerung des Triggers aus etwa 90 Rechnern, die

uber VME-Bus oder Ether-
net miteinander kommunizieren. W

ahrend die zentrale Server-Workstation und die
VME-Host-Rechner mit Unix-Systemen betrieben werden, besitzen die Board-Mikro-
prozessoren kein Betriebssystem und nur den VME-Bus als Schnittstelle nach auen.
Im Rahmen dieser Arbeit wurde eine Entwicklungs- und Laufzeitumgebung imple-
mentiert, die das Programmieren dieser Rechner in C und, durch Kapselung der
VME-Bus Kommunikation, die Verwendung der C-Standardbibliothek erlaubt.
Weiterhin wurde ein Prototyp f

ur ein zentrales Trigger-Steuerprogramm, mit gra-
scher Benutzerober

ache und Netzwerkkommunikation zu den einzelnen Board-
Prozessen, in der Skriptsprache Tcl/Tk entwickelt.
F

ur Hardwaretests, die Inbetriebnahme und physikalische Fragestellungen wird eine
Simulation der ersten Triggerstufe und der ihr vorgeschalteten drei Pretriggersyste-
me, die an anderen Instituten entwickelt werden, ben

otigt. Im Rahmen der Arbeit
wurde ein objektorientiertes Framework als Basis eines gemeinsamen Simulations-
programms entwickelt. Mit seiner Hilfe k

onnen logische Simulationen digitaler Schal-
tungen implementiert werden. Es wird von den verteilten Gruppen eingesetzt, um
auf koh

arente Weise ihre Subsystemsimulationen zu entwicklen und die einzelnen
Teile anschlieend in einer Gesamtsimulation zusammenf

ugen zu k

onnen.
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Kapitel 1
Einleitung
Neue Experimente in der Hochenergiephysik stellen immer h

ohere Anforderungen
an die elektronische Datenverarbeitung. Die Experimente geh

oren zu den anspruchs-
vollsten Anwendungen

uberhaupt und bewegen sich an der Grenze des technisch
Machbaren.
Die Eingangs-Datenraten der Datennahmesysteme liegen momentan in der Gr

oen-
ordnung von Terabytes pro Sekunde. Die Triggersysteme m

ussen unter Echtzeitbe-
dingungen automatische Analysen dieser Daten vornehmen. Da dies die Rechenlei-
stung einzelner Computer um viele Gr

oenordnungen

ubersteigt, werden f

ur diese
Aufgaben parallele Rechnerarchitekturen eingesetzt.
Zuk

unftige Datennahmesysteme basieren daher auf mehrstugen (in der Regel drei
bis vier) Pipeline-Architekturen [59]. Dabei wird in jeder Stufe der gesamte Daten-
satz einer Messung zwischengespeichert, w

ahrend die zugeordnete Triggerstufe an
der Entscheidung

uber die Weitergabe der Daten zur n

achsten Stufe arbeitet.
Entsprechend sind die Triggersysteme ebenfalls mehrstug aufgebaut und operie-
ren auf den vom Datennahmesystem zur Verf

ugung gestellten Informationen. Dies
beginnt in der ersten Stufe, die ihre Mustererkennungsaufgaben aus den Meda-
ten mit Bearbeitungszeiten in der Gr

oenordnung von s wahrnehmen mu. Solche
Verarbeitungsgeschwindigkeiten lassen sich nur mit kommerziell nicht erh

altlichen
Speziall

osungen, die in ihrer Hardwarearchitektur an die spezielle Aufgabe angepat
sind, erreichen. Es endet in der letzten Stufe mit Rechner-Farmen, die aus kommer-
ziell erh

altlichen, mikroprozessorbasierten Systemen aufgebaut sind, unter normalen
Unix-Versionen betrieben werden und f

ur eine Analyse Zeiten in der Gr

oenordnung
von 100 ms ben

otigen.
Mit dem HERA-B Experiment versucht man, eine der wichtigsten oenen Fragen in
der Hochenergiephysik zu kl

aren: die Ursache der Verletzung der CP-Symmetrie, die
bereits 1964 bei Zerf

allen von K-Mesonen entdeckt wurde. Die CP-Verletzung be-
sagt, da es einen fundamentalen Unterschied in der Wirkung einer der Grundkr

afte
der Natur, vermutlich der schwachen Wechselwirkung, auf Materie und Antimaterie
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gibt. Die CP-Verletzung ist beispielsweise eine m

ogliche Erkl

arung f

ur das Fehlen
der Antimaterie im Universum [43]. Bei Symmetrie zwischen Materie und Antima-
terie h

atte bei dem Urknall jeweils gleich viel von beiden Arten entstehen m

ussen.
Da es aber nach heutigem Wissen keine gr

oeren Vorkommen von Antimaterie im
Universum gibt, mu bei dem Urknall ein Materie

uberschu entstanden sein. Die
Symmetrie ist also nicht gegeben, m

oglicherweise aufgrund der CP-Verletzung.
Das HERA-B Experiment soll die von der Theorie vorhergesagte CP-Verletzung in
Zerf

allen von B-Mesonen entdecken und vermessen. Die CP-Verletzung

auert sich
dadurch, da bestimmte Zerf

alle von B-Mesonen f

ur ein Teilchen und sein Anti-
teilchen nicht gleichwahrscheinlich sind. F

ur die Erzeugung der B-Mesonen werden
Protonen aus dem HERA-Protonenring auf ein feststehendes Target geschossen. Dies
geschieht mit einer Periode von 96 ns, und die dabei entstehenden Reaktionsproduk-
te werden mit dem HERA-B Detektor nachgewiesen. Die Mesysteme des gesamten
Detektors erzeugen eine Datenrate von 10 Terabyte/s.
1.1 Motivation
An der HERA-B Kollaboration am DESY sind zur Zeit 32 Institute aus 14 L

andern
mit insgesamt etwa 250 Wissenschaftlern beteiligt. Die Mannheimer Gruppe, in
der diese Arbeit entstand, hat im Rahmen des Experiments die Entwicklung und
den Bau der ersten Triggerstufe, des First Level Triggers (FLT),

ubernommen. Die
physikalischen Simulationen und die daraus abgeleiteten Spezikationen des FLT
werden am DESY durchgef

uhrt.
Ein groes Problem bei dem Experiment stellt das Verh

altnis von Signal zu Unter-
grund von nur etwa 10
 11
dar. Es wird daher ein sehr leistungsf

ahiges Triggersystem
ben

otigt, das eine starke Reduktion des Untergrundes bei gleichzeitig hoher Nach-
weiseÆzienz f

ur die gesuchten Ereignisse erm

oglicht. Die Ereignisrate soll in der
ersten Stufe um den Faktor 200 reduziert werden, von 10 MHz auf 50 kHz. Die
Trigger Latenzzeit der ersten Stufe darf dabei maximal 12,3 s betragen (von denen
dem FLT eektiv nur etwa 9 s verbleiben).
Die Triggerentscheidung der ersten Stufe basiert auf der Identizierung von Se-
kund

arteilchen aus Zerf

allen von neutralen B-Mesonen. Dazu mu eine Echtzeitre-
konstruktion von Teilchenspuren aus den Detektordaten durchgef

uhrt werden. Initi-
iert wird die Spurensuche des FLT grunds

atzlich durch eines der drei Pretriggersyste-
me, indem es dem FLT Informationen

uber potentiell interessante Spurkandidaten

ubermittelt. Nach erfolgter Rekonstruktion werden Spurparameter errechnet und

uberpr

uft, die rekonstruierten Spuren paarweise kombiniert und mit der invarianten
Masse des gesuchten Teilchens verglichen. Damit kann mit hoher EÆzienz selektiv
auf bestimmte Zerfallskan

ale getriggert werden.
Diese Anforderungen k

onnen nur mit einem Spezialrechner erf

ullt werden, dessen
Hardware f

ur diese Aufgabenstellung optimiert ist. Der FLT wird deshalb als Multi-
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Abbildung 1.1: Das Foto zeigt ein Prozessorboard f

ur die Spurensuche in einem
Experimentier-Crate. Von der R

uckseite steckt ein Kommunikationsboard f

ur Verbindun-
gen zu anderen Prozessoren an dem VME-Steckplatz.
prozessorsystem mit Pipeline- und massiver Parallel-Architektur realisiert, das aus
etwa 80 VME-Bus-Boards der Gr

oe 36 x 39 cm
2
besteht. Es werden drei verschie-
dene Typen von Spezialprozessoren eingesetzt: je einen f

ur die Spurensuche, die
Spurparameter-Berechnung und die Triggerentscheidung. Ein Prozessorboard zur
Rekonstruktion von Teilchenspuren zeigt Abbildung 1.1.
Die f

ur die erste Stufe relevanten Detektordaten werden mit 1600 Glasfaserverbin-
dungen 60 m weit vom Detektor zu den Spursuche-Prozessoren des FLT-Systems

ubertragen. Insgesamt wird, zusammen mit den Kontrollinformationen, eine Daten-
rate von etwa 1,2 Terabit/s erreicht.
Das System ist modular und exibel aufgebaut und kann bei Vollast in der geplan-
ten Konguration bis zu 600 Millionen Spuren/s rekonstruieren. Die Prozessoren
arbeiten asynchron und tauschen die Spurdaten

uber ein spezielles Bussystem aus.
Sie sind diskret aus programmierbaren Logikbausteinen aufgebaut, f

ur Berechnun-
gen werden haupts

achlich Tabellen verwendet. In den vorberechneten Tabellen mu
dann nur noch das Ergebnis nachgeschaut werden, was eine hohe Verarbeitungs-
geschwindigkeiten und eine gewisse Flexibilit

at erm

oglicht. Jedes Prozessorboard
besitzt zus

atzlich einen MC68020 Prozessor f

ur Initialisierung, Kontroll- und Steu-
eraufgaben.
Die Boards sind in neun VME-Crates untergebracht, die mit jeweils einem Host-
Rechner ausgestattet sind, der unter einem Echtzeit-Unix-System (LynxOS) betrie-
ben wird. Eine zentrale Unix-Workstation (Linux) dient als Boot- und Fileserver f

ur
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das ganze System. Die Steuerung des Triggers und die Entwicklungsumgebungen f

ur
die Software werden ebenfalls von der Workstation aus bedient.
Insgesamt bildet die Umgebung des FLT ein verteiltes vernetztes heterogenes Rech-
nersystem. Die Heterogenit

at ist durch die verschiedenen Prozessortypen (MC68020,
MC68060, PowerPC604, Pentium), Betriebssysteme und die unterschiedlichen Schnitt-
stellen (VME-Bus, Ethernet) begr

undet.
F

ur den Betrieb, den Test der Hardware und die Simulation dieses komplexen Sy-
stems sind umfangreiche Softwareentwicklungen notwendig.
1.2 Zielsetzung
Schwerpunkt dieser Arbeit ist die Konzeption der generellen Softwarearchitektur f

ur
den FLT nach dem Stand der Technik und die Implementierung der Teile, die in die-
sem Konzept der Systemsoftware zugeordnet werden. Die Systemsoftware setzt sich
aus Basis-Softwarekomponenten zusammen, auf denen dann die einzelnen speziellen
Applikationen, zum Beispiel Test- oder Betriebsprogramme aufbauen. Damit legt sie
nat

urlich deren Struktur in weiten Teilen fest, entbindet aber den Entwickler davon,
sich mit immer wiederkehrenden Dingen, wie zum Beispiel der VME-Bus Kommuni-
kation, auseinandersetzen zu m

ussen. Dies reduziert den Entwicklungsaufwand und
das ben

otigte Hintergrundwissen.
Die Systemsoftware beinhaltet eine Entwicklungs- und Laufzeitumgebung f

ur C-
Programme auf den 68K-Boards. Die Laufzeitumgebung enth

alt eine an die Trig-
gerhardware angepate Version der C-Standardbibliothek, die einen Teil der Unix-
Betriebssystemschnittstelle

uber den VME-Bus auf die Board-Rechner exportiert.
Weiterhin geh

oren zu der Systemsoftware die Komponenten f

ur die Kommunikation
der verteilten Prozesse

uber Ethernet oder VME-Bus. F

ur die zentrale Steuerung
und

Uberwachung des Gesamtsystems wird ein komfortabel zu bedienendes Pro-
gramm mit grascher Benutzerober

ache ben

otigt. Hierf

ur wurde das Werkzeug zur
Ober

achenentwicklung ausgew

ahlt und ein Prototyp in der Skriptsprache Tcl/Tk
geschrieben.
Bei allen Softwareentwicklungen gelten die Nebenbedingungen, da sie w

ahrend der
gesamten Aufbau- und Betriebsphase des Experiments, insgesamt etwa 8 Jahre,
benutzt und unter Umst

anden neuen Anforderungen angepat werden m

ussen. Wei-
terhin sollen nicht nur Experten der Triggerhardware in der Lage sein, das Multipro-
zessorsystem zu bedienen und die Trigger-Boards zu programmieren. Daher werden
bei allen Entwicklungen Methoden eingesetzt, um zu guten Programmentw

urfen zu
kommen und die Bedienbarkeit, Wartbarkeit und die Dokumentation der Software
sicherzustellen.
In besonderem Mae gilt dies f

ur die Simulation des Triggersystems. Hier mu das
gesamte System aus FLT und den drei Pretrigger-Systemen mit seinem zeitlichen
Verhalten simuliert werden. Teilweise baut diese detaillierte Simulation auf Kompo-
5nenten auf, die zuvor auch im Rahmen von Hardwaretests verwendet werden. Die
Entwicklung der Simulation ist auf vier bis f

unf Institute verteilt, die jeweils f

ur ihre
Subsysteme zust

andig sind.
Um diesem umfangreichen Entwicklungsprojekt unter schwierigen Randbedingungen
gerecht zu werden, werden objektorientierte Design Methoden und CASE-Werkzeuge
eingesetzt. Zudem sind mit der Verwendung von Entwurfsmustern und der Entwick-
lung eines Frameworks neueste Entwicklungen aus dem Bereich der objektorientier-
ten Softwaretechnik ber

ucksichtigt.
Im Rahmen dieser Arbeit wurde ein objektorientiertes Framework f

ur die logische
Simulation digitaler Schaltungen entwickelt. Auf seiner Grundlage programmieren
die Entwickler in den jeweiligen Instituten die Simulation ihrer speziellen Trigger-
komponenten. Das Framework setzt die Basisabstraktionen des zugrundeliegenden
Modells um und garantiert die Lau

ahigkeit der getrennt enwickelten Simulationen
der Subsysteme in einem gemeinsamen Programm.
Das folgende Kapitel gibt einen

Uberblick

uber die Fragestellungen des Experiments
und das Umfeld, in dem der FLT eingesetzt wird. Nach einer kurzen Einf

uhrung
in die physikalischen Grundlagen werden die Maschinen beschrieben, mit denen
die Teilchen erzeugt und ihre Zerfallsprodukte nachgewiesen werden. Das Kapitel
schliet mit der Beschreibung des Datennahme- und Triggersystems, in das der FLT
direkt eingebunden ist.
Kapitel 3 geht detailliert auf den FLT ein. Zuerst werden die Anforderungen an den
Trigger und der Triggeralgorithmus vorgestellt. Daran schliet sich eine Beschrei-
bung des Multiprozessorsystems an, mit dem der Algorithmus unter den vorgegeben
Randbedingungen umgesetzt wird. Es folgt der Aufbau der verschiedenen Prozes-
sorboards und ihrer Kommunikationssysteme.
Kapitel 4 beginnt mit einem

Uberblick

uber die Hard- und Software-Umgebung,
in der die ben

otigte Software f

ur den FLT zum Einsatz kommen soll. Umfang,
Entwicklungs- und Einsatzbedingungen der Software machen, in vern

unftigem Rah-
men, die Verwendung von Software Engineering Methoden sinnvoll. Als erster Schritt
hierzu wurde ein Gesamtkonzept entworfen, das eine Analyse des Bedarfs an Soft-
ware f

ur den FLT vornimmt und eine klare Modularisierung der Software zum Ziel
hat.
Kapitel 5 beschreibt die Implementierung einer Umgebung zum Erstellen und Ab-
laufenlassen von C-Applikationen f

ur die Prozessorboards. Es beinhaltet auch eine
Anbindung der Board-Prozesse an das Netzwerk. Die Netzwerkkommunikation er-
folgt mit einem zentralen Steuerproze. Ein Prototyp f

ur diesen Proze mit grascher
Benutzerober

ache wird in Kapitel 6 vorgestellt.
Kapitel 7 befat sich mit dem objektorientierten Framework, das f

ur die Implemen-
tierung der Subsystemsimulationen entwickelt wurde.
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Kapitel 2
Das HERA-B Experiment
In diesem Kapitel wird gezeigt, wie die in der Einleitung angesprochene CP-Verletz-
ung in das Standardmodell der Elementarteilchenphysik einzuordnen ist und warum
man hot, gerade bei Zerf

allen von B-Mesonen neue Erkenntnisse dar

uber zu er-
halten. Anschlieend wird dargestellt, welcher Weg bei dem HERA-B Experiment
gew

ahlt wurde, um die ben

otigten B-Mesonen zu erzeugen und welche apparativen
M

oglichkeiten f

ur ihre Erzeugung zur Verf

ugung stehen. Schlielich wird ein

Uber-
blick

uber den Detektor gegeben mit dem die B-Mesonen und ihre Zerfallsprodukte
nachgewiesen werden. An den Detektor schliet sich ein

auerst leistungsf

ahiges Sy-
stem zur Datennahme und automatischen Analyse der Detektordaten an, zu dessen
Bestandteilen auch der First Level Trigger geh

ort.
2.1 CP-Verletzung von B-Zerf

allen im Standard-
modell
Das Standardmodell der Elementarteilchenphysik beschreibt die elementaren Bau-
steine der Materie und ihre Wechselwirkungen in bisher nie gekannter Genauigkeit
und Vollst

andigkeit.
Alle Materie und der gesamte, zum Beispiel in Beschleunigern erzeugbare, hadro-
nische Teilchenzoo lassen sich auf zwei Gruppen von elementaren Teilchen zur

uck-
f

uhren: sechs Quarks und sechs Leptonen. Zusammenen mit ihrem jeweiligen An-
titeilchen ergibt dies 24 elementare Bausteine aus denen alle bekannten Teilchen
aufgebaut sind.
Die Wechselwirkungen werden durch nichtabelsche Eichtheorien beschrieben: die
Quantenfeldtheorien der starken- und elektroschwachen Wechselwirkung. In diesen
Theorien sind die Ursache der Kr

afte jeweils Ladungen und die Kraft

ubertragung
erfolgt durch, f

ur die Ladungsart spezische, Austauschteilchen.
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Nach heutigem Kenntnisstand gibt es keine gesicherten, ernstzunehmenden Abwei-
chungen zwischen den experimentellen Daten und den Vorhersagen des Standardmo-
dells [30]. Viele der Schl

usselkonstanten des Modells sind mit sehr groer Genauigkeit
bekannt. Die Korrektur der Feinstrukturkonstanten auf Eekte der Vakuumpolarisa-
tion und die Masse des Higgs-Teilchens stellen nunmehr die gr

oten Unsicherheiten
f

ur theoretische Vorhersagen dar. Momentan versucht man durch immer genauere
Experimente die Vorhersagen zu

uberpr

ufen, um m

oglicherweise auf Eekte jenseits
des Standardmodells zu stoen. Dies f

uhrt zu den drei wichtigsten ungel

osten Fragen
im Zusammenhang mit dem Standardmodell:
1. Die Existenz des Higgs-Teilchens.
Sie wird postuliert um die mathematische Konsistenz der Theorie zu erm

ogli-
chen. Die obere Massengrenze des Higgs-Teilchens kann mittlerweile mit 430
GeV angegeben werden. Damit w

are es, falls es existiert, mit dem geplanten
Hadron-Collider LHC am CERN nachweisbar. [30]
2. Neutrinooszillationen.
In der aktuellen Forschung h

aufen sich die Hinweise, da sich die Neutrinosor-
ten ineinander umwandeln k

onnen. Dies w

urde bedeuten, da die Neutrinos
Ruhemasse besitzen; ein einheitliches Bild ergeben die Experimente aber noch
nicht. [30]
3. CP-Verletzung.
Die CP-Verletzung l

at sich mathematisch in das Standardmodell einbauen,
ohne aber ihre Ursache wirklich zu erkl

aren.
Das HERA-B Experiment m

ochte dem Ph

anomen der CP-Verletzung auf den Grund
gehen, indem es den Protonenstrahl von HERA f

ur die Erzeugung von B-Mesonen
nutzt. Die CP-Verletzung wurde 1964 bei Zerf

allen neutraler K-Mesonen entdeckt.
Der Eekt liegt in der Gr

oenordnung von 10
 3
und wurde bis heute nirgendwo
sonst beobachtet. Die Ursache der CP-Verletzung ist noch ungekl

art und man ver-
sucht daher die experimentelle Basis zu erweitern um ein besseres Verst

andnis die-
ses Ph

anomens zu erreichen. Der Zerfall neutraler B-Mesonen ist einer der wenigen
Prozesse in der Natur, bei dem man m

oglicherweise ebenfalls eine Verletzung der
CP-Symmetrie beobachten kann. Auerdem kann man dabei die Vorhersagen des
Standardmodells

uber den Mechanismus der CP-Verletzung

uberpr

ufen.
Wie in dem System f

ur Kaonen wird f

ur einige B-Zerf

alle starke CP-Asymmetrie
vorhergesagt. Besonders geeignet ist der Zerfall
B
0
! J= K
0
S
; (2.1)
weil er, neben der vorhergesagten starken CP-Asymmetrie,

uber die Sekund

arzerf

alle
J= ! 
+

 
bzw. J= ! e
+
e
 
und K
0
S
! 
+

 
zu einer klaren experimentellen
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d d
c
b c
s
W+
Abbildung 2.1: Der goldene Zerfall eines B
0
-Mesons durch schwache Wechselwirkung in
ein J= (c; c) und ein K
0
S
(d; s).
Signatur f

uhrt - einem Leptonpaar und einem K
0
S
-Zerfall. Der Zerfall wird deswegen
auch als
"
goldener Zerfall\ bezeichnet.
Abbildung 2.1 zeigt das Feynman Diagramm des Zerfalls. Das B
0
-Meson zerf

allt, in-
dem sein

b-Quark sich unter Abstrahlung einesW
+
in ein c-Quark umwandelt. Dabei
entstehen ein J= - (c; c) und ein K
0
S
-Meson (d; s). Die CP-Verletzung

auert sich in
geringf

ugig verschiedenen Verzweigungsverh

altnissen der Zerf

alle B
0
! J= K
0
S
und

B
0
! J= K
0
S
.
Eine zus

atzlich Schwierigkeit ergibt sich aus der Tatsache, da aus dem ladungs-
symmetrischen Endzustand nicht geschlossen werden kann, ob es sich urspr

unglich
um eine B
0
oder ein

B
0
gehandelt hat. Deshalb ist man gezwungen auch das zweite
B-Meson, das aus dem urspr

unglichen b

b-Paar entstanden ist, nachzuweisen (Ab-
bildung 2.2). Ist man in der Lage aus dessen Zerfall zu entscheiden ob es sich um
ein

b- oder ein b-Quark handelt
1
, so mu in dem goldenen Zerfall das jeweilige
Antiteilchen enthalten sein. Das zweite B-Meson wird als
"
Tagging B\ bezeichnet,
in dem gezeigten Beispiel ist es ein B
 
.
In diesen Zerf

allen der schwachen Wechselwirkung ist generell ein Quark der Ladung
2/3 und eines der Ladung -1/3 beteiligt, die ineinander umgewandelt werden. Bei
insgesamt sechs Quarks ergeben sich daraus neun m

ogliche Quarkumwandlungen.
F

ur jedes Quarkpaar ik erh

alt man eine spezische Amplitude, die Kopplungskon-
stante V
ik
, die die jeweilige Umwandlungswahrscheinlichkeit ausdr

uckt.
Die Kopplungskonstanten f

ur alle Quarkpaare lassen sich in einer 3  3 Matrix
zusammenfassen, der CKM-Matrix
2
.
CKM =
0
B
@
V
ud
V
us
V
ub
V
cd
V
cs
V
cb
V
td1
V
ts
V
tb
1
C
A
(2.2)
1
Wenn der Nachweis gelingt ist dies praktisch immer der Fall, da es extrem unwahrscheinlich ist,
das das zweite B-Meson ebenfalls ladungssymmetrisch zerfallen ist.
2
Cabibbo-Kobayashi-Maskawa Quark Mischungs Matrix
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p
(820 GeV)
B0  (12
0 GeV)
B
-
D0
µ+ , e
+
 
 
(34 G
eV)
pi+   (15 
GeV)
pi −
µ −
 , e −
µ−  , e
−
9 mm
K-
K0
1,1 m
Kaon tag
Lepton tag
Signal B
Tagging B
Abbildung 2.2: Die experimentelle Signatur des goldenen Zerfalls B
0
! J= K
0
S
(
"
Signal
B\) zusammen mit Erwartungwerten f

ur die Energie und Zerfallsl

ange der Sekund

arteil-
chen. Aus den Reaktionsprodukten ist nicht erkennbar, ob es sich urspr

unglich um ein B
0
oder

B
0
handelt. Hierzu mu das
"
Tagging B\ herangezogen werden. Das B
 
besitzt ein
b-Quark, entsprechend mu dann das
"
Signal B\ ein

b enthalten, es ist also ein B
0
.
Nach dem Standardmodell mu die CKM-Matrix unit

ar sein [49]. Die Unitarit

ats-
bedingung lautet:
X
j
V
ji
V
jk
= Æ
ik
: (2.3)
Aufgrund dieser Beziehung reduziert sich die Zahl der unabh

angigen Parameter der
CKM-Matrix auf vier. Von allen Unitarit

atsbeziehungen, die sich aus der obigen
Bedingung ergeben ist die f

ur die B-Physik relevante Gleichung
V
ud
V

ub
+ V
cd
V

cb
+ V
td
V

tb
= 0: (2.4)
Sie l

at sich in der Ebene der komplexen Zahlen als Unitarit

atsdreieck darstellen.
Dabei sind die vier unabh

angigen Parameter als drei reelle Winkel und eine ima-
gin

are Phase gew

ahlt
3
. Die Fl

ache des Dreiecks (Abbildung 2.3) ist ein Ma f

ur die
Gr

oe der CP-Verletzung.
Die Anwendung der CP Operation entspricht der

Uberf

uhrung der V
ik
in das kon-
jugiert komplexe,
V
ik
CP
 ! V

ik
: (2.5)
3
Mit Hilfe der Wolfenstein-Parametrisierung, auf die hier aber nicht n

aher eingegangen werden
soll.
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W

are die CKM-Matrix reell, dann w

are damit die schwache Wechselwirkung CP-
invariant (V
ik
= V

ik
) und die Fl

ache des Unitarit

atsdreiecks gleich Null. Die CP-
Verletzung

auert sich also in der Existenz eines Imagin

arteils der CKM-Matrix.
Bei dem Experiment geht es um den Nachweis dieses Imagin

arteils, und damit der
Unitarit

at, der CKM-Matrix. Falls er nicht nachweisbar ist, w

are dies ein Hinweis auf
eine Unitarit

atsverletzung der CKM-Matrix und st

unde im Wiederspruch zu dem
Standardmodell. Die Messungen bei HERA-B f

uhren direkt zur Bestimmung einiger
der Matrixelemente aus den Kantenl

angen und Winkeln des Unitarit

atsdreiecks in
Abbildung 2.3:
 Linke Seite des Dreiecks: Mit

Uberg

angen vom Typ b ! u kann diese L

ange
bestimmt werden.
 Rechte Seite des Dreiecks: Die L

ange kann aus der bei HERA-B mebaren
Frequenz der B
0
s
 

B
0
s
- Oszillation ermittelt werden.
 Winkel : Im Zerfall B
0
! 
+

 
ist die Asymmetrie proportional zu sin(2).
 Winkel : Im ZerfallB
0
! J= K
0
S
ist die Asymmetrie proportional zu sin(2).
0 1
α
γ β
η
ρ
Bs → Ks ρ0,Ds K B0 → J/ψ Ks
B0 → B0
B0 → pi pi, ρ pi
Vub
| λ Vcb |
Vtd
| λ Vcb |
0,2
0,4
0,6
Abbildung 2.3: Das Unitarit

atsdreieck der CKM-Matrix in der komplexen Ebene und phy-
sikalische Prozesse, aus denen sich seine Winkel oder Seitenl

angen bestimmen lassen.
2.2 Die Erzeugung von B-Mesonen
W

ahrend f

ur die Suche nach neuen Teilchen und insbesondere dem postulierten
Higgs-Teilchen immer gr

oere und energiereichere Beschleuniger gebaut werden, ist
die Untersuchung der CP-Verletzung mit B-Mesonen bei vergleichsweise geringen
12 Kapitel 2. Das HERA-B Experiment
Energien m

oglich. Man ben

otigt allerdings hohe Ereigniszahlen um die erforder-
lich Megenauigkeit zu erreichen, da die Verzweigungsverh

altnisse der interessanten
Zerf

alle klein sind.
Die beste M

oglichkeit zur Erzeugung von B-Mesonen bieten e
+
e
 
-Maschinen, die
mit der Schwerpunkstenergie der -Resonanz betrieben werden. Hier werden die
B-Mesonen praktisch ohne jeden Untergrund erzeugt - entsprechend gut lassen sich
dann ihre Zerf

alle rekonstruieren. Trotz der vergleichsweise niedrigen Energie stellt
dies jedoch neue Anforderungen an die Technologie der Beschleuniger. Zum einen
wird eine sehr hohe Luminosit

at von mindestens 10
33
cm
 
2
s
 
1
ben

otigt um die erfor-
derlichen Ereigniszahlen zu erreichen. Zum anderen mu der Speicherring asymme-
trisch bez

uglich der Strahlenergien aufgebaut werden. Dies ist notwendig, weil bei
einem symmetrischen Ring das -Teilchen praktisch in Ruhe erzeugt wird und die
B-Mesonen aufgrund ihrer kurzen Lebensdauer nur ca. 25m bis zu ihrem Zerfall
zur

ucklegen. Das Au

osungsverm

ogen heutiger Detektoren ist zu gering um diese
Zerfallsvertices zu vermessen. Dies ist jedoch notwendig, da man f

ur die Bestimmung
der CP-Asymmetrie die Zerfallszeiten beider B-Mesonen messen mu.
In einer Studie [2] wurde ein Konzept f

ur eine solche Anlage am DESY entwickelt.
Dabei werden zwei Speicherringe in dem ehemaligen PETRA Tunnel mit Strahl-
energien von 9,3 und 3 GeV vorgeschlagen. Von einer Realisierung wurde jedoch
haupts

achlich aus nanziellen Gr

unden Abstand genommen. Es gibt aber zwei Kon-
kurrenzexperimente zu HERA-B die mit asymmetrischen Speicherringen die CP-
Verletzung bei B-Zerf

allen untersuchen wollen. Bei SLAC in den USA und am KEK
in Japan bendet sich jeweils eine solche B-Fabrik im Bau.
Das HERA-B Experiment nutzt statt der e
+
e
 
-Annihilation die M

oglichkeit B-
Mesonen durch hochenergetische hadronische Wechselwirkung zu erzeugen. Die Her-
ausforderung liegt in diesem Fall in erster Linie auf der Seite des Detektors, der aus
einem sehr hohen Untergrund eÆzient die interessanten Ereignisse herausltern mu.
Der groe Vorteil ist, da der bereits existierende Protonen-Speicherring als Quelle
f

ur B-Mesonen benutzt werden kann.
Der Speicherring HERA
Der HERA Speichering am DESY in Hamburg ist der erste Beschleuniger welt-
weit, der aus zwei getrennten Ringen besteht in denen Elektronen (bzw. Positronen)
und Protonen entgegengesetzt umlaufen und zur Kollision gebracht werden k

onnen
(Abbildung 2.4). Die Ringe haben einen Umfang von 6336 m. In Tabelle 2.2 sind
die wichtigsten HERA-Parameter zusammengestellt. Der Protonenring ist mit su-
praleitenden Magneten ausger

ustet, die eine Strahlenergie von maximal 820 GeV
erm

oglichen. Der Elektronenring ist f

ur eine Energie von maximal 30 GeV ausge-
legt, zusammen ergibt dies eine Schwerpunktsenergie von 314 GeV.
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Abbildung 2.4: Der HERA-Speichering. Im linken Teilbild ist das DESY-Areal mit den
Vorbeschleunigern und der Halle West, in der sich das HERA-B Experiment bendet ver-
gr

osert dargestellt.
Um die erforderliche Einschuenergie f

ur HERA zu erreichen, m

ussen die Teilchen
ein komplexes System aus Linearbeschleunigern und Synchrotrons durchlaufen (Ab-
bildung 2.4 linker Teil). Aus diesem Vorbeschleunigersystem heraus werden die Teil-
chen dann paketweise (Bunche) in den HERA-Speicherring gef

ullt.
Es kreisen maximal 210 Pakete in jedem Ring, was einem zeitlichen Abstand von 96
ns zwischen zwei Paketen entspricht. Das heit, die Pakete durchlaufen mit einer Ra-
te von ca. 10,4 MHz die Experimente. Hierf

ur besitzt HERA vier sogenannte Wech-
selwirkungszonen, in denen jeweils eines der vier Experimente untergebracht ist. An
Zweien werden Protonen und Elektronen zur Wechselwirkung gebracht: ZEUS in
der Experimentierhalle S

ud und H1 in der Experimentierhalle Nord. Beide Experi-
mente untersuchen die tienelastische Elektron-Proton Streuung. Jedes Experiment
besteht aus einem Vielzweckdetektor der den gesamten Raum um den Wechsel-
wirkungspunkt umschliet. Damit sollen m

oglichst alle Sekund

arteilchen der ep-
Streuung nachgewiesen, identiziert und vermessen werden.
Die beiden anderen Experiment verwenden ruhende Tartgets. Das HERMES-Expe-
riment in der Experimentierhalle Ost verwendet nur den Elektronenstrahl, der mit
einem internen Gastarget zur Wechselwirkung gebracht wird. Das Gastarget wird
z.B. mit polarisiertem He
3
betrieben um die innere Spinstruktur von Protonen und
Neutronen zu untersuchen. Dabei soll gemessen werden, auf welche Weise sich der
Spin der Nukleonen aus den Spins ihrer Bestandteile, den Quarks und Gluonen,
zusammensetzt.
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Das vierte (und j

ungste) Experiment wiederum verwendet nur den Protonenstrahl,
der mit einem internen Drahttarget zur Wechselwirkung gebracht wird. Das HERA-
B Experiment ist in der Halle West auf dem DESY Gel

ande untergebracht. Sein
vorrangiges Ziel ist die Aufkl

arung der Ursache der CP-Verletzung, die bei dem
Zerfall von B-Mesonen untersucht werden soll.
Bei dieser Verwendung des HERA-Speicherrings als B-Fabrik werden mit einer
Schwerpunktsenergie von 40 GeV voraussichtlich bis zu 10
9
B-Hadronen pro Jahr
erzeugt.
Generelle HERA Parameter
Beginn der Messungen 1992
Durchmesser des HERA-Rings 6336 m
Innendurchmesser des Tunnels 5,2 m
Bunch Crossing Periode 96 ns
Anzahl der Bunche 210
Luminosit

at (0; 2  1; 6)  10
30
cm
 2
s
 1
Strahl-Parameter Elektronen Protonen
Strahlenergie 26,7 GeV 820 GeV
Mittlerer Strahlstrom 13 mA 13 mA
Horizontale Strahlgr

oe 0,26 mm 0,29 mm
Vertikale Strahlgr

oe 0,07 mm 0,07 mm
Strahll

ange 8 mm 110 mm
Tabelle 2.1: Daten des HERA-Speicherrings.
Das Target
F

ur die Erzeugung der B-Mesonen verwendet HERA-B ein ruhendes, festes Target,
da in den Protonenstrahl des HERA-Beschleunigers gebracht wird. Es mu die
ben

otigte Wechselwirkungsrate von bis zu 40 MHz zur Verf

ugung stellen, ohne den
Protonenstrahl des Rings und damit die anderen Experimente zu st

oren. Um dieses
Ziel zu erreichen ist das Target aus Dr

ahten aufgebaut, die an den Rand, in das
sogenannte Halo, des Protonenstrahls herangef

uhrt werden. Die hochenergetischen
Protonen des Strahls treen auf das Targetmaterial und produzieren dabei durch
Proton-Nukleon Wechselwirkung neue Teilchen; in seltenen F

allen auch Paare von
b- und Anti b-Quarks. Die anderen Experimente werden durch das HERA-B Target
nicht beeintr

achtigt, da die Halo-Protonen nicht zu deren Luminosit

at beitragen.
Sie w

aren dem Strahl ohnehin in K

urze verlorengegangen.
Das geplante Drahttarget besteht aus insgesamt acht Dr

ahten (Abbildung 2.5), von
denen jeweils vier so angeordnet sind, da sie den Strahl vollst

andig umschlieen.
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Die Positionen der acht Dr

ahte zum Strahl werden automatisch nachgef

uhrt, so da
die Wechselwirkungen gleichm

aig auf die Dr

ahte verteilt sind und insgesamt eine
Wechselwirkungsrate von 40 MHz erreicht wird.(Also im Mittel vier Proton-Target
Wechselwirkungen pro Bunch.) Damit erreicht man bei 820 GeV etwa eine b

b-Rate
von 40 Hz. In 80% der b

b-Ereignisse entsteht ein B
0
(

B
0
) Meson.
Abbildung 2.5: Das HERA-B Drahttarget. Die Dr

ahte werden in den Randbereich des
Protonenstrahl hineingefahren.
2.3 Teilchennachweis mit dem HERA-B Detektor
Nach einer Strahl-Target Reaktion bewegt sich der Schwerpunkt der Reaktionspro-
dukte weiter in Strahlrichtung. Der HERA-B Detektor ist daher als magnetisches
Vorw

artsspektrometer konzipiert, das einen kegelf

ormigen Raumbereich abdeckt in
den die Reaktionsprodukte hineinstreuen.
Der Teilchendetektor mu mehrere Parameter der Reaktionsprodukte messen k

onnen:
1. Spurrekonstruktion
2. Energiemessung
3. Teilchenidentikation
F

ur die verschiedenen Aufgaben werden jeweils spezialisierte Detektoren ben

otigt.
Der Spurrekonstruktion dienende Detektoren bezeichnet man als Tracker, energie-
messende als Kalorimeter. F

ur die Teilchenidentikation k

onnen Informationen aus
allen Detektoren herangezogen werden. Das HERA-B Spektrometer ist ein Hybrid-
detektor mit verschiedenen Typen von Spurdetektoren, einem Kalorimeter und De-
tektoren f

ur die Teilchenidentikation.
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Im folgenden wird anhand von Abbildung 2.6 ein

Uberblick

uber den Aufbau des
Detektors gegeben. Dabei werden jeweils vom Target aus beginnend zuerst die Kom-
ponenten zur Spurrekonstruktion und dann die Komponenten f

ur die Teilcheniden-
tikation beschrieben (wobei es nat

urlich

Uberschneidungen gibt).
2.3.1 Spurrekonstruktion
Zur Rekonstruktion der Teilchenspuren besitzt der Detektor ein mehrkomponentiges
Spurkammersystem (Abbildung 2.6):
Der Vertexdetektor aus Silizium-Streifen bendet sich direkt hinter dem Tar-
get. Er besteht aus 28 zu 7
"
Superlagen\ gruppierten Siliziumlagen in einem Bereich
von 5 cm bis 170 cm Abstand vom Target. W

ahrend des Betriebs werden die Lagen
bis auf einen Zentimeter an den Strahl herangefahren. Der Vertexdetektor besitzt
136000 Kan

ale. Er erm

oglicht die Messung der Sekund

arvertices der B-Zerf

alle mit
einer Genaugkeit von etwa 20 m senkrecht zur Strahlrichtung und 500 m entlang
der Strahlrichtung. Nach einem Jahr m

ussen die Siliziumlagen aufgrund von Al-
terungserscheinungen, die durch die hohe Strahlenbelastung in Strahln

ahe bedingt
sind, ausgetauscht werden.
An den Vertexdetektor schliet sich eine Folge aus f

unfzehn Superlagen von Spurde-
tektoren an, die sich

uber die n

achsten ca. 11 m erstrecken. Die ersten neun Lagen
benden sich im Bereich des Magnetfeldes. Da sich die Spurdichte etwa umgekehrt
proportional zum Abstand von der Strahlachse verh

alt, besitzen die Detektoren in
Strahln

ahe eine feinere Au

osung. Die Lagen sind aus diesem Grunde in ein

aueres-
und ein inneres Spurkammersystem eingeteilt.
Das

auere Spurkammersystem (outer tracker) reicht bis etwa 20 cm an das
Strahlrohr heran. Es wird aus Honeycomb-Kammern, wabenf

ormigen Einzeldraht-
driftkammern mit 5 oder 10 mm Zelldurchmesser aufgebaut. Wieder sind jeweils
drei Lagen um einen kleinen Winkel verdreht zu Superlagen zusammengefat. Jede
Superlage bestehen ihrerseits aus drei Doppellagen von R

ohren. Jede Doppellage
enth

alt 2 Ebenen von R

ohren die um einen halben R

ohrendurchmesser parallelver-
schoben sind. Dadurch erreicht man eine hohe NachweiseÆzienz.
Das innere Spurkammersystem (inner tracker) besteht aus Gas Mikrostreifen
Detektoren (
"
MSGC\). Dabei handelt es sich im Prinzip um Vieldrahtproportio-
nalkammern, allerdings mit etwa zehnmal kleineren Abmessungen. Die Anoden und
Kathoden werden als nahe beieinander liegende Streifen auf ein Glassubstrat aufge-
dampft.
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Abbildung 2.6: Der HERA-B Detektor.
Das Myon-System ist konventionell aufgebaut und nimmt die letzten f

unf Me-
ter am Ende des Detektors ein. Es besteht aus vier Myon Detektor Superlagen, vor
den ersten drei Lagen bendet sich jeweils ein Myonlter aus 1 m dicken Eisen-
Absorberbl

ocken. Die Detektoren bestehen nahe der Strahlachse aus Gaspixelkam-
mern, weiter auen aus Drahtkammerr

ohren. Die ersten beiden Superlagen des
Myon-System bestehen wiederum aus drei zueinander verdrehten Einzellagen. Die
letzten beiden Superlagen bestehen nur noch aus jeweils einer einzigen Lage mit
vertikalen Dr

ahten.
2.3.2 Teilchenidentikation
Der RICH ist eine spezielle Form von Cherenkovz

ahler. Die Cherenkov-Photonen
werden mit Photomultipliern nachgewiesen. Die Aufgabe des RICH ist die Identi-
zierung von Kaonen, im wesentlichen deren Unterscheidung von Pionen. Die Kaonen
werden ben

otigt um die b-Quantenzahl des zweiten, assoziiert produzierten b-Quarks
zu bestimmen (
"
tagging Kaon\, siehe auch Abbildung 2.2).
18 Kapitel 2. Das HERA-B Experiment
Das elektromagnetische Kalorimeter hat in erster Linie die Aufgabe, Elek-
tronen von Hadronen zu unterscheiden. Auerdem wird es f

ur die Erzeugung eines
Pretriggers benutzt, der dann die Elektronen Spursuche in der ersten Triggerstu-
fe initiiert. Das Kalorimeter ist in abwechselnder Reihenfolge
4
aus Schichten von
Absorber- und Szintillatormaterial aufgebaut. Anhand der Reichweite eines Teil-
chens in dem Kalorimeter wird seine Energie bestimmt. Das dabei entstehende Szin-
tillationslicht wird

uber Szintillationsfasern auf Photovervielfachern gesammelt und
verst

arkt.
Der

Ubergangsstrahlungsdetektor ist zwischen dem ECAL und den beiden
letzten Spurkammern untergebracht. Er unterst

utzt im inneren Detektorbereich mit
der hohen Spurdichte das Kalorimeter in der Elektron-Hadron Trennung.
Das Myonsystem dient neben der Rekonstruktion der Myonspuren auch der
Identikation der Myonen selbst. Die Absorberbl

ocke k

onnen nur von Myonen durch-
drungen werden. F

ur alle anderen Teilchensorten ist der Myonlter praktisch un-
durchdringlich. Aus den letzten beiden Myon-Detektor Lagen wird zudem ein Pret-
rigger Signal abgeleitet, das beim First Level Trigger die Suche nach Myon-Spuren
ausl

ost.
Eine besondere Herausforderung an den Detektorbau bei HERA-B stellt die ho-
he Strahlenbelastung der Komponenten dar. Sie stellt hohe Anforderungen an die
Strahlenh

arte der Detektorkomponenten, was insbesondere bei Inner- und Outer-
Tracker bereits zu erheblichen Problemen und Verz

ogerungen gef

uhrt hat.
2.4 Die Datennahme- und Triggersysteme
HERA-B zeichnet sich, typisch f

ur Hadron Kollisions-Experimente, durch eine groe
Zahl von

uber 600000 Mewerten pro Ereignis (sogenannten Kan

alen) und eine hohe
Ereignissrate von 10 MHz aus. Dabei wechselwirken pro Ereignis im Mittel 4 Proto-
nen mit dem Target und es entstehen 200 Teilchen. Die Aufgabe des Trigger besteht
darin, nach vorgegebenen Triggerbedingungen aus diesen Ereignissen die physika-
lisch interessanten auszuw

ahlen, damit sie auf Datentr

agern abgespeichert werden
k

onnen. Die Aufzeichnung der Daten kann aber lediglich mit etwa 100 Hz erfolgen.
Von dem Triggersystem wird daher eine Unterdr

uckung von 10
5
gefordert. Die Da-
tenrate des Detektors von 10 Terabyte/s wird dadurch auf eine f

ur die Speicherung
auf Datentr

agern geeignete Rate von unter 10 MByte/s reduziert.
Gleichzeitig sind die physikalisch interessanten Ereignisse aber sehr selten - nur in
einer von 10
6
Reaktionen entsteht ein b

b-Paar - und von einem hohen Untergrund

uberlagert. Sie m

ussen deswegen von dem Triggersystem trotz der enormen Un-
4
Shashlik-Bauweise
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terdr

uckung mit hoher EÆzienz nachgewiesen werden, damit das Experiment in
vertretbarer Zeit zu Resultaten kommt.
Aus den Anforderungen des Experiments ergibt sich die Notwendigkeit eines extrem
leistungsf

ahigen Datennahme- und Triggersytems.
Im Idealfall w

urde man einen handels

ublichen Mikroprozessor in einer Hochspra-
che programmieren, ihn ein komplettes Ereignis rekonstruieren und anhand des Er-
gebnisses die Triggerentscheidung f

allen lassen. Ein solcher Rechner w

urde etwa 2
Sekunden f

ur die Analyse eines HERA-B Ereignisses ben

otigen. Klarerweise kann
damit die erforderliche Rechenleistung nicht zur Verf

ugung gestellt werden - man
br

auchte 20 Millionen Prozessoren und m

ute einen 20 Terabyte tiefen Speicher be-
reitstellen, der die Messungen puert bis die Entscheidung erfolgt. Hinzu kommt die
Datenrate von 10 Terabyte/s mit der kein konventionelles System zurechtkommt.
Um die Anforderungen innerhalb der technischen und nanziellen Rahmenbedin-
gungen trotzdem zu bew

altigen, ist das Triggersystem und die Datennahme von
HERA-B in vier Stufen eingeteilt. Dabei wird die insgesamt erforderliche Rechen-
leistung und der Speicherbedarf reduziert, indem man auf den unteren Stufen mit
einfachen Algorithmen und m

oglichst schnell bereits einen Groteil der Ereignisse
verwirft (Abbildung 2.7). Jede Triggerstufe untersucht nur solche Ereignisse, die
die jeweils vorherige Stufe passiert haben. Die zugeordnete Stufe des Datennahme-
systems ist dabei f

ur die Zwischenspeicherung der gelterten Ereignisse und ihre
Bereitstellung f

ur die Triggeranalyse zust

andig.
Anzahl
Kanäle
Eingangs-
rate
Algorithmus Latenzzeit Reduktion
100 k 150 GB/s MustererkennungSpuren u. J/ψ Rekonstruktion 12 µs 200
10 MHz
Stufe
1
400 k 1,8 GB/s Spurfit, mit Magnet u. VertexTeilchen ID 5-50 ms 252
600 k 140 MB/s Ereignisdaten zusammen-fügen, Globaler Fit 100 ms 203
600 k 7 MB/s komplette
 Rekonstruktion 2s -4
50 kHz
2 kHz
100 Hz
Abbildung 2.7: Die Betriebsparameter der einzelnen Stufen des Datennahme- und Trig-
gersystems.
Abbildung 2.7 zeigt wie die Ereignisrate nach oben hin abnimmt, w

ahrend die La-
tenzzeit zunimmt. Gleichzeitigt steigt aber die pro Ereignis betrachtete Datenmenge
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und die Komplexit

at der Triggeralgorithmen, so da der Aufwand in den einzelnen
Stufen etwa vergleichbar ist.
Die generelle Struktur des HERA-B Trigger- und Datennahmesystem zeigt Abbil-
dung 2.8 (siehe auch [59] [41] [32] ). Die Dicken grauen Pfeile zeigen den Weg der
Ereignisdaten an, vom Detektor

uber die Ausleseelektronik mit ihren Treibern, durch
die Puerspeicher der einzelnen Stufen, bis die von allen Triggern akzeptierten Daten
dann auf Band geschrieben werden.
HERA
Clock
HERA-B
Detector
Three
Pretrigger
Message
Link
Front End
Electronics
Fast Control
System
First Level
Trigger Trigger Link
Front End
Driver
Event
Control
Second Level
Trigger
Second Level
Buffer
Switch
Third Level
Trigger
Level 4
Control Router
Fourth Level
Trigger
Tape
Control Processor Network Buffer
L 1
L 2
L 3
L 4
Pretrigger
LinksL 0
Control
Event Data
Track Data
Abbildung 2.8: Schematischer Aufbau der Datennahme- und Triggersysteme mit den Da-
ten

ussen zwischen den einzelnen Komponenten.
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Die Front End Driver (FED) enthalten die Puerspeicher f

ur den FLT. Hier werden
die letzten 128 Ereignisse zwischengespeichert bis die Entscheidung des FLT gefallen
ist. Ein Teil der Ereignisdaten wird gleichzeitig als Kopie von den FED an den FLT
geschickt, der darin nach Spuren sucht, um seine Triggerentscheidung zu f

allen.
Der Weg der Spurinformationen ist mit schmalen grauen Pfeilen eingezeichnet. Er
beginnt bei den Pretriggern geht

uber den FLT bis in den Second Level Buer (SLB),
wo die Spurdaten, die der FLT errechnet hat, wieder mit den eigentlichen Medaten
zusammengebracht werden. Details hierzu sind im folgenden Kapitel beschrieben.
Der Second Level Buer empf

angt und speichert alle von dem FLT akzeptierten
Ereignisse. Er ist mit etwa 1000 Digitalen Signal Prozessoren
5
(DSP) aufgebaut.
Neben der reinen Speicherfunktion sind die DSPs auch f

ur das Puer Management
und die Auswahl spezischer Datensegmente, die von dem SLT angefordert werden
zust

andig. Die DSP Links bilden ein sogenanntes
"
Switching Network\

uber das die
Kommunikation zwischen SLB, SLT und der dritten Triggerstufe erfolgt. HERA-B
ist das erste Experiment, das in seinem Datennahmesystem ein solches Netzwerk
einsetzt. Fr

uhere Systeme waren datengesteuert ausgelegt, d.h. die gesamten po-
tentiell ben

otigten Daten eines Ereignisses werden an die Prozeeinheit geschickt.
Das HERA-B System dagegen ist anfragegesteuert, d.h. ein Prozessor erh

alt auf
Anfrage genau die Daten, die er f

ur seine Berechnungen bei einem bestimmten Er-
eignis ben

otigt. Dies erh

oht zwar den Steuerungsaufwand und die Latenzzeit, aber
es minimiert die Datenmenge, die aus dem Puer ausgelesen werden mu.
Die zweite Triggerstufe selbst besteht aus einer Rechnerfarm mit 200 Pentium Rech-
nern, die unter Linux betrieben werden. Die Rechner sind

uber ihren PCI-Bus mit
dem Switching Network verbunden.
Nach der zweiten Stufe werden die Ereignisse in den Speicher eines Prozessorkno-
tens der dritten Stufe bewegt. Die Dritte Stufe ist wiederum eine Farm aus ca.
200 Pentium Rechnern. Hier werden erstmals alle Daten eines Ereignisses, die sich
in verschiedenen SLB-Modulen benden, zusammengebracht (Event building). Mit
den kombinierten Ereignisdaten werden dann weitere Filterschritte angewendet. Die
dritte und vierte Triggerstufe sind

uber ein normales Fast Ethernet Netzwerk ver-
bunden. Die vierte Stufe besteht aus weiteren ca. 200 Pentium Rechnern, die dann
die vollst

andige Rekonstruktion der Ereignisse vornehmen.
Das Schnelle Kontroll System (Fast Control System, FCS) ist f

ur die

Ubertragung
zeitkritischer Kontrollinformationen zust

andig. Es synchronisiert beispielsweise zahl-
reiche Einheiten der Ausleseelektronik und der schnellen Triggerelektronik mit der
Frequenz des Speicherrings. Auch Trigger des FLT werden

uber das FCS an die Aus-
lesesysteme verteilt, um die Weitergabe der Ereignisse von Front End Driver an den
Second Level Buer zu veranlassen. Das FCS ist aus einem Mutter-Modul und vie-
5
Typ ADSP21060
"
SHARC\ von Analog Devices mit 6 Links a 40 MByte/s, 4 Mbit Speicher und
80 MIPS.
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len Tochter-Modulen aufgebaut. Sie sind

uber Glasfasern verbunden und verwenden
G-Link Chips als serielle Schnittstellen f

ur den Datenaustausch.
Kapitel 3
Der First Level Trigger f

ur
HERA-B
Der First Level Trigger soll in der Lage sein, eÆzient und mit einer hohen Unter-
dr

uckung die gesuchten Ereignisse aus den Untergrundereignissen herauszultern.
Nach der Darstellung des verwendeten Triggeralgorithmus, mit dem die Anforde-
rungen erf

ullt werden k

onnen, folgt die Beschreibung des Multiprozessorsystems,
das den Algorithmus anwendet. Es wird ein

Uberblick

uber den Aufbau und die Da-
ten

usse des Gesamtsystems und die Kontrollsysteme, die seine Umgebung bilden,
gegeben. Darauf folgt eine allgemeine Beschreibung der Prozessor-Boards mit ihren
Kommunikations-Schnittstellen. Anschlieend wird die Funktionsweise der diskret
aufgebauten Prozessor-Einheiten auf den verschiedenen Boards beschrieben. Das
Kapitel schliet mit der Einordnung des eigenen Ansatzes f

ur den FLT in den Stand
der Forschung.
3.1 Anforderungen an den First Level Trigger
3.1.1 Die physikalischen Anforderungen
Der HERA-B First Level Trigger soll auf Ereignisse mit Lepton-Paaren, die aus
J= -Zerf

allen stammen und auf Lepton-Hadron- bzw. Hadron-Hadron Ereignisse
mit hohem Transversalimpuls triggern k

onnen.
Simulationen haben gezeigt, da man etwa 10
3
vollst

andig rekonstruierte B
0
-Zerf

alle
ben

otigt, um eine CP-Verletzung mit ausreichender Genauigkeit zu messen (oder zu
widerlegen) [16]. Weitere Randbedingungen sind die begrenzte Laufzeit des Expe-
riments von ungef

ahr 5 Jahren, die EÆzienz des Gesamtdetektors und die Zerfalls-
wahrscheinlichkeiten der interessanten Zerf

alle.
Die b

b-Paare werden nur mit einer Rate von 10
 6
erzeugt. In etwa 80 Prozent dieser
Ereignisse entsteht daraus ein B
0
(

B
0
)-Meson. Als eÆziente Trigger Signatur des
23
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FLT f

ur den goldenen Zerfall der neutralen B-Mesonen (Abbildung 2.1) bietet sich
der Sekund

arzerfall J= ! l
+
l
 
an (vergleiche Abbildung 2.2). Dabei triggert man
auf Leptonpaare mit einer invarianten Masse im Massenbereich des J= -Mesons.
Das Verzweigungsverh

altnis f

ur diesen Kanal betr

agt aber nur etwa 4  10
 6
.
Daher l

at sich die erforderliche Ereigniszahl nur mit Wechselwirkungsraten von
einigen 10 MHz bei gleichzeitig eÆzientem Nachweis der gesuchten Ereignisse errei-
chen. HERA-B arbeitet aus diesem Grund mit einer Wechselwirkungsrate von 40
MHz, also 4 Wechselwirkungen pro Ereignis, womit eine B-Rate von 30 Hz erzeugt
wird. Hinzu kommt der enorme Untergrund, aus dem die B-Zerf

alle herausgeltert
werden m

ussen. Insgesamt wird also ein sehr eÆzientes und hoch selektives Trigger-
System ben

otigt. Daraus ergeben sich folgende Basisanforderungen an den First
Level Trigger:
 eine Reduktion der Ereignisrate um den Faktor 200
 hohe NachweiseÆzienz (60 - 80 Prozent) f

ur Leptonpaare aus J= Zerf

allen
Groe CP-Asymmetrien werden auch f

ur Zerf

alle wie B
0
! 
+

 
erwartet. Mit
dem high-p
t
Pretrigger kann auf diesen hadronischen Zerfall getriggert werden, man
erwartet etwa 900 Ereignisse pro Jahr. In Kombination von Lepton- und Hadron-
Triggern kann auch auf Zerf

alle wie zum Beispiel

B
0
! D
+

 
oder B
0
! D
 
3

getriggert werden.
3.1.2 Die technischen Anforderungen
Da die Puer der ersten Stufe des Datennahme-Systems eine Tiefe von 128 Ereig-
nissen besitzt, darf die Latenzzeit der ersten Triggerstufe maximal 12,3 s betragen.
Abz

uglich der Zeiten, die die Pretriggersysteme und das Fast Control System be-
anspruchen, verbleiben dem FLT hiervon nur etwa 9 s [13]. Innerhalb dieser Zeit
mu der FLT seine Entscheidung treen und dazu folgende Aufgaben erf

ullen:
 Rekonstruktion von Teilchenspuren.
Aus den im Mittel 200 Spuren pro Ereignis diejenigen erkennen, die von den
gesuchten B-Zerf

allen stammen.
 Berechnung und

Uberpr

ufung programmierbarer Spurparameter.
Aus den Bahndaten der rekonstruierten Spuren mehrere Parameter berechnen
und auf Eigenschaften der gesuchten Teilchen

uberpr

ufen.
 Berechnung der invarianten Masse aller Spurpaare und Triggerentscheidung.
Die Einzelspuren paarweise kombinieren, ihre invariante Masse berechnen und
daraufhin entscheiden, ob sie aus einem J= Zerfall stammen k

onnen.
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Um die gesuchten Spuren rekonstruieren zu k

onnen, mu der FLT die Daten aus et-
wa 100000 Detektorkan

alen des Spurkammersystems heranziehen. Dabei ist jeweils
ein Bit pro Kanal erforderlich. Mit der Ereignisrate von 10 MHz ergibt dies eine
Eingangsdatenrate von etwa einem Terabit pro Sekunde f

ur den FLT. Es wird also
ein aufwendiges System f

ur die Daten

ubertragung

uber 60 Meter vom Detektor zu
der Triggerelektronik mit einer Bandbreite von 1 Terabit/s ben

otigt.
Die genannten Anforderungen k

onnen nur durch massive Parallelisierung und Pipe-
lining erreicht werden. Als erstes mu daher ein Algorithmus gefunden werden, der
eine Parallelisierung des Problems erlaubt. Dieser wird in Kapitel 3.2 beschrieben.
Die ben

otigte Rechenleistung, um einen Algorithmus mit den geforderten Rand-
bedingungen anzuwenden, l

at sich nur mit Spezialhardware erf

ullen, die an die
Aufgabenstellung angepat ist. Gew

ohnliche Mikroprozessor-basierte Rechner sind
um mehrere Gr

oenordnungen zu langsam. Deshalb wird der FLT als Multiprozes-
sorsystem mit etwa 80 parallel arbeitenden Spezialprozessoren aufgebaut.
3.2 Der Triggeralgorithmus
F

ur die Spurensuche des FLT wird ein Algorithmus in Anlehnung an den Kalman
Filter Algorithmus [24, 25] verwendet, mit dem die Spur vom Ende des Detektors her
in Richtung Target rekonstruiert wird. Ausgel

ost wird die Spurensuche grunds

atz-
lich von einem der drei Pretrigger Systeme. Jedes der drei Systeme ist sensitiv auf
bestimmte Teilchensorten, der Elektron-Pretrigger, der Myon-Pretrigger und der
Hadron-Pretrigger. Der Algorithmus vereinfacht sich dadurch, da der FLT nur au-
erhalb des Magnetfeldes nach Spuren sucht, er mu also nur gerade Spuren rekon-
struieren. Dabei gilt es einen Kompromi zu nden zwischen einer hohen Prozege-
schwindigkeit und dem Berechnen und Aktualisieren der vollen Spurinformationen.
Letzteres erm

oglicht das fr

uhe Erkennen ungeeigneter Spuren und liefert sofort einen
kompletten Spurt, erh

oht aber den Hardware-Aufwand, den Informationstransfer
und damit die Rechenzeit. Um eine hohe Geschwindigkeit zu erreichen, wird ein
vereinfachter Algorithmus mit minimalem Informationstransfer verwendet. Anhand
von Bild 3.1 wird die Spurrekonstruktion am Beispiel eines Elektron-Pretriggers
erl

autert. Die Elektronspur wird vom Kalorimeter ausgehend durch vier Detektor-
Superlagen in Richtung Target rekonstruiert.
Aus der Richtung des Targets kommend passiert ein Teilchen die vier Kammern,
die f

ur die Spurensuche des FLT im vorderen Teil des Detektors verwendet werden.
Der Kalorimeter Pretrigger ist sensitiv auf Elektron-Kandidaten. Wenn er anspricht,
wird aus der Ortsinformation des Kalorimeters und der Tatsache, da die gesuch-
ten Elektronen aus dem Bereich des Targets kommen m

ussen, ein Suchbereich f

ur
die vor dem Kalorimeter liegende Detektorlage berechnet. Diese Informationen wer-
den an die vorherige Lage

ubermittelt. Dort wird dann der Suchbereich nach einem
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Teilchensignal abgesucht. Wird ein Teilchendurchgang entdeckt, so errechnet sich
aus den bereits vorhandenen Spurinformationen und dem neuen lokalen Spurpunkt
wiederum ein Suchbereich f

ur die davorliegende Detektorlage. Diese Informationen

uber die Spur und den neuen Suchbereich werden an die vorige Lage weitergegeben.
Dort wird dann nach dem n

achsten Spurpunkt gesucht. Diese Prozedur wird solange
fortgesetzt, bis man in der vordersten Detektorlage angekommen ist. Die Suchbe-
reiche werden dabei zum Target hin immer kleiner, da immer genauere Kenntnis

uber den Spurverlauf vorliegt. Wird in einem Suchbereich kein Teilchendurchgang
festgestellt, so wird die Spur verworfen und nicht weiterverfolgt.
Im Prinzip erh

alt der FLT in diesem Beispiel vier Schwarzweibilder von dem De-
tektor. Ausgehend von dem Pretrigger Spurpunkt als Wurzel, wird dann eine Brei-
tensuche nach Spurpunkten in den Bildern gestartet. Mit diesem Prinzip kann die
Rechenleistung auf parallel arbeitende Einheiten verteilt werden, die nur lokal mit
den Daten eines ihnen zugeordneten Bereichs des Detektors arbeiten und unterein-
ander Spurinformationen austauschen.
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TFUTFUTFUTFUTFUTFUTFUTFUTFUTFUTFUTFU
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Kalorimeter
Elektron-
Pretrigger
Elektron Spur
Spurkammern
TFU
TPU
TFU
TPU
TDU
TFUTFUTFUTFUTFUTFUTFUTFUTFUTFUTFUTFU
TFUTFUTFUTFUTFUTFUTFUTFUTFUTFUTFUTFU
TFUTFUTFU
TFUTFUTFUTFUTFUTFUTFUTFU
Myon-
Pretrigger
Myon Detektor
Hadron-
Pretrigger
Abbildung 3.1: Die Rekonstruktion von Teilchenspuren. Ausgehend von einem Pretrigger-
Signal wird eine Spur von ihrem Ende durch das Spurkammersystem in Richtung Target
zur

uckverfolgt.
F

ur die Spurensuche wird ein spezieller Hardware Prozessor gebaut. Im Endausbau
enth

alt das FLT Multiprozessor-System ca. 75 solcher Track Finding Units (TFU)
genannten Prozessoren. Jede TFU wird einem bestimmten Detektorbereich zuge-
ordnet. Die Medaten aus diesem Bereich werden

uber 24 optische Hochgeschwin-
digkeits-Datenleitungen

ubertragen. Jede TFU arbeitet nur mit den lokalen Daten
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ihres Bereichs. Jeder Detektor Superlage ist also sozusagen eine
"
Lage\ von TFUs
zugeordnet, die deren Spurdaten verarbeiten. Die TFUs sind

uber ein internes uni-
direktionales Bussystem untereinander und mit den Pretriggersystemen verbunden.
Dabei empf

angt jede TFU sog. Standard Messages von der vorherigen Lage und
sendet Messages an TFUs in der n

achsten Lage. Die erste Lage empf

angt Messages
von einem Pretriggersystem, die letzte Lage schickt die Daten der komplett rekon-
struierten Spur an einen Prozessor, der auf die

Uberpr

ufung von Spurparametern
spezialisiert ist.
Von diesem zweiten Prozessortyp, der Track Parameter Unit (TPU), werden vier Ex-
emplare ben

otigt. Sie berechnet als erstes die kinematischen Parameter jeder Spur
und wendet Schnitte darauf an. Anschlieend

uberpr

uft sie, ob eine Spur mehrfach
rekonstruiert wurde und verwirft dann die

uberz

ahligen Exemplare. Die Spuren, die
diesen Filterproze passieren, werden dann als Messages an einen dritten Prozessor-
typ geschickt.
Von dieser Trigger Decision Unit (TDU), die die eigentliche Triggerentscheidung
f

allt, werden ein oder zwei Exemplare ben

otigt. Die TDU sammelt alle Spuren ei-
nes Ereignisses und berechnet die Masse aller m

oglichen Kombinationen von Spur-
paaren. Anschlieend wird aus diesen Ergebnissen und den Spurinformationen die
Triggerentscheidung abgeleitet. Dabei ist es nicht ausreichend, nur auf die invariante
Dileptonenmasse zu triggern. Da man verschiedene Zerf

alle untersuchen will, mu
die M

oglichkeit bestehen, auf verschiedene Ein- und Zweispurparameter zu triggern.
Detektor
Linux Workstation
Ethernet
9 VME Crates
Pretrigger
SLT/FCS
LynxOS-Host Hardwareprozessor
mit MC 68020
Abbildung 3.2: Das FLT-Gesamtsystem.
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3.3 Das Multiprozessorsystem
In diesem Abschnitt wird ein

Uberblick

uber die Hardware des FLT-Gesamtsystems
gegeben. Zudem werden die Kommunikations- und Kontrollsysteme, die sich mit
den Hardwareprozessoren auf den Boards benden, beschrieben. Diese Peripherie
der eigentlichen Prozessoren verlangt etwa noch einmal den gleichen Aufwand wie
die Prozeeinheiten selbst, die im Anschlu in Abschnitt 3.4 behandelt werden.
Der FLT wird als asynchrones Multiprozessorsystem mit Pipeline- und Parallel-
Architektur aufgebaut. Von den drei Typen von Spezialprozessoren kommen vor-
aussichtlich insgesamt etwa 80 Exemplare zum Einsatz: 75 TFUs, 4 TPUs und 1-2
TDUs. Die Prozessorboards sind jeweils als VME-Einsch

ube ausgef

uhrt und wer-
den in 8 - 9 VME-Crates untergebracht (Abbildung 3.2). Die Crates sind mit einer
speziellen R

uckwand (Backplane) ausgestattet. Sie entspricht dem VME-Standard
mit zus

atzlichen Verbindungen zwischen Prozessor-Board und Message-Board, das
von hinten in das Crate gesteckt wird (siehe hierzu 3.3.2). Die einzige Abweichung
vom VME-Standard ist die Beschr

ankung auf nur eine Interrupt Leitung auf der
Backplane, so da dem VME-Bus nur eine Interrupt Priorit

at zur Verf

ugung steht.
F

ur die weiteren Betrachtungen zeigt Abbildung 3.3 ein Datenu-Diagramm der
Daten

usse innerhalb des FLT-Systems und mit seiner Umgebung. Der

Ubersicht-
lichkeit wegen ist jeder Prozessortyp nur einmal aufgef

uhrt. Datenquellen und Sen-
ken sind mit Doppelstrichen versehen, datenverarbeitende Prozesse werden durch
Kreise und Daten

usse mit Pfeilen symbolisiert.
Im rechten Teil wird deutlich, da die eigentliche Datenverarbeitung im FLT voll-
st

andig datengesteuert ist. Als Datenquellen fungieren die Pretriggersysteme und
der Detektor. Die Detektordaten werden synchron mit dem Beschleunigertakt in
die lokalen Datenspeicher der TFUs geschrieben. Dies geschieht unabh

angig davon,
ob die Daten eines bestimmten Ereignisses f

ur die Spurensuche in der jeweiligen
TFU tats

achlich ben

otigt werden. Die Daten m

ussen f

ur den Fall, da eine Messa-
ge empfangen wird, sofort zur Verf

ugung stehen. W

urde man ereignisspezisch die
ben

otigten Detektordaten anfordern und dann nur diese

ubertragen, so w

urde das
Anfordern und Warten bis sie eintreen viel zu lange dauern. Die Spurdaten wer-
den von den Pretriggern ausgehend unidirektional durch den FLT prozessiert, bis
am Ende die Triggerentscheidung an das Fast Control System und die vollst

andig
rekonstruierte Spur an die zweite Triggerstufe (Datensenken) weitergeben wird.
Die groe Menge an Daten, die vom Detektor zum Trigger geleitet werden mu, und
die Interprozessorkommunikation erfordern zwei unterschiedliche Kommunikations-
netze, die eine hohe Datenrate aufweisen m

ussen [15].
Die Kontrolle der Prozessoren erfolgt vollst

andig per Software (linker Teil in Ab-
bildung 3.3). Der Kontrolldatenu ist dabei von dem Prozedatenu v

ollig un-
abh

angig. Auf jedem der boardeigenen Mikroprozessoren l

auft ein Programm, das
vollen Zugri auf die Betriebsparameter des Boards hat und alle Kontrollaufgaben

ubernimmt. In Fehlersituationen kann der Hardwareprozessor Interrupts ausl

osen,
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die dann in der Interruptroutine des Kontrollprogramms bearbeitet werden.

Uber
den VME-Bus stellt das Kontrollprogramm die Verbindung zu dem VME-Host-
Rechner her. Als Host besitzt jedes Crate einen Unix-Rechner, auf dem ein entspre-
chendes Kommunikationsprogramm l

auft.
Der VME-Host wird ohne Massenspeicher betrieben und bootet

uber das Netzwerk
von einer zentralen Linux Workstation. Auch die zentrale Kontrolle des Triggersy-
stems wird von der Workstation aus vorgenommen. Sie dient zudem als Dateiserver
f

ur das gesamte System.
Central
Control
Program
Filesystem
Crate
Control
Program(s)
TFU
Program
TFU
Hardware
Processor
TPU
Program
TDU
Program
Wire Data
Trigger
TPU
Hardware
Processor
TPU
Hardware
Processor
Message
Message
Ethernet VME-Bus
LUT
Testdata
Process Data
LUT
Testdata
Process Data
LUT
Testdata
Process Data
Message
Pretrigger
FCS
Detektor
6 more TFU Layer
Track Data
SLT
Message
Abbildung 3.3: Das Datenu-Diagram des FLT-Gesamtsystems. F

ur einen besseren

Uber-
blick ist jeder Proze nur einmal aufgef

uhrt.
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3.3.1 Genereller Aufbau der Prozessor Boards
Die Komponenten des FLT sind als synchrone gepipelinete Spezialprozessoren rea-
lisiert. Jeder Prozessor f

ur sich arbeitet asynchron zum Beschleunigertakt und zu
allen anderen Prozessoren. Sie sind mit 50 MHz getaktet, so da ein Prozessor alle
20 ns eine Spur bearbeiten kann, indem er sie in seine Pipeline

ubernimmt. Im Mittel
k

onnen also maximal 5 Spuren pro Ereignis pro TFU verarbeitet werden.
Die Leiterplatten, z.B. der TFU, bestehen aus 14 Lagen, davon 10 Signallagen und
4 Lagen mit Masse oder Betriebsspannung. Die Bauteile werden beidseitig in SMD
Technologie aufgel

otet. Ein Board besitzt ca. 20000 L

otstellen. Die Spezialprozes-
soren sind haupts

achlich mit programmierbaren Logikbausteinen und SRAMs f

ur
Tabellen (Lookup-Tables) aufgebaut.
Soweit m

oglich wird bei der Umsetzung des Algorithmus von Tabellen Gebrauch
gemacht. Damit erreicht man die gr

ote Rechengeschwindigkeit, da die Ergebnis-
se lediglich aus Tabellen gelesen werden m

ussen und die Rechenschritte in einem
Taktzyklus durchgef

uhrt werden k

onnen. Weiterhin erreicht man eine gewisse Flexi-
bilit

at, die es gestattet, alle TFUs identisch aufzubauen und kleinere nachtr

agliche

Anderungen in dem Algorithmus aufzufangen. Die individuellen Eigenschaften der
lokalen Detektorgeometrie werden durch entsprechendes Programmieren der Tabel-
len ber

ucksichtigt. Bei sp

ateren

Anderungen ist dann lediglich ein Umprogrammie-
ren der Tabellen notwendig.
VME-Bus Backplane
MC68020
4 MB DRAM
Kontrollogik
Prozess-
einheit
Empfänger und
Speicher für
Detektordaten
Message BoardProzessor Board
FIFO
FIFO
Vorherige
Prozessor(en)
Nachfolgende
Prozessor(en)
Steuerung
& Überwachung
Detektor
Unix Host
Abbildung 3.4: Der prinzipielle Aufbau der Prozessor-Boards am Beispiel der TFU. Das
Messageboard stellt jedem Prozessor vier Eingangs- und einen Ausgangs-Kanal f

ur Spur-
daten zur Verf

ugung.
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Abbildung 3.4 gibt einen schematischen

Uberblick der Prozeelemente auf den Pro-
zessor-Boards und dem Message-Board. Das Beispiel zeigt eine TFU, die Gr

oen-
verh

altnisse und Platzierung der Elementsymbole sind vergleichbar mit den Verh

alt-
nissen auf dem realen Board. Die TPU und TDU sind im Prinzip gleich aufgebaut
wie die TFU (nat

urlich mit anderen Prozeeinheiten), mit dem Unterschied, da
kein Empf

anger und Speicher f

ur Detektordaten vorhanden ist.
Das Prozessor- und das Message-Board sind

uber die Stecker der VME-Bus-Back-
plane miteinander verbunden. Das Message-Board empf

angt von maximal vier Sen-
dern die Spurinformationen. Die Prozesseinheit

ubernimmt die Spurdaten, greift in
Abh

angigkeit von ihrem Inhalt auf den Speicher der Detektordaten zu. Die gefun-
denen Spuren

ubergibt sie dann, mit verbesserten Spurparametern an das Message-
Board, da sie an die nachfolgenden Prozessoren sendet.
Neben dem eigentlichen Hardware-Prozessor besitzt jedes Board noch einen Mikro-
prozessor Motorola 68020 mit 4 MB Hauptspeicher, der mit 25 MHz getaktet ist. Die-
ser zus

atzliche On-Board-Rechner wird bei der Inbetriebnahme und zu Testzwecken
eingesetzt. Beim Start des Systems berechnet er die Tabellen , die die Prozesseinheit
f

ur ihre Berechnungen verwendet. W

ahrend des Betriebs dient er der Initialisierung
sowie der Steuerung und

Uberwachung des eigentlichen Prozessors. Er hat auf alle
wichtigen Betriebsparameter des Boards Zugri. F

ur die Kommunikation mit dem
Host Rechner besitzt er eine 32-Bit VME-Schnittstelle.
3.3.2 Das Message Transfer System
Die gesamte Interprozessorkommunikation wird

uber das Message Transfer System
abgewickelt. Es hat die Aufgabe, die Nachrichten (Messages), die jeweils eine Spur
repr

asentieren, von den Pretriggern zu dem FLT und zwischen dessen Prozessoren
zu

ubertragen.
Hierf

ur wurde eigens ein Message-Board entwickelt, das eine Hochgeschwindigkeits-
Schnittstelle mit einem einheitlichen Datenformat zur Verf

ugung stellt. Die Message-
Boards werden auf die R

uckseite der VME-Backplane gesteckt. (Abbildung 3.4)
Dadurch ist jede Prozessor Einheit

uber die nicht vom VME-Bus benutzten Stecker
direkt mit genau einem Message-Board verbunden.
Der Takt des Message-Boards und des Prozessor-Boards sind dabei

uber FIFOs ent-
koppelt (Abbildung 3.5). Dies ist notwendig, weil das Message-Board, im Gegensatz
zu den 50 MHz schnellen Prozessoren, mit 100 MHz getaktet ist und weil die Bear-
beitungszeit einer Spur (Message) durch die TFU nicht fest ist. Zu der Mindestzeit
von 240 ns k

onnen zus

atzliche Taktzyklen hinzukommen, wenn mehrere Spurpunk-
te gefunden werden (siehe Abschnitt 3.4.1). Eine Message hat eine Gr

oe von 80
Bit. Zur

Ubertragung werden die Messages 4:1 gemultiplext und dann mit 100 MHz

uber ein 50 adriges Flachbandkabel (20 Datenleitungen) gesendet. Dies ergibt eine
Datenrate von 240 MByte/s pro Message-Kanal. Die

Ubertragungsstrecke betr

agt
innerhalb eines VME-Crates oder zwischen zwei Crates typischerweise 1 bis 2 Me-
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Abbildung 3.5: Der Aufbau eines Message-Boards.
ter. Jedes Message-Board besitzt einen Sender und vier Empf

anger. Die Empf

anger
m

ussen eine Message demultiplexen und schreiben sie dann in ein FIFO. Die TFU
liest ihre Eingangsdaten aus den vier Empf

anger-FIFOs nach einem gleichberechti-
genden Auswahlverfahren (Round Robin) ein. Dabei wird nur der Teil der Message
gelesen (57 Bit), der von der TFU ben

otigt bzw. ver

andert wird. Der Rest wird in
einem FIFO zwischengespeichert. In dem Fall, da Spuren gefunden werden, wird
der FIFO-Inhalt mit den Ausgangsdaten der TFU wieder zu einer Message zusam-
mengestellt und in das Sender FIFO geschrieben.
3.3.3 Die optische Daten

ubertragung
Die Detektordaten der Ereignisse fallen mit der Rate des Beschleunigertakts von
10 MHz an und m

ussen in den lokalen Speicher der TFU hineingeschrieben werden
(Abbildung 3.6).
Das optische Daten

ubertragungssystem sendet die f

ur die Spurensuche ben

otigten
Detektordaten, etwa 1 TBit/s,

uber eine Entfernung von 60 Metern an die TFUs. Um
hier auf eine handhabbare (und bezahlbare) Anzahl von Leitungen zu kommen, wer-
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Abbildung 3.6: Die Detektor Daten werden

uber die Autobahn-Chip Schnittstelle

ubertragen
und in einem ASIC abgespeichert.

Uber den zweiten Port des Speichers kann der Prozessor
auf die Daten zugreifen. Die TFU besitzt insgesamt sechs ASICs, f

ur jede der drei Lagen
des ihr zugeordneten Bereichs einer Detektor-Superlage zwei.
den Spezialchips f

ur die serielle Hochgeschwindigkeits-Daten

ubertragung eingesetzt.
Die TFUs arbeiten mit den Autobahn-Chips von Motorola. Die Autobahn-Chips

ubernehmen die Parallel-Seriell- bzw. Seriell-Parallel-Wandlung und

ubertragen die
Daten mit dierentiellen ECL-Signalen bei 900 MBit/s.
Die

Ubertragung erfolgt auf optischem Wege. Mit geeigneten Lichtwellenleitern ist
bei Datenraten von 900 MBit/s die D

ampfung

uber die Distanz von 60 m ver-
nachl

assigbar. Wichtige Vorteile gegen

uber Koaxialkabeln sind auch die hohe St

orsi-
cherheit und die Potentialtrennung gegen

uber dem Detektor. Jede TFU hat 24
Glasfaser-Eing

ange mit jeweils 900 MBit/s, zusammen 2,7 GByte/s. Insgesamt wer-
den dann ca. 1600 Verbindungen ben

otigt.
Die Autobahn-Chips wandeln die empfangenen seriellen Daten in ein 32 Bit Parallel-
format um. Acht Bit jedes Datenworts enthalten die Ereignisnummer. Der gesamte
Detektordaten-Speicher und die Zugrislogik sind in einem ASIC untergebracht. Er
verwendet die acht Bit Ereignisnummer, um damit seine Datenspeicher zu adressie-
ren und die restlichen 24 Bit, die eigentlichen Detektordaten, unter dieser Adresse
abzuspeichern. Der Datenspeicher ist als Dual-Ported RAM ausgef

uhrt. Dadurch
kann der Hardware-Prozessor gleichzeitig, unter Angabe von Adresse und L

ange des
gew

unschten Speicherbereichs auf den Speicher zugreifen.
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3.4 Die Hardware Prozessoren
Nach dem generellen Aufbau der Prozessorboards und ihrer Kommunikationsschnitt-
stellen folgt nun eine Beschreibung der eigentlichen Proze-Einheiten. Von ihnen gibt
es drei verschiedene Typen, den TFU-Prozessor, den TPU-Prozessor und den TDU-
Prozessor. Hinzu kommt das Test Board, das keinen Hardware Prozessor, daf

ur aber
eine leistungsf

ahigere CPU und zus

atzliche Kommunikationsschnittstellen besitzt.
Es wird f

ur die Entwicklung und allgemeine Testzwecke eingesetzt.
3.4.1 Track Finding Unit
Der Hardware-Prozessor der Track Finding Unit (TFU) hat die Aufgabe, anhand
empfangener Messages in seinen lokalen Detektordaten nach Spurdurchg

angen zu
suchen und gegebenenfalls die Spurrekonstruktion fortzuf

uhren. Insgesamt besitzt
er 22 Pipelinestufen und ben

otigt daher mindestens 240 ns, um eine Spur zu verar-
beiten. Die Funktionalit

at eines TFU-Prozessors l

at sich grob in drei Bl

ocke (siehe
Abbildung 3.7) einteilen:
1. Einlesen des n

achsten Datenworts (die Spur-Message) aus dem Message Em-
pf

anger und Koordinatentransformation der globalen Spurkoordinaten in lo-
kale Koordinaten. Mit diesen wird auf den lokalen Detektordaten-Speicher
zugegrien.
2. Von jeder der drei Lagen wird eine Bitfolge ausgelesen. Koinzidenzbildung
aus den drei Bitfolgen in der Matrix und Weitergabe der Koordinaten der
gefundenen Treer.
3. Neuberechnung der Spurgeometrie, Extrapolation der gefundenen Spuren zu
der n

achsten Lage und Ausgabe in das Ausgangs-FIFO.
Die eingelesene Spur enth

alt in globalen Koordinaten den Ort und die Gr

oe des
Bereichs, in dem die TFU in ihren lokalen Daten nach einem Durchgang dieser Spur
suchen soll. Der Ort und die L

ange des Suchbereichs mu als erstes in lokale Koor-
dinaten transformiert werden, d.h. jeweils in eine Bitadresse der drei Datenspeicher,
die dem Beginn des Suchbereichs entspricht und eine Anzahl von Bits, die der Gr

oe
des Suchbereichs entsprechen. Dies geschieht parallel f

ur alle drei Lagen der zuge-
ordneten Superlage. Anschlieend werden die drei Bitfolgen mit der berechneten
Bitadresse und der L

ange (maximal 32 Bit) aus dem Datenspeicher gelesen und an
die Koinzidenzmatrix weitergegeben. Die Matrix sucht nach Dreierkoinzidenzen in
den drei Bitfolgen. Wenn an einer Stelle alle drei Dr

ahte gesetzt waren, so wird
dies als ein Spurpunkt eines Teilchendurchgangs interpretiert. Alle gefundenen Spu-
ren werden seriell von der Matrix ausgegeben. Wenn mehr als eine Spur gefunden
wurde, mu f

ur jede zus

atzliche Spur die Pipeline vor der Matrix f

ur einen Takt
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Abbildung 3.7: Der Track Finding Prozessor.
angehalten werden (Stall-Zyklus). Die Matrix-Ausgabe wird anschlieend verwen-
det um den Spurverlauf erneut und genauer zu berechnen. Mit dem Ergebnis wird
dann die Spur zu der n

achsten Detektorlage extrapoliert und die Gr

oe des dorti-
gen Suchbereichs berechnet. Anhand des Resultats wiederum wird entschieden, an
welche TFUs der n

achsten Lage die Spurdaten gesendet werden m

ussen. Die letzte
Pipeline-Stufe schreibt die Daten dann in den FIFO des Message-Senders, der sie
dann an die nachfolgenden TFUs verschickt.
Die Koinzidenzmatrix ist in f

unf groen PLDs untergebracht. S

amtliche anderen
Berechnungen werden mit Hilfe von Lookup-Tables und einigen wenigen Addierern
vorgenommen. Bei der Initialisierung des Prozessors m

ussen alle Lookup-Tables
gef

ullt werden. Das Berechnen und Beschreiben der Tabellen

ubernimmt ein In-
itialisierungsprogramm auf dem MC 68020 Prozessor. Die Software ist auerdem
f

ur den Abgleich von Oset-Spannungen der optischen Empfangsmodule zust

andig.
W

ahrend des Betriebs

uberwacht sie die Temperaturwerte, Betriebsspannungen, den
F

ullgrad der FIFOs und mehrere Z

ahler f

ur Message Raten.
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3.4.2 Track Parameter Unit
Die TFUs der letzten Detektorlage senden die Daten der rekonstruierten Teilchen-
spuren

uber das Message Transfer System an eine Track Parameter Unit (TPU).
Der Hardware Prozessor der TPU hat im wesentlichen eine Filterfunktion f

ur Ein-
zelspuren und berechnet kinematische Parameter einzelner Spuren. Er besitzt 12
Pipelinestufen und ist ebenfalls mit 50 MHz getaktet. Die gesamten Berechnungen
werden auch hier mit Hilfe von Tabellen durchgef

uhrt, die bei der Initialisierung mit
dem MC 68020 Prozessor berechnet werden. Den schematischen Aufbau der TPU
zeigt Abbildung 3.8.
Als erstes werden aus den vorhandenen geometrischen Spurdaten die kinematischen
Gr

oen der Spur, Impulsvektor, Transversalimpuls und ihre Ladung bestimmt. An-
hand der Rechenergebnisse werden Schnitte auf den Impuls und den Transversalim-
puls gemacht. Bei Elektronenspuren wird zus

atzlich ein Vergleich zwischen Energie
und dem berechneten Impuls vorgenommen und gegebenenfalls die Spur verworfen.
Bei Spuren, deren Rekonstruktion urspr

unglich von dem Hadron-Pretrigger initiiert
wurde, wird zus

atzlich die von der TPU errechnete Teilchenladung mit der von dem
Pretrigger bestimmten verglichen und die Spur verworfen, wenn sie nicht

uberein-
stimmen.
Photon Trigger Kandidaten, die von dem Elektron-Pretrigger entdeckt wurden, f

ur
die aber keine Spur rekonstruiert werden konnte, werden parallel zu den oben ge-
nannten Berechnungen gesondert behandelt (Abbildung oben rechts). Hier wird aus
der Position, die der Elektron-Pretrigger liefert und der Targetposition eine Spur
errechnet, wobei man davon ausgeht, da das Photon aus der Targetregion stammt.
Im Anschlu an die Parameter-Berechnungen werden sogenannte Zwillingsspuren
herausgeltert. Das sind Messages, die sich auf die gleiche reale Teilchenspur be-
ziehen. Solche doppelt vorkommenden Messages k

onnen beispielsweise durch das

Uberlappen von verschiedenen Detektoren entstehen. Dabei wird ein Teilchen, das
durch eine solche

Uberlapp-Region iegt, von zwei TFUs in derselben Lage regi-
striert. Entsprechend gibt dann jede von ihnen eine Message weiter.
Um Zwillingsspuren zu entdecken, vergleicht der Track Comparator eine neue Spur,
die die Parameter Berechnung passiert hat, mit den bereits vorher bearbeiteten Spu-
ren eines Ereignisses. Dabei k

onnen maximal die letzten zwanzig Spuren verglichen
werden. Wurde die aktuelle Spur bereits vorher schon einmal bearbeitet, so wird sie
von dem Track Comparator verworfen.
Parallel zu dem Track Comparator arbeitet der Track Counter, der die Anzahl der
Spuren eines Ereignisses z

ahlt. Mit ihm kann die Anzahl der Messages, die die TPU
von einem Ereignis passieren l

at, begrenzt werden. Hierf

ur kann eine Maximalzahl
eingestellt werden, so da bei Erreichen dieser Anzahl keine Spuren eines Ereignisses
mehr durchgelassen werden.
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Abbildung 3.8: Der Track Parameter Prozessor.
Spuren, die den Comparator und den Counter passiert haben, werden als Message
mit den berechneten kinematischen Parametern in das Sender-FIFO des Message
Boards geschrieben, das sie dann an die Trigger Decision Unit weiterschickt.
3.4.3 Trigger Decision Unit
Die Trigger Decision Unit (TDU) hat die Aufgabe, die entg

ultige Triggerentschei-
dung

uber ein Ereignis zu treen. Die Entscheidung basiert auf zwei verschiede-
nen Arten von Triggern. Der eigentliche Trigger f

ur die Messung von B-Ereignissen
analysiert die kinematischen Parameter von Spurpaaren. Der zweite Trigger wird
haupts

achlich f

ur EÆzienzmessungen verwendet. Er z

ahlt die Anzahl von Spuren,
die ein Ereignis enth

alt, nach Spurtypen getrennt. Das

Uberschreiten einer vorein-
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gestellte Anzahl l

ost einen Trigger aus. Eine positive Triggerentscheidung wird dann
dem Fast Control System (FCS) mitgeteilt.
Pair Trigger
Module D
cuts:
E, q, m
Pair Trigger
Module C
cuts:
E, q, m
Pair Trigger
Module B
cuts:
E, q, m
Pair Trigger
Module A
cuts:
E, q, m
TPU-Message Receiver
Trigger Transmitter Module
2nd Level
Trigger
Track Message Memory
Count Trigger
Prescaler
n:1
new track
Trigger Memory
FCSFCS
Abbildung 3.9: Der Trigger Decision Prozessor.
Den schematischen Aufbau des Hardware Prozessors der TDU zeigt Abbildung 3.9.
Der Prozessor speichert alle gefundenen Teilchenspuren eines Ereignisses, die er
von den TPUs empf

angt, nach Ereignisnummer sortiert, in dem Track Memory
ab. Kommt eine neue Spur in das System, wird sie zudem mit allen bereits vorhan-
denen Spuren des Ereignisses paarweise kombiniert und die invariante Masse des
Paares berechnet. Liegt diese Masse in einem Toleranzbereich, so wird ein Trigger
ausgel

ost. F

ur die paarweise Kombination und Berechnung sind vier parallel ar-
beitende Pair Trigger Module zust

andig. Sie bestehen im wesentlichen aus jeweils
einem Lookup-Table-Prozessor. Die Parallelverarbeitung ist notwendig, um bei Er-
3.4. Die Hardware Prozessoren 39
eignissen mit mehreren Spuren gen

ugend Rechenleistung zur Verf

ugung zu haben.
Bis zu vier Spurkombinationen k

onnen damit in einem Takt durchgef

uhrt werden.
Sind mehr Kombinationen vorhanden, so m

ussen zus

atzliche Taktzyklen eingef

ugt
werden, wobei die vorhergehenden Stufen der Pipeline dann angehalten werden.
Der Lookup-Table-Prozessor vergleicht zuerst die elektrischen Ladungen der beiden
Teilchen und macht Schnitte auf die Energie. Anschlieend wird dann die Triggerent-
scheidung anhand der invarianten Masse gef

allt, die in der letzten, 2 MBit groen,
Lookup-Table errechnet wird.
Parallel zu dem Pair-Trigger arbeitet der Count Trigger, der ebenfalls die neu ein-
treenden Spuren empf

angt und f

ur jedes Ereignis nach Typ getrennt z

ahlt. Wird
die vorgegebene Anzahl eines Typs erreicht, so l

ost er einen Trigger aus. Auch die
Summe zweier Z

ahler kann als Trigger verwendet werden.
Spuren, die den Pair- oder den Count-Trigger passiert haben, werden an einen Pres-
caler weitergereicht. Der Prescaler kann so eingestellt werden, da er nur jeden n-ten
Trigger durchl

at. Die Trigger werden anschlieend in dem Trigger Memory abge-
legt. Bereits bei dem Eintreen des ersten Triggers eines Ereignisses, wird dieser
sofort dem FCS gemeldet.
Das FCS kann seinerseits die Weitergabe der Triggerinformationen eines Ereignisses
von der TDU an den Second Level Trigger veranlassen. Dies geschieht f

ur Ereignisse,
auf die der FLT triggert und die anschlieend von dem FCS akzeptiert werden. Aber
auch Daten von Ereignissen,

uber die dem FCS keine positive Triggerentscheidung
des FLT vorliegt, k

onnen (soweit vorhanden) weitergeleitet werden, zum Beispiel
Zufallstrigger. Die TDU schickt auf Veranlassung des FCS die gesamten Daten, die
sie von einem Ereignis besitzt (300 Byte),

uber einen SHARC-Link an den Second
Level Trigger (siehe auch Abschnitt 2.4). Der Readout Controller greift hierf

ur,
unabh

angig von dem TDU-Prozessor, auf seine Trigger- und Message-Speicher zu.
3.4.4 Das Test Board
Das Test Board wird zum Testen der Hardwarekomponenten des FLT, insbesondere
der beiden Daten

ubertragungs-Systeme eingesetzt. Dies ist unbedingt notwendig,
da die Datenquellen des FLT, die Pretriggersysteme und Detektoren, erst nach Ab-
schlu der Entwicklungsphase zur Verf

ugung stehen. Nat

urlich ist es auch generell
g

unstiger, im Labor eine Testumgebung zur Verf

ugung zu haben, als die Elektro-
nik am Experiment zu testen. Das Test Board nimmt auerdem eine Prototyp-
Funktion bei der Entwicklung der verschiedenen Schnittstellen wahr, die bei den
Prozessorboards verwendet werden. Zus

atzlich wurde es als einfaches Triggersystem
bei HERA-B Testl

aufen eingesetzt.
Das Test Board ist wie die Prozessorboards als VME-Einschub ausgef

uhrt, besitzt
aber eine leistungsf

ahigere CPU. Auf dem Board bendet sich ein MC 68060 Pro-
zessor mit 50 MHz und bis zu 32 MB DRAM. Hinzu kommen 2 MB SRAM, von
denen 1 MB als Second Level Cache eingesetzt werden.
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MC68020
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2nd level cache
Sender für
Detektordaten
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Detektor
Message Unit
Abbildung 3.10: Das Test Board in Verwendung f

ur einen TFU Test. Es sendet der TFU
alle ben

otigten Eingangsdaten und empf

angt von ihr die Prozessresultate.
Es besitzt zudem eine Schnittstelle zu einem Message Board. Sie entspricht genau
der Schnittstelle der Prozessorboards, so da das Test Board in der gleichen Weise
Messages empfangen und versenden kann.
F

ur Testzwecke besitzt das Test Board zudem zw

olf optische serielle Verbindungen
mit Autobahn-Chips. Sie entsprechen den Eing

angen der TFU f

ur Detektordaten mit
dem Unterschied, da sie Daten nicht nur empfangen, sondern auch senden k

onnen.
Das Benutzerprogramm auf der CPU hat hierf

ur Zugri auf ein Dual Ported RAM,
das als Puer f

ur empfangene oder zu sendende Daten dient. Um die volle Bandbreite
zu erm

oglichen, werden die Daten zwischen Autobahn-Chips und dem Dual Ported
RAM

uber DMA-Controller ausgetauscht.
Zus

atzlich zu diesen beiden besitzt das Test Board noch zwei weitere Schnittstellen:
Auf dem Test Board selbst bendet sich eine zus

atzliche Message-Schnittstelle f

ur
das Versenden und das Empfangen von Messages. Damit kann das Test Board Mes-
sages austauschen, ohne auf ein Message Board angewiesen zu sein. Insbesondere
dient dies auch dem Test von Message Boards.
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Sowohl die externe als auch die boardeigene Message-Schnittstelle kann in einem
Burst Modus betrieben werden. In diesem k

onnen von dem Benutzerprogramm,
das auf der CPU l

auft, bis zu 128 K Messages abgespeichert und dann mit vol-
ler Bandbreite, d.h. mit jedem CPU-Takt eine, gesendet werden. Die Messages
werden zuvor in ein an die Message-Datenbreite angepates SRAM geschrieben.
Mit einem DMA-Controller k

onnen die Daten dann mit voller Datenrate zwischen
dem SRAM und den Sender-FIFOs (bzw. Empf

anger-) ausgetauscht werden. Die
Message-Schnittstelle kann auch in einem
"
Repeat Mode\ betrieben werden. In die-
sem Modus werden empfangene Messages direkt wieder

uber den Sender weiterver-
schickt. Ein weiterer Modus, der
"
Snoop Mode\, erlaubt zus

atzlich die Entnahme
von Stichproben aus den weitergeleiteten Messages. Dies erm

oglicht das
"
Mith

oren\
in einem Message-Datenstrom. Abbildung 3.10 zeigt als Beispiel einen Testaufbau,
bei dem die Funktion einer TFU mit Hilfe des Test Boards

uberpr

uft wird. Das Test
Board sendet hierzu Detektordaten und Spur-Messages an die TFU. Die Messa-
ges, die sich als Ergebnisse des TFU-Prozessors ergeben, werden an das Test Board
zur

uckgeschickt, das sie zum Beispiel mit Simulationen vergleichen kann.
Die zweite Zusatzschnittstelle ist eine Schnittstelle zu dem Fast Control System.
Sie wurde in den Probel

aufen des Detektors in den Jahren 1996 und 1997 am DE-
SY eingesetzt. Das Test Board wurde als einfaches Triggersystem betrieben, das
Messages von einem Pretriggersystem empf

angt, mit dem Mikroprozessor einfache
Berechnungen durchf

uhrt und die Triggerentscheidung an das Fast Control System
weiterleitet. Damit konnte die Daten

ubertragung von den Pretriggersystemen (so-
weit vorhanden) bereits in einem fr

uhen Projektstadium unter realen Bedingungen
getestet werden.
3.5 Stand der Technologie
Die Technik der e
+
e
 
-Speicherringe (siehe auch 2.2) zur Erzeugung von Elementar-
teilchen hat aufgrund der hohen Energieverluste durch Synchrotronstrahlung der
kreisenden Teilchen eine Grenze erreicht. Der noch bis etwa zum Jahr 2001 betrie-
bene Speicherring LEP am CERN wird vermutlich der letzte seiner Art sein. Um zu
h

oheren Teilchenenergien vorzustoen, verwendet eine neue Generation von Expe-
rimenten Hadron-Speicherringe, wie den HERA-Ring und in Zukunft den LHC am
CERN, da bei den schweren Hadronen die Energieverluste um Gr

oenordnungen
geringer sind.
Das Hauptproblem bei den Experimenten, die mit Hadron-Hadron Wechselwirkun-
gen ihre Teilchen erzeugen, ist der enorme Untergrund. Dies stellt zum einen neue
Anforderungen an die Detektortechnologie, da die Detektoren hohe Teilchenraten
verarbeiten und entsprechend strahlungshart sein m

ussen. Zudem stellt es auch ex-
treme Anforderungen an die Trigger- und Datennahmesysteme. Sie m

ussen Ereig-
nisraten in der Gr

oenordnung von 10 Mhz und Datenraten im Bereich von einigen
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Terabit/s verarbeiten k

onnen.
Das HERA-B Experiment ist hier als Vorl

aufer f

ur die zuk

unftigen Experimente am
LHC anzusehen, wo Ereignis- und Datenraten noch einmal um etwa einen Faktor
f

unf h

oher liegen.
Die Anforderungen an den First Level Trigger des HERA-B Experiments unterschei-
den sich grunds

atzlich von anderen Systemen:
 Bisher durchgef

uhrte typische
"
Fixed\-Target Experimente (zum Beispiel am
Fermilab NA789) arbeiteten nur mit kurzen Strahlimpulsen, die von langen
Pausen gefolgt wurden, in denen die Daten aufgezeichnet und sortiert werden
konnten.
 Bisherige Kollisions Experimente an e
+
e
 
-Speicherringen sind zwar f

ur eine
kontinuierliche Datenaufnahme ausgelegt, die typischen Wechselwirkungsra-
ten, die aus den Kollisionsereignissen resultieren, sind aber viel kleiner als bei
HERA-B (zum Beispiel bei LEP etwa 10 Hz).
Wie am Beginn des Kapitels beschrieben, m

ussen bei HERA-B dagegen aus einer
kontinuierlichen Ereignissrate von 10 Mhz spezische Endzust

ande herausgeltert
werden, um eine Reduktion der Ereignisrate von zwei Gr

oenordnungen zu errei-
chen.

Uber die Pretrigger ist keine Reduktion zu erreichen, weil mit einem hohen
Teilchenuntergrund gerechnet wird und keine Reduktion aufgrund einfacher Signa-
turen m

oglich ist. Die angestrebte Verringerung der Ereignisrate ist nur realisierbar,
wenn nach erfolgter Rekonstruktion der Teilchenspur aufgrund der Bestimmung von
Energie, Impuls und invarianter Masse eine Triggerentscheidung getroen wird. Im
folgenden wird der FLT des HERA-B Experiments mit dem von H1 verglichen,
einem der beiden groen Experimente am HERA Beschleuniger (siehe Abb. 2.4).
Eine Besonderheit von HERA-B ist, da es trotz der hohen Wechselwirkungsrate
ohne Totzeit arbeitet. Das heit, die Medaten des Detektors werden in dem First
Level Buer zwischengespeichert und, im Fall einer positiven Triggerentscheidung,
ausgelesen, ohne da hierf

ur die Messung unterbrochen werden mu. Im Vergleich
besitzt die erste Stufe von H1 ebenfalls einen Buer, in dem die Medaten des
Detektors ohne Totzeit abgespeichert werden. Bei einem Triggersignal der ersten
Stufe mu der Buer jedoch angehalten werden, um die Daten auszulesen. Dies
bedingt eine Totzeit von etwa f

unf Prozent.
Eine weitere Besonderheit ist der Switch f

ur die Kommunikation zwischen Second
Level Buer und Second- und Third Level Trigger (siehe auch Abbildung 2.8). Er
zeichnet sich durch eine hohe Bandbreite und durch eine niedrige Latenzzeit aus
und ist damit richtungsweisend f

ur zuk

unftige Experimente [59].
First Level Trigger Komponenten, die f

ur andere Experimente entwickelt wurden,
sind infolge erheblich niedrigerer Ereignisraten ( kHz) meist sehr viel einfacher
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aufgebaut und auf Korrelationen bzw. Koinzidenzen einfacher Signale beschr

ankt.
Zum Beispiel die erste Triggerstufe von H1 besteht aus 192 unabh

angigen Trigger-
elementen, die bei den einzelnen Subdetektoren lokalisiert sind. F

ur die Triggerent-
scheidung der einzelnen Triggerelemente werden in der Regel einfache Gr

oen, wie
die

Uberschreitung eines Schwellenwertes bei der Energie, herangezogen. Aus diesen
Einzelwerten k

onnen dann beliebige Koinzidenzen f

ur die Triggerentscheidung der
Stufe eins gebildet werden. Die Ereignisrate von H1 liegt bei 100 kHz, die Ausgangs-
rate der ersten Triggerstufe bei 5 kHz. Die erste Stufe erreicht also eine Reduktion
der Rate um den Faktor 20 bei einer Trigger Latenzzeit von 2,3 s [22].
Der HERA-B First Level Trigger setzt daher neue Mast

abe f

ur Ereignisraten und
Algorithmen in der ersten Stufe. Der verwendete Algorithmus entspricht in seiner
Komplexit

at Algorithmen, wie sie in anderen Experimenten normalerweise fr

uhe-
stens ab der zweiten Stufe angewendet werden. Ein groer Teil der klassischen
Funktionen eines Second Level Triggers ist beim HERA-B Experiment im First
Level Trigger implementiert, um den hohen geforderten Reduktionsfaktor (ca. 200)
zu erreichen. Die Eingangsrate des FLT liegt zwei Gr

oenordnungen

uber der von
H1. Gleichzeitig ist sein Reduktionsfaktor zehnmal gr

oer. Spezialhardware zur Mu-
stererkennung in den Detektordaten wird erst in der zweiten Triggerstufe von H1
eingesetzt.
Entsprechend umfangreicher und qualitativ aufwendiger ist die Elektronik des FLT
im Vergleich zu Komponenten anderer Experimente. Hier werden Multi-Layer Lei-
terkarten im 9 HE VME-Bus Format mit SMD-Technik verwendet. F

ur den Aufbau
der Logik werden hochintegrierte Logikbausteine, die mit 50 MHz getaktet sind, ein-
gesetzt. Ungew

ohnlich ist auch die Verwendung zus

atzlicher Mikroprozessoren auf
den VME-Boards. Normalerweise erfolgt in Physik-Experimenten die Steuerung aus-
schlielich von einem VME-Host Rechner aus, der

uber Register auf VME-Einsch

ube
zugreift.
Die Architektur des FLT bedingt damit auch eine wesentlich aufwendigere Software
zum Betrieb des Systems, als dies normalerweise der Fall ist. Der Betrieb erfolgt
mit Hilfe eines heterogenen verteilten Rechnersystems, das aus etwa 80 Rechnern
besteht, und zudem sehr viele Einstell- und Testm

oglichtkeiten auf den Hardwa-
reprozessoren besitzt. Gleiches gilt f

ur eine Simulation des Triggers, die ein sehr
komplexes und zudem asynchron arbeitendes System beschreiben mu. Sie mu da-
her das Zeitverhalten des Triggers mit ber

ucksichtigen und kann sich nicht auf reines
Datenprozessieren beschr

anken.
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Kapitel 4
Die Konzeption der Software
In diesem Kapitel wird ein

Uberblick

uber den Softwarebedarf des FLT gegeben und
dabei das Gesamtkonzept f

ur die Software, das in [58] erstellt wurde, dargelegt. Das
Kapitel beginnt mit einer Beschreibung der Hardware und Betriebssysteme, die die
Umgebung der zu erstellenden Software bilden. Anschlieend wird eine Einteilung
in verschiedene Pakete und deren hierarchische Aufteilung in System- und Applika-
tionssoftware vorgenommen. An die Beschreibung der einzelnen Pakete schliet sich
ein

Uberblick

uber die Methoden und Werkzeuge an, die eingesetzt werden, um eine
eÆziente und zielgerichtete Entwicklung der Software zu unterst

utzen. Am Ende des
Kapitels wird eine Erl

auterung der Grundlagen externer Pakete gegeben, die Spra-
che Tcl, Netzwerk-Sockets, der Cross-Compiler und Bibliotheken, die im Rahmen
der FLT-Software Verwendung nden. Sie ist zum Verst

andnis der nachfolgenden
Kapitel notwendig.
In diesem Kapitel werden ein Teil der Entwurfsentscheidungen und die Auswahl der
Technologie, die in den n

achsten Kapiteln getroen werden, bereits vorweggenom-
men, um einen vollst

andigen

Uberblick geben zu k

onnen. Die ausf

uhrliche Anfor-
derungsanalyse und Auswahl der Technologie f

ur die Teile, die im Rahmen dieser
Arbeit implementiert wurden, erfolgt in den jeweiligen Kapiteln.
4.1 Die Hardware- und Betriebssystem-Umgebung
der ersten Triggerstufe.
Die Systemgrenzen und der Kontext des First Level Triggers wurden bereits in
Kapitel 3 beschrieben. Intern dient der Kontrolle und Steuerung des FLT ein ver-
teiltes heterogenes Rechnersystem aus etwa 90 Rechnern (vergleiche Abbildung 3.2).
Es bildet die Entwicklungs- und Laufzeitumgebung f

ur die Software des FLT. Ins-
gesamt werden drei verschiedene Hardware-Plattformen mit ihren entsprechenden
Betriebssystemen eingesetzt. Die Rechner nutzen zwei verschiedene Kommunikati-
onsschnittstellen, Ethernet und VME-Bus, f

ur den Datenaustausch.
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4.1.1 Systeme und Betriebssysteme
M68k Prozessor. Auf den Prozessor-Boards TFU, TPU und TDU kommen Mi-
kroprozessoren Motorola 68020 mit 4 MB RAM (Test-Board: MC68060 mit 16 MB -
32 MB) zum Einsatz. Die Board-Rechner besitzen aber keine eigenen Schnittstellen
f

ur Massenspeicher oder andere Ein-/Ausgabeger

ate. Als Schnittstellen zur Auen-
welt besitzt der Rechner im normalen Betrieb nur den VME-Bus. F

ur Testzwecke
ist zus

atzlich ein RS-232 Terminalanschlu vorhanden, der an der Frontplatte jedes
Prozessorboards angebracht ist. S

amtliche Dateizugrie, das Laden von Program-
men und Interaktionen eines Programms mit dem Benutzer m

ussen daher

uber den
VME-Bus abgewickelt werden. Die 68k-Rechner besitzen keinerlei Betriebssystem
oder sonstige Standardsoftware, welche diese Funktionen f

ur die Boards

ubernimmt.
Die Kommunikation der Board-Rechner via VME-Bus mit der Auenwelt erfordert
daher einerseits in jedem VME-Crate einen Host-Rechner, der Zugri auf einen
Massenspeicher oder ein Netzwerk besitzt. Andererseits wird eine Betriebssoftware
ben

otigt, die den Datentransfer

uber den VME-Bus zwischen diesem Host und dem
Board regelt.
LynxOS mit PowerPC. Als VME-Host-Rechner werden in den Crates des FLT
Rechner der Firma Cetia verwendet, die als Standardsystem f

ur VME-Hosts bei
HERA-B eingesetzt werden. Die Cetia CPUs sind als VME-Einsch

ube mit 6 HE
ausgef

uhrt. Bislang werden Versionen mit PPC601/100MHz und PPC604/200MHz
Prozessoren benutzt.
Der Host-Rechner besitzt ein VME-Bus Interface, dessen Adreraum f

ur VME-Bus
Zugrie in den Adreraum eines Prozesses eingeblendet werden kann. F

ur Netz-
werkkommunikation steht je nach Ausf

uhrung eine 10 MBit/s bzw. 100 MBit/s
Ethernet-Schnittstelle zur Verf

ugung.
Als Betriebssystem wird LynxOS verwendet. LynxOS ist ein vollst

andiges Unix-
System mit Realtime-Eigenschaften und Multithreading. Dies erlaubt den Einsatz
weit verbreiteter Unix-Programmpakete, wie zum Beispiel GNU-Compiler, BSD-
Sockets und Tcl/Tk. Weiterhin ist eine eÆziente Programmausf

uhrung durch Mul-
tithreading mit einstellbaren Proze- und Thread-Priorit

aten m

oglich.
Der Host-Rechner wird ohne lokale Festplatte betrieben. Er bootet mittels des
TFTP-Protokolls
1
von einem Bootserver. Beim Starten des Rechners wird auf ei-
ne intern angelegte Ram-Disk, ein
"
elementares\ Dateisystem geladen. Nach dem
Systemstart werden externe Dateisysteme dann

uber NFS
2
gemountet. Trotz des
Verlustes von Dateisystemperformance ist der Betrieb

uber ein Netzwerk bei solchen
experimentellen Systemen vorteilhaft. Bei einem Rechnerabsturz kann das Dateisy-
stem einer Festplatte so stark besch

adigt werden, da kein Neustart mehr m

oglich
1
Trivial File Transfer Protocol.
2
Network File System
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ist.
3
W

ahrend der Entwicklung von Software, die auf die VME-Hardware zugreift,
kommt es h

aug zu Systemabst

urzen - hier ist dann aber lediglich die RAM-Disk
betroen, die beim Start ohnehin neu erzeugt wird.
Als Software Schnittstelle zu dem VME-Bus wird eine VME-Bibliothek zusammen
mit einem VME-Treiber der Firma Mizzi-Computer verwendet (siehe Abschnitt
4.6.2). Der Treiber wird beim Start des Host-Rechners geladen und initialisiert
einen angegebenen Bereich des VME-Bus, auf den dann mit virtuellen Adressen
zugegrien werden kann. Die Bibliothek stellt eine Programmierschnittstelle zu dem
VME-Bus zur Verf

ugung. Dies entlastet den Entwickler von hardwarenaher Pro-
grammierung und erh

oht die Portabilit

at der Programme.
Linux Workstation. Alle zentralen Funktionen werden von einem Linux-System
wahrgenommen, da auch als einziges

uber einen Massenspeicher verf

ugt. Es dient
daher als Dateiserver f

ur das gesamte System. Teile des Linux Dateisystems werden
mit NFS von Lynx gemountet.
Der Linux-Server wird auch als Bootserver f

ur Lynx verwendet. Hierzu arbeitet
unter Linux ein D

amon-Proze
"
bootpd\, der auf Netzwerk-Anfragen startender
Lynx Rechner wartet. Die anfragenden Rechner werden

uber ihre Ethernet-Adresse
identiziert und k

onnen anschlieend mit TFTP-Zugri ihr Lynx-System laden.
Schnittstellen der Hardware
Die Kommunikation zwischen Prozessen auf den beschriebenen Rechnersystemen
ndet

uber zwei verschiedene Schnittstellen statt:
Die Interprozekommunikation zwischen einem Proze auf dem Unix-Host und ei-
nem Proze auf einem Prozessorboard erfolgt

uber den VME-Bus als gemeinsame
Schnittstelle. Der Unix-Host kann

uber den VME-Bus auf den Arbeitsspeicher des
68k-Prozessors und die Kontrollregister des Boards zugreifen, um beispielsweise 68k-
Bin

ardateien in den Speicher zu laden oder einen Reset des Boards auszul

osen. Der
Board-Proze wiederum kann

uber den VME-Bus einen Interrupt auf dem Unix-
Host ausl

osen.
Der zentrale Linux-Rechner kommuniziert via Ethernet mit Prozessen auf den VME-
Hosts. Seine Funktion als Dateiserver f

ur das gesamte System nimmt er mit Hilfe
des NFS wahr, das Teile des Linux-Dateisystems durch Mounten unter Lynx zur
Verf

ugung stellt. Zus

atzlich wird eine Interprozekommunikation zwischen Prozes-
sen auf den VME-Host Rechnern und Linux-Prozessen ben

otigt, die beispielsweise
zentrale Steuerungs- oder Archivierungsaufgaben wahrnehmen.
F

ur einen Zugri auf das Linux-Dateisystem, oder f

ur den Datenaustausch zwischen
einem Linux-Proze und einem Board-Programm mu also ein LynxOS-Proze vor-
3
Haupts

achlich wegen der von Unix zur Beschleunigung von Plattenzugrien eingesetzten Disk-
Write-Caches.
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handen sein, der als Bindeglied zwischen VME-Bus und Ethernetschnittstelle fun-
giert.
4.2 Bedarf und Modularisierung
Um die Komplexit

at der Triggersoftware und ihre m

oglichen Anwendungsf

alle zu

uberblicken, wird die Software in verschiedene Anwendungsbereiche und Pakete un-
terteilt. Zu jedem Paket wird im folgenden eine kurze Zieldenition und die Nutzer
der Software angegeben.
Der Softwarebedarf f

ur den FLT l

at sich grob in drei Anwendungsbereiche eintei-
len, auf die im folgenden eingegangen wird: Betriebssoftware (
"
Online-Software\)
Testsoftware und Simulationssoftware. Diese Pakete sind nat

urlich nicht wirklich
unabh

angig, im Gegenteil, es sollen Teile der Software soweit wie m

oglich in den
verschiedenen Paketen wiederverwendet werden.
Aus diesem Grund wird die Software noch hierarchisch in Applikationssoftware und
Systemsoftware strukturiert. Hierf

ur gilt es Komponenten zu identizieren, die von
mehreren Applikationen eingesetzt werden k

onnen. Sie werden unter der Bezeich-
nung Systemsoftware zusammengefat. Die Systemsoftware bildet eine Basis, die
dann von mehreren, darauf aufbauenden Applikationen genutzt werden kann. Da-
durch werden Mehrfachentwicklungen vermieden und die Wiederverwendung von
Code erm

oglicht. Zudem reduziert sich das ben

otigte Wissen und damit der Einar-
beitungsaufwand f

ur Entwickler der Applikationen, wenn in bestimmten Bereichen
auf Standardl

osungen zur

uckgegrien werden kann.
Abbildung 4.1 zeigt in einem Paket-Diagramm die Einteilung der verschiedenen Pa-
kete in UML-Notation
4
. Dieser Diagrammtyp dient der Strukturierung groer Soft-
waresysteme. Pakete k

onnen alle Arten von Software-Elementen enthalten, wie zum
Beispiel Module, Bibliotheken und Komponenten. Sie k

onnen geschachtelt oder mit
gestrichelten Kanten, die am Ende einen Pfeil enthalten, zueinander in Beziehung
gesetzt werden.
4.2.1 Applikationssoftware
Online-Software
Die Online-Software wird zur Steuerung und

Uberwachung des First Level Triggers
w

ahrend des Betriebs ben

otigt. Abbildung 4.2 zeigt ein Paket-Diagramm der Online-
Software in UML-Notation
Die Online-Software beinhaltet einen zentralen Kontrollproze, der auf einer Li-
nux Workstation abl

auft. Von hier aus wird das komplette System

uberwacht. Die
4
Unied Modeling Language. Die UML wurde im November 1997 von der Object Management
Group als Standard-Modellierungssprache verabschiedet [35]. (siehe auch Abschnitt 7.3.2)
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Online Software Test Software Simulations-
software
Systemsoftware
Abbildung 4.1: Paket-Diagramm mit den drei Paketen der Applikationssoftware, die auf
die Systemsoftware des FLT zur

uckgreifen.
Kontrolle des Systems mu auch f

ur Personen ohne detaillierte Kenntnisse der Trig-
gerhardware m

oglich sein. Aus diesem Grund ist eine grasche Benutzerober

ache
erforderlich, die einen

Uberblick

uber den Aufbau und den Betriebszustand des Ge-
samtsystems vermittelt (
"
System Display\). Dies beinhaltet auch die Anzeige des
Zustands einzelner Boards und boardbezogener Daten. Weiterhin mu die Kon-
guration und der Ablauf eines Trigger-\Runs\ zentral verwaltet werden. F

ur die
Implementierung der Benutzerober

ache wird die Programmiersprache Tcl/Tk mit
dem Erweiterungspaket Tix eingesetzt.
Auf jedem einzelnen Prozessorboard mu ebenfalls ein Online-Proze ablaufen. F

ur
jeden der drei Prozessortypen gibt es ein eigenes (oder auch mehrere) Online-Pro-
gramm. Es initialisiert und steuert vor Ort die Boardhardware, gibt Betriebsda-
ten und gegebenenfalls Fehlermeldungen an die Zentrale weiter. Hierzu m

ussen die
Lookup-Tabellen des jeweiligen Boards mit Hilfe der zugeh

origen Tabellenfunktio-
nen, die in einer Bibliothek organisiert sind, berechnet werden. Auerdem mu das
Programm auf die Hardware des jeweiligen Boards zugreifen.
Die Kommunikation zwischen Zentrale und Board erfolgt

uber Ethernet und VME-
Bus, was einen zus

atzlichen Serviceproze auf dem Unix-Host erfordert, der die
Vermittlung

ubernimmt. In Abbildung 4.2 ist die Software f

ur die Board- und lynx-
seitige VME-Kommunikation und den Serviceproze in dem Paket VME-System-
software zusammengefat, das von allen Board-Prozessen ben

otigt wird. F

ur die
Netzwerkkommunikation greifen sowohl der zentrale Kontrollproze, als auch der
Serviceproze auf das in dem Tcl-Paket enthaltene Netzwerkmodul zur

uck.
F

ur Testaufbauten und Inbetriebnahme des Triggers ist eine h

auge Umprogram-
mierung von Online-Prozessen f

ur die Boards erforderlich. Diese Versuche werden in
der Regel ohne zentrale Steuerung vorgenommen. Im Laufe der Entwicklung und im
sp

ateren Betrieb werden viele Benutzer an der Programmierung von Boards beteiligt
sein. Daher ist es unbedingt erforderlich abstrakte Schnittstellen zur Programmie-
rung der Hardware zur Verf

ugung zu stellen, um insgesamt den Entwicklungs- und
Einarbeitungsaufwand zu reduzieren.
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Online Software
TFUOnline
TDUOnline
Zentraler  Kontrollprozeß
Run
Manager
System Displaygrafische 
Benutzeroberfläc
Board
Monitor
Data
Display
Tcl
Netzwerkmodul
VME 
Systemsoftware
Lookup-Table
Bibliothek
C-Schnittstelle
Board-Hardware
Tcl/Tk
Tix
TPUOnline
Netzwerk(Linux)
Schnittstelle
Abbildung 4.2: Paket-Diagramm mit den Komponenten der Online Software f

ur den FLT.
Dies beinhaltet zum einen, da die Boards nicht nur in Assembler, sondern auch in
einer Hochsprache programmiert werden k

onnen. Zudem mu die VME-Bus Kom-
munikation m

oglichst einfach zu bedienen sein. Weiterhin ist es sehr lohnend eine
abstraktere Schnittstelle zu der Board-Hardware als Bibliothek zur Verf

ugung zu
stellen. Dann mu man sich bei der Programmierung der Boards nicht jedesmal mit
den Details der Hardware auseinandersetzen.
Testsoftware
F

ur die Inbetriebnahme der FLT-Boards und ihrer Schnittstellensysteme sind auf-
grund deren Komplexit

at umfangreiche Tests notwendig. Diese Tests werden von
Hardware-Experten durchgef

uhrt. Da der FLT aus etwa 80 Prozessorboards und
ebensovielen Message-Boards aufgebaut ist, m

ussen die Testprogramme f

ur eine
komfortable und eÆziente Benutzung ausgelegt sein.
Zus

atzlich zu den Tests f

ur die Einzelkomponenten erfordert der Betrieb dann Tests
des Gesamtsystems oder Teilen davon, zum Beispiel die

Uberpr

ufung der richtigen
Verkabelung und Funktionsf

ahigkeit des Message-Systems (etwa 300 Verbindungen).
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C-Schnittstelle
Board-Hardware
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Bibliothek
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TFU Test
TPU Test
TDU Test
Message System
Test
Test Serielle 
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Testboard
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Abbildung 4.3: Die Komponenten der Test Software.
Hinzu kommen Standardtests, die vor und w

ahrend dem Betrieb des FLT automa-
tisch durchgef

uhrt werden, und eine Reihe von Standardtests, die beim Auftreten
von Fehlern per Hand ausgel

ost werden k

onnen.
Eine wichtige Rolle bei den Tests spielen die beiden Test-Boards. Sie erm

oglichen ins-
besondere den Test der Message- und Detektor-Schnittstellen eines Boards. Zudem
dienen sie generell als Sender und Empf

anger von Testdaten im Rahmen von Tests
der Prozessorboards. Alle Module die Testsoftware enthalten machen Gebrauch von
der VME-Systemsoftware, die die Umgebung liefert in der Board-Programme ablau-
fen (siehe Abbildung 4.3). Ebenso verwenden auch die Tests die Lookup-Tabellen
und m

ussen nat

urlich auf die Hardware zugreifen.
Die Realisierung von Testsoftware und die Durchf

uhrung von Tests ist nicht Thema
dieser Arbeit und wird daher im Folgenden nicht weiter betrachtet.
Die Simulation des Triggersystems
Um die FLT-Boards testen zu k

onnen, wird eine detaillierte zeitaufgel

oste Simulation
der einzelnen Prozessorboards ben

otigt. Mit ihren Ergebnissen k

onnen die jeweiligen
Testresultate dann

uberpr

uft werden. Diese Simulation wird von Benutzern mit
genauen Kenntnissen der Hardware durchgef

uhrt.
Zudem wird eine Simulation des Gesamtsystems f

ur die Beantwortung eher physika-
lischer Fragestellungen, wie zum Beispiel nach der EÆzienz des Triggers, ben

otigt.
Um die Konsistenz zwischen der Hardware und ihrer Simulation sicherzustellen, mu
diese Gesamtsimulation auf den verizierten Einzelboardsimulationen aufbauen. Teil
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Simulations Software
Framework
First Level Trigger
TFU Simulation
TPU Simulation
TDU Simulation
Message System
 Simulation
Elektron
Pretrigger
Myon
Pretrigger
Hadron
Pretrigger
Lookup-Table
Bibliothek
tools.h++
Detektor
Geometrie
Abbildung 4.4: Die Komponenten der Simulations Software.
der Gesamtsimulation sind auch die drei Pretriggersysteme, deren Subsystem-Simu-
lationen an den jeweiligen Instituten entwickelt werden m

ussen, wo auch die Hard-
ware gebaut wird. Die Gesamtsimulationen m

ussen von Personen durchgef

uhrt wer-
den, die keine vollst

andige Kenntnis der Hardware besitzen - schon allein deswegen,
weil es niemanden gibt, der die gesamte Hardware aller vier Triggersysteme im De-
tail kennt. Es mu daher ein Weg gefunden werden, Simulationen von Teilsystemen
auf relativ einfache Weise f

ur Gesamtsimulationen handhaben zu k

onnen. Weiterhin
stellen der Umfang des zu simulierenden Systems und die Verteilung der Entwick-
lung auf mehrere Institute besondere Anforderungen dar. Um diesen zu begegnen,
wird ein objektorientiertes Framework eingesetzt, auf dessen Grundlage die Simula-
tionen in den einzelnen Instituten entwickelt werden. Die Simulation verwendet die
Klassenbibliothek Tools.h++ (siehe Abschnitt 4.6.2) und in den FLT-Simulationen
die Bibliothek mit den Lookup-Table Funktionen.
4.2.2 Die Systemsoftware
In der Systemsoftware sind die Teile der FLT-Software zusammengefat, die als
Grundlage der eigentlichen Applikationsentwicklung dienen. Abbildung 4.5 zeigt die
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VME Systemsoftware
trunC-Stdbibliothek
FLT-Version
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tools.h++
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Schnittstelle
Abbildung 4.5: Die Komponenten der System Software.
einzelnen Pakete der Systemsoftware. Die meisten kommen bereits in mehreren der
vorigen Paket-Diagramme vor, da sie in der Regel in verschiedenen Applikationen
eingesetzt werden. Im wesentlichen besteht die Systemsoftware aus f

unf Teilen:
 Eine C-Schnittstelle zu der Hardware der verschiedenen Boards. Sie liegt f

ur je-
den Boardtyp als Bibliothek vor, die in eigene Programme eingebunden werden
kann, um eine abstraktere Schnittstelle zu der Board-Hardware zur Verf

ugung
zu haben.
 Eine Laufzeitumgebung f

ur C-Programme auf den Prozessorboards, im folgen-
den VME-Systemsoftware genannt. Sie beinhaltet f

ur die Boardprogramme ei-
ne an die spezielle Hardwareumgebung angepate Version der C-Standardbib-
liothek, in der die VME-Bus Kommunikation enthalten ist und einen Service-
Proze unter Lynx als Kommunikationspartner. F

ur den Service-Proze, der
den Namen trun
5
erhalten hat, wird die VME-Bibliothek der Firma Mizzi-
Computer als Schnittstelle zum VME-Bus eingesetzt (siehe Abschnitt 4.6.2).
5
trigger run
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 Eine C-Bibliothek mit Funktionen zur Berechnung der Lookup-Tables auf allen
Boards. Diese Bibliothek wird sowohl zum Kongurieren der Prozessoren, als
auch f

ur die Simulation des Triggers verwendet. Es gibt nur eine Version jeder
Tabellenfunktion, die am DESY entwickelt und gepegt werden.
 Eine Interprozekommunikation

uber das Netzwerk, zwischen Prozessen, die
auf einem der Lynx Rechner, und Prozessen, die unter Linux laufen. Hier wird
auf beiden Seiten das in der Sprache Tcl enthaltene Netzwerk-Paket eingesetzt.
 Ein Framework f

ur die Simulation des Triggersystems. W

ahrend die anderen
Pakete der Systemsoftware eher Bibliothekscharakter besitzen, dient der auf
verschiedene Institute verteilten Entwicklung der Subsystem-Simulationen ein
objektorientiertes Framework. Es bietet einen hohen Grad an Code-Wieder-
verwendung. Zudem legt es die Subsystem-Simulationen auf eine gemeinsame
Architektur fest, so da sie in einer Gesamtsimulation vereint werden k

onnen.
Im Rahmen dieser Arbeit wurden die meisten Teile der Systemsoftware realisiert.
Die VME-Systemsoftware wurde vollst

andig implementiert und wird in Kapitel 5
beschrieben. Auf der Linux-Seite wurde die Netzwerkkommunikation zusammen mit
einem Prototyp f

ur den zentralen Kontrollproze mit grascher Benutzerober

ache
realisiert (Kapitel 6), um zu zeigen, da in diesem Bereich das gew

ahlte Konzept
umgesetzt werden kann. Ebenfalls realisiert wurde das objektorientierte Framework
f

ur die Simulation der Triggersysteme, siehe hierzu Kapitel 7.
4.3 Allgemeine Softwarestandards
Nach einer mehrj

ahrigen Entwicklungsphase ist f

ur das HERA-B Experiment eine
Laufzeit von 5 Jahren vorgesehen. Die Software des FLT soll daher eine Lebens-
dauer von mindestens acht Jahren besitzen. Dies bedeutet, da diejenigen, die am
Design und der Entwicklung der Software beteiligt waren, w

ahrend der eigentlichen
Durchf

uhrung des Experiments in der Regel nicht mehr verf

ugbar sind. Im Laufe
der Betriebsjahre ist auch immer wieder mit

Anderungen und Erweiterungen der
Software zu rechnen, da ein solches Experiment eigentlich nie fertig aufgebaut ist,
sondern st

andigen Verbesserungen unterliegt. Weiterhin sollen Teile der FLT Soft-
ware, insbesondere die Systemsoftware, auch von Benutzern ohne Spezialwissen

uber
die Programme oder die Hardware verwendet werden k

onnen.
Um dieser Situation gerecht zu werden, werden Software Engineering Methoden
bei der Entwicklung angewendet. Dabei ist es nicht sinnvoll, die volle Bandbrei-
te dieser Methoden einzusetzen. Vielmehr wurde in jedem Teilprojekt nach einem
sinnvollen Kompromi zwischen Ad hoc Programmieren und einem

ubertriebenen
Modellierungs- und Verwaltungs-Aufwand gesucht.
Dies beinhaltet eine kontrollierte Vorgehensweise, also einen Entwicklungsproze als
Basis. Der Proze beginnt mit der Erstellung eines generellen Konzepts [58] f

ur die
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Software, das in Abschnitt 4.2 vorgestellt ist. Das Konzept enth

alt einen

Uberblick

uber die gew

ahlten Methoden und Werkzeuge f

ur die Entwicklung,

uber die Sy-
stemsoftware und die einzelnen Applikationen f

ur den FLT. Daran schliet sich ein
nachvollziehbarer Software Entwurf an. Die FLT Software wird hierf

ur in Projekte
eingeteilt und deren jeweilige Anforderungen, das grundlegende Design und der Da-
tenu speziziert. Bei der Implementierung wird Software-Technologie nach dem
Stand der Technik eingesetzt und eine Dokumentation der Software erstellt. Hinzu
kommt die Verwendung von Werkzeugen, die diese Vorgehensweisen unterst

utzen.
Die Verwendung bestimmter Methoden und Entwicklungswerkzeuge hat im Wesent-
lichen zwei Ziele:
1. Die Zusammenarbeit von Entwicklern, die r

aumlich oder zeitlich getrennt ar-
beiten, zu verbessern.
2. Die Entwicklung guter Software: Gutes Design, Wartbarkeit, Erweiterbarkeit
und m

oglichst wenige Fehler.
Hierzu geh

ort als genereller Rahmen der bereits erw

ahnte Proze. Mehr implemen-
tierungbezogene Aspekte betreen die Wahl der Programmiersprachen (hier C, C++
und Tcl/Tk), die Vereinbarung von Programmierrichtlinien und die Verwendung von
Entwurfsmustern bei C++ Programmen.
Zudem werden soweit wie m

oglich fertige Softwarepakete verwendet. Dies betrit den
Einsatz von Bibliotheken und von Skriptsprachen, die einen hohen Abstraktionsgrad
bei der Programmierung bieten.
An Werkzeugen wird das Versions-Kontrollsystem CVS, das Analyse und Design
Werkzeug Rose mit C++ Code-Generator und DOC++ zur Dokumentationserstel-
lung eingesetzt.
4.3.1 Richtlinien und Dokumentation
Von Anfang an wird die FLT-Software nach einheitlichen Programmierrichtlinien
entwickelt (
"
Programming Style Guide\). Die darin enthaltenen Konventionen sol-
len dem Code ein einheitliches Aussehen und eine sinnvolle Struktur geben. Dadurch
verbessern sich die Lesbarkeit und die Nachvollziehbarkeit des Codes.
Zudem wird auf eine ausreichende Entwickler- und Benutzerdokumentation Wert
gelegt. Aufgrund der Erfahrung, da in den allermeisten F

allen entweder w

ahrend
der Entwicklung dokumentiert wird, oder

uberhaupt nicht, wird der gr

ote Teil der
Dokumentation als Kommentare in den Quellcode geschrieben. Mit dem Werkzeug
DOC++ wird dann daraus, durch Analyse des Quellcodes, automatisch eine Doku-
mentation in HTML oder Tex generiert. Besonders wichtig ist die Dokumentation
der Systemsoftware, die in anderen Applikationen eingesetzt werden soll.
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4.3.2 Die Programmiersprachen
Als Programmiersprachen zur Entwicklung der FLT Software werden C, C++ und
Tcl/Tk verwendet. In einigen Ausnahmef

allen werden 68k-Assemblerroutinen bei
der Programmierung der Boards ben

otigt.
Die Programme auf den Boards und der Service-Proze trun unter Lynx (also die
VME-Systemsoftware und darauf aufbauende Programme) sind in C geschrieben,
da es sich sehr gut zur Systemprogrammierung eignet und unter Unix ohnehin die
Sprache der Wahl ist.
Auf die M

oglichkeit der Programmierung der Boards in C++ wurde verzichtet, ob-
wohl als C++ Cross-Compiler der GNU g++ zur Verf

ugung steht. Dies zum einen,
um die Komplexit

at der Laufzeitumgebung nicht weiter zu erh

ohen, zum anderen
auch, um Entwicklungs- und Wartungsaufwand f

ur diese Umgebung zu sparen. Da
die Programme auf den Boards nicht allzu komplex sind und C-Programme auer-
dem schneller ausgef

uhrt werden, stellt dies keinen Nachteil dar.
Unter LynxOS stand bei Beginn der Entwicklung der VME-Systemsoftware (M

arz
96) kein C++ Compiler zur Verf

ugung. Daher wurde das bereits bestehende objek-
torientierte Design f

ur den Service-Proze verworfen und trun in C geschrieben.
Die Trigger Simulation ist in C++ geschrieben. Der C++ Code l

at sich mit dem
Code Generator direkt aus dem Rose Design Modell heraus erzeugen.
Der zentrale Kontrollproze mit grascher Ober

ache und die Netzwerkkommuni-
kation sind in Tcl/Tk implementiert.
4.4 Die Sprache Tcl
Wie bereits in den Paket-Diagrammen 4.2 und 4.5 zu sehen ist, wird in der FLT
Software an mehreren Stellen die Sprache Tcl verwendet. Tcl
6
und Tk
7
sind zwei
Software Pakete, die zusammen ein System zur Entwicklung grascher Benutzer-
schnittstellen bilden.
Tcl ist eine relativ einfache Skriptsprache
8
, mit der neue Applikationen geschrieben
werden oder auch bestehende, in einer anderen Sprache geschriebene, erweitert wer-
den k

onnen [36]. Wie bei Skriptsprachen

ublich, ist Tcl eine interpretierte Sprache
und nicht typisiert, das heit es gibt nur den Typ String [37].
Tcl ist in C geschrieben, der Tcl-Interpreter besteht im Prinzip aus einer Biblio-
thek von C-Funktionen (Abbildung 4.6). Dadurch kann der Befehlssatz der Sprache
um beliebige, in C (oder C++) geschriebene, benutzerspezische Befehle erweitert
6
Tool Command Language
7
Toolkit
8
Auch als VHLL- Very High Level Language bezeichnet.
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Abbildung 4.6: Eine TCL-Applikation besteht aus einem Tcl-Interpreter und applikati-
onspezischen Befehlen. Zus

atzlich k

onnen Erweiterungspakete wie Tk und Tix hinzuge-
zogen werden. [36]
werden, falls der vorhandene Sprachumfang nicht ausreicht. Komplexe Operatio-
nen k

onnen als Tcl-Kommando gegebenenfalls in C realisiert werden, w

ahrend ein
Tcl-Scipt diese Operationen dann zusammenspielen l

at.
Eine weitere M

oglichkeit ist das Einbinden eines Tcl-Interpreters in eine C-Applika-
tion. Das C-Programm wird dadurch in die Lage versetzt, Tcl-Skripte zu interpre-
tieren. Diese M

oglichkeit wird in der VME-Systemsoftware von trun genutzt (siehe
Abschnitt 5.4).
Tk ist ein Toolkit f

ur das X Window System
9
. Es erweitert den Satz der Tcl-Befehle
um zahlreiche Funktionen zur Erzeugung von Ober

achenelementen, sogenannte
Widgets, und, zu deren Layoutgestaltung auf dem Bildschirm, um Geometry Ma-
nager. Mit Hilfe dieser Elemente, die Tk zur Verf

ugung stellt, lassen sich grasche
Ober

achen durch Tcl-Skripte anstatt durch C-Code erstellen.
Tk selbst besteht ebenfalls aus einer Bibliothek von C-Funktionen, bei deren Imple-
mentierung der Erweiterungsf

ahigkeit besondere Aufmerksamkeit geschenkt wurde.
Dies erm

oglich es Tks Funktionalit

at um neue Widgets und neue Geometry Mana-
ger zu erweitern.
Aufgrund dieser Erweiterungsm

oglichkeiten wurden von der Tcl/Tk-Benutzerge-
meinschaft bereits eine Vielzahl von Bibliotheken hervorgebracht. Sie konzentrieren
sich meist auf ein spezielles Anwendungsgebiet, wie zum Beispiel die Anbindung von
Datenbanken an Tcl. Auch f

ur den FLT-Kontrollproze wird eines dieser Zusatzpa-
kete, Tix, verwendet.
9
Mittlerweile ist Tcl/Tk auch f

ur MS-Windows und MacOS verf

ugbar.
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4.4.1 Die Tk Erweiterung Tix
Die Tix Bibliothek ist eine Erweiterung von Tk, die etwa 40 neue Widgets enth

alt.
Tix stellt komplexe Widgets zur Verf

ugung, deren Verwendung zus

atzliche Pro-
grammierarbeit spart und der Ober

ache ein professionelles Aussehen verleiht. Zum
Beispiel das Notebook-Widget (siehe Abbildung 6.3) und die Datei-Auswahlbox aus
Tix werden f

ur den zentralen Kontrollproze eingesetzt.
4.5 Netzwerkkommunikation mit Sockets
Unter Unix gibt es zwei Arten von Interprozekommunikation mit denen

uber ein
Netzwerk Daten ausgetauscht werden k

onnen, Datenstr

ome und Sockets
10
[52]. Die
Sockets, die von Berkley (BSD-Unix) eingef

uhrt wurden, haben sich im wesentlichen
durchgesetzt. Daher werden auch f

ur die FLT-Software Sockets eingesetzt. Bei der
Verwendung von Sockets mu noch gekl

art werden, was f

ur eine Art von Verbindung
zwischen den Prozessen bestehen soll und was f

ur ein Netzwerkprotokoll eingesetzt
wird.
4.5.1 Verbindungsart und Netzwerk-Protokoll
Die Sockets unterst

utzen drei verschiedene Arten der Vernetzung:
1. Zuverl

assiger verbindungsorientierter Bytestrom
2. Zuverl

assiger verbindungsorientierter Paketstrom
3. Unzuverl

assige Paket

ubertragung
Die Art der Vernetzung wird in Verbindung mit einem Protokoll bei der Erzeugung
eines Sockets angegeben [54].
F

ur zuverl

assige verbindungsorientierte Byte- und Paketstr

ome wird in der Regel das
TCP/IP
11
Protokoll verwendet. TCP ist ein verbindungsorientiertes Protokoll, vor
der Daten

ubertragung mu daher erst eine Verbindung aufgebaut werden, die dann
w

ahrend des gesamten Vorgangs bestehen bleibt. Daher fungiert einer der beiden
Prozesse immer als Server, der Verbindungsanfragen eines Clients entgegennimmt.
Steht die Verbindung, so ist der Unterschied zwischen Client und Server aufgehoben
und beiden Prozessen steht ein bidirektionaler Kommunikationskanal zur Verf

ugung,
analog zu einer Pipe.
F

ur unzuverl

assige Paket

ubertragung wird normalerweise das verbindungslose UDP
12
Protokoll eingesetzt. Es bietet eine maximale Paketgr

oe von 8 KB. Die Pakete
10
Kommunikationsendpunkte
11
Transmission Control Protocol
12
User Datagram Protocol
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werden verschickt ohne vorher eine Verbindung aufzubauen und ohne zu

uberpr

ufen,
ob sie auch tats

achlich ankommen. Gesendete Datenpakete k

onnen verloren gehen,
doppelt ankommen oder in vertauschter Reihenfolge eintreen. Bei Verwendung von
UDP mu der Programmierer selbst Vorsorge f

ur eine zuverl

assige Daten

ubertra-
gung treen.
Aufgrund der zuverl

assigen

Ubertragung und des geringeren Implementierungsauf-
wands, werden f

ur die FLT-Software TCP-Sockets mit Bytestrom eingesetzt. Idea-
lerweise ist genau diese Art von Socket-Kommunikation bereits Bestandteil von Tcl
[56]. Es ist daher keine Eigenentwicklung oder die Einbindung eines Zusatzpakets
notwendig, um Sockets f

ur den zentralen Kontrollproze zu verwenden, dessen Ober-


ache ebenfalls mit Tcl erstellt ist.
4.5.2 Sockets
Sockets sind Schnittstellen zwischen dem Benutzer und einem Netzwerk, die von ei-
nem Programm dynamisch erzeugt und zerst

ort werden k

onnen. Das Erzeugen eines
Sockets erzeugt einen Kommunikationsendpunkt an den von der Betriebssystemseite
her (
"
von unten\, vergleiche Abbildung 4.7) Netzwerkverbindungen angef

ugt wer-
den k

onnen und es liefert (
"
nach oben\) einen Dateideskriptor, der f

ur jede Art von
Zugri des Benutzerprogramms auf den Socket ben

otigt wird. (Siehe einheitliches
Modell f

ur Ein-/Ausgabe unter Unix, Abschnitt 5.2.2.)
F

ur die Erzeugung eines Sockets mu das Adreformat angegeben werden, mm-
it dem der Socket bei der Kommunikation angesprochen werden kann. Bei den FLT-
Sockets wird hierf

ur das Adreformat des Internet Protocols, also die IP-Nummer
des Rechners oder sein Internet-Domainname, verwendet. Eine andere M

oglichkeit
um Sockets zu identizieren ist zum Beispiel die Verwendung von Unix Pfadnamen.
Dies geht aber nur zwischen Prozessen auf einem gemeinsamen Host.
Weiterhin mu bei Erzeugung eines Sockets sein Typ angegeben werden. Dieser legt
die Semantik der Kommunikation fest (siehe 4.5.1). Hier verwenden die FLT-Sockets
den STREAM Typ, das heit zuverl

assigen verbindungsorientierten Bytestrom.
Bevor ein Socket zur Netzwerkkommunikation verwendet werden kann, mu ihm
noch eine eindeutige Kennung, die Portnummer, zugewiesen werden. Jede Portnum-
mer existiert nur einmal pro Host.
Wenn zwei Prozesse miteinander

uber Sockets in Kontakt stehen, so m

ussen sie ne-
ben der IP-Nummer des jeweils anderen Hosts auch wissen, unter welcher Portnum-
mer desselben der andere Socket anzusprechen ist.

Uber diese Verbindung k

onnen
sie dann bidirektional Daten austauschen. Abbildung 4.7 zeigt dies am Beispiel einer
bestehenden Verbindung zwischen den Programmen tricon und trun.
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Abbildung 4.7: Eine bestehende Netzwerkverbindung zwischen den Programmen tricon
und trun

uber ihre Sockets. Die Programme verwenden einen Dateidescriptor (fd) f

ur
Zugrie auf ihren Socket. Das jeweilige Betriebssystem stellt dem Socket einen Port zur
Verf

ugung,

uber den er seine Netzwerkkommunikation abwickeln kann.
Tcl Sockets
Die Tcl Sprache besitzt eine eingebaute Schnittstelle zur Verwendung von Sockets,
mit deren Hilfe Netzwerk-Clients und -Server programmiert werden k

onnen. Die
Schnittstelle ist sehr einfach, macht daf

ur aber Einschr

ankungen bez

uglich den Ver-
bindungsarten und den verwendeten Protokollen. Tcl Sockets verwenden ausschlie-
lich das TCP Netzwerk Protokoll mit Bytestrom Verbindung.
Ein Tcl Skript kann Netzwerk Sockets wie eine ge

onete Datei oder eine Pipeline
verwenden. Statt das open-Kommando f

ur Dateien wird das socket-Kommando
verwendet um einen Socket zu erzeugen. Bei der Erzeugung mu dann lediglich noch
die IP-Adresse und die Portnummer angegeben werden. Danach k

onnen zum Beispiel
die Tcl-Kommandos puts oder gets wie bei einer Datei zur Daten

ubertragung

uber
das Netzwerk verwendet werden.
4.6 Zus

atzliche Installationen
Fast die gesamte Softwareentwicklung, sowohl f

ur Lynx als auch f

ur die 68k-Pro-
zessoren, kann auf dem Linux System stattnden. Einzige Ausnahme ist der Aufruf
des nativen Lynx Compilers, der nat

urlich unter LynxOS aufgerufen werden mu.
Dies bietet die M

oglichkeit die gewohnte Umgebung f

ur die Softwareentwicklung
zu verwenden, zum Beispiel integrierte Entwicklungsumgebungen, die in der Regel
nicht f

ur Lynx verf

ugbar sind.
Weitere Software-Installationen f

ur den FLT sind der Cross-Compiler f

ur 68k-Pro-
zessoren und die bereits in den Paket-Diagrammen aufgef

uhrten Bibliotheken.
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4.6.1 Cross-Compiler f

ur 68k-Prozessoren
Eine FLT Installation, die unter Linux betrieben wird, ist das Cross Entwicklungs
Paket f

ur die 68k-Prozessoren. Hierzu wurden die GNU Software Entwicklungswerk-
zeuge als Cross Versionen
"
Intel nach Motorola 68k\ compiliert und installiert. Im
Einzelnen beinhaltet dies:
 Cross Compiler gcc2.7.2
 Cross Assembler as
 Cross Linker ld
 Die Cross Versionen der Programme ar und ranlib, die f

ur das Verwalten von
Bibliotheken notwendig sind.
Das Compilieren des Cross Compilers verlief nach geringf

ugigen Source Code Modi-
kationen ebenso problemlos wie das der anderen Programme und er wird seit M

arz
1996 f

ur das

Ubersetzen der 68k-Programme und -Bibliotheken eingesetzt.
Dem Link-Vorgang, der normalerweise weitgehend transparent erfolgt, mu hier be-
sondere Beachtung geschenkt werden. Der Code des Benutzers mu an die richtigen
Adressen (Board-Adressen) und mit den richtigen System-Bibliotheken gelinkt wer-
den (nicht die Linux Bibliotheken). Auerdem mu ein Assemblerprogramm mit
dem Startup-Code eingebunden werden, das die Funktion main aufruft.
4.6.2 Bibliotheken
Der Einsatz von Programmbibliotheken verkleinert die zu entwickelnden Program-
me und reduziert damit den Entwicklungsaufwand. Auerdem verringert sich die
Fehlerh

augkeit durch den R

uckgri auf Bew

ahrtes, und es verbessert sich die Por-
tabilit

at der Software auf andere Plattformen, f

ur die die Bibliotheken ebenfalls
verf

ugbar sind. Im Rahmen der FLT Software werden zwei gekaufte Bibliotheken
eingesetzt:
1. Die VME-Bibliothek der Firma Mizzi Computer stellt eine Schnittstelle zum
VME-Bus zur Verf

ugung. Dadurch enthalten die Programme, die auf den
VME-Bus zugreifen eine einheitliche Schnittstelle auf einem h

oheren, hardwa-
reunabh

angigen Niveau. Es ist daher einerseits nicht notwendig sich mit den
Lynx spezischen Eigenschaften der VME-Schnittstelle auseinanderzusetzten,
andererseits sind die Programme dadurch auf andere Systeme portabel (zum
Beispiel auf OS9). Die Programme k

onnen auch von anderen Programmie-
rern leichter verstanden werden, da die Bibliothek als Standard bei HERA-B
eingesetzt wird und eine gute Dokumentation existiert.
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2. Die Klassenbibliothek Tools.h++ wird f

ur die Trigger Simulationsprogramme
verwendet. Tools.h++ ist ein Industrie Standard und stellt eine Sammlung
von Klassen f

ur h

aug ben

otigte Typen zur Verf

ugung, zum Beispiel Strings
und eine groe Zahl von Container-Klassen.
Kapitel 5
Die VME-Systemsoftware
Die Aufgabe der VME-Systemsoftware ist die Bereitstellung einer Programmier-
umgebung f

ur die Mikroprozessoren auf den VME-Boards. Diese Entwicklungs- und
Laufzeitumgebung soll m

oglichst weitgehend der gewohnten Unix- und C-Umgebung
entsprechen und dadurch ein einfaches Arbeiten mit den Boards erm

oglichen. Die
f

ur diese Aufgaben entwickelte Software exportiert einen Teil der Schnittstelle zwi-
schen dem Unix-Betriebssystem und Prozessen des VME-Host Rechners auf die
Boards und stellt sie damit einem Board-Proze zur Verf

ugung. Die Laufzeitum-
gebung umfat einerseits einen Service Proze
"
trun\, der auf dem Host Rechner
l

auft. Er ist f

ur das Laden der Board-Programme und die VME-Bus Kommunikation
zust

andig. Den zweiten Teil auf der Board-Seite bildet eine an die spezielle Hardware
der Boards angepate Version der C-Standardbibliothek, die um betriebssystemar-
tige Funktionen erweitert wurde. Neben der fast kompletten Implementierung der
C-Standardbibliothek enth

alt sie den boardseitigen Part der VME-Bus Kommuni-
kation und die Speicherverwaltung des Boards. Im letzten Teil des Kapitels wird
die Anbindung der Board-Prozesse an die Netzwerkschnittstelle des Host beschrie-
ben. Sie wird f

ur den Zugri auf einen Dateiserver und die Kommunikation mit
Steuerprozessen ben

otigt.
5.1 Die Laufzeitumgebung f

ur Board Programme
Das FLT-Multiprozessorsystem ist in neun VME-Crates untergebracht. Die typische
Konguration eines FLT-VME-Crates zeigt Abbildung 5.1. Das Crate enth

alt einen
Unix-Host-Rechner und bis zu 13 Prozessorboards. Die Kontrolle eines Boards er-
folgt vollst

andig per Software mit Hilfe seines MC68020 Mikroprozessors, der

uber
4 MB Arbeitsspeicher verf

ugt (vergleiche auch Abbildung 3.3).
Der boardeigene Rechner verf

ugt im EPROM

uber ein Monitorprogramm. Es wird
beim Einschalten automatisch gestartet und kann

uber eine serielle Terminalschnitt-
stelle angesprochen werden. Damit stellt der Rechner eine Testumgebung bei der
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Inbetriebnahme eines Boards zur Verf

ugung. Durch Programmierung in Assembler
kann das Board getestet werden, ohne da, auer einer Stromversorgung, zus

atzliche
Peripherie ben

otigt wird.
W

ahrend des Betriebs und auch f

ur die Softwareentwicklung und Serientests ist
diese Schnittstelle aber nicht brauchbar. Hier ist es nicht praktikabel, jedes Board an
ein Terminal anzuschlieen, sondern die Prozessorboards sollen

uber den VME-Bus
kontrolliert werden. Der Board-Rechner besitzt zu diesem Zweck eine VME-Bus-
Schnittstelle. Da die FLT-Boards keine weitere Peripherie besitzen, mu jegliche
Art von I/O

uber den VME-Bus mit Hilfe des Host-Rechners abgewickelt werden.
Der Unix-Host wiederum hat

uber den VME-Bus Zugri auf den Arbeitsspeicher
und einen Teil der Kontrollfunktionen der Prozessorboards.
Die Bin

ardateien der Programme, die auf den Boards ablaufen, m

ussen ebenfalls

uber den VME-Bus geladen und gestartet werden. Anschlieend

ubernehmen sie
die Initialisierung, Betriebstests, Fehlermeldung und Kontrolle des Hardwareprozes-
sors. Falls eine Ein- oder Ausgabe notwendig ist, m

ussen sie diese via VME-Bus
mit dem Unix-Host abwickeln. Die Ethernet-Schnittstelle des Host stellt die einzige
Verbindung des Kontrollsystems nach auen dar.
68020
4 MB
1
68020
4 MB
2
68020
4 MB
max. 13
...
Unix
Host
LynxOS
FLT VME-Crate
VME-Bus
Ethernet
Abbildung 5.1: VME-Crate mit Unix-Host und mehreren Prozessorboards. Der Host stellt
mit seiner Ethernet-Schnittstelle die einzige Verbindung der Mikroprozessor-Systeme nach
auen zur Verf

ugung.
5.1.1 Anforderungen
Das Ziel der Laufzeitumgebung ist die Bereitstellung von Betriebssystemfunktio-
nen f

ur Applikationen, die auf den Boards laufen. Ein weiteres

ubergeordnetes Ziel
bei der Entwicklung der Laufzeitumgebung ist die einfache Programmierbarkeit der
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boardeigenen Rechner. Es sollen auch Entwickler oder Benutzer ohne detaillierte
Kenntnisse der Systemsoftware oder -Hardware in der Lage sein, Programme f

ur
die Boards zu entwickeln. Damit kann dann ohne gr

oeren Einarbeitungsaufwand
Betriebs- oder Testsoftware f

ur die Boards entwickelt und benutzt werden. Dies
stellt nat

urlich h

ohere Anspr

uche an die Laufzeitumgebung der Programme und
f

uhrt damit zu einem gr

oeren Entwicklungsaufwand. Im einzelnen sollen folgende
Bedingungen von der Laufzeitumgebung erf

ullt werden:
 Die Schnittstelle zum Programmieren von Applikationen (API
1
) soll weitge-
hend hardwareunabh

angig sein.
 Die Interaktion mit einem Benutzerprogramm (Benutzerschnittstelle) soll in

ublicher Weise erfolgen.
 Die Programmentwicklung soll in der gewohnten Unix Umgebung m

oglich sein.
 Der Zugri auf ein Dateisystem, zum Aufrufen eines Benutzerprogramms oder
f

ur die Handhabung von Dateien, soll ebenfalls in

ublicher Weise erfolgen.
Als Basisanforderung ergibt sich demnach, da die Boards in einer Hochsprache,
in C, programmiert werden k

onnen. Dabei sollen die C-Programme eine m

oglichst
hohe Transparenz aufweisen gegen

uber der speziellen Hardwareumgebung, in der sie
ablaufen.
Unabh

angig von ihrer gew

ahlten Implementierung mu die VME-Systemsoftware
folgende Betriebssystemfunktionen erf

ullen:
Auf der Unix-Host Seite:
 Laden und Starten von Benutzerprogrammen durch den Host in den Arbeits-
speicher eines Boards.
 VME-Bus Kommunikation. Auf dem Host-Rechner mu ein Service-Proze
laufen, der via VME-Bus Anfragen von einem Board-Programm entgegen-
nimmt. Weiterhin mu er auch in der Lage sein, Anfragen an das Board-
Programm zu stellen bzw. weiterzuleiten (z.B. von einem zentralen Steuerpro-
gramm).
 Weitergabe von Signalen des Unix-Systems an den Board-Proze. Dies ist eine
von dem Host aus initiierte Kommunikation mit dem Board-Proze.
 Netzwerkkommunikation mit einem zentralen Datei-Server und Steuerprogram-
men.
Auf der Boardseite:
1
Application Programming Interface
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 Initialisieren und Ausf

uhren geladener Programme.
 VME-Bus Kommunikation mit dem Serviceproze auf dem Host bei jeder Art
von I/O.
 Speicherverwaltung des Board-Rechners.
 Es wird keine Kommunikation der Board-Prozesse untereinander ben

otigt.
 Es wird kein Multiprozessing auf den Boards gebraucht.
F

ur die Interprozekommunikation zwischen einem Host-Proze und einem Board-
Proze m

ussen die jeweiligen Protokolle deniert werden.
5.1.2 Auswahl der Laufzeitumgebung
Als ersten Schritt gilt es zwischen verschiedenen grundlegenden Konzepten zu w

ahl-
en, mit denen die gestellten Anforderungen erf

ullt werden k

onnen. Unabh

angig von
dem gew

ahlten Konzept mu auf jeden Fall ein Host-Proze gestartet werden, der
anfangs das Laden ausf

uhrbarer Software in den Board-Arbeitsspeicher

ubernimmt
und anschlieend mit der Software auf dem Board

uber den VME-Bus kommuni-
ziert. Der Ablauf eines geladenen cross-compilierten Programms auf der Board-CPU
ist dann direkt m

oglich und solange problemlos, wie kein Betriebssystemaufruf er-
folgt. Ein solcher Systemaufruf ist nicht Bestandteil der Programmiersprache und
mu daher von der Laufzeitumgebung eines Programms ausgef

uhrt werden. F

ur die
Realisierung einer Laufzeitumgebung f

ur Programme auf den Board-CPUs bieten
sich drei alternative Konzepte an:
1. Der direkteste Weg ist die Implementierung einer eigenen VME-Bus Kommu-
nikationsbibliothek, die als Schnittstelle zu dem Unix-System dient und zu
dem jeweiligen Benutzerprogramm hinzugelinkt wird. In diesem Fall werden

uberhaupt keine Systemaufrufe verwendet, sondern die entsprechenden Auf-
gaben werden von der speziellen Bibliothek wahrgenommen. Sie enth

alt zum
Beispiel ein Aufruf wie VmeWrite(Dateiname, Text); f

ur eine Dateiausgabe
via VME-Bus auf das Dateisystem des Host. Ein Unix Service-Proze, der auf
dem Host l

auft, nimmt dann die Parameter entgegen, f

uhrt das entsprechende
Kommando aus und gibt das Ergebnis zur

uck. Zuvor l

adt er das ausf

uhrbare
Programm, das sowohl den Code des Benutzers als auch den der Bibliothek
enth

alt, in den Arbeitsspeicher des Boards und startet das Programm. Man
wird versuchen, die Schnittstelle so schmal wie m

oglich, aber dennoch f

ur den
gew

unschten Zweck vollst

andig zu programmieren.
Der Applikationsprogrammierer mu dann spezielle Kenntnisse f

ur die Be-
nutzung der Bibliothek erwerben. St

ot er auf Anforderungen, die von der
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Bibliothek nicht erf

ullt werden, so mu er sich entweder mit ihrem Innenleben
auseinandersetzen oder einen Spezialisten kontaktieren. Da es sich um eine
Neuentwicklung handelt, sind auf l

angere Zeit immer wieder solche

Anderun-
gen zu erwarten. Wenn die Deklaration einer Funktion ge

andert wird, zum
Beispiel die Anzahl oder der Typ ihrer Parameter, so mu der gesamte Co-
de, der diese Funktion benutzt,

uberarbeitet werden. Diese L

osung erfordert
Spezialwissen, bietet nur eine geringe Flexibilit

at gegen

uber nachtr

aglichen

Anderungen und es ist mit Kompatibilit

atsproblemen zu bereits existierenden
Programmen zu rechnen.
2. Um diese Nachteile zu vermeiden, kann als zweite M

oglichkeit die C-Stan-
dardbibliothek als Schnittstelle verwendet werden. Ihre Ein- und Ausgabe-
Schnittstelle beispielsweise ist in stdio.h deklariert und macht etwa ein Drittel
der Bibliothek aus. Bei ihrer Verwendung ist gew

ahrleistet, da die volle Funk-
tionalit

at des C-I/O Systems zur Verf

ugung steht. Nachtr

agliche

Anderun-
gen sind ausgeschlossen, da auch auf Unix-Seite nicht mehr vorhanden ist als
eben der C-Sprachumfang bietet.

Uber die Ein-/Ausgabe hinaus k

onnen wei-
tere Teile der Standardbibliothek nach Bedarf ebenfalls hinzugezogen werden.
Ein Applikationsprogrammierer ben

otigt kaum Zusatzkenntnisse f

ur die Pro-
grammentwicklung in dieser Umgebung, da sie voll dem Standard entspricht.
Hier werden ebenfalls der Benutzercode und die Bibliothek cross-compiliert,
gelinkt und dann als eine ausf

uhrbare Datei auf das Board geladen.
Die C-Standardbibliothek kann dabei aber nicht unver

andert

ubernommen
werden, da ihre Basis von einer Reihe von Systemaufrufen gebildet wird und
auf dem 68k-Rechner kein Betriebssystem und keine Peripherie vorhanden
sind. Sie mu also an die spezielle Hardwareumgebung angepat werden. Dien-
ste des Betriebssystem stehen nur auf dem Unix-Host zur Verf

ugung. Bei der
Anpassung der Bibliothek mu man daher einen Weg nden, die Bibliotheks-
Aufrufe in dem Board-Programm

uber den VME-Bus umzuleiten und von ei-
nem Service-Proze auf dem Host bearbeiten zu lassen. Hier gibt es im Prinzip
zwei Wege.
(a) Man schreibt eine eigene Version aller ben

otigten Funktionen aus der
Standardbibliothek. Wird eine solche Funktion aufgerufen, so l

ost sie eine
VME-Bus Kommunikation aus. Dabei

ubergibt sie ihre Parameter an
den Unix-Host, der dann seinerseits die identische C-Funktion mit den
Parametern aufruft.
Der Vorteil dieser direkten L

osung ist, da kein Wissen

uber das Innen-
leben der C-Standardbibliothek erforderlich ist und sehr schnell eine er-
ste Version mit den wichtigsten Funktionen implementiert werden kann.
Bei Bedarf k

onnen weitere Teile hinzugef

ugt werden. Dabei sind keine
Kompatibilit

atsprobleme zu erwarten, da die Bibliothek h

ochstens er-
weitert wird, vorhandene Funktionen aber nicht ver

andert werden. Dem
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stehen aber mehrere Nachteile gegen

uber. Um der o.g. Anforderung nach
allgemeiner Verwendbarkeit gerecht zu werden, mu ein groer Teil der
Funktionen, Typen und Makros implementiert werden. Damit steigt der
Entwicklungsaufwand rasch an, und die Schnittstelle

uber den VME-
Bus wird un

ubersichtlich. Auerdem ist f

ur jeden Bibliotheksaufruf eine
VME-Kommunikation erforderlich. Die Ein-/Ausgabe

uber den VME-
Bus ist also nicht gepuert, und ein Teil der ben

otigten Rechenleistung
wird von den lokalen Boards auf den VME-Host verlagert.
(b) Da die Funktionen der C Standard Ein-/Ausgabe aufeinander aufbau-
en, liegt der Gedanke nahe, nur wenige Basisfunktionen neu zu imple-
mentieren, womit dann die
"
h

oheren\ Funktionen unver

andert

ubernom-
men werden k

onnen. Dies f

uhrt zu dem zweiten, wesentlich eleganteren
und eÆzienteren Weg, der Neuimplementierung der Systemaufrufe (siehe
Abschnitt 5.1.3 f

ur genauere Erl

auterungen). Dabei wird der Code der
Standardbibliothek weitgehend unver

andert

ubernommen. Lediglich die
Schnittstelle zum Betriebssystem, die zum Beispiel f

ur stdio.h aus nur
6 Systemaufrufen besteht, wird neu implementiert. Die Systemaufrufe
werden stellvertretend von einem Service-Proze auf dem Unix-Host aus-
gef

uhrt. Es wird also ein Teil der Unix API

uber einen RPC-Mechanismus
via VME-Bus auf die 68k-Rechner exportiert. Dies ist vollst

andig trans-
parent f

ur die Applikationsentwicklung und -benutzung.
3. Als dritte Alternative bietet sich der Kauf und die Installation eines komplet-
ten Betriebssystems auf den Board-Rechnern an. Insbesondere die in j

ungster
Zeit entstandenen Systeme mit Microkernel Architektur erscheinen hier in-
teressant [54] [6]. Ein Microkernel enth

alt nur eine m

oglichst kleine Menge
essentieller Systemfunktionen. Der Microkernel stellt aber keine API, sondern
eine Schnittstelle f

ur Systemprogramme SPI
2
zur Verf

ugung. Er bildet damit
die Basis f

ur die Realisierung aller anderen Systemdienste. Diese werden von
Systemprozessen wahrgenommen, die auf Benutzerebene ausgef

uhrt werden.
Der Vorteil dieser Architektur liegt in der hohen Modularit

at und Flexibilit

at.
Beim Einsatz eines Microkernels werden nur die wirklich ben

otigten Dienste
realisiert. Einzelne Dienste k

onnen an benutzerspezische Anforderungen, wie
zum Beispiel eine spezielle Hardwareumgebung, angepat werden. In unserem
Fall m

ute bei einer Kernel L

osung ein Treiber f

ur die Kommunikation

uber
den VME-Bus als Systemdienst implementiert werden. Was die Ein-/Ausgabe
betrit, ist daher eine Reduktion des Implementierungsaufwandes nicht zu
erwarten.
Eine der Hauptaufgaben beim Kauf eines Kernel ist die Auswahl des richtigen
Produkts. Hier gibt es rund 40 Betriebssystemanbieter, von denen etwa die
H

alfte Versionen f

ur die Motorola 680x0 Prozessoren anbietet [7].
2
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Die technischen Anforderungen an eine Laufzeitumgebung f

ur Board-Programme
k

onnen mit allen drei Konzepten erf

ullt werden. Daher beruht die folgende Auswahl
im wesentlichen auf den Kriterien Entwicklungsaufwand, Bedienbarkeit und Kosten.
Die Vorteile beim Kauf eines Kernels liegen haupts

achlich in den umfangreichen
M

oglichkeiten, die ein solches System bietet, da es sich um ein vollwertiges Be-
triebssystem handelt (zum Beispiel Multitasking und virtueller Speicher). Da diese
aber f

ur die FLT-Software nicht unbedingt ben

otigt werden, kommen diese Vorteile
nicht zum Tragen. Ihnen steht zudem ein hoher Aufwand f

ur die Auswahl, die Ein-
arbeitung in ein neues Betriebssystem und die Implementierung der hardwarespezi-
schen Teile gegen

uber. Hinzu kommt die Abh

angigkeit von dem Hersteller-Support
bei Problemen und der Preis. In der Literatur wird von zum Teil katastrophalem
Support berichtet [29]. Die Kosten f

ur die etwa 80 ben

otigten Installationen k

onnen
je nach System incl. Support w

ahrend der Laufzeit des Experiments eine Gr

oenord-
nung von 80000 DM erreichen[29]. Zudem ben

otigen die meisten Systeme zus

atzliche
Hardware auf den Boards, wie zum Beispiel eine MMU.
Die Entscheidung el daher im wesentlichen zwischen einer eigenen VME-Kom-
munikationsbibliothek und einer Anpassung der C-Standardbibliothek. Die VME-
Kommunikationsbibliothek zeichnet sich durch den geringsten Entwicklungaufwand,
aber schlechtere Bedien- und Wartbarkeit aus. Eine angepate C-Standardbibliothek
dagegen ist sehr einfach zu bedienen und ben

otigt voraussichtlich kaum Wartung.
Ihre Anpassung erfordert aber zu Beginn einen deutlichen Mehraufwand.
Insgesamt el die Entscheidung zugunsten einer Spezialversion der C-Standardbib-
liothek mit angepaten Systemaufrufen, auch weil der Entwicklungsaufwand auf-
grund der bereits vorliegenden Erfahrungen genau absch

atzbar war
3
. Es ist zu er-
warten, da der anf

angliche Mehraufwand aufgrund weniger

Anderungen und gerin-
gerem Aufwand bei den Applikationsentwicklungen wieder ausgeglichen wird.
5.1.3 Das Prinzip der Laufzeitumgebung
Bei Unix-Systemen werden die Dienste des Betriebssystems den Anwendungen

uber
eine Schnittstelle f

ur Anwendungsprogramme zur Verf

ugung gestellt (API). Sie wird
von einer Sammlung von Funktionsaufrufen in den Unix-Kern gebildet. Diese Sy-
stemaufrufe sind auf allen UNIX-Systemen in C-Syntax deniert. Auch die C-Stan-
dardbibliothek enth

alt gleichnamige Funktionen zu den Systemaufrufen [52]. Ein
Benutzerproze kann unter Verwendung der Konventionen von C diese Funktionen
aufrufen, die dann ihrerseits die entsprechenden Systemaufrufe aktivieren (siehe Ab-
bildung 5.2). Er kann dabei sowohl direkt auf einen Systemaufruf zugreifen, als auch
eine Bibliotheksfunktion aufrufen. Viele
"
h

ohere\ Bibliotheksfunktionen basieren ih-
rerseits wieder auf Systemaufrufen.
3
Bei den Projekten Nerv und Synapse wurde das gleiche Prinzip verwendet (siehe auch Abschnitt
5.1.4).
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Die Laufzeitumgebung f

ur Programme auf den FLT-Boards exportiert nun einen Teil
der Unix-API auf die VME-Boards. Hierf

ur wird eine zus

atzliche Schicht zwischen
den Systemaufrufen und dem UNIX-Betriebssystem eingef

ugt. Diese Schicht kapselt
den VME-Bus, so da es sowohl aus Sicht der Anwendung (bzw. dem Anwender), als
auch aus Betriebssystemsicht scheint, als w

urde der Board-Proze auf dem UNIX-
Host ablaufen. Auf der Board Seite wird die Schicht von speziellen Versionen der
Systemaufrufe und einem Systemcall-Handler gebildet. Auf der Host Seite l

auft ein
Stellvertreterproze f

ur den Board-Proze (
"
trun\). Das Protokoll f

ur die VME-Bus
Kommunikation wird zwischen dem Systemcall-Handler und trun abgewickelt. Die
Board Systemaufrufe

ubergeben dabei ihre Parameter an den trun Service Proze,
der sie dann stellvertretend auf dem Unix-Host aufruft und ihre R

uckgabewerte an
den Board-Proze zur

uck liefert.
Zudem mu nach den Anforderungen auch das Betriebssystem die M

oglichkeit ha-
ben, eine Kommunikation mit dem Board-Proze auszul

osen.

Uber das Unix Signal-
system kann ein Proze asynchron von dem Betriebssystem angesprochen werden.
Unix-Signale sind Software Interrupts, die in den Signalbehandlungsroutinen eines
Prozesses abgearbeitet werden. Die trun Signalbehandlungroutine hat dabei ledig-
lich die Aufgabe, das Signal an den Board-Proze weiterzureichen, damit dieser
seinerseits eine Routine aufruft, um auf das Signal zu reagieren.
Benutzer
Programm
C Std.-Bibliothek
Systemaufrufe, UNIX API
UNIX Kernel
Unix-Applikation
syscall handler
Benutzer
Programm
C Std.-Bibliothek
trun
Systemaufrufe, UNIX API
UNIX Kernel
VME-Bus
68k-Applikation
C-Systemfunktionen C-Systemfunktionen
C-Systemfunktionen
Abbildung 5.2: Export des Unix-API auf die Prozessorboards.
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Bereits zwei Vorg

angerprojekte verwenden das gleiche Prinzip wie die First Level
Trigger Laufzeitumgebung, um C-Programme auf VME-Boards ablaufen zu lassen,
der Nerv [20] [21] [12] und die Synapse [46] . Es gibt bei dem FLT allerdings we-
sentliche Unterschiede in der Hardware und Software des VME-Systems gegen

uber
diesen beiden Vorg

angern, die untereinander praktisch identisch sind. Im folgenden
Abschnitt wird die Soft- und Hardware-Architektur der FLT-Laufzeitumgebung be-
schrieben und dabei zu den beiden Vorg

angerprojekten in Bezug gesetzt.
Die Laufzeitumgebung basiert auf vier grundlegenden Design Entscheidungen. Auf-
grund etwas anderer Anforderungen und des aktuellen Stands der Technik unter-
scheidet sie sich dabei in allen vier Punkten von den beiden Vorg

angerprojekten:
 Die Kommunikation

uber den VME-Bus wird grunds

atzlich durch Interrupts
ausgel

ost.
 Als Kommunikationspuer f

ur die Abwicklung des Protokolls dient ein Teil
des jeweiligen Board-Arbeitsspeichers.
 Jedem Board-Proze ist genau ein Unix-Proze zugeordnet.
 Es gibt

uber den VME-Bus keine Kommunikation der Board-Prozesse unter-
einander.
5.1.4 Unterschiede zu Nerv, Synapse
Der Hauptunterschied gegen

uber den Nerv/Synapse-Systemen ist die Verwendung
eines anderen Unix-Host Rechners, der sowohl vom Betriebssystem als auch von der
Hardware her besser an die VME-Bus Umgebung angepat ist. Bei den Nerv/Sy-
napse-Systemen wird ein Sparc II-Rechner von SUN mit einem SBus-/VME-Bus
Interface als Host eingesetzt. Das Interface besitzt ein Dualported-RAM, das den
Adrer

aumen aller Prozesse angeh

ort und als eine Art Shared Memory f

ur den
Kommunikationspuer verwendet wird. Eine Kommunikation kann nur von einem
68k-Programm ausgel

ost werden, indem es in den Puer schreibt. Um das Eintreen
einer Nachricht von einem Board zu registrieren, mu der Host st

andig

uber seinen
Ein-/Ausgabe Port das Schnittstellen RAM abfragen.
Der FLT verwendet Rechner der Firma Cetia als VME-Hosts, die mit dem Echtzeit
Unix Betriebssystem LynxOS betrieben werden, das Multithreading erlaubt. Sie sind
als VME-Steckkarten ausgef

uhrt und verwenden keinen VME-Bus Adapter, sondern
besitzen selbst eine vollwertige VME-Schnittstelle.
F

ur Kommunikationsanfragen eines Boards wird ein Interrupt auf dem VME-Host
ausgel

ost. Da dies asynchron geschieht, mu trun nicht auf eine Anfrage warten,
indem es auf einen Kommunikationspuer pollt und damit Rechenleistung ver-
braucht. Der trun-Proze wird sogar in den Schlaf-Modus versetzt, so da er prak-
tisch

uberhaupt keine Rechenzeit mehr verbraucht. F

ur die Interruptroutine werden
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die Multithreading M

oglichkeiten von Lynx genutzt. Nachdem ein Board-Proze
einen Interrupt ausgel

ost hat, wird die Interruptroutine als eigener Thread abgear-
beitet, w

ahrend trun weiterschl

aft. Dadurch unterliegt die Interrupt Bearbeitung
dem Proze-Scheduler und ist mit eigener, w

ahlbarer Prozepriorit

at ausf

uhrbar.
Die Verwendung von Interrupts erm

oglicht es auch, den Kommunikationspuer in
den Arbeitsspeicher des jeweiligen Boards zu legen, da kein Pollen des Hosts

uber
den VME-Bus auf den Puer notwendig ist. Die VME-Bus Belastung ist genau die
gleiche wie wenn der Puer im Host lokalisiert w

are, da der Host nur einmal nach
Eintreen eines Interrupts den Puer liest. Es ist konzeptionell logischer, diesen
Speicherbereich lokal auf einem Board zur Verf

ugung zu halten anstatt zentral, je
nach Anzahl der vorhandenen Boards, eine Sammlung von Kommunikationspuern
anzulegen.
Die FLT-Laufzeitumgebung stellt zu der M

oglichkeit, da ein Board-Proze auf dem
Host einen Interrupt ausl

ost, auch eine Host initiierte Kommunikation zur Verf

u-
gung, die ebenfalls mit Interrupts gesteuert wird. Der Host l

ost hierzu lokal auf dem
Board (also nicht

uber die VME-Bus Interrupt Leitungen) einen Interrupt aus. Die
Kommunikation wird anschlieend analog zu der Board initiierten

uber den Kom-
munikationspuer abgewickelt. Diese Art der Kommunikation wird ben

otigt, wenn
von dem Benutzer oder einem zentralen Steuerprogramm Anfragen an das Board
gestellt werden.
Bei den Nerv/Synapse-Systemen ist ein Host-Proze f

ur alle Boards eines Crates
zust

andig. Es besteht also eine 1 : N Beziehung zwischen dem Kommunikationspro-
ze und den Board-Prozessen. Die Laufzeitumgebung f

ur den FLT ist so konzipiert,
da in einer 1 : 1 Beziehung f

ur jedes Board ein eigener Proze auf dem Host gest-
artet wird. Dies hat mehrere Vorteile:
1. Engere Einpassung in das Unix Proze Konzept.
Dieser wichtigste Vorteil erh

oht die Transparenz bei der Programmierung und
Benutzung der Boards. Jeder Board-Proze ist eindeutig mit einem Unix-
Proze identiziert und kann daher auch von Betriebssystem und Benutzer
als solcher angesprochen werden. Beispielsweise k

onnen Unix-Signale an den
trun-Proze gesendet, und dann an den Board-Proze weitergeleitet werden.
2. Vereinfachte Schnittstelle zwischen trun- und Board-Prozessen.
Bei der Kommunikation mit Board-Prozessen mu nicht zwischen verschiede-
nen Kan

alen separiert werden, da ein trun-Proze nur einem einzigen Board-
Proze zugeordnet ist. Es gibt auch keinen Broadcast-Modus wie bei Nerv/Sy-
napse, wo der Kommunikationproze via VME-Bus mit einem Befehl eine
Nachricht an alle Boards schicken kann.
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3. Einfachere Fehlersuche und h

ohere Fehlertoleranz.
Tritt bei der Kommunikation mit den Boards ein Fehler auf, so ist er eindeu-
tig einem Board zuzuordnen. Die anderen Prozesse bleiben davon in der Regel
unber

uhrt. Falls im Betrieb ein Proze ausf

allt, k

onnen die anderen die Kon-
trolle

uber ihr Board weiter aus

uben und nur dieser eine mu gegebenenfalls
neu gestartet werden.
Der Datenaustausch zwischen den Boards des FLT wird von dem Message Transfer
System

ubernommen. F

ur eine zus

atzliche Kommunikation der Boards

uber den
VME-Bus gibt es keine Notwendigkeit
4
. Eine derartige Kommunikation, wie sie bei
Nerv/Synapse eingesetzt wird, ist daher bei der FLT-Software nicht vorgesehen.
5.2 Das Programm trun
Das Programm trun wird als Service-Proze auf dem Unix-Host gestartet. Es stellt
dem Benutzer folgende M

oglichkeiten zur Verf

ugung:
1. Lau

ahige (cross-compilierte und -gelinkte) Programme k

onnen auf Boards
geladen und gestartet werden.
2. Ein- und Ausgabefunktionen sowie andere Systemfunktionen eines Board-Pro-
zesses werden ausgef

uhrt.
3. Mit Hilfe eines interaktiven Modus kann der Status des Boards abgefragt wer-
den. Auerdem wird eine Reihe von Testm

oglichkeiten zur Verf

ugung gestellt.
4. Es kann eine Netzwerkverbindung zur Verf

ugung gestellt werden. Board-Pro-
zesse k

onnen dann via Ethernet z.B. mit einem zentralen Steuerprogramm
Daten austauschen.
Den Datenu bei Start und Ablauf eines Benutzerprogramms in einem System
aus Unix-Host und einem Prozessorboard, hier eine TFU, zeigt Abbildung 5.3.
Auf der Unix Seite gibt es trun als Service Proze, der Zugri auf Peripherie
wie z.B. Festplatte und Netzwerk hat. Auf dem Board gibt es zum einen den ei-
gentlichen Hardware-Prozessor, der den Spursuche Algorithmus abarbeitet. Er hat
als Eingangsdaten FLT-Messages und Detektordaten und als Ergebnis eine FLT-
Message mit genaueren Spurinformationen. Weiterhin sind zwei Prozesse abgebildet,
die (nacheinender) auf dem boardeigenen Mikroprozessor ablaufen und unabh

angig
parallel zu dem eigentlichen Triggeralgorithmus arbeiten.
Nach dem Einschalten des Boards wird aus dem EPROM das Programm root gestar-
tet. Es verzweigt entweder in das boardeigene Monitorprogramm (nicht abgebildet)
oder ein geladenes Benutzerprogramm. Trun l

adt das Benutzerprogramm von der
4
Es w

are ohnehin nur mit Einschr

ankungen m

oglich, da die Boards auf sechs Crates verteilt sind.
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Abbildung 5.3: Der Datenu zwischen Unix-Host und TFU-Prozessorboard.
Festplatte

uber den VME-Bus in den Arbeitsspeicher des Boards. Dann wird root
mitgeteilt, da ein Programm geladen wurde. Root

ubernimmt das Programm und
kann es, falls gew

unscht, an eine andere Stelle im Arbeitsspeicher verschieben, zum
Beispiel in einen Bereich, der

uber den VME-Bus nicht zug

anglich ist. Bendet sich
das Benutzerprogramm an der gew

unschten Zieladresse, so springt root an dessen
Anfang und startet damit das Programm. Nach Beenden des Programms wird die
Kontrolle wieder von root

ubernommen.
Das laufende Benutzerprogramm kann, je nach Anwendung, schreibend und lesend
auf die Register des Hardwareprozessors zugreifen. Beispielsweise k

onnen Lookup-
Tables geladen, Message-Raten gelesen oder auch der Prozessor angehalten und
einzelne Pipelinestufen ausgelesen oder beschrieben werden. Die Parameter f

ur die
LUT-Berechnung k

onnen lokal in einem EEPROM abgelegt werden, damit jedes
Board die Tabellen berechnen kann ohne die Parameter von einer Festplatte laden
zu m

ussen. Der Hardwareprozessor kann auch einen Interrupt auf dem 68k-Prozessor
ausl

osen. Damit kann zum Beispiel auf Fehler reagiert werden oder k

onnen in festen
Zeitabst

anden Statusinformationen an die Zentrale verschickt werden.
Im Folgenden wird n

aher beschrieben, wie ein Programm geladen und gestartet wird
und wie die Kommunikation zwischen Unix-Proze und Board-Proze abl

auft.
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5.2.1 Laden und Starten eines Programms
Die C-Programme f

ur die FLT-Boards werden mit den Cross- Entwicklungswerk-
zeugen von GNU unter Linux

ubersetzt und gebunden. Von dem Cross-Linker wird
das ausf

uhrbare Programm als 68k-Bin

ardatei in dem a.out-Format auf Festplat-
te geschrieben und steht unter LynxOS dann zur Verf

ugung. Um ein Programm
korrekt laden und ablaufen lassen zu k

onnen, mu trun neben dem Namen und
den Parametern des Board-Programms auch mitgeteilt werden, in welchem Modus
es selbst arbeiten soll und welcher Boardtyp bedient wird. Die Informationen, die
zum Ablaufen eines Board-Programms n

otig sind, werden trun auf zwei Arten zur
Verf

ugung gestellt:
 Parameterliste
In der Parameterliste von trun wird das Programm mit Flags an verschiedene
Bedingungen angepat. Zus

atzlich mu der Name einer Kongurationsdatei
angegeben werden, die Daten

uber das FLT-Board enth

alt. Darauf folgt dann
der Name des zu startenden Board-Programms mit seinen Parametern.
 Kongurationsdatei
In der Kongurationsdatei werden die Hardware des jeweiligen Boards und
seine Betriebsparameter speziziert, beispielsweise die Adressen von Kontroll-
registern, die Ausbaustufe des RAMs und die Positionen von Stack und Heap
im Adreraum des Boards.
Die Ausf

uhrung eines FLT-Programms m68k prog wird auf dem Unix-Host durch
trun [Flags] config file m68k prog [parameterliste des m68k prog]
gestartet. Dabei sind die Flags und die Parameter des m68k prog optional. Das
Laden und Starten des Programms l

auft dann in folgenden Schritten ab:
1. Das Board wird zur

uckgesetzt.
Dabei wird der Reset
"
gehalten\, das heit die Reset Leitung bleibt auf 0 und
der Prozessor wartet.
2. Das Programm wird an die durch die Kongurationsdatei denierte Stelle
kopiert.
Hierzu wird die Bin

ardatei im a.out-Format von der Festplatte eingelesen. Der
Header der Datei wird interpretiert und abh

angig von der Header-Information
der Code und das initialisierte Datensegment auf das Board kopiert.
3. Die Board-Programm-Parameter werden auf das Board kopiert.
Zus

atzlich berechnet trun die Zeigertabelle mit den lokalen Adressen f

ur diese
Parameter und legt sie an denierter Stelle ab. Das Board-Programm kann
dann wie

ublich

uber argc und argv darauf zugreifen.
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4. Die Systemstruktur wird auf das Board kopiert.
Die Systemstruktur ist an einer festen Adresse am Beginn des RAM-Speichers
der Boards untergebracht. Sie enth

alt alle Informationen

uber die Kongurati-
on des Systems (im wesentlichen Adressen). Zudem wird die Kommunikation
zwischen trun und dem Board-Proze

uber sie abgewickelt.
5. Die MagicNumber wird gesetzt.
Sie dient als Flag, mit dem root (vgl. Abbildung 5.3), dem Startprogramm
des FLT-Boards, mitgeteilt wird, da sich ein Programm im Speicher bendet,
das gestartet werden soll.
6. Der Reset wird weggenommen.
Dann l

auft das Startprogramm (root) an. Es

uberpr

uft das Vorhandensein
der MagicNumber. Falls die Nummer vorhanden ist, wird das geladene Board-
Benutzerprogramm aufgerufen. Im anderen Fall verzweigt der Prozessor in das
Monitorprogramm, mit dem die serielle Schnittstelle bedient wird.
7. Die MagicNumber wird gel

oscht.
Anschlieend geht trun in eine Endlosschleife, und die Arbeit der main-Funktion
von trun ist damit beendet. Kommunikationsanfragen an trun werden dann in In-
terruptroutinen oder Signalroutinen abgearbeitet. Der interaktive Modus beispiels-
weise l

auft gegebenenfalls in einer Signalroutine ab, w

ahrend Board-Anfragen in
einer Interruptroutine bearbeitet werden.
5.2.2 Die Kommunikation zwischen dem Unix-Proze und
dem Board-Proze
Da trun nur eine Lage zwischen Board-Proze und dem Unix Betriebssystem ist,
sind die Informationen, die zwischen trun und dem Board-Proze ausgetauscht wer-
den, eine Teilmenge dessen, was zwischen einem normalen Unix Proze und dem
Betriebssystem ausgetauscht wird.
Ein Unix Proze nimmt

uber die Schnittstelle der Systemaufrufe Kontakt mit dem
Betriebssystem auf. Dem Board-Proze wird eine Teilmenge dieser Schnittstelle

uber
den VME-Bus zur Verf

ugung gestellt. Dabei macht es keinen Sinn, Befehle wie den
Systemaufruf f

ur das Anfordern von Speicher (sbrk) zu exportieren, da sich der
Speicher des Board-Prozesses ja physikalisch auf dem Board bendet. Die Speicher-
verwaltung f

ur das Board ist daher komplett in der FLT-C-Bibliothek enthalten.
Ebenso macht es keinen Sinn, Systemaufrufe zur Prozesteuerung zu exportieren
(zum Beispiel fork). Es hat sich gezeigt, da es ausreicht, im wesentlichen die I/O
bezogenen Systemaufrufe zu exportieren, wodurch dem Board-Proze die Peripherie
des Unix-Systems zug

anglich wird.
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Das Betriebssystem wiederum kann

uber Signale einen Proze ansprechen. Signale
sind Software Interrupts und erm

oglichen die Behandlung asynchroner Ereignisse
durch einen Proze. Trun kann Signale an ein Board weitergeben, indem es in seiner
Signalroutine einen Interrupt des Board-Prozesses ausl

ost, so da dieser in seiner
Interruptroutine dann auf das Signal reagieren kann.
Die Einbindung eines Board-Prozesses durch trun in diese beiden Kommunikations-
systeme wird im folgenden beschrieben. F

ur den normalen Benutzer und Entwickler
von Board-Programmen ist die hier beschriebene Kommunikation v

ollig transparent.
Unix Ein-/Ausgabe
Unix besitzt ein einheitliches Modell f

ur Ein-/Ausgabe Operationen. Alle Arten von
Ein-/Ausgabe werden

uber Dateien abgewickelt. Egal was f

ur ein Ger

at angespro-
chen wird, k

onnen daher einheitlich immer die gew

ohnlichen Systemaufrufe wie zum
Beispiel read und write verwendet werden ([52], [54]). Alle diese Funktionen arbei-
ten mit Dateidescriptoren, die der Systemkern f

ur jede ge

onete Datei vergibt. Man
bezeichnet diese Funktionen auch als Funktionen zur ungepuerten Ein-/Ausgabe,
da jeder Aufruf direkt einen Systemaufruf in den Kern ausl

ost.
In der C-Standardbibliothek ist eine gepuerte Ein-/Ausgabe realisiert, die auf den
oben genannten Systemfunktionen basiert. Die Bibliothek stellt f

ur jede Datei einen
Puer zur Verf

ugung. Ausgaben in eine Datei werden solange zwischengespeichert,
bis ein Befehl zum Leeren des Puers erfolgt, der dann eine Ausgabe des gesamten
Puerinhalts mit einem write-Aufruf zur Folge hat. Ziel der Puerung ist, die An-
zahl der erforderlichen read- und write-Aufrufe so gering wie m

oglich zu halten,
da ein Systemaufruf verh

altnism

aig viel Rechenzeit in Anspruch nimmt.
Dies gilt um so mehr f

ur die Board-Laufzeitumgebung, da hier jeder Systemaufruf
noch zus

atzlich mit einer VME-Bus Kommunikation verbunden ist. Die Puerung
der Standardbibliothek korrespondiert daher sehr gut mit den Erfordernissen der
Laufzeitumgebung. Hier wird klar, da es am eÆzientesten ist, die Systemaufrufe
auf das Board zu exportieren, da man dann automatisch von den Eigenschaften der
Bibliothek protiert, teure Systemaufrufe zu minimieren.
Die Schnittstelle f

ur Systemaufrufe
Im einzelnen sind f

ur die Ein-/Ausgabe folgende Systemaufrufe in die Schnittstelle
zwischen trun und einem Board-Proze aufgenommen worden:
creat Erzeugen einer Datei
open

Onen und gegebenenfalls Erzeugen einer Datei
close Schlieen einer Datei
read Lesen aus einer Datei
write Schreiben in eine Datei
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lseek Positionierung des Dateidescriptors
rename Umbenennen einer Datei
unlink L

oschen einer Datei
stat Status-Informationen

uber eine Datei lesen
Hinzu kommen weitere, nicht I/O bezogene Funktionen:
exit Beende trun normal
abort Anormale Beendigung von trun
getenv Zugri auf Unix Umgebungsvariablen
system Ausf

uhren eines Unix Kommandos
time Liefere die aktuelle Zeit in Sekunden
strerror Liefere Zeiger auf Fehlerzeichenkette
irAccept Informiere trun

uber einen Board-Interrupt
irDone Informiere trun

uber Beendigung eines Board-Interrupts
raise Sende Signal an das Programm
exeptionHandler

Ubergebe Exeption-Informationen von Board zu trun
Da auf dem Board kein vom Programm getrenntes Betriebssystem vorliegt, sind
alle oben genannten Funktionen dort als Bibliotheksfunktionen implementiert und
in die FLT-Version der C-Standardbibliothek integriert. Wird eine solche Funktion
aufgerufen, so ruft sie ihrerseits den Systemcall-Handler auf (siehe auch Abbildung
5.2). Der Systemcall-Handler l

ost einen Interrupt von trun aus und wickelt dann das
synchrone Kommunikationsprotokoll (Abbildung 5.4) mit trun ab. Die Funktionen
werden teilweise in 5.3 n

aher beschrieben.
Die Systemstruktur
Die Systemstruktur ist so im Arbeitsspeicher des Boards untergebracht, da sie f

ur
beide Seiten erreichbar ist (vergleiche Abbildung 5.7). Sie stellt also eine Art Shared
Memory zwischen Board-Proze und trun dar und hat drei Aufgaben:
Einmal wird in ihr die Konguration der Laufzeitumgebung abgelegt. Hierf

ur werden
ein Groteil der Informationen aus der Kongurationsdatei in die Systemstruktur
kopiert. Das Schreiben der Systeminformation vor dem Start des Board-Prozesses
legt die Speichereinteilung, die Adressen des Heaps, Stacks etc., auf dem Board fest.
Zum zweiten enth

alt sie die von den jeweiligen Applikationen ben

otigten System-
variablen zum Ablegen von Statusinformationen zur Laufzeit und f

ur das Speicher-
Management.
Weiterhin dient die Struktur als Schnittstelle f

ur das Kommunikationsprotokoll. Das
Schreiben der Systeminformation vor dem Start des Board-Prozesses initialisiert die
Kommunikation. Anschlieend benutzt der Systemcall-Handler die Struktur f

ur die
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Ablage der Parameter und R

uckgabewerte von Systemaufrufen und zur Abwicklung
der Kommunikationprotokollemit trun, das die Parameter liest und die Kommandos
ausf

uhrt. Die Rolle der Struktur kommt in den folgenden Protokollbeschreibungen
noch deutlicher zum Ausdruck.
schreibe Kommando Daten
Board Prozeß Systemstruktur trun
lese Kommando Typ
setze Accept-Flag
lese Parameter
schreibe Rückgabewert
setze Done-Flag
VME-Interrupt
lese Accept-Flag
lese Done-Flag
lese Rückgabewert
Der Prozeß startet
einen Systemaufruf
{a' - a < 6 µs}
a'
a
Das Ergebnis des
Systemaufrufs wird
zurückgegeben
Der Prozeß pollt auf
das Accept-Flag
Der Prozeß pollt auf
das Done-Flag
trun führt das
Kommando aus
Abbildung 5.4: Sequenzdiagramm des Kommunikationsprotokolls zwischen einem Proze
auf einem Prozessorboard und trun.
Das Protokoll
Immer dann, wenn ein Systemaufruf erfolgt, ist von der Board Seite eine Kom-
munikation mit trun erforderlich. Der zeitliche Verlauf des zugeh

origen Kommu-
nikationsprotokolls ist in dem Sequenzdiagramm in Abbildung 5.4 dargestellt. Die
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beiden Prozesse und die Struktur,

uber die sie ihr Protokoll abwickeln, werden da-
bei als Objekte aufgefat, die untereinander Nachrichten austauschen. Die Zeitachse
verl

auft nach unten und die Nachrichten zwischen den drei Beteiligten sind durch
Pfeile dargestellt.
Ein erfolgter Systemaufruf des Board-Prozesses f

uhrt als erstes eine Initialisierung
durch, indem der Typ und die Parameter des Aufrufs in die Systemstruktur ein-
getragen werden. Dann wird ein VME-Interrupt ausgel

ost, der von trun in einem
Thread abgearbeitet wird. Dieser liest, um welchen Systemaufruf es sich handelt,
liest dessen Parameter, setzt daraufhin das Accept-Flag und f

uhrt den Aufruf aus.
Wenn er von dem Aufruf in den Systemkern zur

uckkehrt, wird der R

uckgabewert in
die Struktur geschrieben und mit dem Setzen des Done-Flag die Beendigung dem
Board-Proze mitgeteilt. Der Board-Proze pollt zwischenzeitlich, nachdem er zu-
erst auf das Accept-Flag gepollt hat, auf das Done-Flag. Wenn es gesetzt wird, liest
er den R

uckgabewert seines Systemaufrufs aus der Struktur. Dieser wird dann von
dem lokalen Systemaufruf zur

uckgegeben, der damit dann beendet ist.
Die Host initiierte Kommunikation
Die Initiative f

ur eine Kommunikation zwischen trun und dem Board-Proze kann
auch von trun ausgehen, indem es auf dem Board einen Interrupt ausl

ost. Die Kom-
munikation wird ebenfalls

uber die Systemstruktur zwischen der Board-Interrupt-
routine und trun abgewickelt, nat

urlich mit einem anderen Protokoll. Momentan
wird die Host initiierte Kommunikation f

ur die Weiterleitung von Signalen und den
interaktiven Modus (siehe Abschnitt 5.2.3) benutzt.
Der Board-Proze kann auf zwei Arten unterbrochen werden: Bei der asynchronen
Unterbrechung wird ohne R

ucksicht auf den Zustand des Board-Prozesses sofort
ein Interrupt ausgel

ost. Falls sich der Board-Proze gerade in einer kritischen Pro-
grammregion bendet und die Interrupt Routine nun ebenfalls solche kritischen
Programmregionen aufruft, so kann dies zu dem Absturz des Systems f

uhren. Kriti-
sche Programmregionen sind solche, in denen der Proze gerade auf Systemresourcen
zugreift. Die Interrupt Routine einer asynchronen Unterbrechung darf deshalb keine
Aufrufe von Funktionen f

ur Ein-/Ausgabe, Speicheranforderung, Kommunikation
und Signalbehandlung enthalten. Dies ist verboten, weil der Board-Proze vor der
Unterbrechung unter Umst

anden ebenfalls gerade eine solche Funktion in Anspruch
nimmt. Bei Miachtung k

onnte zum Beispiel die VME-Bus Kommunikation durch-
einandergeraten oder Speicher doppelt angefordert werden. Zus

atzlich mu beachtet
werden, da der Board-Proze sich nicht bereits in einer Interruptroutine bendet,
da dies zu den gleichen Problemen f

uhren w

urde. Das heit, Interrupts d

urfen auch
nicht geschachtelt werden.
Die synchrone Unterbrechung ber

ucksichtigt diese Problematik, indem sie den Zu-
stand des Board-Prozesses abfr

agt und gegebenenfalls wartet, bis er sich in einem
nicht kritischen Zustand bendet. In der Systemstruktur benden sich hierzu zwei
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Statusags, die jeweils von dem Board-Proze gesetzt werden, wenn er auf Systemre-
sourcen zugreift oder sich in einer Interruptroutine bendet. In der Interruptroutine
einer synchronen Unterbrechung k

onnen daher fast alle Systemfunktionen verwendet
werden.
lösche Interrupt-Register
polle Interrupt-Register
polle Interrupt-Register und
disableInterrupt-Flag
polle Interrupt-Register
schreibe IRwanted-Flag
Board-Interrupt
lösche disableInterrupt-Flag
lösche Interrupt-Register
trun startet einen
Board Interrupt
trun wartet bis Prozeß
außerhalb kritischer
Region
Kommunikation zwischen
den beiden Prozessen
trun wartet bis Prozeß
außerhalb
Interruptroutine
trun wartet bis Prozeß
außerhalb
Interruptroutine
IR = 0
IR, disableIR = 0
IR = 0
Board Prozeß Systemstruktur trun
starte Interruptroutine
Abbildung 5.5: Sequenzdiagramm des Kommunikationsprotokolls bei einer synchronen Un-
terbrechung des Board-Prozesses durch trun.
Abbildung 5.5 gibt das Protokoll einer synchronen Unterbrechung wieder. Trun war-
tet zuerst ab, bis sich der Board-Proze auerhalb einer Interrupt-Routine bendet,
indem es auf das Interrupt-Register pollt. Dann setzt es ein Flag, das dem Board-
Proze signalisiert, da ein Interrupt gew

unscht wird. Der Board-Proze geht dann
nicht mehr in kritische Programmregionen, sondern wartet vorher auf das L

oschen
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dieses Flags. Trun wartet nun ab, bis sich der Board-Proze nicht mehr in einer
Interruptroutine und auch nicht mehr in einer kritischen Programmregion bendet.
Wenn dies der Fall ist, l

ost trun einen Interrupt auf dem Board aus. Da trun vorher
sichergestellt hat, da sich der Board-Proze in einem denierten Zustand bendet,
kann nun zwischen den beiden eine beliebiges Protokoll, zum Beispiel zur Signalbe-
handlung, abgewickelt werden. W

ahrend des Protokollablaufs kann problemlos auf
Systemresourcen zugegrien werden. Bei Beendigung der Interruptroutine wird das
Flag, das den Interrupt-Modus des Boards signalisiert, gel

oscht, und beide Prozesse
k

onnen nun ihren Ablauf normal fortsetzen.
5.2.3 Der interaktive Modus
Das trun Programm besitzt einen zweiten Betriebsmodus, den sogenannten in-
teraktiven Modus, der eine einfache kommandozeilenorientierte Schnittstelle zur
Verf

ugung stellt. Er ist weniger f

ur den normalen Benutzer gedacht, als f

ur das
Testen des Systems in einfachen F

allen. Man gelangt in diesen Modus entweder di-
rekt durch Start von trun ohne Angabe eines Programmnamens oder durch Dr

ucken
der Control-C Taste w

ahrend des normalen Programmablaufs.
Um trun w

ahrend des Ablaufs in den interaktiven Modus versetzen zu k

onnen,
mu zus

atzlich das trun-Flag '-t' (
"
trace\) gesetzt werden. Je nachdem ob das Flag
gesetzt wurde oder nicht, wird ein unterschiedlicher Signal-Handler f

ur SIGINT ge-
laden. Das Dr

ucken von Control-C l

ost unter Unix das Signal SIGINT aus. Je nach
Flag Status wird jetzt dieses Signal
 zum

Ubergang in den interaktiven Modus genutzt oder
 zum Board-Programm weitergesendet.
Im interaktiven Modus wird ein Kommandozeileninterpreter aktiviert. Er zeigt einen
Prompt mit dem Namen des Boards an. Hier werden verschiedene Kommandos als
Strings von der Standardeingabe eingelesen.
Das folgende Beispiel gibt von einem Board, das den Namen TFU102 tr

agt, einen
Hexdump mit einer bestimmten L

ange und ab einer gew

unschten Adresse aus:
TFU102> read <Adresse> <Lange>
Der Modus wird durch den Befehl exit verlassen. Der FLT-Proze l

auft danach
weiter. Wird erneut Control-C gedr

uckt, geht der Proze wieder in den interaktiven
Modus. Durch das einfache Hin- und Herschalten l

at sich bei St

orungen jederzeit
der Systemzustand feststellen.
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5.3 Die FLT-C-Bibliothek
Jedes Programm, das auf einem FLT-Board ablaufen soll, mu die FLT-C-Bibliothek
einbinden. Die Bibliothek enth

alt eine fast vollst

andige Version der C-Standardbib-
liothek. Aber auch wenn man deren Funktionen nicht benutzt, mu die FLT-C-
Bibliothek hinzugelinkt werden, da sie noch weitere Funktionalit

at enth

alt. Wie in
5.2.1 beschrieben, wird beim Starten eines Programms zuerst die Laufzeitumgebung
in Abh

angigkeit von der Kongurationsdatei und den trun-Parametern initialisiert.
Anschlieend wird die Board-Applikation geladen und gestartet. Da es auf dem
Board kein Betriebssystem gibt, mu der geladene Programmcode neben der benut-
zerdenierten Funktionalit

at auch alle notwendigen Laufzeitfunktionen enthalten.
Sie m

ussen nach dem

Ubersetzen des Benutzerprogramms hinzugelinkt werden. Die-
se Funktionen, die betriebssystem

ahnliche Aufgaben erf

ullen, sind ebenfalls Bestand-
teil der an die Board-Hardware angepaten FLT-C-Bibliothek. Hinzu kommt noch
Code, der vor und nach dem Ablauf des eigentlichen Benutzerprogramms abgearbei-
tet werden mu. Man kann daher zwei Funktionsgruppen in der FLT-C-Bibliothek
unterscheiden, auf die im folgenden eingegangen wird:
1. Funktionen der C-Standardbibliothek, die vom ANSI-C-Standard
5
deniert
werden.
2. Funktionen, die die Laufzeitumgebung ben

otigt.
Im folgenden werden die Standard-Funktionen und die Funktionen der Laufzeitum-
gebung angesprochen. Anschlieend wird auf die Abl

aufe vor und nach dem Aufruf
der main-Funktion des Benutzerprogramms und auf seine Speicherverwaltung n

aher
eingegangen.
5.3.1 Funktionen der Standardbibliothek
Die FLT-C-Standardfunktionen [26] sind in folgenden Header-Dateien deklariert:
assert.h ctype.h error.h setjmp.h signal.h
stdarg.h stdio.h stdlib.h string.h time.h
Ein groer Teil der Funktionen ist nicht von der Hardware oder der Programmum-
gebung abh

angig und konnte daher unver

andert in die FLT Version

ubernommen
werden. Hierzu z

ahlen zum Beispiel alle Stringbearbeitungsfunktionen in string.h.
Die FLT-C-Bibliothek deckt den gr

oten Teil der ANSI-C-Standard Bibliothek ab.
Nicht implementiert wurden multi-byte Funktionen und Funktionen, die von lokalen
Sprachen, Nationalit

at oder Kultur abh

angen. Auch die clock-Funktion und einige
Mathematik Funktionen sind nicht verf

ugbar. Die wesentlichen Zeit- und Signal-
Funktionen werden unterst

utzt. Im Vergleich zur Nerv/Synapse-Implementation ist
5
American National Standard X3.159-1989 [3]
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der Umfang der verf

ugbaren Funktionen erheblich erweitert worden. Hier soll nur
auf einige implementationsabh

angige Funktionen n

aher eingegangen werden.
Funktionen mit Bezug zu der Prozeumgebung
Als Prozeumgebung eines Board-Prozesses wird die Umgebung seines trun-Pro-
zesses auf dem Host angesehen. Die beiden Funktionen, die mit der Umgebung
kommunizieren, sind daher Bestandteil der Kommunikationsschnittstelle (siehe Ab-
schnitt 5.2.2) und werden von trun ausgef

uhrt.
Die Funktion getenv, von dem Board-Prozess aufgerufen, nimmt daher Bezug auf
die Umgebungsvariablen von trun auf dem Host. Der Umgebungsstring wird hierzu
auf das Board kopiert und getenv liefert dann einen lokalen Zeiger auf das erste
Zeichen zur

uck.
Dementsprechend f

uhrt die Funktion system ihr

ubergebene Kommandos auf dem
Host aus.
Globale Spr

unge
In der Header-Datei setjmp.h werden die Funktionen f

ur nicht-lokale Spr

unge de-
niert. Mit deren Vereinbarungen kann man in C die normale Folge von Funktions-
aufruf und -ende umgehen. Die Funktion setjmp wurde so implementiert, da sie
die Daten- und Adreregister und den Programmz

ahler der M680x0-CPU sichert.
Bei Aufruf der longjmp-Funktion wird der mit setjmp gespeicherte Prozessorzu-
stand wieder geladen, insbesondere wird der Stack rekonstruiert. Das Programm
wird hinter dem Aufruf von setjmp fortgesetzt.
Zeit- und Datums-Funktionen
In der Header-Datei time.h sind Zeit- und Datumsfunktionen und deren Konvertie-
rung in verschiedene Formate deniert. Die Bibliotheksfunktion time wurde eben-
falls in die Kommunikationsschnittstelle zu trun aufgenommen. Sie liefert die Zeit-
angabe time t, die die Zeit in Sekunden seit dem 1. Januar 1970 in einem 32-Bit
breiten Langwort angibt. Die Struktur struct tm beinhaltet die Sekunden, die Mi-
nuten, die Stunden, den Wochentag, den Tag des Monats, den Monat selbst, die
Anzahl der Jahre (seit 1900) und die Anzahl der Tage im Kalenderjahr. Die Anpas-
sung der lokalen Zeit wird durch zwei Umgebungsvariablen von trun deniert:
LOCALTIME gibt die Verschiebung der lokalen Zeit zur Coordinate Universal Time
(UTC bzw. GMT) in Minuten an. Beispielsweise ist die Mitteleurop

aische Zeit
(CET) der UTC um eine Stunde voraus. Somit mu der Umgebungsvariablen
ein Wert von +60 zugewiesen werden.
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LOCALTIMEZONE stellt eine Zeichenkette dar, die die lokale Zeitzone beschreibt (bei-
spielsweise
"
CET\).
5.3.2 Funktionen der Laufzeitumgebung
Systemaufrufe
Die Systemaufrufe, die den Zugri des Board-Programms auf die Betriebssystem-
funktionen des Host erm

oglichen, bilden die wichtigste Gruppe der hardwareabh

angi-
gen Funktionen. F

ur jeden Systemaufruf ist eine gleichnamige Funktion in der FLT-
C-Standard-Bibliothek deniert. Hinter diesen Funktionen verbirgt sich im Fall der
FLT-Bibliothek aber nicht das Betriebssystem, sondern die VME-Bus Kommunika-
tion. Die Systemaufrufe wurden bereits in Abschnitt 5.2.2 in Zusammenhang mit
der Kommunikationsschnittstelle aufgelistet.
Die Ausnahme Behandlung
Wenn im Programmablauf ein nicht zu l

osendes Problem, zum Beispiel eine Division
durch Null oder ein Zugri auf eine nicht vorhandene Adresse, auftritt, so reagiert der
Prozessor in vordenierter Weise auf diese Ausnahme. Diese Ausnahme Behandlung
(Exception Handling) wird normalerweise von dem Betriebssystem

ubernommen. In
unserem Fall, in dem kein Betriebssystem vorhanden ist, mu sie daher als Teil der
FLT-C-Bibliothek implementiert werden. Vor dem Start des Benutzerprogramms
(siehe Abschnitt 5.3.3) wird eine Exception-Tabelle angelegt, auf deren Adresse der
Exception-Vektor des Prozessors zeigt. Die Tabelle enth

alt als Eintr

age Zeiger auf
Funktionen, die beim Auftreten von Exceptions aufgerufen werden sollen. Im Fall
einer Exception liest der Prozessor dann den zu der jeweiligen Exception-Nummer
geh

orenden Eintrag aus der Tabelle und das Programm springt an die angegebene
Adresse, um auf den Fehler zu reagieren.
Der Benutzer hat die M

oglichkeit, eigene Funktionen in die Exception-Tabelle ein-
zutragen. Wird f

ur eine Exception-Nummer keine benutzerspezische Funktion ein-
getragen, so wird eine Standard Handler Funktion aufgerufen. Diese informiert den
Unix-Host

uber die aufgetretene Exception. Der Board-Prozess gibt die Art des
Fehlers, den Exception-Frame und den Inhalt der Prozessorregister aus und geht
anschlieend in eine Endlosschleife. Hierzu wurde die Funktion exeptionHandler
in die Kommunikationsschnittstelle zu trun aufgenommen. Sie dient der

Ubergabe
der Exception-Informationen und beendet trun nach deren Ausgabe.
Auf Funktionen der Programm-Umgebung und der Speicherverwaltung, die ebenfalls
Bestandteil der Laufzeitumgebung sind, wird in den folgenden beiden Abschnitten
gesondert eingegangen.
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5.3.3 Die Umgebung eines C-Programms
Die Umgebung eines C-Programms beinhaltet Funktionen, die generell vor dem
Start des eigentlichen Benutzerprogramms zu Initialisierungszwecken und nach sei-
ner Beendigung ausgef

uhrt werden. Anschlieend beginnt die Ausf

uhrung eines C-
Programms mit dem Aufruf der Funktion
int main(int argc, char** argv);
Auch bei dem Aufruf von C-Programmen f

ur die Boards ist eine normale

Ubergabe
von Befehlszeilenargumenten an main m

oglich (siehe 5.2.1). Trun kopiert hierzu den
Inhalt seiner Befehlszeile, der sich auf den Board-Prozess bezieht, in den Arbeits-
speicher des Boards. Anschlieend legt es das Array mit Zeigern auf die Argument-
zeichenketten neu an und stellt einen Zeiger auf dieses Array (argv) und die Anzahl
der Argumente (argc) f

ur den Board-Proze bereit. Erst dann wird dieser gestartet.
Beim Start eines C-Programms durch das Betriebssystem wird vor dem Aufruf der
Funktion main eine spezielle Startroutine abgearbeitet. Die Funktion main wird also
nie direkt von dem Betriebssystem aufgerufen, sondern in einer ausf

uhrbaren Pro-
grammdatei ist immer die Adresse der Startroutine als Startadresse des Programms
verzeichnet.
Diese Startroutine ist nat

urlich stark systemabh

angig und daher, wie auch bei der
FLT-Laufzeitumgebung, oft in Assembler geschrieben. Zu der FLT-C-Bibliothek
wird hierzu das 68k-Assemblerprogramm crt0.s hinzugelinkt. Die Programmstart-
adresse wird dabei dem Linker

ubergeben, der sie in die ausf

uhrbare Programmdatei
eintr

agt. Die Startroutine der Board-Prozesse mu vor dem Aufruf von main folgende
Initialisierungsaufgaben (vergleiche Abbildung 5.6) ausf

uhren :
 Den Zustand des Prozessors vor dem Programmaufruf speichern, um ihn nach
dessen Beendigung wieder in den vorgefundenen Zustand zu versetzen.
 Tabellen f

ur Exception- und Signal-Handling initialisieren.
 Den Stack und den Heap an die Adressen aus der Kongurationsdatei setzen.
Die Heap-Liste f

ur dynamische Speicheranforderungen initialisieren.
 Die Parameter f

ur main, die von trun bereitgestellt wurden, auf den Stack
legen.
Anschlieend wird an den Anfang der main-Funktion verzweigt und damit das Be-
nutzerprogramm gestartet.
Bei der Beendigung des Programms spielt erneut crt0.s eine Rolle. Ein Benut-
zerprogramm kann auf drei verschiedene Arten normal beendet werden: Mit der
R

uckkehr von main, dem Aufruf der Funktion exit oder dem Aufruf der Funk-
tion exit. Die R

uckkehr der Funktion main durch einen Aufruf von return ist
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Adresse
main(int argc, char ** argv)
  {
       ...
if (a<0) exit();
...
if (b<0) _exit();
...
return(value);
  }
crt0.s
exit()
_exit()
Initialisieren
Prozessorzustand rücksetzen
Start
Ende
Abbildung 5.6: Die Umgebung eines Benutzerprogramms im Arbeitsspeicher eines Boards.
Die Pfeile geben den Ablauf eines Programms wieder, das mit dem Aufruf von return
normal beendet wird. Bei einem direkten Aufruf von exit oder exit in main springt das
Programm direkt an die entsprechenden Stellen und l

auft dann weiter wie dargestellt.

aquivalent zu dem Aufruf von exit. Die Startroutine ist so geschrieben, da die
Funktion exit aufgerufen wird, sobald main zur

uckkehrt (siehe Abbildung 5.6). Der
Aufruf von exit beendet ein Board-Programm sofort. Exit hingegen f

uhrt vorher
noch einige Aufr

aumarbeiten durch. Es ruft Funktionen, die mit atexit registriert
wurden auf, schliet die oenen Dateien auf dem Unix-Host und unterrichtet den
trun-Proze von der gew

unschten Beendigung des Programms. Der exit-Status des
Board-Prozesses wird dabei an trun weitergegeben, das seinerseits dann exit auf-
ruft. Exit ist daher ebenfalls Bestandteil der Kommunikationsschnittstelle zu trun
(Abschnitt 5.2.2). Anschlieend wird dann ebenfalls die Funktion exit aufgeru-
fen. Zuallerletzt wird der Prozessor wieder in den urspr

unglichen Zustand vor dem
Aufruf von main versetzt.
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Der Board-Proze kann auch auf drei anormale Arten beendet werden: Mit dem Auf-
ruf von abort, durch ein Signal von dem Unix-Host und durch eine Exception. Abort
ist Bestandteil der Kommunikationsschnittstelle (Abschnitt 5.2.2) zu trun und f

uhrt
zu der sofortigen anormalen Beendigung des Board-Prozesses und des zugeh

origen
trun Prozesses. Das

Ubermitteln von Signalen kann ebenfalls das Programm been-
den, zum Beispiel, bei Verwendung des Standard-Signal-Handlers, durch Dr

ucken
der Control-C Taste. Die Beendigung des Programms durch eine Exception, die
nicht abgefangen wird, wurde bereits in Abschnitt 5.3.2 angesprochen.
5.3.4 Verwaltung des Speichers
Insgesamt stehen f

ur die Laufzeitumgebung und das Benutzerprogramm auf den Pro-
zessorboards 4 MB Arbeitsspeicher zur Verf

ugung. Das Speicherlayout des Arbeits-
speichers zeigt Abbildung 5.7. Es entspricht einer typischen Aufteilung des Speichers
in einzelne Segmente [52]. Der untere Teil des Speichers ist f

ur betriebssystem

ahnli-
che Funktionen der Laufzeitumgebung reserviert. Er enth

alt die Systemstruktur und
die Ablage f

ur Programmparameter und Exception-Informationen. Daran schliet
sich das C-Programm an, das in Textsegment, initialisiertes- und nichtinitialisiertes
Datensegment unterteilt ist. Das Textsegment und das initialisierte Datensegment
werden direkt von der Bin

ardatei auf der Festplatte in den Arbeitsspeicher geladen.
Das Textsegment enth

alt dabei die Maschinenbefehle, die von der CPU ausgef

uhrt
werden. Das initialisierte Datensegment enth

alt Variablen, die auerhalb von Funk-
tionen stehen und vom Programm mit einem Anfangswert initialisiert werden. Das
nichtinitialisierte Datensegment wird vor der Programmausf

uhrung mit Nullen in-
itialisiert. Es enth

alt auerhalb von Funktionen deklarierte Variablen, denen im
Programm kein Anfangswert zugewiesen wird.
Oberhalb des Programms bendet sich der Heap, der nach oben hin w

achst. Der
Stack bendet sich am oberen Ende des Arbeitsspeichers und w

achst nach unten.
Das Speicherlayout ist weitgehend

uber eine Kongurationsdatei einstellbar, um
die Laufzeitumgebung an verschiedene Hardware oder spezielle Benutzerw

unsche
anpassen zu k

onnen. Zum Beispiel wird bei dem Test-Board der Stack in den Bereich
des SRAMs gelegt, um die Ausf

uhrungsgeschwindigkeit zu erh

ohen.
Der Heap dient der tempor

aren Bereitstellung von Speicher zur Laufzeit des Pro-
gramms. Seine Verwaltung ist eine der zentralen Anforderungen an die FLT-C-
Bibliothek. Im Rahmen der Systemsoftware ist eine Verwaltung dieses Speicherbe-
reichs

uber eine doppelt verkettete Liste implementiert worden. Sie ist ausf

uhrlich in
[14] beschrieben. Als Schnittstelle zu dem Benutzer sind f

ur das dynamische Verwen-
den von Speicherbl

ocken die C-Standardfunktionen malloc, calloc, realloc und
free verf

ugbar. Damit kann auf gewohnte Weise Speicher angefordert und wieder
frei gegeben werden.
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Systemstruktur 256 Byte0000 0000
Exception Information 160 Byte
0000 0100
Reserviert 3860 Byte
0000 01A0
Parameter Speicher 4KByte
0000 1000
Reserviert 8KByte
0000 2000
Programm
0000 4000
Heap
0030 0000
Stack
0040 0000
Textsegment
Datensegment, initialisiert
Datensegment, nicht initialisiert
Abbildung 5.7: Die Einteilung des 4MB groen Arbeitsspeichers von TFU, TPU und TDU.
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W

ahrend des Betriebs des FLT werden alle Boards von einer Workstation aus ge-
steuert und

uberwacht. Um mit diesem zentralen Steuerprogramm Informationen
austauschen zu k

onnen, m

ussen die Board-Programme Daten

uber das Netzwerk
empfangen und verschicken k

onnen.
Dem Board-Proze, und damit trun, mu hierf

ur eine Interprozekommunikation
mit dem Steuerproze erm

oglicht werden. F

ur die Interprozekommunikation zwi-
schen Prozessen auf unterschiedlichen Hosts bietet Unix zwei Arten an: Datenstr

ome
(Streams) und Sockets. Dabei werden nur die Sockets von allen Unix Systemen un-
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terst

utzt, weshalb sie auch f

ur die FLT-Software mit ihrem heterogenen Umfeld
eingesetzt werden. (Zur Diskussion der Netzwerksoftware siehe auch Abschnitt 4.5.)
Bei einer Fortf

uhrung des bisherigen Konzepts ist es daher erforderlich, das Socket
Paket in die FLT-C-Bibliothek zu integrieren und die Systemaufrufe, die dem Paket
zugrunde liegen, in die Schnittstelle von trun zu integrieren. Damit k

onnte dann
eine eigene Socketkommunikation f

ur die Programme implementiert werden.
Nun ist die Interprozekommunikation zwischen Prozessen auf unterschiedlichen
Hosts aber eine weit verbreitete Anwendung. Es gibt daher Softwarepakete, die
dem Programmierer bereits eine fertige, auf Sockets basierende Kommunikations-
Bibliothek mit einfacher Schnittstelle bieten. Beispiele hierf

ur sind Java und Tcl.
Man spart durch ihre Verwendung enorm an Implementierungsaufwand und ver-
wendet auerdem eine getestete Software. F

ur die Sockets des zentralen Steuer-
programms werden bereits Tcl-Sockets verwendet, da dessen Ober

ache ohnehin in
Tcl/Tk programmiert ist (siehe Abschnitt 4.5.2). Zudem l

at sich ein Tcl-Interpreter
sehr einfach in ein C-Programm integrieren. Von daher bietet es sich an, auch auf der
trun-Seite mit Tcl-Sockets zu arbeiten. Um einen Tcl-Interpreter in einem Board-
Programm zu verwenden, m

ute dann zus

atzlich zu dem oben genannten Socket
Paket
6
das gesamte Tcl-Paket cross-compiliert werden, und jedes Board-Programm,
das Netzwerkzugri ben

otigt, mu die Tcl-Bibliothek einbinden. Ein so umfangrei-
ches Paket wie Tcl in die FLT-Laufzeitumgebung auf den Boards zu integrieren,
ist als sehr problematisch anzusehen, da es praktisch der Portierung auf eine neue
Plattform gleichkommt. Weiterhin ist mit Speicherplatzproblemen auf den Boards
zu rechnen. Es ist fraglich, ob sich Tcl mit der FLT-C-Bibliothek

uberhaupt

uber-
setzen l

at und, falls dies gelingt, dann auch zuverl

assig funktioniert.
Um diese Probleme zu vermeiden, wird das Tcl-Paket statt in die Board Software
in trun eingebunden. Hierzu mu Tcl unter LynxOS

ubersetzt werden
7
. Anschlie-
end kann dann in trun ein Tcl-Interpreter eingebunden werden. Trun

onet, falls
erw

unscht, beim Start mit Hilfe eines Tcl-Skripts automatisch eine Socket Verbin-
dung zu dem Steuerprogramm. Bei Hinzuf

ugen der Netzwerkkommunikation auf
diese Art und Weise mu die Schnittstelle zwischen Board-Proze und trun nicht
angepat werden, da Sockets als Datei angesprochen werden und Datei-I/O in der
Schnittstelle bereits implementiert ist. Ein Board-Programm kann mit Datei-I/O le-
send/schreibend auf einen Socket zugreifen, lediglich der Dateidescriptor des Sockets
mu dem Board-Programm bekannt sein.
Insgesamt ergeben sich durch die Verwendung von Tcl-Sockets und deren Einbin-
dung in trun statt in die Board-Programme mehrere Vorteile:
 Tcl erm

oglicht eine sehr einfache Programmierung der Socket Kommunikation.
6
Tcl ist ebenfalls in C geschrieben und ben

otigt daher f

ur seine

Ubersetzung die entsprechende
Socket Software.
7
Auch dies ist nur mit erheblichen Schwierigkeiten m

oglich und erfordert Modikationen in dem
Tcl Quellcode.
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 Die Tcl-Sockets sind getestet, enthalten weniger Fehler und erfordern damit
weniger Debugging.
 Das Socket Paket mu nicht auf den Boards verf

ugbar sein.
 An der Schnittstelle zwischen Board-Proze und trun mu nichts hinzugef

ugt
werden.
Insgesamt ergibt sich eine ganz erhebliche Verminderung des Implementierungsauf-
wandes und eine h

ohere Betriebssicherheit.
Als Nachteil ergibt sich die Einschr

ankung, da mit einem Programm w

ahrend der
Laufzeit kein zus

atzlicher Socket ge

onet werden kann. Wenn man dies m

ochte,
dann mu hierf

ur trun modiziert werden.
Auf der Seite der FLT-C-Bibliothek wird die Socketdatei

uber einen zus

atzlichen
Standarddescriptor gehandhabt. Gem

a Konvention wird von Unix-Shells der Datei-
descriptor 0 f

ur die Standardeingabe, der Dateidescriptor 1 f

ur die Standardeingabe
und der Dateidescriptor 2 f

ur die Standardfehlerausgabe verwendet. Entsprechend
sind in der C-Standardbibliothek drei Datenstr

ome mit gepuertem I/O vordeniert
und f

ur Prozesse automatisch verf

ugbar. Diese Standard-I/O-Datenstr

ome werden
durch drei vordenierte Dateizeiger stdin, stdout und stderr bezeichnet.
GUI
BSD Sockets
Steuerprozeß
Tcl/Tk, Tix
Interrupt-
Handler
BSD Socket
trun -Prozeß Board-Programm
VME
Bibliothek
FLT-C-
Bibliothek
Board spez.
Bibliothek
Benutzer C-Code
1:11:N
trun C-Code
Tcl Interpreter
Ethernet VME-Bus
Abbildung 5.8: Die FLT Steuerprozesse.
Bei der FLT Version der Bibliothek wird nun f

ur einen vierten Datenstrom ein vier-
ter Dateizeiger stdsocket mit dem Dateidescriptor 3 hinzugef

ugt. Dies pat sich
nahtlos in das bestehende Konzept ein. Damit besitzt jedes Board-Programm auto-
matisch eine vordenierte Socket Netzwerkverbindung, die von trun zur Verf

ugung
gestellt wird. Eine Fehlermeldung kann zum Beispiel auf folgende Weise

uber den
Socket abgeschickt werden:
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fprintf(stdsocket, ``ERROR: Message FIFO overflow.''),
Nat

urlich darf diese Datei nur angesprochen werden, wenn trun auch im Netzwerk
Modus gestartet wurde.
Zwischen trun und dem Steuerprogramm ndet eine Client-Server Kommunikation
statt. Das Steuerprogramm als Server wartet auf Verbindungsanfragen der trun-
Clients. Ein trun-Client initiiert jeweils den Aufbau der Verbindung,

uber die dann
bidirektional Daten ausgetauscht werden k

onnen.
5.5 Zusammenfassung
Thema dieses Kapitels ist die VME-Systemsoftware. Sie stellt ihren Benutzern ei-
ne Programmierumgebung zur Verf

ugung, mit der die Mikroprozessoren auf den
Triggerboards in C programmiert werden k

onnen. Der Benutzer hat bei der Pro-
grammierung und bei der Interaktion mit dem laufenden Programm den Eindruck,
als w

urde der Board-Proze auf dem Unix System ablaufen. Alle Aspekte bez

uglich
Laden und Starten des Programms und der Kommunikation

uber den VME-Bus
sind f

ur den Benutzer, sowohl bei der Programmierung als auch bei der Benutzung
seines Programms, v

ollig transparent.
Erreicht wurde dies durch eine an die spezielle Hardware der Boards angepate Ver-
sion der C-Standardbibliothek, kombiniert mit einem auf dem Unix-Host laufenden
Service-Proze (ein trun-Proze pro Board), der das Board-Programm startet und
einen Teil der Unix-API auf das Board exportiert. Die VME-Bus Kommunikation ist
darin vollst

andig gekapselt und es kann sowohl der Board-Proze das Unix System
ansprechen, als auch umgekehrt das Betriebssystem den Board-Proze. Um dies zu
erm

oglichen, wurden zwischen Host und Prozessor-Boards mehrere Kommunikati-
onsprotokolle implementiert.
Die Kommunikation ist vollst

andig ereignisgesteuert, beide Seiten k

onnen eine Kom-
munikation anstoen, die grunds

atzlich asynchron

uber Interrupts ausgel

ost wird.
Dies ist im Vergleich zu Polling sehr eÆzient, da der VME-Bus nur beansprucht
wird, wenn tats

achlich Bedarf besteht. Zus

atzlich geht trun nach dem Programm-
start in den Schlaf-Modus

uber, und die Interrupt Routine wird im Bedarfsfall dann
mit einstellbarer Priorit

at als Thread abgearbeitet. Ein Board-Proze, der keine Ein-
/Ausgabe macht, nimmt zu diesem Zeitpunkt weder Rechenzeit des Unix-Systems,
noch Resourcen des VME-Bus in Anspruch.
Die Anbindung eines Board-Prozesses an das Netzwerk erfolgt

uber die Einbindung
des Tcl-Paketes in trun. Dem Board-Proze wird die Netzwerkverbindung

uber
einen Standarddescriptor zur Verf

ugung gestellt.
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Der gesamte First Level Trigger soll mit einen Steuerungsprogramm von einer Work-
station aus bedient werden k

onnen. Um eine einfache Bedienung zu erm

oglichen,
erh

alt dieser zentrale Kontrollproze eine grasche Ober

ache,

uber die als Benut-
zerschnittstelle das gesamte FLT-System

uberwacht und gesteuert wird. Nach einer
Betrachtung der Anforderungen an das Steuerungsprogramm, werden im darauf fol-
genden Abschnitt die Erfordernisse der graschen Ober

ache genauer speziziert.
Besonderes Augenmerk gilt dabei der Auswahl der Entwicklungswerkzeuge mit deren
Hilfe der Entwicklungsaufwand f

ur die Ober

ache m

oglichst gering gehalten werden
soll. Anschlieend wird die Implementierung der Ober

ache in der Sprache Tcl/Tk
und ihre Funktionalit

at besprochen. Am Schlu des Kapitels folgt die Realisierung
der Netzwerkkommunikation des Kontrollprozesses mit den lokalen Prozessen auf
den Boards.
6.1 Anforderungen an den Kontrollproze
Der FLT ist ein komplexes Multiprozessorystem, das aus etwa 80 Hardware-Pro-
zessoren aufgebaut ist, die

uber ihre Message-Schnittstellen auf komplexe Weise
untereinander verbunden sind. Hinzu kommt ein heterogenes Rechnersystem mit
etwa der gleichen Anzahl von Rechnern, die der Kontrolle des Multiprozessors dienen
und

uber VME-Bus und Ethernet miteinander kommunizieren.
Mit Hilfe eines zentralen Kontrollprozesses soll der gesamte First Level Trigger

uber-
wacht und gesteuert werden. Der Kontrollproze bendet sich auf einer Workstation
und mu von dort aus

uber Netzwerk mit den VME-Host Computern kommunizie-
ren. Diese wiederum stellen via VME-Bus den Kontakt zu den lokalen Prozessen auf
den Board-Rechnern her. Von der Workstation aus mu der Kontrollproze das Sy-
stem starten k

onnen, alle Einstellungen vornehmen, beziehungsweise von den lokalen
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Rechner vornehmen lassen, die Betriebsparameter

uberwachen und gegebenenfalls
auf Fehlermeldungen reagieren. Das Triggersystem ist f

ur diese Zwecke vollst

andig
durch Software kongurierbar und kontrollierbar.
Ein Problem stellen dabei die zahlreichen Einstellm

oglichkeiten und Betriebspa-
rameter dar,

uber die nur schwer der

Uberblick zu wahren ist. Jeder Hardware-
Prozessor f

ur sich hat bereits eine groe Zahl von Parametern, die f

ur den Betrieb
gesetzt werden m

ussen, wie zum Beispiel die Informationen

uber die lokale Detek-
torgeometrie, die f

ur die Berechnung der Lookup-Tabellen ben

otigt werden. Hinzu
kommen etliche Parameter, wie Message-Raten oder Betriebsspannungen, die f

ur
die

Uberwachung des aktuellen Betriebszustandes herangezogen werden k

onnen.
Die Aufgaben des Kontrollprozesses lassen sich grob in Managment-, Kontroll- und
Anzeigeaufgaben einteilen und sind in dieser Reihenfolge im folgenden aufgelistet:
 Run Management
1. Verwalten der Kongurationsdateien, Pfade und Run-Nummern.
2. Archivierung der aktuellen Run-Parameter, log Dateien . . .
 Automatisches Starten eines Trigger Runs
1. Einlesen der aktuellen Systemkonguration.
2. Starten der lokalen Prozesse auf den Boards.
3. Startup Tests des Triggersystems.


Uberpr

ufen des Systemaufbaus und Funktionstests der Boards und des Ge-
samtsystems.
 Steuerung des Triggers, manuell und als Reaktion auf bestimmte Betriebs-
zust

ande, zum Beispiel auf Fehlermeldungen.
 Anzeige des Systemaufbaus.
1. Einteilung der TFUs auf die Detektorlagen.
2. Verbindungen der Prozessoren untereinander.
3. Zuordung zwischen den Bereichen einer Detektorlage und TFUs.
4. Verteilung der Boards auf die VME-Crates.
 Kontinuierliche Anzeige der aktuellen Betriebsparameter.
 Ausgabe von Fehlermeldungen bei St

orungen.
 Darstellung wichtiger Datenstrukturen, wie den Wire-Ram Inhalt.
6.2. Die grasche Benutzerober

ache 95
Um diese Aufgaben wahrnemen zu k

onnen, mu der Kontrollproze in der Lage
sein,

uber das Netzwerk mit den Prozessen auf den einzelnen Boards Informationen
auszutauschen. Jedem Board ist hierf

ur ein trun-Kommunikationsproze auf seinem
jeweiligen VME-Host Computer zugeordnet. Es gibt also etwa 80 trun-Prozesse,
die zu Beginn von der zentralen Workstation aus gestartet werden und mit denen
anschlieend Daten ausgetauscht werden m

ussen.
Der Kontrollproze hat weiterhin die Aufgabe f

ur den Benutzer die Komplexit

at
soweit zu reduzieren und anschaulich darzustellen, da das System m

oglichst intuitiv
bedienbar wird und sein zuverl

assiger Betrieb sichergestellt ist. Dies ist wichtig,
um den Aufwand zur Einarbeitungung zu reduzieren und eine Bedienung ohne das
Beisein von Experten zu erm

oglichen. Aus diesen Gr

unden soll die Bedienung des
Kontrollprozesses

uber eine grasche Benutzerober

ache erfolgen.
Als Basisanforderungen f

ur den Kontrollproze ergeben sich also die F

ahigkeit zur
Netzwerkkommunikation und die Verwendung einer graschen Ober

ache. Damit
k

onnen dann die oben genannten Aufgaben realisiert werden. Im folgenden wird nun
zuerst die Benutzerober

ache und anschlieend die Kommunikation

uber Netzwerk
betrachtet.
6.2 Die grasche Benutzerober

ache
Die Entwicklung einer graschen Benutzerober

ache vereinfacht die Bedienung eines
Programms, erh

oht aber andererseits stark den Implementierungsaufwand. Der Auf-
wand f

ur eine grasche Ober

ache ist in der Regel vergleichbar mit dem Aufwand
zur Programmierung der eigentlichen Programmfunktionalit

at. Aus diesem Grund
gibt es zahlreiche Entwicklungsumgebungen, die das Entwerfen von graschen Ober-


achen vereinfachen sollen und den Entwickler von immer wiederkehrenden Arbeiten
entlasten. Daher spielt es eine wichtige Rolle, f

ur die Ober

achenerstellung des FLT-
Kontrollprozesses die richtige, also problemangepate, Umgebung auszuw

ahlen.
6.2.1 Anforderungen an die Ober

ache und Entwicklungs-
werkzeuge
Neben den speziellen Anforderungen an den Kontrollproze gelten f

ur die Ober-


achenentwicklung folgende Anforderungen und Randbedingungen:
 Bereitstellung der wichtigsten Ober

achen-Elemente wie Men

us, Kn

opfe, Reg-
ler usw.
 M

oglichst einfache und eÆziente Entwicklungsumgebung.
 Klar denierte Schnittstelle zwischen dem eigentlichen Programm und der
Ober

ache.
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 Erweiterbarkeit der Ober

ache um eigene Elemente.
 Verf

ugbarkeit der Entwicklungswerkzeuge im Rahmen des HERA-B Projekts.
 Die FLT-Ober

ache besitzt keine zeitkritischen Elemente.
Als Grundlage jeder Ober

ache dient eine Grakschnittstelle zu dem jeweiligen Be-
triebssystem. Von dieser Schnittstelle werden in der Regel nur elementare Funktio-
nen, wie das

Onen von Fenstern, Ereignisverarbeitung von Maus oder Tastatur
und einfache Maloperationen, zur Verf

ugung gestellt. Alle komplexeren Elemente
und deren Verhalten m

ussen aus diesen Basisfunktionen aufgebaut werden.
Um nicht bei jeder Anwendung wieder das Rad neu ernden zu m

ussen, gibt es
zahlreiche grasche Ober

achen-Builder und -Bibliotheken mit einer Anzahl von
vorgefertigten graschen Objekten, sogenannte
"
Widget-Sets\.
Im folgenden wird daher eine Anzahl von Ober

achen-Buildern und Bibliotheken
besprochen, die dem Stand der Technik entsprechen. Es wird gepr

uft inwieweit sie
den Randbedingungen des Projekts gen

ugen und dann eine geeignete Entwicklungs-
umgebung ausgew

ahlt, mit deren Widgets die Ober

ache f

ur den FLT aufgebaut
werden kann.
6.2.2 Auswahl der Ober

achenwerkzeuge
Unix-Betriebssysteme verwenden das X-Window-System (X11) als Standard-Grak-
schnittstelle. Aufsetzend auf der Basisfunktionalit

at von X11, sind unter Unix das
frei verf

ugbare Xaw
1
und das kommerzielle Motif
2
die am weitesten verbreiteten
Bibliotheken.
Trotz der, gegen

uber der reinen X11 Programmierung, wesentlich bequemeren Pro-
grammierung, ist auch hier die Implementierung einer Ober

ache umst

andlich und
zeitaufwendig. Man bewegt sich immer noch auf einem sehr niedrigen Abstraktions-
niveau, es wird viel Know-How ben

otigt und bei jeder

Anderung mu das gesamte
Programm neu compiliert werden. Der Vorteil dieser relativ fundamentalen Imple-
mentierung liegt in der Schnelligkeit der Programme. Sie ist also bei zeitkritischen
Anwendungen, wie zum Beispiel der Anzeige von Bildsequenzen, vorzuziehen, was
aber bei dem FLT nicht der Fall ist. Ein weiterer Vorteil ist die hohe Portabilit

at
der Programme, auch dies ist aber bei dem FLT kein entscheidendes Kriterium.
Deswegen ist es besser, Bibliotheken zu verwenden, die ein noch h

oheres Abstrakti-
onsniveau aufweisen.
1
Athena Widget Set
2
Motif Widget Set, nach dem Motif Standard der Open Software Foundation
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WxWindows
WxWindows ist ein frei verf

ugbares Paket zur Entwicklung grascher Ober

achen.
Der Kern von wxWindows ist eine umfassende C++ Klassenbibliothek, hinzu kommt
eine Werkzeugsammlung zur Entwicklung grascher Benutzerschnittstellen. Der Schwer-
punkt des Pakets liegt in der plattform

ubergreifenden Ober

achenentwicklung f

ur
Unix, Windows und mit Einschr

ankungen MacOS. Die Ober

ache besitzt dabei das
Look und Feel des jeweiligen Zielsystems.
Die Systemunabh

angigkeit und Portierbarkeit ist zwar kein Kriterium f

ur die FLT
Software, aufgrund der objektorientierten Programmarchitektur und der Vielzahl
zus

atzlicher Utilities ist wxWindows aber f

ur eine Verwendung bei dem Kontrollpro-
ze gut geeignet. Das verwendete Linux-Betriebssystem mit g++ Compiler geh

ort
auch zu den getesteten Plattformen von wxWindows.
Neben den Bibliotheken gibt es Schnittstellen-Builder mit denen interaktiv am Bild-
schirm eine grasche Ober

ache erstellt werden kann. Diese Schnittstellen-Builder
bieten den h

ochsten Abstraktiongrad, da man nicht mehr programmiert, sondern
interaktiv ein Modell der Ober

ache erstellt. Ausgehend von diesem Modell wird
dann der Programmcode f

ur die Ober

ache automatisch generiert.
XDesigner
X-Designer ist ein interaktives Werkzeug der Firma Imperial Software Technology
zum Erstellen von Ober

achen. Es verwendet die Widgets der Motif Bibliothek als
Bausteine. Die Ober

ache kann direkt am Bildschirm zusammengestellt werden. X-
Designer stellt dabei auf dem Bildschirm die Hirarchie der Widgets und gleichzeitig
die Ober

ache in ihrem Aussehen und Verhalten dar. Wenn das Design abgeschlossen
ist kann direkt der ben

otigte C oder C++ Code f

ur die konstruierte Benutzerschnitt-
stelle generiert werden. In Testberichten wird XDesigner insgesamt als ausgereift,
einfach und eÆzient nutzbar beschrieben.
X-Designer ist allerdings ein kommerzielles Produkt. Der Einsatz f

ur die FLT-
Software k

ame deswegen nur bei gravierenden Vorteilen gegen

uber freien Paketen
in Frage, da X-Designer dann auch von anderen Gruppen der Kollaboration gekauft
werden m

ute, was erfahrungsgem

a sehr schwierig durchzusetzten ist.
XF und SpecTcl
Es gibt momentan vier frei verf

ugbare interaktive Ober

achen-Builder, die aus der
entworfenen Ober

ache Tcl/Tk Code erzeugen. (Zu der Sprache Tcl/Tk siehe Ab-
schnitt 4.4.) Die Programme Visual Tcl Project und GUIBuilder wurden nicht weiter
betrachtet, weil das erstere sich noch im Anfangsstadium bendet und das Zweite
vermutlich nicht weiterentwickelt wird, da es bereits die neuesten Tk Versionen nicht
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mehr unterst

utzt. Damit verbleiben die Programme XF und SpecTcl, die beide auch
selbst in Tcl/Tk geschrieben sind.
XF ist eine der

altesten und erfolgreichsten Applikationen in Tcl/Tk

uberhaupt.
Es ist sehr umfangreich und auch f

ur groe Projekte geeignet. Bereits vorhandene
Applikationen lassen sich mit XF weiterbearbeiten. Die Manipulation grascher Ob-
jekte und die Verkn

upfung von Aktionen mit Ereignissen wird direkt am Bildschirm
vorgenommen und das Resultat dann als Tcl-Skript abgespeichert.
Abbildung 6.1: Der Ober

achen-Builder SpecTcl.
SpecTcl ist ein Tcl/Tk Ober

achen-Builder von Sun. Das 1.0 Release lie leider sehr
lange auf sich warten und vorherige Versionen waren nicht benutzbar. SpecTcl be-
sitzt eine etwas spartanische Ober

ache und bereits vorhandene Tcl-Anwendungen
lassen sich nicht in SpecTcl laden und weiterbearbeiten. Abbildung 6.1 zeigt SpecTcl
als Beispiel f

ur einen Ober

achen-Builder. Insgesamt macht XF einen ausgereifteren
und besser verwendbaren Eindruck. Auch schien die Entwicklung von SpecTcl bei
Sun nur halbherzig vorangetrieben zu werden
3
. Daher ist die Verwendung von XF
auf jeden Fall vorzuziehen.
3
Tats

achlich wurde die Weiterentwicklung von Sun mittlerweile eingestellt.
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Die Auswahl
Zusammenfassend ergibt sich also, da die Verwendung von Basisbibliotheken wie
Motif wegen des zu niedrigen Abstraktiongrades nicht in Frage kommt, geeignet hin-
gegen sind Bibliotheken mit hohem Abstraktiongrades, wie das wxWindows Paket.
Ebenfalls nicht in Frage kommt ein kommerzieller Ober

achen-Builder wie XDesi-
gner, da er im Rahmen des zentralen Kontrollprozesses keine entscheidenden Vorteile
gegen

uber freien Paketen bietet und seine Verwendung deshalb in der Kollaboration
nicht begr

undet werden kann.
Es verbleiben noch XF und die direkte Programmierung in Tcl/Tk. Die grundlegen-
de Frage, die sich dabei stellt ist, ob es f

ur den Kontrollproze

uberhaupt sinnvoll
ist einen Tcl/Tk-Generator einzusetzen, oder ob man nicht besser direkt in dieser
Sprache entwickelt. Auch mit den Ober

achen-Buildern kann keine Ober

ache ohne
grundlegende Kenntnisse von Tk erstellt werden, insbesondere wenn, wie in diesem
Fall, zus

atzliche Funktionalit

at zu der reinen Ober

ache eingebaut werden mu. Das
Erlernen der Sprache ist also kein Kriterium f

ur oder gegen eine der beiden M

oglich-
keiten. Die Verbindung des generierten Codes mit manuell erstelltem Code erfordert
aber einen zus

atzlichen Aufwand. Hier ist insbesondere der generierte Code von XF
umfangreich, schlecht lesbar und damit schwierig nachzuvollziehen.
Bei komplexen Programmierschnittstellen, wie zum Beispiel von Motif, ist der Ein-
satz eines Ober

achen-Builders, der das mausgest

utzte Entwerfen erlaubt und den
Quellcode generiert, sinnvoll. Er erspart die aufwendige Programmierung in einer
Compilersprache und lange Turnaround-Zeiten. Die Programmierschnittstelle von
Tcl/Tk bietet aber bereits ein so hohes Abstraktionsniveau, da der Einsatz von
Tcl/Tk-Generatoren keinen sehr groen Gewinn darstellt und nur bei wiederhol-
tem Erstellen von Ober

achen und rapid prototyping sinnvoll ist. In dem Fall des
Kontrollprozesses erfordert das notwendige Einarbeiten in den Ober

achen-Builder
und das teilweise Nachvollziehen des jeweils generierten Codes, um zus

atzliche, nicht
ober

achenbezogene Funktionalit

at einzubauen, einen

ahnlichen oder sogar h

oheren
Aufwand, wie das direkte Entwickeln in Tcl/Tk.
Die Auswahl eines geeigneten Werkzeugs zur Entwicklung der Ober

ache des Kon-
trollprozesses ist also letztlich zwischen wxWindows und Tcl/Tk zu treen. Der Kern
dieser Fragestellung besteht darin, ob man f

ur die Programmierung eine System-
Programmiersprache oder besser eine Skriptsprache einsetzen will.
System-Programmiersprachen sind dazu entworfen um komplexe Datenstrukturen
und Algorithmen von Grund auf neu zu implementieren. Sie sind f

ur die gleichen
Aufgabenstellungen wie Assemblersprachen konzipiert mit dem Unterschied, da sie
einen h

oheren Abstraktionsgrad bieten und streng typisiert sind.
Skriptsprachen unterscheiden sich davon grundlegend. Sie sind nicht daf

ur entwor-
fen Applikationen von Grund auf zu entwickeln, sondern sie gehen von der Existenz
einer Sammlung n

utzlicher Komponenten aus, die in der Regel in einer anderen
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Sprache geschrieben sind. Komponenten k

onnen zum Beispiel Filterprogramme, die
in einer Unix-Shell zu Pipelines verbunden werden, oder Elemente einer graschen
Ober

ache sein[37]. Skriptsprachen dienen prim

ar dazu diese Komponenten zu ver-
binden. Sie sind in der Regel interpretierte Sprachen und tendieren dazu nur schwach
oder gar nicht typisiert zu sein. Die fehlende Typisierung erleichtert um das Zusam-
menf

ugen und die Wiederverwendbarkeit von Komponenten.
Insgesamt ist bei Verwendung der Skriptsprache Tcl aufgrund ihres h

oheren Ab-
straktionsgrades mit f

unf- bis zehnfach k

urzeren Entwicklungszeiten im Vergleich
zu einer Implementierung in C/C++ zu rechnen [37]. Dem steht eine etwa 10-fach
langsamere Ausf

uhrungsgeschwindigkeit gegen

uber (der Skript-Teile, nicht der Kom-
ponenten).
Der Kontrollproze implementiert keine komplexen Algorithmen oder Datenstruk-
turen und er ist nicht zeitkritisch. Er besitzt andererseits eine grasche Ober

ache,
enth

alt h

aug Manipulationen von Zeichenketten und ben

otigt zus

atzliche Kompo-
nenten f

ur Netzwerkkommunikation und das Editieren von Textdateien. Zudem mu
er leicht erweiterbar sein. All dies spricht f

ur die Verwendung einer Skriptsprache.
Die Implementierung des Kontrollprozesses wird deswegen in Tcl/Tk vorgenommen.
Die Tcl/Tk L

osung erf

ullt die Anforderungen, die an den zentralen Kontrollproze
gestellt wurden. Im einzelnen sind folgende M

oglichkeiten gegeben:
 Tcl/Tk stellt alle ben

otigten Widgets zur Verf

ugung.
 Die interpretierte Skriptsprache erlaubt eine interaktive, eÆziente Implemen-
tierung der Ober

ache.
 Die C-Schnittstelle von Tcl erlaubt die Erweiterung der Sprache um eigene Be-
fehle (Komponenten). Tk erm

oglicht nach demselben Prinzip die Erweiterung
um zus

atzliche Widgets.
 Dies machen sich eine Vielzahl von Erweiterungspaketen zunutze, die meistens
Erfordernisse f

ur einen speziellen Anwendungdbereich abdecken.
 Die Software und auch die Erweiterungspakete sind frei verf

ugbar.
Hinzu kommt, da Tcl auch f

ur Anforderungen, die nicht direkt mit der Ober

ache
zusammenh

angen bereits fertige L

osungen enth

alt:
 Das Einlesen, Interpretieren und Editieren von Kongurationsdateien ist in
Tcl sehr elegant und einfach durchzuf

uhren.
 Tcl enth

alt eine eingebaute Netzwerkkommunikation, die f

ur das zentrale Steue-
rungsprogramm genutzt werden kann.
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Insbesondere die letzten beiden Punkte, da Tcl/Tk

uber die Ober

ache hinaus-
gehend bereits fertige Komponenten enth

alt, die f

ur den Kontrollproze ben

otigt
werden, untermauert die Entscheidung Tcl/Tk einzusetzen.
Neueste Entwicklungen wie zum Beispiel Java und Qt konnten bei der Auswahl f

ur
den FLT nicht mehr in Betracht gezogen werden, weil sie zu Beginn der Entwicklung
noch nicht verf

ugbar waren. Die C++ Klassenbibliothek Qt ist etwa als

aquivalent
zu wxWindows anzusehen. Mit der System-Programmiersprache Java w

aren die An-
forderungen an einen Steuerproze ebenfalls zu erf

ullen, sie enth

alt Bibliotheken f

ur
grasche Benutzerober

achen und f

ur Netzwerkkommunikation. Es sind aber f

ur den
Kontrollproze keine Vorteile gegen

uber der Verwendung von Tcl/Tk zu erkennen.
6.3 Die Implementierung des Kontrollprozesses
Der Kontrollproze mit grascher Benutzerober

ache zur zentralen Steuerung und

Uberwachung des First Level Triggers ist vollst

andig in Tcl/Tk unter Zuhilfenahme
des Zusatzpackets Tix implementiert. Das Programm mit dem Namen tricon
4
setzt sich aus mehreren funktionellen Einheiten zusammen (Abbildung 6.2).
An oberster Stelle des Programms liegt das Systemdisplay, von dem aus der Benut-
zer einen graschen

Uberblick

uber die aktuelle Konguration und den Betriebs-
zustand des Gesamtsystems bekommt. Darunter arbeitet der Kongurations- und
Run-Manager. Er arbeitet in der Regel automatisch, nur bei

Anderungen wird direkt
auf ihn zugegrien.
System Display
tricon
n
...
2
Board Monitor
1
Data Display
Konfigurations-
 + Run-Manager
Netzwerk Modul
schematic     layer      crate
Abbildung 6.2: Schematischer Aufbau des zentralen Kontrollprozesses.
4
TRIgger CONtrol.
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Weiterhin gibt es den Board-Monitor, der einmal f

ur jedes Prozessorboard aufgerufen
werden kann. Er zeigt den Betriebszustand des jeweiligen Boards an und erlaubt das
Absetzen prozessorbezogener Kommandos.
Das Daten-Display dient der Darstellung wichtiger Datenstrukturen wie der Message
oder des Wire-Rams.
Die Kommunikation des Kontrollprozesses mit den trun-Prozessen wird von dem
Netzwerk-Modul abgewickelt. Der Kontrollproze fungiert dabei als Server, der die
Verbindungsanfragen der trun-clients erwartet.
6.3.1 Das Systemdisplay
Die Ober

ache von tricon stellt drei verschieden Sichten auf das Gesamtsystem
zur Verf

ugung. Zwischen den drei Ansichten kann

uber ein Notebook-Widget um-
geschaltet werden.
Durch anklicken des Notebook-Eintrags Schematic View gelangt man in die sche-
matische Ansicht (Abbildung 6.3). Hier ist die Verteilung der TFUs auf die ver-
schiedenen Lagen und die Verbindungen der Prozessoren untereinander gezeigt. Die
Prozessoren sind nach Lagen geordnet als Buttons auf dem Bildschirm symbolisch
dargestellt. Wenn man die Maus

uber ein Prozessorsymbol bewegt, werden die Mes-
sageverbindungen des jeweiligen Prozessors (Sender) zu den Prozessoren der nach-
folgenden Lage (Empf

anger) angezeigt. Die Verbindungen sind numeriert, so da
sich genau die Verkabelung des Message-Systems nachvollziehen l

at. Die Prozes-
sorsymbole sind Menubuttons, die den Zustand ihres jeweiligen Prozessors farblich
kodieren und durch Anw

ahlen der Men

upunkte k

onnen prozessorspezische Funk-
tionen ausgel

ost werden.
Mit einemMausklick auf Layer View gelangt man in die Lagen-Ansicht, die die TFU-
best

uckten Detektorsuperlagen sortiert als Ebenen darstellt (Abbildung 6.4). Sie
dient dazu, einen

Uberblick

uber die Zuordnung von TFUs zu den Detektorregionen
zu gewinnen. In jeder Superlage ist ihre Aufteilung in TFU-Bereiche eingezeichnet.
Die einzelne Ebene l

at sich mit der Maus ausw

ahlen und bewegen. W

ahlt man
einen TFU-Bereich aus, so wird die zugeordnete TFU angezeigt und durch Klicken
gelangt man in den Monitor f

ur dieses Prozessorboard.
Unter dem Punkt Crate-View des Notebooks ist geplant die Verteilung der Prozes-
sorboards auf die Steckpl

atze der neun VME-Crates wiederzugeben. Dieser Teil ist
Gegenstand der Diskussion und daher momentan noch nicht implementiert.
6.3.2 Kongurations- und Run-Manager
Der Kongurations-Manager liest die Kongurationsdateien ein, in denen unter an-
derem die aktuelle Konguration des Prozessorsystems abgelegt ist. Die Kongu-
rationsdateien sind in Tcl geschrieben, trotzdem aber auch ohne Tcl Kenntnisse
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Abbildung 6.3: Schematische Ansicht der Prozessoren und einer Auswahl ihrer Message-
Verbindungen (vergleiche auch Abbildung 3.1). Bei TFU305 ist das Men

u heruntergeklappt
und TFU709 hat soeben eine Fehlermeldung erhalten, die auch in der unteren Statuszeile
angezeigt wird.
leicht lesbar, da im wesentlichen Variablen gesetzt werden. Die Dateien werden zur
Laufzeit eingelesen und direkt von dem Tcl-Interpreter interpretiert, sie sind also
im Prinzip Teil des Programms.

Uber ein Editorfenster hat man Zugri auf alle
Kongurationsdateien, um gegebenenfalls

Anderungen vorzunehmen.
Entsprechend den Angaben in der Konguration werden dann die trun-Prozesse
auf den VME-Host Rechnern gestartet. Die zugeordneten Board-Programme melden
ihren erfolgreichen Start an den Kontrollproze zur

uck. Wenn das gesamte Trigger-
system betriebsbereit ist, kann die Messung beginnen oder zum Beispiel auch Tests
des Gesamtsystems durchgef

uhrt werden.
Das Run-Management verwaltet alle Informationen, die sich auf einen Run beziehen
und w

ahrend des Betriebs anfallen. Unter einem Run ist die Periode vom Neustart
des gesamten First Level Triggers bis zum Ausl

osen eines Stops durch den zentralen
Kontrollproze zu verstehen.
Das Run-Management vergibt eine Run-Nummer die automatisch hochz

ahlt. Es ar-
chiviert unter dieser Nummmer die gesamte Konguration des Runs, Log-Dateien
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Abbildung 6.4: Verteilung der Prozessoren auf die Detektorlagen. Die f

unfte Lage ist durch
anklicken in den Vordergrund gebracht.
und Error-Dateien. Damit l

at sich sp

ater jederzeit rekonstruieren unter was f

ur Be-
dingungen der Trigger betrieben wurde und was sich w

ahrend des Betriebs ereignet
hat.
6.3.3 Der Board-Monitor
F

ur jeden Prozessor kann aus den drei Ansichten des System Displays durch Klicken
auf eines der Prozessor-Symbole ein Board-Monitor aufgerufen werden. Jeder Board-
Monitor (Abbildung 6.5)

onet ein neues Fenster (toplevel Window), in dem die
Betriebsparameter des ausgew

ahlten Prozessorboards angezeigt werden.
Diese sind in den beiden Hauptbereichen Message Rates und Operating Data ange-
ordnet. In dem ersten Bereich werden die Eingangs- und Ausgangs-Message-Raten
des Prozessors angezeigt. Der Bereich Operating Data beinhaltet Temperaturwerte
an sechs Mepunkten des Boards, acht Betriebsspannungen und die

Uberwachung
der optischen Eingangsleistung der vierundzwanzig Daten

ubertragungskan

ale. Die
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Abbildung 6.5: Anzeige der Betriebsparameter einer TFU mit dem Board-Monitor.
Anzeige aller Mewerte kann selektiv

uber die dar

uberliegende Leiste mit Buttons
ein oder ausgeschaltet werden.
6.3.4 Daten Displays
Mit dem Data Display k

onnen verschiedene Datenstrukturen, die von den Boards
verwendet werden, auf dem Bildschirm dargestellt werden. Damit k

onnen auf ele-
mentarem Niveau, zum Beispiel um ein Board zu

Uberpr

ufen, Daten angezeigt wer-
den.
Der Inhalt des Wire-Rams wird grasch anschaulich wiedergegeben, da eine direk-
te Interpretation der Zahlenwerte in den Hit-Daten durch den Benutzer nur sehr
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Abbildung 6.6: Anschauliche Darstellung des Inhalts eines Wire-Rams bei einer TFU, die
einer Detektor-Superlage mit 5 Grad gekippten Drahtlagen zugeordnet ist.
Abbildung 6.7: Darstellung des Inhalts eines Wire-Rams bei einer TFU, die einem Pad-
Detektor zugeordnet ist.
schwierig oder gar nicht m

oglich ist. Dabei werden die Daten je nach Detektortyp
verschieden dargestellt.
Bei den Drahtkammerdetektoren sind die drei Lagen einer Superlage um einen be-
stimmten Winkel zueinander gekippt (Abbildung 6.6). Entsprechend ist der Inhalt
der drei Wire-RamDatenstrukturen als zueinander gekippte Drahtfolgen dargestellt.
Von den beiden gekippten Lagen sind nur die gesetzten Dr

ahte gezeichnet, w

ahrend
bei der vertikalen Lage zus

atzlich die nicht gesetzten Dr

ahte grau eingezeichnet sind.
Ein Teil der TFUs empfangen ihre Daten von Pad Detektoren. Der Wire-Ram Inhalt
wird, wie in Abbildung 6.7, dann entsprechend als Pads angezeigt. Die gesetzten
Pads sind farblich hervorgehoben.
Bei der Message Datenstruktur (Abbildung 6.8) werden die Zahlenwerte direkt an-
gezeigt. Dabei kann f

ur jeden Wert zwischen bin

arer, hexadezimaler oder dezimaler
Schreibweise gew

ahlt werden. Auerdem k

onnen neue Zahlenwerte eingegeben wer-
den. Dabei

uberpr

uft das Programm jeweils, ob der, durch die Anzahl der Bits einer
Variable, festgelegte Maximalwert nicht

uberschritten wurde.
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Abbildung 6.8: Anzeige- und Eingabemaske der Message Datenstruktur. Das Zahlensystem
der Eintr

age kann gew

ahlt werden.
6.4 Netzwerkkommunikation
6.4.1 Anforderungen an die Netzwerkkommunikation
Beim Start des Triggersystems mu der Kontrollproze als erstes via Netzwerk die
ben

otigten Prozesse auf den LynxOS Rechnern starten k

onnen. Dies ist problemlos

uber eine Unix
"
remote shell\ m

oglich. Sie wird mit dem Unix Kommando rsh auf-
gerufen und erh

alt den Namen des Hosts und das dort zu startende trun-Programm
als Parameter.
Mit den gestarteten trun-Prozessen werden anschlieend

uber das Netzwerk Daten
ausgetauscht. Dabei sind folgende Anforderungen und Randbedingungen zu beach-
ten:
 Eine zuverl

assige

Ubertragung der Daten.
 Eine eÆziente Programmierung der Kommunikation.
 Es werden nur kleine Datenmengen bei kleiner Datenrate

ubertragen. Im we-
sentlichen handelt es sich um Steuerkommandos und Statusinformationen des
Multiprozessors.
 Die

Ubertragung ist nicht zeitkritisch.
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Die Netzwerkkommunikation mit Sockets, und im speziellen die Tcl Sockets, wurde
bereits in Abschnitt 4.5 besprochen. Das von den Tcl Sockets verwendete TCP Netz-
werk Protokoll mit verbindungsorientiertem Bytestrom geht vollst

andig konform mit
den oben genannten Anforderungen. Im folgenden wird nun besprochen, wie die be-
teiligten Prozesse miteinander in Verbindung treten und dann Daten austauschen
k

onnen.
6.4.2 Client/Server
Bei der Netzwerkprogrammierung wird zwischen Client und Server unterschieden. In
dem vorliegenden Fall tritt tricon als Serverproze auf, der mit vielen trun-Clients
verbunden sein kann (Abbildung 6.9) .
Beim Start erzeugt der Server als erstes einen Anfrage-Socket. Dieser Socket ist
einem bestimmten Port zugeordnet, dessen Nummer, neben der IP-Nummer des
Servers, den Clients bekannt sein mu. Ein Client kann dann

uber diesen Anfrage-
port mit dem Server Kontakt aufnehmen. Der Anfrage-Port kann nicht f

ur schreiben
oder lesen genutzt werden, seine einzige Funktion ist das Entgegennehmen der Ver-
bindungsanfragen von Clients. In Abbildung 6.9 ist er als Port a bezeichnet.
trun
trun
LynxOS
socket
tricon
socket
Linux
Netzwerk
Port b IP-Nummer
Port
fd3
socket
Port c
socket
IP-Nummer
Port a
fd3 fd4 fd5
Abbildung 6.9: Clients nehmen

uber den Anfrage-Port a Verbindung mit dem Serverproze
tricon auf. Anschlieend erzeugt tricon einen Socket,

uber den dann die Verbindung
zu dem trun-Client gehalten wird. Von den Programmen aus werden die Sockets

uber
Dateideskriptoren angesprochen.
Wenn der Serverproze bereit ist, seinen Port auf Anfragen von Clients abzuh

ohren,
geht er in die Tcl Event-Loop. Das Ereignis einer Client-Anfrage wird zuvor an eine
Ereignis-Routine gebunden. Nimmt ein Client Verbindung auf, so verl

at der Server
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den Event-Loop und springt in die Ereignis-Routine. Dort erzeugt er einen neuen
Socket, der

uber einen anderen Port, dessen Nummer dem Client mitgeteilt wird,
dann die Verbindung zu diesem Client h

alt (vergleiche Abbildung 6.9 Port b und
c). Damit bleibt der Server-Port f

ur Anfragen von weiteren Clients oen. Tricon
kann auf diese Weise beliebig viele Verbindungen zu trun-Prozessen aufbauen. Die
einzige Beschr

ankung stellt die maximal erlaubte Anzahl ge

oneter Dateien dar, die
einem Proze zur Verf

ugung stehen, bei Linux sind dies 256.
Die Netzwerk-Schnittstelle der trun-Clients, die unter LynxOS betrieben werden,
ist durch die Einbindung eines Tcl-Interpreters in das C-Programm trun realisiert.
Siehe hierzu Abschnitt 5.4.
6.5 Zusammenfassung
Im Mittelpunkt dieses Kapitels steht der zentrale Kontrollproze, mit dem der ge-
samte First Level Trigger w

ahrend des Betriebs gesteuert werden soll. Der Kontroll-
proze mu eine einfache Sicht auf das komplexe Triggersystem liefern, um dessen
Bedienbarkeit zu erleichtern. Aus diesem Grund ist er mit einer graschen Benut-
zerober

ache versehen. Das Entwicklungswerkzeug der Wahl f

ur die Ober

ache ist
Tcl/Tk, weil es als Skriptsprache einen hohen Abstraktionsgrad liefert und

uber die
Ober

achenentwicklung hinaus, sehr gut f

ur das Handling von Kongurationsdatei-
en und f

ur Netzwerkkommunikation eingesetzt werden kann.
Die Ober

ache pr

asentiert momentan zwei verschiedene Ansichten des Gesamtsy-
stems.

Uber die graschen Prozessorsymbole gelangt man jeweils zu der Anzeige
der Betriebsparameter eines Prozessorboards. Weiterhin lassen sich von dem FLT
verwendete Datenstrukturen wie Wire-RAM und Message darstellen.
Das Tcl Socket Paket, da das TCP-Protokoll und verbindungsorientierten Byte-
strom verwendet, wird von dem Kontrollproze f

ur die Kommunikation mit den
trun-Prozessen auf den VME-Host Rechnern eingesetzt. Der Kontrollproze fun-
giert als Server,

uber dessen Anfrage-Port trun-Clients eine Verbindung aufbauen
k

onnen.
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Ein objektorientiertes Framework
zur Simulation der Triggersysteme
F

ur Funktionstests der Triggerboards und die Inbetriebnahme des Triggersystems
werden Simulationen der einzelnen Hardwarekomponenten und ihres Zusammenwir-
kens ben

otigt. Auch f

ur physikalische Fragestellungen braucht man eine Simulation
des Gesamtsystems. Sie betreen die Bestimmung von EÆzienzen zur Interpretation
der Messungen und die diesbez

ugliche Optimierung des Triggersystem. Die Simu-
lation des First Level Triggers und der drei vorgeschalteten Pretriggersysteme soll
mit einem gemeinsamen Simulationsprogramm des Gesamtsystems m

oglich sein.
Dabei ist man sowohl an den Proze Ergebnissen, als auch an dem zeitlichen Ver-
halten des asynchronen Multiprozessorsystems interessiert. Diese Gesamtsimulation
soll auf den Simulationen der einzelnen Komponenten, die durch die Hardwaretests
mit den realen Komponenten abgeglichen werden, aufbauen. Daher mu sowohl im
Detail der Zustand einzelner Boards, als zum Beispiel auch das Zeitverhalten des
asynchronen Gesamtsystems simuliert werden.
Die besondere Herausforderung dieser Simulation ergibt sich, neben der Gr

oe des zu
simulierenden Systems, daraus, da viele Personen, die auf mehrere Institute verteilt
sind, gemeinsam an einem Programm arbeiten. Weiterhin sollen auch Entwickler
ohne spezielle Hardwarekenntnisse, die simulierten Komponenten (Triggerboards)
als Bausteine verwenden k

onnen, um damit spezielle Triggerszenarien zu simulieren.
Um diesen Anforderungen gerecht zu werden, wurde ein objektorientiertes Frame-
work entwickelt. Mit Hilfe des Frameworks, das die generelle Architektur der An-
wendungen festlegt, entwickelt jede Gruppe f

ur sich eine Simulation ihres speziellen
Subsystems.
Frameworks bieten den h

ochsten Grad an Wiederverwertung von Programmcode,
was in einer erw

unschten Reduzierung des Entwicklungsaufwands resultiert. Mit der
wichtigste Aspekt des Frameworks ist aber, da seine Verwendung die Entwurfsfrei-
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heiten der einzelnen Entwicklergruppen hinreichend einschr

ankt, damit die getrennt
entwickelte Software tats

achlich in einer einzigen Applikation zusammengef

ugt wer-
den kann. Die gr

ote Schwierigkeit ist dabei, die Architektur des Frameworks exibel
genug zu halten, um den Anforderungen (auch zuk

unftigen) aller Subsysteme gerecht
zu werden.
Der Entwurf und die Implementierung des Frameworks sind der Inhalt dieses Kapi-
tels. Nachdem zu Beginn die Anforderungen an die Simulation(en) betrachtet wer-
den, gliedert sich der Rest in drei Abschnitte: Modellentwurf, Auswahl der geeigneten
Softwaretechnologie und Implementierung. Im Modellentwurf wird eine Systemana-
lyse durchgef

uhrt und aus den verschiedenen Ans

atzen f

ur Simulationsmodelle ein
geeigneter Modelltyp ermittelt, mit dem das reale System abgebildet werden kann.
Anschlieend wird eine geeignete Softwaretechnologie ausgesucht. Bei der Imple-
mentierung wird, unter Ber

ucksichtigung der Anforderungen, die gew

ahlte Softwa-
retechnologie eingesetzt, um das Modell in ein Computerprogramm - das Framework
- umzusetzen.
7.1 Anforderungen an die Simulationen
Nach einem generellen

Uberblick

uber den Bedarf an Simulationen im Rahmen von
Entwicklung und Betrieb des Triggersystems wird die Ausgangssituation beschrie-
ben, aus der heraus die Durchf

uhrung des Simulationsprojektes FLTSIM beschlossen
worden ist. Daran schlieen sich die generellen Anforderungen an die Simulation an.
7.1.1 Der Simulationsbedarf
Simulationen werden in drei Bereichen ben

otigt:
1. Hardware Tests. F

ur den Test von TFU, TPU und TDU wird eine Simulation
dieser Boards ben

otigt. Aufgrund ihrer Komplexit

at ist es nicht m

oglich diese
Schaltungen
"
von Hand\ zu testen. Es m

ussen Dauertests mit einer groen
Anzahl von Testdaten durchgef

uhrt werden. Diese Testdaten werden auch von
der Simulation verarbeitet und ihre Ergebnisse mit den Resultaten des realen
Systems verglichen. Insbesondere f

ur die TFU, die das komplexeste Board ist
und von der mindestens 75 Exemplare produziert werden, mu eine komforta-
ble Testumgebung entwickelt werden.
Simulationen f

ur Hardwaretests ist eine Anforderung, die nur von der Mann-
heimer Gruppe gestellt wird, die Pretriggergruppen testen ihre Hardware mit
eigenen Methoden.
2. Simulation des Gesamtsystems. Um die Meergebnisse des Experiments zu in-
terpretieren, ist die Kenntnis der EÆzienz des Detektors, und damit auch des
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Triggersystems, unbedingt notwendig. Da der Detektor nicht mit einem Refe-
renzsignal geeicht werden kann, mu die EÆzienz

uber Simulationen bestimmt
werden.
Weiterhin mu das Verhalten des Gesamtsystems studiert werden, zum Bei-
spiel die Latenzzeiten, Szenarien mit nur einem Teil der Detektoren und neue
Trigger.
Mit Hilfe der Simulation sollen Subprojekte in einen brauchbaren Status ge-
bracht werden noch bevor die Hardware existiert. Beispielsweise k

onnen die
LUTs oder die Verteilung der TFUs auf die Detektorlagen entwickelt und

uberpr

uft werden.
3. Inbetriebnahme des Triggers. Hier wird die Simulation als Diagnoseinstrument
f

ur die Inbetriebnahme verwendet, um ein gegebenes Systemverhalten unter
bestimmten Betriebsbedingungen zu verstehen und Fehler zu entdecken. An-
hand der Simulation kann man dann untersuchen wie einzelne Betriebspara-
meter ver

andert werden m

ussen, um den Betrieb des Triggersystems zu opti-
mieren.
7.1.2 Die Ausgangssituation und Grundsatzentscheidungen
Bereits vor Beginn des FLTSIM-Projektes lagen Erfahrungen mit Simulationen des
Triggers vor. Zum einen gibt es das Programm
"
l1simu\ am DESY und zum zweiten
eine in Mannheim entwickelte TFU-Simulation.
L1simu ist eine Simulation des gesamten First Level Triggers, die am DESY in Ham-
burg als Fortran-Programm entwickelt wurde. Die Simulation ist datenorientiert und
ber

ucksichtigt nicht das Zeitverhalten des Triggersystems. L1simu wurde zum Design
des First Level Triggers benutzt und sukzessive mit dem Design weiterentwickelt.
Es wurde

uber mehrere Jahre hinweg immer wieder ver

andert, da neue Spezikatio-
nen getestet wurden und neue Anforderungen hinzukamen. Die Schwerpunkte lagen
dabei eher auf physikalischen Fragestellungen, wie zum Beispiel EÆzienzen f

ur ver-
schiedene Zerfallskan

ale und Einu von Topologie und Au

osung des Detektors.
Das Programm hatte einen derart schlechten Zustand erreicht, da von Mitglie-
dern der DESY-Gruppe eine Neuentwicklung gefordert wurde. Vor allem auch im
Hinblick darauf, da ein Simulationsprogramm w

ahrend der gesamten Laufzeit des
Experiments (ca. 5 Jahre) immer wieder ben

otigt wird.
Im einzelnen sind folgende Probleme vorhanden:
 Auer dem Hauptentwickler ist niemand mehr in der Lage mit dem Programm
richtig umzugehen, geschweige denn es weiterzuentwickeln. Verschiedene Be-
nutzer kommen mit der Simulation zu unterschiedlichen Resultaten.
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 Es existiert keinerlei Dokumentation, selbst Kommentarzeilen im Code be-
schreiben teilweise irgendwelche Vorversionen und nicht die aktuelle Programm-
version.
 Der Triggeralgorithmus ist sehr hardwarefern implementiert, was schon w

ahr-
end der Designphase der Triggerhardware immer wieder zu Problemen gef

uhrt
hat, da Simulation und simuliertes System nicht

ubereinstimmen.
 Das f

ur eine genauere Simulation ben

otigte Zeitverhalten in l1simu einzubauen
k

ame einer Neuentwicklung gleich, ist aber entscheidend f

ur EÆzienzbestim-
mungen.
Die Mannheimer TFU-Simulation wurde im Rahmen dieser Arbeit in C++ geschrie-
ben und ist ebenfalls datenorientiert ohne Simulation des Zeitverhaltens. Auerdem
wird hier das Verhalten des Multiprozessorsystems mit einer Multi-Proze Simula-
tion nachgebildet, indem f

ur jedes zu simulierende Board ein eigener Unix-Proze
gestartet wird. Die Messages werden dann

uber Interprozekommunikation zwischen
den Prozessen verschickt. F

ur die Myon- und Elektron-Pretriggersysteme existieren
keinerlei Simulationen, der Hadron-Pretrigger kann mit einem Pascal Programm si-
muliert werden.
Diese Situation f

uhrte zu dem Entschlu ein v

ollig neues Programm zu entwickeln.
Dabei wurden folgende grunds

atzliche Entscheidungen getroen:
1. Das Gesamtsystem aus drei Pretriggern und dem FLT mu simuliert werden.
2. Es soll nur
"
eine\ Simulation f

ur die drei Anwendungsbereiche Hardwaretests,
Gesamtsystem und Inbetriebnahme geben. Dies soll sicherstellen, da die rea-
le Hardware so gut wie m

oglich in der Simulation abgebildet wird. Das be-
deutet, f

ur die verschiedenen Anwendungsbereiche sollen keine speziellen, auf
die jeweiligen Anforderungen zugeschnittenen Simulationsvarianten geschrie-
ben werden, sondern die Gesamtsimulation soll auf der Software der Einzel-
boardsimulationen aufbauen. Die Hardwaretests sind gleichzeitig ein Test der
Boardsimulation und stellen damit sicher, da auch in der Gesamtsimulation
tats

achlich das reale Verhalten der Hardware simuliert wird.
3. Jede Gruppe ist f

ur die Simulation ihres Subsystems verantwortlich.
4. Das zeitliche Verhalten des Triggersystems mu simuliert werden.
5. Durch den Einsatz von Software Engineering Methoden und Entwicklungs-
werkzeugen soll eine gute Programmarchitektur und Dokumentation sicherge-
stellt werden.
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7.1.3 Generelle Anforderungen
1. Die verschiedenen Entwickler des Simulationsprogramms, sind auf mehrere
Orte verteilt. Um trotzdem eine erfolgreiche Zusammenarbeit zu erm

oglichen,
wird ein Managment und eine Software Entwicklungs Technologie zur Koor-
dinierung ben

otigt.
2. In den verschiedenen Bereichen, in denen Simulationen eingesetzt werden, lie-
gen zum Teil auch unterschiedliche Schwerpunkte bez

uglich der Anforderungen
vor:
Bei den Hardwaretests ist man an einem detaillierten Vergleich zwischen
dem Zustand des Boards und seinem simulierten Pendant interessiert.
Hier ist also ein Vergleich auf Bit-Niveau zwischen den simulierten und
den realen Prozeergebnissen, auf die man f

ur Testzwecke Zugri hat,
angestrebt. Dies erh

oht die Komplexit

at der Simulation gegen

uber einem
einfachen Nachprogrammieren des Algorithmus erheblich. Zum Beispiel
kann ein mehrstuger Addierer nicht einfach mit einer
"
+\ Operation
simuliert werden, sondern mu logisch so implementiert werden, da er
auch die Ergebnisse der Zwischenschritte produziert.
In Simulationen zur Inbetriebnahme nden Vergleiche zwischen realem
und simuliertem System eher auf dem Niveau des Gesamtsystems oder
dem Messageaustausch zwischen Boards statt.
Simuliert man das Gesamtsystem so gilt das Interesse haupts

achlich den
Ergebnissen. Mit den Hardwaredetails, die man unter Umst

anden gar
nicht kennt, will man dabei so wenig wie m

oglich konfrontiert werden.
Es mu also ein Weg gefunden werden, die detaillierte Hardwaresimulation
so in die Simulation einzubauen, da man sie verwenden kann ohne sich um
Details k

ummern zu m

ussen. Auerdem mu trotz der simulierten Details
auch eine Gesamtsimulation noch schnell genug sein, um in vertretbarer Zeit
Ergebnisse zu erhalten.
3. Ein Teil des Codes wird sowohl f

ur die Simulation als auch sp

ater f

ur die
Betriebssoftware ben

otigt. Dies betrit beispielsweise die LUTs und die Be-
rechnung und Verwaltung der Geometriedaten, die als Parameter f

ur die LUTs
ben

otigt werden. Von diesen Code Teilen soll es nur eine Version geben, die in
verschiedenen Bereichen eingestzt werden kann.
4. Die Simulation ben

otigt einen Zugri auf ARTE-Daten. ARTE, eine Art Da-
tenbank am DESY, enth

alt sowohl Informationen

uber den Detektor als auch
simulierte Detektorereignisse, die als Eingangsdaten der Simulation dienen.
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7.2 Das zeitdiskrete Simulationsmodell
In diesem Abschnitt wird ein f

ur die Simulation des Triggersystems geeignetes Mo-
dell entworfen und ein passender Simulationstyp gew

ahlt. Dabei wird in mehre-
ren Schritten vorgegangen. Bei der Analyse wird zun

achst das System klassiziert
und die grundlegenden Abstraktionen identiziert, mit denen das Triggersystem
beschrieben werden kann. Anschlieend wird aus den bekannten Modelltypen das
geeignete ausgew

ahlt und das reale System in ein konzeptionelles Modell abgebildet.
Im letzten Schritt wird aus den verschiedenen, f

ur diesen Modelltyp in der Literatur
beschriebenen, Simulationsarten eine Auswahl getroen.
7.2.1 Klassizierung des Systems
Zur Systemanalyse werden zun

achst einige Grundbegrie aus der Systemtheorie ein-
gef

uhrt. Mit diesen Basisabstraktionen k

onnen die Struktur und das Verhalten von
Systemen allgemein beschrieben werden [38].
Ein System wird aus einer Menge von Elementen (siehe Abbildung 7.1) gebildet, die
als nicht weiter teilbar angesehen werden. Systeme k

onnen hierarchisch aufgebaut
sein, indem Subsysteme wiederum als Elemente betrachtet werden.
Zwischen den Elementen bestehen Beziehungen und sie besitzen Attribute, die ihre
Eigenschaften beschreiben. Die Summe aller Attribute beschreibt den Zustand eines
Systems.
Das Verhalten eines System wird durch eine Abfolge von Zust

anden in der Zeit
beschrieben.
Input
Output
Element
System
Beziehungen
Zyklus
Attribute
Abbildung 7.1: Grundlegende Systembegrie. [38]
Weitere Charakteristika ergeben sich aus der Art der Beziehungen eines Systems zu
seiner Umgebung und seinem Verhalten in der Zeit. Das Triggersystem erh

alt seine
Eingangsdaten von dem Detektor und gibt seine Ergebnisse an den Second Level
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Trigger weiter. Da weder der Detektor noch der Second Level Trigger Bestandteil
des zu simulierenden Systems sind, handelt es sich um ein oenes System. Der Zu-
stand des Triggersystems

andert sich mit der Zeit, es ist daher auch ein dynamisches
System. Entsprechend sind die Werte der Attribute mit einem Zeitindex versehen.
Als kybernetische Systeme werden dynamische Systeme mit R

uckkopplungen (Zy-
klen) bezeichnet. Dies ist zum Beispiel bei einem Stall-Takt der TFU der Fall, wo
in Abh

angigkeit von den Rechenergebnissen einer Pipeline-Stufe, die davorliegenden
Stufen angehalten werden.
Zusammenfassend handelt es sich bei dem System aus Pretriggern und FLT also um
ein oenes, dynamisches und kybernetisches System.
Nun gilt es, die grundlegenden Elemente und ihre Beziehungen untereinander in der
vorliegenden konkreten Aufgabenstellung zu identizieren.
Die Funktionalit

at der Triggersubsysteme wird ausschlielich von digitalen elek-
tronischen Bauelementen wahrgenommen. Diese Bauelemente werden, von wenigen
Ausnahmen abgesehen,

uber einen Taktgeber (Clock) synchronisiert. Die Bauele-
mente sind jeweils zu verschiedenen Boards gruppiert und werden dort von einem
oder mehreren lokalen Taktgebern gesteuert. Die Boards untereinander sind f

ur den
Datenaustausch

uber verschiedene Schnittstellen verbunden.
Es wird also eine Simulation ben

otigt, mit der man allgemein digitale elektroni-
sche Systeme beschreiben kann. Dabei ist nach den Anforderungen nur eine logische
Simulation notwendig, physikalische Eigenschaften der Bauelemente werden nicht
simuliert. Dementsprechend werden f

ur die Simulation zwei Basiselemente abstra-
hiert, aus denen ein zu simulierendes System aufgebaut wird:
"
Schaltkreise\ und
"
Boards\. Ein Schaltkreis hat zwei grundlegende Eigenschaften:
1. Ein Eingangsbitmuster wird

uber eine Transformation auf ein Ausgangsbit-
muster abgebildet.
2. Dies passiert mit jedem Taktzyklus.
Jedes Schaltkreiselement mu daher von einem Taktgeber gesteuert werden. Ein
Taktzyklus hat eine feste L

ange. Nach einer bestimmten Zeit werden die Prozere-
sultate eines Schaltkreises an seinem Ausgang g

ultig und damit an den Eing

angen
der mit ihm verbundenen Schaltkreise. F

ur die Simulation sollen Schaltkreise zu-
sammengesetzt und diese Gruppe wiederum als ein einzelner Schaltkreis betrachtet
werden k

onnen.
Ein Board enth

alt eine Ansammlung von Schaltkreisen, die fest miteinander verbun-
den sind. Sie interagieren, um das Verhalten eines realen Elektronikboards zu simu-
lieren. Das Board selbst ist aber ausdr

ucklich kein Schaltkreis. Es ist nicht getaktet
und kann auch weitere Objekte, zum Beispiel boardbezogene Datenstrukturen, die
bei dem realen Board der Software zuzuordnen sind, enthalten.
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Nach auen besitzen die Elemente die gleichen Schnittstellen wie ihr reales Pendant.
Die nach auen sichtbaren Attribute sind daher der Zustand ihrer Ausgangsbits.
Hinzu k

onnen nat

urlich beliebige interne Attribute kommen.
Die Beziehungen zwischen den Elementen, Schaltkreisen und Boards, sind immer
elektrische Verbindungen. Die Schaltkreise sind

uber ihre Ein- und Ausgangsbusse
miteinander verbunden. Da es sich dabei um eine feste Verdrahtung handelt, sind
auch die Beziehungen der Schaltkreiselemente untereinander statischer Natur. Die
Boards k

onnen je nach Konguration des zu simulierenden Triggersystems unter-
schiedlich miteinander verbunden werden. W

ahrend eines Simulationslaufs sind die
Verbindungen der Boards ebenfalls fest.
7.2.2 Das Modell des Triggersystems
Erkenntnisse

uber Systeme k

onnen mit analytischen Berechnungen oder durch Si-
mulation gewonnen werden. Analytische Modelle ermitteln durch L

osen eines Glei-
chungssystems den Zustand eines System aus gegebenen Randbedingungen. Sie sind
aufgrund mathematischer Restriktionen in der Regel auf Systeme geringer Komple-
xit

at begrenzt.
In Simulationsmodellen dagegen ist die Komplexit

at nur durch die Resourcen des
Simulationsrechners begrenzt. In so einem Modell wird der Systemzustand Schritt
f

ur Schritt ver

andert und die Zwischenschritte entsprechen Zwischenzust

anden des
Originals. Aus diesem Grund eignen sich Simulationsmodelle besonders gut zur Ver-
anschaulichung des Systemverhaltens. Da der Trigger ein sehr komplexes System
ist, an dessen Verhalten wir interessiert sind ist es klar, da f

ur die Triggersimula-
tion kein analytisches, sondern nur ein Simulationsmodell in Frage kommt. Es mu
zudem ein dynamisches Modell sein, um das Systemverhalten abbilden zu k

onnen.
Das Simulationsmodell kann weiter nach der Art der Zustands

uberg

ange klassiziert
werden (Abbildung 7.2). Ein System wird als deterministisch bezeichnet, wenn bei
einem gegebenen Zustand der

Ubergang in den n

achsten Zustand eindeutig festge-
legt ist. Die Zustandsfolge ist damit bei gegebenen Eingangsdaten eindeutig vorher-
sagbar. Die einzelnen synchronisiert arbeitenden Komponenten des Triggersystems
verhalten sich in diesem Sinne deterministisch. Das Gesamtsystem besitzt jedoch
kein deterministisches Verhalten, da es aus asynchron arbeitenden Hardwarekompo-
nenten aufgebaut ist. (Jedes Board hat seine eigenen Taktgeber.) Die Phase zwischen
den verschiedenen Taktgebern ist unbestimmt, sie ist nach jedem Einschalten des
Triggers anders. Daher ist

uberall dort, wo zwei asynchrone Komponenten aufeinan-
dertreen, um Daten auszutauschen, nicht genau vorhersagbar mit welchem Takt-
zyklus des Empf

angers die gesendeten Daten

ubernommen werden. Damit ist zum
Beispiel die Reihenfolge in der Messages, die von verschiedenen Quellen stammen,
von einer TFU bearbeitet werden, nicht vorhersagbar. Dies kann sich bei

Uberschrei-
ten der Latenzzeit direkt auf das Ergebnis der Triggerentscheidung auswirken. Je
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nach Reihenfolge kann es sein, da auf eine Spur noch getriggert wird, oder da das
Ereignis verworfen wird, weil die Spur zu sp

at eintrit.
Da bereits das digitale Original diskret arbeitet, und zwar sowohl bei den Wer-
ten seiner Attribute, als auch zeitlich, in Vielfachen von Taktzyklen, ist auerdem
die Verwendung eines diskreten Modells sinnvoll. Im Gegensatz zu beispielsweise
biologischen oder meteorologischen Systemen, wo sich Systemver

anderungen konti-
nuierlich vollziehen und kontinuierliche Attributwerte vorliegen, kann hier mit einer
expliziten Diskretisierung der Zeit gearbeitet werden.
Simulationsmodelle
statisch dynamisch
diskret
deterministisch stochastisch
kontinuierlich
deterministisch stochastisch
Abbildung 7.2: Die Klassizierung von Modellen. [38]
Modellbildung
In dem Proze der Modellbildung wird das reale System in ein Modell abgebil-
det, an dem dann Untersuchungen durchgef

uhrt werden k

onnen. Dieser Vorgang
geht immer mit einer Abstrahierung und einer Idealisierung des Systems und seiner
Elemente einher. Welche Aspekte des realen Systems dabei vernachl

assigt werden
k

onnen h

angt von den Fragestellungen an das Modell ab. Die Abbildung mu hin-
reichend genau sein, so da man die interessierenden Abl

aufe des realen Systems
nachvollziehen kann.
In einem ersten Schritt mu also die Frage gekl

art werden, welche Aspekte des realen
Systems vernachl

assigt werden k

onnen, ohne dabei die gestellten Anforderungen an
die Simulation auer acht zu lassen.
F

ur die Triggersimulation werden elektronische Eigenschaften der Hardware, wie
zum Beispiel Signalanstiegszeiten und das

Ubersprechen zwischen Leitungen nicht
ber

ucksichtigt. Auch die spezischen Eigenschaften der Logikbausteine, wie bei-
spielsweise Clock-to-Output Zeiten, werden nicht simuliert. Bei den Schaltkreis- und
Board-Elementen handelt sich also um eine reine Logiksimulation auf Bit-Niveau mit
diskreten Zeitschritten.
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Die wichtigsten Idealisierungen gegen

uber dem realen System betreen die Takt-
geber. F

ur die gesamte Simulation gibt es nur einen zentralen Taktgeber. Er ist
zugleich identisch mit der Simulationsuhr und taktet die Schaltkreise mit ihren je-
weiligen Frequenzen. Von dem zentralen Taktgeber wird die Phase zwischen zwei
unabh

angigen Clock-Signalen nicht ber

ucksichtigt. Dies ist zul

assig, da die Phasen-
dierenzen zwischen den Takgebern alle gleichberechtigt sind. Es wird willk

urlich
ein Satz von Phasendierenzen herausgegrien (der Einfacheit halber die Dierenz
Null) und f

ur alle Simulationen verwendet. Der Triggersimulation wird damit ein
deterministisches Modell zugrunde gelegt. Die Simulationszeit wird immer bis zu
dem n

achsten Taktsignal erh

oht, in der Zeit zwischen zwei Taktsignalen passiert
konzeptionell nichts.
Die Zugrism

oglichkeiten von Benutzern w

ahrend des Triggerbetriebs sind nicht
Bestandteil der Simulation. Es werden nur Eingangsdaten von dem Detektor verar-
beitet und die Triggerentscheidung f

ur den Second Level Trigger generiert. Damit ist
auch bereits die Abgrenzung des zu modellierenden Systems von seiner Umgebung
vorgenommen.
Zusammenfassend ergibt sich daraus, da sich das oene, dynamische, kybernetische
Triggersystem mit mit Hilfe eines dynamischen, diskreten und deterministischen
Simulationsmodells beschreiben l

at.
7.2.3 Zeitdiskrete Simulationsmodelle
In der diskreten Simulation haben sich verschiedene sogenannte
"
Modellierungsstile\
oder
"
Weltbilder\ herausgebildet (Abbildung 7.3). Sie unterscheiden sich haupt-
s

achlich in ihrer Sichtweise und ihrer Darstellung des dynamischen Verhaltens des
Systems, also der Beziehung zwischen Systemzustand und Simulationszeit.
prozeß-
orientiert
aktivitäts-
orientiert
diskrete Simulation
transaktions-
orientiert
ereignis-
orientiert
materialorientiert maschinenorientiert
Abbildung 7.3: Diskrete Simulation. [38]
Dabei wird zus

atzlich zwischen materialorientierten und maschinenorientierten Kon-
zepten unterschieden. Bei den materialorientierten Ans

atzen stehen die Material-


usse durch die Modellelemente (bei dem Trigger Daten

usse) und die dabei zur

uck-
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gelegten Wege im Vordergrund. In der maschinenorientierten Sichtweise liegt der
Schwerpunkt auf dem Bearbeitungsvorgang selbst (bei dem Trigger die elektroni-
schen Baugruppen). Die beiden wichtigsten Modellierungsstile sind die proze- und
die ereignisorientierte Simulation.
Ereignisorientierte Simulation
Unter einem Ereignis ist die

Anderung des Zustands von mindestens einem Modell-
element zu verstehen. Die Beschreibung erfolgt in Form einer Ereignisroutine.
In der ereignisorientierten Simulation wird eine Liste mit zeitlich geordneten Ereig-
nissen abgearbeitet. Dabei wird jeweils das Ereignis mit dem kleinsten Zeiteintrag
ausgew

ahlt. Die Simulationszeit springt entsprechend von Ereigniszeitpunkt zu Er-
eigniszeitpunkt und zu jedem Ereignis wird eine zugeh

orige, das Ereignis beschrei-
bende Ereignisroutine aufgerufen. Zeitlich ausgedehnte Aktivit

aten werden auf eine
Folge von Ereignissen reduziert, wie zum Beispiel Beginn und Ende einer Aktivit

at.
Auf elementarer Ebene entspricht eine Simulation von Systemabl

aufen immer einer
Ereignisfolge.
Prozeorientierte Simulation
In prozeorientierten Simulationsmodellen wird jedem Modellelement ein eigener
"
Proze\ zugeordnet, der die auf ein Element bezogenen Aktivit

aten und Attribute
in ihrer Gesamtheit zusammenfat und die Zust

ande des Elements in ihrer zeitlichen
Abfolge beschreibt. Prozesse k

onnen in aktivem oder inaktivem Zustand sein.
Ein aktiver Proze wird bei Aufruf seiner Prozeroutine so weit wie m

oglich vor-
angetrieben, bis er zum Beispiel auf das Ergebnis einer anderen Aktivit

at warten
mu. (Das dabei ausgef

uhrte Teilst

uck des Prozesses ist mit einer Ereignisroutine
vergleichbar.) Prozesse k

onnen in diesem Fall dann in einen inaktiven Zustand

uber-
gehen. Die Ausf

uhrung kann zu einem sp

ateren Zeitpunkt fortgesetzt werden. Der
Prozezustand wird als lokale Attribute des jeweiligen Modellelements gespeichert,
das die Fortf

uhrung seines Prozesses bei erneuter Aktivierung dann an der richtigen
Stelle vornimmt.
Die Triggersimulation simuliert ein komplexes System mit komplexen Wechselwir-
kungen. Groe Teile des Systems arbeiten synchron, weshalb eine groe Zahl von
Ereignissen gleichzeitig stattndet. In solchen F

allen ist eine prozeorientierte Si-
mulation vorzuziehen, da bei ihr die Aufteilung logisch zusammengeh

origer Abl

aufe
auf verschiedene Ereignisroutinen entf

allt. Der Trigger wird mit Hilfe einer proze-
orientierten Simulation simuliert.
Zudem korrespondiert die Zusammenfassung von Aktivit

aten und Attributen und
die lokale Speicherung des Prozezustands der prozeorientierte Simulation besser
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mit der objektorientierten Softwaretechnologie, als die Ereignisroutinensammlung
der ereignisorientierten Simulationsmodelle.
7.3 Die eingesetzte Software Technologie
Das SimulationsprogrammFLTSIM, in dem das zeitdiskrete, prozeorientierte Simu-
lationsmodell in ein Programm umgesetzt ist, stellt f

ur sich bereits eine anspruchs-
volle Anwendung dar. Es simuliert ein komplexes System und besitzt einen Code-
Umfang, der eine Gr

oenordnung von 100000 Programmierzeilen erreichen wird.
Hinzu kommen die, in den Anforderungen beschriebenen, schwierigen Randbedin-
gungen f

ur die Entwicklung. Dies macht es besonders wichtig, die richtige Software
Technologie nach dem Stand der Technik einzusetzen. Im folgenden wird die Soft-
ware Technologie beschrieben, mit der den Anforderungen begegnet wird, um das
Programm erfolgreich zu implementieren und auch in Zukunft weiterentwickeln zu
k

onnen.
Der Simulation liegt ein objektorientierter Programmentwurf zugrunde. Das De-
sign des Programms erfolgt mit der objektorientierten Methode von Booch. F

ur
eine koh

arente Entwicklung der Simulation der verschiedenen Trigger-Subsysteme
wird ein Framework entwickelt und dem Programm zugrunde gelegt. Es dient als
Grundlage f

ur die Entwicklung der einzelnen Subsystem- Simulationen und seine
Architektur beinhaltet objektorientierte Entwurfsmuster. Dieser Abschnitt schliet
mit einer Einf

uhrung in Frameworks und einer Begr

undung des Einsatzes f

ur FLT-
SIM. Das Simulations-Framework wird in dem folgenden Abschnitt dann genauer
beschrieben.
7.3.1 Objektorientierung
In dem der objektorientierten Technologie zugrundeliegenden Konzept werden Soft-
ware Systeme als eine Menge zusammenarbeitender Objekte betrachtet. Nach Booch
[4] deniert sich die objektorientierte Programmierung folgendermaen:
Objektorientierte Programmierung ist eine Implementierungsmethode, bei
der Programme als kooperierende Ansammlungen von Objekten angeord-
net sind. Jedes dieser Objekte stellt eine Instanz einer Klasse dar, und
alle Klassen sind Elemente einer Klassenhierarchie, die durch Verer-
bungsbeziehungen gekennzeichnet ist.
Dem objektorientierten Programmier-Paradigma dient das Objektmodell als kon-
zeptionelle Grundlage. Die Hauptelemente dieses Modells, Abstraktion, Kapselung,
Modularit

at und Hierarchie, bieten auch f

ur die Triggersimulation sehr vorteilhafte
Eigenschaften.
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Kapselung bedeutet die Trennung von Implementierung und Schnittstelle einer Ab-
straktion. Dies erm

oglicht es zum Beispiel, die komplizierte Implementierung der
Simulation eines Prozessorboards in einem Board-Objekt zu kapseln. Damit ist es
m

oglich Board-Objekte, die mit viel Detailwissen an einem anderen Institut ent-
wickelt wurden, f

ur eigene Simulationen einzusetzen ohne das Spezialwissen ihrer
Implementierung zu besitzen. Lediglich seine Schnittstelle nach auen wird f

ur die
Verwendung ben

otigt. Diese entspricht weitgehend den Schnittstellen des realen
Boards.
Durch die Verwendung von Hierarchien, insbesondere Vererbungshierarchien, kann
die auf verschiedene Orte verteilte Entwicklung vereinheitlicht werden. Beispiels-
weise gibt es eine einheitliche Verbindung zwischen allen Arten von Schaltkreis-
Objekten und der Simulationsuhr, die durch Vererbung von einem Basis-Schaltkreis
zur Verf

ugung gestellt wird.
Zus

atzlich zu den generellen Vorteilen einer objektorientierten Programmstruktur
gibt es einige Eigenschaften, die den Bereich der Simulation betreen.
Die konzeptionelle N

ahe zwischen dem objektorientierten Ansatz und dem Simula-
tionsproblem erm

oglicht eine direktere Umsetzung des informellen Modells in ein
lau

ahiges Programm. Dies spart Zeit, erh

oht die Transparenz von Modell und Pro-
gramm und veringert die Gefahr grundlegender Fehler im Programmdesign.
Die groe

Ahnlichkeit der Ans

atze von Systemtheorie und objektorientierter Pro-
grammierung ist im Grunde nicht

uberraschend. Die Systemtheorie versucht die
allgemeinen Abstraktionen von Systemen herauszuarbeiten, aus denen sich dann
beliebige Systeme aufbauen lassen. Dies wird f

ur einen konkreten Fall dann in ein
m

oglichst anschauliches Modell umgesetzt, was wiederum heit der menschlichen
Denkweise angepat. Da die menschliche Wahrnehmung komplexer Systeme eine
objektorientierte ist, werden dabei die gleichen Prinzipien wie bei dem objektorien-
tierten Design einer Software angewendet, die die objektorientierte Zerlegung einer
Software zum Ziel hat. Mit dem Unterschied, da das objektorientierte Programmie-
ren sich nur mit komplexen Software-Systemen besch

aftigt und die Systemtheorie
mit komplexen Systemen im allgemeinen.
Simulation ist daher eine Anwendung, die aus objektorientierten Techniken sehr
direkten Nutzen zieht. Es scheint kaum m

oglich zu sein, f

ur Simulationsprogramme
sich eine bessere Struktur auszudenken als diejenige, die direkt dem Muster der
Objekte folgt, deren Verhalten simuliert werden soll [33]. Die Objekt-Technologie
1
ist daher als Technologie der Wahl f

ur Simulationen anzusehen und wird deswegen
auch f

ur FLTSIM eingesetzt.
1
In der Software wurde der Begri Objekt zuerst in der Programmiersprache Simula (1967)
verwendet. [4]
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7.3.2 Objektorientierte Design Methode
Eine Design-Methode dient dazu, die Komplexit

at bei der Entwicklung zu bew

alti-
gen. Sie bringt Disziplin in den Entwicklungsproze und ist ein wichtiges Hilfsmit-
tel f

ur die r

aumlich oder zeitlich getrennt arbeitenden Entwickler. Angesicht der
Komplexit

at und langen Lebensdauer von FLTSIM und der Erfahrungen mit dem
Vorg

angerprogramm, ist ein sorgf

altiges Design des Programms dringend geboten.
F

ur den objektorientierten Entwurf von Software haben sich die drei Methoden von
Grady Booch, Ivar Jacobson(OOSE), und James Rumbaugh(OMT) als wichtigste
Vertreter durchgesetzt. Mitte der 90er Jahre haben sich diese drei f

uhrenden Metho-
diker zusammengetan und die Unied Modeling Language (UML) deniert. Sie soll
die St

arken der drei Ausgangsmethoden in sich vereinen, die Methodenvielfalt been-
den und zu einem Industriestandard werden
2
. Da die Spezikation der UML (UML
1.0) erst seit Anfang 1997 zur Verf

ugung steht, konnte sie f

ur die Triggersimulation
nicht verwendet werden. Statt dessen wird die Methode von Booch eingesetzt. Ihr
Schwerpunkt liegt auf dem Design und der Implementierung, w

ahrend OMT ihren
Schwerpunkt eher bei der Analyse und dem Software Entwicklungsproze hat. Da
bei der Triggersimulation aber nicht die gesamte Bandbreite der Methode eingesetzt
wird, sind in diesem Fall beide Methoden als gleichwertig anzusehen.
Designmethoden besitzen drei wichtige Elemente:
 Die Notation liefert die Sprache um ein Design-Modell zu beschreiben. Die
Booch Methode enth

alt eine grasche Notation, mit der verschiedene Sichten
auf das Modell des Systems in Diagrammen dargestellt werden k

onnen.
 Der Proze beinhaltet die Aktivit

aten, die zu der Konstruktion eines Desi-
gnmodells f

uhren. Die Booch Methode enth

alt eine Vorgehensweise, mit der
einer ausgereiften Entwicklungsorganisation ein vorhersagbarer und wiederhol-
barer Proze zur Verf

ugung gestellt wird.
 Werkzeuge. Bei der Verwendung einer etablierten Designmethode stehen Soft-
ware Entwicklungswerkzeuge zur Verf

ugung, die die Anwendung dieser Metho-
de unterst

utzen. Diese Werkzeuge sollen durch automatische Unterst

utzung
der Notation die Erzeugung eines Designs erleichtern und f

uhren Konsistenz-

uberpr

ufungen des Design-Modells aus.
F

ur das Design der Triggersimulation wird nur ein Teil der in der Notation vor-
handenen Diagrammtypen verwendet, Klassendiagramme und Sequenzdiagramme
(vergleiche jeweils Abbildungen 7.4 und 7.8).
2
Die UML wurde im November 1997 von der Object Management Group als Standard verab-
schiedet [35].
7.3. Die eingesetzte Software Technologie 125
Von dem in der Methode enthaltenen Proze wird kein Gebrauch gemacht, weil dazu
leider die organisatorischen Mittel fehlen. Trotzdem hat aber bereits die Denition
einer Analysephase, die anschlieende Erstellung der ersten Version des Design-
Modells und die dann erst beginnende Inplementierung zu einer kontrollierteren
Vorgehensweise gef

uhrt.
Als Entwicklungswerkzeug wird im Rahmen der Triggersimulation das Programm
Rose der Firma Rational eingesetzt. Das Programm enth

alt seit der Version 4.0
vom April 1997 auch einen brauchbaren C++ Code Generator, der ebenfalls f

ur
die Triggersimulation verwendet wird. Damit kann direkt aus dem Design-Modell
heraus der jeweilige Code erzeugt werden.
7.3.3 Entwurfsmuster
Seit der 1995 erfolgten Ver

oentlichung des inzwischen zum Standardwerk avan-
cierten Buchs von Gamma et. al. [11] hat die Verwendung von objektorientierten
Mustern, insbesondere Entwurfsmustern, bei der Anwendungsentwicklung einen Sie-
geszug angetreten. Auch in der Triggersimulation werden mehrere Entwurfsmuster
auf sehr gewinnbringende Weise eingesetzt.
Ein Entwurfsmuster beschreibt ein Entwurfsproblem und seine praxisbew

ahrte L

o-
sung. Die Beschreibung erfolgt auf architektonischer Ebene, das heit anwendungs-
und sprachenunabh

angig. Muster f

ur den allgemeinen Programmentwurf bestehen
in der Regel aus drei bis vier Klassen, die auf eine spezische Art untereinander
in Beziehung stehen. Die Wiederverwendung von objektorientierter Software wird
damit auf kommunizierende Gruppen von Klassen erweitert.
Der Einsatz von Entwurfsmustern bringt eine Reihe von wichtigen Vorteilen mit
sich:
 Mit der Hilfe von Mustern kann das Erfahrungswissen von Experten f

ur neue
Applikationen nutzbar gemacht werden. Dieser Punkt ist besonders wichtig,
da die an der Triggersimulation beteiligten Entwickler nur wenig Entwurfser-
fahrung mitbringen.
 Die Muster stellen ein Vokabular zur Verf

ugung, das eine eÆziente Kommuni-
kation unter den Entwicklern erlaubt.
 Wenn man ein Muster, das ein prinzipielles Problem beschreibt, zur L

osung
eines konkreten Problems einsetzt, wird man zur Abstraktion von dem kon-
kreten Problem gezwungen. Dies f

uhrt zu besseren L

osungen.
 Bei komplexen Problemstellungen ist man gezwungen sie in sauber getrennte
Teilprobleme zu zerlegen, da ein Muster immer nur ein Problem beschreibt.
 F

ur jedes Teilproblem mu man sich genau

uberlegen unter welchen Randbe-
dingungen und Einugr

oen die L

osung zum Einsatz kommt.
126 Kapitel 7. Ein objektorientiertes Framework zur Simulation der Triggersysteme
Als Folge der Verwendung von Entwurfsmustern erh

alt man Programme, die besser
strukturiert, fehlerfreier und exibler gegen

uber

Anderungen sind. Besonders wichtig
ist der Einsatz von Entwurfsmustern bei der Entwicklung eines Frameworks, da
hierf

ur Entwurfserfahrung und ein exibles Design ben

otigt werden.
7.3.4 Frameworks
Ein Framework ist eine Musterapplikation, auf deren Grundlage man schnell eine
spezische Applikation innerhalb eines bestimmten Anwendungsbereichs entwickeln
kann. Das Framework wird aus einer Menge kooperierender Klassen gebildet, die
einen wiederverwendbaren Entwurf f

ur eine bestimmte Art von Software darstellen.
Es enth

alt die Entwurfsentscheidungen, die in seinem Verwendungsbereich, bei dieser
Art von Software allgemein anzutreen sind.
Mit Hilfe von Frameworks erreicht man in objektorientierten Systemen den h

och-
sten Grad an Wiederverwertung, entsprechend schneller lassen sich dann auch die
spezischen Anwendungen entwickeln. Es wird von um einem Faktor zehn geringe-
ren Kosten und Entwicklungszeiten im Vergleich zu denen eines Individualprojektes
berichtet [48].
Ein Framework besteht zum einen aus einem abstrakten Anwendungsentwurf, der
Aspekte enth

alt, bez

uglich derer sich verschiedene Anwendungen aus einem Bereich
gleichen. Dieser Teil - der Hauptteil des Programms - wird beim Erstellen einer
neuen Applikation wiederverwendet.
Der zweite Teil enth

alt die Aspekte, in denen sich diese Anwendungen unterscheiden.
Er besteht aus Klassenhierarchien, deren Basisklassen die Gemeinsamkeiten der va-
riablen Aspekte abstrahieren und legt gegebenenfalls weitere Beziehungen zwischen
Klassen fest. Ein Entwickler pat das Framework an seine spezielle Anwendung an,
indem er Unterklassen von diesen Basis-Frameworkklassen ableitet und ihre Objekte
dann zusammensetzt. Es deniert die Architektur der Anwendung und betont daher
mehr die Entwurfswiederverwendung als die Codewiederverwertung.
Der zentrale Unterschied zwischen einem Framework und einer normalen Klassenbi-
bliothek ist die unterschiedliche Richtung des Kontrollusses. Eine Klassenbibliothek
stellt Code-Bausteine zur Verf

ugung, die man vom Hauptteil seines Programms auf-
rufen kann. Ein Framework jedoch stellt Pl

atze zur Verf

ugung, in die man seinen
eigenen spezialisierten Code einf

ugt. Wenn dann das Programm l

auft, wird der spe-
zialisierte Code vom Framework aufgerufen.
Das Framework selbst zu entwerfen ist kompliziert, da die gew

ahlte Architektur f

ur
alle Anwendungen in dem vorgesehenen Bereich verwendbar sein mu. Die wichtig-
sten Eigenschaften eines Frameworks sind daher Flexibilit

at und Erweiterbarkeit.
Durch eine lose Kopplung zwischen dem Framework und der Anwendung reduziert
man die Auswirkungen von

Anderungen am Framework auf die Applikationen. Um
die geforderte Flexibilit

at zu erreichen, ist die Verwendung von Entwurfsmustern
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unbedingt zu empfehlen [47]. Vor allem auch, weil mit ihrer Hilfe die Entwurfser-
fahrung anderer Entwickler genutzt werden kann.
Bei Frameworks kommt der Dokumentation ein besonderer Stellenwert zu. In der
Regel erfordern sie einen erheblichen Einarbeitungsaufwand, bevor man sie einsetzen
kann. Auch hier sind Entwurfsmuster sehr hilfreich, da sie den

Uberblick

uber die
Strukturen des Frameworks erleichtern.
Der wichtigste Punkt in Zusammenhang mit der Triggersimulation ist aber, da ein
Framework die Architektur einer Anwendung festlegt. Mit der Entwicklung eines
Frameworks als Basis f

ur die Triggersimulation, werden alle beteiligten Entwickler
angehalten die Simulation ihres Subsystems in die vorgegebene Architektur einzu-
passen.
7.4 Das Simulationsframework
Der Simulation liegt ein zeitdiskretes prozeorientiertes Simulationsmodell zugrun-
de. Die prim

are Aufgabe des Frameworks besteht darin, die Basisabstraktionen die-
ses Modells umzusetzen und sie in seiner Framework-Schnittstelle f

ur die Entwick-
lung von Simulationen zur Verf

ugung zu stellen.
Die Basiselemente des Triggersystems sind Schaltkreise, ihre nach auen sichtba-
ren Attribute sind die Zust

ande ihrer Schnittstellen (Datenbusse). Die Beziehungen
zwischen den Elementen sind die statischen elektrischen Verbindungen zwischen den
Schaltkreisen. Die Schaltkreise k

onnen zu Boards gruppiert werden.
Dementsprechend stellt das Framework f

ur den Entwurf anwendungsspezischer
Simulationen drei Vererbungshierarchien zur Verf

ugung, Schaltkreise, Boards und
Ausgangsdaten-Container f

ur Schaltkreise (Abbildungen 7.6, 7.12 und 7.5). Hinzu
kommen die zentralen Einheiten des Frameworks, wie zum Beispiel der Zeitgeber
f

ur die Simulationszeit, der den anwendungsspezischen Code aufrufen, ohne an
eine spezische Anwendung angepat werden zu m

ussen.
Das Laufzeitverhalten einer Simualtion ist relativ einfach. Da die zu simulierenden
Systeme fest verdrahtet sind, gibt es w

ahrend des Ablaufs einer Simulation kei-
ne dynamische Erzeugung oder Vernichtung von Schaltkreis- oder Board-Objekten.
Auch die Verbindungen zwischen Schaltkreisen und Boards sind fest. Beim Start
einer Simulation werden daher alle ben

otigten Schaltkreise und Boards erzeugt und
verbunden. Beim anschlieenden Ablauf der Simulation werden nur noch Daten
zwischen Schaltkreisen ausgetauscht. Zudem gibt es bei dem First Level Trigger auf
Board-Niveau keine R

uckkoppelungen. Das heit, der Datenu durch das System
ist auf Board-Niveau unidirektional (vergleiche hierzu Abbildung 3.3) .
Im folgenden werden zuerst die Abstraktionen gezeigt, die das Framework zum Auf-
bau von Schaltungen zur Verf

ugung stellt. Anschlieend wird auf den Hauptteil
des Framework-Programms, insbesondere die Zeitf

uhrung eingegangen. Zum Schlu
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werden die Eigenschaften der Board-Klassen beschrieben. Alle Bereiche verwenden
objektorientierte Entwurfsmuster.
7.4.1 Die Basiselemente zum Aufbau einer Schaltung
Der Schaltkreis ist das Basiselement, aus dem ein Simulationssystem aufgebaut wird.
Entsprechend ist in dem Framework eine Basisklasse Circuit implementiert, von
der alle anderen, spezialisierten Schaltkreis-Klassen abgeleitet werden m

ussen (siehe
auch 7.6).
Allen Schaltkreisen gemeinsame Attribute und gemeinsames Verhalten sind bereits
in dieser Basisklasse realisiert, um einen m

oglichst hohen Grad an Wiederverwen-
dung zu erreichen. F

ur die Implementierung spezischer Eigenschaften wird die
Struktur zu ihrer Realisierung vorgegeben, um eine einheitliche Entwicklung zu
gew

ahrleisten. Nach dem Modell in Abschnitt 7.2.1 hat ein Schaltkreis zwei grund-
legende Eigenschaften:
1. Ein Eingangs Bitmuster wird

uber eine Transformation auf ein Ausgangsbit-
muster abgebildet.
2. Dies passiert mit jedem Taktzyklus.
F

ur die Durchf

uhrung der Transformation besitzen alle Schaltkreise eine Funkti-
on operate(). Die Funktion operate() ist die Prozeroutine eines Schaltkreises
und sie ist nat

urlich f

ur jede Schaltkreis-Klasse spezisch. In der Basisklasse ist die
Funktion Circuit::operate() daher rein virtuell. Circuit ist damit eine abstrakte
Klasse und bei der Ableitung einer Unterklasse mu die Operation in der Unterklasse
implementiert werden.
Dem Takten eines Schaltkreises, also einer ansteigenden Flanke des Taktsignals
in der Hardware, entspricht in der Simulation der einmalige Aufruf der Funktion
operate(). Jedes Circuit-Objekt
3
mu daher von einem Taktgeber gesteuert wer-
den, der in Vielfachen der jeweiligen Taktzyklen die operate-Funktionen aufruft.
Dieser Taktgeber ist das Clock-Objekt und wird in Abschnitt 7.4.2 beschrieben.
Damit sind die beiden Grundeigenschaften von Schaltkreisen in Circuit umgesetzt.
Hinzu kommen weitere Eigenschaften, die im folgenden beschrieben werden. Dies
beinhaltet die grundlegende Klassenstruktur des Frameworks f

ur Schaltkreise und
die Containerklassen zur Ablage ihrer Prozedaten. Anschlieend werden die Ob-
jekthierarchie der Schaltkreise zur Laufzeit und ihre Kommunikation untereinander
beschrieben.
3
Im folgenden ist damit immer ein beliebiges Objekt einer von Circuit abgeleiteten Klasse ge-
meint, also generell ein instantiierter Schaltkreis.
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Das Fabrikmethodemuster
Das Fabrikmethodemuster ist ein klassenbasiertes Erzeugungsmuster, das h

aug f

ur
den Entwurf von Frameworks verwendet wird. Die Verwendung von Fabrikmethoden
verhindert das Einbinden anwendungspezischen Codes in Frameworkcode.
Das Muster kann eingesetzt werden, wenn eine Klasse den Typ der von ihr zu er-
zeugenden Objekte nicht im voraus kennen kann und deren Erzeugung deswegen an
ihre Unterklassen delegiert. Genau dies ist bei den Schaltkreisen des Simulationsf-
rameworks der Fall.
Jeder Schaltkreis erzeugt pro Taktzyklus einen Satz f

ur ihn spezischer Ausgangs-
daten. Die Basisklasse Circuit des Frameworks wei lediglich wann ein neuer Da-
tensatz anf

allt, n

amlich bei Aufruf der Funktion operate(), sie kann aber nicht
wissen welche Art von Datensatz dies ist. Sie kennt weder die Implementierung von
operate(), noch die Struktur der Datenbusse eines spezischen Schaltkreises. Trotz-
dem mu das Framework in der Lage sein mit diesen Objekten umzugehen, um sie
zum Beispiel zu takten.
Diesen Anforderungen wird in dem Simulationsframework mit Hilfe einer Klassen-
struktur begegnet, deren Grundstruktur dem Fabrikmethodemuster aus [11] ent-
spricht. Daher wird nun zun

achst das Fabrikmethodemuster eingef

uhrt und anschlie-
end auf die spezielle Auspr

agung in Zusammenhang mit dem Simulationsframework
eingegangen.
Die Struktur des Fabrikmethodemusters (auch als Virtueller Konstruktor bezeich-
net) zeigt Abbildung 7.4. Es enth

alt zwei Vererbungshierarchien, eine f

ur Produkte
und eine f

ur Erzeuger.
Produkt Erzeuger
Fabrikmethode( )
KonkretesProdukt KonkreterErzeuger
Fabrikmethode( )
...
produkt = Fabrikmethode()
...
return new KonkretesProdukt
Abbildung 7.4: Das Fabrikmethodemuster. [11]
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Die Klasse Produkt (auch Dokument genannt) ist die Basisklasse aller von den
Fabrikmethoden erzeugten Objekte. Von ihr werden jeweils die konkreten Produkt-
klassen abgeleitet.
Die Basisklasse Erzeuger deklariert die Fabrikmethode, die ein Objekt von dem Typ
Produkt zur

uckgibt. Die Fabrikmethode des Erzeugers kann abstrakt sein oder auch
eine Defaultimplementierung enthalten. Alle konkreten Erzeugerklassen m

ussen von
dieser Basisklasse abgeleitet werden und

uberschreiben dabei die Fabrikmethode, so
da sie ein Objekt vom Typ KonkretesProdukt zur

uckgibt. Jeder konkreten Erzeu-
gerklasse ist also eine konkrete Produktklasse zugeordnet, die von ihrer Fabrikme-
thode verwendet wird.
Im Fall des Simulationsframeworks entspricht die Klasse Circuit dem Erzeuger.
Seine Fabrikmethode operate() erzeugt bei jedem Aufruf einen Satz von Ausgangs-
daten, der den Zustand des Ausgangsbuses des Schaltkreises zu einer gegebenen Zeit
repr

asentiert. Hierzu besitzt das Framework eine Vererbungshierarchie mit der Ba-
sisklasse CircuitData, deren abgeleitete Klassen die Produkte, also die Ausgangs-
daten, ihres zugeh

origen Schaltkreises speichern k

onnen. Die Produkthierarchie des
Frameworks zeigt Abbildung 7.5 und die Erzeugerhierarchie Abbildung 7.6.
In der Klassenstuktur des Simulationsframeworks besitzt das Fabrikmethodemuster
noch eine Reihe von besonderen Entwurfsentscheidungen:
 Die Erzeugerklasse Circuit ist abstrakt und bietet keine Implementierung der
Fabrikmethode.
 Die Fabrikmethode operate() gibt ihr Resultat nicht zur

uck, sondern es wird
intern in dem jeweiligen Schaltkreisobjekt gespeichert.
 Die Konkreten Erzeugerklassen werden mit ihrer Ausgangsdatenklasse para-
metrisiert.
 Die konkreten Erzeugerklassen werden nicht direkt von Circuit abgeleitet,
sondern

uber eine parametrisierte Zwischenstufe, in der das Ausgangsverhalten
des Schaltkreises hinzukommt.
Diese Punkte werden in den folgenden Unterabschnitten angesprochen.
Die Produkthierarchie
F

ur das Speichern der Schaltkreis-Ausgangsdaten besitzt das Framework eine Ver-
erbungshierarchie von Containerklassen, in denen die Daten abgelegt werden. Die
Hierarchie ist im Prinzip eine Hierarchie von Datenstrukturen, die jeweils einen
Schaltkreis Ausgangsdatenbus repr

asentieren und entspricht der Produkthierarchie
des Fabrikmethodemusters. Wie in Abbildung 7.5 zu sehen, enth

alt das Frame-
work die Klasse CircuitData als Basisklasse. Sie enth

alt zum Beispiel als Attribut
die Zeit, zu der die Daten am Ausgang g

ultig sind. Alle spezischen Klassen f

ur
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MessageData
StandardMessage
Pw : bit7
EPlus : bit7
EMinus : bit7
Ddxi : bit8
TpuMessage
Px : LWord
Py : LWord
Pz : LWord
Ddxi : bit8
Q : LWord
CircuitData
Time : Time
Bx : bit8
NValid : bit1 = 1
TfuData
All : bit1
Dxi : bit8
Eta : bit9
Omega : bit2
Xi : bit10
Tfu
Pipe1Output
Tfu
Pipe2Output
TfuPipe13Output
Ddxi : bit8
Im : bit5
Km : bit2
N : bit9
Stall : bit1
NTest : bit1
Xim : bit11
Ximin : bit11
Y : bit4
F0 : bit1
Tfu
Pipe22Output
Abbildung 7.5: Die Vererbungshierarchie der Containerklassen f

ur die Schaltkreis Aus-
gangsdaten.
Schaltkreis-Ausgangsdaten m

ussen von CircuitData abgeleitet werden, was, wie
bei den TFU-Ausgangsdatenklassen in der Abbildung, auch

uber mehrere Stufen
geschehen kann. Die Attribute von TfuData sind in allen Schaltkreis-Ausg

angen
der TFU vorhanden. Von der als Beispiel aufgef

uhrten Klasse (TfuPipe13Output)
sind alle Attribute, auch die aus den Basisklassen, in der Abbildung zu sehen.
Ein solches Ausgangsdaten-Objekt speichert den, von einem Objekt der Klasse
TfuPipe13 erzeugten, Zustand des Ausgangsbusses der dreizehnten Pipelinestufe
der TFU w

ahrend eines bestimmten Zeitintervalls.
Die Vererbungshierarchie der Schaltkreis-Klassen
Die Vererbungshierarchie der Schaltkreis-Klassen entspricht der Erzeugerhierarchie
des Fabrikmethodemusters, das jedoch um zus

atzliche Eigenschaften erweitert wur-
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Circuit
Name : RWCString
CycleLength : Time
Time : Time = 0
PredecessorCircuits : RWTPtrOrderedVector<Circuit> 
NestedCircuits : RWTPtrOrderedVector<Circuit>  = 0
operate( )
access( )
assignInputCircuit( )
setHistoryDepth( )
getChild( )
OutputType
A
CircuitWithOutput
History : RWTValVector<OutputType>
HistoryDepth : unsigned int
OutIndex : unsigned int = 0
insertOutputInBuffer( )
TfuPipe1Outp
TfuPipe1
Layer : TfuLutGeometryC* = fLayer
operate( )
TfuPipe2O
TfuPipe2
Layer : TfuLutGeometryC* = fLayer
operate( )
OutputType
A
FifoWithOutput
HistoryDepth : unsigned int
FullSize : unsigned int
HalfFullSize : unsigned int
AlmostEmptySize : unsigned int
entries( )
insert( )
StandardMess
MessageReceiver
DelayChannel1 : Time
ChannelMask1 : unsigned int
operate( )
Abbildung 7.6: Die Vererbungshierarchie der Schaltkreise.
de, um den Frameworkcode wiederverwendbarer und erweiterbarer zu machen. Um,
ausgehend von den Framework Basisklassen Circuit und CircuitData, einen Schalt-
kreis zu implementieren wird die Vererbung mit Generizit

at kombiniert:
Mit Hilfe der Vererbung erhalten die spezialisierten Schaltkreis-Klassen von der ab-
strakten Basisklasse Circuit Funktionalit

at, die allen gemeinsam ist. Zus

atzlich
wird durch die Abstammung von einer gemeinsamen Basisklasse Polymorphie zwi-
schen den Schaltkreis-Klassen erm

oglicht. Dies wird beispielsweise von dem Taktge-
ber bei dem Aufruf der operate-Funktionen genutzt.
Zum zweiten wird bei der Ableitung eines Schaltkreises die Basisklasse mit der zu
ihm geh

orenden Containerklasse parametrisiert. Dadurch kann der Typ der Aus-
gangsdatenklasse in die Funktionen und Attribute, die das Ausgangsverhalten bil-
den eingebaut werden, was die Wiederverwertung auf die Ausgangsfunktionalit

at
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ausdehnt.
Wenn man die Klasse Circuit direkt mit den Ausgangsdatenklassen parametrisiert,
ger

at man aber in Konikt mit der erw

unschten Polymorphie. Bei dieser Vorgehens-
weise, in C++ mit Templates realisiert, stellt jede spezische Schaltkreis-Klasse
einen eigenen, unabh

angigen Typ dar, weil die Parametrisierung im Prinzip durch
Textersetzung von dem Compiler

ubernommen wird. Damit ist dann kein Polymor-
phismus zwischen den Schaltkreis-Klassen m

oglich, weil keine gemeinsame Basis-
klasse existiert.
Zur L

osung dieses Problems wird die Schaltkreis-Funktionalit

at auf zwei Klassen
in der Vererbungshierarchie aufgeteilt: Circuit und davon abgeleitet die parame-
trisierte Klasse CircuitWithOutput (siehe Abbildung 7.7). Durch das Ableiten der
parametrisierten Klasse von einer nicht parametrisierten Basisklasse, wird den, von
der parametrisierten Klasse abzuleitenden, Schaltkreisklassen eine gemeinsame Im-
plementierung zugrunde gelegt. Somit kann Polymorphismus in Kombination mit
Parametrisierung verwendet werden.
Die Klasse Circuit enth

alt dabei die Basisfunktionalit

at und bei der parametrisier-
ten Klasse CircuitWithOutput kommt alles hinzu, was die Ausgangsdaten betrit.
Die Klasse CircuitWithOutput ist damit eine abstrakte parametrisierte Klasse, der
bei der Instanziierung die jeweilige Ausgangsdatenklasse als Parameter

ubergeben
werden mu.
Im Laufe der Implementierung hat sich gezeigt, da diese Trennung der Ausgangs-
funktionalit

at von der Schaltkreis-Basisfunktionalit

at auch notwendig ist, um die
erforderliche Flexibilit

at f

ur das Ausgangsverhalten von Schaltkreisen zu erreichen.
Damit k

onnen dann Schaltkreise, die eine eigene Gruppe mit einem fundamental ver-
schiedenen Ausgangsverhalten bilden, von einer extra Klasse abgeleitet werden. Dies
wurde f

ur die Implementierung von FIFOs genutzt, die, zum Beispiel verglichen mit
einer Pipelinestufe, ein grundlegend anderes Ausgangsverhalten besitzen. Sie wer-
den daher nicht von CircuitWithOutput, sondern von FifoWithOutput (Abbildung
7.7) abgeleitet.
Die Objekthierarchie der Schaltkreise
Nach dem zugrundeliegenden Modell sollen die Elemente der Simulation zusammen-
gesetzt werden und wiederum als Elemente betrachtet werden k

onnen. Dies dient
im wesentlichen dazu, komplexe Schaltkreise sinnvoll in Subschaltkreise zu zerlegen,
um eine

ubersichtliche Struktur zu erhalten. Zur Realisierung dieser M

oglichkeit im
Rahmen des Frameworks, wird f

ur die Implementierung der Klasse Circuit das
Strukturmuster
"
Kompositum\ aus [11] verwendet. Das Kompositum f

ugt Objekte
in Baumstrukturen zusammen. Das Muster erm

oglicht es Klienten solche Objekte
einheitlich zu behandeln, unabh

angig davon, ob es sich um ein einzelnes oder ei-
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Blatt
operate( )
Klient
Kompositum
operate( )
setTime( )
Circuit
operate( )
getChild( )
setTime( )
1
1..n
Für alle Kindobjekte K 
wird K.operate() und 
K.setTime() aufgerufen.
Abbildung 7.7: Die Schaltkreis-Objekte k

onnen nach dem Kompositum Muster in Baum-
strukturen organisiert werden.
ne Komposition von Objekten handelt (also um ein Blatt oder einen Knoten des
Baumes).
Das Klassendiagramm des Kompositum zeigt Abbildung 7.7. Dabei sind f

ur die Be-
zeichnungen teilweise bereits die Namen der Simulation verwendet. Die Basisklasse
Circuit stellt eine allgemeine Komponente eines Baumes dar. In der Spezialisierung
kann eine Komponente sowohl ein Blatt, als auch ein Knoten sein. Wenn ein abge-
leiteter konkreter Schaltkreis selbst keine Schaltkreise enth

alt, so stellt er ein Blatt
dar. Enth

alt er weitere Schaltkreise (by value), so ist er ein Kompositum. Ein Klient
greift immer

uber die Klassenschnittstelle von Komponente (also hier Circuit) auf
Objekte zu und sieht daher keinen Unterschied zwischen einem Blatt und einem
Kompositum. Daher ist das Kompositum f

ur den Aufruf der Komponentenfunktio-
nen seiner enthaltenen Objekte zust

andig. Die Klasse TfuPipeline ist beispielsweise
als Kompositum organisiert und enth

alt die einzelnen Pipelinestufen-Schaltkreise.
In ihrer operate-Funktion ist sie daher f

ur den Aufruf der operate-Funktion ih-
rer Schaltkreise zust

andig. Dies bedeutet, da von einem Schaltkreis-Baum nur der
Wurzel-Schaltkreis bei dem Taktgeber registriert wird. Zudem werden alle Schalt-
kreise eines Baumes synchron mit derselben Frequenz getaktet.
Zusammengefat besitzt das Muster folgende Eigenschaften:
 Das Kompositionsmuster deniert eine Klassenhierarchie, in der aus primitiven
Objekten rekursiv komplexere Objekte zusammengesetzt werden k

onnen.
 Es vereinfacht die Klienten, im Fall der Simulation zum Beispiel die Clock-
Klasse (siehe 7.4.2). Unterschiede zwischen zusammengesetzten und einzelnen
Objekten k

onnen von Klienten ignoriert werden.
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 Klienten verwenden immer die Klassenschnittstelle von Circuit, um mit den
Objekten der enthaltenen Baum-Hierarchie zu interagieren.
 Neue Kompositum- oder Blattklassen k

onnen einfach hinzugef

ugt werden, da
sie automatisch zu den existierenden Strukturen passen.
Die Hierarchie aus Schaltkreis-Objekten, die von dem Framework zur Verf

ugung
gestellt wird, enth

alt zudem einige spezielle Entwurfsentscheidungen, mit denen das
Muster an die Anforderungen der Simulation angepat ist.
 Die Kindobjekte einer Baum-Hierarchie enthalten keine expliziten Referen-
zen auf das Elternobjekt. Schaltkreise haben eine Schnittstelle zu anderen
Schaltkreisen und zu dem Taktsignal. Sie m

ussen nicht
"
wissen\ in welchem
Kompositum von Schaltkreisen sie gegebenenfalls enthalten sind.
 Eine Unterscheidung der Schnittstellen zwischen Blatt- und Kompositum-Cir-
cuits wurde nicht getroen.
 Da die Schaltkreise fest verdrahtet sind, gibt es keine Member-Funktionen zum
hinzuf

ugen oder entfernen von Komponentenobjekten.
 Aufgrund der festen Objektstruktur, die einmal beim Start des Programms
aufgebaut wird, gibt es auch keine Typ

uberpr

ufung zur Laufzeit. Dies ist nor-
malerweise empfehlenswert, da der Entwurf sonst zu allgemein werden kann.
Die Kommunikation zwischen Schaltkreisen
F

ur die Kommunikation zwischen Schaltkreisen m

ussen diese zuerst untereinander
verbunden werden. Anschlieend, w

ahrend des Ablaufs einer Simulation, m

ussen die
Prozeresultate abgespeichert und zwischen den verbundenen Schaltkreis-Objekten

uber eine denierte Schnittstelle ausgetauscht werden.
Zu Beginn des Programms werden die erzeugten Schaltkreis-Objekte, die jeweils
untereinander Daten austauschen m

ussen, miteinander bekannt gemacht. Dies ent-
spricht dem Herstellen einer elektrischen Verbindung zwischen den entsprechenden
Baugruppen in der Hardware. Zu diesem Zweck besitzt jeder Schaltkreis eine interne
Liste, wo die Referenzen zu den Circuit-Objekten, von denen er seine Eingangsda-
ten empf

angt, eingetragen werden.

Uber diese Liste greift ein Circuit-Objekt auf
seine Vorg

anger Schaltkreise zu, die ihm dann seine Eingangs-Daten liefern.
Mit jedem Aufruf seiner operate-Funktion mu ein Schaltkreis an seinem Eingang
Ausgangsdaten von anderen Schaltkreisen

ubernehmen (Eingangsdatenbus), f

uhrt
damit Rechenoperationen durch und die jeweiligen Resultate werden mit einer spe-
zischen Zeitverz

ogerung an seinem Ausgang g

ultig (Ausgangsdatenbus). Die Ergeb-
nisse eines Taktzyklus, also seine Ausgangsdaten, speichert jedes Circuit-Objekt
mit einem Zeitindex versehen intern ab. Der Zeitindex gibt die Zeit an, zu der die
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Daten an seinem Ausgang g

ultig sind. Die Ausgangsdaten werden intern in einem
Puer-Speicher in schaltkreisspezischen Objekten abgelegt. Der Puer-Speicher
und seine Verwaltung ist in dem Schaltkreis gekapselt, die Tiefe dieses internen Spei-
chers kann aber variiert werden, um die Resultate eines Schaltkreises

uber l

angere
Zeit aufzeichnen zu k

onnen.
Das Sequenzdiagramm in Abbildung 7.8 zeigt wie die Schaltkreise den Zustand ihres
Eingangsdatenbuses bei ihren registrierten Schaltkreisen erfragen. Dazu wird dem
sendenden Schaltkreis (TfuPipe1) die Zeit des Zugris mitgeteilt und er gibt dann
die zu diesem Zeitpunkt an seinem Ausgangsbus g

ultigen Daten aus seinem internen
Speicher zur

uck. Der EMpf

anger (TfuPipe2) bearbeitet die Daten und legt sie in
einem seiner Ausgangsdatenobjekte ab.
Insgesamt ist die Verschaltung so ausgelegt, da die Schnittstellen m

oglichst mini-
mal sind und alle Informationen m

oglichst lokal verwaltet werden. Die Verwaltung
der Eingangsschaltkreise und der Ausgangsdaten sind vollst

andig unter der lokalen
Kontrolle des jeweiligen Schaltkreises. Die zugeh

orige Funktionalit

at ist bereits in
der Basisklasse Circuit enthalten. Der Zugri auf einen Schaltkreis erfolgt lediglich

uber eine Zeitangabe. Was damit gemacht wird ist vollst

andig dem angesprochenen
Schaltkreis

uberlassen. Auch diese Funktion ist bereits in der Basisklasse enthalten,
kann aber in speziellen F

allen auch

uberschrieben werden.
:TfuPipe1
access(time)
Erfragen des Zustands
von Eingang 1
:TfuPipe2
operate()
Berechnungen
ausführen
:TfuPipe13
access(time)
:TfuPipe2Output
Erfragen des Zustands
von Eingang 2
Ergebnis ablegen
Abbildung 7.8: Sequenzdiagramm der Ein-/Ausgabe Operationen, die ein Schaltkreis der
TFU in seiner Funktion operate() ausf

uhrt. In dem Beispiel erh

alt der Schaltkreis
TfuPipe2, der die zweite Pipelinestufe der TFU simuliert, seine Eingangsdaten von der
ersten Stufe TfuPipe1 und der dreizehnten Stufe TfuPipe13. Nachdem er seine Proze-
routine abgearbeitet hat legt er an deren Ende die Ausgangsdaten, mit einem Zeitindex
versehen, in einem Objekt vom Typ TfuPipe2Output ab.
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7.4.2 Zeitgeber und Steuerung der Simulation
Die Verwaltung der Simulationszeit und die Steuerung w

ahrend eines Simulations-
laufs wird von einem zentralen Objekt der Klasse Clock

ubernommen. Von dieser
Klasse wird nur ein einziges Exemplar ben

otigt, das zwei Zust

andigkeitsbereiche
besitzt:
1. Die Steuerung aller Schaltkreise.
Hierzu sind alle Schaltkreise bei dem Clock-Objekt in Listen registriert. Es
nimmt seine Funktion als zentraler Taktgeber f

ur alle Circuit-Objekte wahr,
indem es die Prozeroutinen der Schaltkreise (operate() ) aufruft.
Weiterhin bestehen zentrale Zugrism

oglichkeiten auf alle Schaltkreise, um
beispielsweise deren lokale Zeit oder die Gr

oe ihrer internen Ausgangsdaten-
puer zu setzen.
2. Die Simulationszeit.
Das Clock-Objekt verwaltet die zentrale Simulationszeit. Es enth

alt zudem
die Zeitf

uhrungsroutine, die bei dem Start einer Simulation aufgerufen wird.
Dies sind zentrale Funktionen, die f

ur alle simulierten Subsysteme einheitlich ge-
handhabt werden m

ussen und daher zu den zentralen Bestandteilen des Frameworks
geh

oren. Diese zentralen Funktionalit

aten sollen dabei m

oglichst automatisch zur
Verf

ugung stehen. Dies verringert den Gesamtaufwand, da sie bei der Entwicklung
von Simulationen nicht erneut beachtet werden mussen und verhindert zudem weit-
gehend die Entwicklung von, wom

oglich inkompatiblen, Speziall

osungen einzelner
Entwickler. Trotzdem m

ussen die zentralen Einheiten exibel gegen

uber

Anderun-
gen sein, die bei der Entwicklung eines Frameworks auf jeden Fall zu erwarten sind.
Die

Anderungen sollten sich aus diesem Grunde m

oglichst nicht auf die Schnitt-
stellen auswirken, da dies unter Umst

anden

Anderungen in allen Objekten, die mit
den zentralen Einheiten kommunizieren zur Folge hat, was einen enormen Aufwand
bedeuten kann.
F

ur die Implementierung der Klasse Clock wird das Erzeugungsmuster
"
Singleton\
aus [11] verwendet. Das Singletonmuster stellt sicher, da es genau ein automa-
tisch erzeugtes Exemplar dieser Klasse gibt und es stellt gleichzeitig einen globalen
Zugrispunkt darauf zur Verf

ugung:
 Das Singleton deniert eine Exemplarmethode, die es Klienten erm

oglicht
global auf das einzige Exemplar zuzugreifen. In C++ ist dies eine statische
Member-Funktion. Gegen

uber globalen Variablen ist dies ein Fortschritt, da
es eine

Uberladung des Namensraums mit denselben vermeidet.
 Das Singleton ist f

ur die Erzeugung seines eigenen Exemplars zust

andig. Da-
durch besitzt es eine vollst

andige Kontrolle dar

uber, wie Klienten auf das
Exemplar zugreifen k

onnen.
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Clock
TheOnlySpecimen : Clock* = 0
Time : Time
AllCircuitLists : RWTPtrOrderedVector<CircuitList>
getTheOnlySpecimen( )
addCircuit( )
removeCircuit( )
run( )
getNumberOfFrequencies( )
getNumberOfCircuits( )
createCircuitList( )
deleteCircuitList( )
selectList( )
setCommonHistory( )
{1..1}
CircuitList
Circuits : RWTPtrOrderedVector<Circuit>
CycleTime : Time
addCircuit( )
removeCircuit( )
getNumberOfEntries( )
1
1..n
Nur ein einziges 
Exemplar dieser 
Klasse kann 
erzeugt werden.
Abbildung 7.9: Die Klasse Clock ist als Singleton implementiert. Sie verwaltet die zu
steuernden Schaltkreise in Objekten der Klasse CircuitList. Zudem enth

alt sie die
Zeitf

uhrungsroutine der Simulation.
In Punkto Flexibilit

at gegen

uber zuk

unftigen

Anderungen besitzt das Singleton die
folgenden Vorteile:
 Die Singleton Klasse kann abgeleitet und spezialisiert werden. Das erweiterte
Exemplar ist f

ur Klienten verwendbar ohne da dazu ihr Code modiziert
werden mu. Eine Anwendung k

onnte sogar zur Laufzeit entscheiden, welches
spezielle Exemplar der Clock verwendet werden soll.
 Es ist nachtr

aglich m

oglich die Anzahl der Exemplare zu erh

ohen, falls sp

ater
in der Entwicklung festgestellt wird, da mehr als ein Exemplar ben

otigt wird.
Mit diesem Entwurf ist sichergestellt, da jeder Benutzer des Frameworks an be-
liebiger Stelle im Programm Zugri auf das Clock-Objekt hat, und zum Beispiel
einen Schaltkreis anmelden kann. Um die Erzeugung der Clock mu er sich nicht
k

ummern, sie steht automatisch zur Verf

ugung.
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Gleichzeitig wird der Benutzer aber auf die Clock Architektur festgelegt. Es ist
nicht m

oglich ein zweites Clock-Objekt zu erzeugen und zumindest erschwert andere
ausgefallene Wege zu beschreiten, die zu Inkompatibilit

aten oder Fehlern zwischen
den verschiedenen Simulationen der Trigger-Subsysteme f

uhren k

onnten. Trotzdem
sind aber, im Rahmen des Singleton Musters, nachtr

agliche

Anderungen m

oglich.
Abbbildung 7.9 zeigt das Klassendiagramm der Clock-Klasse zusammen mit der
Listen-Klasse, mit deren Instanzen Schaltkreise registriert werden.
Registrierung und Verwaltung der Schaltkreise bei der Simulationsuhr
Objekte der von der Basisklasse Circuit abgeleiteten Klassen, werden bei ihrer Er-
zeugung automatisch bei der Clock registriert. Bei der Implementierung spezieller
Schaltkreise mu man sich darum nicht k

ummern. Die Registrierung wird in dem
Konstruktor der Basisklasse Circuit vorgenommen. Das Sequenzdiagramm der Re-
gistrierung zeigt Abbildung 7.10. Ein Circuit-Objekt schickt bei seiner Erzeugung
eine Referenz auf sich selbst an das Clock-Objekt, das es

uber den globalen Zugri
des Singletons referenziert. Dieses wiederum erfr

agt daraufhin die Taktzyklusl

ange
bei dem Schaltkreis, um zu erfahren, wann er getaktet werden mu und ihn anschlie-
end in eine entsprechenden Liste einzutragen. F

ur jede registrierte Frequenz erzeugt
sich die Clock ein CircuitList-Objekt, in dem die Verweise auf die Schaltkreise
dieser Frequenz abgelegt werden (Abbildung 7.9).
:Clock
addCircuit(this)
getCycleLength()
Ein Schaltkreis-
Objekt wird erzeugt
Frequenz erfragen
Basisklassen-Konstruktor
Circuit() ausführen
:Circuit
:CircuitList
addCircuit()
Liste erzeugen
Schaltkreis eintragen
[Liste nicht vorhanden]
Abbildung 7.10: Sequenzdiagramm der Registrierung eines Schaltkreises bei dem Clock-
Objekt. Das Clock-Objekt tr

agt die Schaltkreise nach Frequenzen sortiert in Listen ein.
Da f

ur die Frequenz dieses Schaltkreises noch keine interne Liste vorhanden war, mu sie
von der Clock erst erzeugt werden, bevor der Schaltkreis eingetragen werden kann.
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Die Belange der Zeitf

uhrung und Simulationssteuerung sind vollst

andig in dem
Clock-Objekt gekapselt. Daher mu sich ein Entwickler, der das Framework benutzt,
nicht darum k

ummern wie seine Schaltkreise mit der Steuerung zusammenarbeiten
- er mu nicht einmal verstehen wie die Steuerung

uberhaupt funktioniert. Zum
anderen stellt dies eine gemeinsame Schnittstelle aller Subsysteme zu der Simula-
tionssteuerung dar. Vorausgesetzt die Schnittstellen der Subsysteme untereinander
funktionieren, so ist dann sichergestellt, da die verteilt entwickelte Software in ei-
nem gemeinsamen Simulationsprogramm arbeiten kann.
Die Schnittstelle des Frameworkbenutzers zu der Clock ist damit minimal. Die Er-
zeugung der Clock erfolgt automatisch und man kann global auf sie zugreifen. Bei der
Erzeugung eines Schaltkreises mu lediglich die L

ange seines Taktyklus angegeben
werden, seine Registrierung bei dem Clock-Objekt erfolgt dann ebenfalls automa-
tisch unter der entsprechenden Frequenz. Der einzige direkte Zugri erfolgt bei dem
Start der Simulation mit der Simulationsdauer als Parameter: Clock.run(time);.
Insgesamt reduziert sich der Entwicklungs- und Einarbeitungsaufwand erheblich und
es verringert sich die Zahl m

oglicher Fehler.
Zeitf

uhrung
Die Clock startet bei einer bestimmten Simulationszeit (in der Regel bei Null). Von
diesem Startwert aus werden alle registrierten Schaltkreise mit der ihnen eigenen
Frequenz getaktet. Die Clock ist also eine Art Multifrequenz-Taktgeber, der s

amt-
liche Clocksignale synchron verteilt.
Alle Frequenzen beginnen bei dem vorgegebenen Start-Zeitpunkt (vergleiche Ab-
bildung 7.11). Von da an erh

oht der Zeitgeber die Simulationszeit zu dem jeweils
n

achsten Zeitpunkt eines ansteigenden Taktsignals. Die Circuit-Liste, die der ent-
sprechenden Frequenz zugeordnet ist, wird dann abgearbeitet und von jedem Circuit-
Objekt einmal die operate() Funktion aufgerufen. Jeder Schaltkreis wird also bei
Vielfachen der Dauer seines Taktzyklus getaktet, die Reihenfolge, in der die Schalt-
kreise einer Liste getaktet werden, spielt dabei keine Rolle.
7.4.3 Das Board als Aggregat von Objekten
Eine weitere Abstraktion, die das Framework bereitstellt, ist die Basisklasse Board
(siehe Abbildung 7.12). Die Board-Klassen sind analog zu ihren realen Pendants zu
sehen. Ein Board enth

alt eine Ansammlung von Schaltkreisen, die statisch unter-
einander verbunden sind und das Verhalten eines Elektronikboards simulieren. Ein
Board kann Schaltkreise unterschiedlicher Frequenz enthalten, ist selbst aber kein
Schaltkreis. W

ahrend der Simulation ist das Board passiv, das heit es wird selbst
nicht getaktet, sondern nur die Circuit-Objekte, die es enth

alt. Zus

atzlich wird al-
les was sich spezisch auf ein Board bezieht, zum Beispiel Datenstrukturen zu seiner
Initialisierung, in der Board-Klasse untergebracht.
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Abbildung 7.11: Die senkrechten Striche markieren die Zeitpunkte, an denen Circuit-
Objekte von dem Clock-Objekt getaktet werden. Die Numerierung gibt die Reihenfolge an
und es wird erkennbar, wie die Simulationszeit hochgez

ahlt wird, indem sie zu dem jeweils
n

achsten Zeitpunkt springt, an dem eine Taktfrequenz ein ansteigendes Clock Signal erh

alt.
Die Hauptaufgabe der Board-Klassen besteht in der Kapselung (vergleiche Abschnitt
7.3.1) der Implementierungs-Details der jeweiligen spezischen Boardsimulation.
Durch die Bereitstellung einer einzelnen, einfachen Schnittstelle f

ur das gesamte
Board minimiert sich die Kommunikation und die Abh

angigkeiten zwischen den
Subsystemen. Nach auen besitzen die Board-Objekte die gleiche Schnittstelle wie
die Hardware. Dies ist sinnvoll, da Schnittstellen elektronischer Boards in der Regel
sorgf

altig und minimal gew

ahlt werden. Durch die Kapselung und die Verwendung
der gleichen Schnittstelle wie in der Hardare, k

onnen die Board-Objekte in

aquiva-
lenter Weise zu den realen Boards gehandhabt werden.
F

ur den Entwurf der Board-Klassen wurde das Fassadenmuster aus [11] gew

ahlt.
Das Fassadenmuster ist ebenfalls ein Strukturmuster. Es bietet eine einheitliche
Schnittstelle zu einer Menge von Schnittstellen eines Subsystems.
Im Fall der Board-Klassen bedeutet dies, da alle Anfragen eines Klienten, auch
wenn sie interne Objekte eines Boards betreen,

uber die Schnittstelle des Board-
Objekts gestellt werden. Es bietet damit eine einfache Schnittstelle zu einem kom-
plexen Subsystem. Dies entkoppelt den Klienten von der Struktur des Subsystems,

uber die er keine Information besitzt.
Ein typischer Fall f

ur ein Board vom Typ TfuBoard ist ein Klient, der es mit einem
weiteren TfuBoard-Objekt verbinden will, das die Ausgangsdaten des ersteren

uber
das Messagesystem empf

angt. In diesem Fall mu der Schaltkreis von Board A, der
das Ausgangs-FIFO simuliert, mit dem Schaltkreis von Board B, der die Messa-
ges empf

angt, verbunden werden. Dies geschieht, wie oben beschrieben, indem der
Empf

anger eine Referenz auf den Sender Schaltkreis zugewiesen bekommt.
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A
Board
Name : RWCString
connectInput( )
getOutput( )
getCircuit( )
TfuBoard
Pipeline : TfuPipeline
InputFifo : MessageReceiver
geometryData : TfuGeometry
setGeometry( )
connectInput( )
getOutput( )
TpuBoard
InputFifo : MessageReceiver
Pipeline : TpuPipeline
EprBoard
MainCircuit : EprMainCircuit
EprROConnectionMatrix : ConnectionMatrix
BoardLeft : EprBoard
BoardRight : EprBoard
CellSize : float
initMainCircuit( )
initMatrix( )
connectInput( )
getOutput( )
Abbildung 7.12: Die Vererbungshierarchie der Board-Klassen. Von der abstrakten Basis-
klasse Board m

ussen alle anderen Board-Klassen abgeleitet werden, hier die TFU. die TPU
und das Elektron-Pretrigger Board.
Bei einer einfachen Implementierung w

urde der Klient die Zuweisungsfunktion des
Empf

anger-Schaltkreises aufrufen und ihm die Referenz des Senders

ubergeben. Um
auf diese Weise zwei Boards zu verbinden, mu der Klient Informationen

uber die in-
terne Struktur des TfuBoard-Objekts besitzen, da er direkt auf dessen interne Schalt-
kreise zugreift (Abbildung 7.13 linker Teil). Dadurch wird die Implementierung des
Klienten abh

angig von der Implementierung des Boards. In diesem Fall m

ute er
beispielsweise wissen, ob die vier Eingangs-FIFOs einer TFU als einzelne Schalt-
kreise oder als ein gemeinsamer Schaltkreis realisiert sind. Bei einer diesbez

uglichen

Anderung der TfuBoard-Klasse w

urde dies auch eine

Anderung des Klienten nach
sich ziehen.
Mit Hilfe des Fassadenmusters werden diese Probleme vermieden. Im einzelnen bietet
es folgende Vorteile:
 Es vereinfacht die Benutzung des Subsystems, indem Klienten von den Sub-
systemkomponenten abgeschirmt werden.
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MessageReceiver
TfuPipeline
Klientenklassen
Subsystemklassen
TfuBoard
MessageReceiver
TfuPipeline
Abbildung 7.13: Beispiel f

ur Zugri mit und ohne Fassadenmuster. Links greift ein Klient
direkt auf Objekte des Board Subsystems zu. Recht erfolgen alle Zugrie

uber die Schnitt-
stelle von TfuBoard die als Fassade f

ur die Interna des Subsystem dient.
 Es erh

oht die Flexibilit

at gegen

uber nachtr

aglichen

Anderungen, weil die Im-
plementierung von Klient und Subsystem entkoppelt ist.
 Es erlaubt trotzdem Klienten, da sie hinter die Fassade blicken, wenn sie dies
m

ussen.
und
 Klienten schicken ihre Anfragen an das Board, das sie dann an das zust

andige
Subsystemobjekt weiterleitet.
 Ein Board Objekt kann einfach gehandhabt werden, ohne das der Entwickler

uber die Interna Bescheid wissen mu.
Die Verbindung zweier Board-Objekte erfolgt dann

uber die Schnittstelle der be-
teiligten Boards, obwohl die Boards letztendlich auf Schaltkreis-Niveau verbunden
werden. Anschlieend schaut der Empf

anger Circuit hinter die Fassade des sen-
denden Boards, das heit, er greift direkt auf seinen Eingangs-Schaltkreis auf dem
anderen Board zu. Die Clock schaut ebenfalls hinter die Fassade des Boards, da die
enthaltenen Schaltkreise direkt getaktet werden.
Bei der Entwicklung spezischer Boards m

ussen diese von der Basisklasse Board
abgeleitet werden (Abbildung 7.12). Ein Board-Objekt erzeugt und initialisiert bei
seiner Erzeugung alle Circuit-Objekte und sonstigen Objekte, die es enth

alt. Auer-
dem stellt es alle Verbindungen zwischen seinen Circuit-Objekten her. Die Details
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werden durch die Fassade des Boards so gekapselt, da ein anderer Entwickler oh-
ne Kenntnisse des inneren Aufbaus Board-Objekte f

ur eigene Programme einsetzen
kann.
7.5 Zusammenfassung
Im Rahmen des First Level Trigger Projekts werden in mehreren Bereichen Simu-
lationen ben

otigt, f

ur Tests der Elektronikboards, Inbetriebnahme des Systems und
Simulationen des Gesamtsystems zur Beantwortung physikalischer Fragestellungen.
Dies beinhaltet auch die Simualtion der an anderen Instituten entwickelten Pretrig-
gersysteme. In dem vorliegenden Konzept baut die Gesamtsimulation auf den zum
Test der Hardware verwendeten (und dadurch verizierten) Einzelboardsimulatio-
nen auf.
Das Triggersystem ist ein oenes dynamisches kybernetisches System. Als zeitdiskre-
tes Simulationsmodell f

ur das System wird ein prozeorientiertes Simulationsmodell
verwendet, das durch die, in der objektorientierten Sprache C++, entwickelte Soft-
ware umgesetzt wird.
Um den Schwierigkeiten, die sich aus dem Umfang der Systeme, der langen Lebens-
dauer der Software und der auf mehrere Institute verteilten Entwicklung ergeben,
zu begegnen, werden Teile der objektorientierten Design Methode von Booch und
eine Reihe von Entwicklungswerkzeugen eingesetzt. Im Einzelnen sind dies das Pro-
gramm Rose zur Erzeugung eines Design Modells und f

ur C++ Code-Generierung,
die Klassenbibliothek Tools.h++ und DOC++ f

ur die automatische Generierung
einer Dokumentation aus dem Quellcode.
Die Basisabstraktionen des Modells werden in einem Framework umgesetzt, in des-
sen Aufbau mehrere Entwurfsmuster enthalten sind, um die erforderliche Flexibilit

at
zu erreichen. Unter Verwendung des Frameworks werden die Simulationsprogram-
me f

ur spezische Hardware erstellt. Es enth

alt hierzu drei Klassenhierarchien, f

ur
Schaltkreise, die Containerklassen ihrer Ausgangsdaten und Boards, mit denen durch
ableiten ein zu simulierendes System aufgebaut werden kann. Alle Aspekte der Steue-
rung der Simulation sind bereits in dem Framework enthalten. Da das Framework
die Architektur der einzelnen Simulationen festlegt, k

onnen sie anschlieend zu einer
Simulation des Gesamtsystems zusammengef

ugt werden.
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Die vorliegende Arbeit befat sich mit der Software f

ur den First Level Trigger des
HERA-B Experiments am DESY. Softwareentwicklungen werden f

ur den Betrieb,
die Simulation und den Test des massiv parallelen Multiprozessorsystems ben

otigt.
Die Software kommt auf verteilten, heterogenen Rechnersystemen zum Einsatz und
wird zudem

uber Jahre hinweg von wechselnden Personen an zum Teil unterschied-
lichen Orten weiterentwickelt und eingesetzt. Dies kann nur gelingen, wenn die im
Laufe der Zeit geleistete Entwicklungsarbeit aufeinander aufbaut. Aufgrund dieser
Rahmenbedingungen spielen bei allen Entwicklungen auch der Einsatz moderner
Methoden und Werkzeuge, die die Entwicklungsarbeit unterst

utzen, eine wichtige
Rolle.
In einem ersten Schritt wurde ein Gesamtkonzept [58] f

ur die Software entworfen.
Die Modularisierung in diesem Konzept hat sich insgesamt bew

ahrt. Teile dieses
Konzepts, die VME-Systemsoftware, die grasche Benutzerober

ache und die Netz-
werkkommunikation, wurden praktisch unver

andert realisiert. Andere, wie die Simu-
lation, sind gegen

uber den ersten Entw

urfen in sehr ver

anderter Form implementiert
worden. Bei der Simulation haben sich die Anforderungen ver

andert, da sie zu einem
Gemeinschaftsprojekt mit anderen Gruppen (Pretrigger) wurde.
Im Rahmen dieser Arbeit wurden die meisten Teile der Systemsoftware realisiert, die
VME-Systemsoftware, ein Kontrollprogramm mit grascher Ober

ache, die Netz-
werkkommunikation und ein Simulationsframework.
Das Ziel der VME-Systemsoftware ist, die Programmierung der Mikroprozessorrech-
ner auf den FLT-Boards in einer Hochsprache zu erm

oglichen. Gleichzeitig m

ussen
die wichtigsten Betriebssystemfunktionen, wie das Ausf

uhren von Programmen,
Datei-Handling und die Speicherverwaltung zur Verf

ugung gestellt werden. Sowohl
Entwicklung als auch Ablauf der Benutzerprogramme sollen m

oglichst transparent
gegen

uber der speziellen Hardwareumgebung erfolgen.
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Erreicht wird dies durch die Implementierung einer an die spezielle Hardware ange-
paten Version der C-Standardbibliothek zusammen mit einem zugeordneten Service
Proze (trun) auf dem Unix-Host. Dabei wird ein Teil der Betriebssystemschnitt-
stelle des Unix-Hosts auf das Board exportiert. Die VME-Bus Kommunikation ist
f

ur den Entwickler und Benutzer von Board-Programmen vollst

andig in der VME-
Systemsoftware gekapselt. F

ur die Entwicklung dieser Software stand das Testboard
als Hardwarebasis zur Verf

ugung.
Der erste Einsatz der VME-Systemsoftware erfolgte bereits bei den Testl

aufen von
HERA-B Ende 1996 und Ende 1997 am DESY in Hamburg. Dabei wurde das
Testboard als einfaches Triggersystem eingesetzt, das Messages von dem Elektron-
Pretrigger Prototyp empng. Das auf dem Testboard arbeitende C-Programm f

allte
anhand der empfangenen Message Daten eine Triggerentscheidung und gab sie an
das Fast Control System weiter.
Mittlerweile sind als weitere lau

ahige C-Applikationen groe Teile der C-Schnitt-
stelle zur Hardware von TFU und TPU vorhanden. Zudem wurde als C-Applikationen
auch Testsoftware f

ur die beiden Boardtypen entwickelt.
Insgesamt hat sich die VME-Systemsoftware bei den Entwicklungen sehr gut bew

ahrt.
Sie ist bisher von 5 Personen ohne Kenntnisse der zugrundeliegenden VME-Bus
Kommunikation zum Entwickeln von C-Programmen eingesetzt worden. Dabei wa-
ren keine nachtr

aglichen

Anderungen in der Struktur der Software notwendig. Die
Benutzer konnten mit geringem Einarbeitungsaufwand ihre Programme entwicklen
und ablaufen lassen, die vorhandenen ausf

uhrlichen Benutzer- und Entwickler Do-
kumentationen haben sich dabei gut bew

ahrt.
Damit ist das Ziel, da die Boards mit wenig Spezialwissen programmiert werden
k

onnen voll erreicht worden. Es ist auch bereits erkennbar, da sich der Aufwand,
der in diese
"
transparente\ L

osung investiert wurde, wieder auszahlt. Die Entschei-
dung, f

ur die Boards keine spezielle VME-Bus Kommunikationsbibliothek zu schrei-
ben und auch kein vollst

andiges Betriebssystem auf den Boards zu installieren, son-
dern eine Host gest

utzte Laufzeitumgebung, hat sich somit als richtig erwiesen. Zu-
dem arbeitet das System sehr eÆzient, da es vollst

andig asynchron arbeitet, indem
Kommunikation immer

uber Interrupts ausgel

ost wird. Die VME-Software ist damit
vollst

andig und erfolgreich implementiert worden.
Die bisher gr

ote

Anderung der VME-Systemsoftware erforderte ihre Anpassung an
die TFU/TPU-Hardware, die im Oktober 1997 mit Hilfe des ersten TFU-Prototyps
erfolgte. Wichtigster noch fehlender Teil zur Programmierung der Boards ist im Mo-
ment eine Sammlung von Mathematikfunktionen, die insbesondere zur Berechnung
der Lookup-Tabellen ben

otigt werden.
Im Betrieb des FLT m

ussen die Board-Prozesse mit zentralen Einheiten, die der
Steuerung und

Uberwachung des gesamten Systems dienen,

uber Netzwerk kommu-
nizieren. Das zentrale Kontroll-Programm hat zudem die Aufgabe, eine m

oglichst
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einfache Benutzerschnittstelle zu dem Triggersystem zur Verf

ugung zu stellen. Es
ben

otigt daher eine grasche Benutzerober

ache, die die Komplexit

at des Systems
anschaulich darstellt, und die F

ahigkeit zur Netzwerkkommunikation.
Hierf

ur wurde ein Programm entwickelt, das als zentraler Kontrollproze f

ur den
FLT verwendet werden kann. Seine grasche Benutzerober

ache wurde in Tcl/Tk
implementiert und f

ur die Netzwerkkommunikation nden die Tcl-Sockets Verwen-
dung. Das Programm verwaltet die Triggerkonguration, liefert verschiedene Ansich-
ten des Gesamtsystems,

uberwacht die einzelnen Boards und stellt Board-Daten, wie
zum Beispiel den Inhalt des Wire-Rams, grasch anschaulich dar.
Der Kontrollproze konnte bisher allerdings nur mit bis zu vier FLT-Boards einge-
setzt werden, da nicht mehr Hardware zur Verf

ugung stand. Die Entwicklung der
Hardware, dabei vor allem der TFU als wichtigstes und komplexestes Board, hat
sich gegen

uber der urspr

unglichen Planung leider um

uber ein Jahr verz

ogert. Der
Grund hierf

ur waren wiederholte

Anderungen in den Spezikationen der TFU, die
jeweils ein Redesign der Hardware erforderten. F

ur den Betrieb des Kontrollprozes-
ses standen daher neben dem Testboard nur zwei TFU-Prototypen und eine TPU
zur Verf

ugung. Im Betrieb mit mehreren Crates und einer gr

oeren Anzahl von
Boards liegen daher keine praktischen Erfahrungen vor. Diese Implementierung des
Kontrollprozesses ist daher nur als Prototyp anzusehen. Er zeigt, da die verwen-
dete Technologie f

ur die grasche Ober

ache und die Netzwerkkommunikation, mit
den trun-Prozessen als Vermittler zu den Board-Prozessen, funktioniert. Die Imple-
mentierung in Tcl/Tk war wie erwartet sehr eÆzient und die Anforderungen an die
Ober

ache konnten damit erf

ullt werden.
Als n

achsten Schritt m

ussen nun Erfahrungen mit der Ende 1998 verf

ugbaren Klein-
serie von 10 TFUs gesammelt werden, um darauf aufbauend die zentrale Kontrolle
weiterzuentwickeln. F

ur die zuk

unftige Entwicklung ist auch zu beachten, da die
Steuerung und

Uberwachung des FLT eng in das Online-Konzept f

ur das Expe-
riment als Ganzes eingebunden werden mu. Leider ist dieses Online-Konzept bis
heute nur in Umrissen erkennbar. Klar ist, da die Boards ihre Betriebsdaten vor-
aussichtlich in eine Datenbank schreiben m

ussen. Auf die Monitoring-Funktionen
des Prototyps hat dies keine Auswirkungen, er bekommt lediglich seine Betriebsda-
ten nicht direkt, sondern

uber den Umweg der Datenbank. Aber die Rollenverteilung

andert sich, der zentrale Kontrollproze w

are in diesem Fall ein Client, der auf einen
Datenbankserver zugreift.
Nicht gekl

art ist, ob die Steuerung ebenfalls

uber die Datenbank abgewickelt wer-
den mu oder direkt erfolgen kann und ob es mehrere Prozesse gibt, die steuernd
eingreifen d

urfen, eventuell in einer Hierarchie, ausgehend von der Steuerung des Ge-
samtexperiments, organisiert. Diese Fragen m

ussen am DESY gekl

art werden und
sind dann Grundlage f

ur die Applikationsentwicklung der Online-Software des FLT.
Generell sollte man dabei versuchen die Schnittstellen zu den anderen Systemen so
schmal und allgemein wie m

oglich zu halten, um die Abh

angigkeiten noch

uber-
schauen zu k

onnen und den FLT in Testl

aufen ohne allzu groen Aufwand auch
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autonom betreiben zu k

onnen.
Im Rahmen der Arbeit ist ein objektorientiertes Framework f

ur die logische Simula-
tion digitaler Schaltungen entworfen und implementiert worden. F

ur HERA-B wird
eine Simulation des Gesamtsystems bestehend aus First Level Trigger und den drei
Pretriggern ben

otigt. Weiterhin ist die Simulation f

ur eine kontrollierte Inbetrieb-
nahme des Triggersystems erforderlich und es werden Simulationen einzelner Boards
im Rahmen von Hardwaretests gebraucht. Die Simulation des First Level Triggers
mu auf den, im Rahmen der Harwaretests verwendeten, Einzelboardsimulationen
aufbauen, um die Konsistenz mit der realen Hardware sicherzustellen. Die Simula-
tionen der vier Subsysteme wiederum sollen dann in einer Gesamtsimulation von
FLT und Pretriggern vereint werden. Das Framework dient dabei als Grundlage f

ur
die Entwicklung der jeweiligen Simulationsprogramme. Es hat die prim

are Aufgabe
die Architektur der Simulationen der einzelnen Subsysteme soweit festzulegen, da
sie problemlos in einer Gesamtsimulation vereint werden k

onnen.
Um dieses umfangreiche verteilte Entwicklungsprojekt technisch und organisato-
risch zu bew

altigen, wurde aktuellste Softwaretechnologie eingesetzt. Dies beinhaltet
einen objektorientierten Entwurf mit Hilfe der Designmethode von Booch, die Ver-
wendung von Entwurfsmustern, den Einsatz von Software Entwicklungswerkzeugen
und die Vereinbarung von Programmierrichtlinien und Dokumentation.
Bisher wurde mit Hilfe des Frameworks eine komplette Simulation des Elektron-
Pretriggers in Bologna programmiert. Die Simulation des Myon-Pretriggers in Ber-
lin ist fast abgeschlossen und die des Hadron-Pretriggers in Moskau ist ebenfalls
in Arbeit. F

ur den First Level Trigger wurde mit dem Framework eine Simulation
der TFU und der TPU entwickelt, womit dann ein Multiprozessorsystem aus vielen
dieser Boards simuliert werden kann. Die TFU-Simulation wurde zudem bereits in
vergleichenden Hardwaretests mit dem TFU-Board eingesetzt. Eine Simulation der
TDU steht noch aus. Alle FLT-Simulationen erfolgten bisher aber nur mit willk

urli-
chen Testdaten, da von Seiten des DESY noch keine Datens

atze mit der Detektor-
geometrie vorhanden sind. Sie werden aber zur Berechnung der Lookup-Tabellen
und damit f

ur eine realistische Konguration des FLT zur Simulation von Detekto-
rereignissen ben

otigt. Die Bereitstellung dieser Datens

atze ist der n

achste wichtige
Schritt, sowohl f

ur die Simulation, als auch f

ur die Erprobung der Boards.
Weiterhin m

ussen die Simulationen der Subsysteme in einem Programm vereint
werden, was bisher lediglich f

ur Elektron-Pretrigger und FLT geschehen ist. Die
Erfahrungen bei der Zusammenlegung von Elektron-Pretrigger- und FLT Simulation
sind sehr positiv. Trotz des

uber Monate hinweg nur sehr sporadischen Kontakt
zwischen Bologna und Mannheim konnten die Programme nach nur etwa zwei Tagen
Arbeit zusammen kompiliert werden. Nachdem noch fehlende Teile des Frameworks
erg

anzt wurden, die f

ur die Verbindung von Subsystemen ben

otigt werden, und
die TFU-Simulation vervollst

andigt war, waren dann weitere zwei Tage notwendig,
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um die beiden Subsysteme FLT und Elektron-Pretrigger zusammen simulieren zu
k

onnen.
Eine wichtige noch fehlende Erweiterung ist eine Benutzerschnittstelle, um das gan-
ze System zu handhaben. Die vorhandene Schnittstelle zur Handhabung einzelner
Boards ist f

ur eine Gesamtsimulation zu detailliert. Hier ist es unter Umst

anden
sinnvoll, die Konguration der Simulation und die Darstellung der Ergebnisse teil-
weise in das Framework zu

ubernehmen.
Die Probleme des FLTSIM-Projekts liegen im personellen und organisatorischen
Bereich. Es hat sich als schwierig erwiesen im Rahmen des Experiments unter den
Physikern gen

ugend Mitarbeiter zu nden, die das notwendige Wissen f

ur eine Mit-
arbeit mitbringen oder willens sind und die Zeit haben, sich dies anzueignen. Zum
Teil sind die personellen Probleme auch durch die problematische und zeitweise gar
nicht vorhandene Projektleitung bedingt. R

uckblickend zeigt sich, da unbedingt
ein Projektleiter erforderlich gewesen w

are, der von Anfang an den steten Fort-
gang des Projekts organisiert und die zentralen Entscheidungen trit und umsetzt.
Dies h

atte den Fortgang des Projekts erheblich beschleunigen k

onnen, auch, indem
zum Beispiel in der Anfangsphase die Diskussionen um Richtlinien und Methoden
verk

urzt worden w

aren. Hier konnte nur unter erheblichen Schwierigkeiten die Ver-
wendung einer Designmethode (Booch), des entsprechenden Werkzeugs (Rose) und
die Programmierrichtlinien durchgesetzt werden.

Ublicherweise sind Simulationen
f

ur Physikexperimente nach wie vor in Fortran geschrieben. Dies trit zum Beispiel
f

ur die anderen Simulationen im Rahmen von HERA-B zu (Second Level Trigger),
das ARTE Paket mit den HERA-B Detektorinformationen und auch auf die weit
verbreitete Hochenergiephysik-Simulation GEANT und zum Beispiel die komplette
Software des ALEPH-Experiments am LEP (CERN). Aus diesem Grund war ei-
nige

Uberzeugungsarbeit notwendig, um die Verwendung einer objektorientierten
Sprache mit weiterf

uhrenden Methoden und Werkzeugen zu erm

oglichen.
Das Framework wurde nach dem aktuellen Stand der Softwaretechnik entworfen
und implementiert. Insgesamt hat es sich als exibel genug erwiesen, um f

ur die ver-
schiedenen Simulationen als Basis zu dienen. F

ur alle Teile existiert eine automatisch
generierte Entwicklerdokumentation, die sich als sehr hilfreich herausgestellt hat.
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