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The Farrell-Jones conjecture says that the algebraic K-groups of a group ring can be
computed by the equivariant homology groups of a classifying space via an assembly
map. Therefore, to address this conjecture it is important to understand the definition
of K-theory, equivariant homology theory and group actions (for providing models of
classifying spaces). The thesis consists of three parts.
The first part aims to understand the definitions of algebraic K-theory. We intro-
duce a construction adding low-dimensional cells (handles) to a CW complex (manifold)
that satisfies certain low-dimensional conditions. It preserves high-dimensional homol-
ogy with appropriate coefficients. This includes as special cases Quillen’s plus con-
struction, Bousfield’s integral homology localization, Varadarajan’s existence of Moore
spaces M(G; 1), Bousfield and Kan’s partial k-completion of spaces, the existences of
high dimensional knot groups and homology spheres proved by Kervaire. We also use
the construction to get some examples for the zero-in-the-spectrum conjecture, which
give generalizations of the examples found by Farber-Weinberg and Higson-Roe-Schick.
The second part investigates the equivariant homology theory. We give a computa-
tion of equivariant homology theories over categories. This generalizes both Arlettaz’s
result for generalized homology theory and Lu¨ck’s rational computation of Chern char-
acters for equivariant K-theory. Some applications to algebraic K-theory are obtained
as well. We prove that for a fixed group, there is an injection of the homology groups
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of the group into the algebraic K-groups of the group ring, after tensoring with some
subring of rationals.
The third part studies matrix group actions on CAT(0) spaces and manifolds. It is
shown that matrix groups can only act trivially on low-dimensional spheres and that ma-
trix group actions on low-dimensional CAT(0) spaces always have a global fixed point.
These results give generalizations of results obtained by Bridson-Vogtmann and Pawani
concerning special linear group actions on spheres and of results obtained by Farb con-
cerning Chevalley group actions on CAT(0) spaces. As applications to low-dimensional
representations, we show that there are no non-trivial group homomorphisms from ma-
trix groups to low-sized matrix groups for some rings.
Chapter 1
Introduction
Although algebraic K-groups have been defined for more than forty years, it is still
hard to make a computation of these groups for a specific ring. Algebraic K-theory
of group rings is of particular interest for its many applications, such as Wall’s finite-
ness obstruction, Whitehead torsion for an obstruction of simple homotopy equivalence,
s-cobordism of manifolds (cf. [90]), the Berrick-Chatterji-Mislin reformulation of the
Bass conjecture in terms of idempotent maps of manifolds (cf. [15]), etc. Let G be a
group and R an associative ring. The Farrell-Jones conjecture says that the algebraic
K-groups K∗(R[G]) of the group ring R[G] can be computed by the equivariant homolo-
gy group HG∗ (Evcyc(G);K) via an assembly map. This conjecture can imply many other
conjectures in algebra, topology and geometry, such as idempotent conjecture, Bass con-
jecture, Borel conjecture and so on (for more details, see Lu¨ck and Reich’s survey article
[70] and the book of Mislin and Valette [81]). In order to give a precise formulation of
this conjecture, we need to know the definitions of algebraic K-theory. Even though the
lower algebraic K-theory (for example, K0,K1,K2) can be defined in a purely algebraic
way, it is hard to define the higher algebraic K-theory. The first successful approach is
Quillen’s plus construction. Later on, there are also other approaches, such as Quillen’s
Q-construction, Waldhausen’s s-construction and so on (see Weibel’s textbook [103] for
1
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more details on such constructions). In the first part of this thesis, we give a general-
ization of Quillen’s plus construction. In the second part, the assembly map between
equivariant homology and algebraic K-theory is studied. In the last part, we study
matrix group actions on CAT(0) spaces and manifolds.
1.1 Generalized Quillen’s plus constructions
For a group G, let [G,G] denote the commutator subgroup generated by elements of the
form [a, b] = aba−1b−1 for a, b ∈ G. Let X be a CW complex with fundamental group
pi and P a perfect normal subgroup of pi, i.e., P = [P, P ]. Quillen [87] shows that there
exists a CW complex X+P with fundamental group pi1(X
+
P ) = pi/P and an inclusion
f : X → X+P such that
Hn(X; f∗M) ∼= Hn(X+P ;M)
for any integer n and local coefficient system M over X+P . The space X
+
P is unique up
to homotopy equivalence and we call X+P the plus-construction of X with respect to P .
The plus-construction can be used to define algebraic K-theory, as follows. Let R be a
unital associative ring with the n-th general linear group
GLn(R) = {A ∈Mn(R) | ∃B ∈Mn(R) such thatAB = BA = In}.
For an element r ∈ R, let eij(r) be the matrix with r in the (i, j)-th position and zeros
elsewhere. Suppose that En(R) is the subgroup of GLn(R) generated by elementary
matrices In + eij(r). For a matrix A ∈ GLn(R), the matrix diag(A, 1) ∈ GLn+1(R).
In this way, we view GLn(R) as a subgroup of GLn+1(R). Let GL(R) = ∪nGLn(R).
Then E(R) = ∪nEn(R) is the maximum perfect normal subgroup of GL(R) (for more
details, see Section 4.2.1). For the classifying space BGL(R), let BGL(R)+ denote
its plus-construction with respect to E(R). The algebraic K-groups are defined as
Ki(R) = pii(K0(R)×BGL(R)+) (i ≥ 0).
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While the plus-construction preserves all ordinary homology with coefficients, there
is a Bousfield localization preserving homology groups for each generalized homology
theory. More precisely, let Ho be the pointed homotopy category of CW complex-
es. Bousfield [17] shows that each generalized homology theory h∗ determines an h∗-
localization functor E : Ho → Ho and a natural transformation η : Id → E with the
universal property that ηX : X → EX is the terminal h∗-homology equivalence going
out of E, i.e.,
(i) ηX : X → EX induces h∗(X) ∼= h∗(EX), and
(ii) for any map f : X → Y ∈ Ho inducing h∗(X) ∼= h∗(Y ), there is a unique map
r : Y → EX ∈ Ho such that rf = ηX .
For ordinary homology theory HZ with Z as coefficients, Bousfield’s HZ-localization
XHZ of a space X is homotopy equivalent to the localization of X with respect to a map
of classifying spaces Bf : BF1 → BF2 induced by a certain homomorphism f : F1 → F2
of free groups (cf. [38, 39]). This shows that a space X is HZ-local if and only if
the induced map Bf∗ : map(BF2, X)→map(BF1, X) is a weak homotopy equivalence.
Rodr´ıguez and Scevenels [89] show that there is a construction that kills the intersection
of the transfinite lower central series of its fundamental group, while leaving the integral
homology of a space unchanged. Moreover, this is the maximal subgroup that can be
killed out of the fundamental group without changing the integral homology groups of
a space. For more information on HZ-localization and homology equivalence with other
coefficients, see [14, 18, 19, 78, 80] and references therein.
The plus-construction has some common features with the construction of Moore
spaces in [99]. Given an integer n ≥ 1 and a group G (abelian if n ≥ 2), a Moore
space M(G,n) is a CW complex X such that the homotopy group pij(X) = 0 for j < n,
pin(X) = G and the homology group Hi(X;Z) = 0 for each i > n. For n ≥ 2, such a
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space always exists. For n = 1, Varadarajan [99] proves that there exists a Moore space
M(G, 1) if and only if the second homology group H2(G;Z) = 0.
Let k be the finite ring Z/p for some prime p or k ⊆ Q a subring of the rationals.
For a space X, let Ppi1(X) be the largest subgroup of pi1(X) for which H1(Ppi1(X); k) =
0. Bousfield and Kan [20] show that there exists a space Ck(X), which is called the
partial k-completion of X, and a map φ : X → Ck(X) such that the fundamental
group pi1(C
k(X)) = pi1(X)/Ppi1(X) and for each integer q ≥ 0 the map φ induces an
isomorphism Hq(X; k[pi/P ]) ∼= Hq(Ck(X); k[pi/P ]). Here k[pi/P ] is the group ring over
k of pi/P.
The zero-in-the-spectrum conjecture goes back to Gromov. He asks, for a closed,
aspherical, connected and oriented Riemannian manifold M, whether there always exists
some p ≥ 0, such that zero belongs to the spectrum of the Laplace-Beltrami operator
∆p acting on the square integrable p-forms on the universal covering M˜ of M. If the
condition that M is aspherical is dropped, Farber and Weinberger [47] show that the
conjecture is not true. Let G be a finitely presented group satisfying Hi(G;C
∗
r (G)) = 0
(i = 0, 1, 2). Higson, Roe and Schick [58] show that if M is not required to be aspherical,
then there always exists a finite CW complex Y with pi1(Y ) = G such that Y is a
counterexample to the conjecture.
In this thesis, we provide a more general construction to preserve homology theories.
In order to state the result clearly, we have to introduce the notion of a (finitely, resp.)
G-dense ring (for details, see Definition 2.1.1). Any G-dense ring is finitely G-dense.
Examples of finitely G-dense rings include the real reduced group C∗-algebra C∗R(G),
the real group von Neumann algebra NRG, the real Banach algebra l1R(G), and so on (I
thank Professor T. Schick for noting a gap in a previous claim that C∗R(G) is G-dense).
Examples of G-dense rings include the rings k = Z/p for a prime number p and k ⊆ Q
a subring of the rationals (with trivial G-action), the group ring k[G], and so on.
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Conventions. Let pi and G be two groups. Suppose that R is a Z[G]-module and
BG,Bpi are classifying spaces. For a group homomorphism α : pi → G, we will denote
by H1(G, pi;R) the relative homology group H1(BG,Bpi;R) with coefficients R. In this
section and Chapter 2, all spaces are assumed to be connected spaces and all manifolds
are assumed to be connected smooth manifolds, unless otherwise stated.
Theorem A. Assume that G is a group and (R,φ) is a (finitely, resp.) G-dense ring.
Let X be a (finite, resp.) CW complex with fundamental group pi = pi1(X). Suppose
that α : pi → G is a group homomorphism (between finitely presented groups, resp.) such
that
H1(α) : H1(pi;R)→ H1(G;R) is injective, and
H2(α) : H2(pi;R)→ H2(G;R) is surjective.
Assume either that R is a principal ideal domain or that the relative homology group
H1(G, pi;R) is a stably free R-module. Then there exist a (finite, resp.) CW complex Y
and an inclusion g : X → Y with the following properties:
(i) Y is obtained from X by adding 1-cells, 2-cells and 3-cells, such that
(ii) pi1(Y ) ∼= G and pi1(g) ∼= α : pi1(X)→ pi1(Y ), and
(iii) for any q ≥ 2 the map g induces an isomorphism
g∗ : Hq(X;R)
∼=→ Hq(Y ;R). (1)
Theorem A has many consequences, including the following.
(1) α surjective.
• When R = Z and kerα is perfect, Quillen’s plus-construction is a special case of
this theorem (see Proposition 2.3.2).
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• When R = Z, we obtain the result of Rodr´ıguez and Scevenels [89] on Bousfield
integral localization (cf. Corollary 2.3.3).
• When k = Z/p or k ⊆ Q a subring of the rationals and R = k[G], the theorem
yields the partial k-completion of Bousfield and Kan [20] (see Corollary 2.3.6).
(2) pi = 1.
• When R = Z, we obtain in Corollary 2.3.4 the existence of the Moore space
M(G, 1), which was first proved by Varadarajan in [99].
• When R = C∗R(G), the theorem yields the results obtained by Farber-Weinberger
[47] and Higson-Roe-Schick [58] on the zero-in-the-spectrum conjecture ( see Corol-
lary 2.3.9).
There is a manifold version of Theorem A, as follows.
Theorem B. Assume that G is a group and (R,φ) is a finitely G-dense ring. Let X be
a connected n-dimensional (n ≥ 5) closed orientable manifold with fundamental group
pi = pi1(X). Assume that α : pi → G is a group homomorphism of finitely presented
groups such that the image α(pi) is finitely presented and that
H1(α) : H1(pi;R)→ H1(G;R) is injective, and
H2(α) : H2(pi;R)→ H2(G;R) is surjective.
Suppose either that R is a principal ideal domain or that the relative homology group
H1(G, pi;R) is a stably free R-module. When 2 is not invertible in R, suppose that the
manifold M is a spin manifold. Then there exists a closed R-orientable manifold Y with
the following properties:
(i) Y is obtained from X by attaching 1-handles, 2-handles and 3-handles, such that
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(ii) pi1(Y ) ∼= G and the inclusion map g : X → W, the cobordism between X and Y ,
induces the same fundamental group homomorphism as α, and
(iii) for any integer q ≥ 2 the map g induces an isomorphism of R-modules
g∗ : Hq(X;R)
∼=→ Hq(W ;R). (1)
Theorem B has the following applications.
(1) α surjective.
• When kerα is perfect and R = Z[G] the group ring, this is Quillen’s plus construc-
tion with handles, which is obtained by Hausmann [55] and [56] (see Corollary
2.3.11).
• When kerα is strongly L′-perfect and R = Z[G/L], Theorem B implies the exis-
tence of (mod L)-one-sided h-cobordism obtained by Guilbault and Tinsley [50, 51]
(see Corollary 2.3.12).
(2) pi = 1 (α injective).
• WhenX = Sn (n ≥ 5), R = Z andG a superperfect group, Theorem B recovers the
existence of homology spheres, which is obtained by Kervaire [66] (see Corollary
2.3.15).
• When X = Sn (n ≥ 5), R = Z and H1(G) = Z, H2(G) = 0, Theorem B recovers
the existence higher-dimensional knots, which is obtained by Kervaire [65] (see
and Corollary 2.3.16).
• When X = Sn (n ≥ 6) and R = C∗R(G), the theorem yields the results obtained
by Farber-Weinberger [47] and Higson-Roe-Schick [58] on the zero-in-the-spectrum
conjecture (see Corollary 2.3.9).
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1.2 Assembly maps and isomorphism conjectures
Let h∗ be a generalized homology theory and H∗ the ordinary homology theory. A












This result is improved by Arlettaz [5] as follows. Assume that the homology theory
h∗ is bounded below, i.e. there exists an integer N such that hi(pt) = 0 for any integer
i ≤ N. Let n be a positive integer. Then there exists a positive integer Mn depending

















The integer Mn can be determined explicitly.
Lu¨ck [68] gives an equivariant version of the classical result, which shows that the
proper rational equivariant homology group can be computed by the rational Bredon
homology groups. More precisely, assume that R is a commutative ring with Q ⊆
R. Let G be a group and OrG(F) the orbit category of G with respect to a family
F of subgroups. Denote by HOrG(F)∗ (−) the Bredon homology theory. Let h?∗ be a
proper equivariant homology theory with values in R-modules and F the family of finite
subgroups. Under some conditions, for any proper G-CW complex X and each positive















In this section, we will make a computation of equivariant homology theories over
small categories. Let C be a small category and h∗ a generalized homology theory defined
for pairs of C-CW-complexes. Assume that the homology theory h∗ is defined in terms
1.2. ASSEMBLY MAPS AND ISOMORPHISM CONJECTURES 9
of a C-spectrum E. For each integer i, denote by hi(C/?) the C-module defined by the
functor
C → Ab, c 7→ hi(morC(−, c)).
Assume that the homology theory h∗ is defined in terms of a C-spectrum E and there
exists an integer N such that pii(E(c)) = 0 for any object c ∈ C and any integer i < N.
For a real number r, denote by [r] the integral part. Suppose that Rn,N is a commutative
ring containing the subring Z[ 1
[n+3−N2 ]!
] of rationals, which is obtained from Z by inverting
the integer [n+3−N2 ]!. Denote by H
C∗ (−) the Bredon homology over C. Our main result
is the following.





such that for each C-CW complex X , the map ϕn,N induces a natural isomorphism










Theorem C has the following applications. When the category C is trivial, i.e. a cat-
egory with only one object and the only morphism is the identity, this is Arlettaz’s result
in [5] concerning non-equivariant generalized homology theories. When the category C
is the orbit category OrG(F) for some group G and the family F of finite subgroups, we
obtain a result of Lu¨ck [68] as a special case of the following corollary.
Corollary 1.2.1. Let h∗ be a generalized homology theory defined for pairs of C-CW
complexes. Suppose that R is a commutative ring containing the rationals Q. Then
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Similarly, we can consider equivariant cohomology theories over small categories.
Some similar results are obtained in Section 3.3.2, which contains as special case an
equivariant cohomological Chern characters established by Lu¨ck in [68].
We now give applications of Theorem C to computations of algebraic K-theory
of group rings. Let G be a group. It is not hard to see that there is an injection
H0(G;Z) ∼= Z→ K0(Z[G]) given by [n] 7→ [(ZG)n]. It is also well-known that K1(Z[G])
contains a copy H1(G;Z) (cf. Lemma 1.2 in [71]). As an application of equivariant
homological Chern characters to algebraic K-theory, we get the following theorem. This
gives higher-dimensional relations between homology of groups and algebraic K-theory
of the integral group rings.





], which is the subring of the rationals Q generated by
1
[n+32 ]!




















We now consider rational and complex computations of algebraic K-theory of group
rings. A classical result (for example Proposition 6.3.24 (page 366) of [90]) says that for





For a group G, let con(G) be the set of conjugacy classes of G. Matthey [76] proves that







Denote by (FCyc) the isomorphism classes of finite cyclic groups. Lu¨ck and Reich [70]
generalize this to the rational case. They prove that for each integer n ≥ 0 there is an
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As another application of equivariant homological Chern characters in Theorem C to
algebraic K-theory, we get the following theorem, which is an improvement of the result
of Lu¨ck and Reich [70].
Theorem E. Let G be a group. For each integer n, denote by Sn the union of the
sets {[n+32 ]!} ∪ {k!|k is the order of some finite subgroup of G} and Z[ 1Sn ] the subring of
rationals Q generated by 〈1
s
|s ∈ Sn〉. Assume either that the Farrell-Jones conjecture is
true for G over ring Q or that for each cyclic group C, the change-of-coefficients map
Hn(NG(C);Z[ 1Sn ])→ Hn(NG(C);Q) is injective. Then there is an injection⊕
(C)∈(FCyc)




Note that the second part of this theorem does not follow from the rational injection
directly, since it is not obvious that the rational Chern character is induced from the
one with Z[ 1Sn ]-coefficients.
1.3 Matrix group actions on CAT(0) spaces and manifolds
In this section, we study group actions on CAT(0) spaces and manifolds. Recall from
Farb [44] that for an integer n ≥ 1, a group G is said to have property FAn if any
isometric G-action on any n-dimensional CAT(0) cell complex X has a global fixed
point. The property FA1 is Serre’s property FA. If a group G has property FAn then it
has property FAm for all m < n. Farb [44] proves that when a reduced, irreducible root
system Φ has rank r ≥ 2 and R is a finitely generated commutative ring, the elementary
subgroup E(Φ, R) of the Chevalley group G(Φ, R) has property FAr−1. This gives a
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generalization of a result obtained by Fukunaga [49] concerning groups acting on trees.
The group actions on CAT(0) spaces and property FAn have also been studied by some
other authors. For example, Bridson [23, 24] proves that the mapping class group of a
closed orientable surface of genus g has property FAg−1. The group action on CAT(0)
spaces of automorphism groups of free groups is studied by Bridson [25]. Barnhill [12]
considers the property FAn for Coxeter groups.
In this section, we prove the property FAn for matrix groups over any ring (not
necessary commutative). Unless otherwise stated we assume that a ring is an associative
ring with identity. Let R be such a ring and n ≥ 3 an integer. Recall the definition of the
elementary group En(R) generated by elementary matrices and the unitary elementary
group EU2n(R,Λ) generated by elementary unitary matrices from Section 4.2.1. When
R is a ring of integers in a number field and n ≥ 3, the group En(R) is the special linear
group SLn(R). For different choices of parameters Λ, the group EU2n(R,Λ) contains as
special cases the elementary symplectic groups, the elementary orthogonal groups and
the elementary unitary groups. Our first result is the following.
Theorem F. Let R be any finitely generated ring and n ≥ 3 an integer. Suppose that
En(R) (resp., EU2n(R,Λ)) is the matrix group generated by all elementary matrices
(resp., elementary unitary matrices). Then the group En(R) (resp., EU2n(R,Λ)) has
property FAn−2 (resp., FAn−1).
When R is commutative, Theorem F recovers partially the results obtained by Far-
b [44] for Chevalley groups. The dimension in Theorem F is sharp, since the group
SLn(Z[1/p]) acts without a global fixed point on the affine building associated to SLn(Qp)
and this building is an (n− 1)-dimensional, nonpositively curved simplicial complex.
Remark 1.3.1. It should be noted that for any integer n ≥ 3 and any finitely generated
associative ring R, the elementary group En(R) has Kazhdan’s property (T ) (cf. Ershov
and Jaikin-Zapirain [42]). It is proved by Watatani [2] that a group with Kazhdan’s
1.3. MATRIX GROUP ACTIONS ON CAT(0) SPACES AND MANIFOLDS 13
property (T ) has Serre’s property FA. This implies that En(R) has property FA. The
property FAn−2 of En(R) obtained in Theorem F can be viewed as a higher dimensional
generalization of Serre’s property FA for Kazhdan’s groups. However, it is not clear that
whether every unitary elementary group EU2n(R,Λ) also has Kazhdan’s property (T )
(for property (T ) of groups defined by roots, see Ershov, Jaikin-Zapirain and Kassabov
[43]).
We consider property FAd for general linear groups GLn(R) over a general ring R.
For this, we have to introduce notions of K-groups K1(R), KU1(R,Λ), the stable range
sr(R) and the unitary stable range Λsr(R,Λ). The stable range is not bigger than most
other famous dimensions of rings, e.g. absolute stable range, 1+ Krull dimension, 1+
maximal spectrum dimension, 1+ Bass-Serre dimension. When R is a Dedekind domain,
the stable range sr(R) ≤ 2. When G is a finite group and Z[G] the integral group ring,
the stable range sr(Z[G]) ≤ 2 (for details, see Section 4.2.2). The next theorem gives a
criterion when the general linear group GLn(R) has property FAd.
Theorem G. (i) Let R be a finitely generated ring with finite stable range d = sr(R).
Suppose that n ≥ d + 1 and the K-group K1(R) has property FAn−2 (e.g. K1(R)
is finite). Then the general linear group GLn(R) has property FAn−2.
(ii) Let (R,Λ) be a form ring over a finitely generated ring R with a finite Λ-stable
range d = Λsr(R). Suppose that n ≥ d+1 and the K-group KU1(R,Λ) has property
FAn−1 (e.g. KU1(R) is finite). Then the unitary group U2n(R,Λ) has property
FAn−1.
Note that the stable range of a ring A of integers in a number field is 2 and the
group K1(A) is A
∗, the group of invertible elements in A (cf. 11.37 in [73]). According
to Theorem G, for any ring A of integers in a number field with A∗ finite and n ≥ 3,
the general linear group GLn(A) has property FAn−2. Let G be a finite group and Z[G]
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the integral group ring over G. As a corollary to Theorem G, we get a criterion when
the general linear group GLn(Z[G]) has property FAn−2.
Corollary 1.3.1. Suppose that G is a finite group with the same number of irreducible
real representations and irreducible rational representations. Then K1(Z[G]) is finite
and for any integer n ≥ 3, the general linear group GLn(Z[G]) has property FAn−2.
For example, when G is any symmetric group (cf. page 14 in [85]) and n ≥ 3, the
general linear group GLn(Z[G]) has property FAn−2.
We consider the stable elementary groups E(R) and EU(R,Λ) acting on a locally
finite CAT(0) cell complex. Recall from Section 4.2.1 that the stable elementary group
E(R) is a direct limit of En(R) (n ≥ 2) and similarly the stable elementary unitary group
EU(R,Λ) is a direct limit of EU2n(R,Λ) (n ≥ 2). The following result is obtained:
Proposition 1.3.2. Let R be any finitely generated ring. Then any simplicial isometric
action of E(R) or EU(R,Λ) on a uniformly locally finite CAT(0) cell complex is trivial.
When R = Z (so E(R) = SL(Z)), this is a result proved by Chatterji and Kassabov
(cf. Corollary 4.5 in [32]).
We now consider group actions on manifolds. The following conjecture from Farb
and Shalen [45], is related to Zimmer’s program which is trying to understand group
actions on compact manifolds (see [107, 108] or the survey article [48]). This conjecture
says that the special linear group SLn(Z) can only act on lower dimensional compact
manifolds in a very rigid or constrained way.
Conjecture 1.3.3. Any smooth action of a finite-index subgroup of SLn(Z), where
n > 2, on an r-dimensional compact manifold M factors through a finite group action
if r < n− 1.
Parwani [86] considers this conjecture for the group SLn(Z) itself and M a sphere.
The idea is to use the theory of compact transformation groups to show that some
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sufficiently large finite subgroups cannot act effectively on M , and then to use the
Margulis finiteness theorem to show that any SLn(Z)-action on M must be finite. Such
techniques are also used several times by several other authors, e.g. the proof of trivial
actions of SLn(Z) on tori by Weinberger in [104], the proof of the trivial action of the
stable group SL(Z) on compact manifolds by Weinberger in [105] (Proposition 1), the
proof of trivial actions of SLn(Z) on small finite sets by Chatterji and Kassabov in [32]
(Lemma 4.2) and so on. Zimmermann [107] actually proves that any smooth action
of SLn(Z) on small spheres is trivial. It is natural to consider other kinds of group
actions on compact manifolds. Zimmermann [110] proves a similar trivial action of the
symplectic group Sp2n(Z). The group action of Aut(Fn), the automorphism group of a
free group, on spheres and acyclic manifolds is considered by Bridson and Vogtmann [28]
and similar trivial-action results are obtained. More precisely, they show that for n ≥ 3
and d < n−1, any action of the special automorphism group SAut(Fn) on a generalized
d-sphere over Z2 or a (d+1)-dimensional Z2-acyclic homology manifold over Z2 is trivial.
Hence the group Aut(Fn) can act only via the determinant map det : Aut(Fn) → Z2.
Here, we notice that the Margulis finiteness theorem is not necessary for such a problem.
Actually, we get a much more general result for the actions of matrix groups over any
general ring, as follows.
Theorem H. Let R be any ring and n ≥ 3 be an integer. Suppose that En(R) (resp.
EU2n(R,Λ)) is the matrix group generated by all elementary matrices (resp. elementary
unitary matrices). Then we have that
(a)(i) for an integer d ≤ n−2, any action of En(R) by homeomorphisms on a generalized
d-sphere over Z2 is trivial;
(ii) for an integer d ≤ n − 1, any action of En(R) by homeomorphisms on a d-
dimensional Z2-acyclic homology manifold (i.e. having the Z2-homology of a point)
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is trivial.
(b)(i) for an integer d ≤ n − 2 when n is even or d ≤ n − 3 when n is odd, any action
of En(R) by homeomorphisms on a generalized d-sphere over Z3 is trivial;
(ii) for an integer d ≤ n − 1 when n is even or d ≤ n − 2 when n is odd, any action
of En(R) by homeomorphisms on a d-dimensional Z3-acyclic homology manifold
(i.e. having the Z3-homology of a point) is trivial.
(c) The statements (a) and (b) also hold for EU2n(R,Λ) instead of En(R).
When the ring R = Z and En(R) = SLn(Z), the above theorem recovers the results
obtained by Bridson-Vogtmann [28], Parwani [86] and Zimmermann [109] for smooth
actions. The dimensions in (a) and those in (b) with even n of Theorem H are sharp,
since the group SLn(Z) = En(Z) (n ≥ 3) can act nontrivially on the standard sphere
Sn−1 and the Euclidean space Rn. If the parameter Λ in the definition of form ring
(R,Λ) contains the identity 1 ∈ R, we get an improvement of Theorem H as follows.
Theorem I. Let (R,Λ) be a form ring. Suppose that 1 ∈ Λ. Then we have that
(i) for an integer d ≤ 2n − 2, any action of EU2n(R,Λ) by homeomorphisms on a
generalized d-sphere over Z3 is trivial;
(ii) for an integer d ≤ 2n − 1, any action of EU2n(R,Λ) by homeomorphisms on a
d-dimensional Z3-acyclic homology manifold (i.e. having the Z3-homology of a
point) is trivial.
When the ring R = Z and EU2n(R,Λ) = Sp2n(Z), the above theorem recovers
a result obtained by Zimmermann in [110]. Considering the nontrivial actions of the
symplectic group Sp2n(Z) on S2n−1 and R2n, we see that the dimensions in Theorem I
are sharp.
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We consider some applications of the above results in this section. As motivations,
we make the following conjecture.
Conjecture 1.3.4. Let R be a ring and n > 2 an integer. Then there is no nontrivial
group homomorphism
En(R)→ En−1(R).
As the representations of groups with property FAn are quite constrained, we get
that for integers k ≥ n the elementary group Ek+1(R) and the unitary elementary
group EU2k(R,Λ) are groups of integral n-representation type as follows. This theory
was introduced and studied by Bass [11]. When the second ring R in Conjecture 1.3.4
is a field, we have the following.
Corollary 1.3.5. Let R be a finitely generated ring and an integer n ≥ 2. For an
integer k ≥ n, let Γ be the elementary group Ek+1(R) or the unitary elementary group
EU2k(R,Λ) (for EU2k(R,Λ), we assume that k ≥ max{n, 3}). Let ρ : Γ → GLn(K) be
any representation of degree n over a field K. Then
(i) the eigenvalues of each of the matrices in ρ(Γ) are integral. In particular they are
algebraic integers if the characteristic char(K) = 0 and are roots of unity if the
characteristic char(K) > 0; and
(ii) for any algebraically closed field K, there are only finitely many conjugacy classes
of irreducible representations of Γ into GLn(K).
As an application of Theorem A and Theorem I, the following result shows that
Conjecture 1.3.4 is true when the second ring is a subring of the real numbers R.
Corollary 1.3.6. Let R be a finitely generated ring and S a finitely generated commu-
tative ring. Assume that A is a subring of the real numbers R and n ≥ 3. Then
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(i) any group homomorphism
En(R)→ En−1(A)
is trivial;
(ii) any group homomorphism
Sp2n(S)→ Sp2(n−1)(A)
is trivial.
As an easy corollary of Theorem H and Theorem I, we see that the group E(R)
or EU(R,Λ) cannot act nontrivially by homeomorphisms on any generalized d-sphere
or Z2-acyclic homology manifold. Actually, on any compact manifold, the following
theorem shows that there are no nontrivial actions of E(R) and EU(R,Λ).
Theorem J. Let R be any ring, E(R) and EU(R,Λ) the stable elementary and uni-
tary elementary groups. Then the group E(R) or EU(R,Λ) does not act topologically,
nontrivially, on any compact manifold, or indeed on any manifold whose homology with
coefficients in a field of positive characteristic is finitely generated.
When R = Z and E(R) = SL(Z), Theorem J is Proposition 1 in [105].
1.4 Organization of the thesis
The thesis consists of three parts. As shown in the title, we will study a generalized
plus construction, the equivariant homology in assembly map and matrix group actions
on CAT(0) spaces and manifolds.
In Chapter 2, we introduce generalized plus constructions for both CW complexes
and manifolds. The results are stated in terms of G-dense rings, whose properties
are studied in Section 2.1.1. For different choices of G-dense rings, we can recover
some results on Quillen’s plus construction, Bousfield integral localization, Moore space,
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homology spheres, higher-dimensional knots and the zero-in-the-spectrum conjecture
(see Section 2.3).
In Chapter 3, we give a computation of equivariant homology theories over categories
using Postnikov invariants of spectra. This generalizes both the non-equivariant case
proved by Arlettaz and the equivariant K-theory over the orbit category of a group
proved by Lu¨ck. As applications, we show that the homology of a group can be mapped
injectively into the algebraic K-group of the group ring after tensoring with a subring
of the rationals (see Section 3.5).
In Chapter 4, we study matrix group actions on CAT(0) spaces and homology spheres
and acyclic manifolds. After introducing some basic facts on CAT(0) spaces, homology
manifolds (see Section 4.1) and matrix groups (see Section 4.2), we will prove that
any matrix group action on low-dimensional CAT(0) spaces by isometries always has
a global fixed point and that any matrix group action on low-dimensional spheres (or
acyclic manifolds) by homeomorphisms is always trivial.
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Chapter 2
Generalized plus constructions
The first aim of this chapter is to give a unified treatment of the Quillen’s plus-
construction, Rodr´ıguez and Scevenels’ work on Bousfield’s integral localization in [89],
Varadarajan’s theorem on the existence of Moore spaces in [99], the partial k-completion
of Bousfield and Kan in [20], and counterexamples to the zero-in-the-spectrum conjec-
ture by Farber and Weinberger [47], and Higson, Roe and Schick [58]. We introduce
a construction to preserve high-dimensional homology with appropriate coefficients, by
adding low-dimensional cells to a space satisfying certain low-dimensional conditions. A
manifold version of such results is also obtained. This contains as special cases Quillen’s
plus construction by handles obtained by Haussmann [55], the existence of homology
spheres and high-dimensional knot groups obtained by Kervaire [66, 65].
2.1 A generalized Quillen’s plus construction for CW com-
plexes
In this section, a more general construction on CW complexes (cf. Theorem A) is
provided to preserve homology theory. Most results in this section have been accepted
for publication (see [106]). In order to state the construction, we have to introduce the
21
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notion of a G-dense ring.
2.1.1 G-dense rings
Let G be a group. In this subsection, we introduce a kind of rings, which includes as
special cases the real reduced group C∗-algebra C∗R(G), the real group von Neumann
algebra NRG, the real Banach algebra l1R(G), k = Z/p for some prime p or k ⊆ Q a
subring of the rationals, and the group ring k[G].
Definition 2.1.1. A (finitely, resp.) G-dense ring (R,φ) is a unital ring R together
with a ring homomorphism φ : Z[G]→ R such that, when R is regarded as a left Z[G]-
module via φ, then, for any (finitely generated, resp.) right Z[G]-module M, (finitely
generated, resp.) free right R-module F and R-module surjection f : M
⊗
Z[G]R  F,
the module F has an R-basis in f(M
⊗
1).
In the definition of a finitely G-dense ring, all modules are required to be finitely
generated. It follows that a G-dense ring is a finitely G-dense ring. When φ is obvious, it
will be omitted from the notation. Some examples of G-dense rings are listed as follows.
Recall that for a group G, the space




is a Hilbert space with inner product 〈f1, f2〉 =
∑
x∈G f1(x)f2(x), where f2(x) is the
complex conjugation of f2(x). Let B(l
2(G)) be the set of all bounded linear operators
over the Hilbert space l2(G). By definition, the reduced group C∗-algebra is the com-
pletion of C[G] in B(l2(G)) with respect to the operator norm, while the group von
Neumann algebra NG is the completion of C[G] in B(l2(G)) with respect to the weak
operator topology. Similarly, we can define the real reduced group C∗-algebra C∗R(G)
and the real group von Neumann algebra NRG. The real Banach algebra l1R(G) is the
completion of the group ring R[G] with respect to the l1-norm.
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Lemma 2.1.1. The set of finitely G-dense rings contains the real reduced group C∗-
algebra C∗R(G), the real group von Neumann algebra NRG, the real Banach algebra l1R(G).
The set of G-dense rings contains the rings k = Z/p for any prime p, k ⊆ Q a subring
of the rationals (with trival G-actions), and the group rings k[G].
Proof. Let M be a right Z[G]-module, F a free right R-module and f : M
⊗
Z[G]R F
a surjection of R-modules. Choose a basis (bi)i∈S of F for some index set S. Since f is






for some xik ∈M and aik ∈ R. We prove the lemma case by case.
(i) k = Z/p for some prime p, and R = k or k[G].
The ring homomorphism φ : Z[G] → R is induced from the natural projection map







which is in the image of f(M
⊗
1).
(ii) k ⊆ Q a subring of the rationals, and R = k or k[G].
The ring homomorphism φ : Z[G] → R is induced from the natural inclusion map
Z→ k. Then we have an inclusion β : R ↪→ Q[G]. Then there exists an integer ni, which










This is in the image of f(M
⊗
1). Since ni is invertible, (nibi)i∈S is still a basis.
(iii) R = C∗R(G), l
1
R(G) or NRG.
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The ring homomorphism φ : Z[G]→ R is the natural inclusion. The proof is similar
to that of Proposition 4.4 in [58]. We just briefly repeat here. Assume R = C∗R(G),
while the other cases can be proved similarly. Choose aik ∈ C∗R(G). Since F is a finitely
generated free C∗R(G) module, there is a natural product topology on F. As the set of
all bases in F is open and the module multiplication operation
F × C∗R(G)→ F







form a new basis for F. Since the tensor is over Z[G], a similar argument as in the case
of k ⊆ Q and R = k or k[G] shows that the image of f(M⊗ 1) contains a basis.
The following lemma provides more examples of G-dense rings.
Lemma 2.1.2. Let G be a group and N a normal subgroup of G inducing the canonical
surjection ψ : Z[G]→ Z[G/N ]. Assume that (R,φ) is a G/N -dense ring. Then (R,φ◦ψ)
is G-dense.
Proof. Suppose that, for a right Z[G]-module M and a free right R-module F, there is


























as a subset of f(M
⊗
Z[G] 1).
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We now give further G-dense rings. Recall from [82, 33, 34, 67] that a ring R is
right Steinitz if R has the property that any linearly independent subset of a free right
R-module F can be extended to a basis of F . It is also known that right Steinitz rings
are precisely the right perfect local rings (cf. [82]).
Proposition 2.1.3. Let G be a group. Let R be a right Steinitz ring R and φ : Z[G]→ R
a ring homomorphism. Then R is G-dense.
Proof. Let M be a right Z[G]-module, F a free right R-module and f : M
⊗
Z[G]R F
an R-module surjection. By Theorem 1.1 in [82], any generating set of a free right R-
module F contains a basis of F . Since the set f(M
⊗
1) is a generating set of F, this
shows that R is G-dense.
Before we give an example of a ring which is not G-dense, let’s present a matrix
property of G-dense rings. For a matrix A = (aij) ∈Mn(R), denote by Ak the submatrix
spanned by the first k columns.
Proposition 2.1.4. Let G be a group and R a unital ring with invariant basis number
(IBN, cf. [73]). Assume that (R,φ) is G-dense and n is a positive integer. Then for
each integer n ≥ 1, each matrix A ∈ GLn(R) and each integer k with 1 ≤ k ≤ n, there
exists a matrix B ∈Mk×n(Z[G]) such that φ(B)Ak ∈ GLk(R).
Proof. Let n ≥ 1 be an integer. Denote by {f1, f2, . . . , fn} the standard basis of Rn. Write
the element r1f1+r2f2+ · · ·+rnfn in Rn as the vector [r1, r2, . . . , rn]. Let {e1, e2, . . . , en}









ri) = [r1, r2, . . . , rn]A. For each integer k with 1 ≤ k ≤ n, let p be the
standard projection to the first k components
p : Rn → Rk.
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As A is invertible, we have a surjection




According to the definition of G-dense rings and the assumption that R has IBN, we can
find elements x1,x2, . . . ,xk ∈ (Z[G])n such that {p◦α(φ(xi)) = φ(xi)A | i = 1, 2, . . . , k}
is a basis for Rk. Let B = [x1,x2, . . . ,xk]
T . By the definitions of α and p, we see that
the matrix φ(B)Ak is invertible.
According to Proposition 2.1.4, the following example shows that the ring of Gauss
integers Z[i] is not G-dense for the trivial group G.
Example 2.1.1. Let Z[i] be the Gauss integers. Note that the matrix 3 2− i
i+ 2 2

lies in SL2(Z[i]). However, we are not able to find two integers a, b such that 3a+(i+2)b
is invertible in Z[i], since the only units are 1,−1, i,−i. This shows that Z[i] is not G-
dense for the trivial group G.
2.1.2 Proof of Theorem A
In this subsection, we will prove Theorem A. For convenience, let’s repeat this result
first.
Theorem 2.1.5. Assume that G is a group and (R,φ) is a G-dense ring. Let X be a
CW complex with fundamental group pi = pi1(X). Assume that α : pi → G is a group
homomorphism such that
H1(α) : H1(pi;R)→ H1(G;R) is injective, and
H2(α) : H2(pi;R)→ H2(G;R) is surjective.
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Assume either that R is a principal ideal domain or that the relative homology group
H1(G, pi;R) is a stably free R-module. Then there exist a CW complex Y and an inclu-
sion g : X → Y with the following properties:
(i) Y is obtained from X by adding 1-cells, 2-cells and 3-cells, such that
(ii) pi1(Y ) ∼= G and pi1(g) ∼= α : pi1(X)→ pi1(Y ), and
(iii) for any q ≥ 2 the map g induces an isomorphism
g∗ : Hq(X;R)
∼=→ Hq(Y ;R). (1)
For the proof, we use the following lemma, which is a more general version of Hopf’s
exact sequence.
Lemma 2.1.6 (Lemma 2.2 in [58]). Let G be a group and V be a left Z[G]-module. For





V → H2(X;V )→ H2(G;V )→ 0.
Proof of Theorem A. We construct a CW complex W such that pi1(W ) = G as follows.
Let S be a set of normal generators of ker(α), i.e., ker(α) is generated by elements of
the form gsg−1 for s ∈ S and g ∈ pi. For each element in S, attach a 2-cell (D2, S1) to
X to kill the corresponding element in pi. Extend a presentation of pi/ker(α) by adding
generators and relations to a presentation of G. For each such generator (relation, resp.),
we continue to add a 1-cell ( 2-cell, resp.) to X (see 5.1 in [13] for more details). Let
W denote the resulting space.
We consider the homology groups of the pair (W,X). By Lemma 2.1.6, there is a











j2−→ H2(W ;R) j1→ H2(W,X;R)→ H1(X;R)→ H1(W ;R)
↓ j3 ↓ j5
H2(pi;R)
α∗−→ H2(G;R)
where the middle horizontal chain is the long exact sequence of homology groups for the
pair (W,X) and the two vertical lines are the exact sequences as in Lemma 2.1.6. We
have that
H1(X;R) ∼= H1(pi;R)→ H1(W ;R) ∼= H1(G;R)
is injective by assumption. This implies that j1 : H2(W ;R)→ H2(W,X;R) is surjective
in the above diagram. For any element a ∈ H2(W,X;R), choose its preimage b ∈
H2(W ;R). Since α∗ : H2(pi;R) → H2(G;R) is surjective by assumption, there exists
some element c ∈ H2(pi;R) such that α∗(c) = j5(b). Let d ∈ H2(X;R) be a preimage of
c, i.e. j3(d) = c. By the commutativity of the diagram, j5(b− j2(d)) = 0. Therefore, we
get an element e ∈ H2(W˜ )
⊗
Z[G]R such that j4(e) = b − j2(d). It can be checked that
j1 ◦ j4(e) = a. Therefore, there is a surjection




by this diagram chase.
We show that the relative homology group H2(W,X;R) can be taken to be a free
R-module. Let
0→ C2(W˜ , X˜;R) i→ C1(W˜ , X˜;R) j→ C0(W˜ , X˜;R)→ 0
be the chain of relative complexes (for details, see Section 2.3.5). Since
H0(X;R) ∼= R/〈α(g)x− x | g ∈ pi, x ∈ R〉 → H0(W ;R) ∼= R/〈gx− x | g ∈ G, x ∈ R〉
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is surjective, H0(W,X;R) = 0. Therefore, the following sequences
0 → H2(W,X;R)→ C2(W˜ , X˜;R)→ Imi→ 0;
0 → Imi→ ker j → H1(W,X;R)→ 0;
0 → ker j → C1(W˜ , X˜;R)→ C0(W˜ , X˜;R)→ 0
are exact. When R is a principal ideal domain, the relative homology group H2(W,X;R)
is always a free R-module, viewed as a submodule of the free module C2(W˜ , X˜;R). When
R is not a principal ideal domain, H1(W,X;R) = H1(G, pi;R) is a stably free R-module
by assumption. According to the exact sequences above, H2(W,X;R) is also stably
free as an R-module. By wedging W with some 2-spheres, which does not change the
fundamental group G, we can further assume that H2(W,X;R) is a free R-module.
Since H2(W˜ )
⊗
Z[G]R → H2(W,X;R) is surjective and H2(W,X;R) is a free R-
module, by the definition ofG-dense rings we have a set S of elements in pi2(W ) = H2(W˜ )
whose image forms a basis for H2(W,X;R). Then there are maps bλ : S
2
λ → W with
λ ∈ S such that for all q ≥ 2, the composition of maps
Hq(∨λ∈SS2λ;R)→ Hq(W ;R)→ Hq(W,X;R)
is an isomorphism. For each such λ, attach a 3-cell (D3, S2) to W along bλ. Let Y




is a pushout diagram. By the van Kampen theorem, the fundamental group of Y
is still G. Denoting by H∗(−) the homology groups H∗(−;R), we have the following
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commutative diagram:
· · · → H3(∨D3,∨S2) → H2(∨S2,pt) → H2(∨D3,pt) → H2(∨D3,∨S2)
↓ ↓ ↓ ↓
· · · → H3(Y,W ) → H2(W,X) → H2(Y,X) → H2(Y,W ).
By a five lemma argument, for any q ≥ 2 the relative homology group Hq(Y,X;R) = 0,
which shows that Hq(X;R) ∼= Hq(Y ;R).
2.2 The manifold version
The aim of this section is to get a manifold version of the generalized plus construction
(cf. Theorem A) for CW complexes proved in the previous section. As applications, we
give a unified approach to the plus construction with handles of Hausmann in [55], the
existence of homology spheres of Kervaire in [66] and the existence of higher-dimensional
knots of Kervaire in [65] (see the next section for more details on applications). First,
we briefly review these existing works.
Let M be a n-dimensional (n ≥ 5) closed manifold with fundamental group pi1(M) =
H. Suppose that Φ : H → pi is a surjective group homomorphism of finitely presented
groups with the kernel ker Φ a perfect subgroup. Hausmann shows that Quillen’s plus
construction with respect to ker Φ can by made by adding finitely many two and three
handles to M × 1 ⊂ M × [0, 1] (cf. Section 3 in [55] and Definition of ϕ1 on page 115
in [56]). The resulted cobordism (W,M,M ′) has W and M ′ the homotopy type of the
Quillen plus construction M+.
An n-dimensional homological sphere is a closed manifold M having the homology
groups of the n-sphere, i.e. H∗(M) ∼= H∗(Sn). Let pi be a finitely presented group and
n ≥ 5. Kervaire shows that there exists an n-dimensional homology sphere M with
pi1(M) = pi if and only if the homology groups satisfy H1(pi;Z) = H2(pi;Z) = 0.
This section is organized as follows. In Subsection 2.2.1, we introduce some basic
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facts about surgery theory, Poincare´ duality with coefficients and one-sided homology
cobordism. The main theorem is proved in Section 2.2.2.
2.2.1 Preliminary results and basic facts
Basic facts on surgery
The proof of Theorem B is based on some facts in surgery theory. The following defini-
tion and lemmas can be found in [88].
Definition 2.2.1. Given an n-manifold M and an embedding Si ×Dn−i ⊂ M (−1 ≤
i ≤ n) define the n-manifold M ′ = (M − Si ×Dn−i) ∪Di+1 × Sn−i−1 obtained from M
by an i-surgery. The trace of the surgery on Si ×Dn−i ⊂M is the (n+ 1)-dimensional
cobordism (W ;M,M ′) obtained from M × [0, 1] by attaching an (i + 1)-handle W =
M × [0, 1] ∪Si×Dn−i×1 Di+1 ×Dn−i.
The following lemma gives homotopy relations between the surgery trace and the
manifolds.
Lemma 2.2.1. Let M,M ′ and W be the manifolds defined in Definition 2.2.1. There
are homotopy equivalences
M ∪ ei+1 'W 'M ′ ∪ en−i,
where attaching maps are induced by embedding of handles.
For a manifold M , denote by w(M) the first Stiefel-Whitney class of the tangent
bundle over M . The following lemma is Proposition 4.24 in [88].
Lemma 2.2.2. Let (W ;M,M ′) be the trace of an n-surgery on an m-dimensional man-
ifold M killing x ∈ Hn(M).
1) If 1 ≤ n ≤ m − 2, then W and M ′ have the same orientation type as M (which
means that M ′ is orientable iff M is orientable).
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2) If n = m− 1 and M is orientable, so are M ′ and W.
3) If n = m − 1 and M is nonorientable, then M ′ is orientable if and only if
x = w(M) ∈ Hm−1(M ;Z2) = H1(M ;Z2).
4) If n = 0 and M is nonorientable, then so are W and M ′.
Poincare´ duality with coefficients
In this subsection, we collect some facts about the Poincare´ duality with coefficients.
For more details, see Chapter 2 of Wall’s book [101]. Let X be a finite CW complex with
a universal covering space X˜. Denote by C∗(X˜) the cellular chain complex of X and
by C∗(X˜) the chain complex HomZpi1(X)(C∗(X˜),Zpi1(X)). We call a finite CW complex
X a simple Poincare´ complex if for some positive integer n and a representative cycle
ξ ∈ Cn(X˜)
⊗
Zpi1(X) Z, the cap product induces a chain homotopy equivalence
ξ∩ : C∗(X˜)→ Cn−∗(X˜)
and the Whitehead torsion is vanishing. Similarly, we can define Poincare´ pairs (Y,X)
by a simple homotopy equivalence
ξ∩ : C∗(Y˜ )→ Cn−∗(Y˜ , X˜).
When X is an n-dimensional closed manifold, X is a simple Poincare´ complex of formal
dimension n. When X is a compact manifold with boundary ∂X, the pair (X, ∂X) is a
simple Poincare´ pair (cf. Theorem 2.1 on page 23 in [101]).
Lemma 2.2.3. Let M be an n-dimensional orientable compact manifold with boundary
∂M = X∪˙Y for closed manifolds X and Y. Then for any integer q ≥ 0 and any Zpi1(M)-
module R, there is an isomorphism
Hq(M,X;R)→ Hn−q(M,Y ;R).
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Proof. Since X is a Poincare´ complex and (M,X∪˙Y ) is a Poincare´ pair, the lemma can
be proved by considering the long exact homology and cohomology sequences for the
cofiber sequence of pairs
(X, ∅)→ (M,Y )→ (M,X∪˙Y )
using Poincare´ duality for X and the pair (M,X∪˙Y ). When R is commutative, this is
Theorem 3.43 of Hatcher’s textbook [54]. The proof of the general case is similar.
One-sided R-homology cobordism
Recall from [51] that a one-sided h-cobordism (W ;X,Y ) is a compact cobordism between
closed manifolds such that Y ↪→ W is a homotopy equivalence. Motivated by this, we
can define one-sided homology cobordism.
Definition 2.2.2. Let (W ;X,Y ) be a compact cobordism between closed manifolds
and R a Zpi1(W )-module. We call (W,X, Y ) a one-sided R-homology cobordism if the
inclusion Y ↪→ W induces pi1(Y )
∼=→ pi1(W ) and, for any integer q ≥ 0 an isomorphism
Hq(Y ;R) ∼= Hq(W ;R).
The following are some easy facts.
(1) When R = Z[pi1(W )], one-sided R-homology cobordism is the same as one-sided
h-cobordism.
Proof. By the Whitehead theorem, the homotopy equivalence follows from the homology
equivalence with coefficients Z[pi1(W )] and the isomorphism of fundamental groups.
(2) Let (W ;X,Y ) be a one-sided R-homology cobordism. For any integer q ≥ 0, the
inclusion map induces an isomorphism Hq(W ;R) ∼= Hq(X;R).
Proof. This follows directly from Poincare´ duality with coefficients as in the previous
subsection.
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(3) For a one-sided h-cobordism (W ;X,Y ), the inclusion map X ↪→W is a Quillen’s
plus construction.
Proof. Since Y ↪→W is a homotopy equivalence, we have that for any integer q ≥ 0, the
relative cohomology group Hq(W,Y ;Z[pi1(W )]) = 0. By Poincare´ duality, the inclusion
map X ↪→ W induces homology isomorphism with coefficients Z[pi1(W )]. According to
4.3 xi in [13], the inclusion map is then a Quillen’s plus construction.
(4) Let R be a principal ideal domain and (W,X, Y ) a one-sided R-homology cobor-
dism. Then for any integer q ≥ 0, there is an isomorphism Hq(X;R) ∼= Hq(Y ;R).
Proof. When the inclusion map Y ↪→ W induces an R-homology equivalence, it also
induces an R-cohomology equivalence by the universal coefficients theorem. By Poincare´
duality, X has the same homology as W, also as Y.
2.2.2 Proof of Theorem B
In this subsection, we will prove Theorem B. For convenience, let’s repeat it here.
Theorem 2.2.4. Assume that G is a group and (R,φ) is a finitely G-dense ring. Let
X be a connected n-dimensional (n ≥ 5) closed orientable manifold with fundamental
group pi = pi1(X). Assume that α : pi → G is a group homomorphism of finitely presented
groups such that the image α(pi) is finitely presented and
H1(α) : H1(pi;R)→ H1(G;R) is injective, and
H2(α) : H2(pi;R)→ H2(G;R) is surjective.
Suppose either that R is a principal ideal domain or that the relative homology group
H1(G, pi;R) is a stably free R-module. When 2 is not invertible in R, suppose that the
manifold M is a spin manifold. Then there exists a closed R-orientable manifold Y with
the following properties:
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(i) Y is obtained from X by attaching 1-handles, 2-handles and 3-handles, such that
(ii) pi1(Y ) ∼= G and the inclusion map g : X → W, the cobordism between X and Y ,
induces the same fundamental group homomorphism as α, and
(iii) for any integer q ≥ 2 the map g induces an isomorphism of R-modules
g∗ : Hq(X;R)
∼=→ Hq(W ;R). (2.1)
Before we give the proof, we need some facts about finitely presented groups.
Recall that a normal subgroup N of a group pi is called normally finitely generated
if there exists a finite set S ⊂ N such that N is generated by elements of the form
gsg−1 for s ∈ S and g ∈ pi. The following lemma gives an elementary characterization of
when a normal subgroup is normally finitely generated. Since it is helpful for our later
argument, we present a short proof here.
Lemma 2.2.5. Let pi be a finitely presented group and N a normal subgroup. Then N
is normally finitely generated if and only if pi/N is finitely presented.
Proof. The necessity of the condition is obvious. Conversely, choose a presentation of
pi/N with finitely many generators and finitely many relations. Let Fn be the free group
with n generators and f : Fn → pi a surjection, with normally finitely generated kernel
K. We can also assume that that the generators of Fn are mapped surjectively to the
generators of pi/N by the composition of f with the quotient map q : pi → pi/N . Here
we use the fact that the condition that a group is finitely presented does not depend
on the choice of a generator system (cf. Prop. 1.3 in [84]). Since pi/N is finitely
presented, f−1(N) is normally finitely generated. Then N = f(f−1(N)) is normally
finitely generated.
Proof of Theorem B We construct a manifold Y1 whose fundamental group pi1(Y ) = G
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as follows. Fix a finite presentation
〈x1, x2, . . . , xk|y1, y2, . . . , yl〉
of α(pi). Extend the presentation of α(pi) by generators and relations to yield a presen-
tation
〈x1, x2, . . . , xk, g1, g2, . . . gu|y1, y2, . . . , yl, r1, r2, . . . , rv〉
of G by adding some generators and relations. For adding the generators g1, g2, . . . gu,
let S0i be a copy of the 0-sphere S
0 and
f1 : qui=1S0i ×Dn → X
be an embedding with disjoint image. Add 1-handles along f1 to X. The resulting
manifold is X1 and denote by W1 the surgery trace. We can assume that the manifold
X1 is actually the connected sum X]
u
i=1S
1 × Sn−1 having the same orientation type as
X. Denote by eji a copy of j-cells indexed by i. By Lemma 2.2.1, there are homotopy
equivalences
X ∪ui=1 e1i 'W1 ' X1 ∪ui=1 eni .
According to the construction, the fundamental group of X1 is
pi1(X1) = pi ∗ F (g1, g2, . . . , gu),
the free product pi = pi1(X) and the free group of u generators. By Lemma 2.2.5, the
kernel kerα is normally generated by finitely many elements z1, z2, . . . , zp. Denote by
S the finite set {z1, z2, . . . , zp, r1, r2, . . . , rv}. Choose as usual a contractible open set
U in X1 as ”base point”. According to Whitney’s theorem, any element in pi1(X1) is
represented by an embedded 1-sphere. Since the manifold X1 is orientable, the normal
bundle of any embedded 1-sphere is trivial. For the elements in S, let S1λ be a copy of
the 1-sphere S1 and let
f2 : qλ∈SS1λ ×Dn−1 → X1
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be disjoint embeddings representing the corresponding elements in pi1(X1). Do surgery
along f2 by attaching 2-handles. The resulting manifold is X2, and denote by W2 the
surgery trace. By Lemma 2.2.1 once again, there are homotopy equivalences
X1 ∪λ∈S e2λ 'W2 ' X2 ∪λ∈S en−1λ .
Since n ≥ 4, the fundamental group of X2 is G. Let W ′ be the manifold obtained by
gluing the two traces W1 and W2 together along X1. There are homotopy equivalences
W ′ ' X ∪ui=1 e1i ∪λ∈S e2λ ' X1 ∪ui=1 eni ∪λ∈S e2λ
' X2 ∪ui=1 eni ∪λ∈S en−1λ .
This implies that the fundamental group of W ′ is also G, since n > 3.
We consider the homology groups of the pair (W ′, X). Let X˜ and W˜ ′ be the universal










j2−→ H2(W ′;R) j1→ H2(W ′, X;R)→ H1(X ′;R)→ H1(W ′;R)
↓ j3 ↓ j5
H2(pi;R)
α∗−→ H2(G;R)
where the middle horizontal chain is the long exact sequence of homology groups for the
pair (W ′, X) and the two vertical lines are the Hopf exact sequences as in Lemma 2.1.6.
Notice that
H1(X;R) ∼= H1(pi;R)→ H1(W ′;R) ∼= H1(G;R)
is injective by assumption. This implies j1 : H2(W
′;R)→ H2(W ′, X;R) is surjective in
the above diagram. Note that the map H2(α) : H2(pi;R) → H2(G;R) is surjective by
assumption. By a diagram chase (for more details, see the proof of Theorem A), there
is a surjection
j1 ◦ j4 : H2(W˜ ′)
⊗
ZG
R→ H2(W ′, X;R).
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As W˜ ′ is simply connected, the homology group H2(W˜ ′) is isomorphic to pi2(W ′) ∼=
pi2(X2). Notice that the homology group H2(W
′, X;R) can be taken to be a finitely
generated free R-module as in the proof of Theorem A. Since the ring R is a finitely
G-dense ring in the sense of Definition 2.1.1, we can find a finite set S′ of elements in
pi2(X2) such that the image j1 ◦ j4(S′) forms an R-basis for H2(W ′, X;R). Then there
are maps bλ : S
2
λ → X2 with λ ∈ S′ such that for all q ≥ 2, the composition of maps
Hq(∨λ∈S′S2λ;R)→ Hq(W ′;R)→ Hq(W ′, X;R)
is an isomorphism.
We construct the manifolds Y and W as follows. Notice that an embedded 2-sphere
in a k-dimensional (k ≥ 5) orientable manifold M has trivial normal bundle if and only
if it represents 0 in pi1(SO(k)) = Z/2 through the classifying map M → BSO(k) (cf.
page 45 of [79]). When 2 is invertible in the ring R, we can always choose the 2-spheres
in S′ have trivial normal bundles. When 2 is not invertible in R, the manifold X is a
spin manifold by assumption. This implies that any embedded 2-sphere to has a trivial
normal bundle. Since n ≥ 5, we can choose a map
f3 : qλ∈S′S2λ ×Dn−2 → X2
as disjoint embeddings, whose components represent the elements bλ. Do surgery along
f3 by attaching 3-handles. Let Y denote the resulting manifold and W3 denote the
surgery trace. SupposeW is the manifold obtained by gluingW ′ andW2 alongX2, which
is a cobordism between X and Y. By Lemma 2.2.1, there are homotopy equivalences
X2 ∪λ∈S′ e3λ 'W3 ' Y ∪λ∈S′ en−2λ
and
W 'W ′ ∪λ∈S′ e3λ ' Y ∪ui=1 eni ∪λ∈S en−1λ ∪λ∈S′ en−2λ .
By the van Kampen theorem, the fundamental group of Y is still G, since n > 4.
Denoting by H∗(−) the homology groups H∗(−;R), we have the following commutative
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diagram:
· · · → H3(∨D3,∨S2) → H2(∨S2,pt) → H2(∨D3,pt) → H2(∨D3,∨S2)
↓ ↓ ↓ ↓
· · · → H3(W,W ′) → H2(W ′, X) → H2(W,X) → H2(W,W ′).
By a five lemma argument and the assumption that α∗ : H1(pi;R) → H1(G;R) is
injective, for any integer q ≥ 2, the relative homology group Hq(W,X;R) = 0. This
shows for any integer q ≥ 2, the homology groups Hq(X;R) ∼= Hq(W ;R) and proves the
isomorphism in (2.1).
Remark 2.2.1. From the proof, we can see that for some special group homomorphism
α and coefficients R, the orientability or spin-ness of X in Theorem B can be dropped.
For example, when α is surjective and ker(α) < [pi, pi], we do not need X to orientable.
When ker(α) is perfect (or weakly L-perfect for some normal group), the spin-ness of X
can be dropped (cf. the proof of Theorem 4.1 and Theorem 5.2 in [51]).
2.3 Applications
In this section, we present some applications of Theorem A and Theorem B.
2.3.1 Quillen’s plus-construction
In this subsection, we show that Quillen’s plus-construction is a special case of Theorem
A. For this, recall that a fibration F → E p→ B with connected fiber F, total space
E and base space B is said to be quasi-nilpotent if the action of pi1(B) on H∗(F ;Z) is
nilpotent. The following result was proved in [13].
Lemma 2.3.1 (4.3(xii) in [13]). The following properties of a map f : X → Y are
equivalent.
(1) f is acyclic, i.e. H˜∗(Ff ;Z) = 0 for the homotopy fiber Ff of f.
(2) f is quasi-nilpotent and H∗(f) is an isomorphism.
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The following result shows Quillen’s plus-construction is a special case of Theorem
A when R = Z and kerα is perfect. According to Lemma 2.1.1, Z is a G-dense ring.
Proposition 2.3.2. Let R = Z. Among all spaces Y formed from X by adjoining cells
of dimension at most 3 and satisfying (1) in Theorem A, it is possible to choose one
such that the map g : X → Y is Quillen’s plus-construction with respect to ker(α) if and
only if α : pi → G is surjective and ker(α) is perfect.
Proof. Assume R = Z and the map g : X → Y in Theorem A is Quillen’s plus-
construction. Then g is acyclic, i.e. H˜∗(Fg;Z) = 0 for the homotopy fiber Fg of g.
This implies that the homotopy fiber Fg is an acyclic space. Since H1(Fg;Z) = 0, we
have that pi1(Fg) is perfect. By the fact that Fg → X → Y is a fiber sequence and
H˜0(Fg) = 0, then α is surjective and ker(α) = im[pi1(Fg)→ pi] is perfect.
Conversely, when α is surjective and ker(α) is perfect, let X¯ be the covering space
of X with fundamental group pi1(X¯) = ker(α). Since ker(α)ab = 0, there is a simply
connected space Y and a map g¯ : X¯ → Y¯ such that (1) in Theorem A holds for any
q ≥ 1 with R = Z and G the trivial group. Since Y is simply connected, the map





By the van Kampen Theorem, pi1(Y ) = pi1(X)/pi1(X˜) = pi/ker(α) = G. According to
(4.20) in [13], the map X → Y is still an acyclic map.
2.3.2 Bousfield’s integral localization
In this subsection, we show that the Bousfield’s integral localization is a special case of
Theorem A when R = Z and α is surjective, as presented in the following lemma. Again
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note that Z is a G-dense ring by Lemma 2.1.1.
Corollary 2.3.3 ([89]). Let X be a CW complex with fundamental group pi and N a
relatively perfect normal subgroup of pi, i.e. [pi,N ] = N. Then there is a CW complex Y
obtained from X by adding 2-cells and 3-cells such that pi1(Y ) = pi/N and for any q ≥ 0
we have
Hq(X;Z) ∼= Hq(Y ;Z).
Conversely, for some CW complex Y let f : X → Y be an integral homology e-
quivalence of spaces that induces an epimorphism on the fundamental groups. Then
ker[f∗ : pi1(X)→ pi1(Y )] is relatively perfect in pi1(X).
Proof. By [59], there is a long exact sequence
H2(pi;Z)→ H2(pi/N ;Z)→ N/[pi,N ]→ H1(pi;Z)→ H1(pi/N ;Z)→ 0. (2)
When N = [pi,N ], we have that the map H2(pi;Z) → H2(pi/N) is surjective and
H1(pi;Z) → H1(pi/N) is an isomorphism. According to Theorem A with R = Z, there
exists a CW complex Y and a map g : X → Y such that for any q ≥ 0 we have
Hq(X;Z) ∼= Hq(Y ;Z). By the proof of Theorem A, Y is obtained from X by attaching
2-cells and 3-cells. Now assume that f : X → Y is an integral homology equivalence
that induces an epimorphism on the fundamental groups. Then
H1(X;Z) = H1(pi;Z) ∼= H1(pi1(Y );Z) = H1(Y ;Z).
There is a commutative diagram
H2(X;Z) → H2(pi;Z)
↓ ↓
H2(Y ;Z)  H2(pi1(Y );Z),
where the left vertical map is an isomorphism. This shows that the right vertical map is
an epimorphism. According to the same long exact sequence (2) above, ker f = [pi, ker f ],
i.e., ker f is relatively perfect.
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2.3.3 Moore spaces
In this subsection, we give an application of Theorem A to the existence of Moore
spaces. Recall the definition of Moore spaces from the Introduction. For n ≥ 2, such a
space always exists. For n = 1, we get the following result, which was first proved by
Varadarajan in [99].
When pi = 1 in Theorem A, we have the following condition for existence of M(G, 1).
Corollary 2.3.4 ([99]). There exists a Moore space M(G, 1) if and only if H2(G;Z) = 0.
Proof. According to Lemma 2.1.1, Z is a G-dense ring. If H2(G;Z) = 0, let X = pt
and α : 1 → G be the trivial group homomorphism in Theorem A. It is clear that α
induces a surjection on 2-dimensional homology groups and an injection on 1-dimensional
homology groups. Then there exists a space Y with pi1(Y ) = G and Hi(Y ;Z) = 0 for
any i ≥ 2. This makes Y an M(G, 1).
Conversely, let Y = M(G, 1) be a Moore space. According to the Hopf exact sequence
(cf. Lemma 2.1.6)
pi2(Y )→ H2(Y ;Z)→ H2(pi1(Y );Z)→ 0,
we now have H2(G;Z) = H2(pi1(Y );Z) = 0.
Remark 2.3.1. It has been noted (cf. [80]) that the plus-construction shares some com-
mon features with the construction of Moore spaces in [99]. We have actually shown in
Proposition 2.3.2 and Corollary 2.3.4 that both the plus-construction and the existence
of M(G, 1) are just two extreme cases of Theorem A with Z as coefficients.
Similarly, we can consider Moore spaces with coefficients. Suppose G is a group
and R is a Z[G]-module. Let M = M(G, 1;R) be the Moore space with coefficients
R, i.e. pi0(M) = 0, pi1(M) = G and Hi(M ;R) = 0 for i > 1. The following new result
characterizes when there exists a Moore space with coefficients R.
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Proposition 2.3.5. Let R be a G-dense ring. Suppose that R is a principal ideal domain
or that the relative homology group H1(G, 1;R) is a stably free R-module. Then there
exists a Moore space M(G, 1;R) if and only if H2(G;R) = 0.
Proof. The proof is similar to that of Corollary 2.3.4. We just repeat it briefly. The
necessity of the condition is obvious by the definition of M(G, 1;R) and the Hopf exact
sequence (cf. Lemma 2.1.6). Suppose that a group G satisfies H2(G;R) = 0 for some
G-dense ring R. Let X = pt and α : 1 → G be the trivial group homomorphism. By
Theorem A, there is a CW complex Y satisfying pi1(Y ) = G and Hi(Y ;R) = 0 (i ≥ 2),
which is a M(G, 1;R).
2.3.4 Partial k-completion of Bousfield and Kan
Let k = Z/p for a prime p or k ⊆ Q a subring of the rationals. A group G is called k-
perfect, if H1(G; k) = k
⊗
ZGab = 0. The following result was first obtained by Bousfield
and Kan [20]; it is a special case of Theorem A when α is surjective.
Corollary 2.3.6 (Prop. 6.3 in [20], p. 219). Assume k = Z/p is the ring for any prime
p or k ⊆ Q a subring of rationals. Let X be a CW complex with fundamental group pi
with P its maximal k-perfect subgroup. Then there exists a CW complex Y and a map
g : X → Y such that pi1(Y ) = pi/P and for any q ≥ 0 we have
Hq(X; k[pi/P ]) ∼= Hq(Y ; k[pi/P ]).
Proof. By [59], there is a long exact sequence








∼= k⊗Z Pab = 0, we can see
H2(pi; k[pi/P ])→ H2(pi/P ; k[pi/P ])
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is surjective and H1(pi; k[pi/P ]) → H1(pi/P ; k[pi/P ]) is an isomorphism. According to
the long exact sequence of homology groups
· · · → H1(pi; k[pi/P ])→ H1(pi/P ; k[pi/P ])→ H1(pi/P, pi; k[pi/P ])
→ H0(pi; k[pi/P ])→ H0(pi/P ; k[pi/P ])→ 0,
we have H1(pi/P, pi; k[pi/P ]) = 0. Therefore, applying Theorem A with G = pi/P and
the G-dense ring R = k[pi/P ], we get a CW complex Y and a map g : X → Y such that
for any q ≥ 0 there is an isomorphism
Hq(X; k[pi/P ]) ∼= Hq(Y ; k[pi/P ]).
2.3.5 Zero-in-the-spectrum conjecture
In this subsection, we give applications of Theorem A and Theorem B to the zero-in-
the-spectrum conjecture. This conjecture is stated in L2-homology, whose definition and
basic properties are presented as follows.
L2-homology.
Let G be a group and l2(G) be the Hilbert space spanned by G (cf. Section 2.1.1).
By definition, the reduced group C∗-algebra C∗r (G) ( resp. C∗R(G)) is the completion
of C[G] (resp. R[G]) in B(l2(G)) with respect to the operator norm. Suppose Y is
a G-CW complex and C∗(Y ) the cellular chain complex of Y. The L2 n-th homology




r (G)). When Y is
a CW complex with fundamental group G, the universal covering space Y˜ is a G-CW
complex with the group action as deck transformation. The L2-homology groups with
coefficients C∗r (G) of Y are defined as the homology groups of the complex C∗(Y˜ )
⊗
Z[G]
C∗r (G), where C∗(Y˜ ) is the cellular chain complex of Y˜ .
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Let f : X → Y be a cellular map of CW complexes and assume pi1(Y ) = G. We
view Ci(X˜) as a free right Z[pi1(X)]-module spanned by the i-th dimensional cells in X
and define the L2-homology groups of X with coefficients C∗r (G) as











Suppose f1 : pi1(X) → pi1(Y ) is the group homomorphism induced by f. Then there is




Z[G]→ C∗(Y˜ ), xh
⊗
g 7→ f(x)f1(h)g
for any cell x ∈ X,h ∈ pi1(X) and g ∈ G. Taking the mapping cylinder if necessary,
we can assume f∗ is an inclusion of free Z[G]-modules. We can define the relative L2-
homology as the homology of the cokernel chain complex C∗(Y˜ , X˜;C∗r (G)) of the chain
map f∗ in the usual sense to get a long exact sequence
· · · → Hn(X;C∗r (G))→ Hn(Y ;C∗r (G))→ Hn(Y,X;C∗r (G))
→ Hn−1(X;C∗r (G))→ Hn−1(Y ;C∗r (G)) · · · → H0(Y,X;C∗r (G))→ 0.
When we consider the group von Neumann algebra NG or the Hilbert space l2(G)
instead of the reduced group C∗-algebra C∗r (G), the L2-homology with coefficients NG
or l2(G) can be defined in a similar way. For more details on L2-homology, we refer the
reader to the book of Lu¨ck [69] and the article [58].
Proposition 2.3.7. Let X be a CW complex with fundamental group G. Assume R′ ⊆ R
are two Z[G]-modules with R′ a unital ring such that R is an R′-module and R/R′ is a
flat R′-module. Then for any nonnegative integer n, the following are equivalent:
(i) For any 0 ≤ i ≤ n, the homology group Hi(X;R′) = 0.
(ii) For any 0 ≤ i ≤ n, the homology group Hi(X;R) = 0.
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In particular, the homology groups Hi(X;C
∗
R(G)) are zero in degrees 0 through n if
and only if the homology groups Hi(X;C
∗
r (G)) are zero in degrees 0 through n.
Proof. Suppose that for any 0 ≤ i ≤ n, we have Hi(X;R′) = 0. Let (C∗(X˜)) be the chain




′ is a chain complex of free R′-modules. According





which shows that for any 0 ≤ i ≤ n, the homology group Hi(X;R) = 0.
Conversely, assume that any for 0 ≤ i ≤ n, we have Hi(X;R) = 0. (The following
argument is due to Professor T. Schick.) By assumption, R′ and R/R′ are both R′-flat.
It follows that R is also R′-flat. Applying the right exact functor Hi(X;R′)
⊗
R′ − to
the short exact sequence of 0 → R′ → R → R/R′ → 0 (noting that all the Tor terms
are vanishing in the induced long exact sequence), we get the exact sequence
0→ Hi(X;R′)→ Hi(X;R)→ Hi(X;R/R′)→ 0.
This shows that Hi(X;R
′) = 0 for any 0 ≤ i ≤ n.
Clearly, C∗r (G) ∼= C∗R(G)
⊕
iC∗R(G) if we consider the real and imaginary parts. The
fact that C∗r (G)/C∗R(G) is a free C
∗
R(G)-module proves the last part of the proposition.
Zero-in-the-spectrum conjecture.
In the notation of the Introduction, zero not belonging to the spectrum of ∆ = ∆∗
can also be expressed as the vanishing of H∗(M ;C∗r (pi1(M))). The following is a version
of the zero-in-the-spectrum conjecture using homology. For more details, we refer the
reader to [69]. This conjecture is implied by the Baum-Connes conjecture (cf. [71]),
which will be discussed in the next chapter.
2.3. APPLICATIONS 47
Conjecture 2.3.8. Let M be a finite aspherical CW -complex (or weakly a closed, con-
nected, oriented and aspherical Riemannian manifold) with fundamental group pi. Then
for some i ≥ 0, Hi(X;C∗r (pi)) 6= 0.
If the condition that X is aspherical is dropped, the following corollary, which is a
special case of Theorem A when R = C∗R(G) and pi = 1, shows the above conjecture is
not true. This result is a generalization of the results obtained by Farber-Weinberger [47]
and Higson-Roe-Schick [58]. Recall from Lemma 2.1.1 that C∗R(G) is a finitely G-dense
ring.
Corollary 2.3.9 ([58]). For a finitely presented group G with
H0(G;C
∗
r (G)) = H1(G;C
∗
r (G)) = H2(G;C
∗
r (G)) = 0,
there is a finite CW complex Y such that pi1(Y ) = G and for each integer n ≥ 0, the
homology group Hn(Y ;C
∗
r (G)) = 0.








Let α : pi = 1→ G, R = C∗R(G) and X = pt in Theorem A. By the long exact sequence
of homology groups
· · · → H1(1;C∗R(G))→ H1(G;C∗R(G))→ H1(G, 1;C∗R(G))









which is a free C∗R(G)-module. Therefore, there exists such Y by Theorem A and
Proposition 2.3.7 such that pi1(Y ) = G and for all n ≥ 0 we have Hn(Y ;C∗r (G)) = 0.
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Recall that the real C∗-algebra C∗R(G) is a finitely G-dense ring. The following
corollary is a manifold version of Corollary 2.3.9.
Corollary 2.3.10 ([58]). Let G be a finitely presented group with the homology groups
H0(G;C
∗
r (G)) = H1(G;C
∗
r (G)) = H2(G;C
∗
r (G)) = 0.
For every integer n ≥ 6 there is a closed manifold M of dimension n such that pi1(Y ) = G
and for each integer n ≥ 0, the homology group Hn(Y ;C∗r (G)) = 0.
Proof. According to Proposition 2.3.7, the vanishing of lower degree homology groups








Note that the real C∗-algebra C∗R(G) is a finitely G-dense ring. Let α : pi = 1 → G,
R = C∗R(G) and X = S
n in Theorem B. By the long exact sequence of homology groups
· · · → H1(1;C∗R(G))→ H1(G;C∗R(G))→ H1(G, 1;C∗R(G))









which is a free C∗R(G)-module. Therefore, there exists a closed manifold Y by Theorem
B such that for any integer 0 ≤ q ≤ [n/2], the homology group Hq(Y ;C∗R(G)) = 0.
According to the universal coefficients theorem and Poincare´ duality for L2-homology
(cf. Theorem 6.6 and Theorem 6.7 in [46]), we can get that for any integer q ≥ 0, the
homology group Hn(Y ;C
∗
r (G)) = 0.
Remark 2.3.2. The groups satisfying the conditions of the previous two corollaries have
to be non-amenable (for more details, see [29] and Rosenberg’s note in [91]).
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2.3.6 Surgery plus construction for manifolds
In this subsection, we get a manifold version of Quillen’s plus construction by doing
surgery. The following proposition is a special case of Theorem B when pi has normally
finitely generated normal perfect subgroup P , G = pi/P and R = Z[G].
Corollary 2.3.11. Let n ≥ 5 be an integer and M a closed n-dimensional spin manifold.
Suppose that P is a normal perfect subgroup in pi1(M) normally generated by finitely
many elements. Then there exists a one-sided h-cobordism (W ;M,Y ) such that pi1(W ) =
pi1(M)/P . More precisely, there exists a closed spin manifold Y with the following
properties:
(i) Y is obtained from M by attaching 2-handles and 3-handles, such that
(ii) pi1(Y ) ∼= pi1(M)/P and the inclusion map g : M → W, the cobordism between
M and Y , is Quillen’s plus construction inducing the epimorphism pi1(M) →
pi1(M)/P of fundamental groups; and
(iii) Y has the homotopy type of Quillen’s plus construction M+.
Proof. We apply Theorem B. Let X = M and α : pi = pi1(M) → pi/P be the quotient
map. By [59], there is an exact sequence








∼= Z⊗Z Pab = 0, we can see
H2(pi;Z[pi/P ])→ H2(pi/P ;Z[pi/P ])
is surjective and H1(pi;Z[pi/P ]) → H1(pi/P ;Z[pi/P ]) is an isomorphism. Therefore, the
conditions of group homomorphism α are satisfied. By Theorem B, there exists a closed
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spin manifold Y and cobordism (W ;M,Y ) such that for any integer q ≥ 0, there is an
isomorphism
Hq(M ;Z[G]) ∼= Hq(W ;Z[G]).
This implies the inclusion map g : X →W is the Quillen plus construction (cf. 4.3 xi in
[13]). Therefore, for all integers q, the relative cohomology groups Hq(W,X;Z[G]) = 0.
According to the Poincare´ duality in Lemma 2.2.3, for each integer q ≥ 0, the relative
homology group Hq(W,Y ;Z[G]) = 0 and there is an isomorphism
Hq(Y ;Z[G]) ∼= Hq(W ;Z[G])
as well. This means the universal covering spaces of Y and W are homology equivalent
and therefore also homotopy equivalent. Since Y and W have the same fundamental
group, this implies the inclusion map Y → W is a homotopy equivalence. This finishes
the proof.
Such a result was first obtained by Hausmann in [55] (see also [56] and [50, 51]).
Guilbault and Tinsley obtain a generalized manifold plus construction, as follows.
Let (W,Y ) be a connected CW pair and L a normal subgroup of pi1(Y ). The inclu-
sion Y ↪→ W is called a (mod L)-homology equivalence if it induces an isomorphism
of fundamental groups and is a homology equivalence with coefficients Z[pi1(Y )/L]. A
compact cobordism (W,X, Y ) is a (mod L)-one-sided h-cobordism if X ↪→ W induces
a surjection of fundamental groups and Y ↪→ W is a (mod L)-homology equivalence.
We can see that a (mod L)-one-sided h-cobordism is a one-sided Z[pi1(Y )/L]-homology
cobordism. The following result proved by Guilbault and Tinsley in [51] is a corollary
of Theorem B when R = Z[pi1(Y )/L]. Note that Z[pi1(Y )/L] is a finitely pi1(Y )-dense
ring.
Corollary 2.3.12 ([51], Theorem 5.2 ). Let B be a closed (n − 1)-manifold (n ≥ 6)
and α : pi1(B)→ G a surjective homomorphism onto a finitely presented group such that
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ker(α) is strongly L′-perfect, i.e. ker(α) = [ker(α), L′] for some group L′, where ker(α) E
L′ E pi1(B) and all loops representing elements in L′ are orientation-preserving. Then
for L = L′/ ker(α), there exists a (mod L)-one-sided h-cobordism (W ;B,A) such that
pi1(W ) = G and ker(pi1(B)→ pi1(W )) = ker(α).
Proof. The proof is similar to that of Corollary 2.3.11. When ker(α′) is L′-perfect, we
have that Z[G/L]
⊗
Z[G] ker(α)ab = 0. According to the 5-term exact sequence for group
homology (cf. (8.2) in [59])
H2(pi1(B);Z[G/L])




→ H1(pi1(B); k[G/L]) H1(α)→ H1(G; k[G/L])→ 0,
we can see that H2(α) is surjective and H1(α) is isomorphic. By Theorem B with
R = Z[G/L] and the remark followed, there exists a cobordism (W ;A,B) such that
pi1(B) = pi1(W ) = G and the inclusion B ↪→ W induces a homology equivalence with
coefficients R. Considering the covering spaces of B and W with deck transformation
group G/L, we can see that the inclusion B ↪→W also induces cohomology equivalence
with coefficients R. By Poincare´ duality in Lemma 2.2.3, the inclusion A ↪→W induces
homology equivalence with coefficients R. This finishes the proof.
2.3.7 Surgery preserving integral homology groups
In this subsection, we study the case when the integral homology groups of a manifold
are preserved by doing surgery. The following result is a special case of Theorem B when
R = Z.
Corollary 2.3.13. Let n ≥ 5 and X be a closed n-dimensional spin manifold with
fundamental group pi and N a normal subgroup of pi. The following are equivalent.
(i) There exists a closed manifold Y obtained from X by adding 2-handles and 3-
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handles with pi1(Y ) = pi/N, such that for any q ≥ 0 there is an isomorphism
Hq(Y ;Z) ∼= Hq(X;Z).
(ii) The group N is normally generated by a finite number of elements and is a rela-
tively perfect subgroup of pi, i.e. [pi,N ] = N.
Proof. We show that (ii) implies (i) first. By [59], there is an exact sequence
H2(pi;Z)→ H2(pi/N ;Z)→ N/[pi,N ]→ H1(pi;Z)→ H1(pi/N ;Z)→ 0.
When N = [pi,N ], we have that the map H2(pi;Z) → H2(pi/N ;Z) is surjective and
H1(pi;Z) → H1(pi/N) is an isomorphism. According to Theorem B with R = Z, there
exists a closed spin manifold Y obtained from X by adding 2-handles and 3-handles
with pi1(Y ) = pi1(X)/N. Let W be the cobordism between X and Y. Furthermore, we
have for any q ≥ 0 there is an isomorphism Hq(X;Z) ∼= Hq(W ;Z). According to the
universal coefficients theorem, for all integers q ≥ 0 the relative cohomology groups
Hq(W,X;Z) = 0. Therefore by Theorem B (ii), for any integer q ≥ 0 there is an
isomorphism
Hq(Y ;Z) ∼= Hq(X;Z).
Conversely, suppose that (W ;X,Y ) is a cobordism with the boundary X and Y.
Since Y is obtained from X by doing surgery below the middle dimension, we have
isomorphisms H1(Y ;Z) ∼= H1(W ;Z) and H2(Y ;Z) ∼= H2(W ;Z) ∼= H2(X;Z). Therefore
the inclusion map X →W induces an isomorphism
H1(pi;Z) = H1(X;Z) ∼= H1(W ;Z) = H1(pi1(W );Z).
According to the Hopf exact sequence (cf. Lemma 2.1.6), there is a commutative diagram
H2(X;Z)  H2(pi;Z)
↓ ↓
H2(W ;Z)  H2(pi1(Y );Z)
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where the left vertical map is an isomorphism. This shows that the right vertical map is
an epimorphism. According to the same exact sequence at the beginning of this proof,
we have N = [pi,N ], which means N is relatively perfect. Since pi1(X)/N = pi1(Y ) is
finitely presented, N is normally finitely generated by Lemma 2.2.5.
Corollary 2.3.13 is a manifold version of a result obtained by Rodr´ıguez and Scevenels
in [89] for CW complexes.
2.3.8 The fundamental groups of homology manifolds
In this subsection, we study the fundamental groups of manifolds with the same homol-
ogy type as a 2-connected manifold.
Theorem 2.3.14. Let G be a finitely presented group, R a subring of the rationals or
the ring Z/p (prime p) and n ≥ 5 an integer. Suppose M is a 2-connected manifold of
dimension n. Then the following are equivalent:
(i) There exists an n-dimensional manifold Y obtained from M by adding 1-handles,
2-handles and 3-handles with pi1(Y ) = G and for any integer q ≥ 0, we have
Hq(Y ;R) ∼= Hq(M ;R);
(ii) The group G is R-superperfect, i.e. H1(G;R) = 0 and H2(G;R) = 0.
Proof. We show that (i) implies (ii) first. By assumption, we haveH2(M ;R) = H1(M ;R) =
0. If some manifold Y has the homology groups with coefficientsR asM, thenH1(G;R) ∼=
H1(M ;R) = 0. According to the Hopf exact sequence in Lemma 2.1.6, we getH2(G;R) =
0.
Conversely, suppose G is a finitely presented group with H2(G;R) = H1(G;R) = 0.
Let X = M, pi = 1, the trivial group and f : pi → G the obvious group homomorphism.
Note that the 2-connected manifold X is always a spin manifold and R is a principal
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ideal domain. According to Theorem B, we get a manifold Y with pi1(Y ) = G such
that for any integer q ≥ 0, there is an isomorphism Hq(W ;R) ∼= Hq(M ;R) for the
cobordism W. According to the universal coefficient theorem, for all integers q ≥ 0 the
relative cohomology groups Hq(W,M ;R) = 0. Therefore, for any integer q ≥ 0, there is
an isomorphism Hq(Y ;R) ∼= Hq(M ;R) by Theorem B (ii).
Recall that an n-dimensional R-homology sphere is an n-dimensional manifold Y
such that Hi(Y ;R) = Hi(S
n;R) for any integer i ≥ 0. The first part of the following
result proved by Kervaire in [66] is a special case of Theorem 2.3.14 when M = Sn and
R = Z.
Corollary 2.3.15. Let G be a finitely presented group and n ≥ 5 be an integer. Then
there exists an n-dimensional homology sphere Y with pi1(Y ) = G if and only if G is
superperfect, i.e. H1(G;Z) = 0 and H2(G;Z) = 0. Moreover, such manifolds can taken
to be in the same cobordism class as Sn.
Hausmann and Weinberger [57] constructed a superperfect group G for which any
4-manifold Y with pi1(Y ) = G satisfies χ(Y ) > 2. As a consequence it follows that
Theorem 2.3.14 and Corollary 2.3.15 do not extend to dimension four.
2.3.9 The fundamental groups of high-dimensional knots
In this subsection, we study the fundamental groups of high-dimensional knots. For
an integer n ≥ 1, define an n-knot to be a differential imbedding f : Sn → Sn+2 and
the group of the n-knot f to be pi1(S
n+2 − f(Sn)). Let G be a finitely presentable
group. The weight w(G) is the smallest integer k such that there exists a set of k
elements α1, α2, . . . , αk ∈ G whose normal closure equals G. The following result proved
by Kervaire [65] is a corollary of Theorem B.
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Corollary 2.3.16. Given an integer n ≥ 3, a finitely presentable group G is isomorphic
to pi1(S
n+2 − f(Sn)) for some differential embedding f : Sn → Sn+2 if and only if the
first homology group H1(G;Z) = Z, the weight of G is 1 and the second homology group
H2(G;Z) = 0.
Proof. Suppose for a finitely presentable group G, we have H1(G;Z) = Z, H2(G;Z) = 0
and the weight w(G) = 1. Let X = Sn+2, pi = 1, the trivial group, and α : pi → G the
trivial group homomorphism. Notice that α induces an injection of the first homology
groups and surjection of the second homology groups. By Theorem B with R = Z, we
can get a closed oriented manifold Y with pi1(Y ) = G, obtained from S
n+2 by attaching
1 -handles, 2-handles and 3-handles. According to the universal coefficient theorem, we
have that for each integer 2 ≤ i ≤ n+ 1 there is an isomorphism
Hi(Y ) ∼= Hi(X) = 0.
Let γ ∈ G be an element such that G is normally generated by γ and ϕ : S1 → Y be a
differential embedding representing γ. Extend ϕ to be an embedding ϕ′ : S1×Dn+1 → Y.
Do surgery to Y along ϕ′ to get a manifold M. It can be easily seen that M is simply
connected and for each integer 1 ≤ i ≤ n the homology group Hi(M) = 0. Therefore, M
is a (n+ 2)-sphere by the solution of higher-dimensional Poincare´ conjecture (note that
we always assume that all manifolds are smooth in this chapter). Let φ : D2×Sn →M
be the embedding and choose f = φ(0,−) to be the embedding Sn → M. It can be
directly checked that
pi1(M − f(Sn)) ∼= pi1(M − φ(D2 × Sn))
∼= pi1(Y − ϕ′(S1 ×Dn+1)) ∼= pi1(Y ) = G.
This finishes the ”if” part.
Conversely, suppose that f : Sn → Sn+2 is a differential embedding. According to
Alexander duality, we have H1(S
n+2−f(Sn)) = H1(G;Z) = 0 and H2(Sn+2−f(Sn)) =
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0. By Hopf’s theorem in Lemma 2.1.6 (with the coefficient V = Z), the second homology
group H2(G;Z) = 0. Let α : S1 → Sn+2 − f(Sn) be an embedding such that α(S1)
bounds a small 2-disc in Sn+2 that intersects f(Sn) transversally at exactly one point.
Then the group pi1(S
n+2 − f(Sn)) is normally generated by the element represented by
α. For more details, see the proof of Lemma 2 in [65]. This proves the weight w(G) = 1
and finishes the proof.
Corollary 2.3.16 is Theorem 1 in [65]. Similarly, we can show that Theorem 3 in
[65] concerning the fundamental groups of links is also a corollary of Theorem B. That
is for an integer n ≥ 3, a finitely presentable group G is isomorphic to pi1(Sn+2 − Lk)
for some k disjointly embedded n-spheres Lk if and only if H1(G;Z) = Zk, w(G) = k
and H2(G;Z) = 0 (cf. Theorem 3 in [65]). The proof is of the same pattern as that of
Corollary 2.3.16 and will be left to the reader.
Chapter 3
Assembly maps and equivariant
homology
In this chapter, we make a computation of equivariant homology theories over cat-
egories. When the category is trivial, this yields a result of Arlettaz [5] concerning
non-equivariant generalized homology theory. When the category is the orbital catego-
ry of a group, this recovers the rational computation of equivariant homology obtained
by Lu¨ck [68]. As applications, we show that the homology groups of a group can be
mapped injectively into the algebraic K-groups of the group rings, after tensoring with
some subring of the rationals.
In Section 3.1, we introduce some basic notations and facts about homology theories
over categories. Farrell-Jones conjecture and Baum-Connes conjecture are then intro-
duced using Davis-Lu¨ck spectra. In Section 3.2, the Postnikov invariants of equivariant
homology are discussed. Based on this, we make a computation of equivariant homolo-
gy theories in Section 3.3. In Section 3.4, some applications to algebraic K-theory are
discussed.
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3.1 Homology and cohomology theories over categories
In this section, we introduce some basic facts about the spectra over a category and
define the associated homology and cohomology theories extending the homology (or
cohomology) theory defined in [36]. Most of the terminologies are from [36].
Let G be a group. A class F of subgroups of G is called a family if it is closed
under taking subgroups and conjugations. Typical families of subgroups are the classes
of trivial subgroup, finite subgroups, virtually cyclic groups and so on. From now on,
assume that F is a family of subgroups. Denote by OrG(F) the category whose objects
are of the form G/H for H ∈ F and morphisms are G-maps. When F is the family
of all subgroups, we write Or(G) for short. Suppose that C is a small category. Our
main interest is the case when the category C = OrG(F). Let Spaces+ be the category of
pointed spaces with objects compactly generated spaces with base points for which the
inclusion of the base point is a cofibration and morphisms are pointed maps. A spectrum
is a series of pointed spaces {En|n ∈ Z} together with pointed maps sn : En∧S1 → En+1.
A map of spectra f : E → F is a sequence of maps fn : En → Fn which are compatible
with the structure maps sn, i.e. we have fn+1sn = sn+1fn for all n ∈ Z. The category
Spectra has objects spectra and morphisms the maps between spectra.
Definition 3.1.1. A pointed contravariant (covariant) C-space or C-spectrum is a con-
travariant (covariant) functor
X : C → Spaces+ or Spectra.
We assume that our spaces or spectra are CW complexes or CW spectra. Let E and
F be two C-spaces or C-spectra with opposite variance. It is possible that E is a C-space
while F is a C-spectrum. Without loss of generality, assume that E is contravariant and
F is covariant. For a morphism φ : c → d in C and points x ∈ E(d), y ∈ F (c), let xφ
stand for E(φ)(x) and yφ for F (φ)(y). Denote by ∼ the equivalence relation on the set
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unionsqc∈Ob(C)E(c)× F (c) generated by (xφ, y) ∼ (x, φy).
Definition 3.1.2. Let E be a contravariant C-space or C-spectrum and F a covariant
C-space or C-spectrum. Define the tensor product E⊗C F as
unionsqc∈Ob(C)E(c)+ × F (c)/ ∼ .
When E and F are both C-spaces, the tensor product E⊗C F is a space while
for other cases the tensor product is a spectrum. If E and F are C-spaces of the
same variance, then homC(E,F ) is the space of natural transformations with subspace
topology coming from the inclusion into Πc∈Cmap(E(c), F (c)). When E is a C-space
and F is a C-spectrum, we define homC(E,F ) similarly, which is a spectrum.
A contravariant free C-n-cell associated to objects ci indexed by an index set In
is unionsqi∈InhomC(−, ci) × Sn−1. A contravariant free C-CW-complex X is a contravariant
C-space X together with a filtration
∅ = X−1 ⊂ X0 ⊂ X1 ⊂ · · · ⊂ X = ∪n≥0Xn
such that for each integer n, the n-th skeleton Xn is obtained from the (n−1)-th skeleton
Xn−1 by attaching contravariant free C-n-cells. In other words, Xn is the pushout of the
diagram
unionsqi∈InhomC(−, ci)× Sn−1 → Xn−1
↓ ↓
unionsqi∈InhomC(−, ci)×Dn → Xn,
where ci is an object, In is an index set and the left vertical maps are inclusions.
Similarly, we can define covariant free C-CW-complex, contravariant (covariant) free C-
CW-spectrum. When C is OrG(1), the category with a single object G/1 for a nontrivial
group G, the total space EG of the classifying space BG formed by the bar construction
is a free C-CW complex, while the one-point space is not. In this case, a free C-CW
complex is the same as a freeG-CW complex. For aG-CW complexX, a typical example
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of a free OrG(F)-CW-complex is mapG(−, X) (which sends G/H → XH). Recall that a
natural transformation f : E → F between two C-spaces is a weak homotopy equivalence
if f(c) : E(c)→ F (c) is a weak homotopy equivalence for each object c ∈ Ob(C). A free
C-CW approximation (X, f) of a C-space Y consists of a free C-CW-complex X together
with a weak homotopy equivalence f : X → Y . Such a C-CW-approximation always
exists, there is even a functorial construction. If (X, f) and (X ′, f ′) are two free C-CW-
approximations of a C-space Y , there is a homotopy equivalence h : X → X ′ of C-spaces
which is determined uniquely up to homotopy by the property that f ′ ◦ h and f are
homotopic (cf. [36], Theorem 3.7).
Let E be a C-spectrum and (X,A) a pair of contravariant pointed C-spaces. Denote
by cone(A) the reduced cone of the pointed space A. Assume that (X ′, A′) is a free
C-CW-approximation of (X,A). Define







′ ∪A′ cone(A′), E)).
It’s proved in [36] that hE∗ (X,A) and h∗E(X,A) are unreduced homology and cohomology
theory on pairs of C-spaces which satisfy the weak homotopy equivalence and the disjoint
union axioms. The following definition generalizes this homology theory to all spectra.
Definition 3.1.3. Let (X,A) be a pair of C-spectra. Denote by cone(A) the reduced
cone of the C-spectra A. Assume that (X ′, A′) is a free C-CW-approximation of (X,A).
For a C-spectrum E, define









+ ∪A′ cone(A′), E)).
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By a similar argument as in [36](Section 4), the hE∗ (X,A) ( h∗E(X,A), resp.) also
defines a homology ( cohomology, resp.) theory on pairs of spectra that satisfies the
weak homotopy equivalence and the disjoint union axioms.
3.1.1 Farrell-Jones conjecture and Baum-Connes conjecture
In this subsection, as motivations to later sections, we introduce the Farrell-Jones con-
jecture and Baum-Connes conjecture. Roughly speaking, these two conjectures say that
the (algebraic or topological) K-theory can be computed by an equivariant homology
theory. Our main results Theorems D and E will show that there are injections of
the homology groups of the group into the algebraic K-groups of the group ring, after
tensoring with some subring of the rationals.
Here we follow the formulations of Davis and Lu¨ck [36]. For the equivalence of various
classical assembly maps, see Hambleton and Pedersen [53]. Let G be a group and Or(G)
the orbital category whose objects are G/H for subgroups H < G and morphisms the
G-maps. Let
K : Or(G)→ Ω-spectra
be a functor from Or(G) to the category of Ω-spectra such that for each integer i the
stable homotopy group pii(K(G/H)) = Ki(Z[H]), the algebraic K-groups of the group
ring Z[H]. Note that such functor has specific constructions (cf. [36]). Recall that
a subgroup H < G is called virtually cyclic if H contains a cyclic subgroup of finite
index. Denote by Evcyc(G) a G-CW complex such that the fixed point set Evcyc(G)
H
is contractible for any virtually cyclic subgroup H < G and empty if H is not virtually
cyclic. Such space is unique up to G-homotopy equivalence (cf. [71]). For any G-CW
complex X, let X? : Or(G)→ Spaces+ be the functor defined by X?(G/H) = XH . We
can define the equivariant K-theory by
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The trivial map Evcyc(G)→ pt induces a map of homology groups
HG∗ (Evcyc(G);K)→ HG∗ (pt;K),
called the Farrell-Jones assembly map.
Conjecture 3.1.1 (Farrell-Jones conjecture). Let G be a group. Then for each integer
i, the assembly map
HGi (Evcyc(G);K)→ HGi (pt;K) = Ki(Z[G])
is an isomorphism.
Similarly, we can consider the Baum-Connes conjecture. Let l2(G) be the L2 Hilbert
space on G. The group algebra C[G] acts on l2(G) by left translation. This gives an
injection C[G] → B(l2(G)) to the set of all bounded linear operators of l2(G). The
completion of C[G] in B(l2(G)) with respect to the operator norm is the reduced group
C∗-algebra C∗r (G). Let
Ktop : Or(G)→ Ω−spectra
be a functor from Or(G) to the category of Ω-spectra such that for each integer i the
stable homotopy group pii(K(G/H)) = Ktopi (C∗r (H)), the topological K-groups of the
C∗-algebra C∗r (H). Denote by EFin(G) a G-CW complex such that the fixed point set
EFin(G)H is contractible for any finite subgroup H < G and empty if H is not finite.
For a G-CW complex X, define the equivariant K-homology by




The trivial map EFin(G)→ pt induces a map of homology groups
HG∗ (EFin(G);Ktop)→ HG∗ (pt;Ktop),
called the Baum-Connes assembly map (for more details, see also Joachim [64]).
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Conjecture 3.1.2 (Baum-Connes conjecture). Let G be a group. Then for each integer
i, the assembly map
HGi (EFin(G);Ktop)→ HGi (pt;Ktop) = Ktopi (C∗r (G))
is an isomorphism.
The Farrell-Jones conjecture and Baum-Connes conjectures have many applications.
For example, if the Farrell-Jones conjecture is true for a torsion-free group G, then the
Wall obstructions K˜0(Z[G]) = 0 and the Whitehead group Wh(G) = 0. This implies that
any finitely dominated CW complex with fundamental group G will be finite and that
a homotopy equivalence between CW complexes with fundamental groups G is a simple
homotopy equivalence. The Baum-Connes conjecture implies the Novikov conjecture
and zero-in-the-spectrum conjecture. For more details, see the survey article by Lu¨ck
and Reich [71].
3.1.2 Bredon (co)homologies over categories
In this subsection, we will define the Bredon (co)homology over a small category C. Recall
that for an abelian group A, the Eilenberg-Mac Lane spectrum K
¯
(A,n) is an Ω-spectrum
whose homotopy groups are vanishing except in dimension n where its homotopy group
is A. Similarly, we can define the Eilenberg-Mac Lane C-spectrum K
¯
C(A,n) as follows
(cf. [77]). Let A be a ZC-module, i.e. a functor
A : C → Ab
to the category of abelian groups. The C-spectrum K
¯
C(A,n) is defined as a C-spectrum E
whose homotopy groups piq(E) (defined C-object-wise) vanish except in dimension q = n
where its homotopy group is A. For a C-space X, let X ′ be its C-CW approximation.
We define the Bredon homology group as
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In other words, the Bredon homology (resp. cohomology) theory is the equivariant
homology (resp. cohomology) theory defined by the Eilenberg-Mac Lane C-spectrum
K
¯
C(A,n) for a ZC-module A. When C is the category Or(G) for a finite group G, the
cohomology theory H∗C(X;A) is the same as that defined by Bredon [21].
Actually, the Bredon homology and cohomology theories can be given more explicitly
in a similar way as the ordinary homology and cohomology theories. In order to do this,
we need to introduce some concepts of RC-modules and tensor product of RC-modules.
Most of these notations are from [36]. Let R be an associative ring. A contravariant
RC-module is a contravariant functor
C → R−Mod.
In a similar way, one can define a covariant RC-module. Given a set B = (ci)i∈I of




A projective RC-module is a direct summand of a free RC-module. For a covariant RC-
module M and a contravariant RC-module N, the tensor product N⊗RCM is defined
in a similar way as the tensor product of two spaces in Definition 3.1.2. Suppose that
F : C → D is a functor between two small categories. For each covariant RC-module M,
its induction with F is an RD-module given by
indFM(c) := RhomD(F (−), c)
⊗
RCM(−)
for any object c ∈ D. When M is a contravariant RC-module, its induction with F is
an RD-module given by
indFM(c) := M(−)
⊗
RC RhomD(c, F (−)),
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for any object c ∈ D. We can also define the restrictions. When N is a covariant (or
contravariant) RD-module N, its restriction with F is a covariant (or contravariant)
RC-module defined by
resFN := N ◦ F.
Lemma 3.1.3 (Lemma 1.9 in [36]). Given a contravariant RC-module M and a covari-







Now we can define the Bredon homology theory. Let X be a contravariant C-space,
X ′ its C-CW approximation and M a covariant RC-module. For each non-negative
integer n, denote by Cn(X
′) the n-th dimensional singular complexes of X ′ obtained
at each object of C. This is actually a contravariant RC-module. We can form a chain
complex C∗(X ′;M) := C∗(X ′)
⊗
RCM. The Bredon homology H
C∗ (X;M) can be defined
as the homology of this chain complex.
Let G be a group. When X is a G-space, we can define a contravariant Or(G)-space
X? as a functor
G/H → XH .
The Bredon homology group H
Or(G)
∗ (X;M) is usually denoted by HG∗ (X;M). Similarly,
we can define the chain complex C∗(X;M) := HomC(C∗(X);M) and the Bredon coho-
mology group H∗C(X;M) is defined as the homology group of this chain complex (this
is implied by Brown representability, cf. [83]).
3.2 Postnikov invariants and localization of a spectrum
3.2.1 Triangulated category and Postnikov invariants of spectra
Before we present some facts on the Postnikov invariants of a C-spectrum, let us discuss
some general facts on the class of all C-spectra. Let S be the stable model category of
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spectra. It is shown in [6] (Theorem 3.5) that the category of all the functors C → S
is a cofibrantly generated model category, where the weak equivalences and fibrations
are defined C-objectwise. As the suspension functor in S defined C-objectwise is an
equivalence, we obtain the following proposition according to [62].
Proposition 3.2.1. Let C be a small category and S the category of C-CW-spectra.
Then the homotopy category Ho(S) of S is a triangulated category.
Such general structures ensure that we can work with C-spectra objectwise in many
cases, such as taking fiber squence, cofiber sequence, localizations and so on. In order
to prove Theorem C, we want to introduce some facts about the Postnikov invariants of
a C-spectrum. For more details, see [77] (Chapter II), [16] (Section 3) and [36](Section
4).





C E), while the cohomology group H
i(E) is the homotopy group
[E,K
¯
C(Z, i)]C . For a connective C-spectrum E ( i.e. the homotopy group pii(E) = 0 for
i < 0), there exists a series of spectra E[n] (n = 0, 1, 2, . . .) and maps fn : E → E[n],
pn+1 : E[n+ 1]→ E[n] such that the following diagram is commutative
· · · = E = E = · · · = E
↓ fn ↓ fn−1 ↓ f0
· · · → E[n] pn→ E[n− 1] pn−1→ · · · p1→ E[0]
and for any integer i ≤ n, there is an isomorphism pii(E) ∼= pii(E[n]) and for any i > n,
the homotopy group pii(E[n]) = 0. This is called the Postnikov decomposition of E. The
spectra E[n] are uniquely determined by E up to homotopy. There is a cofiber sequence
E[n]
pn→ E[n − 1] → K
¯
C(pinE,n + 1) for each integer n ≥ 1. The map E[n − 1] →
K
¯
C(pinE,n + 1) actually defines an element kn+1(E) in Hn+1(E[n − 1], pinE), which is
called the (n+ 1)-th Postnikov invariant of E.
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Definition 3.2.1. Let Mn := 1 for n ≤ 1 and for n ≥ 2 let Mn denote the product of
all primes p for which there exists a sequence of integers (a1, a2, a3, . . .) satisfying:
(i) a1 ≡ 0 (mod 2p− 2), ai ≡ 0 or 1 ( mod 2p− 2) for i ≥ 2,
(ii) ai ≥ pai+1 for i ≥ 1,
(iii)
∑∞
i=1 ai = n.
Note that Mn divides the product of all primes p ≤ n/2 + 1.
The following result is proved by H. Cartan [31].
Lemma 3.2.2. Let A be an abelian group. Then for each integer i > 0, the homol-
ogy group Hi(K
¯
(A, 0)) is a torsion group of finite exponent. More precisely, we have
MiHi(K
¯
(A, 0)) = 0.
As noted above, the integer Mn divides the product of all the primes p ≤ n/2 + 1.
However, the definition of Mn seems a little complicated. For simplicity, we just take
Mn as the product of all the primes p ≤ n/2 + 1 in the remainder of this article.
Recall that a spectrum E is bounded below if for some c ∈ Z, the homotopy group
pii(E) = 0 for any i < c. The following lemma is the remark after Lemma 2 in [3] (see
also Theorem 1.5 in [5] and its proof).
Lemma 3.2.3. Let E be a bounded below spectrum and n ≥ 0 an integer. Assume that
Mn is the product of all primes p ≤ n/2 + 1 with M1 = 1. Suppose that there exists an
integer m ∈ Z such that pii(E) = 0 for i > m. Then for any integer i > m we have
(Πi−ci−mMj) ·Hi(E) = 0.
The following proposition is similar to Theorem 3 in [3].
Proposition 3.2.4. Let E be a uniformly bounded below C-spectrum (there exists some
integer N such that pii(E(c)) = 0 for any object c and i ≤ N) and n ≥ 0 be an integer.
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Assume that Mn is the product of all primes p ≤ n/2+1 with M1 = 1. Then the (n+1)-th
Postnikov invariant kn+1(E) satisfies
(Πn+1−Nj=2 Mj)k
n+1(E) = 0.
Proof. When the C-spectrum E is restricted to an object c ∈ Ob(C), we get a spectrum
E(c). By the universal coefficient theorem,
Hn+1(E(c)[n− 1], pin(E(c)))
∼= Hom(Hn+1(E(c)[n− 1]), pin−1(E(c)))
⊕
Ext(Hn(E(c)[n− 1]), pin(E(c))).
According to Lemma 3.2.3, we have
Πn+1−Nj=2 MjHn+1(E(c)[n− 1]) = 0
and
Πn−Nj=2 MjHn(E(c)[n− 1]) = 0.
Note that Mn−N , Mn+1−N are independent of the object c and Mn−N divides Mn+1−N .
This shows for any map f ∈ [E[n− 1], K
¯
C(E,n)]C that the map Πn+1−Nj=2 Mjf is weakly
homotopy equivalent to the constant map. Therefore (see Corollary 5.4, Chapter 2 in
[21] for details in the case of orbit category of groups), we have
(Πn−N+1j=1 Mj)H
n+1
C (E[n− 1], pin(E)) = 0.
The following lemma is an equivariant version of Propositions 1.17 and 4.20 of Chap-
ter 2 in [92].
Lemma 3.2.5. Let E
f→ Y g→ Z be a cofiber sequence of C-spectra. If the morphism g
is null-homotopic, then E ' Σ−1Z∨Y. In particular, if the Postnikov invariant kn+1(E)
is trivial, we have that E[n] ' E[n− 1] ∨ ΣnK
¯
C(pinE, 0).
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Proof. Consider the exact sequence
[Y,E]C
f∗→ [Y, Y ]C g∗→ [Y,Z]C .
Since f∗ is surjective, there is a map s : Y → E such that fs ' idY . Note that
Σ−1Z → E → Y is still a cofiber sequence. We have E ' Σ−1Z ∨ Y.
In order to construct the map ϕn,m in Theorem C, we need the following proposition,
whose non-equivariant version has already appeared in Theorem 1.1 and Theorem 1.5
in [5].
Proposition 3.2.6. Let E be any Ω-C-spectrum and m ≤ n be two integers. Assume
that for each integer i with m ≤ i ≤ n, the (i + 1)-th Postnikov invariant ki+1(E)
is of finite order si in H
n+1
C (E[n − 1], pin(E)). Denote by βi the inclusion of spectra
K
¯
C(pit(E), t) ↪→ E[t]. Then there exist maps of spectra
ϕn,m : E[n]→ E[m− 1] ∨ (∨nt=mK¯
C(pit(E), t))
and
ψn,m : E[m− 1] ∨ (∨nt=mK¯
C(pit(E), t))→ E[n]
such that for each object c ∈ Ob(C) and each integer t with m ≤ t ≤ n,
(i) the composition of maps ψn,m ◦ϕn,m induces the multiplication (up to an automor-
phism)
snsn−1 · · · sm : pit(E(c))→ pit(E(c)),
and




βt→ E[t] ∨ (∨ns=t+1K¯
C(pis(E), s))
ψn,t+1→ E[n]
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induces multiplication
snsn−1 · · · st : pit(E(c))→ pit(E(c)),
where prt is the projection onto the t-th summand.
Proof. The proof is almost the same as the non-equivariant case. See Theorem 1.1,
Corollary 1.2, Remark 1.3 and Theorem 1.5 and their proofs in [5] for more details.
3.2.2 Localization of a C-spectrum
In this subsection, we introduce briefly some facts about localization of C-spectra. First-
ly, let’s recall some facts on the localization of ordinary spectra (for more details, see
[1]). Let A be an abelian group. Choose a resolution of A by free Z-modules
0→ R d→ F → A→ 0
for some free abelian groups F and R. Assume that the module F has a basis S1 and R
has a basis S2. Let n ≥ 2 be an integer. By suitable wedges of spheres, we can get
Hn(∨λ∈S1Snλ ) ∼= F and Hn(∨λ∈S2Snλ ) ∼= R.
We can form a map
f : ∨λ∈S2Snλ → ∨λ∈S1Snλ






Take Y (A) as the mapping cone of f.
Let E be a spectrum and EA be the spectrum (Σ
nE)∧Y (A). Then for a torsion-free
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We normally call the spectrum EA the localization of the spectrum E with respect
to the abelian group A.
The following lemma is Proposition 5.11 of chapter 2 in [92].
Lemma 3.2.7. Let
· · · = E = E = · · · = E
↓ fn ↓ fn−1 ↓ f0
· · · → E[n] pn→ E[n− 1] pn−1→ · · · p1→ E[0]
be the Postnikov decomposition of a spectrum E. Then
· · · = EA = EA = · · · = EA
↓ (fn)A ↓ (fn−1)A ↓ (f0)A
· · · → E[n]A (pn)A→ E[n− 1]A (pn−1)A→ · · · (p1)A→ E[0]A
is the Postnikov decomposition of the localization EA.
Now we prove the following localization of C-spectra.
Proposition 3.2.8. Let A be a torsion-free abelian group and Y (A) the mapping cone
constructed above. Assume that E is a contravariant C-spectrum and F is a covariant C-











Proof. It can be checked by the definition that
E
⊗
C(F ∧ Y (A)) ' (E
⊗
C F ) ∧ Y (A).
According to the localization of ordinary spectra, we have
pii(E
⊗
C(F ∧ Y (A)))
∼= pii((E
⊗
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Proposition 3.2.8 shows that the localization of a C-spectrum is a C-spectrum which
is localized at each object in C.
In order to prove Theorem C, we need the following lemma, which is an equivariant
version of Lemma 4.29 of chapter 2 in [92]. Let E,F be two C-spectra and X a free
C-CW complex. Assume that a map f : E → F is n-connected, i.e., for each integer
i ≤ n, the group homomorphism fi : pii(E) → pii(F ) is an isomorphism and fn+1 :
pin+1(E)→ pin+1(F ) is an epimorphism.
Lemma 3.2.9. The map
f∗ : X
⊗
C E → X
⊗
C F
induced by f is also n-connected. When X is finite, the map
f∗ : HomC(X,E)→ HomC(X,F )
induced by f is n-connected as well.
Proof. Let G be the cofiber of f. According to the long exact sequence associated with
the cofiber sequence, it is enough to prove X
⊗
C G is n-connected. By the definition
of free C-CW complexes, X is the colimit of finite-dimensional free C-CW complexes.
Since the tensor product
⊗
C commutes with colimits, it is enough to prove the lemma
for each skeleton. We will prove it by induction. Recall the definition of free C-CW
complexes. For some index set Ik, the (k + 1)-th skeleton Xk+1 is obtained from Xk by
the following pushout diagram
unionsqi∈InhomC(−, ci)× Sk → Xk
↓ ↓
unionsqi∈InhomC(−, ci)×Dk+1 → Xk+1.
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given by (g : a → c)⊗x 7→ g∗(a) for x ∈ E(a) and g∗ : E(a) → E(c) the map induced










are both n-connected. According to the excision property of the pushout diagram, f∗
is n-connected (see also the proof of Theorem 3.11 in [36]). For the second part of the
Lemma, we have a homeomorphism
HomC(homC(−, c), G)
∼=→ G(c)
according to the Yoneda lemma. Note that when X is finite, the functor HomC(−)
commutes with finite colimits. The remainder is the same as the proof of the first
part.
3.3 Equivariant Chern characters
In this section, we get equivariant Chern characters for both the equivariant homology
theory and cohomology theory and prove Theorem C.
3.3.1 The case of equivariant homology theory
Let’s recall the definition of h∗(C/?). For each integer i, hi(C/?) is the C-module defined
by the functor
C → Ab, c 7→ hi(homC(−, c)).
The following lemma characterizes the C-module h∗(C/?).
Lemma 3.3.1. Let C be a small category and h∗ a generalized homology theory defined
for C-CW-complexes. Assume that the homology theory h∗ is defined in terms of a
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C-spectrum E. Then we have an isomorphism of C-modules
hi(C/?) ∼= pii(E).
Proof. According to the adjoint property C-spaces (spectra) (cf. Lemma 1.9 and its
proof in [36]), for each object c ∈ Ob(C) we have a homotopy equivalence
homC(−, c)
⊗
C E ' E(c).
Then for each object c ∈ Ob(C) we get





The following lemma is important for our proof of Theorem C. Let E be a uniformly
bounded below C-spectrum, i.e. there exists an integer N such that pii(E(c)) = 0 for
any object c ∈ C and any integer i < N. For each integer n, assume that Mn is the
product of all positive primes p ≤ n/2 + 1 when n > 1 and Mn = 1 when n ≤ 1. Denote
by R′n,N the subring Z[
1
Mn+1−N ] of rationals and E[n] the n-th term in the Postnikov
decomposition of E.









R′n,N , 0). (2)
induced by the map ϕn,N defined in Proposition 3.2.6.
Proof. Denote by Y (R′n,N ) the mapping cone obtained in the beginning of subsection
3.2.2. We consider the localization E[n]R′n,N = (Σ
kE[n]) ∧ Y (R′n,N ) of the C-spectrum
E, i.e. for each object c ∈ C, we have
E[n]R′n,N (c) = (Σ
kE[n](c)) ∧ Y (R′n,N ).
3.3. EQUIVARIANT CHERN CHARACTERS 75






Note that Mi|Mi+1 for each integer i. Since Mi+1−N is invertible in pii(E[n]R′n,N ), the
i-th Postnikov invariant
ki+1(E[n]R′n,N ) ∈ [E[n]R′n,N [i− 1], K¯
C(pii+1(E[n]R′n,N ), i+ 1)]C
vanishes according to Proposition 3.2.4 and Lemma 3.2.7. Therefore by Lemma 3.2.5
we have for each integer i ≥ 0 that














This homotopy equivalence is induced by ϕn,N .
Let C be a small category and h∗ a generalized homology theory defined for pairs
of C-CW-complexes. Assume that the homology theory h∗ is defined in terms of a C-
spectrum E and there exists an integer N such that pii(E(c)) = 0 for any object c ∈ C
and any integer i < N. Suppose that Rn,N is a ring containing the subring Z[ 1
[n+3−N2 ]!
]
of rationals, which is the localization of Z by inverting the integer [n+3−N2 ]!. Denote by
HC∗ (−) the Bredon homology over C. Now we are ready to prove the main theorem:





such that for each C-CW complex X , the map ϕn,N induces a natural isomorphism
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Proof. For each positive integer n, assume that Mn is the product of all primes p ≤
n/2 + 1 with Mi = 1 for i ≤ 1. Denote by [r] the integral part of a real number r. Note
that Z[ 1Mn ] ⊆ Z[ 1[n+2
2
]!
]. Consider the Postnikov decomposition of E as follows
· · · → E[n]→ E[n− 1]→ · · · → E[N ].
We easily see that there is a homotopy equivalence
E[N ] ∼= K
¯
C(piN (E), N).
Using Proposition 3.2.6 with m = N − 1, we get a map of spectra
ϕn,N : E[n]→ ∨ni=NK¯
C(pii(E), i)).














C(pii(E), i)) ∼= HCn−i(X ′;hi(C/?)).





Denote by R′n,N the subring Z[
1
Mn+1−N ] of rationals. By Lemma 3.3.2, the map ϕn,N










For simplicity, assume F = ER′n,N , the localization of the spectrum E at Mn+1−N . Let X
be a C-CW complex and X ′ its free C-CW complex approximation. Since Σ(X ′⊗C E) '





(E), the spectra X ′
⊗
C F is the corresponding localization of X
′⊗
C E. By
Lemma 3.2.9, there is a homotopy equivalence
(X ′
⊗



































where the last isomorphism is given in Lemma 3.3.1. Note that for each positive integer
n, the integer Mn divides [
n+3
2 ]!. Therefore, the there is an inclusion of rings






This finishes the proof.
Theorem C is a special case of Theorem 3.3.3 when N = 0.
Note that in Theorem 3.3.3, we have to assume that the spectrum E is bounded
below in general. However, this is not necessary when the C-space X is uniformly finite-
dimensional, i.e. there exists a positive integer m such that for any object c ∈ Ob(C),
the dimension dimX(c) ≤ m. More precisely, we have the following corollary.
Corollary 3.3.4. Let h∗ be a generalized homology theory defined for pairs of C-CW-
complexes. For an integer m, suppose that Rm is a commutative ring containing the
subring Z[ 1
[m+32 ]!
] of rationals, which is the localization of Z by inverting the integer
[m+32 ]!. Then for each integer n and a uniformly m-dimensional C-CW complex X ,
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Proof. Let E be a C-spectrum such that for any C-CW complex X and its free C-CW
approximation X ′, we have h∗(X) = pi∗(X ′
⊗
C E). Let E[n−m−1] be the (n−m−1)-th
term in the Postnikov decomposition of E and F the fiber of the map fn−m−1 : E →
E[n−m− 1]. Then for any integer i ≥ n−m, we have an isomorphism
pii(F ) ∼= pii(E)
and for any i < n −m, the homotopy group pii(F ) = 0. According to the equivariant
Atiyah-Hizebruch spectral sequence
HCp (X;piq(E)) =⇒ hp+q(X)







Using Theorem 3.3.3 with N = n−m, we can finish the proof.
The following corollary gives a rational computation of any equivariant homology
theory over a small category C.
Corollary 3.3.5. Let h∗ be a generalized homology theory defined for pairs of C-CW
complexes. Suppose that R is a commutative ring containing the rationals Q. Then
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Proof. Without loss of generality, assume that the C-CW complex X is a free C-CW
complex. Suppose that
∅ = X−1 ⊂ X0 ⊂ X1 ⊂ · · · ⊂ X = ∪n≥0Xn
is the filtration of X in the definition of a free C-CW complex. For each skeleton Xm,
























The disjoint union axiom implies both the homology theories are compatible with col-
imits over the filtration. By excision, the exact sequence of pairs and the five-lemma
one can prove that the map ϕn induces a rational isomorphism. For details, compare
with the proof of Theorem 4.4 in [68].
Denote by FGINJ the category of finite groups with injective homomorphisms as
morphisms. Let G be a group and F the family of finite subgroups. When the small
category C in Corollary 3.3.5 is the orbit category OrG(F) and the generalized homology
h∗ is a proper equivariant homology theory (for definition, see [68]), we get the following
result, which was first proved by Lu¨ck in [68] (Theorem 0.1).
Let H?∗ be a proper equivariant homology theory with values in R-modules, i.e. for
each group G, HG∗ is a G-homology theory.
Corollary 3.3.6. Let R be a commutative ring with Q ⊆ R. Suppose that the covariant
functor H?q(∗) : FGINJ→ R-MOD extends to a Mackey functor for all q ∈ Z. Then for
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Proof. Each OrG(F)-CW complex X can be viewed as a proper G-space (cf. Section 7 in
[36] and Theorem 1 in [41]). We can extend the proper equivariant homology theory H?∗
as an equivariant homology theory defined for pairs of OrG(F)-CW complexes. Similar
to nonequivariant generalized homology theory, any equivariant generalized homology
theory over OrG(F) can be given by an OrG(F)-spectrum (see [83] for a cohomology
theory case, while the homology theory is similar). This corollary is a direct consequence
of Corollary 3.3.5.
3.3.2 The case of equivariant cohomology theory
In this subsection, we obtain an equivariant cohomological Chern character. This is an
analog of the homology case. Let C be a small category and h∗ a generalized cohomology
theory defined for pairs of C-CW-complexes. Assume that the cohomology theory h∗ is
defined in terms of a C-spectrum E and there exists an integer N such that pii(E(c)) = 0
for any object c ∈ C and any integer i < N. Suppose that Rn,N is a commutative ring
containing the subring Z[ 1
[n+3−N2 ]!
] of rationals, which is the localization Z by inverting
the integer [n+3−N2 ]!. Denote by H
∗
C(−) the Bredon cohomology over C.






such that for each finite C-CW complex X , the map ϕn,N induces a natural isomorphism










Proof. For any finite C-CW complexX having a finite free C-CW complex approximation
X ′, we have that h∗(X) = pi−∗(HomC(X ′+, E)). Similar to the proof of Theorem C, we
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can get a map of spectra
ϕn,N : E[n]→ ∨nt=NK¯
C(pit(E), t)).
According to 3.2.9, for a finite free C-CW complex X ′, we have an isomorphism
hn(X ′)
∼=→ pi−n(HomC(X ′, E[n])).




C(pii(E), i))) ∼= Hn−iC (X ′;hi(C/?)).







For each positive integer n, recall thatMn is the product of all positive primes p ≤ n/2+1
with Mi = 1 for i ≤ 1. Denote by R′n,N the subring Z[ 1Mn+1−N ] of rationals. Let F be
the localization of E at Mn+1−N , i.e., F = ER′n,N . By the construction of localization of
F , for each C-CW complex X there is a canonical homotopy equivalence
HomC(X,ER′n,N ) ' HomC(X,E)R′n,N .




R′n,N ∼= pin(HomC(X ′, F )).
The rest of the proof is similar to that of Theorem 3.3.3.
Similar to homology theory, the following corollary shows that when the C-CW
complex X is finite the assumption of the spectrum is bounded below in Theorem 3.3.7
is not necessary.
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Corollary 3.3.8. Let h∗ be a generalized homology theory defined for pairs of C-CW-
complexes. For an integer m, suppose that Rm is a commutative ring containing the
subring Z[ 1
[m+32 ]!
] of rationals, which is the localization Z by inverting the integer [m+32 ]!.
Then for any each integer n and a m-dimensional finite C-CW complex X, there exists


















Proof. The proof is similar to the proof of Corollary 3.3.4 using a cohomological equiv-
ariant Atiyah-Hizebruch spectral sequence.
Let G be a group and F the family of finite subgroups. When the small category
C in Corollary 3.3.5 is the orbit category OrG(F) and the generalized homology h∗ is
a proper equivariant cohomology theory, we get the following rational computation of
proper homology theory, which was proved by Lu¨ck in [68] (Theorem 4.6).
Corollary 3.3.9. Let R be a commutative ring with Q ⊆ R. Let H?∗ be a proper
equivariant homology theory with values in R-modules. Suppose that the RSub(G,F)-
module HGq which sends G/H to HGq (G/H) is injective as RSub(G,F)-module for every









Proof. This is a direct consequence of Corollary 3.3.8 in a similar way to the case of
homology theory (cf. the proof of Corollary 3.3.6).
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3.4 The ‘best’ possible bound in lower-degree cases
The content of this section is well-known. We include it to discuss the optimality of
the coefficients in lower-degree Chern characters. In the proof Theorem 3.3.3, we can
see that Lemma 3.3.2 is very important. Suppose h∗ is a homology theory defined by a
C-connective spectra E. When n = 1, we have M1 = 2 and Lemma 3.3.2 shows that the













In this section, we show that the integer M1 = 2 in the above isomorphism cannot be
improved in general.
For simplicity, we take the small category C to be trivial and all the homology
theories are non-equivariant generalized homology theory. We now define a spectrum
E to show the integer M2 = 2 can not be improved. The first space of this spectrum
appears in Theorem 2.1 in [4] to show that not every simply connected space X has the
trivial k-invariant k4(X) ∈ H4(X[2], pi3(X)) (m = 1, n = 3 and p = 2 in the notations
there). More precisely, for each integer i, let Sq2 : H i(−;Z/2) → H i+2(−;Z/2) be
the stable cohomological operation corresponding to an infinite loop map K(Z/2, i) →
K(Z/2, i + 2). Suppose that Ei is the fiber of this map with only two non-vanishing
homotopy groups. Then E = {E0, E1, . . .} is an Ω-spectrum. By the definition, we have
pi0(E) = Z/2 and pi1(E) = Z/2.
Proposition 3.4.1. Let E be the spectrum as defined above. Then the map





defined in Proposition 3.2.6 is not a homotopy equivalence.
Proof. Let K
¯
(pi0(E), 1) and K
¯
(pi1(E), 0) be the Eilenberg-Mac Lane spectra responding
to the homotopy groups of E. Since the stable cohomology operation Sq2 is not trivial,
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the Postnikov invariant of k2(E) ∈ H2(K
¯





(pi1(E), 0) is a wedge of Eilenberg-Mac Lane spectra whose Postnikov
invariants vanish. This shows ϕ1,0 cannot be a homotopy equivalence.
However, for lower-degree cases, we can still have some improvements of Theorem
C. Suppose h∗ is an unreduced homology theory defined by a C-connective spectrum
E. According to the equivariant Atiyah-Hizebruch spectral sequence, for any C-CW
complex X there is an isomorphism
h0(X) ∼= HC0 (X;h0(C/?)).








Considering a similar equivariant Atiyah-Hizebruch spectral sequence for the reduced
homology theory h˜∗, we have that for a connected C-CW complex X (this implies that
HC0 (pt;h∗(C/?)) ∼= HC0 (X;h∗(C/?))) there is an isomorphism
h1(X) ∼= HC0 (X;h1(C/?))
⊕
HC1 (X;h0(C/?)).
3.5 Applications to algebraic K-theory
3.5.1 Algebraic K-theory of integral group rings
In this subsection, we will present a result on algebraic K-theory of integral group
rings as an application of Theorem C. Let G be a group and R a commutative ring of
characteristic zero. It’s proved by Lu¨ck and Reich (cf. Theorem 0.13 in [70]) that there
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Special cases of this result are treated for example in Proposition 6.3.24 (page 366) of
[90]. It is also well-known that K1(ZG) contains a copy of H1(G;Z) (cf. Lemma 1.2 in
[71]). In this section, we will give a generalization of these results in Theorem D.
Before we give the proof of Theorem D, let’s recall some notations of connective
OrG(F)-spectra from [70]. Let G be a group and R an arbitrary ring. The connective
K-theory Or(G)-spectrum KR is a functor
KR : Or(G)→ Spectra
satisfying the natural isomorphisms
pin(KR(G/H)) ∼= Kn(RH)
and all negative homotopy groups vanish (cf. [36]). When k is a commutative algebra
and R an algebra over k, there is a connective Hochschild homology Or(G)-spectrum
HH
⊗





n (RG) and all negative homotopy groups
vanish. For a G-CW complex X, let X? be the Or(G)-space defined by the fixed points
G/H → (X)H .
For an Or(G)-spectrum E, there is a G-homology theory defined by
HG∗ (X;E) := pi∗((X+)
? ∧Or(G) E(?)).
Suppose that F is a family of subgroups in G. Let EF (G) be the classifying space for
the family F . By definition, the homology group HG∗ (EF (G);E) equals the homology
group hE∗ (EF (G)?) defined in Section 3.1 with E viewed as an OrG(F)-spectrum by
restriction from the family All of all subgroup to F . It is shown in [70] that there exists
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a natural transformation dtr :KR→ HH
⊗
k such that the diagram
HGn (EF (G); KR) → Hn(pt; KR) ∼= Kn(RG)
HGn (EF (G); dtr) ↓ dtr ↓
HGn (EF (G); HH
⊗







is commutative, where the two horizontal arrows are assembly maps.
We also need some facts about ZOrG(F)-modules. We will focus on our main inter-
esting example pi0(KR) which assign to each object G/H a Z-module K0(RH). For each
subgroup H of G, let εH : RH → R be the augmentation map and iH : R → RH be
the inclusion that maps H to the identity component. These two ring homomorphisms
induce two group homomorphisms of K-theory ε∗H : K0(RH) → K0(R), i∗H : K0(R) →
K0(RH). Then we have a split isomorphism K0(RH) ∼= K0(R)
⊕
coker(i∗H). It is not
hard to see that the maps ε∗H , i
∗
H and the splitting are natural with respect to group
homomorphisms. Denote by K0(R) the ZOrG(F)-module defined by
G/H → K0(R)
and ε∗−, i∗−the ZOrG(F)-module homomorphisms between K0(R) and pi0(KR) induced





Denote by HH0(R) the OrG(F)-Z-module defined by
G/H → HH0(R)
and j∗−the injective ZOrG(F)-modules homomorphism between HH0(R) and pi0(HH
⊗
kR)
induced by the inclusions i. In a similar way, we get a split isomorphism of ZOrG(F)-










By definitions of Bredon homology groups, we have actually proved the following lemma.
Lemma 3.5.1. Let G be a group and F a family of subgroups. Then for any OrG(F)-
space X, we have natural splitting isomorphisms of Bredon homology groups
H










The proof of Theorem D is based on the following lemma, which was obtained by
Lu¨ck and Reich (Theorem 1.7 in [70]).
Lemma 3.5.2. Let k be a commutative ring, R a k-algebra, and G a group. Then the








is split injective for every family F . If F contains the family of all (finite and infinite)
cyclic subgroups, then the map is an isomorphism.
















induced by the Dennis trace map of 0-th homotopy groups pi0(dtr) : pi0(KZ)→ pi0(HH
⊗
Z)
and by g the mapHGn (EF (G); dtr)
⊗
Z id from the homology groupH
G
n (EF (G); KZ)
⊗
ZR




ZR induced by the Dennis trace map of spectra dtr : KZ →
HH
⊗
Z . Since the two OrG(F)-spectra KZ and HH
⊗
Z(Z) are connective, Theorem C
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ZR → HGn (EF (G); KZ)
⊗
ZR













Here the two horizontal arrows are split injective as shown in Theorem C and the
two vertical arrows are induced by the natural transformation of OrG(F)-spectra. Ac-
cording to Lemma 3.5.1, the group H
OrG(F)∗ (X; K0(Z))
⊗





ZR. By Lemma 3.5.2 and the commutative diagrams (3.1)
and (3.2), it suffices to prove the map










is split injective for some family F . We now assume that the family F in Lemma 3.5.2
consists of only the trivial subgroup. This implies that the Bredon homology group
H
OrG(F)





Z(Z))) = Hn(G;HH0(Z)), the homology of group
G with coefficients HH0(Z). Note that the Dennis trace map induces an isomorphism
of abelian groups
dtr : K0(Z)→ HH0(Z).




Z id in (3.4) is an isomor-








is a split injection, which finishes the proof.
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3.5.2 Computation of Bredon homology
In this subsection, we will study the Bredon homology of spaces over a special kind
of small category SubG(F). We use this to get some results in algebraic K-theory of
rational group rings in the next subsection.
Let G be a group and F the family of finite subgroups in G. Let SubG(F) be the
category whose objects are finite subgroups in G. The morphisms are defined as follows.
For two finite subgroups H and K in F , denote by conhomG(H,K) the set of group
homomorphisms f : H → K, for which there exists an element g ∈ G with gHg−1 ⊆ K
such that f is given by the conjugation f = c(g) : H → K, h 7→ ghg−1. The group Inn(K)
of inner automorphisms of K acts on cohomG(H,K) from the left by composition. The
set of morphisms is defined as
homSubG(F)(H,K) := Inn(K)\cohomG(H,K).
There is a projection pr : OrG(F) → SubG(F) that sends the object G/H to H, and
the morphisms homSubG(F)(H,K) can be identified with homOrG(F)(H,K)/CG(H). For
more details, see [68]. Let R be an associative ring and X a G-space. Note that for a
subgroup H, there is a canonical identification XH = map(G/H,X)G. Then we obtain
two contravariant functors
OrG(F) → CW, G/H → XH
SubG(F) → CW, G/H → CG(H)\XH
to the category of CW complexes. Composing them with the covariant functor CW→ R-
Chcom sending a CW complex Y to its cellular chain complex with coefficients R, we get
a contravariant ROrG(F)-chain complex COrG(F)∗ (X) and a contravariant RSubG(F)-
chain complex C
SubG(F)∗ (X). Suppose that M is a covariant RSubG(F)-module, and
recall that the equivariant Bredon homology of X with coefficients M can be defined
as H
OrG(F)∗ (X;M) := H∗(C
OrG(F)∗ (X)
⊗
OrG(F)M). There is a canonical isomorphism
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indprC
OrG(F)∗ (X) ∼= CSubG(F)∗ (X) by Lemma 3.1.3. This implies that there is a natural
isomorphism
HOrG(F)n (X;M) ∼= Hn(CSubG(F)∗ (X)
⊗
RSubG(F)
M) =: HSubG(F)n (X;M).
In order to state Theorem 3.5.3, we need the definition of Mackey functors (cf. [68]).
Let R be a commutative ring with unit. Let FGINJ be the category of finite groups
with injective group homomorphisms as morphisms. A bifunctor
M : FGINJ→ R−MOD,
is a pair (M∗,M∗) consisting of a covariant functor M∗ and a contravariant functor M∗
from FGINJ to R−MOD which agree on objects. For an injective group homomorphism
f : H → K, denote by indf the map M∗(f) : M∗(H) → M∗(K) and by resf the map
M∗(f) : M∗(K) → M∗(H). When f : H → K is an inclusion of groups, we will just
write indKH and res
H
K instead of indf and resf . A bifunctor M is a Mackey functor if the
following conditions are satisfied:
(a) for an inner automorphism c(g) : K → K with g ∈ K, we have
M∗(c(g)) = id : M∗(K)→M∗(K);
(b) for an isomorphism of groups f : H → K, the compositions indf◦resf and resf ◦
indf are the identity.
(c) double cosets formula: for any two subgroups H,K ⊂ G,






Our main examples of Mackey functors will be the algebraic K-functors Kn(RH)
and the Hochschild homology functors HHn(RH).
For a finite subgroup H in G, denote by NG(H) the normalizer and by CG(H) the
centralizer of H in G. The Weyl group WG(H) for H is defined as the finite quotient
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group NG(H)/(H · CG(H)). Let N be a covariant ZSubG(F)-module. For each object
H ∈ Ob(SubG(F)), denote by N(H)s the subgroup of N(H) generated by the image
of all N(f) : N(K) → N(H) for the morphisms f : K → H such that f is not an
isomorphism in SubG(F). Denote by SHN the Z[WG(H)]-module N(H)/Ns. Denote
by S the set of all prime orders of elements in WG(H) and H for all finite subgroups
H ∈ F and Z[ 1S ] the subring of rationals Q generated by the set {1s |s ∈ S}. Let R be
a commutative ring containing Z[ 1S ] and I the conjugation classes of finite subgroups in
G.
Theorem 3.5.3. Let N be a ZSubG(F)-module that can be extended to a Mackey func-
tor with values in Z-modules. Assume for each finite subgroup H, the tensor product
SH(N)
⊗















Theorem 3.5.3 is an improvement of Theorem 0.2 in [68] and the strategy of proof
is also similar. We need several lemmas. The following lemma is an analog of Exercise
2, Section 0 of Chapter III (page 56) in [30].
Lemma 3.5.4. Let G be a group, R a commutative ring and R[G] the group ring.
Suppose that P is a projective R[G]-module and F is an R-free R[G]-module. Then
F
⊗
R P with diagonal G-action is a projective R[G]-module.
Proof. Let M,N be two R[G]-modules. There is a diagonal action of G on HomR(M,N),
given by
(gu)(m) = g · u(g−1m)
for g ∈ G, u ∈ HomR(M,N). Note that gu = u if and only if u commutes with the
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action of G. Thus HomR(M,N)









which shows that HomR[G](F
⊗
R P,−) is an exact functor and F
⊗
R P is a projective
R[G]-module.
Lemma 3.5.5. Let G be a finite group and R a commutative ring that contains the
order |G| as an invertible element. Suppose that M is a ZG-module such that M⊗ZR
is a free R-module. Then M
⊗
ZR is a projective R[G]-module. In particular, the
R[WG(H)]-module SH(N)
⊗
ZR in Theorem 3.5.3 is projective.
Proof. Since R contains |G| as a unit, R together with a trivial G-action is a projective




∼= (M⊗ZR)⊗RR. This finishes the proof by Lemma 3.5.4.
Let C be an EI-category (i.e. a category in which every endomorphism is a auto-
mophism) of finite length. For an object c in C, denote by aut(c) the automorphism
group of c. Let M be a covariant RC-module such that Raut(c)-module ScM is projective
for all objects c in C. Suppose σc : ScM → M(c) is an Raut(c)-section of the canoni-
cal projection M(c)→ ScM. Denote by Ec− the induction RhomC(c, ?)
⊗
Raut(c)−. We
need the following lemma, which is Theorem 2.11 in [68].














is surjective, where ic(M) is obtained from the adjoint pair of induction and restriction.
It is bijective if and only if M is a projective RC-module.
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Let S be the set defined in Theorem 3.5.3 and R be a commutative ring containing
Z[ 1S ]. Suppose that M is a Mackey functor with values in R-modules. It induces a
covariant RSubG(F)-module denoted in the same way
M : SubG(F)→ R-Mod, (f : H → K) 7→ (M∗(f) : M∗(H)→M∗(K)).
Suppose that each R[WG(H)]-module SHM is projective. For any finite subgroup H ⊂
G choose a section σH : SHM → M(H) of the projection M(H) → SHM. Denote by
I = Is(SubG(F)) the isomorphism classes of finite subgroups in G. The following lemma
is an improvement of Theorem 5.2 in [68].
Lemma 3.5.7. Suppose that each R[WG(H)]-module SHM is projective. The homo-





is an isomorphism and the RSubG(F)-module M is projective and hence flat.
Proof. The proof is similar to the proof of Theorem 5.2 in [68]. For completeness we
just briefly repeat here. By Lemma 3.5.5, SHM is a projective R[WG(H)]-module. By
Lemma 3.5.6, the map T is surjective. It is enough to prove for each finite subgroup
K ⊂ G that T (K) is injective. Put J(H) = homSubG(F)(H,K)/(WG(H)). Suppose for








in the kernel of T. Let (H0) be the maximal among those (H) such that xH,f 6= 0. Fix












maps (f : H → K)⊗R[WG(H)] xH,,f to [K ∩NGim(f0) : im(f0)]xH,f if (H) = (H0) and
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f¯ = f¯0 in J(H) and to zero otherwise. Since the index [K ∩ NGim(f0) : im(f0)] is
invertible in R by assumption, this is a contradiction because of T (K)(u) = 0.
Proof of Theorem 3.5.3. Firstly, note that for any RSubG(F)-module M there is a nat-
ural isomorphism
HOrG(F)n (X;M) ∼= HSubG(F)n (X;M).
The RSubG(F)-module N
⊗
ZR is obtained by object-wise tensor product. By lem-
ma 3.5.5, for each H the R[WG(H)]-module SH(N)
⊗
ZR is projective. Lemma 3.5.7
shows that the RSubG(F)-module N
⊗












Let aut(H) be the automorphism group of the object H in the category SubG(F).
Denote by Subaut(H)(1) the category of aut(H) with the family of the trivial subgroup.













Observe that the automorphism group aut(H) is isomorphic to the Weyl group WG(H).
By Lemma 3.5.5, the R[WG(H)]-module SH(N)
⊗
ZR is projective and hence flat. This














This finishes the proof.
3.5.3 Algebraic K-theory of rational group rings
In this subsection, we will study the algebraic K-theory of rational group rings. The
following lemmas are important for our later considerations.
The following lemma is an analog of Lemma 7.2 in [70].
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Lemma 3.5.8. Let R be an associative ring and H a finite group. Suppose that A is a








for all n ∈ Z.
Proof. The proof is similar to that of Lemma 7.2 in [70]. For completeness, we just
briefly repeat here. Let Sw(H,Z) be the Swan group, i.e. the Grothendieck group of
left ZH-modules which are finitely generated as abelian groups. By a result of Swan









is annihilated by |H|2. For some elements xC ∈ Sw(C,Z), we can hence write





Therefore, for any element y ∈ Kn(RH), we have










indHC (xC · resHC y).
The argument for Hochschild homology is similar. This finishes the proof by the as-
sumption on A.
For a finite cyclic group C, denote by A(C) the Burnside ring which is generated
additively by isomorphism classes of finite transitive C-sets. Suppose subC is the set
of conjugacy classes of subgroups of C. There is a ring homomorphism χC : A(C) →
ΠD∈subCZ that maps a set S to (SD)D∈subC . It is proved in [97] (Proposition 2 of (2.18)
and exercise 7 of (2.19), pp. 19-20) that χC
⊗




|C| ]→ ΠD∈subCZ[ 1|C| ]
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is an isomorphism. Let (δCD)D∈subC ∈ ΠD∈subCZ[ 1|C| ] be the element defined by δCC = 1




The following lemma is an analog of Lemma 2.1 in [70].
Lemma 3.5.9. Let C be a finite cyclic group and Z[ 1|C| ] the subring of the rationals Q







∼= Z[ 1|C| ]
and every group automorphism of C induces the identity on Z[ 1|C| ].
Proof. Let A(C) be the Burnside ring of C and ΠD∈subCZ the product of Z indexed
on the set subC of all subgroups of C. For each C-set, assigning the corresponding








|C| ]. This is





map(subC,Z[ 1|C| ]) the map sending a rational representation V to its character, i.e. if
a generates a subgroup 〈a〉 of C, then 〈a〉 7→ trQ(a : V → V ). This map is also an
isomorphism (cf. Section 13 of [93]). Denote by γ : ΠD∈subCZ[ 1|C| ]→ map(subC,Z[ 1|C| ])














Z[ 1|C| ] ↓ ↓ β
ΠD∈subCZ[ 1|C| ]
γ→ map(subC,Z[ 1|C| ],





|C| ] corresponds to the element (δCD)D∈subC in the lower left corner. There-




|C| ]) ∼= Z[ 1|C| ] and the proof is fin-
ished.
The following lemma is an analog of Lemma 7.4 in [70].
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Lemma 3.5.10. Let C be a finite cyclic group and M a Mackey functor with values in
Z[ 1|C| ]-modules. Then there is a natural isomorphism
θC(M(C)) ∼= SC(M(C)).
Proof. The proof is almost the same as that of Lemma 7.4 in [70], since the order of C
is invertible in Z[ 1|C| ].
Theorem 3.5.11. Let G be a group and EF (G) the classifying space for the family of
finite subgroups. For each integer n, denote by Sn the union of sets
{[n+ 3
2
]!} ∪ {k!|k is the order of some finite subgroup of G}
and Z[ 1Sn ] the subring of rationals Q generated by 〈
1
s
| s ∈ Sn〉. Assume for each finite





















































where the two vertical lines are induced by Dennis trace maps and the two horizontal
lines are isomorphisms induced by maps in Theorem C and Theorem 3.5.3.
Proof. We just check that the conditions of Theorem C and Theorem 3.5.3 are satisfied
for X = EF (G). Note that the OrG(F)-spectra KR and HH
⊗
kR are connective and
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[n+32 ]! is invertible in Z[
1
Sn
]. According to Lemma 3.5.8 and Lemma 3.5.10, for each non-



























It is actually proved in Lemma 8.1 and 8.2 of [72] that
Hp(BCG(C);Z[ 1Sn ])
∼= Hp(CG(C)\EF (G)C ;Z[ 1Sn ])
for each integer p. In order to use Theorem 3.5.3, we have to show that every prime
order of an element in the Weyl group WG(H) is invertible in Z[ 1Sn ]. By a result of
Horosevskii [61] (Theorem 2, page 587), every automorphism ϕ of a finite group H
has order |ϕ| ≤ |H| − 1. This implies the Sn in Theorem 3.5.11 contains the set S in
Theorem 3.5.3. Therefore, all the conditions of Theorem 3.5.11 and Theorem C are
satisfied, which finishes the proof.
Now we can prove Theorem E.







∼= Z[ 1|C| ].
According to the Lyndon-Hochschild-Serre spectral sequence of the fibration BCG(C)→

















∼= Hn(BNG(C);Z[ 1Sn ]).
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When the Farrell-Jones conjecture is true for G over ring Q, the injection in Theorem E
follows from the first isomorphism in Theorem 3.5.11. When the change-of-coefficients















induced by Dennis trace map is injective (note that Hn(NG(C);Q) is a direct summand
of the range). According to Lemma 3.5.2 and the commutative diagram in Theorem
3.5.11, we can finish the proof using a similar diagram chase to that in the proof of
Theorem D.
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Chapter 4
Matrix group actions on CAT(0)
spaces and manifolds
In this chapter, we study matrix group actions on CAT(0) spaces, spheres and acyclic
manifolds. The matrix groups include general linear groups, symplectic groups, or-
thogonal groups and classical unitary groups over general rings. We prove that for
low-dimensional CAT(0) spaces, a matrix group action always has a global fixed point
and that for low-dimensional spheres and acyclic manifolds, a matrix group action is
always trivial. These results give generalizations of a result of Farb [44] concerning
Chevalley groups over commutative rings acting on CAT(0) spaces and that of Bridson-
Vogtmann [28], Parwani [86] and Zimmermann [109, 110] concerning the special linear
groups SLn(Z) and symplectic groups Sp2n(Z) acting on spheres and acyclic manifolds.
In Section 4.1 and 4.2, we introduce some basic notations and facts on CAT(0) spaces,
homology manifolds, matrix groups and algebraic K1. All the results that appeared in
Section 1.3 will be proved in Section 4.3.
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4.1 Basic notions and facts
4.1.1 CAT(0) spaces and property FAn
Recall that a geodesic space (X, dX) is a metric space such that any two points x, y ∈ X




dX(γ(ti), γ(ti+1)) | 0 = t0 < t1 < · · · < tn = 1, n ∈ N}
is precisely dX(x, y). For three points x, y, z ∈ X, the geodesic triangle ∆ = ∆(x, y, z)
consists of the three vertices x, y, z and the three geodesics [x, y], [y, z] and [z, x]. Let R2
be the Euclidean plane with the standard distance dR2 and ∆¯ a triangle in R2 with the
same edge lengths as ∆. Denote by ϕ : ∆→ ∆¯ the map sending each edge of ∆ to the
corresponding edge of ∆¯. The space X is called a CAT(0) space if for any triangle ∆
and two elements a, b ∈ ∆, we have the inequality
dX(a, b) ≤ dR2(ϕ(a), ϕ(b)).
The typical examples of CAT(0) spaces include simplicial trees, hyperbolic spaces, prod-
ucts of CAT(0) spaces and so on. From now on, we assume that X is a complete CAT(0)
space. Denote by Isom(X) the isometry group of X. For any g ∈ Isom(X), let
Minset(g) = {x ∈ X : d(x, gx) ≤ d(y, gy) for any y ∈ X}
and let τ(g) = infx∈X d(x, gx) be the translation length of g. When the fixed-point set
Fix(g) 6= ∅, we call g elliptic. When Minset(g) 6= ∅ and dX(x, gx) = τ(g) > 0 for any
x ∈ Minset(g), we call g hyperbolic. The group element g is called semisimple if the
minimal set Minset(g) is not empty, i.e. it is either elliptic or hyperbolic. By a CAT(0)
complex, we mean a CAT(0) cell complex of piecewise constant curvature with only
finitely many isometry types of cells. For more details on CAT(0) spaces, see the book
of Bridson and Haefliger [27].
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The following definition of property FAn and strong FAn property were given by
Farb [44] as a generalization of Serre’s property FA.
Definition 4.1.1. Let n ≥ 1 be an integer. A group Γ is said to have property FAn if
any isometric Γ-action on any n-dimensional, CAT(0) cell complex X has a global fixed
point. A group Γ is said to have strong FAn property if any Γ-action on a complete
CAT(0) space X satisfying the following two properties has a global fixed point.
(i) n-dimensionality: The reduced homology group H˜n(Y ;Z) = 0 for all open sub-
sets Y ⊆ X.
(ii) Semisimplicity: The action of Γ on X is semisimple, i.e., the translation length
of each g ∈ Γ is realized by some x ∈ X.
When n = 1, the property FA1 corresponds to Serre’s property FA. Since any iso-
metric action on a CAT(0) cell complex must be semisimple (cf. p. 231 in [27]), we see
that strong FAn implies FAn. The following lemma contains some general facts on FAn
(see p. 1578-1579 in [44] for more details).
Lemma 4.1.1. The following properties hold:
(1) If G has property FAn then G has FAm for all m ≤ n.
(2) If G has FAn then so does every quotient group of G.
(3) Let H be a normal subgroup of G. If H and G/H have FAn then so does G.
(4) If some finite index subgroup H of G has FAn, then so does G.
4.1.2 Homology manifolds and Smith theory
Since the fixed-point set of a finite-period homeomorphism of a manifold is not neces-
sarily a manifold any more, we are working with generalized manifolds. All homology
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groups in this subsection are Borel-Moore homology with compact supports and coeffi-
cients in a sheaf A of modules over a principal ideal domain L. All the concepts below
are from Bredon’s book [30]. Let X be a locally finite CW-complex and A be the con-
stant sheaf X × L (simply denoted by A =L). The homology groups Hc∗(X) of X are
isomorphic to the singular homology groups with coefficients in L (cf. page 279 in [30]).
Let L be the integers Z or the finite field Zp for a prime p. The following definition
is from page 329 in [30] (see also Definition 4.1 of [28]).
Definition 4.1.2. An m-dimensional homology manifold over L (denoted m-hmL) is a
locally compact Hausdorff space X with finite homological dimension over L that has
the local homology properties of a manifold of dimension m.
The homology spheres and homology acyclic manifolds are defined as follows (cf.
Definition 4.2 and 4.3 of [28]).
Definition 4.1.3. Let Sn be the standard n-dimensional sphere. If X is an m-hmL
and Hc∗(X;L) ∼= Hc∗(Sm;L) then X is called a generalized m-sphere over L. If X is an
m-hmL with H
c
0(X;L) = L and H
c
k(X;L) = 0 for k > 0, then X is said to be L-acyclic.
The following ’global’ Smith theorem was originally proved by P.A. Smith ([94],
[95]). Here we follow the exposition in Bredon’s book [30]. The following lemma is a
combination of Corollary 19.8 and Corollary 19.9 (p. 144) in [30] (see also Theorem 4.5
in [28]).
Lemma 4.1.2. Let p be a prime and X be a locally compact Hausdorff space of finite
dimension over Zp. Suppose that Zp acts on X with fixed-point set F.
(i) If Hc∗(X;Zp) ∼= Hc∗(Sm;Zp), then Hc∗(F ;Zp) ∼= Hc∗(Sr;Zp) for some r with −1 ≤
r ≤ m. If p is odd, then r −m is even.
(ii) If X is Zp-acyclic, then F is Zp-acyclic (in particular nonempty and connected).
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4.2 Elementary groups and K-theory
4.2.1 Elementary groups and Steinberg groups
In this subsection, we briefly recall the definitions of the elementary subgroups En(R)
of the general linear group GLn(R), the unitary elementary subgroup EU2n(R,Λ) of
the unitary group U2n(R,Λ) and the Steinberg groups Stn(R). For more details, see
the book of Magurn [73], the book of Hahn and O’Meara [52] and the book of Bak
[7]. We define the groups GLn(R) and En(R) first. Let R be an associative ring with
identity and n ≥ 2 be an integer. The general linear group GLn(R) is the group of all
n× n invertible matrices with entries in R. For an element r ∈ R and any integers i, j
such that 1 ≤ i 6= j ≤ n, denote by eij(r) the elementary n × n matrix with 1 in the
diagonal positions and r in the (i, j)-th position and zeros elsewhere. The group En(R)
is generated by all such eij(r), i.e.
En(R) = 〈eij(r) | 1 ≤ i 6= j ≤ n, r ∈ R〉.
Denote by In the identity matrix and by [a, b] the commutator aba
−1b−1.
The following lemma displays the commutator formulas for En(R) (cf. Lemma 9.4
in [73]).
Lemma 4.2.1. Let R be a ring and r, s ∈ R. Then for distinct integers i, j, k, l with
1 ≤ i, j, k, l ≤ n, the following hold:
(1) eij(r + s) = eij(r)eij(s);
(2) [eij(r), ejk(s)] = eik(rs);
(3) [eij(r), ekl(s)] = In.
By Lemma 4.2.1, the group En(R) is finitely generated when the ring R is finitely
generated. Moreover, when n ≥ 3, the group En(R) is normally generated by any
elementary matrix eij(1). We will use these facts several times in Section 4.3.
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The commutator formulas can be used to define the Steinberg group as follows. For
n ≥ 3, the Steinberg group Stn(R) is the group generated by the symbols {xij(r) : 1 ≤
i 6= j ≤ n, r ∈ R} subject to the following relations:
(St1) xij(r + s) = xij(r)xij(s);
(St2) [eij(r), ejk(s)] = eik(rs) for i 6= k;
(St3) [eij(r), ekl(s)] = 1 for i 6= l, j 6= k.
There is an obvious surjection Stn(R)→ En(R) defined by xij(r) 7→ eij(r).
For any ideal I C R, let p : R→ R/I be the quotient map. Then the map p induces
a group homomorphism p∗ : Stn(R)→ Stn(R/I). Denote by Stn(R, I) (resp., En(R, I))
the subgroup of Stn(R) (resp., En(R)) normally generated by elements of the form xij(r)
(resp., eij(r)) for r ∈ I and 1 ≤ i 6= j ≤ n. In fact, Stn(R, I) is the kernel of p∗ (cf.
Lemma 13.18 in Magurn [73] and its proof). However, En(R, I) need not be the kernel
of En(R)→ En(R/I) induced by p.
We define the groups U2n(R,Λ) and EU2n(R,Λ) as follows. Let R be a general ring
and assume that an anti-automorphism ∗ : x 7→ x∗ is defined on R such that x∗∗ = εxε∗
for some unit ε = ε−1 of R and every x in R. It determines an anti-automorphism of
the ring MnR of all n× n matrices (xij) by (xij)∗ = (x∗ji).
Set Rε = {x − x∗ε | x ∈ R} and Rε = {x ∈ R | x = −x∗ε}. If some additive
subgroup Λ of (R,+) satisfies:
(i) r∗Λr ⊂ Λ for all r ∈ R;
(ii) Rε ⊂ Λ ⊂ Rε,
we will call Λ a form and (Λ, ∗, ε) a form parameter on R. Usually (R,Λ) is called a
form ring. Let Λn = {(aij) ∈MnR| aij = −a∗jiε for i 6= j and aii ∈ Λ}.
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 ∈ GL2nR | α∗δ + γ∗εβ = In, α∗γ, β∗δ ∈ Λn
 .
Sometimes, the unitary group U2n(R,Λ) is also called the quadratic group [7] or the
pseudo-orthogonal group [100].








The unitary group U2n(R,Λ) has important special cases, as follows.
• When R is commutative and Λ = R, U2n(R,Λ) is the symplectic group. This can
only happen when ε = −1 and ∗ = idR the trivial anti-automorphism.
• When R is commutative Λ = 0, U2n(R,Λ) is the ordinary orthogonal group. This
can only happen when ε = 1 and ∗ = idR as well.
• When Λ = Rε and ∗ 6= idR, U2n(R,Λ) is the classical unitary group






Let Eij denote the n× n matrix with 1 in the (i, j)-th position and zeros elsewhere.
Then eij(a) = In + aEij is an elementary matrix, where In is the identity matrix of size
n. With n fixed, for any integer 1 ≤ k ≤ 2n, set σk = k + n if k ≤ n and σk = k − n
if k > n. For a ∈ R and 1 ≤ i 6= j ≤ 2n, we define the elementary unitary matrices
ρi,σi(a) and ρij(a) with j 6= σi as follows:
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• ρi,σi(a) = I2n + aEi,σi with a ∈ Λ when n+ 1 ≤ i and a∗ ∈ Λ when i ≤ n;
• ρij(a) = ρσj,σi(−a′) = I2n + aEij − a′Eσj,σi with a′ = a∗ when i, j ≤ n; a′ = ε∗a∗
when i ≤ n < j; a′ = a∗ε when j ≤ n < i; and a′ = ε∗a∗ε when n+ 1 ≤ i, j.
The following lemma displays the commutator formulas for EUn(R,Λ) (cf. Lemma
2.1 in [100])
Lemma 4.2.2. The following identities hold for elementary unitary matrices (1 ≤ i 6=
j ≤ 2n) :
1). ρij(a+ b) = ρij(a)ρij(b);
2). [ρij(a), ρjk(b)] = ρik(ab) when i, j, k, σi, σj, σk are distinct;
3). [ρij(a), ρj,σi(b)] = ρi,σi(ab− c) when j 6= σi, where c = b∗a∗ when n+ 1 ≤ i and
c = ∗b∗a∗ when i ≤ n;
4). [ρij(a), ρj,σj(b)] = ρi,σj(ab)ρi,σi(c) when j 6= σi, where b∗ ∈ Λ and c = aba∗ when
i, j ≤ n, b∗ ∈ Λ and c = aba∗ when j ≤ n < i, b ∈ Λ and c = −ab∗a∗ when i ≤ n < j,
b ∈ Λ and c = −ab∗a∗ when n+ 1 ≤ i, j.
When the ring R is finitely generated and Λ/Rε is a finitely generated R-module
by right multiplication, the above commutator formulas show that En(R,Λ) is finitely
generated (cf. [52], Section 9.2B). Our later discussions will base on the following lemma.
Lemma 4.2.3. Let R be a ring and assume that the characteristic of R is not 2. For two
integers i, j such that 1 ≤ i 6= j ≤ n, let Aij be the diagonal matrix whose (i, i)-th and
(j, j)-th entries are −1 and other diagonal entries are 1. Then the subgroup generated
by the elements
A12, A23, . . . , An−1,n
in En(R) is isomorphic to the abelian group Zn−12 = Z2×Z2×· · ·×Z2, i.e. n−1 copies
of groups of two elements.
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Proof. First note that there is an equality
A12 = e12(1)e21(−1)e12(1)e12(1)e21(−1)e12(1),
which shows A12 is an element of En(R). Similar arguments show that all other elements
Ai,i+1 are also in En(R). It is not hard to see that the elements are pairwise commutative
and the subgroup generated is isomorphic to the n− 1 copies of Z2.
Theorem 4.2.4. Let R be a ring with identity and n ≥ 3 an integer. Suppose that
the characteristic of R is not 2 and G is a normal subgroup in En(R) containing a
noncentral element in the subgroup Zn−12 generated by A12, A23, . . . , An−1,n in Lemma
4.2.3. Then G contains En(R, 2R) as a normal subgroup, i.e.,
En(R, 2R)G.
Proof. Let A ∈ G be a noncentral element of En(R) in Zn−12 , the subgroup generated
by A12, A23, . . . , An−1,n. In other words, A 6= diag(1, . . . , 1), diag(−1, . . . ,−1). Without
loss of generality, we assume that the first three diagonal entries of A are 1,−1,−1 in
order. Then for any element r ∈ R, we have that the matrix e12(2r) is the product
e12(r) ·A · e12(−r) ·A−1,
which is an element in G. By the commutator formulas in Lemma 4.2.1, we see that
for any two integers i, j with 1 ≤ i 6= j ≤ n, the matrix eij(2r) ∈ G. This shows that
En(R, 2R) is a normal subgroup of G.
4.2.2 K-theory and stable range
In this subsection, we briefly recall the definitions of algebraic K1 and unitary KU1
groups. The standard references are also the textbook of Magurn [73] (for K1), the
book of Hahn and O’Meara [52] and the book of Bak [7] (for KU1).
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The group GL(R) is defined to be the direct limit of
GL1(R) ⊂ GL2(R) ⊂ · · · ⊂ GLn(R) ⊂ · · · .
Similarly, the group E(R) is the direct limit of
E2(R) ⊂ E3(R) ⊂ · · · ⊂ En(R) ⊂ · · · .
According to the Whitehead lemma, the group E(R) is normal in GL(R). The K-theory
group K1(R) is defined as GL(R)/E(R).
The stable range sr(R) is defined as follows. Let n be a positive integer and Rn the
free R-module of rank n with standard basis. A vector (a1, . . . , an) in R
n is called right
unimodular if there are elements b1, . . . , bn ∈ R such that a1b1 + · · · + anbn = 1. The
stable range condition srm says that if (a1, . . . , am+1) is a right unimodular vector then
there exist elements b1, . . . , bm ∈ R such that (a1 + am+1b1, . . . , am + am+1bm) is right
unimodular. It follows easily that srm ⇒ srn for any n ≥ m. The stable range sr(R)
of R is the smallest number m such that srm holds. If R is commutative, the Krull
dimension Kdim(R) of R is the number of steps r in a longest chain of prime ideals
A0  A1  · · ·  Ar
in R. It is well-known that sr(R) ≤ Kdim(R) + 1 (cf. Section 4E of [73]). When R is a
Dedekind domain, then sr(R) ≤ 2. When G is finite and R is a Dedekind domain, the
stable range sr(R[G]) ≤ 2 (cf. 41.23 of p. 98 in [35]). The stable range is not bigger than
most other famous ranges, e.g. absolute stable range, 1+ maximal spectrum dimension,
1+ Bass-Serre dimension (cf. [9]) and so on.
The following result on stabilization of K1 is Theorem 10.15 in [73].
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Lemma 4.2.5. Let R be a ring of finite stable range sr(R). Then for an integer n ≥
sr(R) + 1, the natural map
GLn(R)/En(R)→ K1(R)
is an isomorphism.






α 0 β 0
0 1 0 0
γ 0 δ 0
0 0 0 1

.
Using this map, we shall consider U2n(R,Λ) as a subgroup of U2(n+1)(R,Λ). Similarly,
define U(R,Λ) as the direct limit of
U2(R,Λ) ⊂ U4(R,Λ) ⊂ · · · ⊂ U2n(R,Λ) ⊂ · · ·
and E(R,Λ) as the direct limit of
EU2(R) ⊂ EU4(R) ⊂ · · · ⊂ EU2n(R) ⊂ · · · .
The unitary K-theory group KU1(R,Λ) is defined as U(R,Λ)/E(R,Λ).
The Λ-stable range condition Λsrm of Bak and Tang [8] says that R satisfies srm
and given any unimodular vector (a1, . . . , am+1, b1, . . . , bm+1) ∈ R2(m+1) there exists a
matrix γ ∈ Λm+1 such that (a1, . . . , am+1) + (b1, . . . , bm+1)γ is unimodular. By [8],
Λsrm ⇒ Λsrn for all n ≥ m. The Λ-stable range Λsr(R) of (R,Λ) is the smallest number
m such that Λsrm holds. In general, the Λ-stable range is also not bigger than 1+
Bass-Serre dimension (cf. [9]).
The following result on stabilization of KU1 was proved by Bak and Tang in [8].
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Lemma 4.2.6. Let (R,Λ) be a form ring with finite Λ-stable range Λsr(R). Then for
an integer n ≥ Λsr(R) + 1 the natural map
U2n(R,Λ)/EU2n(R,Λ)→ KU1(R,Λ)
is an isomorphism.
4.3 Proof of theorems
In this section, we prove the results presented in Section 1.3.
4.3.1 Group actions on CAT(0) spaces
In order to prove Theorem F, we need the following lemma. This is a generalization
of Proposition 2 in [49], which is stated for Chevalley groups over commutative rings.
Recall that the permutation σ is defined in Section 4.2.1.
Lemma 4.3.1. (i) Let R be a general ring. Then for any integer n ≥ 3, 1 ≤ i 6= j ≤
n, an element r ∈ R and any elementary matrix eij(r) ∈ En(R), there exists a
nilpotent subgroup U ⊂ En(R) such that eij(r) ∈ [U,U ].
(ii) Let (R,Λ) be a form ring over a general ring R. Then for any integer n ≥ 3,
1 ≤ i 6= j ≤ 2n, an element r ∈ R and any elementary matrix ρij(r) ∈ EU2n(R,Λ)
(when i = σj, we assume that r ∈ Λ or Λ∗) there exists a nilpotent subgroup
U ⊂ EUn(R) such that ρij(r) ∈ [U,U ].
Proof. These are easy consequences of commutator formulas. For example, we have
e12(r) = [e13(1), e32(r)]. We choose U to be the subgroup generated by all elementary
matrices e13(x), e32(y) with x, y ∈ R. Since the commutator [e13(x), e32(y)] = e12(xy) is
central in U , it is clear that this is a nilpotent subgroup. Other cases are similar. For
the group EU2n(R,Λ) and i 6= σj, the statement for ρij(r) is similar to that of e12(r) in
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En(R). When i = σj, for example ρ1,n+1(r) with r ∈ Λ∗, we have identities
ρ1,n+1(r) = ρ1,n+2(−r)[ρ12(1), ρ2,n+2(r)]
= [ρ13(1), ρ3,n+2(−r)][ρ12(1), ρ2,n+2(r)]
by (4) and (2) of Lemma 4.2.2. Take U to be the subgroup generated by all unitary
elementary matrices ρ12(x), ρ13(y), ρ3,n+2(z), ρ2,n+2(a) with x, y, z ∈ R and a ∈ Λ∗. This
is also a nilpotent group by the commutator formulas for unitary groups in Lemma 4.2.2,
since the commutators of these matrices are all upper triangular matrices.
Our proof of Theorem F will be based on the following general fixed-point theorem,
which is Theorem 5.1 in Farb [44].
Lemma 4.3.2. Let Γ be a finitely generated group, and let C = {Γ1,Γ2, . . . ,Γr+1} be a
collection of finitely generated nilpotent subgroups of Γ. Suppose that:
(1) C generates a finite index subgroup of Γ.
(2) Any proper subset of C generates a nilpotent group.
(3) There exists m > 0 so that for any element g of any Γi there is a nilpotent subgroup
N < Γ with gm ∈ [N,N ].
Then Γ has the strong property FAr−1.
Proof of Theorem F. We first prove that the elementary group En(R) has the property
FAn−2. If a group has strong property FAn, then so do all its quotient groups (cf. (2) of
Lemma 4.1.1). Therefore, we may assume that the ring R is the free noncommutative
ring Z〈x1, x2, . . . , xk〉 generated by elements x1, x2, . . . , xk. For 1 ≤ i ≤ n−1, let Γi be the
subgroup generated by all matrices ei,i+1(x) with x ∈ R. Denote by Γn the subgroup
generated by all matrices en1(x) with x ∈ R. Then the set C := {Γ1,Γ2, . . . ,Γn}
generates the whole group En(R), as follows. Denote by 〈C〉 the subgroup generated by
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C in En(R). By the commutator formulas in Lemma 4.2.1, when r ∈ R and 1 ≤ i < j ≤
n, we have that
eij(r) = [ei,i+1(r), ei+1,j(1)] = [ei,i+1(r), [ei+1,i+2(1), ei+2,j(1)]]
= · · · = [ei,i+1(r), [· · · , ej−1,j(1)] · · · ] ∈ 〈C〉
and when i > 1,
eji(r) = [ejn(r), eni(1)]
= [ejn(r), [en1(1), e1i(1)]] ∈ 〈C〉.
This checks (1) of Lemma 4.3.2. It is obvious that (2) also holds. By Lemma 4.3.1, the
condition (3) holds as well for m = 1. Therefore, Lemma 4.3.2 implies that En(R) has
the strong property FAn−2.
We prove the property FAn−1 of the elementary unitary group EU2n(R,Λ) as follows.
The idea is the same as the proof for En(R). For 1 ≤ i ≤ n− 1, let Γi be the subgroup
generated by all ρi,i+1(x) with x ∈ R. Denote by Γn the subgroup generated by all
ρn,2n−1(r)ρn,2n(x) with r ∈ R, x ∈ Λ∗ and by Γn+1 the subgroup generated by all
ρn+1,2(r)ρn+1,1(x) with r ∈ R, x ∈ Λ. Let C ′ be the set of subgroups {Γ1,Γ2, . . . ,Γn+1}.
It is sufficient to check that all the conditions in Lemma 4.3.2 are satisfied. By Lemma
4.3.1, for any integer 1 ≤ i ≤ n− 1, the group Γi satisfies the condition (3). Note that
for any r ∈ R, x ∈ Λ∗, by Lemma 4.2.2 we have that
ρn,2n−1(r)ρn,2n(x) = ρn,2n−1(r − x)[ρn,n−1(1), ρn−1,2n−1(x)]
= [ρn1(r − x), ρ1,2n−1(1)][ρn,n−1(1), ρn−1,2n−1(x)].
Therefore, any element of the group Γn lies in the commutator subgroup of the nilpotent
subgroup generated by all matrices ρn1(r1), ρn,n−1(r2), ρ1,2n−1(r3) and ρn−1,2n−1(x) with
r1, r2, r3 ∈ R and x ∈ Λ∗. A similar argument shows that Γn+1 satisfies the condition
(3) as well. We now check the condition (1). Denote by 〈C ′〉 the subgroup generated
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by C ′ in EU2n(R,Λ). According to the commutator formulas in Lemma 4.2.2, for any
r ∈ R and 1 ≤ i < j ≤ n we have that ρij(r) ∈ 〈C ′〉 and
ρi,2n(r) = [ρi,n−1(1), ρn−1,2n(r)] ∈ 〈C ′〉.
Note that ρi,2n(r) = ρn,n+i(−ε∗r∗). When 1 ≤ i < n < j ≤ 2n with i 6= n− j and r ∈ R,
we have that
ρij(r) = [ρin(1), ρnj(r)] ∈ 〈C ′〉.
Since all the matrices ρi,σi(x) can be generated by ρij(1) with i 6= σj and ρn,2n(x) (cf.
(4) in Lemma 4.2.2), we get that all the upper triangular elementary unitary matrices
belong to 〈C ′〉. For any r ∈ R, 1 < i ≤ 2n with i 6= n+ 1, n+ 2, we have that
ρn+1,i(r) = [ρn+1,2(r), ρ2,i(1)] ∈ 〈C ′〉.
Note that for any r ∈ R and i 6= 1, n+1, the matrix ρi,1(r) = ρn+1,σi(x) for some x ∈ R.
Therefore for any r ∈ R and all 1 < i, j ≤ 2n with i, j, σi, σj distinct and i, j 6= n + 1,
we have
ρij(r) = [ρi1(1), ρ1j(r)].
This proves that the subgroup generated by C ′ is EU2n(R,Λ) and the condition (1) in
Lemma 4.3.2 is satisfied. It can be directly checked that condition (2) holds. Therefore,
the group EU2n(R,Λ) has property FAn−1 by Lemma 4.3.2.
Proof of Theorem G. Recall the stabilization of K1 from Lemma 4.2.5. When n ≥
sr(R)+1, the group En(R) is normal in GLn(R) and there is an isomorphism GLn(R)/En(R)→
K1(R). When n ≥ max{3, sr(R)+1}, the group En(R) has property FAn−2 by Theorem
F. By assumption, the quotient group GLn(R)/En(R) ∼= K1(R) has property FAn−2.
Therefore, the group GLn(R) has property FAn−2 according to (3) of Lemma 4.1.1.
The second part for U2n(R,Λ) can be proved similarly using Lemma 4.2.6 and Theorem
F.
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Proof of Corollary 1.3.1. When G is finite and R is a Dedekind domain, the stable range
sr(R[G]) ≤ 2 (41.23 of [35], p. 98). When R = Z, the abelian group K1(Z[G]) is finitely
generated of rank equal to the number of irreducible real representations of G minus
the number of irreducible rational representations (Theorem 7.5 of [10], p. 625). By
assumption, we have that the group K1(Z[G]) is finite. By Lemma 4.1.1, any finite
group action on a CAT(0) space has a global fixed point and thus has property FAn−2.
This finishes the proof by Theorem G.
In order to prove Proposition 1.3.2, we need the following lemma, which was pointed
out to the author by A.J. Berrick. This is a generalization of Lemma 4.2 in [32] which
is stated for R = Z.
Lemma 4.3.3. Let n ≥ 3 and R a general ring. Then any action of En(R) on a finite
set with less than n points is trivial.
Proof. Let Sym(k) be the permutation group of k elements. Any group action of En(R)
on a finite set of k elements corresponds a group homomorphism
ϕ : En(R)→ Sym(k).
When k ≤ n−1 and n ≥ 5, the alternating group An is simple and there is no nontrivial
map from An to Sym(k) by considering the cardinalities. Since An normally generates
En(R) (cf. Berrick [13], 9.4), any map ϕ is trivial. For n = 3 and n = 4, the triviality
of ϕ follows from the fact that En(R) is perfect and Sym(k) is soluble.
Proof of Proposition 1.3.2. Let X be a uniformly finite CAT(0) cell complex. Assume
that the degree of each vertex is less than N for some positive integer N. For an integer
n ≥ max{N, dim(X)− 2, 3}, let G be a copy of En(R) sitting inside of E(R) (or inside
of EU(R,Λ) by the hyperbolic embedding defined by A 7→ diag(A,A∗−1)). By Theorem
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F, there is a fixed point x0 ∈ X under the G-action. Denote by Fix(G) the set of fixed
points of G-action in X. Then G acts on the link of x0, which is a finite set with less
than N elements. By Lemma 4.3.3, the group G action is trivial, which shows that any
neighbor of x0 is also in Fix(G). Therefore, the group G acts trivially on all vertices of
X. According to the commutator formulas in Lemma 4.2.1 and Lemma 4.2.6, the group
E(R) and EU(R,Λ) are normally generated by G and hence act trivially on the whole
space X.
Proof of Corollary 1.3.5. It is proved by Farb in Theorem 1.7 and Theorem 1.8 of [44]
that any group Γ with property FAn−1 is of integral n-representation type. Then the
corollary is a direct consequence of Theorem F.
4.3.2 Group actions on spheres and acyclic manifolds
Recall that a group G action on a space X is effective if the subgroup that fixes all
elements of X is trivial. In order to prove Theorem H, we need two lemmas from
Bridson and Vogtmann [28].
Lemma 4.3.4 ( [28], Theorem 4.7). Let m and n be two integers with m < n− 1. Then
the group Zn2 , n copies of groups of two elements, cannot act effectively by homeomor-
phisms on a generalized m-sphere over Z2 or a Z2-acyclic (m+ 1)-hmZ2 .
If m < 2n − 1 and p is an odd prime, then Znp cannot act effectively by homeomor-
phisms on a generalized m-sphere over Zp or a Zp-acyclic (m+ 1)-hmZp .
Lemma 4.3.5 ([28], Lemma 4.12). Let X be a generalized m-sphere over Z2 or a Z2-
acyclic (m + 1)-hmZ2 and G be a group acting by homeomorphisms on X. Suppose G
contains a subgroup P = Z2×Z2 all of whose nontrivial elements are conjugate in G. If
P acts nontrivially, then the fixed-point sets of its nontrivial elements have codimension
m ≥ 2.
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Proof of Theorem H. We give the proof only for group actions on generalized d-spheres,
while that for group actions on acyclic homology manifolds is similar. Suppose that
En(R) acts by homeomorphisms on some generalized d-sphere X. This means that
there is a group homomorphism f : En(R)→ Homeo(X). We prove (a)(i) in two cases.
(1) The characteristic of R is 2.
When n = 3, the elements e12(1), e13(1) generate a subgroup which is isomorphic to
G := Z22 in En(R). Note that e12(1) and e13(1) are conjugate by a permutation matrix
and that
e12(1)e13(1) = e23(1)e12(1)e23(1).
We conclude from Lemma 4.3.5 that if the action of G is not trivial then the fixed-point
set of any nontrivial element is at least of codimension 2. Since d ≤ 1, this shows that
the action of G is free. However, a classical result of Smith says that Zp × Zp cannot
act freely on any generalized sphere over Zp for any prime number p (cf. [96]). This
implies that the action of G is trivial. By the commutator formulas in Lemma 4.2.1,
the group En(R) is normally generated by G. This shows that the action of En(R) is
trivial. When n ≥ 4, the matrices eij(1) (1 ≤ i ≤ n/2, n/2 < j ≤ n) generate an abelian
group Zk2, where in general k ≥ n. By Lemma 4.3.4, the action of Zk2 is not effective
on the generalized d-sphere X over Z2. Choose a nontrivial element M ∈ Zk2 acting
trivially on X. Without loss of generality, we may assume that M = e1n(1). By the
commutator formulas in Lemma 4.2.1 again, the group En(R) is normally generated by
such M . This shows that the action of En(R) is trivial. The same argument with xij(1)
instead of eij(1) show that any action of Stn(R) on X is also trivial.
(2) The characteristic of R is not 2.
Let A12, A23, . . . , An−1,n be the elements in En(R) defined in Lemma 4.2.3. By
Lemma 4.2.3, they generate a subgroup which is isomorphic to Zn−12 . Suppose that
4.3. PROOF OF THEOREMS 119
we can find a noncentral element A of En(R) in Zn−12 such that the action of A is
trivial. According to Theorem 4.2.4, the normal subgroup generated by A contains the
subgroup En(R, 2R). Note that the action of any element in En(R, 2R) is trivial. When
2 is invertible in R, we have that En(R, 2R) = En(R). This implies that any element in
En(R) acts trivially on X. When 2 is not invertible, the action of En(R) factors through
that of En(R)/En(R, 2R). Note that there is a commutative diagram
1→ Stn(R, 2R) → Stn(R) → Stn(R/2R)→ 1
↓ ↓ ↓
1→ En(R, 2R) → En(R) → En(R)/En(R, 2R)→ 1,
where the two horizontal sequences are exact (for the exactness of the first one, see
Lemma 13.18 and its proof in Magurn [73]). Then the action of En(R)/En(R, 2R) on X
can be lifted as an action of Stn(R/2R). Since the quotient ring R/2R is of characteristic
2, this case is already proved in case (1). Therefore, it is enough to find such element A
in Zn−12 such that the action of A is trivial. It is not hard to see that for each integer
1 ≤ i ≤ n − 2, the elements Ai,i+1, Ai+1,i+2 and Ai,i+1Ai+1,i+2 are conjugate by some
permutation matrices. We will finish the proof by induction on n (cf. the proof of
Theorem 1.1 in Bridson and Vogtmann [28]).
When n = 3, using a similar argument as that of case (1), we see that the group
generated by A12 and A23 cannot act effectively on the generalized d-sphere X. Therefore
such element A exists.
When n = 4, if the action of A12 is trivial, we are done. Otherwise, Lemma 4.3.5
and Lemma 4.1.2 show that the fixed-point set Fix(A12) of A12 is a generalized sphere
over Z2 of dimension 0 (note: the fixed-point set is not empty). Then the abelian
group Z22 generated by A23 and A34 acts on Fix(A12). By Lemma 4.3.4, there exists a
nontrivial element γ with trivial action on Fix(A12). Since γ and A12 are conjugate, we
have that Fix(A12) = Fix(γ). By Theorem 4.8 in [28], A12 and γ have the same image
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in Homeo(X). If γ 6= A34, A12γ−1 is noncentral in En(R) and we can take A = A12γ−1.
If γ = A34, the group homomorphism f factors through
f¯ : En(R)/〈±In〉 → Homeo(X).
In En(R)/〈±In〉, the images of A12, A23, e12(1)e21(−1)e12(1)e34(1)e43(−1)e34(1) and
e13(1)e31(−1)e13(1)e24(1)e42(−1)e24(1) generate an abelian group Z42. By Lemma 4.3.4,
there exists a nontrivial element having trivial action on X. The preimage of such an
element normally generates En(R, 2R). By case (1), we are done.
We now consider the general case when n ≥ 5. If the action of An−1,n is trivial,
we are done. Otherwise, Lemma 4.3.5 and Lemma 4.1.2 show that the fixed-point set
Fix(An−1,n) is a generalized sphere over Z2 of codimension at least 2. The elements
in the subgroup En−2(R) in the upper left corner of En(R) are centralizers of An−1,n.
By induction assumption, the action of En−2(R) on Fix(An−1,n) is trivial. This shows
that Fix(An−1,n) ⊂ Fix(A12). Similarly, the converse holds. This implies that f(A12) =
f(An−1,n) (cf. Theorem 4.8 in [28]). Take A = A−112 An−1,n. This finishes the proof of
(a).
We prove (b)(i) as follows. Since En−1(R) normally generates En(R) when n > 2, it
is enough to prove (ii) when n = 2k for some k ≥ 2. Construct an abelian subgroup Zk3
in En(R), as follows. For each integer i (i = 1, 2, . . . , k), denote by Bi the matrix
e2i−1,2i(1)e2i,2i−1(−1)e2i−1,2i(1)e2i,2i−1(−1) ∈ En(R).





It is obvious that each matrix Bi has order 3 and together they generate an abelian
subgroup Zk3 in En(R). By Lemma 4.3.4, for an integer d ≤ 2k− 2 the group Zk3 cannot
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act effectively by homeomorphisms on a generalized d-sphere over Z3. Without loss of
generality, we may assume that the action of B1 is trivial. Note that
[e32(1), B1] = e31(−1)e32(2)
and
[e31(−1)e32(2), e12(−1)] = e32(1).
The matrix e32(1) normally generates the whole group En(R). This shows that the group
action of En(R) is trivial.
Now we prove (c). Suppose that the group EU2n(R,Λ) acts by homeomorphisms
on a generalized d-homology sphere over Z2 or Z3. There is a group homomorphism
En(R)→ EU2n(R,Λ) defined by the hyperbolic embedding
A 7→ diag(A,A∗−1)
for any element A ∈ En(R). By the commutator formulas in Lemma 4.2.2, we see that
EU2n(R,Λ) is normally generated by the image of En(R). Since the action of En(R) is
trivial, the action of EU2n(R,Λ) is trivial as well.
Remark 4.3.1. If the generalized spheres in Theorem H are smooth manifolds and the
actions are smooth, the proof is much easier by noting the fact that Zk cannot act
effectively by orientation-preserving diffeomorphisms on a d-sphere for d ≤ k − 1 (cf.
the proof of Theorem 2.1 in [28]). When we know that Theorem H is true for R = Z,
the general-ring case can also be proved by using the normal generation of En(R) by the
image of En(Z). Our intent here is to avoid the Margulis finiteness theorem. Moreover,
the proof given here works for Steinberg groups as well.
Proof of Theorem I. The strategy of the proof is similar to that of Theorem H. We
construct an abelian subgroup Zn3 of EU2n(R,Λ) as follows. For i = 1, 2, . . . , n, let
Ci = ρi,n+i(1)ρn+i,i(−1)ρi,n+i(1)ρn+i,i(−1) ∈ EU2n(R).
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It is obvious that the order of Ci is 3 and the subgroup generated by Ci (i = 1, 2, . . . , n)
is Zn3 . The remainder of the proof of (i) is the same as that of (b)(i) in Theorem H.
Proof of Corollary 1.3.6. Let En−1(A) act on the space Rn−1 by matrix multiplication.
According to Theorem H a(ii), the image of En(R) in En−1(A) acts trivially on Rn−1.
This implies that the image in (i) is the identity matrix. The second part can be proved
similarly by using Theorem I and considering the group Sp2(n−1)(A) action on the space
R2(n−1).
Proof of Theorem J. For the group E(R), the proof is similar to that of Lemma 1 in
[105]. The idea is as follows. For sufficiently large k, the abelian group Zk2 cannot act
effectively on the manifolds in Theorem J. When the characteristic of R is 2, we take
such Zk2 as the subgroup in E(R) generated by e1j(1) for 2 ≤ j ≤ k+ 1. By commutator
formulas (cf. Lemma 4.2.1), any nontrivial element in Zk2 normally generates E(R). This
shows that the action of E(R) is trivial. When the characteristic of R is not 2, we take
such Zk2 as the subgroup generated by Ai,i+1 defined in Lemma 4.2.3 for 1 ≤ i ≤ k. Any
nontrivial element in such Zk2 is noncentral in E(R). By Lemma 4.2.3, any noncentral
element in such Zk2 generates a normal subgroup containing E(R, 2R). Therefore the
action of E(R) factors through that of E(R/2R), which is already proved since the
characteristic of R/2R is 2.
For the group EU(R,Λ), note that there is a hyperbolic embedding E(R)→ EU(R,Λ)
defined by A 7→ diag(A,A∗−1). The action of EU(R,Λ) is trivial since E(R) normally
generates EU(R,Λ).
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