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Let VASS(k, I, n) denote the class of k-dimensional n-state Vector Addition Systems wifh 
Slates, where the largest integer mentioned, in an instance, can be represented in 1 bits. Using 
a modification of the technique used by C. Rackoff (Theoret. Comput. Sci. 6 (1978), 223-231) 
we show that the Boundedness Problem’ (BP), for VASS(k, I, n), can be solved in 
O((I+ log n)*2c*t*‘osk) nondeterministic space. By modifying R. Lipton’s (“The Reachability 
Problem Requires Exponential Space,” Report No. 62, Department of Computer Sciences, 
Yale University, Jan. 1976) result, a lower bound is then shown of O((I+logn)*2’*‘) non- 
deterministic space. Thus, the upper bound is optimal with respect to parameters I and n, and 
is nearly optimal with respect to the parameter k. This yields an improvement over the result 
of Rackoff, especially when compared with the lower bound of Lipton. This is because the 
lower bound, of O(2c’k) space, was essentially given for VASS(k, 1, 1). Now RackolTs 
corresponding upper bound, just for the instances of VASS(k, 1, 1) constructed by Lipton, is 
no better than 0(2r*k”‘og’) sp ace. (In general, it can get much worse.) Our result, however, 
yields an upper bound of 0(2c’k”“8 k), over the entire class. We also investigate the complexity 
of this problem for small, but fixed, values of k. We show that the BP is PSPACE-complete 
for four-dimensional VASSs, and NP-hard for two-dimensional VASSs. The above results can 
then be extended for the case without states. In particular, we are able to show that the BP is 
NP-hard for VASS(3,1, 1) and PSPACE-complete for VASS(4,1, 1). Extensions to related 
problems (e.g., covering and reachability) are also discussed. 0 1986 Academic Press, Inc 
1. INTRODUCTION 
In this paper, we investigate the complexity of the boundedness problem (BP) for 
Vector Addition Systems (VA%), or equivalently Vector Addition Systems with 
States (VASSs). This problem was first considered in [14], where it was shown to 
be decidable. The algorithm presented there was, however, basically an unbounded 
search and consequently no complexity analysis was shown. Subsequently, in [ 171, 
a lower bound of 0(2C*m) space was shown, where m represents the dimension of 
the problem instance (and c is some constant). Finally, an upper bound of 
O(2 ‘*“*log”) space was given in [23]. Here, however, n represents the size or num- 
ber of bits in the problem instance. A close analysis of the result in [ 171 reveals, in 
’ More precisely, the problem of deciding whether a system is unbounded. 
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terms of n, a lower bound of 0(2”*&) space, since the size of the systems construc- 
ted in [17] required O(m2) bits. 
The VASS model was introduced in [lo], where it was shown that a k + 3- 
dimensional VAS could simulate a k-dimensional VASS. Although, the addition of 
states adds no expressive power to the notion of VAS, it does add to the functional 
ease in which these systems can be used to model processes. For example, these 
systems can be used to simulate or model networks of Communicating Finite State 
Machines (CFSMs) (cf. [4, 6, 7, 24, 271) where each machine is constrained to be 
able to send only a single type of message to every other machine in the network. 
(A network of CFSMs consists of two or more finite state machines each pair of 
which communicate by sending and receiving messages via two one-directional, 
potentially unbounded, FIFO channels.) The BP for such networks of CSFMs was 
first considered in [4], where an unbounded search algorithm, similar to the one in 
[ 141, was presented. A faster algorithm was later shown for networks of 2 such 
CFSMs in [27]. As it turns out, it is reasonably easy to show that such a network 
of k n-state CFSMs can be simulated by an O(k*)-dimensional O(n“)-state VASS. 
(In fact, the maximum size of any integer mentioned in the definition of the 
simulating VASS need be no more than 1.) Likewise, a k-dimensional n-state VASS, 
where the maximum size of any integer mentioned in the VASS is 1, can be 
simulated-by such a network of CFSMs. The simulating network requires no more 
than O(A) machines where the number of states in each machine is bounded by a 
polynomial in n and 2k. 
In [S], the deadlock detection problem was considered for the class of networks 
consisting of k CFSMs where each machine is constrained to send only a single 
type of message (hereafter this class of networks is referred to as CFSM(k)). In a 
later paper enlarging upon these results, the BP for CFSM(k) was also considered 
[6]. It was noted there that the result of [23] could be used to show that the BP 
for CFSM(k) was solvable in PSPACE, providing k was considered to be a fixed 
known constant. Here we show that, in such cases, the result can be improved to 
PTIME. 
In this paper, we consider the complexity of the BP for VASSs with respect to the 
following three natural numeric parameters of a given instance: 
l the dimension, 
l the maximum size of any integer mentioned in the description, and 
. the number of states. 
For ease of expression, we let VASS(k, 1, n) denote the class of k-dimensional n- 
state VASSs where the largest integer mentioned, in an instance, can be represented 
in I bits. In Section 2, we use a modification of Rackoffs technique to show that the 
BP, for VASS(k, 1, n), can be solved in O((lf log n)*2C*k* log k, nondeterministic 
space. (All of our results are expressed with respect to nondeterministic complexity 
classes unless otherwise stated. This could also be said for [17, 231, although in 
their case such algorithms can be determinized without altering the complexity 
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class, as only the constant c gets changed [26]. Our subsequent discussion, 
however, involves subexponential complexity classes where this is not necessarily 
the case. Hence, it is important in our analysis that we consider the problem of 
deciding whether systems are unbounded rather than bounded.) This offers an 
improvement over the result in [23], especially when compared with the best 
known lower bound. This is because the lower bound, of O(2c’k) space, was essen- 
tially given for VASS(k, 1, 1). Now the corresponding upper bound from [23], just 
for the instances of VASS(k, 1, 1) considered in [ 171, is no better than 0(2C’k2* log “) 
space. (In general, it can get much worse.) Our result, however, yields an upper 
bound of 0(2C*k* log k), over the entire class. 
Whenever k is a fixed known constant, however, the algorithm requires at most 
nondeterministic linear space in terms of 1. In Section 3, we show that the BP is 
PSPACE-complete for four-dimensional VASSs. Although we are unable to provide 
the corresponding result for either two- or three-dimensional VASSs, we are able to 
show that the problem is NP-hard for these classes. The above results can then be 
extended for the case without states. In particular, we are able to show that the BP 
is NP-hard for VASS(3, I, 1) and PSPACE-complete for VASS(4, Z, 1). Consequen- 
tly, it is unlikely that the problem can be solved in PTIME with respect to the 
parameter 1. When k = 1, however, the BP can be solved in PTIME. When both k 
and 1 are considered to be fixed known constants the problem becomes 
NLOGSPACE-complete. Hence, the complexity of the algorithm, given in Sec- 
tion 2, is unlikely to be improved with respect to the parameter n either. Now recall 
that for each member of CFSM(k), the simulating VASS is such that the 
parameter 1 is 1. Hence, the BP for CFSM(k) can be solved in NLOGSPACE (and 
consequently PTIME [3]), providing k is considered to be a fixed known constant. 
Now in the last section, we show how the proof of [17] can be augmented to 
obtain a lower bound of O((I+ log ~)*2’*~) nondeterministic space for 
VASS(k, Z, n). In order to do this, we define a class of problems each of which has 
three natural numeric parameters, say k, 1, and n, whose nondeterministic space 
complexity is bounded by 2k*(l+log n). We then show that the BP for 
VASS(k, 1, n) is as “hard” as any problem in this class with respect to a certain type 
of reducibility. Our goal here is to provide a simultaneous lower bound over the 
three parameters, as opposed to examining the lower bound when one (or two) of 
the parameters is fixed (as was done in Section 3). (Thus, an algorithm for this 
problem with nondeterministic space complexity 0(2c*k + I+ log n) cannot exist. 
Note, however, that the existence of such an algorithm was not precluded by the 
results given in the previous section.) Thus, the algorithm presented in Section 2 is 
optimal with respect to parameters I and n, and is nearly optimal with respect to 
the parameter k. We do not know at this time, however, whether the log k factor 
can be eliminated. This result can also be used to show that although the BP for 
CFSM(k) is solvable in PTIME (for fixed k), it is likely that the order of the 
polynomial depends on k. 
The results of this paper thus provide improved upper and lower bounds for the 
VASS boundedness problem. The multiparameter analysis used here also sheds 
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some light on the gap between the previously best known upper and lower bounds 
of [17, 231. As it turns out this gap is at least partially caused by the complexity 
being measured as a function of the input size. In terms of that measure it is 
questionable whether the gap can be improved. 
Lastly, we briefly mention how our results can be extended to some other related 
problems concerning VASSs. For example, the lower bounds established in Sec- 
tion 4 hold for the covering and reachability problems. (Variations of those given in 
Section 3 hold as well.) Using a similar approach, as was used in Section 2, an 
upper bound of 0( (I + log r~)*2~*~* log “) can be shown for the covering problem. 
(Finding better upper/lower bounds for this problem was mentioned as an open 
problem in [18].) Previously, the best known bounds for this problem were essen- 
tially the same as those for the boundedness problem. See [17, 18, 231. 
2. THE UPPER BOUND 
Let 2 (N, N+) denote the set of integers (nonnegative integers, positive integers, 
respectively). For a vector v E Zk, let v(i), 1 < i < k, denote the ith component of v. 
For a given value of k, let 0 in Zk denote the vector of k zeroes (i.e., O(i) = 0 for 
i = l,..., k). Now given vectors u, v, and w E Zk we say: 
. v = w iff v(i) = w(i) for i= l,..., k, 
l v 2 w iff v(i) > w(i) for i= i,..., k, 
. v>w iff vaw and v#w, and 
l u = v + w iff u(i) = v(i) + w(i) for i= l,..., k. 
A k-dimensional vector addition system (VAS) is a pair (vO, A) where o0 in Nk is 
called the start vector and A, a finite subset of Zk, is called the set of addition rules. 
The reachability set of the VAS (v,, A), denoted by R(vO, A), is the set of all vectors 
z, such that z = v0 + v1 + . . . + vi for some j 2 0, where each vi (1 < i <j) is in A and 
for each 1~ i <j, v,, + v1 + * * . + vi > 0. A k-dimensional vector addition system with 
states (VASS) is a 5-tuple (vO, A,p,, S, 6) where u. and A are the same as defined 
above, S is a finite set of states, 6 (c S x S x A) is the transition relation, and p. is 
the initial state. Elements (p, q, X) of 6 are called transitions and are usually written 
p + (q, x). A configuration of the VASS is a pair (p, x), where p is in S and x is a 
vector in Nk. (po, uo) is the initial configuration. The transition p + (q, x) can be 
applied to the configuration (p, t) and yields the configuration (q, t + x), provided 
that t + x 2 0. In this case, (q, t + x) is said to follow (p, t). Let s and s’ be two con- 
figurations. Then s’ is said to be reachable from s iff s=s’ or there exist con- 
figurations si ,..., s, such that s = si, s’ = s,, and si+ 1 follows si for i= 1, 2,..., r - 1. 
The reachability set of the VASS (u,, A,p,, S, 6), denoted by R(v,, A,p,, S, 6), is 
the subset of S x Nk containing all configurations reachable from (po, vo). The boun- 
dedness problem (BP) for VASs (or VASSs) is to determine whether the reachability 
set, of a given instance, is infinite. 
BOUNDEDNESS PROBLEM 109 
The boundedness problem for vector addition systems was first studied in [ 141, 
where a nonprimitive recursive decision procedure was proposed. This procedure is 
based on a search algorithm which generates the reachability set R(uO, A) and, at 
the same time, attempts to find a “pumpable loop” that can exploited to reach an 
arbitrary number of distinct vectors. It was shown that either the reachability set is 
finite or such a loop exists. Hence, the algorithm must eventually terminate. Unfor- 
tunately, the size of R(u,, A) is not bounded by a primitive recursive function of the 
size of (u,, A). Rackoff, in [23], basically showed that if such a pumpable loop 
could be executed by some computation of the system, then it could be executed by 
a “short” computation. As a result, Rackoff presented an algorithm which required 
at most 2C*m*‘ogm space, for some constant c. Here, the parameter m represents the 
size (i.e., number of bits) of the instance. Actually, this parameter, upon careful 
examination, can be decomposed into three natural parameters k, Z, and n, where k 
is the dimension of the VAS, 1 is the maximum length of the binary representation 
of each component in A (the set of addition rules), and n is the number of rules 
(i.e., the number of vectors in A). (The reader should note that these parameters are 
equally natural for Petri nets-a notational variant of VA%. There k would 
represent the number of places, I the maximum number of inputs or outputs of a 
transition, and n the number of transitions. See, e.g., [22].) However, it is always 
the case that n < (2*2’+ l)k. Hence, for simplicity, we use VAS(k, I) to denote the 
class of VASs with parameters k and 1. Later, when we discuss VASS, we introduce 
another parameter m to represent the number of states. It should be clear that the 
three parameters k, Z, and m are mutually independent. Therefore, the class of 
VASSs with parameters k, I, and m will be denoted as VASS(k, 1, m). 
Our motivation for separating the parameter m into (k, I) (or (k, 1, m)) comes 
from an observation that, in some cases when one or two parameters are fixed, the 
exponential space results can be improved. (It also serves to analyse what effect 
large numbers have with respect to the complexity of this problem.) For example, 
consider a network of two CFSMs in which each machine sends only one type of 
message to the other machine. It is not difficult to see, that this kind of network can 
be simulated by an instance of VASS(2, 1, m), for some m. Furthermore, the BP for 
this kind of network is known to be NLOGSPACE-complete [24]. This seems to 
suggest that the parameters k, 1, and m may contribute differently to the complexity 
of the problem. Therefore, by considering the complexity of the BP, concurrently, 
with respect to these three parameters, we hope to develop new insight into the 
problem. As a result, we are able to show for VAS(k, 1) an upper bound of 
O((z+logn)*2”*k*‘“gk) nondeterministic space, where c is a constant and n is the 
number of addition rules contained in the instance. Recall that in Rackoffs result, 
the BP can be solved in 0(2d’m*‘o~m ) space where m is the size of the VAS. In 
general, m can be greater than k*, and hence, the use of distinct parameters does 
improve the complexity result to some degree. 
In the remainder of this section, we show how to obtain an upper bound of 
0((l+log n)*2c*k*‘+) nondeterministic space, where c is a constant and n is the 
number of rules, for the VAS(k, I) boundedness problem. What we actually show, 
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as did Rackoff, is a bound on the length of the shortest system computation, if one 
exists, which will execute a pumpable loop. In fact, our proof is a modification of 
the one in [23]. As a result, many of the details in the following proof are omitted 
especially when they are similar to those in [23]. 
Before going into detail, we require the following definitions. Most of them are 
the same as in [23]. The following notation is also taken, more or less, from [23]. 
For a VAS (u, A), a finite sequence of vectors wi, wz,..., w, E Zk is said to be a path 
in(u,A),oflengthm,ifw,=uandwi+,-wiEAforalli, l<i<m.Letw~Z~and 
0 ,< i < k. The vector w is i bounded if w(j) 2 0 for 1 <j 6 i. If r E N+ is such that 
0 <w(j) < r for 1 <j< i, then w is called i-r bounded. Let p = wl,..., w, be a 
sequence of vectors, we say p is i bounded (i-r bounded) if every member in p is i 
bounded (i-r bounded). Moreover, if wj < w,, for some j, 1 <j c m, then p is said 
to be self-covering. p is called an i loop if the first i places u1 = u, and vi, # vi2 for all 
1 <jl <j, 6 m; i.e., p is a path such that the start and end vectors have their first i 
components identical and no other intermediate points have this property. The loop 
value of p is defined to be u, - ul. Let 0 < i < k. For each v E Zk, define m’(i, u) to 
be the length of the shortest i bounded, self-covering path in (u, A), if one exists; 
otherwise, define m’( i, u) = 0. Define g(i) = max(m’( i, u) 1 u E Z”}. This function g (of 
A) then, will give us a bound on the length of the shortest computation which can 
execute a pumpable loop. Note that this upper bound does not depend on the start 
vector 0. 
To prove the upper bound result, we need the following lemma concerning the 
bounds of solutions of linear equations. The lemma is from [23]. (The proof is 
essentially from [2].) 
LEMMA 2.1. Let d,, d2 E N+, let B be a d, x dz integer matrix and let b be a 
d, x 1 integer matrix. Let d 3 d2 be an upper bound on the absolute values of the 
integers in B and b. If there exists a vector v E Ndz which is a solution to Bv > b, then 
for some constant c independent of d, d,, d2, there exists a vector v E Nd2 such that 
Bv > b and v(i) < dd’ for all i, 1 6 i < d,. 
LEMMA 2.2. If there exists an i-r bounded, self-covering path in (u, A), then there 
exists an i-r bounded, self-covering path with length c (r*2’)kc, for some constant c 
independent of r, 1, k, and n. 
Proof The proof of this lemma is very similar to the corresponding one in 
[23]; hence only a sketch is given here. Let ui ,..., u,,,~, w1 ,..., w,, be an i-r bounded, 
self-covering path and wi < w,,. First, consider the path ur,..., o,,. Clearly, we can 
assume m, 6 ri G rk; since, otherwise, there exists some i loop and then we can make 
it short. Next, consider the path w1 ,..., w,,. This path, clearly, can be decomposed 
into a paths and some iloops, such that the length of s< (rk + 1)‘. Let the loop 
values of those i loops be I, ,..., 1,. Furthermore, it should be clear that a loop value 
is just the sum of at most rk members of A, and therefore each place of Ii is of 
absolute value ,<2’rk. Hence, there are at most (2(2’rk) + l)k distinct loop values. 
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To find a shorter path, it suffices to find n,,..., np such that 
n11, + *‘* + nplp + (s) > 0 where (s) is the difference of the end and start points of 
the path s. By letting di = k and d= (2’r)“@ and using Lemma 2.1, we are able to 
find nl ,..., np such that n, < (2%-)kc”, and therefore, m, < (2’r)F, for some c. By com- 
bining the above results, the lemma is proved. 1 
LEMMA 2.3. g(0) < (2in)ck, for some constant c independent of 1, k, and n. 
Proof Recall that n is the number of rules in A. To evaluate g(O), it suffices to 
solve mlvl + *** +m,v,>O where A = {v ,,..., v,}. Choose d, = k and d= 2%. Using 
Lemma 2.1 we can find a solution with mj< (2’n)c’k. Clearly then the lemma is 
proved. 1 
LEMMA 2.4. g(i+ 1)~ (22’*g(i))k’, f or some constant c independent of 1, k, and n. 
Proof Case 1: If there is an (i + 1) - 2’*g( i) bounded, self-covering path in 
(v, A), then from Lemma 2.2, there exists a short one with length -~(2’*2’*g(i))~‘. 
Case 2: Otherwise, let vi,..., v,,,, v,, i,..., v, be the path such that v,, is the 
first one not 2/g(i) bounded. Without loss of generality, assume that 
v,,(i+ 1) > (2’g(i)). Now no two of vi,..., vmO can agree on the first i + 1 places, for 
then the sequence could be made even shorter. Hence, m, < (2/g(i))‘+ I. Let p be an 
i bounded, self-covering path in (umO, A) of length <g(i). Since v&i + 1) > 2/g(i) 
and since each place in each vector in A is at most 2’ in absolute value, p must also 
be (i + 1) bounded. So the path v, ,..., vMO- i , p is an (i + 1) bounded, self-covering 
path of length (22’g(i))i+1 +g(i) < (22g(i))k’. i 
THEOREM 2.1. The BP can be decided in 0(2 c*k* log k*(l + log n)) nondeterministic 
space, for some constant c independent of I, k, and n. 
Proof. By recursively applying Lemmas 2.3 and 2.4, it is easy to derive the result 
that g(k) < (2’*n)2c’k”ogIr. This means if a VAS is unbounded, there must exist a path, 
of length no more than (2’*n)2c*k”oglr, that leads to the “pumpable loop.” Therefore, 
the BP can be solved in O((I+ log n)*(2c*k’10gk)) nondeterministic space. 1 
Now consider a VASS in the class VASS(k, 1, m). Clearly the number of possible 
rules is no more than m*(2*2’+ l)k. Then according to Theorem 2.1, we have the 
following corollary: 
COROLLARY 2.1. The BP for the class VASS(k, I, m) can be solved in 
O((l+ log m)*2c’k*‘ogk) nondeterministic space, for some constant c independent of 1, 
k, and m. 
Note that the number of edges, between two nodes in such a graph, can be as 
great as 2’+’ + 1. Thus, the actual size or number of bits in the description, of a 
VAS (or VASS), can be exponential in 1. Note, however, that the size of the systems 
constructed in the previous theorem are only polynomial in 1. What is, perhaps, 
somewhat surprising is that such an increase in the density of edges does not alter 
the complexity, of the problem, in terms of the parameters k, 1, and m. 
571/32/l-8 
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3. THE COMPLEXITY OF THE BP WHEN k Is A FIXED KNOWN CONSTANT 
In this section, we focus our attention on the BP for VASS(k, 1, m) when k is 
fixed. A summary of these results can be found in Fig. 3.1. We show that the boun- 
dedness problem is PSPACE-complete for k > 4. Consequently, it is unlikely that 
one can improve the complexity of the aforementional algorithm with respect to the 
parameter 1. At this time, we do not know whether the PSPACE-complete result 
can be improved for the case when k = 2 or 3. However, we are able to show that it 
is NP-hard when k = 2. Later, we show that when k = 1, there exists a PTIME 
algorithm. If I is also fixed, then the problem becomes NLOGSPACE-complete. 
However, we do not know whether the previous PTIME result can be improved to 
NLOGSPACE. Finally, we consider the case where k = 1 such that zero detection is 
allowed. (When k = 2, this augmentation results in the BP becoming undecidable 
[7, 9,221.) In this case, the BP becomes NP-hard. These results should be com- 
pared with earlier PSPACE-hard results concerning VASs (or VASSs) in the 
literature [ 121, where the parameter k instead of 1 is allowed to vary. 
THEOREM 3.1. The boundedness problem for k-dimensional VASSs, when k > 4, is 
PSPACE-complete. 
ProoJ: The result of being in PSPACE was shown in Section 2. It suffices, 
therefore, to show that it is PSPACE-hard. 
Consider a deterministic linear bounded automaton (DLBA, for short) 
W= <Q, Z C 6, qo, #, & F), where 
Q is the (finite) set of states, 
Z is the (finite) set of input symbols, 
r is the finite set of allowable tape symbols, 
6 is the transition or next move function, 
q. is the initial state, 
# and $ are the left and right endmarkers, respectively, and 
FE Q is the set of accepting states. 
VASS (k, P, m) VA5 (k, P ) 
I 1 
FIG. 3.1. The complexity of the BP for VASSs (VA%) where k is fixed. 
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Let l=al . . . a, be an input to W. Without loss of generality, we assume that each ai 
has value 0 or 1, that the endmarkers are implicitly defined within the string 
a1 ,..., a,, and that each transition of 6 causes W to move its tape head one position 
to the left or one position to the right. Then one can construct a four-dimensional 
VASS I’ to simulate the execution of W on 1. V will allow a counter to become 
arbitrarily large iff the simulation results in f’s acceptance. Since the membership 
problem for DLBAs is well known to be PSPACE-complete, the boundedness 
problem for k-dimensional VASSs (k 2 4) is, therefore, PSPACE-hard. 
For each q E Q, let q’ and q” be distinct new state names. Let { [q, i, j], [q’, i, j], 
[q”, i, j] 1 q E Q, 1 < i < n, 1 <j 6 n + 1 } be the set of states of V. Intuitively, if V is in 
the state [p, i,j] ([p’, i,j], [p”, i,j], respectively) then I+? current state (head 
position) is p (i). The purpose of j will be made clear later. The four-dimensional 
vector (A, A’, B, B’) is used to encode the contents of the tape in such a way that, 
at some instant, the numbers B and A represent the tape contents to the left and to 
the right of the current head position, respectively, and B’ and A’ represent the 
complement of the tape in a similar way. More specifically, when the current head 
position is at i, then the encodings are (assume a0 = a; = a, + 1 = a; + , = 0) 
B=p:,qy+‘-‘, 
A = L’;=+/ aj*2” + ’ -j, 
B’=Cf-la’.*2”tl-’ 
J=o J > 
A’ = z;=+: atj*2” + I -j. 
where alj is the complement of aj, for 1 6 i 6 n. 
The crux of the simulation is the ability to read the ith symbol on the tape by 
doing some arithmetic computation on the numbers A, A’, B, B’. This can be done 
by introducing the following transitions: Assuming that the head position is at i and 
the current state is p. 
to: [p, i, i] -+([q, i, i], (0, -2”+1-i, 0,O)) 
tJy,i,i]+([q,i,i],(-2”+‘-‘,0,0,0)) 
Clearly, the transition to ( tl ) is executable iff ai equals 0 (1). Now, consider a trans- 
ition t of W 
t: (P, a,) -, (4, a,, A ), where A ( = - 1, or + 1) indicates the direction of 
the head movement. 
In what follows, we show how the transition t will be simulated on the VASS. 
Without loss of generality, we assume that a, = 0 and a, = 1. The other three cases 
can be handled in a very similar way. Recall that A stands for the direction of the 
head movement. Therefore, we have the following two cases: 
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1. move right: 
We introduce the following transition to the VASS: 
10: Cp, i, il+ ([q, i+ 1, i+ 11, (0, -2n+1-i, +2”+lPi, 0)) 
Note that the number 2” + ’ - ’ ’ IS added to the position B. This corresponds 
to the fact that, a “1” has been written on the input tape and the input 
head has been moved to the right one position. 
2. move left: 
Now, the left _ move transition is a bit more involved, and consists of the 
execution of 2n - 1 stages in V, as shown in Fig. 3.2. First we introduce the 
transition 
to: [p, i, i] + ([q, i- 1, i+ I], (0, -2n+‘-i, +2”+‘-j, 0)). 
Conflgurallon of the vectors 
0 
Conflguratlon 01 the vectors 
af the move ~ the move 
A OOEl an O 
A’ 
8; a’, a; 0 
El 0 0 0 0 
8’ H 0 0 0 0 
A 0 0 -7 a 1*, en0 I 
A’ 0 0 a;+, $0 
I3 ao ’ 0 00 
8’ BEI a; 0 0 00 
A 0 0 0 0 
A’ 0 0 0 0 
B aOal a” O 
8’ 
a; a; a; 0 
FIG. 3.2. The simulation of the left-move transition. 
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Here the updated ith bit is copied from the vector A’ to the vector B. The 
remaining bits of A (A’) are then copied unchanged to B (B’). For this purpose 
we introduce the following transitions for all j, i <j < n: 
: [q, i- l,j] +([q, i- 1, j+ 11, (0, -2”+l-j, 0, +2fl+1-i)) 
: [q,i-l,j]+([q,i--l,j+l], (-2”+l-j,0, +2”+‘-j,O)) 
: [q, i- 1, n+ l] +([q’, i- 1, 11, (O,O, 0,O)). 
Note that at each step only one of these transitions can be applied. Afterwards, 
all the bits are copied (unchanged) from B (B’) to A (A’). For this purpose we 
introduce the following transitions for all j, 1 6 j < n: 
: L-q’, i- Ljl-+ (C q’,i-l,j+l], (+2”+l-j,O, -2”+‘-j,O)) 
: [q’, i- 1, j] + ([q’, i- 1, j+ 11, (0, +2”+‘-j,O, -2”+‘-j)) 
: [q’, i- 1, n+ l] + ([q”, i- 1, 11, (O,O, 0,O)). 
Again, note that at each step only one of the transitions can be applied. Finally, 
all bits left of the (i- 1)-st bit are copied from A (A’) to B (B’). For this pur- 
pose we introduce the following transitions for all j, 1 <j < i - 1: 
: [q”, i- 1, j] -+ ([q”, i- l,j+ 11, (0, -2”+l-j, 0, +2”+l-j)) 
: [qll,i-l,j]-,([q”,i-l,j+l], (-2”+l-j,O, +2”+‘-‘,O)) 
:[q”, i- 1, i- l] -+ ([q, i- 1, i- 11, (O,O, 0,O)). 
Again, note that at each step only one of the transitions can be applied. Now 
the simulation is ready to continue since the vector is now positioned correctly 
with respect to the input head. 
Finally, for each accepting state qf in F, we introduce the transition 
: Ce,Ljl -+ (CqfJ,A, < + L + L + 1, + 1 >I, Vl <j<n. 
Clearly then, W accepts the input a,... a, iff I’ is unbounded. In addition, the num- 
ber of vectors we use is a polynomial with respect to n, and, therefore, the above 
construction can be done in deterministic log space. 1 
In [lo], it is shown that an n-dimensional VASS can be simulated by an (n + 3)- 
dimensional VAS. Using this fact, it follows immediately that for k 2 7, the BP for 
k-dimensional VA% is PSPACE-complete. However, using a more careful 
encoding, we are able to utilize the positions of the VAS more efficiently during the 
simulation of the DLBA. As a result, we obtain the following improved corollary: 
COROLLARY 3.1. The BP for k-dimensional VA,%, when k 24, is PSPACE- 
complete. 
116 ROSIER AND YEN 
ProoJ: As shown in [lo], each state can be simulated by a sequence of trans- 
itions as follows. For each state qi, let ai= iandb,=(k+l)(k+l-i), wherekis 
the number of states. Assume that the current configuration is (qi, u). Then a trans- 
ition qi + (qj, w) in the VASS can be simulated as (see [lo] for details) 
(~,,bi,O,~)j(O,~k-i+l,bk-i+,, U) + (bi, 0, ~i, U) + (U~Y bj, 0, 0 + ~)a 
Note that three extra positions have been used to simulate a state. Upon a careful 
examination, of the previous proof, one can see that at most one position will be 
subtracted at a time. This suggests a more efficient way to encode the tape contents 
using the VASS. For example, let a, and bi be the same as before. Let n denote 
the input length of the DLBA. During the simulation of the DLBA, assume 
that the current configuration is (qi, (A, A’, B, B’)) and the transition 
qi + (qi, ( --a, b, c, d)), where a, b, c, and d are nonnegative integers, is applicable. 
Then our method is to use the vector (A, A’, ui*2”+’ + B, bi*2”+ ’ + B’) to 
represent the configuration (qi, (A, A’, B, B’)). The basic idea here is that, we use 
positions B and B’ to store both state and tape information in such a way that the 
high order bits represent the state and the low order bits represent the tape. Then 
since no subtraction of the low order bits of B or B’ will be made for this transition, 
the arguments in [lo] and in the proof of Theorem 3.1 still work. Similarly, for a 
transition qi -+ (qi, (a, b, -c, d)), the vector (u,*2”+l+ A, bi*2”+’ + A’, B, B’) will 
be used. In addition, it should be clear that some rule like (u,*2”+ ‘, b.*2”+ ‘, 
-,.*p+ - bi*2” + ’ ) will be added if necessary. The rest of the simulation \s then 
straightfoiward. 1 
At the present time, we do not know whether the PSPACE result can be exten- 
ded for the case when k = 2 or 3. We surmise PSPACE is needed, however, since 
there exist instances in VASS(2,1, m), where the shortest path that leads to a 
“pumpable loop” requires an exponential number of steps in 1 and m. To show this, 
consider the following instance in VASS(2, I, m) (see also Fig. 3.3): 
1. (ql, (LO)) is the initial configuration. 
2. The transitions are: 
a. for 1 <i6m- 1 and i is odd, 
4i + (q’;, < - 1, 1 >I 
4’i --) (Si3 Co, l>) 
4i+ (4i+lv Co9 O)); 
b. for l<i<m-1 andiiseven, 
qi*(q’i, (I, -l)) 
q’i+ (4i9 Cl, O)) 
4i+tqi+1. (O,O)). 
c. an+(qm+l, (-2”,O)). 
d. qm+l + (qm+l, (1, 1)). 
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FIG. 3.3. An unbounded VASS that requires an exponential number of steps. 
It is then clear that the VASS is unbounded iff the state qm+ i is reachable. Hence 
2” steps are required. 
On the other hand, we are able to show that the problem is NP-hard. In order to 
show that the boundedness problem for k-dimensional VASSs, when k 2 2, is NP- 
hard, we reduce the Knapsack problem to the boundedness problem. Since the 
Knapsack problem is known to be NP-complete, it follows immediately that the 
boundedness problem for VASSs is NP-hard. Recall that the Knapsack problem is 
the following: 
Instance: Finite set U, for each u E U, a size s(u) E N and a value v(u) E N, 
and positive integers B and K. 
Question: Is there a subset VE U, such that C,, ys(~) < B and 
c UE”V(U)B~ 
THEOREM 3.2. The boundedness problem for k-dimensional VASSs, when k k 2, is 
NP-hard. 
Proof: Consider an instance of the Knapsack problem as stated above. Let 
U= {ui ,..., u,}. In what follows, we are going to construct a two-dimensional 
VASS in such a way that the Knapsack problem has a solution iff the VASS is 
unbounded. Consequently, the boundedness problem for two-dimensional VASSs 
is, at least, as “hard” as the Knapsack problem. 
The VASS we construct has n + 3 states, namely, pO, p1 ,..., p, + , , p’,,+ 1. Let pO 
and (0,O) be the initial state and vector, respectively. The transitions of the VASS 
are the following: 
1. PO-’ (PI, (0, B)). 
2. For i= l,..., n- 1, 
Pi + (Pi+ 19 < + v(“i), -d”i) >) 
Pi+ (Pi+19 Co9 O)). 
3. Pn+(Pn+l, <-KO)) 
Pn-*(P’n+l, <OTO>). 
4. Pn+l-+(Pn+lr (+I, +I)) 
P’ n+l + (P’n, 1, (O,O)). 
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It should be clear that the VASS is unbounded iff the state pn + 1 is reachable via a 
path from pO. On the other hand, such a path must correspond to a solution of the 
Knapsack problem. Note that, since we only introduce n + 3 states, the above con- 
struction can easily be done in deterministic log space. 1 
Using encoding techniques similar to those described in Corollary 3.1., we can 
obtain the following corollary: 
COROLLARY 3.2. The BP is NP-hard for k-dimensional VASs when k 2 3. 
Finally, we have the following theorems concerning one-dimensional VASSs. 
THEOREM 3.3. The BP is NLOGSPACE-complete for one-dimensional VASSs, 
when the parameter 1 is also 1. 
ProoJ The problem was shown to be decidable in NLOGSPACE, in the 
previous section, whenever k and 1 were considered to be fixed constants. The 
hardness follows from an easy reduction from the graph reachability problem [26]. 
See [12, 241 for similar reductions. 1 
THEOREM 3.4. For one-dimensional VASSs, the BP can be decided in PTIME. 
ProoJ: Consider an instance of VASS( 1, 1, n) with the initial configuration 
(qO, u,,). It is well known that the VASS is unbounded iff there exists a reachable 
state qi, such that from qi a loop with a positive gain can be executed [14]. Based 
on this idea, the BP can be solved by detecting the existence of this kind of loop, 
(409 uo) + (q,, u) + (q,, v + A), where each segment is no longer than n steps. Now 
the largest value obtainable in any state q within at most n steps can be calculated 
iteratively as 
4 = uo, e= -Co, i # 0. 
df+‘=max{df, maxj(df+ tlwhere qj+ (qi, t) isa transition in 
theVASSandd;+t>O}}. 
Now, such a pumpable loop exists o 3 0 <j<n, O<s< t <n + 1, such that 
dj”>d;. 1 
The last result should be compared with the related results concerning the shor- 
test and longest path problem studied in [16]. (See also [S].) The difference here 
is, of course, that we do not require the path in question to visit each node at most 
once. 
Examples illustrating the limitations of the modeling power of VASs Cl, 15, 
2(r22] indicate that the limiting factor is the inability of the VAS to test a position 
for zero and take a particular action on the outcome of the test. (See also [25].) As 
a result, the literature contains many extensions to the basic model which allow 
such a zero test. (See, e.g., [22].) In most cases, when zero testing is allowed, two 
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potentially unbounded positions are sufficient to render the BP undecidable. (See 
[9,22].) However, when only one position is allowed, we have the following: 
THEOREM 3.5. The BP is NP-hard for one-dimensional VASSs when zero-detec- 
tion is allowed. 
Proof: This can be proved by reducing the PARTITION problem to the BP. 
Since the PARTITION problem is known to be NP-complete, it follows that the 
BP is NP-hard. 
Recall that an instance of the PARTITION problem consists of a finite set A and 
a “size” s(a) EN+ for each a o A. Let T= Cl= Is(i). Let n denote the number of 
elements in A. We construct an instance of O-detecting VASS( 1, 1, n + 3) as follows: 
1. (ql, T) is the initial configuration. 
2. For i=l,..., n, 
4i + (4i+ I, -44) 
4i+ (4i+l9 O) 
3. 4n+l + (4, - 75’). 
4. q + (qf, 0) if the vector in q equals zero. 
5. qr+ k/f> + 1). 
It should be clear that the PARTITION problem has a solution iff the 
corresponding VASS is unbounded (i.e., the state qf is reachable). Therefore, the BP 
is NP-hard. 1 
We surmise, but are unable to show, that the aforementioned problem is solvable 
in NP. First, note that a “pumpable loop” cannot contain a O-move. Now, consider 
the shortest path, which executes a “pumpable loop.” Let B denote the last con- 
ditional move executed on that path. Then the number of steps executed after B can 
be no more than n + 1. However, as noted earlier, the number of steps proceeding B 
can be exponential. But, it has to be the case, that every loop proceeding B must 
either cause a net loss or contain a O-move. As a result, we have that the com- 
putation before B is bounded by O(n*2’). The best we can do, at this time, then, is 
to deduce that the problem is doable in PSPACE. 
4. THE LOWER BOUND 
In this section, we fix the alphabet over which problems can be specified. Without 
loss of generality then we let this alphabet be C = (0, 1 }. A decision problem, over 
2, is said to be solvable in Y(x) deterministic time (a(x) nondeterministic space) iff 
there exists a deterministic Turing machine (TM, for short) (nondeterministic TM) 
with tape alphabet C which decides the problem using at most Y(x) time (Q(x) 
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space). (Note that Y (@) is not a function of the input length.) A function 
g: Z* + Z* is said to be computable in S(m) space iff there exists a deterministic 
TM M such that, given an input XEZ *, M will output g(x) using at most S(lxl) 
space. Now, consider two problems L and L’ over C*. L is said to be (S, Q)- 
reducible to L’ via the function g iff g is computable in S( 1x1) space such that: 
l xeL iff g(x)EL’, and 
l VXE~* ,  I&)1 GQ(l-4,. 
The following lemma is from [ 131. 
LEMMA 4.1. If a function f: C* + Z* is computable by an S(n) space bounded 
TM M with tape symbols (0, 1, # } such that at any time the work tape contains at 
most k #‘s, then f is computable in S(n) + (k + 2)* log S(n) space by a TM M’ with 
tape symbols (0, 1 }. 
The following lemma is a slight modification of one given in [ 131. 
LEMMA 4.2. Suppose L is (S, Q)-reducible to L’ via the function g. 
(1) If L’ is solvable in Y(x) deterministic time, then there is a constant c such 
that L is solvable in !P(g(x)) + c* IxJ*S( (xI)*~~(‘“‘) deterministic time. 
(2) If L’ is solvable in Q(x) nondeterministic space, then there is a constant c 
such that L is solvable in W(x) + c* log V(x) nondeterministic space, where 
@j”(x) = @k(x)) + 2* log(Q(l4 )) + S(b). 
In this section, we establish a lower bound for the VASS boundedness problem in 
terms of the three natural numeric parameters, k, 1, and n. Our goal is to provide a 
simultaneous lower bound over the three parameters, as opposed to examining the 
lower bound when one (or two) of the parameters is fixed (as was done in Sect. 3). 
In order to do this, we define a general class of problems whose complexity can also 
be stated in terms of three natural numeric parameters. In particular, we focus on 
the following class which we denote as C: 
C: A problem P belongs to C if P is a problem with three natural numeric 
parameters, say k, 1, and n, can be solved in 2k*(l + log n) nondeterministic 
space, and, for any instance x, of P, the following three conditions are satisfied: 
1. 1x1 > max{k, 1, n}, (1x1 represents the length of x), 
2. k, 1, and n can be computed from x and written down in deterministic 
loglxl space, and 
3. k > 1og)xl or 12 loglxl or n > [x//2. 
Let L and L’ be two problems with natural parameters (k, f, n) and (k’, I’, n’), 
respectively. Let d be a constant. For such problems we say L is h(S, Q)-reducible 
to L’ iff there exists a function g such that L is (S, Q)-reducible to L’ via g and 
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k’ < d*k, I’ < d*l, and n’ < d*n2. (Here for an arbitrary x E Xc*, k, 1, and n (k’, I’, and 
n’, respectively) denote the natural parameters with respect to x and L (g(x) and 
L’, respectively).) Let ‘% be a class of problems over Z. L is said to be @‘-hard with 
respect to h(S, @reducibility if for every L’ in %?, there exists a constant c such 
that, L’ is d(S(n), c*Q(n)) reducible to L. We will show that the BP for the class 
VAS(k, 1, n) is hard for C, with respect to cL((2+~)log(log~x~ +logn), 1x1’)- 
reducibility for some constant d. 
To prove our result, we require the following lemma, which is similar to the one 
in [17], where Lipton constructed a VAS to simulate a multicounter machine. 
LEMMA 4.3. There exists a positive integer constant h, such that for any 3-tuple of 
integers k, I, and n one can construct a VASS in VASS(h*k, 1, n), that can manipulate 
a counter, whose value can range from 0 to (n*2’)2k. Furthermore, this counter can be 
incremented, decremented, and tested for zero. (I.e., the resulting VASS can simulate 
a counter machine with a finite state control.) 
Proof. Basically, the construction is a straightforward generalization of the one 
shown in [17]; and hence the proof sketched here (for the sake of completeness) 
corresponds very closely to the one in [ 173. There, Lipton proved this theorem for 
the case when I and n were equal to 1. Lipton showed how to maintain and store a 
number, whose value ranged between 0 and 2 2k, by such a system. (Lipton actually 
showed this for a class of parallel programs which correspond quite naturally to 
VASSs.) This number could then be incremented by 1 (as long as the current value 
was below the upper limit), decremented by 1 (as long as the current value 
exceeded 0), and tested for zero. The zero-test was the hard part. 
Now the construction is shown in two parts. From these two parts it should be 
clear that the Lemma holds. Each part is shown via induction. It should be noted 
that the main difference in our construction (from the one in [ 173) is in the proof 
of the base cases. We use flowcharts to describe the VASS being constructed. In our 
flowcharts, circles correspond to states of the VASS, while directed lines with 
accompanying boxes represent transitions. The contents of a box indicate the 
changes made to the system vector by the transition. Recall that a transition can 
only be executed if the resulting system vector is nonnegative. Now given a 
flowchart representation, one will easily be able to construct the corresponding 
VASS. 
First some preliminaries. Let Ak be defined recursively as 
A, = n*2’ 
A - Ak2. k+l- 
Clearly then, Ai = (n*2’)2’. 
For k > 0, consider an 8*k + 2-dimensional vector v0 of the form 
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/* If qNls reeched then 
rwasnot zeroat qO 




/* If q,,is reached then 
r was zero et qO.Note 
the side-effect l / 
FIG. 4.1. The flowchart to test whether r = 0 when r + r’ = &. 
which satisfies 
(1) r+r’=Ak+l, 
(2) Vi, lQi<k, xi=y,=Si=O and xli=yli=Sfi=Ai, 
(3) Vi, 1 <i<k, B,=Ci=O. 
Let uN = uo. Let uY be identical to u. except that the values of r and r’ are reversed. 
In the first induction, we show how to construct a VASS Y = 
(u,, A, qo, Su {qo, qN, qy}, 6) in VASS(c*k, I, n), for some constant c, in which the 
configuration (qN, uN) ((qy, u ,,)) is reachable iff r # 0 (r = 0) in uo. The reversal of 
the values of r and r’ in u, is subsequently referred to as the side effect. 
(Base Step) Figure 4.1 illustrates the VASS when k=O. Clearly if qN can be 
reached we have that r > 0. Also, if qy can be reached, it must be the case (at qy) 
that r = n*2’. Since at each state r + r’= n*2’, we have that r was originally 0. 
Hence, the base case is proved. Furthermore, only n + 2 states are needed and the 
biggest number used in a vector can be represented in 1 bits. 
(Induction Hypothesis) Assume that the assertion is true for k - 1 > 0. 
(Induction Step) The construction here is the same as the one in [ 173, although 
the presentation has been somewhat altered. The VASS to be constructed is shown 
in Fig. 4.2(a); the missing portions labelled CI and jI are shown in Fig. 4.2(b). Con- 
sider the flowchart in Fig. 4.2(a). Again, qN can be reached iff r was originally non- 
zero. We will later show that if the state a; (/Ii) is entered, the transition from a”, 
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/* If q,., IS reached then 
r was not zero 81 q. 
Note the %hSence 01 a 
/* D tests Whether 
XL : 0 l / 
I* If qy IS reached then 
r was zero at 40 
Note the side-effect l / 
FIG. 4.2a. The flowchart to test whether r=O when r+ r’= AL. 
(a”,) to q2 (ql) can be taken iff ylk #O (x’~ #O) at state a$ (pi). Likewise we will 
show that the transition from IX”, (/?k,) to /?$ (q ,,) can be taken iff ylk = 0 (x’~ = 0) at 
state ai (j3:). Furthermore, it will be the case that both c1 and /? upon exiting via 
state a; (p”,) leave the system vector unchanged. However, if they exit via state a”, 
(/?k,) then the only side-effect will be that the values of y, (xk) and yfk (x’~) are 
reversed. Thus, if qN is not reachable then the y portion of the flowchart can be 
traversed Ak (=~‘~-r*y’~-r) times (since both xlk-r and y’,-, equal Ak-r 
initially), provided that the initial value of r’ was Ak. Therefore, if qr can be 
reached, it must be the case that the value of r’ was originally Ak and hence r was 
originally 0 (since r + r’ = Ak). (Note also that when q ,, is reached r = Ak and r’ = 0; 
i.e., the required side effect has occurred.) Now the flowchart of Fig. 4.2(a) requires 
one to test, at times, whether y’, ~ I and xtk _ I are zero. These tests could be accom- 
plished by inserting flowchart segments provided by the induction hypothesis. 
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o( star1 a start 
FIG. 4.2b. The flowchart for a and 8. 
However if this is done, the total number of states required would be at least twice 
what is required at the previous level of the induction, thus making the total num- 
ber of states exponential in k. In order to avoid this problem, Lipton showed how 
to simulate the required tests using what he called a primitive type of parameter 
passing and subroutine calling mechanism. Following Lipton then, such tests can 
be implemented using the flowchart segments a and /I shown in Fig. 4.2(b). The 
induction hypothesis is only used in the construction of the test to determine 
whether Sk =0 when state St is reached. This ensures that the total number of 
states required is proportional to k. Consider the flowchart shown in Fig. 4.2(b). 
Clearly, UL (/I”,) is reachable iff it was the case, at ~6 (fig), that y’, #O (x’~ #O). 
Also, note that the system vector at IX”, (/I”,) must be identical to the one at at (/It). 
Now the 6 portion of the flowchart acts as a “subroutine” that will verify whether 
y’, = 0 (x’, = 0). Sk and Sk are used to pass the parameters y’, (x’,) and y, (x,), 
respectively. The loop in u (/I) is used to copy ylk (x’~) to Sk and y, (xR) to Sk, 
respectively, so that 6 can use the same input parameters Sk and Sk for both 01 and 
p. The state Sk, will be reachable (with the only side effect being the reversal of 
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values in Sk and S’,) iff Sk = 0 at Sg. Now if the loop in a (/I) fails to be executed 
until y, (xk) is copied to Sk, then Sk could not have been zero when state SE was 
reached and hence Sk, will not be reachable. Note that B, (C,) is set to one before c1 
(/J) causes the system to reach 6;; hence, state a< (/I”,) (and not state p”, (a$)) can 
be reached iff at some later time Sk, is reached. Let Zk- I be the flowchart segment 
with states q$-’ (the start state), qky-’ (the “yes” state), qkpl (the “no” state), 
provided by the induction hypothesis where Sk (S’,) plays the role of r (r’). Then if 
we plug in 6pk_ I for the missing portion of 6 the lemma will follow. This is because 
whenever q”,- l is reached the following two things must be true: 
l the value of Srk (at Sg- ‘) must have been zero, and 
l the only side effect is that the values of Sk and S’, are reversed. 
But the values of Sk and Sk were reversed earlier by a (/I) providing that Slk ends 
up being zero at Sz-I. Hence by the time a”, (or /I”,) are reached the side effect with 
respect to Sk and Slk (and a (or /I)) has been cancelled. The only other side effect to 
explain iS the fact that c( (fl) has reversed the Values of yk (xk) and y’k (x’k). But this 
side effect is precisely the one desired. 
Now consider the size of 9’“. The base case requires n + 2 states and 1 bits to 
represent a number in a vector. Inductively, one can easily see that -Y- requires only 
n + h’*k states, for some constant h’. (Note that h’ is the number of states added in 
Figs. 4.2(a)-(b).) Therefore, Y is in VASS(8*k+ 2,1, h’*k+n), and hence in 
VASS(c*k, I, n), for some constant c independent of k, Z, and 12 (since the h’*k states 
can be simulated by h’*k additional positions). 
In the second induction, we show for any k > 1 how to construct a VASS in 
VASS(d*k, I, n) (for some constant d) that, when given an initial vector u0 of the 
form 
where each component equals 0, can reach state qF with the resulting vector satisfy- 
ing 
(1) Vi, l<i<k, xi=yi=Si=Bi=C,=O, 
(2) Vi, l<i<k, x’~=~‘~=S’~=A~. 
The base case (for k = 1) is shown in Fig. 4.3. The construction for the inductive 
step (where k = m + 1) is shown in Fig. 4.4. The missing portions of the flowchart, 
labelled Q and w (i.e., the tests for zero on y’, and x’,) are implemented via the 
induction hypothesis using the same programming trick that was employed in the 
first part. See [ 173 for further details. Hence, this VASS is in VASS(d*k, n, 1), for 
some constant d. 
By combining the above results, we can construct a VASS that can initialize the 
vector 
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0 
. . . 
b 
b 
FIG. 4.3. The flowchart used to set xi, y;, and s; to n * 2’. 
stsrt 
/* CT tests whether 
y; z 0 “1 
/* w tests whether 
x,:0*/ 
exit 
FIG. 4.4. The flowchart used to set XL i 1, ynl+, , and sh+ , to A,, , 
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SO that Vi, l<i<k, xi=yi=Si=Bi=Ci=O, ~‘~=y’~=,S’~=,4~, r=O, and 
r’=Ak+,. Now, the position r can be used to simulate a counter. In other words, r 
can be 
(1) decremented by 1, 
(2) incremented by 1, 
(3) tested for 0. 
Subroutines for these three steps are trivial and are shown in Figs. 4.5(a)-(c). Note 
that in Fig. 4.5(c), the repeated test is to cancel the side effect. Further details can 
be found in [17]. 1 
Using the above result, one can construct a VASS in VASS(h*k, l, n) (for some 
constant h) such that a pair of positions (r, r’) can be used to simulate a counter. 
By using no more than three times the number of positions one can then construct 
such a VASS that can simulate, in some sense, a three-counter machine, ala Minsky 
[ 191. Such a three-counter machine (3CM) has a read-only input tape, a finite state 
control, and three counters. During a single computation step, such a machine can, 
depending on the current state and input symbol, check each counter for zero, and 
(a) decrement by 1 (b) increment by I 
/* Test whether 
/* lmplles that r 
we* 0 at stete 
l / 
Cc) test r for 0 
FIG. 4.5. Subroutines for simulating CM moves. 
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the move accordingly. It can move its input head one cell either to the left or to the 
right and increment or decrement each of its counters by 1 (as long as they remain 
nonzero). For more details, see [ 11, 191. We are now ready to show the following: 
THEOREM 4.1. The BP for VASS(k, 1, n) is hard for C, with respect to 
h((2 + s)(loglxl + log n), Ix13)-reducibility. 
Proof: This is shown by reducing an arbitrary problem in C to the BP for 
VASS(k, 1, n). Let P be an arbitrary problem in C. Then there exists a nondeter- 
ministic TM M that solves P in 2’*(I + log n) space. It is known that this TM can 
be simulated by a 3CM M’ in such a way that each counter counts up to no more 
than (r~*2’)~~. (See, e.g., [ll, 191.) Let p be the number of states in A!‘. In what 
follows, given an input x for M, we show how to construct a VASS VM,,, to 
simulate the computation of M’ on x such that M’ accepts x iff V,,,, is unbounded. 
Informally, the state of V,,,, is a pair (q, i), where q is a state in M’ and i 
indicates the head position. The contents of the input tape will be implicitly embed- 
ded in the transitions of the VASS. Three pairs of positions will be used to simulate 
the three counters in M’. Moreover, from the previous lemma the operations of 
adding, subtracting, and testing for zero can be applied to each of these counters. 
The simulation is then straightforward (given Lemma 4.3). V,,,,,,X will allow a coun- 
ter to become arbitrarily large iff the simulation results in the acceptance of x. At 
this point, it is important to realize that at most O(p*lxl*n) states will be required 
in VM,,x. From Lemma 4.3 we have that the total number of transitions is bounded 
by h’*k for some constant h’. Therefore, V,,,,. x can be in VASS(h’*k, 1, h”*p*lxl*n) 
for some constant h”. Now one of the following must be true: 
l n> /x1/2, and V,,,, can be in VASS(d*k, d*l, d*n2) for d= max{h’, 
2*h”*p}, 
l 12 loglx( > log n, and since a state can be simulated by three extra 
positions, VIM,,X can be in VASS(h’*k + 3, l+ log(xl + log(n) + log(p) + log(h”), l), 
which is certainly in VASS(d*k, d*l, d*n2) for d= max(h’+ 3, 3 +log(p) + 
log(h”)}, or 
l k> log/x( 3 log n, and O(logJxl) extra positions can be used to simulate 
states, VW,, can be in VASS(h’*k + c*loglxl, 1, 1) for some constant c, which is also 
in VASS(d*k, d*l, d*n2) for d = max{h’, c}. 
Furthermore, each transition is of length O(k*l+ loglx( + log n). Hence, the length 
of vrM’,x is 0(lx13) (since 1x1 >,max(k, I, n}). 
Now consider the complexity, given x, of constructing VM,,X. Clearly the con- 
struction can be carried out by a TM transducer whose work tape is of the form 
#i#j#, where i andj are binary segments, of length loglxl and (loglx( +logn), 
respectively, which are used to store a pointer to the input tape head and generate 
the states, respectively. Therefore, according to Lemma 4.1 one needs only 
(2 + s)*(loglxl + log n) bits, for any E > 0, for the work space during the construc- 
tion. This completes the proof. 1 
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THEOREM 4.2. There exist some constants c, c’, and h independent of k, 1, and n, 
such that the BP for VASS(k 1, n) requires 2klc-c’* (I + log n) nondeterministic space 
for k > h. 
Proof. Assume that the BP can be solved in (2k’c-c’ - s)*(l+ log n) non- 
deterministic space for any constants c, c’, and any E > 0. Let P be a problem 
in C. Now given any instance x (with parameters k, 1, and n), we can con- 
struct a corresponding VASS in VASS(d*k, d*l, d*n*) with respect to 
h((2 + el)*(loglxI + log n), 1~1~) reducibility, for some constant d (which depends 
only on P). Let c = d. From Lemma 4.2, we know that there are constants ci and c2 
such that P can be solved in W’(x)+ c 2* log W’(x) nondeterministic space where 
Q”(x) = (2k-C’-~)*(d*l+log(d*n2))+2* log(c,*lx)‘)+(2+s,)*(loglxl +logn). 
One can easily see that W’(x) + c2 * log Q”(x) is within 2*d*(2k-c’ - E)*(/+ log n) 
+ (9 + c2 + el + E2)(k + loglx) + log n) for any s2 > 0. Since k > log/xl or Ia loglxl or 
n 3 /x1/2, the above amount is within (2k --E + &I + .s,)*(l+log n) for arbitrary 
si, E* > 0 and k > h, where h is a constant independent of k, I, and n. Choosing 
.si +E*< E, we have that P can be solved in (2k-s3)*(l+log n) for k> h and 
s3 > &a contradiction. 1 
Note that given a DLBA, we could construct an equivalent 3CM where two 
counters are used to simulate the tape and the third is used as a working counter. 
Moreover, each counter counts up to no more than 2”‘“’ for some constant c, 
where 1x1 is the length of the DLBA’s input string. Based on the discussion in this 
section, one can then construct a VASS in VASS(6, c*(xI, n) to simulate the 3CM 
in a way that each counter is represented by a pair of positions. Consequently, for 
k36 the BP becomes PSPACE-hard. The reader should recall, however, that in 
Section 3, we were able to show that the BP was PSPACE-hard for k > 4. 
In the remainder of this section, we examine the consequence of Theorem 4.1 
with respect to networks of CFSMs. Before proceeding, the following definitions 
concerning CFSMs are required. 
A CFSM M is a directed labelled graph with two types of edges, namely sending 
and receiving edges. A sending (receiving) edge, in M, is labelled send(M’, g) 
(receive(M’, g)), for some other machine M’ and some message g in a finite set G of 
messages. If ICI = 1, send(M’, g) and receive(M’, g) will be abbreviated as send(W) 
and receive(M), respectively. A unique node in A4 is called the initial node. A 
network of CFSMs consists of two or more CFSMs each pair of which com- 
municate by sending and receiving messages via two one-directional, potentially 
unbounded, FIFO channels. See [4, 6, 7, 24, 271 for more detailed definitions. 
In what follows, we first establish the relationship between VASS(k, 1, n) and 
CFSM(k), and then, as a consequence of Theorem 4.1, the BP for VASS(k, 1, n) 
and CFSM(k), both can be solved in PTIME providing k is a known fixed con- 
stant. More precisely, we have the following two lemmas: 
LEMMA 4.4. For each network N in CFSM(k) with n states (i.e., the number of 
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states in each machine is no greater than n), there exists a VASS V in 
VASS(O(k2), 1, O(nk)) such that N is unbounded iff V is unbounded. 
Proof: The proof is quite easy and hence we only sketch the result. Each state of 
V will contain a state for each CFSM in N. Basically, each channel in N will be 
represented by a position of the vector of V, and each action of sending (receiving) 
a message to (from) a channel in N will be simulated by adding (subtracting) one 
to (from) the corresponding position of the vector. The corresponding state change 
of N is recorded in the state of V. It is also easy to see that this construction can be 
done in deterministic logspace (providing k is a fixed known constant). Details are 
left to the reader. i 
LEMMA 4.5. For each VASS V in VASS(k, 1, n), there exists a network of 
CFSMs N in CFSM(O($)) with O(p(2k, n)) states, where p is a polynomial in 2k 
and n, such that V is unbounded i..f N is unbounded. 
Proof: Let V be in VASS(k, 1, n). We wish to assume that only one position is 
altered for each transition in V. If this is not the case, intermediate transitions can 
be introduced to make V behave in the desired fashion. Furthermore, no more than 
2k*n2*k - 1 additional states will be required. Let m = 2k*n2*k - 1. In what follows, 
we construct a network N in CFSM(O(&)) with p(m, n) states, where p is a 
polynomial in m and n, to simulate the computation of V in such a way that V is 
unbounded iff N is unbounded. Basically, N consists of the following machines and 
channels: (See Fig. 4.6.) 
Machines: 
l D 
l M,,(i) and M,(i) (0 G i< rlog kl) 
. Ni(O<idr&l) 
Channels: 
l For every i (0~ i< rlog kl), there are channels between D and M,(i) 
WI(i)). 
. For every i and j, (0 G i< [log kl, 0 <j< rfil), there are channels 
between Nj and M,-,(i) (M,(i)). 
. For every i and j, (0 < i, j< r&l, i#j), there are channels between Ni 
and Nj. 
Note that the total number of channels that connect Ni to Nj, over all i and j, is 
(r&l + l)*r$l (>k). In the simulation, exactly k of them will be used to 
simulate the k positions in V. They can be chosen arbitrarily and are, in what 
follows, considered to be iabelled O,..., k - 1. Let Ti,- 1 be the machine Nj 
(0 GIG r&i) such that N,‘s input channel is labelled i. Similarly, we define Tit+ 1 
to be the machine Nj such that N;s output channel is labelled i. In this way, adding 
(subtracting) one to (from) position i in V will be simulated by letting Ti, + 1 (Ti, - 1) 
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hzrlogkl 
FIG. 4.6. The network N in CFSM(O($)). 
send (receive) a message to (from) channel i. In other words, the number of 
messages in the channel will represent the value of the corresponding position in the 
vector. 
Informally speaking, the machine D acts as a “driver” that simulates a state 
transaction of V and at the same time, issues commands that will cause the 
corresponding operations to occur on the vector. For every state i in V, there is a 
corresponding state, say ui, in D. Now, consider the simulation of the transition 
in V 
s + (t, (0 ,...) I)..., 0)) 
where s and t are states in V, I = 0, + 1, or - 1. Furthermore, assume that I is in the 
qth (0 <q < k - 1) position. Let send(M) (receive(M)) denote the transition of 
sending (receiving) a message to (from) machine M. We have the following three 
cases: 
Case 1. I= 0. In this case, since no change to the channel is needed, N will 
simply change from state vs to state vl, where v, and v, are states of D 
corresponding to states s and t of V, respectively. 
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Case 2. I= + 1. In this case, a message should be added to channel q. Let 
4-l *a. dldo (h = rlog kl) be the binary representation of q. To simulate this move, 
D will execute the transitions 
u, - send(M&O)) 
+ u. - send(M,,( 1)) + . * * vh-, - send(M,(h)) + vh - receive( T,, + i) + u,. 
The first h - 1 sends are to indicate the address of the machine with channel q as its 
input or output channel. The last send is to represent an addition operation. The 
last receive is to wait for an acknowledgment from the machine that updated the 
channel q (i.e., T,, + 1). 
Case 3. I= - 1. Similar to Case 2 except that the last send is to the 
machine M,(h), and the last receive is from machine T,, _ 1. 
The structure of the machine Mi(j) (i = 0, 1 and 0 <j 6 [log kl) is quite simple. 
Each time Mi(j) receives a message from D, it simply sends a message to some N, 
(0 < r < r&l) chosen at random. 
The structure of the machine N, is shown in Fig. 4.7. Let dh _ , * * * do be the binary 
representation of q as defined above. If N, = Tq, + i, then there is a branch with 
transitions receive(MJO)),..., receive(Mci,,-,(h - l)), receive(M,(h)), “send a 
message to the channel,” send(D). 
l M. receive I message from M 
-M. send e message lo rl 
FIG. 4.7. The machine N,. 
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Similarly, if N, = T4, _ i, then we have a sequence of transitions receive(M&O)),..., 
receive(M,,-,(h - 1 )), receive(M,(h)), “receive a message from the channel,” 
send(D). 
The simulation will then proceed in the following way. Each time a transition 
updating the position q of the vector in V is to be simulated, the driver D will send 
a message to each of the machines M,(O), Md,(l),..., M,,(h) (0 <h < [log k]), 
where (d,, ,..., do) is the binary representation of q. Intuitively, one may think of the 
M’s as “registers” that store the address of the channel to be updated. The function 
of each Nj is first similar to that of a “decoder,” after which Nj proceeds according 
to the messages (i.e., instructions) received from the YWs. More precisely, the 
machine Nj with the channel q as its input (or output) channel will update that 
channel only when it receives one message from each Md,(i) as stated above. So, if 
during this time all the MS do not choose to send their messages to the same (and 
correct) Nj, the simulation becomes blocked. Therefore proper simulations are 
guaranteed although each machine M sends messages to an Nj chosen at random. 
Finally, Nj sends an acknowledgment to D after finishing the change on channel q. 
The entire procedure then repeats. 
Now consider the number of states in N. It should be fairly easy to see the 
following: 
1. D has 0((m + n)* log k) states. 
2. For every i, M,(i) (or M,(i)) has O(&) states. 
3. For every i, Ni has O(k) states. 
Hence the total number of states is bounded by a polynomial in terms of 2k and n. 
Moreover, there are O(G) machines in N. Furthermore, the reader can check that 
the construction of N can be carried out in deterministic logspace (providing k is a 
fixed known constant). The lemma now follows. 1 
Now the BP for CFSM(k) was considered in [6], where it was noted that the 
problem was solvable in PSPACE, providing k was a fixed known constant. Here 
we show that, in such cases, the result can be improved to PTIME. The fact that 
the problem is solvable in PTIME follows from the result of Section 2. In what 
follows, we show that under a conjecture used in [13], the BP for CFSM(k) 
requires 0(~x1’““‘) deterministic time, for some constant c. To show this, we require 
the following corollary which can be derived from a modified version of 
Theorem 4.2: 
COROLLARY 4.1. The BP for VASS of dimension k requires 2klc- “* loglxl non- 
deterministic space, for some constants c and c’. 
In [13], it was conjectured that for any E>O, NLOGSPACE(2k* loglxl) 
P. DTIME(lx12’-“). This indicates that for any k, NLOGSPACE(2k* loglxl) 
contains problems which require at least 0(lx12”) deterministic time. Based on this 
conjecture and Lemma 4.2, we have the following corollary concerning the time 
complexity of the BP for VASS, of dimension k, and CFSM(k): 
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COROLLARY 4.2. For some constants c, c’, and h, the BP for VASS of dimension k 
(or CFSM(&)) requires O(IXI~‘~*~~‘~-~’ ) deterministic time for k3 h, under the 
above conjecture. 
Proof: Assume that the BP can be solved in O(n1’3*2k’c-c’-E) deterministic time, 
for any c and E > 0. Then according to Lemma 4.2 and Theorem 4.1 (and choosing 
c=d), any problem in C (with I= 1) can be solved in (c~*Ix~~)~/~*~‘-~‘-~ 
* + c2*lxl*(2 + sl)*(loglxI +log n) 2 (’ + E1)*(loglX’ + log n, deterministic time for some cl, 
c2, and any s1 > 0. This amount is within 0( I xl 2k - ” - ’ + ‘*) deterministic time, for 
any s2 >O. Since s2 can be arbitrary, any problem in C can be solved in 
O(IXI~‘-~‘-~~) deterministic time, for some s3 > 0. This contradicts the conjec- 
ture. 1 
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