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ON ELLIPTIC EQUATIONS IN A HALF SPACE OR IN
CONVEX WEDGES WITH IRREGULAR COEFFICIENTS
HONGJIE DONG
Abstract. We consider second-order elliptic equations in a half space
with leading coefficients measurable in a tangential direction. We prove
the W 2p -estimate and solvability for the Dirichlet problem when p ∈
(1, 2], and for the Neumann problem when p ∈ [2,∞). We then ex-
tend these results to equations with more general coefficients, which are
measurable in a tangential direction and have small mean oscillations
in the other directions. As an application, we obtain the W 2p -solvability
of elliptic equations in convex wedge domains or in convex polygonal
domains with discontinuous coefficients.
1. Introduction
In this paper we study second-order elliptic equations in non-divergence
form:
Lu− λu = f
in a half space, where λ ≥ 0 is a constant and
Lu = aijDiju+ b
iDiu+ cu
is an uniformly elliptic operator with bounded and measurable coefficients.
The leading coefficients aij are symmetric, merely measurable in a tangential
direction, and either independent or have very mild regularity in the orthog-
onal directions. This type of equations typically arises in homogenization of
layered materials with boundaries perpendicular to the layers.
The Lp theory of non-divergence form second-order elliptic and parabolic
equations with discontinuous coefficients was studied extensively by many
authors. According to the well-known counterexample of Nadirashvili, in
general there does not exist solvability theory for uniformly elliptic oper-
ators with general bounded and measurable coefficients. In the last fifty
years, many efforts were made to treat particular types of discontinuous
coefficients. The W 22 -estimate for elliptic equations with measurable coeffi-
cients in smooth domains was obtained by Bers and Nirenberg [3] in the two
Date: October 20, 2018.
2010 Mathematics Subject Classification. 35K10.
Key words and phrases. Second-order elliptic equations, boundary value problems,
measurable coefficients, Sobolev spaces.
Email: Hongjie Dong@brown.edu, Tel: 1-4018637297, Fax: 1-4018631355. The author
was partially supported by the NSF under agreement DMS-0800129 and DMS-1056737.
1
2 H. DONG
dimensional case in 1954, and by Talenti [38] in any dimensions under the
Cordes condition. In [4] Campanato established theW 2p -estimate for elliptic
equations with measurable coefficients in 2D for p in a neighborhood of 2.
A corresponding result for parabolic equations can be found in Krylov [23].
By using explicit representation formulae, Lorenzi [29, 30] studied the W 22
and W 2p estimates for elliptic equations with piecewise constant coefficients
in the upper and lower half spaces. See also [37] for a similar result for
parabolic equations and a recent paper [18] by Kim for elliptic equations in
R
d with leading coefficients which are discontinuous at finitely many parallel
hyperplanes. In [7] Chiti obtained the W 22 -estimate for elliptic equations in
R
d with coefficients which are measurable functions of a fixed direction.
Another notable type of discontinuous coefficients contains functions with
vanishing mean oscillation (VMO) introduce by Sarason. The study of
elliptic and parabolic equations with VMO coefficients was initiated by
Chiarenza, Frasca, and Longo [5] in 1991 and continued in [6] and [2]. We
also refer the read to Lieberman [28] for an elementary treatment of el-
liptic equations with VMO coefficients in Morrey spaces. In [24] Krylov
gave a unified approach to investigating the Lp solvability of both diver-
gence and non-divergence form elliptic and parabolic equations in the whole
space with leading coefficients that are in VMO in the spatial variables (and
measurable in the time variable in the parabolic case). Unlike the argu-
ments in [5, 6, 2] which are based on the certain representation formulae
and Caldero´n–Zygmund theory, the proofs in [24] rely mainly on pointwise
estimates of sharp functions of spatial derivatives of solutions, so that VMO
coefficients are treated in a rather straightforward manner. Later this ap-
proach was further developed to treat more general types of coefficients. In
[19] Kim and Krylov established the W 2p -estimate, for p ∈ (2,∞), of ellip-
tic equations in Rd with leading coefficients measurable in a fixed direction
and VMO in the orthogonal directions, which, in particular, generalized the
result in [7]. By using a standard method of odd and even extensions, their
result carries over to equations in a half space when the leading coefficients
are measurable in the normal direction and VMO in all the tangential di-
rections. Recently, the results in [19] were extended in [25] and [10], in the
latter of which the restriction p > 2 was dropped. We also mention that in
[9] theW 2p -estimates, for p ≥ 2 close to 2, were obtained for elliptic and par-
abolic equations. The leading coefficients are assumed to be measurable in
the time variable and two coordinates of space variables, and almost VMO
with respect to the other coordinates. In particular, these results extended
the aforementioned results in [4] and [23] to high dimensions.
Since the work in [19], the following problem remains open: Do we have
a W 2p -estimate for uniformly elliptic operators in a half space with leading
coefficients measurable in a tangential direction and, say, with the homoge-
neous Dirichlet boundary condition?
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The main objective of the paper is to fully answer this problem. Ap-
parently, in this case the estimate does not follow from the results in [19]
and [10] by using the method of odd and even extensions, since after even
and odd extensions one obtains an elliptic equation in the whole space with
leading coefficients measurable in two directions, i.e., a tangential direction
and the normal direction. In fact, the answer to the problem is negative for
general p > 2: for any p > 2 there is an elliptic operator with ellipticity
constant depending on p, such that the W 2p estimate does not hold for this
operator; cf. Remark 3.2. Nevertheless, by invoking Theorems 2.2 and 2.8
of [9], the extension argument does give an affirmative answer to the prob-
lem for any p ∈ [2, 2 + ε) close to 2, where ε depends on the dimension and
the ellipticity constant. In this paper, we shall give an affirmative answer
in the remaining case p ∈ (1, 2). We also consider equations with the Neu-
mann boundary condition, in which case we prove the W 2p estimate for any
p ∈ [2,∞).
To precisely describe our results (Theorems 3.1 and 3.4), we first introduce
a few notation. Let d ≥ 2 be an integer and λ ≥ 0 be a constant. A typical
point in Rd is denoted by x = (x1, ..., xd) = (x′, x′′), where x′ = (x1, x2) ∈ R2
and x′′ = (x3, . . . , xd) ∈ Rd−2. Consider the elliptic equation
Lu− λu := aij(x2)Diju− λu = f (1.1)
in a half space Rd+ = {x ∈ R
d |x1 > 0} with the homogeneous Dirichlet or
Neumann boundary condition. Assume that aij are measurable, bounded,
symmetric, and uniformly elliptic, i.e., there is a constant δ ∈ (0, 1) such
that for any unit vector ξ ∈ Rd, we have
δ ≤ aijξiξj , |aij | ≤ δ−1. (1.2)
The main results of the paper are as follows. Suppose p ∈ (1, 2] (or p ∈
[2,∞)) and u ∈W 2p (R
d
+) satisfies (1.1) with the Dirichlet boundary u = 0 (or
the Neumann condition D1u = 0, respectively) on ∂R
d
+. Then the following
apriori estimate holds:
λ‖u‖Lp(Rd+)
+ λ1/2‖Du‖Lp(Rd+)
+ ‖D2u‖Lp(Rd+)
≤ N(d, δ, p)‖f‖Lp(Rd+)
.
Moreover, for any λ > 0 and f ∈ Lp(R
d
+), there is a unique solution u ∈
W 2p (R
d
+) to the problem. The range of p is sharp in the Dirichlet case; see
Remark 3.2.
Let us give a brief description of the proofs. We note that since the co-
efficients are merely measurable functions, the classical Caldero´n–Zygmund
approach no longer applies. Furthermore, solutions to the homogeneous
problem generally only possess C1,α regularity near the boundary. So the
approach in [24] cannot be applied directly either. Our main idea of the
proofs is that, thanks to the assumption aij = aij(x2), after a change of
variables we can rewrite L into a divergence form operator of certain type
(see (3.3)). In the case of the Dirichlet boundary condition, we shall show
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that v := D1u satisfies a divergence form equation with the conormal deriva-
tive boundary condition. This crucial observation was used before by Jensen
[16] and Lieberman [27] in different contexts. While in the case of the Neu-
mann boundary condition, we show that v satisfies the same divergence form
equation with the Dirichlet boundary condition. Then the problem is re-
duced to study the W 1p -estimate for these divergence form operators. By
a duality argument, it suffices to focus on the case p > 2. However, due
to the lack of regularity of the coefficients in the x2 direction, the usual
interior and boundary Cα estimates of Dv do not hold. Nevertheless, we
apply the DeGiorgi–Nash–Moser estimate, the reverse Ho¨lder’s inequality,
and an anisotropic Sobolev inequality to get boundary and interior Cα esti-
mate of certain linear combination of Dv (Lemmas 2.2 and 2.3), using also
the properties of the operators. With this Cα estimate at disposal, we are
able to use Krylov’s approach mentioned above to established the desired
W 1p -estimate of v.
In the paper, we also treat elliptic equations with more general coefficients
which are measurable in a tangential direction and VMO with respect to
the other variables. We obtain similar W 2p -estimates for both the Dirichlet
problem and the Neumann problem (cf. Theorems 4.2 and 4.3), generalizing
Theorems 3.1 and 3.4.
The significance of these results is that they can be used to deduce new
W 2p -estimate for elliptic equations with discontinuous coefficients in convex
wedges or convex polygonal domains. More precisely, we obtain the W 2p -
estimate, p ∈ (1, 2+ ε), for non-divergence form elliptic equation with VMO
coefficients in a convex wedge Ωθ = Oθ × R
d−2, where
θ ∈ (0, pi), Oθ = {x
′ ∈ R2 |x1 > |x
′| cos(θ/2)},
with the homogeneous Dirichlet boundary condition; cf. Theorem 5.2 and
the remark below it. The range of p is sharp even for Laplace equations or
equations with constant coefficients. See Remark 3.2, [14, Theorem 4.3.2.4],
or [33, Sect. 4.3.1].
There is a vast literature on the Lp theory for elliptic and parabolic equa-
tions in domains with wedges or with conical or angular points. See, for
instance, [20, 14, 21, 8, 34, 22, 33] and the references therein. For Laplace
equations in convex domains or in Lipschitz domains, we also refer the reader
to [1, 12, 17, 11]. It is worth mentioning that Hieber and Wood [15] ex-
tended the aforementioned results in [38, 4] to equations with measurable
coefficients in bounded convex domains. In [31, 32] Lorenzi considered el-
liptic equations with piecewise constant coefficients in two sub-angles of an
angular domain in the plane with zero right-hand side and inhomogeneous
Dirichlet boundary conditions. Heat equations in domains with wedges were
studied in [36, 39, 35]. However, in all these references, either the leading
coefficients are assumed to be constants or sufficiently regular, or p needs
to be in a small neighborhood of 2. To our best knowledge, Theorem 5.2
appears to be the first of its kind about non-divergence elliptic equations
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in convex wedge domains with discontinuous coefficients, which does not
impose any additional condition on p.
The paper is organized as follows. In the next section we consider diver-
gence form elliptic operators of two different types. We obtain W 1p -estimate
for these operators, which are crucial in the proofs of the main results in
Section 3. In Section 4, we treat coefficients which are measurable in x2
and VMO with respect to other variables. We discuss the applications to
equations in convex wedges or convex polygonal domains in Section 5.
2. Some auxiliary estimates
We introduce L1 as the collection of divergence form operators
Lu = Di(a
ijDju)
satisfying (1.2) and aj1 ≡ 0, j = 2, . . . , d. Similarly, we introduce L2 as the
collection of divergence form operators Lu = Di(a
ijDju) satisfying (1.2)
and a1j ≡ 0, j = 2, . . . , d. Notably, the adjoint operator of any operator
in L1 is in L2, and the adjoint operator of any operator in L2 is in L1. In
the remaining part of this section as well as in the next section, we assume
aij = aij(x2).
For any r > 0, denote B˜+r to be the half ball of radius r in R
2 and Bˆr to
be the ball of radius r in Rd−2. Both of them are centered at the origin. We
also denote Γr = Br ∩ ∂R
d
+.
We will use the following special form of the Sobolev imbedding theorem,
which follows by applying the standard Sobolev imbedding theorem to x′
and x′′ separately. For reader’s convenience, we give a proof of it in the
appendix.
Lemma 2.1. Let Ω = B˜+1 × Bˆ1, p0 ∈ (2,∞) be a constant, and k ≥ d/2 be
an integer. Suppose that the function f ∈ Lp0(Ω) satisfies
Djx′′f, D
j
x′′Dx′f ∈ Lp0(Ω)
for any 0 ≤ j ≤ k. Then we have f ∈ C1−2/p0(Ω) and
‖f‖C1−2/p0 (Ω) ≤ N
k∑
j=0
(
‖Djx′′f‖Lp0 (Ω) +N‖D
j
x′′Dx′f‖Lp0(Ω)
)
for some constant N = N(d, p0) > 0.
Due to the lack of regularity of the coefficients aij in x2, the usual interior
and boundary C1,α estimates of solutions do not hold. Nevertheless, we
prove the following boundary Ho¨lder estimate for operators L ∈ L2.
Lemma 2.2. Let λ ≥ 0 be a constant and L ∈ L2. Suppose that u ∈
C∞(B¯+2 ) satisfies
Lu− λu = 0 in B+2
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with the conormal derivative boundary condition a11D1u = 0 on Γ2. Then
there exist constants α ∈ (0, 1) and N > 0 depending only on d and δ such
that
‖D1u‖Cα(B+
1
) + ‖Dx′′u‖Cα(B+
1
) + ‖a
2jDju‖Cα(B+
1
) + λ
1/2‖u‖Cα(B+
1
)
≤ N‖Du‖L2(B+2 )
+Nλ1/2‖u‖L2(B+2 )
. (2.1)
Proof. Denote wj = Dju, j = 1, . . . , d and y to be a point in R
d−1. First we
consider the case when λ = 0. We claim that: i) w1 satisfies Lw1 = 0 in
B+2 with the Dirichlet boundary condition w1 = 0 on Γ2, and ii) wk, k > 2
satisfies Lwk = 0 in B
+
2 with the conormal derivative boundary condition
a11D1wk = 0 on Γ2. To verify the first claim, we take a function ξ ∈
C∞0 ({|y| < 2}) and an even function η ∈ C
∞
0 ([−1, 1]) satisfying η(0) = 1
and η is decreasing in (0, 1). We also take ε > 0 sufficiently small such that
ψ(x) := η(x1/ε)ξ(x2, . . . , xd) ∈ C∞0 (B2).
Since u satisfies Lu = 0 in B+2 with the conormal derivative boundary
condition a11D1u = 0 on Γ2, it holds that∫
B+
2
aijDjuDiψ dx = 0. (2.2)
Note that, by the smoothness of u and the conditions a1j = 0 for j ≥ 2 and
aij = aij(x2), we have
lim
ε→0
∫
B+
2
a1jDjuD1ψ dx = lim
ε→0
∫
B+
2
a11D1uD1ψ dx
= −
∫
|y|<2
a11D1u(0, y)ξ(y) dy,
and
lim
ε→0
∫
B+
2
∑
i≥2
aijDjuDiψ dx = lim
ε→0
∫
B+
2
∑
i≥2
aijDjuDiξη(x
1/ε) dx = 0.
It then follows from (2.2) that∫
|y|<2
a11D1u(0, y)ξ(y) dy = 0.
Since ξ is an arbitrary function in C∞0 ({|y| < 2}) and a
11 ≥ δ, we obtain
that w1 = D1u = 0 on Γ2. Next, for any φ ∈ C
∞
0 (B2 ∩ R¯
d
+) such that φ = 0
on Γ2, integrating by parts gives∫
B+
2
aijDjw1Diφdx = −
∫
Γ2
aijDjuDiφ−
∫
B+
2
aijDjuD1iφdx
= −
∫
Γ2
a1jDjuD1φ = 0.
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Here in the second equality we used the fact that u satisfies Lu = 0 in
B+2 with the conormal derivative condition a
11D1u = 0 on Γ2 as well as
Djφ = 0 on Γ2 for j ≥ 2. In the third equality we used a
1j = 0 for j ≥ 2
and D1u = 0 on Γ2. This complete the proof of the first claim. The second
claim is obvious. Indeed, for any φ ∈ C∞0 (B2 ∩ R¯
d
+) and any k = 3, . . . , d,
by using integration by parts we have∫
B+
2
aijDjwkDiφdx = −
∫
B+
2
aijDjuDikφdx = 0.
Now by the DeGiorgi–Nash–Moser estimate,
‖D1u‖Cα1 (B+
1
) ≤ N‖D1u‖L2(B+2 )
, (2.3)
and
‖Dx′′u‖Cα1 (B+
1
) ≤ N‖Dx′′u‖L2(B+2 )
(2.4)
for some α1 = α1(d, δ) ∈ (0, 1). Moreover, by the reverse Ho¨lder’s inequality
and the local L2 estimate, for some p0 = p0(d, δ) > 2, we have
‖DD1u‖Lp0 (B
+
1
) ≤ N(d, δ)‖D1u‖L2(B+2 )
, (2.5)
and
‖DDx′′u‖Lp0 (B
+
1
) ≤ N(d, δ)‖Dx′′u‖L2(B+2 )
. (2.6)
Thanks to the equation of u, we have
D2(a
2jDju) = −
∑
k 6=2
Dk(a
kjDju) = −
∑
k 6=2
akjDkju,
which together with (2.5) and (2.6) yields
‖D2(a
2jDju)‖Lp0 (B
+
1
) + ‖D1(a
2jDju)‖Lp0 (B
+
1
) ≤ N‖Du‖L2(B+2 )
.
Then by using a standard scaling argument, for any 0 < r < R ≤ 2, we have
‖Dx′(a
2jDju)‖Lp0 (B
+
r )
≤ N‖Du‖L2(B+R )
, (2.7)
where N = N(d, δ, r,R) > 0.
For any integer l = 1, 2, . . . , [d/2] + 1, take a increasing sequence 3/2 <
r1 < r2 < . . . < rl+1 < 2. Since D
l
x′′u satisfies the same equation as u with
the same boundary condition, by applying (2.7) to Dlx′′u and using the local
L2 estimate repeatedly, we get
‖Dlx′′Dx′(a
2jDju)‖Lp0 (B
+
3/2
)+‖D
l
x′′(a
2jDju)‖Lp0 (B
+
3/2
) ≤ N‖DD
l
x′′u‖L2(B+r1 )
≤ N‖DDl−1x′′ u‖L2(B+r2 )
≤ . . . ≤ N(d, δ, k)‖Du‖L2(B+2 )
. (2.8)
Since α2 := 1− 2/p0 > 0 and
B+1 ⊂ B˜
+
1 × Bˆ1 ⊂ B
+
3/2,
it follows from (2.8) and Lemma 2.1 that
‖a2jDju‖Cα2 (B+
1
) ≤ N‖Du‖L2(B+2 )
. (2.9)
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Collecting (2.3), (2.4), and (2.9) gives (2.1) with α = min{α1, α2}.
Next we treat the case λ > 0 by adapting an idea by S. Agmon. Introduce
a new variable y ∈ R and define
v(x, y) = u(x)
(
cos(λ1/2y) + sin(λ1/2y)
)
.
For r > 0, denote Br and B
+
r to be the d+ 1 dimensional ball and half ball
with radius r centered at the origin. Then v satisfies
L˜v = 0 in B+2
with the conormal boundary condition a11D1v = 0 on B2 ∩ ∂R
d+1
+ . Here
L˜ = L+D2y ∈ L2 is a divergence elliptic operator in R
d+1. This reduces the
problem to the case λ = 0. By the proof above, we have
‖D1v‖Cα(B+
1
) + ‖Dx′′v‖Cα(B+
1
) + ‖Dyv‖Cα(B+
1
) + ‖a
2jDjv‖C˜α(B+
1
)
≤ N‖Dv‖L2(B+2 )
. (2.10)
Now we observe that D1u, Dx′′u, λ
1/2u, and a2jDju are restrictions of D1v,
Dx′′v, Dyv, and a
2jDjv on the hyperplane y = 0, respectively. Therefore,
the left-hand side of (2.1) is less than or equal to that of (2.10). On the
other hand, Dv is a linear combination of
Du(x)
(
cos(λ1/2y) + sin(λ1/2y)
)
, λ1/2u(x)
(
− sin(λ1/2y) + cos(λ1/2y)
)
.
So the right-hand side of (2.10) is less than that of (2.1). The lemma is
proved. 
For operators L ∈ L1, there is a similar estimate under the Dirichlet
boundary condition.
Lemma 2.3. Let λ ≥ 0 be a constant and L ∈ L1. Suppose that u ∈
C∞(B¯+2 ) satisfies
Lu− λu = 0 in B+2
with the Dirichlet boundary condition u = 0 on Γ2. Then (2.1) holds for
some constants α ∈ (0, 1) and N > 0 depending only on d and δ.
Proof. As in the proof of Lemma 2.2, it suffices to prove (2.1) when λ = 0.
We define wj , j = 1, . . . , d as before. It is easily seen that now wj, j > 2
satisfies Lwj = 0 in B
+
2 and wj = 0 on Γ2. We claim that w1 satisfies Lw1 =
0 in B+2 with the conormal derivative boundary condition a
1jDjw1 = 0 on
Γ2. For any φ ∈ C
∞
0 (B2 ∩ R¯
d
+), we decompose it as
φ = φ1 + φ2, φ1 = η(x
1/ε)φ(0, x2, . . . , xd) +
(
1− η(x1/ε)
)
φ,
φ2 = η(x
1/ε)
(
φ− φ(0, x2, . . . , xd)
)
,
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where η is the function defined in the proof of Lemma 2.2 and ε > 0 is
sufficiently small such that φ1 ∈ C
∞
0 (B2 ∩ R¯
d
+). Integration by parts gives
∫
B+
2
aijDjw1Diφ1 dx = −
∫
Γ2
aijDjuDiφ1 −
∫
B+
2
aijDjuDi(D1φ1) dx
= −
∫
Γ2
aijDjuDiφ1 = 0 (2.11)
Here in the second equality we used the fact that u satisfies Lu = 0 in B+2
with the Dirichlet boundary condition u = 0 on Γ2 and D1φ1 = 0 on Γ2.
In the third equality, we used Dju = 0, j ≥ 2 on Γ2, a
i1 = 0 for i ≥ 2 and
D1φ1 = 0 on Γ2. Note that φ2 vanishes for any x
1 > ε and |Dφ2| ≤ N where
N is independent of ε. Therefore,
lim
ε→0
∫
B+
2
aijDjw1Diφ2 dx = lim
ε→0
∫
B+
2
∩{x1≤ε}
a1jDj1uDiφ2 dx = 0. (2.12)
Combining (2.11) and (2.12), we conclude
∫
B+
2
aijDjw1Diφdx = 0,
which completes the proof of the claim. Therefore, we can still use the
DeGiorgi–Nash–Moser estimate to bound the first two terms on the left-hand
side of (2.1). The third term on the left-hand side of (2.1) is estimated in
exactly the same way as in the proof of Lemma 2.2. We omit the details. 
Remark 2.4. The results of Lemmas 2.2 and 2.3 still hold true when B+1
and B+2 are replaced with B1(x0) and B2(x0) provided that B2(x0) ⊂ R
d
+.
For these interior estimates, the condition L ∈ L2 or L ∈ L1 is not needed,
since there is no boundary condition in this case.
Denote
U = U(x) := |D1u|+ |Dx′′u|+ |a
2jDju|+ λ
1/2|u|.
Because a22 ≥ δ > 0 and aij are bounded, it is easily seen that
N−1
(
|Du|+ λ1/2|u|
)
≤ U ≤ N
(
|Du|+ λ1/2|u|
)
, (2.13)
where N = N(d, δ) > 0.
Corollary 2.5. Let λ > 0 be a constant, L ∈ L2, and g = (g
1, . . . , gd), f ∈
C∞
loc
(R¯d+). Suppose that u ∈ C
∞
loc
(R¯d+) satisfies
Lu− λu = div g + f in Rd+
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with the conormal derivative boundary condition a11D1u = g
1 on ∂Rd+.
Then, for any r > 0, κ ≥ 32 and x0 ∈ R¯
d
+, we have
–
∫
B+r (x0)
–
∫
B+r (x0)
|U(x)− U(y)|2 dx dy
≤ Nκd –
∫
B+κr(x0)
(
|g|2 + λ−1f2
)
dx+Nκ−2α –
∫
B+κr(x0)
U2 dx, (2.14)
where α is the constant from Lemma 2.2 and the constant N depends only
on d and δ.
The same estimate holds for L ∈ L1 if the conormal derivative boundary
condition is replaced with the Dirichlet boundary condition u = 0 on ∂Rd+.
Proof. By standard mollifications, we may assume aij ∈ C∞. Dilations
show that it suffices to prove the lemma only for κr = 8. After a shift of
the coordinates, we may assume x0 = (x
1
0, 0, . . . , 0). We consider two cases:
i) x10 < 1, i.e., when x0 is close to the boundary ∂R
d
+; ii) x
1
0 ≥ 1, i.e., when
x0 is away from the boundary.
Case i). Since r = 8/κ ≤ 1/4, we have
B+r (x0) ⊂ B
+
2 ⊂ B
+
6 ⊂ B
+
κr(x0). (2.15)
Take a smooth cutoff function η ∈ C∞0 (B6) such that η ≡ 1 in B4 and
0 ≤ η ≤ 1 in B6. By using the classical W
1
2 -solvability for divergence elliptic
equations, there exists a unique solution w ∈W 12 (R
d
+) to the equation
Lw − λw = div(ηg) + ηf in Rd+
with the conormal derivative boundary condition a11D1u = ηg
1 on ∂Rd+.
Moreover, we have
‖Dw‖L2(Rd+)
+ λ1/2‖w‖L2(Rd+)
≤ N(d, δ)
(
‖ηg‖L2(Rd+)
+ λ−
1
2‖ηf‖L2(Rd+)
)
,
which implies that
–
∫
B+r (x0)
|Dw|2 + λw2 dx ≤ Nκd –
∫
B+κr(x0)
|g|2 + λ−1f2 dx, (2.16)
–
∫
B+r (κx0)
|Dw|2 + λw2 dx ≤ N –
∫
B+κr(x0)
|g|2 + λ−1f2 dx. (2.17)
By the classical elliptic theory, w ∈ C∞(R¯d+). Now let v = u − v ∈
C∞b (B¯
+
κr(x0)), which clearly satisfies
Lv − λv = 0 in B+4
and a11D1v = 0 on Γ4. We define
V = V (x) := |D1v|+ |Dx′′v|+ |a
2jDjv|+ λ
1/2|v|.
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Recall that r = 8/κ. By Lemma 2.2, the triangle inequality, and (2.15),
–
∫
B+r (x0)
–
∫
B+r (x0)
|V (x)− V (y)|2 dx dy
≤ Nr2α
(
[D1v]Cα(B+
2
) + [Dx′′v]Cα(B+
2
) + [a
2jDjv]Cα(B+
2
) + λ
1/2[v]Cα(B+
2
)
)2
≤ Nκ−2α –
∫
B+κr(x0)
|Dv|2 + λv2 dx
≤ Nκ−2α –
∫
B+κr(x0)
V 2 dx. (2.18)
In the last inequality above, we used an inequality similar to (2.13) with
v and V in place of u and U . Since u = v + w, combining (2.16), (2.17),
(2.18), and the triangle inequality, we immediately get (2.14).
Case ii). The proof of this case is similar and actually simpler. Recall
that κr = 8 and κ ≥ 32. We have
B+r (x0) = Br(x0) ⊂ Bκr/8(x0) ⊂ R
d
+.
Now we take η ∈ C∞0 (Bκr/8(x0) such that
η ≡ 1 in Bκr/16(x0), 0 ≤ η ≤ 1 in Bκr/8(x0).
We then follow the above proof and use the interior estimates instead of the
boundary estimate (cf. Remark 2.4) to get
–
∫
Br(x0)
–
∫
Br(x0)
|U(x)− U(y)|2 dx dy
≤ Nκd –
∫
Bκr/8(x0)
|g|2 + λ−1f2 dx+Nκ−2α –
∫
Bκr/8(x0)
U2 dx,
which clearly yields (2.14)
The proof of the last assertion is the same by using Lemma 2.3 in place
of Lemma 2.2. The details are thus omitted. 
In the measure space Rd+ endowed with the Borel σ-field and Lebesgue
measure, we consider the filtration of dyadic cubes {Cl, l ∈ Z}, where Z =
{0,±1,±2, ...} and Cl is the collection of cubes
(i12
−l, (i1 + 1)2
−l]× ...× (id2
−l, (id + 1)2
−l],
where i1, ..., id ∈ Z, i1 ≥ 0. Let C be the union of Cl, l ∈ Z. Notice that if
x0 ∈ C ∈ Cl, then for the smallest r > 0 such that C ⊂ Br(x0) we have
–
∫
C
–
∫
C
|g(y)−g(z)| dy dz ≤ N(d) –
∫
B+r (x0)
–
∫
B+r (x0)
|g(y)−g(z)| dy dz. (2.19)
On the other hand, for any x0 ∈ R¯
d
+ and r > 0, let C ⊂ C be the smallest
cube which contains B+r (x0). Then,
–
∫
B+r (x0)
|g(y)| dy ≤ N(d) –
∫
C
|g(y)| dy. (2.20)
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For a function g ∈ L1,loc(R
d
+), we define the maximal and sharp function
of g are given by
Mg(x) = sup
C∈C,x∈C
–
∫
C
|g(y)| dy,
g#(x) = sup
C∈C,x∈C
–
∫
C
–
∫
C
|g(y)− g(z)| dy dz.
Let p ∈ (1,∞). By the Fefferman–Stein theorem on sharp functions and the
Hardy-Littlewood maximal function theorem, we have
‖g‖Lp(Rd+)
≤ N‖g#‖Lp(Rd+)
, (2.21)
‖Mg‖Lp(Rd+)
≤ N‖g‖Lp(Rd+)
, (2.22)
if g ∈ Lp(R
d
+), where N = N(d, p) > 0.
The following two propositions are the main results of this section.
Proposition 2.6. Suppose either L ∈ L1 and p ∈ (1, 2] or L ∈ L2 and
p ∈ [2,∞). Let g = (g1, . . . , gd), f ∈ C∞0 (R¯
d
+). Then for any λ > 0 and
u ∈ C∞
loc
(R¯d+) satisfying
Lu− λu = div g + f in Rd+ (2.23)
with the conormal derivative boundary condition a1jDju = g
1 on x1 = 0, we
have
λ‖u‖Lp(Rd+)
+ λ1/2‖Du‖Lp(Rd+)
≤ Nλ1/2‖g‖Lp(Rd+)
+N‖f‖Lp(Rd+)
, (2.24)
where N = N(d, δ, p) > 0. Furthermore, for λ = 0 and f ≡ 0, we have
‖Du‖Lp(Rd+)
≤ N‖g‖Lp(Rd+)
. (2.25)
Proof. Again we may assume aij ∈ C∞. By a duality argument, we only
need to consider the case when L ∈ L2 and p ∈ [2,∞). The result is
classical if p = 2. In the sequel, we suppose p > 2. Since L ∈ L2, the
conormal derivative condition becomes D1u = g
1 on x1 = 0. Now due to
(2.19), (2.20), and Corollary 2.5, we obtain a pointwise estimate for U :
U#(x0) ≤ Nκ
d
2
(
M
(
|g|2 + λ−1f2
)
(x0)
) 1
2
+Nκ−α
(
M
(
U2
)
(x0)
) 1
2
(2.26)
for any x0 ∈ R¯
d
+. It follows from (2.26), (2.21), and (2.22) that
‖U‖Lp(Rd+)
≤ N
∥∥U#∥∥
Lp(Rd+)
≤ Nκ
d
2
∥∥M(|g|2 + λ−1f2)∥∥1/2
Lp/2(R
d
+
)
+Nκ−α
∥∥M(U2)∥∥ 12
L p
2
(Rd
+
)
≤ Nκ
d
2
∥∥|g|2 + λ−1f2∥∥ 12
L p
2
(Rd
+
)
+Nκ−α
∥∥U2∥∥ 12
L p
2
(Rd
+
)
,
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which immediately yields (2.24) upon taking κ sufficiently large. Next we
treat the case when λ = 0 and f ≡ 0. Note that for any λ1 > 0, we have
Lu− λ1u = div g − λ1u in R
d
+.
From (2.24), we have
λ1‖u‖Lp(Rd+)
+ λ
1/2
1 ‖Du‖Lp(Rd+)
≤ Nλ
1/2
1 ‖g‖Lp(Rd+)
+Nλ1‖u‖Lp(Rd+)
, (2.27)
where N is independent of λ1. Dividing both sides of (2.27) by λ
1/2
1 and
taking the limit as λ1 → 0 give (2.25). This completes the proof of the
theorem. 
Proposition 2.7. Suppose either L ∈ L1 and p ∈ [2,∞) or L ∈ L2 and
p ∈ (1, 2]. Let g = (g1, . . . , gd), f ∈ C∞0 (R¯
d
+). Then for any λ > 0 and
u ∈ C∞0 (R¯
d
+) satisfying (2.23) and u = 0 on x
1 = 0, we have (2.24), where
N = N(d, δ, p) > 0. Furthermore, for λ = 0 and f ≡ 0, we have (2.25).
Proof. The proof is the same as the proof of Proposition 2.6 by using the
last assertion of Corollary 2.5. We thus omit the details. 
3. Main theorems and proofs
First we consider elliptic equations in the half space with Dirichlet bound-
ary condition. Recall that aij = aij(x2) satisfies (1.2). For any domain
Ω ⊂ Rd and p ∈ (1,∞), we define W˚ 1p (Ω) to be the completion of C
∞
0 (Ω) in
the W 1p (Ω) space, and W˚
2
p (Ω) = W˚
1
p (Ω) ∩W
2
p (Ω).
Theorem 3.1. Let p ∈ (1, 2]. Then for any λ ≥ 0 and u ∈ W˚ 2p (R
d
+), we
have
λ‖u‖Lp(Rd+)
+ λ1/2‖Du‖Lp(Rd+)
+ ‖D2u‖Lp(Rd+)
≤ N‖Lu− λu‖Lp(Rd+)
, (3.1)
where N = N(d, δ, p) > 0. Moreover, for any f ∈ Lp(R
d
+) and λ > 0 there
is a unique u ∈W 2p (R
d
+) solving
Lu− λu = f in Rd+
with the Dirichlet boundary condition u = 0 on ∂Rd+.
Remark 3.2. To see that the range of p in Theorem 3.1 is sharp, we consider
the following example. Let d = 2, θ ∈ (pi/2, pi) and η ∈ C∞0 ((−2, 2)) be a
cutoff function satisfying η ≡ 1 on [−1, 1]. In the polar coordinates, define
u(r, ω) := rpi/θ sin(ωpi/θ)η(r), f := ∆u− λu.
It is easily seen that u satisfies the Dirichlet boundary condition in the
angle Ωθ := {ω ∈ (0, θ)} and f ∈ Lp(Ωθ) with p = 2/(2 − pi/θ). However,
D2u /∈ Lp(Ωθ). Now we take a linear transformation to map Ωθ to the first
quadrant {(y1, y2) ∈ R2 | y1 > 0, y2 > 0}. Let u˜ and f˜ be the functions in
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the y-coordinates and aij be corresponding constant coefficients. We take
the odd extensions of u˜ and f˜ with respect to y2, and denote
a˜ij(y2) = sgn(y2)aij for i 6= j, a˜ij(y2) = aij otherwise.
Clearly, u˜ satisfies
a˜ijDij u˜(y)− λu˜(y) = f˜(y) in R
2
+
and u˜ = 0 on ∂R2+. Moreover, we have f˜ ∈ Lp(R
2
+), but D
2u˜ /∈ Lp(R
2
+).
Note that pց 2 as θ ր pi. Thus, this example implies that the range of p in
the above theorem is actually sharp in the sense that for any p > 2 there is
an elliptic operator L = a˜ij(y2)Dij with the ellipticity constant depending
on p, such that the W 2p estimate does not hold for L.
Proof of Theorem 3.1. Let f = Lu − λu. By mollifications and a density
argument, we may assume u ∈ C∞0 (R¯
d
+) and u ≡ 0 on x
1 = 0. We move
the mixed second derivatives a1jD1ju and a
j1Dj1u, j = 2, . . . , d to the right-
hand side to get
a11D11u+
d∑
i,j=2
aij(x2)Diju− λu = f −
d∑
j=2
(a1j + aj1)D1ju.
Since the W 2p -estimate in the whole space is available when the coefficients
depend only on one direction (cf. [10, 19]), by using odd extensions of u and
f with respect to x1, we get
λ‖u‖Lp(Rd+)
+ ‖D2u‖Lp(Rd+)
≤ N‖f‖Lp(Rd+)
+N‖DD1u‖Lp(Rd+)
.
Therefore, in order to prove (3.1), it suffices to show
‖DD1u‖Lp(Rd+)
≤ N‖f‖Lp(Rd+)
. (3.2)
We adapt an idea in [10] to rewrite L into a divergence form operator by
making a change of variables:
y2 = φ(x2) :=
∫ x2
0
1
a22(s)
ds, yj = xj, j 6= 2.
It is easy to see that φ is a bi-Lipschitz map and
δ ≤ y2/x2 ≤ δ−1, Dy2 = a
22(x2)Dx2 .
Denote
v(y) = u(y1, φ
−1(y2), y′′),
f˜(y) = f(y1, φ−1(y2), y′),
a˜22(y2) = 1/a22(φ−1(y2)), a˜2j ≡ 0, j 6= 2, (3.3)
a˜j2(y2) =
(
(a2j + aj2)/a22
)
(φ−1(y2)), j 6= 2,
a˜1j(y2) = (a1j + aj1)(φ−1(y2)), a˜j1 ≡ 0, j > 2,
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and a˜ij(y2) = aij(φ−1(y2)) for the other (i, j). In the y–coordinates, define
a divergence form operator L by
Lv = Di(a˜
ijDjv).
It is easily seen that L ∈ L1 and is uniformly nondegenerate with an el-
lipticity constant depending only on δ. A simple calculation shows that v
satisfies in Rd+
Lv − λv = f˜ . (3.4)
Moreover, the condition u ≡ 0 on x1 = 0 implies
a˜1jD1jv = f˜ on {x
1 = 0}. (3.5)
By differentiating (3.4) with respect to x1 and using (3.5), we get that
w := D1v satisfies
Lw − λw = D1f˜
in Rd+ with the conormal derivative boundary condition a˜
1jDjw = f˜ on x
1 =
0. We then deduce (3.2) from Proposition 2.6. The theorem is proved. 
Remark 3.3. In [9] it was proved that the W 2p -solvability in R
d for elliptic
equations holds when p ∈ [2, 2 + ε) and the leading coefficients are mea-
surable in two directions and independent of (or VMO with respect to) the
orthogonal directions. Here ε > 0 is a constant which depends only on d and
δ. Thus by using the method of odd/even extensions, the result of Theorem
3.1 holds for p ∈ (1, 2 + ε). Similarly, in Theorems 4.2 and 5.2 below, the
range of p can be extended to (1, 2 + ε).
Next we consider the Neumann boundary problem.
Theorem 3.4. Let p ∈ [2,∞). Then for any λ ≥ 0 and u ∈ W 2p (R
d
+)
satisfying D1u = 0 on x
1 = 0, we have
λ‖u‖Lp(Rd+)
+ λ1/2‖Du‖Lp(Rd+)
+ ‖D2u‖Lp(Rd+)
≤ N‖Lu− λu‖Lp(Rd+)
,
where N = N(d, δ, p) > 0. Moreover, for any f ∈ Lp(R
d
+) and λ > 0 there
is a unique u ∈W 2p (R
d
+) solving
Lu− λu = f in Rd+
with the Neumann boundary condition D1u = 0 on ∂R
d
+.
Proof. As in the proof of Theorem 3.1, we may assume that u ∈ C∞0 (R˜
d
+)
and D1u = 0 on x
1 = 0. Since the W 2p -estimate in the whole space is
available when the coefficients depend only on one direction (cf. [10, 19]),
by using even extensions of u and f with respect to x1, we again only need
to show (3.2). By the same change of variables, we find that v satisfies
Lv − λv = f˜
in Rd+ and D1v = 0 on x
1 = 0, where v, f˜ and L ∈ L1 are defined in the
proof of Theorem 3.1. Thus, w1 := D1v satisfies
Lw1 − λw1 = D1f˜
16 H. DONG
in Rd+ and w1 = 0 on x
1 = 0. To finish the proof of (3.2), it suffices to use
Proposition 2.7. 
Remark 3.5. In contrast to Theorem 3.1, it remains unclear to us whether
the results in Theorem 3.4 are true for p ∈ (1, 2).
4. Equations with more general coefficients
In this section, we consider second-order elliptic equations
Lu− λu := aijDiju+ b
iDiu+ cu− λu = f
with leading coefficients aij which also depend on x1 and x′′. They are
supposed to be measurable with respect to x2, and have small local mean
oscillations in the other variables. To be more precise, we impose the fol-
lowing assumption which contains a parameter γ > 0 to be specified later.
Assumption 4.1. There is a constant R0 ∈ (0, 1] such that the following
holds. For any ball B of radius r ∈ (0, R0), there exist a¯
ij = a¯ij(x2), which
depend on the ball B and satisfy (1.2), such that
d∑
i,j=1
–
∫
B
|aij(x)− a¯ij(x2)| dx ≤ γ.
Moreover, we assume that aij satisfy (1.2), and bi and c are measurable
functions bounded by a constant K > 0.
The results stated below are generalization of Theorems 3.1 and 3.4.
Theorem 4.2 (The Dirichlet problem). Let p ∈ (1, 2] and f ∈ Lp(R
d
+).
Then there exist constants γ ∈ (0, 1) and N > 0 depending only on d, p,
and δ such that under Assumption 4.1 the following hold true. For any
u ∈ W˚ 2p (R
d
+) satisfying
Lu− λu = f in Rd+, (4.1)
we have
λ‖u‖Lp(Rd+)
+ λ1/2‖Du‖Lp(Rd+)
+ ‖D2u‖Lp(Rd+)
≤ N‖f‖Lp(Rd+)
, (4.2)
provided that λ ≥ λ1, where λ1 ≥ 0 is a constant depending only on d, p, δ,
K, and R0. Moreover, for any λ > λ1, there exists a unique u ∈ W
2
p (R
d
+)
solving (4.1) with the Dirichlet boundary condition u = 0 on ∂Rd+.
Theorem 4.3 (The Neumann problem). Let p ∈ (2,∞) and f ∈ Lp(R
d
+).
Then there exist constants γ ∈ (0, 1) and N > 0 depending only on d,
p, and δ such that under Assumption 4.1 the following hold true. For any
u ∈W 2p (R
d
+) satisfying (4.1) and D1u = 0 on x
1 = 0, we have (4.2) provided
that λ ≥ λ1, where λ1 ≥ 0 is a constant depending only on d, p, δ, K, and
R0. Moreover, for any λ > λ1, there exists a unique u ∈ W
2
p (R
d
+) solving
(4.1) with the Neumann boundary condition D1u = 0 on ∂R
d
+.
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Our proofs are in the spirit of a perturbation method developed by Krylov
[24] for second-order equations in the whole space. However, due to the lack
of a C2,α interior or boundary regularity of solutions to (1.1), we are not able
to apply the perturbation method directly to the non-divergence equation
(4.1). Here we use again the idea of rewriting the equation in a divergence
form, and then reduce the problem to theW 1p -estimate for certain divergence
form equations.
We give several auxiliary results in the next subsection and then complete
the proofs of Theorems 4.2 and 4.3 in Subsection 4.3.
4.1. Estimates of DDx′′u. Throughout this and next subsections, we as-
sume that b ≡ c ≡ 0. First we present several estimates for D2x′′u. For
convenience, we set D2x′′u ≡ 0 if d = 2. The next lemma is a consequence of
the Krylov–Safonov estimate.
Lemma 4.4. Let λ ≥ 0, q ∈ (1,∞), and r > 0. Assume that aij are
independent of x′′, u ∈ C∞b (B¯
+
r ), Lu− λu = 0 in B
+
r , and either u or D1u
vanishes on Γr. Then there exist constants N = N(d, δ, q) and α = α(d, δ) ∈
(0, 1] such that
[D2x′′u]Cα(B+
r/2
) + λ[u]Cα(B+
r/2
) ≤ Nr
−α
(
|D2x′′u|
q + λq|u|q
)1/q
B+r
. (4.3)
Proof. For λ = 0, (4.3) directly follows from the Krylov–Safonov estimate
since D2x′′u satisfies the same equation. The general case λ > 0 then follows
from the same argument as in the proof of Lemma 2.2. 
Combining Theorem 3.1, Lemma 4.4, and the corresponding interior es-
timate gives the following bound of mean oscillations.
Lemma 4.5. Let λ ≥ 0, q ∈ (1, 2], r > 0, κ ≥ 32, x0 ∈ R¯
d
+, and f ∈
Lq(B
+
κr(x0)). Suppose a
ij = aij(x2), and u ∈W 2q (B
+
κr(x0)) satisfies
Lu− λu = f in B+κr(x0)
with the Dirichlet boundary condition u = 0 on Bκr(x0) ∩ ∂R
d
+. Then
–
∫
B+r (x0)
–
∫
B+r (x0)
|D2x′′u(x)−D
2
x′′u(y)|
q + λq|u(x) − u(y)|q dx dy
≤ Nκd –
∫
B+κr(x0)
|f |q dx+Nκ−qα –
∫
B+κr(x0)
|D2x′′u|
q + λq|u|q dx, (4.4)
where α is the constant from Lemma 4.4, and the constant N depends only
on d, δ, and q. The same estimate holds for q ∈ [2,∞) if D1u vanishes on
Bκr(x0) ∩ ∂R
d
+ instead of u.
Proof. We begin with a few reductions. Without loss of generality, we may
assume x0 = (x
1
0, 0, . . . , 0) with x
1
0 ≥ 0. By mollifications, we may also
assume aij ∈ C∞. Dilations show that it suffices to prove the lemma only
for κr = 8. As before, we consider two cases: i) x10 < 1 and ii) x
1
0 > 1.
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We only prove the first case. The proof of the second case is simpler (cf.
Corollary 2.5).
First we suppose λ > 0. We argue as in the proof of Corollary 2.5. Since
r = 8/κ ≤ 1/4, we have
B+r (x0) ⊂ B
+
2 ⊂ B
+
6 ⊂ B
+
κr(x0). (4.5)
By using a standard density argument, we may assume u ∈ C∞b (B¯
+
κr(x0))
and aij ∈ C∞(R). Take a smooth cutoff function η ∈ C∞0 (B6) such that
η ≡ 1 in B4, 0 ≤ η ≤ 1 in B6.
According to Theorem 3.1, there exists a unique solution w ∈ W 2q (R
d
+) to
the equation
Lw − λw = ηf in Rd+
with the zero Dirichlet boundary condition. Moreover, we have
‖D2w‖Lq(Rd+)
+ λ‖w‖Lq(Rd+)
≤ N(d, δ, q)‖ηf‖Lq (Rd+)
,
which implies that
–
∫
B+r (x0)
|D2w|q + λq|w|q dx ≤ Nκd –
∫
B+κr(x0)
|f |q dx, (4.6)
–
∫
B+κr(x0)
|D2w|q + λq|w|q dx ≤ N –
∫
B+κr(x0)
|f |q dx, (4.7)
By the classical elliptic theory, w ∈ C∞(R¯d+). Now we define
v := u− v ∈ C∞b (B¯
+
κr(x0)),
which clearly satisfies
Lv − λv = 0 in B+4
and v = 0 on Γ4. Recall that r = 8/κ. By Lemma 4.4 and (4.5),
–
∫
B+r (x0)
–
∫
B+r (x0)
|D2x′′v(x)−D
2
x′′v(y)|
q + λq|v(x)− v(y)|q dx dy
≤ Nrqα([D2x′′v]Cα(B+
2
) + λ[v]Cα(B+
2
))
q
≤ Nκ−qα –
∫
B+κr(x0)
|D2x′′v|
q + λq|v|q dx. (4.8)
Since u = v + w, combining (4.6), (4.7), (4.8), and the triangle inequality,
we immediately get (4.4). The case λ = 0 follows from the case λ > 0 by
taking the limit as λց 0.
The proof of the last assertion is the same by using Theorem 3.4 in place
of Theorem 3.1. 
Lemma 4.5 together with a perturbation argument gives the next result
for general operators L satisfying Assumption 4.1.
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Lemma 4.6. Let λ ≥ 0, q ∈ (1, 2], β ∈ (1,∞), β′ = β/(β − 1), x1 ∈ R¯
d
+,
and f ∈ Lq,loc(R¯
d
+). Suppose u ∈ W
2
q,loc(R¯
d
+) vanishes outside B
+
R0
(x1) and
satisfies
Lu− λu = f in Rd+,
with the Dirichlet boundary condition u = 0 on ∂Rd+. Then under Assump-
tion 4.1, for any r > 0, κ ≥ 32, and x0 ∈ R¯
d
+, we have
–
∫
B+r (x0)
–
∫
B+r (x0)
|D2x′′u(x)−D
2
x′′u(y)|
q + λq|u(x) − u(y)|q dx dy
≤ Nκd –
∫
B+κr(x0)
|f |q dx+Nκ−qα –
∫
B+κr(x0)
|D2x′′u|
q + λq|u|q dx,
+Nκd
(
–
∫
B+κr(x0)
|D2u|βq dx
) 1
β
γ
1
β′ , (4.9)
where the constant N depends only on d, δ, β, and q. The same estimate
hold for q ∈ [2,∞) if D1u vanishes on ∂R
d
+ instead of u.
Proof. We choose B = Bκr(x0) if κr < R0 and B = BR0(x1) if κr ≥ R0.
For this ball B, let a¯ij = a¯ij(x2) be the coefficients given by Assumption
4.1 and L¯ be the elliptic operator with the coefficients a¯ij . Then we have
L¯u− λu = f¯ in Rd+, where f¯ = f + (a¯
ij − aij)Diju. It follows from Lemma
4.5 that the left-hand side of (4.9) is less than
Nκd –
∫
B+κr(x0)
|f + (a¯ij − aij)Diju|
q dx+Nκ−qα –
∫
B+κr(x0)
|D2x′′u|
q + λq|u|q dx.
Notice that, by Ho¨lder’s inequality,
–
∫
B+κr(x0)
|(a¯ij − aij)Diju|
q dx = –
∫
B+κr(x0)
|1B(a¯
ij − aij)Diju|
q dx
≤
(
–
∫
B+κr(x0)
|D2u|βq dx
) 1
β
(
–
∫
B+κr(x0)
|1B(a¯
ij − aij)|β
′q dx
) 1
β′
≤
(
–
∫
B+κr(x0)
|D2u|βq dx
) 1
β
(
–
∫
B
|(a¯ij − aij)|β
′q dx
) 1
β′
≤ N
(
–
∫
B+κr(x0)
|D2u|βq dx
) 1
β
γ
1
β′ ,
where the last inequality is due to Assumption 4.1. Thus collecting the above
inequalities we get (4.9) immediately. The last assertion follows from the
last assertion of Lemma 4.5 by the same proof. The lemma is proved. 
Corollary 4.7. Let λ ≥ 0, p ∈ (1,∞), x1 ∈ R¯
d
+ and f ∈ Lp(R
d
+). Suppose
u ∈W 2p (R
d
+) vanishes outside B
+
R0
(x1) and satisfies
Lu− λu = f in Rd+,
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with the Dirichlet boundary condition u = 0 on ∂Rd+. Then there exist a
constant α1 = α1(p) > 0 such that under Assumption 4.1 the following
holds. For any γ ∈ (0, 1), we have
‖DDx′′u‖Lp(Rd+)
+ λ‖u‖Lp(Rd+)
≤ Nγα1‖D2u‖Lp(Rd+)
+N1‖f‖Lp(Rd+)
, (4.10)
where N = N(d, p, δ) > 0 and N1 = N1(d, p, δ, γ) > 0. The same estimate
hold for p ∈ (2,∞) if D1u vanishes on ∂R
d
+ instead of u.
Proof. We take q ∈ (1, 2] and β ∈ (1,∞) such that p > βq. Due to (2.19),
(2.20), and Lemma 4.6 above, we obtain a pointwise estimate
(D2x′′u)
#(x0) + λu
#(x0) ≤ Nκ
d
q
(
M(|f |q)
) 1
q +Nκ−α
(
M(|D2x′′u|
q)
) 1
q
+Nκ−αλ
(
M(|u|q)
) 1
q +Nκ
d
q γ
1
β′q
(
M(|D2u|βq)
) 1
βq (4.11)
for any x0 ∈ R¯
d
+. As in the proof of Proposition 2.6, we deduce from (4.11)
that
‖D2x′′u‖Lp(Rd+)
+ λ‖u‖Lp(Rd+)
≤ Nκ
d
q ‖f‖Lp(Rd+)
+Nκ−α(‖Dx′′u‖Lp(Rd+)
+ λ‖u‖Lp(Rd+)
) +Nκ
d
q γ
1
β′q ‖D2u‖Lp(Rd+)
.
By taking κ sufficiently large such that Nκ−α ≤ 1/2, we get
‖D2x′′u‖Lp(Rd+)
+ λ‖u‖Lp(Rd+)
≤ N‖f‖Lp(Rd+)
+Nγ
1
β′q ‖D2u‖Lp(Rd+)
. (4.12)
Next observe that for any ε > 0
‖Dx′x′′u‖Lp(Rd+)
≤ ε‖D2x′u‖Lp(Rd+)
+N(d, p)ε−1‖D2x′′u‖Lp(Rd+)
, (4.13)
which is deduced from
‖Dx′x′′u‖Lp(Rd+)
≤ N‖∆u‖Lp(Rd+)
≤ N‖D2x′u‖Lp(Rd+)
+N‖D2x′′u‖Lp(Rd+)
by scaling in x′. Combining (4.12) and (4.13), we reach (4.10) upon choosing
ε = γ1/2. The last assertion follows from the last assertion of Lemma 4.6 by
using the same proof. 
4.2. Estimates for divergence form equations. The following result is
a special case of Theorem 2.7 in [25], which can be viewed as a generalization
of the classical Fefferman-Stein theorem.
Theorem 4.8. Let p ∈ (1,∞), and U, V, F ∈ L1,loc(R
d
+). Assume that we
have |U | ≤ V and, for each l ∈ Z and C ∈ Cl, there exists a measurable
function UC on C such that |U | ≤ UC ≤ V on C and∫
C
|UC −
(
UC
)
C
| dx ≤
∫
C
F (x) dx.
Then
‖U‖p
Lp(Rd+)
≤ N(d, p)‖F‖Lp(Rd+)
‖V ‖p−1
Lp(Rd+)
,
provided that F, V ∈ Lp(R
d
+).
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Recall the divergence form operator L introduced at the beginning of
Section 2. For any ball B of radius r ∈ (0, R0) and a
ij satisfying Assumption
4.1, we define
UB = UB(x) := |D1u|+ |Dx′′u|+ |a¯
2j(x2)Dju|+ λ
1/2|u|.
Lemma 4.9. Let λ > 0, β ∈ (1,∞), and β′ = β/(β − 1) be constants, x1 ∈
R¯
d
+, L ∈ L2, and g = (g
1, . . . , gd), f ∈ C∞0 (R¯
d
+). Suppose that u ∈ C
∞
0 (R¯
d
+)
vanishing outside B+R0(x1) satisfies
Lu− λu = div g + f in Rd+
with the conormal derivative boundary condition a11D1u = g
1 on ∂Rd+. Then
under Assumption 4.1, for any r > 0, κ ≥ 32 and x0 ∈ R¯
d
+, we have
–
∫
B+r (x0)
–
∫
B+r (x0)
|UB(x)− UB(y)|
2 dx dy
≤ Nκd –
∫
B+κr(x0)
|g|2 + λ−1f2 dx+Nκ−2α –
∫
B+κr(x0)
(
UB
)2
dx
+Nκd
(
–
∫
B+κr(x0)
(
UB
)2β
dx
)1/β
γ1/β
′
, (4.14)
where B = Bκr(x0) if κr < R0 and B = BR0(x1) if κr ≥ R0, α is the
constant from Lemma 2.2, and the constant N depends only on d and δ.
Moreover, for any l ∈ Z and C ∈ Cl, there exists a function U
C on Rd+ such
that
N−1(|Du|+ λ1/2|u|) ≤ UC ≤ N(|Du|+ λ1/2|u|), (4.15)∫
C
|UC −
(
UC
)
C
| dx ≤ N
∫
C
F (x) dx, (4.16)
where
F = κ
d
2
(
M
(
|g|2 + λ−1f2
)) 1
2
+ (κ−α + κ
d
2 γ
1
2β′ )
(
M
(
UC
)2β) 12β
.
The same estimates holds for L ∈ L1 if the conormal derivative boundary
condition is replaced with the Dirichlet boundary condition u = 0 on ∂Rd+.
Proof. Inequality (4.14) is a direct consequence of Corollary 2.5 by using
a perturbation argument similar to the proof of Lemma 4.6. Next, for any
C ∈ Cl, we find a smallest ball B(x0) which contains C and define U
C = UB .
Then (4.15) follows from (2.13). By (4.14) and the triangle inequality, the
left-hand side of (4.16) is less than NF (x) for any x ∈ C, which yields (4.16)
immediately. 
The following proposition is an extension of Proposition 2.6.
Proposition 4.10. Suppose that either L ∈ L1 and p ∈ (1, 2], or L ∈ L2
and p ∈ [2,∞). Let g = (g1, . . . , gd), f ∈ C∞0 (R¯
d
+). Then we can find
constants γ ∈ (0, 1) and N > 0 depending only on d, p, and δ such that under
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Assumption 4.1 the following holds true. For any λ ≥ λ0 and u ∈ C
∞
loc
(R¯d+)
satisfying
Lu− λu = div g + f in Rd+
with the conormal derivative boundary condition a1jDju = g
1 on ∂Rd+, we
have
λ‖u‖Lp(Rd+)
+ λ1/2‖Du‖Lp(Rd+)
≤ Nλ1/2‖g‖Lp(Rd+)
+N‖f‖Lp(Rd+)
. (4.17)
where λ0 ≥ 0 is a constant depending only on d, δ, p, and R0.
Proof. As in the proof of Proposition 2.6, we may assume that aij ∈ C∞,
L ∈ L2, and p ∈ (2,∞). First, we consider the case when u vanishes outside
B+R0(x1) for some x1 ∈ R¯
d
+. We define U and V to be respectively the left
and right hand side of (4.15). Choose β > 1 such that p > 2β. By Lemma
4.9 and Theorem 4.8, we have
‖U‖p
Lp(Rd+)
≤ N‖F‖Lp(Rd+)
‖V ‖p−1
Lp(Rd+)
,
which yields
‖U‖Lp(Rd+)
≤ N‖F‖Lp(Rd+)
.
By the definition of F and the maximal function theorem, we bound ‖U‖Lp(Rd+)
by
Nκ
d
2
∥∥∥M(|g|2 + λ−1f2)
∥∥∥
1
2
L p
2
(Rd
+
)
+N(κ−α + κ
d
2 γ
1
2β′ )
∥∥∥M(UC)2β
∥∥∥
1
2β
L p
2β
(Rd
+
)
≤ Nκ
d
2
∥∥|g|2 + λ−1f2∥∥ 12
L p
2
(Rd
+
)
+N(κ−α + κ
d
2 γ
1
2β′ )
∥∥(UC)2β∥∥ 12β
L p
2β
(Rd
+
)
≤ Nκ
d
2
(
‖g‖Lp(Rd+)
+ λ−
1
2‖f‖Lp(Rd+)
)
+N(κ−α + κ
d
2 γ
1
2β′ )‖U‖Lp(Rd+)
.
Upon choosing κ sufficiently large and γ sufficiently small, we get
‖U‖Lp(Rd+)
≤ N‖g‖Lp(Rd+)
+Nλ−
1
2‖f‖Lp(Rd+)
.
By the definition of U , we obtain (4.17) for any λ > 0 and u vanishing
outside B+R0(x1). To complete the proof of (4.17) for general u ∈ C
∞
loc(R¯
d
+),
we use a standard partition of unity argument. See, for instance, the proof
of [24, Theorem 5.7]. The proposition is proved. 
Similarly, we have the following estimate for the Dirichlet problem.
Proposition 4.11. Suppose that L ∈ L1 and p ∈ [2,∞), or L ∈ L2 and
p ∈ (1, 2]. Let g = (g1, . . . , gd), f ∈ C∞0 (R¯
d
+).Then we can find constants γ ∈
(0, 1) and N > 0 depending only on d, p, and δ such that under Assumption
4.1 the following holds true. For any λ ≥ λ0 and u ∈ C
∞
loc
(R¯d+) satisfying
Lu− λu = div g + f in Rd+
with the Dirichlet boundary condition u = 0 on ∂Rd+, we have (4.17), where
λ0 ≥ 0 is a constant depending only on d, δ, p, and R0.
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Proof. The proof is almost the same as that of Proposition 4.10 with obvious
modifications. 
4.3. Proofs of Theorems 4.2 and 4.3. We are now ready to prove the
main results of this section. The key step below is to divide both sides
by a11 so that D2u will satisfy a divergence form equation. This idea is in
reminiscence of the classical argument of deriving from the DeGiorgi–Moser–
Nash estimate the C1,α regularity for non-divergence elliptic equations with
measurable coefficients on the plane; see, for instance, [13, §11.2].
Proof of Theorem 4.2. Owing to mollifications, a density argument, and the
method of continuity it suffices for us to prove the first assertion assuming
that the coefficients are smooth and u ∈ C∞0 (R¯
d
+) vanishes on x
1 = 0. In
this case f ∈ C∞0 (R¯
d
+). We shall prove this in two steps.
Step 1. In this step, we assume that b ≡ c ≡ 0, and u vanishes outside
B+R0(x1) for some x1 ∈ R¯
d
+. We move −λu and all the second derivatives
DDx′′ to the right-hand side of the equation to get
2∑
i,j=1
aijDiju = f + λu−
∑
i or j>2
aijDiju.
Dividing both sides by a11 and adding ∆x′′ − λu to both sides give
2∑
i,j=1
a˜ijDiju+∆x′′u− λu = f˜ in R
d
+, (4.18)
where
a˜11 = 1, a˜12 = 0, a˜21 = (a12 + a21)/a11, a˜22 = a22/a11,
f˜ = (a11)−1(f + λu−
∑
i or j>2
aijDiju) + ∆x′′u− λu.
Thanks to the first assertion of Corollary 4.7, for any γ ∈ (0, 1),
‖DDx′′u‖Lp(Rd+)
+ λ‖u‖Lp(Rd+)
≤ Nγα1‖D2u‖Lp(Rd+)
+N1‖f‖Lp(Rd+)
, (4.19)
‖f˜‖Lp(Rd+)
≤ Nγα1‖D2u‖Lp(Rd+)
+N1‖f‖Lp(Rd+)
. (4.20)
Here and in the sequel, we denote N to be a constant depending only on d,
p, δ, and N1 to be a constant depending on these parameters as well as γ.
Now define a divergence form operator L by
Lv =
2∑
i,j=1
Di(a˜
ijDjv) + ∆x′′v.
Clearly, L ∈ L2 and is uniformly nondegenerate with an ellipticity constant
depending only on δ. Moreover, a˜ij satisfy Assumption 4.1 with N(δ)γ in
place of γ. By differentiating (4.18) with respect to x2 and bearing in mind
the zero Dirichlet boundary condition, we see that w := D2u satisfies
Lw − λw = D2f˜ in R
d
+
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with the Dirichlet boundary condition w = 0 on x1 = 0. By applying
Proposition 4.11 to w, we get
‖Dw‖Lp(Rd+)
≤ N(d, p, δ)‖f˜‖Lp(Rd+)
provided that γ < γ1(d, p, δ) and λ ≥ λ0(d, p, δ,R0). This together with
(4.20) yields
‖DD2u‖Lp(Rd+)
≤ Nγα1‖D2u‖Lp(Rd+)
+N1‖f‖Lp(Rd+)
(4.21)
Now the only missing termD21u can be estimated by combining (4.19), (4.21)
and using the equation itself. Therefore, we deduce
‖D2u‖Lp(Rd+)
+ λ‖u‖Lp(Rd+)
≤ Nγα1‖D2u‖Lp(Rd+)
+N1‖f‖Lp(Rd+)
if γ < γ1. Upon choosing γ even smaller and using the interpolation in-
equality, we obtain (4.2).
Step 2. We now remove the additional assumptions in the previous step.
First, the assumption that u vanishes outside B+R0 can be dropped by using
a partition of unity as in Proposition 4.10. For nonzero b and c, we move
all the lower order terms in Lu to the right-hand side of the equation:
aijDiju− λu = f − biDiu− cu
By the estimate proved above and the boundedness of b, c, we have
λ‖u‖Lp(Rd+)
+ λ1/2‖Du‖Lp(Rd+)
+ ‖D2u‖Lp(Rd+)
≤ N‖f‖Lp(Rd+)
+NK‖u‖Lp(Rd+)
+NK‖Du‖Lp(Rd+)
.
Bearing in mind thatN is independent of λ, we take λ1 = λ1(d, p, δ,R0,K)(≥
λ0) sufficiently large such that for λ ≥ λ1, the second and the third terms
on the right-hand side above can be absorbed to the left-hand side. Thus,
we get (4.2). The theorem is proved. 
Proof of Theorem 4.3. The proof is similar to that of Theorem 4.2. There-
fore, we only point out the differences. The function w still satisfies the
same equation, but instead of the Dirichlet boundary condition, it satis-
fies the conormal boundary condition D1w = 0 on x
1 = 0. So we apply
Proposition 4.10 instead of Proposition 4.11, and use the second assertion of
Corollary 4.7 instead of the first one. The remaining proof is the same. 
5. Applications
In this section, we discuss several applications of our results in Sections
3 and 4. Consider the elliptic equation
Lu− λu := aijDiju+ biDiu+ cu− λu = f (5.1)
with the zero Dirichlet boundary condition in a convex wedge Ωθ = Oθ ×
R
d−2, where θ ∈ (0, pi) and
Oθ = {x
′ ∈ R2 |x1 > |x
′| cos(θ/2)}.
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As in Section 4, we suppose that aij satisfy the ellipticity condition (1.2),
and bi and c are measurable functions bounded by a constant K > 0. Fur-
thermore, we assume that aij have small local mean oscillations with respect
to x, i.e., there is a constant R0 ∈ (0, 1] such that the following holds with
a parameter γ > 0 to be chosen.
Assumption 5.1. For any ball B of radius r ∈ (0, R0),
d∑
i,j=1
–
∫
B
|aij(x)− (aij)B | dx ≤ γ, where (a
ij)B = –
∫
B
aij(x) dx.
We have the following solvability result for (5.1) in the convex wedge Ωθ.
Theorem 5.2. Let p ∈ (1, 2] and f ∈ Lp(Ωθ). Then there exist constants
γ ∈ (0, 1) and N > 0 depending only on d, p, δ, and θ such that under
Assumption 5.1 the following hold true. For any u ∈ W˚ 2p (Ωθ) satisfying
Lu− λu = f in Ωθ, (5.2)
we have
λ‖u‖Lp(Ωθ) + λ
1/2‖Du‖Lp(Ωθ) + ‖D
2u‖Lp(Ωθ) ≤ N‖f‖Lp(Ωθ),
provided that λ ≥ λ0, where λ0 ≥ 0 is a constant depending only on d, p, δ,
K, R0, and θ. Moreover, for any λ > λ0, there exists a unique u ∈W
2
p (Ωθ)
solving (5.2) with the Dirichlet boundary condition u = 0 on ∂Ωθ. Finally,
if b = c = 0 and aij are constants, then we can take λ0 = 0.
For the proof, first by a linear transformation of the coordinates one may
assume that θ = pi/2 and Opi/2 is the first quadrant {x
′ ∈ R2 |x1 > 0, x2 >
0}. Now take odd/even extensions of the equation with respect to x2 as
follows:
a˜ij(x) = sgn(x2)aij(x1, |x2|, x′′) for i = 2, j 6= 2 or j = 2, i 6= 2,
a˜ij(x) = aij(x1, |x2|, x′′) otherwise,
and
b˜2(x) = sgn(x2)b2(x1, |x2|, x′′), b˜j(x) = bj(x1, |x2|, x′′), j 6= 2,
c˜(x) = c(x1, |x2|, x′′), f˜(x) = sgn(x2)f(x1, |x2|, x′′),
u˜(x) = sgn(x2)u(x1, |x2|, x′′).
It is easily seen that the new coefficients a˜ij satisfy Assumption 4.1 with
2γ. Moreover, we have f˜ ∈ Lp(R
d
+). Let L˜ be the elliptic operator with
coefficients a˜ij, a˜i, b˜i, c˜. Then u satisfies (5.2) in Ωpi/2 with the zero Dirichlet
boundary condition if and only if u˜ satisfies
L˜u˜− λu˜ = f˜ in Rd+
with the same zero Dirichlet boundary condition. Therefore, the first two
assertions of Theorem 5.2 follow immediately from Theorem 4.2. The last
assertion is a consequence of Theorem 3.1. We note that by Remark 3.3,
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Theorem 5.2 actually holds for p ∈ (1, 2 + ε), where ε > 0 is a constant
which depends only on d, δ, and θ.
As a further application, under the same conditions of coefficients, we also
obtain the Lp-solvability of (5.1) in Ω = O × R
d−2 with the zero Dirichlet
boundary condition, where O is a convex polygon in R2. Indeed, this is
deduced from Theorem 5.2 by using a partition of unity argument. We omit
the details.
Another application of Theorem 4.2 is the W 2p -solvability of the Dirichlet
problem for the equation
aijDiju = f
in the unit ball B1 when p ∈ (1, 2]. Here we assume that a
ij are piecewise
VMO in the upper and lower half balls B+1 and B
−
1 . A particular case is
that aij are piecewise constants in B+1 and B
−
1 . This equation can be solved
by following the steps in Chapter 11 of [26]. We notice that when locally
flattening the boundary, one gets an equation with leading coefficients which
are either VMO or satisfy Assumption 4.1.
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Appendix A. Proof of Lemma 2.1
Denote β = 1− 2/p0. By the triangle inequality, we have
sup
x,y∈Ω
x 6=y
|f(x)− f(y)|
|x− y|β
≤ sup
x′,y′∈B˜+
1
,x′′∈Bˆ1
x′ 6=y′
|f(x′, x′′)− f(y′, x′′)|
|x′ − y′|β
+ sup
x′∈B˜+
1
,x′′,y′′∈Bˆ1
x′′ 6=y′′
|f(x′, x′′)− f(x′, y′′)|
|x′′ − y′′|β
:= I1 + I2.
Estimate of I1: By the Sobolev embedding theorem, for any fixed x
′′ ∈ Bˆ1,
f(x′, x′′) as a function of x′ ∈ B˜+1 satisfies
I1 ≤ N‖f(·, x
′′)‖W 1p0 (B˜
+
1
). (A.1)
Recall that k ≥ d/2 and p0 > 2. By the Sobolev embedding theorem again,
for any fixed x′ ∈ B˜+1 , f(x
′, x′′) and Dx′f(x
′, x′′) as functions of x′′ ∈ Bˆ1
satisfy
sup
x′′∈Bˆ1
(
|f(x′, x′′)|+ |Dx′f(x
′, x′′)|
)
≤ N‖f(x′, ·)‖W kp0 (Bˆ1)
+N‖Dx′f(x
′, ·)‖W kp0 (Bˆ1)
.
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This implies that, for any x′′ ∈ Bˆ1,∫
B˜+
1
|f(x′, x′′)|p0 dx′ +
∫
B˜+
1
|Dx′f(x
′, x′′)|p0 dx′
≤ N
∑
i≤1
∑
j≤k
‖Dix′D
j
x′′f‖
p0
Lp0(Ω)
.
This combined with (A.1) shows that
I1 ≤ N
∑
i≤1
∑
j≤k
‖Dix′D
j
x′′f‖Lp0 (Ω). (A.2)
Estimate of I2: Again using the Sobolev embedding theorem, for each
x′ ∈ B˜+1 , f(x
′, x′′) as a function of x′′ ∈ Bˆ1 satisfies
I2 ≤ N‖f(x
′, ·)‖W kp0 (Bˆ1)
. (A.3)
For each j ≤ k and x′′ ∈ Bˆ1, D
j
x′′f(x
′, x′′) as a function of x′ ∈ B˜+1 satisfies
sup
x′∈B˜+
1
|Djx′′f(x
′, x′′)| ≤ N‖Djx′′f(·, x
′′)‖W 1p0 (B˜
+
1
).
This together with (A.3) gives
I2 ≤ N
∑
i≤1
∑
j≤k
‖Dix′D
j
x′′f‖Lp0 (Ω). (A.4)
Combining (A.2) and (A.4) completes the proof of the lemma.
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