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Abstrat
In this paper we present a fresh look at the problem of summarizing
evolving events from multiple soures. After a disussion onerning the
nature of evolving events we introdue a distintion between linearly and
non-linearly evolving events. We present then a general methodology for
the automati reation of summaries from evolving events. At its heart
lie the notions of Synhroni and Diahroni ross-doument Relations
(SDRs), whose aim is the identiation of similarities and dierenes be-
tween soures, from a synhronial and diahronial perspetive. SDRs do
not onnet douments or textual elements found therein, but strutures
one might all messages. Applying this methodology will yield a set of
messages and relations, SDRs, onneting them, that is a graph whih we
all grid. We will show how suh a grid an be onsidered as the start-
ing point of a Natural Language Generation System. The methodology is
evaluated in two ase-studies, one for linearly evolving events (desriptions
of football mathes) and another one for non-linearly evolving events (ter-
rorist inidents involving hostages). In both ases we evaluate the results
produed by our omputational systems.
1 Introdution
Exhange of information is vital for the survival of human beings. It has taken
many forms throughout the history of mankind ranging from gossiping (Pinker
1997) to the publiation of news via highly sophistiated media. Internet pro-
vides us with new perspetives, making the exhange of information not only
easier than ever, but also virtually unrestrited.
Yet, there is a prie to be paid to this rihness of means, as it is diult to
assimilate this plethora of information in a small amount of time. Suppose a
person would like to keep trak of the evolution of an event via its desription
available over the Internet. There is suh a vast body of data (news) relating
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to the event that it is pratially impossible to read all of them and deide
whih are really of interest. A simple visit at, let's say, Google News
1
will show
that for ertain events the number of hits, i.e. related stories, amounts to the
thousands. Hene it is simply impossible to san through all these douments,
ompare them for similarities and dierenes, while reading through in order to
follow the evolution of the event.
Yet, there might be an answer to this problem: automatially produed
(parametrizable) text summaries. This is preisely the issue we will be onerned
with in this paper. We will fous on Evolving Summarization; or, to be more
preise, the automati summarization of events evolving throughout time.
While there has been pioneering work on automati text summarization more
than 30 years ago, (Luhn 1958 and Edmundson 1969), the eld ame to a
virtual halt until the nineties. It is only then that a revival has taken plae (see,
for example, Mani and Maybury 1999; Mani 2001; Afantenos et al. 2005a for
various overviews). Those early works were mostly onerned with the reation
of text summaries from a single soure. Multi-Doument Summarization (MDS)
wouldn't be atively pursued until after the mid-1990's  sine when it is a quite
ative area of researh.
Despite its youth, a onsensus has emerged within the researh ommunity
onerning the way to proeed in order to solve the problem. What seems
to be at the ore of MDS is the identiation of similarities and dierenes be-
tween related douments (Mani and Bloedorn 1999; Mani 2001; see also Endres-
Niggemeyer 1998 and Afantenos et al. 2005a). This is generally translated as
the identiation of informationally equivalent passages in the texts. In order
to ahieve this goal/state, researhers use various methods ranging from sta-
tistial (Goldstein et al. 2000), to syntati (Barzilay et al. 1999) or semanti
approahes (Radev and MKeown 1998).
Despite this onsensus, most researhers do not know preisely what they
mean when they refer to these similarities or dierenes. What we propose here
is that, at least for the problem at hand, i.e. of the summarization of evolving
events, we should view the identiation of the similarities and dierenes on
two axes: the synhroni and diahroni axis. In the former ase we are mostly
onerned with the relative agreement of the various soures, within a given
time frame, whilst in the latter ase we are onerned with the atual evolution
of an event, as it is being desribed by a single soure.
Hene, in order to apture these similarities and dierenes we propose to
use, what we all, the Synhroni and Diahroni Relations (heneforth SDRs)
aross the douments. The seeds of our SDRs lie of ourse in Mann and Thomp-
son's (1987, 1988) Rhetorial Struture Theory (RST). While RST will be more
thoroughly disussed in setion 8, let us simply mention here that it was initially
developed in the ontext of omputational text generation,
2
in order to relate a
set of small text segments (usually lauses) into a larger, rhetorially motivated
whole (text). The relations in harge of gluing the hunks (text segments) are
semanti in nature, and they are supposed to apture the authors' (rhetorial)
intentions, hene their name.
3
1
http://www.google.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2
Also referred to as Natural Language Generation (NLG).
3
In fat, the opinions onerning what RST relations are supposed to represent, vary
onsiderably. Aording to one view, they represent the author's intentions; while aording
2
Synhroni and Diahroni Relations (SDRs) are similar to RST relations
in the sense that they are supposed to apture similarities and dierenes, i.e.
the semanti relations, holding between oneptual hunks, of the input (do-
uments), on the synhroni and diahroni axis. The question is, what are the
units of analysis for the SDRs? Akin to work in NLG we ould all these hunks
messages. Indeed, the initial motivation for SDRs was the belief or hope that
the semanti information they arry ould be exploited later on by a generator
for the nal reation of the summary.
In the following setions, we will try to larify what messages and SDRs are,
as well as provide some formal denitions. However, before doing so, we will
present in setion 2 a disussion onerning the nature of events, as well as a dis-
tintion between linearly and non-linearly evolving events. Setion 3 provides
a general overview of our approah, while setion 4 ontains an in-depth disus-
sion of the Synhroni and Diahroni Relations. In setions 5 and 6 we present
two onrete examples of systems we have built for the reation of Evolving
Summaries in a linearly and non-linearly evolving topi. Setion 7 provides a
disussion onerning the relationship/relevane of our approah with a Nat-
ural Language Generation system, eetively showing how the omputational
extration of the messages and SDRs an be onsidered as the rst stage, out
of three, of a typially pipelined NLG system. Setion 8 presents related work,
fousing on the link between our theory and Rhetorial Struture Theory. In
setion 9 we onlude, by presenting some thoughts onerning future researh.
2 Some Denitions
This work is about the summarization of events that evolve through time. A
natural question that an arise at this point is what is an event, and how do
events evolve? Additionally, for a partiular event, do all the soures follow
its evolution or does eah one have a dierent rate for emitting their reports,
possibly aggregating several ativities of the event into one report? Does this
evolution of the events aet the summarization proess?
Let us rst begin by answering the question of what is an event? In the Topi
Detetion and Traking (TDT) researh, an event is desribed as something
that happens at some spei time and plae (Papka 1999, p 3; see also Allan
et al. 1998a). The inherent notion of time is what distinguishes the event from
the more general term topi. For example, the general lass of terrorist inidents
whih inlude hostages is regarded as a topi, while a partiular instane of this
lass, suh as the one onerning the two Italian women that were kept as
hostages by an Iraqi group in 2004, is regarded as an event. In general then,
we an say that a topi is a lass of events while an event is an instane of a
partiular topi.
An argument that has been raised in the TDT researh is that although
the denition of an event as something that happens at some spei time
and plae serves us well in most oasions, suh a denition does have some
to another, they represent the eets they are supposed to have on the readers. The interested
reader is strongly advised to take a look at the original papers by Mann and Thompson (1987,
1988), or at Taboada and Mann (2006).
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problems (Allan et al. 1998b). As an example, onsider the oupation of the
Mosow Theater in 2002 by Chehen extremists. Although this oupation
spans several days, many would onsider it as being a single event, even if it
does not stritly happen at some spei time. The onsensus that seems to
have been ahieved among the researhers in TDT is that events indeed exhibit
evolution, whih might span a onsiderable amount of time (Papka 1999; Allan
et al. 1998b). Cieri (2000), for example, denes an event to be as a spei thing
that happens at a spei time and plae along with all neessary preonditions
and unavoidable onsequenes, a denition whih tries to reet the evolution
of an event.
Another distintion that the researhers in TDT make is that of the a-
tivities. An ativity is a onneted set of ations that have a ommon fous
or purpose (Papka 1999, p 3). The notion of ativities is best understood
through an example. Take for instane the topi of terrorist inidents that in-
volve hostages. A spei event that belongs to this topi is omposed of a
sequene of ativities, whih ould, for example, be the fat that the terrorists
have aptured several hostages, the demands that the terrorists have, the ne-
gotiations, the fat that they have freed a hostage, et. Casting a more lose
look on the denition of the ativities, we will see that the ativities are further
deomposed into a sequene of more simple ations. For example, suh ations
for the ativity of the negotiations an be the fat that a terrorist threatens to
kill a spei hostage unless ertain demands are fullled, the possible denial
of the negotiation team to full those demands and the proposition by them of
something else, the freeing of a hostage, et. In order to apture those ations,
we use a struture whih we all message  briey mentioned in the introdu-
tion of this paper. In our disussion of topis, events and ativities we will adopt
the denitions provided by the TDT researh.
Having thus provided a denition of topis, events and ativities, let us now
proeed with our next question of how do events evolve through time. Con-
erning this question, we distinguish between two types of evolution: linear and
non-linear. In linear evolution the major ativities of an event are happening
in preditable and possibly onstant quanta of time. In non-linear evolution, in
ontrast, we annot distinguish any meaningful pattern in the order that the
major ativities of an event are happening. This distintion is depited in Fig-
ure 1 in whih the evolution of two dierent events is depited with the dark
solid irles.
✉ ✉✉✉ ✉ ✉ ✉✉ ✉✉ ✉ ✉ ✉✉
❡ ❡ ❡ ❡ ❡ ❡ ❡ ❡ ❡ ❡ ❡
❡❡❡❡❡❡❡❡❡❡❡
✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉
❡ ❡ ❡ ❡❡ ❡ ❡ ❡ ❡ ❡ ❡
❡ ❡ ❡ ❡ ❡
Linear Evolution
Non-linear Evolution
Synhronous Emission
Asynhronous Emission
Figure 1: Linear and Non-linear evolution
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At this point we would like to formally desribe the notion of linearity. As
we have said, an event is omposed of a series of ativities. We will denote this
as follows:
E = {a1, a2, . . . , an}
where eah ativity ai ours at a spei point in time, whih we will denote
as follows:
|ai|time = ti
Suh an event E will exhibit linear evolution if
∀ k ∈ {2, 3, . . . , n} ∃m ∈ N : |ak|time − |ak−1|time = m·t (1)
where t is a onstant time unit. On all other ases the event E will exhibit
non-linear evolution. As we have said, linearly evolving events reet organized
human ations that have a periodiity. Take for instane the event of a spe-
i football hampionship. The various mathes that ompose suh an event
4
usually have a onstant temporal distane between them. Nevertheless, it an
be the ase that a partiular math might be aneled due, for example, to
the holidays season, resulting thus in an empty slot in plae of this math.
Equation (1) aptures exatly this phenomenon. Usually the value of m will be
1, having thus a onstant temporal distane between the ativities of an event.
Oasionally though,m an take higher values, e.g. 2, making thus the temporal
distane between two onseutive ativities twie as big as we would normally
expet. In non-linearly evolving events, on the other hand, the ativities of the
events do not have to happen in disrete quanta of time; instead they an follow
any oneivable pattern. Thus any event, whose ativities do not follow the
pattern aptured in Equation (1), will exhibit non-linear evolution.
Linearly evolving events have a fair proportion in the world. They an
range from desriptions of various athleti events to quarterly reports that an
organization is publishing. In partiular we have examined the desriptions
of football mathes (Afantenos et al. 2004; Afantenos et al. 2005b; see also
setion 5). On the other hand, one an argue that most of the events that we
nd in the news stories are non-linearly evolving events. They an vary from
politial ones, suh as various international politial issues, to airplane rashes
or terrorist events. As a non-linearly evolving topi, we have investigated the
topi of terrorist inidents whih involve hostages (see setion 6).
Coming now to the question onerning the rate with whih the various soures
emit their reports, we an distinguish between synhronous and asynhronous
emission of reports. In the ase of synhronous emission of reports, the soures
publish almost simultaneously their reports, whilst in the ase of asynhronous
emission of reports, eah soure follows its own agenda in publishing their re-
ports. This distintion is depited in Figure 1 with the white irles. In most
of the ases, when we have an event that evolves linearly we will also have a
synhronous emission of reports, sine the various soures an easily adjust to
4
In this ase, the topi is Football Championships, while a partiular event ould be the
Frenh football hampionship of 2005-2006. We onsider eah math to be an ativity, sine
aording to the denitions given by the TDT it onstitutes a onneted set of ations that
have a ommon fous or purpose.
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the pattern of the evolution of an event. This annot be said for the ase of
non-linear evolution, resulting thus in asynhronous emission of reports by the
various soures.
Having formally dened the notions of linearly and non-linearly evolving
events, let us now try to formalize the notion of synhroniity as well. In order
to do so, we will denote the desription of the evolution of an event from a
soure Si as
Si = {ri1, ri2, . . . rin}
or more ompatly as
Si = {rij}
n
j=1
where eah rij represents the jth report from soure Si. Eah rij is aompanied
by its publiation time whih we will denote as
|rij |pub_time
Now, let us assume that we have two soures Sk and Sl whih desribe the same
event, i.e.
Sk = {rki}
n
i=1
Sl = {rli}
m
i=1
(2)
This event will exhibit a synhronous emission of reports if and only if
m = n and, (3)
∀ i : |rki|pub_time = |rli|pub_time (4)
Equation (3) implies that the two soures have exatly the same number of
reports, while Equation (4) implies that all the orresponding reports are pub-
lished simultaneously. On the other hand, the event will exhibit non-linear
evolution with asynhronous emission of reports if and only if
∃ i : |rki|pub_time 6= |rli|pub_time (5)
Equation (5) implies that at least two of the orresponding reports of Sk and
Sl have a dierent publiation time. Usually of ourse, we will have more than
two reports that will have a dierent publiation time. Additionally we would
like to note that the m and n of (2) are not related, i.e. they might or might
not be equal.
5
In Figure 2 we represent two events whih evolve linearly and non-linearly and
for whih the soures report synhronously and asynhronously respetively.
The vertial axes in this gure represent the number of reports per soure on
a partiular event. The horizontal axes represents the time, in weeks and days
respetively, that the douments are published. The rst event onerns de-
sriptions of football mathes. In this partiular event we have onstant reports
weekly from 3 dierent soures for a period of 30 weeks. The lines for eah soure
5
In the formal denitions that we have provided for the linear and non-linear evolution
of the events, as well as for the synhronous and asynhronous emission of reports, we have
foused in the ase that we have two soures. The above are easily extended for ases where
we have more than two soures.
6
fall on top of eah other sine they publish simultaneously. The seond event
onerns a terrorist group in Iraq whih kept as hostages two Italian women. In
the gure we depit 5 soures. The number of reports that eah soure is mak-
ing varies from ve to twelve, in a period of about 23 days. As we an see from
the gure, most of the soures begin reporting almost instantaneously, exept
one whih delays its report for about twelve days. Another soure, although it
reports almost immediately, it delays onsiderably subsequent reports.
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Figure 2: Linear and Non-linear evolution
Let us now ome to our nal question, namely whether the linearity of an event
and the synhroniity of the emission of reports aets our summarization ap-
proah. As it might have been evident thus far, in the ase of linear evolu-
tion with synhronous emission of reports, the reports published by the various
soures whih desribe the evolution of an event, are well aligned in time. In
other words, time in this ase proeeds in quanta and in eah quantum eah
soure emits a report. This has the impliation that, when the nal summary
is reated, it is natural that the NLG omponent that will reate the text of the
summary (see setions 3 and 7) will proeed by summarizing
6
eah quantum
 i.e. the reports that have been published in this quantum  separately, ex-
ploiting rstly the Synhroni relations for the identiation of the similarities
and dierenes that exist synhronially for this quantum. At the next step, the
NLG omponent will exploit the Diahroni relations for the summarization of
the similarities and dierenes that exist between the quanta  i.e. the reports
published therein  showing thus the evolution of the event.
In the ase though of non-linear evolution with asynhronous emission of
reports, time does not proeed in quanta, and of ourse the reports from the
various soures are not aligned in time. Instead, the ativities of an event
an follow any oneivable pattern and eah soure an follow its own agenda
on publishing the reports desribing the evolution of an event. This has two
6
The word summarizing here ought to be interpreted as the Aggregation stage in a typial
arhiteture of an NLG system. See setion 7 for more information on how our approah is
related to NLG.
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impliations. The rst is that, when a soure is publishing a report, it is very
often the ase that it ontains the desription of many ativities that happened
quite bak in time, in relation always to the publiation time of the report. This
is best viewed in the seond part of Figure 2. As you an see in this gure, it
an be the ase that a partiular soure might delay the publiation of several
ativities, eetively thus inluding the desription of various ativities into one
report. This means that several of the messages inluded in suh reports will
refer to a point in time whih is dierent from their publiation time. Thus, in
order to onnet the messages with the Synhroni and Diahroni Relations the
messages ought to be plaed rst in their appropriate point in time in whih they
refer.
7
The seond important impliation is that, sine there is no meaningful
quantum of time in whih the ativities happen, then the summarization proess
should proeed dierently from the one in the ase of linear evolution. In other
words, while in the rst ase the Aggregation stage of the NLG omponent (see
setion 7) an take into aount the quanta of time, in this ase it annot,
sine there are no quanta in time in whih the reports are aligned. Instead the
Aggregation stage of the NLG omponent should proeed dierently. Thus we
an see that our summarization approah is indeed aeted by the linearity of
the topi.
3 A General Overview
As we have said in the introdution of this paper, the aim of this study is to
present a methodology for the automati reation of summaries from evolving
events. Our methodology is omposed of two main phases, the topi analysis
phase and the implementation phase. The rst phase aims at providing the ne-
essary domain knowledge to the system, whih is basially expressed through an
ontology and the speiations of the messages and the SDRs. The aim of the
seond phase is to loate in the text the instanes of the ontology onepts, the
messages and the SDRs, ultimately reating a struture whih we all the grid.
The reation of the grid onstitutes, in fat, the rst stage  the Doument
Planning  out of the three typial stages of an NLG system (see setion 7 for
more details). The topi analysis phase, as well as the training of the summa-
rization system, is performed one for every topi, and then the system is able
to reate summaries for eah new event that is an instane of this topi. In this
setion we will elaborate on those two phases, and present the general arhi-
teture of a system for reating summaries from evolving events. During the
examination of the topi analysis phase we will also provide a brief introdution
of the notions of SDRs, whih we more thoroughly present in setion 4. An
in-depth examination on the nature of messages is presented in setion 3.1.2.
3.1 Topi Analysis Phase
The topi analysis phase is omposed of four steps, whih inlude the reation of
the ontology for the topi, the providing of the speiations for the messages
7
It ould be the ase that, even for the linearly evolving events, some soures might on-
tain in their reports small desriptions of prior ativities from the ones in fous. Although
we believe that suh a thing is rare, it is the responsibility of the system to detet suh ref-
erenes and handle appropriately the messages. In the ase-study of a linearly evolving event
(setion 5) we did not identify any suh ases.
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and the Synhroni and Diahroni Relations. The nal step of this phase,
whih in fat serves as a bridge step with the implementation phase, inludes
the annotation of the orpora belonging to the topi under examination that
have to be olleted as a preliminary step during this phase. The annotated
orpora will serve a dual role: the rst is the training of the various Mahine
Learning algorithms used during the next phase and the seond is for evaluation
purposes (see setions 5 and 6). In the following we will desribe in more detail
the four steps of this phase. A more thorough examination of the Synhroni
and Diahroni Relations is presented in setion 4.
3.1.1 Ontology
The rst step in the topi analysis phase is the reation of the ontology for the
topi under fous. Ontology building is a eld whih, during the last deade,
not only has gained tremendous signiane for the building of various natu-
ral language proessing systems, but also has experiened a rapid evolution.
Despite that evolution, a onverged onsensus seems to have been ahieved on-
erning the stages involved in the reation of an ontology (Pinto and Martins
2004; Jones et al. 1998; Lopez 1999). Those stages inlude the speiation, the
oneptualization, the formalization and the implementation of the ontology.
The aim of the rst stage involves the speiation of the purpose for whih the
ontology is built, eetively thus restriting the various oneptual models used
for modeling, i.e. oneptualizing, the domain. The oneptualization stage
inludes the enumeration of the terms that represent onepts, as well as their
attributes and relations, with the aim of reating the oneptual desription of
the ontology. During the third stage, that oneptual desription is transformed
into a formal model, through the use of axioms that restrit the possible inter-
pretations for the meaning of the formalized onepts, as well as through the
use of relations whih organize those onepts; suh relations an be, for ex-
ample, is-a or part-of relations. The nal stage onerns the implementation of
the formalized ontology using a knowledge-representation language.
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In the two
ase-studies of a linearly and non-linearly evolving topi, whih we present in
setions 5 and 6 respetively, we follow those formal guidelines for the reation
of the ontologies.
3.1.2 Messages
Having provided an ontology for the topi, the next step in our methodology is
the reation of the speiations for the messages, whih represent the ations
involved in a topi's events. In order to dene what an ation is about, we have
to provide a name for the message that represents that ation. Additionally, eah
ation usually involves a ertain number of entities. The seond step, thus, is to
assoiate eah message with the partiular entities that are involved in the ation
that this message represents. The entities are of ourse taken from the formal
denition of the ontology that we provided in the previous step. Thus, a message
8
In fat, a fth stage exists, as well, for the building of the ontology, namely that of
maintenane, whih involves the periodi update and orretion of the implemented ontology,
in terms of adding new variants of new instanes to the onepts that belong to it, as well as
its enrihment, i.e. the addition of new onepts. At the urrent state of our researh, this
step is not inluded; nevertheless, see the disussion in setion 9 on how this step an, in the
future, enhane our approah.
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is omposed of two parts: its name and a list of arguments whih represent the
ontology onepts involved in the ation that the message represents. Eah
argument an take as value the instanes of a partiular ontology onept or
onepts, aording to the message denition. Of ourse, we shouldn't forget
that a partiular ation is being desribed by a spei soure and it refers
to a spei point in time. Thus the notion of time and soure should also
be inorporated into the notion of messages. The soure tag of a message
is inherited from the soure whih published the doument that ontains the
message. If we have a messagem, we will denote the soure tag of the message as
|m|
soure
. Conerning the time tag, this is divided into two parts: the publiation
time whih denotes the time that the doument whih ontains the message was
published, and the referring time whih denotes the atual time that the message
refers to. The message's publiation time is inherited from the publiation time
of the doument in whih it is ontained. The referring time of a message
is, initially, set to the publiation time of the message, unless some temporal
expressions are found in the text that alter the time to whih the message refers.
The publiation and referring time for a messagem will be denoted as |m|
pub_time
and |m|
ref_time
respetively. Thus, a message an be dened as follows.
9
m = message_type ( arg1, . . . , argn )
where argi ∈ Topi Ontology, i ∈ {1, . . . , n}, and:
|m|
soure
: the soure whih ontained the message,
|m|
pub_time
: the publiation time of the message,
|m|
ref_time
: the referring time of the message.
A simple example might be useful at this point. Take for instane the ase
of the hijaking of an airplane by terrorists. In suh a ase, we are interested in
knowing if the airplane has arrived to its destination, or even to another plae.
This ation an be aptured by a message of type arrive whose arguments an
be the entity that arrives (the airplane in our ase, or a vehile, in general)
and the loation that it arrives. The speiations of suh a message an be
expressed as follows:
arrive (what, plae)
what : Vehile
plae : Loation
The onepts Vehile and Loation belong to the ontology of the topi; the
onept Airplane is a sub-onept of the Vehile. A sentene that might
instantiate this message is the following:
The Boeing 747 arrived yesterday at the airport of Stanstend.
For the purposes of this example, we will assume that this sentene was emitted
from soure A on 12 February, 2006. The instane of the message is
m = arrive ("Boeing 747", "airport of Stanstend")
|m|
soure
= A
|m|
pub_time
= 20060212
|m|
ref_time
= 20060211
9
See also (Afantenos et al. 2004; Afantenos et al. 2005b; Afantenos et al. 2005).
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As we an see, the referring time is normalized to one day before the publiation
of the report that ontained this message, due to the appearane of the word
yesterday in the sentene.
The role of the messages' referring time-stamp is to plae the message in the
appropriate time-frame, whih is extremely useful when we try to determine the
instanes of the Synhroni and Diahroni Relations. Take a look again at the
seond part of Figure 2. As you an see from that gure, there is a soure that
delays onsiderably the publiation of its rst report on the event. Inevitably,
this rst report will try to brief up its readers with the evolution of the event
thus far. This implies that it will mention several ativities of the event that will
not refer to the publiation time of the report but muh earlier, using, of ourse,
temporal expressions to aomplish this. The same happens with another soure
in whih we see a delay between the sixth and seventh report.
At this point, we have to stress that the aim of this step is to provide
the speiations of the messages, whih inlude the provision of the message
types as well as the list of arguments for eah message type. This is ahieved
by studying the orpus that has been initially olleted, taking of ourse into
onsideration the ontology of the topi as well. The atual extration of the
messages' instanes, as well as their referring time, will be performed by the
system whih will be built during the next phase. Additionally, we would like to
note that our notion of messages are similar strutures (although simpler ones)
to the templates used in the Message Understanding Conferenes (MUC).
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3.1.3 Synhroni and Diahroni Relations
One we have provided the speiations of the messages, the next step in our
methodology is to provide the speiations of the Synhroni and Diahroni
Relations, whih will onnet the messages aross the douments. Synhroni
relations onnet messages from dierent soures that refer
11
to the same time
frame, while Diahroni relations onnet messages from the same soure, but
whih refer to dierent time frames. SDRs are not domain dependent relations,
whih implies that they are dened for eah topi. In order to dene a relation we
have to provide a name for it, whih arries semanti information, and desribes
the onditions under whih this relation holds, taking into onsideration the
speiations of the messages. For example, if we have two dierent arrive
messages
m1 = arrive (vehile1, loation1)
m2 = arrive (vehile2, loation2)
and they belong to dierent soures (i.e. |m1|soure 6= |m2|soure) but refer to the
same time frame (i.e. |m1|ref_time = |m2|ref_time) then they will be onneted
with the Disagreement Synhroni relation if:
vehile1 = vehile2 and
loation1 6= loation2
On the other hand, if the messages belong to the same soure (i.e. |m1|soure =
|m2|soure), but refer to dierent time frames (i.e. |m1|ref_time 6= |m2|ref_time),
they will be onneted with the Repetition Diahroni relation if:
10
http://www-nlpir.nist.gov/related_projets/mu/proeedings/mu_7_to.html
11
What we mean by the use of the word refer here is that in order to onnet two messages
with an SDR we are using their referring time instead of their publiation time.
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vehile1 = vehile2 and
loation1 = loation2
Synhroni and Diahroni Relations are more thoroughly examined in setion 4.
3.1.4 Corpora Annotation
The fourth and nal step in our methodology is the annotation of the orpora,
whih ought to have been olleted as a preliminary step of this phase. In fat,
this step an be viewed as a bridge step with the next phase  the implemen-
tation phase  sine the information that will be annotated during this step,
will be used later in that phase for the training of the various Mahine Learning
algorithms, as well as for the evaluation proess. In essene, we annotate three
kinds of information during this step. The rst is the entities whih represent
the ontology onepts. We annotate those entities with the appropriate ontol-
ogy (sub)onepts. The next piee of information that we have to annotate is
the messages. This annotation proess is in fat split into two parts. In the rst
part we have to annotate the textual elements of the input douments whih
represent the message types. In the seond part we have to onnet those mes-
sage types with their orresponding arguments. In most of the ases, as we also
mention in setions 5 and 6, we will have an one-to-one mapping from sentenes
to message types, whih implies that we will annotate the sentenes of the input
douments with the appropriate message type. In the seond part we will on-
net those message types with their arguments, whih are in essene the entities
previously annotated. Those entities are usually found in the sentene under
onsideration or in the near viinity of that sentene. Finally we will have to
annotate the SDRs as well. This is performed by applying the rules provided
in the speiation of the Relations (see also setion 4) to the previously anno-
tated messages. The annotation of the entities, messages and SDRs provides us
with a gold orpus whih will be used for the training of the various Mahine
Learning algorithms as well as for the evaluation proess.
3.2 Implementation Phase
The topi analysis phase is performed one for eah topi,
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so that the neessary
domain knowledge will be provided to the summarization system whih will
produe the summaries for eah new event that belongs to this topi. The
ore of the summarization system is depited in Figure 3. As you an see, this
system takes as input a set of douments related to the event that we want
to summarize. Those douments, apart from their text, ontain two additional
piees of information: their soure and their publiation time. This information
will be used for the determination of the soure and publiation/referring time
of the messages that are ontained in eah doument. The system is omposed
of four main stages. In this setion we will briey mention what the role of eah
stage is, providing some lues on the possible omputational approahes that
an be used. In setions 5 and 6 we will present two onrete omputational
implementations for a linearly and a non-linearly evolving topi.
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Although this is ertainly true, in setion 9 we provide a disussion on how the system
might ope with novel onepts that might arise in new events that belong to a topi and whih
have not been inluded in the originally reated ontology. This disussion is also extended for
the ase of messages.
12
Figure 3: The summarization system.
The rst stage of the system is a preproessing that we perform in the
input douments. This preproessing may vary aording to the topi, and it is
atually driven by the needs that have the various Mahine Learning algorithms
whih will be used in the following stages. In general, this stage is omposed
of modules suh as a tokenizer, a sentene splitter, a part-of-speeh tagger et.
For example, in the vast majority of ases (as we explain in setions 5 and 6)
we had an one-to-one mapping of sentenes to messages. Thus, a sentene
splitter is needed in order to split the doument into sentenes that will be later
lassied into message types. The atual Mahine Learning algorithms used will
be presented in setions 5 and 6.
The next stage of the system is the Entities Reognition and Classiation
stage. This stage takes as input the ontology of the topi, speied during
the previous phase, and its aim is to identify the textual elements in the input
douments whih denote the various entities, as well as to lassify them in their
appropriate (sub)onepts, aording to the ontology. The methods used in
order to takle that problem vary. If, for example, the entities and their textual
realizations are a priori known, then the use of simple gazetteers might sue.
In general though, we wouldn't normally expet something similar to happen.
Thus, a more omplex proess, usually inluding Mahine Learning ought to be
used for this stage. The identied entities will later be used for the lling in of
the messages' arguments.
The third stage is onerned with the extration of the messages from the
input douments. The aim of this stage is threefold, in fat. The rst thing
that should be done is the mapping of the sentenes in the input douments to
message types. In the two ase studies that we have performed, and whih are
more thoroughly desribed in setions 5 and 6, we ame to the onlusion that
in most of the ases, as mentioned earlier, we have an one-to-one mapping from
sentenes to message types. In order to perform the mapping, we are training
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Mahine Learning based lassiers. In setions 5 and 6 we will provide the full
details for the two partiular topis that we have studied. The next thing that
should be performed during this stage is the lling in of the messages' arguments;
in other words, the onnetion of the entities identied in the previous stage with
the message types. We should note that, in ontrast with the mapping of the
sentenes to message types, in this ase we might nd several of the messages'
arguments ourring in previous or even following sentenes, from the ones under
onsideration. So, whatever methods used in this stage, they should take into
aount not only the sentenes themselves, but their viinity as well, in order
to ll in the messages' arguments. The nal task that should be performed
is the identiation of the temporal expressions in the douments that alter
the referring time of the messages. The referring time should be normalized
in relation to the publiation time. Note that the publiation time and the
soure tags of the messages are inherited from the douments whih ontain the
messages.
The nal stage in the summarization system is the extration of the Syn-
hroni and Diahroni Relations onneting the messages. This stage takes
as input the relations' speiations and interprets them into an algorithm
whih takes as input the extrated messages, along with their soure and publi-
ation/referring time whih are attahed to the messages. Then this algorithm
is applied to the extrated messages from the previous stage, in order to identify
the SDRs that onnet them. The result of the above stages, as you an see in
Figure 3 will be the reation of the struture that we have alled grid.
Source 1 Source 2
time
Source 1 Source 2
Figure 4: The grid struture with Synhroni and Diahroni relations for lin-
early and non-linearly evolving events.
The grid is a struture whih virtually provides a level of abstration over the
textual information of the input douments. In essene, the grid is omposed of
the extrated messages, as well as the Synhroni and Diahroni Relations that
onnet them. A graphial representation of two grids, for a linearly evolving
event with synhronous emission of reports and for a non-linearly evolving event
with asynhronous emission of reports respetively, an be seen in Figure 4. In
this gure the squares represent the douments that the soures emit, while
14
the arrows represent the Synhroni and Diahroni Relations that onnet the
messages whih are found inside the douments. In both ases, Synhroni
relations onnet messages that belong in the same time-frame,
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but in dierent
soures, while Diahroni relations onnet messages from dierent time-frames,
but whih belong in the same soure. Although this is quite evident for the
ase of linear evolution, it merits some explanation for the ase of non-linear
evolution. As we an see in the seond part of Figure 4, the Synhroni relations
an onnet messages that belong in douments from dierent time-frames.
Nevertheless, as we have also mentioned in setion 3.1 in order to onnet two
messages with an SDR we take into aount their referring time instead of
their publiation time. In the ase of linear evolution it is quite a prevalent
phenomenon that the publiation and referring time of the messages will be the
same, making thus the Synhroni relations neatly aligned on the same time-
frame. In the ase, though, of non-linear evolution this phenomenon is not
so prevalent, i.e. it is often the ase that the publiation and referring time
of the messages do not oinide.
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This has the onsequene that several of
the Synhroni relations will look as if they onnet messages whih belong in
dierent time-frames. Nevertheless, if we do examine the referring time of the
messages, we will see that indeed they belong in the same time-frame.
As we have said, the grid provides a level of abstration over the textual
information ontained in the input douments, in the sense that only the mes-
sages and relations are retained in the grid, while all the textual elements from
the input douments are not being inluded. The reation of the grid onsti-
tutes, in essene, the rst stage, the Doument Planning, out of the three total
stages in a typial NLG arhiteture (Reiter and Dale 2000). We would like to
emphasize here the dynami nature of the grid, onerning on-going events. It
ould be the ase that the system an take as input a set of douments, from
various soures, desribing the evolution of an event up to a spei point in
time. In suh ases, the system will build a grid whih will reet the evolution
of an event up to this point. One new douments are given as input to the
system, then the grid will be expanded by inluding the messages extrated
from the new douments, as well as the SDRs that onnet those messages with
the previous ones or between them. Thus, the grid itself will evolve through
time, as new douments are oming as input to the system, and aordingly the
generated summary as well. The onnetion of the grid with the NLG is more
thoroughly disussed in setion 7.
Finally this NLG system might as well, optionally, take as input a query
from the user, the interpretation of whih will reate a sub-grid of the original
grid. In this ase, the sub-grid, instead of the original grid, will be summarized,
i.e. will be transformed into a textual summary. In ase that the user enters
a query, then a query-based summary will be reated, otherwise a generi one,
apturing the whole evolution of the event, will be reated.
15
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A disussion of what we mean by the same time-frame an be found in setion 4. For
the moment, sue it to say that the same time frame an vary, depending on the topi. In
setions 5 and 6 we provide more details for the hoies we have made for two dierent ase
studies.
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If we ast a look again at the seond part of Figure 2 we will see why this is the ase.
As we an see there, several soures delay the publiation of their reports. This implies that
they an provide information on several of the past ativities of the events, making thus the
messages to have dierent publiation and referring times.
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On the distintion between generi and query-based summaries see Afantenos et al. (2005a,
15
4 Synhroni and Diahroni Relations
The quintessential task in the Multi-Doument Summarization researh, as we
have already mentioned in the introdution of this paper, is the identiation
of similarities and dierenes between the douments. Usually, when we have
the rst ativity of an event happening, there will be many soures that will
ommene desribing that event. It is obvious that the information the various
soures have at this point will vary, leading thus to agreements and ontradi-
tions between them. As the event evolves, we will possibly have a onvergene
on the opinions, save maybe for the subjetive ones. We believe that the task of
reating a summary for the evolution of an event entails the desription of its
evolution, as well as the designation of the points of onition or agreement
between the soures, as the event evolves. In order to apture the evolution of
an event as well as the onit, agreement or variation between the soures, we
introdue the notion of Synhroni and Diahroni Relations . Synhroni rela-
tions try to identify the degree of agreement, disagreement or variation between
the various soures, at about the same time frame. Diahroni relations, on the
other hand, try to apture the evolution of an event as it is being desribed by
one soure.
Aording to our viewpoint, Synhroni and Diahroni Relations ought to
be topi-dependent. To put it dierently, we believe that a universal taxon-
omy of relations, so to speak, will not be able to full the intriaies and needs,
in terms of expressive power,
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for every possible topi. Aordingly, we believe
that SDRs ought to be dened for eah new topi, during what we have alled in
setion 3 the topi analysis phase. We would like though to aution the reader
that suh a belief does not imply that a small pool of relations whih are inde-
pendent of topi, suh as for example Agreement, Disagreement or Elaboration,
ould not possibly exist. In the general ase though, SDRs are topi-dependent.
As we have briey mentioned in the introdution of this paper, Synhroni and
Diahroni Relations hold between two dierent messages. More formally, a
relation denition onsists of the following four elds:
1. The relation's type (i.e. Synhroni or Diahroni).
2. The relation's name.
3. The set of pairs of message types that are involved in the relation.
4. The onstraints that the orresponding arguments of eah of the pairs
of message types should have. Those onstraints are expressed using the
notation of rst order logi.
The name of the relation arries semanti information whih, along with the
messages that are onneted with the relation, are later being exploited by the
Natural Language Generation omponent (see setion 7) in order to produe
the nal summary. Following the example of subsetion 3.1, we would formally
dene the relations Disagreement and Repetition as shown in Table 1.
p 159).
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We are talking about the expressive power of an SDR, sine SDRs are ultimately passed
over to an NLG system, in order to be expressed in a natural language.
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Relation Name: DISAGREEMENT
Relation Type: Synhroni
Pairs of messages: {<arrive, arrive>}
Constraints on the arguments:
If we have the following two messages:
arrive (vehile1, plae1)
arrive (vehile2, plae2)
then we will have a Disagreement Synhroni relation if:
(vehile1 = vehile2) ∧ (plae1 6= plae2)
Relation Name: REPETITION
Relation Type: Diahroni
Pairs of messages: {<arrive, arrive>}
Constraints on the arguments:
If we have the following two messages:
arrive (vehile1, plae1)
arrive (vehile2, plae2)
then we will have a Repetition Diahroni relation if:
(vehile1 = vehile2) ∧ (plae1 = plae2)
Table 1: Example of formal denitions for two relations.
The aim of the Synhroni relations is to apture the degree of agreement,
disagreement or variation that the various soures have for the same time-frame.
In order thus to dene the Synhroni relations, for a partiular topi, the
messages that they onnet should belong to dierent soures, but refer to the
same time-frame. A question that naturally arises at this point is, what do
we onsider as the same time-frame? In the ase of a linearly evolving event
with a synhronous emission of reports, this is an easy question. Sine all the
soures emit their reports in onstant quanta of time, i.e. at about the same
time, we an onsider eah emission of reports by the soures, as onstituting
an appropriate time-frame. This is not though the ase in an event that evolves
non-linearly and exhibits asynhroniity in the emission of the reports. As we
have disussed in setion 3, in suh ases, several of the messages will have a
referene in time that is dierent from the publiation time of the doument
that ontains the message. In suh ases we should impose a time window, in
relation to the referring time of the messages, within whih all the messages an
be onsidered as andidates for a onnetion with a synhroni relation. This
time window an vary from several hours to some days, depending on the topi
and the rate with whih the soures emit their reports. In setions 5 and 6,
where we present two ase-studies on a linearly and a non-linearly evolving
topis respetively, we will more thoroughly present the hoies that we have
made in relation to the time window.
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The aim of Diahroni relations, on the other hand, is to apture the evo-
lution of an event as it is being desribed by one soure. In this sense then
Diahroni relations do not exhibit the same hallenges that the Synhroni
ones have, in relation to time. As andidate messages to be onneted with a
Diahroni relation we an initially onsider all the messages that belong to the
same soure but have a dierent referring time  but not the same publiation
time sine that implies that the messages belong in the same doument, some-
thing that would make our relations intra-doument, instead of ross-doument,
as they are intended.
A question that ould arise at this point, onerns the hronologial distane
that two messages should have in order to be onsidered as andidates for a
onnetion with a Diahroni relation. The distane should, denitely, be more
than zero, i.e. the messages should not belong in the same time frame. But,
how long ould the hronologial distane be? It turns out that it all depends
on the topi, and the time that the evolution of the event spans. Essentially, the
hronologial distane in whih two messages should be onsidered as andidates
for a onnetion with a Diahroni relation, depends on the distane in time
that we expet the ations of the entities to aet later ations. If the eets
are expeted to have a loal temporal eet, then we should opt for a small
hronologial distane, otherwise we should opt for a long one. In the ase-study
for the linearly evolving topi (setion 5), we hose to have a small temporal
distane, whilst in the non-linearly evolving topi (setion 6), we hose to have
no limit on the distane.
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The reason for those deisions will beome apparent
on the respetive setions.
Until now, in our disussion of the Synhroni and Diahroni Relations, we
have mainly onentrated on the role that the soure and time play, in order for
two messages to be onsidered as andidates for a onnetion with either a Syn-
hroni or a Diahroni relation. In order though to establish an atual relation
between two andidate messages, we should further examine the messages, by
taking into aount their types and their arguments. In other words, in order
to establish a relation we should provide some rules that take into aount the
messages' types as well as the values of their arguments. In most of the ases,
we will have a relation between two messages that have the same message type,
but this is not restritive. In fat, in the non-linearly evolving topi that we
have examined (setion 6) we have dened several Diahroni relations that hold
between dierent types of messages.
One we have dened the names of the relations and their type, Synhroni
or Diahroni, as well as the message pairs for whih they hold, then for eah
relation we should desribe the onditions that the messages should exhibit.
Those onditions take into aount the values that the messages' arguments
have. Sine the messages' arguments take their values from the topi ontol-
ogy, those rules take into aount the atual entities involved in the partiular
messages. Examples of suh rules are provided in setions 5 and 6.
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Of ourse, it should be greater than zero, otherwise a zero distane would make the
relation Synhroni, not Diahroni.
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5 Case Study I: Linear Evolution
This setion presents a ase study whih examines how our approah is applied
to a linearly evolving topi, namely that of the desriptions of football mathes.
The reason for hoosing this topi is that it is a rather not so omplex one, whih
makes it quite ideal as a rst test bed of our approah. This is a linearly evolving
topi, sine football mathes our normally one a week. Additionally, eah
math is desribed by many soures after the math has terminated, virtually
at the same time. Thus we an onsider that this topi exhibits synhroniity on
the reports from the various soures. The linearity of the topi and synhronous
emission of reports is depited in the rst part of Figure 2 (page 7), where we
have the desription of football mathes from three soures for a period of 30
weeks. The lines from the three soures fall on top of eah other reeting the
linearity and synhroniity of the topi.
5.1 Topi Analysis
The aim of the topi analysis phase, as we have thoroughly analyzed in se-
tion 3.1, is to ollet an initial orpus for analysis, reate the ontology for the
topi and reate the speiations for the messages and the relations, as well as
the annotation of the orpus.
5.1.1 Corpus Colletion
We manually olleted desriptions of football mathes, from three soures, for
the period 2002-2003 of the Greek football hampionship. The soures we used
were a newspaper (Ta Nea, http://digital.tanea.gr), a web portal (Flash,
www.flash.gr) and the site of one football team (AEK, www.aek.gr). The
language used in the douments was Greek. This hampionship ontained 30
rounds. We foused on the mathes of a ertain team, whih were desribed by
three soures. So, in total we olleted 90 douments ontaining 64265 words.
5.1.2 Ontology Creation
After studying the olleted orpus we reated the ontology of the topi, follow-
ing the formal guidelines in the eld of ontology building, a summary of whih
we have presented in setion 3.1. The onepts of the implemented ontology are
onneted with is-a relations. An exerpt of the nal ontology an be seen in
Figure 5.
Person Temporal Conept Degree
Referee Minute Round
Assistant Referee Duration Card
Linesman First Half Yellow
Coah Seond Half Red
Player Delays Team
Spetators Whole Math
Viewers
Organized Fans
Figure 5: An exerpt from the topi ontology for the linearly evolving topi
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5.1.3 Messages' Speiations
One we have dened the topi ontology, the next stage is the denition of the
messages' speiations. This proess inludes two things: dening the message
types that exist in the topi, as well as providing their full speiations. We
onentrated in the most important ations, that is on ations that reeted the
evolution of  for example  the performane of a player, or in ations that a
user would be interested in knowing. At the end of this proess we onluded on
a set of 23 message types (Table 2). An example of full message speiations
is shown in Figure 6. As you an see the arguments of the messages take their
values from the topi ontology.
Absent Behavior Blok Card Goal_Canelation
Comebak Final_Sore Foul Injured System_Seletion
Performane Refereeship Sorer Change Satisfation
Superior Conditions Penalty Win Opportunity_Lost
Expetations Hope_For Suessive_Vitories
Table 2: Message types for the linearly evolving topi.
performane (of_whom, in_what, time_span, value)
of_whom : Player or Team
in_what : Ation Area
time_span : Minute or Duration
value : Degree
Figure 6: An example of message speiations for the linearly evolving topi.
5.1.4 Relations' Speiations
We onluded on twelve ross-doument relations, six on the synhroni and
six on the diahroni level (Table 3). Sine this was a pilot-study during whih
we examined mostly the viability of our methodology, we limited the study
of the ross-doument relations, in relations that onnet the same message
types. Furthermore, onerning the Diahroni relations, we limited our study
to relations that have hronologial distane only one, where one orresponds to
one week.
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Examples of suh speiations for the message type performane
are shown in Figure 7. In the non-linearly evolving topi, examined in the
following setion, we have relations that onnet dierent message types, and
we impose no limits on the temporal distane that the messages should have in
order to be onneted with a Diahroni relation.
Having provided the topi ontology and the speiations of the messages and
relations, we proeeded with the annotation of the orpora, as explained in
setion 3.1. We would like to add that the total amount of time required for the
topi analysis phase was six months for a part-time work of two people.
18
Chronologial distane zero makes the relations synhroni.
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Diahroni Relations Synhroni Relations
 Positive Graduation  Agreement
 Negative Graduation  Near Agreement
 Stability  Disagreement
 Repetition  Elaboration
 Continuation  Generalization
 Generalization  Preiseness
Table 3: Synhroni and Diahroni Relations in the linearly evolving topi
5.2 Implementation
This phase inludes the identiation in the input douments of the textual
elements that represent ontology onepts, their lassiation to the appropriate
ontology onept, as well as the omputational extration of the messages and
Synhroni and Diahroni Relations. At the end of this proess, the grid will
be reated, whih in essene onstitutes the Doument Planning stage, the rst
out of three of a typial NLG arhiteture (see setion 7). Casting a look again
in Figure 3, we an see that the omputational extration of the grid onsists
of four stages. In the remaining of this subsetion we will disuss those stages.
5.2.1 Preproessing
The preproessing stage is quite a simple one. It onsists of a tokenization and
a sentene splitting omponents. The information yielded from this stage will
be used in the Entities Reognition and Classiation stage and the messages'
extration stage. We would like to note that in order to perform this stage, as
well as the following two, we used the ellogon platform (Petasis et al. 2002).
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5.2.2 Entities Reognition and Classiation
As we disuss on setion 3.2, the omplexity of the Entities Reognition and
Classiation task an vary, depending on the topi. In the football topi this
task was quite straightforward sine all the entities involved in this topi, suh
as players and teams, were already known. Thus the use of simple gazetteer
lists sued for this topi. In the general ase though, this task an prove to be
muh more omplex, as we disuss in setion 6.2 on the non-linearly evolving
topi.
5.2.3 Messages Extration
This stage onsists of three sub-stages. In the rst we try to identify the message
types that exist in the input douments, while in the seond we try to ll in
the messages' arguments with the instanes of ontology onepts whih were
identied in the previous stage. The third sub-stage inludes the identiation
of the temporal expressions that might exist in the text, and the normalization
of the messages referring time, in relation to the publiation time. In this
topi however we did not identify any temporal expressions that would alter
the messages referring time, whih was set equal to the messages' publiation
19
http://www.ellogon.org
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In the following we will assume that we have two messages of type performane:
performane1 (of_whom1, in_what1, time_span1, value1)
performane2 (of_whom2, in_what2, time_span2, value2)
The speiations for the relations are the following:
Relation Name: AGREEMENT DISAGREEMENT
Relation Type: Synhroni Synhroni
Pairs of messages: {<performane, performane>} {<performane, performane>}
Constraints on the (of_whom1 = of_whom2) ∧ (of_whom1 = of_whom2) ∧
arguments: (in_what1 = in_what2) ∧ (in_what1 = in_what2) ∧
(time_span1 = time_span2) ∧ (time_span1 = time_span2) ∧
(value1 = value2) (value1 6= value2)
Relation Name: POSITIVE GRADUATION NEGATIVE GRADUATION
Relation Type: Diahroni Diahroni
Pairs of messages: {<performane, performane>} {<performane, performane>}
Constraints on the (of_whom1 = of_whom2) ∧ (of_whom1 = of_whom2) ∧
arguments: (in_what1 = in_what2) ∧ (in_what1 = in_what2) ∧
(time_span1 = time_span2) ∧ (time_span1 = time_span2) ∧
(value1 < value2) (value1 > value2)
Additionally, the messages should satisfy as well the onstraints on the soure and referring
time in order to be andidates for a Synhroni or Diahroni Relation. In other words, the
messages m1 and m2 will be andidates for a Synhroni Relation if
|m1|soure = |m2|soure
|m1|ref_time = |m2|ref_time
and andidates for a Diahroni Relation if
|m1|soure = |m2|soure
|m1|ref_time > |m2|ref_time
Figure 7: Speiations of Synhroni and Diahroni Relations for the linearly
evolving topi
time. This is natural to expet, sine eah doument is onerned only with the
desription of a partiular football math. We an thus onsider that this stage
onsists eetively from two sub-stages.
Conerning the rst sub-stage, i.e. the identiation of the message types,
we approahed it as a lassiation problem. From a study that we arried out,
we onluded that in most of the ases the mapping from sentenes to messages
was one-to-one, i.e. in most of the ases one sentene orresponded to one
message. Of ourse, there were ases in whih one message was spanning more
than one sentene, or that one sentene was ontaining more than one message.
We managed to deal with suh ases during the arguments' lling sub-stage.
In order to perform our experiments we used a bag-of-words approah aord-
ing to whih we represented eah sentene as a vetor from whih the stop-words
and the words with low frequenies (four or less) were removed. We performed
four series of experiments. The rst two series of experiments used only lexial
features, namely the words of the sentenes both stemmed and unstemmed. In
the last two series of experiments we enhaned the vetors by adding to them
semanti information as well; as semanti features we used the NE types that
appear in the sentene. In eah of the vetors we appended the lass of the
sentene, i.e. the type of message; in ase a sentene did not orrespond to a
message we labeled that vetor as belonging to the lass None.
In order to perform the lassiation experiments we used the weka plat-
form (Witten and Frank 2000). The Mahine Learning algorithms that we used
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were Naïve Bayes, LogitBoost and SMO. For the last two algorithms, apart from
the default onguration, we performed more experiments onerning several of
their arguments. For all experiments we performed a ten-fold ross-validation
with the annotated orpora that we had. Ultimately, the algorithm that gave
the best results was the SMO with the default onguration for the unstemmed
vetors whih inluded information on the NE types. The fat that the addition
of the NE types inreases the performane of the lassier, is only logial to
expet sine the NE types are used as arguments in the vast majority of the
messages. On the other hand, the fat that by using the unstemmed words,
instead of their stems, inreases the performane of the lassier is ounterin-
tuitive. The reason behind this disrepany is the fat that the skel stemmer
(Petasis et al. 2003) that we have used, was a general-purpose one having thus
a small overage for the topi of football news.
The nal sub-stage is the lling in of the messages' arguments. In order
to perform this stage we employed several domain-spei heuristis. Those
heuristis take into aount the onstraints of the messages, if suh onstraints
exist. As we noted above, one of the drawbaks of our lassiation approah
is that there are some ases in whih we do not have an one-to-one mapping
from sentenes to messages. During this stage of message extration we used
heuristis to handle many of these ases.
In Table 4 we show the nal performane of the messages' extration stage as
a whole, when ompared against manually annotated messages on the orpora
used. Those measures onern only the message types, exluding the lass None
messages.
Preision : 91.12%
Reall : 67.79%
F-Measure : 77.74%
Table 4: Final evaluation of the messages' extration stage
5.2.4 Relations Extration
The nal stage towards the reation of the grid is the extration of the relations.
As is evident from Figure 7, one we have identied the messages in eah do-
ument and plaed them in the appropriate position in the grid, then it is fairly
straightforward, through their speiations, to identify the ross-doument re-
lations among the messages. In order to ahieve that, we implemented a system
written in Java. This system takes as input the extrated, from the previous
stage, messages and it applies the algorithm, whih represents the speiations
of the relations, in order to extrat the SDRs. Ultimately, through this system
we manage to represent the grid, whih arries an essential role for our sum-
marization approah. In setion 7 we analyze the fat that the reation of the
grid, essentially, onsists the Doument Planning stage, whih is the rst out of
three stages of a typial NLG system arhiteture (Reiter and Dale 2000).
Conerning the statistis of the extrated relations, these are presented in
Table 5. As an be seen from that table, the evaluation results for the relations,
when ompared with those of the messages, are somewhat lower. This fat an
be attributed to the argument extration subsystem, whih does not perform as
well as the message lassiation subsystem.
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Preision : 89.06%
Reall : 39.18%
F-Measure : 54.42%
Table 5: Reall, Preision and F-Measure on the relations
In this setion we have examined how our methodology for the reation of sum-
maries from evolving events, presented in setion 3, is applied to a linearly
evolving topi, namely that of the desriptions of football mathes. As we have
said in the introdution of this setion, this topi was hosen for its virtue of
not being very omplex. It was thus an ideal topi for a rst appliation of our
methodology. In the next setion we will move forward and try to apply our
methodology into a muh more omplex topi whih evolves non-linearly.
6 Case Study II: Non-linear Evolution
The topi that we have hosen for our seond ase study is the terrorist inidents
whih involve hostages. The events that belong to this topi do not exhibit a
periodiity onerning their evolution, whih means that they evolve in a non-
linear fashion. Additionally, we wouldn't normally expet the soures to desribe
synhronously eah event; in ontrast, eah soure follows its own agenda on
desribing suh events. This is best depited in the seond part of Figure 2
(page 7). In this graph we have the reports for an event whih onerns a
terrorist group in Iraq that kept as hostages two Italian women threatening to
kill them, unless their demands were fullled. In the gure we depit 5 soures.
The number of reports that eah soure is making varies from ve to twelve, in
a period of about 23 days.
In this setion we will one again desribe the topi analysis phase, i.e. the
details on the olletion of the orpus, the reation of the topi ontology, and the
reation of the speiations for the messages and the relations. Then we will
desribe the system we implemented for extrating the instanes of the ontology
onepts, the messages and the relations, in order to form the grid.
6.1 Topi Analysis
The aim of the topi analysis phase, as we have thoroughly analyzed in se-
tion 3.1 and followed in the previous ase-study, is to ollet an initial orpus
for analysis, reate the ontology for the topi and reate the speiations for
the messages and the relations, as well as the annotation of the orpus.
6.1.1 Corpus Colletion
The events that fall in the topi of terrorist inidents that involve hostages are
numerous. In our study we deided to onentrate on ve suh events. Those
events inlude the hijaking of an airplane from the Afghan Airlines in February
2000, a Greek bus hijaking from Albanians in July 1999, the kidnapping of two
Italian reporters in Iraq in September 2004, the kidnapping of a Japanese group
in Iraq in April 2004, and nally the hostages inident in the Mosow theater
by a Chehen group in Otober 2004. In total we olleted and examined 163
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artiles from 6 soures.
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Table 6 presents the statistis, onerning the number
of douments and words ontained therein, for eah event separately.
Event Douments Words
Airplane Hijaking 33 7008
Bus Hijaking 11 12416
Italians Kidnaping 52 21200
Japanese Kidnaping 18 10075
Mosow Theater 49 21189
Table 6: Number of douments, and words ontained therein, for eah event.
6.1.2 Ontology Creation
As in the previous topi examined, we reated the ontology following the for-
mal guidelines that exist in the eld of ontology building, a summary of whih
we presented in setion 3.1. The onepts of the implemented ontology are
onneted with is-a relations. An exerpt of the nal ontology an be seen in
Figure 8.
Person Plae Vehile
Offender Loation of Condut Bus
Hostage Country Plane
Demonstrators City Car
Resue Team Armament Media
Relatives Explosive Newspaper/Press
Professional Gas Radio
Governmental Exeutive Gun Internet
Tank TV
Figure 8: An exerpt from the topi ontology for the non-linearly evolving topi
6.1.3 Messages' Speiations
After the reation of the ontology, our methodology requires that we reate
the messages' speiations. We would like to remind again that this proess
involves two main stages: providing a list with the messages types, and providing
the full speiations for eah message. During this proess we foused, as in
the previous topi, on the most important messages, i.e. the ones that we
believed the nal readers of the summary would be mainly interested in. The
messages also had to reet the evolution of the event. Some of the messages
that we dened, had a very limited frequeny in the orpora examined, thus
we deemed them as unimportant, eliminating them from our messages' pool.
At the end of this proess we onluded on 48 messages whih an be seen in
Table 7. Full speiations for two partiular messages an be seen in Figure 9.
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The soures we used were the online versions of news broadasting organizations: the
Greek version of the BBC (http://www.bb.o.uk/greek/), the Helleni Broadasting Cor-
poration (http://www.ert.gr), the Maedonian Press Ageny (http://www.mpa.gr); a web
portal (http://www.in.gr); and the online versions of two news papers: Eleftherotypia
(http://www.enet.gr) and Ta Nea (http://www.tanea.gr).
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The rst one is the negotiate message, and its semanti translation is that a
person is negotiating with another person about a spei ativity. The seond
message, free, denotes that a person is freeing another person from a spei
loation, whih an be either the Plae or the Vehile ontology onepts.
Similar speiations were provided for all the messages.
free ask_for loated assure take_on_responsibility
kill aim_at inform explode physial_ondition
hold kidnap organize be_afraid speak_on_the_phone
deny arrive announe pay_ransom take_ontrol_of
enter arrest transport esape_from give_deadline
help armed negotiate stay_parked blok_the_way
meet leave threaten interrogate hospitalized
start end work_for give_asylum head_towards
put return hijak enirle prevent_from
lead aept trade
Table 7: Message types for the linearly evolving topi.
negotiate (who, with_whom, about) free (who, whom, from)
who : Person who : Person
whom : Person whom : Person
about : Ativity from : Plae ∨ Vehile
Figure 9: An example of message speiations for the non-linearly evolving
topi.
6.1.4 Relations' Speiations
The nal step during the topi analysis phase is to provide the speiations for
the Synhroni and Diahroni Relations. As we have explained in setion 4,
Synhroni relations hold between messages that have the same referring time.
In the ase study examined in the previous setion, we did not have any temporal
expressions in the text that would alter the referring time of the messages in
relation to the publiation time. In this topi, we do have suh expressions.
Thus, Synhroni relations might hold between distant in time douments, as
long as the messages' referring time is the same.
Conerning the Diahroni relations, in the previous topi we examined only
relations that had temporal distane only one, i.e. we examined Diahroni
relations that held only between messages found in douments, from the same
soure, that had been published onseutively. In this topi we have relaxed this
requirement. This means that messages whih have a distant referring time an
be onsidered as andidates for a onnetion with a Diahroni relation. The
reason for doing this is that, in ontrast with the previous topi, in this topi
we expet the ations of the entities to have an eet whih is not loalized in
time, but an aet muh later ations. This is a diret onsequene of the fat
that the events that belong to this topi, have a short deployment time, usually
some days. In the previous topi, the events spanned several months.
Another dierene is that in the previous topi we examined only relations
that hold between the same message types. In this topi we also examine SDRs
26
that onnet messages with dierent message types. In the end of this proess we
identied 15 SDRs whih an be seen in Table 8. Examples of atual relations'
speiations an be seen in Figure 10.
Synhroni Relations
(same message types)
 Agreement
 Elaboration Diahroni Relations
 Disagreement (dierent message types)
 Speifiation  Cause
 Fulfillment
Diahroni Relations  Justifiation
(same message types)  Contribution
 Repetition  Confirmation
 Change of Perspetive  Motivation
 Continuation
 Improvement
 Degradation
Table 8: Synhroni and Diahroni Relations in the non-linearly evolving topi
One the topi ontology, as well as the speiations of the messages and the
relations had been provided, then we proeeded with the nal step of the topi
analysis phase of our methodology, whih is annotation of the orpora, as was
explained in setion 3.1. We would like to add that the total amount of time
required for the topi analysis phase was six months for a part-time work of two
people.
6.2 Implementation
Having performed the topi analysis phase, the next phase involves the ompu-
tational extration of the messages and relations that will onstitute the grid,
forming thus the Doument Planning stage, the rst out of three, of a typial
NLG arhiteture. As in the previous topi, our implementation is aording to
the same general arhiteture presented in setion 3 (see also Figure 3). The de-
tails though of the implementation dier, due to the omplexities that this topi
exhibits. These omplexities will beome apparent in the rest of this setion.
6.2.1 Preproessing
The preproessing stage, as in the previous ase study, is a quite straightforward
proess. It also involves a tokenization and a sentene splitting omponent, but
in this ase study it involves as well a part-of-speeh tagger. The information
yielded from this stage will be used in the entities reognition and lassiation
as well as in the messages' extration stages, during the reation of the vetors.
We would like to note again that for this stage, as well as for the next two, the
ellogon platform (Petasis et al. 2002) was used.
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In the following we will assume that we have the following messages
negotiate (whoa, with_whoma, abouta)
free (whob, whomb, fromb)
free (whoc, whomc, fromc)
The speiations for the relations are the following:
Relation Name: AGREEMENT POSITIVE EVOLUTION
Relation Type: Synhroni Diahroni
Pairs of messages: {<free, free>} {<negotiate, free>}
Constraints on the (whob = whoc) ∧ (whoa = whob) ∧
arguments: (whomb = whomc) ∧ (abouta = free)
(fromb = fromc) ∧
Additionally, the messages should satisfy as well the onstraints on the soure and
referring time in order to be andidates for a Synhroni or Diahroni Relation. In
other words, the messages m1 and m2 will be andidates for a Synhroni Relation if
|m1|soure = |m2|soure
|m1|ref_time = |m2|ref_time
and andidates for a Diahroni Relation if
|m1|soure = |m2|soure
|m1|ref_time > |m2|ref_time
Figure 10: Speiations of Synhroni and Diahroni Relations for the non-
linearly evolving topi
6.2.2 Entities Reognition and Classiation
In the present ase-study we do not have just named entities that we would
like to identify in the text and ategorize in their respetive ontology onepts,
but also general entities, whih may or may not be named entities. In other
words, during this stage, we are trying to identify the various textual elements
in the input douments that represent an ontology onept, and lassify eah
suh textual element with the appropriate ontology onept. Take for instane
the word passengers. This word, depending on the ontext, ould be an instane
of the sub-onept Hostages of the onept Persons of the ontology or it might
be an instane of the sub-onept Offenders of the same ontology onept (see
again Figure 8 for the ontology). It all depends on the ontext of the sentene
that this word appears in. For example, in the sentene:
The airplane was hijaked and its 159 passengers were kept as hostages.
the word passengers ought to be lassied as an instane of the Hostages on-
tology onept. In ontrast, in the following sentene:
Three of the airplane's passengers hijaked the airplane.
the same word, passengers, ought to be lassied as an instane of the Offenders
ontology onept. It ould be the ase that under some irumstanes the word
passengers did not represent an instane of any ontology onept at all, for the
spei topi, sine this word did not partiipate in any instane of the messages.
This is due to the fat that we have annotated only the instanes of the ontology
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onepts that partiipate in the messages' arguments. In fat, after studying
the annotated orpora, we realized that in many oasions textual elements
that instantiated an ontology onept in one ontext did not instantiate any
ontology onept in another ontext. Thus the task of the identiation and
lassiation of the instanes of the ontology's onepts, in this ase-study is
muh more omplex than the previous one. In order to solve this problem,
gazetteer lists are not enough for the present ase study; more sophistiated
methods ought to be used.
For this purpose we used Mahine Learning based tehniques. We opted in
using a asade of lassiers. More speially, this asade of lassiers onsists
of three levels. At the rst level we used a binary lassier whih determines
whether a textual element in the input text is an instane of an ontology onept
or not. At the seond level, the lassier takes the instanes of the ontology
onepts of the previous level and lassies them under the top-level ontology
onepts (suh as Person or Vehile). Finally at the third level we had a spei
lassier for eah top-level ontology onept, whih lassies the instanes in
their appropriate sub-onepts; for example, in the Person ontology onept
the speialized lassier lassies the instanes into Offender, Hostage, et.
For all the levels of this asade of lassiers we used the weka platform. More
speially we used three lassiers: Naïve Bayes, LogitBoost and SMO, varying
the input parameters of eah lassier. We will analyze eah level of the asade
separately.
After studying the annotated orpora, we saw that the textual elements that
represent instanes of ontology onepts ould onsist from one to several words.
Additionally, it might also be the ase that a textual element that represents
an instane in one ontext does not represent an instane in another ontext.
In order to identify whih textual elements represent instanes of ontology on-
epts, we reated a series of experiments whih took under onsideration the
andidate words and their ontext. We experimented using from one up to
ve tokens of the ontext, i.e. before and after the andidate textual elements.
The information we used were token types,
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part-of-speeh types, as well as
their ombination. After performing a tenfold ross-validation using the anno-
tated orpora, we found that the lassier whih yielded the best results was
LogitBoost with 150 boost iterations,using only the token types and a ontext
window of four tokens.
The next level in the asade of lassiers is the one that takes as input
the instanes of ontology onepts found from the binary lassier, and deter-
mines their top-level ontology onept (e.g. Person, Plae, Vehile). The
features that this lassier used for its vetors, during the training phase, were
the ontext of the words, as well as the words themselves. More speially
we reated a series of experiments whih took into onsideration one to up to
ve tokens before and after the textual elements, as well as the tokens whih
omprised the textual element. The features that we used were the token types,
the part-of-speeh types, and their ombination. The lassier that yielded the
best results, after performing a tenfold ross-validation, was LogitBoost with
100 boost iterations with a ontext of size one, and using as features the token
types and part-of-speeh types for eah token.
21
The types of the tokens denote whether a partiular token was an upperase or lowerase
word, a number, a date, a puntuation mark, et.
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The nal level of the asade of lassiers onsists of a speialized lassi-
er for eah top-level ontology onept, whih determines the sub-onepts in
whih the instanes, lassied at the previous level, belong. In this series of
experiments we took as input only the nouns that were ontained in eah tex-
tual element, disarding all the other tokens. The ombined results from the
asade of lassiers, after performing a tenfold ross-validation, are shown in
Table 9. The last olumn in that table, represents the lassier used in the third
level of the asade. The parameter I in the LogitBoost lassier represents the
boost yles. For oniseness we present only the evaluation results for eah
top-level ontology onept. The fat that the Person, Plae and Ativity
onepts sored better, in omparison to the Media and Vehile onepts, an
be attributed to the fat that we did not have many instanes for the last two
ategories to train the lassier.
Class Preision Reall F-Measure Classier
Person 75.63% 83.41% 79.33% SMO
Plae 64.45% 73.03% 68.48% LogitBoost (I=700)
Ativity 76.86% 71.80% 74.25% LogitBoost (I=150)
Vehile 55.00% 45.69% 49.92% Naïve Bayes
Media 63.71% 43.66% 51.82% LogitBoost (I=150)
Table 9: The ombined results of the asade of lassiers
Finally, we would like to note that apart from the above ve onepts, the on-
tology ontained three more onepts, whih had a very few instanes, making
it inappropriate to inlude those onepts into our Mahine Learning experi-
ments. The reason for this is that if we inluded those onepts in our Mahine
Learning experiments we would have the phenomenon of skewed lass distribu-
tions. Instead we opted in using heuristis for those ategories, during whih
we examined the ontext of several andidate words. The results are shown in
Table 10.
Ontology Conept Preision Reall F-Measure
Publi Institution 88.11% 91.75% 89.89%
Physial Condition 94.73% 92.30% 93.50%
Armament 98.11% 100% 99.04%
Table 10: Evaluation for the last three ontology onepts
6.2.3 Messages Extration
This stage onsists of three sub-stages. At the rst one we try to identify the
message types that exist in the input douments, while at the seond we try
to ll in the messages' arguments with the instanes of the ontology onepts
identied in the previous stage. The third sub-stage inludes the identiation
of the temporal expressions that might exist in the text, and the normalization
of the messages' referring time, in relation to the doument's publiation time.
Conerning the rst sub-stage, after studying the orpora we realized that
we had an one-to-one mapping from sentenes to message types, exatly as hap-
pened in the previous ase-study. We used again Mahine Learning tehniques
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to lassify sentenes to message types. We ommened our experiments by a
bag-of-words approah using, as in the previous ase-study, the ombination
of lexial and semanti features. As lexial features we used the words of the
sentenes, both stemmed and unstemmed; as semanti features we used the
number of the instanes of eah sub-onept that were found inside a sentene.
This resulted in a series of four experiments, in eah of whih we applied the
Naïve Bayes, LogitBoost and SMO algorithms of the weka platform. Unfortu-
nately, the results were not as satisfatory as in the previous ase study. The
algorithm that gave the best results was the SMO using both the semanti and
lexial features (as lexial features it used the unstemmed words of the sen-
tenes). The perentage of the message types that this algorithm managed to
orretly lassify were 50.01%, after performing a ten fold ross validation on
the input vetors. This prompted us to follow a dierent route for the message
type lassiation experiments.
The vetors that we reated, in this new set of Mahine Learning experi-
ments, inorporated again both lexial and semanti features. As lexial features
we now used only a xed number of verbs and nouns ourring in the sentenes.
Conerning the semanti features, we used two kinds of information. The rst
one was a numerial value representing the number of the top-level ontology
onepts (Person, Plae, et) that were found in the sentenes. Thus the re-
ated vetors had eight numerial slots, eah one representing one of the top-level
ontology onepts. Conerning the seond semanti feature, we used what we
have alled trigger words, whih are several lists of words, eah one trigger-
ing a partiular message type. Thus, we alloated six slots  the maximum
number of trigger words found in a sentene  eah one of whih represented
the message type that was triggered, if any. In order to perform our experi-
ments, we used the weka platform. The algorithms that we used were again
the Naïve Bayes, LogitBoost and SMO, varying their parameters during the
series of experiments that we performed. The best results were ahieved with
the LogitBoost algorithm, using 400 boost yles. More speially the number
of orretly lassied message types were 78.22%, after performing a ten-fold
ross-validation on the input vetors.
The seond sub-stage is the lling in of the messages' arguments. In order
to perform this stage we employed several domain-spei heuristis whih take
into aount the results from the previous stages. It is important to note here
that although we have an one-to-one mapping from sentenes to message types,
it does not neessarily mean that the arguments (i.e. the extrated instanes
of ontology onepts) of the messages will also be in the same sentene. There
may be ases where the arguments are found in neighboring sentenes. For that
reason, our heuristis use a window of two sentenes, before and after the one
under onsideration, in whih to searh for the arguments of the messages, if
they are not found in the original one. The total evaluation results from the
ombination of the two sub-stages of the messages extration stage are shown
in Table 11. As in the previous ases, we also used a tenfold ross-validation
proess for the evaluation of the Mahine Learning algorithms.
At this point we would like to disuss the results a little bit. Although in
the rst sub-stage, the lassiation of the sentenes into message types, we
had 78.22% of the sentenes orretly lassied, the results of Table 11 diverge
from that number. As we have noted earlier, the results of Table 11 ontain the
ombined results from the two sub-stages, i.e. the lassiation of the sentenes
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Preision : 42.96%
Reall : 35.91%
F-Measure : 39.12%
Table 11: Evaluation for the messages extration stage of the non-linearly evolv-
ing topi.
into message types as well as the lling in of the messages' arguments. The main
reason for the divergene then, seems to be the fat that the heuristis used in
the seond sub-stage did not perform quite as well as expeted. Additionally, we
would like to note that a known problem in the area of Information Extration
(IE) is the fat that although the various modules of an IE system might perform
quite well when used in isolation, their ombination in most of the ases yields
worst results from the expeted ones. This is a general problem in the area of
Information Extration, whih needs to be dealt with (Grishman 2005).
The last of the three sub-stages, in the messages extration stage, is the
identiation of the temporal expressions found in the sentenes whih ontain
the messages and alter their referring time, as well as the normalization of those
temporal expressions in relation to the publiation time of the doument whih
ontains the messages. For this sub-stage we adopted a module whih was
developed earlier (Stamatiou 2005). As was mentioned earlier in this paper,
the normalized temporal expressions alter the referring time of the messages, an
information whih we use during the extration of the Synhroni and Diahroni
Relations.
6.2.4 Relations Extration
The nal proessing stage in our arhiteture is the extration of the Synhroni
and Diahroni Relations. As in the previous ase-study, the implementation
of this stage is quite straightforward. All that is needed to be done is the
translation of the relations' speiations into an appropriate algorithm whih,
one applied to the extrated messages, will provide the relations that onnet
the messages, eetively thus reating the grid.
We implemented this stage in Java, reating a platform that takes as input
the extrated messages, inluding their arguments and the publiation and re-
ferring time. The result of this platform is the extration of the relations. Those
results are shown on Table 12. As we an see, although the F-Measures of the
messages extration stage and the relations extration stage are fairly similar,
their respetive preision and reall values diverge. This is mostly aused due to
the fat that small hanges in the arguments of the messages an yield dierent
relations, dereasing the preision value. The extrated relations, along with the
messages that those relations onnet, ompose the grid. In setion 7 we will
thoroughly present the relation of the grid with the typial stages of an NLG
omponent. In fat, we will show how the reation of the grid essentially onsti-
tutes the Doument Planning phase, whih is the rst out of three of a typial
NLG arhiteture (Reiter and Dale 2000). Additionally, in that setion we will
provide an example of the transformation of a grid into a textual summary.
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Preision : 30.66%
Reall : 49.12%
F-Measure : 37.76%
Table 12: Evaluation for the relations extration stage of the non-linearly evolv-
ing topi.
7 Generating Natural Language Summaries from
the Grid
In setion 3 we have given an overview of our methodology onerning the auto-
mati reation of summaries from evolving events. The results of its appliation
in two ase studies have been presented in setions 5 and 6. The ore of the
methodology addresses the issue of extrating the messages and the Synhroni
and Diahroni Relations from the input douments, reating thus a struture
we alled grid. Throughout this paper we have emphasized the fat that this
struture will be passed over to a generator for the reation of the nal do-
ument, i.e. summary. In this setion we would like to show more onretely
the onnetion between the grid, i.e. a set messages and some SDRs onnet-
ing them, with researh in Natural Language Generation. More speially,
we would like to show how a grid might be the rst part of the typial three
omponents of a generator.
Aording to Reiter and Dale (2000) the arhiteture of a Natural Language
Generation system is divided into the following three stages.
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1. Doument Planning. This stage is divided into two omponents:
(a) Content Determination. The ore of this stage is the determination
of what information should be inluded in the generated text. Essen-
tially, this proess involves the hoie or reation of a set of messages
(Reiter and Dale 1997, 2000) from the underlying soures.
(b) Content Struturing. The goal of this stage is the ordering of the
messages reated during the previous step, taking into aount the
ommuniative goals the to-be generated text is supposed to meet.
To this end messages are onneted with disourse relations. These
latter are generally gleaned from Rhetorial Struture Theory.
2. Miro-Planning. This element is omposed of the following three om-
ponents:
(a) Lexialization. This omponent involves the seletion of the words to
be used for the expression of the messages and relations.
(b) Aggregation. At this stage a deision is made onerning the level and
loation where a message is supposed to be inluded: in a same para-
graph, a sentene or at the lause level. Furthermore, unneessary
or redundant information is fatored out, eliminating thus repetition
and making the generated text run more smoothly. This omponent
takes also the relations holding between the messages into aount.
22
Rather than following Reiter and Dale's (1997) original terminology we will follow the
terms they used in Reiter and Dale (2000), as they seem to be more widely aepted.
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() Referring Expressions Generation. The goal of this stage is to de-
termine the information to be given (noun vs. pronoun) in order to
allow the reader to disriminate a given objet (the referent) from a
set of alternatives (a at vs the at vs it).
3. Surfae Generation. In this, nal, stage the atual paragraphs and
sentenes are reated aording to the speiations of the previous stage.
This is in fat the module where the knowledge about the grammar of the
target natural language is enoded.
Having provided a brief summary of the stages involved in a typial generator,
we would like now to proeed to show how the reation of the grid might in-
deed, together with the ommuniative goal, beome the starting point, i.e. the
doument planning, of an NLG system.
Aording to Reiter and Dale (1997), the main task of ontent determination
resides in the hoie of the entities, onepts and relations from the underlying
data-soures. One this is done, we need to struture them.
Having established the entities, onepts, and relations we need make use
of, we an then dene a set of messages whih impose struture over these
elements. (Reiter and Dale 2000, p 61)
The reader should be aware that the relations mentioned here are dierent
in nature from the rhetorial relations to be established during the ontent
struturing stage. This being said, let us now try to translate the above given
onepts with the ones of our own researh. The underlying data-soures, in
our ase, are the input douments from the various soures, desribing the evo-
lution of an event, whih we want to summarize. The entities and onepts
in our ase are dened in terms of the topi ontology, to be used later on as
arguments of the messages. Reiter and Dale's (2000) relations orrespond to
our message types. The struturing is idential in both ases. Hene we an on-
lude that the two strutures are essentially idential in nature. The reation
of the messages, whih onludes the ontent determination sub-stage, is per-
formed in our ase during the messages extration step of the implementation
phase.
The goal of ontent struturing, the next stage, is to impose some order on
the messages seleted during the ontent determination sub-stage, by taking
ommuniative goals into aount. This is usually ahieved by onneting the
messages via so alled disourse relations. It should be noted however that:
There is no onsensus in the researh literature on what spei
disourse relations should be used in an NLG system. (Reiter and
Dale 1997, p 74)
Nevertheless, aording to Reiter and Dale probably the most ommon set of
relations used to establish oherene and ahieve rhetorial goals, is the one
suggested by the Rhetorial Struture Theory of Mann and Thompson (1987,
1988), to whih they add that
[ . . . ℄ many developers modify this set to ater for idiosynrasies
of their partiular domain and genre.
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The above are, in fat, fully in line with our deision to onnet the reated
messages not with any onventional, a priori set of disourse relations, but
rather with what we have alled Synhroni and Diahroni Relations,
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the
latter providing in essene an ordering of the messages sattered throughout
the various input douments. Hene we an say, that this omponent fulls the
same funtion as the ontent struturing omponent of the doument planning
of the Reiter and Dale model, as it onnets messages with SDRs.
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Figure 11: A tiny exerpt of the reated grid for the non-linearly evolving topi.
The messages m1m5 orrespond to sentenes s1s5 of Table 13. A: Agreement,
C: Continuation, P.E.: Positive Evolution.
From the previous analysis we have onluded that the reation of the grid,
i.e. the identiation of messages and their onnetion with SDRs, onstitutes
in essene the rst stage of a Natural Language Generation system. Now we
would like to show how suh a grid an be transformed into a text summary.
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While the SDRs are by no means a modied set of RST relations, they were ertainly
inspired by them. In setion 8 we will see their respetive similarities and dierenes, as well
as where preisely SDRs provide some improvements over RST relations.
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Sentene
s1 Aording to oials, the negotiations between the hijakers and the
negotiating team have started, and they fous on letting free the hil-
dren from the bus.
s2 At the time of writing, the negotiations between the hijakers and the
negotiating team, for the freeing of the hildren from the bus, ontinue.
s3 The negotiating team managed to onvine the hijakers to let free the
hildren from the bus.
s4 The negotiating team arrived at 12:00 and negotiates with the hijakers
for the freeing of the hildren from the bus.
s5 An hour ago the hildren were freed from the bus by the hijakers.
Message
m1 negotiate ("negotiating team", "hijakers", "free")
|m1|
soure
= A; |m1|
pub_time
= 199907151200;
|m1|
ref_time
= 199907151200
m2 negotiate ("negotiating team", "hijakers", "free")
|m2|
soure
= A; |m2|
pub_time
= 199907151400;
|m2|
ref_time
= 199907151400
m3 free ("hijakers", "hildren", "bus")
|m1|
soure
= A; |m1|
pub_time
= 199907151800;
|m1|
ref_time
= 199907151800
m4 negotiate ("negotiating team", "hijakers", "free")
|m1|
soure
= A; |m1|
pub_time
= 199907151700;
|m1|
ref_time
= 199907151200
m5 free ("hijakers", "hildren", "bus")
|m1|
soure
= A; |m1|
pub_time
= 199907151900;
|m1|
ref_time
= 199907151800
Table 13: The orresponding sentenes and message instanes of the m1m5 of
Figure 11.
In Figure 11 we provide an exerpt from the automatially built grid, of a bus
hijaking event, whih was thoroughly examined in setion 6.
Eah retangle represents a doument annotated with information onern-
ing the soure and time of publiation of the doument. In this small exerpt
of the grid we depit one message per soure. The messages orrespond to the
sentenes of Table 13. They are onneted with the Synhroni and Diahroni
relations as shown in Figure 11. Note that in order to establish a Synhroni
relation between two messages referene time is taken into aount rather than
the time of publiation of the messages. The messages for whih we have a
dierent referene time, as opposed to their publiation time, are m4 and m5.
This is marked expliitly by the temporal expressions at 12:00 and an hour
ago in sentene s4 and s5. Thus the messages m4, m5 and m1, m3 are on-
neted respetively via the Synhroni relation Agreement as: (1) they belong
to dierent soures, (2) they have the same referene time, and (3) their argu-
ments full the onstraints presented in Figure 10. A similar syllogism applies
for the Diahroni relations. Hene, the messages m1 and m3 are onneted via
a Positive Evolution Diahroni relation beause: (1) they belong to the same
soure, (2) they have dierent referene times, and (3) their arguments full
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the onstraints presented in Figure 10. One suh a grid is passed to the NLG
omponent, it may lead to the following output, i.e. summary.
Aording to all soures, the negotiations between the hijakers and
the negotiating team, for the freeing of the hildren, started at 12:00.
The ontinuous negotiations resulted in a positive outome at 18:00
when the hijakers let free the hildren.
8 Related Work
In this paper we have presented a methodology whih aims at the automati
reation of summaries from evolving events, i.e. events whih evolve over time
and whih are being desribed by more than one soure. Of ourse, we are not
the rst ones to inorporate diretly, or indiretly, the notion of time in our
approah of summarization. For example, Lehnert (1981), attempts to provide
a theory for what she alls narrative summarization. Her approah is based on
the notion of plot units, whih onnet mental states with various relations,
likely to be ombined into highly omplex patterns. This approah applies for
single douments. Bear in mind though that the author does not provide any
implementation of her theory. More reently, Mani (2004) attempts to revive
this theory, although, again we lak a onrete implementation validating the
approah.
From a dierent viewpoint, Allan et al. (2001) attempt what they all tem-
poral summarization. In order to ahieve this goal, they start from the results
of a Topi Detetion and Traking system for an event, and order sentenes
hronologially, regardless of their origin, reating thus a stream of sentenes.
Then they apply two statistial measures, usefulness and novelty, to eah or-
dered sentene. The aim being the extration of sentenes whose sore is above
a given threshold. Unfortunately, the authors do not take into aount the do-
ument soures, and they do not onsider the evolution of the events; instead
they try to apture novel information. Atually, what Allan et al. (2001) do is
to reate an extrative summary, whereas we aim at the reation of abstrative
summaries.
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As mentioned already, our work requires some domain knowledge, aquired
during the so alled topi analysis phase, whih is expressed onjointly via
the ontology, and the speiation of messages and relations. One suh system
based on domain knowledge is summons (Radev and MKeown 1998; Radev
1999). The main domain spei knowledge of this system omes from the
speiations of the MUC onferenes. summons takes as input several MUC
templates and, having applied a series of operators, it tries to reate a baseline
summary, whih is then enhaned by various named entity desriptions ol-
leted from the Internet. Of ourse, one ould argue that the operators used by
summons resemble our SDRs. However, this resemblane is only superial, as
our relations are divided into Synhroni and Diahroni ones, thus reporting
similarities and dierenes in two opposing diretions.
Conerning the use of relations, there have been several attempts in the past
to try to inorporate them, in one form or another, in summary reation. Salton
24
Conerning the dierene between these two kind of summaries see Afantenos et al. (2005a,
p 160).
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et al. (1997), for example, try to extrat paragraphs from a single doument by
representing them as vetors and assigning a relation between the vetors if their
similarity exeeds a ertain threshold. They present then various heuristis for
the extration of the best paragraphs.
Finally, Radev (2000) proposed the Cross-doument Struture Theory (CST)
taking into aount 24 domain independent relations existing between various
text units aross douments. In a later paper Zhang et al. (2002) redue the set
to 17 relations and perform some experiments with human judges. These exper-
iments produe various interesting results. For example, human judges annotate
only sentenes, ignoring ompletely any other textual unit (phrases, paragraphs,
douments) suggested by the theory. Also, the agreement between judges on-
erning the type of relation holding between two onneted sentenes is rather
small. Nevertheless, Zhang et al. (2003) and Zhang and Radev (2004) ontinued
to explore these issues by using Mahine Learning algorithms to identify ross-
doument relations. They used the Boosting algorithm and the F-measure for
evaluation. The results for six lasses of relation, vary from 5.13% to 43.24%.
However, they do not provide any results for the other 11 relations.
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Conern-
ing the relations we should note, that, while a general pool of ross-doument
relations might exist, we believe that, in ontrast to Radev (2000), they are
domain dependent, as one an hoose from this pool the appropriate subset
of relations for the domain under onsideration, possibly enhaning them with
ompletely domain spei relations to suit one's own needs. Another signif-
iant dierene from our work, is that we try to reate summaries that show
not only the evolution of an event, but also the similarities or dierenes of the
soures during the event's evolution.
Another kind of related work that we would like to disuss here is the Rhetorial
Struture Theory (RST). Although RST has not been developed with automati
text summarization in mind, it has been used by Maru (1997, 2000) for the
reation of extrative single-doument summaries. In this setion we will not
disuss Maru's work sine it onerns the reation of summaries from single
douments.
26
Instead, in the following we will attempt a omparison of our
approah with RST, speifying their respetive similarities and dierenes, as
well as the points where our approah presents an innovation with regard to
RST. We would like though to issue a warning to the reader that, even if we
laim that our approah extends the Rhetorial Struture Theory, we are fully
aware of our intelletual debts towards the authors of RST. The innovations
we are laiming here are somehow linked to the spei ontext of summarizing
evolving events. In fat, the deisions we have made have reently found a kind
of assent by one of the reators of RST in a paper entitled Rhetorial Struture
Theory: Looking Bak and Moving Ahead (Taboada and Mann 2006). What
we mean by this is that what the authors provide as innovations to be onsidered
in the future of RST, have, in a sense, been implemented by us, be it though in
the ontext of the text summarization of evolving events. This being said, let
us proeed with a brief desription of RST and the similarities, dierenes and
25
By ontrast, in our work the F-Measure for all the relations, is 54.42% and 37.76%
respetively for the topis of the football mathes and the terrorist inidents involving hostages.
26
The interested reader should take a look at his works (e.g. Maru 1997, 2000, 2001). For
a omparison of this and other related works you may onsider taking a look at Mani (2001)
or Afantenos et al. (2005a).
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innovations of our work.
Rhetorial Struture Theory has been introdued by Mann and Thompson
(1987, 1988). It was originally developed to address the issue of text planning,
or text struturing in NLG, as well as to provide a more general theory of how
oherene in texts is ahieved (Taboada and Mann 2006). This theory made use
of a ertain number of relations, whih arried semanti information. Examples
of suh relations are Contrast, Conession, Condition, et. The initially pro-
posed set ontained 24 relations (Mann and Thompson 1988); today we have
30 relations (Taboada and Mann 2006). Eah relation holds between two or
more segments, units of analysis, generally lauses. The units, shemata, are
divided into nulei and satellites, depending on their relative importane. Only
the most prominent part, the nuleus, is obligatory. Relations an hold not only
between nulei or satellites but also between any of them and an entire shema
(a unit omposed of a nuleus and a satellite), hene, potentially we have a tree.
As mentioned already, RST was developed, with the goal of Natural Lan-
guage Generation: It was intended for a partiular kind of use, to guide om-
putational text generation (Taboada and Mann 2006, p 425). In fat, this is
also what we had in mind, when we developed our approah. As explained in
setion 3.1.2, our notion of messages was inspired by the very same notion used
in the domain of NLG. In addition, our messages are onneted with Synhroni
and Diahroni Relations, forming thus what we have alled a grid, that is a
struture to be handed over to the surfae generation omponent of an NLG
system in order to reate the nal summary.
The point just made is one of similarity between the two approahes. Let
us now take a look at a point where we believe to be innovative. As mentioned
already, RST relations hold generally between lauses.
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As Taboada and Mann
(2006) write, hoosing the lause as the unit of analysis works well in many o-
asions; but they onede that oasionally, this has some drawbaks. Atually
they write (p 430) that:
We do not believe that one unit division method will be right for everyone;
we enourage innovation.
This is preisely the point where we are innovative. Our units of analysis are
not lauses, or any other textual element, rather we have opted for messages as
the units of analysis, whih, as mentioned in setion 3.1.2, impose a struture
over the entities found in the input text.
While the units of analysis in RST are divided into nulei and satellites, our
units of analysis  messages  do not have suh a division. This is indeed a
point where RST and our approah dier radially. In RST nulei are supposed
to represent more prominent information, ompared to satellites. In our own
approah this is remedied through the use of a query (see setion 3) from the
user. What we mean by this is that we do not a priory label the units of analysis
in terms of relative importane, instead we let the user do this. In a sense, we
determine prominene via a query, whih is then thoroughly analyzed by our
system, so that it will then be mapped to the messages, and aordingly to the
SDRs that onnet them, and desribe best the query.
Let us now say a few words onerning the taxonomy of relations. As ex-
plained in setion 4 we divide our relations into Synhroni and Diahroni
27
And, of ourse, between spans of units of analysis.
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relations. In addition we assume that these relations are domain-dependant, in
the sense that we have to dene SDRs for eah new topi. While a stable set of
topi independent SDRs might exist, we do not make suh a laim. By ontrast,
RST relations are domain independent. The initial set of RST relations had a
ardinality of 24, with 6 more relations added more reently, whih leaves us
with 30 RST relations. This set is onsidered by many researhers, though not
by all, as a xed set. Yet, this is not what was intended by the developers of
Rhetorial Struture Theory. As pointed out by Mann and Thompson (1988,
p 256): no single taxonomy seems suitable, whih enourages our deision to
have topi sensitive SDRs, that is, SDRs being dened for eah new topi, in
order to full the needs of eah topi. In fat, Taboada and Mann (2006, p 438)
laim that:
There may never be a single all-purpose hierarhy of dened relations,
agreed upon by all. But reating hierarhies that support partiular teh-
nial purposes seems to be an eetive researh strategy.
whih somehow supports our deisions to introdue topi sensitive SDRs.
Another point where RST seems to hold similar views as we do, is the se-
mantis of the relations. In both ases, relations are supposed to arry semanti
information. In our approah this information will be exploited later on by the
generator for the reation of the nal summary, whereas in RST it is supposed
to show the oherene of the underlying text and to present the authors' in-
tentions, failitating thus the automati generation of text. While the relations
arry semanti information in both ases, in RST they were meant above all to
apture the authors' intentions. We do not make suh a laim.
A nal, probably minor point in whih the two approahes dier is the
resulting graph. In RST the relations form a tree, whilst in our theory the
relations form a direted ayli graph. This graph, whose messages are the
verties and the relations the edges, forms basially what we have alled the
grid, that is the struture to be handed down to the NLG omponent.
9 Conlusions and Future Work
In this paper we have presented a novel approah onerning the summarization
of multiple douments dealing with evolving events. One point we foused
partiularly on was the automati detetion of the Synhroni and Diahroni
Relations. As far as we know, this problem has never been studied before.
The losest attempt we are aware of is Allan et al.'s (2001) work, who reate
what they all temporal summaries. Nevertheless, as explained in setion 8,
this work does not take into aount the event's evolution. Additionally, they
are in essene agnosti in relation to the soure of the douments, sine they
onatenate all the douments, irrespetive of soure, into one big doument in
whih they apply their statistial measures.
In order to takle the problem of summarizing evolving events, we have
introdued the notions of messages and Synhroni and Diahroni Relations
(SDRs). Messages impose a struture over the instanes of the ontology onepts
found in the input texts. They are the units of analysis for whih the SDRs hold.
Synhroni relations hold between messages from dierent soures with idential
referene time, whilst Diahroni relations hold between messages from the same
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soure with dierent referene times. In setion 2 we provided denitions for
the notions of topi, event and ativities, borrowing from the terminology of
Topi Detetion and Traking researh. We also drew a distintion onerning
the evolution of the events, dividing them into linear and non-linear events.
In addition, we made a distintion onerning the report emission rate of the
various soures, dividing them into synhronous and asynhronous emissions.
We also provided a formal framework to aount for the notions of linearity
and synhroniity. Finally, we have shown how these distintions aet the
identiation of the Synhroni and Diahroni Relations.
In setion 3 we have presented our methodology behind the implementation
of a system that extrats Synhroni and Diahroni Relations from desrip-
tions of evolving events. This methodology is omposed of two phases: the
topi analysis phase and the implementation phase, presented in the subse-
tions 3.1 and 3.2 respetively. In setions 5 and 6 we desribed two ase-studies
for a linearly and non-linearly evolving topi, whih implement the proposed
methodology. While the results are promising in both ases, there is ertainly
room for improvement for ertain omponents. The tools inorporated for the
implementation inlude the weka platform for the training of the Mahine
Learning algorithms, as well as the ellogon platform used for the annotation
stage of the topi analysis phase and the development of the module used in the
extration of the messages.
In setion 7 we have shown how the reation of the grid, i.e. the extration
of the messages and their onnetion via Synhroni and Diahroni Relations,
forms essentially the Doument Planning stage, i.e. the rst out of the three
stages of a typial NLG system (Reiter and Dale 2000). Finally, in setion 8 we
have presented related works, emphasizing the relationship between Rhetorial
Struture Theory and our approah. We have shown the respetive similari-
ties and dierenes between the two, highlighting the innovative aspets of our
approah. These innovations are in line with what one of the reators of RST
presents as one the points that ought to be onsidered for the future of RST in a
reent paper entitled Rhetorial Struture Theory: Looking Bak and Moving
Ahead (Taboada and Mann 2006). Again, we would like though to emphasize
that, while ertain parts of our approah have been inspired by RST, the ap-
proah as a whole should not be onsidered as an attempt of improvement of
RST. In a similar vein, our innovations, should not be onsidered as an exten-
sion of RST. Instead it should merely be viewed as a new kind of methodology
to takle the problem of summarization of evolving events, via Synhroni and
Diahroni Relations.
As mentioned in setion 3 we have presented a general arhiteture of a system
whih implements the proposed approah. The implementation of the NLG sub-
system has not been ompleted yet. The Miro-Planning and Surfae Genera-
tion stages are still under development. The ompletion of the NLG omponent
is an essential aspet of our urrent work. Even if the results of the entities-,
message-, and relation-extration omponents  whih are part of the summa-
rization ore  yield quite satisfatory results, we need to qualitatively evaluate
our summaries. Yet, this will only be possible one the nal textual summaries
are reated, and this requires the ompletion of the NLG omponent.
As shown in the evaluation of the system's omponents, the results on-
erning the summarization ore are quite promising. Obviously, there is still
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room for improvement. The omponent that seems to need most urgent onsid-
eration is the arguments lling omponent. Up to now we are using heuristis
whih take into aount the sentenes' message types, returned by the dediated
lassier, as well as the extrated entities, resulting from the various lassiers
used (see setion 6.2.2). This method does seem to be brittle, hene additional
methods might be needed to takle this problem. One idea would be to study
various Mahine Learning methods taking into aount previously annotated
messages, i.e. message types and their arguments. Another module needing
improvement is the entity-extration omponent, espeially the rst lassier
(the binary lassier) of the asade of lassiers presented.
Conerning the summarization ore, as we have shown in the evaluation of
the several omponents inluded in this system, the results are promising. Yet,
there is still room for improvement. The omponent that seems to need an
immediate onsideration is the arguments lling one. Up till now we are using
heuristis whih take into onsideration the message type of the sentene, as
returned by the dediated lassier, as well as the extrated entities, whih are
in turn the result of the various lassiers used (see setion 6.2.2). This method
does not seem to perform perfetly, whih means that additional methods should
be onsidered in order to takle that problem. An idea would be the investi-
gation of various Mahine Learning methods whih would take into aount
previously annotated messages, i.e. message types with their arguments. An
additional module that needs improvement is the entities extration omponent,
espeially the rst lassier (the binary lassier) in the asade of lassiers
that we have presented.
An additional point that we would like to make onerns the nature of mes-
sages and the redution of the human labor involved in the provision of their
speiations. As it happens, the message types that we have provided for the
two ase studies, rely heavily on either verbs or verbalized nouns. This implies
that message types ould be dened automatially based mostly on statistis
on verbs and verbalized nouns. Conerning their arguments, we ould take into
aount the types of the entities that exist in their near viinities. This is an
issue that we are urrently working on. Another promising path for future re-
searh might be the inlusion of the notion of messages, and possibly the notion
of Synhroni and Diahroni Relations, into the topi ontology.
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