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Resumen
Este trabajo es parte del proyecto europeo ARCAS
en el que uno de los objetivos es la construccio´n de
infraestructuras mediante equipos de robots ae´reos
equipados con brazos manipuladores. Dentro de es-
te contexto supone un gran reto la planificacio´n
de caminos para un robot que se puede mover en
tres dimensiones provisto de un brazo robo´tico con
mu´ltiples grados de libertad. La dificultad del pro-
blema de planificacio´n asociado escapa al alcan-
ce de los me´todos deterministas cla´sicos. Por ese
motivo, este trabajo se centra en los algoritmos de
planificacio´n basados en muestreo. En particular
se comparan los resultados de dichos planificado-
res en el entorno industrial complejo considera-
do en el proyecto. En primer lugar se evalu´a la
mejora que se consigue mediante la inclusio´n de
funciones de coste para el robot ae´reo sin el ma-
nipulador. Finalmente se compara una bater´ıa de
planificadores basados en muestreo para el siste-
ma completo compuesto por el robot ae´reo con el
manipulador.
Palabras clave: Planificacio´n de caminos, plani-
ficadores basados en muestreo, robo´tica ae´rea.
1. INTRODUCCIO´N Y ESTADO
DEL ARTE
El trabajo presentado en este art´ıculo es parte del
proyecto europeo ARCAS financiado por la Comi-
sio´n Europea. En este proyecto se han desarrolla-
do los primeros robots manipuladores ae´reos (he-
lico´pteros y multi-rotores) del mundo con brazos
robo´ticos de 6 y 7 grados de libertad. Uno de los
objetivos del proyecto es la construccio´n de in-
fraestructuras mediante equipos de robots ae´reos
equipados con dichos brazos manipuladores. El in-
tere´s pra´ctico de estos sistemas se encuentra en
situaciones en las que las tareas de manipulacio´n
se deben llevar a cabo en lugares de dif´ıcil acceso
por medios convencionales (ver figura 1). Dentro
de este contexto supone un gran reto la planifica-
cio´n de caminos para un robot que se puede mover
en tres dimensiones, provisto de un brazo robo´tico
con mu´ltiples grados de libertad.
Figura 1: Dos robots ae´reos equipados con bra-
zos LWR del fabricante KUKA manipulando una
barra con destreza para su colocacio´n en una in-
fraestructura dan˜ada en un lugar de dif´ıcil acceso.
Existen multitud de estrategias de planificacio´n de
caminos publicadas en la literatura [3, 12]. Los al-
goritmos basados en muestreo han adquirido una
gran importancia en los u´ltimos an˜os. En parti-
cular los planificadores de camino probabil´ısticos
se basan en la generacio´n aleatoria de los esta-
dos para calcular el camino, mediante el muestreo
del espacio de configuracio´n. Esto permite a di-
chos planificadores abordar problemas complejos
con muchos grados de libertad manteniendo tiem-
pos de ca´lculo bajos [3].
La idea fundamental de los planificadores basados
en muestreo es la de aproximar la conectividad del
espacio de configuraciones mediante una estructu-
ra de grafos. El espacio a explorar es muestreado,
generando estados que formara´n los ve´rtices de di-
cho grafo. Las l´ıneas que unen los ve´rtices del grafo
denotan segmentos de camino va´lidos. Planifica-
dores basados muestreo no garantizan encontrar
una solucio´n, si es que existe, y esta es una pro-
piedad que es referida como exhaustividad. Los
planificadores basados en muestreo aseguran una
nocio´n ma´s de´bil denominada exhaustividad pro-
babil´ıstica: la solucio´n sera´ encontrada, si es que
existe, si se da el tiempo de ejecucio´n suficiente al
algoritmo, el cual puede ser infinito.
Algunos de los planificadores basados en muestreo
[15] ma´s extendidos y que se comparara´n poste-
riormente son:
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Rapidly-exploring Random Trees
(RRT): Se generan estados aleatorios,
qrand, en el espacio de estado, tras ello, se
encuentra el estado del a´rbol ma´s cercano,
qnearest al generado aleatoriamente y se
expande el a´rbol desde qc hacia qrand, hasta
que el estado qnew es alcanzado, siendo dicho
estado qnew an˜adido al a´rbol de exploracio´n
[10].
Probabilistic Roadmap Method
(PRM): Se construye una hoja de ruta
generando los estados de forma aleatoria,
reduciendo considerablemente el tiempo de
ca´lculo. El movimiento que conecta dos
estados dados se reduce a una bu´squeda
discreta (por ejemplo usando A* o Dijkstra)
en la hoja de ruta [8].
Expansive Space Trees (EST): Planifica-
dor con estructura de a´rbol que trata de de-
tectar regiones menos exploradas descompo-
niendo el espacio en a´reas de visibilidad. El
planificador construye dos a´rboles, uno des-
de la configuracio´n inicial y el otro desde la
configuracio´n final, los cuales ira´n creciendo
hasta que la regio´n de visibilidad de un a´rbol
intersecte con la del otro [4].
Single-query Bi-directional Lazy colli-
sion checking planner (SBL): Versio´n bi-
direccional de EST con una estrategia de
comprobacio´n de colisiones “lazy”, lo que sig-
nifica que se pospone la comprobacio´n de co-
lisiones hasta la obtencio´n de un camino para
comprobar si es va´lido [13].
Kinematic Planning by Interior-
exterior Cell exploration (KPIECE):
Planificador con estructura de a´rbol que
usa una discretizacio´n basada en celdas a
mu´ltiples niveles para estimar la cobertura
del espacio de estado. La estimacio´n de la
cobertura ayuda al planificador a detectar
a´reas menos exploradas del espacio de es-
tados. Esta espec´ıficamente disen˜ado para
sistemas con dina´micas complejas, donde es
necesario una simulacio´n basada en la f´ısica
[14].
Path-Directed Subdivision Trees
(PDST): Se basa en un a´rbol que intenta
detectar la zona menos explorada del espacio
a trave´s del uso de una particio´n binaria
de una proyeccio´n del espacio de estado.
Esta exploracio´n esta´ sesgada hacia ce´lulas
grandes con pocos segmentos. A diferencia
de la mayor´ıa de los planificadores basados
en a´rboles que se expanden desde el punto
final aleatoriamente seleccionado de un
segmento del camino, PDST expande desde
un punto seleccionado al azar a lo largo de un
segmento del camino seleccionado de forma
determinista [9].
En los ultimos an˜os se han empezado a emplear di-
chos algoritmos de planificacion en el contexto de
la manipulacion con robots aereos [2, 11]. En este
art´ıculo se comparan mediante simulacio´n los re-
sultados de dichos planificadores en el entorno in-
dustrial complejo considerado en el proyecto AR-
CAS. El entorno de simulacion empleado se basa
en la Open Motion Planning Library (OMPL) [15]
(Open Motion Planning Library). En la seccio´n 2
se describen los algoritmos basados en funciones
de coste que han sido implementados. A continua-
cio´n, en la seccio´n 3, se compara una bater´ıa de
planificadores basados en muestreo para el robot
ae´reo independiente y para el sistema completo
compuesto con el robot ae´reo con el manipulador.
Finalmente la seccio´n 4 presenta algunas conclu-
siones y l´ıneas de desarrollo futuras.
2. PLANIFICACIO´N DE
CAMINOS CON FUNCIONES
DE COSTE
A pesar de que los algoritmos basados en mues-
treo pueden calcular una solucio´n a un problema
complejo a un coste computacional relativamente
bajo, dicha solucio´n puede estar bastante alejada
del o´ptimo. En muchas aplicaciones obtener una
de las muchas posibles soluciones de un problema
no es suficiente, ya que puede ser necesario consi-
derar factores como la distancia a los obsta´culos
circundantes, la longitud del camino a recorrer,
las a´reas de cobertura, etc. Si estos factores no se
tienen en cuenta en la generacio´n del camino, las
soluciones pueden ser poco eficientes o incluso no
va´lidas.
Para este tipo de problemas deberemos de tener
en cuenta un objetivo de planificacio´n en el ge-
nerador de caminos para obtener una solucio´n lo
ma´s cercana posible a la o´ptima. El camino o´pti-
mo estara´ determinado por una funcio´n de coste
que traducira´ el objetivo que se desea maximizar
en un mapa de costes en el espacio de configu-
raciones tal y como se ilustra en la figura 2. A
continuacio´n se explican dos de los algoritmos de
planificacio´n basados en funciones de coste ma´s
conocidos.
2.1. Algoritmo RRT*
El algoritmo RRT* [7] es una variante del algorit-
mo RRT con algunas diferencias que le permiten
el uso de funciones de coste. El algoritmo 1 mues-
tra el pseudoco´digo del mismo en el que se observa
Figura 2: Representacio´n de un mapa de coste de
un algoritmo Transition-based RRT (T-RRT) en
2D (la elevacio´n representa el coste)
que genera estados aleatorios y, de ser va´lidos, se
an˜ade el nuevo estado al conjunto de ve´rtices exis-
tente conectando con el ma´s cercano. La primera
diferencia entre ambos algoritmos es la conexio´n
del nuevo ve´rtice. En lugar de conectar con el nodo
ma´s cercano, primero se obtienen los nodos cerca-
nos al nuevo estado utilizando la fo´rmula emplea-
da en el algoritmo 1 en la l´ınea 7. Tras ello se
calcula cual de dichos nodos minimiza el coste del
camino hasta el nuevo estado. El coste de un nodo
consiste en el coste del nodo anterior (o nodo pa-
dre) ma´s el coste que supone el paso entre ambos
nodos. El coste del nodo inicial ser´ıa cero. De esta
forma la expansio´n del a´rbol tendera´ a zonas con
un menor coste, mejorando la calidad del camino.
La segunda diferencia consiste en la reconexio´n de
los nodos cercanos con cada nuevo estado que se
an˜ade. Cuando un nuevo ve´rtice es conectado al
a´rbol, se comprueba si el coste para alcanzar los
nodos cercanos mencionados es menor a trave´s del
nuevo estado que por medio de sus nodos padre.
De ser as´ı se conecta, tal como vemos en la fi-
gura 4, el nuevo estado con los estados cercanos
que cumplen dicho criterio, eliminando el antiguo
v´ınculo entre estos nodos y sus antiguos nodos pa-
dre de cara a preservar la estructura del a´rbol. Es-
tas diferencias le otorgan al a´rbol de estados del
algoritmo RRT* su caracter´ıstico aspecto que po-
demos observar en la figura 3.
2.2. Algoritmo T-RRT
El algoritmo T-RRT se vale del mapa de coste pa-
ra la tarea de aceptar o rechazar nuevos estados[5]
y su pseudoco´digo se muestra en el algoritmo 2. La
te´cnica usada para evaluar la calidad del camino
se basa en el criterio de trabajo mı´nimo, Minimal
Work (MW), el cual es una alternativa al cla´sico
criterio de Integral de Coste (IC). La diferencia
principal entre estos dos me´todos es que IC trata
de minimizar el coste total del camino, mientras
Algoritmo 1 Algoritmo RRT*
1: V ←− xinit; e←− ∅;
2: for i = 1,...,n do
3: qrand ←− SampleFreei;
4: qnearest ←− Nearest(G = (V ,e), qrand);
5: qnew ←− Steer(qnearest,qrand);
6: if ObstacleFree(qnearest,xnew) then
7: Qnear ←− Near(G = (V, e), qnew,
mı´n γRRT∗(
log(card(V ))
c ard(V ))
1
d ,eta);
8: V ←− V ∪ qnew;
9: qmin ←− qnearest; cmin ←−
Cost(qnearest) + c(Line(qnearest, qnew));
10: for each qnear ∈ Qnear do
11: if CollisionFree(qnear,qnew) ∧
Cost(qnear) + c(Line(qnear,qnew)) < cmin
then
12: qmin ←− qnearest; cmin ←−
Cost(qnearest) + c(Line(qnearest, qnew));
13: end if
14: end for
15: e←− e∪ (qmin;qnew);
16: for each qnear ∈ Qnear do
17: if CollisionFree(qnear,qnew) ∧
Cost(qnew) + c(Line(qnear,qnew)) <
Cost(qnear) then
18: qparent ←− Parent(qnear);
19: end if
20: end for
21: e←− (e\qparent,qnear)∪(qnew;qnear);
22: end if
23: end for
24: return G = (V ,e);
Figura 3: Camino obtenido con algoritmo RRT*
(a) (b)
(c) (d)
Figura 4: Generacio´n de un nuevo estado en el
algoritmo RRT*
(a) Camino segu´n MW (b) Camino segu´n IC
Figura 5: Problema con barrera de alto coste
que MW minimiza las variaciones de coste entre
estados. Una de las mayores ventajas del crite-
rio MW frente al IC es la reduccio´n de los ma´xi-
mos locales; es decir, evitar variaciones abruptas
en el mapa de coste, lo cual resulta muy impor-
tante en diversas aplicaciones. Dicha diferencia se
puede apreciar en la figura 5 en la que la IC es
mı´nima a costa de atravesar un ma´ximo local no
deseado.
Algoritmo 2 Algoritmo T-RRT
1: T ←− InitTree(qinit);
2: while not StopCondition(T ,qgoal) do
3: qrand ←− SampleConf(mathcalC);
4: qnear ←− NearestNeighbor(qrand,T );
5: qnew ←− extend(T ,qnearest,qrand);
6: if qnew 6= NULL AND
TransitionTest(c(qnear),c(qnew),dnear−new)
AND MinexpandControl(T ,qnear,qrand)
then
7: AddNewNode(T ,qnew);
8: AddNewNode(T ,qnear ,qnew);
9: end if
10: end while
11: return G = (V ,e);
Para la exploracio´n del mapa y la validacio´n de los
nuevos estados se usan dos funciones en la l´ınea 6
del algoritmo 2. Estas funciones se describen en
los algoritmos 3 y 4, y se explican a continuacio´n.
2.2.1. Funcio´n de transicio´n
Esta funcio´n es la encargada de rechazar estados
con un elevado gradiente del coste. Para ello, la
ecuacio´n que podemos ver en la l´ınea 8 del algo-
ritmo 3 asigna una probabilidad a dicho gradiente,
siendo menor cuanto mayor sea dicha diferencia de
coste.
Algoritmo 3 Funcio´n TransitionTest(ci,cj ,dij)
1: nFail = GetCurrentNFail();
2: if cj > cmax then
3: return False;
4: end if
5: if cj < ci then
6: return True;
7: end if
8: p = exp(
− (cj−ci)dij
K·Temp );
9: if Rand(0,1) ¡p then
10: Temp = Tempα ;
11: nFail = 0;
12: return True;
13: else
14: if nFail > nFailmax then
15: Temp = Temp · α;
16: nFail = 0;
17: else
18: nFail = nFail + 1;
19: end if
20: return False;
21: end if
A continuacio´n se explican algunos de los para´me-
tros de la misma:
p simboliza la probabilidad de aceptacio´n del
nuevo estado.
(cj − ci)/d es la rampa del coste.
K es una constante para normalizar la ecua-
cio´n.
Temp permite la auto-regulacio´n del algorit-
mo. Un valor alto de este para´metro permite
subir abruptas rampas de coste, mientras que
un valor ma´s pequen˜o mantiene los nuevos es-
tados en a´reas ma´s llanas.
No´tese la capacidad de auto-regulacio´n del algo-
ritmo. Al subir pendientes en el mapa de coste,
Temp baja para disminuir la probabilidad de que
dichos estados sean aceptados evitando caminos
menos o´ptimos. Por contra, cuando el nu´mero de
fallos alcance un ma´ximo, Temp se incrementa y
esto permite al algoritmo salir de mı´nimos locales
o valles.
2.2.2. Control de expansio´n
Esta funcio´n del algoritmo tiene el propo´sito de
mantener una relacio´n mı´nima de expansio´n del
planificador. Esto se consigue rechazando los es-
tados en zonas ya exploradas, llamados nodos de
refinamiento, de cara a incrementar el nu´mero de
nuevos estados en la frontera (nodos de explora-
cio´n).
Algoritmo 4 MinexpandControl(T ,qnear,qrand)
1: if Distance(qnear,qrand) > δ then
2: UpdateNbNodeTree(T );
3: return True;
4: else
5: if NbRefineNodeTree(T )+1NbNodeTree(T )+1 > ρ then
6: return False;
7: else
8: UpdateNbRefineNodeTree(T );
9: UpdateNbNodeTree(T );
10: return True;
11: end if
12: end if
3. COMPARATIVA DE
TE´CNICAS BASADAS EN
MUESTREO PARA EL
ROBOT AE´REO CON EL
BRAZO MANIPULADOR
Para el estudio de los algoritmos se ha usado una
herramienta de evaluacio´n comparativa, bench-
marking en ingle´s, empleando un modelo de multi-
rotor gene´rico sin manipulador y un modelo del
entorno facilitado por el Centro Avanzado de Tec-
nolog´ıas Aeroespaciales (CATEC) en el proyecto
ARCAS que se muestra en la figura 6. De esta for-
ma se podra´ evaluar el camino calculado usando
distintas versiones del algoritmo RRT y, a su vez,
comprobar el efecto producido por la modificacio´n
de los para´metros de dichos algoritmos.
Para la evaluacio´n comparativa de los algoritmos
RRT con funciones de coste se usara´ la herramien-
ta de benchmarking de la OMPL 1 en el escena-
rio descrito. Dicha librer´ıa se ha configurado para
realizar planificacio´n geome´trica con restricciones
sobre las velocidades y acelaraciones ma´ximas ad-
misibles en el veh´ıculo.
Se han aplicado los algoritmos RRT* y T-RRT
alternando entre tres diferentes objetivos para la
planificacio´n que se van a denominar Length, Me-
chanicalwork y Maxminclearance. El primer obje-
tivo trata de reducir la longitud del camino gene-
rado, mientras que el segundo, como ya se ha expli-
1http://ompl.kavrakilab.org/
Figura 6: Modelo 3D del escenario industrial de
pruebas construido en las instalaciones del CA-
TEC en el que se muestran las configuraciones
inicial (abajo a la derecha) y final (en el centro)
empleadas en todas las simulaciones
cado anteriormente, trata de reducir los gradientes
de coste durante la generacio´n del camino, esto es,
reducir los ma´ximos locales. El tercer objetivo si-
gue una idea similar al objetivo Mechanicalwork.
En lugar de intentar maximizar la distancia to-
tal a objetos, lo cual podr´ıa incrementar mucho la
longitud del camino e incluso los mı´nimos locales
que degradara´n la solucio´n encontrada, Maxmin-
Clearance trata de maximizar los mı´nimos locales
que se dan en la funcio´n de distancia a obsta´culos.
En la figura 7 puede verse una comparacio´n entre
los algoritmos RRT* con los tres diferentes objeti-
vos de optimizacio´n y el algoritmo T-RRT. En ella
se puede ver la principal diferencia entre ambos al-
goritmos, el RRT* buscara´ el camino ma´s o´ptimo
hasta llegar al tiempo l´ımite, mientras que el algo-
ritmo T-RRT devolvera´ el primer camino encon-
trado. Aun as´ı, se puede apreciar la gran ventaja
que presenta el algoritmo T-RRT en la suavidad
de la solucio´n con respecto a los RRT*.
A continuacio´n en la figura 8 se comparan, debido
a su mayor similitud, los resultados entre el algo-
ritmo T-RRT y el algoritmo RRT* con el objetivo
de Mechanicalwork sin la condicio´n de cumplir un
tiempo determinado. De esta forma se puede com-
parar el algoritmo RRT* y el T-RRT en condicio-
nes ma´s parecidas. Por desgracia la herramienta de
evaluacio´n comparativa de OMPL no contempla la
opcio´n de incluir gra´ficas que muestren el Mecha-
nicalwork. En la figura 8 se puede observar que el
algoritmo RRT* y T-RRT tienen caracter´ısticas
muy similares con excepcio´n de la suavidad de la
solucio´n. Por lo tanto, el algoritmo T-RRT pare-
ce ser muy adecuado para problemas donde prime
ma´s la velocidad de obtencio´n de un camino va´li-
do, mientras que el algoritmo RTT* se usar´ıa en
el caso en el que el tiempo de co´mputo no sea
cr´ıtico, pudiendo encontrar una solucio´n lo ma´s
cercana posible a la o´ptima.
(a) Suavidad de la solucio´n
(b) Longitud de la solucio´n
(c) Tiempo requerido
(d) Distancia a obsta´culos
Figura 7: Comparacio´n de los resultados de los al-
goritmos RRT* y T-RRT teniendo en cuenta dis-
tintas me´tricas
(a) Suavidad de la solucio´n
(b) Longitud de la solucio´n
(c) Tiempo requerido
(d) Distancia a obsta´culos
Figura 8: Comparacio´n entre los resultados de los
algoritmos T-RRT y RRT* con objetivo Mechani-
calwork teniendo en cuenta distintas me´tricas
Figura 9: Estados inicial y final de la simulacio´n
A continuacio´n se mostrara´n los resultados corres-
pondientes a una tarea de manipulacio´n para el ro-
bot ae´reo equipado con un brazo robo´tico de seis
grados de libertad. Espec´ıficamente, se ha simula-
do el caso del transporte de una barra desde un
extremo de una superficie hasta la opuesta evi-
tando un obsta´culo situado en el medio de dicha
superficie, como puede verse en la figura 9. La geo-
metr´ıa del objeto manipulado tambie´n se tiene en
cuenta en la simulacio´n.
Para mayor claridad en los resultados se ha em-
pleado el objetivo de planificacio´n de mı´nima lon-
gitud del camino en los algoritmos que utilizan
funciones de coste. Se han ejecutado 100 simula-
ciones de planificacio´n por cada algoritmo con un
tiempo l´ımite de 5 segundos, en las cuales todos
los algoritmos han sido capaces de obtener un al-
to porcentaje de caminos va´lidos, alcanzando el
100 % la mayor´ıa de ellos.
Como se puede observar en la figura 10, los al-
goritmos RRT obtienen una respuesta similar a
los PRM, y ambos consiguen un camino ma´s cor-
to aunque la suavidad del camino es inferior a
la conseguida con otros planificadores como EST,
KPIECE o SBL. Cabe una mencio´n especial al al-
goritmo RRTConnect que ha obtenido en todas las
pruebas alto porcentaje de e´xito empleando unos
tiempos de co´mputo muy bajos.
4. CONCLUSIONES Y
DESARROLLOS FUTUROS
En este art´ıculo se han comparado mediante simu-
lacio´n los resultados de varios planificadores basa-
dos en muestreo en un entorno industrial complejo
considerado en el proyecto ARCAS. Dichos plani-
(a) Longitud de la solucio´n
(b) Tiempo de co´mputo
Figura 10: Resultados de la planificacio´n para el
robot ae´reo equipado con un brazo manipulador
de seis grados de libertad. Se comparan los dis-
tintos algoritmos de planificacio´n explicados an-
teriormente para dos me´tricas: la longitud de la
solucio´n y el tiempo de co´mputo requerido
ficadores han demostrado ser unos algoritmos de
planificacio´n capaces de resolver problemas com-
plejos como el propuesto. En primer lugar se ha
evaluado la mejora que se consigue mediante la in-
clusio´n de funciones de coste para el robot ae´reo
sin el manipulador. Finalmente se ha comparado
una bater´ıa de planificadores basados en muestreo
para el sistema completo compuesto por el robot
ae´reo con el manipulador.
Como desarrollos futuros, y siguiendo la tema´ti-
ca del proyecto ARCAS, se plantea el desarrollo
de estrategias de planificacio´n conjuntas entre va-
rios robots ae´reos, basa´ndose en algoritmos como
los aqu´ı empleados [6], para tareas de manipula-
cio´n involucrando el transporte de objetos [1] y la
construccio´n de estructuras.
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