Interest in phase contrast imaging methods based on electromagnetic wave coherence has increased significantly recently, particularly at X-ray energies. This is giving rise to a demand for effective simulation methods. Coherent imaging approaches are usually based on wave optics, which require significant computational resources, particularly for producing 2D images. Monte Carlo (MC) methods, used to track individual particles/photons for particle physics, are not considered appropriate for describing coherence effects. Previous preliminary work has evaluated the possibility of incorporating coherence in Monte Carlo codes. However, in this paper, we present the implementation of refraction in a model that is based on time of flight calculations and the Huygens-Fresnel principle, which allow reproducing the formation of phase contrast images in partially and fully coherent experimental conditions. The model is implemented in the FLUKA Monte Carlo code and X-ray phase contrast imaging simulations are compared with experiments and wave optics calculations.
Introduction
Interest in coherent X-ray imaging has grown substantially over recent years [1] and X-ray phase contrast imaging (XPCI) is one of the most promising methods. X-ray absorption imaging is not suitable for weakly absorbing material, where the contrast is significantly impaired [2] . XPCI, which is based on the phase shift introduced by the object, provides a way of overcoming this limit. Different techniques have been developed for XPCI, most of which require highly coherent sources, e.g. analyser based imaging (ABI) [3] , which requires low transverse coherence but high temporal coherence, or in-line holography [4] and grating interferometry [5] , both of which require the contrary. To date, the only XPCI method that requires neither spatial nor temporal coherence is edge illumination (EI) XPCI [6, 7] .
A suitable starting point for describing the formation of a phase contrast image is provided by the Fresnel-Kirchoff diffraction theory. However, in conditions of limited coherence, a simpler ray-tracing approach can also be used. Peterzol et al. [8] have shown that the two approaches are equivalent when the following condition is satisfied: (1) where  is the x-ray wavelength, r 1 is the object to detector distance, M is the system magnification and F g the full width half maximum of the function g, which is the convolution between the detector point spread function (PSF, response of the detector to a point source) and the projected source distribution, i.e. source distribution multiplied by the sample-todetector and divided by the source-to-sample distance.
While simplified expressions exist [9] , rigorous approaches for coherent sources typically require the solution of Fresnel-Kirchhoff diffraction integrals. These have to be solved numerically and can be very computationally-intensive, particularly for two-dimensional images. A major limitation of the wave optical approach is that the wave front must be stored in numerical calculations, which limits the domain size. A Monte Carlo approach could provide an alternative to wave optics calculations because, despite being computationally intense, the wavefront does not need to be stored. Moreover it is highly parallelizable, which enables larger size simulations to reproduce complex object geometry and source properties. Coherent Monte Carlo simulations may represent a useful tool for experiment planning and data interpretation.
Previous studies have described the possibility of implementing a ray tracing approach in a Monte Carlo code [10] . More recently, preliminary studies on ways of including coherent propagation and diffraction based on Huygens-Fresnel principle have been presented [11, 12] . A combination of ray-tracing and wave optics with the reconstruction of the phase from the path length [13] has also been proposed to reproduce XPCI patterns. However, because these are based on ray tracing, its application is limited to cases where the condition given by Peterzol [8] is satisfied. In this paper, we discuss the implementation of the Huygens-Fresnel principle in the FLUKA Monte Carlo code for the first time including refraction. We first show a simple implementation of refraction via ray-tracing in FLUKA, and then include a wave-optics equivalent approach. To validate the method we show that this correctly reproduces XPCI images produced using various approaches, including free space propagation (FSP), edge illumination (EI) and Talbot interferometry. We compare the simulations results with experimental measurements and wave-optical modelling. Finally, we note that the proposed approach is sufficiently general to be implemented in any Monte Carlo code.
Ray-tracing approach
Before implementing coherence effects through inclusion of the Huygens-Fresnel principle, we tackle the simpler problem of describing XPCI under relaxed coherent conditions (as defined in Peterzol et al. 2005 [8] ) through a simplified ray-optics approach. The inclusion of Snell's law in a Monte Carlo code only requires knowledge of the refractive index of the simulated materials. The direction of the particle entering or exiting the refractive object is rotated about the normal to the surface of an angle  =  2 - 1 , where  1 ( 2 ) is the angle between the incoming (outgoing) ray, and the perpendicular to the plane defined by the incoming ray and the normal to the surface passing for the boundary crossing point (see Fig.   1 ).  1 and  2 satisfy Snell's law
where
represent the real parts of the complex refractive index of the two media.
As a proof-of-principle demonstration, this has been implemented in the FLUKA Monte Carlo code. FLUKA [14] is a fully integrated particle Monte Carlo code that is widely used in high energy physics, detector design, medical physics, radiobiology etc. It tracks and simulates the interaction of particles with matter. In FLUKA it is possible to read and write the particle position coordinates and direction cosines of the particle as it crosses the boundary between two regions. The distribution of photons on a downstream screen is recorded. Fig. 1 . Schematic of the ray-tracing approach for phase contrast imaging.
To verify the validity of the ray-tracing implementation in FLUKA, the results are compared with two experiments and wave-optical calculations for FSP (using the code described by Vittoria et al., 2013[15] ). In the first case, a 78 m radius polyetheretherketone (PEEK) wire is immersed in 5 mm of water and imaged with a 9.7 keV X-ray beam using a CCD camera with an image relay that gives an effective pixel size of 0.8 m (F g was 15 m). The sourcesample distance is 220 m and the sample-detector distance is 0.58 m. For the second, a 100 m nylon wire is imaged with F g of 140 m at 20 keV. The source-to-sample distance is 25 m and the sample-to-detector distance 1.4 m. The results are shown in Fig. 2 . . For both simulations the number of particles simulated is 5 x 10 8 , the computational time per particle is ~1 x 10 -6 s.
Wave-optical approach
FLUKA usually treats photons as particles and their wave nature is not implemented. It therefore cannot reproduce diffraction and interference phenomena. However, this can be implemented by including the Huygens-Fresnel principle [16, 17] , where each point of a wave front is a source of secondary spherical waves, and their subsequent interference forms the next wave front. For example, to reproduce the interference in a double slit experiment, when a photon crosses a slit aperture its direction cosines are diffracted at an angle  D following an isotropic probability distribution (see Fig. 3 ). The obliquity factor [18] , which takes into account the directionality of the secondary emission, can be assumed to be 1 for small diffraction angle, a condition that is satisfied if
where D is the screen width and L the slit-detector distance. When a photon hits the detector, the energy (E), time of flight (t of ) and position are recorded. Using a post-processing code written in MATLAB, photons arriving at the detector screen are binned, and in each bin each photon is assigned a phasor 
. The intensity distribution on the screen obtained in this way reproduces the expected interference pattern.
To verify the validity of the above approach, a double slit experiment has been simulated using FLUKA. While diffraction has been successfully implemented in previous works on Monte Carlo codes [11, 12] , here the study has been pushed further to include the refraction process as a coherent superposition of photons passing through an object. To implement refraction, an additional step is required: after the object, the Huygens-Fresnel principle is applied both to the photons passing through and outside the object. Moreover, the time of flight of each photon reaching the detector screen is corrected to take account of refraction as follows:
where d io is the photon path length inside the refracting object and  is the real part of the refractive index. It is worthwhile noting that if the photon does not pass through the object, the corrected time of flight corresponds to the time of flight given by FLUKA. The details of the implementation in FLUKA of the time of flight corrections can be found in the Appendix. As in the case of the double slit experiment, photon position, corrected time of flight and energy when reaching the detector screen are recorded, and the intensity is calculated in each bin at the end of the simulation to reconstruct the interference pattern (Fig. 5) . 
Beyond Free Space propagation: Edge Illumination
The ray-tracing and wave-optical approaches implemented in FLUKA can be used to simulate any phase contrast imaging technique. As an example, we have simulated an EI XPCI experiment using the ray-optical approach. The image formation principle in EI is based on intercepting one or more shaped beams through an absorbing edge: sample-induced refraction will then produce a modulation in the signal detected by the pixels (Fig. 7) .
Below we compare the phase contrast image PEEK and Titanium wires of a 232 m and 125 m radius respectively performed with 20 keV x-rays, F g = 80 m, source-to-sample distance 20 m and a sample-to-detector distance of 0.55 m. A single row of 300 m pixels has been used, with a detector aperture of 150 m combined with a pre-sample mask of 20 m offset by 10 m, resulting in a 50% illumination fraction. Details of the experimental setup can be found in Olivo et al., 2001 [6] . The results are presented in Fig. 8 . , processing time 0.8 x 10 -5 s per particle. Fig. 7 . Edge-illumination XPCI (not to scale). The figure extends in the plane of the drawing sufficiently to laterally cover the full sample, which is scanned along one direction only. With non-laminar (e.g. cone) beams, multiple beams are created through masks and scanning is avoided. . The experimental step size is 10 m, the simulated scanning step 1m. The figures show FLUKA results compared to the experimental data. The simulated number of particle is 5 x 10 7 per scanning step. The number of steps is 520 and 290 for figure a) and b) respectively. The computational time is 1.2 x 10 -5 s per particle.
Talbot interferometer
To demonstrate the effectiveness of the wave-optical approach implemented in FLUKA including the Huygens-Fresnel principle, we have simulated image formation in a Talbot interferometer, i.e. an x-ray imaging technique based on a purely coherent effect [19] . When a coherent, plane monochromatic wave is incident on a periodic grating, the image of the grating (self-image) is repeated at periodic distances known as Talbot distances. The use of the Talbot interferometer as an imaging device has been extensively studied and detailed description can be found in the literature [20, 21] . Very briefly, the Talbot interferometer is based on two gratings: a phase grating and an absorption grating. The absorption grating is placed at a longitudinal distance from the phase grating corresponding to the Talbot distance. A transverse scan of the absorption grating makes possible to record the intensity modulation due to the self image. If a refractive object is placed before the phase grating, the self image is distorted. From the comparison of the intensity modulation with and without object, the phase shift induced by the object can be retrieved. In our simulation, a 250 m radius PEEK wire is illuminated by a 20 keV X-ray beam. Both the phase and the absorption grating have a pitch of m and a 50% open fraction. The absorption grating is placed at half the Talbot distance, where the self-image should appear shifted by half the pitch. The presence of a refractive object distorts the self image. The phase shift is measured by scanning the second grating in 30 steps of 0.2 m (Fig. 9) . From the phase shift ( Fig. 10(a) ) in each pixel, the phase shift induced by the object is reconstructed (Fig. 10(b) ). 
Conclusion
In the paper we have described a method of including coherence effects for phase contrast imaging in the Monte Carlo code FLUKA. The approach is sufficiently general to be easily imp0lemented in other Monte Carlo codes.
To validate this approach, we have demonstrated phase contrast techniques and reproduced both ray-tracing and wave optical approaches, which compare extremely well with experiments.
The geometry chosen to validate the proposed approach is a very simple 1D geometry (wire). In general, for very simple geometries, solving the Fresnel/Kirchoff integral is faster than the Monte Carlo approach. However, it is in implementing very complex geometries and sources that the advantages of using a Monte Carlo approach become apparent, thanks to the capability of interfacing with existing geometry software for an easier inclusion of geometrical characteristics of the imaging system and high parallelizability. To allow the reader to compare the computational time of the proposed approach with other methods (Monte Carlo and not only), the resources used for the simulations (see Appendix) and the average computational time per particle have been given for each simulation.
The implementation can be pushed further to include polarization effects. Moreover, variations in statistical photon noise caused by the object and large-angle scattering events can both be included in a Monte Carlo approach, and also situations which, for example, fall outside the paraxial approximation could be investigated.
Appendix
All the FLUKA simulations presented in this paper have been run on a single processor Intel® Core TM i7-3740QM, 2.7 GHz. of a DELL Precision M4700.
The number of simulated particles has been set on a case-by-case basis, to reach a steady state in the results. Before this steady state is reached, the relative amplitude of the interference pattern increases with an increase in the number of simulated particles.
In FLUKA simulations, the reading and writing of the direction cosines of the photons while crossing boundaries between two regions are implemented in the user subroutine USRMED. The direction cosines of the normal to the surface at the crossing point are returned by FLUKA by calling the subroutine GEONOR _ENREF_19 [22] . The energy, position and time of flight of the photons at the detector screen have been recorded implementing the user subroutine MGDRAW. The correction of the time of flight is implemented inside the customized user subroutine MGDRAW via the entry BXDRAW. BXDRAW is called when a particle crosses two different regions, and the entry gives access in reading mode only to the position, momentum, direction cosines of the particle at the crossing point. If the particle enters the refractive object, its entrance coordinates are saved. If the same particle exits the refraction object, the path length inside the object is calculated from the exit coordinates and the previously saved entrance coordinates, the path length inside the object is calculated. Knowing the refractive index of the object, the time of flight is then calculated using the formula in section 3, and written to an output file. The post-processing of FLUKA output files has been done using a MATLAB code.
