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Resumen
FreeLing es una librer´ıa de co´digo abierto para el procesamiento multil´ıngu¨e automa´tico, que
proporciona una amplia gama de servicios de ana´lisis lingu¨´ıstico para diversos idiomas. FreeLing ofrece
a los desarrolladores de aplicaciones de Procesamiento del Lenguaje Natural funciones de ana´lisis y
anotacio´n lingu¨´ıstica de textos, con la consiguiente reduccio´n del coste de construccio´n de dichas
aplicaciones. FreeLing es personalizable y ampliable, y esta´ fuertemente orientado a aplicaciones del
mundo real en te´rminos de velocidad y robustez. Los desarrolladores pueden utilizar los recursos
lingu¨´ısticos por defecto (diccionarios, lexicones, grama´ticas, etc), ampliarlos, adaptarlos a dominios
particulares, o –dado que la librer´ıa es de co´digo abierto– desarrollar otros nuevos para idiomas
espec´ıficos o necesidades especiales de las aplicaciones. Este art´ıculo presenta los principales cambios
y mejoras incluidos en la versio´n 3.0 de FreeLing, y resume algunos proyectos industriales relevantes
en los que se ha utilizado.
1. Introduccio´n
FreeLing1 es una librer´ıa de co´digo abierto
para el procesamiento multilingu¨e, que propor-
ciona una amplia gama de funcionalidades de
ana´lisis para varios idiomas.
El proyecto FreeLing se inicio´ desde el cen-
tro TALP2 de la UPC para avanzar hacia la
disponibilidad general de recursos y herramien-
tas ba´sicos de Procesamiento del Lenguaje Nat-
ural (PLN). Esta disponibilidad deber´ıa posibili-
tar avances ma´s ra´pidos en proyectos de investi-
gacio´n y costes ma´s reducidos en el desarrollo de
aplicaciones industriales de PLN.
El proyecto se estructura como una librer´ıa
que puede ser llamada desde cualquier aplicacio´n
de usuario que requiera servicios de ana´lisis del
lenguaje. El software se distribuye como co´digo
abierto bajo una licencia GNU General Public Li-
cense3 y bajo licencia dual a empresas que deseen
incluirlo en sus productos comerciales.
El planteamiento como un proyecto de co´digo
abierto ha sido muy fruct´ıfero durante los ocho
an˜os de vida de FreeLing (la primera versio´n fue
lanzada en 2003). La versio´n 2.2 ha sido descarga-
da ma´s de 64.000 veces desde su lanzamiento en
septiembre de 2010 por una amplia comunidad de
usuarios, la cual ha ampliado el nu´mero inicial de
1http://nlp.lsi.upc.edu/freeling
2http://www.talp.cat
3http://www.gnu.org/copyleft/gpl.html
tres idiomas (ingle´s, espan˜ol y catala´n) a nueve,
adema´s de la inclusio´n de la variante diacro´nica
del espan˜ol de los siglos XII al XVI (Sa´nchez-
Marco, Boleda, y Padro´, 2011). La naturaleza
de co´digo abierto del proyecto ha hecho tambie´n
posible –junto con su arquitectura modular– in-
corporar el co´digo de otros proyectos similares,
como el mo´dulo de desambiguacio´n del sentido
de las palabras basado en UKB (Agirre y Soroa,
2009).
La versio´n actual soporta (a diferentes niveles
de completitud) las siguientes lenguas: asturiano,
catala´n, castellano, gale´s, gallego, ingle´s, italiano,
portugue´s, y ruso. Las funcionalidades existentes
para cada idioma se resumen en la tabla 1.
La seccio´n 2 describe los principales mo´dulos
y servicios de FreeLing. A continuacio´n se descri-
ben las principales novedades de la versio´n 3.0,
y la seccio´n 4 resume algunos de los proyectos
industriales en los que se ha utilizado la libre-
r´ıa. Por u´ltimo, se esbozan algunas conclusiones
y l´ıneas de trabajo futuro.
2. Estructuras de datos y servicios
de ana´lisis lingu¨´ıstico
FreeLing esta´ concebido como una librer´ıa so-
bre la cual se puedan desarrollar potentes apli-
caciones de PLN, y orientado a facilitar la inte-
gracio´n con las aplicaciones de niveles superiores
de los servicios lingu¨´ısticos que ofrece.
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Tokenization X X X X X X X X X
Sentence splitting X X X X X X X X X
Number detection X X X X X X X
Date detection X X X X X X
Morphological dictionary X X X X X X X X X
Affix rules X X X X X X X X
Multiword detection X X X X X X X X
Basic named entity detection X X X X X X X X X
B-I-O named entity detection X X X
Named Entity Classification X X
Quantity detection X X X X X X
PoS tagging X X X X X X X X X
WN sense annotation X X X
UKB sense disambiguation X X X
Shallow parsing X X X X X X
Full/dependency parsing X X X X X
Coreference resolution X
Cuadro 1: Servicios de ana´lisis disponibles para cada lengua.
La arquitectura de la librer´ıa se basa en un
enfoque de dos capas cliente-servidor: una capa
ba´sica de servicios de ana´lisis lingu¨´ıstico (mor-
folo´gico, morfosinta´ctico, sinta´ctico, ...) y una ca-
pa de aplicacio´n que, actuando como cliente, re-
aliza las peticiones deseadas a los analizadores
y usa su respuesta segu´n la finalidad de la apli-
cacio´n.
La arquitectura interna de la librer´ıa se estruc-
tura en dos tipos de objetos: los que almacenan
datos lingu¨´ısticos con los ana´lisis obtenidos y los
que realizan el procesamiento en s´ı.
2.1. Clases de almacenamiento de
datos lingu¨´ısticos
Las clases ba´sicas de la librer´ıa tienen la fina-
lidad de contener los datos lingu¨´ısticos (palabras,
etiquetas morfolo´gicas, frases, a´rboles sinta´cticos,
pa´rrafos, ...) resultado de los ana´lisis realizados.
Cualquier aplicacio´n cliente debe usar estas clases
para poder proporcionar a los mo´dulos de ana´lisis
los datos en el formato oportuno, y para poder
recuperar el resultado de los analizadores.
Las clases de datos lingu¨´ısticos en la versio´n ac-
tual son las siguientes:
analysis: Una tupla <lema, etiqueta, proba-
bilidad, lista de sentidos>.
word: Forma de una palabra, con una lista de
posibles objetos analysis.
sentence: Una lista de objetos word marca-
da como una frase completa. Puede contener
tambie´n un a´rbol de constituyentes o de de-
pendencias.
paragraph: Una lista de objetos sentence
marcada como un pa´rrafo independiente.
document: Una lista de objetos paragraph que
forman un documento completo. Puede con-
tener tambie´n informacio´n sobre la coreferen-
cia entre las menciones a entidades del docu-
mento.
La figura 1 presenta un diagrama UML con
las clases de datos lingu¨´ısticos.
2.2. Clases de procesamiento
Aparte de las clases para contener datos
lingu¨´ısticos descritas anteriormente, la librer´ıa
proporciona tambie´n clases para transformar-
los, usualmente enriqueciendolos con informacio´n
adicional. La figura 2 muestra un diagrama UML
con las clases de procesamiento que se describen
a continuacio´n:
lang ident: Identificador de idioma. Recibe
texto plano y devuelve una lista de pares
<idioma,probabilidad>.
tokenizer: Recibe texto plano y devuelve una
lista de objetos word.
splitter: Recibe una lista de objetos word y
devuelve una lista de objetos sentence.
morfo: Recibe una lista de objetos sentence
y analiza morfolo´gicamente cada word de cada
sentence de la lista. Esta clase es un meta-
analizador que simplemente aplica una casca-
da de analizadores especializados (deteccio´n de
nu´meros, fechas, locuciones y multipalabras,
bu´squeda en formario, etc.) cada uno de los
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Figura 1: Clases de datos lingu¨´ısticos en FreeLing-
3.0.
cuales es a su vez una clase de procesamiento
que puede ser llamada independientemente si
es necesario. Estas clases son:
• user map: Reconocedor de expressiones
regulares definidas por el usuario, que
permite la asignacio´n directa de pares
lema/categor´ıa a palabras que cumplan cier-
tos patrones.
• locutions: Reconocedor de multipalabras.
• dictionary: Bu´squeda en formario y gestio´n
de afijos.
• numbers: Reconocedor de expresiones
nume´ricas.
• dates: Reconocedor de expresiones tempo-
rales (fechas/horas).
• quantities: Reconocedor de expresiones
de proporciones, porcentajes, magnitudes
f´ısicas y monetarias.
• punts: Anotador de signos de puntuacio´n.
• probabilities: Anotador de probabili-
dades le´xicas y gestio´n de palabras descono-
cidas.
• ner: Reconocedor de nombres propios. Se
proporcionan dos mo´dulos para esta tarea:
Un analizador ra´pido y simple basado en
patrones de mayu´sculas (con una precisio´n
alrededor del 90%), y un reconocedor basa-
do en el sistema ganador de la shared task del
CoNLL-2002 (Carreras, Ma`rquez, y Padro´,
2002), sensiblemente ma´s lento, pero con una
precisio´n superior al 94%.
tagger: Recibe una lista de objetos sentence
y desambigua la categor´ıa morfosinta´ctica de
cada palabra en las frases de la lista. Si
el ana´lisis seleccionado incorpora informacio´n
de retokenizacio´n (p.e. del → de+el, da´rse-
lo → dar+se+lo) la palabra puede separarse
en varias. FreeLing ofrece dos taggers con una
precisio´n del estado del arte (97%-98%): Uno
basado en modelos ocultos de markov, segu´n
se describe en (Brants, 2000) y otro basado en
relaxation labelling (Padro´, 1998) que permite
la combinacio´n de informacio´n estad´ıstica con
reglas manuales.
ne classifier: Recibe una lista de objetos
sentence y clasifica cada word etiquetada co-
mo nombre propio que aparezca en las fra-
ses dadas. Este mo´dulo esta´ basado en el sis-
tema ganador de la shared task del CoNLL-
2002 (Carreras, Ma`rquez, y Padro´, 2002).
sense annotator: Recibe una lista de
sentence y an˜ade information sobre los sen-
tidos posibles (segun WordNet) a los objetos
analysis de cada palabra.
word sense disambiguator: Recibe una lista
de objetos sentence y ordena por relevancia
en el contexto los posibles sentidos de cada pal-
abra. El co´digo de este mo´dulo se incluye di-
rectamente del del proyecto del desambiguador
UKB (Agirre y Soroa, 2009).
chunk parser: Recibe una lista de sentence
y enriquece cada una con un a´rbol de ana´lisis.
Este mo´dulo consiste en un chart parser, y es
una reimplementacio´n y extensio´n de (Atserias
y Rodr´ıguez, 1998).
dependency parser: Recibe una lista de
sentence analizadas sinta´cticamente y las en-
riquece con un a´rbol de dependencias. Este
mo´dulo usa un conjunto de reglas escritas ma-
nualmente que operan en tres etapas: primero
completan el a´rbol sinta´ctico superficial cons-
truido por el chart parser, a continuacio´n
transforman el a´rbol de constituyentes a de-
pendencias, y finalmente etiquetan la funcio´n
de cada dependencia. Este mo´dulo es una
extensio´n del que se describe en (Atserias,
Comelles, y Mayor, 2005).
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coreference solver: Recibe un documen-
to formado por objetos sentence analizados
sinta´cticamente y lo enriquece con informacio´n
de coreferencia. Este mo´dulo se basa en el sis-
tema propuesto por (Soon, Ng, y Lim, 2001).
3. Novedades en FreeLing 3.0
La versio´n 3.0 presenta algunos cambios im-
portantes que tienen como objetivo hacer que la
herramienta ma´s flexible, usable, y fa´cil de ins-
talar. Estos cambios pueden agruparse en tres
grandes clases: los cambios relacionados con la
ampliacio´n del soporte al multilingu¨ismo, los
cambios en los componentes de la librer´ıa basados
en aprendizaje automa´tico, y cambios relaciona-
dos con aspectos de ingenier´ıa.
3.1. Ampliacio´n del soporte al
multilingu¨ismo
La primera contribucio´n relevante que amplia
la cobertura de FreeLing con respecto a la can-
tidad y variedad de idiomas que puede proce-
sar es el desarrollo de datos lingu¨´ısticos para el
analizador y el desambiguador morfolo´gico del es-
pan˜ol de los siglos XII al XVI (Sa´nchez-Marco,
Boleda, y Padro´, 2011). Este trabajo utiliza los
datos por defecto para el espan˜ol moderno, ma´s
las pertinentes adaptaciones y extensiones para
procesar las variaciones ortogra´ficas propias del
espan˜ol antiguo. Adema´s, se ha desarrollado un
corpus de entrenamiento del etiquetador, y se ha
usado la herramienta resultante en un estudio
lingu¨´ıstico sobre la evolucio´n del uso del verbo
haber (Sa´nchez-Marco y Evert, 2011; Sa´nchez-
Marco, 2012).
Otra modificacio´n en la versio´n 3.0 de Free-
Ling es el soporte a la codificacio´n de caracteres
en Unicode (UTF-8). Este es un cambio impor-
tante, y una de las principales razones para el
cambio de nu´mero de versio´n.
Las versiones anteriores de FreeLing soporta-
ban varios idiomas, pero el desarrollador de los
datos lingu¨´ısticos de cada lengua deb´ıa decidir
que codificacio´n usar, y cuidar de la consisten-
cia de la codificacio´n entre los datos de diver-
sos mo´dulos (diccionario, grama´ticas, lexicones
sema´nticos, etc.) o sus reglas o ficheros de con-
figuracio´n (p.e. la escritura de expresiones regu-
lares para el tokenizador). Adicionalmente, dado
que cada idioma pod´ıa utilizar una codificacio´n
diferente, no era fa´cil integrar un identificador de
idioma capaz de manejar textos en diferentes al-
fabetos.
Con el soporte de las codificaciones UTF-8,
la misma aplicacio´n puede manipular textos en
diferentes idiomas y alfabetos. Esta extensio´n ha
permitido diversas mejoras funcionales:
Un nuevo mo´dulo para la identificacio´n de
lenguaje basado en (Padro´ y Padro´, 2004) se
ha integrado en la librer´ıa.
Posibilidad de cambiar la configuracio´n regio-
nal (locale) de la aplicacio´n para que coincida
con la del idioma del texto procesado, incluso si
es distinta de la predeterminada en el sistema
local.
Las expresiones regulares utilizadas, ya sea en
archivos de configuracio´n o cableadas en el
co´digo son ma´s expresivas y fa´ciles, ya que
se permiten extensiones POSIX. Por ejemp-
lo, la expresio´n regular usada por el toke-
nizador para reconocer una palabra forma-
da por caracteres alfabe´ticos en espan˜ol sol´ıa
ser [A-Za-za´e´ı´ı¨o´u´u¨~nA´E´I´I¨O´U´U¨~N]+, mientras que
en la nueva versio´n se puede escribir como
[[:alpha:]]+, que no so´lo es ma´s simple y sim-
plifica su mantenimiento, sino que es indepen-
diente del idioma, ya que esta misma expre-
sio´n puede utilizarse para reconocer palabras
de caracteres alfabeticos en cualquier idioma
y/o alfabeto simplemente cambiando la locali-
zacio´n activa de la aplicacio´n.
El uso de la codificacio´n UTF8 deja via libre
a los desarrolladores interesados en la adicio´n de
soporte para idiomas con alfabetos no latinos. Es
el caso de los desarrolladores del ruso, que han
conseguido un analizador morfolo´gico muy com-
pleto y un etiquetador competitivo que no habr´ıa
sido posible en las versiones anteriores. Adema´s,
no so´lo se han desarrollado los datos lingu¨´ısticos
para el ruso, sino tambie´n co´digo fuente para los
mo´dulos dependientes del idioma, como los re-
conocedores de nu´meros o fechas.
3.2. Mejora de los mo´dulos basados
en aprendizaje automa´tico
Otro cambio importante en la arquitectura
FreeLing 3.0 es la organizacio´n y contenido de
los mo´dulos de aprendizaje automa´tico: el motor
de extraccio´n de caracter´ısticas por un lado, y
los algoritmos de aprendizaje/clasificacio´n por el
otro.
En versiones anteriores, las funciones de
aprendizaje automa´tico eran proporcionadas por
dos librer´ıas externas a FreeLing: Omlet&Fries4.
En la versio´n 3.0, el co´digo de estas librer´ıas
esta´ incluido en el paquete FreeLing, lo que ofrece
una organizacio´n de co´digo ma´s clara y una re-
duccio´n en el nu´mero de dependencias que sim-
plifica el proceso de instalacio´n.
4http://nlp.lsi.upc.edu/omlet+fries
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Figura 2: Clases de procesamiento en FreeLing-3.0.
El mo´dulo de extraccio´n de caracter´ısticas ha
sido completamente reescrito, proporcionando un
formalismo de reglas de extraccio´n ma´s claro,
y una API ma´s flexible para aquellos desarrol-
ladores que deseen incluir sus propias funciones
de extraccio´n de rasgos. Adema´s, el repertorio de
algoritmos de aprendizaje disponibles se ha am-
pliado con Support Vector Machines (SVM) gra-
cias al proyecto de co´digo abierto libSVM (Chang
y Lin, 2011). El co´digo de libSVM se ha inte-
grado en FreeLing bajo un wrapper comu´n con
los clasificadores existentes. Esta estrecha inte-
gracio´n tiene la ventaja adicional de evitar an˜adir
un nuevo elemento a la lista de dependencias
necesarias para construir e instalar FreeLing.
Por u´ltimo, los modelos para reconocimiento
y clasificacio´n de entidades nombradas han sido
entrenados con la nueva arquitectura. Mo´dulos
basados en aprendizaje automa´tico para el re-
conocimiento y clasificacio´n de NE se encuen-
tran disponibles para el espan˜ol, ingle´s, gallego
y portugue´s. Los dos primeros ofrecen modelos
AdaBoost y SVM, mientras que so´lo modelos Ad-
aBoost esta´n disponibles para los u´ltimos.
3.3. Modificaciones te´cnicas
El tercer tipo de cambios en FreeLing son
cuestiones te´cnicas relacionadas con la organi-
zacio´n de las dependencias externas, la migracio´n
a plataformas distintas de Linux, y el uso de
FreeLing en modo servidor.
3.3.1. Dependencias externas
Un aspecto importante de estas modifica-
ciones de ingenier´ıa es la gestio´n de las dependen-
cias de librer´ıas externas requeridas por FreeLing.
Esta es una razo´n principal –junto con el cambio
a codificacio´n Unicode descrito anteriormente–
para la actualizacio´n del nu´mero de versio´n.
Se ha realizado un esfuerzo importante para
reducir y simplificar la lista de dependencias, a
fin de facilitar la construccio´n y instalacio´n de la
librer´ıa, as´ı como simplificar su uso en productos
comerciales bajo licencia dual.
Las dependencias de las versiones anteriores
eran:
BerkeleyDB - Acceso ra´pido a los archivos de
diccionario en disco.
PCRE - Gestio´n de expresiones regulares.
libcfg+ - Gestio´n opciones de configuracio´n
para el programa principal analyzer.
Omlet&Fries - Mo´dulos de Aprendizaje Au-
toma´tico (ve´ase ma´s arriba).
FreeLing 3.0 ya no requiere BerkeleyDB:
Los diccionarios se cargan en RAM ya sea en
prefix-trees o en estructuras map de la STL.
El rendimiento temporal es aproximadamente el
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mismo, y el aumento en el consumo de memoria
no supone ningu´n problema para una ma´quina
moderna. Por otra parte, la mayor simplicidad
en la instalacio´n (menos dependencias, no necesi-
dad de indexar los diccionarios durante la insta-
lacio´n), y en la gestio´n de los diccionarios (no
es necesario reindexar despue´s de modificar un
diccionario) compensan ampliamente el ligero au-
mento en el tiempo de inicializacio´n que este cam-
bio supone.
La nueva versio´n FreeLing tampoco usa ya
PCRE ni libcfg+: Tanto las funcionalidades
relacionadas con las expresiones regulares como
las relativas a la gestio´n de opciones de configura-
cio´n se han transferido a las librer´ıas boost5. Esto
supone dos ventajas: las dependencias se unifican
bajo un solo proveedor, y la instalacio´n es mucho
ma´s simple ya que liboost es parte de todas las
distribuciones Linux.
3.3.2. Compilacio´n nativa en
MS-Windows
Utilizar FreeLing bajo MS-Windows sol´ıa ser
una empresa dif´ıcil. Era necesario usar emu-
ladores o compiladores cruzados como MinGW6
o Cygwin7, y los resultados obtenidos no siempre
eran fa´cilmente integrables en una aplicacio´n de
MS-Windows.
Todo el co´digo C++ en la versio´n 3.0 se
ha adaptado para ser compilado por MS-Visual
C++, y se proporcionan los archivos de proyec-
to para compilar la librer´ıa bajo dicho entorno,
lo que simplifica enormemente la construccio´n y
el uso de FreeLing en MS-Windows, ya que los
binarios obtenidos son nativos en dicho sistema.
3.3.3. Mejoras en el modo servidor
Por u´ltimo, una mejora te´cnica de menor im-
portancia es la capacidad multicliente que ofrece
el programa de demostracio´n analyzer en la nue-
va versio´n:
El modo de servidor de las versiones anteri-
ores estaba concebida solamente como un medio
para evitar la repeticio´n de la inicializacio´n de
los mo´dulos en el caso que se quisiera procesar
un gran nu´mero de archivos pequen˜os. Por ello,
todas las peticiones eran atendidas de forma se-
cuencial por el mismo servidor, resultando poco
adecuado o lento en el caso que se quisiera aten-
der a muchos clientes simulta´neamente.
En la nueva versio´n, el co´digo sigue una arqui-
tectura esta´ndar de un servidor Linux: Un pro-
ceso dispatcher espera solicitudes de los clientes
a trave´s de un socket. Cuando se establece una
5http://www.boost.org
6http://www.mingw.org
7http://www.cygwin.com
nueva conexio´n con un cliente, el dispatcher crea
un nuevo proceso worker que se hara´ cargo del
cliente, mientras el dispatcher regresa de nuevo a
esperar peticiones entrantes.
Esto hace posible el uso de FreeLing en proce-
samiento paralelo (por ejemplo, para procesar
grandes cantidades de texto en una ma´quina mul-
tiprocesador, o para usarlo como un servidor en
una aplicacio´n web multiusuario) que no era posi-
ble en las versiones anteriores.
Sin embargo, el nuevo servidor no limita el
nu´mero ma´ximo de clientes conectados, ni tiene
una cola de espera para las peticiones. As´ı pues,
las aplicaciones con un cantidad potencialmente
masiva de los clientes deben adaptar el co´digo de
servidor para manejar con seguridad una cola de
solicitudes pendientes.
3.4. Otras mejoras
Otras novedades destacables incluidas en
FreeLing 3.0 son las sigu¨ientes:
UserMap: Se trata de un nuevo mo´dulo que
permite al usuario definir una serie de expre-
siones regulares y asignar a cada una de el-
las un conjunto de pares <lema,etiqueta> que
se asignara´n a las palabras que cumplan dicho
patro´n. El objetivo de este mo´dulo es facilitar
al desarrollador de aplicaciones el tratamien-
to espec´ıfico de casos no cubiertos por otros
mo´dulos en FreeLing. Por ejemplo, una apli-
cacio´n de procesamiento de Twitter podr´ıa re-
querir la anotacio´n como nombres propios de
las palabras con el patro´n @nombre. En lugar
del costoso trabajo de modificar o reentrenar
el detector de nombres propios, ahora se puede
simplemente an˜adir una regla:
@[a-z][a-z0-9]* $$ NP00000
que reconoce dichas palabras, asigna´ndoles su
propia forma como lema y NP00000 como eti-
queta.
Trigramas <Forbidden>: El tagger basado en
HMM efectu´a suavizado de las probabilidades
de transicio´n no observadas, reservando cierta
masa de probabilidad para casos lingu¨´ıstica-
mente imposibles (como p.e. un determinante
seguido de un verbo finito, o un haber auxiliar
seguido de algo que no sea un participio). Es-
tos casos se pueden explicitar en el fichero de
configuracio´n del tagger, evitando su suaviza-
do y forzando a que tengan probabilidad cero,
reduciendo as´ı la tasa de error de la desam-
biguacio´n.
Phonetics: Otro servicio nuevo en FreeLing es
la codificacio´n fone´tica del sonido de una pa-
labra. Este mo´dulo usa un fichero de reglas de
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transcripcio´n que traducen el texto a su cod-
ificacio´n en el esta´ndar SAMPA8. Tambie´n es
capaz de usar un diccionario fone´tico de trans-
cripciones de palabras completas para las ex-
cepciones a las reglas (o para idiomas, como el
ingle´s, con una fone´tica poco regular).
4. FreeLing en proyectos industriales
La versio´n de desarrollo de FreeLing 3.0
esta´ disponible en el SVN del proyecto, y ya ha
sido utilizada en varios proyectos industriales, de
los cuales resumimos brevemente los ma´s rele-
vantes:
Ruby Reader: Aplicacio´n para el iPhone que
ayuda a los hablantes de japone´s a comprender
textos en ingle´s. Desarrollado por CA-Mobile
(http://www.camobile.com).
Vi-Clone: Impresionantes asistentes virtuales
para pa´ginas web corporativas. Algunos com-
ponentes de FreeLing se esta´n integrando en
el sistema de dia´logo. Vi-Clone esta´ finan-
ciando el desarrollo del mo´dulo de correccio´n
ortogra´fica que permitira´ a FreeLing proce-
sar frases del usuario escritas en variantes no
esta´ndar. http://www.vi-clone.com.
TextToSign: Traductor de texto en es-
pan˜ol al lenguaje de sen˜as, que utiliza
FreeLing para el procesamiento de texto.
http://www.textosign.es.
Dixio: diccionario inteligente capaz de ayudar
al lector de un texto, ofreciendo definiciones
contextualizadas. Desarrollado por Semantix
(http://www.semantix.com).
Aport News: Portal de noticias que usa FreeL-
ing como un preprocesador para enriquecer
texto en ruso. El resultado de la anotacio´n se
utiliza en la clasificacio´n y agrupacio´n de las
noticias. http://news.aport.ru.
5. Conclusiones y trabajo futuro
Hemos presentado las principales mejoras y
cambios realizados en la versio´n 3.0 de FreeLing,
y algunos proyectos industriales en los que se ha
utilizado.
Gracias a estos cambios, y a la activa comu-
nidad en torno a este proyecto, esperamos seguir
ampliando el nu´mero de idiomas soportados, am-
pliando las funcionalidades proporcionadas, y
mejorando la usabilidad de estos analizadores en
aplicaciones industriales del PLN.
8http://www.phon.ucl.ac.uk/home/sampa
Una de las l´ıneas de trabajo que ma´s intere´s
despierta es la inclusio´n de un mo´dulo de correc-
cio´n ortogra´fica que –como parte de una cadena
de ana´lisis robusto– constituya una piedra angu-
lar para el desarrollo de aplicaciones orientadas a
textos no esta´ndar como chats de internet, foros,
microblogs, etc.
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