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The general vehicle scheduling problem has been examined in the 
context of the constraints imposed by the United States Postal Service. 
When this is done, two important considerations arise: (1) the need to 
solve problems containing many (at least 100) demand points easily; and 
(2) the need to treat non-symmetric costs. 
The first consideration limits the treatment of this type of 
problem to heuristic solution procedures. The second consideration 
requires a new procedure in that all existent techniques apply to 
symmetric costs. 
An algorithm is presented which solves non-symmetric vehicle 
scheduling problems. This algorithm is shown to be capable of solving 
problems with 100 demand points without excessive computational time. 
Computational effort for the non-symmetric problem is no greater than 
that for the symmetric problem. The effect of different truck capaci­
ties upon solution time is shown. 
A modification to the basic procedure is also presented. This 
modification is shown to be capable of improving solutions. Computa­
tional results of this modification for both symmetric and non-




Routing and scheduling of vehicles have given rise to many 
problematical situations of interest. This interest has risen con-
comittantly with the dependence upon motorized transport for shipment 
of goods. In the 1960's approximately three out of every four tons of 
goods moved in the United States were moved at least part of the way by 
trucks [16]. In addition, recent increases associated with transpor­
tation costs and concern with energy conservation make efficient 
utilization of vehicles increasingly desirable. 
The general problem of concern can be stated simply. One must 
service (have goods collected, delivered, or both); a known set of 
stations (demand points); with a fleet of vehicles of known size. The 
vehicles are originally located at a central facility, from which all 
vehicle trips must originate and conclude. The objective is to minimize 
some measure of system effectiveness; e.g., total distance traveled, 
total time consumed, total cost incurred, etc. No restriction is 
placed upon a time or a time interval in which the demands must be 
serviced. This problem has been alternately referred to as the vehicle 
scheduling problem, the vehicle routing problem, or the truck dispatch­
ing problem. It shall be referred to here as the vehicle scheduling 
problem. 
The utility of such analysis enjoys wide diversity: e.g., 
military uses involved with transport or deployment of goods, 
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manufacturers' needs to move goods from a production facility to 
distribution warehouses, the distribution warehouses need to distribute 
locally, deployment of fork-lifts within a warehouse, and demand-based 
mass transit systems. In addition, related problems, such as deter­
mining the smallest number of vehicles which can meet a given demand 
situation, efficient use of an airplane fleet to meet daily schedules, 
garbage collection, taxi fleet utilization, police patrol car deploy­
ment, could all benefit from this type of analysis. 
The general vehicle scheduling problem shall be treated here in 
relation to some of the constraints imposed by a system of collection 
or distribution of mails by United States Postal Service vehicles. 
These collection and distribution activities range from foot collection 
of single letters, to transfer of large quantities of mail between main 
stations. We shall assume that all of these activities can be approxi­
mated by demands (collection or distribution) at discrete points. The 
Postal Service situation can then be formulated as a vehicle scheduling 
problem. 
Transporting mails is an acute problem for the Postal Service. 
In 1973, transportation costs accounted for 45 percent of all expenses 
other than personnel within the postal system [1]. Generally, all 
transportation over one or two hundred miles is done by air [1], This 
implies that most ground transport involves small distances. The air 
transport is typically inter-city travel, and the ground transport is 
typically intra-city travel. Hence, Postal Service vehicles usually 
operate in or near metropolitan areas. In intra-city travel, the cost 
(cost shall be used to represent time, distance, or other system 
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parameter to be optimized) associated with transport from demand point 
i to demand point j may not be the same as transport from j to i. This 
nonsymmetry of cost may be caused by traffic congestion, traffic signals, 
road hazards, and other considerations. This forces some uniqueness of 
the problem, in that many current solution procedures require these 
costs to be identical. Not accounting for these non-symmetric costs 
could induce considerable error. These factors will be discussed 
further in following sections. 
Another facet of the postal system is the size of problems which 
must be handled. Servicing 100 demand points or more in a large metro­
politan area can be expected. Also, due to demographic changes, the 
demands of points to be serviced and the location and number of points 
to be serviced may change rapidly. These two factors require fast, easy 
solutions for large problems. Hence, the constraints imposed upon the 
general vehicle scheduling problem by the United States Postal System 
are: (1) non-symmetric costs, (2) large problem size, (3) the neces­
sity for frequent solutions. 
Due to the variety of operations performed by the United States 
Postal Service, some are best described as operations performed along 
an arc (street) rather than servicing demands at given points. This 
is a somewhat different problem referred to as the Chinese Postman 
Problem (see Emonds [15], Beltramie and Bodin [8], and Orloff [35]). 
Here only the class of transport servicing demand points shall be 
considered. 
This thesis will be concerned with solutions to the general 
vehicle routing and scheduling problem with constraints as described 
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above by a particular system, the United States Postal Service col­
lection or distribution of mail. 
Literature Review 
For clarity and simplicity of presentation, the following 
notation shall be utilized throughout this discussion: 
n represents the number of stations or demand points to be 
serviced inclusive of the central facility. 
m represents the total number of vehicles available to service 
the n demand points. 
m 1 represents the number of vehicles utilized in any feasible 
solution. This is also the number of routes in the solution. 
d^ . represents the system cost parameter to be optimized associated 
with transport from point i to point j. 
D represents the n*n matrix representation of all inter-point 
costs d. .. 
K represents the cost of any feasible solution. 
represents the demand to be serviced at point i. 
Q z represents the current demand of the zth route. 
represents the capacity of the kth size truck. = C if all 
trucks are of the same size. 
T^ represents the number of trucks available of size k. 
x. . represents an integer variable assigned a value of 0 if the 
1 a r c i,j is not traversed, and assigned a value of -1 if the 
arc is traversed by a truck. If an arc is traversed twice, 
this must be done by the same truck and x. . then is given a 
value of - 2 . 
. represents the savings (to be defined later) associated with 
joining point i and point j on a vehicle route. 
S represents the savings matrix of all s^ ^. 
t represents the number of demand points assigned to the zth 
route, m 1 
S t = n - 1 
z-1 2 
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The first comprehensive assessment of the vehicle scheduling 
problem was presented by Dantzig and Ramser [13]. They viewed the 
problem as a generalization of the traveling salesman problem (see 
Bellmore and Malone [7] and Bellmore and Nemhauser [5] for a discussion 
of the traveling salesman problem) in which n cities are to be visited 
once and only once by a single salesman, incurring minimum cost. They 
chose distance as the system variable for improvement and assumed a 
symmetric (d. . = d. -,V. .) distance matrix, D. They assumed all 
trucks were of uniform size, C, and that the truck size was much 
smaller than the sum of all demands, such that 
n 
C « Z q. 
i=2 1 
They also assumed that enough trucks exist to initially assign one 
truck to each demand point. If this is not true, "dummy" assignments 
can be made, as suggested by Tillman and Cochran [42]. This will not 
affect the solution as long as a feasible assignment of "real" trucks 
exists. 
Dantzig and Ramser then ranked all demands such that, 
q l * *2 < ••• * V l 
and determined the largest t such that 
t t+1 
Z q. < C (or Z q. > C) 
i=l ~ i=l 1 
They then determined the number of stages, N, of "aggregation," or 
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stages used to form final routes by 
N * log 2 t 
In the gth stage of aggregation they allowed joining of points 
on a route such that the total demand serviced on that route does not 
N-e 
exceed C/2 6 . Their object was to minimize total cost, 
n n 
total cost = £ £ d. . x. . . i^j 
i = l j = l l-3 
Their method of selection for the joining of points did not 
guarantee optimality, but their techniques have served as a basis for 
many popular heuristic solution procedures existent today. 
Perhaps the most successful adaptation of the above procedures 
was formulated by Clarke and Wright [ 1 0 ] . They recognized that limit­
ing the filling of trucks at each stage of aggregation might be so 
restrictive as to detract from the quality of the final solution. 
They therefore chose to fill all vehicles as near capacity as possible, 
without regard to steps of aggregation. 
Clarke and Wright started with the same initial solution of one 
truck assigned to each demand point. They then computed a "savings" 
for each possible joining of points on a route. The savings for join­
ing i to j is determined, with reference to Figure 1 as follows: 
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Before Joining After Joining 
Figure 1. Demand Points Before and After Being Joined on a 
Route Having Symetric Costs 
1. The original cost of i and j not joined is: 
d, . + d. , + d, . + d. , . l,i i,l 1,3 3,1 
2. The cost after joining is: 
d. . + d. , + d. .. l,i j,l 
3. The "savings" associated with joining i and j is: 
s. . = d, . + d. , + d, . + d. , - (d, . + d. , + d. .) 1,3 l,i i,l 1,3 3,1 l,i 3.1 1,3 
= d. , + d, . - d. i.l 1.3 1.3 
In this manner all possible savings are calculated. These 
savings can be tabulated as a matrix. Sample cost and savings matrices 
are shown in Figure 2. The pair of points having maximum savings, 
feasible with respect to truck capacities and any other constraints, 
are then joined. This process is continued until all possible joinings 
are made. Clarke and Wright also allowed for the consideration of 
different vehicle sizes. However, the vehicle capacities serve only 
to act as a check after the pair for joining has been selected, and 
1 2 3 4 ... j 
1—
' 
d1.2 dl,3 dl,4 ... d. . 
2 d 2 ( 1 d2,3 d2.4 ... d 0 
to 
d3,l d3,2 d3,4 ... d_ . 
4 
d4,l d4.2 d4,3 ... d, . 
i 
di.l di,2 di.3 di,4 ... d. . 
Cost Matrix 
1 2 3 4 ... j 
i—
• 
2 S2.3 S2.4 ... S— 2,3 
3 S3,2 S3,4 ... S _ . 3,J 
4 S4,2 S4.3 ... S„ . 4,3 
i Si,2 Si,3 Si,4 ... S. . 
Savings Matrix 
Figure 2. Sample Cost and Savings Matrices 
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the effects of capacity restrictions upon optimality are not considered 
in the selection process. This procedure will be discussed in Chapter 
II in greater detail, as it is used as a basis for this work. 
Hayes [23] identifies the two major faults with the above method: 
(1) once a pair is joined it is never reconsidered, (2) matching of 
demands to capacities is not directly considered. These considerations 
permit suboptimal solutions. Hayes has presented two examples in which 
the Clarke and Wright procedure gives a suboptimal solution. Both of 
these examples are solved in Chapter III. 
Tillman and Cochran [42] improved the solution quality of the 
Clarke and Wright method by using a "look-ahead" procedure. This 
procedure examines the total savings from all possibilities of two 
successive joinings. The first of the two pairs of points which 
maximizes the total savings is then joined. They also present an 
example in which the Clarke and Wright procedure gives a suboptimal 
solution. This example is also solved in Chapter III. Continuing this 
idea, Hering [25] explores the possibilities of an "extended look-
ahead procedure," examining three, four, or more successive joinings 
at one time. But as Tillman and Cochran note, for large numbers of 
successive joinings, the cost in computation time begins to exceed 
the value gained from looking ahead. This method approaches total 
enumeration as the number of successive look-aheads approaches the 
number of joined point pairs in the final solution. 
Tillman [41] extends the Clarke and Wright procedure to include 
probabilistic demands; and multiple terminals (central facilities). 
Though of interest, neither case will be considered here. Cochran 
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[11] discusses how Clarke and Wright's method may be adapted to some 
unusual cases, i.e., individual demands exceeding vehicle capacity. 
He also suggests a possible improvement involving reassignment of 
trucks to demand points. Smith [38] investigates the line haul problem 
which is concerned with demand points, both the shipping and receiving 
of a commodity. Smith is concerned with the minimization of "back­
haul" distance. He uses a savings approach for solution. 
Gaskell [19] compared several criteria based on inter-point 
costs (and bearing some relation to savings) against the savings cri­
teria. While he determined that other measures could be as efficient, 
he found none superior to savings in providing high quality solutions. 
Other heuristic methods bearing no relation to Clarke and 
Wright's method have appeared. Hayes [23] developed a technique 
determining the desirability of joining a point based on factors in­
cluding: demand at the point, distance from the terminal, distance 
from joined points, and distance from other unjoined points. Also 
included was a random factor with no relation to any of the charac­
teristics of the point. Points are joined on a basis of this desira­
bility factor until all possible joinings are exhausted and the 
traveling salesman problem is solved for each route. This procedure 
is repeated a number of times, keeping the best solution. Hayes notes 
that the procedure is problem dependent, achieving poorer results when 
the terminal is located at or near the perimeter of points considered. 
Several observations become evident. Solving the traveling 
salesman problem for each route could become time consuming in larger 
problems. Realistic problems may have over 100 demand points and the 
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number of points assigned to a route can become fairly large (see 
results in Chapter III). In addition, Hayes1 use of Karg and Thomp­
son's [26] heuristic solution to the traveling salesman problem intro­
duces increased non-optimality. The additive effect of this could be 
highly significant. There is also a large amount of subjectivity 
present, e.g., determining the weights to be given to each factor con­
sidered, determining what factors to use, and especially the random 
element. 
The role of the random element in Hayes' procedure suggests 
that perhaps some form of random generation of routes with systematic 
improvement should also be considered. This was done by Gillette and 
Miller [21] with some success. They deploy the demand points on a 
Euclidean coordinate system. These points are joined on routes based 
on radial angle from an arbitrary reference line until truck capacities 






1 1 line 
Figure 3. Generation of An Initial Solution by 
Gillette and Miller 
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These routes are then improved by a systematic interchange of points. 
A number of solutions are found in this manner, until a solution of 
desired quality is obtained. 
Still another technique was attempted by Newton and Thomas [33]. 
They first solved the traveling salesman problem for the same distance 
matrix, D, and then subdivided this solution into routes. Their results 
showed the quality of a solution so obtained varied depending on the 
number of points on a route. Also, the results of Svestka and Huckfeldt 
[40] show that for their procedure, the one-salesman traveling salesman 
problem is computationally more difficult than a problem having more 
than one salesman. The traveling salesman problem with more than one 
salesman is similar to the vehicle scheduling problem. In view of this, 
it seems illogical to first solve the traveling salesman problem. 
Christofides ;md Eilon [9] present a three-optimal heuristic 
method based upon work done by Lin [28] concerning the traveling sales­
man problem. Their method determines a solution which cannot be im­
proved by replacing any three links (joinings) in the given solution. 
This method can be extended to four-optimal, five-optimal, etc., but 
three is selected as a balance between solution quality and computation 
time. They report, in general, an improvement in solution quality, but 
at the expense of greater computation time. 
In addition to the above heuristics, some exact solution proce­
dures have been developed guaranteeing optimality. The major drawback 
of these procedures has been their inability to handle large problems 
without severe increases in computation time. Perhaps the first 
appearance of an exact procedure was by Balinski and Quandt [2], who 
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utilized a version of Gomory's [22] cutting plane method for integer 
solutions. They were, however, severely limited by computational time 
and the largest problem tested had only 15 demand points. Pierce [37] 
developed an exact procedure which seems an improvement, but is also 
severely limited by size. The largest problem he reports results for 
has 19 demand points; a problem in which computation time was so 
prohibitive, the procedure was terminated at 40 minutes without 
guaranteeing optimality. Dun [14] developed a two-phase algorithm 
in which the first phase generates and prices feasible routes, and 
the second phase selects an optimal set of these routes. While Dun's 
computational results are improvements in some cases (compared to 
other exact procedures), often solution time is longer than previous 
methods. 
Perhaps the most promising exact technique to date is that 
developed by Svestka and Huckfeldt [40]. Their procedure is designed 
to solve a closely related m-salesman traveling salesman problem. The 
procedure first solves a related assignment problem using a modified 
transportation algorithm of Ford and Fulkerson's [18]. If the solution 
to the modified assignment problem does not satisfy the conditions of 
the m-salesman problem, they impose restrictions upon the cost matrix, 
D. These restrictions prohibit the formation of the previous solution, 
but do so without prohibiting any feasible solutions. In this method 
the assignment problem is resolved until all conditions are satisfied. 
Forming a branch of a solution tree with the sequence of assignment 
problems, a branch and bound technique is used to guarantee optimality. 
They report solutions to a one-salesman problem of size 60 in 
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approximately 80 seconds (using a Univac 1108 machine). Orloff [36] 
has suggested (although no computational results are available) a 
procedure similar to this. Bellmore and Malone [7] have discussed 
many of the principles used by both Orloff and Svestka and Huckfeldt. 
However, Svestka and Huckfeldt have presented the most encouraging 
results. While, as they state, their solution time does increase 
exponentially with size (implying that at some point solution times 
will become prohibitive) this rapid increase is delayed long enough to 
permit solution of relatively large problems (60-80 demand points) 
before becoming restrictive. Figure 4 shows how increasing problem 




20 40 60 80 100 
Problem size 
Figure 4. Solution Times of Svestka and Huckfeldt 
They estimate solution time for a problem of size 100 to be approxi­
mately 27 minutes. Other interesting results are: their extension to 
non-symmetric cost matrices; their conclusion that the one-salesman 
traveling salesman problem is more difficult than the m-salesman 
traveling salesman problem; and that there appears to be an optimal 
range, 3 <_ [n/m'] <_ 7 (the average number of demand points per route), 
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for the number of salesmen to reduce computational time. 
unfortunately, a few considerations render this procedure un­
favorable for the problem as defined within the framework of the United 
States Postal Service. First, the problem size necessary (100 demand 
points) still confronts some time difficulties (see Figure 4). 
Secondly, the number of salesmen (or vehicles) must be known before 
solving the problem. This does not allow one to explicitly consider 
the truck capacities. This specifies that all demands must be serviced 
by a predetermined number of trucks. Third, due to capacity restric­
tions, the minimum number of vehicles required, as determined by total 
capacity, may not be able to service all demands. (For example five 
demands of two units each cannot be serviced by two trucks of capacity 
five each. Each truck could service only two demands, four units, for 
a total of eight units, leaving two units unserviced.) Further, the 
minimum number of trucks capable of satisfying all demands may not 
minimize the total cost. Hence, the selection of the number of 
vehicles to be used before solving the problem may not minimize cost. 
Solutions for more than one m* must be determined to assure optimality 
(see Orloff [36]). In addition, the ease of solution is to some degree 
dependent upon the number of salesmen in a solution. 
Unfortunately, then, despite the encouragement shown by the 
above results, the problem size and the relatively frequent solutions 
required by the United States Postal Service still seem to limit 
solution techniques to heuristic procedures. 
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Overview of Existent Heuristic Techniques for 
Application to Non-Symmetric Problems 
In considering a cost matrix, D, if distance is the system mea­
sure used, symmetry is often a valid assumption. Since in most instances 
the same routes would (or could) be followed, differences are slight. 
However, in most measures considering actual cost, significant differ­
ences can appear. An example is the partial cost matrix shown in 
Table 1 for travel times between various points in the Atlanta metro­
politan area. Variations greater than 50 percent are shown. This 
situation is typical of Postal Service collection times. Differences 
in time would dictate similar differences in cost because of gas, 
vehicle utilization, driver utilization, etc. These differences would 
be of concern, whenever they occur, in order to obtain a realistic cost 
minimization procedure. The nonsymmetry summarized in Table 1 is 
primarily caused by traveling with or against main traffic streams (but 
along the same routes). This phenomenon may be anticipated in any 
intra-city travel. 
Table 1. A Sample Non-Symmetric Cost Matrix 
1 2 3 4 5 6 
1 -- 20 20 20 35 20 
2 20 — 15 20 
3 25 20 — 25 
4 30 10 
5 20 15 — 
6 25 5 --
1 7 
However, there are many additional possible sources of non-
symmetry, i.e., road obstacles, road repairs, travel by boat downstream 
and car upstream, travel up-hill in one direction and down-hill in the 
other direction, travel fully loaded and unloaded, all of which could 
create significant nonsymmetry. The symmetric problem is a special 
case of the non-symmetric problem. Any special circumstances could 
cause enough deviation from symmetry to require non-symmetric analysis. 
Most realistic assessments of cost would include nonsymmetry, yet all 
procedures (with the exception of Svestka and Huckfeldt) mentioned in 
the previous section, do not consider this case. In view of the 
numerous situations mentioned above which could incur non-symmetric 
costs, the need for an efficient solution procedure is evident. Exist­
ing procedures will be examined towards this end. 
A cursory review of the existing heuristic techniques mentioned 
above does not seem encouraging for solution of problems with non-
symmetric cost matrices. 
Some procedures (Hayes, Christofides, and Gillette) are dependent 
upon Euclidean distances for solution formulation. This dictates 
symmetric cost. 
The procedures presented by Dantzig and Ramser and Clarke and 
Wright, seem also dependent upon a symmetric cost matrix. As Hayes 
[23] states, "Although Dantzig and Ramser do not specifically mention 
the problem of nonsymmetry, it appears that their method would need 
considerable alteration in order to handle it." Tillman and Cochran 
[42] echo Hayes with regard to Clarke and Wright's procedure and their 
own. They state, "Neither method guarantees an optimal solution and 
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both require the distance matrix to be symmetric." Other researchers, 
using Clarke and Wright's or other procedures, always assume, im­
plicitly or explicitly, a symmetric cost matrix. Hayes further states 
that the inability to handle non-symmetric problems stems from the lack 
of concern of directionality in solution procedure. 
Clarke and Wright's procedure does have some characteristics 
that favor applying it to non-symmetric problems. First, their proce­
dure seems to be the only existing heuristic procedure that is not 
completely dependent upon symmetric costs. They utilize symmetry in 
their procedure, but their savings concept can be extended to the non-
symmetric case. Second, their procedure is among the best in terms 
of achieving fast, good quality solutions. Some procedures achieve 
marginally better solutions, but at the cost of computational time. 
Because of the above considerations, the procedure of Clarke 
and Wright, shall be used as a basis for the solution of vehicle 
scheduling problems having non-symmetric cost matrices. In Chapter II 
we shall show that not only are directionality considerations manage­
able, but in so doing the solution procedure is simplified with 
corresponding reductions in computation time. 
19 
CHAPTER II 
DEVELOPMENT OF A HEURISTIC SOLUTION PROCEDURE 
Review of Clarke and Wright 
Symmetric Procedure 
Because the method of Clarke and Wright [10] serves as a basis 
for a non-symmetric algorithm, a review of their procedure is warranted. 
This shall be done readily by a sample problem. 
Assume the following information is given with reference to the 














1 2 3 4 5 
1 -- 10 20 20 10 
2 10 -- 10 20 10 
= 3 20 10 -- 15 20 
4 20 20 15 10 
5 10 10 20 10 --
(c) 
10 2 
20 10 3 
20 20 15 4 
10 10 20 10 
id) 
Figure 5. The Cost Matrix Used by Clarke and Wright 
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The demands (Figure 5b) at points (2), (3), (4), and (5) are to be 
collected using the available vehicles located at the terminal (1). 
Each point can be visited once and only once. Available are one truck 
of capacity 20 units and a number of trucks with a capacity of 15 units. 
The cost matrix, D, associated with travel between these points is 
given. It is assumed that the cost matrix, D, is symmetric (Figure 5c) 
and therefore it can be represented by the half matrix shown in Figure 
5d. For example, the cost of travel from point 3 to point 2 or from 
point 2 to point 3 is found in cell (3,2), d^ ^ ~ The s a v i n g s for 
each possible joining of demand points is calculated from si j = s j i = 
d 1 . + d. . - d. . and a savings matrix formed (Figure 6a). Since the 
savings matrix is symmetric, it can also be represented by a half matrix 
as shown. 
20 3 
S = 10 25 4 
10 10 20 
(a) 
-2 2 
-2 20 3 
-2 10 25 4 
-2 10 10 20 
(b) 
Figure 6. The Savings Matrix and Initial Solution Used by 
Clarke and Wright 
21 
An initial feasible solution is formed by assigning a truck, 
of smallest feasible capacity, to each point. This is indicated in 
the initial solution matrix by setting all x. . = -2 (Figure 6b). 
i»i 
Each cell in the solution matrix is used to indicate whether or not 
the two points represented by that cell are joined at this state of 
the solution. Initially setting 
x. , = -2 for i = 2,... ,n i > i 
indicates that both the path from i to 1 and from 1 to i are assigned 
(Figure 6c). Setting x. . = -1 means that either x. . or x. . is 
i > J i > J J*1 
assigned. It is further required that at each state of the solution; 
i.e., after each joining, it must hold that 
xi,k + xk,j = - 2 6 1 1 , 2 
This is analogous to requiring the incidence of each point be equal 
to 2, or subsequently that each demand point be assigned to one and 
only one truck. 
Joinings are then made by referring back to the savings matrix. 
The pair having the largest savings and satisfying all other constraints 
is joined. When a joining is made, the cell of the solution matrix 
which represents the two points joined, is marked with a-l. At the 
same time +1 is added to the first column of each row that represents 
a point in the joined pair. When the first column of a row = 0 in 
the solution matrix, it means that a demand point is joined to two 
other demand points. At this point that row is no longer examined in 
the savings matrix for possible joining, because a pair once joined, 
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Figure 7. Intermediate and Final Solutions of 
Clarke and Wright 
In the example of Figure 7, the pair of points having the maxi­
mum possible savings, (3,4), is then tested for joining. Here the 
total capacity of points 3 and 4 is 25 units. This exceeds the largest 
truck capacity. This joining is therefore infeasible and these points 
are never again considered for possible joining. The pair of points 
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having the next largest savings (2,3) is examined. The total demand 
at these points, 20, exceeds that of the smaller trucks, but can be 
met by the larger truck. This joining is the assigned as shown in 
Figures 7a and 7b. One is added to the first column of the row of 
each point in the joined pair and a -1 marked in the (2,3) box to 
indicate that points 2 and 3 have been joined. The current solution 
is shown in Figure 7a, with a "0" in cell (3,4) to indicate that the 
joining of these points is infeasible. The next largest savings, cell 
(4,5) is tested, found to be feasible, and therefore joined. All 
other cells are found to be infeasible. The final solution is repre­
sented in Figures 7c and 7d. The final solution consists of two routes, 
one from 1-2-3-1 and the other from 1-4-5-1 at a total cost of 
(10 + 10 + 20) + (20 + 10 + 10) = 80 units. 
The formulation of Clarke and Wright's procedure can then be 
summarized as follows: 
n n 
( 1 ) Min imize - z z d. . x . . (1)* 
l-i j=i l ' 3 . 1 > J 
Subject to 
n n 
(2) • Z x. . + Z x- . = -2 k = 2,3,...,n (n-1) 
i=l 1 > K j=l 
n 
(3) Z x = -2m' (1) 
i=z ' 
*Note: The xi^j have been assigned nonpositive numbers to clarify 
their meaning in the savings matrix. Here, as later, a term involving 
x. . must be negated to give the term a positive value. 
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(4) x, 
i » 3 = 0 or -1 j ~ 2,3,..., n i = 1,2 , . * * , n ( n
2 - 2 n + l ) 
x. i,l = 0, -1, or -2 
i = 2,3 , . . • , n (n-D 
tz 
( 5 ) £ q. < C 
£=1 1 
z — 1,2,..., m (a) 
The term in parenthesis at the right indicates the number of 
each type of constraint. 
In the above formulation (1) determines the total cost. The 
constraints (2) specify that each demand point must be serviced and 
that each is serviced only once. The constraint (3) specifies that 
each of the m routes must be made to and from the terminal. The con­
straints (4) limit each truck to one trip and each demand point to one 
visitation. The effect of (3) and (4) concurrently is to eliminate 
subtours (here defined as a closed route of more than one point not 
including the terminal). The constraints (5) prohibit vehicle 
capacities from being exceeded. 
At the conclusion of Chapter I, rationale was presented for 
selecting Clarke and Wright's procedure as a basis for a non-symmetric 
vehicle scheduling algorithm. In addition to those reasons, others 
can be derived from the use of the "savings" concept. 
The idea behind savings is simple. Joining two points on a 
route will reduce the total cost required to service those points. 
The cost reduction will be equal to the savings associated with those 
two points. Thus, the total cost after joining two points is equal 
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to the total cost before joining, less the savings of the joined pair. 
That is, 
Cost (after) = Cost (before) - Savings 
This relation is true for each pair of points joined. Then, 
it must also be true that the final solution must equal the initial 
solution less the sum of all savings obtained by joining points. 
Cost (final) = Cost (initial) -
n n 
- Z Z s. . x. . 
i , J i , J I i=2 j=2 
Utilizing this relationship, the total cost at any stage of the 
solution process can be determined. Also, the final cost can be deter­
mined with only a knowledge of the initial cost and the savings of 
joined points. For the example of Figure 6, the initial cost is 120 
units. Two pairs of points are joined, each with a savings of 20. 
The final cost is then 120 - 20 - 20 = 80. Determining the cost in 
this manner is easier than using inter-point distances. It is also 
more useful in that the cost at intermediate steps is always known. 
The same relation between initial and final costs holds for 
any solution, not only those obtained by the Clarke and Wright proce­
dure. Thus, for the optimal solution, it must be true that 
Cost (optimal) = Cost (initial) -
n n 
Z Z s. . x. . 
i , 3 i , 3 I i=2 j=2 
i.e., the optimal solution maximizes total savings. This is encourag­
ing since Clarke and Wright's procedure is an attempt to maximize 
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savings. This shows that the optimal solution can always be found 
from the savings matrix. 
Modifications to the Basic Procedure 
The savings concept is useful since it obtains the current solu­
tion cost in a simplified manner. It has also been shown to be capable 
of finding the optimal solution. For these reasons, and those mentioned 
in Chapter I, the Clarke and Wright method is favorable for extension to 
non-symmetric problems. However, some modifications are needed because 
of the increased complexity of the cost matrix and because directionality 
must be considered. The modifications necessary and corresponding proce­
dural changes are best illustrated by an example. 
An example proposed by Hayes [23] shall be used to show the 
inadaptability of the Dantzig and Ramser procedure to non-symmetric 
cost matrices. Assume the partial cost matrix as shown in Figure 8. 
Optimal Solution 
Figure 8. A Non-Symmetric Problem Where the Dantzig and Ramser 
Procedure Fails to Find the Optimal Solution 
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The distance matrix is twice as large for non-symmetric problems since 
d. . ̂  d. . and each has a distinct value in the matrix. Strict use 
1.3 3»i 
of the Dantzig-Ramser procedure obtains a route assignment of 
1-2-3-4-5-1 with a cost of 81. Hayes points out a better solution 
would be a route of 1-2-3-5-4-1 with a cost of 77. 
To solve the problem with a non-symmetric distance matrix, 
full matrices are used and certain aspects of the procedure are modi­
fied. Using the given cost matrix, a savings matrix (Table 2) is 
again calculated. This time directionality in savings calculations 
is accounted for by: 
and now 
Figure 9. A Non-Symmetric Savings Calculation 
Table 2. Non-Symmetric Cost and Savings Matrices 
1 2 3 4 5 
1 
2 37 10 5 
3 15 20 10 
4 10 20 30 
5 5 10 36 
(a) Savings 
-1 0 -1 -1 
0 -- -1 10 5 
-1 15 — 20 10 
-1 10 20 - - 30 
-1 5 10 36 - -
(b) Solution 
In the symmetric case d. . = d. ., d. , = d, ., etc. and s. . = s. .. 7 j,l i,l l,i* 1 , 3 3 , 1 
This, as shown in Table 2a, is not true for the case of non-symmetry. 
An initial solution of one truck assigned to each demand point 
is still assumed. This is now represented by an initial solution 
matrix (Table 2b) with a -1 in each cell of the first column and in 
each cell of the first row. This indicates that a truck is assigned 
from the central facility to each demand point, and that a truck is 
assigned from each demand point back to the terminal. 
The first step is to select the pair of points having the great­
est savings as a candidate for joining. These points are then tested 
against the various constraints for feasibility, and joined if found 
to be feasible. For the given example, the pair (2,3) with a savings 
of 37 is greatest. It is assumed that the capacity and other require­
ments are met. The first step solution matrix is shown in Figure 12b. 
The joining of pair (2,3) is denoted by placing a -1 in cell (2,3) of 
the solution matrix. This indicates that a truck is assigned to 
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travel from point 2 to point 3. A 1 is then added to elements (2,1) 
and elements (1,3) of the solution matrix. Note that now element 
(2,1) = (1,3) = 0. This means that row 2 and column 3 need not be 
considered further for joinings. This adheres to logic. The elements 
of row 2 represent all possible trips leaving demand point 2. Since 
each demand point is to be serviced by only one truck, only one truck 
can leave any demand point. Therefore, once a trip from i is assigned, 
no more trips from i are possible. Also note that assigning a trip 
from i to j precludes the possibility of travel from j to i, since 
this would violate the constraint that each point is visited only once. 
Therefore, whenever arc (i,j) is assigned, s. . will be set equal to 
zero to avoid selecting this link for joining. This restriction avoids 
the formation of subtours of length two. 
The size of the savings matrix to be considered can thus be 
reduced as shown in Table 3a, eliminating row 2 and column 3 and 
T a b l e 3. S o l u t i o n M a t r i c e s f o r a N o n - S y m m e t r i c P r o b l e m 
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 
1 - - 1 0 1 1 1 -- -1 0 0 -1 1 -1 0 0 ' 0 
2 0 -- -1 2 0 — -1 — 2 0 -- -1 
to 1 0 — 20 10 3 -1 0 -- -- 10 3 0 0 — -- -1 
4 1 10 - - — 30 4 -1 10 -- — 0 4 -1 10 
5 1 5 36 -- 5 0 — -- -1 5 0 -1 




(c) Final Solution 
Matrix 
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setting 2 = °« This reduction in the size of the savings matrix 
is highly favorable from a computational standpoint. The number of 
entries of the savings matrix which must be searched decreases rapidly. 
This indicates that despite the increased size of the distance matrix, 
the solution might actually be less complicated and involve less compu­
tation time. This is verified experimentally in Chapter III. This 
finding is comparable to results of Bellmore and Malone [7] and 
Svestka and Huckfeldt [40], although they each use exact solution 
procedures. Their results show that problems with non-symmetric cost 
matrices are less complicated and involve less solution time than 
problems with symmetric cost matrices. 
Continue using the reduced savings matrix. The greatest feasible 
savings at this step is 36 for the pair (5,4). Join this pair and 
continue in a manner similar to that described for the first step. 
Joinings are made until no more are possible. Assuming no capacity 
restrictions are encountered in this problem, the final solution matrix 
of Table 3c is obtained. A route of 1-2-3-5-4-1 with a cost of 20 + 
3 + 30 + 4 + 20 = 77 arises. This agrees with Hayes1 solution. 
The creation of subtours of length greater than two should be 
avoided. This can be done explicitly, each time a joining is made, 
by setting the savings of pairs forming subtours equal to zero. In 
Figure 10 if point 5 is joined to the existing route, 1-2-3-4-1, one 
would set not only s^ ^ = 0, but also s^ ^ = s $ 2 = ®" 
It is also possible to avoid this problem by ascertaining that 
the two points selected for joining have not already been assigned to 
the same route. In this procedure, the latter method has been utilized 
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Figure 10. Eliminating Subtours 
because it is compatible with the computer logic necessary for other 
calculations. This method does not preclude combining existing routes. 
Two points such as 3 and 4, in Figure 11, may still be joined even 
though both have already been assigned to routes. 
Figure 11. The Joining of Two Routes 
A revised formulation for the general solution procedure is: 
n n 
(1) Minimize - £ £ d. . x. . (1) 
i=l j = l 1 , J 1»J 
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subject to 
(2) Z x. . = -1 k = 2,3,...,n (n-l) 
i=l 1 , K 
n 
Z x k J = -1 k = 2,3,...,n (n-l) 
(3) Z x. " = -m' (1) 




^ x, . = -m' (1) 
1 *J 
(4) x. . = 0 or -1 V. . i j- j (n2-n) 
tz 
(5) Z qff < C z » 1,2,...,m' (m1) 
In the above formulation, (1) determines the total cost of the 
solution. The constraints (2) assure that only one truck leaves each 
demand point and only one truck enters each demand point. The con­
strains (3) dictate that m f trucks must leave the terminal and that m f 
trucks must enter the terminal. The constraints (4) permit only one 
traversal of a directed arc between any two points. The constraints 
(5), as defined above, assure that the sum of the capacities of all 
demand points assigned to the zth route do not exceed the capacity of 
the truck assigned to that route. 
The procedure outlined above obtains good solutions to vehicle 
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scheduling problems that have a non-symmetric cost matrix. These 
solutions are, in general, suboptimal. The above procedure suffers 
from the same faults as does the Clarke and Wright procedure for 
symmetric problems: (1) failure to reconsider points once joined, 
and (2) demands are not matched directly with capacities. 
The consequences of these faults can be significant. Tillman 
and Cochran [42] and Hayes [23] present three example problems where 
use of the traditional Clarke and Wright procedure does not produce 
the optimal result. Each of these problems is solved in Chapter III. 
Inspection of why the procedure failed should provide insight into how 
a better solution can be obtained. For this purpose each of the three 
problems, the Clarke and Wright solution, and the optimal solution are 
reproduced here in Figures 12 through 14. 
In each example problem, a pair of points selected for joining 
by the Clarke and Wright method does not appear at all in the optimal 
solution. This can be attributed, at least in the given examples, to 
improper matching of demands to capacities. Selection of pairs for 
joining entirely on the basis of savings may cause vehicles to be 
loaded less near capacity, or it may prohibit joinings at later stages 
which would result in greater total savings. For example, in Hayes' 
first example, Figure 12, selection of the pair (4,5) for joining 
evokes a solution in which 3 vehicles are utilized, only one at 
capacity. But if link (4,5) is suppressed (s^ ̂  - 0) and not con­
sidered for joining, the optimal solution is realized. This solution 
utilizes only 2 vehicles at their full capacity. 
Tillman and Cochran's look-ahead procedure would also produce 
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10 2 
20 12 3 
25 20 10 4 
25 25 11 2 5 
20 30 22 11 10 6 





Clarke S Wright 
Solution 













Cost = 114 
-1 
-1 -1 
Hayes' First Example of a Suboptimal Clarke 
and Wright Solution 
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a suboptimal solution to this problem. Their procedure would determine 
that the successive joinings of demand pairs (4,5) and (5,6) maximizes 
total savings. The demand points (4,5) would be joined, and the optimal 
solution would not be achieved. The look-ahead technique stresses the 
order in which pairs are joined. However, it seems more likely that 
suboptimal solutions contain links that do not best utilize truck 
capacities; i.e., some links lead to suboptimal solutions because of 
truck capacity considerations. 
This idea is the basis for a suggested improvement to the Clarke 
and Wright procedure. If some links selected by the Clarke and Wright 
procedure are not favorable, "suppression" of these links will lead to 
improved solutions. The suggested improvement then, is to "suppress" 
certain links within the savings matrix. Suppression of a link means 
forcing some constraint upon the solution procedure prohibiting that 
link from appearing in the solution. Suppression of the link (i,j) is 
accomplished by setting s. . = 0 in the original savings matrix. This 
means that the pair of points, i and j, will never be selected for 
joining and can never enter the solution. 
The optimal solution to all three example problems can be ob­
tained from the suppression of the savings of a possible joining. In 
Hayes' first example, discussed above, this pair is (3,4). For Hayes1 
second example problem, shown in Figure 13, the link which needs to be 
suppressed is (3,4). For the example problem given by Tillman and 
Cochran (Figure 14), suppression of the pair (4.6) leads to the optimal 
solution. 
Selection of the links to be suppressed, a priori, seems by no 
3 6 
1 2 2 
1 5 1 0 to 
1 5 1 1 2 4 
1 4 1 7 9 7 5 
1 0 1 8 1 3 1 2 7 
Cost Matrix 
- 2 Clarke § Wright 
Solution 




Cost = 7 5 
- 1 
- 1 
- 1 - 1 
Hayes1 Second Example of a Suboptimal Clarke 
and Wright Solution 
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38 2 Cost 
42 35 3 
56 22 33 4 
63 54 22 45 5 
64 38 27 20 29 6 









Cost = 394 
- 1 - 1 
Tillman and Cochran Example of a Suboptimal 
Clarke and Wright Solution 
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means a simple matter. For example, one would assume that if the 
demand pairs possessing the highest possible savings were joined, 
filling a truck to capacity, this route would appear in the optimal 
solution. This situation is shown in Table 4, with the associated 
cost and savings matrices. 
Table 4. Cost and Savings Matrices Which Lead to a Suboptimal 










10 2 2 
30 20 3 20 3 
40 40 50 4 10 20 4 
40 45 65 70 5 5 5 10 5 
50 55 75 85 80 6 5 5 5 10 6 
40 45 65 75 75 89 7 5 5 5 5 1 7 
30 35 55 62 62 79 62 8 5 5 8 8 1 8 8 
10 15 35 45 44 59 49 38 9 5 5 5 6 1 1 2 
Cost Matrix Savings Matrix 
If the demands are to be serviced with one truck of capacity 20 and 
one truck of capacity 12, the Clarke and Wright solution is as shown 
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in Figure 15. It contains one route, 1-2-3-4-5-6-1, filling the 
larger truck exactly to capacity and using the maximum possible savings 
-1 2 
0 -1 3 
0 -1 4 
0 -1 5 
-1 -1 6 
-1 7 
0 -1 8 
-1 -1 
Figure 15. Clarke and Wright Solution to a Sample Problem 
The total cost of this solution is 430. Yet, if the link for pair 
(4,5) is suppressed, the optimal cost of 428 is obtained with the 
truck of capacity 20 filled below capacity (Figure 16). Hence, neither 
filling a truck to capacity nor utilizing the maximum savings will 
guarantee optimality. 
It is also true that there is no guarantee that if suppression 
of one demand pair results in improvement, suppression of a different 
demand pair would not result in greater improvement. In addition, 
suppression of two links between separate demand pairs simultaneously 
may lead to improvement when suppression of either link alone would not. 
This can be seen in another example problem of Hayes' shown in Figure 
17 which Hayes used in a different context. The Clarke and Wright 
40 
-1 2 
0 -1 3 
0 -1 4 
0 5 
-1 -1 6 
-1 7 
0 -1 -1 8 
-1 -1 
Figure 16. Optimal Solution to the Sample Problem 
Point Demand 
100 2 
100 50 3 
100 60 10 4 
100 130 60 50 
Cost Matrix 
Savings Matrix 
-2 2 -1 2 
-2 150 3 -1 150 3 
-2 140 190 4 -1 140 -1 4 
-2 70 140 150 5 -1 -1 140 150 
Clarke and Wright Solution 
Cost = 540 
Figure 17. Hayes1 Third Example of a Suboptimal Clarke 
and Wright Solution 
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solution of 5 4 0 cannot be bettered by suppression of only one link of 
the savings matrix. Here, the simultaneous suppression of links ( 3 , 4 ) 
and ( 4 , 5 ) will give the optimal solution of 5 2 0 as shown in Figure 1 8 . 
- 2 2 
- 2 1 5 0 to 
- 1 1 4 0 — 4 
- 1 7 0 1 4 0 - 1 
Solution with ( 3 , 4 ) 
Suppressed Cost = 6 5 0 
1 5 0 
- 1 
7 0 - 1 
Optimal Solution with ( 3 , 4 ) 
and ( 4 , 5 ) 
Suppressed Cost = 5 2 0 
Figure 18. Solutions for Hayes 1 Third Example 
Using Suppression 
Despite the vagaries involved in determining where this pro­
posed suppression technique will be effective, some statements can be 
made to enhance its effectiveness. Suppression should only be con­
sidered for point pairs which were joined in the original Clarke and 
Wright-based procedure. Since this solution technique is still based 
on their selection process, suppressing other links would not affect 
the solution. Also, the links to be suppressed should be chosen from 
among the first selected to be joined by the solution procedure. 
These joinings will involve greater savings, and therefore suppression 
of these joinings will have a greater effect upon the solution. When 
an improved solution is obtained from the suppression of a link, the 
improved solution is saved and the previous solution discarded. The 
suppressed link which led to the improvement remains suppressed in 
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all future attempts at improvement. This was done rather than sup­
pressing all joined pairs of a solution and saving the suppression 
giving the maximum improvement. It was felt the latter method re­
sembled total enumeration. The latter method would also not provide 
the variation of solutions produced by the method used. Therefore, 
when an improved solution is obtained, this solution, with the sup­
pressed link, is saved as the new best. Further suppressions are then 
attempted on this new solution. 
The above considerations are summarized for efficient use of 
this suppression technique. The problem is first solved using the 
basic solution procedure (Clarke and Wright for the symmetric problem 
or the modified procedure presented here for the non-symmetric problem), 
keeping a list of the order in which each joining was made. The first 
joined pair is then suppressed and the modified problem solved again 
by the original procedure. If an improvement is obtained, the new 
solution is saved and the procedure continues, suppressing the first 
joining of the new solution. If no improvement is obtained, the cur­
rent suppression is voided and the next joined pair is suppressed. 
The process continues until a predetermined number of successive sup­
pressions brings no improvement and is then terminated. In the larger 
problems, five suppressions has been found to be effective. 
The suppression technique can be viewed as examining complete 
branches of a solution tree. In Figure 19, the ordered pairs inside 
the circles represent the selection of that demand pair for joinings. 
The heavy bar over an ordered pair represents all solutions not con­
taining the joining of that pair. 
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Figure 19. Solution Tree Representation of the 
Heuristic Procedure 
The Clarke and Wright solution explores one "branch" of the 
solution tree to termination. This is shown as the rightmost "branch" 
of the tree, terminating with a solution cost of K. Each point pair 
within a circle ((a,b), (c,d), etc.) indicates that pair has been 
joined on a route in the solution represented by that branch. 
After obtaining a complete solution, one backtracks to the 
point where this branch started. The first point pair joined, (a,b) , 
is then suppressed (s , = 0). This is denoted by (a,b) to indicate 
a, D 
all solutions which do not join the points a and b, in that order, on 
a route. The best solution is then found from this modified initial 
4 4 
savings matrix. This first suppression of the K solution proceeds down 
the leftmost branch, terminating with a cost of Kl. In the illustration, 
Kl is shown greater than K so the K solution is saved. 
Since no improvement was obtained in the first suppression, the 
second pair joined in the K solution, (c,d), is suppressed. This sup­
pression is represented by the cell (c,d). All solutions from this 
point would contain (a,b), but not (c,d). The best solution is again 
found using the modified initial savings matrix. The next two points 
joined are (g,h) and the resulting solution is shown having a cost, K2, 
less than K. Since K2 is less than K, this new solution is now saved 
and the K solution discarded. The next step involves suppressing the 
first pair joined in the K2 solution, (g,h), and so the process con­
tinues . 
Each time a link is suppressed a new, complete solution is 
found. Suppressing more links increases the chances of improving the 
solution. However, to guarantee an optimal solution would involve 
total enumeration of all solutions. A trade-off is evident between 
increased computational time and quality of solution. For each sup­
pression the problem must be resolved. Despite this limitation, the 
results, using few, suppressions, seem encouraging (see Table 7). 
Summary of the Solution Procedure 
and An Example 
Now a step-by-step computational solution procedure can be 
given for the non-symmetric vehicle scheduling problem which includes 
the suppression technique. 
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Step 1: Initialize the cost matrix, the demand at each point and 
the size and the number of trucks available. 
1.1. Set the suppression level, L, equal to 1 
L = 1 
Step 2: Compute the savings, set up the matrix and determine the 
initial solution. 
2.1 Compute all s. . = d. , + d, . - d. . for all 
i . j i»i I*: 1 . 3 
i = 2,...,n, j = 2,...,n and i ^ j. 
If s. . < 0 , set s. . = 0 . 
1 . 3 ' 1 . 3 
2.2 Set 
s. 1 = s, . = -1 for i = 2,...,n and 
1 , 1 i , J j = 2,...,n. 
This determines the initial solution. 
2.3 Compute the cost of the initial solution, K, by 
n n 
K = Z d. , + Z d, . 
i=2 1 ' 1 j-2 1>1 
Step 3: Determine the greatest feasible savings, sj j, where 
s*> • = max {s. .} 
I . J 
where (i,j) is the subset of all (i,j) such that (i,l) t 0 
and (l,j) f 0 . 
3.1 lfs^ y> = 0, proceed to Step 5. i*3 
Step 4: Join the demand points i and J on a route. 
4.1 Determine if either of the points is currently assigned 
to a route. There are three possibilities: 
4.1.1 Neither of the points is on a route. Join i and 
j on a new route, z. Compute the total demand 
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Q = q^ + x z n i n j 
and proceed to Step 4.2. 
4.1.2 One of the points is currently assigned to a 
route, z. Attempt to join the unassigned point 
to the route. Compute the total demand 
Q z = Q z + q£ (or qj) 
and proceed to Step 4.2. 
4.1.3 Both points are currently assigned to routes, r 
and s. Attempt to join the routes. Compute the 
total demand 
Q = Q + Q x z x r x s 
and proceed to Step 4.2. 
4.2 Check the capacity restrictions. 
4.2.1 Choose the smallest C^ such that 
and proceed to Step 4.3. 
4.2.2 If no such C, exists set s* * = 0. 
Return to Step 3. 1 , J 
4.3 Decrement the number of trucks available 
k k 
(When applicable, increment the number of trucks avail­
able for the previous truck size used on this route.) 
4.4 Mark the points I and J as joined in the savings matrix, 
s* * = -1 
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s~ o = 0 
S<N = s. * = 0 i,l 1,J 
4.5 Compute the new solution cost 
K = K - s- -
i>3 
4.6 Save the order in which the points were joined and 
return to Step 3. 
Step 5: Save the best solution. 
5.1 If this was the first solution, save the cost, K 1 
K' = K 
the routes, and the order in which points were joined. 
Proceed to Step 6. 
5.2 If this is not the first solution 
5.2.1 and K < K f, set K f = K, L = 1, and s<* • = 0 
i n 
in the matrix of Step 2.1. , J 
Proceed to Step 5.3. 
5.2.2 and K > K 1, set L = L + 1 and proceed to Step 5.3. 
5.3 Save the routes formed and the order in which points 
were joined for the best solution. 
Step 6: Suppression of arcs. 
6.1 If L < L 1 (the maximum number of suppressions without 
improvement in the solution), suppress the pair of points 
joined next in the current best solution, say i 1 and j 1 , 
by 
S i ' , i ' - ° 
in the savings matrix of Step 2.1 and proceed. 
6.2 If L = L 1 , or if all joined pairs in the current solu­
tion have been suppressed, terminate. 
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The steps of this procedure will now be demonstrated with an 
example. Consider the non-symmetric cost matrix shown in Table 5a. 
Table 5. Information for a Complete Expository Problem 
1 2 3 4 5 6 7 
1 -- 20 30 50 60 50 40 
2 10 5 10 20 20 15 
3 20 10 -- 30 10 35 20 
4 30 15 20 — 10 15 10 
5 40 15 5 10 — 15 5 
6 30 30 25 10 5 ~ 20 
7 20 10 30 20 10 30 — 










1 2 3 4 5 6 7 
1 — -1 -1 -1 -1 -1 -1 
2 -1 — 35 50 50 40 35 
3 -1 30 — 40 20 35 40 
4 -1 35 40 -- 80 65 60 
5 -1 45 65 80 — 75 75 
6 -1 20 35 70 85 — 50 
7 -1 30 20 50 70 40 — 






Steps 1 and 2 give the information summarized in Tables 5b 
through 5d. The cost, K, of Step 2.3 is the sum of all elements of 
the first row and first column of the cost matrix of Table 5a. 
K = 10 +20 + 30 + 40 + 30 + 20 + 20 + 30 + 50 + 60 + 50 + 40 = 400. 
The first pass through Step 3 gives s?> * = 85 with i = 6 and 
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j = 5. Proceeding through Step 4.1 it is determined that neither of 
the points 6 or 5 is currently assigned to a route. From Step 4.1.1 
the total demand of these two points is 8 + 5 = 13 units. Since the 
truck of capacity 16 is available these points are joined. The truck 
size, total demand, and the points on this route (6 and 5) are saved. 
Steps 4.4 and 4.5 give the information summarized in Figure 20a. 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 
1 -1 -1 -1 0 -1 -1 1 — -1 0 -1 0 -1 -1 
2 -1 -- 2 -1 --
3 -1 3 -1 -- 0 
4 -1 -- 4 -1 --
5 -1 -- 0 5 0 -1 0 — 0 
6 0 -1 — 6 0 -1 








Figure 20. Solution Matrices for an Expository Problem 
Returning to Step 3, the next s^ ? = 80 for the pair of points 
5 and 4. In Step 4.1.2 a match is found since demand point 5 is cur­
rently assigned to a route. It is seen in Step 4.2 that the total 
demand, 13 + 5 = 18, exceeds the capacity of the largest available 
truck. Sg ^ is then set equal to zero and the procedure returns to 
Step 3. In this manner the next pair feasible to join is determined 
to be pair (5,3) with a savings of 65. All other point pairs are 
found to be infeasible and the final solution, K' = 250, is summarized 
in Figure 20b. 
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Since s^ o = 0, the procedure moves to Step 5. The cost, K, of 
250 is better than the initial cost of 400 and the current solution is 
saved. In Step 6, since L = 1, the first pair of points joined in the 
current solution, 6 and 5, are suppressed. This gives an initial sav­
ings matrix as shown in Figure 21a. 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 
1 — -1 -1 -1 -1 -1 -1 1 -1 0 -1 0 -1 0 
2 -1 -- 35 50 50 40 35 2 0 — -1 
3 -1 30 — 40 20 35 40 3 -1 0 — 
4 -1 35 40 -- 80 65 60 4 0 -- -1 
5 -1 45 65 80 75 75 5 0 0 -1 
6 -1 20 35 70 0 -- 50 6 -1 0 — 








Figure 21. First Use of Suppression On An Expository Problem 
Following Steps 3 and 4 as before now results in a solution as 
shown in Figure 21b with K = 210. Again Step 5.2 finds K to be less 
than K' and the current solution replaces the previous one (K1 = K). 
The arc s^ ^ is now permanently set equal to zero. 
The first joined pair of the new solution, s^ ^ is now sup­
pressed resulting in the initial savings matrix of Figure 22a. 
Following Steps 3 and 4 now gives the solution shown in Figure 
22b with K = 285. This is not less than the current best K' of 210. 
Hence, the new solution is ignored. The next two joined point pairs 
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— -1 -1 -1 -1 -1 -1 
-1 35 50 50 40 35 
-1 30 — 40 20 35 40 
-1 35 40 — 0 65 60 
-1 45 65 80 -- 75 75 
-1 20 35 70 0 — 50 
-1 30 20 50 70 40 --
-1 -1 0 0 -1 -1 
-1 — 
0 -1 
-1 — 0 









Figure 22. Further Suppressions on an Expository Problem 
in the current best solution, s^ j and s 2 g, are suppressed separately, 
For each new cost matrix a solution is found. Neither solution im­
proves upon the current best. Since all elements of the joined point 
pairs have been explored, Step 6.2 directs the procedure to terminate. 
This gives a final solution as shown in Figure 23. The solution con­
tains three routes: 1-2-3-1, 1-4-5-7-1, and 1-6-1. These routes can 
also be determined from the solution matrix of Figure 21b. 
Figure 23. Optimal Solution of an Expository Problem 
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The steps used to arrive at the final solution are depicted in 
Figure 24. This figure is intended to clarify the complete procedure 
described verbally above. Again, as in Figure 19, the similarity to 
a branch and bound tree is evident. 
This procedure, as presented, has several advantages. It is 
very easy to incorporate within existing techniques in that the same 
solution procedure is used. The order of joined points to be examined 
by suppression, is determined as a by-product of normal procedure. 
Also, one immediately has a good solution, Clarke and Wright's, and 
improvement can be extended to the desired degree. 
In addition to these advantages, a number of alternate solutions 
are generated. This can be valuable in systems where intangible factors 
may not favor the best available solution. Several solutions near the 
best are usually obtained among the alternates produced by the sup­
pression of links. For example, in a randomly generated non-symmetric 
problem with 40 demand points, 5 of the 8 solutions generated were 
within 10 percent of the best heuristic solution obtained. The alter­
nate solutions produced may differ in the number of trucks assigned, 
the unused capacity of trucks assigned, and the sizes of trucks 
assigned. All of these factors could be of value. 
In addition to the good quality, alternate solutions generated, 
a few of poor quality are generated. This identifies these links 
which are critical to the system. Knowing which links most affect 
the total system cost can be helpful, both in considering immediate 
changes and planning for the future. 
The use of a suppression technique can thus be useful as a tool 
K = 400 
1st solution 
1st suppression 
of K = 250 




cell ( 5 7 5 ) 
the members 
solution. 
The joining of all 
other pairs is in-
feasible. This is 
the first solution. 
Return to the initial 
solution and suppress 
(6,5) 
No more points can be 
joined. There is no 
improvement, so sup­
press (5,7) next. 
joined pair, so 
terminate with K 210. 
mprovement. 
Return to cell (5,7) 
and suppress (2,3) next. 
Figure 24. The Heuristic Solution Procedure Presented as a Tree 
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in system analysis. It has the additional advantages of providing 
alternate solutions, and providing better quality solutions. 
Additional Constraints 
Care must be taken in considering additional constraints with 
a solution procedure of this type. The primary reason for selecting 
an heuristic procedure was the ease and speed of solution generation. 
The addition of certain constraints can increase the problem complexity 
so that the advantage of using an heuristic procedure (quick solutions 
to large problems) is lost. Various possible system constraints shall 
be discussed with this idea in mind. 
Limiting the total cost incurred by any given vehicle on a 
route could be easily incorporated. The cost of a route can be deter­
mined easily at each step as a by-product of other calculations. How­
ever, within the system of the United States Postal Service, truck 
capacities are filled long before vehicle cost restrictions are reached. 
Another constraint could be that some demands are so large that 
they cannot be serviced entirely by one truck. Demands are not con­
sidered explicitly when selecting points for joining, and therefore, 
the demands can be considered variable. When such a point is con­
sidered, the maximum demand available on a truck will be assigned. 
The remaining demand at that point will still be available for joining 
in the savings matrix. This procedure would continue until all demand 
at the point is serviced. This situation is encountered by the United 
States Postal Service. However, the United States Postal Service sends 
frequent trips to areas of high demand. What is not serviced on a 
first trip is serviced on subsequent trips. They do not operate under 
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the constraint that all demand at a point must be serviced at one 
time. This being true, it can be realistically assumed that the great­
est demand is equal to one full truck. 
Another consideration could be that some points both receive 
and ship goods. Truck capacities could thus be reached either by the 
goods it must deliver or the goods it must pickup. While this is true 
of the United States Postal Service, one activity usually dominates. 
In the morning almost all goods are to be delivered to points, and in 
the evening, almost all goods are received. The problem could then 
be handled as two separate problems, one delivery problem and one 
collection problem. 
A final, very real constraint of the United States Postal Ser­
vice is that many demands must be serviced within specified time periods. 
In addition, many of these demands must be serviced more than once a 
day. This constraint was not included for two reasons. First, 
throughout most of the day, the total system demand is low and these 
considerations do not become a problem. Second, these considerations 
greatly complicate the solution process. Work on this type of problem 
has been done by Levin [27] and Martin-Loef [31], among others. How­
ever, inclusion of this type of analysis with that presented above 
would lose any advantage gained by simple heuristic algorithms. 
From the preceding discussion of additional constraints, it is 
evident that the formulation given above of the non-symmetric vehicle 




Results of applying the procedure outlined in Chapter II to three 
distinct types of problems shall be presented. The first problem will 
be a symmetric problem currently existing in the literature. This is 
done to provide insight to the success of the suppression modification 
when applied to the Clarke and Wright procedure. The second type prob­
lem has an artificially generated cost matrix. The matrix is intended 
to simulate travel time distortions caused by rush hour traffic prob­
lems. The purpose of this problem is to show results of realistic non-
symmetry in a cost matrix. The third type of problem has a randomly 
generated non-symmetric cost matrix. These problems are used to high­
light computational aspects of the new procedure. 
Symmetric Vehicle Scheduling Problems 
Six problems existing in the literature were tested here. 
Problems 1 and 2 were devised by Hayes to show examples of suboptimal 
Clarke and Wright solutions. Problem 3 was devised by Tillman and 
Cochran for the same purpose. Diagrams of the solutions for these 
three problems are as shown earlier in Figures 12-14. Three addi­
tional large problems are tested. These were originally presented by 
Christofides and Eilon. The results are summarized in Table 6. All 
solutions shown in the table were obtained from heuristic solution 
techniques. 
5 7 
Table 6 . Comparison of Solution Procedures Used on 
Symmetric Vehicle Scheduling Problems 
Problem Size, n Origin 
1 7 Hayes 
2 6 Hayes 
3 7 Tillman § Cochran 
4 5 1 Christofides § Eilon 
5 7 6 ii it 
6 1 0 1 f i ft 
Problem 
Clarke § Wright' Best Known Suppression 
Trks Time Cost Trks Time Cost Trks Time Cost 
1 7 4 1 1 9 2 1 1 4 2 1 1 4 
2 6 3 8 6 2 7 5 2 7 5 
3 7 3 4 2 0 3 3 9 4 3 3 9 4 
4 5 1 6 3 6 5 9 1 5 1 2 0 5 4 6 5 5 8 5 7 3 
5 7 6 1 0 7 8 9 0 7 1 0 7 3 8 6 5 1 0 1 6 2 8 8 6 
6 1 0 1 8 1 5 0 8 7 7 8 2 4 0 8 6 2 8 1 2 4 8 7 6 
IBM 7 0 9 0 , Gaskell's savings approach. 
IBM 360/67, Gillette and Miller's Sweep Algorithm. 
°Univac 1 1 0 8 . 
The suggested modification is successful in determining the 
critical links of the smaller problems. In each case the optimal 
solution is obtained. However, improvement of the larger problems is 
much more difficult to obtain. The additional computation time in­
volved would not normally be justified unless the solution improvement 
were greater. The worst case possible still gives the Clarke and 
Wright solution. 
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Non-Symmetric Problem Derived from 
a Symmetric Problem 
The second type problem was generated in the following manner. 
Points were deployed on a Euclidean coordinate system around a central 
facility, as shown in Figure 25. The Euclidean interpoint distances 
were determined and a symmetric solution obtained. These Euclidean 
distances were then perturbed in the following manner. The central 
facility was assumed to lie at the center of a Central Business District. 
Travel proceeding along a radial line to or from the center was assumed 
to be non-symmetric due to rush hour traffic. It would take longer to 
travel the same distance traveling in heavy traffic than it would 
traveling in light traffic. More nonsymmetry was assumed to be present 
the closer travel is to a Central Business District. Travel circum-
ferentially around a Central Business District was assumed symmetric. 
It would take the same time to travel in either direction. Travel 
between these two extremes could be either symmetric or non-symmetric. 
These assumptions were b a s e d upon the data c o l l e c t e d to g e n e r a t e the 
non-symmetric cost matrix of Table 1. 
This produces an artificial non-symmetric cost matrix as shown 
in Figure 25. The proposed routes for the non-symmetric case are 
shown to differ from those of the solution to the symmetric case. In 
addition, the solution cost is changed, but the difference for this 
problem is not great. The results indicate that even some assessment 
of nonsymmetry can affect the solutions. 
Random Non-Symmetric Problem 
The third type of problem analyzed has a randomly generated 
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5 9 2 
8 15 8 3 
4 23 17 9 4 
6 7 7 10 17 5 
6 6 12 15 21 5 6 
2 21 28 29 31 21 16 7 
4 18 25 27 31 18 13 5 8 
6 8 17 22 25 12 8 15 10 9 
1 16 25 30 35 20 15 13 8 8 10 
7 4 13 19 24 10 8 20 16 6 13 11 
10 11 19 26 34 18 15 24 19 10 13 8 12 
3 13 20 28 36 20 18 28 23 14 17 11 4 13 
5 8 12 20 26 13 14 28 24 13 20 8 9 8 14 
2 6 4 12 21 7 10 21 23 14 22 9 15 16 8 15 
5 13 4 8 17 11 16 32 29 22 29 17 23 23 14 8 
Symmetric Cost Matrix 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 8 13 10 5 5 18 16 7 14 4 10 11 7 5 12 
2 10 " 7 15 7 13 27 24 17 24 14 19 19 12 4 4 
3 18 9 -- 8 11 17 28 25 23 25 21 27 30 21 14 8 
4 25 19 10 " 19 24 30 30 30 36 29 36 38 29 23 16 
5 8 8 9 15 " 5 19 17 12 19 11 17 18 13 7 10 
6 7 12 13 19 5 " 15 12 8 14 9 14 17 14 10 15 
7 24 30 30 31 23 18 " 5 17 14 22 26 30 30 23 34 
8 20 26 26 31 19 14 4 " 11 8 18 20 24 25 25 30 
9 9 17 21 26 12 7 14 10 -- 8 6 10 14 13 14 22 
10 18 25 25 34 20 16 13 8 9 " 14 14 17 21 24 30 
11 4 13 17 25 10 8 18 15 5 12 " 7 9 8 9 16 
12 12 20 26 33 18 16 23 18 11 13 9 " 4 10 16 23 
13 14 21 28 35 21 20 27 23 15 17 12 4 " 9 17 23 
14 9 12 20 26 14 15 26 23 13 20 9 9 8 " 9 15 
15 7 4 12 19 7 9 19 22 13 21 9 14 14 7 " 7 
16 15 4 8 17 12 17 31 28 21 29 18 23 23 16 8 
Related Non-Symmetric Cost Matrix 
Figure 25. A Non-Symmetric Problem Derived from a Symmetric Problem 
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non-symmetric cost matrix. Cost matrices of size 10, 20, 40, 60, 80, 
and 100 demand points were generated. The solution times for the 
initial solution procedure (no suppressions) are shown in Figure 26. 
Since solution times are very sensitive to problem structure 
(see Table 7), the results shown in Figure 26 should be taken only as 
indications. The most important factor, other than the number of de­
mand points, determining solution times appears to be vehicle capacity 
and the number of points on a route. In Figure 26, problems of the same 
size have approximately the same number of routes. This should reduce 
the variability. However, due to this sensitivity and the number of 
problems solved, the data of Figure 26 should not be taken to show exact 
relations between symmetric and non-symmetric solution times. The sig­
nificance is that the non-symmetric problem is no more difficult to 
solve than the symmetric problem. 
Comparing solution times between different researchers can be 
very misleading. Significant differences can arise from use of differ­
ent computer systems. Some insight has been given to these problems 
by Glover, et al. [46]. Of the machines they tested, the slowest 
machine proved 20 times slower than the fastest. Hence, solution times 
of different authors on different machines must be compared with this 
in mind. In addition, specific coding methods and specific problem 
structure can cause fluctuation in times. This should be considered 
in any results comparing solution times of different researchers. 
Each suppression would require nearly the same time as the 
initial solution. Initial solution times for some symmetric problems 
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Figure 26. Initial Solution Times for Symmetric and Non-Symmetric Problems 
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Table 7. Computational Experience with Randomly Generated Non-Symmetric Problems 
Problem Size 























m' time K m' time K m' time K m* time K m' time K m' time K m1 time K m' time K m' time K m* time K 
NON-SYMMETRIC 
40 6 .45 581 6 5.9 517 12 2.2 884 12 15.6 884 19 9.7 1320 18 68. 1260 
60 5 .37 466 4 5.9 432 9 1.6 651 8 22.2 572 14 4.5 971 13 53. 912 
80 4 .24 297 4 3.3 297 7 1.15 535 6 12. 511 10 3.3 704 10 54. 604 
120 9 7.2 1014 8 82. 925 11 15. 917 11 193. 857 
SYMMETRIC 
Problem Size 















m' time K m* time K m* time K m' time K m1 time K m* time K 
See [9] 6 2.9 591 5 58. 573 10 10. 907 10 162. 886 8 16.5 877 8 124. 876 
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non-symmetric problems require no more solution time than do the sym­
metric problems (actually slightly less). This can be attributed to the 
fact that the size of the matrix to be searched is reduced much more 
quickly for the non-symmetric problem. Thus despite greater complexity 
of the initial cost matrix, the non-symmetric case is no more difficult 
to solve. 
The vehicle capacities were varied on the problems of size 20, 
40, and 60 demand points. The changes in number of vehicles, total 
cost, and computational time are summarized in Table 7. In this table 
both the initial and final solutions are given. The improvements for 
the random non-symmetric problems are more encouraging than the improve­
ments for the symmetric case. There are two reasons for this. First, 
because the entries of the non-symmetric cost matrix are completely un­
related, the solutions should show more variation. Secondly, the 
tendency of the symmetric Euclidean based cost matrix is to produce 
more related and equivalent solutions. This is a consequence of 
satisfying the triangle inequality. Bellmore and Malone [7] discuss 
this in detail. 
The results also show that increasing the truck capacities of 
a problem has three effects: (1) the number of trucks required is 
reduced; (2) the total solution cost is reduced; and (3) the compu­
tation time is reduced. Increasing truck capacities allows more points 
to be joined which will reduce the total cost. An increase in truck 
capacity also allows more points to be joined on each route. This 
requires less routes and less trucks. Since more joinings are feasi­
ble, the size of the savings matrix is reduced much more quickly. 
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The reduced matrix size will require less computational effort and 
less total time. 
The information gained from this type of analysis can be useful 
when considering the purchase of a new fleet of vehicles or consider­
ing additions to a current fleet. The information also specifies what 
type of problem can be most efficiently solved by this procedure. 
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CHAPTER IV 
CONCLUSIONS AND EXTENSIONS 
Conclusions 
The algorithm presented extends the treatment of vehicle 
scheduling problems to include non-symmetric cost matrices. The proce­
dure is capable of solving very large problems (n = 100) without 
experiencing computation time limitations. In fact, despite the addi­
tional complexity of the initial cost matrix, the computation time is 
no greater than the time needed to solve a symmetric problem of the 
same size. This observation can be attributed to a much quicker re­
duction in the size of the associated savings matrix. 
It has also been determined that increasing the truck capacity 
Cor alternately, decreasing the number of routes) decreases the compu­
tational time necessary to obtain a solution. This decrease, obtained 
by doubling the vehicle capacity, varied from 47 percent to 63 percent. 
A modification to the basic solution procedure has also been 
introduced. The modification is applicable to both symmetric and non-
symmetric problems. The basis for the modification is that some 
points joined in the original solution may be unfavorable due to truck 
capacity considerations. Some of the point pairs of the original 
solution are then "suppressed" to prevent them from appearing in new 
solutions. 
The suppression technique performed well on small symmetric 
problems which were not solved optimally by the Clarke and Wright 
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procedure. The optimal solution to all of these examples was obtained. 
The results for large symmetric problems were not particularly favor­
able. The best solution improvement was only 3 percent. This was ob­
tained with an increase in computation time over that needed for the 
original solution. In general, the increase in computation time did 
not justify the solution improvement. 
When applied to large non-symmetric problems, the results of 
suppressing links were much more encouraging. Improvements greater 
than 14 percent were obtained. The increase in computational effort 
necessary to achieve this improvement can be seen in Table 7. Because 
of the quick initial solutions (> 10 seconds, CPU), and the number of 
solutions generated, this increase in computation time is not critical 
when justified by the solution improvement. The greater success for 
non-symmetric problems was attributed to the much greater variety of 
solutions obtained from the non-symmetric problem. Two additional 
benefits were derived from the suppression of links: (1) the gener­
ation of alternate good quality solutions; (2) the analysis of what 
parts of the system are most critical. 
The algorithm presented here is simple and fast enough to 
warrant its use when non-symmetric problems are encountered. For 
these problems it is also recommended that the suppression of links 
be used. 
Extensions 
Extensions to this work can be viewed in two areas: (1) extend­
ing the procedure itself to solve the types of problems presented 
here more efficiently; (2) extending the types of solvable problems. 
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In the first area much improvement can be gained by improving 
the selection of links to be suppressed. Dominance characteristics of 
certain links appearing in the solution should exist. Criteria, such 
as savings/demand, should be investigated as a means of selecting the 
links to be suppressed. Another criteria could be selecting links for 
suppression on routes with the most excess capacity. Preliminary 
attempts to determine more efficient means of selecting links to be 
suppressed have not been successful. However, criteria such as those 
mentioned above, should lead to more efficient use of the suppression 
technique. 
The representation of this procedure as a solution tree suggests 
a branch and bound technique similar to that presented by Bellmore and 
Malone. Instead of pursuing each branch to termination, a lower bound 
would be determined for all branches. Only those branches with a lower 
bound lower than the current best solution would be examined further. 
Efforts thus far to find a lower bounding procedure have en­
countered one of two difficulties. One difficulty is that the bound 
is not tight enough. Tightness refers to determining a lower bound 
close enough to the optimal to eliminate a large number of branches 
from consideration. The second difficulty encountered is that proce­
dures which produce a tight lower bound become as complex as the 
heuristic solution procedure. There is then no advantage in using a 
branch and bound technique. However, the efforts to find a bounding 
technique have been limited. It is felt much improvement could be 
gained by more work in this area. 
Due to a lack of work done on non-symmetric problems, it is 
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difficult to ascertain how close the solutions obtained are to opti­
mality. A method of determining a tight lower bound would also be 
useful for this purpose. The lower bound could also be used as a 
criteria for termination. One would terminate when solutions within 
a desired limit of the lower bound are achieved. 
To extend the types of solvable problems, constraints, of the 
type mentioned at the end of Chapter II, should be considered. An 
example of such a constraint would be the inclusion of deadlines, i.e., 
some demands must be serviced within specified time limits. However, 
as mentioned in Chapter II, the benefits of this additional analysis 
should be weighed against the cost necessary to achieve it. 
The solution procedure presented here may also be extended to 
problems other than the vehicle scheduling problem. One type of 
problem which may benefit from this type of analysis would be the 
problem of performing n jobs on m machines. In this problem, the jobs 
and machines could be analogous to the demand points and vehicles of 
the vehicle scheduling problem. Many scheduling problems exhibiting 
non-symmetric cost matrices could be fertile areas for extension of 
this solution procedure. 
APPENDIX 
FORTRAN PROGRAM GUIDE—NOMENCLATURE, 


























Represents the capacity of the Lth size truck 
Represents the demand to be serviced at the lth 
demand point 
Defines a three-dimensional array 
Represents the cost matrix 
Represents the savings matrix 
Represents the current best solution 
Represents a work area for the solution matrices when 
suppression is being used 
Represents the lth row in the cost or savings matrix 
Represents the Ilth route formed (a route contains 
more than one demand point) 
Specifies the order within the file RANK 
Represents an area used to compare the current total 
demand of a route and vehicle capacities 
Represents the current best solution cost 
Saves the location of a point found on a route 
Saves the route number of a point found on a route 
Represents a modified SIZE used in DO loops, WRITE 
statements, etc. 
Is a counter specifying the level of suppression 
Represents a column in the cost or savings matrix 
Represents a position on a route 
Represents the initial solution cost of one vehicle 
to each demand point 




















Specifies the column of the point pair picked for 
joining 
Specifies the row of the point pair picked for joining 
Specifies the location of a point on a route 
Specifies the location of a point on a route 
Specifies which DIST matrix one is using 
=1 for the first solution or the current best solution 
=2 for the solutions of suppressions 
=1 for the first solution or the current best solution 
=2 for the solutions of suppressions 
Represents the current maximum feasible savings 
Represent the row and column of the current element 
being suppressed 
Represents the current cost of the solution being 
determined in this iteration 
Represents the number of trucks available of the Lth 
size 
Represents a file to save the order in which point 
pairs were joined. 
Represents the routes formulated in the solution 
process 
Is used to save the number of trucks available for re­
initializing after each suppression 
Represents the size of the problem (the number of 
demand points + the central facility) 
=0, if suppression is not desired 
=1, if suppression is desired 
=0, if the problem is non-symmetric 
=1, if the problem is symmetric 
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THt LOST OK TME FIRS i SOLUTION TS 805 
l"Ht TOTAL CnU TTM£ USFU THUS FAR IS 5.24240 
SUPPRESSION N"MP£R X HAS IMPROVED THr SOLUTION 
THt NEW CURRENT bEST SOLUTION HAS A COST OF 784 
THc TOTAL CnU TIME USED THUS FftR IS 9.45240 
SUPPRESSION N"M°cR x OF THIS SOLUTION GIVES A COST OF 785 
THt TOTAL C°D TIME USED THUS FAR IS lj.28900 
SUPPRESSION Ni'M̂ER c HAS IMPROVFLJ THE SOLUTION 
THt .EW Cl'RPEMT bEST SOLUTION HAS A COST OF 761 
lHtL TOIAL CPU TIME US«=Tj THUS FAR IS 17.05440 
SUPPRESSION M'lMPdR x HAS IMPROVED THE SuLUTION 
THE nFW CURRENT DEST SOLUTION HAS A COST OF 744 
THc. TOTAL f.nU TÎ E UŜD THUS far IS 20.92780 
SUPPRESSION N' !MH(£p L oc THIS SOLUTION GIVES A COST OF 779 TH._ TOTAL CnU TIME USEJ THUS FAR IS 25.07520 
SUPPRESSION N"MPtR *L OF THIS SOLUTION GIVES A COST OF 796 
1 Hi_ TOIAL C°U TIME USFj THUS FAR IS 29.17340 
SUPPRESSION N"M"cK 0 or ThIs SOLUTION GIVES A CoST OF 79? I He TOIAL CnU TIME USED THUS FAR IS 32.98620 
SUPPRESSION N' 'MnER 4 OF THIS SOLUTION GIVES A COST OF 832 
TH<_ TOTAL CPU TIME USED THUS FAR IS 37.03220 
SUPPRESSIOI  N"N*P£P o OF THIS SOLUTION G1VFS A COST OF 78? 
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THt M N A u S O U ' T t u n H a S A C O S T O F 7 4 4 
R O U T U S r D I N r . i i s S O L U T I O N A R E A S S H O W N R E u O W 
R O O T i - S DEMAND CAPACITY ACTIVITY 
4 2 6 3 3 * 1 3 7 3 1 5 7 6 0 0 
2 9 5 5 * 1 fi 0 4 3 6 0 0 
5 f c 5 5 f 0 0 0 2 1 6 0 2 
5 7 4 9 0 n 0 4 6 6 0 0 
3 2 1 4 n 0 n 0 2 2 6 0 1 0 
4 3 4 5 3 5 r 4 0 0 5 0 6 0 0 
4 6 2 6 0 0 0 4 3 6 0 0 
5 6 3 0 2 7 ^ 5 5 2 0 5 2 6 0 0 
1 b 2 0 3 8 * 3 C 0 4 2 6 0 0 
2 6 4 1 3 4 c ' 3 n 0 5 b 6 0 0 
3 b 4 7 U 7 1 8 0 5 7 6 0 0 
1 i 2 2 4 4 * > 4 r 0 4 1 6 0 0 
1 3 1 0 4 3 c 0 5 6 6 0 0 
1 v 2 5 ( < n c 0 a 6 0 7 
2 b 3 0 0 r 0 2 9 6 0 1 3 
3 * 5 3 < 0 n 0 3 2 6 0 0 
c 9 o 0 p 0 2 6 6 0 0 
4ti 1 8 (• 0 c 0 1 5 6 0 11 
5 0 8 r 0 p 0 2 0 6 0 4 
0 0 u 0 0 0 0 0 0 
u 0 r< 0 o 0 0 0 0 
u 0 (i 0 0 0 0 0 0 
0 0 (i 0 0 c 0 0 0 
0 0 0 0 0 0 0 0 0 
u 0 0 0 0 0 0 0 0 
u u f 0 0 0 0 0 0 
0 0 i< 0 0 0 0 0 0 
u 0 o 0 p 0 0 0 0 
0 0 0 n 0 0 0 0 0 
u 0 0 0 n 0 0 0 0 
u 0 0 0 p 0 0 0 0 
u 0 0 0 p 0 0 0 0 
0 0 0 0 o 0 0 0 0 
L 0 I! 0 p 0 0 0 0 
u 0 0 n p 0 0 0 0 
u 0 p 0 P 0 0 0 0 
0 0 (» o p 0 0 0 0 
0 0 I": n n 0 0 0 0 
U 0 0 0 p 0 0 0 0 
U 0 r 0 0 0 u 0 0 
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