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CYCLIC COVERS OF THE PROJECTIVE LINE, THEIR
JACOBIANS AND ENDOMORPHISMS
YURI G. ZARHIN
1. Introduction
As usual, Z,Q,C denote the ring of integers, the field of rational numbers and
the field of complex numbers respectively. Let p be an odd prime. Recall that p is
called a Fermat prime if p = 22
r
+ 1 for some positive integer r; e.g., 3, 5, 17, 257
are Fermat prime.
Let us fix a primitive pth root of unity
ζp ∈ C.
Let Q(ζp) be the pth cyclotomic field. It is well-known that Q(ζp) is a CM-field.
If p is a Fermat prime then the only CM-subfield of Q(ζp) is Q(ζp) itself, since the
Galois group of Q(ζp)/Q is a cyclic 2-group, whose only element of order 2 acts as
the complex conjugation. All other subfields of Q(ζp) are totally real.
Let f(x) ∈ C[x] be a polynomial of degree n ≥ 4 without multiple roots. Let
Cf,p be a smooth projective model of the smooth affine curve
yp = f(x).
It is well-known ([6], pp. 401–402, [18], Prop. 1 on p. 3359, [13], p. 148) that the
genus g(Cf,p) of Cf,p is (p− 1)(n− 1)/2 if p does not divide n and (p− 1)(n− 2)/2
if it does. The map
(x, y) 7→ (x, ζpy)
gives rise to a non-trivial birational autmorphism
δp : Cf,p → Cf,p
of period p.
Let J (f,p) = J(Cf,p) be the jacobian of Cf,p; it is an abelian variety, whose
dimension equals g(Cf,p). We write End(J
(f,p)) for the ring of endomorphisms of
J (f,p). By functoriality, δp induces an automorphism of J
(f,p) which we still denote
by δp; it is known ([13], p. 149, [14], p. 448)) that
δp−1 + · · ·+ δp + 1 = 0
in End(J (f,p)). This gives us an embeddding
Z[ζp] ∼= Z[δp] ⊂ End(J (f,p))
([13], p. 149, [14], p. 448)).
Our main result is the following statement.
Partially supported by the NSF.
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Theorem 1.1. Let K be a subfield of C such that all the coefficients of f(x) lie in
K. Assume also that f(x) is an irreducible polynomial in K[x] of degree n ≥ 5 and
its Galois group over K is either the symmetric group Sn or the alternating group
An. Then Z[δp] is a maximal commutative subring in End(J
(f,p)).
If p is a a Fermat prime (e.g., p = 3, 5, 17, 257) then
End(J (f,p)) = Z[δp] ∼= Z[ζp].
When p = 3 one may obtain an additional information about Hodge classes on
self-products of the corresponding trigonal jacobian.
Theorem 1.2. Let K be a subfield of C such that all the coefficients of f(x) lie in
K. Assume also that f(x) is an irreducible polynomial in K[x] of degree n ≥ 5 and
its Galois group over K is either the symmetric group Sn or the alternating group
An. If 3 does not divide n− 1 then:
(i) Every Hodge class on each self-product of J (f,3) could be presented as a linear
combination of products of divisor classes. In particular, the Hodge conjecture
is true for each self-product of J (f,3).
(ii) If K is a number field containing
√−3 then every Tate class on each self-
product of J (f,3) could be presented as a linear combination of products of
divisor classes. In particular, the Tate conjecture is true for each self-product
of J (f,3).
Example 1.3. The polynomial xn−x−1 ∈ Q[x] has Galois group Sn overQ ([15],
p. 42). Therefore the ring of endomorphism (over C) of the jacobian J(C(n,3)) of
the curve C(n,3) : y3 = xn − x− 1 is Z[ζ3] if n ≥ 5.
If n = 3k− 1 for some integer k ≥ 2 then all Hodge classes on each self-products
of J(C(n,3)) could be presented as linear combinations of products of divisor classes.
In particular, the Hodge conjecture is true for all these self-products. Notice that
J(C(n,3)) is an abelian variety defined over Q of dimension n− 1 = 3k − 2.
Remarks 1.4. (i) If f(x) ∈ K[x] then the curve Cf,p and its jacobian J (f,p)
are defined over K. Let Ka ⊂ C be the algebraic closure of K. Clearly, all
endomorphisms of J (f,p) are defined over Ka. This implies that in order to
prove Theorem 1.1, it suffices to check that Z[δp] is a maximal commutative
subring in the ring of Ka-endomorphisms of J
(f,p) or equivalently, that Q[δp]
is a maximal commutative Q-subalgebra in the algebra of Ka-endomorphisms
of J (f,p).
(ii) Assume that p = 3 and Z[δ3] = End(J
(f,3)). The endomorphism algebra
End0(J (f,p)) = End(J (f,p)) ⊗ Q is the imaginary quadratic field Q(δ3) ∼=
Q(
√−3).
There are exactly two embeddings
σ, σ¯ : Q(δ3) →֒ Ka ⊂ C
and they are complex-conjugate. We have
Q(δ3)⊗Q C = C⊕C.
By functoriality, Q(δ3) acts on the C-vector space H
1,0(J (f,3)) = Ω1(J (f,3))
of differentials of the fist kind. This action gives rise to a splitting of the
Q(δ3)⊗Q C = C⊕C-module
H1,0(J (f,3)) = H1,0σ ⊕H1,0σ¯ .
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The dimensions nσ := dimC(H
1,0
σ ) and nσ¯ := dimC(H
1,0
σ¯ ) are called the
multiplicities of σ and σ¯ respectively. Clearly, nσ (resp. nσ¯) coincides with
the multiplicity of the eigenvalue σ(δ3) (resp. σ¯(δ3)) of the induced C-linear
operator
δ∗3 : Ω
1(J (f,3))→ Ω1(J (f,3)).
By a theorem of Ribet ([11], Th. 3 on p. 526), if the multiplicities nσ and nσ¯
are relatively prime and End0(J (f,3)) = Q(δ3) then every Hodge class on each
self-product of J (f,3) could be presented as a linear combination of products
of divisor classes. Therefore, the assertion (i) of Theorem 1.2 would follow
from Theorem 1.1 (with p = 3) if we know that the multiplicities nσ and nσ¯
are relatively prime while 3 does not divide n− 1.
(iii) One may easily check that nσ (resp. nσ¯) coincides with the multiplicity of
the eigenvalue σ(δ3) (resp. σ¯(δ3)) of the induced C-linear operator
δ∗3 : Ω
1(C(f,3))→ Ω1(C(f,3)).
2. Permutation groups and permutation modules
Let B be a finite set consisting of n ≥ 5 elements. We write Perm(B) for the
group of permutations of B. A choice of ordering on B gives rise to an isomorphism
Perm(S) ∼= Sn.
We write Alt(B) for the only subgroup in Perm(B) of index 2. Clearly, Alt(B) is
normal and isomorphic to the alternating group An. It is well-known that Alt(B)
is a simple non-abelian group of order n!/2. Let G be a subgroup of Perm(B).
Let F be a field. We write FB for the n-dimensional F-vector space of maps
h : B → F . The space FB is provided with a natural action of Perm(B) defined as
follows. Each s ∈ Perm(B) sends a map h : B → F2 into sh : b 7→ h(s−1(b)). The
permutation module FB contains the Perm(B)-stable hyperplane
(FB)0 = {h : B → F |
∑
b∈B
h(b) = 0}
and the Perm(B)-invariant line F · 1B where 1B is the constant function 1. The
quotient FB/(FB)0 is a trivial 1-dimensional Perm(B)-module.
Clearly, (FB)0 contains F · 1B if and only if char(F) divides n. If this is not the
case then there is a Perm(B)-invariant splitting
FB = (FB)0 ⊕ F · 1B.
Clearly, FB and (FB)0 carry natural structures of G-modules. Their (Brauer)
characters depend only on characteristic of F .
Let us consider the case of F = Q. Then the character of QB sends each g ∈ G
into the number of fixed points of g ([16], ex. 2.2,p.12); it takes on values in Z and
called the permutation character of B. Let us denote by χ = χB : G → Q the
character of (QB)0.
It is known that the Q[G]-module (QB)0 is absolutely simple if and only if G
acts doubly transitively on B ([16], ex. 2.6, p. 17). Clearly, 1+χ is the permutation
character. In particular, χ also takes on values in Z.
Now, let us consider the case of F = Fp.
If p | n then let us define the Perm(B)-module
(FBp )
00 := (FBp )
0/(Fp · 1B).
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If p does not divide n then let us put
(FBp )
00 := (FBp )
0.
Remark 2.1. Clearly, dimFp((F
B
p )
00) = n − 1 if n is not divisible by p and
dimFp((F
B
p )
00) = n − 2 if p | n. In both cases (FBp )00 is a faithful G-module.
One may easily check that if the Fp[G]-module (F
B
p )
00 is absolutely simple then
the Q[G]-module (QB)0 is also absolutely simple and therefore G acts doubly tran-
sitively on B.
Let G(p) be the set of p-regular elements of G. Clearly, the Brauer character of
the G-module FBp coincides with the restriction of 1+χB to G
(p). This implies easily
that the Brauer character of the G-module (FBp )
0 coincides with the restriction of
of χB to G
(p).
Remark 2.2. Let us denote by φB = φ the Brauer character of the G-module
(FBp )
00. One may easily check that φB coincides with the restriction of χB to G
(p)
if p does not divide n and with the restriction of φB − 1 to G(p) if p | n. In both
cases φB takes on values in Z.
Example 2.3. Suppose n = p = 5 and G = Alt(B) ∼= A5. Then in the notations
of [1], p. 2 and [5], p. 2 χB = 1 + χ4 and the restriction of φB − 1=χ4 − 1 to
G(5) coincides with absolutely irreducible Brauer character ϕ2. This implies that
the Alt(B)-module (FBp )
00 is absolutely simple.
The following elementary assertion is based on Lemma 7.1 on p. 52 of [12] and
Th. 9.2 on p. 145 of [4]. (The case of p = 2 is Lemma 5.1 of [20]).
Lemma 2.4. Assume that G acts doubly transitively on B. If p does not divide n
then EndG((F
B
p )
0) = Fp. In particular, if the G-module (F
B
p )
0 is semisimple then
it is absolutely simple.
Proof. It suffices to check that dimFp(EndG((F
B
p )
0)) ≤ 1. Itn order to do that,
recall that the double transitivity implies that dimFp(EndG((F
B
p ))) = 2 (Lemma
7.1 on p. 52 of [12]). Now the desired inequality follows easily from the existence
of the G-invariant splitting
FBp = (F
B
p )
0 ⊕ Fp · 1B.
Remark 2.5. Assume that n = #(B) is divisible by p. Let us choose b ∈ B and
let G′ := Gb be the stabilizer of b in G and B′ = B \ {b}. Then n′ = #(B′) = n− 1
is not divisible by p and there is a canonical isomorphism of G′-modules
(FB
′
p )
00 ∼= (FBp )00
defined as follows. First, there is a natural G′-equivariant embedding FB
′
p ⊂ FBp
which could be obtained by extending each h : B′ → Fp to B by letting h(b) = 0.
Second, this embedding identifies (FB
′
p )
0 with a hyperplane of (FBp )
0 which does
not contain 1B. Now the composition
(FB
′
p )
00 = (FB
′
p )
0 ⊂ (FBp )0 → (FBp )0/(Fp · 1B) = (FBp )00
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gives us the desired isomorphism. This implies that if the Gb-module (F
B′
p )
00 is
absolutely simple then the G-module (FBp )
00 is also absolutely simple.
For example, if G = Perm(B) (resp. Alt(B)) then Gb = Perm(B
′) (resp.
Alt(B′)) and therefore the Perm(B′)-modules (resp. Alt(B′)-modules (FBp )
00 and
(FB
′
p )
00 are isomorphic. We use this observation in order to prove the following
statement.
The following assertion goes back to Dickson.
Lemma 2.6. Assume that G = Perm(B) or Alt(B). Then the G-module (FBp )
00
is absolutely simple.
Proof. In light of Example 2.3, we may assume that (n, p) 6= (5, 5). In light of
Remark 2.5 we may assume that p does not divide n and therefore
(FBp )
00 = (FBp )
0.
The natural representation of Perm(B) = Sn in (F
B
p )
0 is irreducible ([3], Th. 5.2
on p. 133).
Since Alt(B) is normal in Perm(B), the Alt(B)-module (FBp )
0 is semisimple,
thanks to Clifford’s theorem ([2], §49, Th. 49.2). Since n ≥ 5, the action of
Alt(B) ∼= An on B ∼= {1, · · · , n} is doubly transitive. Applying Lemma 2.4, we
conclude that the Alt(B)-module (F
Rf
p )0 is absolutely simple. (See also [19].)
3. Cyclic covers and jacobians
Throughout this paper we fix a prime p and assume that K is a field of char-
acteristic zero. We fix its algebraic closure Ka and write Gal(K) for the absolute
Galois group Aut(Ka/K). We also fix in Ka a primitive pth root of unity ζ.
Let f(x) ∈ K[x] be a separable polynomial of degree n ≥ 4. We write Rf for the
set of its roots and denote by L = Lf = K(Rf) ⊂ Ka the corresponding splitting
field. As usual, the Galois group Gal(L/K) is called the Galois group of f and
denoted by Gal(f). Clearly, Gal(f) permutes elements of Rf and the natural map
of Gal(f) into the group Perm(Rf ) of all permutations of Rf is an embedding. We
will identify Gal(f) with its image and consider it as a permutation group of Rf .
Clearly, Gal(f) is transitive if and only if f is irreducible in K[x]. Therefore the
Gal(f)-module (F
Rf
p )00 is defined. The canonical surjection
Gal(K)։ Gal(f)
provides (F
Rf
p )00 with canonical structure of the Gal(K)-module via the composi-
tion
Gal(K)։ Gal(f) ⊂ Perm(Rf ) ⊂ Aut((FRfp )00).
Let us put
Vf,p = (F
Rf
p )
00.
Let C = Cf,p be the smooth projective model of the smooth affine K-curve
yp = f(x).
So, C is a smooth projective curve defined over K. The rational function x ∈
K(C) defined a finite cover π : C → P1 of degree p. Let B′ ⊂ C(Ka) be the
set of ramification points. Clearly, the restriction of π to B′ is an injective map
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π : B′ →֒ P1(Ka), whose image is the disjoint union of ∞ and Rf if p does not
divide deg(f) and just Rf if it does. We write
B = π−1(Rf ) = {(α, 0) | α ∈ Rf} ⊂ B′ ⊂ C(Ka).
Clearly, π is ramified at each point of B with ramification index p. We have B′ = B
if and only if n is divisible by p. If n is not divisible by p then B′ is the disjoint union
of B and a single point ∞′ := π−1(∞); in addition, the ramification index of π at
π−1(∞) is also p. If p does divide n then π−1(∞) consists of p unramified points
denoted by∞1, . . . ,∞p. This implies that the inverse image π∗(n(∞)) = nπ∗(∞) of
the divisor n(∞) is always divisible by p in the divisor group of C. Using Hurwitz’s
formula, one may easily compute genus g = g(C) = g(Cp,f ) of C ([6], pp. 401–402,
[18], Prop. 1 on p. 3359, [13], p. 148). Namely, g is (p− 1)(n− 1)/2 if p does not
divide p and (p− 1)(n− 2)/2 if it does. See §1 of [18] for an explicit description of
a smooth complete model of C (when n > p).
Assume that K contains ζ. There is a non-trivial birational automorphism of C
δp : (x, y) 7→ (x, ζy).
Clearly, δpp is the identity map and the set of fixed points of δp coincides with B
′.
Let J (f,p) = J(C) = J(Cf,p) be the jacobian of C. It is a g-dimensional abelian
variety defined over K and one may view δp as an element of
Aut(C) ⊂ Aut(J(C)) ⊂ End(J(C))
such that
δp 6= Id, δpp = Id
where Id is the identity endomorphism of J(C). Here End(J(C)) stands for the ring
of all Ka-endomorphisms of J(C). As usual, we write End
0(J(C)) = End0(J (f,p))
for the corresponding Q-algebra End(J(C)) ⊗Q.
Lemma 3.1. Id+δp+ · · ·+δp−1p = 0 in End(J(C)). Therefore the subring Z[δp] ⊂
End(J(C)) is isomorphic to the ring Z[ζp] of integers in the pth cyclotomic field
Q(ζp). The Q-subalgebra
Q[δp] ⊂ End0(J(C)) = End0(J (f,p))
is isomorphic to Q(ζp).
Proof. See [13], p. 149, [14], p. 448.
Remarks 3.2. (i) Assume that p is odd and n = deg(f) is divisible by p say,
n = pm for some positive integer m. Then n ≥ 5.
Let α ∈ Ka be a root of f and K1 = K(α) be the corresponding subfield
of Ka. We have
f(x) = (x− α)f1(x)
with f1(x) ∈ K1[x]. Clearly, f1(x) is a separable polynomial over K1 of odd
degree pm− 1 = n− 1 ≥ 4. It is also clear that the polynomials
h(x) = f1(x+ α), h1(x) = x
n−1h(1/x) ∈ K1[x]
are separable of the same degree pm− 1 = n− 1 ≥ 4.
The standard substitution
x1 = 1/(x− α), y1 = y/(x− α)m
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establishes a birational isomorphism between Cf,p and a superelliptic curve
Ch1 : y
p
1 = h1(x1)
(see [18], p. 3359). But deg(h1) = pm− 1 is not divisible by p. Clearly, this
isomorphism commutes with the actions of δp. In particular, it induces an
isomorphism of Z[δp]-modules J
(f,p)(Ka) and J
(h1,p)(Ka) which commutes
with the action of Gal(K1).
(ii) Assume, in addition, that f(x) is irreducible in K[x] and Gal(f) acts s-
transitively on Rf for some positive integer s ≥ 2. Then the Galois group
Gal(h1) of h1 over K1 acts s− 1-transitively on the set Rh1 of roots of h1. In
particular, h1(x) is irreducible in K1[x].
It is also clear that if Gal(f) = Sn or An then Gal(h1) = Sn−1 or An−1
respectively.
Let us put η = 1 − δp. Clearly, η divides p in Z[δp] ∼= Z[ζp], i.e., there exists
η′ ∈ Z[δp] such that
ηη′ = η′η = p ∈ Z[δp].
By a theorem of Ribet [10] the Zp-Tate module Tp(J
(f,p)) is a free Zp[δp]-module
of rank 2g/(p− 1) = n− 1 if p does not divide n and n− 2 if p does. Let J (f,p)(η)
be the kernel of η in J (f,p)(Ka). Clearly, J
(f,p)(η) is killed by multiplication by p,
i.e., it may be viewed as a Fp-vector space. It follows from Ribet’s theorem that
dimFpJ
(f,p)(η) =
2g
p− 1 .
In addition, J (f,p)(η) carries a natural structure of Galois module. Notice that
η′(J (f,p)p ) ⊂ J (f,p)(η)
where J
(f,p)
p is the kernel of multiplication by p in J (f,p)(Ka).
Let Λ be the centralizer of δp in End(J
(f,p)). Clearly, Λ commutes with η and
η′. It is also clear that the subgroup J (f,p)(η) is Λ-stable. This observation leads
to a natural homomorphism
κ : Λ→ EndFp(J (f,p)(η)).
I claim that its kernel coincides with ηΛ. Indeed, assume that u(J (f,p)(η)) = {0}
for some u ∈ Λ. This implies that uη′ = η′u kills J (f,p)p . This implies, in turn, that
there exists v ∈ End(J (f,p)) such that
uη′ = η′u = pv = vp.
Clearly, v commutes with η and therefore with δp = 1 − η, i.e., v ∈ Λ. Since
p = ηη′ = η′η,
uη′ = vηη′
and therefore u = vη. On the other hand, it is clear that ηΛ = Λη kills J (f,p)(η).
Therefore the natural map
Λ/ηΛ→ EndFp(J (f,p)(η))
is an embedding; further we will identify Λ/ηΛ with its image in EndFp(J
(f,p)(η)).
Theorem 3.3 (Prop. 6.2 in [13], Prop. 3.2 in [14]). There is a canonical isomor-
phism of the Gal(K)-modules
J (f,p)(η) ∼= Vf,p.
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Remark 3.4. Clearly, the natural homomorphism Gal(K) → AutFp(Vf,p) coin-
cides with the composition
Gal(K)։ Gal(f) ⊂ Perm(Rf ) ⊂ Aut((FRfp )00) = AutFp(Vf,p).
The following assertion is an immediate corollary of Lemma 2.6.
Lemma 3.5. Assume that Gal(f) = Sn or An. If n ≥ 5 then the Gal(f)-module
Vf,p is absolutely simple.
Theorem 3.6. Assume that p > 2 and n ≥ 4. Let ΛQ = Λ ⊗Q be the centralizer
of Q(δp) in End
0(J (f,p)). Then ΛQ could not be a central simple Q(δp)-algebra of
dimension (2g/(p− 1))2 where g is genus of Cf,p.
Proof. Assume that ΛQ is a central simpleQ(δp)-algebra of dimension (2g/(p−1))2.
We need to arrive to a contradiction. We start with the following statement.
Lemma 3.7. Assume that ΛQ is a central simple Q(δp)-algebra of dimension (2g/(p−
1))2. Then there exist a (p−1)/2-dimensional abelian variety Z over Ka, a positive
integer r, an embedding
Q(ζp) ∼= Q(δp) →֒ End0(Z)
and an isogeny φ : Zr → J (f,p) such that the induced isomorphism
Matr(End
0(Z)) = End0(Zr) ∼= End0(J (f,p)), u 7→ φuφ−1
maps identically
Q(δp) ⊂ End0(Z) ⊂ Matr(End0(Z)) = End0(Zr)
onto
Q(δp) ⊂ End0(J (f,p)).
(Here End0(Z) ⊂ Matr(End0(Z)) is the diagonal embedding.) In particular, Z and
J (f,p) are abelian varieties of CM-type over Ka.
Proof of Lemma 3.7. Clearly, there exist a positive integer r and a central division
algebra H over Q(δp) ∼= Q(ζp) such that ΛQ ∼= Matr(H). This imples that there
exist an abelian variety Z over Ka with
Q(δp) ⊂ H ⊂ End0(Z)
and an isogeny φ : Zr → J (f,p) such that the induced isomorphism End0(Zr) ∼=
End0(J (f,p)) maps identically
Q(δp) ⊂ End0(Z) ⊂ End0(Zr)
onto Q(δp) ⊂ End0(J (f,p)). We still have to check that
2dim(Z) = p− 1.
In order to do that let us put g′ = g/r. Then dimQ(δp)(H) = (
2g′
p−1 )
2 and therefore
dimQ(H) =
(2g′)2
p−1 . Since H is a division algebra and char(Ka) = 0, the number
(2g′)2
p−1 must divide 2dim(Z) = 2g
′. This means that 2g′ divides p− 1. On the other
hand,
Q(δp) ⊂ H ⊂ End0(Z).
This implies that p − 1 = [Q(δp) : Q] divides 2dim(Z) and therefore 2dim(Z) =
p− 1.
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Now let us return to the proof of Theorem 3.6. Recall that n ≥ 4. We write
Ω1(X) for the space of differentials of first kind for any smooth projective variety
X over Ka. Clearly, φ induces an isomorphism φ
∗ : Ω1(J (f,p)) ∼= Ω1(Zr) = Ω1(Z)r
which commutes with the natural actions of Q(δp). Since dim(Z) =
p−1
2 , we have
dimKa(Ω
1(Z)) = p−12 . Therefore, the induced Ka-linear automorphism
δ∗p : Ω
1(Z)→ Ω1(Z)
has, at most, p−12 distinct eigenvalues. Clearly, the same is true for the action of
δp in Ω
1(Z)r. Since φ commutes with δp, the induced Ka-linear automorphism
δ∗p : Ω
1(J (f,p))→ Ω1(J (f,p))
has, at most, p−12 distinct eigenvalues.
On the other hand, let P0 be one of the δp-invariant points (i.e., a ramification
point for π) of Cf,p(Ka). Then
τ : Cf,p → J (f,p), P 7→ cl((P )− (P0))
is an embedding of Ka-algebraic varieties and it is well-known that the induced
map
τ∗ : Ω1(J (f,p))→ Ω1(Cf,p)
is a Ka-linear isomorphism obviously commuting with the actions of δp. (Here cl
stands for the linear equivalence class.) This implies that δp has, at most,
p−1
2
distinct eigenvalues in Ω1(Cf,p).
One may easily check that Ω1(Cf,p) contains differentials dx/y
i for all positive
integers i < p satisfying ni ≥ (p + 1) if p does not divide n ([6], Th. 3 on p. 403;
see also [18], Prop. 2 on p. 3359). Since n ≥ 4 and p ≥ 3, we have ni ≥ (p + 1)
for all i with p−12 ≤ i ≤ p− 1. Therefore the differentials dx/yi ∈ Ω1(Cf,p) for all
i with p−12 ≤ i ≤ p− 1; clearly, they all are eigenvectors of δp with eigenvalues ζ−i
respectively. (Recall that ζ ∈ Ka is a primitive pth root of unity and δp is defined
in §1 by (x, y) 7→ (x, ζy).) Therefore δp has in Ω1(Cf,p), at least, p+12 distinct
eigenvalues. Contradiction.
Now assume that p divides n. Then n ≥ 5. By Remark 3.2, Cf,p is birationally
isomorphic over Ka to a curve C1 = Ch1,p : y
p
1 = h1(x1) where h1(x1) ∈ Ka[x1] is a
separable polynomial of degree n−1; in addition, one may choose this isomorphism
in such a way that it commutes with the actions of δp on Cf,p and Ch1,p. This
implies that δp has, at most,
p−1
2 distinct eigenvalues in Ω
1(Ch1,p).
On the other hand, n − 1 ≥ 4 and n − 1 is not divisible by p. Recall that
deg(h1) = n − 1. We conclude, as above, that for all i with p−12 ≤ i ≤ p − 1 the
differentials dx1/y
i
1 ∈ Ω1(Ch1,p). Now, the same arguments as in the case of p not
dividing n lead to a contradiction.
Theorem 3.8. Suppose n ≥ 4 and p > 2. Assume that Q(δp) is a maximal com-
mutative subalgebra in End0(J (f,p)). Then:
(i) The center C of End0(J (f,p)) is a CM-subfield of Q(δp);
(ii) If p is a Fermat prime then End0(J (f,p)) = Q(δp) ∼= Q(ζp) and therefore
End(J (f,p)) = Z[δp] ∼= Z[ζp].
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Proof. Clearly, C ⊂ Q(δp). Since Q(δp) is a CM-field, C is either a totally real field
or a CM-field. If p is a Fermat prime then each subfield of Q(δp) (distinct from
Q(δp) itself) is totally real. Therefore, (ii) follows from (i).
In order to prove (i), let us assume that C is totally real. We are going to
arrive to a contradiction which proves (i). Replacing, if necessary, K by its subfield
finitely generated over the rationals, we may assume that K (and therefore Ka)
is isomorphic to a subfield of the field C of complex numbers. Since the center
C of End0(Jf,p) is totally real, the Hodge group of J (f,p) must be semisimple.
This implies that the pair (J (f,p),Q(δp)) is of Weil type ([8]), i.e., Q(δp) acts on
Ω1(J (f,p)) in such a way that for each embedding
σ : Q(δp) →֒ C
the corresponding multiplicity
nσ =
dim(J (f,p))
[Q(δp) : Q]
.
Now assume that p does not divide n. We have
dim(J (f,p))
[Q(δp) : Q]
=
g(Cf,p)
p− 1 =
(n− 1)
2
and therefore
nσ =
(n− 1)
2
.
Since the multiplicity nσ is always an integer, n is odd. Therefore n ≥ 5. Let us
consider the embedding σ which sends δp to ζ. Elementary calculations ([6], Th. 3
on p. 403) show that for all integers i with
0 ≤ i ≤ n− 1− (n+ 1)
p
the differentials xidx/yp−1 ∈ Ω1(Cf,p); clearly, they constitute a set of Ka-linearly
independent eigenvectors of δp with eigenvalue ζ. In light of the δp-equivariant
isomorphism
Ω1(J (f,p))→ Ω1(Cf,p),
we conclude that
(n− 1)
2
= nσ ≥ [n− 1− (n+ 1)
p
] + 1.
This implies that (n−1)2 > n − 1 − (n+1)p . It follows easily that n < p+2p−2 ≤ 5 and
therefore n < 5. This gives us the desired contradiction when p does not divide n.
Now assume that p divides n. Then n ≥ 5 and n− 1 ≥ 4. Again, as in the proof
of Theorem 3.6, the usage of Remark 3.2 allows us to apply the already proven case
(when p does not divide n− 1) to Ch1,p with deg(h1) = n− 1.
Remark 3.9. Let us keep the notations and assumptions of Theorem 3.8. As-
sume, in addition that p = 3. Then Q(δ3) = Q(ζ3) is an imaginary quadratic
field and there are exactly two embeddings Q(δ3) →֒ Ka which, of course, are
complex-conjugate. In this case one could compute explicitly the corresponding
multiplicities.
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Indeed, first assume that 3 does not divide n. Then n = 3k− e for some k, e ∈ Z
with 3 > e > 0. Since n ≥ 4 > 3, we have k ≥ 2. By Prop. 2 on p. 3359 of [18],
the set
{xidx/y, 0 ≤ i < k − 1;xjdx/y2, 0 ≤ j < 2k − 1− [ 2e
3
]}
is a basis of Ω1(C(f,3)). It follows easily that it is an eigenbasis with respect to the
action of δ3. This implies easily that Q(δ3) acts on Ω
1(J (f,3)) = Ω1(C(f,3)) with
multiplicities k − 1 and 2k − 1− [ 2e3 ].
Assume now that n = 3k is divisible by 3. Then as in the proof of Theorem 3.6,
the usage of Remark 3.2 allows us to reduce the calculation of multiplicities to the
case of Ch1,3 with deg(h1) = n−1. More precisely, we have n = 3k and n−1 = 3k−1,
i.e., e = 1 and k ≥ 2. This implies that Q(δ3) acts on Ω1(J (f,3)) = Ω1(J (h1,3)) with
multiplicities k − 1 and 2k − 1.
It follows that if n = 3k or n = 3k − 1 then
dim(J (f,3)) = 3k − 2
and the imaginary quadratic field Q(δ3) acts on Ω
1(J (f,3)) with mutually prime
multiplicities k− 1 and 2k− 1. Since Q(δ3) coincides with End0(J (f,3)), a theorem
of Ribet ([11], Th. 3 on p. 526) implies that the Hodge group of J (f,3) is as large
as possible. More precisely, let K ′ ⊂ K be a subfield which admits an embedding
into C and such that f(x) ⊂ K ′[x] (such a subfield always exists). Then one may
consider Cf,3 as a complex smooth projective curve and J
(f,3) as a complex abelian
variety, whose endomorphism algebra coincides with Q(δ3) ∼= Q(ζ3) = Q(
√−3).
Then the Hodge group of J (f,3) coincides with the corresponding unitary group of
H1(J
(f,3)(C),Q) over Q(ζ3). In particular, all Hodge classes on all self-products
of J (f,3) could be presented as linear combinations of exterior products of divisor
classes. As was pointed out in [7], pp. 572–573, the same arguments work also
for Tate classes if say, K ′ is a number field and all endomorphisms of J (f,3) are
defined over K ′. (If
√−3 ∈ K ′ then all endomorphisms of J (f,3) are defined over
K ′ because End(J (f,3)) = Z[δ3] and δ3 is defined over K ′(ζ3) = K ′(
√−3).)
4. Representation theory
Definition 4.1. Let V be a vector space over a field F , let G be a group and
ρ : G→ AutF (V ) a linear representation of G in V . We say that the G-module V
is very simple if it enjoys the following property:
If R ⊂ EndF (V ) be an F -subalgebra containing the identity operator Id such
that
ρ(σ)Rρ(σ)−1 ⊂ R ∀σ ∈ G
then either R = F · Id or R = EndF (V ).
Remark 4.2. (i) Clearly, the G-module V is very simple if and only if the cor-
responding ρ(G)-module V is very simple. It is known ([21], Rem. 2.2(ii))
that a very simple module is absolutely simple.
(ii) If G′ is a subgroup of G and the G′-module V is very simple then the G-
module V is also very simple.
Theorem 4.3. Suppose a field F , a positive integer N and a group H enjoy the
following properties:
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• F is either finite or algebraically closed;
• H is perfect, i.e., H = [H,H ];
• Each homomorphism from H to SN is trivial;
• Let N = ab be a factorization of N into a product of two positive integers
a and b. Then either each homomorphism from H to PGLa(F ) is trivial or
each homomorphism from H to PGLb(F ) is trivial.
Then each absolutely simple H-module of F -dimension N is very simple. In other
words, in dimension N the properties of absolute simplicity and supersimplicity over
F are equivalent.
Proof. We may assume that N > 1. Let V be an absolutely simple H-module of
F -dimension N . Let R ⊂ EndF (V ) be an F -subalgebra containing the identity
operator Id and such that
uRu−1 ⊂ R ∀u ∈ H.
Clearly, V is a faithful R-module and
uRu−1 = R ∀u ∈ H.
Step 1. By Lemma 7.4(i) of [21], V is a semisimple R-module.
Step 2. The R-module V is isotypic. Indeed, let us split the semisimple R-
module V into the direct sum
V = V1 ⊕ · · · ⊕ Vr
of its isotypic components. Dimension arguments imply that r ≤ dim(V ) = N . It
follows easily from the arguments of the previous step that for each isotypic com-
ponent Vi its image sVi is an isotypic R-submodule for each s ∈ H and therefore is
contained in some Vj . Similarly, s
−1Vj is an isotypic submodule obviously contain-
ing Vi. Since Vi is the isotypic component, s
−1Vj = Vi and therefore sVi = Vj . This
means that s permutes the Vi; since V is H-simple, H permutes them transitively.
This gives rise to the homomorphism H → Sr which must be trivial, since r ≤ N
and therefore Sr is a subgroup of SN . This means that sVi = Vi for all s ∈ H and
V = Vi is isotypic.
Step 3. Since V is isotypic, there exist a simple R-module W and a positive
integer d such that V ∼= W d. We have
d · dim(W ) = dim(V ) = N.
Clearly, EndR(V ) is isomorphic to the matrix algebra Matd(EndR(W )) of size d
over EndR(W ).
Let us put
k = EndR(W ).
Since W is simple, k is a finite-dimensional division algebra over F . Since F is
either finite or algebraically closed, k must be a field. In addition, k = F if F is
algebraically closed and k is finite if F is finite. We have
EndR(V ) ∼= Matd(k).
Clearly, EndR(V ) ⊂ EndF (V ) is stable under the adjoint action of H . This induces
a homomorphism
α : H → AutF (EndR(V )) = AutF (Matd(k)).
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Since k is the center of Matd(k), it is stable under the action of H , i.e., we get
a homomorphism H → Aut(k/F ), which must be trivial, since H is perfect and
Aut(k/F ) is abelian. This implies that the center k of EndR(V ) commutes with H .
Since EndH(V ) = F , we have k = F . This implies that EndR(V ) ∼= Matd(F ) and
α : H → AutF (Matd(F )) = GL(d, F )/F ∗ = PGLd(F )
is trivial if and only if EndR(V ) ⊂ EndH(V ) = F · Id. Since EndR(V ) ∼= Matd(F ),
α is trivial if and only if d = 1, i.e. V is an absolutely simple R-module.
It follows from the Jacobson density theorem that R ∼= Matm(F ) with dm = N .
This implies that α is trivial if and only if R ∼= MatN (F ), i.e., R = EndF(V ).
The adjoint action of H on R gives rise to a homomorphism
β : H → AutF (Matm(F )) = PGLm(F ).
Clearly, β is trivial if and only if R commutes with H , i.e. R = F · Id.
It follows that we are done if either α or β is trivial. Now one has only to recall
that N = dm.
Corollary 4.4. Let p be a prime, V a vector space over Fp of finite dimension
N . Let H ⊂ Aut(V ) be a non-abelian simple group. Suppose that the H-module
V is absolutely simple and H is not isomorphic to a subgroup of SN . Then the
H-module V is very simple if one of the following conditions holds:
(i) N is a prime;
(ii) N = 8 or twice a prime. In addition, H is not isomorphic to PSL2(Fp) and
either H is not isomorphic to A5 or p is not congruent to ±1 modulo 5;
(iii) #(H) ≥ ((p[
√
N ] − 1)[
√
N])/(p− 1)
(iv) #(H) ≥ (pN − 1)/(p− 1).
Proof. Let us split N into a product N = ab of two positive integers a and b. In
the case (i) either a or b is 1 and the target of the corresponding projective linear
group PGL1(Fp) = {1}. In the case (ii) either one of the factors is 1 and we are
done or one of the factors is 2 and it suffices to check that each homomorphism
from H to PGL2(Fp) is trivial. Since H is simple, each non-trivial homomorphism
γ : H → PGL2(Fp) is an injection, whose image lies in PSL2(Fp). In other words,
γ(H) is a subgroup of PSL2(Fp) isomorphic to H . Since H is not isomorphic
to PSL2(Fp), the subgroup γ(H) is proper and simple non-abelian. It is known
([17], Th. 6.25 on p. 412 and Th. 6.26 on p. 414) that each proper simple non-
abelian subgroup of PSL2(Fp) is isomorphic to A5 and such a subgroup exists if
and only if p is congruent to ±1 modulo 5. This implies that such γ does not
exist and settles the case (ii). In order to do the case (iii) notice that one of the
factors say, a does not exceed [
√
N ]. This implies easily that the order of GLa(Fp)
does not exceed ((p[
√
N ] − 1)[
√
N ]) and therefore the order of PGLa(Fp) does not
exceed ((p[
√
N] − 1)[
√
N ])/(p − 1). Hence, the order of H is strictly greater than
the order of PGLa(Fp) and therefore there are no injective homomorphisms from
H to PGLa(Fp). Since H is simple, each homomorphism from H is either trivial
or injective. This settles the case (iii). The case (iv) follows readily from the case
(iii).
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Corollary 4.5. Suppose n ≥ 5 is an integer, B is an n-element set. Suppose p = 3.
Then the Alt(B)-module (FB3 )
00 is very simple.
Proof. By Lemma 2.6, (FB3 )
00 is absolutely simple and N = dimF3((F
B
3 )
00) is
either n−1 or n−2. The group Alt(B) ∼= An is a simple non-abelian group, whose
order n!/2 is greater than the order of Sn−1 and the order of Sn−2. Therefore each
homomorphism from Alt(B) to SN is trivial. On the other hand, one may easily
check that
n!/2 > 3n−1/2 > (3N − 1)/(3− 1)
for all n ≥ 5. Now one has only to apply Corollary 4.4(iv) to H = Alt(B) and
p = 3.
Corollary 4.6. Suppose p > 3 is a prime, n ≥ 8 is a positive integer, B is an
n-element set. Then the Alt(B)-module (FBp )
00 is very simple.
Proof. Recall that N = dimFp((F
B
p )
00 is either n− 1 or n− 2. In both cases
[
√
N ]− 1 < [n/3].
Clearly, Alt(B) ∼= An is perfect and every homomorphism from Alt(B) to SN is
trivial.
We are going to deduce the Corollary from Theorem 4.3 applied to F = Fp and
H = Alt(B). In order to do that let us consider a factorization N = ab of N into
a product of two positive integers a and b. We may assume that a > 1, b > 1 and
say, a ≤ b. Then
a− 1 ≤ [
√
N ]− 1 < [n/3].
Let
α : An ∼= Alt(B)→ PGLa(Fp)
be a group homomorphism. We need to prove that α is trivial. Let F¯p be an
algebraic closure of Fp. Since PGLa(Fp) ⊂ PGLa(F¯p), it suffices to check that the
composition
An ∼= Alt(B)→ PGLa(Fp) ⊂ PGLa(F¯p)
which we continue denote by α, is trivial.
Let
π : A˜n ։ An
be the universal central extension of the perfect group An. It is well-known that
A˜n is perfect and the kernel (Schur’s multiplier) of π is a cyclic group of order 2,
since n ≥ 8. One could lift α to the homomorphism
α′ : A˜n → GLa(F¯p).
Clearly, α is trivial if and only if α′ is trivial. In order to prove the triviality of
α′, let us put m = [n/3] and notice that An contains a subgroup D isomorphic
to (Z/3Z)m (generated by disjoint 3-cycles). Let D′ be a Sylow 3-subgroup in
π−1(D). Clearly, π maps D′ isomorphically onto D. Therefore, D′ is a subgroup
of A˜n isomorphic to (Z/3Z)
m.
Now, let us discuss the image and the kernel of α′. First, since A˜n is perfect,
its image lies in SLa(F¯p), i.e., one may view α
′ as a homomorphism from A˜n to
SLa(F¯p). Second, the only proper normal subgroup in A˜n is the kernel of π. This
implies that if α′ is nontrivial then its kernel meets D′ only at the identity element
and therefore SLa(F¯p) contains the subgroup α
′(D′) isomorphic to (Z/3Z)m. Since
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p 6= 3, the group α′(D′) is conjugate to an elementary 3-group of diagonal matrices
in SLa(F¯p). This implies that
m ≤ a− 1.
Since m = [n/3], we get a contradiction which implies that our assumption of the
nontriviality of α′ was wrong. Hence α′ is trivial and therefore α is also trivial.
Theorem 4.7. Suppose n ≥ 5 is a positive integer, B is an n-element set, p is a
prime. Then the Alt(B)module (FBp )
00 is very simple.
Proof. The case of p = 2 was proven in [21], Ex. 7.2. The case of p = 3 was done
in Corollary 4.5. So, we may assume that p ≥ 5. In light of Corollary 4.6 we may
assume that n < 8, i.e., 5 ≤ n ≤ 7.
Assume that n 6= p. Then p does not divide n and n − 1 is either a prime or
twice a prime. Therefore
N = dimFp((F
B
p )
00) = n− 1
is either a prime or twice a prime. Now the very simplicity of (FBp )
00 follows from
the cases (i) and (ii) of Corollary 4.4.
Assume now that n = p. Then either n = p = 5 or n = p = 7. In both cases
N = dimFp((F
B
p )
00) = n− 2
is a prime. Now the very simplicity of (FBp )
00 follows from Corollary 4.4(i).
5. Jacobians and endomorphisms
Recall that K is a field of characteristic zero, f(x) ∈ K[x] is a polynomial of
degree n ≥ 5 without multiple roots, Rf ⊂ Ka the set of its roots, K(Rf ) its
splitting field,
Gal(f) = Gal(K(Rf )/K) ⊂ Perm(Rf ).
Remark 5.1. Assume that Gal(f) = Perm(Rf ) or Alt(Rf ). Taking into account
that Alt(Rf ) is non-abelian simple, Perm(Rf )/Alt(Rf ) ∼= Z/2Z and K(ζ)/K is
abelian, we conclude that the Galois group of f over K(ζ) is also either Perm(Rf )
or Alt(Rf ). In particular, f remains irreducible over K(ζ). So, in the course of the
proof of main results from Introduction we may assume that ζ ∈ K.
Theorem 5.2. Let p be an odd prime and ζ ∈ K. If the Gal(f)-module (FRfp )00 is
very simple then Q(δp) coincides with its own centralizer in End
0(J (f,p)) and the
center of End0(J (f,p)) is a CM-subfield of Q(δp). In particular, if p is a Fermat
prime then End0(J (f,p)) = Q(δp) and End(J
(f,p)) = Z[δp].
Combining Theorems 5.2, Remark 5.1, Theorem 4.7 and Remark 4.2(ii), we
obtain the following statement.
Corollary 5.3. Let p be an odd prime. If f(x) ∈ K[x] is an irreducible polynomial
of degree n ≥ 5 and Gal(f) = Sn or An then Q(δp) is a maximal commutative
subalgebra in End0(J (f,p)) and the center of End0(J (f,p)) is a CM-subfield of Q(δp).
In particular, if p is a Fermat prime then End0(J (f,p)) = Q(δp) and End(J
(f,p)) =
Z[δp].
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Proof of Theorem 5.2. Recall that J (f,p) is a g-dimensional abelian variety defined
over K.
Since J (f,p) is defined over K, one may associate with every u ∈ End(J (f,p)) and
σ ∈ Gal(K) an endomorphism σu ∈ End(J (f,p)) such that
σu(x) = σu(σ−1x) ∀x ∈ J (f,p)(Ka).
Let us consider the centralizer Λ of δp in End(J
(f,p)). Since δp is defined over K,
we have σu ∈ Λ for all u ∈ Λ. Clearly, Z[δp] sits in the center of Λ and the natural
homomorphism
Λ⊗ Zp → EndZp[δp]Tp(J (f,p))
is an embedding. Here Tp(J
(f,p)) is the Zp-Tate module of J
(f,p) which is a free
Zp[δp]-module of rank
2g
p−1 . Notice that
J (f,p)(η) = Tp(J
(f,p))/ηTp(J
(f,p)).
Recall also that (Theorem 3.3 and Remark 3.4)
J (f,p)(η) = (F
Rf
p )
00
and Gal(K) acts on (F
Rf
p )00 through
Gal(K)։ Gal(f) ⊂ Perm(Rf ) ⊂ Aut((FRfp )00).
Since the Gal(f)-module (F
Rf
p )00 is very simple, the Gal(K)-module J (f,p)(η) is
also very simple, thanks to Remark 4.2(i). On the other hand, if an endomorphism
u ∈ Λ kills J (f,p)(η) = ker(1 − δp) then one may easily check that there exists a
unique v ∈ End(J (f,p)) such that u = v · η. In addition, v ∈ Λ. This implies that
the natural map
Λ⊗Z[δp] Z[δp]/(η)→ EndFp(J (f,p)(η))
is an embedding. Let us denote by R the image of this embedding. We have
R := Λ/ηΛ = Λ⊗ Zp/ηΛ⊗ Zp ⊂ EndFp(J (f,p)(η)).
Clearly, R contains the identity endomorphism and is stable under the conjugation
via Galois automorphisms. Since the Gal(K)-module J (f,p)(η) is very simple, either
R = Fp · Id or R = EndFp(J (f,p)(η)). If Λ/ηΛ = R = Fp · Id then Λ coincides with
Z[δp]. This means that Z[δp] coincides with its own centralizer in End(J
(f,p)) and
therefore Q(δp) is a maximal commutative subalgebra in End
0(J (f,p)).
If Λ/ηΛ = R = EndFp(J
(f,p)(η)) then, by Nakayama’s Lemma,
Λ⊗ Zp = EndZp[δp]Tp(J (f,p)) ∼= Mat 2g
p−1
(Zp[δp]).
This implies easily that the Q(δp)-algebra ΛQ = Λ⊗Q ⊂ End0(X) has dimension
( 2g
p−1 )
2 and its center has dimension 1. This means that ΛQ is a central Q(δp)-
algebra of dimension ( 2g
p−1 )
2. Clearly, ΛQ coincides with the centralizer of Q(δp) in
End0(J (f,p)). Since δp respects the theta divisor on the jacobian J
(f,p), the algebra
ΛQ is stable under the corresponding Rosati involution and therefore is semisimple
as a Q-algebra. Since its center is the field Q(δp), the Q(δp)-algebra ΛQ is central
simple and has dimension ( 2g
p−1 )
2. By Theorem 3.6, this cannot happen. Therefore
Q(δp) is a maximal commutative subalgebra in End
0(J (f,p)).
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Proof of main results. Clearly, Theorem 1.1 follows readily from Corollary
5.3. Theorem 1.2 follows readily from Corollary 5.3 combined with Remark 3.9.
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