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Abstract. The dimension of textual information generated day by day makes 
even more necessary efficient and useful methods of information 
recovery.Justice Courts, for example, have a great amount of textual 
information in natural language, what makes difficult the treatment of 
information in a manual way. This paper presents the development of a 
knowledge discovery process on texts related to law area. To demonstrate its 
viability, this engine was applied at Santa Catarina’s Justice Court 
jurisprudence, making available to users the possibility to obtain more useful 
information, even demonstrating more accurate conclusions about the effects 
and consequences, using with bases the knowledge generated by the proposed 
methodology. 
Resumo: A dimensão do volume de informações textuais que são geradas no 
dia-a-dia torna cada vez maior a necessidade de mecanismos eficientes e 
eficazes de extração de conhecimento em textos. Os tribunais de justiça, por 
exemplo, possuem uma grande quantidade de informações textuais em uma 
linguagem natural, o que torna difícil o tratamento de informações de forma 
manual. Este artigo apresenta a construção de um processo de descoberta de 
conhecimento em textos na área do direito, a fim de auxiliar os profissionais 
desta área na recuperação de informações. Para demonstração de sua 
viabilidade, esta ferramenta foi aplicada às jurisprudências do Tribunal de 
Justiça do Estado de Santa Catarina (TJSC), permitindo que usuários 
interessados pudessem obter informações mais precisas e úteis, demonstrando 
conclusões mas apuradas sobre o efeito e conseqüências, utilizando-se da 
base de conhecimento gerada pela metodologia proposta. 
 
1. Introdução 
Praticamente não há uma transação que não gere um registro de computador em algum 
lugar. A cada ano mais operações estão sendo computadorizadas acumulando todos os 
dados em operações, atividades e desempenho. Todos esses dados incluem informações 
valiosas, por exemplo, tendências e padrões, aos quais poderiam ser usadas para 
melhorar decisões empresariais (Goebel e Gruenwald, 1999). Entretanto, com essa 
grande quantidade de dados nos bancos de dados se torna quase que impossível analisa-
los manualmente para tomadas de decisões eficientes. Em muitos casos, centenas de 
  
atributos independentes precisam ser levados em conta simultaneamente para uma 
tomada de ação precisa. 
As tarefas e métodos constituem a descoberta de conhecimento em base de 
dados, freqüentemente denominando como data mining. Data mining é uma 
particularização do processo de KDD que possui aplicação de algoritmos para extrair 
padrões dos dados, enquanto que a Descoberta de Conhecimento é um processo maior, 
abrangendo também a interpretação dos resultados objetivando prever ações futuras e 
apoiar na tomada de decisões (Fayyad et al, 1996). 
Desde o final dos anos 80, pesquisas vêm sendo desenvolvidas com o intuito de 
se extrair padrões úteis e desconhecidos a partir do grande volume de dados nas 
organizações. O início das pesquisas se restringiu a explorar principalmente dados 
estruturados. Hoje em dia passou-se a dar mais atenção a dados na forma de texto. 
Entretanto, após algum tempo de pesquisas da extração da informação, observa-se que 
esse tipo de tecnologia ainda é pouco explorada. 
Com base nessas observações nota-se que os tribunais de justiça possuem uma 
grande quantidade de informações na forma textual. Esses tribunais produzem textos 
jurídicos descrevendo decisões sobre recursos interpostos em primeira instância. Dentre 
estes textos jurídicos se encontra a Jurisprudência. Conforme Montoro (2000), 
jurisprudência “é o conjunto uniforme e  constante das decisões judiciais sobre casos 
semelhantes”. Sabe-se que a maioria dos operadores de direito utilizam duas fontes de 
pesquisa jurisprudencial: livros e sistemas de banco de dados. A procura em livros é 
demorada e incerta devido às limitações de memória dos humanos. Sistemas de banco 
de dados textuais não garantem resultados eficientes pelo modo como retornam os 
documentos recuperados – uma query é enviada ao servidor para ser executada. Ao 
chegar no servidor é disparado um processo de busca sobre os dados armazenados no 
banco de dados, e os registros que atendem aos parâmetros são então enviados para o 
usuário; é o resultado da consulta. 
Conforme visto até agora, percebe-se a necessidade de fazer um estudo de 
técnicas de text mining e por meio dessas técnicas, desenvolver uma ferramenta que terá 
como objetivo extrair conhecimento. Para se ter um melhor entendimento de como se 
extrair conhecimento na jurisprudência, segue um exemplo de como as técnicas de text 
mining irão interagir. O usuário pretende fazer uma busca para extrair alguma 
informação sobre furto de banco. Aplicando técnicas de text mining o sistema retorna 
que, de todos os julgamentos (ou sentenças) que correspondem a furto de banco, 80% 
está ligado com o termo reincidência (pessoa que após o cumprimento da sentença 
praticou um novo crime da mesma natureza). Para o especialista, esse conhecimento 
extraído é de extrema importância pois, fazendo a correlação entre furto de banco e 
reincidência conclui-se que 80% das pessoas que cometem esse crime voltam a praticá-
lo. Então, percebe-se que, da forma que os julgamentos (aqueles que foram utilizados 
para gerar a regra) se constituíram não obtiveram o êxito esperado para reintegrar a 
pessoa à sociedade. Esse conhecimento pode ser usado pelo Advogado em favor da 
defesa do seu cliente, alegando que as providências que vêm sendo tomadas por Juízes e 
Tribunais não vêm surtindo o efeito esperado. Da mesma forma, pode ser utilizado pelo 
Promotor de Justiça, só que com intuito de uma melhor eficácia na defesa dos interesses 
da sociedade. 
 Os problemas relacionados: entendimento, resumo e tratamento de informações 
foram inicialmente resolvidos na área de KDD, que conforme visto anteriormente, busca 
descobrir co-relacionamentos e dados implícitos nos registros de Bancos de Dados, 
extraindo-os para obter conhecimento novo, útil e interessante (Feldman e Dagan, 
1995). O KDD resolve problemas de sobrecarga de informações em dados estruturados, 
entretanto quando os documentos com informações estão descritos em linguagem 
natural, seus dados não estão dispostos de forma tabular como ocorre nos Bancos de 
Dados, percebe-se então a necessidade de uma área específica chamada Knowledge 
Discovery from Texts (KDT) (Zanasi, 2004). 
O KDT engloba técnicas e ferramentas inteligentes e automáticas que auxiliam 
na análise de grandes volumes de dados com o intuito de garimpar conhecimento útil, 
beneficiando não somente usuários de documentos eletrônicos da internet, mas qualquer 
domínio que utiliza textos não estruturados, possibilitando a descoberta de estratégias 
organizacionais de concorrentes (Wives e Loh, 1999). Como a forma mais natural de 
armazenar informação é texto, text mining tem um potencial maior do que data mining 
pois cerca de 80% de informações contidas nas organizações estão contidas em 
documentos textuais. Porém, text mining é um processo muito mais complexo à medida 
que envolve procedimentos com dados textuais que estão em linguagem natural, não-
estruturados e confusos. Text mining é um campo multidisciplinar, envolvendo 
recuperação de informação, análises textuais, extração de informação, clusterização, 
categorização, visualização, tecnologias de base de dados, e data mining (Li et al, 
2002). 
Nota-se hoje uma crescente demanda pela extração de conhecimento proveniente 
de dados não estruturados, sendo, que tais arquiteturas são as principais fontes de 
armazenamento de informações para os tomadores de decisões. O mercado está 
insaciável por ferramentas que apresentem melhores alternativas para dinamizar as suas 
tarefas diárias e minimizar o tempo na tomada de decisão. Percebe-se que a Justiça hoje 
possui uma grande quantidade de informações textuais de Jurisprudência e que cada vez 
mais haverá crescimento na quantidade de informação. A Jurisprudência é uma área 
muito ampla para a tomada de medidas, falta um auxílio mais detalhado e objetivo que 
demonstre conclusões mais apuradas sobre o efeito e conseqüências. Da forma como 
estão sendo tomadas as decisões nota-se que não é feito um estudo detalhado se 
realmente esses julgamentos estão surtindo um efeito esperado. Sabendo-se que 80% da 
informação nas organizações se encontram na forma não-estruturada, percebe-se a 
necessidade de oferecer um estudo sobre a tecnologia de text mining voltada a uma nova 
ferramenta na extração do conhecimento em Jurisprudência. 
Com base no que foi analisado, este artigo apresenta o estudo de técnicas de text 
mining, as suas aplicações, os seus métodos, a forma como podem ser empregadas e 
quais técnicas melhor atendem ao problema aqui escolhido. A validação deste estudo se 
estende com aplicação em Jurisprudência, mais especificamente aplicado aos acórdãos 
do Tribunal de Justiça do Estado de Santa Catarina, com apoio de um especialista da 
área para auxiliar na resolução do problema. 
 
 
 
  
2. Arquitetura da Ferramenta 
O Sistema proposto tem como objetivo principal a extração de conhecimento implícito 
de textos no domínio do direito, extraindo automaticamente tais conhecimentos através 
de uma análise requisitada pelo usuário. Para a ferramenta atender a essa definição, foi 
necessário conceber uma arquitetura que é composta pelos seguintes módulos: módulo 
de entrada, módulo de saída, pré-processamento dos dados, aplicação da técnica. 
Módulo de Entrada: A ferramenta proposta terá três campos a serem preenchidos pelo 
usuário para então entrar com o processo de análise para extração de conhecimento 
implícito. Esses campos, conforme explorado a seguir são: seleção dos documentos, 
número de regras a serem descobertas, fator de suporte e fator de confiança. O módulo 
de entrada é composto por: seleção dos documentos: identifica quais documentos e 
quantos documentos farão parte no processo de análise; número de regras a serem 
descobertas: especifica a quantidade de regras no qual se deseja que retorne, após a 
análise da descoberta de conhecimento implícito; fator de suporte: é o valor porcentual 
que indica o grau mínimo de suporte, ou seja, é definido pela proporção de textos que 
contêm X e Y em relação ao total de textos a serem analisados; fator de confiança: é o 
valor porcentual que indica o grau mínimo de confiança, ou seja, é definido pela 
proporção de textos que contêm X e Y em relação ao número textos que contêm 
somente X. 
Módulo de Saída: O módulo de saída representa as informações que são extraídas e 
apresentadas ao usuário no auxílio de tomadas de decisão. Essas informações resultam 
do conhecimento implícito extraído de documentos textuais, ou mais especificamente de 
ementas do Tribunal de Justiça de Santa Catarina. As informações contidas no módulo 
de saída são: conhecimento extraído: como o próprio nome já diz, o conhecimento 
extraído de documentos selecionados, ou mais especificamente, são as regras de 
associações aplicadas aos textos retornando padrões úteis a serem analisados e 
interpretados pelo especialista. 
Pré-processamento dos Dados: O módulo de pré-processamento dos dados tem como 
objetivo de remover ruídos e preparar os dados para em seguida ser aplicado a técnica 
de extração de conhecimento. Em se tratando de textos, vários métodos podem e devem 
ser aplicados, conforme pode ser visto mais detalhadamente a seguir: limpeza de 
caracteres indesejados: tem como objetivo ignorar todos os caracteres especiais. Esses 
caracteres de forma alguma contribuirão para a aplicação da técnica de extração de 
conhecimento. Tais caracteres podem ser vistos como: `, ~, !, @, #, $, %, ^, &, *, (, ), +, 
|, \, /, {, }, [, ], :, ;, ?, ', =, ¨, -, §, °, ª, £, ¢, <, >, ¬, }, {, etc. Após realizada esta fase os 
textos-fonte estarão prontos para a próxima fase; remoção de stopwords: tem como 
objetivo remover stopwords, isto é, remover dos textos-fonte as palavras chamadas de 
classe fechada, assim como palavras cujo significado seja irrelevante para o contexto. 
Normalmente estas palavras de classe fechada são compostas por conjunções, artigos e 
preposições; normalização de variações morfológicas: são as consideradas palavras de 
significado, ou palavras de classe aberta (substantivos, adjetivos, pronomes, verbos e 
advérbios), as quais serão transformadas aos seus radicais, também conhecidas como 
stems. Por exemplo, as palavras construções e construiremos são transformadas em uma 
mesma cadeia: constru. 
 Aplicação da Técnica: Esta é considerada a fase mais importante, pois é daqui que se 
extrairá o conhecimento implícito. Ou melhor, esta fase tem como objetivo encontrar 
associações, padrões ou correlações em conjuntos de itens na linguagem natural. O 
funcionamento da aplicação da técnica se dá da seguinte maneira. Ao usuário solicitar a 
extração de conhecimento determinando a quantidades de regras a serem retornadas e 
definindo porcentuais de fator de confiança e suporte, nos quais varia de 0% a 100%, o 
sistema irá aplicar a técnica analisando todos os textos-fonte resultantes de fase de pré-
processamento, retornando a quantidade de regras de associações determinadas pelo 
usuário e que estejam acima do porcentual dos fatores de confiança e suporte mínimo 
definidos pelo usuário. 
3. Implementação da Ferramenta 
O protótipo é uma ferramenta implementada em Java, desenvolvida com o objetivo de 
realizar o pré-processamento de um conjunto de documentos e aplicar a técnica de 
regras de associação para se extrair o conhecimento implícito sobre informações 
jurisprudenciais. 
3.1 Pré-processamento dos Dados 
A etapa de pré-processamento é, em geral, a etapa que representa maior custo de tempo 
dentro do processo. Tem como objetivo realizar tarefa tais como a preparação, redução e 
transformação dos dados. 
O pré-processamento propriamente dito tem como objetivo ignorar todos os 
caracteres especiais. Esses caracteres de forma alguma contribuirão para a aplicação da 
técnica de extração de conhecimento. Este é o primeiro método a ser utilizado após 
serem determinados quais documentos a serem analisados. Dessa forma inicia-se a fase 
de pré-processamento dos dados. Para se realizar esta fase, existe um método que recebe 
os documentos selecionados e remove dos textos-fonte todos os caracteres indesejados 
retornando um texto mais limpo para então iniciar a próxima fase deste processo. 
A etapa seguinte tem como objetivo remover as stopwords, isto é, remover dos 
textos-fonte as palavras chamadas de classe fechada, assim como palavras cujo 
significado seja irrelevante para o contexto. Normalmente estas palavras de classe 
fechada são compostas por conjunções, artigos e preposições. 
A remoção de stopwords é realizada de modo automático. Primeiro cria-se uma 
estrutura de dados denominada stoplist, na qual foram definidas todas as palavras que 
poderiam ser removidas dos textos-fonte, que conta com 496 palavras. Posteriormente, 
aplica-se um algoritmo cujo objetivo é realizar uma pesquisa nos textos-fonte e remover 
as palavras que sejam iguais à alguma presente na stoplist. A estrutura de stopwords é 
gerada automaticamente quando se inicia a aplicação, a partir de um arquivo texto 
chamado “stoplist.lst”. Essa estrutura é montada em uma coleção de elementos 
individuais, uma tabela hash chamada HashSet. Uma tabela hash é basicamente um 
conjunto de listas, sendo que cada lista tem um índice. Quando é adicionada uma nova 
stopword na HashSet, esse objeto compara a stopword que está sendo adicionada com 
as outras já existentes na tabela hash para que não haja repetições de stopwords. 
Na etapa de normalização de variações morfológicas, consideram-se palavras de 
significado, ou palavras de classe aberta (substantivos, adjetivos, pronomes, verbos e 
advérbios), as quais serão transformadas aos seus radicais, também conhecidas como 
  
stems. Com essa associação torna-se possível fazer com que consultas por palavras 
derivadas do mesmo radical recuperem os mesmos resultados, o que na maioria das 
vezes torna-se válido pois, documentos relacionados com palavras derivadas são 
relevantes para as mesmas consultas. 
Um algoritmo de stemming aplica heurísticas para detectar os pontos dos quais 
os afixos podem ser extraídos. Essas heurísticas obedecem a regras simples, como a 
detecção de marcas nas palavras, que normalmente são associadas com afixos, por 
exemplo: “mente”, utilizado na formação de advérbios no português ou “inho” 
usualmente usado para a formação de diminutivos dos substantivos. Essas regras são 
especificadas para o algoritmo de stemming junto com as suas exceções. A maioria dos 
algoritmos heurísticos remove somente sufixos por mudarem a categoria sintática da 
palavra, entretanto conservam o sentido da palavra em que são alocados. 
O algoritmo de stemming utilizado considera as  regras propostas por Orengo e 
Hyuck (Zanasi, 2004), por se mostrarem mais adequadas às variações morfológicas da 
língua portuguesa, pois palavras na qual não se deseja remover seus afixos, pode-se 
incluí-la na lista de exceções de definição da regra.  Entretanto optou-se também por 
utilizar alguns métodos propostos por Porter (1980) no seu algoritmo de stemming, 
complementando assim, uma maior eficácia na normalização de variações morfológicas, 
deste modo formando um algoritmo híbrido. 
3.2 Regras de Associação 
Esta é considerada a fase mais importante, pois é daqui que se extrai o conhecimento 
implícito. Ou melhor, esta fase tem como objetivo encontrar associações, padrões ou 
correlações em conjuntos de itens na linguagem natural. Os passos do processo de 
aplicação da técnica ocorrem da seguinte maneira. Ao usuário solicitar a extração de 
conhecimento determinando a quantidades de regras a serem retornadas e definindo 
porcentuais de fator de confiança e suporte, nos quais varia de 0% a 100%, o sistema irá 
aplicar a técnica analisando todos os textos-fonte resultantes de fase de pré-
processamento, retornando a quantidade de regras de associações determinadas pelo 
usuário e que estejam acima do porcentual dos fatores de confiança e suporte definidos 
pelo usuário. 
3.2.1 Ordenação dos Termos a Serem Analisados 
A base de documentos que servirá para a obtenção das regras de associação, será gerada 
a partir de dados gravados em um arquivo texto (.txt). Para que já se obtenha algum 
ganho na geração dessa base de documentos, os termos que farão parte da análise serão 
ordenados de forma decrescente, que se assimila ao modelo estatístico Tf-Idf (term 
frequency – inverse document), isto é, os termos que se encontrarem no topo da lista 
após a ordenação são os atributos (palavras) que aparecem com maior freqüência entre 
todos os documentos. Esses serão considerados os melhores termos a serem usados na 
obtenção das regras de associação. O modelo Tf-Idf é usado para computar o peso de um 
termo “t” em um determinado documento “d”. Nesse trabalho, será computado uma 
única freqüência para cada termo, em todos os documentos “d” em que “t” estiver 
presente. 
 
 
 3.2.2 Preparação dos Documentos para a Aplicação do Algoritmo Apriori 
Nesse trabalho utilizou-se o algoritmo Apriori de um software de domínio público 
chamado Weka (Waikato Evironment for Knowledge Analysis) que possui 
implementações de vários métodos de mineração, para realizar diversas tarefas, 
incluindo a tarefa de regras de associação que é o foco deste trabalho. O algoritmo 
Apriori da ferramenta Weka foi escolhida pelas seguintes razões: é um sistema que 
possui licença pública GNU5 portanto, não há problema algum na alteração desse 
algoritmo, podendo ser adaptado da forma que melhor convier; a implementação do 
algoritmo Apriori é feita na linguagem de programação Java que além de tornar o 
sistema portável, é a linguagem de programação padrão que está sendo utilizada para a 
implementação do protótipo. A base de documentos que foi submetida ao algoritmo 
Apriori do Weka para obtenção de regras de associação teve que ser convertida ao 
formato arff conforme o padrão do algoritmo implementado pela ferramenta. 
O formato arff consiste basicamente de duas partes. A primeira contém uma lista 
de todos os atributos (um atributo por linha) onde deve-se definir o tipo do atributo ou 
os valores que ele pode representar. Estes valores são representados entre “{” e “}” e 
são separados por vírgulas. A segunda parte consiste das instâncias ou transações a 
serem mineradas, com o valor dos atributos para cada instância separados por vírgula, e 
a ausência de um item são denotadas com o símbolo “?”. A presença de um atributo 
pode ser denotada por qualquer valor, sendo que o valor “1” foi adotado nesse trabalho. 
Cabe ressaltar que, para esse trabalho, cada instância contém uma lista de itens, sendo 
que cada item corresponde a uma palavra extraída do documento correspondente. Após 
concluída a etapa anterior, os dados então, estão prontos para serem transitados para o 
formato arff. 
4. Conclusões 
O aumento de volume de informação que são geradas no dia-a-dia de empresas e as 
taxas diárias de crescimento, exige mecanismos capazes de prover, de maneira rápida e 
fácil, a descoberta de novos conhecimentos. Foi nesse aspecto que este trabalho focou 
seu estudo, apresentando uma ferramenta inteligente para auxílio ao procedimento de 
extração de conhecimento na área do Direito. Para estabelecer um modelo apropriado 
para esta tarefa, foi necessário o estudo de técnicas de mineração em textos, mostrando 
suas funcionalidades e suas aplicabilidades. Outro tópico abordado foi a técnica de 
Regras de Associação, que em seus conceitos e em sua aplicabilidade apresenta 
vantagens para extração do conhecimento, seguindo o preceito de auxiliar na tomada de 
decisões. As regras de associação permitem encontrar associações, padrões ou 
correlações em conjuntos de itens de uma base dados relacional ou na linguagem 
natural. 
A ferramenta proposta tem o intuito de auxiliar usuários a extraírem 
conhecimento implícito a partir de documentos que estejam na forma de texto livre. 
Dessa forma, foi proposto um método para extrair automaticamente regras de associação 
entre “itens de informação” contidos em documentos. O método utilizou-se de um 
algoritmo para a descoberta regras de associação. Este tipo de algoritmo tem a vantagem 
de descobrir regras do tipo se – então, que tornam fácil o seu entendimento e sua 
interpretação. Contudo, algoritmos de regras de associação tem a desvantagem de 
exigirem um alto tempo de processamento, particularmente quando o número de itens é 
  
muito alto, o que geralmente é uma situação comum na prática, e em geral é o caso de 
text mining. 
Para reduzir esse problema, além de usar técnicas de pré-processamento de 
textos, como remoção de caracteres especiais, remoção de stopwords e normalização de 
variações morfológicas, este trabalho propôs também um aperfeiçoamento no pré-
processamento dos textos identificando os itens de informação mais relevantes. Para 
verificar a usabilidade da ferramenta, foi desenvolvido um protótipo utilizando 
jurisprudências extraídas do site do TJSC. Apesar do método de pré-processamento ter 
sido eficaz e ter reduzido o tempo computacional, e ainda assim permitir descoberta de 
regras de associação com alto fator de confiança, em algumas regras descobertas não 
representavam conhecimento interessante para o usuário, por se tratarem de 
relacionamento óbvio entre palavras no antecedente e no conseqüente da regra. Assim 
cabe relatar alguns trabalhos futuros. Primeiramente, visto que as jurisprudências 
utilizadas na pesquisa tiveram que ser extraídas do site do TJSC, que por sua vez esses 
dados vieram de uma base de dados relacional, sugere-se a adaptação da ferramenta para 
não só serem aplicados em textos na linguagem natural, mas também em dados 
relacionais. 
Outro ponto importante verificado pelo especialista na aplicação dos testes, foi 
que as palavras que retornavam na forma da regra se – então não possuíam palavras 
com nomes compostos, o que na área do direito seria muito interessante para que se 
pudesse interpretar algumas regras de forma mais concisa. Isto poderia ser resolvido 
implementando a inserção de um thesaurus (dicionário) sobre o vocabulário jurídico. 
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