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Abstract. We propose a framework for predicting future trajectories
of traffic agents in highly interactive environments. On the basis of the
fact that autonomous driving vehicles are equipped with various types of
sensors (e.g., LiDAR scanner, RGB camera, etc.), our work aims to get
benefit from the use of multiple input modalities that are complementary
to each other. The proposed approach is composed of two stages. (i)
feature encoding where we discover motion behavior of the target agent
with respect to other directly and indirectly observable influences. We
extract such behaviors from multiple perspectives such as in top-down
and frontal view. (ii) cross-modal embedding where we embed a set of
learned behavior representations into a single cross-modal latent space.
We construct a generative model and formulate the objective functions
with an additional regularizer specifically designed for future prediction.
An extensive evaluation is conducted to show the efficacy of the proposed
framework using two benchmark driving datasets.
Keywords: Trajectory prediction, Future vehicle/pedestrian localiza-
tion, Generative method, Cross-modal embedding, Autonomous driving
1 Introduction
Recent advances in scene understanding have enabled machines to acquire knowl-
edge of the surrounding environment. This rapid progress particularly in object
detection [1,2,3], tracking [4,5,6], and semantic segmentation [7,8,9] made within
the last few years raises expectations about the emergence of autonomous ve-
hicles. Based upon the success use of visual understanding for driving, the safe
operation of vehicles has become the next central challenge to remove humans
from behind the steering wheel. To succeed in safe driving, the driving models
should consider the past behavior of interactive agents (i.e., pedestrians, cars,
cyclists, etc.) and predict the future motion of whom share roads with them.
Intensive research has been conducted on forecasting future motion of humans
and that of vehicles. However, current existing approaches may not be suitable
for general-purpose trajectory forecast in traffic scenes because of the following
reasons: (i) social interactions are validated from the nearby surroundings with
an assumption of slow movement of agents (i.e., pedestrians) [10,11], which is not
generally applicable to vehicles as they move faster; (ii) the interactive environ-
ment is hypothesized as an open space, resulting in no or minimal considerations
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Fig. 1: Given a sequence of images and past positions, the feature encoder an-
alyzes internal, external, and social stimuli of agents. The features generated
from multiple sensory data (e.g., top-down view LiDAR and frontal view RGB)
are used to condition the generative model that aims to embed different input
modalities into a single cross-modal latent space. The following decoder predicts
future trajectory in top-down or frontal view using the latent variable sampled
from the learned embedding space. Note that the dotted shapes and arrows are
only visible at training time.
of scene context [12,13,14,15,16,17], which is not a feasible assumption in traf-
fic scenes with structured layouts; (iii) the proposed solutions are restricted to
certain scenarios (e.g., highway in [18,19] or ego-future in [20,21,22,23]) and not
generalizable to other settings; and (iv) vehicle interactions with pedestrians are
overlooked [24,25,26,27,28,29], which is essential for the safe operation of vehi-
cles with driving automation systems . Therefore, a robust solution for trajectory
prediction in traffic scenes still does not exist.
In this view, we introduce a framework that addresses the aforementioned
issues for predicting future trajectories of road agents in highly interactive envi-
ronments. An overview of the proposed approach is illustrated in Fig. 1. The first
part of the system (as detailed in Fig. 2) determines motion behavior of the tar-
get agent with respect to other directly and indirectly observable influences. We
borrow the notion of stimuli in [30] to categorize such influences into three types
as in [31]. Inertial stimuli find motion intent of the target agent by observing the
sequence of its past state such as positions. We explicitly model the motion his-
tory of the target by implicitly considering its local perceptions. Environmental
stimuli include contextual cues of the surroundings such as road topology, geom-
etry, and semantic information. We encode both spatial and temporal attributes
of the environment from the past image sequence. Social stimuli consider re-
lational interactions between the target agent and all other traffic participants.
We infer pair-wise relations to model the social behavior from interactive agents.
Note that the proposed feature encoder is not specifically designed for a certain
type of input but commonly used for any modalities of sensory data (e.g., top-
down view LiDAR, frontal view RGB, etc.). As shown in Fig. 1, we extract such
stimuli from two exemplary input modalities.
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The second part of the system aims to get benefit from the use of multiple
input modalities that are complementary to each other. For this, we embed the
encoded stimuli extracted from individual sensor modes into a single shared la-
tent space. Our conditional variational autoencoder (CVAE)-based generative
models jointly optimize the objective functions across different input modalities,
so that the descriptions about the same scenario from different perspectives can
get closer to each other in the embedding space. The latent variables sampled
from this space can generate future trajectories both in top-down and frontal
view through the following decoders conditioned on the encoded motion behav-
ior. To the best of our knowledge, we are the first to investigate multiple in-
put/output modalities from a single framework with the aim of general-purpose
trajectory prediction, unlike the separation of the existing works in top-down
view for autonomous driving [11,24,25] and in frontal view for advanced driver
assistance systems (ADAS) [32,21,23].
To this end, we generate multiple modes of future trajectory by sampling
the latent variables from the learned cross-modal space. However, this random
sampling-based strategy [11,25] likely predicts similar trajectories, ignoring the
random variable input while generating output from the decoder. This posterior
collapse1 problem of VAE and its variants is particularly critical to future pre-
diction as it mitigates the multi-modality of the system. Therefore, we design a
regularizer (i) that pushes the model to rely on the latent variables to predict
diverse modes of future motion and (ii) that does not weaken the prediction
capability of the decoder while preventing the performance degradation.
The main contributions of this paper are summarized as follows:
1. Motion behavior of the agent is encoded from directly and indirectly observ-
able influences, in the form of inertial, environmental, and social stimuli.
2. A single structure of feature extractor is designed to encode such stimuli,
which is applicable to any modalities of sensory data.
3. Shared cross-modal embedding is introduced to get benefit from different
types of input modalities that are complementary to each other.
4. A regularizer is specifically designed for future prediction to mitigate poste-
rior collapse of CVAE and to predict more diverse modes of motion behavior.
Throughout the paper, we use the word ‘multi-modality’ to denote two dif-
ferent sources. First, multi-modal input represents input data obtained from
different types of sensors such as LiDAR scanner and RGB camera. Second,
multi-modal prediction depicts predicted trajectory outputs with multiple vari-
ations.
2 Related Work
In this section, we review the deep learning-based approaches that are most
relevant to the proposed framework.
1 We do not carry out any study on mode collapse of GANs or related problems other
than posterior collapse of VAEs where our structure is built on.
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Trajectory Prediction in Crowds In the last years, a majority of research on
trajectory prediction [10,13,15,33] has been conducted toward modeling the in-
teractive behavior between humans. These works first use the recurrent operation
of neural networks to encode the temporal information using individual humans’
motion sequence. Then, a correlation between encoded features is found through
the explicit social module. Recently, social interactions have been modeled us-
ing the edges of the graph structure in [16]. Although these methods may be
successful in interaction modeling, they overlook the environmental influences
that may cause prediction failure in structured environments. Therefore, the
subsequent works in [11,34,35] take images as input to constrain their prediction
model using scene context. [36] finds both social and environmental interactions
by implicitly analyzing the relations between sub-regions of images. Inspired by
their implicit modeling of relations, we design a new interaction encoder that
explicitly captures the relational behavior of individual entities.
Vehicle Trajectory Prediction in Top-down View Similar interaction mod-
ules are applied for vehicle trajectory prediction in driving scenarios. Some ap-
proaches only consider the past motion of road agents [18,19,17,37], and thus
result in large errors with a complex road environment. To alleviate such prob-
lems, [24,38,25,28] input visual information as an additional cue to condition
their model on the road topology. However, they overlook the vehicle interac-
tions against pedestrians, which is most critical to model the natural behavior
of vehicles on the road for safe driving. Unlike these methods, we do not limit
our scope to ‘vehicle’ trajectories and its interactions. Our framework is a more
general solution in traffic scenes in the sense that we forecast future trajectories
of any agents by discovering the interactions of the target with all other agents.
Vehicle Trajectory Prediction in Frontal View [32,21,23] aim to predict
the future trajectory of vehicles in a frontal view image space. They predict a
target agent’s relative trajectory with respect to the potential motion of ego-
vehicle. Therefore, the prediction outcomes are valid only if the accurate ego-
future is available. In practice, however, prediction of ego-motion is an another
research topic [22] in the transportation domain, which makes hard to apply
such systems into the real world applications. Therefore, we predict the absolute
coordinates of trajectories with ego-motion compensation in frontal view.
Multi-Modal Learning Learning representations of multiple input modalities
have been explored in recent years. As described in [39], multi-modal learning
can be categorized into three types. Multi-modal fusion takes multiple modal-
ities as input and learns their joint representations. Basically, the same set of
input types should be provided at test time as in [40,41]. Cross-modal learning
tries to learn more descriptive representations from one modality when auxiliary
modalities are given at training time. During inference, the auxiliary modalities
are not necessary as in [42,43]. Shared representation learning learns the rep-
resentation from one modality and performs the test on the other modality as
shown in [44,45]. The proposed cross-modal embedding aligns in between cross-
modal learning and shared representation learning, similar in spirit to [46]. We
aim to benefit from different modalities that are correlated to each other. How-
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ever, rather than learning common representations, we try to embed different
representations into the shared cross-modal latent space.
3 Preliminaries
3.1 Input Modality
In this paper, multiple sensory data is used as input to the proposed framework.
We use two exemplary data types that can be easily accessible in the benchmark
driving datasets: (i) LiDAR data provide 3D scanning of the surrounding envi-
ronments. Using the 3D point clouds, we project every single point in top-down
view and predict trajectories of traffic agents in the world coordinates. (ii) RGB
images captured from a frontal-facing camera provide rich and dense represen-
tations. We predict the trajectories from the egocentric perspective in the image
space, following the literature [20,21]. However, the predicted trajectories are
the absolute locations with respect to the first observation frame, eliminating
the effect of future motion of ego-vehicle2.
Note that the input modalities are not limited to these two types but also
include stereo images, depth, radar, GPS, and many others that can provide
visual/locational information.
3.2 Problem Formulation
Given the motion history of traffic agents and corresponding image sequence, we
predict the target agent’s future trajectory in driving scenes. During τ number of
the observation time steps, the optical flow O = {Ot0−τ+2, Ot0−τ+3, ..., Ot0} and
segmentation map S is computed using sensor data I = {It0−τ+1, It0−τ+2, ..., It0}.
Note that we do not distinguish the notations of two different sensor modalities
unless otherwise mentioned. In addition, we assume that the coordinates of K
traffic agents X = {X 1,X 2, ...,XK} are available with a same coordinate with I,
where X = {Xt0−τ+1, Xt0−τ+2, ..., Xt0} with X = (x, y). Given {O, S} and X,
we first extract the feature representation F that is composed of three stimuli.
Then, the encoder Q(z|Y,F) embeds F into the latent space. The following de-
coder P (Y|z,F) finds the future locations Yk = {Y kt0+1, Y kt0+2, ..., Y kt0+δ} of the
target agent k using the latent sample z, where the prediction time horizon is
defined by δ.
4 Methodology
4.1 Feature Encoding
We describe the proposed feature extractor that models motion behavior of the
target agent with respect to other directly and indirectly observable influences.
2 In the supplementary material, we describe the data preparation in detail.
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Fig. 2: The detailed illustration of the proposed feature encoder. Using the past
image sequence, we model spatio-temporal factors given by external environ-
ments. The internal factors of the target agent is encoded from its past motion
as well as surrounding local perceptual context. In addition, we consider the rel-
ative motion between the target and every other interactive agents to construct
the social interactions.
Environmental Stimuli The importance of external constraints on trajectory
prediction is particularly pronounced for traffic agents in driving scenes. To
model such environmental influences, the system should be able to recognize
each object’s static/dynamic states as well as the semantic context of the scene.
In this view, we respectively construct a two-stream network – temporal stream
and spatial stream – as shown in Fig. 2 (orange and yellow box).
The image sequence I captured during the past time steps is used to generate
two types of representations: a set of optical flow images O and a segmentation
map S. The optical flow is computed with a TV-L1 [47] algorithm, containing the
pattern of objects’ motion. The temporal changes of the objects are processed
using the 3D convolutional neural network CNN3D(·) by extracting temporal
representations FT along the time axis.
FT = CNN3D(O;WT ), (1)
where WT is the learned weight parameters.
In addition, a pixel-level segmentation map is obtained for each image at
the first time step. We run the DeepLab-V2 model [9] trained on the Cityscapes
dataset [48]. Among the estimated labels, we only leave the background struc-
tures such as road, sidewalk, vegetation, etc. to extract visual features from the
stationary environment. The 2D convolutional neural network CNN2D(·) is used
in this stream to take advantage of its spatial feature encoding.
FV = CNN2D(S;WV ), (2)
where WV is the learned weight parameters.
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We merge the temporal states FT of static/dynamic objects and the spatial
features FV of the stationary context to generate spatio-temporal features FE
given as follows:
FE = FT ⊕FV , (3)
where ⊕ is an element-wise addition operator.
Inertial Stimuli Each road agent has its own intent to make a certain motion
behavior based on the past states. We find such agent-centric motion intent for
the target agent k, performing the following procedure. Given the observation
time horizon and the target agent index k, we encode its past locations X k into
high dimensional feature representations Uk through the multi-layer perceptron
(MLP). The encoded features are then combined with the local perception that
contains mid-level semantic context CXt (nearby areas of Xt at time t). By
adding spatial locality, interactions of the target toward the local environments
further constrain the motion intent of the target. The following LSTM captures
the temporal dependency of the motion states on the local environments by
Ukt = MLPI(X kt ;WE),
hI,t+1 = LSTMI(Ukt ⊕ CXt), hI,t;WI), (4)
where WE and WI is the learnable parameters of MLP and LSTM layer and
hI,t denotes the hidden state of the LSTM encoder at time t. These steps are
illustrated in Fig. 2 (green box). We define the last hidden state of LSTM as FI .
Social Stimuli We model the social behavior between interactive agents with
their pair-wise relations. We first compute the relative motions of all road agents
with respect to the motion of the target k for the past time steps. Each agent’s
relative motion is processed through LSTM, encoding the relational behavior
between the target and every individuals.
Vi = X k 	X i ∀i ∈ {1, ...,K}\{k},
hS,t+1 = LSTMS(Vit , hS,t;WS), (5)
where WS is the learnable parameters of LSTM, hS,t denotes the hidden state of
the LSTM encoder at time t, and 	 is an element-wise subtraction operator. This
process is simple yet effective to infer temporal changes of interactive behavior
between every pairs of agents. We use the last hidden state of each agent i ∈
{1, ...,K}\{k} as F iS . The resulting feature representations F iS of individual
agents are then combined as social features FS given by
FS =
∑
i
F iS ∀i ∈ {1, ...,K}\{k}. (6)
See Fig. 2 (blue box) for the visualization of this process.
We further aggregate environmental representations FE ∈ Rd×d×c with social
representations FS ∈ R1×1×c, where d denotes the width/height of the feature
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and c is its depth. For this, we generate an empty tensor FX ∈ Rd×d×c that has
a same shape with FE and fill the elements using FS based on the location Xkt0
of the target at time t0. The produced features contain the spatio-temporal in-
fluences of all external factors toward the target agent, which explicitly constrain
its future motion on interactions. We further construct pair-wise relations be-
tween entities of FX by conditioning on the inertial representations FI , similarly
to [36]:
F =
∑
i,j
MLPA(FX,i,FX,j ,FI ;WA), (7)
where i, j ∈ {1, ..., d} and WA is the learnable weight parameters.
4.2 Shared Cross-Modal Embedding
The CVAE framework has been widely used in the literature due to its genera-
tive modeling capability with high reconstruction accuracy. Such benefits come
from maximizing the variational lower bound on the log-likelihood, which can
be written as follows:
logP (Y|F) ≥ −KL(Q(z|Y,F)‖P (z|F)) + EQ(z|Y,F)[logP (Y|z,F)], (8)
where Q(z|Y,F) and P (Y|z,F) respectively denotes an encoder and decoder,
F is a condition, and z is a latent variable. The network parameters of the
encoder are learned to minimize the Kullback-Leibler divergence between the
prior distribution P (z|F) and its approximation Q(z|Y,F). The second term is
the log-likelihood of samples, which is considered as the reconstruction loss of
the decoder.
We reformulate the CVAE framework to embed multiple input modalities in
the shared latent space. Assuming that different data types {I, X}i are available
(e.g., i ∈ {LiDAR,RGB}), the proposed method predicts future trajectory Yi
of the target agent with the same modalities i. In the mean time, the encoders
learn to embed feature representations FLiDAR and FRGB as close as possible in
the embedding space. The decoders generate trajectories using the same latent
variable z sampled from the prior that is modeled as Gaussian distribution z ∼
N (0, I). In this sense, the objective function becomes as follows:
LE =
∑
i
(−KL(Qi(z|Yi,Fi)‖Pi(z|Fi)) + EQi(z|Yi,Fi)[logPi(Yi|z,Fi)]) , (9)
where i ∈ {LiDAR,RGB} indicates different types of modalities, Qi(·) and Pi(·)
is an encoder-decoder pair of each modality.
4.3 Multi-modal Prediction
In practice, the optimization of CVAE is challenging itself because of the pos-
terior collapse problem. The strong autoregressive power of the decoder often
ignores the random variable z sampled from the learned latent space. Thus, the
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output is dominantly generated using the conditional input F , still satisfying
the minimization of the KL divergence and maximization of the log-likelihood
in Eqn. 8. Such a problem alleviates the multi-modal nature of future prediction
where multiple plausible trajectories are generated given the same past motion.
While tackling posterior collapse, we aim to address the following challenges:
(i) our technique helps to generate diverse responses from the decoder, which en-
ables multi-modal prediction and (ii) it does not physically weaken the decoder
to alleviate its prediction capability while preventing the performance degrada-
tion. In this sense, we introduce an auxiliary regularizer in the loss function,
which pushes the decoder to rely on the latent variable.
At training time, we assume that there exist N modes of trajectories for each
query. Then, the latent variables zi ∼ Q(zi|Y,F) = N (µ, σ2) are sampled from
the normal distribution of the encoder with the mean µ and variance σ2, where
i ∈ {1, ..., N}. We consider the trajectories generated using these latent variables
as N modes of predictions. To maximize the physical distance between each pair
of modes, their pair-wise similarity is evaluated using Gaussian kernel by
K(Yi,Yj) = exp
(
−D(Yi,Yj)
2σ2G
)
, (10)
where D(·) is a distance measure between trajectories Yi and Yj with i, j ∈
{1, ..., N} and σ2G is the hyper-parameter of this kernel function. The regular-
izer is found with a pair of maximum similarity K(Yk,Yl), and we train the
network to minimize the similarity. This technique enforces the model to (i) ac-
tually use N latent variables while predicting output trajectories with multiple
modes and (ii) minimize the similarity between predicted trajectories through
the optimization without losing the prediction capability of the decoder.
As a result, the total objective function of the proposed approach is drawn
as follows:
LTotal = −LE + λ
∑
i
K(Yk,Yl), (11)
where i ∈ {LiDAR,RGB} is an indicator of input sensor types and λ balances
multi-modality and accuracy (λ = 10 is used). To optimize the first term in
Eqn. 11, we find the trajectory Yn of the mode n that shows the maximum sim-
ilarity with the ground truth. In this way, the log-likelihood in Eqn. 9 encourage
the decoder to generate accurate results.
5 Experiments
We conduct evaluations using the benchmark driving datasets to validate the
efficacy of the proposed approach.
5.1 Datasets and Evaluation Metrics
Datasets We use two benchmark driving datasets (KITTI [49] and H3D [6])
to evaluate the proposed approach comparing to self-generated baselines and
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state-of-the-art methods. The KITTI dataset was introduced for trajectory fore-
cast in [11] to predict future motions of road agents in top-down view, and then
[21] found their future locations in frontal view using this dataset. As proposed
in [11], we generate a set of trajectory segments with 6 seconds long (2 sec for
observation and 4 sec for prediction) using Road and City scenes in the Raw
subset. We split all videos into five sets and conduct 5-fold cross validation. In
addition, we use the H3D [6] driving dataset that provides LiDAR scanning,
frontal view RGB images, GPS/IMU, and labels of traffic agents including de-
tection and tracking in both 2D and 3D, similar to KITTI. We further validate
our approach using H3D on heterogeneous agents in highly congested urban en-
vironments. For evaluation, we divide 160 scenarios of H3D into train set (75%)
and test set (25%).
Metrics For the performance comparison, we follow the standard evaluation
metrics, ADE and FDE. The ADE is the average distance error computed using
L2 distance between the predicted trajectory and the ground truth for a certain
time duration. The FDE is the final distance error, which shows L2 distance
between the predicted location and the ground truth at a certain time step. We
report error rates using both metrics with 1 sec interval at future time steps.
For multi-modal prediction, we predict N = 10 future trajectories and find a
trajectory that shows a minimum ADE at 4 sec in future.
5.2 Ablative Study
We demonstrate the rationale of using the proposed approach for trajectory
forecast. Note that the evaluations are conducted in top-down view using KITTI
while predicting a single-modal output. We define five baseline models as follows:
1. w/o social & env. that only considers inertial stimuli to drive the motion
of traffic agents;
2. w/o social where the model overlooks social influences while inertial and
environmental stimuli are available;
3. w/o spatial where we remove the spatial stream (information about sta-
tionary structures);
4. w/o temporal where the temporal changes of static/dynamic objects are
not considered; and
5. w/o cross-modal that includes all types of stimuli.
Note that these baseline models are not trained with cross-modal embedding.
We thus highlight its efficacy by comparing the 5th baseline model (w/o cross-
modal) with Ours (Cross-modal single where we train the model by embed-
ding). Table 1 shows their error rates. When one or more of stimuli is missing,
a significant performance drop is observed. The error rate of the w/o social &
env. model is particularly larger than others by a huge margin. By considering
additional environmental influences (w/o social), the performance improves for
long-term prediction toward 4sec. It clearly demonstrates the effectiveness of the
environmental constraints. Although the error rates of w/o spatial and w/o
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Table 1: Quantitative comparison (ADE / FDE in meters) of our approach with
the self-generated baselines as well as state-of-the-art methods [10,11,13,50,36].
The KITTI dataset [51] is used to predict trajectories in top-down view.
Single-modal prediction
Method 1.0 sec 2.0 sec 3.0 sec 4.0 sec
Self-generated baselines
w/o social & env. 0.37 / 0.64 0.69 / 1.47 1.20 / 3.01 1.94 / 5.32
w/o social 0.38 / 0.65 0.68 / 1.39 1.16 / 2.96 1.87 / 4.97
w/o spatial 0.31 / 0.52 0.55 / 1.19 0.99 / 2.60 1.66 / 4.75
w/o temporal 0.31 / 0.53 0.59 / 1.27 1.05 / 2.75 1.75 / 4.88
w/o cross-modal 0.31 / 0.51 0.53 / 1.07 0.92 / 2.36 1.53 / 4.35
Ours
Cross-modal single 0.20 / 0.36 0.42 / 1.00 0.82 / 2.29 1.44 / 4.33
State-of-the-art methods
Const-Vel [50] 0.34 / 0.56 0.85 / 1.79 1.60 / 3.72 2.55 / 6.24
Social-LSTM [10] 0.53 / 1.07 1.05 / 2.10 1.93 / 3.26 2.91 / 5.47
DESIRE [11] - / 0.51 - / 1.44 - / 2.76 - / 4.45
Social-GAN [13] 0.36 / 0.54 0.76 / 1.53 1.39 / 3.21 2.25 / 5.59
Gated-RN [36] 0.34 / 0.62 0.70 / 1.72 1.30 / 3.34 2.09 / 5.55
Multi-modal prediction
Method 1.0 sec 2.0 sec 3.0 sec 4.0 sec
Ours
Cross-modal w/o reg 0.20 / 0.35 0.40 / 0.96 0.77/ 2.06 1.33 / 4.04
Cross-modal w/ reg 0.18 / 0.31 0.32 / 0.61 0.49/ 1.09 0.75 / 1.99
State-of-the-art methods
DESIRE [11] - / 0.28 - / 0.67 - / 1.22 - / 2.06
Social-GAN [13] 0.29 / 0.43 0.67 / 1.34 1.26 / 2.94 2.07 / 5.22
Table 2: ADE / FDE is evaluated in pixels. The KITTI [49] dataset is used to
predict trajectories in frontal view. ∗ denotes the evaluation on relative motion
of road agents with respect to the ego-future.
Single- & multi-modal prediction
Method 1.0 sec 2.0 sec 3.0 sec 4.0 sec
Ours
w/o cross-modal 4.17 / 7.85 8.22 / 17.68 13.63 / 30.48 19.63 / 44.97
Cross-modal single 4.17 / 7.35 8.21 / 17.64 13.59 / 30.41 19.59 / 44.92
Cross-modal multi 3.25 / 5.57 5.71 / 10.74 8.25 / 15.74 11.22 / 24.85
State-of-the-art
Conv-1D∗ [20] 24.38 / 44.13 - / - - / - - / -
FVL∗ [21] 17.88 / 37.11 - / - - / - - / -
Const-vel [50] 5.88 / 9.42 13.23 / 26.03 22.13 / 45.99 31.90 / 68.03
Social-GAN single [13] 7.54 / 10.51 13.39 / 23.74 21.37 / 43.82 31.76 / 71.55
Social-GAN multi [13] 6.96 / 9.58 12.25 / 21.42 19.48 / 39.66 28.89 / 65.02
temporal are similar, the results imply the role of social stimuli for trajectory
prediction with the significant improvement at the short-term time steps. We ob-
12 C. Choi
Table 3: Quantitative results (ADE / FDE) are reported in meters. We use the
H3D [6] dataset for evaluation in top-down view.
Single- & multi-modal prediction
Method 1.0 sec 2.0 sec 3.0 sec 4.0 sec
Ours
Cross-modal single 0.14 / 0.25 0.27 / 0.54 0.43 / 0.95 0.62 / 1.45
Cross-modal multi 0.12 / 0.21 0.21 / 0.37 0.30 / 0.61 0.42 / 0.96
State-of-the-art methods
Const-Vel [50] 0.18 / 0.26 0.34 / 0.60 0.52 / 1.03 0.74 / 1.54
Social-LSTM [10] 0.26 / 0.41 0.49 / 0.92 0.72 / 1.53 1.01 / 2.32
Social-GAN single [13] 0.27 / 0.37 0.45 / 0.77 0.68 / 1.29 0.94 / 1.91
Social-GAN multi [13] 0.26 / 0.35 0.44 / 0.72 0.65 / 1.24 0.90 / 1.84
Gated-RN [36] 0.18 / 0.32 0.32 / 0.64 0.49 / 1.03 0.69 / 1.56
Trajectron++ [52] 0.21 / 0.34 0.33 / 0.62 0.46 / 0.93 0.71 / 1.63
Table 4: Our approach is evaluated on ADE / FDE (in pixels) using H3D [6].
Note that the absolute motion is captured in frontal view.
Single- & multi-modal prediction
Method 1.0 sec 2.0 sec 3.0 sec 4.0 sec
Ours
Cross-modal single 8.69 / 16.06 16.52 / 33.25 25.68 / 54.91 36.29 / 82.05
Cross-modal multi 6.62 / 11.36 10.69 / 18.12 14.25 / 24.51 18.22 / 36.92
State-of-the-art
Const-vel [50] 13.15 / 19.22 24.64 / 44.13 38.18 / 74.75 53.38 / 110.07
Social-GAN single [13] 12.91 / 17.05 20.57 / 33.53 29.70 / 54.41 40.71 / 84.51
Social-GAN multi [13] 12.38 / 16.26 19.67 / 31.86 28.30 / 51.55 38.88 / 80.55
serve the impressive error drop by taking all types of stimuli into account (w/o
cross-modal), which demonstrates the validity of the proposed feature extrac-
tor. Lastly, further improvement of the performance is achieved with cross-modal
embedding (Cross-modal single), particularly at the short-term time steps.
We find the reason from the nature of RGB images where the objects/regions
closer to the camera are more clearly presented. Consequently, it shows that the
model is able to take the complementary features through the proposed cross-
modal learning. Additionally, we quantitatively show the efficacy of the proposed
regularizer from the multi-modal prediction. Without the proposed regularizer,
the improvement of multi-modal sampling (Cross-modal w/o reg) over its
single-modal prediction (Cross-modal single) is minimal. However, the model
Cross-modal w/ reg highly improves the accuracy generating diverse output
responses.
5.3 Quantitative Results
We first compare the performance of the proposed approach with the state-of-
the-art methods using KITTI. In Table 1, trajectories of the road agents are
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predicted in top-down view. We observe that Gated-RN [36] on ADE and DE-
SIRE [11] on FDE achieves higher accuracy, compared to the Social-LSTM [10]
and Social-GAN [13]. This is partially because [11,36] uses images to capture
scene context, which is also validated from our ablative study. Considering all
stimuli, cross-modal embedding, as well as the regularizer, our approach further
boost the performance of both single- and multi-modal prediction. We achieve
lower ADE and FDE than these competitors at all time steps in top-down view
trajectory forecast. Using the same Cross-modal model, we examine the frontal
view-based prediction capability in Table 2. Note that Conv-1D [20] and FVL [21]
predicts relative motion with respect to the future ego-motion. Their poor perfor-
mance might be caused by the prediction difficulties with unknown ego-future.
Instead, the rest of methods use the absolute motion with ego-compensation.
Similar to prediction in top-down view, the proposed method generally shows
higher accuracy against others. Interestingly, the error gap between w/o cross-
modal and Cross-modal single is getting larger for near-future prediction.
Our insight for this is that the behavior representations obtained from top-down
view would help the model to understand the influences of occlusions behind the
agent or obstacle.
We further compare our work with the state-of-the-art methods using the
H3D dataset. In top-down view as in Table 3, the method with scene con-
text (Gated-RN [36] and Trajectron++ [52]) shows lower errors than Social-
LSTM [10] and Social-GAN [13]. Our explicit modeling of relational interactions
between heterogeneous agents, based on three types of stimuli, enables us to en-
code more discriminative behavior representations against other state-of-the-art
methods. Thus, we achieve the lower error rate even with a single sample. The
results on ADE / FDE are significantly improved with multi-modal framework
with a help wth the regularizer. Such lower error rates signify the generation
of highly diverse future motions that have acceptable topology in the scene.
Subsequently, we evaluate our trajectory prediction framework for the task of
frontal view forecast. We observe that the performance of our single-modal pre-
diction model (Cross-modal single) is similar to multi-modal prediction model
of Social-GAN. It implies that the prediction capability of the decoder is being
at the level of the state-of-the-art. The significant drop of error rate from the
model Cross-modal multi further demonstrates the effectiveness of our objec-
tive function for optimization.
5.4 Qualitative Results in Top-down View
The heterogeneous agents (i.e., cars, bus, pedestrians, cyclist, etc.) are observed
on the left in Fig. 3. On the right, we robustly forecast their future motion by
taking advantages of the proposed interaction module and cross-modal embed-
ding framework. In Fig. 4, we illustrate interactive scenarios in the H3D dataset.
In between pedestrians, our approach models their motion behaviors and gener-
ate socially acceptable trajectories (red-dotted oval in 4a). Also, the interaction
between pedestrian and vehicle is captured in 4b (future motion with green and
brown). While making turns, our approach models interact between vehicles in
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observation prediction
ground truth
Fig. 3: Highly interactive scenarios in the H3D dataset. (Left) An RGB image
captures rich and dense representation, particularly for closer objects. (Right)
Predicted trajectories of those traffic agents.
(a) (b) (c)
Fig. 4: We visualize the top-1 prediction. (a) human-human interaction on the
sidewalk. (b) human-vehicle interaction at the three-way intersection. (c) vehicle-
vehicle interaction while turning left.
4c. The on-coming vehicle slows its speed. Therefore, we conclude the proposed
interaction module accordingly considers different types of interactions while
predicting future motions.
6 Conclusion
We proposed a solution to future trajectory forecast in driving scenarios. As-
suming that the multiple sensory data is available for autonomous driving, we
chose two exemplary input modalities, LiDAR point clouds for top-down view
and RGB images for frontal view trajectories. Our feature encoder first extracts
motion behavior of traffic agents considering inertial, environmental, and social
stimuli. Such behavior representations obtained from multiple perspectives are
then embedded into a single cross-modal latent space using the CVAE-based
generative model. Since the conventional optimization of CVAE often suffers
from posterior collapse, we designed an auxiliary regularizer to alleviate the
problem. As a result, the sampled latent variables generated diverse modes of
future trajectories while preventing the performance drop. We analyzed the sig-
nificance of the proposed approach through the extensive evaluation, improving
the performance of the state-of-the-art methods.
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Supplementary Material
A Dataset Preprocessing
A.1 Frontal View Input
Segmentation Map Frontal view RGB images (top row in Fig. 5) are used to
estimate the semantic labels in the scene. We first run the DeepLab-V2 [9] model
trained on the Cityscapes dataset [48] dataset. Then, we leave the background
labels with stationary structures (i.e., road, sidewalk, building, etc.) to get the
background map as shown in the second row of Fig. 5. For the static stream, we
directly use the background map at time t = t0− τ + 1 as segmentation input S
to the model.
Ego-motion Compensation Note that the trajectories in frontal view are com-
puted from the absolute locations. To compensate the ego-motion for dynamic
stream, we make the local coordinates at time t = t0− τ + 1 for every trajectory
segments (length τ + δ), and all foreground objects for each trajectory segment
are projected into this space as shown in the thrid row of Fig. 5. For this, we
conduct the following procedure. First, the point cloud in the world coordinates
is projected into the image space to grab the corresponding RGB information.
Next, we transform the point cloud to the first frame at time t = t0−τ +1 using
GPS/IMU position estimates. Finally, the transformed point cloud is projected
into the empty image with previously acquired RGB.
Optical Flow Images Foreground images are generated using the ground truth
bounding box in the image space. Then, we go through ego-motion compensation
using foreground images with their corresponding point clouds. The outputs
(last row in Fig. 5) are used to compute optical flow O by running TV-L1. The
locations of each object is also computed with this procedure. Images have a
dimension of 414 × 125.
A.2 Top-down View Image
Segmentation Map From each trajectory segment, we grab the segmentation
label for the point cloud from the RGB-based background map. Then, the point
t = t0-4 t = t0-3 t = t0-2 t = t0-1 t = t0
Original 
RGB images
Background 
map
Transformed
RGB images
Foreground
images
with ego-motion compensation
Fig. 5: Frontal view input.
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Original 
point cloud
Background 
map
Transformed
point cloud
Foreground
images
t = t0-4 t = t0-3 t = t0-2 t = t0-1 t = t0
with
ego-motion 
compensation
Fig. 6: Top-down view input.
cloud is transformed onto the top-down image space that is discretized with a
resolution of 0.5 m as illustrated in the second row of Fig. 6. We use the map at
time t = t0 − τ + 1 as S in top-down view.
Ego-motion Compensation Similar to frontal view images, we first transform
each point cloud to the local coordinates at t = t0 − τ + 1 of the segment using
GPS/IMU position estimates. The transformed point clouds are projected into
the top-down view image space with a resolution of 0.5 m. The third row of
Fig. 6 shows the transformed point clouds from the first row of Fig. 6.
Optical Flow Images The ground truth bounding box of objects are first
compensated for ego-motion. Then, they are drawn in the top-down view image
space as displayed in the last row of Fig. 6. The final output has a dimension of
160× 160 that corresponding to 80 m to the longitudinal direction and ±40 m
to the lateral direction.
B Qualitative Results in Frontal View
We additionally show the qualitative results of the proposed method in frontal
view using the KITTI [49] dataset. As shown in Fig. 7, our frontal view prediction
is based on the absolute locations (with ego-motion compensation) in the local
coordinates of the first frame of each trajectory segment. The proposed approach
recognizes the road layouts and predict interactive future motions of different
types of road agents. Note that we visualize top-1 prediction in this figure.
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frame 8 frame 23
frame 48 frame 56 frame 92
frame 0
observation prediction ground truth
Fig. 7: Additional qualitative results evaluated using KITTI in frontal view.
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