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ABSTRACT
Im Projekt PArADISE wird die datengetriebene Entwick-
lung von Assistenzsystemen durch die hochparallele Analy-
se großer Mengen von Sensordaten unterstu¨tzt. Um dabei
verschiedene Ziele wie die Sicherung von Privatspha¨re, Pro-
venance und Nachhaltigkeit zu erreichen, sind wir darauf
angewiesen, die Analyseprogramme (Mining- oder Machine-
Learning-Algorithmen) in SQL umzusetzen und dann mo¨g-
lichst mit parallelen DBMS zu realisieren. Dabei stehen die-
se parallelen DBMS-Lo¨sungen auf zeilenorientierten DBMS-
Architekturen natu¨rlicherweise in Konkurrenz zu spaltenori-
entierten Architekturen, gleichzeitig aber auch zu modernen
Big-Data-Analyse-Umgebungen wie MapReduce- oder Da-
tenflussprogrammierungsansa¨tzen. In einem Artikel von Sto-
nebraker [11] wurde die U¨berlegenheit von zeilen- und spal-
tenorientierten DBMS gegenu¨ber eines MapReduce-Ansatzes
(Hadoop) gezeigt. Die Ergebnisse von Stonebraker sollten
nun einige Jahre spa¨ter in zwei studentischen Projekten an
der Universita¨t Rostock nachvollzogen, aber auch auf ande-
re Arten von Problemen und neuere Software-Plattformen
u¨bertragen werden. Ziel dieses Artikels ist, die Ergebnisse
der beiden studentischen Projekte zu pra¨sentieren.
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1. MOTIVATION
Im Rostocker Projekt PArADISE [7, 9] wird die datenge-
triebene Entwicklung von Assistenzsystemen durch die hoch-
parallele Analyse großer Mengen von Sensordaten unter-
stu¨tzt. Dabei sollen neben der effizienten Datenanalyse zur
Unterstu¨tzung der Modellbildung in Assistenzsystemen di-
verse weitere Ziele erreicht werden: die Sicherung der Pri-
vatspha¨re der das Assistenzsystem nutzenden Personen, das
Provenance Management zur Ermittlung von Ursachen bei
fehlerhaften Modellbildungen, und die Nachhaltigkeit der
Analyseprogramme im Kontext einer Informationssystem-
Infrastruktur beim Diensteanbieter des Assistenzsystems. Die
Architektur des PArADISE-Frameworks wird in Abschnitt
2 noch genauer beschrieben.
Um die oben genannten Ziele zu erreichen, sind wir darauf
angewiesen, die Analyseprogramme (Mining- oder Machine-
Learning-Algorithmen) in SQL umzusetzen und dann mo¨g-
lichst mit parallelen DBMS zu realisieren. Dabei stehen die-
se parallelen DBMS-Lo¨sungen auf zeilenorientierten DBMS-
Architekturen natu¨rlicherweise in Konkurrenz zu spaltenori-
entierten Architekturen, gleichzeitig aber auch zu modernen
Big-Data-Analyse-Umgebungen wie MapReduce- oder Da-
tenflussprogrammierungsansa¨tzen.
Die Communications of the ACM hatte im Jahre 2010
zwei Artikel mit gegensa¨tzlichen Positionen vero¨ffentlicht:
einen Artikel von Google [6] u¨ber den Sinn und die Vor-
teile MapReduce-artiger Lo¨sungen wie Hadoop, dazu einen
Artikel von Michael Stonebraker [11] u¨ber die U¨berlegen-
heit von zeilen- und spaltenorientierten DBMS gegenu¨ber ei-
nes MapReduce-Ansatzes, speziell Hadoop. Stonebraker hat
dabei neben Hadoop auch sein eigenes spaltenorientiertes
DBMS Vertica (heute bei HP) und ein nicht genanntes zei-
lenorientiertes DBMS genutzt. Die drei Systeme wurden in
drei verschiedenen Aufgaben (Tasks) getestet. Die drei Ori-
ginalaufgaben von Stonebraker, die Testumgebung und die
Testergebnisse stellen wir in Abschnitt 3 noch genauer vor.
Kurz zusammengefasst kann gesagt werden: Stonebraker
stellte die U¨berlegenheit der DBMS-Lo¨sungen gegenu¨ber Ha-
doop nicht nur in Testfa¨llen heraus, in denen man diese
U¨berlegenheit erwarten konnte (Aufgaben, die einen Ver-
bund großer Datenbesta¨nde als Teilproblem hatten), son-
dern auch in Tasks, fu¨r die eine MapReduce-artige Verar-
beitung eigentlich eingefu¨hrt wurde (Wortsuche in Texten).
Nach diesen Tests stand es 1:0 fu¨r die von Stonebraker fa-
vorisierten parallelen DBMS als Big-Data-Plattformen.
Die Ergebnisse von Stonebraker sollten nun einige Jah-
re spa¨ter in zwei studentischen Projekten an der Univer-
sita¨t Rostock nachvollzogen, aber auch auf andere Arten
von Problemen und neuere Software-Plattformen u¨bertra-
gen werden (siehe Abschnitt 4 fu¨r die genauere Aufgaben-
stellung). Neben Hadoop sollten auch neuere Systeme wie
Spark, Flink, Naiad und Tensorflow getestet werden. Und
neben den drei Task-Typen von Stonebraker sollte noch min-
destens ein Data-Mining-Verfahren als komplexere Task er-
ga¨nzt werden. Die Testumgebung und die Testfa¨lle, die in
Rostock umgesetzt wurden, werden in den Abschnitten 5
und 6 genauer vorgestellt.
Die Ergebnisse der beiden studentischen Projekte werden
ebenfalls in Abschnitt 6 genauer vorgestellt. Sie untermau-
ern die These von Stonebraker, dass nicht nur spaltenori-
entierte DBMS bei vielen Typen von Analysen auf großen
Datenmengen einer MapReduce-Lo¨sung u¨berlegen sind, son-
dern auch zeilenorientierte Architekturen mithalten ko¨nnen.
Die Tests haben also fu¨r die Stonebraker-Argumentation
kein Gegentor beschert, sondern die Argumentation besta¨-
tigt: es steht damit 2:0 fu¨r die DBMS-Plattformen.
2. DAS PROJEKT PARADISE
PArADISE (Privacy-AwaRe Assistive Distributed Infor-
mation System Environment) [7, 9] unterstu¨tzt die datenge-
triebene Entwicklung von Assistenzsystemen durch die hoch-
parallele Analyse großer Mengen von Sensordaten. Das in
dem Projekt entwickelte Framework besteht aus drei großen
Phasen (siehe Abbildung 1):
• In der Entwicklungsphase (links im Bild) werden unter
Versuchsbedingungen massiv Sensordaten erfasst, um
daraus Modelle fu¨r Situationen, Handlungen und In-
tentionen der beteiligten Personen abzuleiten. Die Ab-
leitung der Modelle geschieht u¨ber Machine-Learning-
Algorithmen (ML), die in SQL umgesetzt werden. Die
Umsetzung in SQL wird in [9] na¨her erla¨utert.
• In der Transformationsphase (im Bild der Pfeil von
links nach rechts) wird mit Provenance-Management-
Techniken eine kleine, aber aussagefa¨hige Auswahl der
Sensoren getroffen, mit der unter genu¨gender Konfi-
denz a¨hnliche Modelle hergeleitet werden ko¨nnen. Die
Rolle des Provenance Management bei der Entwick-
lung von Assistenzsystemen skizzieren wir in [8].
• In der Nutzungsphase (rechts im Bild) werden beim
spa¨teren Einsatz des Assistenzsystems die in SQL vor-
liegenden Machine-Learning-Algorithmen automatisch
auf sensornahe Schichten des gesamten Verarbeitungs-
netzwerkes transformiert. Diese Phase wird in [7] vor-
gestellt und realisiert die datensparsame Analyse der
Sensordaten.
Hadoop DBMS-X Vertica
Grep 284 s 194 s 108 s
Web Log 1146 s 740 s 268 s
Join 1158 s 32 s 55 s
Tabelle 1: Ergebnisse der Stonebraker-Tests
Sowohl in der Entwicklungsphase als auch in der Nut-
zungsphase werden wir auf einem Parallelrechner große Men-
gen von Sensordaten analysieren mu¨ssen. Das Zielsystem fu¨r
diese Analysen ist ein paralleles DBMS, das SQL-Anfragen
parallel und effizient verarbeiten kann (in der Architektur
mit PSQL und PDBMS bezeichnet). Um abscha¨tzen zu ko¨n-
nen, ob (und wenn ja, wie stark) die Performance durch
die Nutzung eines SQL-DBMS leidet, testen wir eine sol-
che Lo¨sung gegen spezialisierte Plattformen wie Hadoop,
Spark und Flink. Ziel ist dabei nicht unbedingt, in jedem
Fall besser zu sein als diese Plattformen, sondern mo¨glichst
wenig gegenu¨ber diesen zu verlieren. Die Vorteile der Nut-
zung von DBMS-Technologien (wie erwa¨hnt: Privacy, Pro-
venance, Nachhaltigkeit) wiegen schwerer als ein geringer
Performance-Verlust.
Beim Start des PArADISE-Projektes waren daher die Er-
gebnisse von Stonebraker [11] ein interessanter Ausgangs-
punkt, den wir in diesem studentischen Teilprojekt na¨her
untersuchen wollten.
3. DIE ERGEBNISSEVONSTONEBRAKER
Stonebraker et al. publizierten 2010 [11] die Ergebnisse ei-
nes Vergleichs zwischen Hadoop 0.19.0, DBMS-X und Ver-
tica. DBMS-X ist dabei ein nicht benanntes, kommerziel-
les, zeilenorientiertes und paralleles DBMS. Vertica hat eine
spaltenorientierte und parallele Architektur. Der Test ver-
wendete ein Cluster mit 100 Knoten. Jeder dieser Knoten
hatte einen 2.4 GHz Intel Core 2 Duo Prozessor und 4 GB
RAM. Die Resultate sind der Tabelle 1 zu entnehmen.
Es wurden die folgenden Szenarien verglichen:
Grep Task. Hierbei werden 10 Milliarden Datensa¨tze (1
TB) nach einer Zeichenkette durchsucht. Bei 100 Knoten er-
gibt sich eine Datenmenge von 10 GB pro Knoten. Ein Da-
tensatz besteht aus 100 Bytes (10 Bytes Schlu¨ssel, 90 Bytes
Wert). Es liegt keine Sortierung vor und es darf kein Index
verwendet werden. Dieser Task ist die Basis fu¨r Analysen
von Webseiten, etwa bei Google. Es ist daher zu erwarten,
dass dieser Task sehr gut zu Map-Reduce-Systemen passt.
Web Log Task. Die zweite Aufgabe besteht aus einer
Aggregation mit GROUP BY auf einem Web Log mit Be-
suchen. Der Log hat eine Gro¨ße von 2 TB und beinhaltet
155 Millionen Datensa¨tze. Bei 100 Knoten ergibt sich eine
Datenmenge von 20 GB pro Knoten. Diese Aufgabe wurde
ohne Index durchgefu¨hrt.
Join Task. Diese Aufgabe beschreibt einen Verbund u¨ber
zwei Tabellen, eine Selektion und eine Aggregation. Der Web
Log wird mit einer PageRank-Tabelle verbunden, die 18 Mil-
lionen Datensa¨tze und eine Gro¨ße von 100 TB hat. Im ers-
ten Teil muss die IP-Adresse mit der gro¨ßten Besuchsan-
zahl (Visits) in einem gewissen Zeitraum gefunden werden.
Im zweiten Teil wird daraus der durchschnittliche PageRank
berechnet.
Grep Task und Join Task waren dann Ausgangspunkt fu¨r
die eigenen Untersuchungen, die wir im folgenden Abschnitt
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Abbildung 1: Das PArADISE-Projekt (aus [9] und [7])
beschreiben.
Einordnung der Ergebnisse von Stonebraker. Si-
cher war der Stonebraker-Artikel [11] von den Kriterien her
sehr einseitig. So wurden die Effizienzaussagen ohne genaue-
re Details vero¨ffentlicht. Etwa ist nicht klar, welche Join-
Implementierungen in welchen DBMS in den internen An-
fragepla¨nen generiert bzw. welche Join-Implementierungen
in der Hadoop-Umgebung durch das Test-Team umgesetzt
wurden. In unserer eigenen Testumgebung wurden daher
bei keiner Plattform die Join-Varianten bzw. die Datenpar-
titionierung auf dem parallelen System von außen beein-
flusst. Weiterhin wurden Vorteile der Big-Data-Analytics-
Plattformen wie Hadoop (und eventuelle Nachfolger) nicht
weiter betrachtet: außer der Effizienzfragestellung gibt es
auch Kriterien wie Cost of Ownership, Administrationsauf-
wand und Ease of Use, verfu¨gbare Schnittstellen und vor
allem die einfache Skalierbarkeit, bei der in vielen Fa¨llen die
eingesetzten DBMS-Lo¨sungen schlechter als Hadoop ausge-
sehen ha¨tten.
Fu¨r unsere Originalfragestellung, ob die von uns aus ande-
ren Gru¨nden favorisierten SQL-basierten Systeme zur par-
allelen Auswertung großer Datenmengen von der Effizienz
her mit den spezialisierten Big-Data-Analytics-Frameworks
mithalten ko¨nnen, hatten wir nun aber einen interessanten
Ausgangspunkt, den wir in eigenen Tests vertiefen wollten.
4. AUFGABENSTELLUNG
Im Sommersemester 2017 wurde in zwei verschiedenen
Projektveranstaltungen (eine fu¨r den Bachelor Wirtschafts-
informatik, eine fu¨r den Bachelor Informatik) die Aufgabe
gestellt, die Stonebraker-Ergebnisse nachzuvollziehen, aber
auch auf andere Arten von Problemen und neuere Software-
Plattformen zu u¨bertragen. Die Wirtschaftsinformatik-Grup-
pe sollte dabei neben Hadoop auch neuere Systeme wie Spark,
Flink, Naiad und Tensorflow untersuchen und drei davon fu¨r
reale Tests aussuchen. Die Informatik-Gruppe sollte diese
Tests parallel auf einem parallelen SQL-DBMS, in diesem
Fall Postgres-XL, durchfu¨hren.
Der no¨tige Aufwand fu¨r die Realisierung der Tests ist zwar
durch die verschiedenen Projektformen im Wirtschaftsinfor-
matik- und Informatik-Studium nicht direkt vergleichbar,
die Aufwa¨nde wurden aber in den Projekten gemessen und
sind von der Gro¨ßenordnung her vergleichbar:
• Die fu¨nfko¨pfige Wirtschaftsinformatik-Gruppe wende-
te nach Abzug von Einarbeitungs- sowie Installations-
und Administrations-Ta¨tigkeiten 160 Stunden fu¨r die
Datenaufbereitung und 170 Stunden fu¨r die Implemen-
tierung der Tasks in den drei fu¨r reale Tests ausgewa¨hl-
ten Plattformen auf.
• Von der vierko¨pfigen Informatik-Gruppe waren drei
nur fu¨r Installation und Administration des Postgres-
XL-Systems zusta¨ndig, da dieses auch fu¨r mehrere Par-
allelprojekte benutzt wurde. Nur einer der Informatik-
Studenten bescha¨ftigte sich dann mit den Stonebraker-
Tests. Fu¨r die Datenaufbereitung wurden durch die
Vorarbeiten der Wirtschaftsinformatik-Gruppe nur 40
Stunden beno¨tigt, die Implementierung der Tasks er-
folgte dann (nach Abzug der Einarbeitung) in 60 Stun-
den.
Pro System war der Aufwand zur Umsetzung der Tasks mit
50 bis 60 Stunden erstaunlich gleichma¨ßig verteilt.
Neben den drei Task-Typen von Stonebraker sollte noch
mindestens ein Data-Mining-Verfahren als komplexere Task
erga¨nzt werden. In den beiden Projektgruppen wurde dann
entschieden, den Web Log Task des Stonebraker-Tests durch
einen einfachen Data-Mining-Algorithmus (Clustering durch
k-Means) zu ersetzen. Die Testumgebung und die Testfa¨lle
werden in folgenden Abschnitten 5 und 6 noch genauer vor-
gestellt.
Nach einer Literaturanalyse wurde von der Wirtschafts-
informatik-Gruppe die Auswahl der Systeme auf drei be-
schra¨nkt: Hadoop [6] als Basis auch fu¨r die neueren Systeme
Spark [12] und Flink [4] wurden auf der zur Verfu¨gung ste-
henden Systemumgebung installiert und evaluiert. Zuna¨chst
war auch Tensorflow (von Google) [2] ein Kandidat fu¨r die
realen Evaluierungen: erste Tests ergaben aber, dass Ten-
sorflow in der 2017 zur Verfu¨gung stehenden Fassung auf
den großen Datenmengen und den noch wenig auf Machine-
Learning-Algorithmen zugeschnittenen Problemen mit deut-
lichem Abstand nicht konkurrenzfa¨hig war. Das Microsoft-
System Naiad [10] wurde schon nach der Literaturanalyse
aufgrund von zu spa¨rlichen Informationen und Manuals aus-
geschlossen.
Postgres-XL [1] wurde in der Informatik-Gruppe als ein-
ziges paralleles SQL-DBMS ausgewa¨hlt, da es als Open-
Source-System zur Verfu¨gung stand und da auch andere For-
schungsprojekte am Lehrstuhl diese Plattform als Basis be-
nutzten. Beachtet werden sollte also bei dieser Auswahl, dass
im Gegensatz zum Stonebraker-Test keine spaltenorientierte
Architektur zur Verfu¨gung stand.
Wir werden nun die Hardware-Umgebung fu¨r die Tests
vorstellen und danach die neuen Tasks sowie die Ergebnis-
se auf den verschiedenen Plattformen. Bei der Hardware-
Umgebung muss beachtet werden, dass das RMRDF1-Groß-
gera¨t durch die Projektgruppen nur in kleinerem Maßstab
benutzt werden konnte, so dass die Ergebnisse zum Vergleich
mit den Stonebraker-Daten skaliert werden mu¨ssen.
5. TESTUMGEBUNGEN
Fu¨r die Durchfu¨hrung der Testfa¨lle standen drei Virtual Pri-
vate Server (VPS) zur Verfu¨gung. Jeder Knoten besteht aus
einem Intel Haswell mit 4 Kernen, 64 GB Hauptspeicher und
einer durchschnittlichen Festplattengeschwindigkeit von 350
MB/s. Ein VPS diente zusa¨tzlich als zentrale Koordinati-
onseinheit. Die verwendete Linux-Distribution ist CentOS
7.
Hadoop in der Version 2.7.2, inklusive Hadoop Distributed
File System (HDFS) und Yet Another Resource Negotiator
(YARN), bildet die Grundlage fu¨r die Berechnungen auf den
Plattformen Flink und Spark. Das HDFS ermo¨glicht den Zu-
griff und die verteilte Speicherung von folgenden Testdaten:
• Als hochvernetzte Menge von Dokumenten wurde statt
eines Web-Ausschnitts ein Ausschnitt des Twitter-Fol-
lower-Graphen gewa¨hlt: der Umfang war hier 26 GB.
• Das errechnete PageRank-Ergebnis zu diesem Graphen
umfasste 1,15 GB.
• Die zu untersuchenden Web-Log-Eintra¨ge hatten einen
Umfang von 4,29 GB.
Die Konfigurationsparameter des HDFS ko¨nnen der nach-
folgenden Tabelle entnommen werden. Um einen besseren
Vergleich der Messergebnisse herstellen zu ko¨nnen, wurde
die Konfiguration an den Ausgangsparametern angepasst.
1Rostock Massive Data Research Facility, ein Großgera¨t fu¨r
datengetriebene Forschung, das vier Lehrstu¨hle im Institut
fu¨r Informatik der Universita¨t Rostock gemeinsam betrei-
ben.
Parameter Wert
Speicherblockgro¨ße 256 MB
Heapsize Task Executor 1024 MB
Heapsize History Server 1024 MB
Heapsize DataNode 1024 MB
Rackawareness deaktiviert
Replikate 3/Block
Kompression deaktiviert
Das Postgres-XL Cluster besteht aus 9 Koordinatoren und 9
Datenknoten. Jedem Koordinator kann somit genau ein Da-
tenknoten zugewiesen werden. Die Konfigurationsparameter
jeder Einheit sind wie folgt:
Parameter Wert
Effective Cache Size 4 GB
Worker Memory 512 MB
Maintenance Memory 1 GB
Temporary Buffer 64 MB
Shared Buffer 1 GB
Segment Size 1 GB
An den Hardware-Parametern fa¨llt auf, dass sie in Gro¨-
ßenordnungen (Faktor 30) von den beim Stonebraker-Test
verwendeten Parametern abweichen. Bei den in Rostock ver-
wendeten Umgebungen differierten die Hadoop-, Spark- und
Flink-Installationen und die Postgres-XL-Installation um den
Faktor drei. Damit die Gro¨ßenordnungen vergleichbar blei-
ben, haben wir die Testergebnisse um diese Faktoren ska-
liert, so dass die Ergebnisse bei Annahme eines linearen Zu-
sammenhangs vergleichbar bleiben.
Wir stellen nun die drei untersuchten Tasks und die Er-
gebnisse fu¨r die drei getesteten Plattformen Flink, Spark
und Postgres-XL vor. Hadoop wurde als Basis fu¨r Flink und
Spark genutzt, nicht jedoch fu¨r eigensta¨ndige Tests.
6. TESTFÄLLE
Fu¨r die Evaluierung der drei Plattformen wurden die Test-
fa¨lle Grep Task und Join Task des Stonebraker-Vergleichs
ausgewa¨hlt. Zusa¨tzlich wurde als einfacher Mining-Algorith-
mus ein Clustering-Verfahren (k-Means) umgesetzt. Wir be-
schreiben nun die Testfa¨lle und die Ergebnisse auf den drei
Systemen.
Grep Task. Diese Aufgabe orientiert sich an dem Original-
Google-Map-Reduce-Grep-Task. Dabei sollte die Ha¨ufigkeit
des Vorkommens einer bestimmte Zeichenkette in dem 26
GB großen Twitter-Follower-Graphen ohne Sortierung und
ohne Nutzung eines Indexes ermittelt werden. Im Beispiel
werden im Twitter-Follower-Graphen die Zeilen der relatio-
nalen Darstellung extrahiert, die eine
”
4“ enthalten. Die An-
zahl dieser Vorkommen im Graphen soll dann ausgegeben
werden.
Twitter-Follow-Graph
ID1 ID2
12343454 86968792
29656457 94665834
37695979 81632765
Anzahl Zeilen
die
”
4“ enthalten
Anzahl
2
Die folgende Tabelle entha¨lt die durchschnittliche Laufzeit
des Tests je System:
Flink Spark Postgres-XL
100 s 53 s 121 s
Postgres-XL als zeilenorientiertes paralleles DBMS hat
hier die schlechteste Laufzeit. Die Unterschiede zwischen
Flink und Postgres-XL sind aber nicht so deutlich wie er-
wartet. Die beste Laufzeit hat Spark.
Join Task. Diese Aufgabe entspricht dem Join Task aus
dem Stonebraker-Artikel [11]. Dabei wurde zuna¨chst die IP-
Adresse ermittelt, welche die meisten Twitter-Konten in ei-
nem bestimmten Zeitraum besucht hat. Anschließend wur-
den die Zeilen der Weblog-Tabelle selektiert, welche diese IP-
Adresse enthalten, um diese mit der PageRank-Tabelle u¨ber
die ID zu verbinden (natu¨rlicher Verbund). Zum Schluss
wurden die PageRank-Werte zu einem Durchschnitt aggre-
giert. In diesem Fall wurde keine Sortierung benutzt.
PageRank
ID PageRank
1 0,0016546
2 0,0857657
3 0,4534646
./
ID
Weblog
ID IP t
1 10 150
2 08 10
3 10 30
⇒
ØIP=10
PageRank
0,2275596
Die folgende Tabelle entha¨lt die durchschnittliche Laufzeit
des Tests je System:
Flink Spark Postgres-XL
121 s 140 s 27 s
Diese Aufgabe eignet sich durch die Verknu¨pfung von zwei
Datenbesta¨nden sehr gut fu¨r SQL-DBMS, auch wenn diese
nur in einer zeilenorientierten Architektur vorliegen. Flink
u¨berholt nun Spark, fa¨llt aber deutlich hinter Postgres-XL
zuru¨ck. Die Ergebnisse korrespondieren mit den 2010 von
Stonebraker vero¨ffentlichten Ergebnissen (Hadoop fiel dort
gegen beide DBMS-Lo¨sungen deutlich zuru¨ck).
Sicher stellt diese Join-Task ein Heimspiel fu¨r die SQL-
DBMS wie das von uns verwendete Postgres-XL dar. Al-
lerdings ist ein solches Szenario auch in Data-Science- und
Big-Data-Analytics-Anwendungen nicht unu¨blich. So wer-
den im Bereich des Forschungsdatenmanagements und ih-
rer Auswerte-Prozeduren und -Workflows Daten verschie-
dener Messreihen, Projekte und Abteilungen miteinander
verknu¨pft sowie auszuwertende Daten mit Metadaten und
weiteren beschreibenden Daten aus anderen Datenbesta¨n-
den kombiniert (siehe etwa [3]).
k-Means. Diese Aufgabe ist nicht Bestandteil des Stone-
braker-Artikels [11], wurde aber in die Tests aufgenommen,
weil weder der Grep Task noch der Join Task die Komple-
xita¨t der in PArADISE umzusetzenden Machine-Learning-
Algorithmen (ML) aufweisen. Eine Umsetzung von
”
ech-
ten“ ML-Algorithmen wie dem im PArADISE-Projekt auch
verwendeten Hidden-Markov-Modell (siehe [9]) erwies sich
fu¨r das 14 Wochen andauernde, in der Vorlesungsperiode
stattfindende Projekt als zu aufwendig. Daher wurde mit
k-Means ein Clustering-Algorithmus als einfacher Vertreter
von Data-Mining-Techniken ausgewa¨hlt.
Wir stellen hier nun kurz das Prinzip von k-Means dar.
Fu¨r genauere Informationen verweisen wir etwa auf [5]. Die
folgende Erkla¨rung bezieht sich jeweils auf die folgende gra-
phische Darstellung der Datenpunkte und Cluster.
1. Es werden k beliebige Datenpunkte als initiale Clus-
terzentren (gru¨n) gewa¨hlt.
2. Anschließend werden die Distanzen von jedem Daten-
punkt zu jedem Clusterzentrum berechnen und der Da-
tenpunkt dem Zentrum minimaler Distanz zugeordnet.
Dadurch werden k Cluster (rot und blau) gebildet.
3. In jedem Cluster wird der Durchschnitt aller enthalte-
ner Punkte als neues Clusterzentrum (gru¨n) gewa¨hlt.
4. Die Schritte (2) und (3) werden so lange wiederholt, bis
sich die Cluster nicht mehr vera¨ndern oder die Itera-
tionsobergrenze erreicht ist. Im Folgenden wurde eine
Grenze von 10 Wiederholungen verwendet.
1: Beliebige Punkte als
Clusterzentren wa¨hlen
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Aus den Daten des Twitter-Follower-Graphen wurde fu¨r je-
de enthaltene Konto-ID die Anzahl der Follower und die
Anzahl der Pursuer ermittelt. U¨ber die Menge dieser Da-
tenpunkte wurde dann der k-Means-Algorithmus mit k = 3
durchgefu¨hrt.
In dieser Aufgabe konnte das parallele Datenbanksystem
Postgres-XL wiederum Flink und Spark u¨berflu¨geln. Die Er-
gebnisse entnehme man folgender Tabelle:
Flink Spark Postgres-XL
705 s 917 s 335 s
Die Ergebnisse entsprechen von der Tendenz her dem des
Join Task, auch wenn dort die Absta¨nde zwischen DBMS-
Lo¨sung und den Big-Data-Frameworks noch deutlicher wa-
ren.
7. ZUSAMMENFASSUNGUNDAUSBLICK
Mit diesem Beitrag wollten wir nicht nur die Ergebnisse ei-
nes Artikels von Stonebraker [11] nachvollziehen, sondern die
Szenarien (Tasks), Plattformen und Hardware-Umgebungen
auf die Anforderungen im PArADISE-Projekt hin anpassen
sowie gerade die Plattformen auf den heutige Stand aktua-
lisieren.
Wa¨hrend Stonebraker im Jahre 2010 Hadoop, ein unbe-
kanntes zeilenorientiertes DBMS und Vertica als Vertreter
spaltenorientierter, paralleler DBMS verglich, haben wir als
Plattformen Spark und Flink (sowie Hadoop als grundlegen-
des System) und als Vertreter zeilenorientierter, paralleler
DBMS Postgres-XL ausgewa¨hlt.
Bei den Szenarien haben wir ein einfaches Data-Mining-
Szenario (Clustering mit k-Means) erga¨nzt.
Die Tests besta¨tigen die Tendenz des Stonebraker-Tests:
parallele DBMS, selbst in einer eher unpassenden zeilenori-
entierten Architektur, ko¨nnen im eher Information-Retrieval-
artigen Grep Task zumindest gro¨ßenordnungsma¨ßig mithal-
ten, ha¨ngen aber die Big-Data-Analytics-Plattformen Spark
und Flink bei komplexeren Aufgaben (Join Task und k-
Means) deutlich ab.
Nimmt man die Ergebnisse von Stonebraker als das 1:0
fu¨r parallele DBMS, so konnten die Rostocker Tests nun auf
2:0 erho¨hen. Natu¨rlich ist dieses Ergebnis begu¨nstigt durch
das Heimspiel, das die Postgres-XL-Gruppe hier absolvie-
ren konnte: zwar war der konkrete Aufwand im Projekt zwi-
schen den Plattformen vergleichbar, allerdings waren die Er-
fahrungen bei den studentischen Projektteilnehmern in den
DBMS-bezogenen Implementierungs- und Tuning-Aspekten
deutlich ho¨her als in den neueren Plattformen wie Spark
und Flink. Ein weiteres Gegentor konnte nur verhindert wer-
den, weil einige Kriterien wie die Skalierbarkeit ausgeblendet
wurden: hier ha¨tten Spark und Flink bei einer Vera¨nderung
der Hardware-Umgebung (Erho¨hung der Knotenanzahl) ge-
genu¨ber dem Uminstallationsaufwand bei Postgres-XL einen
klaren Vorteil gehabt.
Fu¨r einen Heimsieg hoffen wir aber in Zukunft trotzdem
auf weitere Tore fu¨r die SQL-DBMS-basierten Lo¨sungen,
denn die vorgenommenen Tests ko¨nnen nur ein Anfang sein
und mu¨ssen in folgenden Aspekten erweitert werden:
• Das RMDRF-Großgera¨t lief derzeit noch in einer fi-
xierten, sehr kleinen Konfiguration (drei Knoten). Hier
werden wir in Zukunft die Konfiguration vera¨ndern,
um Auswirkungen der Hardware-Konfiguration erken-
nen zu ko¨nnen.
• Bei den Tasks werden wir zusa¨tzliche Mining-Algorith-
men und Algorithmen Maschinellen Lernens mit auf-
nehmen und auf den verschiedenen Plattformen imple-
mentieren.
• Bei den Systemen fehlt uns bisher ein Vertreter von
spaltenorientierten, parallelen DBMS. Als Ersatz fu¨r
das von Stonebraker verwendete Vertica haben wir be-
reits erste Tests auf Actian Vector (fru¨her VectorWi-
se, siehe etwa [13]) durchgefu¨hrt, die vielversprechend
sind. Vector gibt es auch in einer parallelen Variante
als VectorH (Vector in Hadoop).
Die Hoffnung ist, dass sich auch weiterhin DBMS-Lo¨sungen
mit SQL als Schnittstelle als konkurrenzfa¨hige Alternative
zu MapReduce-Programmierparadigmen und anderen spe-
zialisierten Big-Data-Analytics-Umgebungen erweisen, da-
mit wir die vielfa¨ltigen Vorteile einer solchen Lo¨sung in Be-
zug auf formalisierbare und automatisierbare Anfragetrans-
formationen ohne großen Performance-Verlust ausnutzen ko¨n-
nen. Diese Anfragetransformationen beno¨tigen wir, um wei-
tere Kernziele des PArADISE-Projektes zu verwirklichen:
die Wahrung der Privatspha¨re der Nutzer von Assistenzsys-
temen durch datensparsame Auswertung von Big Data, das
Provenance Management zur Ermittlung von Ursachen bei
fehlerhaften Modellbildungen, und die Nachhaltigkeit der
Analyseprogramme im Kontext einer Informationssystem-
Infrastruktur beim Anbieter des Assistenzsystems. Letzte-
res ist durch die Verwendung von SQL-Basisoperationen als
”
intergalactic dataspeak“ gegeben.
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