Abstract-In a practical classifier design problem, the sample size is limited, and the available finite sample needs to be used both to design a classifier and to predict the classifier's performance for the true population. Since a larger sample is more representative of the population, it is advantageous to design the classifier with all the available cases, and to use a resampling technique for performance prediction.
I. INTRODUCTION
lassification of a set of vectors into two classes is a common application for neural networks (NNs). In practice, the NN classifier is designed using a finite training set, which may not fully represent the true distribution of the two classes in the general population. Finite training sample size presents two problems: First, one has to pay a penalty for the finite sample size, i.e., the classifier is less accurate than one that would be trained using the true distributions. Second, if one is also required to make a prediction of the accuracy of the designed classifier, one has to use the finite sample not only to train the classifier, but also to predict its performance for the true population. The goal of this study is to investigate this latter problem.
We are particularly motivated by applications in computer-aided diagnosis (CAD), which aims at designing automated image analysis systems to aid radiologists in detecting and characterizing lesions on imaging exams. In most medical applications, one has only a relatively small population of patient samples with ground truth available for training the CAD system. An intuitive approach would be to use all the available cases for classifier design, with the expectation that using as many cases as possible potentially maximizes the accuracy of the designed classifier. However, the CAD developer will also typically be required to predict the performance that can be expected from the designed classifier. Since all cases have been used for classifier design, one has to use a resampling technique to estimate the accuracy of the designed classifier when it is applied to the true population.
Classifier performance estimation has previously been addressed in many contexts. In the context of CAD, a commonly used performance measure is the area AUC under the receiver operating characteristics (ROC) curve. To our knowledge, only very preliminary studies have been conducted to investigate the problem of AUC prediction for a classifier under the constraint of a limited data set, and only for linear classifiers [1, 2] . In this study, our purpose was to investigate this problem for a backpropagation NN using Monte Carlo simulation under a number of conditions for class distributions, number of available samples from each class, and feature space dimensionality.
II. METHODS
Five resampling methods were compared, including three variations of the bootstrap method, namely, the ordinary, .632 and .632+ bootstrap, and the Fukunaga-Hayes (F-H) and the leave-one-out (LOO) methods.
A. The Ordinary Bootstrap
Let F represent the true distribution of the data, and let 1 2 ( , , , ) x N x x x = … be the available sample of size N, where the boldface letter x denotes a set of cases (i.e., a sample), and the italic letter x denotes a data vector (i.e., a case). In bootstrap, an empirical discrete distribution F is defined such that a probability of 1/N is assigned to each case i x , A bootstrap sample, denoted as 1 2 ( *, *, , *)
N is then randomly drawn with replacement from x , which is equivalent to random drawing from the empirical distribution F . In classifier performance evaluation, the bootstrap method generally involves the estimation of the bias of the resubstitution method, and the removal of this bias from the resubstitution performance to obtain an estimate of the true performance [3] . Application to the estimation of the test AUC is described below. ( , (0)) x* x* AUC is pessimistically biased, because b (0) x* are farther away from x than a typical test sample randomly drawn from the true population [3] . On the average, the ratio of the distances from these two groups to x is 
The estimate for the bias for the .632 method, .632 w , is found by averaging Eq. (4) over B bootstrap samples. The AUC value estimated from the .632 method is then given by 
C. The .632+ Bootstrap
The .632+ estimator was designed by Efron to address the issue of the bias of the .632 estimator [4] . Starting with the example of a classification problem in which the data is useless (AUC=0.5), Efron shows that for overtrained classifiers, the .632 estimator for the classifier performance can be optimistically biased. The original definition of the .632+ estimator can be found in the literature. In this study, the AUC value estimated from the .632+ method is defined as 
Notice that the .632 estimate (Eq. (5)) can be thought of as a special case of the .632+ estimate with 0.632
D. The Fukunaga-Hayes Method
One method to estimate the performance of a classifier that can be designed with N cases is to partition them into a training group of cases. One can repeat the partitioning process P times, and use the average test AUC as the performance estimate. A disadvantage of this method is that since train N N < , the designed classifier may have a lower performance than the one that would have been trained with N cases. Fukunaga and Hayes studied the dependence of the classifier performance on the training sample size train N , and showed that under a wide range of conditions, the probability of misclassification (PMC) error varies linearly with 1/ train N [5] . Based on this observation, they suggested that one can vary train N N < in a range of values, obtain a linear regression to the PMC, and then extrapolate to find the PMC for train N N ≥ . In our previous work, we applied this method for performance estimation using the AUC. For various classifiers and Gaussian class distributions, it was observed that the dependence of the AUC value can be closely approximated by a linear relationship in a sample size range where higher-order terms 1/ train N can be neglected [6] . The implementation in the current study uses four values for train N N < for finding the linear regression, and P training-test partitioning sets at each of these values to obtain the F-H prediction of the classification performance, 
E. The Leave-One-Out Method
In the LOO technique, one designs N classifiers using the sample 1 2 ( , , , ) x N x x x = … . In the design of the i th classifier, all cases are used except case i x , which is reserved as a test case. Since each classifier is designed using N-1 cases, the number of trainers is very close to the number of available cases. In our application, we accumulated all N test results in an array and computed
LOO AUC
for the LOO method.
F. The NN Classifier Many different NN architectures and training methods can be used for a classification task. In this study, we used a threelayered NN trained with a back-propagation method. The NN had k input nodes, h hidden nodes, one output node, and the architecture is denoted as 1 k h − − . The nodes were fully connected, and the weights were trained using a minimum sum-of-squares-error criterion.
G. Summary Measures of Prediction Accuracy
As discussed in the Introduction, our goal is to predict the performance of the classifier trained with the given set of N cases when it is applied to the true population. The true performance is therefore ( ) x,F AUC . Several different class distributions F were simulated, as discussed below. We define one experiment j as the selection of a sample x from F. The true performance ( ) x,F j AUC for the j th experiment is obtained by training the classifier with x , drawing an additional random test sample of 2,000 cases from the distribution of each class, and testing the designed classifier with this data set of 4,000 test cases. The number of test cases, 4,000, is chosen to be large enough so that the distribution of the test data is close to F. The AUC is calculated using the LABROC program [7] , which uses a maximum likelihood estimation algorithm to fit a binormal ROC curve to the classifier output after proper binning. Note that the true performance ( ) x,F j AUC depends on x , and therefore changes in each experiment. The prediction error for a resampling method for the j th experiment was then defined as , ,
where r stands for one of the five different sampling methods, i.e., the ordinary bootstrap, .632 bootstrap,.632+ bootstrap, F-H, or LOO, and , j r AUC denotes the predicted AUC for experiment j using the resampling method r. For each condition discussed below, we performed J=200 experiments. The bias of the resampling technique was defined as the average of , j r E over J experiments.
To quantify how close the predicted and true performances are, we used the average absolute error (AAE), and the root-mean-squared error (RMSE) 
H. Feature Spaces and Sample Sizes
We investigated two categories of class distributions. Class distributions in the first category were assumed to follow multivariate normal distributions with equal covariance matrices. It has been shown in the literature [8] that the covariance matrices can be simultaneously diagonalized without affecting the analysis. We therefore used an identity matrix for the covariance of both classes. We assumed that the mean difference between the two classes was equal for each feature. The value of the difference was chosen such that the AUC of the classifier designed and tested with infinite sample size would be approximately 0.8. The dimensionality of the feature space, k, was varied from 3 to 15.
Class distributions in the second category were assumed to be a mixture of uniform distributions, and they overlapped in the k-dimensional feature space so that perfect classification was not possible. Figure 1 shows an example scatter plot of the class distributions from the second category. Only a twodimensional cross-section is shown, although the two class distributions overlap in the k-dimensional space. The number of cases from class 1 and class 2, denoted by 1 n and 2 n , were assumed to be equal so that 1 2 / 2 n n N = = .
The total number of cases in the sample N was varied between 50 and 120.
III. RESULTS Figure 2 shows the results obtained with the five different resampling methods and five sample sizes (N=50, 60, 80, 100, and 120) for Gaussian class distributions and k=15 (15-dimensional feature space). The NN architecture was 15-3-1. 
Gaussian data k=15
(c) The RMSE, average performance, and the AAE were plotted in Figures 2(a) , 2(b), and 2(c), respectively. Fig. 2(b) shows that the F-H method has a low bias for this condition. However, the .632 and .632+ bootstrap methods perform better than the F-H in terms of the RMSE (Fig. 2(a) ). A comparison of Figs. 2(a) and 2(c) indicates that the relative rankings of the resampling methods using the RMSE and AAE criteria are similar. We therefore will not show the AAE statistics for the other distributions.
The simulation conditions in Fig. 3 are similar to those in Fig. 2 , except that the feature space dimensionality was reduced to three. The NN architecture was 3-3-1. The differences in the bias for the different resampling schemes are smaller and the RMSE errors are closer to each other for k=3 compared to k=15, although the .632 and .632+ bootstrap methods still have a small advantage over the others for small N. 
IV. DISCUSSION AND CONCLUSION
In many applications, one has only a finite sample size to design a classifier and to assess its accuracy. Since a larger sample is more representative of the population, it is advantageous to design the classifier with all the available cases, and then to assess the accuracy of the designed classifier using a resampling technique. In this study, we compared the performances of five such resampling techniques for backpropagation NN classifiers.
For the class distributions considered in this study, the difference in the RMSE obtained using different resampling methods can be large, especially when the feature space dimensionality is large and the number of available samples is small. Under this type of conditions, the .632 and .632+ bootstrap methods have the smallest RMSE. A smaller RMSE means that, for a given sample, one has a higher chance to get an estimate that is closer to the truth. Our results therefore suggest that the .632 or .632+ bootstrap methods may be advantageous for the estimation of the performance of the classifier designed using the available sample. The bias of the estimation is also an important factor in the choice of the resampling technique. The bias of the .632+ method is lower than those of the other two bootstrap techniques. The F-H technique has a bias similar to that of the .632+, but the high variance of the F-H technique makes it a less desirable alternative for resampling, and contributes to the relatively large RMSE of the technique. The understanding of bias, variance, and RMSE issues in classifier performance estimation will provide us a useful guide to reduce errors in the assessment of classifier performance.
