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Abstract 
This article focuses on solving the disjunctive problem. Various methods of constructing disjunctive cuts (DC) from the 
logical limitations on linear inequalities have been presented. A general principle of DC and a principle allowing to strengthen 
these cuts were established. By virtue of the stated principles, solving the problems of optimization with a great number 
of limitations can be simplified. Two theorems were formulated and proved. Four examples illustrated various theoretical 
statements. 
The suggested principles and the procedures based on them provide the theoretical background to the elaboration of 
algorithms intended for software implementation in solving practical problems. 
Copyright © 2016, St. Petersburg Polytechnic University. Production and hosting by Elsevier B.V. 
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 Introduction 
Disjunctive methods allow obtaining disjunctive
cuts (DCs) from logical constraints on linear inequal-
ities. The present study has examined the principle of
DC that summarizes the available methods for con-
structing the cuts. However, as this principle is con-
nected to other principles and approaches relevant for
finding the cuts, it is often called the basic one. The
so-called Cut Strengthening Metaprinciple (CSM) is
used for strengthening the DC principle. 
The DCs discussed in this paper extend the pos-
sibilities for obtaining them when constructing new
algorithms. The software implementing these algo-
rithms is designed for numerically solving theoretical✩ Peer review under responsibility of St. Petersburg Polytechnic 
University. 
E-mail address: vit@academ.org . 
http://dx.doi.org/10.1016/j.spjpm.2016.05.002 
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under the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-
(Peer review under responsibility of St. Petersburg Polytechnic University)and practical optimization problems with logical con-
straints on linear inequalities. The results obtained are
already being used in the analysis of the economic
models described using logical constraints. Other ap-
plications of these results may include, for example,
the numerical solution of optimization problems. The
theoretical propositions of varying degrees of com-
plexity have been illustrated in this paper by four
examples. 
The key definitions 
Let us examine a disjunctive minimization problem
formulated as 
min 
⎧ ⎨ 
⎩ cx | 
m ∨ 
i=1 
⎛ 
⎝ n ∑ 
j=1 
a i, j x j ≥ b i , x ≥ 0 
⎞ 
⎠ = true 
⎫ ⎬ 
⎭ , 
where с = ( с 1 , с 2 , . . . , с n ) , x = ( x 1 , х 2 , . . . , х n ) Т . ction and hosting by Elsevier B.V. This is an open access article 
nc-nd/4.0/ ) 
. 
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gram (DP). The expression in the parentheses of the 
formula is a logical variable that takes a true value if 
the x point satisfies the system of n + 1 inequalities (or 
a false one if it does not). 
The subject of inquiry is the admissible set of 
the disjunctive minimization problem under consider- 
ation 
S 4 = 
⎧ ⎨ 
⎩ x | 
m ∨ 
i=1 
⎛ 
⎝ n ∑ 
j=1 
a i, j x j ≥ b i , x ≥ 0 
⎞ 
⎠ = true 
⎫ ⎬ 
⎭ . 
The S 4 set is called disjunctive, and it can be repre- 
sented in two ways. In the first case its representation 
is a disjunctive normal form of a logical expression 
containing linear inequalities (any such expression can 
be reduced to the disjunctive form). The second way 
of representing a disjunctive set has the form 
S 4 = 
m ⋃ 
i=1 
⎧ ⎨ 
⎩ x | 
n ∑ 
j=1 
a i, j x j ≥ b i , x ≥ 0 
⎫ ⎬ 
⎭ . 
As a matter of fact, these two representations are 
equivalent. Notice that the S 4 set can be nonconvex. 
Disjunctive cuts 
To formulate the principles outlined below, it is use- 
ful to consider a specific example. 
Example 1. Let there be two inequalities for the non- 
negative variables x 1 , x 2 , x 3 : 
2 x 1 + ( −3 ) x 2 + (−7) x 3 ≥ 15 , (1) 
and 
1 x 1 + 2 x 2 + (−5) x 3 ≥ 28 . (2) 
One of them is known to be true, but it is not known 
which one it is. The question is whether there is at 
least one inequality which is necessarily true. 
We assert that such an inequality exists, and in this 
case it is a third inequality, for example, of the form 
2 x 1 + 2 x 2 + (−5) x 3 ≥ 15 , (3) 
which is a relaxation of both inequalities ( 1 ) and ( 2 ), 
since 
2 = max { 2, 1 } , 2 = max { −3 , 2 } , 
−5 = max { −7 , −5 } H 15 = min { 15 , 28 } . 
Thus, inequality ( 3 ) holds true in the event that at least 
one of inequalities ( 1 ) and ( 2 ) is true. The DC metaprinciple generalizing the idea of ob- 
taining the last inequality ( 3 ) from inequalities ( 1 ) and 
( 2 ) can be formulated in the following way. 
The DC metaprinciple. Let us assume that at least 
one of the inequalities 
r ∑ 
j=1 
b i, j x j ≥ b i, 0 , i = 1 , 2, . . . , p, p ≥ 2 (4) 
holds, and that the variables x 1 , x 2 ,…, x r are non- 
negative. 
Then the inequality 
r ∑ 
j=1 
(
p 
max 
i=1 
b i, j 
)
x j ≥
p 
min 
i=1 
b i, 0 (5) 
and all its relaxations are valid cuts for the set 
S 4 = 
⎧ ⎨ 
⎩ x | 
p ∨ 
i=1 
⎛ 
⎝ r ∑ 
j=1 
b i, j x j ≥ b i, 0 , x ≥ 0 
⎞ 
⎠ = true 
⎫ ⎬ 
⎭ . 
Since the DC principle, which is key for our study, 
follows from the LP principle and the DC metaprin- 
ciple [3,5] , let us first formulate the LP principle. 
The LP principle. If λ is an arbitrary non-negative 
m -vector, then the inequality 
(λA ) x ≥ λb 
and all its relaxations are valid inequalities for a non- 
empty set 
S 1 = { x| Ax ≥ b, x ≥ 0, x ∈ R r } . 
So let us now formulate the disjunctive cuts principle. 
The DC principle [2,3,5] . Let us assume that at 
least one of the systems of linear inequalities (
A h x ≥ b h , x ≥ 0 ), h ∈ H, H  = ∅ (6) 
holds (A h is a m h ×r matrix, b h is a m h column vector). 
Then for any m h row vectors λh with non-negative 
multipliers the inequality (
sup 
h∈ H 
λh A h 
)
x ≥ inf 
h∈ H 
λh b h (7) 
and all its relaxations are valid cuts for a disjunctive 
set 
S 4 = 
{
x | ∨ 
h∈ H 
(
A h x ≥ b h , x ≥ 0 ) = true 
}
. 
Here and elsewhere we shall use the concept of a 
supremum of vectors. In inequality ( 7 ), sup 
h∈ H 
λh A h de- 
notes the v vector whose j th component is 
v j = sup h∈ H v h j ( j = 1 , 2, . . . , r ) , a v h = λh A h , 
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 where λh is a row vector of m h components, A h is a
m h ×r matrix, and h is an index. 
Inequality ( 7 ) assumes that there exist a finite in-
fimum and finite suprema. The H set can be finite or
infinite. 
Proof. Since at least one system ( 6 ) holds for some
x , at least one inequality (
λh A h 
)
x ≥ λh b h 
holds for this x . However, h can depend on x . Taking
the infimum and the suprema in inequality ( 7 ) elim-
inates this dependence and still leaves the inequality
valid, as x ≥ 0. 
Let us note that the LP principle can be reformu-
lated as the metaprinciple obtained from the logical
condition that all Ax ≥ b inequalities should hold true.
Additionally, particular cases of the DC principle are
the LP principle and the DC metaprinciple: 
( | H | = 1 and m h = 1 ∀ h ∈ H, | H | = p, p ≥ 2 ) . 
Cut ( 7 ) normally possesses the properties that are typ-
ical for all systems if they are known for only one
of them among the system of linear inequalities ( 6 )
which holds true (see Theorems 1 and 2 , presented
below). 
However, exceptions are possible sometimes, when
cut ( 7 ) proves ineffective in yielding such information
(see the following example). 
Example 2. Let us assume that x 1 is a non-negative
variable and that the inequality 
( −1 ) · x 1 ≥ ( −1 ) 
or 
0 · x 1 ≥ 1 (8)
holds. 
System ( 6 ) involves one inequality at values of
h = 1 and 2. Notably, in the first case ( h = 1), it is con-
sistent, while in the second one it is not. Then, using
the DC principle, we obtain the following inequalities:
max { −1 · λ1 , 0 · λ2 } x ≥ min { −1 · λ1 , 1 · λ2 } (9)
and 
0 · x 1 ≥ −λ1 . (9a)
Inequality ( 9a ) is a relaxation of the trivial cut
0 · x 1 ≥ 0 which holds true for all x 1 . Thus, it follows
from analyzing inequalities ( 8 ) that inequalities 
0 ≤ x 1 ≤ 1 should hold true (as 0 · x 1 ≥ 1 does not hold true, the
inequality ( −1 ) · x 1 ≥ ( −1 ) should hold). 
The geometrical interpretation of disjunctive cuts is
important: 
Valid cuts for the disjunctive S 4 set are exactly
those for a closed convex cover clconvS 4 of the S 4 set.
Converse propositions to the DC principle 
The below theorems formulate the conditions
which, if satisfied, provide that the DC principle yields
all valid cuts. The presented Theorems 1 and 2 are
the converse propositions to the DC principle. Another
converse was given in Refs. [2,5] . 
Theorem 1. If each system ( 6 ), where h ∈ H, is con-
sistent, then for any valid inequality πx ≥ π0 , x ∈ S 4 ,
there are non-negative vectors λh , h ∈ H, such that (
sup 
h∈ H 
λh A h 
)
j 
≤ π j , j = 1 , 2, . . . , r, inf 
h∈ H 
λh b h ≥ π0 . 
Proof. According to the assumption we made, all sys-
tems ( 6 ) are consistent. Since a valid πx ≥ π0 in-
equality follows from any of them, then according
to a theorem converse to the LP principle, for each
h ∈ H , there is a vector λh ≥ 0 satisfying the
condition (
λh A h 
)
j j = 1 , 2, . . . , r, λh b h ≥ π0 , 
where ( λh A h ) j is a j th component of the λh A h vector.
Taking the suprema and the infimum, we obtain
what is required. 
Before we formulate and prove the next theo-
rem, let us introduce some new concepts. For each
h , h ∈ H , let us introduce a cone 
 h = 
{
x | A h x ≥ 0, x ≥ 0 }. (10)
Then Eq. (11) will consist of a sum of sets (cones)
defined as 
A + B = { a + b | a ∈ A, b ∈ B } . 
According to the DC principle, not all systems ( 6 )
must be consistent in order to produce all valid cuts. 
Theorem 2. The DC principle yields all valid cuts for
the logical condition that at least one of systems ( 6 )
should hold, if for each h ∈ H, such that this system
is inconsistent, 
 h ⊆
∑ 
p 
{ C p | ( A p x ≥ b p , x ≥ 0) i s consi st ent , p ∈ H }
(11)
holds true (the sum is interpreted as { 0} , if all systems
( 6 ), h ∈ H , are inconsistent). 
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such λh , λh ≥ 0 for inconsistent systems ( 6 ) that the 
inequality 
λh A h ≤ π ( π = ( π1 , π2 , . . . , πr ) ) and λh b h ≥ π0 
holds true for any cut πx ≥ π0 that is valid for all 
consistent systems ( A p x ≥ b p , x ≥ 0 ) . Then taking the 
suprema and the infimum, will, the same as with prov- 
ing Theorem 1 , conclude the proof. 
Starting a detailed proof of Theorem 2 , let us note 
that if the system 
( A p x b p , x ≥ 0 ) 
is consistent and the πx ≥ π0 inequality holds true, 
then we have the πx ≥ 0 inequality for x ∈ C p . This 
follows from the system of inequalities ( λh A h ) ≤ π
for some λp , λp ≥ 0 and from the fact that x ≥ 0. 
But if system ( 6 ) is inconsistent and x ∈ C h , then, 
according to system ( 11 ), 
when 
x = 
∑ 
p 
{ x p | ( A p x ≥ b p , x ≥ 0 ) i s consi stent , 
x p ∈ C p , p ∈ H } 
for certain x p from C p , we obtain that 
πx = 
∑ 
p 
πx p ≥ 0. (11 а ) 
System ( 11 а ) also holds true if all systems ( 6 ), 
h ∈ H , are inconsistent. Therefore, the inequality πx 
≥ 0 follows from the inequalities 
A h x ≥ 0, x ≥ 0 
and, according to the LP principle, we obtain the θh 
multipliers, for which 
θh ≥ 0, θh A h ≤ π. 
Finally, according to the Farkas–Minkowski lemma, it 
follows from the inconsistency of system ( 6 ) that there 
exists a p h vector for which (see Ref. [5] , p. 39) the 
inequalities 
p h ≥ 0, p h A h ≤ 0 and p h b h > 0 
hold true. But then for a sufficiently high value of the 
r variable, r ≥ 0, assuming that 
λh = θh + r p h , 
we have 
λh A h ≤ π + 0 = π, λh b h ≥ π0 , 

Theorem 2 is proved. A corollary to Theorem 2 is that is that the C h 
cone introduced by Eq. (10) has an interesting inter- 
pretation. This cone is often called a recession cone, 
or a cone of directions at infinity [1] . To be definite, 
let us assume that d h is selected in such a way that 
the system 
A h x ≥ d h , x ≥ 0 (12) 
is consistent. 
Let x ° satisfy the system ( 12 ), and let x¯ ∈ C h . Then 
for any λ, λ ≥ 0, the relation 
A h 
(
x 0 + λx¯ ) = A h x 0 + λA h x¯ ≥ d h + 0 = d h (13) 
holds true, and consequently, x 0 + λx¯ also satisfies 
system ( 12 ). 
Strengthening of the disjunctive cut 
This section presents the cut strengthening 
metaprinciple (CSM) whose action is significantly dif- 
ferent from that of the DC metaprinciple. The CSM 
is intended for cut strengthening. 
The CSM. Let T be a non-empty set, and M be a 
monoid, i.e. , T ⊆ R m , M ⊆ R m (m is the number of 
rows of the matrix A). Let us assume that from the 
constraints 
Ax ∈ T + M, x ∈ Z r + , (14) 
the inequality 
r ∑ 
j=1 
F j 
(
a j 
)
x j ≥ π0 (15) 
always follows for some matrices A , where 
F 1 (v) , F 2 (v) , . . . , F r (v) are the given (not neces- 
sarily subadditive) functions, and a j is a j th column 
of the matrix A. 
Then the inequality 
r ∑ 
j=1 
(
inf 
m∈ M 
F j 
(
a j + m )
)
x j ≥ π0 (16) 
also holds true for constraints ( 14 ). 
Proof. Let elements m j , m j ∈ M, j = 1 , 2, . . . , r be 
chosen arbitrarily. 
Since M is a monoid, we have 
r ∑ 
j=1 
m j x j ∈ M 
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 for any vector x ∈ Z r + . Therefore, it follows from con-
straint ( 14 ) that 
r ∑ 
j=1 
(
a j + m j )x j 
= 
r ∑ 
j=1 
a j x j + 
r ∑ 
j=1 
m j x j ∈ T + M + M = T + M. (17)
( Eq. (17) holds because M is a monoid). This in turn
results in this inequality following from the assump-
tion we have made: 
r ∑ 
j=1 
F j 
(
a j + m j )x j ≥ π0 . (18)
Eq. (14) results in inequality ( 18 ) for any arbitrary
choice of m j . It is from here that inequality ( 16 )
follows. 
The CSM can be used together with the DC prin-
ciple for strengthening the cuts obtained by the DC
principle, when x ∈ Z r + . 
Let us illustrate the procedure of strengthening the
cut with a specific example. 
Example 3. Let us assume that non-negative integer
variables x , t 1 , t 2 , t 3 satisfy the equation 
x = 1 . 7 + 2. 3 ( −t 1 ) + ( −0. 3 ) ( −t 2 ) + 2 ( −t 3 ) . 
Let us relax (weaken) this constraint by writing it
as 
2. 3 ( −t 1 ) − 0. 3 ( −t 2 ) + 2 ( −t 3 ) ∈ T + M, 
and in the general case as 
a 1 ( −t 1 ) + a 2 ( −t 2 ) + a 3 ( −t 3 ) ∈ T + M, (19)
where T = { −1.7}, M is a monoid of all integers under
addition. 
Since constraints ≥ 0.3 or ≤ −0.7 are satisfied for
each element from the set T + M , it is easy to see that
the inequalities 
(−a 1 ) t 1 + (−a 2 ) t 2 + (−a 3 ) t 3 ≥ 0. 3 
or 
a 1 t 1 + a 2 t 2 + a 3 t 3 ≥ 0. 7 
hold. 
Using the multipliers λ1 =1/0.3 and λ2 =1/0.7, ac-
cording to the DC principle, we immediately obtain a
valid inequality 
3 ∑ 
j=1 
( max {−a j / 0. 3 , a j / 0. 7 } ) t j ≥ 1 , (20)which is one of the cuts suggested by Gomory for
problems with continuous non-negative variables t j [5] .
In the context of the formulae with specific numerical
data inequality ( 20 ) is transformed into an inequality
of the form 
3 . 29 t 1 + t 2 + 2. 86 t 3 ≥ 1 . (21)
If we multiply both parts of inequality ( 21 ) by 0.7, we
will see that it is a relaxation of the Gomory fractional
cut: 
0. 3 t 1 + 0. 7 t 2 + 0 t 3 ≥ 0. 7 . 
However, inequality ( 21 ) holds true only for a con-
tinuous variable t j , while the Gomory fractional cut
requires these variables to be integers. 
To strengthen inequalities ( 20 ) and ( 21 ), when all
variables t j are non-negative integers, let us turn to the
CSM to obtain a cut 
3 ∑ 
j=1 
( inf 
m∈ M 
max {−( a j + m) / 0. 3 , ( a j + m) / 0. 7 } ) t j ≥ 1 . 
(20 а )
Let us first simplify cut ( 20 а ) in the following way.
We shall write the a j coefficient as a sum of its integer
and fractional parts: 
a j = 
⌊
a j 
⌋+ f j , 0 ≤ f j < 1 . (22)
For m ≥ −
 a j  we have 
max {−( a j + m) / 0. 3 , ( a j + m) / 0. 7 } 
= ( a j + m) / 0. 7 ≥ f j / 0. 7 , (23)
and for m ≤ −
 a j  − 1 
max {−(a j + m) / 0. 3 , ( a j + m) / 0. 7 } 
= −( a j + m) / 0. 3 ≥ (1 − f j ) / 0. 3 . (24)
Therefore, ( 20 а ) is equivalent to the inequality 
3 ∑ 
j=1 
( min { f j / 0. 7 , (1 − f j ) / 0. 3 } ) t j ≥ 1 , (25)
which, for specific numerical data, becomes an in-
equality of the form 
0. 43 t 1 + t 2 + 0 t 3 ≥ 1 . (26)
Multiplying inequality ( 26 ) by 0.7, we can see that
it agrees with the Gomory fractional cut within two
decimal digits (i.e., the cuts are virtually identical). 
It is clear from this example that the ‘simple’
method of using the DC principle and the CSM is
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))| t ∑
h=a matter of skill, and not a direct procedure. It would 
be very practical to complement the CSM with other 
cut-strengthening procedures to be used in combina- 
tion with the DC principle. As a matter of fact, little 
is known about the cut-strengthening procedures [4] . 
The next example is presented in more detail and 
demonstrates combining the DC principle and the 
CSM. 
Example 4. [3] . Let us assume that at least one sys- 
tem ( 6 ) is consistent and that all systems have lower 
boundaries, i.e., all systems 
A h x ≥ d h , x ≥ 0 (27) 
are consistent ( d h , d h ≤ b h , is a vector chosen with 
due care). Finally, let us assume that x is an integer 
solution of the system. 
Let us assume 
T = { ( v 1 , v 2 , . . . , v t ) ∣∣ v h ≥ d h ∀ h ∈ H, 
v h ≥ b h ∃ h ∈ H } , (28a) 
M = { ( n 1 ( b 1 − d 1 ) , n 2 ( b 2 − d 2 ) , . . . , n t ( b t − d t )) | , 
t ∑ 
h=1 
n h ≥ 0, n h ∈ Z 1 ∀ h ∈ H } , where t = | H | . (28b) 
Let us also assume 
A = (A 1 , A 2 , . . . , A t )T , (29) 
(the column is written as a row). 
Then the available data can be presented as 
Ax ∈ T . (30) 
Let us relax cut ( 30 ) as 
Ax ∈ T + M. (31) 
Now let us note that the consistency of at least 
one system ( 6 ) follows from formula ( 30 ). If n h = 
0 ∀ h ∈ H in Eq. (28b) , then Ax ∈ T and at least one
system ( 6 ) holds. If, on the other hand, 
n h  = 0 ∃ n h ∈ H, 
then n h ∗ ≥ 1 for at least one h ∗, and then the system (
A h ∗x ≥ b h ∗, x ≥ 0 )
holds. 
Therefore, cut ( 31 ) ensures that cuts ( 7 ) are valid. 
r ∑ 
j=1 
(
min 
{
max 
h∈ H 
λh 
(
a j,h + n h 
(
b h − d hLet a j,h denote a j th column of the matrix A h ( j = 
1 , 2, . . . r; h = 1 , 2, . . . , t ) . 
Then we can write cut ( 7 ) in the form 
r ∑ 
j=1 
( max 
h∈ H 
λh a j,h ) x j ≥ min 
h∈ H 
λh b h . (32) 
Therefore, the strengthened cut ( 16 ) for cut ( 32 ), re- 
garded as inequality ( 15 ), is 
 
1 
n h ≥ 0, n h ∈ Z 1 ∀ h ∈ H 
})
x j ≥ min 
h∈ H 
λh b h . (33) 
Thus, the examples provided show that combining the 
DC principle and the CSM is a complex task requiring 
a certain skill. 
Example of an algorithm. Let us here present a pos- 
sible algorithm for solving problems with logical con- 
straints on linear inequalities that implements the 
above-described principles. 
Step 1. Applying the DC principle or the CSM, we 
proceed to a simplified problem (or a set of simplified 
problems). 
Step 2. Solve the simplified problem (set of 
problems). 
Step 3. Find out what the solution obtained con- 
tributes to the initial problem. 
Step 4. If a satisfactory solution for the initial prob- 
lem has been found, we stop the calculation process, 
otherwise return to Step 1. 
Summary 
The paper presents various methods for obtaining 
disjunctive cuts from logical constraints on linear in- 
equalities. The basic disjunctive cut principle, as well 
as the principle allowing to strengthen these cuts have 
been described. These principles simplify the solution 
of optimization problems with a large number of linear 
constraints. 
The proposed principles and the procedures based 
on them can serve as a theoretical basis for the con- 
structing the algorithms for software implementation 
in solving practical problems. 
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