Abstract-This study presents a preliminary investigation into the automatic assessment of language-impaired children's (LIC) prosodic skills in one grammatical aspect: sentence modalities. Three types of language impairments were studied: autism disorder (AD), pervasive developmental disorder-not otherwise specified (PDD-NOS), and specific language impairment (SLI). A control group of typically developing (TD) children that was both age and gender matched with LIC was used for the analysis. All of the children were asked to imitate sentences that provided different types of intonation (e.g., descending and rising contours). An automatic system was then used to assess LIC's prosodic skills by comparing the intonation recognition scores with those obtained by the control group. The results showed that all LIC have difficulties in reproducing intonation contours because they achieved significantly lower recognition scores than TD children on almost all studied intonations (p 0 05). Regarding the "Rising" intonation, only SLI children had high recognition scores similar to TD children, which suggests a more pronounced pragmatic impairment in AD and PDD-NOS children. The automatic approach used in this study to assess LIC's prosodic skills confirms the clinical descriptions of the subjects' communication impairments.
duces a raw message composed of textual information when he or she speaks but also transmits a wide set of information that modulates and enhances the meaning of the produced message [1] . This additional information is conveyed in speech by prosody and can be directly (e.g., through sentence modality or word focus) or indirectly (e.g., idiosyncrasy) linked to the message. To properly communicate, knowledge of the pre-established codes that are being used is also required. Indeed, the richness of social interactions shared by two speakers through speech strongly depends on their ability to use a full range of pre-established codes. These codes link acoustic speech realization and both linguistic-and social-related meanings. The acquisition and correct use of such codes in speech thus play an essential role in the inter-subjective development and social interaction abilities of children. This crucial step of speech acquisition relies on cognition and is supposed to be functional in the early stages of a child's life [2] .
A. Prosody
Prosody is defined as the supra-segmental properties of the speech signal that modulate and enhance its meaning. It aims to construct discourse through expressive language at several communication levels, i.e., grammatical, pragmatic, and affective prosody [3] . Grammatical prosody is used to signal syntactic information within sentences [4] . Stress is used to signal, for example, whether a token is being used as a noun (convict) or a verb (convict). Pitch contours signal the ends of utterances and denote whether they are, for example, questions (rising pitch) or statements (falling pitch). Pragmatic prosody conveys the speaker's intentions or the hierarchy of information within the utterance [3] and results in optional changes in the way an utterance is expressed [5] . Thus, it carries social information beyond that conveyed by the syntax of the sentence. Affective prosody serves a more global function than those served by the prior two forms. It conveys a speaker's general state of feeling [6] and includes associated changes in register when talking to different listeners (e.g., peers, young children or people of higher social status) [3] .
Because prosodic deficits contribute to language, communication and social interaction disorders and lead to social isolation, the atypical prosody in individuals with communication disorders became a research topic. It appears that prosodic awareness underpins language skills, and a deficiency in prosody may affect both language development and social interaction.
at the phonetic level were sufficient to explain the failure to imitate prosodic features [13] . Conversely, Snow [17] reported that children with SLI showed a typical use of falling tones and Marshall et al. [18] did not find any difference in the ability to imitate intonation contours between SLI and typically developing children.
Pervasive Developmental Disorders: Abnormal prosody was identified as a core feature of individuals with autism [22] . The observed prosodic differences include monotonic or machinelike intonation, aberrant stress patterns, deficits in pitch and intensity control and a "concerned" voice quality. These inappropriate patterns related to communication/sociability ratings tend to persist over time even while other language skills improve [23] . Many studies have tried to define the prosodic features in Autism Spectrum Disorder (ASD) patients (for a review see [13] ). With regards to intonation contours production and intonation contours imitation tasks, the results are contradictory. In a reading-aloud task, Fosnot and Jun [24] found that AD children did not distinguish questions and statements; all utterances sounded like statements. In an imitation condition task, AD children performed better. The authors concluded that AD subjects can produce intonation contours although they do not use them or understand their communicative value. They also observed a correlation between intonation imitation skills and autism severity, which suggests that the ability to reproduce intonation contours could be an index of autism severity. Paul et al. [3] found no difference between AD and TD children in the use of intonation to distinguish questions and statements. Peppé and McCann [25] observed a tendency for AD subjects to utter a sentence that sounds like a question when a statement was appropriate. Le Normand et al. [26] found that children with AD produced more words with flat contours than typically developing children. Paul et al. [27] documented the abilities to reproduce stress in a nonsense syllable imitation task of an ASD group that included members with high-functioning autism, Asperger's syndrome and PDD-NOS. Perceptual ratings and instrumental measures revealed small but significant differences between ASD and typical speakers.
Most studies have aimed to determine whether AD or SLI children's prosodic skills differed from those of typically developing children. They rarely sought to determine whether the prosodic skills differed between diagnostic categories. We must note that whereas AD diagnostic criteria are quite clear, PDD-NOS is mostly diagnosed by default [28] ; its criteria are relatively vague, and it is statistically the largest diagnosed category [29] .
Language researchers and clinicians share the challenging objective of evaluating LIC prosodic skills by using appropriate tests. They aim to determine the LIC prosodic characteristics to improve diagnosis and enhance children's social interaction abilities by adapting remediation protocols to the type of disorder. In this study, we used automated methods to assess one aspect of the grammatical prosodic functions: sentence modalities (cf. Section I-A).
C. Prosody Assessment Procedures
Existing prosody assessment procedures such as the American ones [3] , [30] , the British PROP [31] , the Swedish one [20] , and the PEPS-C [32] require expert judgments to evaluate the child's prosodic skills. For example, prosody can be evaluated by recording a speech sample and agreeing on the transcribed communicative functions and prosody forms. This method, based on various protocols, requires an expert transcription. As the speech is unconstrained during the recording of the child, the sample necessarily involves various forms of prosody between the speakers, which complicates the acoustic data analysis. Thus, most of the prosodic communication levels (i.e., grammatical, pragmatic and affective, cf. Section I-A) are assessed using the PEPS-C with a constrained speech framework. The program delivers pictures on a laptop screen both as stimuli for expressive utterances (output) and as response choices to acoustic stimuli played by the computer (input). For the input assessment, there are only two possible responses for each proposed item to avoid undue demand on auditory memory. As mentioned by the authors, this feature creates a bias that is hopefully reduced by the relatively large number of items available for each task. For the output assessment, the examiner has to judge whether the sentences produced by the children can be matched with the prosodic stimuli of each task. Scoring options given to the tester are categorized into two or three possibilities to score the imitation such as "good/fair/poor" or "right/wrong." As the number of available items for judging the production of prosody is particularly low, this procedure does not require a high level of expertise. However, we might wonder whether the richness of prosody can be evaluated (or categorized) in such a discrete way. Alternatively, using many more evaluation items could make it difficult for the tester to choose the most relevant ones.
Some recent studies have proposed automatic systems to assess prosody production [33] , speech disorders [34] or even early literacy [35] in children. Multiple challenges will be faced by such systems in characterizing the prosodic variability of LIC. Whereas acoustic characteristics extracted by many automatic speech recognition (ASR) systems are segmental (i.e., computed over a time-fixed sliding window that is typically 32 ms with an overlap ratio of 1/2), prosodic features are extracted in a supra-segmental framework (i.e., computed over various time scales). Speech prosody concerns many perceptual features (e.g., pitch, loudness, voice quality, and rhythm) that are all included in the speech waveform. Moreover, these acoustic correlates of prosody present high variability due to a set of contextual (e.g., disturbances due to the recording environment) and speaker's idiosyncratic variables (e.g., affect [36] and speaking style [37] ). Acoustic, lexical, and linguistic characteristics of solicited and spontaneous children's speech were also correlated with age and gender [38] .
As characterizing speech prosody is difficult, six design principles were defined in [33] : 1) highly constraining methods to reduce unwanted prosodic variability due to assessment procedure contextual factors; 2) a "prosodic minimal pairs" design for one task to study prosodic contrast; 3) robust acoustic features to ideally detect automatically the speaker's turns, pitch errors and mispronunciations; 4) fusion of relevant features to find the importance of each on the other in these disorders; 5) both global and dynamical features to catch specific contrasts of prosody; and 6) parameter-free techniques in which the algorithms either are based on established facts about prosody (e.g., the phrase-final lengthening phenomenon) or are developed in exploratory analyses of a separate data set whose characteristics are quite different from the main data in terms of speakers.
The system proposed by van Santen et al. [33] assesses prosody on grammatical (lexical stress and phrase boundary), pragmatic (focus and style), and affective functions. Scores are evaluated by both humans and a machine through spectral, fundamental frequency and temporal information. In almost all tasks, it was found that the automated scores correlated with the mean human judgments approximately as well as the judges' individual scores. Similar results were found with the system termed PEAKS [34] wherein speech recognition tools based on hidden Markov models (HMMs) were used to assess speech and voice disorders in subjects with conditions such as a removed larynx and cleft lip or palate. Therefore, automatic assessments of both speech and prosodic disorders are able to perform as well as human judges specifically when the system tends to include the requirements mentioned by [33] .
D. Aims of This Study
Our main objective was to propose an automatic procedure to assess LIC prosodic skills. This procedure must differentiate LIC patients from TD children using prosodic impairment, which is a known clinical characteristic of LIC (cf. Section I-B). It should also overcome the difficulties created by categorizing the evaluations and by human judging bias (cf. Section I-C). The motives of these needs were twofold: 1) the acoustic correlates of prosody are perceptually much too complex to be fully categorized into items by humans; and 2) these features cannot be reliably judged by humans who have subjective opinions [39] in as much as inter-judge variability is also problematic. Indeed, biases and inconsistencies in perceptual judgment were documented [40] , and the relevant features for characterizing prosody in speech were defined [41] , [42] . However, despite progress in extracting a wide set of prosodic features, there is no clear consensus today about the most efficient features.
In the present study, we focused on the French language and on one aspect of the prosodic grammatical functions: sentence modalities (cf. Section I-A). As the correspondences between "prosody" and "sentence-type" are language specific, the intonation itself was classified in the present work. We aimed to compare the performances among different children's groups (e.g., TD, AD, PDD-NOS and SLI) in a proposed intonation imitation task by using automated approaches.
Imitation tasks are commonly achieved by LIC patients even with autism [43] . In a patient, this ability can be used to test the prosodic field without any limitations due to their language disability. Imitation tasks introduce bias in the data because the produced speech is not natural and spontaneous. Consequently, the intonation contours that were reproduced by subjects may not correspond with the original ones. However, all subjects were confronted with the same task of a single protocol of data recording (cf. Section V-B). Moreover, the prosodic patterns that served to characterize the intonation contours were collected from TD children (cf. Section III-D). In other words, the bias introduced by TD children in the proposed task was included in the system's configuration. In this paper, any significant devia-tion from this bias will be considered to be related to grammatical prosodic skill impairments, i.e., intonation contours imitation deficiencies.
The methodological novelty brought by this study lies in the combination of static and dynamic approaches to automatically characterize the intonation contours. The static approach corresponds to a typical state-of-the-art system: statistical measures were computed on pitch and energy features, and a decision was made on a sentence. The dynamic approach was based on hidden Markov models wherein a given intonation contour is described by a set of prosodic states [44] .
The following section presents previous works that accomplished intonation contours recognition. Systems that were used in this study are described in Section III. The recruitment and the clinical evaluation of the subjects are presented in Section IV. The material used for the experiments is given in Section V. Results are provided in Section VI while Section VII is devoted to a discussion, and Section VIII contains our conclusions.
II. RELATED WORKS IN INTONATION RECOGNITION
The automatic characterization of prosody was intensively studied during the last decade for several purposes such as emotion, speaker, and speech recognition [45] - [47] and infant-directed speech, question, dysfluency, and certainty detection [48] - [51] . The performance achieved by these systems is clearly degraded when they deal with spontaneous speech or certain specific voice cases (e.g., due to the age of a child [52] or a pathology [53] ). The approaches used for automatically processing prosody must deal with three key questions: 1) the time scale to define the extraction locus of features (e.g., speaker turn and specific acoustic or phonetic containers such as voiced segments or vowels) [54] ; 2) the set of prosodic descriptors used for characterizing prosody (e.g., low-level descriptors or language models); and 3) the choice of a recognition scheme for automatic decisions on the a priori classes of the prosodic features. Fusion techniques were proposed to face this apparent complexity [55] , [56] . A fusion can be achieved on the three key points mentioned above, e.g., unit-based (vowel/consonant) fusion [57] , features-based (acoustic/prosodic) fusion [58] , and classifier-based fusion [59] .
Methods that are used to characterize the intonation should be based on pitch features because the categories they must identify are defined by the pitch contour. However, systems found in the literature have shown that the inclusion of other types of information such as energy and duration is necessary to achieve good performance [60] , [61] . Furthermore, detection of motherese, i.e., the specific language characterized by high pitch values and variability that is used by a mother when speaking to her child, requires others types of features than those derived from pitch to reach satisfactory recognition scores [59] .
Narayanan et al. proposed a system that used features derived from the Rise-Fall-Connection (RFC) model of pitch with an -gram prosodic language model for four-way pitch accent labeling [60] . RFC analysis considers a prosodic event as being comprised of two parts: a rise component followed by a fall component. Each component is described by two parameters: amplitude and duration. In addition, the peak value of pitch for the event and its position within the utterance is recorded in the RFC model. A recognition score of 56.4% was achieved by this system on the Boston University Radio News Corpus (BURNC), which includes 3 hours of read speech (radio quality) produced by six adults.
Rosenberg et al. compared the discriminative usefulness of units such as vowels, syllables, and word levels in the analysis of acoustic indicators of pitch accent [61] . Features were derived from pitch, energy, and duration through a set of statistical measures (e.g., max, min, mean, and standard deviation) and normalized to speakers by a z-score. By using logistic regression models, word level was found to provide the best score on the BURNC corpus with a recognition rate of 82.9%.
In a system proposed by Szaszák et al. [44] , an HMM-based classifier was developed with the aim of evaluating intonation production in a speech training application for hearing impaired children. This system was used to classify five intonation classes and was compared to subjective test results. The automatic classifier provided a recognition rate of 51.9%, whereas humans achieved 69.4%. A part of this work was reused in this study as a so-called "dynamic pitch contour classifier" (cf. Section III-B).
III. INTONATION CONTOURS RECOGNITION
The processing stream proposed in this study includes steps of prosodic information extraction and classification ( Fig. 1) . However, even if the data collection phase is realized up-stream (cf. Section V-B), the methods used for characterizing the intonation correspond to a recognition system. As the intonation contours analyzed in this study were provided by the imitation of prerecorded sentences, the speaker turn unit was used as a data input for the recognition system. This unit refers to the moment where a child imitates one sentence. Therefore, this study does not deal with read or spontaneous speech but rather with constrained speech where spontaneity may be found according to the child.
During the features extraction step, both pitch and energy features, i.e., low-level descriptors (LLDs), were extracted from the speech by using the Snack toolkit [62] . The fundamental frequency was calculated by the ESPS method with a frame rate of 10 ms. Pre-processing steps included an anti-octave jump filter to reduce pitch estimation errors. Furthermore, pitch was linearly extrapolated on unvoiced segments (no longer than 250 ms, empirically) and smoothed by an 11-point averaging filter. Energy was also smoothed with the same filter. Pitch and energy features were then normalized to reduce inter-speaker and recording-condition variability. Fundamental frequency values were divided by the average value of all voiced frames, and energy was normalized to 0 dB. Finally, both first-order and second-order derivates ( and ) were computed from the pitch and energy features so that a given intonation contour was described by six prosodic LLDs, as a basis for the following characterization steps.
Intonation contours were then separately characterized by both static and dynamic approaches (cf. Fig. 1 ). Before the classification step, the static approach requires the extraction of LLD statistical measures, whereas the dynamic approach is optimized to directly process the prosodic LLDs. As these two approaches were processing prosody in distinctive ways, we assumed that they were providing complementary descriptions of the intonation contours. Output probabilities returned by each system were thus fused to get a final label of the recognized intonation. A ten-fold cross-validation scheme was used for the experiments to reduce the influence of data splitting in both the learning and testing phases [63] . The folds were stratified, i.e., intonation contours were equally distributed in the learning data sets to insure that misrepresented intonation contours were not disadvantaged during the experiments.
A. Static Classification of the Intonation Contour
This approach is a typical system for classifying prosodic information by making an intonation decision on a sentence using LLD statistical measures concatenated into a super-vector. Prosodic features, e.g., pitch, energy and their derivates ( and ), were characterized by a set of 27 statistical measures (Table I) such that 162 features in total composed the super-vector that was used to describe the intonation in the static approach. The set of statistical measures included not only traditional ones such as maximum, minimum, the four first statistical moments, and quartiles but also perturbation-related coefficients (e.g., jitter and shimmer), RFC derived features (e.g., the relative positions of the minimum and maximum values) and features issued from question detection systems (e.g., the proportion/mean of rising/descending values) [49] .
The ability of these features to discriminate and characterize the intonation contours was evaluated by the RELIEF-F algorithm [64] in a ten-fold cross-validation framework. RELIEF-F was based on the computation of both a priori and a posteriori entropy of the features according to the intonation contours. This algorithm was used to initialize a sequential forward selection (SFS) approach for the classification step. Ranked features were sequentially inserted in the prosodic features super-vector, and we only kept those that created an improvement in the classification task. This procedure has permitted us to identify the relevant prosodic features for intonation contour characterization. However, the classification task was done 162 times, i.e., the number of extracted features in total. A -nearest-neighbors algorithm was used to classify the features ( was set to three); the -nn classifier estimates the maximum likelihood on a posteriori probabilities of recognizing an intonation contour ( intonation classes) on a tested sentence by searching the labels (issued from a learning phase) that contain the closest set of prosodic features to those issued from the tested sentence . The recognized intonation was obtained by an function on the estimates of the a posteriori probabilities (1) [63] :
(1)
B. Dynamic Classification of the Intonation Contour
The dynamic pitch contour classifier used hidden Markov models (HMMs) to characterize the intonation contours by using prosodic LLDs provided by the feature extraction steps. This system was analogous to an ASR system; however, the features were based on pitch and energy, and the prosodic contours were thus modeled instead of phoneme spectra or cepstra. The dynamic description of intonation requires a determination of both the location and the duration of the intonation units that represent different states in the prosodic contours (Fig. 2) . Statistical distributions of the LLDs were estimated by Gaussian mixture models (GMMs) as mixtures of up to eight Gaussian components. Observation vectors (prosodic states in Fig. 2 ) were six-dimensional, i.e., equal to the number of LLDs. Because some sentences were conveying intonation with much shorter duration than others, both a fixed and a varying number of states was used according to sentence duration to set the HMMs for the experiments. A fixed number of 11-state models patterned by eight Gaussian mixtures were found to yield the best recognition performance in empirical optimization for Hungarian. In this case, the same configuration was applied to French because the intonations we wished to characterize were identical to those studied in [44] . Additionally, a silence model was used to set the HMM's configuration states for the beginning and the ending of a sentence. The recognized intonation was obtained by an function on the a posteriori probabilities (2)
The estimation of was decomposed in the same manner as in speech recognition; according to Bayes' rule, specifies the prosodic probability of observations extracted from a tested sentence , where is the probability associated with the intonation contours and is the probability associated with the sentences.
C. Fusion of the Classifiers
Because the static and dynamic classifiers provide different information by using distinct processes to characterize the intonation, a combination of the two should improve recognition performance. Although many sophisticated decision techniques do exist to fuse them [55] , [56] , we used a weighted sum of the a posteriori probabilities:
This approach is suitable because it provides the contribution of each classifier used in the fusion. In (3), the label of the final recognized intonation contour is attributed to a sentence by weighting the a posteriori probabilities provided by both static and dynamic based classifiers by a factor . To assess the similarity between these two classifiers, we calculated the statistic [50] : (4) where is the number of times both classifiers are wrong, is the number of times both classifiers are correct, is the number of times when the first classifier is correct and the second is wrong and is the number of times when the first classifier is wrong and the second classifier is correct. The statistic takes values between [ 1; 1] and the closer the value is to 0, the more dissimilar the classifiers are. For example, represents total dissimilarity between the two classifiers. The statistic was used to evaluate how complementarity the audio and visual information is for dysfluency detection in a child's spontaneous speech [50] .
D. Recognition Strategies
Recognition systems were first used on the control group data to define the target scores for the intonation contours. To achieve this goal, TD children's sentences were stratified according to the intonation in a ten-fold cross-validated fashion and the a posteriori probabilities provided by both static and dynamic intonation classifiers were fused according to (3). LIC prosodic abilities were then analyzed by testing the intonation contours whereas those produced by the control group were learned by the recognition system (Fig. 3) .
The TD children's recognition scheme was thus cross-validated with those of LIC: testing folds of each LIC group were all processed with the ten learning folds that were used to classify the TD children's intonation contours. Each testing fold provided by data from the LIC was thus processed ten times. For comparison, the relevant features set that was obtained for TD children by the static classifier was used to classify the LIC intonation contours. However, the optimal weights for fusion of both static and dynamic classifiers were estimated for each group separately, i.e., TD, AD, PDD-NOS, and SLI.
IV. RECRUITMENT AND CLINICAL EVALUATIONS OF SUBJECTS

A. Subjects
Thirty-five monolingual French-speaking subjects aged 6 to 18 years old were recruited in two university departments of child and adolescent psychiatry located in Paris, France (Université Pierre et Marie Curie/Pitié-Salpêtière Hospital and Université René Descartes/Necker Hospital). They consulted for patients with PDD and SLI, which were diagnosed as AD, PDD-NOS, or SLI according to the DSM-IV criteria [8] . Socio-demographic and clinical characteristics of the subjects are summarized in Table II. To investigate whether prosodic skills differed from those of TD children, a monolingual control group matched for chronological age (mean age years; standard deviation years) with a ratio of 2 TD to 1 LIC child was recruited in elementary, secondary, and high schools. None of the TD subjects had a history of speech, language, hearing, or general learning problems.
AD and PDD-NOS groups were assigned from patients' scores on the Autism Diagnostic Interview-Revised [66] and the Child Autism Rating Scale [67] . The psychiatric assessments and parental interviews were conducted by four child-psychiatrists specialized in autism. Of note, all PDD-NOS also fulfilled diagnostic criteria for Multiple Complex Developmental Disorder [68] , [69] , a research diagnosis used to limit AD: autism disorder; PDD-NOS: pervasive developmental disorder-not otherwise specified; SLI: specific language impairment; SD: standard deviation; ADI-R: autism diagnostic interview-revised [66] ; CARS: child autism rating scale [67] .
PDD-NOS heterogeneity and improve its stability overtime [70] . SLI subjects were administered a formal diagnosis of SLI by speech pathologists and child psychiatrists specialized in language impairments. They all fulfilled criteria for Mixed Phonologic-Syntactic Disorder according to Rapin and Allen's classification of Developmental Dysphasia [9] . This syndrome includes poor articulation skills, ungrammatical utterances and comprehension skills better than language production although inadequate overall for their age. All LIC subjects received a psychometric assessment for which they obtained Performance Intellectual Quotient scores above 70, which meant that none of the subjects showed mental retardation.
B. Basic Language Skills of Pathologic Subjects
To compare basic language skills between pathological groups, all subjects were administered an oral language assessment using three tasks from the ELO Battery [71] : 1) Receptive Vocabulary; 2) Expressive Vocabulary; and 3) Word Repetition. ELO is dedicated to children 3-11 years old. Although many subjects of our study were older than 11, their oral language difficulties did not allow the use of other tests because of an important floor-effect. Consequently, we adjusted the scoring system and determined the severity levels. We determined for each subject the corresponding age for each score and calculated the discrepancy between "verbal age" and "chronological age." The difference was converted into severity levels using a five-level Likert-scale with 0 standing for the expected level at that chronological age, 1 standing for a 1-year deviation from the expected level at that chronological age, 2 for 2-years deviation, 3 for 3-years deviation, and 4 standing for 4 or more years of deviation.
Receptive Vocabulary: This task containing 20 items requires word comprehension. The examiner gives the patient a picture booklet and tells him or her: "Show me the picture in which there is a ." The subject has to select from among four pictures the one corresponding to the uttered word. Each correct identification gives one point, and the maximum score is 20.
Expressive Vocabulary: This task containing 50 items calls for the naming of pictures. The examiner gives the patient a booklet comprised of object pictures and asks him or her "What is this?" followed by "What is he/she doing?" for the final ten pictures, which show actions. Each correct answer gives one AD: autism disorder; PDD-NOS: pervasive developmental disorder-not otherwise specified; SLI: specific language impairment. point and the maximum score for objects is 20 for children from 3 to 6, 32 for children from 6 to 8, and 50 for children over 9.
Word Repetition: This task is comprised of 2 series of 16 words and requires verbal encoding and decoding. The first series contains disyllabic words with few consonant groups. The second contains longer words with many consonant groups, which allows the observation of any phonological disorders. The examiner says "Now, you are going to repeat exactly what I say. Listen carefully, I won't repeat." Then, the patient repeats the 32 words, and the maximum score is 32.
As expected given clinical performance skills in oral communication, no significant differences were found in vocabulary tasks depending on the groups' mean severity levels (Table III): for the receptive task and for the expressive task. All three groups showed an equivalent delay of 1 to 2 years relative to their chronological ages. The three groups were similarly impaired in the word repetition task, which requires phonological skills. The average delay was 3 years relative to their chronological ages .
V. DATABASE DESIGN
A. Speech Materials
Our main goal was to compare the children's abilities to reproduce different types of intonation contours. In order to facilitate reproducibility and to avoid undue cognitive demand, the sentences were phonetically easy and relatively short. According to French prosody, 26 sentences representing different modalities (Table IV) and four types of intonations (Fig. 4) were defined for the imitation task. Sentences were recorded by means of the Wavesurfer speech analysis tool [72] . This tool was also used to validate that the intonation contour of the sentences matched the patterns of each intonation category (Fig. 4) The reader will have to be careful with the English translations of the sentences given in Table IV as they may provide different intonation contours due to French prosodic dependencies.
B. Recording the Sentences
Children were recorded in their usual environment, i.e., the clinic for LIC and elementary school/high school for the control group. A middle quality microphone (Logitech USB Desktop) plugged to a laptop running Audacity software was used for the recordings. In order to limit the perception of the intonation groups among the subjects, sentences were randomly played with an order that was fixed prior to the recordings. During the imitation task, subjects were asked to repeat exactly the sentences they had heard even if they did not catch one or several   TABLE IV  SPEECH MATERIAL FOR THE INTONATION IMITATION TASK words. If the prosodic contours of the sentences were too exaggeratedly reproduced or the children showed difficulties, then the sentences were replayed a couple of times.
To ensure that clean speech was analyzed in this study, the recorded data were carefully controlled. Indeed, the reproduced sentences must as much as possible not include false-starts, repetitions, noises from the environment or speech not related to the task. All of these perturbations were found in the recordings. As they might influence the decision taken on the sentences when characterizing their intonation, sentences reproduced by the children were thus manually segmented and post-processed. Noisy sentences were only kept when they presented false-starts or repetitions that could be suppressed without changing the intonation contour of the sentence. All others noisy sentences were rejected so that from a total of 2813 recorded sentences, 2772 sentences equivalent to 1 hour of speech in total were kept for analysis (Table V) . 
VI. RESULTS
Experiments conducted to study the children's prosodic abilities in the proposed intonation imitation task were divided into two main steps. The first step was composed of a duration analysis of the reproduced sentences by means of statistical measures such as mean and standard deviation values. In the second step, we used the classification approaches described in Section III to automatically characterize the intonation. The recognition scores of TD children are seen as targets to which we can compare the LIC. Any significant deviation from the mean TD children's score will be thus considered to be relevant to grammatical prosodic skill impairments, i.e., intonation contours imitation deficiencies. A non-parametric method was used to make a statistical comparison between children's groups, i.e., a p-value was estimated by the Kruskal-Wallis method. The p-value corresponds to the probability that the compared data have issued from the same population; is commonly used as an alternative hypothesis where there is less than 5% of chance that the data have issued from an identical population.
A. Typically Developing Children
Sentence Duration: Results showed that the patterns of sentence duration were conserved for all intonation groups when the sentences were reproduced by TD children . Consequently, the TD children's imitations of the intonation contours have conserved the duration patterns of the original sentences (Table VI) .
Intonation Recognition: Recognition scores on TD children's intonation contours are given in Table VII . For comparison, we calculated the performance of a naïve classifier, which always attributes the label of the most represented intonation, e.g., "Descending," to a given sentence. The statistics (cf. Section III-C) were computed for each intonation to evaluate the similarity between classifiers during the classification task.
The naïve recognition rate of the four intonations studied in this paper was 31%. The proposed system raises this to 70%, i.e., more than twice the chance score, for 73 TD subjects aged 6 to 18. This recognition rate is equal to the average value of scores that were obtained by other authors on the same type of task, i.e., intonation contours recognition, but on adult speech data and for only six speakers [60] , [61] . Indeed, the age effect on the performance of speech processing systems has been shown to be a serious disturbing factor especially when dealing with young children [52] . Surprisingly, the static and dynamic classifiers were similar for the "Floating" intonation even when the dynamic recognition score was clearly higher than the static Tested intonations are given in rows while recognized ones (I ) are given in columns. Diagonal values from top-left to bottom-right thus correspond to sentences that were correctly recognized by the system while all others are miscategorized.
one (Table VII) . However, because this intonation contains the smallest set of sentences (cf . Table IV) , a small dissimilarity between classifiers was sufficient to improve the recognition performance. The concept of exploiting the complementarity of the classifiers used to characterize the intonation contours (cf. Section III-C) was validated as some contours were better recognized by either the static or dynamic approach. Whereas both "Rising" and "Floating" intonations were very well recognized by the system, "Descending" and "Falling" intonations provided the lowest recognition performances. The low recognition score of the "Falling" intonation may be explained by the fact that this intonation was represented by sentences that contained too many ambiguous modalities (e.g., question/order/ counseling etc.) compared with the others. The best recognition scores provided by the fusion of the two classifiers were principally conveyed by the static approach rather than by the dynamic one (Fig. 5) .
As the "Floating" intonation had a descending trend, it was confused with the "Descending" and "Falling" intonations but never with "Rising" (Table VIII) . The "Rising" intonation appeared to be very specific because it was very well-recognized and was only confused with "Falling." Confusions with respect to the "Falling" intonation group were numerous as shown by the scores, and were principally conveyed by both the "Descending" and "Floating" intonations. The set of relevant prosodic features that was provided by the SFS method, which was used for the static-based intonation classification (cf. Section III-A), is mostly constituted of both and derivates (Table IX) : 26 of the 27 relevant features were issued from these measures. Features extracted from pitch are more numerous than those from energy, which may be due to the fact that we exclusively focused on the pitch contour when recording the sentences (cf. Section V-A). About half of the features set include measures issued from typical question detection systems, i.e., values or differences between values at onset/target/offset and relative positions of extrema in the sentence. The others are composed of traditional statistical measures of prosody (e.g., quartiles, slope, and standard deviation values). All 27 relevant features provided by the SFS method during static classification were statistically significant for characterizing the four types of intonation contours .
B. Language-Impaired Children
Sentence Duration: All intonations that were reproduced by LIC appeared to be strongly different from those of TD children when comparing sentence duration : the duration was lengthened by 30% for the three first intonations and by more than 60% for the "Rising" contour (Table X) . Moreover, the group composed of SLI children produced significantly longer sentences than all other groups of children except for the case of "Rising" intonation.
Intonation Recognition: The contributions from the two classification approaches that were used to characterize the intonation contours were similar among all pathologic groups but different from that for TD children: static, ; dynamic, (Fig. 6) . The dynamic approach was thus found to be more efficient than the static one for comparing the LIC's intonation features with those of TD children.
The statistics between the classifiers were higher for LIC than TD children so that even after recognizing that dynamic processing was most suitable for LIC, both the static and (Table XI) .
LIC recognition scores were close to those of TD children and similar between LIC groups for the "Descending" intonation while all other intonations were significantly different between TD children and LIC (Table XII) . However, the system had very high recognition rates for the "Rising" intonation for SLI and TD children whereas it performed significantly worse for both AD and PDD-NOS . Although some differences were found between LIC groups for this intonation, the LIC global mean scores only showed dissimilarity with TD.
The misjudgments made by the recognition system for LIC were approximately similar to those seen for TD children (Tables XIII-XV) . For all LIC, the "Floating" intonation was similarly confused with "Descending" and "Falling" and was never confused with "Rising." However, the "Rising" intonation alternative hypothesis is true when comparing data from child groups, i.e., T, A, P, and S; TD (T): typically developing; AD (A): autism disorder; PDD (P): pervasive developmental disorders not-otherwise specified; SLI (S): specific language impairment. was rarely confused when two other intonations were tested. This intonation appeared to be very different from the other three but not for the TD group in which more errors were found when the "Falling" intonation was tested.
VII. DISCUSSION
This study investigated the feasibility of using an automatic recognition system to compare prosodic abilities of LIC (Tables II and III) to those of TD children in an intonation imitation task. A set of 26 sentences, including statements and questions (Table IV) over four intonation types (Fig. 4) , was used for the intonation imitation task. We manually collected 2772 sentences from recordings of children. Two different approaches were then fused to characterize the intonation contours through prosodic LLD: static (statistical measures) and dynamic (HMM features). The system performed well for TD children excepted in the case of the "Falling" intonation, which had a recognition rate of only 55%. This low score may be due to the fact that too many ambiguous speech modalities were included in the "Falling" intonation group (e.g., question/order/counseling etc.). The static recognition approach provided a list of 27 features that almost represented dynamic descriptors, i.e., delta and delta-delta. This approach was contributed more than the dynamic approach (i.e., HMM) to the fusion.
Concerning LIC (AD, PDD-NOS, and SLI), the assessment of basic language skills [71] showed that 1) there was no significant difference among the groups' mean severity levels and 2) all three groups presented a similar delay when compared to TD children. In the intonation imitation task, the sentence duration of all LIC subjects was significantly longer than for TD children. The sentence lengthening phenomenon added about 30% for the first three intonations and more than 60% for the "Rising" intonation. Therefore, all LIC subjects presented difficulties in imitating intonation contours with respect to duration especially for the "Rising" intonation (short questions). This result correlates with the hypothesis that rising tones may be more difficult to produce than falling tones in children [16] . It also correlates with the results of some clinical studies for SLI [13] , [19] - [21] , AD [24] - [26] , and PDD-NOS [27] children although some contradictory results were found for SLI [18] .
The best approach to recognize LIC intonation was clearly based on a dynamic characterization of prosody, i.e., using HMM. On the contrary, the best fusion approach favored static characterization of prosody for TD children. Although scores of the LIC's intonation contours recognition were similar to those of TD children for the "Descending" sentences group, i.e., statements in this study, these scores have not yet been achieved in the same way. This difference showed that LIC reproduced statement sentences similar to TD children, but they all tended to use prosodic contour transitions rather than statistically specific features to convey the modality.
All other tested intonations were significantly different between TD children and LIC . LIC demonstrated more difficulties in the imitation of prosodic contours than TD children except for the "Descending" intonation, i.e., statements in this study. However, SLI and TD children had very high recognition rates for the "Rising" intonation whereas both AD and PDD-NOS performed significantly worse. This result is coherent with studies that showed PDD children have more difficulties at imitating questions than statements [24] as well as short and long prosodic items [25] , [27] . As pragmatic prosody was strongly conveyed by the "Rising" intonation due to the short questions, it is not surprising that such intonation recognition differences were found between SLI and the PDDs. Indeed, both AD and PDD-NOS show pragmatic deficits in communication, whereas SLI only expose pure language impairments. Moreover, Snow hypothesized [16] that rising pitch requires more effort in physiological speech production than falling tones and that some assumptions could be made regarding the child's ability or intention to match the adult's speech. Because the "Rising" intonation included very short sentences (half the duration) compared with others, which involves low working memory load, SLI children were not disadvantaged compared to PDDs as was found in [13] .
Whereas some significant differences were found in the LIC's groups with the "Rising" intonation, the global mean recognition scores did not show any dissimilarity between children. All LIC subjects showed similar difficulties in the administered intonation imitation task as compared to TD children, whereas differences between SLI and both AD and PDD-NOS only appeared on the "Rising" intonation; the latter is probably linked to deficits in the pragmatic prosody abilities of AD and PDD-NOS.
The automatic approach used in this study to assess LIC prosodic skills in an intonation imitation task confirms the clinical descriptions of the subjects' communication impairments. Consequently, it may be a useful tool to adapt prosody remediation protocols to improve both LIC's social communication and interaction abilities. The proposed technology could be thus integrated into a fully automated system that would be exploited by speech therapists. Data acquisition could be manually acquired by the clinician while reference data, i.e., provided by TD children, would have already been collected and made available to teach the prosodic models required by the classifiers. However, because intonation contours and the associated sentences proposed in this study are language dependent, they eventually must be adapted to intonation studies in other languages than French.
Future research with examine the affective prosody of LIC and TD children. Emotions were elicited during a story-telling task with an illustrated book that contains various emotional situations. Automatic systems will serve to characterize and compare the elicited emotional prosodic particulars of LIC and TD children. Investigations will focus on several questions: 1) can LIC understand depicted emotions and convey relevant prosodic features for emotional story-telling; 2) do TD children and LIC groups achieve similarly in the task; and 3) are there some types of prosodic features that are preferred to convey emotional prosody (e.g., rhythm, intonation, or voice quality)?
VIII. CONCLUSION
This study addressed the feasibility of designing a system that automatically assesses a child's grammatical prosodic skills, i.e., intonation contours imitation. This task is traditionally administered by speech therapists, but we proposed the use of automatic methods to characterize the intonation. We have compared the performance of such a system on groups of children, i.e., TD and LIC (e.g., AD, PDD-NOS, and SLI).
The records on which this study was conducted include the information based on both perception and production of the intonation contour. The administered task was very simple because it was based on the imitation of sentences conveying different types of modality through the intonation contour. Consequently, the basic skills of the subjects in the perception and the reproduction of prosody were analyzed together. The results conveyed by this study have shown that the LIC have the ability to imitate the "Descending" intonation contours similar to TD. Both groups got close scores given by the automatic intonation recognition system. LIC did not yet achieve those scores as the TD children. Indeed, a dynamic modeling of prosody has led to superior performance on the intonation recognition of all LIC's groups, while a static modeling of prosody has provided a better contribution for TD children. Moreover, the sentence duration of all LIC subjects was significantly longer than the TD subjects (the sentence lengthening phenomenon was about 30% for first three intonations and more than 60% for the "Rising" intonation that conveys pragmatic). In addition, this intonation has not led to degradations in the performances of the SLI subjects unlike to PDDs as they are known to have pragmatic deficiencies in prosody.
The literature has shown that a separate analysis of the prosodic skills of LIC in the production and the perception of the intonation leads to contradictory results; [16] - [18] versus [13] - [15] and [19] - [21] for SLI children, and [3] versus [24] - [27] for the PDDs. Consequently, we used a simple technique to collect data for this study. The data collected during the imitation task include both perception and production of the intonation contours, and the results obtained by the automatic analysis of the data have permitted to obtain those descriptions that are associated with the clinical diagnosis of the LIC. As the system proposed in this study is based on the automatic processing of speech, its interest for the diagnosis of LIC through prosody is thus fully justified. Moreover, this system could be integrated into software, such as the SPECO [73] , that would be exploited by speech therapists to use prosodic remediation protocols adapted to the subjects. It would thus serve to improve both the LIC's social communication and interaction abilities.
