We develop the method of iterated ultrapower representation to provide a unified and perspicuous approach for building automorphisms of countable recursively saturated models of Peano arithmetic P A. In particular, we use this method to prove Theorem A below, which confirms a long standing conjecture of James Schmerl. We also fine-tune a number of classical results. One of our typical results in this direction is Theorem B below, which generalizes a theorem of Kaye-Kossak-Kotlarski (in what follows Aut(X) is the automorphism group of the structure X, and Q is the ordered set of rationals).
Theorem A. If M is a countable recursively saturated model of P A in which N is a strong cut, then for any M 0 ≺ M there is an automorphism j of M such that the fixed point set of j is isomorphic to M 0 .
We also fine-tune a number of classical results. One of our typical results in this direction is Theorem B below, which generalizes a theorem of Kaye-Kossak-Kotlarski (in what follows Aut(X) is the automorphism group of the structure X, and Q is the ordered set of rationals). 
Theorem B. Suppose M is a countable recursively saturated model of P A in which N is a strong cut. There is a group embedding j → from Aut(Q) into Aut(M) such that for each j ∈ Aut(Q) that is fixed point free, moves every undefinable element of M.

INTRODUCTION
This paper concerns automorphisms of countable recursively saturated models of P A (Peano arithmetic), an area of study that links logic, arithmetic, and permutation group theory in fascinating ways. In his original 1978 work on recursive saturation, Schlipf [Schl] had already noticed that every countable recursively saturated model has continuum many automorphisms, but the explicit study of automorphisms of countable recursively saturated models of arithmetic began with the papers of Smoryński and in the early 1980's, and has since grown into a fertile area of research (see the survey article and the volume [KM] for a summary of progress up to the mid-1990's). The following theorem summarizes some of the striking results in the area that are relevant to this paper. Note that the converses to parts (a), (c), and (d) are known to be true. In what follows, Aut(X) is the group of automorphisms of the structure X, and Q is the ordered set of rationals. (b) 
) There is a group embedding from Aut(Q) into Aut(M).
(c) (Kaye-Kossak-Kotlarski [KKK] ) If N is a strong cut of M, then there is some j ∈ Aut(M) such that every undefinable element of M is moved by j.
(d) (Kaye-Kossak-Kotlarski [KKK] ) If I ≺ e,strong M, then I is the fixed point set of some j ∈ Aut(M).
(e) (Kossak ) The number of isomorphism types of fixed point sets of M is either 2 ℵ 0 or 1, depending on whether N is a strong cut of M, or not.
The back-and-forth method has been practically the only method for constructing interesting automorphisms of countable recursively saturated models of P A. Recently the author devised the method of iterated ultrapower representation 1 to establish the following result which combines parts (a) and (b) of Theorem 1.1.
Theorem 1.2. [E-2, Theorem B] Suppose M is a countable recursively saturated model of P A and I is a cut of M that is closed under exponentiation. There is a group embedding j −→
from Aut(Q) into Aut(M) such that for every nontrivial j ∈ Aut(Q) the longest initial segment of M that is pointwise fixed by is I. Moreover, for every fixed point free j ∈ Aut(Q), the fixed point set of is isomorphic to M.
In this paper we provide further evidence of the versatility of the methodology of iterated ultrapower representation by using this method to establish a long standing conjecture of Schmerl, and to provide refinements of several known results, including parts (c), (d) , and (e) of Theorem 1.1. We should emphasize that the specific machinery of iterated ultrapowers developed in this paper is a generalization of Gaifman's technology of minimal types in [Ga] 2 .
The paper is organized as follows. Section 2 is devoted to preliminary results and definitions. Section 3 is the central technical section of the paper in which the general machinery of iterated ultrapowers of models of arithmetic is developed. Section 4 concentrates on the consequences of Section 3 for countable recursively saturated models of P A. In particular, in Section 4.2 we establish a conjecture of Schmerl by showing that the isomorphism type of any elementary submodel of a countable arithmetically saturated model M of P A can be realized as the isomorphism type of the fixed point set of some automorphism of M. Section 4 also includes new proofs of (generalizations of) parts (b) through (e) of Theorem 1.1 (see 4.1, 4.3, and 4.4). Finally, in Section 4.5 we unify parts (c) and (d) of Theorem 1.1 by establishing a general theorem that shows, as a corollary, that if I is a strong cut of a countable recursively saturated M of P A, and M 0 is an elementary submodel of M such that for some c ∈ M , M 0 := {(c) i : n ∈ I}, then M 0 can be realized as the fixed point set of some automorphism of M (here (c) i = the exponent of the i-th prime in the prime factorization of c). This latter result was announced in [KKK, Theorem 5.7] (and attributed to Schmerl), but the proof was never published.
Acknowledgments: I am grateful to Roman Kossak and Jim Schmerl for sharing their knowledge of models of arithmetic with me throughout the past two decades. I am also indebted to the anonymous referee for suggesting a number of helpful editorial and mathematical improvements (as noted throughout the paper).
PRELIMINARIES
In this section we review definitions, conventions, and known results that will be utilized in this paper.
• Our language of first order arithmetic, L A , is {+, ·}. For a language L extending L A , P A(L) is P A augmented by the induction scheme for 2 Minimal types provide a robust method for constructing various models of P A. In particular, as shown in [Ga] , they can be employed to build models of P A whose automorphism group is isomorphic to the automorphism group of a prescribed linear order (this refines the classical work of Ehrenhfeucht and Mostowski in the context of arithmetic). See for a recent generalization of Gaifman's aforementioned result.
all L-formulas. When L is clear from the context, we shall follow a common practice from the literature and use P A * to refer to P A(L).
• µ is Kleene's least search operator. More specifically, x = µt ϕ(t) if x is the least solution of ϕ(x), with the understanding that µt ϕ(t) = 0 if ∃t ϕ(t) fails.
• We often use Gothic fonts to denote models, and the corresponding Roman fonts to denote their universes, e.g., a model of P A is of the
• Every model of P A has an initial segment N consisting of the standard elements of M. We use N + to denote N\{0}.
• Given a model M of P A(L), a subset S of M is said to be parametrically definable in M (abbreviated: M-definable) if there is some formula ϕ(x, u) of L, and some parameter a ∈ M , such that S is the solution set of ϕ(x, a), i.e.,
• ACA 0 is the well-known subsystem of second order arithmetic with the comprehension scheme limited to formulas with no second order quantifiers, as in [Si] . Models of ACA 0 are of the two-sorted form (M, A), where M is a model of P A, and A is a family of subsets of M . Note that if (M, A) ACA 0 , then (M, S) S∈A P A * and conversely, if (M, S) S∈A P A * and A is the family of subsets of M that are parametrically definable in (M, S) S∈A , then (M, A) ACA 0 .
• For models M and N of P A, N end extends M (equivalently: M is an initial submodel of N), written M ⊆ e N, if M is a submodel of N and a < b for every a ∈ M, and b ∈ N \M.
• We write M ≺ e N if N is an elementary end extension of M; and we write M ≺ c N if N is a cofinal elementary extension of N.
• For j ∈ Aut(M), fix (j) := {m ∈ M : j(m) = m}. Since models of P A are equipped with definable Skolem functions, for a model M P A, fix (j) is the universe of an elementary submodel of M.
• There is a first order formula E(x, y) in the language of arithmetic that expresses "the x-th digit in the binary expansion of y is 1". E(x, y) in many ways behaves like the membership relation, indeed it is well-known that if M is a model of P A, then (M, E) is a model of ZF \{Infinity} ∪ {¬Infinity}. We shall henceforth refer to E as "Ackermann's ∈". Ackermann's ∈ allows us to simulate finite set theory and combinatorics within models of arithmetic.
•
It is well-known that a subset X of a model M of P A is coded in M iff X is bounded and M-definable.
• Given m ∈ M, m := {x ∈ M : x < m}. Note that m is coded in M even when m is nonstandard.
• A cut I of M is an initial segment of M with no last element (N.B. in this paper I = M is allowed). When a cut I is closed under multiplication (and therefore under addition as well), we shall use I to refer to the submodel of M induced by I, i.e.,
• The overspill principle for models M of P A states that if the Msolution set S of some first order unary formula ϕ(x) (with suppressed parameters) includes a proper cut I of M, then for some a ∈ M \I, a ⊆ S.
• For a cut I of M, SSy I (M) is the family consisting of sets of the form S ∩ I, where S is an M-definable subset of M . In particular, if I = M, then SSy I (M) is simply the collection of M-definable subsets of M . It is well-known that if I is a proper initial segment of a model M of P A, then
When I = N, we shall use the commonly used notation SSy(M) instead of SSy N (M).
• I is a strong cut of M if, for each function f whose graph is coded in M and whose domain includes I, there is some s in M such that for all m ∈ M, f (m) / ∈ I iff s < f (m). Note that M is considered to be a strong cut of itself. Kirby and Paris proved that strong cuts of models of P A are themselves models of P A [KP, Proposition 8] . Indeed, their proof shows the following more general result (which appears in [Ki-1], see also Lemma A.4] ). •
, and the operations of A are coded in A, i.e., the sets
are both members of A. Here x, y, z ∈ M is the canonical code for the ordered triple (x, y, z).
• Suppose A is interpretable in (M, A) ACA 0 and let F ⊆ M be the set of Gödel numbers ϕ of L A -formulas ϕ, as computed in M (note that F will include nonstandard elements if M is nonstandard). An element S of A is said to be a satisfaction predicate for A if S correctly codes the satisfaction relation of A for (at least) all standard elements of F . This can be more explicitly described by saying that S satisfies the axiom scheme consisting of the sentence (1) plus the collection of sentences (2 n ) below (for each standard n), all formulated in the language of arithmetic augmented with a predicate S:
(1) S consists of coded ordered pairs of the form ϕ , a (intuitively speaking ϕ(x) , a ∈ S expresses "ϕ(a) is true"); (2 n ) [S is n-correct] S satisfies Tarski's inductive conditions for a truth predicate for all formulas of quantifier rank n (including any nonstandard ones).
• If (M,S) P A(S), and S is a satisfaction predicate for M, then we say that S is satisfaction class 3 for M. It is well-known that for each fixed standard n 0 there is parameter free definable subset S n 0 of M that satisfies conditions (1) and (2 n 0 ) above, but of course Tarski's undefinability of truth theorem dictates that any M-definable S that satisfies (1) must fail (2 n ) for some n. Note that if S is a satisfaction class of a nonstandard model of P A, then S is s-correct for some nonstandard s. This follows from overspill and the fact that (2 n ) can be uniformly expressed by a single formula with parameter n in the language of arithmetic augmented with a predicate S.
• M is recursively saturated if for every finite sequence m of elements of M, every recursive finitely realizable type over the expanded model (M, m) is realized in M.
The concepts of recursive saturation and satisfaction predicates and classes are intimately tied, as witnessed by the following result. In order to state the next isomorphism theorem we need to recall the following definition: (here (c) n is the exponent of the n-th prime in the prime factorization of c within M). It is easy to see that if I is a strong cut of M, then I is not N-coded from above in M (but the converse is false). Finally, we consider the following strengthening of recursively saturated models that has come to play a key role in the model theory of P A (see ).
• A model M is arithmetically saturated if for every finite sequence m of elements of M , every finitely realizable type over the expanded model (M, m) that is arithmetical in the type of m is realized in M.
Note that a usual compactness argument shows that every consistent extension of P A has a countable arithmetically saturated model. The following result shows that arithmetical saturation is far more natural than what its definition suggests at first sight (the countability requirement is not needed to establish (c) ⇒ (a) ⇔ (b)). 
ITERATED ULTRAPOWERS OF MODELS OF ARITHMETIC IN A GENERAL SETTING
This section develops the general framework for the iterated ultrapowers that are employed in this paper. In contrast with the usual construction of ultrapowers in general model theory where all functions from some index set I into the universe M of a model M are used in the formation of the ultrapower, model theorists of arithmetic have found it useful to consider "limited" ultrapowers in which a manageable family of functions from I to M are selected to craft the ultrapower. The following three varieties (a), (b), and (c) of limited ultrapowers are the most well-known in the model theory of arithmetic:
(a) Skolem-Gaifman ultrapowers, where the index set I is identical to the universe M of the model M, and the family of functions used in the formation of the ultrapower is the set of all M-definable ones. This sort of ultrapower was implicitly used by Skolem in his original construction of a nonstandard model of arithmetic. Later, they were explicitly employed by MacDowell and Specker in the proof of their celebrated theorem [MS] . Ultimately, in Gaifman's hands [Ga] they were refined to a high degree of sophistication to produce a variety of striking results. One of Gaifman's fundamental discoveries was that the ultrapower construction can be iterated along any linear order with appropriately chosen ultrafilters.
(b) Kirby-Paris ultrapowers, where the index is a proper cut I of M, and the family of functions used in the formation of the ultrapower are functions f such that for some function g coded in M, f = g I. This brand of ultrapower first appeared in [KP] and has proved to a valuable tool in the study of cuts of nonstandard models of arithmetic. Clote [C] employed finite iterations of this type of ultrapower to answer a question of Mills and Paris regarding the relationship between n-Ramsey and n-extendible cuts.
(c) Paris-Mills ultrapowers, where the index set is of the form m for some nonstandard m in M, and the functions used are those that are coded in M. This type of ultrapower was first considered by Paris and Mills in [PM] to show, among other things, that one can arrange a model of P A in which there is an externally countable nonstandard integer H such that the external cardinality of Superexp(2, H) is of any prescribed infinite cardinality. Here Superexp(x, y) is the result of y iterations of the exponential function 2 x . Paris-Mills ultrapowers were used in [E-2] to establish Theorem 1.2.
In Sections 4.1 and 4.4 we shall employ iterations of Skolem-Gaifman ultrapowersà la Gaifman, but in Sections 4.2, 4.3 and 4.5 we need to iterate a different variety of ultrapowers that happen to be a generalization of both Skolem-Gaifman and Kirby-Paris ultrapowers. We shall now set up a sufficiently general framework for handling the machinery involved in all cases under consideration in this paper 5 . Our work was inspired by -and generalizes -Gaifman's technology of minimal types developed in [Ga] .
Functions
In what follows I is a cut of a model M of P A(L) that is closed under multiplication.
• Suppose X and Y are subsets of M , Y X is the set of all functions from X to Y and (
where χ S is the characteristic function of S (in all the cases under consideration here B(F) will be a Boolean algebra). Given n ∈ N + , F also gives rise to the family of functions F n ⊆ M (I n ) that are canonically coded in F. More specifically,
Note that we identify F 1 with F, and therefore B(F 1 ) = B(F).
• A family F ⊆ M I is said to be M-adequate if F satisfies the following properties (1) - (3):
Proposition 3.1.1 6 . If F ⊆ M I satisfies the Skolem property and n ∈ N + , then:
(c) F n has the Skolem property, i.e., for every formula ϕ(
Proof: Thanks to the existence of a canonical bijection between I and I n , all three parts of the proposition hinge on the special case of n = 1. In this light, we shall only establish (a) and (b) for n = 1.
(a) Suppose f 1 and f 2 are the characteristic functions of S 1 and S 2 in B(F). To verify the closure of B(F) under intersections, consider the formula
. Therefore the Skolem function g for θ is the characteristic function of S 1 ∩ S 2 . Similarly, to see that B(F) is closed under complementation, consider the formula
Then ∀i ∈ I M ∃yψ(f 1 (i), y), and the Skolem function for this formula is the characteristic function of the complement of S 1 .
The Skolem function for δ will be the characteristic function of either S or I\S. Since B(F) is closed under complementation, this completes the proof.
If F is the collection M N of all functions from N to M , then clearly F is M-adequate. The following proposition provides the M-adequate families that will be utilized in this paper.
is a cut of both M and N, and I is strong in N (N.B., I need not be strong in M).
Proof: If I = M = N , then F is the family of parametrically M-definable functions from M to M , where the properties (1) -(3) are well-known and easy to verify, so we concentrate on the case I N.
(1) Amenability is a direct consequence of Theorem 2.1.
(2) The constant property is obvious.
(3) The Skolem property hinges on the first order definability of the µ-operator in models of arithmetic. More specifically, given ϕ(
Clearly g := g I is the desired Skolem function.
Remark 3.1.3.
(a) As we shall see, Proposition 3.1.2 has a converse when F is countable. More specifically, By Proposition 3.2.1 and part (b) of Theorem 3.3.6, if F is a countable M-adequate family of functions, there is an elementary extension N of M such that I is a strong cut of N and F := M I N . As pointed out by the referee, this provides an alternative definition of M-adequacy for countable F. 
Ultrafilters
In order to build and analyze iterated ultrapowers of M using M-adequate families F, we first need to focus on ultrafilters over Boolean algebras of the form B(F), and more generally B(F n ).
• In what follows, assume that M is a model of P A(L), I is a cut of M that is closed under multiplication, F is an M-adequate family, and n ∈ N + .
• A subset U of B(F n ) is a filter if U is closed under intersections, and U is upward closed.
• A filter U on B(F n ) is F n -complete if for every f ∈ F n and every c ∈ I with f : I n → c, there is some X ∈ U such that f is constant on X.
It is easy to see that if U is F n -complete, then U is an ultrafilter on B(F n ) since for each Y ∈ B(F n ), the characteristic function of Y is constant on some member of U.
• Every f :
Note that since we identify
• For a linearly ordered set X, [X] n is the collection of increasing ntuples from X.
• Suppose f : We now briefly analyze the relationship between various combinatorial properties of ultrafilters in our general setting. As we shall see, as soon as an ultrafilter U on B(F) is (F, 2)-Ramsey, then it will also be F-definable and F-canonically Ramsey. Let us introduce one more definition:
• U is F-minimal 9 if for every f ∈ F there is some X ∈ U on which f is either constant or injective. Note that U is F-minimal iff U is (F, 1)-canonically Ramsey.
is a strong cut of M, and U is an ultrafilter on B(F). Then:
Proof (outline): (a): This follows from implementing any of the proofs of the Erdős-Rado canonical partition theorem for exponent n from Ramsey's theorem for exponent 2n (see the original proof in [ER] , the more transparent [R] , or the recently discovered one by Mileti [Mi] ). Remark 3.2.4. Phillips [Ph] and later Potthoff [Po] showed that Fminimality does not imply F-definability when I = M = N . We suspect that using similar construction one can show that one cannot derive F-definability from F-minimality (at least when I is strong in M) when I = M = N or when I = M = N but we have not verified the details.
Ultrapowers
• Throughout this section, as in the previous section, M is a model of P A(L), I is cut of M, and F ⊆ M I is an M-adequate family of functions. Furthermore, U denotes a nonprincipal ultrafilter over B(F).
• The ultrapower
is defined as usual, except that only functions from F are used in the formation of the ultrapower. More specifically, the universe of M * consists of the equivalence classes [f ], where f ∈ F and the equivalence relation ∼ at work is defined via:
The M * -operations are defined as in the usual theory of ultrapowers, i.e.,
The following proposition is proved, as in the classical Loś theorem, by an induction on the complexity of formulae (the Skolem property of F is invoked in the existential step of the induction, see the proof of Proposition 3.3.4 for more detail). The amenability property is not needed in the proof, but it is crucial for later results.
is an elementary embedding.
• If U happens to be an F-definable ultrafilter, then we can iterate the process of ultrapower formation along any linear order L to build the iterated ultrapower
M of length L. To describe how to iterate the ultrapower formation along an arbitrary linear order, one first inductively defines, for each natural number n ≥ 1, an ultrafilter U n on the Boolean algebra B(F n ). Assuming that U n is already constructed and is F n -definable, we build U n+1 via:
Standard arguments show that U n+1 is well-defined, concentrates on [I] n+1 , and is F n+1 -definable (see Claim ♣ of the proof of Theorem 3.3.6). In our applications, where U is F-Ramsey (and therefore also F-definable by Proposition 3.2.2(b)), we have the following recursion-free description of U n , whose proof is left to the reader.
• For the rest of this section assume that U is nonprincipal F-definable ultrafilter over B(F).
To describe the isomorphism type of the L-iterated ultrapower
one can either use a direct limit construction (as formulated by Kunen [Ku] , and often used in set theoretic literature) or, equivalently, one can take the following route.
• Let Υ be the set of terms τ of the form
• The universe M * of M * consists of equivalence classes
where the equivalence relation ∼ at work is defined as follows: given terms f (a 1 , · · ·, a r ) and 
With the relabelling at hand, we can define
We can also use the above relabelling to define the operations of M * as follows:
where v and w are maps from I p into M defined as follows:
(it is easy to see that v and w members of F p , and that ⊕ M * and ⊗ M * are well-defined.)
The following proposition is the analogue of Proposition 3.3.1 for iterated ultrapowers. For notational reasons, Proposition 3.3.4 is stated for unary arithmetical formulas ϕ, but note that the general version for formulas ϕ with an arbitrary number of free variables follows from the version presented, since a canonical pairing function is available in arithmetic. In what follows π 1 and π 2 are the canonical projection functions satisfying
is a unary arithmetical formula. The following two conditions are equivalent:
Proof: Similar to the proof of Proposition 3.3.1, the proof is based on induction on the complexity of ϕ. We shall only explain the delicate part of the inductive proof which involves establishing (b) ⇒ (a) for the existential step. In addition to the inductive hypothesis, suppose (b) holds ϕ(x) = ∃y θ(x, y), i.e., assume
By the Skolem property of F n (see Proposition 3.1.1(c)), there is some g ∈ F n such that:
Coupling (1) and (2) yields
. Using a canonical pairing function, (3) can be reformulated as
Coupling (4) with the inductive hypothesis shows that (a) holds for ϕ(x) = ∃y θ(x, y).
• Recall that for m ∈ M , c m is the constant m-function on I, i.e., c m : I → {m}. As in ultrapowers of length one, for any l ∈ L, we shall identify the element [c m (l)] with m. We shall also identify [id(l)] with l, where id : I → I is the identity function.
Corollary 3.3.5. For any
Proof: Since U 2 concentrates on [I] 2 , this follows from Proposition 3.3.4 by choosing ϕ(x) as π 1 (x) < π 2 (x), and
The following theorem summarizes the salient features of the iterated ultrapowers developed here. Gaifman [Ga] proved this result for models of P A * when I = M , and F is the set of parametrically M-definable functions from I to M .
Theorem 3.3.6. Suppose U is an F-definable ultrafilter on B(F), L is a linearly ordered set, and
M * = F,U ,L M. Then (a)-(d) below hold: (a) M ≺ M * . (b) For every L-formula ϕ(x 1 , · · ·, x n ), and every (l 1 , · · ·, l n ) ∈ [L] n M * ϕ(l 1 , l 2 , · · ·, l n ) ⇐⇒ {(i 1 , · · ·, i n ) ∈ I n : M ϕ(i 1 , · · ·, i n )} ∈ U n .
(c) L is a set of order indiscernibles in M * . (d) I is an initial segment of M * , and B(F) = SSy I (M * ).
Proof: We shall verify only part (d) since the other parts follow directly from the definition of M * and Proposition 3.3.4. First, we shall verify the following claim that establishes that U n is F n -definable for all n ∈ N + .
The proof proceeds by induction on n. Observe that when n = 1 Claim ♣ is trivially true by the very definition of F-definability. So suppose the claim is true for n ≥ 1 and let us verify the veracity of the claim for n + 1 by establishing (1) below :
Since there is a definable bijection (a, b) → a, b between I 2 and I, there is a function g :
Therefore, by the inductive assumption, we may conclude
By (3), there is some h ∈ F, such that h : I → {0, 1} and for all i ∈ I, h(i) = 1 iff S g n,i ∈ U n . Therefore (2) can be rephrased as:
But (4) is an immediate consequence of the F-definability of U. Since (4), (2), and (1) are all equivalent, this concludes the proof of Claim ♣ We now proceed to verify that I is a proper initial segment of M * . This amounts to establishing the following claim by another induction on n.
The case n = 1 of Claim ♠ is a direct consequence of the F-completeness of U, so we shall concentrate on the inductive case by assuming Claim ♠ holds for some n ≥ 1. Let
Note that X ∈ U n+1 by the inductive assumption and Proposition 3.3.4.
Using the definition of U n+1 , we can rewrite X ∈ U n+1 as:
< a for each i 1 ∈ P , so by the inductive hypothesis, there is a function g : P → I such that
The key point is that the function g is a member of F. To see this, consider the following family of elements of B(F n )
By F n -definability of U n ,
This shows that g ∈ F. Therefore by invoking Claim ♠ for n = 1, there is some Q ⊆ P and some b < a with Y ∈ U and b ∈ I, such that g(x) = b for all x ∈ Q. This shows that
Since
This concludes the proof of Claim ♠.
Finally, we establish that B(F) = SSy I (M * ) for the case when I M since the case I = M corresponds to Skolem-Gaifman ultrapowers, for which the result is well-known and due to Gaifman [Ga] . To see that B(F) ⊆ SSy I (M * ), suppose S ∈ B(F). By the amenability property of F, there is a function g ∈ F such that for all i ∈ I, g(i) codes S ∩ i. This shows that for all i ∈ I, and any l ∈ L,
thus S ∈ SSy I (M * ), as desired. Next we verify that SSy I (M * ) ⊆ B(F). By part (c) of Theorem 3.3.6, this amounts to showing that (i) below holds:
(F).
We shall prove (i) by induction on n. Note that by part (c), if n = 1, then (i) is equivalent to
Invoking the F-definability of U, we obtain,
Therefore (i) holds for n = 1. The argument for n > 1 is identical to the above argument for n = 1 and uses Claim ♣.
Moreover, the map j → is a group embedding of Aut(L) into Aut(M * )
Proof: This result is an immediate consequence of the fact that every element of M * can be written as [f (l 1 , · · ·, l n )] for an appropriate choice of f ∈ F and l 1 , · · ·, l n in L (note that is well-defined.)
• For the rest of the paper, j → will be as in Corollary 3.3.7.
If the ultrafilter U of Theorem 3.3.6 (and Corollary 3.3.7) is additionally FRamsey, then we can derive further information about the manner in which the behavior of j ∈ Aut(L) is reflected in the behavior of ∈ Aut(M * ). In order to do so, let us adopt the following definitions:
• Given a linear ordering (A, <) and
• M is the set of elements of M * that are less than some element of M (note that M = M * for Kirby-Paris ultrapowers, but M = M * for Skolem-Gaifman ultrapowers). It is well-known that
Theorem 3.3.8. Suppose U is F-Ramsey and let I, L, and M * be as in Theorem 3.3.6.
n , the following two conditions are equivalent:
Proof:
(a) This is an immediate consequence of Theorem 3.3.3 and part (b) of Theorem 3.3.6.
(b) Every automorphism of the form fixes each m ∈ M since F contains the constant map c m (x) = m. To see that moves every element of M * \M for a fixed point free automorphism j of L, suppose that
Since f ∈ F and U is F-canonically Ramsey, there is some H ∈ U and some S ⊆ {1, · · ·, n} such that for all sequences x 1 < · · · < x n and y 1 < · · · < y n of elements of H,
Moreover, since H n ∈ U n , by part (a) of Theorem 3.3.8,
Coupled with (1), (3) shows that S = ∅. So f must be constant on H,
(c): Suppose j is an expansive automorphism of L. We wish to show that
We shall first establish (i) under the assumption that l n < k 1 , and then we shall explain why the general case can be reduced to this special case.
Assume to the contrary that the conclusion of (i) is false. Thanks to part (a), we know that
, therefore we are entitled to
(ii), coupled with Theorem 3.3.6(a) shows that
where
Coupled with the F-Ramsey property of U, this implies that there is some H ∈ U such that for any increasing sequence
For i = 1, · · ·, n, let h i := the i-th member of H (in its natural ordering), and let
Then for all sequences a 1 < · · · < a n from
But K ∈ U, and therefore K n ∈ U n , so by part (a) of the theorem,
This contradicts the assumption that [f (l 1 , · · ·, l n )] / ∈ M , thereby concluding the proof of (i) for the special case l n < k 1 . We now explain how to handle the general case, where the sets {l 1 , ···, l n } and {k 1 , ···, k n } might be "entangled".
We can relabel the elements of P in increasing order as c 1 < · · · < c p . This relabelling gives rise to two increasing sequences (j 1 , j 2 , · · ·, j n ) and (s 1 , s 2 , · · ·, s n ) of indices between 1 and p satisfying
Using this relabelling we can express (ii) as ϕ(c 1 , · · ·, c p ), where
Therefore, by part (a) of the theorem, there is some H ∈ U such that (iii) For any increasing sequence
The key observation is that starting with any sequence c ∈ [H] n , we can find a finite sequence c 1 , c 2 , · · ·, c t of members of [H] n such that for all 1 ≤ i ≤ t − 1, the following holds:
(A) The ordering relation between c i and c i+1 is the same as the ordering relation between the sequences (l 1 , · · ·, l n ) and (k 1 , · · ·, k n ) , and (B) The last element of c 1 is less than the first element of c t .
We elaborate on (A): it says that c i ∼ c i+1 holds, where the binary relation ∼ between two members a = (a 1 , · · ·, a n ) and
n is defined by decreeing a ∼ b to hold iff for all i and j in {1, 2, · · ·, n},
On the other hand, by the Ramsey property of U, H can be refined to K ⊆ H, with K ∈ U such that either:
The key observation above, coupled with (iii), shows that ( * ) cannot be true. Therefore ( * * ) holds, and the general case is reduced to the case considered at the beginning of the proof of part (c).
ITERATED ULTRAPOWERS AT WORK
Prelude: Embedding Aut(Q) into Aut(M)
The existence of a group embedding of Aut(Q) into Aut(M), where M is a countable recursively saturated model of P A, is a corollary of a deep theorem of , which states that every countable recursively saturated model with a definable β-function f (i.e., a function f coding finite sequences) is generated via f from a set of order indiscernibles of any prescribed countable order type with no last element. In this section we provide an alternative proof of the embeddability of Aut(Q) into Aut(M) that bypasses Schmerl's theorem. The methodology of the proof is quite important here since it anticipates the more elaborate proofs of the next sections. [Gl] ), but as shown in [KB] , Aut(M) is not. Indeed, as shown in [KKK, Theorem 4.7] Aut(M) is not isomorphic to the automorphism group of any countable ℵ 0 -categorical structure with the small-index property.
Schmerl's conjecture
Schmerl has conjectured 10 that the isomorphism type of every elementary submodel of a countable arithmetically saturated model M of P A can be realized as fix (j) for some automorphism j of M. Kossak provided evidence for a positive answer to this conjecture by showing that every countable arithmetically saturated model of P A has continuum many nonisomorphic fixed submodels Corollary 4.4] , and that every countable model of P A is isomorphic to a fixed point set of some automorphism of some countable arithmetically saturated model of P A Theorem 2.8 Proof: Suppose {ϕ n (x, y) : n ∈ N} is a recursive set of formula of L A such that for some parameter b ∈ M * , the type Φ :
In order to exhibit a realization of Φ, fix a satisfaction S class for M, and let s be a nonstandard element of M for which S is s-correct. Consider the function g :
To see that g ∈ F n , we need to verify that if (a 1 , · · ·, a n ) ∈ [N] n , then g(a 1 , · · ·, a n ) ∈ M 0 . Note that for a fixed choice of a 1 , · · ·, a n in N, the above equation for g needs no reference to S, i.e.,
In particular, since there is some c ∈ M 0 such that f (a 1 , · · ·, a n ) = c, and g(a 1 , · · ·, a n ) is defined in M from c, the fact that M 0 ≺ M assures us that g(a 1 , · · ·, a n ) ∈ M 0 . It remains to show that [g(q 1 , · · ·, q n )] realizes Φ. This is easy to see, since for any fixed n 0 ∈ N,
Going back to the proof of Theorem 4.2.1, let θ be an isomorphism between M * and M and let M 1 be the image of M 0 under θ. By Theorem 3.3.8(b) there is an embedding j → of Aut(Q) into Aut(M * ) with the property that fix () = M 0 for every fixed point free j ∈ Aut(Q). The desired embedding j → of Aut(Q) into Aut(M) is therefore defined by
Remark 4.2.3.
(a) As observed by the referee, the proof of Theorem 4.2.1 shows that M 1 is bounded in M iff M 0 is bounded in M. In particular, if M 0 is tall, then one can arrange M 1 to be bounded or cofinal in M. Moreover, the referee has observed that the strategy of the proof of Lemma 4.2.2 can be used to show that the ultrapower
M 0 is recursively saturated (N.B., I = N here). This observation can be used to establish Lemma 4.2.2 since recursive saturation is preserved under cofinal extensions [Ka, Exercise 14.9] , and for any linear order L,
(b) In light of the fact that every countable recursively saturated model of P A has continuum many nonisomorphic elementary submodels, Theorem 4.2.1 offers an alternative proof of the difficult half of part (e) of Theorem 1.1 dealing with the arithmetically saturated case.
Maximal automorphisms
Clearly every definable element of a structure M is invariant under any automorphism of M. It is also well-known that if c is an undefinable element of a countable recursively saturated model M of any theory, then there is an automorphism of M that moves c. But, the existence of an automorphism that moves all undefinable elements of a countable recursively saturated model of P A is a tall order, and as shown by Theorem 2.5, can only be arranged for countable recursively saturated models of P A in which N is a strong cut. Automorphisms that move every nonalgebraic element of a given structure are dubbed "maximal" in the literature 11 . refined part (c) of Theorem 1.1 by showing that every countable arithmetically saturated model M of P A has a maximal automorphism j that is expansive on the tail segment of M that is above all the definable elements of M. The following result, in turn, generalizes the Kossak-Schmerl theorem. 
Automorphisms that fix an initial segment
Recall from part (d) of Theorem 1.1, that if M is a countable recursively saturated model of P A, and I is a proper cut of M, then there is an automorphism j of M whose fixed point set is precisely I, provided that
The converse of the above result is also true, as announced in [KKK] ; see also Lemma A.3] . Later Kossak showed that the automorphism j can be required to be expansive on M \I. We now establish a generalization of the aforementioned results:
11 An element c of a structure M in a language L is algebraic if there is a unary first order formula ϕ(x) of L such that the solution set of ϕ in M is finite and contains c. Note that if M is linearly ordered, then any algebraic element is already definable and therefore maximal automorphisms in this case are precisely those that move all undefinable elements. The study of maximal automorphisms in the context of general model theory was initiated by Körner [Kor] . A recent contribution is by Duby [D] . By Theorem 3.3.8(b, c) there is an embedding j → of Aut(Q) into Aut(M * ) with the property that fix () = M 0 for every fixed point free j ∈ Aut(Q), and such that is expansive on M \M 0 for every expansive j ∈ Aut(Q). Therefore, to prove Theorem 4.5.1 it suffices to prove that M * is isomorphic with M via an isomorphism that is the identity on M 0 . In order to do so, we need to establish two central lemmas. Here is the first one, whose proof is an elaboration of the Kossak-Kotlarski proof of Theorem 2.4. Proof : We begin by observing that I is N-coded from above in neither M * nor M since I is strong in M, and by Theorems 2.1 and 3.3.6(d) I is also strong in M * . Coupled with Theorem 2.4 this yields the existence of c * ∈ M * that satisfies condition (i) of Lemma 4.5.2, but we have to work harder to obtain an element c * for which also (ii) is true. Since by Theorem 2.2(b) M carries a satisfaction class, there is some r ∈ M that codes the 1-type of c in M over I, i.e., r satisfies condition (#) below:
(#) For all formulae ϕ(x, y) of L A with the indicated free variables,
∀i ∈ I M ϕ(c, i) ↔ ϕ(x, i) E r.
Since SSy I (M * ) = SSy I (M), we can fix some r * ∈ M * such that {i ∈ I : M iEr} = {i ∈ I : M * iEr * }.
It is also clear that there is some f ∈ M such that ∀i ∈ I f (i) = (c) i . Therefore we can also fix some d ∈ M * such that (d) i = (c) i for all i ∈ I.
The following claim lies at the heart of the proof.
Claim ( * ) Let ϕ n (x, y) : n ∈ N be a recursive enumeration of formulas of L A with precisely two variables. If n 0 ∈ N and i 0 ∈ I, then
To see that the claim is true, fix n 0 ∈ N and i 0 ∈ I. Since I is closed under exponentiation, there is some r n 0 ,i 0 ∈ I such that r n 0 ,i 0 codes
On the other hand, in light of the fact that M 0 is a common elementary submodel of both M and M * , we have Since S * A is a satisfaction class for A * := (I * , ⊕ * , ⊗ * ), and I * = N, A * is recursively saturated by Theorem 2.2(a). This immediately shows that M * is also recursively saturated once we verify the following claim:
Recall that the elements of M * are of the form [f (q 1 , · · ·, q n )], where (q 1 , · · ·, q n ) ∈ Q n and f : I n → M 0 with f ∈ (M I 0 ) M , and the elements of I * are of the form [g(q 1 , · · ·, q n )], where (q 1 , · · ·, q n ) ∈ Q n and g : I n → I with g ∈ F I . The desired isomorphism between M * and A * is given by the map π : M * → I * defined by
where ψ is the isomorphism between A and M 0 .
We are now finally ready to show that there is an isomorphism θ : M → M * such that ∀i ∈ I (c) i = (θ(c)) i .
Recall that I is N-coded from above in neither M nor M * (as observed at the beginning of the proof of Lemma 4.5.2). In order to build θ we shall modify the first step in proof of This shows that θ(a) = a for all a ∈ M 0 and concludes the proof Theorem 4.5.1.
