For many traditional radiation shielding problems as well as medical and nuclear well-logging applications, it has long been recognized that the analog Monte Carlo is inefficient, which are known especially in deep penetration problems. This arises from the fact that the particles have little chance of contributing to the solution far from the source when using analog procedures. Numerous variance reduction techniques have grown up to overcome this inefficiency. However, there are still some limitations. A further difficulty lies in the potential for biased results due to the misuse of variance reduction techniques or the statistical convergence of Monte Carlo results. Responding to these difficulties, a new variance reduction technique called "auto-importance sampling method" is proposed in this paper. In the new method, the geometry space is divided into sub-spaces by fictitious surfaces. On the fictitious surfaces, fictitious particles are created according to the importance distribution automatically and then they are transported. The particles' number is increased on each fictitious surface. With this method, it is unnecessary to make pre-calculations to test different parameters for the variance reduction technique, or to make another calculation to get the importance distribution. Two examples are simulated with the new method. It can be seen that the new variance reduction technique is very easy to use and the computational efficiency achieved is very encouraging.
I. Introduction

1
The Monte Carlo method enables the accurate simulation of complicated radiation transport problems with complex geometry. Therefore in many traditional radiation shielding problems, the Monte Carlo method is usually used to make refined simulations of radiation shielding problems. The Monte Carlo method is to simulate the transportation of every particle, then obtain the average statistical behavior of the large number of particles. If the probability of the particle reaching the tally region is too small for the reason that either the particle needs to penetrate a very thick shielding block, or the particle must be scattered many times before arriving the tally region, a huge amount of source particles must be simulated in order to decrease the statistical error of the tally results. However due to the limitation of the computer's calculation ability and the recycle period of the random variable, it is difficult to simulate too many particles in an acceptable CPU time. This is known as the deep-penetration problem. 1) In order to solve this problem, many variance reduction techniques have been developed, [2] [3] [4] however, none of them can solve this problem completely. Among these variance reduction techniques, the most effective one is the importance sampling method, in which the importance of a particle is defined as its contribution to the final tally. Then the transport process of the particles of high importance are si-*Corresponding author, E-mail: lijunli@tsinghua.edu.cn mulated in detail, however, the particles' behavior of low importance are simulated roughly. As a result, most of the CPU time is spent on the transport of high importance particles which will decrease the statistic error of tally results significantly, and reduce the total computation time at the same time. In the past, the wide application of importance sampling method has demonstrated that it can improve the simulation efficiency greatly and very good agreement has been shown between the simulation results and the true values.
However, compared with its high simulation efficiency, the importance sampling technique has a big disadvantage which makes this technique very difficult to be applied in practice. That is how to determine the importance of every particle whose location, energy and direction may vary significantly. The assignment of importance of each particle requires not only trial calculation, experience, but also intuition, and it is so time consuming. [5] [6] [7] If the parameters about particles' importance are not set properly, the simulation results may be even worse. Booth and Hendricks (1984) state, "The selection (of parameters) is more art than science, and typically, the user makes a few short trial runs and uses the information these trials provide to better guess the parameters; that is, the user learns to adjust parameters on the basis of previous experience." 1) This paper proposes a new variance reduction technique, which can transport particles according to the importance distribution automatically, and the setting of the parameters is much easier than that of the former variance reduction techniques.
II. Variance Reduction Techniques
In the Monte Carlo method, the estimated relative error R of the estimated mean G is:
where N  is the standard deviation, N is the number of particles simulated, x is usually set 2 which means that the corresponding confidence lever is 95%.
For the same transport problem, the standard deviation N  will change as the probability model is changed. From Eq.
(1), we can see that reducing N  can decrease the estimated relative error and thus increase the reliability of the estimation. Therefore, there arises a number of probability models to reduce N  , which are called variance reduction techniques ( N  is just the square root of variance).
Importance Sampling Method
One of the most important methodology used in variance reduction techniques is importance sampling. The objective of importance sampling method is to spend more time on sampling in important regions or important particles and less time on sampling in unimportant regions or unimportant particles, thus the simulating time is more spent on useful particles.
Take Eq. (2) as an example, which is to calculate the expected value of g .
where ( ) f X is probability density function of the random variable X .
The general way to calculate ( ) E g with the Monte Carlo method is to sample large numbers of i X from ( ) f X , then use the average of ( ) i g X as the estimator of ( ) E g . The importance sampling method is as follows. Introduce an importance function ( ) I X and a new probability density function
where ( ) I X satisfies the conditions:
Then ( ) E g can be calculated with Eq (4):
where
That is to sample large numbers of i X from ( ) 
Splitting/Roulette Technique
Splitting/Russian roulette is one of the oldest and most widely used techniques. Take geometric splitting/Russian roulette for example. The user needs to assign each cell an importance I in the input file. When a particle of weight W passes from a cell of importance I to a cell of higher importance ' I , the particle is split into identical particles of the same weight . If '/ I I is an integer ( 2) n n  , the particle is split into n identical particles, each weighting 
III. Auto-Importance Sampling Method
As mentioned in Section I, the deep-penetration problem arises from the fact that the probability of the particles reaching the statistical region is too small. Therefore only if sufficient particles are simulated, there will be enough particles reaching the statistical region and thus we get a reliable statistical result. However, increasing the number of the source particles is limited by the computing level and the tolerant time. In this paper, a new variance reduction technique called "auto-importance sampling method" is proposed. In the auto-importance sampling method, the geometry space is divided into several sub-spaces by fictitious surfaces. In the process of transporting, fictitious particles are created and transported according to the importance automatically. The next event estimation method and weight splitting/Russian roulette method are employed.
Firstly, the geometry space is divided into several sub-spaces by introducing some fictitious surfaces, and the source particles are located in sub-space No. 1. The fictitious surfaces can be any type, such as plane, cylindrical surface, spherical surface, curved surface etc. Take four sub-spaces divided by three planes for example, which is illustrated in Secondly, transport the source particles only in sub-space No. 1, and at every collision position (including the source position) create a fictitious particle on fictitious surface No. 1 with the next event estimation method. The fictitious particle is created only when the real particle travels toward the fictitious surface No. 1. If the real particle travels in a direction opposite to the fictitious surface No. 1, no fictitious particle is created. That means the fictitious particles are initially created at the collision position (including the source position) and deterministically transported toward the fictitious surface No. 1 in the direction of the real particle without any collision. Figure 2 illustrates the fictitious particles' creation of one source particle. The real lines give the particle's track and the dashed lines describe the fictitious particles' creation. The particle has two collisions before killed and there are three fictitious particles created in all. Suppose the weight of the particle at the first collision position which is named 'A' is A W , and the position of the fictitious particle created from position 'A' is named 'B', then the weight of the fictitious particle is is the attenuation between position 'A' and position 'B'. Once the particle is traversing the fictitious surface No. 1, it will be killed with no fictitious particle created.
Thirdly, after simulating all of the source particles in sub-space No. 1, automatically adjust the fictitious particles according to their importance, so as to realize auto-importance sampling of the fictitious particles. Let avg W be the average weight of all fictitious particles, which is simply the arithmetic mean. The fictitious particles are adjusted one by one with the weight splitting/Russian roulette technique. If the weight of the fictitious particle is higher than avg W , the particle will be split; if the weight is lower than avg W , Russian roulette will be done. Either in splitting or roulette, the weight of the particle will be adjusted to
Fourthly, adjust the number of the fictitious particles to be the number of the source particles. In order to reduce the estimated error, in the last sub-space there must be enough fictitious particles reaching the statistical region. And also to avoid too long CPU time, the fictitious particles cannot be too many. Therefore, the fictitious particles should be adjusted to be as many as the source particles. N . Figure 3 illustrates two examples: the transportation of two fictitious particles. One fictitious particle is going to traverse the fictitious surface No. 2 and is killed; the other fictitious particle is back scattered into sub-space No. 1. There are not any restrictions on the transportation of the particles, except that the particles will be killed if they traverse the fictitious surface on which the fictitious particles will be created.
Sixthly, transport the fictitious particles in the other sub-spaces until the last and the final tally result can be achieved.
In the new method without simulating a huge amount of source particles, there are particles as many as the source particles transported in every sub-space, so as to ensure enough particles to reach the statistical region. Furthermore, the user only needs to set the parameters of the dividing of the sub-spaces. The setting is much easier than that of the importance distribution needed in the old techniques.
IV. Application and Discussion
AISMC(Auto-Importance Sampling Monte Carlo) -which realizes the auto-importance sampling method, is developed based on MCNP code. Two examples are used to test this new method.
Slab Shielding Example
The slab shielding problem is a classic example in the radiation shielding calculation with the Monte Carlo method, in which the geometry is the simplest. So it is chosen to validate the new method. Suppose a concrete slab of an infinite section with 2-m thickness and the density of the concrete is 2.3 g/cm 3 . A point photon source of particles with 5 MeV is emitted from one side of the slab, and the cosine of the polar angle at the source point with respect to the axis normal to the slab is uniform distribution in [0,1]. The penetrating probability through the concrete slab is calculated.
The analog Monte Carlo method is also used, which simulated 10 9 particles, while AISMC simulated only 10 5 particles. In order to better understand the AIS method, fourteen different divisions of the geometry space are made with the number of sub-spaces from two to fifteen. In every division, the set of the fictitious surfaces is free, and the easiest way is to uniformly divide the geometry space. The results are shown in Table 1 . The FOMs of the AIS method with different numbers of the sub-spaces when 10 5 source particles are simulated are pictured in Fig. 4 and the energy spectrums are shown in Fig. 5 . In the table and figures, 'VRT' means variance reduction technique; 'N' means source particle number; 'P' means penetrating probability; 'RE' means estimated relative error; 'T' means CPU time; 'FOM' means a figure of merit; 'No' means simulating with no variance reduction technique, i.e., analog; 'AIS' means simulating with the AIS method; the digitals just after 'AIS' mean the number of sub-spaces divided.
Referring to Fig. 5 , we can see that the energy spectrum simulated with the AIS method is better than that simulated with the analog method in terms of statistics. Actually, in the energy spectrum simulated with the analog method, the relative error of every energy bin is almost about 15% ~ 20%, some even 25%; while in the energy spectrum simulated with the AIS method, all of the relative errors of energy bins are less than 5%, although the CPU time of the AIS method is much less than that of the analog method.
From Table 1 we can see that if only 10 5 source particles are simulated, and the number of the sub-spaces is bigger than three, the results of the AIS method with different divisions are all in a good agreement with the analog method. It is easy to understand that the number of the sub-spaces cannot be too small in order to ensure not too big estimated error in every sub-space. In this problem, if only 10 5 source particles are simulated, the sufficient number of sub-spaces would be four and when the number of the sub-spaces are not less than four, the results are all good and are not affected by the way of division. Therefore, the parameters of the AIS method are much easier to be set than that of other importance sampling methods. From Table 1 , it can also be seen that if 5×10 5 source particles are simulated, three sub-spaces' division can also give good result. It is obvious that as the number of the sub-spaces is increasing, the estimated relative error of the penetrating probability will decrease, but the computing time will increase at the same time, if the number of the source particles is not changed. And from the 'RE' and 'T' columns of Table 1 we can also see that. Figure 4 shows that the FOM of the AIS method increases fast with the number of the sub-spaces before it remains steady, then it decreases very slowly. From Table 1 we can see that the FOMs of the AIS method which have more than three sub-spaces are all four orders of magnitude better than that of the analog method, and the calculation of the AIS method takes only one second or so. 
Curved Channel Example -Photon
The curved channel problems are also very common in radiation shielding problems. To avoid the radiation leaking from the wire through holes directly, usually the holes are in slanting line or curved form. In this paper a curved channel problem is calculated, whose sketch map is shown in Fig. 6 .
Firstly, a small curved channel problem is simulated. The concrete wall is 122 cm thick, 80 cm high and 20 cm wide, with the density of 2.3 g/cm 3 . The radius of the channel is 5 cm with the air inside. The inner radius of the curve is 30 cm and the outer radius is 40 cm. A point photon source particles of 5 MeV is emitted at the entrance of the channel, with the cosine of the polar angle at the source point with respect to the axis normal to the concrete wall being uniform distribution in [0, 1] . The flux of the exit of the curved channel is calculated.
Three methods are used, with no variance reduction technique, with the DXTRAN technique and with auto importance sampling method. The source particle numbers in the three methods are 10 9 , 10 8 , 10 6 , respectively. The results are shown in Table 2 and Fig. 7 , in which 'DXTRAN' means simulating with the DXTRAN technique. The meanings of the other symbols are the same as in Table 1 . In the AIS method, the geometry space is divided into eight sub-spaces.
From Table 2 and Fig. 7 , we can see that the results of the three methods are very close. Though the computational efficiency of the DXTRAN technique is better than the analog method, the computational efficiency of the AIS method is two orders of magnitude higher than those two methods.
Secondly, a bigger curved channel problem is simulated. The concrete wall is 382 cm thick, 230 cm high and 20 cm wide. The inner radius of the curve is 160 cm and the outer radius is 170 cm. The others are all the same as the small curved channel problem described above. The same three methods are used, in which the source particle numbers are 2×10 9 , 2×10 8 , 10 6 , respectively. The results are shown in Table 3 and Fig. 8 . In the AIS method, the geometry space is divided into twenty-one sub-spaces.
Referring to Table 3 , it can be seen that with no variance reduction technique there is not any tally at all even simulating 2×10 9 particles. With the DXTRAN technique though there are some particles reaching the statistical region, the tally result is not very good. However, from Fig. 8 , we can see that the energy spectrum of the AIS method is smooth and physically correct. From Table 3 and Fig. 8 , we can see that in very short time the AIS method can still achieve a very good result with small error.
Curved Channel Example -Neutron
Take another curved channel problem which is of neutron Fig. 7 The energy spectrums of the exit of the curved channel source for example. The geometry is the same as that of the small curved channel problem described above. The wall is made up of polyethylene and the energy of the point neutron source particles is 15 MeV. The others are the same as the small curved channel problem described above. The same three methods are used, in which the source particle numbers are 10 9 , 10 8 , 10 6 , respectively. The results are shown in Table 4 and Fig. 9 . In the AIS method, the geometry space is divided into six sub-spaces.
Referring to Table 4 and Fig. 9 , it can be seen that the results of the three methods are very close and the AIS method can achieve a very good result with small error in very short time. So the AIS method is also applicable to neutron problems.
V. Conclusion
This paper describes a new variance reduction technique for deep-penetration problem which is referred to as the auto-importance sampling method. In the new method, the geometry space is divided into several sub-spaces by fictitious surfaces. The particles' number is increased on each fictitious surface by creating fictitious particles according to the importance distribution automatically, so as to ensure sufficient particles to reach the statistical region. Because the particles' number will be increased in the process of simulating, there needn't be a large amount of source particles which is of difficulty to simulate. With the new method, the setting of the parameters is much easier than that of the former variance reduction techniques. It is unnecessary to make many pre-calculations to test different parameters, or to make another calculation to get the importance distribution. And from the two examples it can be seen that the auto-importance sampling method can greatly increase the computational efficiency, about three orders of magnitude compared to the analog Monte Carlo method. 
