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ABSTRACT
We discuss rare-event simulation methodology for com-
puting tail probabilities for infinite-server queues. Our
theoretical discussion also offers some new simulation
insights into the change-of-measure associated with the
Ga¨rtner-Ellis theorem of large deviations.
1 INTRODUCTION
This paper is concerned with rare-event simulation in
the setting of infinite-server queues. Infinite-server
queues play an important role in queueing theory, as
they form a mathematical idealization of systems in
which many servers are present. In particular, if a queue
possesses a large number of servers, the structure of the
infinite-server queue is largely inherited by the many-
server system, provided that the fraction of time that
the many-server system has all servers busy is small.
Many-server queues have played a fundamental role
in the telecommunications modeling environment over
the years. In this setting, circuits can be identified with
servers. In view of the large number of circuits that are
typically available to carry traffic, a many-server queue-
ing model is often appropriate. Furthermore, quality-
of-service considerations guarantee that the system will
be engineered in such a way that the probability of find-
ing all the servers busy is small.
In the telecommunications setting, such many-server
queues typically exhibit “loss” whenever all the servers
are busy. In other words, connections are refused when-
ever all the circuits are busy. The corresponding “loss
probability” is a fundamental performance measure for
such systems. The tail probability for the number-in-
system process for the associated infinite-server queue
often is a good approximation to the loss probability
for the many-server system. As a consequence, efficient
computation of such tail probabilities for the infinite-
server queue is of clear applied relevance.
In addition, infinite-server queues form an important
class of models in their own right. In addition to their
mathematical importance within the queueing context,
they arise naturally in the study of electric power con-
sumption. The number of electric power users consum-
ing electricity can be viewed as the number-in-system
process for an infinite-server queue. Thus, a tail prob-
ability for the infinite-server queue provides important
information on peak load demand characteristics for an
electric power grid.
This paper is specifically concerned with the use of
rare-event simulation as a means of computing tail
probabilities for the infinite-server queue. In particu-
lar, we develop efficient algorithms for computing tail
probabilities for infinite-server queues with a high aver-
age arrival rate. In view of the telecommunications and
electric power examples described above, this asymp-
totic setting seems especially natural.
This paper is organized as follows. Section 2 offers a
problem formulation and describes the basic estimation
approach we shall utilize. In Section 3, we survey re-
lated large deviations theory, while Section 4 provides
additional discussion of our proposed algorithm. Com-
putational results are given in Section 5.
2 PROBLEM FORMULATION AND BASIC
RESULTS
We start by giving a precise description of the
GI/GI/∞ queue. Suppose that (Ak : k ≥ 1) is a non-
decreasing sequence in which Ak corresponds to the ar-
rival time of the k’th customer. If the system starts
empty at t = 0, and if Vj denotes the “time-in-system”
(or “processing time”) of the j’th customer, then the





I(Ak ≤ t ≤ Ak + Vk).
Let N(t) = max{n ≥ 0 : An ≤ t} be the counting
process corresponding to the number of arrivals in [0, t].
(By convention, we set A0 = 0.) Then, Q(t) can be re-




I(Ak + Vk > t),
where I(B) is the indicator random-variable (rv) asso-
ciated with the event B.
Our goal here is to efficiently compute P (Q(t) > x),
where x is so large that {Q(t) > x} is a “rare-event”.
Throughout this paper, we will assume that:
A1. V = (Vn : n ≥ 1) is a sequence of indepen-
dent and identically distributed (iid) random variables,
independent of N = (N(t) : t ≥ 0).




P (V > t− s)EN(ds).
Thus, if N = (N(t) : t ≥ 0) is a point process with






where F¯ (t) = P (V > t) and F (t) = P (V ≤ t). The
event {Q(t) > x} will therefore tend to be “rare” when
xÀ λ ∫ t
0
F¯ (s)ds.
Our approach to computing α = P (Q(t) > x) will
be to apply importance sampling, with the selection
of the importance sampling distribution guided by the
principles of large deviations theory (Bucklew 1990).
The study of large deviations suggests first computing
the moment generating function of the rv Q(t). Under



























log(eθF¯ (t− s) + F (t− s))N(ds)
)
.
Set ψQ(θ) = logE exp(θQ(t)). Suppose that there ex-
ists a positive root θ∗ of the equation
ψ′Q(θ
∗) = x.
The idea is to then generate variates from the “expo-
nentially twisted” distribution given by
P ∗(dω) = exp(θ∗Q(t, ω)− ψQ(θ∗))P (dω.)
If E∗(·) is the expectation operator corresponding to
P ∗, then α = P (Q(t) > x) can be expressed in terms
of E∗(·) via the relation
α = E∗ exp(−θ∗Q(t) + ψQ(θ∗))I(Q(t) > x).
The importance sampling algorithm for computing α
now involves first simulating iid replicates of the rv
W = exp(−θ∗Q(t) + ψQ(θ∗))I(Q(t) > x)
under the probability P ∗. The estimator for α is
then obtained as the sample mean of the replicates
generated.
Example 1. Suppose that N = (N(t) : t ≥ 0)
is a Poisson process with rate α > 0. It is known
that the distribution of Q(t) in this M/G/∞ setting is








F¯ (s)ds(eθ − 1).













P ∗(Q(t) = k)
= exp(θ∗k − (x− λ
∫ t
0
F¯ (s)ds))P (Q(t) = k)

























F¯ (s)ds))I(Q(t) > x),
where Q(t) is generated under P ∗ so that it has a Pois-
son distribution with mean x. So, our algorithm can be
easily implemented in the Poisson setting.
In the next section, we offer some motivation for our
choice of P ∗ as an importance distribution.
3 IMPORTANCE SAMPLING AND THE
GA¨RTNER-ELLIS THEOREM
As was mentioned in the Introduction, the typical
real-world modeling environment that leads to infinite-
server queues is one in which the arrival rate is large.
Thus, we will consider here the so-called “heavy-traffic”
asymptotic regime for infinite-server queues, in which
we examine the behavior of a sequence of infinite server
queues having an arrival rate tending to infinity.
Let N = (N(t) : t ≥ 0), V = (Vj : j ≥ 1) and
(An : n ≥ 0) be defined as in Section 2. To send the
infinite-server queue into heavy-traffic, we speed up the
arrival process by a factor of n, leaving the processing
times unchanged. More specifically, let
Nn(t) = N(nt)
be the arrival process feeding the n’th system; the ar-
rival time of customer j in the n’th system is then Aj/n.









+ Vj > t
)





Thus, a “rare-event” for the n’th system is a deviation
in which Qn(t) > xn, where x > λ
∫ t
0
F¯ (s)ds. We are
interested in efficient computation of
αn = P (Qn(t) > xn)
when n is large.
The Ga¨rtner-Ellis large deviations theorem describes
the asymptotic behavior of αn for n large. It is
generally stated in an abstract form, and concerns a
sequence of real-valued rv’s (βn : n ≥ 1). The main
hypothesis underlying the Ga¨rtner-Ellis theorem is the
following:




logE exp(θβn)→ ψβ(θ) as n→∞.
Assuming that we wish to approximate the probability
P (βn > nx), we also require:
A3. There exist positive constants θ∗β and ² such
that ψβ(·) is continuously differentiable and strictly
increasing on [−², θ∗β + ²], with ψ′β(0) < ψ′β(θ∗β) = x.
The following result is due to Ga¨rtner and Ellis (see
page 15 of Bucklew 1990).
Theorem 1. Under hypotheses A2 and A3,
1
n
logP (βn > nx)→ −θ∗βx+ ψβ(θ∗β)
as n→∞.
To apply this result to the analysis of
αn = P (Qn(t) > xn), we set βn = Qn(t). The
validation of hypothesis A2 requires the following
condition on the counting process N :
A4. There exists a finite-valued function ψN
such that for 0 = t0 < t1 < . . . < tm = t and










ψN (θi)(ti − ti−1)
as n→∞.
This assumption is satisfied by many different arrival
processes; see Dembo and Zajic (1993). The function
ψN will now be described in a couple of different
modeling contexts.
Example 2. Suppose that the arrival process
is renewal, so that Ak can be represented as
Ak = U1 + · · · + Uk, where (Uk : k ≥ 1) is iid.
Under suitable regularity conditions on the Uk’s,
Glynn and Whitt (1994) show that
ψN (θ) = −κ−1(−θ),
where κ(θ) = log(E exp(θU1)), and κ−1(·) is the inverse
function to κ (ie. κ(κ−1(θ)) = κ−1(κ(θ)) = θ).
Example 3. Here, we consider a Markov-
modulated Poisson process. In other words, there
exists an S-valued continuous-time Markov chain
X = (X(t) : t ≥ 0) with generator B and function
f : S → (0,∞) such that the intensity of the Poisson
(arrival) process at time t is f(X(t)). Suppose B
is finite and irreducible. Then, ψN (θ) is the eigen-
value of B + D(θ) having maximal real part, where
D(θ) = diag((eθ − 1)f(x) : x ∈ S).
Under Assumption A4, Glynn (1995) proves the
following theorem.













ψN (log(eθF¯ (s) + F (s)))ds.
Suppose that the function ν(·) has the property that
there exist positive constants θ∗∞ and ² such that ν(·)
is continuously differentiable and strictly increasing on




logP (Qn(t) > xn)→ −θ∗∞x+ ν(θ∗∞) (1)
as n→∞. The above limit suggests the approximation
P (Qn(t) > xn) ≈ exp(n(−θ∗∞x+ ν(θ∗∞))),
when n is large.
Simulation offers a means of computing P (Qn(t) >
xn) to a much higher level of precision than that asso-
ciated with the approximation. The rare-event simula-
tion algorithm proposed in Section 2, when applied to
the computation of αn = P (Qn(t) > xn), suggests the
use of the importance distribution
P ∗n(dω) = exp(θ
∗
nQn(t, ω)− logE exp(θ∗nQn(t)))P (dω),
where θ∗n is the root of d/dθ logE exp(θ
∗
nQn(t)) = xn
and P (·) is the original probability associated with the
probability space supporting Qn(t). An estimator for
αn is then obtained via the sample mean of replications
of the rv
Wn = exp(−θ∗nQn(t)+logE exp(θ∗nQn(t)))I(Qn(t) > xn)
simulated under the distribution P ∗n . Let E
∗
n(·) be
the expectation operator corresponding to P ∗n . The
Cauchy-Schwarz inequality implies that for any unbi-
ased estimator Wn of αn,
EW 2n ≥ (EWn)2 = α2n.





logEW 2n ≥ −2θ∗∞x+ 2ψN (θ∗∞). (2)
We will show momentarily that the lower bound on the
right-hand side of (2) is achieved asymptotically by sim-
ulating Wn under P ∗n . In other words, the rv Wn, when
simulated under P ∗n , achieves (in logarithmic scale) the
highest possible asymptotic efficiency (in the sense of
minimizing the second moment of the estimator). We
view this as an asymptotic justification for our use of
the algorithm suggested in Section 2.
In fact, this result holds in great generality. To make
this point clear, we shall show that the result holds in
the general Ga¨rtner-Ellis setting.
Theorem 3. Assume hypotheses A2 and A3
hold.
i.) Let (Wn : n ≥ 1) be a sequence of estimators
of P (βn > nx) that is unbiased, in the sense that





logEW 2n ≥ −2θ∗βx+ 2ψβ(θ∗β).
ii.) Suppose that W˜n = exp(−θ˜nβn +
logE exp(θ˜nβn))I(βn > nx) is simulated under
P˜n(dω) = exp(θ˜nβn(ω)) − logE exp(θ˜nβn))P (dω),
where θ˜n is the root of d/dθ logE exp(θ˜nβn) = nx and
P (·) is the original probability associated with βn.
Then






log E˜nW˜ 2n = −2θ∗βx+ 2ψβ(θ∗β),
where E˜n(·) is the expectation operator associated
with P˜n(·).
Proof. Part i.) follows in the same way as does
(2) above. For part ii.), it is easily verified that
logE exp(θβn) is convex in θ; see Dembo and Zeitouni








as n → ∞; see Dembo and Zeitouni (1998). Further-
more, ψ′β(·) is continuous and strictly increasing on
(−², θ∗β + ²). It therefore follows easily that θ˜n → θ∗β as
n → ∞ and n−1 logE exp(θ˜nβn) → ψβ(θ∗β) as n → ∞.
Since θ˜n is positive for n sufficiently large,
W˜n = exp(−θ˜nβn + logE exp(θ˜nβn))I(βn > nx)
≤ exp(−θ˜nnx+ logE exp(θ˜nβn))I(βn > nx)













log E˜nW˜ 2n ≤ −2θ∗βx+ 2ψβ(θ∗β).
Because W˜n is clearly unbiased for estimation of





log E˜nW 2n = −2θ∗βx+ 2ψβ(θ∗β),
as desired.
Thus, the importance distribution P˜n is always guar-
anteed to yield a “change-of-measure” that is asymptot-
ically optimal (in logarithmic scale). So, the Ga¨rtner-
Ellis theory establishes that the importance sampling
algorithm introduced in Section 2 is asymptotically op-
timal in “heavy traffic”.
Unfortunately, the importance distribution P ∗ sug-
gested in Section 2 is, in general, impossible to imple-
ment from a practical standpoint. While implementa-
tion is clearly possible when the distribution of Q(t) is
known, such knowledge will never be available in sit-
uations of practical interest (for in such cases, simula-
tion would be unnecessary). Any realistic implemen-
tation of importance sampling must involve describing
the change-of-measure at the level of the “building-
blocks” of the process. In the setting of the infinite-
server queue, the change-of-measure must be described
at the level of the inter-arrival times and processing
times. Since P ∗ does not lend itself to such a descrip-
tion (because it “twists” Q(t) and not the inter-arrival
times and processing times), we must instead search
for an alternative change-of-measure that (hopefully)
coincides asymptotically with P ∗. The same general
remarks unfortunately also apply to the Ga¨rtner-Ellis
change-of-measure described in Theorem 3.
In Section 4, we explore an alternative change-of-
measure to P ∗ that has the appropriate asymptotic
structure.
4 AN IMPLEMENTABLE RARE-EVENT
SIMULATION ALGORITHM
We wish to find a “change-of-measure” that coincides
asymptotically (for large n) with the probability P ∗n
discussed earlier. Recall that P ∗n is defined through
the “twisting-parameter” θ∗n, where θ∗n → θ∗∞ and θ∗∞





θ∗∞ F¯ (t− s) + F (t− s))
· e
θ∗∞ F¯ (t− s)
eθ
∗∞ F¯ (t− s) + F (t− s)ds = x.
Recall that eθ
∗
∞ F¯ (t − s)/(eθ∗∞ F¯ (t − s) + F (t − s)) is
the parameter of a Bernoulli random variable having
mean eθ
∗
∞ F¯ (t − s)/(eθ∗∞ F¯ (t − s) + F (t − s)). Note
that, ψ′N (e
θ∗∞ F¯ (t − s) + F (t − s)) is the (asymptotic)
mean of the arrival process associated with exponen-
tial twist eθ
∗
∞ F¯ (t − s) + F (t − s). This suggests an
importance sampling algorithm in which the arrival
process (or, equivalently, the inter-arrival times) is
twisted at time s to have instantaneous arrival rate
ψ′N (e
θ∗∞ F¯ (t−s)+F (t−s)), and the Bernoulli rv indicat-
ing that a customer arriving at time s stays until time t
(i.e. has a processing time greater than t−s) is twisted
to have mean eθ
∗
∞ F¯ (t− s)/(eθ∗∞ F¯ (t− s) + F (t− s)).
To precisely state our rare-event simulation algo-
rithm, we need to specify the arrival process more
exactly. Set Uk = Ak −Ak−1 for k ≥ 1.
A5. (Uk : k ≥ 1) is iid, with κ(θ) := logE exp(θU1) for
θ ∈ R.
Our goal is to compute α = P (Q(t) > x) where
xÀ EQ(t).
Algorithm.





κ−1(− log(eθF¯ (t− s) + F (t− s)))ds|θ=θ∗ = −x
and select m, the total number of replications.
2. Set A← 0, L← 1, Q← 0, W ← 0.
3. Generate U from the distribution
exp(κ−1(− log(eθ∗ F¯ (t−A) + F (t−A)))x
− κ(κ−1(− log(eθ∗ F¯ (t−A) + F (t−A)))))P (U ∈ dx)
= (eθ
∗
F¯ (t−A) + F (t−A))
·exp(κ−1(− log(eθ∗ F¯ (t−A)+F (t−A)))x)P (U ∈ dx).
4. L ← L · (eθ∗ F¯ (t − A) + F (t − A))−1
· exp(−κ−1(− log(eθ∗ F¯ (t−A) + F (t−A)))U).
5. A← A+ U .
6. If A > t, go to 11.





eθ∗ F¯ (t−A) + F (t−A) .
8. Q← Q+ I.
9. L← L · e−θ∗I(eθ∗ F¯ (t−A) + F (t−A)).
10. Go to 3.
11. W ← I(Q > x)L.
12. Replicate steps 2 through 11 n independent
times, thereby computing W1,W2, . . . ,Wn.
13. The estimator for α is n−1
∑n
i=1Wi.
A natural question that arises here is the efficiency
of the algorithm just described. As in Sections 2 and 3,
we offer an asymptotic “heavy-traffic” analysis of the
estimator above.
Suppose that we wish to compute αn = P (Qn(t) >
nx), where Qn(t) is as described earlier. The arrival
process for system n is accelerated by a factor of n,
so that the j’th inter-arrival time in system n is just
Uj/n. Thus, the logarithmic moment generating func-
tion κn(·) for the inter-arrival times in system n is given
by κn(θ) = logE exp(θU1/n) = κ(θ/n). It is then eas-
ily verified that κ−1n (θ) = nκ














κ−1(− log(eθ∗ F¯ (t− s) + F (t− s)))ds|θ=θ∗
= −nx
appearing in step (1) of the algorithm is independent of








κ−1(− log(eθ∗ F¯ (t− Aj
n
)








F¯ (t) + F (t))−1 · exp(−n
∫ n−1ANn(t)+1
0
κ−1(− log(eθ∗ F¯ (t− n−1ANn(s)) + F (t−ANn(s))))ds
− θ∗Qn(t))
(3)
Let E∗(·) denote the expectation operator associated
with the “change-of-measure” for system n.
Theorem 4. Suppose that U is a bounded rv,
and that A1, A4, and A5 hold. Assume that there





κ−1(− log(eθ∗ F¯ (t− s) + F (t− s)))|θ=θ∗ = −x
and that r(·) is continuously differentiable on [0, t+ 1],







κ−1(− log(eθ∗ F¯ (t−s)+F (t−s)))ds
as n→∞.
Proof. The key is formula (3) for the likelihood










































where the O(1/n) term above is deterministic. It fol-
lows that
I(Qn(t) > xn)L2n


















κ−1(− log(eθ∗ F¯ (t−s)+F (t−s)))ds−2θ∗x.
The “limit-infimum” result necessary to reach our
desired limit follows from the same argument as in
Section 3 (namely, I(Qn(t) > xn)Ln is unbiased for
P (Qn(t) > xn), and the latter probability converges in
logarithmic scale via the Ga¨rtner-Ellis theorem).
Theorem 4 establishes that our algorithm produces
estimates that are asymptotically optimal (in logarith-
mic scale).
5 A NUMERICAL EXAMPLE
In this section, we provide a numerical example to com-
plement the theoretical developments of the previous
sections. More precisely, we find α = P (Q(t) > x)
via simulation for two different systems and for several
different values of x. We first consider an M/M/∞
system, and secondly a G/M/∞ system with iid inter-
arrival times distributed as an hyper-exponential (H2)
rv with density
f(x) = pλ1e−λ1x + (1− p)λ2e−λ2x, x ≥ 0.
The H2 distribution is the mixture of two exponential
distributions, and for this reason it is useful when mod-
eling the arrivals of two different classes of customers.
In these simulations, we choose t = 500, λ = 1 in the
M/M/∞ system; λ1 = 1, λ2 = 2, and p = 0.8 in the
H2/M/∞ system; and µ = 0.01 for both systems. The
values of x considered are x = 120, 130, 140 for both
systems, so that {Q(t) > x} becomes a “rare-event” as
x increases.
We obtain two estimators. The first one is α˜(n),
the estimator obtained by conventional Monte Carlo
simulation resulting from computing the sample mean
formed from n = 1000 iid replications of the random
variable I(Q > x). Our second estimator is α(n),
formed by computing the average of n iid replicates
of the rv I(Q > x)L, where Q is obtained using the
Algorithm described in the previous section.
In order to compare the efficiency of these estimators,
we repeatm = 1000 times the simulation just described.
The sample mean (sample standard deviation) over m
of these estimators produces α˜(n,m) and α(n,m) (s˜(m)
and s(m)).
In Tables 1 and 2 we summarize our results. In each
case we display α˜(n,m), α(n,m), s˜(m), and s(m). In
addition, to validate our results we also include the true
value of α; a known value in the M/M/∞ setting, and
obtained with a very long simulation in the H2/M/∞
case. To make more explicit the impact of our estima-
tor, the last row in the tables shows the ratio of the
estimator standard deviations s(m)/s˜(m).
The conclusion we draw from these simulations is
that our estimator becomes much more efficient than
Table 1: M/M/∞ Tail Probability Simulation
Tail parameter x
Parameter 120 130 140
α 0.0192 0.0014 4.77e-5
α˜(n,m) 0.0184 0.0012 6.5e-5
α(n,m) 0.0194 0.0015 4.75 e-5
s˜(m) 4.25e-3 1.16e-3 2.37e-4
s(m) 3.41e-3 3.26e-4 1.65e-5
s˜(m)/s(m) 1.25 3.56 14.4
Table 2: H2/M/∞ Tail Probability Simulation
Tail parameter x
Parameter 120 130 140
α 0.173 0.0334 0.0034
α˜(n,m) 0.175 0.0345 0.0030
α(n,m) 0.174 0.0337 0.0033
s˜(m) 0.0503 0.0269 6.7e-3
s(m) 0.0457 9.83e-3 1.23e-3
s˜(m)/s(m) 1.10 2.74 5.45
the conventional Monte Carlo estimator as the tail pa-
rameter x increases, for both the M/M/∞ and the
H2/M/∞ systems.
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