Abstract-This paper addresses the problem of collision avoidance in a multi-obstacle environment and focuses on its representation in optimization-based control problems. The design problem is commonly stated in the literature in terms of a constrained optimization problem over a non-convex domain. Preliminary results make use of hyperplane arrangements to characterize these regions. The current paper considers additional structural constraints by the use of zonotopic overapproximation and highlights their benefits when introduced in the obstacle avoidance problem. Comparisons with classical sampled-based approaches are presented through simulations.
becomes numerically complex for large numbers of obstacles and/or agents and this will be the focus of the present paper.
In a nutshell, the question to be addressed concerns the way of approximating the obstacles such that a lower number of cells describing the feasible domain is obtained while safeguarding the features of the initial problem. We address this question by considering zonotopes and their properties for obstacle over-approximation and cell counting while providing an explicit measure of the problem complexity in terms of the total number of cells. Zonotopes are widely used in control, e.g., for collision detection [9] , reachability analysis [10] or fault diagnosis [11] . Toolboxes like CORA [10] are able to manipulate and display these zonotopic sets representations.
We start from exact formulations (set inclusion constraints, analytic formulation of the zonotope's volume, etc.) and relax them to a linear constrained form (which depends on a collection of centers and scaling factors). The main contributions of this paper consist in providing:
i) tight zonotopic approximations of the obstacles; ii) a rigorous bound for the number of generators such that the complexity is reduced; iii) various measures for zonotopic approximation; iv) comparisons between MI formulation of the collision avoidance problem and a classical sampled-based method (PRM). Notation: The Minkowski sum of two sets: A ⊕ B = {x : x = a + b, a ∈ A, b ∈ B}. C X (S) is the complement of the set S over X. For x ∈ R d we denote x 2 Q = x Qx.
II. PRELIMINARIES
Consider first the definition of a support function [12] , h Q (η) = sup q∈Q η T q, evaluated at η ∈ R d for a given set Q ⊂ R d , and its interesting application for set inclusion validation. Let us consider two sets X and Y , then the inclusion X ⊆ Y holds only iff h X (η) ≤ h Y (η), ∀η ∈ R d . Furthermore, if Y is a polytope in the half-space form:
then the inclusion condition becomes h X (s i ) ≤ r i , ∀i. If X is also a polytope described by its extreme points:
the inclusion condition is rewritten as s i v j ≤ r i , ∀i, j. We will use extensively zonotopes as a class of polytopes, endowed with a third representation due to their symmetry.
Definition 1 (Zonotopes- [13] ): A zonotope is a centrally symmetric polytope, which can be described as a Minkowski sum of line segments. In its generator representation a zonotope Z(G, c) is described by center c ∈ R d and generator matrix G = g 1 . . . g m ∈ R d×m :
Zonotopes own several properties of practical interest [14] : i) are closed under Minkowski sum:
ii) are symmetric: −Z(G, c) = Z(G, −c); iii) their volume has an explicit formulation [15] :
where G j1...j d denotes the matrix composed from columns of indices j 1 . . . j d from G. Starting from the generators of a zonotope, the half-space representation can be constructed: to each sequence of
where:
Adding the center from generator representation, a zonotope is formulated in terms of its halfspaces (6) as:
Using the support functions in combination with the definition of a zonotope, the inclusion Z(G, c) ⊆ Y , with Y defined as in (1) , is valid iff:
Moreover, the inclusion of a polytopic set X, defined as in (2) , into a zonotope X ⊆ Z(G, c) holds iff:
Consider a finite collection of hyperplanes from R d :
with
Each of these hyperplanes divides the space in two disjoint regions:
Next, the space can be partitioned into cells using the hyperplane arrangement notion. Definition 2 (Hyperplane arrangements - [16] ): The collection H partitions the space into a union of disjoint cells A(σ), characterized by a sign tuple σ ∈ {−, +} N :
The hyperplane arrangement of cells covering the entire space is described by the collection of all feasible sign tuples:
where σ l ∈ {−, +} N is the sign tuple resulting from a nonempty intersection of half-spaces and γ(N ) is the number of feasible cells.
A (sub-)arrangement B ⊆ H is called central if
Notation #B denotes the number of hyperplanes and rank(B) the rank of the intersection. Theorem 1 (Whitney's theorem - [17] ): Let A be an arrangement in an d-dimensional space. Then the characteristic polynomial of A is defined as
Furthermore, the total number of regions and the number of bounded regions characterizing the arrangement are:
For a hyperplane arrangement with n hyperplanes in general position 1 , the bounds are therefore:
Consider the collection of obstacles (blue regions in Fig. 1 )
Gathering the collection of associated support hyperplanes defined as in (10) we reach the hyperplane arrangement (13) . Labeling the feasible cells (12) into interdicted Σ P = {σ : A(σ) ∩ P = ∅} or allowed Σ X\P = {σ : A(σ) ∩ P = ∅} leads to a characterization of the feasible domain in which an agent moves (in order to avoid obstacle collisions). The feasible domain is characterized through a mixed-integer formulation [7] further embedded into a a MPC (Model Predictive Control) strategy for an agent with LTI dynamics.
The sets X and U are compact sets from R d and R du , respectively. Let us consider in Fig. 1a a collection of obstacles as defined in (17) and delineate in Table I the number of: support hyperplanes (#H); feasible cells 2 (γ * (N )) with their offline constructing time (t γ * (N ) with N = #H); and interdicted cells (#Σ P ). Further, we add in Table I 
III. CONTRIBUTIONS ON ZONOTOPIC APPROXIMATIONS
Considering Def. 1 we refer to a family of zonotopes parametrized after their centers c ∈ R d and scaling factors ∆ ∈ R m×m applied to a common generator "seed" (an a priori given matrix G ∈ R d×m ):
∆ is a diagonal matrix whose diagonal elements are equal / distinct. The k-th diagonal element is noted as δ j k . Having a common generator seed provides linear inclusion constraints in term of the scaling and center parameters, allows measures for the obstacle over-approximation in terms of 1 , ∞ norms and the volume, and it expresses explicitly the complexity of the representation (i.e., the number of cells of the associated arrangement).
Replacing g k with g k · δ j k in (6), the half-space representation of the j-th zonotope from (19) is given by:
1 An arrangement is considered to be in general position iff no two hyperplanes are parallel (i.e., share the same normal). 2 We take into account only the cells from the bounded domain X .
where i enumerates the
Remark 1: Note that h i remains unchanged with respect to (6) because the subspace perpendicular on {g k } k∈{k1,...k d−1 } is identical with the one perpendicular on
We gather the support hyperplanes (20) into the collection:
Using the parametrization (20), with sets X, Y defined in (1)- (2), allows to reformulate the inclusion conditions (8), (9) into a linear form w.r.t. parameters c j , ∆ j :
The overall goal is to provide adequate overapproximations (19) for the collection (17) . That is, seek a (symmetric) zonotope Z(G∆ j , c j ) enclosing the (usually non-symmetric) polytope P j such that a specific measure parametrized after c j , ∆ j is minimized:
For the cost in (24), we consider the following measures: i) zonotope volume Vol(Z(G∆ j , c j )):
iii) largest generator max
Remark 2: Volume (25) is a sum of polynomial terms δ j k , thus, non-linear. Imposing equality among the scaling factors (δ j1 = . . . = δ jm =δ j ), leads to a simplified volume formulation which can be used instead of (25).
Solving (24) with (25) is burdensome in higher dimensions and the simpler (but less accurate) measures as the norms (26) and (27) need to be considered.
As shown in (22), the 2 · p(d, m) · N o hyperplanes are partitioned in 2N o families: in each family there is a hyperplane with normal h i but with a different offset ±k i (∆ j ). This particularity allows the following proposition. 
to which correspond the following bounds: which add to k and taking all the possible combinations for a fixed sequence we obtain the total number of central arrangements of rank k as a sum of products of combinatorial terms. Writing explicitly these terms and identifying each as the coefficient from the multinomial theorem [18] allows to rewrite the sum of products in a simplified form. Introducing this in (14) leads directly to (28) which, applied as in (15), leads to (29).
These results allow to further derive a bound for the number of generators in the zonotopic representation and to provide a rigorous bound for d = 3.
Corollary 1: Assuming n * o support hyperplanes in (17), for any m ∈ N + which verifies:
the arrangement A(H) has fewer cells than A(H).
Proof: The left-side of (30) comes from (29) and the right side from (16) with n → n * o . Corollary 2: For the case d = 3, we have that: i) the total and the bounded number of cells for A(H) is:
where η = 
t. A(H) has fewer cells than A(H) is :
where η * represents the real solution of a solvable third order equation. ii) Introducing p(3, m) in (30) reduces it to a third-order inequality in η as it follows:
Noting λ for the right term of (33) we rewrite it as:
Therefore, we can compute the discriminant: We note that ∆ is negative for the so-defined positive values of N 0 and λ. This means that the third order equation has one real solution and two complex ones. The computing of them involves calculating:
Thus, the real solution is given by:
Introducing (37) in the η definition, we have a second-order equation in m with two real solutions (one negative and one positive). Thus, the largest m verifying the inequality is the closest (at its left) from the positive solution, (32) . Let us revisit the previous examples and proceed to find the zonotopic over-approximations of the obstacles in Fig. 1 . The simulations were done for different variants of the generator seed G in (19) for both d = 2 and d = 3 dimensions: 
Maintaining the structure of Table I , we delineate in Table II some parameters of interest. Thus, we indicate the total computing time corresponding to each considered method (t sol ), the relative modification of the number of cells ( ∆γ(N ) γ(N ) ) and a couple volume specifications: the volume of the over-approximation (V ) and the relative error with respect to the volume of the polytopic obstacles ( ∆V V ). We note that · 1 has a better behavior than · ∞ (i.e., its relative volume error is smaller) and that the volume criterion gives the most accurate approximation (at the price of a large computational effort). We conclude thus that · 1 provides the best compromise between over-approximation error and computation time. Additionally, we observe an inverse proportionality between the volume of the approximation and number of hyperplanes. Note that this factor can be tweaked by a suitable choice of the generator matrix G. Lastly, as illustrated in Fig. 2 , the choice of the matrix seed G is not trivial and strongly depends on the shape of the obstacles. While for d = 2 the results are somewhat ambiguous (the decrease of the complexity is not marked), for the d = 3 case the impact is substantial on the number of cells. We remark a significant decrease of this number, even though the choice of the matrix G was empirical and not the result of an optimization process. Moreover, the cell merging procedure [7] is suitable only for the zonotopic over-approximation. Otherwise, there are no improvements regarding the volume and that highlights the influence of the "common seed". 
IV. MULTI-OBSTACLE COLLISION AVOIDANCE
Let us consider the agent dynamics (18b) in R d with:
where µ = 3 and M = 60. The agent's state and input are constrained: X = {x : −15 ≤ x i ≤ 15, ∀i = 1 . . . 2d} and
The constrained optimization problem (18a) has to be solved over a non-convex domain C X (P) in (18d). As stated in [7] the use hyperplane arrangement with a mixed-integer formalism leads to effective control strategies.
Using (18a), we compare the performances of the control strategy corresponding to a polytopic representation (Fig. 1) to a zonotopic over-approximation (we assume no overlaps). We depict in Fig. 3 the agent motion having the same initial and final position in the both topologies. In Table III we delineate some noteworthy computational characteristics: N goal -the number of steps to attain a neighborhood of the final point, t goal -the total time to compute the trajectory, and t worst -the maximum time to solve (18a). We note that for the d = 2 case the computational performances are quasi-similar for both topologies. We have a longer trajectory for the zonotopic one, because of the additional "obstacle" P j \ Z(G∆ j , c j ) which becomes an interdicted region. However, t goal is smaller due to the symmetry properties while t worst has a similar value. The last aspect is directly caused by the values presented in Table II -the number of cells. Furthermore, for d = 3 the differences are noticeable, having a decrease of 70% for t goal , and of 50% for t worst in the zonotopes framework. Remark 3: An accentuation of the differences can be done either by increasing the prediction horizon N p (at the expense of higher computational effort) or by optimized selection of the common "seed" G.
The quadratic MIP (18a) was solved via YALMIP [19] using the CPLEX solver.
In contrast to the MIP approach where the discrete decisions are encoded in a mathematical formalism, the graphbased approaches reduce these decisions to the search of the shortest path between nodes in a graph. The PRM (probabilistic roadmaps) is an useful method if an awareness map of the environment is available [4] . Hence, a comparison with the MIP-based approach is pertinent. Employing the classical PRM, we randomly select a number of samples within the non-convex feasible domain and we connect them based on a visibility [6] criterion (if there is a line connecting the points without intersecting any obstacle, then the points are visible from one another). Having this visibility graph (offline computed), we link the start and the final position to the nearest graph nodes and find the shortest path through the graph, e.g., using Dijkstra's algorithm [4] . In order to follow the path (the black lines from Fig. 4) , we opted to use MPC, (18a) without the constraints (18d), with the same parameters. As it can be noted from Table IV, the trajectory length ( t ) obtained with PRM is longer than the one resulting from the MIP (Z) formulation. As well we observe that t goal corresponding to PRM is independent of the value of d, whereas the zonotopic representation is strongly impacted by the space dimension. Within these two examples, the MIP-based approach performs better in the sense of number of steps and trajectory length. Nevertheless, the choice of the approach needs always an application-dependent analysis. However, the over-approximation impact is clearly exemplified here providing manageable complexity and structural properties, critical elements in the certification of control algorithms.
V. CONCLUSIONS
This work presented a geometric view for the collision avoidance problem using zonotopic over-approximations of the obstacles. We emphasized the benefits of choosing a particular family of sets (parametrized zonotopes) regarding the complexity of a non-convex feasible domain representation. As well, we compared the MPC(Model Predictive Control)-based collision avoidance with the heuristic PRM (Probabilistic Roadmaps) technique and confirmed the potential advantages. Further work will treat the problem of safeguarding the initial topology by providing that separation conditions able to ensure the maintaining of the passages among the obstacles.
