Abstract-In this paper, we show that the optimal receive antenna subset selection problem for maximizing the mutual information in a point-to-point MIMO system is sub-modular. Consequently, a greedy step-wise optimization approach, where at each step, an antenna that maximizes the incremental gain is added to the existing antenna subset, is guaranteed to be within a (1 − 1/e)-fraction of the global optimal value independent of all parameters. For a single-antenna-equipped source and destination with multiple relays, we show that the relay antenna selection problem to maximize the mutual information is modular and a greedy step-wise optimization approach leads to an optimal solution.
I. INTRODUCTION
T RANSMIT/RECEIVE antenna selection for point-topoint multiple input multiple output (MIMO) channels is a topic that has been extensively studied in literature, see [1] - [7] and references therein. 1 With transmit (receive) antenna selection, a subset of the total number of transmit (receive) antennas is chosen for maximizing various performance metrics such as capacity, reliability or diversity gain and several others. Antenna selection has numerous advantages, such as simplified circuitry, less number of transmit chains/power amplifiers etc., and therefore has been an object of interest in theory as well as in practice. With the growing popularity of relay-based communication, antenna selection at both the transmitter/receiver, as well as at multiple relays has also attracted a lot of attention [8] - [11] .
For point-to-point MIMO channels, assuming that antenna selection has been done (either by brute force, or a greedy method, or some simple heuristic approach), capacity expressions have been derived in [2] , [3] , while diversity gain computations have been provided in [12] . Most of the analytical work in this area has concentrated on the evaluation of some chosen metric given that the antenna selection has been done apriori. Finding the optimal antenna subset, however, is a challenging problem in its own right. For a sufficiently large number of transmit/receive antennas (e.g., massive MIMO applications [13] ), a brute-force search is too expensive, and not withstanding the fact that it needs to be done periodically Manuscript for every coherence interval. There are a large number of papers on reduced-complexity antenna selection algorithms [1] , [5] - [7] , however, most of them do not provide any theoretical guarantees on the performance of the algorithm. The same holds true for the relay antenna selection algorithms [8] - [11] .
In this paper, in a major departure from the previous heuristic approaches, we study the antenna selection problem more systematically by leveraging results on maximizing sub-modular functions. Sub-modular functions have been a topic of study ever since the celebrated result in [14] , that showed that a greedy algorithm (maximize per step reward) achieves a (1 − 1/e)-fraction of the optimal solution, if the objective function is sub-modular, where e is the base of the natural logarithm. In this paper, for point-to-point MIMO channels, we study the receive antenna selection problem for maximizing the mutual information or achievable rate, where the goal is to select the L best antennas among a total of N r receive antennas. We show that the objective function in the receive antenna selection problem is sub-modular, and hence the mutual information obtained with the greedy algorithm is guaranteed to be within a (1 − 1/e)-fraction of the optimal mutual information value. The greedy algorithm at each step updates the receive antenna subset by adding that antenna to the existing subset which has the highest increment to the mutual information among the available antennas. Therefore, the complexity of the greedy algorithm is linear in the number of antennas. Thus, the greedy antenna selection policy not only has guaranteed performance bound but is also computationally simple for practical implementation.
We also consider the relay antenna selection problem for a single-antenna-equipped source, several relays with a total of N antennas, and a destination with a single antenna. The problem we consider is to select L best relay antennas out of the available N relay antennas to maximize the mutual information between the source and the destination. For the relay antenna selection problem, we show that the objective function is modular, a special case of sub-modular function, for which a greedy algorithm is known to achieve the optimal solution, however, with linear complexity compared to the exponential complexity of the brute-force approach.
II. POINT-TO-POINT MIMO CHANNEL Consider a MIMO wireless channel between a transmitter with N t antennas and its receiver with N r ≥ N t antennas. Assuming that the receiver uses L ≤ N r antennas (indexed by
T sent by the transmitter, the received signal at the destination is given by
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where P is the average transmit power, H RL ∈ C L×Nt is the channel coefficient matrix with entries H RL (i, j) corresponding to the channel coefficient between the i th receive antenna of the selected set R L and the j th transmit antenna, and n is the additive white Gaussian noise (AWGN) with zero mean and unit variance. The results of this paper are applicable for any continuous distribution on the entries of H RL . We assume that the receiver has perfect channel state information (CSI) H RL , ∀ R L ⊆ {1, . . . , N r } and uses it to perform antenna selection, while the transmitter has no CSI and uses all its antennas with equal power allocation. In this paper, we consider the selection of L best receive antennas for maximizing mutual information, which is the key to maximize the achievable rate.
Remark 1: The analogous transmit antenna selection problem where L out of N t antennas are selected at the transmitter for maximizing the mutual information is not sub-modular. See Section IV for more discussion.
A. Sub-Modularity of the Receive Antenna Selection Problem
For the receive signal model (1), the mutual information using antenna subset R L [15] , is given by
and the antenna selection problem is to find the optimal set R L of L transmit antennas that maximizes the mutual information, i.e., max
The antenna selection problem (3) has no elegant solution, and with a brute force approach, one needs to make Nr L computations to solve it. Since N r can be large, e.g., in the order of tens or hundreds for massive MIMO applications [13] , the brute force search might be prohibitive. Moreover, a new search needs to be carried out with the change in channel coefficients. We will show that the receive antenna selection problem (3) is sub-modular, and derive theoretical guarantees on its performance by leveraging results from the theory of sub-modular functions. To begin with, we need the following definitions.
Definition 1: Let f be a function defined as f :
∈ T and all pairs of subsets S ⊆ T ⊆ U . Essentially, for a sub-modular function the incremental gain from adding an extra element in the set decreases with the size of the set. The main interest in sub-modular functions is because of following Theorem that provides guarantees on the performance of greedy methods for optimizing sub-modular objective functions.
Theorem 1: [14] For a non-negative, monotone submodular function f , let S be a set of size k obtained by selecting elements one at a time, each time choosing an element that provides the largest marginal increase in the function value. Let S be a set that maximizes the value of f over all k-element sets. Then f (S)
For the special case of modular functions, a stronger result is available that is as follows.
Theorem 2: [16] For a non-negative, monotone modular function f , let S be a set of size k obtained by selecting elements one at a time, each time choosing an element that provides the largest marginal increase in the function value. Let S be a set that maximizes the value of f over all kelement sets. Then f (S) = f (S ).
Thus, if we can show that the receive antenna selection problem (3) is sub-modular, then we are guaranteed to get a (1 − 1 e )-approximation using a greedy step-wise approach. 
C(S ∪ {a}) − C(S) ≥ C(T ∪ {a}) − C(T ), for all elements a ∈ U, a /
∈ T, and all pairs of subsets S ⊆ T ⊆ U . For U = {1, 2, . . . , N r }, and a ∈ U, a / ∈ T, S ⊆ T ⊆ U , let the channel coefficient matrix between the N t transmit antennas and the set S (set T ) of receiver antennas be
, and the channel coefficient vector between the N t transmit antennas and the a th receive antenna be h ∈ C 1×Nt . Then C(S ∪ {a}) − C(S)
where the second statement follows from the determinant equality det(I +AB) = det(I +BA).
Consider the two MIMO multiple access channels (MAC) shown in Figs. 1 and 2 . In Fig. 1 , a two-user MAC is shown, where A is a user with a single antenna, B is a user with |S| antennas, and the receiver C has N t antennas. Similarly, in Fig. 2 , a three-user MAC is shown, where X is a user with a single antenna, Y is a user with |S| antennas, Z is a user with |T \S| antennas, and the receiver W has N t antennas. Assuming all input distributions are Gaussian in Figs. 1 and  2 , and each antenna of each user is transmitting power is easy to see that (4) corresponds to the mutual information between A and C in Fig. 1 , while (5) corresponds to the mutual information between X and W in Fig. 2 . Since, the channel in Fig. 2 between X and W is physically degraded [15] compared to the channel between A and C in Fig. 1 , the mutual information of the channel in Fig. 1 is at least as much as the mutual information of the channel in Fig. 2 . Hence we can conclude that expression (4) is greater than or equal to (5), consequently proving the sub-modularity of the objective function in the antenna selection problem.
Thus, in light of Theorem 1, and the sub-modularity of the objective function in the receive antenna selection problem (Theorem 4), a greedy algorithm (found in [6] , [7] ) that selects L out of the N r receive antennas is as follows.
Greedy Algorithm (GA): Start with set S = φ. At step i, S = S ∪ {i }, where
and repeat for i = i + 1. Stop when |S| = L, and set R L = S. Formally, we write our main result as follows. Theorem 5: Let the output of the greedy algorithm (GA) be the set S. Then, if S is the set that maximizes the value of
+ . Thus, the result follows from Theorem 1, using the monotonicity of the receive antenna selection problem from Theorem 3, and sub-modularity of the receive antenna selection problem from Theorem 4.
Discussion: In this section, we showed that in a pointto-point MIMO channel, the receive antenna selection problem is sub-modular, and a greedy optimization approach is guaranteed to be within a (1 − 1/e)-fraction of the optimal solution. The transmit/receive antenna selection problem has received tremendous amount of attention and is well-studied in literature, however, to the best of our knowledge, no such theoretical guarantees have been proven before this work. By making use of results available in the approximation algorithms literature, we have been able to justify the use of greedy approaches for receive antenna selection and derive a lower bound on their performance. Prior work on finding the optimal antenna subset includes the greedy algorithm [1] , [6] , [7] , however, provides only simulation results with no theoretical bounds. The simulated performance of a greedy algorithm in [1] , [6] , [7] is close to the optimal, and hence better than the theoretical result we have derived. The point to note is that the theoretical bound corresponds to the worstcase scenario, which does not show up in average achievable rate simulations.
III. RELAY ANTENNA SELECTION
In this section, we consider a multiple relay network, where multiple relays with total N antennas (either co-located or distributed) help the communication between the source and the destination, each equipped with a single antenna. We assume that there is no direct path between the source and the destination, and relays work in half-duplex mode with a sum power constraint. Hence the transmission takes place in two phases, where in the first phase the source transmits to all relays, and then in the next phase the selected relays transmit to the destination. Without loss of generality, we assume that the source transmits with unit average power, and there is an unit average sum power constraint on the relays. Let the channel between the source and the i th relay be f i and the channel between the j th relay and destination be g j . We assume that the source has no CSI, while the i th relay has CSI for both its channel coefficients f i and g i , and the destination is assumed to know all the channel coefficients f i , g i , ∀ i.
Let y k be the signal received at relay k, where y k = f k x + n k , where x is the signal transmitted by the source with E{x 2 } = 1, and n k is AWGN with zero mean and unit variance. The relay k then transmits
, where γ k = |f k | 2 + 1 is the normalization factor to ensure that T , 
From [17] , we know that max w SNR TL (w) = i∈TL |gi| 2 |fi| 2 |fi| 2 +|gi| 2 +1 . Thus, we conclude that relay antenna selection problem is modular in the number of relay antennas.
The greedy algorithm to maximize the mutual information while selecting L relay antennas out of N is as follows. Greedy Algorithm for Relay Selection (GARS): Initialize n = 1 and T = φ. At step n, T = T ∪ {i }, where i = arg max i∈{1,2,...,N },i / ∈T SNR T ∪{i} , and repeat for n = n + 1. Stop when |T | = L, and set |T L | = T . The main result of this section is as follows.
Theorem 6: Let the output of the greedy algorithm (GARS) be the set T . Then, if T is the set that maximizes the value of f = C TL over all L-element sets. Then C(T ) = C(T ). Proof: Since the relay selection problem is modular, the result follows from Theorem 2.
Discussion: In this section, we showed that in a multiple relay network with a single-antenna-equipped source-destination pair, the relay antenna selection problem for maximizing the mutual information is modular. Thus, a greedy optimization approach achieves the optimal solution. Modular functions are special functions that do not exhibit the diminishing returns property, and where the incremental gain of adding a new element to an existing set is identical no matter how large the existing set is. Relay antenna selection has been extensively studied in the literature [8] , [17] - [19] , with various objective functions, but to the best of our knowledge this is the first work that derives theoretical guarantees on relay antenna selection algorithms, let alone the optimality of the greedy approach.
IV. COUNTER-EXAMPLES
There are several other well-known antenna selection problems, in point-to-point MIMO channels, such as i) transmit antenna selection for maximizing the mutual information, and ii) receive antenna selection with CSI at the transmitter, while with relay channels, relay antenna selection with multiple antennas at the source and the destination with and without CSI. It turns out that all these antenna selection problems are not sub-modular, and numerical counter-examples can be constructed easily, see [20] . As an illustrative example we show that the transmit antenna selection problem for maximizing the mutual information in point-to-point MIMO channel is not sub-modular. Let N t = 2 and N r = 1. Let the channel coefficients between the i th transmit antenna and the receiver antenna be h i , i = 1, 2. Then, if only the first antenna is used, then the mutual information is C 1 = log(1 + P |h 1 | 2 ), while if both antennas are used C 2 = log(1+ P 2 (|h 1 | 2 +|h 2 | 2 )). Now depending on values of h 1 and h 2 , C 1 can be more or less than C 2 . Thus, the transmit antenna selection problem is not monotonically increasing in the number of transmit antennas and consequently not sub-modular.
V. CONCLUSION
In this paper, we used the concept of sub-modular functions to obtain theoretical guarantees on the performance of greedy algorithms for receive antenna selection in point-topoint MIMO channels and relay selection. The simulated performance of greedy algorithms has been well-studied in the literature [1] , [6] , [7] , however, no known theoretical guarantees were available. For lack of space we do not provide the simulation results here that are similar to [1] , [6] , [7] , and can be found in [20] . There are many other related challenging antenna selection problems such as: transmit antenna selection in point-to-point MIMO channels for maximizing mutual information, and maximizing the minimum eigen-value [4] , relay antenna selection with multiple antennas at the source and the destination with/without CSI. None of these selection problems, except the two cases considered in this paper, are sub-modular/modular functions and finding theoretical bounds on their performance remains open.
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