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Summary 




This study aims to develop a robust and efficient strategy for identifying parameters of 
dynamic systems.  The strategy is developed using genetic algorithms (GA), a heuristic 
optimisation technique based on Darwin’s theory of natural selection and survival of the fittest.  
Darwin observed that individuals with characteristics better suited for survival in their given 
environment would be more likely to survive to reproduce and have their genes passed on to 
the next generations.  Through mutations, natural selection and reproduction, species could 
evolve and adapt to changes in the environment.  
 
The identification strategy proposed in this thesis works on two levels.  At the first level a 
modified GA based on migration and artificial selection (MGAMAS) uses multiple species 
and operators to search the current search space for suitable parameter values.  At the second 
level a search space reduction method (SSRM) uses the results of several runs of the 
MGAMAS in order to reduce the search space for those parameters that converge quickly.  
The search space reduction allows further identification of the parameters to be conducted with 
greater accuracy and improves convergence of the less sensitive system parameters.  The 
MGAMAS is the heart of the strategy.  The population is split into several species significantly 
reducing the trade off between exploration and exploitation that exists within many search 
algorithms.  Several mutation operators are used to direct the search and other novel ideas such 
as tagging and a reduced data length procedure help the strategy to remain robust and efficient.   
 
The application of the strategy focuses on structural identification problems considering shear-
building systems.  Identification of systems with known mass are first considered in order to 
gain understanding into the effect that various GA parameters have on the accuracy of 
identification.  Extension is then made to systems with unknown mass, stiffness and damping 
properties.  Identification of such systems is rarely considered due to the difficulty associated 
Summary 
      
 vii
with separating mass and stiffness properties.  The proposed SSRM strategy is used within a 
damage detection strategy whereby the undamaged state of the structure is first identified and 
used to direct the search for parameters of the damaged structure.  An important extension is 
also made to output-only identification problems where the input excitation cannot be 
measured.   
 
The effectiveness of the proposed strategy is illustrated on numerically simulated data as well 
as using model tests of a 7-story steel structure.  Results are generally excellent.  Numerical 
simulations on 5, 10 and 20-DOF systems show that, even when no force measurement is 
available and limited accelerations are contaminated with 10% noise, the stiffness parameters 
are identified with mean error of less than 1%.  Damage to the 7-story steel frame, representing 
a change in story stiffness of only 4%, is identified using as few as 2 acceleration 
measurements. 
 
Finally, in order to illustrate the versatility of the proposed strategy, identification of the heave 
motion of submerged bodies is studied.  A case study of a perforated foundation pile is used to 
demonstrate how the SSRM is easily adapted to identify highly non-linear hydrodynamic 
models with an amplitude dependant added mass term and a combination of damping terms.  
While a solid pile can be modelled using constant added mass, the perforated pile has added 
mass that varies significantly with the amplitude of motion.    
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Chapter 1.  Introduction 
 
Analysis of dynamic systems can be broadly categorized as direct analysis and inverse analysis.  
Direct analysis (simulation) for dynamic systems aims to predict the response (output) for 
given excitation (input) and known system parameters.  Inverse analysis (identification) on the 
other hand, deals with identification of system parameters based on given input and output (I/O) 
information (fig. 1.1).  The usefulness of system identification methods have been 
demonstrated, for example, in the non-destructive evaluation of structures, estimation of 
parameters for ship motions, image recognition, trend predictions and so on.  The research 
presented in this thesis develops a robust identification strategy suitable for application in a 
wide array of problems.  The strategy is based on a heuristic method known as a genetic 
algorithm, which is able to search a given solution space using ideas borrowed from nature and 
Darwin’s theory of natural selection and survival of the fittest.   The strategy is applied to 
problems in structural and offshore engineering, but the ideas are general enough that the 
strategy could easily be adapted to deal with other dynamic systems such as those in finance, 
electronics, transportation, biology and so on.          
 
 
Fig. 1.1  (a) Direct analysis (simulation); (b) inverse analysis (identification) 
 
The identification of mass, stiffness and damping of a structural system is commonly referred 
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structural models so as to better predict response and achieve more cost-effective designs.  By 
recording and comparing identified parameters over a period of time, system identification can 
also be used for structural health monitoring (SHM) and damage assessment in a non-
destructive way by tracking changes in pertinent structural parameters.  This is especially 
useful for identifying structural damage caused by natural actions such as earthquakes, or 
assessing the safety of aging structures.  There are three important components to damage 
detection; (1) damage alarming; (2) damage location; (3) damage magnitude.  While many 
existing methods are able to identify that damage exists, identifying the location and 
magnitude of the damage is a more useful result and is thus a focus of this research.   
 
Offshore systems present a further challenge in that the system dynamics are often highly non-
linear.  The proposed identification strategy is able to easily accommodate non-linear dynamic 
models making it ideal for application in this area.  The problem of identifying hydrodynamic 
coefficients for submerged bodies is used as an example of the possible application of the 
strategy in this area.   
   
From a computational point of view, identification of a dynamic system presents a very 
challenging problem, particularly when the system involves a large number of unknown 
parameters.  Besides accuracy and efficiency, robustness is an important issue for selecting the 
identification strategy.  Presently the main hurdle is the lack of a robust and intelligent 
computational strategy to identify parameters, given limited number of sensors and inevitable 
noise in reality.  Many studies on structural identification have adopted classical methods such 
as extended Kalman filter (e.g. Hoshiya and Sutoh 1984, 1993), least squares (e.g. Caravani et 
al. 1977) and maximum likelihood methods.  These methods are typically gradient based and 
point-to-point search.  The solutions may converge falsely to a local optimal point rather than 
the global optimum, depending largely on the initial guess.  On the other end of spectrum, 
exploration methods such as random search may be used to increase the chance of global 
Chapter 1.  Introduction 
      
 3
convergence but are obviously very time consuming for large systems due to the huge 
combinatorial possibilities.   
 
A soft computing approach based on genetic algorithms (GA) is proposed in this thesis as the 
main search engine.  Using a structured yet random search, this method has been shown to 
possess several crucial advantages over classical methods in the context of structural health 
monitoring and damage identification.  The advantages include significant enhancement of 
global convergence by conducting population-to-population search, no requirement of gradient 
information, relative ease of implementation, convenient use of any measured response in 
defining the fitness function, and robust self-start feature with random initial guess within a 
specified search range.  Besides, it has a high level of concurrency and is thus suitable for 
distributed computing.  Nevertheless GA cannot be treated as a black box, lest the 
computational time would be too prohibitive for real problems.  Much understanding and 
additional treatments are needed to make the GA approach work effectively.   
 
1.1  Overview of Identification Techniques 
 
Before discussing the identification strategy proposed in this thesis it is important to 
understand some of strengths and weaknesses of other identification methods.  Modelling and 
simulation of dynamic systems is generally concerned with determining the response of the 
system to some given initial conditions and external excitation.  For inverse analysis or 
identification problems however, the response of the system is measured and it is our aim to 
determine the unknown system properties, and in some cases, initial conditions or input 
information.  The methods developed for identification of such systems are so numerous it 
would be impossible to give a complete review.  Most classical identification techniques 
however may be classified according to whether identification is carried out based on 
frequency information, or directly from the measured time-history signals.  A comparison of 
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time and frequency domain techniques can be found in Ljung and Glover (1981).  They noted 
that frequency and time domain methods should be viewed as complementary rather than 
competing and discussed their ease of use under different experimental conditions.  As 
computer power has increased in recent times, the use of heuristic methods has become 
possible and these non-classical methods have received considerable attention.  The review of 
identification methods presented here is categorised into frequency domain methods, time 
domain methods and non-classical methods.  In addition to the methods reviewed in the 
following sections, overviews of some of the methods used for structural identification can be 
found in Chang et al (2003), Carden and Fanning (2004), Hsieh et al (2006) and Humar et al 
(2006). 
 
1.1.1  Frequency Domain Methods 
 
Identification of dynamic properties and damage in the frequency domain is based on 
measured frequencies, mode shapes and modal damping ratios.  These system properties are 
generally obtained by a fast Fourier transform (FFT) (Cooley and Tukey 1965) or similar 
algorithm that converts measured dynamic responses from the time domain into frequency 
information.   
 
1.1.1.1  Frequency Based Methods 
 
As the first few natural frequencies are easy and cheap to obtain and represent a physical 
relationship between stiffness and mass of dynamic systems, much effort has gone into using 
frequencies to identify parameters and damage.  Loss of stiffness, representing damage to the 
structure, is detected when measured natural frequencies are significantly lower than expected.  
A useful review on the use of frequencies in detecting structural damage is given in Salawu 
(1997).  The paper gives a good overview of some of the main frequency methods and also 
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discusses some practical limitations and concerns, such as the extent of damage that can be 
detected by changes in frequency. 
 
There has been substantial discussion as to the change in frequency required to detect damage, 
and also if changes in frequencies due to environmental effects can be separated from those 
due to damage.  Creed (1987) estimated that it would be necessary for a natural frequency to 
change by 5% for damage to be confidently detected.  Case studies on an offshore jacket and a 
motorway bridge showed that changes of frequency in the order of 1% and 2.5% occurred due 
to day to day changes in deck mass and temperature respectively.  Simulation suggested that 
large damage, for example from the complete loss of a major member would be needed to 
achieve the desired 5% change in frequencies.  Aktan et al. (1994) have suggested that 
frequency changes alone do not automatically suggest damage.  They reported frequency shifts 
for both steel and concrete bridges exceeding 5% due to changes in ambient conditions within 
a single day.  They also reported that the maximum change in the first 20 frequencies of a RC 
slab bridge was less than 5% after it had yielded under an extreme static load.        
 
Notwithstanding the above results, some researchers reported success using natural frequencies.  
For example, Adams et al. (1978) reported very good success in detecting damage in simple 
one dimensional structures.  Small saw cuts were identified and located using changes in the 
first 3 natural frequencies for simple bars, tapered bars and a cam shaft.  The limitation of the 
experiment was reported as being the highly accurate frequency measurements required.  In 
the study frequencies were measured accurate to 6 significant digits.  In addition, the location 
of damage could only be obtained if at least 2n frequencies were available, where n is the 
number of damage locations. 
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1.1.1.2  Mode Shape Based Methods 
 
Identification can also be carried out using criteria based on mode shapes.  These methods can 
be based on a direct comparison of modes or on other properties of the modes such as 
curvature.  Two methods are commonly used for direct comparison of modes.  The modal 
assurance criterion (MAC) indicates correlation between two sets of mode shapes while the 
coordinate modal assurance criterion (COMAC) indicates the correlation between mode 
shapes at selected points on the structure.   As the greatest change in mode shapes are expected 
to occur at the damage location, COMAC can be used to determine the approximate location 
of damage.  MAC is defined as shown in equation 1.1 whereby uΦ  and  dΦ  are the mode 
shape matrices obtained for the undamaged (or simulated) structure and for the damaged 
structure respectively.  If the structure is undamaged MAC becomes an identity matrix.  The 
COMAC is computed for a given point (j) by summing the contributions of n modes as shown 
in equation 1.2.  The superscript refers to whether the mode is from the damaged or 
undamaged structure.  The COMAC value should be 1 for undamaged location and less than 1 
if damage is present. 
 







































      
Salawu and Williams (1995) conducted full scale tests on a reinforced concrete highway 
bridge before and after repairs were carried out.  Their results showed that, while natural 
frequencies varied by less than 3%, the diagonal MAC values ranged from 0.73 to 0.92 
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indicating a difference in the state of the structure.  Using a threshold level of 0.8 the COMAC 
values were able to locate damage at 2 of 3 damaged locations, but also identified damage at 2 
undamaged locations.  Fryba and Pirner (2001) used the COMAC criteria to check the quality 
of repairs carried out to a concrete bridge which had slid from its bearings.  The modes of the 
undamaged and repaired halves of the building were compared to demonstrate that the repairs 
had been well done.  Mangal et al. (2001) conducted a series of impact and relaxation tests on 
a model of an offshore jacket.  They found that significant changes in the structural modes 
occurred for damage of critical members as long as they were aligned in the direction of 
loading.  The relaxation type loading gave results as good as the impact loading indicating it to 
be a good alternative for future studies.    
 
The use of mode shape curvature in damage detection assumes that changes in curvature of 
mode shapes are highly localised to the region of damage and are more sensitive to damage 
than the corresponding changes in the mode shapes themselves.  Wahab and De Roeck (1999) 
used changes in modal curvature to detect damage in a concrete bridge.  The modal curvature 
was computed from central difference approximation and a curvature damage factor (CDF) 
used to combine the changes in curvature over a number of modes.  The method was able to 
correctly identify the damage location but only for the largest damage case tested.    
 
1.1.1.3  Other  Methods  
 
While much effort has gone into developing the frequency and mode shape methods, as 
mentioned above, significant doubt remains as to the sensitivity of the tests to realistic levels 
of damage.  To counter this, other methods more sensitive to damage have been developed.  
The flexibility of a structure is the inverse of its stiffness and may be estimated from the 
measured frequencies (ω) and modes (Φ) as shown in equation 1.3 (Raghavandrachar and 
Aktan 1992).  Typically, not all modes of a structure can be measured.  Nevertheless, a 
Chapter 1.  Introduction 
      
 8
reasonable estimate of the flexibility is obtained using a limited number of modes.  Studies 
carried out by Aktan et al. (1994) and Zhao and DeWolf (1999) showed that for structural 
damage detection, modal flexibilities could give a better indication of damage than the 







A comparison of the performance of several methods is provided in Farrer and Doebling 
(1997).  A study of various levels of damage on the I-40 bridge over the Rio Grande was 
identified using changes in modes, mode shape curvature, flexibility, stiffness and a damage 
index method (e.g. Kim and Stubbs 1995).  The study showed the damage index method to 
give the best results while the flexibility method failed on all but the largest damage case. 
 
An advantage of analysis in the frequency domain is that the input force does not need to be 
specifically known.  In fact, input characteristics may also be identified along with the system 
parameters.  Shi et al (2000) applied an extended Kalman filter method to the frequency 
domain to identify system and input parameters for both simulated and experimental examples.  
Spanos and Lu (1995) introduced a decoupling method in frequency domain to identify the 
structural properties and force transfer parameters for the non-linear interaction problems 
encountered in offshore structural analysis.  Roberts and Vasta (2000) used standard second 
order spectra and higher order spectra to simultaneously estimate the system and excitation 
process parameters from the measured response.   
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1.1.2  Time Domain Methods 
 
A major drawback of frequency based methods is that for real structures information for higher 
modes of vibration will be unreliable due to low signal to noise ratio.  In addition the methods 
usually involve modal superposition limiting the application to linear systems.  Finally, 
frequencies are a global property and are reasonably insensitive to local damage.  Identifying 
and locating damage is therefore very difficult, particularly when only the first few modes of 
vibration can be measured.  Time domain methods remove the need to extract frequencies and 
modes and instead make use of the dynamic time-history information directly.  In this way 
information from all modelled modes of vibration are directly included.  In addition non-linear 
models can be identified as there is no requirement for the signal to be resolved into linear 
components.  Ljung and Glover (1981) noted that while frequency and time domain methods 
should be viewed as complementary rather than rivalling, if prior knowledge of the system is 
available and a model to simulate time-histories is to be obtained, time domain methods should 
be adopted.    A good review and comparison of time domain techniques is given in Ghanem 
and Shinozuka (1995) and Shinozuka and Ghanem (1995).  Using measurements of steel 
model structures, they compared the performance of extended Kalman filter, maximum 
likelihood, recursive least squares and recursive instrumental variable methods.  The methods 
were compared according to the expertise required, numerical convergence, on-line potential, 
sensitivity to initial guess and reliability of results.  They found that while more sophisticated 
algorithms, such as the extended Kalman filter, gave more accurate results, they were more 
sensitive to initial guess and did not always converge.  Simpler methods, such as recursive 
least squares, on the other hand did not achieve the same accuracy, but was more robust and 
always provided a solution.  Two of the most common time domain methods, the least squares 
method and the Kalman filter, are discussed below. 
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1.1.2.1  Least Squares Method 
 
The least squares (LS) method is one of the main classical identification techniques and was 
one of the first methods to be applied to identification problems in the time domain.  The 
method works by minimising the sum of squared errors between the measured response and 
that predicted by the mathematical model.  As an example consider the case of a single-degree-
of-freedom forced oscillation which may be modelled as;  
 
Fkxxcxm =++ &&&    (1.4)
 
Where x , x&  and x&&   are the displacement, velocity and acceleration of the oscillator caused by 
the excitation force F.  The least squares method can be used to solve for the mass m, stiffness 
k and damping c of the oscillator by minimising the error in the force estimated from the 
measured response of the structure using the structural model.  The method assumes the inputs 
to be correct and error to occur only as output noise.  At a given time step the measured force 
Fk is therefore the sum of the estimated force kFˆ  and an output error εk as; 
 
kkkkkkk kxxcxmFF εε +++=+= &&&ˆ  (1.5)
  
or in standard form; 
 
kkkkk εεyy +=+= θφˆ  (1.6)
 
where in this case the output y, regressor kφ , and parameter vector θ, represent the force F, 
response [ ]kkk xxx &&&  and parameters [ ]Tkcm of the system respectively.  With N data 
points available the output and regressor can form matrices with N rows as;  
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The output error is assumed to be a random Gaussian variable with zero mean.  The least 
squares method identifies estimates for the parameters, θˆ  by minimising the sum of squared 











        






























































This leads to the well known least squares estimate for θ. 
 
[ ] YΦΦΦθ TT 1ˆ −=   (1.10)
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It should be noted that while in the example above the force is used as the output of the system, 
this does not have to be the case.  For example, the displacement can be used as output by 








Fx &&& −−=  (1.11)
     
The regressor and parameter vectors would now become 
 







⎡== 1θφ &&&  (1.12)
 
The mass, stiffness and damping parameters are not directly identified, but can easily be 
extracted from the estimated parameters.  In many previous studies it is assumed that the mass 
is known and thus the inertia term xm && , is grouped with the force reducing the problem to two 
unknowns.  
 
Mathematically the LS method appears very good.  It does however have difficulty when 
dealing with real data as noise and inadequacy of system models can cause the results to 
deviate significantly.  Though the derivation of the method assumes noise on the output, it 
does not allow for noise in the regressor, which is unavoidable in a real situation.  The method 
also requires full measurement of the system, making it unfeasible for large systems with many 
degrees of freedom.   
 
As one of the first time domain methods applied to structural identification problems, the LS 
method has received a good deal of attention.  Caravani et al. (1977) developed a recursive 
algorithm for computing the least squares estimate without matrix inversion and applied it to 
the identification of a 2-DOF shear building.  An interesting iterative method was proposed by 
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Ling and Haldar (2004).  They used a least squares method with iteration to identify structural 
properties without using any input force information.  The method worked by alternating 
between identification of parameters, using an assumed force, and then updating the force 
using the identified parameters.  By using several iterations of this procedure the parameters 
and applied forces could be identified.  The method was demonstrated on several example 
problems using both viscous and proportional damping models.  
 
1.1.2.2  Kalman Filter Methods 
 
Some of the most common time domain methods in use today are modifications of the Kalman 
filter (Kalman, 1960).  The Kalman filter is a set of mathematical equations that provides a 
recursive means to estimate the state of a process in a way that minimises the mean of the 
square error.  An introduction to the Kalman filter can be found in Welch and Bishop (2004) 
and Maybeck (1979).  The filter estimates the state x, of a discrete time process governed by 
the linear stochastic difference equation (1.13) with input u, and measurement z, which is 
related to the state by equation 1.14.  The system matrices A and B relates the current state to 
the previous stat end the system inputs while the matrix H relates the measurement to the state 
of the system.   The process and measurement noise (w and v respectively) are assumed to be 
zero mean Gaussian noise with covariances of Q and R respectively.  That is w ~ N(0,Q) and v 
~ N(0,R).  
 
111 −−− ++= kkkk wBuAxx    (1.13)
 
1−+= kkk x vHz  (1.14)
         
The Kalman filter can be thought of in terms of a predictor step followed by a corrector step.  
The predictor step is used to find an estimate of x at time step k from the knowledge of the 
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process prior to k.  This estimate, denoted −kxˆ , is estimated from equation 1.13 assuming the 
noise term is zero. The corrected state kxˆ , is then obtained as a weighted combination of the 
predicted state and the state obtained from the measured response as given in equation 1.15.   
 
( )−− −+= kkkkk xHzKxx ˆˆˆ  (1.15)
  
The errors of the predicted and corrected states are therefore  
 
−− −= kkk xxe ˆ   (1.16)
 
kkk xxe ˆ−=   (1.17)
      








⎡= Tkkk EP ee  (1.19)
    
The Kalman gain K, is selected to minimise the error covariance of the estimated state.  One 
form of K which minimises the error covariance (1.19) is shown in equation 1.20.   
 
[ ] 1−−− += RHHPHPK TkTkk   (1.20)
 
From this equation we can see that as the measurement error covariance R approaches zero, 
the gain approaches H-1 and the state estimate (Eq 1.15) is dominated by the measurement.  On 
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the other hand if the a priori estimate error covariance approaches zero, the gain becomes zero 
and the estimate is dominated by the predicted state.  In effect the Kalman gain reflects how 
much we ‘trust’ the measured and predicted states.     In practice the initial estimates of the 
state x0, error covariance P0, and noise covariances R and Q are needed to get the filter started.  
The choice of P0 is not critical as it will converge as the filter proceeds, while R and Q should 
be given reasonable values in order for the solution to converge.  The Kalman filter is 
summarised in figure 1.2.  The basic linear Kalman filter described above can also be 
linearised about the current operating point for use in non-linear systems.  Referred to as the 
Extended Kalman Filter (EKF) this powerful modification has allowed for application of the 
filter into many identification and control problems.   
 
 
Fig. 1.2  Kalman filter 
 
For identification problems an augmented state vector containing the system state and the 
system parameters to be identified is used (Carmichael 1979).  The parameters are then 
estimated along with the state as the filter proceeds.  Hoshiya and Saito (1984) proposed that 
several iterations of the EKF, with the error covariance weighted between iterations, could lead 
to more stable parameter estimation.  The weighted global iteration procedure was 
Predictor Step 
 
Predict the state 
11ˆ −−
− += kkk BuAxx  
 
Predict the error covariance 
QAAPP += −− Tkk 1  
Corrector Step 
 
Compute Kalman gain [ ] 1−−− += RHHPHPK TkTkk  
 
Correct estimate using measurement( )−− −+= kkkkk xHzKxx ˆˆˆ  
 
Update error covariance [ ] −−= kkk PHKIP  
Initial estimates of the state and 
error covariance 00 ,ˆ Px  
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demonstrated for 2 and 3-DOF linear and bilinear hysteretic systems.  Koh and See (1994, 
1999) proposed an adaptive EKF method which updates the system noise covariance in order 
to enforce consistency between residuals and their statistics.  The method is able to estimate 
parameters as well as give a useful estimate of their uncertainty.  Substructure methods (Koh et 
al. 1991, Koh and See 1999) have also been used with an EKF to solve for system parameters 
by considering only small parts of the structure at a time.  These substructure methods have 
shown great promise in simplifying the identification of large systems.  In some cases the 
method can even remove the need for measurement of the excitation force if the force location 
corresponds to a substructure interface. 
 
1.1.3  Non-Classical Methods 
 
Classical methods have many drawbacks such as requiring a good initial guess, being sensitive 
to noise and converging often to local optima.  In addition many classical methods work on 
transformed dynamic models, such as state space models, where the identified parameters lack 
physical meaning.  This may often make it difficult to extract and separate physical quantities 
such as mass and stiffness.  With the increase in computational speed available non-classical 
methods have become increasingly popular.  In particular artificial neural networks (NN), 
based on the networks present in the brain, and genetic algorithms (GA), developed on 
Darwin’s theory of survival of the fittest have received considerable attention in recent years.  
The identification strategy proposed in this thesis is based on genetic algorithms.  Chapter 2 is 
dedicated to explaining the history and functioning of GA based methods, and as such they are 
not covered here.   
 
Chapter 1.  Introduction 
      
 17
1.1.3.1  Neural Networks 
 
Neural networks work by combining layers of ‘neurons’ through weighted links.  At each 
neuron the weighted inputs are processed using some simple function to obtain the output from 
the neuron.  A basic neural network usually contains 3 layers, an input layer, hidden layer and 
output layer as illustrated in figure 1.3.  By correct weighting of the connections and simple 
functions at the neurons, the inputs can be fed through the network to arrive at the outputs for 
both linear and non-linear systems.  The beauty of neural networks lies in the fact that they can 
be ‘trained’.  This means that through some process the network can adjust its weights to 
match given input/output sequences.  This pattern recognition ability has allowed the 
application of neural networks to artificial intelligence applications.   
 
 
Fig. 1.3  Layout of a simple neural network 
 
Several training methods for neural networks have been developed, the most popular of which 
is the back propagation algorithm.  This involves feeding the errors at the output layer back 
through the net to adjust the weights on each link.  Other methods such as the probabilistic 
neural network have also been developed.   An example of the application of NN to system 
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identification of non-linear autoregressive moving average with exogenous inputs systems.  
Application of neural networks to classify damage in a concrete beam was attempted by Tsai 
and Hsu (1999).  The main drawback in the use of NN for system identification is that large 
amounts of data are required to properly train the network.  A lack of some patterns of data 
will cause the identification to return incorrect values. 
 
1.2  Objectives 
 
While many methods are available for the purpose of system identification, the vast majority 
are not robust enough to deal with the imperfect conditions encountered in realistic problems.  
Many existing strategies are sensitive to noise and initial guess, require large amounts of 
information, are prone to premature convergence, struggle to handle non-linear systems, etc.  
A need exists for a robust identification strategy capable of overcoming the above limitations.  
Genetic algorithms (GA) have shown some potential in developing such a strategy.  However, 
as will be discussed in the next chapter, GA has not reached its full potential and existing GA 
methods also fail to deliver identification results of a consistently high standard.   
 
The primary objective of this research is to develop a robust and efficient identification 
strategy based on genetic algorithms.  The strategy is to be developed for use primarily in 
structural identification problems.  In order to achieve this objective the following key steps 
are carried out. 
 
• An identification strategy based on genetic algorithms is first developed 
• The strategy is applied to structural identification problems where only limited, noise 
contaminated measurements are available.   
• A study into the effect of GA parameters is conducted in order to understand how the 
strategy can best be developed and employed. 
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• The structural identification strategy is incorporated in a structural damage detection 
strategy for detecting changes in stiffness of a structure. 
• The capability of the damage detection strategy is investigated using shear buildings. 
• The strategy is extended to structural identification problems where force 
measurement is not available. 
• Finally to illustrate the applicability to other systems the system identification strategy 
is used to identify an appropriate hydrodynamic model for the heave motion of a 
perforated foundation pile. 
 
As the objective of the research is to develop a robust strategy, testing on real data, in addition 
to numerical examples is essential.  With this in mind laboratory tests are conducted for forced 
vibration of a shear building model, and submerged free vibration tests on a model of a 
perforated foundation pile.    
 
1.3  Organisation of Thesis 
 
The chapters of the thesis are arranged according to the development and application of the 
identification strategies.  An outline of the objectives of the study, and an introduction to the 
area of system identification has been presented in this first chapter.  Many previous studies 
have been made on identifying parameters and parameter variations (damage) in various 
systems.  An understanding of the methods used and the results obtained in these studies is 
essential in order to develop an improved strategy.  Several existing identification techniques 
were discussed in section 1.1, focusing on those applicable to the analysis of structural systems 
from measurement of the dynamic responses of the structure.   
 
The strategy developed in this thesis is based on genetic algorithms.  The second chapter is 
therefore dedicated to describing the key features of a classical genetic algorithm and how GA 
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theory is able to account for the ability of the algorithms to converge to good solutions.  This 
chapter serves as a starting point for the strategy proposed in chapter 3 
 
In the third chapter the proposed identification strategy is discussed.  The strategy consists of a 
Search Space Reduction Method (SSRM) which uses a Modified GA based on Migration and 
Artificial Selection (MGAMAS) as the main search engine.  The method is designed to 
provide accurate and reliable identification results for dynamic problems.  The strategy 
includes some new operators and procedures and the motivation behind these is explained.   
 
As with any new method, an understanding of the key parameters involved is essential.  The 
development of the SSRM is continued in chapter 4 with application to structural identification 
problems.  The effects of the various GA parameters are studied and recommended values are 
obtained.  The performance of the strategy is first examined in comparison to a simple genetic 
algorithm on structural problems where the mass properties are assumed to be known.  The 
accuracy and robustness of the scheme is then demonstrated on structures where the mass 
properties are unknown and the measurements are contaminated with noise.  Mean absolute 
errors of 1.4% and 2.8% are achieved for a 20-DOF unknown mass structure under 5% and 
10% noise respectively. 
 
A natural extension of structural identification is structural damage detection.  There are two 
possible scenarios when it comes to damage detection.  (1) Damage can be identified with no 
prior measurement of the undamaged structure.  (2) Damage can be identified utilising 
previous measurements.  For the first scenario there is no choice but to identify the structural 
properties of the structure and compare these to some theoretical values in order to identify the 
magnitude and location of damage.  In this case the SSRM can be utilised directly and no 
additional development is required.  For the second scenario however, the additional 
information of the undamaged structure can be utilised in developing an improved strategy.  In 
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chapter 5 it is therefore assumed that measurements of the structure are available both before 
and after damage has taken place.  A damage detection strategy is proposed in which the 
structural model is first calibrated using the results obtained from the undamaged structure.  
The information obtained is used to simplify the identification of the damaged structure, 
resulting in increased accuracy and reliability.  The method is demonstrated first on numerical 
data and then applied to an experimental study of a 7-storey steel model.  Damage representing 
a 4% change in storey stiffness is accurately and consistently identified using as few as 2 
acceleration measurements.  
 
It may not always be possible to measure input forces on real structures.  With this in mind a 
strategy to identify structural parameters without force measurement is proposed in chapter 6.  
The method works by simultaneously computing the input forces as the structural parameters 
are identified.  Both the structural parameters (stiffness and damping) and forces are identified.  
The strategy is verified using both simulated and experimental data and the results achieved 
are very good.  In addition, results show that utilising data from several tests may be essential 
in achieving reliable results in practice. 
 
In chapter 7 the strategy is applied in the area of non-linear hydrodynamic systems.  
Identification of appropriate hydrodynamic models and coefficients is important for accurate 
simulation of marine operations.  The strategy is applied to identify parameters from decay 
tests of submerged bodies.  Non-linear models are easily incorporated into the identification 
allowing for complicated models including non-linear damping and amplitude dependant 
added mass terms.  A non-linear example of a perforated foundation pile is studied and the 
strategy proves useful in identifying model parameters as well as allowing for the comparison 
of possible hydrodynamic models.   
 
The thesis is concluded in chapter 8 and recommendations for further developments are given.   
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As genetic algorithms work using random operators and probabilistic rules, it is very difficult, 
if not impossible to assess the effectiveness of the strategy in a purely theoretical way.  In 
order to gain proper insight into the accuracy and robustness of the strategy, it is necessary to 
carry out identification of various systems many times and observe how the results vary.  The 
results of more than 40,000 identification tests are summarised in this thesis, representing a 
computational time of approximately 200 computer-days.  The appendices to this thesis 
contain a more detailed summary of the tests conducted and are therefore important for those 
wanting to gain a deeper understanding of the effect of the GA parameters, noise, data length 
etc.  The appendices are organised according to the chapters in which the results are discussed, 
with appendix A, B and C referring to chapters 4, 5 and 6 respectively.   
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Chapter 2.  Genetic Algorithms 
 
Genetic algorithms are developed based on Darwin’s theory of natural selection and survival 
of the fittest.  Darwin observed that individuals with characteristics better suited for survival in 
their given environment would be more likely to survive to reproduce and have their genes 
passed on to the next generations.  Through mutation, natural selection and reproduction, 
species could evolve and adapt to changes in the environment.   
 
In this chapter an understanding of genetic algorithms is developed.  The ideas behind GA and 
how GA differs from other search algorithms are first established.  The genetic operators are 
then described and illustrated using a simple example.  A basic mathematical theory of why 
the algorithms work is given, providing an insight into how random process can lead to the 
desired solutions for a classical GA.  For more complex engineering problems, some 
limitations have been associated with classical GA.  Some of these problems are mentioned 
and modifications suggested in other studies in order to improve the performance of the GA 
are discussed. 
   
2.1  Introduction to GA  
 
The major early work on adaptation-processes based on GA was by John H. Holland in his 
book: Adaptation in Natural and Artificial Systems (Holland 1975). Adaptation is regarded as 
a process of progressive variation of structures, leading to an improved performance.   He 
recognized the similarities between natural and artificial systems and sought ways in which the 
operators acting to shape the development of natural systems could be modelled 
mathematically.  Recognising that operators such as crossing over and mutation that act in 
Chapter 2.  Genetic Algorithms 
      
 24
natural systems were also present in many artificial systems, Holland proposed that computers 
could be programmed by specifying ‘what has to be done’ rather than ‘how to do it’. 
 
Genetic algorithms are essentially search algorithms.  They combine a ‘survival of the fittest’ 
mentality with a structured, yet random, exchange of information in order to explore the search 
space.  Mathematically this is achieved by representing possible solutions as coded strings.  
Many such strings are created, each representing a different location in the given search space.  
These strings are then evaluated according to some criteria, and the ‘fittest’ are given a higher 
chance of selection.  Parts of the selected strings are combined to form new strings and 
occasionally part of the string is randomly changed.  Eventually, just as animals adapt to their 
environment, the strings evolve to better match the criteria given.  The method is similar to 
human search where good solutions receive more of our attention while bad solutions are 
discarded.  We would reasonably expect that combining and modifying parts of these existing 
good solutions may lead to further good solutions and in some cases an improvement on the 
original.  An example of a simple GA is used in section 2.2 to demonstrate how the operators 
work together to provide the genetic search.  First though, the differences between GA and 
classical search methods are discussed.  A good summary of early GA works, and further 
details on how they differ from traditional search algorithms can be found in the very good 
book by Goldberg (1989). 
 
Robustness is a central theme for all search algorithms.  A balance between exploration of the 
search space and exploitation of available information is required in order to allow search 
algorithms to be successfully applied to a range of different problems.  Traditional search 
methods have generally been calculus based, enumerative or random.  Calculus based search 
methods work by finding points of zero slope.  Generally this is achieved by moving from an 
initial starting point in the direction given by the steepest gradient.  These methods are local 
and the optima they discover depend on the selected starting position.  In addition as the 
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methods require gradient information they are only applicable to continuous functions with 
well defined slope values.  This is a major drawback as many real life problems contain 
discontinuities and constraints which cannot be handled by these methods.  Enumerative 
methods involve checking the function value at every point within the search space in order to 
find the optimal result.  Such schemes are ideal for small search spaces but are highly 
inefficient for systems involving large search spaces or many parameters.  Consider for 
example a case where we wish to identify 20 parameters, where each parameter has a search 
space consisting of 100 points.  The total search space is then 1040 points (10020) and it is 
impossible to evaluate the function at every point in a reasonable time.  Random search 
algorithms received attention as researchers recognised the shortcomings of calculus based and 
enumerative schemes.  As random search algorithms do not utilise any information from 
previous solutions, they too are inefficient and in the long run can be expected to perform no 
better than an enumerative scheme with a coarser grid.   
 
Genetic algorithms differ from more traditional search methods in four ways.  (1) GA may 
work with a coding of the parameter set or directly on the parameters themselves.  Coding is 
traditionally done using a binary system however other coding may also be used.  Real values, 
integers, and various order ‘binary type’ alphabets have all been used with some success.  For 
example, a problem involving simple on/off control is ideally suited to binary coding, whereas 
a left/straight/right control could be coded using an order 3 alphabet.  This coding allows the 
GA work in a very general way, allowing application to a wide range of problems.  
Nevertheless, certain forms of coding may have inherent problems.  For example, when binary 
coding is used a GA may find it difficult to make some jumps in the search space.  These 
jumps, known as hamming cliffs, may be observed by considering an example of a binary 
string of length 5 which may represent values form 0 to 31.  The string 01111 would represent 
the value of 15.  If however the optimum is at a value of 16, the string required is 10000, a 
very difficult jump for the GA to make as all bits must be simultaneously altered.  (2) GA 
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search from a population of points, not a single point.  Most optimisation techniques search 
from a single point, proceeding to the next point according to some predefined rule.  These 
methods often fall on local optima in the vicinity of the starting point and may fail to find the 
desired global solution.  In contrast, GA searches using a population of many diverse points 
and as such is more likely to find the global optima.  (3) GA uses an objective function rather 
than derivatives or other auxiliary information.  Many search techniques, particularly calculus 
based methods, require much information such as derivatives in order to work.  Genetic 
algorithms however are blind, in that they do not need to be able to see how the function varies, 
but only use the values of the objective function at the points currently within the population in 
order to direct the search.  This makes it possible to apply GA to problems where the functions 
are not continuous, or where gradients cannot be readily computed.  (4) GA works based on 
probabilistic rules rather than deterministic ones, to make the transition from one set of points 
to the next.  This does not imply that a GA is simply a random search, but means that GA uses 
random choice as a tool within a framework biased towards areas of likely improvement.    
 
The combination of coding, a population of points, blindness to auxiliary information and 
randomised operators give GA the robustness required to solve a wide range of problems.  It is 
noted here however, that a GA should not be treated simply as a black box, else the 
computational time will become too large for realistic problems.  Incorporating appropriate 
coding, altering the architecture of the GA, and incorporating problem specific information can 
be essential in developing strategies appropriate to real world situations.   
 
The simple GA and theory discussed in the following sections are based on classical binary 
encoding and operators.  Section 2.4 then moves to discuss some of the modifications that have 
been made to improve the performance of GA, before the GA strategy developed and later 
applied in this thesis is presented chapter 3.    Many have argued that new methods such as the 
one presented in this thesis deviate from classical GA and as such use names such as evolution 
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programs and alike in order to acknowledge the deviation from traditional GA architecture, 
coding and operators.  In this thesis the term GA is used in view of the fact that although the 
coding and architecture may not exactly resemble a classical GA, the underlying ‘genetic’ 
principles remain the same.   
 
2.2  A Simple GA 
 
Genetic algorithms are best described using an example of maximisation of a mathematical 
function.  Further examples and explanation can be found in Goldberg (1989) and 
Michalewicz (1994).  Consider the problem of maximizing the function f(x) as given in 
equation 2.1 over the range of -20.0 ≤ x ≤ 20.0.  This function, shown in figure 2.1, contains a 
global maximum at x = 0 and would be difficult to use classical optimization methods due to 
the existence of many local maxima around the global solution.   


















Fig. 2.1  Function f(x) to be maximised 
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Fig. 2.2  Layout of a simple GA 
 
The layout of a simple GA that may be used to maximize this function is shown in figure 2.2.  
In this example, binary encoding is used.  As the search range is -20.0 ≤ x ≤ 20.0, and in order 
to consider values to an accuracy of 2 decimal places, a binary string of length 12 is required.  
This binary number can represent integers from 0 to 212-1 and the binary to real conversion is 
made as shown in equation 2.2, where I is the integer represented by the N binary digits.  LL 





      
For example, the binary string 011001010001, represents the integer I = 210 + 29 + 26 + 24 + 20 
= 1617, and is converted to the real number x = -4.21.   
 
The GA begins by generating a set of initial candidate solutions.  This is done by randomly 
assigning either a 0 or a 1 to each bit of each individual within the initial population.  All bits 
are initially assigned a 0 value.  For each bit, a random number in the range [0 1] is then 
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strings are converted to real numbers using equation 2.2 and then the fitness of each solution is 
calculated.  The fitness, or objective function, is a measure of the quality of a given individual.  
As the objective in this case is to maximize f(x), and f(x) is greater than 0 for all values of x, 
the function value gives an indication of the quality of the solution and can be used directly as 
the fitness function.   
 
Reproduction, or selection, is designed to select fitter individuals to receive greater 
representation in future generations.  Many different selection procedures, including both 
probabilistic and deterministic sampling, may be used.  One simple way to carry out 
reproduction is using the so called roulette wheel method.  Each individual is assigned a 
selection probability proportional to its fitness and selection is made with replacement until the 
new population is full.  This method encourages multiple selections of fitter individuals and 
filters out the weakest individuals.     
 
Crossover and mutation allow the GA to discover new solutions.  In this example a simple 
crossover is used.  The crossover rate determines the chance of an individual being involved in 
a crossover and once selected two individuals (parents) are paired up for the crossover to take 
place.  The crossover point is randomly selected and the ends of the parents are switched to 
form two new individuals (offspring).  For example if the parent strings 111000111001 and 
100011100001, representing the values x = 15.57 and x = 2.20, are crossed after the 4th bit, the 
offspring created are 111011100001 and 100000111001, representing the values x = 17.21 and 
x = 0.56.   
 
The crossover operator simply recombines information which already exists, but is unable to 
explore areas not included in the population.  For example, the parents used in the example 
above both contain a zero at position 4 and no crossover can change this value to a one.  
Mutation is therefore needed to ensure the whole search space can be explored.  Mutation 
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works by changing individual bits from 1 to 0 or vice versa.  The chance of a bit being mutated 
is determined by the mutation rate and all bits are treated in the same way.  For example if the 
2nd and 7th bits of the individual 111000111001 undergo mutation it will become 
101000111101.   
 
The whole process of fitness evaluation, reproduction, crossover and mutation is repeated for a 
given number of cycles, or ‘generations’, and the best solution in terms of fitness value is 
taken as the final solution.  As an example the simple GA described above is applied using a 
population of 10, crossover rate of 0.8, mutation rate of 0.05 and 50 generations.  The best 
solution at the end of each generation is output and plotted in figure 2.3 to illustrate how the 
GA evolves the solution over time.   In the figure it is seen that the solution quickly converges 
to a local maxima of 0.976 at x = 1.56, which is on the local maxima nearest the global 
solution.  It is also observed that the solution is able to ‘escape’ the local maxima to a value of 





























Fig. 2.3  Function maximisation – GA solution 
 
This example highlights an important feature of GA.  A major strength of GA is the ability to 
escape from local optima to find the global optima solution.  However, while in this case the 
solution found the global maxima, it may not always be the case.  The identification above was 
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repeated a total of 50 times.  Of those, a solution on the global peak was discovered 32 times, 
while the first and second local peaks were discovered 11 and 7 times respectively.   In 
developing a GA, the reliability and robustness of the solution is therefore very important.  Of 
course we can increase the population size and number of generations, but at a cost of longer 
time.  It is also possible to influence the search by selecting appropriate crossover and 
mutation rates, but in general there will be a trade off between exploration (broad search) and 
exploitation (local search).  For example small rates will help us to explore the spaces around 
the current solutions and will be less likely to destroy good solutions.  It will however make it 
harder to jump to completely new areas.  Large rates on the other hand, will help cover more 
ground, but at the expense that the good solutions will be less likely to survive and will find it 
harder to converge.  This trade off between exploration of the search space and exploitation of 
promising solutions has long been an issue with simple genetic algorithms and is one of the 
key motivations behind the strategy presented in the following chapter.  
 
2.3  Classical GA Theory 
 
Classical genetic algorithms, similar to that used in the previous example, use binary encoding 
of variables and simple crossover and mutation operators.  Early attempts to explain why GA 
worked used the idea of schema as the building blocks of the solution.  This theory is able to 
show how favourable building blocks can survive and prosper in a GA and hence how a 
population could improve over time.  Nevertheless, this classical theory has received 
considerable criticism (e.g. Koehler 1997) as, for example, it does not consider how a GA is 
able to search outside the information within the population.  In addition the theory is too 
simplistic to explain the complex operators and real encoding used in the algorithms developed 
and applied in the later chapters of this thesis.  The theory, however, forms the basis of why 
GA works and as such it is included here.  More detailed discussions on schema and GA 
theory can be found in Goldberg (1989). 
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A schema is created by introducing a ‘don’t care’ or ‘wild card’ symbol (*) into the alphabet to 
indicate positions which could be filled by any value.  For example in a binary chromosome of 
length 10, the schema (1**0******) would represent all individuals with a 1 in the first 
position and a 0 in the fourth.  Schema vary depending on which positions are fixed (0 or 1) 
and which are free (*), and as such it is useful for us to have a way of defining certain 
properties of the schema.   The number of fixed positions (0s or 1s) gives the order of schema 
S, o(S) which tell us how well defined a schema is.  A high order schema is therefore more 
specific about the group of strings it describes.  The distance from the first to last fixed 
position is the defining length δ(S).  An example of these parameters is given for the strings S1 
and S2 shown below.  
 
S1 = (*1011*****)  o(S1) = 4 δ(S1) = 3 
S2 = (1******00*)  o(S2) = 3 δ(S2) = 8 
 
The theory is concerned with determining the number of a given schema present in subsequent 
generations.  That is if the number of a given schema S present in the population at time t is 
denoted as ξ(S,t), what will be the number of schema present at time t+1, i.e. ξ(S,t+1)?  There 
are two factors to consider: the selection of the schema, and the possible destruction of schema 
due to crossover and mutation operations. 
 
For the common roulette wheel selection, the selection process is based on fitness, where the 
number of a given schema selected is proportional to the average fitness of the individuals 
represented by the schema f(S,t), compared to the average fitness of all the individuals in the 





tSftStS ⋅=+ ξξ      (2.3)
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This shows that, considering selection alone, it is expected that schema with above average 
fitness will receive an increasing representation in successive generations. 
 
The crossover operation is designed to combine promising building blocks.  However it can 
also destroy them.  For example, consider the schema S1 and S2 and the individuals b1 and b2 
below. 
 
S1 = (*1011*****)  S2 = (1******00*) 
b1 = (0101100111)  b2 = (1110101001) 
 
String b1 is an example of schema S1 and b2 an example of S2.  Consider now if these two 
individuals were selected for crossover and crossed after the 5th bit.  The resulting offspring 
would be  
 
b1’ = (0101101001)  b2’ = (1110100111) 
 
The schema S1 survived in b1’ but schema S2 did not.  Additionally, b2’ contains neither S1 
nor S2.  It is clear that a schema can be destroyed only if the crossover point is within the 
range enclosed by the fixed bits of the schema.  That means that the chance of a schema 
surviving the crossover is dependant on its defining length δ(S).  In the above example we had 
δ(S1) = 3 and δ(S2) = 8.  If the total length of the string is m, there are m-1 possible crossover 
locations and the chance of crossover within the schema is δ(S)/(m-1).  It is therefore 
reasonable that in the above example, S1 with a defining length of 3 survived whereas S2, with 
a defining length of 8, and only a 1/9 chance of survival, was destroyed.  It is of course 
possible that a crossover within the schema may not destroy it, or that a crossover may create 
an example of the schema where it previously did not exist.  For this reason, the above is 
treated as a ‘worst case’ or lower bound to the expected behaviour.  Additionally as individuals 
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are selected for crossover with a probability pc≤1, it may be that not all individuals will be 
subject to this possibility of destruction.  The expected number of schema considering both 















Note the inequality (≥) is now used to account for the possible creation of new examples of the 
schema through crossover. 
 
Finally the mutation operator is considered.  Again the chance of destruction of the schema is 
calculated and the fact that schema may be created is accounted for by the inequality.  During 
simple mutation each bit is mutated with a probability, pm.  Thus for each bit the chance of 
survival is (1-pm).  Each bit is subject to this same chance and hence for a schema of order o(S) 
the chance of survival of the schema is (1-pm)o(S).  In general the mutation rate is low and this 






























This result shows that highly fit, short, low order schema will receive increasing representation 
at each generation.  Further to this, the theory makes the assumption that the relative fitness of 
a given schema and the overall population remains constant.  That is, 
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Thus the highly fit, short, low order schemata receive exponentially increasing representation 
in the population. 
 
2.4  Advances in GA 
 
Over the past three decades the area of GA has been widely developed and applied.  A basic 
coding using binary representation and set of operators, mutation, crossover and reproduction 
formed the early basis for application into mathematical problems.  Later as application moved 
into more complex areas new coding schemes and operators were developed to adapt to the 
problems under study.  In recent times efforts have also been made to alter the architecture of 
GA and to incorporate local search algorithms to further improve the performance and to help 
reduce the problems associated with classical GA where a trade off exists between exploration 
and exploitation of the possible solutions.   
 
A very good review of the early development of genetic algorithms and a collection of some 
influential papers can be found in Goldberg (1989) and Fogel (1998) respectively.  The 
foundations for GA were laid by Holland and his students in the early 1960s (Holland 1962a-b) 
with a mathematical framework and the idea of schema following shortly after (Holland 1968, 
1971, 1973).  By the time Holland collated his ideas in his book ‘Adaptation in Natural and 
Artificial Systems’ (Holland 1975), the basics of GA were well established.  Though Holland 
is unquestionably the father of GA, the first use of the term ‘genetic algorithm’ was in fact by 
one of his students (Bagley 1967).  While Holland’s work remained general, another one of his 
students (De Jong 1975) began to focus on problems in function optimization.  De Jong 
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reduced the genetic algorithm to its bare essentials in order to conduct an in-depth study into 
the effect of genetic operators.  The resulting GA, using simple crossover and mutation and 
roulette wheel selection was denoted as R1.  In addition De Jong considered 5 additional 
models, R2 to R6, which used various modifications of the genetic operators.  The study, on a 
set of five mathematical test functions, paved the way for future GA studies and applications.         
 
Following De Jong’s work, a number of studies were conducted on improving the basic GA.  
The crossover and selection operators were often the focus, with several crossover (Booker 
1987), selection (Baker 1987), fitness scaling (Goldberg 1989), and ranking (Whitley 1989) 
procedures proposed.  These modifications helped to improve performance by striking an 
appropriate balance between exploration and exploitation of solutions.  Diversity can be 
maintained in the population during early stages by reducing the impact of highly fit 
individuals, while late in the process, when fitness values tend to converge, differences in 
fitness can be exaggerated to ensure the better individuals survive.   
 
Due to their general form, GA have been applied to a wide range of problems.  Mathematical 
function optimization problems have generally been used in the development of GA due to 
ease of implementation and direct calculation of fitness.  The five function test suite of De 
Jong has often been used, and was extended to ten functions by Schaffer et al (1989).  Their 
study, on the effect of GA parameters, suggested that mutation may play a more crucial role 
than had previously been recognized.  The F6 function proposed by Schaffer was used to 
demonstrate a modified GA proposed by Potts et al (1994).  The modified GA split the 
population into ‘species’ allowing for different rates of mutation etc to be used in each species.  
This division of the search allowed broad exploration of the search space to be conducted in 
parallel with a search exploiting the best solutions.  The MGAMAS algorithm proposed in this 
thesis uses this idea of multiple species, while modifying the strategy to use real encoding and 
improved genetic operators.  Combinatorial optimization using GA often focused on the 
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travelling salesman problem (TSP).  The TSP is conceptually a very simple problem whereby a 
salesman wishes to visit n cities and return home in the most efficient sequence.  As the 
number of cities increases, this problem quickly becomes difficult due to the large search space 
as the number of possible combinations is given by n!.  A good overview of the use of GA for 
TSP is given in Michalewicz (1994) while some of the early efforts in this area can be seen in 
Goldberg and Lingle (1985), and Grefenstette et al (1985).  Game theory problems such as the 
iterated prisoner’s dilemma are also well handled by GA.  The GA can allow various strategies 
develop and compete for survival in a tournament type situation (Axelrod 1987).   
 
System identification problems are solved using GA by specifying an appropriate objective 
function, usually specified in a form that rewards smaller errors between simulated and 
measured system output.  Iba et al (1993) presented results for non-linear time series prediction 
and pattern recognition problems which used a GA combined with a least squares method.  
The GA was used to develop an appropriate model while the least squares method was used to 
find appropriate model coefficients.  The identification of linear and non-linear auto regressive 
with exogenous inputs systems using GA has been studied by Luh and Wu (1999).   
 
The use of GA in structural identification and damage detection is a relatively new 
development.   Much of the recent work on structural identification has been carried out by 
C.G. Koh, his colleagues and students, incorporating GA into various substructure and hybrid 
identification schemes (Koh et al 2000, 2003a,b, Koh and Shankar 2003a,b).  These schemes 
generally aim to identify stiffness and damping (and, in some cases, mass) parameters from the 
dynamic time history information with an objective function that minimizes the error between 
the measured and simulated accelerations.  Some success has also been achieved using static 
displacements or frequency domain models.  Perera and Torres (2005) identified damage in 
structures by minimising a dynamic residue vector, while Koh and Shankar (2003a) used 
reference displacements from a frequency based dynamic model.  Rao et al (2004) also used 
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frequency information, utilizing the sum of diagonal terms from a residual force matrix as the 
objective function.  Chou and Ghaboussi (2001) simply used the response of the structure to a 
series of static load to define their objective function.  This method has the limitation that only 
stiffness information can be obtained.  The evolution strategy proposed by Franco et al (2004) 
was in effect an adaptive GA, whereby the magnitude of mutations adapted as the analysis 
proceeded.  The results presented for a 10-DOF structure were very good.  Where full output 
was available the average, error was only 2.7% under 5% noise.  The procedure was less 
satisfactory, however, when only partial (3) output measurements were used and the average 
error increased to more than 15%. 
 
2.5  Chapter Summary 
 
Genetic algorithms have been introduced in this chapter as search algorithms.  GA differ from 
traditional search algorithms in that they (1) work with a coding of the parameter set rather 
than the parameters themselves, (2) search from a population of points, not a single point, (3) 
use an objective function rather than derivatives or other auxiliary information, and (4) work 
based on probabilistic rules rather than deterministic ones.  The combination of coding, a 
population-to-population search, blindness to auxiliary information and randomised operators 
give GA the robustness required for application to a wide range of problems.  While some 
issues, such as the trade off between exploration and exploitation of solutions still remain, 
recent application of GA to system identification problems has shown some promise.  It is the 
purpose of this thesis to build on that promise and to develop a robust strategy for application 
in the area of structural engineering. 
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Chapter 3.  Identification Strategy 
 
The identification strategy presented in this chapter should be viewed as an iterative, two-tier 
strategy.  At the fundamental level, a modified GA based on migration and artificial selection 
(MGAMAS) is used to identify the system based on a given set of search space limits.  An 
upper tier, the search space reduction method (SSRM), then uses the results of the MGAMAS 
to reduce the search space, feeding the new limits back to the MGAMAS for use in the next 
identification cycle.  The motivation behind the development of the SSRM comes from the fact 
that for GA, the convergence rate and accuracy are highly dependent on the size of the search 
space.  By adaptively reducing the limits of the search, a more accurate and efficient 
identification is possible.  The heart of the method is the MGAMAS.  This algorithm, based on 
the GAMAS by Potts et al (1994), has been developed in order to provide a good identification 
technique that simultaneously explores the search space and focuses on promising individuals.  
The proposed MGAMAS includes a reduced data length procedure and other features that are 
shown to greatly reduce the computational time and to increase the accuracy of identified 
parameters.   The SSRM strategy presented in this chapter is designed to be applicable to a 
wide range of problems, be it financial, mathematical, biological, structural, hydrodynamic etc.  
As long as the system can be represented by a reasonably accurate model, capable of 
reproducing the systems response to a given input, the SSRM can be used.  This broad 
applicability is an advantageous feature of GA based algorithms and is displayed in the later 
chapters, where the SSRM is applied to specific problems by making appropriate adjustments 
to, for example, the dynamic model used.  
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3.1  SSRM 
 
The search space reduction method (SSRM) aims to increase the accuracy and efficiency of 
identification by reducing the search space.  The layout of the SSRM is shown in figure 3.1, 
while the MGAMAS, that provides the search capability, is shown in figure 3.4 and explained 
in the next section.  The basic idea behind the SSRM is as follows; Let the search space reduce 
for those parameters that converge quickly in order to reduce computational effort spent 
looking far outside the area where the optimal solution lies.  This is achieved by carrying out 
several runs of the MGAMAS, following which the mean and standard deviation of the 
identified parameters are computed.  The standard deviation gives us an indication of the 
uncertainty of the identified parameter and the search space can be reduced accordingly.  If the 
standard deviation is small it is likely that the mean is close to the optimal parameter value and 
the search limits can be reduced.  Conversely, if the standard deviation is large we should 
continue to search broadly for that parameter.  Eventually as some parameters converge almost 
exactly, the SSRM in effect reduces the number of unknown parameters and those remaining 
can be identified more efficiently.   
 
The main parameters that define the SSRM are the number of runs to be used for evaluation of 
the search space, the total runs to be carried out and the width of the reduced search space 
window.  In addition a convergence exit criteria may be included to exit from the system early 
if satisfactory convergence is achieved.  The final result can be output as either the single best 
result or as the average of a given number of the best runs over all of the runs conducted.  The 
numerical results presented in chapter 4 indicate that, for the structural identification problems 
studied, there is no significant benefit in keeping additional results.  In these cases, using only 
the single best result gives the best performance.    
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Fig. 3.1  Search Space Reduction Method  
 
3.1.1  Runs for Evaluation of Limits and Total Runs 
 
In order to be effective the SSRM must work on a reasonable number of runs.  The number of 
runs to be used for evaluation of the search space limits should consider the following points.   
 
• The number of runs must be sufficient to get a reasonable estimate for the mean 





Store result of run 
Number of runs 




COV < required COV  
Calculate mean, standard 
deviation and coefficient of 
variation (COV) of each 
parameter 
Output average of best results over all runs 
Total runs 
completed? 
Redefine search space 
according to 
 
Limits = Mean ± Window × 
Standard Deviation 
 






Chapter 3.  Identification Strategy 
      
 42
• The search space is not reduced until the given number of runs is complete.  A large 
number of runs therefore delays the time when the search space is first reduced.   
• Newer results should be more accurate and including a large number of results in the 
evaluation of new limits may slow convergence.  On the other hand too few results 
may encourage premature convergence to local optima.   
 
The number of runs must therefore be carefully selected to achieve the desired performance as 
more runs will make the system more robust, but will slow convergence resulting in less 
accurate results and/or an increase in the total computational time 
 
The total runs to be used depends mostly on the accuracy required and the computational time 
allowed.  In theory, as the search space is reduced after each additional run, the results will 
become more and more accurate.  In reality, however, accuracy will be limited due to such 
factors as noise and after a time no further improvement in accuracy is possible.  The total runs 
should also consider other factors such as the population size and number of generations.  For 
example, if all other parameters are constant, using a total of 10 runs and 200 generations per 
run will result in the same computational time as would 20 runs with 100 generations per run.  
It is therefore important to achieve the right balance of GA parameters, an issue which is 
addressed in chapter 4. 
 
3.1.2  Reducing the Search Space 
 
limits original beyondnot but  ;  dev stdwindowMean limitsSearch ×±=  (3.1)
 
The width of window defines how quickly the search space is reduced according to equation 
3.1.  It is important to choose a window that is small enough to encourage convergence but big 
enough that the global solution is very likely to lie within the new, reduced, search space.  
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Again this window parameter will depend on other GA parameters as well as the nature of the 
problem.  For simple problems, where the results are expected to be quite reliable, a smaller 
window can be used, whereas if the results are uncertain a larger window may be a safer 
option.  In the application of the strategy in this thesis the window is taken as 4, i.e. the 
reduced limits are set as 4 standard deviations on each side of the mean.  Statistically this 
ensures there is a very high chance that the actual result will remain within the reduced limits.   
 
 
Fig. 3.2  Example of weights used  
4 runs are used to evaluate search space and 10 total runs are allowed 
 
In the SSRM the mean value of each parameter is calculated using weighted results whereby 
the more recent runs are given a higher weighting.  This is to recognise that the results should 
improve as the search space is reduced.  The weighting used is as follows.  A weight of 1 is 
assigned to each of the original runs, until the first time the search space is reduced.  The run 
immediately following this is given a weighting of 2, then 3, 4 and so on as illustrated in figure 
3.2.  For example, if 4 runs are used for the evaluation of limits and a total of 10 runs are used, 
the search space will first be evaluated after the 4th run.  In this case all 4 runs will be weighted 
equally.  After the 5th run the limits will again be evaluated, with run 5 assigned a weighting of 
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the 9th run, the limits used for the final (10th) run will be evaluated from runs 6 to 9 with 
weights of 3, 4, 5 and 6 respectively.   
 
If desired, a convergence criterion can be included so the results can be output early if the 
values converge quickly.  In this case the ratio of the standard deviation and mean (coefficient 
of variation) is used.  In general the coefficient of variation gives an indication of the potential 
error in the parameter values and is therefore useful to check at the end of the program to see 
to what extent the results have converged.   
 






121 21000100100),( xxxxxxf +−+−=  (3.2)
 
As an illustrative example of the SSRM procedure consider maximisation of the 2 variable 
function given in equation 3.2, over a range given by 0 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 10.  This function 
has a global maximum value of 2601 at (5,1).  The challenge in this problem is that the 
variables have largely different effects on the function value.  Over the range given, the terms 
containing x1 contribute values ranging from 0 to 2500, whereas the terms containing x2 
contribute values ranging from -80 to 1.  This results in a common problem faced by many 
search strategies whereby changes in x1 alter the function value far more than changes in x2.  
Consequently, the parameter value identified for x1 will generally be much more accurate than 
that for x2.  The SSRM tackles this problem very effectively.  For example, the first 4 runs of 
the MGAMAS may return results of (4.96, 0.20), (4.99, 1.80), (5.00, 1.70) and (5.08, 0.92), 
with corresponding function values of 2600.20, 2600.35, 2600.51 and 2600.35.  These results 
give mean parameter values of 5.0075 and 1.155 and standard deviations of 0.0512 and 0.7484.  
It is seen that, while x1 has converged almost exactly, x2 has considerable variation.  The 
SSRM would then reduce the limits.  Using a window width of 4.0 the new limits become 
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4.8027 ≤ x1 ≤ 5.2123, 0 ≤ x2 ≤ 4.1486.  Within these new limits the function value varies by up 
to 4.51 due to changes in x1 and by 9.91 due to changes in x2.  The relative significance of the 
parameter x2 has increased and the identification results in future runs will improve 
accordingly.  The parameter x1 will also continue to improve as the search becomes more 
focussed and effort is not wasted evaluating values that lie far from the optimal solution.  The 
reduction in search space and variation in function value is shown graphically in figure 3.3.  In 
the plots, the vertical scale has a range of 3500 in both of the upper plots and 15 in the lower 







































































































Fig. 3.3  Variation of function due to x1 and x2 
Original search space above, reduced search space below 
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3.2  MGAMAS  
 
The heart of the SSRM is the modified genetic algorithm utilising migration and artificial 
selection (MGAMAS).  This strategy is based on the basic GAMAS by Potts et al (1994) but 
uses a floating-point representation and includes new operators and techniques designed to 
increase the speed and accuracy of identification.  The basic layout of the MGAMAS is shown 
in figure 3.4 and the important features of the strategy discussed in the subsequent sections.   
The most important features that distinguish the MGAMAS from ‘normal’ GA are the 
inclusion of multiple species, artificial selection, regeneration and a variable data length 
procedure.  In addition to these important points the strategy also includes a rank based 
selection, new mutation operators and a new tagging procedure to ensure diversity in the best 
solutions.   
 
The basic layout of the GAMAS and MGAMAS algorithms are similar, with both utilising 
multiple species, and an artificial selection procedure.  The differences come in the way the 
search is conducted within each species.  The original GAMAS was a binary coded GA and 
used classical crossover and mutation operations.  The search was controlled by allowing for a 
different rate of mutation in each species.  In contrast, the MGAMAS proposed here uses real 
encoding of variables and as such adopts non-uniform mutation operators, allowing the focus 
of the search to vary, not just across species, but also over time.  In addition to this major 
difference, the MGAMAS includes a new tagging procedure and a reduced data length 
procedure which is specifically designed for dynamic problems.  These important changes and 
additions are discussed in the relevant sections below.  
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Fig. 3.4  Modified Genetic Algorithm based on Migration and Artificial Selection 
Start 
Random generation of initial 
population 
Cut-off point  
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3.2.1  Solution Representation 
 
Solutions are represented using floating-point numbers in vector form.  Here each parameter is 
represented by a single value and the vector of all parameters makes up an individual (possible 
solution).  The floating-point representation is more natural and compact than the binary 
encoding traditionally used in GA, and avoids problems such as hamming cliffs discussed in 
the previous chapter.  In addition, the floating-point representation enables easy application of 
new operators, such as non-uniform mutation, that would have been more difficult or 
impossible to implement in a binary system.  There are of course some arguments in favour of 
binary encoding, the main one being that, by controlling the number of bits we can effectively 
control the resolution of the search required.  This is however considered a minor benefit, or 
even a disadvantage, with respect to the problems under study as a reasonably high resolution 
is required to properly capture the dynamic behaviour of the system.  In the programs 
developed, double precision (8-byte) real numbers are used allowing for approximately 15 
significant digits.  Each species is stored in matrix form with each row in the matrix 
representing an individual solution.  Figure 3.5 gives an illustration of the representation for a 
problem of m variables, x1 to xm, and species size n. 
 
 
Fig. 3.5  Representation and storage of solutions (example) 
1.345 2.175 1.893 0.278 Individual 1 
x1 x2 x3 xm-1 xm 
0.987 
1.287 2.002 1.978 0.222 Individual 2 1.325 
1.529 3.015 1.556 0.135 Individual 3 1.114 
2.098 1.987 1.758 0.956 Individual n-1 0.773 
1.037 2.136 1.987 0.786 Individual n 0.993 
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3.2.2  Multiple Species and Focus on Mutation 
 
The real power of the GAMAS and MGAMAS strategies lies in the division of the population 
into species.  One of the limitations of GA has always been the trade off between exploration 
and exploitation.  That is, it is difficult to find a balance between utilising the information from 
the previous good solutions (exploitation), and maintaining a broad search capability 
(exploration).  By splitting the population into multiple species this problem is greatly reduced.  
As one species searches broadly another can be designed to search locally around the best 
solutions.  In the MGAMAS, four species are used.   Species 1 is used to store the best results 
while species 2-4 conduct searches increasing in focus from a very broad random search to a 
more refined local search.  The various searches are controlled by using different mutation 
operators.  This focus on mutation is a necessary modification from classical GA brought 
about because of the real encoding of variables.  In a binary system, crossing over creates new 
parameter values and mutation is necessary mainly to ensure that specific bit values are not 
permanently lost from the process.  In a real system however, crossover becomes, in effect, a 
recombination operator, only altering the combination of parameters and not the parameter 
values themselves.  Mutation therefore becomes highly important in modifying the existing 
parameter values in order for the search space to be properly explored.   The operators used to 
achieve the desired mutations are discussed further in the relevant sections. 
 
3.2.3  Regeneration, Reintroduction and Migration 
 
A well-known problem with many search algorithms, including GA, is that the solutions may 
converge to local optima and find it difficult to escape to find the global optimum solution.  
Regeneration involves the complete random replacement of a species.  In this way the process 
is effectively restarted and new optimum may be found.  In the MGAMAS strategy developed, 
only species 2 and 3 are regenerated.  This allows species 4 to focus on refining the previously 
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generated solutions while species 2 and 3 search for new possibilities.  The number of times 
regeneration is carried out must be reasonably small to allow sufficient time between 
regenerations for good solutions to develop.    
 
To ensure that species 4 operates on a set of good solutions a reintroduction is required.  This 
involves inserting individuals from species 1 into species 4 at a prescribed interval.  The 
number reintroductions required should consider that while it is desirable to have the best 
results being modified in species 4, some time may be needed in order to develop the solutions.  
Despite this, it is found in the following chapter that ensuring the best results are present in 
species 4 is most important and reintroduction should be carried out frequently to achieve the 
best results.    
 
Migration allows for the exchange of information between species.  Just as human movements 
between cities or companies can help transfer knowledge and ideas, the migration of 
individuals between species can help share important information.  The migration operation 
involves swapping randomly selected individuals between species 2 and 3 and also between 
species 3 and 4.  The number of individuals to be moved at each generation is controlled by the 
migration rate.  While the tests conducted in chapter 4 do not show a significant advantage in 
the migration procedure, it is felt that the procedure provides benefit in terms of robustness, 
and may be beneficial as the strategy is applied to more difficult problems in the future. 
 
3.2.4  Mutation Operators 
 
A key benefit of multiple species and floating-point representation is that many different 
mutation operators are possible.  Three different mutation operators are used for the 3 species 
in the MGAMAS.  The mutation operators are designed to give each species a different 
strength so that the whole system can be effective.  In each case mutation is carried out on a 
Chapter 3.  Identification Strategy 
      
 51
single parameter value.  The mutation rate determines the probability of an individual value 
being mutated and a random number generator then determines the magnitude of the mutation 
to be applied.  A graphical representation of the mutation provided by the operators for species 
3 and 4 is shown in figure 3.6 for a case where regeneration is carried out 3 times and the 
random number generated is 0.5.  Note that the completely random mutation of species 2 
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Fig. 3.6  Average magnitude of mutations for species 3 and 4 
 
3.2.4.1  Species 2 – Random Mutation 
 
Species 2 is designed to search broadly to uncover promising areas in the search space that 
have not yet been discovered.  The random mutation of species 2 simply involves random 
regeneration of the value.  The selected parameter within the individual will be assigned a 
value randomly distributed within the parameter limits by generation of a random number, r in 
the range [0 1] as 
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)( iiii LLULrLLx −×+=   (3.3)
 
where ULi and LLi are the upper and lower limits of the search space for the ith parameter xi. 
 
3.2.4.2  Species 3 – Cyclic Non-Uniform Mutation 
 
The non-uniform mutation operator reduces the average magnitude of mutations as the 
analysis proceeds and has been shown to help increase the accuracy and convergence rate in 
mathematical optimisation problems (Michalewicz 1994).  The cyclic non-uniform mutation 
operator proposed here is based on this operator but is modified with the regeneration 
procedure in mind.  The idea is to allow for larger mutations after regeneration has taken place 
and then to gradually reduce the size of the mutations as the solutions develop.  This means the 
average size of the mutations will decrease gradually within each regeneration cycle to allow 
solutions to improve around the current values, and then increase again after the regeneration, 
where it is desirable to search broadly again for new possibilities.  To achieve this objective 

































where r1 is a random number in the range [0 1] and r2 is randomly selected as either 0 or 1.  
MOD(g,R) is the remainder when the generation number g is divided by the number of 
generations between regenerations, R.   As species 4 is reserved for local search, the factor of 
0.9 ensures that the average size of the mutations in species 3 is not too small as the 
generations approach a regeneration point. 
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3.2.4.3  Species 4 – Local Non-Uniform Mutation 
 
As species 4 is designed to refine the best solutions, small mutations are preferred.  A local 
non-uniform mutation operator is used, whereby the size of mutations is gradually reduced as 
the analysis proceeds.  The following non-uniform operator achieves this mutation. 
 
( ) ( )( )




















where G is the total number of generations to be run and the multiplier (0.5) ensures smaller 
mutations as illustrated in figure 3.6. 
 
3.2.5  Crossover Operators 
 
Two types of crossover are used in the MGAMAS strategy developed, namely a simple 
crossover and a multipoint crossover.  The crossover operators used do not alter the values of 
individual parameters and should be thought of as ‘recombination’ operators as they 
recombine parameters from different individuals.  The mutation and crossover operators 
therefore work in tandem, modifying and recombining the parameters to explore new areas of 
the search space.   
 
3.2.5.1  Simple Crossover 
 
The simple crossover is similar to the crossover performed in binary GA, the only difference 
being that, as unknown parameters are represented by real numbers, crossovers can only occur 
between parameters and as such cannot alter the parameter values themselves.  Where 
Chapter 3.  Identification Strategy 
      
 54
mutation is carried out on each parameter separately, crossover is applied to whole individuals.  
The probability of an individual being involved in the crossover is given by the crossover rate.  
A pool of individuals are randomly selected for crossover and then randomly paired with one 
another.  The switching position is randomly chosen for each pair and offspring produced by 
combining the left part of one parent with the right part of another and vice versa.  For 
example if the two parents, PA and PB, with parameter values a1 to a10 and b1 to b10, are crossed 
at location 3, two offspring, O1 and O2 will be created as shown below. 
 
PA = ( a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 )  PB = ( b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 ) 
O1 = ( a1 a2 a3 b4 b5 b6 b7 b8 b9 b10 )  O2 = ( b1 b2 b3 a4 a5 a6 a7 a8 a9 a10 ) 
 
3.2.5.2  Multipoint Crossover  
 
The simple crossover depends on the order of parameters within an individual and is good at 
retaining important relationships between adjacent parameters.  However, as the recombination 
is dependant on the order of the parameters, many possibly useful recombinations are not 
possible.  For example, when considering a structural identification problem with n mass and 
stiffness variables, it may be natural to keep adjacent stiffness values together and as such 
arrange the individuals as [k1 k2 … kn m1 m2 …mn].  However just as importantly, 
corresponding pairs of mass and stiffness, for example k1 m1 may be good to keep together.  If 
simple crossover is used the order of the parameters is important and finding an appropriate 
arrangement may be difficult.  The multipoint crossover aims to overcome this drawback by 
recombining parameters with no dependence on the order.  While this increases the chance of 
some potentially useful combinations being destroyed, as crossover points can occur at any 
number of locations, it does allow for any combination of parameters to survive.  The number 
of individuals involved in crossover for a given generation is again controlled by the crossover 
rate and pairs of individuals are randomly selected for crossover.  The multipoint crossover 
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uses many switching positions, allowing recombination of parameters from any location in the 
individuals.  The crossover is performed in the strategy developed by considering each 
parameter in turn.  A random number in the range [0 1] is generated and crossover of the 
parameter is performed when a value greater than 0.5 is returned.  An example of this 
recombination is shown below where the random numbers generated are (0.12, 0.98, 0.76, 0.43, 
0.23. 0.01, 0.63, 0.46, 0.36, 0.81) resulting in crossover at the 2nd, 3rd, 7th and 10th parameters.    
 
PA = ( a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 )  PB = ( b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 ) 
O1 = ( a1 b2 b3 a4 a5 a6 b7 a8 a9 b10 )  O2 = ( b1 a2 a3 b4 b5 b6 a7 b8 b9 a10 ) 
 
While the crossover appears to be highly disruptive at first, it must be kept in mind that the 
order of parameters here does not have the same influence as bit ordering in binary coded GA, 
where adjacent bits contribute to the coded parameter value by similar amounts.  The effect on 
a real coded GA must be considered in terms of parameter combinations.  It is true that in the 
above example the combinations such as (a1 a2), and (b6 b7), which would most likely survive a 
simple crossover, are destroyed.  We also note however, that other parameter combinations 
such as (a2 a3 a7 a10) are preserved, a result that would be highly unlikely in a simple crossover.   
 
In the MGAMAS, both forms of crossover are used as it is felt that some reasonable ordering 
of parameters is usually possible, but at the same time it is not desirable to restrict the 
algorithm to selecting only the parameter combinations allowed by the given ordering.  The 
two forms of crossover are applied one after the other.  Where both simple and multipoint 
crossovers are to be used the total crossover rate should be considered.  If a crossover rate of 
Pcs is used for simple crossover, and Pcm for multipoint crossover, the effective total crossover 
rate, Pct which is the chance of an individual being involved in at least one crossover is, 
 
)1)(1(1 cmcsct PPP −−−=  (3.6)
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3.2.6  Fitness Evaluation and Selection 
 
For the dynamic problems encountered in this study, fitness may be evaluated from the 
total sum of square error (SSE) between the simulated and measured response of the 
system.  At each time step the error between the measured and simulated data is 
computed and squared.  The sum of all these errors over all measured degrees of 
freedom is returned as the SSE.  In the programs developed the fitness is evaluated 






This function bounds the maximum fitness at 1000 as errors approach 0 giving us an 
indication of the extent to which the results have converged.  Generally selection 
would then be carried out by allocating a selection probability to each individual based 
on its fitness.  It is noted however that, as the identification proceeds, many individuals 
may have very similar fitness values and the selection procedure becomes almost 
random.  To avoid this problem a ranking procedure is used to determine the selection 
probabilities within each species.  The individuals are ranked with the worst individual 
assigned a rank of 1, the next worst a rank of 2 and so on.  The best is thus assigned a 
rank equal to the population size.  Reproduction is then carried out by the commonly 
used roulette wheel method whereby an individual’s chance of selection is proportional 
to its rank as shown in equation 3.8.  This procedure ensures that the fittest individual 
will always have twice the chance of selection of an average individual within each 
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species. The probability of survival (selection at least once) of an individual with rank 




















The survival probability for the best individual and median individual as n becomes large, can 
be easily computed as 0.865 and 0.632 by substituting R with n or (n+1)/2 respectively, and 
noting that the limit of (1+1/n)n is e while (1-1/n)n is 1/e.  The convergence to these values is very 
rapid and even for a population size of only 9 the survival probabilities are within 3% of the 
limiting values.  A plot of the survival probabilities for a population of 50 is shown in figure 






















Fig. 3.7  Survival probabilities for a population of 50 individuals 
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While the survival probabilities for the best solutions may at first appear low, we must keep in 
mind three factors.  The first is that in any given population there is likely to be multiple 
selections of the best results from previous generations.  This means that while the best 
solution has a 14% chance of not being selected, the 2nd best may represent the same, or a very 
similar solution.  The second factor of consideration is that we do not want to saturate the 
species with the same solution and so it is crucial that the selective pressure on the best 
individuals is not set too high.  Finally, the survival of the best results over all species and 
generations is guaranteed by the artificial selection procedure, ensuring the elite will survive.   
 
As the name of the method implies, artificial selection is crucial to the functioning of the 
MGAMAS.  Artificial selection involves ensuring that the fittest individuals generated over all 
of the species are stored in species 1 for future refinement by species 4.  This simple procedure 
involves comparing the fitness value of the weakest individual in species 1 with the fitness of 
the individuals in species 2, 3 and 4.  If any of the solutions represent an improvement over 
those in species 1 they replace them so that species 1 always contains the best solutions that 
have been obtained.  The original (raw) fitness values must of course be used to ensure valid 
comparison of individuals across different species. 
 
3.2.6.1  Tagging   
 
The problem with artificial selection is that the same individual could be selected many times 
and end up saturating species 1.  To eliminate this possibility and ensure diversity is 
maintained, a new idea of tagging is proposed.  The tagging guarantees diversity by blocking 
multiple selections of the solutions with the procedure as follows: 
 
• All individuals are initially assigned a 0 tag. 
• If an individual is selected for species 1 its tag is changed to 1.  
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• The tag follows the individual wherever it goes, through migration, selection and 
reintroduction. 
• If an individual is altered in any way through mutation, crossover or regeneration it no 
longer represents the same solution and its tag is thus changed back to 0 making it 
available again for selection to species 1.  
 
3.2.7  Reduced Data Length Procedure 
 
For identification of dynamic systems the simulated response of the system must be calculated 
for comparison with the measured values.  This is of course the most computationally 
demanding part of the whole process and is responsible for most of the time used.  To improve 
computational efficiency a reduced data length procedure is proposed.  The idea is to use a 
small portion of the total available data to roughly identify the parameters before increasing to 
the full data set later in the process.  Using a reduced initial data length may also help in 
identification success, as the shorter length gives rise to a smaller number of local optima, 
increasing the possibility of discovering the correct solution.  In the MGAMAS the procedure 
is achieved by specifying a cut-off point where the evaluation switches from reduced to full 
data.  The cut-off point and the length of the reduced data to use again depend on the problem 
but an indication is given in the examples presented in the following chapters.  In general, if 
noise is present, a longer reduced data sequence may be required to help average out the effect 
of the noise.  This procedure is designed for time domain comparisons but could also be used 
for comparison in the frequency domain.  For example, if the objective is to match the 
frequency response spectrum, a limited number of points in a response spectrum could be used 
first before a detailed spectrum is calculated later in the analysis. 
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3.3  Chapter Summary 
 
A novel GA based identification strategy has been presented in this chapter.  The strategy is a 
search space reduction method (SSRM) which utilises the search capability of a modified GA 
based on migration and artificial selection (MGAMAS).  The strategy is described as a two-tier 
approach whereby the SSRM uses the results of the MGAMAS to reduce the search space and 
return new search limits to the MGAMAS for further identification.   
 
The SSRM is intuitive in its design, and has been illustrated with a simple example.  By 
reducing the search space of parameters that converge quickly, we are not only able to increase 
the accuracy of these parameters, but are also better identify other parameters, the variation of 
which now has a relatively larger influence on the objective function.  The MGAMAS 
provides the search capability of the strategy.  Based on the GAMAS by Potts et al (1994), the 
MGAMAS provides a robust search, simultaneously allowing for broad search while 
preserving and improving the most promising individuals.  The population is split into multiple 
species, with real encoding of variables and appropriate mutation operators, controlling the 
search direction.  Rank based selection is used to maintain a constant selective pressure, while 
a tagging procedure guarantees diversity in the pool of best solutions.  A reduced data length 
procedure further improves performance by allowing rapid completion of early generations.   
 
The identification strategy has been presented in general terms in this chapter as it is designed 
to be easily applied to a wide range of problems, be it financial, mathematical, biological, 
structural, hydrodynamic etc.  As long as the system can be represented by a reasonably 
accurate numerical model, capable of reproducing the systems response to a given input, the 
SSRM can be used.  This simple application is a feature of GA based algorithms and is 
displayed in the following chapters, where the SSRM is applied for specific problems.  The 
GA parameters in the strategy also need to be well understood in order to achieve good 
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identification results.  The role of these parameters is examined in the following chapter where 
the strategy is applied to structural identification problems. 
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Chapter 4.  Structural Identification 
 
This chapter serves two purposes.  The first is to apply the SSRM to the identification of 
parameters in structural systems.  While investigating the performance of the SSRM on 
structural identification, a second and equally important purpose, to understand the effect of 
the GA parameter values, is simultaneously addressed.  Many studies have previously been 
carried out on determining appropriate parameters for GA (e.g. De Jong 1975, Schaffer et.al. 
1989).  Due to the changes in coding and architecture, however, these results are not directly 
applicable to the SSRM strategy.  The work in this chapter is therefore essential in gaining an 
understanding of appropriate parameter values to be used.  This understanding is developed 
progressively, beginning with known mass systems and later progressing to the more difficult 
unknown mass systems and cases where noise contaminates the input forces and 
measurements of the system. 
 
In order to properly assess the capabilities of the SSRM, comparison of results with a random 
search algorithm and a simple GA (SGA) is provided for the known mass systems.  It is shown 
that, even for these relatively simple cases, the SSRM provides far superior identification 
results.  The results of these tests are then used as a base as investigation moves to the more 
difficult unknown mass systems.  Finally, tests conducted in the presence of I/O noise give an 
insight into the accuracy that can be expected in realistic situations.   
 
Throughout this thesis, it must be kept in mind that the end goal is a procedure that not only 
performs well in theory, but that may be applied to real systems.  In developing the SSRM for 
use in practical structural problems the following points are considered. 
 
• The method should not require an unreasonably good initial guess of the parameters in 
order to converge. 
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• Real I/O measurements contain noise and the method should be tested in the presence 
of I/O noise. 
• The method should operate on incomplete measurements as it is not practical to have 
measurements at all degrees of freedom in a structure. 
• Dynamic measurements are usually obtained using accelerometers and numerical error 
is inevitable in integration of acceleration to compute velocity and displacement.  It is 
therefore preferable to utilise accelerations directly for the identification procedure. 
 
4.1  Structural Systems, Modelling and Test Procedure 
 
The structural systems considered in this chapter are two-dimensional shear buildings.  The 
structures consist of rigid beams and flexible columns, reducing the motion to a single 
translational degree-of-freedom (DOF) at each floor level as shown in figure 4.1.   
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The system dynamics are modelled as given in equation 4.1, where the mass, stiffness and 
damping matrices are readily formed from the structural properties as shown in equations 4.2 
to 4.4 respectively.  The mass of the structure is lumped at each floor level and damping is 
provided as Rayleigh damping where the damping ratio (ζ) is set as 5% in the first two modes 
of vibration by selecting appropriate values for α and β.  The matrices are all banded and 
constant over time allowing for an efficient numerical procedure to be developed.  A Newmark 
constant average acceleration integration scheme using an efficient LU factorisation of the 
matrices is used to carry out the simulation of the structural response to a given excitation.  
This integration scheme is described in section 4.1.1.    
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In order to properly compare identification results it is necessary to carry out identification 
many times and for several structures.    Shear buildings of 5, 10 and 20-DOF are considered, 
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with structural properties given in table 4.1.   For each structure, the mass and stiffness 
properties are first decided.  The eigenvalues of the system are then computed and the natural 
frequencies obtained are used to determine the values of α and β so as to provide the required 
damping ratio of 5% in the first two modes.   
 
It is desirable to carry out the identification many times using different input forces and noise 
patterns to allow for unbiased comparison of the performance of different algorithms and GA 
settings.  In order to carry out the testing, an automated procedure is used as shown in figure 
4.2.  The testing procedure starts by generating the input force.  Excitation is provided as 
random white Gaussian noise (WGN) input forces, scaled to an RMS of 1000N.   The response 
of the structure is then simulated and the accelerations recorded for feeding into the SSRM.  
For the tests conducted in sections 4.2 and 4.3, simulation is carried out for 200 data points at a 
time step of 0.01s.  The forces and acceleration measurements are obtained at selected floors as 
given in table 4.2.  As the identification of systems where the mass is unknown is more 
difficult, more acceleration measurements are used than the known mass case.  For the noisy 
trials presented in section 4.4, white Gaussian noise is added to the forces and accelerations 
before they are fed into the SSRM.  The noise is scaled such that the RMS of the noise is a 
specified percentage of the RMS of the force or acceleration signal.  The identification is then 
carried out using the specified GA parameters and the result is recorded.  For all tests 
conducted in this chapter, this process is carried out 25 times before a summary of the results 
is output to a file. 
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Table 4.1  Structural properties 
 5-DOF 10-DOF 20-DOF 
Stiffness  (x103 N/m) (1-2) 4000 (1-4) 5000 (1-10) 5000 
 (Levels) (3-5) 2500 (5-8) 4000 (11-15) 4000 
   (9-10) 3000 (16-20) 3500 
Mass  (kg) (1-3) 5000 (1-5) 6000 (1-10) 4000 
 (Levels) (4-5) 4000 (6-10) 4200 (11-20) 3000 
Damping (5% in first 2 modes) 
 Alpha 0.573346 0.344092 0.215140 
 Beta 0.003468 0.005812 0.009224 
Natural Period (s)    
 First mode 0.796 1.321 2.123 
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Table 4.2  Location of forces and measurements  
 Levels 
5-DOF System  
 Forces applied 5 
 Acceleration measurements – mass known 2, 5 
 Acceleration measurements – mass unknown 1, 3, 5 
10-DOF System  
 Forces applied 5, 10 
 Acceleration measurements – mass known 2, 4, 7, 10 
 Acceleration measurements – mass unknown 1, 2, 4, 6, 8, 10 
20-DOF System  
 Forces applied 5, 10, 15, 20 
 Acceleration measurements – mass known 2, 4, 7, 10, 12, 14, 17, 20 
 Acceleration measurements – mass unknown 1, 2, 3, 4, 6, 8, 10, 12, 14, 16, 18, 20
 
 
4.1.1  Numerical Integration Scheme  
 
The scheme for the simulation of structural response in the structural identification and 
damage detection programs uses a Newmark constant average acceleration method (e.g. Bathe 
1996) which is solved by LU factorisation.  The LU factorisation method makes use of the fact 
that the matrices are banded to efficiently generate the time history response.  This section 
covers the Newmark method, the stability of the method and finally gives the LU factorisation, 
forward substitution and backwards substitution used to generate the time history response. 
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4.1.1.1  Newmark Constant Average Acceleration Method 
 
The Newmark method works directly on the general dynamic equilibrium equation 
 
FKxxCxM =++ &&&   (4.5) 
 
Acceleration is assumed to be constant over each time step h, from time step k to k+1  
 
2
1++= kk xxx &&&&&&   (4.6) 
     

















⎛ +++= ++ xxxxx &&&&&  
 (4.8) 
 







xxxx &&&&&&&&& 244 21 −−
∆=−=∆ +   (4.9) 
 
kkk h
x∆xxxx∆ &&&& 221 −=−= +   (4.10) 
      
Substitution into the equilibrium equation at time step k+1 gives, 
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1}{}{}{ +=+++++ kkkk F∆xxKx∆xCx∆xM &&&&&&   (4.11) 
 











⎛ −−+ kkkkkkk hhh F∆xxKx
∆xxCx
x∆xxM &&&&&&&  
 (4.12) 
 







⎡ ++ + &&& 424 12  
 (4.13) 
 
This equation can then be solved for incremental displacements at each time step using the LU 
scheme in 4.1.1.2.  Velocities are then obtained easily by equation 4.10 and to maintain 
equilibrium at each step, acceleration is calculated directly by substitution of these values into 
the equation of motion (Eq 4.5) at time step k+1.   
 
Stability 
The stability can be investigated by considering the case of undamped free vibration of a single 
degree of freedom oscillator.  
 
02 =+ xx ω&&   (4.14) 
 
Rearranging equation 4.13 with F = 0, C = 0, kk xx







⎛ + ωω   (4.15)
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λ is always complex as 022 >ωh and so the spectral radius is 
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Thus the method is unconditionally stable. 
 
4.1.1.2  LU Factorisation Scheme 
 
Due to the banded nature of the matrices for the shear frame structures considered, normal 
factorisation schemes are inefficient due to the large number of ‘zero’ computations.  The 
following LU factorisation, forward substitution and backward substitution algorithms are 
developed to solve for incremental displacements of equation 4.13.  Equation 4.13 is in the 
form bA∆ =x   where  
 







⎡ ++= + &&& 4and24 12  
 (4.22) 
 
It is noted that A is constant for every time step whereas b varies at each step.  A is therefore 
factorised into a lower triangular matrix L and an upper triangular matrix U.  Due to the 
symmetric and banded nature of A, L consists of a diagonal with values all 1 and a single 
lower band whereas U consists of a diagonal and upper band.  Thus A, L and U can be stored 
as shown below, where the subscripts used denote the position in the simplified system rather 
than the original matrices. 
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This factorisation only needs to be carried out once as the matrices do not vary with time.  At 
each time step, the vector b is calculated and the incremental displacement solved by forward 
and backwards substitution as follows. 
 





































4.2  Known Mass Systems 
 
The first phase of tests evaluates the performance of the SSRM compared to the MGAMAS 
alone as well as a simple GA (SGA) and a random search algorithm.  Many combinations of 
GA parameters are tried as each identification strategy is applied to structural problems where 
the mass is known prior to identification.  For these known mass tests the search limits on 
mass are set to the actual parameter values, reducing the parameters to be identified to n 
stiffness values and 2 damping values for an n-DOF system.  The initial search limits for 
stiffness and damping are set as half to twice the actual parameter values.  The search limits 
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are reasonably wide and are not symmetrical about the exact solution, to ensure the strategy is 
fairly tested.  For the tests conducted, all four strategies use real encoding of the parameters so 
that comparison of results can be easily made.  The simple GA uses a single population with 
simple crossover and random mutation. 
 
Table 4.3  GA parameter test values 
Parameter Values 
Parameter 
Case A Case B Case C 
Main tests    
Population size1 EN.20  EN.50  EN.80  
Number of runs2 2 / 3 4 / 9 6 / 15 
Crossover rate3 0.4 0.8 - 
Mutation rate 0.05 0.10 0.20 
Number of regenerations 420 EN.  450 EN.  - 
Number of reintroductions 450 EN.  45.2 EN  - 
Additional Tests4    
Migration rate (0.05) 0 0.10 - 
Window width (4) 2.5 6 - 
Runs to average for output (1) 2 3 4 
1   population is the total population and should be divided by 3 for each species of the SSRM and 
MGAMAS. 
2   runs for evaluation of limits / total runs.  
3 for SGA only simple crossover is used and the rate is based on the total crossover rate 1-(1-Pc)2 
4 numbers given in brackets are the parameter value used in the main tests   
 
For each GA parameter of interest 2 or 3 different values are tested, resulting in a large number 
of possible combinations.  The testing of parameters is spilt into two sections.  Firstly, the 
main set of tests is carried out considering all possible combinations of the ‘main’ parameters.  
Following this, additional tests are conducted by varying the other parameters about the best 
values identified in main tests.  This procedure is used as including all parameters in the main 
tests would result in an unreasonable number of tests to be carried out.  With the GA parameter 
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variations selected there are 216, 72 and 18 combinations for each system for the main tests of 
SSRM, MGAMAS and SGA respectively.   
 
The parameters to be varied and their trial values are listed in table 4.3.  The original values, 
used for the main tests, of the parameters to be investigated in the additional tests are given in 
brackets ( ) in the table.  In addition to these tests, additional study is done into varying the 
mutation and crossover rates for individual species.  Some of the values given in table 4.3 are 
related to the total number of evaluations, NE.  The total population size is set proportional to 
the square root of total evaluations so that the number of generations and population size will 
be in proportion.  The number of reintroductions and regenerations on the other hand are set 
proportional to the 4th root.  This formula is chosen as the numbers should not increase 
proportional to the number of generations, but at the same time may not be constant values.  
The 4th root is found to provide a good value between a constant and the square root of NE.  
 
When conducting tests to compare identification strategies two approaches are possible.  The 
first is to compare the time taken in achieving a given accuracy and the second is to compare 
the accuracy that can be achieved in a given time.  In this study the latter method is used, 
whereby the total evaluations are fixed.  The total evaluations refers to the number of times the 
time history simulation is carried out and is set at 10 000, 20 000 and 80 000 for the 5, 10 and 
20-DOF systems respectively.  The computational times are approximately 3s, 12s, and 100s 
for the 5, 10 and 20-DOF systems respectively when analysis is conducted on a standard 
Pentium 4, 3-GHz PC.  The total evaluations are chosen such that mean error for the SSRM, 
using some basic GA parameters, is about 2% allowing for further improvement by fine tuning 
of the GA parameters.  The number of evaluations may seem large but is actually a very small 
portion of the total search space.  Consider for example the 20-DOF system (with 22 
unknowns).  If we were to partition each variable into 150 sections, representing 1% resolution 
of the parameter value, there would be approximately 1048 (15022) regions in the search space 
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to be evaluated.  To evaluate every point on this search space using the same computer used in 
these tests would require 3×1037 years!  The 80 000 evaluations used here therefore represent 
only a tiny fraction of the search space. 
 
4.2.1  Known Mass Systems – Results  
 
Full results of the tests conducted are presented in appendix A.  Tables A.1 to A.9 contain the 
results of the main tests while A.10 to A.12 show the additional tests conducted on the 
remaining parameters.  The tests are named as described in A.1.1 according to the parameter 
values from table 4.3.  For example, for the tests on SSRM, the test named ABBCAB refers to 
tests with the following parameters: population size A ( EN2.0 ), number of runs B (4/9), 
crossover rate B (0.8), mutation rate C (0.2), regenerations A ( 42.0 EN ) and reintroductions 
B ( 45.2 EN ).  For each set of GA parameters tested, identification is repeated 25 times and 
the mean values reported.  The fitness value, calculated using equation 3.7, has a maximum 
possible value of 1000 if the sum of square error is 0 as discussed in chapter 3.  The values 
given in brackets ( ) in the tables are the standard errors of the mean results.  The best results 
are decided based on the fitness, and errors in stiffness values.  In cases where the results are 
close, those giving the lowest error in stiffness values are presented.  Results in the tables that 
are not significantly different from the best result are highlighted in bold.  In this way good 
comparisons can be made and results considered with known confidence.  Results are 
considered significant at a 95% level of confidence, whereby results are displayed in bold if 
they satisfy the condition given in equation 4.29, where x  and Bx are the means of the result 
and best result respectively, while xs  and Bxs   are the standard errors of the means. 
 
No significant difference if    2296.1 xxB ssxx B +≤−  (4.29)
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There are two important aspects to the results presented.  The first is the GA parameters giving 
the best results, and the second is the accuracy of the results themselves.  GA parameter values 
giving the best results are presented in table 4.4.    In order to get a feel for how the GA 
parameters affect the performance of the SSRM, plots of the variation of mean error in 
stiffness value are presented in figure 4.3.  These plots are prepared by varying only one 
parameter at a time about the values given in table 4.4.    It is interesting to note that for a 
classical GA (similar to the simple GA used in this study) large population sizes are generally 
preferred, however for the SSRM small populations tend to work best.  This is probably due to 
the fact that carrying out multiple runs decreases the number of generations available for each 
run.  Using smaller populations helps to better keep the number of generations at a reasonable 
level.  It is also interesting to note that the effect of mutation rate is very different.  Large 
mutation rates are preferred for the SSRM compared to small rates for the SGA.   
 
Additional tests carried out on migration, window width, etc for the SSRM show that the 
results of the main tests are not significantly improved by changes in these minor parameters.  
Using a smaller window appears to improve results; however it is felt that this may reduce the 
robustness of the system for more difficult problems.  The use of a smaller window is further 
explored for the unknown mass systems in the next section.   
 
A very promising aspect of these trials is the consistency that is achieved across the 3 systems 
studied.  In all cases the parameter combination ABBCAB produces the best results for the 
SSRM.  In the case of the large 20-DOF structure a lower mutation rate, ABBBAB, also gives 
very good results.  It is expected that this is due to the fact that for the larger systems, more 
mutations will occur in an individual, and a lower rate may be desirable to prevent excessive 
mutation.  The higher rate does however prove appropriate for these known mass cases.  Due 
to the good consistency of results it is possible to come up with some recommended or 
standard values to be used on similar problems.  These recommended values are given in table 
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4.5.  The recommended values mirror those used in the trials in most cases, however some 
small adjustments are suggested.  The runs are given as 4/10 rather than 4/9 used in the trials.  
It is felt that this will provide a little more robustness to the system.  This suspicion is 
confirmed in later sections where the results are as good as, or better than, those achieved here.  
The regeneration is given as 3 and reintroduction is stated simply as high to suggest that a 
higher rate may give even better results.  This possibility is also investigated for the unknown 




























































































Fig. 4.3  Variation of parameters about best results 
circle = 5-DOF, triangle = 10-DOF, cross = 20-DOF, solid line = Average 
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Table 4.4  Known mass systems – Best GA parameters 
  5-DOF 10-DOF 20-DOF 
SSRM       
 Population  size A 7 x 3 A 9 x 3 A 19 x 3 
 Runs B 4/9 B 4/9 B 4/9 
 Generations 53 82  156 
 Crossover rate B 0.8 B 0.8 B 0.8 
 Mutation rate C 0.2 C 0.2 C# 0.2 
 Regeneration A 2 A 2 A 3 
 Reintroduction B 25 B 30 B 42 
MGAMAS     
 Population  size C 27 x 3* A 9 x 3 A 19 x 3 
 Generations 123 741  1404 
 Crossover rate B 0.8 B 0.8 B 0.8 
 Mutation rate C 0.2 A 0.05 A 0.05 
 Regeneration B 5 A 2 A 3 
 Reintroduction B 25 B 30 A 8 
SGA     
 Population  size C 80 C 113 C 226 
 Generations 125 176  354 
 Crossover rate A 0.64 B 0.96 B 0.96 
 Mutation rate A 0.05 A 0.05 A 0.05 
# a mutation rate of 0.1 (ABBBAB) also gave very good results here.  The decision to choose the higher 
rate of mutation (C) was made recognising the consistency across all systems.   
* It is noted this result is not consistent with the small populations of the 10 and 20-DOF systems.  
However, it is observed in table A.4 that the results for small population size are very similar.  For 
example the result for AABBB has even better fitness but slightly higher mean error in stiffness (1.09%).  
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Table 4.5  Known mass systems – Recommended GA parameter values for SSRM  
Population size EN.20  
Runs 4 / 10 
Runs to ave for output 1 
Crossover rate 0.8# 
Mutation rate 0.2 




# for both simple and multiple crossover 
 
Table 4.6  Known mass systems – Identification results 
  SSRM MGAMAS SGA RANDOM 
5 DOF     
 Mean fitness 807 (34)* 485 (36) 100 (16) 7.83 (0.65) 
 Mean error in stiffness 0.43% (0.05) 0.97% (0.08) 4.58% (0.42) 10.5% (1.0) 
10 DOF     
 Mean fitness 923 (11) 657 (30) 129 (11) 4.64  (0.21) 
 Mean error in stiffness 0.43% (0.03) 1.35% (0.10) 4.22% (0.29) 20.1% (1.1) 
20 DOF     
 Mean fitness 924 (17) 474 (32) 18.9 (0.5) 1.44 (0.04) 
 Mean error in stiffness 0.52% (0.03) 2.29% (0.15) 8.33% (0.39) 24.3% (0.9) 
* Standard error of the mean values are given in ( ) 
 
While the primary result from this section is the GA parameters to be used, we are also 
interested in the accuracy of results that has been achieved.  A summary of the results is 
presented in table 4.6.   Results clearly show that the SSRM performs better than the 
MGAMAS alone, and far better than a simple GA or a random search.  Although these results 
refer to the easier, known mass systems and there is no noise in the signals, the accuracy 
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achieved is very encouraging.  Furthermore the computational time required to identify the 7 
unknown parameters of the 5-DOF system is only 3.2 seconds.  A time of 100 seconds in 
identifying 22 unknowns in the 20-DOF system is very reasonable.  
 
4.3  Unknown Mass Systems 
 
Unknown mass systems present a far greater challenge than the known mass systems 
considered in the previous section and are rarely considered in other studies.  The problem of 
identifying both mass and stiffness is difficult as, not only are the number of unknowns 
increased, but different combinations of mass and stiffness can produce the same natural 
frequencies and mode shapes, leading to similar response characteristics.  This fact can be 
easily illustrated by considering two, single-degree-of-freedom systems.  The first system has 
mass of 1 kg and stiffness of 400 N/m, and the second has mass of 5 kg and stiffness of 2 
kN/m.  It is easily seen that both systems have a frequency of 20 rad/s and would display the 
same free vibration characteristics.  Only by considering forced oscillations can these 
components be separated and identified. Few studies have attempted to identify mass in 
structural systems as the objective is generally to identify damage which is based on changes 
in stiffness values.  In some cases however the accurate calculation of mass is not possible, 
particularly when the mass is to be modelled as lumped values.  In these cases identification of 
mass can help in obtaining more reasonable estimates of stiffness.   
 
In this section the same three structures are considered, except now the mass properties are not 
input exactly but are to be identified from the range of half to twice the actual values.  As these 
problems present a far greater challenge, the total evaluations are increased to 500 000, 1 000 
000 and 2 000 000 for the 5, 10 and 20-DOF systems respectively.  The computational times 
are approximately 2min 40s, 10min 30s, and 42min for analysis conducted on a standard 
Pentium 4, 3-GHz PC.   The GA parameter values are initially set as shown in table 4.7, based 
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on the results of the previous section.   Due to the larger time taken to run the analysis, 
variation of each parameter is considered individually, rather than testing all combinations.  If 
any significant improvement is shown by altering one or more of the parameters, the 
parameters are altered and variation about these new best parameters is considered.   
 
Table 4.7  Unknown mass systems – Initial GA parameter values 
 5-DOF 10-DOF 20-DOF 
Total Evaluations 500,000 1,000,000 2,000,000 
Population size 45 x 3 65 x 3 100 x 3 
Runs 4 / 10 4 / 10 4 / 10 
Æ Generations 370 513 667 
Runs to ave for output 1 1 1 
Crossover rate 0.8 0.8 0.8 
Mutation rate 0.2 0.2 0.2 
Window width 4.0 4.0 4.0 
Migration 0.05 0.05 0.05 
Regeneration 3 3 3 
Reintroduction 50 80 100 
 
 
4.3.1  Unknown Mass Systems - Results 
 
Full results of the tests are presented in Appendix A (tables A.13 to A.15).  A summary of the 
GA parameters giving the best results are presented in table 4.8.  As before, the ‘best’ results 
are decided based on the fitness and errors in stiffness and mass values.  Some variation is 
natural due to the random nature of the GA.  The purpose is to identify GA parameters that 
will give consistently good results rather than trying to obtain so called optimum GA 
parameters which do not exist in reality due to variation across systems, noise etc.  We do not 
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want to change parameters to achieve only a small gain but would rather use parameters that 
work well over all systems.  Results are therefore only considered as an improvement if the 
result is significantly better than previous results.  The parameters that are changed from the 
initial parameters of table 4.7 are highlighted in bold in table 4.8 and discussed further below. 
 
Table 4.8  Unknown mass systems – Best GA parameters   
 5-DOF 10-DOF 20-DOF 
Population size 45 x 3 65 x 3 100 x 3 
Runs 5 / 15 5 / 15 5 / 15 
Æ Generations 247 342 444 
Runs to ave for output 1 1 1 
Crossover rate 0.4 0.3 0.4 
Mutation rate 0.2 0.2 0.1 
Window width 4.0 4.0 4.0 
Migration 0.05 0.05 0.05 
Regeneration 5 3 3 
Reintroduction 50 120 200 
 
 
As with the unknown mass systems of the previous section, the consistency of the results 
across the 3 systems is excellent.  The most significant changes necessary across all systems 
are the reduction in crossover rate and an increase in the number of runs.  The reintroduction 
rate also increased for the larger systems and the mutation rate reduced for the 20-DOF system.   
 
The decrease in crossover rate is logical because of the way the proposed strategy is 
implemented.  For the known mass case, the same parameter vector is used but with the limits 
for mass set to the exact parameter value.  This effectively reduces the crossover rate as many 
crossovers occurring in the mass portion of an individual will have little effect.  For the 
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unknown mass case however, all crossovers provide useful recombination of the parameters.  
In this way we can see that the rate of 0.8 used in the known mass systems and the 0.4 rate 
used here provide a similar number of useful recombinations.  A rate of 0.3 performs best for 
the 10-DOF system.  Nevertheless, in order to achieve consistency across the 3 systems, a rate 
of 0.4 is recommended and will be used in the tests that follow in section 4.4.   
 
The second important change in the GA parameters is the number of runs.  The runs for all 
systems are increased to 5 runs with a total runs of 15.  This increase can be explained from 
two considerations.  Firstly, as the unknown mass problems pose a greater challenge, 
increasing the number of runs leads to more certainty in the mean and a more robust solution.  
Secondly, as the total evaluations are increased for the unknown mass problems, the runs can 
be increased without reducing the number of generations too far.  For the known mass 
problems, where the total evaluations are very limited, using 15 total runs causes the number 
of generations to become very small and the performance of MGAMAS is reduced. 
 
The higher reintroduction rate required by the 10 and 20-DOF systems confirmed the earlier 
findings that a high reintroduction is desirable.  The results indicate that this high 
reintroduction rate is crucial to the performance of the strategy and the local search species 4 is 
working well to refine results. 
 
Finally the mutation rate used for the 20-DOF system is reduced.  This reduction was expected 
as the rate of 0.1 gave very good results for the known mass case.  These results confirm the 
previously mentioned conjecture that, for more difficult problems with more variables, a lower 
rate should be used to allow for slower, more stable alterations to take place.  As the number of 
unknown parameters increases, the rate must logically be reduced in order to avoid having too 
many values mutated within each individual.  A rate of 0.1 also gave very good results for the 
20-DOF known mass systems.  This suggests that a rate of 0.1 may also be applied to both 
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known and unknown mass systems, allowing for a single mutation rate for each system 
irrespective of whether the mass is known or not.  In the following section a rate of 0.1 is 
therefore used for the 20-DOF system in both the known and unknown mass cases. 
 
The parameters that do not require changing also help to build understanding.  In particular it 
is interesting to note that when the window width is reduced to 3 the performance actually 
becomes worse.  This agrees well with the earlier discussion about the need to maintain a 
reasonably wide window in order to keep the strategy robust.  It is also good to receive further 
confirmation that simply outputting the best result is preferred over keeping several results to 
average.  While the population size for the 20-DOF system is not reduced here, there is some 
evidence in table A.15 that a slightly smaller population size may be preferred.  In the future 
sections it is therefore recommended that a population size of 90 be used.  This reduction is 
justified by the result for 0 noise and 200 data points (as used in this section),   shown in table 
A.21.  Using a population size of 90 the mean error in stiffness reduces to 0.28%.  This 
compares favourably with the error of 0.39% achieved using a population size of 100 in this 
section.  
 
Table 4.9  Unknown mass systems – Identification results 
 5-DOF 10-DOF 20-DOF 
Mean fitness 930  (27)* 968  (17) 851  (36) 
Median fitness 985 996 920 
Mean error – stiffness 0.30%  (0.04) 0.19%  (0.03) 0.39%  (0.03) 
Mean error – mass 0.30%  (0.05) 0.18%  (0.02) 0.43%  (0.02) 
Mean error – damping 0.84%  (0.22) 0.43%  (0.09) 1.08%  (0.31) 
* Standard error of the mean values are given in ( ) 
 
Again, the accuracy of the results is of interest, and a summary of the achieved accuracy is 
given in table 4.9.  The identification of unknown mass systems is considered very difficult 
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and as such, the results presented here are considered excellent.  The next question of course is 
the quality of identification results when the signals are contaminated with noise.  This is 
investigated in the following section. 
 
4.4  Effect of Noise and Data Length  
 
In this section the effects of noise contamination and data length are examined.  The same 
systems are considered but the input forces and measured accelerations are contaminated with 
noise.  Applying noise to both the inputs and outputs is a much more general and difficult case 
compared to the common case of output only noise assumed for many identification schemes.  
The effect of this noise is illustrated in figure 4.4, where it is seen that the noise on the force is 
passed through the simulation and causes errors in the simulated accelerations, which are used 
to compute the fitness value.  All tests are again carried out 25 times using the automated 
procedure illustrated in figure 4.2.  For each test, noise is freshly generated to avoid any bias 





Identified  system 
S’ 
Actual force, F 
Noise, ei 
Measured force, F’ 







A’ = A + eo 
Accelerations, 
As simulated 
using F’ and S’ 
Observed errors 
SSE = ∑(A’ – As)2 
 
Fig. 4.4  Effect of noise on identification 
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Three noise levels are considered, namely 0%, 5% and 10% of the given signals based on the 
RMS values.   For each case, data lengths of 50, 100, 200, 500 and 1000 points are considered 
and the resulting accuracy and computational times are compared.  In all cases the GA 
parameters are as shown in table 4.10, based on the findings of the previous sections.  These 
parameters are not exactly those identified as best in the previous section but are standardised 
to achieve a uniform pattern across all systems.  As mentioned earlier, it is recognised that 
some variation in results is natural and the results identified in the previous section are not 
necessarily the ‘best’.  Using averaged or standard parameters across the systems is therefore 
reasonable and also increases the applicability to other systems.   
 
Table 4.10  GA parameters for study on the effect of noise and data length 
 Known Mass Systems Unknown Mass Systems 
 5-DOF 10-DOF 20-DOF 5-DOF 10-DOF 20-DOF 
Total Evaluations 10,000 20,000 80,000 500,000 1,000,000 2,000,000
Population size 7 x 3 9 x 3 19 x 3 45 x 3 65 x 3 90 x 3 
Runs 4 / 10 4 / 10 4 / 10 5 / 15 5 / 15 5 / 15 
Æ Generations 48 74 140 247 342 494 
Runs to ave for output 1 1 1 1 1 1 
Crossover rate 0.8 0.8 0.8 0.4 0.4 0.4 
Mutation rate 0.2 0.2 0.1 0.2 0.2 0.1 
Window width 4.0 4.0 4.0 4.0 4.0 4.0 
Migration 0.05 0.05 0.05 0.05 0.05 0.05 
Regeneration 2 2 3 3 3 3 
Reintroduction 25 30 50 50 120 200 
 
 
The full results of the tests are presented in Appendix A (tables A.16 to A.21) and the variation 
of the error in stiffness illustrated in figure 4.5.  The results for errors in identified mass are 
similar to those for stiffness.  The errors for identified mass are included in the appendix but 
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are not shown in figure 4.5.  When studying the results it must be kept in mind that the GA 
parameters are exactly the same in all cases, and as such, the time taken is proportional to the 
data length.    
 
The noise causes the error in identified parameters to increase approximately in proportion to 
the noise level applied.  Nevertheless the results are excellent in general, as even under a large 
10% noise, stiffness and mass properties are identified with good accuracy.   
 
The effect of the data length is twofold.  Firstly, a longer data length provides more 
information and helps to ‘average out’ the effect of noise such that a better identification is 
possible.  It is conceivable that there is also a second effect, whereby using more data points 
may make it harder to find the desired solution due to many local optima created, leading to a 
slower convergence of results.  This effect is observed in the case of zero noise where the best 
results are achieved at a smaller data length.  In general however, for realistic noisy data, the 
first effect will dominate and using more data should help to improve the quality of the 
identification.  The combination of these two effects does however support the idea behind the 
reduced data length procedure.   Here we can use a shorter length at first to achieve a faster 
convergence and then increase to a longer data length later in order to ‘fine tune’ the result and 
reduce the effect of noise.  This reduced data length procedure is developed and illustrated in 
the following section. 
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Fig. 4.5  Effect of noise and data length 
Circle = 0% noise, square = 5% noise, triangle = 10% noise 
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4.4.1  Reduced Data Length Procedure  
 
The primary purpose of the reduced data length is to fit more generations into a shorter time 
and hence improve the quality of the identification.  For the tests presented in this section, the 
total time is fixed as that taken for full runs of 200 data points, with the result from the 
previous section taken as a basis for comparison.  The computational times are then 
approximately 3.2s, 12.4s and 100s for the known mass case, and 2min 40s, 10min 30s and 
42min for the unknown mass case, for the 5, 10 and 20-DOF systems respectively.  As the 
time taken is approximately proportional to the data length, this effectively fixes the total data 
points evaluated as total evaluations times data length.  The tests are conducted by varying the 
full data length, the reduced data length, and the percentage of generations for which the 
reduced length should be used.  With these parameters the number of generations is chosen 
such that the total number of points evaluated (and hence time taken) will be approximately 
equal.  As the time taken for the known mass problems is reasonably short, trials are also 
conducted with the number of generations doubled.  All other GA parameters remain 
unchanged from those used in the previous section.    
 
The values used for the trials are full data lengths of 200, 500 and 1000, reduced data of 50, 
100 and 200, and percentage of generations to run reduced data of 50, 75 and 90%.  The 
number of generations for each case is set appropriately and is given along with the results in 
Appendix A (tables A.22 to A.33).  Base results for comparison are obtained by using full data 
of 200, 500 and 1000 points and these results are also displayed along with the results in the 
tables.  A summary of the best results is presented in table 4.11. 
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Table 4.11  Reduced data length – Best results 
Mean % error System 
(time 
taken) 







Known mass systems       
5% 1000 200 75 1.30 (0.11) - - 5-DOF 
(3.2s) 10% 500 200 50 2.20 (0.20) - - 
5% 500 200 50 1.51 (0.09) - - 10-DOF 
(12.4s) 10% 500 50 50 2.56 (0.15) - - 
5% 500 100 50 1.59 (0.07) - - 20-DOF 
(100s) 10% 500 0 0 3.05 (0.12) - - 
Known mass systems – Double number of generations    
5% 500 200 50 0.94 (0.08) - - 5-DOF 
(6.4s) 10% 1000 100 50 1.72 (0.18) - - 
5% 1000 200 75 1.17 (0.07) - - 10-DOF 
(25s) 10% 1000 200 50 1.82 (0.09) - - 
5% 1000 200 50 1.33 (0.06) - - 20-DOF 
(200s) 10% 1000 200 50 2.35 (0.10) - - 
Unknown mass systems     
5% 500 200 75 1.21 (0.08) 1.18 (0.10) 5-DOF 
(2min 40s) 10% 500 200 50 2.10 (0.17) 2.31 (0.17) 
5% 500 100 50 1.43 (0.07) 1.36 (0.07) 10-DOF 
(10min 
30s) 10% 1000 200 75 2.82 (0.14) 2.86 (0.15) 
1000 100 50 1.24 (0.04) 1.61 (0.07) 
5% # 
500 200 75 1.31 (0.05) 1.41 (0.06) 20-DOF (42min) 
10% 1000 100 50 2.33 (0.09) 2.63 (0.09) 
* % gen is the percentage of total generations that are run using the reduced data length before analysis 
switches to full data. 
# two results given here as best mass and stiffness did not occur for same case. 
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While the best results are impressive, we are ultimately interested in finding some standard 
parameters and data lengths that deliver consistently good results over all systems.  In the 
tables of results in Appendix A, the results which are not significantly worse than the best 
results are also highlighted.  The results for a data length of 500 with a reduced length of 200 
used for 50% of the generations (denoted here as 500/200/50) are reasonably good over all 
systems.  Table 4.12 gives a summary of these results and also gives the distance that the 
results fall from the best results given in table 4.11.  The distance is given in terms of the 
absolute difference in mean error as well as in terms of a number of standard errors as given in 












The distance reported in this way gives a good feel as to how significantly worse the result is.  
While in some cases there is a significant difference between the 500/200/50 result and the 
best, the accuracy obtained is still very good and for practical purposes the convenience of 
having a single length is desirable.   It is noted that in some cases the results are similar to 
those obtained using full runs of 500 data points.  The mean error in stiffness is on average 
0.26% better using the 500/200/50 reduced data length.  In six cases the results are 
significantly better (95% confidence interval), while in only two cases the result is 
significantly worse.  The proposed reduced data length procedure is therefore considered 
beneficial in most cases and is adopted in the study. 
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Table 4.12  Reduced data length – Results for 500/200/50 
Mean % error Distance from best* 
System Noise 
Stiffness Mass Stiffness Mass 
Known mass systems – normal gen       
5% 1.36 (0.12) -  0.06 (0.37) -  
5-DOF 
10% 2.20 (0.20) -  0  -  
5% 1.51 (0.09) -  0  -  
10-DOF 
10% 2.78 (0.15) -  0.22 (1.04) -  
5% 1.81 (0.08) -  0.22 (2.07) -  
20-DOF 
10% 3.47 (0.15) -  0.42 (2.19)) -  
Known mass systems – 2x gen     
5% 0.94 (0.08) -  0  -  
5-DOF 
10% 2.32 (0.16) -  0.60 (2.49) -  
5% 1.37 (0.07) -  0.20 (2.02) -  
10-DOF 
10% 2.47 (0.14) -  0.65 (3.91) -  
5% 1.76 (0.08) -  0.43 (4.10) -  
20-DOF 
10% 2.97 (0.12) -  0.62 (3.97) -  
Unknown mass systems      
5% 1.63 (0.13) 1.61 (0.14) 0.42 (2.69) 0.43 (2.50) 
5-DOF 
10% 2.10 (0.17) 2.31 (0.17) 0  0  
5% 1.60 (0.09) 1.50 (0.09) 0.17 (1.49) 0.14 (1.23) 
10-DOF 
10% 2.98 (0.15) 3.00 (0.15) 0.16 (0.78) 0.14 (0.66) 
5% 1.38 (0.05) 1.51 (0.06) 0.14 (2.19) 0.10 (1.18) 
20-DOF 
10% 2.78 (0.10) 3.00 (0.11) 0.45 (3.34) 0.37 (2.60) 
* gives the deviation from the best result obtained.  The value in ( ) is the distance given in terms of a 
number of standard errors as shown in (Eq 4.30).    
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4.4.2  Effect of Noise and Data Length - Summary 
 
In the presence of noise it is generally observed that a longer data length allows for a more 
accurate identification, but at the expense of additional computation time.  The reduced data 
length procedure allows the combination of fast analysis using a short data length with the 
accuracy that can be obtained from longer data.  The section has shown that, given a fixed time, 
the reduced data procedure can significantly improve the accuracy of results.  The results 
obtained show that using full data/reduced data/% generations of 500/200/50 appears to work 
well over all systems varying at most by 0.6% from the best result.  Results obtained are very 
accurate with mean errors of less than 2.0% and 3.0% achieved in all cases under 5% and 10% 
noise respectively.  Computational time is also excellent, with a 20-DOF unknown mass 
system (42 unknowns) identified in 42 minutes.  
 
4.5  Chapter Summary 
 
The effectiveness of the proposed SSRM strategy in identifying the parameters of structural 
systems has been demonstrated in this chapter.  The results presented are a summary of a total 
of 36,750 tests carried out over 110 computer-days.  This huge amount of data has allowed for 
a comprehensive comparison of results and developed a good understanding of the various GA 
parameters.  Results have clearly shown that the SSRM performs better than the MGAMAS 
alone, and far better than a simple GA or a random search.  The strategy has been 
demonstrated on both known and unknown mass systems as well as in the presence of input 
and output noise.    Results obtained are very accurate with mean errors of less than 2.0% and 
3.0% achieved for unknown mass systems with noise of 5% and 10% respectively.  The 
proposed strategy is also computationally efficient.  A 20-DOF unknown mass system (42 
unknowns) is identified in 42 minutes on a standard Pentium 4, 3-GHz PC. 
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An understanding of the effect of the GA parameters has been achieved through many tests 
conducted using various combinations of the parameters.  It is interesting to note that for a 
classical GA (e.g. the SGA used in this study) large population sizes are generally preferred, 
whereas small populations tend to work best for the SSRM.  The mutation rate is also very 
different, as large mutation rates are preferred for the SSRM compared to small rates for the 
SGA.  The total number of runs required for the SSRM is independent of the system size and is 
found to be about 10 and 15 for known mass and unknown mass systems respectively.  The 
reduced data length procedure has been introduced and full data/reduced data/% generations of 
500/200/50 gives reasonable results for all systems studied.  Finally the general GA parameters 
given in table 4.13 are recommended for use in the identification of similar systems.  
 
Table 4.13  Recommended GA parameters 
 Known Mass Systems Unknown Mass Systems 
 5-DOF 10-DOF 20-DOF 5-DOF 10-DOF 20-DOF
Population size 7 x 3 9 x 3 19 x 3 45 x 3 65 x 3 90 x 3 
Runs 4 / 10 4 / 10 4 / 10 5 / 15 5 / 15 5 / 15 
Generations 60 100 200 150 200 300 
Runs to ave for output 1 1 1 1 1 1 
Crossover rate 0.8 0.8 0.8 0.4 0.4 0.4 
Mutation rate 0.2 0.2 0.1 0.2 0.2 0.1 
Window width 4.0 4.0 4.0 4.0 4.0 4.0 
Migration 0.05 0.05 0.05 0.05 0.05 0.05 
Regeneration 2 2 3 3 3 3 
Reintroduction 25 30 50 50 100 150 
Data Length 500 with reduced data of 200 used for 50% of generations 
Time (min:s) 0:07 0:30 4:10 3:00 10:40 44:30 
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Chapter 5.  Structural Damage Detection 
 
In this chapter the SSRM strategy developed in the previous chapters is applied to the area of 
structural damage detection, an important area in structural health monitoring (SHM).  In order 
to identify damage the SSRM is used within a damage detection strategy as described in 
section 5.1.  This strategy includes an option to fix the mass of the structure based on 
preliminary identification of the undamaged structure and may also use the identified 
parameters to direct the search when identifying the damaged structure.  The effect of using 
these options is not yet understood and so an investigation into their effect is required.  The 
same 3 structures considered in the previous chapter are used and trials are carried out in order 
to investigate how to best identify the damage.  The knowledge gained is then used as the 
strategy is used to identify damaged members in a seven-storey steel model.    
 
5.1  Damage Detection Strategy 
 
There are two possible scenarios when it comes to damage detection.  (1) Damage can be 
identified with no prior measurement of the undamaged structure.  (2) Damage can be 
identified utilising previous measurements.  For the first scenario we have no choice but to 
identify the structural properties and compare these to some theoretical values in order to 
identify the magnitude and location of damage.  In this case the SSRM developed in the 
previous section can be utilised directly and no additional development is required.  For the 
second scenario however, the additional information of the undamaged structure can be 
utilised in developing an improved strategy.  This section therefore deals with the scenario 
where we have measurements of the structure both before and after damage has taken place.  
The strategy assumes that the structural mass, stiffness and damping are unknown, and the 
damage can be quantified and detected as a change in the stiffness of the damaged member.  
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Assuming the mass to be unknown allows the strategy to be applied to a wider range of 
problem and aids in proper calibration of the structural model.  The aim is to detect the 
magnitude and location of the damage from the measured response of the structure before and 
after the damage takes place.    
 
The proposed strategy is shown in figure 5.1.  The strategy contains two additional options 
designed to improve to identification to be conducted on the damaged structure.  Firstly it is 
possible to use the parameters identified for the undamaged structure as a starting point for the 
identification of the damaged structure.  This has obvious benefit in that only changes need to 
be identified giving the identification a good starting point resulting in a more accurate 
identification.  This option is implemented by setting half of the individuals in species 4 to the 
values identified for the undamaged structure.  The other half of the species as well as species 
2 and 3 are initialized randomly.  The value of half is chosen such that sufficient random 
results exist so as to ensure good performance of the crossover operation in the early stages.  
Secondly there is an option of fixing the mass based on the mass of the undamaged structure.  
This option is useful if we are sure the mass has not been altered since the measurement of the 
undamaged structure was made.  The identification of the damaged structure is reduced from 
an unknown mass problem, to a much easier known mass problem, which can be identified 
with better speed and accuracy.  There is also an added benefit that changes in stiffness will 
not be masked by an apparent change in the mass.  For cases where significant changes in 
structural mass may have occurred this option should not be used and a full identification 
including the mass of the damaged structure must be done.  Finally the extent of the damage is 
calculated as the loss in stiffness of the structure as a percentage of the original undamaged 
stiffness.  This damage measure is used as it better highlights the damaged members than 
integrity index type measures which express the remaining stiffness of the structure as a 
fraction of the original stiffness.  Integrity index values of 0.99 and 0.95 may appear similar, 
Chapter 5.  Structural Damage Detection 
      
 98
whereas (the corresponding) damage of 1% and 5% are more clearly different, and give a 
better feel for the damage that has occurred.  
 
 
Fig. 5.1  Damage detection strategy 
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5.1.1  Verification of Strategy – Simulated Data 
 
In order to observe the performance of the damage detection strategy and to assess the effect of 
the options available, trials are carried using the same structures as chapter 4.    In all cases the 
damage is simulated by a reduction of stiffness at the 4th storey.  This represents a high, 
medium and low storey for the 5, 10 and 20-DOF systems respectively.  Damage magnitudes 
of 2.5%, 5% and 10% are simulated for each structure.  In all cases the I/O noise level is set at 
5%.  All simulations are carried out for 500 data points at a time step of 0.01s, with forces 
applied at every 5th level and acceleration measurements at 60% of levels as given for the 
unknown mass cases in table 4.4.  Each system and damage level is simulated 25 times using 
fresh random force and noise signals to produce 25 different data sets.  The same 25 data sets 
are used for each case trailed so as to achieve a fair comparison of results.  In all cases the 
search limits are set as half to double the actual parameters of the undamaged system. 
 
Table 5.1  Damage detection – GA Parameters 
Known Mass Systems Unknown Mass Systems 
 
5-DOF 10-DOF 20-DOF 5-DOF 10-DOF 20-DOF
Population size 7 x 3 9 x 3 19 x 3 45 x 3 65 x 3 90 x 3 
Runs 4 / 10 4 / 10 4 / 10 5 / 15 5 / 15 5 / 15 
Generations 60 100 200 150 200 300 
Runs to ave for output 1 1 1 1 1 1 
Crossover rate 0.8 0.8 0.8 0.4 0.4 0.4 
Mutation rate 0.2 0.2 0.1 0.2 0.2 0.1 
Window width 4.0 4.0 4.0 4.0 4.0 4.0 
Migration 0.05 0.05 0.05 0.05 0.05 0.05 
Regeneration 2 2 3 3 3 3 
Reintroduction 25 30 50 50 100 150 
Time (min:s) 0:07 0:30 4:10 3:00 10:40 44:30 
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The trials presented in this section are designed in order to observe the effect that the options 
of fixing the mass and using the undamaged parameters as a starting point will have on the 
identified damage.  Therefore for each system and damage level there are four combinations of 
identification options to be tested.  Only the identification of the damaged structure is affected 
by these options.  The undamaged structure is treated as an unknown mass problem and the 
structural parameters are identified using the GA parameters given for unknown mass systems 
in table 5.1.  If the mass is not fixed based on this result, the same unknown mass GA 
parameters are then used to identify the damaged structure.  If the mass is fixed, the GA 
parameters for the known mass system can be used and the computational time greatly reduced.  
In all cases the reduced data length procedure is used with a reduced length of 200 used for 
50% of the generations.  The resulting computational times are indicated in table 5.1 for 
analysis conducted on a Pentium 4, 3-GHz PC.  The total analysis time is the sum of the 
analysis for the undamaged and damaged structures depending on the option chosen.  When 
the mass is fixed based on the undamaged parameters identified, the total times are 3min 7s, 
11min 10s and 48min 40s for the 5, 10 and 20-DOF systems respectively.   
 
Full results of the trials are presented in Appendix B and a summary given in tables 5.2 to 5.4.  
There are three components to the results presented.  These considerations can be understood 
by viewing the typical plot of damage results shown in figure 5.2, where the actual damage 
simulated is 2.5% in the 4th storey. The first component is the absolute error in the damage 
identified at the 4th (damaged) level.  Just as important, however, is ensuring that damage is not 
falsely reported at undamaged levels.  Thus the maximum false damage identified on the 
undamaged floors is also presented.  For both of these error considerations the mean, median 
and maximum values over the 25 runs are presented.  In many cases it is seen that one bad 
result distorts the mean, and the median may give a better indication of the expected 
performance.  As with the results of the previous chapter, the standard errors of the mean 
results are given in brackets next to the mean values.  A graphical overview of the mean results 
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obtained over all systems and all damage scenarios is presented in figure 5.3.  Finally, to be of 
practical use the damage identified should exceed any false damage by a reasonable margin.  
In this regard, the success of identification is herein defined as, among the tests done, the 
proportion where the identified true damage exceeds the maximum false damage by a given 
factor (which is 1, 2 or 4 as shown in the Tables).  For example, the per cent shown under 
“Success” for “4X” is the success rate corresponding to tests where the true damage identified 
at the damaged level is at least 4 times the maximum false damage identified at any of the 




























Fig 5.2  Example identification result for 10-DOF system 
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Table 5.2  Damage detection of 5-DOF system 
Identification 




2 × 4 × Mean Median Max Mean Median Max
2.5% damage           
Yes Yes 100 84 0.11 (0.00) 0.08 0.46 0.30 (0.01) 0.23 1.10
Yes No 100 68 0.41 (0.02) 0.31 1.67 0.55 (0.02) 0.37 1.97
No Yes 96 72 0.23 (0.01) 0.14 1.07 0.50 (0.02) 0.45 2.47
No  No 72 40 1.07 (0.05) 0.62 4.31 1.19 (0.06) 0.70 6.78
5% damage         
Yes Yes 100 96 0.21 (0.02) 0.09 2.06 0.34 (0.01) 0.26 1.31
Yes No 96 84 0.52 (0.03) 0.30 3.20 0.79 (0.04) 0.44 3.45
No Yes 100 100 0.18 (0.01) 0.09 0.57 0.43 (0.01) 0.36 0.98
No  No 92 76 0.94 (0.06) 0.56 7.78 1.32 (0.08) 0.84 9.60
10% damage         
Yes Yes 100 100 0.13 (0.01) 0.08 0.51 0.52 (0.01) 0.51 1.60
Yes No 100 100 0.55 (0.02) 0.35 1.99 0.80 (0.03) 0.50 2.13
No Yes 100 100 0.25 (0.01) 0.17 1.12 0.59 (0.02) 0.40 1.47
No  No 100 96 1.08 (0.04) 0.85 3.27 0.73 (0.03) 0.46 3.94
* Noise level is 5% in all cases 
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Table 5.3  Damage detection of 10-DOF system 
Identification 




2 × 4 × Mean Median Max Mean Median Max
2.5% damage           
Yes Yes 88 80 0.22 (0.02) 0.08 0.85 0.49 (0.02) 0.29 2.31
Yes No 72 48 0.65 (0.03) 0.31 3.04 1.41 (0.07) 0.88 7.85
No Yes 80 68 0.24 (0.01) 0.12 1.64 0.84 (0.05) 0.32 4.67
No  No 44 40 0.99 (0.04) 0.61 3.67 2.19 (0.09) 1.99 7.34
5% damage         
Yes Yes 96 80 0.21 (0.01) 0.12 1.15 0.63 (0.03) 0.36 2.88
Yes No 76 60 0.55 (0.02) 0.48 1.92 1.91 (0.08) 0.98 7.36
No Yes 88 76 0.22 (0.01) 0.16 0.64 0.90 (0.04) 0.36 4.20
No  No 84 68 1.00 (0.05) 0.44 5.02 1.19 (0.06) 0.45 6.28
10% damage         
Yes Yes 100 96 0.13 (0.00) 0.09 0.39 0.45 (0.03) 0.22 3.89
Yes No 96 92 0.68 (0.03) 0.44 2.20 1.35 (0.06) 0.79 6.18
No Yes 100 100 0.26 (0.01) 0.16 1.23 0.67 (0.02) 0.47 1.96
No  No 92 76 1.18 (0.04) 0.91 5.10 1.84 (0.08) 1.33 6.93
* Noise level is 5% in all cases 
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Table 5.4  Damage detection of 20-DOF system 
Identification 




2 × 4 × Mean Median Max Mean Median Max
2.5% damage           
Yes Yes 88 76 0.11 (0.00) 0.07 0.39 0.55 (0.04) 0.19 4.04
Yes No 84 56 0.28 (0.01) 0.20 0.95 0.78 (0.02) 0.50 2.66
No Yes 92 80 0.24 (0.02) 0.09 2.23 0.58 (0.03) 0.35 2.96
No  No 72 40 0.63 (0.03) 0.45 2.70 1.34 (0.06) 0.74 5.44
5% damage         
Yes Yes 92 84 0.14 (0.01) 0.08 0.82 0.57 (0.03) 0.20 2.93
Yes No 92 76 0.34 (0.02) 0.20 2.26 1.04 (0.05) 0.56 5.24
No Yes 92 88 0.21 (0.01) 0.10 0.93 0.74 (0.04) 0.36 4.97
No  No 88 76 0.58 (0.02) 0.28 1.97 1.32 (0.05) 0.84 5.74
10% damage         
Yes Yes 100 100 0.14 (0.01) 0.09 0.79 0.42 (0.02) 0.29 1.96
Yes No 100 96 0.68 (0.06) 0.29 6.47 1.20 (0.03) 1.05 3.59
No Yes 100 96 0.15 (0.01) 0.12 0.46 0.74 (0.02) 0.52 2.96
No  No 100 88 0.61 (0.05) 0.22 5.36 1.24 (0.05) 0.84 4.51
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Fig 5.3b  Mean identification results for maximum false damage 
 
The results demonstrate that the strategy is able to accurately and consistently identify even 
small levels of damage corresponding to a change in storey stiffness of only 2.5%.  The 
performance of the strategy is enhanced by using the option of fixing the mass based on the 
result of the undamaged structure.  The results also improve, although to a lesser extent, when 
the undamaged parameters identified are used as a starting point for the identification of the 
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damaged structure.  In addition to improved accuracy, fixing the mass based on the undamaged 
result reduces the computational time significantly.  For a 20-DOF system the time taken to 
identify the damaged structure is reduced from 44min 30s to only 4min 10s.  The results also 
highlight an important fact that although the identification is very good, it is not perfect.  In 
some cases the identification will fail from the standpoint that identified damage should be 
significantly larger than any false damage.  This is seen for example in the results for the 10-
DOF system with 2.5% damage at the 4th level.  In  3 cases (12%) of the 25 trials conducted, 
the damage identified at the 4th level was not more than twice that of any other level in the 
structure.  In one of those cases the damage identified at an undamaged floor actually exceeded 
that identified at the damaged (4th) level.  While this failure only occurrs once in 25 trials 
conducted it should be considered.  In an analysis of a real structure it would therefore be 
recommended that the identification be carried out more than once to ensure consistency and 
validity of the result as it would be highly unlikely that the same false result would be 
identified more than once. 
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5.2  Experimental Study 
 
In order to assess the effectiveness of the strategy on more realistic data, a 7-storey steel model 
is constructed and tested in the laboratory.  The model layout and dimensions are given in 
figure 5.4.  The structure is designed with flexible columns, provided by plate members, and 
relatively rigid beams, constructed from square hollow section, to provide a shear building 
behaviour.  Combined with the symmetry of the structure and loading, this reduces the 
significant motion to a single translation at each floor level.  The mass of the structure is also 
concentrated at the floor levels meaning the lumped mass formulation should prove reasonable.  
For modelling purpose, the levels are labelled from 1 to 7, with 1 being the bottom level and 7 
the seventh (roof) level. 
 
As a basis for comparison of results, and to help plan the identification tests, preliminary 
calculations and testing is first carried out as presented in 5.2.1.  This includes calculations of 
the estimated mass and stiffness matrices assuming a steel modulus of 205 GPa and density of 
7850 kg/m3.  The section also includes static tests to estimate the as-built stiffness of the 
structure, as well as some dynamic tests to establish the as-built natural frequencies.   
 
Following these initial tests on the model, the testing procedure for the main identification tests 
is described in 5.2.2.  This outlines the tests that are to be conducted and describes the 
damaged scenarios to be identified.  Finally, the analysis of the identification tests is presented 
in 5.2.3. 
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5.2.1  Preliminary Calculations and Testing 
 
5.2.1.1  Estimation of Structural Properties 
 
Mass 
The mass of each floor is estimated by lumping the mass of the structure at the nearest floor 
level.  The mass is calculated based on the member sizes shown in figure 5.4 and using a mass 
density of 7850kg/m3.  The mass of welds is ignored and results rounded off to the nearest 10g.  
The mass matrix (diagonal) of the structure is therefore; 
 
( )kg 31.378.378.378.378.378.378.3diag=M  
 
Stiffness 
The stiffness is estimated by slope-deflection considerations assuming pure translation of the 
floors.  The columns are assumed to start from the mid height of the beam rather than the beam 
face to account for the fact that some small rotation at the beam face may occur.  The stiffness 
is then estimated as, 
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Natural Frequencies 
The natural frequencies of the system are obtained by solving the eigenvalue problem as given 
in equation 5.1 and the resulting frequencies are displayed in table 5.5.  
 
02 =− MK ω
 (5.1)
   
Table 5.5  Calculated natural frequencies  
 ω (rad/s) f (Hz) T (s) 
Mode 1 66.95 10.65 0.094 
Mode 2 197.69 31.46 0.032 
Mode 3 319.16 50.80 0.020 
Mode 4 425.83 67.77 0.015 
Mode 5 513.06 81.66 0.012 
Mode 6 577.42 91.90 0.011 
Mode 7 616.74 98.16 0.010 
 
 
5.2.1.2  Static Tests 
 
In order to get a good estimate of the as-built stiffness of the structure, static tests are 
performed.  The model was mounted horizontally to a rigid vertical support as indicated in 
figure 5.5.  This allowed weights to be hung from the floors while displacement transducers 
recorded the displacement.  Two displacement transducers were used (one on each side of the 
model) and the average displacement taken.  The difference between the two displacements 
also allows us to observe any rotational coupling that may be present.  Several different 
weights were used and the stiffness determined from the slope of the regression line plotted 
through the load-displacement points obtained.  The procedure was repeated for each level 
starting from the first level and working outwards.  The test determines the total stiffness of the 
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structure up to the given floor and so the stiffness of the individual floors must be calculated 






























Where Ki is the storey stiffness and KTi represents the total stiffness of the structure determined 
by the slope of the regression of the displacements at level i due to load applied at level i.   
 
The measurements taken during the static tests are shown in Appendix B and the stiffness 
values obtained are presented in table 5.6.  For comparison, the stiffness calculated in the 
previous section is also displayed in the table.  It is seen that the as-built structure is actually 
slightly stiffer than the calculated values.  Back calculation for K = 450kN/m and cross section 
of 25 x 4.6mm, gives an effective column length (fixed ends) of 188mm showing the result to 
be reasonable if the column to beam connection is good.  The difference could also be due to 
slight variation in the member cross section.  Variation in the thickness of only 0.1mm would 
cause a 7% change in stiffness.  These measured values are considered more accurate than the 
calculated values and should form the basis for comparison with identification values. 
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Fig. 5.5  Static test 
 
Table 5.6 – Static stiffness of model 
 Calculated (kN/m) As Built (kN/m) 
K1 375 409.97 
K2 375 505.43 
K3 375 452.63 
K4 375 482.44 
K5 375 411.03 
K6 375 478.86 
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5.2.1.3  Impact Tests  
 
In order to determine the natural frequencies of the structure, impact tests were carried out.  
The structure was excited using a hammer and the response measured with accelerometers at 
each floor and recorded using a 16 channel digital oscilloscope at a sampling rate of 2 kS/s.  A 
fast Fourier transform (FFT) was then used to convert the signal to frequency domain and the 
structural frequencies observed from the plot of power spectrum.  2048 data points were used 
for the FFT resulting in 1024 frequency divisions.  The frequencies obtained are therefore 
accurate to approximately ±0.5Hz.  An example of the plot obtained is shown in figure 5.6 for 
the case of an impact at level 7 and measurement also at level 7.  The response at other floors 
and for other impacts identified the same frequencies.  The extracted values are shown in table 
5.7 where comparison is made with the frequencies calculated based on the stiffness values 
obtained from the static tests.  It is seen that the results match reasonably well, particularly in 
the first few modes.  The FFT also showed significant energy in the 600-1000Hz range.  This 
is most probably due to local vibrations of individual columns.  Care must be taken in planning 
the identification experiments so that these modes are not excited.  
 
0 20 40 60 80 100 120 140
Frequency (Hz)
 
Fig 5.6  Power spectrum of response at level 7 due to impact at level 7 
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Table 5.7  As-built structural frequencies 
 Calculated (Hz) # Measured (Hz) Measured Period (s)
Mode 1 11.7 11.7 0.085 
Mode 2 34.0 35.2 0.028 
Mode 3 55.3 58.6 0.017 
Mode 4 72.3 80.1 0.012 
Mode 5 90.0 98.6 0.010 
Mode 6 101.4 113.3 0.009 
Mode 7 108.6 123.0 0.008 
# Frequencies calculated using the theoretical masses and as built stiffness values from table 5.6. 
 
5.2.2  Main Dynamic Tests 
 
5.2.2.1  Excitation Force  
 
The excitation forces used for the tests must balance having broad frequency content with 
being smooth enough that they can be accurately integrated for generation of the response in 
the identification procedure.  In order to create a smoothed random force for input into the 
function generator, a random force is first generated at a time step of 0.004 s (250 Hz) and the 
signal is then converted to a time step of 0.0002 s (5000 Hz) by interpolating and smoothing 
the force over the intermediate data points.    The wave form in between 2 random points is 
generated using linear interpolation as well as the backwards and forward extension of the 
gradients of neighbouring points.  The idea is to create a curve that flows smoothly through the 
random points given.  The linear interpolation, backwards and forward extensions are therefore 
combined using weighted averages to obtain the value of the wave form at intermediate points 
as illustrated in figure 5.7 for data points 40 to 60.  As shown, one point on either side of the 
interval of interest is required for the interpolation in order to obtain the forward and backward 
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extensions.  The quadratic weighting functions used are given in equations 5.3-5.5 and 
illustrated in figure 5.8.   Using this method, 5 different force inputs were prepared for use in 
the tests.  The input forces, labelled A to E were prepared for 500 data points, representing a 
0.1s time interval and are illustrated in figure 5.9.    
 
Interpolation weight  ( )2100025.075.0 −−= iw   (5.3)
Forward extension weight ( )22000125.0 iw −=   (5.4)
Backward extension weight  200125.0 iw =    (5.5)
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Random data points Smoothed data Interpolation
Forward extension Backward extension
 
Fig. 5.7  Input force generation procedure 
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Fig. 5.8  Weights for input force generation 
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Fig. 5.9  Input forces 
 
Chapter 5.  Structural Damage Detection 
      
 118
5.2.2.2 Test Setup and Procedure 
 
A schematic diagram of the dynamic testing and data acquisition system is shown in figure 
5.10 while figure 5.11 shows the system as it was used in the lab.  The forces described in the 
previous section are input into the signal generator (Signametrics function/pulse generator, 
model SM-1020) in the PC as a *.wav file.  The signal is then passed through a power 
amplifier in order to produce sufficient power for the electromagnetic shaker.  The force 
generated by the shaker is transferred to the structure via a connecting rod at the 7th storey and 
the force measured by an ICP (Integrated Circuit Piezoelectric) force sensor (model PCB-
208C02).  Figure 5.12 shows the shaker-sensor-structure connection detail.  The shaker is 
rigidly mounted to the supporting frame using a bolted connection.  The force sensor is 
connected to the shaker by a threaded stainless steel stringer.  The sensor is then attached to an 
aluminium base plate which is threaded to accommodate a standard bolt.  A small connecting 
plate is welded to the top of the bolt to fix the assembly to the structure.   
 
The response of the structure is measured using seven ICP accelerometers mounted at the top 
of each level.  The accelerometers used are described in table 5.8 and are attached to the 
structure where possible by threaded connections to nuts mounted on the structure using epoxy 
as shown in figure 5.13a.  Where a threaded connection was not available, thin double sided 
tape was used as shown in figure 5.13b.  The signals from the force sensor and the 
accelerometers are passed through signal conditioners and recorded using a 16-channel digital 
oscilloscope.  The data was recorded on the oscilloscope at a sampling rate of 5 kS/s.  
Although the highest frequency of interest (the 7th mode) is only 123 Hz, this high sampling 
frequency allows for a better capture of the excitation allowing for a more accurate simulation 
of the response during identification.  10,000 points were recorded during testing and then 500 
points starting from just before the application of the force are extracted and copied to the 
input file for the damage detection program.   
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Before being used, the data is processed by removing any mean offset that may exist.  For this 
purpose a sample of 500 data points (representing 0.1s) immediately preceding the application 
of the force is used.  It should be noted that this is the only signal processing used in this study.  
The noise level in the signal can also be estimated from this pre-event portion of the record by 
comparing the standard deviation of the pre-event portion to that of the 500 points used in the 
identification.  For the tests conducted, the noise level ranged from 1-10% on all signals.   
 
Table 5.8  Accelerometer specification 
Level Model Serial No Range Sensitivity (mV/g) Freq. Range (Hz) 
1 PCB – 312A  6532 ±50g 92.6 1-2000 
2 PCB – 302A 17618 ±500g 10.02 1-3000 
3 PCB – 353B 83737 ±50g 99.1 1-4000 
4 PCB – 312A  6533 ±50g 88.6 1-2000 
5 PCB – 308B  31764 ±50g 100 1-3000 
6 PCB – 302A 14185 ±500g 9.99 1-3000 
7 PCB – 308B  31765 ±50g 99.6 1-3000 
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Fig. 5.12  Shaker connection detail 
 
 
       
Fig. 5.13  Mounting of accelerometers: (a) threaded, (b) double sided tape 
Connecting Plate 
Connecting Rod (bolt) 
Force Sensor 
Electromagnetic Shaker 
Stainless Steel Stringer 
Aluminium Plate 
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5.2.2.3 Damage Scenarios 
 
Two damage magnitudes and three damage locations are used in order to examine the 
performance of the strategy.  The damage magnitudes are classified as small and large while 
the location is given by the corresponding level number.   The undamaged structure and six 
damaged scenarios are considered as described in table 5.9.   The approximate magnitude of 
the damage is 4.1% for small damage and 16.7% for large damage as discussed further below.  
In addition to these six basic cases, more damage scenarios can be considered by treating one 
of the damaged conditions as the undamaged structure.  For example, if damage scenario 2 is 
treated as the undamaged structure, then the additional damage of damage scenario 3 is that of 
a small damage at level 6.  In this way, additional cases of small damage at one or more levels 
are derived as shown in table 5.10.   
 
Table 5.9  Basic damage scenarios 
 Small Damage Large Damage 
D0 - - 
D1 Level 4 - 
D2 - Level 4  
D3 Level 6 Level 4 
D4 Levels 3 and 6 Level 4  
D5 Level 3 Levels 4 and 6 
D6 - Levels 3, 4 and 6 
 
Table 5.10  Additional damage scenarios 
 Undamaged Case Damaged Case  Resulting Small Damage 
D7 D2 D3 Level 6 
D8 D3 D4 Level 3 
D9 D2 D4 Levels 3 and 6 
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Application of damage 
Controlled damage is created by cutting the members at the proposed levels.  In all cases the 
lower centre column is cut to avoid disturbing the accelerometers attached to the top of the 
structure.  Small damage is formed as partial cuts near the top and bottom of the column as 
indicated in figure 5.14, whereas large damage is created by a complete cut at the mid-height 
of the column.  The cuts for small damage are placed near to the beam column connection in 
order to be in an area of high bending.  An example of the cuts applied to achieve small and 
large damage is shown in figure 5.15.  The expected reduction in stiffness due to the small cuts 
is estimated by finite element analysis (ABAQUS 1998).  As cuts are made at both the top and 
bottom of the column, the bending remains symmetric about the mid-height of the column and 
only half the column needs to be modelled, with one end fixed and the other free due to the 
inflection point that exists at the mid-height position.  The FEM model of both the damaged 
and undamaged column is shown in figure 5.16.  Shell elements are used with a grid size of 
2.5mm.  An arbitrary load of 100N is applied as a series of nodal loads along the free edge.  
The cut is simulated by the removal of 3 elements on each side resulting in 7.5mm long, 
2.5mm wide cuts.  The resulting displacements are noted and compared in table 5.11 to 
determine the change in stiffness.  The analysis is repeated for a mesh size of 1.25mm in order 
to observe the effect of the modelling on the stiffness obtained.  In this case the cut is modelled 
as 1.25mm wide.  As there are 6 columns per floor, the expected reduction in column stiffness 
of 24.6% will result in a reduction in storey stiffness of only 4.1%.  For the case of large 
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Small Damage Large Damage 
Full cut for large damage 
Partial cuts applied for small damage 
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Fig 5.16  FEM model for small damage 
 
Table 5.11  Result of FEM analysis for small damage 
Column Mesh Displacement Column Stiffness Column Damage 
Undamaged 2.5mm 0.527mm 94.88 - 
Undamaged 1.25mm 0.527mm 94.88 - 
Damaged 2.5mm 0.713mm 70.13 26.1% 
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5.2.3  Analysis of Experimental Data 
 
5.2.3.1  Identification of Undamaged Structure 
 
Identification of the undamaged structure is first carried out in order to observe the variation in 
structural parameters from those predicted or obtained from the static tests.  The GA 
parameters used for the identification are given in table 5.12 and the search limits are set as 
150 to 800 kN/m for stiffness, 2 to 5.5 kg for mass, 0 to 4 for α and 0 to 0.0002 for β.  The 
computational time required is 30min 30sec for a Pentium 4, 3-GHz PC.  
 
Table 5.12  Identification of undamaged structure – GA parameters 
Population Size 50 x 3 
Runs  5 / 20 
Generations 800 
Data length (full / reduced / % of time) 500 / 200 / 50 
Runs to ave for output 1 
Crossover rate 0.4 
Mutation rate 0.2 
Window width 4.0 





The results of the identification are given in tables B.11-B.15 in Appendix B and a summary 
presented in table 5.13 and figures 5.17 and 5.18.  These results help to highlight the fact that 
the dynamic model does not perfectly represent the structural system, and that the first stage in 
the damage detection strategy serves to ‘calibrate’ the model so damage can be better 
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identified.  Because of this, the identification is more consistent for tests using the same force 
input, but identified parameters may vary more if different force input is used.  This fact is 
highlighted in the damage detection results in the following sections.  In general, the identified 
stiffness of the structure is higher than the stiffness identified in the static tests earlier.  The 
exception is the first story, where the stiffness is significantly lower.  This may be due to a less 
rigid connection at the base of the structure or due to the accumulation of modelling error at 
this parameter.  The mass is generally lower than the calculated values, most probably due to 
variation in member thickness and modelling error in the assumption of mass as lumped values.  
The overestimation of mass at the 7th storey is reasonable as part of the shaker connection is 
included in the identified mass.  It is also interesting to observe the frequencies indirectly 
identified by the strategy.  The identification of these frequencies is considered indirect as they 
are not specifically identified, but can be calculated from the identified mass and stiffness 
properties.  It is noted that, while the identified parameters vary by more than 5%, the 
frequencies vary only very slightly.  This observation is consistent with the earlier discussion 
in chapter 1, where it was mentioned that natural frequencies tend to be relatively insensitive 
to local changes in structural properties.  In all cases the identified frequencies match the 
measured frequencies from table 5.7 with very good accuracy.  The identified damping shows 
significant variation, indicating the assumed damping model may be inappropriate.  As the 
damping of the structure is reasonably small and only a short time-history is required, this 
damping is unlikely to have a significant effect on the main objective of identifying stiffness.   
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Table 5.13  Identification of undamaged structure – Dynamic test results 
 Mean Identification Results 
 
Force A Force B Force C Force D Force E Average Range (%)*
K1 295411 314836 262821 312228 283598 293779 17.71 
K2 532176 548887 503918 553384 507057 529084 9.35 
K3 506414 525520 504960 498751 510883 509306 5.26 
K4 482383 470840 486672 478544 495053 482698 5.02 
K5 504470 481815 501969 499633 489848 495547 4.57 
K6 504667 533153 512566 496872 510645 511581 7.09 
K7 491685 503471 502893 503418 491830 498659 2.36 
M1 3.449 3.378 3.211 3.352 3.269 3.332 7.14 
M2 3.189 3.329 3.159 3.350 3.239 3.253 5.87 
M3 3.370 3.402 3.381 3.517 3.311 3.396 6.07 
M4 3.378 3.617 3.454 3.428 3.442 3.464 6.90 
M5 3.328 3.396 3.413 3.389 3.387 3.383 2.51 
M6 3.264 3.458 3.258 3.326 3.160 3.293 9.05 
M7 3.473 3.567 3.400 3.470 3.522 3.486 4.79 
Alpha 0.202451 1.078361 0.086371 0.295406 0.000011 0.332520 324.30 
Beta 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000 - 
Frequencies#       
Mode 1 11.85 11.82 11.51 11.90 11.71 11.76 3.32 
Mode 2 35.42 35.31 35.20 35.31 35.29 35.30 0.61 
Mode 3 58.17 58.34 58.24 58.18 58.23 58.23 0.28 
Mode 4 79.62 79.57 79.63 79.63 79.60 79.61 0.07 
Mode 5 98.15 96.60 98.13 98.08 98.10 97.81 1.59 
Mode 6 113.41 113.22 113.30 112.46 113.34 113.15 0.84 
Mode 7 120.60 119.20 120.09 118.85 120.44 119.84 1.47 
*  The range is the difference between the maximum and minimum identified value, expressed as a 
percentage of the average. 
#  Frequencies calculated from solving the eigenvalues from the identified stiffness and mass. 
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Fig. 5.18  Dynamic tests – Identification of undamaged structure, mass  
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5.2.3.2  Damage Detection 
 
The damage detection tests are carried out using the GA parameters given in table 5.14.  For 
the identification of the damaged structure the mass is fixed based on the result of the 
undamaged structure.  The stiffness and damping parameters identified for the undamaged 
structure are also used as the starting point for identification of the damaged structure as was 
described for the earlier numerical examples. Using the GA parameters given, the 
computational time is 30min 30s for the identification of the undamaged structure (unknown 
mass) and 1min 25s for the damaged structure (known mass) on a Pentium 4, 3-GHz PC, 
resulting in a total analysis time of 32 minutes.  When considering this computational time it is 
important to remember the identification of the undamaged structure is in effect a calibration 
step and only needs to be carried out once on the undamaged structure.  The identification of 
damage then only requires 1min 25s which is very fast and can be performed as required to 
check for damage.  As in the previous section, the search limits are set as 150 to 800 kN/m for 
stiffness, 2 to 5.5 kg for mass, 0 to 4 for α and 0 to 0.0002 for β.   
 
The results of the damage detection for the steel model are discussed in two parts.  Firstly, the 
effect of the input forces used for the undamaged and damaged structures is examined.  For 
this purpose, full measurement of the structure is used and all combinations of the five forces 
are considered.  Following this the effect of incomplete measurement is investigated by 
carrying out the identification using 4 and then only 2 acceleration measurements.  In these 
tests, only the case of the same input force for the undamaged and damaged structures is 
considered.   
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Table 5.14  Damage detection – GA Parameters 
 Undamaged Structure Damaged Structure 
Population Size 50 x 3 20 x 3 
Runs  5 / 20 5 / 15 
Generations 800 120 
Data length (full / reduced / % of gen) 500 / 200 / 50 500 / 200 / 50 
Runs to average for output 1 1 
Crossover rate 0.4 0.8 
Mutation rate 0.2 0.2 
Window width 4.0 4.0 
Migration rate 0.05 0.05 
Regenerations 3 3 




The tests carried out using full measurement are separated into two groups depending on 
whether the force used to identify the damaged structure is the same as, or differs from, that 
used to identify the undamaged structure.  That is, if force A is used to identify the undamaged 
structure (calibration), is force A then used to identify the damaged structure, or is a different 
force used.  The full results are given in tables B.16 to B.24 in Appendix B and summaries 
presented in tables 5.15 and 5.16.   
 
It is important that the strategy does not report the structure as damaged when it is in fact not 
damaged.  The discussion here therefore first considers the identification results using the tests 
on the undamaged structure for both undamaged and damaged inputs (damage case D0).    
When the same input force is used, the maximum false damage reported averages only 0.72%.  
In all of the 45 combinations tested the maximum false damage identified is 2.32% in the 
worst case, and only 4 of the 45 tests (9%) exceed 2% maximum false damage, indicating a 
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very good result.  Where different input forces are used, the maximum false damage averages 
5.45% and is above 4% in 53% of the 180 cases considered.  These errors suggest that 
identification of damage using the same input forces will be significantly more reliable than 
cases where different forces are used.    
 
The results summarised in table 5.15 give the identification of the damaged cases achieved 
when the input forces are the same.  It is seen that the results are excellent for cases where a 
single magnitude of damage is to be detected.  The magnitude and location of damage is 
accurately identified and the ratio of damage to maximum false damage (success) is very good.  
The identification is less satisfactory when multiple damages of different magnitudes are to be 
identified.  In these cases the large damage (17%) present often causes false damage to be 
reported at other levels.  When the false damage is in the order of 4%, identification of small 
real damage of 4% becomes impossible.  It should be noted it is only the small damage that is 
unable to be correctly identified in these cases.  For practical purposes these cases should be 
considered as a partial success as the large (more important) damage is still successfully 
identified in almost all cases.  The success percentages given in the table are low as in this 
study success requires that all damage levels be properly identified.  For the cases where there 
is a single or multiple damage of similar magnitude the results are excellent and the damaged 
level is successfully reported as containing the largest damage in more than 95% of cases, even 
when the damage is only 4%.  In more than 80% of these cases the damage identified is more 
than double that of any false damage reported.   
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Table 5.15  Damage detection results based on same force input  
for undamaged and damaged structure and full measurement 
 
Mean damage identified (std dev) Success (%) 
Damage Scenario 
Small Large Max False Damage 1X 2X 4X 
Undamaged D0   0.72 (0.24) - - - 
D1 3.54 (0.36)  1.43 (0.78) 93% 67% 33% 
D7 4.56 (0.46)  1.21 (0.66) 100% 89% 62% 
D8 4.16 (0.78)  1.08 (0.44) 100% 87% 49% 
Single small 
    98% 81% 48% 
3.90 (0.79)
Two small D9 
4.45 (0.43)
 1.05 (0.34) 96% 87% 51% 
Single large  D2  17.19 (1.97) 4.06 (1.61) 100% 100% 47% 
18.94 (3.06)
16.01 (1.84)Three large D6  
18.99 (1.10)
4.29 (1.76) 100% 91% 53% 
One small and 
one large  D3 4.11 (0.47) 17.55 (2.03) 4.19 (1.37) 47% 9% 0% 
4.46 (2.10)Two small and 
one large  D4 4.39 (1.93)
17.29 (2.00) 4.43 (1.93) 31% 13% 9% 
17.29 (1.31)One small and 
two large  D5 5.34 (2.58) 19.71 (1.59)
2.44 (1.96) 87% 40% 27% 
 
 
The typical results illustrated in figure 5.19 help to illustrate the above discussion.  It is seen 
that the single small damage of D1 and the single large damage of D2 are clearly identified, as 
is the multiple small damage of D9.  However for damage case 3, while the large damage at 
level 4 and the small damage at level 6 are both correctly identified, the false damage reported 
for level 1 could mask the identification of the real damage at level 6.  In this case the large 
damage at level 4 would be properly identified, but it would not be possible to distinguish the 
real small damage from the false damage. 
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Fig. 5.19  Typical identification results for full measurement using same input forces D1 (4% 
at level 4), D2 (17% at level 4),  
D3 (17% at level 4 and 4% at level 6), D9 (4% at levels 3 and 6) 
 
Due to modelling imperfections, the identification of the undamaged structure should be 
thought of as calibration to reduce modelling error.  This fact must be kept in mind when 
considering the results summarised in table 5.16, where the force used to identify the damaged 
structure differs from that used to identify the undamaged structure.  In this case the 
identification success is significantly reduced as the model is calibrated using one force and 
then used to detect the damage using another force.  For the case of large damage the effect of 
modelling error can be overcome, and identification is reasonably good.  For the small damage 
cases, errors in modelling could be larger than the real damage and the damage detection is 
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Figures 5.20 and 5.21 clearly highlight this fact with a comparison of the results using same 
and different forces.  The accuracy of the magnitude of identified damage is of course 
important.  It is seen from tables 5.15 and 5.16 that on average the damage magnitude 
identified is reasonably good; however the standard deviation is very large in some cases.  The 
ratio of standard deviation and mean (coefficient of variation) is used to compare the results in 
figure 5.20.  It is seen that the results vary much more for the cases where different input 
forces are used, particularly for the case of small damage where the variation is very large.  
This variation is one of the reasons for the lower success rate observed in figure 5.21.  The 
other main reason, as mentioned earlier is that due to modelling error, the maximum false 
damage is much larger when identification is carried out using different forces.     
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Table 5.16  Damage detection results based on different force input  
for undamaged and damaged structure and full measurement 
 
Mean damage identified (std dev) Success (%) 
Damage Scenario 
Small Large Max False Damage 1X 2X 4X 
Undamaged D0   5.45 (3.32) - - - 
D1 2.58 (4.28)  5.93 (3.97) 50% 22% 2% 
D7 4.68 (2.01)  5.78 (2.86) 39% 12% 0% 
D8 3.43 (4.05)  5.29 (3.25) 51% 23% 3% 
Single small 
    47% 19% 2% 
3.27 (4.19)
Two small D9 
4.53 (2.26)
 5.68 (3.33) 26% 7% 4% 
Single large  D2  16.84 (3.72) 6.53 (4.91) 83% 70% 54% 
19.19 (3.81)
16.10 (2.87)Three large D6  
19.64 (2.12)
5.04 (4.62) 86% 80% 53% 
One small and 
one large  D3 4.42 (1.72) 17.23 (3.13) 6.37 (5.12) 51% 24% 7% 
5.21 (3.45)Two small and 
one large  D4 4.39 (1.85)
16.94 (3.37) 5.90 (5.76) 49% 31% 17% 
16.84 (2.89)One small and 
two large  D5 5.62 (3.83) 20.22 (2.16)
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Fig. 5.21  Effect of input force on identification – Success % 
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Incomplete Measurement 
Identification of the structure using incomplete measurement is important for the extension of 
the method into more realistic systems.  The measurements taken previously are used, but the 
files are reduced to only include selected acceleration measurements.  The measurement is first 
reduced to the 4 odd floors in the structure and then to only 2 floors, namely levels 2 and 6.  
The identification results achieved are given in tables B.25 to B.42 in Appendix B.  As with 
the case of full measurement we first consider the ability of the strategy to detect the 
undamaged structure.  The maximum false damage averages 1.24% and 0.96% for the case of 
4 and 2 measurements respectively.  The success in terms of the number of results exceeding 
2% is 24% and 11% respectively, and in only one instance the maximum damage exceeded 4%.  
It is unexpected that the results for 2 measurements are actually better than those for 4 
measurements.  This is possibly due to the fact that the measurements used are not the same 
and the quality of the signals may differ between the two sets.  The results in both cases are 
very good and give confidence that the identification of the damaged scenarios does in fact 
represent real damage.   
 
The identification carried out for the damaged cases is summarised in tables 5.17 and 5.18.  As 
with the case of full measurement presented previously, the results for multiple damage of 
different magnitude is poor.  The discussion here will therefore focus on the results obtained 
when one or more levels are subject to the same magnitude of damage.  The success achieved 
for these cases with the reduced measurement is displayed in figure 5.22.  As expected the 
identification success reduces for fewer available measurements.  Nevertheless, the reduction 
is reasonably small and the success achieved is still very good.  Using only 2 measurements to 
identify a 7-DOF structure is encouraging, as for a more realistic structure of many DOFs it 
will be necessary to identify the damage with as few measurements as possible.  Using only 
these two measurements the single large damage is consistently identified as more than double 
any false damage.  The very small (4%) damage is also well identified with a failure rate of 
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only 9%.  In two thirds of cases the small damage is identified as more than double the 
maximum false damage.    
 
Table 5.17  Damage detection results based on same force input  
for undamaged and damaged structure and incomplete measurement (1,3,5,7) 
 
Mean damage identified (std dev) Success (%) 
Damage Scenario 
Small Large Max False Damage 1X 2X 4X 
Undamaged D0   1.24 (0.42) - - - 
D1 3.61 (0.38)  1.67 (0.46) 89% 56% 18% 
D7 4.56 (0.67)  1.64 (0.50) 100% 80% 36% 
D8 4.07 (0.75)  1.68 (0.79) 89% 71% 29% 
Single small 
    93% 69% 28% 
4.32 (1.17)
Two small D9 
4.56 (0.76)
 1.73 (0.68) 89% 67% 24% 
Single large  D2  17.59 (2.42) 4.34 (2.26) 100% 100% 53% 
18.83 (3.15)
15.47 (1.78)Three large D6  
18.89 (3.14)
5.10 (2.34) 100% 73% 36% 
One small and 
one large  D3 4.64 (1.20) 17.88 (2.61) 4.11 (1.93) 64% 24% 13% 
4.17 (1.43)Two small and 
one large  D4 4.50 (1.33)
17.25 (2.38) 4.98 (2.73) 27% 20% 13% 
17.07 (1.41)One small and 
two large  D5 5.26 (2.69) 19.79 (2.80)
3.69 (3.43) 67% 31% 16% 
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Table 5.18  Damage detection results based on same force input  
for undamaged and damaged structure and incomplete measurement (2 and 6) 
 
Mean damage identified (std dev) Success (%) 
Damage Scenario 
Small Large Max False Damage 1X 2X 4X 
Undamaged D0   0.96 (0.33) - - - 
D1 3.13 (0.56)  1.72 (0.35) 82% 47% 4% 
D7 4.48 (0.26)  1.74 (0.82) 93% 71% 40% 
D8 4.35 (0.73)  1.20 (0.56) 98% 84% 51% 
Single small 
    91% 67% 32% 
2.94 (0.65)
Two small D9 
4.58 (0.28)
 1.47 (0.50) 80% 53% 16% 
Single large D2  16.04 (1.89) 5.20 (1.22) 100% 98% 33% 
16.53 (3.14)
18.07 (2.88)Three large D6  
18.39 (2.03)
5.66 (2.27) 98% 69% 22% 
One small and 
one large D3 2.42 (1.47) 16.75 (2.31) 5.62 (1.08) 0% 0% 0% 
4.71 (2.59)Two small and 
one large D4 2.58 (1.82)
16.70 (2.42) 4.94 (1.44) 16% 0% 0% 
18.35 (3.08)One small and 
two large D5 3.25 (3.79) 18.08 (1.60)
5.40 (2.71) 49% 16% 9% 
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Fig. 5.22  Effect of incomplete measurement on identification success 
 
 
5.3  Chapter Summary 
 
This chapter has introduced a damage detection strategy utilising the SSRM developed in the 
previous chapters.  The strategy makes use of measurement of both the undamaged and 
damaged structures to significantly improve the accuracy and reliability of detection.  The 
strategy uses measurement of the undamaged structure in order to calibrate the structural 
model, and by fixing the mass of the structure based on the identification of the undamaged 
structure, is able to reduce the damage detection step to a simpler known mass problem.  The 
parameters identified during the calibration step are also used to initiate the search when 
identifying the damaged structure.  The numerical studies presented demonstrate that small 
levels of damage representing a 2.5% reduction in stiffness can be accurately and consistently 
identified in the presence of 5% I/O noise. 
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Damage detection of a 7-storey steel model has also been presented.  Experimental studies 
such as this are essential in providing a realistic test of the proposed strategy.  Experimental 
studies have often been lacking from similar research due to the much greater difficulty they 
pose.  The damage level considered in the experiments (4%) is also significantly smaller than 
the 10-50% damage generally assumed, even in numerical studies.  These tests have helped to 
assess the performance of the strategy and also to identify some practical issues that exist.  The 
model calibration in particular has proved important to reduce modelling error and results have 
shown that the same input force should be used when identifying the undamaged structure 
(calibration) and the damaged structure (damage detection).  This is essential, particularly 
when small levels of damage are to be identified.  The detection results presented are excellent 
when a single magnitude of damage is to be detected.  Single or multiple damaged levels with 
4% damage are identified in almost 100% of cases, an impressive result considering the 
experimental noise level was estimated as 1-10%.  In detecting a combination of large and 
small damage, the modelling error could cause the identification of a false damage to be of 
similar magnitude to the small real damage.  In these cases the large damage may be easily 
identified but the small damage is not.  Identification using a reduced number of acceleration 
measurements has also been presented.  Results have shown the strategy to be very robust in 
this respect.  With only 4, or even 2 available measurements, the success rate is very high.  
Using only 2 measurements, a single damage of 4% is identified in 91% of cases.  In two 
thirds of cases the identified 4% damage is more than double any false damage identified.    
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Chapter 6.  Structural Identification without Input 
Force Measurement 
 
The structural identification and damage detection results presented in the previous two 
chapters are very encouraging.  In reality, measuring input forces in situations outside the 
laboratory may not always be feasible.  With this in mind, the SSRM has been adapted to 
identify structural stiffness for problems where the input force is not measured.  Identification 
using only output information, while common for frequency based methods, has rarely been 
attempted using time domain identification schemes.  The most significant works, by Ling and 
Haldar (2004) used classical techniques to carry out the identification using an iterative 
procedure.  This procedure worked reasonably well but will of course suffer from the same 
limitations as other classical methods.  Furthermore, the iterative procedure, while reasonably 
efficient for a least squares identification, would require significant computational time for a 
GA due to the larger time required for each iteration.  In this chapter a strategy involving 
simultaneous evolution of structural parameters and input force is proposed.  This procedure 
uses the SSRM, but since the input force is unknown, it must also be identified and updated as 
the search for structural parameters proceeds.  In theory it is not possible to identify all 
structural parameters and forces, as solutions can ‘float’.  This problem was discussed in 
section 4.3 whereby it was mentioned that the free vibration response of a system would be 
identical if the mass and stiffness were both scaled by the same factor.  It was mentioned 
therefore that the only way to fix the values was to consider forced oscillations with a 
measured force.  If the force is unknown, this becomes impossible as the forces can also be 
scaled by an arbitrary factor in order to match the mass and stiffness values.  We must 
therefore know at least one of the properties of the system in order to ‘fix’ the parameters.  
Thus the mass of the structure is assumed known for the procedure developed here.  For many 
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engineering structures, such as bridges or offshore platforms, this is a reasonable assumption 
as the mass may be known with reasonable accuracy. 
 
6.1  Modification of the Identification Strategy 
 
Before discussing the modifications that are required, let us first properly define the problem to 
be considered.  The aim is to identify the stiffness properties of the structure using only 
selected, noise contaminated acceleration measurements.  The structure is excited with an 
unknown force time-history.  We assume that the structure is initially at rest and that the 
location of the force(s) is known.  The mass of the structure is also assumed to be known, and 
damping is assumed to be of Rayleigh type damping where the damping parameters are 
unknown.  The force time history at each location will be identified along with the system 
parameters.  While the identified force history is of some interest, it is identified primarily to 
facilitate the identification of stiffness parameters which is the major objective.  It is assumed 
that acceleration measurements are available at the location where the force is applied, and at 
adjacent degrees of freedom.  Other DOFs may or may not be measured depending on sensor 
availability.  For example if a 5-DOF shear building is to be identified, and the force is known 
to act at the 5th level, then it is assumed that measurement is available at least at levels 4 and 5.   
 
A procedure involving simultaneous identification of the force and structural parameters is 
proposed.  The SSRM is employed as in the previous chapters, except that the force used in the 
simulations is not input directly, but must be computed in order for the simulation of structural 
response to proceed.  The parameter vector used is the same as before and does not include any 
parameters related to the unknown force.  The force is therefore not viewed as a variable to be 
identified by the GA, but is treated instead as an unknown component that is required to 
balance the dynamic equation of motion at each time step.  In the SSRM the calculation of 
force is combined with the Newmark simulation algorithm, resulting in an efficient subroutine 
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that is able to estimate the input force(s) while simultaneously carrying out the simulation of 
the structural response for comparison with measured accelerations to compute the fitness of 
the given solution.   
 
The procedure used to calculate the force and response begins by setting the initial 
displacements, velocities and accelerations ( )000 ,, xxx &&&  to zero.  An initial estimate of the 
displacements and velocities at the measured degrees of freedom at time step 1 (k=0) is then 
obtained from equations 6.1 and 6.2 using the measured accelerations.  The force at the first 
time step can then be estimated using equation 6.3, where, due to the banded nature of the 
matrices only the response at the loaded DOF and adjacent (coupled) DOFs are needed for 
computing the force and only the sub-matrix containing the necessary DOFs need be 
considered.    
 
( )11 2 ++ ++= kkkk
h xxxx &&&&&&  (6.1)
 
( )11 2 ++ ++= kkkk
h xxxx &&   (6.2)
 
1111 ++++ ++= kkkk KxxCxMF &&&    (6.3)
    
With the force computed, the Newmark procedure can then be used to estimate the structural 
response, resulting in revised estimates of displacement, velocity and acceleration.  The 
revised accelerations are stored for comparison with measured accelerations in order to 
compute the fitness.  The improved estimate of response is then carried through to the next 
time step and the process repeated for the entire time-history.  The key point to note here is 
that it is the updated (simulated) response ( )x,xx, &&&  that is used as the response at time “k” in 
equations 6.1 and 6.2.    This significantly improves the stability of the force estimation as the 
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updating of the response helps to ensure the force is calculated more reasonably at the next 
step.  If the updated response is not used, the response used is only based on a direct 
integration of the measured accelerations, and as such is more prone to drift away from the 
correct results.  Using the updated response also ensures that the dynamic equilibrium is 
maintained at the end of each time step, as there would otherwise be a discrepancy between the 
simulated response and that used to compute the force.  The subroutine used to compute the 
force and simulate the response is illustrated in figure 6.1.   
 
 
Fig. 6.1  Simulation and force calculation procedure 
 
Start 
Input M,C,K  
Initial estimate of 1+kx&  and 1+kx   
Eq 6.1 and 6.2 
Set initial displacement velocity 
and acceleration to zero.  k=0  
Calculate Fk+1 
Eq 6.3 
Set 1+kx&& as measured acceleration
Use Fk+1 to update 1+kx , 1+kx&  and 1+kx&&   
using Newmark method  
k=k+1 
If k=data length 
Æ Exit 
Store 1+kx&& for 
computation of 
fitness  
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6.2  Numerical Study 
 
In order to assess the performance of the proposed identification strategy numerical 
simulations are carried out.  A preliminary study using the proposed strategy shows that a 
longer data length and small time step may be beneficial.  Thus in addition to tests using 500 
data points, tests on data lengths of 1000 points are also considered.  A time step of 0.001s has 
been used throughout this section.  The reduced data length procedure is used in all cases with 
a reduced length of 40% of the data points used for 50% of the generations.   
 
As the procedure requires integration of acceleration to obtain velocity and displacement, a 
very irregular random force should not be used.  Rather than a purely random force, a 
smoothed random wave form is used, similar to the forces used in the experimental study of 
chapter 5.  Here random data are generated every 20 points and the interpolation functions 
used to fill in the intermediate points, resulting in a sort of ‘band limited noise’.  It is noted 
here that while the program does not assume any type of function, and a purely random signal 
could be used, as with any identification scheme, some forms of force input will prove more 
successful than others.  The chosen input forces, while not optimum, do provide a reasonable 
balance between providing a good excitation to many modes and being ‘smooth enough’ to 
allow for reasonable numerical integration of the time history responses. 
 
The study considers the same three structures that were used in the previous two chapters.  The 
location of forces is the same as those used in chapter 4; however, due to the method requiring 
specific acceleration measurements, the response is measured at the degrees of freedom as 
indicated in table 6.1.  Apart from data length discussed above, the GA parameters used are 
similar to those suggested at the end of chapter 4 and are summarised in table 6.2.  As before, 
the search limits of all stiffness and damping parameters are set as half to double the exact 
values.  As identification involves unknown force as well as unknown stiffness and damping 
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parameters, the problem becomes more difficult and additional runs are allowed as compared 
to the known mass cases presented in chapter 4 where the force was known.   
 
Table 6.1  Numerical study - Location of forces and measurements  
 Levels 
5-DOF System  
 Forces applied (1) 5 
 Acceleration measurements (3) 2, 4, 5 
10-DOF System  
 Forces applied (2) 5, 10 
 Acceleration measurements (6) 2, 4, 5, 6, 9, 10 
20-DOF System  
 Forces applied (4) 5, 10, 15, 20 
 Acceleration measurements (13) 1, 2, 4, 5, 6, 9, 10, 11, 14, 15, 16, 19, 20 
 
 
Table 6.2  Numerical study - GA parameters used 
 5-DOF 10-DOF 20-DOF 
Population size 7 x 3 10 x 3 20 x 3 
Runs 5 / 15 5 / 15 5 / 15 
Generations 60 100 200 
Runs to ave for output 1 1 1 
Crossover rate 0.8 0.8 0.8 
Mutation rate 0.2 0.2 0.1 
Window width 4.0 4.0 4.0 
Migration 0.05 0.05 0.05 
Regeneration 2 2 3 
Reintroduction 25 30 50 
Data Length 500 or 1000 with reduced data of 40% used for 50% of generations 
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The identification is considered in the presence of 0, 2, 5 and 10% noise.  For each case the 
analysis is repeated 25 times and average results reported.  In all cases the stiffness and 
damping parameters and the force(s) are identified.  Errors in identified damping are 
reasonable.  As damping in the structures is dominated by the stiffness proportional term, the 
value for β is well estimated.  Even under 10% noise, β is identified with mean error of only 
3.02%, 1.12% and 0.53% for the 5, 10 and 20 DOF systems respectively.   As α does not 
contribute as significantly to the damping in these systems it was estimated less reliably.   As 
our main interest is in the identified stiffness values, the results presented in table 6.3 compare 
the mean and maximum errors in identified stiffness.   
 
The results presented in table 6.3 are very good.  While the time taken for the identification is 
slightly longer than was used for the known mass problems (with measured force) of chapter 4, 
the identification accuracy is outstanding.  The fact that the results, even for 500 data points, 
are much better than those achieved in chapter 4 (table 4.11) suggests that noise on force 
measurement is a real problem when identification assumes known force.  By identifying force, 
rather than assuming force measurement to be accurate, we are able to avoid force 
measurement noise that would otherwise be passed through the numerical simulation.  The 
results also suggest that the smoother force used here may be a better option than the random 
force used in chapter 4.   To be able to identify the structures with limited output information 
only, and to achieve average error of less then 1% even under 10% noise is an accomplishment 
that, to the knowledge of the author, has not been reported before.  The feasibility of 
implementing the SSRM in eliminating the need for force measurement will also go a long 
way to developing strategies that will work on real systems.   
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Table 6.3  Numerical study – Error in identified stiffness parameters 
500 Data Points 1000 Data Points 
System and Noise  
Mean Error Max Error Mean Error Max Error 
5-DOF      
 Time (min:s) 0:14 0:28 
 0% noise 0.13 0.31 0.05 0.12 
 2% noise 0.44 1.05 0.21 0.50 
 5% noise 0.93 2.19 0.50 1.20 
 10% noise 2.24 6.06 0.98 2.31 
10-DOF     
 Time (min:s) 1:04 2:08 
 0% noise 0.05 0.15 0.02 0.06 
 2% noise 0.33 1.06 0.20 0.59 
 5% noise 0.84 2.50 0.47 1.23 
 10% noise 1.70 5.04 0.90 2.70 
20-DOF      
 Time (min:s) 8:39 17:18 
 0% noise 0.01 0.02 0.01 0.04 
 2% noise 0.32 1.02 0.21 0.66 
 5% noise 0.78 2.50 0.52 1.55 
 10% noise 1.43 4.59 0.93 2.91 
 
 
In addition to the structural properties, the input force(s) is also identified.  Figures 6.2 and 6.3 
show an example of the forces identified for the 5 and 20-DOF structures respectively, 
compared to the actual input force used in the simulation.  In both cases the identification 
result shown is the worst case of 500 data points and contamination with a very large 10% 
noise.  The figures show that even under these conditions a very reasonable estimate of the 
force is achieved.  Comparisons of lower noise levels and longer data length are not shown 
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here as there is very little difference between the actual and identified force.  The high 
frequency variation observed in figures 6.2 and 6.3 is due to noise in the measured 
accelerations that are transferred to the force via the inertia term in the dynamic equilibrium 
equation (Eq. 6.3).  This may be reduced by recalculating force based on updated accelerations.  
Nevertheless, the results are satisfactory and this additional step will not provide significant 




















Fig. 6.2  Example of identified force for 5-DOF under 10% noise 
Heavy line = actual force, light line = identified force 
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Fig. 6.3  Example of identified forces for 20-DOF under 10% noise 
Heavy line = actual force, light line = identified force 
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6.3  Experimental Study 
 
In order to further validate the proposed strategy involving no force measurement, the 
experimental tests from chapter 5 are considered.  Identifying damage without force 
measurement, for this case where structural modelling error is inevitable, poses a significant 
challenge.  In order to assess the effectiveness of the strategy, in addition to the 9 damage 
scenarios considered in chapter 5, four additional damage scenarios of ‘medium’ 13% damage 
are considered as indicated in table 6.4.  Following the findings of chapter 5, only cases where 
the same input forces are used to identify both the damaged and undamaged structures are 
considered in order to achieve better accuracy.   
 
Table 6.4  Additional medium damage scenarios 
New damage 
scenario Undamaged case Damaged case 
 Resulting medium 
damage 
D10 D1 D2 Level 4 
D11 D4 D5 Level 6 
D12 D5 D6 Level 3 
D13 D4 D6 Levels 3 and 6 
 
 
Identification is carried out using the same 500 data points obtained for the tests in chapter 5, 
except now only the acceleration measurements are used and force measurements are ignored.  
The GA parameters used are the same as those used for the damaged (known mass) structure 
in chapter 5, as given in table 5.14.  Identification is first carried out using full acceleration 
measurements and the computational time, for identification of each structure, is 114s on a 
Pentium 4, 3-GHz PC.  A detailed summary of the results is given in Appendix C, while an 
overview is given in table 6.5.  While the results are reasonably good for the large damage 
cases, the strategy is unable to consistently detect the small damage cases, and even medium 
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damage is occasionally missed.  The reason for this comes from the fact that the strategy uses a 
model based updating of the force.  As the structural model does not exactly match the 
physical model, errors in structural identification are induced.  The effect of these errors can be 
reduced, however, by combining the results of several tests.  This procedure is demonstrated in 
the following subsection. 
 
Table 6.5  Damage detection results for no force measurement  
using a single test and full acceleration measurement  
Damage Identified Success % 
Damage Case 
Damaged level Max false damage 1X 2X 4X 
Undamaged D0 - 6.077 - - - 
D1 4.034 4.418 51% 33% 2% 
D7 4.950 5.193 58% 20% 0% 
D8 4.754 6.551 51% 22% 9% 
Single small 
   53% 25% 4% 
4.896 
Two small D9 
6.199 
5.975 51% 20% 4% 
D10 13.648 6.718 82% 58% 36% 
D11 15.068 5.283 91% 80% 51% 
D12 14.828 3.113 100% 87% 69% 
Single Medium 
   91% 75% 52% 
15.582 
Two Medium D13 
15.551 
4.772 84% 71% 40% 
Single large D2 17.127 7.102 91% 69% 44% 
20.909 
17.375 Three large D6 
19.578 
4.609 98% 87% 53% 
Each damage case is tested 45 times.  See Appendix C for details 
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6.3.1  Using Multiple Test Data 
 
In order to reduce the uncertainty in the identification results it is proposed that data from 
several tests be combined to more accurately identify structural parameters.  In order to do this, 
the calculation of force and simulation of accelerations is carried out separately for each set of 
test data, using the trial structural parameters.  The total sum-square-error over all tests is then 
used to determine the fitness of the solution.  In this way we do not simply find the parameters 
that best fit a single test, but find parameters that give the best overall result for a number of 
experimental tests.   
 
This procedure is first applied using two tests and full acceleration measurements.  Here the 
two tests used have a different force profile, i.e. force A and B, or B and C etc.  The same two 
force profiles are used for the identification of the structure before and after damage has taken 
place.  All possible force combinations are considered, resulting in a total of 90 test cases.  A 
detailed summary of the results is included in Appendix C and the important results given in 
table 6.6.   
 
While the computational time needed to run the additional data is doubled, the results are far 
more reliable.  All of the medium and large damage cases are now identified with almost 100% 
success.   Even when only 3 acceleration measurements are available the identification success 
remains good.  These results are again shown in Appendix C and summarised in table 6.7.  
This idea of combining multiple test data in order to average out uncertainties could be applied 
to any case including those studied in chapter 5.  The drawback of course is the increased 
computational time, but for situations where accuracy is of most importance, this option is 
essential.  To gain some insight into the accuracy that can be achieved if more data is available, 
identification is carried out using 5, and then 15 sets of data, where measurement is only 
available at 3 locations.  The results achieved for 5 tests, shown in table 6.8, are averaged over 
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9 cases that were considered for each damage scenario.  The result for 15 data sets (all of the 
tests conducted) is shown in table 6.9.  Here, as all available data is used, the test could only be 
completed once and success can no longer be reported as a percentage of successful trials.  
Instead, the success reported in table 6.9 is the ratio of the smallest real damage identified to 
the maximum false damage.   
 
When five data sets are used, even the single small damage can be identified in most cases, and 
for 15 data sets, even the very difficult cases of multiple damage magnitude are correctly 
identified.  While it may not always be practical to run so many tests, it is encouraging to 
know that, given sufficient information, we are able to accurately identify damage for these 
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Fig. 6.4  Maximum false damage for case of a single 4% damage 
 
A comparison of the results achieved is shown in figure 6.4.  The maximum false damage 
identified for the case of a single small damage is used for the comparison.  The false damage 
is closely related to identification success and gives us a good measure of the reliability of the 
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results.  The figure shows how important the multiple test option is in achieving reasonable 
levels of false damage.  For a single test the maximum false damage is of the same magnitude 
as the damage to be identified and we cannot separate the damage.  For 5 or 15 tests however, 
even with limited measurements, the max false damage is reduced to 2.2% and 1.1% 
respectively and we gain more confidence in the identified damage.  For a real case we would 
need to balance the computational time available with the required accuracy.  If we have very 
limited time and budget a single test will quickly identify large damage, but would not be able 
to confidently detect small changes in stiffness.  With more time (both experimental and 
numerical) and a few extra tests, the confidence in detecting even very small levels of damage 
can be increased considerably.   
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 Table 6.6  Damage detection results for no force measurement  
using two tests and full acceleration measurement  
Damage Identified  Success % 
Damage Case 
Damaged level Max false damage 1X 2X 4X 
Undamaged D0 - 4.167 - - - 
D1 3.914 2.787 74% 40% 7% 
D7 4.561 2.991 86% 32% 11% 
D8 4.244 3.946 62% 34% 6% 
Single small 
   74% 53% 8% 
4.647 
Two small D9 
5.185 
2.912 78% 42% 12% 
D10 13.948 4.847 98% 83% 37% 
D11 15.623 3.335 100% 98% 68% 
D12 14.210 2.230 100% 99% 90% 
Single Medium 
   99% 93% 65% 
15.719 
Two Medium D13 
16.076 
2.649 100% 96% 76% 
Single large D2 17.327 4.961 99% 87% 50% 
19.959 
17.575 Three large D6 
19.625 
3.560 100% 98% 64% 
Each damage case is tested 90 times.  See Appendix C for details 
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Table 6.7  Damage detection results for no force measurement  
using two tests and incomplete acceleration measurement (2,6,7) 
Damage Identified  Success % 
Damage Case 
Damaged level Max false damage 1X 2X 4X 
Undamaged D0 - 4.942 - - - 
D1 3.626 3.674 53% 21% 4% 
D7 4.147 3.925 59% 20% 1% 
D8 3.554 4.045 53% 12% 3% 
Single small 
   55% 18% 3% 
3.363 
Two small D9 
5.299 
3.530 54% 24% 10% 
D10 14.388 5.923 96% 70% 27% 
D11 15.588 3.718 100% 98% 60% 
D12 13.812 2.549 100% 99% 86% 
Single Medium 
   99% 89% 58% 
15.733 
Two Medium D13 
16.594 
2.915 100% 97% 73% 
Single large D2 17.514 6.630 98% 74% 31% 
20.545 
17.388 Three large D6 
19.831 
4.107 99% 94% 57% 
Each damage case is tested 90 times.  See Appendix C for details 
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Table 6.8  Damage detection results for no force measurement  
using five tests and incomplete acceleration measurement (2,6,7) 
Damage Identified  Success (out of 9) 
Damage Case 
Damaged level Max false damage 1X 2X 4X 
Undamaged D0 - 2.217 - - - 
D1 3.611 1.987 9/9 4/9 0/9 
D7 4.044 2.197 9/9 5/9 0/9 
D8 3.014 2.532 6/9 3/9 0/9 
Single small 
   88% 44% 0% 
3.594 
Two small D9 
4.903 





D10 13.937 4.615 9/9 8/9 2/9 
D11 15.637 2.673 9/9 9/9 9/9 
D12 14.078 1.834 9/9 9/9 9/9 
Single Medium 
   100% 96% 74% 
16.374 
Two Medium D13 
16.824 











17.035 Three large D6 
20.094 





Each damage case is tested only 9 times. Success is therefore given as n/9, where n is the number of 
runs which achieved the given level of success. 
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Table 6.9  Damage detection results for no force measurement  
using 15 tests and incomplete acceleration measurement (2,6,7) 
Identified damage 
Damage Case 
1 2 3 4 5 6 7 
Success
D1 -0.25 0.68 0.99 3.62 -0.81 -0.18 0.23 3.66 
D7 -2.98 1.14 0.47 1.28 -0.38 4.00 -0.52 3.13 Single 4% 
D8 0.26 0.65 2.96 -0.47 -0.38 0.93 0.63 3.18 
Two 4% D9 -2.72 1.78 3.41 0.82 -0.76 4.89 0.11 1.92 
D10 4.61 -0.46 0.83 13.95 -0.38 -0.79 0.32 3.03 
D11 -1.00 -1.46 2.85 0.75 -0.45 15.68 0.03 5.50 Single 13% 
D12 -1.71 0.40 13.99 -1.58 -0.09 1.37 1.54 9.08 
Two 13% D13 -2.73 -1.05 16.44 -0.82 -0.54 16.84 1.57 10.47 
Single 17% D2 4.37 0.22 1.82 17.06 -1.19 -0.98 0.54 3.90 
Three 17% D6 -0.91 0.97 20.76 17.07 -2.52 20.14 2.21 7.72 
D3 1.51 1.36 2.27 18.12 -1.58 3.06 0.02 1.35 
D4 1.77 2.01 5.17 17.74 -1.96 3.96 0.65 1.97 Multiple Damage  
D5 0.79 0.58 7.87 18.36 -2.42 19.03 0.68 9.96 
Damaged levels highlighted in bold and shaded.  Max false damage is in bold.  Success is reported as 
the smallest real damage / max false damage. 
 
 
6.4  Chapter Summary 
 
In this chapter an output-only time domain strategy for identifying structural parameters from 
incomplete, noise contaminated acceleration measurements has been presented.  The strategy 
works by simultaneously computing the excitation forces as the structural parameters (stiffness 
and damping) are identified.  The ability to identify structural properties in the time domain, 
without a need for force measurement, is not an entirely new concept.  However, to the 
author’s knowledge, the use of GA and the simultaneous computation of input force(s) is new, 
and the results achieved using the proposed strategy represent a big step forward.  The ability 
Chapter 6.  Structural Identification without Input Force Measurement 
      
 162
to eliminate the need for force measurement allows time domain methods to compete more 
favourably with their frequency based counterparts and opens up the possibility for using a 
wider range of excitation methods, including natural vibrations such as wind, water or ground 
motions.   
 
The strategy has been validated here using numerical simulations as well as laboratory model 
tests.  The numerical results are outstanding, with mean errors in stiffness of less than 1% and 
max errors less than 3% achieved for structures with up to 20-DOF even when the incomplete 
acceleration measurements are contaminated with 10% noise.  The model test results once 
again highlight the importance of a good structural model.  As the strategy uses the dynamic 
equation of motion to update the forces, the results are dependant on how well the structure 
and the numerical model match.  The results show that this problem can be significantly 
reduced by utilising data from several tests.  For example, if 5 tests are used, the maximum 
false damage is reduced to 2.2% thereby enabling identification of even small levels of damage.  
Larger damage of 10-20% is easily identified using 1 or 2 tests and is identified with great 
certainty if 5 tests are available.  This idea of multiple data sets could also be applied when 
force measurements are available to further improve the reliability of identification.   
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Chapter 7.  Application to Non-linear Identification in 
Hydrodynamics 
 
There is huge potential for application of identification strategies to non-linear problems such 
as those encountered in offshore and marine systems.  Many offshore and marine operations 
rely heavily on accurate hydrodynamic models and simulations for successful design and 
execution.  As such many model and full-scale tests are done in order to calibrate numerical 
models and to understand the underlying physical behaviour.  As GA based methods work 
using the forward analysis (simulation), rather than reformulation of equations and inverse 
analysis, they are ideally suited to the identification of non-linear systems.  In this chapter the 
SSRM is used to examine and calibrate possible models used for the heave response of 
submerged bodies.  A case study of a perforated foundation pile is used in order to observe 
how the method can be used to easily identify highly non-linear models.  It is noted here that 
care should be taken in drawing conclusions about the behaviour of the full scale pile as results 
of the model tests may or may not be able to be extended to the full scale pile.  The complex 
nature of this problem means that significant further study by hydrodynamics experts would be 
needed before general conclusions on the behaviour can be made.  This example is intended to 
illustrate the power of the SSRM in considering highly non-linear models.  It would be 
difficult, if not impossible, to consider these models using traditional identification schemes as 
the equations cannot be reformulated into standard forms.  This will be illustrated clearly later 
in the chapter whereby the added mass term is related to the amplitude of motion which varies 
throughout the decay tests used.  The test data available for this problem is in the form of free 
decay tests where the initial displacement and velocity are not known.  A strategy of treating 
the initial conditions as unknown is therefore needed and the initial displacement and velocity 
are identified along with the model parameters.  The SSRM proves useful in not only 
identifying the parameters of a given hydrodynamic model but also in allowing comparison of 
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identified parameters and quality of fit between various possible models.  While linear frame 
structural systems and forced vibration responses have been considered in previous chapters, 
this chapter extends the ideas to free vibrations, non-linear behaviour and even unknown initial 
conditions.   
 
7.1  Traditional Modelling and Identification of  Heave 
Response 
 
The heave (vertical) motion of submerged bodies is generally described by a model including 
an added mass term with linear damping and quadratic damping as shown in equation 7. 1.  
The added mass, A is due to dynamic pressures arising from the acceleration (inertia effect) of 
water close to the object and is often visualised as the mass of a volume of fluid that moves 
with the object.   
 
 
The damping terms, D1 and D2, are both dependant on the velocity and oppose the direction of 
motion to remove energy from the system.  During testing the test object is supported by a 
linear spring of stiffness k and may be excited by a force F.  Where a free vibration is used, as 
is the case in the tests considered in this chapter, the force term is zero, and the object is pulled 
down (or raised up) and released to begin the test as shown in figure 7.1.   The dry mass M of 
the object and the spring stiffness K are measured prior to testing.   
 
( ) FKxxxDxDxAM =++++ &&&&& 21  (7.1)
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Fig. 7.1  Decay test 
 
For standard identification methods, the added mass term is derived from the period of motion, 
or the average period over several cycles of oscillation.  In order to identify damping the decay 
of the peak values is considered.  The damping identified in this way is the total linear 
damping, and is the sum of the linear damping term and a linearised contribution from the 
quadratic term.  In order to separate the linear and quadratic components, several points or 
tests at different amplitudes are considered.  The quadratic damping is linearised by 
considering the energy dissipation (P=∫FVdt) over one cycle.  Equations 7.2 to 7.4 show the 
energy dissipation due to constant (Coulomb) damping, linear damping and quadratic damping 
respectively.  Equations 7.5 and 7.6 show the equivalent linear damping constant obtained by 
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7.2  Application of the SSRM  
 
While the model and method presented above are applicable to many systems, there is 
evidence to suggest that they may not be able to properly represent the behaviour of unusual 
objects.  In particular it has been suggested that added mass may vary significantly with the 
amplitude of motion and that significant coulomb (zeroth order) damping may exist in some 
cases.   In order to allow for these effects the SSRM is modified to identify the general model 
given in equation 7.7 where the amplitude of motion is updated at each time step by 
considering the current displacement and velocity as shown in equation 7.8.  The oscillation 
frequency ω is also updated at each step considering total (fixed + variable) added mass 
calculated from the previous time step.   
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A modified Euler method is used to simulate the time series as described in section 7.2.1.  
Although conditionally stable, the condition h2ω2 ≤ 4 is not a problem for the frequencies 
encountered in the decay tests.  In order to maintain good accuracy in simulation an internal 
time step different from that of data acquisition is allowed.  This means the decay is simulated 
using a small time step and results sampled only at the times required for comparison with the 
experimental test data.  For example it may be that test data is available at time step of 0.05s 
but it is desired to simulate the response at 0.01s.  In this case the simulation is carried out 
using a time step of 0.01s but only the time-history results at every 5th time step are compared 
with test data for the fitness evaluation.  Also, as most test data is measured in terms of spring 
force rather than displacements, force is used for the comparison by multiplying the 
displacement by the spring stiffness.    
 
The generation of the time series of course needs a starting point.  As it is difficult to 
accurately know the initial conditions of the test, they are treated as unknowns and are 
identified along with the system parameters.   The dry mass m and spring stiffness k are known 
and the unknown parameter vector used in the SSRM becomes [ A0 A1 D0 D1 D2 0x 0x& ].  
Again, the only changes required to the SSRM are the algorithm for generating the time 
history and some new variables to store the dry mass and spring stiffness.  These changes are 
quickly and easily incorporated, illustrating the versatility of the proposed strategy.  Eventually 
it would be possible to include several simulation modules in the computer program and make 
the SSRM applicable to a wide range of problems by simply selecting the desired model and 
integration scheme. 
 
The power of the strategy used here is that all parameters are obtained simultaneously without 
the need for many tests or linearised parameters.  In addition the full data is used for 
identification as opposed to using just the period and peak values.  While in theory any model 
can be identified, it is always important to keep in mind that a more refined or complicated 
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model is not necessarily more useful.  This is illustrated in the real case of a foundation pile 
presented in the next section where it is found that increasing the number of damping 
parameters results in identified values that are difficult to obtain and are not consistent 
between tests.  A simpler model will often give acceptable results that are much more easily 
reproduced and hence more useful and reliable in practice. 
 
7.2.1  Modified Euler Method  
 
The modified Euler method adopted is as follows:  Accelerations are calculated based on 
dynamic equilibrium considerations.  The function f, is easily obtained by rearranging the 










A simple forward step is then used to obtain the velocity increment,  
 
),(1 kkkk xxhfxx &&& +=+   (7.10)
 
where h is the time step used.  Finally the displacement at the next time step is calculated using 
the new velocity,   
 
11 ++ += kkk xhxx &   (7.11)
 
The use of the updated velocity at time k+1 in the calculation of displacement improves 
numerical stability.   
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Stability 
The stability can be investigated by considering the case of undamped free vibration,  
 
02 =+ xx ω&&   (7.12) 
     
kkk xhxx
2




1 ω−+=+ &   (7.14) 
 








































hh −±−=   (7.16) 
 
There is a possibility that the eigenvalues could be real or complex. 
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If 422 >ωh the eigenvalues will be real.  It is easy to see that the limit 1=λ  will not be 

























From this expression it is obvious that the limit of –1 will be exceeded for all values of 
422 >ωh .  The method is therefore conditionally stable and requires that 422 ≤ωh .  For the 
frequencies encountered in the study that follows this condition is easily met and the time step 
is determined by accuracy rather than stability requirements. 
 
7.3  Experimental Study – Perforated Foundation Pile 
 
A case study of a perforated foundation pile is used to illustrate how the SSRM can identify 
and compare various hydrodynamic models.  The pile under study is a 2.1m diameter, 53.5m 
long steel foundation pile with a follower at the upper end.  Tests on a 1:20 scale model have 
been carried out in the ocean basin at MARINTEK# in Norway.  The pile and follower were 
modelled as a single continuous pile, open at the bottom end and closed at the upper end, 
except for a small 5mm hole representing various small passages.  Close to the top, 4 rows of 
5mm diameter holes were drilled as shown in figure 7.2.  The open area of each row 
represented approximately 5% of the internal pipe section area. The internal pipe diameter was 
101 mm, giving a cross section area equal to 8012 mm2.  Five test series with the pipe fully 
                                                 
# MARINTEK is the Norwegian Maritime Research Institute, a company in the SINTEF group of 
research organisations.  MARINTEK is located, along with the Department of Marine Technology at the 
Norwegian University of Science and Technology (NTNU), in Trondheim, Norway. 
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submerged were arranged.  Opening an increasing number of holes, as specified in table 7.1, 
varied the ventilation area.  The perforation ratio is defined as the total cross section area of the 
holes divided by the section area of the pile.  In addition to the series of ‘submerged’ decay 
tests, two series of oscillation decays with the pipe in air were arranged to find the (dry) 
oscillating mass which was 11.78 kg for series 1 and was increased to 20.64 kg for series 2 to 5.  
This is to help prolong the decay for better identification of the more highly damped cases.  




Fig. 7.2  Test pile 
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Table 7.1  Test details 
Area of open holes 
Series nos. Decay test nos. No. of holes 
mm2 % 
1 11-13 1 19.6 0.25 
2 21-23 21 412.3 5.15 
3 31-33 42 824.6 10.3 
4 41-43 63 1236.9 15.4 
5 51-53 84 1649.2 20.6 
 
 
The foundation pile under study presents a challenge to identify not only appropriate 
hydrodynamic parameters but also an appropriate model.  As will be shown in the results 
presented, the perforated object does not fit the models for added mass and damping 
commonly used for solid objects.  In order to determine the model components that are 
important, the general model (Eq. 7.7) is used to model the free decay of the oscillation.  By 
forcing some of the parameters to be zero eight different models are considered as given in 
table 7.2.  Identification is carried out using each of the eight mathematical models for each of 
the 15 (5 series of 3) tests conducted.  For each test, and each model, 5 runs of the SSRM are 
carried out in order to observe whether the results have converged.  If the identified parameters 
are not consistent across the 5 runs, or if the parameters converge to a limit of the search space, 
the GA parameters and limits are changed and the analysis repeated.  The GA parameters used 
and initial search limits are given in tables 7.3 and 7.4.  Computation time was approximately 
50s for models 0-4 and 100s for models 5-7 for analysis conducted on a Pentium 4, 3-GHz PC. 
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Table 7.2  Mathematical models 
Model number Terms Considered 
Model 0 A0, D1 
Model 1 A0, D2 
Model 2 A0, D1, D2 
Model 3 A0, A1, D1 
Model 4 A0, A1, D2 
Model 5 A0, A1, D1, D2 
Model 6 A0, A1, D0, D1, D2 
Model 7 A0, A1, D0, D1 
 
 
Of interest is identifying the model(s) that gives the best fit to the test data and appropriate 
parameters if these models are used.  It can then be observed how the parameters vary as the 
level of perforation is increased.  It is also very important that the identified parameters are 
reliable.  In this study three tests have been conducted for each series.  An indication of the 
reliability can therefore be gained by observing the consistency of the identified parameters 
across the three tests.  In order to properly discuss the results these points need to be 
considered together.  That is, it makes no sense to identify a model that fits a single 
experimental test well without considering if the identified parameters represent the system 
and could then be used to simulate the response to a different set of initial conditions.  
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Table 7.3  Perforated pile – GA Parameters 
Population size 50 × 3 
Runs 5/15 
Generations 200* 
Runs to ave for output 1 
Crossover rate 0.4 
Mutation rate 0.2 




Time step, internal/data 0.01/0.04 
Data Length# 250 / 100 / 50 
* For models 5-7 the number of generations was doubled (400) due to increased model complexity 
# 250 data points.  Internal step is 4 times smaller leading to internal computation of 1000 data points  
 
Table 7.4  Perforated pile – Initial search limits 
 Series 1 Series 2 Series 3 Series 4 Series 5 
A0 0 – 20 0 – 20 0 – 20 0 – 20 -10 – 10 
A1 0 – 10 0 – 100 0 – 300 0 – 300 0 – 300 
D0 -1 – 1 -1 – 1 -1 – 1 -1 – 1 -1 – 1 
D1 -10 – 10 0 – 40 0 – 50 0 – 50 0 – 50 
D2 0 – 20 -100 – 200 -200 – 400 -200 – 400 -200 – 400 
0x  -0.3 – 0.3 -0.3 – 0.3 -0.3 – 0.3 -0.3 – 0.3 -0.3 – 0.3 
0x&  -0.5 – 0.5 -0.5 – 0.5 -0.5 – 0.5 -0.5 – 0.5 -0.5 – 0.5 
 
 
Chapter 7.  Application to Non-linear Identification in Hydrodynamics 
      
 175
7.3.1  Results 
 
An overview of the mean identification results is presented in table 7.5.  The table allows for 
quick comparison of the models both in terms of the relative quality of fit achieved and in 
terms of the parameters identified.  For each test series, the fitness values are scaled such that 
the ‘best’ model gives a value of 1 and other models can be compared accordingly.  The fitness 
values are calculated as the inverse of the sum of square error between the measured and 
simulated response as shown in figure 7.3.  The figure also shows plots of the fitness achieved 
for the various models identified for each series of tests.  In general we would expect model 6 
to produce the results with the highest fitness.  This is not always the case, however, as the 
larger number of damping terms present may cause the identification to return inconsistent 
results.  It is seen that the slightly less complicated models, 5 and 7, return more consistent 
results without a significant loss in the quality of fit.   
 
There are two important observations from the results presented in figure 7.3.  Firstly, while 
the constant added mass models (0-2) can simulate the response of solid objects, such as the 
0% perforated pile of series 1, it is unable to properly capture the response of the perforated 
pile.  This is seen in the large difference that exists in the quality of fit between models 2 and 5, 
both of which use the same damping model.  The second important observation is that models 
employing purely quadratic damping (models 1 and 4) perform very poorly compared to those 
that use linear damping, or combinations of linear and quadratic or coulomb terms.   
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Table 7.5  Mean identification results for perforated pile 
  Fitness Mean identified parameter value 
Series # Model # Ratio* A0 A1 D0 D1 D2 
0 0.731 18.263   3.914  
1 0.213 18.275    13.907 
2 0.804 18.265   3.365 1.941 
3 0.841 18.038 2.238  3.908  
4 0.247 17.832 4.383   13.871 
5 1.000 18.011 2.529  3.141 2.734 









7 0.998 18.004 2.582 -0.192 4.658  
0 0.162 16.454   18.964  
1 0.024 16.507    161.467 
2 0.358 16.398   26.594 -66.603 
3 0.222 14.507 40.256  18.486  
4 0.027 13.909 58.447   159.729 
5 0.803 14.419 40.149  26.263 -67.582 









7 0.826 14.240 44.326 0.442 13.269  
0 0.255 12.474   32.383  
1 0.046 11.717    324.357 
2 0.336 12.657   44.924 -115.701 
3 0.689 5.614 164.936  27.543  
4 0.077 1.957 287.059   274.800 
5 0.993 6.040 152.571  36.289 -78.572 










7 0.777 6.845 136.782 0.224 25.265  
Table continues on next page
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  Fitness Mean identified parameter value 
Series # Model # Ratio* A0 A1 D0 D1 D2 
0 0.106 9.683   36.416  
1 0.025 8.839    293.447 
2 0.119 9.672   48.110 -94.360 
3 0.487 1.700 170.643  29.432  
4 0.127 0.170 219.554   288.733 
5 0.607 1.549 175.964  23.279 60.722 










7 0.964 1.348 178.209 -0.205 32.220  
0 0.046 7.309   35.273  
1 0.015 6.060    244.565 
2 0.049 7.334   43.262 -56.595 
3 0.165 0.105 142.193  28.768  
4 0.136 -0.699 177.647   253.409 
5 0.449 -0.121 154.478  12.600 131.788 










7 0.950 -0.087 147.180 -0.470 34.848  
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Fig. 7.3  Fitness of identified models 
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The Effect of Perforation on Added Mass  
Figure 7.4 shows the added mass identified for models 2 and 5, both of which use a linear and 
quadratic damping model.  The contribution of the amplitude dependant mass is shown for 
amplitude of 5 cm, representing approximately the average amplitude of the decay tests 
performed.  It is seen that, while the total added mass is similar, the composition of the mass 
changes greatly.  In general, as the % of perforation increases, the total mass decreases and 
becomes more dependent on the amplitude.  The effect of this can be understood by viewing 
figure 7.5, where the variation of added mass, as predicted by the identified models, is plotted 
for series 1, 3 and 5.  The figure shows that while the models would give a similar response at 
amplitude of 5cm, if simulation of the behaviour at amplitude of, say, 2 cm were carried out, 
the response would be quite different.  The curves presented here are of course based on the 
amplitudes present in the tests conducted and extrapolation to higher amplitudes must be done 
with care.  It is expected that there will be an upper limit to the total added mass term, quite 






































































































































































Fig. 7.4  Added mass identified for model 2 and 5 (Amplitude = 5cm) 
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Series 5 - 20%
Series 1 - 0%
Series 3 - 10%
 
Fig. 7.5  Amplitude dependence of added mass 
(Dotted lime = Model 2, Solid line = Model 5) 
 
The difference in identified mass and fitness of response between models 2 and 5 can be 
understood by viewing the data from a typical test.   Figure 7.6 shows the decay for test 31 
(10% perforation), while table 7.6 summarises the zero up-crossing times.  The period 
decreases as the test proceeds, and as the spring stiffness is constant the added mass must be 
decreasing.  The results here show that even a simple linear model of this amplitude 
dependency of added mass can significantly increase the quality of fit that is obtained. 
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T1 T2 T3 T4 T5
 
Fig. 7.6  Decay test 31 
 
Table 7.6  Zero crossing data for decay test 31 
Point Time at crossing (s) Period (s) 
T1 1.01 - 
T2 3.04 2.03 
T3 4.88 1.84 
T4 6.56 1.68 
T5 8.11 1.55 
 
 
Effect of Perforation on Damping 
Figure 7.7 shows the variation of damping parameters for models 2, 5, 6 and 7.  The 
contribution of each damping term is linearised for amplitude of 5 cm and a frequency of 0.8 
Hz.  The top two plots for model 2 and 5 are interesting to compare.  While both models use a 
linear and quadratic damping, the composition of damping identified is very different.  The 
reason for this is that the inadequate constant added mass model used for model 2 means that 
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the damping terms are forced to compensate.  In all plots the linear damping dominates.  This 
fact is somewhat unexpected as we are generally familiar with using primarily quadratic based 
damping models.  The unusual behaviour is further highlighted by the negative quadratic 
damping required at perforations of 5 and 10%.  At these values the linear and coulomb 



































































































































































































































































































































Fig. 7.7  Damping for models 2, 5, 6 and 7 (Amplitude = 5cm, frequency = 0.8Hz) 
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Fig. 7.8  Decay test 21 
 
Table 7.7  Peak data for decay test 21 
Point Peak Value % Loss 
P1 22.80 - 
P2 14.10 38.2 
P3 7.93 43.8 
P4 3.75 52.7 
P5 1.57 58.1 
 
 
The reason why the quadratic terms are forced to zero can be understood by again viewing a 
decay plot, this time for decay test 21 (5% perforation) shown in figure 7.8.  Here we look at 
the relative heights of the peaks, as summarised in table 7.7.  The data shows that the % loss 
between peaks is actually increasing at smaller amplitudes of oscillation.  This is the opposite 
of a quadratic damping, where the rate of decay is higher at large amplitudes.  While the % 
loss is increasing at lower amplitudes of motion, the major component is reasonably consistent 
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confirming that the linear damping should dominate.  The result also explains why the purely 
































Fig. 7.9  Simulation of test 21 (parameters identified from test 23) 
 
The discussions in this section have highlighted an important application of the SSRM as a 
tool to properly analyse systems and allow for informed decisions to be made.  From the 
results presented here it may be decided for example that a hydrodynamic model consisting of 
amplitude dependant added mass with linear and coulomb damping (model 7) is appropriate 
for a pile with 5% perforation.  The simulation result using this model would be far better than 
that using for example a constant added mass with quadratic damping (model 1).  A 
comparison of these 2 simulations is shown in figure 7.9 for test 21 using the initial conditions 
identified from test 21 and parameters identified in test 23.  It is important that we test the 
model against different data like this in order to show that the identified models are not just 
applicable to the single test they are identified from.  The figure shows that model 7 is able to 
almost perfectly reproduce the test result.  This is a very good result as the parameters 
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identified in test 23 are able to accurately simulate the response of test 21.  Model 1, on the 
other hand, is unable to get even close to the correct response. 
 
7.4  Chapter Summary 
 
In this chapter the versatility of the SSRM has been demonstrated.  Identification of a highly 
non-linear system from free decay tests with unknown initial conditions is a problem that most 
classical identification strategies are unable to handle.  As the GA based SSRM works using 
forward analysis, it is easily able to incorporate the non-linear models and the fitness function 
provides us with a quick and meaningful comparison of the fit obtained with the test data.  
Using this strategy the case study of a perforated pile was able to uncover some interesting 
results.  The conjecture that the piles added mass could be modelled as amplitude dependant 
has been confirmed.  It is also discovered that traditional quadratic damping is not the major 
contribution to the total damping of the system.  The successful application of the SSRM to 
this hydrodynamic system suggests that the strategy is versatile and robust.   It is likely that the 
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Chapter 8.  Conclusions and Future Work 
 
8.1  Conclusions 
 
Many previous studies on system identification have used classical methods based on reducing 
signals to frequency information or transforming equations in order to use statistical 
optimisation techniques.  These methods, while theoretically sound, are often unable to cope 
with the imperfect conditions, such as noise, non-linearity and modelling errors, encountered 
in real problems.   As computers become more powerful, heuristic identification methods such 
as neural networks and genetic algorithms (GA) have received increased attention.  Working 
on the basis of natural selection and using only forward analysis, GA can readily be applied to 
a wide range of problems without the need for reformulation of equations or auxiliary 
information such as gradients required by some classical techniques.  In addition, as GA 
searches in a global sense, and from a population of individuals, they are less prone to 
premature convergence to local optima.   
 
The primary objective of this research is to develop a robust and efficient identification 
strategy based on GA.  The two-tier strategy proposed in this thesis has been designed 
primarily for structural identification problems but is robust enough to be applied to a range of 
problems.  At the first tier a modified GA based on migration and artificial selection 
(MGAMAS) is used to identify the parameters of the system within some given parameter 
search limits.  An upper tier, the search space reduction method (SSRM) uses the results from 
the MGAMAS to asses the extent to which the parameters have converged, and reduces the 
search space accordingly.  The MGAMAS then searches within the reduced limits resulting in 
a more efficient and accurate estimate of the parameters.  By reducing the search space of 
parameters that converge quickly, we are not only able to increase the accuracy of those 
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parameters, but are also better identify other parameters, the variation of which now has a 
larger influence on the objective function.  The MGAMAS provides the robust search 
capability of the strategy, simultaneously allowing for broad search while preserving and 
improving the most promising individuals.  The population is split into multiple species, with 
real value encoding of variables and appropriate mutation operators, controlling the search 
direction in each species.  Rank based selection is used to maintain a constant selective 
pressure, while a tagging procedure guarantees diversity in the pool of best solutions.  A 
reduced data length procedure further improves performance by allowing rapid completion of 
early generations.   
      
The identification strategy has been verified on structural identification and damage detection 
problems using shear buildings as an example.  The development and modification of the 
strategy has followed a logical progression from known mass systems, to the more difficult 
unknown mass systems and finally to situations where the input forces are not measured.   
 
As the proposed strategy differs significantly from existing GA methods, a comprehensive 
study on the effect of the various GA parameters has been conducted using structures with 
known mass as the test systems.  Some interesting differences are found between the SSRM 
strategy and simple GA methods.  For example, while mutation is a minor operator in a simple 
binary GA, it is the key to success in the real value coded strategy developed here.  Much 
larger mutation rates of 0.1 to 0.2 are therefore needed compared to the very small rates 
commonly used in a binary GA.  When studying the more difficult, unknown mass systems, it 
has been found that more runs of the MGAMAS are needed in order to achieve good results.  
The search limits should be evaluated using 4 runs with 10 total runs for the known mass cases, 
while for the unknown mass cases it is better to use 5 runs with 15 total runs.   The outcome of 
the tests presented in chapter 4, leads to a set of recommended GA parameters.  Using these 
parameters, the mean errors in stiffness parameters are approximately 1.5% and 3.0% for cases 
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where all measurements are subject to 5% and 10% noise respectively.   The computational 
time is also very reasonable.  For known mass problems, a 20-DOF system (22 unknowns) can 
be identified in 4 minutes on a Pentium 4, 3-GHz PC.  Even the much more difficult unknown 
mass systems with 20-DOF (42 unknowns) is identified in about 40 minutes.  The accuracy 
and efficiency is very pleasing as only 60% of acceleration measurements are used and the 
error is reasonable even under 10% noise. 
 
A natural and important extension from structural identification is structural damage detection.  
In chapter 5 a damage detection strategy using the SSRM is proposed, whereby damage is 
identified as a change in the stiffness of structural members.  The strategy consists of a 
calibration step to identify the undamaged parameters and reduce modelling error, followed by 
an identification step to detect damage.  The strategy uses the parameters identified from the 
undamaged structure to calibrate the structural model and help direct the search for parameters 
of the damaged structure.  Furthermore if it is assumed that no change in mass takes place, the 
mass of the damaged structure can be fixed and the damage detection step is reduced to a much 
easier, known mass problem.  The strategy has been verified using numerical simulations and 
then further demonstrated experimentally using tests on a 7-story steel model.  The damage 
detection capability is excellent.  Damage representing only a 4% reduction in storey stiffness 
is identified in almost 100% of cases even with the ambient noise level estimated as 1-10%.  
The strategy also performs well with limited acceleration measurements.  Using only 2 
acceleration measurements, 4% damage is identified in 91% of cases.  In 67% of cases, the 
identified damage is more than half any false damage reported.    
 
Although the results presented in chapters 4 and 5 are impressive, there are situations where 
force (input) measurement is difficult or expensive to obtain.  An output-only procedure to 
eliminate the need for this measurement has therefore been proposed in chapter 6.  This, of 
course comes at a price.  Without force measurement, it is impossible to identify both mass 
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and stiffness.  The trade off therefore is that we must calculate or reasonably assume the mass 
of the structure for identification to proceed.  The identification then works by simultaneously 
computing the force as identification of the parameters proceeds.  The force at each time step 
is computed using the dynamic equation of motion, the measured accelerations and the 
previously simulated state of the structure.  The procedure is able to effectively identify both 
the structural parameters (stiffness and damping) and the input force, while also indirectly 
filtering output noise.  Furthermore as the forces are not measured, the effect of noise on the 
inputs is avoided.  Numerical results obtained are outstanding.  Structural systems of 5, 10 and 
20-DOF are identified with mean error of less than 1% even under 10% noise.  Due to the fact 
that the computation of input forces is model based, and the structural model does not exactly 
match the system, the experimental results are expectedly less accurate.  It is found however, 
that by utilising data from several different tests, the errors due to model inaccuracies can be 
reduced significantly and identification success is very high.  Using only 3 acceleration 
measurements and data from 5 tests, the very small 4% damage is identified in 8 out of 9 cases.  
A medium damage of 13% is easily identified, and in 96% of cases the real damage identified 
is more than double any false damage identified. 
 
Finally, the versatility of the SSRM is illustrated by using it to identify hydrodynamic 
coefficients for the heave response of submerged bodies.  A case study of a perforated 
foundation pile has demonstrated how even highly non-linear models can be easily identified 
by the strategy.  As only forward analysis is required, nonlinearities in damping and added 
mass are easily incorporated, and even unknown initial conditions can be identified along with 
the system parameters.  The SSRM has proved useful in identifying parameters for given 
models and also in allowing for meaningful comparisons to be made between possible models. 
 
In summary, a novel, robust identification strategy based on genetic algorithms has been 
proposed in this thesis.  Identification of parameters and damage in structural systems is 
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possible to a level that, to the author’s knowledge, has not been achieved previously.  Even for 
reasonably large systems with unknown mass or unknown input excitation, the structural 
parameters are readily obtained from incomplete, noise contaminated acceleration 
measurements.  Furthermore, as the strategy uses only the forward analysis, and does not 
require reformulation of equations, it is applicable to a wide range of both linear and non-
linear systems. 
 
8.2  Recommendations for Future Work 
 
The proposed strategy is generally very good at finding the desired parameters if appropriate 
measurement and objective functions are available.  What is perhaps more important is 
ensuring that the strategy is properly applied to specific problems.  This involves developing 
understanding of simple and yet reasonably accurate models and deciding on the appropriate 
function to optimise.   
 
For any identification strategy, application to real systems will depend heavily on how well the 
mathematical model is able to reproduce the response of the actual system.  For GA this must 
also balance the fact that more complex models may unnecessarily increase computational 
time and make convergence difficult.  The aim is therefore to use models which have a good 
physical connection to the actual system, but are simple enough that simulations can be carried 
out in a reasonable time.  For structural systems, this sort of research would involve for 
example looking into different types of finite element models or various time-history 
integration schemes to determine how the system response can be properly modelled in a 
simple way.   
 
Another area of further study would be to try to relax the restrictions on the required 
measurements.  The method presented in chapter 6 is able to eliminate the need for force 
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measurement, but still requires acceleration measurement at all nodes connected the point 
where the force is applied.  For some realistic structures this will be an annoying restriction 
and finding a way to, for example, estimate the missing information, would be useful.   
 
As the strategy presented in this thesis is very general, it will be useful to apply it to a wide 
range of identification problems.  There is much interest in the offshore industry in identifying, 
for example, the seabed fixity of jack-up platforms, or assessing the integrity of structures 
following extreme weather events such as hurricanes.  As the SSRM is an optimisation 
strategy, it could be used to efficiently determine initial sizing of offshore structures such as 
Semi-Submersibles, TLPs and Spars.  Work is currently being done in this area, with the 
development of a program to carry out the preliminary sizing of truss spars.  Another 
interesting area for potential development is the identification of plate and shell structures.  
This would be extremely useful for aerospace and maritime structures where plates are the 
main structural elements.  Finally, it is possible to apply the strategy to non-engineering 
problems, for example in financial systems, where identified trends and financial models are 
used to assess the financial situation.   
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Appendix A.  Structural Identification Results 
 
This appendix contains the results of all the identification tests carried out in chapter 4.  In all cases the 
results presented are averages over 25 trials conducted.  The standard error given in ( ) in the tables is 
the standard error of the mean.  That is the standard deviation of all observations divided by the square 
root of the number of observations.  In the tables, results are often described as significantly different.  
This is based on a 95% confidence interval of their mean result using the standard errors given. 
 
A.1  Known Mass Systems 
 
A.1.1  Primary Tests 
 
In the tables presented in this section, the tests are labelled systematically according to the parameters 
used.  The selected results, displayed in chapter 4 are highlighted in the tables.  Other results that are not 
significantly worse than the selected result are shown in bold.  It is noted that many of the damping 
results are not significant as the variation is large.  This is due to much larger errors in the mass 
proportional damping parameter α, which as little contribution to damping in this case, causing results to 
appear poor.  This is of little concern however as we are more interested in the identification of the 
stiffness values.  The labelling is as follows, where the letters (A,B,C) refer to the parameter values 
given in table 4.3.   
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Tests on SGA   X1X2X3  
Where  X1 A, B or C indicating population size 
  X2 A or B indicating cossover rate 
  X3 A, B or C indicating mutation rate 
 
Tests on MGAMAS  X1X2X3X4X5 
Where  X1 A, B or C indicating population size 
  X2 A, B or C indicating cossover rate 
  X3 A or B indicating mutation rate 
  X4 A or B indicating number of regenerations 
  X5 A or B indicating number of reintroductions 
 
Tests on SSRM X1X2X3X4X5X6 
Where  X1 A, B or C indicating population size 
  X2 A, B or C indicating number of runs 
  X3 A, B or C indicating cossover rate 
  X4 A or B indicating mutation rate 
  X5 A or B indicating number of regenerations 
  X6 A or B indicating number of reintroductions 
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Table A.1  Known mass systems – Primary tests on SGA, 5-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
AAA 74.1 (27.4) 23.2 8.35 (0.78) 16.12 (1.73) 
AAB 45.9 ( 6.3) 43.6 5.35 (0.53) 15.04 (2.17) 
AAC 22.2 ( 3.0) 16.4 6.55 (0.60) 17.55 (2.15) 
ABA 79.9 (17.3) 46.8 7.81 (0.94) 13.47 (1.71) 
ABB 68.4 (10.1) 50.4 4.30 (0.38) 14.24 (2.27) 
ABC 18.1 ( 1.8) 16.5 6.91 (0.84) 21.64 (2.52) 
BAA 80.7 (26.2) 32.2 8.62 (0.89) 14.56 (2.05) 
BAB 59.1 ( 7.8) 47.9 4.92 (0.40) 11.83 (1.41) 
BAC 17.2 ( 1.3) 15.0 6.27 (0.43) 22.68 (2.78) 
BBA 62.6 (13.9) 34.4 7.01 (0.60) 13.62 (1.57) 
BBB 52.6 (10.0) 39.1 4.77 (0.43) 14.07 (1.95) 
BBC 17.1 ( 1.5) 15.3 7.28 (0.67) 20.72 (2.89) 
CAA 99.8 (15.7) 88.2 4.58 (0.42) 9.41 (1.21) 
CAB 50.2 ( 5.6) 46.9 5.15 (0.49) 14.48 (2.09) 
CAC 19.1 ( 2.6) 16.3 6.59 (0.69) 22.83 (3.09) 
CBA 91.6 (16.4) 67.4 5.93 (0.62) 14.18 (1.56) 
CBB 65.7 ( 9.6) 54.1 4.73 (0.49) 11.70 (1.64) 
CBC 18.6 ( 1.2) 17.5 6.37 (0.48) 20.27 (2.63) 
 
 
Table A.2  Known mass systems – Primary tests on SGA, 10-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
AAA 95.3 ( 7.5) 82.6 4.91 (0.29) 15.27 (2.54) 
AAB 18.1 ( 1.0) 17.1 10.72 (0.76) 23.88 (3.16) 
AAC 8.7 ( 0.4) 8.7 14.41 (0.92) 25.47 (3.22) 
ABA 104.0 (11.3) 105.0 4.68 (0.33) 13.33 (2.23) 
ABB 19.3 ( 1.1) 18.6 9.28 (0.64) 24.10 (3.42) 
ABC 8.6 ( 0.4) 8.2 13.93 (0.95) 24.83 (2.95) 
BAA 137.4 (18.6) 125.8 5.03 (0.35) 11.11 (1.48) 
BAB 23.5 ( 1.4) 21.9 9.21 (0.60) 18.54 (2.99) 
BAC 10.6 ( 0.7) 10.0 12.81 (0.87) 24.71 (3.51) 
BBA 122.1 (12.5) 108.1 5.09 (0.37) 9.27 (1.72) 
BBB 22.9 ( 1.5) 21.8 9.16 (0.67) 17.87 (3.16) 
BBC 8.8 ( 0.5) 8.0 14.61 (0.99) 26.99 (3.87) 
CAA 99.5 ( 8.8) 92.0 5.11 (0.35) 15.61 (2.39) 
CAB 22.1 ( 1.4) 18.8 8.86 (0.57) 21.23 (3.17) 
CAC 8.9 ( 0.3) 8.5 14.23 (0.90) 25.58 (3.34) 
CBA 128.6 (11.3) 117.9 4.22 (0.29) 12.33 (1.89) 
CBB 22.4 ( 1.2) 22.3 8.33 (0.53) 19.67 (2.74) 
CBC 9.4 ( 0.5) 8.6 15.13 (1.04) 22.34 (3.47) 
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Table A.3  Known mass systems – Primary tests on SGA, 20-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
AAA 13.1 (0.4) 12.8 10.72 (0.56) 18.19 (3.20) 
AAB 4.2 (0.2) 3.9 15.77 (0.67) 20.00 (3.22) 
AAC 2.4 (0.1) 2.3 20.48 (0.82) 17.42 (3.00) 
ABA 13.4 (0.5) 12.9 9.52 (0.43) 14.33 (2.89) 
ABB 4.2 (0.1) 4.0 16.12 (0.71) 22.56 (3.25) 
ABC 2.4 (0.1) 2.4 20.11 (0.84) 19.21 (3.28) 
BAA 15.8 (0.7) 14.9 9.44 (0.46) 18.22 (2.87) 
BAB 4.6 (0.1) 4.5 15.96 (0.74) 23.09 (3.86) 
BAC 2.4 (0.0) 2.4 19.96 (0.86) 23.36 (4.04) 
BBA 18.0 (0.6) 17.2 8.68 (0.45) 19.94 (3.35) 
BBB 4.9 (0.2) 4.4 15.39 (0.69) 25.53 (4.21) 
BBC 2.4 (0.1) 2.4 20.24 (0.84) 22.88 (3.89) 
CAA 16.7 (0.5) 16.5 9.17 (0.38) 19.30 (3.35) 
CAB 4.7 (0.2) 4.4 15.57 (0.69) 21.57 (3.93) 
CAC 2.5 (0.2) 2.3 19.25 (0.83) 24.98 (4.16) 
CBA 18.9 (0.5) 18.5 8.33 (0.39) 15.81 (2.81) 
CBB 4.9 (0.1) 4.9 15.41 (0.75) 19.24 (3.29) 
CBC 2.4 (0.1) 2.4 20.52 (0.92) 23.92 (3.28) 
 
 
Table A.4  Known mass systems – Primary tests on MGAMAS, 5-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
AAAAA 257 (46) 195 3.81 (0.45) 8.24 (1.42) 
AAAAB 407 (51) 347 2.08 (0.20) 4.68 (0.75) 
AAABA 310 (37) 255 2.53 (0.32) 5.23 (0.83) 
AAABB 381 (52) 287 2.11 (0.18) 4.04 (0.65) 
AABAA 244 (24) 223 1.97 (0.19) 6.63 (1.24) 
AABAB 443 (43) 463 1.44 (0.12) 3.97 (0.53) 
AABBA 255 (29) 232 2.02 (0.17) 6.53 (0.79) 
AABBB 514 (41) 541 1.09 (0.10) 4.63 (0.62) 
AACAA 125 (14) 98 2.66 (0.24) 9.68 (1.26) 
AACAB 383 (37) 344 1.05 (0.08) 8.35 (1.16) 
AACBA 146 (20) 126 2.74 (0.23) 10.49 (1.23) 
AACBB 345 (32) 296 1.39 (0.14) 6.74 (1.30) 
ABAAA 238 (46) 164 3.55 (0.33) 6.51 (1.07) 
ABAAB 340 (57) 289 3.06 (0.31) 7.75 (1.27) 
ABABA 275 (44) 218 2.80 (0.29) 6.32 (1.09) 
ABABB 358 (56) 230 2.47 (0.24) 5.70 (0.93) 
ABBAA 225 (22) 206 1.84 (0.16) 9.40 (1.15) 
ABBAB 482 (34) 456 1.18 (0.10) 4.24 (0.60) 
ABBBA 171 (18) 143 2.31 (0.18) 9.04 (1.13) 
ABBBB 471 (43) 498 1.35 (0.13) 3.95 (0.54) 
ABCAA 109 (13) 89 2.59 (0.31) 8.63 (1.38) 
ABCAB 334 (35) 313 1.54 (0.14) 6.93 (1.33) 
ABCBA 106 (16) 71 3.11 (0.27) 10.82 (1.30) 
ABCBB 371 (42) 306 1.35 (0.12) 6.81 (1.08) 
BAAAA 167 (37) 90 5.15 (0.50) 7.42 (1.15) 
BAAAB 287 (50) 220 3.38 (0.33) 7.45 (1.22) 
BAABA 312 (45) 248 2.33 (0.21) 5.17 (0.77) 
BAABB 316 (54) 197 3.21 (0.32) 6.13 (1.00) 
BABAA 383 (33) 357 1.56 (0.14) 4.58 (0.64) 
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Table A.4  Known mass systems – Primary tests on MGAMAS, 5-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
BABAB 499 (43) 473 1.27 (0.13) 3.52 (0.41) 
BABBA 299 (42) 295 2.31 (0.23) 7.38 (0.93) 
BABBB 568 (47) 597 1.11 (0.11) 2.92 (0.44) 
BACAA 256 (27) 224 1.96 (0.19) 7.96 (0.97) 
BACAB 435 (38) 421 1.26 (0.11) 4.62 (0.71) 
BACBA 186 (20) 172 2.22 (0.20) 7.85 (1.15) 
BACBB 502 (36) 488 1.06 (0.10) 3.62 (0.50) 
BBAAA 261 (41) 229 3.15 (0.32) 7.20 (0.95) 
BBAAB 314 (49) 308 2.88 (0.27) 5.34 (0.67) 
BBABA 335 (45) 290 2.15 (0.20) 5.01 (0.69) 
BBABB 417 (52) 371 2.01 (0.20) 4.49 (0.73) 
BBBAA 308 (38) 290 2.25 (0.24) 7.25 (1.03) 
BBBAB 464 (50) 447 1.46 (0.14) 3.25 (0.42) 
BBBBA 317 (45) 307 2.01 (0.19) 6.16 (0.80) 
BBBBB 570 (38) 613 1.11 (0.10) 3.22 (0.48) 
BBCAA 170 (17) 169 2.14 (0.21) 9.38 (1.20) 
BBCAB 481 (39) 453 1.15 (0.10) 3.14 (0.49) 
BBCBA 143 (15) 132 2.16 (0.18) 11.67 (1.78) 
BBCBB 434 (39) 394 1.25 (0.12) 5.31 (1.00) 
CAAAA 342 (52) 279 2.65 (0.31) 6.45 (1.05) 
CAAAB 350 (51) 324 2.39 (0.22) 4.66 (0.70) 
CAABA 198 (26) 171 3.16 (0.24) 5.16 (0.81) 
CAABB 361 (50) 339 2.19 (0.20) 5.71 (0.89) 
CABAA 306 (39) 266 2.25 (0.24) 4.96 (0.65) 
CABAB 435 (47) 428 1.67 (0.15) 2.92 (0.50) 
CABBA 238 (28) 194 2.21 (0.18) 6.34 (0.95) 
CABBB 442 (48) 448 1.74 (0.19) 3.75 (0.57) 
CACAA 208 (21) 188 1.93 (0.16) 7.30 (1.07) 
CACAB 474 (44) 467 1.36 (0.16) 4.11 (0.56) 
CACBA 225 (23) 204 1.83 (0.17) 6.22 (0.76) 
CACBB 448 (37) 464 1.14 (0.10) 4.33 (0.67) 
CBAAA 333 (55) 181 3.44 (0.47) 6.81 (1.22) 
CBAAB 398 (58) 277 2.38 (0.25) 3.90 (0.67) 
CBABA 353 (47) 372 2.19 (0.23) 5.12 (0.69) 
CBABB 370 (47) 280 2.02 (0.18) 4.34 (0.49) 
CBBAA 309 (37) 239 2.06 (0.17) 5.05 (0.72) 
CBBAB 491 (43) 474 1.39 (0.12) 3.62 (0.53) 
CBBBA 265 (33) 262 2.43 (0.25) 6.87 (0.84) 
CBBBB 481 (50) 458 1.40 (0.14) 4.61 (0.59) 
CBCAA 236 (29) 204 1.82 (0.16) 5.87 (0.76) 
CBCAB 455 (40) 434 1.19 (0.11) 3.73 (0.56) 
CBCBA 190 (16) 187 1.94 (0.15) 8.48 (1.27) 
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Table A.5  Known mass systems – Primary tests on MGAMAS, 10-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
AAAAA 479 (29) 461 2.04 (0.15) 6.39 (1.08) 
AAAAB 546 (35) 542 2.03 (0.15) 5.49 (0.78) 
AAABA 444 (28) 417 2.02 (0.13) 7.26 (1.17) 
AAABB 610 (31) 662 1.51 (0.12) 5.08 (0.93) 
AABAA 265 (25) 222 3.00 (0.21) 10.57 (1.78) 
AABAB 472 (38) 507 2.17 (0.20) 7.25 (1.21) 
AABBA 268 (20) 272 3.04 (0.23) 10.38 (1.71) 
AABBB 456 (27) 434 2.05 (0.16) 7.84 (1.32) 
AACAA 160 (16) 136 3.65 (0.24) 9.18 (1.56) 
AACAB 326 (24) 320 2.31 (0.19) 7.99 (1.47) 
AACBA 144 (13) 126 3.70 (0.27) 10.97 (1.86) 
AACBB 314 (24) 298 2.50 (0.20) 9.43 (1.81) 
ABAAA 482 (33) 456 1.94 (0.14) 7.58 (1.27) 
ABAAB 657 (30) 639 1.36 (0.10) 5.68 (1.03) 
ABABA 443 (30) 404 2.11 (0.15) 7.26 (1.33) 
ABABB 606 (34) 596 1.52 (0.12) 5.45 (0.89) 
ABBAA 234 (16) 214 2.88 (0.20) 13.08 (2.24) 
ABBAB 481 (29) 472 1.79 (0.13) 6.47 (1.20) 
ABBBA 171 (15) 163 3.90 (0.32) 11.39 (1.96) 
ABBBB 426 (30) 407 2.29 (0.17) 6.68 (1.19) 
ABCAA 150 (15) 127 4.08 (0.31) 10.19 (2.12) 
ABCAB 299 (18) 303 2.57 (0.17) 10.60 (1.85) 
ABCBA 110 (11) 89 4.74 (0.35) 11.63 (1.93) 
ABCBB 262 (22) 219 3.06 (0.23) 12.20 (2.17) 
BAAAA 459 (27) 495 2.27 (0.17) 6.36 (1.08) 
BAAAB 599 (42) 644 1.96 (0.17) 5.19 (0.97) 
BAABA 445 (24) 447 2.26 (0.16) 6.82 (1.32) 
BAABB 516 (42) 505 2.14 (0.17) 7.24 (1.25) 
BABAA 368 (27) 321 2.33 (0.16) 9.00 (1.65) 
BABAB 518 (33) 502 1.87 (0.17) 6.99 (1.22) 
BABBA 342 (28) 316 2.29 (0.18) 8.60 (1.54) 
BABBB 505 (38) 442 2.05 (0.15) 5.95 (1.19) 
BACAA 257 (23) 223 2.47 (0.16) 9.61 (1.85) 
BACAB 375 (27) 376 2.03 (0.14) 8.41 (1.50) 
BACBA 181 (12) 177 3.39 (0.24) 12.38 (1.94) 
BACBB 345 (23) 337 2.46 (0.19) 9.11 (1.62) 
BBAAA 537 (37) 506 1.90 (0.14) 5.00 (0.85) 
BBAAB 620 (33) 643 1.71 (0.12) 5.37 (0.90) 
BBABA 483 (34) 505 2.27 (0.18) 6.55 (1.22) 
BBABB 596 (36) 656 1.84 (0.14) 4.20 (0.84) 
BBBAA 385 (26) 374 2.21 (0.15) 5.61 (1.00) 
BBBAB 536 (35) 529 1.76 (0.14) 4.62 (0.89) 
BBBBA 369 (20) 365 2.03 (0.14) 6.71 (1.19) 
BBBBB 595 (30) 635 1.51 (0.11) 4.23 (0.78) 
BBCAA 258 (24) 213 2.49 (0.14) 7.69 (1.36) 
BBCAB 423 (24) 404 1.79 (0.14) 5.52 (0.98) 
BBCBA 209 (23) 172 2.98 (0.17) 11.00 (1.94) 
BBCBB 435 (22) 424 1.47 (0.10) 6.56 (1.21) 
CAAAA 431 (32) 449 2.47 (0.19) 6.01 (0.91) 
CAAAB 580 (33) 556 1.72 (0.14) 4.95 (0.82) 
CAABA 392 (32) 374 2.76 (0.22) 7.65 (1.40) 
CAABB 515 (36) 493 2.26 (0.17) 4.61 (0.78) 
CABAA 351 (33) 334 2.53 (0.25) 9.04 (1.70) 
CABAB 576 (30) 552 1.52 (0.11) 5.02 (0.98) 
CABBA 332 (22) 348 2.29 (0.15) 7.75 (1.40) 
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Table A.5  Known mass systems – Primary tests on MGAMAS, 10-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
CABBB 491 (33) 475 2.12 (0.16) 6.09 (1.22) 
CACAA 189 (11) 180 2.91 (0.18) 10.03 (1.59) 
CACAB 394 (25) 361 1.85 (0.12) 7.20 (1.22) 
CACBA 176 (13) 174 3.72 (0.28) 9.13 (1.66) 
CACBB 393 (21) 394 1.85 (0.13) 6.85 (1.29) 
CBAAA 476 (36) 496 2.22 (0.18) 5.31 (0.98) 
CBAAB 591 (34) 580 1.78 (0.14) 4.95 (0.81) 
CBABA 395 (39) 366 2.86 (0.23) 5.47 (0.88) 
CBABB 566 (34) 551 1.88 (0.14) 5.67 (0.91) 
CBBAA 326 (24) 334 2.41 (0.17) 7.85 (1.41) 
CBBAB 519 (30) 518 1.85 (0.13) 4.50 (0.86) 
CBBBA 325 (22) 289 2.32 (0.15) 7.79 (1.41) 
CBBBB 562 (32) 559 1.74 (0.13) 5.03 (0.79) 
CBCAA 216 (17) 202 2.74 (0.17) 9.35 (1.58) 
CBCAB 409 (21) 410 1.81 (0.13) 5.81 (0.98) 
CBCBA 178 (15) 156 3.31 (0.23) 11.47 (2.04) 
CBCBB 405 (21) 394 2.12 (0.13) 5.46 (1.04) 
 
 
Table A.6  Known mass systems – Primary tests on MGAMAS, 20-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
AAAAA 370 (27) 338 3.24 (0.18) 7.62 (1.34) 
AAAAB 429 (41) 395 3.52 (0.22) 5.89 (1.11) 
AAABA 415 (31) 381 2.76 (0.16) 5.22 (1.18) 
AAABB 407 (41) 395 3.78 (0.21) 5.74 (1.10) 
AABAA 232 (15) 216 3.42 (0.21) 9.19 (1.79) 
AABAB 348 (21) 343 3.03 (0.20) 7.61 (1.42) 
AABBA 286 (22) 259 2.80 (0.14) 7.91 (1.44) 
AABBB 332 (23) 353 2.95 (0.16) 6.81 (1.35) 
AACAA 136 ( 9) 119 3.98 (0.19) 9.91 (1.93) 
AACAB 211 (16) 206 3.25 (0.18) 9.22 (1.58) 
AACBA 146 (11) 142 3.79 (0.20) 9.61 (1.76) 
AACBB 170 (12) 171 4.28 (0.20) 9.47 (1.74) 
ABAAA 474 (32) 460 2.29 (0.15) 4.93 (1.00) 
ABAAB 460 (33) 473 2.87 (0.15) 4.03 (0.65) 
ABABA 382 (21) 358 2.67 (0.14) 6.33 (1.18) 
ABABB 369 (29) 396 3.92 (0.20) 3.68 (0.78) 
ABBAA 243 (17) 220 3.26 (0.16) 7.21 (1.33) 
ABBAB 343 (23) 338 3.07 (0.16) 4.97 (0.96) 
ABBBA 250 (14) 229 2.91 (0.16) 6.56 (1.14) 
ABBBB 345 (24) 322 3.01 (0.16) 5.42 (1.17) 
ABCAA 150 (10) 157 3.43 (0.15) 11.00 (2.03) 
ABCAB 235 (14) 236 3.24 (0.17) 6.43 (1.29) 
ABCBA 135 (11) 132 3.90 (0.21) 8.86 (1.68) 
ABCBB 212 (13) 205 3.30 (0.17) 8.97 (1.59) 
BAAAA 367 (27) 357 3.36 (0.19) 5.39 (1.04) 
BAAAB 407 (35) 384 3.16 (0.16) 3.29 (0.65) 
BAABA 338 (29) 343 3.74 (0.20) 4.71 (0.96) 
BAABB 417 (40) 393 3.56 (0.20) 4.24 (0.94) 
BABAA 274 (20) 271 3.14 (0.16) 6.65 (1.34) 
BABAB 342 (20) 353 2.78 (0.14) 5.13 (0.99) 
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Table A.6  Known mass systems – Primary tests on MGAMAS, 20-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
BABBA 265 (25) 246 3.38 (0.18) 6.92 (1.33) 
BABBB 349 (19) 365 2.72 (0.13) 6.07 (1.21) 
BACAA 160 (10) 151 3.51 (0.16) 9.35 (1.72) 
BACAB 211 (11) 200 3.23 (0.14) 8.99 (1.79) 
BACBA 154 (11) 151 3.70 (0.18) 7.62 (1.57) 
BACBB 210 (15) 201 3.55 (0.22) 8.04 (1.43) 
BBAAA 449 (33) 498 2.71 (0.12) 5.55 (1.00) 
BBAAB 444 (35) 453 2.93 (0.14) 3.16 (0.61) 
BBABA 362 (31) 331 3.63 (0.19) 4.51 (0.87) 
BBABB 454 (37) 416 2.92 (0.15) 4.16 (0.84) 
BBBAA 282 (15) 283 3.08 (0.14) 7.11 (1.29) 
BBBAB 354 (29) 307 3.39 (0.17) 4.04 (0.85) 
BBBBA 267 (13) 256 2.95 (0.13) 7.21 (1.43) 
BBBBB 349 (19) 329 3.02 (0.12) 3.88 (0.74) 
BBCAA 186 ( 8) 178 3.24 (0.16) 8.36 (1.58) 
BBCAB 262 (12) 259 2.63 (0.12) 5.88 (1.19) 
BBCBA 158 ( 9) 145 3.18 (0.13) 8.81 (1.85) 
BBCBB 239 (14) 224 3.18 (0.15) 7.87 (1.44) 
CAAAA 326 (29) 323 3.76 (0.22) 4.60 (0.92) 
CAAAB 371 (34) 351 4.20 (0.22) 3.67 (0.72) 
CAABA 334 (27) 308 3.15 (0.18) 6.25 (1.19) 
CAABB 360 (33) 348 3.90 (0.23) 4.56 (0.95) 
CABAA 247 (17) 236 2.90 (0.14) 6.26 (1.38) 
CABAB 327 (19) 335 2.74 (0.13) 5.08 (0.98) 
CABBA 222 (14) 223 3.17 (0.15) 7.93 (1.47) 
CABBB 344 (21) 355 2.65 (0.13) 4.85 (0.89) 
CACAA 140 ( 8) 126 3.20 (0.15) 9.82 (1.79) 
CACAB 204 ( 9) 196 2.83 (0.13) 6.21 (1.07) 
CACBA 134 ( 7) 130 3.31 (0.15) 9.59 (1.86) 
CACBB 194 ( 9) 193 3.23 (0.17) 6.85 (1.38) 
CBAAA 397 (28) 383 2.85 (0.14) 3.85 (0.76) 
CBAAB 432 (32) 407 3.07 (0.15) 3.34 (0.61) 
CBABA 383 (24) 418 2.69 (0.13) 5.61 (1.02) 
CBABB 459 (30) 432 2.72 (0.11) 3.98 (0.77) 
CBBAA 253 (17) 236 2.77 (0.12) 7.16 (1.43) 
CBBAB 359 (21) 327 2.45 (0.12) 5.41 (0.94) 
CBBBA 239 (10) 243 2.68 (0.12) 8.02 (1.45) 
CBBBB 352 (23) 357 2.71 (0.13) 3.94 (0.75) 
CBCAA 156 ( 7) 158 2.94 (0.12) 8.90 (1.72) 
CBCAB 220 (10) 216 3.08 (0.13) 5.05 (0.83) 
CBCBA 147 (11) 129 3.18 (0.15) 9.88 (1.85) 
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Table A.7  Known mass systems – Primary tests on SSRM, 5-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
AAAAAA 278 (45) 196 2.51 (0.27) 5.97 (1.00) 
AAAAAB 329 (55) 181 2.47 (0.22) 4.31 (0.57) 
AAAABA 303 (52) 171 2.30 (0.23) 7.95 (1.23) 
AAAABB 320 (49) 242 2.40 (0.23) 6.43 (0.92) 
AAABAA 431 (43) 449 1.38 (0.14) 6.46 (0.89) 
AAABAB 595 (56) 676 1.32 (0.18) 2.51 (0.42) 
AAABBA 486 (50) 421 1.27 (0.15) 4.03 (0.67) 
AAABBB 541 (55) 536 1.38 (0.18) 4.10 (0.72) 
AAACAA 399 (47) 435 1.34 (0.14) 4.68 (0.81) 
AAACAB 696 (45) 767 0.69 (0.08) 3.39 (0.69) 
AAACBA 447 (39) 471 1.08 (0.09) 6.34 (0.94) 
AAACBB 743 (38) 748 0.70 (0.08) 1.98 (0.39) 
AABAAA 417 (64) 377 2.02 (0.23) 4.50 (0.62) 
AABAAB 401 (56) 317 2.11 (0.22) 4.79 (0.69) 
AABABA 344 (53) 286 2.52 (0.27) 5.52 (0.86) 
AABABB 558 (51) 503 1.06 (0.12) 3.87 (0.57) 
AABBAA 588 (50) 614 0.83 (0.09) 5.58 (1.12) 
AABBAB 680 (47) 642 0.85 (0.10) 2.69 (0.41) 
AABBBA 492 (52) 565 1.25 (0.15) 5.57 (0.95) 
AABBBB 633 (46) 635 1.00 (0.11) 2.25 (0.45) 
AABCAA 487 (47) 489 1.14 (0.14) 3.44 (0.66) 
AABCAB 686 (51) 771 0.78 (0.09) 2.59 (0.44) 
AABCBA 390 (44) 335 1.31 (0.10) 6.47 (1.10) 
AABCBB 799 (43) 870 0.43 (0.05) 2.44 (0.52) 
ABAAAA 222 (28) 170 1.91 (0.22) 8.31 (1.38) 
ABAAAB 385 (48) 348 1.58 (0.14) 5.91 (0.93) 
ABAABA 223 (30) 220 2.22 (0.19) 7.95 (1.30) 
ABAABB 225 (27) 174 2.13 (0.17) 6.98 (0.94) 
ABABAA 437 (48) 384 1.27 (0.16) 5.79 (0.91) 
ABABAB 510 (47) 564 1.15 (0.10) 3.93 (0.71) 
ABABBA 403 (48) 372 1.46 (0.14) 6.46 (1.08) 
ABABBB 530 (42) 510 0.95 (0.09) 4.12 (0.52) 
ABACAA 532 (45) 529 0.92 (0.08) 4.69 (0.77) 
ABACAB 698 (45) 759 0.72 (0.11) 2.61 (0.39) 
ABACBA 507 (36) 453 1.00 (0.10) 4.20 (0.63) 
ABACBB 674 (44) 692 0.70 (0.07) 3.30 (0.52) 
ABBAAA 361 (41) 352 1.47 (0.16) 8.55 (1.28) 
ABBAAB 418 (40) 445 1.40 (0.14) 6.32 (0.90) 
ABBABA 261 (29) 239 1.81 (0.17) 8.03 (1.04) 
ABBABB 442 (45) 423 1.19 (0.10) 3.66 (0.55) 
ABBBAA 467 (46) 375 1.11 (0.11) 5.26 (0.73) 
ABBBAB 664 (41) 698 0.74 (0.06) 2.74 (0.35) 
ABBBBA 453 (40) 394 1.17 (0.17) 5.94 (0.84) 
ABBBBB 570 (47) 593 0.96 (0.09) 5.26 (0.79) 
ABBCAA 626 (37) 628 0.62 (0.06) 3.89 (0.64) 
ABBCAB 807 (34) 869 0.43 (0.05) 2.27 (0.40) 
ABBCBA 490 (38) 488 0.96 (0.09) 6.09 (0.85) 
ABBCBB 735 (43) 779 0.60 (0.06) 2.26 (0.39) 
ACAAAA 125 (26) 73 3.33 (0.30) 10.15 (1.40) 
ACAAAB 154 (23) 109 2.62 (0.21) 12.86 (1.86) 
ACAABA 99 (14) 79 3.17 (0.29) 9.60 (1.20) 
ACAABB 212 (31) 162 2.06 (0.18) 8.47 (1.03) 
ACABAA 166 (20) 163 2.30 (0.19) 10.73 (1.26) 
ACABAB 298 (42) 255 1.75 (0.17) 8.51 (1.13) 
ACABBA 187 (29) 133 2.07 (0.19) 11.82 (1.79) 
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Table A.7  Known mass systems – Primary tests on SSRM, 5-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
ACABBB 325 (45) 241 1.62 (0.15) 5.95 (0.85) 
ACACAA 336 (30) 299 1.32 (0.10) 6.09 (0.76) 
ACACAB 511 (40) 447 0.94 (0.08) 5.06 (0.86) 
ACACBA 274 (31) 228 1.50 (0.14) 5.96 (0.88) 
ACACBB 456 (38) 460 0.96 (0.09) 5.90 (0.97) 
ACBAAA 173 (19) 152 1.97 (0.18) 8.93 (1.29) 
ACBAAB 241 (37) 145 1.82 (0.15) 9.82 (1.64) 
ACBABA 153 (15) 158 2.35 (0.19) 11.60 (1.51) 
ACBABB 224 (23) 221 2.09 (0.20) 7.31 (1.07) 
ACBBAA 287 (29) 233 1.36 (0.12) 9.58 (1.12) 
ACBBAB 409 (42) 400 1.35 (0.12) 4.91 (0.77) 
ACBBBA 188 (19) 196 2.27 (0.19) 6.88 (1.13) 
ACBBBB 351 (36) 305 1.54 (0.14) 5.76 (0.97) 
ACBCAA 413 (36) 379 1.07 (0.09) 6.18 (0.98) 
ACBCAB 697 (38) 737 0.56 (0.05) 3.30 (0.54) 
ACBCBA 339 (28) 321 1.18 (0.09) 6.08 (0.80) 
ACBCBB 558 (35) 549 1.00 (0.09) 3.00 (0.44) 
BAAAAA 372 (43) 350 1.64 (0.15) 6.68 (0.80) 
BAAAAB 597 (60) 741 1.37 (0.20) 3.95 (0.51) 
BAAABA 343 (45) 340 1.87 (0.18) 5.43 (1.05) 
BAAABB 327 (43) 295 2.49 (0.26) 5.73 (0.90) 
BAABAA 531 (45) 459 0.94 (0.08) 4.71 (0.77) 
BAABAB 538 (61) 557 1.33 (0.15) 5.17 (0.92) 
BAABBA 404 (52) 355 1.68 (0.19) 6.21 (0.92) 
BAABBB 568 (45) 564 1.09 (0.10) 3.44 (0.55) 
BAACAA 531 (45) 573 1.01 (0.10) 4.42 (0.67) 
BAACAB 772 (45) 868 0.56 (0.06) 2.54 (0.52) 
BAACBA 434 (40) 431 1.26 (0.12) 6.46 (1.20) 
BAACBB 798 (41) 871 0.56 (0.09) 2.20 (0.36) 
BABAAA 326 (40) 386 2.06 (0.23) 7.65 (1.08) 
BABAAB 596 (52) 551 0.89 (0.09) 4.46 (0.70) 
BABABA 369 (52) 248 1.89 (0.20) 5.73 (1.03) 
BABABB 455 (49) 409 1.60 (0.14) 3.05 (0.55) 
BABBAA 486 (43) 507 1.23 (0.11) 5.28 (0.87) 
BABBAB 626 (50) 615 0.94 (0.11) 3.39 (0.68) 
BABBBA 539 (63) 532 1.32 (0.17) 3.76 (0.62) 
BABBBB 638 (43) 706 0.81 (0.07) 2.52 (0.39) 
BABCAA 487 (40) 460 1.08 (0.11) 4.44 (0.80) 
BABCAB 724 (56) 868 0.82 (0.11) 1.97 (0.28) 
BABCBA 421 (49) 409 1.59 (0.16) 5.36 (0.70) 
BABCBB 691 (43) 735 0.73 (0.07) 2.81 (0.42) 
BBAAAA 215 (21) 183 1.67 (0.17) 9.57 (1.23) 
BBAAAB 261 (39) 218 1.97 (0.17) 8.27 (1.32) 
BBAABA 216 (27) 201 2.21 (0.23) 8.61 (1.32) 
BBAABB 223 (30) 164 2.14 (0.18) 7.02 (0.90) 
BBABAA 277 (34) 230 2.23 (0.22) 4.98 (0.79) 
BBABAB 470 (50) 376 1.11 (0.11) 5.93 (0.96) 
BBABBA 324 (39) 291 1.62 (0.17) 6.85 (0.81) 
BBABBB 475 (53) 417 1.16 (0.11) 6.14 (1.15) 
BBACAA 389 (34) 383 1.25 (0.13) 5.45 (0.65) 
BBACAB 584 (41) 621 0.82 (0.07) 3.56 (0.56) 
BBACBA 415 (35) 425 1.06 (0.09) 5.56 (0.76) 
BBACBB 530 (43) 585 1.09 (0.11) 3.40 (0.55) 
BBBAAA 379 (43) 385 1.37 (0.16) 6.43 (1.09) 
BBBAAB 529 (36) 579 0.99 (0.08) 3.66 (0.58) 
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Table A.7  Known mass systems – Primary tests on SSRM, 5-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
BBBABA 316 (39) 286 1.72 (0.17) 6.49 (1.04) 
BBBABB 520 (45) 526 1.09 (0.11) 4.24 (0.70) 
BBBBAA 466 (43) 492 1.04 (0.10) 4.21 (0.63) 
BBBBAB 602 (36) 629 0.83 (0.08) 2.90 (0.40) 
BBBBBA 418 (37) 450 0.99 (0.09) 5.12 (0.73) 
BBBBBB 502 (44) 467 1.03 (0.11) 3.79 (0.56) 
BBBCAA 542 (39) 563 0.80 (0.08) 4.65 (0.73) 
BBBCAB 717 (32) 735 0.52 (0.05) 2.99 (0.54) 
BBBCBA 427 (39) 433 1.19 (0.12) 4.37 (0.67) 
BBBCBB 681 (28) 696 0.54 (0.04) 2.83 (0.48) 
BCAAAA 79 ( 8) 69 3.18 (0.24) 11.85 (1.80) 
BCAAAB 116 (13) 98 2.62 (0.24) 14.96 (1.88) 
BCAABA 80 ( 8) 75 3.45 (0.34) 11.88 (1.76) 
BCAABB 99 (10) 90 2.86 (0.23) 10.59 (1.37) 
BCABAA 118 (13) 126 2.57 (0.23) 9.98 (1.43) 
BCABAB 165 (13) 165 2.12 (0.19) 9.06 (1.17) 
BCABBA 105 (15) 97 2.43 (0.18) 11.17 (1.69) 
BCABBB 172 (26) 121 2.03 (0.15) 10.16 (1.49) 
BCACAA 201 (18) 185 1.76 (0.14) 7.20 (1.06) 
BCACAB 254 (28) 210 1.54 (0.13) 7.99 (1.14) 
BCACBA 147 (17) 143 2.58 (0.26) 8.58 (1.13) 
BCACBB 186 (17) 167 1.87 (0.14) 7.58 (1.35) 
BCBAAA 211 (27) 178 1.82 (0.15) 6.46 (0.92) 
BCBAAB 181 (23) 131 2.50 (0.20) 9.36 (1.19) 
BCBABA 183 (23) 152 2.38 (0.20) 9.53 (1.49) 
BCBABB 201 (21) 175 1.88 (0.15) 9.43 (1.38) 
BCBBAA 217 (22) 184 1.62 (0.14) 9.46 (1.31) 
BCBBAB 257 (30) 202 1.49 (0.14) 8.87 (1.32) 
BCBBBA 171 (17) 145 2.00 (0.18) 7.15 (0.94) 
BCBBBB 242 (23) 221 1.67 (0.15) 6.81 (0.91) 
BCBCAA 243 (20) 236 1.80 (0.18) 5.62 (0.77) 
BCBCAB 334 (34) 296 1.43 (0.13) 6.70 (0.83) 
BCBCBA 200 (15) 207 1.68 (0.16) 7.95 (0.90) 
BCBCBB 269 (25) 268 1.44 (0.12) 7.00 (0.94) 
CAAAAA 426 (55) 347 1.65 (0.19) 5.62 (0.84) 
CAAAAB 476 (45) 474 1.30 (0.14) 5.05 (0.75) 
CAAABA 245 (36) 188 2.11 (0.21) 7.01 (0.88) 
CAAABB 443 (50) 399 1.58 (0.17) 4.78 (0.81) 
CAABAA 416 (51) 378 1.65 (0.17) 5.42 (1.01) 
CAABAB 475 (57) 444 1.48 (0.15) 4.21 (0.80) 
CAABBA 382 (47) 332 1.75 (0.26) 6.36 (0.93) 
CAABBB 470 (55) 448 1.53 (0.15) 4.73 (0.71) 
CAACAA 415 (40) 379 1.33 (0.16) 5.01 (0.66) 
CAACAB 684 (46) 684 0.79 (0.09) 1.93 (0.30) 
CAACBA 356 (46) 282 1.69 (0.16) 5.62 (0.90) 
CAACBB 691 (40) 747 0.71 (0.09) 2.57 (0.46) 
CABAAA 442 (51) 389 1.52 (0.15) 3.97 (0.69) 
CABAAB 611 (39) 621 0.93 (0.11) 3.24 (0.48) 
CABABA 378 (49) 309 1.81 (0.19) 3.89 (0.56) 
CABABB 532 (59) 493 1.18 (0.15) 5.20 (0.78) 
CABBAA 480 (45) 524 1.21 (0.13) 4.23 (0.69) 
CABBAB 720 (44) 793 0.57 (0.06) 2.76 (0.50) 
CABBBA 435 (52) 372 1.59 (0.18) 4.60 (0.73) 
CABBBB 582 (57) 638 1.19 (0.16) 2.80 (0.37) 
CABCAA 462 (48) 432 1.11 (0.11) 4.84 (0.86) 
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Table A.7  Known mass systems – Primary tests on SSRM, 5-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
CABCAB 777 (42) 837 0.55 (0.09) 2.40 (0.39) 
CABCBA 453 (44) 383 1.04 (0.09) 5.19 (0.83) 
CABCBB 709 (42) 780 0.57 (0.06) 3.17 (0.60) 
CBAAAA 175 (22) 137 2.37 (0.21) 7.01 (0.97) 
CBAAAB 205 (23) 163 1.67 (0.15) 8.99 (1.29) 
CBAABA 172 (17) 155 1.84 (0.14) 7.78 (1.00) 
CBAABB 195 (26) 179 2.32 (0.23) 7.78 (1.24) 
CBABAA 263 (28) 248 1.77 (0.21) 5.78 (0.74) 
CBABAB 313 (30) 279 1.47 (0.14) 5.77 (0.84) 
CBABBA 183 (25) 163 1.87 (0.17) 10.58 (1.25) 
CBABBB 235 (19) 232 1.72 (0.16) 7.53 (0.99) 
CBACAA 305 (30) 247 1.36 (0.14) 5.67 (0.74) 
CBACAB 314 (34) 257 1.44 (0.13) 7.85 (1.15) 
CBACBA 234 (23) 229 1.77 (0.14) 10.02 (1.32) 
CBACBB 346 (29) 347 1.37 (0.12) 4.89 (0.55) 
CBBAAA 392 (44) 319 1.16 (0.10) 5.32 (0.83) 
CBBAAB 394 (39) 390 1.19 (0.10) 4.60 (0.79) 
CBBABA 350 (29) 308 1.17 (0.10) 5.65 (0.74) 
CBBABB 300 (31) 263 1.44 (0.12) 6.83 (0.98) 
CBBBAA 389 (39) 341 1.20 (0.08) 4.66 (0.71) 
CBBBAB 503 (39) 436 0.87 (0.09) 4.29 (0.59) 
CBBBBA 309 (31) 293 1.46 (0.14) 6.54 (0.92) 
CBBBBB 434 (32) 460 1.00 (0.09) 4.86 (0.82) 
CBBCAA 373 (40) 305 1.25 (0.10) 4.65 (0.66) 
CBBCAB 519 (38) 502 0.87 (0.07) 5.04 (0.75) 
CBBCBA 305 (26) 283 1.09 (0.09) 7.42 (1.03) 
CBBCBB 418 (37) 358 1.02 (0.09) 4.44 (0.61) 
CCAAAA 57 ( 5) 58 3.66 (0.33) 13.96 (1.63) 
CCAAAB 53 ( 7) 44 3.66 (0.38) 14.50 (1.72) 
CCAABA 54 ( 5) 51 4.22 (0.37) 11.33 (1.47) 
CCAABB 69 ( 7) 58 3.21 (0.33) 12.34 (1.67) 
CCABAA 98 (13) 81 2.99 (0.25) 12.55 (1.53) 
CCABAB 84 (12) 63 2.87 (0.30) 12.21 (1.63) 
CCABBA 69 (11) 55 3.63 (0.35) 15.29 (2.17) 
CCABBB 78 ( 9) 70 3.25 (0.28) 11.68 (1.16) 
CCACAA 102 (10) 90 2.49 (0.20) 12.25 (1.88) 
CCACAB 98 (13) 84 3.15 (0.29) 15.94 (2.49) 
CCACBA 93 (11) 82 2.60 (0.20) 12.34 (1.80) 
CCACBB 75 ( 6) 73 3.05 (0.28) 10.52 (1.68) 
CCBAAA 110 (11) 90 2.58 (0.20) 11.45 (1.49) 
CCBAAB 118 (17) 108 2.40 (0.23) 11.74 (1.42) 
CCBABA 92 (11) 72 2.54 (0.25) 11.50 (1.58) 
CCBABB 115 (17) 88 2.69 (0.27) 12.20 (1.49) 
CCBBAA 110 (11) 98 2.60 (0.24) 10.75 (1.44) 
CCBBAB 134 (12) 121 2.16 (0.16) 8.15 (1.03) 
CCBBBA 101 (13) 77 2.42 (0.24) 12.64 (1.68) 
CCBBBB 127 (16) 111 2.49 (0.20) 11.84 (1.43) 
CCBCAA 110 (10) 110 2.67 (0.28) 8.48 (1.14) 
CCBCAB 122 (12) 123 2.42 (0.18) 10.41 (1.53) 
CCBCBA 106 (10) 118 2.62 (0.24) 11.44 (2.18) 
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Table A.8  Known mass systems – Primary tests on SSRM, 10-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
AAAAAA 594 (34) 630 1.66 (0.15) 4.37 (0.73) 
AAAAAB 729 (46) 770 1.44 (0.14) 2.68 (0.56) 
AAAABA 588 (49) 638 1.66 (0.17) 4.08 (0.79) 
AAAABB 575 (46) 603 2.12 (0.18) 3.79 (0.62) 
AAABAA 569 (45) 570 1.53 (0.13) 4.81 (0.88) 
AAABAB 713 (38) 732 1.23 (0.09) 3.01 (0.58) 
AAABBA 503 (32) 509 1.55 (0.12) 6.23 (0.93) 
AAABBB 769 (35) 815 0.91 (0.07) 2.47 (0.46) 
AAACAA 352 (27) 335 2.27 (0.17) 7.05 (1.06) 
AAACAB 691 (33) 696 1.03 (0.07) 3.11 (0.63) 
AAACBA 374 (34) 371 2.40 (0.24) 7.38 (1.50) 
AAACBB 674 (40) 735 1.23 (0.11) 4.74 (0.89) 
AABAAA 601 (36) 582 1.66 (0.13) 4.66 (0.85) 
AABAAB 775 (34) 799 1.07 (0.09) 2.36 (0.40) 
AABABA 589 (37) 618 1.53 (0.11) 4.49 (0.68) 
AABABB 803 (27) 845 1.02 (0.08) 2.51 (0.46) 
AABBAA 558 (46) 507 1.57 (0.14) 4.94 (0.90) 
AABBAB 787 (32) 823 1.00 (0.10) 2.58 (0.55) 
AABBBA 510 (31) 494 1.65 (0.11) 5.95 (0.99) 
AABBBB 773 (28) 793 0.97 (0.07) 2.96 (0.56) 
AABCAA 434 (32) 416 1.90 (0.12) 5.71 (1.03) 
AABCAB 702 (37) 725 1.09 (0.10) 5.11 (1.05) 
AABCBA 332 (25) 302 2.31 (0.15) 7.71 (1.41) 
AABCBB 656 (44) 699 1.38 (0.14) 3.41 (0.86) 
ABAAAA 521 (43) 568 1.92 (0.16) 4.21 (0.82) 
ABAAAB 677 (29) 660 1.26 (0.09) 5.01 (0.83) 
ABAABA 426 (31) 412 2.02 (0.14) 7.11 (1.26) 
ABAABB 563 (42) 501 1.63 (0.12) 5.57 (1.04) 
ABABAA 623 (37) 636 1.21 (0.09) 3.74 (0.76) 
ABABAB 841 (24) 856 0.77 (0.06) 2.03 (0.38) 
ABABBA 558 (28) 562 1.43 (0.09) 5.14 (1.03) 
ABABBB 715 (39) 789 1.24 (0.10) 3.80 (0.86) 
ABACAA 540 (36) 518 1.36 (0.08) 4.41 (0.92) 
ABACAB 877 (17) 896 0.54 (0.04) 2.65 (0.59) 
ABACBA 554 (30) 574 1.24 (0.09) 6.21 (0.97) 
ABACBB 852 (24) 894 0.66 (0.05) 2.22 (0.49) 
ABBAAA 591 (33) 604 1.48 (0.11) 5.20 (0.97) 
ABBAAB 762 (29) 757 0.99 (0.07) 4.17 (0.72) 
ABBABA 469 (35) 454 1.89 (0.14) 5.43 (1.03) 
ABBABB 781 (35) 824 1.02 (0.10) 2.95 (0.51) 
ABBBAA 705 (28) 739 1.01 (0.07) 3.43 (0.59) 
ABBBAB 892 (19) 922 0.54 (0.04) 1.77 (0.33) 
ABBBBA 592 (35) 621 1.37 (0.12) 4.97 (1.02) 
ABBBBB 884 (21) 921 0.57 (0.05) 2.71 (0.54) 
ABBCAA 647 (29) 652 1.19 (0.09) 3.54 (0.68) 
ABBCAB 923 (11) 940 0.43 (0.03) 1.56 (0.28) 
ABBCBA 611 (34) 645 1.33 (0.09) 4.93 (0.98) 
ABBCBB 911 (18) 957 0.53 (0.04) 1.60 (0.34) 
ACAAAA 217 (20) 197 2.90 (0.18) 10.81 (1.75) 
ACAAAB 347 (26) 326 2.15 (0.13) 8.11 (1.53) 
ACAABA 157 (23) 123 3.99 (0.25) 11.51 (1.73) 
ACAABB 268 (28) 239 2.76 (0.20) 8.36 (1.34) 
ACABAA 285 (20) 272 2.39 (0.14) 8.51 (1.45) 
ACABAB 619 (27) 652 1.20 (0.07) 5.86 (1.09) 
ACABBA 290 (23) 287 2.30 (0.14) 6.28 (1.10) 
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Table A.8  Known mass systems – Primary tests on SSRM, 10-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
ACABBB 541 (30) 505 1.31 (0.09) 4.70 (0.86) 
ACACAA 453 (35) 385 1.69 (0.11) 5.68 (1.21) 
ACACAB 748 (29) 778 0.88 (0.06) 2.29 (0.46) 
ACACBA 364 (25) 321 1.98 (0.12) 8.25 (1.48) 
ACACBB 728 (26) 733 0.93 (0.07) 4.09 (0.74) 
ACBAAA 316 (32) 268 2.74 (0.22) 7.02 (1.27) 
ACBAAB 517 (31) 516 1.51 (0.11) 5.04 (0.88) 
ACBABA 232 (21) 207 2.87 (0.18) 8.02 (1.68) 
ACBABB 475 (28) 455 1.75 (0.11) 5.87 (1.01) 
ACBBAA 457 (33) 420 1.63 (0.10) 6.20 (1.24) 
ACBBAB 745 (27) 737 0.94 (0.07) 2.86 (0.62) 
ACBBBA 371 (25) 365 1.96 (0.12) 6.92 (1.26) 
ACBBBB 694 (29) 712 1.12 (0.09) 3.31 (0.60) 
ACBCAA 455 (28) 499 1.61 (0.10) 5.93 (1.07) 
ACBCAB 796 (28) 845 0.85 (0.07) 2.98 (0.54) 
ACBCBA 433 (31) 430 1.53 (0.09) 6.21 (1.02) 
ACBCBB 782 (24) 816 0.87 (0.06) 2.91 (0.45) 
BAAAAA 593 (39) 611 1.58 (0.13) 4.97 (0.88) 
BAAAAB 723 (32) 718 1.18 (0.09) 3.26 (0.73) 
BAAABA 475 (40) 456 2.26 (0.20) 5.99 (1.23) 
BAAABB 572 (45) 564 2.08 (0.20) 5.53 (1.12) 
BAABAA 591 (43) 641 1.50 (0.14) 5.67 (1.10) 
BAABAB 725 (36) 735 1.21 (0.11) 3.21 (0.66) 
BAABBA 506 (38) 496 1.79 (0.13) 6.20 (1.11) 
BAABBB 735 (38) 757 1.07 (0.11) 4.90 (0.79) 
BAACAA 431 (32) 398 1.83 (0.12) 10.10 (1.59) 
BAACAB 680 (36) 676 1.03 (0.09) 3.72 (0.71) 
BAACBA 473 (29) 481 1.76 (0.14) 5.37 (0.93) 
BAACBB 698 (28) 714 1.09 (0.09) 3.87 (0.84) 
BABAAA 701 (37) 786 1.32 (0.12) 4.10 (0.79) 
BABAAB 745 (35) 772 1.07 (0.10) 2.85 (0.66) 
BABABA 546 (41) 565 1.87 (0.16) 3.19 (0.54) 
BABABB 699 (49) 782 1.45 (0.14) 3.45 (0.62) 
BABBAA 681 (36) 704 1.15 (0.09) 4.00 (0.76) 
BABBAB 766 (35) 817 0.93 (0.08) 4.45 (0.80) 
BABBBA 612 (38) 690 1.36 (0.11) 5.99 (1.03) 
BABBBB 789 (41) 897 0.99 (0.11) 2.52 (0.53) 
BABCAA 558 (35) 530 1.41 (0.10) 4.27 (0.70) 
BABCAB 751 (37) 800 1.07 (0.11) 3.40 (0.72) 
BABCBA 458 (26) 470 1.60 (0.10) 5.80 (1.05) 
BABCBB 729 (32) 747 1.14 (0.09) 3.67 (0.63) 
BBAAAA 329 (27) 310 2.20 (0.14) 7.71 (1.55) 
BBAAAB 417 (31) 391 1.83 (0.11) 6.09 (0.97) 
BBAABA 227 (22) 225 3.11 (0.22) 9.48 (2.01) 
BBAABB 348 (25) 326 2.25 (0.14) 6.21 (1.30) 
BBABAA 425 (25) 421 1.77 (0.11) 6.89 (1.14) 
BBABAB 508 (30) 505 1.66 (0.12) 6.67 (1.13) 
BBABBA 323 (31) 275 2.18 (0.14) 7.22 (1.39) 
BBABBB 497 (32) 498 1.56 (0.10) 6.95 (1.38) 
BBACAA 428 (24) 413 1.45 (0.09) 6.06 (1.05) 
BBACAB 639 (25) 631 0.95 (0.06) 3.35 (0.63) 
BBACBA 451 (28) 437 1.44 (0.08) 5.84 (1.00) 
BBACBB 654 (28) 649 1.06 (0.07) 3.98 (0.70) 
BBBAAA 496 (42) 508 1.73 (0.14) 6.63 (1.26) 
BBBAAB 704 (25) 726 1.01 (0.07) 3.12 (0.66) 
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Table A.8  Known mass systems – Primary tests on SSRM, 10-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
BBBABA 416 (31) 412 1.77 (0.11) 6.59 (1.31) 
BBBABB 639 (31) 660 1.30 (0.09) 3.40 (0.64) 
BBBBAA 538 (30) 494 1.35 (0.10) 6.22 (1.05) 
BBBBAB 765 (25) 784 0.88 (0.06) 2.56 (0.49) 
BBBBBA 550 (26) 577 1.34 (0.09) 3.95 (0.70) 
BBBBBB 670 (32) 678 1.02 (0.07) 3.06 (0.48) 
BBBCAA 591 (39) 607 1.31 (0.10) 5.09 (0.91) 
BBBCAB 798 (20) 827 0.79 (0.06) 3.26 (0.59) 
BBBCBA 503 (25) 529 1.17 (0.07) 5.82 (0.91) 
BBBCBB 791 (21) 782 0.72 (0.05) 2.73 (0.49) 
BCAAAA 128 (10) 125 3.58 (0.24) 9.75 (1.61) 
BCAAAB 152 (15) 127 3.48 (0.21) 13.99 (2.35) 
BCAABA 91 ( 7) 82 4.62 (0.26) 15.51 (2.33) 
BCAABB 135 (14) 116 3.53 (0.20) 11.33 (1.78) 
BCABAA 152 (13) 139 3.55 (0.22) 13.21 (1.95) 
BCABAB 182 (14) 173 2.58 (0.15) 8.20 (1.25) 
BCABBA 115 ( 7) 111 3.87 (0.24) 10.08 (1.63) 
BCABBB 185 (17) 151 3.10 (0.21) 8.20 (1.46) 
BCACAA 200 (20) 175 2.71 (0.17) 7.07 (1.15) 
BCACAB 261 (19) 237 2.30 (0.15) 8.20 (1.54) 
BCACBA 185 (18) 161 2.75 (0.17) 9.53 (1.83) 
BCACBB 208 (23) 200 2.70 (0.19) 9.52 (1.46) 
BCBAAA 238 (23) 207 2.42 (0.15) 7.30 (1.24) 
BCBAAB 337 (21) 326 1.93 (0.12) 7.16 (1.34) 
BCBABA 248 (22) 227 2.40 (0.15) 9.09 (1.54) 
BCBABB 244 (19) 214 2.53 (0.16) 8.12 (1.33) 
BCBBAA 270 (20) 236 2.16 (0.14) 7.10 (1.31) 
BCBBAB 373 (26) 364 2.06 (0.14) 5.65 (1.09) 
BCBBBA 217 (21) 182 2.49 (0.15) 7.32 (1.25) 
BCBBBB 321 (24) 348 2.20 (0.16) 7.22 (1.20) 
BCBCAA 306 (15) 317 1.78 (0.10) 7.47 (1.32) 
BCBCAB 410 (19) 421 1.54 (0.10) 6.14 (1.06) 
BCBCBA 275 (17) 276 2.37 (0.18) 8.03 (1.44) 
BCBCBB 345 (31) 285 1.72 (0.10) 8.02 (1.39) 
CAAAAA 492 (35) 511 1.76 (0.14) 4.90 (0.90) 
CAAAAB 693 (35) 712 1.16 (0.09) 4.59 (0.94) 
CAAABA 330 (31) 281 2.76 (0.21) 7.49 (1.33) 
CAAABB 606 (35) 596 1.44 (0.12) 3.52 (0.67) 
CAABAA 438 (35) 424 1.89 (0.15) 5.44 (0.92) 
CAABAB 650 (39) 657 1.36 (0.12) 3.80 (0.75) 
CAABBA 442 (38) 456 2.04 (0.17) 4.42 (0.69) 
CAABBB 683 (42) 771 1.33 (0.12) 3.63 (0.65) 
CAACAA 433 (34) 382 1.96 (0.15) 7.09 (1.27) 
CAACAB 655 (41) 691 1.35 (0.12) 4.61 (0.95) 
CAACBA 384 (29) 369 1.89 (0.14) 7.65 (1.25) 
CAACBB 749 (32) 777 0.92 (0.07) 3.69 (0.68) 
CABAAA 594 (39) 580 1.53 (0.13) 4.80 (0.86) 
CABAAB 777 (38) 834 1.05 (0.10) 2.42 (0.44) 
CABABA 556 (35) 593 1.68 (0.13) 4.74 (0.78) 
CABABB 656 (46) 719 1.41 (0.13) 4.03 (0.82) 
CABBAA 591 (32) 575 1.47 (0.11) 4.50 (0.77) 
CABBAB 738 (36) 776 1.07 (0.09) 3.50 (0.83) 
CABBBA 477 (33) 459 1.69 (0.12) 6.13 (1.03) 
CABBBB 720 (42) 799 1.19 (0.12) 3.57 (0.67) 
CABCAA 483 (35) 498 1.58 (0.11) 4.78 (0.83) 
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Table A.8  Known mass systems – Primary tests on SSRM, 10-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
CABCAB 735 (34) 817 0.91 (0.07) 4.05 (0.75) 
CABCBA 463 (33) 483 1.82 (0.15) 5.31 (0.86) 
CABCBB 771 (33) 827 0.84 (0.08) 2.12 (0.36) 
CBAAAA 173 (13) 164 2.76 (0.17) 10.67 (1.75) 
CBAAAB 202 (23) 180 3.08 (0.19) 10.66 (2.08) 
CBAABA 112 (10) 102 4.47 (0.31) 11.67 (2.17) 
CBAABB 178 (17) 171 3.21 (0.21) 10.64 (1.66) 
CBABAA 214 (22) 192 2.77 (0.16) 10.14 (1.94) 
CBABAB 251 (19) 224 2.37 (0.14) 7.13 (1.24) 
CBABBA 179 (17) 150 2.77 (0.19) 8.73 (1.37) 
CBABBB 218 (20) 193 2.93 (0.20) 10.09 (1.77) 
CBACAA 248 (25) 244 2.91 (0.20) 7.57 (1.33) 
CBACAB 291 (15) 286 2.26 (0.14) 9.51 (1.58) 
CBACBA 181 (18) 162 3.17 (0.22) 8.62 (1.46) 
CBACBB 335 (28) 329 1.92 (0.12) 6.55 (1.14) 
CBBAAA 299 (22) 278 2.16 (0.13) 6.15 (1.05) 
CBBAAB 402 (27) 410 1.70 (0.11) 4.95 (0.90) 
CBBABA 228 (15) 227 2.41 (0.15) 8.59 (1.43) 
CBBABB 356 (25) 339 2.06 (0.15) 6.10 (1.15) 
CBBBAA 401 (20) 390 1.68 (0.11) 6.46 (0.96) 
CBBBAB 390 (24) 398 1.76 (0.13) 6.14 (1.14) 
CBBBBA 297 (25) 298 2.08 (0.13) 6.15 (0.91) 
CBBBBB 377 (27) 365 1.62 (0.09) 7.52 (1.38) 
CBBCAA 310 (23) 309 1.98 (0.13) 7.44 (1.30) 
CBBCAB 523 (28) 516 1.25 (0.08) 4.70 (0.93) 
CBBCBA 290 (18) 276 2.08 (0.12) 7.49 (1.39) 
CBBCBB 431 (22) 435 1.62 (0.11) 5.10 (0.88) 
CCAAAA 60 ( 6) 49 5.32 (0.32) 16.35 (2.83) 
CCAAAB 64 ( 6) 53 5.28 (0.30) 15.48 (2.41) 
CCAABA 46 ( 3) 42 6.07 (0.40) 18.38 (3.13) 
CCAABB 48 ( 3) 47 6.55 (0.44) 19.84 (2.61) 
CCABAA 60 ( 4) 54 4.87 (0.31) 15.68 (2.26) 
CCABAB 69 ( 5) 61 4.95 (0.28) 17.49 (2.92) 
CCABBA 52 ( 5) 44 5.64 (0.31) 15.15 (2.67) 
CCABBB 67 ( 4) 62 4.65 (0.27) 15.29 (2.51) 
CCACAA 76 ( 6) 71 4.74 (0.39) 13.02 (2.11) 
CCACAB 91 ( 8) 83 4.19 (0.25) 12.56 (1.88) 
CCACBA 60 ( 4) 57 5.28 (0.35) 11.94 (2.30) 
CCACBB 74 ( 4) 67 4.07 (0.25) 14.16 (2.32) 
CCBAAA 97 ( 5) 92 4.33 (0.27) 12.15 (2.16) 
CCBAAB 118 (10) 111 3.77 (0.21) 13.67 (2.37) 
CCBABA 118 (16) 88 3.71 (0.22) 8.87 (1.34) 
CCBABB 106 (11) 89 4.04 (0.23) 10.94 (1.98) 
CCBBAA 119 ( 8) 122 3.60 (0.23) 8.50 (1.50) 
CCBBAB 130 (11) 113 3.45 (0.20) 10.26 (1.64) 
CCBBBA 102 (10) 86 3.91 (0.25) 14.52 (2.47) 
CCBBBB 110 ( 7) 106 3.72 (0.24) 11.46 (2.04) 
CCBCAA 103 ( 7) 96 4.09 (0.24) 13.10 (2.12) 
CCBCAB 142 (11) 147 3.25 (0.20) 9.97 (1.58) 
CCBCBA 121 (12) 102 3.53 (0.23) 13.64 (2.63) 
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Table A.9  Known mass systems – Primary tests on SSRM, 20-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
AAAAAA 558 (39) 581 2.17 (0.13) 2.78 (0.56) 
AAAAAB 656 (38) 672 1.83 (0.10) 2.39 (0.44) 
AAAABA 512 (37) 526 2.50 (0.12) 4.23 (0.91) 
AAAABB 575 (37) 597 2.40 (0.11) 2.13 (0.43) 
AAABAA 441 (26) 457 2.45 (0.12) 4.71 (1.06) 
AAABAB 678 (37) 758 1.48 (0.07) 2.08 (0.42) 
AAABBA 531 (30) 565 1.72 (0.07) 4.99 (1.31) 
AAABBB 637 (31) 621 1.67 (0.08) 3.38 (0.93) 
AAACAA 339 (25) 334 2.33 (0.12) 6.46 (1.19) 
AAACAB 539 (34) 531 1.94 (0.10) 3.07 (0.61) 
AAACBA 350 (25) 334 2.16 (0.10) 7.06 (1.32) 
AAACBB 511 (32) 514 1.85 (0.09) 4.76 (0.98) 
AABAAA 665 (34) 660 1.55 (0.08) 2.36 (0.45) 
AABAAB 671 (43) 752 1.76 (0.10) 1.65 (0.30) 
AABABA 618 (40) 659 1.93 (0.10) 1.55 (0.33) 
AABABB 719 (35) 754 1.58 (0.08) 1.94 (0.46) 
AABBAA 515 (27) 508 1.71 (0.08) 3.95 (0.93) 
AABBAB 723 (36) 778 1.62 (0.09) 1.74 (0.44) 
AABBBA 442 (22) 436 2.15 (0.11) 3.81 (0.72) 
AABBBB 678 (42) 731 1.77 (0.13) 2.48 (0.64) 
AABCAA 353 (27) 328 2.28 (0.12) 7.05 (1.48) 
AABCAB 591 (29) 595 1.72 (0.08) 3.58 (0.78) 
AABCBA 360 (29) 354 2.17 (0.11) 4.89 (0.97) 
AABCBB 601 (34) 618 1.60 (0.07) 2.12 (0.39) 
ABAAAA 697 (32) 723 1.31 (0.07) 2.27 (0.40) 
ABAAAB 763 (28) 774 1.16 (0.06) 1.86 (0.36) 
ABAABA 597 (40) 562 1.93 (0.10) 2.38 (0.51) 
ABAABB 800 (22) 819 0.93 (0.05) 1.16 (0.36) 
ABABAA 699 (25) 693 1.21 (0.06) 1.93 (0.32) 
ABABAB 818 (22) 866 0.98 (0.05) 0.97 (0.17) 
ABABBA 698 (25) 715 0.99 (0.05) 2.97 (0.68) 
ABABBB 804 (21) 840 1.01 (0.05) 1.62 (0.34) 
ABACAA 600 (28) 607 1.36 (0.06) 4.15 (0.93) 
ABACAB 846 (20) 857 0.83 (0.04) 1.11 (0.22) 
ABACBA 618 (19) 598 1.29 (0.06) 3.58 (0.85) 
ABACBB 867 (17) 882 0.74 (0.03) 1.41 (0.33) 
ABBAAA 805 (28) 828 1.05 (0.06) 1.66 (0.33) 
ABBAAB 881 (25) 935 0.73 (0.04) 0.94 (0.19) 
ABBABA 684 (28) 731 1.45 (0.08) 2.31 (0.56) 
ABBABB 873 (21) 902 0.79 (0.05) 1.03 (0.22) 
ABBBAA 774 (28) 817 0.90 (0.04) 2.07 (0.38) 
ABBBAB 928 ( 9) 943 0.52 (0.02) 0.64 (0.13) 
ABBBBA 712 (24) 709 1.16 (0.07) 1.95 (0.35) 
ABBBBB 893 (18) 908 0.74 (0.04) 0.87 (0.17) 
ABBCAA 648 (28) 655 1.38 (0.07) 2.43 (0.40) 
ABBCAB 924 (17) 958 0.52 (0.03) 0.75 (0.17) 
ABBCBA 625 (27) 625 1.39 (0.07) 2.76 (0.51) 
ABBCBB 876 (21) 904 0.74 (0.04) 1.20 (0.28) 
ACAAAA 471 (36) 449 2.03 (0.12) 4.29 (0.76) 
ACAAAB 656 (30) 671 1.21 (0.06) 2.63 (0.45) 
ACAABA 415 (30) 406 2.07 (0.11) 5.59 (1.07) 
ACAABB 638 (23) 649 1.42 (0.06) 2.95 (0.56) 
ACABAA 532 (25) 555 1.51 (0.07) 3.51 (0.75) 
ACABAB 731 (23) 745 1.04 (0.06) 1.93 (0.40) 
ACABBA 450 (27) 416 1.91 (0.09) 3.72 (0.78) 
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Table A.9  Known mass systems – Primary tests on SSRM, 20-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
ACABBB 681 (24) 681 1.34 (0.07) 2.41 (0.51) 
ACACAA 550 (23) 579 1.25 (0.05) 3.79 (0.64) 
ACACAB 795 (17) 808 0.74 (0.04) 1.52 (0.36) 
ACACBA 496 (21) 475 1.34 (0.06) 4.34 (0.91) 
ACACBB 815 (15) 826 0.76 (0.04) 2.03 (0.37) 
ACBAAA 682 (20) 683 1.13 (0.06) 2.05 (0.39) 
ACBAAB 840 (18) 860 0.82 (0.04) 1.21 (0.22) 
ACBABA 554 (26) 534 1.63 (0.08) 3.04 (0.64) 
ACBABB 764 (25) 787 1.06 (0.06) 2.00 (0.44) 
ACBBAA 709 (20) 709 1.09 (0.05) 2.71 (0.53) 
ACBBAB 893 (20) 920 0.61 (0.04) 1.24 (0.24) 
ACBBBA 600 (25) 613 1.40 (0.08) 2.36 (0.49) 
ACBBBB 881 (11) 882 0.73 (0.04) 1.01 (0.21) 
ACBCAA 644 (22) 615 1.14 (0.05) 2.41 (0.46) 
ACBCAB 895 ( 9) 904 0.52 (0.02) 1.22 (0.22) 
ACBCBA 621 (16) 633 1.20 (0.05) 2.41 (0.42) 
ACBCBB 891 (14) 914 0.59 (0.03) 1.15 (0.25) 
BAAAAA 557 (41) 586 2.39 (0.11) 3.05 (0.57) 
BAAAAB 630 (40) 708 1.86 (0.10) 2.72 (0.59) 
BAAABA 502 (42) 552 2.55 (0.14) 3.01 (0.54) 
BAAABB 632 (46) 627 2.13 (0.12) 1.80 (0.34) 
BAABAA 470 (34) 480 2.21 (0.12) 3.72 (0.84) 
BAABAB 629 (36) 650 1.93 (0.10) 1.44 (0.34) 
BAABBA 442 (30) 501 2.52 (0.15) 4.55 (0.94) 
BAABBB 609 (37) 663 1.83 (0.10) 2.81 (0.60) 
BAACAA 366 (24) 342 2.05 (0.09) 6.17 (1.26) 
BAACAB 584 (24) 553 1.37 (0.06) 2.97 (0.60) 
BAACBA 360 (22) 365 2.23 (0.12) 4.69 (0.96) 
BAACBB 571 (26) 565 1.69 (0.07) 3.43 (0.80) 
BABAAA 609 (44) 709 2.10 (0.12) 2.09 (0.40) 
BABAAB 776 (34) 787 1.22 (0.06) 1.46 (0.35) 
BABABA 586 (35) 612 1.95 (0.09) 3.42 (0.66) 
BABABB 741 (34) 752 1.42 (0.07) 1.27 (0.25) 
BABBAA 621 (26) 625 1.34 (0.06) 2.08 (0.43) 
BABBAB 699 (35) 723 1.45 (0.08) 1.55 (0.30) 
BABBBA 506 (32) 486 1.91 (0.09) 2.51 (0.43) 
BABBBB 738 (36) 786 1.26 (0.07) 1.45 (0.32) 
BABCAA 433 (22) 424 1.77 (0.08) 4.45 (0.84) 
BABCAB 639 (34) 683 1.52 (0.08) 2.66 (0.64) 
BABCBA 356 (19) 339 1.95 (0.09) 4.53 (0.91) 
BABCBB 642 (31) 637 1.59 (0.09) 3.11 (0.69) 
BBAAAA 533 (38) 503 1.95 (0.10) 3.15 (0.64) 
BBAAAB 687 (33) 671 1.29 (0.07) 1.91 (0.32) 
BBAABA 522 (26) 515 1.75 (0.09) 3.57 (0.70) 
BBAABB 597 (25) 611 1.79 (0.10) 2.44 (0.50) 
BBABAA 590 (19) 565 1.21 (0.06) 4.06 (0.72) 
BBABAB 783 (25) 810 0.99 (0.05) 1.62 (0.36) 
BBABBA 493 (25) 518 1.74 (0.07) 3.41 (0.74) 
BBABBB 694 (32) 718 1.27 (0.07) 2.59 (0.54) 
BBACAA 453 (24) 441 1.86 (0.08) 5.23 (0.95) 
BBACAB 758 (27) 793 0.91 (0.06) 2.17 (0.53) 
BBACBA 491 (23) 475 1.72 (0.07) 3.16 (0.61) 
BBACBB 751 (25) 772 0.89 (0.04) 2.21 (0.50) 
BBBAAA 744 (29) 770 1.20 (0.06) 1.77 (0.34) 
BBBAAB 863 (25) 907 0.78 (0.05) 1.00 (0.20) 
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Table A.9  Known mass systems – Primary tests on SSRM, 20-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
BBBABA 655 (36) 612 1.49 (0.09) 2.01 (0.40) 
BBBABB 805 (33) 857 0.99 (0.07) 1.11 (0.24) 
BBBBAA 753 (28) 801 0.96 (0.05) 2.31 (0.50) 
BBBBAB 869 (25) 906 0.70 (0.04) 1.21 (0.24) 
BBBBBA 657 (22) 671 1.40 (0.07) 2.45 (0.45) 
BBBBBB 883 (12) 899 0.73 (0.04) 0.88 (0.18) 
BBBCAA 630 (22) 634 1.28 (0.06) 2.79 (0.55) 
BBBCAB 890 (12) 905 0.65 (0.03) 0.83 (0.16) 
BBBCBA 591 (26) 590 1.35 (0.07) 2.61 (0.53) 
BBBCBB 860 (16) 872 0.73 (0.04) 0.94 (0.17) 
BCAAAA 184 (16) 171 3.35 (0.18) 9.26 (1.62) 
BCAAAB 318 (26) 311 2.22 (0.11) 6.22 (1.17) 
BCAABA 146 (10) 144 3.11 (0.14) 7.22 (1.51) 
BCAABB 229 (18) 212 2.81 (0.14) 6.73 (1.41) 
BCABAA 237 (18) 225 2.80 (0.15) 5.65 (1.45) 
BCABAB 365 (22) 346 1.67 (0.07) 4.66 (0.90) 
BCABBA 231 (14) 239 2.82 (0.14) 5.61 (1.15) 
BCABBB 311 (17) 306 2.04 (0.09) 5.30 (1.11) 
BCACAA 280 (17) 261 1.88 (0.08) 4.89 (0.95) 
BCACAB 404 (21) 386 1.63 (0.07) 3.84 (0.75) 
BCACBA 277 (15) 250 2.06 (0.09) 5.98 (1.23) 
BCACBB 433 (24) 440 1.68 (0.08) 4.20 (0.88) 
BCBAAA 441 (21) 419 1.62 (0.07) 2.90 (0.54) 
BCBAAB 624 (22) 643 1.16 (0.06) 2.46 (0.47) 
BCBABA 401 (22) 411 1.76 (0.09) 4.21 (0.78) 
BCBABB 532 (23) 545 1.50 (0.07) 2.44 (0.58) 
BCBBAA 484 (20) 472 1.32 (0.06) 3.97 (0.73) 
BCBBAB 691 (21) 699 0.89 (0.04) 1.82 (0.47) 
BCBBBA 426 (29) 407 1.92 (0.10) 3.51 (0.72) 
BCBBBB 594 (26) 604 1.26 (0.06) 3.42 (0.79) 
BCBCAA 447 (18) 458 1.33 (0.06) 4.70 (0.85) 
BCBCAB 618 (17) 616 1.02 (0.04) 2.61 (0.49) 
BCBCBA 424 (17) 431 1.52 (0.07) 4.47 (0.80) 
BCBCBB 590 (22) 603 1.12 (0.05) 2.32 (0.45) 
CAAAAA 517 (38) 519 2.14 (0.12) 2.88 (0.62) 
CAAAAB 666 (39) 712 1.62 (0.09) 2.17 (0.37) 
CAAABA 509 (37) 483 2.25 (0.10) 2.78 (0.52) 
CAAABB 591 (38) 557 1.91 (0.10) 2.42 (0.46) 
CAABAA 480 (22) 499 1.77 (0.09) 4.24 (0.98) 
CAABAB 653 (33) 675 1.58 (0.08) 2.20 (0.41) 
CAABBA 396 (28) 358 2.30 (0.10) 5.26 (0.95) 
CAABBB 592 (39) 573 2.02 (0.12) 2.23 (0.48) 
CAACAA 311 (21) 290 2.03 (0.09) 6.87 (1.42) 
CAACAB 491 (34) 526 2.22 (0.14) 5.26 (1.02) 
CAACBA 278 (20) 265 2.48 (0.11) 7.52 (1.50) 
CAACBB 526 (24) 532 1.70 (0.08) 2.62 (0.54) 
CABAAA 663 (31) 688 1.64 (0.09) 2.54 (0.44) 
CABAAB 764 (27) 753 1.29 (0.07) 1.33 (0.27) 
CABABA 574 (38) 563 1.94 (0.10) 2.61 (0.54) 
CABABB 746 (36) 795 1.30 (0.07) 1.59 (0.37) 
CABBAA 570 (24) 579 1.61 (0.08) 2.83 (0.51) 
CABBAB 719 (34) 752 1.40 (0.07) 1.89 (0.38) 
CABBBA 485 (32) 485 2.07 (0.10) 3.51 (0.62) 
CABBBB 712 (38) 753 1.42 (0.07) 2.00 (0.41) 
CABCAA 388 (22) 354 1.85 (0.09) 4.90 (0.96) 
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Table A.9  Known mass systems – Primary tests on SSRM, 20-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
CABCAB 613 (33) 611 1.62 (0.09) 2.48 (0.65) 
CABCBA 345 (18) 344 2.00 (0.09) 4.02 (0.75) 
CABCBB 629 (28) 653 1.26 (0.06) 2.00 (0.45) 
CBAAAA 310 (17) 305 2.21 (0.09) 4.27 (1.07) 
CBAAAB 417 (24) 426 2.10 (0.10) 2.67 (0.51) 
CBAABA 264 (18) 245 2.50 (0.11) 4.85 (1.08) 
CBAABB 350 (24) 323 2.06 (0.10) 4.49 (0.88) 
CBABAA 368 (19) 345 1.84 (0.09) 3.50 (0.79) 
CBABAB 463 (25) 431 1.65 (0.08) 3.86 (0.65) 
CBABBA 312 (21) 305 2.11 (0.10) 7.64 (1.63) 
CBABBB 450 (20) 421 1.60 (0.08) 3.45 (0.66) 
CBACAA 310 (19) 295 2.47 (0.13) 5.05 (0.94) 
CBACAB 481 (22) 468 1.38 (0.06) 4.59 (0.82) 
CBACBA 344 (24) 348 2.02 (0.11) 5.48 (1.10) 
CBACBB 458 (23) 462 1.51 (0.07) 3.32 (0.66) 
CBBAAA 595 (20) 596 1.26 (0.06) 2.36 (0.41) 
CBBAAB 711 (32) 773 1.22 (0.06) 1.50 (0.31) 
CBBABA 494 (25) 486 1.55 (0.08) 4.05 (0.73) 
CBBABB 692 (25) 721 1.10 (0.05) 2.30 (0.42) 
CBBBAA 541 (24) 493 1.44 (0.06) 2.31 (0.53) 
CBBBAB 740 (16) 737 0.98 (0.04) 1.73 (0.32) 
CBBBBA 462 (25) 458 1.68 (0.08) 4.23 (0.80) 
CBBBBB 714 (21) 729 1.02 (0.05) 2.11 (0.43) 
CBBCAA 453 (20) 449 1.50 (0.07) 3.88 (0.75) 
CBBCAB 683 (22) 683 1.09 (0.05) 1.67 (0.32) 
CBBCBA 405 (18) 399 1.94 (0.08) 4.00 (0.82) 
CBBCBB 670 (19) 652 1.09 (0.05) 2.18 (0.40) 
CCAAAA 73 ( 5) 68 4.59 (0.20) 9.66 (1.79) 
CCAAAB 87 ( 7) 84 4.52 (0.19) 8.14 (1.72) 
CCAABA 60 ( 3) 56 4.60 (0.22) 10.54 (2.36) 
CCAABB 65 ( 4) 60 4.54 (0.19) 12.24 (2.23) 
CCABAA 82 ( 4) 79 3.96 (0.18) 8.92 (1.65) 
CCABAB 94 ( 7) 87 4.12 (0.21) 11.56 (2.57) 
CCABBA 81 ( 7) 68 4.20 (0.21) 11.56 (2.09) 
CCABBB 97 ( 8) 92 3.48 (0.18) 9.44 (2.15) 
CCACAA 87 ( 4) 90 3.71 (0.16) 10.47 (2.25) 
CCACAB 113 ( 7) 118 3.30 (0.15) 8.46 (1.74) 
CCACBA 102 ( 5) 107 3.97 (0.18) 8.90 (1.61) 
CCACBB 108 ( 7) 100 3.37 (0.16) 9.31 (1.81) 
CCBAAA 172 (15) 142 2.90 (0.14) 8.14 (1.33) 
CCBAAB 259 (13) 259 2.07 (0.10) 5.31 (0.99) 
CCBABA 141 (10) 132 3.13 (0.14) 9.27 (1.93) 
CCBABB 226 (12) 240 2.34 (0.10) 7.24 (1.41) 
CCBBAA 184 (10) 187 2.23 (0.10) 6.02 (1.41) 
CCBBAB 245 (11) 248 2.30 (0.11) 5.53 (1.11) 
CCBBBA 144 (10) 136 2.93 (0.15) 7.43 (1.34) 
CCBBBB 214 (10) 203 2.29 (0.10) 6.82 (1.28) 
CCBCAA 165 ( 6) 166 2.48 (0.10) 7.48 (1.27) 
CCBCAB 211 ( 9) 209 2.20 (0.09) 9.54 (1.76) 
CCBCBA 171 (12) 159 2.64 (0.11) 6.71 (1.19) 
CCBCBB 227 ( 9) 228 2.30 (0.11) 7.56 (1.53) 
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A.1.2  Additional Tests 
 
Additional tests carried out for the SSRM are sumarised below.    In the tables the first result shown is 
the base result obtained from the primary tests. Results that give a significant improvement over the 
base result are highlighted in bold and discussed in chapter 4. 
 
Table A.10  Known mass systems – Aditional tests on SSRM, 5-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
BASE 807 (34) 869 0.43 (0.05) 2.27 (0.40) 
Tests on migration rate     
0.00 824 (28) 851 0.43 (0.04) 1.82 (0.30) 
0.10 799 (35) 856 0.48 (0.05) 1.78 (0.33) 
Tests on window width     
2.5 949 (18) 977 0.22 (0.03) 0.80 (0.11) 
6.0 622 (37) 657 0.82 (0.07) 2.41 (0.36) 
Tests on number of runs to average for output     
2 849 (25) 873 0.45 (0.04) 1.41 (0.22) 
3 767 (37) 846 0.61 (0.06) 1.90 (0.24) 
4 750 (35) 823 0.51 (0.05) 2.05 (0.28) 
Tests on crossover rates     
s2# 775 (30) 794 0.57 (0.06) 2.04 (0.27) 
s3 788 (32) 857 0.43 (0.04) 2.13 (0.34) 
s4 839 (33) 907 0.42 (0.04) 1.64 (0.20) 
sAll 762 (36) 841 0.56 (0.06) 2.73 (0.44) 
m2 709 (41) 739 0.66 (0.06) 2.52 (0.42) 
m3 806 (32) 838 0.41 (0.04) 2.49 (0.43) 
m4 802 (34) 836 0.47 (0.05) 2.28 (0.36) 
mAll 767 (42) 834 0.64 (0.07) 2.44 (0.37) 
Tests on mutation rates     
2@ 832 (25) 870 0.39 (0.05) 2.14 (0.35) 
3 736 (27) 722 0.63 (0.05) 2.09 (0.33) 
4 608 (47) 670 0.89 (0.10) 3.91 (0.70) 
23 777 (36) 800 0.53 (0.05) 2.46 (0.42) 
24 666 (35) 708 0.66 (0.06) 3.59 (0.60) 
34 522 (38) 519 1.10 (0.09) 3.58 (0.59) 
#   test name refers to the type of crossover and the species in which the crossover rate is reduced to 0.4.  
eg s2 means the simple crossover rate is reduced for species 2. 
@  similar to above, it is the species in which the mutation rate is reduced to 0.1 
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Table A.11  Known mass systems – Aditional tests on SSRM, 10-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
BASE 923 (11) 940 0.43 (0.03) 1.56 (0.28) 
Tests on migration rate     
0.00 945 ( 9) 963 0.43 (0.03) 1.19 (0.22) 
0.10 900 (13) 922 0.51 (0.04) 1.81 (0.29) 
Tests on window width     
2.5 918 (37) 987 0.54 (0.09) 0.82 (0.16) 
6.0 809 (23) 835 0.82 (0.06) 2.47 (0.39) 
Tests on number of runs to average for output     
2 922 ( 8) 925 0.46 (0.03) 2.01 (0.41) 
3 869 (21) 900 0.68 (0.05) 2.52 (0.39) 
4 857 (20) 895 0.66 (0.05) 2.55 (0.42) 
Tests on crossover rates     
s2# 896 (15) 926 0.57 (0.05) 1.78 (0.36) 
s3 896 (14) 917 0.54 (0.04) 2.49 (0.54) 
s4 921 (14) 948 0.46 (0.04) 1.27 (0.21) 
sAll 915 (14) 944 0.46 (0.03) 2.12 (0.43) 
m2 898 (15) 929 0.49 (0.04) 2.50 (0.44) 
m3 930 (13) 942 0.44 (0.04) 1.21 (0.24) 
m4 923 (10) 930 0.50 (0.04) 1.45 (0.26) 
mAll 882 (21) 916 0.61 (0.05) 2.21 (0.39) 
Tests on mutation rates     
2@ 943 (11) 955 0.36 (0.03) 1.23 (0.20) 
3 933 (13) 940 0.40 (0.03) 1.27 (0.25) 
4 865 (14) 874 0.71 (0.05) 2.76 (0.56) 
23 917 (16) 944 0.47 (0.04) 1.53 (0.34) 
24 866 (18) 870 0.71 (0.05) 2.90 (0.50) 
34 869 (26) 920 0.72 (0.07) 2.15 (0.38) 
#   test name refers to the type of crossover and the species in which the crossover rate is reduced to 0.4.  
eg s2 means the simple crossover rate is reduced for species 2. 
@  similar to above, it is the species in which the mutation rate is reduced to 0.1 
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Table A.12  Known mass systems – Aditional tests on SSRM, 20-DOF 
Fitness Mean % Errors Test 
Mean Median Stiffness Damping 
BASE 924 (17) 958 0.52 (0.03) 0.75 (0.17) 
Tests on migration rate     
0.00 940 (8) 945 0.49 (0.02) 0.73 (0.14) 
0.10 858 (23) 892 0.81 (0.05) 1.18 (0.24) 
Tests on window width    
2.5 928 (16) 978 0.54 (0.03) 0.65 (0.23) 
6.0 780 (26) 810 0.87 (0.05) 1.81 (0.38) 
Tests on number of runs to average for output    
2 864 (16) 878 0.79 (0.04) 1.17 (0.32) 
3 861 (21) 891 0.78 (0.04) 1.34 (0.29) 
4 836 (22) 869 1.00 (0.06) 1.18 (0.23) 
Tests on crossover rates    
s2# 907 (21) 937 0.54 (0.03) 0.89 (0.17) 
s3 902 (17) 925 0.62 (0.03) 1.02 (0.25) 
s4 891 (19) 930 0.63 (0.03) 1.40 (0.44) 
sAll 890 (27) 924 0.65 (0.04) 1.03 (0.22) 
m2 913 (10) 921 0.55 (0.02) 0.75 (0.15) 
m3 867 (23) 866 0.76 (0.04) 1.60 (0.39) 
m4 886 (16) 896 0.65 (0.03) 0.92 (0.18) 
mAll 875 (16) 907 0.69 (0.03) 1.15 (0.21) 
Tests on mutation rates    
2@ 900 (16) 933 0.57 (0.03) 1.20 (0.25) 
3 896 (20) 933 0.57 (0.03) 0.64 (0.13) 
4 899 (18) 940 0.72 (0.04) 0.91 (0.17) 
23 928 (12) 942 0.52 (0.02) 0.88 (0.21) 
24 879 (20) 901 0.75 (0.04) 1.17 (0.27) 
34 911 (13) 917 0.62 (0.03) 0.67 (0.16) 
#   test name refers to the type of crossover and the species in which the crossover rate is reduced to 0.4.  
eg s2 means the simple crossover rate is reduced for species 2.  m is for multiple crossover. 
@  similar to above, it is the species in which the mutation rate is reduced to 0.1 
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A.2  Unknown Mass Systems 
 
The testing of the unknown mass systems is based on variation of individual parameters about the values 
identified from the known mass systems.  These base parameter values are given in table 4.12.  In the 
tables below, the results representing the most significant improvement are highlighted in bold.  More 
detailed tests on the given parameter are then presented and the base parameters altered before another 
full set of trials is conducted.   In the tables the test names indicate the variation of the parameter of 
interest.  For example the test mig_up is for an increased migration rate.  The short forms of the 
parameter names are used.  Cross is the crossover rate; keep is the number of runs to average for output; 
mig is migration rate; mut is mutation rate; pop is population size; regen is the number of regenerations; 
rein is the number of reintroductions; runs is the number of runs for function evaluation and maximum 
number of runs; win is the window width for function evaluation. 
 
Table A.13  Unknown mass systems – 5-DOF 
Fitness Mean % Errors Test 
Mean median Stiffness Mass Damping 
Base 559 (62) 660 2.27 (0.21) 2.10 (0.20) 3.29 (0.55) 
SET 1       
Cross_dn 807 (51) 939 0.86 (0.13) 0.69 (0.08) 1.26 (0.22) 
keep_up 486 (55) 602 2.81 (0.25) 2.59 (0.24) 3.74 (0.60) 
mig_dn 647 (63) 778 2.03 (0.27) 1.81 (0.24) 3.16 (0.64) 
mig_up 408 (57) 276 3.33 (0.29) 3.18 (0.31) 6.03 (1.09) 
mut_dn 447 (36) 431 2.47 (0.13) 2.31 (0.14) 4.47 (0.60) 
pop_dn 562 (66) 469 2.09 (0.20) 1.87 (0.19) 3.12 (0.59) 
pop_up 406 (46) 405 2.90 (0.21) 2.68 (0.21) 4.51 (0.60) 
regen_dn 538 (57) 585 2.33 (0.22) 2.14 (0.22) 3.57 (0.59) 
regen_up 369 (58) 224 3.56 (0.29) 3.31 (0.30) 5.40 (0.84) 
rein_dn 318 (53) 226 4.27 (0.36) 3.91 (0.31) 5.05 (0.73) 
rein_up 586 (58) 624 1.96 (0.18) 1.80 (0.17) 3.27 (0.52) 
runs_dn 349 (44) 406 3.63 (0.29) 3.31 (0.27) 4.39 (0.70) 
runs_up 504 (64) 578 2.71 (0.25) 2.55 (0.25) 4.36 (0.77) 
win_dn 381 (58) 298 3.46 (0.28) 3.17 (0.27) 5.01 (0.76) 
Aditional tests on crossover rate       
0.3 806 (57) 927 1.10 (0.20) 1.00 (0.18) 1.67 (0.41) 
0.5 864 (42) 947 0.78 (0.18) 0.75 (0.17) 1.45 (0.42) 
SET 2 – Cross = 0.4       
keep_up 789 (47) 884 0.92 (0.12) 0.84 (0.10) 1.59 (0.29) 
mig_dn 728 (67) 941 1.40 (0.20) 1.33 (0.20) 2.05 (0.54) 
mig_up 615 (68) 623 1.86 (0.24) 1.69 (0.21) 2.59 (0.54) 
mut_dn 608 (55) 702 1.70 (0.14) 1.62 (0.15) 2.58 (0.43) 
pop_dn 838 (52) 955 0.86 (0.16) 0.75 (0.14) 1.38 (0.38) 
pop_up 784 (57) 937 1.06 (0.19) 1.02 (0.18) 1.85 (0.52) 
regen_dn 784 (61) 931 1.34 (0.23) 1.25 (0.23) 1.89 (0.51) 
regen_up 765 (54) 844 1.14 (0.16) 1.08 (0.15) 2.01 (0.54) 
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Table A.13  Unknown mass systems – 5-DOF (Cont’d) 
Fitness Mean % Errors Test 
Mean median Stiffness Mass Damping 
rein_dn 697 (64) 856 1.51 (0.20) 1.29 (0.16) 2.54 (0.54) 
rein_up 804 (61) 946 1.15 (0.19) 1.08 (0.18) 1.69 (0.47) 
runs_dn 719 (47) 702 1.03 (0.09) 0.93 (0.10) 1.76 (0.32) 
runs_up 847 (35) 914 0.59 (0.07) 0.54 (0.07) 1.16 (0.23) 
win_dn 537 (67) 500 2.20 (0.23) 1.92 (0.20) 2.57 (0.46) 
Aditional tests on  runs       
4/12 704 (69) 869 1.76 (0.28) 1.53 (0.27) 2.32 (0.59) 
5/12 838 (37) 908 0.62 (0.07) 0.57 (0.06) 1.43 (0.29) 
6/12 684 (37) 724 1.11 (0.09) 1.02 (0.09) 1.87 (0.33) 
4/15 819 (61) 985 0.89 (0.15) 0.83 (0.15) 1.31 (0.42) 
5/15 900 (42) 983 0.42 (0.07) 0.38 (0.09) 0.68 (0.18) 
SET 3 – Cross = 0.4, runs = 5/15       
keep_up 849 (43) 966 0.64 (0.08) 0.59 (0.08) 1.00 (0.27) 
mig_dn 913 (44) 984 0.64 (0.17) 0.59 (0.16) 1.14 (0.43) 
mig_up 864 (45) 967 0.60 (0.11) 0.49 (0.07) 0.85 (0.20) 
mut_dn 797 (60) 921 1.10 (0.16) 1.02 (0.15) 1.56 (0.47) 
pop_dn 774 (62) 972 1.10 (0.18) 0.95 (0.17) 1.43 (0.40) 
pop_up 898 (42) 969 0.54 (0.10) 0.47 (0.09) 0.68 (0.17) 
regen_dn 888 (40) 958 0.59 (0.12) 0.53 (0.11) 0.99 (0.23) 
regen_up 930 (27) 985 0.30 (0.04) 0.30 (0.05) 0.84 (0.22) 
rein_dn 740 (65) 923 1.33 (0.21) 1.21 (0.19) 1.85 (0.45) 
rein_up 915 (29) 977 0.39 (0.05) 0.37 (0.05) 0.65 (0.15) 
win_dn 791 (66) 973 1.22 (0.23) 1.09 (0.22) 1.80 (0.55) 
Aditional tests on regeneration       
8 939 (26) 986 0.27 (0.04) 0.26 (0.05) 0.55 (0.12) 
10 881 (42) 960 0.59 (0.08) 0.55 (0.09) 1.26 (0.32) 
Aditional tests on reintroduction #       
75 915 (31) 981 0.37 (0.06) 0.34 (0.06) 0.80 (0.22) 
100 941 (23) 980 0.28 (0.03) 0.27 (0.04) 0.58 (0.22) 
125 856 (53) 978 0.68 (0.12) 0.63 (0.12) 1.04 (0.35) 
# regen is set as 5 following the previous trials.  It is felt that using 8 may be less consistent as increasing 
to 10 leasds to a reduction in identification performance 
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Table A.14  Unknown mass systems – 10-DOF 
Fitness Mean % Errors Test 
Mean median Stiffness Mass Damping 
Base 425 (51) 340 2.63 (0.14) 2.49 (0.13) 4.72 (0.61) 
SET 1       
Cross_dn 655 (54) 628 1.42 (0.11) 1.31 (0.10) 2.01 (0.33) 
keep_up 391 (39) 347 2.84 (0.15) 2.63 (0.13) 3.95 (0.47) 
mig_dn 414 (44) 350 2.60 (0.17) 2.38 (0.15) 4.09 (0.54) 
mig_up 455 (46) 418 2.47 (0.15) 2.34 (0.14) 4.01 (0.53) 
mut_dn 549 (60) 490 1.98 (0.13) 1.86 (0.12) 2.54 (0.36) 
pop_dn 586 (50) 560 1.75 (0.12) 1.65 (0.11) 3.32 (0.58) 
pop_up 346 (46) 247 3.23 (0.17) 3.04 (0.16) 4.59 (0.55) 
regen_dn 410 (44) 349 2.48 (0.13) 2.43 (0.14) 4.05 (0.62) 
regen_up 328 (34) 290 3.07 (0.16) 2.89 (0.17) 4.71 (0.66) 
rein_dn 251 (25) 240 3.81 (0.16) 3.64 (0.17) 6.10 (0.82) 
rein_up 695 (51) 799 1.32 (0.08) 1.27 (0.10) 2.60 (0.46) 
runs_dn 312 (34) 267 3.56 (0.18) 3.35 (0.17) 4.75 (0.63) 
runs_up 606 (52) 609 1.69 (0.10) 1.58 (0.09) 3.27 (0.46) 
win_dn 307 (28) 284 3.13 (0.16) 2.94 (0.15) 4.14 (0.54) 
Aditional tests on crossover rate       
0.3 790 (40) 820 0.80 (0.06) 0.78 (0.06) 2.09 (0.41) 
0.5 590 (55) 492 1.69 (0.11) 1.60 (0.11) 3.20 (0.47) 
Aditional tests on runs #       
5/12 794 (53) 962 0.83 (0.09) 0.79 (0.08) 1.83 (0.36) 
5/15 861 (36) 968 0.57 (0.06) 0.51 (0.05) 1.56 (0.35) 
Aditional tests on reintroduction @       
120 968 (17) 996 0.19 (0.03) 0.18 (0.02) 0.43 (0.09) 
160 928 (27) 992 0.34 (0.04) 0.30 (0.04) 0.91 (0.30) 
200 968 (15) 997 0.16 (0.02) 0.17 (0.02) 0.45 (0.12) 
SET 2 - Cross = 0.3, Runs = 5/15, rein = 120      
keep_up 865 (43) 991 0.57 (0.06) 0.52 (0.06) 1.12 (0.24) 
mig_dn 938 (30) 995 0.31 (0.04) 0.29 (0.04) 0.57 (0.14) 
mig_up 938 (26) 995 0.29 (0.04) 0.28 (0.03) 0.60 (0.12) 
mut_dn 919 (24) 985 0.40 (0.04) 0.36 (0.04) 1.14 (0.24) 
pop_dn 912 (38) 994 0.42 (0.07) 0.38 (0.06) 0.76 (0.21) 
pop_up 885 (41) 986 0.51 (0.07) 0.46 (0.06) 1.43 (0.47) 
regen_dn 941 (26) 990 0.31 (0.04) 0.29 (0.04) 0.56 (0.11) 
regen_up 881 (42) 991 0.45 (0.06) 0.42 (0.05) 1.61 (0.50) 
win_dn 869 (39) 970 0.57 (0.07) 0.52 (0.07) 1.44 (0.33) 
# crossover rate is set as 0.3 following the previous trials.   
@ crossover rate is set as 0.3 and runs as 5/15 following the previous trials. 
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Table A.15  Unknown mass systems – 20-DOF 
Fitness Mean % Errors  Test 
Mean median Stiffness Mass Damping 
Base 270 (36) 211 1.97 (0.09) 1.77 (0.08) 5.82 (0.88) 
SET 1       
Cross_dn 395 (38) 372 1.48 (0.07) 1.46 (0.08) 4.58 (0.84) 
keep_up 258 (24) 237 2.11 (0.09) 1.98 (0.09) 4.93 (0.75) 
mig_dn 279 (24) 249 1.96 (0.09) 1.78 (0.08) 3.79 (0.58) 
mig_up 257 (26) 217 1.97 (0.08) 1.84 (0.08) 5.67 (0.95) 
mut_dn 503 (42) 496 1.11 (0.05) 1.07 (0.05) 2.81 (0.44) 
pop_dn 286 (34) 231 1.91 (0.08) 1.72 (0.07) 4.95 (0.79) 
pop_up 299 (34) 259 1.95 (0.09) 1.85 (0.08) 3.90 (0.55) 
regen_dn 240 (24) 221 2.11 (0.09) 1.91 (0.08) 4.71 (0.81) 
regen_up 262 (30) 200 2.06 (0.08) 1.87 (0.07) 5.82 (0.91) 
rein_dn 135 (12) 131 3.07 (0.11) 2.79 (0.11) 7.84 (1.12) 
rein_up 461 (37) 389 1.25 (0.06) 1.15 (0.06) 3.11 (0.52) 
runs_dn 149 (11) 135 3.11 (0.11) 2.83 (0.11) 6.32 (0.84) 
runs_up 394 (21) 334 1.47 (0.07) 1.33 (0.06) 3.68 (0.69) 
win_dn 184 (11) 165 2.46 (0.10) 2.24 (0.10) 4.80 (0.67) 
Aditional tests on crossover rate@       
0.3 728 (45) 798 0.65 (0.04) 0.76 (0.05) 2.05 (0.43) 
0.5 671 (48) 697 0.83 (0.06) 0.86 (0.05) 1.95 (0.29) 
Aditional tests on runs*       
5/12 807 (34) 872 0.53 (0.03) 0.54 (0.03) 1.64 (0.45) 
5/15 834 (38) 893 0.42 (0.02) 0.43 (0.02) 1.86 (0.45) 
Aditional tests on reintroduction #       
150 778 (52) 928 0.55 (0.04) 0.49 (0.03) 1.55 (0.37) 
200 851 (36) 920 0.39 (0.03) 0.43 (0.02) 1.08 (0.31) 
250 820 (46) 957 0.48 (0.04) 0.51 (0.04) 1.61 (0.51) 
SET 2 – mut=0.1, cross=0.4, runs=5/15,rein=200    
keep_up 839 (33) 869 0.40 (0.03) 0.42 (0.02) 1.41 (0.35) 
mig_dn 823 (44) 961 0.42 (0.03) 0.41 (0.03) 1.42 (0.41) 
mig_up 834 (39) 932 0.39 (0.02) 0.42 (0.02) 1.60 (0.57) 
pop_dn 879 (36) 961 0.33 (0.02) 0.36 (0.02) 1.09 (0.41) 
pop_up 803 (37) 890 0.48 (0.03) 0.55 (0.04) 1.03 (0.21) 
regen_dn 862 (33) 928 0.37 (0.03) 0.40 (0.02) 0.90 (0.16) 
regen_up 812 (36) 873 0.44 (0.03) 0.47 (0.03) 1.36 (0.32) 
win_dn 662 (57) 710 0.83 (0.06) 0.75 (0.06) 2.68 (0.27) 
@ mutation set as 0.1 based on result for mut_dn 
* mututation 0.1 and crossover rate of 0.4 
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A.3  Effect of Noise and Data Length 
 
Table A.16  Effect of noise and data length – 5-DOF Known mass 
Mean % Errors  Noise Data Length Time Taken 
Stiffness Damping 
50 0.9s 0.54 (0.11) 3.30 (0.79) 
100 1.6s 0.25 (0.03) 2.02  (0.40) 
200 3.2s 0.44 (0.08) 3.31  (0.86) 
500 7.8s 0.31 (0.03) 0.99 (0.15) 
0% 
1000 15.5s 0.50 (0.05) 0.99 (0.22) 
50 0.9s 9.40 (1.36) 37.23  (4.06) 
100 1.6s 2.64 (0.21) 23.95  (3.31) 
200 3.2s 1.96 (0.16) 11.93  (1.78) 
500 7.8s 1.06 (0.09) 4.63  (0.74) 
5% 
1000 15.5s 1.07 (0.13) 3.43 (0.47) 
50 0.9s 17.61 (1.95) 44.96 (3.90) 
100 1.6s 5.59 (0.69) 30.59  (3.94) 
200 3.2s 3.88 (0.32) 18.29 (2.18) 
500 7.8s 2.40 (0.19) 14.07 (2.03) 
10% 
1000 15.5s 1.36 (0.11) 6.89  (1.10) 
 
 
Table A.17  Effect of noise and data length – 10-DOF Known mass 
Mean % Errors  Noise Data Length Time Taken 
Stiffness Damping 
50 3.3s 0.99 (0.12) 3.65  (0.91) 
100 6.4s 0.30 (0.03) 2.21 (0.52) 
200 12.4s 0.26 (0.02) 0.92  (0.15) 
500 30.7s 0.45 (0.04) 0.58  (0.09) 
0% 
1000 61.0s 0.45 (0.03) 0.70  (0.14) 
50 3.3s 5.32 (0.31) 23.97  (3.90) 
100 6.4s 3.27 (0.18) 19.59  (3.76) 
200 12.4s 1.90 (0.11) 10.70  (1.79) 
500 30.7s 1.28 (0.08) 5.63  (0.98) 
5% 
1000 61.0s 0.92 (0.05) 3.34 (0.64) 
50 3.3s 10.45 (0.53) 34.15  (4.36) 
100 6.4s 5.82 (0.32) 26.13  (4.32) 
200 12.4s 3.61 (0.19) 18.64 (3.02) 
500 30.7s 2.34 (0.15) 8.38  (1.64) 
10% 
1000 61.0s 1.69 (0.09) 5.93 (1.02) 
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Table A.18  Effect of noise and data length – 20-DOF Known mass 
Mean % Errors Noise Data Length Time Taken 
Stiffness Damping 
50 25.8s 0.69 (0.12) 2.91 (0.91) 
100 50.5s 0.39 (0.03) 1.17  (0.52) 
200 98.8s 0.44 (0.02) 0.66 (0.15) 
500 245s 0.38 (0.04) 0.22  (0.09) 
0% 
1000 490s 0.44 (0.03) 0.23 (0.14) 
50 25.8s 5.55 (0.31) 35.80  (3.90) 
100 50.5s 3.33 (0.18) 25.31 (3.76) 
200 98.8s 2.34 (0.11) 15.07 (1.79) 
500 245s 1.61 (0.08) 6.19  (0.98) 
5% 
1000 490s 1.11 (0.05) 3.79  (0.64) 
50 25.8s 11.92 (0.53) 36.39  (4.36) 
100 50.5s 6.86 (0.32) 30.64  (4.32) 
200 98.8s 4.40 (0.19) 21.74  (3.02) 
500 245s 2.70 (0.15) 14.01  (1.64) 
10% 
1000 490s 2.32 (0.09) 6.26  (1.02) 
 
 
Table A.19  Effect of noise and data length – 5-DOF Unknown mass 
Mean % Errors Noise Data Length 
Time 
Taken Stiffness Mass Damping 
50 42.4s 1.74  (0.25) 1.42  (0.26) 6.02   (1.37) 
100 81.6s 0.62  (0.11) 0.52  (0.11) 2.32   (0.60) 
200 160s 0.41  (0.07) 0.40  (0.07) 0.97   (0.39) 
500 394s 0.90  (0.18) 0.85  (0.17) 1.09   (0.33) 
0% 
1000 785s 0.78  (0.15) 0.64  (0.12) 0.59   (0.15) 
50 42.4s 8.83  (0.67) 7.85  (0.88) 29.25   (3.84) 
100 81.6s 4.68  (0.37) 4.53  (0.46) 19.18   (3.40) 
200 160s 2.34  (0.21) 2.18  (0.24) 9.25   (1.33) 
500 394s 1.23  (0.10) 1.16  (0.10) 4.97   (0.73) 
5% 
1000 785s 1.25  (0.12) 1.25  (0.12) 3.40   (0.55) 
50 42.4s 16.36  (1.42) 14.96  (1.54) 38.44   (3.82) 
100 81.6s 7.25  (0.55) 7.18  (0.70) 26.01   (3.67) 
200 160s 5.69  (0.46) 4.93  (0.46) 17.84   (2.77) 
500 394s 2.55  (0.20) 2.40  (0.19) 10.34   (1.45) 
10% 
1000 785s 2.11  (0.13) 2.16  (0.15) 5.62   (0.88) 
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Table A.20  Effect of noise and data length – 10-DOF Unknown mass 
Mean % Errors  Noise Data Length 
Time 
Taken Stiffness Mass Damping 
50 165s 0.72 (0.06) 0.63 (0.05) 5.09  (1.08) 
100 319s 1.13 (0.10) 1.06 (0.10) 6.21  (1.30) 
200 630s 0.64 (0.10) 0.56 (0.09) 1.84  (0.52) 
500 1553s 0.81 (0.08) 0.80 (0.08) 1.07  (0.24) 
0% 
1000 3095s 0.56 (0.05) 0.56 (0.06) 0.81  (0.22) 
50 165s 6.09 (0.33) 5.70 (0.34) 23.80  (3.33) 
100 319s 3.50 (0.18) 3.16 (0.19) 15.32  (2.67) 
200 630s 2.29 (0.11) 1.97 (0.11) 8.63  (1.66) 
500 1553s 1.59 (0.09) 1.49 (0.09) 4.45  (0.75) 
5% 
1000 3095s 1.38 (0.08) 1.33 (0.08) 2.92  (0.57) 
50 165s 13.11 (0.66) 12.17 (0.83) 32.27  (3.95) 
100 319s 7.09 (0.42) 6.34 (0.39) 21.88  (3.62) 
200 630s 4.43 (0.23) 4.27 (0.24) 18.02  (2.74) 
500 1553s 2.88 (0.15) 2.75 (0.14) 7.81  (1.37) 
10% 
1000 3095s 2.41 (0.12) 2.35 (0.12) 6.48  (1.12) 
 
 
Table A.21  Effect of noise and data length – 20-DOF Unknown mass 
Mean Errors (as %) Noise Data Length 
Time 
Taken Stiffness Mass Damping 
50 655s 1.88 (0.09) 1.94 (0.10) 11.17  (2.11) 
100 1280s 0.62 (0.04) 0.61 (0.04) 2.66  (0.53) 
200 2515s 0.28 (0.03) 0.32 (0.03) 1.09  (0.33) 
500 6228s 0.29 (0.02) 0.28 (0.02) 0.69  (0.19) 
0% 
1000 12335s 0.25 (0.02) 0.26 (0.02) 0.41  (0.09) 
50 655s 5.84 (0.23) 5.99 (0.25) 27.33  (4.63) 
100 1280s 3.33 (0.11) 3.64 (0.14) 25.05  (3.80) 
200 2515s 2.02 (0.07) 2.37 (0.09) 10.50  (2.14) 
500 6228s 1.24 (0.05) 1.45 (0.05) 5.88  (1.14) 
5% 
1000 12335s 0.98 (0.03) 1.05 (0.04) 2.94  (0.54) 
50 655s 11.98 (0.49) 11.70 (0.51) 33.64  (5.03) 
100 1280s 6.39 (0.24) 7.08 (0.28) 27.91  (4.77) 
200 2515s 4.44 (0.17) 4.88 (0.19) 26.36  (4.26) 
500 6228s 2.65 (0.10) 3.09 (0.11) 10.54  (1.93) 
10% 
1000 12335s 2.08 (0.07) 2.21 (0.08) 8.13  (1.55) 
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A.4  Reduced Data Length Procedure 
 
The following tables sumarise the results of the tests into the reduced data length procedure.  The error 
in damping is not given in the tables as it is felt that it is not important in these cases.  It also allows the 
tables to be less cluttered so we can focus on the more important mass and stiffness results. 
 
Table A.22  Reduced data length – 5-DOF Known mass, 5% noise 
Mean % error in stiffness Full data 
length 
Reduced 
data length % Gen Gen Normal 2 x Gen 
200 - 0 48 1.96 (0.16) 1.84  (0.15) 
500 - 0 19 2.13 (0.16) 1.27  (0.11) 
1000 - 0 10 4.42 (0.36) 2.85  (0.30) 
50 76 1.83 (0.15) 1.51  (0.12) 
75 109 1.81 (0.20) 2.20  (0.19) 50 
90 147 2.91 (0.29) 2.06  (0.18) 
50 63 1.58 (0.15) 1.52  (0.14) 
75 76 1.46 (0.12) 1.73  (0.16) 
200 
100 
90 87 2.09 (0.18) 1.81  (0.14) 
50 35 1.43 (0.12) 1.18  (0.09) 
75 59 2.09 (0.0.20) 1.18  (0.09) 50 
90 100 3.15 (0.34) 1.55  (0.15) 
50 32 1.42 (0.13) 1.21  (0.09) 
75 48 1.37 (0.12) 1.22  (0.09) 100 
90 68 1.43 (0.11) 1.21  (0.11) 
50 27 1.36 (0.12) 0.94 #  (0.08) 
75 35 1.48 (0.12) 1.04  (0.09) 
500 
200 
90 41 1.36 (0.11) 1.12  (0.09) 
50 18 3.47 (0.32) 1.44  (0.11) 
75 33 2.27 (0.28) 1.57  (0.16) 50 
90 66 4.10 (0.41) 2.54  (0.24) 
50 17 2.56 (0.23) 1.22  (0.08) 
75 29 1.75 (0.14) 1.15  (0.10) 100 
90 50 1.93 (0.19) 1.43  (0.11) 
50 16 2.38 (0.19) 1.04  (0.08) 
75 24 1.30 # (0.11) 1.09  (0.08) 
1000 
200 
90 34 1.50 (0.12) 1.07  (0.08) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Table A.23  Reduced data length – 5-DOF Known mass, 10% noise 
Mean % error in stiffness Full data 
length 
Reduced 
data length % Gen Gen Normal 2 x Gen 
200 - 0 48 3.88 (0.32) 3.06  (0.20) 
500 - 0 19 3.08 (0.26) 2.00  (0.15) 
1000 - 0 10 5.31 (0.36) 2.03  (0.18) 
50 76 3.81 (0.40) 3.35  (0.27) 
75 109 3.02 (0.23) 3.54  (0.30) 50 
90 147 5.53 (0.66) 3.64  (0.30) 
50 63 3.40 (0.31) 3.21  (0.28) 
75 76 3.36 (0.27) 3.36  (0.31) 
200 
100 
90 87 4.50 (0.39) 3.24  (0.27) 
50 35 2.45 (0.19) 2.16  (0.18) 
75 59 3.78 (0.33) 2.65  (0.26) 50 
90 100 5.91 (0.50) 2.86  (0.23) 
50 32 2.94 (0.22) 2.12  (0.18) 
75 48 2.92 (0.26) 2.20  (0.15) 100 
90 68 4.08 (0.35) 2.56  (0.21) 
50 27 2.20 # (0.20) 2.32  (0.16) 
75 35 2.33 (0.18) 2.35  (0.19) 
500 
200 
90 41 2.67 (0.25) 2.51  (0.20) 
50 18 3.48 (0.28) 2.99  (0.27) 
75 33 4.42 (0.39) 2.92  (0.25) 50 
90 66 4.70 (0.48) 3.66  (0.32) 
50 17 2.75 (0.24) 1.72 #  (0.18) 
75 29 2.95 (0.22) 2.28  (0.18) 100 
90 50 3.46 (0.30) 2.44  (0.18) 
50 16 4.15 (0.37) 1.87  (0.16) 
75 24 2.90 (0.23) 2.23  (0.21) 
1000 
200 
90 34 3.17 (0.23) 2.13  (0.14) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Table A.24  Reduced data length – 10-DOF Known mass, 5% noise 
Mean % error in stiffness Full data 
length 
Reduced 
data length % Gen Gen Normal 2 x Gen 
200 - 0 74 1.90 (0.11) 1.86  (0.10) 
500 - 0 30 2.59 (0.15) 1.31  (0.07) 
1000 - 0 15 5.15 (0.37) 1.95  (0.12) 
50 119 1.89 (0.10) 1.74  (0.10) 
75 169 1.83 (0.09) 2.03  (0.12) 50 
90 228 2.74 (0.16) 2.24  (0.13) 
50 99 2.18 (0.11) 1.81  (0.10) 
75 119 1.99 (0.11) 1.76  (0.09) 
200 
100 
90 135 1.85 (0.11) 2.04  (0.11) 
50 54 1.60 (0.11) 1.22  (0.07) 
75 91 2.06 (0.11) 1.67  (0.09) 50 
90 156 2.34 (0.18) 2.03  (0.12) 
50 49 1.52 (0.09) 1.27  (0.07) 
75 74 1.82 (0.10) 1.48  (0.08) 100 
90 106 1.87 (0.10) 1.57  (0.08) 
50 42 1.51 # (0.09) 1.37  (0.07) 
75 54 1.65 (0.09) 1.38  (0.08) 
500 
200 
90 64 1.54 (0.08) 1.55  (0.08) 
50 28 3.15 (0.20) 1.53  (0.09) 
75 52 2.67 (0.17) 1.54  (0.10) 50 
90 102 3.40 (0.23) 2.00  (0.15) 
50 27 2.40 (0.17) 1.40  (0.09) 
75 46 2.00 (0.12) 1.40  (0.09) 100 
90 78 2.15 (0.12) 1.78  (0.10) 
50 25 2.96 (0.19) 1.34  (0.08) 
75 37 1.88 (0.10) 1.17 #  (0.07) 
1000 
200 
90 53 1.55 (0.10) 1.38  (0.07) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Table A.25  Reduced data length – 10-DOF Known mass, 10% noise 
Mean % error in stiffness Full data 
length 
Reduced 
data length % Gen Gen Normal 2 x Gen 
200 - 0 74 3.61 (0.19) 3.25  (0.20) 
500 - 0 30 2.88 (0.16) 2.27  (0.13) 
1000 - 0 15 5.78 (0.36) 2.32  (0.13) 
50 119 3.56 (0.19) 3.93  (0.22) 
75 169 3.90 (0.23) 3.69  (0.19) 50 
90 228 4.61 (0.28) 3.82  (0.22) 
50 99 3.48 (0.19) 3.60  (0.19) 
75 119 3.85 (0.21) 3.87  (0.21) 
200 
100 
90 135 4.19 (0.22) 4.48  (0.26) 
50 54 2.56 # (0.15) 2.36  (0.13) 
75 91 3.34 (0.21) 2.65  (0.15) 50 
90 156 4.71 (0.28) 3.81  (0.22) 
50 49 2.61 (0.15) 2.42  (0.12) 
75 74 2.86 (0.16) 2.49  (0.13) 100 
90 106 3.84 (0.22) 3.08  (0.16) 
50 42 2.78 (0.15) 2.47  (0.14) 
75 54 3.01 (0.17) 2.69  (0.15) 
500 
200 
90 64 3.34 (0.30) 2.79  (0.15) 
50 28 4.28 (0.24) 2.30  (0.13) 
75 52 4.00 (0.21) 2.89  (0.16) 50 
90 102 5.63 (0.37) 3.82  (0.22) 
50 27 3.25 (0.21) 1.93  (0.11) 
75 46 3.13 (0.17) 2.52  (0.15) 100 
90 78 3.95 (0.25) 2.93  (0.19) 
50 25 3.46 (0.22) 1.82 #  (0.09) 
75 37 3.10 (0.19) 2.01  (0.11) 
1000 
200 
90 53 2.96 (0.16) 2.33  (0.13) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Table A.26  Reduced data length – 20-DOF Known mass, 5% noise 
Mean % error in stiffness Full data 
length 
Reduced 
data length % Gen Gen Normal 2 x Gen 
200 - 0 140 2.34 (0.11) 2.25 (0.10) 
500 - 0 56 1.92 (0.08) 1.48 (0.06) 
1000 - 0 28 4.04 (0.18) 1.70 (0.08) 
50 225 2.24 (0.09) 2.49 (0.11) 
75 321 2.60 (0.12) 2.35 (0.09) 50 
90 432 2.71 (0.13) 2.57 (0.11) 
50 187 2.70 (0.11) 2.20 (0.10) 
75 225 2.64 (0.11) 2.45 (0.12) 
200 
100 
90 255 2.77 (0.11) 2.84 (0.11) 
50 102 1.93 (0.09) 1.71 (0.08) 
75 173 2.27 (0.10) 1.71 (0.07) 50 
90 295 2.94 (0.13) 2.00 (0.09) 
50 94 1.59 # (0.07) 1.63 (0.07) 
75 140 1.87 (0.09) 1.89 (0.09) 100 
90 201 2.18 (0.11) 1.92 (0.08) 
50 80 1.81 (0.08) 1.76 (0.08) 
75 102 1.79 (0.08) 1.60 (0.07) 
500 
200 
90 122 1.94 (0.08) 1.79 (0.07) 
50 53 2.83 (0.12) 1.72 (0.07) 
75 98 2.73 (0.12) 1.55 (0.07) 50 
90 194 3.15 (0.13) 2.28 (0.12) 
50 51 1.78 (0.08) 1.50 (0.07) 
75 86 2.05 (0.09) 1.45 (0.06) 100 
90 148 2.17 (0.09) 2.00 (0.10) 
50 47 2.10 (0.09) 1.33 # (0.06) 
75 70 1.92 (0.08) 1.56 (0.08) 
1000 
200 
90 100 2.21 (0.10) 1.88 (0.09) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
 
 
Appendix A.  Structural Identification Results 
      
 232
Table A.27  Reduced data length – 20-DOF Known mass, 10% noise 
Mean % error in stiffness Full data 
length 
Reduced 
data length % Gen Gen Normal 2 x Gen 
200 - 0 140 4.40 (0.19) 4.80 (0.22) 
500 - 0 56 3.05 # (0.12)  2.72 (0.12) 
1000 - 0 28 4.35 (0.19) 2.45 (0.12) 
50 225 4.22 (0.17) 4.08 (0.16) 
75 321 4.30 (0.19) 4.82 (0.19) 50 
90 432 5.54 (0.26) 4.81 (0.20) 
50 187 4.49 (0.19) 4.84 (0.20) 
75 225 5.11 (0.25) 4.49 (0.20) 
200 
100 
90 255 5.17 (0.20) 5.13 (0.21) 
50 102 3.31 (0.15) 3.10 (0.14) 
75 173 3.74 (0.17) 3.37 (0.16) 50 
90 295 4.70 (0.20) 3.51 (0.15) 
50 94 3.18 (0.13) 3.15 (0.14) 
75 140 3.14 (0.13) 3.12 (0.14) 100 
90 201 4.01 (0.19) 3.54 (0.14) 
50 80 3.47 (0.15) 2.97 (0.12) 
75 102 3.54 (0.17) 3.28 (0.14) 
500 
200 
90 122 3.43 (0.16) 3.47 (0.14) 
50 53 3.69 (0.17) 2.54 (0.10) 
75 98 4.27 (0.20) 3.11 (0.15) 50 
90 194 5.15 (0.24) 3.95 (0.21) 
50 51 3.33 (0.20) 2.56 (0.12) 
75 86 3.82 (0.17) 3.10 (0.15) 100 
90 148 4.73 (0.20) 3.60 (0.16) 
50 47 3.22 (0.15) 2.35 # (0.10) 
75 70 3.23 (0.14) 2.71 (0.11) 
1000 
200 
90 100 3.54 (0.15) 3.38 (0.14) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Table A.28  Reduced data length – 5-DOF Unknown mass, 5% noise 
Mean % error Full data 
length 
Reduced 
data length % Gen Gen Stiffness Mass 
200 - 0 247 2.34 (0.21) 2.18 (0.24) 
500 - 0 99 1.87 (0.14) 1.88 (0.16) 
1000 - 0 49 3.81 (0.26) 3.39 (0.29) 
50 395 2.57 (0.20) 2.33 (0.21) 
75 564 3.88 (0.38) 3.31 (0.47) 50 
90 760 2.83 (0.22) 2.66 (0.30) 
50 329 2.20 (0.19) 2.05 (0.19) 
75 395 2.83 (0.26) 2.63 (0.29) 
200 
100 
90 449 2.69 (0.21) 2.42 (0.22) 
50 180 1.54 (0.11) 1.45 (0.13) 
75 304 1.70 (0.16) 1.74 (0.17) 50 
90 520 1.92 (0.14) 1.83 (0.15) 
50 165 1.50 (0.09) 1.36 (0.11) 
75 247 1.56 (0.14) 1.59 (0.14) 100 
90 353 2.43 (0.24) 2.23 (0.26) 
50 141 1.63 (0.13) 1.61 (0.14) 
75 180 1.21 # (0.08) 1.18 # (0.10) 
500 
200 
90 215 1.86 (0.16) 1.90 (0.16) 
50 94 1.42 (0.13) 1.53 (0.12) 
75 172 2.03 (0.22) 2.10 (0.22) 50 
90 341 3.31 (0.34) 3.44 (0.39) 
50 90 1.90 (0.17) 1.80 (0.17) 
75 152 1.81 (0.12) 1.70 (0.13) 100 
90 260 1.81 (0.13) 1.84 (0.15) 
50 82 1.56 (0.16) 1.57 (0.17) 
75 123 1.35 (0.13) 1.42 (0.14) 
1000 
200 
90 176 1.37 (0.09) 1.52 (0.11) 
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Table A.29  Reduced data length – 5-DOF Unknown mass, 10% noise 
Mean % error Full data 
length 
Reduced 
data length % Gen Gen Stiffness Mass 
200 - 0 247 5.69 (0.46) 4.93 (0.46) 
500 - 0 99 3.74 (0.25) 3.50 (0.26) 
1000 - 0 49 4.82 (0.34) 4.84 (0.34) 
50 395 4.99 (0.39) 4.61 (0.45) 
75 564 5.66 (0.46) 4.98 (0.50) 50 
90 760 6.43 (0.58) 6.04 (0.56) 
50 329 4.62 (0.37) 4.88 (0.44) 
75 395 6.48 (0.65) 6.04 (0.66) 
200 
100 
90 449 4.59 (0.50) 4.51 (0.48) 
50 180 2.69 (0.17) 2.64 (0.18) 
75 304 4.33 (0.34) 4.11 (0.34) 50 
90 520 3.77 (0.33) 3.90 (0.38) 
50 165 3.18 (0.21) 3.19 (0.23) 
75 247 2.85 (0.20) 2.61 (0.21) 100 
90 353 3.85 (0.27) 3.88 (0.29) 
50 141 2.10 # (0.17) 2.31 # (0.17) 
75 180 3.79 (0.26) 3.67 (0.30) 
500 
200 
90 215 3.23 (0.22) 3.02 (0.21) 
50 94 2.67 (0.24) 2.87 (0.28) 
75 172 3.38 (0.30) 3.30 (0.31) 50 
90 341 4.67 (0.38) 4.82 (0.44) 
50 90 2.75 (0.20) 2.69 (0.20) 
75 152 3.14 (0.24) 3.08 (0.28) 100 
90 260 4.15 (0.32) 4.24 (0.34) 
50 82 2.89 (0.23) 2.84 (0.24) 
75 123 2.92 (0.22) 3.01 (0.23) 
1000 
200 
90 176 2.66 (0.20) 2.73 (0.21) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Table A.30  Reduced data length – 10-DOF Unknown mass, 5% noise 
Mean % error Full data 
length 
Reduced 
data length % Gen Gen Stiffness Mass 
200 - 0 342 2.29 (0.11) 1.97 (0.11) 
500 - 0 137 2.02 (0.13) 1.90 (0.13) 
1000 - 0 68 4.12 (0.17) 4.01 (0.17) 
50 547 2.47 (0.14) 2.27 (0.14) 
75 781 2.09 (0.11) 1.94 (0.11) 50 
90 1052 3.07 (0.15) 2.74 (0.14) 
50 456 2.36 (0.12) 2.24 (0.12) 
75 547 2.39 (0.13) 2.36 (0.13) 
200 
100 
90 622 2.85 (0.14) 2.63 (0.14) 
50 249 1.82 (0.11) 1.76 (0.09) 
75 421 1.90 (0.11) 1.81 (0.10) 50 
90 720 2.35 (0.12) 2.32 (0.12) 
50 228 1.43 # (0.07) 1.36 # (0.07) 
75 342 1.69 (0.09) 1.57 (0.09) 100 
90 488 2.44 (0.11) 2.38 (0.12) 
50 195 1.60 (0.09) 1.50 (0.09) 
75 249 1.79 (0.10) 1.73 (0.10) 
500 
200 
90 297 2.35 (0.11) 2.30 (0.12) 
50 130 1.98 (0.11) 1.91 (0.11) 
75 238 1.50 (0.10) 1.47 (0.10) 50 
90 472 2.30 (0.12) 2.28 (0.13) 
50 124 2.13 (0.11) 2.08 (0.11) 
75 210 2.06 (0.11) 2.03 (0.11) 100 
90 360 2.53 (0.12) 2.44 (0.13) 
50 114 2.04 (0.11) 2.03 (0.10) 
75 171 2.18 (0.11) 2.07 (0.11) 
1000 
200 
90 244 2.22 (0.11) 2.22 (0.12) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Table A.31  Reduced data length – 10-DOF Unknown mass, 10% noise 
Mean % error Full data 
length 
Reduced 
data length % Gen Gen Stiffness Mass 
200 - 0 342 4.43 (0.23) 4.27 (0.24) 
500 - 0 137 3.08 (0.15) 3.15 (0.15) 
1000 - 0 68 4.53 (0.17) 4.48 (0.19) 
50 547 4.88 (0.27) 4.49 (0.26) 
75 781 5.06 (0.27) 4.55 (0.26) 50 
90 1052 5.23 (0.29) 4.61 (0.28) 
50 456 4.38 (0.24) 3.91 (0.21) 
75 547 5.02 (0.26) 4.76 (0.26) 
200 
100 
90 622 4.49 (0.27) 4.24 (0.25) 
50 249 3.24 (0.16) 3.03 (0.16) 
75 421 3.99 (0.20) 3.88 (0.20) 50 
90 720 4.58 (0.20) 4.22 (0.21) 
50 228 3.12 (0.14) 2.98 (0.16) 
75 342 3.13 (0.16) 3.13 (0.16) 100 
90 488 4.03 (0.18) 3.98 (0.18) 
50 195 2.98 (0.15) 3.00 (0.15) 
75 249 3.44 (0.17) 3.59 (0.18) 
500 
200 
90 297 3.30 (0.16) 3.30 (0.17) 
50 130 3.75 (0.16) 3.72 (0.17) 
75 238 3.38 (0.17) 3.43 (0.18) 50 
90 472 3.43 (0.18) 3.39 (0.19) 
50 124 3.45 (0.14) 3.32 (0.14) 
75 210 3.15 (0.15) 3.20 (0.15) 100 
90 360 3.75 (0.18) 3.73 (0.20) 
50 114 3.75 (0.17) 3.68 (0.16) 
75 171 2.82 # (0.14) 2.86 # (0.15) 
1000 
200 
90 244 3.54 (0.16) 3.53 (0.16) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Table A.32  Reduced data length – 20-DOF Unknown mass, 5% noise 
Mean % error Full data 
length 
Reduced 
data length % Gen Gen Stiffness Mass 
200 - 0 494 2.02 (0.07) 2.37 (0.09) 
500 - 0 198 1.38 (0.05) 1.57 (0.06) 
1000 - 0 99 2.05 (0.08) 2.21 (0.09) 
50 790 2.21 (0.08) 2.40 (0.09) 
75 1129 2.11 (0.08) 2.12 (0.09) 50 
90 1519 2.54 (0.09) 2.72 (0.10) 
50 658 2.23 (0.08) 2.17 (0.08) 
75 790 2.19 (0.08) 2.16 (0.08) 
200 
100 
90 898 2.17 (0.08) 2.42 (0.09) 
50 359 1.32 (0.05) 1.53 (0.06) 
75 608 1.45 (0.05) 1.54 (0.06) 50 
90 1040 1.83 (0.07) 2.11 (0.08) 
50 329 1.58 (0.05) 1.63 (0.06) 
75 494 1.41 (0.05) 1.51 (0.06) 100 
90 705 1.61 (0.06) 2.20 (0.08) 
50 282 1.38 (0.05) 1.51 (0.06) 
75 359 1.31 (0.05) 1.41 # (0.06) 
500 
200 
90 429 1.71 (0.06) 1.89 (0.07) 
50 188 1.35 (0.05) 1.46 (0.06) 
75 344 1.53 (0.06) 2.05 (0.08) 50 
90 681 1.82 (0.06) 2.37 (0.10) 
50 180 1.24 # (0.04) 1.61 (0.07) 
75 304 1.42 (0.05) 1.72 (0.07) 100 
90 520 1.60 (0.06) 1.79 (0.07) 
50 165 1.48 (0.05) 1.54 (0.06) 
75 247 1.30 (0.05) 1.41 (0.05) 
1000 
200 
90 353 1.37 (0.05) 1.62 (0.06) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Table A.33  Reduced data length – 20-DOF Unknown mass, 10% noise 
Mean % error Full data 
length 
Reduced 
data length % Gen Gen Stiffness Mass 
200 - 0 494 4.44 (0.17) 4.88 (0.19) 
500 - 0 198 2.77 (0.10) 3.13 (0.12) 
1000 - 0 99 3.19 (0.11) 3.27 (0.11) 
50 790 4.13 (0.14) 4.40 (0.18) 
75 1129 4.02 (0.14) 4.66 (0.18) 50 
90 1519 4.38 (0.16) 4.57 (0.17) 
50 658 4.31 (0.16) 4.65 (0.17) 
75 790 3.96 (0.14) 4.40 (0.17) 
200 
100 
90 898 4.22 (0.15) 4.99 (0.20) 
50 359 2.49 (0.09) 3.03 (0.11) 
75 608 2.73 (0.10) 3.04 (0.11) 50 
90 1040 3.61 (0.13) 4.12 (0.16) 
50 329 2.67 (0.09) 2.98 (0.11) 
75 494 2.79 (0.11) 3.11 (0.10) 100 
90 705 2.94 (0.10) 3.23 (0.12) 
50 282 2.78 (0.10) 3.00 (0.11) 
75 359 2.88 (0.10) 3.06 (0.11) 
500 
200 
90 429 3.29 (0.13) 3.80 (0.14) 
50 188 2.66 (0.09) 2.98 (0.10) 
75 344 2.51 (0.09) 3.08 (0.12) 50 
90 681 2.71 (0.10) 3.22 (0.13) 
50 180 2.33 # (0.09) 2.63 # (0.09) 
75 304 2.48 (0.09) 2.91 (0.11) 100 
90 520 3.09 (0.11) 3.55 (0.14) 
50 165 2.63 (0.09) 2.67 (0.10) 
75 247 2.49 (0.08) 2.98 (0.10) 
1000 
200 
90 353 2.94 (0.10) 3.03 (0.11) 
# indicates best results.  Results not significantly worse than this value are highlighted in bold 
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Appendix B.  Structural Damage Detection Results 
 
This appendix contains the results of the damage detection tests carried out in chapter 5.  In each of the 
tables the damage identified at the damaged level is reported as well as the maximum damage falsely 
identified at one of the other levels.  The difference between these values is essential in achieving a 
useful identification result.   
 
B.1  Verification of Strategy 
 
The following tables contain the results of the numerical trials conducted in order to verify the 
effectiveness of the strategy.  In all cases the damage was simulated as a reduced stiffness at the 4th floor 
level.  Results for the identification options of using the undamaged parameters as a starting point and 
fixing the mass are given in order to observe the effect these decisions have on the results.  In the tables, 
tests in which the damage identified at the 4th floor was not the maximum damage (failure of the 
identification) are highlighted in bold.  At the bottom of each table the mean and median absolute errors 
for the damaged (4th) level and the maximum other level are given.   For all tests conducted the noise 
level was 5%. 
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Table B.1  Damage detection – 5-DOF, 2.5% damage 
Use para_u Use para_u Don’t use para_u Don’t use para_u 
Fix mass Don’t fix mass Fix mass Don’t fix mass Trial # 
4th floor Other 4th floor Other 4th floor Other 4th floor Other 
1 2.66 0.05 2.44 0.14 2.70 0.56 1.55 0.52 
2 2.57 0.10 2.24 0.10 2.46 0.43 0.47 0.44 
3 2.56 0.36 2.54 0.16 2.36 0.36 5.06 6.78 
4 2.43 0.19 2.99 0.19 2.65 0.14 2.37 0.43 
5 2.39 0.13 2.74 0.32 2.58 0.11 2.60 0.54 
6 2.58 0.09 2.96 0.37 1.94 0.56 6.44 4.50 
7 2.42 0.38 3.69 1.02 2.39 0.46 3.79 1.27 
8 2.47 0.04 2.45 0.05 2.67 0.07 2.33 0.10 
9 2.37 0.34 1.97 0.00 2.55 0.27 2.97 0.70 
10 2.12 0.82 3.46 1.31 3.57 2.47 3.22 1.82 
11 2.56 0.34 2.33 0.25 1.83 0.69 3.60 1.64 
12 2.51 0.73 2.44 0.19 2.28 0.72 2.40 0.50 
13 2.44 0.27 2.05 0.25 2.49 0.14 1.93 0.00 
14 2.53 0.03 2.37 0.79 2.53 0.66 2.67 0.74 
15 2.48 0.08 2.19 0.23 2.38 0.43 2.58 0.73 
16 2.53 0.29 2.97 0.53 2.68 0.29 3.13 2.12 
17 2.58 0.00 2.57 0.53 2.31 0.70 -1.81 0.08 
18 2.42 0.18 2.86 1.16 2.41 0.48 5.49 3.16 
19 2.45 0.68 2.65 1.29 2.44 0.67 2.37 0.72 
20 2.33 0.15 2.68 0.28 3.12 0.49 3.04 0.36 
21 2.54 0.23 2.66 0.40 2.56 0.36 3.12 0.88 
22 2.34 0.20 3.44 0.96 3.17 0.49 4.07 1.62 
23 2.29 0.32 2.19 0.69 2.32 0.45 2.12 0.08 
24 2.32 0.29 4.17 1.97 2.50 0.20 1.71 0.00 
25 2.96 1.10 3.03 0.70 2.41 0.23 2.04 0.11 
Errors #         
Mean 0.11 0.30 0.41 0.55 0.23 0.50 1.07 1.19 
Median 0.08 0.23 0.31 0.37 0.14 0.45 0.62 0.70 
# The mean and median given are for the absolute error in the value identified. 
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Table B.2  Damage detection – 5-DOF, 5% damage 
Use para_u Use para_u Don’t use para_u Don’t use para_u 
Fix mass Don’t fix mass Fix mass Don’t fix mass Trial # 
4th floor Other 4th floor Other 4th floor Other 4th floor Other 
1 4.96 0.08 5.54 0.48 5.08 0.36 4.62 1.04 
2 5.07 0.26 8.20 3.45 4.97 0.20 4.19 1.80 
3 4.40 1.14 5.19 0.54 4.81 0.21 4.82 0.00 
4 5.23 0.03 5.84 1.67 5.09 0.16 5.37 0.00 
5 4.86 0.19 4.74 0.36 4.94 0.17 5.04 0.34 
6 5.39 0.03 5.21 3.36 4.97 0.55 6.10 1.25 
7 4.99 0.39 5.68 0.75 4.81 0.90 5.56 0.89 
8 4.97 0.07 5.15 0.18 4.98 0.03 5.04 0.24 
9 5.09 0.28 5.01 0.27 4.92 0.62 4.79 0.09 
10 4.97 0.58 6.21 1.08 5.45 0.58 6.49 5.00 
11 5.13 0.28 4.70 0.02 4.67 0.97 5.06 0.43 
12 5.15 0.66 4.93 0.44 4.43 0.91 4.37 0.40 
13 4.98 0.02 4.94 0.24 5.04 0.05 4.89 0.22 
14 5.03 0.26 4.82 0.17 5.09 0.39 4.85 0.31 
15 4.93 0.22 4.99 0.18 4.72 0.52 5.40 0.56 
16 4.91 0.63 6.12 1.50 5.21 0.24 4.93 1.11 
17 4.99 0.04 5.36 0.43 4.94 0.25 6.83 2.86 
18 4.94 0.16 5.18 0.35 4.95 0.27 12.78 9.60 
19 4.76 0.69 6.30 2.34 4.72 0.98 5.81 0.84 
20 5.08 0.12 4.83 0.14 4.66 0.39 4.73 0.00 
21 5.28 0.17 5.32 0.49 5.06 0.09 6.80 0.92 
22 4.90 0.13 4.81 0.00 4.57 0.26 5.74 1.76 
23 4.89 0.54 4.67 0.05 5.18 0.78 4.10 0.00 
24 7.06 1.31 5.33 0.62 4.82 0.56 6.85 2.26 
25 4.90 0.27 5.75 0.70 5.05 0.23 5.89 1.13 
Errors #         
Mean 0.21 0.34 0.52 0.79 0.18 0.44 0.94 1.32 
Median 0.09 0.26 0.30 0.43 0.09 0.36 0.56 0.84 
# The mean and median given are for the absolute error in the value identified. 
 
Appendix B.  Structural Damage Detection Results 
      
 242
Table B.3  Damage detection – 5-DOF, 10% damage 
Use para_u Use para_u Don’t use para_u Don’t use para_u 
Fix mass Don’t fix mass Fix mass Don’t fix mass Trial # 
4th floor Other 4th floor Other 4th floor Other 4th floor Other 
1 10.08 0.14 11.44 1.17 10.08 0.40 9.33 0.62 
2 9.98 0.51 10.44 1.05 9.81 0.77 9.10 1.18 
3 10.00 0.31 10.78 1.45 9.96 0.33 9.15 0.00 
4 10.08 0.44 11.39 1.23 10.45 1.17 9.57 1.59 
5 9.95 0.13 10.35 0.28 9.74 0.43 6.73 0.00 
6 10.08 0.63 11.99 1.44 10.31 0.29 11.20 0.91 
7 10.08 0.88 10.07 0.22 10.11 0.95 10.35 1.67 
8 9.90 0.32 10.13 0.36 10.23 0.35 10.08 0.46 
9 9.93 0.72 9.22 0.00 10.17 0.32 8.27 0.00 
10 10.10 0.57 10.67 0.44 11.12 0.99 10.46 2.09 
11 9.81 1.60 9.89 0.62 9.32 1.48 10.01 0.60 
12 9.49 0.81 10.79 1.68 10.03 0.37 8.26 0.65 
13 9.99 0.55 9.80 0.23 9.77 0.14 8.98 0.00 
14 9.99 0.37 9.76 0.24 10.11 0.40 10.04 0.60 
15 9.78 0.29 9.87 0.45 9.60 0.29 12.45 3.94 
16 10.14 0.52 11.34 2.13 9.92 1.23 7.67 0.00 
17 9.93 0.81 11.04 1.40 9.87 0.79 11.53 2.03 
18 9.86 0.73 10.84 1.84 9.95 0.30 8.90 0.09 
19 9.95 1.00 10.35 1.37 9.64 1.19 8.13 0.00 
20 10.20 0.35 9.87 0.15 10.07 0.10 9.36 0.00 
21 10.29 0.13 10.08 0.15 10.12 0.23 10.51 0.27 
22 9.96 0.09 10.20 0.12 10.06 0.14 9.43 0.22 
23 9.50 0.77 9.78 0.49 9.73 0.85 9.59 1.01 
24 9.91 0.08 10.07 0.50 9.59 0.30 7.47 0.00 
25 10.13 0.25 10.08 1.08 9.85 0.83 10.37 0.42 
Errors #         
Mean 0.13 0.52 0.55 0.80 0.25 0.59 1.08 0.73 
Median 0.08 0.51 0.35 0.50 0.17 0.40 0.85 0.46 
# The mean and median given are for the absolute error in the value identified. 
 
Appendix B.  Structural Damage Detection Results 
      
 243
Table B.4  Damage detection – 10-DOF, 2.5% damage 
Use para_u Use para_u Don’t use para_u Don’t use para_u 
Fix mass Don’t fix mass Fix mass Don’t fix mass Trial # 
4th floor Other 4th floor Other 4th floor Other 4th floor Other 
1 2.58 0.50 3.47 2.05 2.62 0.70 3.14 4.97 
2 2.49 1.08 2.35 0.03 2.38 0.32 1.93 0.00 
3 2.66 0.38 2.71 1.30 2.79 3.80 -1.17 0.00 
4 2.59 0.08 2.74 0.42 2.60 0.54 2.77 0.77 
5 2.08 0.16 2.55 0.46 1.91 4.67 4.04 5.36 
6 2.38 1.53 3.63 1.61 2.36 0.32 2.78 0.66 
7 2.26 0.86 2.59 0.15 2.65 0.60 2.73 3.87 
8 2.54 0.04 4.10 1.45 2.47 0.10 2.34 0.44 
9 2.47 0.09 3.76 2.87 2.38 0.12 2.57 3.20 
10 3.27 0.27 3.73 1.07 2.23 0.44 0.31 2.95 
11 2.56 0.09 2.58 0.23 4.14 1.02 2.82 0.37 
12 2.49 0.54 3.15 1.65 2.47 0.25 3.72 3.51 
13 2.51 0.29 2.75 0.28 2.12 2.13 3.91 2.93 
14 2.42 0.10 3.06 1.48 2.76 0.25 0.83 0.00 
15 2.37 0.05 2.39 0.25 2.39 0.24 3.11 4.18 
16 2.55 0.09 2.55 0.34 2.28 1.19 2.88 0.25 
17 2.50 0.60 3.30 7.85 2.53 1.07 0.86 0.07 
18 2.54 0.16 3.24 0.76 2.19 0.77 1.95 0.21 
19 2.47 0.09 2.71 0.45 2.55 0.32 2.36 0.14 
20 2.42 1.42 2.45 0.00 2.40 0.11 3.71 3.23 
21 2.10 2.31 5.54 3.14 2.20 1.27 2.00 0.44 
22 3.29 0.48 2.81 0.88 2.54 0.19 2.63 2.70 
23 2.58 0.19 2.89 1.58 2.53 0.19 1.10 1.99 
24 2.53 0.43 2.67 0.27 2.58 0.26 0.20 5.18 
25 4.35 0.41 4.46 4.58 2.89 0.25 4.28 7.34 
Errors #         
Mean 0.22 0.49 0.65 1.41 0.24 0.84 0.99 2.19 
Median 0.08 0.29 0.31 0.88 0.12 0.32 0.61 1.99 
# The mean and median given are for the absolute error in the value identified. 
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Table B.5  Damage detection – 10-DOF, 5% damage 
Use para_u Use para_u Don’t use para_u Don’t use para_u 
Fix mass Don’t fix mass Fix mass Don’t fix mass Trial # 
4th floor Other 4th floor Other 4th floor Other 4th floor Other 
1 5.09 0.57 5.80 1.36 5.35 2.05 2.52 0.00 
2 4.91 0.43 5.24 0.22 5.14 0.26 4.80 3.01 
3 5.00 0.21 5.66 0.97 5.38 0.53 4.82 1.33 
4 4.97 0.30 5.50 0.45 5.19 0.35 4.74 0.35 
5 4.86 0.77 4.85 0.06 4.96 0.17 5.02 0.90 
6 5.09 0.10 5.01 3.53 4.86 0.30 4.18 0.74 
7 4.86 0.57 6.91 7.36 4.58 3.18 5.00 0.45 
8 5.01 0.06 6.26 5.82 5.09 0.18 4.86 0.31 
9 4.93 0.12 5.05 0.72 5.06 0.30 5.23 0.71 
10 5.14 1.48 4.65 1.95 5.21 0.81 10.02 6.28 
11 4.96 0.14 5.20 0.46 4.94 0.19 4.59 0.00 
12 4.65 1.97 6.20 2.53 4.95 1.09 4.36 0.00 
13 4.31 2.09 5.90 1.62 4.71 2.66 5.99 4.12 
14 6.15 0.16 4.90 0.70 5.16 0.19 5.02 1.95 
15 4.64 0.43 5.21 3.07 4.79 0.24 4.67 0.32 
16 5.08 0.08 6.36 5.34 4.44 4.20 4.81 0.10 
17 4.94 0.45 5.48 0.98 4.86 0.54 6.05 2.95 
18 5.12 0.19 5.78 1.20 4.36 1.11 1.37 0.00 
19 5.06 0.24 5.79 2.73 4.85 0.39 4.08 0.00 
20 4.88 0.16 4.88 0.13 4.90 0.17 1.84 0.00 
21 4.33 2.88 5.78 4.53 4.88 2.26 5.44 3.05 
22 4.82 0.36 5.17 0.92 4.83 0.25 4.88 0.85 
23 4.97 0.15 5.17 0.48 4.97 0.05 4.30 0.40 
24 5.23 0.46 5.58 0.46 5.42 0.36 5.44 1.91 
25 5.24 1.49 5.01 0.29 4.75 0.69 2.41 0.00 
Errors #         
Mean 0.21 0.63 0.55 1.92 0.22 0.90 1.00 1.19 
Median 0.12 0.36 0.48 0.98 0.16 0.36 0.44 0.45 
# The mean and median given are for the absolute error in the value identified. 
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Table B.6  Damage detection – 10-DOF, 10% damage 
Use para_u Use para_u Don’t use para_u Don’t use para_u 
Fix mass Don’t fix mass Fix mass Don’t fix mass Trial # 
4th floor Other 4th floor Other 4th floor Other 4th floor Other 
1 9.87 0.41 11.64 2.80 10.31 0.72 9.79 1.10 
2 9.71 0.29 10.35 1.12 9.73 0.41 11.21 1.06 
3 9.89 0.23 10.30 1.21 10.14 0.47 10.07 0.71 
4 10.14 0.10 10.09 0.16 9.92 0.82 10.38 1.33 
5 10.01 0.31 11.22 6.18 9.84 0.26 10.35 5.55 
6 10.09 0.15 10.34 0.66 9.92 0.21 9.28 0.15 
7 10.07 1.20 12.20 5.71 9.90 0.32 11.08 0.76 
8 10.07 0.11 10.30 1.17 9.61 0.79 9.36 0.00 
9 9.96 0.12 11.91 0.73 10.12 0.48 9.55 1.65 
10 10.27 0.15 10.62 1.99 9.88 0.43 10.69 0.59 
11 10.01 0.22 10.06 0.05 9.72 0.47 10.30 1.54 
12 10.02 0.20 10.83 0.79 9.90 0.95 9.65 0.09 
13 10.03 0.51 11.07 0.60 10.03 0.97 7.83 0.00 
14 9.77 0.26 10.03 0.39 9.96 0.10 11.14 4.71 
15 9.91 0.20 10.72 1.34 9.63 0.46 11.03 1.61 
16 10.13 0.18 10.44 0.64 9.48 1.71 4.90 2.01 
17 9.91 0.41 11.19 1.02 10.10 0.95 11.54 3.57 
18 9.95 0.20 10.22 0.75 10.08 0.31 7.52 1.12 
19 9.93 0.26 9.93 0.33 10.45 1.21 11.93 6.93 
20 9.71 0.21 10.07 0.87 9.20 1.96 10.23 1.76 
21 9.98 0.27 11.42 1.87 10.17 0.12 11.91 5.00 
22 9.93 0.05 10.43 1.96 9.97 0.12 8.25 0.00 
23 9.84 1.15 9.87 0.26 10.28 1.81 10.74 2.07 
24 10.39 0.22 10.80 0.51 11.23 0.43 10.91 2.68 
25 9.64 3.89 10.44 0.71 10.16 0.23 7.97 0.00 
Errors #         
Mean 0.13 0.45 0.68 1.35 0.26 0.67 1.18 1.84 
Median 0.09 0.22 0.44 0.79 0.16 0.47 0.91 1.33 
# The mean and median given are for the absolute error in the value identified. 
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Table B.7  Damage detection – 20-DOF, 2.5% damage 
Use para_u Use para_u Don’t use para_u Don’t use para_u 
Fix mass Don’t fix mass Fix mass Don’t fix mass Trial # 
4th floor Other 4th floor Other 4th floor Other 4th floor Other 
1 2.19 4.04 2.78 0.28 2.53 0.12 5.12 1.15 
2 2.34 0.59 2.77 1.21 2.52 0.14 1.76 0.63 
3 2.51 0.19 2.88 0.50 2.37 0.33 2.94 3.59 
4 2.47 0.19 3.45 1.43 2.15 2.96 1.99 0.64 
5 2.56 0.14 2.20 1.64 2.58 0.58 2.31 5.45 
6 2.21 2.11 2.78 0.28 2.56 0.25 2.29 0.61 
7 2.42 0.14 2.65 0.65 2.67 0.35 3.04 0.97 
8 2.47 0.14 2.70 0.23 2.53 0.31 2.30 0.12 
9 2.33 0.25 2.61 1.41 2.66 0.40 3.38 0.74 
10 2.44 0.10 2.35 1.43 2.62 0.42 2.59 1.11 
11 2.61 0.18 2.70 0.25 2.37 0.34 2.36 0.38 
12 2.43 0.86 2.68 0.91 2.58 0.34 2.79 0.51 
13 2.62 0.49 2.82 0.83 2.44 1.78 1.65 1.79 
14 2.45 0.73 2.99 0.45 2.33 1.16 2.28 0.42 
15 2.70 0.46 2.63 1.30 2.53 1.11 3.06 2.57 
16 2.89 0.51 2.49 0.88 1.93 0.88 2.82 0.78 
17 2.55 0.19 2.63 0.31 2.59 0.08 2.95 3.44 
18 2.57 0.11 3.10 2.66 2.65 0.32 1.90 0.39 
19 2.40 0.16 2.54 0.34 3.27 0.25 3.86 1.31 
20 2.51 0.17 2.68 0.40 2.56 0.39 2.39 0.62 
21 2.50 0.12 2.67 0.19 2.47 0.16 2.34 3.59 
22 2.72 1.37 3.15 0.84 4.73 0.61 2.27 0.45 
23 2.51 0.38 2.76 0.18 2.20 0.42 -0.20 1.72 
24 2.50 0.11 3.01 0.46 2.56 0.34 3.19 0.22 
25 2.52 0.16 2.49 0.48 2.42 0.39 3.16 0.29 
Errors #         
Mean 0.11 0.55 0.28 0.78 0.24 0.58 0.63 1.34 
Median 0.07 0.19 0.20 0.50 0.09 0.35 0.45 0.74 
# The mean and median given are for the absolute error in the value identified. 
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Table B.8  Damage detection – 20-DOF, 5% damage 
Use para_u Use para_u Don’t use para_u Don’t use para_u 
Fix mass Don’t fix mass Fix mass Don’t fix mass Trial # 
4th floor Other 4th floor Other 4th floor Other 4th floor Other 
1 5.07 0.07 5.16 0.43 5.81 0.19 3.67 0.48 
2 5.05 0.61 4.91 0.84 4.96 0.31 4.30 1.31 
3 5.12 2.93 5.30 2.57 5.04 0.75 5.46 0.98 
4 4.18 2.10 6.03 1.03 4.94 0.36 5.20 1.11 
5 5.22 1.88 4.95 1.07 5.04 0.31 4.38 5.74 
6 5.03 0.18 5.38 0.40 5.72 4.97 6.23 0.42 
7 4.92 0.11 4.99 0.21 4.69 1.69 4.74 0.76 
8 4.98 0.11 4.78 5.24 5.04 0.75 5.28 0.84 
9 4.90 0.05 5.09 1.77 5.24 0.30 4.04 0.44 
10 5.12 0.18 5.20 1.66 4.82 0.25 5.01 0.75 
11 5.07 0.28 5.40 0.47 4.92 0.40 5.19 2.08 
12 5.01 0.81 4.92 0.24 5.08 0.41 5.15 0.84 
13 5.04 0.12 5.66 2.98 5.25 0.28 5.23 0.29 
14 5.05 0.82 4.97 0.41 4.79 0.42 4.11 0.41 
15 5.40 0.20 5.55 0.89 5.06 0.37 6.97 1.71 
16 4.90 0.13 7.26 0.56 5.10 0.65 4.77 0.98 
17 5.11 0.17 5.03 0.26 5.93 0.14 4.98 0.40 
18 4.95 1.28 5.40 0.42 5.12 0.32 5.18 1.21 
19 5.08 0.49 5.11 0.27 4.86 1.13 5.05 0.58 
20 5.04 0.21 5.22 1.32 4.97 0.26 5.04 0.40 
21 5.13 0.07 5.07 0.14 4.84 0.86 3.61 0.15 
22 5.51 0.10 5.33 1.27 5.50 2.87 5.91 1.29 
23 5.09 0.12 5.59 0.51 5.08 0.16 4.79 2.34 
24 5.07 0.23 4.88 0.13 5.05 0.09 4.05 2.94 
25 5.03 1.06 4.82 0.87 5.04 0.19 5.92 4.49 
Errors #         
Mean 0.14 0.57 0.34 1.04 0.21 0.74 0.58 1.32 
Median 0.08 0.20 0.20 0.56 0.10 0.36 0.28 0.84 
# The mean and median given are for the absolute error in the value identified. 
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Table B.9  Damage detection – 20-DOF, 10% damage 
Use para_u Use para_u Don’t use para_u Don’t use para_u 
Fix mass Don’t fix mass Fix mass Don’t fix mass Trial # 
4th floor Other 4th floor Other 4th floor Other 4th floor Other 
1 9.91 0.47 10.01 2.59 9.87 0.49 10.17 0.67 
2 9.85 0.19 16.47 3.59 10.01 0.50 10.22 1.60 
3 10.02 0.90 9.92 1.46 10.27 1.29 10.07 0.59 
4 10.03 0.12 11.14 1.63 10.25 0.88 9.55 0.52 
5 10.10 0.28 10.37 0.83 9.97 0.36 9.00 0.56 
6 9.57 1.96 10.13 0.64 9.89 0.60 9.84 0.32 
7 10.14 0.23 10.03 2.00 10.11 0.41 10.01 1.83 
8 10.06 0.12 11.04 1.74 10.00 0.38 9.66 0.23 
9 9.88 0.12 10.34 1.54 9.80 0.38 9.74 0.34 
10 10.07 0.09 10.37 0.54 9.96 0.13 10.21 0.84 
11 10.02 0.15 10.43 1.93 10.01 0.90 10.19 2.20 
12 10.09 0.36 10.08 0.26 10.14 0.64 9.95 0.75 
13 10.26 0.59 10.08 0.44 9.88 1.27 12.60 4.51 
14 9.91 0.29 10.04 0.27 9.86 0.75 10.13 0.24 
15 10.02 0.66 13.45 1.31 10.11 0.34 9.95 0.55 
16 9.70 0.29 9.72 1.05 9.82 0.58 9.30 1.03 
17 10.10 0.40 10.37 1.26 9.54 2.96 9.93 0.40 
18 10.10 0.60 10.42 0.91 10.29 0.52 9.97 1.48 
19 10.02 0.30 9.87 1.52 10.01 0.52 10.23 0.87 
20 9.96 0.17 9.86 0.51 9.81 1.75 10.06 0.30 
21 10.02 0.14 10.08 0.21 9.57 1.15 9.67 1.01 
22 10.29 0.41 10.29 0.57 10.07 0.70 4.64 1.01 
23 9.21 1.30 10.61 0.90 10.12 0.27 9.11 3.75 
24 10.10 0.12 10.10 0.34 10.25 0.39 11.09 4.27 
25 10.06 0.27 10.46 1.92 10.04 0.39 10.65 1.23 
Errors #         
Mean 0.14 0.42 0.68 1.20 0.15 0.74 0.61 1.24 
Median 0.09 0.29 0.29 1.05 0.12 0.52 0.22 0.84 
# The mean and median given are for the absolute error in the value identified. 
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B.2  Model Tests 
 
B.2.1  Static Test – Undamaged Structure 
 
The table that follows gives the result of the static test conducted in order to determine the as built 
stiffness of the model.  The displacement on either side of the structure was taken and averaged for the 
computation of stiffness.  The 2 measurements also allow an observation of any torsional coupling that 
may be present.  In the table the rotation is expressed in terms of the ratio of edge displacement caused 
by rotation and translation.  For each level the load was applied in increments of 5kg (49N) and the 
displacement recorded.  This displacement represents the total displacement in all levels below the one 
under study and so the stiffness calculated is then converted back to a storey stiffness as described by 






























Where Ki is the storey stiffness and KTi represents the total stiffness of the structure determined by 
regression of the displacements at level i due to load applied at level i. 
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Table B.10  Static Test – Undamaged Structure 
Displacement (mm) Level Load (kg) 
A B Average 
Rotation / 
translation KTi (kN/m) Ki (kN/m) 
0 0.000 0.000 0.000 - 
5 0.121 0.122 0.122 -0.004 
10 0.242 0.234 0.238 0.017 
15 0.364 0.356 0.360 0.011 
20 0.486 0.466 0.476 0.021 
1 
25 0.609 0.590 0.600 0.016 
409.97 409.97 
0 0.000 0.000 0.000 - 
5 0.227 0.192 0.210 0.084 
10 0.453 0.370 0.412 0.101 
15 0.676 0.575 0.626 0.081 
20 0.899 0.820 0.860 0.046 
2 
25 1.125 1.038 1.082 0.040 
226.36 505.43 
0 0.000 0.000 0.000 - 
5 0.322 0.320 0.321 0.003 
10 0.652 0.657 0.655 -0.004 
15 0.977 0.943 0.960 0.018 
20 1.306 1.264 1.285 0.016 
3 
25 1.637 1.629 1.633 0.002 
150.90 452.63 
0 0.000 0.000 0.000 - 
5 0.436 0.430 0.433 0.007 
10 0.872 0.862 0.867 0.006 
15 1.306 1.226 1.266 0.032 
20 1.743 1.664 1.704 0.023 
4 
25 2.176 2.107 2.142 0.016 
114.94 482.44 
0 0.000 0.000 0.000  
5 0.546 0.552 0.549 -0.005 
10 1.094 1.103 1.099 -0.004 
15 1.636 1.638 1.637 -0.001 
20 2.181 2.188 2.185 -0.002 
5 
25 2.729 2.730 2.730 0.000 
89.83 411.03 
0 0.000 0.000 0.000 - 
5 0.652 0.620 0.636 0.025 
10 1.311 1.251 1.281 0.023 
15 1.960 1.901 1.931 0.015 
20 2.612 2.551 2.582 0.012 
6 
25 3.266 3.209 3.238 0.009 
75.64 478.86 
0 0.000 0.000 0.000 - 
5 0.756 0.768 0.762 -0.008 
10 1.524 1.546 1.535 -0.007 
15 2.289 2.323 2.306 -0.007 
20 3.058 3.094 3.076 -0.006 
7 
25 3.824 3.862 3.843 -0.005 
63.69 403.15 
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B.2.2  Dynamic Tests – Identification of Undamaged Structure 
 
The tables below show the identification results of the shaker tests conducted on the undamaged 
structure.  The tables show the results of 3 tests carried out using the same input force so the consistency 
of results can be observed.   
 
Table B.11  Dynamic tests – Identification of Undamaged Structure, Force A 
Identification Results Parameter 
A_1 A_2 A_3 Average Range (%) 
K1 289216 301536 295481 295411 4.17 
K2 532078 546050 518401 532176 5.20 
K3 510938 512908 495395 506414 3.46 
K4 484789 486407 475952 482383 2.17 
K5 513052 504252 496105 504470 3.36 
K6 511759 505162 497080 504667 2.91 
K7 491214 487093 496748 491685 1.96 
M1 3.413 3.540 3.393 3.449 4.25 
M2 3.217 3.257 3.093 3.189 5.12 
M3 3.393 3.400 3.317 3.370 2.47 
M4 3.410 3.393 3.330 3.378 2.37 
M5 3.397 3.327 3.260 3.328 4.11 
M6 3.283 3.257 3.253 3.264 0.92 
M7 3.453 3.420 3.547 3.473 3.65 
Alpha 0.225690 0.381577 0.000087 0.202451 188.44 
Beta 0.000000 0.000000 0.000000 0.000000 - 
 
 
Table B.12  Dynamic tests – Identification of Undamaged Structure, Force B 
Identification Results Parameter 
B_1 B_2 B_3 Average Range (%) 
K1 321491 315982 307035 314836 4.59 
K2 561292 548777 536591 548887 4.50 
K3 541181 524760 510620 525520 5.82 
K4 480333 468431 463757 470840 3.52 
K5 489924 481834 473687 481815 3.37 
K6 540557 535329 523573 533153 3.19 
K7 501589 504749 504074 503471 0.63 
M1 3.460 3.387 3.287 3.378 5.13 
M2 3.430 3.323 3.233 3.329 5.91 
M3 3.473 3.387 3.347 3.402 3.72 
M4 3.703 3.613 3.533 3.617 4.70 
M5 3.447 3.383 3.357 3.396 2.65 
M6 3.483 3.493 3.397 3.458 2.80 
M7 3.537 3.580 3.583 3.567 1.31 
Alpha 1.018523 0.979857 1.236703 1.078361 23.82 
Beta 0.000000 0.000000 0.000000 0.000000 - 
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Table B.13  Dynamic tests – Identification of Undamaged Structure, Force C 
Identification Results Parameter 
C_1 C_2 C_3 Average Range (%) 
K1 257513 265905 265045 262821 3.19 
K2 523289 493280 495184 503918 5.96 
K3 531166 490777 492937 504960 8.00 
K4 521364 463618 475033 486672 11.87 
K5 533663 481192 491053 501969 10.45 
K6 537856 496618 503222 512566 8.05 
K7 511823 498073 498784 502893 2.73 
M1 3.273 3.180 3.180 3.211 2.91 
M2 3.303 3.083 3.090 3.159 6.96 
M3 3.597 3.257 3.290 3.381 10.06 
M4 3.710 3.280 3.373 3.454 12.45 
M5 3.603 3.293 3.343 3.413 9.08 
M6 3.387 3.177 3.210 3.258 6.45 
M7 3.367 3.430 3.403 3.400 1.86 
Alpha 0.079773 0.126873 0.052467 0.086371 86.15 
Beta 0.000000 0.000000 0.000000 0.000000 - 
 
 
Table B.14  Dynamic tests – Identification of Undamaged Structure, Force D 
Identification Results Parameter 
D_1 D_2 D_3 Average Range (%) 
K1 306003 322269 308413 312228 5.21 
K2 545501 570270 544383 553384 4.68 
K3 492739 509100 494414 498751 3.28 
K4 479046 479535 477053 478544 0.52 
K5 502064 501755 495081 499633 1.40 
K6 500330 498857 491428 496872 1.79 
K7 511860 498697 499697 503418 2.61 
M1 3.300 3.453 3.303 3.352 4.57 
M2 3.297 3.453 3.300 3.350 4.68 
M3 3.513 3.543 3.493 3.517 1.42 
M4 3.433 3.423 3.427 3.428 0.29 
M5 3.390 3.427 3.350 3.389 2.26 
M6 3.383 3.320 3.273 3.326 3.31 
M7 3.523 3.423 3.463 3.470 2.88 
Alpha 0.115560 0.420843 0.349813 0.295406 103.34 
Beta 0.000000 0.000000 0.000000 0.000000 - 
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Table B.15  Dynamic tests – Identification of Undamaged Structure, Force E 
Identification Results Parameter 
E_1 E_2 E_3 Average Range (%) 
K1 278676 279326 292793 283598 4.98 
K2 505593 502488 513091 507057 2.09 
K3 513245 508049 511354 510883 1.02 
K4 499676 494341 491141 495053 1.72 
K5 495753 493331 480459 489848 3.12 
K6 518934 516038 496963 510645 4.30 
K7 495538 495397 484555 491830 2.23 
M1 3.233 3.233 3.340 3.269 3.26 
M2 3.253 3.217 3.247 3.239 1.13 
M3 3.323 3.293 3.317 3.311 0.91 
M4 3.480 3.453 3.393 3.442 2.52 
M5 3.450 3.430 3.280 3.387 5.02 
M6 3.190 3.183 3.107 3.160 2.64 
M7 3.540 3.537 3.490 3.522 1.42 
Alpha 0.000000 0.000013 0.000020 0.000011 180.00 
Beta 0.000000 0.000000 0.000000 0.000000 - 
 
 
B.2.3  Dynamic Tests – Structural Damage Detection 
 
The tables below summarise the results of the damage detection tests conducted on the 7-storey steel 
model.  In each case the input force used for the undamaged (U) and damaged (D) structure is given 
along with the average results obtained.  The results are the average over the 9 damage detection 
combinations of the 3 runs carried out for each input force.  For example the results for input forces A 
and B for the undamaged and damaged structure respectively are the average of the damage detection 
results using runs 1, 2 and 3 of force A on the undamaged structure and runs 1,2 and 3 of force B on the 
damaged structure.  In general there was very little variation across the 9 results and the average gives a 
good indication of the results.  The success given is in terms of the number of the 9 damage detection 
combinations in which the given ratio of identified damage to maximum false damage was achieved.  
For cases of multiple damage, the success is based on the damaged story with the smallest damage.  The 
mean and standard deviation (in brackets) are given below each set of data along with the total success 
and success percentages.  The standard deviation given is the standard deviation of the average results 
presented in the table and is intended to illustrate the variation across different force inputs rather than 
the variation of individual results.  
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Table B.16  D0 – Undamaged 
Full measurement 
Input force Maximum False Damage 
U D Mean Max > 2% > 4% 
Same Force for U and D    
A A 0.708 1.520 0/9 0/9 
B B 0.524 0.974 0/9 0/9 
C C 0.832 1.761 0/9 0/9 
D D 0.470 0.740 0/9 0/9 
E E 1.053 2.324 4/9 0/9 
  0.717 2.324# 4/45 0/45 
    9% 0% 
Different force for U and D    
A B 6.371 7.440 9/9 9/9 
A C 3.056 3.652 9/9 0/9 
A D 3.155 3.789 9/9 0/9 
A E 2.382 2.868 8/9 0/9 
B A 6.981 8.460 9/9 9/9 
B C 11.306 12.317 9/9 9/9 
B D 5.316 5.953 9/9 9/9 
B E 8.675 10.291 9/9 9/9 
C A 3.703 4.230 9/9 2/9 
C B 6.002 7.076 9/9 9/9 
C D 3.076 3.616 9/9 0/9 
C E 2.282 2.618 7/9 0/9 
D A 4.836 5.731 9/9 7/9 
D B 3.480 4.254 9/9 2/9 
D C 14.169 14.576 9/9 9/9 
D E 10.200 11.279 9/9 9/9 
E A 2.454 3.608 9/9 0/9 
E B 5.045 6.131 9/9 9/9 
E C 2.535 3.915 7/9 0/9 
E D 4.036 4.889 9/9 4/9 
  5.453 14.576# 175/180 96/180 
    97% 53% 
# value given is the maximum over all runs 
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Table B.17  D1 – 4% damage at level 4   
Full measurement 
Input force Average Damage Success 
U D 4th floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 3.109 2.736 6/9 0/9 0/9 
B B 3.689 1.067 9/9 8/9 4/9 
C C 3.307 1.194 9/9 7/9 1/9 
D D 4.055 0.693 9/9 9/9 8/9 
E E 3.543 1.456 9/9 6/9 2/9 
  3.541 1.429 42/45 30/45 15/45 
  (0.363) (0.781) 93% 67% 33% 
Different force for U and D     
A B 6.774 5.701 6/9 0/9 0/9 
A C 3.563 3.966 3/9 0/9 0/9 
A D 5.148 2.921 9/9 5/9 0/9 
A E 2.772 2.604 5/9 0/9 0/9 
B A -6.229 10.498 0/9 0/9 0/9 
B C -4.543 12.798 0/9 0/9 0/9 
B D -2.863 6.222 0/9 0/9 0/9 
B E -4.817 10.085 0/9 0/9 0/9 
C A 2.958 4.250 2/9 0/9 0/9 
C B 6.377 5.807 6/9 0/9 0/9 
C D 5.512 3.172 9/9 3/9 0/9 
C E 2.520 2.272 5/9 0/9 0/9 
D A 1.306 7.691 0/9 0/9 0/9 
D B 4.836 2.781 9/9 3/9 0/9 
D C 1.452 15.111 0/9 0/9 0/9 
D E 0.323 11.135 0/9 0/9 0/9 
E A 4.940 1.596 9/9 9/9 2/9 
E B 8.368 4.380 9/9 3/9 0/9 
E C 5.575 2.116 9/9 8/9 1/9 
E D 7.679 3.509 9/9 9/9 0/9 
  2.583 5.931 90/180 40/180 3/180 
  (4.281) (3.968) 50% 22% 2% 
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Table B.18  D2 – 17% damage at level 4  
Full measurement 
Input force Average Damage Success 
U D 4th floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 20.140 1.541 9/9 9/9 9/9 
B B 15.084 5.929 9/9 9/9 0/9 
C C 16.402 4.764 9/9 9/9 1/9 
D D 18.118 4.041 9/9 9/9 7/9 
E E 16.213 4.022 9/9 9/9 4/9 
  17.191 4.059 45/45 45/45 21/45 
  (1.973) (1.607) 100% 100% 47% 
Different force for U and D     
A B 18.653 2.703 9/9 9/9 9/9 
A C 16.299 7.209 9/9 8/9 0/9 
A D 19.159 2.167 9/9 9/9 9/9 
A E 15.280 3.040 9/9 9/9 7/9 
B A 13.481 9.623 9/9 0/9 0/9 
B C 9.582 16.840 0/9 0/9 0/9 
B D 13.049 7.917 9/9 1/9 0/9 
B E 10.234 12.426 0/9 0/9 0/9 
C A 20.395 3.997 9/9 9/9 9/9 
C B 18.951 2.522 9/9 9/9 9/9 
C D 19.520 3.441 9/9 9/9 9/9 
C E 15.280 3.260 9/9 9/9 8/9 
D A 18.570 5.010 9/9 9/9 3/9 
D B 17.099 4.972 9/9 9/9 1/9 
D C 14.400 18.092 0/9 0/9 0/9 
D E 12.969 13.023 5/9 0/9 0/9 
E A 22.793 3.634 9/9 9/9 9/9 
E B 21.362 2.490 9/9 9/9 9/9 
E C 18.519 4.553 9/9 9/9 6/9 
E D 21.244 3.721 9/9 9/9 9/9 
  16.842 6.532 149/180 126/180 97/180 
  (3.715) (4.913) 83% 70% 54% 
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Table B.19  D3 – 17% damage at level 4 and 4% damage at level 6  
Full measurement 
Input force Average Damage Success 
U D 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D      
A A 19.691 3.610 2.048 9/9 4/9 0/9 
B B 14.355 3.684 5.706 0/9 0/9 0/9 
C C 16.987 4.361 4.845 1/9 0/9 0/9 
D D 18.450 4.167 4.496 3/9 0/9 0/9 
E E 18.275 4.736 3.838 8/9 0/9 0/9 
  17.552 4.112 4.187 21/45 4/45 0/45 
  (2.028) (0.472) (1.372) 47% 9% 0% 
Different force for U and D      
A B 17.875 4.764 2.872 9/9 2/9 0/9 
A C 16.842 3.806 7.211 0/9 0/9 0/9 
A D 19.304 6.276 1.519 9/9 9/9 7/9 
A E 17.433 4.151 2.404 9/9 4/9 0/9 
B A 13.263 4.496 9.887 0/9 0/9 0/9 
B C 10.316 5.685 17.091 0/9 0/9 0/9 
B D 13.422 6.237 7.877 0/9 0/9 0/9 
B E 12.542 3.207 12.545 0/9 0/9 0/9 
C A 19.949 4.317 3.810 6/9 0/9 0/9 
C B 17.984 4.891 2.729 9/9 3/9 0/9 
C D 19.704 6.398 2.898 9/9 5/9 0/9 
C E 17.629 4.878 1.738 9/9 8/9 1/9 
D A 18.045 1.473 5.595 0/9 0/9 0/9 
D B 16.592 2.281 4.568 0/9 0/9 0/9 
D C 15.003 1.205 18.312 0/9 0/9 0/9 
D E 15.421 1.539 12.742 0/9 0/9 0/9 
E A 22.476 4.982 3.807 6/9 2/9 0/9 
E B 20.552 4.740 2.564 9/9 3/9 2/9 
E C 19.125 6.314 4.491 8/9 2/9 0/9 
E D 21.126 6.802 2.754 9/9 6/9 2/9 
  17.230 4.422 6.371 92/180 44/180 12/180 
  (3.127) (1.722) (5.119) 51% 24% 7% 
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Table B.20  D4 – 17% damage at level 4 and 4% damage at level 3 and 6 
Full measurement 
Input force Average Damage Success 
U D 3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D       
A A 5.161 20.209 3.205 1.197 9/9 6/9 4/9 
B B 7.265 14.675 3.369 6.222 0/9 0/9 0/9 
C C 1.842 16.793 4.733 5.440 0/9 0/9 0/9 
D D 3.601 17.815 4.461 4.871 1/9 0/9 0/9 
E E 5.922 16.941 4.279 4.412 4/9 0/9 0/9 
  4.758 17.287 4.009 4.428 14/45 6/45 4/45 
  (2.100) (2.000) (0.681) (1.929) 31% 13% 9% 
Different force for U and D       
A B 4.612 17.286 4.574 2.743 9/9 1/9 0/9 
A C 1.745 16.672 4.215 8.020 0/9 0/9 0/9 
A D 5.780 18.734 6.446 0.799 9/9 9/9 8/9 
A E 5.364 16.010 3.888 3.174 7/9 1/9 0/9 
B A 13.702 14.231 4.257 7.938 0/9 0/9 0/9 
B C 3.932 10.345 6.146 17.280 0/9 0/9 0/9 
B D 11.528 13.396 6.345 7.183 1/9 0/9 0/9 
B E 4.962 10.906 2.531 13.753 0/9 0/9 0/9 
C A 7.543 20.474 4.085 2.866 9/9 0/9 0/9 
C B 5.843 18.026 4.684 2.158 9/9 5/9 1/9 
C D 6.803 19.234 6.827 1.704 9/9 9/9 3/9 
C E 6.344 15.938 4.440 2.096 9/9 6/9 0/9 
D A 3.196 18.475 1.292 3.958 0/9 0/9 0/9 
D B 2.740 16.504 2.261 5.180 0/9 0/9 0/9 
D C -4.292 14.801 1.720 18.839 0/9 0/9 0/9 
D E 0.980 13.731 1.246 13.759 0/9 0/9 0/9 
E A 8.532 23.195 4.764 0.224 9/9 9/9 9/9 
E B 5.761 20.462 4.297 1.894 9/9 6/9 0/9 
E C 1.823 19.123 6.807 5.396 0/9 0/9 0/9 
E D 7.205 21.149 6.945 -1.027 9/9 9/9 9/9 





  (3.847) (3.367) (1.845) (5.759) 49% 31% 17% 
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Table B.21  D5 – 17% damage at level 4 and 6 and 4% damage at level 3  
Full measurement 
Input force Average Damage Success 
U D 3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D       
A A 4.957 17.533 22.511 1.434 9/9 9/9 3/9 
B B 8.581 14.975 18.783 5.419 9/9 0/9 0/9 
C C 2.456 17.976 19.245 2.157 5/9 0/9 0/9 
D D 3.394 17.947 18.729 2.991 7/9 0/9 0/9 
E E 7.306 18.011 19.258 0.192 9/9 9/9 9/9 
  5.339 17.288 19.705 2.439 39/45 18/45 12/45 
  (2.580) (1.308) (1.588) (1.957) 87% 40% 27% 
Different force for U and D       
A B 4.128 18.353 19.925 2.905 9/9 0/9 0/9 
A C 2.382 17.832 19.000 4.535 0/9 0/9 0/9 
A D 5.607 18.400 20.691 0.973 9/9 9/9 8/9 
A E 6.296 16.639 18.968 1.548 9/9 9/9 6/9 
B A 14.244 11.425 24.387 4.848 9/9 9/9 0/9 
B C 4.486 11.708 20.373 13.737 0/9 0/9 0/9 
B D 11.805 13.538 20.655 4.871 9/9 9/9 0/9 
B E 6.602 12.565 17.486 8.831 0/9 0/9 0/9 
C A 7.724 17.418 23.642 2.180 9/9 9/9 3/9 
C B 5.458 18.499 20.145 2.088 9/9 9/9 0/9 
C D 6.933 18.886 20.766 1.952 9/9 9/9 4/9 
C E 7.496 16.534 19.767 0.837 9/9 9/9 9/9 
D A 3.229 15.651 20.594 4.360 0/9 0/9 0/9 
D B 2.411 17.095 17.846 3.641 0/9 0/9 0/9 
D C -3.504 16.009 16.754 14.394 0/9 0/9 0/9 
D E 2.280 14.438 16.972 6.918 0/9 0/9 0/9 
E A 9.806 20.280 24.426 1.114 9/9 9/9 8/9 
E B 5.132 21.078 19.741 1.039 9/9 9/9 7/9 
E C 2.552 20.098 20.901 2.642 5/9 1/9 0/9 
E D 7.261 20.388 21.265 -0.012 9/9 9/9 9/9 





  (3.825) (2.892) (2.158) (4.031) 63% 56% 30% 
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Table B.22  D6 – 17% damage at level 3, 4 and 6 
Full measurement 
Input force Average Damage Success 
U D 3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D       
A A 20.227 18.033 20.743 2.599 9/9 9/9 9/9 
B B 22.160 13.102 18.076 6.694 9/9 5/9 0/9 
C C 15.389 17.034 19.173 3.054 9/9 9/9 9/9 
D D 15.971 15.915 18.943 5.548 9/9 9/9 0/9 
E E 20.945 15.982 18.030 3.529 9/9 9/9 6/9 
  18.938 16.013 18.993 4.285 45/45 41/45 24/45 
  (3.061) (1.844) (1.103) (1.756) 100% 91% 53% 
Different force for U and D       
A B 18.377 16.430 19.429 2.503 9/9 9/9 9/9 
A C 15.197 16.815 18.794 5.801 9/9 9/9 0/9 
A D 18.718 17.058 20.991 2.217 9/9 9/9 9/9 
A E 19.822 15.199 17.946 2.110 9/9 9/9 9/9 
B A 28.419 13.713 22.352 4.331 9/9 9/9 0/9 
B C 17.084 11.415 20.503 13.373 1/9 0/9 0/9 
B D 23.161 13.677 21.459 4.297 9/9 9/9 0/9 
B E 20.449 11.095 16.041 13.739 1/9 0/9 0/9 
C A 22.213 18.385 21.624 2.494 9/9 9/9 9/9 
C B 19.557 16.321 19.879 2.381 9/9 9/9 9/9 
C D 19.424 17.603 21.158 2.283 9/9 9/9 9/9 
C E 21.098 15.003 18.497 1.216 9/9 9/9 9/9 
D A 18.282 16.204 18.491 5.619 9/9 9/9 0/9 
D B 16.900 14.660 17.798 5.193 9/9 9/9 0/9 
D C 9.840 14.767 16.527 16.110 0/9 0/9 0/9 
D E 16.661 12.797 15.854 10.324 9/9 0/9 0/9 
E A 24.097 21.860 22.965 1.289 9/9 9/9 9/9 
E B 19.199 18.946 19.368 1.648 9/9 9/9 9/9 
E C 15.400 19.744 20.955 3.305 9/9 9/9 6/9 
E D 19.853 20.314 22.201 0.469 9/9 9/9 9/9 





  (3.811) (2.872) (2.122) (4.622) 86% 80% 53% 
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Table B.23  D7 – 4% damage at level 6  
Full measurement 
Input force Average Damage Success 
U D 6th floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 5.312 0.841 9/9 9/9 9/9 
B B 4.693 0.978 9/9 9/9 6/9 
C C 4.260 1.320 9/9 8/9 5/9 
D D 4.231 0.611 9/9 9/9 8/9 
E E 4.303 2.284 9/9 5/9 0/9 
  4.560 1.207 45/45 40/45 28/45 
  (0.460) (0.655) 100% 89% 62% 
Different force for U and D     
A B 5.381 6.131 1/9 0/9 0/9 
A C 6.408 8.293 1/9 0/9 0/9 
A D 7.513 2.722 9/9 9/9 0/9 
A E 4.974 4.307 8/9 0/9 0/9 
B A 5.702 3.884 9/9 0/9 0/9 
B C 7.479 12.311 0/9 0/9 0/9 
B D 7.521 3.025 9/9 9/9 0/9 
B E 4.036 7.288 0/9 0/9 0/9 
C A 3.321 6.751 0/9 0/9 0/9 
C B 2.879 5.369 0/9 0/9 0/9 
C D 5.099 4.761 8/9 0/9 0/9 
C E 2.989 3.681 4/9 0/9 0/9 
D A 1.866 2.051 4/9 0/9 0/9 
D B 1.788 3.523 0/9 0/9 0/9 
D C 2.997 12.639 0/9 0/9 0/9 
D E 1.171 7.490 0/9 0/9 0/9 
E A 4.672 6.758 0/9 0/9 0/9 
E B 4.500 5.566 0/9 0/9 0/9 
E C 6.467 3.684 9/9 4/9 0/9 
E D 6.861 5.325 8/9 0/9 0/9 
  4.681 5.778 70/180 22/180 0/180 
  (2.006) (2.858) 39% 12% 0% 
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Table B.24  D8 – 4% damage at level 3  
Full measurement 
Input force Average Damage Success 
U D 3rd floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 5.003 0.874 9/9 9/9 7/9 
B B 3.197 1.188 9/9 7/9 1/9 
C C 3.528 1.143 9/9 6/9 4/9 
D D 4.329 0.496 9/9 9/9 9/9 
E E 4.752 1.701 9/9 8/9 1/9 
  4.162 1.080 45/45 39/45 22/45 
  (0.777) (0.443) 100% 87% 49% 
Different force for U and D     
A B 1.873 4.241 0/9 0/9 0/9 
A C -2.496 9.788 0/9 0/9 0/9 
A D 4.480 2.891 9/9 0/9 0/9 
A E -0.284 4.100 0/9 0/9 0/9 
B A 8.158 2.848 9/9 9/9 1/9 
B C -1.425 12.636 0/9 0/9 0/9 
B D 6.768 3.036 9/9 8/9 0/9 
B E 0.670 8.592 0/9 0/9 0/9 
C A 11.939 4.464 9/9 7/9 2/9 
C B 5.928 4.885 8/9 0/9 0/9 
C D 9.266 3.246 9/9 9/9 3/9 
C E 5.166 2.766 9/9 3/9 0/9 
D A 4.548 2.167 9/9 6/9 0/9 
D B 2.017 2.810 0/9 0/9 0/9 
D C -3.406 12.309 0/9 0/9 0/9 
D E 0.192 8.207 0/9 0/9 0/9 
E A 5.563 6.400 3/9 0/9 0/9 
E B 4.174 3.024 9/9 0/9 0/9 
E C 0.325 3.913 0/9 0/9 0/9 
E D 5.146 3.553 9/9 0/9 0/9 
  3.430 5.294 92/180 42/180 6/180 
  (4.046) (3.251) 51% 23% 3% 
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Table B.25  D9 – 4% damage at level 3 and 6  
Full measurement 
Input force Average Damage Success 
U D 3rd floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D      
A A 5.205 4.969 1.033 9/9 9/9 6/9 
B B 3.932 4.323 0.866 9/9 9/9 6/9 
C C 3.229 4.689 1.502 7/9 5/9 1/9 
D D 3.813 4.418 0.623 9/9 9/9 9/9 
E E 3.322 3.825 1.246 9/9 7/9 1/9 
  3.900 4.445 1.054 43/45 39/45 23/45 
  (0.790) (0.428) (0.339) 96% 87% 51% 
Different force for U and D      
A B 1.269 5.045 5.494 0/9 0/9 0/9 
A C -2.276 6.838 8.493 0/9 0/9 0/9 
A D 4.226 7.611 2.802 9/9 0/9 0/9 
A E -0.126 4.467 4.824 0/9 0/9 0/9 
B A 8.844 5.472 2.797 9/9 3/9 0/9 
B C -1.188 7.917 12.803 0/9 0/9 0/9 
B D 7.322 7.699 1.333 9/9 9/9 7/9 
B E 1.180 3.510 8.559 0/9 0/9 0/9 
C A 11.744 3.066 5.229 0/9 0/9 0/9 
C B 5.436 2.439 5.060 0/9 0/9 0/9 
C D 8.482 5.103 3.589 9/9 0/9 0/9 
C E 5.199 2.295 2.487 4/9 0/9 0/9 
D A 4.219 1.566 2.489 0/9 0/9 0/9 
D B 1.364 1.508 2.899 0/9 0/9 0/9 
D C -4.571 3.378 13.321 0/9 0/9 0/9 
D E -1.022 0.658 8.771 0/9 0/9 0/9 
E A 6.384 4.256 7.591 0/9 0/9 0/9 
E B 3.175 3.959 5.802 0/9 0/9 0/9 
E C 0.327 6.943 4.170 0/9 0/9 0/9 
E D 5.319 6.928 5.123 6/9 0/9 0/9 
  3.265 4.533 5.682 46/180 12/180 7/180 
  (4.188) (2.255) (3.328) 26% 7% 4% 
 
 
Table B.26  D0 – Undamaged 
Incomplete measurement (1, 3, 5, 7) 
Input force Maximum False Damage 
U D Mean Max > 2% > 4% 
Same Force for U and D    
A A 1.144 2.420 2/9 0/9 
B B 0.882 2.203 1/9 0/9 
C C 1.477 3.484 4/9 0/9 
D D 0.863 1.439 0/9 0/9 
E E 1.845 4.494 4/9 1/9 
  1.242 4.494# 11/45 1/45 
    24% 2% 
# value given is the maximum over all runs 
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Table B.27  D1 – 4% damage at level 4 
Incomplete measurement (1, 3, 5, 7) 
Input force Average Damage Success 
U D 4th floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 3.381 2.139 7/9 3/9 1/9 
B B 3.137 1.514 8/9 4/9 0/9 
C C 3.618 1.589 7/9 5/9 1/9 
D D 4.110 1.020 9/9 9/9 5/9 
E E 3.798 2.091 9/9 4/9 1/9 
  3.609 1.671 40/45 25/45 8/45 
  (0.375) (0.461) 89% 56% 18% 
 
 
Table B.28  D2 – 17% damage at level 4  
Incomplete measurement (1, 3, 5, 7) 
Input force Average Damage Success 
U D 4th floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 20.764 1.567 9/9 9/9 9/9 
B B 14.304 7.820 9/9 9/9 0/9 
C C 17.038 4.486 9/9 9/9 4/9 
D D 18.925 3.572 9/9 9/9 7/9 
E E 16.928 4.268 9/9 9/9 4/9 
  17.592 4.343 45/45 45/45 24/45 
  (2.419) (2.259) 100% 100% 53% 
 
 
Table B.29  D3 – 17% damage at level 4 and 4% damage at level 6  
Incomplete measurement (1, 3, 5, 7) 
Input force Average Damage Success 
U D 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D      
A A 20.286 5.773 1.029 9/9 9/9 6/9 
B B 13.511 2.640 6.311 0/9 0/9 0/9 
C C 17.684 4.693 4.670 5/9 0/9 0/9 
D D 19.024 4.830 3.928 7/9 2/9 0/9 
E E 18.891 5.285 4.615 8/9 0/9 0/9 
  17.879 4.644 4.111 29/45 11/45 6/45 
  (2.610) (1.198) (1.933) 64% 24% 13% 
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Table B.30  D4 – 17% damage at level 4 and 4% damage at level 3 and 6 
Incomplete measurement (1, 3, 5, 7) 
Input force Average Damage Success 
U D 3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D       
A A 4.398 20.101 5.773 0.604 9/9 9/9 6/9 
B B 5.561 13.660 2.460 7.554 0/9 0/9 0/9 
C C 2.286 16.725 4.472 6.462 0/9 0/9 0/9 
D D 3.167 18.382 5.579 4.177 3/9 0/9 0/9 
E E 5.459 17.363 4.208 6.088 0/9 0/9 0/9 
  4.174 17.246 4.498 4.977 12/45 9/45 6/45 
  (1.432) (2.376) (1.326) (2.731) 27% 20% 13% 
 
 
Table B.31  D5 – 17% damage at level 4 and 6 and 4% damage at level 3 
Incomplete measurement (1, 3, 5, 7) 
Input force Average Damage Success 
U D 3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D       
A A 4.457 16.772 24.367 3.934 5/9 0/9 0/9 
B B 8.873 14.727 16.700 9.456 4/9 0/9 0/9 
C C 2.954 17.850 19.264 1.580 7/9 5/9 0/9 
D D 2.799 18.187 19.395 2.658 5/9 0/9 0/9 
E E 7.213 17.822 19.213 0.838 9/9 9/9 7/9 
  5.259 17.072 19.788 3.693 30/45 14/45 7/45 
  (2.687) (1.414) (2.796) (3.426) 67% 31% 16% 
 
 
Table B.32  D6 – 17% damage at level 3, 4 and 6  
Incomplete measurement (1, 3, 5, 7) 
Input force Average Damage Success 
U D 3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D       
A A 20.833 16.223 23.149 2.722 9/9 9/9 9/9 
B B 22.397 12.354 14.443 7.486 9/9 0/9 0/9 
C C 15.987 16.820 18.927 2.629 9/9 9/9 7/9 
D D 15.098 16.003 19.853 5.489 9/9 9/9 0/9 
E E 19.855 15.936 18.059 7.165 9/9 6/9 0/9 
  18.834 15.467 18.886 5.098 45/45 33/45 16/45 
  (3.154) (1.775) (3.144) (2.338) 100% 73% 36% 
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Table B.33  D7 – 4% damage at level 6  
Incomplete measurement (1, 3, 5, 7) 
Input force Average Damage Sucess 
U D 6th floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 5.597 1.364 9/9 9/9 6/9 
B B 4.156 1.492 9/9 8/9 2/9 
C C 4.226 2.102 9/9 5/9 1/9 
D D 3.976 1.037 9/9 8/9 6/9 
E E 4.850 2.205 9/9 6/9 1/9 
  4.561 1.640 45/45 36/45 16/45 
  (0.666) (0.499) 100% 80% 36% 
 
 
Table B.34  D8 – 4% damage at level 3  
Incomplete measurement (1, 3, 5, 7) 
Input force Average Damage Success 
U D 3rd floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 3.992 1.058 9/9 9/9 3/9 
B B 3.189 2.064 5/9 5/9 0/9 
C C 3.659 1.745 8/9 5/9 2/9 
D D 4.366 0.762 9/9 9/9 8/9 
E E 5.165 2.745 9/9 4/9 0/9 
  4.074 1.675 40/45 32/45 13/45 
  (0.748) (0.793) 89% 71% 29% 
 
 
Table B.35  D9 – 4% damage at level 3 and 6 
Incomplete measurement (1, 3, 5, 7) 
Input force Average Damage Success 
U D 3rd floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D      
A A 6.348 5.835 1.712 9/9 9/9 3/9 
B B 4.165 3.953 1.522 9/9 6/9 1/9 
C C 3.742 4.443 1.914 7/9 4/9 2/9 
D D 3.870 4.554 0.818 9/9 9/9 5/9 
E E 3.452 4.003 2.702 6/9 2/9 0/9 
  4.315 4.558 1.734 40/45 30/45 11/45 
  (1.165) (0.761) (0.681) 89% 67% 24% 
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Table B.36  D0 – Undamaged 
Incomplete measurement (2 and 6) 
Input force Maximum False Damage 
U D Mean Max > 2% > 4% 
Same Force for U and D    
A A 0.648 1.058 0/9 0/9 
B B 0.870 2.078 1/9 0/9 
C C 1.365 2.851 2/9 0/9 
D D 0.651 1.228 0/9 0/9 
E E 1.245 3.035 2/9 0/9 
  0.956 3.035# 5/45 0/45 
    11% 0% 
# value given is the maximum over all runs 
 
 
Table B.37  D1 – 4% damage at level 4  
Incomplete measurement (2 and 6) 
Input force Average Damage Success 
U D 4th floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 2.773 1.433 9/9 5/9 1/9 
B B 3.917 1.947 7/9 5/9 0/9 
C C 2.460 2.040 4/9 2/9 1/9 
D D 3.199 1.249 9/9 6/9 0/9 
E E 3.318 1.922 8/9 3/9 0/9 
  3.133 1.718 37/45 21/45 2/45 
  (0.556) (0.353) 82% 47% 4% 
 
 
Table B.38  D2 – 17% damage at level 4  
Incomplete measurement (2 and 6) 
Input force Average Damage Success 
U D 4th floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 16.087 4.579 9/9 9/9 2/9 
B B 19.268 7.010 9/9 9/9 2/9 
C C 14.968 3.785 9/9 9/9 6/9 
D D 15.331 5.630 9/9 9/9 3/9 
E E 14.539 4.972 9/9 8/9 2/9 
  16.039 5.195 45/45 44/45 15/45 
  (1.893) (1.215) 100% 98% 33% 
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Table B.39  D3 – 17% damage at level 4 and 4% damage at level 6  
Incomplete measurement (2 and 6) 
Input force Average Damage Success 
U D 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D      
A A 16.544 -0.085 4.347 0/9 0/9 0/9 
B B 20.799 3.542 6.549 0/9 0/9 0/9 
C C 15.582 2.378 5.632 0/9 0/9 0/9 
D D 15.499 3.352 6.817 0/9 0/9 0/9 
E E 15.323 2.892 4.751 0/9 0/9 0/9 
  16.749 2.416 5.619 0/45 0/45 0/45 
  (2.313) (1.469) (1.081) 0% 0% 0% 
 
 
Table B.40  D4 – 17% damage at level 4 and 4% damage at level 3 and 6  
Incomplete measurement (2 and 6) 
Input force Average Damage Success 
U D 3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D       
A A 7.023 16.758 -0.639 4.086 0/9 0/9 0/9 
B B 1.553 20.838 3.771 5.976 0/9 0/9 0/9 
C C 3.039 15.360 3.452 5.393 0/9 0/9 0/9 
D D 4.326 14.794 3.047 6.360 0/9 0/9 0/9 
E E 7.627 15.736 3.291 2.881 7/9 0/9 0/9 
  4.714 16.697 2.584 4.939 7/45 0/45 0/45 
  (2.587) (2.423) (1.821) (1.437) 16% 0% 0% 
 
 
Table B.41  D5 – 17% damage at level 4 and 6 and 4% damage at level 3  
Incomplete measurement (2 and 6) 
Input force Average Damage Success 
U D 3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D       
A A 4.876 16.310 15.731 4.094 8/9 0/9 0/9 
B B -1.326 22.849 18.310 7.448 0/9 0/9 0/9 
C C 0.140 20.197 20.251 8.840 0/9 0/9 0/9 
D D 4.526 15.572 18.047 4.473 5/9 0/9 0/9 
E E 8.014 16.835 18.041 2.118 9/9 79 4/9 
  3.246 18.353 18.076 5.395 22/45 7/45 4/45 
  (3.794) (3.075) (1.604) (2.709) 49% 16% 9% 
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Table B.42  D6 – 17% damage at level 3, 4 and 6 
Incomplete measurement (2 and 6) 
Input force Average Damage Success 
U D 3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D       
A A 18.541 18.655 15.145 5.661 9/9 8/9 0/9 
B B 12.325 21.868 18.823 8.094 9/9 0/9 0/9 
C C 14.320 18.488 20.762 7.512 8/9 5/9 0/9 
D D 17.460 13.837 18.720 4.515 9/9 9/9 1/9 
E E 19.980 17.517 18.503 2.507 9/9 9/9 9/9 
  16.525 18.073 18.391 5.658 44/45 31/45 10/45 
  (3.138) (2.879) (2.029) (2.270) 98% 69% 22% 
 
 
Table B.43  D7 – 4% damage at level 6  
Incomplete measurement (2 and 6) 
Input force Average Damage Success 
U D 6th floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 4.714 0.821 9/9 9/9 8/9 
B B 4.575 2.198 9/9 4/9 1/9 
C C 4.161 2.779 7/9 3/9 1/9 
D D 4.715 0.998 9/9 9/9 6/9 
E E 4.240 1.884 8/9 7/9 2/9 
  4.481 1.736 42/45 32/45 18/45 
  (0.264) (0.822) 93% 71% 40% 
 
 
Table B.44  D8 – 4% damage at level 3  
Incomplete measurement (2 and 6) 
Input force Average Damage Success 
U D 3rd floor Max false damage 1X 2X 4X 
Same Force for U and D     
A A 5.475 0.624 9/9 9/9 9/9 
B B 3.983 0.936 9/9 8/9 5/9 
C C 4.515 2.002 9/9 6/9 1/9 
D D 4.293 0.884 9/9 9/9 6/9 
E E 3.499 1.545 8/9 6/9 2/9 
  4.353 1.198 44/45 38/45 23/45 
  (0.734) (0.562) 98% 84% 51% 
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Table B.45  D9 – 4% damage at level 3 and 6  
Incomplete measurement (2 and 6) 
Input force Average Damage Success 
U D 3rd floor 6th floor Max false damage 1X 2X 4X 
Same Force for U and D      
A A 3.591 4.221 1.063 9/9 7/9 3/9 
B B 2.064 4.967 1.289 6/9 4/9 0/9 
C C 2.955 4.585 1.858 7/9 2/9 0/9 
D D 3.529 4.443 1.007 9/9 7/9 3/9 
E E 2.561 4.703 2.142 5/9 4/9 1/9 
  2.940 4.584 1.472 36/45 24/45 7/45 
  (0.648) (0.280) (0.504) 80% 53% 16% 
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Appendix C.  Identification without Measured Force  
 
This appendix contains a summary of results of the tests carried out for chapter 6.  In each of the tables 
the damage identified at the damaged level is reported as well as the maximum damage falsely identified 
at one of the other levels.  The difference between these values is essential in achieving a useful 
identification result.  For all of the results presented in this appendix, the same force is used for the 
identification of the damaged and undamaged structures.  This follows from the results presented in 
chapter 5. 
 
C.1  Identification Using One Test 
 
The results here are for the damage detection using only a single test to identify the parameters of the 
structure.  In the following section (C.2) 2 tests are combined in order to improve the identification 
accuracy. 
 
Table C.1  D0 – Undamaged  
Single test, Full measurement 
Maximum False Damage Input force 
Mean % > 2% > 4% 
A 8.924 6/6 5/6 
B 3.522 5/6 2/6 
C 6.758 6/6 6/6 
D 6.435 6/6 5/6 
E 4.748 5/6 4/6 
 6.077 28/30 22/30 
  93% 73% 
 
Table C.2  D1 – 4% damage at level 4 
Single test, Full measurement 
Average Damage % Sucess Input force 
4th floor Max false damage 1X 2X 4X 
A 4.597 8.779 0/9 0/9 0/9 
B 4.644 2.120 8/9 6/9 1/9 
C 2.608 3.791 4/9 3/9 0/9 
D 4.752 3.480 6/9 3/9 0/9 
E 3.567 3.921 5/9 3/9 0/9 
 4.034 4.418 23/45 15/45 1/45 
   51% 33% 2% 
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Table C.3  D2 – 17% damage at level 4 
Single test, Full measurement 
Average Damage % Sucess Input force 
4th floor Max false damage 1X 2X 4X 
A 21.107 10.666 9/9 6/9 2/9 
B 19.700 5.473 9/9 9/9 8/9 
C 13.828 6.653 7/9 6/9 3/9 
D 18.053 4.735 9/9 8/9 6/9 
E 12.949 7.981 7/9 2/9 1/9 
 17.127 7.102 41/45 31/45 20/45 
   91% 69% 44% 
 
Table C.4  D3 – 17% damage at level 4 and 4% at level 6 
Single test, Full measurement 
Average Damage % Sucess 
Input force 
4th floor 6th floor Max false damage 1X 2X 4X 
A 18.788 3.761 7.429 2/9 0/9 0/9 
B 19.307 3.271 3.035 4/9 1/9 0/9 
C 15.779 2.718 6.143 2/9 1/9 0/9 
D 19.104 2.524 4.350 5/9 0/9 0/9 
E 17.744 4.980 5.294 3/9 3/9 0/9 
 18.144 3.451 5.250 16/45 5/45 0/45 
    36% 11% 0% 
 
Table C.5  D4 – 17% damage at level 4 and 4% at level 3 and 6 
Single test, Full measurement 
Average Damage % Sucess 
Input force 
3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
A 12.230 18.871 5.633 8.037 4/9 0/9 0/9 
B 7.508 17.961 5.494 2.141 8/9 6/9 4/9 
C 2.303 16.483 5.020 5.130 1/9 0/9 0/9 
D 3.055 18.362 4.263 4.570 3/9 0/9 0/9 
E 6.296 16.609 3.135 9.648 1/9 0/9 0/9 
 6.278 17.657 4.709 5.905 17/45 6/45 4/45 
     38% 13% 9% 
 
Table C.6  D5 – 17% damage at level 4 and 6 and 4% at level 3  
Single test, Full measurement 
Average Damage % Sucess 
Input force 
3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
A 7.600 18.552 19.692 6.386 7/9 4/9 3/9 
B 8.166 18.695 20.689 3.418 9/9 6/9 1/9 
C 3.871 16.078 18.088 4.180 3/9 1/9 0/9 
D 4.513 19.066 17.864 4.085 5/9 2/9 1/9 
E 11.677 17.006 19.240 2.720 9/9 8/9 4/9 
 7.165 17.879 19.115 4.158 33/45 21/45 9/45 
     73% 47% 20% 
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Table C.7  D6 – 17% damage at level 3, 4 and 6  
Single test, Full measurement 
Average Damage % Sucess 
Input force 
3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
A 23.854 18.957 19.102 5.857 8/9 7/9 6/9 
B 22.394 17.122 21.004 2.269 9/9 9/9 9/9 
C 15.694 16.827 19.260 4.135 9/9 8/9 4/9 
D 16.366 17.523 18.600 6.502 9/9 6/9 1/9 
E 26.237 16.447 19.927 4.284 9/9 9/9 4/9 
 20.909 17.375 19.578 4.609 44/45 39/45 24/45 
     98% 87% 53% 
 
Table C.8  D7 – 4% damage at level 6 
Single test, Full measurement 
Average Damage % Sucess Input force 
6th floor Max false damage 1X 2X 4X 
A 8.372 7.040 7/9 1/9 0/9 
B 0.824 3.431 0/9 0/9 0/9 
C 4.624 5.191 5/9 1/9 0/9 
D 3.385 3.420 7/9 4/9 0/9 
E 7.544 6.883 7/9 3/9 0/9 
 4.950 5.193 26/45 9/45 0/45 
   58% 20% 0% 
 
Table C.9  D8 – 4% damage at level 3 
Single test, Full measurement 
Average Damage % Sucess Input force 
3rd floor Max false damage 1X 2X 4X 
A 7.472 7.801 6/9 4/9 0/9 
B 5.657 2.983 8/9 3/9 2/9 
C 4.318 6.714 2/9 0/9 0/9 
D 2.882 3.112 4/9 2/9 1/9 
E 3.442 12.143 3/9 1/9 1/9 
 4.754 6.551 23/45 10/45 4/45 
   51% 22% 9% 
 
Table C.10  D9 – 4% damage at level 3 and 6 
Single test, Full measurement 
Average Damage % Sucess 
Input force 
3rd floor 6th floor Max false damage 1X 2X 4X 
A 12.091 10.155 7.121 8/9 4/9 0/9 
B 4.603 3.103 3.618 4/9 0/9 0/9 
C 3.852 6.880 5.545 1/9 1/9 0/9 
D 3.603 5.109 2.836 7/9 4/9 2/9 
E 0.331 5.749 10.756 3/9 0/9 0/9 
 4.896 6.199 5.975 23/45 9/45 2/45 
    51% 20% 4% 
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Table C.11  D10 – 13% damage at level 4 
Single test, Full measurement 
Average Damage % Sucess Input force 
4th floor Max false damage 1X 2X 4X 
A 17.368 6.479 9/9 7/9 4/9 
B 15.777 3.622 9/9 9/9 6/9 
C 11.436 7.022 7/9 2/9 2/9 
D 13.948 4.787 9/9 7/9 4/9 
E 9.713 11.677 3/9 1/9 0/9 
 13.648 6.718 37/45 26/45 16/45 
   82% 58% 36% 
 
Table C.12  D11 – 13% damage at level 6 
Single test, Full measurement 
Average Damage % Sucess Input force 
6th floor Max false damage 1X 2X 4X 
A 14.787 10.600 5/9 3/9 1/9 
B 16.037 2.897 9/9 9/9 8/9 
C 13.699 4.360 9/9 6/9 4/9 
D 14.204 2.821 9/9 9/9 8/9 
E 16.612 5.738 9/9 9/9 2/9 
 15.068 5.283 41/45 36/45 23/45 
   91% 80% 51% 
 
Table C.13  D12 – 13% damage at level 3 
Single test, Full measurement 
Average Damage % Sucess Input force 
3rd floor Max false damage 1X 2X 4X 
A 17.487 3.105 9/9 8/9 8/9 
B 15.488 1.053 9/9 9/9 9/9 
C 12.284 3.621 9/9 7/9 4/9 
D 12.411 3.940 9/9 7/9 4/9 
E 16.472 3.849 9/9 8/9 6/9 
 14.828 3.113 45/45 39/45 31/45 
   100% 87% 69% 
 
Table C.14  D13 – 13% damage at level 3 and 6 
Single test, Full measurement  
Average Damage % Sucess 
Input force 
3rd floor 6th floor Max false damage 1X 2X 4X 
A 13.143 14.160 9.740 5/9 3/9 2/9 
B 16.071 16.370 0.695 6/9 6/9 6/9 
C 13.697 14.933 4.161 9/9 7/9 3/9 
D 13.720 14.972 3.715 9/9 7/9 5/9 
E 21.277 17.321 5.547 9/9 9/9 2/9 
 15.582 15.551 4.772 38/45 32/45 18/45 
    84% 71% 40% 
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C.2  Identification Using Two Tests   
 
The results presented in this section are achieved using the modified strategy, whereby data from 2 tests 
using different input forces are combined in order to more reliably identify the structural parameters.  
For each case there are 9 trials carried out.  For example the results for input forces A and B contain 
results using force A1 and B1, A2 and B2, and A3 and B3 to identify both the undamaged and damaged 
structures.  Thus there are 3 identification results for the undamaged structure and 3 for the damaged 
structure.  Comparing these to detect damage results in the 9 combinations. 
 
Table C.15  D0 – Undamaged  
Two tests, Full measurement 
Maximum False Damage Input forces 
Mean % > 2% > 4% 
A and B 4.325 5/6 3/6 
A and C 3.620 5/6 4/6 
A and D 5.753 6/6 4/6 
A and E 3.936 5/6 4/6 
B and C 4.094 6/6 2/6 
B and D 4.437 6/6 5/6 
B and E 3.128 5/6 1/6 
C and D 2.736 5/6 0/6 
C and E 5.562 5/6 4/6 
D and E 4.079 6/6 1/6 
 4.167 54/60 28/60 
  90% 47% 
 
Table C.16  D1 – 4% damage at level 4 
Two tests, Full measurement 
Average Damage % Sucess Input force 
4th floor Max false damage 1X 2X 4X 
A and B 3.802 4.383 4/9 0/9 0/9 
A and C 2.607 3.052 5/9 3/9 0/9 
A and D 3.948 4.603 4/9 1/9 0/9 
A and E 3.636 3.032 7/9 2/9 0/9 
B and C 3.394 2.240 6/9 4/9 0/9 
B and D 4.912 2.264 8/9 6/9 1/9 
B and E 4.435 2.020 8/9 6/9 3/9 
C and D 3.802 2.076 9/9 3/9 0/9 
C and E 3.738 1.817 7/9 7/9 2/9 
D and E 4.865 2.380 9/9 4/9 0/9 
 3.914 2.787 67/90 36/90 6/90 
   74% 40% 7% 
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Table C.17  D2 – 17% damage at level 4 
Two tests, Full measurement 
Average Damage % Sucess Input force 
4th floor Max false damage 1X 2X 4X 
A and B 19.086 5.975 9/9 7/9 2/9 
A and C 15.652 5.267 9/9 7/9 2/9 
A and D 17.849 6.454 9/9 6/9 5/9 
A and E 18.487 6.475 9/9 8/9 4/9 
B and C 16.869 4.175 9/9 8/9 6/9 
B and D 19.154 3.459 9/9 9/9 7/9 
B and E 18.442 4.275 9/9 9/9 4/9 
C and D 15.981 3.461 9/9 9/9 6/9 
C and E 14.340 6.411 8/9 6/9 2/9 
D and E 17.411 3.662 9/9 9/9 7/9 
 17.327 4.961 89/90 78/90 45/90 
   99% 87% 50% 
 
Table C.18  D3 – 17% damage at level 4 and 4% at level 6 
Two tests, Full measurement 
Average Damage % Sucess 
Input force 
4th floor 6th floor Max false damage 1X 2X 4X 
A and B 19.517 3.371 4.195 4/9 0/9 0/9 
A and C 17.254 3.190 3.653 3/9 2/9 0/9 
A and D 19.473 2.708 4.219 4/9 2/9 0/9 
A and E 19.119 4.667 3.016 7/9 3/9 0/9 
B and C 17.340 3.752 4.237 4/9 0/9 0/9 
B and D 19.350 2.728 3.683 4/9 0/9 0/9 
B and E 19.273 4.405 2.961 7/9 3/9 0/9 
C and D 17.257 3.612 4.524 4/9 0/9 0/9 
C and E 17.106 3.792 3.798 5/9 2/9 0/9 
D and E 19.056 3.709 3.224 5/9 1/9 0/9 
 18.475 3.593 3.751 47/90 13/90 0/90 
    52% 14% 0% 
 
Table C.19  D4 – 17% damage at level 4 and 4% at level 3 and 6 
Two tests, Full measurement 
Average Damage % Sucess 
Input force 
3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
A and B 8.266 18.680 5.091 3.479 7/9 4/9 0/9 
A and C 3.698 17.458 4.192 3.312 5/9 1/9 0/9 
A and D 5.655 18.758 4.261 3.827 6/9 2/9 0/9 
A and E 7.921 19.907 3.384 4.447 6/9 2/9 0/9 
B and C 3.587 16.752 4.922 4.126 3/9 0/9 0/9 
B and D 4.438 18.432 4.354 3.478 4/9 1/9 0/9 
B and E 6.896 18.251 4.123 3.433 5/9 2/9 2/9 
C and D 2.134 17.053 4.677 4.132 2/9 0/9 0/9 
C and E 3.633 16.543 4.150 6.594 2/9 0/9 0/9 
D and E 4.203 18.139 3.033 4.584 2/9 1/9 1/9 
 5.043 17.997 4.219 4.141 42/90 13/90 3/90 
     47% 14% 3% 
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Table C.20  D5 – 17% damage at level 4 and 6 and 4% at level 3  
Two tests, Full measurement 
Average Damage % Sucess 
Input force 
3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
A and B 7.511 19.083 19.823 3.303 7/9 6/9 4/9 
A and C 5.234 17.812 18.558 2.651 7/9 5/9 2/9 
A and D 5.590 18.960 18.058 4.126 6/9 5/9 1/9 
A and E 10.156 19.212 19.885 2.213 9/9 7/9 6/9 
B and C 4.722 18.070 19.958 3.697 6/9 3/9 0/9 
B and D 5.146 19.584 18.601 3.606 7/9 2/9 1/9 
B and E 10.793 19.225 21.436 1.142 9/9 9/9 7/9 
C and D 3.935 17.389 18.948 2.638 6/9 3/9 0/9 
C and E 6.170 16.444 17.832 3.943 8/9 3/9 0/9 
D and E 7.956 18.760 18.820 1.656 9/9 9/9 4/9 
 6.721 18.454 19.192 2.898 74/90 52/90 25/90 
     82% 58% 28% 
 
Table C.21  D6 – 17% damage at level 3, 4 and 6  
Two tests, Full measurement 
Average Damage % Sucess 
Input force 
3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
A and B 21.944 18.163 19.984 3.471 9/9 9/9 7/9 
A and C 18.359 17.523 19.282 3.168 9/9 9/9 6/9 
A and D 18.842 18.009 18.650 5.092 9/9 7/9 5/9 
A and E 24.239 18.511 20.121 3.068 9/9 9/9 7/9 
B and C 17.401 17.537 20.330 3.851 9/9 9/9 6/9 
B and D 17.950 18.041 19.027 4.921 9/9 9/9 2/9 
B and E 25.066 17.608 21.971 0.426 9/9 9/9 9/9 
C and D 16.194 16.833 20.001 3.981 9/9 9/9 5/9 
C and E 19.015 16.247 17.860 4.557 9/9 9/9 3/9 
D and E 20.582 17.283 19.027 3.062 9/9 9/9 8/9 
 19.959 17.575 19.625 3.560 90/90 88/90 58/90 
     100% 98% 64% 
 
Table C.22  D7 – 4% damage at level 6 
Two tests, Full measurement 
Average Damage % Sucess Input force 
6th floor Max false damage 1X 2X 4X 
A and B 3.773 2.796 9/9 1/9 1/9 
A and C 4.128 2.471 8/9 2/9 2/9 
A and D 4.563 2.805 9/9 3/9 0/9 
A and E 6.680 2.814 9/9 5/9 3/9 
B and C 3.126 3.126 6/9 2/9 0/9 
B and D 2.511 2.805 7/9 1/9 0/9 
B and E 4.741 2.907 7/9 4/9 1/9 
C and D 4.388 3.223 7/9 2/9 0/9 
C and E 5.818 4.859 6/9 2/9 1/9 
D and E 5.881 2.103 9/9 7/9 2/9 
 4.561 2.991 77/90 29/90 10/90 
   86% 32% 11% 
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Table C.23  D8 – 4% damage at level 3 
Two tests, Full measurement 
Average Damage % Sucess Input force 
3rd floor Max false damage 1X 2X 4X 
A and B 5.133 3.405 7/9 3/9 2/9 
A and C 4.608 3.269 7/9 6/9 0/9 
A and D 4.278 2.747 7/9 5/9 1/9 
A and E 5.069 4.963 6/9 6/9 1/9 
B and C 4.829 3.358 8/9 4/9 0/9 
B and D 3.703 2.338 7/9 3/9 0/9 
B and E 5.074 4.073 6/9 3/9 1/9 
C and D 2.793 3.894 3/9 0/9 0/9 
C and E 4.362 7.095 3/9 0/9 0/9 
D and E 2.592 4.315 2/9 1/9 0/9 
 4.244 3.946 56/90 31/90 5/90 
   62% 34% 6% 
 
Table C.24  D9 – 4% damage at level 3 and 6 
Two tests, Full measurement 
Average Damage % Sucess 
Input force 
3rd floor 6th floor Max false damage 1X 2X 4X 
A and B 7.354 5.486 2.337 9/9 6/9 3/9 
A and C 4.654 5.120 2.387 8/9 5/9 0/9 
A and D 6.809 6.086 1.792 9/9 9/9 3/9 
A and E 5.662 5.424 3.211 7/9 3/9 1/9 
B and C 4.429 4.303 2.643 7/9 2/9 1/9 
B and D 3.921 4.141 2.222 7/9 2/9 0/9 
B and E 3.651 4.460 2.756 5/9 4/9 1/9 
C and D 3.527 5.445 2.232 9/9 3/9 1/9 
C and E 3.569 6.168 6.301 4/9 2/9 1/9 
D and E 2.898 5.219 3.243 5/9 2/9 0/9 
 4.647 5.185 2.912 70/90 38/90 11/90 
    78% 42% 12% 
 
Table C.25  D10 – 13% damage at level 4 
Two tests, Full measurement 
Average Damage % Sucess Input force 
4th floor Max false damage 1X 2X 4X 
A and B 15.884 4.018 9/9 9/9 5/9 
A and C 13.362 4.121 9/9 8/9 5/9 
A and D 14.468 4.623 9/9 7/9 5/9 
A and E 15.412 6.052 9/9 7/9 4/9 
B and C 13.918 3.869 9/9 9/9 4/9 
B and D 14.958 3.252 9/9 9/9 6/9 
B and E 14.657 5.221 9/9 7/9 2/9 
C and D 12.656 4.264 9/9 8/9 2/9 
C and E 10.980 7.865 7/9 3/9 0/9 
D and E 13.180 5.184 9/9 8/9 0/9 
 13.948 4.847 88/90 75/90 33/90 
   98% 83% 37% 
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Table C.26  D11 – 13% damage at level 6 
Two tests, Full measurement 
Average Damage % Sucess Input force 
6th floor Max false damage 1X 2X 4X 
A and B 15.508 4.931 9/9 7/9 4/9 
A and C 14.981 2.843 9/9 9/9 7/9 
A and D 14.409 3.574 9/9 9/9 4/9 
A and E 17.077 3.513 9/9 9/9 7/9 
B and C 15.807 2.305 9/9 9/9 8/9 
B and D 14.894 2.430 9/9 9/9 8/9 
B and E 18.052 4.282 9/9 9/9 4/9 
C and D 14.961 2.172 9/9 9/9 9/9 
C and E 14.267 3.387 9/9 9/9 5/9 
D and E 16.275 3.915 9/9 9/9 5/9 
 15.623 3.335 90/90 88/90 61/90 
   100% 98% 68% 
   
Table C.27  D12 – 13% damage at level 3 
Two tests, Full measurement 
Average Damage % Sucess Input force 
3rd floor Max false damage 1X 2X 4X 
A and B 15.591 1.936 9/9 9/9 8/9 
A and C 13.849 1.838 9/9 9/9 9/9 
A and D 14.032 2.305 9/9 9/9 7/9 
A and E 15.674 2.632 9/9 8/9 8/9 
B and C 13.305 1.644 9/9 9/9 9/9 
B and D 13.497 2.332 9/9 9/9 8/9 
B and E 15.996 1.601 9/9 9/9 9/9 
C and D 12.761 2.387 9/9 9/9 9/9 
C and E 13.685 2.755 9/9 9/9 8/9 
D and E 13.714 2.869 9/9 9/9 6/9 
 14.210 2.230 90/90 89/90 81/90 
   100% 99% 90% 
 
Table C.28  D13 – 13% damage at level 3 and 6 
Two tests, Full measurement  
Average Damage % Sucess 
Input force 
3rd floor 6th floor Max false damage 1X 2X 4X 
A and B 14.903 15.678 4.195 9/9 7/9 5/9 
A and C 15.224 15.737 2.881 9/9 9/9 7/9 
A and D 13.967 15.027 3.820 9/9 7/9 5/9 
A and E 17.714 17.320 2.534 9/9 9/9 7/9 
B and C 14.325 16.198 1.655 9/9 9/9 9/9 
B and D 14.131 15.338 2.762 9/9 9/9 7/9 
B and E 19.504 18.610 0.727 9/9 9/9 9/9 
C and D 14.365 16.065 2.093 9/9 9/9 7/9 
C and E 15.958 14.296 4.333 9/9 9/9 3/9 
D and E 17.096 16.489 1.486 9/9 9/9 9/9 
 15.719 16.076 2.649 90/90 86/90 68/90 
    100% 96% 76% 
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Table C.29  D0 – Undamaged  
Two tests, Incomplete measurement (2, 6, 7)  
Maximum False Damage Input forces 
Mean % > 2% > 4% 
A and B 5.996 6/6 5/6 
A and C 4.268 5/6 5/6 
A and D 6.015 6/6 4/6 
A and E 2.475 5/6 0/6 
B and C 6.038 6/6 4/6 
B and D 5.852 6/6 5/6 
B and E 5.090 6/6 5/6 
C and D 2.735 6/6 0/6 
C and E 7.128 6/6 5/6 
D and E 3.828 6/6 3/6 
 4.942 58/60 36/60 
  97% 60% 
 
Table C.30  D1 – 4% damage at level 4 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess Input force 
4th floor Max false damage 1X 2X 4X 
A and B 4.352 4.938 4/9 1/9 0/9 
A and C 2.382 3.918 5/9 3/9 0/9 
A and D 4.060 4.726 4/9 1/9 0/9 
A and E 2.525 3.613 1/9 0/9 0/9 
B and C 3.351 3.288 5/9 4/9 1/9 
B and D 5.480 3.251 7/9 4/9 2/9 
B and E 3.286 3.812 4/9 0/9 0/9 
C and D 3.622 2.462 7/9 2/9 0/9 
C and E 2.902 3.388 5/9 3/9 1/9 
D and E 4.303 3.346 6/9 1/9 0/9 
 3.626 3.674 48/90 19/90 4/90 
   53% 21% 4% 
 
Table C.31  D2 – 17% damage at level 4 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess Input force 
4th floor Max false damage 1X 2X 4X 
A and B 20.861 7.503 9/9 7/9 2/9 
A and C 15.754 6.570 9/9 6/9 2/9 
A and D 18.988 6.409 9/9 7/9 3/9 
A and E 18.693 9.267 9/9 6/9 0/9 
B and C 16.654 5.113 9/9 7/9 6/9 
B and D 20.746 4.162 9/9 9/9 7/9 
B and E 17.284 9.114 9/9 3/9 1/9 
C and D 15.924 4.087 9/9 9/9 4/9 
C and E 13.467 9.035 7/9 4/9 0/9 
D and E 16.771 5.040 9/9 9/9 3/9 
 17.514 6.630 88/90 67/90 28/90 
   98% 74% 31% 
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Table C.32  D3 – 17% damage at level 4 and 4% at level 6 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess 
Input force 
4th floor 6th floor Max false damage 1X 2X 4X 
A and B 20.550 1.935 5.901 0/9 0/9 0/9 
A and C 17.083 2.792 4.827 2/9 0/9 0/9 
A and D 20.049 0.446 5.432 0/9 0/9 0/9 
A and E 18.402 3.135 4.528 3/9 0/9 0/9 
B and C 18.030 3.682 5.001 3/9 0/9 0/9 
B and D 20.662 1.430 4.480 2/9 0/9 0/9 
B and E 19.564 4.765 5.800 3/9 0/9 0/9 
C and D 17.477 3.040 5.051 0/9 0/9 0/9 
C and E 16.512 3.355 6.303 2/9 0/9 0/9 
D and E 18.274 2.457 3.796 2/9 0/9 0/9 
 18.660 2.704 5.112 17/90 0/90 0/90 
    19% 0% 0% 
 
Table C.33  D4 – 17% damage at level 4 and 4% at level 3 and 6 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess 
Input force 
3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
A and B 8.987 19.353 4.130 3.455 6/9 3/9 1/9 
A and C 3.722 17.387 4.166 4.139 3/9 1/9 0/9 
A and D 6.135 19.090 2.556 4.490 3/9 0/9 0/9 
A and E 8.599 19.525 3.681 5.709 6/9 4/9 1/9 
B and C 5.212 17.287 4.841 4.502 5/9 2/9 1/9 
B and D 5.613 19.662 2.711 3.729 3/9 0/9 0/9 
B and E 9.224 17.941 5.130 5.530 3/9 2/9 0/9 
C and D 1.737 17.741 4.378 4.757 1/9 0/9 0/9 
C and E 3.246 16.233 4.375 7.931 1/9 0/9 0/9 
D and E 4.553 17.678 2.781 4.300 1/9 0/9 0/9 
 5.703 18.190 3.875 4.854 32/90 12/90 3/90 
     36% 13% 3% 
 
Table C.34  D5 – 17% damage at level 4 and 6 and 4% at level 3  
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess 
Input force 
3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
A and B 8.045 19.678 19.425 4.114 8/9 5/9 2/9 
A and C 5.263 17.700 18.256 4.431 5/9 4/9 1/9 
A and D 6.580 18.531 17.585 4.522 6/9 2/9 1/9 
A and E 10.450 19.042 18.736 3.970 9/9 6/9 3/9 
B and C 7.263 18.574 19.752 3.349 6/9 6/9 4/9 
B and D 6.940 20.309 18.052 3.510 8/9 5/9 3/9 
B and E 12.917 19.515 21.379 2.376 9/9 9/9 6/9 
C and D 4.133 17.755 18.771 3.763 6/9 1/9 0/9 
C and E 7.418 15.835 18.234 6.206 6/9 3/9 0/9 
D and E 9.150 17.465 18.436 2.739 9/9 8/9 3/9 
 7.816 18.441 18.863 3.898 72/90 49/90 23/90 
     80% 54% 26% 
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Table C.35  D6 – 17% damage at level 3, 4 and 6  
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess 
Input force 
3rd floor 4th floor 6th floor Max false damage 1X 2X 4X 
A and B 21.547 18.003 20.560 3.419 9/9 9/9 8/9 
A and C 18.293 16.992 19.211 5.662 9/9 7/9 4/9 
A and D 19.461 17.585 18.866 4.348 9/9 8/9 6/9 
A and E 23.776 17.690 19.444 5.205 9/9 9/9 4/9 
B and C 18.819 18.374 20.600 3.882 9/9 9/9 5/9 
B and D 19.372 18.862 19.403 3.583 9/9 9/9 6/9 
B and E 25.763 17.637 22.200 0.497 9/9 9/9 9/9 
C and D 16.478 17.343 20.215 4.161 9/9 9/9 5/9 
C and E 19.938 15.418 18.541 6.673 8/9 7/9 0/9 
D and E 22.005 15.976 19.273 3.644 9/9 9/9 4/9 
 20.545 17.388 19.831 4.107 89/90 85/90 51/90 
     99% 94% 57% 
 
Table C.36  D7 – 4% damage at level 6 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess Input force 
6th floor Max false damage 1X 2X 4X 
A and B 3.816 3.256 7/9 1/9 0/9 
A and C 3.717 2.886 7/9 3/9 0/9 
A and D 3.879 3.230 6/9 2/9 0/9 
A and E 5.144 5.803 4/9 0/9 0/9 
B and C 3.520 3.656 5/9 2/9 0/9 
B and D 3.343 3.893 5/9 2/9 0/9 
B and E 4.082 5.491 1/9 1/9 0/9 
C and D 4.086 3.623 7/9 0/9 0/9 
C and E 4.733 4.510 4/9 2/9 0/9 
D and E 5.152 2.901 7/9 5/9 1/9 
 4.147 3.925 53/90 18/90 1/90 
   59% 20% 1% 
 
Table C.37  D8 – 4% damage at level 3 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess Input force 
3rd floor Max false damage 1X 2X 4X 
A and B 4.356 3.467 7/9 2 0 
A and C 3.585 3.269 5/9 0/9 0/9 
A and D 3.950 3.440 6/9 1/9 0/9 
A and E 4.292 5.936 6/9 2/9 1/9 
B and C 3.824 3.834 5/9 2/9 0/9 
B and D 3.282 3.500 5/9 2/9 1/9 
B and E 4.917 3.563 7/9 2/9 1/9 
C and D 1.727 4.327 1/9 0/9 0/9 
C and E 3.437 5.918 2/9 0/9 0/9 
D and E 2.171 3.194 4/9 0/9 0/9 
 3.554 4.045 48/90 11/90 3/90 
   53% 12% 3% 
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Table C.38  D9 – 4% damage at level 3 and 6 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess 
Input force 
3rd floor 6th floor Max false damage 1X 2X 4X 
A and B 6.484 5.970 3.699 8/9 1/9 1/9 
A and C 3.764 5.078 2.788 5/9 3/9 0/9 
A and D 5.850 5.917 2.569 7/9 5/9 4/9 
A and E 4.046 5.679 4.080 5/9 2/9 1/9 
B and C 3.687 4.681 2.935 6/9 3/9 1/9 
B and D 3.098 4.600 3.579 6/9 2/9 0/9 
B and E 0.832 4.450 3.925 2/9 0/9 0/9 
C and D 2.470 5.410 3.281 4/9 3/9 1/9 
C and E 2.286 5.739 5.054 3/9 1/9 0/9 
D and E 1.114 5.466 3.386 3/9 2/9 1/9 
 3.363 5.299 3.530 49/90 22/90 9/90 
    54% 24% 10% 
 
Table C.39  D10 – 13% damage at level 4 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess Input force 
4th floor Max false damage 1X 2X 4X 
A and B 17.236 5.000 9/9 9/9 5/9 
A and C 13.656 4.783 9/9 6/9 4/9 
A and D 15.548 4.729 9/9 7/9 3/9 
A and E 16.586 8.587 8/9 4/9 2/9 
B and C 13.710 5.150 9/9 7/9 3/9 
B and D 16.089 3.585 9/9 9/9 5/9 
B and E 14.468 8.218 9/9 3/9 0/9 
C and D 12.755 4.852 9/9 8/9 1/9 
C and E 10.813 9.703 6/9 2/9 0/9 
D and E 13.020 4.621 9/9 8/9 1/9 
 14.388 5.923 86/90 63/90 24/90 
   96% 70% 27% 
 
Table C.40  D11 – 13% damage at level 6 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess Input force 
6th floor Max false damage 1X 2X 4X 
A and B 15.946 4.470 9/9 8/9 5/9 
A and C 14.695 2.870 9/9 9/9 7/9 
A and D 15.416 3.170 9/9 9/9 6/9 
A and E 15.629 3.769 9/9 9/9 6/9 
B and C 15.668 3.298 9/9 9/9 5/9 
B and D 15.767 2.109 9/9 9/9 9/9 
B and E 17.124 4.925 9/9 9/9 3/9 
C and D 15.043 2.773 9/9 9/9 8/9 
C and E 14.490 4.995 9/9 8/9 2/9 
D and E 16.101 4.802 9/9 9/9 3/9 
 15.588 3.718 90/90 88/90 54/90 
   100% 98% 60% 
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Table C.41  D12 – 13% damage at level 3 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess Input force 
3rd floor Max false damage 1X 2X 4X 
A and B 14.663 2.162 9/9 9/9 9/9 
A and C 13.752 2.279 9/9 9/9 9/9 
A and D 13.767 2.541 9/9 9/9 7/9 
A and E 14.878 3.915 9/9 8/9 6/9 
B and C 12.450 2.334 9/9 9/9 7/9 
B and D 13.352 2.096 9/9 9/9 9/9 
B and E 14.748 2.815 9/9 9/9 8/9 
C and D 12.878 2.301 9/9 9/9 8/9 
C and E 13.489 3.105 9/9 9/9 5/9 
D and E 14.145 1.939 9/9 9/9 9/9 
 13.812 2.549 90/90 89/90 77/90 
   100% 99% 86% 
 
Table C.42  D13 – 13% damage at level 3 and 6 
Two tests, Incomplete measurement (2, 6, 7) 
Average Damage % Sucess 
Input force 
3rd floor 6th floor Max false damage 1X 2X 4X 
A and B 13.798 17.130 3.014 9/9 8/9 6/9 
A and C 15.132 15.691 3.441 9/9 9/9 4/9 
A and D 14.184 16.732 3.102 9/9 7/9 6/9 
A and E 16.586 16.363 4.312 9/9 9/9 5/9 
B and C 14.348 16.558 2.351 9/9 9/9 8/9 
B and D 14.569 17.156 1.439 9/9 9/9 9/9 
B and E 18.199 17.989 2.486 9/9 9/9 8/9 
C and D 14.999 16.553 2.346 9/9 9/9 8/9 
C and E 17.243 14.811 4.628 9/9 9/9 3/9 
D and E 18.273 16.962 2.030 9/9 9/9 9/9 
 15.733 16.594 2.915 90/90 87/90 66/90 
    100% 97% 73% 
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