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A self-consistent theory for the classical description of the interaction of light and matter at the nanoscale is
presented, which takes into account spatial dispersion. Up to now, the Maxwell equations in nanostructured
materials with spatial dispersion have been solved by the introduction of the so-called additional boundary
conditions which, however, lack generality and uniqueness. In this paper, we derive an approach where nonlocal
effects are studied in a precise and uniquely defined way, thus allowing the treatment of all solid-solid interfaces
(among metals, semiconductors or insulators), as well as solid-vacuum interfaces in the same framework. The
theory is based on the derivation of a potential energy for an ensemble of electrons in a given potential, where the
deformation of the ensemble is treated as in a solid, including both shear and compressional deformations, instead
of a fluid described only by a bulk compressibility like in the hydrodynamical approach. The derived classical
equation of motion for the ensemble describes the deformation vector and the corresponding polarization vector
as an elastodynamic field, including viscous forces, from which a generalized nonlocal constitutive equation for
the dielectric constant is derived. The required boundary conditions are identical to that of elastodynamics and
they emerge in a natural way, without any physical hypothesis outside the current description, as is commonly
required in other nonlocal approaches. Interestingly, this description does not require the discontinuity of any
component of the electric, magnetic, or polarization fields and, consequently, no bounded currents or charges
are present at the interface, which is a more suitable description from the microscopic point of view. It is shown
that the method converges to the local boundary conditions in the low spatial dispersion limit for insulators and
conductors, quantified by means of a parameter defined as the characteristic length. A brief discussion about the
inclusion of the spill out of electrons across surfaces is discussed. Finally, the planar interface is studied and
numerical examples of the behavior of the different fields at the interfaces are presented, showing the limiting
situations in which the local limit is recovered, reinforcing the self-consistency of this description.
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I. INTRODUCTION
The interaction of light and matter at the nanoscale has
been a topic of intense research in recent years [1,2], due to
the extraordinary advances in the manipulation capabilities of
materials at the nanoscale [3–5]. The range of applications
of this science is extremely broad and continues growing [6],
therefore theoretical and numerical tools for their accurate
description are of primary interest [7–9].
The nanoscale is a complex size limit for the study of
the interaction of light and matter, since typical structures
are big enough to consider the problem from the classical
point of view, although some quantum effects can be ob-
servable. However, it is still possible to use a full classical
description, as long as we find a proper constitutive equation
relating the electric and magnetic fields with the induced
currents and charges, which can take into account quantum
corrections [10].
*dtorrent@uji.es
The simpler form of the constitutive equations used in elec-
trodynamics are linear and local in both space and time, and
they define the dielectric permittivity, magnetic permeabil-
ity, and electrical conductivity [11]. Although nonlocality in
time is commonly assumed, resulting in frequency-dependent
constitutive parameters, spatial nonlocality is in general left
behind to more refined models of matter, since they become
important only at the nanoscale [12–15]. It has to be pointed
out that in the domain of metamaterials, spatial dispersion has
been a topic of intense research as well, since the distance be-
tween the meta-atoms is only one order of magnitude smaller
than the operating wavelength of the field [16–22].
Despite the great success of the spatially local description
at the macro or even microscales, the theory fails in the ac-
curate description of nanomaterials, since spatial dispersion
becomes more relevant and it has to be included in the consti-
tutive parameters [23–30].
When the constitutive equations become spatially nonlo-
cal, additional modes emerge in the solution of the wave
equation, and the boundary conditions derived within the
framework of Maxwell’s equations are insufficient to match
all the excited fields at an interface between two materials.
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This problem has derived in a countless number works pro-
posal of the so-called additional boundary conditions, which
are different depending on the different response models
[30–34], which in turn means that spatial dispersion is not
generally treated in the same way in insulators, semiconduc-
tors, or metals. Despite the fact that these additional boundary
conditions are deduced with more or less reasonable physi-
cal assumptions, they are not derived within the framework
of Maxwell’s equations complemented with the constitutive
equations, what means that the description is not “closed” and
it can result in an inaccurate description of the electrodynamic
problem, as can be seen for the fact that the problem still
remains unsolved [35–37].
In this paper, we will show that, by means of an elas-
todynamic model of the induced current, we can find a
self-consistent description of the light-matter interaction
which accounts for spatial dispersion. We will show that when
an ensemble of electrons is deformed, its potential energy is
identical to that of an elastic body, so dynamically it moves
as a continuous elastodynamic field [38]. In this context, we
can develop a nonlocal theory for electrodynamics, where the
required boundary conditions arise in a natural way. More-
over, we will define the local limit by means of a characteristic
length parameter in which we recover the local description,
therefore reinforcing the generality of this model.
The paper is organized as follows. After this Introduc-
tion, in Sec. II a discussion about the problem of nonlocality
and its possible solutions is presented, then Sec. III presents
the notions of quantum pressure and stress, and the elastic
energy of the ensemble of electrons is derived. Section IV
presents the elastodynamic formulation for nanophotonics,
with a discussion about boundary conditions. Section V ana-
lyzes the solution of the wave equations in isotropic materials.
Section VI discusses how this approach can include the spill
out of electron across surfaces and Sec. VII compares the
present approach with the hydrodyamic description. Sec-
tion VIII analyzes the solid-solid and vacuum-solid interfaces.
Finally, Sec. IX summarizes the paper.
II. LOCAL AND NONLOCAL MATERIALS
The evolution of the electromagnetic field inside a mate-
rial where no sources are present is described by means of
Maxwell’s equations [11],
∇ × E = −∂t B, (1)
∇ × B = μ0ε0∂t E + μ0Ji, (2)
∇ · B = 0, (3)
∇ · E = ρi/ε0, (4)
where Ji and ρi are the induced current and charge densities
in the material, respectively. The continuity equation for the
current density is implicit in Maxwell’s equations and it is
derived taking the divergence of Eq. (2) and using Eq. (4),
∇ · Ji + ∂tρi = 0. (5)
Maxwell’s equations with the induced currents are not
enough to solve the full electrodynamic problem, and we need
a relationship between the induced current Ji and the electro-
magnetic field. This relationship is complex to obtain, since
it implies a many-body problem solved in the framework of
classical, semiclassical, or quantum theories, however, a phe-
nomenological approach is commonly considered in which
the classical permittivity, conductivity, and permeability are
defined. Then, in classical electrodynamics, for nonmagnetic
and nonchiral materials, the induced current is expressed as
Ji = σE E + ε0χE∂t E, (6)
with σE and χE being the electric conductivity and suscep-
tibility, respectively. It is common to define the polarization
vector P as
Ji = ∂t P, (7)
so, assuming a harmonic time dependence of the fields of the
form exp(−iωt ), Eq. (6) is
P = (ε0χE + iσE/ω)E, (8)
which defines the well-known complex dielectric constant ε
by means of the dielectric displacement D, defined as
D = ε0E + P = εE, (9)
so
ε = 1 + χE + iσE/(ε0ω). (10)
If either σE or χE are discontinuous at an interface, so is
the current Ji and, by means of Eq. (5), a surface charge ap-
pears. In classical electrodynamics, these discontinuities and
surface fields are usual, and they do not imply any nonphysical
description of the fields.
However, there are two points which make Eq. (6) unpleas-
ant from a deeper physical insight. First, this local relationship
in both time and space implies an instantaneous response of
matter (locality in time) and a point-to-point response (lo-
cality in space), that is, the induced current in the material
is instantaneous and it depends on the field at a given point
only. Clearly, this is not a true physical situation, since the
response of the charges will have some inertial response and
will be influenced by the surrounding material. Another point,
less discussed in the literature, is that current discontinuities
and surface charges are not really possible at the microscopic
level, since charges and currents are quantum entities de-
scribed by wave functions which are in general continuous
across the interfaces. Then, while it is true that the classical
description of electrodynamics assumes that these discontinu-
ities are just idealizations, we would like to find a description
in which these do not occur so the theory will allow us to
reduce more and more the scale of validity.
In this paper, we will show how, surprisingly, a nonlocal
version of Eq. (6) is possible which additionally implies the
continuity of all the fields involved in the interaction.
A. Nonlocal constitutive equation
When elementary models of the light-matter interaction are
considered, the derived constitutive parameters χE and σE are
found to be frequency dependent, but this dependence has no
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consequences in the nature of the fields, since Eqs. (1)–(4) are
usually solved assuming time-harmonic dependence.
However, the constitutive parameters can depend on the
wave number as well, and this dependence is not equivalent
to the frequency-dependence since, usually, we have to work
on bounded materials. Then, let us assume, for instance, that
the dielectric constant is both frequency and wave-number
dependent. We will have (for the purposes of this section, we
will consider only a scalarlike relation between fields, the full
vectorial theory is developed later on)
D(k, ω) = ε(k, ω)E (k, ω), (11)
while we can continue working on the frequency-domain, if
our material is bounded we need to work on the space domain




ε(x − x′, ω)E (x′, ω)dx′, (12)
where we have used the convolution theorem. The above
equation clarifies the nonlocal term for wave-number-
dependent constitutive paramaters: the dielectric displacement
at point x depends linearly on the electric field at point x′,
distant from x a length d = x − x′. The dielectric function
ε(d, ω), as a nonlocal response function, weights the con-
tribution of electric fields at different x′, and will decay as
d increases. In the local limit, this function is proportional
to the Dirac delta function δ(x − x′). It is obvious that if we
introduce this relationship of the dielectric displacement with
the electric field in Eqs. (1)–(4), even in the time-harmonic
regime we obtain a more complicated equation. As the con-
volution theorem applies only to a spatially invariant medium,
for a bounded material the dielectric constant will not be in
general a function of d = x − x′ and we get the most general




ε(x, x′, ω)E (x′, ω)dx′, (13)
which complicates the problem even more. In next subsec-
tion, we will discuss how this problem could be solved in
Fourier space by means of the so-called additional boundary
conditions.
B. The need for additional boundary conditions
The usual method to solve the electrodynamic equations in
bounded materials is by means of the application of bound-
ary conditions, roughly speaking: knowing the solution of
the fields in two materials, we apply boundary conditions at
the interface between them and we find the solution of the
problem. Maxwell’s Eqs. (1)–(4) provide us of the required
number of boundary conditions, once the constitutive equa-
tion for the induced current has been found, but only if this
constitutive equation is local in space, otherwise we require
additional boundary conditions, and these additional bound-
ary conditions has been (and continue to be) a topic of a great
discussion in the literature. The origin of this need is found
in the number of solutions that a wave-number-dependent
dielectric constant provides, as will be explained below.
Let us assume the problem of reflection and transmission
at a flat interface. If the dielectric constant is frequency depen-
dent only, the dispersion relation in the material is typically of
the form
k2 = μ0ε(ω)ω2, (14)
which means that, for a given frequency, we have two waves
propagating through opposite directions (at normal incidence
and in this scalar version, the vectorial case is more complex,
as will be explained later). For a classical reflection and trans-
mission problem, we will therefore have the incident wave,
the reflected wave propagating backward, and the transmitted
field at the other material. We will need to determine the
amplitude of the reflected and transmitted waves and Maxwell
equations indeed provide us two boundary conditions: the
problem is perfectly defined.
However, if the dielectric constant is also wave-number
dependent, for a given frequency our dispersion relation is
k2 = μ0ε(ω, k)ω2, (15)
which, due to the dependence on k of ε, can give more than
two modes propagating in opposite directions. Then, a given
incident field will excite, in the simpler of the situations, two
reflected and two transmitted modes (assuming both materials
nonlocal).
Maxwell equations provide only two boundary conditions
but we have four modes to determine, so the problem is
not well defined. We need the so-called additional boundary
conditions to completely solve the problem.
The amount of works about these additional boundary
conditions is huge and actually experts have developed the
acronym ABC to refer to specific examples or generally, to
the very issue presented above. There is no consensus about
which ones are the correct ones. It has been assumed then that
the correct boundary conditions depend on the microstructure
of the materials and the interfaces, so there is not a unique
solution for the problem of additional boundary conditions
at the macroscopic level. However, we believe there is a
well-defined macroscopic solution to this problem based on
the correct definition of the constitutive parameters, whose
specific values of course depend on the microstructure of the
material but whose macroscopic behavior can be universally
defined, as we do in the electrodynamics of local materials,
where obviously we don’t apply the same boundary conditions
for metals and for lossless dielectrics, due to the fact that
their constitutive parameters have different values. The next
subsection will present the approach we will follow in this
paper to overcome the problem of the additional boundary
conditions.
C. Solution from additional field equations
The additional boundary conditions have been discussed
in uncountable ways and these are suggested by more or less
acceptable physical arguments or microscopical models. Our
objective is to find a set of macroscopic equations from which
we obtain the required boundary conditions, with these equa-
tions being functions of a set of (local) constitutive parameters
whose numerical values define the different type of materials.
It is obvious that the additional boundary conditions cannot
be obtained from Maxwell equations, and physical arguments
can be enough for simple situations (vacuum-solid interface at
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normal incidence) but more general situations require a more
rigorous solution.
The motivation to search for the field equation of the in-
duced current comes from Eq. (13), which is equivalent to a
relationship between the polarization P and the electric field
E of the form
P(r, ω) = ε0
∫∫∫
χE (r, r′, ω)E(r′, ω)dV. (16)
The above equation indeed suggests that the function
χE (r, r′, ω) is the Green’s function of the differential equation
of the form
LP = ε0E, (17)
and
LχE (r, r′, ω) = δ(r − r′), (18)
with L being a partial differential operator. If we are able
to find the operator L, we will be able to find the correct
boundary conditions in a similar way as we find them from
Maxwell equations.
It has to be pointed out that the scope of this paper is not
to model nor discuss the consequences of the frequency de-
pendence of the complex dielectric constant, our objective is
to discuss the consequences of the wave-number dependence,
which will enter into the model through spatial derivatives
in L, and how this affects boundary conditions. Then, it has
to be assumed that all the constants appearing in the model
equations could present a more or less complex frequency
dependence, even more if our material is artificially nanos-
tructured, but we will not take care of this dependence.
III. QUANTUM STRESS-STRAIN RELATION
The most elementary microscopic model of the dielectric
constant assumes that the electron is bounded to the atom by
means of a springlike restoring force [11], so when the electric
field interacts with it the equation of motion is
mer̈ + γ ṙ + κr = −eE, (19)
from which we can solve for the contribution to polarizability
of one single electron as p = −er. If the material is a con-
ductor, the restoring force −κr is set to zero and we recover
Drude’s model for the free electron. While these models are
quite elementary, they allow us to explain some aspects of
light-matter interaction, and in both models we recover a local
and complex dielectric function.
A. Quantum pressure and quantum stress
Sommerfeld’s model applies quantum statistics to the
physics of the free electron in the solid, which is described as
an ensemble of noninteracting spin-1/2 particles. It is found
that an ensemble of N particles in a box of volume  has a
total energy E given by
E = 35 NEF , (20)
where EF is Fermi’s energy and is the maximum energy level
occupied by the electrons. This energy is proportional to n2/3,
with n = N/, so that we can obtain the so-called quantum













and the compressibility or bulk modulus:





The electron gas is then described as a fluid material and
the linearized equation of motion is that of the acoustic field
subject to a body pressure due to the external electric field.
This is the so-called hydrodynamic model for plasmonics [10]
and, although widely used, we will show here that a more
accurate description is needed, since the electron gas is found
to have not only a bulk but also a shear modulus, so it is better
described as a solid material.
Other models also include in this equation Ohmnic losses
or diffusion [39], what essentially changes the frequency de-
pendence of the constants involved in the model. Including
other sources of dissipation at the quantum level, inter- or
intraband transitions, for example [40], might also change
this frequency response, but for the purpose of this paper it
will be enough to assume that all the parameters appearing in
the models are complex and frequency dependent, since our
objective is not to model the interaction, but to understand the
role and nature of the additional spatial derivatives appearing
in the equation of motion for the induced current.
The hydrodynamic model assumes that the gas of electrons
is a fluid and that only volumetric changes are possible. More-
over, it assumes as well that the internal restoring force is due
to the gradient of a scalar pressure field. We will assume here
a more general deformation of the ensemble of electrons to
demonstrate that they actually behave as a solid.
Let us assume we have an ensemble of electrons in equi-
librium in a periodic potential V (r). Let us assume now that
some external perturbation (like an electric field) modifies this
wave function so a deformation u(r) is applied in such a way
that the coordinates are transformed as
r′ = r + u(r). (23)
If a strain is defined in the usual way,









the stress of the deformed system is found as
σi j = ∂E
∂εi j
, (25)
with E being the elastic energy density. It is important to
remark that, if rotations are excluded from the dynamics, the
strain tensor is symmetric and the following property holds:
∂εk
∂εi j
= δikδ j + δiδ jk − δi jδk. (26)
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where pα = −ih̄∇α , rα and mα are the momentum, position
and mass of the α particle, respectively. The term V (rα ) stands
for the periodic potential of the lattice. The term U (rαβ ), with
rαβ = |rα − rβ |, is a two-body interaction between electrons.
Once the transformation is applied, each of these terms will
contribute in a different way to the energy of the system. If
a small deformation is assumed, the energy of the deformed
system will be a function of the deformation u and the strain
∇u. The difference between the energy of the deformed and
undeformed systems is called the elastic energy, and it will
allow us to define the elastic constants of the ensemble and to
deduce the equation of motion.
B. Kinetic term and the shear modulus of the free electron gas
The kinetic energy of the deformed system, using the trans-




p2 − 2 ∂ui
∂x j







The first term of the right-hand side of the above equation
























E0K∇ · u, (30)
where we have used the equipartition energy theorem:
〈p2i /2m〉 = 1/3 〈p2/2m〉 . (31)


































If rotations are ignored, the energy density can be expressed













The volume  is also a function of the strain and is
 = 0(1 + ε j j ), (35)
with 0 being the volume of the undeformed system. The















from which we can obtain the stress of the system using
Eq. (25),
σi j = ∂E
∂εi j
= σ 0i j + Ci jkεk, (37)
where















(δikδ j + δiδ jk ). (39)
If we consider only the kinetic part of the energy, we obtain
the free electron gas, and it is shown that the unperturbed
system is at a pressure P defined as
σ 0i j = −Pδi j, (40)
which, according to Eq. (38), is identical to that of the free
electron gas derived from Fermi-Dirac statistics. However,
Eq. (39) shows that the electron gas is not a fluid, but a solid
with Lamé coefficients,
λS = μS = P, (41)
which actually gives the same bulk modulus of the free elec-
tron gas,
B = λS + 23μS = 53P, (42)
although the nature of the gas is not that of a fluid but of
a solid, due to the presence of the shear modulus μS . This
result, already obtained in Refs. [41,42] using kinetic argu-
ments, suggests that the hydrodynamic model, which ignores
this shear modulus, can be refined. The electron gas actually
moves as an isotropic solid, and its equation of motion should
be that of elastodynamics. In the following two subsections,
the interaction terms will be added which will consist of a
body force due to the single-particle potential and a general-
ized stiffness tensor due to the two-body interaction.
C. One-particle term
Let us consider the contribution of the periodic potential
to the elastic energy. Expanding the potential energy up to
second order in the deformation, we obtain






The first term of the above expression corresponds to the
unperturbed system, the second and the third ones contribute
therefore to the elastic energy. If we take the expected value
of the energy we obtain
E = −∇ · u 〈V 〉 + 12 uiu j 〈Vi j〉 , (44)
where we have integrated by parts for the first term but not in
the second one. The energy density is therefore
E ≈ −〈V 〉
0
ε + 〈V 〉
0






where we have considered as well the variation of the
volume  with the strain. We see then that the effect of
the single-particle potential is to add a quantity 〈V 〉 /0 to
the equilibrium pressure P and to the Lamé parameter λS ,
while the shear modulus is not affected. Additionally, a term
proportional to the square of the deformation appears, which
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will be the responsible of a body force density f = −∇uE ,
being
fi = −〈Vi j〉
0
u j . (46)
This term is clearly the responsibility of the local dielec-
tric function, and we would recover the classical oscillator
model if we neglect the contribution of the nonlocal strain
contribution.
D. Two-body interaction
The two-body interaction is traditionally introduced in the
theory of phonons to derive the acoustic equation of motion,
however, in our case the two-body interaction takes place be-
tween electrons, since we are interested in the optical regime
where the nucleus will remain at rest. If we assume that the
deformation is small, we have that
|r′α − r′β | ≈ |rα − rβ | + εi j
(riα − riβ )(r jα − r jβ )
|rα − rβ | . (47)
Then, using rαβ = |rα − rβ |, the two body potential is
































The two-body interaction therefore contributes with a fourth-
rank tensor to the stiffness of the system. Since this
contribution has to be averaged through the unit cell and
electrons are assumed to be Bloch wave functions, we expect
this tensor to have the symmetries of the lattice.
IV. ELASTODYNAMIC FORMULATION
In the previous section, we have shown that the elas-
tic energy density of a deformed ensemble of electrons is
given by
E = σ 0kεk + 12Ci jkεi jεk + 12κi juiu j, (51)
where the intrinsic stress of the system is
















































respectively. We have assumed, however, a time-independent
deformation, for which the above energy is uniquely the po-
tential energy of the system. To derive the classical equation of
motion for the deformation, we have to assume that a kinetic
energy term due to the time-variation of u will appear, so the








− σ 0kεk −
1
2
Ci jkεi jεk − 1
2
κi juiu j, (55)
where ρM is the mass density of the electron solid. Assuming












− κi ju j + F ei . (56)
Since the induced polarization is −ρeu and the external force
is due to the electric field, then F ei = ρeEi, where ρe is the
charge density due to electrons, the above equation can be




= ∇ · σ − κP + ρMε0ω2PE, (57)
σ = C : ∇P, (58)
where we have used the definition of the plasma frequency
ε0ω
2
P = ρ2e /ρM .
Finally, dissipation can be added phenomenologically to
this model. The problem of dissipation is complex and an
accurate description is beyond the scope of the present paper.
It will, however, be considered in a phenomenological way.
The local mechanism for dissipation is usually introduced by
means of Ohms law, in which a finite conductivity appears so
an induced current proportional to the electric field is excited.
However, dissipation in elastodynamics occurs in a differ-
ent way, since for both fluids and solids it is due to forces
proportional to the time derivatives of the strain. In our model,
due to the presence of energy terms proportional to both the
square of the strain and the deformation, we will assume that
the two types of dissipation could appear, i.e., due to time
derivatives of the strain and the deformation, what means that
a local dissipative force Fγ = −γ ∂t P will appear in Eq. (57)
and a viscous stress ση = η : ∂t∇P will be added in Eq. (58),
obtaining similar terms to those derived in Refs. [41,44].
In summary, the equation of motion of the electromagnetic
field inside matter when no sources are present can now be
described by means of the following set of equations:
∇ × E = −∂B
∂t
, (59)





∇ · B = 0, (61)




= ∇ · σ − κP − γ ∂P
∂t
+ ρMε0ω2PE, (63)
σ = C : ∇P + η : ∂t∇P, (64)
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where we have used in Eq. (62) the continuity equation
∇ · P + ρi = 0. (65)
We can combine Eqs. (59) and (60) in the usual way to
have a second-order partial differential equation relating P
and E. Similarly, we can combine Eqs. (64) and (63) and
we will have another second-order partial differential equa-
tion relating P and E. Combining these two, we will have a
fourth-order partial differential equation, which in turn means
that the eigenvalue problem for the fields will be a 3 × 3
matrix equation with a fourth power in the wave number, so
in principle we will have three polarizations times the four
solutions for the wave numbers, i.e., a total of 12 modes,
but the restrictions due to Eqs. (61) and (62) reduces by
two the number of modes, then the most general solution of
Eqs. (59)–(64) in a homogeneous material will consist of ten
propagating modes, but with double degeneracy due to reci-
procity. This means that, at an interface between two different
materials, we will need to match five modes at each side, so we
will need ten boundary conditions. Equations (59)–(64) will
allow us to derive these ten boundary conditions in a natural
way, as will be discussed in the following section.
However, in some practical situations, one of the materi-
als can be a local material, as is the case of vacuum, local
dielectrics, or metals. In these situations, we will have less
modes than boundary conditions, so we will need to find the
boundary conditions that are no longer satisfied. This is oppo-
site of the traditional approach in nonlocal electrodynamics,
in which a great effort has been made trying to find additional
boundary conditions. Clearly, this approach is more efficient,
since going from the most general situation to particular cases
is always easier than beginning with a particular case and
trying to find the most general one, as will be seen in next
section.
A. Boundary conditions
The set of Eqs. (59)–(64) define the evolution of the elec-
tromagnetic and polarization fields. Boundary conditions arise
in a natural way in this description, since at an interface (flat
or infinitesimally flat) the parallel wave number is a conserved
quantity, and we can make in these equations the substitution
∇ → n∂n + ikt . Since no singularities are allowed in any of
the fields (no surface currents or fields), we impose the conti-
nuity of all the fields in front of the normal derivative ∂n. It is
easy to deduce then that the following conditions have to be
satisfied at the boundary:
[Et ] = 0, (66a)
[Bt ] = 0, (66b)
[n · σ ] = 0, (66c)
[P] = 0, (66d)
where [u] ≡ u+ − u−. The same conclusion could be reached
with the traditional pill-box and circulation arguments. The
first two equations are the well-known continuity equations
of electrodynamics; the only difference is that in magnetic
materials the microscopic field Bt has to be replaced by H t .
The last two equations are identical to elastodynamics, where
the continuity of the normal components of the stress tensor
and the displacement vector are required.
The electrodynamic boundary conditions provide four
equations (there are two components of each transverse field),
while the elastodynamic ones provide us with six (the nor-
mal component of a second rank tensor is a three-component
vector and the polarization vector has three components),
therefore the above equations perfectly define the general
boundary value problem at the interface between two materi-
als, where ten equations were needed to match the five modes
excited at each material, as explained before.
It is interesting to point out that within the elastodynamic
description, the required boundary conditions are the continu-
ity of the transverse components of the electric and magnetic
fields; however, from Eq. (3), the continuity of the normal
component of the magnetic field also holds, as usual, but also
the continuity of the normal component of the electric field,
since in Eq. (4) the continuity of the normal component of
the polarization field also implies the continuity of the normal
component of the electric field. The absence of discontinuities
in the fields suggests that the elastodynamic description is
more suitable for the study of nanostructured materials, where
the continuous nature of the wave functions of the different
polarization carriers also has to be imposed.
B. Vacuum and local materials
The boundary conditions derived in the previous subsec-
tion emerge in a natural way at the interface between two
nonlocal materials. However, in many practical situations, one
of the materials might be vacuum or a local material, in the
sense that the effects of the stiffness tensor might be neglected.
It will be also interesting to determine the conditions for the
consideration of nonlocal effects, that is, the conditions under
which the material cannot be considered a local material and
this more complex theory has to be applied. We expect this
limit happens for low frequencies, but these conditions will
be derived later on. In this subsection, we will just consider
what happens at an interface between a nonlocal material
(solid) and a local one, which can be either vacuum or a
local dielectric with finite conductivity, since, in terms of the
number of solutions, all these materials are identical.
When one of the interfaces is vacuum or a local material,
the number of modes to match reduces from ten to seven, since
now we have the five modes of the solid material plus the two
polarizations allowed in local electrodynamics. Therefore, we
will also need seven boundary conditions for this interface.
Let us consider the local material first. We can assume
that this situation will happen when no free or nearly free
electrons are allowed (insulator), so the stiffness component
due to the kinetic term cancels, and also when the two-body
interaction between electrons is negligible, due to the fact that
the restoring force constant κ is so high that electrons remain
bounded around the nucleus. The material is then polarizable
only locally. At the interface, the electrons traveling through
the solid find a very tiny potential barrier, so the electronic
wave function will be continuous across the interface and,
consequently, the polarization vector. However, it is clear that
the free electrons from the solid will be able to apply a force
at the boundary, but not the electrons at the local side, since
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the stress tensor is zero in the local material. In the case of
local metals, these can be seen as those materials where the
local dissipation term γ is high, so the mean free path of
the electrons is small. The effect is that the behavior of the
material is local, since electrons are similarly “trapped” in
a finite region, so that we will have a similar situation as
described before.
Thus, the stress tensor can be discontinuous at this inter-
face, and it is this boundary condition which is released here.
We then have the following seven boundary conditions at the
local-solid interface:
[Et ] = 0, (67a)
[Bt ] = 0, (67b)
[P] = 0. (67c)
It is now tempting to define vacuum as a “material” in which κ
is zero and also the stiffness tensor C. However, this would be
the wrong picture of the vacuum-solid interface. Vacuum is
indeed a region nonaccessible for the electrons of the solid,
in the sense that these are bounded on its volume, we can
consider therefore that it is the same situation as before but
with the potential barrier found by the electrons in the solid
being infinite, then it is the case when κ → ∞ so we have to
impose the cancellation of the wave function at its boundary
and, equivalently, the cancellation of the polarization vector.
This is indeed the same boundary condition as Eq. (67c), since
in vacuum the polarization vector is zero and its continuity
implies the cancellation at the boundary.
This is equivalent to the mechanically rigid body, in which
we impose that the displacement of the surface be zero, so
P = 0, while we are able to apply a force on its surface, mean-
ing that σ will be different than zero there. Then, boundary
conditions will be
[Et ] = 0, (68a)
[Bt ] = 0, (68b)
P = 0. (68c)
The above boundary conditions are the ones used by
Pekar[31], using the argument that the excitonic wave func-
tions should be zero at a vacuum interface. In Sec. VIII, we
will numerically show the above boundary conditions as a
limiting case of κ → ∞, and we will show numerically the
transition from a nonlocal material to a local one.
The properties of plasmonic materials, when described by
means of the hydrodynamical model [32], implies only one
additional mode, the longitudinal one, thus it is not possible to
cancel the three polarization components, and only the normal
one is imposed. However, the justification of the third addi-
tional boundary condition is typically done by suggesting that
since no charge is leaving the surface, we need that the normal
component of the current and, therefore, of the polarization
vector, has to be zero there. However, this is a tricky argument,
since in the local description of metals with finite conductivity
the normal component of the electric current is different than
zero, and it does not mean that charges are leaving the surface,
it means that we have charges on the surface. This is what
happens indeed during the nonstationary regime of the charge
of a capacitor.
In this unified picture of spatial dispersion, these boundary
conditions arise in a more natural and general way, and we
can assume that the normal component of the polarization
is continuous in general and it cancels at the solid-bacuum
interface, because vacuum is a rigid body and then its surface
cannot be displaced.
C. Final remarks about generalized boundary conditions
It is the current view within the community working on
nonlocal effects that boundary conditions cannot be uniquely
established, mostly because they depend on the microscopic
properties of each material and interface. Although this is
certainly true for local materials, we propose to deal with the
“microscopic” dependence of boundary conditions by includ-
ing a few macroscopic quantities which help to establish the
type of boundary in each interface. This approach essentially
includes the strain tensor σ and deduces a local relationship
with the induced strain ∇P. With this simple hypothesis,
several response models are found. For instance, the different
boundary conditions discussed in Refs. [33] or [37] can be
derived by just changing the values of the stiffness tensor
C, local resonance ωR, plasma resonance ωP, and inertia ρM
on one side and the other of the interface; however, here
boundary conditions are derived within the framework of
the field equations, which is a more rigorous procedure. The
statement “boundary conditions depend on the microstructure
of the material” acquires a precise meaning in this context,
since, obviously, the different values and symmetries of these
parameters depend on the microstructure of the material. Lim-
iting situations, like perfect conductors, are perfectly defined
as particular situations where the boundary conditions are
different.
The present formulation renounces the design of the con-
stitutive parameters; it can be left behind to other domains
of physics, and within the framework of this theory we can
just study the physical properties of these materials assuming
at least the order of magnitude of these parameters, but also
imagine new phenomena and devices and guess which values
of these constants would be required. Obviously, this is not
the most general theory possible but, as we have found in the
literature, it is a big step in the domain of nanophotonics since
it unifies in just one model several materials widely studied.
The elastodynamic model is “closed” in the sense that we
do not need additional physical considerations to properly
define boundary conditions, while it is true that boundary
conditions when spatial dispersion is present requires the
knowledge of the microstructure of matter, it is also true that
phenomenological theories have been derived in all domains
of physics, where the different limiting values of the constitu-
tive parameters can define different materials and responses,
and this description seems a good step forward toward the
general understanding of spatial dispersion at the nanoscale.
V. SOLUTION IN ISOTROPIC MEDIA
Although our approach is general and can be applied to any
anisotropic material, we will illustrate the application of this
method with the isotropic case.
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Let us assume that the fields have time-harmonic depen-
dence of the form exp(−iωt ), in this case the constitutive
Eq. (64) defines a complex stiffness tensor which in isotropic
media has only two independent components, then we have
Ci jm − iωηi jm = αδi jδm + β(δimδ j + δ jmδi), (69)
where α and β are complex parameters of the form α = αR −
iωαI . The stress tensor is in this case given by
σi j = α∇ · Pδi j + β(∂iPj + ∂ jPi ), (70)
and the equation of motion for P becomes
(α + β )∇∇ · P + β∇2P − P = −ρMε0ω2PE, (71)
where we have defined the frequency-dependent  constant as
 = ρM (ω2R − ω2) − iγω, with κ = ρMω2R. The above equa-
tion is equivalent to
[(α + 2β )∇2 − ]∇ · P = −ρMε0ω2P∇ · E, (72)
[β∇2 − ]∇ × P = −ρMε0ω2P∇ × E, (73)
which in Fourier space gives
k · P = ρMε0ω
2
P
 + (α + 2β )k2 k · E, (74)
k × P = ρMε0ω
2
P
 + βk2 k × E, (75)






E − α + β
 + (α + 2β )k2 k · Ek
]
. (76)
If we divide the electric field in a polarization parallel (‖) and
perpendicular (⊥) to the wave vector,
E = E‖ + E⊥, (77)
it is clear that we get
P = ε0χ‖E‖ + ε0χ⊥E⊥ (78)
with
χ‖(ω, k) = ρMω
2
P
 + (α + 2β )k2 , (79)
χ⊥(ω, k) = ρMω
2
P
 + βk2 . (80)
The dispersion relations and polarizations supported by the
material can be found Fourier transforming Eqs. (60) and (59)
so we get
−k × k × E = k20E + k20/ε0P (81)
or
−k · Ek + k2E = k20E + k20/ε0P, (82)
from which we can solve for the longitudinal wave number
k2L = −ρM
ω2R + ω2P − ω2 − iγω
α + 2β , (83)














βk20 −  ±
√(
βk20 + 
)2 + 4ρMω2Pβk20)], (85)
which shows that for real β and , i.e., with no dissipation, the
squared wave number k2T is always real, but can be negative or
positive, therefore we will have either a propagating wave or
a nondissipative evanescent one.
In summary, we have a longitudinal wave with wave num-
ber kL and two transverse modes with wave numbers kT given
by the two solutions of Eq. (85). Taking into account that each
transverse mode is decomposed in two polarizations, we have
a total of five modes propagating through the bulk material in
each direction, as discussed before.
A. The quasilocal limit
It is interesting to see that, in the absence of dissipation, if
ω2R + ω2P − ω2 < 0, the longitudinal mode is propagative and
also the two transverse modes kT , since the product of the two
solutions of Eq. (85) is
k2T 1k
2
T 2 = −ρM
ω2R + ω2P − ω2
β
. (86)
However, if ω2R + ω2P − ω2 > 0, only one of the transverse
modes is propagative, and the longitudinal mode is also
evanescent. We therefore have only two propagative modes
and three evanescent ones. This is the situation that will be
analyzed in this paper, since in terms of propagative modes the
number of solutions is the same as in local materials, however,
the role of the evanescent modes is to keep the continuity of
the fields at the interface. Also, this situation will allow us to
recover the local limit, as will be seen later, therefore we call
this limit the quasilocal limit.
Then, in the limit k20β → 0, that is, the low frequency



















which gives two physically different solutions, the propagat-
ing one (taking the plus sign in the ± term), and hereafter
labeled a1,
k2a1 ≈ (1 + χE )k20 , (88)













ω2R − ω2 − iρ−1M γ ω
. (90)






Therefore, in this limit, the propagative solution is identical
to that in a dielectric material with dielectric constant 1 + χE ,
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and evanescent modes will quickly be excited up to a distance
0 from the surface.
The case of conductors is slightly different. A Drude metal
is found in the limit of ωR → 0, with γ = 0, in the quasilocal









k20 < 0, (92)






so even below the plasma frequency this model predicts the
existence of a propagating mode at the speed of the electronic
shear wave c2S = β/ρM . This velocity can be estimated in the
following way: Since β if of the order of the elastic constants
of a solid, while ρM is about 2000 times smaller than its mass
density (the ratio between the proton and electron mass), we
can estimate the speed of this wave being about 40 times faster
than the speed of sound in solids. This additional mode will
have a very short wavelength, so it will also be very quickly
attenuated.
Indeed, if we consider the dissipation factor γ , we recover
from χE the conductivity predicted by Drude model
σ = σ0
1 − iωτ , (94)
with σ0 = ρ2e τ/ρM and τ = ρM/γ , as expected, while for the















so the length 0 is now approximately given by the distance
covered by the electrons traveling at the speed cS , i.e., the
shear speed of the ensemble. It will clearly be a short distance,
and the local limit will be recovered, in this case taking the
limit of this distance to zero, with the boundary conditions
derived before, as will be demonstrated later on.
B. The characteristic length 0
The term nonlocal has been used throughout this paper,
paying special attention to the consequences in terms of wave
propagation and the number of modes to match. Although this
analysis is the relevant one in terms of the solution of bound-
ary value problems, the analysis of the constitutive equations
in real space is also interesting, since it will help us to better
understand the physical interpretation of the stiffness tensor
C. We will limit our discussion to the isotropic case and
neglecting the longitudinal response, but a deeper analysis can
be found in Ref. [45].
For simplicity, we will assume that α = 0, so Eqs. (74)





 + βk2 E ≡ ε0χNL(k, ω)E, (97)
which in real space relates the polarization and the electric
field as
P(r, ω) = ε0
∫∫∫
χNL(r − r′, ω)E(r′, ω)dV, (98)
where the nonlocal susceptibility is
χNL(r, ω) = ρMω2P
∫∫∫
eik·r
 + βk2 dVk, (99)












 + βk2 dk. (100)
Therefore, the polarization at a given point r is a linear com-
bination of the electric field through all the space weighted
by the nonlocal susceptibility χE (r, ω). For both  and β real
and positive (the quasidielectric limit), we have [see Ref. [46],


















where we have defined the characteristic length 0 as
20 = β/. (102)
The meaning of parameter 0 is therefore clear in this limit:
A region of radius 0 has to be taken into account to compute
the polarization P, since outside this region the susceptibility
χNL is negligible.
Once defined the characteristic length 0, the effects of
spatial dispersion will be more or less important depending on
the wavelength of the field. As will be seen later, when λ  0
the influence region is averaged and the behavior of the fields
is similar to that of a local material, while when λ ≈ 0 the
effects of spatial dispersion are more relevant and cannot be
ignored.
The above discussion is valid only in the quasilocal limit,
that is, when all the additional modes are evanescent and we
still have only one propagative solution. When either  and β
are complex, the residue theorem has to be applied to evaluate
Eq. (100), and we find that the exponential decay rate depends
on the absolute value of the real part of
√
/β. Then, let us
assume for instance that β is real, and  = ρM (ω2R − ω2) −















The above result shows that as long as ω2R − ω2 > 0, the
characteristic length is of the order of 0, as before, how-
ever, when ω2R − ω2 < 0 the imaginary and real parts are
exchanged, and the characteristic length becomes proportional
to 1/δ, which can be very high, depending on the value
of this parameter. The same effect applies as well when β
has both real and imaginary parts, but not when it is purely
imaginary. A deeper analysis of this complex situation is
beyond the scope of the present paper, which is only to under-
stand how the effects of spatial dispersion affects boundary
conditions, therefore in the numerical calculations we will
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consider only the quasidielectric limit, in which the charac-
teristic length is small and we can compare results with the
local limit.
VI. SPILL OUT OF ELECTRONS
In Sec. IV B, the boundary conditions for a vacuum-solid
interface were discussed and vacuum was defined as a re-
gion nonaccessible for electrons, since the potential barrier
between the solid and vacuum is assumed to be infinite. It
can happen, however, that for some materials (insulators or
conductors) this potential barrier can be finite, which allows
the spill out of electrons from the solid to vacuum, as has been
recently observed experimentally and discussed theoretically
[9]. The spill out of electrons to vacuum can also be consid-
ered within the present model by means of two approaches,
which will be discussed in the following two subsections.
First, we will consider the situation where a small number of
electrons leave the solid and then populate vacuum with a not
necessarily uniform electron density n0. Later we will discuss
the solution by means of the density-functional theory (DFT),
showing, however, that a more advanced approach is required
in this case whose detailed solution is beyond the scope of the
present paper.
A. Homogeneous electron density
Let us assume that some electrons leave the solid and
they jump into vacuum, so now vacuum is a medium with
some electron density n0, which can be modelled as a per-
fect conductor, so in Eqs. (83) and (85) we set γ = 0 and
ωR = 0. Additionally, if we assume that the number of elec-
trons populating vacuum is small, we can also assume that




α + 2β ω
2, (104)
while the two transverse modes will be, from Eq. (92),
ka1 = k0, (105)





Therefore, for this low-populated vacuum, we see that the
electromagnetic field has likewise five modes, which corre-
spond to the two transverse modes with wave number k0 and,
consequently, zero polarization, plus the three polarizations
resulting from the solution of the elastodynamic Eq. (71),
which are the two transverse modes plus the longitudinal one.
We can interpret this low-populated medium as one in which
the electromagnetic field is not really disturbed, so it propa-
gates as in vacuum, however, the electrons are disturbed and
they oscillate as a solid. There is obviously an electromagnetic
field created by this polarization but it travels at a very small
velocity.
B. Inhomogeneous electron density
The approach proposed in the previous section can be
useful and accurate in the case of small gaps between solid
layers, and it obviously requires an estimation of the density
of electrons n0 who have left the solids and are now at equi-
librium in the gap. However, the electron density for a finite
potential barrier will not be in general a continuous function,
since the electron could have some complex spatial depen-
dence n0 = n0(r). If the equilibrium electron density n0(r) is
previously known, we can model the interaction by solving
the field equations with the corresponding position-dependent
parameters. Then, we know that for the free electron gas the
α and β parameters correspond to the Lamé constants and are
given by [see Eq. (39)]
α(r) = β(r) = P (r), (107)
where the quantum pressure P (r) can be computed us-
ing Eq. (21) once the inhomogeneous equilibrium energy
E (n0(r)) is known.
Boundary conditions remains the same but since the den-
sity of electrons n0(r) is a continuous function, we do not need
to solve a boundary value problem, which somehow solves the
problem of additional boundary conditions although closed-
form expressions for the scattering or transmission of waves
are unlikely.
C. Density and current functional theory
In recent works, the above approach has been refined by
means of the DFT, in which the density of electrons n0(r) is
set as a new field variable and solved simultaneously with the
field equations [47–49]. However, the DFT has been mainly
developed for a scalar external potential, and the inclusion of
the vector potential A in the interaction, which implies the
definition of a current density functional theory (CDFT) is
not as well developed as the DFT. It is easy to see then that,
considering only the DFT, the movement of the electrons are
assumed to be a gas or a fluid, so only they hydrodynamical
model is suitable for this description. We see as well how
within the framework of the DFT the hydrodynamical model
can also be refined: We need the current as a functional as
well . In Ref. [50], Ciracì applies CDFT to complement the
hydrodynamical model and he uses a viscoelastic tensor to
complement the equation of motion, using the expression
derived in Ref. [41] but without adding the nonviscous term
derived in this paper. We believe that the approach by Ciracì
plus the elasticity tensor derived in this paper could represent
a more accurate description than that derived within the frame
work of the hydrodynamic model.
We can understand how the elastodynamic description
could refine the application of DFT to plasmonics in the
following way . Let us assume that the ensemble of electrons
moves as a fluid material. Let us assume that, in equilibrium,
some of the electrons can spill out from the solids to vacuum,
and finally we have an equilibrium energy density E (n0(r)) as
well as an equilibrium electron density n0(r), both inhomoge-
neous. If we assume that the energy E is a functional solely
of the density n0(r), any deviation from the equilibrium of the
system will result in a restoring force due to the gradient of a
pressure field P (r), derived from Eq. (21), thus the equation




= ρ2e E − ρe∇P (r). (108)
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However, a more general functional of the energy might
imply that the energy be a function not only of the equilibrium
density n0(r) but also of the equilibrium current J0(r) and,
consequently, the response of the ensemble to any deforma-
tion will be a restoring force due to the divergence of a stress





= ρ2e E + ρe∇ · σ (r). (109)
Therefore, the only difference between the “classical”
hydrodynamic formulation and the use of the DFT in the
calculations is the equation of state relating the pressure field
and the density n0(r); similarly, if we employ a Hook-like
law for the stress σi j above, we recover the elastodynamic
formulation, while if we use the CDFT to obtain the stress
from Eq. (25), we solve the full quantum-mechanical problem
without the need of additional boundary conditions, since the
only part missing is Maxwell equations and then the problem
is self-contained.
If we exclude those effects related to microscopic details
of the surface, we consider that the assumption of bounded
domains with well-defined homogeneous electron densities
describes the underlying physics of nonlocal materials. More
microscopical techniques are obviously required in some ex-
treme situations.
VII. FURTHER COMPARISON WITH THE
HYDRODYNAMIC MODEL
The theory we have presented in this paper can be ap-
plied to any solid (or fluid) material, since the interaction
between electrons has been considered as well and it is a
matter of obtaining the right constitutive parameters (with
their corresponding symmetries) to properly model the optical
response at the nanoscale. Nonlocal effects for plasmonic
materials, where electrons are assumed to move freely through
the conduction bands, have been studied mainly within the
framework of the hydrodynamic model. The present model
refines the hydrodynamic model, since it includes the shear
modulus of the electron gas and not only the bulk modulus.
The theoretical consequences of this refinement are summa-
rized in this section and some numerical examples are given
in Sec. VIII, which will serve as well as a guide for future
experimental demonstrations to determine wether this refine-
ment is required or not.
A. Shear modulus
As stated in Sec. III, the hydrodynamic model assumes that
only an additional longitudinal mode exists and the equation
of motion for the induced current is that of acoustics, with
a bulk modulus B defined by means of Eq. (22), while the
present approach shows that for the free electron gas we have
both a bulk modulus B and a shear modulus μS , i.e., the
equation of motion for the induced current in the free electron
gas is that of elastodynamics, where the shear modulus is
given by Eq. (41), which shows that the relationship between
the shear and bulk modulus is
μS = 35 B (110)
and, consequently, they are of the same order of magnitude
and we should not neglect shear waves in this description. It is
remarkable that we have derived Eq. (41) from a perturbation
of the electronic wave function while in Ref. [41] the au-
thors derived the same expressions using Boltzman’s transport
equation, which reinforces the accuracy of this result.
B. Longitudinal and transverse dielectric functions
Another remarkable argument in favor of the existence of
this shear modulus is that, if taken into account, we obtain
both a nonlocal longitudinal and transverse susceptibilities,
as defined by Eqs. (79) and (80), while if we ignore the
shear modulus, the perpendicular susceptibility becomes local
and we have a nonlocal response only in the longitudinal
component. However, this contradicts the result obtained with
quantum mechanics using perturbation theory for the free
electron gas, since it is shown there that the response function
contains both longitudinal and transverse components [51].
C. Nonlocal response of S-polarized waves
Finally, the most interesting difference arising after in-
cluding or not the shear modulus in the free electron gas is
the fact that, according to the hydrodynamic description, the
interaction of electromagnetic waves at any interface where
the electric field is parallel to the surface (i.e., normal in-
cidence in a plane or S polarization in a plane or cylinder)
will be indistinguishable from a local response. A nonlocal
response in these situations can only be modeled (as will be
shown in next section) if the shear modulus is included in the
equation of motion. The nonlocal response of a material is
due to the movement of electrons after the electromagnetic
field has excited them; there is no obvious physical reason for
which this response had to be local or nonlocal depending on
the polarization of the field if the material is isotropic, and
nonlocality is not only a surface effect, it is a bulk property
that should not depend on the orientation of the field at the
interface under consideration.
In the following section, we will show numerical results
which will help us to understand when this difference with
the hydrodynamic description is relevant or not, and it might
be a guide for future considerations in the application of each
description.
VIII. NUMERICAL EXAMPLES: PLANAR INTERFACE
In the previous sections, we have seen that the presence of
shear forces in the movement of electrons as a continuum are
found when considering both full quantum mechanical equa-
tions and the kinetic theory, which additionally are consistent
with our elastodynamic approach. In this section, we will
focus then on the nonlocal effects that the hydrodynamical
cannot predict, i.e., those nonlocal effects related with the
shear forces excited in the movement of electrons.
We will consider the planar interface between two solids,
labeled a and b, to analyze the consistency of the boundary
conditions derived previously, as well as the conditions in
which we recover the local limit. We will assume that material
a is at the left-hand side of the interface and material b is at
the right-hand side, as shown in Fig. 1.
Let us assume that we are in the quasidielectric limit, in
which one transverse wave number is propagative and the
other transverse wave number is evanescent, as well as the
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FIG. 1. Schematic diagram of the interface problem discussed in
the text.
longitudinal one. It is convenient now to derive the rela-
tionship between the different fields involved in boundary
conditions and the electric field. Thus, after performing the
substitution ∇ → ikt + ∂n, from Eq. (59), we have that the
transverse magnetic field is given by
iωBt = n × ∂nEt + ikt × nEn, (111)
while the polarization vector is given by
k20
ε0
P = (k2 − k20)E + (n∂n + ikt )(ikt · Et + ∂nEn). (112)
The i j element of the stress tensor σ in an isotropic ma-
terial is given in by Eq. (70), so the normal and transverse
components, which are to be continuous, are
σnn = (α + 2β )∂nPn + iαkt · P, (113)
σnt = β∂nPt + iβkt Pn. (114)
In the next subsection, we will analyze the behavior of these
fields at normal incidence, and later on we will derive the
general reflection coefficients at the interface between vacuum
and a solid material considering oblique incidence.
A. Normal incidence
Let us assume that a propagating transverse wave is ex-
cited in material a and propagates along the x axis, so n = x̂.
Without loss of generality, we will assume that the interface
is placed at x = 0 and that the field is polarized along the
z direction. If the excited mode has wave vector k = ka1x̂,
after reflection two additional modes are excited in material a,
corresponding to the two solutions of the dispersion Eq. (85).
Since there are no normal components of the fields, there is no
excitation of the longitudinal mode, whose discussion is left
for the next subsection. Then we have, for x < 0,
Ez = eika1x + R1e−ika1x + R2e−ika2x. (115)
The transverse component of the magnetic field is
ωBy = ka1(eika1x − R1e−ika1x ) − ka2R2e−ika2x ), (116)









) + (k2a2 − k20)R2e−ika2x.
(117)
The normal component of the stress tensor σ is zero, and














For x > 0, we have two modes excited as well, thus
Ez = T1eikb1x + T2eikb2x, (119)























In summary, we will need to determine the value of four
coefficients, and we have indeed four equations for this ge-
ometry, the continuity of Ez, By, Pz, and σzx, then the solution
for the coefficients can be found after inversion of the system:
⎛
⎜⎜⎜⎜⎝
−1 −1 1 1
ka1 ka2 kb1 kb2







































The above equations show that the interface problem is
well defined once we have defined the two transverse wave
numbers (at normal incidence there is no excitation of the
longitudinal mode) and the β coefficient. We will see now how
the above equations, derived using Eq. (66), can degenerate in
Eq. (67) as the limit of low characteristic length 0.
Figure 2 shows the polarization P(x) (upper panel) and the
stress tensor σxz as a function of x along an interface between
two solid materials. Material a is chosen soβa = 3, k2a1 = (1 +
χEa)k20 and k
2
a2 = −1/2a, with χEa = 2 and a = λ/10. Simi-
larly, material b is selected as βb = 1, k2b1 = (1 + χEb)k20 and
k2b2 = −1/2b, with χEb = 3 and b = λ/10, λ/50 and λ/100.
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FIG. 2. Polarization vector (upper panel) and stress field (lower
panel) as a function of x near an interface solid-solid for several
values of the characteristic length b of material b. We see how in
the transition b → 0 material b becomes a local material and the
stress tensor presents a discontinuity, as predicted by the theory (see
text for further details).
We see that both solids are nonlocal but we have analyzed
the evolution of material b toward a local material, showing
therefore that in this transition the polarization vector remains
continuous while the stress tensor presents a discontinuity, as
required by boundary conditions Eq. (67).
Figure 3 shows the same situation as before but now we set
χEb equal to 0, so in the limit of b → 0 material a converges
towards vacuum. We see that, as expected for vacuum, both
the polarization and the stress fields cancels, however, the
polarization remains continuous (zero) at the interface while
the stress presents a discontinuity. Once more, this agrees with
boundary conditions Eq. (68).
Figure 4 shows the same situation but now we set
χEb = −100, which corresponds to a metallic material. The
meaning of the characteristic length b is similar, as shown in
Eq. (96), but now we add the contribution of the short wave to
kb2, so we have kb2 = kS + i/b, with kS = 10k0 and b having
the same range as before.
Finally, Fig. 5 shows the behavior of the polarization vector
at a vacuum-solid interface, when the solid has a dielec-
tric (upper panel) or a conductor (lower panel) character,
with parameters βb = 2, χEb = ±3, with the +(−) sign cor-
responding to the dielectric (conductor). For the conductor
case, we also set kS = 10k0 and results are shown for b =
λ/10, λ/25, λ/50, and λ/100. Boundary conditions imply the
cancellation of the polarization at the interface, but we see
how, as the characteristic length becomes smaller, we recover
the local behavior for both types of materials, and the polar-
ization presents a step discontinuity for the dielectric while
it is concentrated at the surface for the conductor. It has to












FIG. 3. Same system as described in Fig. 2 but now material
b converges toward vacuum.
be pointed out that, within the hydrodynamic description, the
behavior of the conductor could not be described in this way,
since at normal incidence it is identical to a local metal.
The presented approach is clearly consistent in the limiting
situations, in which we recover the “traditional” boundary
conditions as a progressive limiting situation, something that
is not given in other approaches, which just define a set of













FIG. 4. Same situation as in Fig. 2 but now material b is a metal
with χEb = −100 and kb2 = kS + i/b.
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FIG. 5. Polarization vector in a vacuum-solid interface when
the solid is a nonlocal dielectric (upper panel) or conductor (lower
panel). We see how, although the polarization cancels at the surface,
as we reduce the characteristic length the polarization tends toward a
step discontinuity in the case of the nonlocal dielectric and to concen-
trate all the current at the surface for the conductor, as predicted by
local electrodynamics but also in agreement with the present theory.
boundary conditions but do not specify when these are valid
or not.
B. Oblique incidence
In the previous subsection, we considered the different
interfaces at normal incidence, and this analysis allowed us
to study the behavior of the fields when the material’s discon-
tinuities appear. In most of the real problems, the fields do not
incide normally at a surface, as, for example, in cylindrical
or spherical objects, therefore the analysis of the behavior of
the fields when a given angle θ0 is formed with the normal to
the surface will help us to understand the influence of spatial
dispersion in more general problems. As will be seen below,
the main difference is that the longitudinal mode is excited
when a normal component of the electric field appears at the
interface. This longitudinal mode will be required to satisfy
the continuity of the fields and it will play a similar role as the
evanescent mode studied before.
For an isotropic material, the possible solutions of the
electromagnetic field can be decomposed in one longitudinal
(L) and two transverse (T ) modes, and each of the transverse
modes has two components, which we define as the S1, S2 and
P1, P2 polarizations.
Since the component of the wave vector parallel to the
interface is a conserved quantity and, consequently, iden-
tical to all the polarizations, we define the wave vector
as
k±iσ = ±qiσ n + kt , (124)
where the index i indicates in which material the wave prop-
agates (i = a, b in our case) and σ = L, S1, S2, P1, P2. The
vector kt is the component of the wave vector parallel to the
surface, therefore the component of the wave vector normal to
the surface is given by
qiσ =
√
k2iσ − |kt |2, (125)
with kiσ = |k±iσ | being kL for σ = L and kT for the different
transverse modes, i.e., the solutions of Eqs. (83) and (85).
The unit vectors parallel to these polarizations are given by
uL = kL|kL| , (126)
uS = n × kT|kT | , (127)
uP = uS × kT|kT | , (128)
and the following relationships are found:
kL × uL = 0. (129)
kT × uS = kT uP, (130)
kT × uP = −kT uS. (131)
It has to be pointed out that the uS and uP are orthogonal
for the same root of Eq. (85) but not for different roots. Also,
uL is not in general orthogonal to these vectors.
We assume that material a is vacuum and that the incident






iqaσ neikt ·ru+σ , (132)





−iqaσ neikt ·ru−σ . (133)
Material b is a nonlocal solid, therefore we will have two
solutions for each of the S and P polarizations plus the longi-
tudinal mode L, therefore the transmitted electric field will be
ET =
∑
σ=S j ,Pj ,L
Cσ e
iqbσ neikt ·ru+σ , (134)
where σ = S1, S2, P1, P2, and L. Related with each component










−iqaσ neikt ·rk−aσ × u−σ , (136)
ωBT =
∑
σ=S j ,Pj ,L
Cσ e
iqbσ neikt ·rk+bσ × u+σ , (137)
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+ CLeiqbσ neikt ·ru+L . (138)
The inputs of the system are the coefficients of the in-
cident electric field AS and AP, and we have to obtain the
two reflected amplitudes BS and BP and the five transmitted
amplitudes CS1,CS2,CP1,CP2, and CL. We need, therefore, as
discussed in Sec. IV A, seven equations, which correspond to
the seven boundary conditions Eqs. (68a) and (68b).
It is easy to see that the S polarization uncouples from the
P and L, which in turn means that the incident AS field excites
only the BS reflected field and the CS1 and CS2 transmitted






while the continuity of the transverse components of the elec-
tric and magnetic fields gives
AS + BS = CS1 + CS2 , (140)






from which we can obtain the reflection coefficient of the S
mode RS = BS/AS as
1 − RS





) − qb2/qb1(k2b1 − k20)
k2b2 − k2b1
. (142)
We can proceed similarly to obtain the reflection coeffi-




n + qb j
k2b j
kt , (143)













AP + BP = CP1 + CP2 , (145)
while the cancellation of the polarization vector gives
qbL
KL









































From the above two equations, we can obtain the relation-




qbLqb1 + |kt |2
qbLqb2 + |kt |2
k20 − k2b1
k20 − k2b2
CP1 ≡ χPCP1 , (148)
CL = kL qb2 − qb1








CP1 ≡ χLCP1 , (149)
so, finally, we obtain the RP coefficient as
1 − RP
1 + RP =
k20
qa0
qb1/k2b1 + qb2/k2b2χP + 1/kLχL
1 + χP . (150)
At the interface between vacuum and a local dielectric
material, the normal component of the electric field is not
continuous and a bounded surface charge exists. This is due
to the discontinuity of the polarizability of the material which
induces a discontinuity in the polarization vector and, from
the continuity equation,
ρ = −∇ · P = −ik · P − ∂nPn ∼ δ(n), (151)
where δ(n) is the Dirac delta function. This discontinuity
implies that it is actually the normal component of dielectric
displacement D = (1 + χ )E the quantity continuous through
the interface. In the elastodynamic description, however, due
to the continuity of the polarization vector P, there are no
bounded surface charges; consequently, the normal compo-
nent of the electric field is also continuous at an interface.
It is interesting to remark, as was explained before, that the
shear modulus in the elastodynamic description is the quantity
responsible of the nonlocal response of the material at normal
incidence or at oblique but with the S polarization. If we
ignore this term, as it is the case in the hydrodynamic model,
the nonlocal response is not observed and the material is indis-
tinguishable from a local one. This suggests that if the length
scales of our system are similar to  and we want to properly
describe the spatial distribution of the fields, we should use
the elastodynamic description to obtain more accurate results.
IX. SUMMARY
In summary, a self-consistent theory for the interaction
of the classical electromagnetic field and matter has been
presented. The theory, developed within the framework of
elastodynamics, is based on a polarization vector whose equa-
tion of motion is identical to that of the elastodynamic field,
and a set of boundary conditions arise in a natural way
whose number is consistent with the number of electrody-
namic modes. Elementary considerations about the limiting
value of the parameters of the model allow us to define
vacuum, local dielectrics, real conductors, and hydrodynamic
plasmas, recovering in each situation the boundary conditions
employed in the literature. This description, however, includes
the possibility of more advanced interfaces, composites, and
symmetries, since a full anisotropic description has been con-
sidered.
This approach contains as well the basis for the consid-
eration of more advanced phenomena, like the spill out of
electrons across interfaces. We have proposed two methods
to work on this issue, by considering vacuum a low-density
material with some homogeneous or inhomogeneous electron
density and by developing a properly defined density or cur-
rent functional theories. Both approaches fits perfectly well
within the present description, although further development
of these is required.
Therefore, the theory presented here can be a starting point
for any model of matter at the nanoscale, where the effects
of spatial dispersion and continuity of the microscopic fields
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can be more relevant, and more refined models of matter are
required.
This unified theory for the description of the interaction
of light and matter at the nanoscale will doubtless pro-
vide a generalized description of nanophotonic structures
which will be fundamental for either the characterization of
nanomaterials or the accurate design of new nanophotonic
devices.
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