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COUNTING SETS WITH SMALL SUMSET AND APPLICATIONS
BEN GREEN AND ROBERT MORRIS
Abstract. We study the number of k-element sets A ⊂ {1, . . . , N} with |A+A| 6 K|A| for
some (fixed) K > 0. Improving results of the first author and of Alon, Balogh, Samotij and
the second author, we determine this number up to a factor of 2o(k)No(1) for most N and k.
As a consequence of this and a further new result concerning the number of sets A ⊂ Z/NZ
with |A+A| 6 c|A|2, we deduce that the random Cayley graph on Z/NZ with edge density 12
has no clique or independent set of size greater than
(
2 + o(1)
)
log2N , asymptotically the
same as for the Erdo˝s-Re´nyi random graph. This improves a result of the first author from
2003 in which a bound of 160 log2N was obtained. As a second application, we show that if
the elements of A ⊂ N are chosen at random, each with probability 1/2, then the probability
that A+A misses exactly k elements of N is equal to
(
2 + o(1)
)−k/2
as k→∞.
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2 BEN GREEN AND ROBERT MORRIS
1. Introduction
One of the fundamental results in additive combinatorics is the theorem of Freiman [6],
which states that every finite set of integers with bounded doubling (that is, with |A+A| 6
K|A| for some fixed K) is contained in a generalized arithmetic progression of bounded
dimension and size ≪ |A|. Despite the importance of this theorem, very little attention has
been paid to the closely-related question of the typical structure of such a set. Motivated
by the applications of this problem in [1] and [10], we determine the number of k-subsets
of {1, . . . , N} with |A+ A| 6 K|A| up to a factor of 2o(k)No(1) for most values of N and k.
This result significantly improves bounds obtained in [1, 10], and confirms (a special case
of) a conjecture of Alon, Balogh, Samotij and the second author [1]. As an application, we
improve a result of the first author [10], by showing that a random Cayley graph is essentially
as good a Ramsey graph as the Erdo˝s-Re´nyi random graph G(n, 1
2
).
Given an abelian group Γ and a set A ⊂ Γ, the sumset A+A and restricted sumset A +ˆA
of A are defined as follows:
A + A :=
{
a+ b : a, b ∈ A} and A +ˆA := {a+ b : a, b ∈ A, a 6= b}.
Freiman’s theorem (and subsequent quantitative improvements of it) gives, in some sense,
a complete description of sets A ⊂ Z with |A + A| 6 K|A|. Any such set is a subset of a
generalised progression
P = {ℓ1x1 + · · ·+ ℓdxd : 0 6 ℓi < Li}
with d 6 C1(K) and L1 · · ·Ld 6 C2(K)|A|. The best known bounds for C1(K) and C2(K)
are of shape C1(K) ∼ KO(1) and C2 ∼ exp(KO(1)), and furthermore simple examples show
that these bounds cannot be improved other than by refining the O(1) terms. See [18] for a
comprehensive discussion. “Typically”, a set A of the form just described will have doubling
constant something like 2C1(K)C2(K), that is to say exponential in K. That is, a fair amount
of information is lost in applying Freiman’s theorem.
To accurately count sets with doubling at most K, then, one must go beyond Freiman’s
theorem. In this paper, we succeed in doing this in certain ranges. Our main result is the
following.
Theorem 1.1. Fix δ > 0 and K > 0. Then the following hold for all integers k > k0(δ,K).
(i) For any N ∈ N there are at most
2δk
(
1
2
Kk
k
)
N ⌊K+δ⌋
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sets A ⊂ [N ] with |A| = k and |A+ A| 6 K|A|.
(ii) If N is prime there are at most
2δk
(
1
2
Kk
k
)
N ⌊K+δ⌋
sets A ⊂ Z/NZ with |A| = k and |A+ A| 6 K|A|, provided that Kk 6 (1− δ)N .
Corresponding bounds hold in either case if the sumset is replaced by the restricted sumset.
Two key examples show that both of the main terms
( 1
2
Kk
k
)
and NK in (i) are more-or-less
necessary.
Example 1. If P is an arithmetic progression of length Kk/2 then any set A ⊂ P of size k
will have |A + A| 6 |P + P | < Kk, and thus will have doubling less than K. For any fixed
progression P there are
( 1
2
Kk
k
)
such sets.
Example 2. Let A consist of an arithmetic progression P of length k − K + 2 and
x1, . . . , xK−2 are distinct elements, disjoint from P . There are almost N
K such sets (∼ N2
choices for P and then ≈ N choices for each xi). Furthermore
A + A = (P + P ) ∪
K−2⋃
i=1
(xi + P ) ∪
⋃
i,j
{xi + xj},
and so
|A+ A| 6 2|P |+ (K − 2)|P |+ 1
2
(K − 2)(K − 1) < K(|P |+K − 2) = K|A|,
and hence A has doubling less than K.
In the light of these examples, we see that Theorem 1.1 (i) is sharp when k/ logN → ∞
(in which case the contribution from Example 1 dominates) and when k/ logN → 0 (in
which case Example 2 dominates). In the intermediate range k ∼ logN our result is not
sharp. If k = α logN then presumably there are Nf(α,K)+o(1) sets A ⊂ [N ] with |A| = k and
|A + A| 6 K|A| for some function f(α,K), but our results do not give this. We leave the
exploration of this range as an open question.
Note also that some condition such as Kk 6 (1 − δ)N is necessary in part (ii) of Theo-
rem 1.1. Indeed, if k = N
K
then, since we always have A + A ⊂ Z/NZ, the bound in (ii)
would have to be modified to the much larger quantity
(
N
k
)
=
(
Kk
k
)
. It is also critical in this
part that N be prime. For example, if N is even then Z/NZ will have about
(
2k
k
)
subsets A
with |A| = k = 1
4
N and |A+A| 6 2k, namely all k-element subsets of the index 2 subgroup
of Z/NZ.
4 BEN GREEN AND ROBERT MORRIS
We will apply Theorem 1.1 to the study of random Cayley graphs. Let Γ be a finite
abelian group of size N , and select a set A ⊂ Γ at random by choosing each x ∈ Γ to lie in A
independently and at random with probability 1
2
. The Cayley sum graph GA on vertex set Γ
is obtained by joining x to y if and only if x+ y ∈ A. Such graphs are commonly considered
as possible examples of highly-pseudorandom graphs. A frequently-considered example is
the Paley sum graph in which N is prime and A consists of the quadratic residues modulo
N . To say that a graph is pseudorandom implies that it shares characteristics with the truly
random Erdo˝s–Re´nyi graph G(n, 1
2
). One statistic one might look at is the clique number,
which is (2 + o(1)) log2N for the Erdo˝s–Re´nyi graph. It is suspected that the Paley sum
graph has clique number O(log1+o(1)N), but no bound better than O(
√
N) has been proven
or seems likely to be at any time soon. (Note, however, that by a result of Graham and
Ringrose [8] the clique number of the Paley sum graph is not always O(logN); see [10] for
further remarks on this point.)
If one is content with existence proofs, rather than explicit constructions such as the Paley
sum graph, it is possible to do much better. Our second result improves a theorem of the
first author [10], and shows that there exist Cayley sum graphs whose clique size essentially
matches that of the Erdo˝s–Re´nyi graph.
Theorem 1.2. For every ε > 0, the following holds for all sufficiently large primes N . If
A ⊂ Z/NZ is chosen uniformly at random then, with probability 1− o(1), the Cayley graph
GA has no clique of size greater than (2 + ε) log2N .
In [10, Theorem 7] a similar result was obtained, but with 160 replacing 2 + ε. Our
argument builds on the argument there, but requires Theorem 1.1 as well as some other
innovations of a rather different nature (see Section 5). Since Cayley graphs are regular,
our argument shows that there are regular graphs attaining (essentially) the Erdo˝s–Re´nyi
bound. Unsurprisingly this is a known result: see [15].
A second application of Theorem 1.1 is the following result, which seems quite natural to
us but does not appear to have been established before. Here N = {1, 2, 3, . . .}.
Theorem 1.3. Let A ⊂ N be chosen by selecting each positive integer to lie in A with
probability 1
2
, these choices being made independently. Then the probability that A+A omits
exactly s elements of N is equal to (2 + o(1))−s/2 as s→∞.
A similar result could be stated in which elements of A are chosen with probability p, but
we do not do so here.
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Prior work. Let us conclude this introduction by stating more precisely the results
of [1, 10], mentioned earlier, which motivated the research described in this paper. The
following conjecture was made in [1].
Conjecture 1.4 (Alon, Balogh, Morris and Samotij). For every δ > 0, there exists C > 0
such that the following holds. If k > C logN and if K 6 k/C, then there are at most
2δk
(
1
2
Kk
k
)
sets A ⊂ [N ] with |A| = k and |A+ A| 6 K|A|.
It is easy to see that Theorem 1.1 establishes this when K = O(1). In [1, Theorem 1.3]
the authors obtained bounds which are worse by a factor of roughly (4/3)k, but which hold
uniformly for every K = o(k). The bound of [10, Proposition 23] (if adapted to subsets
of {1, . . . , N} instead of Z/NZ, which avoids the loss of a factor of 2 from a certain lifting
argument) is still weaker (by a factor of (3/2)k); however, unlike either [1] or the present
paper, the arguments there give non-trivial bounds on the number of sets A ⊂ [N ] with
|A| = k and |A+ A| 6 m for arbitrary N , m and k.
The rest of the paper is structured as follows. In Section 2 we state our main technical
theorem, a decomposition of A into random-like intervals, and the regularity and counting
lemmas which imply it. In Section 3 we use this theorem, together with various basic facts
about Freiman dimension and the group Z/NZ, to deduce Theorem 1.1. In Section 4 we
deduce Theorem 1.3 from Theorem 1.1, and in Section 5 we use the isoperimetric inequality
on Zd to bound the number of sets with sumset of size c|A|2. Finally, in Section 6, we put
the pieces together and deduce Theorem 1.2. The paper is concluded with an appendix in
which we prove the regularity and counting lemmas.
2. A structural decomposition of subsets of Z/pZ
In this section we introduce our main tool in the proof of Theorem 1.1. It is based on a
regularity lemma, essentially due to Ruzsa [12] and the first author, which (roughly) states
that every set A ⊂ Z/pZ has a “granular” structure: after dilating A, we may partition
Z/pZ into intervals of length L→∞ such that, in a certain sense, A behaves like a random
set on each block. In particular, writing A∗i for the intersection of the dilated set A
∗ with
the ith interval of length p/q,
Ii(q) =
{
x ∈ Z/pZ : x/p ∈ [i/q, (i+ 1)/q]},
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we shall be able to show that, for almost all pairs (i, j) ∈ [q]2, either one of A∗i and A∗j is
very small, or A∗i + A
∗
j is very large.
Theorem 2.1. For every ε > 0, there exists δ = δ(ε) > 0 such that the following is true.
Let p > p0(ε) be a sufficiently large prime and let A ⊂ Z/pZ be a set. There is a dilate
A∗ = λA of A and a prime q, 1
ε10
6 q 6 p1−δ, such that the following holds. If
A∗i := A
∗ ∩ Ii(q) (2.1)
for each i ∈ [q] then, for at least (1− ε)q2 of the pairs (i, j) ∈ [q]2,
min
(|A∗i |, |A∗j |) 6 εp/q or ∣∣A∗i + A∗j ∣∣ > (2− ε)p/q.
Theorem 2.1 follows easily from a certain regularity lemma and associated counting lemma.
We state these more general results now. They are of similar strength to [12, Proposition 3],
but are formulated and proved slightly differently. We give the proof in the appendix.
A regularity lemma. Our main technical tool is a variant of the celebrated regularity
lemma of Szemere´di, which is a result about graphs, for subsets of Z/pZ. It is different to
(and in some ways weaker than) the usual arithmetic regularity lemma [11, 14], but it comes
with much better bounds.
In order to state the regularity lemma, we need a couple of slightly technical definitions.
If I ⊂ Z/pZ is an interval and if A ⊂ I is a set, we shall consider the balanced Fourier
transform fˆA : R/Z→ C, which is defined to be1
fˆA(θ) :=
∑
x∈I
(
1A(x)− α
)
e(xθ),
where α = |A|/|I|. Note that e(t) = e2πit, a standard notation in analytic number theory.
Definition 2.2 (ε-regularity). We say that a pair (A,A′) of subsets of Z/pZ is ε-regular if
for every θ ∈ R/Z we have either
|fˆA(θ)| 6 ε|I| or |fˆA′(θ)| 6 ε|I ′|
and furthermore if ‖θ‖ 6 min ( 1
ε|I|
, 1
ε|I′|
)
we have both
|fˆA(θ)| 6 ε|I| and |fˆA′(θ)| 6 ε|I ′|.
1We shall suppress the dependence of fˆA on I, since the intervals we shall consider will be disjoint. It will
therefore always be clear that the sum is over the interval which contains A.
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We remark that this definition will invariably be applied when |I| ≈ |I ′|. Note that ‖x‖
means the distance of x from the nearest integer, this being a well-defined function on R/Z.
Given A∗ and q, let the sets A∗i be defined as in (2.1).
Regularity Lemma. For every ε > 0 there exists δ = δ(ε) > 0 such that the following holds
for every sufficiently large prime p, and every A ⊂ Z/pZ. There is a dilate A∗ = λA of A
and a prime q, 1
ε10
6 q 6 p1−δ, such that at least (1−ε)q2 of the pairs (A∗i , A∗j) are ε-regular.
We emphasize that the upper bound on q is important, since it ensures that the lengths
of the discrete intervals Ii(q) tend to infinity. We remark also that the bounds on δ and p
are fairly reasonable; in fact, it is sufficient to take δ = 2−(1/ε)
O(1)
and p = 22
O(1/ε)
. The lower
bound q > 1
ε10
is convenient for our applications; the proof could easily be modified to make
it larger if need be.
The point of making the definition of ε-regularity is that we may use the regularity lemma
in conjunction with the following counting lemma. It states that if the pair (A∗i , A
∗
j) is
ε-regular, and neither set is too small, then A∗i + A
∗
j is almost all of Ii(q) + Ij(q).
Counting Lemma. Let ε, L be positive parameters with L > 16/ε. Suppose that I, I ′ ⊂
Z/pZ are intervals with |I|, |I ′| = L + O(1). Suppose also that the pair of sets A ⊂ I and
A′ ⊂ I ′ is ε7-regular and that |A|, |A′| > εL. Then |A+ A′| > (2− 8ε)L.
Theorem 2.1 is an almost immediate corollary of the regularity and counting lemmas, the
former being applied with ε replaced by cε7 for a suitably small absolute constant c > 0.
Proofs of the regularity and counting lemmas are given in the appendix.
3. Counting sets with small sumset in [N ] and Z/NZ
In this section we prove our main result about counting sets with small sumset, Theo-
rem 1.1. The strategy in all cases is the same basic one used in [10]: we count Freiman
isomorphism classes of sets A with |A| = k and |A + A| 6 Kk, and then count the number
of Freiman homomorphisms of A into [N ] or Z/NZ. Recall that two sets A and B are said
to be Freiman isomorphic if there exists a bijection f : A → B such that a + b = c + d
if and only if f(a) + f(b) = f(c) + f(d), for every a, b, c, d ∈ A. Much more on Freiman
homomorphisms may be found in [10, 20] (for example).
A key observation of Ruzsa, established below in a form suitable for our purposes, is that
every set A of integers with |A + A| 6 K|A| has a “dense model”, that is to say a Freiman
isomorphic copy sitting inside some cyclic group Z/pZ as a fairly dense subset. We begin by
studying this “dense” situation (which is actually a special case of Theorem 1.1).
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Proposition 3.1. If δ > 0 and p > p0(δ) is a sufficiently large prime, then the following
holds for every k,m ∈ N with δp 6 k < m 6 (1 − δ)p. There are at most 2δp(m/2
k
)
sets
A ⊂ Z/pZ with |A| = k and |A+ A| 6 m.
Proposition 3.1 follows easily from Theorem 2.1, together with the following lemma, an
easy consequence of a result of Pollard [16]. It is a kind of “stability Cauchy-Davenport
theorem”.
Lemma 3.2 (Pollard). Let β > 0, let q > 16/β2 be a prime, and let S be a subset of
Z/qZ. Then there are at least min(2|S|, q) − βq elements of Z/qZ having at least 1
8
β2q
representations as i+ j with (i, j) ∈ S × S.
Proof. Pollard in fact proved the following: if Nt is the number of elements x ∈ Z/qZ with
at least t representations as i+ j with (i, j) ∈ S × S then
N1 + · · ·+Nt
t
> min(2|S|, q)− t.
Now Ni 6 q for all i, and obviously N1 > N2 > . . . > Nt. Therefore we have
βq
2
+N⌊βt/2⌋ >
⌊βt/2⌋q
t
+N⌊βt/2⌋ >
N1 + · · ·+Nt
t
> min(2|S|, q)− t.
Choosing t = ⌊1
2
βq⌋ we get
Nm > min(2|S|, q)− βq,
where m = ⌊1
2
β⌊1
2
βq⌋⌋. A short calculation confirms that m > 1
8
β2q if q > 16/β2. 
We can now deduce Proposition 3.1 from Theorem 2.1 and Lemma 3.2.
Proof of Proposition 3.1. Let δ > 0, and assume without loss of generality that δ is suffi-
ciently small. Let p > p0(δ) be a sufficiently large prime, set β = δ
2/4 and ε = β3/8, and
let k,m ∈ N with δp 6 k < m 6 (1 − δ)p. Choose an arbitrary set A ⊂ Z/pZ with |A| = k
and |A + A| 6 m, and apply Theorem 2.1. Since p was chosen sufficiently large, we obtain
a dilate A∗ = λA of A and a prime q, with 1
ε10
6 q 6 βp, such that, for at least (1− ε)q2 of
the pairs (i, j) ∈ [q]2, either
min
(|A∗i |, |A∗j |) 6 εL or ∣∣A∗i + A∗j ∣∣ > (2− ε)L, (3.1)
where A∗i is as defined in (2.1) and L = p/q. Let
S :=
{
i ∈ Z/qZ : |A∗i | > εL
}
,
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and note that, since k > δp, it follows that |S| > δq/2. By Lemma 3.2, there is a set
T ⊂ Z/qZ, containing at least min(2|S|, q) − βq elements of Z/qZ, such that every t ∈ T
has at least β2q/8 representations as i+ j with (i, j) ∈ S × S.
Now, let us say that a pair (i, j) ∈ S × S is good if (3.1) holds, and recall that all but at
most εq2 pairs of S × S are good. Note that, as a consequence of (3.1), if (i, j) ∈ S × S is
good then ∣∣(A∗i + A∗j ) ∩ Ii+j(q)∣∣ > (1− ε)L. (3.2)
Let T∗ ⊂ T consist of those elements with at least one representation as i + j with (i, j)
good. We claim that |T∗| > min(2|S|, q) −
(
β + 8ε
β2
)
q. Indeed, this follows since |T | >
min(2|S|, q)− βq, all but at most εq2 pairs of S × S are good, and every element t ∈ T has
at least β2q/8 representations as i+ j with (i, j) ∈ S × S. Writing A˜ := ⋃i∈S A∗i , it follows
from this observation, together with (3.2), that
m > |A+ A| > |A˜+ A˜| > (min(2|S|, q)− 2βq)(1− ε)L > (1− δ)min (2|S|, q)L.
since ε = β3/8 and |S| > δq/2 > 2βq/δ. Now, if 2|S| > q then we obtain m > (1 − δ)p,
which contradicts our assumption. It follows that m > 2
(
1− δ)|S|L, and hence∣∣∣∣
⋃
i∈S
Ii(q)
∣∣∣∣ = |S|L 6
(
1
2
+ δ
)
m.
Finally, observe (from the definition of S) that A∗ is composed of a subset of
⋃
i∈S Ii(q)
together with at most εp extra points. Moreover, the number of choices for the set S ⊂ Z/qZ
is at most 2q, and A is simply a dilate of A∗. Hence, the number of sets A ⊂ Z/pZ with
|A| = k and |A+ A| 6 m is at most
p2q
εp∑
ℓ=0
(
p
ℓ
)(
(1 + 2δ)m/2
k − ℓ
)
6 2δp
(
m/2
k
)
,
since p2q
∑εp
ℓ=0
(
p
ℓ
)
< 2δ
2p and δ > 0 is sufficiently small. The proposition follows. 
Dense models. We turn now to a discussion of the “dense models” briefly alluded to in
the introduction to this section. Ruzsa showed that if A ⊂ Z is a set with |A + A| 6 K|A|
and if p is a prime with p > KC |A| then there is a set A′ ⊂ A, |A′| > |A|/2, which is Freiman
isomorphic to a subset of Z/pZ. A defect of this result is the fact that we must pass to a set
of size |A|/2. By applying a result of the first author and Ruzsa [13] (which gives a simpler
proof, with somewhat better bounds, for a result of Bilu, Lev and Ruzsa [2]) we can remove
this blemish at the expense of increasing p.
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Proposition 3.3. Suppose that A ⊂ Z is a set with |A + A| 6 K|A|, and let p be a prime
with p > 2(32K)12K
2|A|. Then A is Freiman isomorphic to a subset of Z/pZ.
Proof. It is proven in [13, Theorem 1.4] that A is Freiman isomorphic to a subset of [m] ⊂
Z, where m 6 (32K)12K
2|A|. Now simply compose this Freiman isomorphism with the
projection Z→ Z/pZ, where p is any prime greater than 2m. 
Freiman dimension. To understand the number of Freiman embeddings of a set A into
[N ] we use the concept of Freiman dimension. Given a set A in some abelian group Γ, we
define the Freiman dimension rQ(A) of A to be dim(Hom(A,Q)) − 1, where Hom(A,Q) is
the vector space over Q of Freiman homomorphisms φ : A → Q. The −1 is included so
that an arithmetic progression such as [n] has Freiman dimension 1 and not 2, and a single
point has Freiman dimension 0. The following proposition is essentially due to Freiman; for
completeness we shall sketch the proof.
Proposition 3.4. Let Γ be an abelian group, and let A ⊂ Γ. If |A + A| 6 K|A|, then the
Freiman dimension r = rQ(A) satisfies
r 6 K − 1 + 1|A|
(
r + 1
2
)
.
The proposition is a straightforward consequence of Freiman’s Lemma, a proof of which
may be found in, for example, [9, Proposition 3.3].
Freiman’s Lemma. Suppose that A ⊂ Rr is not contained in an affine subspace. Then
|A+ A| > (r + 1)|A| −
(
r + 1
2
)
.
We shall also use the following lemma, which follows immediately from [10, Lemma 13].
Lemma 3.5. Let Γ be an abelian group, and let A ⊂ Γ be a set with Freiman dimension
r = rQ(A). Then
(a) There is a Freiman isomorphic image of A in Rr which is not contained in any proper
affine subspace.
(b) There are at most N r+1 Freiman homomorphisms from A into [N ].
Proof. By [10, Lemma 13], there exist elements a1, . . . , ar+1 ∈ A such that there is a unique
Freiman isomorphism φ : A → Rr+1 with φ(ai) = ei for each i ∈ {1, . . . , r + 1}. Moreover,
for each a ∈ A we have φ(a) = λ1φ(a1) + · · ·+ λr+1φ(ar+1) for some λi ∈ R with
∑
i λi = 1.
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Hence φ(A) lies in the affine subspace of Rr+1 given by λ1+· · ·+λr+1 = 1, which is isomorphic
to Rr, as required.
For part (b) note that, again by [10, Lemma 13], once we have chosen where to map
a1, . . . , ar+1, the remaining elements of φ(A) are determined uniquely. There are thus at
most N r+1 chocies, as claimed. 
We can now easily deduce Proposition 3.4.
Proof of Proposition 3.4. By Lemma 3.5(a) there is a Freiman isomorphic image of A in Rr
which is not contained in any proper affine subspace. By Freiman’s Lemma, we have
K|A| > |A+ A| > (r + 1)|A| −
(
r + 1
2
)
.
The result follows immediately. 
Two lemmas relevant to Z/NZ. The proof of part (ii) of Theorem 1.1, which concerns
subsets of Z/NZ, is a little trickier than the proof of part (i), which is concerned with subsets
of [N ]. To handle it we need two special lemmas, proven in this subsection.
Our strategy will, roughly speaking, be to map each A ⊂ Z/NZ to many sets of the form
λA + µ which are contained in the interval {1, . . . , N/2}. It will then be straightforward to
deduce the result for Z/NZ from the corresponding result for [N ]. The first lemma shows
that there are many such maps. In the following C denotes an absolute constant which
could be specified if desired, though on some occasions this might be hard work. Different
instances of the letter C may denote different constants.
Lemma 3.6. Suppose that A ⊂ Z/NZ is a set of cardinality k and that |A + A| 6 Kk.
Then there are at least exp(−KC)N/k dilates λA of A that are contained in a subinterval of
Z/NZ of length less than N/4.
Note that in the lemma above we do not preclude λ = 0; however if k > exp(K−C)N
this might be the only dilate with the required property, in which case the result has no
content. Without the requirement that there be many dilates λA, this result follows from [2,
Theorem 2.1]. The paper [2] uses Freiman’s theorem (stated in the introduction), but a more
self-contained proof of [2, Theorem 2.1] was obtained by the first author and Ruzsa [13].
Either of these arguments may be adapted to give the stronger statement we require here,
but (given Freiman’s theorem) a somewhat shorter account can be given by following the
original approach of [2]. We leave it as an exercise to the reader to adapt the proof in [13];
see also [20, Lemma 5.45].
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Proof of Lemma 3.6. We first apply Freiman’s theorem with Chang’s bounds [5] to conclude
that A is contained in a generalised progression
P =
{
ℓ1x1 + · · ·+ ℓdxd : 0 6 ℓi < Li
}
where x1, . . . , xd ∈ Z/NZ, d 6 KC and
∏d
j=1Lj 6 exp(K
C)k. Strictly speaking, Freiman’s
theorem concerns subsets of Z, and not of Z/NZ. However (see [2, proof of Theorem 2.1]), we
may lift A to a subset A ⊂ Z of cardinality k and with doubling constant at most 2K, apply
Freiman’s theorem to this, and then push the resulting progression back down to Z/NZ.
Let ‖ · ‖ denote distance to the nearest integer. We claim that if λ ∈ Z/NZ satisfies∥∥∥∥λxiN
∥∥∥∥ 6 18dLi for each i ∈ {1, . . . , d}, (3.3)
then λA is contained in a subinterval of Z/NZ of length less than N/4. Indeed, this follows
easily from the triangle inequality and the fact that A ⊂ P , since for any such λ and for any
a ∈ A we have ‖λa/N‖ 6 1
8
.
It remains to show that many λ ∈ Z/NZ satisfy (3.3). To see this, observe that, by
an averaging argument (the pigeonhole principle), there exists a translate of the box B =∏d
i=1[0, 1/8dLi] ⊂ (R/Z)d containing at least vol(B)N points (tx1/N, . . . , txd/N) ∈ (R/Z)d
with t ∈ Z/NZ. Writing T ⊂ Z/NZ for the set of such t, it follows that every λ ∈ T − T
satisfies (3.3), and hence the number of such λ is at least vol(B)N . Since
vol(B) = (8d)−d
1
L1 · · ·Ld >
exp
(
K−C
′
)
k
,
the claimed bound follows. 
The next lemma shows that only a bounded2 number of maps λA+ µ give the same set.
Lemma 3.7. Suppose that A ⊂ Z/NZ is a set of cardinality k and that |A + A| 6 Kk.
Then either |A| ≫ K−50N , or else there are ≪ K100 values of λ ∈ (Z/NZ)× and µ ∈ Z/NZ
such that A = λA+ µ.
Proof. First note that for fixed λ at most one value of µ is permissible. Indeed if λA + µ =
λA + µ′ then λA is invariant under the additive group 〈µ− µ′〉, which is all of Z/NZ since
N is prime. Thus the task reduces to counting the number of possible λ.
Suppose then that λ 6= 1, and that A = λA + µ for some µ. Then writing A′ = A + µ
λ−1
we have A′ = λA′, and hence A′ = HA′ where H = 〈λ〉 6 (Z/NZ)× is the subgroup
2Note that here, as throughout, the notation f(x) ≪ g(x) denotes the existence of an absolute constant C
such that f(x) 6 Cg(x) for every x.
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generated by λ. Applying the asymmetric sum-product estimate of Bourgain [4, Theorem 6]
(see also the short and quantitatively crisp article of Garaev [7]) we have either |H| ≪ K50
or |A| ≫ K−50N . If the second inequality holds then we are done, so let us assume that
|H| ≪ K50. Then λm = 1 for some m≪ K50. For each m, the number of such λ is no more
thanm, and hence the total possible number of λ is, crudely, bounded by
∑
m≪K50 m≪ K100.
This concludes the proof. 
In the proof of Theorem 1.1 we shall need one more fact, proved by Schoen [19], which we
shall use to deduce the bounds for sets with small restricted sumset. We remark that the
proof uses Roth’s theorem on 3-term progressions.
Lemma 3.8. Let A be a subset of Z or Z/NZ with |A| = k. Then
|A +ˆA| = (1 + o(1))|A+ A|
as k →∞.
Proof of Theorem 1.1. We turn now to the proof of our main result concerning counting sets
with small sumset. We begin by looking at the case of sets A ⊂ [N ], that is to say part (i) of
the theorem. By Proposition 3.3, it follows that any A ⊂ [N ] with |A| = k and |A+A| 6 Kk
is Freiman-isomorphic to a subset of Z/pZ with p = OK(k). Hence, by Proposition 3.1, the
number of isomorphism classes of such A is 2oK(k)
(
Kk/2
k
)
as k →∞.
Let A be a representative of such an isomorphism class, and suppose rQ(A) = r. By
Lemma 3.5(b), the number of Freiman homomorphisms π : A→ [N ] is at most N r+1. Since
each set A of the type we are counting must be the image of such a homomorphism, we get
2oK(k)
(
Kk/2
k
)
N r+1
such sets in total.
Now, we showed, in Proposition 3.4 above, that r 6 K − 1+ 1
|A|
(
r+1
2
)
. Applying this with
the trivial bound r 6 |A|, we deduce that r 6 2K − 1. Feeding this back in, we infer that
r 6 K − 1 + 2K2
|A|
. Hence, if |A| = k > 2K2/δ, then r 6 K − 1 + δ. Since r is an integer, we
in fact have r + 1 6 ⌊K + δ⌋. The claimed bound now follows.
We next turn to sets A ⊂ Z/NZ, i.e. part (ii) of the theorem. Suppose that |A| = k and
that |A + A| 6 Kk. By Lemma 3.6 there are at least cKN/k dilates λA that are contained
in a subinterval of Z/NZ of length N/4, where cK depends only on K (and in fact can be
taken to be exp(K−O(1)).
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If k > 1
2
cKN then Theorem 1.1 follows directly from Proposition 3.1. Suppose, then,
that k < 1
2
cKN . Then at least cKN/2k of the dilates λA supplied by the application of
Lemma 3.6 have λ 6= 0. For each of these dilates there are at least N/4 translates λA + µ
that are contained in the interval {1, . . . , N/2}. Assuming (as we may) that cK < K−50,
Lemma 3.7 tells us that there are ≫ c′KN2/k distinct such sets. Each of these may be lifted
to a subset of [N ] that is Freiman isomorphic to A, and hence have the same cardinality and
doubling as A.
Thus every set A ⊂ Z/NZ with |A| = k and |A+A| 6 K|A| arises in at least c′K N
2
k
ways
by taking a set A ⊂ [N ] with |A| = k and |A+ A| 6 Kk, projecting it modulo N and then
applying the inverse of an affine map x 7→ λx + µ with λ 6= 0. There being fewer than N2
such affine maps, it follows that the number of A ⊂ Z/NZ with |A| = k and |A+A| 6 K|A|
is at most k/c′K times the number of subsets of [N ] with the same properties, and so the
bound we seek follows from part (i).
Finally, we address the claim that all of our bounds hold equally well when we are counting
sets A ⊂ [N ] (or A ⊂ Z/NZ) with |A| = k whose restricted sumset A+ˆA has size at most
K|A|. Indeed, by Lemma 3.8, it follows that in fact |A + A| 6 K ′|A| with K ′ = K + o(1).
This error of o(1) may be absorbed into the error term in our main theorem, and so the same
bounds hold for sets with small restricted sumset, as claimed. 
4. Further consequences
In this section we begin by proving Theorem 1.3. Let us begin by recalling the statement.
Theorem 1.3. Let A ⊂ N be chosen by selecting each positive integer with probability 1/2,
all independently. Then P
(|N \ (A + A)| = s) = (2 + o(1))−s/2 as s→∞.
This is, in actual fact, a relatively easy deduction from Theorem 1.1. Suppose that A ⊂ N
is selected at random. Write X := A ∩ [10s], and note that, with very high probability,
N \ (A+ A) = {1, . . . , 10s} \ (X +X).
Indeed the only way this could fail to be the case is if A + A omits some integer n > 10s.
If n /∈ A+A then A contains at most one element from each of the pairs {1, n− 1}, {2, n−
2}, . . . , {⌊n/2⌋, n − ⌊n/2⌋}. These pairs being disjoint, the chance of this happening is
bounded by (3/4)⌊n/2⌋. Hence
P
(
A+ A misses some n > 10s
)
6
∑
n>10s
(
3
4
)⌊n/2⌋
< 2−s,
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a quantity we can ignore for the rest of the argument.
The set X is, of course, a (uniformly chosen) random subset of [10s]. We are interested,
then, in counting the number of such subsets for which
∣∣{1, . . . , 10s} \ (X +X)∣∣ = s.
We shall in fact count the slightly larger family of subsets for which |X + X| 6 19s. The
aim is to show that this number is at most 210s−s/2+o(s).
Proof of Theorem 1.3. By Theorem 1.1, the number of sets X ⊂ {1, . . . , 10s} for which
|X +X| 6 19s is bounded above by
s
(
10s
s/10
)
+ 2o(s)
10s∑
k=s/10
(
19s/2
k
)
6 219s/2+o(s),
as required. By the observations above, it follows that a(s) := P
(|N \ (A + A)| = s) 6(
2 + o(1)
)−s/2
as s → ∞. The corresponding lower bound is trivial since, considering only
those sets with 1 6∈ A, we have a(s) > 1
2
a(s− 2) for every integer s > 3. 
We believe that the bound in Theorem 1.3 can be improved, potentially to O(2−s/2). We
plan to return to this issue in a future paper.
5. The dimension of a subset of Z/NZ
The aim of this section is to give an upper bound for the number of k-subsets A ⊂ Z/NZ
with |A + A| 6 m when N is prime and m = Ω(k2). This is needed in the proof of
Theorem 1.2. The technique used in [10] proceeded by unwrapping Z/NZ to lift to Z, which
may cause the doubling constant to double. It is somewhat ineffectual in most of the range
m = Ω(k2) and completely ineffectual when m > k2/4. We shall use a different approach,
which yields the following improved bound.
Proposition 5.1. Let ε > 0, let N be a large prime, and suppose that k 6 100 logN . If
m > εk2, then there are at most N2m/k+o(k) sets A ⊂ Z/NZ with |A| = k and |A+ A| 6 m.
Note that if A consists of an arbitrary set of t = ⌊cm/k⌋ elements, together with an
arithmetic progression of length k − t, then |A + A| 6 (t
2
)
+ t(k − t) + 2(k − t) 6 m if
c ≈ (1 − √1− 2α)/α → 2 as α = m/k2 → 1/2, so the bound in the proposition is not far
from optimal when m is close to
(
k
2
)
. More importantly for our purposes, it is sufficient to
deduce Theorem 1.2.
16 BEN GREEN AND ROBERT MORRIS
The idea behind the proof of Proposition 5.1 is that our set A cannot contain more than
about 2m/k “quasi-random” elements. The crucial definition, which quantifies the term
quasi-random, is as follows.
Definition 5.2. A set {x1, . . . , xd} ⊂ Z/NZ is M-dissociated if λ1x1 + · · · + λdxd 6= 0 for
every collection λ1, . . . , λd ∈ Z of integers, not all zero, with
∑
i |λi| 6M .
The key step in our argument is the following statement.
Lemma 5.3. Let ε > 0, let N be a large prime, and suppose that k and m are integers with
k 6 100 logN and m > εk2. Suppose that A ⊂ Z/NZ is a set of size k with |A + A| 6 m,
and that {x1, . . . , xd} ⊂ A is (logN)7/8-dissociated. Then d 6
(
1 + oε(1)
)
2m
k
as k →∞.
The proof of Lemma 5.3 uses the isoperimetric inequality on Zd (see below) and the
following simple graph-theoretic lemma. If G is a graph, then we write V (G) for its set of
vertices, and if x, x′ ∈ V (G) then we write dist(x, x′) for the length of the shortest path from
x to x′, defining this to be ∞ if there is no such path (though in our examples there always
will be). Write Br(x) for the “ball” consisting of all x
′ ∈ V (G) with dist(x, x′) 6 r, and
∂Br(x) for the “sphere” containing all those x
′ with dist(x, x′) = r exactly.
Lemma 5.4. Suppose that G is a graph and that A ⊂ V (G). Let D > 1 be a parameter.
Then we may split A as a disjoint union A1 ∪ · · · ∪ Aℓ ∪ A∗, where:
(a) |A∗| 6 32(|A|/D)2.
(b) If i 6= j, no vertex of Ai is joined in G to any vertex of Aj.
(c) The diameter of each Ai is at most D.
Proof. Note first that it suffices to prove the lemma for each connected component of G[A],
the subgraph of G induced by A, since the function x 7→ x2 is convex. Hence, let us
assume that G[A] is connected, and define the sets A1, . . . , Aℓ and A∗ as follows. First, let
X = {x1, . . . , xℓ}, be a maximal D/4-separated subset of A: that is to say, if i 6= j then
dist(xi, xj) > D/4, and X is maximal with respect to this property. Next, choose, for each
j ∈ [ℓ], a radius r(j) ∈ (D/4, D/2]. Finally, set
Aj = Br(j)−1(xj) \
j−1⋃
i=1
Br(i)(xi)
for each j ∈ [ℓ], and set A∗ = V (G) \
⋃ℓ
j=1Aj.
We claim that, for some choice of radii, these sets satisfy properties (a), (b) and (c).
Indeed, property (b) follows from the fact that Ai ⊂ Br(i)−1(xi) and Aj ∩ Br(i)(xi) = ∅ for
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every i < j, and property (c) holds since r(j) 6 D/2 for each j ∈ [ℓ]. To prove that A∗
satisfies property (c), note first that the balls BD/4(xj) cover V (G), by the maximality of X ,
and so
A∗ ⊂
ℓ⋃
j=1
∂Br(j)(xj).
Moreover, the balls BD/8(xi) are disjoint, and each contains at least D/8 vertices (since G[A]
is connected), so ℓ 6 8|A|/D. Thus it only remains to give an upper bound on |∂Br(j)(xj)|.
To do so, we simply choose r(j) ∈ (D/4, D/2] to minimize the size of ∂Br(j)(xj); since the
spheres are disjoint, it follows from the pigeonhole principle that |∂Br(j)(xj)| 6 4|A|/D.
Hence
|A∗| 6 4ℓ|A|
D
6
32|A|2
D2
,
as claimed. 
We continue now with the proof of Lemma 5.3. Let A ⊂ Z/NZ be as in the statement
of that lemma, and suppose that {x1, . . . , xd} ⊂ A is (logN)7/8-dissociated. We will apply
Lemma 5.4 to a certain graph G on vertex set Z/NZ, with two vertices joined by an edge
if they differ by ±xi ± xj for some i, j. By a (very minor) abuse of notation, regard A as
a subset of the set V (G) of vertices of this graph. Note that we have the following useful
property: if a ∈ A, then every element of A has the form a+∑dj=1 λjxj with∑j |λj| at most
twice the diameter of A in the graph.
By Lemma 5.4 applied with D = k1/2, it follows that there exists a partition A = A1 ∪
· · · ∪ Aℓ ∪ A∗ such that |A∗| ≪ k1/2 = o(|A|) as k → ∞, each Ai has diameter at most
k3/4 ≪ (logN)3/4, and no vertex of Ai is adjacent (in G) to any vertex of Aj when i 6= j.
This last condition implies the following important property: if i 6= j then Ai+ {x1, . . . , xd}
and Aj + {x1, . . . , xd} are disjoint. In particular,
|A+ A| >
ℓ∑
i=1
|Ai + {x1, . . . , xd}|. (5.1)
In order to bound the right-hand side of this equation, we shall use the following well-known
vertex isoperimetric inequality on the grid, first proved by Wang and Wang [21], see also [3,
Theorem 4].
The Isoperimetric Inequality. For every ε > 0 and C > 0 there exists d0 = d0(C, ε) ∈ N
such that the following holds for every d > d0. If S ⊂ Zd is a set of size at most Cd, then∣∣S + {e1, . . . , ed}∣∣ > (12 − ε)d|S|.
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Proof. By translating we may replace Zd with Zd>0. The theorem of Wang and Wang states
that the vertex boundary of a set A ⊂ Zd>0 of size k is minimized by taking the first k
elements of the simplicial order, that is, the order such that x < y if either
∑
j xj <
∑
j yj
or if
∑
j xj =
∑
j yj and there is some j such that x1 = y1, . . . , xj−1 = yj−1 and xj > yj. Thus
the simplicial order on Zd>0 begins 0, e1, . . . , ed, 2e1, e1+e2, . . . , and so on. It is straightforward
(e.g., via compression) to see that the extremal sets in the ‘oriented’ case (i.e., when we only
allow edges ‘to the right’) are the same.
Now, an initial segment of the simplicial order of size Cd is precisely
{0} ∪ {e1, . . . , ed} ∪ {ei + ej : i 6 j and i 6 ⌊C⌋ − 1} ∪ {e⌊C⌋ + ej : j < c′d},
where c′ > {C}, the fractional part of C. The vertex boundary of this set contains
{
ei + ej
} ∪ {ei + ej + ek : i 6 j 6 k, i 6 ⌊C⌋ − 1} ∪ {e⌊C⌋ + ej + ek : j < {C}d}.
A short computation shows that this set has size
(
1
2
⌊C⌋ + {C} − 1
2
{C}2)d2 − OC(d). Since
0 6 {C} 6 1, this is at least 1
2
Cd2 −OC(d) and so the claimed bound follows. 
We remark that an upper bound on |S| is certainly necessary, since if S is the Hamming
ball of radius 2 then |S| ∼ d2/2 whilst |S + {e1, . . . , ed}| ∼ d3/6.
Proof of Lemma 5.3. Let A = A1 ∪ · · · ∪Aℓ ∪ A∗ be the partition given by Lemma 5.4, and
recall that, choosing ai ∈ Ai arbitrarily, every element a ∈ Ai has the form ai +
∑d
j=1 λjxj
with
∑
j |λj| ≪ (logN)3/4. Define a map π : Ai → Zd by π(a) = (λ1, . . . , λd), and observe
that π is well-defined and furthermore is a Freiman isomorphism. To see this, recall that
{x1, . . . , xd} is (logN)7/8-dissociated, and thus if π(a)+π(b) 6= π(c)+π(d) then a+b 6= c+d
if N is sufficiently large. (The reverse implication is trivial.)
Applying the isoperimetric inequality to the set π(Ai), which has size at most k 6 d/ε
(otherwise d 6 εk 6 m/k, in which case we are done), it follows that
∣∣Ai + {x1, . . . , xd}∣∣ > (12 − oε(1)) d|Ai|
as k →∞. Since ∑ki=1 |Ai| = |A| − |A∗| = (1− o(1))|A| as k →∞, it follows that
|A+ A| =
ℓ∑
i=1
∣∣Ai + {x1, . . . , xd}∣∣ > (12 − oε(1)) d
ℓ∑
i=1
|Ai| >
(
1
2
− oε(1)
)
d|A|,
as required. 
Before proving Proposition 5.1 we note a simple bound for the number of lattice points in
an octahedron.
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Lemma 5.5. For every M, d ∈ N, the number of d-tuples of integers (λ1, . . . , λd) with∑d
i=1 |λi| 6M is bounded from above by (4d)M .
Proof. It is well-known and easy to see that the number of positive such tuples, in which
λi > 0 for all i, is precisely
(
M+d
M
)
6 (2d)M . Every d-tuple with
∑ |λi| 6 M can be turned
into a positive one by flipping at most M 6 2M signs. 
Proof of Proposition 5.1. Given a set A ⊂ Z/NZ with |A| = k and |A + A| = m, where
k 6 100 logN and m > εk2, let X = {x1, . . . , xd} ⊂ A be a maximal (logN)7/8-dissociated
set. By Lemma 5.3, we have d 6
(
1 + oε(1)
)
2m
k
as k →∞.
Now, the number of choices for x1, . . . , xd is clearly at most N
d. Moreover, for each such
choice, it follows from the maximality of X that for every element a ∈ A there is a relation
with integer coefficients λa+
∑d
i=1 λixi = 0 with |λ|+
∑
i |λi| 6 (logN)7/8 and λ 6= 0. Thus,
once x1, . . . , xd have been selected, it follows from Lemma 5.5 that a is chosen from a set of
size at most
(logN)7/8
(
4d
)(logN)7/8
= No(1),
since trivially d 6 k 6 100 logN . Thus, for a fixed choice of x1, . . . , xd, the number of
possibilities for A is at most No(k). The claimed bound now follows immediately. 
6. The clique number of random Cayley graphs on Z/NZ
In this section we use the method of [10] together with Theorem 1.1 and Proposition 5.1
in order to deduce Theorem 1.2, the statement that the clique number of a random Cayley
graph on Z/NZ is (2 + o(1)) log2N .
We begin by recalling some simple remarks from [10]. Given an abelian group Γ, recall
that A +ˆA =
{
a+ b : a, b ∈ A, a 6= b} denotes the the restricted sumset of A ⊂ Γ, and write
Smk (Γ) =
{
A ⊂ Γ : |A| = k and |A +ˆA| = m}.
It was observed in [10] that if A ⊂ Γ is chosen uniformly at random, then the expected
number of cliques of size k in the Cayley sum graph of A is precisely∑
m>1
|Smk (Γ)| 2−m.
Thus, by Markov’s inequality, all we need do to in order to establish Theorem 1.2 is prove
that if ε > 0 and if k > (2 + ε) log2N then∑
m>1
|Smk (Z/NZ)| 2−m → 0 (6.1)
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as N → ∞ through the primes. Henceforth, let us fix ε > 0, set δ := ε4, and note that,
without loss of generality, we may assume that ε is arbitrarily small. To prove (6.1), we split
the sum over m into four ranges:
(a) m 6 k/δ,
(b) k/δ < m 6 k1+δ,
(c) k1+δ < m 6 δk2,
(d) δk2 < m 6
(
k
2
)
.
The issue in all cases is to bound the quantity |Smk (Z/NZ)|. For ranges (b) and (c) we will
quote results from [10], whilst for the range (d) we proved an appropriate bound in the last
section. For range (a) (small doubling) we use the main results of this paper, in particular
Theorem 1.1. The bound we prove is in fact closely analogous to that of Theorem 1.1.
To analyse the ranges (b) and (c) we will use the following bounds from [10].
Proposition 6.1 (Proposition 23 of [10]). Let N be prime, and let m, k ∈ N. There exists
r ∈ N with r 6 min{4m/k, k} and
r 6
2m
k
+
1
k
(
r
2
)
, (6.2)
such that
|Smk (Z/NZ)| 6 k4kN r.
Moreover, if m 6 k31/30/2, then
|Smk (Z/NZ)| 6 N r
(
2em
k
)k
exp
(
k31/32
)
.
In fact this result is very slightly stronger than that stated in [10], but follows from exactly
the same proof, simply by removing the final approximation r 6 4m/k+1. We remark that
the parameter r can be set equal to the maximum possible Freiman dimension of a set
A ∈ Smk (Z/NZ) when ‘unwrapped’, i.e., viewed as a subset of Z.
We are now ready to prove Theorem 1.2 by showing that the sum∑
m
|Smk (Z/NZ)| 2−m
tends to zero as N →∞, the sum over m being taken over any one of the four ranges (a) to
(d). Remember that k > (2 + ε) log2N and that δ = ε
4.
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The range (a). We must show that∑
m6 k/δ
|Smk (Z/NZ)| 2−m → 0.
For consistency with earlier notation, set K = m/k and note that K 6 1/δ. By Lemma 3.8,
every set A ⊂ Z/NZ counting towards Smk (Z/NZ) has |A| = k and |A+ A| 6 (K + o(1))k.
Thus, by Theorem 1.1, if N is large enough in terms of ε, then
|Smk (Z/NZ)| 6 22δk
(
Kk/2
k
)
N ⌊K+δ⌋.
(The change from K to K + o(1) has been absorbed into the 22δk term.) Applying the crude
bounds
(
Kk/2
k
)
6 2Kk/2 = 2m/2 and N ⌊K+δ⌋ 6 2(1−ε
2)m/2, which holds since k > (2+ε) log2N ,
this is bounded above by 2(1−ε
3)m. Since (trivially) |Smk (Z/NZ)| = 0 if m < k − 1, it follows
that ∑
m6 k/δ
|Smk (Z/NZ)| 2−m 6
∑
k−16m6 k/δ
2−ε
3m → 0
as N →∞, as required.
The ranges (b) and (c). The task is to show that∑
k/δ6m6 δk2
|Smk (Z/NZ)| 2−m → 0.
To accomplish this we will once again show that |Smk (Z/NZ)| 6 2(1−ε3)m for every m in
the range, which easily implies the claim. This bound follows easily from Proposition 6.1,
together with the observation that
r 6
(
2 + ε2
)m
k
6
(
1− ε2) m
log2N
.
Indeed, since r 6 4m/k 6 ε2k, this follows immediately from (6.2). Hence
N r = 2r log2N 6 2(1−ε
2)m and
(
2em
k
)k
6 2ε
3m,
since k 6 δm, and moreover if m > k1+δ then k4k 6 2ε
3m.
By Proposition 6.1, it follows that
|Smk (Z/NZ)| 6 N r
(
2em
k
)k
exp
(
k31/32
)
6 2(1−ε
3)m,
if k/δ 6 m 6 k1+δ, and
|Smk (Z/NZ)| 6 k4kN r 6 2(1−ε
3)m,
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if k1+δ 6 m 6 δk2. In either case, we obtain the claimed bound.
The range (d). Here we must establish that∑
δk2 6m6 (k2)
|Smk (Z/NZ)|2−m → 0.
By Proposition 5.1, we have
|Smk (Z/NZ)| 6 N2m/k+oε(k) 6 2(1−ε
2)m
if N is sufficiently large, since k > (2 + ε) log2N . The required bound follows.
This concludes the proof of Theorem 1.2.
Remark. In the analysis of (a) we used a crude bound on the binomial coefficient, but this
is close to sharp when K = 4, corresponding to m ≈ 4k. However sets with m ≈ 4k can
be shown, by a more sophisticated analysis, not to make a substantial contribution to (6.1).
The main contribution is just from the endpoint m ∼ k2/2.
Appendix A. Proof of the regularity and counting lemmas
In this appendix we shall prove the regularity and counting lemmas stated in Section 2,
which were the key tool in our proofs of the main theorems.
The regularity lemma. Let us begin by recalling the statement of this result.
Regularity Lemma. For every ε > 0 there exists δ = δ(ε) > 0 such that the following holds
for every sufficiently large prime p, and every A ⊂ Z/pZ. There is a dilate A∗ = λA of A
and a prime q, 1
ε10
6 q 6 p1−δ, such that at least (1−ε)q2 of the pairs (A∗i , A∗j) are ε-regular.
For the definitions of the terms used here we refer the reader to Section 2. The proof of
the regularity lemma proceeds via an energy increment argument, similar in spirit to that
of the original regularity lemma of Szemere´di. The basic idea is simple and quite familiar,
but the details are complicated slightly by the presence of ‘edge effects’, arising from the
fact that progressions do not always subdivide neatly into subprogressions. The proof along
the same lines of an analogous statement in Fn2 would avoid these technicalities (and would
come with quite decent bounds); we leave this as an exercise for the interested reader.
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Recall that the balanced Fourier transform fˆA : R/Z→ R of a set A ⊂ Z/pZ contained in
an interval I ⊂ Z/pZ is defined by
fˆA(θ) =
∑
x∈I
(
1A(x)− α
)
e(xθ), (A.1)
where α = |A|/|I|.
Given a collection of disjoint sets Xi, the energy of A relative to the Xi is defined to be the
square mean of the densities |A∩Xi|/|Xi|. The following lemma drives the energy increment
strategy.
Lemma A.1. Let p be prime, and let I ⊂ Z/pZ be an interval of length L. Suppose that
I has been partitioned into disjoint progressions P1, . . . , Pr together with a “leftover” set P0.
Suppose that all the progressions Pi have the same nonzero common difference d 6 L
1/3 and
the same length L′ satisfying L1/4 ≪ L′ ≪ L1/4, and suppose that |P0| ≪ L2/3.
Let A ⊂ I be a set, and suppose that the balanced Fourier transform fˆA satisfies |fˆA(θ)| >
δL for some δ > 0 and for some θ such that ‖θd‖ 6 L−1/3.
Then we have the energy increment
1
r
r∑
i=1
( |A ∩ Pi|
|Pi|
)2
>
( |A ∩ I|
|I|
)2
+ δ2 − O(L−1/12).
Proof. Note first that if x, y ∈ Pi for some i ∈ [r], then |x− y| = dℓ for some ℓ 6 L′ = L1/4.
Therefore ∣∣e(θx)− e(θy)∣∣ ≪ ‖θd‖ · ℓ ≪ L−1/12. (A.2)
Hence, setting α := |A ∩ I|/|I| and αi := |A ∩ Pi|/|Pi| for each i ∈ [r], we have
δL 6 |fˆA(θ)| =
∣∣∣∣
∑
x∈I
(
1A(x)− α
)
e(θx)
∣∣∣∣ 6
r∑
i=0
∣∣∣∑
x∈Pi
(
1A(x)− α
)
e(θx)
∣∣∣
6
r∑
i=1
∣∣∣∑
x∈Pi
(
1A(x)− α
)∣∣∣+O(L11/12) = L′
r∑
i=1
∣∣αi − α∣∣+O(L11/12).
Indeed, the first step is one of our assumptions, the second is the definition (A.1), the third
is the triangle inequality, the fourth follows by (A.2) and our bound on |P0|, and the final
step since |A ∩ Pi| = αi|Pi| = αiL′. Noting that L > rL′, it follows immediately that
1
r
r∑
i=1
∣∣αi − α∣∣ > δ − O(L−1/12). (A.3)
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Recall that we are aiming to give a lower bound on 1
r
∑r
i=1 α
2
i . Therefore, let us set α :=
1
r
∑r
i=1 αi and observe that
1
r
r∑
i=1
α2i = α
2 +
1
r
r∑
i=1
(
αi − α
)2
.
Moreover, since |α− α| = O(L−1/3), by our bound on |P0|, it follows from (A.3) that
1
r
r∑
i=1
∣∣αi − α∣∣ > δ − O(L−1/12).
Hence, by the Cauchy-Schwarz inequality, we obtain
1
r
r∑
i=1
α2i > α
2 +
(
δ − O(L−1/12))2 > α2 + δ2 −O(L−1/12),
as required. 
We will use the following simple lemmas during the proof below; we gather them here for
convenience.
Lemma A.2. Let S1, . . . , Sk ⊂ [n] be sets, each of cardinality at most s. Suppose that Si
intersects Sj for at least εk
2 pairs (i, j) ∈ [k]2. Then there exists a set T ⊂ [k] of size εk/s
such that
⋂
j∈T Sj is non-empty.
Proof. This is just an easy application of the pigeonhole principle. To spell it out, note that
for some i ∈ [k] we have Si ∩ Sj 6= ∅ for at least εk values of j ∈ [k]. Since each point of
intersection lies in Si, the same point must be chosen at least εk/s times. 
Lemma A.3. Let I ⊂ Z be an interval of length L, suppose that A ⊂ I, and set M =
⌈100L/ε⌉. Then there are at most O(ε−3) Mth roots of unity θ such that |fˆA(θ)| > εL/2.
Proof. Without loss of generality, we may assume that I = [L]. We apply Parseval’s identity
in Z/MZ, which is easily established directly and states that
∑
r∈Z/MZ
∣∣∣ 1
M
∑
x∈Z/MZ
ψ(x)e(−rx/M)
∣∣∣2 = 1
M
∑
x∈Z/MZ
|ψ(x)|2
for any function ψ : Z/MZ → C. Set ψ(x) = fA(x) = 1A(x) − α if x ∈ {1, . . . , L} and
ψ(x) = 0 otherwise. By definition, we have
fˆA(r/M
)
=
∑
x∈Z/MZ
ψ(x)e(−rx/M),
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and hence, by Parseval’s identity, we obtain∑
r∈Z/MZ
∣∣fˆA(r/M)∣∣2 6 LM.
It follows immediately that the maximal number of Mth roots of unity θ = r/M with
|fˆA(r/M)| > εL/2 is at most 4M/ε2L = O(ε−3), as required. 
Lemma A.4. Let I ⊂ Z be an interval of length L, let θ ∈ R/Z, and suppose that A ⊂ I is
a set with |fˆA(θ)| > εL. Set M = ⌈100L/ε⌉, and let θ˜ be the Mth root of unity nearest to θ.
Then |fˆA(θ˜)| > εL/2.
Proof. This follows from the mean value theorem and the fact that the derivative of fˆA is
bounded by 2πL2, as can be verified by term-by-term differentiation. 
We are now ready to prove the regularity lemma. We will define an increasing sequence
of primes qt with t = 1, 2, 3, . . . and q1 ∼ 1ε10 , and a corresponding sequence of dilates λtA.
Define the tth energy, Et, to be
Et :=
1
qt
qt∑
i=1
( |λtA ∩ Ii(qt)|
|Ii(qt)|
)2
,
and note that trivially Et 6 1. Set Lt := p/qt, and note that the discrete intervals Ii(qt) have
length Lt +O(1). To simplify notation, let us write A
∗
i (t) = λtA ∩ Ii(qt) for each i ∈ [qt].
Now, fix a value of t ∈ N, and suppose that there are more than εq2t pairs (i, j) such that the
pair
(
A∗i (t), A
∗
j (t)
)
is not ε-regular (the definition of this concept is given in Definition 2.2).
For each such pair (i, j) one of the following three possibilities holds3:
(a) |fˆA∗i (t)(θi,j)| > εLt and |fˆA∗j (t)(θi,j)| > εLt for some θi,j ∈ R/Z;
(b) |fˆA∗i (t)(θi)| > εLt for some θi ∈ R/Z with ‖θi‖ 6 1/εLt;
(c) |fˆA∗j (t)(θj)| > εLt for some θj ∈ R/Z with ‖θj‖ 6 1/εLt.
By the pigeonhole principle, one of (a), (b) and (c) holds for at least εq2t /3 pairs (i, j). Note
that, by Lemma A.4, and at the cost of replacing ε by ε/2, we may assume that θi, θj and
θi,j are all Mth roots of unity, where M = ⌈100Lt/ε⌉. Recall also that, by Lemma A.3, if
we write Σi for the set of all Mth roots of unity θ = r/M for which fˆA∗i (t)(θ) > εLt/2, then
we have |Σi| = O(ε−3).
3We are ignoring the very slight issue that the lengths of Ii(qt), Ij(qt) are not exactly Lt, but rather Lt+O(1).
This is an exceptionally minor issue.
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We claim that there exists θ ∈ R/Z and a set Ω ⊂ [qt], with |Ω| ≫ ε4qt, such that
|fˆA∗i (t)(θ)| > εLt/2 (A.4)
for every i ∈ Ω. To prove this, suppose first that (a) holds for at least εq2t /3 pairs (i, j), and
note that θi,j ∈ Σi ∩ Σj for each such pair. By Lemma A.2, it follows that there is some θ
lying in ≫ ε4qt of the sets Σi, i.e., there is a set Ω ⊂ [qt], with |Ω| ≫ ε4qt, such that (A.4)
holds for every i ∈ Ω, as claimed. On the other hand, if (b) holds (say) for at least εq2t /3
pairs (i, j), then (by the pigeonhole principle) it follows that (b) holds for at least εqt/3
different values of i ∈ [qt]. Since there are clearly ≪ M/εLt = O(ε−2) different Mth roots
of unity θ for which ‖θ‖ 6 1/εLt, another application of the pigeonhole principle gives us a
θ ∈ R/Z and a set Ω ⊂ [qt] of size ≪ ε3qt such that (A.4) holds for every i ∈ Ω, as required.
Since (b) and (c) are equivalent, this proves the claim.
Our next aim is to construct a partition of each interval Ii(qt) into arithmetic progressions,
as in Lemma A.1. Recall that these must all have common difference d 6 L
1/3
t satisfying
‖θd‖ 6 L−1/3t for some θ with |fˆA∗i (t)(θ)| > δLt. By the claim, there exists a θ ∈ R/Z for
which the last inequality holds (with δ = ε/2) for every i ∈ Ω. Moreover, by Dirichlet’s
lemma on diophantine approximation4 there exists 1 6 d 6 L
1/3
t such that ‖θd‖ 6 L−1/3t .
Set λt+1 := d
−1λt, take qt+1 to be a prime with p
3/4q
1/4
t ≪ qt+1 ≪ p3/4q1/4t , and note
that (since Lt+1 = p/qt+1) we have L
1/4
t ≪ Lt+1 ≪ L1/4t (as required by Lemma A.1).
Consider the arithmetic progressions Pj = dIj(qt+1) for j ∈ [qt+1], and note that these form
a decomposition of Z/pZ. Note that at most dqt of these progressions are not contained in
some interval Ii(qt) (since each must contain an element within distance d/2 of the endpoint
of some interval). Call such progressions bad, and the remaining progressions good.
Set Ri = {j : dIj(qt+1) ⊂ Ii(qt)} and ri = |Ri|. We claim that, by Lemma A.1, we have
1
ri
∑
j∈Ri
( |λtA ∩ Pj|
Lt+1
)2
>
( |A∗i (t)|
Lt
)2
+
ε2
4
1i∈Ω −O
(
L
−1/12
t
)
.
Indeed, if i ∈ Ω then this follows by the lemma, noting that P0 = Ii(qt) \
⋃
j Pj contains
at most 2dLt+1 ≪ L2/3t elements. On the other hand, if i 6∈ Ω then it follows by the
Cauchy-Schwarz inequality.
Noting that |λtA ∩ Pj | = |λtA ∩ dIj(qt+1)| = |λt+1A ∩ Ij(qt+1)| = |A∗j (t+ 1)|, and that
ri = Lt/Lt+1 +O(d) = qt+1/qt +O(d),
4For any α ∈ R and any Q ∈ N, there exists q ∈ N such that q < Q and ‖qα‖ 6 1/Q.
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this implies that
1
qt+1
∑
j∈Ri
( |A∗j(t + 1)|
Lt+1
)2
>
1
qt
( |A∗i (t)|
Lt
)2
+
ε2
4qt
1i∈Ω − O
(
d
qt+1
+
1
qtL
1/12
t
)
.
Summing over i ∈ [qt+1], and recalling that |Ω| ≫ ε4qt, we obtain
Et+1 =
1
qt+1
qt+1∑
j=1
( |A∗j(t + 1)|
Lt+1
)2
>
1
qt+1
qt∑
i=1
∑
j∈Ri
( |A∗j(t+ 1)|
Lt+1
)2
>
1
qt
qt∑
i=1
( |A∗i (t)|
Lt
)2
+ ε6c−O
(
dqt
qt+1
+
1
L
1/12
t
)
> Et +
ε6c
2
for some absolute c > 0, provided that Lt ≫ ε−72, since dqt 6 L1/3t qt ≪ L−1/12t qt+1.
Since the energy Et is always bounded by 1, the iteration stops at time t≪ ε−6, provided
that Lt ≫ ε−72 at that point. Since Lt ∼ (ε10p)(1/3)t , this will be so if ε ≫ (log log p)−1/6.
This completes the proof of the regularity lemma.
Proof of the counting lemma. Let us begin by recalling the statement.
Counting Lemma. Let ε, L be positive parameters with L > 16/ε. Suppose that I, I ′ ⊂
Z/pZ are intervals with |I|, |I ′| = L + O(1). Suppose also that the pair of sets A ⊂ I and
A′ ⊂ I ′ is ε7-regular and that |A|, |A′| > εL. Then |A+ A′| > (2− 8ε)L.
Proof. We will ignore, for notational simplicity, the fact that I, I ′ do not have length exactly
L. This makes no material difference. Note also that we may assume that ε < 1/2, since
otherwise the claim holds trivially. Suppose the result is false. Then there is a set S ⊂ I+I ′,
|S| = 8εL, such that (A+ A′) ∩ S = ∅. This we may write as∑
x∈I
∑
x′∈I′
1A(x)1A′(x
′)1S(x+ x
′) = 0.
Write α := |A|/|I| and α′ := |A′|/|I ′|. By assumption, α, α′ > ε. Writing 1A = α1I + fA and
1A′ = α
′1I′ + fA′, we may expand as a sum of four terms. There is a “main term”
M := αα′
∑
x∈I
∑
x′∈I′
1S(x+ x
′)
and three further “error” terms E1, E2 and E3. We begin by giving a lower bound for the
main term M . There are only two points of I + I ′ with a unique representation as x + x′
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(the two endpoints), two points with just 2 representations, and so on. Therefore we have∑
x∈I
∑
x′∈I′
1S(x+ x
′) > 1 + 1 + 2 + 2 + 3 + · · ·+ ⌈1
2
|S|⌉.
This is at least 1
2
+ 1 + 3
2
+ 2 + 5
2
+ · · ·+ 1
2
|S|. Note that, since L > 16/ε, we have |S| > 2.
Therefore this is at least 1
8
|S|2 > 5ε2L2, and hence M > 5ε4L2.
We turn now to the error terms E1, E2, E3. We will show that E1 + E2 + E3 > −4ε4L2,
which combined with the observations above gives a contradiction. We begin by expressing
the error terms using the Fourier transform. One easily checks5 that:
E1 = α
∫ 1
0
1ˆI(θ)fˆA′(θ)1ˆS(−θ) dθ,
E2 = α
′
∫ 1
0
1ˆI′(θ)fˆA(θ)1ˆS(−θ) dθ
and
E3 =
∫ 1
0
fˆA(θ)fˆA′(θ)1ˆS(−θ) dθ.
Let us bound these in turn. We claim first that |E1| 6 8ε15/2L2 < ε4L2 (recall that ε < 1/2);
the same bound holds for |E2| analogously. Let U = {θ ∈ [0, 1] : ‖θ‖ 6 1/ε7L}; we shall
split into two parts, depending on whether or not θ ∈ U . Since the pair (A,A′) is ε7-regular,
it follows that |fˆA′(θ)| 6 ε7L on U , and therefore∣∣∣∣
∫
θ∈U
1ˆI(θ)fˆA′(θ)1ˆS(−θ) dθ
∣∣∣∣ 6 ε7L
∫ 1
0
|1ˆI(θ)||1ˆS(−θ)| dθ
6 ε7L
(∫ 1
0
|1ˆI(θ)|2 dθ
)1/2(∫ 1
0
|1ˆS(θ)|2 dθ
)1/2
6 3ε15/2L2.
The last step follows since, by Parseval’s identity,∫ 1
0
|1ˆS(θ)|2 dθ =
∑
x∈Z
1S(x)
2 = 6εL and
∫ 1
0
|1ˆI(θ)|2 dθ = L.
On the range ‖θ‖ > 1/ε7L we use the well-known bound
|1ˆI(θ)| 6 2‖θ‖ 6 2ε
7L,
5Here 1ˆS(θ) =
∑
x∈S e(xθ) and fˆA(θ) is as defined in Section 2. Since
∫ 1
0
e(xθ) dθ = 1{x=0}, the three
identities all follow easily from the definitions.
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which follows by explicitly computing 1ˆI(θ) by summing a geometric series. As a result of
this, we obtain∣∣∣∣
∫
θ 6∈U
1ˆI(θ)fˆA′(θ)1ˆS(−θ) dθ
∣∣∣∣ 6 2ε7L
∫ 1
0
|fˆA′(θ)||1ˆS(−θ)| dθ
6 2ε7L
(∫ 1
0
|fˆA′(θ)|2 dθ
)1/2(∫ 1
0
|1ˆS(θ)|2 dθ
)1/2
6 5ε15/2L2.
The final inequality again follows by Parseval’s identity, since∫ 1
0
|fˆA′(θ)|2 dθ =
∑
x∈Z
fA′(x)
2 6 L.
Putting these two bounds together, we obtain |E1| 6 8ε15/2L2, as claimed.
Turning now to E3, recall that since the pair (A,A
′) is ε7-regular, we have |fˆA(θ)||fˆA′(θ)| 6
ε7L2 for every θ ∈ R/Z. It follows that
|E3| 6 sup
θ
(
|fˆA(θ)|1/2|fˆA′(θ)|1/2
)∫ 1
0
|fˆA(θ)|1/2|fˆA′(θ)|1/2|1ˆS(−θ)| dθ
6 ε7/2L
(∫ 1
0
|fˆA(θ)|2 dθ
)1/4(∫ 1
0
|fˆA′(θ)|2 dθ
)1/4(∫ 1
0
|1ˆS(θ)|2 dθ
)1/2
6 3ε4L2,
where the final inequality again follows by Parseval’s identity.
Putting everything together, we obtain E1 + E2 + E3 > −5ε4L2 and M > 5ε4L2, and
hence
M + E1 + E2 + E3 > 0,
which contradicts our choice of S. This completes the proof of the counting lemma. 
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