In this paper we show that under the assumption that a linear vector field X on a connected Lie group G admits a Jordan decomposition, the set recurrent points of its flow is given as the intersection of the fixed points of the hyperbolic and nilpotent parts of its Jordan decomposition. By considering the lift X of X to the simply connected covering G of G, the knowledge of the recurrent set of X allows us to prove that the Jordan decomposition of X can be projected to G implying that any linear vector field admits in fact a Jordan decomposition.
Introduction
Many relevant applications are coming from physical problems where the state space is a Lie group. For instance, the Noether Theorem [15] , states that every differentiable symmetry of the action of a physical system has a corresponding conservation law. And, it is possible to associate symmetry with dynamic through the notion of invariant vector fields on Lie groups. Furthermore, since the remarkable Brockett's paper "Systems theory on group manifolds and cosset spaces", in 1972, many people have been working in control theory from the geometric point of view. Specially, on invariant control systems. On the other hand, in [7] the authors introduced the class of linear control systems on Lie groups, which is detrmined by a linear vector field X as a drift, controled by a number of invariant vector fields. This class of system is a perfect generalization of the classical linear control systems on Euclidean space, and it is relevant from both, theoretical and practical point of view (see [10] ). Recently, this class have been associated with the almost-Riemannian structures (ARS) (see [6] ). The analysis of any linear system and each ARS on a Lie group, depends strongly of the dynamics of the drift (see for instance [2, 3, 4, 5, 8] ). The main aim of this paper is to give a contribution to understand the dynamic of X . In order to do that, we first study the recurrent points of X and prove that any linear vector field admits a mutiplicative Jordan decomposition of its flow, more precisely.
A vector field X on G is said to be linear if its flow {ϕ t } t∈R is a 1-parameter subgroup of Aut(G). Associated to X there is a derivation D : g → g of g that satisfies (dϕ t ) e = e tD for all t ∈ R.
Through the Lyapunov spectrum of D we consider its well known additive Jordan decomposition into elliptic, hyperbolic and nilpotent parts. Then, we say X admits a Jordan decomposition if it can be written as a the sum of commutitive vector fields X = X E + X H + X N ,
where X E , X H and X N are linear vector fields whose associated derivation are the elliptic, hyperbolic and nilpotent parts of D, respectively. Although any linear map admits a Jordan decomposition, the same decomposition for linear vector fields depends on the integration of automorphisms of g to automorphism of G, which is in general not always possible. However, if a linear vector field admits a Jordan decomposition and we denote by {ϕ H t } t∈R and {ϕ N t } t∈R the flows of X H and X N , respectively, then 1.1 Theorem: It holds that R(ϕ t ) = fix(ϕ H t ) ∩ fix(ϕ N t ).
We build the proof by considering the cases where the toral component T (G) of G is trivial or not. Here T (G) is the maximal compact, connected subgroup of Z(G) 0 . The knowledge of R(ϕ t ) and the fact that any linear vector field on simply connected Lie groups admits a Jordan decomposition allows us to prove that in fact,
Theorem:
Any linear vector field X on a connected Lie group G admits a Jordan decomposition.
In particular, the set of recurrent points of any linear vector field X is completely characterized by the hyperbolic and nilpotent parts of its Jordan decomposition.
The paper is structured as follows: In Section 2 we introduce all the background needed for the whole paper. We also prove some results concerning linear flows on vector spaces and some properties of linear vector fields admiting Jordan decomposition. In Section 3 we prove our main result characterizing the set of recurrent points of linear vector fields by means of its Jordan decomposition. Section 4 is used to prove that any linear vector field admits in fact a Jordan decomposition. In Section 5 we analyze when the flow of a linear vector field is a flow of isometries for a given almost-Riemannian structure.
Notations
If H ⊂ G is a subgroup, we denote by H 0 the connected component of H containing the identity element e ∈ G.
If H = {e} we say that H is a trivial subgroup of G. By L g and R g we denote, respectively, the left and right-translations by g. The conjugation of g is the map C g := L g • R g −1 . The center Z(G) of G is the set of elements in G that satisfy C g = id G . If f : G → H is a differentiable map between Lie groups, the differential of f is denoted by (df ) x .
Preliminaries
Let X be a topological space and {φ t } t∈R a flow on X. For any x ∈ X the (positive) orbit of φ t is the set
The set of fixed points of φ t read as
The set of recurrent points of φ t is given by
Of course one have that fix(φ t ) ⊂ R(φ t ). In the next sections we relate the set of fixed and recurrent points with the Jordan decomposition of flows on vector spaces and more generally on Lie groups.
Dynamics on vector spaces
Let V be a finite real vector space and A : V → V a linear map. Recall that A is semisimple if its extension to the complexification V C is diagonalizable. We say that A is nilpotent if A n ≡ 0 for some n ∈ N and A is elliptic (hyperbolic) if it is semisimple and its eigenvalues are pure imaginary (real). The (additive) Jordan decomposition of A reads as
Then V = V + ⊕ V 0 ⊕ V − and for any norm on V there exists λ, t 0 > 0 such that
Moreover, there is an inner product ·, · in V such that e tAE is an isometry for any t ∈ R.
We will use the notation V +,0 and V −,0 for the subspaces V + ⊕ V 0 and V − ⊕ V 0 , respectively.
The next result relates the recurrent set of e tA with the fixed points of e tAH , e tAN and e tAH,N of the corresponding flow decomposition. Proof: Since fix(e tAH ) ∩ fix(e tAN ) ⊂ fix(e tAH,N ) is always true and fix(e tAH,N ) ⊂ R(e tA ) follows from the fact that e tAE acts as an isometry for an appropriated inner product, we only have to show that R(e tA ) ⊂ fix(e tAH ) ∩ fix(e tAN ).
Denote by φ t : PV → PV the flow induced by e tA in the projective space PV . By Theorem A.8 of [9] it holds that
where φ H and φ N are, respectively, the flows induced by e tAH and e tAN on PV . By linearity, we get then that P R(e tA ) ⊂ R(φ t ), where W stands by the linear subspace of V generated by a subset W of V . In particular, any v ∈ R(e tA ) is a common eigenvector of e tAH and e tAN . Since every eigenvalue of e tAN is equal to one we get that v ∈ fix(e tAN ). On the other hand, since e tAE acts as isometry for some appropriated metric, we get |e tA v| = |e tAE e tAH e tAN v| = |e tAH v| = e tλ |v|, where λ ∈ R is an eigenvalue of the hyperbolic part A H of A. Since v is a recurrent point of e tA , there exists t k → +∞ such that e t k λ → 1 as k → +∞, which happens only when λ = 0 and so R(e tA ) ⊂ fix(e tAH ) ∩ fix(e tAN ), concluding the proof. 
The next lemma will be important in the context of linear vector fields ahead.
Lemma:
Let γ : R → V be a curve that satisfies
If A has no eliptical part and
Moreover, the fact that |π(v)| ≤ |v| for any v ∈ V gives us that
In particular, the result follows if we show that
Equivalently, we only have to analyze the cases where A is nilpotent or it has only eigenvalues with positive real parts.
On the other hand, for any k ∈ N and r ∈ (0, 1] we can write t k = rn k + r k with n k ∈ N and r k ∈ [0, 1). Then
Since by continuity,
and so we can assume w.l.o.g. that t k = rn k with n k ∈ N and r ∈ (0, 1]. Moreover, since for any t ∈ R there exists n ∈ Z and r ∈ (0, 1] such that t = nr, then γ r = 0 ∀r ∈ (0, 1] =⇒ γ t = γ nr = n j=0 e jA γ r = 0 ∀t ∈ R and we only have to show that if A is nilpotent or it has only eigenvalues with positive real parts then (γ rn k ) k∈N bounded for some sequence n k → +∞ implies γ r = 0.
Case 1:
A has only eigenvalues with positive real parts;
Since,
However,
Case 2: A is nilpotent;
Let p ∈ N be the greatest integer such that A p γ r = 0. Then
If p ≥ 1, a simple calculation shows that
However, A p γ r = 0 for all p ≥ 1 implies necessarily that γ rn k = (n k + 1)γ r which is bounded if and only if γ r = 0.
By the previous cases, γ t ∈ V − for all t > 0. By considering 0 < t < s we have that
For the last assertion, let t ≥ t 1 and consider k ∈ N such that t k ≤ t < t k+1 . Then, there exists p k ∈ N and r k ∈ [0, 1) such that t = p k t k + r k . Therefore,
and so, by equation (1), we obtain
Since e −t k λ → 0 as k → +∞, and (γ t k ) k∈N is bounded, the assertion follows.
Remark:
By analogy one can easily shows that under the conditions of the previous lemma, if (γ t k ) k∈N is bounded for some sequence t k → −∞ then γ t ∈ V + for all t ∈ R.
Linear vector fields
In this section we introduce the notion of linear vector fields and its main properties. Let G be a connected Lie group with Lie algebra g identified with the set of left invariant vector fields.
A vector field X on G is said to be linear if its flow {ϕ t } t∈R is a 1-parameter subgroup of Aut(G). Associated to any linear vector field X there is a derivation D of g that satisfies (dϕ t ) e = e tD for all t ∈ R.
In particular, it holds that
For any connected Lie group G we denote by T (G) the toral component of G, that is, the maximal compact, connected subgroup of Z(G) 0 . As a standard fact we know that if T (G) is trivial, then Z(G) 0 is simply connected
Let {ϕ t } t∈R ⊂ Aut(G) be a flow. By maximality, for any t ∈ R we obtain that ϕ t (T (G)) = T (G). However, the group of the automorphisms of T (G) is discrete and hence ϕ t | T (G) = id T (G) . In particular, it follows that
Let D = D E + D H + D N be the Jordan decomposition of D. By Theorem 3.2 and Proposition 3.3 of [18] we have that D E , D H and D N are still derivations of g. Moreover, if g λ stands for the eigenspaces of the hyperbolic part D H , then [g λ , g µ ] ⊂ g λ+µ if λ + µ is an eigenvalue of D H and zero otherwise (see [18] Proposition 3.1). It turns out that g + = λ>0 g λ , and g − = λ<0 g λ are nilpotent Lie subalgebras. Denoting by g 0 = ker D H we obtain the decomposition g = g + ⊕ g 0 ⊕ g − . Now we extend the Jordan decomposition of a linear differential equation to linear vector fields. Let X be a linear vector field on a connected Lie group G. We say X is elliptic, hyperbolic or nilpotent, respectively, when its associated derivation D is elliptic, hyperbolic or nilpotent. The Jordan decomposition of X is given by
with X E elliptic, X H hyperbolic and X N nilpotent. By the uniqueness of the Jordan decomposition of D and the connectedness of the group G we get that the Jordan decomposition of X is unique, when such decomposition exists.
Let G be a connected Lie group and X a linear vector field with associated flow {ϕ t } t∈R . If X admits Jordan decomposition X = X E + X H + X N then for all t ∈ R, ϕ t is a commutative product, ϕ t = ϕ E 2.5 Remark: For any given linear vector field X on G and any surjective homomorphism π : G → H the family {ψ t } t∈R defined by the relation π • ϕ t = ψ t • π, t ∈ R is a one-parameter group of automorphism of H if and only if ker π is a ϕ-invariant subgroup. In particular, if Y stands for the linear vector field associated with {ψ t } t∈R then Y is elliptic, hyperbolic or nilpotent if X is elliptic, hyperbolic or nilpotent, respectively.
We define the dynamical subgroups of G associated with the hyperbolical part of X by
These subgroups where first defined in [8] without the use of Jordan decompositions. However, it is straightforward to see that their definitions are equivalent. The next proposition states the main properties of these dynamical subgroups. Its proof can be found at [8, Proposition 2.9].
2.6 Proposition: It holds:
1. G 0 normalizes G + and G − and hence G +,0 := G + G 0 and G −,0 := G − G 0 are subgroups of G;
3. The dynamical subgroups are closed in G;
A Levi subgroup (subalgebra) S ⊂ G (s ⊂ g) is a maximal connected semisimple subgroup (subalgebra). By Levi's Theorem, Levi subgroups (subalgebras) always exists and we have the Levi decomposition (see [17, Chapter I-4]) G = SR, with dim(S ∩ R) = 0.
We will say that a group G has semisimple finite center if some (and hence all) Levi subgroup of G has finite center.
Proposition:
There exists a ϕ H -invariant Levi subgroup S ⊂ G. As a consequence:
has finitely many connected components.
Proof: Since {e tDH , t ∈ R} is a group of semisimple automorphisms of g, Corollary 5.2 of [14] implies the existence of a D H -invariant Levi subalgebra. Hence, the connected subgroup S ⊂ G with Lie algebra s is a Levi subgroup and the D H -invariance of s implies the ϕ H -invariance of S.
is trivial, let us show the opposite one. Let x ∈ fix(ϕ H t ) and write it as x = ab with a ∈ S, b ∈ R. Then,
Since dim(R ∩ S) = 0 and t → ϕ H t (a −1 )a is a continuous curve in R ∩ S, we must necessarily have that ϕ H t (a −1 )a = ϕ H 0 (a −1 )a = e implying that a ∈ fix(ϕ H t | S ) and also that b ∈ fix(ϕ H t | R ) as desired. (ii) By Proposition 2.6 item 4. fix(ϕ H t | R ) is connected. Hence, by item (i) we get
Therefore, the number of connected components of fix(ϕ H t ) is the same as the one of fix(ϕ H t | S ). However, in the semisimple case the number of connected components of the fixed points of a hyperbolic linear vector field is finite if and only if the center of the group is finite 1 and the result follows.
(iii) By item 3. we have that R = R − R +,0 . On the other hand, if S is compact then S = S 0 and if S is noncompact, it turns out that S − S +,0 is dense in S (see [5, Section 2.2] ). In any case,
The next result implies that we can endow G with a left-invariant Riemannian metric such that {ϕ E t } t∈R is a flow of isometries.
Theorem:
Let ∆ ⊂ g be a D-invariant subspace. If D| ∆ is skew-symmetric then {ϕ t } t∈R preserves the arc-lenght of any admissible curve for ∆. In particular, {ϕ E t } t∈R is a flow of isometries for some left-invariant metric on G.
Proof: Let us denote by ., . the left-invariant metric and by l(t) the length of the curve s −→ ϕ t (θ(s)). Thanks to the left-invariance on the one hand, and to the fact that (dϕ t ) e = e tD is orthogonal on ∆ for all t on the other one, we get: where for the third equality we used that ϕ t • L g = L ϕt(g) • ϕ t for any g ∈ G and t ∈ R.
The assertion on {ϕ E t } t∈R follows from the fact that there exists an inner product ·, · on g such that {e tDE } t∈R is a flow of isometries, or equivalently, D E is skew-symmetric. By extending ·, · to a left-invariant metric on G we have that {ϕ E t } preserves the arc-lenght of any curve in G and the result follows.
Proposition:
It holds:
Proof: 1. Let us denote by ̺ the distance associated with the left-invariant metric such that {ϕ E t } is a flow of isometries. Then, ϕ) ) for any t > 0. However, since x ∈ R(ϕ t ) there exists t k → +∞ such that ϕ t k (x) → x as k → +∞ and so
Since t k → +∞, there exists k 0 ∈ N such that t k − t > 0 for any k ≥ k 0 and so ϕ t x, ϕ) ) as stated.
Recurrent points of linear vector fields
Our aim in this section is to prove the following fact: If a linear vector field admits a Jordan decomposition, the set of recurrent points coincides with the intersection of the sets of fixed points of the hyperbolic and nilpotent parts of the mentioned decomposition.
Let us fix a linear vector field X and assume through the whole section that X admits a Jordan decomposition. We start by showing the result in question on the adjoint group.
Proposition:
Let X be a linear vector field on G with associated derivation D. Then, Ad(ϕ t (g)) = e tD Ad(g), g ∈ G, t ∈ R.
In particular,
where Ad •ϕ t (Ad(g)) := Ad(ϕ t (g)).
Proof: Since G is connected, we only need to show equation (2) for g = e X with X ∈ g. However,
Ad(ϕ t (e X )) = Ad(exp(e tD X)) = e ad(e tD X) = e e tD ad(X)e −tD = e tD e ad(X) e −tD = C e tD Ad(e X ).
Furthermore, since C e tD : gl(g) → gl(g) is linear, it holds that C e tD = Ad(e tD ) = e t ad(D) =⇒ Ad(ϕ t (e X )) = e t ad(D) Ad(e X ), which proves equation (2) .
By equation (2) we get that
finishing the proof.
Next we show a equality between the set of fixed points.
With the previous notations, it holds that
Proof: Our proof consider the different classes of Lie groups as follows:
• Assume first that G is a semisimple Lie group;
By Proposition 3.1 it follows that
Since the center of a semisimple Lie group is discrete we must have x −1 ϕ i t = e for all t ∈ R. Therefore,
which implies the equality.
• Let us assume now that G is a solvable Lie group;
Since the corresponding dynamical subgroups of ϕ H,N and ϕ H coincides, we have by Proposition 2.6 item 4. that
• Finally, let G be an arbitrary Lie group.
Let S be a ϕ H -invariant Levi subgroup given by Proposition 2.7 and consider π : G → G/R be the canonical projection. Denote byφ H,N ,φ H andφ H the flows induced by ϕ H,N , ϕ H and ϕ N on G/R, respectively. Since G/R is semisimple, we obtain that π(fix(ϕ H,N
Theorem:
Since ζ t = x −1 ϕ H,N t (x) we conclude that O + (x, ϕ H,N ) is also bounded. By Proposition 2.9 and the fact that x ∈ R(ϕ t ) we conclude that
Therefore, (ζ t ) t∈R is bounded and by applying Lemma 2.3 again (see also Remark 2.4) we concluded that ζ t ∈ G + for all t ∈ R. Therefore,
Case 2: T (G) is nontrivial.
Since G/T (G) has trivial toral component, we get by the previous case that
However, T (G) ⊂ fix(ϕ H,N ) and hence R(ϕ t ) ⊂ fix(ϕ H,N t ), finishing the proof.
As a direct consequence we have the following 3.4 Corollary: With the previous notations, it holds that
Proof: Since any fixed point is recurrent, Theorem 3.3 implies that fix
Since the opposite inclusion is trivial, the result follows.
The next example show that Theorem 3.3 does not holds for discrete-time flows.
Example:
The 2-dimensional torus T 2 = R 2 /Z 2 is an abelian Lie group whose Lie algebra is R 2 . Let Such automorphism, known as Arnold's cat map is the recurrent in the torus and hence R(ϕ n ) = T 2 (see [1, Example 1.16] ), that is R(ψ n ) = T 2 , where ϕ n is the discrete-time flow
On the other hand, a simple calculation shows that fix(ψ n ) = {[0, 0]}.
Let θ = 0 −1 1 0 and define ρ t := e tθ . Consider the semi-direct product G = R × ρ R 2 .
Following [2] a linear vector field of G and its associated derivation are given, respectively, by
If λ 2 + µ 2 = 0, the the eliptic, hyperbolic and nilpotent parts of A are given, respectively, by
Consequently,
are respectively the eliptic, hyperbolic and nilpotent parts of D. Hence,
Since X N = 0 we get that
However, a simple calculation shows us that
In particular, if ξ = 0 we get that R(ϕ t ) = R × {0}.
One-parameter groups of isometries of left-invariant sub-Riemannian metrics
In what follows G is a n-dimensional connected Lie group and g stands for its Lie algebra.
The group is endowed with a sub-Riemannian, possibly Riemannian, left-invariant structure defined by a set {Y 1 , Y 2 , . . . , Y p } of left-invariant vector-fields (with p ≤ n). More accurately the p-uple (Y 1 , Y 2 , . . . , Y p ) is an orthonormal basis of the subspace ∆ it generates in g and defines a left-invariant sub-Riemannian structure on G.
This structure is Riemannian if p = n.
It is sub-Riemannian if p < n and we assume in that case that the distribution {Y 1 , Y 2 , . . . , Y p } is bracket generating.
On the other hand let X be a linear field on G. As previously we denote by D = − ad(X ) the associated derivation of g and by {ϕ t } t∈R the flow of X . On the context of sub-Riemannian geometry, Theorem 2.8 reads:
Theorem:
If ∆ is D-invariant and D| ∆ then {ϕ t } t∈R is a one-parameter group of isometries of G.
Conversely let {ϕ t } t∈R be a one-parameter group of isometries of a left-invariant structure on G.
Let us assume that ϕ t is also an automorphism of G, for each t ∈ R. In that case the one-parameter group {ϕ t } t∈R is generated by an infinitesimal automorphism, that is a linear field X , and to this linear field we can associate as usual the derivation D = − ad(X ).
The first thing to notice is that each ϕ t transforms an admissible curve into an admissible curve hence preserves the distribution ∆.
Then ϕ t preserves the length of all admissible curves and its differential should preserve the length of the tangent vectors to admissible curves. Thanks to the fact that
this implies that (dϕ t ) e = e tD is orthogonal on ∆ for all t and finally that D is skew-symmetric w.r.t. the inner product of ∆.
It is not true that all isometries of left-invariant sub-Riemannian structures that preserve the origin are automorphisms. For instance a counter-example was built by John Milnor on the rototranslation group (see [13] ).
However it has been proven by Kivioja and Le Donne that in case when G is nilpotent (and connected) the group of isometries is a Lie group of affine transformations (see [11] ). An affine transformation is by definition the composition of an automorphism with a left translation. Since all left translations are isometries, we can state:
Let G be a nilpotent connected Lie group and (∆, , ) be a sub-Riemannian structure on G, where ∆ is a left-invariant bracket generating distribution and , is a left invariant inner product on ∆.
The group of isometries of G that preserves the origin is the Lie group of automorphisms of G whose Lie algebra is the set of derivations of g that preserve ∆ and are skew-symmetric on ∆.
The semi-simple case
It is assumed in this section that g is a semi-simple Lie algebra, and that g = l ⊕ p is a Cartan decomposition of g. Let θ be the related Cartan involution, that is the automorphism of g whose restriction to l is the identity I l and the restriction to p is −I p .
We assume in what follows that the inner product defining the sub-Riemannian metric is the restriction to the left-invariant distribution ∆ of the associated inner product, that is: θZ) where B stands for the Killing form.
All the derivations being inner, let D = − ad(X) for some X ∈ g. A straightforward computation using the properties of the Killing form shows that
Let us assume that ∆ is D = − ad(X)-invariant. Then the restriction of D is skew-symmetric on ∆ if and only if it commutes with θ. But another straightforward computation shows that:
Since ∆ is assumed to be bracket generating we obtain that D, and not only its restriction to ∆, must commute with θ. In other words D cannot be skew-symmetric on ∆ without being skew-symmetric on g. . If these two expressions are equal for all Y ∈ g then according to the properties of semi-simple Lie algebras we deduce θX = X hence X ∈ l.
Theorem:
Let G be a semi-simple connected Lie group and (∆, , ) be a sub-Riemannian structure on G, where ∆ is a left-invariant bracket generating distribution and , is a left invariant inner product on ∆.
Let n be the normalizer of ∆ in g.
The group of automorphic isometries is isomorphic to the Lie group whose Lie algebra is equal l ∩ n.
Proof: Indeed the group of isometries that preserve the origin is a Lie group ( [11] ). The group of automorphic isometries is its intersection with the Lie group of automorphisms of G, hence a Lie group. Its Lie algebra is the set of derivations D = − ad(X) that preserve ∆, that is X ∈ n, and that are skew-symmetric on ∆ hence on g, that is X ∈ l.
