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Abstract
In this paper, we consider an optimal control problem for a prescription opioid epidemic model that describes the interaction between the
regular prescription or addictive use of opioid drugs, and the process of rehabilitation and that of relapsing into opioid drug use. In particular,
our interest is in the situation, where the control appearing linearly in the opioid epidemics is interpreted as the rate at which the susceptible
individuals are effectively removed from the population due to an opioid-related intervention policy or when the dynamics of the addicted is
strategically influenced due to an accessible addiction treatment facility, while a small perturbing noise enters through the dynamics of the
susceptible group in the population compartmental model. To this end, we introduce a mathematical apparatus that minimizes the asymptotic
exit-rate with which the solution for such stochastically perturbed prescription opioid epidemics exits from a given bounded open domain.
Moreover, under certain assumptions, we also provide an admissible optimal Markov control for the corresponding optimal control problem
that optimally effected removal of the susceptible or recovered individuals from the population dynamics.
Key words: Diffusion processes; exit probability; epidemiology; population compartmental model; prescription drug addiction; Markov
controls; minimum exit-rates; optimal control problem.
1 Introduction
Despite the urgency of the problem, relatively little is known about how to address the current opioid epidemics based on a
systematic multi-pronged approach aiming at a wide spectrum issues that arise from misuse of prescription drugs, inappropriate
opioid prescribing practices and higher prescribing rates, or due to the lack of easily accessible opioid dependence treatment
facilities (e.g., see Centers for Disease Control and Prevention (2018), Volkow and McLellan (2016), Frieden and Houry
(2016), Dowell et al. (2016) and OASPE (2015) for general policies that are primarily aimed at curbing prescription opioid
abuse, preventing inappropriate prescribing practices, developing abuse deterrents or preventing drug diversion mechanisms).
In this paper, without attempting to give a complete literature review, we make an effort to address one aspect of this complex
problem using a combination of optimal control theory and epidemiological insights. In particular, we consider an optimal
control problem for a prescription opioid epidemic model that describes the interaction between the regular prescription or
addictive use of opioid drug, and the process of rehabilitation and that of relapsing into opioid drug use. Our main interest is in
the situation, where the control appearing linearly in the opioid epidemic model is interpreted as the rate at which the susceptible
individuals are effectively removed from the population due to an opioid-related intervention policy or when the dynamics of
addicted is strategically influenced due to an accessible addiction treatment facility, while a small perturbing noise enters
through the dynamics of the susceptible group in the population compartmental model (e.g., see Befekadu and Zhu (2018) for
additional discussions how random perturbing noise may propagate through the dynamics of prescription opioid epidemics). To
this end, we introduce a mathematical apparatus that minimizes the asymptotic exit-rate (equivalently, maximizes the expected
exit-time or the residence time) with which the solution for such stochastically perturbed prescription opioid epidemics exits
from a given bounded open domain. Moreover, under certain assumptions, we also provide an admissible optimal Markov
control for the corresponding optimal control problem that optimally effected removal of the susceptible or the recovered from
the population dynamics.
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Finally, it is worth mentioning that some interesting studies on the minimum escape time or optimal residence time control
problem for stochastically perturbed dynamical systems have been reported in literature (e.g., see Dunyak and Freidlin (1998),
Dupuis and Kushner (1989), Kim et al. (1990) or Befekadu and Antsaklis (2015), among others, mainly from a mathematical
control theory point of view). The rationale behind our framework, which follows in some sense the settings of these papers,
is to provide a stochastic optimal control argument which is more practical for characterizing typical sample paths of regular
prescription opioid users, opioid addicts or the process of rehabilitation and relapsing into opioid drug uses, with some form of
opioid-related intervention strategies or policies.
The remainder of this paper is organized as follows. In Section 2, we present our problem formulation for the optimal residence
time control of stochastically perturbed prescription opioid epidemic model. In Section 3, we present our main results – where
we provide mathematical arguments that characterize the admissible solutions for the optimal residence time control problem.
Section 4 contains simulation results. Finally, Section 5 provides concluding remarks.
2 Methods
In this section, we present our problem formulation, where our interest is to minimize the asymptotic exit-rate (or equivalently
maximizing the expected exit-time) with which the solution of stochastically perturbed prescription opioid epidemic model
exits from the given bounded open domain.
2.1 Model description
In what follows, if we denote the susceptible, addicted and recovered in a closed population by X1(t), X2(t) and X3(t),
respectively. Then, the prescription opioid epidemic dynamical model, with small random perturbing noise, can be written as
follows 1
dX1(t) = f1(X1(t), X2(t), X3(t))dt+
√
dW (t)
dX2(t) = f2(X1(t), X2(t), X3(t))dt
dX3(t) = f3(X2(t), X3(t))dt
 (1)
where
(
W (t)
)
t≥0 is a one-dimensional Brownian motion,
(
X1(t), X2(t), X3(t)
)
t≥0 being an R
3-valued degenerate diffusion
process, and  is a small positive number that represents the level of the random perturbation in the prescription opioid epidemic
dynamics, while the functions f1, f2 and f3 are given by
f1(t, x1, x2, x3) = −αx1(t)− β(1− ξ)x1(t)x2(t)− βξx1(t)(1− x1(t)− x2(t)− x3(t))
+ (ε+ µ)(1− x1(t)− x2(t)− x3(t)) + (δ + µ)x3(t) + µ∗x2(t),
f2(t, x1, x2, x3) = γ(1− x1(t)− x2(t)− x3(t)) + σx3(t) + β(1− ξ)x1(t)x2(t)
+ βξx1(t)(1− x1(t)− x2(t)− x3(t)) + νx3(t)x2(t)− (ζ + µ∗)x2(t)
and
f3(t, x2, x3) = ζx2(t)− µx3(t)x2(t)− (δ + σ + µ)x3(t),
respectively (e.g., see also Battista et al. (2018) and Befekadu and Zhu (2018) for additional discussions on the detailed model
derivation). In the above prescription opioid epidemic dynamical population model, we assume that no new addictive opioid
drug users are introduced from outside, but there is an external small random perturbing noise that enters through the dynamics
of the susceptible group and then its effect is subsequently propagated to the other subsystems. Moreover, Table 1 contains a
brief description of the system parameters in Equation (1).
Furthermore, if we denote by a bold letter a quantity inR3, for example, the solution in Equation (1) is denoted by
(
X(t)
)
t≥0 =(
X1(t), X2(t), X3(t)
)
t≥0, then we can rewrite Equation (1) as follows
dX(t) = F(X(t))dt+
√
BdW (t), (2)
1 Note that, for a normalized population, i.e., when N = 1, the proportion of opioid prescription users, denoted by Z(t), is given by
Z(t) = 1−X1(t)−X2(t)−X3(t), for t ≥ 0.
2
whereF =
[
f1, f2, f3
]T
is anR3-valued function andB stands for a column vector that embedsR intoR3, i.e.,B = [1, 0, 0]T .
Note that the corresponding degenerate elliptic operator for the diffusion process X(t) is given by
L(·)(x) = 
2
tr
{
D2x1(·)
}
+
∑3
i=1
fi(x)Dxi(·), (3)
where Dxi and D
2
x1 (with D
2
x1 =
(
∂2/∂x1∂x1
)
) are the gradient and the Hessian, w.r.t. the variable xi, for i ∈ {1, 2, 3},
respectively.
Table 1
Summary of notation
α the rate at which people are prescribed opioids
β the total probability of becoming addicted to opioids other than by prescription
β(1− ξ) the proportion of β caused by black market drugs or other addicts
βξ the rate at which the non-prescribed, susceptible individuals begin abusing opi-
oids due to the accessibility of extra prescription opioids, e.g., new addict users
may get drugs from a friend or relative’s prescription
ε the rate at which people come back to the susceptible group after being pre-
scribed opioids
δ the rate at which people come back to the susceptible group after successfully
finishing treatment. Despite having completed rehabilitation, we assume people
are susceptible to addiction for life
µ the natural death rate
µ∗ the (enhanced) death rate for addicts (µ plus overdose rate)
γ the rate at which the prescribed opioid users fall into addiction
ζ the rate at which addicted/dependent opioid users enter the treat-
ment/rehabilitation process
ν the rate at which users during the treatment fall back into addictive drug use due
to the availability of prescribed painkillers from relatives or friends
2.2 Controlled-eigenvalue problem
In this subsection, we consider the following controlled version of SDE for Equation (2), with the corresponding controlled-
diffusion process
(
Xu,0,x(t)
)
t≥0, i.e.,
dXu,0,x(t) =
[
F(Xu,0,x(t)) + B˜u(t)
]
dt+
√
BdW (t), Xu,0,x(0) = x, (4)
where u(·) is a measurable control process from a set U which is R2-valued progressively measurable processes (i.e., a family
of nonanticipative processes, for all t > s, (W (t)−W (s)) is independent of u(r) for r ≤ s) and such that
E
∫ ∞
0
|u(t)|2dt <∞,
and the matrix B˜ is given by
B˜ =

b1 0
0 0
0 b2
 ,
while the numerical values for bj ≥ 0, with j = 1, 2, describe the efficiency or effectiveness of the control efforts. 2
2 Note that small b1 and b2 also imply that the admissible control u ∈ U is expensive due to some costs associated with its implementation.
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Remark 1 Note that, from the structure of matrix B˜, we also observe that the admissible control strategy influences the opioid
epidemic dynamics directly through the susceptible or addictive groups, where such an admissible control can be interpreted
as the rate at which the susceptible individuals are effectively removed from the population or when the dynamics of addicted
is strategically influenced due to an easily accessible addiction treatment facility.
LetD ⊂ R3 be a given bounded open domain, with smooth boundary ∂D (i.e., ∂D is a manifold of class C2), and let us denote
by C∞(D) the spaces of infinitely differentiable functions on D. Furthermore, let Pu,x
{A} and Eu,x {ω}, as usual, denote the
probability of an eventA and the expectation of a random variable ω, respectively, for the controlled-diffusion processXu,0,x(t)
starting from x ∈ D.
In this paper, our main interest is to confine the controlled-diffusion processXu,0,x(t) inside the domainD as long as possible. A
standard formulation for such a problem is to maximize the expected exit-time (or the residence time) with respect to a certain
class of admissible controls, i.e.,
max
u∈U
Eu,x
{
τ D
}
,
where τ D denotes the first exit-time for the controlled-diffusion process X
u,
0,x(t) from the domain D and is given by
τ D = inf
{
t > 0
∣∣Xu,0,x(t) ∈ ∂D}. (5)
Note that, in general, it is difficult to get effective information about the exit probability (or the maximum expected exit-time)
and, at the same time, a set of admissible controls in this way. On the other hand, one could consider a more natural objective
that is directly associated with the asymptotic exit-rate with which the controlled-diffusion process Xu,0,x(t) exits from the
domain D. Furthermore, this suggests minimizing the principal eigenvalue λv
λu = − lim sup
t→∞
1
t
logPu,x
{
τ D > t
}
, (6)
with respect to a certain class of admissible controls. 3
In what follows, we specifically consider a precise stationary Markov control u(t) = v
(
Xv,0,x(t)
) ∈ U , for t ≥ 0, with some
measurable map v : R3 → U . Then, we suppose that the controlled-SDE in Equation (4) is composed with this admissible
Markov control v. Note that the extended generator for the controlled-diffusion process Xv,0,x(t) is given by
Lv
(·)(x) = 
2
tr
{
D2x1(·)
}
+
〈
F(x) + B˜v(x), Dx(·)
〉
, (7)
where Dx(·) denotes the gradient operator, i.e., Dx(·) ≡ [Dx1(·), Dx2(·), Dx3(·)]T , with respect to x ∈ R3.
Next, let us consider the following controlled-eigenvalue problem
−Lvψv
(
x
)
= λvψv
(
x
)
in D
ψv
(
x
)
= 0 on ∂D
 (8)
where the extended generator Lv is given in Equation (7) above.
In the following section, using Theorems 1.1, 1.2 and 1.4 from Quaas and Sirakov (2008) (see also (Befekadu and Antsaklis,
2015, Proposition 3.2)), we provide a condition for the existence of a unique principal eigenvalue λv > 0 and an eigenfunction
ψv ∈ W 2,ploc
(
D
) ∩ C(D¯) pairs for the eigenvalue problem in Equation (8), with zero boundary condition on ∂D. Then, we
further make use of the following observation – where such an eigenvalue λv is also related to the minimum asymptotic exit-rate
with which the controlled-diffusion process Xv,0,x(t) exits from the given domain D, when the controlled-SDE in Equation (4)
is composed with an admissible Markov control v.
3 Recently, the authors in Arapostathis et al. (2016) have provided some interesting results on controlled equilibrium selection problem in
stochastically perturbed dynamics, but in a different context.
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3 Characterizing the optimal residence time control problem
In this section, we present our main result that characterizes the admissible solutions for the optimal control problem in Equa-
tion (8). In particular, Proposition 1 establishes a connection between the minimum asymptotic exit-rate (i.e., the optimal
residence time) and the principal eigenvalue problem for the extended generator Lv in Equation (7). Whilst, in Remark 3
provides a condition for the existence of an admissible optimal Markov control for the corresponding optimal control problem.
Proposition 1 Suppose that an admissible Markov control v is given, then the principal eigenvalue λv for the extended gener-
ator Lv , with zero boundary condition on ∂D, is given by
λv = − lim sup
t→∞
1
t
logPv,x
{
τ D > t
}
, (9)
where τ D is the first exit-time for the controlled-diffusion process X
v,
0,x(t) from the given bounded domain D, while the prob-
ability Pv,x
{·} in Equation (9) is conditioned on the initial condition x ∈ D as well as on the admissible Markov control v(·)
for t ∈ [0, τ D).
Remark 2 Note that the above proposition establishes a connection between the minimum exit rate problems and that of the
principal eigenvalue problems, where such a connection is also studied in Biswas and Borkar (2010).
In what follows, let us define the following Hamilton-Jacobi-Bellman (HJB) equation
Lu
(·)(x, u) = 
2
tr
{
D2x1(·)
}
+
〈
F(x) + B˜u,Dx(·)
〉
, (10)
with Dx(·) = [Dx1(·), Dx2(·), Dx3(·)]T .
Remark 3 Here, it is worth remarking that one can also associate the above HJB equation with the following optimal control
problem
max
u∈R
{
Luψ
(
x, u
)
+ λψ
(
x
)}
, (11)
where the admissible optimal control u∗() can be determined by any measurable selector of
arg max
{Luψ(x, · )}, x ∈ D.
4 Simulation results
In this section, we apply our framework that is discussed in the previous section. In particular, we determined an optimal
Markov control strategy for the prescription opioid epidemics with small random perturbing noise. Note that the control strategy
appears linearly in the model and, as a result of this, we interpreted such an admissible control strategy as the rate at which
the susceptible individuals are effectively removed from the population due to an intervention strategy or when the dynamics
of addicted is influenced due to an accessible addiction treatment facility. In the simulation results, we used literature based
parameter values (that are given in Table 2) for the prescription opioid epidemic model (e.g., see also Battista et al. (2018) for
additional discussions). Here, we are mainly interested in the addiction-free equilibrium case, i.e., for γ = 0, ξ = 0 and β > 0,
when the linearized prescription opioid epidemic model (corresponding to the deterministic model, i.e., ˙˜X(t) = F(X˜(t)))
becomes an addiction-free equilibrium, with the following steady state conditions 4
X∗1 =
ε+ µ
α+ ε+ µ
, X∗2 = 0, X
∗
3 = 0 and Z
∗ =
α
α+ ε+ µ
.
4 The number of opioid prescription users corresponding to an addiction-free equilibrium point is computed as follows Z∗ = 1 − X∗1 −
X∗2 −X∗3 , that is, Z∗ = 0.0565, while the addiction-free equilibrium is given by (X∗1 , X∗2 , X∗3 ) = (0.9435, 0, 0).
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Table 2
Literature based parameter values(see Battista et al. (2018))
Parameter Numerical value Parameter Numerical value
α 0.15 δ 0.1
ε 0.8 - 8 ν 0.2
β 0.0036 σ 0.7
ξ 0.74 µ 0.007288
γ 0.00744 µ∗ 0.01155
ζ 0.2 - 2 - -
Note that the Jacobian matrix J(X), i.e., the linearized prescription opioid epidemic model when evaluated at the addiction-free
equilibrium point X∗, is given by
J(X)
∣∣
X=X∗ =
[
∂fi(X)
∂Xj
]
ij
∣∣∣∣
X=X∗
, i, j ∈ {1, 2, 3}
=

−(α+ ε+ µ) β(ε+ µ)
α+ ε+ µ
− (ε+ µ) + µ∗ δ − ε
0
β(ε+ µ)
α+ ε+ µ
− (ζ + µ∗) σ
0 ζ −(δ + σ + µ)

and the corresponding eigenvalues for the Jacobian matrix J(X∗), that is,
{ − 3.1573,−0.0323,−1.0331}, are all strictly
negative and, hence, the addiction-free equilibrium is asymptotically stable, with a reproduction number Ro = 0.0766. 5
Moreover, we performed our simulation studies using parameter values from Table 2, with ε = 3 and ζ = 0.25. Note that, from
the physical point of view, the domain of interest, i.e., a bounded open domainD ⊂ R3, with smooth boundary condition, must
be contained inside the following boundary condition
D ⊂
{
Xi(t) ≥ 0, i = 1, 2, 3
X1(t) +X2(t) +X3(t) + Z(t) = 1, ∀t ≥ 0
}
or equivalently, with Z(t) ≥ 0, for all t ≥ 0,
D ⊂
{
Xi(t) ≥ 0, i = 1, 2, 3
X1(t) +X2(t) +X3(t) ≤ 1, ∀t ≥ 0
}
,
with smooth boundary ∂D.
In what follows, we provided an upper bound for the optimal residence time based on the above linearized prescription opioid
epidemic model. 6 In the simulation, we set b1 = 0.01 and b2 = 0.001 to highlight the relative effectiveness of those parameters
in the controller matrix B˜. Note that, for the control strategy appearing linearly in the opioid epidemic model, the controllability
property of the system holds true (see Befekadu and Zhu (2018) for additional discussions for such an assumption). As a result
of this, there exists at least one Markovian control v∗, with eigenvalue-eigenfunction pair (λv∗ , ϕ∗) (cf. Proposition ?? above).
Furthermore, for any small noise intensity   1, the corresponding first exit-time τ D for the controlled-diffusion process
(Xv
∗,
0,x (t))t≥0 with which it exits from the domain D is finite and always bounded from the above, i.e.,
τ D ≤ τ˜ D
(
X˜,Kγ˜
)
,
5 Note that, if the reproduction numberRo > 1 orRo < 1, then it evidently indicates the prevalence of opioid addicts in the population.
6 Here, we assume that the dynamics of the linearized system is close to that of the original prescription opioid epidemic model in Equa-
tion (1).
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where τ˜ D
(
X˜,Kγ˜
)
denotes the first exit-time for the diffusion process X˜Kγ˜ ,0,x (t) from the domain D corresponding to the
linearized prescription opioid epidemic model with small perturbing noise, i.e.,
τ˜ D
(
X˜,Kγ˜
)
= inf
{
t > 0
∣∣ X˜Kγ˜ ,0,x (t) ∈ ∂D},
while the diffusion process (X˜Kγ˜ ,0,x (t))t≥0 satisfies the following the controlled-linear SDE
dX˜
Kγ˜ ,
0,x (t) =
(
A+ B˜Kγ˜
)
X˜
Kγ˜ ,
0,x (t)dt+
√
BdW (t),
with A = J(X)
∣∣
X=X∗ and Kγ˜ is some state feedback control matrix that is given below. Moreover, the logarithm residence
time satisfies the following
 ln τ˜ D
(
X˜,Kγ˜
)
= φ˜(D,Kγ˜),
where
φ˜(D,Kγ˜) = inf
X∈∂D
1
2‖Pγ˜‖X
TPγ˜X
and Pγ˜ is a p.d.s. matrix that further satisfies the following algebraic equality equation 7
ATPγ˜ +Pγ˜A+ I − 1
γ˜
Pγ˜B˜B˜
TPγ˜ = 0, γ˜ ≥ 0,
while the feedback control matrix is given by Kγ˜ = (−1/γ˜)B˜TPγ˜ .
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Fig. 1. Population trajectory for small randomly perturbing noise, with an intensity level of  = 0.01.
Then, based on the above discussion, for small random perturbing noise, with an intensity level of  = 0.01, we computed Kγ˜
7 Similar results, based on large deviations principles, for general linear systems, with constant diffusion terms, have been studied in detail
by some authors (e.g., see Dunyak and Freidlin (1998), Dupuis and Kushner (1989) or Kim et al. (1990)).
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using the parameter values from Table 2, with ε = 3 and ζ = 0.25, where the resulting controller is given by
v˜(X(t)) =
[
−0.1584 0.1492 0.1422
0.0142 −2.1721 −1.9964
]
X(t)
, Kγ˜X(t), with γ˜ = 0.001.
Moreover, the corresponding logarithm residence time for the controlled-linear SDE is calculated to be φ˜(D,Kγ˜) = 2.4797.
Figure 1 shows the solutions
(
X
Kγ˜ ,
0,x (t)
)
t≥0 and
(
Z
Kγ˜ ,
0,x (t)
)
t≥0 starting from an initial conditionX(0) = (0.1185, 0.5015, 0.16),
with Z(0) = 0.22. Notice that, since the addiction-free equilibrium is asymptotically stable, then any solution for the prescrip-
tion opioid epidemic model, without any random perturbing noise, starting at those points inside the domain D or near to the
addiction-free equilibrium point moves closer to it over time and, hence, the trajectory for the unperturbed system will not leave
from the domain D, for all t ≥ 0. On the other hand, looking closer at Figure 1, we observe that for stochastically perturbed
prescription opioid epidemic model, the situation is quite different and any solution that starts at those points inside the domain
D or near to the addiction-free equilibrium point will eventually leave from the domain D. For example, see the figure on the
right top side, where the population trajectory XKγ˜ ,0,x (t) exits from the domain D, i.e., X
Kγ˜ ,
0,x (t) /∈ D, for t ≥ τ D (namely,
X
Kγ˜ ,
2 (t) ≤ 0, when t ≥ τ D) with the corresponding simulation exit-time τ D ≈ 781 (simulation time).
5 Concluding remarks
In this paper, we considered the problem of optimal residence time control for the prescription opioid epidemic dynamical
model with small random perturbations. In particular, we argued that such an optimal control problem can be posed as mini-
mizing the asymptotic exit-rate (or equivalently maximizing the expected exit-time) with which the controlled-diffusion process
associated with stochastically perturbed epidemic model exits from the given bounded domain and, as a result of this, we estab-
lished a connection with a controlled-eigenvalue problem. Moreover, we also determined the corresponding admissible optimal
Markov control for the HJB equation that has an interpretation of optimally effected removal of susceptible individuals from
the population of prescription opioid epidemics or when the addictive users is strategically influenced due to an effective or a
more accessible addiction treatment facility. Note that, by considering random processes as perturbations in the prescription
opioid epidemic model, we are able to extend the stationarity nature of perturbations and we further provided sufficient infor-
mation on the probabilistic characteristic of the most probable population trajectory when exiting from the domain of interest,
where such additional information could be useful for interpreting outcome-results from opioid-related intervention policies.
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