Monoidal structure of the category of u+q-modules  by Gunnlaugsdóttir, Elísabet
Linear Algebra and its Applications 365 (2003) 183–199
www.elsevier.com/locate/laa
Monoidal structure of the category
of u+q -modules
Elísabet Gunnlaugsdóttir
Université Montpellier II—Case Courrier 051, Place Eugène Bataillon, 34095 Montpellier cedex 5,
France
Received 1 February 2001; accepted 11 April 2002
Submitted by C.M. Ringel
Abstract
We study the finite dimensional modules on the half-quantum group u+q at a root of unity
q whose action can be extended to uq , quotient of the quantized enveloping algebra of sl2. We
derive decomposition formulas of the tensor product of indecomposable u+q -modules, which
includes the cases of the universal and the quantum universal enveloping algebra of sl2 for
q not a root of unity. We also prove that simple modules of non-maximal dimension on uq
correspond exactly to the indecomposable extendable non-projective u+q -modules. We thus
establish decomposition formulas for the tensor product of simple uq -modules.
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1. Introduction
We consider the half-quantum group u+q (sl2(C)) at a root of unity whose order
is different from 2 and 4. This non-quasi-cocommutative Hopf algebra is the upper
triangular sub-Hopf algebra of uq(sl2(C)), quotient of the quantized enveloping alge-
bra introduced by Drinfeld and Jimbo [5,7]. Half quantum groups provide universal
R-matrices through the Drinfeld double [6] and hence solutions to the Yang–Baxter
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equation. Furthermore they appear of interest in knot theory and 3-manifold invar-
iants [12,14]. For simply laced Lie algebras G, a presentation of u+q (G) by quiver
and relations has been established by Cibils [3], showing that only u+q (sl2) is of finite
representation type, the others being of wild representation type.
In order to study more deeply the representation theory of u+q , we consider the
particular family of indecomposable modules on u+q which are uq -modules as well.
We call them “extendable modules”. They form a sub-ring of the Grothendieck ring
of u+q , and their study leads to a Clebsch–Gordan-like formula for the decomposition
of the tensor product, taken on the ground field, of two indecomposable u+q -modules.
The extendable modules, together with the R-matrix of uq and the action of the Au-
slander–Reiten transpose [1] on the category of modules, complete the proof which
was not achieved in [2]. As a consequence the tensor product commutes, despite
the non-quasi-cocommutativity of u+q . Note that Iain Gordon has unpublished work
on this question. Moreover we obtain explicit isomorphisms between M ⊗N and
N ⊗M for any two u+q -modules and we can observe that these canonical isomor-
phisms have the properties of morphisms in a braided category [8], except of course
that they are not natural.
We also consider tensor products of simple modules over the entire uq . The cru-
cial observation is that extendable, indecomposable, non-projective (except for one,
which is projective) u+q -modules correspond to the simple modules on uq . A con-
nection between the decomposition formulas over u+q and uq is established. We thus
derive formulas previously obtained by Reshetikhin and Turaev [14] for the tensor
product of simple uq -modules in a new way. The proof we obtain is entirely based
on basic properties of extendable modules.
Furthermore we establish a different proof of the decomposition formula for u+q -
modules which actually includes the three situations u+q , the universal enveloping
algebra U(sl2) of sl2 and the quantum universal enveloping algebra Uq(sl2) of sl2
when q is not a root of unity. The proof consists in a fairly simple axiomatisation on
the Grothendieck ring of these Hopf algebras.
I wish to thank Prof. C. Cibils for his guidance. This work is a part of my Ph.D.
actually prepared under his supervision.
2. The Hopf algebras uq(sl2(C)) and u+q
We recall definitions and known facts about the above algebras, choosing Kassel’s
[9] presentation of uq . Let q be a primitive nth root of unity in C, n  3, and set
d =
{
n if n is odd,
n/2 if n is even.
Definition 2.1. The Hopf algebra uq(sl2(C)) is defined over C by the generators E,
F, K and the relations:
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Ed = Fd = 0, Kd = 1, KE = q2EK, KF = q−2FK and
EF − FE = K −K
−1
q − q−1 .
It admits a Poincaré–Birkhoff–Witt type basis in the set {EiKjF l} for 0  i, j, l 
d − 1 [11]. The coalgebra structure is given on the generators as follows: the co-
multiplication  : uq → uq ⊗ uq is defined by (E) = 1 ⊗ E + E ⊗K , (F ) =
K−1 ⊗ F + F ⊗ 1, (K) = K ⊗K . The counit  : uq → k by (E) = (F ) = 0,
(K) = 1 and the antipode S : uq → uq , is given by S(E)= − EK−1, S(F ) =
−KF , S(K)=K−1. We have the following formulas for the comultiplication:
(E)r =
r∑
k=0
qk(r−k)
[
r
k
]
Er−k ⊗ EkKr−k
and
(F )r =
r∑
k=0
qk(r−k)
[
r
k
]
FkK−(r−k) ⊗ F r−k,
where[
x
y
]
= [x]![y]![x − y]! with [x]! = [1][2] · · · [x] and [x] =
qx − q−x
q − q−1 .
It is well known that this Hopf algebra is quasi-triangular [10,14]. Its R-matrix
has the following expression:
R = 1
d
∑
0i,j,kd−1
(q − q−1)k
[k]! q
k(k−1)/2+2k(i−j)−2ijEkKi ⊗ FkKj .
Remark 2.1. (1) Hopf algebras have the property that the tensor product over the
ground field of two left modules is still a left module. Indeed, for a Hopf algebra H,
restricting the natural action of H ⊗H to H through the comultiplication  yields a
left H-module structure.
(2) Recall that the R-matrix satisfies in particular the relation op = RR−1,
where op = τ, and τ is the flip, τ(a ⊗ b) = b ⊗ a for a, b ∈ uq . This relation
is equivalent to the existence of a family of natural isomorphisms between M ⊗N
and N ⊗M for any uq -modules M and N. The isomorphisms are given by the action
of τR.
The upper triangular sub-algebra of uq generated by E and K is a sub-Hopf alge-
bra, denoted by u+q ; indeed (u+q ) ⊂ u+q ⊗ u+q and S(u+q ) ⊂ u+q .
The dimension over C of u+q is d2. The set {EiKj }0i,jd−1 is a basis of
u+q [11].
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Remark 2.2. In [2] it has been shown that u+q is isomorphic to a quotient of a path
algebra endowed with a Hopf algebra structure. It is our reference for the following
remarks as well as for the representations of u+q .
(1) As an associative algebra u+q is uniserial, meaning that each indecomposable
module on u+q has a unique decomposition series. As a consequence u+q is of
finite representation type.
(2) The Jacobson radical of u+q is generated by E.
We have the following proposition:
Proposition 2.1. If q is an nth root of unity with n /= 4 and n  3, the Hopf algebra
u+q is not quasi-cocommutative.
Proof. Suppose there exists an invertible element R ∈ u+q ⊗ u+q such that op =
RR−1. Then R is of the form R =∑0i,j,k,ld−1 ai,j,k,lEiKj ⊗ EkKl , where the
ai,j,k,l belong to C. We have in particular op(K) = R(K)R−1, i.e. (K ⊗K)R =
R(K ⊗K), implying that ai,j,k,lq2(i+k) = ai,j,k,l . Hence the expression of R must
reduce to
R =
∑
0j,ld−1,1id−1
ai,j,d−i,lEiKj ⊗ Ed−iKl +
∑
0j,ld−1
a0,j,0,lK
j ⊗Kl.
In order to show that the coefficients a0,j,0,l = aj,l are 0 we use the identity
op(E)R = R(E) and obtain the relations aj,l = q2j aj,l−1 and aj,l = q−2laj−1,l
whenever they make sense. As a consequence, aj,0 = a0,l = a0,0, implying that
a1,1 = q2a1,0 = q−2a0,1, hence a1,1 = 0 and aj,0 = a0,l = 0. We infer ai,j = 0 for
all 0  j, l  d − 1, and R is therefore reduced to R =∑0j,ld−1,1id−1 ×
ai,j,d−i,lEiKj ⊗ Ed−iKl .
Finally, we note that op(Ed−1) must be different from zero, and then develop
the expression R(Ed−1).
Writing (Ed−1) =∑0x,y,zd−1 bx,y,zExKy ⊗ Ed−1−xKz with bx,y,z ∈ C,
we obtain R(Ed−1) =∑i,j,l,x,y,z ci,j,l,x,y,zEi+xKj+y ⊗ E2d−i−x−1Kl+z, with
ci,j,l,x,y,z ∈ C. Since either i + x  d or 2d − i − x − 1  d , we necessarily have
R(Ed−1) = 0. We thus arrive to the contradiction R(Ed−1)R−1 = 0
and R(Ed−1)R−1 = op(Ed−1) /= 0. 
Remark 2.3. The case n = 4 yields a quasi-cocommutative Hopf algebra [13]. An
alternative proof of Proposition 2.1 is provided in [2] using the presentation of u+q
by quiver and relations.
2.1. Modules
The isomorphism classes of the modules described below constitute the com-
plete list of isomorphism classes of indecomposable u+q -modules; they are all non-
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isomorphic. To each couple (i, u), where i ∈ Z/dZ and 0  u  d − 1, corresponds
a u+q -module, denoted by Mui , of dimension u+ 1. It admits a basis {e0i , e1i , . . . , eui }
over C such that the action of u+q on the basis vectors is given by

Ke
j
i = q2(i+j)eji
Ee
j
i = ej+1i
Eeui = 0
for 0  j  u− 1.
Note that e0i is a generator of M
u
i over u
+
q . The indecomposable projective mod-
ules are those of dimension d − 1, and we denote them by Pi = Md−1i . The simple
modules are the one-dimensional modules, and we denote them by Si = M0i .
Notations. Let u ∈ Z/dZ, then mod(u) is the representative element of the class of
u modulo d contained in the set {0, . . . , d − 1}. The length of a vector v belonging to
a u+q -moduleMui is an integer 0  m  d − 1, minimal for the propertyEm+1v = 0.
In particular, the length of a basis vector of the type eji is u− j . For r, s ∈ Z let [r/s]
be the entire part of r/s.
3. Axiomatisation of the tensor product of modules
The tensor product of modules on u+q has decomposition formulas which are sim-
ilar to those for the universal enveloping algebra of sl2(C), and for the quantum
universal enveloping algebra of sl2(C) when q is not a root of unity. The follow-
ing axiomatisation unifies the proofs of these formulas leaving behind the concrete
decomposition.
Remark 3.1. Recall that the Grothendieck group of a ring , denoted by K(),
is the quotient of the free abelian group with basis the isomorphism classes [X] of
finitely generated modules X on  by the subgroup generated by elements [X2]–
[X1]–[X3] provided by each split exact sequence 0 → X1 → X2 → X3 → 0 of -
modules. Moreover if  is a Hopf algebra, the free abelian group is endowed with
a ring structure through the tensor product of modules. The functor induced by ten-
soring over the ground field is flat, implying that the subgroup above is an ideal,
and hence the quotient K() is still a ring. If  is a finite dimensional algebra, its
Grothendieck group is a free abelian group with basis given by the isomorphism
classes of indecomposable modules.
Let I be the set {0} or Z/dZ. To m belonging to N − {0}, where N = N ∪∞, put
Jm to be the set {0, . . . , m− 1} if m ∈ N and Jm = N if m = ∞. Consider the free
abelian group generated by the elements [i, u], where (i, u) belongs to I × Jm. Sup-
pose now that this group is equipped with an extra multiplicative structure, making
it into a ring. Denote by ⊕ the addition law and ⊗ the multiplication law. We need
to put [i, u] = 0 if u < 0. We have the proposition:
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Proposition 3.1. Assume the relations below hold and are symmetric with respect
to ⊗:
[i, 0] ⊗ [j, 0] = [i + j, 0], [0, 1] ⊗ [j, v] = [j, v + 1] ⊕ [j + 1, v − 1] for 0 
v  m− 2 and [0, 1] ⊗ [j,m− 1] = [j,m− 1] ⊕ [j + 1, m− 1] where i, j ∈ I
and u, v ∈ Jm. Then the following decomposition formulas are true:
1. [i, u] ⊗ [j, v] =⊕min(u,v)l=0 [i + j + l, u+ v − 2l] for u+ v  m− 1,
2. [i, u] ⊗ [j, v] =⊕el=0[i + j + l, m− 1] ⊕⊕min(u,v)l=e+1 [i + j + l, u+ v− 2l] for
u+ v  m− 1 where e = u+ v − (m− 1).
Proof. We proceed by double induction. First we prove that [i, u] ⊗ [j, 0] =
[i + j, u] for all i, j ∈ I and u  m− 1 by induction on u. By assumption it
is true for u = 0. Suppose it is valid up to a rank 0  u < m− 1 and let us
show it for u+ 1. For this purpose we look at [0, 1] ⊗ [i, u] ⊗ [j, 0]. Developing
the left and right side respectively we obtain the equality: ([i, u+ 1] ⊗ [j, 0])⊕
([i + 1, u− 1] ⊗ [j, 0]) = [0, 1] ⊗ [i + j, u] that is ([i, u+ 1] ⊗ [j, 0])⊕
[i + j + 1, u− 1] = [i + j, u+ 1] ⊕ [i + j + 1, u− 1], and as a consequence
[i, u+ 1] ⊗ [j, 0] = [i + j, u+ 1]. Next, we take an arbitrary u, and show the
formulas by induction on v. Suppose they hold up to a rank v  1, then we
have two situations to consider, either u+ v + 1  m− 1 or u+ v + 1  m− 1.
Developing [0, 1] ⊗ [i, u] ⊗ [j, v] on the left and right hand side respectively
easily solves the first case. For the second more care is needed. Set e = u+ v −
(m− 1) and let ⊕al=0[xl, yl] = 0 if a  0 with (xl, yl) ∈ I × Jm. We proceed
as before by developing the left and right sides of [i, u] ⊗ [j, v] ⊗ [0, 1] and
thus obtaining the equality (
⊕e
l=0[i + j + l, m− 1] ⊕
⊕min(u,v)
l=e+1 [i + j + l, u+
v − 2l])⊗ [0, 1] = [i, u] ⊗ ([j, v + 1] ⊕ [j + 1, v − 1]). Developing this gives us
the identity (
⊕e
l=0([i + j + l, m− 1] ⊕ [i + j + l + 1, m− 1])⊕
⊕min(u,v)
l=e+1 ([i +
j + l, u+ v − 2l + 1] ⊕ [i + j + l + 1, u+ v − 2l − 1]) = [i, u] ⊗ [j, v + 1] ⊕⊕e−1
l=0 [i+j+1+ l, m− 1] ⊕
⊕min(u,v−1)
l=e [i + j + 1 + l, u+ v − 1 − 2l]). There-
fore [i, u] ⊗ [j, v+ 1] =⊕e+1l=0 [i+ j + l, m− 1] ⊕⊕min(u,v+1)l=e+2 [i+ j + l, u+ v+
1 − 2l]. 
Remark 3.2. The Grothendieck ring of the Hopf algebra u+q corresponds to I =
Z/dZ andm = d where we replace the formal writing [i, u] by the isomorphism class
of the indecomposable module [Mui ]. This observation leads us to the next result.
Theorem 3.1. Let Mui and Mvj be indecomposable u+q -modules for i, j ∈ Z/dZ and
0  u, v  d − 1. There are isomorphisms:
1. If u+ v  d − 1
Mui ⊗Mvj ∼=
min(u,v)⊕
l=0
Mu+v−2li+j+l .
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2. If u+ v  d − 1, set e = u+ v − (d − 1), then
Mui ⊗Mvj ∼=
e⊕
l=0
Pi+j+l ⊕
min(u,v)⊕
l=e+1
Mu+v−2li+j+l .
Proof. In view of the previous remark we can apply the proposition. We need
to check that Si ⊗ Sj ∼= Si+j and for 1  v  d − 2 that M10 ⊗Mvj ∼=Mvj ⊗M10 ∼=
Mv+1j ⊕Mv−1j+1 as well as M10 ⊗ Pj ∼=Pj ⊗M10 ∼=Pj ⊕ Pj+1.
The first isomorphism is simply given by letting e00 ⊗ e0j go to a non-zero multiple
of e0j . The case v = 0 is treated in the same way. To prove the second isomorphism
(we treat the case M10 ⊗Mvj ∼=Mv+1j ⊕Mv−1j+1 with 1  v  d − 2) we need to en-
sure that in M10 ⊗Mvj we have two vectors w1 and w2, of lengths v + 1 and v − 1
respectively, and whose K-eigenvalues are respectively q2j and q2(j+1). Indeed this
implies the existence of Mv+1j and M
v−1
j+1 as sub-modules of M10 ⊗Mvj , as well as
their sum which is necessarily direct. For dimension reasons we therefore obtain the
required isomorphism.
Let us make explicit the vectors w1 and w2. For w1 we simply take e00 ⊗ e0j .
What needs to be checked is that Ev+1e00 ⊗ e0j /= 0 (note that Ev+2e00 ⊗ e0j is nec-
essarily equal to 0). Using the comultiplication formulas given in Section 2 we find
that
Ev+1e00 ⊗ e0j =
[
v + 1
v
]
q
q2j+ve10 ⊗ evj ,
this is different from 0 since we are in the case v  d − 2. To determine w2 we need
to make two computations: first, let a, b belong to C, then we have
Ev−1
(
ae10 ⊗ e0j + be00 ⊗ e1j
)
= be00 ⊗ evj +
(
a + b(q2j+v)q
v−1 − q−(v−1)
q − q−1
)
e10 ⊗ ev−1j ,
which is non-zero whenever a and b are both different from zero. Next, we compute
Ev(ae10 ⊗ e0j + be00 ⊗ e1j ) and find it to be equal to
ae10 ⊗ evj + q2j+v+1
qv − q−v
q − q−1 be
1
0 ⊗ evj .
In view of these computations, we set w2 = ae10 ⊗ e0j + be00 ⊗ e1j , with a =
−q2(j+v) + 1 + q2j+1 and b = q − q−1, and hence obtain a vector satisfying the
desired conditions. For the last isomorphism, the vectors e00 ⊗ e00 and e10 ⊗ e00 in
M10 ⊗ Pj are generators of modules isomorphic to Pj and Pj+1 respectively. 
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Remark 3.3. We will see that the theorem can be obtained in a more conceptual
way, by means of extendable u+q -modules.
Next we consider two different cases where our axiomatisation applies.
Proposition 3.2. Taking I = 0 and m = ∞ leads to Clebsch–Gordan formulas for
U(sl2(C)) and Uq(sl2(C)) when q is not a root of unity.
Proof. (1) Recall the irreducible representations of U(sl2(C)) [9]. To each integer n
corresponds a simple U(sl2(C))-module V (n) of dimension n+ 1. It admits a basis
{v0, . . . , vn} over k such that the action of U(sl2(C)) is given by

Xvi = (n− i + 1)vi−1,
Y vi = (i + 1)vi+1,
Hvi = (n− 2i)vi,
where vi = 0 for i /∈ {0, . . . , n}
and we have the Clebsch–Gordan formula V (n)⊗ V (m)∼= ⊗min(n,m)l=0 V (n+m−
2l). Now this formula can be obtained by checking the easily found isomorphisms:
V (0)⊗ V (0)∼=V (0) and V (1)⊗ V (n)∼=V (n+ 1)⊗ V (n− 1) for n  1.
(2) In the case of Uq(sl2(C)) when q is not a root of unity, to each integer n
correspond two modules V1,n and V−1,n who admit bases {v,0, v,1, . . . , v,n−1}
with  = ±1 such that the action of Uq(sl2(C)) is given by

Ev,i = [n− i + 1]v,i−1,
Fv,i = [i + 1]v,i+1,
Kv,i = qn−2iv,i ,
where v,i = 0 for i /∈ {0, . . . , n}.
The Clebsch–Gordan formula is: V,n ⊗ V′,m∼= ⊕min(n,m)l=0 V′,n+m−2l . One eas-
ily reduces to the case of modules of type V1,n and find the isomorphisms between
V1,1 ⊗ V1,n and V1,n+1 ⊕ V1,n−1 for n  1. 
Remark 3.4. Considering the simple u+q -modules, we can observe that they form a
multiplicative group for the tensor product, isomorphic to the cyclic group of order
n. Actually, the isomorphism classes of simple modules over a basic and split Hopf
algebra always provide a group (see for instance [4]). Now this group acts on the cat-
egory of u+q -modules via the tensor product and it is interesting to note that the action
of the generator S1 on an indecomposable module yields the dual transpose [1].
4. Extendable modules
It is obvious that a u+q -module is not in general issued from a uq -module, in the
sense that it is not obtained by restricting the action of uq to u+q . Nevertheless we can
consider the sub-family of u+q -modules on which indeed there exists an action of uq
such that the original action of u+q is respected. We call those modules extendable.
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They have the property that the R-matrix of uq provides isomorphisms making the
tensor product of two such modules commutative. Restricting our study to this family
gives some information on the decomposition of u+q -modules, as well as on simple
uq -modules. Recall the notation in Section 2.1.
Theorem 4.1. The extendable indecomposable modules are:
1. The indecomposable modules of type Mmod(−2i)i for i ∈ Z/dZ. These modules
extend in a unique way and provide all the simple uq -modules.
2. The projective indecomposable modules Pi for i ∈ Z/dZ. These modules extend
in two non-isomorphic ways, except P(d+1)/2 when d is odd.
Proof. We proceed in the following way: First we consider an arbitrary indecom-
posable u+q -module, and we try to define an action of F ∈ uq on its basis elements,
such that the original action of u+q is preserved, and the algebra structure of uq is
respected. We thus infer the necessary conditions for an indecomposable module to
be extendable.
Consider a module Mui with i ∈ Z/dZ and 0  u  d − 1. It is generated over
u+q by the element e0i , and the set {eji }0ju is a basis over C. The action of u+q is
given by Eeji = ej+1i for 0  j  u− 1, Eeui = 0 and Keji = q2(i+j)eji . Suppose
we have an action of F given by Feji =
∑
0hu λ
h
i,j e
h
i where λ
h
i,j ∈ C. The rela-
tion KF = q−2FK implies λhi,j q2(i+h) = q2(i+j−1)λhi,j , thus we can put λhi,j = λhi .
We obtain Feji = λj−1i ej−1i for all 1  j  u and Fe0i = λd−1i ed−1i , with λd−1i = 0
for u  d − 2. Since EF − FE = (K −K−1)/(q − q−1), we must have the fol-
lowing:
λ0i = −[2i] + λd−1i .
We next proceed by induction and obtain
λj =
∑
0hj
−[2(i + h)] + λd−1i .
The remaining relations are now Eeui = 0 and Fd = 0. From the first one we deduce:
(EF − FE)eui = Eλu−1i eu−1i = λu−1i eui =
K −K−1
q − q−1 e
u
i
= q
2(i+u) − q−2(i+u)
q − q−1 e
u
i .
On the other hand, λu−1 =∑0hu−1 −[2(i + h)] + λd−1i . The equality is auto-
matically realized when dealing with a projective module. Otherwise, that is when
u  d − 2, we need
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∑
0hu
q−2(i+h) − q2(i+h)
q − q−1 =
q2i (1 − q2(u+1))(1 − q−2u−4i )
(q − q−1)(q2 − 1) = 0.
The equality is true when 2(u+ 1) = 0 mod n and 2u = −4i mod n. For n odd the
first case is never realized, and for n even it corresponds to the projective modules.
Otherwise we need the condition u = −2i mod d .
The last condition on the λji coming from Fd = 0 is λd−1(d+1)/2 = 0 for d odd.
Hence the indecomposable modules for which the action of u+q extends to uq are the
projectives and the modules of the type Mmod(−2i)i . For i ∈ {0, . . . , d − 1}, it is easy
to check that all vectors in the uq -module obtained from Mmod(−2i)i are generators.
Hence the module is simple. We thus obtain all the simple modules on uq up to
isomorphism (the list of simple uq -modules is given in [9]). 
Remark 4.1. The projective modules are examples of modules extendable to uq -
modules in two non-isomorphic ways. We are therefore allowed to imagine the case
of an extendable module whose indecomposable components are not extendable.
This turns out to be impossible.
Proposition 4.1. A u+q -module is extendable if and only if it is a direct sum of inde-
composable extendable modules.
Proof. Let X be an arbitrary u+q -module, decomposable intoMui ⊕
(⊕
l∈Lv∈V Mvl
)
,
where L ⊂ Z/dZ and V ⊂ {0, . . . , d − 1}. We examine the possible actions of F
on the basis {eji } of Mui . Using a simple induction and the relation EF − FE =
(K −K−1)/(q − q−1), we find that an action must be of the form: Feji =
λ
j−1
i e
j−1
i + linear combination of {ekl }jk . The action of E on eui given by Eeui = 0
requires that
(EF − FE)eui =
q2(i+u) − q−2(i+u)
q − q−1 e
u
i = EF(eui )
= (λu−1i eui + lin.comb. {ekl }u+1k).
This implies that
λu−1i =
q2(i+u) − q−2(i+u)
q − q−1 ,
i.e. that Mui is an extendable module. 
Remark 4.2. There may be more than one way to extend a direct sum of non-
projective, indecomposable, extendable modules. As an example we can give the
u+q -module M11 ⊕ S0 in the case n = 3. Indeed the possible actions of F are easily
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found to be: Fe01 = ce00, Fe11 = λ01e01 and Fe00 = 0 where c belongs to C. Consid-
ering the options c = 0 and c /= 0 respectively, the result is two non-isomorphic
representations of uq .
Remark 4.3
• For d odd there is exactly one indecomposable extendable module per dimension
m, where 1  m  d − 1.
• For d even there are exactly two indecomposable extendable modules per dimen-
sion 2m+ 1, where 0  m  (d/2)− 1.
The following result provides a characterisation of self-dual indecomposable mod-
ules in terms of extendable ones. We recall that the dual Homk(M, k) of a module M
over a Hopf algebra H over a field k can be provided with a left H-module structure
by means of the antipode S [16] (we denote this left H-module by ∗M):
λf (x) = f (S(λ)x) for λ ∈ H, f ∈ Homk(M, k) and x ∈ M.
Proposition 4.2. Let M be a u+q -module. Then the following are equivalent:
1. The module M is indecomposable and self-dual.
2. The module M is indecomposable and extendable of type Mui with u ≡ −2i
mod d.
Proof. We consider an arbitrary indecomposable module Mui . Let {(eji )∗} be the
dual basis of ∗Mui ; then (e
u
i )
∗ is a generator of this module and we have a second
basis given by the elements {Ej(eui )∗}0ju. The action of K on Ej(eui )∗ is the
following: KEj(eui )
∗ = q2jEjK(eui )∗ = q2(j−i−u)Ej (eui )∗. We deduce an isomor-
phism between ∗Mui andMun−i−u. The explicit isomorphism isMui →∗Mun−i−ueji →
(−1)j qj (j+2i+1)(eu−jn−i−u)∗. Consequently Mui is self-dual iff u ≡ −2i. 
Remark 4.4. The extendable modules provide a different proof of the Clebsch–
Gordan-like formula for u+q stated before. We sketch the proof briefly.
Proof. The first step does not involve the extendable modules (see [2] where the
proof is incomplete). It consists in showing that the tensor product of two arbitrary in-
decomposable u+q -modules must decompose as follows: Mui ⊗Mvj ∼=
⊕v
l=0 M
xl
i+j+l
where u− l  xl  u+ v − l and u+ v  d − 1 (we request the latter condition
here in order to simplify, and we suppose that v  u). Now in the specific case of two
indecomposable and extendable u+q -modules, necessarily xl = u+ v − 2l, which is
the result we want in the general case. Indeed, to each index i + j + l corresponds
one and only one extendable indecomposable module. Moreover the tensor product
of two extendable modules is still extendable, hence it decomposes into a direct sum
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of indecomposable extendable modules, and leaves only one choice for the value
of xl . Denote by φ the resulting isomorphism. This observation on the extendable
modules immediately leads to the solution of the general case. Let X and Y be the
indecomposable extendable modules of dimension u+ 1 and v + 1 respectively, and
let S be the simple module s.t. Mui ⊗Mvj ∼= S ⊗X ⊗ Y . Then the morphism id ⊗ φ
realizes the required decomposition isomorphism. 
Remark 4.5. The R-matrix of uq provides isomorphisms through the action of τR
between Mui ⊗Mvj and Mvj ⊗Mui when these are extendable modules. For any sim-
ple module Sl , induced isomorphisms are given between Sl ⊗Mui ⊗Mvj and Sl ⊗
Mvj ⊗Mui by idSl ⊗ τR. Hence explicit isomorphisms are obtained, which make the
tensor product of any two modules lying in the orbit of the extendable modules under
the action of the structure group commutative (see Remark 3.4).
Corollary 4.1
1. When d is odd, the orbit, under the action of the structure group, of the extend-
able indecomposables is the set of indecomposable finite dimensional u+q -modules,
hence isomorphisms are obtained in all cases.
2. When d is even the orbit covers all the indecomposables whose dimension over C
is odd. Hence isomorphisms are given between Mui ⊗Mvj and Mvj ⊗Mui when
u and v are even.
The explicit isomorphisms obtained when d is odd are not natural, since u+q is not
quasi-cocommutative. Nevertheless they satisfy the other relations defining a braided
module category [8]. Denote by cU,V the isomorphism between U ⊗ V and V ⊗ U ,
where U, V are u+q -modules. Then we have the following:
Corollary 4.2
cU,V⊗W = (idV ⊗ cU,W )(cU,V ⊗ idW ),
cU⊗V,W = (cU,W ⊗ idV )(idU ⊗ cV,W ),
(idW ⊗ cU,V )(cU,W ⊗ idV )(idU ⊗ cV,W )
= (cV,W ⊗ idU )(idV ⊗ cU,W )(cU,W ⊗ idW ).
Proof. We show the first equality, the others are obtained in a similar way. There
exist extendable modules M1, M2 and M3 together with a simple module S and
isomorphisms:
φ1 : U ⊗ V ⊗W ∼= S ⊗M1 ⊗M2 ⊗M3,
φ2 : V ⊗W ⊗ U ∼= S ⊗M2 ⊗M3 ⊗M1,
φ3 : V ⊗ U ⊗W ∼= S ⊗M2 ⊗M1 ⊗M3.
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Then
cU,V⊗W = φ−12 (idS ⊗ cM1,M2⊗M3)φ1
= φ−12
(
idS ⊗ (idM2 ⊗ cM1,M3) ◦ idS ⊗ (cM1,M2 ⊗ idM3)
)
φ1
= φ−12
(
(φ2 ◦ idV ⊗ cU,V ◦ φ−13 ) ◦ (φ3 ◦ cU,V ⊗ idW ◦ φ−11 )
)
φ1
= (idV ⊗ cU,W )(cU,V ⊗ idW ). 
Remark 4.6. The underlying isomorphism of vector spaces Mui ⊗Mvj ∼=Mvj ⊗Mvj
does not depend on i and j, therefore we obtain no new solution to the Yang–Baxter
equation.
5. Tensor product of simple uq -modules
Recall that the simple uq -modules are obtained from indecomposable extendable
u+q -modules (see Proposition 4.1). If M is an extendable u+q -module, we denote by
M , the corresponding uq -module. Thus a simple module over uq is a module M
u
i
where i ∈ Z/dZ and u = mod(−2i). We need to recall a family of finite dimensional
uq -modules, which provides the complete list of isomorphism classes of projective,
indecomposable modules [14,15]. To begin with, take the direct sum of the projec-
tive indecomposable u+q -modules Pi ⊕ P−i+1, where i ∈ Z/dZ and different from
(d + 1)/2 when d is odd. Then we define the following action of F on its basis
elements, making it into a uq -module:
Fe
j
i = λj−1i ej−1i for j ∈ {0, . . . , d − 1},
F e
j
−i+1 = emod(−2i)+ji + λj−1−i+1ej−1−i+1,
where j ∈ {0, . . . ,mod(2i − 1)}
and
Fe
j
−i+1 = λj−1−i+1ej−1−i+1 for j ∈ {mod(2i − 1)+ 1, . . . , d − 1}.
For P(d+1)/2 when d is odd we have the action given in Theorem 4.1. We denote
the resulting modules by P˜i . In [14] Reshetikhin and Turaev give decomposition
formulas for the tensor product of simple uq -modules. The proof is based on the
study of indecomposable modules on uq ; the Verma modules and projective modules
as well as exact sequences of these. These decomposition formulas are established
here by a different approach, using the preceding results obtained on u+q -modules.
Theorem 5.1. Let Mui and M
v
j be simple uq -modules for i, j ∈ Z/dZ, u =
mod(−2i), v = mod(−2j) and u+ v  d − 1. There is an isomorphism
M
u
i ⊗Mvj ∼=
min(u,v)⊕
l=0
M
u+v−2l
i+j+l .
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Proof. Assume v = min(u, v) (the argumentation remains the same taking
min(u, v) = u). We simply show that there is a unique way extending the direct
sum X =⊕vl=0 Mu+v−2li+j+l , that is by extending each module separately.
We study the possible actions of F on the basis elements {eki+j+l}0ku+v−2l, 0lv .
They are entirely determined by the action of F on the generator e0i+j+l of each
indecomposable module and we have
Feki+j+l = λk−1i+j+lek−1i+j+l + Ek(Fe0i+j+l ).
Using the identity KF = q−2FK we find that Fe0i+j+l is necessarily of the form∑l−1
k=1 ake
k−1
i+j+l−k with ak ∈ C (note that Fe0i+j = 0). Using the relation EF −
FE = (K −K−1)/(q − q−1), our previous observation on the action of F on an
arbitrary basis element implies
Femi+j+l = λm−1i+j+lem−1i+j+l +
l−1∑
k=1
ake
k−1+m
i+j+l−k.
Finally, since Eeu+v−2li+j+l = 0, we must have that
EFeu+v−2li+j+l = λu+v−2l−1i+j+l eu+v−2li+j+l .
This implies
l−1∑
k=1
ake
u+v−2l+k
i+j+l−k = 0.
But for 0  m  u+ v − 2(l − k) we have emi+j+l−k /= 0, and since 0  u+ v −
2l + k  u+ v − 2l + 2k, we find that ak = 0 for 1  k  l − 1. Hence
Fe0i+j+l = 0 and Femi+j+l = λm−1i+j+lem−1i+j+l . 
Theorem 5.2. Let Mui and M
v
j be simple uq -modules for i, j ∈ Z/dZ, u =
mod(−2i), v = mod(−2j) and u+ v  d − 1. There is an isomorphism
Mui ⊗Mvj ∼=
e/2⊕
l=0
P˜i+j+l ⊕
min(u,v)⊕
l=e+1
M
u+v−2l
i+j+l .
Proof. We assume that min(u, v) = v. The tensor product decomposes in the fol-
lowing sum:
Mui ⊗Mvj ∼=
e⊕
l=0
Pi+j+l ⊕
v⊕
l=e+1
M
u+v−2l
i+j+l .
Indeed, as in the preceding proof, Fe0i+j+k for 0  k  v, is a linear combination of
K-eigenvectors with K-eigenvalue equal to q2(i+j+k−1), and
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Feli+j+k = λl−1i+j+kel−1i+j+k + ElFe0i+j+k.
We consider the decomposition as a u+q -modules decomposition. Then comparing the
K-eigenvalues of the vectors Fe0i+j+l for 1  l  e and e
mk
i+j+k for e + 1  k  v
and 0  mk  u+ v − 2k we find that Fe0i+j+l is not in
⊕v
k=e+1 M
u+v−2k
i+j+k for 0 
l  e. On the other hand, a computation similar to that of the proof of the preceding
proposition shows that Fe0i+j+e+l = 0 for l ∈ {1, . . . , v}.
Next we prove that there exists a u+q -decomposition of Mui ⊗Mvj such that for
0  k  e/2, the action of F on the generators e0i+j+k of the u+q -modules Pi+j+k
is zero. We show that there exists a K-eigenvector with eigenvalue q2(i+j+k) (unique
up to scalar multiples) for 0  k  e, s.t. F acts on this vector as zero. Furthermore,
we show that for 0  k  e/2, this vector is of length d − 1 and hence generates
a projective u+q -module.
The list of basis-vectors with K-eigenvalue equal to q2(i+j+k) is given by the
following set of e + 1 vectors:{
e0i ⊗ ekj , e1i ⊗ ek−1j , . . . , eki ⊗ e0j , eui ⊗ ed+k−uj , eu−1i ⊗ ed+k−u+1j ,
. . . , e
u−(e−k−1)
i ⊗ evj
}
.
The action of F induces a vector space morphism between the vector space gen-
erated by the above vectors and the vector space generated by the e + 1 vectors of
K-eigenvalue q2(i+j+k−1). The action of F is described by
Femi ⊗ ek−mj = q−2(i+m)λk−m−1j emi ⊗ ek−m−1j + λm−1i em−1i ⊗ ek−mj
and
Feu−mi ⊗ ed+k−u+mj = q−2(u−m+i)λd+k−u+m−1j eu−mi ⊗ ed+k−u+m−1j
+λu−m−1i eu+m−1i ⊗ ed+k−u+mj ,
we assume els = 0 if l  0. The corresponding matrix has the following entries:

ap,p = q−2(i+p−1)λk−pj /= 0 for 1  p  k − 1,
ap,p+1 = λp−1i /= 0 for 1  p  k − 1,
ap,p /= 0 for k + 2  p  e + 1,
ak+1,p = 0 for p /= k + 2,
0 otherwise.
We can make the following remarks:
(1) The matrix is of rank e and consequently there is a unique vector (up to scalar
multiples), which we denote by vk , s.t. Fvk = 0.
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(2) This vector vk is a linear combination of the basis vectors emi ⊗ ek−mj , which
all appear with a non-zero coefficient. We can therefore put vk = eki ⊗ e0j + xk ,
where xk is a linear combination of emi ⊗ ek−mj for 1  m  k.
(3) For k  1 and m ∈ {0, . . . , k − 1}, the vectors emi ⊗ ek−m−1j are all in the image
of this morphism.
What remains to be satisfied is that Ed−1vk /= 0. For this purpose, we write vk as
above: vk = eki ⊗ e0j + xk . Now there exists an integer m, between 0 and d − 1, min-
imal for the property Em+1vk = 0. Consequently vk generates an indecomposable
u+q -module of the form Mmi+j+k . Since Fvk = 0, this u+q -module is an extendable
indecomposable u+q -module, and so m = d − 1 or m is congruent to −2(i + j + k)
mod d (Theorem 4.1.). The second possibility (when not coinciding with the first)
implies u− k  e − k  e − 2k. We find Eu−kvk /= 0 meaning m > u− k which is
a contradiction. Therefore m = d − 1. In Pi+j+k with k ∈ {0, . . . , (e − 1)/2}, we
put lk = mod(−2(i + j + k))+ 1 = e − 2k, and we have Felki+j+k = 0 (see proof
of Theorem 4.1). We make the following remark:
(4) The u+q -module generated by elki+j+k is not projective.
Next we need to prove the existence of a vector wlk such that Fwlk = elk−1i+j+k .
Furthermore, that the u+q -module generated by wlk is isomorphic to Pi+j+k+lk . We
observe that k + lk ∈ {(e + 2)/2, . . . , e}, and we know that elk−1i+j+k is a linear
combination of the vectors e0i ⊗ elk−1j , . . . , elk−1i ⊗ e0j . Therefore, considering the
remark (3), there exists a vector wlk with K-eigenvalue equal to q2(i+j+k+lk) s.t.
Fwlk = elk−1i+j+k . We now consider the sum Pi+j+k + u+q wlk of u+q -modules. Its de-
composition into indecomposable u+q -modules is necessarily of the form Pi+j+k ⊕
Msi+j+k+lk with s ∈ {0, . . . , d − 1}. Indeed, from the generating system, {eri+j+k,
Ehwlk }0rd−1, 0ht , where t is the length of wlk , we can obtain an adequate basis
on C: If d − 1 − lk  t , then the decomposition is Pi+j+k ⊕Mti+j+k+lk where the
latter is generated by wlk . Otherwise there exists 1  s  d − lk minimal for the
property Es+1wlk = γ elk+s+1i+j+k with γ ∈ C, and taking the basis {eri+j+k, Eh(wlk −
γ e
lk
i+j+k)}0rd−1, 0hs we obtain the decomposition Pi+j+k ⊕Msi+j+k+lk . This
module is extendable and generated by wlk as a uq -module (by abuse of language
we call wlk the generator of Msi+j+k+lk ). Hence (Proposition 4.2) both modules of
the direct sum are compelled to be extendable. This means (Proof of Theorem 5.1)
s = d − 1 or s = d − 1 − lk . The second possibility implies that the vectors Eswlk
and ed−1i+j+k are in the kernel of the morphism induced by the action of E on the vector
space with K-eigenvalue q2(i+j+k+d−1). The fact that the kernel is one-dimensional
leads to a contradiction and therefore u+q wlk ∼=Pi+j+k+lk . We thus have a concrete
decomposition of Mui ⊗Mvj into indecomposable u+q -modules.
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Now the uq -module Pi+j+k ⊕ Pi+j+k+lk for 0  k  (e − 1)/2 is indecom-
posable. Suppose it admits a non-trivial decomposition Pi+j+k ⊕ Pi+j+k+lk = A⊕
B, with A and B non-zero. This implies that as u+q -modules (as such we denote
them by Au+q and Bu+q ) Au+q or Bu+q is isomorphic to Pi+j+k , and Bu+q or Au+q is
isomorphic to Pi+j+k+lk (by the Krull–Schmidt theorem). This means we could find
a decomposition as u+q -modules such that Fe0i+j+k+lk = 0. But in view of remark(1) and (4) this is impossible. 
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