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I. INTRODUCTION 
We consider the following problem: Given an r-dimensional vector space, 
1 < I < co, what is the greatest number of vectors we can find such that 
any r of them form a basis for the space ? In the case of infinite spaces there 
exist such subsets having the same cardinality as the space, se we confine 
our attention to spaces over Galois fields GF(n) of order n = pm. 
An equivalent formulation as a “packing” problem asks for the maximal 
number of “disjoint” hyperplanes in the space; i.e., the maximal number of 
subspaces of codimension 1, the intersection of any t of which has minimal 
dimension r - t, (t = 1, em., Y). The packing problem has a combinatorial 
generalization as a partitioning problem [5]: Given a set S, find K partitions 
ni such that the intersection of any r equivalence classes (selected from r 
distinct partitions) contains exactly one element. For Y = 2 the problem is 
equivalent to the existence question for sets of mutually orthogonal latin 
squares, and so includes finite projective planes as a special case. 
Finally, we mention a third formulation of the problem: Given a K-dimen- 
sional vector space, select a basis and with each choice of r of the basis vectors 
generate the corresponding r-dimensional subspace. Does there exist a 
subspace which is complementary to each of these (z) subspaces? The 
combinatorial generalization of this version of the problem leads to a con- 
sideration of theL(n, k, r) configurations studied in [.5]. 
II. DEFINITIONS AND STATEMENTS OF THE RESULTS 
DEFINITION 1. Let 5’ be a set of n elements, n > 1, and let Y and k be 
integers, 1 < r < k. An L(n, k, r) con..guration over 5’ is a set of nr distinct 
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ordered k-tuples (x1 , ..., x,), xi in S, such that xi = yi for Y subscripts i implies 
that 
(Xl 9 ..*3 xt) = (n > *..YYk). 
Thus zf we select any Y components, every possible r-tuple over S occurs exactIy 
once as we range over the elements of an L(n, k, 7). It may be noted that an 
L(n, k, 2) is equivalent to a set of k - 2 mutually orthogonal Latin squares of 
order n. The restrictions on n, k, and Y serve merely to avoid degenerate cases. 
DEFINITION 2. If we take for S the Galois Jield GF(n), n = pm, then an 
L(n, k, r) over S is termed a V(n, k, r) space provided the L(n, k, Y) form a 
vector space over GF(n) when we regard its elements as vectors in the usual 
manner. Thus a V(n, k, I) is an r-dimensional space of k-tuples over GF(n), 
all of whose nonzero vectors have fewer than Y zero components. 
DEFINITION 3. We denote by K,(r) the largest value of k for which a 
V(n, k, I) exists, and by L,(Y) the largest value of k for which an L(n, k, Y) exists. 
Clearly, K,(Y) < L,(Y) when n is a prime power. 
A V(n, k, I) is a linear code with Y information symbols. For this case, the 
bounds of Plotkin, Varsharmov-Gilbert, and Hamming (described in [4]) 
are not sufficiently restrictive. 
In order to make this work self-contained, we give in Theorem 1 some of 
the elementary results, and in Theorem 2 a nonexistence theorem due to 
Silverman [5J. The results for r = 3 were also discovered by Bose and 
Bush [I, 21. 
THEOREM 1. (1) F 07 r > 2, the existence of a V(n, k, Y) implies the 
existence of a V(n, k - 1, r - 1). Similarly, L(n, k, Y) j L(n, k - 1, Y - 1). 
(2) For k > r, the existence of a V(n, k, Y) implies the existence of a 
V(n, k - 1, 7). Similarly, L(n, k, r) ti L(n, k - 1,~). 
(3) For k - Y > 1, the existence of a V(n, k, Y) implies the existence of a 
V(n, k, k - r). 
(4) For n u prime power, n + 1 < K,(Y) ,( L,(Y) < n + Y - 1. For 
arbitraryn,r+l<L,(r)<n+r-I. 
(5) For r 3 n, K,(Y) = L,(Y) = r + 1. (We remind the reader that 
whenever we use “K,(Y),” n must be a prime power, whereas in “Ln(r)” no such 
restriction is made.) 
(6) For n even, K,(3) = n + 2. 
(7) The existence of L(n, n, 2) imph’es the existence of L(n, n + 1,2). 
(8) If n = 1 (mod 4) and the squarefree part of n is divisible by a prime of 
the form 4t + 3, then L,(Y) < n + Y - 3. 
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THEORRM~. Ifqisaprimesuchthatq<r-l,andn-lisdivisible 
by q, then L,,(t) < n + r - 2. 
COROLLARY 1. If q is the smallest prime dividing n - 1, then 
K,,(n-l)Qn+q-l1.Ifnisoddandr>3,thenL,(r)<n+r-2and 
K%(3) = K,(n - 1) = n + 1. 
THEOREM 3. The existence of an L(n, k, n - 1) implies the existence of an 
L(n - 1, k - n + 2,2), k > n. 
THEOREM 4. (1) For n < 8, the complete results for K,(r) are as follows: 
K,(3) = 6; K,(3) = K,(7) = 10; in all other cases K,(r) = max (n + 1, I + 1). 
(2) For n < 5, the above results also hold for L,(r). In addition, 
LJY) = r + 1 andL,(6) = 8. 
REMARK. For n a prime power, we know of no case for which 
K,(r) #L,(r). Equality certainly holds for n < 5 or I < 3. 
THEOREM 5. Let Vk be the linear space of all k-tuples over GF(n), and let 
1 < Y < k. Then there exists V(n, k + 1, Y + 1) if and only if there exists 
V(n, k, I) and a vector c in V, , such that for all x in V(n, k, Y), x - c has at 
most r zero components. 
THEOREM 6. For 1 < I < k, the following conditions are equivalent: 
A. There exist k vectors in r-dimensional space over GF(n) such that any 
set of I of these vectors is a basis. 
B. There exists a V(n, k, Y). 
C. In r-dimensional space wer GF(n) there exist k hyperplanes (subspaces of 
codimension I), the intersection of any t of which has minimal dimension r - t, 
t = 1, 2, **-, 1. 
III. PROOFS 
THEOREM 1. In the proofs of (4), (5), and (6), the equivalences given in 
Theorem 6 are assumed. 
(1) In a V(n, k, Y) consider the subspace of all elements having first 
component equal to zero. If we delete the first component from each of these 
elements, we obtain a V(n, k - 1, t - 1). The proof for L(n, k, I) is similar. 
(2) Delete the first component in every element of a V(n, k, r). Similarly 
for L(n, k, Y). 
324 MANERI AND SILVERMAN 
(3) Given a lJ(n, k, r) = Y, its orthogonal complement I’L (with respect 
to the standard inner product in the space of all k-tuples) is a P(n, k, K - Y). 
For suppose I’1 contains a nonzero element with K - Y zero components, say 
(Xl 7 a**, x, , 0, **a, 0). Then (x1 , .**, x,) is orthogonal to every r-tuple, and 
hence x1 = ..* = x, = 0. 
(4) Lete,,e,, “‘,e,-, be a basis for an r-dimensional vector space over 
GF(n), and define the R - 1 vectors vi = es + olie, + 1.. + Qe,-, , where 
the CQ are the nonzero elements of GF(n). From a consideration of the 
Vandermonde matrix, it easily follows that any I of z1r , ..., z+-r , e, , e,-r 
are linearly independent. Hence &(Y) > n + 1. For the proof that 
Y + 1 <L,(Y) < n + Y - 1, see Lemma 5 (p. 168) and Theorem 4.4 
(p. 170) in [5]. 
(5) If e, , .*., e, is a basis for an r-dimensional vector space over GF(n), 
then any Y of e, , ..., e, , e, + .** + e, are linearly independent. Hence 
K,(Y) > Y + 1. For the proof that L,(Y) = Y + 1, use (4) and Corollary 1 
to Theorem 4.5, p. 170 in [5]. 
(6) Let el , e2 , 3 e be a basis for a 3-dimensional vector space over GF(n), 
and define n - I vectors vi as in (4). Then any 3 of vr , **a, v,+, , e, , es, es 
are linearly independent when GF(n) has characteristic 2. Hence 
K,(3) 3 n + 2 when n is even. Now we use (4). 
(7) For the proof, see Theorem 4.7, p. 171 in [5]. 
REMARK. While the V(n, n + 1,2) 1 y a wa s exist (being equivalent to 
the existence of the projective plane over GF(n)), we may note that moreover, 
every V(n, n, 2) may be “extended” to a ‘V(n, n + 1,2) as follows: Let 
el , .*., e, be n vectors in 2-dimensional space over GF(n), any two of which 
are a basis. Since the scalar multiples of the ei account for only nz - n + 1 
of the ns vectors, we can always add another vector e,,, to the list and so, 
using Theorem 6, obtain a ?‘(n, n + 1,2). 
(8) Using (I) and (7), 
L(n, 11 + r - 2, Y) 3 L(n, n, 2) => L(n, n + 1,2). 
Now apply the Bruck-Ryser nonexistence theorem [3]. 
THEOREM 2. This is Theorem 4.6, p. 171 in [5]. For the 
corollary: By Theorem 2, K,(p + 1) < n + p - 1, and so using (3), 
K,(n - 1) < n + q - 1. For the proof of the second statement, take q = 2, 
and use the above result together with Theorem 2 and Theorem 1, part (4). 
THEOREM 3. Let S = (0, 1,2, a-0, n - I}. With no loss of generality 
we may assume that the L(n, k, n - 1) = L contains an element x having all 
A VECTOR-SPACE PACKING PROBLEM 325 
zero components. Then L contains an element aij whose tth component is j 
if t = i, and 0 if t # i (i, j, t = 1, 2, a.*, n - 1). Now from aij delete the 
first (n - 1) components and add a final component equal to i. The resulting 
(K - 12 + 2)-tuples form an L(n - 1, K - 11 + 2,2). 
THEOREM 4. (1) For n < 5, the results follow from Theorems 1 and 2. 
For n = 7, K,(4) = 8 was determined by hand calculation, and then the 
results for r < 3 and T > 5 follow from Theorem 1. For n = 8, 
K*(4) = K,(5) = 9 was determined by a computer search on an IBM 7070, 
and then the results for T < 3 and r 3 6 follow from Theorem 1. 
(2) With the exception of n = 5 and T = 4, all of the results are a con- 
sequence of Theorems 1, 2, and 3, together with the observation that no 
L(6,4,2) exists (that is, that there does not exist a pair of orthogonal Latin 
squares on 6 letters [6]). For the case n = 5 and Y = 4, we know that k = 6 
is attainable. We now show that k = 7 is not possible. Suppose, on the 
contrary, that there exists an L(5, 7,4) = L over S = (0, 1,2, 3,4}. Without 
loss of generality, we may assume that L contains the element x, all of whose 
components are 0. Then no other element of L has more than three 0’s. Let 
Ai CL be the set of four ‘I-tuples having O’s in all four initial positions except 
the ith, i = 1, 2, 3, 4. Let B CL be the set of four 7-tuples having 0 in posi- 
tions one and two, and 1 in position three. These elements, then, may be 




















Since x is in L, no O’s can occur in the last three positions of the elements of 
the A,. Further, no two elements in the union of the A, can agree in more 
than one of the last three components, and there are 16 elements in all. 
Hence for any U, v in (1, 2, 3, 4) we may use, say, the symbol (u, -, w) to 
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denote the unique element in the union of the A, having u in position 5 and 
v in position 7. Now consider x in B, x = (0, 0, 1, a, r, s, t). Suppose that no 0 
occurs among I, s, t. Then (Y, s, -) is an element of the Ai. If it were in A, 
or A, , then it would agree with x in four places, violating the structure of L. 
Hence it lies in A, or A, . The same argument applies to (Y, -, t) and 
(-, s, t). Further, these are three distinct elements. since if (r, s, t) were in 
the Ai , it would agree in four places with x. But then two of these three 
elements must lie, say, in A, and so agree in four places, which is impossible. 
We have thus proved that every element in B must have a 0 in one of its last 
three positions. But there are four elements, and so two of the O’s must occur 
in the same position in two of the elements. These two elements then have 
four agreements, which is impossible. Hence k = 7 is impossible. 
THEOREM 5. Given a V(n, k + 1, r + 1) = V, let W be the subspace 
of all elements whose first component is zero, and let c* be an element in V 
whose first component is 1. If we now delete all first components, W becomes 
a v((n, k, r) and c* becomes the required c. Conversely, suppose we have 
v = v(‘(n, k, r) and c satisfying the given condition. Form the cosets V + (YC, 
where 01 ranges over GF(n). Since a f 0 implies T/ + arc = - a( V - c), the 
union of the cosets forms a v(‘(n, k, I + 1). If now to each element of V + arc 
we adjoint OL as a (k + I)-th component, a V(n, k + 1, Y + 1) is obtained. 
THEOREM 6. We prove that A + B =s- C 3 A. Given K vectors as in A, 
construct a k x r matrix having every r rows linearly independent. Then the 
column space of the matrix is a V(n, k, r). Next, given a V(n, K, Y), the set of 
elements having zero for an ith component is an (r - I)-dimensional sub- 
space Hi . These Hi satisfy C. Finally, let (x, y) be a nondegenerate symme- 
tric bilinear functional defined on an r-dimensional space, and suppose we 
are given hyperplanes HI , .a*, Hk as in C. Let ei be a basis of Hjl (the ortho- 
gonal complement of Hi). Then e, , *.., ek satisfies A. For suppose, say, 
ale1 + a.0 +c+e, =O. Choose x #O in Hz n 1.. n H,.. Then 
(x, ale1 + ... + a,e,) = 0 = q(x, e,). 
Now (x, e,) = 0 => (x, H,l) = 0 =z- x is in HI , which is impossible. Hence 
lyl = 0. Similarly 01~ = **a = OLD = 0. 
IV. COMPUTATIONAL PROOFS 
In this section we indicate some of the computational aspects involved 
in the determination of K,(4), K,(4), and K,(5). These cases refused to 
yield to anything other than brute force. 
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For the case where II = 7 and r = 4 we shall now show that the largest 
value of k for which a V(n, K, Y) exists is 8. In other words K,(4) = 8. We 
shall do this by showing that there is no set of 9 vectors in I’, over GF(7) 
with the property that any 4 are linearly independent. Let us denote the 
elements of GF(7) by (0, 1,2, 3,4, 5,6}. 
We begin with the observation that if we have 9 vectors in V, with the 
above property, then by elementary column operations and possibly multipli- 
cation of rows by a nonzero constant, we can assume that the vectors are the 
rows of the following 9 x 4 matrix: 
1000 
0 1 0 0 
0 0 1 (3 
0001 





1 1 1 1 
1 2 a 
1 3 b 
1 4 c 
1 5 d 
The possible choices for a are 3, 4, 5, or 6. 
where the 5 x 4 lower half has all of its minors of all orders nonsingular. 
In particular, in this 5 x 4, no element can occur more than once in each 
of the last four rows or in each of the last three columns. Working with the 
5 x 4 lower half, we first eliminate the case where there is a column without 
a 6. We can assume that it is the second column and it starts this way: 
Case 1. a = 3. Then b = 5 is eliminated by the 3 x 3 minor. If 
b = 2,4, or 6, no admissible value of c can be found. 
Case 2. a = 4. Then b = 6 is eliminated by a 2 x 2 minor. If b = 2 
or 5, no choice for c works. 
Case 3. a = 5. Every choice for b except 6 is eliminated; b = 6 permits 
only c = 2, and then no choice for d is possible. 
Case 4. a = 6. There is a unique completion to a third column, but it 
needn’t be considered because then no fourth column is possible. This 
completion will be displayed later. 
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Thus 6 must occur in each of the last three columns and we have a configu- 
ration which looks like this: 
1 1 1 1 
1 6 a 1 1 1 6 1 6 . 1 
Ignoring the 6 in the third column, there are four possible second columns: 
1 1 1 1 
6 6 6 6 
5, 5, 5, 4. 
4 4 3 3 
3 2 2 2 
With the first of these possible second columns, with a = 2, we have the 
following unique third column (which is the completion mentioned in case 4 
with rows and columns permuted): 
This cannot be completed to a fourth column because there is no 6 in the 
third column. None of the other three possible second columns can be com- 
pleted to a third column (with a 2 in the second row and third column). 
We have thus shown that any completed matrix must look as follows: 
and 2’s can occur only in the last row. There must then be at least two of the 
last three columns without any 2. Assume they are the second and third. 
This permits us to assign the second column and attempt to complete the third 
without using 2. We then have: 
A VECTOR-SPACE PACKING PROBLEM 329 
With a = 3, there is no choice for b. With a = 4, b can be 3 or 6, but then 
no choice for c is possible. With a = 5, b can be 4 or 6, and again no choice 
for c is possible. 
For the case where n = 8 and I = 4 we have the field GF(8). The result 
that K,(4) = 9 was determined with the aid of a computer and will merely 
be displayed here. The elements of GF(8) can be represented by 0, 1, X, x + 1, 
x2, x2 + 1, x2 + X, and x2 + x + 1, where x3 + x + 1 = 0. It is more 
convenient to represent hese elements respectively by 0,7, 1, 3,2,6,4, and 5, 
where the nonzero symbols denote the power of x which gives that parti- 
cular element. (Note that 7 is the unity element of the field.) 
The problem is to find the largest possible set of vectors in V, (over GF(8)) 
such that any four vectors in the set are linearly independent. As before, the 
first five vectors can be assumed to be: 
7 0 0 0 
0 7 0 0 / 1 0070, 0 0 0 7 7 7 7 7 
and the remaining vectors can be assumed to have first component 7. 
The possible sixth vectors to extend this set are: (7 1 2 3), (7 1 2 4), 
(7 1 2 5), (7 1 2 6), (7 1 3 5), (7 1 3 6) (7 1 5 6), and (7 3 5 6). All 
others can be obtained from these by permutations and field automorphisms. 
Each of the sixth vectors has ten compatible seventh vectors, as shown in the 
tabulation below: 
Sixth vectors: 7123 7124 7125 7126 7135 7136 7156 7356 
Seventh vectors: 7654 7653 7652 7365 7362 7652 7642 7635 
7251 7631 7634 7314 7341 7641 7621 7624 
7532 7543 7546 7632 7642 7524 7562 7563 
7635 7536 7531 7651 7654 7512 7514 7542 
7316 7465 7463 7253 7263 7453 7463 7421 
7415 7412 7416 7245 7214 7421 7431 7415 
7364 7362 7361 7534 7516 7364 7324 7231 
7462 7315 7312 7542 7521 7345 7315 7214 
7541 7256 7254 7461 7423 7265 7243 7162 
7246 7241 7243 7413 7456 7213 7235 7143 
In each list of ten seventh vectors, three can be extended to an eighth 
vector, and each of these in turn is uniquely extendable to a ninth vector. 
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By virtue of the uniqueness, no tenth vector is possible, and so K,(8) = 9. 
We now exhibit the five completions. If we add a row of 7’s to each of these 
matrices, we obtain, apart from permutations of rows and columns, all possible 
5 x 4 matrices over GF(8) which have a row and column of 7’s and all minors 
of all orders nonsingular. 
1. 7123 2. 7124 3. 7125 4. 7126 5. 7135 
7462 7631 7546 7632 7341. 
7635 7543 7463 7461 7516 
7541 7256 7254 7253 7423 
Because of the field automorphisms, the first three completions are the 
essentially distinct ones. 
For the case where n = 8 and I = 5, we can use the above information 
to show that K,(5) = 9. If we assume that we have ten vectors in Vs with the 
property that any set of five of these is linearly independent, we can assume 
that we have a 10 x 5 matrix which looks like this: 
-7 0 0 0 o- 
0 7 0 0 0 
0 0 7 0 0 
0 0 0 7 0 
00007. 





Now looking only at the last four rows, we need try only the first three com- 
pletions of the previous case in the first four columns. Comparing columns, 
it is then easy to show that no fifth column is possible in any case. 
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