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Abstract
Data models capture the structure and characteristic properties of data entities, e.g., in terms of a database schema or an ontology.
They are the backbone of diverse applications, reaching from information integration, through peer-to-peer systems and electronic
commerce to social networking. Many of these applications involve models of diverse data sources. Effective utilisation and evolution
of data models, therefore, calls for matching techniques that generate correspondences between their elements. Various such matching
tools have been developed in the past. Yet, their results are often incomplete or erroneous, and thus need to be reconciled, i.e.,
validated by an expert. This paper analyses the reconciliation process in the presence of large collections of data models, where the
network induced by generated correspondences shall meet consistency expectations in terms of integrity constraints. We specifically
focus on how to handle data models that show some internal structure and potentially differ in terms of their assumed level of
abstraction. We argue that such a setting calls for a probabilistic model of integrity constraints, for which satisfaction is preferred,
but not required. In this work, we present a model for probabilistic constraints that enables reasoning on the correctness of individual
correspondences within a network of data models, in order to guide an expert in the validation process. To support pay-as-you-go
reconciliation, we also show how to construct a set of high-quality correspondences, even if an expert validates only a subset of all
generated correspondences. We demonstrate the efficiency of our techniques for real-world datasets comprising database schemas
and ontologies from various application domains.
Keywords: data integration, probabilistic constraints, model reconciliation
1. Introduction
Data models are an important means to design, analyse,
and improve systems that process structured data. Assuming a
broad view on how the structure and characteristic properties
of data entities can be captured, we assume a generic view on
such models. That includes, for instances, database schemas,
which describe the structure of data entities in terms of their
attributes along with containment hierarchies and functional
dependencies between them. Another example are ontologies
that ground the interpretation of data entities in well-defined
semantics, e.g., through concepts and generalisation dependen-
cies. The commonality of schemas and ontologies is that both
provide a vocabulary of terms in a particular domain, and en-
force consistent use of these terms via structure relations, such
as tree-like representations [1, 2]. They differ, though, in how
they enforce this consistency. For example, schemas define data
types, whereas ontologies use logical systems [1, 2].
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Regardless of the assumed notion of a data model, their cre-
ation, utilisation, and evolution is supported by manifold tech-
niques that offer, for instance, re-use driven modelling support,
harmonisation of model variants, model-based system valida-
tion, and effective management of model repositories. Many of
these techniques built upon the identification of correspondences
between the elements of data models. For schemas, this process
is known as schema matching. Similarly, ontology alignment is
the process of linking ontological concepts by correspondences.
While the specific techniques differ depending on the type of
data model (schema or ontology), they typically rely on the no-
tion of correspondences to connect schema attributes or ontology
entities [1, 2]. As such, the accuracy and, thus, usefulness of
techniques supporting the creation, utilisation, and evolution of
data models depends on the correctness and completeness of
model matching.
There is a large body of work on model matching techniques.
Numerous commercial and academic matching tools, called
matchers, have been developed in recent years to generate cor-
respondences between pairs of database schemas [1, 3, 4] and
ontologies [5, 6]. Even though matchers achieve impressive per-
formance for some datasets, they cannot be expected to yield a
correct result in the general case. Since matchers rely on heuris-
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tic techniques, their result is inherently uncertain. In practice,
therefore, model management in general and model matching
in particular include a post-matching phase, in which correspon-
dences are reviewed and validated by an expert [7, 8, 9]. This
step is referred to as reconciliation of the data models [10], based
on the result of automated model matching.
Matching Networks. In this work, we focus on a setting in
which matching is conducted for a set of related models. The
vast majority of existing matchers generate correspondences
between pairs of data models. Hence, matching a set of related
models requires the repeated application of a matcher to generate
a matching network, spanned by the correspondences between
elements of the respective models. Such a network, however,
shall meet consistency expectations in terms of global integrity
constraints. Correspondences generated by a matcher for a
pair of data models in isolation may turn out to be problematic
when considering the network-level. Correspondences between
one pair of models may be inconsistent with correspondences
between other models.
The presence of network-level integrity constraints imposes
challenges for manual validation of correspondences in a match-
ing network. Constraints introduce dependencies between the
validation of different correspondences, which are hard to un-
derstand especially in large-scale networks. At the same time,
experts have a limited effort-budget, so that complete reconcilia-
tion of a network of correspondences is typically not a feasible
option. As such, there is a need to generate a trusted set of cor-
respondences that is largely in line with the integrity constraints,
based on expert input on the correctness of solely a subset of the
correspondences in the network.
Reconciliation of Matching Networks. To address the above
challenges, an expert may be guided in their reviewing efforts,
identifying the correspondences for which validation is most
beneficial. Specifically, for each correspondence that has not
yet been validated, network-level integrity constraints enable
the computation of a probability of the correspondence being
correct [11]. Intuitively, a correspondence is assigned a high cor-
rectness probability, if it does not lead to violations of integrity
constraints, regardless of the correctness of other non-validated
correspondences. By defining an information-theoretic model
of network uncertainty over these probabilities, guidance of an
expert with a limited effort budget can then be phrased as an
optimisation problem [11].
Existing approaches to reconciliation of matching networks,
however, put forward a simplistic view on data models. Such
models are defined as sets of model elements [11], which ne-
glects their internal structure, e.g., containment hierarchies and
functional dependencies between attributes of a database schema
or generalisation relations defined for the concepts of ontologies.
At the same time, existing formulations of integrity constraints
are based on Boolean formalisms [12, 13], such as Answer Set
Programming. This implicitly assumes that the models in a
matching network capture data entities at the same level of ab-
straction. Only in that case, integrity constraints can be expected
to be satisfied by all correspondences of the network. Once some
models differ in their applied abstraction of some data entities,
integrity constraints may be satisfied by the vast majority of
correspondences, but a also violated by a few of them.
Handling Probabilistic Integrity Constraints. In this paper,
we argue that a more realistic view on data models in matching
networks is needed, one that incorporates the internal structure
of data models and copes with inconsistencies stemming from
different abstraction levels of data models. To cater for such a
setting, we present a model of probabilistic integrity constraints,
for which satisfaction is preferred, but not required. In addition
to the definition of this model, our contributions are reasoning
methods that enable pay-as-you-go reconciliation of matching
networks under probabilistic integrity constraints:
• We show how to compute the correctness probabilities of
correspondences in a matching network under probabilis-
tic integrity constraints using the graphical formalism of a
factor graph. To cope with computational challenges, we
also introduce methods to deal with large-scale data and
incremental updates.
• We develop a method to instantiate a trusted set of corre-
spondences under probabilistic integrity constraints. We
show that this instantiation can be formulated as an opti-
misation problem and propose a heuristic to approximate
a solution to this problem.
The remaining part of the paper is structured as follows. The next
section provides the background for our work. That includes
a discussion of different types of data models, their associated
matching and reconciliation problems, and a general framework
to guide experts in the reconciliation of matching networks. In
Section 3, we present a novel formal model for matching net-
works with probabilistic integrity constraints. Using this model,
Section 4 shows how to compute the correctness probabilities of
correspondences, while our approach to instantiation of a trusted
set of correspondences is introduced in Section 5. Section 6
gives details on our experimental evaluation. Finally, Section 7
summarizes related work, before Section 8 concludes the paper.
2. Background
To provide background for our work, we first elaborate on
matching of data models in Section 2.1. We then turn to the intu-
ition of matching networks in Section 2.2. Finally, we summarise
the state-of-the-art in terms of a framework for pay-as-you-go
reconciliation of matching networks in Section 2.3.
2.1. Matching of Data Models
In this work, we explore a generalisation of different match-
ing problems that have been described in the literature for spe-
cific types of data models. Specifically, we review the problems
of schema matching and ontology alignment.
Schema Matching. Schema matching is the process of gener-
ating correspondences between the attributes of two database
schemas, for the purpose of some data integration task [14, 15].
An example is the often quoted coffee consumption data found
in Google Fusion Tables [16, 17], which is distributed among
different tables that represent a specific region [18]. Extraction
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of information over all regions requires means to query and
aggregate across multiple tables, thereby raising the need of an
integrated view of the data. Further applications that require
schema matching include:
• Corporate data: Databases of large enterprises are often
developed independently to cater for particular require-
ments imposed by legal regulations, business models, or
value chains. Hence, data resides in multiple sources in an
enterprise. To support cross-database queries, the schemas
of the databases need to be matched [19, 20].
• P2P networks: A P2P network is a decentralized and
distributed architecture in which participating nodes act
as peers that share data. Searching in these networks
requires means to query across multiple peers, and schema
matching helps to overcome the heterogeneity typically
observed in P2P networks [21].
• Cloud platforms: Cloud applications enable storage and
processing of data distributed across PCs, mobile devices,
and online services. 1 2 3 To realize a unified view on such
data, see [22], schema matching supports the horizontal
integration of data across different cloud solutions.
Solutions to the matching problem for database schemas have
been developed for decades, see [1] for a survey.
Ontology Alignment. Ontologies enable the definition of se-
mantics of data entities. An ontology can be viewed as a vocab-
ulary to define models of a particular domain, making explicit
the relations between the underlying concepts. Ontologies devel-
oped for independent data sources, however, show differences
in the syntactic, terminological, and conceptual representation
of concepts. This motivates ontology alignment, which aims at
generating semantic correspondences between the concepts of
ontologies [5] for various use cases:
• Product catalogues: In business-to-business applications,
online portals and shopping sites store information about
their products in electronic catalogues [23, 24, 25]. How-
ever, the ontology used to describe products is often de-
signed differently among sellers. To create a common
market place, ontology alignment identifies correspon-
dences between the concepts used to describe products.
• Web services: Ontologies provide a rich and precise lan-
guage to describe the functionality of Web services that
expose data via programmable interfaces for information
search and discovery [26]. Yet, data and services of differ-
ent providers are described in terms of diverse ontologies.
In this context, ontology alignment helps to identify cor-
respondences between service interfaces for the purpose
of web service discovery and comparison [27].
Many matchers developed for schema matching have been adapted
to support ontology alignment, e.g., COMA++ [28], YAM [29],
and Harmony [30]. They are complemented by dedicated match-
ers for ontologies—see the studies conducted by the Ontology

















Figure 1: A matching network of real-world data models.
2.2. Matching Networks
The above applications, regardless of the type of data model,
have in common the need to match sets of related models. Match-
ers developed for database schemas or ontologies proceed pair-
wise, constructing correspondences between elements (attributes
or concepts, respectively) of two models. Applying these match-
ers repeatedly for pairs of models induces a matching network
that is spanned by correspondences between elements of the
respective models. Such an approach enables on-the-fly inte-
gration of data models: The integration of a new model into an
existing network is simply achieved by pair-wise matching the
new model with existing ones.
An Example Matching Network. To give the intuition of
matching networks, we consider the scenario of three online
video content providers, EoverI, BBC, and DVDizzy. Each
provider runs a Web portal, which enables potential customers
to search for content (e.g., based on title or release date). Now,
we consider the case that the three providers would like to offer
their content via a shared marketplace. Then, as a first step, the
databases storing information about the content need to be inte-
grated. The structure of each of these databases is described by a
schema and matching these schemas pair-wise creates correspon-
dences between their attributes. Taking the real-world forms of
the above mentioned video content providers as a representa-
tion of the underlying database schemas, a simplified view on a
matching network is shown in Figure 1. It lists some attributes
(record, date, screenDate, movieDetails, productionDate, and
releaseDate) of the three schemas, some structural dependencies
between them (date is part of record, while productionDate
and releaseDate are part of movieDetails), and correspondences
identified by pair-wise automated matching.
Network-level Integrity Constraints. The result of automatic
matching of data models is inherently uncertain and it is widely
acknowledged that general-purpose matching algorithms cannot
be expected to yield results that are always correct. In particular,
since matchers identify correspondences between pairs of mod-
els, the identification of correspondences is agnostic to global
consistency expectations regarding the matching network. These
expectations can be formalised as integrity constraints that, un-
like those extracted from experts’ knowledge [31], are domain-
independent. Examples of network-level integrity constraints
include the 1-1 constraint and the cycle constraint [12, 13].
2.3. Pay-As-You-Go Reconciliation
Due to the inherent uncertainty of automatic matching, corre-
spondences are reviewed and validated by an expert user, a pro-
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cess known as reconciliation [10]. Yet, most existing approaches
study the reconciliation of the results of automatic matching at a
pair-wise level. That is, correspondences between the elements
of a pair of models are considered in isolation [7, 8, 9]. Such a
pair-wise approach is ineffective for matching networks, since
network-level integrity constraints introduce dependencies be-
tween the validation of different correspondences. As such, vali-
dation of some correspondences is particularly beneficial, as it
may allow for immediate conclusions on other correspondences
based on the integrity constraints. Exploiting such dependencies
becomes even more important when only a subset of all corre-
spondences in a network are validated, which is the common
case of having only a limited effort-budget for the validation.
Against this background, it was suggested to guide experts
in their validation efforts by computing expected benefit of val-
idating a certain correspondence. Specifically, in [11], a pay-
as-you-go reconciliation framework was introduced, which is
summarised in Figure 2. The input of this framework is given
by a set of candidate correspondences, which are generated by
automatic matchers for a set of data models. Later integration
of data models is facilitated, though: For a model that is added
later, conducting pair-wise matching will simply yield further
candidate correspondences.
For a given set of candidate correspondences, the general
reconciliation process works as follows.
First, a matching network is constructed from the initial
set of candidate correspondences. As part of that, a correctness
probability is assigned to each correspondence. It is computed by
exploiting the dependencies induced by the integrity constraints
of the matching network and by incorporating the validation
results from an expert (if available).
Based on the correctness probabilities of correspondences,
an information-theoretic model enables guidance of an expert.
That is, the uncertainty of a matching network is quantified
based on the entropy over these correctness probabilities. Then,
correspondences can be ranked based on the information gain of
their validation, i.e., the reduction of uncertainty in the matching
network if an expert approves or disapproves the correspon-
dence. The selection of a set of beneficial correspondences
then becomes an optimisation problem. Once expert assertions
(approvals or disapprovals) are available, they are incorporated
in the matching network: The correctness probabilities of the
validated correspondences are set to one or zero, respectively,
and the effect on all other correctness probabilities is computed.
At any point in time, however, a reconciliation result may be
instantiated. Based on the current matching network, a maximal
subset of correspondences that are likely to be both correct and
in line with the integrity constraints is selected. This subset is
referred to as the trusted matching that reflects the result at the
current state of reconciliation.
The above framework defines enables effective guidance of
experts in the reconciliation of matching networks. The net-
work is updated incrementally by means of probability computa-
tion, whereas matching instantiation enables the derivation of a
trusted set of correspondences at any point in time.
Existing methods to realise probability computation and
















Figure 2: A generic view on pay-as-you-go reconciliation.
malisms adopted for data models as well as for integrity con-
straints. Specifically, in [11], data models are assumed to be
merely sets of unrelated elements. Such a model ignores that
data models often possess some internal structure, may it be
containment hierarchies and functional dependencies as in the
case of database schemas or generalisation relations between
ontology concepts. Such structure shall be considered in the
assessment of integrity, as discussed above for Figure 1.
In the same vein, existing formalisms for integrity con-
straints, see [12, 13], are Boolean, i.e., a constraint is either
satisfied or violated. Such a constraint model is inappropriate
in many application scenarios. In particular, if models in a
matching network capture data entities on different levels of
abstraction, one cannot expect the integrity constraints to be















Figure 3: Matching network of data models with different abstraction levels.
Consider the matching network in Figure 3, which shows
a different excerpt of the database schemas introduced already
in Figure 1. The three schemas capture movie reviews and
evaluation scores at different levels of abstraction. In schema
SA, the respective information is modelled by means of two
attributes, review and grade. In schema SC, reviews and scores
are captured by different attributes, depending on whether they
originate from editors (e.g., editorScore) or the community (e.g.,
communityScore). The correspondences shown in Figure 3
highlight that such differences in the applied abstraction level
may lead to violations of integrity constraints. Both, the 1-1
constraint and the cycle constraint, as introduced above, are
violated. Yet, arguably, this violation is due to the differences in
how the schemas capture the domain.
To cope with such phenomena, we argue that a suitable
formalism for integrity constraints shall enable some flexibility
in the assessment. That is, consistency expectations shall be
formulated as preferences rather than Boolean criteria. This
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way, a model would capture that, in general, satisfying the 1-1
constraint and the cycle constraint can be expected to yield high
quality correspondences, while at the same time acknowledging
that a few correspondences may violate them.
3. Matching Networks with Probabilistic Constraints
Having introduced the intuition of matching networks in
the previous section, this section presents a formal model for
matching networks with probabilistic integrity constraints.
Data Models. We capture a data model as a tuple 〈A,R〉 with
A = {a1, ...,an} being a set of elements and R⊆ A×A as a struc-
ture relation defined over these elements. As such, we capture
the essence of a model in terms of its defining elements and its
structure, yet largely abstracting from the peculiarities of diverse
types of data models and their representation languages. For
instance, elements and the structure relation can be interpreted in
terms of database schemas, i.e., elements are attributes, while the
structure relation denotes a containment hierarchy or functional
dependencies. In the domain of ontologies, in turn, elements
denote concepts and the structure relation can capture a part-of
relation between them. In general, data models may show a
more fine-granular structure that is captured by further relations,
e.g., ontologies may define not only a part-of relation, but also
specialisation relations. For the sake of a compact formalisation,
we limit the discussion to a single relation between the elements
of a model. Our approach of considering this relation in the defi-
nition of integrity constraints, however, may be lifted directly to
additional relations.
A matching network is defined for a finite set of data models
S = {〈A1,R1〉, . . . ,〈Am,Rm〉}, that are built of unique elements,
i.e., A∩A′ = /0 for 〈A,R〉,〈A′,R′〉 ∈ S and A 6= A′. Considering
elements of various data models, we introduce a short-hand
notation: We write a  a′ if a,a′ ∈ A, i.e., if two elements be-





〈A,R〉∈S R denote the union of elements and relations in S
respectively.
In the example in Figure 1, it holds S = {SA,SB,SC}. Model
SC comprises elements ASC = {movieDetails, productionDate,
releaseDate} and the structure relation RSC = {(movieDetails,
productionDate),(movieDetails, releaseDate)}.
Interaction Graphs. In some application scenarios, not all
given data models are matched pair-wise when constructing a
matching network, e.g., due to business requirements or privacy
policies. Formally, we capture this aspect by means of an inter-
action graph, an undirected graph GS = (V,E), such that edges
indicate which pairs of models in S need to be matched.
Revisiting the example in Figure 1, the interaction graph is
defined as GS = ({SA,SB,SC},{{SA,SB},{SA,SC},{SB,SC}}).
Correspondences. A correspondence represents a (semantic








to denote the set of all possible correspondences, i.e., all two-
sets of elements of distinct models. Then, {a,a′} ∈A denotes
an individual correspondence. Note that even though many
matchers generate solely simple one-to-one correspondences,
our formulation does not preclude handling of one-to-many
or many-to-many relations, which may be represented by the
Cartesian product of the respective elements.
We refer to correspondences generated by automatic match-
ers as candidate correspondences since there is no guarantee
that they are indeed correct [32, 33]. Given two distinct models
〈A,R〉,〈A′,R′〉 ∈ S, we write CA,A′ ⊆A to denote the set of all
candidate correspondences returned by automatic matchers.
In the example in Figure 1, c1 = {date, screenDate} is one
of the illustrated correspondences.
Expert Input. We model expert input as a tuple U = 〈U+,U−〉
of assertions, where U+ ⊆A and U− ⊆A are sets of approved
and disapproved correspondences, respectively. That is, after ex-
pert input has been sought for a candidate correspondence c ∈C,
the assertions U are updated, yielding either 〈U+∪{c},U−〉 (c
is approved) or 〈U+,U−∪{c}〉 (c is disapproved). In this work,
we assume a feedback model, where expert input is considered
to be correct, such that correspondences in U+ must be included
in a any trusted matching derived from the matching network,
whereas correspondences in U− must be excluded.
Probabilistic Integrity Constraints. A finite set Γ= {γ1, . . . ,γn}
models the integrity constraints that formalize consistency ex-
pectations regarding the matching network, such as the 1-1 con-
straint or cycle constraint. We formalize network-level integrity
constraints based on a probabilistic model. Given a set of can-
didate correspondences C, this model defines the probability of
a constraint being satisfied. However, to capture the dependen-
cies between constraint satisfaction and correspondences on a
fine-granular level, this probability is not defined globally for
the matching network, but locally for a particular set of cor-
respondences. That is, an integrity constraint is encoded as a
probability P(π |C), which represents the probability that a set
of possible correspondences π ⊆A satisfies the constraint given
a set of candidate correspondences C. We exemplify this model
using several example constraints. Two of them are probabilistic
generalisations of the Boolean constraints introduced in [12, 13].
A third one refers to the structure of data models, an aspect that
has been ignored in existing reconciliation approaches.
• 1-1 constraint. Let π = {π1, . . . ,πk} ⊆A be a set of pos-
sible correspondences. Given a set of candidate correspon-
dences C, the 1-1 constraint for π , denoted by γ1-1(π), is
satisfied with probability
P(γ1-1(π) |C)=
 1 if ∀ {a,a
′} ∈ π :
|{{a,a′′} ∈C∩π | a′ a′′}| ≤ 1
∆ otherwise
(1)
where ∆∈ [0,1] is a relaxation parameter and ∆ = 0 yields
a hard constraint. Intuitively, the 1-1 constraint enforces
that each element of one model should be matched to at
most one element of any other model. In Figure 1, for
instance, the set of candidate correspondences is given
5
as C = {c1,c2,c3,c6}. Here, the set of correspondences
π = {c3,c5} = {{date, productionDate}, {date, re-
leaseDate}} violates the 1-1 constraint. Attribute date of
schema SA is matched to both productionDate and release-
Date of schema SC, which correspond to the elements a′
and a′′ in the above definition.
• Cycle constraint. Let π = {π1, . . . ,πk} ⊆ A be a set of
possible correspondences that form a cycle of data mod-
els, i.e., π j = {a j,a j+1} for 1≤ j < k and πk = {ak,a1}.
Given a set of candidate correspondences C, the cycle
constraint for π , denoted by γ(π), is satisfied with prob-
ability
P(γ(π) |C) =
 1 if π ⊆C0 if |π \C|= 1
∆ otherwise
(2)
where ∆ ∈ [0,1] is a relaxation parameter modelling the
probability of compensating errors (i.e., two or more incor-
rect correspondences yielding a correct cycle). The cycle
constraint enforces consistency in the sense that any cycle
formed by correspondences is closed [12]. Revisit our
example in Figure 1, with C = {c1,c2,c3,c6}. Here, the
set of correspondences π = {c1,c2,c5}= {{date, produc-
tionDate}, {date, screenDate}, {screenDate, release-
Date}, {productionDate, releaseDate}} yields a viola-
tion: There is a path of correspondences between different
elements (attributes productionDate and releaseDate) of
a single model (schema SC). This path denotes a violation
as correspondence c5 does not exist in C, i.e. |π \C|= 1.
• Structure constraint. Let S = {〈A1,R1〉, . . . ,〈Am,Rm〉} be
a set of data models. Let π = {π1, . . . ,πk,π ′1, . . . ,π ′k}⊆A ,
k < m, be a set of possible correspondences, such that:
– the correspondences form two paths, π j = {a j,a j+1}
and π ′j = {a′j,a′j+1} for 1≤ j < k;
– the paths visit the same models, a j,a′j ∈ A j for 1≤
j ≤ k;
– the structure relation in the first and last model is
consistent, (a1,a′1) ∈ R1 and (ak+1,a′k+1) ∈ Rk+1.
Given a set of candidate correspondences C, the struc-
ture constraint for π , denoted by γR(π), is satisfied with
probability
P(γR(π) |C) =
 1 if π ⊆C0 if |π \C|= 1
∆ otherwise
(3)
where ∆ ∈ [0,1], again, is a relaxation parameter mod-
elling the probability of compensating errors. The intu-
ition behind the structure constraint is that the internal
structure of data models shall be preserved by the corre-
spondences. In Figure 1 example, the set of correspon-
dences π = {c3,c6} is arguably in line with the contain-
ment relations defined by model SA (date is part of record)
and model SC (releaseDate is part of movieDetails).
Relaxation parameters ∆ of constraints may be provided by ap-
plication experts or be set based on an adaptive learning strategy.
While this parameter configuration is not the focus of this pa-
per, we outline a simple strategy to learn the parameter ∆ for
each constraint γ , as follows. The main idea is that the more
violations are introduced by an expert, the more the associated
constraints should be hardened; and vice-versa. Initially, we
set ∆ = 0.5, since the integrity constraints do not affect the cor-
rectness of validated correspondences. Then, periodically, e.g.,
after obtaining further 20 expert assertions, we compute the set
of constraint violations on top of all correspondences approved
by the expert. Denote by V = {v1, . . . ,vn} the union set of all
constraint violations. For each violation vi ∈ V , we count the
number of correspondences in this violation. Then for each
constraint γ involved in V , we set its new parameter ∆ to the
average value of the percentages of its violations.
Probabilistic Matching Networks. Combining the above no-
tions, we define a probabilistic matching network as a tuple
N = 〈S,GS,Γ,C,P〉, where S is a set of data models, GS is an
interaction graph defined between these models, Γ is a set of in-
tegrity constraints, C is a set of candidate correspondences, and
P is a probability model. The latter assigns a probability P(c) to
each candidate correspondence c ∈C, indicating how likely it
is that c is correct. This model integrates the user assertions U :
since expert input is assumed to be correct, the probabilities of
asserted correspondences are one or zero.
Trusted Matching. As detailed in Section 2.3, reconciliation
aims at improving the quality of the matching network by means
of expert input. However, in pay-as-you-go reconciliation, one
may derive a trusted matching at any point in time. It denotes a
maximal subset of correspondences that are likely to be correct
and in line with the integrity constraints. In our model, such
a trusted matching is denoted by M ⊆ C, i.e., a subset of the
candidate correspondences. It can be seen as an approximation
of the unknown ground truth based on the current knowledge
about the correctness of correspondences.
4. Uncertainty Computation under Probabilistic Constraints
Following the general approach to pay-as-you-go reconcili-
ation outlined in Section 2.3, a first step is the construction of
a probabilistic matching network. Here, the starting point is
given by a set of candidate correspondences that are derived
by pair-wise matching of a given set of data models. For each
such correspondence, we then need to determine the probabil-
ity of it being correct. Since the confidence values commonly
returned by automatic matchers are not normalized and often
unreliable [1], we ground the computation of correctness proba-
bilities for correspondences in the integrity constraints defined
for the matching network. To this end, we adopt a model in
which a correspondence is a random variable. Then, integrity
constraints express dependencies between these random vari-
ables and assertions obtained by expert input are evidence for
their truth values. Below, we first show how this idea is formal-
ized using the model of a factor graph, before we turn to the
actual computation of probabilities for the correspondences and
scalability considerations.
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4.1. The Factor Graph of a Matching Network
We capture the dependencies between the random variables
that represent correspondences, integrity constraints, and expert
input by means of a probabilistic graphical model, namely a
factor graph [34]. In general, a factor graph establishes a rela-
tion between functions (called factors) defined over potentially
overlapping sets of random variables. The model enables self-
configuration when new information becomes available, which
is an important asset to support pay-as-you-go reconciliation:
With the arrival of new expert input, data models, or candidate
correspondences, the model is updated incrementally by adding
variables and factors.
A factor graph is a bipartite graph 〈V,F,E〉, where V is a
set of random variables or evidence, F is a set of functions (fac-
tors), and E ⊆ {{v, f} | v ∈ V, f ∈ F} are undirected edges. A
set of random variables V and a set of factors F fully charac-
terizes a factor graph. The definition of the edges relates each
factor f (v1, . . . ,vd) ∈ F to the random variables over which it is
defined, i.e., { f ,vi} ∈ E for vi ∈V , 1≤ i≤ d.
In our context, there are three types of random variables
representing candidate correspondences, constraints, and expert
input. We overload notation and use C, Γ, and U to refer to
the actual correspondences, constraints, and expert assertions,
as well as the associated random variables, i.e., V =C∪Γ∪U
defines the variable nodes of the factor graph. Further, the model
includes correspondence factors fC, constraint factors fΓ, and
expert factors fU to encode relations between the variables, i.e.,
F = fC ∪ fΓ∪ fU defines the factor nodes of the factor graph.
Correspondence Variables. As mentioned above, each corre-
spondence c ∈C is assigned a random variable, also denoted by
c ∈ {0,1}, that indicates the correctness of the correspondence
(the value 1 denotes correctness).
Constraint Variables (Evidence). We refer to a set of cor-
respondences that violate or satisfy an integrity constraint as
constraint evidence. Each of these sets is assigned a variable
node Π⊂C in the factor graph.
Expert Variables. Expert input u ∈U is directly considered as
an (observed variable) u ∈ {0,1} (the value 1 denotes approval).
Correspondence Factors. Each correspondence variable c is
associated with a prior-distribution factor fc : {c}→ [0,1] that
is determined either in a training phase or stems from auto-
matic matchers (e.g., based on the confidence value assigned by
these matchers). If no information is available, we start with
fc(c) = 0.5 following the maximum entropy principle. The set
of correspondence factors is fC =
⋃
c∈C fc.
Constraint Factors. A constraint factor node cf connects a
correspondence to the constraint violations it involves. As a
result, the correspondences are dependent on each other through
multiple factors, which encodes their stochastic dependency. For
illustration, we rely on the three aforementioned constraints. Let
π = {π1, . . . ,πk} ⊆ A bet a set of possible correspondences.
Then, constraint factors are defined as follows:
• The function for a factor that represents the 1-1 constraint
π is defined as:
cf γ1-1(π)(c1, . . . ,ck) = P(γ1-1(π) |C) (4)
where ci ∈ π ∩C and ci 6= c j for 1≤ i, j ≤ k and i 6= j.
• If the correspondences in π form a cycle (see, Equation 2),
the factor representing the cycle constraint is defined as:
cf γ(π)(c1, . . . ,ck) = P(γ(π) |C) (5)
where ci ∈ π ∩C and ci 6= c j for 1≤ i, j ≤ k and i 6= j.
• If the correspondences in π form two inconsistent paths
(see, Equation 3), the factor representing the structure
constraint is defined as:
cf γR(π)(c1, . . . ,ck) = P(γR(π) |C) (6)
where ci ∈ π ∩C and ci 6= c j for 1≤ i, j ≤ k and i 6= j.
Note that the above probability computation is also applicable
for the special case of a Boolean formulation of integrity con-
straints, as presented in [12, 13]. That is, the probability of such
constraints becomes zero or one.
Expert Feedback Factors. To incorporate expert input, each
correspondence variable c is connected with an expert input u
via a factor node fu. This factor directly encodes the response
of the expert to accept or reject the respective correspondence:
fu(c) =
 1 If u = 1 ∧ c = 11 If u = 0 ∧ c = 00 Otherwise (7)
Under a different model for expert input, this formulation can be
adapted to include experts that are not fully reliable. However,
such extended formalizations are beyond the scope of this work.














fu1 fu2 fu3 fu4 fu5
Π2 Π3 Π4
cf2 cf3 cf4
Figure 4: Factor graph representation of a matching network for the example
given in Figure 1.
Taking up the example matching network of Figure 1, Fig-
ure 4 illustrates a respective factor graph. It comprises variables
(shown as circles) for five correspondences c1, . . . ,c5 and four
variables for evidence Π1, . . . ,Π4, each representing a set of
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possible correspondences that violate one of the integrity con-
straints. For instance, Π1 = {c1,c2,c5}. Expert variables are not
visualized. The figure also illustrates various factors, i.e., fc1()
is the correspondence factor assigning a prior for the correctness
of correspondence c1 to the respective random variable. Factor
fu1() links the latter to the observed variable of expert input for
this correspondence (the variable is not visualized). Further,
cf 1() is a constraint factor that connects the set of possible cor-
respondences Π1 to the variables of the correspondences c1,c2,
and c5, implying that {c1,c2,c5} is a violation of a constraint—
specifically, the cycle constraint is violated in this example. Note
that the correspondence c6 is not visualized here since it is not
involved in any constraint violation; i.e., it is represented by an
isolated variable with only a correspondence factor fc6() and a
feedback factor fu6() connected to it.
4.2. Computing the Probabilities for Correspondences
The model of a factor graph enables us to compute the cer-
tainty of a correspondence in a matching network. This computa-
tion exploits the (marginal) probabilities of the random variables
representing the correctness of correspondences. Following the
model introduced above, correspondence variables are binary,
so that P(c = 1) (or P(c) for short) is the probability that a corre-
spondence c ∈C is correct. The computation of this probability
is grounded in the correlations defined by the factor functions
that relate the random variables to each other.
Various techniques are available to compute probabilities in
a factor graph, most commonly belief propagation or sampling.
The former considers the (un)certainty as information that is
propagated through the factor graph and relies, for instance,
on message-passing algorithms [34]. Yet, it has been observed
that belief propagation converges slowly, if the graph is large
and contains cycles. When reconciling matching networks, the
number of variables grows quickly and cyclic dependencies
become the rule, rather than the exception. To cope with large
and dense factor graphs, we therefore resort to sampling to find
the most probable values of random variables. Specifically,
Gibbs sampling proved to be a highly efficient and effective
mechanism for factor graphs [37].
We adopt the Expectation-Maximization (EM) principle [38]
for probability computation on top of Gibbs sampling. This
design choice is motivated by the fast convergence and com-
putational efficiency of EM. We name our version as s-EM. In
general, we compute the probability of correspondences and pro-
duce Gibbs samples mutually. Given a model parameter W , the
probability computation is iterative and alternates between an
Expectation step (E-step) and a Maximization step (M-step), un-
til convergence. Therefore, we obtain a sequence Ω0,Ω1, . . . ,Ωt
of Gibbs samples and a sequence P0,P1, . . . ,Pt of probabilities
assigned to correspondences.
• E-step: derives a sequence of samples Ωt by performing
Gibbs sampling according to the probability distribution:
q(C) ∝ ∏
f∈F
Pt−1(c) f (.) (8)
where f (.) are factor functions as described in Section 4.1.
Note that Ωt is a sequence, as any configuration of C can
appear multiple times.
• M-step: Based on the current Gibbs samples, for each





If the difference between two consecutive estimates of all
probabilities is insignificant, the process converges.
Continuing the example factor graph of Figure 4, we assume
that the last Gibbs sampling comprised three configurations/sam-
ples (the number of samples is adjustable and the samples
must not violate any integrity constraints), ω1 = [1,0,0,1,1],
ω2 = [0,1,1,0,0], ω3 = [1,0,0,1,0], where the i-th vector ele-
ment denotes the correctness of correspondence ci. Under this
sampling result Ω = {ω1,ω2,ω3}, we estimate the correctness
probabilities of correspondences by Equation 9, for example,
P(c1) = 2/3 and P(c2) = 1/3.
Guarantee 1. The update time of s-EM is linear.
Proof. The E-step is implemented by Gibbs sampling, which
takes linear time [39, 40] w.r.t. the number of correspondences.
The M-step also takes linear time to compute probability of each
correspondence.
In brief, given a probabilistic matching network formalised
as N = 〈S,GS,Γ,C,P〉, probability computation yields, for each
c ∈C, a probability value P(c) indicating the likelihood of cor-
respondence c to be correct. Note, again, that the factor graph
model encodes all the information given by automatic matchers
(in terms of priors) and expert input (in terms of assertions).
4.3. Scalability Considerations
In general, computing probabilities in the whole factor graph
is an expensive computational task, which stands in contrast
to the low response times needed in reconciliation based on
expert input. However, reconciliation is an incremental process,
meaning that only a few changes have to be incorporated at
a time. Hence, recomputing the whole graph is typically not
necessary once new expert input has been received. Following
this line, an implementation of probability computation shall
incorporate the following two techniques to achieve scalability:
• Incremental Gibbs sampling: The computation of Gibbs
sampling can be adapted to proceed incrementally [41],
rejuvenating the existing probability values in light of new
data. Then, the new data is propagated to neighbouring
nodes, while applying a decay function. The latter lim-
its the consequences of a local change, and thus makes
sampling faster.
To illustrate this idea, we take up the example of Sec-
tion 4.2. If a user approves c1 = 1, the Gibbs sample
ω2 becomes invalid, so that we derive P(c1) = 1. We
conclude that maintaining the samples is beneficial for
incremental computation as it avoids to perform the sam-
pling from scratch.
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• Network modularity: Even experts are typically over-
whelmed when presented with a complete matching net-
work. However, regardless of the type of data model, we
observed that, in practice, these models are typically built
from disjoint groups of model elements. Thus, candidate
correspondences often relate to disjoint subsets of model
elements, so that graph decomposition techniques [42]
can be applied to decompose a large network into smaller
ones to handle them more efficiently.
In cases the disjoint groups are still large, the number
of correspondences and constraint violations can grow
fast, making it intractable to construct the factor graph.
To handle such cases, decomposition strategies for par-
titioning a matching network into smaller parts can be
applied [43]. The resulting partial networks can be effi-
ciently transformed into factor graphs, with the trade-off
of information loss regarding constraint violations that
involve correspondences between elements of data mod-
els in different partitions. Yet, such information loss may
be minimized by tracing the decomposition back to hy-
pergraph partitioning. We note, though, that even for the
large datasets used in our experimental evaluation (see
Section 6), the construction of a factor graph did not turn
out to be problematic and no decomposition of the match-
ing network had to be applied.
Consider the example of Figure 4 and assume that we
shall decompose the network into two components. Then,
the partitioning {c1,c2,c3,c4}, {c5} yields the smallest
information loss. Only the violation Π4 is not considered,
since c3 and c5 do not connect to Π4 anymore as they
belong to different components.
5. Instantiation under Probabilistic Constraints
A distinguishing feature of pay-as-you-go reconciliation is
the fact that a matching can be instantiated at all times, even if
the matching network is not fully reconciled. Instantiating such
a matching is particularly important for applications that value
a fast setup time above waiting for full validation [44]. Also,
various applications explicitly require a deterministic matching,
e.g., to query a collection of data models, see Section 2.
In this section, we first formulate an optimisation problem
for the instantiation of a trustful matching, i.e., a matching that
comprises candidate correspondences that are most likely correct
and in line with the specified integrity constraints. Since this
problem turns out to be computationally costly, we then propose
a heuristic-based algorithm to construct a near optimal solution.
5.1. The Instantiation Problem
Given a matching network, a set of candidate correspon-
dences is called a matching instance, or matching for short.
Ideally, a matching is the ground truth, which would be obtained
after all candidate correspondences have been validated by an
expert. Yet, this is impractical in most cases, so that a proba-
bilistic matching network induces a set of matching instances
that approximate the ground truth. To assess the quality of a
particular matching instance I ⊆C of a probabilistic matching
network N = 〈S,GS,Γ,C,P〉, we consider three dimensions:
• Violation Degree: A matching instance of high quality
should be likely to satisfy the integrity constraints. For-
mally, we capture this requirement by the violation degree
per integrity constraint γ ∈ Γ, a function vγ : 2C→ [0,1]
that denotes the probability of a set of correspondences
to violate the constraint. We exemplify the definition of
this function for the 1-1 constraint formalized in Section 3.
Let I ⊆ C be a matching instance. Then, the violation
degree is the probability of violating the constraint of the
matching instance, i.e., vγ1-1(I) = (1−P(γ1-1(I) | I)).
• Size: A matching instance should relate a large number
of model elements to each other. Given a matching in-
stance I ⊆C, its size in terms of the number of contained
correspondences |I| is a straightforward measure for this
quality dimension.
• Likelihood: A matching instance should comprise corre-
spondences that are likely to be correct. Therefore, we
consider the likelihood of matching instances, which is
defined by a function u : 2C → [0,1]. Given a matching
instance I = {c1, . . . ,ck} ⊆C, it captures the joint proba-
bility of the correspondences, u(I) = P(c1, . . . ,ck). It is
worth noting that using the factor graph representation of
a probabilistic matching network, this joint probability is
computed via the associated factors.
Using these measures, we model instantiation of a matching
as an optimisation problem. When matching data models as
detailed in Section 2, we prioritise the violation degree, since
any instantiated matching shall be consistent. However, given
the probabilistic nature of constraints, we adopt some tolerance
threshold θ ∈ [0,1] for the violation degree. From all match-
ing instances that show a violation degree that is less than the
threshold, we identify one that has maximal size and maximal
likelihood. Formally, the problem is described as follows.
Problem 1 (Matching Instantiation). Let N = 〈S,GS,Γ,C,P〉 be
a probabilistic matching network and θ ∈ [0,1] be a tolerance
threshold. The problem of matching instantiation is the identifi-
cation of a matching instance I ⊆C that satisfies the following
conditions, in the descending order of priority:
i) θ -satisfaction for all constraints: for all constraints γ ∈ Γ,
it holds that vγ(I)≤ θ .
ii) Maximal size: for all matching instances I′ ⊆C, I′ 6= I, that
show θ -satisfaction for all constraints holds that |I| ≥ |I′|.
iii) Maximal likelihood: for all matching instances I′ ⊆C, I′ 6=
I, that show θ -satisfaction for all constraints and maximal
size holds that Q(I)≥ Q(I′).
An exact solution to the matching instantiation problem is called
a trustful matching. Note that the problem is grounded solely
in the correctness probabilities of correspondences, since expert
input is incorporated in the probabilistic model.
Solving the problem of matching instantiation requires knowl-
edge about the integrity constraints in the network. Unfortu-
nately, even under the simplistic 1-1 constraint and even without
the maximal likelihood condition, the instantiation problem is
computationally hard.
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Theorem 1. Let N = 〈S,GS,Γ,C,P〉 be a probabilistic matching
network, such that Γ = {γ1-1} defines only the 1-1 constraint.
Then, given a tolerance threshold θ ∈ [0,1] and an integer δ ∈N,
the problem of deciding whether there exists a matching instance
of N that shows θ -satisfaction of Γ and is of size larger than δ
is NP-complete.
Proof. To prove the NP-completeness of our decision problem,
we show that: (i) it is in NP and (ii) it is NP-hard.
Given a matching instance I, one can check in polynomial
time whether its size is larger than δ and whether I shows θ -
satisfaction of Γ (using the factor graph representation). Hence,
(i) holds true.
Next, we argue that there is a polynomial time reduction of
the maximum independent set (MIS), which is NP-complete, to
our problem. MIS requires the identification of a maximal set of
vertices in a graph G = (V,E) such that no two vertices are adja-
cent. We construct a probabilistic matching network as follows:
each vertex v ∈ V is a correspondence. An edge {vi,v j} ∈ E
is represented by a pair of distinct correspondences that do not
show θ -satisfaction of the 1-1 constraint, i.e., {vi,v j} ∈ E iff
vi,v j ∈ {c ∈C | (1−P(γ1-1(c) | I))> θ}. This construction re-
quires iterating over all pairs of nodes, i.e., polynomial time.
Then, solving our decision problem yields a solution to MIS.
Hence, (ii) holds true.
5.2. A Heuristic Solution to Matching Instantiation
In light of Theorem 1, we develop a heuristic solution to
find an approximation of a trustful matching efficiently. The
approximate solution is found in polynomial time, yet may be
non-optimal regarding size and likelihood.
Developing a heuristic solution for the problem of matching
instantiation is challenging due to the complex dependencies
between correspondences that are induced by the integrity con-
straints. Some correspondences always go together, whereas
others are mutually exclusive because of the integrity constraints.
These dependencies create a non-uniform joint distribution incor-
porating all possible matching instances. Our approach, there-
fore, is to rely on a randomized local search. The main idea is
to keep exploring the neighbours of recent matching instances
until termination (in our case, an upper bound of iterations), and
record the one with the best size and likelihood.
Overview. Our approach to heuristic matching instantiation is
formalised in Algorithm 1. It takes a probabilistic matching
network, an upper bound for the number of iterations, and a tol-
erance threshold as input. It returns the best matching instance
found during the search. Technically, the algorithm starts with a
trivial matching instance that contains all correspondences for
which the assigned probability is equal to one. This instance is
then extended until the termination condition is satisfied (line 5).
In each iteration, we first consider a set of remaining correspon-
dences and their probabilities. One of these correspondences
is added to the current matching instance I based on Roulette
wheel selection. Once a correspondence has been added, the
current matching instance may no longer show θ -satisfaction
for all constraints. Therefore, the adjust function (defined be-
low) potentially removes problematic correspondences from I
Algorithm 1: Heuristic matching instantiation
input : a probabilistic matching network N = 〈S,GS,Γ,C,P〉,
an upper bound for the number of iterations k,
a tolerance threshold θ
output :a matching instance H
// Initialization
1 H←{c ∈C | P(c) = 1} ;
2 I← H;
3 i← 0 ;
4 T ← /0 ;
5 while i < k do
// Fitness proportionate selection
6 ĉ← RouletteWheelc({〈c,P(c)〉 | c ∈ (C \ I \T )});
7 I← I∪{ĉ};
8 T ← T ∪{ĉ};
// Adjust matching, so that it shows θ-satisfaction
9 I← adjust(P, I, ĉ,Γ,θ) ;
// Keep track of the best instance
10 if |H|< |I| then H← I ;
11 if |H|= |I| ∧ Q(H)< Q(I) then H← I ;
12 i← i+1;
13 return H
to ensure θ -satisfaction (line 9). However, a correspondence
could be added to I and then removed immediately by the adjust
function. In that case, I would be left unchanged and the al-
gorithm would be trapped in a local optima. Therefore, we
employ the Tabu search method that uses a ‘tabu’ (forbidden)
set of correspondences, so that the algorithm does not consider
these correspondences repeatedly (line 6-8). Finally, a matching
instance H is returned by evaluating the size and likelihood of
matching instances explored so far.
Adjusting a Matching Instance. Algorithm 2 details function
adjust in Algorithm 1, which adjusts a matching instance that
does not show θ -satisfaction. The key idea is to greedily remove
correspondences that are involved in likely constraint violations,
until the matching instance shows θ -satisfaction (line 2). We do
so by first extracting all subsets of correspondences of the match-
ing instance that contain the correspondence that has just been
added (ĉ) and are problematic in terms of the constraints (line 3).
We then identify correspondences that may be removed, because
their correctness probability is less than one and that have not
been just added (line 4). For these correspondences, we count
how often they are part of subsets of correspondences that do not
show θ -satisfaction (line 5) and remove the correspondences for
which the largest count is obtained (line 7). The greediness of
this approach is motivated by the idea that correspondences that
are likely to cause the absence of θ -satisfaction of the original
matching instance are removed first. This way, many of the
correspondences of the matching instance are retained.
Properties of the Heuristic Solution. For the presented heuris-
tic solution, we provide guarantees in terms of correctness and
runtime performance.
Guarantee 2. Algorithm 1 terminates and is correct.
Proof. Termination follows from the upper bound k for the it-
eration in Algorithm 1 and the fact that in each iteration in
Algorithm 2, one correspondence is removed, but none is added.
Correctness follows from the following points: (i) A new corre-
spondence is chosen from probable correspondences (line 6). (ii)
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Algorithm 2: Adjusting a matching instance
input : a probabilistic model P,
a matching instance I,
an added correspondence ĉ,
a set of integrity constraints Γ,
a tolerance threshold θ
output : a matching instance Î that shows θ -satisfaction for all constraints Γ
1 Î← I
2 while ∃ γ ∈ Γ : vγ (Î)> θ do
// Get all sets of problematic correspondences
containing ĉ
3 W ←{C′ ⊆ Î | ĉ ∈C′ ∧ ∃ γ ∈ Γ : vγ (C′)> θ};
4 IP←{c ∈ ∪C′∈W | c 6= ĉ ∧ P(c)< 1};
// For each correspondence, count in how many
problematic sets it occurs
5 for c ∈ IP do bc← |{C′ ∈W | c ∈C′}| ;
// Greedily remove the one that occurs in the largest
number of problematic sets
6 c∗← argmaxc∈IP bc;
7 Î← Î \{c∗};
8 return Î
When adding a correspondence ĉ to I (line 7) leads to absence of
θ -satisfaction of the matching instance I, I is adjusted immedi-
ately (line 9). (iii) H always maintains the instance that is best in
terms of size and likelihood. Thus, the algorithm yields a near-
optimal solution to the problem of matching instantiation.
Finally, we observe that the presented heuristic solution indeed
allows for efficient instantiation of a matching for the aforemen-
tioned integrity constraints (see Section 3). For the 1-1 constraint
and cycle constraint, the algorithm requires quadratic time in the
number of candidate correspondences, which, as we demonstrate
in our experimental evaluation, is tractable.
Guarantee 3. For the 1-1 constraint and the cycle constraint,
the runtime complexity of Algorithm 1 is O(k×|C|2).
Proof. We start with the function adjust, i.e., Algorithm 2. First,
all sets of correspondences that contain ĉ, but do not show θ -
satisfaction are extracted. For the considered 1-1 constraint
and cycle constraint, we note that the constraints in these sets
are necessarily connected. Hence, the sets can be derived by
depth-first-search, starting with correspondence ĉ. Visiting each
correspondence at most once, this yields a runtime complexity
of O(|I|). Moreover, there are at most |I| iterations (in the worst
case, all correspondences are removed). As a result, the overall
complexity is O(|I|2).
Finally, the most expensive operation in Algorithm 1 is the
function adjust, which has a runtime complexity of O(|I|2).
Since I ⊆C and there are at most k iterations of the local search,
we arrive at O(k×|C|2).
For the structure constraint, the size of the structure rela-
tion influences the runtime complexity. However, in practice,
the number of entries in the structure relation is significantly
less than the number of correspondences |RS|  |C|, so that
complexity stay manageable.
Guarantee 4. For the structure constraint, the runtime complex-
ity of Algorithm 1 is O(k×|C|× (|C|+ |RS|)).
Proof. Similar to the proof of Guarantee 3, we also need to
perform depth-first-search. The only difference is that now we
have to include the relations in RS as connections, which yields
a runtime complexity of O(|I|+ |RS|) for the correspondence ĉ.
Since remaining operations are similar, we arrive at the overall
complexity O(k×|C|× (|C|+ |RS|)).
6. Experimental Evaluation
This section presents an experimental evaluation of the pro-
posed methods to handle probabilistic constraints in matching
networks, using real-world datasets and state-of-the-art matching
tools. The results highlight that the presented approach supports
pay-as-you-go reconciliation by effective and efficient computa-
tion of probabilities. We are able to precisely guide expert users,
so that the amount of expert input needed for reconciliation is
reduced to 50% or less compared to baseline solutions. We
demonstrate that the approach improves the quality of instanti-
ated matchings significantly in both precision and recall.
We proceed as follows: We first discuss the experimental
setup (Section 6.1). Then, we report on the results of applying
the proposed methods for probability computation (Section 6.2)
and instantiation of a matching (Section 6.3).
6.1. Experimental Setup
Datasets and Matching Tools. We relied on five real-world
datasets spanning various application domains, from Web forms
to business schemas as observed in data marketplaces.
(1) Business Partner (BP): The dataset comprises database
schemas that model business partners in enterprise systems.
(2) PurchaseOrder (PO): We extracted purchase order e-business
schemas from various resources.
(3) University Application Form (UAF): We extracted schemas
from Web interfaces of university application forms.
(4) WebForm: The schemas for this dataset have been automati-
cally extracted from Web forms using OntoBuilder [45].
(5) Conference (OAEI): This is a collection of 16 ontologies
about conference organization, from the ‘conference’ track
of Ontology Alignment Evaluation Initiative 2014 [6].
These datasets are publicly available 4 and descriptive statis-
tics for the models are given in Table 1. To generate candidate
correspondences for schema matching datasets (BP, PO, UAF,
WebForm), we used two well-known schema matchers (with
default parameters), COMA++ [28] and AMC [46]. For the on-
tology matching datasets (OAEI), we use the AML matcher [47],
due to its good performance in the OAEI [6].
Integrity Constraints. In our experiments, we consider the
1-1 constraint and the cycle constraint, as defined in Section 3.
Table 2 lists the number of candidate correspondences (or sets
thereof) generated by the matcher for which the constraint satis-
faction probability is less than one. Rather independently of the
applied dataset and matching tool, we observe a large number of
problematic correspondences, which precludes an exhaustive in-
vestigation by an expert. Hence, there is a clear need for efficient










Table 2: Problematic correspondences
Dataset # Correspondences ( vγ < 1)COMA AMC AML
BP 252 244 N/A
PO 10078 11320 N/A
UAF 40436 41256 N/A
WebForm 6032 6367 N/A
OAEI N/A N/A 9352
Evaluation Measures. We rely on the following measures:
• Network Uncertainty represents the overall uncertainty
related to the correctness of correspondences. For a proba-
bilistic matching network N = 〈S,GS,Γ,C,P〉, it is defined
as the Shannon entropy over these probabilities:
H(C,P) =−∑
c∈C
(P(c) logP(c)+(1−P(c)) log(1−P(c))) .
As such, H(C,P) = 0 means that all probabilities assigned
to candidate correspondences are equal to one or zero.
• Precision & Recall are measures for the quality of a match-
ing V (i.e. a set of correspondences) compared to the ex-
act matching R (e.g. a set of referenced correspondences
given by the dataset provider): Prec(V )=(|V ∩R|)/|V |
and Rec(V )=(|V ∩R|)/|R|.
• Expert effort: To quantify the relative amount of expert
input, we compute the effort as the number of asserted cor-
respondences relative to the size of the matcher’s output:
E = |U+∪U−|/|C|.
Expert Guidance. To assess the effectiveness of the computed
correctness probabilities, we considered two strategies to guide
an expert in the validation efforts. As a baseline, we employ a
random selection of correspondences for validation (Rand). We
contrast the results obtained with this baseline with a selection
of correspondences that is grounded in the information gain
(Heuristic). That is, we select the correspondence for which
expert input leads to a maximal reduction in network uncertainty,
as defined above.
Experimental Environment. All results have been obtained
on an Intel Core i7 system (2.8GHz, 4GB RAM). Factor graph
computations have been conducted using Elementary [37].
6.2. Evaluation of the Probability Computation
To evaluate the computation of correctness probabilities of
correspondences in a matching network, we first study the effi-
ciency and effectiveness of the presented approach based on a
factor graph. Finally, we also turn to the effectiveness of these
probabilities to guide an expert in the reconciliation process.
Computation Time. In this experiment, we study the effects of
network size (i.e., number of candidate correspondences) on the
computation time required for probability computation. We use
the Elementary framework [37] that computes probabilities in a
factor graph by Gibbs sampling. The reported time is measured
by computing the average sampling time over 1000 samples for
each network size. Each setting is constructed with a different
interaction graph GS using the Erdős-Rényi random graph model.

































































Figure 6: Relation between probability and correctness of correspondences
Figure 5 shows the resulting computation time per sample
relative to the number of correspondences with values rang-
ing from 27 to 212. Clearly, as the number of correspondences
grows, the computation time increases. Yet, absolute numbers
are low. For instance, for a network with 4000 candidate cor-
respondences, computation based on 1000 samples takes only
≈ 2.4ms ·103 = 2.4s. Hence, the presented approach is well
applicable for datasets with a large number of correspondences.
Relation between Probability and Correctness. Our approach
is based on the hypothesis that a correspondence with high prob-
ability is likely to be correct, and vice-versa. To validate this
hypothesis, we first compare the candidate correspondences with
the exact matching to categorize them as correct or incorrect.
Then, we compute the probability of each correspondence. Fig-
ure 6 presents a histogram of the probability distribution in the
BP dataset (representative for schema matching, other datasets
have similar results) and the OAEI dataset for correct and incor-
rect correspondences. Here, the X-axis depicts the probability
ranges and the Y-axis measures the frequency in percentages.
We observe that the probability distribution of correspon-
dences is matched well with their correctness. For example, in
the BP dataset, most of the correspondences (more than 75%)
have the probability value in the range from 0.5 to 1.0. This is
reasonable, since the precision of the generated candidate corre-
spondences in this dataset is about 0.67. Another key finding is
that at higher levels of probability, the ratio of correct correspon-
dences over incorrect correspondences is significantly larger.
For the OAEI dataset, for instance, in the [0.8,0.9] range, there
are about 19% correct and about 2% incorrect correspondences;
whereas the ratio is about 14%/1% in the [0.9,1.0] range. This
indicates that the probability values indeed reflect the correctness
of correspondences.
Effectiveness for Expert Guidance. To explore how well the
computed probabilities guide an expert in the reconciliation
process, we proceed as follows. For each dataset, we generate
a complete interaction graph and obtain candidate correspon-
dences using automatic matchers. Then, we simulate the pay-as-
you-go reconciliation process where expert input is generated
using the exact matches, which had been constructed by the
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dataset provider.
We then employ two strategies for expert guidance, random
selection of correspondences (Rand) and selection based on the
correctness probabilities in terms of a ranking of the induced
information gain (Heuristic). The BP and OAEI datasets are
used for schema matching and ontology alignment, respectively.
Figure 7 and 8 depict the improvements in precision and network
uncertainty (Y-axes) with increased expert effort (X-axis, given
as a percentage), as an average over 50 experiment runs. The
other datasets demonstrate similar results and are omitted for










































































Figure 8: Expert effort needed during the reconciliation (OAEI dataset)
We observe a significant reduction of expert effort for the
strategy that employs the computed correctness probabilities.
More precisely, applying our solution when selecting correspon-
dences requires only about 50% or less of the expert interactions.
In terms of absolute numbers, we save 124 and 4676 validations
on problematic correspondences in the BP and OAEI datasets,
respectively. Another key finding is that the trends of network
uncertainty and precision are inversely similar. This implies
that network uncertainty is a good indicator for reconciling the
matching results. Note that when network uncertainty is zero
(i.e. all integrity constraints are satisfied with a probability of
one), the precision is not necessarily guaranteed to be 1.0.
6.3. Evaluation of the Matching Instantiation
Next, we study the effectiveness of our method for instanti-
ating a matching from a probabilistic matching network.
Effects of Expert Guidance. Clearly, the two above strategies
to guide an expert user (i.e., Rand and Heuristic) influence the
quality of the instantiated matching. We investigate this aspect
with an experiment in which, given a predefined amount of
expert input (e.g., validation of 5% of all candidate correspon-
dences), we reduce network uncertainty with these strategies.
Then, we compare the results in terms of precision and recall of
the matching derived by instantiation (Algorithm 1).
Figure 9 and 10 show the results for the BP dataset and the
OAEI dataset, respectively (again, the other datasets showed
the same trend). We varied the amount of expert effort (x-axis),
considering validation of 0% to 15% of the candidate corre-
spondences. In absolute numbers, this means 0 to 38 correspon-
dences for the BP dataset, and 1403 correspondences for the
OAEI dataset. A key finding is that the guidance strategy based
on the computed probabilities outperforms the baseline in terms
of both precision and recall. Note that initially, with 0% expert
effort, there is no difference between the two strategies, since
none of the correspondences has been validated. We conclude
that the computed correctness probabilities play an important
role to guide the expert in the reconciliation, thereby improving
the quality of the instantiated matching.
Effects of Maximal Likelihood. Instantiation is guided by the
size and the likelihood of a particular matching, see Section 5.
We argued that the size shall be maximal to keep as much in-
formation on correspondences as possible in the instantiated
matching. Yet, in this experiment, we study the importance of
also considering the likelihood of correspondences. To this end,
we compare the result of instantiation with and without the like-
lihood criterion. We quantify the results in terms of precision
and recall for the instantiated matching.
Figure 11 and 12 illustrate the percentage of expert effort rel-
ative to the precision and recall of the instantiated matching for
the BP dataset and OAEI dataset, respectively. Considering the
likelihood criterion indeed leads to a matching of better quality.
Again, we also consider the absolute numbers: The instantiated
matching has 195 correspondences and 3081 correspondences
in the BP dataset and the OAEI dataset, respectively. This un-
derlines the benefits of our probabilistic model in quantifying
the uncertainty on the correctness of correspondences.
The instantiation of a matching can be interpreted in the
context of data repair. Without expert guidance, all problem-
atic correspondences that violate integrity constraints have to
be assessed, including correct and incorrect ones. How- ever,
using our expert guidance, only half of them are considered.
Moreover, it is not only about addressing constraint violations,
but also about approving correct correspondences. Put differ-
ently, our approach also gains correct information instead of
only removing in- correct information during validation. For
example, the matching instantiated for the OAEI dataset has
3081 correspondences, which means that around 70% of the
candidate correspondences generated by automatic matchers
represent “dirty” data.
7. Related Work
Below, we review work on pair-wise matching of data mod-
els, matching networks, and user feedback.
Pair-wise Matching of Data Models. Matching of database
schemas is an active research field. The developments of this
area have been summarized in several surveys, e.g., [3, 1, 48].
Existing work focused mainly on improving the quality param-
eters of matchers, such as precision or recall of the generated
correspondences [49, 50, 36], or leveraging matching results for































Figure 9: Effects of correspondence ordering strategies on instantiation. H is






























Figure 10: Effects of correspondence ordering strategies on instantiation. H is
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Figure 11: Effects of the likelihood function on instantiation. H is the matching
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Figure 12: Effects of the likelihood function on instantiation. H is the matching
instantiated by our algorithm (OAEI dataset)
realized that the extent to which precision and recall can be im-
proved may be limited for general-purpose matching algorithms.
Instead of designing new algorithms, there has been a shift to-
wards matching combination and tuning methods. These works
include YAM [52], systematic matching ensemble selection [53]
or automatic tuning of the matcher parameters [54, 49].
Similar research trends and results are also found for other
types of data models, such as ontologies [5, 55]. Ontology
matching focuses on leveraging semantic information such as
taxonomies, domain vocabularies, and resource descriptions, to
improve matching techniques proposed for database schemas,
which lack such semantic information [56, 57]. Despite their
application for different types of data models, all these matching
techniques have in common that they only consider pair-wise
matching. As a consequence, they neglect a significant amount
of information that materialises through dependencies of corre-
spondences between different pairs of models.
In this paper, we use results from matching tools as input for
our approach. Uncertain matching for data models has been stud-
ied extensively, for instance, [58, 59, 32, 60]. Yet, our approach
is the first to consider probabilistic integrity constraints defined
for a matching network to assess the correctness probabilities of
correspondences and guide the reconciliation by an expert.
While our approach is based on a probabilistic model, possi-
bility theory [61, 62, 63, 64] provides an orthogonal approach
for matching computation. While the choice of the underlying
model depends on the application domain, our motivation for
a probabilistic model is threefold. First, as mentioned above,
state-of-the-art matchers for database schemas and ontologies
produce probabilistic values as a confidence level for their can-
didate correspondences. Second, probability theory enables us
to handle soft constraints with a single configurable parameter.
Third, possibility theory assumes a definition of states or value
ranges of the likelihood. Such a definition is challenging in
the domains of schema matching and ontology alignment. At
the same time, we expect it to be difficult for users to interpret
results that declare correspondences, e.g., to be ‘unlikely to be
true’. Despite these challenges, a possibility theory may provide
a complementing angle on the reconciliation of correspondences
that shall be explored in future research.
Matching Networks. The idea of exploiting a set of data mod-
els as a whole to improve the matching has been studied be-
fore. Holistic matching [65] attempted to exploit statistical co-
occurrences of attributes in different database schemas and use
them to derive complex correspondences. Corpus-based match-
ing [66] uses a ‘corpus’ of schemas to augment the evidence
that improves existing matching and exploit constraints between
attributes by applying statistical techniques. Nevertheless, these
approaches follow a mediated approach, which constructs one
data model as a single-point reference for all original models.
The approach is also studied in more fine-grained settings such
as LAV and GAV [1]. While LAV focuses on matching from
source models to the mediated model, GAV generates match-
ing from the mediated model to the source models. Mediated
approaches, however, have two limitations: They assume that
(1) it is possible to develop a consensus model that captures all
different characteristics of original models, (2) it is feasible to
update the mediated model when the original ones are altered.
Several studies have shown that there are application sce-
narios, for which it is infeasible to develop and maintain such
a consensus model, see [20, 67, 68]. A core problem here is
that matching networks tend to be dynamic: Organisations and,
therefore, data models, join and leave the network frequently.
An example are the matching networks developed by the NisB
project (funded by the European Commission and involving SAP
and FIAT as industrial partners) that to enable the exchange of
documents within a flexible, market-oriented business network.
In fact, the Business Partner and PurchaseOrder datasets used
in our evaluation stem from this project.
Going beyond the state-of-the-art, our work targets such
settings, where the computation with a monolithic, mediated
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model is too costly or simply infeasible. It also acknowledges
that a plethora of algorithms for pairwise model matching have
been developed, so that pairwise matchings are a viable starting
point for data integration. The network setting then enables us
to incorporate transitive properties (i.e. integrity constraints)
that help to select trusted matches and minimise user effort in
validating correspondences.
Network-level integrity constraints. Network-level constraints
were originally considered in [69, 12], in which the establish-
ment of semantic interoperability in large-scale P2P networks
was studied. As discussed earlier, these ideas have been adopted
for integrity constraints in the reconciliation process of database
schemas in [11, 13, 70]. Yet, these approaches put forward a
simplistic view on data models and, thus, integrity constraints.
In prior work, we presented the first approach to incorporate
network-level integrity constraints for data models [11]. How-
ever, in this work, we target a more general setting and adopt
more expressive notions of data models and constraints, i.e.,
models have an internal structure and integrity constraints may
be probabilistic. These more expressive notions motivated our
technical contributions on the probability computation and the
matching instantiation, since the techniques developed in [11]
are no longer applicable. Note that the differences in expressive-
ness of the constraints precludes any direct comparison of the
techniques for discrete constraints and probabilistic constraints.
User Feedback. The post-matching reconciliation process has
received considerable attention in the literature for schemas and
ontologies. The systems in [7, 8, 9, 71, 72, 73] rely on one user
only, whereas the frameworks in [74, 75, 36, 76, 10, 35, 77, 78]
rely on multiple users. Although we focus on reconciliation with
a single expert, our framework is extensible as the underlying
probabilistic model is independent of the number of users.
The idea of pay-as-you-go approaches to improve the match-
ing quality has been brought forward in [59]. However, we note
that the approach in [59] requires the creation of a mediated
model, whereas we study reconciliation for a network of data
models. Moreover, unlike many existing works, e.g., [8, 9] that
incorporate user feedback implicitly through keywords, our ap-
proach lets experts give input explicitly on the correspondences.
This results in a clear quantification of expert effort.
Reconciliation of correspondences based on network-level
constraints has been proposed for the first time in [11]. How-
ever, in this paper, we ground reconciliation in more expressive
formalisms for data models and constraints, incorporating the
structure of data models and supporting the definition of soft
constraints to cope with models of varying abstraction levels.
These more expressive formalisms render the techniques for
probability computation and matching instantiation presented
in [11] inapplicable. We therefore proposed a novel approach for
probability computation based on a factor graph and introduced
a new instantiation problem that is grounded in the notion of
θ -satisfaction of integrity constraints.
8. Conclusions and Future Work
In this paper, we presented models and methods to support
pay-as-you-go reconciliation of matching networks based on
consistency expectations that are formulated as integrity con-
straints. Our focus have been data model show some internal
structure and, potentially, incorporate different abstractions of
some data entities. We argued that, for such a setting, a proba-
bilistic model of integrity constraints is needed. We proposed
such a model and developed a representation as a factor graph in
order to compute correctness probabilities of correspondences.
Most importantly, our probabilistic graphical model enables us
to capture the uncertainty in the matching network in a unified
way, integrating the output of automatic matching, expert input,
and the consistency expectations in terms of integrity constraints.
We further introduced a method instantiate a trusted set of cor-
respondences. As such, the approach can be used to support
the handling of data models at any point in time, while still
continuously improving the quality of the instantiated match-
ing by reconciliation of the network. Our empirical evaluation
further demonstrated the effectiveness and efficiency of the pre-
sented approach. It is applicable to large, real-world datasets,
while the computed correctness probabilities guide an expert
user effectively in the reconciliation.
Our contributions open up several future research directions.
The proposed probabilistic formulation of constraints can be ex-
tended to further develop the quality measurement of matching
networks. Moreover, on top of matching networks, we intend to
develop a wide range of potential utilities in data management
systems. Examples of such utilities include visualizing a match-
ing network at large scales, searching & filtering network-level
information and data sources efficiently, and reconciling the
network dynamically when a new data source arrives.
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