For any stable measure p on a vector space, every measurable linear subspace has measure 0 or 1.
Introduction.
It is known that for any Gaussian probability measure, a linear subspace has measure 0 or 1. This result has been extended to additive subgroups by Kallianpur [2] . Here we extend the zero-one law in a different direction, replacing "Gaussian" by "stable". We begin with some definitions.
Definition. Let S be a vector space over R and let S be a (7-algebra of subsets of S. We call (S, S) a measurable vector space iff both the following hold:
(a) addition is jointly measurable from S x S into S, (b) scalar multiplication is jointly measurable from R x S into S, fot completed Lebesgue measure À on R.
Let S be a topological vector space and let J be the ff-algebra of Borel sets (generated by the open sets). Then if S is metrizable and separable, (S, J ) is a measurable vector space, but it need not be so in general.
If (S, S) is a measurable vector space and p and v are finite, countably additive measures on S, then we have the convolution p * v defined as usual by (u*v)(A)= (px v)\{x, y): x + y e A\.
For any (5-valued) random-variable Z, let its probability distribution (law), defined on o, be denoted by 5l(Z).
Given any vector space S and c £ R, let 772 (x) = ex fot all x £ S, and 0s(x) = x + s for any s £ S. If ö is a "degenerate" (7-algebra, e.g. if it is the smallest er-algebra for which one linear form <b is measurable, and S is more than one-dimensional, there exist s ^ 0 and p such that p ° d~ = u foe all u £ R. Theorem 2. Let S be a vector space and F a vector space of linear forms on S. Then (S, v(F)) is a measurable vector space.
Let p be a probability measure on §(F). Then p is strictly stable iff p ° t~ is strictly stable for all t £ F.
Proof.
To show that (S, S(F)) is a measurable vector space it is enough to show that for each / £ F, the maps (s, t) ■* f(s + t) and (x, s) -» f(xs) ate jointly measurable, which they clearly are.
As to the stability part, "only if" is clear, as above.
To prove "if", suppose each p ° t~l is strictly stable on R. Let y(t) denote the index of /, i.e. 12 ° t~ . This is uniquely determined unless p ° t~ is an atom at 0, and then t is stable of every index; we define y(t) = 2 in this case. We can write uom-'tG^ F)= ic u°m~\iG -*}~ (F -x))dpix) r i(r) J i r = Js p((G/r -x/r) ~ (F/r -x/r))dp(x). It is easy to show that if p is strictly stable of index y then it is well behaved.
Theorem 6. Let p be strictly stable and well behaved. Let E be a linear subspace of S, measurable for the completion of p. Then piE) = 0 or 1.
Proof. Suppose piE) > 0. Take a and ß so that (4) is satisfied with a rational. Let F be defined as in the last lemma. Suppose x £ E ~ F with piE -x) > 0. Then
So the cosets E -ax ace all disjoint with measure bounded away from zero, as a ranges over the rationals. This is a contradiction so we conclude that piE -x) = 0 for x € E' ~ F. Now take A > 0 and take C = CiA, A) so that (1) holds with A = B.
Letting S =AC, we have that (4) holds with a= ß = 8. We compute p(F)= (p°r?z¡1)*(poTO-1)(F).
By arguing as in the preceding lemma we can conclude that E -x is p "»¡j completion measurable for p ° m<~ almost all x and we can write
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Thus, p(E) = 0 or 1. Q.E.D. v(E) = J p(E + x)dp(x).
It follows that p(E + x) = 1 for p almost all x in S. In particular p(E + x) = 1 for at least one x in E since p(E) > 0. Now F = F + x fot x in F, so fi(F) = 1. Q.E.D.
We can extend Theorem 6 to sets E in ö which are only assumed to be rational linear subspaces of S (i.e., if x, y £ E then rx + sy £ E tot any rational r, s). 
