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Introduction
1.1  Introducing the research question
Urban	 areas	 zoned	 for	 firms	 (in	 this	 research	 referred	 to	 as	 industrial	 sites)	 may	
experience	a	wide	array	of	problems	ranging	from	physical	decay	of	private	property	
and	public	infrastructure	to	decreasing	(social)	safety,	increasing	vacancy	rates,	inefficient	
use of space and urban sprawl. From here onwards, these problems are referred to as 
the	decline	of	industrial	sites.	However,	large	differences,	for	example	in	scale,	timing	
and what problems arise can be observed between industrial sites. This leads to the 
main	question	for	this	research:	what	causes	decline	of	industrial	sites?	
	 A	number	of	studies	has	provided	different	directions	for	an	answer	to	the	empirical	
question.	PBL	Netherlands	Environmental	Assessment	Agency	(2009a)	carried	out	a	
survey	that	lists	the	most	important	representations	or	signs	of	decline	according	to	 
64	municipalities.	These	include	physical	deterioration	(mentioned	53	times),	vacant/
deteriorated	property	(35),	traffic	issues	(25),	types	of	companies	and	their	activities	
do	not	fit	the	present	location	(15),	age	(10)	and	lack	of	economic	dynamics	(10).	Louw	 
et al. (2009) argue that decline of industrial sites and the problems related to it are part of 
a	life-cycle	problem,	as	over	time	industrial	sites	go	through	the	phases	of	introduction,	
growth	maturity	and	decline.	This	indicates	a	relation	between	age	and	decline.	
	 Decline	of	industrial	sites	has	also	gained	significant	attention	at	the	level	of	the	
Dutch	national	government.	On	request	of	the	Dutch	Ministries	of	Spatial	Planning	
and	Economic	Affairs	a	 special	 taskforce	 (Taskforce Herontwikkeling Bedrijventerreinen; 
THB)	evaluated	existing	policies	for	development	and	regeneration	of	industrial	sites.	
THB	 (2008)	 distinguishes	 four	main	problems	 for	 the	 industrial	 land	 and	property	
market:	rapid	decline	of	existing	industrial	sites,	oversupply	of	cheap	land	for	greenfield	
development, a mainly supply-driven development of new industrial sites and a poor 
spatial	quality	of	these	sites,	leading	to	landscape	cluttering	.	Although	these	studies	
thus	provide	reasonable	directions	for	an	answer	to	the	question	what	the	causes	of	
decline	of	industrial	sites	are,	also	substantial	differences	occur	between	the	studies	
in	terms	of	the	identified	causes	of	decline.	Furthermore,	empirical	evidence	on	the	
relative	 importance	 of	 the	 different	 causes	 of	 decline	 of	 industrial	 sites	 is	 largely	
lacking.	Therefore,	an	unambiguous	answer	to	the	question	what	causes	the	decline	
of industrial sites cannot be drawn from these studies. The present study aims to 
answer	this	question	based	on	empirical	research	for	the	Netherlands.
1.2  Setting the scene
Industrial	sites	account	for	about	2%	of	the	total	land	area	in	the	Netherlands	(CBS	
Netherlands	Statistics,	2010)	and	they	are	an	important	part	of	the	built	environment	
with about one third of total employment located in these types of urban areas (PBL, 
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2008).	Governments,	ranging	from	municipalities	to	regional	governments	and	the	
national	government	are	closely	involved	in	the	development	of	new	industrial	sites	
and	the	regulation	of	existing	ones.	Municipalities	are	involved	most	closely	as	they	
have	historically	taken	up	the	task	of	executing	spatial	policies	such	as	provision	of	
land	for	new	industrial	sites	and	maintenance	and	regeneration	of	existing	ones.	They	
consider it an important task to have land readily available for the development of 
new	industrial	sites.	Since	municipalities	want	to	be	able	at	any	time	to	offer	suitable	
plots to interested buyers of land, they acquire and service (agricultural) land 
themselves	 (Needham	and	Louw,	2006).	From	the	perspective	of	 the	municipality,	
provision	 of	 land	 for	 industrial	 sites	 is	 important	 both	 for	 spatial	 and	 economic	
reasons.	From	a	spatial	perspective,	a	municipality	has	to	deal	with	different	spatial	
claims	that	can	be	conflicting	(e.g.	housing	versus	commercial	development;	conservation	
of	natural	areas	versus	industrial	development).	Municipalities	try	to	make	sure	that	
conflicting	claims	are	well	balanced.	From	this	follows	the	economic	perspective	on	
the	provision	of	land	for	industrial	sites.	Municipalities	sell	building	plots	to	firms	that	
want	 to	 locate	within	 the	municipality,	 bringing	 employment,	 tax	 income	 and	 the	
possibility	of	overall	economic	growth.	Next	to	provision	of	land	for	new	industrial	
sites,	 the	maintenance	of	existing	 industrial	 sites	 is	also	widely	considered	a	municipal	
task1. This includes not only periodical maintenance of the public space and the infra- 
structure,	but	also	sometimes	large,	mainly	publicly	funded,	regeneration	programmes	 
as	a	reaction	to	decline	of	industrial	sites.	
 A considerable number of policy-oriented studies on industrial sites in the Netherlands 
exists	(see	e.g.	CPB,	2001;	PBL,	2008;	THB,	2008;	PBL,	2009a;	PBL,	2009b;	Louw	et al., 
2009).	 These	 studies	 have	 focused	 on	 different	 issues	 related	 to	 industrial	 sites,	
ranging	from	the	development	and	distribution	of	employment	to	present	and	future	land	
uses	and	also	the	occurrence	of	decline	and	regeneration.	All	these	studies,	even	those	
explicitly	focusing	on	decline,	fail	to	provide	insight	into	an	important	observation:	in	
practice	large	differences	in	the	pace	in	which	decline	takes	place	can	be	noted.	While	one	
industrial	site	may	show	serious	decline	after	15	years,	other	sites	are	still	attractive	for	
firms	as	a	 location	after	30	years	or	even	 longer.	 Figures	 from	the	Dutch	National	
Database	on	Industrial	Sites	(IBIS)	show	large	differences	in	decline	of	industrial	sites	
between regions and provide evidence that a considerable part of industrial sites 
already	shows	decline	within	a	few	years	after	they	were	developed.	Table	1.1	shows	
the percentage of industrial sites that is listed as declined in this database2.
1	 Due	to	the	economic	crises	and	the	financial	difficulties	this	brought	for	municipalities,	this	vision	
is subject to change. In the past decades however,  the vast majority of maintenance and redevelopment 
programmes have been publicly funded. Redevelopment programmes were typically eligible for 
	subsidies	 provided	 by	 the	 national	 or	 regional	 (provincial)	 government	 and	 were	 carried	 out	 by	
	municipalities.	
2	 For	more	information	on	the	IBIS	database	see	section	1.5.2
In	the	following	section	 industrial	sites	are	defined	 in	more	detail	and	background	
information	 on	 decline	 and	 regeneration	 of	 industrial	 sites	 in	 the	 Netherlands	 is	
presented	(section	1.3).	 In	section	1.4	the	main	research	question	and	the	research	
questions	 of	 the	 papers	 that	 are	 part	 of	 this	 thesis	 are	 introduced.	 Section	 1.5	
elaborates the research strategy chosen for the research presented in this thesis. 
In	 the	 final	 section	 of	 this	 chapter	 the	 outline	 of	 the	 remainder	 of	 this	 thesis	 is	
presented. 
1.3   Decline and regeneration of industrial sites  
in the Netherlands 
1.3.1 Defining industrial sites
The object of study in this research is the industrial site. While industrial sites can be 
seen	 as	 intended	 solely	 for	 (heavy)	 industrial	 firms,	 in	 the	 definition	 used	 here,	
industrial	sites	accommodate	many	different	types	of	firms.	Originally,	this	type	of	
sites	was	intended	for	large-scale,	nuisance-causing	activities	and	although	some	still	
serve this purpose (for instance industrial sites that are dedicated to port-related 
activities),	the	majority	of	the	industrial	sites	today	accommodate	all	kinds	of	economic	
activities	 ranging	 from	 transport	 to	 consumer	 services	 and	 from	 warehousing	 to	
manufacturing.	 The	 definition	 of	 an	 industrial	 site	 used	 here	 is	 based	 on	 the	
description	of	industrial	sites	in	the	Dutch	National	Database	on	Industrial	Sites	(IBIS)	
which	defines	an	 industrial	 site	as	“a site which, according to the land use plan, is 
suitable for the functions of trade and industry and commercial and non-commercial 
services. This also includes a limited number of (parts of) locations that are zoned and 
being used for offices” (IBIS,	2008.	Translation	by	author).	This	definition	excludes	locations	
that	are	mainly	used	for	leisure	(such	as	shopping)	and	dedicated	office	locations	that	
Table 1.1   Percentage of industrial sites in the Netherlands listed as declined  
in	Dutch	National	Database	on	Industrial	Sites	(IBIS),	by	development	
period and region. Source: IBIS, 2008.
Development period  After 2002 Between 1991-2002 Before 1991
Region
North 0% 5% 5%
East 6% 21% 34%
West 22% 34% 32%
South 6% 22% 28%
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are	mainly	found	near	inner	cities	and	railway	stations.	As	many	industrial	sites	in	the	
Netherlands	include	offices	and	retail,	they	often	closely	resemble	what	others	would	
call business parks. In this research, these are all understood to be industrial sites. 
	 Figure	1.1	shows	that	industrial	sites	are	spread	over	the	Netherlands.	The	pattern,	
however, shows that urbanised regions such as the Randstad region in the western 
part	of	the	country	(which	includes	the	cities	of	Amsterdam,	Rotterdam,	The	Hague	
and	Utrecht)	 and	 the	 traditionally	 industrialised	 regions	 in	 the	 south	 have	 a	 large	
share of industrial sites in the Netherlands. The less urbanised and industrialised 
regions	 in	 the	 eastern	 and	northern	part	 of	 the	 country	 show	a	 relatively	 smaller	
number of industrial sites. In 2008 there was a total of 3377 industrial sites in the 
Netherlands, with an average surface size of almost 18 hectares. 
Figure	 1.2	 shows	 the	development	of	 the	number	of	 industrial	 sites	 and	figure	 1.3	
shows the number of hectares in use and readily available for industrial sites for the 
period under research. In total, the number of industrial sites has increased in the 
early	 2000s	 and	 shows	 a	 negative	 growth	 towards	 the	 end	 of	 the	 period	 under	
research.	There	are	two	possible	explanations	for	this	negative	development.	First,	
individual	industrial	sites	are	sometimes	joined	together	(for	instance,	because	the	new	
site	is	an	extension	of	an	existing	site).	This	leads	to	a	decrease	in	the	(administrative)	
number of industrial sites while a similar amount of land is in use for industrial sites. 
Figure 1.1   Distribution	of	industrial	sites	over	the	Netherlands	 
(Source: IBIS, 2008. Edited by author).
Figure 1.2   Number of industrial sites in the Netherlands in period 1997-2008 
(Source: IBIS, 2008. Edited by author).
Figure 1.3   Amount of land in use for industrial sites in the Netherlands in period 
1997-2008. (Source: IBIS, 2008. Edited by author).
2800 
2900 
3000 
3100 
3200 
3300 
3400 
3500 
1997  1998  1999  2000 2001  2002 2003 2004 2005 2006 2007 2008 
0 
10000 
20000 
30000 
40000 
50000 
60000 
70000 
1997  1998  1999  2000 2001  2002 2003 2004 2005 2006 2007 2008 
Land in use for industrial sites (hectares) 
Land readily available for industrial sites (hectares) 
22 23
Introduction
A	 second	 explanation	 is	 the	 transformation	 of	 industrial	 sites	 to	 other	 uses,	 for	
example	to	residential,	leisure	or	shopping.	This	is	often	the	case	for	smaller	industrial	
sites	within	the	existing	urban	space.	The	number	of	industrial	sites	and	the	total	land	
area	that	is	in	use	for	industrial	sites	have	increased	by	more	than	10%	and	almost	
20%	respectively	between	1997	and	2008.	The	amount	of	land	readily	available	has	
stayed more or less stable in this period, averaging around 5000 hectares per year. 
1.3.2 Decline and regeneration of industrial sites 
In	section	1.1	a	number	of	studies	was	already	introduced	that	has	focused	on	decline	
of industrial sites in the Netherlands. Most of these studies are government reports 
and	therefore	approach	decline	from	a	policy	perspective.	Compared	to	the	attention	
for	decline	of	industrial	sites	in	the	Netherlands,	there	are	relatively	few	studies	on	
decline of industrial sites (or similar types of urban areas, i.e. urban areas dedicated 
for	business-use)	in	an	international	context,	either	from	a	policy	perspective	or	in	
the	academic	urban	literature.	STOGO	(2007)	did	an	international	comparative	study	
of industrial sites or similar urban areas in The Netherlands, Germany, Belgium 
(Flanders)	and	France,	but	it	does	not	focus	explicitly	on	the	causes	of	decline.	Due	to	
this	lack	of	international	literature	on	decline	of	industrial	sites,	this	thesis	draws	on	
the literature on the process of decline in a more general sense and on related 
literature:	 studies	 into	 urban	 (area)	 decline,	 obsolescence	 and	 deterioration	 of	
(industrial)	property,	valuation	of	(industrial)	property,	economic	growth	and	location	
theory	of	firms.	The	insights	derived	from	these	bodies	of	literature	can	all	be	linked	
to decline of industrial sites, as will be argued in chapters 2-5 of this thesis. 
	 The	representations	or	signs	of	decline	from	the	PBL	survey	among	municipalities,	
mentioned	 in	 section	 1.1,	 show	 that	 there	 is	 a	wide	 range	 of	 problems	 related	 to	
decline.	This	means	it	is	not	easy	to	determine	when	exactly	an	industrial	site	should	
be	considered	as	declined.	Municipalities	therefore	assess	whether	an	industrial	site	
is	suffering	from	decline	and	following	from	that,	assess	the	need	to	target	industrial	
sites	for	regeneration.	Municipalities	rely	on	these	assessments	to	determine	which	
industrial	sites	face	decline	and	to	what	extent.	There	are	some	examples	of	methods	
that	municipalities	or	provinces	have	developed,	often	in	coordination	with	consultancy	
firms,	to	assess	the	decline	of	industrial	sites	and	provide	a	score	of	the	condition	of	
individual industrial sites, for instance a number on a scale of 1-100 or a number of 
stars	 ranging	 from	 1	 (poor)	 to	 5	 (excellent)	 (see	 e.g.	 Royal	 Haskoning,	 2010;	 DHV,	
2009). The aim of monitoring and measuring decline is to take well-thought decisions 
on	which	industrial	sites	need	(public)	investments	to	counter	the	negative	effects	of	
decline	and	in	order	to	spend	public	funds	in	the	most	efficient	way.	The	measures	
municipalities	can	take	are	numerous,	and	are	more	generally	referred	to	as	regeneration	
policies.	Ploegmakers	and	Beckers	 (2015)	 give	an	overview	of	 regeneration	policies	 for	
declined industrial sites. Some of these measures are taken directly by the municipality 
such	as	land-use	and	environmental	regulations,	investments	in	infrastructure	and	public	
space	and	 the	provision	of	 land	and	property.	Other	 regeneration	policies	 include	
financial	 incentives	 to	 stimulate	 private	 action	 such	 as	 private	 investments	 in	
property.	 In	 the	Netherlands	 these	financial	 incentives	 take	 the	 form	of	 subsidies,	
provided	by	programmes	often	run	on	a	regional	(provincial)	basis,	while	most	of	the	
subsidies	 (used	 to)	 come	 from	 the	 national	 government.	 Municipalities	 apply	 for	
subsidies	and,	when	granted,	carry	out	 the	 regeneration	programmes.	Apart	 from	 
the	provision	and	improvement	of	infrastructure	and	public	space,	municipalities	use	
grants	to	acquire	and	demolish	declined	properties,	service	the	land	and	sell	these	
newly	 developed	 plots	 to	 private	 parties	 interested	 in	 developing	 new	 property.	
Subsidies	are	also	used	by	municipalities	to	relocate	firms	that	do	not	fit	their	present	
location	anymore	since	–	for	instance	-	their	activities	cause	nuisance,	for	example	to	
other	firms	or	to	surrounding	land	uses	such	as	residential	areas	(Ploegmakers	and	
Beckers, 2015).
1.4 Research objective and research questions
The	main	 research	 question	 of	 this	 research	 is:	What	 causes	 decline	 of	 industrial	 
sites?	To	answer	this	question,	I	empirically	identify	the	influence	of	possible	explanatory	
variables	on	 three	different	proxies	 for	decline	of	 industrial	 sites:	property	values,	
economic	growth	and	targeting	 for	 regeneration	policies.	 In	what	 follows	the	research	
questions	of	the	individual	chapters	of	this	thesis	are	introduced.		
In	chapters	2	and	3	the	focus	is	on	the	factors	that	influence	the	value	of	industrial	
sites,	defined	as	the	aggregate	value	of	all	properties	on	an	industrial	site.	The	research	
questions	of	these	two	chapters	are:
-  Can longitudinal change in property value be used as an indicator for decline of 
industrial sites? (chapter 2)
Urban decline is a much-researched topic in both urban and real estate literature. 
Yet,	there	is	no	generally	accepted	measurable	indicator	for	decline.	I	define	decline	
of	 industrial	 sites	 in	 relation	 to	 related	 and	much	 researched	phenomena	 such	 as	
deterioration	and	obsolescence.	Theoretically	 it	 is	argued	that	the	development	of	
the value of property on industrial sites could make a suitable indicator for decline. A 
first	empirical	test	is	performed	using	a	dataset	in	which	the	dependent	variable	is	
the	 aggregate	 value	 of	 all	 properties	 on	 an	 industrial	 site.	 Explanatory	 variables	
include	physical	characteristics	and	regional	economic	characteristics.	The	aim	of	the	
empirical	analysis	is	to	find	whether	the	theoretical	claim	that	property	values	may	
be used as an indicator for decline is supported or not. 
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- What influences the value of industrial sites? (chapter 3)
Hedonic	price	modeling	is	a	widely	used	technique	to	explain	the	value	of	different	
types	of	individual	property.	Following	the	notion	that	areas	within	the	city	can	suffer	
from	a	 loss	of	value,	the	question	arises	what	factors	 influence	the	value	of	urban	
areas. The analysis performed here builds on the analysis in chapter 2, but includes 
additional	and	more	detailed	variables.	I	distinguish	between	three	types	of	explanatory	
variables	that	possibly	influence	the	value	of	an	urban	area:	the	physical-	functional	
characteristics	of	 the	 industrial	 site,	 regional	economic	characteristics	and	general	
economic trends. 
In	the	following	chapter,	the	focus	is	on	the	influence	of	 location	on	economic	growth,	 
a process that can be regarded as the opposite of decline (chapter 4). Although 
economic	growth	is	thought	to	be	important	to	counter	decline,	it	is	relatively	under	
researched	 at	 the	 spatial	 scale	 of	 industrial	 sites.	 This	 has	 lead	 to	 the	 following	
research	question:
-  What is the explanation for differences in economic growth on industrial sites 
and what is the role of location characteristics in explaining economic growth? 
(chapter 4)
In	economic	geography,	arguably	one	of	the	most	studied	questions	is:	what	causes	
spatial	variations	in	economic	growth?		At	national,	city	and	firm	level	this	question	
has	been	studied	extensively,	but	as	economic	growth	can	play	an	important	role	in	
countering decline it is relevant to study the economic growth on industrial sites as 
well.	Special	attention	is	paid	to	the	role	of	location,	in	this	study	defined	as	charac-
teristics	of	the	industrial	site,	as	work	by	de	Vor	and	de	Groot	(2011)	provides	evidence	
and	different	 studies	on	economic	growth	of	firms	 suggest	 a	 connection	between	
location	characteristics	and	growth.
In	 chapter	 5,	 the	 interventions	municipalities	 can	 take	 to	 counter	 decline	 are	 the	
starting	point	for	analysis.	In	theory,	industrial	sites	targeted	for	regeneration	should	
differ	from	non-targeted	sites	in	terms	of	the	existence	of	negative	effects	of	decline,	
as	the	occurrence	of	decline	 is	an	 important	 incentive	to	target	 industrial	sites	 for	
regeneration.	In	chapter	5	I	focus	on	the	following	research	question:
-  What are the differences between industrial sites targeted for regeneration and 
non-targeted sites? (chapter 5)
Municipal and provincial governments regularly assess industrial sites to determine 
which	sites	are	facing	decline	and	which	sites	are	in	need	of	regeneration.	Based	on	
these	assessments,	it	is	possible	to	empirically	study	the	differences	between	three	
categories	of	industrial	sites:	declined,	targeted	(for	regeneration)	and	non-targeted	
industrial	sites.	Hypothetically,	it	may	be	expected	that	targeted	industrial	sites	show	
poorer performance on indicators related to decline. Chapter 5 analyses whether this 
hypothesis	can	be	confirmed	or	has	to	be	rejected	for	the	Dutch	case.
1.5  Research design
 
1.5.1 Quantitative research 
Different	quantitative	methods	are	used	in	the	research	presented	in	this	thesis.	The	
choice	for	the	methods	used	in	this	thesis	in	relation	to	methods	commonly	used	in	
existing	literature	are	described	in	more	detail	in	the	individual	chapters	of	this	thesis.	
In	 general,	 I	 distinguish	 four	 reasons	 to	 take	 a	 quantitative	 research	 approach	 to	
answer	the	research	questions	described	above.	
 First, this approach and the large dataset used ensures industrial sites can be 
researched	 at	 the	 national	 level	 and	 general	 conclusions	 on	 industrial	 sites	 in	 the	
Netherlands can be drawn, rather than conclusions on individual industrial sites. 
Second,	 a	 quantitative	 approach	 generally	 allows	 systematic	 research	 of	 possible	
statistical	 correlations	 between	 dependent	 and	 explanatory	 variables.	 Different	
explanatory	and	dependent	variables	are	distinguished	in	each	chapter.	Third,	planning	
interventions	 related	 to	 the	 development	 of	 new	 or	 the	 conservation	 of	 existing	
industrial	sites	are	based	on	assumptions	(e.g.	scarcity	for	industrial	land	leads	to	less	
decline,	 industrial	 sites	 that	show	 low	economic	growth	are	 targeted	 for	 regeneration,	
well-accessible	industrial	sites	are	less	prone	to	decline,	etc.).	Quantitative	research	
makes	 it	 possible	 to	 systematically	 test	 such	 assumptions	 underlying	 planning	
interventions.	 Finally,	 many	 of	 the	 international	 studies	 referred	 to	 in	 the	 next	
chapters,	for	instance	on	valuation	of	property,	urban	decline	and	economic	growth,	
apply	similar	quantitative	methods.	This	research	therefore	relates	not	only	to	the	
topics	studied,	but	also	to	the	methods	applied	in	existing	studies.
	 In	each	chapter	different	quantitative	methods	are	applied.	In	chapters	2	and	3,	
the property value of industrial sites serves as the dependent variable for simple 
regression analysis using ordinary least squares. This method is commonly used in 
hedonic	price	modeling.	The	notion	that	a	bundle	of	characteristics	 influences	 the	
value	of	an	individual	property	is	a	basic	assumption	of	studies	that	use	hedonic	price	
models (see e.g. Rosen, 1974; Brown and Rosen, 1982). Although hedonic price 
modeling	 is	widely	 applied	 and	 accepted	 as	 a	method	 to	 explain	 property	 values,	
there	is	also	critique	on	this	method,	for	example	on	the	selection	of	characteristics	
which	can	be	heavily	influenced	by	data	availability.	Hulten	(2003)	and	Pakes	(2002)	
provide	a	good	overview	of	the	critique	on	some	of	the	basic	assumptions	of	hedonic	
price	models.	In	spite	of	this	critic,	hedonic	price	modeling	is	still	a	commonly	used	
methodology	to	explain	prices	and	rents	of	(commercial)	property	(for	studies	on	the	
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prices	of	 industrial	property	and	offices	 see	e.g.	 Fehribach	et al., 1993; Dunse and 
Jones, 1998; Dunse et al., 2004; PBL, 2009c). For this reason, the approach is also 
used in this research on the value of industrial sites. In chapter 4 regression analysis 
is	 applied	 to	 study	differences	 in	 employment	 growth	between	 industrial	 sites.	 In	
chapter	 5	 (multinomial)	 logistic	 regression	 is	 applied	 to	 estimate	 probabilities	 for	
industrial	sites	to	be	designated	as	in	need	of	regeneration,	and	to	conclude	whether	
the	 areas	 targeted	 are	 indeed	 the	 areas	 in	 need	 of	 regeneration	 based	 on	 their	
economic	performance.	(Multinomial)	logistic	regression	is	commonly	used	in	studies	
on	 the	 adoption	 of	 area-based	 regeneration	 programmes	 such	 as	 Tax	 Increment	
Financing	(TIF)	or	the	designation	of	Enterprise	Zones	(EZ).	 	Examples	of	studies	 in	
which these methods are applied include among others Bondonio and Greenbaum 
(2007) and Lester (2014). 
1.5.2 Building a database
The data used in this thesis comprises unique data on industrial sites, individual 
properties	and	data	that	was	not	previously	linked	together.	These	include	geographic	
information,	employment	figures	and	location	characteristics	of	industrial	sites	such	
as	 accessibility,	 type	 of	 industrial	 site	 and	 property	 values.	 In	 cooperation	 with	
research	institutes	such	as	the	PBL	Netherlands	Environmental	Assessment	Agency	
(PBL)	and	CBS	Netherlands	Statistics	(CBS),	this	data	was	made	available	for	empirical	
analysis. The period for which data was gathered is 1997-2008. The datasets and 
variables	constructed	allow	for	cross-sectional	and	longitudinal	analyses.	The	most	
important	resources	of	data	are	described	next.	
 IBIS (Integraal Bedrijventerreinen Informatie Systeem)	 is	 the	 Dutch	 National	
Database	on	Industrial	Sites.	This	database,	owned	by	the	Dutch	national	government,	
contains	 detailed	 information	on	 every	 individual	 industrial	 site,	 ranging	 from	 the	
municipality in which the site is located to the total surface area, availability of 
building plots, an assessment of decline, whether a site is a sea port or not, the 
amount	of	land	available	on	the	industrial	site,	land	prices,	etc.	The	information	in	this	
database	is	provided	by	municipalities.	Although	this	database	covers	a	large	period,	
the	data	contains	a	substantial	amount	of	blanks	and	data	 is	 therefore	not	always	
reliable. PBL has researched the quality of the database (see e.g. PBL, 2009b) and 
made	a	significantly	improved	version	that	was	available	for	the	analyses	performed	
in chapters 3,4 and 5 in this thesis.
	 A	second	database	that	was	made	available	through	the	cooperation	with	PBL	is	
the	 database	 Lisa,	 which	 incorporates	 firm	 level	 micro-data.	 This	 annual	 survey	
contains	information	regarding	the	number	of	jobs,	industry	type	(NACE-codes)	and	
the	geographical	address	of	all	firms	in	the	Netherlands.
	 The	 geographic	 location	of	 firms	was	 linked	with	 the	 IBIS	 database	 and	other	
geo-referenced	characteristics	from	PBL	data	on	accessibility,	data	on	types	of	land	
use, distance from town centres and  accessibility measures among other things. The 
age	 of	 industrial	 sites	 was	 determined	 by	 applying	 optical	 overlay	 with	 historical	
topographic	maps	to	find	out	in	which	decade	land	was	first	used	as	an	industrial	site.
	 A	third	important	source	of	information	was	data	on	property	values,	obtained	
from	 CBS	 Netherlands	 Statistics3.	 For	 taxation	 purposes,	 all	 property	 is	 appraised	
under the so called Real Property Act (Wet Onroerende Zaken	or	WOZ)	which	was	first	
introduced in 1997. The Real Property Act states that appraisal values should at all 
times	reflect	current	market	values.	Since	2007	property	is	appraised	annually,	from	
1997	till	2004	this	was	done	once	every	four	years	and	between	2004	and	2006	the	
appraisal was done bi-annually. During these periods, the appraised value was only 
corrected	for	inflation	and	not	for	redevelopment	or	extensions.	For	the	majority	of	
industrial	property	the	method	used	for	appraisal	is	based	on	known	transactions	of	
similar	properties.	In	chapter	2	the	appraisal	method	and	the	definition	of		value	of	an	
industrial site are further elaborated. 
 To be able to perform the analyses described above, new datasets were 
constructed	linking	the	databases	elaborated	above.	Each	of	the	existing	databases	
contained	 information	 on	 different	 (spatial)	 levels.	 Data	 at	 the	 firm	 level,	 address	
level,	 the	 level	 of	 the	 industrial	 site	 and	 geographical	 information	were	 therefore	
brought together.  
1.5.3 Validity of research outcomes
This	subsection	is	concerned	with	the	validity	of	the	research	outcomes	presented	in	
this thesis. The two most important types of validity for this research are addressed 
here:	internal	and	external	validity.	
	 Internal	validity	is	mainly	concerned	with	excluding	the	possible	influence	on	the	
dependent	 variable,	 of	 other	 variables	 than	 the	 explanatory	 ones	 entered	 in	 the	
analysis.	Various	actions	were	taken	to	ensure	the	highest	possible	internal	validity	
for the results of the analyses in this research. First, it is important that the variables 
entered in the analyses measure what they intend to measure. Therefore great care 
was	given	to	the	collection	of	data	for	the	explanatory	variables.	For	some	variables,	
alternative	 measurements	 were	 available	 (for	 example	 for	 accessibility,	 type	 of	
economic	activity,	region	and	centrality),	which	allowed	for	a	selection	of	the	variables	
that	fitted	best	with	the	model	used.	By	doing	this,	the	sensitivity	of	the	models	was	
tested.	Second,	it	 is	 important	to	be	aware	of	the	distinction	between	explanatory	
power	 of	 explanatory	 variables	 and	 causality.	 Age	 for	 example	 does	 not	 directly	
influence	 decline,	 but	 should	 be	 regarded	 as	 a	 proxy	 for	 other	 variables	 that	 are	
difficult	to	enter	into	analyses:	wear	and	tear,	usage	and	the	action	of	the	elements	
3	 Our	own	calculations	on	property	values	are	based	on	taxation	data	(WOZ-values)	by	Netherlands	
Statistics	(CBS),	provided	by	Dutch	municipalities.
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for	example.	Dunse	and	Jones	(2005),	in	their	study	on	industrial	property	depreciation	
also	regard	age	as	a	proxy	for	the	construction	type,	dependent	on	the	technology	
and	materials	used	at	 the	time	of	construction.	 	 Likewise,	different	generations	of	
industrial	 sites	 can	 be	 distinguished,	 which	 have	 a	 different	 spatial	 lay-out	 and	
location	within	the	existing	urban	fabric	(Louw	et al.,	2009).	Third,	different	measures	
were	taken,	through	which	the	robustness	of	the	models	estimated	in	this	thesis	was	
checked.	For	example,	for	the	analyses	presented	in	chapter	5	different	models	were	
estimated.	Dummy	variables	for	municipalities	and	provinces	were	added	to	research	
the	possible	influence	of	spatial	variation	on	the	results	found.	In	the	model	presented	
in	chapter	3,	interaction	terms	were	added	to	estimate	different	models.	Finally,	in	all	
analyses	 the	 possibility	 of	 multicollinearity	 between	 explanatory	 variables	 was	
researched	by	estimating	VIF-scores.	
	 External	validity	is	concerned	with	the	extent	to	which	the	research	outcomes	
can	be	generalised	outside	the	context	studied.	Are	the	outcomes	applicable	to	other	
land and property markets in the Netherlands or industrial sites in other countries? 
This	research	is	focused	on	a	specific	type	of	urban	areas	in	one	country.	The	results	
of the analyses and the conclusions that are drawn from this research, therefore 
relate	 to	 the	 outcomes	 of	 the	 industrial	 land	 and	 property	market	 in	 the	 specific	
institutional	setting	of	the	Netherlands.	The	applicability	to	other	types	of	property,	
urban	areas	or	countries	is	therefore	not	further	investigated.	However,	the	results	
could inspire further research and analysis into industrial sites in other countries as 
well as research on other types of urban areas and property in the Netherlands.
1.6 Outline of this study
This	thesis	comprises	six	chapters.	In	chapter	2,	decline	of	industrial	sites	is	defined	
within	 the	context	of	known	processes	such	as	deterioration,	obsolescence,	decay	
and	 urban	 decline.	 Furthermore,	 a	 first	 analysis	 of	 the	 value	 of	 industrial	 sites	 is	
performed.	 In	chapter	3	a	similar	but	more	advanced	(in	 terms	of	 the	explanatory	
variables entered) analysis is presented. This analysis, inspired by hedonic price 
modeling, provides more insight into the physical and (regional) economic character-
istics	 that	 influence	 the	 value	 of	 industrial	 sites.	 Chapter	 4	 approaches	 decline	 of	
industrial	sites	from	a	different	angle.	Differences	in	economic	growth	as	measured	
by	 employment	 growth	 between	 industrial	 sites	 are	 analysed.	 Special	 attention	 is	
given	to	the	relationship	between	location	characteristics	and	economic	growth.	In	
chapter	5	the	characteristics	that	 influence	the	probability	that	an	industrial	site	 is	
targeted	 for	 regeneration,	 are	 researched.	 Regeneration	 initiatives	 are	 a	 widely	
applied policy to counter decline. But are the right industrial sites targeted? The 
differences	between	targeted	and	non-targeted	sites	with	regard	to	the	growth	of	
number of companies, number of jobs and property values (important goals of 
regeneration	initiatives)	are	analysed	to	answer	this	question.	Chapter	6	of	this	thesis	
answers	the	main	research	question,	based	on	the	empirical	results	from	chapters	
2-5.	Finally,	a	reflection	and	directions	for	further	research	are	provided	in	chapter	6.	
Chapter 2
AN INDICATOR FOR 
DECLINE OF 
INDUSTRIAL ESTATES
published as: 
Beekmans, J., E. van der Krabben & K. Martens (2012) 
An indicator for decline of industrial estates. 
Journal of European Real Estate Research, (5) 2: 229-249.
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2.1  Introduction 
Urban decline is a much-researched topic in both urban and real estate literature. 
Yet, there appears to be no generally accepted measurable indicator for decline. 
	 This	paper	starts	to	fill	this	void.	The	aim	of	this	paper	is	threefold:	(1)	to	better	
understand	the	process	of	decline	of	one	particular	urban	area,	the	industrial	estate;	
(2)	based	on	that,	to	identify		a	possible	indicator	for	decline;	and	(3),	to	take	a	first	step	 
in	the	empirical	testing		of		the	data	that	should	be	used	to	construct	this	indicator.		
	 From	a	spatial	planning	perspective,	a	proper	indicator	for	decline	of	industrial	
estates	is	expected	to	be	useful	in	at	least	two	ways.	First,	this	indicator	will	enable	
further	analysis,	especially	into	the	reasons	that	may	explain	the	decline	of	industrial	
estates (or other urban areas). Second, the majority of governmental redevelopment 
schemes (in the Netherlands and elsewhere) are aimed at the level of the urban area. 
More knowledge of the actual causes of urban area decline will help the responsible 
government	organisations	to	better	target	revitalisation	subsidies	to	obsolete	urban	
areas	 in	 general	 and	 industrial	 estates	 in	 specific	 and	 	 this	 can	help	 in	 preventing	
decline.	The	paper	is	organized	as	follows.	In	Section	2.2,	a	brief	review	is	provided	of	
the	 literature	on	urban	decline	and	on	the	valuation	of	property.	 It	 is	 	argued	that	
similar	processes	that	cause	individual	properties	to	decline	also	affect	urban	areas.	
From	this,	the	conclusion	can	be	drawn	that	property	valuation	can	provide	an	indicator	
for	urban	area	decline.		Section	2.3,	the	empirical	part	of	this	paper,		is	focused	on	the	
dataset that comprises data on the property value of all industrial property located 
on	 industrial	estates	 in	 the	Netherlands.	Hypotheses	on	 the	 influence	 that	 certain	
explanatory	variables	have	on	the	value	of	industrial	property	will	be	tested.	Testing	
the	influence	of	explanatory	variables	will	tell	if	the	data	on	property	values	is	reliable	
and can thus be used to construct an indicator for decline. The paper ends with a brief 
conclusion	and	discussion	(Section	2.4).
2.2 Urban decline: the influence of obsolescence 
2.2.1 Introduction 
In the past three decades, urban decline has been the subject of a large number of 
policy reports and academic studies. Couch et al. (2011) provide an overview of those 
reports in the UK, Germany and France. The majority of academic studies analyses 
decline	and	regeneration	in	a	qualitative	way.	Roberts	and	Sykes	(2000)	provide	an	
overview	of	lessons	learned	from	regeneration	projects	in	both	the	U.S.	and	Europe,	
while	the	work	by	Cheshire	and	Gordon	(1995)	provides	comparative	case	studies	in	
an	 international	 context.	 Ellen	and	O’Regan	 (2008)	note	 that	 the	 few	quantitative	
studies	on	urban	decline	seem	to	focus	only	on	one	particular	city	or	urban	area.	This	is	 
34 35
A
n indicator for decline of industrial estates
the case for instance in the work by Fogarty (1977) and Galster et al. (2003). Large-scale 
quantitative	studies	seem	to	focus	on	more	general	negative	processes	in	urban	areas	
such as changes in the social status of neighbourhoods (see e.g. Guest, 1974; Broadway 
and	Jesty,	1998).	None	of	these	studies	however,	has	aimed	at	finding	a	single	measurable	
indicator for urban decline. 
	 Quantitative	 studies	on	gentrification,	 a	process	 that	 could	be	 considered	 the	
opposite	 of	 decline,	 are	much	more	 common.	 Examples	 of	 these	 include,	 among	
many others, van Weesep (1994), Wyly and Hammel (1998), Heidkamp and Lucas 
(2006)	and	Immergluck	(2009).	To	measure	gentrification,		data	on	economic	charac-
teristics	 such	 as	 investments	 in	 housing	 stock,	 household	 income,	 and	 	 increasing	
property values are commonly used in these studies. 
	 To	explore	which	possible	indicators	could	be	used	to	measure	decline	of	urban	
areas	 and	 particularly	 of	 industrial	 estates,	 two	 distinct	 bodies	 of	 literature	 are	
connected. First, the literature on obsolescence of property is elaborated. Second, 
this	 is	 connected	 with	 literature	 on	 the	 causes	 and	 effects	 of	 urban	 decline	 and	
gentrification.
2.2.2 Obsolescence of properties 
Urban areas are largely made up of real estate assets which represent a large invested 
capital:	 the	 built-space.	One	of	 the	 characteristics	 of	 this	 type	of	 capital	 is	 that	 it	
undergoes	a	gradual	loss	in	value	(Bryson,	1997).	The	loss	in	real	existing	use	value	of	
a	property	is	known	as	depreciation	(Baum,	1993a;	Baum,	1989)	and	is	attributed	to	
two	negative	processes:	physical	deterioration	and	building	obsolescence	(Mansfield,	
2000).	Mansfield	 criticises	 the	existing	 literature	 in	 its	 capacity	of	 clearly	defining	
physical	deterioration	and	obsolescence:	“Despite a considerable body of literature, 
there still appears to be a misunderstanding in the use and precision of some 
fundamental terms”	(Mansfield,	2000:2).	The	differences	between	obsolescence	and	
physical	deterioration	have	been	described	by	many	authors	 (see	e.g.	Baum,	 1991;	
Baum,	1993b;	Bryson,	1997;	Mansfield,	2000;	Mansfield	and	Pinder,	2008;	Nutt	et al., 
1976; Salway, 1986). The debate appears to be focused on obsolescence, since physical 
deterioration	 seems	 to	be	defined	more	unambiguously.	Most	 authors	distinguish	
between	obsolescence	and	deterioration	acknowledging	that	these	are	two	different	
factors	 that	 influence	 the	 value	 of	 a	 property.	 Lichfield	 (1988)	 however	 regards	
physical	or	structural	deterioration	as	an	element	of	obsolescence.	Mansfield	(2000)	
and	 Mansfield	 and	 Pinder	 (2008)	 argue	 that	 some	 authors	 falsely	 use	 the	 term	
‘physical	obsolescence’	when	actually	referring	to	a	process	of	physical	deterioration.	
An	 important	 distinction	 between	 obsolescence	 and	 physical	 deterioration	 is	
proposed by Dunse and Jones (2005): “a key distinction between physical deterioration 
and obsolescence is that the latter is outside the control of property owners” (Dunse 
and	Jones,	2005,	p.	206).	Physical	deterioration,	in	the	remainder	of	this	paper	referred	 
to	simply	as	deterioration,	is	defined	as	“an absolute decline in utility resulting from 
usage, wear and tear and the action of the elements”	(Baum,	1991	in:	Mansfield	and	
Pinder,	2008,	p.	196).	This	defines	deterioration,	but	still	leaves	obsolescence	unexplained.
	 Mansfield	(2000)	argues	that	the	nature	and	scope	of	obsolescence	is	wide	and	
hence	ill	defined:	“the scope of obsolescence is wide, embracing factors that relate to 
the structures themselves, the particular site the property occupies and its surrounding 
area, the statutory and regulatory framework and more subjective, aesthetic issues 
(…) it is unsurprising that the literature has reached no real consensus on its definitions” 
(Mansfield,	2000,	p.	1).	Salway	(1986)	distinguishes	between	different	types	of	obsolescence	
and	uses	an	early	definition	of	obsolescence	by	Baxter	(1971):	“value decline that is not 
caused by use or the passage of time”	(Salway,	1986).	In	addition	to	this	definition	it	
can be noted that “obsolescence results from change that is extraneous to the asset 
– the asset may remain as good as ever in itself, but be rendered obsolete by external 
factors (…)” (Mansfield,	2000,	p.3.	In:	Salway,	1986).	Some	of	these	external	factors	
probably coincide with the factors believed to result in obsolescence according to 
Mansfield,	 quoted	 above.	 Mansfield	 and	 Pinder	 (2008)	 critically	 review	 different	
studies	 on	 obsolescence,	 identifying	 two	 main	 forms:	 economic	 and	 functional	
obsolescence.	 Baum	 (1991)	 uses	 the	 categorisation	by	 Salway	 (1986)	 to	distinguish	
between	aesthetic,	functional,	legal	and	social	obsolescence,	which	he	then	further	
classifies	under	either	functional	or	aesthetic	obsolescence.	The	former	contains	the	
subsets of social and legal obsolescence and is caused by changing occupier requirements. 
The	latter	 is	defined	as	“obsolescence resulting from outdated appearance” (Baum, 
1991,	p.	65).	Dunse	and	 Jones	 (2005)	use	 the	definition	of	economic	obsolescence	 
by	 Salway:	 decreasing	 property	 values	 caused	 by	 underlying	 market	 conditions	
independent of the state of the structure itself. Wurtzebach and Miles (1984) claim 
that	 an	 alternative	 term	 for	 economic	 obsolescence	 is	 locational	 obsolescence.	
Locational	obsolescence	in	their	opinion	is	considered	the	loss	in	value	due	to	factors	
external	to	the	property.	We	agree	with	Mansfield	and	Pinder	(2008)	and	Baum	(1991)	
that	this	division	does	not	clarify	the	discussion.	The	same	goes	for	the	distinction	of	
environmental and structural obsolescence made by Dunse and Jones (2005) and 
Golton (1989). 
	 In	an	earlier	overview,	Nutt	and	Sears	 (1971)	 conclude	 that	existing	studies	on	
obsolescence	have	many	different	viewpoints	and	“[w]hichever of these viewpoints is 
adopted, and they do overlap considerably, the process and consequences of functional 
obsolescence will depend on changes of a social, physical, environmental and economic 
kind” (Nutt	and	Sears,	1971,	p.	14).	Obsolescence	by	Nutt	and	Sears	is	regarded	as	a	
function	of	two	systems:	a	behavioural	system	and	the	physical	environment	in	which	
a	building	is	set.	Essentially	these	can	be	considered	functions	of	demand	and	supply.	
The	behavioural,	or	social,	system	reflects	(potential)	occupiers’	demands.	Changing	
viewpoints,	whether	these	are	aesthetic,	social,	environmental	or	legal,	will	change	
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the	preferences		of	(potential)	occupiers	and	thus	the	demand	for	existing	property,	
thereby	influencing	its	value.	On	the	other	hand,	the	changing	environment	can	result	
in	new	supply	of	property	or	 in	changing	 the	characteristics	of	 the	existing	supply	
(e.g., a decrease in accessibility due to changes in the transport system). These both 
potentially	result	in	a	process	of	obsolescence	since	they	change	the	character	of	the	
supply	the	individual	property	delivers	to	its	(potential)	end-users.
The	broad	discussion	in	the	literature	could	be	summed	up	as	follows.	The	depreciation	 
of property comprises:
-	 	Physical	 deterioration	 of	 property,	 defined	 as	 “an absolute decline in utility 
resulting from usage, wear and tear and the action of the elements” (Baum, 1991);
-	 	Obsolescence	of	property,	consisting	of:
 o    Supply-side obsolescence: caused by changes in the physical environment, 
such	as	changing	infrastructure,	physical	deterioration	of	other	parts	of	the	
built environment, closure of nearby shops, etc. 
 o    Demand-side obsolescence: caused by changes in demand from users regarding 
e.g.	aesthetics	or	accessibility,	induced	by	a	wider	variety	of	societal	changes	
such	as	increased	levels	of	motorisation	or	stricter	environmental	laws.
2.2.3 Obsolescence of urban areas
In	section	2.2.2,	two	distinct	processes	that	influence	property	value	were	introduced.	
It	is	argued	that	urban	areas	in	general	suffer	from	similar	processes.	However,	when	
industrial	estates	are	considered	it	is	argued	that	although	deterioration	also	occurs,	
the	 effects	 of	 this	 process	 are	 less	 significant	 than	 the	 effects	 of	 the	 process	 of	
obsolescence.	Especially	compared	to	other	types	of	urban	areas,	deterioration	does	
not	play	a	significant	role	in	the	process	of	decline	of	industrial	estates4. Public opinion 
has been alarmed in recent years by the processes of decline and the rapid fall of 
spatial	 quality	 of	 relatively	 new	 (not	 older	 than	 10-15	 years)	 industrial	 estates	
(Taskforce	Herontwikkeling	Bedrijventerreinen,	2008).	Almost	20%	of	those	relatively	
new industrial estates already face processes of decline (Planbureau voor de 
Leefomgeving,	2009b).	This	period	seems	to	be	too	short	to	allow	for	deterioration	
to	have	had	a	significant	 influence	on	the	decline	of	an	 industrial	estate.	Furthermore,	
research	shows	that	some	of	those	relatively	new	industrial	estates	already	go	through	
redevelopment processes (Planbureau voor de Leefomgeving, 2009b). Another possibly 
influential	variable	that	is	not	elaborated	here	are	private	investments.	The	reason	
4 A	 similar	 line	of	 argument	 seems	 to	be	valid	 for	a	 growing	number	of	office	parks	as	well.	 In	 the	
Netherlands,	 the	 lack	 of	 a	 restrictive	 spatial	 policy	 for	 those	 sectors	 seems	 to	 be	 part	 of	 the	
explanation.	The	separation	of	ownership	and	use	is	another	explanation,	as	well	as	the	relative	small	
share	of	the	cost	of	investing	in	new	buildings	as	a	share	of	a	company’s	total	investment	costs.	All	
this	makes	it	relatively	easy	for	companies	to	move	to	other	locations	as	opposed	to	investing	in	their	
current	location.	
for this  is that in the dependent variable that we use, the investments of property 
owners	are	reflected	(see	below).	So	although	investments	can	influence	the	process	
of	decline,	there	is	no	explanatory	variable	of	this	nature	in	our	analysis.
	 In	the	existing	literature	obsolescence	has	only	been	regarded	as	a	process	that	
influences	individual	properties.	In	this	section	it	is	argued	that	processes	similar	to	
demand and supply side building obsolescence can also be applied to the process of 
urban	area	decline.	Since,	in	relative	terms,	deterioration	does	not	have	a	significant	
influence	on	decline	at	the	level	of	the	urban	area	the	assumption	is	made	that	urban	
area decline is largely driven by obsolescence.
	 Bryson	 (1997)	 distinguishes	 between	 building	 obsolescence	 and	 locational	
obsolescence,	whereby	the	latter	is	defined	as		the	process	that	“occurs when an area 
within a city suffers from devaluation” (Bryson, 1997, p. 1446). He also considers an 
opposite	process	by	 stating	 that	 the	value	of	 an	urban	area	 can	also	 increase,	 for	
example	via	gentrification	or	investments	in	infrastructure.	Other	examples	of	such	
physical	characteristics	that	can	influence	the	value		of	an	urban	area	(both	negatively	
and	positively)	are	the	addition	or	disappearance	of	shops,	a	railway	station	or	parks	
and green spaces. Ceteris paribus, people are willing to pay more for a house in a 
residential	area	with	lots	of	public	green	space	or	good	accessibility	than	for	a	similar	
house in an area without any green spaces or less accessibility. Changing physical 
characteristics	 of	 an	 urban	 area	 are	 considered	 the	 first	 factor	 that	 can	 cause	
obsolescence of urban areas. Like changes in the physical environment that can cause 
building	 obsolescence,	 changing	 physical	 characteristics	 of	 urban	 areas	 can	 be	
regarded as the supply side of urban area obsolescence. 
	 However,	 urban	areas	 can	also	 suffer	 from	obsolescence	without	 the	physical	
characteristics	changing.	The	characteristics	of	a	particular	urban	area	are	interpreted	
by	people	who	live	there	or	visit	the	area.	This	can	be	illustrated	by	using	an	example	
from	 a	 housing	 perspective.	 Starting	 in	 the	 1960s,	 increased	 mobility	 meant	 a	
reduction	in	the	need	for	people	to	live	within	short	distance	from	work	and	people	
started	to	prefer	suburban	residential	areas	over	inner	city	neighbourhoods.	Although	
the	areas	within	close	distance	from	the	workplace	initially	did	not	change	themselves,	
people	valued	other	characteristics	better,	leading	to	urban	area	decline.	This	leads	to	
the second type of factors causing obsolescence at the level of the urban area: the 
changing	 location	 requirements	of	users,	 visitors	 and	occupiers,	both	present	 and	
potential	(from	here:	user	demands).		These	user	demands	could	be	regarded	as	the	
demand side of urban area obsolescence. 
 Like building obsolescence, urban area obsolescence thus has a demand and 
supply	side.	And	although	it	is	not	always	possible	to	distinguish	whether	urban	area	
decline is caused by either the supply or demand side of obsolescence, it is useful to 
make	 this	 distinction,	 since	 it	 will	 help	 understanding	 the	 process	 of	 urban	 area	
decline	 better.	 From	 a	 spatial	 planning	 perspective,	 this	 may	 contribute	 to	 more	
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effective	spatial	policies	that	are	aimed	at	halting	urban	decline.	
In conclusion it is stated that urban area decline is caused by:
-	 Physical	deterioration	(relatively	little	influence);	
-	 Urban	area	obsolescence,	consisting	of:
	 o				Supply-side	of	obsolescence:	caused	by	changing	(physical)	characteristics	of	
urban areas such as decreasing accessibility, growing vacancy rates, increasing 
levels of crime, etc. 
 o    Demand-side of obsolescence: caused by changing user demand such as 
accessibility	and	location	demands	of	companies,	employees’	demands	regarding	
the working environment, etc.
In	 section	2.3.2	 these	 factors	will	 be	 specified	based	on	earlier	 results	 of	 hedonic	
price	studies	of	industrial	property.	The	authors	argue	that	from	this	specification	it	
follows	that	 the	variables	 in	 the	model	are	thus	concretisations	of	 the	 factors	on	both	
demand and supply side of obsolescence. For now, the focus is on proposing an 
indicator for decline of the type of urban area that is under research here: the 
industrial estate.
 2.2.4 An indicator for decline of industrial estates
Down-	or	upgrading	of	neighbourhoods	is	linked	with	different	variables	in	studies	on	
urban	 decline	 and	 gentrification.	 Most	 of	 these	 studies	 focus	 on	 residential	
neighbourhoods.	 Explanatory	 variables	 range	 from	 family	 break-down	 (Wallace,	
2001),	non-white	population	(see	e.g.	Fogarty,	1977;	Ellen	and	O’Regan,	2008;	Galster	
et al.,	 2003)	 to	proxies	 for	urban	area	decline	derived	 from	census	data	 including	
socio-economic	status	and	years	of	education	of	residents	(Haggerty,	1971),	poverty	
(Galster et al., 2003) average household income (Ellen and O’Regan, 2008) and 
unemployment	figures	(Broadway	and	Jesty,	1998).	Considering	the	results	of	these	
studies Lang’s statement that “[u]rban decline is a social problem” (Lang, 2005, p. 2) 
makes sense. Aalbers (2006) concludes from his study of neighbourhood decline 
that:	 “[i]n many cases, it is the lowering of actual incomes that is the key point” 
(Aalbers,	 2006,	 p.	 1062).	 Income	 is	 also	 linked	 to	 gentrification	 in	 studies	 by	 e.g.	
Atkinson (2000) and Torrens and Nara (2007). When it comes to industrial estates 
one	can	conclude	that		most	of	the	above	mentioned	explanatory	variables	are	not	
relevant for industrial estates. One promising variable that is used in these studies is 
household income. Although of course not applicable to industrial estates, it is 
possible,	 alternatively,	 to	 consider	 economic	 output	 of	 companies	 located	 on	
industrial estates the equivalent of household income in neighbourhoods. That 
makes	the	first	possible	indicator	for	decline	of	industrial	estates.	A	second	indicator	
can	be	derived	from	descriptions	of	gentrification	processes.	Walks	and	Maaranen	
(2008)	argue	that	one	of	the	effects	of	gentrification	is	“increasing and more stable 
property values” (Walks and Maaranen, 2008, p. 297) while Torrens and Nara (2007) 
argue that “[g]entrification refers to the transition of property markets from relatively 
low value platforms to higher value platforms under the influence of redevelopment 
and influx of higher-income residents (…)” (Torrens and Nara, 2007, p. 337). Although 
property and property markets appear to play an important role in the process of 
gentrification,	studies	on	urban	decline	seem	to	largely	ignore	the	role	of	property	
and	property	markets	when	it	comes	to	quantitative	analyses	of	urban	decline	(for	an	
overview see: Ellen and O’Regan, 2008). This leaves two possible indicators: property 
values	and	economic	output	of	companies.	Both	of		these	key	effects	of	gentrification	
and neighbourhood decline could also serve as indicators of urban area decline when 
applied	to	the	decline	of	industrial	estates.	From	the	spatial	planning	perspective	of	
the	authors,	possible	causes	and	effects	of	urban	decline	seem	to	be	more	directly	
related to property value than economic output of companies. Whether a company 
is	performing	economically	good	or	bad	is	not	directly	reflected	in	the	urban	area	it	is	
located in. A company can go bankrupt and because of that be forced to vacate their 
property in a high-quality business park. Companies that are economically performing 
very well can be located in deteriorated property, for instance second-hand car shops. 
Also economic output may vary greatly between industrial sectors while income is a 
rather	straightforward	 indicator	 for	households.	Given	 these	drawbacks	 related	 to	
the use of economic output as a possible indicator it is proposed to use property 
values,	more	precisely	taxation	values,	for	the	construction	of	an	indicator	of	urban	
area decline. Note that data availability is another advantage of this indicator. Data 
on	the	value	of	properties	are	readily	available	in	most	countries5. For reasons further 
explained	in	section	2.3.3,	the	assumption	is	made	that	this	taxation	value	is	comparable	
to	 more	 commonly	 used	 representations	 of	 property	 values	 such	 as	 transaction	
prices, listed selling prices or rental prices.
	 Now	that	the	literature	on	the	process	of	urban	area	decline	is	reviewed,	the	next	
step	is	proposing	a	measurable	indicator	for	decline	of	urban	areas.	While	the	relation	
between the quality of an urban area and the value of individual property seems 
straightforward,	Bryson	 (1997)	elaborates	on	 the	value	of	urban	areas	as	a	whole.	
Devaluation	of	an	urban	area	is	a	result	of	what	he	calls	locational	obsolescence	and	
is	noticeable	by	a	reduction	in	value	of	the	buildings	in	that	area.	He	thus	links	the	
value	of	individual	property	to	the	value	of	the	area	as	a	whole.	Following	this	notion	
of	the	valuation	of	urban	areas,	 it	 is	assumed	that	the	value	of	an	urban	area	as	a	
whole	can	be	represented	by	the	aggregate	value	of	all	individual	properties.	To	be	
able to compare between urban areas the property values per hectare will be 
considered the average property value of an urban area. Following Bryson’s work, the 
5	 In	the	Netherlands,	since	1997	properties	are	valued	for	taxation	purposes	under	the	so-called	Wet 
Onroerende Zaken (Real Estate Property Act).
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suggestion	is	made	that	this	average	property	value	for	an	urban	area	is	at	least	in	
part determined by the quality of the area (and hence the process of decline). 
A	consistent	negative	change	of	average	property	value	of	an	industrial	estate	over	
time,	in	relative	terms	(compared	to	other	industrial	estates),		represents	urban	decline.	
While	 the	absolute	 value	may	differ	 substantially	between	different	properties	on	
one	industrial	estate,	it	is	expected	that	processes	of	obsolescence	would	affect	all	
individual	property	relatively	equally	to	some	extent.	Hence,	a	negative	influence	on	
average	 property	 value	 is	 expected	when	 obsolescence	 occurs.	 A	 similar	 positive	
change of the average property value means the opposite and indicates a process of 
‘gentrification’	or	upgrading	of	an	industrial	estate.	
2.3 Empirical analysis: industrial property value 
2.3.1 Introduction
Now	that	an	indicator	for	decline	of	urban	areas	is	identified	theoretically,	it	is	time	to	
turn to the empirical part of this study. The goal of this part is to test whether the 
average property value of industrial estates indeed can be used to construct an 
indicator	 to	measure	decline.	 The	 empirical	 testing	 consists	 of	 a	time	 series	 cross	
section	analysis	of	the	relation	between	average	property	values	and	a	number	of	
independent	variables	that	is	expected	to	influence	property	values.	To	the	best	of	
our	knowledge,	average	values	per	urban	area	have	not	been	used	in	existing	studies	
on	decline.	It	is	therefore	that	an	answer	to	the	question	is	sought	whether	variables	
that	can	explain	the	average	property	value	of	industrial	estates	show	the	expected	
pattern	and	signs	in	a	hedonic	price	model.	If	this	is	the	case,	it	can	be	concluded	that	
the dependent variable, i.e. average property value, is reliable and can be used to 
construct	an	index	for	decline6.	One	important	difference	with	the	existing	hedonic	
price literature is that the present analysis focuses  on the average value of urban 
areas,	rather	than	the	value	of	individual	properties.	An	important	precondition	for	
using average values is that the areas under research must be homogenous. It is 
argued that this is largely the case for industrial estates, in contrast to e.g. inner city 
areas,	which	often	have	a	large	variety	of	different	types	of	properties	ranging	from	
shops	and	offices	to	housing.	The	differences	in	value	between	two	urban	areas	could	
be	distorted	by	the	different	shares	of	type	of	property.	Scarcity	on	the	commercial	
property	market,	for	instance,	will	not	influence	residential	property	prices	and	vice	
versa, skewing the analysis of e.g. inner city areas if based on average property 
values.		Residential	areas	and	industrial	estates	are	more	homogenous	than	inner	city	
6	 Note	that	our	aim	in	this	paper	is	not	to	empirically	test	the	decline	index.	This	will	be	the	subject	
of future research. The present paper focuses on the issue whether the change of average property 
values could be a suitable indicator for decline.
areas.	 It	 is	 this	 specific	 characteristic	 of	 industrial	 estates	 that	makes	 this	 type	 of	
urban area suitable for an analysis based on average property values. 
2.3.2 Specification of the model and explanatory variables
To	find	explanatory	variables	for	the	model	the	literature	on	obsolescence	was	used	
as	a	starting	point.	This	literature	has	provided	the	factors	at	the	supply	and	demand	
side	of	obsolescence	mentioned	in	section	2.2.3.	To	specify	these	broad	categories	
further into variables that can be included in our model, the literature aiming to 
explain	the	prices	of	 industrial	property	is	used.	The	underlying	assumption	is	that	
the	factors	explaining	differences	in	individual	property	prices,	can	also	be	used	to	
help	explain	differences	 in	the	change	of	average	property	prices	 (in	our	research:	
taxation	values)	of	an	urban	area.	It	is	this	assumption	that	will	be	tested	empirically	
in the hedonic price model.
	 The	notion	that	a	bundle	of	characteristics	influences	the	value	of	an	individual	
property	is	a	basic	assumption	of	studies	that	use	hedonic	price	models	(e.g.	Rosen,	
1974;	Brown	and	Rosen,	1982).	There	are	different	types	of	characteristics	that	most	
studies using hedonic price models take into account when assessing the prices of 
property.	 These	 include	characteristics	of	 the	property	 itself,	 its	environment	and	
economic	characteristics	(both	regional	and	national)	such	as	market	features.	Since	
the present study will deal with industrial estates, the work by authors that focused 
on industrial and commercial property is considered in more detail. Hoag (1980), 
Ambrose (1990), Fehribach et al. (1993), Lockwood and Rutherford (1996), Black et al. 
(1997),	Buttimer	et al. (1997), Jackson (2002) and Ryan (2005) have all studied the 
prices of industrial property, while Gunterman (1995) has studied prices of industrial 
land.7 Although physical aspects of the property itself are found to be the most 
important	explanatory	variable	in	most	of	these	studies,	physical	characteristics	of	
the	environment	(or	location	characteristics)	and	(regional)	economic	characteristics	
are	two	types	of	factors	that	also	have	a	significant	influence.	Examples	of	location	
characteristics	that	influence	property	values	include	the	municipality	in	which	the	
property is located (Fehribach et al., 1993), distance to an airport (Lockwood and 
Rutherford, 1996), accessibility (Sivitanidou and Sivitanides, 1995), and distance to 
central	business	district	(Ryan,	2005).	Examples	of	(regional)	economic	variables	that	
influence	 property	 values	 are	 regional	 employment	 figures,	 Gross	 State	 Product,	
regional	 income	 (Lockwood	 and	 Rutherford,	 1996),	 a	 local	 consumer	 price	 index	
(Fehribach et al.,	1993),	and	economic	trends	(Ryan,	2005).	Before	the	location	char-
acteristics	and	(regional)	economic	characteristics	that	will	be	included	in	the	model	
are	specified,	the	physical	characteristics	of	individual	property	are	briefly	discussed.	
7	 Note	that	all	 those	studies	were	aimed	at	explaining	the	prices	of	 individual	properties,	while	the	
objective	of	 the	present	 study	 is	 to	 explain	 the	 average	 taxation	 value	 (i.e.	 value	per	hectare)	 of	
industrial estates. 
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In	hedonic	pricing	literature,	the	physical	characteristics	of	individual	property	normally	
account	for	a	 large	part	of	the	explanation	of	the	prices	of	 individual	property.	Our	
database	does	not	contain	characteristics	of	individual	properties	and,	hence,	we	do	not	
include it in our model. For our analysis this does not pose a problem, since it is not the 
aim	of	this	study	to	find	the	highest	explanatory	power	for	the	model.	Actually,	based	
on the conclusions by the PBL Netherlands Environmental Assessment Agency 
(2009a)	that	environmental	characteristics	account	for	only	a	small	part	to	the	rental	
prices	of	offices,	a	relatively	low	explanatory	power	of	the	model	is	expected.	Yet,	one	
would	 expect	 to	 find	 significant	 relationships	 between	 the	 environmental	 factors	
included	in	the	model	and	the	average	value	of	industrial	estates,	as	well	as	information	 
on	which	we	could	either	reject	or	accept	the	hypotheses	regarding	the	direction	of	
those	relationships.
	 The	 explanatory	 variables	 are	 now	 presented	 and	 the	 expected	 relationships	
between these variables and the average property value will be assessed. The reference 
categories	for	each	variable	are	listed	in	table	2.2.	Three	sets	of	explanatory	variables	
will	be	distinguished:	variables	related	to	the	physical	characteristics	of	the	industrial	
estate; regional economic variables; and a variable for general economic trends. The 
explanatory	variables	will	 not	be	 classified	according	 to	 the	 theoretical	distinction	
between factors on the demand and supply side of obsolescence, as most variables 
incorporate elements of both. Accessibility, for instance, has both a supply and demand 
side: the distance in kilometres from an airport and the importance of that distance to the 
(potential)	owners	or	users	of	a	specific	property,	respectively.	It	is	thus	not	possible	
to label the variables as either factors on the demand or supply side of obsolescence. 
Physical characteristics of the industrial estate
Physical	characteristics	of	the	industrial	estate	that	are	included	in	the	analysis	are	
‘type	of	industrial	estate’,	‘type	of	economic	activity’,	‘accessibility’,	‘net-gross	ratio’,	
‘non-commercial property’ and ‘density’. ‘Type of industrial estate’ will be used to 
control for heterogeneity. Although it was already argued that industrial estates are 
relatively	homogenous,	there	are	still	some	differences	noticeable	among	industrial	
estates.	Furthermore,	the	type	of	industrial	estate	is	also	a	proxy	for	the	quality	of	the	
estate	 (de	Vor	and	de	Groot,	 2011).	 In	 the	dataset	between	five	different	 types	of	
estates	are	distinguished	 (based	on	an	existing	database	on	 industrial	estates;	 see	
below):	‘heavy	industry’,	‘sea	port’,	‘mixed-use’8, ‘business park’ and ‘transport and 
logistics’.	It	is	expected	that	‘business	parks’	will	have	a	higher	average	property	value	
vis-à-vis	‘mixed-use’	estates,	while	the	coefficients	of	‘heavy	industry’	and	‘sea	port’	
are	expected	to	show	a	negative	sign.
8 Mixed-use	refers	to	a	mix	of	different	types	of	businesses,	rather	than	a	mix	of	different	land	uses	
such	as	residential,	shopping,	etc.
	 ‘Type	of	economic	activity’		is	the	second	physical	characteristic	included	in	the	
model.	 Certain	 dominant	 types	 of	 economic	 activity	 may	 influence	 the	 average	
property	value.	Industrial	estates	dominated	by	traditional	trade	and	industry	may	
show lower property prices than estates with a high share of consumer services such 
as	call	centres	(Pen,	2002,	Stec	Groep,	2005).	The	following	signs	and	patterns	are	
expected	 for	 the	 sectors	 that	 are	 distinguished	between:	 the	 share	 of	 jobs	 in	 the	
sectors	‘financial	and	commercial	services’	and	‘consumer	services’	are	expected	to	
have	a	positive	influence	on	the	average	property	value.	We	expect	‘transport	and	
logistics’	 and	 ‘trade	 and	 industry’	 to	 have	 a	 negative	 relation	 with	 the	 average	
property	value.	The	final	sector	in	our	dataset	is	‘(public)	health	and	education’,	which	
is	expected	to	fall	in	between	the	two	groups	of	categories	mentioned	above	in.	
	 ‘Accessibility’	also	influences	property	values,	as	for	instance	Dunse	et al. (2004) 
and Sivitanidou and Sivitanides (1995) have found. Like these authors, the present 
analyses	 is	 expected	 to	 show	 that	 the	better	 industrial	 estates	 are	 accessible,	 the	
higher the property values. Three categories serve as measures for accessibility. 
Higher	property	values	are	expected	for	industrial	estates	located	on	motorways	(1)	
than	industrials	estates	on	trunk	roads	(2)	and	secondary	roads	(3),	respectively.	
	 The	model	contains	two	different	variables	concerning	the	intensity	with	which	
space	on	 industrial	estates	 is	used.	First,	 ‘net-gross	 ratio’	 is	calculated	as	 the	ratio	
between privately owned and publicly owned land. The net surface area is the land 
sold or leased to companies, while the gross surface area is the total amount of land 
of the industrial estate .  A higher amount of public space, used for e.g. landscaping or 
public	parking	,	is	expected	to	have	a	positive	effect	on	average	property	values,	as	is	
also	 the	case	with	 the	rental	prices	of	offices	 (PBL	2009a).	A	 lower	net-gross	 ratio	
means	that	less	land	is	allocated	to	public	space,	negative	relationship	between	this	
variable	and	the	dependent	variable	is	expected	to	be	found.	The	second	variable	on	
use	of	land	is	‘density’,	calculated	as	the	number	of	properties	per	net	hectare.	When	
density is high, space is used more intensively, which may be caused by high land 
prices.	Following	the	notion	of	residual	value	of	land,	high	prices	of	land	follow	from	
high property prices, which in turn point at a high demand for property (Needham, 
1992).	 Hence,	 a	 positive	 relation	 between	 this	 variable	 and	 the	 average	 industrial	
property	value	is	expected.	Finally,	‘non-commercial	property’	indicates	the	percentage	 
of	 non-commercial	 property	 on	 an	 industrial	 estate,	 most	 notably	 residential	
property. This can be an obstacle for companies, e.g. because companies may be 
limited	in	their	operations	because	of	noise	and	pollution	restrictions	for	 instance.	
Thus	a	negative	relation	between	attractiveness	of	an	estate	and	the	percentage	of	
other	types	of	property	at	the	estate	is	expected9.
9 Although the percentage of non-commercial property located at the industrial estate was calculated, 
the	value	of	these	properties	was	not	taken	into	account	while	calculating	the	average	property	value	
per hectare since we are interested in the average value of industrial property only.
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One variable that was not included is (an equivalent of) the distance to central 
business	district	.	Existing	studies	show	mixed	results	for	this	variable		(cf.	Dunse	et al., 
2004, Black et al., 1997). We follow the line of argument by Sivitanidou and Sivitanides 
(1995)	that	distance	to	the	city	centre	lacks	a	strong	rationale	to	be	included	in	the	
analysis.	Furthermore,	although	in	classic	real	estate	literature	a	central	 location	is	
considered an advantage and is thus associated with higher property prices, this does 
not necessarily have to be the case for industrial estates. Due to accessibility issues 
for	 example,	 a	 location	 close	 to	 the	 motor	 way	 might	 be	 more	 attractive	 for	 an	
industrial	firm	than	a	location	near	the	city	centre.
Regional economic characteristics
Regional economic variables included in the model are ‘region’, ‘regional economy’, 
‘scarcity’,	 and	 ‘urbanisation	 rate’.	 Three	 different	 regions	 in	 the	 Netherlands	 are	
distinguished	between	based	on	economic	significance:	the	central	region	(Randstad),	
an intermediary zone, and the periphery (Planbureau voor de Leefomgeving, 2008). It 
is	expected	 that	 the	average	 industrial	property	value	 in	 the	central	 region	exceeds	
average industrial property values in both the intermediary zone and the periphery. For 
housing	prices	a	similar	relation	was	found	by	de	Vor	and	de	Groot	(2011).	The	variable	
‘regional	 economy’	was	 included	 in	 the	model	 to	 control	 for	differences	 in	 regional	
economic growth between COROP regions10.	 Gross	 regional	 product	 is	 expected	 to	
influence	 the	 average	 industrial	 property	 value,	 although	 there	 is	 debate	 among	
authors	whether	national	or	regional	economic	figures	are	to	be	included	(cf:	Fehribach	
et al., 1993; Lockwood and Rutherford, 1996; Hoag, 1980). ‘Scarcity’ represents the 
regional	 scarcity	 for	 industrial	 land.	 It	 is	calculated	as	 the	ratio	of	 the	 land	 that	was	
already in use for industrial estates (in 1997) and the take up of land for industrial estates 
(average between 1997-2008) at the regional level. This is in accordance with Needham 
(1992), who argues that the market for industrial land usually covers a larger area than 
a municipality. Based on Needham’s (1992) assessment of publicly supplied land, this 
variable	is	expected	to	show	a	positive	relation	with	average	property	values.	A	positive	
sign means that a small supply of industrial land as a percentage of the demand for 
industrial	land	in	the	period	under	research	has	a	positive	effect	on	average	industrial	
property	values.	A	similar	effect	was	demonstrated	by	Sivitanidou	and	Sivitanides	in	a	
study on industrial rents in Los Angeles (Sivitanidou and Sivitanides, 1995). 
		 ‘Urbanisation	 rate’	 is	 included	 in	 the	model	 since	 it	 is	 assumed	 that	 in	more	
urbanised	municipalities	average	property	prices	will	be	higher	than	in	rural	areas,	
where	land	is	less	scarce.	Three	different	types	of	urbanised	areas	are	distinguished	
between:	urban	agglomeration,	city-region	and	rural.
10	 The	 40	 COROP	 regions	 are	 European	 Union’s	 NUTS	 3	 regions	 and	 are	mainly	 used	 for	 analytical	
reasons	by	Netherlands	Statistics,	amongst	others.
Economic trend
Economic	trends	are	expected	to	have	an	influence	on	the	average	property	value.	
Following	 Ryan	 (2005)	 it	 is	 assumed	 that	 recessions	will	 be	 reflected	 in	 a	 dummy	
variable of year. Ryan (2005), Glascock et al. (1990) and Wheaton and Torto (1994) all 
use	similar	interpretations	of	year	dummies.	
Model specification
The	above	leads	to	the	following	function	for	the	model:
Average industrial property value = f (type of industrial estate, type of economic 
activity,	 accessibility,	 net-gross	 ratio,	 non-commercial	 property,	 density,	 region,	
regional	economy,	scarcity,	urbanisation	rate,		economic	trend)
2.3.3 Data description
Table	2.1	lists	all	variables	included	in	the	model	along	with	an	operational	description	
and	some	descriptive	statistics.	The	mean	values	listed	are	not	necessarily	the	values	
that are used in the analysis, since the values of some variables are calculated for 
every	year	 in	the	period	under	research.	The	descriptive	statistics	 in	table	2.1	only	
serve	as	an	illustration	of	the	total	dataset.	In	the	following	part	of	this	section,	some	
noticeable	results	from	the	descriptive	statistics	will	be	elaborated	shortly.	
Dependent variable 
The	dependent	variable	is	derived	from	a	database	on	property	tax	taxation	values	in	
the	period	1997-2008.	These	taxation	values	provide	a	reliable	estimate	of	property	
values,	as	the	instruction	for	valuators	states	that	the	taxation	value	should	represent	
transaction	prices	(Waarderingskamer,	2011)11.	As	mentioned	before,	 it	 is	 therefore	
assumed	 that	 taxation	 value	 is	 comparable	 to	 representations	 of	 property	 value	
commonly used in hedonic price studies such as listed selling prices and rent. All 
industrial	property	within	the	boundaries	of	the	industrial	estates	as	defined	in	the	
11	 For	taxation	purposes,	all	property	is	appraised	under	the	so	called	Real	Property	Act	(Wet Onroerende 
Zaken or WOZ)	which	was	first	introduced	in	1997.	Since	2007	property	is	appraised	annually,	from	
1997	till	2004	this	was	done	once	every	four	years	and	between	2004	and	2006	the	appraisal	was	
done	 bi-annually.	 During	 these	 periods,	 the	 appraised	 value	was	 only	 corrected	 for	 inflation	 and	
not	for	investments	through	redevelopment	or	extensions.	For	the	majority	of	 industrial	property	
the	 method	 used	 for	 appraisal	 is	 based	 on	 known	 transactions	 of	 similar	 properties	 within	 the	
municipality.	Some	types	of	industrial	property	with	few	transactions		(for	example	energy	plants,	
waste	 processing	 plants,	 schools	 	 etc)	 are	 appraised	 by	 calculating	 the	 replacement	 costs	 of	 the	
property.	Although	this	method	will	result	in	property	values	which	are	not	affected	by	obsolescence	
(nor	deterioration)	this	will	not	influence	our	results	since	they	only	make	up	a	small	number	in	our	
database.	There	are	 two	reasons	 for	 this.	First,	outliers	were	defined	and	a	considerable	number	
of	 these	 types	of	properties	have	 (very)	high	 replacement	 costs.	 Second,	 from	 the	variable	 ‘type	
of	economic	activity’	we	conclude	that	only	a	very	small	percentage	of	the	properties	are	schools,	
hospitals and the like. 
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Dutch	National	Database	on	Industrial	Estates,	IBIS	(see	below)	was	included	and	for	
every industrial estate the value per hectare per year in the period under research 
was calculated. As discussed, this value is referred to as the average property value 
per industrial estate. Due to privacy reasons, industrial estates with less than 5 
properties	had	to	be	excluded	from	our	analysis.	A	natural	logarithm	of	the	average	
property	value	was	calculated	to	allow	for	a	normal	distribution	of	the	dependent	
variable. 
Physical characteristics of the industrial estate
The	majority	of	the	explanatory	variables	 is	derived	from	the	IBIS	database	mentioned	
earlier.	In	this	database	all	industrial	estates	are	listed	along	with	different	characteristics	
of the estate. The database is owned by the Dutch Ministry of Infrastructure and 
Environment	and	relies	on	municipalities	for	collection	of	data12. IBIS was used mainly 
for	the	collection	of	physical	characteristics	of	the	industrial	estates.	The	first	of	these	
physical	 characteristics	 is	 the	 type	 of	 industrial	 estate.	 The	 classification	 for	 this	
variable	 is	based	on	 the	 information	 for	 the	year	2008.	As	 changes	 in	 the	 type	of	
industrial	estate	are	not	common,	this	implies	the	assumption	that	the	classification	
from	2008	applies	 to	 all	 other	 years	 as	well.	 The	five	different	 types	of	 industrial	
estates	mentioned	in	section	2.3.2	are	based	on	the	categorisation	in	IBIS.	Mixed-use	
industrial	estates	are	the	majority	within	the	sample,	with	89%	of	all	industrial	estates	
listed	as	such.	Heavy	industrial	estates	make	up	4%,	business	parks	3%	and	sea	ports	
and	transport	and	logistics	both	2%.	The	vast	majority	of	‘mixed-use’	estates	is	striking.	
Because	 of	 the	 large	 number	 of	 observations	 the	 lower	 figures	 for	 other	 types	 of	
industrial estates do not pose a problem. It should however be kept in mind when 
interpreting	 the	 results	 of	 the	 analysis.	 The	 next	 physical	 characteristic	 is	 the	 type	 of	
economic	activities	that	take	place	at	the	industrial	estate.	The	values	of	this	variable	are	
calculated every year for each estate since change is not uncommon, for instance due 
to moving companies. Regarding the variable ’accessibility’, derived from IBIS, it is 
assumed	that	no	changes	have	occurred	within	the	timeframe	of	the	study	period,	
which	is	probably	in	line	with	the	situation	for	the	vast	majority	of	estates.	For	that	
reason	the	categorisation	of	2008	was	given	to	all	observations	for	every	year	in	our	
dataset.	 The	 last	 three	 physical	 characteristics	 in	 the	 model	 were	 all	 calculated	
annually.	‘Net-gross	ratio’,	‘non-commercial	property’	and	‘density’	are	all	subject	to	
change,	for	instance	when	industrial	estates	are	redeveloped	or	extended.
12 We	 are	 aware	 of	 studies	 that	 have	 criticised	 the	 quality	 of	 some	 variables	 in	 IBIS	 Planbureau	
voor de Leefomgeving (2009b) Toekomst van bedrijventerreinen, Den Haag, Planbureau voor de 
Leefomgeving. and	we	refrain	from	using	the	variables	that	were	qualified	as	not	reliable.
Regional economic characteristics
The	data	on	the	second	group	of	explanatory	variables,	regional	economic	characteristics,	
originate	mainly	from	Netherlands	Statistics	(CBS).	Two	variables	were	calculated	for	
the year 2008 and these values were assigned to all other years as well. They are 
assumed not to have changed in the period 1997-2008. These are ‘region’ (either 
central	 region,	 intermediary	 zone	 or	 periphery)	 and	 ‘urbanisation	 rate’	 (either	
agglomeration,	city	region	or	rural).	The	municipalities	industrial	estates	are	located	
in have been linked to one of the three categories for both variables in 2008. It is 
probably	in	line	with	reality	that	the	vast	majority	of	municipalities	has	not	changed	
on either of these variables from one category to another over the period under 
research. Due to data availability, the level of scarcity was calculated as a single value 
for the whole period under research. The gross regional product of course changes 
every year and was calculated at the COROP level for each year individually. 
	 Finally,	 a	 year	 dummy	 was	 added	 to	 the	 analysis	 to	 reflect	 yearly	 economic	
trends.	Specific	economic	trends	for	 industrial	estates	 in	the	Netherlands	have	been	
described by Louw et al.	 (2004).	Following	 their	 study,	 it	 is	expected	 that	average	
industrial property values increase annually compared to the reference year 1997. 
Furthermore,	a	bust	is	expected	in	the	coefficients	for	the	years	2000-2002.		
2.3.4 Results of the analysis
In	this	section,	the	results	of	the	ordinary	least	squares	model	will	be	presented.	In	
table	2.2,	the	results	of	the	analysis	are	shown.	The	overall	explanatory	power	of	the	
model	is	0.468	and	from	the	collinearity	diagnostics	it	is	concluded	that	the	model	
does	not	seem	to	have	problems	with	multicollinearity.	It	was	chosen,	as		a	rule	of	
thumb,	 that	 a	VIF	 greater	 than	5	would	 indicate	 the	presence	of	multicollinearity.	
Also,	additional	analyses	have	not	shown	bi-variate	relations	between	independent	
variables.	A	closer	look	at	the	explanatory	variables	shows	that	almost	all	variables	
are	significant	at	the	1%	level.	The	reference	category	for	each	variable	is	also	listed	 
in table 2.2. 
	 By	 and	 large,	 all	 relationships	 between	 the	 independent	 variables	 and	 the	
dependent	variable	show	the	expected	sign	and	pattern.	From	the	coefficients	of	the	
variable ´ type of industrial estate´ it is concluded that business parks have the highest 
average property value whereas sea ports have the lowest property value per 
hectare.	Transport	and	heavy	industrial	estates	also	show	negative	signs,	indicating	
lower average property values on these types of industrial estates compared to 
mixed-use	ones.	´ Accessibility´	also	has	a	significant	influence	on	the	average	property	
value.	As	expected,	industrial	estates	connected	to	a	motor	way	show	higher	average	
property values than industrial estates connected to trunk roads and secondary 
roads	(reference	category)	respectively.	The	coefficients	of	‘type	of	economic	activity’	
deviate	somewhat	from	what	was	expected.	Compared	to	the	share	of	jobs	in	trade	
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Table 2.1   Descriptive	statistics	of	the	variables	included	in	the	empirical	model
Variable name Operational description Categories (when applicable) Mean sd Source
Dependent variable
Average property value Natural logarithm of the average property value in € per hectare 89,731.73 170,443 CBS & IBIS
Physical characteristics of industrial estates
Type of industrial estate Dummy	variable	for	type	(and	proxy	for	quality)	of	industrial	estate Heavy industrial
Transport
Mixed-use
Sea port
Business park
89%
2%
4%
2%
3%
- IBIS
Type	of	economic	activity	 Percentage of jobs in: 
Consumer Services
Financial and Commercial Services
Transport	and	Logistics
(Public)	health	and	education
Trade and Industry
%jobsCS
%jobsFCS
%jobsTL
%jobsHE
%jobsTI
15%
12%
24%
4%
45%
- PBL Netherlands Environmental 
Assessment Agency
Accessibility Industrial estate connected to (a road leading directly to) Motor way
Trunk road
Secondary road
18%
35%
47%
- IBIS
Net-gross	ratio Ratio	of	net	and	gross	surface	area	of	industrial	estate,	signifies	the	amount	of	
public space (parking, green, etc.)
- 0.82 0.16 IBIS
Non-commercial property Percentage of non commercial property located on the industrial estate - 0.36 0.25 CBS
Density Number	of	industrial	properties	per	net	hectare - 4.99 7.87 CBS
Regional economic characteristics
Region Dummy variable for part of the country in which the industrial estate is located Centre
Intermediary zone
Periphery
24%
35%
31%
- PBL Netherlands Environmental 
Assessment Agency
Regional economy Gross Regional Product per year (/1.000.000) - 14,919.88 (mln) 11,589.23 (mln) CBS
Scarcity Ratio	of	land	sold	or	leased	to	companies	and	readily	available	land	on	the	
 regional level
- 21.89 11.25 IBIS 
Urbanisation	rate Dummy	variable	for	type	of	settlement	in	which	industrial	estate	is	located Urban	agglomeration
City region
Rural area 
19%
17%
64%
- CBS
Year Dummy variable to control for cyclical economic trends - - - IBIS
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and	 industry	 (reference	 category)	 all	 other	 sectors	 show	 positive	 signs	 and	 this	
indicates that the average property values on industrial estates with a high share of 
jobs	in	this	sector	are	lowest	compared	to	all	other	sectors.	Transport	and	logistics	
has	 a	 positive	 sign	 but	 the	 coefficient	 is	 small.	 The	 highest	 property	 values	 are	
associated	with	high	shares	of	 jobs	in	health	and	education,	while	one	would	have	
expected	 financial	 and	 commercial	 services	 to	 show	 the	 highest	 coefficient.	 The	
variable	 ‘non-commercial	 property’	 has	 a	 coefficient	 of	 -.288,	 from	 which	 it	 is	
concluded that the presence of property other than for industrial or commercial use, 
has	 a	 negative	 effect	 on	 the	 average	 property	 value	 on	 industrial	 estates	 in	 the	
dataset. As	expected,	the	share	of	public	space	on	industrial	estates	has	a	significant	
effect	on	the	average	property	value.	The	sign	of	the	coefficient	of	´net-gross	ratio’	is	
negative,	indicating	that	a	higher	net	surface	area	as	a	share	of	the	gross	surface	area	
leads to higher average property values on an industrial estate. In other words, more 
public	space	has	a	positive	effect	on	the	average	property	value.		For	‘density’,	the	
sign	 is	 positive.	 At	 first	 sight,	 this	 seems	 contradictory	 when	 compared	 with	 the	
former	variable.	However,	the	variable	‘density’	only	gives	information	on	the	density	
of	the	privately	owned	plots	on	industrial	estates.	If	there	are	more	properties	per	
net	hectare	of	industrial	estate,	space	is	used	more	efficiently	and	this	efficient	use	of	
Table 2.2   Results of the OLS regression.
Coefficient B t VIF
(Constant) 13.754* 385.255
Physical characteristics
Type of industrial estate
Mixed	use	(reference	category) - - -
Heavy industrial -0.310* -14.012 1.041
Sea port -0.707* -21.091 1.044
Business park 0.269* 10.557 1.101
Transport -0.156* -4.751 1.073
Accessibility 
Secondary road (ref.) - - -
Motor way 0.106* 8.726 1.306
Trunk road 0.019** 2.010 1.216
Type of economic activity
%jobsI	(ref) - - -
%jobsCS 0.353* 15.246 1.102
%jobsFCS 0.624* 24.148 1.201
%jobsTL 0.041** 2.033 1.213
%jobsHE 0.756* 20.747 1.064
Other
%NonComm	property -0.288* -16.871 1.158
Net-gross	ratio -0.607* -20.153 1.134
Density 0.038* 72.158 1.055
Regional economic characteristics
Cyclical economic trend
Year 1997 (ref.) - -
Year 1998 0.019 0.792 2.289
Year 1999 0.005 0.233 2.542
Year 2000 0.019 0,803 2.640
Year 2001 0.332* 14.188 2.534
Year 2002 0.353* 15.185 2.605
Year 2003 0.367* 15.884 2.650
Year 2004 0.383* 16.652 2.716
Year 2005 0.564* 24.582 2.766
Year 2006 0.571* 24.986 2.832
Table 2.2   Continued.
Coefficient B t VIF
Year 2007 0.620* 26.461 2.668
Year 2008 0.600* 25.095 2.559
Region
Periphery (ref.) - -
Intermediary zone 0.291* 26.891 1.646
Randstad 0.538* 38.825 2.285
Urbanisation rate 
Rural (ref.) - - -
Urban	agglomeration 0.173* 15.500 1.289
City region 0.056* 4.902 1.171
Other
Scarcity 0.006* 14.027 1.306
Regional economy 4.19E-6* 9.984 1.514
*	significant	at	the	1%	level	**	significant	at	the	5%	level
Number	of	observations		25,378
Adjusted R2  0.468
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space	may	explain	the	higher	average	property	value.	Hence,	the	finding	is	in	line	with	
the	expectations.
	 Some	of	the	regional	economic	characteristics	prove	less	significant.	This	is	the	
case	for	some	of	the	year	dummies,	especially	in	the	first	years	of	the	period	under	
research.	Apparently,	values	in	these	years	do	not	differ	significantly	from	the	average	
property	 value	 in	 the	 reference	 year	 1997.	 The	 coefficients	 generally	 show	 the	
expected	pattern,	although	the	expected	bust	in	the	period	2000-2002	is	not	visible	
in	the	results	of	our	analysis.	Furthermore,	the	coefficients	increase	strongly	between	
2000-2001	 and	 2003-2004.	 These	 increases	 correspond	 to	 the	 earlier	mentioned	
four-	and	two-year	periods	in	which	appraisal	was	only	adjusted	for	inflation.	Other	
expected	signs	that	are	found	are	for	the	variable	‘region’,	with	both	the	central	and	
intermediary	zone	showing	a	positive	sign.	The	average	property	value	thus	appears	
to be lowest in the periphery and highest in the central region. ‘Regional economy’ 
shows	the	expected	positive	sign.	A	higher	gross	regional	product	thus	corresponds	
with	 higher	 average	 property	 values.	 Against	 the	 expectations	 presented	 earlier,	
‘scarcity’	is	a	variable	that	does	not	seem	to	have	a	strong	relation	with	the	dependent	
variable.	The	final	explanatory	variable	in	the	model	is	the	urbanisation	rate.	Here	it	
is	found	that	the	coefficients	for	both	urban	agglomeration	and	city	region	are	higher	
than	for	industrial	estates	located	within	rural	municipalities.	
2.4 Conclusions and further research 
The	 aim	 of	 this	 paper	 was	 threefold.	 First,	 to	 better	 understand	 the	 decline	 of	 a	
particular	urban	area,	the	industrial	estate.	This	was	done	in	the	theoretical	part	of	
this paper from which the possible indicator for decline was also derived (second 
aim).	The	third	aim	was	to	take	a	first	step	in	the	empirical	testing	of	the	data	that	
should	be	used	to	construct	this	indicator.	This	was	done	by	empirically	testing	the	
relations	between	several	independent	variables	and	average	property	values	on	the	
level of the industrial estate. 
	 By	 bringing	 together	 the	 literature	 on	 obsolescence	 of	 properties	 and	 the	
literature on the process of urban area decline it was concluded that the change of 
property values in an urban area may serve as an indicator for urban area decline. 
Although this conclusion might be useful for other types of urban areas as well, the 
focus of this paper is restricted to industrial estates. 
 Subsequently it was tested whether property values can be used for the 
construction	 of	 this	 indicator.	 From	 our	 analysis	 it	 is	 concluded	 that,	 in	 line	 with	
studies	on	 individual	property	prices,	both	physical	 characteristics	of	 industrial	estates	 
and	regional	economic	variables	also	influence	the	property	values	at	the	level	of	the	
industrial estate. It is concluded that by and large all variables in the model show the 
expected	signs	although	some	of	the	patterns	within	categories	of	variables	were	not	
expected	and	need	further	analysis.	These	include	the	coefficients	and	patterns	for	
‘type	of	economic	activity’	and	the	year	dummy	for	cyclical	economic	trends.	
The	analysis	of	the	factors	that	influence	the	property	value	at	the	level	of	the	urban	
area	shows	similar	results	as	analyses	that	focus	on	explaining	differences	in	the	value	
of	individual	properties.	From	this	it	is	concluded	that	constructing	an	indicator	for	
decline	based	on	the	average	property	value	of	an	urban	area,	can	prove	fruitful	to	
measure	decline.	In	future	work,	the	focus	will	be	on	the	actual	construction	of	this	
indicator that will be based on the change of average property values on the level of 
the urban area. 
	 While	 constructing	 this	 indicator	 there	 are	 a	 few	 factors	 that	will	 have	 to	 be	
taken	into	account.	For	example,	the	idea	that	neighbourhoods	go	through	life-cycles	
was introduced by Hoover & Vernon (1959) and recently applied to industrial estates 
in the Netherlands by Louw et al. (2004). If it is assumed that during the phases of the 
life cycle the average property value of an industrial estate increases with growth, 
stabilises	over	time	and	eventually	falls,	this	would	mean	that	the	changes	in	average	
property values must be considered more in detail. It is safe to assume that the 
absolute average property value will be at the lowest point if an industrial estate has 
reached the end of its life cycle. But one could also argue that decline is more severe 
right	after	the	phase	of	stabilisation,	when	the	average	property	value	(according	to	
the life cycle) will fall sharply. These and other challenges will be a topic of future 
research. 
Chapter 3
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3.1  Introduction
The	aim	of	this	paper	is	twofold.	First,	we	ask	what	factors	influence	the	economic	
value	of	urban	areas,	building	on	the	observation	of	Bryson	(1997)	that	urban	areas	
may	 experience	 devaluation.	 The	 second	 aim	 is	 to	 test	whether	 a	method	 that	 is	
inspired by hedonic price modelling can be applied to urban areas, in much the same 
way	as	the	approach	has	been	applied	to	study	the	value	of	individual	properties.	The	
classic	notion	behind	hedonic	theory	as	defined	by	Rosen	(1974)	 is	that	“goods are 
valued for their utility-bearing attributes of characteristics” (Rosen, 1974, p.1). This 
implies	 that	 all	 individual	 characteristics	 of	 a	 good	 contribute	 to	 the	price	 of	 that	
good,	 although	 it	 is	 clear	 that	 these	 characteristics	 cannot	 be	 traded	 individually.	
While an urban area is not a good that is traded and consequently does not have a 
price	as	such,	the	rationale	behind	hedonic	analysis	that	the	overall	price	of	an	object	
is	determined	by	the	implicit	price	of	its	characteristics,	can	be	applied	to	urban	areas	
as well. Since urban areas are not a prices commodity per se, the value has to be 
allocated to the area. In line with e.g. Reed (2012), we perceive the value of an urban 
area	as	a	derivative	of	the	values	of	the	properties	located	in	that	area.
 We are interested in the value of industrial sites for two reasons. First, the 
development	of	 industrial	 sites	deserves	attention	because	of	 the	 rapid	decline	of	
these parts of the city in the Netherlands (van der Krabben and Buitelaar, 2011). 
Second,	 an	 exploration	of	 the	 factors	 that	 shape	 the	 value	of	 industrial	 sites	may	 
shed	 light	 on	 the	 causes	 of	 these	 processes	 of	 decline,	 about	 which	 there	 is	 still	
substantial	uncertainty.	 The	 study	may	 therefore	be	of	direct	 relevance	 for	policy	
makers in search for ways to address decline, in the Netherlands and other countries 
that	 may	 be	 experiencing	 comparable	 processes	 of	 relatively	 rapid	 decline	 of	
industrial sites.  
	 This	paper	is	organised	as	follows.	In	the	next	section	hedonic	price	modelling	is	
elaborated	shortly	and	a	literature	review	of	studies	that	provide	explanatory	variables	 
for	our	analysis	is	presented.	In	section	3.3	our	model	and	the	results	of	the	analysis	
will	be	elaborated.	The	last	section	contains	the	main	findings	of	the	analysis.
3.2 Studies of property value and industrial sites
3.2.1 Hedonic price modelling
Hedonic price modelling is widely used as a technique for the assessment of property 
value,	estimating	demand	for	specific	attributes	of	housing	and	neighbourhoods	and	
analysing	price	indexes	for	different	types	of	property	(Páez,	Long	and	Farber,	2007).	
Hedonic	price	modeling	can	be	applied	to	explain	the	value	of	heterogeneous	goods	
(Dunse and Jones 1998; Adair et al.	2003).	This	heterogeneity	is	reflected	in	the	different	
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characteristics	of	an	office	building,	house	or	industrial	property.	A	precondition	that	
has	to	be	met	when	assessing	the	implicit	price	of	each	characteristic	of	a	property,	is	
that	 the	 properties	 under	 research	 are	 of	 comparable	 types.	 It	 is	 not	 useful	 to	
compare	the	implicit	price	of	accessibility	for	an	office	building	with	the	implicit	price	
of	 the	 same	 characteristic	 for	 housing.	While	 industrial	 sites	 are	 somewhat	more	
heterogeneous	 than	 residential	or	office	areas,	we	argue	 that	 they	are	 sufficiently	
homogeneous	to	apply	hedonic	price	modeling.	This	holds,	as	we	make	a	distinction	
between	 different	 types	 of	 industrial	 sites	 accommodating	 property	 ranging	 from	
heavy	industrial	to	offices.	A	second	consideration	that	is	taken	into	account	here	is	
the	observation	by	Malpezzi	(2003),	that	practical	issues	such	as	the	functional	form	
to	use	and	the	variables	to	include	in	the	analysis	often	seem	to	be	chosen	ad	hoc:		”It 
is unfortunate, but the answer to	 ‘what	 does	 theory	 tell	 us	 about	 specification	of	
hedonic models?’ is in brief: ‘not much’. Papers like Lancaster (1966) and Rosen (1974) 
elegantly present models of housing characteristics without having much to say about 
just what those characteristics are, or how exactly they are related to prices” (Malpezzi 
2003,	p.	76-77).	Since	a	strong	theoretical	foundation	for	a	functional	form	and	the	
variables	to	include	in	the	analysis	is	lacking,	studies	from	a	different	background	are	
used;	 hedonic	 pricing	 literature	 of	 individual	 (industrial)	 property,	 agglomeration	
economies	literature,	studies	on	industrial	location	and	accessibility	as	well	as	policy	
reports regarding industrial sites in the Netherlands.
3.2.2 Literature review: the location and valuation of industrial property
This	section	provides	a	brief	overview	of	the	literature	on	the	factors	that	influence	
the	value	and	the	location	of	industrial	property	in	order		to	find	possible	explanatory	
variables	that	can	be	included	in	a	model	that	aims	at	predicting	the	average	value	of	
industrial	 sites.	 The	 underlying	 assumption	 is	 that	 some	 of	 the	 factors	 explaining	
differences	in	individual	property	prices	can	also	be	used	to	help	predict	differences	
in	 the	 average	 property	 value	 of	 an	 urban	 area.	 Location	 factors	 (for	 instance	
accessibility,	agglomeration	economies	and	distance	to	CBD)	can	also	be	interpreted	
economically	and	studies	on	the	underlying	factors	of	industrial	location	will	therefore	
also be elaborated. Some of the studies elaborated here are studies or policy reports 
of	industrial	sites	in	general.	Although	valuation	is	not	the	main	focus	of	these	studies,	
they	still	might	provide	possible	explanatory	variables.	
	 What	characteristics	are	taken	into	account	when	hedonic	price	studies	asses	the	
price of property depends on the type of property that is under research. In general, 
property	specific	characteristics	are	the	most	important.	However,	the	characteris-
tics	that	are	considered	in	housing	studies	are	not	necessarily	relevant	in	explaining	
the value of commercial property. Since our study will deal with industrial sites, we 
will consider authors that have focused on industrial and commercial property in 
more detail. 
Hedonic studies of industrial property are mostly limited to studies undertaken in the 
United States (Dunse and Jones 2005). Hoag (1980), Ambrose (1990), Fehribach, 
Rutherford and Eakin  (1993), Lockwood and Rutherford (1996), Black et al. (1997), 
Buttimer,	 Rutherford	 and	Witten	 	 (1997),	 Jackson	 (2002)	 and	Ryan	 (2005)	 have	 all	
studied the prices of industrial property, while Gunterman (1995) has studied prices 
of industrial land. Physical aspects of the property itself are found to be the most 
important	explanatory	variables	in	the	majority	of	these	studies.	Not	surprisingly,	size	
of the property is found to be an important variable (Ambrose 1990; Fehribach et al., 
1993;	Lockwood	and	Rutherford	1996;	Buttimer	et al., 1997). The same is true for the 
age	of	a	property,	although	some	studies	do	not	show	significant	results	(cf:	Ambrose	
1990; Fehribach et al. 1993; Sivitanidou and Sivitanides 1995; Black et al.,	1997;	Buttimer	 
et al., 1997; Dunse, Jones, Brown and Fraser 2004; Ryan 2005; Dunse and Jones, 
2005).	A	selection	of	other	characteristics	of	properties	that	are	included	in	analyses	
are the number of dock-high doors (Ambrose 1990), the presence of sprinklers 
(Buttimer	et al., 1997), the type of tenant (Sivitanidou and Sivitanides 1995) and the 
size	of	the	office	area	within	the	industrial	property	(Black	et al., 1997). Unfortunately, 
our	dataset	does	not	 include	 these	 types	of	 characteristics	of	 individual	property.	 
The	consequences	of	this	for	our	analysis	will	be	elaborated	shortly	in	section	3.3.
	 Location	characteristics	are	a	second	type	of	variables	that	are	taken	into	account	
in many studies of the price of property. Most of these can be regarded physical 
aspects of the (direct) environment of the property under research. The direct 
surroundings are important to owners of property as can be concluded from studies 
on	 the	 location	preferences	 of	 firms	 by,	 for	 instance,	 Pen	 (2002)	 and	 STEC	Groep	
(2005).	 From	 these	 studies	 it	 can	 be	 concluded	 that	 firms	 prefer	 to	 be	 housed	 in	
property	 that	 is	 located	 among	 	 property	with	 a	 similar	 representativeness.	 As	 a	
result,	firms	and	their	housing	at	a	certain	industrial	site	are	often	comparable	to	a	
large	extent.	From	the	perspective	of	agglomeration	externalities	the	same	conclusions	
can	be	drawn:	locational	behaviour	of	companies	can	be	influenced	by	the	advantages	
agglomeration	economies	can	offer.	This	can	result	 in	clustering	and	specialisation	
(see e.g. Porter 2000). De Vor and de Groot (2011) assume that because of this the 
type	of	industrial	site	is	a	proxy	for	the	appearance	of	an	industrial	site	since	similar	
firms	will	tend	to	be	located	together.	Sea	ports	can	be	considered	an	exception	to	
this,	because	of	the	very	distinct	character	of	the	firms	located	there	(PBL	Netherlands	
Environmental Assessment Agency (PBL), 2008) We will further elaborate on sea 
ports	in	section	3.3.
	 Accessibility	is	another	characteristic	of	the	environment	that,	in	a	variety	of	forms,	
has	an	influence	on	property	values.	Accessibility	can	be	measured	in	numerous	ways.	
Lockwood and Rutherford (1996) and Sivitanidou and Sivitanides (1995) show that 
the	proximity	of	an	airport	has	a	positive	effect	on	the	price	of	industrial	property.	
Accessibility	via	road	is	also	an	important	explanatory	variable	for	industrial	property	
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value (see e.g. Sivitanidou and Sivitanides, 1995; Dunse et al., 2004). Similar results 
for rental values of industrial property and regional accessibility, in this case the 
proximity	of	a	motorway	junction,	are	reported	in	two	studies	by	Dunse	and	Jones	
(2005a;	2005b)	with	the	addition	that	proximity	of	motorway	access	is	only	significant	
within 5 kilometres of the industrial property in their dataset. Contrary to these 
findings,		Ryan’s	(2005)	empirical	work	shows	that	a	location	close	to	a	freeway	can	
be a disamenity for industrial property. Accessibility by rail on industrial property 
prices	is	considered	in	many	studies,	although	most	analyses	show	the	influence	is	
limited (see e.g. Ambrose, 1990; Lockwood and Rutherford, 1996; Black et al., 1997; 
Ryan, 2005). A third form of accessibility has to the best of our knowledge not been 
researched. This concerns water as a means of transport. Ryan (2005) makes a brief 
suggestion	that	access	to	a	port	might	be	of	influence	for	industrial	firms,	but	has	not	
studied this. For industrial sites the presence of water may be of importance since it 
creates	an	extra	transport	opportunity	for	especially	bulky	or	heavy	goods.	
	 In	many	studies	a	factor	that	is	commonly	used	to	characterise	the	location	of	
property is the distance to a city centre or CBD. Based on Alonso’s (1964) seminal 
work,	this	relation	has	been	studied	by	many	different	authors.	More	sophisticated	
approaches were developed by Di Pasquale and Wheaton (1996), Dunse et al. (2004) 
and	Dunse	and	Jones	(2005b).	These	authors	all	find	declining	rental	gradients	from	
the CBD for industrial property. Lockwood and Rutherford (1996) and Ryan (2005) on 
the	 other	 hand	 do	 not	 find	 a	 significant	 relation	 between	 distance	 from	CBD	 and	
industrial	property	value.	For	 industrial	property	a	 location	further	away	from	the	
CBD	can	mean	better	accessibility	(because	of	less	congestion	further	away	from	the	
CBD)	 and	 as	 a	 result	 is	 not	 necessarily	 a	 negative	 location	 characteristic.	We	will	
elaborate	more	on	the	location	within	the	city	and	the	consequences	for	property	
values below.
	 Centrality	and	accessibility	are	two	ways	of	looking	at	a	location.	A	third	approach	
is	 to	 look	at	physical	characteristics	of	a	 location	that	can	 influence	the	value	of	a	
property. Dunse et al.	(2004)	provide	an	example	of	such	a	perspective.	From	their	
study	they	conclude	that	more	prestigious	location	with	better	visibility	show	higher	
property values. For industrial sites, this concerns mostly visibility from a motorway 
(or other main road). 
	 A	location	within	an	urban	environment	can	have	significant	positive	effects	on	
rental	values.	In	their	study	of	office	rents,	PBL	(2009a)	defines	the	urban	environment	
based	on	the	presence	of	amenities	such	as	restaurants,	theatres	and	shops.	For	the	
industrial	property	in	our	database,	unfortunately	this	information	was	unavailable.	
Density	was	therefore	chosen	as	a	proxy	for	urbanisation	rate	of	the	surroundings	of	
the	site.	It	is	assumed	that	higher	densities	in	the	direct	surroundings	indicate	a	more	
urban environment. Note that this does not necessarily mean that the industrial site 
is located close to the CBD. 
	 A	final	physical	characteristic	that	is	elaborated	here	is	not	drawn	from	hedonic	
pricing	studies,	but	from	policy	reports	on	Dutch	industrial	sites.	In	practice	it	is	observed	
that industrial sites can cause nuisance in the form of noise, risk, heavy transport and 
pollution	to	neighbouring	 	 (residential)	areas.	Because	of	 increasing	environmental	
regulation	the	presence	of	housing	can	become	a	factor	for	the	industrial	site	itself	
since	it	affects	the	attractiveness	of	the	location	for	certain	firms	(CPB	Netherlands	
Bureau for Economic Policy Analysis (CPB), 2001; Taskforce Herontwikkeling Bedrijven-
terreinen,	2008).	Measuring	to	what	extent	urban	externalities	influence	property	values	
remains a major issue that hedonics have tried dealing with (Des Rosiers et al., 2001). 
Nuisance	 is	a	 factor	 that	 can	 influence	 the	attractiveness	of	property	 located	at	a	
certain	location	and	for	that	reason	is	taken	into	account	when	assessing	the	value	of	
industrial sites. 
	 In	Hoag’s	(1980)	seminal	work,	financial	and	macroeconomic	variables	account	
for	the	largest	part	of	the	explanatory	power	of	the	model	used	to	explain	the	value	
of	 industrial	 properties.	Within	macroeconomic	 variables	 Hoag	 distinguishes	 between	
regional	and	national	variables.	Other	studies	have	followed	this	notion	and	a	variety	 
of	 	 financial	 and	 economic	 variables	 is	 taken	 into	 account	 in	 almost	 all	 hedonic	 
price	studies.	This	wide	range	includes	proxies	for	economic	circumstances	such	as	
occupancy	rates	(Buttimer	et al., 1997), manufacturing wage and labour union strength 
(Black et al., 1997). Lockwoord and Rutherford (1996) have set out to test whether 
both	 national	 and	 regional	 economic	 characteristics	 influence	 industrial	 property	
value. Their results “do not support the inclusion of national concomitants of value as 
hypothesized by Hoag” (Lockwood and Rutherford 1996, p. 269). Following this conclusion, 
in	this	study	the	emphasis	will	be	on	regional	economic	characteristics.	
	 Jackson	 (2002)	 differentiates	 between	 different	 (sub)counties	 in	 his	 study	 on	
industrial	property	sales	in	Southern	California,	indicating	that	agglomeration	effects	
are	 expected.	 Dunse	 and	 Jones	 (2005)	 find	 similar	 differences	 between	 regional	
property	markets	 around	Glasgow.	Without	 specifying	 the	 exact	 spatial-economic	
differences,	De	Vor	and	de	Groot	(2011)	use	a	similar	argumentation	to	predict		higher	
prices	of	residential	property	in	the	Randstad	(the	economic	most	important	region	
of the Netherlands) versus a province outside the economic core region: “Since the 
Randstad is the economic core region of the Netherlands, dwellings located in this 
region are hypothesized to sell at a higher price than dwellings in North-Brabant” (de 
Vor and de Groot 2011, p. 615). Their results show that this is indeed the case, providing 
an	argument	to	include	a	region	variable	to	control	for	specific	economical	character-
istics	that	are	present	at	this	level.	Although	it	is	beyond	the	scope	of	this	paper	to	
discuss	all	regional	effects	in	detail,	one	effect	that	we	will	highlight	here	is	scarcity	
for	 industrial	 land.	 Sivitanidou	 and	 Sivitanides	 (1995)	 have	 studied	 the	 relation	
between	 supply	 and	 rental	 levels	 of	 industrial	 rents	 in	 Los	 Angeles	 and	 find	 that	
supply	indeed	influences	rental	levels.	According	to	Needham	(1992),	scarcity	should	
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be taken into account at a regional level since the market for industrial land usually 
covers an area that is larger than a municipality. Although it is not researched 
empirically,	a	relation	is	assumed	between	the	abundant	provision	of	new	industrial	
sites	and	negative	effects	such	as	rapid	decline	of	existing	sites	including	high	vacancy	
rates	and	declining	property	values.	The	rationale	behind	this	relation	is	that	higher	
levels	of	scarcity	for	industrial	land	make	it	more	difficult	for	firms	to	move	to	another	
site	since	land	is	not	readily	available.	Instead,	firms	decide	to	invest	in	their	existing	
premises (see e.g. Louw et al, 2004). The inclusion of a region variable will control for 
regional	effects	such	as	scarcity.
	 In	addition	to	the	influence	of	the	economic	characteristics	of	a	region,	there	is	
evidence that suggests that the size of the municipality is also a factor that should be 
taken into account. In the case of industrial property in Dallas and Tarrant county, a 
positive	coefficient	for	the	former	 is	expected,	“because Dallas is larger and has larger 
manufacturing and distribution industries” (Fehribach et al., 1993, p. 369). The size of 
the municipality an industrial site is situated in should thus be taken into account. 
	 The	 distinction	 between	 regional	 and	 national	 economic	 factors	 was	 already	
made above. Although we have concentrated on regional economic variables, there 
is a number of studies in which year dummies are taken into account to control for 
general	economic	trends.	In	her	analysis	of	office	and	industrial	rental	values,	Ryan	
(2005)	argues	that	the	inclusion	of	a	dummy	variable	for	year	of	observation	adequately	
captures economic up- and downturns. Glascock, Jahanian and Sirmans  (1990) and 
Wheaton	and	Torto	(1994)	use	similar	interpretations	of	year	dummies	and	find	the	
expected	significant	results	for	these	variables.	From	this,	we	conclude	that	average	
industrial	 property	 values	 will	 also	 be	 affected	 by	 economic	 trends	 that	 we	 will	
capture in a likewise fashion by including year dummies.
3.3 Empirical analysis: value of industrial sites 
3.3.1 Introduction
In	 section	3.2,	 various	hedonic	pricing	 studies	and	studies	on	 industrial	 sites	were	
discussed.	A	large	variety	of	characteristics	that	influence	the	value	of	individual	property	
or	the	functioning	of	industrial	sites	was	presented.	In	this	section,	we	concentrate	on	
the	specification	of	the	model	that	will	be	used	to	explain	the	value	of	industrial	sites.	
 We use ordinary least squares (OLS) regression on our data of the period 1997- 
2008	to	analyse	the	relationship	between	average	property	values	and	a	number	of	
independent	variables	that	is	expected	to	influence	this	value13. Most studies that use 
13	 To	counter	the	problem	of	the	locational	coefficients	that	are	not	fixed	over	time,	a	distinction	was	
made	between	two	time	periods.	The		analysis	shows	that	the	differences	in	coefficients	for	the	locational	
characteristics	between	these	periods	are	small,	so	we	can	assume	that	they	are	indeed	fixed	over	time.
hedonic	price	modelling	aim	at	explaining	prices	of	property	(rental,	asking	or	sales	
prices	are	the	most	commonly	used	variables).	Collection	of	data	on	sales	and	rentals	
is	difficult	since	the	amount	of	 transactions	of	 industrial	property	 is	 relatively	 low.	
Moreover,	this	data	is	scattered	and	not	easily	accessible.	However,	appraisal	data	on	
property	values,	used	for	taxation	purposes,	are	available.	Based	on	these	values,	the	
value per industrial site can be calculated.
	 The	first	step	that	was	needed	to	be	able	to	assign	a	value	to	individual	sites	was	
to	define	 industrial	 sites.	 The	definition	used	here	 is	based	on	 the	Dutch	National	
Databases	on	Industrial	Sites,	IBIS.	It	contains	basic	information	such	as	surface	area,	
land	 prices,	 available	 building	 land,	 geographical	 information	 on	 location,	 etc.	 for	
each	industrial	site	in	the	Netherlands.	An	industrial	site	is	defined	as	a	site	which,	
according	to	the	land	use	plan,	is	suitable	for	the	functions	of	trade	and	industry	and	
commercial and non-commercial services. This also includes a limited number of 
(parts	of)	locations	that	are	zoned	and	being	used	for	offices (IBIS, 2012). Dedicated 
office	 locations,	 typically	 located	 in	 or	 close	 to	 city	 centres	 and	 railway	 stations,	
however,	are	not	included	in	this	definition.	Due	to	privacy	reasons,	industrial	sites	
with	less	than	5	properties	had	to	be	excluded	from	our	analysis.	
	 In	section	3.3.2	the	dependent	variable	as	well	as	the	explanatory	variables	that	
are based on the literature review above are presented. Table 3.1 lists all variables as 
well	as	the	descriptive	statistics	and	an	operational	definition	for	each	variable.	The	
specification	of	the	model	is	given	in	section	3.3.3.	Section	3.3.4	presents	the	results	
of our empirical analysis. 
3.3.2 Specification of variables
Dependent variable
For	 the	 construction	 of	 the	 dependent	 variable	 data	 were	 obtained	 from	 CBS	
Netherlands	Statistics	(CBS).	Appraised	values	were	derived	from	their	database	on	
property	taxation	for	the	period	1997-2008.	For	every	year	the	total	property	value	
of	all	property	except	residential	for	each	industrial	site	was	divided	by	its	net	surface	
area in hectares,14 which rendered the property value per hectare for every year in 
the period under research. This value is referred to as the average industrial property 
value.	As	was	mentioned	before,	many	hedonic	pricing	studies	use	rental	or	selling	
prices	as	dependent	variable.	Appraisal	values	for	taxation	are	believed	to	be	similar	
to	such	values,	as	the	instruction	for	valuators	states	that	the	appraisal	value	should	
14 IBIS	lists	different	measures	for	the	surface	of	an	industrial	site.	The	one	used	here	to	calculate	the	
average	property	value	of	a	site	is	the	surface	that	is	actually	in	use	by	firms.	This	thus	excludes	public	
space, roads and land that was serviced, but was not yet sold to end users.
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Table 3.1   Descriptive	statistics	of	the	variables	included	in	the	model.
Variable name Operational description Categories (when applicable) 
Reference categories in bold
Mean Standard  
deviation
Source
Dependent variable
Average property value Average industrial property value (in € per hectare) on site - € 92,993 € 179,430 CBS & IBIS
Explanatory variables
Physical characteristics of industrial sites
Type of industrial site Dummy	variable	for	type	(and	proxy	for	appearance)	of	industrial	site Mixed-use
Industry
Transport
Consumer services
Financial and business services
Miscellaneous 
69%
17%
6%
5%
2%
1%
- LISA & IBIS
Sea port Dummy variable for sea port - - - IBIS & PBL
Accessibility road Travelling	time	(in	minutes)	to	nearest	motor	way	exit - 6.5 5.4 NAVTEQ
Accessibility public transport Distance in meters to nearest bus stop - 409 347 Public Transport Authority
Accessibility water Amount	of	10x10	meter	grid	cells	of	water	within	500	meter	radius - 424 621 Top 10 Vector (Kadaster)
Located along motorway Dummy variable. Equals 1 when motorway intersects with industrial site - - - National	Roads	Database	&	IBIS
Distance from centre 
 municipality
Distance in meters from centre of municipality in which industrial site is located - 2,664 1,983 CBS
Distance from CBD Distance	in	meters	from	nearest	CBD	(22	largest	urban	agglomerations) - 19,270 14,864 CBS
Age Dummy variable for the decade in which industrial site was developed 1950s and before
1960s
1970s
1980s
1990s
2000s
24%
19%
18%
22%
14%
2%
Topographical maps
Nuisance housing Amount	of	10x10	meter	grid	cells	with	land	use	‘housing’	within	500	meter	
radius
- 1,487 1,409 CBS
Nuisance open space Amount	of	10x10	meter	grid	cells	with	land	use	‘open	space’	within	500	meter	
radius
- 2,777 1,967 CBS
Regional economic characteristics
Region Dummy variable for part of the country in which the industrial site is located Centre (Randstad)
Intermediary zone
Periphery
30%
33%
37%
- PBL 
Density Number of addresses within 1 kilometre radius - 664 709 CBS
Urbanisation	rate Dummy variable for type of municipality in which industrial site is located Urban	agglomeration
Suburban 
Other
19%
17%
64%
- CBS
Economic trends
Year Dummy variable for year 1997	–	2008 - -
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represent	transaction	prices	(Waarderingskamer,	2011).15 It is therefore assumed that 
appraisal value is a good indicator of the property values that are commonly used in 
hedonic price studies, i.e. (listed) selling prices and rents. Derbes (2002) actually 
provides	 an	 argument	 to	 use	 appraisal	 value	 over	 transaction	 prices:	 “(…) viable, 
profitable manufacturing plants seldom sell, since owners usually retain them until 
they become unprofitable. When they do sell, the sale is usually a total enterprise that 
includes machinery, equipment, patents and other intangibles. The allocation of assets 
in such cases becomes extremely difficult” (Derbes, 2002, p. 40). 
Explanatory variables
In	section	3.2	it	was	mentioned	that	in	hedonic	pricing	literature	the	physical	charac-
teristics	of	individual	property	normally	account	for	a	large	part	of	the	explanation	of	
the prices of individual property.  Since the level of analysis here is the industrial site, 
we	focus	on	physical	characteristics	of	the	industrial	site	instead.	The	relationships	
between	various	explanatory	variables	and	the	dependent	variable	will	be	hypothesised	
here. All variables have reference categories as listed in table 3.1. 
	 With	a	few	exceptions	all	explanatory	variables	were	calculated	for	every	year	in	
the period under research. This is necessary for variables such as nuisance, type of 
industrial site, density and accessibility since these are subject to change. The variables 
region,	urbanisation	rate,	and	age	(defined	as	the	period	in	which	an	industrial	site	
was	 developed,	 see	 below)	 are	 (much	more)	 static	 and	 are	 assumed	 not	 to	 have	
changed	within	the	period	under	research.	For	the	type	of	industrial	site	for	example,	
yearly	 values	were	 calculated	 by	 linking	 the	 geographical	 information	 in	 IBIS	 to	 a	
database	with	addresses	of	individual	firms	which	contains	information	on	the	type	
of	 economic	 activity	 of	 the	 company.	 Based	 on	 the	 types	 of	 firms	 located	 at	 an	
industrial	 site,	a	classification	of	 types	of	 industrial	 sites	was	made	 for	every	year.	
Similar methods were applied to calculate yearly values for other variables.  
15	 The	 valuation	 techniques	 for	 all	 property	 that	 is	 appraised	 for	 taxation	 under	 the	 so	 called	 Real	
Property Act (Wet Onroerende Zaken or WOZ)	which	was	first	introduced	in	1997	will	be	elaborated	
here	shortly.	Since	2007	property	is	appraised	annually,	from	1997	till	2004	this	was	done	once	every	
four years and between 2004 and 2006 the appraisal was done bi-annually. During these periods, 
the	appraised	value	was	only	corrected	for	inflation	and	not	for	redevelopment	or	extensions.	For	
industrial	and	business	property	the	method	used	for	appraisal	is	based	on	known	transactions	of	
similar	properties	within	the	municipality.	Some	types	of	industrial	property	with	few	transactions	
(for	 example	 energy	 plants,	 hospitals,	 waste	 processing	 plants,	 schools	 etc.)	 are	 appraised	 by	
calculating	the	replacement	costs	of	the	property.	Although	this	method	will	result	in	property	values	
which	are	not	affected	by	obsolescence	(nor	deterioration)	this	will	not	influence	our	results	since	
they only make up a small number in our database. There are two reasons for this. First, outliers were 
defined	and	a	considerable	number	of	these	types	of	properties	have	(very)	high	replacement	costs.	
Second	additional	research	shows	that	only	a	very	small	percentage	of	the	properties	are	schools,	
hospitals and the like. Results of this analysis are available upon request.
 Not all variables were available for every year in the period under research. For 
the variables accessibility, water, centrality and located along motorway data was 
available for the years 1997, 2002 and 2008. The values for missing years were 
calculated assuming a moving average when changes had taken place between two 
years, to allow for yearly analysis with all variables included.
Physical characteristics of the industrial site
Physical	characteristics	of	the	industrial	site	that	are	included	in	the	analysis	are	‘type	
of	industrial	site’,	‘seaport,	‘accessibility’,	‘nuisance’,	‘centrality’,	‘age’	and	an	interaction	
variable of ‘type of industrial site’ and ‘accessibility’. 
	 Six	different	types	of	industrial	sites	are	distinguished:	‘industry’,	‘mixed-use’,	
‘transport’,	 ‘consumer	 services’,	 ‘business	 and	 financial	 services’	 and	 ‘miscellaneous’.16 
Mixed-use	industrial	sites	are	the	reference	category	for	this	variable.	We	expect	that	
‘business	and	financial	services’,	‘consumer	services’	and	‘miscellaneous’	will	have	a	
higher	average	property	value	vis-à-vis	 ‘mixed-use’	sites	as	firms	that	are	typically	
located on these types of industrial sites will have higher demands regarding 
accessibility,	representativeness	and	other	value-adding	characteristics.	The	opposite	
is	 expected	 to	 be	 true	 for	 owners	 of	 property	 at	 ‘industry’	 and	 ‘transport’	 sites.	
Therefore,	the	coefficients	for	these	categories	are	expected	to	show	a	negative	sign.	
Secondly, a dichotomous variable is added to the model to control for sea ports. The 
identification	of	sea	ports	is	based	on	the	same	existing	database	that	was	mentioned	
above	(additional	corrections	were	carried	out	by	researchers	from	PBL	Netherlands	
Environmental	Assessment	Agency	to	identify	sea	ports	more	thoroughly).	Sea	ports	
do	not	 belong	 to	one	of	 the	 categories	 of	 types	of	 industrial	 sites	 since	 the	firms	
located at sea ports could be anything ranging from transport to heavy industrial. Sea 
ports	could	thus	be	characterised	as	either	transport,	industry	or	mixed	use.	Still,	sea	
ports	have	certain	distinct	characteristics	(such	as	a	low	density)	that	influence	the	
average property value that can be controlled for via the inclusion of this variable. 
	 The	third	explanatory	variable	in	our	model	is	‘accessibility’.	Three	categories	are	
distinguished.	Accessibility	by	road	is	measured	in	travelling	time	in	minutes	to	the	
nearest	motorway	exit.17 The second category is ‘accessibility by public transport’. 
This	category	is	defined	as	distance	in	meters	from	the	nearest	bus	stop.	An	increasing	
distance	from	a	motorway	exit	or	bus	stop	is	expected	to	have	a	negative	effect	on	
16	 Although	most	types	are	straightforward,	the	categories	‘mixed-use’	and	‘miscellaneous’	need	some	
extra	explanation.	‘Mixed-use’	refers	to	a	mix	of	different	types	of	businesses,	rather	than	a	mix	of	
different	 land	uses	such	as	 residential,	 shopping,	etc.	 ‘Miscellaneous’	 refers	 to	a	final	category	of	
industrial	sites	that,	based	on	the	types	of	firms	located	there,	mostly	houses	schools,	hospitals	and	
government services.
17 The	travelling	time	is	calculated	as	the	travelling	time	from	each	individual	property	divided	by	the	
total	amount	of	properties.	This	is	called	the	average	travelling	time	(of	the	industrial	site).	The	same	
goes	for	all	variables	that	are	defined	in	terms	of	distance,	unless	mentioned	otherwise.
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the	average	industrial	property	value,	which	means	that	a	negative	sign	is	expected	
for both categories of this variable. A third category is presence of water. The amount 
of	open	water	(measured	in	10x10	meter	grid	cells)	within	a	500	meter	radius	of	the	
industrial site is determined using topographical maps. The presence of water is 
expected	to	affect	average	property	values	positively	since	it	is	seen	as	a	proxy	for	an	
extra	means	of	transport.
	 ‘Located	 along	 a	 motorway’	 is	 the	 next	 variable	 included	 in	 the	 model.	 This	
dichotomous variable takes value 1 if the industrial site intersects with a motorway. 
Note	that	a	location	along	a	motorway	does	not	automatically	mean	that	the	location	
is	 very	well	 accessible;	 the	 exit	 of	 the	motorway	 does	 not	 necessarily	 have	 to	 be	
nearby.18  
	 The	location	of	property	relative	to	a	central	place	such	as	a	city	centre	is	studied	
by	different	authors.	For	industrial	property	the	relationship	is	not	always	straightfor-
ward.	Although	a	central	location	can	have	advantages	such	as	agglomeration	effects,	
for industrial sites, being located further away from the centre of a municipality 
might have advantages when it comes to e.g. accessibility. This ambiguity seems less 
apparent	for	offices	or	residential	property.	Ryan’s	study	seems	to	confirm	this:	“In 
terms of industrial properties [as	opposed	to	offices], the overall results demonstrate 
that transport access may be weaker than localisation benefits” (Ryan 2005, p. 763). 
Dunse	and	Jones	(2005a;	2005b)	found	a	negative	correlation	between	industrial	rent	 
and	distance	from	nearest	large	town.	Following	these	conclusion	we	expect	a	negative	
sign for both distance to CBD and centre of municipality.
 Topographical maps were also used to determine the age of an industrial site. 
The	present	location	of	every	industrial	site	was	researched	on	historical	topographical	
maps that were updated roughly every decade. Whenever the historical maps showed 
the	present	location	as	developed,	this	gave	us	information	on	the	decade	in	which	
the	 industrial	 site	 was	 first	 developed.19	 The	 variable	 ‘age’	 is	 thus	 defined	 as	 the	
decade	in	which	the	industrial	sites	were	first	developed.	Six	different	age	categories	
were used ranging from ‘1950s and before’ to ‘2000s’, with evenly distributed age 
brackets in between.
	 The	physical	 characteristic	 ‘nuisance’	 is	 included.	Whether	an	 industrial	 site	 is	
hindered	 by	 functions	 surrounding	 it	 is	 determined	 by	 looking	 at	 the	 land	 uses	
surrounding the industrial site. For every industrial site, the presence of the land uses 
‘housing’	and	‘open	space’	(again	in	10x10	meters	grid	cells)	within	a	500	meter	radius	
of an industrial site were determined. Higher levels of housing surrounding the 
18 This	 is	 confirmed	by	a	weak	 correlation	 (-.36)	between	 the	explanatory	 variables	 ‘accessibility	by	
road’ and ‘located along motorway’
19 Note	 that	 on	 some	 sites	 developments	 may	 continue	 after	 this	 date.	 Also,	 redevelopment	 may	
have	 taken	place	 that	have	made	new	developments	possible.	 Still,	 the	decade	 in	which	 the	first	
development took place is a good indicator for the age of the industrial site as a whole.
industrial	site	are	expected	to	have	a	negative	relation	with	average	property	value.	
Conversely,	a	positive	sign	is	expected	for	the	category	‘open	space’.	
	 The	final	physical	characteristic	 that	was	 included	 is	an	 interaction	variable	of	
‘type of industrial site’ and ‘accessibility via road’. The importance of accessibility can 
differ	between	types	of	firms.	It	is	expected	that	the	relationship	between	accessibility	
and	property	value	will	be	stronger	for	industrial	sites	dominated	by	logistical	firms	
than	for	other	uses	since	these	firms	appreciate	accessibility	better	than	other	types	
of	firms.	This	variable	was	added	to	research	the	different	influence	that	accessibility	
may	have	on	the	value	of	properties	located	on	the	various	types	of	industrial	sites.
Regional economic characteristics 
Regional	economic	variables	 included	 in	the	model	are	 ‘region’,	 ‘urbanisation	rate’	
and	‘density’.		As	mentioned	before,	we	distinguish	between	three	different	regions	in	the	
Netherlands	based	on	economic	significance:	Randstad	(the	economic	heartland	of	
the	Netherlands),	an	intermediary	zone,	and	the	periphery	(see	figure	3.1).	This	division	is	
based	on	quantile	scores	of	the	number	of	jobs	in	municipalities.	For	an	earlier	version	
and	more	information	on	the	methods	see	van	Oort	(2004).	Considering	the	economic	
difference	 between	 these	 three	 parts	 of	 the	 Netherlands	 it	 is	 expected	 that	 the	
average industrial property values will be highest in the central region, followed by 
the	intermediary	zone	and	the	periphery,	respectively.	
Also,	the	‘urbanisation	rate’	is	included	in	the	model.	Three	different	categories	are	
distinguished:	urban	agglomeration,	suburban,	and	other.	CBS	provides	the	definitions	
that	were	used	to	characterise	the	municipalities.	CBS	has	defined	22	urban	agglomerations	
throughout	the	Netherlands,	based	on	morphological	characteristics,	population	and	
amount	of	jobs	(for	the	exact	definitions	see:	CBS,	2005).	The	municipalities	that	are	
located	just	outside	the	urban	agglomeration	are	labelled	as	suburban.	The	remaining	
municipalities	 are	 classified	 as	 other	municipalities.	 Average	 industrial	 property	 values	 
are	believed	to	be	highest	in	urban	agglomerations,	followed	by	suburban	and	other	
municipalities	respectively.
	 The	final	 regional	economic	variable	 that	 is	 included	 in	 the	model	 is	 ‘density’.	
Again,	this	variable	is	defined	by	CBS	and	measures	the	number	of	addresses	within	a	
1 kilometre radius of the industrial site. An average density of addresses was calculated 
for	every	industrial	site,	using	the	method	mentioned	before.		
Economic trends
A year dummy was included in the model to control for general economic trends. 
Economic trends for industrial sites in the Netherlands have been described by Louw 
et al.	(2004).	Following	their	study,	we	expect	average	industrial	property	values	to	
increase annually compared to the reference year 1997. Furthermore, based on data 
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of	 sales	 of	 industrial	 property	 (Vastgoedmonitor,	 2012)	 we	 expect	 a	 bust	 in	 the	
coefficients	for	the	years	2003-2006.		
3.3.3 Model specification
The	above	 leads	to	the	following	functional	form	of	our	model	(see	table	3.2	for	a	
description	of	variables):
a = 1 b = 1
N N
where:
ln PVit
Natural logarithm of the average industrial property value (in € per hectare) on site 
(i) in year (t)
a = 1
N
Physical	characteristics	of	site	(i)	in	year	(t)	(type	of	industrial	site,	sea	port,	accessibility	
road, accessibility public transport, accessibility water, located along motorway, 
distance from centre municipality, distance from CBD,  age, nuisance housing, nuisance 
open	space,	type	of	industrial	site	x	accessibility	via	road)
b = 1
N
Regional	economic	characteristics	in	region	(r)	in	year	(t)	(region,	urbanisation	rate,	
density)
ETt
Economic trend in year (t)
The dependent variable was transformed using a natural logarithm. Although the 
literature is ambiguous on which method should be applied as this depends on the 
specific	 situation	 (Malpezzi,	 2003),	 for	 this	 study	 a	 semi-logarithmic	 model	 was	
chosen.	The	main	reason	for	this	is	that	it	allows	easy	interpretation	of	the	coefficients	
of	the	explanatory	variables.	These	can	be	interpreted	as	the	change	in	value	in	terms	
of	percentages	when	the	explanatory	variable	increases	with	one	unit	(for	more	on	
the	advantages	of	a	semi-logarithmic	model	see:	PBL,	2009a).	Multicollinearity	is	a	
common problem when applying hedonic price models. To test for this, we follow 
Figure 3.1   Three designated regions of the Netherlands.
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Belsley, Kuh and Welsch (2004)	and	calculate	the	variance	inflation	factors	(VIF)	of	all	
explanatory	variables	included	in	the	model.	The	results	of	this	analysis	show	that	our	
findings	will	not	suffer	from	multicollinearity.
3.3.4 Results of the analysis
In	this	section,	the	results	of	our	OLS	model	will	be	presented.	The	individual	coefficients	
of the variables are listed in table 3.2, along with the change in average property value 
in terms of percentages. Note that although year dummies were included in the model 
to	account	for	economic	trends,	these	were	excluded	from	presentation	to	increase	the	
readability	of	table	3.2.	The	coefficients	of	the	year	dummies	are	discussed	below.
 Our model includes more than 27,000 cases for the period under research. The 
variables	included	in	our	model	explain	37%	of	the	variation	of	the	average	industrial	
property	value	on	the	industrial	sites	in	our	dataset.	The	overall	explanatory	value	of	
the model is 0.370 (adjusted R square) which is considered reasonable taking into 
consideration	property	specific	characteristics	are	not	included	(See	Nitsch,	2006	for	
a	similar	argumentation	in	a	study	on	the	influence	of	location	factors	on	office	rents).	
A	first	 closer	 look	at	our	explanatory	variables	 shows	 that	almost	all	 variables	are	
significant	at	the	1%	level.	At	this	level	of	significance,	there	is	sufficient	evidence	that	
the variables ‘type of industrial site’, ‘water’, ‘age’, ‘nuisance’, ‘region’ and ‘density’ 
influence	the	average	property	value	of	industrial	sites.	The	variables	‘accessibility’,	
‘sea	port’	and	‘located	along	motorway’	are	significant	at	the	5%	level.	Two	of	the	
interaction	variables	show	to	be	significant	at	the	5%	level.	In	terms	of	the	expected	
Table 3.2   Results of the OLS regression.
Dependent variable: natural logarithm of average industrial property value (per hectare) 
on industrial site 
B t % value
Constant 9.311 96.73 -
Physical	characteristics	of	industrial	sites
Type of industrial site (0/1)
Mixed	industrial-business	(ref)
Industry
Transport
Consumer services
Financial and business services
Miscellaneous
-
0.120**
0.514*
0.890*
0.794*
1.130*
-
2.340
7.620
9.220
8.140
7.440
12.7%
67.2%
144%
121%
209%
Sea port (0/1) -0.356** -2.130 -30.0%
-Accessibility
By road (in minutes)
By public transport (in km)
Water (ha within 500m radius)
-0.016*
-0.107*
0.026*
-2.890
-2.870
8.260
-1.6%
-10.2%
2.6%
Located along motorway (0/1) 0.107** 2.210 11.3%
Centrality
Distance from centre municipality (in km)
Distance from nearest CBD (in km)
0.088
-0.001
0.094
-0.850
-
-
Age (0/1)
1950s and before
1960s
1970s
1980s
1990s (ref)
2000s
-0.671*
-0.488*
-0.426*
-0.212*
-
0.322*
-11.690
-8.680
-7.630
-4.180
-
3.520
-48.9%
-38.1%
-34.7%
-19.9%
-
38.0%
Nuisance
Presence of housing (ha within 500m radius)
Presence of open space (ha within 500m radius)
0.034*
0.029*
19.300
22.350
3.5%
2.9%
Density (addresses per ha) 0.015* 3.910 1.5%
Type of industrial site x accessibility by road
Mixed	industrial-business	–	accessibility	by	road	(ref)
Industry	–	accessibility	by	road
Transport	–	accessibility	by	road
Consumer	services	–	accessibility	by	road
Financial	and	business	services	–	accessibility	by	road
Miscellaneous	–	accessibility	by	road
-
0.010
-0.004
-0.028*
-0.026**
-0.018
-
1.580
-0.550
-2.920
-2.110
-1.040
-
-
-
-2.8%
-2.6%
-
Table 3.2   Continued.
B t % value
Regional	economic	characteristics
Region(0/1)
Centre (Randstad)
Intermediary zone (ref)
Periphery 
0.255*
-
-0.164*
5.570
-
-3.960
29.0%
-
-15.1%
Urbanisation rate (0/1)
Urban	agglomeration
Suburban
Other (ref)
0.088
-0.056
-
1.450
-1.170
-
-
-
-
N = 27,141
Adj. R2= 0.370 
*	significant	at	the	1%	level	**	significant	at	the	5%	level
Notes:	1.	Standard	errors	are	corrected	to	account	for	multiple	observations	of	industrial	sites	over	time
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signs,	only	nuisance	related	to	the	presence	of	housing	does	not	show	the	expected	
sign.	The	variables	that	do	not	significantly	influence	the	average	property	value	are	
‘urbanisation	rate’	and	both	categories	of	the	centrality	variable.	Below,	some	of	the	
most notable results are discussed in more detail.
	 The	 coefficients	 of	 the	 year	 dummies	 show	 the	 expected	 signs	 and	 patterns.	
Coefficients	roughly	show	the	expected	signs,	although	compared	to	the	reference	
year	 1997	 the	 first	 three	 years	 show	 a	 negative	 sign.	 The	 years	 in	which	 periodic	
appraisals (2001, 2005 and 2007) were done can be recognised in shocks in the 
coefficients.	Although	the	coefficients	do	not	show	the	expected	bust	 in	 the	years	
2003-2006	they	appear	to	reflect	inflation	and	corrections	in	value	due	to	extensions.	
If	we	take	a	closer	look	at	the	individual	explanatory	variables,	the	first	notable	results	
are	 the	 large	 differences	 in	 average	 value	 in	 terms	 of	 percentages	 between	 the	
categories of the variable ‘type of industrial site’. Miscellaneous sites have the highest 
property	values,	with	a	difference	of	209%	compared	to	mixed	use	sites.	Sites	that	
are	 dominated	 by	 consumer	 services	 and	 financial	 and	 business	 services	 	 show	 a	
difference	of	144%	and	121%	respectively.	Also	transport	sites	and	sites	dominated	by	
industrial	firms	show	higher	average	property	values	than	mixed	use	sites,	with	more	
than	67%	and	12%	respectively,	although	a	negative	sign	was	expected	for	these	two	
categories.	The	small	number	(only	2%)	of	miscellaneous	sites	in	the	dataset	might	be	
an	 explanation	 for	 the	 relatively	 high	 value	 this	 category	 shows.	 The	 method	 of	
appraisal	that	is	most	commonly	used	for	properties	typically	located	at	this	type	of	
industrial	site	might	also	have	added	to	the	high	value	for	this	particular	category.	
Mixed-use	industrial	sites	are	plentiful	in	the	Netherlands	(this	type	makes	up	almost	
30%	of	the	sites	in	the	dataset)	and	this	type	represents	by	far	the	lowest	average	
property	 values.	 Specialisation	 and	 clustering	 of	 similar	 economic	 activities	 on	
industrial	sites	appears	to	be	related	to	higher	average	property	values,	 indicating	
agglomeration	externalities.	Higher	average	property	values	are	frequently	mentioned	as	
a goal in redevelopment plans for declining urban areas. This means that for policy 
makers	it	can	be	interesting	to	regulate	the	types	of	firms	to	be	located	at	a	certain	
site	when	developing	new	sites	or	redeveloping	existing	ones.
	 The	coefficients	and	corresponding	changes	in	value	of	the	accessibility	variables	
are somewhat contrary to the conclusions by Ryan (2005). Accessibility by public 
transport	 and	 road	both	 show	 the	 expected	negative	 signs,	 indicating	 that	 access	
indeed	significantly	influences	the	average	value	of	industrial	sites,	whereas	Ryan’s	
results	suggested	a	negative	relationship	between	accessibility	via	road	and	property	
value.	 However,	 our	 results	 are	 similar	 to	 the	 conclusions	 on	 the	 influence	 of	
accessibility via road by e.g.  Sivitanidou and Sivitanides (1995), Dunse et al. (2004) 
and	Dunse	and	Jones	(2005).	Accessibility	via	water	has	a	positive,	although	small,	
influence	on	average	property	value.	This	appears	 to	 indicate	that	firms	value	this	
extra	form	of	accessibility.		
	 As	 was	 expected,	 visibility	 from	 a	 motorway	 has	 a	 positive	 influence	 on	 the	
average	value	of	an	industrial	site.	When	new	industrial	sites	are	planned,	a	location	
that	is	visible	from	a	motorway	can	be	favourable	from	the	perspective	of	achieving	
the	 highest	 property	 values	 possible	 (for	 that	 reason,	 industrial	 firms	 usually	 pay	
higher	prices	for	purchasing	the	land).	A	downside	to	this	 is	that	 locations	that	are	
visible	 from	 the	 motorway	 are	 often	 greenfield	 locations.	 For	 the	 Netherlands,	
developing	new	industrial	sites	on	greenfield	locations	adds	to	the	loss	of	open	space	
and	is	believed	to	have	a	harmful	effect	on	the	landscape	(PBL,	2009b).		
 Both categories of centrality, distance from CBD and distance from centre of 
municipality,	do	not	show	significant	results.	A	possible	explanation	is	the	overlap	between	
these	variables	and	density.	Also,	the	linkages	between	location	and	accessibility,	as	
were	elaborated	by	Ryan	(2005)	are	interesting	to	research	more	thoroughly.	
	 The	coefficients	of	 the	distinguished	age	classes	 show	 the	expected	 signs	and	
pattern.	This	is	in	line	with	hedonic	pricing	studies	on	individual	property,	where	age	
is	an	important	explanatory	variable	in	many	studies	(see	e.g.	Buttimer	et al., 1997; 
Jackson, 2002; Dunse et al., 2004). From the results it can be concluded that the 
earlier the industrial site was developed, the lower the average property values are. 
The	changes	in	value	are	not	completely	similar	between	decades,	indicating	that	industrial	
sites	from	certain	decades	have	lower	average	property	values.	An	important	explanation	
for lower average property values on older sites is the decrease in value because of 
decline20.	Industrial	sites	developed	in	the	1970s	show	relatively	high	property	values	
compared	to	sites	developed	in	the	1960s	with	only	4%	difference	in	value	between	
these	two	decades.	The	difference	between	sites	from	the	1970s	and	1980s	however	
is	almost	15%.	The	same	goes	for	industrial	sites	developed	in	the	1980s	with	almost	
20%	difference	in	average	property	value	compared	to	the	reference	category	1990s.	
This indicates that especially industrial sites from the 1970s and 1980s represent 
relatively	low	average	property	values.	We	do	not	have	a	proper	explanation	for	this,	
other	than	that	we	can	speculate	that	the	initial	quality	of	the	buildings	that	was	built	
in	this	time	was	significantly	lower	than	in	earlier	and	later	periods.
 The signs of the variables that were included in the model to research the 
influence	of	nuisance	are	ambiguous.	Both	land	use	‘open	space’	and	‘housing’	have	
a	positive	effect	on	the	dependent	variable.	However,	the	expectation	was	that	the	
presence	of	housing	and	the	nuisance	for	residents	could	turn	into	a	negative	location	
aspect	for	firms,	reflected	in	lower	average	property	values.	More	thorough	research	
of	 the	 relationship	 between	 the	 average	 property	 value	 of	 an	 industrial	 site	 and	
surrounding	land	uses	is	needed	to	get	more	understanding	of	how	these	affect	one	
another. 
20	 Although	the	relation	between	decline	and	decrease	in	value	can	be	debated	extensively,	for	here	we	
assume that age in general is the most important driver of decline.
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	 The	region	in	which	an	industrial	site	is	situated	has	a	significant	effect	on	average	
property	 value.	 In	 line	 with	 the	 expectations	 values	 are	 highest	 in	 the	 Randstad,	
followed	by	the	intermediary	and	peripheral	zones	respectively.	Also	density	shows	
the	expected	sign;	a	higher	number	of	addresses	in	the	vicinity	of	the	industrial	site	
has	 a	 positive	 effect	 on	 the	 average	 property	 value	 of	 the	 site.	 Finally,	 for	 the	
urbanisation	rate	we	did	not	find	a	significant	relation	with	the	dependent	variable.	
The regression results for this variable indicate that average property values for 
industrial	sites	do	not	differ	between	urban	agglomerations,	suburban	municipalities	
and	other	municipalities.	The	differences		between	regions	appear	not	to	be	present	
at	 this	 spatial	 level,	 indicating	 that	 a	 location	 in	 an	 urban	 agglomeration	 vis-à-vis	
suburban	and	other	municipalities	does	not	have	the	same	advantages	as	a	location	
in the Randstad vis-à-vis the intermediary and peripheral zone.
	 The	interaction	variables	of	type	of	industrial	site	and	accessibility	by	road	were	
included	in	the	model	to	research	how	the	value	of	different	types	of	industrial	sites	
benefit	 from	accessibility.	The	coefficients	of	 consumer	and	financial	and	business	
services	are	the	only	two	interaction	terms	that	show	a	significant	difference	from	
the	reference	category	mixed	 industrial-business.	Both	categories	show	a	negative	
sign,	 indicating	 that	 for	 these	 two	 types	 of	 industrial	 sites	 the	 effect	 of	 reduced	
accessibility	on	average	property	value	is	more	severe	than	for	mixed	industrial-busi-
ness.	 The	 effects	 of	 accessibility	 on	 property	 value	 for	 industry,	 transport	 and	
miscellaneous	sites	are	comparable	to	those	for	mixed	industrial-business,	although	
it	was	 expected	 that	 accessibility	would	 be	more	 important	 for	 transport	 sites	 as	
compared to the reference category. 
 Summarising the most important conclusions, we conclude that the highest 
average property values of industrial sites in the Netherlands can be found in the 
Randstad.	Sites	dominated	by	public	services,	hospitals	and	educational	facilities	(i.e.	
miscellaneous sites) show the highest average values, followed by sites that are 
characterised	as	consumer	services	sites	and	financial	and	business	services	sites.	A	
location	along	a	motorway	leads	to	an	average	11%	higher	average	property	value	as	
compared to sites that are not visible from the motorway. Industrial sites that were 
developed	recently	show	the	highest	average	property	values	and	the	coefficients	
indicate	that	the	value	of	industrial	sites	decreases	with	age.	The	influence	of	other	
functions	close	to	 industrial	sites	 is	ambiguous,	with	both	the	presence	of	housing	
and	open	space	showing	a	positive	influence	on	the	property	value	of	an	industrial	
site.	The	analysis	shows	mixed	results	when	it	comes	to	differences	in	the	contribution	
of	accessibility	via	road	between	different	types	of	industrial	sites	with	most	of	the	
interaction	variables	showing	insignificant	coefficients.	Firms	that	attract	customers	
such	 as	 consumer	 and	 financial	 and	 business	 services	 do	 appear	 to	 appreciate	
accessibility. 
3.4. Conclusions and further research
3.4.1 Conclusions
Bryson (1997) argues that urban areas represent a certain value, which may change 
over	time.	The	first	goal	of	this	paper	was	to	analyse	which	variables	influence	this	
value	of	urban	areas.	To	 identify	relevant	variables,	we	used	a	method	inspired	by	
classic hedonic pricing studies. Moreover, we wanted to test whether this method 
that	is	conventionally	used	in	studies	of	individual	property,	can	also	be	applied	in	a	
meaningful way at the level of urban areas, notably industrial sites in the Netherlands.
 In our study we considered the average property value of industrial sites to be an 
adequate	 representation	 of	 the	 value	 of	 this	 type	 of	 urban	 area.	 We	 used	 OLS	
regression	to	 identify	the	relevancy	of	three	categories	of	explanatory	variables	 in	
the	period	1997-2008:	physical	characteristics	of	the	industrial	site,	regional	economic	
characteristics,	and	general	economic	trends.	The	selection	of	variables	to	be	included	
in our model was based on the hedonic pricing literature of (industrial) property. 
 By and large, the results of the analysis appear to be in line with our hypotheses 
that	 were	 based	 on	 existing	 hedonic	 pricing	 literature.	 Both	 regional	 economic	
	characteristics	and	physical	characteristics	of	the	urban	area	itself	have	the	hypothesised	
significant	influence	on	the	value	of	the	industrial	sites	under	research.	From	this	we	
conclude	that	the	findings	of	this	paper	generate	meaningful	insight	into	the	factors	
that	influence	the	average	property	value	of	industrial	sites.	Our	most	notable	findings	
concern the variables ‘age’, ‘accessibility by road’ and ‘located along motorway’, which is 
in	line	with	the	literature.	Furthermore,	the	expected	regional	economic	differences	
in	average	property	value	are	reflected	in	the	coefficients	of	the	three	distinguished	
regions	of	the	Netherlands.	Apart	 from	the	aforementioned	confirmatory	findings,	
we	also	obtained	outcomes	that	differ	from	what	we	would	have	expected	based	on	
the	existing	literature.	The	variables	‘centrality’	(both	distance	to	CBD	and	distance	to	
centre	municipality)	and	‘urbanisation	rate’	do	not	significantly	influence	property	values.	
The	results	for	both	of	these	variables	could	be	studied	more	extensively	in	relation	
to	the	accessibility	of	a	location.	Although	not	completely	in	line	with	our	expectations,	
the results of the analysis for the variable ‘type of industrial site’ add new insights to 
the	 existing	 literature:	 the	 influence	 that	 the	 composition	 of	 firms	 located	 on	 an	
industrial site can have on the average property value has not been researched much 
in	 the	urban	and	property	 literature.	 Literature	on	agglomeration	economies	could	
help	 to	 further	 interpret	 these	findings.	 ‘Mixed-use’	 sites	 show	 the	 lowest	 average	
property	values	and	at	the	same	time	make	up	a	substantial	part	(69%)	of	all	industrial	
sites	in	the	Netherlands.	Specialisation	in	terms	of	the	composition	of	firms	located	on	 
an	industrial	site	appears	to	have	a	positive	influence	on	the	average	property	value	
with specialised types of industrial sites, such as ‘transport’ and ‘consumer services’, 
showing	significantly	higher	average		property	values.	
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	 These	insights	are	useful	for	policy	makers	involved	in	urban	regeneration	and	
are applicable to urban areas that face decline. For now, we have chosen to use 
industrial sites in the Netherlands as a case study, since industrial sites in the 
Netherlands	have	received	considerable	attention	because	of	rapid	decline	(van	der	
Krabben	 and	 Buitelaar,	 2011).	 Keeping	 property	 values	 at	 a	 high	 level	 is	 often	 an	
explicit	goal	of	urban	policies	such	as	regeneration.	The	outcomes	of	this	study	can	be	
useful	for	policy	makers		since	it	provides	insight	into	the	factors	that	affect	the	value	
of	an	urban	area	as	a	whole,	contrary	to	a	more	narrow	focus	on	factors	that	influence	
individual	property	value.	This	broader	perspective	can	be	of	particular	interest	since	
it	provides	information	on	property	value	at	a	spatially	relevant	level,	i.e.	the	level	at	
which	the	outcomes	of	processes	such	as	urban	decline	and	gentrification	are	notable	
and	could	be	influenced.	For	instance	via	the	aforementioned	specialisation	of	types	
of	firms	to	be	located	at	newly	developed	or	regenerated	industrial	sites.	
 
3.4.2 Directions for further research
This	study	shows	important	relations	between	locational	characteristics	and	regional	
economic	characteristics	on	the	one	hand,	and	average	property	value	of	designated	
urban areas on the other hand. For this study, industrial sites in the Netherlands have 
been	used	as	 a	 case	 study	 to	 test	 the	proposed	method	and	expected	outcomes.	
Further research could concentrate on other urban areas that face processes such as 
decline	 and	 gentrification.	More	 insight	 into	what	 causes	 the	 differences	 in	 value	
between	 urban	 areas	 could	 result	 in	 more	 successful	 regeneration	 policies	 for	
example,	or	could	even	help	to	prevent	urban	areas	from	declining.	
	 Future	work	will	be	aimed	at	 the	construction	of	an	 index,	based	on	property	
values, that allows us to gain insight into the process of decline of urban areas. While 
constructing	 this	 indicator	 there	 are	 a	 few	 factors	 that	will	 have	 to	 be	 taken	 into	
account. The idea that neighbourhoods go through life-cycles was introduced by 
Hoover	and	Vernon	(1959)	and	recently	applied	theoretically	to	industrial	sites	in	the	
Netherlands by Louw et al. (2004). If we assume that during the phases of the life 
cycle the average property value of an industrial site increases with growth, stabilises 
over	time	and	eventually	falls,	this	would	mean	that	we	must	consider	in	more	detail	
the changes in average property values. In this regard, it seems safe to assume that 
the average property value of an industrial site will be at its lowest point at the 
moment that the site has reached the end of its life cycle. However, one could argue 
that	decline	is	most	severe	right	after	the	phase	of	stabilisation,	when	the	average	
property value (according to the life cycle) will fall sharply. These and other challenges 
will also be topic of future research.
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4.1  Introduction
In	economic	geography	arguably	one	of	the	most	studied	questions	is	what	causes	
spatial	differences	in	economic	growth?	This	paper	takes	up	this	topic	by	analysing	
economic	growth	on	 industrial	sites.	Hence,	 the	main	question	of	 the	paper:	what	
causes economic growth on industrial sites? Economic growth is studied on many 
different	spatial	units.	Ranging	from	the	macro	level	(Barro,	1991;	Davoodi	and	Zou,	
1998; Krugman, 1991; Fujita et al., 1999) to regions (Frenken et al., 2007; Terkla and 
Doeringer,	1991)	and	from	cities	or	metropolitan	areas	(Glaeser	and	Gyourkou,	2005;	
Glaeser et al., 1992; Glaeser et al., 1995; Stansel, 2005; Audretsch, 1998; Henderson et 
al.,	1995)	to,	at	the	micro	level,	the	growth	of	individual	firms	(Audretsch	and	Dohse,	
2007;	Hoogstra	and	van	Dijk,	2004;	Renski,	2008).	An	important	spatial	unit	that	has	
received	 substantially	 less	 attention	 is	 the	 spatial	 unit	 of	 industrial	 or	 commercial	
sites. Analysing economic growth on industrial sites is relevant for at least three 
different	reasons.	
	 First,	 in	 studies	of	 location	 theory,	 a	field	 that	 is	 closely	 related	 to	 studies	on	
economic	growth,	it	is	widely	acknowledged	that		the	aggregation	of	data	means	that	
valuable	 information	 is	 ignored	or	data	 is	distorted	 since	arbitrary	boundaries	are	
used to aggregate data (Koster, 2013; Duranton and Overman, 2005). Analysing 
economic	growth	on	industrial	sites	needs	considerable	less	aggregation	of	data	in	
comparison with studies of growth at the level of  the city, metropolitan area or 
region. Yet, most studies on economic growth, both in terms of conceptual framework 
and	empirical	analyses,	have	studied	large	spatial	units,	such	as	cities,	regions	or	even	
countries.	Most	studies	on	regional	economic	growth	aggregate	firm	level	data	but	
some	authors	argue	that	economic	growth	should	be	studied		at	the	level	of	the	firm,	
without	aggregating	data	 (Audretsch	and	Dohse,	2007).	Following	 them,	we	argue	
that	 economic	 growth	 on	 industrial	 sites	 is	 equally	 interesting	 to	 research.	
Considerable	less	data	aggregation	is	needed,	since	much	data	of	exactly	this	spatial	
unit	exists.	Furthermore,	one	of	the	few	studies	that	does	focus	on	this	spatial	unit	
provides	evidence	 that	 there	are	 indeed	differences	 in	economic	growth	between	
industrial sites (De Vor and De Groot, 2010). Since de Vor and de Groot (2010) do not 
aim	to	explain	these	differences	in	more	detail,	their	work	is	taken	as	a	starting	point	
for this study. 
	 Second,	 it	 is	 relevant	 to	 explain	 differences	 in	 economic	 growth	 on	 industrial	
sites since public debates in the Netherlands (van der Krabben and Buitelaar, 2011; 
Beekmans et al., 2014; Beekmans et al.,	2012)	have	directed	attention	to	problems	
related	to	the	decline	of	industrial	sites,	arguing	that	this	decline	negatively	effects	
the	operations	of	firms	located	on	these	sites.	To	stimulate	economic	growth,	industrial	
sites	have	been	subject	to	costly,	mostly	publicly	funded,	regeneration	programmes.	
There	is	considerable	attention	in	literature	for	similar	debates,	for	instance	on	the	
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criteria	of	blight	that	are	the	basis	of	the	designation	of	Tax	Increment	Finance	(TIF)	
districts, Enterprise Zones (EZ) and deprived neighbourhoods (see e.g. Deas et al., 
2003; Weber et al.,	 2003).	 These	 programmes	 are	 usually	 aimed	 at	 stimulating	
economic growth, both directly through government investments, but also indirectly 
by	stimulating	private	investments.	However,	recent	research	for	the	Netherlands	has	
shown	 that	 the	public	 investments	 for	 regeneration	 are	 ineffective	 and	 inefficient	
(Ploegmakers and Beckers, 2012). To help making these programmes successful and 
stimulate	 efficient	 economic	 growth	 on	 industrial	 sites,	 more	 insight	 into	 what	
influences	economic	growth	is	useful.	
	 Third,	industrial	sites	in	the	Netherlands	account	for	2%	of	the	total	land	area	in	
the	Netherlands	(CBS	Netherlands	Statistics,	2010)	but	they	are	an	important	part	of	
the built environment with about one third of total employment located on these 
types	of	urban	areas	(Planbureau	voor	de	Leefomgeving,	2008).		The	contribution	of	
industrial	sites	to	the	economy	and	with	that,	economic	growth	is	thus	(potentially)	
large.	 Research	 that	 tries	 to	 explain	 differences	 between	 economic	 growth	 on	
industrial	sites	can	provide	useful	information	for	policy	makers	who	aim	to	stimulate	
economic growth.
	 The	 framework	used	 to	answer	 the	main	question	of	 this	paper	builds	on	 the	
work by De Vor and de Groot (2010). For their study on the performance of industrial 
sites	 in	 Amsterdam	 they	 have	 extended	 the	model	 on	 city	 growth	 developed	 by	
Glaeser et al.	(1992).	They	conclude	that	site-specific	fixed	effects	explain	part	of	the	
variation	 in	 economic	 growth	 between	 industrial	 sites.	 Including	 the	 explanatory	
variables accessibility and seaport in their analysis appears to improve the overall 
explanatory	 value	 of	 their	 model,	 but	 they	 do	 not	 elaborate	 on	 other	 possible	
explanatory	variables.	
	 Attention	for	the	influence	of	characteristics	that	are	specific	to	a	site	or	location	
(from	here:	location	characteristics)	is	useful,	since	especially	these	types	of	charac-
teristics	are	potentially	subject	to,	or	the	result	of,	spatial	policies.	This	study	is	an	
attempt	to	provide	insight	into	the	issue	what	factors	influence	economic	growth	on	
industrial sites.  Regression analysis is used on a dataset containing employment 
figures	and	various	location	characteristics	of	all	 industrial	sites	in	the	Netherlands	
for the period 1997-2008. Employment growth is the most commonly used measure 
of	firm	growth.	We	follow	de	Vor	and	de	Groot	 (2010)	and	measure	growth	on	an	
industrial	 site	as	an	aggregation	of	 the	growth	of	firms	 located	on	a	 site.	Possible	
explanatory	variables	are	therefore	also	inspired	by	studies	on	the	growth	of	firms.	
	 The	paper	is	organised	as	follows.	In	the	following	section	a	review	of	studies	on	
economic	growth	is	given.	Based	on	these	studies	explanatory	variables	as	well	as	the	
dependent variable for the empirical model that is used for this research are 
identified.	The	empirical	model	and	dataset	are	presented	in	section	4.3.	Section	4.4	
contains	the	results	of	the	empirical	analysis.	Section	4.5	concludes	by	answering	the	
main	question	of	this	research	and	provides	suggestions	for	further	research	on	the	
topic	of	policies	to	stimulate	economic	growth	and	counter	decline	of	industrial	sites.	
4.2 Literature review
4.2.1  Introduction
Spatial	 concentration	 or	 its	 effects,	 such	 as	 knowledge	 spillovers,	 agglomeration	
externalities	or	clustering	have	drawn	considerable	attention	in	economic	geography	
(Audretsch	and	Dohse,	2007).	The	most	well-known	examples	include	specialisation,	
or	Marshall-Arrow-Romer	(MAR)	externalities	(Romer,	1986;	Marshall,	1890;	Arrow,	
1962)	and	Jacobs	(1969)	externalities,	growth	stimulating	factors	related	to	diversifi-
cation.	New	Economic	Geography	(Fujita	et al., 1999; Krugman, 1991; Krugman, 1998) 
has	 studied	 the	 underlying	mechanisms	 of	 agglomeration	 economies	 (Mao	 et al., 
2014). We follow Audretsch and Dohse (2007) and argue that studies that focus on 
agglomeration	alone	fail	to	penetrate	the	‘black	box	of	urban	space’	and	therefore	do	
not	 explain	 the	 actual	 mechanisms	 influencing	 spatial	 differences	 in	 economic	
growth.	The	role	of	location	in	explaining	economic	growth	is	widely	acknowledged,	
mostly through the inclusion of for instance regional dummies (see e.g. Glaeser et al., 
1995; Stansel, 2005; Barkham et al., 1996). De Vor and Groot (2010) provide evidence 
that the performance of industrial sites, as measured in terms of employment growth 
of	firms	 located	on	 industrial	 sites,	 is	 influenced	by	 site-specific	fixed	effects.	 Like	
Audretsch	and	Dohse	(2007),	they	attribute	these	effects	to	the	existence	of	a	black	
box.	They	have	also	taken	initial	steps	to	open	it,	showing	that	accessibility	and	the	
presence	of	a	seaport	influence	the	performance	of	an	industrial	site.	This	shows	that	
location	characteristics	can	at	 least	partly	explain	differences	 in	economic	growth.	
Below,	studies	on	firm	growth	that	have	paid	attention	to	the	influence	of	location	
characteristics	 in	 explaining	 firm	 growth	 are	 reviewed.	 The	 aim	 of	 the	 present	
literature review is not to present a complete overview of all economic geography 
literature	on	economic	growth,	but	to	provide	us	with	a	set	of	explanatory	variables	
for	a	model	that	helps	explain	economic	growth	of	firms	on	industrial	sites.
4.2.2  Determinants of economic growth
De	Vor	and	de	Groot	(2010)	find	an	uneven	spatial	distribution	of	the	performance	(as	
measured by employment growth) of industrial sites in Amsterdam in the period 
1998-2006,	leading	them	to	introduce	spatial	heterogeneity	as	a	possible	explanation	
for	the	differences	in	economic	growth.	Spatial	heterogeneity	means	variations	over	
space	account	for	differences	in	economic	growth,	or	more	precisely	that	functional	
forms and parameters are not homogenous throughout the data set (Anselin, 1988). 
This	spatial	heterogeneity	can	be	captured	by	including	‘location’s specific character-
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istics’ in the empirical model. Based on visualising the performance of industrial sites 
on	a	map,	de	Vor	and	de	Groot	(2010)	conclude	that	proximity	of	a	motorway	and	
presence	of	a	seaport	are	influential	location	characteristics	that	might	explain	the	
spatial	heterogeneity	in	their	dataset	and	therefore	the	location	specific	characteristics	
accessibility and a dummy variables for seaport are added. From their analysis they 
conclude	 that	 a	 substantial	 part	 of	 the	 variation	 in	 employment	 growth	 between	
industrial	sites	is	explained	by	site-specific	fixed	effects.	Furthermore,	the	addition	of	
these	two	variables	 improved	the	overall	explanatory	value	of	their	empirical	model	
considerably.	Overall,	this	study	is	very	valuable	in	opening	the	black	box	of	explanations	
for	economic	growth,	clearly	showing	that	site	specific,	or	 in	other	words,	 location	
characteristics,	are	important	in	explaining	spatial	differences	in	economic	growth	on	
industrial sites.
	 To	 open	 the	 black	 box	 of	 unobserved	 site-characteristics	 further,	 we	 aim	 at	
including	other	location	characteristics	as	well.	For	this,	studies	on	firm	growth,	the	
lowest	spatial	unit,	are	particularly	interesting.	Location	plays	a	considerable	part	in	
various	research	on	firms,	for	instance	on	location	choice	of	firms	(see	e.g.	Risselada	
et al., 2013; Arauzo-Carod and Manjón-Antolín, 2013) and it is perhaps therefore that 
from	 this	 perspective	 the	 attention	 for	 location	 in	 studies	 on	 firm	 growth	 is	 not	
surprising. Igliori et al.	(2012)	state	that	if	an	explanation	is	that	firms	tend	to	locate	
where	profits	are	highest,	one	should	also	ask	the	question	what	factors	 influence	
local	profitability?	The	studies	reviewed	below	explicitly	take	into	account	location	
characteristics	 in	 explaining	 firm	 growth.	 At	 this	 level,	 in	 theory	 it	 is	 widely	
acknowledged	–	but	mainly	conceptually	and	not	supported	by	empirical	evidence	-	
that	location	characteristics	should	be	taken	into	account	when	studying	growth	of	
firms	(Hoogstra	and	van	Dijk,	2004).	Audretsch	and	Dohse	(2007)	in	their	empirical	
study	on	 the	growth	of	new	 technology	firms	 in	Germany,	 state	 that	 location	 is	 a	
neglected	determinant	of	firm	growth	and	that	because	the	influence	of	agglomeration	
externalities	on	the	growth	of	firms	has	gained	the	most	prominence	 in	 literature,	
other	potential	growth	determinants	are	possibly	ignored.	The	model	they	use	links	
firm	 growth	 to	 characteristics	 that	 are	 specific	 to	 the	firm, industry and location. 
Results	show	that	the	firm	specific	characteristics	of	initial	size	and	age	are	inversely	
related	 to	 firm	 growth.	 When	 it	 comes	 to	 location-specific	 characteristics	 the	
empirical	 evidence	 suggests	 that	 especially	 being	 located	 in	 an	 agglomeration	
(consequently	 linked	 to	 greater	 access	 to	 knowledge	 resources)	 has	 a	 positive	
influence	 on	 firm	 growth.	 A	 dummy	 variable	 for	 being	 located	 in	 former	 Eastern	
Germany	does	not	render	significant	results.	In	order	to	study	the	influence	of	indus-
try-specific	characteristics,	subsamples	of	firms	in	knowledge	intensive	sectors	and	
below	 average	 knowledge	 intensive	 sectors	 are	 estimated.	 This	 shows	 that	 the	
growth	of	knowledge	intensive	firms	is	positively	influenced	by	the	firms’	location	in	
a	 region	with	 high	 levels	 of	 human	 capital,	 as	measured	 by	 education	 levels.	 The	
authors	 conclude	 that	 the	 specific	 characteristics	 of	 a	 region	 that	 influence	 firm	
growth “suggest the economic value of location as a mechanism for accessing external 
knowledge resources, which in turn, manifest itself in higher rates of growth” 
(Audretsch and Dohse, 2007, p. 100). The presence of human capital is thus seen as a 
characteristic	of	a	certain	location,	in	this	case	the	region.	This	could	then	of	course	
also	be	the	case	for	other	characteristics,	such	as	industry	mix,	unemployment	levels	
and	educational	level.	
	 Renski	(2008)	analyses	firm	growth,	firm	survival	and	firm	formation.	He	focuses	
on	the	relationship	between	location	and	growth,	survival	and	entry	of	new	firms	and	
notices	 that	 little	 is	 known	 about	 the	 performance	 of	 firms	 at	 different	 types	 of	
locations,	 while	 it	 is	 important	 to	 understand	 “local factors that influence the 
performance of new firms following their birth” (Renski, 2008, p 63). His work covers 
nearly	the	entire	U.S.,	while	many	studies	elaborate	one	or	a	few	metropolitan	areas	
or	cities	(Renski,	2008).	Most	relevant	for	the	present	research	is	the	analysis	of	firm	
growth, as measured by employment growth. The results of his analysis show that 
growth	rates	of	new	firms	differ	between	types	of	locations.	The	highest	growth	rates	
can be found in metropolitan areas, but not necessarily the urban core. Growth rates 
also	 differ	 between	 the	 types	 of	 firms	 that	 were	 researched.	 Growth	 rates	 for	
high-tech	 manufacturing	 firms	 for	 instance	 were	 highest	 in	 small	 cities	 outside	
metropolitan areas. 
	 Hoogstra	and	van	Dijk	(2004)	focus	on	the	growth	of	individual	firms.	They	start	
from	 the	 notion	 that	 although	 theoretically	 location	 is	 acknowledged	 to	 have	 an	
influence	on	firm	growth,	this	is	hardly	studied	empirically.	Similar	to	Audretsch	and	
Dohse	(2007)	 they	find	that	 in	studies	on	firm	employment	growth	a	distinction	 is	
made	 between	 three	 different	 categories	 of	 growth	 determinants:	 “namely those 
that are related to the firm, to the entrepreneur (…) and those that can be classified as 
external and which are generally seen in relation to the location	or	environment of a 
firm”(Hoogstra	and	van	Dijk,	2004,	p.	179).	These	three	categories	have	been	investigated	
under	many	different	headings,	but	factors	that	are	related	to	the	external	growth	
determinants are less fancied or even neglected (Hoogstra and van Dijk, 2004). Even 
studies	 on	 the	 growth	 of	 (small)	 firms	 which	 they	 label	 as	 ‘unarguably	 the	 most	
comprehensive	ones’,	include	only	one	variable	that	relates	to	location.	The	studies	
concerned, Storey (1994) and Barkham et al. (1996) include a regional dummy, like 
most	studies	that	take	into	account	the	possible	influence	of	location	on	economic	
growth	 (Hoogstra	 and	 van	 Dijk,	 2004),	 something	 also	 noticeable	 in	 studies	 on	
regional	economic	growth.	Although	these	studies	show	that	firms	perform	better	in	
some	regions	than	 in	others,	at	the	same	time	they	fail	 to	provide	 insight	 into	the	
question	why	firms	in	some	locations	show	different	growth	patterns	than	firms	in	
other	locations	(Hoogstra	and	van	Dijk,	2004).	Again,	the	actual	influence	of	location	
appears	to	be	a	black	box:	evidence	for	spatial	differences	of	firm	growth	is	provided,	
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but	 the	 question	what	 causes	 the	 differences	 is	 not	 answered.	 Hoogstra	 and	 van	
Dijk’s	 empirical	 analysis	 shows	 that	 the	 location-	 and	 firm-specific	 variables	 only	
explain	a	small	percentage	(5.2%)	of	the	total	variation	in	firm	employment	growth.	
Regarding	the	location	variables	used	by	Hoogstra	and	van	Dijk	(2004)	it	appears	that	
accessibility,	 population	 growth	 (of	 the	municipality	 the	 firm	 is	 located	 in)	 and	 a	
dummy	for	being	located	on	a	dedicated	office	site	have	no	significant	effect	on	the	
growth	of	firms.	In	contrast,	initial	population	levels,	regional	employment	growth,	
location	on	an	industrial	site	and	an	index	for	the	degree	of	industry	specialisation	all	
have	 highly	 significant	 effects	 on	 employment	 growth.	 The	 insignificant	 result	 of	
accessibility	 is	 supported	 by	 another	 Dutch	 study	 by	 Meurs	 (1993)	 but	 is	 still	
unexpected.	The	authors	have	no	clear	explanation	for	it	since	accessibility	has	been	
ranked	 as	 a	 very	 important	 location	 factor	 in	 many	 surveys	 among	 businesses	
(Hoogstra and van Dijk, 2004). Overall, according to Hoogstra and van Dijk  (2004) 
these	results	show	that	location	characteristics	matter	in	explaining	firm	employment	
growth. 
 In conclusion, there are many studies that have empirically set out to open the 
black	box	of	location	characteristics	that	explain	differences	in	economic	growth	by	
studying	the	growth	of	individual	firms	(see	e.g.	Renski,	2008;	Hoogstra	and	van	Dijk,	
2004; Audretsch and Dohse, 2007). These studies provide evidence and useful 
directions	for	the	empirical	work	presented	in	the	following	section.
4.3 Dataset and empirical model
Our	dataset	contains	all	industrial	sites	in	the	Netherlands	that	existed	in	the	period	
1997-2008.	 Data	 was	 obtained	 by	 linking	 existing	 databases	 on	 employment	 and	
industrial sites21. It makes sense to use employment growth as the dependent variable 
in	our	 analysis	 for	 reasons	mentioned	 in	 the	previous	 section.	 It	 is	 defined	as	 the	
average annual employment (E) growth rate (GROWTH) for an industrial site s over 
the period 1997-2008:
21 Data	from	the	national	employment	database	(LISA)	contains	 longitudinal	 information	(number	of	
jobs,	 type	of	economic	activity,	etc)	of	all	addresses	 in	 the	Netherlands	with	economic	activity.	 It	
was	used	 in	cooperation	with	the	PBL	Netherlands	Environmental	Assessment	Agency.	The	Dutch	
National	Database	on	Industrial	Sites	(IBIS)	contains	longitudinal	basic	information,	such	as	surface	
area,	 land	 prices,	 available	 building	 land,	 geographical	 information	 on	 location,	 etc.,	 for	 every	
industrial site in the Netherlands.
	 The	 explanatory	 variables	 included	 in	 the	model	 are	 the	 following.	 First,	 the	
natural	logarithm	of	the	employment	in	1997	(EMP)	is	added	to	control	for	the	initial	
employment of an industrial site, following both Glaeser (1992) and de Vor and de 
Groot	(2010).	A	negative	relationship	with	annual	employment	growth	is	expected,	as	
larger	firms	tend	to	grow	slower	than	small	ones.	De	Vor	and	de	Groot	(2010)	found	
this	expected	result	for	industrial	sites	and	Audretsch	and	Dohse	(2007)	find	this	for	
the	relationship	between	initial	size	and	growth	of	firms.	
 We have only included industrial sites that are in use as industrial sites in the 
complete 1997-2008 period. As the complete development of an industrial site can 
take years, it is possible some industrial sites in our dataset were only partly developed 
at the start of the period under research (for instance since development started a 
few	 years	 before	 1997).	 As	 the	 development	 continues	 and	 firms	 locate	 on	 the	
industrial	 site,	 employment	 can	 increase	 very	 rapidly	 as	 compared	 to	 the	 first	
measurement in 1997. Growth rates on industrial sites that were only partly developed 
might	therefore	be	disproportionately	high	as	compared	to	industrial	sites	that	were	
already completely developed in 1997. A control variable for the percentage of 
developed land compared to the net total size of an industrial site (the average in 
hectares for the complete period 1997-2008) is therefore added to the model (DEV)22. 
It	is	expected	that	a	low	ratio	has	a	positive	influence	on	employment	growth,	as	a	
low	ratio	means	the	total	land	developed	and	used	by	firms	is	low	in	comparison	with	
the total net size designated for the completely developed site. 
	 An	age	variable	(AGE)	is	added	based	on	the	observation	by	Hoogstra	and	van	
Dijk	(2004)	that	younger	firms	show	higher	growth	figures.	A	possible	explanation	is	
that	in	general,	older	firms	reach	a	stage	of	stabilisation	(Sleutjes	and	Völker,	2012)	as	
firms	go	through	a	life	cycle	(Audretsch	and	Dohse,	2007).	The	life	cycle	concept	has	
also been applied to industrial sites, arguing that decline naturally follows with the 
passing of years (Louw et al.,	2009).	Although	theoretically	sound,	we	do	not	know	of	
studies	that	have	empirically	researched	this	concept.	For	now,	we		include	five	age	
categories in the model, for industrial sites developed in the following periods: 
pre-1960s, 1960s, 1970s, 1980s and 1990s. The reference category is industrial sites 
developed in the 1990s23.	Since	older	industrial	sites	probably	house	older	firms	we	
expect	to	find	lower	growth	rates	on	older	industrial	sites	and	consequently	negative	
coefficients	for	all	age	categories.
22 Database IBIS lists the total surface size developed and in use (per year) and the total surface size 
designated for the industrial site when fully developed.
23	 Our	dataset	contains	industrial	sites	that	existed	in	the	complete	period	1997-2008.	Industrial	sites	
that	were	developed	in	the	2000s	are	not	included	in	the	analysis.	Transformation	to	other	functions	
(such	as	residential	or	leisure)	can	cause	industrial	sites	to	disappear	from	the	database	and	these	
sites	are	also	consequently	excluded	from	analysis.
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	 Terkla	and	Doeringer	(1991)	found	industrial	mix	to	affect	economic	growth.	To	
explore	the	influence	of	different	types	of	economic	activities	on	growth	on	industrial	
sites,	the	share	of	employment	for	economic	activities	is	included	in	the	model.	We	
distinguish	between	five	different	categories	of	economic	activities:	manufacturing	
(MANUF),	 logistics	 (LOGIS),	 financial	 and	 business	 services	 (FINBUSS),	 consumer	
services (CONSS) and other (OTHER)24.	For	each	category	a	proportional	share	(0-1)	is	
calculated.	 In	 the	 analyses	 the	 last	 category	 is	 omitted,	 so	 the	 results	 should	 be	
interpreted	 as	 describing	 the	 effect	 on	 total	 employment	 as	 the	 share	 in	 a	 given	
sector is increased, while decreasing the share of employment in the category ‘other’. 
At	 the	 city	 level	manufacturing	 share	 showed	a	negative	 relationship	with	growth	
(Glaeser et al.,	1995;	Stansel,	2005)	and	similar	results	are	expected	for	the	growth	on	
industrial	sites.	For	the	other	sectors	we	expect	a	positive	relationship	with	growth	as	
these	show	similarities	with	the	firms	in	advanced	services		(Renski,	2008)	and	knowl-
edge-intensive	sectors	(Audretsch	and	Dohse,	2007),	that	also	show	positive	growth	
rates	compared	to	firms	in	more	traditional	industries.	
	 Environmental	 regulations	 allow	 some	 industrial	 sites	 to	 house	 firms	 with	 a	
potentially	high	environmental	impact,	for	example	because	these	firms	produce	noise,	
fumes	or	work	with	potentially	hazardous	materials.	 Industrial	sites	are	designated	
areas	for	businesses,	also	for	firms	that	have	a	(potential)	impact	on	the	environment.	
Environmental	 regulations	 for	 industrial	 sites	 will	 therefore	 be	 less	 strict	 	 than	
elsewhere (Planbureau voor de Leefomgeving, 2009b). Industrial sites that are 
allowed	 to	house	firms	with	 a	potentially	high	environmental	 impact	 are	 the	only	
locations	where	these	firms	are	allowed	to	be	located	due	to	these	regulations	(Van	
Dijk	and	Pellenbarg,	2000).	Research	shows	that	these	types	of	locations	are	more	
profitable	for	industries	with	a	large	environmental	impact	(Becker	and	Henderson,	
2000; Greenstone, 2001). Furthermore, studies on private investments on industrial 
sites	show	that	firms	invest	more	at	sites	that	allow	potentially	hazardous	firms	to	be	
located	(Ploegmakers	and	Beckers,	2015).	Higher	growth	rates	are	therefore	expected	
on	industrial	sites	that	are	allowed	to	house	firms	with	a	potentially	high	environmental	
impact. A dummy variable (ENVIMP)25 was added to control for this.
	 Large	firms	tend	to	grow	more	slowly	than	smaller	ones,	as	was	 illustrated	by	
Audretsch	and	Dohse	(2007).	It	is	therefore	expected	that	a	variable	that	represents	
the	percentage	of	large	firms	on	an	industrial	site	(LFIRMS)	will	have	a	negative	effect	
on employment growth. 
24 This small category consists of employment in miscellaneous categories, most notably healthcare, 
education	and	government	services.
25	 This	variable	was	constructed	using	a	list	provided	by	the	Association	of	Dutch	Municipalities	VNG. 
(2007) Bedrijven En Milieuzonering: Handreiking Voor Maatwerk in De Gemeentelijke Ruimtelijke 
Ordeningspraktijk. , The Hague: Sdu uitgevers.. Municipalities	 use	 this	 list	 to	 determine	 which	
business	activities	are	permitted	in	a	particular	area	so	as	to	minimize	the	nuisance-like	impacts	of	
one land use on another. 
	 Specialisation	 (SPECIAL)	 is	 a	 dummy	variable	 that	 takes	 value	 ‘1’	 if	 there	 is	 an	
absolute	majority	on	an	industrial	site	of	firms	in	one	of	the	sectors	distinguished.	As	
was	mentioned	above,	there	have	been	many	studies	that	have	researched	in	much	
detail	the	relationship	between	economic	growth	and	different	forms	of	agglomeration	
economies	such	as	specialisation,	competition,	clustering,	etc.	It	is	not	the	aim	of	this	
paper to go into much detail on these types of variables as the focus here is on the 
influence	 of	 location	 characteristics.	 Only	 this	 variable	 is	 therefore	 included	 to	
explore	the	possible	influence	of	specialisation	for	industrial	sites.	We	expect	to	find	
a	positive	 influence	of	 site-specific	 specialisation	based	on	work	 that	 showed	 that	
industrial	 sites	 with	 a	 mix	 of	 different	 types	 of	 economic	 activities	 show	 lower	
property values (Beekmans et al., 2014), which can be regarded as a sign of under-
performance for these industrial sites. 
 Like many other studies elaborated in the literature review, we control for regional 
differences	in	economic	growth.	A	regional	dummy	variable	is	added	to	control	for	a	
location	within	one	of	three	regions	within	the	Netherlands:	economic	core	region	
(REGCORE), intermediary zone (REGINT) and periphery (REGPER). These variables are 
expected	to	capture	agglomeration	externalities	to	some	extent,	as	in	the	economic	
core region human capital and knowledge resources are more readily available and 
physically	closer.	Also	this	regional	variables	is	believed	to	reflect	regional	labour	market	
conditions.	Audretsch	and	Dohse	(2007)	found	a	positive	influence	on	firm	growth	for	
being	located	in	a	region	with	more	human	capital	and	agglomerations	characterised	
by	a	high	density	of	highly	qualified	employees.	The	division	in	these	three	categories	
is based on the economic importance of regions within the Netherlands (for details, 
see	van	Oort,	2004)	and	the	coefficients	for	the	region	variables	are	expected	to	show	
these. However, Vermeulen and van Ommeren (2009) have shown that job growth in 
the economic core region of the Netherlands for many decades has been weaker than 
in	surrounding	regions.	A	possible	explanation	offered	by	the	authors	is	that	housing	
construction	is	restricted	by	planning	policies	and	this	influences	overall	regional	growth.	
While the whole of the Netherlands is known for strict planning policies, these especially 
apply in the Randstad (Koomen et al., 2008; Vermeulen and van Ommeren, 2009). 
	 Accessibility	(ACCESS)	is	measured	as	the	travelling	time	in	minutes	to	the	nearest	
motorway	exit.	Different	studies	find	mixed	results	for	similar	variables.	Hoogstra	and	
van	Dijk	(2004)	find	no	significant	relationship	at	the	firm	level,	while	de	Vor	and	de	
Groot	(2010)	find	a	significant	positive	effect	of	accessibility	(a	dummy	variable	for	a	
motorway	 exit	 within	 one	 kilometer)	 for	 the	 performance	 of	 industrial	 sites	 in	
Amsterdam. The result in the study by Hoogstra and van Dijk (2004) is surprising as 
accessibility	is	an	important	asset	for	firms	at	any	location	(Artal-Tur	et al., 2013). A 
negative	 effect	 for	 this	 variable	 on	 employment	 growth	 is	 therefore	 expected,	
meaning	that	an	increase	in	travelling	time	means	a	decrease	in	employment	growth.	
A	second	variable	is	added	that	concerns	the	location	of	an	industrial	site	in	relation	
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to motorway. A dummy variable for industrial sites that are located along a motorway 
(LOCMOT),	calculated	as	the	intersection	of	a	motorway	with	the	geocoded	location	
of	an	 industrial	 site,	 is	added	since	 it	 is	expected	that	 this	visibility	offers	a	prime,	
high-quality,	 location	 for	 industrial	 and	 commercial	 development	 that	may	attract	
firms	 to	 (re)locate	 to	 such	 a	 location	 and	may	 thus	 positively	 influence	 economic	
growth. Being located along a motorway does not necessarily mean that the industrial 
site	is	located	close	to	a	motorway	exit,	so	it	can	indeed	be	an	extra	asset	alongside	
good accessibility. 
	 The	inclusion	of	a	dummy	variable	for	seaport	sites	explains	a	reasonable	part	of	
the	variation	in	employment	growth	on	industrial	sites	in	Amsterdam	(De	Vor	and	De	
Groot,	2010).	Although	they	fail	to	provide	a	good	explanation	for	the	results	found,	
other	than	that	location	or	at	least	the	position	of	an	industrial	site	matters,	this	result	is	
interesting.	To	find	out	whether	this	effect	holds	for	all	industrial	sites	in	the	Netherlands,	
a dummy variable (SEAPORT) for industrial sites that are listed as seaports is included 
in the model.26 
	 The	functions	that	are	in	the	vicinity	of	the	industrial	site	can	influence	growth,	
for	instance	since	the	industrial	site	causes	nuisance.	Strict	environmental	regulations	
are	used	to	reduce	nuisance,	but	can	also	restrict	growth	of	firms	(Risselada	et al., 
2013).	Residential	land	use	close	to	the	industrial	site	is	therefore	expected	to	have	a	
negative	effect	on	employment	growth.	Surrounding	land	uses	are	measured	using	
two	different	variables.	Land	use	residential	(LURES)	and	open	space	(LUOPEN).	Both	
are	measured	 in	 hectares	 in	 a	 500	meter	 radius	 from	 the	 industrial	 site.	 Positive	
growth	rates	are	expected	on	industrial	sites	that	are	located	close	to	relatively	much	
open	 space,	 since	 this	provides	firms	with	more	possibilities	 to	grow.	 It	 should	be	
noted that open space is a broad category of land uses27 that can also include land 
with	a	certain	natural	value	in	which	case	a	very	different	effects	is	expected.	However,	 
we	assume	that	little	industrial	sites	were	developed	near	areas	with	a	high	natural	
value	in	the	first	place	and	we	can	therefore	interpret	the	effects	likewise.
	 Finally	it	is	worth	mentioning	that	the	model	that	is	used	may	not	entirely	control	
for	 all	 variables	 that	 are	 theoretically	 important	 for	 studying	 economic	 growth	 of	
industrial sites, especially when it comes to variables related to Marshall-Arrow- 
Romer		externalities,	specialisation,	clustering,	etc.	However,	following	Hoogstra	and	
van Dijk (2004) we assume that by including variables such as region and the dummy 
variable	 for	 specialisation,	 we	 sufficiently	 control	 for	 these	 effects	 and	 that	 large	
biases	due	to	omitting	these	variables	are	avoided.	
26 The	aforementioned	IBIS	database	only	contains	information	on	seaports.	This	means	smaller	ports	
and	access	to	smaller	waterways	are	excluded	from	the	analysis.	This	does	not	influence	the	expected	
results, as the port  sites in the study by de Vor and de Groot (2008) are also seaport sites.   
27 The land uses included under this category are land used for greenhouses, other agricultural land, 
woodlands and other natural open space.
With	that,	the	functional	form	of	the	model	used	in	this	research	takes	the	following	
form:
All	explanatory	variables	are	considered	at	1	January	1997,	the	beginning	of	the	period	
under	research.	Table	4.1	lists	the	descriptive	statistics	for	the	explanatory	variables	
included in the empirical model and the dependent variable used to represent economic 
growth. 
4.4 Empirical results: economic growth on industrial sites
We	estimated	the	model	elaborated	in	the	previous	section	by	means	of	ordinary	least	
squares	to	find	empirical	evidence	on	the	relationship	between	location	variables	and	
economic growth on industrial sites. The results of the analysis are shown in table 4.2.
	 The	overall	statistics	show	that	the	model	explains	almost	40%	of	the	total	variation	
in employment growth on the industrial sites included in our sample. However, we 
are	especially	interested	in	the	coefficients	of	the	individual	location	characteristics.	
	 The	 control	 variables	 for	 initial	 employment	 (EMP)	 and	 completely	developed	
industrial	 sites	 (DEV)	 show	 the	 expected	 negative	 signs,	 indicating	 lower	 growth	
figures	on	large	sites	(in	terms	of	employment)	and	sites	that	have	been	completely	
developed.
 Compared to the reference category of industrial sites that were developed in 
the 1990s, all other categories of the age variable (AGE) show lower growth rates. This 
indicates that the annual growth rates are highest at the youngest industrial sites, in 
line	with	the	results	for	firms	found	by	Hoogstra	and	van	Dijk	(2004),	Audretsch	and	
Dohse	(2007)	and	Sleutjes	and	Völker	(2012).	
	 An	 increase	 in	 the	 share	 of	manufacturing	 jobs	 (MANUF)	 does	 not	 negatively	
influence	the	average	annual	employment	growth	on	an	industrial	site,	but	there	are	
differences	 between	 the	 types	 of	 economic	 activities,	 indicating	 the	 relative	
importance	of	each	type.	The	effect	on	total	employment	growth	of	an	increase	of	
the	 share	 of	 employment	 in	 the	 sectors	 consumer	 services	 (CONSS)	 and	 logistics	
(LOGIS) is similar, while an increase in the share of manufacturing (MANUF) and 
financial	&	business	services	(FINBUSS)	show	the	lowest	respectively	highest	effects	
94 95
Explaining spatial differences in econom
ic grow
th on industrial sites
on total employment growth. An increase of one percentage point of the share of 
manufacturing	 jobs	 leads	 to	 a	 0.5%	 increase	 in	 total	 annual	 employment	 growth	
while	a	similar	increase	in	jobs	in	financial	&	business	services	leads	to	a	1.2%	increase	
of total employment growth on an industrial site. 
	 The	coefficient	for	the	dummy	variable	for	industrial	sites	that	are	allowed	through	
environmental	 regulations	 to	 house	 firms	 with	 a	 potentially	 high	 environmental	
(ENVIMP)	impact	is	positive,	indicating	that	the	average	annual	growth	rate	is	higher	
on	these	sites	than	on	sites	where	these	firms	cannot	be	located.	Annual	employment	
growth	 rates	 on	 industrial	 sites	 that	 can	 house	 firms	 with	 a	 high	 environmental	
impact	is	almost	10%	higher	than	on	other	sites,	all	other	things	equal.	
The	presence	of	large	firms	on	an	industrial	site	is	negatively	related	to	the	annual	
employment	 growth	 rate	 as	 can	 be	 concluded	 from	 the	 negative	 coefficient	 for	
LFIRM.	This	finding	is	in	line	with	the	results	of	Audretsch	and	Dohse	(2007),	who	find	
that	large	firms	tend	to	grow	slower	than	small	firms.	
	 SPECIAL,	the	dummy	variable	for	specialisation	on	an	industrial	site	does	not	show 
	a	significant	effect	on	employment	growth,	indicating	that	a	majority	of	employment	in	
one	sector	does	not	influence	the	employment	growth	of	an	industrial	site.	This	seems	 
to	suggest	that	local	agglomeration	economies	are	of	relatively	little	importance.
The	 coefficients	 of	 the	 region	 dummies	 indicate	 that	 the	 lowest	 average	 annual	
growth rates can be found on industrial sites in the periphery (the reference category). 
In	line	with	van	Ommeren	and	Vermeulen	(2009),	we	find	that	employment	growth	 
is	 larger	 outside	 the	 economic	 core	 region	 (REGCOR)	with	 a	 higher	 coefficient	 for	 
the intermediary region (REGINT).
	 Contrary	to	Hoogstra	and	van	Dijk	(2004)	we	do	find	the	expected	relationship	
between	accessibility	and	economic	growth.	The	coefficient	 for	ACCESS	shows	the	
expected	negative	sign,	indicating	an	inverse	relationship	between	distance	from	the	
nearest	motorway	exit	and	employment	growth	on	an	industrial	site.	Remember	that	
accessibility was measured in minutes from the motorway, meaning that a one minute 
increase	 in	 travelling	 time	 leads	 to	 a	 1%	 decrease	 in	 average	 annual	 employment	
growth. 
	 No	 significant	 result	 was	 found	 for	 LOCMOT,	 indicating	 that	 visibility	 from	 a	
motorway	does	not	influence	the	employment	growth	on	an	industrial	site.	This	is	in	
contrast	with	 other	 research	where	 visibility	 from	 a	motorway	 showed	 a	 positive	
influence	on	property	value	(Beekmans	et al., 2014).
  Contrary to the results in the study by de Vor and de Groot (2010), the dummy 
variable	for	seaport	sites	(PORT)	does	not	show	a	significant	influence	on	employment	
growth	on	an	industrial	site	in	our	nationwide	dataset.
 The results for the variables that indicate which land uses surround the industrial 
sites	show	ambiguous	results.	Coefficients	for	both	LUOPEN	and	LURES	show	negative	
signs,	indicating	that	the	presence	of	open	space	and	residential	land	uses	negatively	
influence	 average	 employment	 growth,	 although	 a	 positive	 sign	was	 expected	 for	
open space.
Table 4.1			Descriptive	statistics	of	dependent	(GROWTH)	and	explanatory	
variables included in model.
Mean Std. Dev. Minimum Maximum
GROWTH 2.760 8.668 -56.594 53.648
EMPa 5.318 1.807 0 10.711
DEV 0.890 0.210 0.005 1
AGE90 0.134 0.341 0 1
AGE80 0.201 0.401 0 1
AGE70 0.193 0.395 0 1
AGE60 0.202 0.402 0 1
AGE<60 0.263 0.441 0 1
MANUF 36.800 24.520 0 100
LOGIS 27.289 21.319 0 100
FINBUSS 12.131 14.818 0 100
CONSS 21.706 20.316 0 100
OTHER 2.074 5.024 0 100
ENVIMP 0.455 0.498 0 1
LFIRMS 10.699 18.268 0 100
SPECIAL 0.370 0.483 0 1
REGPER 0.385 0.487 0 1
REGCOR 0.290 0.454 0 1
REGINT 0.325 0.468 0 1
ACCESS 6.551 5.499 0 38.857
LOCMOT 0.144 0.351 0 1
PORT 0.012 0.107 0 1
LURES 1.476 1.374 0 7.372
LUOPEN 3.029 2.017 0 7.730
N = 27,141
Adj. R2= 0.370 
*	significant	at	the	1%	level	**	significant	at	the	5%	level
Notes:	1.	Standard	errors	are	corrected	to	account	for	multiple	observations	of	industrial	sites	over	time
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4.5 Conclusions and implications for future research
4.5.1  Conclusions
We	set	out	this	paper	to	provide	more	insight	into	the	spatial	differences	of	economic	
growth	on	industrial	sites	in	the	Netherlands.	Based	on	existing	empirical	studies	on	
economic	growth	of	large	spatial	units	such	as	states,	cities	and	metropolitan	areas	
and	the	growth	of	individual	firms,	we	argue	that	the	explanation	for	spatial	differences	
that	exist	on	site	level,	remains	to	a	large	extent	a	black	box.	Several	studies	on	the	
growth	of	 individual	 firms	 stress	 the	 importance	of	 location	 in	 explaining	 growth.	
Both	theoretical	and	empirical	indications	on,	potentially,	the	interesting	relationship	
between	 location	 and	 economic	 growth	 are	 put	 forward,	 but	 in	 most	 empirical	
studies	this	relationship	is	only	researched	by	including	a	dummy	variable	to	control,	
for	example,	for	region,	city	or	municipality.	The	exact	influence	of	different	charac-
teristics	of	a	location	therefore	remains	largely	unknown,	although	it	should	be	noted	
that	 variables	 such	 as	 unemployment,	 highly	 skilled	 workers	 and	 agglomeration	
externalities	 (such	 as	 specialisation	 or	 clustering)	 could	 also	 be	 regarded	 location	
characteristics.	Nevertheless,	these	are	usually	not	recognised	as	such.	De	Vor	and	de	
Groot	(2010)	explicitly	aim	to	start	opening	this	black	box	by	including	location	char-
acteristics	in	their	study	on	growth	of	industrial	sites	in	Amsterdam.	We	have	built	on	
their work with an empirical study on the employment growth on all industrial sites 
in the Netherlands for the period 1997-2008.
 From	the	results,	we	draw	three	general	conclusions.	First,	substantial	variation	
in	economic	growth	on	industrial	sites	exists;	part	of	this	variation	can	be	explained	
by	 the	 location	 characteristics	 that	we	 have	 included	 in	 our	 analysis.	 Second,	 our	
study adds to the work by de Vor and de Groot (2010) by providing more detailed 
insights	in	the	influence	of	the	site-fixed	effects	they	found	to	influence	the	growth	
on	the	industrial	sites	in	their	dataset.	Our	research	confirms	their	findings	and	builds	
on	their	work,	by	exploring	in	more	detail	the	influence	of	specified	location	charac-
teristics	on	economic	growth	on	industrial	sites	for	a	much	larger	sample	of	industrial	
sites.	Third,	some	of	these	location	characteristics	can	be	influenced	by	regional	or	
local	spatial	policies	and	interventions	and	are	thus	relevant	for	cities	and	regions	to	
consider.	A	particular	recommendation	to	policy	makers	would	be	to	pay	attention	to	
the	relationship	between	the	possibility	for	industrial	sites	to	house	firms	that	have	a	
potentially	 high	 environmental	 impact	 and	 economic	 growth.	 While	 potential	
hazardous	or	nuisance-causing	firms	might	not	seem	very	popular	at	first	thought,	
the	 analysis	 presented	 shows	 that	 being	 able	 to	 house	 these	 types	of	 firms	has	 a	
considerable	positive	impact	on	economic	growth.	A	possible	explanation	lies	in	the	
scarcity	of	these	sites.	Because	of	this,	these	sites	might	attract	new	firms	relatively	
easily	 if	one	such	firm	is	terminated,	whereas	other	industrial	sites	may	face	much	
more	 competition	 over	 firms.	 Furthermore,	 companies	 in	 this	 category	 are	 often	
Table 4.2   Results of the OLS regression. 
Dependent variable: average annual employment growth for the period 1997-2008 per 
industrial site s (GROWTH).
T
EMPa -2.192*** -17.54
DEV -12.273*** -16.22
AGE1990	(omitted)
AGE1980 -2.018*** -3.97
AGE1970 -3.160*** -5.90
AGE1960 -3.438*** -6.30
AGE<1960 -3.185*** -5.89
OTHER	(omitted)
MANUF 0.042** 2.17
LOGIS 0.052** 2.65
FINBUSS 0.097*** 4.53
CONSS 0.055** 2.78
ENVIMP 0.790** 2.28
LFIRMS -0.039*** -4.55
SPECIAL -0.140 -0.44
REGPER	(omitted)
REGCOR 1.960*** 5.2
REGINT 2.117*** 6.09
ACCESS -0.092** -3.13
LOCMOT 0.627 1.43
PORT -1.281 -0.98
LURES -1.100*** -7.92
LUOPEN -0.770*** -7.14
Constant 26.139*** 12.36
a natural logarithm
F  75.20
Adj. R2  0.393
N  2,411
***	significant	at	the	1%	level,	**	significant	at	the	5%	level
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capital intensive, hindering them to relocate to another industrial site, even if they 
experience	 substantial	 growth.	 Furthermore,	 municipalities	 responsible	 for	 the	
performance	of	industrial	sites	have	an	incentive	to	make	an	extra	effort	for	industrial	
sites	that	house	firms	with	a	potentially	high	environmental	impact	since	decline	of	
this	site	may	mean	that	the	firm	needs	to	be	either	terminated	or	replaced.	The	effect	
on	 total	 employment	 of	 an	 increase	 in	 employment	 in	 a	 given	 sector,	 differs	 per	
economic	activity.	An	increase	of	employment	in	financial	and	business	services	leads	
to	a	higher	total	employment	growth	than	an	increase	in	other	sectors,	and	this	effect	
differs	considerably	per	sector.	Trying	to	attract	firms	from	sectors	that	have	a	large	
effect	 on	 total	 employment	 than	 firms	 from	 other	 sectors	 might	 therefore	 seem	
interesting.	Policy	makers	could	try	to	influence	this	through	making	strict	profiles	for	
(new)	 industrial	sites.	High	quality	business	parks	will	attract	firms	 in	business	and	
financial	services	and	sites	that	have	access	to	rail,	water	and	motorway	are	appealing	
to	logistics	firms.	
	 That	said,	one	should	note	that	policy	makers	are	not	always	able	to	influence	the	
profile	 of	 every	 industrial	 site,	 depending	 on	 resources	 and	 	 land	 availability.	 For	
industrial	sites	that	still	have	to	be	developed	the	location	choice	can	be	crucial	 in	
terms	of	accessibility.	Turning	existing	industrial	sites	that	have	a	low	quality	public	
space	and	private	property	into	business	parks	with	attractive	green	space	and	high	
quality	private	property	 is	 difficult	 for	 existing	 industrial	 sites,	 especially	when	no	
land	is	available	and	no	new	plots	can	be	developed.	Furthermore,	the	effects	found	
for	 different	 types	 of	 employment	 do	 not	 automatically	 imply	 that	municipalities	
should	 seek	 to	 develop	 one	 ideal	 type	 of	 industrial	 sites.	 Most	 municipalities,	
especially the larger ones, have a number of industrial sites within their boundaries 
that	all	have	different	characteristics	and	therefore	all	require	a	unique	approach.
4.5.2  Reflections
This research concentrates on industrial sites in the Netherlands, but is also relevant 
for	other	countries,	as	the	process	of	decline	of	industrial	sites	and	related	attempts	
to turn this decline into economic growth, occurs in other countries as well. The 
results, however, might not be directly applicable to other countries. We provide two 
points	to	consider	in	this	respect.	First,	we	have	distinguished	a	central,	intermediary	
and	peripheral	zone	in	the	Netherlands,	but	the	differences	between	these	zones	are	
relatively	small.	The	Netherlands,	as	a	relatively	small	country,	has	been	referred	to	
as	an	urban	field	by	Wever	and	van	der	Velden	(2000);	 larger	countries	with	more	
spatial	differences	might	therefore	have	other	issues	at	hand.	Second,	municipalities	
in	 the	Netherlands	pursue	an	active	 land	policy,	meaning	 they	are	 responsible	 for	
developing industrial sites. This also results in quite a large responsibility when it 
comes to countering decline and achieving economic growth. From a policy 
perspective	this	results	in	large	involvement	of	governments	with	industrial	sites.	In	
other countries, where more private developers are involved in developing industrial 
sites, the outcomes of processes of decline and ways to achieve economic growth 
might	be	different.	This	may	lead	to	a	different	approach	to	interpreting	the	results	of	
the	analyses,	or	different	results	altogether.	
4.5.3  Directions for further research
Finally,	two	directions	for	further	research	are	provided.	First,	employment	growth	
was	used	to	measure	economic	growth.	However,	alternative	indicators	can	be	used	
in analysing growth on industrial sites as well and may add to the understanding of 
economic growth on industrial sites. Economic output is an indicator that is especially 
suitable for research into industrial sites and other commercial areas, although it is 
probably	closely	related	to	employment.	Alternatively,	Beekmans	et al. (2014) have 
studied	the	relation	between	industrial	site	characteristics	and	property	values	and	
hypothesise	on	the	relation	between	development	of	property	values	and	processes	
such	as	decline	and	economic	growth.	This	may	also	have	an	effect	on	policies	that	aim	to	
stimulate	economic	growth,	as	these	are	normally	aimed	at	attracting	employment.	
Increasing	property	values	or	economic	output	might	involve	other	types	of	spatial	
policies. Second, the Netherlands are only a small country and since scale may play a 
role	in	the	issues	analysed	in	this	paper,	an	international	comparison	of	decline	and	
economic growth of industrial sites, and possibly other types of urban areas, would 
be	interesting	for	future	research	in	part	because	of	the	substantial	differences	in	the	
role	of	local	authorities	in	developing	industrial	sites.	
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5.1  Introduction
The	 term	 decline	 “in	 the	 context	 of	 the	 urban	 development	 is	 used	 to	 describe	
undesirable changes, such as job losses accompanied by growing unemployment, 
social	exclusion,	physical	decay	and	worsening	living	conditions”	(Lang,	2005,	p.	2).	
The	focus	of	this	study	is	on	the	decline	at	the	level	of	urban	areas,	more	specifically	 
on the decline of industrial sites28.	These	areas	are	often	targeted	by	national,	regional	
or	local	government	initiatives	to	counter	the	negative	effects	of	decline.	This	is	most	
frequently	through	policies	that	stimulate	local	economic	development	and	finance	
physical	improvements.	The	nature	of	these	initiatives	differ.		In	this	paper	we	analyse,	
in	greater	detail,	the	studies	on	Enterprise	Zones	(EZ)	and	Tax	Increment	Financing	
(TIF) as these are much used programmes by which governments have tried to 
regenerate industrial areas that are referred to as ‘blighted’ or ‘economically distressed’. 
Although	problems	may	vary	and	definitions	of	urban	blight,	decay,	decline	and	other	
terms	overlap	considerably,	these	all	express	processes	similar	to	the	ones	mentioned	
by	 Lang	 (2005)	above.	 From	here,	urban	areas	 that	experience	 such	problems	are	
referred	to	as	‘declined’.	The	problems	reflecting	decline	are	various	and	include	for	
example	a	“fall	 in	property	values	and	general	development	activity”	(Turok,	1992,	 
p.	 361)	 and	 social	 problems	 related	 to	 “increases	 in	 inner-city	 unemployment	 and	
poverty”	(Broadway	and	Jesty,	1998,	p.	1423).	Area-based	regeneration	initiatives	aim	
to	 counter	 these	 negative	 effects,	 for	 example	 through:	 “promot[ing]	 economic	
development	 in	 specific	 locations,	 typically	 economically-distressed	 urban	 areas”	
(Neumark	and	Kolko,	2010,	p.	1),	“fostering	and	facilitating	market	driven	urban	renewal”	
(Jolin et al.,	1998,	p.	31)	and	”target[ing]		various	economic	development	incentives	
toward	specific	blighted	areas”	(Greenbaum	and	Engberg,	2004,	p.	315).	These	aims	
illustrate	that	the	justification	of	area-based	regeneration	initiatives	are	often	found	
in increasing the economic performance of urban areas,. This is commonly done 
through	 local	 economic	 development	 which	 has	 led	 to	 a	 substantial	 amount	 of	
literature	on	the	effectiveness	of	area-based	regeneration	initiatives	such	as	EZ	and	
TIF (see e.g. Bondonio and Engberg, 2000; Greenbaum and Bondonio, 2004; Neumark 
and Kolko, 2010; Greenbaum et al.,	2010).	The	question	as	to	whether	regeneration	
initiatives	 actually	 target	 the	 neediest	 and	 most	 distressed	 areas	 has	 not	 been	
researched much (Greenbaum et al., 2010; Greenbaum and Bondonio, 2004). 
Different	authors	nevertheless	stress	the	relevance	of	such	a	question	for	economic	
development	 policies	 (Bartik,	 1991;	 Bartik,	 1994;	 Anderson	 and	 Wassmer,	 2000;	
Peters	and	Fisher,	2002;	Shridhar,	2001)	so	the	question	that	we	address	in	this	paper	
is	whether	regeneration	initiatives	target	the	areas	they	actually	intend	to	target.
28	 An	industrial	site	is	defined	as	a	site	which,	according	to	the	land	use	plan	is	suitable	for	the	functions	
of trade, industry, commercial and non-commercial services, and covers at least one hectare. This also 
includes	a	limited	number	of	(parts	of)	locations	that	are	zoned	and	being	used	for	offices (IBIS, 2012).
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	 This	paper	empirically	examines	whether	regeneration	 initiatives	 for	 industrial	
sites	are	targeted	at	the	industrial	sites	that	are	actually	in	need	of	regeneration.	With	
the	economic	 justification	of	 these	 initiatives	 in	mind,	 the	areas	 that	 are	 targeted	
should be the ones that underperform on variables that are related to economic 
performance.	The	empirical	part	of	this	paper	focuses	on	regeneration	initiatives	for	
declined	industrial	sites	in	the	Netherlands.	It	consists	of	logistic	regression	analyses	
that	are	used	to	find	possible	differences	between	industrial	sites	that	were	targeted	
for	 regeneration	and	 sites	 that	were	not.	 In	 the	Netherlands,	 industrial	 sites	have	
appeared	firmly	on	the	agenda	of	policy	makers	due	to	problems	with	rapid	decline	
(van der Krabben and Buitelaar, 2011). This has led to large government funded 
regeneration	initiatives	for	industrial	sites.	These	sites	consist	mainly	of	subsidies	for	
physical	 improvements	 of	 infrastructure,	 the	 public	 and	 private	 space.	 The	 exact	
nature	 of	 the	 regeneration	 initiatives	 studied	 in	 this	 paper	 are	 explained	 in	more	
detail below. Research by Ploegmakers and Beckers (2015) indicates that these have 
a negligible impact on various indicators of local economic development, such as 
growth	in	employment,	number	of	firms	and	property	values;	leading	to	the	question	
of whether these policies actually target the areas they intend to. 
	 The	remainder	of	this	paper	is	set	up	as	follows.	In	the	next	section	we	elaborate	
on	existing	research	on	area-based	regeneration	initiatives	and	focus	on	the	question	
of whether local economic development policies are aimed at the areas they aspire to 
target.	Furthermore,	the	process	of	decline	of	industrial	sites,	the	rationale	behind,	
and	the	nature	of	current	regeneration	initiatives	in	the	Netherlands	are	explained	in	
more	detail.	Section	5.3	provides	the	description	of	the	data	that	was	used	to	perform	
logistic	 regression	 and	 multinomial	 logistic	 regression,	 the	 results	 of	 which	 are	
presented	in	section	5.4.	The	final	section	concludes.
5.2 Targeting industrial sites for regeneration
5.2.1  Introduction
Area-based	 regeneration	 initiatives	 are	 an	 important	 means	 to	 stimulate	 local	
economic	development	in	declining	urban	areas.	Two	different	mechanisms	through	
which	 local	 economic	 development	 typically	 is	 stimulated	 can	 be	 distinguished	 in	
literature:	business	incentives	and	physical	improvements	(see	e.g.	Ho,	1999;	Bartik,	
2004; Rhodes et al., 2005; Tyler et al.,	2013).	Examples	of	physical	improvements	include	
the provision of new infrastructure, investments in public space, refurbishments of 
derelict	private	 land	and	other	property,	and	so	on.	Under	business	 incentives	we	
distinguish	between	a	variety	of	measures	without	a	clear	physical	component,	such	
as	 tax	breaks	 for	firms	 locating	 in	an	area,	business	 loans,	enterprise	 support	and	
skills	training	for	employees	and	businesses.	Regeneration	programmes	for	industrial	
sites	in	the	Netherlands	are	publicly	funded	and	consist	almost	entirely	of	financing	
physical	improvements.	Well-known	types	of	area	based	initiatives	in	other	countries	
that	 have	 also	 been	 studied	 extensively	 in	 urban	 literature,	 such	 as	 TIF	 and	 EZ,	
resemble	Dutch	regeneration	programmes	in	the	sense	that	they	are	also	specifically	
aimed at certain areas. While physical improvements are an important aspect of TIF, 
EZ	 programmes	 are	 usually	 aimed	 at	 attracting	 new	 businesses	 or	 stimulating	
investments	by	firms	in	the	targeted	area	(Sridhar,	2001).	However,	most	programmes	
do	also	offer	subsidies	for	improvements	to	infrastructure	(Greenbaum	and	Engberg,	
2004).	This	makes	both	types	of	area-based	regeneration	initiatives	 interesting	for	
the	present	paper.	A	substantial	part	of	the	studies	on	TIF	and	EZ	focuses	on	questions	
of	 effectiveness	 by	 empirically	 evaluating	 different	 programmes	 for	 metropolitan	
areas,	 states	 or	 cities.	 For	 EZ	 these	 include,	 for	 example,	 Bondonio	 and	 Engberg	
(2000) Sridhar (2001), Greenbaum and Engberg (2004), Busso, Gregory and Kline 
(2010)	and	Neumark	and	Kolko	(2010).	Examples	of	studies	that	have	focused	on	the	
effectiveness	 of	 TIF	 include	 Man	 (1998),	 Man	 and	 Rosentraub	 (1998),	 Dye	 and	
Merriman (2000), Byrne (2010), Weber et al.	(2003)	and	Lester	(2014).	As	mentioned	
earlier,	 our	 aim	 is	 not	 to	 add	 yet	 another	 evaluation	 of	 a	 certain	 area-based	
regeneration	programme.	Instead,	we	focus	on	the	question	of	whether	an	existing	
regeneration	 programme	 does	 indeed	 target	 the	 areas	 that	 are	 in	 need	 of	
regeneration.	 Existing	 evaluations,	 however,	 may	 benefit	 from	 the	 insights	 this	
research	provides,	as	it	is	difficult	to	evaluate	whether	regeneration	programmes	do	
succeed,	without	first	knowing	whether	the	these	programmes	do,	in	fact,	target	the	
areas they were intended to target. Below, we elaborate studies on TIF and EZ. 
Although	 most	 studies	 focus	 on	 effects	 and	 evaluations,	 some	 studies	 also	 pay	
attention	 to	 the	 justification	 of	 the	 programmes	 they	 study	 and	 elaborate,	 for	
example,	which	municipalities	adopt	TIF	or	what	the	characteristics	of	designated	EZ	
districts	are.	TIF	and	EZ	do	bare	some	similarities	but	are	not	exactly	 the	same	as	
Dutch	regeneration	programmes	but	it	is	especially	these	issues	we	are	interested	in	
and	therefore	the	exact	nature	of	the	programmes	is	less	relevant.	At	the	end	of	this	
section,	the	nature	of	regeneration	programmes	in	the	Netherlands	is	explained	in	
more detail.  
5.2.2  Targeting the intended areas 
Many	studies	perform	evaluations	or	focus	on	effectiveness	of	area-based	regeneration	
initiatives,	 as	 illustrated	 above.	 There	 are	 also	 several	 authors	 that	 have	 focused	
explicitly	on	the	importance	of	targeting	the	neediest	areas.	Bartik	(1994)	has	assessed	
different	 state	 and	 local	 economic	 development	 programmes	 when	 developing	
advice	on	how	these	programmes	could	play	a	constructive	role	in	the	development	
of	the	urban	economy.	The	focus	is	on	programmes	in	which	business	incentives,	or	
what he calls ‘customized business assistance’ programmes, play an important role. 
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This	type	of	local	economic	development	programme	covers	many	different	policies,	
ranging	from	financial	incentives	such	as	property	tax	abatements	to	capital	market	
policies	such	as	government-financed	loans	for	new	businesses.	Their	main	focus	is	to	
create employment. An important goal of these local economic development 
programmes is “to explicitly target economic development on distressed areas” 
(Bartik,	 1994,	p.	 17).	Additional	 jobs	 in	distressed	areas	can	be	more	valuable	 than	
additional	jobs	in	areas	that	already	are	performing	well.	In	that	way	redistributing	
economic	activity	to	distressed	areas	could	increase	the	overall	economic	efficiency,	
although	this	may	be	difficult	to	realise	deliberately	through	policy.	In	an	earlier	work	
Bartik	(1991)	argued	that	job	creation	is	more	efficient	in	distressed	areas	that	already	
have typically high unemployment rates. There are several other authors that deliver 
the argument that local economic development policies should maintain focus in 
order	to	continue	with	their	effectiveness.	Peters	and	Fisher	(2004)	for	example	state	
that	it	is	politically	difficult	to	maintain	focus	for	development	programmes	and	that	
when,	over	time,	targeting	erodes	a	wider	range	of	localities	are	granted	similar	tools	
to compete with each other for new investments. Eventually, this will lead to a 
disadvantage	 for	 the	 older,	 more	 distressed	 areas	 such	 as	 greenfield	 sites	 and	
incentives	are	more	readily	given	to	smaller	congested	brownfield	sites.	Greenbaum	
et al.	(2010)	add	to	this,	stating	that	from	a	policy	perspective,	it	is	important	to	keep	
focusing	on	how	incentives	should	be	targeted	as	political	pressures	can	easily	lead	to	
the	spread	of	programmes	to	less	economically	justified	places	over	time,	influencing	
programme	effectiveness.	
	 Wassmer	and	Anderson	(2001)	agree	with	Bartik	(1994)	that	especially	blighted	
areas	 should	 be	 targeted.	 The	 empirical	 results	 of	 their	 study	 of	 locally	 offered	
development	 incentives	 to	 attract	 businesses	 in	 the	 Detroit	 area	 leads	 to	 the	
conclusion	 that	 targeting	 the	 most	 blighted	 areas	 is	 preferable	 over	 two	 other	
possible	options:	a	non-restricted	use	of	local	incentives	by	local	policymakers	or	to	
ban	all	local	development	incentives.	The	first	may	lead	to	efficiency	problems	since	
“as time passes communities are more likely to emulate each other and offer 
manufacturing abatements just because others are using them” (Wassmer and 
Anderson,	2001).	If	this	is	indeed	the	case,	eliminating	all	local	economic	development	
policies	might	be	an	option	to	consider,	but	the	authors	prefer	targeted	use	of	local	
incentives	 for	 areas	 that	 are	 blighted,	which	 they	 define	 in	 terms	 of	 employment	
figures	and	property	values.	This	preference,	although	not	specified	by	the	authors	in	
more detail, is shared by Dutch policymakers when it comes to local economic 
development,	as	will	be	elaborated	on	in	the	following	section.	Sridhar	(2001)	draws	
a	similar	conclusion	in	her	benefit-cost	analysis	of	a	regional	development	programme,	
the	Ohio	Enterprise	Zone	Program.	Her	analysis	shows	that	the	creation	of	jobs	will	be	
more	efficient	in	areas	with	high	levels	of	unemployment.	The	use	of	more	selective	
designation	 criteria	 could	 also	 be	 helpful	 as	 it	 reduces	 the	 competition	 between	
zones.	It	will	give	a	clearer	distinction	as	to	which	areas	are	eligible	to	become	an	EZ	
and	which	areas	are	not.	She	therefore	argues	that	the	selection	of	areas	that	are	
eligible	for	tax	incentives	aimed	at	regional	economic	development	should	be	based	
on a thorough assessment of distress criteria. In their review of local economic 
development	policies,	Peters	and	Fisher	(2004)	thus	conclude	that,	when	effectively	
aimed at poorer areas, targeted programmes are the best that the economic 
development	 industry	 has	 to	 offer.	 Greenbaum,	 Russel	 and	 Petras	 (2010)	 have	
empirically	 studied	 the	 geographic	 distribution	 of	 economic	 development	 tax	
incentives	 in	Ohio	 and	 have	 found	 that	 “policies	 are	missing	 the	mark	 if	 they	 are	
indeed	intended	to	target	areas	of	distress	or	particular	industries”	(Greenbaum	et 
al., 2010, p. 154). 
	 Many	studies	on	TIF	 focus	on	effectiveness	 (see	e.g.	Anderson,	 1990;	Dye	and	
Merriman, 2000; Weber et al.,	2003;	Lester,	2014).	An	important	difference	between	
these	 studies	 and	 the	present	paper	 is	 the	explicit	 focus	on	 the	question	of	what	
types	of	areas	are	targeted	by	area-based	initiatives	and	whether	these	are	indeed	
those that are intended to be targeted. This is clearly illustrated by the fact that in 
many	of	the	existing	studies	mentioned	above,	probability	scores	for	characteristics	
of	the	targeted	areas	are	estimated	using	probit	or	multinomial	regression	analysis,	
only	to	control	for	sample	selection	bias,	as	a	first	step	in	evaluating	the	effects	of	
local	economic	development	policies.	In	this	paper	we	estimate	similar	probabilities,	
but	explicitly	focus	on	these	scores	as	the	most	important	outcome	to	conclude	on	
what types of areas are targeted.
	 Studies	on	EZ	have	been	more	explicit	in	their	focus	on	the	question	of	what	areas	
are targeted. For local economic development programmes that target distressed areas, 
these	distressed	areas	–	by	definition	–	are	likely	to	have	higher	levels	of	economic	
distress than non-designated areas (for evidence, see: Bondonio and Greenbaum, 
2007; Bondonio and Engberg, 2000; Greenbaum and Bondonio, 2004). Therefore, 
any study that compares the levels of economic outcomes for targeted areas versus 
some	comparison	group	of	areas	is	likely	to	be	biased	towards	finding	negative	effects	
of the programme. This is due to the levels of economic outcomes which are obviously 
positively	correlated	over	time,	and	therefore	the	targeted	areas	would	have	higher	
levels of distress than their comparison group in the future without the program’s 
intervention.	 It	 is	 not	 as	 obvious	 that	 changes	 in	 economic	 outcomes	 will	 differ	
between targeted areas and comparison non-targeted areas. For targeted areas, a 
number	of	studies	in	the	United	States	have	attempted	to	evaluate	enterprise	zones	
by comparing the performance of enterprise zones to matched non-zone areas. 
Several	 studies,	 including	 the	 ones	 mentioned	 above,	 have	 explicitly	 made	 such	
matches	using	estimates	of	the	‘propensity	score’.	That	is	estimates	of	the	probability	
of	a	given	area	(in	this	case,	a	postal	‘zipcode’	or	routing	code)	being	designated	as	an	
enterprise	zone.	These	studies	find	little	or	no	effect	of	enterprise	zone	designation	
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on	 the	 growth	 of	 local	 business	 activity.	 In	 addition,	 as	 mentioned	 before,	 the	
propensity	score	estimation	suggests	that	enterprise	zone	designation	is	not	strongly	
correlated	with	previous	area	growth,	which	increases	the	odds	that	the	estimates	
reveal	the	true	effect	of	enterprise	zone	designation	(Bartik,	2004).	
	 Two	important	assumptions	made	from	the	studies	elaborated	above	also	apply	
to	Dutch	regeneration	initiatives.	Firstly,	stimulating	employment	leads	to	economic	
growth	(economic	growth	is	even	often	measured	in	terms	of	employment	growth).	
Secondly,	 in	 order	 for	 local	 economic	 development	 policies	 to	 be	 effective,	 it	 is	
important to target areas that are really in need of these policies. Based on the 
justification	used	for	the	policies	and	the	findings	from	the	empirical	studies	above,	
the	areas	that	are	intended	to	be	targeted	are	the	areas	that	experience	the	largest	
decline-related problems and those which are underperforming economically. 
Nevertheless,	the	above	review	of	empirical	studies	shows	that	political	and	strategic	
reasons	 should	also	be	 taken	 into	account	 as	 a	possible	explanation	as	 to	why	an	
industrial	site	was	designated	as	one	 in	need	of	regeneration	while	other	sites	are	
more	eligible	to	be	targeted	according	to	the	original	aim	of	regeneration	programmes.	
This leads to the hypothesis that the industrial sites that are actually targeted for 
regeneration	 initiatives	 are	 not	 necessarily	 industrial	 sites	 that	 underperform	 in	
terms	of	the	variables	that	represent	the	distress	criteria	mentioned	above.	In	fact,	
van den Anker et al.	(2009)	note	that	political	and	strategic	reasons	are	instrumental	
in	the	decision	to	target	industrial	sites	for	regeneration:	“If	grants	are	available,	not	
much	effort	is	needed	to	designate	a	site	as	in	need	of	regeneration”	(van	den	Anker	
et al.,	2009,	p.	52.	Translation	by	authors).	In	the	next	section	decline	and	regeneration	
of industrial sites in the Netherlands are elaborated on to give a more detailed 
explanation.
5.2.3  Decline and regeneration of industrial sites in the Netherlands
In their work on industrial sites in the Netherlands, Louw et al.	(2009)	distinguish	five	
categories of problems that are related to the decline of industrial sites. These are 
problems regarding private property, appearance, accessibility and infrastructure, 
(inefficient)	use	of	space,	and	environmental	issues	(Louw	et al., 2009; ETIN-Adviseurs, 
2003). The decline of individual private property plays an important role in the overall 
decline	 of	 industrial	 sites	 in	 the	 Netherlands	 (and	 elsewhere).	 As	 time	 passes,	 all	
property	is	subject	to	decline.	This	process	of	decline	can	go	faster	under	the	influence	
of decreasing accessibility, the diminishing quality of public space and increasing 
unsafety, since these may lead to disinvestments by owners of private property. In 
the case of industrial sites in the Netherlands, the abundant supply of new industrial 
sites	at	relatively	low	prices	has	led	to	further	disinvestments	in	the	existing	stock	of	
industrial property (van der Krabben and Buitelaar, 2011; Planbureau voor de 
Leefomgeving,	2009b).	 In	a	wider	context,	Healey	has	also	made	the	 link	between	
urban	decline	and	the	condition	of	property:	“the	conventional	economic	assumption	
is	that	if	the	overall	level	of	economic	activity	in	a	place	falls,	the	amount	of	wealth	to	
invest	in	property	and	the	quantity	of	demand	falls.	As	a	result,	 land	and	property	
values fall. This discourages further investment both in new development and in 
maintenance	of	the	existing	stock”	(Healey,	1991,	p.	100).	
 The physical appearance of industrial sites is strongly linked to the decline of 
private property, which makes up an important part of any industrial site. Physical 
appearance is also closely connected to the public infrastructure and public space of 
an industrial site. Government investments are usually aimed at the quality of the 
public	space	and	infrastructure.	This	is	almost	exclusively	provided	publicly	and	can	
also	 have	 an	 important	 impact	 on	 the	 appearance.	 The	 effect	 on	 the	 investment	
behaviour	of	private	property	owners	of	public	investment	is	potentially	large.	The	
justification	 for	public	 investments	 at	 least	 seems	 to	 rely,	 for	 a	 large	part,	 on	 this	
relationship	(Ploegmakers	and	Beckers,	2015).	Public	investments	are	not	only	a	goal,	
but are seen as a means through which private property owners can be persuaded 
to	invest	in,	not	only,	their	property,	but	also	in	new	economic	activities.	
	 The	 third	 category	 of	 problems	 concerns	 accessibility.	 Each	firm	has	 different	
demands in terms of accessibility: some companies should be able to easily transport 
heavy goods over water or via rail, whereas for others easy car accessibility and 
abundant	parking	for	customers	and	employees	is	essential.	Many	of	the	industrial	
sites	 in	 the	 Netherlands	 which	 experience	 decline,	 face	 problems	 with	 poor	
infrastructure and accessibility. Demands regarding infrastructure may change over 
time,	 for	 instance	 when	 it	 comes	 to	 the	 demands	 regarding	 the	 framework	 for	
information	 technology	 purposes.	 Industrial	 sites	 should	 therefore	 not	 only	 offer	
physical, but also the right digital infrastructure. 
	 Fourthly,	inefficient	use	of	space	could	be	an	indication	of	the	decline	of	industrial	
sites in the Netherlands. In many urbanised areas, (open) space is a valuable asset and 
high	vacancy	rates	and	 inefficient	 lay-outs	of	existing	 industrial	 sites	are	therefore	
regarded	as	undesirable.	Both	inefficient	use	of	space	and	vacancies	in	a	certain	part	
of	 the	 site	 can	 have	 a	 negative	 effect	 on	 the	 rest	 of	 the	 industrial	 site,	 causing	 a	
negative	spiral	and	leading	to	decline.	
	 The	final	category	concerns	environmental	issues.	Taking	into	account,	not	only,	
contamination	 of	 soil,	 but	 also	 nuisance	 created	 by	 smoke,	 fumes	 or	 noise.	
Furthermore, the presence of companies that pose a risk to the environment, for 
instance	due	to	their	production	of	chemicals	or	the	attraction	of	large	volumes	of	
transport, might cause an industrial site to decline. This is most notably because it 
makes	 the	 location	of	a	 site	obsolete,	when	 residential	areas	 located	nearby	have	
been developed.
	 Normally	 industrial	 sites	are	 targeted	 for	 regeneration	by	municipalities	when	
these	areas	are	faced	with	problems	elaborated	above.	Typical	aspects	of	regeneration	
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programmes include physical improvements of infrastructure, the public and private 
space.	 The	 latter	 may	 include	 relocating	 undesired	 activities,	 acquiring	 and	
demolishing	obsolete	property	providing	new	building	land	for	firms	looking	to	locate	
in	 redeveloped	 parts	 of	 an	 industrial	 site.	 Firms	 are	 also	 stimulated	 to	 form	
co-operations	 to	 manage	 the	 public	 space.	 The	 majority	 of	 these	 measures	 are	
funded	through	grant	programmes	from	the	national	and	provincial	government.	The	
funding	 schemes	 available	 range	 from	 broad	 urban	 regeneration	 programmes	 to	
grant	 funds	 especially	 for	 specific	 physical	 improvements	 such	 as	 infrastructure.	
There	are	special	grants	for	soil	remediation	in	case	of	contamination	but	this	is	only	
the	case	for	a	relatively	small	number	of	industrial	sites	(Ploegmakers	and	Beckers,	
2015). 
	 Ploegmakers	 and	 Beckers	 (2015)	 have	 studied	 the	 effects	 of	 regeneration	
initiatives	 for	 industrial	 sites	 in	 the	Netherlands,	but	 in	 their	 study	 the	 issue	as	 to	
whether	these	initiatives	are	aimed	at	the	industrial	sites	that	should	be	targeted	is	
not	addressed.	They	study	municipal	master	plans	to	find	the	most	frequently	cited	
goals	of	regeneration	initiatives.	Two	frequently	cited	goals	are	‘attraction	and	retention	of	
firms’	and	‘increasing	the	number	of	jobs’,	indicating	that	the	assumption	that	employment	
leads	to	economic	growth	presented	earlier,	underlies	Dutch	regeneration	policies.	
The	goals	of	regeneration	programmes	are	in	line	with	the	categories	distinguished	
by Louw et al.	 (2009)	 elaborated	 above.	 Regeneration	 initiatives	 aim	 to	 generate	
positive	effects	on	one,	or	more	of	these	categories.	In	the	next	section	the	dataset	is	
introduced	that	 is	used	to	answer	the	question	of	whether	regeneration	initiatives	
indeed	focus	on	the	industrial	sites	most	in	need	of	regeneration.	
5.3 Data description
In	this	section	the	dataset	for	the	empirical	study	is	presented	and	the	explanatory	
variables	 are	 introduced.	 Two	 logistic	 regression	 analyses	 are	 performed.	 First,	
standard	logistic	regression	analysis	is	used	to	find	if	the	probabilities	for	characteristics	 
of	industrial	sites	differ	between	industrial	sites	that	were	targeted	for	regeneration	
and	non-targeted	sites.	The	second,	multinomial	logistic	regression	analysis,	allows	
for	a	more	detailed	analysis	of	the	differences	in	characteristics	within	the	group	of	
targeted industrial sites. Although we make use of a longitudinal dataset, the nature 
of	the	dependent	variable	only	permits	an	analysis	of	cross-sectional	variation	in	the	
decision	to	target	a	particular	area	for	regeneration	(we	do	make	use	of	the	panel	
characteristics	of	the	dataset	to	calculate	changes	in	the	main	variables	of	 interest	
over	a	longer	period	of	time	(1997-2008)	preceding	the	decision	to	target	the	area).	
Clearly, it would be preferable to undertake a longitudinal analysis. However, we are 
able	 to	 add	 a	 time	 dimension	 to	 the	 data.	 In	 2009	 the	 national	 government	 and	
lower-tier	governments	agreed	on	the	future	direction	of	regeneration	policies.	This	
agreement	distinguished	two	rounds	of	regeneration.	The	first	round,	which	would	
be implemented between 2009 and 2013, was targeted at 6,500 hectares of industrial 
sites	experiencing	decline.	The	second	round	would	target	9,300	hectares	and	had	to	
be	finished	in	2020.
	 The	information	on	which	sites	had	to	be	targeted	during	the	first	round	comes	
from lists provided by the provinces. Provinces compiled these lists together with 
municipalities.	They	are	based	on	municipal	knowledge	and,	in	many	regions,	private	
consultancy	firms	were	hired	to	make	a	general	assessment	of	 the	condition	of	all	
industrial sites. Unfortunately, such lists are not available for the second round of the 
regeneration	 programme	 foreseen	 to	 be	 implemented	 in	 the	 period	 2014-2020.	
Therefore,	we	rely	on	the	Dutch	National	Database	on	Industrial	Sites	(IBIS),	which	
tracks	 the	 amount	 of	 land	 in	 need	 of	 regeneration	 on	 an	 annual	 basis.	 Sites	 are	
assigned	to	the	group	of	second	round	sites	if	they	were	suffering	from	some	form29 
of decline according to the 2008 annual IBIS assessment, but not targeted for 
regeneration	during	the	first	round.	
	 The	characteristics	of	industrial	sites	are	the	explanatory	variables	in	our	dataset.	
Different	existing	databases	were	used	to	construct	this	dataset.	IBIS	contains	data	
on	 size,	 land	 prices	 and	 location	 among	 others,	 and	 was	 combined	 with	 data	 on	
property	values	obtained	 from	Netherlands	Statistics	 (CBS)30 and data gathered in 
cooperation	with	 the	Netherlands	 Environmental	Assessment	Agency	 (PBL) 31. This 
provided the opportunity to construct a rich database on all industrial sites in the 
Netherlands. 
	 Research	shows	that	municipalities	to	a	large	extent	apply	the	same	criteria	to	
decide	whether	an	industrial	site	faces	decline	and	if	it	is	indeed	in	need	of	regeneration	
(for these criteria see Planbureau voor de Leefomgeving, 2009a; Ploegmakers and 
Beckers,	2015).	The	criteria	and	guidelines	set	at	the	national	level	provide	certainty	
that the decision by policymakers to target an industrial site is made on comparable 
grounds	 and	 should	 not	 differ	 substantially	 from	 one	 (municipal	 or	 regional)	
29 Four	 distinct	 processes	 of	 decline	 are	 identified:	 (1)	 physical	 deterioration	 due	 to	 overdue	
maintenance;	 (2)	 functional	 obsolescence	 due	 to	 changing	 occupier	 demand	 requirements;	 (3)	
social	obsolescence	due	to	changing	regulations	(environmental,	safety,	working	conditions);	and	(4)	
locational	obsolescence	due	to	changes	in	the	immediate	vicinity	of	the	site	(incompatible	land	uses).
30 The	micro	data	on	property	values	provided	by	Netherlands	Statistics	(CBS)	are	based	on	the	dataset	
‘Waarde onroerende zaken’	(property	values),	provided	by	the	Dutch	municipalities.	
31	 An	 important	 dataset	 that	 was	 used	 in	 cooperation	 with	 PBL	 is	 the	 LISA	 database.	 It	 contains	
information	on	employment	and	type	of	economic	activity	on	the	level	of	 individual	addresses.	 In	
cooperation	with	PBL,	 IBIS	geo-referenced	data	on	the	 location	of	 industrial	sites	was	 linked	with	
various other databases to construct the variables used in this research. These include topographical 
maps	to	assess	the	age	of	industrial	sites,	land	use	maps	from	Netherlands	Statistics	(CBS)	to	assess	
other land uses in the vicinity of industrial sites, NAVTEQ data to calculate accessibility and an 
existing	classification	by	CBS	for	urbanisation	rate.
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policymaker	 to	 another.	 Our	 analysis	 is	 thus	 based	 on	 the	 assumption	 that	 the	
most-declined	industrial	sites	are	targeted.	Municipalities	and	regional	government	
however	can	have	other	reasons	to	target	industrial	sites	within	their	jurisdiction,	or	
set	 their	 own	 priorities	 based	 on	 how	 many	 industrial	 sites	 have	 declined.	
Municipalities	with	no	industrial	sites	in	decline	might	still	target	such	areas	to	try	to	
receive	subsidies.	To	control	for	regional	differences	in	interpretation	of	the	national	
guidelines, provincial dummies were included in the analyses32. 
	 Two	 types	 of	 explanatory	 variables	 are	 distinguished:	 control	 variables	 and	
performance	variables.	The	first	category	is	divided	into	site-specific	characteristics	
and	regional	characteristics.	These	variables	might	 influence	the	probability	 that	a	
certain	industrial	site	is	targeted	for	regeneration.	They	are	mostly	static	and	are	not	
used	as	 justification	for	regeneration	policies.	Examples	of	such	characteristics	are	
age,	 travel	 time	 to/from	 the	 nearest	 motorway	 exit	 and	 urbanisation	 rate.	 Older	
industrial	 sites	 are	 probably	 more	 likely	 to	 be	 targeted	 for	 regeneration.	 This,	
however,	 is	 a	 characteristic	 which	 is	 impossible	 for	 policymakers	 to	 change.	 The	
influence	of	these	variables	is	controlled	for	by	including	these	in	the	analysis.	The	
second category corresponds to the economic distress criteria. These are called 
performance	 characteristics	 as	 they	 express	 the	 economic	 performance	 of	 the	
industrial	site	before	interventions	are	implemented.	Different	indicators	of	economic	
activity	 can	 be	 found	 in	 studies	 that	 were	 reviewed	 in	 the	 previous	 section.	
Employment	figures	and	the	number	of	companies	in	the	targeted	area	are	central	in	
almost every study on local economic development. Anderson and Wassmer (2001) 
further	take	into	account	property	taxes	paid	(as	an	indicator	for	property	values)	as	
a	measure	of	economic	activity.	These	criteria	correspond	with	negative	developments	
that	the	regeneration	initiatives	typically	aim	to	counter:	loss	of	jobs	and	a	diminishing	
tax	base.	Following	Ploegmakers	and	Beckers	(2015),	growth	of	jobs,	growth	of	the	
number of companies and the growth of property values are used as these are 
important	indicators	of	economic	performance	which,	in	turn,	is	the	main	justification	
for	regeneration	initiatives	of	industrial	sites	in	the	Netherlands.
	 The	 explanatory	 variables	 and	 the	 expected	 relationship	 with	 the	 dependent	
variable	included	in	the	analyses	are	the	following.	Travel	time	to/from	the	nearest	
motorway	exit	represents	accessibility.	Accessibility	is	better	for	industrial	sites	for	
which	 travel	 time	 to/from	a	motorway	 is	 lower	 and	 these	 sites	 are	 therefore	 less	
likely	to	be	targeted.	The	variables	of	residential	land	use	and	open	space	land	use	are	
included	 in	 the	 model	 to	 control	 for	 functions	 in	 the	 direct	 surrounding	 of	 the	
industrial	 site.	 Residential	neighbourhoods	 in	 the	 vicinity	of	 an	 industrial	 site	may	
lead	to	nuisance	and	environmental	hazards,	positively	affecting	the	chance	of	being	
32 Furthermore,	a	model	with	municipal	dummies	was	also	estimated.	This	did	not	change	the	outcome	
of the analyses, leading us to the conclusion that our	model	does	not	suffer	from	noise	due	to	the	
‘nested’	selection	process	of	industrial	sites.
targeted.	Following	this	 line	of	reasoning,	a	negative	relation	 is	expected	between	
open	space	and	targeting.	Age	is	included	due	to	the	fact	that	older	industrial	sites	
are	hypothetically	more	likely	to	be	targeted.	The	variable	type	of	 industrial	site	 is	
included	 to	 control	 for	 the	 influence	 of	 the	 presence	 of	 certain	 types	 of	 firms33. 
Industrial	sites	with	a	large	share	of	manufacturing	could	be	more	likely	to	experience	
decline	and	be	targeted	for	regeneration.	One	reason	for	this	is	because	firms	in	this	
sector may have recently seen a down turn in employment. Number of jobs and 
number of companies represent the size of industrial sites to control for large and 
smaller	industrial	sites.	Jobs	per	hectare	is	included	in	the	model	as	the	representation	
of	 efficiency	of	 land	use.	As	 described	 above,	 inefficient	 use	of	 land	 is	 one	of	 the	
categories	 of	 problem	 that	 is	 related	 to	 decline.	 It	 is	 expected	 that	municipalities	
consider	 industrial	sites	with	small	numbers	of	 jobs	per	hectare	as	 less	efficient	 in	
terms	of	land	use.	Increasing	the	efficient	use	of	land	is	often	mentioned	as	a	goal	of	
regeneration	policies	and	the	number	of	 jobs	per	hectare	therefore	 is	expected	to	
influence	 the	 municipal	 decision	 to	 target	 an	 industrial	 site	 for	 regeneration.	
Environmental classes are included to control for the presence of companies that 
have	 a	 potentially	 large	 effect	 on	 environmental	 issues,	 including	 noise,	 fumes	 or	
external	hazards.	This	often	concerns	large	industrial	installations	or	(chemical)	plants	
and	these	companies	are	not	easily	moved	to	another	location.	Their	present	location	
on an industrial site should therefore be maintained in the best possible way and 
regeneration	is	used	to	guarantee	this.	A	second	possible	option	is	that	these	companies	
cause	 more	 environmental	 issues	 and	 this	 increases	 the	 need	 for	 regeneration	
initiatives	to	counter	these	negative	effects.	Seaports	are	included	to	control	for	this	
specific	 type	 of	 industrial	 site.	 These	 types	 of	 industrial	 sites	 typically	 have	 a	 low	
number of jobs per hectare. Average property values are added to control for low 
quality public space and private property. A low property value per hectare is an 
indication	 of	 low	 overall	 quality	 and	 therefore	might	 influence	 the	 assessment	 of	
targeting.	Three	regional	characteristics	are	added.	Urbanisation	rate	is	included	to	
control	 for	 possible	 differences	 between	 urbanised	milieus	 industrial	 sites	 can	 be	
located	in.	Three	categories	are	distinguished:	urban	agglomeration,	city	region	and	
outside	city	region.	Within	urban	agglomeration	the	necessity	to	regenerate	existing	
industrial	sites	is	expected	to	be	higher	than	in	more	rural	municipalities	outside	city	
regions.	This	can	be	attributed	to	the	pressure	on	maintaining	the	quality	of	the	built	
up	space	is	higher	in	more	urbanised	areas.	Scarcity	is	calculated	as	the	ratio	of	readily	
available and land currently in use for industrial sites. This variable is included to 
investigate	the	often-suggested	relation	between	the	(cheap)	supply	of	new	land	for	
33 The	different	types	of	industrial	sites	are	based	on	the	types	of	companies	present	at	the	industrial	
site.	 If	for	example	>50%	of	firms	located	on	an	industrial	site	are	manufacturing	firms,	the	site	 is	
characterised	as	a	manufacturing	site.	Mixed-use	sites	do	not	contain	other	uses	such	as	residential	
or	leisure,	but	applies	to	sites	that	contain	no	absolute	majority	of	a	certain	type	of	firms.	
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industrial sites and the occurrence of decline and the subsequent need for 
regeneration.	Although	not	studied	empirically,	it	is	thought	that	when	new	land	for	
industrial	 sites	 is	 cheap	 and	 easily	 available,	 firms	 are	 less	 willing	 to	 invest	 in	
maintenance	at	their	present	location.	A	high	ratio	means	high	levels	of	scarcity	and	
a	negative	relation	between	this	variable	and	targeting	is	therefore	expected.	Finally,	
we have added a regional (provincial) dummy to control for provincial policymakers’ 
decisions	 to	 target	 industrial	 sites	 for	 regeneration34.	 Table	 1	 lists	 the	 explanatory	
variables,	their	definitions	and	descriptive	statistics	along	with	the	results	of	analyses	
of	 the	 variances	 of	 means.	 The	 results	 show	 there	 are	 noticeable	 and	 significant	
differences	between	the	mean	values	of	targeted	and	non-targeted	industrial	sites.	
Two	of	the	performance	characteristics	have	significantly	different	mean	values.	The	
mean	differences	between	round	1	and	round	2	targeted	sites	show	less	differences.	
The	regional	dummies	show	 large	significant	differences,	 indicating	 the	number	of	
industrial	sites	targeted	differs	per	province.
The group of targeted (round 1 and round 2) sites consists of 905 sites (of which 446 
are targeted in round 1) while there are 817 non-targeted sites in the total dataset of 
1,722	industrial	sites.	From	the	mean	values	for	site	characteristics	it	becomes	clear	
that,	on	average,	the	problem	sites	are	older.	Almost	40%	of	the	targeted	sites	are	
from the pre-1960s period, whereas the largest group of non-targeted sites is from 
the	 1980s.	 Interestingly,	 5%	of	 targeted	 and	 declined	 sites	were	 developed	 in	 the	
1990s	and	are	thus	relatively	young	to	already	be	experiencing	problems	related	to	
decline. Industrial sites dominated by manufacturing make up the largest group for 
both	 targeted	 and	 non-targeted	 sites.	 Mixed	 use	 is	 the	 second	 largest	 for	 both	
categories,	although	the	group	of	mixed	use	sites	represents	39%	of	the	targeted	and	
only	25%	of	non-targeted	sites.	Targeted	sites	are	bigger,	as	measured	by	the	total	
number	of	 jobs	and	number	of	firms.	 The	number	of	 jobs	per	hectare	however	 is	
higher	for	non-targeted	sites.	Average	property	values	are	11%	higher	on	non-targeted	
sites.	The	regional	characteristics	do	not	show	large	differences.	The	industrial	sites	
in	the	dataset	are	quite	evenly	spread	among	the	regions	and	areas	of	urbanisation	
distinguished.	The	mean	values	for	the	provincial	dummies	show	the	distribution	of	
industrial	 sites	 over	 the	 Netherlands.	 Large,	 traditionally	 industrialised	 provinces	
such	as	Noord	Brabant	and	Gelderland	house	many	industrial	sites.	The	large	cities	
Rotterdam	and	The	Hague	(Zuid	Holland)	and	Amsterdam	(Noord	Holland)	also	have	
high shares of industrial sites.
34 Since policy makers eventually decide which industrial sites are targeted, non-economic decisions by 
policy makers might introduce noise into our results. Including this variable controls for this possible 
effect.	Another	model	which	included	municipal	dummies	was	also	estimated.	Results	indicate	that	
policy	makers	decisions	do	not	influence	the	model’s	results.	For	brevity,	regression	results	are	not	
reported, but are available upon request.
	 The	values	of	the	performance	characteristics	in	table	5.1	indicate	that	targeted	
industrial	sites	show	slower	growth	than	non-targeted	sites.	Interestingly,	the	change	
in property value is higher for industrial sites that are targeted. Two further analyses 
of	these	differences	in	which	the	influence	of	the	other	variables	is	controlled	for,	are	
presented	in	the	next	section.	In	the	first	analysis	it	is	expected	that	the	results	will	
show	that	a	negative	growth	of	the	performance	indicators	will	increase	the	chance	
of	 being	 targeted	 for	 regeneration.	 In	 the	 second,	multinomial	 logistic	 regression	
analysis	 it	 is	expected	 that	all	 three	of	 these	variables	will	 show	a	 similar	pattern:	
industrial	sites	that	are	targeted	in	the	second	round	show	negative	results	compared	
to	the	group	of	non-targeted	sites.	Industrial	sites	that	are	targeted	for	regeneration	
in	 the	 first	 round	 are	 expected	 to	 show	 more	 negative	 results	 compared	 to	 the	
industrial sites that are targeted in the second round. 
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Table 5.1   Descriptive	statistics	of	explanatory	variables	in	dataset	and	t-test	results	for 
differences	in	variance	of	mean	values	between	targeted	and	non-targeted	sites	 
& round 1 and round 2 targeted sites.
Targeted sites
Targeted sites  
(n=905)
Non-targeted sites 
(n=817)
Round 1
(n=446)
Round 2 
(n=459)
Variable Definition (2008 values unless specified otherwise) Mean
(SD)
Mean
(SD)
Mean
(SD)
Mean
(SD)
Site	characteristics
Travel	time	to/from	motorway Travel	time	to	nearest	motorway	exit	(in	minutes) 6.40 
(5.34)
6.12
(5.13)
7.12**
(6.16)
5.70
(4.31)
Land	use	residential	(ha) Residential	land	use	within	500m	radius 1.65**
(1.42)
1.41
(1.28)
1.31**
(1.19)
1.98
(1.54)
Land use open space (ha) Open space within 500m radius 1.99**
(1.69)
2.61
(1.87)
2.10
(1.70)
1.89
(1.67)
Age (0/1) Decade in which development of site started
1990s	or	after 0.05* 0.16 0.04 0.05
1980s 0.12** 0.27 0.16** 0.09
1970s 0.21 0.19 0.19 0.23
1960s 0.24 0.19 0.24 0.24
Pre 1960s 0.38** 0.18 0.37 0.39
Type of industrial site (0/1) Equals	1	if	more	than	50%	of	total	jobs	is	in	specified	sector.	 
Mixed	use	does	not	contain	50%	majority	of	one	sector.
Mixed	use 0.39 0.24 0.41 0.37
Consumer services 0.04 0.05 0.03 0.05
Financial services 0.04* 0.07 0.03 0.04
Logistics 0.09 0.12 0.09 0.10
Manufacturing 0.43 0.49 0.43 0.43
Miscellaneous 0.01* 0.02 0.01 0.01
Number of jobs Total number of jobs located on an industrial site 1,326.36**
(2,200.96)
924.31
(2217.41)
1,742,43
(2,747.17)
926.00
(1,378.21)
Number of companies Total number of companies located on an industrial site 73.48**
(101.24)
46.96
(73.13)
91.29**
(119.59)
56.28
(75.63)
Jobs per hectare Number of jobs per net hectare 56.18
(74.32)
68.15
(245.95)
55.00
(74.38)
57.34
(74.25)
Environmental permit impact 
class (0/1)
Equals	1	if	companies	in	specified	environmental	impact	class	are	
 present at industrial site
Class 5 0.16** 0.08 0.22** 0.11
Class 4 0.48** 0.41 0.49 0.47
Class <4 0.36** 0.50 0.29** 0.42
Sea port (0/1) Equals 1 if industrial site is a sea port 0.01 0.02 0.01 0.02
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Table 5.1   Continued.
Targeted sites
Targeted sites  
(n=905)
Non-targeted sites 
(n=817)
Round 1
(n=446)
Round 2 
(n=459)
Variable Definition (2008 values unless specified otherwise) Mean
(SD)
Mean
(SD)
Mean
(SD)
Mean
(SD)
Regional	characteristics
Scarcity Ratio	of	readily	available	and	total	amount	of	land	in	use	for	industrial	
sites	(regional	level).	A	high	ratio	corresponds	to	a	high	level	of	scarcity.
0.93
(0.04)
0.93
(0.04)
0.93**
(0.04)
0.94
(0.03)
Urbanisation rate (0/1) Equals 1 if industrial site is located in a municipality that is a metropolitan 
agglomeration,	within	a	city	region	or	other	municipality
Metropolitan	agglomeration 0.23 0.21 0.19* 0.26
City region 0.18 0.17 0.17 0.18
Outside city region 0.59 0.62 0.64* 0.56
Province (0/1) Equals	1	if	industrial	site	is	located	in	province	specified
Groningen 0.04 0.03 0.07** 0.02
Friesland 0.06 0.07 0.07 0.05
Drenthe 0.02 0.03 0.04** 0.01
Overijssel 0.09 0.09 0.11* 0.07
Flevoland 0.03 0.02 0.04** 0.01
Gelderland 0.13 0.14 0.10** 0.16
Utrecht 0.06* 0.04 0.11** 0.02
Noord Holland 0.13** 0.07 0.10** 0.17
Zuid Holland 0.15** 0.02 0.14 0.16
Zeeland 0.04 0.04 0.07** 0.01
Noord Brabant 0.17* 0.13 0.08** 0.26
Limburg 0.07 0.10 0.07 0.07
Performance	characteristics
Growth of companies Growth of number of companies in percent in period 1997-2008 32.3%*
(239%)
44.1%
(262.6%)
17.7%
(90%)
34.9%
(215.5%)
Growth of jobs Growth of number of jobs in percent in period 1997-2008 49.8%*
(629.0%)
57.3%
(293.8%)
25.5%
(124.3%)
40.0%
(248.0%)
Change in property value Change in mean industrial property value in percent in period 1997-2008 130.4%
(213.7%)
124.0%
(136.5%)
123.0%
(126.1%)
118.1%
(81.8%)
Tests	of	the	equality	of	the	means:	**	significant	at	the	1%	level	*	significant	at	the	5%	level
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5.4  Results: differences between targeted and 
non-targeted sites
The	results	of	the	logistic	regression	analysis	are	presented	in	table	5.235.
35 With	 all	 VIF	 scores	 below	 5,	 multicollinearity	 does	 not	 appear	 to	 influence	 the	 results	 of	 the	
multivariate	analyses	performed.	
Non-targeted sites are the reference category. The results presented in table 5.2 are 
interpreted to conclude on the probability that an industrial site belongs to the group 
of	targeted	sites.	Travel	time	does	not	show	a	significant	result.	Residential	land	use	
does	 not	 influence	 the	 chance	 of	 being	 targeted,	 other	 than	 open	 space,	 which	
negatively	influences	the	probability	of	being	targeted.	The	categories	of	age	again	
show	the	expected	results:	older	industrial	sites	are	more	likely	to	be	targeted	than	
younger ones, with industrial sites that were developed before the 1960s showing the 
largest	coefficient	as	compared	to	all	other	age	cohorts	and	the	reference	category	of	
the	1990s.	An	expected	result	is	the	non-significant	coefficients	for	types	of	industrial	
sites.	Compared	to	the	reference	category	of	mixed-use	industrial	sites,	no	type	of	
industrial	site	has	a	significantly	larger	probability	of	being	targeted	to	another.	One	
possible	interpretation	is	that	all	 industrial	sites	are	evenly	prone	to	targeting.	The	
same	can	be	concluded	for	size,	as	the	coefficients	for	number	of	jobs	and	number	of	
firms	does	not	 show	 significant	 results.	 The	 coefficients	 for	 environmental	 impact	
classes	 indicate	 that	 industrial	 sites	 that	 house	 potentially	 polluting	 or	 hazardous	
companies are more probable to be targeted. The variable for property value also 
shows	the	expected	negative	coefficient.	Under	regional	characteristics,	urbanisation	
rate	does	not	show	significant	results.	Scarcity	unexpectedly	shows	a	positive	sign,	
indicating	 that	 the	 often-suggested	 relation	 between	 readily	 available	 land	 and	
decline	does	not	exist	for	our	dataset.	An	alternative	explanation	is	that	high	levels	of	
Table 5.2   Results	of	the	logistic	regression.	Probabilities	for	site	characteristics,	
regional	characteristics	and	performance	characteristics	on	targeted	
sites. Reference category: non-targeted sites.
Variables Coefficient Z-value
Site	characteristics
Travel	time	to/from	motorway 0.022 (1.86)
Land	use	residential	(ha) 0.003 (0.60)
Land use open space (ha) -0.015** (-3.53)
Age
1980s 0.432* (1.93)
1970s 1.284** (5.73)
1960s 1.327** (5.85)
Pre 1960s 1.925** (8.57)
Type of industrial site
Consumer services -0.168 (-0.60)
Financial services -0.433 (-1.60)
Logistics 0.029 (0.15)
Manufacturing 0.056 (0.41)
Miscellaneous -0.762 (-1.92)
Number	of	jobs	(x100) -0.008 (-1.24)
Number of companies  0.003 (1.91)
Number	of	jobs	per	hectare	(x100) -0.057 (-1.17)
Environmental permit impact class 
Environmental impact class 4  0.382* (3.01)
Environmental impact class 5  0.675* (3.25)
Sea port -0.616 (-1.40)
Property	value	per	hectare	(x1000) -0.0004* (-2.86)
Regional	characteristics
Scarcity 4.782* (2.18)
Table 5.2   Continued.
Variables Coefficient Z-value
Urbanisation rate
Metropolitan	agglomeration 0.005 (0.03)
City region 0.128 (0.83)
Performance	characteristics
Growth number of companies -0.089 (-1.60)
Growth number of jobs 0.021 (1.28)
Change in property value 0.024 (0.57)
Constant -5.758 (-2.80)
N 1,722
Pseudo R2 0.145
Log likelihood -1,019,21
z-values	in	parentheses	**	significant	at	the	1%	level	*	significant	at	the	5%	level
Note results for provincial dummies are not reported for brevity
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scarcity	might	lead	to	a	larger	policy	effort	to	regenerate	industrial	sites	in	the	existing	
built	up	space	and	thus	targeting	occurs	more	often.	
	 The	results	for	the	performance	characteristics	do	not	show	any	significant	relations	
between	these	variables	and	the	probability	of	being	targeted	for	regeneration.	The	
coefficients	for	all	variables	are	insignificant,	indicating	that,	having	controlled	for	the	
other	 variables	 in	 the	model,	 there	 appears	 to	 be	no	 significant	 relation	between	
economic	performance	and	targeting.
The	 second	analysis	 is	performed	 to	find	differences	within	 the	group	of	 targeted	
industrial	sites	and	compare	these	two	groups	with	non-targeted	sites.	Hypothetically,	
and	 according	 to	 the	 theory	 laid	 out	 by	 Bartik	 (1994)	 among	 others,	 there	 are	
differences	to	be	found	for	the	performance	indicators	within	the	group	of	targeted	
sites	as	industrial	sites	targeted	in	round	1	are	assessed	as	in	need	of	regeneration	
before the sites targeted in round 2.
Table	5.3	denotes	the	results	of	the	multinomial	logistic	regression	analysis.	Dividing	
the	dataset	into	three	categories	does	not	change	the	overall	pattern	for	most	control	
variables.	Other	than	expected,	more	travel	time	does	not	appear	to	be	a	reason	to	
target	industrial	sites	for	regeneration.	Round	1	industrial	sites	even	show	a	positive	
coefficient	for	this	variable.	The	coefficient	for	housing	remains	 insignificant,	while	
open	space	shows	 the	expected	negative	sign	 for	 targeting	 in	both	 rounds.	Again,	
most	age	variables	show	the	expected	pattern,	with	only	industrial	sites	developed	in	
the	 1980s	 showing	 non-significant	 results	 for	 the	 probability	 of	 being	 targeted	 in	
round	2	compared	to	industrial	sites	developed	in	the	1990s.	A	possible	explanation	
for	 this	 is	 that	 sites	 in	 both	 these	 age	 bands	 belong	 to	 a	 similar	 ‘generation’	 of	
Table 5.3   Results	of	the	multinomial	regression	analysis.	Probabilities	for	site	
characteristics,	regional	characteristics	and	performance	characteristics	
on round 1 and round 2 targeted industrial sites. Reference category: 
non-targeted sites.
Round 1 targeted 
industrial sites
Round 2 targeted 
industrial sites 
Variables Coefficient Coefficient
Site characteristics
Travel	time	to/from	motorway  0.035* (2.59) 0.018 (0.11)
Land	use	residential	(ha)  -0.012 (-1.70) 0.012 (1.77)
Land use open space (ha) -0.015* (-2.91) -0.017** (-3.19)
Age
1980s  0.678* (2.27) 0.156 (0.51)
1970s  1.240** (4.13) 1.326** (4.65)
1960s  1.428** (4.76) 1.243** (4.28)
Pre 1960s  1.983** (6.68) 1.873** (6.59)
Type of industrial site
Consumer services -0.332 (-1.66) -0.158 (-0.47)
Financial services -0.599 (-0.26) -0.240 (-0.72)
Logistics -0.062 (-0.14) 0.046 (0.19)
Manufacturing -0.023 (-1.23) 0.082 (0.50)
Miscellaneous -0.773 (-1.52) -0.871 (-1.70)
Number	of	jobs	(x100) -0.002 (-0.33) -0.023* (-2.37)
Number of companies  0.003 (1.81) 0.003 (1.46)
Number	of	jobs	per	hectare	(x100) -0.043 (-0.80) -0.065 (-0.88)
Environmental impact class 4  0.501* (3.17) 0.298* (1.94)
Environmental impact class 5  1.037** (4.29) 0.339 (1.33)
Sea port -0.861 (-1.52) -0.404 (-0.79)
Property	value	per	hectare	(x1000) -0.0005* (-2.46) -0.0003 (-1.86)
Regional characteristics
Scarcity 3.695 (1.91) 5.756* (2.10)
Metropolitan	agglomeration -0.138 (-0.68) 0.072 (0.38)
City region 0.130 (0.188) 0.114 (0.62)
Performance characteristics
Growth number of companies -0.113 (-1.42) -0.068 (-1.02)
Growth number of jobs -0.009 (-0.23) 0.028 (1.48)
Table 5.3   Continued.
Round 1 targeted 
industrial sites
Round 2 targeted 
industrial sites 
Variables Coefficient Coefficient
Change in property value 0.051 (1.09) -0.012 (-0.22)
Constant -7.118 (-2.79)
N 1,722
Pseudo R2 0.172
Log likelihood -1,506.27
z-values	in	parentheses		**	significant	at	the	1%	level	*	significant	at	the	5%	level
Note results for provincial dummies are not reported for brevity
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industrial	sites,	developed	in	relatively	the	same	style	and	with	comparable	charac-
teristics	(Louw	et al., 2009; Olden, 2010). The presence of companies in the highest 
environmental impact class does not increase the probability to be targeted in round 2, 
but	 shows	 a	 significantly	 higher	 probability	 of	 being	 targeted	 in	 round	 1.	 Overall,	
these	results	indicate	that	industrial	sites	that	can	house	firms	with	a	potentially	large	
impact on the environment have a higher probability of being regenerated, as 
expected.	 Two	 possible	 explanations	 for	 the	 results	 found	 are	 the	 nuisance	 these	
types of companies cause to their surroundings, or the economic importance of these 
companies	at	their	present	location.	This	leads	to	a	willingness	for	policymakers	to	
invest	in	their	present	location	to	be	able	to	accommodate	economically	important	
firms	that	are	hard	to	relocate.	Size	has	limited	influence	on	targeting,	with	only	round	2	
sites	showing	a	small	positive	relation	with	the	number	of	jobs.	The	coefficient	for	property	
value	per	hectare	shows	a	significant	negative	relation	with	the	probability	of	being	
targeted	in	round	1.	A	low	spatial	quality,	as	represented	by	a	low	property	values,	
thus	 leads	 to	a	prioritisation	of	being	 targeted.	 For	 scarcity,	 a	negative	coefficient	
with	the	probability	for	being	targeted	was	expected,	as	this	means	a	higher	level	of	
scarcity	 leads	 to	 less	 decline	 and	 subsequently,	 less	 regeneration	 is	 needed.	 For	
round	2	targeted	sites,	the	opposite,	unexpected	effect	is	found.	It	appears	that	in	the	
long	run,	scarcity	leads	to	more	attention	for	the	regeneration	of	existing	industrial	
sites.	Urbanisation	rates	do	not	show	significant	results,	indicating	that	regeneration	
occurs	in	both	rural	and	urban	municipalities	alike.
	 When	it	comes	to	the	performance	characteristics	the	results	do	not	differ	from	
the	first	analysis.	None	of	the	performance	characteristics	show	significant	results,	
indicating	there	are	no	differences	between	industrial	sites	targeted	for	regeneration	
in round 1, round 2 and non-targeted industrial sites for the change in the number of 
companies, jobs and industrial property values. 
	 Overall,	 there	 is	minimal	 statistically	 significant	 evidence	 that	 industrial	 sites	 that	 
are	targeted	for	regeneration	in	either	round	1	or	2	show	slower	growth	on	performance	
characteristics	than	industrial	sites	that	are	not	targeted.	Furthermore,	the	differences	
between	round	1	and	round	2	targeting	sites	are	also	limited.	Industrial	sites	targeted	
in	round	1	do	not	necessarily	appear	to	be	in	more	need	of	regeneration,	as	measured	
by	 the	 performance	 characteristics,	 than	 sites	 targeted	 in	 round	 2	 and	 even	non-	
targeted sites.
5.5 Conclusions
The	question	of	whether	the	urban	areas	that	are	targeted	for	regeneration	initiatives	
are	 actually	 the	 areas	 that	 are	 those	most	 in	 need	 of	 regeneration	 has	 not	 been	
addressed	much	 empirically	 in	 existing	 studies.	 Regeneration	 initiatives	 are	 often	
aimed at local economic development of blighted areas, but are the targeted areas 
indeed	areas	that	suffer	from	decline?	This	paper	set	out	to	study	the	case	of	targeting	
rapidly	declining	 industrial	sites	 in	the	Netherlands	to	fill	 this	void	 in	existing	literature.	 
The results of the analyses performed in this paper provide an insight into the 
	characteristics	 of	 industrial	 sites	 that	 are	 targeted	 for	 regeneration	 initiatives	 as	
opposed	to	sites	that	are	not	targeted.	Furthermore,	differences	between	sites	that	
are	targeted	in	two	different	rounds	of	regeneration	programmes	are	studied	in	more	
detail.	According	to	the	justification	that	is	used	for	regeneration	initiatives,	targeted	
industrial sites should be the ones that underperform in terms of economic performance. 
Economic	 performance	 is	 represented	 by	 three	 characteristics:	 growth	 of	 jobs,	
growth	of	number	of	companies	and	growth	of	property	values.	Theoretically,	 low	
values	of	 the	performance	characteristics	add	 to	 the	probability	of	 industrial	 sites	
being	targeted	for	regeneration.	High	values	add	to	the	probability	of	falling	into	the	
category of non-targeted industrial sites. Industrial sites targeted in round 1 are 
prioritised,	as	these	sites	were	subject	to	regeneration	in	the	period	2011-2014.	Sites	
targeted	 in	 round	 2	 are	 assessed	 as	 being	 in	 need	 of	 regeneration	 only	 after	 this	
period	and	are	therefore	expected	to	economically	outperform	round	1	sites.
	 The	descriptive	statistics	show	there	are	noticeable	and	significant	differences	
between	the	mean	values	of	targeted	and	non-targeted	industrial	sites,	for	example	
with respect to the age of industrial sites and environmental impact classes. The 
t-test results indicate lower average growth of number of jobs and growth of number 
of	 companies	on	 targeted	 sites.	 These	differences	do	not	exist	between	 industrial	
sites	targeted	in	round	1	and	round	2.	The	regional	dummies	show	large	significant	
differences,	 indicating	the	number	of	 industrial	 sites	 targeted	differs	per	province.	
However,	 the	 results	 of	 the	 logistic	 regression	 show	 that	 there	 are	 no	differences	
between targeted and non-targeted sites. Dividing these into three categories does 
not	 change	 the	 pattern.	 Sites	 targeted	 for	 regeneration	 in	 round	 1,	 round	 2	 and	
non-targeted	sites	do	not	show	differences	in	economic	performance.	These	results	
indicate	that	the	economic	performance	of	industrial	sites	bares	little	relevance	on	
policymakers’	decisions	to	target	industrial	sites	for	regeneration.	Therefore	industrial	
sites	that	are	targeted	for	regeneration	are	not	necessarily	the	industrial	sites	that	are	
the ones in need of these programmes. While local economic development policy is 
aimed	at	 targeting	sites	 that	are	struggling	with	 the	negative	effects	of	decline,	 in	
practice	 targeted	 sites	 do	 not	 underperform	 on	 three	 of	 the	 characteristics	 that	
represent economic performance. Of course the results should be interpreted with 
care.	The	regional	dummies	included	in	the	analysis	control	for	possible	differences	in	
interpretation	of	decline	by	policymakers	that	can	influence	the	targeting	of	industrial	
sites	and	may	thus	cause	noise	in	the	interpretation	of	our	results.	Despite	the	fact	
that	guidelines	for	targeting	are	generally	shared	among	policymakers,	there	can	still	
be	 differences	 between	 the	 policymakers’	 choices	 and	 this	 can	 possibly	 have	 an	
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influence	on	the	results	of	the	empirical	analysis.	A	possible	alternative	explanation	
for	some	of	the	results	found	therefore	seems	straightforward:	strategic	and	political	
decision making36.	Adding	political	and	strategic	decision	making	 into	a	 large	scale	
analysis as the one presented in this paper is challenging and can be subject of future 
research. 
	 A	second	alternative	explanation	is	elaborated	on	here.	The	results	might	indicate	
that	industrial	sites	are	targeted	at	exactly	the	right	moment	in	time.	Just	before	the	
industrial site is losing jobs and companies in numbers and the process of decline has 
led to disinvestments causing property to deteriorate and fall in value. In that case, 
policymakers may well assess and target the industrial sites they intend to target and, 
measuring the performance of industrial sites actually fails in recognising these sites. 
From	 a	 policy	 perspective	 it	 seems	 appropriate	 to	 make	 investments	 before	 the	
problems	that	are	related	to	decline	have	had	a	large	influence	on	the	industrial	site.	
The investments to regenerate an already declined industrial site can be much larger 
and	 therefore	 less	 efficient.	 In	 fact	 Ploegmakers	 and	 Beckers	 (2015)	mention	 that	
municipal	master	 plans	 for	 regenerating	 industrial	 sites	 often	 cite	 that	 one	of	 the	
goals	is	to	prevent	that	the	sites	that	will,	most	likely,	experience	a	downward	spiral.	
However,	one	might	wonder	whether	policy	makers	will	be	able	to	accurately	identify	
this	particular	moment	in	time.	
	 Another	direction	for	future	research	is	to	further	specify	some	of	the	variables	
used	 in	 this	 dataset.	 Type	 of	 industrial	 site	 does	 not	 show	 any	 significant	 results,	
although	it	is	reasonable	to	expect	differences	in	the	probability	of	being	targeted	for	
different	types	of	industrial	sites.	A	more	narrow	specification	for	types	of	industrial	
sites	might	improve	interpretation	of	results.	
 To conclude, our study clearly indicates that, for the Netherlands, it is at least 
doubtful	that	public	money	for	the	regeneration	of	industrial	sites	is	always	used	for	
what	it	is	meant	for,	namely	targeting	those	industrial	sites	that	are	clearly	underper-
forming in an economic sense compared to other sites.
36	 An	 additional	 analysis	 was	 performed	 to	 study	 differences	 between	 industrial	 sites	 that	 were	
predicted	to	be	targeted	(probability	>0.5,	but	were	not	and	industrial	sites	that	were	not	predicted	
to	be	targeted	probability	<0.5),	but	were.	The	results	of	this	analysis	indicate	that	regeneration	sites	
that	were	predicted	incorrectly	but	were	targeted,	were	generally	developed	more	recently	–	and	
are probably located near the urban fringe because a smaller part of the surrounding area is covered 
by	residential	uses.	This	suggests	 that	 these	sites	may	have	been	targeted	 for	other	reasons	than	
distress criteria alone.
Chapter 6
CONCLUSIONS
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6.1  Introduction 
This	 research	 set	 out	 from	 the	 notion	 that	 there	 are	 large	 differences	 in	 decline	
between	 industrial	 sites	 in	 the	 Netherlands.	 Following	 this	 observation,	 the	main	
question	for	this	research	is:	What	causes	decline	of	industrial	sites?	
	 In	the	following	section,	I	answer	the	research	questions	of	the	individual	chapters	 
in	this	thesis.	These	build	up	to	an	answer	to	the	main	research	question,	presented	
in	section	6.3.	In	section	6.4	the	answer	to	the	main	question	is	translated	to	policy	
recommendations	that	are	related	to	the	Dutch	debate	on	decline	of	industrial	sites.	
The	final	 section	reflects	on	 the	research	 in	 this	 thesis	and	presents	directions	 for	
further research.  
6.2 Answering the research questions
-  Can longitudinal change in property value be used as an indicator for decline of 
industrial sites? (chapter 2)
Literature	on	obsolescence	and	deterioration	of	properties	and	urban	area	decline	
was	brought	together	to	illustrate	that,	theoretically,	property	values	aggregated	at	
the	spatial	level	of	the	urban	area	could	provide	insight	into	the	process	of	decline.	
Theoretically,	 the	change	of	property	values	 in	an	area	over	a	period	of	time	may	
serve	as	an	indicator	of	decline	of	industrial	sites.	In	chapter	2,	a	first	empirical	step	is	
taken	 to	provide	 insight	 into	 the	 relation	between	 the	value	of	 industrial	 sites	 (an	
aggregate	of	individual	property	values)	and	explanatory	variables.	The	results	show	
that	both	the	physical-functional	characteristics	(in	chapters	2	and	3	referred	to	as	
the	physical	characteristics)	of	industrial	sites	and	regional	economic	characteristics	
influence	the	value	of	industrial	sites.	The	type	of	industrial	site	and	accessibility	are	
examples	of	physical	characteristics	of	industrial	sites	that	influence	its	value,	while	
the results also show that property values are higher in the economic core region of 
the	Netherlands	than	in	intermediary	regions	and	the	periphery,	respectively.	Value	
is	also	influenced	by	type	of	economic	activity.	Industrial	sites	with	high	shares	of	jobs	
in	manufacturing	show	the	lowest	average	property	values.	Density	and	efficient	land	
use	 (as	 reflected	 in	 the	 net-gross	 ratio)	 also	 influence	 property	 values	 positively.	
Moreover,	scarcity	for	industrial	land	shows	a	small,	but	significant	positive	sign.	This	
indicates higher levels of regional scarcity for industrial land are correlated with 
somewhat	higher	average	property	values.	These	findings	are	in	line	with	what	may	
be	expected	on	theoretical	grounds,	suggesting	that	property	value	may	be	used	as	
an indicator for decline of industrial sites.
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- What influences the value of industrial sites? (chapter 3)
Following up on the results in chapter 2, the research in chapter 3 sets out to analyse 
more	in-depth	the	relations	between	value	of	industrial	sites	(defined	as	the	aggregate	
value	of	industrial	property	on	an	industrial	site)	and	possible	explanatory	variables.	
For the analysis performed in this chapter, more, and more detailed, variables were 
available than for the analysis presented in chapter 2. 
	 The	results	of	the	analysis	show	the	expected	signs	for	the	variables	accessibility	
via road, accessibility via public transport, visibility from a motor way, age and region. 
High	quality	accessibility	by	car	and	by	bus	both	influence	the	value	of	an	industrial	
site	positively.	The	same	is	true	for	industrial	sites	that	are	visible	from	a	motorway.	
The oldest industrial sites show the lowest average property value. Property values 
significantly	differ	between	the	three	designated	regions	(core	region,	intermediary	
zone and periphery) with industrial sites in the economic core region showing the 
highest	value.	Differences	between	types	of	industrial	sites,	as	defined	by	the	type	of	
firms	located	on	industrial	sites,	are	also	noticeable.	Although	mixed-use	industrial	
sites	 make	 up	 the	 vast	 majority	 (69%)	 of	 industrial	 sites	 in	 the	 Netherlands,	
interestingly	this	type	of	industrial	site	shows	the	lowest	average	property	value.	No	
significant	relations	were	found	for	centrality	and	the	urban	milieu	an	industrial	site	
is	 located	 in.	An	unexpected	 result	was	 found	 for	 the	 variables	housing	and	open	
space.	These	were	added	to	analyse	the	influence	of	nuisance,	but	both	housing	and	
open	space	in	the	vicinity	of	an	industrial	site	positively	influence	its	value.	
-  What is the explanation for differences in economic growth on industrial sites and 
what is the role of location characteristics in explaining economic growth? 
(chapter 4)
The	 results	 of	 the	 analyses	 in	 chapter	 4	 confirm	 that	 economic	 growth	 rates,	 as	
measured	by	the	growth	in	jobs,	differ	between	industrial	sites.	Part	of	this	variation	
can	be	explained	by	characteristics	of	an	industrial	site,	 in	this	research	defined	as	
location	characteristics.	The	age	of	an	industrial	site	proves	influential	for	economic	
growth with the highest growth rates on the most recently developed industrial sites 
(and the lowest growth rates on the oldest industrial sites). This suggests that growth 
figures	change	as	time	progresses,	for	instance	because	an	industrial	site	slowly	fills	
up with new businesses and because usage, wear and tear and general obsolescence, 
make	 an	 industrial	 site	 less	 attractive	 as	 an	 industrial	 location.	 Furthermore,	 the	
results	 indicate	 a	 relationship	 between	 growth	 and	 the	 type	 of	 economic	 activity	
located	on	an	industrial	site.	Variables	for	all	types	of	industrial	sites	show	positive	
signs	as	compared	to	mixed-use	sites,	suggesting	that	more	homogenous	industrial	
sites	are	beneficial	for	sustained	economic	growth	in	comparison	to	mixed-use	sites.	
Differences	between	economic	activities	 can	be	noticed:	growth	 in	manufacturing	
jobs adds less to the overall growth on an industrial site than growth of jobs in 
financial	and	business	services.	However,	industrial	firms	do	not	necessarily	influence	
growth	figures	negatively.	Industrial	sites	that	are	zoned	to	accommodate	firms	with	
a	potentially	 large	environmental	 impact,	often	 large	 industrial	firms,	 show	higher	
growth	 rates.	 Economic	 growth	 on	 industrial	 sites	 is	 also	 positively	 influenced	 by	
good	accessibility:	 industrial	 sites	 closer	 to	motorway	exits	 show	higher	economic	
growth.	 No	 significant	 relations	 were	 found	 between	 economic	 growth	 and	 the	
visibility from a motorway and the distance to a city centre (centrality). Vicinity of 
open	space	and	housing	both	show	the	same	negative	sign,	although	a	positive	sign	
was	expected	for	open	space	as	I	argued	that	these	industrial	sites	cause	less	nuisance	
to	 surrounding	 functions	 and	 will	 thus	 show	 higher	 growth	 rates	 as	 opposed	 to	
industrial sites in the vicinity of housing. 
-  What are the differences between industrial sites targeted for regeneration and 
non-targeted sites? (chapter 5)
Regeneration	is	the	most	popular	local	economic	development	policy	to	counter	the	
negative	 effects	 of	 decline	 of	 industrial	 sites.	 This	 government	 intervention	most	
commonly comes in the form of publicly funded grant programmes for physical 
improvements	of	industrial	sites	(for	example	through	investments	in	infrastructure	
or in the public and private space). Frequently cited goals of these programmes are 
the	attraction	and	retention	of	firms	and	a	growth	in	the	number	of	jobs.	This	implies	
that	industrial	sites	targeted	for	regeneration	should	be	the	ones	underperforming	
from	 an	 economic	 point	 of	 view	 and	 thus	 suffering	 from	 decline.	 The	 empirical	
analyses	 show	 differences	 between	 non-targeted	 and	 targeted	 sites	 for	 control	
variables	 such	as	age,	 the	presence	of	firms	with	a	potentially	high	environmental	
impact and accessibility. However, the results also show that industrial sites targeted 
for	regeneration	do	not	significantly	underperform	compared	to	non-targeted	sites,	
in	 terms	 of	 three	 performance	 indicators:	 the	 development	 of	 number	 of	 firms,	
number of jobs and property values. The conclusion from these results is that 
industrial	sites	that	are	targeted	for	regeneration	initiatives	are	not	necessarily	the	
industrial sites that are in need of these policies since the results do not show 
significant	differences	on	the	three	designated	performance	indicators.	The	literature	
mentions	possible	alternative	explanations	for	these	results.	These	include	strategic	
and	 political	 decision	making	 by	municipalities	 when	 targeting	 industrial	 sites	 for	
regeneration,	which	should	be	a	topic	for	further	research.
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6.3 Causes of decline of industrial sites
Table	1.1	 in	the	introduction	chapter	showed	that	there	are	large	differences	in	the	
pace of decline among industrial sites. The answers to the individual research 
questions	 in	 the	 previous	 section	 build	 up	 to	 the	 answer	 to	 the	 main	 research	
question:	What	causes	decline	of	industrial	sites?	The	empirical	research	in	this	thesis	
focused	on	three	different	proxies	for	decline:	the	value	of	industrial	sites	(based	on	
the aggregate value of property on an industrial site), economic growth (represented 
by	total	employment	growth	on	an	industrial	site),	and	the	targeting	of	industrial	sites	
for	regeneration	policies.	In	the	remainder	of	this	section,	the	answers	to	the	research	
questions	presented	in	the	previous	section	are	interpreted	to	draw	conclusions	on	
the	factors	that	influence	decline	of	industrial	sites,	thereby	providing	an	answer	to	
the	main	research	question	for	this	research.	
	 The	variables	that	theoretically	influence	decline	of	industrial	sites	and	therefore	
were included in the empirical analyses in this thesis, are listed in table 6.1. It shows 
whether	 the	 expected	 relation	 with	 the	 dependent	 variables	 was	 found	 (+),	 an	
unexpected	relation	was	found	(-),	or	no	significant	relation	was	found	(0).	Note	that	
these	 symbols	 do	 not	 indicate	 whether	 the	 variables	 have	 a	 positive	 or	 negative	
correlation	with	the	dependent	variable.	The	results	of	chapter	5	are	also	presented,	
as	 the	variables	 that	 influence	 the	probability	 to	be	 targeted	 for	 regeneration	are	
interpreted	 as	 the	 variables	 that	 influence	 decline	 of	 industrial	 sites.	 One	 of	 the	
conclusions presented in chapter 5 was that there are possibly other factors that 
influence	the	decision	to	target	industrial	sites	for	regeneration,	for	example	political	
and	 strategic	 decision	making.	 For	 example:	 the	 results	 show	 that	 industrial	 sites	
located	close	to	motorways	are	more	likely	to	be	targeted	for	regeneration.	From	an	
efficiency	point	of	view,	it	may	make	sense	to	regenerate	well	accessible	industrial	
sites.	 However,	 the	 decision	 to	 target	 industrial	 sites	 is	 then	 influenced	 by	 other	
factors	than	the	level	of	decline.	This	makes	targeting	for	regeneration	less	likely	to	
be	a	good	proxy	for	decline.	Nevertheless,	in	order	to	present	a	complete	overview	of	
all	 the	 relations	 studied	 between	 explanatory	 and	 dependent	 variables	 in	 this	
research,	 targeting	 for	 regeneration	 is	 taken	 into	 account	 here.	 The	 results	 are	
therefore interpreted with care.
To summarise the results, it can be concluded from the results in table 6.1 that the 
strongest	evidence	for	a	relation	with	decline	was	found	for	five	different	variables:	
age,	region,	accessibility,	type	of	industrial	site,	and	type	of	economic	activity.	Two	
variables	 show	 the	 expected	 result	 in	 all	 analyses:	 age	 and	 region.	 The	 third,	
accessibility,	shows	the	expected	result	in	three	of	the	four	analyses.		An	alternative	
explanation	for	the	unexpected	result	in	the	analysis	of	targeted	for	regeneration	was	
already	give	above.	The	fourth	and	fifth	variables,	type	of	industrial	site	and	type	of	
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economic	activity,	largely	show	the	expected	results.	There	is	only	one	variable	that	
shows	 unexpected	 results	 in	 all	 analyses:	 nuisance.	 This	 suggests	 indeed	 the	
non-existence	 of	 a	 systematic	 influence;	 alternatively,	 this	 result	 might	 be	 the	
outcome	of	inadequate	measurement	and	data.	To	rule	out	the	latter	explanation	the	
influence	of	nuisance	on	decline	should	be	studied	more	in-depth	using	other	data.	
Below, the most important results described above will be elaborated in more detail. 
 Age	shows	the	expected	results	in	all	analyses,	which	is	an	indication	that	a	correlation	
between	 the	 passing	 of	 time	 and	 decline	 exists.	 This	 seems	 to	 correspond	 to	 the	
occurrence	of	a	life-cycle.	As	time	passes,	industrial	sites	go	through	the	phases	of	
introduction,	 growth,	 maturity	 and	 eventually,	 decline.	 In	 the	 phase	 of	 decline,	
regeneration	initiatives	are	often	used	to	counter	the	negative	effects	of	decline.	Age	
itself	does	not	cause	decline,	but	processes	that	are	related	to	the	passing	of	time,	
usage,	wear	and	tear,	and	functional	obsolescence	do.	This	was	clarified	in	chapter	2.	
The	empirical	results	at	least	confirm	that	processes	related	to	age	influence	decline.	
For region, the results are also unambiguous: in the periphery, economic growth 
rates and value of industrial sites are lowest. The intermediary zone shows slightly 
higher economic growth rates than the economic core region. These results indicate 
that	a	correlation	exists	between	decline	and	the	region	an	industrial	site	is	located	
in. Remember that the regional division is based on the economic strength (see 
chapter 3) and decline of industrial sites is therefore more likely in economically 
weaker	regions.	It	is	interesting	that	while	values	of	industrial	sites	are	highest	in	the	
economic core region (Randstad), the largest economic growth rates are found for 
industrial	sites	in	the	intermediary	region.	A	possible	explanation	for	this	is	that	in	the	
economic core region economic growth mostly takes place in sectors like new media 
and ICT (PBL, 2010). These are typically not located on industrial sites. The peripheral 
region shows the lowest average property value and lowest economic growth, 
suggesting	decline	of	industrial	sites	is	more	likely	to	occur	in	the	periphery.	
	 With	regard	to	the	type	of	industrial	site	the	empirical	results	show	that	mixed-	
use	sites	have	lower	property	values	than	industrial	sites	with	a	majority	of	firms	in	
one	 sector,	 whether	 these	 are	 industrial	 firms,	 logistics	 firms	 or	 firms	 providing	
consumer	 or	 financial	 and	 business	 services.	 A	 possible	 explanation	 for	 the	 low	
average	property	values	for	mixed-use	industrial	sites	was	referred	to	in	chapter	2.	
There	 it	was	explained	that	firms	prefer	 to	be	 located	among	similar	firms,	as	 this	
positively	influences	the	match	between	the	appearance	of	industrial	sites	and	the	
demand	of	firms,	for	example	because	similar	firms	have	comparable	demands	with	
respect	to	the	quality	of	public	space	and	private	property.	Under	the	assumption	
that	firms	in	the	same	sector	will	cooperate	more	easily	(for	example	since	there	is	 
a	shared	interest	to	maintain	the	public	space)	than	firms	that	have	less	in	common	
(for	example	because	they	are	active	in	very	different	sectors)	it	is	more	likely	that	on	
mixed-use	industrial	sites	with	many	different	types	of	firms	maintenance	levels	of	
public space and private property are lower. An industrial site dedicated to one type 
of	firms	might	therefore	be	 less	prone	to	decline.	However,	the	results	 for	type	of	
economic	activity	show	that	there	are	differences	in	overall	economic	growth	between	
sectors. Job growth in one sector adds more to the overall economic growth than job 
growth	in	others	(financial	and	business	services	shows	the	highest	coefficient	and	
manufacturing	the	lowest	coefficient).	This	suggests	that	sites	that	are	dedicated	to	
accommodate	firms	 in	financial	 and	business	 services	are	 less	 likely	 to	experience	
decline. 
	 Industrial	sites	that	are	located	further	from	a	motorway	exit	show	significantly	
lower	values	and	economic	growth	rates.	This	suggests	a	correlation	between	accessibility	
and decline of industrial sites. 
	 For	two	variables	the	results	do	not	confirm	their	hypothesised	effect	on	decline	
of	industrial	sites:	urbanisation	rate	and	functions	in	the	vicinity	of	an	industrial	site.	
With	regard	to	urbanisation	rate	it	is	concluded	that	decline	occurs	in	every	type	of	
milieu:	urban,	suburban	and	rural.	The	empirical	results	for	functions	in	the	vicinity	of	
an	industrial	site	were	not	as	expected.	This	research	does	therefore	not	confirm	the	
hypothesised	 relation	 between	 nuisance	 because	 of	 conflicting	 functions	 in	 the	
vicinity	of	an	industrial	site	and	decline.	For	the	influence	of	centrality	on	decline	of	
industrial	sites	no	significant	relations	were	found	in	this	research.
	 In	conclusion,	the	results	of	the	empirical	research	indicate	that	the	explanation	
for	differences	in	decline	between	industrial	sites	are	for	a	large	part	a	result	of	the	
age of industrial sites, the region in which industrial sites are located, the accessibility 
of	industrial	sites	and	the	type	of	economic	activity	or	firms	on	industrial	sites.	The	
explanatory	power	of	environmental	impact	class	and	scarcity	is	ambiguous.	In	the	
introduction,	 the	 expected	 relation	 between	 scarcity	 and	 decline	was	 elaborated.	
Following	claims	of	a	number	of	experts,	it	was	suggested		that	when	land	for	new	
industrial	sites	is	readily	available,	firms	will	invest	less	in	their	present	location,	since	
land	at	new	industrial	sites	is	relatively	cheap.	This	makes	it	relatively	cheap	for	them	
to	move	to	another	location,	and	leads	to	disinvestments	in	their	present	location.	
Existing	 industrial	 sites	will	 therefore,	 in	 these	situations,	experience	a	more	rapid	
decline. Scarcity is the result of a strict provision of land for new industrial sites and 
can	be	a	direct	result	of	planning	regulations.	The	empirical	results	from	the	analyses	
in this research are ambiguous. Based on these empirical results, the much suggested 
relationship	between	the	lack	of	scarcity	–	the	fact	that	municipalities	allocate	land	
for industrial use in abundance - and decline of industrial sites can therefore not be 
confirmed.	
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6.4  Contributions to current debate in Dutch planning 
and policy recommendations
The	answer	to	the	main	question	elaborated	above	has	implications	for	the	debate	on	
decline	in	Dutch	spatial	planning,	from	which	a	number	of	policy	recommendations	
follow.	 Three	 possibly	 valuable	 contributions	 to	 the	 current	 policy	 debate	 are	
distinguished	here.	 First,	 this	 research	provided	more	 insight	 into	 the	valuation	of	
industrial	sites.	Mixed-use	industrial	sites,	which	make	up	the	far	majority	(69%)	of	
existing	 industrial	 sites,	 show	 the	 lowest	 property	 value.	 Regional	 scarcity	 for	
industrial land, accessibility (not only by car but also by public transport) and visibility 
from	a	motorway	all	influence	the	value	of	industrial	sites	positively.	The	possibilities	
to	 influence	 these	 factors	 (through	 planning	 interventions	 for	 example)	 may	 be	
limited,	 but	 municipalities	 can	 try	 to	 influence	 these	 factors	 when	 planning	 new	
industrial	sites.	Age	on	the	other	hand,	also	shows	a	significant	relation	with	value	but	
cannot	be	influenced	through	planning	and	other	government	regulations.	The	same	
goes for the region in which an industrial site is located.
 Second, the insights from this study can help prevent decline from occurring. 
This	research	provides	directions	for	preconditions	that	(newly	developed)	industrial	
sites	should	meet	 in	order	to	make	decline	 less	 likely.	For	example,	 industrial	sites	
should	 be	well	 accessible	 and,	 at	 places	where	 it	 is	 possible,	 land-use	 regulations	
should	 enable	 industrial	 sites	 to	 accommodate	 firms	 that	 have	 a	 potentially	 large	
environmental	 impact.	This	seems	especially	 interesting	from	an	economic	growth	
perspective.	Accommodating	firms	with	a	potentially	large	environmental	impact	of	
course	needs	careful	consideration.	Not	all	 locations	are	suitable	to	accommodate	
these	 types	 of	 firms,	 for	 example	 because	 of	 the	 presence	 of	 residential	 areas	 or	
areas with high natural value. 
 The third way through which this study contributes to the Dutch planning debate 
is	the	discussion	about	good	governance	and	the	effectiveness,	or	even	necessity,	of	
planning	interventions.	The	results	of	the	empirical	research	presented	in	chapter	5	
can	also	be	interpreted	as	factors	that	influence	the	decision	to	target	industrial	sites	
for	 regeneration.	Although	the	effects	of	 regeneration	 itself	were	not	studied,	 the	
research does provide insight into whether the industrial sites that are targeted for 
regeneration	are	indeed	the	ones	that	should	be	targeted,	considering	the	goals	of	
regeneration	policies.	 The	empirical	 research	 showed	 that	 industrial	 sites	 that	 are	
targeted	for	regeneration	are	not	necessarily	the	ones	that	underperform	on	factors	
that	regeneration	policies	aim	to	 improve.	Decline	occurs	on	all	 types	of	 industrial	
sites	distinguished	in	this	research,	while	significant	differences	for	overall	economic	
growth	figures	were	found	between	types	of	industrial	sites.	An	unexpected	relation	
between	targeting	and	accessibility	was	also	found:	industrial	sites	closer	to	motorways	
are	significantly	more	likely	to	be	targeted	for	regeneration.	These	findings	support	
the hypothesis elaborated in chapter 5, that the decision to target industrial sites for 
regeneration	 is	 at	 least	 partly	 driven	 by	 strategic	 and	 political	 decision	 making.	
(Public) investments in the accessibility of an industrial site that is not well-accessible 
and	in	need	of	regeneration	might	be	less	efficient	than	investing	in	an	industrial	site	
that	 is	 already	well-accessible	 and	 is	 suffering	 less	 from	 decline.	While	 for	 policy	
makers,	efficiency	might	be	a	perfectly	legitimate	reason	for	investments	decisions,	
the	aims	of	regeneration	policies	emphasise	that	these	decisions	should	mainly	be	
taken on other grounds (i.e. to counter decline). This should feed into the debate on 
the	 effectiveness	 and	 necessity	 of	 regeneration	 initiatives	 and	 other	 planning	
interventions	that	aim	to	counter	decline	of	industrial	sites.
 
6.5 Reflections and directions for further research
In	this	final	section,	I	reflect	on	the	research	presented	in	this	thesis.	Directions	for	
further	research	follow	from	some	of	the	reflections.
	 The	first	reflection	concerns	the	availability	and	use	of	data.	Concerns	regarding	
data availability can be illustrated by the results found for age, which proofed to be 
an	 important	 explanatory	 variable	 in	 this	 research.	 In	 the	 first	 section	 of	 the	
introduction	various	studies	were	mentioned	in	which	decline	was	associated	with	
age	 and	 described	 as	 a	 life-cycle	 problem.	 It	 would	 be	 interesting	 to	 investigate	
whether	industrial	sites	indeed	follow	a	pattern	of	introduction,	growth,	maturity	and	
decline	 trough	 time,	 and	 whether	 these	 patterns	 differ	 between	 industrial	 sites.	
Historical	data	over	a	longer	period	of	time	is	necessary	to	provide	insight	into	the	
impact of the life-cycle, but were not available for this research. The empirical 
research	in	this	thesis	does	confirm	the	existence	of	a	correlation	between	decline	
and	age,	so	the	nature	of	the	life-cycle	for	industrial	sites	remains	an	interesting	topic	
for further empirical research. Secondly, improvements in the use of data could also 
make further research possible. To	be	able	to	answer	the	research	questions,	several	
existing	 datasets	 were	 linked	 together	 and	 new	 variables	 were	 constructed.	 The	
different	 databases	 that	 were	 used	 for	 the	 empirical	 research	 were	 described	 in	
section	1.5.2.	The	unit	of	analysis	for	this	research	is	the	industrial	site,	while	much	
data	is	available	at	the	level	of	individual	firms	(for	example	job	growth)	or	properties	
(for	example	property	values).	These	data	were	aggregated	 to	be	able	 to	 conduct	
analyses	at	the	level	of	industrial	sites.	Aggregation	of	data	runs	the	risk	that	valuable	
information	is	neglected	or	data	is	distorted,	for	instance	because	arbitrary	boundaries	 
are	used	for	aggregation	or	because	contrary	tendencies	among	firms	balance	each	
other at the level of industrial sites. In this case, the former issue does not pose a 
problem since industrial sites are urban areas that are clearly separated, both physical 
and	 functional,	 from	 surrounding	urban	 areas.	However,	 the	 latter	 issue	may	well	
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have	 influenced	 the	 outcomes	 of	 this	 research	 to	 some	 extent.	 More	 data	 that	
enables	 analyses	 at	 the	 micro	 level,	 and	 more	 detailed	 analysis	 on	 the	 relation	
between	 patterns	 at	 the	 micro	 level	 and	 aggregate	 patterns,	 is	 likely	 to	 improve	
research on this subject. 
	 A	second	reflection	concerns	the	construction	of	an	indicator	for	decline.	In	the	
conclusions	of	chapters	2	and	3	it	was	mentioned	that	future	work	would	focus	on	the	
construction	of	an	indicator	for	decline	based	on	the	development	of	property	values.	
The	 construction	of	 an	 indicator	 for	decline	based	on	property	 values	 remains	 an	
interesting	topic	for	further	research.	In	chapter	2	it	was	argued	that	theoretically,	a	
relation	between	 the	development	of	property	value	and	decline	can	be	assumed	
and the results of the empirical analyses of property values indeed  indicate that this 
relation	might	exist.	The	increasing	availability	of	data	on	property	values	for	taxation	
purposes	 is	 promising	 in	 this	 respect	 and	 the	 initial	 goal	 of	 this	 research	 was	 to	
construct,	and	systematically	apply	such	an	indicator.	However,	the	lack	of	adequate	
and	reliable	data	on	property	investments	of	firms	hindered	the	development	of	a	
reliable indicator based on property values, while the availability of new data sets, for 
instance	on	regeneration	initiatives,	provided	the	opportunity	to	approach	decline	of	
industrial	 sites	 from	 different	 perspectives	 as	 opposed	 to	 a	 single	 one	 based	 on	
property rights values. Later insights and availability of new data therefore made 
other empirical analyses possible. This has led to the chapters on employment growth 
and	 the	 factors	 that	 influence	 the	 targeting	of	 industrial	 sites	 for	 regeneration,	as	
opposed to the work on the indicator for decline based on the development of 
property	values.	It	would	be	interesting	to	focus	on	the	construction	of	this	indicator	
in future work, especially since data is now available for a longer period (1997-2014 as 
opposed 1997-2008, the period under research here).
	 Finally,	this	research	has	only	focused	on	one	specific	type	of	urban	areas	in	the	
Netherlands, and the conclusions might therefore be of limited value for other types 
of	 urban	 areas	 or	 for	 other	 countries.	 The	 active	 land	 policy	 pursued	 by	 Dutch	
municipalities	 makes	 for	 a	 very	 specific	 institutional	 setting	 in	 which	 decline	 of	
industrial	sites	occurs.	It	would	therefore	be	interesting	to	compare	the	situation	in	
the Netherlands to other countries in further research.
	 Although	this	short	reflection	makes	clear	that	there	remains	further	research	to	
be done to provide more insight into the causes of decline of industrial sites, this 
research	is	believed	to	have	set	a	significant	step	in	investigating	decline	at	a	spatial	
level	 and	 certain	 type	of	 urban	area	 that	 has	 received	only	 scant	 attention	 in	 the	
academic literature.
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The	 research	presented	 in	 this	 thesis	 started	 from	 the	notion	 that	 there	are	 large	
differences	between	 industrial	 sites	when	 it	 comes	 to	experiencing	decline.	These	
differences	are	not	only	noticeable	between	regions,	but	also	between	development	
periods.	 This	 leads	 to	 the	question:	what	 causes	decline	of	 industrial	 sites?	 In	 the	
empirical	research	that	is	carried	out	to	answer	this	question,	decline	is	proxied	by	
three	 different	 dependent	 variables.	 These	 different	 perspectives	 are	 needed	
because	decline	of	industrial	sites	is	a	phenomenon	with	many	different	dimensions.	
Decline is therefore represented by the value of industrial property located on 
industrial	sites,	by	the	decision	to	target	industrial	sites	for	regeneration,	as	this	the	
most	frequently	used	policy	measure	against	decline	and	finally	by	a	process	that	can	
be regarded the opposite of decline: economic growth, as measured by employment 
growth. 
	 In	chapter	2	I	set	out	to	find	a	measurable	indicator	for	decline	of	industrial	sites. 
Although  urban decline is a much-researched topic in both urban and real estate 
literature,	there	is	no	generally	accepted	measurable	indicator	for	decline.	To	start	fill	
this	void,	first	a	better	understanding	of	the	process	of	decline	of	industrial	sites	is	
needed.	Building	on	a	 review	of	 the	 literature	on	definitions	of	urban	decline	and	
related	processes	such	as	deterioration	and	obsolescence	and	 inspired	by	hedonic	
price	models,	 the	 average	property	 value	 per	 hectare	 is	 identified	 as	 a	 promising	
indicator	for	urban	decline	of	urban	areas.	Drawing	on	hedonic	pricing	studies	explaining	
the value of individual industrial property, subsequently a number of independent 
variables	 is	 identified	 that	 is	 expected	 to	 influence	 the	 average	 property	 value	 of	
industrial sites. These variables are divided into two categories: physical characteris-
tics	 of	 industrial	 sites	 (e.g.	 type	 of	 industrial	 site,	 accessibility,	 non-commercial	
property	 and	 density)	 and	 regional	 economic	 characteristics	 (e.g.	 region,	 scarcity,	
and	urbanisation	rate).	A	simple	OLS	regression	is	used	to	test	whether	the	relation	
between these independent variables and average property value is in line with 
expectations.	Industrial	sites	that	are	accessible	via	motor	ways	show	higher	property	
values than industrial sites located on secondary roads. Average property values are 
also	significantly	higher	in	the	economic	core	region	of	the	Netherlands.	Higher	levels	
of	scarcity	for	industrial	land	show	a	small,	but	significant	positive	relationship	with	
average property values. In conclusion, the analysis shows that nearly all independent 
variables	 have	 the	 expected	 effect	 on	 average	 property	 values	 of	 industrial	 sites.	
From	 this	 it	 is	 concluded	 that	 constructing	 an	 indicator	 for	 decline	 based	 on	 the	
average	property	value	of	an	urban	area	can	prove	fruitful	to	measure	decline.
	 Chapter	3	builds	on	the	results	presented	in	chapter	2	by	extending	the	analysis	
with	more,	and	more	detailed	explanatory	variables.	Following	the	notion	that	areas	
within	the	city	can	suffer	from	devaluation,	the	question	arises	what	factors	influence	
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environmental	impact	also	show	higher	growth	rates.	Existing	studies	on	growth	of	
other	spatial	units	could	benefit	from	including	more	detailed	location	specific	char-
acteristics	to	explain	spatial	differences	in	economic	growth.	
	 Regeneration	of	urban	areas	is	often	used	to	counter	processes	of	decline.	Local	
economic	 development	 is	 a	much	 used	 tool	 for	 the	 regeneration	 of	 urban	 areas.	
Designation	and	effectiveness	of	 local	 economic	development	policies	 are	 studied	
extensively	in	existing	literature.	What	remains	relatively	understudied	is	the	question	
whether these policies are aimed at the areas that are really in need of these policies. 
In	 chapter	 5	 this	 question	 is	 addressed	 using	 the	 case	 of	 industrial	 sites	 in	 the	
Netherlands	that	are	designated	as	in	need	of	regeneration.	This	particular	type	of	
urban	 area	 in	 the	 Netherlands	 has	 experienced	 problems	 with	 rapid	 urban	 area	
decline	 and	 have	 therefore	 been	 targeted	 by	 various	 area-based	 regeneration	
initiatives	for	many	years.	The	economic	performance	is	the	main	justification	for	the	
designation	of	industrial	sites	that	are	in	need	of	regeneration,	but	are	the	industrial	
sites	 targeted	 for	 regeneration	 really	 the	 ones	 that	 underperform	 economically?	
(Multinomial)	logistic	regression	analysis	is	used	to	answer	this	question.	Differences	
in economic performance (measured by growth in employment, growth of the 
number of companies and growth of property values) between industrial sites that 
are	listed	as	declined,	targeted	for	regeneration	and	‘healthy’	sites	are	studied.	The	
analyses	show	that	the	differences	in	economic	performance	are	negligible	between	
these	groups,	 indicating	 that	other	criteria,	 such	as	political	and	strategic	decision	
making,	 influence	 the	 decision	 by	 policy	 makers	 to	 target	 industrial	 sites	 for	
regeneration,	making	it	at	least	doubtful	that	public	money	for	the	regeneration	of	
industrial sites is always used for what it is meant for.
the value of urban areas. The average property value per hectare serves as the 
dependent	 variable	 that	 represents	 the	 value	of	 an	 industrial	 site.	A	distinction	 is	
made	between	three	types	of	explanatory	variables:	physical	characteristics	of	the	
industrial	site,	regional	economic	characteristics	and	general	economic	trends.	The	
results	indicate	that	there	are	differences	between	types	of	industrial	sites:	sites	with	
a	majority	of	 jobs	in	consumer	services	and	business	&	financial	services	show	the	
highest	average	property	values.	Mixed-use	sites,	without	an	absolute	majority	in	a	
sector,	 show	 the	 lowest	 average	property	 values.	 Age	 also	 significantly	 influences	
property values: the oldest industrial sites show the lowest average property values. 
The	coefficients	for	accessibility,	in	this	analysis	measured	by	travelling	time	to	a	bus	
stop	 and	 a	motor	way	 exit,	 confirm	 the	 significance	 found	 for	 accessibility	 in	 the	
previous	chapter.	The	overall	explanatory	value	of	our	model	appears	to	be	modest	
compared	 to	 existing	 hedonic	 pricing	 studies	 of	 individual	 property,	 but	 most	
explanatory	variables	show	the	expected	coefficients	and	signs,	indicating	that	this	
method	can	be	applied	in	a	meaningful	way	to	gain	insight	into	the	valuation	of	urban	
areas.  
	 In	 economic	 geography,	 arguably	 one	 of	 the	 most	 studied	 questions	 is	 what	
causes	spatial	differences	in		economic	growth?		This	question	is	taken	up	in	chapter	
4,	by	analysing	economic	growth	at	the	spatial	unit	of	industrial	sites.	There	has	been	
a	considerable	number	of	studies	that	explain	spatial	differences	in	economic	growth	
at	the	macro	level	(i.e.	between	countries),	the	spatial	unit	of	regions,	metropolitan	
areas	and	cities	and	the	growth	of	individual	firms	but	the	spatial	unit	of	individual	
urban	areas	has	not	been	researched	much.	Agglomeration	externalities,	knowledge	
spillovers	and	clustering	play	an	important	role	in	existing	studies	that	study	economic	
growth.	Spatial	differences	in	economic	growth	are	also	noted	(for	instance	through	
the	 inclusion	 of	 regional	 dummies)	 but	 this	 remains	 largely	 a	 black	 box,	 since	 the	
exact	characteristics	of	the	spatial	unit	are	never	elaborated.	De	Vor	and	de	Groot	
(2010) studied the economic growth of industrial sites in Amsterdam. Their study 
shows	that	accessibility	and	the	presence	of	a	port	influence	economic	growth.	This	
opens	 the	 black	 box	 of	 location	 characteristics	 that	 explain	 spatial	 differences	 in	
economic	growth.	This	black	box	is	further	opened	by	expanding	the	analysis	to	the	
Netherlands	 and	 add	more	 location	 specific	 characteristics	 that	 possibly	 influence	
economic	growth,	based	on	 the	existing	 literature	on	economic	growth	of	various	
spatial	units	 (regions,	cities	and	 individual	firms).	Providing	more	 insight	 into	what	
location	 specific	 characteristics	 cause	 economic	 growth	 of	 industrial	 sites	 in	 the	
Netherlands	is	interesting	for	policy	makers,	as	economic	growth	is	used	as	the	most	
important measure to counter decline of industrial sites.  The results of the OLS 
regression	analysis	show	that	characteristics	of	a	location	have	a	significant	influence	
on economic growth. Older industrial sites show less economic growth than younger 
ones.	 Industrial	 sites	 that	 can	 accommodate	 firms	 that	 have	 a	 potentially	 large	
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Veroudering van bedrijventerreinen is een bekend begrip in Nederland. Toch bestaat 
er	geen	eenduidige	definitie	van.	Zo	worden	technische,	economische,	maatschappelijke	 
en ruimtelijke veroudering onderscheiden en door verschillende bronnen anders 
geïnterpreteerd	en	toegepast.	Hoewel	het	dus	aan	een	duidelijke	definitie	ontbreekt,	
zijn de gevolgen van veroudering wel duidelijk zichtbaar: in het teruglopen van de 
ruimtelijke	 kwaliteit,	 het	 suboptimaal	 functioneren	 van	 gevestigde	 bedrijven,	 een	
verpauperde	of	verrommelde	uitstraling	van	de	fysieke	omgeving	en	een	inefficiënt	
ruimtegebruik.	 Dit	 onderzoek	 start	 vanuit	 de	 observatie	 dat	 er	 grote	 verschillen	
bestaan in de mate waarin en de snelheid waarmee bedrijventerreinen verouderen. 
Een analyse van gegevens uit de database Integraal Bedrijventerreinen Informatie 
Systeem (IBIS) laat zien dat er grote verschillen in de mate van veroudering tussen 
regio’s	en	leeftijdsklassen	van	bedrijventerreinen	bestaan.	Dit	leidt	tot	de	vraag:	wat	
zijn de oorzaken van veroudering van bedrijventerreinen? In het empirisch onderzoek 
dat	is	uitgevoerd	om	deze	vraag	te	beantwoorden	zijn	drie	verschillende	afhankelijke	
variabelen	gebruikt	als	proxy	voor	veroudering	van	bedrijventerreinen:
1.	 de	vastgoedwaarde	van	bedrijfsmatig	vastgoed	op	bedrijventerreinen;
2.	 de	(beleidsmatige)	keuze	om	bedrijventerreinen	al	dan	niet	te	herstructureren;
3. economische groei, gemeten als de ontwikkeling van het aantal arbeidsplaatsen 
op een bedrijventerrein.
In hoofdstuk 2 ligt de nadruk op het vinden van een  meetbare indicator voor veroudering. 
Hoewel veroudering (van delen) van steden (urban decline)	in	internationale	literatuur	
over steden en vastgoed een veel onderzocht onderwerp is, is er geen algemeen 
aanvaarde meetbare indicator voor. Om dit hiaat in de bestaande literatuur te vullen, 
is eerst beter begrip van het proces van veroudering van bedrijventerreinen nodig. 
Hiervoor wordt voortgebouwd op de bestaande literatuur over urban decline en 
aanverwante processen zoals obsolescence en deterioration. De waarde van vastgoed 
speelt hierin een belangrijke rol. Hedonische prijsmodellen worden vaak gebruikt om 
de invloed van individuele kenmerken op de waarde van vastgoedobjecten te 
bepalen. Deze methode is, voor zover bekend, nog niet toegepast om de invloed van 
individuele kenmerken van gebieden op de waarde van gebieden te onderzoeken. In 
deze	studie	is	de	vastgoedwaarde	van	bedrijfsmatig	vastgoed	per	hectare	bedrijven-
terrein (hierna: gemiddelde waarde van een bedrijventerrein) onderzocht, als een 
eerste stap op weg naar het vinden van een mogelijke indicator voor veroudering 
die gebaseerd is op vastgoedwaarden. Op basis van hedonische prijsstudies van 
bedrijfsmatig	vastgoed	zijn	onafhankelijke	variabelen	geïdentificeerd	en	hun	invloed	
op	de	gemiddelde	waarde	van	bedrijventerreinen	gehypothetiseerd.	Deze	variabelen	
zijn	onderverdeeld	in	twee	categorieën:	de	fysieke	kenmerken	van	bedrijventerrein-
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en (bijvoorbeeld type bedrijventerrein, bereikbaarheid, aanwezigheid van niet-bedrijfs-
matig	 vastgoed	 en	 dichtheid)	 en	 regionaal-economische	 kenmerken	 (bijvoorbeeld	
regio, schaarste, en mate van verstedelijking). Een OLS regressie analyse is gebruikt 
om	te	testen	of	de	relatie	tussen	deze	onafhankelijke	variabelen	en	de	gemiddelde	
waarde	van	een	bedrijventerrein	in	lijn	is	met	de	verwachtingen.	De	resultaten	laten	
zien	dat	bedrijventerreinen	die	ontsloten	worden	door	een	snelweg	een	significant	
hogere waarde hebben dan bedrijventerreinen die gelegen zijn aan secundaire 
wegen.	De	gemiddelde	waarde	van	een	bedrijventerrein	is	ook	significant	hoger	in	de	
Randstad, vergeleken met andere regio’s van Nederland. In COROP regio’s met een 
hogere mate van schaarste van nieuwe bedrijventerreinen ligt de gemiddelde waarde 
van een bedrijventerrein hoger dan in regio’s waar minder schaarste is aan nieuwe 
bedrijventerreinen.	Bijna	alle	onafhankelijke	variabelen	hebben	het	verwachte	effect	
op de gemiddelde waarde van bedrijventerreinen. Hieruit wordt de conclusie getrokken 
dat het ontwikkelen van een indicator voor veroudering op basis van de gemiddelde 
waarde	van	bedrijventerreinen	kans	van	slagen	heeft.
 Hoofdstuk 3 bouwt voort op de in hoofdstuk 2 uitgevoerde analyse door het 
model uit te breiden met meer en meer gedetailleerde verklarende variabelen. De 
afhankelijke	variabele	in	de	analyse	is	dezelfde:	de	vastgoedwaarde	van	bedrijfsmatig	
vastgoed per hectare bedrijventerrein (gemiddelde waarde van een bedrijventerrein). 
In de analyse wordt onderscheid gemaakt tussen drie soorten verklarende variabelen: 
fysieke kenmerken van het bedrijventerrein, regionaal-economische kenmerken en 
algemene economische ontwikkelingen. De resultaten laten zien dat er verschillen 
zijn tussen typen bedrijventerreinen: bedrijventerreinen met een groot aandeel 
 consumentendiensten en bedrijventerreinen met een groot aandeel zakelijke- en 
financiële	diensten	hebben	de	hoogste	 gemiddelde	waarde.	Gemengde	bedrijven-
terrein,	waar	 niet	 één	 sector	 een	 absolute	meerderheid	 heeft,	 hebben	de	 laagste	
gemiddelde	waarde.	Ook	leeftijd	beïnvloedt	de	gemiddelde	waarde:	de	oudste	bedrijven-
terreinen	vertegenwoordigen	de	laagste	gemiddelde	waarde.	De	coëfficiënten	voor	
bereikbaarheid,	in	deze	studie	gemeten	als	reistijd	tot	een	bushalte	en	reistijd	tot	een	
op-	en	afrit	van	de	snelweg,	bevestigen	de	invloed	van	bereikbaarheid	op	de	waarde	
van bedrijventerreinen, zoals die in hoofdstuk 2 werd gevonden. De totale verklarende 
waarde van het model lijkt bescheiden in vergelijking met bestaande hedonische 
prijsstudies naar individuele vastgoedobjecten, maar de meeste verklarende variabelen 
tonen	de	verwachte	coëfficiënten	en	richting.	Dit	is	een	indicatie	dat	deze	methode	
op een zinvolle manier kan worden toegepast om inzicht te krijgen in de factoren die 
de waarde van bedrijventerreinen beïnvloeden.
	 Een	van	de	meest	bestudeerde	vraagstukken	in	de	economische	geografie	is:	hoe	
kunnen verschillen in economische groei tussen plaatsen worden verklaard? Deze 
vraag staat centraal in hoofdstuk 4, waarin de invloed van individuele kenmerken van 
bedrijventerrein op economische groei wordt bestudeerd. Er is een groot aantal 
studies waarin de ruimtelijke verschillen in economische groei op macroniveau zoals 
tussen landen, regio’s, grootstedelijke gebieden en steden centraal staat. Ook de 
groei van individuele bedrijven is veel onderzocht. Het ontbreekt in de literatuur aan 
studies naar verschillen in economische groei tussen delen van de stad, zoals 
bedrijven terreinen. Veel studies verklaren ruimtelijke verschillen in economische 
groei	aan	de	hand	van	agglomeratie-effecten,	knowledge spillovers en clustering. In 
analyses worden vaak ook regionale dummies opgenomen, maar de invloed van deze 
variabelen	blijft	grotendeels	een	‘black	box’,	aangezien	individuele	kenmerken	van	de	
regio niet nader worden uitgewerkt. De Vor en de Groot (2010) hebben de 
economische groei van bedrijventerreinen in Amsterdam bestudeerd. Hun studie 
toont aan dat bereikbaarheid en de aanwezigheid van een zeehaven invloed hebben 
op	 economische	 groei.	 Daarmee	 openen	 zij	 de	 ‘black	 box’	 van	 de	 invloed	 die	
individuele kenmerken van bedrijventerreinen op economische groei hebben. 
Voortbouwend op hun analyse is in deze studie de economische groei (gemeten als 
de ontwikkeling van het aantal arbeidsplaatsen op een bedrijventerrein in de periode 
1997-2008) van alle bedrijventerreinen in Nederland onderzocht. In het model dat 
voor deze studie is gebruikt zijn niet alleen meer bedrijventerreinen maar ook meer 
locatiespecifieke	 kenmerken	 opgenomen	 die	mogelijk	 van	 invloed	 kunnen	 zijn	 op	
economische	groei.	De	selectie	van	variabelen	is	gebaseerd	op	bestaande	literatuur	
over de economische groei van diverse ruimtelijke eenheden (regio’s, steden en 
individuele	bedrijven).	Meer	inzicht	in	welke	locatiespecifieke	kenmerken	van	bedrijven-
terreinen in Nederland economische groei beïnvloeden, is interessant voor beleids-
makers,	omdat	het	stimuleren	van	economische	groei	als	een	belangrijke	maatregel	
tegen veroudering van bedrijventerreinen wordt gebruikt, bijvoorbeeld in her-
structureringsbeleid. De resultaten van de OLS regressieanalyse laten zien dat de 
kenmerken	 van	 een	 locatie	 een	 aanzienlijke	 invloed	 hebben	 op	 de	 economische	
groei. Oudere bedrijventerreinen vertonen minder economische groei dan jongere 
bedrijventerreinen.	En	bedrijventerreinen	met	ruimte	voor	hogere	milieucategorieën	
laten hogere groeipercentages zien dan bedrijventerreinen waar geen bedrijven in 
hogere	milieucategorieën	zijn	toegestaan.	Bestaande	studies	naar	de	invloed	van	
ruimtelijke	verschillen	op	economische	groei	zouden	kunnen	profiteren	van	deze	
resultaten	door	in	hun	analyses	meer	aandacht	te	schenken	aan	locatiespecifieke	
kenmerken van de ruimtelijke eenheid die wordt onderzocht.
 Herstructurering van bedrijventerreinen is een vaak gebruikte methode om 
veroudering tegen te gaan. Local economic development		is	een	in	de	internationale	
literatuur bekend fenomeen dat grote overeenkomsten vertoont met de Nederlandse 
aanpak	van	herstructurering	van	bedrijventerreinen.	De	uitvoering,	effectiviteit	en	
de redenen voor het voeren van zogenaamde local economic development 
programmes zijn dan ook uitvoerig bestudeerd in de bestaande literatuur. De vraag 
of	dit	beleid	ook	altijd	is	gericht	op	de	gebieden	die	daadwerkelijk	behoefte	hebben	
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aan dit beleid, wordt minder bestudeerd. In hoofdstuk 5 staat deze vraag centraal 
voor het herstructureringsbeleid voor bedrijventerreinen in Nederland. Als uitwerking 
van het in 2010 gesloten Convenant Bedrijventerreinen 2010-2020 hebben gemeenten 
in opdracht van provincies bepaald welke bedrijventerreinen in aanmerking kwamen 
voor herstructureringsmaatregelen. Deze Provinciale Herstructureringspgrogramma’s 
(PHP’s) zijn gebruikt om voor elk bedrijventerrein in Nederland vast te stellen welke 
bedrijventerreinen volgens beleidsmakers zouden moeten worden geherstructu-
reerd.	Tegenvallende	of	afnemende	economische	prestaties	van	een	bedrijventerrein	
zijn een veelgenoemde reden om een bedrijventerrein in aanmerking te laten komen 
voor herstructurering . Maar zijn de bedrijventerreinen die volgens de PHP zouden 
moeten worden geherstructureerd ook daadwerkelijk de terreinen die, volgens de 
uitgangspunten van hetzelfde beleid, zouden moeten worden geherstructureerd? 
(Multinomiale)	 logistische	 regressieanalyse	 wordt	 gebruikt	 om	 deze	 vraag	 te	
beantwoorden.	Verschillen	 in	economische	prestatie	(gemeten	als	de	ontwikkeling	
van	de	werkgelegenheid,	de	ontwikkeling	van	het	aantal	gevestigde	bedrijven	en	de	
ontwikkeling	van	de	waarde	van	vastgoed	op	een	bedrijventerrein)	van	drie	categorieën	
bedrijventerreinen worden daarvoor met elkaar vergeleken. De eerste groep bestaat 
uit bedrijventerreinen die in de PHP zijn aangemerkt als ‘te herstructureren’ op korte 
termijn. De tweede groep bestaat uit bedrijventerreinen die niet in de PHP zijn 
opgenomen, maar wel in IBIS als verouderd te boek staan. De derde groep bedrijven-
terreinen komt niet voor in de PHP en is volgens IBIS ook niet verouderd. De analyses 
laten	zien	dat	de	verschillen	in	economische	prestaties	verwaarloosbaar	zijn	tussen	
deze	groepen.	Dit	duidt	erop	dat	ook	andere	criteria,	zoals	politieke	en	strategische	
besluitvorming, invloed uitoefenen op de beslissing van beleidsmakers om bedrijven-
terreinen al dan niet aan te merken als ‘te herstructureren’. Hieruit kan de conclusie 
worden	getrokken	dat	het	op	zijn	minst	twijfelachtig	is	of	de	publieke	middelen	die	
worden	 besteed	 aan	 herstructurering	 van	 bedrijventerreinen	 wel	 altijd	 worden	
gebruikt waarvoor zij bedoeld zijn.
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