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Abstract 
Intracellular ion concentration and cation transporter activities are important 
determinants of many fundamental physiological parameters, including cell turgor, 
plasma membrane potential and intracellular pH. In order to maintain these 
parameters within physiological ranges despite external perturbations, cells regulate 
their transporter activities through both post-translational modifications and gene 
regulation.  
 
In this thesis, the ion regulations in two model fungal species, Saccharomyces 
cerevisiae and Aspergillus nidulans, are investigated. We use a mathematical 
modelling approach to gain a quantitative understanding of the impact of collective 
transporter activities on the intracellular cation concentrations and the cellular 
adaptation processes. This thesis is mainly composed of two parts: 1) A biophysical 
and mathematical model is built for the cation transporters and their regulatory 
proteins to describe the temporal changes of cell volume, intracellular pH and cation 
concentrations during hyper-osmotic stress, ionic stress and alkaline pH stress in S. 
cerevisiae. 2) Four models are built for the activation of the alkaline pH responsive 
transcription factor, PacC, in A. nidulans, based on competing hypotheses. 
  
The integrated model in the first part shows that calcineurin activation in response to 
stress conditions results in a rapid and transient decrease of membrane potential, 
which we speculate is an important strategy for the cell to respond to unknown 
external ionic perturbations. The model also confirms the importance of Hog1p 
phosphorylation on Nha1p and Tok1p for immediate adaptation to salt stress and 
predicted that activated Hog1p down-regulates Tok1p activity. In alkaline stress 
conditions, the induction of Ena1p expression results in increased membrane 
potential. This model provides a theoretical framework for the study of ion 
homeostasis in stress conditions, the understanding of drug effects, such as FK506. 
And since the membrane potential is an important determinant of drug uptake, the 
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model is well suited for the drug development. In the second part of the thesis, 
results from those competing models for PacC activation show significant difference 
for the pacC904 mutant strain and suggests that further experiments on this strain 
would be able to uncover the role of the intermediate form, PacC53, plays in the 
activation process. 
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Chapter 1  
Introduction 
1.1 Overview 
Fungi represent one of the most abundant and diverse group of organisms on earth. 
In nature, fungi play an important role in decomposition of organic matter. They have 
a worldwide distribution and can be found in most natural habitats, including many 
extreme environments, such as deserts, volcanic soils, dead sea sediments, etc. 
(Jennings 1995; Griffin 1996). The ability of fungi to tolerate a wide range of 
environmental stress conditions has attracted scientists’ attention for many decades. 
 
My PhD has primarily focused on understanding ion regulatory responses to ionic 
stresses in fungi, using a mathematical modelling approach. Microorganisms, such as 
fungi, are constantly challenged by ionic stress environments, including high salt 
stress, osmotic stress and alkaline pH stress. For example, yeast cells living on a grape 
skin may be suddenly exposed to high sugar environment when the grape bursts 
open, thus, experiencing hyper-osmotic stress. Another example is that the 
pathogenic fungus, Candida albicans, experiences mild alkaline stress when entering 
the blood stream in a mammalian host.  
 
Environmental factors are an important determinant for optimal growth (Gasch, 
Spellman et al. 2000; Causton, Ren et al. 2001). In industry, many fungal species are 
used for food production (mushrooms), baking, alcoholic beverages, antibiotic 
production, etc., while other species are pathogens of animals and plants. It has been 
shown that virulence in pathogenic species is related to environmental stimulus 
(Haynes 2001; Bignell, Negrete-Urtasun et al. 2005). Therefore, the study of ionic 
stress responses in fungi has not only an intrinsic interest, but also wider applications 
in biotechnology industry and pharmaceutical industry (Jones and Gadd 1990; 
 19 
 
Brakhage, Sprote et al. 2004; Cowen and Steinbach 2008; Nielsen and Jewett 2008; 
Petranovic and Nielsen 2008).  
 
The first part of this work (presented in Chapter 4) is to model the monovalent 
transporter activities and their regulatory responses to ionic stresses in budding yeast, 
S. cerevisiae. Monovalent ion transports play essential roles in ion homeostasis and 
maintaining fundamental physiological parameters, such as cell volume, turgor 
pressure, intracellular pH and membrane potential (Jennings 1995; Griffin 1996). This 
is achieved by tightly regulated transporter activities.  
 
Yeast cells generate a large number of protons during metabolism. The intracellular 
protons are pumped out of the cells by a hydrogen pump (H+-ATPase Pma1p) 
(Goffeau and Slayman 1981). As a consequence, a proton gradient is formed across 
the plasma membrane. This proton gradient and the plasma membrane potential are 
used as energy sources for nutrient acquisition (van der Rest, Kamminga et al. 1995). 
The production and extrusion of protons also set the intracellular pH.  
 
K+ is an essential molecule for proper cellular function. Yeast cells accumulate a high 
concentration of K+ in the cytosol in order to balance the negative charges of protein 
molecules and other anions. Although Na+ is the most abundant ion in natural 
environments, the effect of Na+ is very complex. High intracellular Na+ disrupts 
proper functions of enzymes (Murguia, Belles et al. 1995; Albert, Yenush et al. 2000); 
however, Na+ is able to restore intracellular pH and growth in K+ depleted 
environments (Ramos, Haro et al. 1990). Since Na+ is able to enter the cell through 
the same transporter for K+, in general, K+ is actively taken up and excessive Na+ is 
extruded by the cell.  
 
The effects of K+ transport are beyond intracellular K+/Na+ homeostasis. Since K+ 
constitutes a large proportion of the intracellular osmolytes, the concentration of K+ 
has considerable impacts on the cell volume (Posas, Casamayor et al. 1993; Yenush, 
Mulet et al. 2002). K+ uptake is a major influx balancing the proton extrusion. As a 
result, potassium transporters are also involved in setting the membrane potential 
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and intracellular pH (Madrid, Gomez et al. 1998). Therefore, the yeast cell has 
evolved a variety of transporters and complex mechanisms to regulate the uptake 
and extrusion of K+ and Na+ (reviewed in (Rodriguez-Navarro 2000)). 
 
In response to external ionic perturbations such as NaCl stress, osmotic stress and 
alkaline pH, the monovalent transporters are regulated primarily at the 
post-translational level, in order to exert an immediate response to the hostile 
situations imposed by these stresses. The Na+-ATPase Ena1p, which extrudes Na+ 
actively using the energy released from ATP hydrolysis, has been found to be 
up-regulated at the gene expression level in all the three stress conditions (Ruiz and 
Arino 2007). 
 
Experimentally, each monovalent transporter and its regulatory response to ionic 
stresses are well characterized. However, a quantitative description of the function of 
each component in relation to the whole adaptation process has been lacking. In 
particular, the behaviour that emerges from the collective activities of these 
components is largely unknown. 
 
The aim of the first part of this work is to provide such a quantitative and coherent 
description at a system level and explore the strategies employed by the cell in the 
adaptation process. This system level description is essential not only for 
understanding the function of each individual component in the whole process, but 
also for gaining a coherent view of the cellular program as a whole and uncovering 
the response strategies of the cellular program (Kitano 2002a; Kitano 2002b).  
 
We approach this problem by using mathematical modelling techniques, which have 
been proven to be a powerful tool for understanding cellular adaptation 
environmental stresses (Klipp, Nordlander et al. 2005; Kholodenko 2006; Klipp 2007). 
Since the cellular processes considered here involve a large number of molecules, 
stochastic effects can be ignored. Therefore, we model these processes using a 
deterministic approach (ordinary differential equations). 
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The model describing the cellular process is divided into 4 modules: transporter 
activity, post-translational modifications, gene regulation events and volume changes. 
Each module is composed of several sub-models, which are built based on previously 
published experimental data or theoretical models. The integrated model shows 
great explanatory power of the published data sets. The simulation results also reveal 
insights into the general strategy used by the cell in response to external ionic 
perturbations. This work is presented in Chapter 4. 
 
The second part of this work (presented in Chapter 5) concerns with the activation 
mechanism of the transcription factor PacC in Aspergillus nidulans. PacC mediates 
the gene regulatory response to alkaline stresses (Caddick, Brownlee et al. 1986; 
Tilburn, Sarkar et al. 1995). It exists in three forms: 1) the translation product, i.e. the 
full-length form (PacC72), 2) the intermediate form (PacC53), and 3) the processed 
(activated) form (PacC27) (Diez, Alvaro et al. 2002; Penalva and Arst 2002). Under 
acidic conditions, the full-length form is predominant in the cell. Upon alkaline stress, 
the full-length form undergoes two cleavage steps (Diez, Alvaro et al. 2002). The first 
cleavage step, termed signalling proteolysis, converts the full-length form to the 
intermediate form. This cleavage is mediated by the pal signalling pathway, which is 
activated in response to external alkaline signal (Negrete-Urtasun, Reiter et al. 1999; 
Espeso, Roncal et al. 2000; Penalva and Arst 2002). The intermediate form is 
subsequently targeted to the proteasome, where the second, pH-independent 
cleavage, processing proteolysis, takes place (Hervas-Aguilar, Rodriguez et al. 2007). 
The final product, PacC27, functions as a repressor of acidic responsive genes and an 
activator of alkaline responsive genes (Tilburn, Sarkar et al. 1995). 
 
The aim of the second part of this work is to quantitatively describe the PacC 
activation mechanism, identify unknown regulatory components in the alkaline pH 
adaptation process and suggest directions for future experimental investigation. 
 
Since PacC molecules are abundant and the experimental data available are 
measurements for population of cells (primarily western blot experiments), we 
approach this problem using deterministic equations (ordinary differential equations). 
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By constructing a dynamic model we show that the existing knowledge of the PacC 
activation mechanism is not sufficient to fully explain the published experimental 
observations. Model extension suggests the existence of a negative feedback loop, 
and this prediction is then verified experimentally (conducted by experimental 
collaborators). Finally, we build three further models of the hypothesized roles that 
PacC53 plays in the activation process and suggest further experimental investigations 
to distinguish between these models, and thereby infer the role of PacC53. 
 
In summary, the mathematical model for ion regulation in S. cerevisiae provides a 
coherent overall framework of the cellular response to external ionic perturbations. 
By linking changes at the biochemical and biophysical levels to the cellular level, it 
serves as a suitable theoretical tool for the study of transporter functions, gene 
regulation responses and drug effects. The work on modelling PacC activation 
uncovers a previously unknown regulatory feedback loop and suggests directions for 
future experimental investigation. This work shows that iterative studies of 
laboratory experiments and mathematical modelling can be an efficient and powerful 
approach in understanding complex interactions and uncovering unknown 
mechanisms in biological processes. 
 
1.2 Outline of thesis chapters 
Chapter 2 consists of biological background and literature review on the monovalent 
ion transporters and their post-translational and transcriptional regulations in 
budding yeast (S. cerevisiae) and the alkaline pH gene regulation in A. nidulans. 
 
Chapter 3 provides the mathematical background for modelling ion transporter 
activities, signalling pathway transduction and gene regulations. The literature on 
systems biology and previous work on mathematical modelling of environmental 
stress response in yeast is also reviewed. 
 
Chapter 4 presents an integrative model for the ion regulation in budding yeast, 
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describing cellular ion transporter activities, post-translational modifications, gene 
regulation and volume changes in response to external ionic stresses.  
 
Chapter 5 presents the modelling study on PacC activation in A. nidulans. A basic 
model is firstly constructed. The model analysis predicted the later experimentally 
confirmed negative regulation of PacC on palF gene expression. Three hypothetical 
models are then constructed to identify the role of PacC53. 
 
Chapter 6 concludes the study in this thesis and proposes directions for future 
investigations. 
 
 24 
 
Chapter 2  
Literature review/Background – 
Biology 
2.1 Introduction 
Microorganisms, such as fungi, are constantly challenged by naturally occurring ionic 
stress conditions, including high salt stress, hyper-osmolarity stress and alkaline pH 
stress. Making appropriate cellular responses is crucial for cell survival. This usually 
involves sequential steps of sensing environmental stimuli, making immediate 
modifications on the cellular processes and states, transducing the signal into the 
nucleus and gene expression remodelling (Gasch, Spellman et al. 2000; Causton, Ren 
et al. 2001; Alberts, Johnson et al. 2002; Hohmann 2002; Penalva and Arst 2002). 
 
One important aspect of the adaptation program is to maintain intracellular ion 
homeostasis in face of external perturbation (Jennings 1995). The cellular responses 
to these stress conditions have been studied extensively in recent years, particularly 
for Saccharomyces cerevisiae (Jennings 1995; Serrano 1996; Gasch, Spellman et al. 
2000; Rodriguez-Navarro 2000; Causton, Ren et al. 2001; Hohmann 2002; Penalva 
and Arst 2002).  
 
In this chapter, the scope of review is restricted to the ion transport and regulatory 
responses to external ionic stresses in S. cerevisiae and the alkaline pH gene 
regulation in Aspergillus nidulans.  
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2.2 Monovalent ion transport and ionic stress 
response in budding yeast 
S. cerevisiae, also known as budding yeast, is a unicellular organism classified in the 
fungal kingdom. Although firstly described in 1880s, it has been used for baking and 
alcoholic beverages for thousands of years. It is also becoming an increasingly 
important organism for the modern biotechnology and pharmaceutical industries. As 
one of the simplest forms in eukaryotic cells, S. cerevisiae is also widely used in 
biological research as a model organism for the study of fundamental cellular 
processes such as DNA replication, cell cycle, metabolism etc. It is the first eukaryote 
whose genome was completely sequenced (Goffeau, Barrell et al. 1996). 
 
In budding yeast, monovalent ion transport plays essential roles in maintaining 
fundamental cellular properties such as cell volume, membrane potential, 
intracellular pH, etc. (Jennings 1995), and proper cellular responses to saline, osmotic 
and alkaline pH stresses ensures cell survival and adaptation to external 
environments (Gasch, Spellman et al. 2000; Causton, Ren et al. 2001). The 
monovalent ion transport is reviewed in (Rodriguez-Navarro 2000; Serrano and 
Rodriguez-Navarro 2001; Sychrova 2004; Arino, Ramos et al. 2010). The stress 
environmental responses are reviewed in (Estruch 2000; Hohmann, Krantz et al. 2007; 
Penalva, Tilburn et al. 2008). 
 
2.2.1 Monovalent ion transport 
Yeast cells evolved cell wall and plasma membrane to act as boundaries in order to 
protect the intracellular components and normal cellular processes from being 
disrupted by outside environmental fluctuations. The cell membrane is composed of 
thin lipid bilayers. It is highly permeable to hydrophobic molecules, such as hydrogen, 
carbon dioxide, whereas small uncharged polar molecules, such as water and glycerol, 
diffuse across the bilayer with much lower rates (Alberts, Johnson et al. 2002). 
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However, the lipid bilayer is highly impermeable to charged molecules and large 
uncharged molecules. Such molecules include cations, glucose, amino acids, 
phosphates and secreted molecules. They are transported in and out of the cell by 
transporters located at the plasma membrane, which constitute 50% of total plasma 
membrane proteins (van der Rest, Kamminga et al. 1995).  
 
A large proportion of positively charged molecules in the cell are composed of 
monovalent ions. The concentration of each ion species is tightly regulated by 
transporters in order to maintain proper cellular functions despite external ionic 
perturbation. In addition, the monovalent transporters are also involved in regulating 
cell volume and membrane potential as mentioned above. A schematic of major 
monovalent ion transporters is shown in Fig. 2.1. The details of each transporter and 
their regulatory components are reviewed below. 
 
Figure 2.1 A schematic of main monovalent ion transporters in yeast S. cerevisiae. The 
intracellular concentrations of monovalent ions (H
+
, K
+
 and Na
+
) are regulated primarily by 
Pma1p, Trk1p, Trk2p, Tok1p, Nha1p and Ena1p. M
-
 in the figure denotes the negatively 
changed macro-molecules. 
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H+ transport 
Yeast cells generate a large number of hydrogen ions during metabolism. The 
intracellular protons are actively extruded by the plasma membrane H+-ATPase, 
Pma1p (Goffeau and Slayman 1981; Serrano 1983). It catalyzes ATP hydrolysis and 
uses the energy released to transport intracellular H+ across the plasma membrane. It 
is estimated that this process consumes 10-15% of the total ATP produced in a cell 
(van der Rest, Kamminga et al. 1995).  
 
This flux of protons creates a proton gradient across the plasma membrane and 
ensures the membrane potential is negative inside the cell. The chemical energy (H+ 
gradient) and the electrical energy (membrane potential) are important determinants 
for uptake of cations, amino acids, phosphates and other impermeable nutrient 
molecules (van der Rest, Kamminga et al. 1995; Goossens, de La Fuente et al. 2000). 
For example, in order to increase the glucose uptake rate in response to glucose 
addition, the activity of Pma1p is up-regulated up to 10-fold to increase the 
electro-chemical energy across the plasma membrane (Serrano 1983; Goossens, de 
La Fuente et al. 2000). 
 
Intracellular pH is primarily maintained by the H+-ATPase activity. The biophysical 
optimal intracellular pH for Pma1p activity is between 5.6-5.8 (Guadalupe Cabral, 
Sa-Correia et al. 2004). Increase in pH value above 5.8 results in notable drop in 
Pma1p activity. Since the intracellular pH is maintained within a narrow range of 
6.8-7.2, small fluctuations in intracellular H+ concentration will be compensated by 
the changes in Pma1p activity (increased intracellular H+ concentration results in 
increase in Pma1p activity, and vice versa). In addition to the biophysical change, 
intracellular acidification triggers post-translational regulation on Pma1p. It is 
reported that there is a 2 to 3-fold increase in Pma1p activity upon addition of sorbic 
acid (Eraso and Gancedo 1987; Holyoak, Stratford et al. 1996; Carmelo, Santos et al. 
1997). 
 
Mutants with PMA1 deleted are not viable, whereas PMA1 mutants with a lower H+ 
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pumping activity have a depolarized membrane and show growth sensitivity to low 
pH, weak acid and NH4
+ (McCusker, Perlin et al. 1987; Perlin, Brown et al. 1988). 
K+ and Na+ transport 
Cells contain a large concentration of proteins and other macromolecules that are 
negatively charged. To maintain electro-neutrality, high concentrations of positively 
charged ions have to be accumulated within the inner cellular compartments. 
Although Na+ is the most abundant cation in the natural environment, K+ is used by 
the cell and it is an essential ion for proper cellular processes, such as 
osmo-regulation, protein synthesis and enzyme activation (Jennings 1995; 
Rodriguez-Navarro 2000).  
 
The effect of Na+ is paradoxical. Na+ is able to enter the cell via most K+ transporters, 
due to the similarity between Na+ and K+. High intracellular Na+ disrupts many 
enzyme functions (Serrano 1996; Albert, Martinez-Ripoll et al. 2000). However, in K+ 
depletion environment, addition of Na+ is able to restore the cellular growth. That is 
due to the fact that in low K+, Na+ environments, H+ is taken up into in the cell as a 
backward balancing current to the H+ extrusion activity of Pma1p. High intracellular 
H+, i.e. low intracellular pH, has a deleterious effect on both the normal cellular 
process and protein conformation. Addition of Na+ substitutes H+ in the cell, thereby, 
restoring intracellular pH. Therefore, yeast cells have evolved sophisticated 
transporter systems to actively take up K+ with different affinities to optimize growth 
in different external environments. 
 
Comprehensive reviews on potassium regulation can be found in (Serrano 1996; 
Rodriguez-Navarro 2000; Serrano and Rodriguez-Navarro 2001; Sychrova 2004). Here, 
we focus on the K+/Na+ transporters: Trk1p, Trk2p, Tok1p, Nha1p and Ena1p. 
Trk1p and Trk2p 
In yeast cells, the primary K+ uptake route from the extracellular environment is 
mediated by Trk1p and Trk2p (the Trk transport system). Trk1p and Trk2p (also 
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denoted as Trk1,2p) are two structurally related potassium transporters located at 
the plasma membrane (Ko and Gaber 1991). They mediate high affinity and medium 
affinity potassium uptake. The affinity of the Trk system to K+ is in the micromolar 
range when it is in the high affinity state, and in the millimolar range when it is in the 
medium affinity state (Gaber, Styles et al. 1988; Ramos, Alijo et al. 1994). The activity 
of Trk1,2p also has a substantial impact on the membrane potential, as a result of the 
high K+ influx rate (Madrid, Gomez et al. 1998). In addition, it is suggested that Trk1p 
and Trk2p mediate Cl- efflux when the cell has a higher than normal intracellular Cl- 
concentration (Kuroda, Bihler et al. 2004). Deletion of both TRK1,2 genes that encode 
these two transporters results in growth defects in low K+ medium, high salt stress 
conditions, low pH conditions and hypersensitivity to hygromycin B (Yenush, Mulet et 
al. 2002; Bertl, Ramos et al. 2003), due to a low K+ affinity and a high membrane 
potential in the mutant. 
 
It is still not clear which class of transporters Trk1p-Trk2p belong to. Initially, H+-K+ 
co-transporters were suggested based on the dependence of Trk1p-Trk2p on 
extracellular pH (Rodriguez-Navarro and Ramos 1984). However, a recent study 
showed that Trk1p does not transport H+, instead, it has two binding sites and 
transports K+, Rb+ and Na+ with different affinities (Haro and Rodriguez-Navarro 
2002). Therefore, the hypothesis that Trk1p-Trk2p transporters are coupled with an 
energy source is more probable. 
 
Trk1p plays a dominant role in K+ uptake, whereas the activity of Trk2p is negligible in 
normal growth conditions (Ko and Gaber 1991; Ramos, Alijo et al. 1994). Trk1p exists 
in two states, a high affinity state and a medium affinity state (Rodriguez-Navarro and 
Ramos 1984; Ramos and Rodriguez-Navarro 1986; Haro and Rodriguez-Navarro 2002). 
In normal laboratory growth conditions, where external K+ concentration is at 
millimolar range, both Trk1p and Trk2p are in the medium affinity state with Km 
value close to the external K+ concentration. In K+ depleted conditions (K+ 
concentration is below 1mM), in order to maintain normal intracellular K+ content, 
Trk1p is switched to the high affinity state, in which the Km value can be as low as 
30M (Rodriguez-Navarro and Ramos 1984; Gaber, Styles et al. 1988; Gomez, Luyten 
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et al. 1996). 
 
Na+ is able to compete with K+ at the binding sites of Trk1,2p and enters the cell with 
relatively low affinity. In high Na+ stress conditions, the Trk transport system switches 
from low affinity to high affinity in order to discriminate against Na+ influx (Haro, 
Banuelos et al. 1993). This transition has been shown to be dependent on the 
Ser/Thr-specific phosphatase, calcineurin (Mendoza, Rubio et al. 1994). Interestingly, 
the transition between two states of Trk system in K+ starvation condition and in high 
Na+ stress condition are mediated by independent pathways. 
 
Other regulatory components that regulate the Trk system activity include the 
protein phosphatases Ppz1,2p and their regulatory subunit, the halotolerance protein 
Hal3p (Posas, Bollen et al. 1995; Posas, Camps et al. 1995; de Nadal, Clotet et al. 
1998). Hal3p inhibits Ppz1,2p activities through protein binding (de Nadal, Clotet et al. 
1998). It has been shown that this binding is dependent on intracellular pH, and 
higher intracellular pH promotes dissociation of Ppz proteins with Hal3p (Yenush, 
Merchan et al. 2005). Unbound Ppz proteins negatively regulate Trk1p activity 
through phosphorylation (Yenush, Mulet et al. 2002; Yenush, Merchan et al. 2005), 
presumably switching Trk1p from the high affinity state to the medium affinity state. 
Since K+ uptake and intracellular pH are closed coupled as mentioned above, the 
interaction between Hal3p and Ppz proteins is likely to serve as a sensor and 
regulator of intracellular pH homeostasis (Yenush, Merchan et al. 2005).  
 
Phenotype test experiments show that deletion of PPZ genes or overexpression of 
HAL3 results in higher intracellular K+ and intracellular pH, depolarized membrane 
potential and tolerance to NaCl stress (Posas, Camps et al. 1995; de Nadal, Clotet et 
al. 1998; Yenush, Mulet et al. 2002; Ruiz, Yenush et al. 2003). All of these phenotypes 
are dependent on the presence of the Trk system. 
 
The activity of the Trk system is also dependant on the level of halotolerance proteins 
Hal4p and Hal5p (Mulet, Leube et al. 1999). It has been shown that Hal4,5p do not 
regulate the activity of Trk1,2p directly, rather, the presence of Hal4,5p stabilizes 
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Trk1,2p at the plasma membrane (Perez-Valle, Jenkins et al. 2007). 
 
In summary, the Trk system mediates the major K+ uptake in yeast cells, and it is 
under complex regulations of calcineurin, Ppz phosphatases and Hal4,5p under 
different external conditions.  
Other K+ uptake 
In addition to the Trk system, it has been shown that there exist other potassium 
uptake routes in budding yeast, although the transporters has not been genetically 
identified (Ko, Buckley et al. 1990). 
 
Whole-cell patch clamp experiments, which record the current across the plasma 
membrane for a given voltage, reveal a large Ca2+ sensitive inward current across the 
plasma membrane, which is mediated by a non-specific cation channel, NSC1 (Bihler, 
Slayman et al. 1998; Bihler, Slayman et al. 2002). It has been shown that NSC1 
transports K+, Na+, Li+ and NH4
+ with similar affinities at 60mM. However, this channel 
is inhibited under normal Ca2+ concentrations and has never been genetically 
characterized. 
 
In addition, Ruiz et. al. have shown that mutant strains with TRK1,2 genes knocked 
out grow normally in medium with K+ concentration higher than 5mM (Ruiz, del 
Carmen Ruiz et al. 2004). This medium affinity potassium uptake is dependent on the 
activity of the protein phosphatase Ppz1p. Strains with TRK genes and PPZ genes 
deleted show a much lower potassium uptake affinity, which resembles NSC1 
characteristics. 
 
Tok1p 
Tok1p is an outward rectifying K+ channel located at the plasma membrane (Ketchum, 
Joiner et al. 1995). The membrane potential is highly influenced by the activity of 
Tok1p. Deletion of TOK1 gene results in a depolarized membrane (Maresova, 
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Urbankova et al. 2006). Strains with TOK1 over-expressed have lower intracellular K+ 
concentrations (Maresova, Urbankova et al. 2006). Under NaCl stress, Tok1p is 
phosphorylated by the protein kinase Hog1p at the beginning of the stress, and this 
phosphorylation is shown to be important for the initial detoxification of high Na+ 
level in the nucleus (Proft and Struhl 2004). Furthermore, it has been shown that K1 
toxin secreted by the killer strains of S. cerevisiae targets Tok1p to increase Tok1p 
activity, thereby, disrupting intracellular K+ homeostasis (Ahmed, Sesti et al. 1999). 
 
The response characteristics of this channel have been under extensive investigations 
(Lesage, Guillemare et al. 1996; Reid, Lukas et al. 1996; Loukin, Vaillant et al. 1997; 
Bertl, Bihler et al. 1998; Vergani, Hamilton et al. 1998; Roller, Natura et al. 2005). It 
has been shown that Tok1p catalyzes K+ outflow when the membrane potential is 
lower (less negative) than the K+ equilibrium potential. Increase in extracellular K+ 
triggers the opening of Tok1p. Apart from mediating K+ outward rectification, a small 
inward K+ current is observed when the membrane potential is higher (more negative) 
than the K+ equilibrium potential (Fairman, Zhou et al. 1999). 
 
It has been shown that Tok1p exists in three states: the deep blocked state (C1), the 
shallow blocked state (C2) and the open state (O) (Lesage, Guillemare et al. 1996). 
The membrane potential regulates the transition between these three states. Tok1p 
is mainly in the deep blocked state in a hyper-polarized membrane. Upon 
depolarization, Tok1p in C1 state undergoes a relatively slow transition to C2 state, 
and then switches to the open state. In addition, the open probability of Tok1p is also 
dependent on the intracellular pH (Lesage, Guillemare et al. 1996). 
 
The responsive mechanisms of this channel have been proposed by several 
theoretical studies, based on experimental measurements (Loukin and Saimi 1999; 
Loukin, Lin et al. 2002; Loukin and Saimi 2002). These proposed models successfully 
explains the observed characteristics of Tok1p by assuming that Tok1p has three 
different states and the changes in the membrane potential shift Tok1p between 
these three states. 
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Nha1p 
Nha1p is an Na+,K+/H+ antiporter located at the plasma membrane with similar 
affinities to Na+ and K+ (around 12mM) (Prior, Potier et al. 1996; Banuelos, Sychrova 
et al. 1998; Ohgaki, Nakamura et al. 2005). Initially, Nha1p was suggested to be a 
electro-neutral antiporter (Banuelos, Sychrova et al. 1998), i.e. extruding one K+ or 
Na+ ion per H+ ion taking in. However, a later experiment showed that there exist net 
charges moving inward through Nha1p, suggesting this antiporter is electrogenic 
(Ohgaki, Nakamura et al. 2005). 
 
Nha1p is involved in extruding excessive Na+ or K+ and maintaining the intracellular 
pH. It has been shown that Intracellular alkalinisation increases the Nha1p activity up 
to 5-fold (Banuelos, Sychrova et al. 1998; Sychrova, Ramirez et al. 1999; Ohgaki, 
Nakamura et al. 2005). Mutant cells with NHA1 deleted have a much lower tolerance 
to both NaCl and KCl in acidic and neutral conditions (Banuelos, Sychrova et al. 1998; 
Mitsui, Ochi et al. 2004). Cells with NHA1 gene overexpressed have higher membrane 
potentials (Kinclova-Zimmermannova, Gaskova et al. 2006) and higher tolerance to 
external Na+ (Banuelos, Ruiz et al. 2002).  
 
In NaCl stress conditions, Nha1p and Tok1p are found to be phosphorylated by Hog1p 
at the plasma membrane (Proft and Struhl 2004). Since the C-terminals of Nha1p is 
shown to be involved in regulating Na+ extrusion (Kinclova-Zimmermannova and 
Sychrova 2006), it is likely that phosphorylation of Nha1p results in a higher affinity 
and/or a higher activity of Na+ efflux. However, the long term adaptation to NaCl 
stress does not require Nha1p activity.  
Ena1p 
Depending on different strains, yeast cells contain multiple copies of ENA genes that 
are similar in sequence (Garciadeblas, Rubio et al. 1993; Wieland, Nitsche et al. 1995). 
Ena proteins are P-type Na+-ATPase, which couple ATP hydrolysis to extrude cations 
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such as Na+, Li+ and K+ (Haro, Garciadeblas et al. 1991). The Ena proteins normally 
exist in low copies (Ghaemmaghami, Huh et al. 2003), and they are not required in 
normal growth conditions. ENA1 (the first copy of ENA genes) gene expression is 
markedly up-regulated under high Na+, Li+ or high pH stress conditions  (Marquez 
and Serrano 1996; Lamb, Xu et al. 2001; Platara, Ruiz et al. 2006), and knocking out 
ENA1 gene results in growth sensitivity to high Na+, Li+ and alkaline pH conditions 
(Haro, Garciadeblas et al. 1991). These phenotypes suggest Ena1p is the primary 
Na+/Li+ detoxification pump in yeast. 
 
Ena1p undergoes complex regulations in saline and alkaline pH stress conditions, 
both post-translationally and transcriptionally. The post-translational modification of 
Ena1p involves the regulatory protein calmodulin (Wieland, Nitsche et al. 1995). 
Under normal conditions, Ena1p has a relatively low affinity to (intracellular) Na+. 
High Na+ stress triggers accumulation of free cytosolic Ca2+, which binds calmodulin 
(Cyert 2001). The Ca2+ bound calmodulin interacts with Ena1p and increases its 
affinity to intracellular Na+. This allows an immediate increase in the Na+ extrusion 
capacity in the cell. The translational regulation of Ena1p integrates signals from a 
diverse range of pathways, including the calcineurin pathway, the HOG (high 
osmolarity glycerol) pathway, the Rim101 (repressor of IME1) pathway, the Snf 
(sucrose nonfermenting) pathway and the TOR (target of rapamycin) pathway, etc. 
(Ruiz and Arino 2007). This Na+-ATPase is highly expressed in response to high salt 
and high pH stresses. It also has been shown that ENA1 promoter is sensitive to 
intracellular pH (Yenush, Mulet et al. 2002).  
 
The transcriptional induction of Ena1p in response to high salt, high osmolarity and 
high pH response is reviewed in the section below. A comprehensive review can also 
be found in (Ruiz and Arino 2007).  
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2.2.2 Ionic stresses and transcriptional responses in 
budding yeast 
Ionic stresses such as saline stress, alkaline pH stresses significantly alter the external 
ionic concentrations. These perturbations have substantial impacts on fundamental 
cellular properties, such as cell volume, turgor pressure and intracellular pH, and 
intracellular cation concentrations. Therefore, proper cellular responses to ionic 
stresses are necessary for survival. 
 
The cellular responses to saline stress involve both a response to high Na+ and a 
response to high osmolarity. As mentioned above, high intracellular Na+ is toxic for 
the cell. The cell has to discriminate against Na+ influx and increase Na+ efflux in 
response. This is generally believed to be mediated by the calcineurin pathway 
(Nakamura, Liu et al. 1993; Mendoza, Rubio et al. 1994; Mendoza, Quintero et al. 
1996), whose activation converts the Trk system to high affinity transport and 
up-regulates Ena1p production. High osmolarity decreases turgor pressure and cell 
volume, which is detrimental to proper cellular processes. The cell responds by 
increasing the intracellular glycerol concentration, thereby, restoring the turgor 
pressure and cell volume. This is mainly mediated by the HOG pathway (Brewster, de 
Valoir et al. 1993).  
 
External alkaline pH disrupts the proton gradient created by the H+-ATPase, Pma1p. 
Since this gradient is used as an energy source for nutrient uptake, it is likely that 
external alkaline pH limits the nutrient availability. Gene expression analysis shows 
that glucose starvation response genes and genes encoding transporters for 
phosphates, copper and iron are highly expressed in alkaline environments, which 
suggests these nutrients are depleted (Lamb, Xu et al. 2001; Serrano, Ruiz et al. 2002; 
Serrano, Bernal et al. 2004; Ruiz, Serrano et al. 2008). The intracellular pH is 
maintained at around pH 7.2 when the external pH is in the range of 6.5-7.5 (Orij, 
Postmus et al. 2009). It is still not clear what the impact of external alkalinisation on 
the intracellular K+, Na+ homeostasis. 
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The cellular responses to alkaline pH are shown to be mainly mediated by the 
calcineurin pathway and the Rim101 pathway (Lamb, Xu et al. 2001; Lamb and 
Mitchell 2003; Serrano, Bernal et al. 2004; Viladevall, Serrano et al. 2004). Activation 
of either pathway leads to Ena1p induction, which is shown to be an important 
element in the adaptation to alkaline pH (Haro, Garciadeblas et al. 1991). Although 
the gene regulation response to alkaline pH stress has been characterized in several 
studies, the impact of alkaline pH and the specific strategy how the cell responds to 
alkaline environment is in general largely unknown. 
 
The three pathways, i.e. the calcineurin pathway, the HOG pathway and the Rim101 
pathway, are reviewed separately in the following. 
 
The calcineurin pathway 
Calcineurin is an evolutionarily conserved Ca2+/calmodulin dependent phosphatase 
in eukaryotic cells. It consists of a heterodimer, catalytic subunit A, and a regulatory 
subunit B. In yeast, calcineurin is encoded by three genes, CNA1, CNA2 and CNB1 
(Cyert, Kunisawa et al. 1991; Liu, Ishii et al. 1991; Cyert and Thorner 1992). Although 
calcineurin is dispensable in normal conditions, the calcineurin pathway plays 
essential roles in response to stresses, including Na+ stress, Ca2+ stress and alkaline 
pH stress (Nakamura, Liu et al. 1993; Serrano, Ruiz et al. 2002; Cyert 2003). Deletion 
of genes encoding subunits of calcineurin or addition of the calcineurin inhibitor, 
FK506 (tacrolimus) results in growth sensitivity to those stress conditions (Nakamura, 
Liu et al. 1993).  
 
A schematic for the calcineurin pathway activation is shown below in Fig.2.2.  
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Figure 2.2 A schematic of the calcineurin pathway activation under high Na
+
 or alkaline 
pH stress conditions. P-Crz1p denotes phosphorylated Crz1p in the figure. 
 
In normal growth conditions, the cell maintains a relatively low cytosolic Ca2+ 
concentration. Under NaCl stress or alkaline pH stress, however, high concentration 
of free Ca2+ ions accumulates in the cytosol either from the external environment or 
the vacuole (Matsumoto, Ellsmore et al. 2002; Viladevall, Serrano et al. 2004). 
Elevation in cytosolic Ca2+ concentration activates the Ca2+ binding regulatory protein, 
calmodulin, which subsequently binds to and activates calcineurin (Stemmer and 
Klee 1994; Cyert 2001).  
 
Both calmodulin and calcineurin have diverse roles in post-translationally regulating 
cellular processes (Cyert 2001). In terms of ion regulation, Ca2+-bound calmodulin 
increases Ena1p affinity to Na+, and calcineurin coordinates the transition of the Trk 
transport system form medium affinity to high affinity, as previously mentioned in 
Section 2.2.1. 
 
The transcriptional response activated by the calcineurin pathway is primarily 
mediated by a zinc-finger transcription factor, encoded by CRZ1 (Stathopoulos and 
Cyert 1997). Activated calcineurin dephosphorylates Crz1p, which leads to Crz1p 
nuclear localization (Stathopoulos-Gerontides, Guo et al. 1999). The nuclear localized 
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Crz1p induces the transcriptional response program. In a recent study, Elowitz and 
co-workers showed that, under Ca2+ stress, Crz1p shuttles in and out of the nucleus, 
with the level of external Ca2+ modulating the frequency rather than the duration of 
Crz1p localization (Cai, Dalal et al. 2008). 
 
Yoshimoto et al. showed that activation of the calcineurin pathway leads to 
upregulation of more than 160 genes, most of which are direct targets of Crz1p 
(Yoshimoto, Saltsman et al. 2002). Among the 160 genes, a significant number of 
genes are identified to encode membrane proteins, cell wall components or ion 
transporters (including ENA1).  
 
Activation of the calcineurin pathway and Crz1p mediated transcriptional response is 
an absolute requirement for the adaptation to NaCl stress and alkaline pH stress 
(Nakamura, Liu et al. 1993; Matsumoto, Ellsmore et al. 2002; Serrano, Ruiz et al. 
2002). Nakmura et al. showed that mutant cells with CNA1,2 deleted have severe 
growth defects under NaCl, LiCl, or alkaline pH stress (Nakamura, Liu et al. 1993). The 
growth defects of this mutant strain in NaCl or LiCl stress were rescued by 
supplementing the medium with 200mM KCl in the medium, which suggests high Na+ 
or Li+ causes an intracellular cation imbalance. However, growth of this mutant did 
not show significant difference in alkaline conditions with or without 200mM KCl. 
 
It is concluded therefore, that the response to NaCl stress mediated by the 
calcineurin pathway is to restore cation homeostasis. The calcineurin pathway exerts 
its function in the NaCl stress response mainly through the calcineurin dependent 
conversion of the Trk system to high affinity transport and up-regulation of the 
Na+-ATPase, Ena1p. Since a significant number of genes upregulated by Crz1p involve 
in cell wall synthesis and the glucose starvation response, the calcineurin mediated 
transcriptional response is likely to be important for the adaptation to glucose 
limitation or cell wall damage in alkaline environments (Garrett-Engele, Moilanen et 
al. 1995; Viladevall, Serrano et al. 2004; Ruiz, Serrano et al. 2008).  
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The HOG pathway 
The cellular response to osmotic stress in yeast is mediated by the high osmolarity 
glycerol (HOG) pathway. Since this pathway is evolutionarily conserved and the 
general strategy of cellular osmo-adaptation is very similar in all eukaryotic cells, 
including human cells, this pathway has been studied in great detail. The activation 
mechanism, signal transduction, gene regulation and recent advances in the field are 
briefly reviewed here. Comprehensive reviews can be found in (Hohmann 2002; 
Hohmann, Krantz et al. 2007). A schematic capturing the essential dynamics of Hog1p 
activation is shown below. 
 
 
Figure 2.3 A schematic of the essential features of the HOG pathway activation under 
osmotic stress.  
 
The HOG pathway is activated in response to decreases in turgor pressure and cell 
volume (Brewster, de Valoir et al. 1993). The signal is sensed independently by two 
branches at the upstream of the pathway, i.e. the Sho1 branch and the Sln1 branch 
(Maeda, Wurgler-Murphy et al. 1994; Posas and Saito 1997).  
 
The activation of the HOG pathways leads to phosphorylation of protein kinase 
Hog1p. Five transcription factors are known to be under the regulation of Hog1p: 
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Sko1p, Hot1p, Smp1p and the general stress response proteins Msn2,4p. 
 
The genes activated by Hog1p are involved in glycerol production (including GPD1), 
ion transport (including ENA1), metabolism and cellular signalling (Albertyn, 
Hohmann et al. 1994; Rep, Albertyn et al. 1999; Rep, Krantz et al. 2000; de Nadal, 
Alepuz et al. 2002; Capaldi, Kaplan et al. 2008). The Hog1p mediated transcriptional 
response is external osmolyte dependent. It has been shown that 70 Hog1p 
dependent genes are induced in response to KCl stress, whereas NaCl stress triggered 
responses of ~200 genes in total (Capaldi, Kaplan et al. 2008). The reason for this 
difference is that the promoters of the general stress response genes, MSN2,4, 
integrate signals from other pathways apart from Hog1p activation. They are 
inhibited in KCl stress and activated in NaCl stress. 
 
Restoration of turgor pressure at the plasma membrane during osmotic stress leads 
to inactivation of Hog1p. Since Hog1p is highly nuclear localized in less than 5 
minutes at the onset of osmotic stress (de Nadal, Alepuz et al. 2002; Hohmann 2002), 
it was believed initially that the restoration of cell volume is primarily the result of 
Hog1p mediated transcriptional response. However, Klipp et al. showed that the 
closure of aquaglyceroporin Fps1p is essential for the accumulation of glycerol, and 
the Hog1p mediated transcriptional response prepares the cell for further stress 
(Klipp, Nordlander et al. 2005). Several subsequent studies have shown that Hog1p 
post-translationally regulates glycerol production to balance the external and internal 
osmolarity, and the Hog1p nuclear localization, i.e. the Hog1p mediated 
transcriptional response is not required for the restoration of cell volume upon 
osmotic stress (Mettetal, Muzzey et al. 2008; Westfall, Patterson et al. 2008; Muzzey, 
Gomez-Uribe et al. 2009). 
The Rim101 pathway 
Budding yeast is able to live in a wide range of pH conditions. The transcriptional 
response to alkaline pH stress is partly mediated by the Rim101 pathway, and the 
transcription factor Rim101p (Su and Mitchell 1993a; Futai, Maeda et al. 1999; Lamb, 
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Xu et al. 2001). In neutral and alkaline environments, Rim101p is activated and acts 
as a transcriptional repressor of several transcription factors, which in turn inhibit 
alkaline expressed genes (Li and Mitchell 1997; Lamb, Xu et al. 2001), i.e. the 
activation of Rim101p leads to induction of alkaline genes. However, it is not clear 
what actually causes the activation of the Rim101 pathway. Ikeda et al. show that 
Rim101p is activated when the lipid asymmetry at the plasma membrane is altered 
and the authors propose that the Rim101 pathway may respond to a change in the 
membrane potential (Ikeda, Kihara et al. 2008). 
 
Mutant strains with RIM101 deleted show phenotypes of low haploid invasive growth, 
defects in sporulation and impaired growth in conditions such as low temperature, 
alkaline pH and high sodium and lithium ion concentrations (Su and Mitchell 1993a; 
Su and Mitchell 1993b; Li and Mitchell 1997; Lamb, Xu et al. 2001). A recent study 
shows that the Rim101 pathway is also required for the maintenance of the cell wall 
in the absence of the cell wall assembly protein kinase Slt2p (Castrejon, Gomez et al. 
2006). Another study shows Rim101p is involved in the adaptive response to 
propionic acid and other weak acid stresses (Mira, Lourenco et al. 2009).  
 
The proteins in the Rim101 pathway are encoded by RIM8, 9, 13, 20, 21 and DFG16. 
Rim9p, Rim21p and Dfg16p act together as a membrane receptor complex at the 
upstream of the Rim101 pathway (Barwell, Boysen et al. 2005; Hayashi, Fukuzawa et 
al. 2005; Rothfels, Tanny et al. 2005). Rim13p is a calpain like cysteine protease (Futai, 
Maeda et al. 1999). When recruited to the cleavage complex, it activates Rim101p by 
C-terminal cleavage (Futai, Maeda et al. 1999). Rim20 interacts with Snf7, a protein 
at the ESCRTIII (Endosomal Sorting Complex Required for Transport III) complex, and 
serves as a scaffold protein for the binding of Rim13p and Rim101p (Ito, Chiba et al. 
2001; Xu and Mitchell 2001; Boysen and Mitchell 2006).  
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Figure 2.4 A schematic for the Rim101 pathway activation under alkaline pH stress 
condition.  
 
Upon activation, the receptor complex undergoes endocytosis (Rothfels, Tanny et al. 
2005; Boysen and Mitchell 2006), which results in the binding of Snf7 to Rim20p. 
Rim20p subsequently recruits the protease Rim13p and the full-length Rim101p. 
Rim101p is activated by C-terminal cleavage and the processed form localizes into the 
nucleus functioning as a transcription repressor (Boysen and Mitchell 2006). 
 
Activated Rim101p exerts its regulatory role primarily through the repression of two 
transcription factors encoded by NRG1, SMP1 (Lamb and Mitchell 2003). The 
expression of Na+-ATPase, Ena1p, is negatively regulated by Nrg1p (Lamb, Xu et al. 
2001; Platara, Ruiz et al. 2006). Other downstream targets of the Rim101 pathway 
include genes encoding transporters, cell wall proteins, iron/copper starvation 
response proteins, vacuolar reorganization proteins and ESCRT components (Lamb, 
Xu et al. 2001; Lamb and Mitchell 2003; Mira, Lourenco et al. 2009). 
 
A schematic for the main components considered in this study is shown in Fig.2.4. 
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2.3 Alkaline pH gene regulation in A. nidulans 
Fungal cells preferentially grow in mild acidic conditions. External alkalinisation 
induces stress on the cell growth. It is not fully understood what the impact of 
alkaline environment is on the cell. One effect of alkalinity is the disruption of the 
proton gradient across the plasma membrane, which results in impaired nutrient 
acquisition and ion transport. Therefore, the cell has to be able to maintain the 
intracellular pH and effectively take up nutrients and ions in alkaline pH 
environments.  
 
The most extensively studied fungal species for the pH gene regulatory response is 
the ascomycete fungus Aspergillus nidulans. The earliest genetic research on A. 
nidulans pH response dates back to 1960s (Dorn 1965; Dorn 1965). The components 
of the A. nidulans pH regulatory pathway are now relatively well understood.  
 
A. nidulans grows in a wide range of pH conditions, ranging from 2.5 to 9.0 (Caddick, 
Brownlee et al.). It adapts to high extracellular pH by tailoring its gene expression, 
which is mainly mediated by the pal signalling pathway and transcription factor PacC. 
Strains with the pacC gene deleted or the pal signalling blocked have severe growth 
defects in alkaline pH environments (Caddick, Brownlee et al. 1986; Tilburn, Sarkar et 
al. 1995). Under acidic conditions, there is no signal transduced by the pal pathway, 
and PacC is in an inactive form (Caddick, Brownlee et al. 1986; Arst, Bignell et al. 
1994; Denison, Orejas et al. 1995; Tilburn, Sarkar et al. 1995), whereas under alkaline 
conditions, PacC is activated by the pal signalling pathway (Orejas, Espeso et al. 1995; 
Diez, Alvaro et al. 2002). Activated PacC functions as a transcription factor activating 
alkaline expressed genes and repressing acid expressed genes (Caddick, Brownlee et 
al. 1986; Espeso and Penalva 1996; Espeso and Arst 2000).  
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2.3.1 Transcription factor PacC 
PacC consists of three Cys2His2 zinc fingers and three interaction domains, denoted as 
A, B and C. There are three forms of PacC, with molecular masses of 72kDa (PacC72), 
53kDa (PacC53) and 27kDa (PacC27) (Diez, Alvaro et al. 2002). PacC72 is the full-length 
translation product with no known function. PacC53 and Pac27 are proteolytic 
products of a two-step cleavage mechanism. The first cleavage step, signalling 
proteolysis, is regulated by the pal signalling pathway, which is pH dependant (Diez, 
Alvaro et al. 2002). The second cleavage step, pH independent processing proteolysis, 
takes place in the proteasome (Diez, Alvaro et al. 2002; Hervas-Aguilar, Rodriguez et 
al. 2007).  
 
The full-length product PacC72 is predominant in acidic conditions (Orejas, Espeso et 
al. 1995; Mingot, Tilburn et al. 1999; Mingot, Espeso et al. 2001; Diez, Alvaro et al. 
2002). There is evidence that PacC72 exists in two conformations (Orejas, Espeso et al. 
1995; Espeso, Roncal et al. 2000; Mingot, Espeso et al. 2001). In the closed 
conformation, domains A, B and C interact with each other, and the processing 
efficiency determinant is masked to prevent proteolysis. In the open conformation, 
regions A, B and C are relaxed (open conformation) which results in the processing 
cleavage site being accessible to the protease (Espeso, Roncal et al. 2000; Mingot, 
Espeso et al. 2001; Penalva and Arst 2004). The full-length PacC in the open 
conformation may undergo processing proteolysis to form activated PacC without an 
intermediate step (Mingot, Espeso et al. 2001; Penalva and Arst 2004). In equilibrium, 
PacC72 exists mostly in the closed conformation in which the processing cleavage site 
is protected. 
 
The intermediate form PacC53 is barely detectable under ambient pH conditions. The 
reason is that the proteolytic processing step, which is not pH dependent, takes place 
constitutively, and most of the intermediate form is processed to activated-form 
PacC27 at equilibrium (Diez, Alvaro et al. 2002; Penalva and Arst 2004). The processed 
form, PacC27, binds to DNA acting as an alkaline gene activator and an acidic gene 
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repressor.  
 
The nuclear localization signal is located at residues 5 through ~252 to 254 in the zinc 
finger region (Fernandez-Martinez, Brown et al. 2003). The closed full-length form 
PacC, in which the nuclear localization signal region is inaccessible, is largely cytosolic. 
(Espeso, Roncal et al. 2000; Penalva and Arst 2004). The open full-length form that 
makes up only a minor proportion of the total full-length form is likely to enter the 
nucleus (Mingot, Espeso et al. 2001; Penalva and Arst 2004). Both the intermediate 
form and the processed form predominantly localizes in the nucleus due to the 
nuclear localization signal on its zinc fingers (Orejas, Espeso et al. 1995; 
Fernandez-Martinez, Brown et al. 2003).  
 
All three forms of PacC have been shown to be able to bind to the DNA in vitro 
(Espeso and Arst 2000; Espeso, Roncal et al. 2000). Despite the fact that the 
processed form (PacC27) has been shown to function as transcription factors of 
alkaline/acidic pH genes, the role that the full length form and the intermediate form 
PacC play in either PacC activation process or the regulation of downstream targets is 
unknown. 
 
2.3.2 The pal signalling pathway 
The pal signalling pathway consists of 6 pal gene products, PalA, B, C, F, H and I (Arst, 
Bignell et al. 1994; Negrete-Urtasun, Reiter et al. 1999). Three gene products, PalH, 
PalI and PalF, are in the upstream of the pathway, acting as a sensor complex of 
external stimuli. They belong to a larger signalling class of the 7-TMD 
receptor-arrestin system (Herranz, Rodriguez et al. 2005). The function of PalC is 
likely to assist endocytosis of the activated membrane sensor, PalH/PalI (Galindo, 
Hervas-Aguilar et al. 2007). PalA and PalB are involved in recruiting and subsequent 
cleaving (activating) the transcription factor PacC (Orejas, Espeso et al. 1995; 
Negrete-Urtasun, Reiter et al. 1999; Vincent, Rainbow et al. 2003). 
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In alkaline conditions, PalH located at the plamsma membrane senses the signal, 
triggering the binding of its C-terminal cytoplasmic tail to PalF (Herranz, Rodriguez et 
al. 2005; Calcagno-Pizarelli, Negrete-Urtasun et al. 2007). PalF is then phosphorylated 
and ubiquitinated in a pH and PalH dependent manner (Herranz, Rodriguez et al. 
2005). PalC is recruited to a plasma membrane associated cortical structure through 
phosphorylated and ubiquitinated PalF. The membrane localized PalC then binds to 
Vps32p, a subunit of ESCRT-III, and the signalling complex is subsequently 
internalized through endocytosis, resulting in the recruitment of PalA (Galindo, 
Hervas-Aguilar et al. 2007). 
 
PalB is a calpain-like cysteine protease, which catalyses signalling proteolysis and 
cleaves the C-domain of the full-length PacC (Denison, Orejas et al. 1995; Orejas, 
Espeso et al. 1995; Penas, Hervas-Aguilar et al. 2007; Rodriguez-Galan, Galindo et al. 
2009). PalA is found to be able to bind both the full-length PacC in a closed 
conformation and the ESCRT-III subunit Vps32p in vivo. This binding of PalA to PacC72 
is required for the conversion of PacC72 to PacC53 (Vincent, Rainbow et al. 2003). 
Therefore, it is highly likely that PalA is able to bind closed form PacC72 with Vps32p 
acting as a scaffold, and PalB is subsequently recruited to the complex which cleaves 
the C terminal of PacC72 (Penalva and Arst 2004). 
 
A schematic diagram for the pal signalling pathway and PacC transcription factor is 
shown in Fig. 2.5. 
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Figure 2.5 A schematic of alkaline pH signalling and gene regulation in A. nidulans. 
 
2.3.3 PacC regulation domain 
The genes regulated by the PacC system can be classified into three categories 
(Penalva and Arst 2002). Firstly, those genes encoding secreted enzymes include pacA 
encoding an acid phosphatase, xlnA and xlnB encoding xylanases, palD encoding an 
alkaline phosphatase and prtA encoding an alkaline protease. Secondly, those genes 
encoding permeases include gabA encoding a GABA transporter. Thirdly, those genes 
encoding enzymes for exported metabolites include acvA encoding 
-L-csteinyl-D-valine synthetase and ipnA encoding isopenicillin N-synthase. The pacC 
gene is regulated by itself and highly expressed under alkaline pH conditions (Tilburn, 
Sarkar et al. 1995). 
 
Recently, it has been reported that several genes involved in the synthesis and uptake 
of siderophores are regulated by PacC system (Eisendle, Oberegger et al. 2004). This 
suggests that PacC also regulates genes that responsible for competition with 
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bacteria in stress conditions.  
 
Therefore, the downstream targets of PacC suggest low nutrient availability might be 
a factor that limits growth in alkaline pH environments. In response, fungi upregulate 
permeases and transporters for higher uptake ability and produce penicillin related 
enzymes and siderophores to compete with bacteria. 
 
In summary, the pal signalling pathway and the PacC transcription factor have been 
under extensive experimental investigations. It has been shown that PacC undergoes 
two step cleavages before activated under alkaline pH conditions. The first cleavage is 
external pH dependent and it is mediated by the pal signalling pathway, whereas the 
second cleavage is external pH independent and it takes place in the proteasome. 
Although a molecular mechanism has been proposed, it is, however, not clear 
whether there are other regulatory components acting on the activation process, and 
questions concerning the role that the three forms PacC play are still open. 
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Chapter 3  
Literature review / Background - 
Mathematical modelling 
3.1 Introduction 
The association of mathematical modelling with biology has a long history. An 
exercise of building a mathematical model for a rabbit population was recorded in a 
book written by Leonardo of Pisa in 1202. The field of mathematical biology has been 
rapidly growing since last century, and it has become ever more diverse. 
Mathematical models are widely applied to the understanding of pattern formation 
in animal skins, growth dynamics in populations and electric current generation in 
neurons and cardiac cells. A comprehensive book describing the developments and 
approaches of this field in the last century is (Murray 2007). 
 
A new interdisciplinary field, systems biology, which emerged at the beginning of this 
century, made a paradigm shift in biology. Instead of focusing on each individual gene, 
protein or cell, it integrates approaches from mathematics, physics, engineering and 
biology to untangle the complex interactions of biological systems and their 
properties at multiple levels (Tyson, Chen et al. 2001; Kitano 2002a). Mathematical 
modelling serves as a powerful tool to understand system structures, system 
dynamics, control methods and design principles (Kitano 2002b). 
 
In the following sections, the mathematical background for modelling ion transporter 
activities, signalling transduction and gene regulation are briefly described, and the 
literature on systems biology approaches to the understanding of environmental 
stresses are reviewed. 
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3.2 Modelling ion transporter activity 
The mathematical description of ion transporter activity can be dated back to the 
1950s. It is one of the most extensively studied subjects in cellular physiology, 
especially for mammalian cells. For example, Hodgkin and Huxley used a set of 
non-linear differential equations to approximate the electrical characteristics of a 
voltage gated channel and an ion pump in the squid giant axon (Hodgkin and Huxley 
1952). They successfully described the underlying mechanisms of the initiation and 
propagation of action potentials, which lead to the Nobel prize in Physiology or 
Medicine in 1963. This work represents one of the most successful combinations of 
theory and experiment. Noble later applied the Hodgkin-Huxley equation to cardiac 
cells to understand the electrical activity in the heart (Noble 1960). More recently, 
ion transporter models have been applied to the understanding of a number of other 
biological phenomena, including ATP synthesis in mitochondria (Beard 2005), cellular 
volume regulation (Armstrong 2003; Terashima, Takeuchi et al. 2006), human 
ventricular action potential (Grandi, Pasqualini et al. 2009), etc. 
 
The basis of modelling ion transporters in a cell is briefly explained below. A 
comprehensive treatment of this subject from an analytical perspective can be found 
in (Keener and Sneyd 2009). 
 
3.2.1 Gibbs free energy 
The activities of transporters involve movements of charged/uncharged molecules 
between two compartments, which in principle, are chemical reactions. For example, 
the following chemical reaction characterizes the activity of a transporter which 
moves molecule M from inside to outside of the cell: 
extMM ][][ int   
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Note that for chemical reactions, the chemicals/molecules in the left hand side of the 
reaction are referred as ‘reactants’, and the chemicals/molecules in the right hand 
side are referred as ‘products’, and ‘  ’ is used to denote reversible reactions in 
this study. 
 
Under constant temperature and pressure, the chemical reaction always minimizes 
the difference in the chemical potentials (or free energies) of the reactants and the 
products. This difference is the Gibbs free energy (G) for the chemical reaction. It 
can be expressed as the following equation: 
G=Gproducts-Greactants  (3.2.1.1) 
where Gproducts and Greactants are the chemical potentials of the reactants and products, 
respectively. 
 
For a reversible reaction, the Gibbs free energy is zero (G=0) when the reaction 
reaches equilibrium. 
 
Usually for the chemical reaction mediated by transporters, the changes in free 
energies of the reactants and products are composed of changes in the chemical 
energies and the electrical energies (if net movement of charged molecules are 
involved). And energy released from ATP hydrolysis is also involved if the transport 
consumes ATP. The chemical energy for a chemical (C) dissolved in water can be 
calculated as R*T*ln([C]), where R and T are the gas constant and the absolute 
temperature, respectively, and the square bracket ([]) here means the concentration 
of the chemical. The electrical energy for a chemical with valence z (Cz+) in a closed 
compartment can be calculated as z*F*V, where F is the Faraday constant and V is 
the electric potential of the compartment.  
 
Here, without losing generality, we give an example showing the calculation of the 
Gibbs free energy for the reaction mediated by a transporter. Calculation of Gibbs 
free energy for other transporter-mediated chemical reactions can be derived from 
this calculation.  
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Let us assume that a transporter extrudes molecule M with valence z from 
intracellular compartment to extracellular compartment using energy released from 
ATP hydrolysis (this is an ATPase introduced in Chapter 2). The transporter activity 
can be written as the following chemical reaction: 
][][][][][ int PiADPMATPM ext
zz   . 
The chemical energy of the reactants and products are, respectively, 
])ln([)]ln([ int ATPTRMTR   and ])ln([])ln([)]ln([ PiTRADPTRMTR ext  . 
The electrical energy for intracellular M and extracellular M are, respectively, 
intVFz   and extVFz  . 
 
Then, the chemical potentials for the reactants and products can be written as: 
ATPextextproducts GVFzPiTRADPTRMTRG
VFzATPTRMTRG


])ln([])ln([)]ln([
])ln([)]ln([ intintreactants
 
(3.2.1.2) 
where Vint and Vext are the electric potentials at the inner and the outer membrane, 
respectively, and GATP is the Gibbs free energy for ATP hydrolysis. 
 
Hence, the Gibbs free energy is calculated as: 
ATP
ext
ATPextext
products
GEmFz
ATPM
PiADPM
TR
VFzATPTRMTR
GVFzPiTRADPTRMTR
GGG










)
][][
][][][
ln(      
)])ln([)]ln([(-         
])ln([])ln([)]ln([       
int
intint
reactants
 
(3.2.1.3) 
where Em is the membrane potential (Em=Vint-Vext).  
 
Basically, the first term of Equation (3.2.1.3) characterizes the chemical energy for the 
chemical reaction to move forward (producing more products), the second term 
characterizes the electrical energy for the chemical reaction to move forward, and 
finally the third term takes into account of the energy contribution from ATP 
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hydrolysis.  
 
As discussed above, the transporter activities are chemical reactions in principle. 
Therefore, the Gibbs free energy serves as a fundamental concept in modelling 
transporter activities and ionic fluxes across the plasma membrane. 
 
3.2.2 Nernst potential 
For a semi-permeable membrane, such as the plasma membrane in a cell, difference 
in external and intracellular concentrations of a molecule to which the membrane is 
permeable causes fluxes of this molecule across the plasma membrane. Fluxes of 
charged molecules down to the concentration gradient establish an electric potential 
at the membrane surface. This electric potential in return exerts an electric force 
which prevents the molecule from moving further down to the concentration 
gradient. Therefore, in the end, equilibrium is reached, with the electric force and the 
chemical (osmotic) force balancing each other. 
 
This potential is the equilibrium potential or the Nernst potential, and it is given by 
the Nernst equation. The Nernst equation is derived from the change in the Gibbs 
free energy (see Equation (3.2.1.3)) by only considering that the charged molecule 
(valence of z) moves across the membrane (without ATP consumption). Then, the 
Gibbs free energy for molecule M in this two compartments system can be written 
as: 
VFz
M
M
TRG ext  )
][
][
ln(
int
 (3.2.2.1) 
Here, Em in Equation (3.2.1.3) is replaced by V, since we consider the electric 
potential exerted by only one molecule here. 
 
Then, by setting equation (3.2.2.1) to zero (G=0), we have the expression of the 
Nernst potential for M: 
 54 
 
)
][
][
ln(
intM
M
Fz
TR
VV extNernst 


   (3.2.2.2). 
 
3.2.3 Membrane potential 
In the section above, we derived the equilibrium potential for one charged molecule. 
However, the plasma membrane is permeable to a variety of charged molecules. The 
membrane potential (the electric potential across the membrane) is determined by 
the collective movements of these molecules. 
 
One approach is to approximate the membrane potential at equilibrium from the 
Nernst equation by assuming a constant electric field in the cell membrane. The 
equation for the membrane potential at equilibrium (also called resting membrane 
potential) was derived by Goldman (Goldman 1943), Hodgkin and Katz (Hodgkin and 
Katz 1949) in 1943 and 1949, respectively. The detailed derivation is omitted here 
due to space limitation. The equation is in the following form: 
,....,, i,j
NPmMPm
NPmMPm
F
TR
Em
extjjii
jjextii
GHK 321    )
][][
][][
ln(
int
int






 
 


 (3.2.3.1) 
where Mi, Nj are positively and negative charged molecules, respectively, Pmi, Pmj are 
the permeabilities of the cell membrane to the ith and jth ion in the equation, and all 
the other constants have the same meaning as introduced before. 
 
Although the membrane potential is determined by the concentrations of intra- and 
extra- cellular permeant ions, K+, Na+ and Cl- are the most permeable ions to the cell 
membrane. Therefore, the effect of other ions on the membrane potential is residual 
and it can be ignored. Then, the GHK equation becomes: 
)
][][][
][][][
ln(
intint
int
extClKK
ClextKextK
GHK
ClPmNaPmKPm
ClPmNaPmKPm
F
TR
Em






   (3.2.3.2) 
where PmK, PmNa and PmCl are the permeability of the cell membrane to K
+, Na+ and 
Cl-, respectively. The expression (3.2.3.2) greatly simplifies the calculation of the 
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membrane potential. 
 
A more direct approach to calculate membrane potential is to follow the amount of 
each charged molecules within the cellular compartment. The membrane potential 
can be derived from the net charges and the capacitance of the plasma membrane. 
The formula is given below: 
CmS
FQ
Em
Mem 

   (3.2.3.3) 
where Q is the net charge, F is faraday constant, SMem is the area of membrane 
surface and Cm is the capacitance of the cell membrane. 
 
The first approach calculates the membrane potential at equilibrium, and it does not 
take into account the transporter activities at the plasma membrane. For the second 
approach, it calculates the membrane potential directly from the amount of net 
charges inside the cell, and the equilibrium assumption is not necessary.  
 
In the work of this thesis (presented in Chapter 4), we investigate the temporal 
cellular adaptation response to ionic stresses and the regulation of transporters. 
Since the transporter activity would have a high impact on the membrane potential 
and the membrane potential is unlikely to be at equilibrium, the second approach is 
used in the study. 
 
3.2.4 Symporters and antiporters 
Symporters and antiporters belong to same transporter class. They have multiple 
binding sites, which usually transport two different types of ions. One type of ion is 
transported into or out of the cell using the energy stored in another type of ion. For 
symporters, all the ions are transported in the same direction. An example is the 
phosphate transporter Pho84p, which transports phosphate anions and protons. In 
contrast, for antiporters, two different ions are transported in opposite directions. 
Such example is the Na+,K+/H+ antiport Nha1p, which extrudes Na+ or K+ in exchange 
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for H+. 
 
Although symporters and antiporters can be precisely described by modelling binding 
and unbinding of each molecule and different states of the transporter (Keener and 
Sneyd 2009), simple models are able to capture the main features of these 
transporters very well. Two examples are given below. 
 
Let us assume a symporter transports one negatively charged molecule (M-) and a 
proton into the cell each time. Then, it has the following chemical reaction: 
in tin t ][][][][
  MHMH extext . 
If the forward and the backward reaction rates are k1 and k2, respectively, from the 
Mass-Action Law, the rate of change of H+ can be written as: 
intint21
int ][][][][
][ 

 MHkMHk
dt
Hd
extext
 (3.2.4.1) 
From the Gibbs free energy equation (Equation (3.2.1.3) with z=0 and no 
involvement of ATP hydrolysis), we have 
extext MH
MH
TRG
][][
][][
ln intint





   (3.2.4.2) 
At equilibrium, we have G=0. Therefore, at equilibrium 
1
][][
][][ in tin t 




extext MH
MH
. (3.2.4.3) 
 
At the equilibrium of the reaction, we also have d[H+]/dt=0. From Equations (3.2.4.1) 
and (3.2.4.3), we have, k1=k2, i.e. the forward and backward reaction rate constants 
are equal to each other. 
 
The influx rate of M- is equal to the rate of change in concentrations of M- (Equation 
(3.2.4.1)). Then, the overall flux of M- (Jsymport) can be modelled as: 
)][][][]([ in tin t
  MHMHkJ extextsymp o rtsymp o rt  (3.2.4.4) 
where ksymport is the reaction constant and ksymport=k1=k2. 
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Similarly, if we assume an antiporter takes in H+ and extrudes M+ outside of the cell, 
which can be characterized by the following chemical reaction: 
extext MHMH ][][][][ in tin t
  . 
The influx of M+ (Jantiport) through this antiport can be approximated by: 
)][][][]([ in tin t extexta n tip o rta n tip o rt MHMHkJ
   (3.2.4.5) 
where kantiport is equal to the forward/backward reaction rate. 
 
3.2.5 ATPase 
ATPase transports molecules against a concentration gradient using the energy 
released from the ATP hydrolysis. In budding yeast, both Pma1p and Ena1p are 
ATPase. Here, we show a possible model for the H+-ATPase as an example.  
 
The chemical reaction for a H+-ATPase is, 
][][][][][ int PiADPHATPH ext 
  
Again, let us assume the forward reaction rate is k1, and the backward reaction rate is 
k2. The rate of [H
+]ext flux is: 
][][][][][
][
2int1 PiADPHkATPHk
dt
Hd
ext
ext  

 (3.2.5.1) 
The Gibbs free energy for this reaction is given by (this is the same form as Equation 
(3.2.1.3)): 
ATP
ext GEmFz
ATPH
PiADPH
TRG 

 


 )
][][
][][][
ln(
int
  (3.2.5.2) 
where z is the valence of H+, and z=1. 
 
At energy equilibrium (G=0), we have: 
)exp(
][][
][][][
int
TR
EmFG
ATPH
PiADPH ATPext




 


  (3.2.5.3). 
Since the forward and backward reactions balance each other at equilibrium, i.e. 
][][][][][ 2int1 PiADPHkATPHk ext 
   (3.2.5.4). 
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From Equations (3.2.5.3-4), it can be derived that 
)exp(
1
2
TR
EmFG
k
k ATP


     (3.2.5.5). 
Since the flux is equal to the forward reaction rate minus the backward reaction rate 
in the chemical reaction, the flux through this H+-ATPase can be approximated as: 
))exp(][][][][]([            
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


 
(3.2.5.6) 
where kATPase is the forward reaction rate of the chemical reaction, i.e. kATPase=k1. 
 
3.2.6 Channel 
Every cell membrane contains various types of ion channel, allowing specific ions to 
enter the cellular compartment. Ion channel properties have been under extensive 
study particularly in excitable cells, due to their important role in generating electric 
currents. A comprehensive study can be found in Hille’s book (Hille 2001). Here, only 
basic models are reviewed. 
 
Transport through ion channels is a passive process, driven by the ion concentration 
and the membrane potential. The current-voltage relationship of a channel depends 
on the biophysical properties of the channel. There is no universal expression for 
channel currents. However, two simple models are commonly applied in theoretical 
studies. They provide quantitative descriptions of many ion channels and make good 
approximations to the ion channel current-voltage relationships. 
 
The simplest approach is to assume the current of a molecule (M) through a channel 
is linearly dependent on the difference between the membrane potential and the 
Nernst potential: 
)( MMM VEmgI    (3.2.6.1) 
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where gM is the conductance of this channel, Em is the membrane potential and VM is 
the Nernst potential for molecule M. 
 
Another expression for the current-voltage relationship of ion channel is given by the 
Goldman-Hodgkin-Katz (GHK) current equation (Goldman 1943; Hodgkin and Katz 
1949). The GHK current equation is also derived from the equation for the Nernst 
potential by assuming a constant electric field in the cell membrane. The equation is 
given by: 
)exp(1
)exp(][][ int22
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
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

   (3.2.6.2) 
where PmM is the permeability of the cell membrane to the molecule M and all other 
constants are the same as introduced before. 
 
The detailed derivation can be found in (Keener and Sneyd 2009). We omitted it here 
due to space limitation. 
 
3.3 Dynamical modelling of signal transduction 
and gene regulation 
The cellular responses to internal/external signals are achieved primarily by the 
interactions between protein molecules. In a gene regulation event, the external 
signal is transduced from the cell membrane through signalling pathways and 
eventually into the nucleus in sequential steps of protein-protein reactions. In the 
nucleus, the gene regulation program is triggered by the binding of the transcription 
factor to the DNA. mRNA molecules are made from the DNA template, and 
subsequently, proteins are synthesized from mRNA molecules. Therefore, signal 
transduction and gene regulation in principle are chemical reactions in closed 
compartments. 
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In many cases, the deterministic approach (ordinary differential equations) can be 
applied to describe the dynamics of such events in time, by treating the cytosol and 
the nucleus as homogenous (well mixed) compartments and assuming the number of 
participant molecules are large enough to ignore the stochastic effects. However, in 
cases where the number of participant molecules is small and fluctuations in the 
number of molecules may have significant effects on the cellular events, a stochastic 
approach is required to adequately describe the signalling and gene regulation 
events. 
 
Here, the mathematical background for the deterministic (dynamical) modelling of 
signal transduction and gene regulation event and model analysis techniques are 
described. Stochastic modelling approaches are beyond the scope of this review. A 
review on building dynamic models for cellular interactions and analysis of their 
properties can be found in (Tyson, Chen et al. 2003). An introductory textbook that 
covers many aspects of mathematical modelling in cell biology including signal 
transduction and gene regulation is (Klipp, Herwig et al. 2005).  
 
3.3.1 The Law of Mass Action 
The Law of Mass Action was firstly proposed by Guldberg and Waage in 1864 to study 
the dynamic equilibrium of reversible chemical reactions. It states that in a reaction 
involving reactants A and B, the reaction rate is proportional to the active masses of 
A and B, each raised to the power of the molecularity, i.e. the number of each 
reactant in a single reaction. 
 
For example, a chemical reaction is characterized as following: 
][][][2 CBA   
Let us assume the forward reaction rate is k1, and the backward reaction rate is k2. 
Then, from the Law of Mass Action, we have the following: 
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(3.3.1.1) 
The Law of Mass Action is widely used to model a variety of cellular processes, and it 
has been shown to be able to accurately predict the intracellular dynamics 
(Hoffmann, Levchenko et al. 2002; Kofahl and Klipp 2004; Geva-Zatorsky, Rosenfeld et 
al. 2006; Kuepfer, Peter et al. 2007) . 
 
3.3.2 Michaelis-Menten kinetics 
Michaelis-Menten kinetics is derived from the Law of Mass Action. It is a 
simplification (approximation) of the dependence of the synthesis rate of a product 
on the substrate concentration in enzyme reactions.  
 
Consider the following typical enzyme reaction: 
][][][][][ EPCES   
where S is the substrate, E is the enzyme, C is the binding complex and P is the 
product. 
 
Let us further assume the forward and backward reaction rates of the first reaction 
are k1 and k2, respectively, and the reaction rate of the second reaction is k3. From 
the Law of Mass Action, the dynamics of each variable can be written as: 
][][][
][
21 CkESk
dt
Sd
  (3.3.2.1) 
][)(][][
][
321 CkkESk
dt
Ed
  (3.3.2.2) 
][)(][][
][
321 CkkESk
dt
Cd
  (3.3.2.3) 
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][
][
3 Ck
dt
Pd
  (3.3.2.4) 
Usually, the total enzyme concentration ([E0]) does not change over time. We assume 
that the time scale of the first reaction is much faster than the second reaction, i.e. 
[S], [E], [C] are at a quasi-steady-state, and the level of the enzyme (E) is much lower 
than the level of the substrate (S). Then, by setting Equations (3.3.2.1-3) to 0, we get 
][
][
)(
][
1
32 C
Sk
kk
E 


  (3.3.2.5) 
Let Km=(k2+k3)/k1. Since [E
0]=[E]+[C] and [E0] is constant,  
][
][
][
][ 0E
KmS
S
C 

   (3.3.2.6) 
where Km=(k2+k3)/k1. 
 
Then, from Equation (3.3.2.4) the production rate of P can be expressed as: 
KmS
S
Vv


][
][
max   (3.3.2.7) 
where Vmax=k3*[E
0] is the maximal production rate and Km is the Michaelis-Menten 
constant. 
 
Therefore, the production rate increases with the increase of the substrate 
concentration. However, it saturates once the substrate concentration exceeds a 
certain threshold.  
 
Many reactions in cellular processes have the characteristics of Michaelis-Menten 
kinetics. For example, the phosphorylation and dephosphorylation catalyzed by 
kinases and phosphatases take place at much faster rates than reactions such as gene 
expression, protein production. Therefore, it is also widely used in the modelling of 
cellular signalling events (Novak, Pataki et al. 2001; Tyson, Chen et al. 2003; Novak, 
Tyson et al. 2007) and metabolic networks (Rizzi, Baltes et al. 1997; Teusink, Passarge 
et al. 2000; Pritchard and Kell 2002). 
 
However, in order for the Michaelis-Menten kinetics to be valid, the two assumptions 
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mentioned above have to be satisfied, i.e. the first step reaction (the enzyme binds to 
the substrate) is much faster than the second step reaction (the generation of the 
product) and the level of enzyme is much lower than the substrate. Therefore, 
caution must be taken when applying Michaelis-Menten kinetics to the model for 
signalling pathways, as the signalling proteins involved are usually at similar 
concentration.  
 
3.3.3 Cooperativity (Hill equation) 
In an enzyme reaction, cooperativity is defined as the binding of substrate to the 
enzyme promotes the subsequent binding of the substrate. Such phenomenon can 
be modelled by the Hill equation, which is derived from multiple steps of 
Michaelis-Menten kinetics. 
 
The Hill equation is in the following form: 
hh
h
hill
KmS
S
Vv


][
][
max   (3.3.3.1) 
where Vmax is the maximum production rate, S is the substrate, Km is the 
concentration of S at which vhill attains half of its value. h is the Hill-coefficient. h>1 
means positive cooperativity, whereas h<1 means negative cooperativity. h=1 means 
no cooperativity and the equation reduces to a Michaelis-Menten equation. 
 
Hill-type equations (especially for those with high Hill coefficients) have a threshold 
characteristic. The Hill-type equation attains 1/2*Vmax when substrate concentration 
is equal to Km as for the Michaelis-Menten kinetics. For relatively small substrate 
concentration, the value of the equation is kept around 0. The value of the equation 
increases drastically when the substrate concentration increases to values at similar 
level with Km (often referred as the threshold). Further increase above Km in 
substrate concentration leads to saturation, and the value of the equation 
asymptotically approaches Vmax.  
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Hill-type equation is used to describe a wide range of biological phenomena, 
including cooperativity between molecules, threshold properties (Bhalla and Iyengar 
1999; Hoffmann, Levchenko et al. 2002; Tyson, Chen et al. 2003). It is sometimes also 
used to represent an uncharacterized biological module (a black box) that has a 
monotonic but nonlinear characteristic (Lev Bar-Or, Maya et al. 2000).  
 
3.3.4 Steady state analysis 
Steady state (equilibrium) in the context of chemical reactions is a state at which the 
concentration of each molecule in a system does not change over time. Steady state 
analysis technique is widely applied to dynamical models. It provides a useful tool for 
analyzing the system behaviour at equilibrium without integration of the whole ODE 
system. This is particularly useful for large ODE systems. The mathematical 
description is given below. 
 
For a given set of ODEs,  
)),((
)]([
θXf
X
t
dt
td
   (3.3.4.1) 
where X(t), f and  denote the vector of variables, the vector of functions and the 
vector of coefficients/parameters in the functions, respectively, and X(t)=[X1(t), 
Xs(t), … Xn(t)], f=[f1, f2, … fn] and =[1, s, …n]. The steady state concentration of 
each molecule can be derived by setting the right hand of equation (3.3.4.1) to 0, i.e. 
the time derivative of X equals to 0: 
0θXf )),(( t   (3.3.4.2) 
By solving Equations (3.3.4.2), we obtain the steady state solutions of interest.  
 
If the system is at the steady state, it will stay in the state over time, i.e. at 
equilibrium. However, if the system is perturbed, different dynamics can arise: the 
system can move back to the steady state, or move away from the steady state, or 
move in a periodic trajectory around the steady state, or in a chaotic fashion. 
Depending on these different dynamics, the type of a steady state can be categorized 
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as stable steady state, unstable steady state, centre, limit cycle, etc. The type of a 
steady state can be analyzed by calculating the eigenvalues of the Jacobian matrix of 
the ODE system (3.3.4.1). 
 
For a given parameter sets () and solution (X0), the Jacobian matrix (MJacobian) is 
given by: 
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 (3.3.4.3) 
 
The Jacobian matrix is the first order partial derivative of the vector-valued function 
(the ODE system). It can be derived from the Taylor expansion for the vector-valued 
function. It specifies the tangent plane to the function at any given point (the steady 
state in this case). Therefore, by analyzing its eigenvalues, the dynamics of the system 
around a given point (the steady state) can be derived.  
 
A rich literature exists on the analysis of the steady state of an ODE system. A 
textbook covering many aspects of it can be found in (Strogatz 1994). 
 
3.3.5 Uncertainty and sensitivity analysis 
Uncertainty and sensitivity analyses are also commonly used techniques in ODE 
analysis. Uncertainty analysis is a measurement of uncertainty in an observable (an 
output, for example, the concentration of a transcription factor) given variations in 
parameter values. In models describing intracellular processes, the parameter value 
in an ODE system usually represents one’s knowledge about the rate of a single 
reaction or the rate of several related reactions that are not modelled explicitly. Since 
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the parameter values are fixed during the integration of the ODE system, the 
simulation results represent an approximation to the cellular process with constant 
reaction rates. Usually, the resulting curve is treated as an average of the trajectories 
of the cellular process. However, the reaction rates in a cell are highly variable due to 
extrinsic and intrinsic noises (Elowitz, Levine et al. 2002; Raser and O'Shea 2005). It is 
desirable to measure the uncertainty in the system output in face of variations in the 
parameter values to gain confidence of the conclusion from the simulation result. 
 
Sensitivity analysis (SA) quantitatively or qualitatively measures the contribution of 
each parameter variation makes to the uncertainty in an observable (system output). 
It is also often used in identifying the most sensitive elements (parameters) in an ODE 
system. In addition, from a control perspective of a (biological) system, sensitivity 
analysis is often performed to identify the most sensitive component/parameter in a 
system. Then, the most sensitive component is often used as a target for control or 
manipulation of the system. 
 
Sensitivity analyses can be categorized as local or global according to the parameter 
space a method investigates. Local sensitivity analysis directly calculates the 
derivative of the output or error function of interest (Y) with respective to a 
parameter (Xi): 
i
Xi
X
Y
Y


' . If the range of each parameter variation is known, the 
sensitivity can be calculated as: 
iY
Xi
Xi
X
Y
Y





, where Xi and Y are the standard 
deviations of the parameter under investigation and the system output, respectively. 
This kind of method has the advantage of easy calculation and implementation both 
analytically or numerically. However, the measure of sensitivity is correct when the 
system is linear in all parameters; otherwise, it is an approximation to the sensitivity 
within a small neighbouring area of the chosen parameter. 
 
Sethna and co-workers proposed a more complicated local method, which 
quadratically approximates the local area around the nominal point in N dimensional 
parameter space (where N is the number of parameters considered) (Brown and 
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Sethna 2003; Gutenkunst, Waterfall et al. 2007). Geometrically, this method is to use 
a N-dimensional ellipsoid centred at the nominal parameter values to approximate 
the non-linear error function. Mathematically, this method calculates the Hessian 
matrix corresponding to the system output: 
ji
Y
ji
XX
Y
H



2
,   (3.3.5.1) 
The eigenvectors of this Hessian matrix give the directions of the principle axes of the 
N dimensional ellipsoid, whereas each corresponding eigenvalue is proportional to 
one over square of the width of the ellipsoid. Therefore, eigenvalues are 
measurements of parameter sensitivities in the directions characterized by those 
eigenvectors. This method provides sensitivity estimates in any direction of the 
parameter space instead of only one direction. However, it only gives good 
approximations when the parameter variations are small, due to its local nature. 
 
Most global sensitivity analyses are based on parameter sampling methods combined 
with statistical analysis. The idea, in a nutshell, is to sample parameter values around 
their nominal values from the parameter space, then calculate the output of interests 
for each sample, and finally statistically calculate the sensitivity of the output to each 
parameter variation. 
 
There exists a rich literature on global sensitivity analysis. Reviews articles and a book 
can be found in (Saltelli, Chan et al. 2000; Saltelli, Ratto et al. 2005; Marino, Hogue et 
al. 2008). As an example, we discuss the Latin-Hypercube Sampling with Partial 
Correlation Coefficient (LHS-PCC) method, since it is proven to be efficient and 
accurate for a variety of models and it is widely used in analyzing biological models 
and other areas (Saltelli, Ratto et al. 2005; Marino, Hogue et al. 2008). 
 
Latin-Hypercube Sampling (LHS) is a stratified sampling without replacement method 
introduced by McKay et al. in 1979 (McKay, Beckman et al. 1979). For a model with N 
parameters, each parameter distribution (defined prior to the calculation according 
to the knowledge about the variation in this parameter) is divided into S intervals 
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with equal probability, where S is the sampling size and usually S is much larger than 
N. Then, for each parameter, S random values can be drawn from the S intervals, with 
one from each interval. The S*N LHS matrix (MLHS) can be built as following: for each 
column, randomly sample the S values generated from a parameter without 
replacement; repeat the process for all N parameters. S sample parameter sets are 
therefore obtained by taking the S rows of the LHS matrix.  
 
Then, S results (y) can be calculated from these sample parameter sets: 
...S,ixfy ,...N,jii 21      )( 21,      (3.3.5.2) 
where f is the model function, xi,j are the elements of MLHS, and yi is the model result 
with parameter sets xi,j=1,2,…N. 
 
The sensitivity of the model to variation in each parameter can be analysed by 
calculating the partial correlation coefficient (PCC) of each model parameter from the 
resulting LHS matrix and S model results. Partial correlation measures the strength of 
linear association between an input (xj) and the model output (y) after the linear 
effect of remaining parameters on the output is removed. It calculates the correlation 
between two residuals )ˆ( jj xx  and )ˆ( yy  , where jxˆ and yˆ are linear regression 
models for sampled input values and corresponding output values, respectively.  
 
The mathematical formula for PCC is given below: 
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where jxˆ and yˆ are the following linear regression models: 
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The value of coefficient varies from -1 to 1. -1 and 1 means perfect negative and 
positive linear relationship, respectively, and 0 means there is no linear relationship 
between input and output. 
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Significant test can be performed as: 
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where the value of Tj follows a student’s t distribution with S-2-N degrees of 
freedom. 
 
PCC works well in characterizing linear trend if the relationship between input and 
output is linear. However, if the relationship between input and output is non-linear 
but monotonic, a more accurate measurement is given by transforming the input and 
output values into ranks and calculating the PCC on the rank values, which is the 
Partial Rank Correlation Coefficient (PRCC). 
 
Since LHS provides an un-biased sampling, LHS-PRCC is very efficient especially for 
models with a large number of parameters in approximating the overall sensitivity of 
each parameter within the specified range of variation. However, it does not work 
well with non-linear non-monotonic models.  
 
3.4 Systems biology and environmental stress 
responses in budding yeast 
3.4.1 Systems biology in understanding cellular 
properties / robustness 
In recent years, systems biology approaches to the study of cellular design principles 
and stress responses have gained notable successes (Kholodenko 2006; Klipp 2007; 
Kitano 2007b; Novak and Tyson 2008). Combinations of both computational and 
experimental approaches allow researchers to quantitatively analyze the complex 
dynamics of cellular interaction network as a whole system. This kind of analysis 
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reveals system level properties that emerge from the functionality of many individual 
components, making it possible to link the genotype to the phenotype.  
 
One of well recognized properties of biological systems is robustness (Stelling, Sauer 
et al. 2004; Kitano 2007a; Kitano 2007b; Daniels, Chen et al. 2008). In general, 
robustness is the maintenance of system behaviour in the presence of external and 
internal perturbations. Biological robustness is observed from microbes to 
mammalian systems, and it is closely linked to stability of cellular function and 
homeostasis. Such examples include perfect adaptation of bacterial chemostasis 
(Alon, Surette et al. 1999; Yi, Huang et al. 2000), precise control of cell cycle 
progression (Novak, Pataki et al. 2001; Novak and Tyson 2008), developmental 
pattern formation (von Dassow, Meir et al. 2000; Houchmandzadeh, Wieschaus et al. 
2002) and also adaptation to environmental stresses (Klipp, Nordlander et al. 2005; 
Muzzey, Gomez-Uribe et al. 2009).  
 
Cell evolved complex mechanisms to ensure robustness, such as feedback loop 
control, redundancy, modularity, etc. (Kitano 2004; Stelling, Sauer et al. 2004; Kitano 
2007a). Positive and negative feedback loops are common features in the signal 
transduction and gene networks. Negative feedback dampens perturbations into the 
system, and therefore, stabilizes system performance (Savageau 1974; Becskei and 
Serrano 2000; Elowitz and Leibler 2000; Hasty, McMillen et al. 2002). Positive 
feedback creates bistability in the system, and therefore, maintains the system in a 
particular state or drives the system into irreversible sequential transition 
(Pomerening 2008; Pomerening 2009), such as cell cycle progression (Novak, Pataki 
et al. 2001; Tyson, Chen et al. 2003; Novak, Tyson et al. 2007). Redundancy ensures 
normal function of a system in the presence of failure of one component, for 
example, glycolysis and oxidative phosphorylation in yeast (Jennings 1995). 
Modularity minimizes the damaging effect by containing it within a sub-module 
rather than spreading it over the whole system (Hartwell, Hopfield et al. 1999). 
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3.4.2 Environmental stress response in yeast 
Microbes, such as yeast, encounter environmental fluctuations constantly. Proper 
responses to external perturbations are critical for survival. Precise responses and 
adaptation processes of these organisms are perfect examples of biological 
robustness. At the cellular level, adaptation to environmental stress is composed of a 
number of responses, operating at different time scales (Proft and Struhl 2004; Klipp, 
Nordlander et al. 2005; Mettetal, Muzzey et al. 2008; Muzzey, Gomez-Uribe et al. 
2009). In addition to the immediate, biophysical changes that occur due to changes in 
pressure, ion concentrations, membrane potential and so on, and over which the cell 
has little control, the (pre-transcriptional) response in the first few minutes typically 
involves post-translational modifications that change the properties and/or 
localization of proteins, allowing the cell to survive the perturbation. The “long term” 
response will generally involve transcriptional regulation of proteins, enabling the cell 
to adapt to the new environment (Hohmann 2002; Proft and Struhl 2004; Klipp, 
Nordlander et al. 2005).  
 
Furthermore, a recent study show that for two environmental stresses occurring 
sequentially in their natural habitats, pre-exposure of bacteria or yeast to the earlier 
environmental stress increased their fitness in the following stress (Mitchell, Romano 
et al. 2009). These authors argue that microorganisms evolved to anticipate 
environmental stress by adapting to the temporal order of appearance of these 
stresses, and thus, pre-inducing genes that are required for future stress adaptation. 
 
3.4.3 Dynamical models of signalling pathways 
The dynamic modelling in yeast environmental responses has achieved considerable 
successes in understanding the cellular signal transduction networks and gene 
regulation events (Stelling 2004; Klipp 2007). A good overview of mathematical 
modelling studies in yeast is given by Klipp (Klipp 2007). Here, the modelling studies 
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for two signalling pathways that attracted most attention, the pheromone pathway 
and the HOG pathway, are reviewed. 
 
The HOG pathway 
The osmotic stress response is mainly mediated by the HOG pathway, which has been 
under extensive experimental investigations. Although the molecular components of 
this pathway are characterized in detail, it is not clear what role each cellular event 
plays in the adaptation process, to what extent and at what time scale. In order to 
answer these questions, Klipp et al. published a comprehensive model, which 
comprises more than 30 ordinary differential equations and 70 free parameters, 
describing the cellular response from sensing the signal, through signal transduction 
and gene regulation to metabolic effects (Klipp, Nordlander et al. 2005). This model 
correctly predicted the dynamics of the HOG pathway both in the wild type and 
mutant cells. Model analysis identified that the closure of the glyceroaquaporin Fps1 
located at the plasma membrane rather than gene regulation and metabolite 
up-regulation plays a critical role in osmotic stress adaptation.  
 
In agreement with Klipp et al.’s work, Mettetal et al., by using techniques in 
engineering control theory and a periodic osmotic stimulus, showed that the 
non-transcriptional response from Hog1p plays an important role for the cell to 
retain glycerol (Mettetal, Muzzey et al. 2008), and the transcriptional regulation only 
plays a role in longer term adaptation. These findings are further confirmed by an 
experimental study showing that abolishing Hog1p nuclear localization did not 
prevent the restoration of cell volume (Westfall, Patterson et al. 2008). 
 
Muzzey et al. proposed a control theory based model to explain the perfect 
adaptation observed in Hog1p activation (Muzzey, Gomez-Uribe et al. 2009). The 
model showed that upon phosphorylation, Hog1p upregulates the glycerol 
production machinery post-translationally, and the glycerol production machinery 
acts as an integrator of the activated Hog1p. The Hog1p dependent post-translational 
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up-regulation of the glycerol production and the Hog1p independent 
non-transcriptional response constitute the major part of the cell volume recovery. 
 
Two other studies concern the role of two branches at the upstream of HOG pathway. 
Hersen et al. using an engineering approach imposed periodic osmotic stresses with 
different frequencies (Hersen, McClean et al. 2008). They found that the 
characteristics of the HOG pathway is in analogy with low pass filter in engineering 
circuits and the Ssk1(Sln1) branch acts as fast signal integrator. Macia et al. showed 
that the Sho1 branch is an inducible non-basal system and the Sln1 branch has a high 
basal signalling which is restricted by the feedback from the MAPK cascade in normal 
conditions (Macia, Regot et al. 2009). This high basal signalling is suggested to 
provide faster response time and higher sensitivity to external signals. 
 
The pheromone pathway 
The pheromone pathway has also been under extensive studies both experimentally 
and theoretically. To understand the receptor dynamics, Yi el. al. constructed a model 
for the receptor mediated G protein cycle at the upstream of the pheromone 
pathway (Yi, Huang et al. 2000). By combining experimental and modelling studies, 
they successfully explained the underlying mechanisms of the initial activation and 
subsequent deactivation of the G protein. Another modelling study incorporated this 
G protein model and built a comprehensive model describing the detailed receptor 
activation, signalling event and gene regulation of the pheromone pathway (Kofahl 
and Klipp 2004). This model faithfully reproduced dynamics in both the wild type and 
mutant cells, and served as a framework for further experimental investigation.  
 
The transcription factor Ste12 mediates both the pheromone and filamentation 
responses, depending on binding complex formation with either Dig1/Dig2 or 
Dig1/Tec1 proteins. In order to understand the response specificity of Ste12, Chou et 
al. experimentally analyzed the role of Tec1 protein and constructed a model for 
Ste12 binding (Chou, Zhao et al. 2008). The authors show that Fus3 mediated Tec1 
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degradation is a critical component for the proper response to pheromone.  
 
More recently, Yu et al. using the pheromone pathway as a model showed that Fus3 
mediates a fast-acting negative feedback loop to adjust the signal response such that 
the response curve to different concentrations of pheromone at the downstream 
aligns with the dose curve at the upstream. This property allows the cell to better 
distinguish between different external concentrations of pheromone (Yu, Pesce et al. 
2008). The authors suggest that the ‘dose-response alignment’ mediated by negative 
feedback is a general mechanism of signalling pathways that allow them to improve 
the fidelity of downstream response. 
 
In conclusion, the combination of experimental and theoretical work on the HOG 
pathway and the pheromone pathway demonstrates the importance of analyzing 
signalling event and gene regulation as a whole and understanding its temporal and 
spacial behaviour at a system level. Many properties of biological systems emerge 
from interactions of individual components. These properties are almost impossible 
to be uncovered by investigating each individual component in isolation. Therefore, 
mathematical and engineering approaches provide a promising platform to untangle 
the complexity in biological systems. 
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Chapter 4  
An integrative model of ion regulation 
in yeast 
4.1 Introduction 
Yeast responses to environmental stresses have recently been under intensive study, 
due not only to their intrinsic interest, but also for what they reveal about general 
mechanisms and underlying principles in eukaryote biology (Estruch 2000; Causton, 
Ren et al. 2001; Klipp, Nordlander et al. 2005; Mettetal, Muzzey et al. 2008). One 
feature of fungal physiology is their ability to tolerate and adapt to a variety of 
stressful conditions, including ionic (Rodriguez-Navarro 2000), osmotic (Hohmann 
2002) and pH stresses (Penalva and Arst 2002). All of these stresses have substantial 
impacts on intracellular cation concentrations and thus the cell cycle progression 
(Yenush, Mulet et al. 2002) and the physiological parameters of the cell such as cell 
volume, turgor pressure, plasma membrane potential and intracellular pH - 
fundamental determinants of proper cellular function (Arino, Ramos et al. 2010). One 
of the key aspects of cellular adaptation to these environmental stresses is to 
maintain these parameters within a narrow range, which is achieved primarily by the 
concerted activities and regulation of the monovalent cation transporters located at 
the plasma membrane (Jennings 1995; van der Rest, Kamminga et al. 1995). 
 
Although these transporters have, in general, been well characterized, a quantitative 
understanding of the collective functionality and the regulation of these pumps 
under external ionic perturbations is lacking. Mathematical modelling has been 
proven to be a promising tool for the study of environmental stress responses (Klipp, 
Nordlander et al. 2005; Mettetal, Muzzey et al. 2008) and ion regulation (Armstrong 
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2003; Beard 2005). Previous experimental and modelling studies of cellular response 
to external ionic perturbations have been highly successful in characterizing the 
response of individual transporters (Loukin and Saimi 1999; Platara, Ruiz et al. 2006) 
and signalling regulatory events (Klipp, Nordlander et al. 2005; Mettetal, Muzzey et al. 
2008). However, it remains unclear how the post-translational and transcriptional 
regulations of transporters contribute to ion homeostasis and ensure that reasonable 
physiological conditions are maintained under stressful conditions.  
 
In this study, we developed an integrated mathematical model of ion regulation in 
budding yeast, S. cerevisiae, which describes the temporal changes in cation 
concentrations, plasma membrane potential and cell volume under ionic 
perturbations. We present evidence that one of the important functions of the 
activation of calcineurin is to decrease the membrane potential in the immediate 
adaptation stage, and that the role of the sodium pump Ena1p is to establish 
membrane potential during alkaline stress. Several hypotheses are generated from 
the model which may be tested experimentally in future work. Furthermore, the 
model can be easily extended and modified to describe the ion regulation in plant 
cells and mammalian cells, and could be used as a tool to understand the effects of 
pharmaceutical agents on intracellular ion concentrations and membrane potential. 
 
4.2 Model overview 
To model the dynamics of intracellular ion regulations and to understand both the 
short-term and long-term adaptation processes under ionic stress conditions at a 
system level, we developed a dynamical model based on previous published data 
measurements and theoretical models. This dynamical model consists of a system of 
ordinary differential equations with 20 variables and 139 parameters, which is 
implemented in Python 2.5.4/Scipy 0.7.1 (van Rossum 1995; Jones, Oliphant et al. 
2001).  
 
In the model, the cell is assumed to be composed of a single osmotically changeable 
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compartment (e.g. the cytosol and the vacuole) and an osmotically non-changeable 
compartment (e.g. the nucleus). Since the regulation of transporters involved in 
vacuolar ion homeostasis is not well characterized, we do not consider the vacuole 
separately. Instead, we model the osmotically changeable compartment as a 
homogenous space. Incorporating the vacuole into the model will be an extension for 
future work.  
 
We mainly focus on the changes of intracellular H+, K+ and Na+ within the osmotically 
changeable compartment with different external ion and osmolyte concentrations, 
which are described by considering the regulation of cation transporter activities and 
diffusion across the plasma membrane. In particular, the regulations of the 
intracellular ion levels under NaCl, sorbitol and alkaline pH stresses are investigated. 
The transporters that are considered in this study are Pma1p, Trk1p, Trk2p, Tok1p, 
Ena1p, Nha1p and an undefined Ppz1p dependent K+ transporter, Pkt1.  
 
Since intracellular Ca2+ transport involves complex transporter activities and 
regulatory components that are independent of cation transporters, we do not 
model intracellular Ca2+ by describing Ca2+ transporter activities. Instead, we assume 
the level of cytosolic Ca2+ depends on the extent of stress, intra- and extra-cellular 
Na+ concentration, and describe intracellular Ca2+ level using a simple ODE model.  
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Figure 4.1 A schematic overview of monovalent cation transporters at the plasma 
membrane and their regulatory components considered in the model. The transporters 
are in purple, and the regulatory components are in green. Components not modelled explicitly 
denoted by dashed lines. Green/red, arrow/bar Interactions denotes activation/inhibition 
respectively. Solid lines: experimentally verified interactions, dashed lines: interactions with 
experimental evidence. Figure courtesy of Piers Ingram. 
 
The model is an integration of four modules: 1) transporter activity, 2) 
post-translational regulation, 3) gene regulation and 4) volume change. Each module 
consists of a number of sub-modules/sub-models describing the individual 
components in the regulation process. The ‘transporter activity’ module consists of 
sub-models modelling the activity of each transporter. The ‘post-translational 
regulation’ module considers the non-transcriptional regulation of the transporters, 
mainly by Hog1p, calcineurin and Ppz phosphatases. The ‘gene regulation’ module 
describes the transcriptional regulation of ENA1 gene by the HOG pathway, the 
calcineurin pathway and the Rim101 pathway. At last, the ‘volume change’ module 
describes the biophysical change in cell volume due to pressure differences at the 
interior and the exterior of the cell membrane.  
 
A schematic overview of the biological components and processes which we 
considered in this study is shown in Fig. 4.1. 
 
The workflow of the model construction is summarized in Fig. 4.2. In the following, 
we describe the model construction process and outline the sections in this chapter.  
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Figure 4.2 The workflow chart for the construction of the integrated model. 
 
Firstly, we built sub-models for each component in the four modules, based on 
existing biological knowledge about the component or existing theoretical models. 
The parameters in each sub-model are taken from literature or fitted to available 
published data. The construction of sub-models and determination of parameter 
values are presented in detail in Section 4.3. 
 
These sub-models were then incorporated into one integrated model. The 
parameters linking the sub-models and the parameters whose values are not 
constrained during the construction of each sub-model were then constrained by 
comparing the dynamics of the integrated model with published data on both wild 
type and mutant strains under different conditions. To validate the integrated model, 
we simulated the model to make predictions about the intracellular ion 
concentrations or membrane potential under stress conditions, and the predictions 
were compared with data sets that are not used during the model construction. In 
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general, the model predictions agree well with experimental measurements. The 
model fitting and validation are presented in Section 4.4. 
 
To make sure each sub-model works properly in the integrated model and the 
behaviour of the fitted model is in general agrees with the existing knowledge about 
the system, we explored the dynamics of each component in the system under 
different stress conditions. This is presented in Section 4.5. 
 
With this integrated model, we sought to answer some remaining questions about 
ion regulation and adaptation processes particularly in a system perspective and 
provide possible directions for future experimental investigation. The predictions of 
the model are presented in Section 4.6.  
 
The integrated model is further analyzed with steady state analysis and parameter 
sensitivity analysis, which is shown in Section 4.7. 
 
In the end of this chapter, we discuss limitations of the model and how the model 
can be extended or modified in Section 4.8 before concluding the chapter in Section 
4.9.  
 
4.3 Model construction 
In this section, the construction of sub-models in each module is presented in detail. 
The model construction for the ‘transporter activity’ module, the ‘gene regulation’ 
module and the ‘volume change’ module are shown in Sections 4.3.1-3. For easier 
understanding of the model building process, the description for the 
‘post-translational regulation’ module is incorporated into the section for modelling 
the ion transporters (Section 4.3.1).  
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4.3.1 Modelling monovalent ion transports 
In this study, we mainly focus on monovalent ion transporters, Pma1p, Trk1p, Trk2p, 
Tok1p, Ena1p, Nha1p and an undefined Ppz1p dependent K+ transporter, Pkt1. The 
models describing each transporter and the post-translational modifications to these 
transporters are presented in detail in this section. Since transporter activity is 
generally dependent on the plasma membrane potential, we firstly present the 
calculation of the membrane potential. The models that determine proton influx and 
efflux are described afterwards. Since most potassium transporters bind K+ and Na+ 
with different affinities, we also give a derivation for the probability of competitive 
binding at a binding site, which is frequently used in the models for K+ transporters. 
At last, the models for transporters mediating K+/Na+ influx and efflux are presented.  
 
The parameter values in the model describing ion transporters and references from 
which the parameter values are determined in this section are listed in Table 4.6. 
 
4.3.1.1 Membrane potential 
As introduced in Section 3.2.3 in Chapter 3, there are generally two ways of 
calculating membrane potential: 1) from the Goldman-Hodgkin-Katz equation by 
assuming that ion concentration are at equilibrium, and 2) directly from the net 
changes inside the cell. Since we focus on the dynamical regulation of the membrane 
potential in this study, the equilibrium assumption of the first approach does not 
hold. Therefore, we calculate the membrane potential (Em) directly from the net 
charges inside the cell. The equation is given by 
)(
)(
tSCm
FAnionNaKH
Em
Mem



  (4.3.1.1) 
where H+, K+ and Na+ are the amount of each of those molecules in the cell 
respectively, Anion- is the constant for the negative charges in the cell that balances 
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positive charges of H+, K+ and Na+, F is the Faraday constant and Cm is the membrane 
capacitance. The values of the constants in the equation are given in Table 4.4.  
 
SMem(t) is a time dependent function for the surface area of the cell membrane. In 
this study, we assume the shape of the cell is a sphere and calculates the sphere 
surface area as an approximation to the cell surface for given cell volume. Then, the 
equation for the time dependent surface area of the plasma membrane, SMem(t), is 
given as following: 
  3/20
0
]/6))([()( tVolumeVolumeVolumetS cytcytcellMem   (4.3.1.2) 
where Volumecell
0 is the initial cell volume, Volumecyt
0 is the initial volume for the 
osmotically changeable compartment and Volumecyt is a time dependent variable 
describing the volume of osmotically changeable compartment, which is introduced 
in the section for calculating the change of cell volume (Section 4.3.3). Note that we 
use the subscript ‘cyt’ to denote the osmotically changeable compartment in 
equations throughout this chapter. 
 
Upon osmotic stress, the volume of the cell drastically decreases. However, there is 
no direct evidence on how the cell surface changes. The assumption on the change 
of surface area here may not hold, especially for high osmotic stresses (e.g. 1.6M 
osmolarity) considered in this study. This is because there is evidence that the 
membrane that are composed of lipid bilayers can only be stretched/expanded 
around 1-2% of its surface area without addition of new material (Glaser 2001), 
which indirectly suggests that the surface area of the cell membrane does not change 
much during osmotic stress.  
 
Therefore, we tested the dynamics of the integrated model with constant surface 
area under NaCl stress. The results are shown in Section 4.5.4. There is negligible 
difference in the dynamics of the membrane potentials and all other components 
in the simulation results for these two assumptions. Therefore, this assumption on 
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the change of cell surface area does not have notable impacts on model dynamics 
in this study. 
 
4.3.1.2 H+ production, import and export 
H+ production 
The yeast cell generates a large number of H+ ions during metabolism, which are 
pumped out of the cell by the H+-ATPase, Pma1p. In this study, we simply assume 
that the H+ production rate (JH_prod) to be constant: 
prodHprodH KJ __  .  (4.3.1.3) 
where KH_prod is the rate constant for the H
+ production. 
 
The value of parameter KH_prod is chosen such that the intracellular pH is kept in the 
range of 7.1-7.2 under unstressed conditions. 
 
H+ extrusion/Pma1p 
Pma1p is a H+-ATPase, localized at the plasma membrane of yeast cells, which 
hydrolyzes ATP to extrude protons into the external medium (Serrano 1983). It plays 
important roles in nutrient uptake, regulation of membrane potential and pH 
homeostasis (Eraso and Gancedo 1987; Perlin, Brown et al. 1988).  
 
The chemical reaction for Pma1p driven H+ extrusion is: 
][][][][][ PiADPHATPH extcyt 
  
The energy difference in the two sides of the equation at equilibrium should be zero 
(as shown in Section 3.2.5 in Chapter 3 for the Gibbs free energy (G) for chemical 
reactions). Then, we have: 
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Where GATP is the free energy released by ATP hydrolysis, R is the gas constant, T is 
the absolute temperature, F is the Faraday constant and Em is the membrane 
potential. Note that in this study, we do not consider ATP generation and 
consumption, since there is no strong evidence showing that ATP levels are 
remarkably altered within the time scale of stress conditions we consider in this 
study. Instead, we assume the [ADP][Pi]]/[ATP] ratio remains constant. 
 
Rearranging equation (4.3.1.4), we get: 
0)exp(
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   (4.3.1.5) 
 
We approximate the flux through Pma1p as proportional to the value on the left 
hand side of equation (4.3.1.5): 
))exp(
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 (4.3.1.6) 
where kPma1 is an expression of the experimentally measured proton flux rate through 
Pma1p under different conditions.  
 
The physical conformation of Pma1p changes with the change of pH value. Therefore, 
the optimum activity of Pma1p is influenced by pH value (Guadalupe Cabral, 
Sa-Correia et al. 2004). In Fig. 5b in (Guadalupe Cabral, Sa-Correia et al. 2004), it is 
clearly shown that the biophysical optimum of Pma1p activity decreases linearly with 
increase in pH value for pH>5.7. In this study, we only consider intracellular pH values 
at pH>6.0, therefore, a linear equation is used to model this pH dependence: 
)( ,1,111 cytpHPmapHPmaPmaPma pHbaVk   (4.3.1.7) 
where VPma1 is the maximal flux rate constant of Pma1p, pHcyt denotes the 
intracellular pH and aPma1,pH, bPma1,pH are linear coefficients determined by the 
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measured curve (Guadalupe Cabral, Sa-Correia et al. 2004). 
 
Then the equation describing Pma1p activity becomes: 
)))/()exp((
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  (4.3.1.8) 
The parameter VPma1 is estimated from the maximal Pma1p activity shown in Fig. 
5b of (Guadalupe Cabral, Sa-Correia et al. 2004). 
 
H+ import 
Many secondary transporters make use of the electrical and chemical energy 
stored in the proton gradient across the plasma membrane to transport small 
nutrient molecules. Electroneutral transporters that couple H+ ions with nutrient 
molecules use the chemical energy in the proton gradient across the plasma 
membrane, whereas electrogenic transporters use the electro-chemical energy. A 
change in either the intracellular or extracellular pH has substantial impacts on the 
secondary transporter activity. 
 
Here, we assume that H+ uptake through the secondary transporters that are not 
modelled explicitly depends on two energy sources, the chemical energy and the 
electro-chemical energy. 
 
The chemical energy is given by: 
)0),
][
][
ln(max(
cyt
ext
Chem
H
H
TRE


   (4.3.1.9). 
Note that since we assume H+ can only be transported in one direction, max 
operator is used in the equation to keep the chemical energy non-negative.  
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The electro-chemical energy is given by 
FEm
H
H
TRE
cyt
ext
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
 )
][
][
ln(   (4.3.1.10). 
Then, the proton influx rate can be approximated by: 
)(__ ChemChemElecuptakeHuptakeH EEkJ     (4.3.1.11) 
where kH_uptake is the rate constant for H
+ uptake. The parameter kH_uptake (together 
with the H+ production constant, KH_prod) is chosen such that the intracellular pH is 
kept in the range of 7.1-7.2 in unstressed conditions. 
 
The assumption that the H+ uptake rate is proportional to the sum of the electrical 
energy and the chemical energy is a rough estimate. There are also other ways of 
modelling H+ uptake. For example, if we assume H+ is transported into the cell 
mainly through symporters/antiporters, and these symporters/antiporters can be 
either electrogenic or electro-neutral, the H+ uptake can be modelled as the sum of 
the activities of these symporters/antiporters. It can be envisaged that this 
approach results in qualitatively similar results to the approach used in this study, 
since for both assumptions, increase in extracellular pH decreases the H+ uptake 
rate, and vice verse. In order to make quantitative predictions or 
distinguish/choose between these two different approaches, further 
experimentation directly or indirectly measuring the H+ uptake rates at different pH 
conditions are needed.  
 
4.3.1.3 Post-translational regulatory components of K+, Na+ 
transporters 
The activities of K+/Na+ transporters are under complex regulations, and are highly 
dependent on the environment. The post-translational regulations of the 
transporters in response to high salt, high osmolarity and high alkaline pH stresses 
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are mainly mediated by the Ca2+ dependent calmodulin and calcineurin activities 
(Cyert 2003), the protein kinase Hog1p (Hohmann 2002) and the protein 
phosphatases Ppz1p and Ppz2p (Ppz phosphatases) (Posas, Camps et al. 1995; Yenush, 
Mulet et al. 2002). 
 
In yeast cells, both osmotic stress and alkaline pH stress induce a rapid accumulation 
of Ca2+ in the cytosol (Matsumoto, Ellsmore et al. 2002; Viladevall, Serrano et al. 
2004). The cytosolic Ca2+ binds to calmodulin and the Ca2+ bound calmodulin 
subsequently activates calcineurin. The Ca2+ bound calmodulin modulates the activity 
of the Na+-ATPase Ena1p (possibly by increasing the affinity of Ena1p to Na+) 
(Wieland, Nitsche et al. 1995). Activated calcineurin modifies the Trk potassium 
uptake system, switching it from a low/medium-affinity to high affinity state in order 
to better discriminate against Na+ influx (Mendoza, Rubio et al. 1994).  
 
In response to osmotic stress, the activation of the HOG pathway leads to 
phosphorylation of Hog1p. The phosphorylated Hog1p interacts with Nha1p and 
Tok1p at the plasma membrane to decrease Na+ toxicity upon activation (Proft and 
Struhl 2004). These interactions are important for the immediate adaptation to NaCl 
stress.  
 
The Ppz protein phosphatases inhibit Trk1,2p activity and they are also involved in 
the positive regulation of low affinity potassium influx independent of Trk1p and 
Trk2p (Ruiz, del Carmen Ruiz et al. 2004).  
 
A diagram for the post-translational modifications is shown below in Fig. 4.3. 
 
The rates of the post-translational regulations are generally much quicker than other 
processes, such as gene regulation. Therefore, we assume the levels of transporters 
at different states are in quasi-steady states. The detailed equations describing these 
reactions are incorporated into the sections for modelling each transporter.  
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Figure 4.3 Post-translational modifications of the transporters included in the 
integrated model. Cytosolic Hog1p phosphorylates Tok1p and Nha1p from unphosphorylated 
(unphos) to phosphorylated (phos) form. Calcineurin (CN) switches Trk1p from the 
medium-low affinity to the high affinity state and Trk2p from an ‘on’ to an ‘off’ state. Ppz 
phosphatases switch Trk1p from the high affinity to the low affinity state, Trk2p from an ‘on’ to 
an ‘off’ state and Pkt1 from an ‘off’ to an ‘on’ state. Calmodulin (CMD) switches Ena1p from the 
low affinity to the high affinity state. 
 
In the following we introduce the assumptions and models describing two 
post-translational regulatory components: activated cytosolic Hog1p and Ppz 
proteins. The activations of calmodulin and calcineurin are introduced in Section 
4.3.2.2. 
 
Activated cytosolic Hog1p 
Upon hyper-osmotic stress, the protein kinase Hog1p is phosphorylated (activated), 
and the activated Hog1p phosphorylates Nha1p and Tok1p at the plasma membrane 
(Proft and Struhl 2004). Activated Hog1p is highly nuclear localized within 5 minutes 
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after the stress (Muzzey, Gomez-Uribe et al. 2009). However, the level of the 
cytosolic activated Hog1p in time is not clear. It has been suggested that Hog1p 
firstly interacts with Nha1p and Tok1p at the plasma membrane immediately upon 
phosphorylation, and then it localizes to the nucleus afterwards (Proft and Struhl 
2004).  
 
In order to understand this transient interaction, we model the level of cytosolic 
activated Hog1p with an exponential decay function with half life of 150 seconds. 
The expression is as follows: 
0[Hog1]  and 0for t       ),
150
2ln
exp(1)(1 0  tHogtHog cyt  (4.3.1.12) 
where Hog10 is the total concentration of Hog1p protein, t is the time in seconds 
after the cell is subjected to osmotic stress.  
 
This expression does not take into account the different levels of osmotic stress. 
However, it has been shown that osmotic stresses that are stronger than 0.8M 
osmolyte induce similar Hog1p responses in the initial adaptation period (Muzzey, 
Gomez-Uribe et al. 2009). Since the interaction of Hog1p with Nha1p and Tok1p in 
the model is transient (half life of 2.5 minutes), assuming the interaction is same for 
osmotic stresses considered in this study (>=0.8M) is a reasonable approximation. 
 
Ppz phosphatases activity 
The protein phosphatases Ppz1p and Ppz2p negatively regulate Trk1p and Trk2p 
activity through phosphorylation (Yenush, Mulet et al. 2002; Yenush, Merchan et al. 
2005). The halotolerance protein Hal3p is able to bind to Ppz1p/Ppz2p and inhibit the 
phosphatase activity, and this interaction is dependent on intracellular pH. The 
binding of Ppz proteins with Hal3p can be described by the following reaction: 
]3[]3[][ HalPpzHalPpz   
Note that the forward reaction rate is dependent on intracellular H+ concentration.  
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If we assume the binding and unbinding of Ppz proteins with Hal3p are always in 
equilibrium, the unbound Ppz concentration can be modelled as: 
][
]3[][
][ 0Ppz
HalHKm
Km
Ppz
cytPpz
Ppz




  (4.3.1.13) 
where Ppz0 is the total amount of Ppz proteins, KmPpz is the threshold constant for 
the dependence of Ppz phosphatases activity on the intracellular H+ and the level of 
Hal3p. 
 
Since there is no evidence that the activity of Hal3p is regulated in any one of the 
three stress conditions investigated, in this study, we assume the Hal3p level to be 
constant throughout the model. Then, Equation (4.3.1.13) can be simply written as: 
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where Kmppz/Hal3=KmPpz/[Hal3] 
 
4.3.1.4 Na+ and K+ transporters 
In this section, the sub-models describing each K+/Na+ transporters are presented. 
Since both Na+ and K+ are able to bind to many of the transporters (Nha1p, Ena1p, 
Trk1p, Trk2p, etc. ), we derive the probability of competitive binding for the two ion 
species.  
 
The Na+ and K+ Competitive Binding Probability (CBP) 
The chemical equations for the binding and unbinding of Na+ and K+ to the 
transporters are: 
][][][ Nafreecyt TTNa 
 ,  ][][][ Kfreecyt TTK 
 , 
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where Tfree is the unbound transporter, TNa is the Na
+ bound transporter, and Tk is 
the K+ bound transporter. Then, the total amount of this transporter (T0) is 
T0=Tfree+TNa+TK.  (4.3.1.15) 
If we assume the two reactions are in equilibrium and solve the resulting equilibrium 
equations, we obtain the probabilities that the transporter is in the unbound state 
(Pfree), in the Na
+ bound state (PNa) and in the K
+ bound state (PK): 
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where KmT,Na, KmT,K are the dissociation constants for the binding of the transporter 
to Na+ and K+, respectively. 
 
We now apply this result to the sub-models describing the activity of Ena1p, Nha1p, 
Trk1,2p and Pkt1. 
 
Ena1p 
Ena1p is a P-type ATPase localized at the plasma membrane. It catalyzes ATP 
hydrolysis to extrude Na+, Li+ and also K+ with a relatively lower affinity. Ena1p 
activity is post-translationally modified by calmodulin (Wieland, Nitsche et al. 1995). 
 
Since Ena1p extrudes Na+ and K+ with different affinities, the total activity of Ena1p is 
dependent on the Ena1p binding probability to Na+ and K+. Ena1p has two different 
states for Na+ binding, the high affinity state and the low affinity state. Under 
unstressed growth conditions, Ena1p is in the low affinity state with a lower affinity 
to Na+. Under stress conditions, calmodulin modifies Ena1p to the high affinity state, 
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with a higher affinity to Na+.  
 
The distribution of Ena1p in the low affinity state and the high affinity state is 
determined by the level of calmodulin. The probabilities (PEna1_low, PEna1_high) of Ena1p 
being in these two states are modelled as follows (also see Fig. 4.3): 
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where CMD denotes calmodulin and KmEna1,CMD is the Michaelis-Menten constant for 
calmodulin activation of Ena1p. 
 
From the CBP equations (Equation 4.3.1.16-18), the binding probabilities of the low 
affinity state Ena1p (Ena1p_low) to Na+ and K+ are: 
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The binding probabilities of the high affinity state Ena1p (Ena1p_high) to Na+ and K+ 
are: 
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KmEna1_low,Na, KmEna1_high,Na, KmEna1,K are dissociation constants for the low affinity 
Ena1p binding to Na+, the high affinity Ena1p binding to Na+ and to K+ respectively. 
These dissociation constants are estimated from Fig.4 and 5 in (Benito, Quintero et al. 
1997). 
 
Then, the total amount of Ena1p bound to Na+ is 
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The total amount of Ena1p bound to K+ is 
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Note that [Ena1] in the equation is a time dependent variable, which is modelled in 
Section 4.3.2.4, and [Ena1]0 is the basal Ena1p concentration. 
 
The chemical reaction for Ena1p transport activity is: 
][][]/[][]/[ PiADPKNaATPKNa extcyt 
 . 
Hence, the Ena1p specific fluxes of Na+ and K+ are given by (derivation similar to that 
for Pma1p in Section 4.3.1.2): 
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where VEna1 is the maximal pumping activity of Ena1p in unstressed growth 
conditions (maximal activity at basal level). 
 
Nha1p 
Nha1p is a plasma membrane localized H+/K+,Na+ antiporter. Nha1p was initially 
thought to be an electroneutral transporter, i.e. taking in one H+ ion per cation 
extruded (Banuelos, Sychrova et al. 1998). Later experiments suggest that Nha1p 
functions as an electrogenic transporter, i.e. taking up more than one H+ ion per 
cation ion extruded (Ohgaki, Nakamura et al. 2005).  
 
In acidic and neutral conditions, Nha1p mediates Na+ and K+ efflux, and plays 
important roles in intracellular pH homeostasis (Sychrova, Ramirez et al. 1999). The 
activity of Nha1p is increased up to 5-fold upon intracellular alkalinisation (Banuelos, 
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Sychrova et al. 1998). Under high Na+ stress, the sudden increase of Na+ 
concentration due to the decrease of cell volume can be very toxic. It has been 
shown that Nha1p is phosphorylated by Hog1p upon addition of NaCl, and this 
phosphorylation is important for the cell to decrease the toxic level of intracellular 
Na+ immediately after the shock (Proft and Struhl 2004). A later study shows that the 
potassium efflux through Nha1p is inhibited in a Hog1p dependent manner under 
osmotic stress (Kinclova-Zimmermannova and Sychrova 2006). Therefore, it is likely 
that the phosphorylation of Nha1p by Hog1p increases the maximal activity of Nha1p 
and decreases the Nha1p K+ affinity. 
 
In this study, we assume two states for Nha1p, the unphosphorylated state (low 
activity state) and phosphorylated state (high activity state). We further assume that 
phosphorylation by Hog1p increases the activity of Nha1p and the value of Km for K+ 
by 5-fold and 100-fold, respectively.  
 
The probabilities that Nha1p is in the phosphorylated state (PNha1_high) and the 
unphosphorylated state (PNha1_low) are modelled as: 
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where KmNha1,Hog1 is the Michaelis-Menten constant for Hog1p regulation. 
 
From the CBP equations (Equation 4.3.1.16-18), the binding probabilities for the 
unphosphorylated Nha1p to Na+ and K+ are: 
NaNhacytKhighNhacyt
NaNhacyt
cytcytNahighNha
KmNaKmK
KmNa
NaKP
,1,_1
,1
,_1
/][/][1
/][
)][,]([




  (4.3.1.31) 
NaNhacytKhighNhacyt
KhighNhacyt
cytcytKhighNha
KmNaKmK
KmK
NaKP
,1,_1
,_1
,_1
/][/][1
/][
)][,]([




   (4.3.1.32) 
where KmNha1,Na is the dissociation constant of Nha1p to Na
+ and KmNha1_high,K is the 
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dissociation constant of unphosphorylated Nha1p to K+.  
 
For the phosphorylated Nha1p (lower affinity to K+), the binding probabilities are: 
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where KmNha1_low,K is the dissociation constant of phosphorylated Nha1p to K
+.  
 
The values of KmNha1,Na and KmNha1_high,K are taken from (Ohgaki, Nakamura et al. 
2005) directly. The value of KmNha1_low,K is assumed to be 100 times higher than 
KmNha1_high,K, such that Nha1p primarily extrudes Na
+ when phosphorylated by 
Hog1p. 
 
To describe the effect of intracellular alkalinisation on Nha1p activity (5-fold 
upregulation) (Banuelos, Sychrova et al. 1998), the dependence of Nha1p on 
intracellular pH is modelled as a Hill-type equation: 
1_
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  (4.3.1.35) 
where the parameters KmNha1,pH and h_Nha1 are chosen such that the term (4.4.1.35) 
equal to 1 when intracellular pH exceeds 7.4, and it is less than 0.2 when the 
intracellular pH less than 7.1.  
 
For the stoichiometry of the H+ and cations exchange of Nha1p, we assume this 
antiporter imports 3 H+ ions for every 2 cations extruded. Changing the 
stoichiometry does not alter the antiporter activity significantly, as long as the 
pump imports more H+ ions than it extrudes cations. The chemical reaction is: 
extcytcytext NaKHNaKH ]/[2][3]/[2][3
  . 
Then, the flux equations for K+ and Na+ through Nha1p is in the form: 
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Taken together the dependence of Nha1p on intracellular pH and the distribution 
of Nha1p at high or low states, we derive the equations for total K+ and Na+ fluxes, 
respectively. 
 
The K+ flux through Nha1p is modelled as: 
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where VNha1 is a constant for the maximal activity of Nha1p at the low activity state, 
kNha1,Hog1 is the ratio between the maximum activities of Nha1p at the high activity 
state and the low activity state. The max operator in the flux equation restricts the 
flux to be greater or equal than 0, ensuring the flux is uni-directional.  
 
Similarly, the equation for Na+ flux is: 
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The value of VNha1 is estimated from Fig. 7 in (Banuelos, Sychrova et al. 1998). 
 
Tok1p 
Tok1p is an outward rectifying K+ channel at the plasma membrane, and plays a 
role in maintaining the membrane potential across the plasma membrane 
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(Maresova, Urbankova et al. 2006). The response characteristics of this channel 
have been studied extensively (Ketchum, Joiner et al. 1995; Lesage, Guillemare et 
al. 1996). Loukin and Saimi proposed a biophysical model that explains the gating 
properties of Tok1p (Loukin and Saimi 1999). Most of the model results are 
consistent with experimental measurements, however, the predictions from their 
model have to be corrected using the Goldmann-Hodgkin-Katz (GHK) equation if 
the intracellular and extracellular K+ concentrations are not symmetric, which is 
problematic for our study. Therefore, we made minor modifications to their model 
and the modified model is able to produce results that are consistent with the 
published measurements for non-symmetric K+ concentration conditions (shown 
below in Fig. 4.4). A brief explanation of the Loukin and Saimi model and the 
modifications is given below. 
Loukin and Saimi Model 
Based on the measurements by Lesage and colleagues (Lesage, Guillemare et al. 
1996), Loukin and Saimi assumed four different states for Tok1p, RI, RIO, RO and O, 
where RI, RIO, RO are sub-states of the blocked state and O is the open state. The 
probability that Tok1p is in the open (O) state is given by the following: 
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where the possible transitions between all of the four states are: 
RORIORIO. 
 
The rates of these transitions are governed by the membrane potential and intra- 
and extra-cellular K+ concentrations. If we assume the reactions are in equilibrium, 
the relative distributions of the four states are given by the following equations: 
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Modified Loukin and Saimi Model 
In the Loukin and Saimi model (Loukin and Saimi 1999), it is assumed that the 
overall conductance is proportional to the amount of Tok1p in the open state. Here 
however, we, instead, model the current through the open state directly, using the 
Goldman-Hodgkin-Katz (GHK) equation (Goldman 1943; Hodgkin and Katz 1949).  
 
Then, the current through Tok1p is modelled as the product of K+ currents through 
the open Tok1p: 
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where Pms,Tok1 is the total permeability of Tok1p channel at the plasma membrane to 
K+.  
 
Model fitting 
We then fit the modified model (4.3.1.42) to the data shown in Fig. 1A in (Loukin and 
Saimi 1999). The detailed procedure is as following. 
 100 
 
 
To calculate the model result, the intra- and extra- cellular K+ concentrations were set 
according to the experiment performed. The currents were then calculated with 
given voltages. The error function was calculated as the sum of all squared residues, 
where the residue is the difference in the model predictions and the data points.  
 
To minimize the error function, the parameters in the modified model were fitted 
with Nelder-Mead simplex method (Nelder and Mead 1965). 100 runs were 
performed with starting parameter values randomly generated from a log10-normal 
distribution with mean values specified in the original model in (Loukin and Saimi 
1999) and standard deviation of 1-Log10. The best fit parameter set among the 100 
results was selected. 
 
Table 4.1 Fitted parameter values for the Tok1p sub-model. 
Parameter Mean of starting parameter values Best fit parameter values 
Ps,Tok1 56.642 23.321* 
Tok1 20 231.6 
Tok1 1000 8122.7 
lTok1,ext 0.33 0.0 
lTok1,int 0.33 0.76875 
Error** 6.744 1.667 
*Since the experiments from which the data is chosen were performed on Tok1p  
expressed in Xenopus oocyte. The final value of Ps,Tok1 was adjusted to fit to data 
estimated in yeast cells as shown in (Bertl, Bihler et al. 1998). 
**The error values are calculated as least square distance of the model simulation 
and data. The unit for the error values is nA. 
 
The fitted result is shown below. 
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Figure 4.4 Experimentally measured (Ref. (Loukin and Saimi 1999), circles) and model 
simulated (solid lines) current-voltage relationship of Tok1p. Cytosolic/external K
+
 
concentrations are, respectively, 140mM/1.4mM (blue), 140mM/14mM (green), 
140mM/140mM (red), 14mM/140 (cyan). 
 
As shown in Table 4.1 and Fig. 4.4, the model simulation agrees with the measured 
currents through Tok1p. The responses of this Tok1p model is checked when it is 
incorporated into the integrated model. It correctly predicts the current/flux through 
Tok1p with given intra- and extra- cellular K+ concentrations and the membrane 
potential. 
 
Hog1-Tok1p interaction and Tok1p dependence on intracellular pH 
Under osmotic stress, Tok1p is phosphorylated by activated cytosolic Hog1p (Proft 
and Struhl 2004). To understand the interaction between Tok1p and Hog1p, we 
tested three scenarios for this interaction in saline stress conditions: 1) Hog1p 
phosphorylation increases Tok1p activity, 2) Hog1p phosphorylation does not 
change Tok1p activity and 3) Hog1p phosphorylation decreases Tok1p activity. The 
dependence of Tok1p activity on cytosolic phosphorylated Hog1p is modelled as 
1,1
1,1
1 HogTokcyt
HogTok
KmHog
Km
  
for inhibition, 
1,1
1,11
HogTok
HogTokcyt
Km
KmHog 
 
for activation and 1 for 
no interaction. By incorporating these three scenarios into the integrated model, 
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we found that increasing Tok1p activity results in higher intracellular Na+ 
concentration, whereas, the intracellular Na+ concentration is much lower when 
Tok1p activity is inhibited (see Fig. 4.24 in Section 4.6.1). Therefore, the result 
suggested that Hog1p negatively regulates Tok1p activity through phosphorylation, 
which is in agreement with previous measurement that K+ efflux rate is minimal 
during osmotic stresses (Kinclova-Zimmermannova and Sychrova 2006). 
 
In addition to the regulation of Hog1p, the probability that Tok1p is in the open 
state has been shown to be also dependent on the intracellular pH (Lesage, 
Guillemare et al. 1996; Bertl, Bihler et al. 1998). 
 
Here, in the model, the overall K+ flux through Tok1p is modelled as dependent on 
intracellular pH, Hog1p regulation and also intra-/extra- cellular K+: 
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(4.3.1.43) 
where pHcyt is the intracellular pH, KmTok1,pH and KmTok1,Hog1 are the 
Michaelis-Menten constants for pH and Hog1p regulation, respectively, and the 
expression for ITok1 is given by Equation (4.3.1.42). The parameter KmTok1,pH is taken 
from the experimental measurement in (Lesage, Guillemare et al. 1996). 
 
Trk1p 
Trk1p exists in two states, the medium affinity state and the high affinity state (Haro 
and Rodriguez-Navarro 2002). Trk1p at the medium affinity state mediates K+ influx 
with affinity in the millimolar range and with a lower activity, whereas Trk1 at the 
high affinity state mediates K+ influx with affinity in the micro-molar range and with a 
higher activity (Rodriguez-Navarro and Ramos 1984; Haro, Banuelos et al. 1993; Haro 
and Rodriguez-Navarro 2002). Calcineurin promotes the transition of Trk1p from the 
medium affinity to the high affinity directly or indirectly, and Ppz1p converts Trk1p 
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from the high affinity to the medium affinity (see Fig. 4.3).  
 
If we assume calcineurin dephosphorylates Trk1p, the probabilities of Trk1p in these 
two states (PTrk1_medium, PTrk1_high) can be modelled as: 
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where KmTrk1,Ppz1, KmTrk1,CN are the dissociation constants for Ppz phosphatases and 
calcineurin regulations on Trk1p, respectively. 
 
In the following part of this section, we derive the binding probabilities of Trk1p to K+ 
and Na+ first, and then present the model for the activity of this transporter. 
 
Trk1p has two binding sites with different binding affinity to K+ and Na+ (Haro and 
Rodriguez-Navarro 2002). From the CBP equations, we have the following equations 
describing the probabilities for the two binding sites of the high-affinity state Trk1p: 
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(4.3.1.49) 
where PTrk1_high1,Na, PTrk1_high1,K are the binding probabilities of the first binding site of 
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the high affinity state Trk1p to Na+ and K+, respectively, PTrk1_high2,Na, PTrk1_high2,K are 
the binding probabilities for the second binding site to Na+ and K+, respectively, and 
KmTrk1_high1,K, KmTrk1_high1,Na, KmTrk1_high2,K, KmTrk1_high2,Na are the corresponding 
dissociation constants.  
 
Similarly, the binding probabilities for the medium state Trk1p are: 
NamediumTrkextKmediumTrkext
NamediumTrkext
extextNamediumTrk
KmNaKmK
KmNa
NaKP
,1_1,1_1
,1_1
,1_1
/][/][1
/][
)][,]([




  
(4.3.1.50) 
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
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(4.3.1.51) 
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(4.3.1.52) 
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extextKmediumTrk
KmNaKmK
KmK
NaKP
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/][/][1
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
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
  
(4.3.1.53) 
where PTrk1_medium1,Na, PTrk1_ medium1,K are the binding probabilities of the first binding 
site of the medium affinity state Trk1p to Na+ and K+, respectively, PTrk1_ medium2,Na, 
PTrk1_ medium2,K are the binding probabilities for the second binding site to Na
+ and K+, 
respectively, and KmTrk1_ medium1,K, KmTrk1_ medium1,Na, KmTrk1_ medium2,K, KmTrk1_ medium2,K are 
the corresponding dissociation constants. The values of KmTrk1_ medium1,K, KmTrk1_ 
medium1,Na, KmTrk1_ medium2,K and KmTrk1_ medium2,K are taken from previously published 
experimental measurements (Haro and Rodriguez-Navarro 2002). 
 
Trk1p transports two ions per transportation cycle. The average number of Na+/K+ 
ions being transported in one transportation cycle is the sum of the transportation 
probabilities for Na+/K+ of the two binding sites on Trk1p.  
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Then, for the high affinity state Trk1p, the average number for Na+/K+ 
(AvTrk1_high,Na/AvTrk1_high,K) are, respectively, 
NahighTrkNahighTrkNahighTrk PPAv ,2_1,1_1,_1   (4.3.1.54) 
KhighTrkKhighTrkKhighTrk PPAv ,2_1,1_1,_1    (4.3.1.55) 
And the average number of Na+/K+ ions being transported in a transportation cycle 
for the medium affinity state Trk1p (AvTrk1_medium,Na/AvTrk1_medium,K) are, respectively, 
NamediumTrkNamediumTrkNamediumTrk PPAv ,2_1,1_1,_1    (4.3.1.56) 
KmediumTrkKmediumTrkKmediumTrk PPAv ,1_1,2_1,_1   (4.3.1.57) 
 
Now we describe the way that Trk1p transport activity is modelled.  
 
Although the regulation of the Trk system has been studied extensively, the 
response characteristics of Trk1p and Trk2p are not well understood. We firstly 
modelled Trk1p activity with the GHK equation for channels. However, varying the 
total amount of Trk1p in the resulting model did not alter the membrane potential 
in several conditions (data not shown), which is contradictory to the experimental 
evidence that Trk1p activity has a significant impact on the membrane potential 
(Madrid, Gomez et al. 1998). In addition, other evidence suggests that the 
transportation of K+ in the Trk system is connected with an energy source, rather 
than through channel gating (Haro and Rodriguez-Navarro 2002). Since the rate of 
K+ influx does not depend on the extracellular K+ concentration (Ramos, Haro et al. 
1990), here, we assume Trk1p transport activity depends only on the membrane 
potential but not on intra- and extra-cellular K+ concentrations. Kuroda et al. have 
shown that the inward K+ currents through Trk1p and Trk2p increases quadratically 
with the increase of the membrane potential (Kuroda, Bihler et al. 2004). Therefore, 
here, we assume the K+ inward flux through Trk1p is proportional to the square of 
the membrane potential. Then, the equations for the fluxes are as follows: 
2
1,1,1 EmkkJ TrkNaTrkNaTrk     (4.3.1.58) 
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2
1,1,1 EmkkJ TrkKTrkKTrk    (4.3.1.59) 
where  
highTrkNahighTrkhighTrkmediumTrkNamediumTrkmediumTrkNaTrk PAvVPAvVk _1,_1_1_1,_1_1,1 
(4.3.1.60) 
highTrkKhighTrkhighTrkmediumTrkKmediumTrkmediumTrkKTrk PAvVPAvVk _1,_1_1_1,_1_1,1   
(4.3.1.61) 
VTrk1_medium and VTrk1_high are the maximal activity of Trk1p at the medium affinity 
state and the high affinity state, respectively, and kTrk1 is a coefficient modelling the 
dependence of flux on the membrane potential.  
 
Trk2p 
The potassium flux through Trk2p is negligible under unstressed growth conditions 
(Ko and Gaber 1991). In high Na+ environments, the activation of calcineurin 
converts the Trk system from the medium affinity to the high affinity state, possibly 
by modulating Trk1p affinity and inhibiting Trk2p activity. Here, we assume two 
states for Trk2p, on and off, and the activity of Trk2p is negatively regulated by both 
Ppz protein phosphatases and calcineurin (see Fig. 4.3).  
 
The probability that Trk2p in the on state (PTrk2) is modelled as: 
1/][/][
1
])[],([
,2,2
2


CNTrkPpzTrk
Trk
KmCNKmPpz
CNPpzP   (4.3.1.62) 
 
The probability of Trk2p binding to K+ and Na+ are again given by the CBP 
equations: 
NaTrkextKTrkext
KTrkext
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KmNaKmK
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NaKP
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/][/][1
/][
)][,]([




  (4.3.1.63) 
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
  (4.3.1.64) 
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As for Trk1p, we assume the K+ inward flux through Trk2p is proportional to the 
square of membrane potential. Then, the K+ and Na+ fluxes through Trk2p are 
2
2,222,2 EmkPPVJ TrkKTrkTrkTrkKTrk    (4.3.1.65) 
2
2,222,2 EmkPPVJ TrkNaTrkTrkTrkNaTrk    (4.3.1.66) 
where VTrk1 is the maximal activity of Trk2p, KmTrk2,Na, KmTrk2,K are the dissociation 
rate of Trk2p binding to Na+ and K+, respectively, and kTrk2 is a coefficient modelling 
the dependence of flux on the membrane potential. 
 
TRK independent K+ uptake (Pkt1) 
It has also been shown that Ppz1p positively regulates Trk independent influxes 
with medium affinity of around 10mM (Ruiz, del Carmen Ruiz et al. 2004). However, 
this transporter has not been characterized. We assume this flux is mediated by a 
potassium channel with higher affinity to K+ and lower affinity to Na+, and denote 
this Ppz dependent K+ transporter as Pkt1.  
 
The dependence of Pkt1 on Ppz proteins is modelled using Michaelis-Menten 
kinetics: 
1
1
][
][
])([
Pkt
Pkt
KmPpz
Ppz
PpzP

   (4.3.1.67) 
where KmPkt1 is the Michaelis-Menten constant. 
 
The probability of Pkt1 binding to K+ and Na+ are given by the CBP equations: 
NaPktextKPktext
KPktext
extextKPkt
KmNaKmK
KmK
NaKP
,1,1
,1
,1
/][/][1
/][
)][,]([

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
 , (4.3.1.68) 
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
 , (4.3.1.69) 
where KmPkt1,K and KmPkt1,Na are dissociation constants. 
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Since this transporter is not characterized, we use a linear model, which assumes 
the ionic current is linearly dependent on the differences between the membrane 
potential and the ionic Nernst Potential (Keener and Sneyd 2009), to model the 
fluxes through this potassium transporter. Then, the currents through Pkt1 are: 
)
][
][
ln((1,1
cyt
ext
PktKPkt
K
K
TREmgI


 ,  (4.3.1.70) 
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

 ,  (4.3.1.71) 
where gPkt1 is the conductance of Pkt1, and the minus sign denotes the inward 
current. 
 
The flux equations are then given as follow: 
FIPPJ KPktKPktPktKPkt /,1,11,1  ,   (4.3.1.72) 
FIPPJ NaPktNaPktPktNaPkt /,1,11,1     (4.3.1.73). 
 
4.3.1.5 Membrane leakage 
In addition to the transport activity facilitated by different transporters, 
monovalent ions, such as H+, K+ and Na+, are able to diffuse passively across the 
plasma membrane. However, in this study, we do not consider H+ diffusion across 
the plasma membrane. Since H+ ions diffuse at a much slower rate than K+ and Na+, 
this diffusion can be neglected.  
 
The passive diffusion of K+ and Na+ ions is given as follows 
))exp(]/[]/([)(//,
TR
EmF
NaKNaKtSPmJ cytextMemNaKNaKdiff


    
(4.3.1.74) 
where PmK/Na is the permeability of the plasma membrane to K
+ and Na+, 
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respectively, and SMem(t) is the surface area of the plasma membrane, which is 
given in the beginning of Section 4.3.1. 
 
4.3.1.6 ODEs for ion transport 
The changes in cation concentrations are modelled as changes in absolute amount of 
each cation species in this study. The concentration of each cation at a given time (t) 
is calculated by dividing the amount of this cation by the volume of the osmotically 
changeable compartment at t. 
 
The ODEs for the intracellular cations are: 
KDiffTokKPKTKTrkKTrkKNhaKEna
NaDiffNaPKTNaTrkNaTrkNaNhaNaEna
productionHuptakeHKNhaNaNhaPma
JJJJJJJ
dt
Kd
JJJJJJ
dt
Nad
JJJJJ
dt
d
,1,1,2,1,1,1
,,1,2,1,1,1
__,1,11
 
 
2
3
2
3H 





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(4.4.1.75) 
where the coefficient 3/2 for the flux rate of Nha1p (JNha1,Na, JNha1,K) is added due to 
the assumption that 3 H+ ions are taken in for every 2 K+/Na+ ions extruded in 
Nha1p. 
 
4.3.2 Modelling transcriptional regulation 
In order to understand the long term adaptation processes to ionic stress conditions 
and the significance of the induction of Ena1p, the activation of the HOG pathway, 
the calcineurin pathway, and the Rim101 pathway and their regulation of ENA1 
expression are modelled in this section.  
 
It has been shown that Snf1 pathway is also activated in NaCl and alkaline pH 
conditions and its activation leads to Ena1p induction (Ruiz and Arino 2007). However, 
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we do not consider the Snf pathway activation in this study. The reasons are 1) Snf 
pathway is not a major pathway regulating ion homeostasis in these conditions. 2) 
The activation of Snf pathway is not well characterized. 3) The effect of Snf1p on 
Ena1p induction can be incorporated in the activation of calcineurin and Rim101p in 
the model. 
 
The impact of volume changes on the rate of signalling transduction and the 
corresponding changes in the concentrations of participant signalling molecules are 
not considered in this study. The reason is that the overall impact of volume change 
on the signalling transduction is not clear, especially for high osmotic stresses where 
the cytosolic space is filled with high concentration of different molecules. However, 
we tested the potential outcomes of different assumptions on the impact of volume 
change on signalling transduction by comparing the integrated model with a model 
considering concentration changes and models with increased or decreased 
signalling rates under osmotic stress (see Section 4.5.4). The results show that 
variations in the signalling rates do not alter the temporal behaviour of the system 
significantly and there is negligible difference in the model dynamics between the 
integrated model and the model considering concentration changes of the signalling 
molecules. 
 
In this section, the construction of the sub-models for the signalling pathways and 
the ENA1 mRNA induction is described. The parameter values and references from 
which the parameters were obtained are listed in Table 4.7. 
 
4.3.2.1 Hog1p activation 
The model 
Hog1p is a protein kinase mediating the cellular response to high external osmolarity. 
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Under hyper-osmotic stress, Hog1p is activated in response to the loss of turgor 
pressure. Recent experiments and theoretical studies suggest that Hog1p 
post-translationally regulates glycerol production and export to balance the external 
and internal osmolarity (Westfall, Patterson et al. 2008; Muzzey, Gomez-Uribe et al. 
2009), and nuclear localized Hog1p activates the transcriptional response that 
prepares the cell for future stresses. The genes encoding glycerol production proteins, 
GPD1, GPP1, and the gene that encodes the Na+-ATPase, ENA1, are all under the 
positive regulation of Hog1p. 
 
The model for Hog1p activation and its post-translational regulation on glycerol 
production is adapted/modified from the control-theory based model previously 
proposed by Muzzey et al. (Muzzey, Gomez-Uribe et al. 2009). And the model 
describing the transcriptional regulation of Hog1p on the glycerol production gene, 
GPD1, is constructed based on previous experimental measurements and modelling 
study (Rep, Albertyn et al. 1999; Klipp, Nordlander et al. 2005). The components and 
processes that are considered in this Hog1p sub-model are shown in Fig. 4.1. 
 
The equations and description of the model is shown below. 
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 (4.3.2.1). 
Description of parameters: 
Hog1   Osmo-pressure dependent glycerol release rate 
h,Hog1   Hog1p dephosphorylation rate 
g,Hog1   Osmo-pressure independent glycerol release rate 
khHog1   Hog1p phosphorylation rate 
CGpd1   mRNA production rate for GPD1 gene 
kGpd1,Hog1  Hog1p upregulation constant 
kGpd1,ph   Activation rate of Gpd1p glycerol production 
kGPD,gly   Glycerol production rate of Gpd1p 
ktGpd1   Translation rate for GPD1 mRNA 
KGPD   Basal glycerol production from Gpd1p 
dmRNA,Gpd1  mRNA degradation rate for GPD1 
dGpd1   Degradation rate for Gpd1p 
KmGpd1   Michaelis-Menten constant for Gpd1p saturation 
Osmocyt, Osmoext Osmolarity in cytosol and external medium, respectively. 
a, b   the coefficient constants for the waiting time in GPD1 induction 
strsosmo    The osmolyte concentration of the osmotic stress 
 
In the model above, Hog1 in the equation denotes the activated (phosphorylated) 
Hog1p. Loss of turgor pressure triggers the activation of Hog1p (the second term in 
the equation describing Hog1 dynamics) and Hog1p is dephosphorylated at a 
constant rate (h,Hog1). In the absence of Hog1p activation, GPD1 mRNA is produced 
and degraded at constant rate CGpd1 and dmRNA,Gpd1, respectively. And it is upregulated 
upon Hog1p activation (kGpd1,Hog1*(t)*Hog1 in the equation).  
 
It has been shown that there exists a waiting time for the GPD1 induction in response 
to osmotic stresses with external osmolarity higher than 1M (Rep, Albertyn et al. 
1999). This waiting time is longer in cells with higher osmotic stress, whereas for 
stresses higher than 2.8M, no significant GPD1 induction is observed. The cause of 
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this waiting time is unknown. It is possible that it is due to the dissociation of the 
GPD1 transcription factor from the DNA at the onset of the osmotic stress (Proft and 
Struhl 2004). Here, a step-response term, (t), is used to model this waiting time. 
This term eliminates the transcriptional regulation of Hog1p on GPD1 mRNA in the 
time interval when (t)=0. In this way, there would be no GPD1 mRNA induction 
during the beginning period of high osmotic stresses. Biologically, it can be 
understood as following. The osmotic stress causes the transcription factor to 
dissociate from the promoter of GPD1 gene. Therefore, the transcriptional regulation 
mediated by Hog1p will not have any effect on GPD1 mRNA expression until the 
binding of the transcription factor to the GPD1 promoter is restored.  
 
The parameters, a and bin equation for (t) were chosen such that for osmotic 
stress less than 1M, there is no waiting time for GPD1 induction, and as osmotic 
stress gets higher, the waiting time increases (Rep, Albertyn et al. 1999). As shown in 
Fig. 4.7, the simulated GPD1 mRNA profiles are consistent with the experimental 
measurements. It has to be noted that this step-response term is a rough 
approximation for the stress condition studies here, i.e. 0.4M, 0.6M and 0.8M NaCl 
stresses and sorbitol stresses with equivalent osmolarity, and it is not based on any 
biophysical or chemical laws. Therefore, in order to understand the delay in GPD1 
expression and to make predictions of its dynamics in other stress conditions, further 
experimental investigation on the detailed regulation of GPD1 expression, and model 
modification based on the mechanical descriptions on its expression are needed. 
 
For the glycerol production machinery (GPM), we assume its level is proportional to 
the level of Gpd1p, i.e. we do not distinguish GPM and Gpd1p. We further assume 
that Gpd1p/GPM has two states: ‘on’ and ‘off’. The newly produced Gpd1p/GPM is in 
the ‘off’ state (Gpd1 in the equation) and activated Hog1p switches Gpd1p/GPM 
from ‘off’ to ‘on’ (Gpd1on in the equation). The ‘on’ state Gpd1p/GPM produces 
glycerol (
onglyGPDGPD GpdkKGPD 1, 
 
in the equation). Glycerol is also regulated 
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by Hog1p independent processes ( ])[]([1 ExtCytHog OsmoOsmo  ) in the equation) 
and released at a constant rate (g,Hog1). 
 
Model fitting 
To accurately describe the Hog1p dynamics and the change in cell volume during 
osmotic stress, a model combining both the Hog1p activation model (ODEs (4.3.2.1)) 
and the model describing cell volume changes (introduced below in Section 4.3.3) 
were simulated. The parameters (specified in the table below) in this combined 
model were then fitted to previously published data set in (Muzzey, Gomez-Uribe et 
al. 2009). The fitting of the model is described below. The result is shown in Fig. 4.5. 
 
For each simulation with a set of parameter values, the model were allowed to reach 
steady state before imposing any stress (t<0 min), and at time point 0 (t=0 min), the 
value of [Osmo]ext is changed to the osmolarity for the stress condition. Then the 
error function is calculated by comparing the simulation results with the data sets. 
The error function is defined as the sum of all squared residues, where the residue is 
the difference in the model prediction and each data point (this is the least-square 
error, same as the error function defined in the fitting process for Tok1p model). 
 
 
 115 
 
 
Fig. 4.5 Model predictions of Hog1p activation and cell volume change with the best-fit 
parameter set agree with experimental data for 0.2M, 0.4M and 0.6M NaCl stresses. 
Experimentally measured (Ref. (Muzzey, Gomez-Uribe et al. 2009), open circles) and model 
simulated (lines) nuclear localized Hog1p level (upper panel) and relative cell volume (lower 
panel) in NaCl stresses: 0.2M (blue), 0.4M (yellow) and 0.6M (red). Experimental data and 
simulation results are normalized to their maximum values respectively.  
 
To minimize the error function, 100 runs of Nelder-Mead method were performed 
with starting parameter values randomly generated from a log10-normal distribution 
with mean values specified in the original model proposed in (Muzzey, Gomez-Uribe 
et al. 2009) and standard deviation of 1-Log10. 
 
To validate the 100 fitted parameter sets, we simulated the model for the mutant 
strain in which Hog1p nuclear localization is blocked as reported in (Westfall, 
Patterson et al. 2008). It has been shown that this mutant has a prolonged period of 
Hog1p activation (>90minutes Hog1p activation in the mutant compared to 30-60 
minutes activation in the wild type in response to 1M sorbitol). This result was used 
as a selection criterion for the resulting 100 parameter sets.  
 116 
 
 
In the simulation for the HOG1 mutant, the parameter kgpd1,Hog1 was set to be 0 
(Hog1p transcriptional regulation is blocked). Among the 100 parameter sets, the 
parameter set that satisfies the criterion for the HOG1 mutant and has the lowest 
fitting error were selected. The parameter values are shown in Table 4.2. The 
simulation result for the best fit parameter set and the experimental measurements 
are shown in Fig. 4.5. And Fig. 4.6 compares the model simulations for the wild type 
cells and cells with mutated HOG1 with corresponding experimental measurements 
in (Westfall, Patterson et al. 2008). The model results agree well with both data sets. 
 
A B 
 
 
Fig. 4.6 Model predictions of Hog1 activation in both wild type cells and HOG1 mutated 
cells agree with published experimental measurement. The cells are stressed with 1M 
sorbitol at time 0 minute. (A) Model prediction of Hog1p activation. Solid gray line: wild type 
cell, and dashed black line: cells with mutated Hog1p (Hog1p nuclear localization is blocked). 
(B) Previously published western-blot measurement of Hog1p phosphorylation/activation. 
Hog1-GFP: wild type cells, and Hog1-GFP-CCAAX and Ste2-Hog1-GFP are mutant strains 
with Hog1p nuclear localization blocked. Picture adopted from (Westfall, Patterson et al. 
2008). 
 
In addition, the predicted GPD1 mRNA profiles were compared to experimental 
measurements in (Rep, Albertyn et al. 1999). As shown in Fig. 4.7, the model 
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prediction generally agrees with the measured data.  
 
Figure 4.7. Model predictions of GPD1 mRNA profiles during NaCl stress are generally 
consistent with published experimental data. (A) Model prediction for 0.5M NaCl stress 
(solid line) and 0.85M NaCl (dashed line). (B) Experimental data extracted from (Rep, Albertyn 
et al. 1999) for 0.5M NaCl stress (solid line with circle) and 0.85M NaCl (dashed line with star). 
 
Parameter sensitivity to data 
To explore the robustness of the choice of the parameter set and how much each 
parameter is constrained by the data, sensitivity analysis was performed on the fitted 
parameters. We numerically calculated the variation in the fitting error by perturbing 
one parameter value. This is a local sensitivity method as introduced in Chapter 3. 
For the analysis here, it indicates the uncertainty in a parameter given the fitted 
model and corresponding data.  
 
Since the parameters are in different units and vary in wide scales, the sensitivity of 
each parameter (Si) is calculated in a log-log scale: 
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 (4.3.2.2) 
where f is the error function and  is the step size (=0.05). Then, Si is a measure of 
the log-scale fold change in the error function given a step change in the ith 
parameter.  
 
As shown in Table. 4.2, the parameters h,Hog1, kGpd1,ph, g,Hog1, kGpd1,gly are tightly 
constrained by the measured data, whereas KmGpd1 and Hog1 have negligible effect 
on the fit of the model.  
 
Table 4.2 Fitted parameter values for the sub-model describing Hog1p activation 
dynamics. 
Parameter Mean of starting 
parameter values 
Best fit parameter values Sensitivity 
h,Hog1 6.15*1e-3 6.805*1e-3 0.410 
khHog1 0.0200 0.0108 0.131 
kGpd1,ph 3.3333*1e-4 3.703*1e-4 0.996 
KmGpd1 6.665*1e-6 5.303*1e-6 -0.052 
Hog1 1.33*1e-3 1.179*1e-5 0.005 
g,Hog1 1.983*1e-3 9.427*1e-3 -0.560 
kGpd1,gly 8436 3.769*1e+4 1.928 
 
4.3.2.2 The calcineurin pathway 
The calcineurin pathway plays fundamental roles in several stress responses, 
including Na+ stress, Ca2+ stress and alkaline pH stress (Cyert 2003). In unstressed 
growth conditions, the cell maintains a relatively low cytosolic Ca2+ concentration. 
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Under stress conditions however, Ca2+ is able to enter the cytosol from the external 
environment or the vacuole. Ca2+ concentration elevation activates the Ca2+ binding 
regulatory protein, calmodulin. The Ca2+ bound calmodulin subsequently binds to 
and activates the Ser/Thr-specific phosphatase, calcineurin (Cyert 2001).  
 
The transcriptional response to Ca2+/calcineurin activation is mediated by the zinc 
finger transcription factor, Crz1p (Stathopoulos and Cyert 1997). Upon activation, 
calcineurin dephosphorylates Crz1p, resulting in the nuclear localization of Crz1p. 
Crz1p subsequently regulates Ca2+ responsive gene targets, including ENA1.  
 
The components that are considered in the sub-model describing the calcineurin 
pathway are shown in Fig. 4.1. 
 
Intracellular Ca2+ 
Intracellular Ca2+ homeostasis involves several Ca2+ specific transporters located at 
the plasma and the vacuole membrane, as well as other feedback mechanisms, 
including regulation of calcineurin (Cunningham and Fink 1994). Since Ca2+ 
homeostasis is itself a highly complex process, a detailed model is beyond the scope 
of this study. We instead model the dynamics of intracellular Ca2+ concentration 
directly using an ordinary differential equation, based on the experimental 
measurements in (Matsumoto, Ellsmore et al. 2002; Viladevall, Serrano et al. 2004). 
 
For osmotic and ionic stresses, it has been shown that there are two phases of 
intracellular Ca2+ accumulation: an initial Ca2+ peak and a slower accumulation of Ca2+ 
to a new steady state (Matsumoto, Ellsmore et al. 2002). The amplitude of the initial 
peak is dependent on the external osmolarity. It is not clear what determines the 
level of the later Ca2+ accumulation.  
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High intracellular Na+ triggers the transition of Trk uptake system from the medium 
affinity to the high affinity state, which is mediated by the calcineurin activation 
(Haro, Banuelos et al. 1993). Since this calcineurin activation is a result of high level 
of cytosolic Ca2+, the accumulation of cytosolic Ca+ is dependent on the intracellular 
Na+ level. In addition, the level of this Ca2+ accumulation is higher in NaCl stress than 
in sorbitol and LiCl stresses (Matsumoto, Ellsmore et al. 2002), suggesting this steady 
state level of Ca2+ is affected by external Na+ concentration. Therefore, we assume 
this Ca2+ accumulation is dependent on both intracellular and extracellular Na+ 
concentration. 
 
The change in intracellular Ca2+ concentration is modelled as: 
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(4.3.2.3) 
where  
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 (4.3.2.4). 
and Cca, dCa are the Ca
2+ production and degradation constants, respectively, kCa,cyt, 
kCa,ext are the rate constants for the intra- and extra- cellular Na
+ regulation on Ca2+ 
level, respectively, h_Na_cyt, h_Na_ext are the Hill coefficients. 
 
The first two terms of the ODE (equation 4.3.2.3) maintain the basal level of Ca2+ 
concentration in cells grown in unstressed conditions. The third and fourth term 
model the Ca2+ accumulation in response to high intra- and extra-cellular Na+ level, 
respectively. 
 
Both the external osmolarity and external alkaline pH result in rapid accumulation of 
cytosolic Ca2+ at the beginning of the stress. We model this accumulation by changing 
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the cytosolic Ca2+ concentration at the beginning of the stress (time point 0), as 
shown in equations (4.3.2.4). The parameter values in equations (4.3.2.4) are 
calculated from Fig. 1 in (Matsumoto, Ellsmore et al. 2002) and Fig. 1B in (Viladevall, 
Serrano et al. 2004). 
 
Calcineurin activation 
The model 
The calcineurin activation is modelled using mass action equation, and the system of 
ODEs is as follows: 
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  (4.3.2.5) 
Description of molecules and parameters: 
CMDfree, CMD  Unbound and bound calmodulin, respectively 
CNoff, CN   Inactivated and activated calcineurin, respectively 
kCMD,a, kCMD,da Activation and deactivation rates of calmodulin by Ca
2+, 
respectively 
kCN,a, kCN,da Activation and deactivation rates of calcineurin by Ca
2+ bound 
calmodulin, respectively 
kCNPpz,da    Deactivation rate of Ppz on calcineurin 
 
In the model, free cytosolic Ca2+ binds to calmodulin ([CMDfree] in the model). The 
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bound calmodulin ([CMD]) further binds calcineurin, which switches calcineurin from 
inactivated state ([CNoff]) to activated state ([CN]). In addition, the it has been shown 
that Ppz activity deactivates calcineurin, which is described as kCNPpz,da*[Ppz]*[CN] in 
the model. 
 
Constraining the model 
Two previous studies have measured the level of calmodulin and calcineurin 
activation at different concentrations of Ca2+ in vitro (Starovasnik, Davis et al. 1993; 
Stemmer and Klee 1994). Here, we estimate the ratios between the binding and the 
unbinding constants for calmodulin and calcineurin. 
 
In (Starovasnik, Davis et al. 1993), the authors measured the ratio of calmodulin 
binding sites that are bound to Ca2+ over that are free in different Ca2+ concentrations. 
The measurement can be used as an approximation to the ratio of bound calmodulin 
over unbound calmodulin. The following ODEs describe the binding and unbinding of 
calmodulin to Ca2+: 
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  (4.3.2.6) 
 
Then, the ratio of (kCMD,da/kCMD,a) can be estimated by comparing the simulated 
steady state levels of calmodulin with the measured data. From ODEs (4.3.2.6), the 
ratio of kCMD,da and kCMD,a can be expressed as: 
]MD[
]MD[
][ free8.12
,
,
C
C
Ca
k
k
aCMD
daCMD
    (4.3.2.8) 
This ratio is the slope of the measured data (see Fig. 2B in (Starovasnik, Davis et al. 
1993)), which can be easily estimated from the data by regression analysis or 
one-dimensional line search (Lange 2004). The estimated ratio is 3.85e-5. The result 
is shown in Fig. 5.8A. 
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In (Stemmer and Klee 1994), the authors measured the percentage of calcineurin 
activation in different concentrations of free Ca2+ concentrations with constant 
amount of calmodulin in vitro. To describe the experiment, we have the following 
ODEs for a given Ca2+ concentration: 
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 (4.3.2.9) 
This equation describes the binding and unbinding of calmodulin and calcineurin 
with free Ca2+ without considering the involvement Ppz activity.  
 
To estimate the ratio between the unbinding and the binding constant for calcineurin, 
the steady state equation is solved by setting the left hand sides of ODEs (4.3.2.9) to 
zero, and we have the following expression: 
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 (4.3.2.10) 
where CMD0 is the total amount of calmodulin. 
 
Since the ratio kCMD,da/kCMD,a is estimated above, we can calculate the least square 
error between the model prediction (from equation 4.3.2.10) and data in (Stemmer 
and Klee 1994) for a given parameter, i.e. the 
aCN
daCN
k
k
,
,
ratio. By minimizing this error 
function using one-dimensional line search, we get the best fit: 
aCN
daCN
k
k
,
,
=1.9e-8. The 
result is shown in Fig. 4.8B. 
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Figure 4.8. Fitted model results agrees with published experimental results on the 
activation of calmodulin (A) and calcineurin (B) with different free Ca
2+
 concentration. 
Lines: model results, dots: experimental measurements. Data are extracted from Fig. 2B in 
(Starovasnik, Davis et al. 1993) for panel A, from Fig. 1 in (Stemmer and Klee 1994). Since the 
concentration of calmodulin in a yeast cell is estimated to be ~3M (Ghaemmaghami, Huh et 
al. 2003), the measurement of calcineurin activation with 3M calmodulin in (Stemmer and 
Klee 1994) is used for fitting. 
 
Therefore, the steady state of the calcineurin activation is constrained. The dynamical 
behaviour of this pathway is further constrained when comparing the integrated 
model dynamics with published data, which is shown in Section 4.4.2. 
 
4.3.2.3 The Rim101 pathway 
The transcriptional response to external alkaline environments is partly mediated by 
the Rim101 pathway. Under acidic growth conditions, the transcription factor 
Rim101p mainly exists in the full-length, inactivated form. In neutral-alkaline pH 
conditions, Rim101p is activated through protein proteolysis (Li and Mitchell 1997). 
The cleaved form, processed Rim101p, localizes into the nucleus and acts as a 
transcriptional repressor. The activation of Rim101p requires the Rim101 signalling 
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pathway. RIM8, a gene encoding a member of the RIM pathway, is under the 
negative regulation of Rim101p (Lamb, Xu et al. 2001; Lamb and Mitchell 2003). 
Rim101p upregulates ENA1 mRNA expression by inhibiting the expression of NRG1, 
the gene encoding the ENA1 repressor, Nrg1p (Lamb and Mitchell 2003).  
 
The components that are considered in the sub-model describing the Rim101 
pathway are shown in Fig. 4.1. The ODEs for Rim101p activation are as follows: 
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(4.3.2.11) 
Description of the molecules and the parameters: 
Rim101FL, Rim101PF The full-length form and the processed form Rim101p, 
respectively 
CRim101, CRim8, CNrg1 The production rate constants of Rim101p, Rim8p and Nrg1p, 
respectively 
signalRim The binding rate of Rim8p to the plasma membrane receptor. It 
is dependent on the extracellular pH. 
kRim,pH The binding rate constant of Rim8p to the plasma membrane 
receptor. 
kRim101    The proteolysis rate constant of Rim101p 
dRim101, dRim8, dNrg1 The degradation rate constants for Rim101p, Rim8p and Nrg1p, 
respectively 
h_Rim The Hill-coefficient modelling the dependence of the Rim101p 
cleavage rate on the Rim8p activation. 
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KmRim8 The Michaelis-Menten constant for the inhibition of Rim8p 
production 
KmNrg1 The Michaelis-Menten constant modelling the dependence of 
Nrg1p production on the Rim101PF level 
 
In the model, Rim101p is produced and degraded at constant rates (CRim101 and 
dRim101 respectively). External alkaline signal (signalRim) triggers the signal 
transduction through Rim8p. We use a hill-type term to model this signalling from 
upstream to downstream (
Rimh
Rim
Rimh
Rim
Rimh
Rim
KmRimsignal
Rimsignal
__
_
)8(
)8(

  in the equation). Then, 
the cleavage rate of Rim101p is dependent on both the downstream complex of the 
Rim101 pathway (the hill-type term in the equation) and the level of Rim101p. The 
level of Rim8p and Nrg1p are modelled under negative regulation of the processed 
Rim101p. 
 
The parameter values in this model are manually modified such that the model 
simulation is consistent with the semi-quantitative measurements of the two forms 
of Rim101p at steady state (Ikeda, Kihara et al. 2008) in different pH conditions. As 
shown in Fig. 4.9, the simulated levels of two forms of Rim101 agree well with 
experimental data. 
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A 
 
B 
 
Figure 4.9 Model simulations for steady state levels of Rim101p at different pH 
conditions agree with previously published data. (A) Model simulation. FL: full-length 
Rim101, PF: processed Rim101. (B) Experimental measurement. HA-Rim101: full-length 
Rim101, HA-Rim101C: processed form Rim101. Data extracted from Fig. 3F in (Ikeda, 
Kihara et al. 2008). 
 
4.3.2.4 Ena1p expression 
Ena1p expression is under sophisticated regulation by several stress response 
pathways, including all the pathways mentioned above, i.e. the HOG pathway, the 
calcineurin pathway and the Rim101 pathway (Ruiz and Arino 2007). This highlights 
the importance of the P-type ATPase, Ena1p, in these stress adaptation processes.  
 
ENA1 expression is regulated by Hog1p, calcineurin and Rim101p through Sko1p, 
Crz1p and Nrg1p, respectively. In the model, the transcription factors Sko1p and 
Crz1p are not modelled explicitly. We assume ENA1 up-regulation is dependent on 
Hog1p activation, the level of calcineurin activation and the level of Nrg1p. See Fig. 
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4.1 for a schematic for the transcriptional regulations on Ena1p. 
 
Then, the ODEs for ENA1 mRNA and Ena1p can be written as: 
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 (4.3.2.12) 
Description of parameters: 
CENA1,Nrg1 The Nrg1p dependent production constant of ENA1 mRNA 
kENA1,CN The calcineurin dependent production constant on ENA1 
mRNA 
KmENA1,Nrg1, h_ENA1Nrg1 The Michaelis-Menten constant and Hill coefficient for 
Nrg1p repression on ENA1 gene, respectively 
KmENA1,CN The Michaelis-Menten constant for calcineurin regulation 
on ENA1 gene 
KmENA1,Hog1 The Michaelis-Menten constant for the Hog1p dependent 
ENA1 gene expression 
kENA1,Hog1    The upregulation rate constant of Hog1p on ENA1 gene 
ktEna1     The translation rate of ENA1 mRNA 
dENA1mRNA, dEna1 The degradation rates for ENA1 mRNA and Ena1p, 
respectively 
 
The parameters in this sub-model are partly constrained by comparing the dynamics 
of the integrated model with published data, as shown in Section 4.4.2. 
 
4.3.3 Modelling volume change 
In normal growth conditions, the cell maintains a turgor pressure across the plasma 
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membrane. Upon hyper-osmotic stress, the cell volume decreases in order to balance 
the difference in external and internal osmotic pressures.  
 
As in (Klipp, Nordlander et al. 2005), the change in cell volume is modelled to be 
dependent on the osmotic pressure difference across the plasma membrane. The 
equation is given as follows: 
essureEK DLpG
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d
Pr
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   (4.3.3.1) 
where GEK is a geometrical factor relating the volume of a sphere to its surface, Lp is 
the hydraulic membrane permeability and DPressure is the pressure difference between 
external pressure plus turgor pressure and internal osmotic pressure. Note that only 
the volume of the osmotically changeable compartment changes during osmotic 
stress. 
 
Given the initial cell volume, turgor pressure is calculated as follows (Zimmermann 
1978): 
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where Turgor0, Volumecyt
0 are the turgor pressure and the cell volume under normal 
growth conditions, respectively, and rvol is the ratio of the cell volume with no turgor 
pressure over the cell volume in normal growth conditions. 
 
Then, DPressure can be calculated as follows: 
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(4.3.3.4) 
where Osmoext
0
 and Osmocyt
0 are the initial total osmolarity constants of the external 
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medium and intracellular compartment, respectively. [Na+]ext
0, [Na+]cyt
0 are initial 
concentrations of extra- and intra-cellular Na+, respectively, and [K+]ext
0, [K+]cyt
0 are 
initial concentrations of extra- and intra-cellular K+, respectively. The parameter 
values in this section can be found in Table 4.4. 
 
4.3.4 The integrated model (ODEs) and method for 
simulation 
In above sections, the model construction for each sub-module is described. The 
ODEs integrating the sub-modules are given below. The parameter values for this 
integrated model are listed in Tables 4.4-4.7. 
 
KDiffTokKPktKTrkKTrkKNhaKEna
NaDiffNaPktNaTrkNaTrkNaNhaNaEna
productionHuptakeHKNhaNaNhaPma
JJJJJJJ
dt
Kd
JJJJJJ
dt
Nad
JJJJJ
dt
d
,1,1,2,1,1,1
,,1,2,1,1,1
__,1,11
                 
 
               
 
2
3
2
3
                 
H 






 
GlycerolOsmoOsmoGPD
dt
Glycerold
GpdKm
Gpd
Hogk
dt
Gpdd
GpdKm
Gpd
HogkGpddmRNAkt
dt
Gpdd
mRNAdHogtkC
dt
mRNAd
HogHog
Turgor
TurgorTurgor
khHog
dt
Hogd
DLpG
dt
d
HoggExtCytHog
Gpd
phGpd
on
Gpd
phGpdGpdGpdGpd
GpdGpdmRNAHogGpdGpd
Gpd
HogHogh
essureEK










1,1
1
,1
1
,1111
11,1,11
1
0
0
0
11,
Pr
cyt
])[]([           
 
1
1
1             
1 
1
1
11                
1 
1)(        
 
)11(1               
1 
       
Volume 



 
 131 
 
cytNah
extCa
cytNah
ext
extNah
ext
extCa
cytNah
cytCa
cytNah
Cyt
cytNah
Cyt
cytCa
CaCa
KmNa
Na
k
KmNa
Na
k
CadC
dt
Cad
__
,
__
__
,
__
,
__
__
,
2
2
][
][
                                
][
][
                                
][               
][ 











 
][][                                 
])([2])[]MD[(2                   
]N[ 
][][                                 
])([2])[]MD[(2               
]N[ 
][][                                 
])([2])[]MD[(2                                 
]MD[][]MD[               
]MD[ 
]MD[][]MD[           
]MD[ 
,
2
,
2
bound,
,
2
,
2
,
off
,
2
,
2
,
,
8.12
free,
,
8.12
free,
free
CNPpzk
CNkCNCk
dt
Cd
CNPpzk
CNkCNCk
dt
Cd
CNPpzk
CNkCNCk
CkCaCk
dt
Cd
CkCaCk
dt
Cd
daCNPpz
daCNoffaCN
daCNPpz
daCNoffaCN
daCNPpz
daCNoffaCN
daCMDaCMD
daCMDaCMD










 
]na1[]NA1[                   
]na1[ 
]NA1[                                  
]1[
]1[
][
][
                                 
]1[
         
]NA1[ 
]rg1[
]im101[
                  
]rg1[ 
]8[
]im101[
                  
]im8[ 
]im101[                                  
]im101[
)8(
)8(
           
]im101[ 
]im101[                                   
]im101[
)8(
)8(
          
 ]im101[ 
1mRNA1
mRNA1
1,1,1
1
11_11_
1,1
11_
1,1
1,1
mRNA
1
PF1
1
1
8
PF8
8
8
PF101
FL101__
_
PF
FL101
FL101__
_
101
FL
EdEkt
dt
Ed
Ed
KmHog
Hog
KmCN
CN
k 
NrgKm
Km
C
dt
Ed
Nd
RKm
Km
C
dt
Nd
Rimd
RKm
Km
C
dt
Rd
Rd
Rk
KmRimsignal
Rimsignal
dt
Rd
Rd
Rk
KmRimsignal
Rimsignal
C
dt
Rd
EnaEna
mRNAENA
HogENACNENAon
on
,CNENA
NrgENAhNrgENAh
NrgENA
NrgENAh
NrgENA
NrgENA
Nrg
Nrg
Nrg
Nrg
Rim
Rim
Rim
Rim
Rim
RimRimh
Rim
Rimh
Rim
Rimh
Rim
Rim
RimRimh
Rim
Rimh
Rim
Rimh
Rim
Rim
























 
 
In this study, we model the change in the total number of each cation under different 
stress conditions in a single cell, instead of modelling the change of cation 
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concentrations. The concentration of each cation at a given time, t, is calculated by 
dividing the total number of this cation by the volume of the osmotically changeable 
compartment at t. The units used for the cation number and transporter activities 
during the integration of the ODEs are 10-18*mol and 10-18*mol/s, respectively. This is 
to avoid numerical errors during the integration of the ODEs, since the total number 
of each cation is in the order of 10-18. 
 
To simulate the stress conditions, the ODEs are firstly integrated with unstressed 
external ionic (H+, K+ and Na+) concentrations (specified in each simulation) from 
time -60,000 seconds (-1,000 minutes) to 0 second. The external ionic concentrations 
are changed to corresponding concentrations specified in each stress condition at 
time 0 second. And then, the ODEs are integrated from 0 second to 60,000 seconds. 
 
All the simulations performed in this study are simulated in the way specified above, 
unless explicitly stated otherwise. 
 
4.4 Constraining and validating the integrated 
model 
In Section 4.3, the model construction for each sub-model and the estimation of 
some of the parameter values are presented. The parameters in the model describing 
each transporter are estimated from previously published measurements. For the 
models describing the transcriptional regulation, the HOG pathway model was fitted 
to and checked with experimental data. The simulation results show good agreement 
with data. The models for calcineurin activation and Rim101 pathway were compared 
to data measuring the levels of calmodulin/calcineurin and Rim101p activations at 
steady state. However, the parameters governing temporal dynamics for calcineurin 
pathway, Rim101 pathway and Ena1p upregulation was not constrained.  
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In this section, we adjust those parameters governing the temporal dynamics of 
calcineurin pathway, Rim101 pathway and Ena1p upregulation in the integrated 
model, such that the results of the integrated model are consistent with available 
data measurements for both wild type and mutant strains. We also adjust the Trk1p 
and Trk2p activities and the parameters describing the regulation of Ppz 
phosphatases on calcineurin activity, in accordance to available data sets. Since the 
number of parameters to be adjusted is large compared to available data, the 
parameters were manually adjusted such that the model results are consistent with 
published data.  
 
To validate this fitted model, we compared the simulation results of the model with 
published data sets that are not used during the parameter fitting process. 
 
In following, we firstly introduce the changes made to the model to describe mutant 
strains, and then, we present model constraining and validation steps. 
 
4.4.1 Modelling mutant strains 
The mutant phenotype and behaviour measured in experimental investigation 
provide information about the role of the mutated component plays in cellular 
processes. Mathematically, a mutant can be seen as a perturbation of the 
structure/dynamics of a system. The mutant behaviour provides information about 
the internal structure/interactions. Therefore, mutant data is often used for model 
fitting and validation in modelling studies. 
 
In this study, we model the mutant strains and compare the simulation results with 
data available to fit and validate the integrated model. Since the integrated model 
has many sub-models, we have chosen mutant strains as diverse as possible, so that 
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different parts of the integrated model can be constrained by and tested against 
those measurements.  
 
Mutant strains are modelled by changing parameter values in the original model. The 
changes made for the mutants are described in the Table 4.3. 
 
Table 4.3 The cellular effects of mutant strains and corresponding modifications to the 
model. 
Mutation Cellular effects Modifications to the model 
Deletion of 
calcineurin subunits 
(cna1cna2, cnb1) 
or addition of 
calcineurin inhibitor 
FK506 
The calcineurin activity  is 
abolished 
[CN]=0 
crz1 The transcriptional response of 
calcineurin activation is 
abolished 
kENA1,CN=0 
ppz1ppz2 Ppz phosphatases activity is 
abolished 
[Ppz]=0 
hal3 There is no inhibition on the 
Ppz phosphatases activity  
[Ppz]=Ppz0 
HAL3 overexpression Ppz phosphatases activity is 
greatly inhibited due to Hal3 
binding to Ppz phosphatases. 
KmPpz/Hal3
M=0.01* KmPpz/Hal3 
(KmPpz/Hal3 for the mutant is 
1% of its original value) 
trk1 Trk1p activity is abolished JTrk1,K=0 , JTrk1,Na=0 
trk2 Trk2p activity is abolished JTrk2,K=0, JTrk2,Na=0 
ena1-4 Ena1-4p activity is abolished JEna1,K=0, JEna1,Na=0 
nha1 Nha1p activity is abolished JNha1,K=0, JNha1,Na=0 
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tok1 Tok1p activity is abolished JTok1=0  
hog1 Hog1 phosphatase activity is 
abolished 
[Hog1]=0, Hog1cyt=0 
mut1 The interaction of activated 
cytosolic Hog1p with Nha1p 
and Tok1p is abolished 
Hog1cyt=0 
 
4.4.2 Constraining the integrated model 
The temporal dynamics of calcineurin activation and Ena1p induction have not been 
measured experimentally in the literature. Since both calcineurin activation and 
Ena1p has profound impact on intracellular K+ and Na+ levels, here, the data 
measuring ENA1 transcriptional activity and intracellular K+ and Na+ levels in wild 
type cells with or without calcineurin inhibitor, FK506, treatment are used to 
constrain the parameters in sub-models describing the dynamics of calcineurin 
activation, Rim101 activation and Ena1p induction. 
 
As shown in Fig. 4.10A, the integrated model with adjusted parameter values 
agrees well with the dynamics of intracellular K+ and Na+ levels measured in wild 
type cells with or without FK506 treatment under NaCl stress. This result indicates 
that the modelled calcineurin activation and Ena1p induction are good 
approximations to the cellular process. The simulated Ena1p levels under NaCl or 
alkaline pH stress conditions with or without calcineurin activation also agrees well 
with experimental measurement (Fig. 4.10B). This suggests Rim101p activation and 
its impact on Ena1p induction are well approximated by the model. 
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A 
 
B 
 
Figure 4.10 Model simulations and published data sets used in constraining the 
temporal dynamics of the calcineurin activation, the Rim101p activation and Ena1p 
induction. (A) Experimentally measured (Fig. 4 in (Nakamura, Liu et al. 1993)) and model 
simulated time courses of the amount of intracellular K
+
 and Na
+
 in wild type cells and cells 
treated with FK506. Experimental data and simulation results are normalized to their total 
cation (K
+
 and Na
+
) concentrations at time point 0 minute, respectively. Circles and triangles 
denote data measurements: K
+
 (black circle) and Na
+
 (orange circle) in wild type cells, K
+
 
(black triangle) and Na
+
 (orange triangle) in cells treated with FK506. Simulation results for K
+
 
(black lines) and Na
+
 (orange lines) are shown in solid lines for wild type cells and dashed lines 
for cells treated with FK506. (B) Experimentally measured ENA1 transcription activities (Table 
I in Ref. (Mendoza, Rubio et al. 1994), upper panel) and simulated mRNA levels (lower panel) 
in wild type cells (a,c,e) and cnb1 mutant cells (b,d,f) under different stress conditions: pH7.0 
(a,b), 0.4M NaCl (c,d) and pH8.5 (e,f). Data and simulation results are obtained at 30 minutes 
after imposing stresses. Simulation results are normalized to the value for the wild type cell at 
pH7.0 (a).  
 
We further constrained the parameters describing the Ppz phosphatases inhibition 
on calcineurin activity and the Trk1,2p activities with two previously published data. 
As shown in Fig. 4.11, the model results agree well with both experimental 
measurements. 
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Figure 4.11 Model simulations and published data sets on the regulation of Ppz 
phosphatases on Ena1p induction and the impacts of Trk transporters on membrane 
potential. (A) Experimentally measured ENA1 transcription activities (Fig.3 in (Ruiz, Yenush 
et al. 2003), upper panel) and simulated mRNA levels (lower panel) in wild type cells, ppz1, 
crz1 and ppz1crz1 mutant cells. Simulation results are normalized to the value for the wild type 
cell. (B) Experimentally measured fluorescence (Table IV in (Madrid, Gomez et al. 1998), 
upper panel) and simulated membrane potentials (lower panel) for wild type cells, trk1, trk2 
and trk1trk2 mutants. Growth conditions in simulations are set to be the same as the growth 
conditions in the experiments in (Madrid, Gomez et al. 1998). 
 
4.4.3 Model validation 
To validate the model we compared the simulation results with three data sets that 
had not been considered during the model building and fitting process (Fig. 4.12). 
The model correctly predicted the trends in the changes in membrane potentials for 
wild type strain and ENA1, NHA1 or TOK1 deleted strains (Fig. 4.12A), which suggests 
that the Ena1p, Nha1p and Tok1p transporter activities and their impacts on 
intracellular physiological conditions are well described by the model.  
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Figure 4.12 The model correctly predicts previously published data. (A) Experimentally 
measured emission wavelengths (Fig.2 in (Maresova, Urbankova et al. 2006), top panel) 
reflecting membrane potentials and corresponding simulation results (bottom panel) for wild 
type and mutant cells grown in YPD media (10mM K+, 1mM Na+ and pH6.5 in the simulation). 
Strains are shown at the bottom of this panel. (B) Experimentally measured (Fig. 5 in 
(Ferrando, Kron et al. 1995)) and model simulated time courses of the total amount of 
intracellular K+ and Na+ for HAL3 over-expression andhal3 mutant strains during 0.85M NaCl 
stress. The initial external ionic concentrations are 5mM K+, 0.1mM Na+ and pH 6.5 in the 
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model simulation. Data and simulation results are normalized to their maximal values, 
respectively. The amounts of K+ and Na+ are shown in green and red, respectively. Previously 
published data are shown as closed circle for the HAL3 over-expression strain and as triangles 
for hal3 mutant. Simulation results are shown as solid lines for the HAL3 over-expression 
strain and as dashed lines for hal3 mutant cells. (C) Experimentally measured (Fig. 5 
(Nakamura, Liu et al. 1993), open bars) and simulated (solid bars) intracellular K
+
 and Na
+
 
concentrations for wild type and cna1cna2 cells in YPD+0.85M NaCl medium with or without 
0.2M KCl. The bars denotes experimentally measured K
+
 (open black bar) and Na
+
 (open red 
bar), simulated K
+
 (close black bar) and Na
+
 (close red bar) at steady state. 
 
Fig. 4.12B,C shows model predictions on the intracellular K+/Na+ in both HAL3 
over-expression and deletion mutants and in the wild type or calcineurin deletion 
mutants during NaCl stress in the presence or absence of 0.2M KCl. The model 
predictions generally agrees with the measured data, which suggests both the K+/Na+ 
transporters and the temporal dynamics of the transcriptional regulation are well 
approximated by the model. 
 
Hence we conclude the model is a good representation of the ion regulatory process 
in general.  
 
4.4.4 Model parameter values 
The parameter values for this integrated model are shown in Table 4.4-7. The 
‘Reference’ columns in the tables show the reference literature for each parameter 
value. In the ‘Reference’ column, ‘estimated from’ means that the parameter value 
is estimated indirectly from the data shown in the literature, whereas ‘fitted to’ 
means the parameter is derived by fitting the model to the data measured in the 
referenced literature. No explanation on the referenced literature means that the 
parameter value is directly taken from the literature.  
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. 
Table 4.4 Basic physiological parameters. 
Parameter Description Value Unit Reference* 
R   Gas constant 8.31447   
T Absolute temperature 310 K  
F Faraday constant 96485 C/mol  
G0_ATP Gibbs energy for ATP 
hydrolysis 
-36.03*1e+3 J/mol  
PmK Membrane permeability 
to potassium ion 
1e-6 μm/s Estimated from  
(Griffin 1996; Alberts, 
Johnson et al. 2002) 
PmNa Membrane permeability 
to sodium ion 
3.8*1e-8 μm/s Estimated from  
(Griffin 1996; Alberts, 
Johnson et al. 2002) 
Cm Membrane capacitance 1e-2 farad/m
2
  (Rodriguez-Navarro 
2000) 
Dcell Cell diameter 4 μm  (Sherman 2002) 
VolumeCell Cell volume 33.510 μm
3
  
Volumecyt Osmotically changeable 
compartment volume 
20.1062 μm
3
  
Lp Hydraulic membrane 
permeability 
1.19*1e+6 m
4
/(J*s)  (Klipp, Nordlander et 
al. 2005) 
G_EK Geometrical factor 7.85*1e-11 m
2 
 (Klipp, Nordlander et 
al. 2005) 
Osmocyt
0 
Total concentration of 
initial intracellular 
osmolytes 
600 mM  (Klipp, Nordlander et 
al. 2005) 
Osmoext
0 
Total concentration of 
initial extracellular 
250 mM  (Klipp, Nordlander et 
al. 2005) 
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osmolytes 
Anion Intracellular negative 
charges that balances 
H
+
, K
+
 and Na
+
 
300 mM  
Turgor
0
 Initial turgor pressure 0.875*1e+6 J/m
3
  (Klipp, Nordlander et 
al. 2005) 
rvol Volumetric elastic 
modulus 
0.63   (Klipp, Nordlander et 
al. 2005) 
[ATP]/([ADP]
*[Pi]) 
ATP, ADP and 
phosphates 
concentration ratio 
2 mM
-1
  
 
Table 4.5 Molecule concentrations and initial concentrations for the ODE system*. 
Parameter Description Value Unit Reference 
Init_H Initial intracellular H+ 
concentration 
1e-4 (pH7) mM  
Init_K Initial intracellular K+ 
concentration 
200 mM  
Init_Na Initial intracellular Na+ 
concentration 
100 mM  
Init_CytVolume Initial volume for the 
osmotically changeable 
compartment 
20.1062 μm3  
Init_Hog1 Initial nuclear Hog1p 0 mM  
Init_Gpd1mRNA Initial GPD1 mRNA 
concentration 
6.0961*1e-7 mM  (Klipp, Nordlander 
et al. 2005) 
Init_Gpd1 Initial Gpd1 protein 
concentration 
9.9977*1e-5 mM  (Ghaemmaghami, 
Huh et al. 2003) 
Init_Gpd1on Initial activated Gpd1 0   
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protein concentration 
Init_Glycerol Initial intracellular glycerol 
concentration 
200 mM  (Klipp, Nordlander 
et al. 2005) 
Init_Ca Initial Ca2+ concentration 5*1e-5 mM  
Init_CMDfree Initial free calmodulin 
concentration 
3.3035*1e-3 mM  
Init_CMDbound Initial Ca
2+ bound 
caldolulin concentration 
0 mM  
Init_CNoff Initial inactive calcineurin 
concentration 
1.1628*1e-3 mM  
Init_CNon Initial active calcineurin 
concentration 
0 mM  
Init_Rim101FL Initial full-length form 
Rim101p concentration 
2*1e-4 mM  
Init_Rim101PF Initial processed form 
Rim101p concentration 
1.006*1e-4 mM  
Init_Rim8 Initial Rim8p protein 
concentration 
1.2950*1e-4 mM  (Ghaemmaghami, 
Huh et al. 2003) 
Init_Nrg1 Initial Nrg1p protein 
concentration 
9.1838*1e-5 mM  (Ghaemmaghami, 
Huh et al. 2003) 
Init_Ena1mRNA Initial ENA1 mRNA 
concentration 
7*1e-6 mM  
Init_Ena1 Initial Ena1p protein 
concentration 
1.1364*1e-4 mM  (Ghaemmaghami, 
Huh et al. 2003) 
Ppz0 Total Ppz proteins 
concentration 
6.607*1e-5 mM  (Ghaemmaghami, 
Huh et al. 2003) 
Hog10 Total Hog1p concentration 1.1199*1e-3 mM  (Ghaemmaghami, 
Huh et al. 2003) 
CMD0 Total calmodulin 3.3035*1e-3 mM  (Ghaemmaghami, 
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concentration Huh et al. 2003) 
CN0 Total calcineurin 
concentration 
1.1628*1e-3 mM  (Ghaemmaghami, 
Huh et al. 2003) 
Rim1010 Total Rim101p 
concentration 
3.006*1e-4 mM  (Ghaemmaghami, 
Huh et al. 2003) 
*Note: The actual initial concentrations are dependent on different external ionic concentrations 
in each simulation. However, the model parameters were chosen such that the steady state value 
of each protein concentration in unstressed growth conditions is similar to the measured value in 
(Ghaemmaghami, Huh et al. 2003) in general, i.e. the initial protein concentrations in the table. 
 
Table 4.6 Parameter values for the transporter models. 
Sub-module /  
Parameter Name  
Value Unit* Reference 
H+ production 
KH_prod 4.5 1e-18 mol/s  
H+ uptake 
kH_uptake 15.0 1e-18 
mol/(s*V) 
 
Pma1p 
VPma1 9.6 1e-18 mol/s
 Estimated from (Serrano 1983) 
aPma1,pH 5.12  Fitted to (Guadalupe Cabral, Sa-Correia et al. 
2004) 
bPma1,pH -0.6  Fitted to (Guadalupe Cabral, Sa-Correia et al. 
2004) 
Ppz 
KmPpz/Hal3 7.943*1e-5 mM Estimated from (Yenush, Merchan et al. 
2005) 
Ena1p 
VEna1 0.1026 1e-18 mol/s Fitted to (Nakamura, Liu et al. 1993) 
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KmEna1_low,Na 200 mM (Benito, Quintero et al. 1997) 
KmEna1_high,Na 20 mM  
KmEna1,K 500 mM Estimated from (Benito, Quintero et al. 
1997) 
KmEna1,CMD 3.3035*1e-4 mM  
Nha1p 
VNha1 0.56875 1e-18 mol/s Estimated from (Banuelos, Sychrova et al. 
1998) 
rNha1,Hog1 5  Estimated from (Banuelos, Sychrova et al. 
1998) 
h_Nha1 5  Estimated from (Banuelos, Sychrova et al. 
1998) 
KmNha1,Na 12.7 mM (Ohgaki, Nakamura et al. 2005) 
KmNha1_high,K 12.4 mM (Ohgaki, Nakamura et al. 2005) 
KmNha1_low,K 1240 mM  
KmNha1,Hog1 5.600*1e-5 mM  
KmNha1_pH 5.6234*1e-5 mM Estimated from (Banuelos, Sychrova et al. 
1998) 
Tok1p 
Ps,Tok1 23.321 1e-18 m/s Fitted to (Bertl, Bihler et al. 1998) 
Tok1 231.6  Fitted to (Loukin and Saimi 1999) 
Tok1 8122.7  Fitted to (Loukin and Saimi 1999) 
lTok1,ext 0.0  Fitted to (Loukin and Saimi 1999) 
lTok1,int 0.76875  Fitted to (Loukin and Saimi 1999) 
kTok1,1 3.4*1e+7 s
-1 (Loukin and Saimi 1999) 
kTok1,2 3.4*1e+7 s
-1 (Loukin and Saimi 1999) 
kTok1,OR 1e+4 s
-1 (Loukin and Saimi 1999) 
kTok1,RO 1e+4 s
-1 (Loukin and Saimi 1999) 
KmTok1,pH 6.759  Fitted to (Lesage, Guillemare et al. 1996) 
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KmTok1,Hog1 5.600*1e-5 mM  
Trk1p 
V,Trk1_high 16.2 1e-18 mol/s Estimated from (Rodriguez-Navarro and 
Ramos 1984; Haro, Banuelos et al. 1993) 
VTrk1_medium 1.62 1e-18 mol/s Estimated from (Rodriguez-Navarro and 
Ramos 1984; Haro, Banuelos et al. 1993) 
kTrk1 25 V
-2 Estimated from (Kuroda, Bihler et al. 2004) 
Kmhigh1,K 0.001 mM Estimated from (Haro and 
Rodriguez-Navarro 2002) 
Kmhigh1,Na 0.2 mM Estimated from (Haro and 
Rodriguez-Navarro 2002) 
Kmhigh2,K 0.014 mM (Haro and Rodriguez-Navarro 2002) 
Kmhigh2,Na 14.0 mM Estimated from (Haro and 
Rodriguez-Navarro 2002) 
Kmmedium1,K 0.04 mM Estimated from (Haro and 
Rodriguez-Navarro 2002) 
Kmmedium1,Na 0.4 mM Estimated from (Haro and 
Rodriguez-Navarro 2002) 
Kmmedium2,K 0.4 mM (Haro and Rodriguez-Navarro 2002) 
Kmmedium2,Na 4.0 mM (Haro and Rodriguez-Navarro 2002) 
KmTrk1,Ppz 1e-5 mM Estimated from (Haro, Banuelos et al. 1993; 
Ruiz, del Carmen Ruiz et al. 2004) 
KmTrk1,Cn 5*1e-6 mM Estimated from (Haro, Banuelos et al. 1993; 
Ruiz, del Carmen Ruiz et al. 2004) 
Trk2p 
VTrk2 7.2 1e-18 mol/s Estimated from (Rodriguez-Navarro and 
Ramos 1984) 
kTrk1 25 V
-2 Estimated from (Kuroda, Bihler et al. 
2004) 
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KmTrk2,K 10.0 mM Estimated from (Ko, Buckley et al. 1990) 
KmTrk2,Na 200.0 mM Estimated from (Ko, Buckley et al. 1990) 
KmTrk2,Ppz 1e-5 mM Estimated from (Haro, Banuelos et al. 1993; 
Ruiz, del Carmen Ruiz et al. 2004) 
KmTrk2,Cn 1e-5 mM Estimated from (Haro, Banuelos et al. 1993; 
Ruiz, del Carmen Ruiz et al. 2004) 
Ppz dependent K transporter (PKT1) 
gPkt1 6*1e+5 1e-18 G Estimated from (Madrid, Gomez et al. 1998; 
Ruiz, del Carmen Ruiz et al. 2004) 
KmPkt1,K 20.0 mM Estimated from (Ruiz, del Carmen Ruiz et al. 
2004) 
KmPkt1,Na 60.0 mM  
KmPkt1 1.3214*1e-5 mM  
*Note that the activity for each pump is calculated in 1e-18 mol/s instead of mol/s during the 
integration of the ODE system, in order to reduce numerical error in the ODE solver. 
 
Table 4.7 Parameters for the transcriptional module. 
Sub-module/ 
Parameters 
Value Unit Reference* 
Hog1 Model 
Hog1 4.4360*1e-4  Fitted to (Muzzey, Gomez-Uribe et al. 2009) 
h,Hog1 5.4752*1e-3  Fitted to (Muzzey, Gomez-Uribe et al. 2009) 
g,Hog1 1.6766*1e-2 s
-1 Fitted to (Muzzey, Gomez-Uribe et al. 2009) 
khHog1 0.0091 s
-1 Fitted to (Muzzey, Gomez-Uribe et al. 2009) 
CGpd1  6.773*1e-10 mM s
-1 Estimated from (Rep, Albertyn et al. 1999; Klipp, 
Nordlander et al. 2005) 
kGpd1,Hog1 5*1e-5 s
-1 Estimated from (Rep, Albertyn et al. 1999; Klipp, 
Nordlander et al. 2005) 
kGpd1,ph 3.9198*1e-4 s
-1 Fitted to (Muzzey, Gomez-Uribe et al. 2009) 
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kGpd1,gly 59023 mM s
-1 Fitted to (Muzzey, Gomez-Uribe et al. 2009) 
ktGpd1 0.0205 s
-1 (Klipp, Nordlander et al. 2005) 
KGPD 3.5084 mM s
-1 Fitted to (Muzzey, Gomez-Uribe et al. 2009) 
dmRNA,Gpd1 8.3333*1e-4 s
-1 Estimated from (Rep, Albertyn et al. 1999; Klipp, 
Nordlander et al. 2005) 
dGpd1 1.25*1e-4 s
-1 Estimated from (Rep, Albertyn et al. 1999; Klipp, 
Nordlander et al. 2005) 
KmGpd1 1.651*1e-8 mM Fitted to (Muzzey, Gomez-Uribe et al. 2009) 
adelay 4.32  Estimated from (Rep, Albertyn et al. 1999) 
bdelay -4374  Estimated from (Rep, Albertyn et al. 1999) 
Calcineurin Model 
CCa 1.5*1e-6 mM s
-1 Estimated from (Matsumoto, Ellsmore et al. 
2002) 
dCa 0.05 s
-1 Estimated from (Matsumoto, Ellsmore et al. 
2002) 
h_Ca_cyt 12  Estimated from (Nakamura, Liu et al. 1993; 
Matsumoto, Ellsmore et al. 2002) 
h_Ca_ext 3  Estimated from (Nakamura, Liu et al. 1993; 
Matsumoto, Ellsmore et al. 2002) 
kCa_cyt  5.0*1e-6 mM s
-1 Estimated from (Nakamura, Liu et al. 1993; 
Matsumoto, Ellsmore et al. 2002) 
kCa_ext  5.0*1e-6 mM s
-1 Estimated from (Nakamura, Liu et al. 1993; 
Matsumoto, Ellsmore et al. 2002) 
kCMD,a 1000  Fitted to (Starovasnik, Davis et al. 1993) 
kCMD,da 3.85*1e-3  Fitted to (Starovasnik, Davis et al. 1993) 
kCN,a 5.262e+7 mM
-3 s-1 Fitted to (Stemmer and Klee 1994) 
kCN,da 1.0 mM
-1 s-1 Fitted to (Stemmer and Klee 1994) 
kCNPpz,da 150.0 mM
-1 s-1 Fitted to (Ruiz, Yenush et al. 2003) 
KmCa_cyt 170.0 mM Estimated from (Nakamura, Liu et al. 1993; 
 148 
 
Matsumoto, Ellsmore et al. 2002) 
KmCa_ext 300.0 mM Estimated from (Nakamura, Liu et al. 1993; 
Matsumoto, Ellsmore et al. 2002) 
Rim101 Model 
CRim101 1.88*1e-7 mM s
-1 Estimated from (Ghaemmaghami, Huh et al. 
2003; Belle, Tanay et al. 2006) 
CRim8 1.86*1e-7 mM s
-1 Estimated from (Ghaemmaghami, Huh et al. 
2003; Belle, Tanay et al. 2006) 
CNrg1 1.9575*1e-007 mM s
-1 Estimated from (Ghaemmaghami, Huh et al. 
2003; Belle, Tanay et al. 2006) 
kRim,pH 3.162*1e-4  Estimated from (Lamb, Xu et al. 2001; Lamb and 
Mitchell 2003; Ikeda, Kihara et al. 2008) 
kRim101 0.0167 s
-1 Fitted to from (Ikeda, Kihara et al. 2008) 
dRim101 8.33*1e-4 s
-1 (Belle, Tanay et al. 2006) 
dRim8 7.67*1e-4 s
-1 (Belle, Tanay et al. 2006) 
dNrg1 0.0015 s
-1 Fitted to from (Belle, Tanay et al. 2006) 
KmRim101 0.003  Fitted to (Ikeda, Kihara et al. 2008) 
KmRim8 5*1e-5 mM Fitted to (Lamb, Xu et al. 2001; Lamb and 
Mitchell 2003) 
KmNrg1 2.5*1e-5 mM Fitted to (Lamb, Xu et al. 2001; Lamb and 
Mitchell 2003) 
h_Rim 2   
ENA1 Model 
CENA1,Nrg1 4.68*1e-6 mM s
-1 Estimated from (Holstege, Jennings et al. 1998; 
Ghaemmaghami, Huh et al. 2003) (Mendoza, 
Rubio et al. 1994) 
kENA1,Hog1 1.6*1e-7  Fitted to (Nakamura, Liu et al. 1993; Mendoza, 
Rubio et al. 1994) 
kENA1,Cn 3.2*1e-7  Fitted to (Nakamura, Liu et al. 1993; Mendoza, 
 149 
 
Rubio et al. 1994) 
ktEna1 0.0205 s
-1  
dENA1mRNA 8*1e-4 s
-1 Estimated from (Holstege, Jennings et al. 1998) 
dEna1 1.3333*1e-3 s
-1 Estimated from (Belle, Tanay et al. 2006) 
h_ENA1Nrg1 2  Estimated from (Lamb, Xu et al. 2001; Lamb and 
Mitchell 2003) 
KmENA1,Nrg1 3e-6 mM Estimated from (Lamb, Xu et al. 2001; Lamb and 
Mitchell 2003) 
KmENA1,CN 1.8606*1e-4 mM Fitted to (Nakamura, Liu et al. 1993; Mendoza, 
Rubio et al. 1994) 
KmENA1,Hog1 1.1199*1e-3 mM Fitted to (Nakamura, Liu et al. 1993; Mendoza, 
Rubio et al. 1994) 
 
4.5 Model simulation 
In previous sections, the construction and validation of the model are presented. In 
order to fully explore the dynamics of the model in different stress conditions and 
also to compare the simulated behaviour of each component of the system with 
existing understanding of the component in the literature, in this section, we 
simulate the model with NaCl, sorbitol or pH stresses. And comparisons of the 
simulation with previous published findings are discussed. 
 
4.5.1 NaCl stresses 
For NaCl stress, we simulated the model with either 0.4M (mild stress) or 0.8M NaCl 
(strong stress). The results are shown in Fig. 4.13-15. 
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Figure 4.13 The intracellular physiological parameters during 0.4M (dashed lines) and 
0.8M (solid lines) NaCl stresses.  
 
In Fig. 4.13, the cell stressed with 0.8M NaCl has a higher Na+ concentration and 
longer volume recovery time compared to the cell stressed with 0.4M NaCl. This is 
consistent with the general understanding of the cellular process (Rodriguez-Navarro 
2000; Hohmann, Krantz et al. 2007). The high Na+ concentration during 0.8M NaCl 
stress is mainly due to increased Na+ influx through the potassium transporters, i.e. 
Trk1p, Trk2p (Fig. 4.14) and Ptc1 (not shown). The longer volume recovery time is 
due to that it takes longer for the cell to synthesize glycerol (Fig. 4.15). The glycerol 
synthesis upregulation involves the Hog1p mediated activation of the glycerol 
production machinery (GPM) both at the post-translation level and at the 
transcriptional level. When the cell is challenged by 0.8M NaCl, the post-translational 
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upregulation of the GPM is not sufficient to counter-balance the external osmotic 
pressure. Therefore, induction of GPD1 mRNA is required for full volume recovery 
(‘GPD1 mRNA’ and ‘glycerol’ in Fig. 4.15).  
 
Figure 4.14 The activity of each transporter during 0.4M (dashed lines) and 0.8M (solid 
lines) NaCl stresses. The unit on the y-axis of each plot is 10
-18
 mol/s.  
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Figure 4.15 The dynamics of key molecules in the HOG pathway, the calcineurin 
pathway, the Rim101 pathway and Ena1p during 0.4M (dashed lines) and 0.8M (solid 
lines) NaCl stresses.  
 
In response to 0.8M NaCl stress, calcineurin pathway is activated and this activation 
leads to the transition of the Trk system from medium-affinity to high-affinity state to 
discriminate Na+ influx over K+ influx (Fig. 4.15). Note that although Trk system is 
switched to high affinity state, the high Na+ influxes through both Trk1p and Trk2p 
transporters observed under NaCl stresses (Fig. 4.14) are due to much higher 
extra-cellular Na+ compared to unstressed conditions. 
 
The simulated Ca2+ dynamics during NaCl stresses (Fig. 4.15) agrees with previous 
experimental study that Ca2+ level spikes in the first few minutes and returns to a 
new level that is higher than unstressed Ca2+ level (Matsumoto, Ellsmore et al. 2002). 
Elevation of Ca2+ level activates calmodulin and calcineurin, which leads to ENA1 
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induction.  
 
The ENA1 induction during NaCl stress is mediated by both Hog1p and calcineurin 
activation. As shown in Fig. 4.15, ENA1 mRNA is highly expressed in 0.8M NaCl stress. 
Stronger stress results in higher ENA1 induction. The highly expressed Ena1p serves 
as a major Na+ efflux system in long term adaptation to NaCl stress 
(Rodriguez-Navarro 2000; Arino, Ramos et al. 2010). Consistent with this 
understanding, model simulation shows that intracellular Na+ concentration is highly 
dependent on ENA1 mRNA (compare ‘Na+’ in Fig. 4.13 with ‘ENA1 mRNA’ in Fig. 
4.15). 
 
4.5.2 Sorbitol stresses 
In order to distinguish the stressed imposed by Na+ and high osmolarity, we 
simulated the model with sorbitol stress, in which the cell is only stressed by high 
external osmolarity. To gain comparable results with those obtained in the section 
above, we simulated the model with 0.8M and 1.6M sorbitol stresses, i.e. the same 
osmolarity with NaCl stresses performed. The results are shown in Fig. 4.16-4.18. 
 
In Fig. 4.16, the Na+ concentrations drastically increased at the beginning of sorbitol 
stresses, due to the decrease in cell volume. However, in contrast to the high level of 
intracellular Na+ during NaCl stresses, the Na+ concentrations decreased to low levels 
after 10-15 minutes upon stresses in both simulations. This decrease in Na+ 
concentration is due to both a low Na+ influx rate and a high Na+ efflux rate. As 
shown in Fig. 4.17, the influxes of Na+ through Trk transporters decreased to low 
levels during the first 10-15 minutes upon sorbitol stresses, whereas the effluxes of 
Na+ through Nha1p and Ena1p increased substantially.  
 
Another observation is that the activities of all transporters, the concentration of 
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signalling molecules, except for the levels of glycerol and glycerol production 
machinery, returned to their unstressed levels in long term (after the adaptation).  
 
 
Figure 4.16 The intracellular physiological parameters during 0.8M (dashed lines) and 
1.6M (solid lines) sorbitol stresses.  
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Figure 4.17 The activity of each transporter during 0.8M (dashed lines) and 1.6M (solid 
lines) sorbitol stresses. The unit on the y-axis of each plot is 10
-18
 mol/s. 
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Figure 4.18 The dynamics of key molecules in the HOG pathway, the calcineurin 
pathway, the Rim101 pathway and Ena1p during 0.8M (dashed lines) and 1.6M (solid 
lines) sorbitol stresses.  
 
The comparison between NaCl and sorbitol stresses above suggests that the Hog1p 
mediated glycerol production is essential for the response to high external osmolarity, 
and calcineurin activation and Ena1p induction are not necessary in the long term 
adaptation to sorbitol stress. These results are consistent with previous 
understanding about the roles of the HOG pathway (Hohmann 2002) and the 
calcineurin pathway (Nakamura, Liu et al. 1993; Matsumoto, Ellsmore et al. 2002). In 
terms of cell volume recovery, the simulated results show that the dynamical 
responses of Hog1p activation, GPD1 mRNA expression and glycerol production are 
the same in stresses with same external osmolarity, irrespective of the external 
osmolyte (compare Fig. 4.15 with Fig. 4.18). 
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4.5.3 pH stresses 
For pH stress, we simulated the model with pH 7 and pH 8 stress conditions. The 
results are shown in Fig. 4.19-21. 
 
Figure 4.19 The intracellular physiological parameters during pH 7 (dashed lines) and 
pH 8 (solid lines) stresses. 
 
In the simulation, intracellular pH is affected by changes in the extracellular pH, 
especially in pH 8 condition (Fig. 4.19), which is consistent with the findings in a 
recent experimental study (Orij, Postmus et al. 2009). The H+ influx decreased 
substantially under alkaline pH condition (Fig. 4.20), as a result of the disrupted H+ 
chemical potential across the plasma membrane (Fig. 4.19).  
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Figure 4.20 The activity of each transporter during pH 7 (dashed lines) and pH 8 (solid 
lines) stresses. The unit on the y-axis of each plot is 10
-18
 mol/s. 
 
The level of cytosolic Ca2+ drastically increased upon alkaline stress and returned to 
unstressed Ca2+ level after a few minutes (Fig. 4.20). The simulated Ca2+ dynamics 
generally agree with experimental measurements shown in (Viladevall, Serrano et al. 
2004). 
 
Under pH 8 stress, increased cytosolic Ca2+ level triggers activation of calcineurin, 
which leads to the transition of Trk system from the medium affinity to the high 
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affinity state (downward spikes in Trk transporter activities during the first 20 
minutes in Fig. 4.20). And this transition leads to membrane depolarization at the 
beginning of the stress (Fig. 4.19). 
 
 
Figure 4.21 The dynamics of key molecules in the HOG pathway, the calcineurin 
pathway, the Rim101 pathway and Ena1p during pH 7 (dashed lines) and pH 8 (solid 
lines) stresses.  
 
In Fig. 4.21, ENA1 mRNA is highly expressed (>20-fold) under pH 8 stress, whereas it 
is upregulated only slightly (~2-fold) under pH 7 stress. This result is in agreement 
with several experimental measurements (Lamb, Xu et al. 2001; Ikeda, Kihara et al. 
2008). As a result of Ena1p upregulation, intracellular Na+ concentrations are kept at 
a low level. In addition, Ena1p induction hyperpolarized the membrane potential in 
the long term adaptation (Fig. 4.19). And this increase in electric potential partially 
restored the rate of H+ uptake (Fig. 20).  
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From the results above, external pH 7 (neutral) condition impose mild stress on the 
intracellular physiological processes, and the cellular response is minimal. In contrast, 
under external pH 8 (alkaline) condition, intracellular pH increases substantially and 
the rate of H+ uptake is drastically reduced. And the cellular response is stronger, 
which involves full activation/induction of the calcineurin pathway, the Rim101 
pathway and Ena1p expression. 
 
4.5.4 Testing assumptions 
In order to test whether some of the assumptions made during the model 
construction have substantial impacts on the model behaviour, in this section, we 
analyze the sensitivity of the model dynamics to variations of the assumptions. Two 
assumptions are tested: 1) the assumption on the calculation of surface area during 
osmotic stress, and 2) the assumption on the reaction rates of signalling transduction 
and concentration change of signalling molecules during osmotic stress.  
 
4.5.4.1 Assumption on surface area under osmotic stress 
In the model construction, we assumed that the shape of cell is sphere and the 
surface area of the cell is calculated from the cell volume, i.e. the decrease in cell 
volume decreases cell surface area during osmotic stress. However, indirect evidence 
suggests the cell membrane does not shrink/expand much (Glaser 2001), as 
discussed in Section 4.3.1.1. Here, we simulate both the integrated model (the 
‘original model’) and the model with constant surface area assumption (the ‘constant 
surface model’), and compare the dynamics of the membrane potentials in these two 
models under 0.8M NaCl stress. 
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Figure 4.22 The dynamics of the membrane potential during 0.8M NaCl stress are 
similar in models with different assumptions on the calculation of cell surface area. The 
simulation results for four models are compared. The integrated model (‘the original model’) 
assumes cell surface area changes with the change in cell volume. Other three models 
assume cell surface area is always constant. The surface areas in these three models are 
normal cell surface area (dotted and dashed line), 10% of normal cell surface area (dotted line) 
and 10-fold of normal cell surface area (dashed line). Note that the curves for ‘the original 
model’, ‘constant surface’ model and ‘constant surface*0.1’ model are aligned together. 
 
As shown in Fig. 4.22, there are negligible differences between the dynamics of the 
membrane potentials in the ‘original model’ and the ‘constant surface’ model where 
the surface area is set to be constant (note that the curves for the original model and 
for the model with normal constant surface aligned together). We also compared the 
dynamics of other components in the ‘original model’ with the components in the 
‘constant surface’ model, and the differences are also negligible (not shown). 
 
We further tested the sensitivity of the membrane potential to changes in membrane 
surface area for the model with constant surface. The changes in the membrane 
potentials are notable when the surface area increases 10-fold (10-fold increase is 
not realistic for cell membranes), whereas the change is minimal when the surface 
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area decreases (Fig. 4.22).  
 
Briefly, the reason for this negligible difference can be explained as following. The 
fluxes of ions across membrane can be divided into two categories: 1) fluxes 
through transporters and 2) fluxes through the lipid bilayer of the plasma 
membrane (leakage). The transporter activities actively set/regulate the 
membrane potential, whereas fluxes through the lipid bilayer are determined by 
the membrane potential (Keener and Sneyd 2009). In yeast cells, the fluxes 
through lipid bilayer are negligible compared to fluxes through transporters. A 
change in surface area only alters the rate of fluxes through lipid bilayer. Therefore, 
decreasing or slightly increasing the surface area of the cell has only negligible 
effect on the membrane potential.  
 
From analysis above, we conclude that the dynamics of the integrated model is not 
dependent on the assumption made in calculating the surface area of the cell, and 
the dynamics of the membrane potential observed in simulations are mainly 
regulated by transporter activities. 
 
4.5.4.2 Assumption on rate of signalling under osmotic stress 
In the sub-models for the calcineurin pathway and the Rim101 pathway, the changes 
in concentrations of the signalling molecules and the changes in the rate of signalling 
transduction are not considered during osmotic stress, since it is not clear what 
overall impacts of the drastic volume decrease are on the signal transduction of 
signalling pathways. Here, we analyze the impact of increasing or decreasing 
signalling rates on the dynamics of the key component in the transcriptional 
regulation, Ena1p. And to test if the dynamics of the model is highly dependent on 
the concentration changes in signalling molecules during osmotic stress, we compare 
the result of the integrated model (the ‘original model’) with the result of the model 
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considering the changes in concentrations of the signalling molecules (the 
‘concentration’ model). 
 
For the models with altered signalling parameters, we changed all the signalling rate 
constants in the sub-models for the calcineurin pathway, the Rim101 pathway and 
Ena1p expression to 50% or 2-fold of its original value. For the model considering 
concentration change of the participant molecules, we keep track on the absolute 
amount of the each molecule, and the concentration of each molecule is used when 
calculating the time derivative of the molecules in the ODEs at each integration step. 
 
As shown in Fig. 4.23A, the differences in Na+ concentrations are negligible for the 
‘original model’ and the ‘concentration model’ (the curves in the figure are aligned 
together). And we also compared other components in the system, and no notable 
differences found (not shown). Therefore, we conclude whether or not considering 
the concentration change in signalling molecules does not have notable impacts on 
the dynamics of the model. 
 
For the impact of changes in signalling rates, higher signalling rates result in lower 
Na+ levels and sharper response in Ena1p expression during the adaption to NaCl 
stress, although the equilibrium Na+ and Ena1p levels are the same for all models 
simulated (Fig. 4.23).  
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Figure 4.23 The dynamics of intracellular Na
+
 concentration (A) and Ena1p expression 
(B) during 0.8M NaCl stress for models with different assumptions on the concentration 
of signalling molecules and the rates of signalling transduction. The simulation results for 
four models are compared. The integrated model (‘the original model’) assumes signalling 
rates does not change and does not consider concentration change in signalling molecules 
during osmotic stress. The ’concentration’ model considers concentration changes in 
signalling molecules and assumes signalling rates does not change. The ‘signalling 
parameters*0.5’ model and ‘signalling parameters*2’ model does not consider concentration 
change in signalling molecules and assumes the signalling rates to be 50% and 2-fold of their 
original rates, respectively. 
 
4.6 Model predictions 
4.6.1 Hog1p phosphorylation of Nha1p and Tok1p 
The high intracellular Na+ levels at the beginning of NaCl stress can cause 
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transcription factors to dissociate from DNA. Phosphorylation of plasma membrane 
localized Nha1p and Tok1p by phosphorylated Hog1p (P-Hog1p) decreases 
intracellular Na+, and thereby facilitates transcription factor rebinding to DNA (Proft 
and Struhl 2004). We therefore investigated the effect of Hog1p on Nha1p and Tok1p 
activity. To do this we modelled the P-Hog1p-Nha1p and P-Hog1p-Tok1p interactions 
using an exponential decay function with a half life of 150 seconds (see Section 
4.3.1.3). Previous studies have suggested that phosphorylation by P-Hog1p increases 
the Na+ efflux activity of Nha1p (Proft and Struhl 2004; Kinclova-Zimmermannova 
and Sychrova 2006), the model emulated this (data not shown). However, the effect 
of Hog1p phosphorylation on Tok1p is unknown. To define this we simulated three 
scenarios: that P-Hog1p activates Tok1p; that there is no interaction between 
P-Hog1p and Tok1p, or that P-Hog1p inhibits Tok1p. Simulations with Tok1p inhibited 
by P-Hog1p in the initial adaptation period attained a lower level of intracellular Na+ 
compared with the other two scenarios, suggesting Tok1p activity is inhibited by 
P-Hog1p phosphorylation (Fig. 4.24). Previous experimental work has shown that 
there was residual K+ efflux observed in the first 40 minutes of the osmotic stress 
(Kinclova-Zimmermannova and Sychrova 2006). This suggests K+ efflux through both 
Nha1p and Tok1p is inhibited during this period, which is consistent with the model 
prediction on the inhibition role of Tok1p by P-Hog1p. 
 
 166 
 
 
Figure 4.24 Tok1p has to be down regulated by P-Hog1p phosphorylation in NaCl stress 
in order to obtain a lower intracellular Na
+
. Time course simulations in 0.4M NaCl stress 
showing the effects of 3 hypotheses: 1) P-Hog1p activates Tok1p (gray dashed line), 2) No 
Hog1p-Tok1p interaction (gray dotted line), 3) P-Hog1p inhibits Tok1p activity (solid line). 
Initial conditions are 3mM K
+
, 10mM Na
+
 and pH 6.5. 
 
We then compared the intracellular Na+ concentration in wild type, nha1, tok1 and 
hog1 mutants plus a hypothetical strain (mut1) without interactions between 
P-Hog1p and Nha1p or Tok1p. It can be seen from Fig. 4.25 that the intracellular Na+ 
concentration was higher in the nha1 mutant than other strains under normal 
growth conditions due to a reduced Na+ efflux capacity. This resulted in a much 
higher intracellular Na+ concentration at the onset of NaCl stress in the nha1 mutant 
compared to wild type cells. The hog1 mutant also showed a notably higher 
intracellular Na+ level during the first 50 minutes of stress, due to the inability to 
restore cell volume. These results offer explanations as to why it takes longer for 
hog1 and nha1 strains to restore transcriptional activity at the beginning of NaCl 
stress (Proft and Struhl 2004). Abolishing P-Hog1p interaction with both Nha1p and 
Tok1p resulted in almost 50mM higher intracellular Na+ concentration than the wild 
type during the first 30 minutes of the stress, in which case, the restoration of 
transcription activity would be prolonged. The tok1 mutant had a lower Na+ level as 
well as a depolarized membrane (due to the inability of the cell to establish the 
membrane potential) than the wild type under both unstressed growth conditions 
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and NaCl stress conditions (Fig. 4.25 and data not shown).   
 
 
Figure 4.25 Time course simulations of Na
+
 concentration in wild type cell and mutant 
cells under 0.4M NaCl stress. Initial external ionic concentrations (before time point 0) are 
pH6.5, 3mM K
+
 and 10mM Na
+
. Intracellular Na
+
 concentrations in wild type (solid black line), 
nha1 (green dashed line), tok1 (red dashed line), hog1 (light blue dashed line) and a 
hypothetical mutant mut1 (purple dashed line) strain in which the interaction of P-Hog1p with 
Nha1p and Tok1p is blocked. 
 
Since the tok1 mutant has previously been shown to be slower in restoring 
transcription activity than wild type cells (Proft and Struhl 2004), we reason that 
disruption of Tok1p may induce other defects that are not investigated in this study. 
The intracellular Na+ concentration in the wild type was notably higher after 60 
minutes than at the onset of the stress, suggesting that other mechanisms may 
regulate the nuclear Na+, for example, the involvement of the vacuole.  
 
Hence, the analyses above demonstrate that the integrated model can be used to 
understand the role that an individual component plays and predict the behaviour of 
mutants, both extant and hypothetical strains 
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4.6.2 The role of calcineurin 
Activation of calcineurin pathway has been shown to be necessary for the adaptation 
to both NaCl and alkaline pH stresses. In order to quantitatively understand the role 
calcineurin plays in both the short term and long term adaptation process, we 
simulated the model under NaCl and alkaline pH stress conditions with or without 
calcineurin activity. Experimentally, blockage of calcineurin activity is usually 
achieved through 1) knocking out either CNB1 gene or both CNA1,2 genes, 2) 
addition of calcineurin inhibitor, FK506. For simplicity, the term ‘addition of FK506’ is 
used for simulations without calcineurin activity. Nonetheless, the results here can be 
applied to cnb1 or cna1,2 strains. 
NaCl stress 
To investigate the role calcineurin plays in NaCl stress, the model was simulated for 
wild type cells exposed to 0.8M NaCl in the presence or absence of the calcineurin 
inhibitor, FK506.  
 
For cells without FK506 treatment, intracellular Na+ and K+ concentrations increased 
over 3-fold at the onset of NaCl stress (Fig. 4.26A), concomitant with a decrease of 
cell volume (Fig. 4.26D). Such a high intracellular Na+ concentration (around 250mM) 
disrupts proper functioning of many cellular processes (Rodriguez-Navarro 2000; 
Proft and Struhl 2004). In addition, membrane potential drastically decreased at the 
same time as a result of both calcineurin activation and Tok1p inhibition by 
phosphorylated cytosolic Hog1p (Fig. 4.26G). The consequence of this is decreased 
secondary transporter activity. This has important implications at the onset of stress 
when the nature of external challenge is unknown to the cell; membrane 
depolarization serves as a protective response, which we argue is a general strategy 
employed by the cell as an immediate response to external ionic perturbations to 
prevent uptake of potentially toxic compounds in the newly changed environment. 
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Addition of FK506 almost abolished this decrease in membrane potential (Fig. 4.26G), 
suggesting that in addition to the transcriptional response (Cyert 2003), calcineurin 
activation also plays an important role in the initial adaptation process.  
 
Activation of Hog1p leads to recovery of cell volume and a higher Na+ efflux via 
phosphorylation of Nha1p and Tok1p (see below), resulting in a sharp decrease in 
Na+ concentration. However, after 10 minutes, the membrane potential was restored 
(resulting in increased Na+ influx), consequently Na+ concentration again started to 
increase (Fig. 4.26A and G). The Na+ concentration decreased again at 50 minutes, as 
a result of up-regulation of Ena1p and at 70 minutes, with cell volume restored, Na+ 
concentrations approached a steady state of ~180mM in the absence of FK506, and 
~250mM in the presence of the calcineurin inhibitor. This steady state Na+ 
concentration is highly dependent on Ena1p expression (Fig. 4.26A and D).  
 
In the cells treated with FK506, the steady state level of intracellular Na+ before 
imposing stresses (t<0) was slightly higher than cells without treatment (Fig. 4.26A-C). 
This is as a result of low-level calcineurin activation in wild type cells (basal 
conditions in the model are 10mM Na+, 3mM K+), resulting in a small proportion of 
the Trk system being in the high affinity state. Upon exposure to 0.8M NaCl, 
calcineurin activity was inhibited in FK506 treated cells, resulting in decreased 
induction of Ena1p, less Trk transporters in the high affinity state and a steady state 
intracellular Na+ concentration over 15-fold higher than the K+ concentration.  
Hence our model provides possible mechanisms underpinning the immediate and 
long-term adaptation to salt stress and explains why cells treated with FK506 do not 
show any defect in normal growth conditions, while they are unable to survive in 
high Na+ stress, a result that has previously been shown experimentally (Nakamura, 
Liu et al. 1993). 
 
 170 
 
 
Figure 4.26 Time course simulations of 0.8M NaCl, 1.6M osmotic and pH8.0 alkaline 
stress responses in wild type cells with or without the calcineurin inhibitor, FK506. 
Initial external ionic concentrations (before time point 0) are pH 6.5, 3 mM K
+
 and 10 mM Na
+
. 
(A,B,C) Intracellular K
+
 (black lines) and Na
+
 (red lines) concentrations in untreated (solid lines) 
and FK506 treated cells (dashed lines) during 0.8M NaCl stress (A), 1.6M sorbitol stress (B) 
and alkaline pH8 stress (C). (D,E,F) Cell volume (orange lines) and Ena1p expression (light 
blue lines) in wild type cells without (solid lines) and with FK506 (dashed lines) during 0.8M 
NaCl stress (D), 1.6M sorbitol stress (E) and alkaline pH8 stress (F). Addition of FK506 does 
not have any effect on cell volume. (G,H,I) Membrane potentials (M.P.) in wild type cells 
without (solid green lines) and with FK506 (dashed green lines) during 0.8M NaCl stress (G), 
1.6M sorbitol stress (H) and alkaline pH8 stress (I). 
 
Alkaline pH stress 
The calcineurin pathway is essential for adaptation to alkaline stress and calcineurin 
activates many of the genes involved in cell wall remodelling and response to 
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nutrient starvation (Serrano, Ruiz et al. 2002; Viladevall, Serrano et al. 2004). In the 
simulation, intracellular Na+/K+ concentrations showed negligible differences in cells 
grown in the presence or absence of FK506 (Fig. 4.26C), suggesting that calcineurin 
activation is not necessary for cation homeostasis in alkaline adaptation. Since in 
addition to the ionic stress response, calcineurin activation is involved in triggering 
nutrient starvation responses, cell wall stress responses (Serrano, Ruiz et al. 2002; 
Yoshimoto, Saltsman et al. 2002; Viladevall, Serrano et al. 2004; Ruiz, Serrano et al. 
2008), it is possible that the main function of calcineurin activation in alkaline 
adaptation is to activate nutrient and cell wall stress responses rather than to 
maintain ion homeostasis. 
 
4.6.3 Ena1p induction at alkaline condition 
In acidic and neutral growth environments, yeast cells make use of the proton 
gradient created by the Pma1 H+-ATPase as an energy source for nutrient uptake (van 
der Rest, Kamminga et al. 1995). An increase in the external pH disrupts this proton 
gradient and reduces the solubility of a variety of nutrients. It has been shown that 
several electrogenic transporters that use the electro-chemical gradient as an energy 
source are up-regulated in alkaline conditions (Lamb, Xu et al. 2001; Serrano, Ruiz et 
al. 2002), and therefore, the membrane potential becomes an important energy 
source in alkaline environments.  
 
Simulation results show that at pH 8.0 Ena1p expression is increased, intracellular 
Na+ is reduced and there is a notable increase in the membrane potential. It has been 
suggested that Ena1p functions as a major Na+ efflux route instead of Nha1p in 
alkaline conditions (Banuelos, Sychrova et al. 1998) as it is up-regulated 20-fold at pH 
8.0 (Lamb, Xu et al. 2001; Platara, Ruiz et al. 2006). Model analysis, however, showed 
that a 4-fold increase in Ena1p expression was sufficient to maintain low intracellular 
Na+ in the absence of Nha1p at pH 8.0 (Fig. 4.27), suggesting the observed ~20-fold 
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Ena1p induction in alkaline stress is not necessary for cation homeostasis. An 
intriguing speculation is that 20-fold Ena1p induction under alkaline conditions 
serves mainly to establish a higher membrane potential to compensate for the loss of 
energy from the proton gradient, thereby, maintaining normal uptake of nutrients 
through secondary transporters.  
 
 
Figure 4.27 Four-fold Ena1p induction is sufficient to maintain non-toxic intracellular 
Na
+
/K
+
 ratio in the absence of Nha1p activity under alkaline pH condition. Steady state 
intracellular N
+
/K
+
 ratio in log scale (black solid line) with different Ena1p activity at alkaline 
pH8 condition in the absence of Nha1p activity. Four-fold Ena1p induction results in 
intracellular Na
+
/K
+
 ratio less than 1 (gray dashed line, log2(Na
+
/K
+
)=0). External ionic 
concentrations in the simulation are set to be 3mM K
+
 and 10mM Na
+
. 
 
4.7 Steady state analysis and sensitivity analysis 
4.7.1 Steady state analysis 
In order to investigate the impact of different external ionic perturbations on the 
intracellular physiological properties, we analyzed the steady state values of the 
membrane potential, intracellular Na+/K+ ratio and intracellular pH by varying each 
combination of two of the three external ionic concentrations, K+, Na+ and H+. The 
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results are shown in Fig. 4.28. Elevation of either extracellular K+ or Na+ depolarized 
the cell membrane and increases intracellular pH, with K+ having a greater impact (Fig. 
4.28A,B).  The intracellular Na+/K+ ratio was around 1 when extracellular Na+/K+ 
ratio is in the range of 10-100, which is consistent with previous estimates (Haro, 
Banuelos et al. 1993) (Fig. 4.28C). Increased external pH decreases the intracellular 
Na+/K+ ratio due to Ena1p activation (Fig. 4.28F, I). A combination of high K+ and 
alkaline pH stresses resulted in a higher than normal intracellular pH and a 
depolarized membrane potential (Fig. 4.28G,H), suggesting this combination of 
stresses may disrupt the maintenance of intracellular pH and normal nutrient 
acquisition. 
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Figure 4.28 Heat maps showing the impact of variations in two external ionic 
concentrations on the intracellular physiological parameters. (A,B,C) Impact of varying 
external K
+
 and Na
+
 concentrations on membrane potential (A), intracellular pH (B) and 
intracellular Na
+
/K
+
 ratio (C). External pH is kept at 6.5. (D,E,F) Impact of varying external Na
+
 
concentration and pH on membrane potential (D), intracellular pH (E) and intracellular Na
+
/K
+
 
ratio (F). External K
+
 is kept at 3mM. (G,H,I) Impact of varying external K
+
 concentration and 
pH on membrane potential (G), intracellular pH (H) and intracellular Na
+
/K
+
 ratio (I). External 
Na
+
 is kept at 10mM. 
 
4.7.2 Sensitivity of each pump 
To understand the role each transporter plays under different stress conditions, we 
varied the activity of each transporter when unstressed and under four stress 
conditions (osmotic stress, NaCl stress, KCl stress and alkaline pH stress). As shown in 
Fig. 4.29-4.33, varying Pma1p activity had a substantial impact on intracellular pH 
and membrane potential under all five conditions investigated except for the 
membrane potential under NaCl stress, which highlights the importance of this pump 
in ion homeostasis (McCusker, Perlin et al. 1987; Vallejo and Serrano 1989). In 
addition to Pma1p, intracellular pH was also sensitive to Nha1p activity, which 
suggests a major role for Nha1p in maintaining intracellular pH. Indeed, previous 
work has shown that Nha1p activity is increased under intracellular alkalinisation 
(Banuelos, Sychrova et al. 1998).  Furthermore, under KCl stress, variation of Nha1p 
activity had a substantial impact on all three physiological parameters investigated, in 
agreement with the crucial role of Nha1p in adaptation to KCl stress proposed 
previously (Banuelos, Sychrova et al. 1998).  
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Figure 4.29 Sensitivity of membrane potential (A), intracellular pH (B) and intracellular 
Na
+
/K
+
 ratio (C) to the variation in each pump under unstressed growth condition (3mM 
K
+
, 10mM Na
+
, pH6.5). The activity of each pump is varied as fold changes (x-axis) while the 
activities of other pumps are kept unchanged. The steady state values are shown on y-axis. 
Figure legend on the right indicates the transporter varied. 
 
 
Figure 4.30 Sensitivity of membrane potential (A), intracellular pH (B) and intracellular 
Na
+
/K
+
 ratio (C) to the variation in each pump under 1.6M pure osmotic stress condition 
(3mM K
+
, 10mM Na
+
, pH6.5, 1.6M external osmolyte). The activity of each pump is varied as 
fold changes (x-axis) while the activities of other pumps are kept unchanged. The steady state 
values are shown on y-axis. Figure legend on the right indicates the transporter varied. 
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Figure 4.31 Sensitivity of membrane potential (A), intracellular pH (B) and intracellular 
Na
+
/K
+
 ratio (C) to the variation in each pump under 0.8M NaCl stress condition (3mM K
+
, 
0.8M Na
+
, pH6.5). The activity of each pump is varied as fold changes (x-axis) while the 
activities of other pumps are kept unchanged. The steady state values are shown on y-axis. 
Figure legend on the right indicates the transporter varied. 
 
 
Figure 4.32 Sensitivity of membrane potential (A), intracellular pH (B) and intracellular 
Na
+
/K
+
 ratio (C) to the variation in each pump under 0.8M KCl stress condition (0.8M K
+
, 
10mM Na
+
, pH6.5). The activity of each pump is varied as fold changes (x-axis) while the 
activities of other pumps are kept unchanged. The steady state values are shown on y-axis. 
Figure legend on the right indicates the transporter varied. 
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Figure 4.33 Sensitivity of membrane potential (A), intracellular pH (B) and intracellular 
Na
+
/K
+
 ratio (C) to the variation in each pump under alkaline pH stress condition (0.8M 
K
+
, 10mM Na
+
, pH8.0). The activity of each pump is varied as fold changes (x-axis) while the 
activities of other pumps are kept unchanged. The steady state values are shown on y-axis. 
Figure legend on the right indicates the transporter varied. 
 
Trk1p was identified as the other transporter with a high impact on membrane 
potential and intracellular pH under all five conditions (Fig. 4.29-4.33). Surprisingly, 
increases in Trk1p activity resulted in an increase in intracellular Na+/K+ ratio in the 
model under Na+ abundant conditions, which contradicts its role as a high affinity 
transporter. The reason for this apparent discrepancy is that in the model, the 
increase in Trk1p activity depolarizes the plasma membrane, and thus, triggers K+ 
efflux through Tok1p.  Since both K+ and Na+ enter the cell via Trk1p and only K+ is 
pumped out through Tok1p, higher Trk1p activity causes Na+ to accumulate.  
Further analysis revealed that abolishing Tok1p activity resulted in a much lower 
membrane potential and better tolerance to high Na+ (for example, see Fig. 4.25).  
This suggests that it is likely that in addition to the predicted Hog1p inhibition on 
Tok1p at the initial adaptation period, Tok1p activity is also inhibited in the long-term 
adaptation to high Na+ environments, although we do not model this explicitly.  
 
4.7.3 Sensitivity of gene regulation 
In order to identify the most influential components in the model on regulating ion 
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homeostasis under different conditions, Latin hypercube sampling and partial rank 
correlation coefficient  (LHS-PRCC) sensitivity analysis (Marino, Hogue et al. 2008) 
was performed on the parameters for the post-translational regulation and 
gene-regulation at steady state. 
 
The parameter sampling was performed on a log scale with upper and lower bounds 
being 0.2-fold and 5-fold of their nominal values, respectively, for Michaelis-Menten 
constants (Km). For other parameters in the model and a dummy parameter that 
does not play any role in the model), the upper and the lower bounds were 0.5-fold 
and 2-fold of their nominal values, respectively. The samples were generated from a 
uniform probability generating function on a log scale for all parameters. For each 
environmental condition, 1000 samples were generated. The model was integrated 
(solved) with each set of sample parameters. The values at steady state (1000 
minutes after stress) were collected for PRCC analysis. The resulting sensitivity for 
each parameter in the model was then compared to the sensitivity of the dummy 
parameter, in order to test whether it is significantly different from zero (the dummy 
parameter) in terms of statistics. The p-value for the sensitivity can be obtained from 
t-test (see Section 3.3.5 for details). The sensitivity of each parameter in different 
stress conditions are shown in Table 4.8, and those sensitivity values that are 
significantly different from zero are shown in shaded area. 
 
As shown in Table 4.8, in general, the intracellular physiological parameters, i.e. 
membrane potential, intracellular Na+ concentration, and intracellular pH, are not 
sensitive to changes in parameters in the Hog1p activation sub-model under different 
stress conditions, including sorbitol, NaCl and KCl stresses. Since imperfect 
adaptation of Hog1p activation and cell volume recovery result in changes in cell 
volume which would have profound impact on intracellular K+/Na+ concentration, the 
low sensitivity of the Hog1p activation sub-model suggests that the cellular 
adaptation to high osmolarity mediated by the HOG pathway is very robust to 
variations in reaction rates,. This is in agreement with experimental investigations 
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showing that altering the rate of HOG pathway signalling or blocking Hog1p nuclear 
localization did not prevent cell volume recovery (Westfall, Patterson et al. 2008; 
Macia, Regot et al. 2009; Muzzey, Gomez-Uribe et al. 2009).  
 
The intracellular physiological parameters are very sensitive to variations in 
parameters in the calcineurin pathway under NaCl stress condition. In addition, 
changes in the two parameters maintaining cytosolic Ca2+ level (the production term, 
CCa, and release term, dCa) have substantial impacts on intracellular physiological 
parameters under all conditions simulated. This is in agreement with the important 
role Ca2+ plays in intracellular ion homeostasis (Cunningham and Fink 1994; Cyert 
2003). And since the model for Ca2+ dynamics is greatly simplified in this study, a 
better description of the Ca2+ transport and dynamics are needed to be incorporated 
into the model in future study. 
 
The sensitivity analysis shows that parameter variations in the sub-model describing 
the Rim101 pathway have substantial impacts on intracellular physiological 
parameters in general. In the integrated model, the Rim101 pathway exerts its impact 
on intracellular physiological parameters through transcriptional upregulation of 
ENA1 mRNA production. In addition, parameters describing the regulation of the 
calcineurin pathway on ENA1 expression also have high sensitivity values. This 
highlights the importance of Ena1p in regulating intracellular physiological 
parameters, which indirectly explains the reason why Ena1p is a target for regulation 
under many different stresses (Ruiz and Arino 2007). 
 
For the parameters describing the post-translational regulation, we found that those 
parameters describing the regulation of Trk transport system have high impacts on all 
three intracellular physiological parameters, which is consistent with the important 
role Trk system plays in ion homeostasis (Madrid, Gomez et al. 1998; Yenush, Mulet 
et al. 2002; Yenush, Merchan et al. 2005).  
 
  
 
Table 4.8 Parameters sensitivities (LHS-PRCC) for post-translational modification and gene regulation modules*. 
Parameters/ 
sub-model 
Normal 1.6M Osmotic 0.8M NaCl 0.8M KCl pH8.0 
MP pH Na/Ka MP pH Na/Ka MP pH Na/Ka MP pH Na/Ka MP pH Na/Ka 
The HOG pathway 
Hog1 -0.1312  0.1364  -0.0195  -0.0607  0.0656  0.0032  -0.0185  0.0195  -0.0174  -0.0784  0.0858  -0.0705  -0.0583  0.0743  0.0379  
h,Hog1 -0.0843  0.0899  -0.0118  -0.2045  0.2163  0.0068  -0.0575  0.0632  0.0071  -0.0568  0.0715  -0.0872  -0.0405  0.0444  -0.0302  
g,Hog1 -0.2132  0.2230  -0.0364  -0.3405  0.3588  -0.0003  -0.1173  0.1267  -0.0455  -0.1347  0.1576  -0.1123  -0.0918  0.1118  -0.0226  
khHog1 0.0316  -0.0337  0.0312  0.1526  -0.1611  -0.0240  0.0372  -0.0398  0.0142  0.0457  -0.0555  0.0458  0.0679  -0.0710  0.0622  
CGpd1  0.0207  -0.0209  -0.0304  0.0483  -0.0509  -0.0134  0.0514  -0.0531  0.0300  -0.0040  0.0003  -0.0116  -0.0285  0.0272  -0.0090  
kGpd1,Hog1 0.0149  -0.0144  -0.0036  0.0311  -0.0327  0.0184  -0.0323  0.0312  -0.0467  0.0199  -0.0218  -0.0111  -0.0568  0.0676  -0.0082  
kGpd1,ph 0.0149  -0.0187  -0.0455  0.1774  -0.1883  -0.0146  0.0372  -0.0428  -0.0020  0.0628  -0.0788  0.0545  0.0461  -0.0498  -0.0062  
kGpd1,gly 0.0352  -0.0371  -0.0168  0.3140  -0.3267  -0.0090  0.0926  -0.0993  0.0240  0.1572  -0.1757  0.1337  0.0132  -0.0195  0.0363  
ktGpd1 0.0503  -0.0495  0.0447  0.0738  -0.0774  0.0150  0.0523  -0.0520  0.0422  -0.0044  0.0013  -0.0117  -0.0063  -0.0009  -0.0135  
KGPD 0.2355  -0.2466  -0.0154  0.0256  -0.0238  0.0508  0.0670  -0.0663  0.0843  0.0693  -0.0687  0.0391  0.0924  -0.1070  0.0407  
dmRNA,Gpd1 -0.0462  0.0429  -0.1009  -0.0395  0.0400  -0.0135  -0.0641  0.0653  -0.0512  -0.0016  0.0033  0.0287  -0.0197  0.0133  0.0099  
dGpd1 -0.0198  0.0215  -0.0005  0.0317  -0.0290  0.0071  -0.0323  0.0333  -0.0078  0.0114  -0.0106  0.0071  -0.0124  0.0118  -0.0577  
KmGpd1 0.0075  -0.0094  0.0025  -0.0671  0.0684  0.0302  0.0437  -0.0437  0.0246  -0.0334  0.0373  -0.0118  -0.0101  0.0104  0.0163  
  
 
adelay 0.0588  -0.0590  0.0471  -0.1279  0.1338  -0.0349  -0.0350  0.0382  -0.0215  -0.0824  0.0915  -0.0443  0.0478  -0.0460  0.0083  
bdelay 0.0089  -0.0080  -0.0460  -0.0353  0.0397  -0.0138  -0.0341  0.0360  -0.0276  -0.0001  0.0085  0.0346  -0.0075  0.0074  0.0422  
The calcineurin pathway 
CCa -0.1241  0.1220  -0.5517  -0.1078  0.1042  -0.4967  -0.2243  0.2224  -0.2897  -0.2952  0.2912  -0.4858  0.0769  -0.0805  -0.5072  
dCa 0.1555  -0.1539  0.5731  0.0825  -0.0821  0.4974  0.5558  -0.5544  0.6468  0.2691  -0.2648  0.4673  -0.1578  0.1528  0.4957  
h_Ca_cyt 0.0016  -0.0019  -0.0137  0.0402  -0.0398  0.0207  -0.0248  0.0243  -0.0103  0.0087  -0.0063  0.0375  -0.0119  0.0105  -0.0241  
h_Ca_ext 0.0419  -0.0422  0.0992  0.0284  -0.0277  0.0104  0.0080  -0.0079  -0.0014  0.0286  -0.0267  0.0345  -0.0286  0.0260  0.0094  
kCa_cyt -0.0040  0.0045  0.0244  -0.0254  0.0257  -0.0350  -0.1161  0.1174  -0.1444  0.0458  -0.0458  0.0322  0.0016  0.0003  0.0353  
kCa_ext  0.0181  -0.0176  0.0148  -0.0105  0.0101  -0.0133  -0.1988  0.1977  -0.2649  0.0243  -0.0220  0.0322  -0.0800  0.0751  -0.0931  
kCMD,a -0.1234  0.1228  -0.3539  -0.0630  0.0599  -0.3394  -0.3345  0.3334  -0.4183  -0.1002  0.1008  -0.2592  0.0870  -0.0929  -0.2496  
kCMD,da 0.1042  -0.1035  0.3710  0.0433  -0.0426  0.3332  0.2969  -0.2953  0.3853  0.1572  -0.1528  0.3161  -0.1038  0.1034  0.2611  
kCN,a -0.0596  0.0585  -0.1475  0.0004  -0.0012  -0.0962  -0.1103  0.1104  -0.1250  -0.0778  0.0798  -0.1010  0.1050  -0.1079  -0.0950  
kCN,da -0.0226  0.0238  -0.0215  0.0164  -0.0188  -0.0120  0.0538  -0.0537  0.0647  0.0299  -0.0333  0.0232  0.0214  -0.0263  0.0320  
kCNPpz,da 0.0134  -0.0130  0.1007  -0.0052  0.0081  0.1255  0.1333  -0.1337  0.1638  0.0788  -0.0812  0.1119  -0.0240  0.0300  0.0874  
KmCa_cyt 0.0641  -0.0630  0.1465  0.0661  -0.0670  0.1662  0.3837  -0.3826  0.4644  0.0050  -0.0067  0.0483  -0.0031  0.0072  0.0157  
KmCa_ext -0.0453  0.0455  -0.0206  0.0656  -0.0655  0.0094  0.3212  -0.3197  0.4200  -0.0163  0.0185  0.0128  -0.0023  0.0008  -0.0212  
The Rim101 pathway 
  
 
CRim101 -0.0743  0.0748  -0.0668  -0.0993  0.0997  -0.0780  -0.1110  0.1100  -0.1301  -0.0371  0.0319  -0.0431  -0.1724  0.1598  -0.1926  
CRim8 -0.0164  0.0159  -0.0298  -0.0432  0.0436  -0.0161  -0.0605  0.0607  -0.0534  -0.0937  0.0909  -0.0855  -0.0745  0.0702  -0.1081  
CNrg1 0.1853  -0.1839  0.2206  0.2024  -0.1992  0.2126  0.1701  -0.1691  0.1600  0.2688  -0.2668  0.2314  0.1581  -0.1517  0.1615  
kRim,pH -0.0645  0.0625  -0.0701  -0.0957  0.0942  -0.0939  -0.1196  0.1191  -0.0996  -0.0640  0.0639  -0.0429  -0.0958  0.0950  -0.0903  
kRim101 -0.0601  0.0623  -0.0425  -0.0023  0.0003  -0.0190  -0.0839  0.0840  -0.0900  -0.0234  0.0252  -0.0092  -0.0562  0.0526  -0.0845  
dRim101 0.1228  -0.1215  0.1721  0.1419  -0.1390  0.1425  0.1412  -0.1412  0.1222  0.0924  -0.0941  0.0527  0.2734  -0.2509  0.2956  
dRim8 0.0723  -0.0702  0.0873  0.0943  -0.0917  0.1011  0.0449  -0.0451  0.0525  0.1055  -0.1029  0.0533  0.1319  -0.1302  0.1039  
dNrg1 -0.1013  0.0994  -0.1936  -0.1744  0.1739  -0.1724  -0.1644  0.1647  -0.1471  -0.2587  0.2565  -0.2259  -0.1885  0.1714  -0.1936  
KmRim101 0.2259  -0.2260  0.2585  0.1840  -0.1839  0.1796  0.1501  -0.1490  0.1203  0.2063  -0.2052  0.1574  0.1802  -0.1650  0.2010  
KmRim8 -0.0634  0.0638  -0.0771  -0.0852  0.0863  -0.1021  -0.1422  0.1426  -0.1306  -0.0954  0.0918  -0.0542  -0.1093  0.1006  -0.1481  
KmNrg1 0.2824  -0.2807  0.2467  0.2480  -0.2461  0.2352  0.2556  -0.2547  0.2160  0.2849  -0.2832  0.2181  0.5955  -0.5694  0.6098  
h_Rim 0.2312  -0.2300  0.2145  0.2431  -0.2402  0.2134  0.1928  -0.1921  0.1866  0.1646  -0.1595  0.1527  0.1596  -0.1479  0.1628  
ENA1 gene expression 
CENA1,Nrg1 -0.1038  0.1001  -0.1491  -0.1131  0.1128  -0.1145  -0.0716  0.0712  -0.0579  -0.2398  0.2383  -0.2130  -0.2338  0.2327  -0.1732  
kENA1,Hog1 0.0228  -0.0223  0.0399  -0.0222  0.0230  -0.0126  0.0296  -0.0299  0.0342  0.0554  -0.0523  0.0658  -0.0328  0.0383  0.0144  
kENA1,Cn -0.1777  0.1759  -0.1440  -0.1647  0.1632  -0.1425  -0.3806  0.3803  -0.3828  -0.1802  0.1769  -0.1368  -0.0490  0.0356  -0.1146  
ktEna1 -0.2520  0.2493  -0.2679  -0.2352  0.2338  -0.2037  -0.5060  0.5049  -0.5039  -0.2517  0.2511  -0.2127  -0.2622  0.2496  -0.2695  
  
 
dENA1mRNA 0.2307  -0.2292  0.2223  0.3149  -0.3119  0.2632  0.4552  -0.4544  0.4478  0.2654  -0.2629  0.2105  0.2745  -0.2667  0.2439  
dEna1 0.2957  -0.2920  0.2842  0.2866  -0.2827  0.1876  0.5029  -0.5014  0.5204  0.2006  -0.1959  0.1914  0.2714  -0.2593  0.2537  
h_ENA1Nrg1 0.3558  -0.3515  0.3498  0.3184  -0.3146  0.3157  0.2086  -0.2097  0.1960  0.3682  -0.3627  0.3656  0.1621  -0.1403  0.2314  
KmENA1,Nrg1 -0.3901  0.3863  -0.4060  -0.4077  0.4053  -0.4116  -0.3156  0.3146  -0.2846  -0.4400  0.4337  -0.4243  -0.4483  0.4276  -0.4920  
KmENA1,CN 0.3035  -0.2988  0.2972  0.2967  -0.2911  0.2733  0.5100  -0.5093  0.5007  0.2762  -0.2682  0.2381  0.1006  -0.0877  0.1331  
KmENA1,Hog1 -0.0065  0.0050  -0.0086  0.0246  -0.0253  0.0612  -0.0160  0.0151  0.0017  0.0700  -0.0703  0.0653  0.0116  -0.0140  -0.0146  
KmPpz/Hal3 -0.4743  0.4671  0.4448  -0.4077  0.4006  0.4347  0.1412  -0.1400  0.2944  0.0466  -0.0403  0.3063  -0.4313  0.4215  0.3625  
KmEna1,CMD 0.0618  -0.0584  0.1103  0.0271  -0.0261  0.1032  0.1061  -0.1062  0.2033  -0.0040  0.0037  0.1671  0.0080  -0.0086  0.1931  
Post-translational regulations 
rNha1,Hog1 -0.0682  0.0672  -0.0632  0.0383  -0.0369  0.0593  0.0052  -0.0057  0.0133  -0.0229  0.0210  -0.0218  -0.0047  0.0081  0.0034  
KmNha1,Hog1 -0.0095  0.0101  0.0382  -0.0517  0.0521  -0.0291  -0.0550  0.0557  -0.0394  0.0252  -0.0223  0.0297  0.0121  -0.0173  -0.0482  
KmTok1,Hog1 -0.0149  0.0157  0.0179  -0.0228  0.0227  -0.0023  -0.0209  0.0209  -0.0220  -0.0120  0.0149  0.0168  0.0148  -0.0105  0.0113  
KmTrk1,Ppz 0.4909  -0.4841  -0.2934  0.4721  -0.4653  -0.3063  0.1889  -0.1883  0.0521  0.3239  -0.3164  -0.0194  0.5292  -0.5269  -0.4019  
KmTrk1,Cn -0.1982  0.1944  0.1053  -0.2287  0.2241  0.0811  -0.1975  0.1974  -0.0972  -0.1249  0.1236  -0.0178  -0.2071  0.1935  0.1453  
KmTrk2,Ppz 0.1869  -0.1850  0.1760  0.1883  -0.1860  0.1189  0.0339  -0.0331  0.0278  0.1096  -0.1070  -0.0063  0.1290  -0.1131  0.0873  
KmTrk2,Cn 0.0511  -0.0508  0.0543  0.0459  -0.0424  0.0286  0.0731  -0.0731  0.0700  0.0172  -0.0168  0.0093  -0.0036  0.0056  -0.0053  
KmPKT1 -0.0324  0.0308  -0.0625  -0.0114  0.0136  0.0188  -0.1222  0.1220  -0.1471  -0.3917  0.3819  -0.2193  0.0220  -0.0341  -0.0367  
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*Note: Shaded background in the table denotes that the sensitivity values in the shaded area 
is significantly different from zero (p value <0.01). 
 
4.8 Discussion - model limitations and future 
directions 
For all models describing physical or biological processes, there are limitations. 
Assumptions that are made in one circumstance may be wrong in other 
circumstances. The model built in this study is no exception. Here, we discuss the 
limitations of the model and how the model predictions can be used given these 
limitations. And we suggest potential directions for future work to improve and 
extend the model both experimentally and theoretically. 
 
Model limitations 
This integrated model is built with 20 ordinary differential equations and a large 
number of parameter values describing ion transporter activities, post-translational 
regulation, transcriptional regulation and cell volume change. Many of the 
parameters are taken from literature or fitted to available data during the model 
building process, and the integrated model is then refined and validated against 
other data sets. However, the number of data set used to constrain the model is 
small compared to the number of parameters in the model. And most of the data 
available are either qualitative or measurements of fix point values. Quantitative 
measurements of temporal dynamics are particularly lacking.  
 
The temporal dynamics of a process reveal information about the interactions of the 
components involved, which is important for constraining the parameter values in a 
mathematical model. In this integrated model, the sub-models describing Hog1p 
activation and volume change are well constrained by time course measurements of 
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both Hog1p nuclear localization and volume change, as shown in Section 4.3.2.1. 
However, measurements for the temporal dynamics of calcineurin and Rim101p 
activations are not available. Therefore, the model predictions of Hog1 activation and 
cell volume recovery are good quantitative approximations, whereas only qualitative 
conclusions can be drawn for the dynamics of calcineurin and Rim101p activations. 
 
In general, this model serves a suitable theoretical framework for understanding the 
ion regulation process at a system level, analyzing the role of each component in the 
system and generating new hypothesis for further experimental investigation, as 
demonstrated in previous sections. Within this system level framework, we made 
several qualitative predictions concerning the role of Hog1p interaction with Tok1p 
and Nha1p, the role of calcineurin and membrane depolarization by studying the 
collective activities of different transporters. These predictions are non-intuitive by 
only considering each component in the system alone, and they provide interesting 
directions for further experimental validation.  
 
However, to make quantitative predictions, one has to experimentally measure the 
temporal dynamics of key components in the system to constrain the parameters in 
the model, since variations in parameter values may result in quantitatively different 
results (as shown in the sensitivity analysis). For example, the predictions on the 
temporal dynamics of Ena1p expression and that 4-fold induction of Ena1p is 
sufficient for maintaining low level of intracellular Na+ may vary with different 
parameter values. Therefore, to make more accurate predictions, the model should 
be compared with or fitted to experiments measuring the calcineurin and Rim101 
activation dynamics and Ena1p temporal expressions once they are available. Given 
the important role that the calcineurin pathway and Ena1p plays as indicted in the 
sensitivity analysis, we propose that the immediate future experimental study should 
focus on measuring the temporal dynamics of calcineurin activation and Ena1p 
expression.  
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Model extension 
As highlighted in the sensitivity analysis, the cytosolic Ca2+ level has a high impact on 
the ion homeostasis. In this study, the sub-model describing Ca2+ homeostasis is 
greatly simplified. Although the model simulation of Ca2+ dynamics agrees well with 
previous experimental measurements in the first few minutes under NaCl and pH 
stresses, the model description may not accurate in longer term or under a 
combination of different stresses. In order to gain better descriptions of the Ca2+ level, 
extending/modifying the model by incorporating models considering Ca2+ transports 
and regulation is necessary. This involves modelling Ca2+ transporter activities and 
their regulatory components, and comparing the model with available experimental 
measurements. 
 
In this study, the cytosolic and vacuolar compartments are considered as one 
homogenous space, i.e. cytosol and vacuole are not separately modelled. It has been 
shown that the vacuole is involved in the adaptation processes to NaCl and alkaline 
pH stresses (Haro, Banuelos et al. 1993; Martinez-Munoz and Kane 2008). Therefore, 
another direction of model extension/modification is to model explicitly the vacuole 
compartment and those transporters localized at the vacuole membrane. Then, the 
concentrations of ions in cytosol would be determined by activities of transporters 
localized at both the plasma membrane and vacuolar membrane, and the 
concentrations of ions in the vacuole would be determined by the activities of 
vacuolar transporters. It can be envisaged that in such a model, vacuole can act as a 
buffer for the regulation of cytosolic ions, i.e. cytosolic pH and K+/Na+ ratio.  
 
4.9 Conclusion 
In this study, we constructed an integrated model for ion regulation in yeast. This 
model was validated against previously published data sets that were not included in 
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the model building process. We then used this model to analyze the intracellular ion 
regulations during NaCl, pure osmotic and alkaline pH stresses.  
 
The simulation results show that calcineurin activation leads to membrane 
depolarization at the onset of stress, which we argue is a general strategy employed 
by the cell in response to external ionic perturbations. Addition of the calcineurin 
inhibitor, FK506, abolishes both the immediate depolarization and long term Na+ 
discrimination under NaCl stress conditions. The model also explains the previous 
experimental observations of the role of P-Hog1p phosphorylation of Nha1p and 
Tok1p, and predicts that Tok1p activity is inhibited through P-Hog1p phosphorylation 
at the initial adaptation to NaCl and osmotic stress. Another prediction concerns the 
role of Ena1p induction in alkaline pH stress. It is likely that the main function of 
Ena1p in alkaline pH conditions is to establish a higher membrane potential, which is 
important for cellular nutrient uptake. Furthermore, the model is also used to 
analyze the impact of combination of external ionic stresses on the intracellular ion 
homeostasis.  
 
Therefore, this model provides a suitable theoretical framework for the study of 
transporter activity, ion regulation and homeostasis in yeast. Since the regulation of 
intracellular cations is mostly conserved in fungi and plants and the principles of 
regulation are similar in yeast and in mammalian systems, this model can be easily 
adapted for other fungal, plant and mammalian systems. The analysis of FK506 
treatment also demonstrates that it is a promising tool to understand drug effects.  
 
Monovalent ion transporters and their regulatory components are related to a 
variety of cellular processes and drug effects. Examples include that Pma1p activity is 
upregulated in response to glucose addition, in order to increase the membrane 
potential (Serrano 1983), increasing low intracellular K+ concentration induces 
defects in cell cycle progression (Yenush, Mulet et al. 2002), the K1 toxin secreted by 
killer strains of S. cerevisiae causes cell death of sensitive yeast cells by increasing the 
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activity of the K+ channel Tok1p (Ahmed, Sesti et al. 1999) and that the cationic 
amphipathic drug, amiodarone, exerts its toxic effect by altering membrane potential, 
thereby, the influx of toxic level of Ca2+ (Maresova, Muend et al. 2009). This model 
will be a useful tool in understanding these processes 
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Chapter 5 
Modelling PacC activation in 
Aspergillus nidulans 
5.1 Introduction 
Fungi are able to grow in a wide range of pH conditions, ranging from acidic 
environments at pH 2 to alkaline environments at pH 9. Many of them preferably live 
in acidic environments, and sudden shift to alkaline medium imposes stresses to the 
cell. A critical aspect of proper adaptation to the alkaline pH environment is to 
modulate the transcription levels of many genes that encode essential ion 
transporters, extra- and intra-cellular enzymes, permeases, and phosphatases for 
survival in alkaline pH environments (Penalva and Arst 2002; Lamb and Mitchell 2003; 
Penalva, Tilburn et al. 2008).  
 
The most extensively studied fungal species for alkaline pH gene regulation is the 
ascomycete Aspergillus nidulans. In A. nidulans, the alkaline pH gene regulatory 
response is mainly mediated by the pal signalling pathway and the transcription 
factor PacC (Caddick, Brownlee et al. 1986; Tilburn, Sarkar et al. 1995; Penalva and 
Arst 2002). Deletion of genes that encode members of the pal signalling pathway or 
the transcription factor PacC results in partial or complete acidity mimicry phenotype 
(Caddick, Brownlee et al. 1986; Arst, Bignell et al. 1994; Orejas, Espeso et al. 1995; 
Tilburn, Sarkar et al. 1995).  
 
The pal signalling pathway consists of products of six genes, palA, palB, palC, palF, 
palH, palI (Penalva and Arst 2002). The alkaline pH is sensed by a plasma membrane 
complex that is composed of the 7-transmembrane domain (TMD) protein PalH, the 
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3-TMD protein PalI and the arrestin PalF (Herranz, Rodriguez et al. 2005; 
Calcagno-Pizarelli, Negrete-Urtasun et al. 2007). Once activated, this complex 
undergoes endocytosis, which leads to the recruitment of the cysteine protease PalB, 
the Bro1 domain containing protein PalA and finally the transcription factor PacC at 
the membrane of the endosomal sorting complex required for transport (ESCRT) 
(Vincent, Rainbow et al. 2003; Penas, Hervas-Aguilar et al. 2007; Rodriguez-Galan, 
Galindo et al. 2009). In addition, PalC is shown to function as a bridge linking the 
upstream plasma membrane complex and the downstream endosomal membrane 
complex (Galindo, Hervas-Aguilar et al. 2007).  
 
The transcription factor PacC acts as a repressor of acidic expressed genes and an 
activator of alkaline expressed genes (Orejas, Espeso et al. 1995; Tilburn, Sarkar et al. 
1995). It exists in three forms: 1) the translation product, i.e. the full-length form, 
PacC72, 2) the intermediate form, PacC53, and 3) the processed (activated) form, 
PacC27 (Caddick, Brownlee et al. 1986; Tilburn, Sarkar et al. 1995; Penalva and Arst 
2002; Penalva and Arst 2004).  
 
Under acidic conditions, the full-length form is predominant in the cell (Orejas, 
Espeso et al. 1995; Mingot, Espeso et al. 2001). The intermediate form and the 
processed form are barely detectable. When exposed to alkaline stress conditions, 
the full-length form PacC undergoes two successive cleavage steps (Diez, Alvaro et al. 
2002). The first cleavage step, termed signalling proteolysis, is alkaline pH dependent. 
Activation of the pal signalling pathway leads to the recruitment and subsequent 
proteolysis of the full length form at the endosomal membrane, which yields the 
intermediate form, PacC53 (Orejas, Espeso et al. 1995; Negrete-Urtasun, Reiter et al. 
1999; Espeso and Arst 2000). The second cleavage step, termed processing 
proteolysis, is alkaline signal independent. The product of the first cleavage, PacC53, is 
targeted to the proteasome where the processing proteolysis takes place, resulting in 
the fully processed form, PacC27 (Hervas-Aguilar, Rodriguez et al. 2007).  
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All three forms of PacC are able to bind to DNA in vitro (Espeso and Arst 2000; Espeso, 
Roncal et al. 2000). PacC72 is predominant in the cytosol under acidic conditions, 
whereas PacC53 and PacC27 are highly nuclear localized in neutral-alkaline conditions 
(Mingot, Espeso et al. 2001). The processed form, PacC27, functions as a repressor of 
acidic responsive genes and an activator of alkaline responsive genes (Orejas, Espeso 
et al. 1995; Tilburn, Sarkar et al. 1995). However, in the published literature, the 
functions of PacC72 and PacC53 are unknown.   
 
The expression of pacC mRNA is found to be at least 10-fold higher in alkaline 
conditions than in acidic conditions (Tilburn, Sarkar et al. 1995). Initially, the 
hypothesized model was that PacC27 upregulates the transcription of pacC mRNA, on 
the basis that PacC27 predominantly localizes in the nucleus. However, recent 
evidence has showed that the level of PacC27 in the nucleus does not affect the 
transcription of the pacC gene, and pacC gene is repressed by the full-length form, 
PacC72 (personal communication with H. Arst, Jr.).  
 
A schematic for PacC activation is shown below. 
 
Figure 5.1 A schematic for PacC activation. PacC
72
 inhibits its own mRNA production at 
acidic conditions. Upon alkaline activation signal from the pal signalling pathway, PacC
72
 is 
cleaved to PacC
53
, and PacC
53
 is further cleaved to PacC
27
. 
 
Though the activation of the PacC mechanism has been investigated in several 
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experimental studies, the description of this activation mechanism is far from 
quantitative and it is not clear whether there are other regulatory mechanisms. 
Therefore, a quantitative modelling study is necessary to address these questions. 
Furthermore, the pal/PacC system in A. nidulans is closely related to the Rim101 
system in S. cerevisiae: most of the components in the pal/Rim101 pathways are 
conserved; PacC in A. nidulans is an orthologue of Rim101p in S. cerevisiae (Penalva 
and Arst 2002; Arst and Penalva 2003). A quantitative study of PacC system would aid 
our understanding of the Rim101 system and the ion homeostasis in S. cerevisiae 
that is studied in Chapter 4.  
 
It has been shown that mathematical modelling is a promising tool in understanding 
signalling transduction and gene regulation events (Kholodenko 2006; Klipp 2007). 
Iterative laboratory experimentation and in silico modelling have gained notable 
successes in uncovering the hidden mechanisms in signalling pathways (Locke, 
Southern et al. 2005; Chou, Zhao et al. 2008; Pomerening 2008), predicting the 
dynamics of cellular processes (Hoffmann, Levchenko et al. 2002; Klipp, Nordlander 
et al. 2005; Schaber, Kofahl et al. 2006) and understanding the underlying design 
principles in biological circuits (Novak, Tyson et al. 2007; Mettetal, Muzzey et al. 2008; 
Novak and Tyson 2008). 
 
Here, we first introduce the modelling strategy in this study (Section 5.2). Then, in 
Section 5.3-5.4, by constructing a mathematical model describing the interactions 
between these three forms of PacC we show that the existing knowledge of the PacC 
activation mechanism is not sufficient to fully explain the published experimental 
observations. Model extension suggests the existence of a negative feedback loop, 
and this prediction has now been verified experimentally (conducted by 
experimental collaborators). In the second part of this chapter (Section 5.5), we 
further model three hypothesized roles that PacC53 could play in the activation 
process, suggest further experimental investigations to distinguish these models, and 
thereby infer the role of PacC53. 
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5.2 Methods/Modelling strategy 
5.2.1 Overview 
In this study, we focus on modelling the dynamics of the three forms of PacC during 
alkaline stress. In order to quantitatively understand the PacC activation process and 
test hypotheses concerning the uncharacterized regulatory mechanisms, five 
deterministic models (Model A-E) are constructed using ordinary differential 
equations (ODEs). The parameters in each model are then manually varied to test 
whether the simulation results are consistent with available data sets (see Section 
5.2.2 for descriptions of these data sets). The ODEs are implemented in Python 
2.5.4/Scipy 0.7.1 (van Rossum 1995; Jones, Oliphant et al. 2001). 
 
The reasons for using a deterministic approach are: 1) the reactions considered in 
this study involve a large number of molecules (more than 100 molecules), and 
therefore, stochastic effect can be ignored, 2) previously published experimental data 
that are used for model fitting and validation are measurements for population of 
cells (mostly western blots).  
 
In each model, the three forms of PacC are modelled explicitly. However, members of 
the pal signalling pathway are not explicitly modelled except for PalF in Model B-E, 
since there is no quantitative data directly showing how members of the pathway 
interact with each other in time during alkaline stress. Instead, we assume the rate of 
the signalling proteolysis (cleavage of PacC72) is dependent on the external [OH-] 
concentration for Model A and the product of the external [OH-] concentration and 
PalF concentration for Model B-E. This is a good approximation because the steady 
state level of PacC27 clearly increases with the increase of external pH value (Diez, 
Alvaro et al. 2002), which indicates that the cleavage rate of PacC72 increases with the 
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increase of external pH. However, future work should focus on extending existing 
models with detailed description of this signalling pathway in order to gain a better 
understanding of the properties of the pal/PacC system.  
 
We do not model the nucleus and the nuclear localization of each molecule explicitly; 
instead, we assume the number of each nuclear localized species is proportional to 
its total number in a cell throughout the simulation. The reasons are: 1) there is no 
evidence showing the nuclear localization of the three forms of PacC is under the 
active regulation of other component except for the nuclear transport system, 2) the 
time scale for nuclear transport (usually <1min) is much quicker than the time scale 
we considered in this study (>2 hours), and therefore, the molecules localized into 
different compartments can be assumed to be in equilibrium. 
 
Since the number of PacC molecules in a cell is unknown, instead of using standard 
units for molecular concentrations in the ODEs, we use an arbitrary unit in this study 
and normalize the concentration of three forms of PacC to the level of PacC72 at the 
acidic condition (pH 4).  
 
To obtain the steady state concentrations, the model is simulated until the 
concentration of each molecule does not change. No bistable behaviour is observed.  
 
Parameter sensitivities are obtained by performing the Latin-Hypercube Sampling 
with Partial Rank Correlation Coefficient (LHS-PRCC) analysis, which is described in 
Ref. (Marino, Hogue et al. 2008) and the method was implemented in MATLAB 
(2009b, 1994-2009 The MathWorks, Inc.). 
 
In the following, three key sets of published experiments that are used for model 
fitting and validation are briefly described in Section 5.2.2; the ODE systems for all 
five models (Model A-E) and corresponding parameter values are listed in Section 
5.2.3; and the strategy for modelling the drug treated cells and mutant cells is 
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explained in Section 5.2.4.  
 
5.2.2 Key published experiments 
Data set 1 
Fig. 5.2 shows two time course western blot measurements of the three forms of 
PacC during alkaline shift experiments (from pH 4 to pH 8) in wild type cells in the 
absence or presence of protein synthesis inhibitor, cycloheximide (CHX). In the 
untreated cells, the full length form, PacC72, was mostly cleaved to the intermediate 
form in less than 30 minutes, and it accumulated in the cell again at the 120 minute 
time point. The level of the intermediate form, PacC53, peaked at around 15 minutes 
and maintained at a constant level for about one hour. The level of the processed 
form, PacC27, gradually accumulated in the cell.  
 
 
Figure 5.2 Western blots of three forms of PacC in cells undergoing alkaline shift 
experiments (adapted from Ref. (Diez, Alvaro et al. 2002)). Wild type cells (A) and wild type 
cells treated with cycloheximide (CHX) (B) were grown in acidic condition (pH4) before shifted 
to alkaline condition (pH8) at time point 0 minute. CHX were added 30 minutes before shifted 
to alkaline condition in (B). Notation: FL, the full-length form; IT, the intermediate form; P, the 
processed form. 
 
Cycloheximide (CHX) blocks ~95% of protein translation activity. In wild type cells 
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treated with CHX (Fig. 5.2B), conversions from PacC72 to PacC53 and then to PacC27 
are clearly observed. The levels of all three forms of PacC were significantly lower in 
long term compared with their levels in cells without drug treatment. There is no 
PacC72 accumulated in the cell treated with CHX at 120 minutes. The level of PacC53 
markedly decreased after peaking at 15 minutes. 
Data set 2 
The western blots of the time course of three forms of PacC in Fig. 5.3A show similar 
profile to the one shown in Fig. 5.2A. An extra point at 240 minute of the stress was 
measured. The full-length form PacC was clearly accumulated in the cell at 240 
minute, whereas the level of the processed form decreased slightly. 
 
 
 
Figure 5.3 Western blots of three forms of PacC in cells undergoing alkaline shift 
experiments (adapted from (Hervas-Aguilar, Rodriguez et al. 2007). pacC900 (wild type) 
cells (A) and pacC904 mutant cells (B) were grown in acidic condition (pH4) before shifted to 
alkaline condition (pH8) at time point 0 minute. 
 
The gene replacement pacC904 allele encodes a mutant PacC which has conservative 
yet nonubiquitinable K252R/K253R/K267R/K337R substitutions in the Processing 
Efficiency Determinant (PED) region (residues 266-407) in PacC. In this mutant, the 
 198 
 
processing proteolysis is disrupted, resulting in a much lower steady state PacC27 at 
alkaline conditions (Hervas-Aguilar, Rodriguez et al. 2007). The responses of the 
full-length form and the intermediate form to the alkaline stress in the pacC904 
mutant cells showed similar profiles to the wild type response in the first 60 minutes 
(Fig. 5.3B). At 120 minute of the alkaline stress, however, there was no full-length 
PacC accumulated in the cell. Throughout the experiment, there was hardly any 
processing product PacC27 detected in this mutant, due to an impaired signalling 
processing of PacC53.  
Data set 3 
The time course western blot for wild type cells in Fig. 5.4A has a similar profile to 
the other two measurements shown in Fig. 5.2A and 5.3A. 
 
 
Figure 5.4 Western blots of three forms of PacC in cells undergoing alkaline stress (pH 
8.0) (adapted from Ref. (Rodriguez-Galan, Galindo et al. 2009). palB800 (wild type) cells (A) 
and palB801 mutant cells (B) were grown in acidic condition (pH4) before shifted to alkaline 
condition (pH8) at time point 0 minute. 
 
The transduction of alkaline signal in the pal pathway requires the interaction of the 
MIT domain of PalB with the ESCRT-III membrane protein Vps24 (Rodriguez-Galan, 
Galindo et al. 2009). In the palB801△MIT (denoted as palB801 in this study) mutant in 
which the MIT domain is deleted, the signalling proteolysis rate is significantly 
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reduced due to the loss of interaction between the mutant PalB with Vps24 
(Rodriguez-Galan, Galindo et al. 2009). As a result, only a proportion of the 
full-length form is cleaved in response to alkaline stress (Fig. 5.4B). There was only 
residual amount of intermediate form detected within 240 minutes of the alkaline 
stress. The level of processed form also markedly decreased compared to wild type 
cells. 
 
The three data sets above clearly show that the two sequential steps of cleavage of 
PacC and the dynamics of the three forms of PacC in the wild type and in the two 
mutants where the first and second cleavage processes are perturbed during the 
adaptation to alkaline stress. Therefore, these data sets are well suited for dynamical 
model building and validating for the analysis of PacC activation process. 
 
5.2.3 Dynamical models (ODEs) and parameter values 
The equations for Model A-E are presented below, whereas the description of 
parameters and parameter values are listed in Table 5.1 (shown after the ODE 
systems). For the construction of each of these models, refer to Sections 5.3-5.5. 
ODEs 
Model A 
In Model A (shown as Equation 5.1), only four molecular species are considered: the 
full length form PacC (FL), the intermediate form (IM), the processed form (PF) and 
the pacC mRNA (mRNA).  
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  (5.1) 
where [OH-]ext is the external OH
- concentration in molar in alkaline stress conditions, 
this applies to all the other four models also.  
 
pacC mRNA is translated to the full-length PacC at a rate of kt in Equations (5.1). 
Upon alkaline stress, the full-length PacC undergoes signalling proteolysis (k1 in the 
model). It degrades at a rate of d1. The intermediate form PacC is further cleaved to 
the processed form at a rate of k2. In the model, we assume the levels of other 
molecules involved in this cleavage are constants during the stress. Therefore, the 
rate of cleavage is only dependent on the level of the intermediate form. The 
intermediate form and the processed form are degraded at rates d2 and d3, 
respectively.  
 
The transcription rate of pacC mRNA is modelled as Michaelis-Menten kinetics and it 
is negatively regulated by the full-length form PacC. 
 
Model B 
In Model B, two more species, a putative mRNA (mRNA_p) and a putative protein (P), 
are considered (Equations 5.2). In the model, the rate of signalling proteolysis is 
assumed to be dependent on the levels of both the full length form and the putative 
protein, and the putative mRNA expression is inhibited by the processed form (PF). 
Therefore, the putative protein and PacC form a negative feedback loop in the pal 
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signalling and PacC activation system.  Other terms in Model B are kept the same as 
in Model A. 
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Model C 
Model C is an extension of Model B. The pacC mRNA production is assumed to be 
upregulated by the intermediate form (k3*[IM] term in Equations (5.3)) in addition to 
the negative regulation of the full-length form. The putative mRNA and protein in 
Model B is denoted as mRNApalF and PalF in Model C, since they are experimentally 
confirmed as palF mRNA and PalF protein (shown in Section 5.4.2).  Other 
equations are kept the same as in Model B. 
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Model D 
Model D is also an extension of Model B. The palF mRNA expression is assumed to be 
inhibited by both the intermediate form and the processed form 
( )
][][
(
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2
2
PFIMKm
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C

  in equations (5.4). The putative mRNA and protein in 
Model B is denoted as mRNApalF and PalF, respectively.  
 
The modified equations are shown below. Other terms are the same as in Model C. 
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Model E 
Model E is a combination of Model C and D. The pacC mRNA production is assumed 
to be upregulated by the intermediate form in addition to the negative regulation of 
the full-length form. The palF mRNA expression is assumed to be inhibited by both 
the intermediate form and the processed form.  
 
The modified equations are shown below. Other terms are kept the same as in Model 
C and D. 
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Table 5.1 Description of parameters and parameter values used in Model A-E for PacC activation. 
Parameter Description Model A Model B Model C Model D Model E Units 
k1 Signalling proteolysis rate 2e+5 3e+5 3e+5 3e+5 3e+5  
k2 Processing proteolysis rate 0.1 0.08 0.08 0.08 0.08 s
-1 
kt1 Translation rate for PacC 0.1 0.1 0.1 0.1 0.1 s
-1
 
d1 Degradation rate of the full-length PacC 0.001 0.001 0.001 0.001 0.001 s
-1
 
d2 Degradation rate of the intermediate PacC 0.01 0.01 0.02 0.01 0.02 s
-1
 
d3 Degradation rate of the processed PacC 0.02 0.01 0.008 0.01 0.008 s
-1
 
dm1 Degradation rate of the pacC mRNA 0.02 0.08 0.08 0.08 0.08 s
-1
 
C1 Maximal mRNA production rate for pacC 0.081804 0.026256 0.008899 0.026256 0.008899  
Km1  PacC
72
 repression constant on pacC mRNA 0.05 0.18 0.1 0.18 0.1  
h1 Hill-coefficient for pacC inhibition 2 2 1 1 1  
C2 Maximal mRNA production rate for the putative mRNA N/A 0.0202667 0.0204 0.0202667 0.02003  
Km2 PacC
27
 repression constant on the putative mRNA N/A 0.2 0.15 0.2 0.2  
dm2 Degradation rate of the putative mRNA N/A 0.1 0.05 0.05 0.05 s
-1
 
kt2 Translation rate for the putative protein N/A 0.1 0.1 0.1 0.1 s
-1
 
d4 Degradation rate of the putative protein N/A 0.02 0.02 0.02 0.02 s
-1
 
k3 Upregulation rate of PacC
53
 on pacC mRNA N/A N/A 0.05 N/A 0.05 s
-1
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5.2.4 Modelling cycloheximide treated cells and 
mutant cells 
In this study, the experiments on both wild type cells treated with cycloheximide 
(CHX) and mutant strains (pacC904, palB801) are used for model fitting and 
validation in all the models presented in the following sections (Model B-E). Here, the 
changes in parameter values in all four models and brief explanations of the 
assumptions are given. 
Wild type cells treated with CHX 
The drug cycloheximide inhibits 95% of the translation process in the cell. 
Cycloheximide is added to the cell culture 30 minutes before shifting the cells to 
alkaline conditions in the experiments shown in Fig. 5.2B. Therefore, in the 
simulation for the cells treated with cycloheximide, the protein translation rate (kt) is 
reduced to 5% of its original value at time point -30 minutes and other parameters 
were kept the same. 
pacC904 mutant cells 
It has been shown that the levels of PacC72 and PacC53 in both the wild type and 
pacC904 mutant cells do not show marked differences (compare Fig. 5.3A with 5.3B) 
and the mRNA expressions are at similar levels in the wild type and the pacC904 
mutant cell (Hervas-Aguilar, Rodriguez et al. 2007). Therefore, in the simulation for 
pacC904 mutant cells, we assume the intermediate form is targeted to the 
proteasome for degradation instead of processing proteolysis. The following changes 
are made: 1) The processing proteolysis rate (k2) is set to be 0, 2) the degradation 
rate of the intermediate form (d2) is set to be equal to k2+d2 in the model for wild 
type cells. The other parameter values are kept the same. 
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palB801 mutant cells 
In the palB801 mutant, the rate of signalling proteolysis is significantly reduced, due 
to the inability of the mutant PalB to bind to Vps24-containing ESCRT-III membranes 
(Rodriguez-Galan, Galindo et al. 2009). In the simulation for the palB901 mutant, we 
assume the rate constant for signalling proteolysis, k1, decreases to 5% of its original 
value. Other parameters are kept the same. 
 
5.3 A basic model - Model A 
5.3.1 Model building 
In A. nidulans, the pal pathway is activated in response to alkaline pH stress, which 
leads to the cleavage of the full length PacC, i.e. the signalling proteolysis (Orejas, 
Espeso et al. 1995). The cleaved product, PacC53, is then targeted to the proteasome 
for a second cleavage step, the processing proteolysis (Hervas-Aguilar, Rodriguez et al. 
2007). The resulting processed form, PacC27, localizes into the nucleus, functioning as 
a transcription factor (Tilburn, Sarkar et al. 1995; Penalva and Arst 2002). Recent 
work has shown that the pacC gene is under the negative regulation of the nuclear 
localized PacC72 (unpublished, personal communication with H. Arst, Jr.). Therefore, 
pacC mRNA is highly expressed in alkaline conditions where the level of PacC72 is 
markedly decreased (Tilburn, Sarkar et al. 1995; Diez, Alvaro et al. 2002).  
 
Here, based on the existing biological description of the activation mechanism of 
PacC, we built a simple mathematical model composed of four molecular species, i.e. 
PacC72, PacC53, PacC27 and pacC mRNA (see Model A in Section 5.2.3). The schematic 
is shown in Fig. 5.1.  
 
 206 
 
5.3.2 Results 
The parameter values in the basic model were chosen such that the simulation result 
is consistent with the time course data for wild type cells shown in Fig. 5.2A and 5.3A. 
The simulation result is shown in Fig. 5.5. 
 
Figure 5.5 Time course simulation of the basic model for three forms of PacC in wild 
type cells. Red dashed line: the full-length form; green solid line: the intermediate form; black 
dotted line: the processed form. 
 
In the simulation, the full-length form was cleaved in 15-30 minutes in response to 
alkaline pH stress. As a consequence, the intermediate form accumulated in the cell, 
and the intermediate form is further converted to the processed form. The processed 
form gradually accumulated in the cell. The level of the full length PacC in the 
simulation is more than 10% of its level in acidic condition from 30 to 60 minutes of 
the stress, whereas there were only residual amount of PacC72 observed at the 30 
and 60 time points in experiments (Fig. 5.2A and 5.3A). This discrepancy between 
simulation and data can be due to the nonlinearity in the gel film of the western blot, 
i.e. the blot is not able to detect the signal when the number of the fluorescence 
molecules is below certain threshold. Therefore, the simulation result for the first 60 
minutes agrees in general with the experimental measurement. 
 
The experimental data clearly shows the full-length form accumulated again in the 
cell after 120 minutes and the level of the intermediate form decreased to an 
undetectable level in long term. However, in the simulation, the full-length form was 
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at a low level and the level of the intermediate form remained high in long term.  
 
To test whether the discrepancies in the data and simulation at 120-minute time 
point are due to the choice of the parameter values, we simulated the model with 
other combinations of parameter values, and changed the two proteolysis reactions 
to saturation reactions, i.e. modelling these two cleavage steps with 
Michaelis-Menten kinetics instead of the Mass Action equation. These results show 
that increases in the full-length form in the long-term result in increases in the 
intermediate form, and therefore, the dynamics observed in the data that the level of 
PacC72 increases while the level of PacC53 decreases cannot be explained by the 
model.  
 
An intuitive explanation is that for this model structure, the level of the intermediate 
form is dependent on the level of pH signalling and the concentration of the 
full-length form. The level of signalling does not change in the model, hence, the 
level of the intermediate form increases with the increase in the full-length form. 
Therefore, we conclude the existing description of the activation of PacC does not 
explain the observed data at the long term adaptation, and further 
theoretical/experimental investigations are needed to identify the unknown 
regulatory mechanisms in this activation process. 
 
5.4 Negative feedback - Model B 
5.4.1 Extending the basic model 
Negative feedback loops are common features and play crucial roles in signalling 
pathways across eukaryotic cells (Tyson, Chen et al. 2003; Brandman and Meyer 
2008). It has been shown that negative feedback loops reduce noise levels in the 
system, stabilize responses to perturbations, limit the maximum output, ensure 
dose-response alignment, etc. (Bhalla and Iyengar 1999; Becskei and Serrano 2000; 
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Yu, Pesce et al. 2008). From the above analysis on Model A, we reasoned that it is 
likely that the signalling from the pal pathway is attenuated by a negative feedback 
loop, which reduces the rate of signalling proteolysis, and as consequence, the 
full-length form accumulates in the long term.  
 
To explore the possibility of the existence of a negative feedback loop, we therefore 
extended the basic model with a putative protein encoded by a putative mRNA (see 
Model B in Section 5.2.3). Since the processed form, PacC27, mainly functions as an 
alkaline gene transcriptional factor, we assume the expression of this putative mRNA 
is negatively regulated by PacC27, and the level of pal signalling is dependent on the 
putative protein. The schematic diagram is shown in Fig. 5.6. 
 
 
Figure 5.6 A schematic diagram for PacC activation - Model B. PacC
72
 inhibits its own 
mRNA production in acidic conditions. Upon alkaline activation signal from the pal signalling 
pathway, PacC
72
 is cleaved to PacC
53
, and PacC
53
 is further cleaved to PacC
27
. PacC
27
 
functions as a transcription factor, and inhibits the transcription of a putative gene that encodes 
a member of the pal signalling pathway. 
 
5.4.2 Results 
Model simulation 
The parameter values in the model were manually adjusted to fit to the data for wild 
type cells with and without cycloheximide (CHX) (Fig. 5.2, and 5.3A). In the 
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simulation for wild type cells without CHX (Fig. 5.7A), there was a notable amount of 
the full-length form accumulated in the cell after 120 minutes and the level of the 
intermediate form decreased to a low level gradually. The level of the processed form 
decreased slightly after peaking at around 120 minutes, as a result of the attenuation 
of upstream signalling from the pal pathway, which is in agreement with the 
experimental measurement (compare the last two lanes in Fig. 5.2A). The level of the 
putative mRNA decreased sharply by almost 10-fold in the first 50 minutes and 
stayed at a low level at steady state. 
 
Figure 5.7 Simulation results of the negative feedback model (Model B) for the wild type 
cell with or without CHX. (A) Simulation results of three forms of PacC in the wild type cell. 
(B) Simulation results of the putative mRNA in the wild type cell. (C) Simulation results of three 
forms of PacC in the wild type cell treated with CHX. Red dashed line: the full-length form; 
green solid line: the intermediate form; black dotted line: the processed form; blue solid line: 
the putative mRNA.  
 
In the simulation for cells treated with CHX, the full-length form is mostly cleaved in 
30 minutes in response to alkaline stress. The intermediate form transiently 
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accumulated in the cell and decreased to a low level in the long term. The processed 
form in the simulation showed a faster accumulation rate in the simulation than in 
the experiment (shown in Fig. 5.2B). This might be due to that the processing 
proteolysis rate was kept constant during the simulation, whereas in the cell, the 
proteolysis rate should decrease markedly due to the presence of CHX. Therefore, 
the simulation result for cells treated with CHX (Fig. 5.7C) generally agrees with the 
data shown in Fig. 5.2B. 
 
To validate this model, we simulated the ODEs for the pacC904 and the palF801 
mutant cells. The modifications of the parameter values for these two mutants are 
listed and discussed in Section 5.2.2.  
 
The pacC904 mutant has a blocked processing proteolysis, due to the deletion of the 
sequences encoding the ubiquitination sites in pacC (Hervas-Aguilar, Rodriguez et al. 
2007). The simulation for this mutant is consistent with the experimental data 
(compare Fig. 5.8A with Fig. 5.3B). The full-length is cleaved to a low level in 
response to alkaline stress. It was not accumulated after 120 minutes, since PalF 
production was not inhibited. The level of intermediated form peaked at around 
10-15 minutes, and then decreased slightly to a steady state at a detectable level. 
 
In palB801 mutant, the association of PalB with Vps24-containing membranes is 
disrupted, resulting in an impaired signalling proteolysis (Rodriguez-Galan, Galindo et 
al. 2009). In the simulation (Fig. 5.8B), the full-length form was only partially cleaved.  
The intermediate form remained at a low level throughout the simulation, whereas 
the level of the processed form markedly decreased compared to the response in the 
wild type. The simulation result for this mutant is generally consistent with 
experimental measurements shown in Fig. 5.4B. 
 
Therefore, we conclude the negative feedback model is able to explain the dynamics 
of three forms of PacC observed in experiments for both the wild type and the 
mutant strains. 
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Figure 5.8 Simulation results of the negative feedback model (Model B) for the three 
forms of PacC in the pacC904 (A) and the palB801 (B) mutant strains. Red dashed line: 
the full-length form; green solid line: the intermediate form; black dotted line: the processed 
form. 
 
Experimental confirmation – palF inhibition 
The pH signalling pathways (pal/RIM101) and transcription factors (PacC/Rim101p) 
are mostly conserved in three fungal species, A. nidulans, S. cerevisiae and C. 
albicans (Arst and Penalva 2003; Penalva and Arst 2004; Penalva, Tilburn et al. 2008). 
Both the RIM8 gene in S. cerevisiae and CaRIM8 gene in C. albicans, homologues of 
palF in A. nidulans, were found to be under the negative regulation of the 
transcription factors, Rim101p and CaRim101p, respectively (Ramon, Porta et al. 
1999; Lamb, Xu et al. 2001). Since the model analysis above strongly suggests the 
existence of a negative feedback loop, time course measurements on the palF mRNA 
level during alkaline stress were performed by experimental collaborators.  
 
Fig. 5.9 shows the palF mRNA level in the time course measured by RT-PCR (Reverse 
Transcription Polymerase Chain Reaction). There was a 5-fold decrease within 15 
minutes of the stress. The palF mRNA level had an almost 10-fold decrease at the 90 
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minute time point. A slight increase can be observed in measurements later than 120 
minutes of stress. In general, the simulation result (shown in Fig. 5.7B) is consistent 
with the palF mRNA level measured experimentally, although the slight increase in 
palF mRNA after 2 hour-time needs further investigation. 
 
 
Figure 5.9 Experimental data on the time course of palF mRNA level. Black lines denote 
standard deviation of three independent biological replicates. Experiments were performed by 
T. Munera-Huertas.  
 
In conclusion, the negative feedback model correctly produced the dynamics 
observed in the experimental data for the three forms of PacC in alkaline stress. 
Based on this result, further experiments identified palF gene, encoding a member of 
the pal signalling pathway, is negatively regulated by PacC.  
 
5.4.3 Steady state analysis 
To analyze PacC activation in response to different pH stresses and the role the 
negative feedback plays, we conducted steady state analyses on the model for the 
wild type cells and the model without negative feedback from PalF.  
 
As shown in Fig. 5.10, PacC showed minimal processing in acidic conditions, whereas, 
in alkaline conditions, the processed (activated) form was highly accumulated in the 
cell. Abolishing the negative feedback on PalF resulted in hyper-activation of PacC, 
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where the level of the processed form was almost 2 times of the level in the wild 
type cells in neutral-alkaline conditions ranging from pH 7 to pH 8. Therefore, the 
model results suggest that the negative feedback loop plays an important role in 
ensuring a proper level of transcription factor activation. 
 
Figure 5.10 Steady state analyses of Model B for the wild type and a hypothetical 
mutant strain without PalF negative feedback. Solid red line: the full length form in the wild 
type; solid green line: the intermediate form in the wild type; solid black line: the processed 
form in the wild type; dashed black line: the processed form in the hypothetical mutant. 
 
5.4.4 Sensitivity analysis 
Since the processed form PacC regulates the transcriptional response to external 
alkaline stress (Orejas, Espeso et al. 1995; Tilburn, Sarkar et al. 1995), maintaining 
proper steady state level of PacC27 is the most important function of the activation 
process. To identify those parameters that have the most impact on the steady state 
level of activated (processed) PacC, we performed global sensitivity analysis on the 
parameters in the model. 
 
Since the output (the steady state value of PacC27) is monotonic and nonlinear to the 
changes in parameter values, we applied Latin-Hypercube Sampling with Partial 
Correlation Coefficient (LHS-PCC) sensitivity analysis on the model (reviewed in 
(Marino, Hogue et al. 2008)). The sampling spaces for all the parameters except for 
Km1 and Km2 are 0.2 to 5-fold. Km1 and Km2 are sampled in the range of 0.1 to 
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10-fold. (These ranges of variation represent the variation in the intracellular 
reactions rates.) 1000 runs were taken. 
 
 
Figure 5.11 Sensitivities of the steady state level of PacC
27
 in alkaline condition (pH 8.0) 
to variations of each parameter in Model B. ‘dummy’ in the figure denotes a dummy 
parameter that does not exist in the model. Star (*) in the figure denotes that the sensitivity of 
that parameter is significantly different from 0 (the dumpy parameter as the control, p-value < 
0.001). 
 
The result (Fig. 5.11) shows that the degradation rate of PacC27 (d3) and the PacC 
production rate (C1) have the greatest impact on the steady state level of PacC
27 at pH 
8. The steady state level of PacC27 is not sensitive to the variations in the degradation 
rates of PacC72 (d1) and PacC
53
 (d2) and surprisingly the processing proteolysis rate 
(k2). Under pH8 alkaline stress condition, the levels of PacC
72 and especially PacC53 
are in a low level (Fig. 5.7A). Changes in degradation rates of PacC72 and PacC53 result 
in a relatively small variation in the level of PacC72, PacC
53, and consequently, PacC27. 
And for similar reason, since PacC53 is at a very low level at alkaline condition, 
variations of k2 results in residual changes in the level of PacC
27.  
 
The analysis shows that the parameters that determine the level of PalF, i.e. dm2, d4, 
kt2, Km2, C2, have great impacts on the level of PacC
27, confirming the importance of 
this negative feedback loop in regulating PacC activation as demonstrated in previous 
sections. 
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5.5 Possible roles of PacC53 
5.5.1 Hypotheses and models 
In the above sections, we have theoretically and experimentally identified the 
negative feedback of PacC on PalF, and analyzed the role this negative feedback loop 
plays on the PacC activation process. Based on the result, we further hypothesize the 
possible roles of PacC53 and simulate each hypothesis in silico, in order to suggest 
further experimentation to validate these hypotheses.  
 
The intermediate form, PacC53, exists in an undetectable level both in acidic 
conditions and alkaline conditions (Diez, Alvaro et al. 2002; Penalva and Arst 2002). 
PacC53 accumulates in the cell when shifting the cell from an acidic medium to an 
alkaline medium. It has been shown that the intermediate PacC largely localizes in 
the nucleus in alkaline environments and it is able to bind to the promoter site in 
DNA in vitro (Mingot, Espeso et al. 2001). However, PacC53 has no known 
physiological functions. 
 
Since it is hard to directly investigate the role of PacC53 experimentally, due to its 
transient appearance during alkaline stress and its similarity with other forms of PacC 
products, in this section, we explore the possible roles of PacC53 by extending the 
negative feedback model (Model B) with three hypotheses (see Fig. 5.12) : 1) PacC53 
induces pacC mRNA expression (Model C), 2) PacC53 represses palF mRNA expression 
(Model D), and 3) PacC53 induces pacC mRNA expression and represses palF mRNA 
expression (Model E). Recent experimental evidence shows that the pacC mRNA is 
highly upregulated within 15 minutes of alkaline stress (J. Tilburn, unpublished work). 
Therefore, the possibility of PacC53 represses pacC mRNA expression is not 
considered. At the end, further experiments to validate and test these three models 
are suggested based on the simulation results. 
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A             Model C 
 
B              Model D 
 
C              Model E 
 
Figure 5.12 Schematic diagrams for three hypothetical models of PacC activation - 
Model C-E. The three models are constructed based on Model B. Hypotheses are (A) PacC
53
 
induces pacC mRNA expression, (B) PacC
53
 represses palF mRNA expression, and (C) 
PacC
53
 induces pacC mRNA expression and represses palF mRNA expression. The 
differences in model assumptions are highlighted in red. 
 217 
 
5.5.2 Results 
Model C - PacC53 induces pacC mRNA expression 
In Model C, we hypothesize that PacC53 induces pacC mRNA expression and extend 
the negative feedback model by adding a term describing the up-regulation of PacC53 
on pacC mRNA (see Model C in Section 5.2.3). A schematic diagram is shown in Fig. 
5.12A. 
 
The parameters in Model C were varied such that the simulation results for the wild 
type cell without and with CHX treatment are consistent with experimental 
measurements. As shown in Fig. 5.13A, the level of the full-length form gradually 
increased above 0.2 after 200 minutes after initial decrease, whereas the 
intermediate form decreased to a level less than 0.1 after 200 minutes. In the 
simulation for the wild type cells treated with CHX (5.13B), we observed a similar 
profile to the simulation of Model B. Therefore, the simulation results for the wild 
type cell without and with CHX treatment (Fig. 5.13A and 5.13B) are consistent with 
the experimental measurements (shown in Fig. 5.2).  
 
We then simulated the model with this set of parameters for the pacC904 and the 
palB801 mutants. In the simulation for the pacC904 mutant (Fig. 5.13C), the 
full-length form is cleaved to a low level (less than 0.1) within the 15 minutes of the 
alkaline stress. The level of the intermediate form peaked at 15 minutes of the stress, 
and then it decreased gradually to a steady state level of 0.2. In the simulation for the 
palB801 mutant, the full length form partially cleaved due to a decreased signalling 
proteolysis rate. The intermediate form was kept at a low level throughout the 
simulation. There was notable amount of the processed form accumulated in the cell, 
although its level is significantly lower than the wild type. Therefore, the predicted 
dynamics of three forms of PacC for these two mutant strains (Fig. 5.13C and D) 
showed a good agreement with the data. Hence, the hypothesis that PacC53 
up-regulates pacC mRNA expression is possible. 
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Figure 5.13 Time course simulations of Model C for the three forms of PacC in wild type 
cells (A), wild type cells treated with CHX (B), the pacC904 mutant cells (C) and the 
palB801 mutant cells (D). Red dashed line: the full-length form; green solid line: the 
intermediate form; black dotted line: the processed form. 
 
Model D – PacC53 represses palF mRNA expression 
The possibility that PacC53 represses palF mRNA expression (Model D) was then 
tested (see Model D in Section 5.2.3). The diagram for Model D is shown in Fig. 
5.12B. 
 
As for Model C, the parameter values in Model D were chosen such that the 
simulation results for the wild type cells with or without CHX treatment are 
consistent with experimental data. The resulting model is used subsequently to 
predict the PacC activation in the pacC904 and the palB801 mutant cells.  
 
The simulated dynamics of three forms PacC in wild type cells with and without CHX 
treatment and the palB801 mutant strain in Model D (Fig. 5.14 A, B and D) show very 
similar pattern to that in Model C (Fig. 5.13 A, B and D) and those experimental 
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measurements (Fig. 5.2 and 5.4).  
 
 
Figure 5.14 Time course simulations of Model D for the three forms of PacC in wild type 
cells (A), wild type cells treated with CHX (B), the pacC904 mutant cells (C) and the 
palB801 mutant cells (D). Red dashed line: the full-length form; green solid line: the 
intermediate form; black dotted line: the processed form. 
 
The simulation result for the pacC904 mutant agrees with data in general. A slight 
difference is that the experiment for the pacC904 mutant cells (Fig. 5.3B) shows that 
the full-length form stayed at an undetectable level after the initial decrease within 
15 minutes of the alkaline stress, whereas in the simulation (Fig. 5.15C), the level of 
the full-length PacC increased slightly after initial decrease. Since it is not clear 
whether the slight increase of PacC72 in the simulation can be detected by western 
blots, we conclude the hypothesis that PacC53 inhibits palF mRNA production is also 
possible. 
Model E – combining model C and D 
The analysis above shows that both model C and D are able to explain the response 
dynamics of three forms of PacC in the wild type, the pacC904 and the pacC801 
mutant strains. Here, in this section, we combine model C and D to test the 
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possibility that PacC53 play roles in both up-regulating pacC mRNA expression and 
inhibiting palF mRNA expression (see Model E in Section 5.2.3). The diagram for 
Model E is shown in Fig. 5.12C. 
 
As for model C and D, the parameter values in Model E were manually adjusted such 
that the simulation results for the wild type cells with or without cycloheximide 
treatment are consistent with experimental data. The resulting model is 
subsequently used to predict the PacC activation in the pacC904 and the palB801 
mutant cells.  
 
 
Figure 5.15 Time course simulations of Model E for three forms of PacC in wild type 
cells (A), wild type cells treated with CHX (B), the pacC904 mutant cells (C) and the 
palB801 mutant cells (D). Red dashed line: the full-length form; green solid line: the 
intermediate form; black dotted line: the processed form. 
 
As shown in Fig. 5.15, the simulation results for three forms of PacC in all four 
experiments didn’t show significant differences with Model C and D. They are in good 
agreements with experimental data shown in Fig. 5.2-5.4. Model E is also able to 
explain the response dynamics of three forms of PacC observed in experiments. 
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5.5.4 pacC and palF mRNA expressions 
The analyses above show that all of model B-E are possible representations of the 
PacC activation mechanism. We are unable to distinguish between these models 
based on available experimental data, thereby, identifying the role PacC53 plays in 
this process. Since PacC53 is undetectable after 120 minutes of alkaline stress in wild 
type cells, whereas in pacC904 mutant cells, it stays at a detectable level for at least 
240 minutes, the pacC and palF mRNA level should show differences between the 
simulations of Model B-E. In this section, we compare the pacC and palF mRNA 
expressions under alkaline stress condition in the wild type and pacC904 mutant cells, 
in order to validate or reject these hypotheses. 
 
The pacC and palF mRNA expression profiles during alkaline stress in the wild type 
and the pacC904 mutant are shown in Fig. 5.16. The response curves of pacC and 
palF mRNA expressions in wild type cells showed very similar patterns in all four 
models. The pacC gene was highly expressed at the beginning of the stress. The 
mRNA level peaked at roughly 25-fold in 15-30 minutes of the stress and then 
gradually decreased to around 10-fold afterwards. The level of palF mRNA decreased 
to 10% of its original level after 100 minutes of the stress, which is a result of the 
inhibition from PacC. There is a slight increase observed in the level of palF mRNA 
after 150 minutes, which is due to the decreased PacC27 level (see Fig. 5.7A, 5.13A, 
5.14A and 5.15A).  
  
  
 
 
Figure 5.16 Time course simulations of pacC and palF mRNA expressions in the wild type cells (solid lines) and the pacC904 mutant cells (dashed 
lines) under alkaline stress conditions for Model B-E.  
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The response curves of pacC and palF mRNA in the pacC904 mutant, however, 
showed notable differences in the four models (Fig. 5.16). The pacC mRNA is 
upregulated up to 25-fold upon alkaline stress and stayed at a high level afterwards in 
Model B, whereas the level of pacC mRNA decreased to 18-fold, 20-fold and 15-fold 
in Model C, D and E, respectively, after initial peaking at ~25-fold. The level of palF 
mRNA stayed constant throughout the simulation for the pacC904 mutant in both 
model B and C, due to the absence of PacC27. In Model D and E, the level of palF 
mRNA decreased around 50% in 50 minutes of stress, as a result of inhibition from 
PacC53. There was a notable increase in palF mRNA level from 60 minutes to 150 
minutes in model E, which is due to the gradual decrease in PacC53 level. 
 
Therefore, two conclusions can be drawn from the analysis above: 1) if PacC53 
inhibits palF expression, a greater than 50% decrease in the palF mRNA level during 
the first 240 minutes of alkaline stress should be observed in the pacC904 mutant 
cells (Model D and E), and 2) if PacC53 up-regulates pacC mRNA production, a marked 
decrease in the pacC mRNA level should be observed after initial peaking at ~25-fold 
(8-fold decrease in Model C and 10-fold decrease in Model E). Hence, by measuring 
the pacC and palF mRNA profiles during alkaline stress in the pacC904 mutant, we 
would be able to distinguish between these four models (Model B-E), and therefore, 
infer the role of PacC53 plays in PacC activation. 
 
5.6 Conclusion and suggestion for future work 
In this chapter, we first built a simple model (Model A) based on the existing 
knowledge about the activation mechanism of PacC. This model is not able to explain 
the accumulation of the full-length form PacC after 120 minutes of alkaline stress 
observed in the experiments. Model analysis suggested that this accumulation of the 
full-length form is likely due to a decreased signalling proteolysis rate. Therefore, we 
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extended Model A with a hypothetical negative feedback loop on the signalling 
pathway. The resulting model (Model B) successfully reproduced the patterns of the 
three forms of PacC observed in experiments for the wild type strains with or without 
cycloheximide treatment, the pacC904 mutant and the pacC801 mutant strains. 
Further experimental investigation showed the palF gene, encoding a member in the 
pal signalling pathway, is under the negative regulation of PacC. The expression of 
palF mRNA is decreased in response to alkaline stress. The PacC/PalF interaction 
forms a negative feedback loop in the pal/PacC system, and model analysis showed 
that this negative feedback loop ensures the proper level of activation of PacC in 
response to external pH. 
 
It has been shown that PacC53 is mostly localized in the nucleus and it is able to bind 
to DNA in vitro (Mingot, Espeso et al. 2001; Penalva and Arst 2002). However, the 
role of PacC53 plays in the activation process has been unknown, due to its transient 
appearance in alkaline stress. In this study, based on the negative feedback model 
(model B), we further hypothesized three possible roles that PacC53 plays, i.e. PacC53 
activates pacC gene expression, PacC53 inhibits palF gene expression and a 
combination of the two. Three models (model C-E) were built based on the negative 
feedback model (Model B) to test these three hypotheses. The simulation results 
show that all three models are able to produce results that are consistent with the 
experimental data on the three forms of PacC. Nonetheless, the time course 
simulations of pacC and palF expressions during alkaline stress in the pacC904 
mutant in these three models showed notable differences. The level of pacC mRNA 
showed a marked decrease after peaking at ~25-fold during alkaline stress in models 
assuming PacC53 activates pacC mRNA production (Model C,E), and the level of palF 
mRNA decreased during alkaline stress in models assuming PacC53 inhibits palF 
expression (Model D,E). These differences can be used to test each hypothesis 
experimentally. 
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Therefore, we suggest further experiments should focus on measuring the time 
course response of pacC and palF gene expression to alkaline stress in pacC904 
mutant cells. By comparing experimental data and simulation results of pacC and 
palF gene expression profiles, we would be able to distinguish between the four 
models (model B-E), thereby, inferring the role that PacC53 plays in the PacC 
activation process. In addition, the pal signalling pathway is considerably simplified in 
all the models. To gain a more accurate description of the pal/PacC system, further 
work also should focus on extending the model with detailed upstream signalling 
components.  
 
Combining traditional biological experimentation with modelling approaches from 
mathematics, this study correctly predicted a previously unknown regulatory 
mechanism in the PacC activation and the dynamics in the mutants. Further 
experiments are suggested based on model simulation results. It demonstrates that 
iterative mathematical modelling and laboratory experimentation is a suitable 
framework for untangling the complicated interactions of the components in cellular 
processes. Since the PacC/Rim101 systems are mostly conserved in fungi and also in 
mammalian system to a certain extent, the mathematical models developed in this 
study can be easily adapted to other species (Arst and Penalva 2003). In pathogenic 
fungal species, such as Fusarium oxysporum, Colletotrichum acutatum, C. albicans 
and A. nidulans, PacC/Rim101 has been shown to be an important factor determining 
virulence (Caracuel, Roncero et al. 2003; Bensen, Martin et al. 2004; Bignell, 
Negrete-Urtasun et al. 2005; You, Choquer et al. 2007), the models can also be used 
for controlling pathogen virulence and drug development (Kitano 2002b; Penalva, 
Tilburn et al. 2008).   
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Chapter 6  
Conclusion and outlook 
6.1 Overview 
In recent years, the use of dynamic modelling has been highly successful in 
understanding cellular responses to environmental stresses and identifying new 
components in cellular interaction networks (Klipp, Nordlander et al. 2005; Locke, 
Southern et al. 2005; Klipp 2007; Chou, Zhao et al. 2008; Mettetal, Muzzey et al. 
2008; Pomerening 2008). In this thesis, deterministic models were constructed to 
quantitatively describe the intracellular ion regulation in response to external ionic 
perturbations in S. cerevisiae and the PacC transcription factor activation in response 
to alkaline stress in A. nidulans.  
 
The mathematical model for ion regulation in S. cerevisiae, which integrates volume 
regulation, ion transporter activities, post-translational modifications and gene 
regulations together, provides a coherent picture of the cellular response to external 
ionic perturbations. This model explained previous experimentally observed 
phenotypes and revealed strategies employed by the cell in response to external 
ionic perturbations. By linking changes at the biochemical and biophysical levels to 
the cellular level, it serves as a suitable theoretical framework for the study of 
transporter functions, gene regulation responses and drug effects.  
 
The work in understanding the PacC activation mechanism successfully predicted the 
existence of a negative feedback loop, which was later confirmed to be the negative 
regulation of PacC on palF gene expression by an experimental study carried out by 
experimentalists. Three hypotheses concerning the role of PacC53 were further 
modelled based on the model with the negative feedback. Future experimental work 
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was suggested to test these hypotheses. This work demonstrates that iterative 
experimental investigation and mathematical modelling can be an efficient and 
powerful approach in understanding complex interactions and uncovering unknown 
mechanisms in biological processes. 
6.2 Ion regulation in budding yeast 
The yeast response to external ionic perturbations has been under extensive studies 
for many decades, due to not only its intrinsic interests, but also its wide applications 
in crop production, pharmaceutical industry (Jones and Gadd 1990; Brakhage, Sprote 
et al. 2004; Cowen and Steinbach 2008; Nielsen and Jewett 2008; Petranovic and 
Nielsen 2008). The underlying molecular bases were well characterized. However, 
previous investigations have been focusing on either individual component, such as a 
single transporter (Loukin and Saimi 1999; Platara, Ruiz et al. 2006), or a single 
signalling event (Mettetal, Muzzey et al. 2008; Macia, Regot et al. 2009). A 
quantitative understanding on the cellular response system as a whole is particularly 
lacking. The work on modelling ion regulation in this thesis (presented in Chapter 4) 
is an attempt to integrate different parts of the system and draw a unifying picture of 
the cellular response process to ionic perturbations. 
 
In the model building process, several sub-modules were firstly constructed, based 
on either available experimental data in literature or previously published models. 
Then these sub-modules were integrated describing the ion transporter activity, 
post-translational modification, gene regulation and volume change during ionic 
stresses.  
 
The simulation results for the integrated model showed that membrane potential 
decreased significantly in the initial response to salt stress and osmotic stress due to 
activation of calcineurin and deactivation of Tok1p activity. The membrane potential 
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also decreased in response to alkaline stress, although to a less extent. This result 
suggests that decreasing membrane potential might be a general strategy employed 
by the cell in the initial phase of adaptation to external (toxic) ionic stresses. In silico 
variation of transporter kinetics and knock-out phenotypes quantitatively explained 
the role of Ena1p induction under stressful conditions. And model analysis showed 
activated Hog1p inhibits Tok1p activity to reduce Na+ influx under NaCl and osmotic 
stresses. 
 
Therefore, this model provides a suitable theoretical framework to the system level 
study of ion regulation processes. 
 
6.3 PacC activation in A. nidulans 
In response to alkaline stress, the pH responsive transcription factor PacC in A. 
nidulans is activated undergoing two step cleavage (Diez, Alvaro et al. 2002). These 
two step cleavages were experimentally characterized in detail previously (Diez, 
Alvaro et al. 2002; Hervas-Aguilar, Rodriguez et al. 2007; Penas, Hervas-Aguilar et al. 
2007). However, the description of this activation process is far from quantitative, 
and it is not known whether there are other components regulating PacC activation.  
 
In Chapter 5 of this thesis, a basic model was built based on the existing knowledge 
on the activation mechanism. The simulation result does not agree with previously 
published experimental data. Model analysis suggested that a negative feedback loop 
regulates the activation of PacC. Investigation carried out by experimentalists found 
that palF gene is under the negative regulation of PacC, which confirmed the 
prediction from the model. 
 
Since the role of PacC53 plays has been unknown and it is hard to directly test 
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experimentally due to its transient appearance during alkaline stress, three possible 
roles were hypothesized and modelled, i.e. PacC53 induces pacC mRNA production, 
PacC53 represses palF mRNA production, and a combination of these two. We found 
that these models cannot be distinguished based on the measurements on three 
forms of PacC. Simulation results suggest that by measuring the time course 
expression of pacC and palF mRNA in both wild type and pacC904 mutant cells, we 
are able to validate or reject these three hypotheses, i.e. inferring the role PacC53 
plays in PacC activation process. 
 
6.4 Future directions 
The ion regulation model in budding yeast provides an exciting perspective looking at 
the cellular response at the system level. However, it is far from a precise description 
of the process. Therefore, an immediate future work would be experimentally testing 
the predictions from the model and refining the existing model based on new data.  
 
In the existing model, the role of the vacuole is not considered and Ca2+ transport is 
greatly simplified. It has been shown that the vacuole is involved in the adaptation to 
NaCl and alkaline pH stresses (Haro, Banuelos et al. 1993; Martinez-Munoz and Kane 
2008). Ca2+ is an important intracellular signalling molecule, and it has been shown 
that cytosolic Ca2+ and Ca2+ mediated activations of calmodulin and calcineurin play 
fundamental roles in intracellular ion homeostasis (van der Rest, Kamminga et al. 
1995; Cyert 2001; Cyert 2003). Therefore, extending the model with the vacuole and 
the Ca2+ transport system is another direction for future work. A more precise 
description of the adaptation process and a better understanding of the property of 
the cellular response system would be gained from such extension. 
 
The ion transport system in yeast is very similar to the one in plants. This model can 
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be easily adapted to the plant system and possibly for the mammalian system. Since 
ion transport play important roles in regulating fundamental properties of the cell 
throughout eukaryotes and many of the transporters, the regulating pathways and 
the underlying principles are evolutionary conserved, future studies should also focus 
on building such models for plant system and mammalian system. 
 
With respect to the model for PacC activation, obvious future work would be to 
measure pacC and palF mRNA levels to infer the role of PacC53, as discussed in 
Chapter 5. Another direction for future work is extending the model to upstream 
signalling pathway, to gain a better description of the gene regulatory system. 
 
The PacC homolog in S. cerevisiae, Rim101, undergoes one-step cleavage under 
alkaline conditions (Li and Mitchell 1997), whereas, CaRim101, in C. albicans, 
undergoes one-step cleavage under alkaline conditions and two-step cleavage under 
acidic conditions (Li, Martin et al. 2004). An interesting question is what the benefits 
are to have two-step cleavage in A. nidulans. Therefore, a possible future direction is 
addressing this question both theoretically and experimentally. This future work may 
reveal general properties of transcription factor activation. 
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