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Abstract
In this paper, we prove global well-posedness and scattering of the Cauchy problem for the elliptic-elliptic Davey-
Stewartson system (eeDS) for initial data u0 ∈ L
2(R2) in the defocusing case and for u0 ∈ L
2(R2) with mass below that
of the ground state in the focusing case. This result resolves the large data problem at the scaling-critical regularity left
open by Ghidaglia and Saut in their work [27], which initiated the mathematical study of the Cauchy problem for the
system. Our proof uses the concentration compactness/rigidity road map of Kenig and Merle together with the long-time
Strichartz estimate approach of Dodson. Due to the failure of the endpoint L2tL
∞
x Strichartz estimate, we rely heavily on
bilinear Strichartz estimates. We overcome the obstruction to applying such estimates caused by the lack of permutation
invariance of the eeDS nonlinearity under frequency decomposition by introducing a new frequency cube decomposition of
the nonlinearity and proving bilinear estimates suited to this decomposition. In both the defocusing and focusing cases,
we overcome the lack of an a priori interaction Morawetz estimate by exploiting the spatial and frequency localization of
the minimal counterexamples which we reduce to considering.
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1 Introduction
1.1 The Davey-Stewartson System
In this paper, we consider the Cauchy problem for the elliptic-elliptic Davey-Stewartson system (eeDS){
(i∂t +∆)u = µ|u|2u+ (∂x1ϕ)u
α∂2x1ϕ+ ∂
2
x2ϕ = −γ∂x1(|u|2)
, (t, x) ∈ R× R2, (1.1)
where µ ∈ {±1} and α, γ are positive real parameters. The system (1.1) is a special case of the full Davey-Stewartson system{
i∂tu+ σ1∂
2
x1u+ ∂
2
x2u = σ2|u|2u+ (∂x1ϕ)u
α∂2x1ϕ+ ∂
2
x2ϕ = −γ∂x1(|u|2),
(t, x) ∈ R× R2, (1.2)
where (σ1, σ2, α, γ) ∈ {±1}× {±1}×R×R+. Following [27], we classify the system based on the values of (sgn(σ1), sgn(α))
in the table below.
Elliptic-Elliptic Hyperbolic-Elliptic Elliptic-Hyperbolic Hyperbolic-Hyperbolic
(1, 1) (−1, 1) (1,−1) (−1,−1)
Furthermore, when σ2 = 1, we say that the system (1.2) is defocusing, and when σ2 = −1, we say that the system is focusing.
The system was first introduced by Davey and Stewartson ([17]) as a formal multiple scales approximation for the
evolution of surface wave packets on an incompressible, irrotational, and inviscid fluid subject to only gravity, which are
moreover slowly modulated in both space and time. Subsequently, the system was formally derived in [18] and [2] as multiple
scales approximation for slowly modulated wave packets subject to both gravity and surface tension (see also the work [16]
for a more rigorous mathematical treatment). The elliptic-elliptic case corresponds to the physical setting of both gravity and
surface tension, where surface tension is not too strong relative to gravity. From this perspective of the water waves problem,
the Davey-Stewartson system is the natural 2D generalization of the 1D cubic NLS. Forthcoming work by the author will
consider the problem of full justification of the Davey-Stewartson system as a modulation approximation to the underlying
3D water waves problem, following earlier work by Totz ([71]) on the infinite-depth limiting case.
Following the nomenclature of [64], for parameters (σ1, σ2, α, γ) = (1,±1,−1,∓2), we refer to the sytem as DSI. For
parameters (σ1, σ2, α, γ) = (−1, 1, 1, 2) and (σ1, σ2, α, γ) = (−1,−1, 1,−2), the system is called defocusing DSII and focusing
DSII, respectively. The DSI and DSII systems are known to be integrable by the inverse scattering transform (IST), and in
fact these are the only two integrable cases ([60]). For more on the integrable nature of the system, we refer the reader to [1].
For λ > 0, the solution class to the system (1.2) is invariant under the scaling transformation
u(t, x) 7→ uλ(t, x) := λu(λ2t, λx) (1.3)
ϕ(t, x) 7→ ϕλ(t, x) := λϕ(λ2t, λx). (1.4)
For α > 0, classical solutions to (1.2) conserve mass
M(u(t)) :=
∫
R2
|u(t, x)|2dx, (1.5)
momentum
P (u(t)) := 2
∫
R2
Im{u¯∇u}(t, x)dx, (1.6)
and energy
E(u(t), ϕ(t)) :=
∫
R2
(
σ1|∂x1u(t, x)|2 + |∂x2u(t, x)|2 +
1
2
(
σ2|u(t, x)|4 − α
γ
|∂x1ϕ(t, x)|2 −
1
γ
|∂x2ϕ(t, x)|2
))
dx. (1.7)
The DS scaling leaves the L2x norm of u(t) invariant, which is at the regularity of the mass functional. For this reason,
we refer to the Davey-Stewartson system as being L2- or mass-critical. In this work, we focus on solutions at this critical
regularity.
We now specialize to the simplified elliptic-elliptic Davey-Stewartson system where (α, γ) = (1, 1):{
(i∂t +∆)u = (µ|u|2 + ∂x1ϕ)u =: F (u)
∆ϕ = −∂x1(|u|2),
(t, x) ∈ R× R2, µ ∈ {±1}. (1.8)
Hereafter to, we refer to the system (1.8) simply as eeDS. By solving the Poisson equation for ∂x1ϕ, we can write the Cauchy
problem for (1.8) in terms of a single nonlocal, nonlinear Schro¨dinger equation{
(i∂t +∆)u =
(
µ|u|2 − ∂21∆ (|u|2)
)
u, (t, x) ∈ R× R2
u(0) = u0
, µ ∈ {±1}, (1.9)
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where
∂21
∆ is the homogeneous of degree zero Fourier multiplier with symbol
ξ21
|ξ|2 . We introduce the notation E = ∂
2
1
∆ , so that
the F (u) = −Lµ(|u|2)u, where Lµ = −µId + E . In the sequel, we will drop the subscript µ as its value will be clear from
context. Formally, (1.9) resembles the 2D cubic nonlinear Schro¨dinger equation (NLS)
(i∂t +∆)u = µ|u|2u, (1.10)
but differs by an additional nonlocal, nonlinear term. Also similarly to the cubic NLS, the eeDS enjoys a number of symmetries,
such as spacetime translation, time reversal, Galilean transformation, phase rotation, and pseudoconformal transformation.
However, a key difference between the eeDS equation (1.9) and the cubic NLS (1.10) is that the solutions to the former with
spherically symmetric initial data are not necessarily spherically symmetric. This failure to propagate radial symmetry is a
consequence of the lack of radial symmetry in the symbol of E . Thus, one cannot hope to study the large-data global theory
for (1.9) by applying techniques which exploit radial symmetry, as was first done for the 2D cubic NLS (e.g. [42]).
To discuss the local Cauchy theory for (1.9), we must first clarify our notion of a solution. In this paper, we work
exclusively with the class of strong solutions, which are defined below. Given this exclusivity, we sometimes abbreviate
“strong solution” by “solution”.
Definition 1.1 (Solution). We say a function u : I × R2 → C on a time interval I ⊂ R is a strong solution to (1.9) if it
belongs to the class C0t,locL
2
x(I × R2) ∩ L4t,locL4x(I × R2), and we have the Duhamel formula
u(t1) = e
i(t1−t0)∆u(t0)− i
∫ t1
t0
ei(t1−t)∆F (u(t))dt, ∀t0, t1 ∈ I. (1.11)
Here, the notation eit∆ denotes the free Schro¨dinger propagator, which is the Fourier multiplier with symbol e−it|ξ|
2
. We
refer to the interval I as the lifespan of the solution. We say that a solution has maximal lifespan if there does not exist a
time interval J such that I ( J . We say that a solution is global if I = R.
Solutions which do not satisfy finite spacetime bounds on their lifespans are said to blow up, which we make precise
with the next definition. The specific spacetime norm L4t,x comes from the Strichartz estimate used to prove the local
well-posedness of (1.9), which we review below.
Definition 1.2 (Blowup). We say that a solution u : I × R2 → C to (1.9) blows up forward in time if there exists t0 ∈ I
such that ∫ sup I
t0
∫
R2
|u(t, x)|4dxdt =∞. (1.12)
Analogously, we say that u blows up backward in time if there exists t0 ∈ I such that∫ t0
inf I
∫
R2
|u(t, x)|4dxdt. (1.13)
Global solutions to (1.9) which asymptotically evolve like the free solution are said to scatter.
Definition 1.3 (Scattering). Let u : I × R2 → C be a solution to (1.9). For an asymptotic state u+ ∈ L2(R2), we say that
u scatters forward in time to eit∆u+, if sup I = ∞ and limt→∞ ‖u(t) − eit∆u+‖L2x(R2) = 0. If u− ∈ L2(R2), we say that u
scatters backward in time to eit∆u− if inf I = −∞ and limt→−∞ ‖u(t)− eit∆u−‖L2x(R2) = 0.
The mathematical study of the Cauchy problem for (1.9) and more generally, (1.2), was initiated by Ghidaglia and Saut
in [27]. Below we excerpt the local well-posedness and small data global well-posedness results from that work which are
specific to initial data in L2(R2). The proof of these results follows from a fixed-point argument in the same spirit as that
by Cazenave and Weissler ([6],[5]) for the mass-critical NLS
(i∂t +∆)u = µ|u|1+ 4d u, (1.14)
with the new ingredient that the operator E is bounded on Lp(R2) for 1 < p <∞.
Theorem 1.4 (LWP, [27]). Fix µ ∈ {±1}. For u0 ∈ L2(R2) and t0 ∈ R, there exists a unique maximal-lifespan solution
u : I × R2 → C to (1.9). Moreover,
1. There exists m0 > 0 such that if ‖u0‖L2(R2) < m0, then the solution u is global, ‖u‖L4t,x(R×R2) ≤ C(‖u0‖L2(R2)), and u
scatters both forward and backward in time. Here, C(·) is a nondecreasing function such that C(0) = 0.
2. I is an open interval containing t0.
3. If sup(I) <∞ (resp. inf(I) > −∞), then u blows up forward (resp. backward) in time.
4. The solution map L2(R2)→ C0t,locL2x(I×R2)∩L4t,x(I ×R2), u0 7→ u is uniformly continuous on compact time intervals
for bounded subsets of initial data.
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5. If sup(I) =∞ (resp. inf(I) = −∞) and u does not blow up forward (resp. backward) in time, then u scatters forward
(resp. backward) in time to some asymptotic state u+ ∈ L2(R2) (resp. u− ∈ L2(R2)).
6. u conserves the mass functional: M(u(t1)) =M(u(t2)) for all t1, t2 ∈ I.
We now proceed to discuss the possible obstructions to global well-posedness and scattering for solutions to (1.9) with
initial data in L2(R2) having arbitrarily large mass. So far in the local and small data global theory, we have not distinguished
between whether the equation (1.9) is defocusing (µ = 1) or focusing (µ = −1); however, we do so now.
From assertion 1 of theorem 1.4, we know that for µ = ±1, maximal-lifespan solutions with mass below the threshold m20
are global, do not blow up either forward or backward in time, and scatter. However, in the focusing case µ = −1, there
is a mass threshold for which finite-time blowup may occur for solutions with mass above that threshold. More precisely,
Ghidaglia and Saut showed the virial identity
d2
dt2
V (t) = 8E(u0) = 8
∫
R2
(
1
2
|∇u(t, x)|2 + 1
4
(
µ|u(t, x)|2 − E(|u|2)(t, x)) |u(t, x)|2)dx, (1.15)
where V denotes the variance of the solution u defined by
V (t) :=
∫
R2
|x|2|u(t, x)|2dx, 〈x〉u ∈ L2(R2). (1.16)
When µ = 1, the energy functional E is positive definite by Plancherel’s theorem, and this property can be used to obtain a
global C0tH
1
x(R×R2) solution for initial data in H1(R2). However, when µ = −1, the energy functional is no longer necessarily
positive definite, and if the energy is negative, then one necessarily has finite-time blowup by the standard Glassey argument
([29]). Moreover, by taking as one’s initial data the function
u0,λ(x1, x2) := λ exp
(
−
(
x21
β21
+
x22
β22
))
, (1.17)
for an appropriate choice of λ, β1, β2 > 0, one obtains a solution u with negative energy.
Looking for standing wave solutions of (1.9), where µ = −1, of the form
u(t, x) = eiτtQ(x), (1.18)
for some temporal frequency τ and real-valued function Q, one finds that Q solves the ground state equation
∆Q− τQ + L(Q2)Q = 0, L(Q2) := Q2 + ∂
2
1
∆
(Q2). (1.19)
By extending the analysis for standing wave solutions of the NLS, Cipolatti ([8], [9]) proved the existence of solutions to
(1.19).
Theorem 1.5 (Existence of ground states, [8], [9]). Let X denote the subset of H1(R2) satisfying (1.19), and let G denote
the set of minimizers of the functional
S(f) :=
∫
R2
1
2
|∇f |2 − 1
4
|f |2L(|f |2) + τ
2
|f |2dx. (1.20)
(i) G contains a real positive function.
(ii) Q ∈ G if and only if
I(Q) = min
f∈H1(R2);V (f)=0
∫
R2
|∇f |2dx, (1.21)
where
V (f) :=
∫
R2
(
1
2
|f |4 − 1
2
|f |2E(|f |2)− τ |f |2
)
dx. (1.22)
(iii) If Q is a solution to (1.19), then Q ∈ C2(R2) and is rapidly decaying in the sense
|Q(x)|+ |∇Q(x)| . e−νx, ∀x ∈ R2, (1.23)
for some ν > 0.
Following the approach developed by Weinstein in [76] for characterizing the ground state associated to the NLS energy
functional in terms of the sharp constant constant for the Gagliardo-Nirenberg inequality, Papanicolau, Sulem, Sulem, and
Wang [54] characterized solutions of (1.19) (for τ = 1) in terms of a Gagliardo-Nirenberg-type inequality for the operator L.
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Theorem 1.6 (Gagliardo-Nirenberg inequality for L, [54]). The optimal constant Copt,L for the inequality
|〈L(|u|2), |u|2〉L2(R2)| ≤ Copt,L‖u‖2L2(R2)‖∇u‖2L2(R2), (1.24)
is Copt,L =
2
‖Q‖2
L2(R2)
, where Q is a positive solution of the equation
∆Q −Q+ L(Q2)Q = 0. (1.25)
By defining the spacetime function u(t, x) := eitQ(x), where Q solves the ground state equation (1.19), one obtains a
solution to (1.9) in the focusing case, which blows up both forward and backward in time. Furthermore, by applying a
pseudoconformal transformation to u, one obtains a solution which blows up in finite time. For initial data in H1(R2)
with mass strictly below that of the ground state, one sees from theorem 1.6 that the energy functional is positive definite
and controls the H˙1(R2) norm. Therefore, by the same argument as in the defocusing case, the solution to (1.9) is global.
However, in neither the defocusing nor focusing case does scattering follow from this H1 global result.
Remark 1.7. To the author’s knowledge, uniqueness of solutions to equation (1.19) is not known; however, the mass of
solutions to (1.19) is unique and therefore our notation M(Q) is unambiguous.
1.2 Main result
In the defocusing case µ = 1, there are no obvious obstructions to global well-posedness and scattering, and we therefore
expect solutions to (1.9) to be global and scatter for arbitrary initial data in L2(R2). However, in the focusing case µ = −1,
the mass of the ground state presents a clear threshold for global existence of solutions with initial data in L2(R2). Since
there are no clear obstructions to global well-posedness and scattering strictly below the ground state threshold, we expect
solutions to be global and scatter for initial data in L2(R2) with mass strictly below that of the ground state. Thus, we are
led to formulate what we call the L2 large data problem (LDP) not addressed by theorem 1.4.
Problem 1.1 (L2 Large Data Problem (LDP)). Show the following:
• If µ = 1, then solutions to the Cauchy problem (1.9) with initial data u0 ∈ L2(R2) are global and scatter.
• If µ = −1, then solutions to the Cauchy problem (1.9) with initial data u0 ∈ L2(R2) satisfying M(u0) < M(Q) are
global and scatter.
That Ghidaglia and Saut were unable to address the L2 LDP in [27] is not so surprising, as little was known in the early
1990s about the global theory for the related cubic NLS with large L2(R2) initial data, presumably for which the analysis
should be more straightforward. It is only until the last fifteen to twenty years that great advances have been made on large
data critical problems in dispersive PDE, in particular on the model pNLS equation
(i∂t +∆)u = µ|u|p−1u, (t, x) ∈ R× Rd, µ ∈ {±1}. (1.26)
To our knowledge, the best result for GWP of solutions to the Cauchy problem (1.9) is for initial data u0 ∈ H4/7+(R2),
which is due to Shen and Guo in [59]. This work relies on first-generation almost conservation law techniques in the spirit
of the I-team’s work [13]. Almost conservation law techniques have benefited from numerous refinements over the years
(e.g. resonant decompositions, interaction Morawetz estimates, etc.), yielding improved GWP results, in the context of NLS
equations, in particular the 2D cubic NLS. However, it has not been clear how to implement these refinements in the context
of the eeDS system for reasons which will be discussed later.
If we instead consider the special hyperbolic-elliptic case of the Davey-Stewartson system which is the defocusing DSII
equation
i∂tu+ (∂
2
2 − ∂21)u =
∂22 − ∂21
∆
(|u|2)u, (1.27)
then the L2 LDP has been recently solved by Nachman, Regev, and Tataru in [53].
Theorem 1.8 (Defocusing DSII GWPS, [53]). Solutions to (1.27) are global and satisfy the uniform the spacetime estimate
‖u‖L4t,x(R×R2) ≤ C
(‖u0‖L2(R2)) , (1.28)
where C(·) is a nondecreasing function such that C(0) = 0. Moreover, solutions scatter both forward and backward in time.
We remind the reader that the DSII equation is one of two cases for which the Davey-Stewartson system is completely
integrable by the IST and that neither of these two cases includes the elliptic-elliptic regime.
Having discussed the L2 large data problem for the elliptic-elliptic Davey-Stewartson system, we now state our main
result, which is the following theorem.
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Theorem 1.9 (Main result). If µ = 1, then solutions of the defocusing eeDS equation (1.9) are global and satisfy the uniform
spacetime estimate
‖u‖L4t,x(R×R2) ≤ C
(‖u0‖L2(R2)) , (1.29)
where C(·) : [0,∞) → [0,∞) is a nondecreasing function such that C(0) = 0. Moreover, solutions scatter both forward and
backward in time.
If µ = −1 and M(u0) < M(Q), then solutions of the focusing eeDS equation (1.9) are global and satisfy the uniform
spacetime estimate
‖u‖L4t,x(R×R2) ≤ C
(‖u0‖L2(R2)) . (1.30)
Moreover, solutions scatter both forward and backward in time.
Remark 1.10. Although our theorem 1.9 is formulated for solutions to the simplified eeDS equation (1.9) and in our proof
we work with (1.9), our argument extends to the full elliptic-elliptic system mutatis mutandis. Our motivation for restricting
attention to (1.9) is to simplify the notation.
Remark 1.11. By a standard argument (see subsection 4.4.5 of [61]), one can show that scattering in Hs, for s > 0, is
a consequence of our theorem 1.9. It is worth remarking that to address the global behavior of solutions to (1.9) at high
regularities it was necessary for us to the study the equation at the critical regularity.
Remark 1.12. Forthcoming work by the author ([57]) solves the L2 LDP for the 3D mass-critical Hartree equation
(i∂t +∆)u = µ(|x|−2 ∗ |u|2)u, (t, x) ∈ R× R3, µ ∈ {±1}, (1.31)
for which one faces the new challenge of an asymmetric natural scattering norm L6tL
18/7
x (I × R3).
Before proceeding to discuss the outline of the proof of our main result, we briefly compare our theorem 1.9 for the
elliptic-elliptic DS to the theorem 1.8 of Nachman, Regev, and Tataru for the defocusing DSII, which we remind the reader
is of hyperbolic-elliptic type. First, our work covers both the defocusing and focusing cases, whereas [53] only covers the
defocusing case. Second, the proofs are very different. The main result of [53] are new estimates for pseudodifferential
operators with rough symbols. From these new estimates together with the integrable structure of the DSII, the authors are
able to solve the L2 LDP for the defocusing DSII equation and in addition obtain a precise description of the asymptotic
behavior of the solution. In our case, we make no use of any integrable structure, as the eeDS is known to not be integrable
by the IST ([60]). Our proof is instead inspired by the work of Dodson on the 2D cubic NLS ([24]) and follows very much in
the tradition of the concentration compactness/rigidty roadmap first laid out by Kenig and Merle ([37]), which we review in
the next subsection. We view our main result, theorem 1.9, not only as solving the large data problem for a specific equation,
but also as making the existing theory for tackling critical large data problems more robust with respect to the local/nonlocal
distinction.
1.3 Outline of the proof
1.3.1 Review of global theory for critical pNLS
To give context to our main result and introduce tools that we use in its proof, we briefly review some of the advances that have
been made over the last two decades in the study of the pNLS (hereafter referred to as NLS) equation at critical regularity.
The first major advance was by Bourgain, who proved in [4] global spacetime bounds for the defocusing energy-critical NLS
in dimensions d = 3, 4 with spherically symmetric initial data. In this work, he introduced the tool of “induction on energy”,
which can be seen as the hallmark tool of the old paradigm for studying the critical NLS LDP. Moreover, Bourgain oberved
that to prove global spacetime bounds, it suffices to consider solutions which are concentrated in both physical and frequency
spaces. The work [33] gave a different proof for the 3D radial defocusing energy-critical NLS, and the work [66] treated the
higher dimensional cases, also under the assumption of radial initial data. Colliander, Keel, Staffilani, Takaoka, and Tao
([14]) removed the radial symmetry assumption by significantly refining the induction on energy technique. The authors also
introduced the new tool of a frequency-localized interaction Morawetz inequality, which has proved useful for studying the
critical NLS LDP outside the energy-critical setting. [58], [73], and [74] treated the higher dimensional cases, resolving the
conjectured global spacetime bounds for the defocusing energy-critical NLS.
The next advance, which we highlight, comes from Kenig and Merle in [37] in the context of the focusing energy-critical
NLS dimensions d = 3, 4, 5 with spherically symmetric initial data. In that work, the authors used earlier work by Keraani
([39], [40]) to prove via a concentration compactness argument that the failure of global spacetime bounds implies that the
existence of minimal energy blowup solutions, which enjoy even better spatial and frequency localization properties than the
almost minimal blowup solutions previously considered in the induction on energy approach. By means of a rigidity argument,
they then proved that such solutions ultimately cannot exist. Kenig and Merle’s new approach provided a general framework
for studying critical large data dispersive problems called the concentration compactness/rigidity road map, which, due to its
efficiency and modularity, has largely supplanted the prior induction on energy approach in subsequent work. [46] extended
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the result of Kenig and Merle to all dimensions, and [43] removed the assumption of spherically symmetric initial data for
dimensions d ≥ 5.
Turning to the mass-critical NLS, Tao, Visan, and Zhang made in [68] the first advance on the critical LDP for the
defocusing case with spherically symmetric initial data in dimensions d ≥ 3. Killip, Tao, and Visan in [41] then solved the
2D defocusing and focusing cases also for spherically symmetric initial data. In particular, that work showed that by further
appealing to the concentration compactness, one can prove the existence of minimal mass blowup solutions with even better
properties than had been previously observed. [47] adapted the argument from [41] to cover the focusing case in dimensions
d ≥ 3, again only for spherically symmetric initial data.
The previously cited works on the mass-critical NLS heavily rely on the assumption of spherically symmetric initial
data. In the radial case, one has access to improved Strichartz estimates, the in/out decomposition, and other tools, and
one also does not have to worry about Galilean invariance, which is an additional noncompact symmetry compared to the
energy-critical NLS. The breakthrough in removing the radial assumption came from Dodson in the seminal works [21], [23],
[24] on the defocusing mass-critical NLS in all dimensions. In these works, Dodson introduced the new tool of long-time
Strichartz estimates for special minimal blowup solutions. This tool has since found application outside the mass-critical
setting by simplifying proofs of old results for the energy-critical NLS (see [75], [44]). In the work [22], he treated the focusing
mass-critical NLS in all dimensions, by introducing a substitute for the frequency-localized interaction Morawetz inequality
previously used in the rigidity step of the defocusing case. Dodson’s 2D result [24] is, in particular, a very deep theorem,
as one has the failure of the double endpoint L2tL
∞
x Strichartz estimate ([52]) and therefore Dodson had to compensate by
relying heavily on bilinear estimates and special function spaces. This work is the most relevant to our present setting and
is, in part, the inspiration for our interest in the L2 LDP for the elliptic-elliptic Davey-Stewartson system.
To prove our main result 1.9, we use the concentration compactness/rigidity road map first introduced by Kenig and
Merle together with the long-time Strichartz technique introduced by Dodson. The guiding principle throughout the proof
is to use as much of the Kenig-Merle/Dodson road map as possible. However, the existing theory does not accommodate the
eeDS equation (1.9). Therefore, we work to extend the theory to handle semilinear nonlocal nonlinearities, such as those of
eeDS type.
1.3.2 Concentration compactness
For the purposes of solving the L2 large data problem, it is convenient to reformulate it in a more quantitative fashion (cf.
[37], [68], [69], and [42]). To do so, we consider the precise relationship between the mass M(u) of a solution u to (1.9) and
the scattering size
SI(u) := ‖u‖4L4t,x(I×R2). (1.32)
In the defocusing case, µ = 1, we define the function L+ : [0,∞)→ [0,∞] by
L+(M) := sup{SI(u) : u : I × R2 → C, M(u) ≤M}, (1.33)
where the supremum is taken over all solutions u : I×R2 → C to the defocusing equation (1.9). In the focusing case, µ = −1,
we define the function L− : [0,M(Q)]→ [0,∞] by
L−(M) := sup{SI(u) : u : I × R2 → C, M(u) ≤M}, (1.34)
where the supremum is taken over all solutions u : I × R2 → C to the focusing equation (1.9). It is tautological that L± is
nondecreasing. Moreover, from assertions 1 and 4 of theorem 1.4, L± is continuous and there exists some M0 ∈ (0,∞) such
that L±(M) <∞ for M ≤M0. If there exists a maximal-lifespan solution u : I × R2 → C to the defocusing eeDS such that
SI(u) =∞, then there exists a critical mass Mc ∈ (0,∞) such that
L+(M) <∞, ∀M < Mc and L+(M) =∞, ∀M > Mc. (1.35)
Similarly, if there exists a maximal-lifespan solution u : I × R2 → C to the focusing eeDS such that M(u) < M(Q) and
SI(u) =∞, then there exists a critical mass Mc ∈ (0,M(Q)) such that
L−(M) <∞, ∀M <Mc and L+(M) =∞, ∀M >Mc. (1.36)
Remark 1.13. Hereafter, we omit the superscript ± in L, as the defocusing/focusing nature will be clear from context.
With the preceding observations, we obtain the following quantitative version of the L2 LDP.
Problem 1.2 (Quantitative L2 LDP). Show the following:
• If µ = 1, then Mc =∞;
• If µ = −1, then Mc =M(Q).
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To solve problem 1.2, we argue by contradiction. We assume that if µ = 1, then the critical mass Mc <∞ and if µ = −1,
then Mc < M(Q). Following the approach of [40], [68], [69], and [42], we prove a stability lemma for the eeDS and use it
together the linear profile decomposition for the free propagator eit∆ due to Merle and Vega ([51]) to prove the existence of a
maximal-lifespan solution u : I ×R2 → C to (1.9) which blows up both forward and backward in time and has mass exactly
equal to the critical mass Mc. We call such a solution to equation (1.9) a minimal mass blowup solution. Moreover, we show
that such solutions have the special property of being almost periodic modulo the group G generated by the symmetries of
phase rotation, spatial translation, L2 scaling, and Galilean transformation, which means their orbits are precompact in the
quotient of the action L2(R2)/G. We use the following equivalent definition of almost periodicity (see remark 3 succeeding
Definition 5.1 in [45]), which is more quantitative.
Definition 1.14 (Symmetry group G). For a phase θ ∈ R/2πZ, position x0 ∈ R2, frequency ξ0 ∈ R2, and scaling parameter
λ > 0, we define the unitary transformation gθ,ξ0,x0,λ : L
2(R2)→ L2(R2) by
gθ,ξ0,x0,λf(x) := λ
−1eiθeix·ξ0f
(
x− x0
λ
)
. (1.37)
We let G denote the collection of such transformations. The reader may check that G is a group with identity g0,0,0,1, inverse
g−1θ,ξ0,x0,λ = g−θ−x0·ξ0,−λξ0,−x0/λ,λ−1 , and group law
gθ,ξ0,x0,λgθ′,ξ′0,x′0,λ′ = gθ+θ′−x0·ξ′0/λ,ξ0+ξ′0/λ,x0+λx′0,λλ′ . (1.38)
We denote the quotient of the action of G on L2(R2) (i.e. the space of G-orbits Gf := {gf : g ∈ G} for f ∈ L2(R2)) by
L2(R2)/G, which we endow with the quotient (complete) metric topology. For gθ,ξ0,x0,λ ∈ G, we define the action Tgθ,ξ0,x0,λ
on spacetime functions u : I × R2 → C by
Tgθ,ξ0,x0,λu : λ
2I × R2 → C, λ2I := {λ2t : t ∈ I} (1.39)
(Tgθ,ξ0,x0,λu)(t, x) := λ
−1eiθeix·ξ0e−it|ξ0|
2
u
(
t
λ2
,
x− x0 − 2ξ0t
λ
)
, (1.40)
which may be expressed more succinctly as
(Tgθ,ξ0,x0,λu)(t) = gθ−t|ξ0|2,ξ0,x0+2ξ0t,λ
(
u
(
t
λ2
))
. (1.41)
Definition 1.15 (Almost periodic modulo symmetries (APMS)). We say that u ∈ C0t,locL2x(I×R2) is almost periodic modulo
G if there exists a spatial center function x : I → R2, a frequency center function ξ : I → R2, a frequency scale function
N : I → [0,∞), and a compactness modulus function C : (0,∞)→ [0,∞), such that for every η > 0, we have the spatial and
frequency localization estimates∫
|x−x(t)|≥C(η)/N(t)
|u(t, x)|2dx+
∫
|ξ−ξ(t)|≥C(η)N(t)
|uˆ(t, ξ)|2dξ ≤ η, ∀t ∈ I. (1.42)
Theorem 1.16 (Reduction to almost periodic solutions). If µ = 1, assume that Mc < ∞; if µ = −1, assume that Mc <
M(Q). Then there exists a minimal mass blowup solution u : I×R2 → C to (1.9) which is almost periodic modulo symmetries.
Next, using the further refinements of the concentration compactness obtained in [42] (see also [45]) for the 2D cubic
NLS, we show the existence of a special class of minimal blowup solutions which are almost periodic modulo symmetries. We
refer to these as admissible blowup solutions and consider them exclusively in this work.
Definition 1.17 (Admissible blowup solution). We say that a maximal-lifespan solution u : I × R2 → C to (1.9) which
has mass Mc, blows up both forward and backward in time, and is almost periodic modulo symmetries with parameters
x(t), ξ(t), N(t) and compactness modulus function C(·) is admissible if the following properties are satisfied:
(i) [0,∞) ⊂ I;
(ii) N(t) ≤ 1 for all t ∈ [0,∞) and x(0) = ξ(0) = 0;
(iii) N, ξ ∈ C1loc([0,∞)) and satisfy the pointwise derivative bounds
|N ′(t)|+ |ξ′(t)| .u N(t)3, ∀t ∈ [0,∞). (1.43)
Corollary 1.18 (Reduction to admissible blowup solutions). If µ = 1, assume that Mc < ∞; if µ = −1, assume that
Mc < M(Q). Then there exists an admissible blowup solution u : I × R2 → C to (1.9).
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To obtain a contradiction, it suffices to show that u ≡ 0. Using the dichotomy introduced in [21], [23], and [24], we
consider two scenarios for blowup, which we ultimately preclude. The first is the rapid frequency cascade scenario∫ ∞
0
N(t)3dt <∞, (1.44)
and the second is the quasi-soliton scenario ∫ ∞
0
N(t)3dt =∞. (1.45)
The motivation for considering these two scenarios comes from the scaling of the interaction Morawetz estimate for the NLS.
Remark 1.19. The concentration compactness step may also be performed for the hyperbolic-elliptic DS system (heDS).
The work [25] established a profile decomposition for the free propagator eit(∂
2
2−∂
2
1 ), following the earlier work [56] which
proved a refined Strichartz estimate. Since the linear Strichartz estimates for eit(∂
2
2−∂
2
1 ) are the same as the estimates for eit∆,
one can also prove a stability result for the heDS Cauchy problem, which then provides one with all the necessary ingredients
to prove the existence of minimal blowup solutions.
1.3.3 Long-time Strichartz estimate
After the concentration compactness step, we next prove a long-time Strichartz estimate for admissible blowup solutions to
equation (1.9), which is theorem 5.1. This estimate is the workhorse of the overall proof, and we use it to preclude both the
rapid frequency cascade and the quasi-soliton scenarios. We will not state the theorem here, as formulating it requires a bit
of machinery; but we comment that we use the Up and V p spaces introduced by Koch and Tataru in [48] and the norms
introduced by Dodson in [24] to compensate for the failure of the double endpoint L2tL
∞
x Strichartz estimate. The proof
of theorem 5.1 relies heavily on Littlewood-Paley theory adapted to the frequency center ξ(t) and scale N(t) together with
bilinear Strichartz estimates which give an improvement over the classical estimate obtained by Bourgain ([3]; see proposition
2.15 below). We prove these bilinear estimates using the interaction Morawetz technique of Planchon and Vega in [55], which
was heavily exploited by Dodson in [24]. We emphasize that we do not use the long-time Strichartz estimate of [24], as that
estimate is specific to the 2D cubic NLS. Moreover, its proof exploits local structure of the cubic NLS not shared by the
eeDS.
1.3.4 Rigidity
With the long-time Strichartz estimate in hand, we proceed to the rigidity step of precluding the two scenarios for blowup.
To preclude the rapid frequency cascade scenario, we follow the work [24] by combining our long-time Strichartz estimate
together with the additional regularity argument from the earlier works [69] and [42] on the mass-critical NLS. More precisely,
we use theorem 5.1 to show that an admissible blowup solution u : I × R2 → C must possess additional regularity.
Lemma 1.20 (H3x regularity). If u is an admissible blowup solution such that
∫∞
0
N(t)3 = K <∞, then u ∈ C0tH3x([0,∞)×
R2) and satisfies the estimate
sup
0≤t<∞
‖u(t)‖H˙3x(R2) . K
3. (1.46)
This additional regularity implies that the energy of a Galilean transformation of the solution must tend to zero as time
tends to ∞. Conservation of energy then implies that the solution is identically zero, which is a contradiction.
Theorem 1.21 (No rapid frequency cascade). There does not exist an admissible blowup solution such that
∫∞
0
N(t)3dt =
K <∞.
To preclude the quasi-soliton scenario, we prove a frequency-localized interaction Morawetz “type” estimate for admissible
solutions to equation (1.9) under the specific assumption that
∫∞
0 N(t)
3dt = ∞. On an interval [0, T ], we show that our
Morawetz functional M(t) is bounded from below
∫ T
0 N(t)
3dt = K and bounded from above by a quantity which is o(K).
Since K may be taken arbitrarily large (by taking T arbitrarily large) in the quasi-soliton scenario, we obtain a contradiction.
Theorem 1.22 (No quasi-soliton). There does not exist an admissible blowup solution such that
∫∞
0
N(t)3dt =∞.
Recall that frequency-localized interaction Morawetz estimates were first introduced in [14] in the context of the 3D
defocusing energy-critical NLS. There, the solution is truncated to high frequencies, whereas in the mass-critical case, the
solution is truncated to low frequencies. We emphasize that this estimate is not an a priori estimate for sufficiently regular
solutions to the eeDS but only an estimate for a special class of solutions which we ultimately show do not exist. Frequency
truncation of the solution introduces error terms which we can control with our long-time Strichartz estimate using an
argument of [24], similar in spirit to the “almost Morawetz” estimates often used in conjunction with the I-method ([12],
[19], [20]).
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1.4 New difficulties in the DS setting
Let us now comment on some of the difficulties of the proof and how our work differs from the existing literature, in particular
Dodson’s work [24] on the 2D cubic NLS.
1.4.1 Difficulty 1: Asymptotically orthogonal group actions
The concentration compactness step proceeds fairly similarly to the work [69]; however, dealing with asymptotically orthogonal
(see definition 3.4) sequences of symmetry group actions gn ∈ G′ is a bit more delicate compared to the case for the 2D
cubic NLS. Since we cannot simply appeal to associativity as with an algebraic nonlinearity, we have to consider cases of the
ordering of asymptotically orthogonal symmetry actions in the eeDS nonlinearity: whether the asymptotic orthogonal occurs
inside or outside the argument of the nonlocal operator E (e.g. equation (3.63)). To prove lemma 3.10 on the asymptotic
solvability of equation (1.9) by the approximate solutions constructed from the nonlinear profiles, we must perform a careful
case analysis of the definition of asymptotic orthogonality together with using the boundedness of the operator E on Lp and
C˙α spaces.
1.4.2 Difficulty 2: Bilinear estimates
The proof of our long-time Strichartz estimate (theorem 5.1) acquires a new level of difficulty compared to the 2D cubic
NLS when we need to apply bilinear estimates in order to prove a bootstrap lemma used to close the proof of the inductive
step. Here, the issue is that the eeDS nonlinearity is not permutation invariant under frequency decompositions, modulo
complex conjugates (c.c.). Since the eeDS nonlinearity is not algebraic, we cannot appeal to associativity to group high and
low frequency factors as we please. Not only do we need to know the total number of high and low frequency factors present
in the decomposed nonlinearity (near and far, if the center of Littlewood-Paley projectors is not the origin), we also have to
exercise care about whether they fall inside or outside the argument of the nonlocal operator E .
Let us illustrate this difficulty with a toy example. Let Nlo and Nhi be two dyadic frequencies with Nlo ≪ Nhi, and
suppose that we wish to estimate the quantities
‖PNhi
[E((PNlou)(PNhiu))(PNhiu)]‖L4/3t,x (J×R2) (1.47)
‖PNhi
[E(|PNlou|2)(PNhiu)]‖L4/3t,x (J×R2) (1.48)
using bilinear Strichartz estimates. We dualize the problem to consider the quantities
Case1 = ‖(PNhiv)PNhi
[E((PNlou)(PNhiu))(PNhiu)]‖L1t,x(J×R2) (1.49)
Case2 = ‖(PNhiv)PNhi
[E(|PNlou|2)(PNhiu)]‖L1t,x(J×R2). (1.50)
To estimate Case1, we can use Cauchy-Schwarz and Plancherel’s theorem to obtain that
Case1 ≤ ‖(PNhiv)(PNlou)‖L1t,x(J×R2)‖(PNhiu)(PNlou)‖L1t,x(J×R2) (1.51)
and then close with two applications of the classical bilinear Strichartz estimate of Bourgain. To estimate Case2, we somehow
need to pair PNlou inside the nonlocal operator E with PNhiu outside E and PNlou inside E with PNhiv outside E without
destroying the cancellation in the Schwartz kernel K of E . Taking absolute values of everything and using Minkowski’s
inequality is the worst thing to do, as the modulus of the Schwartz kernel of E decays like |x|−2 at infinity, which is not in
L1.
To overcome this obstruction, we use an idea of Chae, Cho, and Lee from [7] and introduce additional frequency decom-
positions of the nonlinearity E (|PNlou|2) (PNhiu). We call this tool the double frequency decomposition. We illustrate the
main steps of this procedure for the toy example below.
First, we perform a homogeneous Littlewood-Paley decomposition of the symbol of E
E =
∑
k∈Z
P˙kE =:
∑
k∈Z
Ek. (1.52)
Since the symbol of E is C∞ outside the origin and homogeneous of degree zero, the kernel Kk of Ek is Schwartz class and
satisfies the k-uniform rapid decay estimates
|Kk(x)| .M 22k〈2kx〉−M , ∀M > 0. (1.53)
By the triangle inequality, we have that
Case2 ≤
∑
k:2k≤4Nlo
‖(PNhiv)Ek
(|PNlou|2) (PNhiu)‖L1t,x(J×R2). (1.54)
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Provided that we can gain some “smallness” in k (i.e. a factor of 2δk for some δ > 0) and that our final estimates are
k-uniform, it suffices to consider each term in the low-frequency summation.
To gain the needed smallness, we perform a second level of frequency decomposition, this time into frequency cubes. More
precisely, let {Qka}a∈Z2 denote the collection of dyadic cubes of side length 2k which tile Fourier space Rˆ2, and let PQka denote
Fourier projection onto the set Qka. For each k, we decompose
|PNlou|2 =
∑
a,a′∈Z2
(PNloPQkau)(PNloPQka′
u). (1.55)
A priori, this last step seems ill-advised because now we have to consider the interaction of lots of cubes. However, when we
consider the expression ∑
a,a′∈Z2
Ek
(
(PNloPQkau)(PNloPQka′
u)
)
, (1.56)
we observe that the cubes are almost orthogonal. Indeed,
Ek
(
(PNloPQkau)(PNloPQka′
u)
)
6= 0 =⇒ dist (Qka, Qka′) ≤ 2k+10. (1.57)
Now that we have extracted some cancellation, we do the crudest thing possible by using Minkowski’s inequality and Cauchy-
Schwarz to estimate∑
|a+a′|≤210
‖(PNhiv)Ek
(
(PNloPQkau)(PNloPQka′
u)
)
‖L1t,x(J×R2)
.
∫
R2
dy22k〈2ky〉−10
(∑
a∈Z2
‖(PNhiv)(PNloPQkaτyu)‖2L2t,x(J×R2)
)1/2(∑
a∈Z2
‖(PNhiu)(PNloPQkaτyu)‖2L2t,x(J×R2)
)1/2
.
(1.58)
We now use Galilean invariance to apply Bourgain’s bilinear Strichartz estimate at the level of each cube to gain two factors
of (2k/Nhi)
1/2. Thus, the RHS of the preceding inequality is
.
(
2k
Nhi
)
‖u‖U2∆(J×R2)‖v‖U2∆(J×R2)‖PNlou‖2X2∆(J×R2). (1.59)
We can sum over the integers k such that 2k . 4Nlo to complete the argument.
The preceding toy example illustrates fairly well the argument needed to apply classical bilinear estimates (e.g. [3], [65]).
However, we do not know how to close the proof of theorem 5.1 using the existing bilinear estimates. Instead, we use an
idea of Dodson from [24] which is to prove new bilinear estimates for admissible blowup solutions to (1.9), which give a
logarithmic improvement over the classical bilinear estimates. We emphasize that we do not use Dodson’s bilinear estimates,
as his estimates are specific to the cubic NLS. Moreover, because we need to use the double frequency decomposition to have
any hope of applying whatever bilinear estimates we prove, we need bilinear estimates where the low frequency scale is that
of side length of each cube Qka. This was not the case in [24], where the estimates were proved at the low frequency scale of
the Littlewood-Paley projector PNlo .
We prove our bilinear Strichartz estimates using the interaction Morawetz technique of [55], which makes no use of
the spacetime Fourier transform, but instead relies on integration by parts and the local conservation laws of an equation.
A priori, such integration by parts arguments seem ill-suited for the eeDS equation because the nonlinearity is nonlocal.
Moreover, it is not obvious that the eeDS conservation laws can be written in the usual divergence form, as is the case for
the NLS. However, the eeDS nonlinearity is just a linear combination of products of Riesz transforms, which have good
differential structure. Therefore, we can write the local mass and momentum conservation laws of the equation in the usual
divergence form. There are some additional issues of certain remainder terms in the integration by parts arguments not
vanishing as they would in the case of an algebraic nonlinearity, but we can handle these issues with careful commutator
estimates.
1.4.3 Difficulty 3: Interaction Morawetz estimate
The last difficulty which we highlight in the introduction is the lack of an a priori interaction Morawetz estimate for (1.9).
We remind the reader that a frequency-localized interaction Morawetz estimate was used in [24] to preclude the quasi-soliton.
We recall the 2D interaction Morawetz estimate from [15] and [55]: for a solution u to the defocusing cubic NLS, we have
that
‖|∇|1/2(|u|2)‖2L2t,x(J×R2) . supt∈J ‖u(t)‖
2
L2x(R
2)‖u(t)‖2H˙1/2x (R2). (1.60)
To illustrate the difference between the defocusing cubic NLS and defocusing eeDS, let us recall part of the proof from [55].
Define a Morawetz action
M(t) := 2
∫
S1
∫
R4
(x− y)ω
|(x− y)ω| |u(t, y)|
2 Im{u¯∂ωu}(t, x)dxdydω. (1.61)
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Differentiating in time, using the local mass and momentum conservations
∂tT00 = ∂jT0j (1.62)
∂tTjk = −∂kLjk − ∂kTjk, (1.63)
and performing a number of integration by parts, we obtain that
dM
dt
(t) =
∫
S1
∫
{xω=yω}
|∂ω (Trxω=yω (u¯⊗ u)) (t, x, y)|2dH3(x, y)dω
+
∫
S1
∫
{xω=yω}
|u(t, y)|2Tjk(t, x)ωjωkdH3(x, y)dω,
(1.64)
where Trxω=yω denotes the restriction to the hypersurface {xω = yω} ⊂ R4. Now in the cubic NLS setting, Tjk = δjk|u|4 and
therefore
dM
dt
(t) ≥
∫
S1
∫
{xω=yω}
|∂ω (Trxω=yω(u¯⊗ u)) (t, x, y)|2dH3(x, y)dω. (1.65)
But in the eeDS setting,
Tjk = δkj |u|4 − δjk|∇∂1
∆
(|u|2)|2 − 2δ1k|u|2 ∂j∂k
∆
(|u|2) + 2∂k∂1
∆
(|u|2)∂j∂1
∆
(|u|2), (1.66)
and it is not clear to us that ∫
S1
∫
{xω=yω}
|u(t, y)|2Tjk(t, x)ωjωkdH3(x, y) ≥ 0, (1.67)
which would then allow us to discard this term. Since the strategy of the proof of frequency-localized interaction Morawetz
estimates is to mimic the proof of the a priori estimate using the equation satisfied by the frequency-truncated solution w,
then handle the error terms separately (in the mass-critical case with the long-time Strichartz estimate), it is unclear to us
how to implement this strategy in the eeDS case.
Remark 1.23. If our defocusing eeDS equation were instead of the form
(i∂t +∆)u = |u|2u− λ∂
2
1
∆
(|u|2)u, (1.68)
then by using weighted singular integral estimates, one can obtain an interaction Morawetz estimate, provided that λ > 0
is sufficiently small ([72]). However, we do not wish to impose any such restriction, and moreover, this argument would not
work in the focusing case, since the sign in front of |u|2u is negative.
Instead, our approach in both the defocusing and focusing cases is inspired by the work [22] on the focusing mass-critical
NLS. We do not ask for an a priori interaction Morawetz estimate for solutions to (1.9), but instead more modestly ask
for an estimate satisfied by admissible blowup solutions. In caricature, we construct a time-dependent potential adapted to
the spatial and frequency localization properties of admissible solutions which essentially localizes the solution in physical
space to a ball of centered at x(t) of radius ∼ R2N(t) , where R ≫ 1. Using this potential, we construct a Morawetz action
MR(t). We then proceed via integration by parts arguments exploiting the local conservation laws of equation (1.9). We can
overcome the obstruction to an a priori interaction Morawetz estimate by showing that up to a negligible error, the desired
nonnegativity condition is satisfied, where in the focusing case, we have to use the additional condition that M(u) < M(Q)
together with theorem 1.6.
1.5 Organization of the paper
Having outlined the proof of our main result theorem, 1.9, we now comment on the organization of the paper.
In section 2, we introduce the basic notation used in this work and record some preliminary facts from Harmonic Analysis
in addition to the classical linear and bilinear Strichartz estimates for the Schro¨dinger equation. We also introduce the
definitions of the Up∆ and V
p
∆ adapted function spaces and record some of their basic properties which will be used extensively
in the sequel. Since most of the results stated in section 2 are by now standard in the literature, proofs are generally omitted.
In section 3, we complete the concentration compactness step of the proof. The main results are theorem 1.16 and
corollary 1.18, which give the existence of admissible blowup solutions to equation (1.9). Readers familiar with the literature
on minimal counterexamples for the critical NLS may wish to focus on the proof of lemma 3.10, as there we encounter new
difficulties in the eeDS setting.
In section 4, we introduce the norms from [24] which we use to formulate our long-time Strichartz estimate for equation
(1.9). We also prove some basic embeddings into standard Strichartz admissible spacetime Lebesgue spaces satisfied by these
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norms. As section 4 is quite technical and not very well motivated on its own, the reader may wish to skip over it on first
reading and instead consult it as needed during the course of the proof of theorem 5.1 in section 5.
In section 5, we state and prove our long-time Strichartz estimate for admissible blowup solutions to 1.9, which is theorem
5.1. We begin the section with an extended overview outlining the main steps of the proof of theorem 5.1, and we have
organized the remainder of section 5 into subsections corresponding to each step of the proof. We state in section 5 the three
improved bilinear Strichartz estimates (propositions 5.10, 5.13, and 5.14), which are used to close the proof, but their proofs
are postponed until the succeeding section.
In section 6, we give the proofs of the three improved bilinear Strichartz estimates (propositions 5.10, 5.13, and 5.14)
stated and used in section 5. Subsection 6.2 reviews the tensorial formulation of the local mass and momentum conservation
laws for (1.9) and their analogues for the frequency-localized solution w = P≤ju. Subsections 6.3 - 6.5 contain the proofs of
the respective bilinear Strichartz estimates.
In section 7, we complete the first part of the rigidity step, which is to preclude the rapid frequency cascade scenario.
The main result is theorem 1.21.
In section 8, we complete the second part of the rigidity step, which is to preclude the quasi-soliton scenario. The main
result is theorem 1.22. Subsection 8.1 contains some preliminary lemmas which we frequently use to prove lower bounds for
the main terms and upper bounds for the errors in the ensuing subsections. In subsection 8.2, we construct our frequency-
localized interaction Morawetz type functional, which we use in both the defocusing and focusing cases. In subsection 8.3,
we prove the estimate for the error terms arising from truncating the solution to low frequencies. In subsection 8.4, we
perform the lower and upper bound analysis in the defocusing case and balance all parameters floating around to obtain a
contradiction. Finally, in subsection 8.5, we prove the lower and upper bound analysis in the focusing case and again balance
all the parameters to obtain a contradiction, completing the proof of 1.22. Since we have then exhausted the rapid frequency
cascade/quasi-soliton dichotomy, the proof of theorem 1.9 is complete.
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2 Preliminaries
2.1 Notation
We use the Einstein summation convention where a repeated index denotes summation over that index (e.g. akbk.)
We denote the open ball centered at x ∈ R2 of radius r > 0 by B(x, r). When the radius is understood to be a dyadic
integer, r = 2i for some i ∈ Z, we will just write B(x, i) and refer to the ball as dyadic. Similarly, we denote the annulus
centered at x of outer radius R and inner radius r by A(x, r, R). When the R = 2i and r = 2j are understood to be dyadic
integers, we just write A(x, i, j) and refer to the annulus as dyadic.
We use the vector notation xn := (x1, . . . , xn) ∈ (Rd)n ∼= Rnd. We sometimes will denote the Lebesgue measure on (Rd)n
by dxn. Similarly, we use the notation D := −i∇, so that Dn := (D1, . . . , Dn) is an n-tuple of Rd-valued Fourier multipliers.
For k ∈ Z, we denote the collection of dyadic cubes of side length 2k which tile R2 by {Qka}a∈Z2, where Qka := 2ka +
[−2k−1, 2k−1]2.
We use the notation X . Y and Y & X when there exists some constant C > 0 such that X ≤ CY . When X . Y and
Y . X , we write X ∼ Y . To denote the dependence of the implicit constant on some parameter p, we use the subscript
notation X .p Y , X &p Y , and X ∼p Y .
We use the Japanese bracket notation 〈x〉 := (1 + |x|2)1/2.
Given a measurable space function f : R2 → C or spacetime function u : R2 → C and a vector y ∈ R2, we use the notation
τyf or τyu to denote the spatial translates (τyf)(x) := f(x− y) or (τyu)(t, x) := u(t, x− y), respectively.
We define the mixed norm Lebesgue space LptL
q
x(I × Rd) to be the Banach space equipped with the norm
‖f‖LptLqx(I×Rd) :=
(∫
I
(∫
Rd
|f(t, x)|qdx
)p/q)1/q
, (2.1)
with the usual modifications if p = ∞ or q = ∞. When I = R, we will usually just write LptLqx instead of LptLqx(R × Rd).
Similarly, we will just write Lq in lieu of Lq(Rd).
We denote the n-dimensional Hausdorff measure on Rd by dHn.
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We denote the Schwartz space on Rd by S(Rd). We denote the space of tempered distributions (i.e. the dual of the
Schwartz space) by S ′(Rd).
We denote the Fourier transform of a tempered distribution f by fˆ or F(f). For L1 functions, we define the Fourier
transform via the convention
fˆ(ξ) :=
∫
Rd
f(x)e−ix·ξdx, ∀ξ ∈ Rd (2.2)
and we define the inverse Fourier transform F−1 by
f∨(x) :=
1
(2π)d
∫
Rd
fˆ(ξ)eiξ·xdξ, ∀x ∈ Rd. (2.3)
Given a measurable symbol m : (Rd)n → C, we define the n-linear Fourier multiplier m(Dn) by
m(Dn)(f1, . . . , fn)(x) :=
1
(2π)nd
∫
Rnd
m(ξ
n
)fˆ1(ξ1) · · · fˆn(ξn)ei
∑n
j=1 ξj ·xdξ
n
, ∀x ∈ Rd. (2.4)
Given two operators T and S, we denote their commutator by [T, S] := TS − ST . If S is a pointwise multiplication
operator (i.e. (Sf)(x) := a(x)f(x) for some measurable function a), then we write the commutator of T and S as [T, a];
analogously, if T is a pointwise multiplication operator.
2.2 Basic Harmonic Analysis
In this section, we present some classical results from Harmonic Analysis which will be used throughout the course of the
paper. The reader may find proofs of these results in any standard reference on the subject, such as [30], [31], [62], and [70],
in addition to the appendix of [67].
We first recall some facts about homogeneous tempered distributions.
Let Ω ∈ L1(Sd−1) with integral zero. Define a tempered distribution WΩ by
〈WΩ, f〉 := lim
ε→0+
∫
|x|≥ε
Ω(x/|x|)
|x|d f(x)dx, ∀f ∈ S(R
d). (2.5)
Observe that WΩ ∈ S ′(Rd) is a homogeneous distribution of degree −d.
Proposition 2.1. Let m ∈ C∞(Rd \ {0}) be a tempered distribution which is homogeneous of degree zero. Then there exists
b ∈ C and Ω ∈ C∞(Sd−1) with integral zero, such that
m∨ = bδ0 +WΩ (2.6)
in the sense of tempered distributions.
Proposition 2.2 (Hardy’s inequality). If 0 ≤ s < d2 , then
‖|x|−sf‖L2(Rd) .s,d ‖f‖H˙s(Rd). (2.7)
Proposition 2.3 (Hardy-Littlewood-Sobolev lemma). Suppose 1 < p < ∞, 1 < q < ∞, 0 < r < d, and rd = 1 − ( 1p − 1q ).
Then
‖f ∗ | · |−r‖Lq(Rd) .p,q,d ‖f‖Lp(Rd). (2.8)
We next recall some facts from the Caldero´n-Zygmund theory for singular integral operators. Since our equation (1.9) is
translation-invariant, we limit our attention to the translation-invariant case of the theory (i.e. Caldero´n-Zygmund operators
of convolution type).
Definition 2.4 (Caldero´n-Zygmund kernels). Let K : Rd \ {0} → C be a measurable function which satisfies
(a) the size condition
|K(x)| ≤ A1|x|d , ∀x ∈ R
d \ {0} (2.9)
and
(b) the smoothness condition
|∇K(x)| ≤ A2|x|d+1 , ∀x ∈ R
d \ {0}. (2.10)
We say that K is a Caldero´n-Zygmund kernel (CZK).
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Let K be a CZK, and suppose that there exists a tempered distribution W associated to K by
〈W, f〉 = lim
δj→0+
∫
|x|≥δj
K(x)f(x)dx, ∀f ∈ S(Rd), (2.11)
for some sequence δj → 0+ as j →∞.
Remark 2.5. Note that if the kernel K satisfies
∫
R1<|x|<R2
K(x)dx = 0 for any 0 < R1 < R2 < ∞, then the choice of
sequence δj is immaterial.
Proposition 2.6 (Caldero´n-Zygmund theorem). Let K be a Caldero´n-Zygmund kernel with constants A1, A2 in (2.9) and
(2.10), respectively. Let W ∈ S ′(Rd) be a distribution associated to K in the form of (2.11). If the operator T defined by
convolution with W has a bounded extension on Lr(Rd) with norm B for some 1 < r ≤ ∞, then T has an extension mapping
L1(R2) to L1,∞(R2) with norm
‖T ‖L1→L1,∞ .d A2 + B, (2.12)
and T extends to a bounded operator on Lp(Rd) for 1 < p <∞ with norm
‖T ‖Lp→Lp .p,d A2 +B. (2.13)
We call T a Caldero´n-Zygmund operator (CZO).
For our purposes, an important example of CZOs are the Riesz transforms. For j = 1, . . . , d, we define tempered
distributions Wj on Rd by
〈Wj , f〉 :=
Γ
(
d+1
2
)
π
d+1
2
lim
ε→0+
∫
|y|≥ε
yj
|y|d+1 f(y)dy, ∀f ∈ S(R
d). (2.14)
We define the jth Riesz transform Rj by convolution with the distribution Wj , and we denote the d-dimensional vector of
Riesz transforms by ~R. The operator Rj is a Fourier multiplier with symbol −i ξj|ξ| , from which we see that E = −R21. By
Plancherel’s theorem, Rj is bounded on L
2, and so by the Caldero´n-Zygmund theorem, Rj is indeed a CZO. In particular,
the operator E is bounded on Lp(R2) for every 1 < p <∞.
We also need some results on the Lp boundedness of (multilinear) Fourier multipliers.
Proposition 2.7 (Ho¨rmander-Mikhlin multiplier theorem). Let m : Rd \ {0} → C belong to C∞(Rd \ {0}) and satisfy the
derivative estimates
|(∂αm)(ξ)| .|α| |ξ|−|α|, ∀ξ ∈ Rd \ {0}, ∀α ∈ Nd0. (2.15)
Then for any exponent 1 < p < ∞, the operator m(D) : S(Rd) → S ′(Rd) extends to a bounded operator m(D) : Lp(Rd) →
Lp(Rd).
Proposition 2.8 (Coifman-Meyer multiplier theorem, [10], [11], [38], [32]). Let N ∈ N, and let m : RNd \ {0} → C belong
to C∞(RNd \ {0}) and satisfy the derivative estimates
|∂α1ξ1 · · · ∂αNξN m(ξN )| .α1,...,αN (|ξ1|+ · · ·+ |ξN |)
−(|α1|+···+|αN |), ∀ξ
N
∈ RNd, ∀αN ∈ NNd0 . (2.16)
Then for any exponents 1 < p1, . . . , pN ≤ ∞ and 1N < p <∞ satisfying 1p1 + · · ·+ 1pN = 1p , the operator m(DN ) : S(Rd)N →
S ′(Rd) extends to a bounded operator Lp1(Rd)× · · · × LpN (Rd)→ Lp(Rd).
We next recall some basic facts from the Littlewood-Paley theory.
Definition 2.9 (Littlewood-Paley decomposition). Let φ ∈ C∞c (Rd) be a radial, nonincreasing function, such that 0 ≤ φ ≤ 1
and
φ(x) =
{
1, |x| ≤ 1
0, |x| > 2 . (2.17)
Define the dyadic partitions of unity
1 = φ(x) +
∞∑
j=1
[φ(2−jx)− φ(2−j+1x)] =: ψ0(x) +
∞∑
j=1
ψj(x), ∀x ∈ Rd (2.18)
1 =
∑
j∈Z
[φ(2−jx)− φ(2−j+1x)] =:
∑
j∈Z
ψ˙j(x), ∀x ∈ Rd \ {0}. (2.19)
For any nonnegative integer j, define the inhomogeneous Littlewood-Paley projector Pj by
Pjf := ψj(D)f =
∫
Rd
Kj(x− y)f(y)dy, (2.20)
16
and for any integer j, define the homogeneous Littlewood-Paley projector P˙j by
P˙jf := ψj(D)f =
∫
Rd
K˙j(x− y)f(y)dy. (2.21)
Observe that Kj, K˙j′ ∈ S(Rd) and for any integers j ∈ N0 and j′ ∈ Z,
|Kj(x)| .N,d 2dj〈2jx〉−N , |K˙j′(x)| .N,d 2dj′〈2j′x〉−N , ∀x ∈ Rd, N ∈ N0. (2.22)
In particular, Kj, K˙j′ ∈ L1(Rd) with supj,j′{‖Kj‖L1(Rd) + ‖K˙j′‖L1(Rd)} . 1. For an integer j < 0, we define Pj to be the
zero operator. Lastly, we define the operators
Pj1≤·≤j2 :=
∑
j1≤j≤j2
Pj , P˙j1≤·≤j2 :=
∑
j1≤j≤j2
P˙j . (2.23)
For a real number N > 0 or a set E ⊂ Rd, we define the frequency localization operators
P≤N := φ(N
−1D), P>N := 1− φ(N−1D), PN := φ(N−1D)− φ(2N−1D), PE := 1E(D). (2.24)
Proposition 2.10 (Bernstein’s lemma). For s ≥ 0 and 1 ≤ p ≤ q ≤ ∞, we have the inequalities
‖P>Nf‖Lp(Rd) .p,s,d N−s‖|∇|sP>Nf‖Lp(Rd) (2.25)
‖P≤N |∇|sf‖Lp(Rd) .p,s,d Ns‖P≤Nf‖Lp(Rd) (2.26)
‖PN |∇|±sf‖Lp(Rd) .p,s,d N±s‖PNf‖Lp(Rd) (2.27)
‖P≤Nf‖Lq(Rd) .p,q,d Nd(
1
p−
1
q )‖P≤Nf‖Lp(Rd) (2.28)
‖PNf‖Lq(Rd) .p,q,d Nd(
1
p−
1
q )‖PNf‖Lp(Rd). (2.29)
Proposition 2.11 (Littlewood-Paley theorem). For 1 < p <∞ and f ∈ Lp(Rd),
‖f‖Lp(Rd) ∼p,d ‖
 ∞∑
j=0
|Pjf |2
1/2 ‖Lp(Rd) ∼p,d ‖
∑
j∈Z
|P˙jf |2
1/2 ‖Lp(Rd). (2.30)
Since we will need to consider solutions to the eeDS equation which are localized in frequency around some time-dependent
center ξ(t) ∈ R2, we generalize the Littlewood-Paley projectors Pj , P˙j by defining
Pξ0,ju := e
ix·ξ0Pj(e
−i(·)·ξ0u), P˙ξ0,ju := e
ix·ξ0 P˙j(e
−i(·)·ξ0u), ξ0 ∈ Rd. (2.31)
Observe that
(Pξ0,jf)(x) =
∫
R2
Kj(x− y)ei(x−y)·ξ0f(y)dy, ∀x ∈ Rd (2.32)
and Kj(·)ei(·)·ξ0 ∈ L1(R2)–analogously for P˙ξ0,j . It is a straightforward exercise to check that Bernstein’s lemma and the
Littlewood-Paley theorem also hold (with the same implicit constant) when Pj and P˙j are replaced by Pξ0,j and P˙ξ0,j ,
respectively.
We also need a Littlewood-Paley theory adapted to dyadic cube frequency localization. We specialize to the 2D case. We
first construct a suitable C∞ partition of unity adapted to dyadic cubes. Let χ be a C∞ function satisfying 0 ≤ χ ≤ 1 and
χ(ξ) =
{
1, ∀ξ ∈ [−1, 1]2
0, ∀ξ /∈ (−2, 2)2 . (2.33)
For a ∈ Z2 and k ∈ Z, define the localizing function
χa,k(ξ) :=
χ( ξ−2
ka
2k
)∑
b∈Z2 χ(
ξ−2kb
2k
)
, ∀ξ ∈ R2. (2.34)
It is evident that supp(χa,k) ⊂ Qk+2a . Moreover, χ0,0 ∈ C∞c (R2), and from scaling and translation invariance, it follows that
χa,k ∈ C∞c (R2) with derivative bounds
sup
a∈Z2
‖∇Nχa,k‖∞ .N 2−Nk, ∀N ∈ N0. (2.35)
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Next, observe that by dilation and translation/modulation invariance
χ∨a,k(x) = 2
2kei2
ka·xχ∨0,0(2
kx), ∀x ∈ R2. (2.36)
Since χ0,0 ∈ C∞c (R2), it follows that χ∨0,0 is a Schwartz function. Hence, for all k ∈ Z and a ∈ Z2,
|χ∨a,k(x)| .N 22k〈2kx〉−N , ∀x ∈ R2, ∀N ∈ N0. (2.37)
We use the notation Qka to denote the cube
Qka := 2
ka+ [−2k−1, 2k−1]2, (2.38)
and we define the smooth frequency projector onto Qka, denoted by PQka , by
P̂Qkaf(ξ) = χa,k(ξ)fˆ(ξ), ∀ξ ∈ R2. (2.39)
In the proof of the long-time Strichartz estimate, we will use a sparsification trick for frequency decompositions in order
to apply bilinear estimates. To state our lemma, we first need to introduce the notion of a sparse decomposition.
Definition 2.12. For any k ∈ Z, we say that a subcollection C of dyadic cubes Qka of side length 2k is sparse if any distinct
cubes Qka, Q
k
a′ ∈ C satisfy the distance condition dist(Qka, Qka′) ≥ 2k+4.
The advantage of working with a sparse cube decomposition is that (up to a harmless spatial translation) we can shift
the frequency projector between factors of a product of two functions.
Lemma 2.13. (Shifting trick) Let C be a collection of dyadic cubes of side length 2k. Then there exists a constant C =
C(C) > 0, such that for all k ∈ Z and v, w ∈ L4t,x(I × R2),(∑
a∈C
‖v(PQkaw)‖2L2t,x(I×R2)
)1/2
≤ C sup
y∈R2
(∑
a∈Z2
‖(PQkav)(τyw)‖2L2t,x(I×R2)
)1/2
. (2.40)
Proof. We first partition C into O(1) sparse subcollections C1, . . . , CN , where N is independent of k ∈ Z. To do this, we argue
as follows. Partition (up to measure zero overlap) R2 into dyadic cubes {Qk+10a }a∈Z of side length 2k+10. Now each cube
Qk+10a contains exactly 2
20 dyadic children Qka′ of side length 2
k. Moreover,
Qka′ ⊂ Qk+10a ⇒ 2ka′ = 2k+10a+ 2k(a′ − 210a), (a′ − 210a) ∈ {0, . . . , 210 − 1}2. (2.41)
We now partition C into 220 subgroups Ci,j for (i, j) ∈ {0, . . . , 210 − 1}2 by the assignment
Qka′ ∈ Ci,j ⇔ (a′ − 210a) = (i, j). (2.42)
We claim that each subcollection Ci,j is sparse. Indeed, if Qka, Qka′ ∈ Ci,j , where a 6= a′, then by construction there exist
unique dyadic parents Qk+10b ⊃ Qka and Qk+10b′ ⊃ Qka′ , where b 6= b′ and
(a− 210b) = (a′ − 210b′)⇔ a− a′ = 210(b − b′), (2.43)
which implies that |a− a′| ≥ 210.
Now without loss of generality, we may suppose that C is sparse. We now perform two further frequency decompositions
into cubes {Qka′}a′∈Z2 and {Qka′′}a′′∈Z2 of side length 2k as follows:(∑
a∈C
‖v(PQkau)‖2Lt,x(I×R2)
)1/2
=
(∑
a∈C
∑
a′′∈Z2
∑
a′∈Z2
‖PQk
a′′
[(PQk
a′
v)(PQkau)]‖2L2t,x(I×R2)
)1/2
=
( ∑
a′′∈Z2
∑
a′∈Z2
∑
a∈C
‖PQk
a′′
[(PQk
a′
v)(PQkau)]‖2L2t,x(I×R2)
)1/2
. (2.44)
We claim that for each pair (a′, a′′) ∈ Z2 × Z2 fixed, there is at most one a = a(a′, a′′) ∈ C in the summation such that
PQk
a′′
[(PQk
a′
v)(PQkau)] 6= 0. (2.45)
Indeed, for any η1, η2 ∈ Qka′ and ξ1 ∈ Qka1 , ξ2 ∈ Qka2 , where a1 6= a2, the reverse triangle inequality, together with the fact
that C is sparse, implies that
|(ξ1 + η1)− (ξ2 + η2)| ≥ |ξ1 − ξ2| − |η1 − η2| ≥ 2k+4 − 2k+ 12 > 2k+ 12 = diam(Qka′′). (2.46)
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Now by the Fubini-Tonelli theorem and Minkowski’s inequality,
‖PQk
a′′
[(PQk
a′
v)(PQkau)]‖2L2t,x(I×R2) =
∫
I
∫
R2
∣∣∣∣∫
R2
KQk
a′′
(z)(PQk
a′
v)(t, x− z)(PQkau)(t, x− z)dz
∣∣∣∣2 dxdt
=
∫
I
∫
R2
∣∣∣∣∫
R2
KQk
a′′
(z)(PQk
a′
v)(t, x− z)
(∫
R2
KQka(y)u(t, x− y − z)dy
)
dz
∣∣∣∣2 dxdt
≤
∫
R2
|KQka(y)|
(∫
I
∫
R2
∣∣∣∣∫
R2
KQk
a′′
(z)(PQk
a′
v)(t, x − z)u(t, x− y − z)dz
∣∣∣∣2 dxdt
)1/2
dy
2
.
(∫
R2
22k〈2ky〉−10‖PQk
a′′
[(PQk
a′
v)(τyu)]‖L2t,x(I×R2)dy
)2
. (2.47)
Substituting this last estimate into (2.44), we obtain that
(2.44) .
( ∑
a′′∈Z2
∑
a′∈Z2
(∫
R2
22k〈2ky〉−10‖PQk
a′′
[(PQk
a′
v)(τyu)]‖L2t,x(I×R2)dy
)2)1/2
≤
∫
R2
22k〈2ky〉−10
(∑
a′∈Z2
∑
a′′∈Z2
‖PQk
a′′
[(PQk
a′
v)(τyu)]‖2L2t,x(I×R2)
)1/2
dy, (2.48)
where we use the embedding L1yℓ
2
a′,a′′ ⊂ ℓ2a′,a′′L1y to obtain the ultimate inequality. By Plancherel’s theorem and almost
orthogonality of the projectors PQka , we see that∫
R2
22k〈2ky〉−10
(∑
a′∈Z2
∑
a′′∈Z2
‖PQk
a′′
[(PQk
a′
v)(τyu)]‖2L2t,x(I×R2)
)1/2
dy .
∫
R2
22k〈2ky〉−10
(∑
a′∈Z2
‖(PQk
a′
v)(τyu)‖2L2t,x(I×R2)
)1/2
dy
. sup
y∈R2
‖(PQkav)(τyu)‖ℓ2aL2t,x(Z2×I×R2). (2.49)
2.3 Linear and bilinear estimates
In this subsection, we record some linear and bilinear estimates all of which are by now standard in the dispersive literature.
We have restricted to the d = 2 case, although we remark that the estimates below hold in arbitrary dimension mutatis
mutandis.
Proposition 2.14 (Strichartz estimates, [63], [77], [28], [36]). A pair (p, q) of real numbers is admissible (for d = 2) if
2 < p ≤ ∞ and 2p = 2(12 − 1q ). If u : I × R2 → C is a solution to the Cauchy problem{
(i∂t +∆)u = F (t), (t, x) ∈ I × R2
u(0) = u0, x ∈ R2
, (2.50)
then for all admissible pairs (p, q) and (p˜, q˜), we have that
‖u‖LptLqx(I×R2) .p,q,p˜,q˜ ‖u0‖L2(R2) + ‖F‖Lp˜′t Lq˜′x (I×R2), (2.51)
where p˜′ and q˜′ denote the Ho¨lder conjugates of p˜ and q˜, respectively.
Proposition 2.15 (Bilinear Strichartz estimate, [3]). Let u0, v0 ∈ L2(R2). If u0 and v0 have Fourier supports in the annuli
|ξ| ∼ N and |ξ| ∼M , where M ≪ N , respectively, then for any p ∈ [2,∞],
‖(eit∆u0)(eit∆v0)‖LptLp′x (R×R2) .p
(
M
N
)1/p
‖u0‖L2(R2)‖v0‖L2(R2) (2.52)
By Galilean invariance of the free Schro¨dinger equation, we obtain the following cube-localized version of the preceding
bilinear estimate. See also the proof of proposition 5.10 for a way of proving the corollary directly.
Corollary 2.16. Let 0 < c1 < c2, and let δ ∈ (0, 1). Let ξ0 ∈ R2, and let Qξ0 be a cube centered at ξ0 of side length
l(Qξ0) =M . Let u0, v0 ∈ L2(R2).
(i) If u0 has Fourier support in the annulus A(0, c1N, c2N) and v0 has Fourier support in the cube Qξ0 ⊂ B(0, (1− δ)c1N),
where M ≪ N , then for any p ∈ [2,∞],
‖(eit∆u0)(eit∆v0)‖LptLp′x (R×R2) .p,c1,c2,δ
(
M
N
)1/p
‖u0‖L2(R2)‖v0‖L2(R2) (2.53)
(ii) If u0 has Fourier support in the cube Qξ0 ⊂ A(0, c1N, c2N) and v0 has Fourier support in the ball B(0, (1 − δ)c1N),
where M ≪ N , then for any p ∈ [2,∞],
‖(eit∆u0)(eit∆v0)‖LptLp′x (R×R2) .p,c1,c2,δ
(
M
N
)1/p
‖u0‖L2(R2)‖v0‖L2(R2). (2.54)
Proof. We first prove (i). By complex interpolation with the trivial L∞t L
1
x bilinear estimate, it suffices to prove the desired
estimate for p = 2. Observe that by translation invariance of the Lebesgue measure and Galilean invariance of the free
Schro¨dinger equation, we can write
‖(eit∆u0)(eit∆v0)‖L2t,x(R×R2) = ‖
(
Tg0,−ξ0,0,1(e
it∆u0)
)(
Tg0,−ξ0,0,1(e
it∆v0)
)‖L2t,x(R×R2)
= ‖(eit∆u0,ξ0)(eit∆v0,ξ0)‖L2t,x(R×R2), (2.55)
where u0,ξ0 := g0,−ξ0,0,1u0 and v0,ξ0 := g0,−ξ0,0,1v0. Observe that v0,ξ0 has Fourier support in the cube Q0 := [−M2 , M2 ]2.
Now if ξ ∈ supp(uˆ0,ξ0), then ξ + ξ0 ∈ A(0, c1N, c2N). Since Qξ0 ⊂ B(0, (1− δ)c1N), in particular, |ξ0| ≤ (1− δ)c1N . Hence
by the (reverse) triangle inequality,
δc1N = (c1 − (1− δ)c1)N ≤ |ξ| ≤ (c2 + (1 − δ)c1)N, (2.56)
which implies that u0,ξ0 has Fourier support in the annulus A(0, δc1N, (c2 + (1 − δ)c1)N). Applying proposition 2.15 with
u0,ξ0 and v0,ξ0 , we conclude that
‖(eit∆u0,ξ0)(eit∆v0,ξ0)‖L2t,x(R×R2) .δ,c1,c2
(
M
N
)1/2
‖u0,ξ0‖L2(R2)‖v0,ξ0‖L2(R2) =
(
M
N
)1/2
‖u0‖L2(R2)‖v0‖L2(R2). (2.57)
We now prove (ii). As before, it suffices to prove the desired estimate for p = 2. Let u0,ξ0 and v0,ξ0 be defined as before.
This time, u0,ξ0 has Fourier support in the cube Q0. Since Qξ0 ⊂ A(0, c1N, c2N), in particular, ξ0 ∈ A(0, c1N, c2N). If
ξ ∈ supp(vˆ0,ξ0), then ξ + ξ0 ∈ B(0, (1− δ)c1N). Hence by the (reverse) triangle inequality,
δc1N = (−(1− δ)c1 + c1)N ≤ |ξ| ≤ ((1− δ)c1 + c2)N, (2.58)
which implies that v0,ξ0 has Fourier support in the annulus A(0, δc1N, ((1 − δ)c1 + c2)N). Applying proposition 2.15 with
u0,ξ0 and v0,ξ0 , we obtain the desired conclusion.
While the bilinear estimate of proposition 2.15 is invariant under the DS scaling, the following bilinear restriction estimate
for the paraboloid due to Tao is subcritical with respect to the scaling symmetry.
Proposition 2.17 (Bilinear restriction estimate, [65]). Let q > 52 , and let c > 0. Then there exists a constant C(c, q) > 0
such that for all u0, v0 ∈ L2(R2) satisfying
supp(uˆ0), supp(vˆ0) ⊂ B(0, N), dist(supp(uˆ0), supp(uˆ0)) ≥ cN, (2.59)
we have that
‖(eit∆u0)(eit∆v0)‖Lqt,x(R×R2) ≤ C(c, q)N2−
4
q ‖u0‖L2(R2)‖v0‖L2(R2). (2.60)
By interpolating between the estimate (2.60) with q = 52 + ε and the trivial L
∞
t L
1
x bilinear estimate, for any ε > 0, we
obtain the bilinear estimate
‖(eit∆u0)(eit∆v0)‖
L2tL
3
2
+
x (R×R2)
. N−
1
3+‖u0‖L2(R2)‖v0‖L2(R2). (2.61)
2.4 U
p
∆
and V
p
∆
spaces
In this subsection, we introduce the definitions of the Up and V p spaces and their adapted counterparts Up∆ and V
p
∆ and
record some basic properties of these spaces. The Up and V p spaces were first applied in the dispersive setting in [48] and have
since proved useful as an alternative to Bourgain’s Fourier restriction Xs,b spaces when studying critical Cauchy problems.
For the omitted proofs of the results in this subsection and further properties of these spaces, we refer the reader to Section
2 of [34] (see also the erratum [35]) and Chapter 4 of [50].
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Let Z denote the set of finite partitions −∞ < t1 < · · · < tN <∞. In this subsection, (H, 〈, 〉) denotes a generic Hilbert
space, unless specified otherwise.
We say that a function f is ruled if at every point (including ±∞) left and right limits exist. The space of ruled functions
equipped with the uniform norm is a Banach space, which we denote by R. We let Rrc denote the closed subspace of R
consisting of right-continuous functions with limt→−∞ f(t) = 0.
A step function f : R→ H is one for which there exists a partition {tk}Nk=1 ∈ Z such that f is constant on the intervals
(−∞, t1), (tk, tk+1), and (tN ,∞). We denote the set of step functions by S . We denote the subset of right-continuous step
functions by Src.
Definition 2.18 (Up spaces). Let 1 ≤ p < ∞. We say that u : R → H is a p-atom if there exists a partition {tk}Nk=1 ∈ Z,
such that
u =
N∑
k=1
1[tk,tk+1)(t)uk,
N∑
k=1
‖uk‖pH ≤ 1, (2.62)
where tN+1 :=∞. We define the Up norm by
‖u‖Up(R×R2) := inf
∑
j
|cj | : u =
∑
j
cjuj, uj are U
p atoms
. (2.63)
Given an interval [a, b] and a function u : [a, b] → H , we define the norm ‖u‖Up([a,b]) := ‖u1[a,b)‖Up(R). We define Up([a, b])
to be the normed space of functions u : [a, b]→ H for which this norm is finite.
Definition 2.19 (V p spaces). Let 1 ≤ p < ∞. We define V p(R) to be the normed space of functions v : R → H such that
limt→±∞ v(t) exists, v(∞) = 0, and
‖v‖V p(R) := sup
{tk}Nk=1∈Z
(
N∑
k=1
‖v(tk+1)− v(tk)‖pH
)1/p
<∞, (2.64)
where tN+1 := ∞. We define V p−(R) to be the closed subspace consisting of functions v : R → H such that v(−∞) :=
limt→−∞ v(t) = 0. Given an interval [a, b] and a function v : [a, b] → H , we define the norm ‖v‖V p([a,b]) := ‖v1[a,b)‖V p(R).
We define V p([a, b]) to be the normed space of functions v : [a, b] → H for which this norm is finite. We analogously define
V p−([a, b]).
We denote the subspaces of V p(R) (resp. V p−(R)) and V
p([a, b]) (resp. V p−([a, b])) consisting of right-continuous functions
by V prc(R) (resp. V
p
−,rc(R)) and V
p
rc([a, b]) (resp. V
p
−,rc([a, b])), respectively.
When the domain of the Up or V p space under consideration is not important to the formulation of a result, we will
generally omit it.
Proposition 2.20 (V p basic properties). Let 1 ≤ p < q <∞. Then the following hold.
(i) ‖ · ‖V p defines a norm, and V p (resp. V p−) is a Banach subspace of R. V prc (resp. V p−,rc) is a closed subspace of V p.
(ii) V∞ := R with norm ‖ · ‖V∞ := ‖ · ‖sup.
(iii) If 1 ≤ p ≤ q ≤ ∞, then V p ⊂ V q with ‖ · ‖V q ≤ ‖ · ‖V p .
Proposition 2.21 (Up basic properties). Let 1 ≤ p < q <∞. Then the following hold.
(i) Functions in Up are ruled and right-continuous. If u ∈ Up, then limt→−∞ u(t) = 0 in H.
(ii) ‖ · ‖Up defines a norm, and Up equipped with this norm is a Banach space. Moreover, ‖ · ‖sup ≤ ‖ · ‖Up .
(iii) If p < q, then Up ⊂ U q with ‖ · ‖Uq ≤ ‖ · ‖Up .
(iv) If 1 ≤ p <∞, then Up ⊂ V p−,rc and ‖ · ‖V p ≤ 21/p‖ · ‖Up .
Proposition 2.22 (V p−,rc ⊂ U q). If 1 ≤ p < q <∞, then the embedding V p−,rc ⊂ U q is continuous.
Proposition 2.23. Let a ≤ b ≤ c, and let 1 ≤ p <∞. Then
‖u‖pUp([a,c]) ≤ ‖u‖pUp([a,b]) + ‖u‖pUp([b,c]) (2.65)
Proof. See Lemma B.5 in [49].
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Proposition 2.24 (Duality). Let 1 < p, q < ∞ satisfy 1p + 1q = 1. Then there is a unique continuous bilinear map
B : U q × V p → R which satisfies (with t0 = a and u(t0) = 0)
B(u, v) =
N∑
i=1
〈u(ti)− u(ti−1), v(ti)〉 (2.66)
for v ∈ V p and u ∈ Src with associated partition {tk}Nk=1 ∈ Z. The map B satisfies
|B(u, v)| ≤ ‖u‖Uq‖v‖V p . (2.67)
The map
V p → (U q)∗, v 7→ B(·, v) (2.68)
is a surjective isometry if 1 ≤ q <∞.
Define the subspace V qc (R) by
V qc (R) := {v ∈ V q(R) ∩ C(R) : limt→±∞ v(t) = 0}. (2.69)
Then the map
Up → (V qc )∗, u 7→ B(u, ·) (2.70)
is a surjective isometry.
Remark 2.25. Test functions are weak-* dense in V p, which is a useful fact for our applications of Up-V p duality in section
5.
Definition 2.26 (DUp space). We define the normed space DUp(R) (resp. DUp([a, b])) to be the space of distributional
derivatives of Up(R) (resp. Up([a, b])) functions equipped with the induced norm.
We now specialize to the case where H = L2(R2).
Definition 2.27 (Up∆, V
p
∆, and DU
p
∆ spaces). For 1 ≤ p <∞, we define Up∆(R× R2) := eit∆
(
Up(R;L2(R2))
)
with norm
‖u‖Up∆(R×R2) := ‖e−it∆u‖Up(R). (2.71)
We define V p∆(R× R2) := eit∆
(
V p(R;L2(R2))
)
with norm
‖v‖V p∆(R×R2) := ‖e−it∆v‖V p(R). (2.72)
We define V p−,∆(R× R2) and V p−,rc,∆(R× R2) with respective norms in completely analogous fashion.
We define DUp∆(R× R2) := eit∆
(
DUp(R;L2(R2))
)
with norm
‖f‖DUp∆(R×R2) := ‖e−it∆f‖DUp(R). (2.73)
We define the spaces Up∆([a, b]× R2), V p±,∆([a, b]× R2), V p±,rc,∆([a, b]× R2), and DUp∆([a, b]× R2) with respect norms in
completely analogous fashion.
When the choice of time domain for our adapted function (i.e. [a, b] or R) is not important to the formulation of a result,
we will often omit it or use the generic notation I or J .
We now define function spaces built on the Up∆ and V
p
∆ spaces, which are adapted to frequency cube decompositions.
Definition 2.28 (Xp,k∆ and Y
p,k
∆ spaces). Let 1 < p <∞ and k ∈ Z, and let J ∈ {[a, b],R}. We define Xp,k∆ (J × R2) to be
the normed space of functions such that for each a ∈ Z2, the function PQkau ∈ U
p
∆(J × R2), and
‖u‖2
Xp,k∆ (J×R
2)
:=
∑
a∈Z2
‖PQkau‖2Up∆(J×R2) <∞. (2.74)
Similarly, we define Y p,k∆ (J × R2) to be the normed space of functions such that for each a ∈ Z2, the function PQkav ∈
V p∆(J × R2), and
‖v‖2
Y p,k∆ (J×R
2)
:=
∑
a∈Z2
‖PQkav‖2V p∆(J×R2) <∞. (2.75)
Lemma 2.29. Let J ∈ {[a, b],R}. Let {Q} be a collection of cubes in R2 such that ‖∑Q 1Q‖L∞ < ∞ (i.e. boundedly
overlapping). Then ∑
Q
‖PQu‖2U2∆(J×R2)
1/2 . ‖u‖U2∆(J×R2), (2.76)
where the implicit constant only depends on ‖∑Q 1Q‖L∞.
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Proof. Suppose u =
∑
j cjuj is a U
2
∆ atomic decomposition of u, where
uj =
∑
k
1[tj,k,tj,k+1)e
it∆uj,k. (2.77)
For each cube Q, define the function
uj,Q :=
∑
k
1[tj,k,tj,k+1)e
it∆ PQuj,k
(
∑
k ‖PQuj,k‖2L2)1/2
, (2.78)
which is a U2∆ atom. Observe that
uQ := PQu =
∑
j
cj,Quj,Q, cj,Q := cj
(∑
k
‖PQuj,k‖2L2
)1/2
(2.79)
is an atomic decomposition for uQ. Therefore by Minkowski’s inequality,∑
Q
‖uQ‖2U2∆(J×R2)
1/2 ≤
∑
Q
∑
j
|cj |
(∑
k
‖PQuj,k‖2L2
)1/22

1/2
≤
∑
j
|cj |
∑
Q
∑
k
‖PQuj,k‖2L2
1/2
=
∑
j
|cj |
∑
k
∑
Q
‖PQuj,k‖2L2
1/2
.
∑
j
|cj |
(∑
k
‖uj,k‖2L2
)1/2
=
∑
j
|cj |, (2.80)
where we use Plancherel’s theorem together with the bounded overlap of the cubes Q to obtain the penultimate inequality.
Taking the infimmum of the RHS of the ultimate equality over all U2∆ atomic decompositions of u completes the proof of the
lemma.
Proposition 2.30 (X2,k∆ and Y
2,k
∆ embeddings). Uniformly in k ∈ Z, we have the continuous embeddings
U2∆ ⊂ X2,k∆ ⊂ Y 2,k∆ ⊂ V 2∆. (2.81)
Proof. It suffices to prove the embedding U2∆ ⊂ X2,k∆ , as the remaining embeddings follow from U2∆ ⊂ V 2∆ and duality. But
this embedding is an immediate consequence of the preceding lemma.
Proposition 2.31. Let 1 < p <∞. Let J ⊂ R be a subinterval, and let F ∈ L1tL2x(J × R2). Then∥∥∥∥∫ t
0
ei(t−τ)∆F (τ)dτ
∥∥∥∥
Up∆(J×R
2)
. sup
‖v‖
V
p′
−,rc,∆
(J×R2)=1
∣∣∣∣∫
J
〈F (t), v(t)〉dt
∣∣∣∣ . (2.82)
Proof. The hypothesis that F ∈ L1tL2x(J × R2) implies that
∫ t
0
ei(t−τ)∆F (τ)dτ ∈ V 1−,c(J × R2) ⊂ Up(J × R2). The desired
conclusion then follows from Lemma 4.34 in [50].
The following proposition was proved in [24] and is extremely useful in the estimation of U2∆ norms.
Proposition 2.32 (Lemma 3.4 of [24]). Let J =
⋃k
m=1 J
m be a union of consecutive intervals Jm = [am, bm], where
bm = am+1 for m = 1, . . . , k − 1. Let F ∈ L1tL2x(J × R2). Then for any t0 ∈ J ,∥∥∥∥∫ t
t0
ei(t−τ)∆F (τ)dτ
∥∥∥∥
U2∆(J×R
2)
.
k∑
m=1
∥∥∥∥∫
Jm
e−iτF (τ)dτ
∥∥∥∥
L2(R2)
+
 k∑
m=1
 sup
‖vm‖V 2
−,rc,∆
(Jm×R2)
=1
∣∣∣∣∫
Jm
〈F (τ), vm(τ)〉dτ
∣∣∣∣
2

1/2 (2.83)
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Remark 2.33. The assumption F ∈ L1tL2x(J ×R2) is purely qualitative: the implied constants in the statements of proposi-
tons 2.31 and 2.32 do not depend on the quantity ‖F‖L1tL2x(J×R2). Moreover, this condition will always be satisfied by
Strichartz estimates.
Linear and bilinear Strichartz estimates transfer to Up∆ and V
p
∆ spaces, a consequence of a more general transference
principle underlying these spaces.
Proposition 2.34 (Transference principle, Proposition 2.19 of [34]). Let I ⊂ R be an interval, and let
T0 : L
2(R2)× · · · × L2(R2)→ L1loc(R2) (2.84)
be an n-linear operator. If for some 1 ≤ p, q ≤ ∞, we have that
∥∥T0 (eit∆φ1, . . . , eit∆φn)∥∥LptLqx(I×R2) ≤ Cp,q n∏
i=1
‖φi‖L2(R2), (2.85)
then there exists an extension T : Up∆(I × R2)× · · · × Up∆(I × R2)→ LptLqx(I × R2) such that
‖T (u1, . . . , un)‖LptLqx(I×R2) ≤ Cp,q
n∏
i=1
‖ui‖Up∆(I×R2) (2.86)
and T (u1, . . . , un)(t)(x) = T0(u1(t), . . . , un(t))(x) a.e.
In the proof of our long-time Strichartz estimate (theorem 5.1), we make use of the following interpolation result for
bounded linear operators from Up∆ into a Banach space. Although this result is not strictly necessary, it is convenient for
avoiding the fact that the V 2+∆ ⊂ U2∆ but that U2∆ ( V 2∆ when applying bilinear estimates.
Proposition 2.35 (Linear interpolation, Propositon 2.20 of [34]). Let q > 1, X be a Banach space, and T : U q∆ → X be a
bounded linear operator with norm ‖T ‖Uq∆→X ≤ Cq. Additionally, suppose that there is Cp ∈ (0, Cq], for some 1 ≤ p < q,
such that T is well-defined on Up∆ and satisfies the estimate ‖Tu‖X ≤ Cp‖u‖Up∆ for all u ∈ U
p
∆. Then T satisfies the estimate
‖Tu‖X ≤ 4Cp
αp,q
(
ln
Cq
Cp
+ 2αp,q + 1
)
‖u‖V p∆, ∀u ∈ V
p
−,rc,∆, (2.87)
where αp,q := (1 − pq ) ln(2).
Let us now give an application of propositions 2.34 and 2.35 to proving linear and bilinear estimates at the level of Up∆, V
p
∆
spaces (cf. Corollary 2.21 of [34]).
Proposition 2.36. Let I ⊂ R be an interval.
(i) Let (p, q) be an admissible pair. Then
‖u‖LptLqx(I×R2) .p ‖u‖Up∆(I×R2). (2.88)
(ii) If u and v have spatial Fourier supports in the annuli |ξ| ∼ N and |ξ| ∼ M , respectively, where M ≪ N , then for any
p ∈ [2,∞],
‖uv‖
LptL
p′
x (I×R2)
.p
(
M
N
)1/p
‖u‖Up∆(I×R2)‖v‖Up∆(I×R2) (2.89)
and
‖uv‖
LptL
p′
x (I×R2)
.p
(
M
N
)1/p(
ln
(
N
M
)
+ 1
)2
‖u‖V p∆(I×R2)‖v‖V p∆(I×R2). (2.90)
(iii) Let 0 < c1 < c2, and let δ ∈ (0, 1). Let ξ0 ∈ R2, and let Qξ0 be a cube centered at ξ0 of side length l(Qξ0) =M .
a. If u has spatial Fourier support in the annulus A(0, c1N, c2N) and v has spatial Fourier support in the cube
Qξ0 ⊂ B(0, (1− δ)c1N), where M ≪ N , then for any p ∈ [2,∞],
‖uv‖
LptL
p′
x (I×R2)
.p,c1,c2,δ
(
M
N
)1/p
‖u‖Up∆(I×R2)‖v‖Up∆(I×R2). (2.91)
and
‖uv‖
LptL
p′
x (I×R2)
.p,c1,c2,δ
(
M
N
)1/p(
ln
(
N
M
)
+ 1
)2
‖u‖V p∆(I×R2)‖v‖V p∆(I×R2). (2.92)
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b. If u has spatial Fourier support in the Qξ0 ⊂ A(0, c1N, c2N) and v has spatial Fourier support in the ball B(0, (1−
δ)c1N), where M ≪ N , then for any p ∈ [2,∞],
‖uv‖
LptL
p′
x (I×R2)
.p,c1,c2,δ
(
M
N
)1/p
‖u‖Up∆(I×R2)‖v‖Up∆(I×R2) (2.93)
and
‖uv‖
LptL
p′
x (I×R2)
.p,c1,c2,δ
(
M
N
)1/p(
ln
(
N
M
)
+ 1
)2
‖u‖V p∆(I×R2)‖v‖V p∆(I×R2). (2.94)
(iv) Let q > 5/2 and c > 0. Then there exists a constant C(c, q) > 0, such that for u and v satisfying supp(uˆ), supp(vˆ) ⊂
B(0, N) and dist (supp(uˆ), supp(vˆ)) ≥ cN , we have the inequality
‖uv‖Lqt,x(I×R2) ≤ C(c, q)N2−
4
q ‖u‖Uq∆(I×R2)‖v‖Uq∆(I×R2). (2.95)
Proof. We omit the proof of assertion (i), as it is a straightforward consequence of proposition 2.34, and the proofs of assertions
(iii) and (iv), as they follow from the same argument used to prove (ii) together with corollary 2.16 and proposition 2.17,
respectively.
By modifying the definition of the Littlewood-Paley projectors if necessary, we may prove the assertion with u and v
replaced by PNu and PMv, respectively. Let P˜N and P˜M denote “fattened” Littlewood-Paley projectors satisfying P˜NPN =
PN and P˜MPM = PM , respectively. The first inequality in (ii) follows from propositions 2.15 and 2.34 with T0 defined by
T0(e
it∆φ1, e
it∆φ2) :=
(
P˜Ne
it∆φ1
)(
P˜Me
it∆φ2
)
(2.96)
and Cp,p′ = Cp(M/N)
1/p.
For the second inequality in (ii), first note that for the case p =∞, we have the stronger estimate
‖uv‖L∞t L1x(I×R2) ≤ ‖u‖V∞∆ (I×R2)‖v‖V∞∆ (I×R2) (2.97)
by Ho¨lder’s inequality and the fact that V∞∆ ⊂ L∞t L2x. Now fix p ∈ [2,∞) and let q := 2p. Let u ∈ Up∆(I × R2). Let
X := LptL
p′
x (I × R2), and define the operator T : Up∆(I × R2)→ X by
v 7→
(
P˜Mv
)(
P˜Nu
)
. (2.98)
Observe that T has operator norm satisfying the inequality
‖T ‖Up∆(I×R2)→X ≤ C˜p
(
M
N
)1/p
‖P˜Nu‖Up∆(I×R2) =: Cp. (2.99)
where C˜p is a multiple (by an absolute constant) of the implicit constant in proposition 2.15. Also, observe that T is
well-defined on U q∆(I × R2) and satisfies the estimate
‖Tv‖X = ‖(P˜Nu)(P˜Mv)‖LptLp′x (I×R2) ≤ ‖P˜Nu‖L2pt L2p′x (I×R2)‖P˜Mv‖L2pt L2p′x (I×R2)
≤ C˜q‖P˜Nu‖Up∆(I×R2)‖v‖Uq∆(I×R2)
=: Cq‖v‖Uq∆(I×R2), (2.100)
where we use Ho¨lder’s inequality to obtain the first inequality and assertion (i) together with the admissibility of (2p, 2p′) to
obtain the second inequality. Above, C˜q is a multiple (by an absolute constant) of the implicit constant in the homogeneous
Strichartz estimate for L2pt L
2p′
x . Taking Cq larger by a fixed absolute factor, we may assume that Cq ≥ Cp. Therefore, by
proposition 2.35, we obtain that
‖(P˜Nu)(P˜Mv)‖LptLp′x (I×R2) = ‖Tv‖X
.p
(
M
N
)1/p(
ln
(
N
M
)
+ 1
)
‖u‖Up∆(I×R2)‖v‖V p∆(I×R2). (2.101)
Replacing u by PNu and v by PMv in the preceding estimate shows that
‖(PNu)(PMv)‖LptLp′x (I×R2) .p
(
M
N
)1/p(
ln
(
N
M
)
+ 1
)
‖PNu‖Up∆(I×R2)‖PMv‖V p∆(I×R2). (2.102)
Repeating the argument above on u, we obtain the desired conclusion.
25
The last result which we prove in this subsection concerns the invariance of Up∆ under the action of the symmetry group
G′ (see definition 3.3).
Proposition 2.37 (G′ invariance of Up∆). Let 1 ≤ p < ∞, and let I ⊂ R. Then for u ∈ Up∆(I × R2), and gθ,ξ0,x0,λ,t0 ∈ G′,
we have that
‖u‖Up∆(I×R2) = ‖Tgθ,ξ0,x0,λ,t0u‖Up∆(λ2I×R2). (2.103)
Proof. Given ε > 0, let
u =
∑
j
cjuj , uj =
∑
k
1[tj,k,tj,k+1)(t)e
it∆uj,k (2.104)
be an atomic decomposition for u such that
∑
j |cj | ≤ ‖u‖Up∆(I×R2) + ε. For each j, define the function vj := Tgθ,ξ0,x0,λ,t0uj ,
and define the function v := Tgθ,ξ0,x0,λ,t0u. We claim that each vj is a U
p
∆(λ
2I × R2) atom. Indeed, observe that
vj(t) =
∑
k
(
Tgθ,ξ0,x0,λe
itn∆
(
1[tj,k,tj,k+1)(·)ei(·)∆uj,k
))
(t) =
∑
k
1[λ2tj,k,λ2tj,k+1)(t)
(
Tgθ,ξ0,x0,λe
itn∆
(
ei(·)∆uj,k
))
(t). (2.105)
Since the free Schro¨dinger equation is invariant under the action of G′, we have that(
Tgθ,ξ0,x0,λe
itn∆
(
ei(·)∆uj,k
))
(t) = eit∆
(
gθ,ξ0,x0,λe
itn∆uj,k
)
. (2.106)
Since gθ,ξ0,x0,λe
itn∆ is a unitary operator on L2x, the claim follows immediately. Therefore, v =
∑
j cjvj is an atomic
decomposition for v, and
‖v‖Up∆(λ2I×R2) ≤
∑
j
|cj | ≤ ‖u‖Up∆(I×R2) + ε. (2.107)
Sinve ε > 0 was arbitrary, we conclude that ‖v‖Up∆(λ2I×R2) ≤ ‖u‖Up∆(I×R2). By writing u = Tg−1θ,x0,ξ0,λ,t0 v and repeating the
argument above, we obtain the reverse inequality, which completes the proof of the proposition.
3 Minimal mass blowup solutions
3.1 Overview
In this section, we prove theorem 1.16 and corollary 1.18, which reduce our consideration to admissible blowup solutions
to (1.9). Compared to works on the mass-critical NLS, the primary new ingredient here is the Lp and Cα boundedness
properties of the operator E . As for the NLS, the key convergence result used to prove theorem 1.16 is the following
Palais-Smale condition modulo the mass symmetry group G (definition 1.14).
Proposition 3.1 (Palais-Smale condition). Fix µ ∈ {±1}. If µ = 1, suppose that the critical mass Mc ∈ (0,∞); if µ = −1,
suppose that the critical mass Mc ∈ (0,M(Q)). Given a sequence of solutions un : In × R2 → C to (1.9) and a sequence of
times tn ∈ In such that lim supn→∞M(un) =Mc and
lim
n→∞
S≥tn(un) = limn→∞
S≤tn(un) =∞, (3.1)
the sequence Gun(tn) has a convergent subsequence in L
2(R2)/G.
The primary ingredients for proving proposition 3.1 are a quantitative stability lemma for equation (1.9), which we prove
in subsection 3.2 and the profile decomposition for the Schro¨dinger propagator eit∆ obtained by Merle and Vega in [51], which
we recall in subsection 3.3. Assuming proposition 3.1, the proof of which we defer to subsection 3.4, theorem 1.16 follows by
the argument in [69], which we quickly sketch.
Proof. By definition of Mc, there exists a sequence of maximal-lifespan solutions un : In × R2 → C to (1.9), such that
M(un) ≤Mc and limn→∞ SIn(un) =∞. For each n ∈ N, the absolute continuity of the Lebesgue integral implies that there
exists tn ∈ In such that
S≥tn(un) = min
{
1
2
SIn(un), 2
n
}
, (3.2)
and by time translation symmetry, we may assume that tn ≡ 0. Applying proposition 3.1, up to a subsequence, there exists
u0 ∈ L2(R2) such that Gun(0) → Gu0 in the quotient space L2(R2)/G. Equivalently, there there exists a sequence gn ∈ G
and g0 ∈ G such that gnun(0)→ g0u0 in L2. So after relabeling, we may assume that gn ≡ 1. Hence, un(0)→ u0 in L2(R2)
as n→∞, which implies that M(u0) ≤Mc.
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Let u : I ×R2 → C be the maximal-lifespan solution to (1.9) with initial data u0. We claim that u blows up both forward
and backward in time. Otherwise, by assertion 3 of theorem 1.4, we have without loss of generality that S≥0(u) < ∞. By
assertion 4 of theorem 1.4, [0,∞) ⊂ In for all n≫ 1 and
lim sup
n→∞
S≥0(un) <∞, (3.3)
which contradicts our choice of the sequence un. Hence, M(u0) ≥Mc, from which we conclude that M(u0) =Mc.
To see that blow up both forward and backward in time implies almost periodicity modulo G, let Gu(t′n) be any sequence
in the orbit {Gu(t) : t ∈ I}. Since S≥t′n(u) = S≤t′n(u) =∞, we can apply proposition 3.1 to obtain a convergent subsequence
in L2(R2)/G. One can then show that precompactness in L2(R2)/G implies (actually is equivalent to) the existence of
parameters x(t), ξ(t), N(t) and compactness modulus function C(·).
3.2 Stability
In this subsection, we extend the local Cauchy theory for (1.9) by proving a stability result for solutions (cf. Lemma 3.1 in
[69] and Theorem 3.7 in [45]).
Lemma 3.2 (Stability). Fix µ ∈ {±1}. Let I be a compact interval, and let u˜ be an approximate (strong) solution to (1.9)
in the sense that
(i∂t +∆)u˜ = F (u˜) + e, (t, x) ∈ I × R2, (3.4)
for some spacetime function e. Assume that
‖u˜‖L∞t L2x(I×R2) ≤M (3.5)
‖u˜‖L4t,x(I×R2) ≤ L, (3.6)
for some constants M,L > 0. Let t0 ∈ I, and let u(t0) satisfy
‖u(t0)− u˜(t0)‖L2(R2) ≤M ′ (3.7)
for some constant M ′ > 0. Assume the smallness conditions
‖ei(t−t0)∆(u(t0)− u˜(t0))‖L4t,x(I×R2) ≤ ε (3.8)
‖e‖
L
4/3
t,x (I×R
2)
≤ ε, (3.9)
for some 0 < ε ≤ ε1, where ε1(M,M ′, L) is a small constant. Then there exists a (unique) solution to (1.9) on I × R2 with
initial data u(t0) at time t = t0 satisfying the conditions
‖u− u˜‖L4t,x(I×R2) ≤ C(M,M ′, L)ε, (3.10)
‖u− u˜‖L∞t L2x(I×R2) ≤ C(M,M ′, L)M ′, (3.11)
‖u‖L4t,x(I×R2) ≤ C(M,M ′, L). (3.12)
Proof. We first prove the lemma under assumption that L ≤ ε0, where ε0 = ε0(M,M ′) > 0 is sufficiently small. By symmetry,
we may assume without loss of generality that t0 = inf I. Let u : I
′ ×R2 → C be the maximal-lifespan solution to (1.9) with
initial data u(t0), and write u = u˜+w on the time interval I
′′ := I ∩ I ′. Then w is a strong solution to the Cauchy problem{
(i∂t +∆)w = F (u˜+ w) − F (u˜)− e, (t, x) ∈ I ′′ × R2
w(t0) = u(t0)− u˜(t0), x ∈ R2
. (3.13)
By Duhamel’s formula,
w(t) = ei(t−t0)∆w(t0)− i
∫ t
t0
ei(t−τ)∆ [F (u˜(τ) + w(τ)) − F (u˜(τ)) − e(τ)] dτ, t ∈ I ′′. (3.14)
For T ∈ I ′′, define the quantities A(T ) := ‖F (u˜+w)−F (u˜)‖L4t,x([t0,T ]×R2) and X(T ) := ‖w‖L4t,x([t0,T ]×R2). Using the identity
F (u˜+ w) − F (u˜) = −L(|u˜|2)w − L(2Re{u˜w¯}+ |w|2)(u˜ + w), (3.15)
we see from Ho¨lder’s and triangle inequalities and Plancherel’s theorem that
A(T ) . ‖w‖L4t,x([t0,T ]×R2)‖u˜‖2L4t,x([t0,T ]×R2)
+
(
‖u˜‖L4t,x([t0,T ]×R2)‖w‖L4t,x([t0,T ]×R2) + ‖w‖2L4t,x([t0,T ]×R2)
)(
‖u˜‖L4t,x([t0,T ]×R2) + ‖w‖L4t,x([t0,T ]×R2)
)
. L2X(T ) + LX(T )2 +X(T )3. (3.16)
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By Strichartz estimates, the triangle inequality, and the assumptions of the lemma, it follows that
X(T ) . ‖ei(t−t0)∆w(t0)‖L4t,x([t0,T ]×R2) +
(
‖(F (u˜+ w) − F (u˜))‖
L
4/3
t,x ([t0,T ]×R
2)
+ ‖e‖
L
4/3
t,x ([t0,T ]×R
2)
)
≤ ε+
(
‖F (u˜+ w)− F (u˜)‖
L
4/3
t,x ([t0,T ]×R
2)
+ ε
)
≤ 2ε+A(T ). (3.17)
Combining the inequalities for A(T ) and X(T ), we obtain that
A(T ) . L2(ε+A(T )) + (ε+A(T ))3 ≤ ε20(ε+A(T )) + (ε+A(T ))3. (3.18)
Hence, for ε0 > 0 sufficiently small, we conclude from a standard continuity argument that A(T ) . ε for all T ∈ I ′′, which
implies that X(T ) . ε for all T ∈ I ′′. By the triangle inequality,
‖u‖L4t,x([t0,T ]×R2) ≤ ‖u˜‖L4t,x([t0,T ]×R2) + ‖w‖L4t,x([t0,T ]×R2) . L+ ε ≤ ε0 + ε, ∀T ∈ I ′′, (3.19)
and by Duhamel’s formula, triangle inequality, and Strichartz estimates,
‖u− u˜‖L∞t L2x([t0,T ]×R2) . ‖u(t0)− u˜(t0)‖L2(R2) + ε ≤M ′ + ε, ∀T ∈ I ′′. (3.20)
To see that I = I ′′, we argue as follows. If sup I ′ < sup I, so in particular sup I ′ is finite, then by assertion 3 of theorem 1.4,
lim
T→sup I′−
‖u‖L4t,x([t0,T ]×R2) =∞, (3.21)
which contradicts that ‖u‖L4t,x([t0,T ]×R2) . ε0 + ε for all T ∈ I ′′.
For the general case of arbitrarily large L, we use the absolute continuity of the Lebesgue integral to subdivide I into
J ∼ (1 + Lε )4 compact subintervals Ij := [tj , tj+1], for 0 ≤ j < J , such that
‖u˜‖L4t,x(Ij×R2) ≤ ε0, (3.22)
where ε0 = ε0(M, 2M
′) is the small constant determined above with M ′ replaced by 2M ′. We then use the result of the
preceding paragraph on each subinterval Ij and sum the estimates to obtain the desired conclusion. We omit the details.
3.3 Concentration compactness
In this subsection, we collect some standard results from the mass-critical theory of concentration compactness. The material
here is not specific to the eeDS, as it pertains to the linear part of the equation, which is of course the same as for nonlinear
Schro¨dinger equations.
Since the free Schro¨dinger equation is invariant under the action of eit0∆ for fixed time t0, we first enlarge the symmetry
group G by adding the action of the free propagator eit∆.
Definition 3.3 (Enlarged group G′). For a phase θ ∈ R/2πZ, position x0 ∈ R2, frequency ξ0 ∈ R2, scaling parameter λ > 0,
and time t0 ∈ R, we define the unitary operator gθ0,x0,ξ0,λ,t0 : L2(R2)→ L2(R2) by
gθ,ξ0,x0,λ,t0 := gθ,ξ0,x0,λe
it0∆. (3.23)
We denote the collection of all such transformations by G′. We define the G′ action on spacetime functions u : R× R2 → C
by
(Tgθ,ξ0,x0,λ,t0u)(t, x) :=
1
λ
eiθeix·ξ0e−it|ξ0|
2
(eit0∆u)
(
t
λ2
,
x− x0 − 2ξ0t
λ
)
, (3.24)
which may equivalently be expressed as
(Tgθ,ξ0,x0,λ,t0u)(t) = gθ−t|ξ0|2,ξ0,x0+2ξ0t,λ,t0
(
u
(
t
λ2
))
. (3.25)
One can show that G′ is a group and that the action of G′ on global spacetime functions preserves both the class and
scattering size of solutions of the free Schro¨dinger equation. Furthermore, we may topologize G′ by endowing it with the
strong operator topology.
To state the linear profile decomposition, we need to define what it means for sequences in G′ to be asymptotically
orthogonal.
Definition 3.4 (Asymptotic orthogonality). We say that two sequences {gn}∞n=1, {g′n}∞n=1 ∈ G′ are asymptotically orthgonal
if the sequence g−1n g
′
n diverges to ∞, by which we mean that given any compact subset K ⊂ G′, there exists an n(K) ∈ N
such that g−1n g
′
n /∈ K for all n ≥ n0.
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It is classical that asymptotic orthogonality is equivalent to
lim
n→∞
λ
(j)
n
λ
(k)
n
+
λ
(k)
n
λ
(j)
n
+ λ(j)n λ
(k)
n |ξ(j)n − ξ(k)n |2 +
|t(j)n (λ(j)n )2 − t(k)n (λ(k)n )2|
λ
(j)
n λ
(k)
n
+
|x(j)n − x(k)n − 2t(j)n (λ(j)n )2(ξ(j)n − ξ(k)n )|2
λ
(j)
n λ
(k)
n
=∞, (3.26)
for j 6= k.
We record some well-known consequences of asymptotic orthogonality (see section 4 of [69]).
Lemma 3.5. Let gn, g
′
n be asymptotically orthogonal sequences in G
′. Then
lim
n→∞
〈gnf, g′nf ′〉L2(R2) = 0, ∀f, f ′ ∈ L2(R2). (3.27)
If v, v′ ∈ L4t,x(R× R2) and θ ∈ (0, 1), then
lim
n→∞
‖|Tgnv|1−θ|Tg′nv′|θ‖L4t,x(R×R2) = 0. (3.28)
Using the preceding lemma, one obtains the following asymptotic “decoupling” of the mass and scattering size functionals
evaluated on sums of functions.
Proposition 3.6. Let J ∈ N. If g(1)n , . . . , g(J)n are sequences in G′ which are asymptotically orthogonal and f (1), . . . , f (J) ∈
L2x(R
2) and v(1), . . . , v(J) ∈ L4t,x(R× R2), then
lim
n→∞
M
 J∑
j=1
g(j)n f
(j)
− J∑
j=1
M(f (j))
 = 0 (3.29)
and
lim
n→∞
S
 J∑
j=1
g(j)n v
(j)
− J∑
j=1
S(g(j)n v
(j))
 = 0. (3.30)
Lastly, we recall the profile decomposition for the 2D linear Schro¨dinger equation due to Merle and Vega ([51]). We
present the formulation from [45] specialized to the 2D case.
Theorem 3.7 (Linear profile decompositon, [51],[45]). Let un be a bounded sequence in L
2(R2). Passing to a subsequence
if necessary, there exists J∗ ∈ N0 ∪ {∞}, functions {φ(j)}J∗j=1 ∈ L2(R2), and pairwise asymptotically orthogonal sequences of
group elements {g(j)n }J∗j=1 ∈ G′ so that implicitly defining w(J)n by
un =
J∑
j=1
g(j)n φ
(j) + w(J)n , ∀J ∈ {1, . . . , J∗}, (3.31)
the following properties hold:
lim
J→J∗
lim sup
n→∞
S
(
eit∆w(J)n
)
= 0, (3.32)
(g(j)n )
−1w(J)n
n→∞−−−−⇀
L2(R2)
0, ∀j ∈ {1, . . . , J}, (3.33)
and
sup
J∈{1,...,J∗}
lim
n→∞
∣∣∣∣∣∣M(un)−
l∑
j=1
M(φ(j))−M(w(J)n )
∣∣∣∣∣∣ = 0. (3.34)
We refer to (3.32) as asymptotically vanishing scattering size and (3.34) as mass decoupling.
3.4 Proof of Palais-Smale condition
We now turn to proving proposition 3.1. By translating the un in time and relabeling, we may assume that tn ≡ 0, and
therefore the assumption of the proposition becomes
lim
n→∞
S≥0(un) = lim
n→∞
S≤0(un) =∞ (3.35)
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Applying the linear profile decomposition (proposition 3.7) to the bounded sequence un(0) and passing to a subsequence if
necessary, we obtain the decomposition
un(0) =
J∑
j=1
g(j)n φ
(j) + w(J)n , ∀J ∈ {1, . . . , J∗}. (3.36)
By definition of G′, we can factorize the group element g
(j)
n as g
(j)
n = h
(j)
n eit
(j)
n ∆, where t
(j)
n ∈ R and h(j)n ∈ G. By a
diagonalization argument, we may assume that for all j ∈ {1, . . . , J∗}, the sequence t(j)n converges to some time t(j) ∈
[−∞,+∞]. Moreover, if the limit t(j) ∈ (−∞,+∞), then we may write
g(j)n φ
(j) = h(j)n e
i(t(j)n −t
(j))∆eit
(j)∆φ(j), (3.37)
so that after modifying the φ(j) and relabeling, we may assume that t
(j)
n → t(j) ∈ {0,±∞}. Now if limn→∞ t(j)n = 0, then by
absorbing the error term h
(j)
n
(
eit
(j)
n ∆φ(j) − φ(j)
)
into w
(J)
n , we may assume that t
(j)
n ≡ 0.
From the mass decoupling property (3.34), we obtain that
lim
J→J∗
J∑
j=1
M(φ(j)) = lim
J→J∗
 J∑
j=1
M(φ(j)) + lim
n→∞
M(un)− J∑
j=1
M(φ(j))−M(w(J)n )

≤ lim
J→J∗
lim sup
n→∞
(
M(un)−M(w(J)n )
)
≤ lim sup
n→∞
M(un)
≤Mc, (3.38)
where the ultimate inequality follows from our choice of the sequence un. In particular, supj∈{1,...,J∗}M(φ
(j)) ≤ Mc. We
next show that the supremum is actually equal to Mc.
Lemma 3.8. supj∈{1,...,J∗}M(φ
(j)) =Mc.
Proof. We prove the lemma by contradiction. Suppose that there exists ε > 0 such that supj∈{1,...,J∗}M(φ
(j)) ≤ Mc − ε.
Since the function L(·) defined in (1.33) and (1.34) is monotonically nondecreasing, finite, and continuous on the interval
[0,Mc−ε], by revisiting theorem 1.4, one can show that there exists a real number B = B(ε,Mc) > 0 such that L(M) ≤ BM
for all M ∈ [0,Mc − ε].
Next, for each j ∈ {1, . . . , J∗}, we define the nonlinear profile v(j) : R×R2 → C associated to φ(j) and depending on the
limiting value of t
(j)
n as follows.
• If t(j)n ≡ 0, then define v(j) to be the maximal-lifespan solution to (1.9) with initial datum v(j)(0) = φ(j).
• If limn→∞ t(j)n = +∞, then define v(j) to be the maximal-lifespan solution to (1.9) which scatters forward in time to
eit∆φ(j).
• If limn→∞ t(j)n = −∞, then define v(j) to be the maximal-lifespan solution to (1.9) which scatters backwards in time to
eit∆φ(j).
By mass conservation,
M(v(j)) =M(φ(j)) ≤Mc − ε, (3.39)
so by definition of the critical mass, we have that L(Mc − ε) <∞, from which it follows that v(j) is indeed defined globally
in time, as implicitly claimed above. Moreover, by definition of L(·),
S(v(j)) ≤ L(M(φ(j))) ≤ BM(φ(j)). (3.40)
Now for each J ≤ {1, . . . , J∗}, we define the sequence of approximants u(J)n ∈ C0t L2x(R× R2) ∩ L4t,x(R× R2) to un by
u(J)n (t) :=
J∑
j=1
v(j)n (t) + e
it∆w(J)n , (3.41)
where
v(J)n (t) := Th(j)n
[v(j)(·+ t(j)n )](t). (3.42)
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By proposition 3.6 (using that T
h
(j)
n
preserves the scattering size), we have that
lim
n→∞
S
 J∑
j=1
v(j)n
 = J∑
j=1
S(v(j)), (3.43)
and so we obtain the estimate
lim
n→∞
S(u(J)n ) . lim sup
n→∞
S
 J∑
j=1
v(j)n
+ lim sup
n→∞
S
(
eit∆w(J)n
)
=
J∑
j=1
S(v(j)) + lim sup
n→∞
S
(
eit∆w(J)n
)
. (3.44)
Taking the limJ→J∗ of both sides and using (3.32), we obtain that
lim
J→J∗
lim sup
n→∞
S(u(J)n ) . lim
J→J∗
J∑
j=1
S(v(j)) ≤ lim
J→J∗
J∑
j=1
BM(φ(j)) = B
J∗∑
j=1
M(φ(j)) ≤ BMc. (3.45)
Lemma 3.9 (Asymptotic agreement of initial data). For each finite J ∈ {1, . . . , J∗},
lim
n→∞
M
(
u(J)n (0)− un(0)
)
= 0. (3.46)
Proof. We first claim that it suffices to show that
lim
n→∞
M
(
v(j)n (0)− g(j)n φ(j)
)
= 0, ∀j ∈ {1, . . . , J}. (3.47)
Indeed, observe that
u(J)n (0)− un(0) =
 J∑
j=1
v(j)n (0) + e
i(0)∆w(J)n
−
 J∑
j=1
g(j)n φ
(j) + w(J)n
 = J∑
j=1
(
v(j)n (0)− g(j)n φ(j)
)
, (3.48)
which by Cauchy-Schwarz implies that
M
(
u(J)n (0)− un(0)
)
≤ J
J∑
j=1
M
(
v(j)n (0)− g(j)n φ(j)
)
. (3.49)
Since J ∈ N is fixed,
lim sup
n→∞
M
(
u(J)n (0)− un(0)
)
≤ J
J∑
j=1
lim sup
n→∞
M
(
v(j)n (0)− g(j)n φ(j)
)
= 0, (3.50)
comleting the proof of the claim.
We turn to showing (3.47). Observe that by G-invariance of the mass functional,
M
(
v(j)n (0)− g(j)n φ(j)
)
=M
(
h(j)n (v
(j)(t(j)n ))− h(j)n (eit
(j)
n ∆φ(j))
)
=M
(
v(j)(t(j)n )− eit
(j)
n ∆φ(j)
)
. (3.51)
To conclude the proof of (3.47), we consider the cases for the construction of v(j).
• If t(j)n ≡ 0, then since v(j)(0) = φ(j) by definition, so that
lim
n→∞
M
(
v(j)(t(j)n )− eit
(j)
n ∆φ(j)
)
=M
(
v(j)(0)− φ(j)
)
= 0. (3.52)
• If limn→∞ t(j)n = ±∞, then the desired result follows from the definitions of forward scattering and backward scattering,
respectively.
With the exception of the proof of the stability lemma, we have so far not had to consider the fact that the eeDS
nonlinearity differs from that of NLS by a nonlocal term. However, this difference will cause a nontrivial technical complication
in the proof of the subsequent lemma.
Lemma 3.10 (Asymptotic solvability of eqn.).
lim
J→J∗
lim sup
n→∞
‖(i∂t +∆)u(J)n − F (u(J)n )‖L4t,x(R×R2) = 0. (3.53)
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Proof. Since v(j) is a solution to the eeDS equation and eit∆w
(l)
n is a solution to the free Schro¨dinger equation, we have that
(i∂t +∆)u
(J)
n =
J∑
j=1
(i∂t +∆)v
(j)
n + (i∂t +∆)(e
it∆w(l)n )︸ ︷︷ ︸
=0
=
J∑
j=1
F (v(j)n ). (3.54)
By the triangle inequality,
‖(i∂t +∆)u(J)n − F (u(J)n )‖L4/3t,x (R×R2) ≤ ‖(i∂t +∆)u
(J)
n − F (u(J)n − eit∆w(J)n )‖L4/3t,x (R×R2)
+ ‖F (u(J)n − eit∆w(J)n )− F (u(J)n )‖L4/3t,x (R×R2)
= ‖
 J∑
j=1
F (v(j)n )
− F
 J∑
j=1
v(j)n
 ‖
L
4/3
t,x (R×R
2)
+ ‖F (u(J)n − eit∆w(J)n )− F (u(J)n )‖L4/3t,x (R×R2). (3.55)
Therefore, it suffices to prove
(i)
lim
J→J∗
lim sup
n→∞
‖
J∑
j=1
F (v(j)n )− F
 J∑
j=1
v(j)n
 ‖
L
4/3
t,x (R×R
2)
= 0 (3.56)
and
(ii)
lim
J→J∗
lim sup
n→∞
‖F (u(J)n − eit∆w(J)n )− F (u(J)n )‖L4/3t,x (R×R2) = 0. (3.57)
To show (ii), we recall that F (u) = −L(|u|2)u and use the elementary identity
L(|u − v|2)(u − v)− L(|u|2)u = −vL(|u|2) + L(−2Re{uv¯}+ |v|2)(u− v), (3.58)
Ho¨lder’s inequality, and the L2 boundedness of the operator L to obtain that
‖F (u(J)n − eit∆w(J)n )− F (u(J)n )‖L4/3t,x (R×R2) . ‖e
it∆w(J)n ‖L4t,x(R×R2)
(
‖u(J)n ‖2L4t,x(R×R2) + ‖e
it∆w(J)n ‖2L4t,x(R×R2)
)
. (3.59)
Taking limJ→J∗ lim supn→∞ of both sides and using (3.32) and (3.45) completes the proof of (ii).
To show (i), we decompose the nonlinearity F (u) into a “local piece” F1(u) and a “nonlocal piece” by F (u) = µ|u|2u −
E(|u|2)u =: F1(u) + F2(u). For F1(u), we use the elementary inequality∣∣∣∣∣∣F1
 J∑
j=1
zj
− J∑
j=1
F1(zj)
∣∣∣∣∣∣ .J
∑
j 6=j′
|zj ||zj′ |2, ∀z1, . . . , zl ∈ C (3.60)
to obtain
‖F1
 J∑
j=1
v(j)n
− J∑
j=1
F1(v
(j)
n )‖L4/3t,x (R×R2) .J
∑
j 6=j′
‖v(j)n v(j
′)
n ‖L2t,x(R×R2)‖v(j
′)
n ‖L4t,x(R×R2). (3.61)
Now, writing out the definitions of v
(j)
n , v
(j′)
n , using the invariance of the L4t,x norm under the G
′ spacetime action together
with with lemma 3.5, we obtain that for each J fixed,
lim sup
n→∞
∑
j 6=j′
‖v(j)n v(j
′)
n ‖L2t,x(R×R2)‖v(j
′)
n ‖L4t,x(R×R2) = 0, (3.62)
which completes the proof of (i) for the case of F1.
For F2, we need to proceed more delicately, as we must not destroy the cancellation in the kernel of the operator E . First,
observe that for each J fixed,∣∣∣∣∣∣F2
 J∑
j=1
v(j)n
− J∑
j=1
F2(v
(j)
n )
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣E
 J∑
j2 6=j3
v(j2)n v
(j3)
n
 J∑
j1=1
v(j1)n
∣∣∣∣∣∣+
∣∣∣∣∣∣
J∑
j2=1
E
(
|v(j2)n |2
) J∑
j1 6=j2
v(j1)n
∣∣∣∣∣∣
=: Term1 +Term2. (3.63)
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We first consider Term1. Since Th(j)n
preserves the scattering size, it follows that S(v
(j)
n ) ≤ BM(φ(j)). Therefore, we
obtain from Ho¨lder’s inequality, Plancherel’s theorem, the triangle inequality, and lemma 3.5 that
lim sup
n→∞
‖Term1‖L4/3t,x (R×R2) ≤ lim supn→∞
J∑
j2 6=j3
‖v(j2)n v(j3)n ‖L2t,x(R×R2)
J∑
j1=1
‖v(j1)‖L4t,x(R×R2)
= 0. (3.64)
We next consider Term2. We first use the triangle inequality to obtain that
‖Term2‖L4/3t,x (R×R2) ≤
J∑
j1 6=j2
‖E(|v(j2)n |2)v(j1)n ‖L4/3t,x (R×R2). (3.65)
So it suffices to show that for each (j1, j2) ∈ {1, . . . , J}2 with j1 6= j2,
lim sup
n→∞
‖E(|v(j2)n |2)v(j1)n ‖L4/3t,x (R×R2) = 0, (3.66)
which we do by contradiction. Passing to a subsequence if necessary, we may suppose that there exists a pair (j1, j2) with
j1 6= j2 and such that
lim
n→∞
‖E(|v(j2)n |2)v(j1)n ‖L4/3t,x (R×R2) = δ > 0. (3.67)
Given ǫ > 0, by density, we may find functions v
(j1)
ǫ , v
(j2)
ǫ ∈ C∞c (R× R2) such that ‖v(ji)ǫ − v(ji)‖L4t,x(R×R2) < ǫ for i = 1, 2.
Hence by (3.40), Ho¨lder’s and triangle inequalities, and Plancherel’s theorem, we see that
lim sup
n→∞
‖E(|v(j2)n |2)v(j1)n ‖L4/3t,x (R×R2) = lim supn→∞ ‖E
(
|(v(j2)n − v(j2)ǫ,n + v(j2)ǫ,n |2
)(
(v(j1)n − v(j1)ǫ,n ) + v(j1)ǫ,n
)
‖
L
4/3
t,x (R×R
2)
≤ lim sup
n→∞
{
‖E(|v(j2)ε,n |2)v(j1)ε,n ‖L4/3t,x (R×R2)
}
+ Cǫ
(
ǫ+ (BMc)
1/4
)2
, (3.68)
for some absolute constant C > 0. Choosing ǫ > 0 sufficiently small so that Cǫ(ǫ + (BMc)
1/4)2 < δ, we see that it
suffices to show that the first term in (3.68) tends to zero as n → ∞. So without loss of generality, we may assume that
v(j1), v(j2) ∈ C∞c (R× R2).
To obtain a contradiction, we examine the asymptotic orthogonality condition for j1, j2 and divide into cases.
• If limn→∞ λ
(j1)
n
λ
(j2)
n
= 0, then we make the spacetime change of variables
s =
t
(λ
(j1)
n )2
+ t(j1)n , y =
x− x(j1)n − 2ξ(j1)n t
λ
(j1)
n
(3.69)
and use the translation and dilation symmetry of E to write
‖E(|v(j1)n |2)v(j2)n ‖L4/3t,x =
(
λ
(j1)
n
λ
(j2)
n
)(∫
R
∫
R2
dsdy|E(|v(j1)(s)|2)(y)|4/3|v(j2)(Φn(s, y))|4/3
)3/4
, (3.70)
where
Φn(s, y) :=
(
(λ
(j1)
n )2(s− t(j1)n )
(λ
(j2)
n )2
+ t(j2)n ,
λ
(j1)
n y + x
(j1)
n − x(j2)n + 2(λ(j1)n )2(t(j1)n − s)(ξ(j2)n − ξ(j1)n )
λ
(j2)
n
)
. (3.71)
Then by Ho¨lder’s inequality and the Caldero´n-Zygmund theorem,
‖E(|v(j1)n |2)v(j2)n ‖L4/3t,x ≤
(
λ
(j1)
n
λ
(j2)
n
)
‖|v(j1)|2‖
L
4/3
t,x
‖v(j2)‖L∞t,x , (3.72)
which tends to zero as n→∞.
• If limn→∞ λ
(j2)
n
λ
(j1)
n
= 0, then we make the spacetime change of variables,
s =
t
(λ
(j2)
n )2
+ t(j2)n , y =
x− x(j2)n − 2ξ(j2)n t
λ
(j2)
n
(3.73)
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and use the translation and dilation symmetry of E to write
‖E(|v(j1)n |2)v(j2)n ‖L4/3t,x =
(
λ
(j2)
n
λ
(j1)
n
)2(∫
R
∫
R2
dsdy|E(|v(j1) ◦ Φn(s, ·)|2)(y)|4/3|v(j2)(s, y)|4/3
)3/4
, (3.74)
where
Φn(s, y) :=
(
(λ
(j2)
n )2(s− t(j2)n )
(λ
(j1)
n )2
+ t(j1)n ,
λ
(j2)
n y + x
(j2)
n − x(j1)n + 2(λ(j2)n )2(t(j2)n − s)(ξ(j1)n − ξ(j2)n )
λ
(j1)
n
)
. (3.75)
Then by Ho¨lder’s inequality,
‖E(|v(j1)n |2)v(j2)n ‖L4/3t,x ≤
(
λ
(j2)
n
λ
(j1)
n
)2
‖E(|v(j1) ◦ Φn|2)‖L∞t,x‖v(j2)‖L4/3t,x
.
(
λ
(j2)
n
λ
(j1)
n
)2−(
‖v(j1)‖2
L∞t L
∞−
x
+ ‖v(j1)‖2
L∞t C
0+
x
)
‖v(j2)‖
L
4/3
t,x
, (3.76)
• Suppose that we are not in the previous two cases. Then passing to a subsequence if necessary, we may assume that
limn→∞
λ(j2)n
λ
(j1)
n
exists and is positive. Let R = R(j1, j2) > 0 be sufficiently large so that suppt,x(v
(j1)), suppt,x(v
(j2)) ⊂
Bt,x(0, R). If E(|v(j1)n |2)(t, x)v(j2)n (t, x) 6= 0, then
max
{∣∣∣∣∣ t(λ(j1)n )2 + t(j1)n
∣∣∣∣∣ ,
∣∣∣∣∣ t(λ(j2)n )2 + t(j2)n
∣∣∣∣∣
}
≤ R. (3.77)
By the triangle inequality, the preceding condition implies that
|(λ(j1)n )2t(j1)n − (λ(j2)n )2t(j2)n |
λ
(j1)
n λ
(j2)
n
≤ CR, (3.78)
where C = C(j1, j2) > 0 is some constant depending on the value of limn→∞
λ(j1)n
λ
(j2)
n
. If
lim
n→∞
|t(j1)n (λ(j1)n )2 − t(j2)n (λ(j2)n )2|
λ
(j1)
n λ
(j2)
n
=∞, (3.79)
then the LHS of the inequality (3.78) tends to ∞ as n→∞. Hence, there exists an integer n0 = n0(R) ∈ N such that for
all n ≥ n0, ‖E(|v(j1)n |2)v(j2)n ‖L4/3t,x = 0.
• Passing to a subsequence if necessary, suppose in addition that
lim
n→∞
|t(j1)n (λ(j1)n )2 − t(j2)n (λ(j2)n )2|
λ
(j1)
n λ
(j2)
n
(3.80)
exists and is finite. If
lim
n→∞
λ(j1)n λ
(j2)
n |ξ(j1)n − ξ(j2)n |2 =∞, (3.81)
then by using that limn→∞
λ(j1)n
λ
(j2)
n
exists and is finite and positive, we have that
lim
n→∞
(λ
(j1)
n )2|ξ(j2)n − ξ(j1)n |
λ
(j2)
n
=∞. (3.82)
Since the symbol of E belongs to L∞ and ‖Ft,x(|v(j1)|2)‖L1t,x <∞ by the qualitative assumption that v(j1) ∈ C∞c (R×R2),
the Riemann-Lebesgue lemma yields that, given ǫ > 0, there exists R′ = R′(ǫ) > 0 such that sup|x|≥R′ |E(|v(j1)(t)|2)(x)| < ǫ
for all t ∈ suppt(v(j1)). Therefore by the triangle inequality,
‖E(|v(j1)n |2)v(j2)n ‖L4/3t,x . ǫ supn
(
λ
(j1)
n
λ
(j2)
n
)
‖v(j2) ◦Φn‖L4/3t,x (3.83)
+
(∫
|s|≤R
∫
|y|≤R′
dsdy|E(|v(j1)(s)|2)(x)|4/3|v(j2) ◦ Φn(s, y)|4/3
)3/4
=: Term1,n +Term2,n, (3.84)
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where Φn is defined as in the first case.
For the sequence Term1,n, we use the assumption that
λ(j1)n
λ
(j2)
n
∼ 1 to obtain the estimate
lim sup
n→∞
Term1,n .j1,j2 ǫ‖v(j2)‖L4/3t,x . (3.85)
For the sequence Term2,n, the compact spacetime support of v
(j2) implies that the integrand vanishes identically unless
|x(j1)n − x(j2)n + 2(λ(j1)n )2(t(j1)n − s)(ξ(j2)n − ξ(j1)n )|
λ
(j2)
n
≤ C(R+R′), (3.86)
where C > 0 is some constant depending on the diameter of suppt,x(v
(j2)) and the value of limn→∞
λ(j1)n
λ
(j2)
n
. Hence, we may
write
2s(ξ
(j1)
n − ξ(j2)n )(λ(j1)n )2
λ
(j2)
n
= −x
(j1)
n − x(j2)n − 2(λ(j1)n )2t(j1)n (ξ(j1)n − ξ(j2)n )
λ
(j2)
n︸ ︷︷ ︸
:=yn
+σn, σn ∈ Bx(0, C(R +R′)), (3.87)
which implies that s in the support of the integrand 1|s|≤R1|y|≤R′E(|v(j1)|2)(v(j2) ◦ Φn) must satisfy∣∣∣∣∣∣∣|s| −
|yn|
2|ξ
(j1)
n −ξ
(j2)
n |(λ
(j1)
n )2
λ
(j2)
n
∣∣∣∣∣∣∣ ≤
|σn|
2|ξ
(j1)
n −ξ
(j2)
n |(λ
(j1)
n )2
λ
(j2)
n
.
C(R+R′)
2|ξ
(j1)
n −ξ
(j2)
n |(λ
(j1)
n )2
λ
(j2)
n
. (3.88)
The RHS of the ultimate inequality tends to zero as n→∞, hence the 1D Lebesgue measure of the set Jn of times s ∈ R
such that 1|y|≤R′E(|v(j1)(s)|2)(v(j2) ◦ Φn(s, ·)) 6= 0 tends to zero as n → ∞. By the absolute continuity of the Lebesgue
integral, we conclude that limn→∞ Term2,n = 0.
Combining our analysis for both sequences, we have shown that
lim sup
n→∞
‖E(|v(j1)n |2)v(j2)n ‖L4/3t,x .j1,j2 ǫ‖v
(j2)‖
L
4/3
t,x
. (3.89)
Since ǫ > 0 was arbitrary, we conclude that the LHS of the inequality is in fact zero.
• Passing to a subsequence if necessary, suppose in addition that
lim
n→∞
λ(j1)n λ
(j2)
n |ξ(j1)n − ξ(j2)n |2 (3.90)
exists and is finite, possibly zero. Exhausting the possible cases in the definition of asymptotic orthogonality, we must have
that
lim
n→∞
|x(j1)n − x(j2)n − 2t(j1)n (λ(j1)n )2(ξ(j1)n − ξ(j2)n )|2
λ
(j1)
n λ
(j2)
n
=∞, (3.91)
which, using the assumption that
λ(j1)n
λ
(j2)
n
∼ 1, implies that
lim
n→∞
|x(j1)n − x(j2)n − 2t(j1)n (λ(j1)n )2(ξ(j1)n − ξ(j2)n )|
λ
(j2)
n
=∞. (3.92)
We make the same spacetime change of variable as in the previous case to obtain
‖E(|v(j1)n |2)v(j2)n ‖L4/3t,x ≤ Term1,n +Term2,n, (3.93)
with Term1,n,Term2,n defined exactly as before. The analysis for the sequence Term1,n is the same as in the previous case,
but now for the sequence Term2,n, we use that (s, y) must satisfy the condition∣∣∣∣∣λ(j1)nλ(j2)n y − 2s(λ
(j1)
n )2(ξ
(j2)
n − ξ(j1)n )
λ
(j2)
n
+
x
(j1)
n − x(j2)n + 2(λ(j1)n )2t(j1)n (ξ(j2)n − ξ(j1)n )
λ
(j2)
n
∣∣∣∣∣ ≤ R (3.94)
in order for Φn(s, y) to belong to the spacetime support of v
(j2). By the reverse triangle inequality,∣∣∣∣∣λ(j1)nλ(j2)n y − 2s(λ
(j1)
n )2(ξ
(j2)
n − ξ(j1)n )
λ
(j2)
n
+
x
(j1)
n − x(j2)n + 2(λ(j1)n )2t(j1)n (ξ(j2)n − ξ(j1)n )
λ
(j2)
n
∣∣∣∣∣
≥
∣∣∣∣∣x(j1)n − x(j2)n + 2(λ(j1)n )2t(j1)n (ξ(j2)n − ξ(j1)n )λ(j2)n
∣∣∣∣∣− λ(j1)nλ(j2)n R− 2(λ
(j1)
n )2|ξ(j2)n − ξ(j1)n |
λ
(j2)
n
R.
(3.95)
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Since the limn→∞ of the lower bound is ∞, we conclude that there exists an n0 = n0(j1, j2) ∈ N such that for all n ≥ n0,
Term2,n = 0. Hence, we have shown that for every ǫ > 0,
lim sup
n→∞
‖E(|v(j1)n |2)v(j2)n ‖L4/3t,x .j1,j2 ǫ‖v
(j2)‖
L
4/3
t,x
, (3.96)
which implies that the LHS is in fact zero.
By exhaustion of all possible cases, we have obtained the necessary contradiction to complete the proof of (i) and hence
the proof of lemma 3.10.
The remainder of the proof of lemma 3.8 proceeds as in the NLS case. We know that limJ→J∗ lim supn→∞ S(u
(J)
n ) ≤ BMc.
Let J0 ∈ N be sufficiently large so that for every J ≥ J0, lim supn→∞ S(u(J)n ) ≤ 2BMc. By definition of lim sup and lemmas
3.9 and 3.10, taking J0 larger if necessary, for each J ≥ J0, there exists n0 = n0(J) ∈ N such that for all n ≥ n0,
S(u(J)n ) ≤ 3BMc; ‖(i∂t +∆)u(J)n − F (u(J)n )‖L4/3t,x (R×R2) ≤ δ
′; M
(
u(J)n (0)− un(0)
)
≤ δ, (3.97)
where δ′, δ > 0 are parameters to values of which to be subsequently fixed. By hypothesis that limn→∞ S(un) = ∞, there
exists an n′0 ∈ N such that for all n ≥ n′0,
S(un)
1/4 ≥ (100BMc)1/4 + 1. (3.98)
Since u
(J)
n is global, choosing δ′, δ > 0 sufficiently small and by taking the compact interval I arbitrarily large in the statement
of lemma 3.2, we see that for fixed J ≥ J0, there is an integer n ≥ n0 and a global solution u˜n to (1.9) with initial data un(0)
such that
S(u(J)n − u˜n) ≤ 1. (3.99)
By uniqueness of solutions to (1.9), u˜n = un. By the triangle inequality,
S(un)
1/4 ≤ S(u(J)n − un)1/4 + S(u(J)n )1/4 ≤ 1 + (3BMc)1/4 < S(un)1/4 (3.100)
which is a contradiction. This last step completes the proof of lemma 3.8.
We next show that there is only one linear profile φ(j) (i.e. J∗ = 1).
Lemma 3.11. J∗ = 1.
Proof. Given any ε ∈ (0,Mc/2), by definition of supremum, there exists a j1 ∈ {1, . . . , J∗} such that M(φ(j1)) ≥Mc − ε.
If M(φ(j1)) =Mc, then since
Mc =M(φ
(j1)) ≤
J∗∑
j=1
M(φ(j)) ≤Mc, (3.101)
we see that
∑
j∈{1,...,J∗}\{j1}
M(φ(j)) = 0.
If M(φ(j1)) < Mc − ε′ for some ε′ > 0, then by definition of supremum, there exists j2 ∈ {1, . . . , J∗} \ {j1} such that
M(φ(j1)) ≥Mc − ε′. But then
Mc < 2Mc − ε− ε′ ≤M(φ(j1)) +M(φ(j2)) ≤
J∗∑
j=1
M(φ(j)) ≤Mc, (3.102)
which is a contradiction.
With lemma 3.11, we may omit the superscripts (j), (J) so that the linear profile decomposition simplifies to
un(0) = hne
itn∆φ+ wn, (3.103)
for some sequences tn ∈ R with tn ≡ 0 or limn→∞ tn ∈ {±∞}, hn ∈ G, φ ∈ L2(R2) with M(φ) =Mc, and wn ∈ L2(R2) with
limn→∞M(wn) = 0. Note that by Strichartz estimates, the last property implies limn→∞ S(e
it∆wn) = 0.
To conclude the proof of proposition 3.1, we consider three cases based on the limiting value of the sequence tn.
• If tn ≡ 0, then the desired conclusion is immediate from the G-invariance of the mass functional and limn→∞M(wn) = 0.
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• Suppose that limn→∞ tn = ∞. By Strichartz estimates, S(eit∆φ) . M2c , from which dominated convergence and time
translation invariance imply that
lim
n→∞
S≥tn
(
eit∆φ
)
= lim
n→∞
S≥0
(
eit∆eitn∆φ
)
= 0. (3.104)
Since the free Schro¨dinger equation is G-invariant, we have the operator identity Thne
it∆ = eit∆hn. Since Thn preserves
the partial scattering size S≥0, we obtain that
lim
n→∞
S≥0
(
eit∆hne
itn∆φ
)
= 0, (3.105)
which together with the linear profile decomposition for un(0) and the triangle inequality implies that
lim
n→∞
S≥0
(
eit∆un(0)
)
= 0. (3.106)
Applying lemma 3.2 with u˜ ≡ 0, we conclude that
lim
n→∞
S≥0(un) = 0, (3.107)
which contradicts our blowup assumption for for the sequence un. Therefore, we have precluded this case.
• Suppose that limn→∞ tn = −∞. The argument to preclude this case is completely analogously to that of the previous
case, except now replacing S≥0(·) by S≤0(·).
3.5 Further refinements
As shown in the work [42] for the mass-critical NLS, by further appealing to the concentration compactness theory, one
can exhibit almost periodic modulo symmetries blowup solutions with additional properties. The arguments to prove these
additional properties are quite general and largely do not depend on the exact form of the nonlinearity but only on the
concentration compactness principle satisfied by the equation. As the eeDS possesses an analogous concentration compactness
theory, these arguments apply mostly with little modification. Therefore we will only sketch below some of the proofs,
highlighting any modifications necessary for the eeDS case. We closely follow [45] in our exposition here. In the sequel,
solution will always refer to a solution to (1.9) unless specified otherwise.
Remark 3.12. If u : I×R2 → C is a maximal-lifespan solution which is almost periodic modulo symmetries with parameters
x(t), ξ(t), N(t) and compactness modulus function C, then uλ : λ
−2I × R2 → C defined by
uλ(t, x) := λu(λ
2t, λx), (t, x) ∈ λ−2I × R2 (3.108)
is a maximal-lifespan solution which is almost periodic modulo symmetries with parameters
xλ(t) := λ
−1x(λ2t), (3.109)
ξλ(t) := λξ(λ
2t), (3.110)
Nλ(t) := λN(λ
2t) (3.111)
and compactness modulus function C. Since the mass and scattering size are invariant under the DS scaling, the implicit
constants in this subsection which depend on a solution u are uniform in all such rescalings of u.
Lemma 3.13 (Local constancy of parameters). Let u : I × R2 → C be a nonzero maximal lifespan solution which is almost
periodic modulo symmetries with parameters x(t), ξ(t), N(t). Then there exists a 0 < δ = δ(u) ≤ 1, such that for every t0 ∈ I,[
t0 − δ
N(t0)2
, t0 +
δ
N(t0)2
]
⊂ I (3.112)
and
N(t) ∼u N(t0) (3.113)
|ξ(t)− ξ(t0)| .u N(t0) (3.114)
|x(t) − x(t0)− 2(t− t0)ξ(t0)| .u N(t0)−1 (3.115)
for all |t− t0| ≤ δN(t0)−2.
Proof. See lemma 5.18 in [45].
.
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Corollary 3.14 (N(t) at blowup). Let u : I × R2 → C be a nonzero maximal lifespan solution which is almost periodic
modulo symmetries with frequency scale function N(t). If one of the endpoints T of I is finite, then
N(t) &u |T − t|−1/2. (3.116)
If I is (semi-)infinite, then for any t0 ∈ I,
N(t) &u min{N(t0), |t− t0|−1/2}. (3.117)
Proof. See corollary 5.19 in [45].
Lemma 3.15 (Local quasi-boundness). Let u : I×R2 → C be a nonzero solution which is almost periodic modulo symmetries
with frequency scale function N(t). If K ⊂ I is compact, then
0 < inf
t∈K
N(t) ≤ sup
t∈K
N(t) <∞. (3.118)
Proof. See lemma 5.20 in [45].
Lemma 3.16 (Strichartz norms via N(t)). Let u : I×R2 → C be a nonzero maximal-lifespan solution that is almost periodic
modulo symmetries with parameters x(t), ξ(t), N(t). Then for any compact subinterval J ⊂ I,∫
J
N(t)2dt .u ‖u‖4L4t,x(J×R2) .u 1 +
∫
J
N(t)2dt. (3.119)
Proof. The lemma follows from the argument in the proof of lemma 5.21 in [45] with two additional steps of Ho¨lder’s inequality
and Plancherel’s theorem to estimate the nonlinear term in Duhamel’s formula.
Lemma 3.17. For any nonzero maximal-lifespan solution u : I × R2 → C with frequency scale function N(t),
‖u‖L4t,x([t0,t0+δN(t0)−2]×R2) ∼u ‖u‖L4t,x([t0−δN(t0)−2,t0]×R2) ∼u 1, ∀t0 ∈ I, (3.120)
where δ is as is in the statement of lemma 3.13.
Proof. For t0 ∈ I, define J := [t0 − δN(t0)2 , t0 + δN(t0)2 ]. By lemma 3.16, we have that∫
J
N(t)2dt .u ‖u‖4L4t,x(J×R2) .u 1 +
∫
J
N(t)2dt. (3.121)
Since N(t) ∼u N(J) for all t ∈ J , we have that∫
J
N(t)2dt ∼u N(J)2|J | = 2δN(J)
2
N(t0)2
∼u 1, (3.122)
from which the statement of the lemma follows readily.
Corollary 3.18. Let u : I × R2 → C be a nonzero maximal-lifespan solution which is almost periodic modulo symmetries
with parameters x(t), ξ(t), N(t). For every compact subinterval J ⊂ I such that ‖u‖L4t,x(J×R2) ≤ 1, we have that
N(t1) ∼u N(t2) (3.123)
|ξ(t1)− ξ(t2)| .u N(Jk) (3.124)
|x(t1)− x(t2)− 2(t1 − t2)ξ(t2)| .u N(Jk)−1 (3.125)
for all t1, t2 ∈ J . Additionally,
|J | ∼u 1
N(J)2
(3.126)
and ∫
J
N(t)3dt ∼ N(J). (3.127)
Proof. It suffices to consider the case where J = [a, b] ⊂ I satisfies ‖u‖L4t,x(J×R2) = 1. Let t0 = a, and define
t1 := min
{
b, t0 +
δ
N(t0)2
}
. (3.128)
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If t0, . . . , tj have been defined, then we define tj+1 by the formula
tj+1 := min
{
b, tj +
δ
N(tj)2
}
. (3.129)
We claim that there exists some n ∈ N such that tn = b. Indeed, this is immediate from the fact that inft∈J N(t) > 0. We
next claim that it suffices to show that
N(tj) ∼u N(tk), ∀j, k ∈ {0, . . . , n}. (3.130)
Indeed, for any point t ∈ J , there exists a subinterval [tj , tj+1], for some j ∈ {0, . . . , n − 1}, which contains t and by
construction, N(t′) ∼u N(tj) for all t′ ∈ [tj , tj+1]. Let c1 = c1(u) and c2 = c2(u) denote the implicit constants in lemma
3.17. Taking c1 smaller if necessary, we may assume that c1 ≤ 12 . Then
nc41 ≤
n−1∑
j=0
‖u‖4L4t,x([tj ,tj+1]×R2) = ‖u‖
4
L4t,x(J×R
2) = 1, (3.131)
which implies that n ≤ c−41 . Now, N(tj) ∼u N(tk) follows from N(tj) ∼u N(tj+1) and induction on j. The remaining
assertions for ξ(t) and x(t) follow by similar arguments; we omit the details.
We prove the remaining two assertions of the lemma. Observe that
c−42 δ
N(J)2
≤ nδ
N(J)2
.u |J | .u nδ
N(J)2
≤ c
−4
1 δ
N(J)2
, (3.132)
which shows that |J | ∼u N(J)−2. Lastly, using the first and penultimate assertions of the lemma, we have that∫
J
N(t)3dt ∼u N(J)3|J | ∼u N(J). (3.133)
Remark 3.19. By partitioning any compact interval K ⊂ I into consecutive intervals Jk such that ‖u‖L4t,x(Jk×R2) = 1, we
see from corollary 3.18 that ∫
K
N(t)3dt =
∑
k
∫
Jk
N(t)3 ∼u
∑
k
N(Jk). (3.134)
Lemma 3.20. There exists a nonzero maximal-lifespan solution u : I×R2 → C which is almost periodic modulo symmetries,
blows up both forward and backward in time, and in the focusing case satisfies M(u) < M(Q). Furthermore, the lifespan I
and the frequency scale function N(t) fall into one of the following three scenarios:
I. I = R and
N(t) = 1, ∀t ∈ R; (3.135)
II. I = R and
lim inf
t→−∞
N(t) = lim sup
t→∞
N(t) = 0, sup
t∈R
N(t) <∞; (3.136)
III. I = (0,∞) and
N(t) = t−1/2, ∀t ∈ I. (3.137)
Proof. See theorem 5.24 in [45].
We next refine lemma 3.20 to prove corollary 1.18.
Proof. Let u : I × R2 → C be a maximal-lifespan solution, which is almost periodic modulo symmetries with parameters
x1(t), ξ1(t), N1(t) and compactness modulus function C1 and which blows up both forward and backward in time, whose
existence is guaranteed by lemma 3.20. By time translating u and relabeling in the event of case III., we may assume without
loss of generality that [0,∞) ⊂ I. Moreover, by modifying u further and relabeling, we may assume that N1(t) ≤ 1 and
x(0) = ξ(0) = 0.
We first show that there exists a frequency scale function N2(t) such that
N2 ∈ C1loc([0,∞)) and |N ′2(t)| . N2(t)3, ∀t ∈ [0,∞). (3.138)
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Since these two conditions are already both satisfied in the event of either case I. or case III., it suffices to consider case II..
Partition [0,∞) into consecutive subintervals Jk := [tk−1, tk) such that ‖u‖4L4t,x(Jk×R2) = 1, for k ∈ N. For each k ∈ N, define
the points
tk,l := tk−1 +
tk − tk−1
4
, (3.139)
tk,m :=
tk−1 + tk
2
, (3.140)
tk,h := tk−1 +
3(tk − tk−1)
4
. (3.141)
Now define the frequency scale function N2 : I → [0,∞) as follows. First, we define
N2(t) :=
N1(t)
supt′∈I N1(t
′)
, t ∈ I ∩ (−∞, 0]. (3.142)
Next, for k ∈ N, we define
N2(t) :=
N1(Jk)
supt′∈I N1(t
′)
, tk,l ≤ t ≤ tk,h. (3.143)
To extend the definition of N2 to the entire lifespan of u, we smoothly interpolate between t0 and t1,l and between tk,h and
tk+1,l for k ∈ N. We omit the details for the former case and only consider the latter. We define
N2(t) :=
1
supt′∈I N1(t
′)
(
N1(Jk+1)e
− 1t−tk,h
e
− 1tk+1,l−t + e
− 1t−tk,h
+
N1(Jk)e
− 1tk+1,l−t
e
− 1tk+1,l−t + e
− 1t−tk,h
)
, tk,h < t < tk+1,l. (3.144)
It is evident that N2 ∈ C∞loc([0,∞)) and N2(t) ≤ 1 for all t ∈ [0,∞). Since |tk,h − tk+1,l| ∼u N1(Jk)−2 ∼u N1(Jk+1)−2, it
follows that
|N ′2(t)| .u N2(Jk)3 ∼u N2(t)3, ∀t ∈ Jk (3.145)
for all k ∈ N.
To construct ξ2, we argue similarly. First, define
ξ2(t) := ξ1(t), t ∈ I ∩ (−∞, 0]. (3.146)
Next, for k ∈ N, define
ξ2(t) := ξ1(Jk), tk,l ≤ t ≤ tk,h. (3.147)
To extend the definition of ξ2 to the entire lifespan of u, we now define
ξ2(t) :=
(
e
− 1t−tk,h
e
− 1tk+1,l−t + e
− 1t−tk,h
ξ1(Jk+1) +
e
− 1tk+1,l−t
e
− 1tk+1,l−t + e
− 1t−tk,h
ξ1(Jk)
)
, tk,h < t < tk+1,l. (3.148)
It is evident that ξ2 ∈ C∞loc([0,∞)). Since |tk,h − tk+1,l| ∼u N1(Jk+1)−2 ∼u N1(t)−2 ∼u N1(Jk)−2 for t ∈ [tk,h, tk+1,l] and
|ξ1(t)− ξ1(tk,h)| .u N1(Jk) ∼u N1(Jk+1) for t ∈ [tk,h, tk+1,l], it follows that
|ξ′2(t)| .u N2(Jk)3 ∼u N2(t)3, ∀t ∈ Jk (3.149)
for all k ∈ N.
We define x2(t) := x1(t) for all t ∈ I.
Lastly, we check that there is a compactness modulus function C2 such that u is almost periodic modulo symmetries with
parameters x2(t), ξ2(t), N2(t). It is evident from the definition of N2 that there exist constants c1(u), c2(u) > 0 such that
N1(t) ≤ c1(u)N2(t) and N2(t) ≤ c2(u)N1(t) for all t ∈ [0,∞). Additionally, taking c1(u) larger if necessary, we also have
|ξ1(t)− ξ2(t)| ≤ c1(u)N2(t) for all t ∈ [0,∞). Hence, for any η > 0, the condition
|ξ − ξ2(t)| ≥ c1(u)(1 + C1(η))N2(t) (3.150)
implies by the reverse triangle inequality that
|ξ − ξ1(t)| ≥ |ξ − ξ2(t)| − |ξ1(t)− ξ2(t)| ≥ |ξ − ξ2(t)| − c1(u)N2(t) ≥ C1(η)N1(t). (3.151)
Since x2 = x1 by definition, for any η > 0,
|x− x2(t)| ≥ c2(u)C1(η)
N2(t)
=⇒ |x− x1(t)| ≥ C1(η)
N1(t)
. (3.152)
Thus, we define C2(η) := c1(u) + (c1(u) + c2(u))C1(η).
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4 Long-time Strichartz norms
In this section, we introduce the machinery necessary to state our long-time Strichartz estimate for admissible blowup
solutions to the eeDS equation. Specifically, we use the X,Y norms and the associated maximal X˜k, Y˜k norms introduced by
Dodson in his work [24] on the 2D cubic NLS to construct a (stronger) substitute for the long-time Strichartz estimate in the
work [21] on the mass-critical NLS in dimensions d ≥ 3. We remind the reader that in [21], the long-time Strichartz estimate
was in terms of the endpoint Strichartz estimate norm L2tL
2d
d−2
x , which is well-known to fail in dimension d = 2 (see [52]).
We have tried to stay consistent with the notation and terminology in [24]; however, one change we have introduced
is the definition of admissible tuple below. This definition is just a repackaging of the various quantities and parameters
appearing in the construction of the long-time Strichartz estimate in [24], and we have adopted it so as to make very clear
the independence of implicit constants on certain parameters. Such independence is crucial to the overall argument.
4.1 X˜k0 and Y˜k0 norms
Definition 4.1 (Admissible tuple). Let u : I × R2 → C be an admissible blowup solution to (1.9) with parameters
x(t), ξ(t), N(t) and compactness modulus function C(·). Let [a, b] ⊂ [0,∞). Let 0 < ǫ3 < ǫ2 < ǫ1 ≤ 2−100 be three
small parameters. We say that the tuple (ǫ1, ǫ2, ǫ3) is admissible for u if the following conditions are satisfied:
(i)
|ξ′(t)|+ |N ′(t)| ≤ 2−20N(t)
3
ǫ
1/2
1
, ∀t ≥ 0; (4.1)
(ii) ∫
|x−x(t)|≥
2−20ǫ
−1/4
3
N(t)
|u(t, x)|2dx+
∫
|ξ−ξ(t)|≥2−20ǫ
−1/4
3 N(t)
|uˆ(t, ξ)|2dξ ≤ ǫ22, ∀t ≥ 0; (4.2)
(iii) ǫ3 < ǫ
10
2 < ǫ
10
1 .
While the quantity
∫ b
a
∫
R2
|u(t, x)|4dxdt is DS scale-invariant, the quantity ∫ ba N(t)3dt is not. Hence, given an admissible
blowup solution u : I × R2 → C, an interval [a, b] ⊂ [0,∞), a nonnegative integer k0, and an admissible tuple (ǫ1, ǫ2, ǫ3) for
u, we can always rescale u by uλ := λu(λ
2·, λ·), where λ := ǫ32k0∫ b
a
N(t)3dt
, to obtain another admissible blowup solution so that
properties (i), (ii), (iii) are satisfied with ξλ, xλ, Nλ in addition to∫ λ−2b
λ−2a
∫
R2
|uλ(t, x)|4dxdt = 2k0 (4.3)∫ λ−2b
λ−2a
Nλ(t)
3dt = ǫ32
k0 . (4.4)
Below, we drop the subscript λ in uλ for notational convenience and assume that u satisfies (4.3) and (4.4).
We partition the time interval [a, b] in two different ways: Jl intervals, which are called small intervals, and J
α intervals.
The small intervals arise naturally from the concentration compactness theory, as seen in subsection 3.5. The Jα intervals
give us finer control on the variation of the frequency center ξ(t) and frequency scale N(t).
Definition 4.2 (Small intervals). We say that Jl ⊂ [a, b] with ‖u‖L4t,x(Jl×R2) = 1 is a small interval.
Definition 4.3 (Jα intervals). We define the consecutive subintervals Jα ⊂ [a, b] by∫
Jα
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
dt = 2ǫ3. (4.5)
Remark 4.4. Observe that Duhamel’s formula, Strichartz estimates, duality, and mass conservation imply that for any
admissible pair (p, q),
‖u‖LptLqx(Jl×R2) .p,q ‖u‖U2∆(Jl×R2) .u 1 (4.6)
‖u‖LptLqx(Jα×R2) .p,q ‖u‖U2∆(Jα×R2) .u 1, (4.7)
where the implicit constant in the ultimate inequalities only depends on the mass M(u).
We now construct dyadic groupings of Jα intervals. These groupings are the Gjκ intervals, on which we have simultaneous
control on the variation of the frequency center and scale functions ξ(t) and N(t) in addition to the scattering size.
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Definition 4.5. For integers 0 ≤ j ≤ k0 and 0 ≤ κ ≤ 2k0−j, set
Gjκ :=
(κ+1)2j−1⋃
α=κ2j
Jα (4.8)
If [t0, t1] = G
j
κ, [t
′
0, t
′
1] = J
α and [t′′0 , t
′′
1 ] = Jl, then we define ξ(G
j
κ) := ξ(t0), ξ(J
α) := ξ(t′0), and ξ(Jl) := ξ(t
′′
0 ).
Note that given a u-admissible tuple (ǫ1, ǫ2, ǫ3), we have that∫ T
0
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
dt = 2k0+1ǫ3, (4.9)
which implies that Gk00 = [0, T ].
Observe that by the fundamental theorem of calculus,
|ξ(t)− ξ(Gjκ)| ≤
∫
Gjκ
2−20ǫ
−1/2
1 N(t)
3dt = 2j−19ǫ3ǫ
−1/2
1 (4.10)
Hence, for all t ∈ Gjκ, we have the inclusions
{ξ ∈ R2 : 2j−1 ≤ |ξ − ξ(t)| ≤ 2j+1} ⊂ {ξ ∈ R2 : 2j−2 ≤ |ξ − ξ(Gjκ)| ≤ 2j+2} ⊂ {ξ ∈ R2 : 2j−3 ≤ |ξ − ξ(t)| ≤ 2j+3} (4.11)
and
{ξ ∈ R2 : |ξ − ξ(t)| ≤ 2j+1} ⊂ {ξ ∈ R2 : |ξ − ξ(Gjκ)| ≤ 2j+2} ⊂ {ξ ∈ R2 : |ξ − ξ(t)| ≤ 2j+3} (4.12)
The preceding two observations will be useful to our Littlewood-Paley analysis adapted to the frequency center ξ(t) in section
5.
We now define the X,Y, X˜k, Y˜k norms introduced in [24].
Definition 4.6 (X, X˜k norm). For any G
j
κ ⊂ [a, b], define
‖u‖2
X(Gjκ×R2)
:=
∑
0≤i<j
2i−j
∑
Giα⊂G
j
κ
‖Pξ(Giα),i−2≤·≤i+2u‖2U2∆(Giα×R2) +
∑
i≥j
‖Pξ(Gjκ),i−2≤i+2u‖2U2∆(Giκ×R2). (4.13)
For k ∈ N0, define the maximal X˜k norm
‖u‖2
X˜k([a,b]×R2)
:= sup
0≤j≤min{k,k0}
sup
Gjκ⊂[a,b]
‖u‖2
X(Gjκ×R2)
. (4.14)
Definition 4.7 (Y, Y˜k norms). For G
j
κ ⊂ [a, b], define
‖u‖2
Y (Gjκ×R2)
:=
∑
0≤i<j
2i−j
∑
Giα⊂G
j
κ:N(Giα)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·≤i+2u‖2U2∆(Gα×R2)
+
∑
i≥j:N(Gjκ)≤ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2u‖2U2∆(Gjκ×R2).
(4.15)
For k ∈ N0, define the maximal Y˜k([a, b]× R2) norm analogously to X˜k([a, b]× R2).
Lemma 4.8 (Cheap inductive estimate). We have that
‖u‖2
X˜j+1([a,b]×R2)
≤ 2‖u‖2
X˜j([a,b]×R2)
(4.16)
‖u‖2
Y˜j+1([a,b]×R2)
≤ 2‖u‖2
Y˜j([a,b]×R2)
. (4.17)
Proof. The stated estimates follow readily from the observation that any interval Gj+1κ is the union of two G
j
α intervals and
proposition 2.23.
The estimates of lemma 4.8, although quite basic, will be useful in establishing the base case of and closing the inductive
step in the proof of our long-time Strichartz estimate (theorem 5.1).
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4.2 Embeddings
We now record some basic embeddings of X˜j spaces into Lebesgue spaces L
p
tL
q
x, which will be used throughout the proof of
theorem 5.1. Lemma 4.9 is from [24], while lemma 4.10 is used implicitly in several instances in that work.
Lemma 4.9. Let (p, q) be an admissible pair. Then for all integers 0 ≤ i < j and intervals Gjκ ⊂ [0, T ], we have the estimates
‖Pξ(t),iu‖LptLqx(Gjκ×R2) .p,q 2
j−i
p ‖u‖X˜j(Gjκ×R2) (4.18)
and
‖Pξ(t),≥ju‖LptLqx(Gjκ×R2) .p,q ‖u‖X(Gjκ×R2). (4.19)
Proof. We first prove the first estimate. By Ho¨lder’s inequality, Strichartz estimates, and the definition of the X, X˜j norms,
we have that
‖Pξ(t),iu‖LptLqx(Gjκ×R2) =
 ∑
Giα⊂G
j
κ
‖Pξ(t),i‖pLptLqx(Gjκ×R2)
1/p
≤
 ∑
Giα⊂G
j
κ
‖Pξ(t),iu‖2LptLqx(Giα×R2)
1/p( sup
Giα⊂G
j
κ
‖Pξ(t),iu‖LptLqx(Giα×R2)
)1− 2p
.p,q
 ∑
Giα⊂G
j
κ
‖Pξ(Giα),i−2≤·≤i+2u‖2U2∆(Giα×R2)
1/p( sup
Giα⊂G
j
κ
‖Pξ(Giα),i−2≤·≤i+2u‖U2∆(Giα×R2)
)1− 2p
≤ 2 j−ip ‖u‖2/p
X(Gjκ×R2)
‖u‖1−
2
p
X˜j(G
j
κ×R2)
≤ 2 j−ip ‖u‖X˜j(Gjκ×R2). (4.20)
We next prove the second estimate. By the triangle inequality, Littlewood-Paley inequality, Minkowski’s inequality,
Strichartz estimates, and the definition of the X(Gjκ × R2) norm,
‖Pξ(t),≥ju‖LptLqx(Gjκ×R2) .q ‖Pξ(t),ju‖LptLqx(Gjκ×R2) + ‖Pξ(t),j+1u‖LptLqx(Gjκ×R2) + ‖
∑
l≥j
|Pξ(t),lPξ(t),≥j+2u|2
1/2‖LptLqx(Gjκ×R2)
.p,q ‖Pξ(Gjκ),j−2≤·≤j+2u‖U2∆(Gjκ×R2) + ‖Pξ(Gjκ),j−1≤·≤j+3u‖U2∆(Gjκ×R2)
+
∑
l≥j
‖Pξ(Gjκ),l−2≤·≤l+2u‖2U2∆(Gjκ×R2)
1/2
. ‖u‖X(Gjκ×R2). (4.21)
Lemma 4.10 (Bernstein-type lemma). Let (p, q) be an admissible pair and let q < r ≤ ∞ satisfy 2q − 2r > 1p . Then for all
integers 0 ≤ i ≤ j and intervals Gjκ ⊂ [0, T ], we have the estimate
‖Pξ(t),≤iu‖LptLrx(Gjκ×R2) .p,q,r 2
2j( 1q−
1
r )‖u‖X˜j(Gjκ×R2). (4.22)
Additionally, for any s > 1p , we have the estimate
‖|∇ − iξ(t)|sPξ(t),≤iu‖LptLqx(Gjκ×R2) .p,q,s 2
js‖u‖X˜j(Gjκ×R2). (4.23)
In particular, by the boundedness of the Riesz transforms, we have the estimate
‖(∇− iξ(t))Pξ(t),≤iu‖LptLqx(Gjκ×R2) .p,q 2
j‖u‖X˜j(Gjκ×R2). (4.24)
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Proof. We prove the first assertion of the lemma. By the triangle inequality, Bernstein’s lemma, followed by lemma 4.9, we
have that
‖Pξ(t),≤iu‖LptLrx(Gjk×R2) .
∑
0≤l≤i
2l(
2
q−
2
r )‖Pξ(t),lu‖LptLqx(Gjk×R2)
.
∑
0≤l≤i
2l(
2
q−
2
r )2
j−l
p ‖u‖X˜j(Gjκ×R2)
. 2
j
p+(
2
q−
2
r−
1
p )i‖u‖X˜j(Gjκ×R2)
. 22j(
1
q−
1
r )‖u‖X˜j(Gjκ×R2). (4.25)
We now prove the second assertion of the lemma. By the triangle inequality, Bernstein’s lemma, followed by lemma 4.9,
we have that
‖|∇ − iξ(t)|sPξ(t),≤iu‖LptLqx(Gjκ×R2) .
∑
0≤l≤i
2ls‖Pξ(t),lu‖LptLqx(Gjκ×R2)
.
∑
0≤l≤i
2ls2
j−l
p ‖u‖X˜j(Gjκ×R2)
. 2js‖u‖X˜j(Gjκ×R2). (4.26)
5 Long-time Strichartz estimate
5.1 Overview
We now have the necessary machinery to state our long-time Strichartz estimate for admissible blowup solutions to (1.9) (cf.
Theorem 4.1 in [24]).
Theorem 5.1 (Long-time Strichartz estimate). Let u be an admissible blowup solution to (1.9). Then there exists constants
C(u) > 0 and ǫ1(u) ≫ ǫ2(u) ≫ ǫ3(u) > 0, such that the following holds: for all admissible tuples (ǫ1, ǫ2, ǫ3) with ǫj ≤ ǫj(u)
for j = 1, 2, 3, integers k0 ≥ 20, intervals [0, T ] with
∫ T
0
∫
R2
|u(t, x)|4dxdt = 2k0 and ∫ T
0
N(t)3dt = K, we have the inequalities
‖uλ‖X˜k0 ([0,λ−2T ]×R2) ≤ C(u) (5.1)
‖uλ‖Y˜k0([0,λ−2T ]×R2) ≤ ǫ
1/2
2 , (5.2)
where λ = ǫ32
k0
K and uλ := λu(λ
2·, λ·).
Remark 5.2. In the remainder of this section, we drop the subscript λ in the notation uλ for the rescaled solution and instead
assume that u satisfies
∫ T
0
∫
R2
|u(t, x)|4dxdt = 2k0 and ∫ T
0
N(t)3dt = ǫ32
k0 (i.e. λ = 1). We use the notation ∼u,.u,&u
to denote implicit constants which depend on u through its mass and almost periodicity parameters but not on the data
(ǫ1, ǫ2, ǫ3, k0, [0, T ],K).
We now comment on the strategy of the proof. Inspired by the breakthrough ideas introduced in [24], the proof is an
induction on scales argument, which is set up in terms of the index k0 in the X˜k0 , Y˜k0 norms. Unpackaging the definitions of
the X˜k0 , Y˜k0 norms, our goal is to show that∑
0≤i<j
2i−j
∑
Giα⊂G
j
κ
‖Pξ(Giα),i−2≤·≤i+2u‖2U2∆(Giα×R2) +
∑
i≥j
‖Pξ(Gjκ),i−2≤·≤i+2u‖2U2∆(Gjκ×R2) ≤ C(u)
2 (5.3)
and ∑
0≤i<j
2i−j
∑
Giα⊂G
j
κ:N(Giα)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·≤i+2u‖2U2∆(Gα×R2)
+
∑
i≥j:N(Gjκ)≤ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2u‖2U2∆(Gjκ×R2)
≤ ǫ2
(5.4)
for all 0 ≤ j ≤ k0 and Gjκ ⊂ [0, T ]. To achieve this goal, we proceed in several steps.
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In Step 1, we prove the base case of the induction. More precisely, we show that there exists some large constant C1(u) > 0,
depending only on the mass M(u), such that
‖u‖2
X˜20([0,T ]×R2)
≤ C1(u) (5.5)
‖u‖2
Y˜20([0,T ]×R2)
≤ C1(u)ǫ3/22 . (5.6)
The precise choice of the subscript 20 is immaterial; it is just technically convenient to have some large integer. In this step,
we proceed similarly to [24] we prove these estimates using linear Strichartz estimates, some basic Littlewood-Paley theory,
lemma 4.8, and in the case of the Y˜20 estimate, the frequency localization property (4.2). The primary new ingredient in this
step is extensive use of the Lp boundedness of the operator E for 1 < p <∞, which is a consequence of the Caldero´n-Zygmund
theorem.
In Step 2, we proceed to the indices i > 20, which we consider throughout the remainder of the proof. We use Duhamel’s
formula to write the solution u in terms of its linear and nonlinear parts,
Pξ(Giα),i−2≤·≤i+2u(t) = e
i(t−tiα)∆Pξ(Giα),i−2≤·≤i+2u(t
i
α)− i
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ, ∀t ∈ Giα, (5.7)
for a judicious choice of tiα ∈ Giα; similarly for Giα replaced by Gjκ. We can control the U2∆(Giα×R2) and U2∆(Gjκ×R2) norms
of the linear part by
‖Pξ(Giα),i−2≤·≤i+2u(tiα)‖L2(R2) and ‖Pξ(Gjκ),i−2≤·≤i+2u(tjκ)‖L2(R2), (5.8)
respectively. Therefore we expect and show that the mass of the solution controls the total linear contribution∑
0≤i<j
2i−j
∑
Giα⊂G
j
κ
‖Pξ(Giα),i−2≤·≤i+2u(tiα)‖2L2(R2) +
∑
i≥j
‖Pξ(Gjκ),i−2≤·≤i+2u(tjκ)‖2L2(R2). (5.9)
Indeed, we prove an O(1) bound. When we are localizing u(tiα) or u(t
j
κ) to frequencies which are far from the center ξ(t)
relative to the scale N(t) on an interval Giα or G
j
κ, we expect from (4.2) for this contribution∑
0≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·≤i+2u(tiα)‖2L2(R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2u(tjκ)‖2L2(R2)
(5.10)
to be small. Indeed, we prove an O(ǫ
3/2
2 ) bound.
In Step 3, we begin to estimate the contribution of the nonlinear part of the solution in Duhamel’s formula. We consider
the indices 20 ≤ i < j for which there are intervals Giα ⊂ Gjκ on which N(Giα) > ǫ1/23 2i−10 and the indices i ≥ j such that
N(Gjκ) > ǫ
1/2
3 2
i−10. In the quantities
‖
∫ t
tiα
Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2) and ‖
∫ t
tjκ
Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2), (5.11)
we are measuring the nonlinear part at frequencies which are near, relatively speaking, the frequency center ξ(t) on Giα and
Gjκ, respectively. By the frequency localization property (4.2), the solution is mass concentrated on this region. Hence, to
prove an O(1) estimate for the total contribution
∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)>ǫ
1/2
3 2
i−10
‖
∫ t
tiα
Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)>ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2),
(5.12)
we show that there not too many of these intervals Giα. Similarly, we consider those indices 20 ≤ i < j for which there are
intervals Giα ⊂ Gjκ satisfying
ǫ
1/2
3 2
i−10 < N(Giα) ≤ ǫ1/23 2i−5 (5.13)
and those indices i ≥ j satisfying ǫ1/23 2i−10 < N(Gjκ) ≤ ǫ1/23 2i−5. Since we are now localizing the nonlinear part to frequencies
with distance from ξ(t) comparable to ǫ
−1/2
3 N(G
i
α) and ǫ
−1/2
3 N(G
j
κ), respectively, we still expect from (4.2) and indeed show
45
an O(ǫ
3/2
2 ) bound for the total contribution∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;ǫ
1/2
3 2
i−10<N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j;ǫ
1/2
3 2
i−10<N(Gjκ)≤ǫ
1/2
3 2
i−5
‖
∫ t
tjκ
Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2).
(5.14)
In Step 4, we estimate the remaining contribution of the nonlinear part of the solution at frequencies which are far away
from the frequency center function ξ(t) relative to the scale N(t), or more precisely, the quantity∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−10
‖
∫ t
tiα
Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2).
(5.15)
As was the case in [24], this is the most difficult step of the proof. Given the frequency localization property (4.2), morally
we expect this quantity too be small (i.e. O(ǫδ2) for some δ > 0), but proving this far from obvious. The strategy is to use a
bootstrap argument which exploits both the strong inductive nature of the X˜j and Y˜j norms and the “smallness” provided
by the Y˜j norm. Indeed, this latter point is precisely the reason why we have been estimating the Y˜j norm so far. To prove
such a bootstrap proposition, we use Littlewood-Paley theory to split estimating
Pξ(Giα),i−2≤·≤i+2F (u) (5.16)
into two model cases:
(i)
Pξ(Giα),i−2≤·≤i+2[E
(
(Pξ(t),<i−10u)(Pξ(t),≥i−10u)
)
(Pξ(Giα),≥i−5u)], (5.17)
(ii)
Pξ(Giα),i−2≤·≤i+2[E
(|Pξ(t),<i−10u|2)(Pξ(Giα),≥i−5u)]. (5.18)
Case (i) is the easy one as we have two far frequency factors in the nonlinearity. Classical linear and bilinear estimates suffice,
and we do not yet need the double frequency decomposition. Case (ii) is the hard one as we only have one far frequency
factor in the nonlinearity. Moreover, both near frequency factors are inside the argument of the nonlocal operator E . The
classical linear and bilinear estimates do not suffice, and we cannot apply bilinear estimates to the nonlinearity without using
the double frequency decomposition. It is as this step that we rely on three new bilinear Strichartz estimates adapted to the
double frequency decomposition, the proofs of which we defer to section 6.
Before proceeding to the details of the proof, we lastly remark that the proof of theorem 5.1 is agnostic to the signs and
magnitudes of the parameters µ1 and µ2 in the eeDS equation: the signs only become relevant in the rigidity step to preclude
the quasi-soliton scenario. Therefore, we will simplify the notation by setting µ1 = µ2 = 1.
5.2 Step 1: Base case
In this subsection, we prove the base case of the induction argument.
Lemma 5.3 (Base case). There exists a constant C(u) > 0 such that
‖u‖2
X˜20([0,T ]×R2)
≤ 220C(u) (5.19)
‖u‖2
Y˜20([0,T ]×R2)
≤ 220C(u)ǫ3/22 (5.20)
Proof. We first claim that
‖u‖2
X˜0([0,T ]×R2)
≤ C(u) (5.21)
‖u‖2
Y˜0([0,T ]×R2)
≤ ǫ3/22 . (5.22)
Indeed, the first inequality follows from the fact that ‖u‖U2∆(Jα×R2) .u 1 for every Jα ⊂ Gjκ. For the second inequality, we
observe from Duhamel’s principle and duality that ∑
i≥0:N(Jα)≤ǫ
1/2
3 2
i−5
‖Pξ(Jα),i−2≤·≤i+2u‖2U2∆(Jα×R2)

1/2
. ‖P
ξ(t),≥2ǫ
−1/2
3 N(t)
u‖L∞t L2x(Jα×R2)
+ ‖P
ξ(t),≥2ǫ
−1/2
3 N(t)
F (u)‖L1tL2x(Jα×R2).
(5.23)
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By the frequency localization property (4.2),
‖P
ξ(t),≥2ǫ
−1/2
3 N(t)
u‖L∞t L2x(Jα×R2) ≤ ǫ2. (5.24)
Performing a near-far frequency decomposition
u = P
ξ(t),<ǫ
−1/2
3 2
−2N(t)
u+ P
ξ(t),≥ǫ
−1/2
3 2
−2N(t)
u (5.25)
in the expression P
ξ(t),≥2ǫ
−1/2
3 N(t)
F (u), we obtain a sum of terms where each term consists of three factors, at least one of
which is supported on frequencies ξ satisfying |ξ − ξ(t)| ≥ ǫ−1/23 2−2N(t). Then by Ho¨lder’s inequality, Caldero´n-Zygmund
theorem, Strichartz estimates, and the interpolation estimate
‖f‖
L9tL
18/7
x
≤ ‖f‖3/4L∞t L2x‖f‖
1/4
L
9/4
t L
18
x
, (5.26)
it follows that
‖P
ξ(t),≥2ǫ
−1/2
3 N(t)
F (u)‖L1tL2x(Jα×R2) . ‖Pξ(t),≥ǫ−1/23 2−2N(t)u‖
3/4
L∞t L
2
x(J
α×R2)‖u‖9/4L9/4t L18x (Jα×R2) .u ǫ
3/4
2 , (5.27)
where we use (4.2) to obtain the ultimate line.
To conclude the proof, we now use 20 applications of lemma 4.8.
5.3 Step 2: Linear contribution estimate
Unpackaging the definitions of the X˜k0 and Y˜k0 norms, it remains for us to show that there exists a constant C
′(u) > 0,
possibly larger by a fixed absolute factor than the constant C(u) obtained in lemma 5.3, such that∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ
‖Pξ(Giα),i−2≤·≤i+2u‖2U2∆(Giα×R2) +
∑
i≥j
‖Pξ(Gjκ),i−2≤·≤i+2u‖2U2∆(Gjκ×R2) ≤ C
′(u)
(5.28)
and ∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·i+2u‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2u‖2U2∆(Gjκ×R2)
≤ C′(u)ǫ3/22 ,
(5.29)
for all indices 20 ≤ j ≤ k0 and intervals Gjκ ⊂ [0, T ]. Let Gjκ ⊂ [0, T ] with 20 ≤ j ≤ k0. By Duhamel’s formula, for any
20 ≤ i < j and tiα ∈ Giα ⊂ Gjκ,
‖Pξ(Giα),i−2≤·≤i+2u‖2U2∆(Giα×R2) . ‖Pξ(Giα),i−2≤·≤i+2u(t
i
α)‖2L2(R2)
+ ‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
(5.30)
and for tjκ ∈ Gjκ and i ≥ j,
‖Pξ(Gjκ),i−2≤·≤i+2u‖2U2∆(Gjκ×R2) . ‖Pξ(Gjκ),i−2≤·≤i+2u(t
j
κ)‖2L2(R2)
+ ‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2).
(5.31)
For i < j, since u belongs to C0t L
2
x and G
i
α is compact, we may choose t
i
α to satisfy
‖Pξ(Giα),i−2≤·≤i+2u(tiα)‖L2(R2) = inft∈Giα
‖Pξ(Giα),i−2≤·≤i+2u(t)‖L2x(R2). (5.32)
We choose tjκ = t(G
j
κ).
The goal now is to prove the following lemma.
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Lemma 5.4 (Linear part estimate). The following estimates hold uniformly in 20 ≤ j ≤ k0 and Gjκ ⊂ [0, T ]:∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ
‖Pξ(Giα),i−2≤·≤i+2u(tiα)‖2L2(R2) +
∑
i≥j
‖Pξ(Gjκ),i−2≤·≤i+2u(tjκ)‖L2(R2) .u 1 (5.33)
and ∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·≤i+2u(tiα)‖2L2(R2) +
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2u(tjκ)‖2L2(R2)
.u ǫ
2
2.
(5.34)
Proof. We first show the first assertion of the lemma. By the definition of tiα and almost orthogonality of the Littlewood-Paley
projectors, we have that∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ
‖Pξ(Giα),i−2≤·≤i+2u(tiα)‖2L2(R2)
=
∑
20≤i<j
2−j−1ǫ−13
∑
Giα⊂G
j
κ
∫
Giα
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
‖Pξ(Giα),i−2≤·≤i+2u(tiα)‖2L2(R2)dt
.
∑
20≤i<j
2−jǫ−13
∑
Giα⊂G
j
κ
∫
Giα
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
‖Pξ(t),i−4≤·≤i+4u(t)‖2L2x(R2)dt
=
∑
20≤i<j
2−jǫ−13
∫
Gjκ
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
‖Pξ(t),i−4≤·≤i+4u(t)‖2L2x(R2)dt
. 2−jǫ−13
∫
Gjκ
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
‖u‖2L∞t L2xdt
.u 1. (5.35)
Now by Plancherel’s theorem and almost orthogonality,∑
i≥j
‖Pξ(Gjκ),i−2≤·≤i+2u(tjκ)‖2L2(R2) . ‖u(tjκ)‖2L2(R2) .u 1, (5.36)
which completes the proof of the first assertion of the lemma.
We now show the second assertion of the lemma. We use Plancherel’s theorem to obtain∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·≤i+2u(tiα)‖2L2(R2)
.
∑
20≤i<j
ǫ−13 2
−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
∫
Giα
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
‖Pξ(t),i−4≤·≤i+4u(t)‖2L2x(R2)dt. (5.37)
For each 20 ≤ i < j fixed and Giα ⊂ Gjκ, the condition N(Giα) ≤ ǫ1/23 2i−5 implies that N(t) ≤ ǫ1/23 2i−5 for all t ∈ Giα. Since
for fixed i, the sets Giα are disjoint (ignoring a measure zero overlap), we have the inclusion⋃
Giα⊂G
j
κ:N(Giα)≤ǫ
1/22i−5
Giα ⊂ {t ∈ Gjκ : N(t) ≤ ǫ1/23 2i−5}. (5.38)
Hence,
(5.37) =
∑
20≤i<j
ǫ−13 2
−j
∫
{t′∈Gjκ:N(t′)≤ǫ
1/2
3 2
i−5}
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
‖Pξ(t),i−4≤·≤i+4u(t)‖2L2x(R2)dt
. ǫ−13 2
−j
∫
Gjκ
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
‖P
ξ(t),≥ǫ
−1/2
3 N(t)
u(t)‖2L2x(R2)dt, (5.39)
where the ultimate inequality follows from the Fubini-Tonelli theorem, followed by Plancherel’s theorem. Using the frequency
localization property (4.2), we conclude that
ǫ−13 2
−j
∫
Gjκ
(
N(t)3 + ǫ3‖u(t)‖4L4x(R2)
)
‖P
ξ(t),≥ǫ
−1/2
3 N(t)
u(t)‖2L2x(R2)dt ≤ ǫ
2
2. (5.40)
Lastly, by almost orthogonality and (4.2),∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2u(tjκ)‖2L2(R2) . sup
t≥0
‖P
ξ(t),≥ǫ
−1/2
3 N(t)
u(t)‖2L2x(R2) ≤ ǫ
2
2, (5.41)
completing the proof of the second assertion of the lemma.
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5.4 Step 3: Near frequency nonlinear estimate
Applying lemma 5.4, we have shown that
‖u‖2
X(Gjκ×R2)
.u 1 +
∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2)
(5.42)
and
‖u‖2
Y (Gjκ×R2)
.u ǫ
3/2
2 +
∑
20≤i<j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−5
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2),
(5.43)
so it remains for us to the estimate the nonlinear contributions in the RHSs of both estimates. We first observe that the
range of summation over the intervals Giα ⊂ Gjκ in (5.42) does not match the range of summation over the intervals Giα ⊂ Gjκ
in (5.43). The former includes intervals Giα on which the frequency scale function N(t) is much larger than ǫ
1/2
3 2
i. Since we
ultimately want to use the Y˜k norms to close the inductive estimate for ‖u‖X˜k+1([0,T ]×R2), we want to match the Giα range of
summation between (5.42) and (5.43). Doing so requires us to estimate the nonlinear part of the solution at frequency scales
smaller than ǫ
−1/2
3 N(G
i
α) and ǫ
−1/2
3 N(G
j
κ). Presumably by (4.2), uˆ is mass concentrated on this region, and therefore each
term
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2) (5.44)
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2) (5.45)
should be “large” over these intervals. Therefore if we have any hope of proving theorem 5.1, we should show that there
cannot be too many such terms, so that the total contribution . 1. Thus, the goal of this subsection is prove the following
lemma.
Lemma 5.5 (Near/Intermediate frequency estimate). The following inequalities hold uniformly in 20 ≤ j ≤ k0 and Gjκ ⊂
[0, T ]: ∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)>ǫ
1/2
3 2
i−10
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)>ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2)
.u 1
(5.46)
and ∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;ǫ
1/2
3 2
i−10<N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j;ǫ
1/2
3 2
i−10<N(Gjκ)≤ǫ
1/2
3 2
i−5
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2)
.u ǫ
3/2
2 .
(5.47)
Proof. We first prove the estimate (5.46). To make precise that there are not too many intervals Giα ⊂ Gjκ such that
N(Giα) & ǫ
1/2
3 2
i, it is convenient first to reduce to the case where Gjκ is a union of small Jl intervals (cf. pg. 3462-3463 in
[24]). This technical simplification allows us to use the discretization∫
⋃
Jl
N(t)3dt ∼u
∑
l
N(Jl). (5.48)
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To make the reduction, we first observe that we can write
Gjκ = ((J1 ∪ J2) ∩Gjκ) ∪ G˜jκ, (5.49)
where J1, J2 are the two (possibly empty) small intervals which intersectG
j
κ but are not contained in G
j
κ. Hence by proposition
2.23, ∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)>ǫ
1/2
3 2
i−10
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
.
∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)>ǫ
1/2
3 2
i−10
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆((J1∪J2)∩Giα×R2)
+
∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)>ǫ
1/2
3 2
i−10
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜iα×R2).
(5.50)
By duality, the embedding ℓ1α ⊂ ℓ2α, Ho¨lder’s inequality, and the Caldero´n-Zygmund theorem,∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα∩(J1∪J2)×R2)
.
∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ
‖F (u)‖2L1tL2x(Giα∩(J1∪J2)×R2)
. ‖u‖6L3tL6x(J1∪J2×R2)
. 1. (5.51)
Similarly, ∑
i≥j;N(Gjκ)>ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2)
.
∑
i≥j;N(Gjκ)>ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆((J1∪J2)∩Gjκ×R2)
+
∑
i≥j;N(Gjκ)>ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜jκ×R2).
(5.52)
Arguing similarly as before together with almost orthogonality, we have that∑
i≥j
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆((J1∪J2)∩Gjκ×R2) .
∑
i≥j
‖Pξ(Gjκ),i−2≤·≤i+2F (u)‖2L1tL2x(J1∪J2×R2)
. 1. (5.53)
Now to prove (5.46), it suffices to consider, for i fixed, the intervals Giα ⊂ Gjκ satisfying N(Giα) ≥ ǫ1/23 2i−5 because the
contribution of the intervals satisfying ǫ
1/2
3 2
i−10 ≤ N(Giα) < ǫ1/23 2i−5 is estimated by (5.47). By proposition 2.23,
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜iα×R2) ≤
∑
Jl⊂G
j
κ
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜iα∩Jl×R2). (5.54)
Now observe that ifN(Giα) ≥ ǫ1/23 2i−5, then by the fundamental theorem of calculus and the estimate |N ′(t)| ≤ 2−20ǫ−1/21 N(t)3,
we have that N(t) ≥ ǫ1/23 2i−6 for all t ∈ Giα. Also observe that if Jl ⊂ Gjκ is a small interval such that Jl ∩ Giα 6= ∅, where
Giα ⊂ Gjκ satisfying N(Giα) ≥ ǫ1/23 2i−5, then N(Jl) ≥ ǫ1/23 2i−6. Therefore,∑
Jl⊂G
j
κ
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜iα∩Jl×R2)
=
∑
Jl⊂G
j
κ;N(Jl)≥ǫ
1/2
3 2
i−6
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜iα∩Jl×R2).
(5.55)
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By duality and Plancherel’s theorem,
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜iα∩Jl×R2) ≤ ‖F (u)‖
2
L1tL
2
x(G˜
i
α∩Jl×R
2)
. (5.56)
Therefore by the embedding ℓ1α ⊂ ℓ2α, Ho¨lder’s inequality, followed by Caldero´n-Zygmund theorem together with the fact
that Jl is small, ∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(G
i)
α≥ǫ
1/2
3 2
i−5
∑
Jl⊂G
j
κ;N(Jl)≥ǫ
1/2
3 2
i−6
‖F (u)‖2
L1tL
2
x(Jl∩G˜
i
α×R
2)
≤
∑
20≤i<j
2i−j
∑
Jl⊂G
j
κ;N(Jl)≥ǫ
1/2
3 2
i−6
‖F (u)‖2L1tL2x(Jl×R2)
.
∑
20≤i<j
∑
Jl⊂G
j
κ;N(Jl)≥ǫ
1/2
3 2
i−6
2i−j
. 2−j
∑
Jl⊂G
j
κ
ǫ
−1/2
3 N(Jl) (5.57)
where the ultimate inequality follows from interchanging the order of summation. Since N(J) ∼u
∫
J N(t)
3dt for all small
intervals J , we conclude that
2−j
∑
Jl⊂G
j
κ
ǫ
−1/2
3 N(Jl) .u 2
−jǫ
−1/2
3
∫
Gjκ
N(t)3dt . ǫ
1/2
3 . (5.58)
Again by duality,
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜jκ×R2) . ‖Pξ(Gjκ),i−2≤·≤i+2F (u)‖
2
L1tL
2
x(G˜
j
κ×R2)
. (5.59)
Next, observe that if N(Gjκ) ≥ ǫ1/23 2i−5, where i ≥ j, then N(t) ≥ ǫ1/23 2j−6 for all t ∈ Gjκ. Also observe that if Jl is a small
interval such that Jl ∩ Gjκ 6= ∅, where N(Gjκ) ≥ ǫ1/23 2j−5, then N(Jl) ≥ ǫ1/23 2j−6. Therefore by Minkowski’s and Ho¨lder’s
inequalities, Plancherel’s and Caldero´n-Zygmund theorems, and the fact that Jl is small,∑
i≥j;N(Gjκ)≥ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2F (u)‖2L1tL2x(G˜jκ×R2)
.
 ∑
Jl⊂G
j
κ;N(Jl)≥ǫ
1/2
3 2
j−6
∫
Jl
 ∑
i≥j;N(Gjκ)>ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2F (u(t))‖2L2x(R2)

1/2
dt

2
. |{Jl : Jl ⊂ Gjκ;N(Jl) ≥ ǫ1/23 2j−6}|2. (5.60)
Since
|{Jl : Jl ⊂ Gjκ;N(Jl) ≥ ǫ1/23 2j−6}| =
∑
Jl⊂G
j
κ;N(Jl)≥ǫ
1/2
3 2
j−6
1
≤
∑
Jl⊂G
j
κ;N(Jl)≥ǫ
1/2
3 2
j−6
ǫ
−1/2
3 2
6−jN(Jl)
∼u ǫ−1/23 2−j
∑
Jl⊂G
j
κ
∫
Jl
N(t)3dt
. ǫ
1/2
3 , (5.61)
it follows that ∑
i≥j;N(Gjκ)≥ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2F (u)‖2L1tL2x(G˜jκ×R2) . ǫ3, (5.62)
which completes the proof of the estimate (5.46).
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We now prove the estimate (5.47). As before, we first reduce to the case where Gjκ is a union of small intervals. With
J1, J2 defined as above, we have that∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;ǫ
1/2
3 2
i−10<N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
.
∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;ǫ
1/2
3 2
i−10<N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆((J1∪J2)∩Giα×R2)
+
∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;ǫ
1/2
3 2
i−10<N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜iα×R2).
(5.63)
By duality and Strichartz estimates,
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖U2∆((J1∪J2)∩Giα×R2) . ‖Pξ(Giα),i−2≤·≤i+2F (u)‖L4/3t,x ((J1∪J2)∩Giα×R2). (5.64)
Hence, using the embedding ℓ
4/3
α ⊂ ℓ2α, we have that∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·≤i+2F (u)‖2L4/3t,x (Giα∩(J1∪J2)×R2)
.
∑
20≤i<j
2i−j
 ∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖Pξ(Giα),i−2≤·≤i+2F (u)‖
4/3
L
4/3
t,x (G
i
α∩(J1∪J2)×R
2)

3/2
.
∑
20≤i<j
2i−j‖P
ξ(t),≥ǫ
−1/2
3 N(t)
F (u)‖2
L
4/3
t,x (J1∪J2×R
2)
. ‖P
ξ(t),≥ǫ
−1/2
3 N(t)
F (u)‖2
L
4/3
t,x (J1∪J2×R
2)
. (5.65)
Now performing a near-far frequency decomposition of u in P
ξ(t),≥ǫ
−1/2
3 N(t
F (u(t)), we obtain a sum of terms, each term
containing at least one factor with Fourier support in the region {|ξ − ξ(t)| ≥ 2−3ǫ−1/23 N(t)}. Therefore by Ho¨lder’s
inequality and the Caldero´n-Zygmund theorem
‖P
ξ(t),≥ǫ
−1/2
3 N(t)
F (u)‖2
L
4/3
t,x (J1∪J2×R
2)
. ‖P
ξ(t),≥2−3ǫ
−1/2
3 N(t)
u‖2L∞t L2x(J1∪J2×R2)‖v1v2‖
2
L
4/3
t L
4
x(J1∪J2×R
2)
. ǫ22‖u‖4L8/3t L8x(J1∪J2×R2)
. ǫ22, (5.66)
where we use that (8/3, 8) is an admissible pair together with the fact that J1, J2 are small to obtain the ultimate inequality.
Above, we have used the notation vj to denote a Littlewood-Paley projection of u or u¯.
Similarly,
∑
i≥j;ǫ
1/2
3 2
i−10<N(Gjκ)≤ǫ
1/2
3 2
i−5
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2)
≤
∑
i≥j;ǫ
1/2
3 2
i−10<N(Gjκ)≤ǫ
1/2
3 2
i−5
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆((J1∪J2)∩Gjκ×R2)
+
∑
i≥j;ǫ
1/2
3 2
i−10<N(Gjκ)≤ǫ
1/2
3 2
i−5
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜jκ×R2).
(5.67)
By duality,
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖U2∆((J1∪J2)∩Gjκ×R2) ≤ ‖Pξ(Gjκ),i−2≤·≤i+2F (u)‖L1tL2x((J1∪J2)∩Gjκ×R2). (5.68)
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By Minkowski’s inequality, Plancherel’s theorem, and almost orthogonality, we have that∑
i≥j;ǫ
1/2
3 2
i−10<N(Gjκ)≤ǫ
1/2
3 2
i−5
‖Pξ(Gjκ),i−2≤·≤i+2F (u)‖2L1tL2x((J1∪J2)∩Gjκ×R2)
.
∫
(J1∪J2)∩G
j
κ
 ∑
i≥j;ǫ
1/2
3 2
i−10<N(Gjκ)≤ǫ
1/2
3 2
i−5
‖Pξ(t),i−4≤·≤i+4F (u(t))‖2L2x(R2)

1/2
dt

2
. ‖P
ξ(t),≥ǫ
−1/2
3 N(t)
F (u)‖2
L1tL
2
x((J1∪J2)∩G
j
κ×R2
. (5.69)
Now by performing a near-far decomposition of u in the expression P
ξ(t),≥ǫ
−1/2
3 N(t)
F (u(t)) and arguing similarly to as above,
we obtain the estimate
‖P
ξ(t),≥ǫ
−1/2
3 N(t)
F (u)‖2
L1tL
2
x((J1∪J2)∩G
j
κ×R2
. ‖P
ξ(t),≥2−3ǫ
−1/2
3 N(t)
u‖2
L9tL
18/7
x (J1∪J2×R2)
‖v1‖2L9/4t L18x (J1∪J2×R2)‖v2‖
2
L
9/4
t L
18
x (J1∪J2×R
2)
. ‖P
ξ(t),≥2−3ǫ
−1/2
3 N(t)
u‖2
L9tL
18/7
x (J1∪J2×R2)
. (5.70)
So by interpolating between the admissible pairs (∞, 2) and (9/4, 18) to get (9, 18/7), we obtain that
‖P
ξ(t),≥2−3ǫ
−1/2
3 N(t)
u‖2
L9tL
18/7
x (J1∪J2×R2)
≤ ‖P
ξ(t),≥2−3ǫ
−1/2
3 N(t)
u‖3/2L∞t L2x(J1∪J2×R2)‖Pξ(t),≥2−3ǫ−1/23 N(t)u‖
1/2
L
9/4
t L
18
x (J1∪J2×R
2)
. ǫ
3/2
2 , (5.71)
where the ultimate inequality follows from the frequency localization property (4.2) applied to the first factor and Bernstein’s
lemma, together with the fact that J1, J2 are small, applied to the second factor. Hence, we have shown that∑
i≥j;ǫ
1/2
3 2
i−10<N(Gjκ)≤ǫ
1/2
3 2
i−5
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆((J1∪J2)∩Gjκ×R2) . ǫ
3/2
2 . (5.72)
Next, we observe that N(Giα) > ǫ
1/2
3 2
i−10 implies that N(t) ≥ ǫ1/23 2i−11 for all t ∈ Giα, and if Jl∩Giα 6= ∅, where Giα ⊂ Gjκ
with N(Giα) > ǫ
1/2
3 2
i−10, then N(Jl) ≥ ǫ1/23 2i−11. Hence by repeating the argument above used to obtain the estimate∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≥ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜iα×R2) . ǫ
1/2
3 , (5.73)
we obtain the estimate∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;ǫ
1/2
3 2
i−10<N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜iα×R2) . ǫ
1/2
3 . (5.74)
Lastly, we observe that N(Gjκ) ≥ ǫ1/23 2j−10 implies that N(t) ≥ ǫ1/23 2j−11 for all t ∈ Gjκ, and if Jl is a small interval such
that Jl ∩Gjκ 6= ∅, where N(Gjκ) ≥ ǫ1/23 2j−10, then N(Jl) ≥ ǫ1/23 2j−11. Hence by repeating the argument above used to obtain
the estimate ∑
i≥j;N(Gjκ)≥ǫ
1/2
3 2
i−5
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜jκ×R2) . ǫ3, (5.75)
we obtain the estimate ∑
i≥j;N(Gjκ)≥ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(G˜jκ×R2) . ǫ3, (5.76)
which completes the proof of the estimate 5.47 and therefore the proof of the lemma.
5.5 Step 4: Far frequency nonlinear estimate
Applying lemma 5.5, we have shown that
‖u‖2
X(Gjκ×R2)
.u 1 +
∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−10
‖
∫ t
tiα
Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2)
(5.77)
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and
‖u‖2
Y (Gjκ×R2)
.u ǫ
3/2
2 +
∑
20≤i≤j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−10
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2)
(5.78)
for all integers 20 ≤ j ≤ k0 and intervals Gjκ ⊂ [0, T ]. Our aim now is to show using the induction hypothesis that the
remaining nonlinear contributions in the RHSs of the inequalities are “small” as measured by the parameters ǫ1, ǫ2, ǫ3. We
should expect this smallness because we have extracted and estimated the piece of the solution localized to the frequency
ball |ξ − ξ(t)| . N(t) and are now considering the pieces of the solution at frequencies much larger than N(t). According to
frequency localization property (4.2), the contributions of these pieces should be small. To make this heuristic rigorous, we
use an idea of [24], which is to proceed by a bootstrap argument to close the proof of the inductive step. Thus, the goal of
this subsection is to prove the following lemma.
Lemma 5.6 (Bootstrap). The following estimate holds uniformly in 20 ≤ j ≤ k0 and Gjκ ⊂ [0, T ]:∑
0≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−10
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Pξ(Gjκ),i−2≤·≤i+2F (u(τ))dτ‖2U2∆(Gjκ×R2)
.u ‖u‖2Y˜j([0,T ]×R2)
(
ǫ2‖u‖3X˜j([0,T ]]×R2) + ǫ
1/3
2 ‖u‖5/3X˜j([0,T ]×R2) +
(
ǫ2 + ‖u‖Y˜j([0,T ]×R2)
(
1 + ‖u‖4
X˜j([0,T ]×R2)
))2)
.
(5.79)
We remark that it is at the stage now of proving lemma 5.6 where our proof acquires a substantial new level of difficulty
compared to Dodson’s work [24]. The reason is the reliance on bilinear Strichartz estimates, which are a priori ill-suited to
nonlocal nonlinearities such as the eeDS nonlinearity, as they are not permutation-invariant under frequency decomposition.
We now to proceed to the details of proving lemma 5.6. To avoid distinguishing between the local and nonlocal cases,
and since the arguments used to treat the part of the nonlinearity which is E(|u|2)u are strictly more difficult than those
needed to treat the part of the nonlinearity which is µ|u|2u, we will assume that F (u) = E(|u|2)u for the remainder of this
subsection. We begin by performing a near-far frequency decomposition of u to obtain, for indices 20 ≤ i < j,
Pξ(Giα),i−2≤·≤i+2F (u(τ)) = Pξ(Giα),i−2≤·≤i+2[E(|Pξ(τ),<i−10u(τ)|2)(Pξ(Giα),<i−5u(τ))]
+ 2Pξ(Giα),i−2≤·≤i+2[E
(
Re
{
(Pξ(τ),≥i−10u(τ))(Pξ(τ),<i−10u(τ))
})
(Pξ(Giα),<i−5u(τ))]
+ Pξ(Giα),i−2≤·≤i+2[E(|Pξ(τ),≥i−10u(τ)|2))(Pξ(Giα),<i−5u(τ))]
+ Pξ(Giα),i−2≤·≤i+2[E(|Pξ(τ),<i−10u(τ)|2)(Pξ(Giα),≥i−5u(τ))]
+ 2Pξ(Giα),i−2≤·≤i+2[E
(
Re
{
(Pξ(τ),<i−10u(τ))(Pξ(τ),≥i−10u)
})
(Pξ(Giα),≥i−5u(τ))]
+ Pξ(Giα),i−2≤·≤i+2[E(|Pξ(τ),≥i−10u(τ)|2)(Pξ(Giα),≥i−5u(τ))]
(5.80)
with an analogous decomposition for Pξ(Gjκ),i−2≤·≤i+2F (u(τ)), for i ≥ j. We need to be more careful in our grouping of
terms based on the number and ordering of near and far frequency factors than in [24], as the eeDS nonlinearity is not
permutation-invariant modulo complex conjugates. The most difficult case occurs when there are two near frequency factors
and one far factor in the nonlinear expression, with both near frequency factors occurring inside the argument of the operator
E . We split the RHS of (5.80) into two groups of terms: Easy and Hard. Terms in Easy contain two far frequency factors,
and we can estimate them with Ho¨lder’s inequality, linear Strichartz estimates, and the frequency localization property (4.2).
Terms in Hard contain one far frequency factor and two near frequency factors, and we will have to invest significantly more
effort, in particular, relying on three improved bilinear Strichartz estimates specific to our setting, in order to estimate them.
For integers 20 ≤ i ≤ j and intervals Giα ⊂ Gjκ ⊂ [0, T ], define
EasyGiα := Pξ(Giα),i−2≤·≤i+2[E(|Pξ(τ),>i−10u|2)(Pξ(Giα),<i−5u)]
+ 2Pξ(Giα),i−2≤·≤i+2[E
(
Re
{
(Pξ(τ),<i−10u)(Pξ(τ),≥i−10u)
})
(Pξ(Giα),≥i−5u)]
+ Pξ(Giα),i−2≤·≤i+2[E(|Pξ(τ),≥i−10u|2)Pξ(Giα),≥i−5u]
=: EasyGiα,1 + EasyGiα,2 + EasyGiα,3 (5.81)
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and
HardGiα := Pξ(Giα),i−2≤·≤i+2[E(|Pξ(τ),<i−10u|2)(Pξ(Giα),≥i−5u)]
+ 2Pξ(Giα),i−2≤·≤i+2[E
(
Re
{
(Pξ(τ),≥i−10u)(Pξ(τ),<i−10u)
})
(Pξ(Giα),<i−5u)]
=: HardGiα,1 +HardGiα,2. (5.82)
For i ≥ j, we define Easyi and Hardi analogously, replacing Giα with Gjκ above. We first dispense with the easy case.
Lemma 5.7 (Easy estimate). The following estimate holds uniformly in 20 ≤ j ≤ k0 and Gjκ ⊂ [0, T ]:∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆EasyGiα(τ)dτ‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Easyi(τ)dτ‖2U2∆(Gjκ×R2)
.
(
ǫ2‖u‖3X˜j([0,T ]×R2) + ǫ
1/3
2 ‖u‖5/3X˜j([0,T ]×R2)
)
‖u‖2
Y˜j([0,T ]×R2)
.
(5.83)
Proof. For 20 ≤ i < j, we first decompose EasyGiα by
EasyGiα = EasyGiα,1 + EasyGiα,2 + EasyGiα,3, (5.84)
and for i ≥ j, we decompose Easyi by
Easyi = Easyi,1 + Easyi,2 + Easyi,3. (5.85)
We only present the details for the contributions of EasyGiα,1,Easyi,1,EasyGiα,3,Easyi,3, as one can treat the contributions
of the remaining terms by similar arguments.
Estimate for EasyGiα,3: For G
i
α ⊂ Gjκ fixed, we have by duality that
‖
∫ t
tiα
ei(t−τ)∆EasyGiα,3(τ)dτ‖U2∆(Giα×R2) = sup
‖v‖
V 2
∆
(Giα×R
2)
=1
∫
Giα
〈v(t), Pξ(Giα),i−2≤·≤i+2[E(|Pξ(t),>i−10u(t)|2)(Pξ(Giα),≥i−5u(t))]〉dt
= sup
‖v‖
V 2
∆
(Giα×R
2)
=1
∫
Giα
〈Pξ(Giα),i−2≤·≤i+2v(t), E(|Pξ(t),>i−10u(t)|2)(Pξ(Giα),≥i−5u(t))〉dt
(5.86)
Since ‖v‖V 2∆(Giα×R2) = 1 implies that ‖Pξ(Giα),i−2≤·≤i+2v‖V 2∆(Giα×R2) ≤ 1 by Plancherel’s theorem, we may assume without
loss of generality that v has Fourier support in the dyadic annulus A(ξ(Giα), i− 3, i+3) and satisfies ‖v‖V 2∆(Giα×R2) ≤ 1. By
Cauchy-Schwarz, triangle inequality, Plancherel’s theorem, followed by the bilinear Strichartz estimate of proposition 2.36,
we have that∫
Giα
〈v(t), E(|Pξ(t),>i−10u(t)|2)Pξ(Giα),≥i−5u(t)〉dt . ‖vPξ(Giα),≥i−5u‖L2t,x(Giα×R2)‖E(|Pξ(t),>i−10u|2)‖L2t,x(Giα×R2)
≤
∑
l≥i−5
‖vPξ(Giα),lu‖L2t,x(Giα×R2)‖Pξ(t),>i−10u‖2L4t,x(Giα×R2)
.
∑
l≥i−5
2(i−l)
1
2
−‖Pξ(Giα),lu‖U2∆(Giα×R2)‖Pξ(t),>i−10u‖2L4t,x(Giα×R2). (5.87)
Now interpolating between the admissible pairs (∞, 2) and (3, 6) to get (4, 4), we have the estimate
‖Pξ(t),>i−10u‖2L4t,x(Giα×R2) ≤ ‖Pξ(t),>i−10u‖
1/2
L∞t L
2
x(G
i
α×R
2)‖Pξ(t),>i−10u‖3/2L3tL6x(Giα×R2) . ǫ
1/2
2 ‖u‖3/2X(Giα×R2), (5.88)
where we use the condition N(Giα) ≤ ǫ1/23 2i−5 together with the frequency localization property (4.2) and lemma 4.9 to
obtain the ultimate inequality. So by Ho¨lder’s inequality in l, we have that
∑
l≥i−5
2(i−l)
1
2
−‖Pξ(Giα),lu‖U2∆(Giα×R2)‖Pξ(t),>i−10u‖2L4t,x(Giα×R2) . ǫ
1/2
2 ‖u‖3/2X(Giα×R2)
 ∑
l≥i−5
2(i−l)
1
2
−‖Pξ(Giα),lu‖2U2∆(Giα×R2)
1/2.
(5.89)
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We proceed to sum over the intervals Giα and integers 20 ≤ i < j. Observe from the dyadic structure that for each
0 ≤ l ≤ j, the interval Gjκ has 2j−l children Glβ . Similarly, for each 0 ≤ i ≤ l, each interval Glβ has 2l−i children Giα, and each
interval Giα has a unique parent G
l
β(α). Additionally, if an interval G
i
α with N(G
i
α) ≤ ǫ1/23 2i−5 intersects an interval Glβ ,
then by the fundamental theorem of calculus and the estimate |N ′(t)| ≤ 2−20ǫ−1/21 N(t)3, we have that N(Glβ) ≤ ǫ1/23 2l−5.
Similarly, if Giα ⊂ Gjκ where N(Giα) ≤ ǫ1/23 2i−5, then N(Gjκ) ≤ ǫ1/23 2j−5. Hence, we have that∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
∑
l≥i−5
2(i−l)
1
2
−‖Pξ(Giα),lu‖2U2∆(Giα×R2)
.
∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
∑
i−5≤l≤i
‖Pξ(Giα),lu‖2U2∆(Giα×R2) +
∑
l>i
2(i−l)
1
2
−‖Pξ(Giα),lu‖2U2∆(Giα×R2)
.
∑
20≤i<j
2i−j
∑
i−5≤l≤i
∑
Glβ⊂G
j
κ;N(Glβ)≤ǫ
1/2
3 2
l−5
‖Pξ(Glβ),l−2≤·≤l+2u‖
2
U2∆(G
l
β×R
2)
+
∑
20≤i<j
2i−j
∑
i<l<j
∑
Glβ⊂G
j
κ;N(G
l
β)≤ǫ
1/2
3 2
l−5
2(i−l)
1
2
−+(l−i)‖Pξ(Glβ),l−2≤·≤l+2u‖
2
U2∆(G
l
β×R
2)
+
∑
20≤i<j
∑
l≥j;N(Gjκ)≤ǫ
1/2
3 2
l−5
2(i−l)
1
2
−‖Pξ(Gjκ),l−2≤·≤l+2u‖2U2∆(Gjκ×R2)
=: Term1 +Term2 +Term3. (5.90)
We consider each of the Termj . For Term1, we interchange the order of the i and l summations to obtain
Term1 =
∑
15≤l<j
∑
l≤i≤min{l+5,j−1}
2i−j
∑
Glβ⊂G
j
κ;N(G
l
β)≤ǫ
1/2
3 2
l−5
‖Pξ(Glβ),l−2≤·≤l+2u‖
2
U2∆(G
l
β×R
2)
.
∑
0≤l<j
2l−j
∑
Glβ⊂G
j
κ;N(Glβ)≤ǫ
1/2
3 2
l−5
‖Pξ(Gl
β
),l−2≤·≤l+2u‖2U2∆(Glβ×R2)
≤ ‖u‖2
Y˜j([0,T ]×R2)
, (5.91)
where the ultimate inequality follows from the definition of the Y˜j norm. Similarly, for Term2, we have that
Term2 =
∑
20<l<j
2l−j
∑
20≤i<min{j,l}
2(i−l)
1
2
− ∑
Glβ⊂G
j
κ;N(Glβ)≤ǫ
1/2
3 2
l−5
‖Pξ(Glβ),l−2≤·≤l+2u‖
2
U2∆(G
l
β×R
2)
.
∑
20<l<j
2l−j
∑
Glβ⊂G
j
κ;N(Glβ)≤ǫ
1/2
3 2
l−5
‖Pξ(Glβ),l−2≤·≤l+2u‖
2
U2∆(G
l
β
×R2)
≤ ‖u‖2
Y˜j([0,T ]×R2)
, (5.92)
and for Term3,
Term3 =
∑
l≥j;N(Gjκ)≤ǫ
1/2
3 2
l−5
∑
20≤i<j
2(i−l)
1
2
−‖Pξ(Gjκ),l−2≤·≤l+2u‖2U2∆(Gjκ×R2) . ‖u‖
2
Y˜j([0,T ]×R2)
. (5.93)
This last estimate completes the analysis for the contribution of EasyGiα,3, and we have shown that∑
20≤i<j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆EasyGiα,3(τ)dτ‖2U2∆(Giα×R2) . ǫ2‖u‖
3
X˜j([0,T ]×R2)
‖u‖2
Y˜j([0,T ]×R2)
. (5.94)
Estimate for Easyi,3: By repeating the arguments above, we have that for i ≥ j,
‖
∫ t
tjκ
ei(t−τ)∆Easyi,3(τ)dτ‖2U2∆(Gjκ×R2) . ǫ2‖u‖
3
X˜j([0,T ]×R2)
∑
l≥i−5
2(i−l)
1
2
−‖Pξ(Gjκ),lu‖2U2∆(Gjκ×R2). (5.95)
Proceeding as before,∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
∑
l≥i−5
2(i−l)
1
2
−‖Pξ(Gjκ),lu‖2U2∆(Gjκ×R2) =
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
∑
i−5≤l<j
2(i−l)
1
2
−‖Pξ(Gjκ),lu‖2U2∆(Gjκ×R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
∑
l≥max{j,i−5}
2(i−l)
1
2
−‖Pξ(Gjκ),lu‖2U2∆(Gjκ×R2)
=: Term1 +Term2. (5.96)
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Interchanging the order of the i and l summations, we obtain that
Term1 .
∑
j−5≤l<j
∑
j<i≤l+5;N(Gjκ)≤ǫ
1/2
3 2
i−10
2(i−l)
1
2
−‖Pξ(Gjκ),lu‖2U2∆(Gjκ×R2)
.
∑
l≥j−5
2l−j
∑
Glβ⊂G
j
κ;N(Glβ)≤ǫ
1/2
3 2
l−5
‖Pξ(Glβ),l−2≤·≤l+2u‖
2
U2∆(G
l
β×R
2)
. ‖u‖2
Y˜j([0,T ]×R2)
(5.97)
and
Term2 .
∑
l≥j
∑
j≤i≤l+5;N(Gjκ)≤ǫ
1/2
3 2
i−10
2(i−l)
1
2
−‖Pξ(Gjκ),l−2≤·≤l+2u‖2U2∆(Gjκ×R2)
.
∑
l≥j;N(Gjκ)≤ǫ
1/2
3 2
l−5
‖Pξ(Gjκ),l−2≤·≤l+2u‖2U2∆(Gjκ×R2)
≤ ‖u‖2
Y˜j([0,T ]×R2)
. (5.98)
This last estimate completes the proof of the estimate for the contribution of Easyi,3 for i ≥ j, and we have shown that∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Easyi(τ)dτ‖2U2∆(Gjκ×R2) . ǫ2‖u‖
3
X˜j([0,T ]×R2)
‖u‖2
Y˜j([0,T ]×R2)
. (5.99)
Estimate for EasyGiα,1: The argument here is similar to as before, but we need to be careful about pairing near and far
frequency factors since both far frequency factors are inside the argument of E . Fortunately though, Plancherel’s theorem
shows that for v ∈ V 2∆(Giα × R2) with spatial Fourier support in the dyadic annulus A(ξ(Giα), i− 3, i+ 3), we have that
〈v, E(|Pξ(t),>i−10u|2)(Pξ(Giα),<i−5u)〉 = 〈v(Pξ(Giα),<i−5u), Pi−4≤·≤i+4E(|Pξ(t),>i−10u|2)〉. (5.100)
We frequency decompose the expression Pi−4≤·≤i+4E(|Pξ(t),>i−10u|2) by
Pi−4≤·≤i+4E(|Pξ(t),>i−10u|2) = Pi−4≤·≤i+4E
(|Pξ(t),i−10<·≤i+10u|2)
+ 2Pi−4≤·≤i+4E
(
Re
{
(Pξ(t),i−10<·≤i+10)u)(Pξ(t),>i+10u)
})
+ Pi−4≤·≤i+4E
(|Pξ(t),>i+10u|2).
(5.101)
We only consider the last term in the RHS, as it is the most difficult case. Fourier support analysis shows that the two
factors inside of E must be supported at comparable frequencies. Hence, we may write
Pi−4≤·≤i+4E
(|Pξ(t),>i+10u|2) = ∑
l>i+10
∑
|l−l′|≤2
Pi−4≤·≤i+4E
(
(Pξ(t),lu)(Pξ(t),l′u)
)
. (5.102)
Since the symbol of E belongs to C∞(R2 \ {0}) and is homogeneous of degree zero, the kernel Ki−4≤·≤i+4 of the operator
Pi−4≤·≤i+4E is Schwartz and supi≥20 ‖Ki−4≤·≤i+4‖L1(R2) . 1. Therefore, we can use Minkowski’s inequality to write∫
Giα
|〈v(t)(Pξ(Giα),<i−5u(t)), Pi−4≤·≤i+4E
(
(Pξ(t),lu(t))(Pξ(t),l′u(t))
)
〉|dt
≤
∫
R2
|Ki−4≤·≤i+4(z)|‖v(Pξ(Giα),<l−5u)(Pξ(t),lτzu)(Pξ(t),l′τzu)‖L1t,x(Giα×R2)dz.
(5.103)
By Ho¨lder’s inequality and mass conservation,
‖v(Pξ(Giα),<l−5u)(Pξ(t),lτzu)(Pξ(t),l′τzu)‖L1t,x(Giα×R2) . ‖v(Pξ(t),lτzu)(Pξ(t),l′τzu)‖L1tL2x(Giα×R2)
≤ ‖vPξ(t),lτzu‖L3/2t L3x(Giα×R2)‖Pξ(t),l′τzu‖L3tL6x(Giα×R2). (5.104)
By interpolating between the admissible pairs (∞, 2) and (5/2, 10) to get (3, 6), then using the frequency localization
property (4.2), we see that
‖Pξ(t),l′τzu‖L3tL6x(Giα×R2) ≤ ǫ
1/6
2 ‖Pξ(t),l′u‖5/6L5/2t L10x (Giα×R2) . ǫ
1/6
2 ‖u‖5/6X˜j([0,T ]×R2), (5.105)
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where the ultimate inequality follows from lemma 4.9. Next, interpolating between (2, 2) and (5/4, 5) to get (3/2, 3), followed
by applying the bilinear Strichartz estimate of proposition 2.36, we see that
‖vPξ(t),lτzu‖L3/2t L3x(Giα×R2) ≤ ‖vPξ(t),lτzu‖
4/9
L2t,x(G
i
α×R
2)
‖vPξ(t),lτzu‖5/9
L
5/4
t L
5
x(G
i
α×R
2)
. 2(i−l)
2
9
−‖Pξ(Giα),l−2≤·l+2u‖U2∆(Giα×R2), (5.106)
where we also use Ho¨lder’s and Minkowski’s inequalities, Strichartz estimates, and the embedding V 2∆ ⊂ U5/2∆ to obtain the
ultimate inequality. Since our final estimates are uniform in the translation parameter z, we see that∫
R2
|Ki−4≤·≤i+4(z)|‖v(Pξ(Giα),<l−5u)(Pξ(t),lτzu)(Pξ(t),l′τzu)‖L1t,x(Giα×R2)dz
. ǫ
1/6
2 ‖u‖5/6X˜j([0,T ]×R2)2
(i−l) 29−‖Pξ(Giα),l−2≤·≤l+2u‖U2∆(Giα×R2).
(5.107)
Now summing over l, l′, we obtain that∑
l>i+10
∑
|l−l′|≤2
ǫ
1/6
2 ‖u‖5/6X˜j([0,T ]×R2)2
(i−l) 29−‖Pξ(Giα),l−2≤·≤l+2u‖U2∆(Giα×R2)
.
∑
l≥i+10
2(i−l)
2
9
−
ǫ
1/6
2 ‖u‖5/6X˜j([0,T ]×R2)‖Pξ(Giα),l−2≤·≤l+2u‖U2∆(Giα×R2)
. ǫ
1/6
2 ‖u‖5/6X˜j([0,T ]×R2)
 ∑
l≥i+10
2
(i−l)
3 ‖Pξ(Giα),l−2≤·l+2u‖2U2∆(Giα×R2)
1/2, (5.108)
where the ultimate inequality follows from Cauchy-Schwarz in l. Taking the sum
∑
20≤i<j 2
i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5(·)2
of the last expression and proceeding as before in the case of EasyGiα,3, we obtain the final estimate∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆EasyGiα,1(τ)dτ‖2U2∆(Giα×R2) . ǫ
1/3
2 ‖u‖5/3X˜j([0,T ]×R2)‖u‖
2
Y˜j([0,T ]×R2)
. (5.109)
Estimate for Easyi,1: By repeating the argument in the preceding case, then proceeding as in the case of the contribution
of Easyi,3, we obtain the final estimate∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
Easyi,1(τ)dτ‖2U2∆(Gjκ×R2) . ǫ
1/3
2 ‖u‖5/3X˜j([0,T ]×R2)‖u‖
2
Y˜j([0,T ]×R2)
. (5.110)
We next establish the hard estimate, which will occupy our attention for the remainder of this subsection.
Lemma 5.8 (Preliminary hard estimate). The following estimate holds uniformly in 20 ≤ j ≤ k0, 20 ≤ i < j, and
Giα ⊂ Gjκ ⊂ [0, T ] satisfying N(Giα) ≤ ǫ1/23 2i−5:
‖
∫ t
tiα
ei(t−τ)∆HardGiα(τ)dτ‖U2∆(Giα×R2)
.u ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(
ǫ2 + ‖u‖Y˜i(Giα×R2)
(
1 + ‖u‖4
X˜i(Giα×R
2)
))
.
(5.111)
The following estimate holds uniformly in 20 ≤ j ≤ k0, i ≥ j, and Gjκ ⊂ [0, T ] satisfying N(Gjκ) ≤ ǫ1/23 2i−10:
‖
∫ t
tjκ
ei(t−τ)∆Hardi(τ)dτ‖U2∆(Gjκ×R2)
.u ‖Pξ(Gjκ),i−5≤·≤i+5u‖U2∆(Gjκ×R2)
(
ǫ2 + ‖u‖Y˜j(Gjκ×R2)
(
1 + ‖u‖4
X˜j(G
j
κ×R2)
))
.
(5.112)
By some straightforward Littlewood-Paley analysis and proposition 2.23, we obtain the following estimate for the total
contribution of the HardGα,i and Hardi. We omit the details.
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Corollary 5.9 (Hard estimate). The following estimate holds uniformly in 20 ≤ j ≤ k0 and Gjκ ⊂ [0, T ]:∑
20≤i<j
2i−j
∑
Giα⊂G
j
κ;N(Giα)≤ǫ
1/2
3 2
i−5
‖
∫ t
tiα
ei(t−τ)∆HardGiα(τ)dτ‖2U2∆(Giα×R2)
+
∑
i≥j;N(Gjκ)≤ǫ
1/2
3 2
i−10
‖
∫ t
tjκ
ei(t−τ)∆Hardi(τ)dτ‖2U2∆(Gjκ×R2)
.u ‖u‖2Y˜j(Gjκ×R2)
(
ǫ2 + ‖u‖Y˜j(Gjκ×R2)
(
1 + ‖u‖4
X˜j(G
j
κ×R2)
))2
.
(5.113)
We now prove lemma 5.8.
Proof. We only present the details for the contribution of
HardGiα,1 = Pξ(Giα),i−2≤·≤i+2[E(|Pξ(τ),<i−10u|2)Pξ(Giα),≥i−5u] (5.114)
for 20 ≤ i < j. The contribution of Hardi,1 for i ≥ j follows by analogous argumentsmutatis mutandis, while the contributions
of HardGiα,2 and Hardi,2 are strictly easier to estimate as one near and one far frequency factor fall inside the argument of
the operator E .
As in the proof of lemma 5.5, we first reduce to the case where Giα is the union of small intervals Jl. Let J1, J2 be the two
(possibly empty) small intervals which intersect Giα but are not contained in G
i
α, and define the interval G˜
i
α := G
i
α \ (J1∪J2).
By duality, triangle inequality, and the embedding V 2∆ ⊂ L4t,x, we have that
‖
∫ t
tiα
ei(t−τ)∆HardGiα,1(τ)dτ‖U2∆(Giα×R2) . ‖
∫ t
tiα
HardGiα,1(τ)dτ‖U2∆(G˜iα×R2) + ‖HardGiα,1‖L4/3t,x (Giα∩(J1∪J2)×R2). (5.115)
We claim that up to an acceptable error (i.e. one which we can absorb into the RHS of lemma 5.8), we may assume that
tiα ∈ G˜iα. Indeed, otherwise suppose that tiα ∈ J1 ∪ J2, and without loss of generality assume that tiα ∈ J1. Let t˜iα denote the
left endpoint of of the interval G˜iα. Then
‖
∫ t
tiα
ei(t−τ)∆HardGiα,1(τ)dτ −
∫ t
t˜iα
ei(t−τ)∆HardGiα,1(τ)dτ‖U2∆(Giα×R2) = ‖
∫ tiα
t˜iα
ei(t−τ)∆HardGiα,1(τ)dτ‖U2∆(Giα×R2)
. ‖HardGiα,1‖L4/3t,x (J1∩Giα×R2), (5.116)
where the ultimate line follows from the definition of the U2∆ norm and the dual homogeneous Strichartz estimate. To show
that the error is acceptable, it remains for us to estimate the quantity∑
l=1,2
‖Pξ(Giα),i−2≤·≤i+2[E(|Pξ(t),<i−10u|2)(Pξ(Giα),≥i−5u)]‖L4/3t,x (Jl∩Giα×R2), (5.117)
which we do now.
By symmetry of argument, it suffices to consider the case of J1 (i.e. l = 1 in the preceding equation). We first perform
another near-far frequency decomposition and use triangle inequality to obtain
‖(Pξ(Giα),i−5≤·≤i+5u)E
(|Pξ(t),<i−10u|2)‖L4/3t,x (Giα∩J1×R2)
. ‖(Pξ(Giα),i−5≤·≤i+5u)E
(
|Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ−1/43 N(J1∩Giα)u|
2
)
‖
L
4/3
t,x (G
i
α∩J1×R
2)
+ ‖(Pξ(Giα),i−5≤·≤i+5u)E
(
(Pξ(t),<i−10Pξ(Jl∩Giα),≤2ǫ
−1/4
3 N(J1∩G
i
α)
u)(Pξ(t),<i−10Pξ(J1∩Giα),>2ǫ
−1/4
3 N(J1∩G
i
α)
u)
)
‖
L
4/3
t,x (G
i
α∩J1×R
2)
+ ‖(Pξ(Giα),i−5≤·≤i+5u)E
(
|Pξ(t),<i−10Pξ(J1∩Giα),>2ǫ−1/43 N(J1∩Giα)u|
2
)
‖
L
4/3
t,x (G
i
α∩J1×R
2)
=: Term1 +Term2 + Term3. (5.118)
To estimate Term2+Term3, we use Ho¨lder’s inequality, Bernstein’s lemma, Strichartz estimates, and the frequency localization
property (4.2) to obtain that
Term2 +Term3 . ‖Pξ(J1∩Giα),>2ǫ−1/43 N(J1∩Giα)u‖L∞t L2x(Giα∩J1×R2)‖Pξ(Giα),i−5≤·≤i+5u‖L8/3t L8x(Giα∩J1×R2)×
‖Pξ(t),>i−10u‖L8/3t L8x(Giα∩J1×R2)
. ǫ2‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα∩J1×R2). (5.119)
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To estimate Term1, we want to use a bilinear Strichartz estimate to exploit the frequency separation between the far
frequency factor and one of the near frequency factors. However, the reader will notice that Term1 is of the worst case
since both of the near frequency factors fall inside the argument of E ; therefore, it is not a priori clear how to apply bilinear
estimates without destroying the cancellation in the kernel of E . We address this difficulty here and throughout this work
with a tool which we call the double frequency decomposition, which appeared in a simpler form in [7] in which the authors
considered global well-posedness for the 3D mass-critical Hartree equation at subcritical regularities below H1. Although the
present case is the easiest of the applications of the double frequency decomposition which we will make in this paper, it is
nevertheless illustrative of the idea of the argument without being overly technical. Moreover, we will not be so detailed in
the routine steps of the decomposition in the sequel.
We first perform a homogeneous Littlewood-Paley decomposition of the symbol of E ,
E =
∑
k∈Z
EP˙k =:
∑
k∈Z
Ek, (5.120)
and observe that
E
(
|Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ−1/43 N(J1∩Giα)u|
2
)
=
∑
k≤min{log2(8ǫ
−1/4
3 N(J1)∩G
i
α),i−8}
Ek
(
|Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ−1/43 N(J1∩Giα)u|
2
)
.
(5.121)
Since the symbol of E belongs to C∞(R2 \ {0}) and is homogeneous of degree zero, it follows from the usual scaling and
integration by parts argument that the kernel Kk of Ek is Schwartz class and satisfies the k-uniform rapid decay estimate
|Kk(x)| .N 22k〈2kx〉−N , ∀x ∈ R2, ∀N ≥ 0. (5.122)
Now for each k ≤ i− 8, we decompose Fourier space Rˆ2 into dyadic cubes Qka of side length 2k so that
Ek
(
|Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ−1/43 N(J1∩Giα)u|
2
)
=
∑
a,a′∈Z2
Ek
(
(Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ
−1/4
3 N(J1∩G
i
α)
PQkau)(Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ
−1/4
3 N(J1∩G
i
α)
PQk
a′
u)
)
.
(5.123)
We claim that for each a ∈ Z2 fixed, there are O(1) cubes Qka′ such that the summand in the RHS of the preceding equality
is nonzero or equivalently, (Qka −Qka′) ∩ {2k−2 ≤ |ξ| ≤ 2k+2} 6= ∅. Indeed, fix a ∈ Z2 and suppose that |a − a′| > 25. Then
for any ξ ∈ Qka and ξ′ ∈ −Qka′ , we have by the reverse triangle inequality that
|ξ + ξ′| = |(ξ − 2ka) + 2k(a− a′) + (ξ′ + 2ka′)| > 25+k − 2k+ 12 − 2k+ 12 ≥ 24+k, (5.124)
which shows that ξ + ξ′ does not belong to the support of the symbol of Ek. Since there are at most 220 pairs a, a′ ∈ Z2
satisfying the condition |a− a′| ≤ 25, we obtain the claim.
Now by Minkowski’s inequality,
‖(Pξ(Giα),i−5≤·≤i+5u)Ek
(
|Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ−1/43 N(J1∩Giα)u|
2
)
‖
L
4/3
t,x (J1∩G
i
α×R
2)
.
∫
R2
dy|Kk(y)|
∑
|a−a′|≤25
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ−1/43 N(J1∩Giα)PQkaτyu)
(Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ
−1/4
3 N(J1∩G
i
α)
PQk
a′
τyu)‖L4/3t,x (J1∩Giα×R2)
. sup
y∈R2
∑
|a−a′|≤25
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ−1/43 N(J1∩Giα)PQkaτyu)
(Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ
−1/4
3 N(J1∩G
i
α)
PQk
a′
τyu)‖L4/3t,x (J1∩Giα×R2)
. sup
y∈R2
∑
|a−a′|≤25
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(J1∩Giα),<2ǫ−1/43 N(J1∩Giα)PQkaτyu)‖L2t,x(Giα∩J1×R2)‖PQka′u‖L4t,x(J1×R2)
. sup
y∈R2
(∑
a∈Z2
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(J1∩Giα),<2ǫ−1/43 N(J1∩Giα)PQkaτyu)‖
2
L2t,x(G
i
α∩J1×R
2)
)1/2
‖u‖X2,k∆ (J1×R2)
. sup
y∈R2
(∑
a∈Z2
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(J1∩Giα),<2ǫ−1/43 N(J1∩Giα)PQkaτyu)‖
2
L2t,x(G
i
α∩J1×R
2)
)1/2
, (5.125)
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where we use Ho¨lder’s inequality to obtain the antepenultimate inequality; Cauchy-Schwarz, almost orthogonality, and
Strichartz estimates to obtain the penultimate inequality; and the embedding U2∆ ⊂ X2,k∆ together with J1 is small to obtain
the ultimate inequality. To estimate (5.125), we the assumption that N(Giα) ≤ ǫ1/23 2i−5 in order to use Galilean invariance
to apply the bilinear Strichartz estimate of proposition 2.36 at the level of each cube Qka, obtaining that
(5.125) .
 ∑
a;Qka∩B(ξ(J1∩G
i
α),4ǫ
−1/4
3 N(J1∩G
i
α)) 6=∅
(
2
k−i
2 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)‖PQkau‖U2∆(J1×R2)
)2
1/2
. 2
k−i
2 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2), (5.126)
where we use the spatial translation invariance of the U2∆ norm, the embedding U
2
∆ ⊂ X2,k∆ , and that J1 is small to obtain
the ultimate inequality. Now summing over k ≤ log2(8ǫ−1/43 N(J1 ∩Giα)), we obtain that∑
k≤log2(8ǫ
−1/4
3 N(J1∩G
i
α))
‖Ek
(
|Pξ(t),<i−10Pξ(J1∩Giα),≤2ǫ−1/43 N(J1∩Giα)u|
2
)
‖
L
4/3
t,x (G
i
α∩J1×R
2)
.
(
2−iǫ
−1/4
3 N(J1 ∩Giα)
)1/2
‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
. ǫ2‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2), (5.127)
where we use that N(J1 ∩Giα) ≤ ǫ1/23 2i−5 and that ǫ3 ≤ ǫ102 to obtain the ultimate inequality. Thus, we have shown that
Term1 . ǫ2‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2), (5.128)
completing the proof of the claim that
‖HardGiα,1‖L4/3t,x (Giα∩(J1∪J2)×R2) . ǫ2‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2). (5.129)
We now estimate the quantity
‖
∫ t
tiα
HardGiα,1(τ)dτ‖U2∆(Giα×R2) (5.130)
under the assumptions that Giα is a union of small intervals Jl and that t
i
α ∈ Giα. We decompose E(|Pξ(t),≤i−10u|2) by
E(|Pξ(t),≤i−10u|2) = ∑
0≤l2≤i−10
E((Pξ(t),l2u)(Pξ(t),≤l2u))+ ∑
0<l2≤i−10
E((Pξ(t),<l2u)(Pξ(t),l2u)). (5.131)
By symmetry and triangle inequality, it suffices to estimate∑
0≤l2≤i−10
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u(τ)))E
(
(Pξ(t),l2u(τ))(Pξ(t),≤l2u(τ)
)]
dτ‖U2∆(Giα×R2). (5.132)
For each integer 0 ≤ l2 ≤ i − 10, we split the small intervals constituting the time interval Giα into two different groupings
based on the size of their maximum frequency scale relative to 2l2 :
Giα =
 ⋃
Jl⊂Giα;N(Jl)≥ǫ
1/2
3 2
l2−6
Jl
 ∪
 ⋃
Jl⊂Giα;N(Jl)<ǫ
1/2
3 2
l2−6
Jl
 =: Giα,l2,≥ ∪Giα,l2,<. (5.133)
Using proposition 2.32, we have that∑
0≤l2≤i−10
‖
∫ t
tiα
ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u(τ))E
(
(Pξ(t),l2u(τ))(Pξ(t),≤l2u(τ))
)]
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.
∑
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 ∑
Jl⊂Giα;N(Jl)≥ǫ
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+
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(Pξ(t),l2u(t))(Pξ(t),≤l2u(t))
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dt‖L2x(R2).
(5.134)
61
Rather repeat the step as before for Giα,l2,<, it is more convenient to re-express this set in terms of subintervals G
l2
β ⊂ Giα. To
see this convenience, observe that if Gl2β ∩Giα,l2,< 6= ∅, then there exists some l such that N(Jl) < ǫ
1/2
3 2
l2−6 and Gl2β ∩Jl 6= ∅.
If tJl ∈ Gl2β ∩ Jl, then
N(t) ≤ |N(t)−N(tJl)|+N(tJl) <
∫
G
l2
β
2−20ǫ
−1/2
1 N(τ)
3dτ + ǫ
1/2
3 2
l2−6 ≤ ǫ1/23 2l2−5, ∀t ∈ Gl2β , (5.135)
which implies that N(Gl2β ) ≤ ǫ1/23 2l2−5. Therefore we are estimating the near frequency piece of HardGiα at frequencies which
are at distance from ξ(t) much larger than N(t), allowing us to put certain factors in a Y˜j norm. Now applying proposition
2.32 as before, we obtain that
∑
0≤l2≤i−10
‖
∫ t
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dt‖L2x(R2).
(5.136)
Combining our estimates, we have that
∑
0≤l2≤i−10
‖
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ei(t−τ)∆Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u(τ))E
(
(Pξ(t),l2u(τ))(Pξ(t),≤l2u(τ))
)]
dτ‖U2∆(Giα×R2)
.
∑
0≤l2≤i−10
 ∑
Jl⊂Giα;N(Jl)≥ǫ
1/2
3 2
l2−6
‖Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u)E
(
(Pξ(τ),l2u)(Pξ(τ),≤l2u)
)]‖2V 2∆(Jl×R2)∗

1/2
(5.137)
+
∑
0≤l2≤i−10
∑
Jl⊂Giα;N(Jl)≥ǫ
1/2
3 2
l2−6
‖
∫
Jl
e−it∆Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u(t))E
(
(Pξ(t),l2u(t))(Pξ(t),≤l2u(t))
)]
dt‖L2x(R2)
(5.138)
+
∑
0≤l2≤i−10
 ∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
‖Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u)E
(
(Pξ(τ),l2u)(Pξ(τ),≤l2u)
)]‖2
V 2∆(G
l2
β ×R
2)∗

1/2
(5.139)
+
∑
0≤l2≤i−10
∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
‖
∫
G
l2
β
e−it∆Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u(t))E
(
(Pξ(t),l2u(t))(Pξ(t),≤l2u(t))
)]
dt‖L2x(R2).
(5.140)
We proceed to estimate each of the terms (5.137) - (5.140).
Estimate for (5.137): Our basic strategy is to use duality and bilinear estimates which exploit the frequency separation
between the various factors that are respectively near and far from the frequency center ξ(t). Since we hope to use bilinear
estimates, we need to use the double frequency decomposition to handle the nonlocal operator E . We now turn to the
details.
Let v ∈ V 2∆ have spatial Fourier support in the dyadic annulus A(ξ(Giα), i− 3, i+ 3) and satisfy ‖v‖V 2∆(Jl×R2) ≤ 1. Then
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by the double frequency decomposition, Minkowski’s inequality, and Cauchy-Schwarz, we obtain that∣∣∣∣∫
Jl
〈v(t), (Pξ(Giα),i−5≤·≤i+5u(t))E
(
(Pξ(t),l2u(t))(Pξ(t),≤l2u(t))
)
〉dt
∣∣∣∣
.
∑
k≤l2+2
sup
y∈R2

 ∑
a;Qka∩B(ξ(Jl),i−7) 6=∅
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2PQkaτyu)‖2L2t,x(Jl×R2)
1/2×
 ∑
a′;Qk
a′
∩B(ξ(Jl),i−7) 6=∅
‖v(Pξ(t),≤l2PQk
a′
τyu)‖2L2t,x(Jl×R2)
1/2
 . (5.141)
Using Galilean invariance to apply the bilinear Strichartz estimate of proposition 2.36, we have that
sup
y∈R2
 ∑
a;Qka∩B(ξ(Jl),i−7) 6=∅
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),l2PQkaτyu)‖2L2t,x(Jl×R2)
1/2
. 2
k−i
2 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)‖u‖X2,k∆ (Jl×R2) (5.142)
and
sup
y∈R2
 ∑
a′;Qk
a′
∩B(ξ(Jl),i−7) 6=∅
‖v(Pξ(t),≤l2PQkaτyu)‖2L2t,x(Jl×R2)
1/2 . 2(k−i) 12−‖v‖V 2∆(Jl×R2)‖u‖X2,k∆ (Jl×R2)
≤ 2(k−i) 12−‖u‖X2,k∆ (Jl×R2). (5.143)
Using that supk ‖u‖X2,k∆ (Jl×R2) . 1 and N(Jl) ≥ ǫ
1/2
3 2
l2−5, we see that∑
k≤l2+2
2(k−i)1
−‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)‖u‖2X2,k∆ (Jl×R2)
.δ,δ′ 2
(l2−i)(1−δ)
(
ǫ
−1/2
3 2
−iN(Jl)
)δ′
‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)
(5.144)
for any 0 < δ′, δ < 1 satisfying δ′ + δ < 1. We choose δ′ = 12 .
Now summing over Jl and then over l2, we obtain that
∑
0≤l2≤i−10
 ∑
Jl⊂Giα;N(Jl)≥ǫ
1/2
3 2
l2−6
(
2(l2−i)(1−δ)
(
ǫ
−1/2
3 2
−iN(Jl)
)1/2
‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)
)2
1/2
≤ ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
∑
0≤l2≤i−10
2(l2−i)(1−δ)
 ∑
Jl⊂Giα;N(Jl)≥ǫ
1/2
3 2
l2−6
ǫ
−1/2
3 2
−iN(Jl)

1/2
.u ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
∑
0≤l2≤i−10
2(l2−i)(1−δ)
(
ǫ
−1/2
3 2
−i
∫
Giα
N(t)3dt
)1/2
. ǫ
1/4
3 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
≤ ǫ22‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2), (5.145)
since ǫ3 ≤ ǫ102 by assumption.
Thus, we have shown that
(5.137) . ǫ22‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2). (5.146)
Estimate for (5.138): To estimate this term, we use an idea of [24], which is to establish an improved bilinear Strichartz
estimate, specialized to our setting and which takes into account the variation of ξ(t), using the interaction Morawetz
technique of [55].
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Proposition 5.10 (Improved BSE 1). There exists a constant C(u) > 0 such that the following holds: for any integers
0 ≤ l2 ≤ i − 10, 20 ≤ i < j, 20 ≤ j ≤ k0; any intervals Jl ⊂ Giα ⊂ Gjκ ⊂ [0, T ] with Jl small; any v0 ∈ S(R2) with Fourier
support in a cube of side length 2k, where k ≤ l2 + 2, intersecting the dyadic annulus A(ξ(Giα), i − 6, i + 6), we have the
estimate
‖(eit∆v0)(Pξ(t),≤l2u)‖2L2t,x(Jl×R2) ≤ C(u)2
k−i‖v0‖2L2(R2)
+ C(u)2k−l2−i‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|
∑
l1≤l2
2
l1−l2
2 ‖Pξ(t),l1u(t)‖L2x(R2)‖Pξ(t),l2u(t)‖L2x(R2)dt
.
(5.147)
The same estimate holds with Pξ(t),≤l2 replaced by Pξ(t),l2 .
Remark 5.11. The constant C(u) in the statement of proposition 5.10, and also for propositions 5.13 and 5.14 in the
sequel, only depends on a given admissible blowup solution u through its mass (it is polynomial inM(u)), not the particular
rescaling uλ in the statement of theorem 5.1. Recall that we made a decision to drop the subscript λ in uλ at the beginning
of the proof of theorem 5.1 for notational convenience.
We postpone the proof of proposition 5.10 until subsection 6.3 to instead show how to use 5.10 to obtain an acceptable
estimate for (5.138).
By duality, Plancherel’s theorem, and an approximation argument, to estimate
‖
∫
Jl
e−it∆Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u(t))E
(
(Pξ(t),l2u(t))(Pξ(t),≤l2u(t))
)]
dt‖L2x(R2), (5.148)
it suffices to estimate ∣∣〈eit∆v0, (Pξ(Giα),i−5≤·≤i+5u)E((Pξ(t),l2u)(Pξ(t),≤l2u))〉Jl∣∣ (5.149)
for v0 ∈ S(R2) with Fourier support in the dyadic annulus A(ξ(Giα), i − 3, i + 3) and ‖v0‖L2(R2) ≤ 1. Now by the double
frequency decomposition (with the smooth projectors PQka), Minkowski’s inequality, and Cauchy-Schwarz,
‖(eit∆v0)(Pξ(Giα),i−5≤·≤i+5u)E
(
(Pξ(t),l2u)(Pξ(t),≤l2u)
)‖L1t,x(Jl×R2)
.
∑
k≤l2+2
sup
y∈R2
‖(eit∆v0)(Pξ(t),l2PQkaτyu)‖ℓ2aL2t,x(Z2×Jl×R2)‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2PQkaτyu)‖ℓ2aL2t,x(Z2×Jl×R2). (5.150)
Take the first factor. We want to apply proposition 5.10 to it, but the reader will observe that the cube localization is with
respect to Pξ(t),l2u, while in the statement of proposition 5.10, the localization is with respect to v0. Therefore we need
a lemma to shift the cube localization between the factors in the integrand. Applying lemma 2.13 with v = eit∆v0 and
w = Pξ(t),l2u and then applying proposition 5.10, we obtain that
sup
y∈R2
‖(eit∆v0)(PQkaPξ(t),l2τyu)‖ℓ2aL2t,x(Z2×Jl×R2)
. sup
y∈R2
‖(eit∆PQkav0)(Pξ(t),l2τyu)‖ℓ2aL2t,x(Z2×Jl×R2)
.u 2
k−i
2 ‖PQkav0‖ℓ2aL2x(Z2×R2)
+ 2
k−l2−i
2 ‖PQkav0‖ℓ2aL2x(Z2×R2)
∫
Jl
|ξ′(t)|
∑
l1≤l2
2
l1−l2
2 ‖Pξ(t),l1u(t)‖L2x(R2)‖Pξ(t),l2u(t)‖L2x(R2)dt
1/2
. 2
k−i
2 + 2
k−l2−i
2
∫
Jl
|ξ′(t)|
∑
l1≤l2
2
l1−l2
2 ‖Pξ(t),l1u(t)‖L2x(R2)‖Pξ(t),l2u(t)‖L2x(R2)dt
1/2, (5.151)
where we use that Plancherel’s theorem and ‖v0‖L2(R2) ≤ 1 to obtain the ultimate inequality. Now take the second factor
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2PQkaτyu)‖ℓ2aL2t,x(Z2×Jl×R2). (5.152)
We use the atomic decomposition of Pξ(Giα),i−5≤·≤i+5u and apply lemma 2.13 followed by proposition 5.10 to each atom of
Pξ(Giα),i−5≤·≤i+5u to obtain
sup
y∈R2
‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2PQkaτyu)‖ℓ2aL2t,x(Z2×Jl×R2)
.u 2
k−i
2 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)
+ 2
k−l2−i
2 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)
∫
Jl
|ξ′(t)|
∑
l1≤l2
2
l1−l2
2 ‖Pξ(t),l1u(t)‖L2x(R2)‖Pξ(t),l2u(t)‖L2x(R2)dt
1/2.
(5.153)
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Combining these estimates for the first and second factors and then using Cauchy-Schwarz, we obtain that∑
k≤l2+2
sup
y∈R2
‖(eit∆v0)(Pξ(t),l2PQkaτyu)‖ℓ2aL2t,x(Z2×Jl×R2)‖(Pξ(Giα),i−5≤·≤i+5u)(Pξ(t),≤l2PQkaτyu)‖ℓ2aL2t,x(Z2×Jl×R2)
.u 2
l2−i‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)
+ 2−i‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)
∫
Jl
|ξ′(t)|
∑
l1≤l2
2
l1−l2
2 ‖Pξ(t),l1u(t)‖L2x(R2)‖Pξ(t),l2u(t)‖L2x(R2)dt.
(5.154)
Now summing over Jl, then over l2, we obtain that∑
0≤l2≤i−10
∑
Jl⊂Giα;N(Jl)≥ǫ
1/2
3 2
l2−6
2l2−i‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)
. ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
∑
Jl⊂Giα
∑
0≤l2≤min{i−10,log2(2
6ǫ
−1/2
3 N(Jl))}
2l2−i
. 2−i‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
∑
Jl⊂Giα
ǫ
−1/2
3 N(Jl)
.u 2
−i‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)ǫ
−1/2
3
∫
Giα
N(t)3dt
. ǫ
1/2
3 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2). (5.155)
Also,∑
0≤l2≤i−10
∑
Jl⊂Giα;N(Jl)≥ǫ
1/2
3 2
l2−6
2−i/2‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)
∫
Jl
|ξ′(t)|
∑
l1≤l2
2
l1−l2
2 ‖Pξ(t),l1u(t)‖L2x(R2)‖Pξ(t),l2u(t)‖L2x(R2)dt
. 2−i‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Jl×R2)
∑
Jl⊂Giα
∑
0≤l2≤i−10
∫
Jl
|ξ′(t)|
∑
l1≤l2
2
l1−l2
2 ‖Pξ(t),l1u(t)‖L2x(R2)‖Pξ(t),l2u(t)‖L2x(R2)dt
. 2−i‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)ǫ
−1/2
1
∫
Giα
N(t)3dt
. ǫ
1/2
3 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2), (5.156)
where we use Schur’s test, Plancherel’s theorem and mass conservation to obtain the penultimate inequality. Bookkeeping
our estimates, we have shown that
(5.138) .u ǫ
1/2
3 ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2) ≤ ǫ52‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2). (5.157)
Remark 5.12. The reader might wonder why we did not just prove proposition 5.10 with the cube localization applied
to Pξ(t),≤l2u. The reason is that we would then have to consider commutators of the form Pξ(t),QkaF (u) − F (Pξ(t),Qkau) as
opposed to commutators of the form Pξ(t),≤l2F (u)− F (Pξ(t),≤l2u). The latter are easier to estimate.
Estimate for (5.139): As before, we want to use bilinear estimates exploiting the frequency separation between the various
factors. However, since we are considering frequencies which are larger than N(t), we will also need to use the Y˜j norm to
obtain a source of smallness. As before, we need an improved bilinear Strichartz estimate, which is contained in the next
proposition, the proof of which we defer to subsection 6.4.
Proposition 5.13 (Improved BSE 2). There exists a constant C(u) > 0 such that the following holds: for any integers
20 ≤ i ≤ j ≤ k0, 0 ≤ l2 ≤ i − 10, and k ≤ l2 + 2; any intervals Gl2β ⊂ Giα ⊂ Gjκ ⊂ [0, T ]; any v0 ∈ S(R2) with Fourier
support in a cube of side length 2k intersecting the dyadic annulus A(ξ(Giα), i− 6, i+ 6), we have the estimate
‖(eit∆v0)(Pξ(t),≤l2u)‖2L2t,x(Gl2β ×R2) ≤ C(u)2
k−l2‖v0‖2L2(R2)
(
1 + ‖u‖4
X˜i(Giα×R
2)
)
. (5.158)
The same estimate holds with Pξ(t),≤l2 replaced by Pξ(t),l2 .
We now apply proposition 5.13 to obtain an acceptable estimate for (5.139). We have by duality that for all 0 ≤ l2 ≤ i−10
and Gl2β ⊂ Giα,
‖Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u)E
(
(Pξ(t),l2u)(Pξ(t),≤l2u)
)]‖
V 2∆(G
l2
β
×R2)∗
≤ sup
‖v
l2
β ‖V 2
∆
(G
l2
β
×R2)
=1
‖(Pξ(Giα),i−5≤·≤i+5u)E((Pξ(t),l2u)(Pξ(t),≤l2u))(Pξ(Giα),i−2≤·≤i+2vl2β )‖L1t,x(Gl2β ×R2) (5.159)
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Renormalizing and relabeling if necessary, we may may replace Pξ(Giα),i−2≤·≤i+2v
l2
β with v
l2
β and assume that v
l2
β has spatial
Fourier support in the dyadic annulus A(ξ(Giα), i− 3, i+3). Moreover, by an approximation argument, we may assume that
vl2β is spatially Schwartz. Using the double frequency decomposition and Cauchy-Schwarz, we obtain that
‖(Pξ(Giα),i−5≤·≤i+5u)E
(
(Pξ(t),l2u)(Pξ(t),≤l2u)
)
(Pξ(Giα),i−2≤·≤i+2v
l2
β )‖L1t,x(Gl2β ×R2)
.
∑
k≤l2+2
∫
R2
dy22k〈2ky〉−10‖vl2β (PQkaPξ(t),l2τyu)‖ℓ2aL2t,x(Z2×Gl2β ×R2)‖(Pξ(Giα),i−5≤·≤i+5u)(PQkaPξ(t),≤l2τyu)‖ℓ2aL2t,x(Z2×Gl2β ×R2).
(5.160)
Now applying Minkowski’s inequality to interchange the Gl2β summation and the l summation and then grouping the intervals
Gl2β into 2
i−10 larger intervals Gi−10γ , we see that( ∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
( ∑
k≤l2+2
∫
R2
22k〈2ky〉−10‖vl2β (PQkaPξ(t),l2τyu)‖ℓ2aL2t,x(Z2×Gl2β ×R2)×
‖(Pξ(Giα),i−5≤·≤i+5u)(PQkaPξ(t),≤l2τyu)‖ℓ2aL2t,x(Z2×Gl2β ×R2)
)2)1/2
≤
∑
k≤l2+2
∫
R2
dy22k〈2ky〉−10
( ∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
‖vl2β (PQkaPξ(t),l2τyu)‖2ℓ2aL2t,x(Z2×Gl2β ×R2)×
‖(Pξ(Giα),i−5≤·≤i+5u)(PQka′Pξ(t),≤l2τyu)‖
2
ℓ2aL
2
t,x(Z
2×G
l2
β ×R
2)
)1/2
≤
∑
k≤l2+2
∫
R2
dy22k〈2ky〉−10
 sup
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
‖vl2β (PQkaPξ(t),l2τyu)‖ℓ2aL2t,x(Z2×Gl2β ×R2)
×
 ∑
Gi−10γ ⊂Giα
‖(Pξ(Giα),i−5≤·≤i+5u)(PQkaPξ(t),≤l2τyu)‖2ℓ2aL2t,x(Z2×Gi−10γ ×R2)
1/2. (5.161)
Using lemma 2.13, the bilinear Strichartz estimate of proposition 2.36, the embedding U2∆ ⊂ X2,k∆ , and spatial translation
invariance, we have that
sup
y∈R2
‖vl2β (PQkaPξ(t),l2τyu)‖ℓ2aL2t,x(Z2×Gl2β ×R2) . 2
(k−i) 12
−‖vl2β ‖V 2∆(Gl2β ×R2)‖Pξ(Gl2β ),l2−2≤·≤l2+2u‖U2∆(Gl2β ×R2)
. 2(k−i)
1
2
−‖u‖Y˜i(Giα×R2), (5.162)
for all Gl2β ⊂ Giα with N(Gl2β ) ≤ ǫ1/23 2l2−5. Using lemma 2.13 and proposition 5.13 applied to each atom of Pξ(Giα),i−5≤·≤i+5u,
we have that for every Gi−10γ ⊂ Giα,
sup
y∈R2
‖(Pξ(Giα),i−5≤·≤i+5u)(PQkaPξ(t),≤l2τyu)‖ℓ2aL2t,x(Z2×Gi−10γ ×R2) .u ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(
1 + ‖u‖2
X˜i(Giα×R
2)
)
.
(5.163)
Combining these two estimates, integrating with respect to y ∈ R2, and then summing over k ≤ l2 + 2, we conclude that
(5.161) .u 2
(l2−i)
1
2
−‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)‖u‖Y˜i(Giα×R2)
(
1 + ‖u‖2
X˜i(Giα×R
2)
)
. (5.164)
Summing over 0 ≤ l2 ≤ i− 10, we conclude that
(5.139) .u ‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)‖u‖Y˜i(Giα×R2)
(
1 + ‖u‖2
X˜i(Giα×R
2)
)
. (5.165)
Estimate for (5.140): Our strategy is similar to the argument for estimating (5.139), but now we improve the preceding
bilinear Strichartz proposition 5.13 from an ℓ∞ estimate over 0 ≤ l2 ≤ i − 10 to an ℓ2 estimate over 0 ≤ l2 ≤ i − 10. The
precise result is the following proposition, the proof of which we defer to subsection 6.5.
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Proposition 5.14 (Improved BSE 3). There exists a constant C(u) > 0 such that the following holds: for any integers
20 ≤ i ≤ j ≤ k0, any intervals Giα ⊂ Gjκ ⊂ [0, T ], and any v0 ∈ S(R2) with Fourier support in the dyadic annulus
A(ξ(Giα), i− 6, i+ 6), we have the estimate∑
0≤l2≤i−10
(
sup
k≤l2+2
‖(eit∆PQkav0)(Pξ(t),≤l2u)‖ℓ2aL2t,x(Z2×Giα×R2)
)2
≤ C(u)‖v0‖2L2(R2)
(
1 + ‖u‖6
X˜i(Giα×R
2)
)
. (5.166)
The same estimate holds with Pξ(t),≤l2 replaced by Pξ(t),l2 .
We now use proposition 5.14 to obtain an acceptable estimate for (5.140). For each interval Gl2β ⊂ Giα, we have by
duality that
‖
∫
G
l2
β
e−it∆Pξ(Giα),i−2≤·≤i+2
[
(Pξ(Giα),i−5≤·≤i+5u)E
(
(Pξ(t),l2u)(Pξ(t),≤l2u)
)]
dt‖L2x(R2)
= sup
‖v0‖L2(R2)=1
∫
G
l2
β
〈eit∆Pξ(Giα),i−2≤·≤i+2v0, (Pξ(Giα),i−5≤·≤i+5u)E
(
(Pξ(t),l2u)(Pξ(t),≤l2u)
)〉dt. (5.167)
For any v0 ∈ S(R2) with ‖v0‖L2(R2) ≤ 1, we apply the double frequency decomposition, Cauchy-Schwarz, and the bilinear
Strichartz estimate of proposition 2.36 to obtain the estimate
(5.167) .
∑
k≤l2+2
∫
R2
dy22k〈2ky〉−102 k−i2 ‖P
ξ(G
l2
β ),l2−2≤·≤l2+2
u‖
U2∆(G
l2
β ×R
2)
×
‖(Pξ(Giα),i−5≤·≤i+5u)(PQkaPξ(t),≤l2τyu)‖ℓ2aL2t,x(Z2×Gl2β ×R2).
(5.168)
For each 0 ≤ l2 ≤ i − 10 fixed, we sum over the intervals Gl2β , then use Minkowski’s inequality to interchange the order of
the y integration and k summation with the Gl2β summation, and then use Cauchy-Schwarz in G
l2
β to obtain
∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
(5.167) .
∑
k≤l2+2
∫
R2
dy22k〈2ky〉−102 k−i2
 ∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
‖P
ξ(G
l2
β ),l2−2≤·≤l2+2
u‖2
U2∆(G
l2
β ×R
2)

1/2
×
 ∑
G
l2
β
⊂Giα;N(G
l2
β
)≤ǫ
1/2
3 2
l2−5
‖(Pξ(Giα),i−5≤·≤i+5u)(PQkaPξ(t),≤l2τyu)‖2ℓ2aL2t,x(Z2×Gl2β ×R2)

1/2
≤ 2 l2−i2
 ∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
‖P
ξ(G
l2
β ),l2−2≤·≤l2+2
u‖2
U2∆(G
l2
β ×R
2)

1/2
×
sup
y∈R2
(
sup
k≤l2+2
‖(Pξ(Giα),i−5≤·≤i+5u)(PQkaPξ(t),≤l2τyu)‖ℓ2aL2t,x(Z2×Giα×R2)
)
. (5.169)
Now summing over the range 0 ≤ l2 ≤ i− 10, then using Cauchy-Schwarz in l2, we obtain the estimate
∑
0≤l2≤i−10
(5.169) ≤
 ∑
0≤l2≤i−10
2l2−i
∑
G
l2
β ⊂G
i
α;N(G
l2
β )≤ǫ
1/2
3 2
l2−5
‖P
ξ(G
l2
β ),l2−2≤·≤l2+2
u‖2
U2∆(G
l2
β ×R
2)

1/2
×
sup
y∈R2
 ∑
0≤l2≤i−10
(
sup
k≤l2+2
‖(Pξ(Giα),i−5≤·≤i+5u)(PQkaPξ(t),≤l2τyu)‖ℓ2aL2t,x(Z2×Giα×R2)
)21/2.
The first factor in the product on the RHS of (5.170) is . ‖u‖Y˜i(Giα×R2) by definition of the Y˜i(Giα×R2) norm. To estimate
the second factor in the product, we use lemma 2.13 and then apply proposition 5.14 to the atoms of PQkaPξ(Giα),i−5≤·≤i+5u
to conclude that
(5.170) .u ‖u‖Y˜i(Giα×R2)‖PQkaPξ(Giα),i−5≤·≤i+5u‖ℓ2aU2∆(Z2×Giα×R2)
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. ‖u‖Y˜i(Giα×R2)‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. (5.170)
Hence, we have shown that
(5.140) .u ‖u‖Y˜i(Giα×R2)‖Pξ(Giα),i−5≤·≤i+5u‖U2∆(Giα×R2)
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. (5.171)
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After a bit of bookkeeping, we obtain the desired estimate in the statement of lemma 5.8.
Collecting the estimates of lemma 5.7 and corollary 5.9 completes the proof of lemma 5.6.
5.6 Step 5: Conclusion of proof
We now show how the conclusion of the proof of theorem 5.1 follows from Steps 1-4. We define C˜(u) to be the maximum of
the finitely many implicit constants obtained so far in the proof. Applying lemma 5.6 and taking the maximum over integers
20 ≤ j ≤ k0 and intervals Gjκ ⊂ [0, T ], we have shown the following lemma.
Lemma 5.15. For any 20 ≤ k ≤ k0, we have that
‖u‖2
X˜k([0,T ]×R2)
≤ C˜(u)
(
1 + ‖u‖2
Y˜k([0,T ]×R2)
(
ǫ2‖u‖3X˜k([0,T ]×R2) + ǫ
1/3
2 ‖u‖5/3X˜k([0,T ]×R2) +
(
ǫ2 + ‖u‖Y˜k([0,T ]×R2)
(
1 + ‖u‖4
X˜k([0,T ]×R2)
))2))
(5.172)
‖u‖2
Y˜k([0,T ]×R2)
≤ C˜(u)
(
ǫ
3/2
2 + ‖u‖2Y˜k([0,T ]×R2)
(
ǫ2‖u‖3X˜k([0,T ]×R2) + ǫ
1/3
2 ‖u‖5/3X˜k([0,T ]×R2) +
(
ǫ2 + ‖u‖Y˜k([0,T ]×R2)
(
1 + ‖u‖4
X˜k([0,T ]×R2)
))2))
.
(5.173)
Lemma 5.16 (Inductive step). There exists ǫ2(u) > 0 such that for all u-admissible tuples (ǫ1, ǫ2, ǫ3) with 0 < ǫ2 ≤ ǫ2(u),
the following holds: if for some integer 20 ≤ k∗ ≤ k0, we have that
‖u‖2
X˜k∗ ([0,T ]×R
2)
≤ C0 (5.174)
‖u‖2
Y˜k∗([0,T ]×R
2)
≤ ǫ2, (5.175)
where C0 := 2
−20C˜(u), then
‖u‖2
X˜k∗+1([0,T ]×R
2)
≤ C0 (5.176)
‖u‖2
Y˜k∗+1([0,T ]×R
2)
≤ ǫ2. (5.177)
Proof. Using lemma 5.15 and the cheap inductive estimate (lemma 4.8) to crudely estimate ‖u‖2
X˜k∗+1([0,T ]×R2)
and ‖u‖2
Y˜k∗+1([0,T ]×R
2)
on the RHS, we obtain that
‖u‖2
X˜k∗+1([0,T ]×R
2)
≤ C˜(u)
(
1 + 2‖u‖2
Y˜k∗([0,T ]×R
2)
(
ǫ2(2‖u‖2X˜k∗([0,T ]×R2))
3/2 + ǫ
1/3
2 (2‖u‖2X˜k∗([0,T ]×R2))
5/6
+
(
ǫ2 + (2‖u‖2Y˜k∗([0,T ]×R2))
1/2
(
1 + 4‖u‖4
X˜k∗([0,T ]×R
2)
))2))
(5.178)
‖u‖2
Y˜k∗+1([0,T ]×R
2)
≤ C˜(u)
(
ǫ
3/2
2 + 2‖u‖2Y˜k∗([0,T ]×R2)
(
ǫ2(2‖u‖2X˜k∗([0,T ]×R2))
3/2 + ǫ
1/3
2 (2‖u‖2X˜k∗ ([0,T ]×R2))
5/6
+
(
ǫ2 + (2‖u‖2Y˜k∗([0,T ]×R2))
1/2
(
1 + 4‖u‖4
X˜k∗([0,T ]×R
2)
))2))
. (5.179)
Using the induction hypothesis to estimate ‖u‖2
X˜k∗ ([0,T ]×R
2)
, ‖u‖2
Y˜k∗([0,T ]×R
2)
on the RHS above, we see that
‖u‖2
X˜k∗+1([0,T ]×R
2)
≤ C˜(u)
(
1 + 2ǫ2
(
ǫ2(2C0)
3/2 + ǫ
1/3
2 (2C0)
5/6 +
(
ǫ2 + (2ǫ2)
1/2
(
1 + 4C20
))2))
(5.180)
‖u‖2
Y˜k∗+1([0,T ]×R
2)
≤ C˜(u)
(
ǫ
3/2
2 + 2ǫ2
(
ǫ2(2C0)
3/2 + ǫ
1/3
2 (2C0)
5/6 +
(
ǫ2 + (2ǫ2)
1/2
(
1 + 4C20
))2))
. (5.181)
Now choose ǫ2(u) > 0 sufficiently small so that
2−19ǫ2(u)
(
ǫ2(u)(2C0)
3/2 + ǫ2(u)
1/3(2C0)
5/6 +
(
ǫ2(u) + (2ǫ2(u))
1/2
(
1 + 4C20
))2) ≤ 1− 2−20 (5.182)
C˜(u)ǫ2(u)
1/2 + 2C˜(u)
(
ǫ2(u)(2C0)
3/2 + ǫ2(u)
1/3(2C0)
5/6 +
(
ǫ2(u) + (2ǫ2(u))
1/2
(
1 + 4C20
))2) ≤ 1. (5.183)
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Then, after recalling that C0 = 2
−20C˜(u), it follows that for 0 < ǫ2 ≤ ǫ2(u),
‖u‖2
X˜k∗+1([0,T ]×R
2)
≤ C0 (5.184)
‖u‖2
Y˜k∗+1([0,T ]×R
2)
≤ ǫ2. (5.185)
Since we defined C˜(u) to be the maximum of all the implicit constants obtained in Steps 1-4, lemma 5.3 implies that (5.174),
(5.175) hold with k∗ = 20, provided that 0 < ǫ2 ≤ ǫ2(u), where ǫ2(u) > 0 is sufficiently small so that 220C˜(u)ǫ2(u)1/2 ≤ 1.
Hence, the proof of theorem 5.1 is complete by induction on k∗.
6 Proofs of bilinear Strichartz estimates
6.1 Overview
In this section, we pay our debt to the reader by proving the three bilinear Strichartz estimates (propositions 5.10, 5.13, and
5.14) stated and used in subsection 5.5. Propositions 5.10, 5.13, and 5.14 are specific to our setting in two ways: first, the
proofs use the specific structure of the eeDS equation, in particular its local conservation laws; second, the bilinear estimates
are adapted to the frequency cube localization coming from the double frequency decomposition. The first specificity is
superficial as any “good” structure of the eeDS equation is shared by other semilinar, local dispersive equations (e.g. cubic
NLS). Indeed, the real difficulty is that the eeDS lacks certain structure possessed by the NLS. The second specificity is
nontrivial. As remarked in the introduction, the work [24] also heavily relied on bilinear estimates. If we were to prove exact
analogues of the bilinear estimates in that work (theorems 4.5-4.7), then we would have estimates which we do not know
how to use. Moreover, it is not clear to us how to obtain our propositions 5.10, 5.13, and 5.14 a posteriori from the eeDS
analogues of the bilinear estimates in [24]. Thus, we go back to the drawing board.
[24] does provide us with an idea for proving our propositions 5.10, 5.13, and 5.14. In caricature, we use the observation
of [55] that one can prove bilinear Strichartz estimates by defining an appropriate interaction Morawetz functional and then
proceeding by the standard fundamental theorem of calculus argument used to prove monotonicity formulae. We rely heavily
on the local conservation laws of equation (1.9) and integration by parts together with the interplay between the spatial
Radon and Fourier transforms. Additionally, we use the observation of [55] that the interaction Morawetz functional is
Galilean invariant, which is useful for exploiting the Littlewood-Paley theory adapted to the frequency center ξ(t).
Initially, one might think that proceeding by monotonicity formulae in the eeDS setting is ill-advised. Indeed, we have
remarked in the introduction that we do not know how to prove an a priori interaction Morawetz estimate for suitably regular
solutions of (1.9). The fact saving our strategy is that at this stage, we can directly estimate the contribution of the nonlinear
term via the Caldero´n-Zygmund theorem; we do not need to rely on any sort of nonnegativity condition. This indifference to
the sign or positive definiteness of the nonlinear contribution reflects that our arguments in this section are agnostic to the
defocusing/focusing distinction. Moreover, we expect our arguments to apply to any nonlinearity containing good differential
structure (e.g. Riesz transforms) to facilitate integration by parts.
6.2 Frequency-localized conservation laws
As we will make heavy use of the local conservation laws for the the Schro¨dinger and Davey-Stewartson equations, we first
recall them for the readers’ benefit (cf. subsection 12.1.3 of [64]). Let v = eit∆v0 solve the free Schro¨dinger equation, and let
u solve the eeDS equation
(i∂t +∆)u =
µ1∂
2
1 + µ2∂
2
2
∆
(|u|2)u, (6.1)
where µ1, µ2 ∈ R and v0, u are sufficiently smooth. Then the tensors {T vjk}2j,k=0, {T ujk}2j,k=0 associated to v and u, respectively,
satisfy the equations (written using Einstein summation)
∂tT
v
00 + ∂jT
v
0j = 0 (6.2)
∂tT
u
00 + ∂jT
u
0j = 0 (6.3)
∂tT
v
0j + ∂kL
v
jk = 0 (6.4)
∂tT
u
0j + ∂kL
u
jk + ∂kT
u
jk = 0, (6.5)
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where for 1 ≤ j, k ≤ 2,
T v00 := |v|2, T u00 := |u|2 (6.6)
T v0j = T
v
j0 := 2 Im{v¯∂jv}, T u0j = T uj0 := 2 Im{u¯∂ju} (6.7)
Lvjk := −∂j∂k(|v|2) + 4Re
{
∂kv∂jv
}
, Lujk := −∂j∂k(|u|2) + 4Re
{
∂ku∂ju
}
(6.8)
T ujk := µ2δkj |u|4 − (µ2 − µ1)δkj |
∇∂1
∆
(|u|2)|2 − 2(µ2 − µ1)δk1|u|2 ∂k∂j
∆
(|u|2) + 2(µ2 − µ1)∂k∂1
∆
(|u|2)∂j∂1
∆
(|u|2). (6.9)
In the sequel, we will work with the frequency-localized solution w := Pξ(t),≤l2u, rather than u. Therefore we first derive
local conservation laws for w analogous to those obtained above for u. Observe that w satisfies the equation
(i∂t +∆)w = F (w) +N1 +N2 =: F (w) +N (6.10)
N1 := Pξ(t),≤l2F (u)− F (w) (6.11)
N2 :=
(
d
dt
Pξ(t)≤l2
)
u, (6.12)
where ddtPξ(t),≤l2 is the time-dependent Fourier multiplier with symbol
2−l2(∇φ)
(
ξ − ξ(t)
2l2
)
· −ξ′(t). (6.13)
Define Lwjk, T
w
jk analogously to L
u
jk, T
u
jk. Then by the calculus and the equation satisfied by w, we have the frequency-localized
local mass conservation identity
∂tT
w
00 = w∂tw + (∂tw)w = wi
−1(−∆w + F (w) +N ) + i−1(−∆w + F (w) +N )w
= wi−1(−∆w + F (w)) + i−1(−∆w + F (w))w + wi−1N + i−1Nw
= −∂kTw0k + 2Re
{
i−1w¯N}
= −∂kTw0k + 2 Im{w¯N} (6.14)
and the frequency-localized local momentum conservation identity
∂tT
w
0j = 2 Im
{
∂tw∂jw
}
+ 2 Im{w¯∂j∂tw}
= 2 Im
{
i−1(−∆w + F (w) +N )∂jw
}
+ 2 Im
{
w¯∂ji
−1(−∆w + F (w) +N )}
= 2 Im
{
i−1(−∆w + F (w))∂jw
}
+ 2 Im
{
w¯i−1∂j(−∆w + F (w))
}
+ 2 Im
{
i−1N∂jw
}
+ 2 Im
{
i−1w¯∂jN
}
= −∂kLwjk − ∂kTwjk + 2Re
{N¯∂jw}− 2Re{w¯∂jN}. (6.15)
6.3 Bilinear Strichartz estimate I
We recall the statement of proposition 5.10:
Proposition 5.10 (Improved BSE 1). There exists a constant C(u) > 0 such that the following holds: for any integers
0 ≤ l2 ≤ i − 10, 20 ≤ i < j, 20 ≤ j ≤ k0; any intervals Jl ⊂ Giα ⊂ Gjκ ⊂ [0, T ] with Jl small; any v0 ∈ S(R2) with Fourier
support in a cube of side length 2k, where k ≤ l2 + 2, intersecting the dyadic annulus A(ξ(Giα), i − 6, i + 6), we have the
estimate
‖(eit∆v0)(Pξ(t),≤l2u)‖2L2t,x(Jl×R2) ≤ C(u)2
k−i‖v0‖2L2(R2)
+ C(u)2k−l2−i‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|
∑
l1≤l2
2
l1−l2
2 ‖Pξ(t),l1u(t)‖L2x(R2)‖Pξ(t),l2u(t)‖L2x(R2)dt
.
(5.147)
The same estimate holds with Pξ(t),≤l2 replaced by Pξ(t),l2 .
Proof. Let v0 be as in the statement of the proposition. Define functions v := e
it∆v0 and w := Pξ(t),≤l2u so that v and w as
above. Following [55] and [24], for every ω ∈ S1, define the interaction Morawetz functional
Mω(t) := 2
∫
R4
(x− y)ω
|(x− y)ω| |w(t, y)|
2 Im{v¯∂wv}(t, x)dxdy + 2
∫
R4
(x − y)ω
|(x − y)ω| |v(t, y)|
2 Im{w¯∂ww}(t, x)dxdy. (6.16)
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and define the spherically averaged interaction Morawetz functional
M(t) :=
∫
S1
Mω(t)dω, (6.17)
where dω denotes the unit-normalized surface measure on S1.
Differentiating Mω with respect to time and using the local conservation laws for v and w, we obtain that
d
dt
Mω(t) = 2
∫
R4
(x− y)ω
|(x− y)ω| (−∂kT
w
0k + 2 Im{w¯N})(t, y) Im{v¯∂ωv}(t, x)dxdy
+
∫
R4
(x− y)ω
|(x− y)ω| |w(t, y)|
2
(−∂kLvjk)(t, x)ωjdxdy
+ 2
∫
R4
(x− y)ω
|(x− y)ω| (−∂kT
v
0k)(t, y) Im{w¯∂ωw}(t, x)dxdy
+
∫
R4
(x− y)ω
|(x− y)ω| |v(t, y)|
2
(−∂kLwjk − ∂kTwjk + 2Re{N¯∂jw}− 2Re{w¯∂jN})(t, x)ωjdxdy.
(6.18)
Integrating by parts in y, we have that
−2
∫
R4
(x− y)ω
|(x− y)ω| (∂kT
w
0k)(t, y) Im{v¯∂ωv}(t, x)dxdy = −4
∫
{xω=yω}
Tw0k(t, y)ωk Im{v¯∂ωv}(t, x)dH3(x, y)
= −8
∫
{xω=yω}
Im{w¯∂ωw}(t, y) Im{v¯∂ωv}(t, x)dH3(x, y). (6.19)
Integrating by parts in x, we have that∫
R4
(x − y)ω
|(x − y)ω| |w(t, y)|
2(−∂kLvjk)(t, x)ωjdxdy = 2
∫
{xω=yω}
|w(t, y)|2(4Re{∂kv∂jv}− ∂j∂k(|v|2))(t, x)ωjωkdH3(x, y)
= 8
∫
{xω=yω}
|w(t, y)|2|∂ωv(t, x)|2dH3(x, y)
+ 2
∫
{xω=yω}
∂ω(|w|2)(t, y)∂ω(|v|2)(t, x)dH3(x, y), (6.20)
where the second term in the RHS of the ultimate equality follows from another integration by parts in xω . Integrating by
parts in y, we have that
−2
∫
R4
(x − y)ω
|(x − y)ω| (∂kT
v
0k)(t, y) Im{w¯∂ωw}(t, x)dxdy = −4
∫
{xω=yω}
T v0k(t, y)ωk Im{w¯∂ωw}(t, x)dH3(x, y)
= −8
∫
{xω=yω}
Im{v¯∂ωv}(t, y) Im{w¯∂ωw}(t, x)dH3(x, y). (6.21)
Integrating by parts in x, we have that∫
R4
(x− y)ω
|(x− y)ω| |v(t, y)|
2
(−∂kLwjk − ∂kTwjk)(t, x)ωjdxdy
= 2
∫
{xω=yω}
|v(t, y)|2(4Re{∂kw∂jw}− ∂j∂k(|w|2) + Twjk)(t, x)ωjωkdH3(x, y)
= 8
∫
{xω=yω}
|v(t, y)|2|∂ωw(t, x)|2dH3(x, y) + 2
∫
{xω=yω}
∂ω(|v|2)(t, y)∂ω(|w|2)(t, x)dH3(x, y)
+ 2
∫
{xω=yω}
|v(t, y)|2Twjk(t, x)ωjωkdH3(x, y), (6.22)
where the second term in the RHS of the ultimate equality follows by another integration by parts in xω . Noting that
|∂ω Trxω=yω (w¯ ⊗ v)|2 = Trxω=yω
(
|(∂ωw)⊗ v|2 + |w ⊗ (∂ωv)|2 + 1
2
∂ω(|w|2)⊗ ∂ω(|v|2)− 2 Im{w¯∂ωw} ⊗ Im{v¯∂ωv}
)
, (6.23)
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we may rewrite as ddtMω(t) as
d
dt
Mω(t) = 8
∫
{xω=yω}
|(∂ω Trxω=yω(w¯ ⊗ v))(t, x, y)|2dH3(x, y)
+ 2
∫
{xω=yω}
|v(t, y)|2Twjk(t, x)ωjωkdH3(x, y)
+ 4
∫
R4
(x − y)ω
|(x − y)ω| Im{w¯N}(t, y) Im{v¯∂ωv}(t, x)dxdy
+ 2
∫
R4
(x − y)ω
|(x − y)ω| Re
{N¯∂ωw}(t, x)dxdy
− 2
∫
R4
(x − y)ω
|(x − y)ω| Re{w¯∂ωN}(t, x)dxdy.
(6.24)
Above, Trxω=yω denotes the restriction an R
4 → C function to the hyperplane {xω = yω} ⊂ R4.
For each ω ∈ S1, let Oω : R2 → R2 denote the rotation mapping the positively oriented basis {ω, ω⊥} onto the standard
basis {e1, e2}. Define the functions vω , wω : R2 → C by vω(x) := v(O∗ωx) and wω(x) := w(O∗ωx) respectively. Let ιx1=y1 :
R3 → R4 denote the map ιx1=y1(z1, z2, z3) := (z1, z2, z1, z3). Then using the Fubini-Tonelli theorem, we see that
d
dt
Mω(t) = 8
∫
R
∫
R
∫
R
|∂1(Trx1=y1(w¯ω ⊗ vω) ◦ ιx1=y1)(t, x1, x2, y2)|2dx1dx2dy2
+ 2
∫
{xω=yω}
|v(t, y)|2Twjk(t, x)ωjωkdH3(x, y)
+ 4
∫
R4
(x− y)ω
|(x− y)ω| Im{w¯N}(t, y) Im{v¯∂ωv}(t, x)dxdy
+ 2
∫
R4
(x− y)ω
|(x− y)ω| |v(t, y)|
2Re
{N¯∂ωw}(t, x)dxdy
− 2
∫
R4
(x− y)ω
|(x− y)ω| |v(t, y)|
2Re{w¯∂ωN}(t, x)dxdy.
(6.25)
Let ιx=y : R2 → R4 denote the map ιx=y(z1, z2) := (z1, z2, z1, z2), and consider the function ∂1((w¯ω ⊗ vω) ◦ ιx=y) : R2 → C.
Observe that
∂1((w¯ω ⊗ vω) ◦ ιx=y) = ∂1(w¯ωvω) = (∂1((w¯ω ⊗ vω) ◦ ιx1=y1) ◦ ιx2=y2). (6.26)
Let ξ, η denote the Fourier variables conjugate to x and y, respectively. We claim that Fx1,x2,y2((w¯ω ⊗ vω) ◦ ιx1=y1) has η2
support in an interval of side length ∼ 2k. Indeed, by the Fubini-Tonelli theorem,
Fx,y(w¯ω ⊗ vω)(ξ, η) = F(w¯ω)(ξ)F(vω)(η) = F(w¯ω)(ξ)Fy1(Fy2(vω))(η), ∀(ξ, η) ∈ R2 × R2, (6.27)
and by Fourier inversion,
Fy2(vω)(y1, η2) = (2π)−1/2
∫
R
F(vω)(η1, η2)eiy1·η1dη1 = (2π)−1/2
∫
R
F(v)(O∗ω(η1, η2))eiy1·η1dη1, (y1, η2) ∈ R× R2.
(6.28)
Since vˆ has support in a cube Q of side length length 2k centered at cQ ∈ R2, it follows that F(vω) has support in a cube of
side length
√
22k centered at Oω(cQ). It follows now that
η2 /∈ [Oω(cQ)2 −
√
22k−1,Oω(cQ)2 +
√
22k−1] =⇒ Fy2(vω)(y1, η2) = 0. (6.29)
Observing that
Fy2((w¯ω ⊗ vω) ◦ ιx1=y1)(x1, x2, η2) =
∫
R
w¯ω(x)vω(x1, y2)e
−iy2·η2dy2 = w¯ω(x)Fy2(vω)(x1, η2) (6.30)
completes the proof of the claim.
Therefore by Bernstein’s inequality in the η2 coordinate, we have that∫
R2
|(∂1((w¯ω ⊗ vω) ◦ ιx=y))(t, x)|2dx ≤ ‖∂1((w¯ω ⊗ vω) ◦ ιx1=y1)‖2L2z1,z2L∞z3(R2×R) . 2
k‖∂1((w¯ω ⊗ vω) ◦ ιx1=y1)‖2L2z1,z2,z3(R3).
(6.31)
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Integrating both sides of the preceding inequality over S1 with respect to the measure dω and using the invariance of the
measure under rotation, we obtain∫
R2
|∇(w¯v)(t, x)|2dx . 2k
∫
S1
∫
R3
|(∂1((w¯ω ⊗ vω) ◦ ιx1=y1))(t, z3)|2 dz3dω. (6.32)
We next claim that w¯v has Fourier support in the region {|ξ| ≥ 2i−7}. Indeed, since |ξ(t)− ξ(Giα)| ≤ ǫ1/23 2i−19, it follows
that w¯ has Fourier support in the dyadic ball B(−ξ(Giα), i − 8). The claim then follows from the assumption that v has
Fourier support in the dyadic annulus A(ξ(Giα), i − 6, i + 6) and the reverse triangle inequality. Therefore by Bernstein’s
lemma, ∫
R2
|(w¯v)(t, x)|2dx . 2−2i
∫
R2
|∇(w¯v)(t, x)|2dx . 2k−2i
∫
S1
∫
R3
|(∂1((w¯ω ⊗ vω) ◦ ιx1=y1))(t, z3)|2dz3dω. (6.33)
Integrating with respect to time over the interval Jl and using the fundamental theorem of calculus, we finally obtain
22i−k
∫
Jl
∫
R2
|(w¯v)(t, x)|2dxdt . M(t) (6.34)
− 2
∫
Jl
∫
S1
∫
{xω=yω}
|v(t, y)|2Twjk(t, x)ωjωkdH3(x, y)dt (6.35)
− 4
∫
Jl
∫
S1
∫
R4
(x− y)ω
|(x− y)ω| Im{w¯N}(t, y) Im{v¯∂ωv}(t, x)dxdydt (6.36)
− 2
∫
Jl
∫
S1
∫
R4
(x− y)ω
|(x− y)ω| |v(t, y)|
2Re
{N¯∂ωw}(t, x)dxdydt (6.37)
+ 2
∫
Jl
∫
S1
∫
R4
(x− y)ω
|(x− y)ω| |v(t, y)|
2Re{w¯∂ωN}(t, x)dxdydt. (6.38)
To handle the integrations over ω ∈ S1 and over x, y ∈ {xω = yω}, we use the following lemma, the proof of which we
omit.
Lemma 6.1. There exist constants C,C′ such that for f ∈ C1loc(R2) and g ∈ L1(R4) ∩ L∞(R4),∫
S1
xω
|xω | (∂ωf)(x)dω = C
x
|x| · (∇f)(x), ∀x ∈ R
2 \ {0} (6.39)
and ∫
S1
∫
{xw=yω}
g(x, y)dH3(x, y)dω = C′
∫
R4
g(x, y)
|x− y|dxdy. (6.40)
Using lemma 6.1, we see that
M(t) = 2C
∫
R4
(x− y)
|x− y| · |w(t, y)|
2 Im{v¯∇v}(t, x)dxdy + 2C
∫
R4
(x− y)
|x− y| · |v(t, y)|
2 Im{w¯∇w}(t, x)dxdy
= 2C
∫
R4
(x− y)
|x− y| · |w(t, y)|
2 Im{v¯(∇− iξ(t))v}(t, x)dxdy + 2C
∫
R4
(x − y)
|x − y| · |v(t, y)|
2 Im{w¯(∇− iξ(t))w}(t, x)dxdy,
(6.41)
where we use the trivial identity x−y|x−y| = − y−x|y−x| to obtain the ultimate line. By the same argument,
(6.36) + (6.37) + (6.38) = −4C
∫
Jl
∫
R4
(x− y)
|x− y| · Im{w¯N}(t, y) Im{v¯(∇− iξ(t))v}(t, x)dxdydt (6.42)
− 2C
∫
Jl
∫
R4
(x− y)
|x− y| · |v(t, y)|
2Re
{N¯ (∇− iξ(t))w}(t, x)dxdydt (6.43)
+ 2C
∫
Jl
∫
R4
(x− y)
|x− y| · |v(t, y)|
2Re{w¯(∇− iξ(t))N}(t, x)dxdydt, (6.44)
and lastly
(6.35) = −2C′
∫
Jl
∫
R4
(
δjk
|x− y| −
(x− y)j(x− y)k
|x− y|3
)
|v(t, y)|2Twjk(t, x)dxdydt. (6.45)
We now estimate each of the terms (6.41)-(6.45) separately.
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Estimate for (6.41): By Cauchy-Schwarz, Bernstein’s lemma, and the Fourier support hypotheses on v and w, we have that
sup
t∈Jl
|M(t)| . 2i‖w‖L∞t L2x(Jl×R2)‖v‖2L∞t L2x(Jl×R2) + 2
l2‖w‖L∞t L2x(Jl×R2)‖v‖2L∞t L2x(Jl×R2) . 2
i‖v0‖2L2(R2), (6.46)
where we use mass conservation to obtain the ultimate inequality.
Estimate for (6.45): Observe from the definition of Twjk that∣∣∣∣∫
Jl
∫
R4
(
δjk
|x− y| −
(x− y)j(x− y)k
|x− y|3
)
|v(t, y)|2Twjk(t, x)dxdydt
∣∣∣∣ . ∫
Jl
∫
R4
1
|x− y| |v(t, y)|
2|~R2(|w|2)(t, x)|2dxdydt, (6.47)
which by Ho¨lder’s inequality, Hardy-Littlewood-Sobolev lemma, Caldero´n-Zygmund theorem, and Strichartz estimates is
. ‖|∇|−1(|v|2)‖L3tL6x(Jl×R2)‖|~R2(|w|2)|2‖L3/2t L6/5x (Jl×R2) . ‖v‖
2
L6tL
3
x(Jl×R
2)‖w‖4L6tL24/5x (Jl×R2)
. ‖v0‖2L2(R2)‖w‖4L6tL24/5x (Jl×R2)
. 2l2‖v0‖2L2(R2)‖w‖4L6tL3x(Jl×R2)
. 2l2‖v0‖2L2(R2), (6.48)
where we use Bernstein’s lemma to obtain the penultimate inequality and that Jl is small to obtain the ultimate inequality.
Estimate for (6.43): Observe that by splitting N = N1 +N2 and using triangle and Ho¨lder’s inequalities
|(6.43)| . ‖v‖2L∞t L2x(Jl×R2)‖N1‖L4/3t,x (Jl×R2)‖(∇− iξ(t)w‖L4t,x(Jl×R2)
+ 2−l2‖v‖2L∞t L2x(Jl×R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt, (6.49)
By triangle and Ho¨lder’s inequalities, Bernstein’s lemma, followed by Plancherel’s theorem, the preceding expression is
. 2l2‖v0‖2L2(R2) + 2−l2‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt, (6.50)
where we also use that Jl is small.
Estimate for (6.44): Observe that after integrating by parts in x, we have that∫
Jl
∫
R4
x− y
|x− y| · |v(t, y)|
2Re{w¯(∇− iξ(t))N}(t, x)dxdydt = −
∫
Jl
∫
R4
x− y
|x− y| · |v(t, y)|
2 Re
{
(∇− iξ(t))wN
}
(t, x)dxdydt
−
∫
Jl
∫
R4
1
|x− y| |v(t, y)|
2 Re{w¯N}(t, x)dxdydt,
(6.51)
which implies that
(6.44) = (6.43)− 2C
∫
Jl
∫
R4
1
|x− y| |v(t, y)|
2 Re{w¯N}(t, x)dxdydt (6.52)
To estimate the second term on the RHS of the preceding equation, we split N = N1 +N2.
First, consider the contribution of N1. We disregard the commutator structure in N1 and use Ho¨lder’s inequality,
Hardy-Littlewood-Sobolev and Bernstein’s lemmas, Caldero´n-Zygmund theorem, and Strichartz estimates to estimate∫
Jl
∫
R4
1
|x− y| |v(t, y)|
2|(wN1)(t, x)|dxdydt . ‖|∇|−1(|v|2)‖L3tL6x(Jl×R2)‖w‖L∞t,x(Jl×R2)‖N1‖L3/2t L6/5x (Jl×R2)
. 2l2‖v‖2L6tL3x(Jl×R2)‖w‖
3
L
9/2
t L
18/5
x (Jl×R2)
. 2l2‖v0‖2L2(R2). (6.53)
where we use mass conservation and that Jl is small to obtain the ultimate inequality.
Next, consider the contribution ofN2. Here, the structure of the eeDS equation does not play a role. By the Fubini-Tonelli
theorem and Cauchy-Schwarz in x,∫
Jl
∫
R4
1
|x− y| |v(t, y)|
2|w(t, x)||N2(t, x)|dxdydt
≤ ‖v‖L∞t L2x(Jl×R2)
∫
Jl
‖|x− y|−1/2w‖L∞y L2x(R2×R2)‖|x− y|−1/2N2‖L∞y L2x(R2×R2)dt
. ‖v0‖2L2(R2)
∫
Jl
‖|∇ − iξ(t)|1/2Pξ(t),≤l2u(t)‖L2x(R2)2−l2‖|∇ − iξ(t)|1/2Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)dt
. 2−
l2
2 ‖v0‖2L2(R2)
∫
Jl
‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖|∇ − iξ(t)|1/2Pξ(t),≤l2u(t)‖L2x(R2)dt, (6.54)
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where we use Hardy’s inequality to obtain the penultimate inequality and Plancherel’s theorem to obtain the ultimate
inequality.
Collecting our estimates, we have shown that
|(6.44)| . 2l2‖v0‖2L2(R2) + 2−l2‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt
+ 2−
l2
2 ‖v0‖2L2(R2)
∫
Jl
‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖|∇ − iξ(t)|1/2Pξ(t),≤l2u(t)‖L2x(R2)dt.
(6.55)
Estimate for (6.42): As before, we split N = N1+N2 and first consider N1. We disregard the commutator structure of N1
and crudely estimate with Ho¨lder’s inequality, Plancherel’s theorem, Strichartz estimates, and mass conservation to obtain
that ∣∣∣∣∫
Jl
∫
R4
x− y
|x− y| · Im{w¯N1}(t, y) Im{v¯(∇− iξ(t))v}(t, x)dxdydt
∣∣∣∣ . 2i‖v0‖2L2(R2). (6.56)
We next consider the contribution of N2. We split w = Pξ(t),l2−5≤·≤l2u + Pξ(t),<l2−5u. Take Pξ(t),l2−5≤·≤l2u. By the
Fubini-Tonelli theorem, Cauchy-Schwarz in x and y, followed by Plancherel’s theorem, we have that∫
Jl
∫
R4
|v(t, y)||(∇− iξ(t))v(t, y)||Pξ(t),l2−5≤·≤l2u(t, x)||N2(t, x)|dxdydt
. 2i−2l2‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2·≤l2+2u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt.
(6.57)
Finally, take Pξ(t),<l2−5u. Since N2 has Fourier support in the dyadic annulus A(ξ(t), l2 − 2, l2 + 2), it follows that
(Pξ(t),<l2−5u)N2 has Fourier support in the dyadic annulus A(0, l2 − 3, l2 + 3). Since ∇x|x − y| = x−y|x−y| , we have by
the Fubini-Tonelli theorem, Plancherel’s, and the characterization of homogeneous distributions |x|z (see theorem 2.4.6 in
[30]) that there is a constant C such that∫
Jl
∫
R4
x− y
|x− y| · Im
{
(Pξ(t),<l2−5u)N2
}
(t, y) Im{v¯(∇− iξ(t))v}(t, x)dxdydt
=
∫
Jl
∫
R2
iCξ
|ξ|3 F
(
Im
{
(Pξ(t),<l2−5u)N2
})
(t, ξ) · F(Im{v¯(∇− iξ(t))v})(t, ξ)dξdt.
(6.58)
Therefore by Cauchy-Schwarz in ξ, followed by Plancherel’s theorem, the modulus of the preceding line is
. 2−2l2
∫
Jl
‖(Pξ(t),<l2−5u(t))N2(t)‖L2x(R2)‖P˙l2−3≤·≤l2+3(v¯(t)(∇− iξ(t))v(t))‖L2x(R2). (6.59)
By Bernstein’s lemma,
‖P˙l2−3≤·≤l2+3(v¯(t)(∇− iξ(t))v(t))‖L2x(R2) . 2l2‖v¯(t)(∇− iξ(t))v(t)‖L1x(R2) . 2i+l2‖v0‖2L2(R2), (6.60)
where we use Cauchy-Schwarz and Plancherel’s theorem to obtain the ultimate inequality. By Ho¨lder’s inequality, followed
by Sobolev embedding,
‖(Pξ(t),<l2−5u(t))N2(t)‖L2x(R2) ≤ ‖Pξ(t),<l2−5u(t)‖L4x(R2)‖N2(t)‖L4x(R2)
. 2−l2/2|ξ′(t)|‖|∇ − iξ(t)|1/2Pξ(t),<l2−5u(t)‖L2x(R2)‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2). (6.61)
Hence,
2−2l2
∫
Jl
‖(Pξ(t),<l2−5u(t))N2(t)‖L2x(R2)‖P˙l2−3≤·≤l2+3(v¯(t)(∇− iξ(t))v(t))‖L2x(R2)
. 2i−
3
2 l2‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖|∇ − iξ(t)|1/2Pξ(t),<l2−5u(t)‖L2x(R2)dt.
(6.62)
With this last estimate, we have shown that
|(6.42)| . 2i‖v0‖2L2(R2) + 2i−2l2‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖2L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt
+ 2i−
3
2 l2‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖|∇ − iξ(t)|1/2Pξ(t),<l2−5u(t)‖L2x(R2)dt.
(6.63)
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After a bit of bookkeeping, we have shown that
‖vw‖L2t,x(Jl×R2) . 2k−i‖v0‖2L2(R2) + 2k+l2−2i‖v0‖2L2(R2)
+ 2k−2i−l2‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt
+ 2k−2i−
l2
2 ‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖|∇ − iξ(t)|1/2Pξ(t),≤l2u(t)‖L2x(R2)dt
+ 2k−i−2l2‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2x(R2)dt
+ 2k−i−
3
2 l2‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)‖|∇ − iξ(t)|1/2Pξ(t),≤l2u(t)‖L2x(R2)dt
. 2k−i‖v0‖2L2(R2)
+ 2k−l2−i‖v0‖2L2(R2)
∫
Jl
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x(R2)
∑
0≤l1≤l2
2
l1−l2
2 ‖Pξ(t),l1u(t)‖L2x(R2)dt, (6.64)
which completes the proof of proposition 5.10.
6.4 Bilinear Strichartz estimate II
We recall the statement of proposition 5.13.
Proposition 5.13 (Improved BSE 2). There exists a constant C(u) > 0 such that the following holds: for any integers
20 ≤ i ≤ j ≤ k0, 0 ≤ l2 ≤ i− 10, and k ≤ l2+2; any intervals Gl2β ⊂ Giα ⊂ Gjκ ⊂ [0, T ]; any v0 ∈ S(R2) with Fourier support
in a cube of side length 2k intersecting the dyadic annulus A(ξ(Giα), i− 6, i+ 6), we have the estimate
‖(eit∆v0)(Pξ(t),≤l2u)‖2L2t,x(Gl2β ×R2) ≤ C(u)2
k−l2‖v0‖2L2(R2)
(
1 + ‖u‖4
X˜i(Giα×R
2)
)
. (5.158)
The same estimate holds with Pξ(t),≤l2 replaced by Pξ(t),l2 .
Proof. Let v0 satisfy the conditions in the statement of the proposition and define v and w as in the proof of proposition
5.10. Defining Mω(t) and M(t) as in the proof of proposition 5.10 and following the same initial arguments, we have the
estimate ∫
G
l2
β
∫
R2
|w(t, x)v(t, x)|2 . 2k−2i sup
t∈G
l2
β
|M(t)| (6.65)
+ 2k−2i
∫
G
l2
β
∫
R4
1
|x− y| |v(t, y)|
2|~R2(|w|2)(t, x)|2dxdydt (6.66)
+ 2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
x− y
|x− y| · |v(t, y)|
2 Re
{N¯ (∇− iξ(t))w}(t, x)dxdydt∣∣∣∣∣ (6.67)
+ 2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
x− y
|x− y| · |v(t, y)|
2 Re{w¯(∇− iξ(t))N}(t, x)dxdydt
∣∣∣∣∣ (6.68)
+ 2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
x− y
|x− y| · Im{w¯N}(t, y) Im{v¯(∇− iξ(t))v}(t, x)dxdydt
∣∣∣∣∣ . (6.69)
Hereafter, the mixed norm notation LptL
q
x is taken over the taken over the spacetime slab G
l2
β × R2.
We estimate each of the terms (6.65)-(6.69) separetly.
Estimate for (6.65): As in the case of the estimate for (6.41) in the proof of proposition 5.10, we see that |M(t)| .
2i‖v0‖2L2(R2) for all t ∈ Gl2β , which implies that
(6.65) . 2k−i‖v0‖2L2(R2). (6.70)
Estimate for (6.66): By Ho¨lder’s inequality, Hardy-Littlewood-Sobolev lemma, Caldero´n-Zygmund theorem, and Strichartz
estimates, we have that
(6.66) . 2k−2i‖v‖2L6tL3x‖w‖
4
L6tL
24/5
x
. 2k−2i‖v0‖2L2‖w‖4L6tL24/5x . (6.71)
By lemma 4.10, ‖w‖
L6tL
24/5
x
. 2
l2
4 ‖w‖
X˜l2 (G
l2
β ×R
2)
, which implies that
(6.66) . 2k+l2−2i‖v0‖2L2‖u‖4X˜l2(Gl2β ×R2) . 2
k+l2−2i‖v0‖2L2‖u‖4X˜i(Giα×R2). (6.72)
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Estimate for (6.67): Proceeding as in the case of the estimate for (6.43) in the proof of proposition 5.10, we have that
(6.67) . 2k−l2−2i‖v0‖2L2
∫
G
l2
β
|ξ′(t)|‖Pξ(t),l2−2≤·≤l2+2u(t)‖L2x‖(∇− iξ(t))Pξ(t),≤l2u(t)‖L2xdt
+ 2k−2i‖v0‖2L2‖N1‖L3/2t L6/5x ‖(∇− iξ(t))w‖L3tL6x
=: Term1 +Term2. (6.73)
To estimate Term1, we use Plancherel’s theorem and mass conservation to obtain
Term1 . 2
k−2i‖v0‖2L22−20ǫ−1/21
∫
G
l2
β
N(t)3dt ≤ ǫ1/23 2k+l2−2i‖v0‖2L2. (6.74)
To estimate Term2, we first note that by lemma 4.10, we have the estimate
‖(∇− iξ(t))w‖L3tL6x . 2l2‖u‖X˜l2(Gl2β ×R2) . 2
l2‖u‖X˜i(Giα×R2). (6.75)
Now unlike in the proof of proposition 5.10, we no longer ignore the commutator structure in our estimation of N1. We
perform a near-far decomposition of u, writing u = ul + uh where ul := Pξ(t),≤l2−5u. Substituting this decomposition into
N1,we obtain
N1 = N1,0 +N1,1 +N1,2 +N1,3, (6.76)
where N1,j contains j factors uh and 3− j factors ul, for j = 0, . . . , 3:
N1,0 := Pξ(t),≤l2 [E(|ul|2)ul]− E(|ul|2)ul (6.77)
N1,1 :=
[
Pξ(t),≤l2 , E(|ul|2)
]
uh + 2Pξ(t),≤l2 [E(Re{ulu¯h})ul]− 2E
(
Re
{
ul(Pξ(t),≤l2uh)
})
ul (6.78)
N1,2 := Pξ(t),≤l2
[E(|uh|2)ul]+ 2Pξ(t),≤l2 [E(Re{uhu¯l})uh]
− E(|Pξ(t),≤l2uh|2)ul − 2E
(
Re(Pξ(t),≤l2uh)u¯l
)
(Pξ(t),≤l2uh) (6.79)
N1,3 := Pξ(t),≤l2
[E(|uh|2)uh]− E(|Pξ(t),≤l2uh|2)(Pξ(t),≤l2uh). (6.80)
We can quickly dispense with N1,0, as Fourier support analysis shows that Pξ(t),≤l2 [E(|ul|2)ul] = E(|ul|2)ul, which implies
that N1,0 = 0.
To estimate N1,2 and N1,3, we use triangle and Ho¨lder’s inequalities, Caldero´n-Zygmund theorem, followed by lemma
4.9 and mass conservation to obtain
‖N1,2‖L3/2t L6/5x + ‖N1,3‖L3/2t L6/5x . ‖uh‖
2
L3tL
6
x
‖u‖L∞t L2x . ‖u‖2X˜l2(Gl2β ×R2) ≤ ‖u‖
2
X˜i(Giα×R
2)
. (6.81)
To estimate N1,1, we divide into two cases: (1) the factor uh falls inside the argument of the operator E or (2) the factor
uh falls outside the argument of the operator E . In case (1), we observe from the fundamental theorem of calculus that∣∣([Pξ(t),≤l2 , E(|ul|2)]uh)(x)∣∣ ≤ ∫ 1
0
∫
R2
|22l2φ∨(2l2y)||y||uh(x− y)||(∇E)(|ul|2)(x− θy)|dydθ (6.82)
and from the product rule that
∇|ul|2 = ∇(e−ix·ξ(t)ul)(e−ix·ξ(t)ul) +∇(e−ix·ξ(t)ul)(e−ix·ξ(t)ul) = 2Re
{
(e−ix·ξ(t)ul)∇(e−ix·ξ(t)ul)
}
. (6.83)
Therefore by Minkowski’s and Ho¨lder’s inequalities, Caldero´n-Zygmund theorem, and mass conservation followed by lemmas
4.10 and 4.9, we have that
‖[Pξ(t),≤l2 , E(|ul|2)]uh‖L3/2t L6/5x . 2−l2‖uh‖L3tL6x‖ul‖L∞t L2x‖∇(e−ix·ξ(t)ul)‖L3tL6x . ‖u‖2X˜i(Giα×R2). (6.84)
In case (2), we can add zero to write
Pξ(t),≤l2 [E(uhu¯l)ul]− E((Pξ(t),≤l2uh)u¯l)ul =
[
Pξ(t),≤l2 , ul
]E(uhu¯l) + E([Pξ(t),≤l2 , u¯l]uh)ul. (6.85)
We estimate the L
3/2
t L
6/5
x norm of the first term on the RHS as in case (1). For the second term on the RHS, we use
Ho¨lder’s inequality, Caldero´n-Zygmund theorem, and mass conservation to obtain
‖E([Pξ(t),≤l2 , u¯l]uh)ul‖L3/2t L6/5x . ‖[Pξ(t),≤l2 , u¯l]uh‖L3/2t L6x . ‖u‖2X˜i(Gl2β ), (6.86)
where we proceed as in case (1) to obtain the ultimate inequality. Thus, ‖N1‖L3/2t L6/5x . ‖u‖
2
X˜i(Giα×R
2)
.
Bookkeeping our estimates, we conclude that
|(6.67)| . 2k+l2−2i‖v0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. (6.87)
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Estimate for (6.68): Integrating by parts in x, we see that
(6.68) ≤ (6.67) + 2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
1
|x− y| |v(t, y)|
2 Re{w¯N}(t, x)dxdydt
∣∣∣∣∣ . (6.88)
Using triangle and Ho¨lder’s inequalities, Hardy-Littlewood-Sobolev lemma, Caldero´n-Zygmund theorem, and lemma 4.10,
we see that
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
1
|x− y| |v(t, y)|
2 Re{w¯N}(t, x)dxdydt
∣∣∣∣∣
. 2k−2i‖v‖2L6tL3x‖N1‖L3/2t L6/5x ‖w‖L∞t,x + 2
k−2i
∫
G
l2
β
∫
R4
1
|x− y| |v(t, y)|
2|(w¯N2)(t, x)|dxdydt
. 2k+l2−2i‖v0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
+ 2k−2i
∫
G
l2
β
∫
R4
1
|x− y| |v(t, y)|
2|(w¯N2)(t, x)dxdydt. (6.89)
To estimate the second term on the RHS, we use Cauchy-Schwarz and Hardy’s inequality as in the proof of estimate (6.54)
to obtain it is . 2k+l2−2i(1 + ‖u‖3
X˜i(Giα×R
2)
). Therefore
|(6.68)| . 2k+l2−2i‖v0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. (6.90)
Estimate for (6.69): As the reader will see, this term is the most difficult to estimate. We split N = N1 + N2 and first
estimate the contribution of N2. Using the observation (6.58) together with Cauchy-Schwarz, Plancherel’s theorem, triangle
inequality, and Bernstein’s lemma, we see that∣∣∣∣∣2k−2i
∫
G
l2
β
x− y
|x− y| · Im{w¯N2}(t, y) Im{v¯(∇− iξ(t))v}(t, x)dxdydt
∣∣∣∣∣
. 2k−2i2i−l2‖v0‖2L2
∫
G
l2
β
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x
∑
l3≤l2
2l3−l2‖Pξ(t),l3u(t)‖L2xdt (6.91)
. 2k−i‖v0‖2L2 , (6.92)
where we use |ξ′(t)| ≤ ǫ−1/21 2−20N(t)3, Plancherel’s theorem, and mass conservation to obtain the ultimate inequality.
We next estimate the contribution of N1. We perform a near-far decomposition u = ul + uh, where ul := Pξ(t),≤l2−5u
and substitute this identity into Im{w¯N1} to obtain the decomposition
Im{w¯N1} = F0 + F1 + F2 + F3 + F4, (6.93)
where Fj contains j factors uh and 4− j factors ul, for j = 0, . . . , 3:
F0 := Im
{
u¯lPξ(t),≤l2
[E(|ul|2)ul]− |ul|2E(|ul|2)} (6.94)
F1 := Im
{
u¯lPξ(t),≤l2
[E(|ul|2)uh]+ 2u¯lPξ(t),≤l2 [E(Re{ulu¯h})ul] + (Pξ(t),≤l2uh)Pξ(t),≤l2 [E(|ul|2)ul]}
− Im{u¯lE(|ul|2)(Pξ(t),≤l2uh) + 2u¯lE(Re{ul(Pξ(t),≤l2uh)})ul + (Pξ(t),≤l2uh)E(|ul|2)ul} (6.95)
F2 := 2 Im
{
(Pξ(t),≤l2ul)Pξ(t),≤l2 [E(Re{ulu¯h})uh]
}
+ 2 Im
{
(Pξ(t),≤l2uh)Pξ(t),≤l2 [E(Re{ulu¯h})ul]
}
+ Im
{
(Pξ(t),≤l2ul)Pξ(t),≤l2
[E(|uh|2)ul]+ (Pξ(t),≤l2uh)Pξ(t),≤l2 [E(|ul|2)uh]}
− 2 Im{u¯lE(Re{ul(Pξ(t),≤l2uh)})(Pξ(t),≤l2uh)}− 2 Im{(Pξ(t),≤l2uh)E(Re{ul(Pξ(t),≤l2uh)})ul}
− Im{|ul|2E(|Pξ(t),≤l2uh|2) + |Pξ(t),≤l2uh|2E(|ul|2)} (6.96)
F3 := Im
{
u¯lPξ(t),≤l2
[E(|uh|2)uh]+ (Pξ(t),≤l2uh)Pξ(t),≤l2 [E(|uh|2)ul]}
+ 2 Im
{
(Pξ(t),≤l2uh)Pξ(t),≤l2 [E(Re{uhu¯l})uh]
}
(6.97)
F4 := Im
{
(Pξ(t),≤l2uh)Pξ(t),≤l2
[E(|uh|2)uh]− |Pξ(t),≤l2uh|2E(|Pξ(t),≤l2uh|2)}. (6.98)
We can quickly dispense with the contribution of F0 to (6.69), as Fourier support analysis shows that F0 = 0, hence
there is no contribution.
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To estimate the contributions of F3 and F4, we put one of the factors (ul in the case of F3) in L
∞
t L
2
x and use Ho¨lder’s
inequality, Caldero´n-Zygmund theorem, Strichartz estimates, and mass conservation to obtain
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
x− y
|x− y| · (F3 + F4)(t, y) Im{v¯(∇− iξ(t))v}(t, x)dxdydt
∣∣∣∣∣ . 2k−i(‖F3‖L1t,x + ‖F4‖L1t,x)‖v0‖2L2
. 2k−i
(‖uh‖L∞t L2x + ‖ul‖L∞t L2x)‖uh‖3L4t,x‖v0‖2L2
. 2k−i‖v0‖2L2‖u‖3X˜l2(Gl2β ×R2), (6.99)
where we use lemma 4.9 to obtain the ultimate inequality.
We next estimate the contribution of F1 to (6.69). We claim that F1 has Fourier support in the region {|ξ| ≥ 2l2−4}. To
see the claim, first observe that the second line in (6.95) is zero since we are taking the imaginary part of a real expression.
Since E(|ul|2)ul has Fourier support in the dyadic ball B(ξ(t), l2 − 2), we see that
F1 = Im
{
u¯lPξ(t),≤l2
[E(|ul|2)uh]+ 2u¯lPξ(t),≤l2 [E(Re{ulu¯h})ul] + (Pξ(t),≤l2uh)E(|ul|2)ul}. (6.100)
Next, split uh = Pξ(t),l2−5<·≤l2−2u+Pξ(t),>l2−2u, substitute into F1, and then expand. Fourier support analysis shows that
2 Im
{
u¯lPξ(t),≤l2
[E(Re{ul(Pξ(t),l2−5<·≤l2−2u)})ul]} = 2 Im{|ul|2E(Re{u¯l(Pξ(t),l2−5<·≤l2−2u)})} = 0 (6.101)
Im
{
u¯lPξ(t),≤l2
[E(|ul|2)(Pξ(t),l2−5<·≤l2−2u)]} = Im{u¯l(Pξ(t),l2−5<·≤l2−2u)E(|ul|2)}, (6.102)
Im
{
(Pξ(t),≤l2Pξ(t),l2−5<·≤l2−2u)E(|ul|2)ul
}
= Im
{
(Pξ(t),l2−5<·≤l2−2u)ulE(|ul|2)
}
, (6.103)
and therefore
Im
{
u¯lPξ(t),≤l2
[E(|ul|2)(Pξ(t),l2−5<·≤l2−2u)]}+ Im{(Pξ(t),≤l2Pξ(t),l2−5<·≤l2−2u)E(|ul|2)ul} = 0. (6.104)
Hence,
F1 = Im
{
u¯lPξ(t),≤l2
[E(|ul|2)(Pξ(t),>l2−2u)]+ 2u¯lPξ(t),≤l2[E(Re{ul(Pξ(t),>l2−2u)})ul]}
− Im{u¯lE(|ul|2)(Pξ(t),l2−2<·≤l2u)}, (6.105)
which has Fourier support in the region {|ξ| ≥ 2l2−4} as claimed. We can now make an observation similar to (6.58) and
proceed by the accompanying argument to obtain that
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
x− y
|x− y| · F1(t, y) Im[v¯(∇− iξ(t))v](t, x)dxdydt
∣∣∣∣∣
. 2k−2l2−i‖v0‖2L2‖F1‖L2t,x
. 2k−2l2−i‖v0‖2L2
(
‖E(|ul|2)‖L∞t L2x‖ulPξ(t),l2−2<·≤l2+2uh‖L2tL∞x + ‖ul‖2L4tL∞x ‖E(u¯lPξ(t),l2−2<·≤l2+2uh)‖L∞t L2x
)
. 2k−2l2−i‖v0‖2L2
(
2l2‖ul‖L4tL∞x ‖Pξ(t),≤l2+3uh‖L4tL∞x + 22l2‖u‖2X˜l2(Gl2β ×R2)
)
. 2k−i‖v0‖2L2‖u‖2X˜l2(Gl2β ×R2), (6.106)
where we use Bernstein’s lemma and lemmas 4.10 and 4.9 to obtain the last two inequalities.
Lastly, we consider the contribution of F2 to (6.69), which is the most involved step. We first observe that the terms with
a minus sign in front in the definition of F2 vanish identically (we end up having the imaginary part of a real expression),
hence
F2 = 2 Im
{
(Pξ(t),≤l2ul)Pξ(t),≤l2 [E(Re{ulu¯h})uh]
}
+ 2 Im
{
(Pξ(t),≤l2uh)Pξ(t),≤l2 [E(Re{ulu¯h})ul]
}
+ Im
{
(Pξ(t),≤l2ul)Pξ(t),≤l2
[E(|uh|2)ul]+ (Pξ(t),≤l2uh)Pξ(t),≤l2 [E(|ul|2)uh]}. (6.107)
Next, we reduce to the case where F2 is Fourier supported on low frequencies |ξ| . 2l2 . This additional frequency localization
will later give that the two factors of uh with higher frequency (relative to ξ(t)) must be Fourier supported at frequencies of
comparable distance from ξ(t), which will be helpful in proving certain multilinear Fourier multipliers are of Coifman-Meyer
type. Turning to the details, we repeat the argument in the estimate for the contribution for F1 to obtain
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
x− y
|x− y| · (P>l2−10F2)(t, y) Im{v¯(∇− iξ(t))v}(t, x)dxdydt
∣∣∣∣∣ . 2k−l2−i‖v0‖2L2‖F2‖L3/2t L6/5x
. 2k−l2−i‖v0‖2L2‖uh‖2L3tL6x‖ul‖
2
L∞t L
4
x
. 2k−i‖v0‖2L2‖u‖2X˜l2(Gl2β ×R2). (6.108)
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We now estimate the terms comprising P≤l2−10F2 in two groups, which, as the reader will see, correspond to when the
Fourier support intersects the time resonance set T (see definition (6.127)). We write P≤l2−10F2 = Group1+Group2, where
Group1 := P≤l2−10
(
Im
{
(Pξ(t),≤l2ul)Pξ(t),≤l2 [E(ulu¯h)uh] + (Pξ(t),≤l2uh)Pξ(t),≤l2 [E(u¯luh)ul]
})
+ P≤l2−10
(
Im
{
(Pξ(t),≤l2ul)Pξ(t),≤l2
[E(|uh|2)ul]+ (Pξ(t),≤l2uh)Pξ(t),≤l2[E(|ul|2)uh]})
=: Group1,1 +Group1,2 (6.109)
Group2 := P≤l2−10
(
Im
{
(Pξ(t),≤l2ul)Pξ(t),≤l2 [E(u¯luh)uh] + (Pξ(t),≤l2uh)Pξ(t),≤l2 [E(ulu¯h)ul]
})
= P≤l2−10
(
Im
{
(Pξ(t),≤l2ul)Pξ(t),≤l2 [E(u¯luh)uh]− (Pξ(t),≤l2uh)P−ξ(t),≤l2 [E(u¯luh)u¯l)]
})
. (6.110)
We first estimate the contribution of Group1 to (6.69). Adding zero, we can write
Group1,2 = Im
{
u¯lPξ(t),≤l2
[E(|uh|2)ul]+ (Pξ(t),≤l2uh)Pξ(t),≤l2[E(|ul|2)uh]}
= Im
{
u¯l
[
Pξ(t),≤l2 , ul
]E(|uh|2)}+ Im{(Pξ(t),≤l2uh)[Pξ(t),≤l2 , E(|ul|2)]uh}. (6.111)
By the fundamental theorem of calculus and Minkowski’s inequality,
‖u¯l
[
Pξ(t),≤l2 , ul
]E(|uh|2)‖L1t,x + ‖(Pξ(t),≤l2uh)[Pξ(t),≤l2 , E(|ul|2)]uh‖L1t,x . 2−l2‖u‖L∞t L2x‖(∇− iξ(t))ul‖L3tL6x‖uh‖2L3tL6x
. ‖u‖3
X˜l2(G
l2
β ×R
2)
, (6.112)
where we also use Ho¨lder’s inequality, Caldero´n-Zygmund theorem, Strichartz estimates to obtain the penultimate inequality
and mass conservation and lemmas 4.9 and 4.10 to obtain the ultimate inequality. Therefore
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
(x − y)
|x − y| · Im{v¯(∇− iξ(t))v}(t, x)Group1,2(t, y)dxdydt
∣∣∣∣∣ . 2k−i‖v0‖2L2‖u‖3X˜l2(Gl2β ×R2). (6.113)
If E were some constant multiple of the identity operator, then we could just repeat the same argument to estimate
‖Group1,1‖L1t,x , but the presence of a nonlocal operator E presents an obstacle to that line of reasoning. Instead, we argue
as follows. For simplicity, we only consider the first term in Group1,1, as the second term may be similarly estimated. Using
the estimates obtained for the contributions of F3 and F4 above, it suffices to estimate the contribution to (6.69) of the
quantity
P≤l2−10
(
Im
{
(Pξ(t),≤l2−10ul)Pξ(t),≤l2
[E((Pξ(t),≤l2−10ul)u¯h)uh]}) = P≤l2−10(Im{(Pξ(t),≤l2−10ul)E((Pξ(t),≤l2−10ul)u¯h)uh}).
(6.114)
Note that (Pξ(t),≤l2−10ul)u¯h has Fourier support in the region {|ξ| ≥ 2l2−7}. Now using the operator identity Id = ∂
2
1
∆ +
∂22
∆ ,
we observe the cancellation
P≤l2−10
(
Im
{
(Pξ(t),≤l2−10u)
∂21
∆
(
(Pξ(t),≤l2−10u)u¯h
)
uh
})
= P≤l2−10
(
Im
{
∂21
∆
(
(Pξ(t),≤l2−10u)uh
)∂21
∆
(
(Pξ(t),≤l2−10u)u¯h
)})
+ P≤l2−10
(
Im
{
∂22
∆
(
(Pξ(t),≤l2−10u)uh
)∂21
∆
(
(Pξ(t),≤l2−10u)u¯h
)})
= P≤l2−10
(
Im
{
∂22
∆
(
(Pξ(t),≤l2−10u)uh
)∂21
∆
(
(Pξ(t),≤l2−10u)u¯h
)})
.
(6.115)
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Now integrating by parts in y1 and then integrating by parts in y2, we see that∫
G
l2
β
∫
R4
(x− y)
|x− y| · P≤l2−10
(
Im
{
∂22
∆
(
(Pξ(t),≤l2−10u)uh
)∂21
∆
(
(Pξ(t),≤l2−10u)u¯h
)})
(t, y) Im{v¯(∇− iξ(t))v}(t, x)dxdydt
= −
∫
G
l2
β
∫
R4
(x− y)
|x− y| · P≤l2−10
(
Im
{
∂1∂
2
2
∆
(
(Pξ(t),≤l2−10u)uh
)∂1
∆
(
(Pξ(t),≤l2−10u)u¯h
)})
(t, y) Im{v¯(∇− iξ(t))v}(t, x)dxdydt
+
∫
G
l2
β
∫
R4
(
1
|x− y| −
(x − y)1
|x − y|3
)
· P≤l2−10
(
Im
{
∂22
∆
(
(Pξ(t),≤l2−10u)uh
)∂1
∆
(
(Pξ(t),≤l2−10u)u¯h
)})
(t, y)
Im{v¯(∇− iξ(t))v}(t, x)dxdydt
= −
∫
G
l2
β
∫
R4
(
1
|x− y| −
(x − y)2
|x − y|3
)
· P≤l2−10
(
Im
{
∂1∂2
∆
(
(Pξ(t),≤l2−10u)uh
)∂1
∆
(
(Pξ(t),≤l2−10u)u¯h
)})
Im{v¯(∇− iξ(t))v}(t, x)dxdydt
+
∫
G
l2
β
∫
R4
(
1
|x− y| −
(x − y)1
|x − y|3
)
· P≤l2−10
(
Im
{
∂22
∆
(
(Pξ(t),≤l2−10u)uh
)∂1
∆
(
(Pξ(t),≤l2−10u)u¯h
)})
(t, y)
Im{v¯(∇− iξ(t))v}(t, x)dxdydt. (6.116)
By Ho¨lder’s inequality, Hardy-Littlewood-Sobolev lemma, Strichartz estimates, followed by Bernstein’s lemma, we have that
2k−2i|(6.116)|
2∑
µ,ν=1
. 2k−i‖|∇|−1(|(Pξ(t),≤l2−10u)u¯h|)
∂µν
∆
((Pξ(t),≤l2−10u)uh)‖L3/2t L6/5x ‖v0‖
2
L2
. 2k−l2−i‖v0‖2L2‖uh‖2L3tL6x‖ul‖
2
L∞t L
4
x
. 2k−i‖v0‖2L2‖u‖2X˜l2(Gl2β ×R2), (6.117)
where we also use the Caldero´n-Zygmund theorem and Bernstein’s lemma to obtain the penultimate inequality, and Bern-
stein’s lemma, mass conservation, and lemmas 4.9 and 4.10 to obtain the ultimate inequality. This estimate completes the
analysis for the contribution of Group1.
We now turn to estimating the terms in Group2, which will occupy our attention for the remainder of the estimate for
(6.69). By the standard commutator argument used before, we have that
‖Pξ(t),≤l2 [E(ulu¯h)ul]− E
(
ul(Pξ(t),≤l2uh)
)
ul‖L3/2t L6/5x . ‖u‖
2
X˜l2(G
l2
β ×R
2)
, (6.118)
and therefore
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
(x − y)
|x − y| · P≤l2−10
(
Im
{
(Pξ(t),≤l2uh)
(
Pξ(t),≤l2 [E(ulu¯h)ul]− E
(
ul(Pξ(t),≤l2uh)
)
ul
)})
(t, y)
Im{v¯(∇− iξ(t))v}(t, x)dxdydt|
. 2k−i‖v0‖2L2‖u‖2X˜l2(Gl2β ×R2). (6.119)
Since
P≤l2−10
(
Im
{
(Pξ(t),≤l2ul)Pξ(t),≤l2 [E(u¯luh)uh]
})
= P≤l2−10(Im{u¯luhE(u¯luh)}), (6.120)
we see that it suffices to estimate
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
(x− y)
|x− y| · P≤l2−10
(
Im
{E(u¯luh)u¯luh − E(u¯l(Pξ(t),≤l2uh))u¯l(Pξ(t),≤l2uh)})(t, y)
Im{v¯(∇− iξ(t))v}(t, x)dxdydt| .
(6.121)
Furthermore, by using the estimates for the contributions of F3 and F4, we may assume that u¯l = Pξ(t),≤l2−15u. As a
final simplification, we note that the preceding quantity is Galilean invariant and therefore we may assume without loss of
generality that ξ(Gl2β ) = 0. Thus,
sup
t∈G
l2
β
|ξ(t)| ≤ ǫ−1/21 2−20
∫
G
l2
β
N(t)3dt ≤ 2l2−19ǫ1/23 ≪ 2l2 . (6.122)
81
To estimate (6.121), we use an idea of [24], which is to use the method of space-time resonances, specifically the time
resonances, introduced by Germain, Masmoudi, and Shatah (see [26] for a brief survey). The idea is to write ul, uh in terms
of their profiles wl := e
−it∆ul and wh := e
−it∆uh, respectively. Using Fourier inversion, we then write
P≤l2−10
([E(u¯luh)u¯luh − E(u¯l(Pξ(t),≤l2uh))u¯l(Pξ(t),≤l2uh)])(t, y)
=
1
(2π)8i
∫
R8
eiy·η
d
dt
(
eitΦ(η4)
)
m1(t, η4)wˆh(t, η1)wˆh(t, η2)
ˆ¯wl(t, η3) ˆ¯wl(t, η4)dη4, (6.123)
where
m(t, η
4
) :=
1
Φ(η
4
)
φ
( η
2l2−10
)(
1− φ
(
η1 − ξ(t)
2l2
)
φ
(
η2 − ξ(t)
2l2
))
(η2 + η3)
2
1
|η2 + η3|2 , η4 = (η1, η2, η3, η4) ∈ R
8, (6.124)
and we have used the notation η := η1 + · · ·+ η4 and
Φ(η
4
) := |η1|2 + |η2|2 − |η3|2 − |η4|2, η4 ∈ R8 (6.125)
and used the identity
eitΦ(η4) =
1
iΦ(η
4
)
d
dt
(
eitΦ(η4)
)
, Φ(η
4
) 6= 0. (6.126)
Provided that the phase function Φ(η
4
) is nondegenerate, we can make a normal form transformation (i.e. integrate by
parts in time), replacing the nonlinearity by a higher order expression. The normal form transformation is smoothing by
two derivaties (i.e. we gain a factor of 2−2l2), and we can put all of the factors in L∞t L
2
x(G
l2
β × R2) or X˜l2(Gl2β × R2) at a
cost of two derivatives (i.e. we gain a factor of 22l2), which is precisely the amount we can afford to lose. The obstruction
to the normal form transformation is that the Fourier support of the nonlinearity may intersect the set of time resonances
T := {η
4
∈ R8 : Φ(η
4
) = 0}. (6.127)
However, as we shall see below, thanks to our simplifications in the preceding steps, our nonlinearity is localized away from
T .
Substituting the above inverse Fourier transform into (6.121), we need to estimate the modulus of the expression
1
(2π)8i
∫
G
l2
β
dt
∫
R4
dxdy
∫
R8
dη
4
(x − y)
|x − y| · Im{v¯(∇− iξ(t))}(t, x)
d
dt
(
eitΦ(η4)
)
eiy·ηm(t, η
4
)wˆh(t, η1)wˆh(t, η2) ˆ¯wl(t, η3) ˆ¯wl(t, η4).
(6.128)
Before proceeding to the temporal integration by parts computation, we further analyze the symbol m(t, η
4
). Observe that
if |η1| ≥ 8|η2|, then
1− φ
(
η1 − ξ(t)
2l2
)
φ
(
η2 − ξ(t)
2l2
)
6= 0 =⇒ |η1 − ξ(t)| ≥ 2l2 . (6.129)
Therefore by the reverse triangle inequality,
|η| = |η1 + η2 + η3 + η4| ≥ |η1|
2
≥ 2l2−1 =⇒ φ
( η
2l2−10
)
= 0 (6.130)
on the support of m. By symmetry, we have the same conclusion if |η2| ≥ 8|η1|. Hence, 2−3 < |η1||η2| < 23 on the support of
the symbol m. Furthermore,
|η3| ≤ 2−5|η1| and |η4| ≤ 2−5|η2|, ∀η4 ∈ supp(m(t)) ∩ supp
(
wˆh(t)⊗ wˆh(t)⊗ ˆ¯wl(t)⊗ ˆ¯wl(t)
)
, ∀t ∈ Gl2β . (6.131)
Thus, for η
4
∈ supp(m(t)) ∩ supp(wˆh(t)⊗ wˆh(t)⊗ ˆ¯wl(t)⊗ ˆ¯wl(t)) and t ∈ Gl2β , we may write
m(t, η
4
) = m(t, η
4
)φ
( η3
2l2−10
)
φ
( η4
2l2−10
)
ϑ
(
25
|η3|
|η1|
)
ϑ
(
25
|η4|
|η2|
)
ϕ
( |η1|
|η2|
)
=: m1(t, η4), (6.132)
where 0 ≤ ϑ, ϕ ≤ 1 are even bump functions respectively satisfying
ϑ(r) =
{
1, |r| ≤ 1
0, |r| > 32
(6.133)
and
ϕ(r) =
{
1, 2−3 ≤ |r| ≤ 23
0, |r| > 24, |r| < 2−4 . (6.134)
We now claim that m1(t) is a Coifman-Meyer multiplier with operator norm . 2
−2l2 uniformly in t ∈ Gl2β ⊂ [0, T ]. Indeed,
the proof of this claim is the content of the next lemma.
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Lemma 6.2 (First C-M estimate). For any real numbers 1 < p1, . . . , p4 ≤ ∞ and 0 < p <∞ satisfying 1p1 + · · ·+ 1p4 = 1p ,
there exists a constant Cp1,...,p4 such that the multilinear operator m1(t,D4) :
∏4
l=1 S(R2) → S ′(R2) with symbol m1(t)
extends to a bounded operator
m1(t,D4) :
4∏
l=1
Lpl(R2)→ Lp(R2), sup
t∈G
l2
β
‖m1(t,D4)‖Lp1×···×Lp4→Lp ≤ Cp1···p42−2l2 (6.135)
for all 20 ≤ i ≤ j ≤ k0, 0 ≤ l2 ≤ i− 10, and Gl2β ⊂ [0, T ].
Proof. To prove the lemma, we use the Coifman-Meyer theorem. Throughout the proof, we suppress the dependence on
time t as all of our estimates will be uniform in t ∈ Gl2β . First, it is evident that the symbol m1 is C∞ outside the origin.
We next rescale m1 in the spatial variable by defining
m1,l2(η4) := 2
2l2m1(2
l2η
4
). (6.136)
By scaling invariance, it suffices to prove that m1,l2 is a Coifman-Meyer multiplier with operator norm .p1,...,p4 1. To
accomplish this task, we need to verify the C-M condition derivative estimates
|(∇k1η1∇k2η2∇k3η3∇k4η4m1,l2)(η4)| .(k1,...,k4) (|η1|+ · · ·+ |η4|)−(k1+···+k4), ∀(k1, . . . , k4) ∈ N40. (6.137)
By the chain and Leibnitz rules,
•
|∇k1η1 · · · ∇k4η4
(
1
Φ(η)
)
| .k1,...,k4
1
(|η1|+ · · ·+ |η4|)k1+···+k4 , ∀η4 ∈ supp(m1,l2); (6.138)
•
|∇k1η1∇k3η3
( |η3|
|η1|
)
| .k1,k3
|η3|
|η3|k3 |η1|k1+1 .k1,k3
1
(|η1|+ · · ·+ |η4|)k1+k3 , ∀η4 ∈ supp(m1,l2) ∩ supp
(
∇φ
(
25|η3|
|η1|
))
;
(6.139)
•
|∇k2η2∇k4η4
( |η4|
|η2|
)
| .k2,k4
|η4|
|η4|k4 |η2|k2+1 .k2,k4
1
(|η1|+ · · ·+ |η4|)k2+k4 , ∀η4 ∈ supp(m1,l2) ∩ supp
(
∇φ
(
25|η4|
|η2|
))
;
(6.140)
•
|∇k2η2∇k3η3
(
(η2 + η3)
2
1
|η2 + η3|2
)
| .k2,k3
1
|η2 + η3|k2+k3 .k2,k3
1
(|η1|+ · · ·+ |η4|)k2+k3 , η4 ∈ supp(m1,l2); (6.141)
•
|∇k1η1∇k2η2
( |η1|
|η2|
)
| .k1,k2
|η1|
|η1|k1 |η2|k2+1 .k1,k2
1
(|η1|+ · · ·+ |η4|)k1+k2 , ∀η4 ∈ supp(m1,l2); (6.142)
and
•
|∇k1η1∇k2η2
(
1− φ(η1 − 2−l2ξ(t))φ(η2 − 2−l2ξ(t)))|
.k1,k2 |(∇k1φ)
(
η1 − 2−l2ξ(t)
)⊗ (∇k2φ)(η2 − 2−l2ξ(t))|, ∀η4 ∈ supp(m1,l2). (6.143)
Observe that ∇φ(ξ1) 6= 0 implies that 1 ≤ |ξ1| ≤ 2. Since |ξ(t)| ≤ 2l2−19 for all t ∈ Gl2β , it follows that |η1| ∼ 1 on the
support of ∇φ(η1 − 2−l2ξ(t)). By symmetry, |η2| ∼ 1 on the support of ∇φ(η2 − 2−l2ξ(t)). Since ϑ ∈ C∞c (R), it follows
that for any k1, k2 ∈ N,
|(∇k1ϑ)(η1 − 2−l2ξ(t))⊗ (∇k2ϑ)(η2 − 2−l2ξ(t))| .k1,k2
1
(|η1|+ · · ·+ |η4|)k1+k2 , ∀η4 ∈ supp(m1,l2). (6.144)
Combining the above derivative estimates together with the fact that φ ∈ C∞c (R2), ϑ, ϕ ∈ C∞c (R), and the Leibnitz rule,
we see that∣∣∣∣∇k11η1∇k12η2∇k13η3∇k14η4 ( 1Φ(η)
)
⊗∇k22η2∇k
2
3
η3
(
(η2 + η3)
2
1
|η2 + η3|2
)
⊗∇k32η2∇k
3
3
η3
(
ϑ
(
25
|η3|
|η2|
))
⊗∇k21η1∇k
2
4
η4
(
ϑ
(
25
|η4|
|η1|
))
⊗∇k31η1∇k
4
2
η2
(
ϕ
( |η1|
|η2|
))
⊗∇k41η1∇k
5
2
η2
(
1− φ (η1 − 2−l2ξ(t)) φ (η2 − 2−l2ξ(t)))∣∣∣∣
.kij
1
(|η1|+ · · ·+ |η4|)(k11+···+k41)+(k12+···+k52)+(k13+···+k33)+(k14+k24)
, ∀kij ∈ N0.
(6.145)
Satisfaction of the C-M condition then follows from the definition of m1,l2 and the Leibnitz rule.
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Now performing a normal form transformation (i.e. integrate by parts in time), we obtain that∫
G
l2
β
dt
∫
R4
dxdy
∫
R8
dη
4
(x− y)
|x− y| · Im{v¯(∇− iξ(t))v}(t, x)
d
dt
(
eitΦ(η4)
)
eiy·ηm1(t, η4)wˆh(t, η1)wˆh(t, η2)
ˆ¯wl(t, η3) ˆ¯wl(t, η4)
=
∫
R4
dxdy
∫
R8
dη
4
(x− y)
|x− y| · Im{v¯(∇− iξ(t))v}(t, x)e
itΦ(η
4
)eiy·ηm1(t, η4)wˆh(t, η1)wˆh(t, η2)
ˆ¯wl(t, η3) ˆ¯wl(t, η4)|t=bt=a (6.146)
−
∫
G
l2
β
dt
∫
R4
dxdy
∫
R8
dη
4
(x− y)
|x− y| ·
d
dt
(Im{v¯(∇− iξ(t))v}) (t, x)eitΦ(η4)eiy·ηm1(t, η4)wˆh(t, η1)wˆh(t, η2) ˆ¯wl(t, η3) ˆ¯wl(t, η4)
(6.147)
−
∫
G
l2
β
dt
∫
R4
dxdy
∫
R8
dη
4
(x− y)
|x− y| · Im{v¯(∇− iξ(t))v}(t, x)e
itΦ(η
4
)eiy·η
d
dt
(m1)(t, η4)wˆh(t, η1)wˆh(t, η2)
ˆ¯wl(t, η3) ˆ¯wl(t, η4)
(6.148)
−
∫
G
l2
β
dt
∫
R4
dxdy
∫
R8
dη
4
(x− y)
|x− y| · Im{v¯(∇− iξ(t))v}(t, x)e
itΦ(η
4
)eiy·ηm1(t, η4)
d
dt
(
wˆh(t, η1)wˆh(t, η2) ˆ¯wl(t, η3) ˆ¯wl(t, η4)
)
(6.149)
=: Term∂ +Termv +Termm +Termw. (6.150)
Estimate for Term∂: By Ho¨lder’s inequality and Plancherel’s theorem,
2k−2i|Term∂ | . 2k−2i2i‖v0‖2L2‖m1(t,D4)(uh, uh, u¯l, u¯l)‖L∞t L1x
. 2k−i2−2l2‖v0‖2L2‖uh‖2L∞t L2x‖ul‖
2
L∞t,x
. 2k−i‖v0‖2L2 . (6.151)
where we use lemma 6.2 with (p1, p2, p3, p4) = (2, 2,∞,∞) to obtain the penultimate inequality, and Bernstein’s lemma
and mass conservation to obtain the ultimate inequality.
Estimate for Termv: Calculus shows that
∂t Im{v¯(∇− iξ(t))µv}(t, x) = −ξ′µ(t)|v(t, x)|2 − ∂ν Re{∂ν v¯(∂µ − iξµ(t))v}+ ∂ν Re{v¯(∂µ − iξµ(t))∂νv}(t, x). (6.152)
Substituting this identity into Termv and applying the triangle inequality, we have reduced to estimating three terms.
First, by Ho¨lder’s inequality, Bernstein’s lemma, lemma 6.2 with (p1, p2, p3, p4) = (2, 2,∞,∞), and mass conservation,
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
(x− y)
|x− y| · ξ
′(t)|v(t, x)|2m1(t,D4)(uh, uh, u¯l, u¯l)(t, y)dxdydt
∣∣∣∣∣
. 2k−2i2−2l2
∫
G
l2
β
|ξ′(t)|‖v‖2L∞t L2x‖uh‖
2
L∞t L
2
x
‖ul‖2L∞t,x
. 2k−2i‖v0‖2L2
∫
G
l2
β
ǫ
−1/2
1 N(t)
3dt
. ǫ
1/2
3 2
k+l2−2i‖v0‖2L2 . (6.153)
Next, integrating by parts in x to move a ∂ν onto the potential
(x−y)
|x−y| , followed by Ho¨lder’s inequality and Hardy-Littlewood-
Sobolev lemma, we see that
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
(x− y)µ
|x− y| ∂ν Re{∂ν v¯(∇− iξ(t))µv}(t, x)m1(t,D4)(uh, uh, u¯l, u¯l)(t, y)dxdydt
∣∣∣∣∣
. 2k−2i‖|∇|−1(∂ν v¯(∇− iξ(t))v)‖L3tL6x‖m1(t,D4)(uh, uh, u¯l, u¯l)‖L3/2t L6/5x
. 2k−2i‖∂νv(∇− iξ(t))v‖L3tL3/2x ‖m1(t,D4)(uh, uh, u¯l, u¯l)‖L3/2t L6/5x . (6.154)
Using Ho¨lder’s inequality, Bernstein’s lemma, Strichartz estimates, and lemma 6.2 with (p1, p2, p3, p4) = (6, 6, 4, 4), we
obtain that the preceding expression is
. 2k−2l2‖v0‖2L2
∥∥‖uh(t)‖L6x‖uh(t)‖L6x‖ul(t)‖L4x‖ul(t)‖L4x∥∥L3/2t . 2k−2l2‖v0‖2L2‖uh‖2L3tL6x‖ul‖2L∞t L4x
. 2k−l2‖v0‖2L2‖u‖2X˜l2(Gl2β ×R2), (6.155)
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where we use lemma 4.9, another application of Bernstein’s lemma, and mass conservation to obtain the ultimate inequality.
Repeating the same argument mutatis mutandis, we also obtain the estimate
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
(x− y)
|x− y| · ∂ν Re{v¯(∇− iξ(t))∂νv}(t, x)m1(t,D4)(uh, uh, u¯l, u¯l)(t, y)dxdydt
∣∣∣∣∣
. 2k−l2‖v0‖2L2‖u‖2X˜l2(Gl2β ×R2),
which completes the proof of the estimate of Termv.
Estimate for Termm: Calculus shows that
(∂tm)(t, η4) =
1
Φ(η
4
)
φ
( η
2l2−10
)(
φ
(
η2 − ξ(t)
2l2
)
∇φ
(
η1 − ξ(t)
2l2
)
+ φ
(
η1 − ξ(t)
2l2
)
∇φ
(
η2 − ξ(t)
2l2
))
· 2−l2ξ′(t) (η2 + η3)
2
1
|η2 + η3|2 .
(6.156)
Define the time-dependent C2-valued symbol m2 by
m2(t, η4) :=
1
Φ(η
4
)
φ
( η
2l2−10
) (η2 + η3)21
|η2 + η3|2 φ
( η3
2l2−10
)
φ
( η4
2l2−10
)
ϑ
(
25
|η3|
|η1|
)
ϑ
(
25
|η4|
|η2|
)
ϕ
( |η1|
|η2|
)
×(
φ
(
η2 − ξ(t)
2l2
)
∇φ
(
η1 − ξ(t)
2l2
)
+ φ
(
η1 − ξ(t)
2l2
)
∇φ
(
η2 − ξ(t)
2l2
))
, ∀(t, η
4
) ∈ Gl2β × R8.
(6.157)
By repeating the analysis in the proof of lemma 6.2, one can show that the family of multilinear multiplier operators
{m2(t,D4)}t∈Gl2β extend to bounded operators
∏4
l=1 L
pl(R2) → Lp(R2;C2) with operator norm .p1,...,p4 2−2l2 for all
t ∈ Gl2β . This is precisely the content of the next lemma, the proof of which we omit.
Lemma 6.3 (Second C-M estimate). For any real numbers 1 < p1, . . . , p4 ≤ ∞ and 0 < p <∞ satisfying 1p = 1p1 + · · ·+ 1p4 ,
there exists a constant Cp1,...,p4 > 0 such that the multilinear operator m2(t,D4) :
∏4
l=1 S(R2)→ S ′(R2) with symbol m2(t)
extends to a bounded operator
m2(t,D4) :
4∏
l=1
Lpl(R2)→ Lp(R2;C2), sup
t∈G
l2
β
‖m2(t,D4)‖Lp1×···×Lp4→Lp ≤ Cp1,...,p42−2l2 (6.158)
for all 20 ≤ i ≤ j ≤ k0, 0 ≤ l2 ≤ i− 10, and Gl2β ⊂ [0, T ].
Now using Ho¨lder’s inequality, lemma 6.3 with (p1, p2, p3, p4) = (2, 2,∞,∞), Bernstein’s lemma, and mass conservation,
we obtain that
2k−2i|Termm| . 2k−2i2i−3l2
∫
G
l2
β
|ξ′(t)|‖uh‖2L∞t L2x‖ul‖
2
L∞t,x
dt . ǫ
1/2
3 2
k−i‖v0‖2L2. (6.159)
Estimate for Termw: First observe that wh and w¯l respectively solve the equations
∂twh = e
−it∆
(
d
dt
Pξ(t),>l2−5
)
u− ie−it∆Pξ(t),>l2−5F (u) (6.160)
∂tw¯l = e
it∆
(
d
dt
Pξ(t),≤l2−15
)
u+ ieit∆Pξ(t),≤l2−15F (u). (6.161)
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It therefore follows from the product rule, triangle inequality, Plancherel’s theorem, and mass conservation that
|Termw| . 2i‖v0‖2L2‖m1(t,D4)
((
d
dt
Pξ(t),>l2−5
)
u, uh, u¯l, u¯l
)
‖L1t,x
+ 2i‖v0‖2L2‖m1(t,D4)
(
uh,
(
d
dt
Pξ(t),>l2−5
)
u, u¯l, u¯l
)
‖L1t,x
+ 2i‖v0‖2L2‖m1(t,D4)
(
uh, uh,
(
d
dt
Pξ(t),≤l2−15
)
u, u¯l
)
‖L1t,x
+ 2i‖v0‖2L2‖m1(t,D4)
(
uh, uh, u¯l,
(
d
dt
Pξ(t),≤l2−15
)
u
)
‖L1t,x
+ 2i‖v0‖2L2‖m1(t,D4)
(
Pξ(t),>l2−5F (u), uh, u¯l, u¯l
)‖L1t,x
+ 2i‖v0‖2L2‖m1(t,D4)
(
uh, Pξ(t),>l2−5F (u), u¯l, u¯l
)‖L1t,x
+ 2i‖v0‖2L2‖m1(t,D4)
(
uh, uh, Pξ(t),≤l2−15F (u), u¯l
)
‖L1t,x
+ 2i‖v0‖2L2‖m1(t,D4)
(
uh, uh, u¯l, Pξ(t),≤l2−15F (u)
)
‖L1t,x
=: Termw,1 + · · ·+Termw,8. (6.162)
By lemma 6.2 with (p1, p2, p3, p4) = (2, 2,∞,∞), Ho¨lder’s inequality, Bernstein’s lemma, and mass conservation,
2k−2i(Termw,1 + · · ·+Termw,4) . 2k−2i2i−2l22−l2‖Pξ(t),≤l2+2u‖2L∞t,x
∫
G
l2
β
|ξ′(t)|dt . 2k−i‖v0‖2L2 . (6.163)
To estimate the remaining terms Termw,5, . . . ,Termw,8, we first perform a near-far decomposition u = ul + uh, where
ul := Pξ(t),≤l2−5u, substitute this decomposition into F (u), and then algebraically expand to obtain
Pξ(t),>l2−5F (u) = Pξ(t),>l2−5
[E(|uh|2)uh]+ Pξ(t),>l2−5[2E(Re{ulu¯h})uh + E(|uh|2)ul]
+ Pξ(t),>l2−5
[E(|ul|2)uh + 2E(Re{uhu¯l})ul]
=: Fh,3 + Fh,2 + Fh,1, (6.164)
and
Pξ(t),≤l2F (u) = Pξ(t),≤l2−15
[E(|uh|2)uh]+ Pξ(t),≤l2−15[2E(Re{uhu¯l})uh + E(|uh|2)ul]
+ Pξ(t),≤l2−15
[E(|ul|2)uh + 2E(Re{ulu¯h})ul] + Pξ(t),≤l2−15[E(|ul|2)ul]
=: Fl,3 + Fl,2 + Fl,1 + Fl,0. (6.165)
After substituting these decompositions into Termw,5, . . . ,Termw,8, using the multilinearity of the multiplier m1, then
applying the triangle inequality, we proceed to consider each case separately. The arguments involved will vary based
on the number of factors uh and factors ul present in the considered multilinear expressions. We include the details for
estimating Termw,5 and Termw,7 and leave the remaining terms to the reader.
• We estimate ‖m1(t,D4)(Fh,3, uh, u¯l, u¯l)‖L1t,x . By lemma 6.2 with (p1, p2, p3, p4) = (4, 4/3,∞,∞), Ho¨lder’s inequality,
Caldero´n-Zygmund theorem, then Bernstein’s lemma, lemma 4.9, and mass conservation, we have that
‖m1(t,D4)(Fh,3, uh, u¯l, u¯l)‖L1t,x . 2−2l2‖Fh,3‖L4/3t,x ‖uh‖L4t,x‖ul‖
2
L∞t,x
. ‖uh‖4L4t,x . ‖u‖
4
X˜l2(G
l2
β ×R
2)
. (6.166)
• We estimate ‖m1(t,D4)
(
uh, uh, F¯l,3, u¯l
)‖L1t,x . By lemma 6.2 with (p1, p2, p3, p4) = (4, 4, 2,∞), Bernstein’s lemma,
Ho¨lder’s inequality, Caldero´n-Zygmund theorem, mass conservation, interpolation, and lemma 4.9, we have that
‖m1(t,D4)
(
uh, uh, F¯l,3, u¯l
)‖L1t,x . 2−2l2‖uh‖2L4t,x‖Pξ(t),≤l2[E(|uh|2)uh]‖L2t,x‖ul‖L∞t,x
. ‖uh‖2L4t,x‖E(|uh|
2)uh‖L2tL1x
. ‖uh‖4L4t,x
. ‖u‖4
X˜l2(G
l2
β ×R
2)
. (6.167)
• We estimate ‖m1(t,D4)(Fh,2, uh, u¯l, u¯l)‖L1t,x . By the triangle inequality, lemma 6.2 with (p1, p2, p3, p4) = (6/5, 6,∞,∞),
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Ho¨lder’s inequality, Caldero´n-Zygmund theorem, lemma 4.9, Bernstein’s lemma, and mass conservation,
‖m1(t,D4)(Fh,2, uh, u¯l, u¯l)‖L1t,x . 2−2l2‖Fh,2‖L3/2t L6/5x ‖uh‖L3tL6x‖ul‖
2
L∞t,x
. 2−2l2‖uh‖3L3tL6x‖ul‖L∞t L2x‖ul‖
2
L∞t,x
. ‖u‖3
X˜l2(G
l2
β ×R
2)
. (6.168)
• We estimate ‖m1(t,D4)
(
uh, uh, F¯l,2, u¯l
)‖L1t,x . By the triangle inequality, lemma 6.2 with (p1, p2, p3, p4) = (4, 4, 2,∞),
Ho¨lder’s inequality, Caldero´n-Zygmund theorem, lemma 4.9, Bernstein’s lemma, and mass conservation,
‖m1(t,D4)
(
uh, uh, F¯l,2, u¯l
)‖L1t,x . 2−2l2‖uh‖2L4t,x‖Fl,2‖L2t,x‖ul‖L∞t,x
. 2−2l2‖u‖2
X˜l2(G
l2
β
×R2)
‖uh‖2L4t,x‖ul‖
2
L∞t,x
. ‖u‖4
X˜l2(G
l2
β ×R
2)
. (6.169)
• We estimate ‖m1(t,D4)
(
F¯h,1, uh, u¯l, u¯l
)‖L1t,x . By the triangle inequality, lemma 6.2 with (p1, p2, p3, p4) = (2, 3, 12, 12),
Ho¨lder’s inequality, Caldero´n-Zygmund theorem, we have that
‖m1(t,D4)
(
F¯h,1, uh, u¯l, u¯l
)‖L1t,x . 2−2l2‖Fh,1‖L2t,x‖uh‖L6tL3x‖ul‖2L6tL12x
. 2−2l2‖uh‖2L6tL3x‖ul‖
4
L6tL
12
x
. 2−2l2‖u‖2
X˜l2(G
l2
β ×R
2)
‖|∇ − iξ(t)|1/2ul‖4L6tL3x
. 2−l2‖u‖2
X˜l2(G
l2
β ×R
2)
‖|∇ − iξ(t)|1/2ul‖2L3tL6x
. ‖u‖4
X˜l2(G
l2
β ×R
2)
, (6.170)
where we use Sobolev embedding and lemma 4.9 to obtain the antepenultimate inequality; interpolation, Bernstein’s
lemma, and mass conservation to obtain the penultimate inequality; and lemma 4.10 to obtain the ultimate inequality.
• We estimate ‖m1(t,D4)
(
uh, uh, F¯l,1, u¯l
)‖L1t,x . By the triangle inequality, lemma 6.2 with (p1, p2, p3, p4) = (6, 6, 3/2,∞),
Ho¨lder’s inequality, Caldero´n-Zygmund theorem, followed by lemma 4.9, Bernstein’s lemma, and mass conservation, we
have that
‖m1(t,D4)
(
uh, uh, F¯l,1, u¯l
)‖L1t,x . 2−2l2‖uh‖2L3tL6x‖Fl,1‖L3tL3/2x ‖ul‖L∞t,x
. 2−l2‖uh‖3L3tL6x‖ul‖L∞t L2x‖ul‖L∞t,x
. ‖u‖3
X˜l2(G
l2
β ×R
2)
. (6.171)
• We estimate ‖m1(t,D4)
(
uh, uh, F¯l,0, u¯l
)‖L1t,x . By lemma 6.2 with (p1, p2, p3, p4) = (3, 3, 4, 12), Ho¨lder’s inequality,
Caldero´n-Zygmund theorem, we have that
‖m1(t,D4)
(
uh, uh, F¯l,0, u¯l
)‖L1t,x . 2−2l2‖uh‖2L6tL3x‖Fl,0‖L2tL4x‖ul‖L6tL12x
. 2−2l2‖uh‖2L6tL3x‖ul‖
4
L6tL
12
x
. 2−2l2‖uh‖L3tL6x‖|∇ − iξ(t)|1/2ul‖4L6tL3x
. 2−l2‖uh‖L3tL6x‖|∇ − iξ(t)|1/2ul‖2L3tL6x
. ‖u‖3
X˜l2(G
l2
β ×R
2)
, (6.172)
where we use interpolation, mass conservation, and Sobolev embedding to obtain the antepenultimate inequality; inter-
polation, mass conservation, and Bernstein’s lemma to obtain the penultimate inequality; and lemmas 4.9 and 4.10 to
obtain the ultimate inequality.
Combining the above estimates, we conclude that
2k−2i(Termw,5 + · · ·+Termw,8) . 2k−i‖v0‖2L2
(
1 + ‖u‖4
X˜l2(G
l2
β ×R
2)
)
, (6.173)
and therefore |Termw| ≤ 2k−i‖v0‖2L2(1 + ‖u‖4X˜l2(Gl2β ×R2)).
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Collecting our estimates, we have shown that
|(6.69)| . 2k−l2‖v0‖2L2
(
1 + ‖u‖4
X˜l2(G
l2
β ×R
2)
)
. (6.174)
Bookkeeping the estimates for (6.65)-(6.69) and using that ‖u‖
X˜l2(G
l2
β ×R
2)
≤ ‖u‖X˜i(Giα×R2) for all l2 ≤ i − 10, G
l2
β ⊂ Giα
completes the proof of proposition 5.13.
6.5 Bilinear Strichartz estimate III
For the reader’s benefit, we reproduce the statement of proposition 5.14 below.
Proposition 5.14 (Improved BSE 3). There exists a constant C(u) > 0 such that the following holds: for any integers
20 ≤ i ≤ j ≤ k0, any intervals Giα ⊂ Gjκ ⊂ [0, T ], and any v0 ∈ S(R2) with Fourier support in the dyadic annulus
A(ξ(Giα), i− 6, i+ 6), we have the estimate∑
0≤l2≤i−10
(
sup
k≤l2+2
‖(eit∆PQkav0)(Pξ(t),≤l2u)‖ℓ2aL2t,x(Z2×Giα×R2)
)2
≤ C(u)‖v0‖2L2(R2)
(
1 + ‖u‖6
X˜i(Giα×R
2)
)
. (5.166)
The same estimate holds with Pξ(t),≤l2 replaced by Pξ(t),l2 .
Proof. Let v0 satisfy the conditions of the statement of the proposition, and for each integer k ≤ i − 8 and vector a ∈ Z2,
define
va,k := e
it∆PQkav0. (6.175)
For each integer 0 ≤ l2 ≤ i− 10, define
wl2 := Pξ(t),≤l2u. (6.176)
For each (l2, k, a) ∈ N≤i−10 × Z≤i−8 × Z2, define the interaction Morawetz functional
Ml2,k,a(t) =:
∫
S1
∫
R4
(x− y)ω
|(x− y)ω| |wl2 (t, y)|
2 Im{v¯a,k∂ωva,k}(t, x)dxdydω
+
∫
S1
∫
R4
(x− y)ω
|(x− y)ω| |va,k(t, y)|
2 Im{w¯l2∂ωwl2}(t, x)dxdydω.
(6.177)
Proceeding as in the proof of propositions 5.10 and 5.13, we obtain the estimate
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
∫
Giα
∫
R2
|wl2(t, x)va,k(t, x)|2dxdt
)1/22
.
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
2k−2i sup
t∈Giα
|Ml2,k,a(t)|
)1/22 (6.178)
+
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
2k−2i
∫
Giα
∫
R4
1
|x− y| |va,k(t, y)|
2|~R2(|wl2 |2)(t, x)|2dxdydt
)1/22 (6.179)
+
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
2k−2i
∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| · |va,k(t, y)|
2Re
{N¯l2(∇− iξ(t))wl2}(t, x)dxdydt
∣∣∣∣∣
)1/22 (6.180)
+
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
2k−2i
∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| · |va,k(t, y)|
2Re{w¯l2(∇− iξ(t))Nl2}(t, x)dxdydt
∣∣∣∣∣
)1/22 (6.181)
+
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
2k−2i
∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| · Im{w¯l2Nl2}(t, y) Im{v¯a,k(∇− iξ(t))va,k}(t, x)dxdydt
∣∣∣∣∣
)1/22.
(6.182)
We now estimate each of the terms (6.178)-(6.182) above separately.
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Estimate for (6.178): By Cauchy-Schwarz, Plancherel’s theorem, and mass conservation,
sup
t∈Giα
|Ml2,k,a(t)| . 2i‖PQkav0‖2L2‖wl2‖2L∞t L2x(Giα×R2) . 2
i‖PQkav0‖2L2. (6.183)
Now summing over the a ∈ Z2, we have by Plancherel’s theorem that ‖PQkav0‖ℓ2aL2x(Z2×R2) ≤ ‖v0‖L2(R2). Therefore,
sup
k≤l2+2
(∑
a∈Z2
2k−2i2i‖PQkav0‖2L2
)1/2
. 2(l2−i)/2‖v0‖L2 , (6.184)
which implies that
|(6.178)| .
∑
0≤l2≤i−10
(
2(l2−i)/2‖v0‖L2
)2
. ‖v0‖2L2. (6.185)
Estimate for (6.179): Applying the estimate for (6.66) in the proof of proposition 5.13 on each subinterval Gl2β ⊂ Giα (with
v0 replaced by PQkav0) together with the fact that there are 2
i−l2 subintervals Gl2β ⊂ Giα, we see that∣∣∣∣∣
∫
Giα
∫
R4
1
|x− y| |va,k(t, y)|
2|~R2(|wl2 |2)(t, x)|2dxdydt
∣∣∣∣∣ ≤ ∑
G
l2
β ⊂G
i
α
∣∣∣∣∣
∫
G
l2
β
∫
R4
1
|x− y| |va,k(t, y)|
2|~R2(|wl2 |2)(t, x)|2dxdydt
∣∣∣∣∣
. 2i‖PQkav0‖2L2‖u‖4X˜i(Giα×R2). (6.186)
So by Plancherel’s theorem,
sup
k≤l2+2
(∑
a∈Z2
2k−2i2i‖PQkav0‖2L2‖u‖4X˜i(Giα×R2)
)1/2
. 2(l2−i)/2‖v0‖L2‖u‖2X˜i(Giα×R2), (6.187)
which implies that
|(6.179)| .
∑
0≤l2≤i−10
(
2(l2−i)/2‖v0‖L2‖u‖2X˜i(Giα×R2)
)2
. ‖v0‖2L2‖u‖4X˜i(Giα×R2). (6.188)
Estimate for (6.180): Using the estimate for (6.67) in the proof of proposition 5.13 on each subinterval Gl2β ⊂ Giα (with v0
replaced by PQkav0) together with the fact that there are 2
i−l2 subintervals Gl2β ⊂ Giα, we see that∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| · |va,k(t, y)|
2Re
{N¯l2(∇− iξ(t))wl2}(t, x)dxdydt
∣∣∣∣∣ (6.189)
≤
∑
G
l2
β ⊂G
i
α
∣∣∣∣∣
∫
G
l2
β
∫
R4
(x− y)
|x− y| · |va,k(t, y)|
2Re
{N¯l2(∇− iξ(t))wl2}(t, x)dxdydt
∣∣∣∣∣
. 2i‖PQkav0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. (6.190)
So by Plancherel’s theorem,
sup
k≤l2+2
(∑
a∈Z2
2k−2i2i‖PQkav0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
))1/2
. 2(l2−i)/2‖v0‖L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)1/2
, (6.191)
which implies that
|(6.180)| .
∑
0≤l2≤i−10
2l2−i‖v0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. ‖v0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. (6.192)
Estimate for (6.181): Using the estimate for (6.68) in the proof of proposition 5.13 on each subinterval Gl2β ⊂ Giα (with v0
replaced by PQkav0) together with the fact that there are 2
i−l2 subintervals Gl2β ⊂ Giα, we see that∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| · |va,k(t, y)|
2Re{w¯l2(∇− iξ(t))Nl2}(t, x)dxdydt
∣∣∣∣∣
≤
∑
G
l2
β ⊂G
i
α
∣∣∣∣∣
∫
G
l2
β
∫
R4
(x− y)
|x− y| · |va,k(t, y)|
2Re{w¯l2(∇− iξ(t))Nl2}(t, x)dxdydt
∣∣∣∣∣
. 2i‖PQkav0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. (6.193)
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So by Plancherel’s theorem
sup
k≤l2+2
(∑
a∈Z2
2k−2i2i‖PQkav0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
))1/2
. 2(l2−i)/2‖v0‖L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)1/2
, (6.194)
which implies that
|(6.181)| .
∑
0≤l2≤i−10
(
2(l2−i)/2‖v0‖L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)1/2)2
. ‖v0‖2L2
(
1 + ‖u‖3
X˜i(Giα×R
2)
)
. (6.195)
Estimate for (6.182): As in the proof of proposition 5.13, we first split Nl2 = N1,l2 +N2,l2 and estimate the contribution of
N2,l2 . Using the estimate (6.91) in the proof of proposition 5.13 on each subinterval Gl2β ⊂ Giα (with v0 replaced by PQkav0),
we obtain that
2k−2i
∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| · Im{w¯l2N2,l2}(t, y) Im{v¯a,k(∇− iξ(t))va,k}(t, x)dxdydt
∣∣∣∣∣
≤
∑
G
l2
β
⊂Giα
2k−2i
∣∣∣∣∣
∫
G
l2
β
∫
R4
(x− y)
|x− y| · Im{w¯l2N2,l2}(t, y) Im{v¯a,k(∇− iξ(t))va,k}(t, x)dxdydt
∣∣∣∣∣
.
∑
G
l2
β ⊂G
i
α
2k−l2−i‖PQkav0‖2L2
∫
G
l2
β
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x
∑
0≤l3≤l2
2l3−l2‖Pξ(t),l3u(t)‖L2x(R2)dt
= 2k−l2−i‖PQkav0‖2L2
∫
Giα
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x
∑
0≤l3≤l2
2l3−l2‖Pξ(t),l3u(t)‖L2xdt. (6.196)
Now summing over a ∈ Z2 and using Plancherel’s theorem, then taking the supremum over k ≤ l2 + 2 of the square root,
we obtain that
sup
k≤l2+2
∑
a∈Z2
∑
0≤l3≤l2
2k+l3−2l2−i‖PQkav0‖2L2
∫
Giα
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x‖Pξ(t),l3u(t)‖L2xdt
1/2
.
 ∑
0≤l3≤l2
2l3−l2−i‖v0‖2L2
∫
Giα
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x‖Pξ(t),l3u(t)‖L2xdt
1/2 .
(6.197)
Observe that
sup
0≤l3≤i−10
∑
0≤l2≤i−10
2l3−l21l3≤l2 . 1, sup
0≤l2≤i−10
∑
0≤l3≤i−10
2l3−l21l3≤l2 . 1. (6.198)
So by Schur’s test, Cauchy-Schwarz, almost orthogonality, Plancherel’s theorem, and mass conservation, we see that
∑
0≤l2≤i−10
 ∑
0≤l3≤l2
2l3−l2−i‖v0‖2L2
∫
Giα
|ξ′(t)|‖Pξ(t),l2−3≤·≤l2+3u(t)‖L2x‖Pξ(t),l3u(t)‖L2xdt

. 2−i‖v0‖2L2
∫
Giα
|ξ′(t)|dt
≤ 2−i‖v0‖2L2
∫
Giα
2−20ǫ
−1/2
1 N(t)
3dt
≤ 2−19ǫ1/23 ‖v0‖2L2 . (6.199)
Hence,
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
2k−2i
∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| · Im{w¯l2N2,l2}(t, y) Im{v¯a,k(∇− iξ(t))va,k}(t, x)dxdydt
∣∣∣∣∣
)1/22
. ‖v0‖2L2 ,
(6.200)
which completes the estimate for the contribution of N2,l2 to (6.182).
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We now estimate the contribution of N1,l2 to (6.182). We follow the steps in the proof of proposition 5.13. For each
0 ≤ l2 ≤ i − 10, we first perform a near-far frequency decomposition u = ul + uh, where ul := Pξ(t),≤l2−5u, and then
decompose
Im{w¯l2N1,l2} = F0,l2 + F1,l2 + F2,l2 + F3,l2 + F4,l2 , (6.201)
where Fj,l2 denotes the terms containing j factors uh and 4− j factors ul for j = 0, . . . , 3.
We first consider the contribution of F0,l2 . Fourier support analysis shows that F0,l2 = 0, hence there is no contribution
to (6.182).
We next estimate the contribution of F1,l2 . Further frequency decomposing uh by
uh = Pξ(t),l2−5<·≤l2−2u+ Pξ(t),>l2−2uh (6.202)
and then substituting this decomposition into F1,l2 , we see that
F1,l2 = Im
{
u¯lPξ(t),≤l2
[E(|ul|2)(Pξ(t),>l2−2uh)]+ 2u¯lPξ(t),≤l2[E(Re{ul(Pξ(t),>l2−2uh)})ul]}
− Im{u¯lE(|ul|2)(Pξ(t),l2−2<·≤l2uh)}, (6.203)
which has Fourier support in the region {|ξ| ≥ 2l2−4}. By arguing as for obtaining the estimate (6.106) (with v0 replaced
by PQkav0), we see that
2k−2i
∣∣∣∣∣
∫
Giα
∫
R4
(x − y)
|x − y| · F1,l2(t, y) Im{v¯a,k(∇− iξ(t))va,k}(t, x)dxdydt
∣∣∣∣∣ . 2k−2l2−i‖PQkav0‖2L2‖F1,l2‖L2t,x(Giα×R2). (6.204)
Summing over a ∈ Z2 and using Plancherel’s theorem, then taking the supremum over k ≤ l2 + 2 of the square root, we
obtain that
sup
k≤l2+2
(∑
a∈Z2
2k−2l2−i‖PQkav0‖2L2‖F1,l2‖L2t,x(Giα×R2)
)1/2
.
(
2−l2−i‖v0‖2L2‖F1,l2‖L2t,x(Giα×R2)
)1/2
. (6.205)
Now observe from the triangle, Minkowski’s, and Ho¨lder’s inequalities together with some elementary Fourier support
analysis that
‖F1,l2‖L2t,x(Giα×R2)
=
 ∑
G
l2
β ⊂G
i
α
‖F1,l2‖2L2t,x(Gl2β ×R2)

1/2
.
 ∑
G
l2
β ⊂G
i
α
(
‖E(|ul|2)‖L∞t L2x(Gl2β ×R2)‖ul‖L4tL∞x (Gl2β ×R2)‖Pξ(t),l2−2<·≤l2+2uh‖L4tL∞x (Gl2β ×R2)
)2
1/2
+
 ∑
G
l2
β
⊂Giα
(
‖ul‖L∞t,x(Gl2β ×R2)‖ul‖L∞t L2x(Gl2β ×R2)‖EPl2−4≤·≤l2+4
(
Re
{
ul(Pξ(t),l2−2<·≤l2+2uh)
})‖
L2tL
∞
x (G
l2
β ×R
2)
)2
1/2
. 2l2
 ∑
G
l2
β ⊂G
i
α
‖ul‖2L4tL∞x (Gl2β ×R2)‖Pξ(t),l2−2≤·≤l2+2u‖
2
L4tL
∞
x (G
l2
β ×R
2)

1/2
, (6.206)
where we use another application of Ho¨lder’s inequality, Bernstein’s lemma, and mass conservation to obtain the ultimate
inequality. By lemma 4.10, triangle inequality, and Bernstein’s lemma, we have that
‖ul‖L4tL∞x (Gl2β ×R2)‖Pξ(t),l2−2≤·≤l2+2u‖L4tL∞x (Gl2β ×R2) . 2
l2/2‖u‖
X˜l2(G
l2
β ×R
2)
 ∑
l2−2≤l≤l2+2
2l/2‖Pξ(t),lu‖L4t,x(Gl2β ×R2)
. (6.207)
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Taking the ℓ2
G
l2
β
norm of the RHS and using the embedding U2∆ ⊂ L4t,x, we see that
 ∑
G
l2
β
⊂Giα
2l2/2‖u‖
X˜l2(G
l2
β ×R
2)
 ∑
l2−2≤l≤l2+2
2l/2‖Pξ(t),lu‖L4t,x(Gl2β ×R2)
2

1/2
. 2l2‖u‖X˜i(Giα×R2)
∑
l2−2≤l≤l2+2
 ∑
Glβ⊂G
i
α
‖Pξ(Glβ),l−2≤·≤l+2u‖
2
U2∆(G
l
β×R
2)
1/2. (6.208)
Hence,
‖F1,l2‖L2t,x(Gl2β ×R2) . 2
2l2‖u‖X˜i(Giα×R2)
∑
l2−2≤l≤l2+2
 ∑
Glβ⊂G
i
α
‖Pξ(Glβ),l−2≤·≤l+2u‖
2
U2∆(G
l
β×R
2)
1/2, (6.209)
and therefore by Cauchy-Schwarz,∑
0≤l2≤i−10
(
2−l2−i‖v0‖2L2‖F1,l2‖L2t,x(Giα×R2)
)
. ‖v0‖2L2‖u‖X˜i(Giα×R2)
∑
0≤l2≤i−10
2l2−i
∑
l2−2≤l≤l2+2
 ∑
Glβ⊂G
i
α
‖Pξ(Gl
β
),l−2≤·≤l+2u‖2U2∆(Glβ×R2)
1/2
. ‖v0‖2L2‖u‖X˜i(Giα×R2)
 ∑
0≤l2≤i−8
2l2−i
∑
G
l2
β ⊂G
i
α
‖P
ξ(G
l2
β ),l2−2≤·≤l2+2
u‖2
U2∆(G
l2
β ×R
2)

1/2
≤ ‖v0‖2L2‖u‖2X˜i(Giα×R2), (6.210)
where the ultimate inequality follows from the definition of the X(Giα × R2) norm. Thus, we have shown that
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
2k−2i
∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| · F1,l2(t, y) Im{v¯a,k(∇− iξ(t))va,k}(t, x)dxydt
∣∣∣∣∣
)1/22
. ‖v0‖2L2‖u‖2X˜i(Giα×R2),
(6.211)
which is an acceptable estimate for the contribution F1,l2 .
We now estimate the contributions of the remaining terms F2,l2 , F3,l2 , F4,l2 . Hereafter, the mixed norm notation L
p
tL
q
x is
always taken over the spacetime slab Giα×R2. Taking absolute values and using Cauchy-Schwarz and Plancherel’s theorem,
we see that
2k−2i
∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| · (F2,l2 + F3,l2 + F4,l2)(t, y) Im{v¯a,k(∇− iξ(t))va,k}(t, x)dxdydt
∣∣∣∣∣
. 2k−i‖F2,l2 + F3,l2 + F4,l2‖L1t,x‖PQkav0‖2L2.
(6.212)
By Plancherel’s theorem,
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
2k−i‖F2,l2 + F3,l2 + F4,l2‖L1t,x‖PQkav0‖2L2
)1/22 . ∑
0≤l2≤i−10
(
2l2−i‖F2,l2 + F3,l2 + F4,l2‖L1t,x‖v0‖2L2
)
.
(6.213)
We now use the triangle inequality to break up the preceding expression into three terms, each of which we estimate
separately.
We first estimate the F4,l2 term. By Ho¨lder’s inequality and Caldero´n-Zygmund theorem,∑
0≤l2≤i−10
2l2−i‖F4,l2‖L1t,x .
∑
0≤l2≤i−10
2l2−i‖Pξ(t),l2−5≤·≤iu‖4L4t,x +
∑
0≤l2≤i−10
2l2−i‖Pξ(t),≥iu‖4L4t,x =: Term1 +Term2. (6.214)
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Lemma 4.9 implies the Term2 estimate
Term2 . ‖u‖4X˜i(Giα×R2). (6.215)
To estimate Term1, we first write Pξ(t),≤l2−5≤·≤iu =
∑i
l3=l2−5
Pξ(t),l3u and then algebraically expand the L
4
t,x norm as
a sum to exploit almost orthogonality between the Littlewood-Paley projections. We then apply the triangle inequality,
Plancherel’s theorem (which tells us that the two highest frequencies relative to ξ(t) are comparable), followed by Ho¨lder’s
inequality to obtain∑
0≤l2≤i−10
2l2−i‖Pξ(t),l2−5≤·≤iu‖4L4t,x
.
∑
0≤l2≤i−10
2l2−i
∑
l2−5≤j4≤j3≤j2≤j1≤i
|j1−j2|≤3
‖Pξ(t),j4u‖L∞t L2x‖Pξ(t),j3u‖L3tL6x‖Pξ(t),j2u‖L3tL6x‖Pξ(t),j1u‖L3tL6x
.
∑
0≤j4≤j3≤j2≤j1≤i
|j1−j2|≤3
2j4−i‖Pξ(t),j4u‖L∞t L2x‖Pξ(t),j3u‖L3tL6x‖Pξ(t),j2u‖L3tL6x‖Pξ(t),j1u‖L3tL6x , (6.216)
where the ultimate line follows from interchanging the order of the l2 summation and the j4 summation. By mass conser-
vation, the above is
.
∑
0≤j3≤j2≤j1≤i
|j1−j2|≤3
2j3−i‖Pξ(t),j3u‖L3tL6x‖Pξ(t),j2u‖L3tL6x‖Pξ(t),j1u‖L3tL6x
=
∑
−3≤j≤3
∑
0≤j3≤j2≤i
2j3−i‖Pξ(t),j3u‖L3tL6x‖Pξ(t),j2u‖L3tL6x‖Pξ(t),j2+ju‖L3tL6x
≤
∑
−3≤j≤3
 ∑
0≤j2≤i
 ∑
0≤j3≤j2≤i
2j3−
j2
3 −
2i
3 ‖Pξ(t),j3u‖L3tL6x‖Pξ(t),j2u‖L3tL6x
3/2

2/3 ∑
0≤j2≤i
2j2−i‖Pξ(t),j2+ju‖3L3tL6x
1/3 ,
(6.217)
where we use Holder’s inequality in j2 to obtain the ultimate inequality. By Young’s inequality on ℓ
3
j2
applied to the kernel
K(j3, j2) := 2
2(j3−j2)/31≥0(j2 − j3), ∑
0≤j2≤i
 ∑
0≤j3≤j2
2j3−
2j2
3 −
i
3 ‖Pξ(t),j3u‖L3tL6x
3

1/3
.
 ∑
0≤j2≤i
2j2−i‖Pξ(t),j2u‖3L3tL6x
1/3 , (6.218)
and so by Ho¨lder’s inequality applied to the ℓ
3/2
j2
norm, ∑
0≤j2≤i
 ∑
0≤j3≤j2
2j3−
j2
3 −
2i
3 ‖Pξ(t),j3u‖L3tL6x‖Pξ(t),j2u‖L3tL6x
3/2

2/3
.
 ∑
0≤j2≤i
2j2−i‖Pξ(t),j2u‖3L3tL6x
2/3 . (6.219)
Using the embedding U2∆ ⊂ L3tL6x, we see that∑
0≤j1≤i
2j1−i‖Pξ(t),j1u‖3L3tL6x(Giα×R2) =
∑
0≤j1≤i
2j1−i
∑
G
j1
β ⊂G
i
α
‖Pξ(t),j1u‖3L3tL6x(Gj1β ×R2)
.
∑
0≤j1≤i
∑
G
j1
β
⊂Giα
‖P
ξ(G
j1
β ),j1−2≤·≤j1+2
u‖3
U2∆(G
j1
β ×R
2)
. ‖u‖X˜i(Giα×R2)
∑
0≤j1≤i
2j1−i
∑
G
j1
β ⊂G
i
α
‖P
ξ(G
j1
β ),j1−2≤·≤j1+2
u‖2
U2∆(G
j1
β
×R2)
. ‖u‖3
X˜i(Giα×R
2)
, (6.220)
where we use the definition of the X˜i(G
i
α × R2) norm to obtain the last two inequalities. Hence, we have shown that
Term1 . ‖u‖3X˜i(Giα×R2), and we conclude that∑
0≤l2≤i−10
2l2−i‖F4,l2‖L1t,x‖v0‖2L2 .
(
1 + ‖u‖X˜i(Giα×R2)
)
‖u‖3
X˜i(Giα×R
2)
‖v0‖2L2 . (6.221)
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We next estimate the F2,l2 term. As all the other cases are strictly easier or follow by completely analogous arguments,
we only present the details for the case where both factors ul fall inside the argument of the operator E . Thus, to estimate
‖F2,l2‖L1t,x , it suffices for us to estimate the quantity
‖ Im{(Pξ(t),≤l2uh)Pξ(t),≤l2[E(|ul|2)uh)]}‖L1t,x . (6.222)
Recall from subsection 2.2 that the operator E admits the decomposition
E = cId+ (WΩ ∗ ·), (6.223)
where c ∈ R and WΩ is the principal value distribution
〈WΩ, f〉 = lim
ǫ→0
∫
|x|≥ǫ
Ω(x/|x|)
|x|2 f(x)dx. (6.224)
By the triangle inequality,
‖ Im{(Pξ(t),≤l2uh)Pξ(t),≤l2(E(|ul|2)uh)}‖L1t,x . ‖(Pξ(t),≤l2uh)Pξ(t),≤l2(|ul|2uh)‖L1t,x
+ ‖ Im{(Pξ(t),≤l2uh)Pξ(t),≤l2((WΩ ∗ |ul|2)uh)}‖L1t,x
=: Term1 +Term2. (6.225)
Consider Term2. Let 0 ≤ χ ≤ 1 be a C∞ bump function which is supported on the ball B(0, 2) and identically one on the
ball B(0, 1), and write
(WΩ ∗ |ul|2)(x) = lim
ǫ→0
∫
|y|≥ǫ
χ(2l2y)K(y)|ul(x− y)|2dy +
∫
R2
(
1− χ(2l2y))K(y)|ul(x− y)|2dy
=: (Kloc ∗ |ul|2)(x) + (Kglob ∗ |ul|2)(x), ∀x ∈ R2, (6.226)
where we have introduced the notation K(x) := Ω(x/|x|)|x|2 above. Note that since ul is C∞, the limit defining Kloc ∗ |ul|2
exists pointwise everywhere. Now substituting this decomposition into Term2 and using that K is real-valued to add zero,
we obtain the pointwise identity
Im
{
(Pξ(t),≤l2uh)Pξ(t),≤l2
(
(WΩ ∗ |ul|2)uh
)}
= Im
{
((Pξ(t),≤l2uh)
[
Pξ(t),≤l2 , (Kloc ∗ |ul|2)
]
uh
}
+ Im
{
(Pξ(t),≤l2uh)
[
Pξ(t),≤l2 , (Kglob ∗ |ul|2)
]
uh
}
.
(6.227)
By the standard commutator argument,([
Pξ(t),≤l2 , (Kloc ∗ |ul|2)
]
uh
)
(x) =
∫ 1
0
∫
R2
22l2φ∨(2l2y)(−y) · e−i(x−y)·ξ(t)(τyuh)(x)
(Kloc ∗ ∇(|ul|2))(x− θy)dydθ. (6.228)
Since Kloc(z) = K(z) for |z| ≤ 2−l2−1, we can write(Kloc ∗ ∇(|ul|2))(x− θy) = ∫
|z|>2−l2−1
χ(2l2z)K(z)(∇|ul|2)(x − θy − z)dz
+ lim
ǫ→0
∫
ǫ≤|z|≤2−l2−1
K(z)(∇|ul|2)(x − θy − z)dz
=:
(Kloc,1 ∗ ∇(|ul|2))(x− θy) + (Kloc,2 ∗ ∇(|ul|2))(x− θy). (6.229)
By dilation invariance, ‖1>2−l2−1Kloc‖L1(R2) . 1. Therefore by the reproducing identity ∇(|ul|2) = (∇P≤l2)(|ul|2), two
applications of Minkowski’s inequality, followed by Cauchy-Schwarz, we see that
‖ Im{(Pξ(t),≤l2uh)[Pξ(t),≤l2 , (Kloc,1 ∗ |ul|2)]uh}‖L1t,x . 2−l2 ∫ 1
0
dθ sup
y∈R2
‖(Pξ(t),≤l2uh)(τyPξ(t),≤l2+1uh)τθy(P≤l2∇|ul|2)‖L1t,x
. sup
y∈R2
‖(Pξ(t),≤l2+1uh)(τyul)‖2L2t,x . (6.230)
Since Ω has mean-value zero on S1,
∫
r1<|z|<r2
K(z)dz = 0 for any 0 < r1 < r2 <∞. Hence, we can write(Kloc,2 ∗ ∇(|ul|2))(x− θy) = lim
ǫ→0
∫
ǫ≤|z|≤2−l2−1
K(z)((∇|ul|2)(x − θy − z)− (∇|ul|2)(x− θy))dz
= lim
ǫ→0
∫
ǫ≤|z|≤2−l2−1
K(z)
(∫ 1
0
(∇2|ul|2)(x− θy − θ′z) · (−z)dθ′
)
dz, (6.231)
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where the ultimate equality follows from the fundamental theorem of calculus. Using that |K(z)| . |z|−2, we see from
Minkowski’s inequality and dominated convergence that∣∣∣∣∣limǫ→0
∫
ǫ≤|z|≤2−l2−1
K(z)
(∫ 1
0
(∇2|ul|2)(x− θy − θ′z) · (−z)dθ′
)
dz
∣∣∣∣∣
.
∫ 1
0
∫
|z|≤2−l2−1
1
|z| |(P≤l2∇
2|ul|2)(x− θy − θ′z)|dzdθ (6.232)
Since ‖1≤2−l2−1 |z|−1‖L1(R2) . 2−l2 , we see again from Minkowski’s inequality together with Cauchy-Schwarz that
‖ Im{(Pξ(t),≤l2uh)[Pξ(t),≤l2 , (Kloc,2 ∗ |ul|2)]uh}‖L1t,x
. 2−2l2
∫ 1
0
∫ 1
0
dθdθ′ sup
y,z∈R2
‖(Pξ(t),≤l2uh)(τyPξ(t),≤l2+1uh)τθyτθ′z(P≤l2∇2|ul|2)‖L1t,x
. sup
y∈R2
‖(Pξ(t),≤l2+1uh)(τyul)‖2L2t,x (6.233)
By the same commutator argument used above,
([
Pξ(t),≤l2 , (Kglob ∗ |ul|2)
]
uh
)
(x) =
∫ 1
0
∫
R2
22l2φ∨(2l2y)(−y) · e−i(x−y)·ξ(t)uh(x− y)(∇Kglob ∗ |ul|2)(x − θy)dydθ. (6.234)
Since |(∇Kglob)(z)| . |z|−3 for |z| & 2−l2 , dilation invariance implies that ‖∇Kglob‖L1 . 2l2 . Hence by two applications of
Minkowski’s inequality followed by Cauchy-Schwarz, we see that
‖ Im{(Pξ(t),≤l2uh)[Pξ(t),≤l2 , (Kglob ∗ |ul|2)]uh}‖L1t,x . sup
y∈R2
‖(Pξ(t),≤l2+1uh)(τyul)‖2L2t,x . (6.235)
Therefore,
Term1 +Term2 . sup
y∈R2
‖(Pξ(t),≤l2+1uh)(τyul)‖2L2t,x . (6.236)
In the sequel, we suppress the spatial translation τy in the preceding expression, as all of our estimates are uniform in the
parameter y.
Next, observe that∑
0≤l2≤i−10
2l2−i‖(Pξ(t),≤l2+1uh)ul‖2L2t,x
.
∑
0≤l2≤i−10
2l2−i‖(Pξ(t),≤l2+1uh)(Pξ(t),≤l2−15u)‖2L2t,x +
∑
0≤l2≤i−10
2l2−i‖(Pξ(t),≤l2+1uh)(Pξ(t),l2−15<·≤l2−5u)‖2L2t,x
=: Term1 +Term2. (6.237)
To estimate Term2, we use triangle and Ho¨lder’s inequality to obtain
‖(Pξ(t),≤l2+1uh)(Pξ(t),l2−15<·≤l2−5u)‖2L2t,x(Giα×R2) =
∑
G
l2
β
⊂Giα
‖(Pξ(t),≤l2+1uh)(Pξ(t),l2−15<·≤l2−5u)‖2L2t,x(Gl2β ×R2)
.
∑
l2−5≤l3≤l2+1
l2−15≤l4≤l2−5
‖(Pξ(t),l3u)(Pξ(t),l4u)‖2L2t,x(Gl2β ×R2)
≤
∑
G
l2
β ⊂G
i
α
∑
l2−5≤l3≤l2
l2−15≤l4≤l2−5
‖Pξ(t),l3u‖2L4t,x(Gl2β ×R2)‖Pξ(t),l4u‖
2
L4t,x(G
l2
β ×R
2)
+
∑
G
l2
β ⊂G
i
α
∑
l2−15≤l4≤l2−5
‖Pξ(t),l2+1u‖2L4t,x(Gl2β ×R2)‖Pξ(t),l4u‖
2
L4t,x(G
l2
β ×R
2)
.
(6.238)
By lemma 4.9 and that 2l4 ∼ 2l2 ,∑
G
l2
β ⊂G
i
α
∑
l2−15≤l4≤l2−5
‖Pξ(t),l2+1u‖2L4t,x(Gl2β ×R2)‖Pξ(t),l4u‖
2
L4t,x(G
l2
β ×R
2)
. ‖u‖2
X˜i(Giα×R
2)
∑
G
l2
β ⊂G
i
α
‖Pξ(t),l2+1u‖2L4t,x(Gl2β ×R2).
(6.239)
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Now let Gl2+1γ(β) be the unique parent of G
l2
β so that by Bernstein’s lemma and the embedding U
2
∆ ⊂ L4t,x,
‖Pξ(t),l2+1u‖L4t,x(Gl2β ×R2) . ‖Pξ(Gl2γ(β)),l2−1≤·≤l2+3u‖U2∆(Gl2+1γ(β)×R2). (6.240)
Now by a change of variable, we conclude that∑
0≤l2≤i−10
2l2−i‖u‖2
X˜i(Giα×R
2)
∑
G
l2
β ⊂G
i
α
‖Pξ(t),l2+1u‖2L4t,x(Gl2β ×R2) . ‖u‖
4
X˜i(Giα×R
2)
. (6.241)
Next, again using lemma 4.9 and that 2l4 ∼ 2l2 , we see that∑
G
l2
β ⊂G
i
α
∑
l2−5≤l3≤l2
l2−15≤l4≤l2−5
‖Pξ(t),l3u‖2L4t,x(Gl2β ×R2)‖Pξ(t),l4u‖
2
L4t,x(G
l2
β ×R
2)
. ‖u‖2
X˜i(Giα×R
2)
∑
G
l2
β
⊂Giα
∑
l2−5≤l3≤l2
‖Pξ(t),l3u‖2L4t,x(Gl2β ×R2).
(6.242)
Using the embedding ℓ2 ⊂ ℓ4, we see that
‖Pξ(t),l3u‖2L4t,x(Gl2β ×R2) =
 ∑
G
l3
γ ⊂G
l2
β
‖Pξ(t),l3u‖4L4t,x(Gl3γ ×R2)

1/2
≤
∑
G
l3
γ ⊂G
l2
β
‖Pξ(t),l3u‖2L4t,x(Gl3γ ×R2)
.
∑
G
l3
γ ⊂G
l2
β
‖P
ξ(G
l3
γ ),l3−2≤·≤l3+2
u‖2
U2∆(G
l3
γ ×R2)
, (6.243)
where we use Bernstein’s lemma followed by the embedding U2∆ ⊂ L4t,x to obtain the ultimate inequality. It now follows
from 2l3 ∼ 2l2 and a change of variable that∑
0≤l2≤i−10
2l2−i‖u‖2
X˜i(Giα×R
2)
∑
G
l2
β ⊂G
i
α
∑
l2−5≤l3≤l2
‖Pξ(t),l3u‖2L4t,x(Gl2β ×R2) . ‖u‖
4
X˜i(Giα×R
2)
. (6.244)
Hence, we conclude that Term2 . ‖u‖4X˜i(Giα×R2).
To estimate Term1, we proceed similarly to as above, obtaining that
Term1 .
∑
0≤l2≤i−10
2l2−i
∑
l2−5<l3≤l2+1
∑
G
l3
β ⊂G
i
α
‖(Pξ(t),l3u)(Pξ(t),≤l2−18u)‖2L2t,x(Gl3β ×R2)
.
∑
0≤l2<25
2l2−i
∑
l2−5<l3≤l2+1
∑
G
l3
β ⊂G
i
α
sup
z∈R2
‖(P
ξ(G
l3
β ),l3−2≤·≤l3+2
τzu)(Pξ(t),≤l2−18u)‖2L2t,x(Gl3β ×R2)
+
∑
25≤l2≤i−10
2l2−i
∑
l2−5<l3≤l2+1
∑
G
l3
β
⊂Giα
sup
z∈R2
‖(P
ξ(G
l3
β ),l3−2≤·≤l3+2
τzu)(Pξ(t),≤l2−18u)‖2L2t,x(Gl3β ×R2)
=: Term1,1 +Term1,2. (6.245)
To estimate Term1,1, we use Ho¨lder’s inequality and lemma 4.9 to obtain the estimate Term1,1 . ‖u‖4X˜i(Giα×R2). To estimate
Term1,2, we apply proposition 5.13, with the indices l2 and i in the statement of the proposition replaced by l2 − 18 and
l3, respectively, to the atoms of Pξ(Gl3β ),l3−2≤·≤l3+2
τzu together with the spatial translation invariance of the U
2
∆ norm, to
obtain that
sup
z∈R2
‖(P
ξ(G
l3
β ),l3−2≤·≤l3+2
τzu)(Pξ(t),≤l2−18u)‖2L2t,x(Gl3β ×R2) .u ‖Pξ(Gl3β ),l3−2≤·≤l3+2u‖
2
U2∆(G
l3
β ×R
2)
(
1 + ‖u‖4
X˜i(Giα×R
2)
)
.
(6.246)
Hence by interchanging the order of the l2 and l3 summations, using that 2
l2 ∼ 2l3 , and using the definition of theX(Giα×R2)
norm, we see that ∑
0≤l2≤i−10
∑
l2−5≤l3≤l2+1
2l3−i
∑
G
l3
β ⊂G
i
α
‖P
ξ(G
l3
β ),l3−2≤·≤l3+2
u‖2
U2∆(G
l3
β ×R
2)
(
1 + ‖u‖4
X˜i(Giα×R
2)
)
. ‖u‖2
X˜i(Giα×R
2)
(
1 + ‖u‖4
X˜i(Giα×R
2)
)
.
(6.247)
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Thus, we have shown that Term1,2 . 1 + ‖u‖6X˜i(Giα×R2), and therefore Term1 . 1 + ‖u‖
6
X˜i(Giα×R
2)
.
Combining the estimates for Term1 and Term2, we have shown that∑
0≤l2≤i−10
2l2−i‖v0‖2L2‖F2,l2‖L1t,x . ‖v0‖2L2
(
1 + ‖u‖6
X˜i(Giα×R
2)
)
. (6.248)
Lastly, by interpolating between the estimates for ‖F2,l2‖L1t,x and ‖F4,l2‖L1t,x , it follows that∑
0≤l2≤i−10
2l2−i‖v0‖2L2‖F3,l2‖L1t,x . ‖v0‖2L2
(
1 + ‖u‖6
X˜i(Giα×R
2)
)
. (6.249)
We omit the details.
Bookkeeping the estimates for the contributions of F2,l2 , F3,l2 , F4,l2 , we finally conclude that
∑
0≤l2≤i−10
 sup
k≤l2+2
(∑
a∈Z2
2k−2i
∣∣∣∣∣
∫
Giα
∫
R4
(x− y)
|x− y| ·
4∑
m=2
Fm,l2(t, y) Im{v¯a,k(∇− iξ(t))va,k}(t, x)dxdydt
∣∣∣∣∣
)1/22
. ‖v0‖2L2
(
1 + ‖u‖6
X˜i(Giα×R
2)
)
.
(6.250)
With this last estimate we have shown that
|(6.182)| . ‖v0‖2L2
(
1 + ‖u‖6
X˜i(Giα×R
2)
)
, (6.251)
which completes the proof of the proposition 5.14.
7 Rigidity: Rapid frequency cascade
In this section, we preclude the rapid frequency cascade scenario
∫∞
0
N(t)3dt <∞ in which the energy is migrating from high
to low frequencies as time progresses. We follow the argument of [24] and the earlier works [68], [47], and [42] by showing that
the hypothesis
∫∞
0
N(t)3dt = K <∞ forces the solution u to have additional regularity–specifically, u ∈ C0tH3x([0,∞)×R2).
We then use this additional regularity to derive a contradiction from the conservation of energy for H1-solutions, concluding
that there the rapid frequency cascade scenario does not occur for admissible blowup solutions. We now turn to the details.
We first prove lemma 1.20 stated in subsection 1.3. We reproduce the statement of the lemma below for the reader’s
benefit.
Lemma 1.20 (H3x regularity). If u is an admissible blowup solution such that
∫∞
0
N(t)3 = K <∞, then u ∈ C0tH3x([0,∞)×
R2) and satisfies the estimate
sup
0≤t<∞
‖u(t)‖H˙3x(R2) . K
3. (1.46)
Proof. Fix an admissible blowup solution u : I × R2 → C. Let (ǫ1, ǫ2, ǫ3) be an admissible tuple with 0 < ǫj < ǫj(u), where
ǫj(u) is the constant dictated by the long-time Strichartz estimate (theorem 5.1), for j = 1, 2, 3. Let T > 0 be such that∫ T
0
∫
R2
|u(t, x)|4dxdt = 2k0 for some k0 ∈ N and
∫ T
0
N(t)3dt ≥ K
2
. (7.1)
Now define the parameter
λ :=
ǫ32
k0∫ T
0 N(t)
3dt
(7.2)
and rescale the solution u by defining uλ := λu(λ
2·, λ·), so that uλ is in the form of theorem 5.1. Applying theorem 5.1, we
obtain the estimates
‖uλ‖X˜k0 ([0,λ−2T ]×R2) ≤ C0 (7.3)
‖uλ‖Y˜k0 ([0,λ−2T ]×R2) ≤ ǫ
1/2
2 . (7.4)
where C0 is the constant in the statement of theorem 5.1.
Next, we claim that N(t) → 0 as t → ∞. Indeed, by absolutely continuity of the Lebesgue integral, given ε > 0, there
exists t0 > 0 such that
∫∞
t0
N(t)3dt ≤ εǫ1/21 . Moreover, since N(t) cannot be bounded from below on [0,∞) under the
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assumption that
∫∞
0
N(t)3dt < ∞ and taking t0 larger if necessary, we can choose t0 so that N(t0) ≤ ε2 . Hence, for any
t1 ≥ t0, we have by the fundamental theorem of calculus that
|N(t1)| ≤ ε
2
+ |N(t1)−N(t0)| ≤ ε
2
+ 2−20ǫ
−1/2
1
∫ t1
t0
N(t)3dt ≤ ε, (7.5)
which implies the claim. Additionally, we observe that
|ξ(t)| ≤ 2−20ǫ−1/21
∫ t
0
N(τ)3dτ ≤ 2−20ǫ−1/21 K, ∀t ≥ 0, (7.6)
which implies that supt≥0 |ξλ(t)| ≤ 2k0−19ǫ1/23 . Lastly, since N(t) ≤ 1 by definition of admissible blowup solution, we observe
that
Nλ(t) = λN(λ
2t) ≤ λ ≤ ǫ32
k0+1
K
. (7.7)
The estimate (7.3) implies that ∑
i≥k0
‖Piuλ‖2U2∆([0,λ−2T ]×R2) ≤ C
2
1 , (7.8)
where C1 . C0. So by undoing the scaling and using the scale invariance of the U
2
∆ norm together with some elementary
Littlewood-Paley theory, we obtain that ∑
i≥log2(
4K
ǫ3
)
‖Piu‖2U2∆([0,T ]×R2) ≤ C
2
2 , (7.9)
where C2 . C1. Since T > 0 may be taken arbitrarily large, Fatou’s lemma implies that∑
i≥log2(
4K
ǫ3
)
‖Piu‖2U2∆([0,∞)×R2) ≤ C
2
2 . (7.10)
By Duhamel’s formula, duality, and the estimate ‖ξλ‖L∞t ([0,∞) ≤ 2k0−19ǫ
1/2
3 , we have that for every j ≥ k0,∑
i≥j
‖Piuλ‖2U2∆([0,λ−2T ]×R2) .
∑
i≥j
(
inf
t∈[0,λ−2T ]
{
‖Piuλ(t)‖2L2x(R2)
}
+ ‖PiF (uλ)‖2U2∆([0,λ−2T ]×R2)
)
. inf
t∈[0,λ−2T ]
∑
i≥j
‖Piuλ(t)‖2L2x(R2)
+∑
i≥j
‖Pξλ([0,λ−2T ]),i−2≤·≤i+2F (uλ)‖2U2∆([0,λ−2T ]×R2). (7.11)
Using the estimates in the proof of lemma 5.7 together with the estimates of lemma 5.8, it follows that for every i ≥ j,
‖Pξλ([0,λ−2T ]),i−2≤·≤i+2F (uλ)‖2U2∆([0,λ−2T ]×R2)
.u
(
ǫ2‖uλ‖3X˜k0 ([0,λ−2T ]×R2) + ǫ
1/3
2 ‖uλ‖5/3X˜k0 ([0,λ−2T ]×R2)
)
‖Pξλ([0,λ−2T ]),i−5≤·≤i+5uλ‖2U2∆([0,λ−2T ]×R2)
+
(
ǫ2 + ‖uλ‖Y˜k0 ([0,λ−2T ]×R2)
(
1 + ‖uλ‖4X˜k0 ([0,λ−2T ]×R2)
))2
‖Pξλ([0,λ−2T ]),i−5≤·≤i+5uλ‖2U2∆([0,λ−2T ]×R2)
≤
(
ǫ2C
3
0 + ǫ
1/3
2 C
5/3
0 +
(
ǫ2 + ǫ
1/2
2
(
1 + C40
))2)‖Pξλ([0,λ−2T ]),i−5≤·≤i+5uλ‖2U2∆([0,λ−2T ]×R2)
≤ 2ǫ1/32 C5/30 ‖Pξλ([0,λ−2T ]),i−5≤·≤i+5uλ‖2U2∆([0,λ−2T ]×R2), (7.12)
provided that ǫ2 ∈ (0, ǫ2(u)) is sufficiently small depending on C0. Using the estimate
‖Pξλ([0,λ−2T ]),i−5≤·≤i+5uλ‖U2∆([0,λ−2T ]×R2) . ‖Pi−7≤·≤i+7uλ‖U2∆([0,λ−2T ]×R2), (7.13)
we obtain that for every j ≥ k0, ∑
i≥j
‖Pξλ([0,λ−2T ]),i−2≤·≤i+2F (uλ)‖2U2∆([0,λ−2T ]×R2)
.u ǫ
1/3
2 C
5/3
0
∑
i≥j−7
‖Piuλ‖2U2∆([0,λ−2T ]×R2).
(7.14)
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Undoing the scaling and using the scale invariance of the L2x and U
2
∆ norms together with Plancherel’s theorem, we have that∑
i≥log2(
2j+2−k0K
ǫ3
)
‖Piu‖2U2∆([0,T ]×R2) .u inft∈[0,T ]
{
‖P
≥ 2
j−k0−1K
ǫ3
u(t)‖2L2x(R2)
}
+ ǫ
1/3
2 C
5/3
0
∑
i≥log2(
2j−k0−9K
ǫ3
)
‖Piu‖2U2∆([0,T ]×R2). (7.15)
Since T > 0 can be taken arbitrarily large in the preceding inequality, the monotone convergence theorem implies that for
every integer j ≥ log2(4Kǫ3 ),∑
i≥j
‖Piu‖2U2∆([0,∞)×R2) . inft∈[0,∞)
{
‖P≥j−4u(t)‖2L2x(R2)
}
+ ǫ
1/3
2 C
5/3
0
∑
i≥j−9
‖Piu‖2U2∆([0,∞)×R2). (7.16)
Next, we claim that for any integer j ≥ log2(Kǫ3 )− 4,
lim
t→∞
‖P≥ju(t)‖L2x(R2) = 0, (7.17)
which implies that inf t∈[0,∞) ‖P≥j−4u(t)‖2L2x(R2) = 0 for j ≥ log2(
4K
ǫ3
). Indeed, given any ε > 0, we see from the bound
|ξ(t)| ≤ 2−20ǫ−1/21 K, limt→∞N(t) = 0, and the frequency localization property (4.2) that for fixed j, there exists t0(ε) > 0
such that for all t ≥ t0(ε),
‖P≥ju(t)‖2L2x(R2) ≤
∫
|ξ−ξ(t)|≥C(ε)N(t)
|uˆ(t, ξ)|2dξ ≤ ε, (7.18)
which proves the claim.
Therefore, we have shown that there exists a constant C(u) such that for any integer j ≥ log2(4Kǫ3 ),∑
i≥j
‖Piu‖2U2∆([0,∞)×R2) ≤ ǫ
1/3
2 C
5/3
0 C(u)
∑
i≥j−9
‖Piu‖2U2∆([0,∞)×R2). (7.19)
Now choose ǫ2 ≤ ǫ2(u) sufficiently small so that ǫ1/32 C5/30 C(u) ≤ 2−100. Next, for every integer j ≥ log2(4Kǫ3 ), define the
positive integer
j∗ :=
⌊
1
9
log2
(
ǫ32
j−2
K
)⌋
. (7.20)
Therefore, by iterating the estimate (7.19) j∗ times, for each j ≥ log2(4Kǫ3 ), we see that∑
2j≥ǫ−13 4K
26j‖Pju‖2U2∆([0,∞)×R2) ≤
∑
2j≥ǫ−13 4K
26j
∑
i≥j
‖Piu‖2U2∆([0,∞)×R2)
≤
∑
2j≥ǫ−13 4K
26j2−100j∗
∑
2i≥ǫ−13 4K
‖Piu‖2U2∆([0,∞)×R2)
≤ C22
∑
2j≥ǫ−13 4K
( ǫ3
4K
)−100/9
26j2−100j/9
≤ C
2
3K
6
ǫ63
, (7.21)
where C3 . C2, where we use the estimate (7.10) to obtain the penultimate inequality. Since U
2
∆ ⊂ L∞t L2x, it follows from
the triangle inequality, Plancherel’s theorem, and mass conservation that
‖u(t)‖H3x(R2) .
 ∑
2i<ǫ−13 4K
26j‖Piu(t)‖2L2x(R2)
1/2 + C3K3
ǫ33
.
K3
ǫ33
, (7.22)
for almost every t ∈ [0,∞). By a standard persistence of regularity argument, it follows that u ∈ C0tH3x([0,∞)× R2).
Using lemma 1.20, we can now prove theorem 1.21, the statement of which we recall below.
Theorem 1.21 (No rapid frequency cascade). There does not exist an admissible blowup solution such that
∫∞
0
N(t)3dt =
K <∞.
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Proof. We first claim that ξ∞ := limt→∞ ξ(t) exists. Indeed, for any t2 ≥ t1 ≥ 0, we have by the fundamental theorem of
calculus that
|ξ(t1)− ξ(t2)| ≤ 2−20ǫ−1/21
∫ t2
t1
N(t)3dt
t1,t2→∞−−−−−−→ 0. (7.23)
Hence, {ξ(t)}t≥0 is Cauchy, from which the claim follows. Moreover, |ξ(t)| ≤ 2−20ǫ−1/21 K implies that |ξ∞| ≤ 2−20ǫ−1/21 K.
Applying a Galilean transformation to u which maps ξ∞ to the origin, we obtain another admissible blowup solution
v(t, x) := e−ix·ξ∞e−it|x∞|
2
u(t, x+ 2ξ∞t) (7.24)
with parameters xv(t), ξv(t), N(t) and compactness modulus function C.
We now claim that limt→∞ ‖v(t)‖H˙1x(R2) = 0. Indeed, observe that by lemma 1.20 and mass conservation,
‖v(t)‖H˙3x(R2) . |ξ∞|
3‖u(t)‖L2x(R2) + ‖|∇|3u(t)‖L2x(R2) .u ǫ
−3/2
1 K
3 +K3, ∀t ≥ 0. (7.25)
We make the sub-claim that for every η > 0,
lim
t→∞
‖Pξv(t),≤C(η)N(t)v(t)‖H˙3x(R2) = 0. (7.26)
To see this, observe that since ξv(t)→ 0 and N(t)→ 0 as t→∞, it follows from mass conservation that
lim
t→∞
‖Pξv(t),≤C(η)N(t)v(t)‖H˙3x(R2) . limt→∞(|ξv(t)| + C(η)N(t))
3‖v0‖L2(R2) . lim
t→∞
(|ξv(t)|+ C(η)N(t))3 = 0. (7.27)
Interpolating with the L2 norm and using the the frequency localization property (4.2), we have that
‖Pξv(t),≥C(η)N(t)v(t)‖H˙1x(R2) ≤ ‖Pξv(t),≥C(η)N(t)v(t)‖
2/3
L2x(R
2)‖Pξv(t),≥C(η)N(t)v(t)‖1/3H˙3x(R2) . Kη
1/3 (7.28)
for all t ≥ 0. Hence, for any η > 0, we have by the triangle inequality that
lim sup
t→∞
‖v(t)‖H˙1x(R2) . Kη
1/3. (7.29)
Since η > 0 may be taken arbitrarily small, we conclude the claim.
Now by the Gagliardo-Nirenberg inequality and mass conservation,
lim
t→∞
‖v(t)‖L4x(R2) . limt→∞ ‖v(t)‖
1/2
L2x(R
2)‖v(t)‖1/2H˙1x(R2) = 0. (7.30)
Plancherel’s theorem then implies that the quartic term in E(v(t)) tends to zero as t → ∞. We therefore conclude that
E(v(t)) → 0 as t → ∞, which by energy conservation implies that E(v(t)) ≡ 0. Since the energy is nonnegative under our
assumptions on the initial data, we conclude that v ≡ 0, which trivially implies that u ≡ 0, a contradiction.
8 Rigidity: Quasi-soliton
In this section, we prove theorem 1.22, the statement of which we recall below, by constructing a frequency-localized in-
teraction Morawetz type estimate, thus completing the rigidity step in the proof of theorem 1.9 and hence theorem 1.9
itself.
Theorem 1.22 (No quasi-soliton). There does not exist an admissible blowup solution such that
∫∞
0 N(t)
3dt =∞.
8.1 Preliminaries
In this subsection, we record some preliminary lemmas which we will need to handle the various error terms arising when
we attempt to preclude the quasi-soliton scenario. Throughout this section we use the notation oA(1) to denote a quantity
satisfying
lim
A→∞
oA(1) = 0. (8.1)
Furthermore, u always denotes an admissible blowup solution throughout this section. Additionally, we continue to use the
notation .u,∼u,&u to denote implicit constants which depend on a given admissible blowup solution u through its APMS
parameters.
Lemmas 8.1, 8.2, 8.3, and 8.5 are from [22]. We include proofs of the first three lemmas in order to obtain lemma 8.4,
which is a new extension for our nonlocal setting.
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Lemma 8.1. We have the estimate
‖Pξ(t),≥RN(t)u‖4L4t,x(J×R2) + ‖1x(t),≥R/N(t)u‖
4
L4t,x(J×R
2) ≤ oR(1), (8.2)
uniformly in small intervals J .
Proof. Interpolating between the admissible pairs (3, 6) and (∞, 2) to get (4, 4) and using Bernstein’s lemma together with
the fact that J is small, we see that
‖Pξ(t),≥RN(t)u‖4L4t,x(J×R2) + ‖1x(t),≥R/N(t)u‖
4
L4t,x(J×R
2)
. ‖Pξ(t),≥RN(t)u‖3L3tL6x(J×R2)‖Pξ(t),≥RN(t)u‖L∞t L2x(J×R2) + ‖1x(t),≥R/N(t)u‖
3
L3tL
6
x(J×R
2)‖1x(t),≥R/N(t)u‖L∞t L2x(J×R2)
. ‖Pξ(t),≥RN(t)u‖L∞t L2x(J×R2) + ‖1x(t),≥R/N(t)u‖L∞t L2x(J×R2)
= oR(1), (8.3)
where the ultimate equality follows from the frequency localization property (4.2).
Lemma 8.2. Given η ∈ (0, 1), there exists an R(η) > 0, such that for all R ≥ R(η),∫ T
0
N(t)‖P≤RN(t)u(t)‖4L4x(R2)dt &u ηK (8.4)
for all T > 0 such that
∫ T
0
N(t)3dt = K.
Proof. Partition [0, T ] into finitely many consecutive small intervals Jl. Then for each Jl, we have that∫
Jl
N(t)‖Pξ(t),≤RN(t)u(t)‖4L4xdt ∼u N(Jl)
∫
Jl
‖Pξ(t),≤RN(t)u(t)‖4L4xdt
= N(Jl)
∫
Jl
‖u(t)‖4L4xdt−N(Jl)
∫
Jl
‖Pξ(t),>RN(t)u(t)‖4L4xdt
= N(Jl)−N(Jl)
∫
Jl
‖Pξ(t),>RN(t)u(t)‖4L4xdt
& ηN(Jl), (8.5)
provided that R ≥ R(η) by lemma 8.1. Therefore, summing over l, we obtain the lower bound∫ T
0
N(t)‖Pξ(t),≤RN(t)u(t)‖4L4xdt &u
∑
l
ηN(Jl) ∼u η
∫ T
0
N(t)3dt = ηK, (8.6)
which completes the proof.
Lemma 8.3. We have the estimate ∫
J
∫
|x−x(t)|≥ R
N(t)
|w(t, x)|4dx = oR(1), (8.7)
where w := P≤Ku, uniformly in small intervals J and real numbers K ≥ 1.
Proof. Observe that by Minkowski’s inequality,(∫
|x−x(t)|≥ R
N(t)
)
|w(t, x)|4dx
)1/4
≤
∫
R2
K2|φ∨(Kz)|
(∫
R2
1x(t),≥ R
N(t)
(x)|u(t, x − z)|4dx
)1/4
dz
.
∫
|z|≤ R
4N(t)
K2|φ∨(Kz)|
(∫
|x−x(t)|≥ R
2N(t)
|u(t, x)|4dx
)1/4
dz
+
∫
|z|≥ R
4N(t)
K2〈Kz〉−3
(∫
R2
|u(t, x)|4dx
)1/4
dz
.
(∫
|x−x(t)|≥ R
N(t)
|u(t, x)|4dx
)1/4
+
N(t)
RK
‖u(t)‖L4x(R2), (8.8)
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where we use that ‖φ∨‖L1(R2) . 1 to obtain the ultimate inequality. Therefore, taking the L4t (J) norm of both sides of the
final inequality, we obtain that(∫
J
∫
|x−x(t)|≥ R
N(t)
|w(t, x)|4dxdt
)1/4
.
(∫
J
∫
|x−x(t)|≥ R
2N(t)
|u(t, x)|4dxdt
)1/4
+
N(J)
RK
= oR(1). (8.9)
We now use lemma 8.3 to prove a more general oR(1)-type estimate for expressions involving Caldero´n-Zygmund operators.
We shall make heavy use of this result in the sequel to handle the various error terms arising in our calculations. We expect
that one could prove similar estimates for more general paraproducts, but we have no need for such generality in this work.
Lemma 8.4. Let E be the identity or any Caldero´n-Zygmund operator of convolution type with kernel K. Then∫ T
0
N(t)
∫
|x−y|≥ R
N(t)
|E(|w|2)(t, x)|2|w(t, y)|2dxdydt = oR(1)K, (8.10)
where w := P≤Ku, uniformly in intervals [0, T ] such that
∫ T
0 N(t)
3dt = K.
Proof. First, partition [0, T ] into finitely many consecutive small intervals Jl. Next, observe from the Fubini-Tonelli theorem
that ∫
|x−y|≥ R
N(t)
|E(|w|2)(t, x)|2|w(t, y)|2dxdy =
∫
R2
|E(|w|2)(t, x)|2
(∫
|x−y|≥ R
N(t)
|w(t, y)|2dy
)
dx
≤
∫
|x−x(t)|≥ R
2N(t)
|E(|w|2)(t, x)|2
(∫
|y−x(t)|≤ R
2N(t)
|w(t, y)|2dy
)
dx
+
∫
R2
|E(|w|2)(t, x)|2
(∫
|y−x(t)|≥ R2N(t)
|w(t, y)|2dy
)
dx
.
∫
|x−x(t)|≥ R2N(t)
|E(|w|2)(t, x)|2dx+ oR(1)‖u(t)‖4L4x(R2), (8.11)
where we use the reverse triangle inequality to obtain the penultimate inequality and we apply the Caldero´n-Zygmund
theorem to E together with mass conservation and lemma 8.1 to obtain the ultimate inequality. To estimate the first term
on the RHS of the ultimate inequality, first observe that∫
R2
1x(t),≥ R2N(t)
(x)|E(|w|2)(t, x)|2dx .
∫
R2
1x(t),≥ R2N(t)
(x)|E
(
1x(t),≤ R4N(t)
|w|2
)
(t, x)|2dx
+
∫
R2
1x(t),≥ R2N(t)
(x)|E
(
1x(t),> R4N(t)
|w|2
)
(t, x)|2dx
=: Term1(t) + Term2(t). (8.12)
To estimate Term2, we use the Caldero´n-Zygmund theorem together with lemma 8.3 to obtain that∫
Jl
N(t)Term2(t)dt .
∫
Jl
N(t)‖1x(t),> R
4N(t)
w(t)‖4L4x(R2)dt = oR(1)N(Jl). (8.13)
To estimate Term1, we observe that
E
(
|w|21x(t),≤ R
4N(t)
)
(x) = P.V.
∫
R2
K(z)(1x(t),≤ R
4N(t)
|w|2)(x − z)dz, ∀x ∈ R2. (8.14)
If |x− z − x(t)| ≤ R4N(t) and |x− x(t)| ≥ R2N(t) , then by the reverse triangle inequality,
|z| ≥ |z − (x− x(t)) + (x− x(t))| ≥ −|z − (x − x(t))|+ |x− x(t)| ≥ R
4N(t)
. (8.15)
So, we can write
E
(
|w|21x(t),≤ R
4N(t)
)
(x) =
∫
R2
K(z)1≥ R
4N(t)
(z)(1x(t),≤ R
4N(t)
|w|2)(x− z)dz, ∀|x− x(t)| ≥ R
2N(t)
, (8.16)
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where the integral is absolutely convergent by the CZK size condition |K(z)| .E |z|−2. We now make a change of variable in
the inner integral to write
Term1(t) =
∫
R2
1x(t),≥ R
2N(t)
(x)
(∫
R2
(1> R
4N(t)
K)(x − z)|(1x(t),≤ R
4N(t)
w(t))(z)|2dz
)2
dx. (8.17)
Then using Minkowski’s inequality together with the CZK size condition , we obtain that the RHS of the preceding equality
is .∫
|z−x(t)|≤ R4N(t)
(∫
|x−z|≥ R4N(t)
1
|x− z|4 |w(t, z)|
4dx
)1/2
dz
2 .
∫
|z−x(t)|≤ R4N(t)
|w(t, z)|2
(∫
|x|≥ R4N(t)
1
|x|4 dx
)1/2
dz
2
.
N(t)2‖u‖4L∞t L2x
R2
, (8.18)
where the ultimate inequality follows from dilation invariance. It follows from mass conservation that∫
Jl
N(t)Term1(t)dt . oR(1)
∫
Jl
N(t)3dt. (8.19)
Now summing our final estimates over l completes the proof.
Lastly, given an admissible blowup solution u with frequency scale function N(·), we need the existence of a sequence
frequency scale functions Nm : I → [0,∞) which are pointwise dominated by N(t) and slowly varying compared to N(t). The
existence of such a sequence was proved in [22] by a “smoothing algorithm” (see subsection 6.1 of that reference). Although
that work considered the focusing mass-critical NLS in dimensions d ≥ 1, the argument does not rely on any property of the
equation which is not shared by the eeDS equation (1.9).
Lemma 8.5 (Smoothing algorithm). Let u : I × R2 → C be an admissible blowup solution to (1.9) with frequency scale
function N(·). Then there exists a sequence of frequency scale functions Nm : I → [0,+∞) with the following properties:
(i) N0 = N ;
(ii) Nm(t) ≤ N(t) for all t ∈ [0,∞);
(iii) If C(u) > 0 is such that for any small interval J ,
1
C(u)
N(J) ≤ N(t) ≤ N(J), ∀t ∈ J, (8.20)
and
∫ T
0
N(t)dt = K, then ∫ T
0
Nm(t)dt &
K
C(u)
; (8.21)
(iv)
lim inf
T→∞
∫ T
0 |N ′m(t)|dt∫ T
0
Nm(t)‖u(t)‖4L4x(R2)dt
≤ 2
m
, ∀m ∈ N0. (8.22)
8.2 Construction of Morawetz functional
In this subsection, we fix an admissible blowup solution u satisfying
∫∞
0
N(t)3dt =∞ and use the sequence Nm(·) of frequency
scale functions to construct a family of frequency-localized interaction Morawetz type functionals adapted to u.
Define parameters 0 < η3 ≪ η2 ≪ η1 ≪ 1 and R≫ 1. We allow ηj to depend on ηk for k > j in addition to any implicit
constants and the critical mass M(u). Similarly, we allow R to depend on any of the implicit constants and the mass of
the solution M(u). We will state the precise relationship between all the parameters at the end of subsection 8.4 for the
defocusing case and subsection 8.5 for the focusing case.
In order to construct our family of interaction Morawetz functionals, we seek an approximate bump function which is
essentially localized to the set
{(x, y) ∈ R4 : |x− y|Nm(t) ∼R,η2 1}. (8.23)
More precisely, let χ : R → [0,+∞) be an even bump function satisfying ‖χ‖L1(R) = 1 and supp(χ) ⊂ (−1, 1). Define a
function ζ : R→ [0, 1] by the formula
ζ(r) :=
1
η2R
∫
R
1[−(1+2η2)R,(1+2η2)R](r − s)χ
(
s
η2R
)
ds. (8.24)
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Observe that ζ is nonnegative, decreasing, and satisfies
ζ(r) =
{
1, |r| ≤ R
0, |r| ≥ (1 + 4η2)R
. (8.25)
Moreover, by Young’s inequality, ζ satisfies the derivative estimates
|ζ(n)(r)| .n 1
(η2R)n
, ∀n ∈ N0. (8.26)
Next, define a compactly supported function ϕ : R→ [0,+∞) by the formula
ϕ(r) :=
1
‖ζ(| · |)‖L1(R2)
∫
S1
∫
R2
ζ(|rω − z|)ζ(|z|)dzdω, (8.27)
where dω denotes the unit normalized surface measure on the circle S1. Observe that by rotation invariance of the measure,
for any x, y ∈ R2, we have that
ϕ(|x − y|) = 1‖ζ(| · |)‖L1
∫
S1
∫
R2
ζ(|x− y|ω − z)ζ(|z|)dzdω
=
1
‖ζ(| · |)‖L1
∫
S1
∫
R2
ζ(|Oω(x − y)− z|)ζ(|z|)dzdω
=
1
‖ζ(| · |)‖L1
∫
S1
∫
R2
ζ(|x− y −O∗ωz|)ζ(|O∗ωz|)dzdω
=
1
‖ζ(| · |)‖L1
∫
R2
ζ(|x− y − z|)ζ(|z|)dz. (8.28)
Moreover, by translation invariance,
ϕ(|x − y|) = ‖ζ(| · |)‖−1L1
∫
R2
ζ(|x − z|)ζ(|y − z|)dz. (8.29)
Additionally, ϕ is decreasing, supp(ϕ) ⊂ [−(2 + 8η2)R, (2 + 8η2)R], and ϕ satisfies the derivative estimates
|ϕ(n)(r)| .n 1
(η2R)n
, ∀n ∈ N0. (8.30)
For later use in the estimation of error terms in subsections 8.4 and 8.5, we decompose ϕ into three pieces ϕ1, ϕ2, ϕ3
respectively defined by the formulae
ϕ1(r) := ‖ζ(| · |)‖−1L1
(∫
S1
∫
|z|≤(1−4η2)R
ζ(|rω − z|)ζ(|z|)dzdω
)
1[0,η2R](r), (8.31)
ϕ2(r) := ‖ζ(| · |)‖−1L1
(∫
S1
∫
|z|>(1−4η2)R
ζ(|rω − z|)ζ(|z|)dzdω
)
1[0,η2R](r), (8.32)
ϕ3(r) := ‖ζ(| · |)‖−1L1
(∫
R2
ζ(|rω − z|)ζ(|z|)dzdω
)
1(η2R,∞)(r). (8.33)
Lemma 8.6 (ϕj properties). The functions ϕ1, ϕ2, ϕ3 satisfy the following properties.
(i) There exists a constant Cη2 ∼ 1 such that
ϕ1(r) = Cη21[−η2R,η2R](r). (8.34)
(ii) We have that
ϕ2(r) = ‖ζ(| · |)‖−1L1
(∫
S1
∫
(1−4η2)R<|z|≤(1+5η2)R
ζ(|rω − z|)ζ(|z|)dzdω
)
1[−η2R,η2R](r) (8.35)
and
|ϕ′2(r)| .
1
R
, ∀|r| < η2R. (8.36)
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(iii) We have that
ϕ3(r) = ‖ζ(| · |)‖−1L1
(∫
S1
∫
|z|≤(1+4η2)R
ζ(|rω − z|)ζ(|z|)dzdω
)
1(η2R,(2+8η2)R)(|r|). (8.37)
Proof. For (i), it is tautological that ϕ1 ≡ 0 on (η2R,∞). We recall that ζ ≡ 1 on the interval [−R,R]. By the triangle
inequality,
|rω − z| ≤ R, ∀(r, z) ∈ R× R2 such that |r| ≤ η2R and |z| ≤ (1− 4η2)R. (8.38)
Therefore, for |r| ≤ η2R,
ϕ1(r) = ‖ζ(| · |)‖−1L1
∫
S1
∫
|z|≤(1−4η2R)
1dzdω =
π(1− 4η2)2R2
‖ζ(| · |)‖L1 ∼ 1, (8.39)
since ‖ζ(| · |)‖L1 ∼ R2.
For (ii), the first assertion is immediate from the triangle inequality and the support properties of ζ. For the second
assertion, we use the chain rule to obtain
ϕ′2(r) = ‖ζ(| · |)‖−1L1
∫
S1
∫
(1−4η2)R<|z|≤(1+5η2)R
ζ′(|rω − z|) (rω − z) · ω|rω − z| ζ(|z|)dzdω, ∀|r| < η2R. (8.40)
Since |ζ′(r)| . 1η2R by Young’s inequality and |ζ| ≤ 1, it follows that for |r| < η2R,
|ϕ′2(r)| . ‖ζ(| · |)‖−1L1
∫
S1
∫
(1−4η2)R<|z|≤(1+5η2)R
1
η2R
dzdω .
R
‖ζ(| · |)‖L1 ∼
1
R
, (8.41)
since ‖ζ(| · |)‖L1 ∼ R2.
(iii) is immediate from the triangle inequality and the support properties of ζ.
Now define the function ψR,m(t, ·) : [0,∞)→ [0,∞) by the formula
ψR,m(t, r) :=
1
r
∫ r
0
ϕ
(
Nm(t)
R
s
)
ds. (8.42)
Observe that ψR,m(t) ≥ 0 and ∂r(rψR,m(t, r)) = ϕ(Nm(t)rR ) ≥ 0. Additionally, since supp(ϕ) ⊂ (−(2 + 8η2)R, (2 + 8η2)R),
we have that
ψR,m(t, r) =
1
r
∫ (2+8η2)R2
Nm(t)
0
ϕ
(
Nm(t)
R
s
)
ds, ∀t ∈ [0,∞), |x| ≥ (2 + 8η2)R
2
Nm(t)
. (8.43)
Moreover, by the chain rule, mean value theorem, and induction, we see that ψR,m satisfies the derivative estimates
|∂nr ψR,m(t, r)| .n min
{
1
rn
,
(
Nm(t)
R
)n
1
(η2R)n
}
, ∀n ∈ N0. (8.44)
We decompose ψR,m into three pieces ψR,m,1, ψR,m,2, ψR,m,3 respectively defined by the formulae
ψR,m,1(t, r) :=
1
r
∫ r
0
ϕ1
(
Nm(t)s
R
)
ds, (8.45)
ψR,m,2(t, r) :=
1
r
∫ r
0
ϕ2
(
Nm(t)s
R
)
ds, (8.46)
ψR,m,3(t, r) :=
1
r
∫ r
0
ϕ3
(
Nm(t)s
R
)
ds. (8.47)
Lemma 8.7 (ψR,m,j properties). The functions ψR,m,1, ψR,m,2, ψR,m,3 satisfy the following properties uniformly in m.
(i) We have that
ψR,m,1(r) =
Cη2 , |r| ≤
η2R
2
Nm(t)
1
r
∫ η2R2
Nm(t)
0 ϕ1
(
Nm(t)s
R
)
ds, |r| > η2R2Nm(t)
(8.48)
and
|(∂rψR,m,1)(r)| . η2R
2
r2Nm(t)
1(η2R2/Nm(t),∞)(r), ∀r 6=
η2R
2
Nm(t)
, (8.49)
where Cη2 is the same constant as in the statement of lemma 8.6.
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(ii) We have that
|ψR,m,2(r)| . η21[0,η2R2/Nm(t)](r) +
η22R
2
rNm(t)
1(η2R2/Nm(t),∞)(r) (8.50)
and
|(∂rψR,m,2)(r)| . Nm(t)
R2
1[0,η2R2/Nm(t)](r) +
η22R
2
r2Nm(t)
1(η2R2/Nm(t),∞)(r), ∀r 6=
η2R
2
Nm(t)
. (8.51)
(iii) We have that
ψR,m,3 =

0, |r| ≤ η2R2Nm(t)
∼ 1, η2R2Nm(t) < r <
(2+8η2)R
2
Nm(t)
1
r
∫ (2+8η2)R2
Nm(t)
0 ϕ3
(
Nm(t)s
R
)
ds, |r| ≥ (2+8η2)R2Nm(t)
(8.52)
and
|(∂rψR,m,3)(r)| . 1
r
1(η2R2/Nm(t),∞)(r), ∀r 6=
η2R
2
Nm(t)
. (8.53)
Proof. For (i), the first assertion is immediate from ϕ1 ≡ Cη2 on the interval |r| ≤ η2R and ϕ1 ≡ 0 on the interval |r| > η2R.
The second assertion follows similarly.
For (ii), the first assertion follows from the fact |ϕ2| . η21[−η2R,η2R]. For the second assertion, we use the product rule
and fundamental theorem of calculus to obtain that for r < η2R
2
Nm(t)
,
(∂rψR,m,2)(r) = − 1
r2
∫ r
0
ϕ2
(
Nm(t)s
R
)
ds+
1
r
ϕ2
(
Nm(t)r
R
)
=
1
r2
∫ r
0
(
ϕ2
(
Nm(t)r
R
)
− ϕ2
(
Nm(t)s
R
))
ds. (8.54)
It now follows from mean value theorem that
|(∂rψR,m,2)(r)| . 1|r| ‖ϕ
′
2(
Nm(t)
R
·)‖L∞([0,η2R2/Nm])
Nm(t)|r|
R
.
Nm(t)
R2
, (8.55)
where we use the bound ‖ϕ′2‖L∞([0,η2R]) . 1R to obtain the ultimate inequality. The bound for |(∂rψR,m,2(r)| in the region
|r| > η2R2Nm(t) follows from the same argument as in (i).
For (iii), the first assertion is immediate from the support properties of ϕ3 and the triangle inequality, and the second
assertion follows by the same argument as in (i).
Definition 8.8 (Vector potential aR,m). We define the vector potential aR,m(t, ·) by the formula
aR,m(t, x− y) := ψR,m(t, |x− y|)Nm(t)(x− y), ∀(x, y, t) ∈ R2 × R2 × [0,∞). (8.56)
We denote the jth component of aR,m by aR,m,j . We note that aR,m is odd in the spatial variable and remark that this
property is crucial for exploiting Galilean invariance, as observed in [22] and [24].
We record some basic estimates for the potential aR,m in the next lemma, which will be used extensively in the sequel.
Lemma 8.9 (aR,m properties). The maps aR,m satisfy the following properties.
(i) supm≥1 ‖aR,m‖L∞t,x([0,∞)×R2) . R2
(ii)
sup
m≥1
sup
t∈[0,∞)
|∇aR,m(t, x− y)| . R
2
|x− y| , ∀(x, y, t) ∈ R
2 × R2 × [0,∞) (8.57)
(iii)
(∇ · aR,m)(t, x − y) = Nm(t)
(
ϕ
(
Nm(t)|x− y|
R
)
+ ψR,m(t, |x− y|)
)
≥ 0, ∀(x, y, t) ∈ R2 × R2 × [0,∞). (8.58)
Proof. (i) is immediate from the bound |ψR,m(t, r)| ≤ 1 in the region |r| ≤ (2+8η2)R
2
Nm(t)
and the bound |ψR,m(t, r)| ≤ (2+8η2)R
2
rNm(t)
in the region |r| > (2+8η2)R2Nm(t) .
For (ii), we note from the calculus that
∂jaR,m,k(t, x− y) = ψ′R,m(t, |x − y|)
(x− y)j
|x− y| Nm(t)(x− y)k + δjkψR,m(t, |x− y|)Nm(t). (8.59)
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The desired conclusion then follows by using the bounds for ψR,m and ∂rψR,m given by lemma 8.7.
For (iii), we note from the calculus that
∂jaR,m,j(t, x− y) = (∂rψR,m)(t, |x− y|)
(x− y)2j
|x− y| Nm(t) + ψR,m(t, |x − y|)Nm(t)
= ((∂rψR,m)(t, r)r + 2ψR,m(t, r))Nm(t), (8.60)
with r := |x− y|. The desired conclusion then follows from the identity ddr (rψR,m(t, r)) = ϕ(Nm(t)rR ) + ψR,m(t, r).
Now set w := P≤Ku, which satisfies the equation
(i∂t +∆)w = F (w) + P≤KF (u)− F (w) =: F (w) +N . (8.61)
We define the interaction Morawetz functional MR,m by the formula
MR,m(t) := 2
∫
R4
aR,m(t, x− y) · |w(t, y)|2 Im{w¯∇w}(t, x)dxdy, ∀t ≥ 0. (8.62)
Differentiating MR,m with respect to time and using the local conservation laws of the eeDS equation as in the proofs of
propositions 5.10, 5.13, and 5.14, we see that
d
dt
MR,m(t) = −
∫
R4
aR,m,j(t, x− y)|w(t, y)|2∂kLwjk(t, x)dxdy (8.63)
− 2
∫
R4
aR,m,j(t, x− y)∂kTw0k(t, y) Im{w¯∂jw}(t, x)dxdy (8.64)
−
∫
R4
aR,m,j(t, x− y)|w(t, y)|2∂kTwjk(t, x)dxdydt (8.65)
+ 2
∫
R4
(∂taR,m)(t, x− y) · |w(t, y)|2 Im{w¯∇w}(t, x)dxdy (8.66)
+ 2
∫
R4
aR,m,j(t, x− y)|w(t, y)|2 Re
{
+N¯∂jw − w¯∂jN
}
(t, x)dxdy (8.67)
+ 4
∫
R4
aR,m,j(t, x− y) Im{w¯N}(t, y) Im{w¯∂jw}(t, x)dxdy. (8.68)
Unpackaging the definition of Lwjk and then integrating with respect to time over the interval [0, T ] and using the fundamental
theorem of calculus, we obtain that
MR,m(t) = −4
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2∂k Re
{
∂kw∂jw
}
(t, x)dxdydt (8.69)
− 2
∫ T
0
∫
R4
aR,m,j(t, x− y)∂kTw0k(t, y) Im{w¯∂jw}(t, x)dxdydt (8.70)
−
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2∂kTwjk(t, x)dxdydt (8.71)
+
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2∂j∂2k(|w|2)(t, x)dxdydt (8.72)
+ 2
∫ T
0
∫
R4
(∂taR,m)(t, x − y) · |w(t, y)|2 Im{w¯∇w}(t, x)dxdydt (8.73)
+ 2
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2 Re
{
+N¯∂jw − w¯∂jN
}
(t, x)dxdydt (8.74)
+ 4
∫ T
0
∫
R4
aR,m,j(t, x− y) Im{w¯N}(t, y) Im{w¯∂jw}(t, x)dxdydt. (8.75)
8.3 Frequency localization error estimate
In this subsection, we prove an estimate which we will use to bound the quantity |(8.74) + (8.75)|, which arises because the
frequency-localized solution w satisfies the approximate eeDS equation (8.61).
Given an admissible blowup solution u and a u-admissible tuple (ǫ1, ǫ2, ǫ3), we set λ :=
ǫ32
k0
K , where K =
∫ T
0 N(t)
3dt
and rescale the solution u by defining uλ := λu(λ
2·, λ·). We denote the frequency truncation of the rescaled solution uλ by
w := P≤k0uλ, where we suppress the dependence of w on λ for convenience.
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Proposition 8.10 (Frequency truncation error estimate). Let a : [0,∞) × R2 → R2 be a map which is odd in space (i.e.
a(t, x) = −a(t,−x)) and for which there exists a constant C(a) > 0 such that
‖a‖L∞t,x([0,∞)×R2) ≤ C(a), sup
x∈R2
|x|‖∇a(x)‖L∞t ([0,∞) ≤ C(a). (8.76)
Let u be an admissible blowup solution. Then there exist constants C(u) > 0 and ǫ1(u) ≥ ǫ2(u) ≥ ǫ3(u) > 0 such that the
following holds: for all 0 < η ≪ 1, there exists a constant T0(η) > 0, such that for all admissible tuples (ǫ1, ǫ2, ǫ3), with
ǫj ≤ ǫj(u) for j = 1, 2, 3, and T ≥ T0(η) satisfying∫ T
0
N(t)3dt = K and
∫ T
0
∫
R2
|u(t, x)|4dxdt = 2k0 for some k0 ∈ N, (8.77)
we have the estimate
2
∣∣∣∣∣
∫ T/λ2
0
∫
R4
a(t, x− y) · Im{w¯N}(t, y) Im{w¯(∇− iξλ(t))w}(t, x)dxdydt
∣∣∣∣∣ (8.78)
+
∣∣∣∣∣
∫ T/λ2
0
∫
R4
a(t, x− y) · |w(t, y)|2 Re{N¯ (∇− iξλ(t))w}(t, x)dxdydt
∣∣∣∣∣ (8.79)
+
∣∣∣∣∣
∫ T/λ2
0
∫
R4
a(t, x− y) · |w(t, y)|2 Re{w¯(∇− iξλ(t))N}(t, x)dxdydt
∣∣∣∣∣ (8.80)
≤ C(a)C(u)
(
C(η)
ǫ3
K
+ η
)1/6
2k0 . (8.81)
Before diving into the proof of proposition 8.10, we briefly comment on the strategy. The idea is to perform a similar
analysis of the error terms (8.78), (8.79), and (8.80) as in the proofs of propositions 5.10, 5.13, and 5.14, except now the
RHSs of our estimates will contain the norms ‖uλ‖X˜k0 ([0,λ−2T ]×R2). Fortunately, uλ is in the form of our long-time Strichartz
estimate (theorem 5.1). Therefore, we can estimate ‖uλ‖X˜k0 ([0,λ−2T ]×R2) .u 1 uniformly in the data ([0, T ], k0, ǫ1, ǫ2, ǫ3),
provided that T > 0 is sufficiently large depending on η and ǫj ≤ ǫj(u), where the constants ǫj(u) are as in the statement of
theorem 5.1.
Proof. We estimate the terms (8.78), (8.79), and (8.80) separately.
Estimate for (8.78): We first perform a frequency decomposition uλ = uλ,l + uλ,h, where uλ,l := P≤k0−5uλ, and write
Im{w¯N} = F0 + F1 + F2 + F3 + F4, (8.82)
where Fj consists of 4− j factors uλ,l and j factors uλ,h, for j = 0, 1, . . . , 4 (see the proof of proposition 5.13 for the explicit
formulae for the Fj).
Quick Fourier support analysis shows that F0 = 0, hence there is no contribution.
Now note that by scaling invariance,∫ λ−2T
0
(
Nλ(t)
3 + ǫ3‖uλ(t)‖4L4x(R2)
)
dt = 2k0+1ǫ3, (8.83)
and so [0, λ−2T ] = Gk00 . Hence, by the estimates for F2, F3, F4 obtained in the proof of proposition 5.13, we have that
‖F2 + F3 + F4‖L1t,x([0,λ−2T ]×R2) .
(
1 + ‖uλ‖6X˜k0 ([0,λ−2T ]×R2)
)
.u 1. (8.84)
Therefore by Cauchy-Schwarz, mass conservation, and the estimates for the map a, we obtain that∣∣∣∣∣
∫ T/λ2
0
∫
R4
a(t, x− y) · (F1 + F2 + F3) (y) Im{w¯(∇− iξλ(t))w}(t, x)dxdydt
∣∣∣∣∣
≤ ‖F2 + F3 + F4‖L1t,x([0,λ−2T ]×R2)]‖a‖L∞t,x([0,λ−2T ]×R2)‖w¯(∇− iξλ(t))w‖L∞t L1x([0,λ−2T ]×R2)
.u C(a)‖(∇− iξλ(t))w‖L∞t L2x([0,λ−2T ]×R2). (8.85)
To show that the RHS of the preceding inequality can be made small as measured by the parameter η, we first decompose
w by
w = Pξλ(t),≤C(η)Nλ(t)w + Pξλ(t),>C(η)Nλ(t)w. (8.86)
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Since N(t) ≤ 1 by assumption that u is an admissible blowup solution, it follows from scaling invariance that Nλ(t) ≤ ǫ32k0K .
Therefore by the triangle inequality, the frequency localization property (4.2), Bernstein’s lemma, and mass conservation,
‖(∇− iξλ(t))w‖L∞t L2x([0,λ−2T ]×R2) ≤ ‖(∇− iξλ(t))Pξλ(t),≤C(η)Nλ(t)w‖L∞t L2x([0,λ−2T ]×R2)
+ ‖(∇− iξλ(t))Pξλ(t),>C(η)Nλ(t)w‖L∞t L2x([0,λ−2T ]×R2)
. C(η)‖Nλ‖L∞t + η2k0
≤ C(η)ǫ32
k0
K
+ η2k0 (8.87)
It remains to estimate the contribution from F1. Hereafter, the mixed norm notation L
p
tL
q
x will be taken over the
spacetime slab [0, λ−2T ]× R2. Recall from the proof of proposition 5.13 that F1 has Fourier support in the region {|ξ| ≥
2k0−4}. Therefore the Fourier multiplier ∆−1 is well-defined on the Fourier support of F1, and we may integrate by parts
in the y-variable to obtain that∫ T/λ2
0
∫
R4
∆y
∆y
F1(t, y)a(t, x− y) · Im{w¯(∇− iξλ(t))w}(t, x)dxdydt
=
∫ T/λ2
0
∫
R4
(
∂k
∆
F1
)
(t, y)(∂ka)(t, x− y) · Im{w¯(∇− iξλ(t))w}(t, x)dxdydt.
(8.88)
Using the estimate for ∇a together with mass conservation, Ho¨lder’s inequality, Hardy-Littlewood-Sobolev and Bernstein’s
lemmas, we see that ∣∣∣∣∣
∫ T/λ2
0
∫
R4
(
∂k
∆
F1
)
(t, y)(∂ka)(t, x− y) · Im{w¯(∇− iξλ(t))w}(t, x)dxdydt
∣∣∣∣∣
. C(a)‖∇
∆
F1‖L4/3t,x ‖|∇|
−1[w¯(∇− iξλ(t))w]‖L4t,x
. C(a)2−k0‖F1‖L4/3t,x ‖w¯(∇− iξλ(t))w‖L4tL4/3x
. C(a)2−k0‖F1‖L4/3t,x ‖(∇− iξλ(t))w‖L4t,x . (8.89)
By interpolation, the frequency localization property (4.2), lemma 4.10, and the estimate (8.87), we see that
‖(∇− iξλ(t))w‖L4t,x ≤ ‖(∇− iξλ(t))w‖
3/4
L3tL
6
x
‖(∇− iξλ(t))w‖1/4L∞t L2x . 2
3k0
4 ‖uλ‖3/4X˜k0 ([0,λ−2T ]×R2)
(
C(η)
ǫ32
k0
K
+ η2k0
)1/4
.u 2
k0
(
C(η)
ǫ3
K
+ η
)1/4
.
(8.90)
Therefore,
C(a)2−k0‖F1‖L4/3t,x ‖(∇− iξλ(t))w‖L4t,x .u C(a)‖F1‖L4/3t,x
(
C(η)
ǫ3
K
+ η
)1/4
, (8.91)
so it remains to estimate ‖F1‖L4/3t,x . Observe from the triangle inequality that
‖F1‖L4/3t,x ≤ 2‖uλ,lP≤k0 [E (Re{(P>k0−2uλ,h)u¯λ,l})] ‖L4/3t,x + ‖u¯λ,lP≤k0 [E(|uλ,l|
2)(P>k0−2uλ,h)]‖L4/3t,x
+ ‖(Pk0−2≤·≤k0uλ,h)E(|uλ,l|2)uλ,l‖L4/3t,x . (8.92)
So by Ho¨lder’s inequality, Caldero´n-Zygmund theorem, and lemma 4.10, it follows that
‖F1‖L4/3t,x . ‖P>k0−2uλ‖L4t,x‖uλ,l‖
3
L6t,x
. 2k0‖u‖4
X˜k0([0,λ
−2T ]×R2)
.u 2
k0 . (8.93)
Bookkeeping our estimates, we conclude that
(8.78) .u C(a)2
k0
(
C(η)
ǫ3
K
+ η
)1/4
. (8.94)
Estimate for (8.79): By Ho¨lder’s inequality, Plancherel’s theorem, and mass conservation,
|(8.79)| . ‖a‖L∞t,x‖w‖2L∞t L2x‖N (∇− iξλ(t))w‖L1t,x . C(a)‖N‖L3/2t L6/5x ‖(∇− iξλ(t))w‖L3tL6x . (8.95)
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Interpolating between the admissible pairs (5/2, 10) and (∞, 2) to get (3, 6) and using mass conservation, we see that
‖(∇− iξλ(t))w‖L3tL6x . 2k0
(
C(η)
ǫ3
K
+ η
)1/6
, (8.96)
which implies that
|(8.79)| . C(a)2k0
(
C(η)
ǫ3
K
+ η
)1/6
‖N‖
L
3/2
t L
6/5
x
. (8.97)
We next claim that ‖N‖
L
3/2
t L
6/5
x
.u 1. Indeed, recall that N = P≤k0F (uλ) − F (w). Decomposing uλ = uλ,l + uλ,h as
above, expanding the commutator N , and grouping like terms, we have that
N = N0 +N1 +N2 +N3, (8.98)
where Nj contains j factors uλ,h and 4− j factors uλ,l.
Fourier support analysis shows that N0 = 0.
We have that
N1 =
[
P≤k0 , E(|uλ,l|2)
]
(uλ,h) + 2
(
P≤k0 [E(Re{uλ,lu¯λ,h})uλ,l]− E
(
Re
{
uλ,l(P≤k0uλ,h)
})
uλ,l
)
, (8.99)
so by the triangle inequality,
‖N1‖L3/2t L6/5x . ‖
[
P≤k0 , E(|uλ,l|2)
]
(uλ,h)‖L3/2t L6/5x + ‖P≤k0 [E(Re{uλ,lu¯λ,h})uλ,l]− E(Re
{
uλ,l(P≤k0uλ,h)
}
)uλ,l‖L3/2t L6/5x
=: Term1 +Term2. (8.100)
By the fundamental theorem of calculus, Minkowski’s inequality, Ho¨lder’s inequality, Bernstein’s lemma, Caldero´n-Zygmund
theorem, and mass conservation, we have that
‖Term1‖L3/2t L6/5x . 2
−k0‖∇E(|uλ,l|2)‖L3tL3/2x ‖uλ,h‖L3tL6x . 2
−k02k0‖uλ‖3X˜k0 ([0,λ−2T ]×R2) .u 1, (8.101)
where we use lemmas 4.9 and 4.10 to obtain the penultimate inequality. By the triangle inequality,
‖Term2‖L3/2t L6/5x ≤ ‖[P≤k0 , uλ,l]E(Re{uλ,lu¯λ,h})‖L3/2t L6/5x + ‖E([P≤k0 , uλ,l](u¯λ,h))uλ,l‖L3/2t L6/5x
=: Term2,1 +Term2,2. (8.102)
The estimate Term2,1 .u 1 follows from the argument for the estimate for Term1. To estimate Term2,2, we argue similarly
as to in section 6 to obtain that
Term1,2 = ‖uλ,lE
(∫
R2
22k0φ∨(2k0y)(τy u¯λ,h)
(∫ 1
0
(τθy∇uλ,l) · (−y)dθ
)
dy
)
‖
L
3/2
t L
6/5
x
. 2−k0
∫ 1
0
∫
R2
22k0 |φ∨(2k0y)||2k0y|‖(τθy∇uλ,l)(τy u¯λ,h)‖L3/2t L3xdydθ
.u 1. (8.103)
We have the final estimate ‖N1‖L3/2t L6/5x .u 1.
To estimate ‖N2 + N3‖L3/2t L6/5x , we use triangle and Ho¨lder’s inequalities, Caldero´n-Zygmund theorem, followed by
applications of lemma 4.10 on two of the factors uλ,h and mass conservation on the remaining factors to obtain the final
estimate
‖N2 +N3‖L3/2t L6/5x .u 1. (8.104)
Bookkeeping our estimates, we have shown that
(8.79) .u C(a)2
k0
(
C(η)
ǫ3
K
+ η
)1/6
. (8.105)
Estimate for (8.80): We integrate by parts in x and use with the product rule to obtain
(8.80) ≤
∣∣∣∣∣
∫ T/λ2
0
∫
R4
(∇ · a)(t, x− y)|w(t, y)|2 Re{w¯N}(t, x)dxdydt
∣∣∣∣∣
+
∣∣∣∣∣
∫ T/λ2
0
∫
R4
a(t, x− y) · |w(t, y)|2 Re{(∇− iξλ(t))wN¯}(t, x)dxdydt
∣∣∣∣∣
= (8.79) +
∣∣∣∣∣
∫ T/λ2
0
∫
R4
(∇ · a)(t, x− y)|w(t, y)|2 Re{w¯N}(t, x)dxdydt
∣∣∣∣∣ (8.106)
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Now once again decompose N = N0+ · · ·+N3, and use the triangle inequality to to reduce to estimating the contributions
of each of the Nj separately.
Fourier support analysis shows that N0 = 0, and hence there is no corresponding contribution to the second term in
(8.106).
We next estimate the contribution of N3. By the estimate for ∇a together with Ho¨lder’s inequality in space, Hardy-
Littlewood-Sobolev lemma, Caldero´n-Zygmund theorem, followed by interpolation and mass conservation, we have that∣∣∣∣∣
∫ T/λ2
0
∫
R4
(∇ · a)(t, x − y)|w(t, y)|2 Re{w¯N3}(t, x)dxdydt
∣∣∣∣∣
. C(a)
∫ T/λ2
0
‖|w(t)|2‖
L
3/2
x
‖|∇|−1 ((wE(|uλ,h|2uλ,h) (t)) ‖L3xdt
. C(a)
∫ T/λ2
0
‖w(t)‖2L3x‖(wE(|uλ,h|
2)uλ,h)(t)‖L6/5x dt
. C(a)
∫ T/λ2
0
‖w(t)‖2L3x‖w(t)‖L12x ‖uλ,h(t)‖
3
L4x
dt
. C(a)
∫ T/λ2
0
‖w(t)‖9/5L12x ‖uλ,h(t)‖
3
L4x
dt. (8.107)
Now by Ho¨lder’s inequality in time together with the estimate ‖w‖
L
36/5
t L
12
x
. 25k0/9‖uλ,h‖X˜k0 ([0,T/λ2]×R2) given by lemma
4.10 (here we use the admissibility of the pair (36/5, 36/13)) and the estimate
‖uλ,h‖L4t,x .u ‖uλ,h‖
1/4
L∞t L
2
x
.
(
2−k0‖(∇− iξλ(t))Pξλ(t),≤C(η)Nλ(t)uλ,h‖L∞t L2x + ‖Pξλ(t),>C(η)Nλ(t)uλ,h‖L∞t L2x
)1/4
.
(
C(η)
ǫ3
K
+ η
)1/4
(8.108)
given by the frequency localization property 4.2 and |ξλ(t)‖ ≤ ǫ1/23 2−19+k0 for t ∈ [0, T ], it follows that∫ T/λ2
0
‖w(t)‖9/5L12x ‖uλ,h(t)‖
3
L4x
dt . ‖w‖9/5
L
36/5
t L
12
x
‖uλ,h‖3L4t,x .u 2
k0
(
C(η)
ǫ3
K
+ η
)3/4
. (8.109)
Hence, we have shown that∣∣∣∣∣
∫ T/λ2
0
∫
R4
(∇ · a)(t, x− y)|w(t, y)|2 Re{w¯N3}(t, x)dxdydt
∣∣∣∣∣ .u 2k0C(a)(C(η) ǫ3K + η)3/4 , (8.110)
which completes the estimate for the contribution of N3.
We next estimate the contribution of N2. Since the contributions of the other terms in N2 may be estimated by similar
arguments, without loss of generality we may assume that N2 = E(u¯λ,luλ,h)uλ,h. By similar arguments as in the case of
N3, we have that ∣∣∣∣∣
∫ T/λ2
0
∫
R4
|w(t, y)|2(∇ · a)(t, x− y)Re{w¯E(u¯λ,luλ,h)uλ,h}(t, x)dxdydt
∣∣∣∣∣
. C(a)
∫ T/λ2
0
‖|∇|−1(|w(t)|2)‖L6x‖(wE(u¯λ,luλ,h)uλ,h)(t)‖L6/5x dt
. C(a)
∫ T/λ2
0
‖w(t)‖2L3x‖w(t)‖
2
L4x
‖uλ,h(t)‖2L6xdt
. C(a)‖w‖10/3
L10t L
4
x
‖uλ,h‖2L3tL6x
. C(a)
(
2
3k0
10 ‖uλ‖X˜k0 ([0,λ−2T ]×R2)
)10/3 (
‖uλ‖4/5X˜k0 ([0,λ−2T ]×R2)
(
C(η)
ǫ3
K
+ η
)1/5)2
.u 2
k0C(a)
(
C(η)
ǫ3
K
+ η
)2/5
. (8.111)
Lastly, we estimate the contribution of N1. Since the contributions of the other terms in N1 may be estimated by
similar argument, we may assume with without loss of generality that N1 = E(u¯λ,luλ,h)uλ,l. From the same combination of
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inequalities, Caldero´n-Zygmund theorem, interpolation, and mass conservation as before, it follows that∣∣∣∣∣
∫ T/λ2
0
∫
R4
(∇ · a)(t, x− y)|w(t, y)|2 Re{w¯E(u¯λ,luλ,h)uλ,l}(t, x)dxdydt
∣∣∣∣∣
. C(a)
∫ T/λ2
0
‖w(t)‖2L3x‖(wE(u¯λ,luλ,h)uλ,l)(t)‖L6/5x dt
. C(a)
∫ T/λ2
0
‖w(t)‖2L3x‖w(t)‖
3
L
9/2
x
‖uλ,h(t)‖L6xdt
. C(a)
∫ T/λ2
0
‖w(t)‖21/5
L
9/2
x
‖uλ,h(t)‖L6xdt
. C(a)‖w‖21/5
L
63/10
t L
9/2
x
‖uλ,h‖L3tL6x
. C(a)
(
2
15k0
63 ‖uλ‖X˜k0 ([0,λ−2T ]×R2)
)21/5 (
C(η)
ǫ3
K
+ η
)1/5
.u 2
k0C(a)
(
C(η)
ǫ3
K
+ η
)1/5
. (8.112)
Bookkeeping our estimates, we have shown that
(8.80) . 2k0C(a)
(
C(η)
ǫ3
K
+ η
)1/6
, (8.113)
which completes the proof of the proposition.
8.4 Defocusing case
In this subsection, we preclude the quasi-soliton scenario for the defocusing eeDS equation, which we remind the reader is
(i∂t +∆)u = |u|2u− E(|u|2)u = −L(|u|2)u, L := −∂
2
2
∆
. (8.114)
Our goal is to prove an inequality of the form
K . |MR,m| . o(K), (8.115)
by carefully balancing the parameters m,R, η1, η2, η3,K. Since K may be taken arbitrarily large in the quasi-soliton scenario
by taking T arbitrarily large, we obtain a contradiction.
Recall that our Morawetz functional satisfies the identity
MR,m(T ) = −4
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2∂k Re
{
∂kw∂jw
}
(t, x)dxdydt (8.116)
− 2
∫ T
0
∫
R4
aR,m,j(t, x− y)∂kTw0k(t, y) Im{w¯∂jw}(t, x)dxdydt (8.117)
−
∫ T
0
∫
R4
aR,m,j(t, x − y)|w(t, y)|2∂kTwjk(t, x)dxdydt (8.118)
+
∫ T
0
∫
R4
aR,m,j(t, x − y)|w(t, y)|2∂j∂2k(|w|2)(t, x)dxdydt (8.119)
+ 2
∫ T
0
∫
R4
(∂taR,m)(t, x− y) · |w(t, y)|2 Im{w¯∇w}(t, x)dxdydt (8.120)
+ 2
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2 Re
{N¯∂jw − w¯∂jN}(t, x)dxdydt (8.121)
+ 4
∫ T
0
∫
R4
aR,m,j(t, x− y) Im{w¯N}(t, y) Im{w¯∂jw}(t, x)dxdydt. (8.122)
The quantity (8.116)+(8.117) provides the crucial lower bound &K . The remaining terms on the RHS of the identity are
error terms relative to (8.116)+(8.117) and can be made of size ∼ oR(1)K or ∼ η2K through delicate analysis involving a
combination of the preliminary lemmas from subsection 8.1 and proposition 8.10.
We now proceed to estimating the terms (8.116)-(8.122) in several steps.
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Estimate for (8.121) + (8.122): We first estimate the error terms arising from the fact that the frequency-localized solution
w satisfies the approximate eeDS equation
(i∂t +∆)w = F (w) + (P≤KF (u)− F (w)) = F (w) +N (8.123)
by using proposition 8.10. In order to do so, we rescale the frequency-localized solution w by setting λ := ǫ32
k0
K and defining
wλ(t, x) := λw(λ
2t, λx) = P≤ǫ32k0 (uλ), uλ(t, x) := λu(λ
2t, λx). (8.124)
Now observe that
(8.121) = 2λ−7
∫ T
0
∫
R4
aR,m,λ,j
(
λ−2t, λ−1(x− y)) |wλ(λ−2t, λ−1y)|2Re{N¯λ∂jwλ − w¯λ∂jNλ}(λ−2t, λ−1x)dxdydt, (8.125)
and
(8.122) = 4λ−7
∫ T
0
∫
R4
aR,m,λ,j
(
λ−2t, λ−1(x− y)) Im{w¯λNλ}(λ−2t, λ−1y) Im{w¯λ∂jwλ}(λ−2t, λ−1x)dxdydt, (8.126)
where
aR,m,λ(t, x− y) := aR,m(λ2t, λ(x − y)). (8.127)
Then by dilation invariance,
(8.121) =
2
λ
∫ T/λ2
0
∫
R4
aR,m,λ,j(t, x− y)|wλ(t, y)|2 Re
{N¯λ∂jwλ − w¯λ∂jNλ}(t, x)dxdydt, (8.128)
and
(8.122) =
4
λ
∫ T/λ2
0
∫
R4
aR,m,λ,j(t, x− y) Im{w¯λNλ}(t, y) Im{w¯λ∂jwλ}(t, x)dxdydt. (8.129)
We claim that the potential aR,m,λ satisfies the conditions of proposition 8.10 with constant C(a) . R
2. Indeed, it is
evident that ‖aR,m,λ‖L∞t,x . R2 and by the chain rule,
|∇aR,m,λ(t, x− y)| = λ|(∇aR,m,j)(λ2t, λ(x− y))| . R
2λ
|λ(x − y)| =
R2
|x− y| . (8.130)
Using that (8.128) + (8.129) is Galilean invariant, we apply proposition 8.10 with the potential aR,m,λ to obtain that
λ
2
|(8.121) + (8.122)| .u 2k0R2
(
C(η)ǫ3
K
+ η
)1/6
, ∀0 < η < 1, T ≥ T0(η). (8.131)
which implies that
|(8.121) + (8.122)| .u KR
2
ǫ3
(
C(η)ǫ3
K
+ η
)1/6
, ∀0 < η < 1, K ≥ K(η). (8.132)
Since given ǫ3, R, we have the freedom to take η arbitrarily small and K(η) arbitrarily large, we see that the RHS is o(K).
Estimate for MR,m(t): We next estimate the magnitude of the Morawetz functional MR,m(t) over the time interval [0, T ].
Since aR,m is odd, it follows that MR,m(t) is invariant under the Galilean transformation w 7→ e−ix·ξ(t)w. Therefore
|MR,m(t)| . ‖aR,m‖L∞t,x
∫
R4
| Im{w¯(∇− iξ(t))w}(t, x)||w(t, y)|2dxdy
. R2
∫
R4
| Im{w¯(∇− iξ(t))w}(t, x)||w(t, y)|2dxdy. (8.133)
Now decompose w by
w = Pξ(t),≤C(η3R−2)Nm(t)w + Pξ(t),>C(η3R−2)Nm(t)w, (8.134)
where we remind the reader that C : I → [0,∞) is the compactness modulus function for u. Using the estimate for |ξ′(t)|
and the fundamental theorem of calculus, we have that |ξ(t)| ≤ 2−19ǫ1/23 K for t ∈ [0, T ], so that
Pξ(t),≤C(η3R−2)Nm(t)w = Pξ(t),≤C(η3R−2)Nm(t)u, (8.135)
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provided that K = K(η3, R) > 0 is sufficiently large. Therefore by Cauchy-Schwarz, Plancherel’s theorem, the frequency-
localization property 4.2, and mass conservation, we have that
sup
m∈N
sup
t∈[0,T ]
MR,m(t) . sup
m∈N
sup
t∈[0,T ]
R2‖u0‖2L2‖w(∇− iξ(t))Pξ(t),≤C(η3R−2)Nm(t)w‖L∞t L1x
+ sup
t∈[0,T ]
‖w(∇− iξ(t))Pξ(t),>C(η3R−2)Nm(t)w‖L∞t L1x
. (1 +M(u))
(
C(η3R
−2)R2 + η3K
)
. (8.136)
Since given R, the parameter η3 may be taken arbitrarily small and K(η3) may be taken arbitrarily large, we see that the
RHS is o(K).
Estimate for (8.119): Integrating by parts three times in x, we see that
(8.119) = −
∫ T
0
∫
R4
(∆∇ · aR,m)(t, x− y)|w(t, y)|2|w(t, x)|2dxdydt. (8.137)
Using the identity for ∇ · aR,m in lemma 8.9, we see that
(∆∇ · aR,m)(t, x− y) = Nm(t)∆x
(
ϕ
(
Nm(t)|x − y|
R
)
+ ψR,m(t, |x− y|)
)
. (8.138)
It follows from the chain rule and mean value theorem together with the derivative estimates for ψ and ψR,m that∣∣∣∣∆x (ϕ(Nm(t)|x− y|R
)
+ ψR,m(t, |x− y|)
)∣∣∣∣ . Nm(t)2(η2R)4 , ∀(x, y) ∈ R2 × R2. (8.139)
Hence by mass conservation,∣∣∣∣∣
∫ T
0
∫
R4
(∆∇ · aR,m)(t, x− y)|w(t, y)|2|w(t, x)|2dxdydt
∣∣∣∣∣ . 1(η2R)4
∫ T
0
Nm(t)
3dt =
K
(η2R)4
. (8.140)
Estimate for (8.118): We next estimate the contribution of the nonlinear and nonlocal part of the eeDS equation to the
MR,m(T ), which is given by the term (8.118). Integrating by parts in x to move the ∂k onto aR,m,j , we see that
(8.118) =
∫ T
0
∫
R4
∂kaR,m,j(t, x− y)|w(t, y)|2Twjk(t, x)dxdydt. (8.141)
Remark 8.11. In the setting of the cubic NLS, Twjk = ∂kaR,m,jδjk|w|4. Therefore∫ T
0
∫
R4
∂kaR,m,j(t, x− y)|w(t, y)|2Twjk(t, x)dxdydt =
∫ T
0
∫
R4
(∇ · aR,m)(t, x− y)|w(t, y)|2|w(t, x)|4dxdydt ≥ 0, (8.142)
and so this term may be simply discarded. This, however, is not the case in the setting of the eeDS as the reader will see
below.
Unpackaging the definition the definition of Twjk, using the operator identity Id =
∂21
∆ +
∂22
∆ , and proceeding by direct
algebraic manipulation, we see that
∂kaR,m,jT
w
jk = ∂jaR,m,j
(
∂22
∆
(|w|2)
)2
+ 2∂2aR,m,2
∂21
∆
(|w|2)∂
2
2
∆
(|w|2)
− 2∂1aR,m,2 ∂
2
2
∆
(|w|2)∂1∂2
∆
(|w|2)
+ 2∂2aR,m,1
∂1∂2
∆
(|w|2)∂
2
1
∆
(|w|2)
+ (∂2aR,m,2 − ∂1aR,m,1)
(
∂1∂2
∆
(|w|2)
)2
=: Term1 + · · ·+Term5. (8.143)
We now consider the contributions of the Termj in groupings.
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• We first consider Term1. First, recall from lemma 8.9 that ∇ · aR ≥ 0. Therefore∫ T
0
∫
R4
(∇ · aR)(t, x− y)|w(t, y)|2
(
∂22
∆
(|w|2)(t, x)
)2
dxdydt ≥ 0, (8.144)
so we may harmlessly discard this term.
• We next consider Term3 +Term4. Observe that
∂1aR,m,2(t, x− y) = ∂2aR,m,1(t, x− y) = (∂rψR,m)(t, |x− y|)Nm(t) (x − y)1(x− y)2|x− y| . (8.145)
Decomposing ψR,m = ψR,m,1+ψR,m,2+ψR,m,3, substituting into above, it suffices to estimate the modulus of the quantity
3∑
j=1
∫ T
0
∫
R4
(∂rψR,m,j)(t, |x− y|)Nm(t) (x − y)1(x− y)2|x− y| |w(t, y)|
2 ∂
2
2
∆
(|w|2)(t, x)∂1∂2
∆
(|w|2)(t, x)dxdydt. (8.146)
We consider the contributions of the ∂rψR,m,j separately.
For the contribution of ∂rψR,m,1, observe that since ∂rψR,m,1 ≡ 0 on |r| < η2R
2
2Nm(t)
and |∂rψR,m,1| . 1r on |r| ≥ η2R
2
2Nm(t)
,
we have that∣∣∣∣∣
∫ T
0
∫
R4
(∂rψR,m,1)(t, |x− y|)Nm(t) (x − y)1(x− y)2|x− y| |w(t, y)|
2 ∂
2
2
∆
(|w|2)(t, x)∂1∂2
∆
(|w|2)(t, x)dxdydt
∣∣∣∣∣
.
∫ T
0
Nm(t)
∫
|x−y|>
η2R
2
2Nm(t)
|w(t, y)|2
∣∣∣∣∂22∆ (|w|2)(t, x)|2 ∂1∂2∆ (|w|2)(t, x)
∣∣∣∣ dxdydt
= oR(1)K (8.147)
by Cauchy-Schwarz and lemma 8.4.
For the contribution of ∂rψR,m,2, observe that since |∂rψR,m,2| . Nm(t)R2 on |r| ≤ η2R
2
2Nm(t)
and |(∂rψR,m,2)(r)| . 1r on
|r| > η2R22Nm(t) , we have that∣∣∣∣∣
∫ T
0
∫
R4
(∂rψR,m,2)(t, |x− y|)Nm(t) (x − y)1(x− y)2|x− y| |w(t, y)|
2 ∂
2
2
∆
(|w|2)(t, x)∂1∂2
∆
(|w|2)(t, x)dxdydt
∣∣∣∣∣
.
∫ T
0
∫
|x−y|≤
η2R
2
2Nm(t)
(
Nm(t)
R2
)
Nm(t)|x− y||w(t, y)|2
∣∣∣∣∂22∆ (|w|2)(t, x)∂1∂2∆ (|w|2)(t, x)
∣∣∣∣ dxdydt
+
∫ T
0
∫
|x−y|>
η2R
2
2Nm(t)
Nm(t)|w(t, y)|2
∣∣∣∣∂22∆ (|w|2)(t, x)∂1∂2∆ (|w|2)(t, x)
∣∣∣∣ dxdydt
. η2
∫ T
0
Nm(t)
∫
R4
|w(t, y)|2
∣∣∣∣∂22∆ (|w|2)(t, x)∂1∂2∆ (|w|2)(t, x)
∣∣∣∣ dxdydt∫ T
0
∫
|x−y|>
η2R
2
2Nm(t)
Nm(t)|w(t, y)|2
∣∣∣∣∂22∆ (|w|2)(t, x)∂1∂2∆ (|w|2)(t, x)
∣∣∣∣ dxdydt. (8.148)
The first term in the RHS of the ultimate inequality is . η2M(u)K by Cauchy-Schwarz and Plancherel’s theorem, and
the second term is oR(1)K by lemma 8.4.
For the contribution of ∂rψR,m,3, observe that since ∂rψR,m,3 is supported in the region {|r| > η2R
2
2Nm(t)
} and |(∂rψR,m,3)(r)| .
1
r , we can repeat the argument for the contribution of ∂rψR,m,1 to obtain the estimate∣∣∣∣∣
∫ T
0
∫
R4
(∂rψR,m,3)(t, |x− y|)Nm(t) (x − y)1(x− y)2|x− y| |w(t, y)|
2 ∂
2
2
∆
(|w|2)(t, x)∂1∂2
∆
(|w|2)(t, x)dxdydt
∣∣∣∣∣ = oR(1)K. (8.149)
Therefore, we have shown that
|Term3 +Term4| . (η2 + oR(1))K. (8.150)
• Lastly, we consider Term2 +Term5. We claim that∫ T
0
∫
R4
|w(t, y)|2(Term2 +Term5)(t, x, y)dxdydt+ oR(1)K +O(η2K) ≥ 0. (8.151)
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Indeed, observe that
∂jaR,m,j(t, x− y) = Nm(t)
(
∂rψR,m)(t, |x− y|)
(x− y)2j
|x− y| + ψR,m(t, |x− y|)
)
, j = 1, 2. (8.152)
We can estimate the contribution of the potential (∂rψR,m)(t, |x − y|)Nm(t) (x−y)
2
j
|x−y| as in the case of Term3 + Term4 to
obtain that∫ T
0
∫
R4
(∂rψR,m)(t, |x − y|)Nm(t) (x − y)
2
2
|x− y| |w(t, y)
2 ∂
2
1
∆
(|w|2)(t, x)∂
2
2
∆
(|w|2)(t, x)dxdydt
+
∫ T
0
∫
R4
(∂rψR,m)(t, |x − y|)Nm(t) (x− y)
2
2 − (x− y)21
|x− y| |w(t, y)|
2
(
∂1∂2
∆
(|w|2)(t, x)
)2
dxdydt
. oR(1)K + η2K.
(8.153)
Therefore it suffices to show that the quantity∫ T
0
Nm(t)
∫
R4
ψR,m(t, |x− y|)|w(t, y)|2 ∂
2
1
∆
(|w|2)(t, x)∂
2
2
∆
(|w|2)(t, x)dxdydt (8.154)
is nonnegative up to an error of size oR(1)K + η2K, which we do with the next lemma.
Lemma 8.12 (Cheap lower bound). Let m1(D),m2(D) be two Fourier multipliers with nonnegative symbols m1,m2,
respectively, which are of the form mj(D) = (Kj ∗ ·) + cjId, where Kj is a real-valued CZK which defines a CZO of
convolution type and cj is a real constant. Then there exists a constant C > 0 such that∫ T
0
Nm(t)
∫
R4
ψR,m(t, x− y)|w(t, y)|2m1(D)(|w|2)(t, x)m2(D)(|w|2)(t, x)dxdydt + oR(1)K + Cη2K ≥ 0. (8.155)
Proof. We decompose ψR,m = ψR,m,1 + ψR,m,2 + ψR,m,3 and consider the contribution of each term separetely.
For the contribution of ψR,m,1, decompose
ψR,m,1(t, |x− y|) = Cη2 − (Cη2 − ψR,m,1(t, |x− y|)), (8.156)
where Cη2 is the constant in lemma 8.7, so that∫
R4
ψR,m,1(t, |x− y|)|w(t, y)|2m1(D)(|w|2)(t, x)m2(D)(|w|2)(t, x)dxdy
= Cη2
∫
R4
|w(t, y)|2m1(D)(|w|2)(t, x)m2(D)(|w|2)(t, x)dxdy
+
∫
R4
(ψR,m,1(t, |x− y|)− Cη2)|w(t, y)|2m1(D)(|w|2)(t, x)m2(D)(|w|2)(t, x)dxdy
=: Main(t) + Error(t). (8.157)
By Plancherel’s theorem in x, we have that
Main(t) =M(w(t))
∫
R2
m1(ξ)m2(ξ)F(|w|2)(t, ξ)F(|w|2)(t, ξ)dξ ≥ 0. (8.158)
Hence, ∫ T
0
Nm(t)Main(t)dt ≥ 0. (8.159)
We claim that |Error(t)| . oR(1). Indeed, since ψR,m,1 ≡ Cη2 on the interval {|r| ≤ η2R
2
Nm(t)
}, we have the pointwise bound
|ψR,m,1(t, |x− y|)− Cη2 | . ·1≥ η2R2
Nm(t)
(|x− y|). (8.160)
Cauchy-Schwarz and lemma 8.4 then imply the claim.
For the contribution of ψR,m,2, recall that |ψR,m,2| . η2. Hence,∣∣∣∣∫
R4
ψR,m,2(t, |x− y|)|w(t, y)|2m1(D)(|w|2)(t, x)m2(D)(|w|2)(t, x)dxdy
∣∣∣∣
. η2
∫
R4
|w(t, y)|2 ∣∣m1(D)(|w|2)(t, x)m2(D)(|w|2)(t, x)∣∣ dxdy
. η2M(w(t))‖w(t)‖4L4x(R2) (8.161)
116
by Cauchy-Schwarz and Plancherel’s theorem. Multiplying the RHS of the ultimate inequality by Nm(t) and then
integrating with respect to time over [0, T ], we conclude that the contribution of ψR,m,2 is . η2K.
For the contribution of ψR,m,3, we use that ψR,m,3 ≡ 0 on the interval {|r| ≤ η2R
2
Nm(t)
} together with ψR,m,3 ≤ 1 to
obtain that∣∣∣∣∣
∫ T
0
∫
R4
Nm(t)
∫
R4
ψR,m,3(t, |x− y|)|w(t, y)|2m1(D)(|w|2)(t, x)m2(D)(|w|2)(t, x)dxdydt
∣∣∣∣∣ = oR(1)K (8.162)
by Cauchy-Schwarz and lemma 8.4.
Bookkeeping our analysis for the contributions of the ψR,m,j completes the proof of the lemma.
Lower bound for (8.116) + (8.117): We next prove a lower bound of size K for the sum (8.116) + (8.117), which is the
crucial ingredient in obtaining a contradiction in the quasi-soliton scenario. Integrating by parts in the x variable in (8.116)
and in the y variable in (8.117) together with unpackaging the definition of Tw0k, we see that
(8.116) + (8.117) = 4
∫ T
0
∫
R4
(∂kaR,m,j)(t, x− y)|w(t, y)|2 Re
{
∂kw∂jw
}
(t, x)dxdydt
− 4
∫ T
0
∫
R4
(∂kaR,m,j(t, x− y)) Im{w¯∂kw}(t, y) Im{w¯∂jw}(t, x)dxdydt
=: Term1 +Term2. (8.163)
Since
(∂kaR,m,j)(t, x− y) = Nm(t)
(
(∂rψR,m)(t, |x − y|) (x− y)j(x− y)k|x− y| + δjkψR,m(t, |x− y|)
)
,
(8.164)
it follows by direct computation that
Term1 = 4
∫ T
0
Nm(t)
∫
R4
ϕ
(
Nm(t)|x− y|
R
)
Nm(t)|(∇w)(t, x)|2 |w(t, y)|2dxdydt
+ 4
∫ T
0
Nm(t)
∫
R4
(
ψR,m(t, |x− y|)− ϕ
(
Nm(t)|x− y|
R
))
|(∇⊥rad,yw)(t, x)|2|w(t, y)|2dxdydt
=: Term1,1 +Term1,2. (8.165)
Similarly,
Term2 = −4
∫ T
0
Nm(t)
∫
R4
ϕ
(
Nm(t)|x − y|
R
)
Im{w¯∇w}(t, y) · Im{w¯∇w}(t, x)dxdydt
− 4
∫ T
0
Nm(t)
∫
R4
(
ψR,m(t, |x− y|)− ϕ
(
Nm(t)|x− y|
R
))
Im
{
w¯∇⊥rad,yw
}
(t, y) · Im{w¯∇⊥rad,yw}(t, x)dxdydt
=: Term2,1 +Term2,2. (8.166)
Above, we have introduced the notation ∇rad,yf(x) := (∇f(x) · x−y|x−y|) x−y|x−y| and ∇⊥rad,yf := ∇f −∇rad,yf .
We first claim that Term1,2 + Term2,2 ≥ 0. Indeed, since ϕ is decreasing, ψR,m(t, |x − y|) − ϕ(Nm(t)|x−y|R ) ≥ 0. So it
follows from Cauchy-Schwarz and symmetry in x, y that
|Term2,2| ≤ 4
∫ T
0
Nm(t)
∫
R4
(
ψR,m(t, |x− y|)− ϕ
(
Nm(t)|x − y|
R
))
|w(t, y)|2|(∇⊥rad,yw)(t, x)|2dxdydt, (8.167)
which implies the claim.
It remains to analyze the quantity Term1,1 + Term2,1. To do so, we use the observation of [22] that Term1,1 + Term2,1
is Galilean invariant. Therefore we can make (t, z)-dependent Galilean transformation w 7→ vt,z such that vt,z has zero
momentum. More precisely, for ξ(t, z) ∈ R2, we see from the definition of ϕ and the Fubini-Tonelli theorem that under the
Galilean transformation,
Term2,1 7→ 4Nm(t)‖ζ(| · |)‖L1
∫ T
0
dt
∫
R2
dz
∫
R4
dxdyζ
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣)×
Im
{
e−iy·ξ(t,z)w∇y(e−iy·ξ(t,z)y)
}
· Im
{
e−ix·ξ(t,z)w∇x(e−ix·ξ(t,z)w)
}
(t, x).
(8.168)
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We choose ξ(t, z) by the formula
ξ(t, z) :=
∫
R2
ζ
(
|Nm(t)R x− z|
)
Im{w¯∇w}(t, x)dx∫
R2
ζ
(
|Nm(t)R x− z|
)
|w(t, x)|2dx
. (8.169)
The integrands in the RHS above are continuous in (t, z), so in particular, ξ is a measurable function of (t, z). With this
choice of ξ(t, z), we now have that
Term1,1 +Term2,1 = 4
∫ T
0
∫
R4
ϕ
(
Nm(t)|x − y|
R
)
Nm(t)|∇x(e−ix·ξ(t,z)w)(t, x)|2|w(t, y)|2dxdydt. (8.170)
Remark 8.13. If our eeDS equation were instead of the form
(i∂t +∆)u = µ|u|2u− E(|u|2)u, (8.171)
for µ > 1, then this last step of making a Galilean transformation would be unnecessary. Indeed, Term1,1 +Term2,1 ≥ 0 by
Cauchy-Schwarz. One can then obtain the crucial & K lower bound from Term1 in (8.143).
Next, we define a bump function ϑ : R→ [0,+∞) by the formula
ϑ(r) :=
2
η2R
∫
R
1[−(1−4η2)R,(1−4η2)R](r − s)χ
(
2s
η2R
)
ds. (8.172)
Observe that ϑ is C∞, satisfies 0 ≤ ϑ ≤ 1 and
ϑ(r) =
{
1, |r| ≤ (1 − 6η2)R
0, |r| ≥ (1 − 2η2)R
, (8.173)
and by Young’s inequality ‖ϑ(n)‖L∞ .n (η2R)−n for all n ∈ N.
Since ζ is identically one on the support of ϑ, we have the lower bound∫
R2
ζ
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) |∇x(e−ix·ξ(t,z)w)(t, x)|2dx ≥ ∫
R2
ϑ2
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) |∇x(e−ix·ξ(t,z)w)(t, x)|2dx. (8.174)
We now massage the RHS of (8.174) into a quantity consisting of a main term and error terms, which upon integrating with
respect to t ∈ [0, T ], will have size ∼ K and size ≪ K, respectively. For notational convenience, define
v(t, x, z) := e−ix·ξ(t,z)w(t, x) (8.175)
ϑR,m,z(t, x) := ϑ
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) . (8.176)
Using the elementary identity ϑ∇v = ∇(ϑv) − v∇ϑ, we may write
ϑ2R,m,z|∇xv|2 = |∇x(ϑR,m,zv)|2 − 2Re
{
∇x(ϑR,m,zv) · (∇xϑR,m,z)v
}
+ |∇xϑR,m,z|2|v|2. (8.177)
Substituting this identity into (8.174), we obtain
(8.174) =
∫
R2
|∇x(ϑR,m,zv)(x)|2dx−
∫
R2
2Re
{
∇x(ϑR,m,zv) · (∇xϑR,m,z)v
}
(x)dx +
∫
R2
|(∇xϑR,m,z)(x)v(x)|2dx.
Now integrating by parts and using the property that ϑ is a real-valued, we see that
(8.174) =
∫
R2
|∇x(ϑR,m,zv)(x)|2dx+ 2
∫
R2
∇x · (ϑR,m,z(∇xϑR,m,z))(x)|v(x)|2dx−
∫
R2
|(∇xϑR,m,z)(x)|2|v(x)|2dx
=: Main(t, z) + Error1(t, z) + Error2(t, z). (8.178)
We first consider the contribution of Error1 + Error2. By the chain rule and the derivative estimates for ϑ, we see that
sup
x∈R2
max{|∆xϑR,m,z(x)|, |∇xϑR,m,z(x)|2} . Nm(t)
2
(η2R)2R2
. (8.179)
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Therefore by the Fubini-Tonelli theorem and mass conservation,∫ T
0
Nm(t)
‖ζ(| · |)‖L1
∫
R4
|Error1(t, z) + Error2(t, z)|ζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, y)|2dydzdt . M(u)2(η2R)2R2
∫ T
0
Nm(t)
3dt
.
M(u)2K
η22R
4
. (8.180)
We now consider the contribution of Main(t, z). Using the ordinary Gagliardo-Nirenberg inequality (i.e. where L in
theorem 1.6 is replaced by the identity), we obtain the lower bound
Main(t, z) ≥ 1
Copt‖(ϑR,m,zv)(t)‖2L2x
∫
R2
ϑR,m,z(t, x)
4|v(t, x, z)|4dx
≥ η1
∫
R2
ϑR,m,z(x)
4|w(t, x)|4dx, (8.181)
provided that η1 ≤ 2CoptM(u) and R,K > 0 are sufficiently large so that M(ϑR,m,zv) ≥ M(u)/2. By construction of ϑ and
ζ, we have that
η1
‖ζ(| · |)‖L1
∫
R2
∫
R4
ϑ4
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, x)|4|w(t, y)|2dxdydz
≥ η1
∫
|x−y|≤ R
2
10Nm(t)
|w(t, x)|4|w(t, y)|2dxdy,
(8.182)
where we use the Fubini-Tonelli theorem to integrate with respect to z first. Therefore,∫ T
0
Nm(t)
‖ζ(| · |)‖L1
∫
R4
Main(t, z)ζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, y)|2dydzdt ≥ η1 ∫ T
0
Nm(t)
∫
|x−y|≤ R
2
10Nm(t)
|w(t, y)|2|w(t, x)|4dxdydt
≥ η1M(u)
2
∫ T
0
Nm(t)|u(t, x)|4dxdt− oR(1)K, (8.183)
provided that R = R(M(u)), T = T (M(u)) > 0 are sufficiently large by lemma 8.3. Bookkeeping our estimates, we have
shown that
Term1,1 +Term2,1 ≥ η1M(u)
2
∫ T
0
Nm(t)‖u(t)‖4L4xdt−
C(u)K
η22R
4
− C(u)oR(1)K, (8.184)
which implies that
(8.116) + (8.117) ≥ η1M(u)
2
∫ T
0
Nm(t)‖u(t)‖4L4xdt−
C(u)K
η22R
4
− C(u)oR(1)K. (8.185)
Estimate for (8.120): We next prove an estimate for the term (8.120), where the time derivative hits the potential aR. This
step is precisely the motivation for introducing the m-regular frequency scale functions Nm(t). We observe from dilation
invariance, the chain rule, and the fundamental theorem of calculus that
∂taR,m(t, x− y) = ∂t
(
R(x− y)
|x− y|
∫ Nm(t)|x−y|
R
0
ϕ(s)ds
)
= ϕ
(
Nm(t)|x− y|
R
)
N ′m(t)(x − y)
=
N ′m(t)
‖ζ(| · |)‖L1
∫
R2
ζ
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣) (x− y)dz, (8.186)
where the ultimate equality follows from the definition of ϕ. So by the Fubini-Tonelli theorem,
(8.120) =
∫ T
0
∫
R2
(∫
R4
N ′m(t)
‖ζ(| · |)‖L1 ζ
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣) (x− y) · Im{w¯∇w}(t, x)|w(t, y)|2dxdy)dzdt.
(8.187)
Observe that the inner integral is invariant under the Galilean transformation w 7→ e−iξ(t,z)·xw, where ξ(t, z) is chosen as
above. Then using the elementary inequality
ab ≤ δa
2
2
+
b2
2δ
, a, b ≥ 0, δ > 0,
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together with the bound |x− y| . R2Nm(t) on the support of ϕ, we see that
|(8.120)| ≤ δ‖ζ(| · |)‖L1
∫ T
0
Nm(t)
∫
R2
∫
R4
ζ
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣) |∇x(e−iξ(t,z)·xw)(t, x)|2|w(t, y)|2dxdydzdt
+
C0R
4
δ‖ζ(| · |)‖L1
∫ T
0
N ′m(t)
2
Nm(t)3
∫
R2
∫
R4
ζ
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, x)|2|w(t, y)|2dxdydzdt
=: Term1 +Term2, (8.188)
for any δ > 0, where C0 > 0 is some absolute constant. Noting that
Term1 = δ
∫ T
0
∫
R4
Nm(t)ϕ
(
Nm(t)|x− y|
R
)
|∇(e−ix·ξ(t,z)w)(t, x)|2|w(t, y)|2dxdydt, (8.189)
we see that for δ > 0 sufficiently small, Term1 may be absorbed into Term1,1+Term1,2 in the computation of a lower bound
for (8.116)+(8.117).
To deal with Term2, we simply estimate it from above. Observe that by mass conservation and the estimate |N ′m(t)| .
Nm(t)
3, uniformly in t,m, we have that
Term2 ≤ C(u)R
4M(u)2
δ
∫ T
0
N ′m(t)dt ≤ 2C(u)
M(u)2R4
δm
∫ T (m)
0
Nm(t)‖u(t)‖4L4xdt, ∀m ∈ N (8.190)
by the smoothing algorithm (lemma 8.5).
Bookkeeping: We now bookkeep our estimates to obtain a contradiction for T > 0 sufficiently large. Observe that we have
shown that there exists a constant C(u) > 0 such that
C(u)
(
C(η3R
−2)R2 + η3K
) ≥MR,m(T ) ≥ (η1M(u)
2
− 2C(u)R
4
δm
)∫ T
0
Nm(t)‖u(t)‖4L4xdt
− C(u)KR
2
ǫ3
(
C(η3)ǫ3
K
+ η3
)1/6
− K
(η2R)4
− C(u)oR(1)K − C(u)
η22R
4
K − C(u)η2K
(8.191)
for all T,R > 0 sufficiently large. Since
∫ T
0 Nm(t)‖u(t)‖4L4xdt ≥
1
C(u)K, taking C(u) larger if necessary, dividing both sides
by K, we have shown that
C(u)
(
C(η3R
−2)R2
K
+ η3
)
≥ 1
C(u)
(
η1M(u)
2
− 2C(u)R
4
δm
)
− C(u)R
2
ǫ3
((
C(η3)ǫ3
K
)1/6
+ η
1/6
3
)
− 1
(η2R)4
− C(u)oR(1)− C(u)
η22R
4
− C(u)η2
(8.192)
for all T,R > 0 sufficiently large. First, choose η1 > 0 so that η1 ≤ 2CoptM(u) . Define the quantity ǫ implicitly by
η1M(u)
2C(u)
= 100ǫ. (8.193)
Next, choose η2 > 0 sufficiently small so that
C(u)η2 ≤ ǫ. (8.194)
Next, choose R = R(η2) > 0 sufficiently large so that
1
(η2R)4
+ C(u)oR(1) +
C(u)
η22R
4
≤ ǫ. (8.195)
Next, choose η3 = η3(R, ǫ3) > 0 sufficiently small so that
C(u)η3 +
C(u)R2
ǫ3
η
1/6
3 ≤ ǫ. (8.196)
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Next, choose m = m(δ, R) ∈ N sufficiently large so that
2R4
δm
≤ ǫ. (8.197)
Finally, choose T = T (R, η3, ǫ3) > 0 sufficiently large so that
C(u)C(η3R
−2)R2
K
+
C(u)R2
ǫ3
(
C(η3)ǫ3
K
)1/6
≤ ǫ. (8.198)
Therefore, we conclude that
2ǫ ≥ 100ǫ− 10ǫ = 90ǫ, (8.199)
which is a contradiction.
8.5 Focusing case
We now preclude the quasi-soliton scenario
∫∞
0
N(t)3dt =∞ in the case of the focusing eeDS equation, which we remind the
reader is
(i∂t +∆)u = −|u|2u− E(|u|2)u = −
(
2
∂21
∆
+
∂22
∆
)
(|u|2)u = −L(|u|2)u. (8.200)
Let Copt,L denote the optimal constant in the inequality
‖L(|f |2)|f |2‖L1(R2) ≤ Copt,L‖f‖2L2(R2)‖∇f‖2L2(R2). (8.201)
We recall the characterization of Copt due Papanicolaou, Sulem, Sulem, and Wang (see theorem 1.6), which says that
Copt,L =
2
M(Q)
, ∆Q −Q+ L(Q2)Q = 0, Q > 0. (8.202)
Note that in the focusing case, the critical mass Mc satisfies the additional condition Mc < M(Q) and hence the initial data
of the solution also satisfies M(u0) < M(Q) by definition of admissible blowup solution.
We repeat the integration by parts and fundamental theorem of calculus computations from subsection 8.2 to obtain that
MR,m(T ) = −4
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2∂k Re
{
∂kw∂jw
}
(t, x)dxdydt (8.203)
− 2
∫ T
0
∫
R4
aR,m,j(t, x− y)∂kTw0k(t, y) Im{w¯∂jw}(t, x)dxdydt (8.204)
−
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2∂kTwjk(t, x)dxdydt (8.205)
+
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2∂j∂2k(|w|2)(t, x)dxdydt (8.206)
+ 2
∫ T
0
∫
R4
(∂taR,m)(t, x− y) · |w(t, y)|2 Im{w¯∇w}(t, x)dxdydt (8.207)
+ 2
∫ T
0
∫
R4
aR,m,j(t, x− y)|w(t, y)|2 Re
{N¯∂jw − w¯∂jN}(t, x)dxdydt (8.208)
+ 4
∫ T
0
∫
R4
aR,m,j(t, x− y) Im{w¯N}(t, y) Im{w¯∂jw}(t, x)dxdydt. (8.209)
The only steps from the defocusing case which we need to reconsider now in the focusing case are the lower bound for
(8.203)+(8.204) and the asymptotic for (8.205).
Asymptotic for (8.205): We first rewrite (8.205) in a convenient form. As before, we integrate by parts in x to move the
∂k onto aR,m,j, obtaining
(8.205) =
∫ T
0
∫
R4
∂kaR,m,j(t, x− y)|w(t, y)|2Twjk(t, x)dxdydt.
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Unpackaging the definition of Twjk, using the operator identity Id =
∂21
∆ +
∂22
∆ , and proceeding by direct algebraic manipulation,
we see that
∂kaR,m,jT
w
jk = −∂jaR,m,j
(
2
∂21
∆
(|w|2) + ∂
2
2
∆
(|w|2)
)
|w|2
+ (∂2aR,m,2 − ∂1aR,m,1)
(
∂21
∆
(|w|2)∂
2
2
∆
(|w|2) +
(
∂1∂2
∆
(|w|2)
)2)
+ 2∂2aR,m,1
∂1∂2
∆
(|w|2)∂
2
1
∆
(|w|2)− 2∂1aR,m,2∂
2
2
∆
(|w|2)∂1∂2
∆
(|w|2)
=: −∂jaR,m,jL(|w|2)|w|2 +Term1 +Term2. (8.210)
We claim that Term1 +Term2 give a contribution to (8.205) which is of size oR(1)K + η2K. Indeed, the estimate∣∣∣∣∣
∫ T
0
∫
R4
(Term1 +Term2)(t, x, y)|w(t, y)|2dxdydt
∣∣∣∣∣ . oR(1)K + η2K, (8.211)
follows readily from the same analysis of the contributions of the error terms Termj in (8.143). Therefore, we have shown
that ∣∣∣∣∣(8.205) +
∫ T
0
∫
R4
(∂jaR,m,j)(t, x− y)|w(t, y)|2L(|w|2)(t, x)|w(t, x)|2dxdydt
∣∣∣∣∣ . oR(1)K + η2K. (8.212)
Lower bound for (8.203) + (8.204): We now proceed to obtaining a lower bound for (8.203)+(8.204). As in the defocusing
case,
(8.203) + (8.204) =
∫ T
0
4Nm(t)
‖ζ(| · |)‖L1
∫
R4
∫
R2
|∇(ϑR,m,zv)(t, x, z)|2ζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, y)|2dxdydzdt
+O
(
K
η22R
4
)
.
(8.213)
Now decompose∫
R2
|∇(ϑR,m,zvz)(t, x)|2dx = η1
∫
R2
|∇(ϑR,m,zvz)(t, x)|2dx+ (1− η1)
∫
R2
|∇(ϑR,m,zvz)(t, x)|2dx
=: Term1 +Term2.
(8.214)
To obtain a lower bound for Term1, we use the ordinary Gagliardo-Nirenberg inequality (i.e. where L is replaced by Id)
to obtain that
Term1(t, z) ≥ η1
CoptM(ϑR,m,zw)
∫
R2
|(ϑR,m,zw)(t, x)|4dx. (8.215)
It follows from our work in the defocusing case that∫ T
0
4Nm(t)
‖ζ(| · |)‖L1
∫
R4
Term1(t, z)ζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, y)|2dydzdt ≥ 2η1CoptM(u)K, (8.216)
provided that R, T > 0 are sufficiently sufficiently large so that M(ϑR,m,zw) ≥ M(u)2 .
To obtain a lower bound for Term2, we use the sharp Gagliardo-Nirenberg ineqality for L (theorem 1.6) to obtain that
Term2(t, z) ≥ (1− η1) M(Q)
2M(ϑR,m,zw)
∣∣∣∣∫
R2
L(|ϑR,m,zw|2)(t, x)|(ϑR,m,zw)(t, x)|2dx
∣∣∣∣ . (8.217)
Therefore ∫ T
0
4Nm(t)
‖ζ(| · |)‖L1
∫
R4
Term2(t, z)ζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, y)|2dydzdt
≥ 2(1− η1)M(Q)
M(ϑR,m,zw)
∫ T
0
dt
Nm(t)
‖ζ(| · |)‖L1
∫
R4
dydzζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, y)|2×∣∣∣∣∫
R2
L(|ϑR,m,zw|2)(t, x)|(ϑR,m,zw)(t, x)|2dx
∣∣∣∣ .
(8.218)
122
Lower bound for (8.203) + (8.204) + (8.205): We now claim that
−
∫ T
0
∫
R4
(∇ · aR,m)(t, x− y)|w(t, y)|2L(|w|2)(t, x)|w(t, x)|2dxdydt
= −2
∫ T
0
Nm(t)
‖ζ(| · |)‖L1
∫
R4
ζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, y)|2 ∣∣∣∣∫
R2
L(|ϑR,m,zw|2)(t, x)|(ϑR,m,zw)(t, x)|2dx
∣∣∣∣ dydzdt
+ oR(1)K + η2O(K).
(8.219)
To prove the claim, we first observe that since ϑ, ζ ≡ 1 on the interval {|r| ≤ (1− 6η2)R}, it follows that
1
‖ζ(| · |)‖L1
∫
R2
∣∣∣∣ζ (∣∣∣∣Nm(t)R x− z
∣∣∣∣)− ϑ2 (∣∣∣∣Nm(t)R x− z
∣∣∣∣)∣∣∣∣ ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣) dz
.
1
‖ζ(| · |)‖L1
∫
(1−16η2)R≤|z|≤(1+8η2)R
dz
. η2. (8.220)
As a consequence of the identity ∂r(rψR,m(r)) = ϕ(
Nm(t)r
R ), we have that
(∇ · aR,m)(t, x− y) = 2Nm(t)ϕ
(
Nm(t)|x− y|
R
)
− (∂rψR,m)(t, |x− y|)Nm(t)|x− y|. (8.221)
Hence, it follows from our analysis of the error terms in subsection 8.4 that∫ T
0
∫
R4
(∇ · aR,m)(t, x− y)|w(t, y)|2L(|w|2)(t, x)|w(t, x)|2dxdydt
= oR(1)K + η2O(K) + 2
∫ T
0
Nm(t)
∫
R4
ϕ
(
Nm(t)|x − y|
R
)
|w(t, y)|2L(|w|2)(t, x)|w(t, x)|2dxdydt.
(8.222)
Hence by the Fubini-Tonelli theorem and the triangle inequality,∣∣∣∣∣
∫ T
0
dtNm(t)
∫
R4
dxdy
(
ϕ
(
Nm(t)|x− y|
R
)
− ‖ζ(| · |)‖−1L1
∫
R2
ϑ2
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣)dz)
|w(t, y)|2L(|w|2)(t, x)|w(t, x)|2∣∣
. η2
∫ T
0
Nm(t)
∫
R4
|w(t, y)|2|L(|w|2)(t, x)||w(t, x)|2dxdydt
. η2K. (8.223)
where we use the estimate (8.220), Ho¨lder’s inequality, and Plancherel’s theorem to obtain the ultimate inequality.
It suffices now for us to estimate the quantity
‖ζ(| · |)‖−1L1
∫ T
0
Nm(t)
∫
R6
ϑ2
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, y)|2|L(|w|2(1− ϑ2R,m,z))(t, x)|2|w(t, x)|2dxdydzdt,
(8.224)
which we claim is of size ∼ oR(1)K+η2K. Assuming the claim, let us conclude the lower bound for (8.203)+(8.204)+(8.205).
Bookkeeping our estimates, we have shown that there exists a constant C(u) > 0 such that
(8.203) + (8.204) + (8.205)
≥ 2η1
CoptM(u)
K
+
2(1− η1)M(Q)
M(u)
∫ T
0
Nm(t)
‖ζ(| · |)‖L1
∫
R4
ζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣)|w(t, y)|2|〈L(|ϑR,m,zw(t)|2), |ϑR,m,zw(t)|2〉|dydzdt
− 2
∫ T
0
Nm(t)
‖ζ(| · |)‖L1
∫
R4
ζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣)|w(t, y)|2|〈L(|ϑR,m,zw(t)|2), |ϑR,m,zw(t)|2〉|dydzdt
− oR(1)K − C(u)η2K,
(8.225)
provided that η1 = η1(u) > 0 is sufficiently small and T,R > 0 are sufficiently large. Since M(u) < M(Q), we can choose
η1 > 0 sufficiently small so that
(1− η1)M(Q)
M(u)
> 1, (8.226)
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which implies that the sum of the second and third lines in the RHS of (8.225) is nonnegative. Hence, we conclude the
lower bound
(8.203) + (8.204) + (8.205) ≥ 2η1
CoptM(u)
K − oR(1)K − C(u)η2K. (8.227)
We now estimate (8.224) by dividing the spatial integration into cases as follows. Let K denote the Schwartz kernel of L,
and let χ be the bump function defined in subsection 8.2. We decompose L into a “local” piece in a ball of radius ∼ η2RNm(t)
around the origin and a “global” piece outside this ball:
Lloc :=
(
Kχ
(
4Nm(t)
η2R2
·
))
∗ =: Kloc∗ (8.228)
Lglob :=
(
K
(
1− χ
(
4Nm(t)
η2R2
·
)))
∗ =: Kglob ∗ . (8.229)
Now decompose (8.224) by
(8.224) = Term1 +Term2 +Term3, (8.230)
where
Term1 := ‖ζ(| · |)‖−1L1
∫ T
0
dtNm(t)
∫
|x−y|≤
η2R
2
4Nm(t)
dxdydzϑ2
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣)
|w(t, y)|2Lloc
(|w|2(1− ϑ2R,m,z)) (t, x)|w(t, x)|2 ,
(8.231)
Term2 := ‖ζ(| · |)‖−1L1
∫ T
0
dtNm(t)
∫
|x−y|≤
η2R
2
4Nm(t)
dxdydzϑ2
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣)
|w(t, y)|2Lglob
(|w|2(1− ϑ2R,m,z)) (t, x)|w(t, x)|2 ,
(8.232)
and
Term3 := ‖ζ(| · |)‖−1L1
∫ T
0
dtNm(t)
∫
|x−y|≥
η2R
2
4Nm(t)
dxdydzϑ2
(∣∣∣∣Nm(t)R x− z
∣∣∣∣) ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣)
|w(t, y)|2L (|w|2(1− ϑ2R,m,z)) (t, x)|w(t, x)|2 .
(8.233)
We now estimate each of the Termj separately.
• We first estimate Term1. By using the decomposition of the Schwartz kernel K given by proposition 2.1 and considering
each piece separately, we may pretend that K is actually a measurable function.
We claim that
1
≤
η2R
2
4Nm(t)
(|x− y|)Lloc(|w|2(1− ϑ2R,m,z))(t, x) 6= 0 =⇒
∣∣∣∣Nm(t)R y − z
∣∣∣∣ > (1− 7η2)R. (8.234)
Indeed, observe that
Lloc(|w|2(1 − ϑ2R,m,z))(t, x)
= lim
ε→0+
∫
ε≤|z′|≤
η2R
2
4Nm(t)
Kloc(z′)|w(t, x − z′)|2|w(t, x − z′)|2
(
1− ϑ2
(∣∣∣∣Nm(t)R (x− z′)− z
∣∣∣∣))dz′. (8.235)
Since supp(1 − ϑ2) ⊂ {|r| ≥ (1− 6η2)R} and by the triangle inequality,
|z′| ≤ η2R
2
4Nm(t)
and
∣∣∣∣Nm(t)R x− z
∣∣∣∣ ≤ (1− 6.5η2)R =⇒ ∣∣∣∣Nm(t)R (x − z′)− z
∣∣∣∣ ≤ (1− 6.25η2)R, (8.236)
it follows that Lloc(|w|2(1 − ϑ2R,m,z))(t, x) = 0. By the reverse triangle inequality together with the condition |x − y| ≤
η2R
2
4Nm(t)
, we then obtain the claim.
Therefore by Cauchy-Schwarz in x, followed by mass conservation, we have that
|Term1| . 1‖ζ(| · |)‖L1
∫ T
0
dtNm(t)
∫
R4
dydz1≥(1−7η2)R
(∣∣∣∣Nm(t)R y − z
∣∣∣∣)ζ (∣∣∣∣Nm(t)R y − z
∣∣∣∣) |w(t, y)|2(∫
R2
|w(t, x)|4dx
)1/2(∫
R2
|Lloc
(|w|2(1− ϑ2R,m,z)) (t, x)|2dx)1/2 . (8.237)
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Since ‖K̂loc‖L∞(R2) . ‖Kˆ‖L∞ . 1 by Young’s inequality, we can use Plancherel’s theorem to obtain the estimate
sup
y,z∈R2
(∫
R2
|Lloc
(|w|2(1 − ϑ2R,m,z)) (t, x)|2dx)1/2 . ‖w(t)‖2L4x(R2). (8.238)
Hence by the Fubini-Tonelli theorem, the support of ζ, and mass conservation,
|Term1| . ‖ζ(| · |)‖−1L1
∫ T
0
dtNm(t)‖w(t)‖4L4x(R2)
∫
R2
dy|w(t, y)|2
∫
R2
dz1(1−7η2)R≤·≤(1+4η2)R
(∣∣∣∣Nm(t)R y − z
∣∣∣∣)
. η2
∫ T
0
Nm(t)‖w(t)‖4L4x(R2)dt
.u η2K. (8.239)
• We next estimate Term2. By Cauchy-Schwarz in z′ together with the pointwise estimate
|Kglob(z′)| . |z′|−21
|z′|≥
η2R
2
4Nm(t)
, (8.240)
we have that∣∣∣∣∫
R2
Kglob(z′)|w(t, x − z′)|2
(
1− ϑ2
(∣∣∣∣Nm(t)R (x− z′)− z
∣∣∣∣)) dz∣∣∣∣ . (∫
R2
|w(t, x − z′)|4dz′
)1/2(∫
|z′|≥
η2R
2
4Nm(t)
|z′|−4dz′
)1/2
.
Nm(t)
η2R2
‖w(t)‖2L4x(R2), (8.241)
by translation and dilation invariance. Hence,
|Term2| .
∫ T
0
Nm(t)
2‖w(t)‖2L4x(R2)
η2R2‖ζ(| · |)‖L1
∫
R6
ζ
(∣∣∣∣Nm(t)R y − z
∣∣∣∣)ϑ2(∣∣∣∣Nm(t)R x− z
∣∣∣∣) |w(t, x)|2|w(t, y)|2dxdydzdt
.
∫ T
0
Nm(t)
2‖w(t)‖2L4x(R2)
η2R2
dt, (8.242)
where we use mass conservation to obtain the ultimate line. Now by Cauchy-Schwarz in time, we obtain that
|Term2| . 1
η2R2
(∫ T
0
Nm(t)
3dt
)1/2(∫ T
0
Nm(t)‖w(t)‖4L4x(R2)dt
)1/2
.u
K
η2R2
. (8.243)
• Lastly, we estimate Term3. Since (1− ϑ2R,m,z) . 1 pointwise, we can apply lemma 8.4 to obtain that
|Term3| = oR(1)
η2
K. (8.244)
Bookkeeping: We now have all the necessary estimates to obtain a contradiction. After a bit of bookkeeping, we have
shown that there exists a constant C(u) > 0 such that
C(u)
(
C(η3R
−2)R2 + η3K
) ≥MR,m(T ) ≥ 2η1
CoptM(u)
K − 2C(u)R
4
δm
K − C(u)R
2K
ǫ3
(
C(η3)ǫ3
K
+ η3
)1/6
− K
(η2R)4
− C(u)oR(1)K − C(u)K
η22R
2
− C(u)η2K.
(8.245)
for η1 = η1(u,M(u)) > 0 sufficiently small and R, T > 0 sufficiently large. Dividing both sides by K, our goal is to obtain
a contradiction from the inequality
C(u)
(
C(η3R
−2)R2
K
+ η3
)
≥ 2η1
CoptM(u)
− 2C(u)R
4
δm
− C(u)R
2
ǫ3
(
C(η3)ǫ3
K
+ η3
)1/6
− 1
(η2R)4
− C(u)oR(1)− C(u)
η22R
4
− C(u)η2
(8.246)
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by now judiciously choosing the parameters η2, η3, R,m.
Define the quantity ǫ > 0 implicitly by
2η1
CoptM(u)
= 100ǫ. (8.247)
Next, choose η2 > 0 sufficiently small so that
C(u)η2 ≤ ǫ. (8.248)
Next, choose R = R(η2) > 0 sufficiently large so that
1
(η2R)4
+
C(u)
η22R
4
+ C(u)oR(1) ≤ ǫ. (8.249)
Next, choose m = m(R) ∈ N sufficiently large so that
2C(u)R4
δm
≤ ǫ. (8.250)
Next, choose η3 = η3(R, ǫ3) > 0 sufficiently small so that
C(u)η3 +
C(u)R2
ǫ3
η
1/6
3 ≤ ǫ. (8.251)
Lastly, by choose T = T (ǫ3,m, η3, R) > 0 be sufficiently large so that
C(u)C(η3R
−2)R2
K
+
C(u)C(η3)R
2
ǫ
5/6
3 K
≤ ǫ. (8.252)
With these choices of parameters, we obtain the inequality 2ǫ ≥ 90ǫ, which is a contradiction. This last step completes the
proof.
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