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ABSTRACT 
 Shiphandling training is a costly and time-consuming process for the United States 
Navy, requiring a large space to house an artificial bridge, projectors, contracted staff to 
set up and control the environment, and a full complement of relatively equally skilled 
personnel to man various shiphandling roles. Additionally, Navy personnel require costly 
travel to these trainers unless such a training facility is located near their command. There 
is currently no standard training mechanism to handle such training on an individual basis 
or while underway. 
 This thesis proposes that individualized shiphandling training can be conducted in 
an efficient and cost-effective manner using virtual reality technology. This thesis is limited 
to a working prototype of a virtual environment containing a ship that can be navigated by 
the user from the perspective of a conning officer. The user can wear a head-mounted 
display (HMD) that displays the bridge and the surrounding ocean environment and can 
provide voice commands to the virtual helmsman. The virtual helmsman will respond 
appropriately to these commands and steer the ship accordingly. 
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A. PROBLEM STATEMENT 
The backbone of the U.S.Navy is its fleet, and its fully qualified and properly 
trained crews are crucial to keeping the fleet afloat and mission ready. In light of recent 
events involving ship collisions, it is vital that we find a solution to prevent such tragedies 
going forward. While many issues such as sleep deprivation could be contributing factors, 
one of the prime elements which can result in such disasters is insufficient training. 
Shiphandling training is a costly and time-consuming process for the U.S.Navy, 
requiring a large space to house an artificial bridge, projectors, contracted staff to setup 
and control the environment, and a full complement of relatively equally skilled personnel 
to man various ship-handling roles. This requires coordination among multiple Navy 
personnel, ship trainer staff, and ship trainer operating hours. Additionally, these Navy 
personnel require costly travel to these trainers unless such a training facility is located 
near their command. There is currently no standard training mechanism to handle such 
training on an individual basis or while underway. 
B. PURPOSE STATEMENT 
The purpose of this thesis is to address Navy shiphandling training by providing an 
option for Head Mounted Display (HMD)-based individualized training to Navy personnel. 
The end goal is to create a fully working model which can be used to demonstrate the 
concept of virtual reality ship training. The final product is a virtual environment consisting 
of a ship bridge modelled after a Flight II Arleigh Burke class Destroyer (DDG), a compass 
that shows current heading, a virtual helmsman who receives voice commands from the 
user and drive the ship accordingly, and a simulated ocean modeled after the San Deigo 
Naval Base transit under the Coronado Bridge and past the Point Loma lighthouse. 
C. RESEARCH QUESTIONS 
Hypothesis: Individualized shiphandling training can be conducted in an efficient 
and cost-effective manner using virtual reality technology. 
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Research questions being pursued in this work include: 
1. Does the immersion of virtual reality facilitate training? 
2. What are the average costs associated with current shiphandling training 
mechanisms? 
3. Can HMD-based training be implemented in a cost-effective manner, and 
is it more cost-effective than current means of training? 
D. BENEFITS OF THIS STUDY 
This thesis demonstrates a potential solution for individualized conning officer 
shiphandling training for Navy personnel, which mitigates many of the costs associated 
with third party training staff and facilities. Additionally, this training is a portable solution 
with minimal space requirements, and could be conducted in locations where conventional 
training facilities are unavailable. 
E. SCOPE AND LIMITATIONS 
This thesis is limited to a working prototype of a virtual environment containing a 
ship which can be navigated by the user from the perspective of a conning officer. The user 
wears an HMD which displays the bridge and surrounding ocean environment, and 
provides verbal commands to the virtual helmsman and lee-helm. The virtual helmsman 
responds appropriately and steers the ship accordingly. 
The prototype is limited to a single geographical locations, consisting of Naval Base 
San Diego and its surrounding features. This allows the user to navigate the ship from a 
Naval Base San Diego port along a route under the Coronado Bridge, past the Point Loma 
lighthouse and into open ocean. 
A final approach should include many more capabilities than what is provided in 
the prototype. Such features are described in further detail in Chapter V of this thesis. 
The application should be compatible with most Virtual Reality (VR)-ready 
Windows 10 computers, however it was tested on an Oculus Rift S. Therefore, its 
compatibility with other commonly available VR headsets cannot be guaranteed. 
3 
II. BACKGROUND 
A. AN OBSERVATION OF NAVY TRAINING AND OPERATIONAL 
READINESS  
In June 2010, the Government Accountability Office (GAO) conducted a study to 
assess Navy manning and training requirements. The overall goal of the study was to 
determine the validity of the Navy’s assumptions and standards while making decisions on 
cruiser and destroyer manning requirements and how much consideration the Navy gives 
towards the impact of altering its training and qualification programs. Throughout the 
years, the Navy has strived to reduce training costs while maintaining or increasing training 
effectiveness, resorting to such measures as shifting toward computer-based training 
(CBT). The study found that the Navy has also lowered costs by reducing manning 
requirements for several surface platforms in order achieve optimal but cost-effective 
manpower, potentially impacting workload, personnel availability to perform in-person 
training, and overall mission and material readiness (Pickup et al., 2010). 
1. Optimal Manning Initiative 
The Navy’s decision to reduce the workforce stemmed from an initiative to achieve 
optimal manning along with the decision to determine workforce requirements based on 
assessed workload. As a part of this initiative, the Navy focused heavily on at-sea 
workload. Because the in-port workload was assumed to be far less substantial than at-sea 
workload, the Navy failed to consider in-port workload (Pickup et al., 2010). The GAO 
study found that in-port workload for Navy personnel has been steadily increasing, 
especially with increasing antiterrorism force protection requirements, in-port 
watchstanding requirements and shipyard maintenance responsibilities. In-port workload 
needs to be addressed by the Navy to ensure maximum operational readiness, particularly 
cruiser and destroyer personnel (Pickup et al., 2010). 
The Navy’s cost-cutting measures for training were based on assessment of the 
necessary changes, such as time required to conduct or receive training. This evaluation, 
however, did not measure performance of the resulting training or the impact to workplace 
4 
performance. The GAO study noted specifically that the Navy’s 6-month course for 
division officers (DIVOs) was replaced with CBT courses in 2003, which resulted in heavy 
cost savings for the Navy. The study also noted that metrics such as cost-savings do not 
provide the Navy means to assess the effectiveness of said training. It was found that the 
DIVOs who learned via CBT courses required more additional hands-on training, when 
arriving at their ultimate duty stations, than personnel who received in-person classroom 
training. It was also found that reduced manpower resulted in less qualified personnel to 
provide on-site training (Pickup et al., 2010). 
2. Conclusion of Observations 
The results from the GAO study concluded that the Navy does not have a full grasp 
of the impact of its training cost-cutting efforts on overall training effectiveness, nor the 
effect of its manpower reduction initiative on operational readiness. Based on observations 
found in the study, CBT seems to be less effective than in-person or hands-on training. 
Additionally, less manpower leads to fewer fully trained personnel who can assist in the 
training of new personnel (Pickup et al., 2010). VR based training would potentially 
provide a closer hands-on approach than CBT for physical tasks such as shiphandling, so 
one solution to address lack of formal classroom training would be to incorporate virtual 
environments into current training curriculums. This solution also partially resolves the 
manpower issue, since an HMD based solution would likely not require a fully staffed 
classroom or trained personnel. 
B. THE EFFECT OF KNOWLEDGE, EXPERIENCE AND SPATIAL 
AWARENESS ON THE SUCCESS OF SHIPHANDLING TASKS 
1. Shiphandling Compared to Other Navigational Tasks 
Many comparisons can be made between shiphandling and automobile driving. For 
example, sea lanes exist as a means of traffic separation, similar to lanes on a road. There 
are also similarities regarding collision prevention and overall decision making. There are, 
however, significant differences between both tasks. There is much less friction between a 
ship and water than there is between an automobile tire and asphalt. Additionally, wind has 
a much more significant effect on the movement of a ship than an automobile. The power-
5 
to-weight ratio is also considerably different, with a relatively small engine driving a 
massive seaborne vessel. Because of these differences, a shiphandler must possess much 
different skills and knowledge than the operator of an automobile. While a person driving 
an automobile is making direct decisions based on current factors surrounding the 
automobile, and shiphandler must think ahead much further and anticipate in advance what 
external factors could affect the ship’s maneuverability and safety. This requires 
understanding of environmental effects on the ship’s movement, as well as the time 
required to execute acceleration, deceleration, and steering actions in order to achieve a 
predicted ship position or vector of motion (Prison et al., 2013). 
2. Knowledge, Experience and Spatial Awareness 
Theoretical knowledge is required for successful shiphandling. The shiphandler 
must be knowledgeable of many aspects of ship maneuvering, to include the effect of 
physical forces acting upon the vessel based on the ship’s design specifications, including 
how the ship lays and interacts with the water. This knowledge is gained by education 
through instruction and training (Prison et al., 2013). 
Experience is also vital for successful shiphandling. It is gained primarily through 
performing shiphandling tasks, as opposed to education. This experience can be obtained 
by operation of a vessel or through a shiphandling simulator. Experience is built over time, 
and different scenarios and situations can lead to various types of experience (Prison et al., 
2013). 
Successful shiphandling requires a level of spatial awareness, to include 
environmental factors and the status of the vessel being operated. The shiphandler must be 
aware of and understand both temporal and spatial factors. This includes the ability to 
detect movement visually and physically, and anticipate future ship position. The 
shiphandler must also understand all situational elements acting on the vessel, such as wind 
speed and direction, weather, ocean waves and current, and visibility. In addition, it’s 
important to understand how these factors interact with one another, such as the wind’s 
effect on ocean current and waves. Understanding the ship’s current situation, such as 
placement and surroundings, can affect the granularity of required spatial awareness at a 
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given time. For example, the level of complexity for navigating a traffic-congested strait is 
typically much higher than operating in open ocean with little to no sea-traffic (Prison et 
al., 2013). 
C. PREVIOUS ATTEMPTS IN IMPLEMENTING A VIRTUAL 
ENVIRONMENT-BASED SHIPHANDLING SIMULATION 
1. A Look at an Early Web-Based Marine Trainer 
Many entities around the world have attempted to implement virtual shiphandling 
training simulations in the past. The Nautical Science and Technology Institute, from 
Dalian Maritime University in Dalian, China created an early virtual web-based marine 
simulator training platform in 2005. The goal was to cost-effectively allow users to conduct 
hands-on shiphandling training from anywhere at any time. Their approach would also 
allow users at various geographic locations to interact with one another in real-time for 
group-based maritime training (Xie et al., 2005). 
2. Difficulties and Mitigations 
Due to the limited technology and availability of applicable software at the time, 
their strategy for implementation was different than how we would do it today. Network 
bandwidth constrains and latency issues of the time were a major obstacle, so several 
optimizations were required in order to handle a 3D multiple user web-based trainer 
efficiently. These optimizations included modeling in lower geometry levels of detail 
(LOD), true impostors modeling (a technique involving the addition of multiple simple 
models to a virtual environment without having to render a large number of polygons), 
virtual environment partitioning, and back-face culling (rendering only polygon faces 
which are currently visible to the user). The system was prototyped using Java and Virtual 
Reality Modeling Language (VRML) (Xie et al., 2005). 
Several 3D modeling tools were available at the time, such as Autodesk AutoCAD, 
however, many of these tools were not optimized for creation of models meant for real-
time rendering. Because of this, the institute used an application called MultiGen Creator 
to design their 3D models. This tool was specifically designed for modelling 3D objects 
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optimized for real-time virtual simulations and was capable of optimizing LOD for 
complex 3D models. The scenes were constructed using quad-tree space-partitioning to 
optimize back-face culling calculations and improve rendering speed (Xie et al., 2005). 
This technique is similar to what iD Software used for their earlier iDTech engines, which 
used a method called binary space partitioning (BSP). While BSP is more efficient for 
static 3D architecture, it is not optimized for scenes in which the architecture can be 
modified in real-time and is typically not used for modern 3D environments since more 
efficient techniques have been discovered (Xie et al., 2005). 
3. Implementation of the Web-Based Marine Trainer 
The implementation of this simulator included a ship with modeled physics which 
responded to helm and engine commands from the user. The user interacts with the 
simulator through an avatar controlling either steering or the engines. Multiple users could 
control their own ships on the same server for multi-user interaction. Additionally, the user 
could set environmental parameters such as fog, wind, ocean current and time of day prior 
to launching the simulation. The main issues that were encountered were slow downloading 
speeds and program execution of the launcher for the training software. The previously 
mentioned optimizations, along with reducing the amount and frequency of raw data being 
transmitted, helped to mitigate these issues (Xie et al., 2005). 
4. Current Technology Versus the Early Approach 
A simulator trainer as described in this section would be useful for interactive 
shiphandling training, however, it would require a different approach to take full advantage 
of modern technology. Due to hardware and software limitations of the time, visual quality 
for the web-based trainer discussed here had to be sacrificed in order to make the training 
useable and online-ready. It also used computer monitors instead of HMD or Cave 
Automatic Virtual Environment (CAVE)-based simulation, since the technology was not 
advanced enough at the time to allow such systems to be readily available to all users. 
Today, we have several tools to assist in the creation of detailed virtual environments, such 
as the Unity and Unreal game engines, which both have virtual reality application 
programming interfaces (API) built in. Additionally, both virtual reality devices, such as 
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HMDs, and modern hardware which is fully capable of running high fidelity virtual 
environments are commercially available and relatively inexpensive. Because of this, 
HMD-based shiphandling training is much more viable today and could potentially be an 
ideal solution in lieu of previous forms of such training. 
D. CURRENT NAVAL SIMULATION-BASED TRAINING 
METHODOLOGY 
The military currently uses multiple forms of training to prepare servicemembers 
for real-world military operations, to include simulation, virtual environments, and live 
training. Live training has several issues to include cost, risk, and access to live training 
environments, while virtual, or synthetic, training solves those issues and allows 
servicemembers to simulate actions they would take in live environments. Because of this, 
each branch of the military has been researching and developing means to combine 
synthetic and live training to maximize training efficiency and effectiveness while reducing 
costs. The Navy has had a heavier focus on this combination of synthetic and live training 
(Pickup et al., 2012). 
1. Government Accountability Office (GAO) Military Training Review 
House Report number 112-78, which accompanied the National Defense 
Authorization Act for Fiscal Year 2012 bill, instructed the GAO to investigate and report 
to the House and Senate Armed Services committees on the status of military training 
programs for each branch. The Navy portion of this report focused upon the philosophies 
which the Navy uses toto decide   whether to use live or synthetic training in order to meet 
training requirements. In addition, it focused on how the Navy’s combination of synthetic 
and live training has evolved, as well as how the Navy prioritizes its investments in 
synthetic training. The GAO’s study found that the Navy has considerably increased its use 
of synthetic training over the decade preceding the review, with heavy use of shore-based 
simulators for submarines and approximately half of surface vessels of the era capable of 
providing synthetic training (Pickup et al., 2012). 
9 
2. Navy Overarching Fleet Training Simulator Strategy 
At the time of GAO’s study, the Navy’s guidance for determining its use of live 
versus synthetic training came primarily from the Overarching Fleet Training Simulator 
Strategy in support of Synthetic Training in Program Objective Memorandum 2013 and 
beyond (Jan. 25, 2011), following the Chief of Naval Operations (CNO) guidance in 2010 
regarding use of simulator training. This guidance provided the Navy with a means of 
filling operational training gaps and supporting appropriate fleet readiness levels while 
allowing Navy decision makers flexible discretion over the use of live or synthetic training 
depending on multiple factors, to include cost, safety, and overall feasibility. Additionally, 
this guidance established multiple synthetic training investment priorities, to include 
upgrades over legacy platform simulators (Pickup et al., 2012). 
3. Navy Overarching Fleet Training Simulator Strategy Guiding 
Principles 
Navy’s Overarching Fleet Training Simulator Strategy includes several guiding 
principles regarding whether to use live or synthetic training depending on circumstances. 
Theses guiding principles are used to determine the mix of both types of training and are 
weighed heavily in favor of synthetic training when feasible as long as it does not 
compromise operational readiness. The guidelines also state that simulators must provide 
complex and thought-provoking scenarios, as well as acknowledges that some types of 
training cannot be replaced by a simulator. In essence, the use of a simulator is highly 
preferred when a skill can be established and refined efficiently and effectively through its 
use. The same preference applies to qualifications and certifications which can be 
successfully accomplished by means of a simulator, provided that the training objectives 
of the simulator directly correlate with respective Navy Mission Essential Task List 
(NMETL) or Personnel Qualification Standard (PQS) requirements (Pickup et al., 2012). 
E. HISTORY OF VR 
The concept of VR, which is the use of computer technology to generate a simulated 
environment, first emerged in the 1960s. Early commercial VR tools and devices began to 
appear towards the end of the 1980s. Research into VR technology continued throughout 
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the 1990s and 2000s, and finally low-cost consumer VR devices began to emerge. During 
this time, there were many attempts to define what the term “virtual reality” meant. While 
those definitions varied in terminology, the most common core themes of each were 
immersion, perception of presence in an environment, and interaction within the 
environment. The concept of immersion focused on interactions, the number of stimulated 
senses, and similarity between stimuli used in simulated environments and the real 
counterparts to those stimuli (Cipresso et al., 2018). 
1. Early and Modern VR Systems Compared 
VR systems used in training in the 1990s were far different than those available 
today. During this era, Canada’s Navy took particular interest in utilizing VR systems for 
shiphandling training. Subject matter experts from Naval Officer Training Centre (NOTC) 
Venture in the Victoria, British Columbia, Canada, participated in the development of a 
shiphandling simulator called the Maritime Surface/Subsurface Virtual Reality Simulator 
(MARS VRS). The primary components of this simulator include an Officer on Watch 
(OOW) interface, bridge team and instructional facilities. This interface is comprised of a 
HMD, an electromagnetic tracker, microphone, voice recognition system, and a speaker. 
The horizontal field of view (FOV) of the HMD was 65 degrees and vertical FOV was 84 
degrees (Magee, 1997). By comparison, the modern (2019) HMD being used for purposes 
of my thesis, the Oculus Rift S, consists of a horizontal FOV of approximately 94 degrees 
and vertical FOV of approximately 88 degrees. The HMD was non-stereoscopic, or 
biocular, in contrast with most modern HMDs. It used a proprietary electromagnetic-based 
six-degrees of freedom (6DOF) tracker, the Polhemus Fastrak, to detect head position and 
orientation. Modern HMDs typically use magnetometers, gyroscopes, accelerometers, and 
cameras mounted either externally (external tracking) or within the HMD (in-side out 
tracking) for determining head position and spacial orientation (Magee, 1997). 
2. Computing Hardware for Classic Versus Modern VR 
The graphics for the MARS VRS were generated by a Silicon Graphics Indigo2 
with Extreme graphics, which were advanced at the time, but very weak by today’s 
standards. This system was very expensive compared to current hardware of equivalent 
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power. A modern VR system can be powered by a current-generation mid-range Intel i5 or 
i7 processor and a mid-range graphics card, such as an Nvidia GTX 1070. Current 
computing systems capable of handling high-performance VR can be acquired at a 
relatively low cost, making research into VR training solutions more viable today than ever 
before (Magee, 1997). 
3. Early VR Shiphandling Training Methodology 
The software for the MARS VRS training system provided a virtual environment 
including a ship bridge and other ships. It was designed in a modular fashion to allow any 
Canadian Navy ship to be simulated but focused mostly on the Bay Class minor war vessel 
that Canadian Navy junior officers typically trained on at the time. Instead of modeling 
instrument panels directly in the virtual bridge, they were brought up on demand by the 
trainee moving his or her head up or down. This was due to display resolution limitations 
of the HMD but had the benefit of allowing the proctor of the training to be informed when 
the trainee checked the instruments (Magee, 1997). Current HMDs tend to have a high 
enough resolution to clearly make out details of typical ship-board instrument panels in a 
virtual environment, but for purposes of the prototype for this thesis, the instruments are 
displayed as heads-up-display (HUD) elements. 
4. VR Evolution and Modernization 
Over the years, virtual environments have become more realistic and immersive as 
optical and computing technology advances and more widespread as hardware required to 
generate virtual environments become readily available to consumers. There are multiple 
forms of VR, including non-immersive monitor-based and projector-based CAVE, 
however the most common which provides a sense of immersion is based on HMD. While 
true immersion would require interaction with all five human senses, current VR solutions 
tend to focus mostly on sight and hearing. Early attempts at HMD-based VR suffered from 
several issues, to include cost, motion sickness from latency and mismatched visuals to 
user motion, and low-resolution displays. These issues have greatly been reduced in the 
past few years with the release of the Oculus Rift, HTC Vive, and the Windows Mixed 
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Reality (WMR) ecosystem, making VR a feasible tool in education and training (Freina & 
Ott, 2015). 
F. IMPACT OF VR IN AN EDUCATIONAL SETTING 
Laura Freina and Michela Ott conducted a study on the use of VR in education in 
2015, focusing on 2013 and 2014 findings. The study observed application in various fields 
of training, particularly medical and dental. Use in Army training was briefly mentioned, 
specifically through use of the CAVE system previously mentioned. It was noted that a 
sense of presence could be achieved through HMD-based VR that could not be replicated 
on a monitor, even when using a 3D monitor (Freina & Ott, 2015). With regards to training, 
this sensation of presence, or immersion, would better replicate tasks and actions being 
simulated and develop a form of “muscle memory” which could not be achieved using 
conventional control mechanisms (mouse and keyboard) and monitors. Because of this, 
HMD-based VR would likely be a viable means of effectively training personnel on tasks 
which would be dangerous in their respective real-world environments. 
1. Advantages of VR Training for Naval Shiphandling 
The greatest advantage to HMD-based VR training is that it can provide a safe 
environment to train skills for tasks which are otherwise dangerous (Freina & Ott, 2015). 
Because of this, it would be a suitable platform for training U.S. Naval personnel on tasks 
to include shiphandling. For shiphandling training, a VR solution provides a hands-on 
approach without the risk of collisions or other potential hazards associated with the 
operation of naval craft. Additionally, such training comes with a relatively low price, 
provided a training solution can be developed for the desired task without contracting to a 
proprietary, third-party entity. This sort of training could be individualized, thus not 
requiring a full complement of personnel to handle the various stations such as helmsman 
and navigator. Further cost savings include contracting and travel costs associated with 
sending personnel to projector-based training simulations, as the U.S. Navy currently does. 
Finally, HMDs are small and portable devices which can be kept aboard U.S. Navy vessels 
and at any Naval command. Since VR-ready desktops and laptops are available at 
consumer-grade prices, the means of powering these HMDs is also a non-issue. 
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2. Disadvantages of VR Training for Naval Shiphandling 
A potential disadvantage of VR training is that some people are prone to cyber 
sickness when using VR, especially when latency is introduced (Pallavicini et al., 2015). 
This issue could become worse if VR is conducted on a ship underway, with the 
combination of VR-sickness and motion of the physical ship in the water. Fortunately, not 
everyone is prone to such sickness, and modern VR headsets have reduced this effectively 
by alleviating most of the issues with latency and motion detection discrepancies. Overall, 
the advantages outnumber the disadvantages for a VR training solution to Naval 
shiphandling. 
G. CURRENT USE OF VR IN THE MILITARY 
Over the past several years, the military has increased its use of VR for training 
purposes. However, the technology itself is not enough to make VR a suitable means of 
training. In order to increase its effectiveness, human factors need to be taken into 
consideration from the beginning of the developments stages of designing VR training. 
This consideration can decrease the risk of unproductive or potentially harmful 
consequences of VR training. This method of design is referred to as “Human-Centered 
VR Training Design.” It is centered on the combining technical and methodological 
approaches and focuses on numerous qualities of the user experience (Pallavicini et al., 
2015). 
1. Military Use of VR Training 
The military has increased its use of VR training over time due to the ability to 
simulate stressful and dangerous scenarios safely in a customizable environment. For 
example, battlefield simulation, emergency procedure training and flight training benefit 
from a safe and dynamic environment which can be easily custom-tailored for specific 
scenarios. VR training has been described to be a suitable compromise between training in 
a classroom setting and real-world exercise training. The military has applied it for both 
the physical and mental aspects training to develop both muscle-memory and cognitive 
skills (Scerbo & Dawson, 2007). 
14 
There are currently three primary areas of focus with regards to use of VR training. 
The first is procedural training, which emphases specific procedural skills, such as flight 
training. The second is complex situation management training, which focuses on 
interactive and contextual skills, such as battlefield simulation. The third is stress 
management training, which focuses on coping with stress and can be applied to Post-
Traumatic Stress Disorder (PTSD) management (Rizzo et al., 2015). 
2. VR Technology and Human Factors 
Previously, there was a heavy emphasis on the technology behind VR training, and 
the amount of realism the VR hardware provides. This included technology-contingent 
specifications such as graphical and audio fidelity, controls, haptic feedback, and how well 
the virtual environment mimics the real world. However, a high degree of realism in a VR 
system may not be necessary for all forms of training. While training with unrealistic 
simulations may be ineffective or produce poor habits with skills that require a high level 
of accuracy and delicacy, such as surgical training, the perceived limitations of such 
simulations and the learning capabilities of the users greatly reduces such drawbacks for 
practical training scenarios with less requirements for precision. Several studies have also 
shown that effective learning can be accomplished with simple simulator training (Scerbo 
& Dawson, 2007).  
While high fidelity and realism are useful in developing a VR training system, there 
are other elements to consider, the primary being human factors. Often, the user’s 
capabilities will play a significant role in the effectiveness of VR training. The level of 
immersion a user experiences is also highly dependent on the individual. Because of this, 
it may not be possible separate design aspects and human factors while attempting to 
increase the effectiveness of VR training (Pallavicini et al., 2015). 
3. Human-Centered VR Training Design  
Several human factors must be understood in order to successfully design useful 
and effective virtual environments. Psychologists, as well as other human-factor 
specialists, tend to have the requisite knowledge necessary to assist in better understanding 
human-virtual environment interaction (HVEI). Therefore, VR training design would 
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highly benefit from collaboration between designers, users and experts from other relevant 
fields to ensure that the user’s needs and characteristics are addressed in early 
developmental stages (Pallavicini et al., 2015). 
Selex ES, an electronics and information technology company, collaborated with 
psychological researchers at the University of Milano Bicocca to test this multidisciplinary 
approach and demonstrate was to improve the effectiveness of specific VR training 
scenarios. Some human factors to evaluated during these tests included potential adverse 
effects to a user from VR exposure (VR sickness), the amount of sensory feedback that a 
user can process, a user’s perception of the technology’s limitations (framerate, resolution, 
etc.), what tasks are suitable for virtual environments, and what design metaphors (Human-
Computer Interaction concept) could enhance a user’s performance in the virtual 
environment. This information gathered from these studies could be valuable in improving 
VR technology to meet users’ needs (Pallavicini et al., 2015). 
H. THE EFFECT OF DESIGN ON VR SICKNESS 
While VR provides a relatively low-cost means of conducting simulated training, 
it comes with a few adverse effects for the user. Simulator sickness, a form of motion 
sickness, is commonly associated with exposure to virtual environments. These adverse 
effects can reduce adoption of VR as a means of training, as well as create health and safety 
liability concerns for HMD manufacturers, designers of the training software and training 
proctors. Several design characteristics can affect a particular virtual environment’s 
proclivity to induce motion sickness, as well as the severity of those effects (Drexler, 2006). 
1. VR Sickness Research 
The most common means of evaluating the effects of simulator sickness is the 
Simulator Sickness Questionnaire (SSQ), which addresses several symptoms to include 
several factors such as headache, fatigue, eye strain, dizziness, vertigo, blurred vision, 
nausea, and overall discomfort. The SSQ, derived from the Pensacola Motion Sickness 
Questionnaire (MSQ), has been used in multiple VR and simulator studies to assess the 
relative symptom profile and severity of different types of virtual environment systems. It 
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was found that simulator sickness is typically more severe in HMD-based VR systems than 
in CAVE-based or binocular omni-orientation monitor (BOOM) systems (Drexler, 2006). 
2. Causes of VR Sickness 
There are multiple theories as to why virtual environments cause VR sickness, with 
the three most well-known being sensory conflict theory, evolutionary theory, and postural 
instability theory. Sensory conflict theory is the most commonly acknowledged theory, and 
is referred to by multiple alternative terms, such as perceptual conflict and sensory 
mismatch. The basis of this theory is that the adverse effects are a result of the body’s 
motion and position receptors contradicting the user’s perceived motion and position based 
on other senses such as vision and hearing (Drexler, 2006). 
3. Virtual Environments Design Factors 
VR sickness was originally thought to be a result of limited technology, such as 
slow refresh rates, video latency, and screen flickering. It was found, however, that VR 
sickness increased as visual fidelity and technology improved. The fundamental cause of 
VR sickness is still not fully understood, although several factors of virtual environments 
which can influence the onset and severity of such adverse effects have been identified. 
These factors include various elements such as acceleration, visual lag, FOV, display type, 
refresh rate, display resolution, visual distortion, seat position, and several others. 
Individual user factors have also been noted, such as a user’s exposure duration and 
frequency, age, health, and experience with VR. Additionally, different users have various 
levels of susceptibility to VR sickness, and some users do not experience VR sickness at 
all (Drexler, 2006). 
4. VR Sickness Mitigation 
It has been found that a larger FOV improves task performance, but also increases 
occurrence of VR sickness. This is especially true when the virtual environment is 
providing visual feedback of motion that does not match the user’s movement. A virtual 
environment design choice which could mitigate this would be to map the user’s rotational 
and lateral head movement directly to the movement within the virtual environment, and 
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temporarily narrow the FOV when if the environment requires disconnected one-to-one 
movement using an input such as an analog controller (Drexler, 2006). 
Another factor which is found to cause VR sickness is vection, specifically the act 
of visual self-motion, separate from the user’s actual motion. A means to address this issue 
would be to incorporate pointer-based (user-controlled) or fixed-point teleportation 
locomotion mechanism for moving the user around within the virtual environment 
(Drexler, 2006). 
Poor resolution and flicker have both been shown to induce adverse effects in users 
of VR. If the resolution is too low, the user has to focus harder on the image, which can 
amplify the other contributing factors to VR sickness (Drexler, 2006). For purposes of this 
thesis, resolution and flicker are both non-issues, as the HMD being used for the resulting 
prototype is a modern high-resolution device and is flicker-free. The device is not subject 
to perceivable temporal delays, visual lag, or input latency, and the refresh rate is 
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III. METHODOLOGY AND SIMULATOR DESIGN 
A. OVERVIEW 
A literature review was conducted in order to gain background knowledge of the 
subject in question. A 3D model for a ship was sought out to be used in this prototype. A 
3D model was downloaded and modified using Blender to add a bridge and bridge wings. 
The virtual environment was developed using Unity and scripted in C#. An asset from the 
Unity Asset Store called “Dynamic Water Physics 2” (DWP2) was used in order to handle 
the water physics, and the Microsoft voice recognition API to handle user input though 
voice commands. Field testing was originally planned for the prototype at the Surface 
Warfare Officer School (SWOS) training facility in San Diego, CA, for evaluation and 
feedback, but due to travel and physical interaction restrictions caused by COVID 19, this 
thesis has shifted direction and focused instead on producing a proof-of-concept. 
Therefore, future work includes field testing and evaluation. 
B. TASK ANALYSIS 
For the shiphandling training simulator discussed in this thesis, the primary skills 
being trained required tasks related to conning officer orders and perception of navigational 
situations. The trainee is required to verbally provide conning orders as he or she would to 
a helmsman and lee-helm to navigate a ship. 
The most common commands a conning officer provides are as follows: 
• [Left / Right] Standard Rudder 
• [Left / Right] [#] Degree Rudder 
• [Left / Right] [# Degree /Standard] Rudder, Come To Course [#] 
• [Increase / Decree] Your Rudder To [#] Degrees 
• Shift Your Rudder 
• Rudder [Midship / Amidships] 
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• Steady As [You Go / She Goes] 
• Full Speed Ahead 
• All Engines Ahead 1/3 
• All Engines Ahead 2/3 
• All Engines Back 
• All Engines Stop 
C. EQUIPMENT 
The hardware being used to design and test the prototype for this thesis is a MSI 
gaming laptop and an Oculus Rift S. The specifications of the laptop are as follows: 
• Operating System: Windows 10 64 bit 
• Processor: Intel Core i7-9750H 
• Graphics Card: Nvidia GeForce RTX 2070 Max-Q, 8gb GDDR6 
• System Memory (RAM): 16gb DDR4 
The Oculus Rift S is a VR HMD with a resolution of 1,280x1,440 pixels per eye, 
80hz refresh rate, approximately 90 degree field of view, and built in microphone and 
speakers. It allows for full six-degrees of freedom tracking, and therefore can track 
positional and rotational head movement. It requires a USB 3.0 and mini-displayPort to 
operate, though for the laptop previously mentioned, it is able to be connected to a 
Thunderbolt 3 port using a mini-DisplayPort to Thunderbolt 3 adapter and function as 
expected. 
The advantage of the Oculus Rift S over many other headsets on the market, and 
the reason it was chosen as the device to design and test the prototype, is that it is able to 
perform head tracking internally using built-in cameras. Many other VR headsets, 
including previous iterations of the Oculus Rift, use external base-stations to conduct this 
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tracking. Internal tracking allows for more portability by not requiring that extra 
components be positioned or mounted, as well as has less space constraints. Additionally, 
the Oculus Rift S is at the lower end of the price bracket for HMDs as of the date of this 
thesis, at $400 for a single kit. 
D. SOFTWARE DEVELOPMENT AND DESIGN ENVIRONMENT 
For purposes of this thesis, the application designed is simply a prototype to 
demonstrate a proof-of-concept. Therefore, it is not designed to be modular, as would be 
desired for a final product. Additionally, the end-product in a real-world solution would be 
much more fully realized, with features which are described in Chapter V of this thesis. 
The following tools were used in development of the prototype for this thesis: 
1. Unity Game Engine / C# 
The application accompanying this thesis was designed in the Unity game engine, 
with sections coded in C#. The Unity game engine is a suitable development environment 
for simulators and includes features important to this thesis such as VR capability. 
2. Microsoft Cognitive Services Speech SDK 
Mircrosoft’s Cognitive Services Speech software development kit (SDK) was used 
to perform speech recognition for this prototype. Google’s Speech Recognition API was 
considered, however, was not used due to requiring a paid license in order to thoroughly 
test. For purposes of a prototype, more advanced speech recognition APIs are not 
necessary. 
3. Blender 
Blender was used to design the bridge used in this simulation prototype, including 
the center console on which the overhead map and navigation indicators are displayed. 
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4. Audacity 
Audacity was used to record and edit the verbal responses provided by the virtual 
helmsman. For the prototype, the voice of this thesis’ author was used to represent the 
helmsman. 
5. Terrain.Party 
Terrain.Party is a website which allows heightmaps to be generated for any section 
of the world. It was used to generate a heightmap of the San Diego Bay area to include the 
San Diego Naval Base and the landmass containing Point Loma. This heightmap was used 
to shape the terrain in Unity and create a model of the San Diego Bay. 
6. 3D Ship Model 
A 3D ship model was needed for this prototype, but no DDG model was able to be 
procured due to prohibitive cost. A model, titled “Admiral Sergey Gorshkov,” was 
downloaded from https://free3d.com/3d-model/admiral-sergey-gorshkov-56966.html and 
used as the primary ship model. The model was modified by removing the top half and 
creating a custom bridge. 
E. PROTYPE DEVELOPMENT 
The prototype started with a blank Unity 3D template. The DWP2 asset package 
and the 3D ship model were imported into the template. The DWP2 package handles water 
physics and dynamics. It contains a script called “Advanced Ship Controller,” which was 
added to the ship model to add basic ship physics and handling, to include rudder and 
engine controls and associated parameters. Several parameters had to be altered to get the 
ship model to approximate the handling of a DDG. The water script and shader included 
with the DWP2 package was attached to the plane which represents the ocean. 
A website called Terrain.Party was used to generate a heightmap of the area around 
Naval Base San Diego, which was imported into Unity and altered to represent the 




Bridge?hl=en, and the Point Loma lighthouse was represented using a generic lighthouse 
model included with the DWP2 package. The piers at Naval Base San Diego were modeled 
by the author of this thesis. 
Various conning officer commands were programmed in C# using Mircrosoft’s 
Cognitive Services Speech SDK. These commands were programmed to alter parameters 
of the Advanced Ship Controller attached to the ship model and navigate the ship 
accordingly. Delays were programmed into the navigational operations to simulate the 
response time of a helmsman. For example, a helmsman cannot immediately turn the 
rudder to a given angle, but instead must turn the wheel controlling the rudder at a limited 
pace. Voice recordings of helmsman responses are played back as audio files after a 
command is received, and when a particular rudder angle is reached. Due to the limited 
scope of this prototype, commands involving headings are not implemented and rudder 
angles are implemented for multiples of five. 
A console was modelled by the author of this thesis and placed inside the center of 
the ship bridge. A simulated overhead RADAR screen showing the ship’s surroundings, a 
readout of the ship’s bearing and speed, and a representation of the current throttle and 
rudder positions were added to the console and programmed to function as appropriate. 
Three user positions were programmed to respond to voice commands. The user is 
positioned inside the bridge in front of the console by default. By giving the verbal 
command “port bridge wing” or “starboard bridge wing,” the user’s perspective is shifted 
to the respective bridge wing. To return to the center, the user can give the command 
“center line.”  Additionally, the user can reset the ship to its initial position by giving the 
command “reset simulation.” 
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IV. PROTOTYPE WALKTHROUGH 
This section discusses how the prototype functions, to include purpose of each part 
and how to operate it. 
A. BASIC FUNCTIONALITY 
1. Prototype Program Initialization 
Upon startup, the prototype places the user on the bridge of a ship representing a 
DDG. The starting position of the user is in front of a virtual center console. Figure 1 shows 
the user’s initial view from within the HMD upon program startup. 
 
This is the what the user sees in the HMD upon starting the simulator. The user can return 
to this position by speaking the phrase “center line.” 
Figure 1. Initial starting position 
The center console, shown in more detail in Figure 2, displays an overhead map 
with a color scheme mimicking a RADAR display. The current true heading of the ship is 
shown on the top left of the console screen, and the speed of the ship in knots is shown in 
the top right.  
26 
 
The center console displays an overhead map centered on the ship’s current position. The 
ship’s heading is shown in the top left, and speed in the top right. The rudder and throttle 
level positions are shown below the map. 
Figure 2. Center console 
Below the map is a representation of the helm controls, to include the rudder and 
throttle. While these controls would not be located towards the front of the bridge of a real 
DDG, they are included here to allow the user to quickly see the current state of the rudder 
angle and throttle position. This functionality helps the user visually confirm that a given 
command was understood by the program and executed properly. 
2. Basic Controls 
This prototype does not use physical controllers. Instead, the user carries out 
operations by calling out verbal commands. These commands are heard by the HMD’s 
microphone, parsed by the voice recognition API and used to execute various actions. The 
commands include conning orders, user teleport position commands, and a simulation reset 
command. The reset command simply resets the simulation such that the ship returns to its 
original position, and can be invoked by verbally speaking the command “reset simulation. 
The remaining verbal commands are explained in further detail later in this chapter. 
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3. User Movement 
Ther user is able to look around from this position, and can walk around the bridge 
if space permits, however, this prototype is best used as a stationary experience. The reason 
for this is that a reset of the simulation will place the user at their current standing position 
if it is different than the user’s initial standing position, which could be disorienting to the 
user. 
The user is free to sit or stand when operating this simulation. Depending on the 
vertical position of the HMD, the user may need to adjust the view height. To achieve this, 
press minus to decrease altitude and plus to increase altitude. Both the number pad and 
number row plus and minus keys are suitable to carry out this action. 
There are no conventional locomotion methods, such as point and click 
teleportation or controller thumbstick movement,  included in the prototype. Instead, three 
preconfigured positions have been created, which the user can teleport to at will. The 
positions are the original starting position on the center line, the port bridge wing and the 
starboard bridge wing. The user can move between these positions by speaking the phrase 
“center line,” “port bridge wing,” or “starboard bridge wing.” Figure 3 demonstrates a view 
from the starboard bridge wing. 
 
Figure 3. Starboard bridge wing viewpoint 
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B. VERBAL COMMANDS 
1. Conning Orders 
The ship in this prototype is controlled by a virtual helmsman and leehelm. In order 
for the virtual helmsman and leehelm to carry out actions, they must be given conning 
orders. The conning orders are provided verbally by the user. There are a multitude of 
possible conning commands that could be given in a real-world shiphandling scenario, 
however, this prototype is limited in scope to a small subset of those commands. 
Specifically, the implemented conning orders involve basic steering and engine controls, 
and only function on a specific set of values. For example, steering angles are limited to 
multiples of five. Additionally, engine controls are limited to one-third, two-thirds and full 
speed in terms of forward propulsion, and full back for reverse propultion. The valid 
conning orders for this prototype are as follows: 
• [Left / Right] Standard Rudder 
• [Left / Right] [Five / Ten] Degree Rudder 
• [Left / Right] Full Rudder 
• Rudder [Midships / Amidships] 
• All Engines Ahead [One-Third / Two-Thirds] 
• Full Speed Ahead 
• All Engines Stop 
• All Engines Back Full 
2. Program Control Commands 
The remaining verbal commands are used to set the user standing position on the bridge 
and reset the simulation, respectively. 
• Center line 
• Port bridge wing 
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• Starboard bridge wing 
• Reset simulation 
C. GOAL OF PROTOTYPE 
1. Scenario Goal 
As this is a basic prototype, there are no scenarios or goals programmed. In order 
to demonstrate a theoretical goal, the user should navigate the ship from the designated 
starting point to the open ocean. The primary goal of this prototype is to get underway, 
travel North under the Coronado Bridge, and exit the channel to the west past the 
lighthouse. The lighthouse is located on a landmass which will be to the right of the ship 
upon entering open ocean. There is currently no indication that the goal has been achieved, 
however a fully realized simulation would include such an indication along with statistics 
indicating the user’s performance. These features are described in further detail in Chapter 
V of this thesis. 
2. Prototype Objective 
The objective of this prototype is purely to demonstrate a portable and scalable VR 
shiphandling simulator which utilizes voice recognition as its primary input. A final 
product based on this concept could provide an individualized training solution for conning 
officers. Further development could improve it such that other bridge team members could 
be trained on an individual basis as well. The benefits of this are covered in Chapter V of 
this thesis. 
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V. CONCLUSIONS AND FUTURE WORK 
A. CONCLUSIONS 
The original hypothesis of this thesis stated that individualized shiphandling 
training can be conducted in an efficient and cost-effective manner using virtual reality 
technology. The prototype developed for this thesis demonstrates a relatively low-cost 
potential training solution, however, future work will need to occur to determine the 
possible threshold of savings. Due to limitations stated previously, a field study will need 
to be conducted to determine whether the training would be a realistic solution. This 
research would need to include vital factors, such as tolerance to VR environments and 
susceptibleness to VR sickness. Cost savings mean nothing if the training is not usable by 
the average sailor. 
The prototype developed for this thesis demonstrates a potential VR-based 
shiphandling training solution which uses voice control as an input mechanism. It provides 
a basic experience of standing on a bridge and taking on the role of a conning officer. While 
the author of this thesis has tested this setup thoroughly and did not note any perceivable 
cyber sickness, a single subject is not suitable for determining how this training solution 
will impact other users. 
B. FUTURE WORK AND RECOMMENDATIONS 
1. Benefits of Further Study 
Current methods of naval shiphandling training tend to utilize large amounts of 
space for physical bridge simulators, multiple simultaneous trainees for the various bridge 
roles, and contracted staff to run the simulators. If this prototype were to be further 
developed into a fully functional and deployable application, the Navy could potentially 
save a significant amount of money, optimize space utilization, minimize third party 
contractor requirements, and increase training pipeline throughput for shiphandling 
training. Portability of training would not only minimize space requirements but allow such 
training to be carried out in places where it previously could not, such as inside non-
essential spaces onboard ships of all sizes or in small rooms in shore-based naval facilities. 
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As costs of current training methods were unable to be determined, this information 
must be obtained in addition to determining the throughput of trainees to determine costs 
for each command to implement a VR-based training setup. Further research could include 
software development costs, provided a finalize VR-based training application is not 
developed by an entity such as Naval Information Warfare Systems Command 
(NAVWAR), formerly known as Naval Space Systems Command (SPAWAR). 
2. Measuring Progress 
In order to validate the effectiveness of this prototype, it is necessary to conduct a 
study involving multiple participants and obtain user feedback. Results for usability and 
perceived training effectiveness can be measured by performing case studies with a mix of 
beginner and experienced personnel from the Surface Warfare Officer (SWO) community. 
Various metrics should be obtained through questionnaires evaluating factors such as user-
friendliness, environment realism, sense of presence, susceptibility to cyber-sickness, and 
comparisons to current training methods. 
Future study should include a testable hypothesis. For example, a hypothesis could 
be that individualized shiphandling training can be conducted in using VR technology in a 
manner which significantly reduces costs in terms of military budget and manpower. To 
test this hypothesis and measure results, the answers must be discovered to the questions 
of whether the immersion of VR facilitates training, if an HMD-based shiphandling 
training can be implemented using low-cost software and components, if such a system 
would effectively train Navy personnel to successfully and safely carry out shiphandling 
roles, and which aspects of shiphandling training are missing from current training 
solutions. 
3. Future Prototype Improvements 
There are several ways in which the prototype can be further developed and 
expanded upon. First of all, the simulator would benefit greatly from the full range of valid 
conning orders. Revision could be done to remove the limit on angles that can be ordered 
for rudder commands. Further, commands which involve target headings given in addition 
to rudder commands should be implemented in a final product. 
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Additional improvements could include scenarios with tangible end goals along 
with indication of progress and completion, additional and more detailed geographical 
locations, additional ship types, and further implementation of physics to include oceanic 
phenomena such as Venturi effect. 
4. Alternative Approaches 
If VR technology is unavailable, becomes too costly, or causes too many issues 
related to cyber sickness, most of the goals of this thesis could be accomplished using other 
means. The voice-recognition aspect removes the need for multiple personnel or manual 
controls, and portability can be achieved to some level by using monitors in place of VR 
headsets. While it would not be as immersive, it would achieve some level of formal 
training without requiring outside contracting or large setups. 
Alternatively, an application based on this prototype could be designed for mobile 
devices, allowing such training to be conducted on tablets. Again, the immersion of VR is 
lost using this method. For this reason, it is important to conduct studies to further 
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