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Abstract: Money demand is one of the most important macro-economic variables that could be of great 
importance to the economic prospect of a country. Therefore, awareness on how this function behaves 
and by adoption of appropriate economic policies, it is possible, by and large, to avoid the emergence of 
disorder. The present study, employing the annual time series data related to Iranian economy during 
1973-2009, tries to investigate possible relationships between financial liberalization and money demand 
stability in Iran, in the form of 4 models. To do so, Zivot-Andrews (1992) Unit Root Test was applied in 
order to clarify endogenous structural changes and Gregory-Hansen (1996) Cointegration Test was 
administered to investigate the long-run relationships between financial liberalization and money 
demand stability    in Iran, with an emphasis on the structural breaks during the period under study.  The 
results of the study show that by taking the structural break into consideration, there is a significant short 
and long run relationship between financial liberalization and money demand   stability in Iran.                  
                        
Key words: Zivot- Andrews Unit Root Test, Endogenous Gregory– Hansen Cointegration Test, financial 
liberalization, structural break, money demand 
 
1. Introduction 
 
Money demand is an important function when analyzing effects of macroeconomic policies. Furthermore, 
the money demand stability is a prerequisite to predict effects of money on the economy so that the 
central bank could take an active monetary policy to control money supply. Money demand is an 
important function in transmission of monetary policies to real sectors of economy; as a result, it should 
be stable enough. A number theoretical and empirical studies has been performed on estimation of 
money demand function, most of which are conducted in U.S and European countries. Recently, few 
studies have been conducted in developing countries. Most of these studies have employed Cointegration 
Technique (Engel and Granger, 1987) and Multivariate Cointegration Test (Johansen and Josilius, 1990). 
Most developing countries have taken some positive steps during the 1990s and in recent years towards 
economic stabilization policies and financial liberalization. Nowadays, the knowledge of globalization is 
spreading more rapidly throughout the world due to the development in the field of communication and 
technology which will make the world economies more interdependent. This is generalizable to other 
regions such as the Middle East, a region that Iran is a part of it. As a result, it is necessary global and 
regional financial trends to be taken into account when reforming the country’s financial structures and 
to adopt specific strategies and policies in this regard (Karimi, 2008). This study aims to examine possible 
effects of financial liberalization on the stability of money demand in Iran.                                                               
The present study is distinguished from the others in that: 1) the stability of money demand has been 
evaluated in four models in spite of  structural break and 2) Short run and long run relationship between 
money demand variables has been estimated using data from 1973 t0 2009. This paper contains five 
sections. The first part, introduction, deals with the importance of money demand. The second section 
presents studies done in Iran and abroad.  The third section deals with theoretical framework of the 
study, the indicators used, and the way econometric model is computed. The fourth section analyzes 
results of estimation of econometric model. Finally, the last section provides conclusions and suggestions 
for future research.                                                                                                                                                                        
                                                                                                                                   
2. Review of literature 
 
Money demand stability has received much attention by researchers, showing the importance of this 
issue in an economy. Accordingly, the present chapter provides a review of studies conducted in Iran and 
abroad to come up with a better understanding of the problem in question. Pradhan and Subramanian 
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(2003) studied the stability of money demand in developing economies under the influence financial 
liberalization in India using three experiments. The data used in the study were related to 1970-2000 
time period collected monthly. The results suggested that the stability of real long run money demand is 
not influenced by financial liberalization. Onafowora and Owoye (2003) conducted a study under 
“Structural adjustment and the stability of the Nigerian money demand function” using the definition of 
extensive money (M2) in Nigeria and Johansson Josilious’ Maximum Likelihood Method and Cintegration 
Test in 1986-2001 time period. They found that the money demand function was stable in the period 
under study. Rao and Saten (2007) performed a study titled “Cointegration, structural breaks, and the 
demand for money in Bangladesh” using limited money definition (M1) in Bangladesh using cointegration 
approach and Gregory-Hanson Test to examine the stability of money demand over 1973-2003 using 
annual  data. The results of the study during the 1988-2003 time period the money demand was stable. 
However, the money demand for limited money underwent a relative decline in the 1980s, as expected by 
the authors of the study. Akinlo (2006) examined the stability of money demand in Nigeria using the 
autoregressive distributed approach along with CUSUMSQ and CUSUM tests for the time period of 1970 
to 2002. The result of the study indicated that the money demand was stable in the period under 
consideration. Tang (2007) investigated the stability of money demand function in Japan based on rolling 
cointegration approach using autoregressive distributed approach and CUSUMSQ and CUSUM tests for 
the time period of 1960 to 2007.  The results of the study indicated that M2 was correlated with income 
and interest rate. Furthermore, the money demand was stable in the period under study.  However, the 
weaknesses of CUSUMSQ and CUSUM tests in demonstrating dependent variables made the researcher to 
perform a correlation test that indicated that contrary to other studies, the money demand in Japan was 
not stable in this period.   
 
Zubaidi Baharumshah, Hamizah Mohd, &  Mansur Masih, (2009)  examined the stability of money demand 
in China using the data collected by the ARDL model and the definition of extensive money (M2) for the 
time period of 1990-2007. The results of the study indicated that there is a stable and long run 
relationship between M2, the real income, inflation rate, foreign interest rate, and stock prices. They 
found that stock prices considerably affected on the extensive and limited money demand. Finally, Darrat 
and Al-Sowaidi (2009) conducted a study under “Financial progress and the stability of long run money 
demand: Implications for the conduct of monetary policy in emerging economies” to investigate changes 
made in the money demand stability due to financial changes in three emerging economies in the Persain 
Gulf countries (e.g. Bahrain, the UAE, and Qatar) for the time period of 1994 to 2008. They observed that 
rapid financial changes in these three emerging economies do not lead to changes in the stability of 
money demand.  Besides, the adoption of M1 for the UAE, M2 for Qatar, and M1 and M2 for Bahrain is 
suitable for controlling monetary policies. Eslamluian and Heidary (2003) in a study titled “Lucas 
criticism and analysis of money demand stability in Iran” have examined the stability of money demand 
function coefficient in Iran during 1961-1976. To do so, they employed exogeneity and super exogeneity 
tests. They also employed auto regressive distributed lag (ARDL) model to estimate the short run and 
long run relationships between variables. The results of the study indicated that the money demand over 
the period consideration is unstable compared to the exchange rate in the same period. Komeyjani and 
Boustani (2oo4) in their M.S thesis under “Money demand stability in Iran” have examined the stability of 
money demand behaviors over 1960-2002 time period and have employed Johansson and Josilius (1990)    
cointergation test. He found that despite the long run stability in the money market, the movement 
towards stability takes place slowly in this market. The results of CUSMSQ and CUSUM tests indicate that 
money demand in Iran was stable in the period under study.  
 
Sadeghzadeh Yazdi, Jaafari Samimi, and Elmi (2006) in an empirical study on the stability of money 
demand in Iran investigated money demand function in Iran using Johansson Josilious Maximum 
Liklihood Method during 1959-2002. The results indicated that money demand in Iran was stable in the 
period under study. Davoudi and Zarepour (2006) examined the effects of money definition on the money 
demand stability with a focus on Divizhya index in the 1988-2004 time period using the seasonal data. 
They suggested that the use of simple sum technique to define money is inconsistent with microeconomic 
theories since it is implied that consumers regard the money demand component as complementary to 
each other. The results of the study showed that the money demand was stable in all three models. 
However, the adjustment pace was much greater in Divizhya models than was in simple sum models. In 
addition, since empirical evidence suggests that the money market will get stable very quickly and 
monetory shocks are absorbed very rapidly within the economy, it can be said that Divizhya models have 
estimated correctly the money demand function. Shahrestani and Sharifi Renani (2008) conducted an 
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empirical study on “The estimation of money demand function and its stability in Iran” to determine the 
relationship between money and other macroeconomic variables (e.g. real income, inflation, and 
exchange rate) for Iranian economy over the time period of 1985-2005 using econometric auto regressive 
distributed lag technique (Pesaran and Shin, 1995). The results of the study indicated the stability of the 
money demand function (M1) but it was not the case for the money demand function (M2).  
 
Summaries and conclusion of studies reviewed: Many studies have been done on money demand 
stability in Iran and other countries. The results show that within the periods under study, money 
demand function has had certain stability. But the results of studies done in Japan, on the contrary, 
showed the money demand was instable in Japan in the period under consideration.                                                                                                                
                                                                                                         
Theoretical framework of the study 
 
Theoretical framework of money demand function: Money demand theories of have undergone some 
changes over time. For instance, one of the oldest theories is the famous quantitative theory of money. Of 
the famous pioneers of this theory among classics, we can refer to Irving Fisher, Alfred Marshal, and 
Pigou. Money is regarded as a unit of counting in the classical school. Economists at Cambridge University 
have presented cash balance approach based on which monetary demand is regarded as a general 
demand for maintaining money. They also determined the relationship between real income and demand 
for real money. However, keynes, who was educated in the Cambridge School and followed it, has 
mentioned more accurately three motives for money demand:                                                                                  
 transaction motive; 2) precautionary motive; and 3) speculative motive (Yazdi, Samimi & Elmi, 
2006)                               
 
In addition, Bamul-Tubin Transaction Demand is another theory that assumes monetary transaction 
demand is also a function of the rate of interest. While in the Cambridge and Keynes theories, transaction 
demand is regarded as the function of income (Yazdi, Samimi & Elmi, 2006). Friedman’s money demand is 
another theory based on which money for consumer has a kind of psychological utility because of ease of 
doing the transactions. Money also acts as a kind of production input for producers. Therefore, the 
usefulness of money should be compared with the productivity of the assets that substitute for money 
(Yazdi, Samimi & Elmi, 2006). Consequently, money demand is a positive function of wealth or permanent 
income and a negative function of the expected yield of other assets.                                                   
                                  
Instability in money demand function: Since the early 1970s, the money demand function in United 
States predicted the money demand more than what was in reality. The rate of errors increased 
significantly from 1974 to 1976 (Komeyjani & Boustani, 2004). According to Goldfeld’s (1976) theory, the 
definition of M1 wasn’t stable and we can’t evaluate money demand function during these years. Goldfeld 
has regarded this change as missing money and believes that this has resulted in lack of any prediction 
about M1 demand. Afterwards, a better understanding gained about how monetary policies would affect 
economical activities through adoption of an instrumental view to the money demand function. Any 
attempt to find a stable function of money demand is made in two ways. First of all, economists regarded 
the incorrect definition of money as the cause of instability in money demand. On the other hand to find 
new variables, researchers tried to gain a stable function of money demand by embedding such variables 
into the money demand function. Hamburger (1977) believed that by adding dividends rates into its 
average price, the money demand function will be stable. Other economists (e.g. Khan and Heller, 1979) 
have also performed some studies to explore the issue. However, since the new and additional variables 
didn’t correctly reflect the cost of opportunity of saving money and as there was no strong theoretical 
explanation for inclusion of these variables in the model, this theory received some criticisms (Komeyjani 
& Boustani, 2004). In the early 1980s, studies and literature on the money demand function faced another 
challenge. In this period, the economists were faced with a decreased velocity of money not predicted by 
the money demand function. Statistical data collected in this period suggested that M2 velocity of money 
was much more stable than M1 velocity of money. As a result, researchers found that by presenting a 
wider definition of money, money demand function will benefit from more stability in the 1980s. 
Considerable changes occurred during the 1970s (Komeyjani & Boustani, 2004). On one hand, financial 
innovations and, on the other, rises in the yield of bonds were highly effective in forming a wide range of 
financial assets.  
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During the period under study, the costs of data processing and telecommunications decreased. Johanson 
and Paulus (1976) believed that in instability in money demand function for the UAE had occurred 
because of financial innovations (Komeyjani and Boustani, 2oo4).  Boughton (1981) classifies broadly 
instability as follows:  
 Institutional changes which result in a change in the way the public will use assets.  
 International developments which refer to sudden changes in the exchange rate.  
 Changes in monetary policies: restricting the growth of one part of financial sector by monetary 
authorities without exerting similar restrictions over other sectors. (Komeyjani  & Boustani, 2004)  
 
Arango and Nadiri (1981) believe that money demand function instability is because of changes made in 
the foreign currency system as confirmed by Gorden (1984) who has pointed out that a part of instability 
in short-run money demand function may be the result of changes in the Philip’s Curve due to impulses of 
money supply during 1973-1975. Some researchers such as Griton and Roper (1981) suggest that money 
substitution is the cause such instability (Komeyjani & Boustani, 2004). Since 1990’s to the recent years, 
globalization knowledge is transferred more quickly because of technological developments which makes 
the world economics more interdependent, a pint which is generalizable to other regions like the Middle 
East where our country is located. Accordingly, it is necessary to consider the regional and universal 
financial trends in reforming the financial structures of our country and adopt distinct strategies and 
policies in this regard.                                                                  
    
3. Variables selection 
 
The main reason behind theoretical and experimental studies is to gain a stable demand function as a 
prerequisite for taking effective monetary policies. Money demand stability will facilitate evaluation of 
effectiveness of monetary policies on different economies (Shahrestani and Sharifi Renani, 2008). 
Accordingly, money demand functions have been tested via different variables. Most studies have come to 
an agreement about the importance of definition of money and variables of scale and opportunity costs of 
saving money. Some of these have investigated foreign opportunity costs of saving money including 
exchange rate and foreign rate of interest (Shahrestani and Sharifi Renani, 2008). Choosing effective 
variables is of high importance in money demand functions. Theoretical frameworks discussed in the 
present study show concepts such as definition of money and variables of scale and opportunity costs of 
saving money. Money has been defined differently in experimental studies. The present study has 
employed real volume of money, liquidity, real short run interest rate, real long run interest rate, 
wholesale price of industrial productions, real exchange rate, real credits rate, and indicators of efficiency 
of financial developments.                                                                                                                     
 
Money demand: Money demand model is written as follows:                      
 ∆𝑀𝑡 = 𝛽∆𝑌𝑡 + 𝑈𝑡             (1)         
Where ∆ is the difference, M is real money, 𝛽 stands for the effective coefficient Y shows scale variable 
and opportunity cost, 𝑈𝑡  is the disturbance term, M represents volume of money, and M1 and M2 are 
liquidity. Besides, Y is the wholesale price of industrial productions and opportunity cost (including 
inflation rate, real short-term interest rate, real long-term interest rate, real exchange rate, and real rate 
of facilities).                                                                                                                                        
In order to use interest rate in the present study, (short run and annual) deposit rates and rate of return 
on facilities (loans) have been employed. It should be noted that the financial indicator used is the ratio of 
credits paid to the private sector to GDP. Besides, to make the inflation variable significant, a dummy 
variable d71 was included in the equation for 1992 to 1995 time period. Four models are tested in the 
study as follows:                                                                                                                                       
 1) 𝐿𝑚1 = 𝛼0𝑖𝑛𝑓 + 𝛼1𝑙𝑝𝑟 + 𝛼2𝑙𝑟𝑒𝑟 + 𝛼3𝑟𝑠𝑟 + 𝛼4𝑙𝑖 2 + 𝛼5𝑑71 + 𝐶 
2)  𝐿𝑚1 = 𝛽0𝑖𝑛𝑓 + 𝛽1𝑙𝑝𝑟 + 𝛽2𝑙𝑟𝑒𝑟 + 𝛽3𝑟𝑠𝑟 + 𝛽4𝑙𝑖 2 + 𝛽5𝑑71 + 𝐶 
3) 𝐿𝑚2 = 𝐶0𝑖𝑛𝑓 + 𝐶1𝑙𝑝𝑟 + 𝐶2𝑙𝑟𝑒𝑟 + 𝐶3𝑟𝑠𝑟 + 𝐶4𝑙𝑖 2 + 𝐶5𝑑71 + 𝐶 
4) 𝐿𝑚2 = 𝐶0𝑖𝑛𝑓 + 𝐶1𝑙𝑝𝑟 + 𝐶2𝑙𝑟𝑒𝑟 + 𝐶3𝑟𝑠𝑟 + 𝐶4𝑙𝑖 2 + 𝐶5𝑑71 + 𝐶 
So that:  
Lm1: logarithm of real money, Lm2: logarithm of liquidity, inf: inflation rate,  
Lpr: logarithm of the wholesale price of industrial productions, Lrer: Logarithm of real exchange rate, Rsr: 
real short run interest rate, Rlr: real long run interest rate.                                         
Fa: real rate of facilities, Li2: logarithm of financial indicators 
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Tests  
 
Auto-Regressive Distributed Lags Model (ARDL): Pesarn and Shin (1999) have suggested the use of 
the traditional Auto-Regressive distributed lags (ARDL) in order to analyze long-run relationships 
between nonstationary variables. ARDL Model with a number of P lags for dependent variable (yt) and a 
number of q lags for explanatory variables (xt) is written as follows:                                                                                                   
 
                                            (2)          
where L is lag operator and t is the time trend, 
 
jp
j j
L(L)   11    &
jq
j j
L(L)   1                                                                                                                 (3)  
 
 After application of equal conditions of lags for each variable, long term relationship between variables is 
obtained as follows which can be used to estimate long term coefficients in the model:                                                                                                     
      
                                                                                                                 (4)                       
Where )(11 L  and )()( LL    (Pesaran & Shin, 1999)     
When estimating the coefficients using ARDL, in the first stage, optimal p and q lags are selected by using 
Akaeik Index or Schwarz Bayesian Index.  In the next stage, long term coefficients of the variables and 
their critical points are estimated via ARDL Model as used in the first stage.        
  
 Zivot-Andrews Unit Root Test: Zivot and Andrews (1992), emphasizing the role of structural breaks to 
examine stationary of the variables, believe that Perron Method is not a complete approach as  it does not 
perform pre-tests and predetermined selection of break points. Therefore, they introduced a unit root 
test in which, unlike Perron Test, the time of structural break is not predetermined. Experimental studies 
done by Zivot and Andrews showed that the method used by them to reject the null hypothesis indicating 
the presence of unit root is stricter than that of Perron. Since through this method, they found out that the 
four variables introduced with a stationary structure break by Perron was, in fact, nonstationary. (Zivot-
Andrews, 1991)  To develop unit root test, Perron modified the generalized Dickey-Fuller Unit Root Test 
(ADF) and introduced three behavioral equations, each containing possibly one exogenous structural 
break. While adopting three equations developed by Perron, Zirot-Andrews Method first determines the 
time for occurring one endogenous break point (TB) for each variable.                                                                                                                           
As a result, Perron’s behavioral equations to examine stationary of variable y are presented as follows:                                                                                                       
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 Where λ stands for the ratio of the annual break to the whole time period (TB/T), μ is intercept, and t is 
variable of trend. Variable DU shows the break in intercept that takes a value of 1 for years after TB and a 
value of 0 for other periods. The variable related to the break in the slope of the trend function is shown 
as DT*, that assumes a value of t - TB for years after TB and a value of 0 for other years. In these equations, 
differential variables of the past periods to the Kth rank have entered into the models to solve the problem 
of auto-regression. In Zivot- Andrews Method, first A, B, and C models have been estimated separately 
through ordinary least squares method (OLS) for a given range of T-student statistics associated with the 
null hypothesis C)B,A,i(1αi   will be calculated for each λ)(t iαˆ . Then, the corresponding year 
with the least (negative) λ)(t iαˆ statistics will be introduced as the break year (TB) and its computational 
statistics is selected as a valid statistics to test the null hypothesis. The minimum statistics can be 
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determined with the use of the following equation in which ^ is the variable range for λ. (Zivot- Andrews, 
1991) 
 C,B,A,i λ),(tinf]λˆ[t ii αˆ
i
infαˆ

                                                                                           (8)
 
In this method in which the time of break is determined endogenously, Perron’s critical values are not 
valid. Because their absolute values are very low and the null hypothesis on the existence of unit root is 
simply rejected. (Zivot-Andrews, 1991) Zivot and Andrews presented a number of tables containing new 
critical values for every triple model. If the minimum computational value of λ)(t iαˆ  for every model is 
more than the critical value, the null hypothesis indicating the existence of unit root without any 
exogenous structural break will be rejected in the favor of alternative hypothesis which assumes “the 
stationary state of a variable in the presence of a structural break in an unknown time period”. (Zivot-
Andrews, 1991)      
                         
Gregory-Hansen Cointegration Test 1: Give the nonstationary nature of most of the time series 
variables and absence of comprehensive and efficient solutions for stationing nonstationary variables, 
cointegration methods were introduced to help the researchers to estimate economic models without 
being concerned about the existence of pseudo regressions. To enter the effect of this unknown break φtτ 
the virtual variable is used which is defined as follows:                                                                                                                
 
                                     
(9)     
 
The variable ( )1,0( ) was not predetermined but it is equal to the ratio of the break time [nt] to the 
whole period under study (n) and [] as the operator of the integer. Based on what was mentioned above, 
three equations developed by Gregory-Hansen were introduced for a model with a dependent variable 
(y1t) and m number explanatory variables (y2t) as follows:  
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tt                                                (12)                      
C Model known also as “level shift model” shows a structural break in an unknown time period, resulting 
in a change as much as µ2 in the intercept vector of cointegration regression, but it doesn’t affect the 
regression slope vector (α). C/T model also known as “Level shift with the trend model” is formed by 
entering a time trend (t) in C model. C/S Model is the same of “regime shift model” that in addition to the 
intercept change makes a possible a change with the size of α2 in the slope vector of cointegration 
regression.( Gregory – Hansen,1996) In Gregory-Hansen Method, a similar process is applied using 
residual terms in equations (11), (12), and (13) and in addition to ADF statistics, two Philips unit root 
statistics are also used to examine the null hypothesis about non-cointegration. In order to calculate 
required statistics, first we choose one of the triple equations of (10) to (13) and estimate its coefficients 
for all τs through OLS. Then we extract estimation residual terms corresponding to all the τs that are the 
members of (T( teˆ interval. To calculate “the bias-corrected first-order serial correlation coefficient” we 
substitute them in the following equation:                        
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Where ˆ  stands for the weighted sum of auto-covariance for each τ that has added into the first-order 
serial correlation coefficient relation in order to adjust the statistics of Phillips Test. Using this coefficient, 
Phillips Test statistics are developed as follows:                                                                                                                                 
                                                           
1
 The content of the article, Gregory - Hansen has been getting. For a more detailed explanation see: Samadi et 
al. (2005).  pp. 77-72  
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Where, 
2ˆ
  is the long term variance of second-stage residual terms. To calculate generalized Dickiey-
Fuller statistics (ADF), we write a regression equation for each break point ( T )  follows:                                                                     
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ADF statistics is t statistics related to the variable 1ˆ te  which is used to test the null hypothesis b=0 and 
can be shown as follows:                                                                                             
 
)ˆ()( 1  tetstatADF                                                                                            (17)                                                  
Statistics used in Gregory-Hansen Cointegration Test are the same as  τZt ,  τZ  and,  τADF  
minimum computational statistics for all members of  interval T and are shown as  follows: (Gregory – 
Hansen,1996)                                                                                                                                
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Whenever, the value of above statistics is higher than the critical values, the alternative hypothesis is 
confirmed, indicating the existence of a cointegration relation in the presence of structure break.                                                                                              
 
Structural stability tests  
 
Cumulative sum test (CUSUM) and cumulative sum of squares test (CUSUMQ): In order to examine 
the stability of model coefficients, CUSUMQ and CUSUM tests employed for a long time in the literature on 
econometrics are used. In these tests, the null hypothesis examines the stability of parameters at a 
significance level of 5%. The confidence interval in these two tests is two straight lines that show a 
confidence interval of 95%. If the test statistics is between these two lines, it is not possible to reject the 
null hypothesis showing the stability of the coefficients.                                                                                                         
 
4. Data analysis 
 
In this section, the results of estimation of coefficients for the money demand variables have been 
assessed during 1973 to 2009. The results of Zivot-Andrews Unit Root Test are shown in the following 
table:                                                
 
Table1: Zivot-Andrews Unit Root Test  
t Min test Lag TB T Series 
1.4734 -4.3496 0 22 37 lm1 
Model 1 
-4.1134 -4.4252 1 10 37 lm2 
-2.2856 -5.7221 0 25 37 inf 
-3.6411 -4.4687 1 12 37 lpr 
-1.9701 -2.1225 1 30 37 lrer 
-1.9701 -2.1225 1 30 37 rsr 
2.9815 -6.0192 0 22 37 rlr 
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3.2723 -4.1014 0 16 37 fa 
2.7655 -4.0484 3 24 37 li2 
1.6392 -4.4516 4 27 37 lm1 
Model 2 
-3.6045 -4.1207 1 11 37 lm2 
-2.9038 -5.1481 1 26 37 inf 
-3.4792 -4.4636 1 13 37 lpr 
-3.0482 -2.0989 1 27 37 lrer 
-3.0482 -2.0989 1 27 37 rsr 
3.5249 -5.6586 1 25 37 rlr 
3.3388 -4.1581 0 17 37 fa 
3.0279 -4.1239 3 25 37 li2 
-1.5245 -4.5565 4 27 37 lm1 
Model 3 
2.3596 -4.6828 0 10 37 lm2 
-0.0806 -5.1979 3 22 37 inf 
1.7932 -4.9706 1 12 37 lpr 
-3.5626 -3.7180 3 24 37 lrer 
-3.5626 -3.7180 3 24 37 rsr 
0.0667 -5.6691 1 25 37 rlr 
-2.1715 -4.5440 0 19 37 fa 
0.4615 -3.6808 1 7 37 li2 
-1.5662 -4.6245 4 27 37 lm1 
Model 4 
3.4053 -4.6546 0 11 37 lm2 
-0.8619 -5.1200 1 25 37 inf 
2.1650 -5.1628 1 13 37 lpr 
-3.4395 -3.5989 3 25 37 lrer 
-3.4395 -3.5989 3 25 37 rsr 
0.5464 -5.5682 1 25 37 rlr 
-2.5043 -4.6119 0 20 37 fa 
-0.6960 -3.6593 1 8 37 li2 
Source: research findings 
 
 In all models, the minimum calculated value of 𝑡𝛼
^𝑖(𝜆) for each model is less than the critical value. As a 
result, The null hypothesis is not rejected at 5% level of significance  which assumes the existence of a 
unit root without any exogenous structural break. The results of Gregory-Hansen Cointegration Test are 
shown in the following table: 
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Table 2: Gregory-Hansen Cointegration Test 
Source: research findings  
 
The values of the above statistics are less than the critical values so the null hypothesis is not rejected at 
5% level of significance.  Besides, there is no structural break in all four cointegration models.                                                                                         
 
Model estimation: The model under consideration was estimated via 4.1 Microfit Software. By entering 
the data collected in Iran from 1974 to 2009, 3 Lags was considered as the maximum lag. In the next 
stage, optimum lags are determined using criteria such as Akaeik, Hanan-Queen, and adjusted 
determination coefficient. Schwarz Baycsian Criterion (SBC) is normally used for samples less than 100 
observations in order not to lose much degree of freedom. 
 
Short-run estimations 
 
Overall results for short-run estimations: Table 5.1 shows the overall results for short-run 
estimations:  
 
Table 3: overall results for short-run estimations 
Prob T ratio Short- run Variables  
0.01 2.30 Positive and significant Inflation rate 
0.35 -0.67 Negative but insignificant Wholesale prices of industrial products 
0.01 2.70 Positive and significant Real exchange rate 
0.02 2.70 Positive and significant Real short- run interest rate 
0.02 2 Positive and significant Real long-run interest rate 
0.03 2.68 Positive and significant Financial index 
0.04 2.44 Positive and significant Real facility rate 
Source: research findings 
 
Discussion: Inflation rate, real exchange rate, real short run interest rate, real long run interest rate, and 
financial index have a positive and significant effect on real money demand. wholesale prices of industrial 
products have a negative and insignificant effect on real money demand. Furthermore, real facility rate 
have a positive and significant effect on real money demand. The more is rate of inflation, the less is the 
value of money.  Besides, more money is needed for previous transactions, and as a result the demand for 
money will increase. An increase in the exchange rates causes an increase in money demand that is in line 
with “wealth effect”. According to McKinon- shaw (1973) Theory at the time of financial liberalization, an 
increase in saving and economic growth will increase results money demand.  The improvement of 
financial index shows economic growth that has a positive correlation with money demand. Generally, it 
can be said the financial liberalization in the period under consideration affects money demand stability 
significantly during a short run period.                                                  
 
The results of Classic Assumptions Recognition Test 
 
Table 4: Results of Classic Assumptions Recognition Test 
F LM statistics Tests Model1 
 (0.09) 2.96 ( 0.044) 4.03 Serial correlation 
(0.390) 0.76  (0.284) 1.14 Functional form 
Not applicable (0.614) 0.97 Normality  
(0.850) 0.03 (0.845) 0.03 Anisotropy variance 
Models 𝑨𝑫𝑭∗ Break 
point 
𝒁𝒕
∗ Break 
point 
𝒁𝜶
∗  Break point 
1 -5.5079494 1988 -5.3437862 1988 -33.345311 1988 
2 -4.2660795 1987 -5.3106884 1995 -30.670619 1369 
3 -4.8382179 1981 -6.0484132 1995 -35.518056 1995 
4 -4.3709602 2000 -6.5766450 1995 -40.342165 1995 
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(0.358) 0.88  (0.230) 1.44 Serial correlation Model2 
(0.832)0.04  (0.780) 0.07 Functional form 
Not applicable (0.785) 0.48 Normality 
 (0.994) 0.66  (0.993) 0.71 Anisotropy variance 
(0.470) 0.55 (0.239) 1.38 Serial correlation Model3 
 (0.230) 1.58 (0.054) 3.70 Functional form 
Not applicable  (0.644) 0.88 Normality  
 (0.194) 1.75 (0.183) 1.76 Anisotropy variance 
 (0.203) 1.71  (0.140) 2.17 Serial correlation Model4 
(0.147) 2.23  (0.095) 2.79 Functional form 
Not applicable  (0.301) 2.40 Normality  
 (0.167) 1.99 (0.158)1.99 Anisotropy variance 
      Source: research findings 
 
Long run estimation of model  
 
Table 5: Results of long run estimation 
Prob T ratio Lon-run estimations Variable  
0.11 -1.67 Negative and insignificant Inflation rate 
0.29 1.30 Positive but insignificant Wholesale prices of industrial products 
0.77 -1.32 Negative and insignificant Real exchange rate 
0.04 -2.08 Negative but significant Real short- run interest rate 
0.04 -2.11 Negative but significant Real long-run interest rate 
0.00 5.93 Positive and  significant Financial index 
0.04 -2 Negative but significant Real facility rate  
Source: research findings 
 
Discussion: Inflation rate and real exchange rate have a negative and insignificant influence on the 
money demand. Real short run interest rate, real long run interest rate, and real facility rate  affect the 
money demand negatively and significantly. Financial index has a positive and significant effect on the 
money demand.  Finally, wholesale price of industrial   products   positively and significantly affect the 
real demand for money. Inflation rate, real exchange rate , real short run interest rate,  real long run 
interest rate,  and real facility rate are, in effect,  the  cost  of  maintaining  money  which have a negative  
effect  on the money demand  in long run. An increase in the exchange rate will result in a decrease in the 
money demand which is in line with “substitution effect”. The higher the wholesale price of industrial 
products, the lower the money demand. An increase in the financial index is indicative of the conditions of 
economic growth which   results in higher demand for money. Generally, it can be said that: financial 
liberalization in the period under consideration has affected the stability of money  demand significantly 
in a long run. 
                                                            
Error Correction Model: Error Correction Model   shows   long run and short run relations between 
dependent and   independent variables in the model. The results of error correction for model 1 are as 
follows:   
Lm1 = -.070708*Inf +  .094957*Lpr   -.26798*Lrer   -6.7688*Rsr   -.90081*Li2-10.2200*C 
-.036118*D71+ ecm 
The  important point  in error  correction  model  is the  coefficient  of  error  correction term  that shows  
the  adjustment  speed of  imbalance process  towards   a state of balance  in  a long  run. As  shown  in the  
above table, this coefficient is  negative and significant and since the  ECM  coefficient  is  between  0 and -
1  and, thus, significant, the  existence  of  cointegration   relation between  the  variables is  confirmed. In 
addition, as the  coefficient for error  correction  term is equal to ( -0/466), it can be concluded that in 
each period, almost 46% of the existing imbalance in the dependent variable will be adjusted and 
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eliminated from its long run balanced values in the next period. In other words, in the case that any kind 
of shock or imbalance is created in money demand function it will return to a balance state. As a result, it 
can be said the moving towards the balance is relatively desirable.                                                                        
The results of error   correction for model 2 are as follows:   
 
Lm1=  .0040675*Inf   -.75493*Lpr   -.13410*Lrer   -4.8440*Fa   -.65862*Li2-7.2644*C-.56456*D71+ ecm       
Since the ECM  coefficient  is  between  0 and -1  and significant, the  existence  of  cointegration 
relationship between  the  variables in question is  confirmed. What’s more, as  the  coefficient of error 
correction term is equal to (-0.266), it can be concluded that in each period almost 26% of the created 
imbalance in dependent variable will be adjusted and removed from its long term balanced values in the 
next period. In other words, if any kind of shock or imbalance is created in money demand function it will 
return to a balance state. The results of error correction for model 3 are as follows:   
 
Lm2= -.079136*Inf +   .17018*Lpr +  .051017*Lrer   -7.7860*Rlr-1 Li2  -14.2849*C  -.043494*D71+ ecm 
Since the ECM  coefficient  is  between  0 and -1  and significant, the  existence  of  cointegration 
relationship between  the  variables in question is  confirmed. What’s more, as  the  coefficient of error 
correction term is equal to (-0.437), it can be concluded that in each period almost 43% of the created 
imbalance in dependent variable will be adjusted and removed from its long term balanced values in the 
next period. In other words, if any kind of shock or imbalance is created in money demand function it will 
return to a balance state. The results of error correction for model 4 are as follows:   
 
Lm2 = -.011632*Inf +   .11540*Lpr +   .23435*Lrer   -3.4934*Fa   -1.3882*Li2  -16.4045*C + 
.0044027*D71+ ecm 
Since the ECM  coefficient  is  between  0 and -1  and significant, the  existence  of    cointegration 
relationship between  the  variables in question is  confirmed. What’s more, as  the  coefficient of error 
correction term is equal to (-0.183), it can be concluded that in each period almost 18% of the created 
imbalance in dependent variable will be adjusted and removed from its long term balanced values in the 
next period. In other words, if any kind of shock or imbalance is created in money demand function it will 
return to a balance state. 
 
Cumulative Sum Test (CUSUM) and Cumulative Sum of Square Test (CUSUMQ): The following 
diagrams show the results of CUSUM and CUSUMQ tests. The statistics are plotted for specific time 
periods and as shown in the diagrams, the statistics obtained through the tests are placed inside straight 
lines, indicating the stability of the coefficients at a significant level of 5%. In other words, it is not 
possible to reject the null hypothesis at a confidence level of 95%, indicating the stability of coefficients.  
 
Figure1: Model 1 
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 The straight lines represent critical bounds at 5% significance level
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Figure2: Model 2 
 
Figure3: Model3 
Figure4: Model4 
 
5. Conclusion  
 
The results of the present study are summarized as follows:  
 Financial liberalization in the period under study has a significant effect on money demand 
function.     
 Zivot-Andrews Unit Root Test confirms the existence of unit root without any exogenous 
structural breaks.  
 Gregory- Hansen Conitegration Test shows that given the structural and regime changes, there is 
not long term balance relationship at a confidence level of 95%.  
 The results of error correction model show that the coefficients of error correction terms in the 
first, second, third, and the fourth models are equal to (-0/466), (-0/263), (-0/437) and (-0/183), 
respectively, suggesting that the created imbalance in dependent variable is adjusted and 
removed in the next period from its long term balance value in the next period. Structural 
stability test confirms the stability of money demand function in the period under study.  
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Recommendations: Money demand stability is a prerequisite so that money demand could have a 
predictable effect on economy and the central bank could control money demand in order to implement 
active monetary policies. On the other hand, if the money demand function is unstable the changes will be 
unpredictable and monetary officials will not be able to predict the effects of money changes on other 
variables. It is possible to control behaviors of the money demand function by estimating this function 
relative to different independent variables and summing up the results obtained. Given that financial 
liberalization has a positive and significant effect on the money demand function and interest rate has not 
been liberalized yet in Iran it is recommended that the Iranian government can take some action in this 
regard by liberalization of interest rate.  
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