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Abstract
Rocket motor stability analysis has historically been focused on two fundamental
theories: the acoustic and the hydrodynamic. While the acoustic part examines the
system at resonant states, the hydrodynamic component focuses on the fluid-wall
interactions and the vortex shedding mechanisms which are responsible for exciting
the system. Traditionally, the two concepts are studied independently and their
results are then superposed for a more complete solution. In this study, we analyze
the problem from a hydrodynamic standpoint and extend it to include compressibility.
This is realized by reducing the linearized Navier-Stokes and energy equations to
their biglobal form assuming a two-dimensional waveform with a sinusoidal temporal
dependence. The suggested approach is found to be comprehensive, capturing
both hydrodynamic and acoustic fields simultaneously. Doing so unifies the two
phenomena commonly associated with combustion instability while accounting for
interactions between resonant and non-resonant eigenmodes. In this work, results
are compared and validated using analytical solutions of the vortico-acoustic waves,
which incorporate a viscous correction at the wall. Regarding the hydrodynamic
component, comparisons to numerical results verify the captured modes. Combined,
they present an improved agreement with experimental data for the cold air injection
setup. By retaining the influence of the mean flow on the unsteady motion, the
technique straightforwardly displays a slight frequency shift from the Helmholtz type
acoustic modes, thus confirming the behavior observed in numerous experiments.
Moreover, the modal analysis extends over both the longitudinal and transverse
v
modes, thus providing the full spectrum of the system modes related to both acoustics
and hydrodynamics. In short, the present work provides physical insight into
hydrodynamic-acoustic interactions leading to vortex synchronization and frequency
shifting that may be associated with the amplified frequencies captured in live rocket
firings. The framework presented here may be viewed as a substantial advancement
in the field of biglobal stability, namely, in its ability to capture the full effects of




1.1 Combustion Instability . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Acoustic Instability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Longitudinal Waves . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Transverse Waves . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Hydrodynamic Instability . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Formulation of the Compressible Biglobal Equations 10
2.1 Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Normalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Linearization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Mean Flow Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Compressible Biglobal Equations . . . . . . . . . . . . . . . . . . . . 18
2.6 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3 Numerical Methods 23
3.1 Spectral Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.1 Chebyshev Polynomials . . . . . . . . . . . . . . . . . . . . . . 25
3.1.2 Pseudo-Spectral Derivatives . . . . . . . . . . . . . . . . . . . 26
3.1.3 Eigenvalue Problems . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Eigensolvers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.1 Calculating Eigenvalues . . . . . . . . . . . . . . . . . . . . . 29
vii
3.2.2 The LU and QR Methods . . . . . . . . . . . . . . . . . . . . 30
3.2.3 Arnoldi Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 31
4 The Vortico-Acoustic Wave 33
4.1 Eigenvalues of Solid Rocket Simulations . . . . . . . . . . . . . . . . . 34
4.2 Solution Sensitivity to N . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3 Wave Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3.1 Acoustic Wave . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3.2 Vortical Wave . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.4 Validation of Numerical Solver . . . . . . . . . . . . . . . . . . . . . . 45
4.5 Influence of Mean Flow Field . . . . . . . . . . . . . . . . . . . . . . 48
4.6 Influence of Viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.7 Influence of Injection Velocity . . . . . . . . . . . . . . . . . . . . . . 55
5 The Hydrodynamic Wave 59
5.1 The Hydrodynamic Wave . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Validation of the Numerical Solver . . . . . . . . . . . . . . . . . . . 60
5.2.1 Comparison to Hydrodynamic Stability Analysis . . . . . . . . 61
5.2.2 Comparison to Experiments . . . . . . . . . . . . . . . . . . . 63
5.3 Influence of Motor Aspect Ratio . . . . . . . . . . . . . . . . . . . . 68
5.4 Mean Flow Impact on the Wave Structure . . . . . . . . . . . . . . . 71
5.4.1 Pressure Waveform . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4.2 Vorticity Fluctuations . . . . . . . . . . . . . . . . . . . . . . 72
6 Conclusions 76
6.1 Acoustic Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77




A Summary of Equations in Cartesian Coordinates . . . . . . . . . . . . 90
A.1 Compressible Mean Flow Field . . . . . . . . . . . . . . . . . 90
A.2 Compressible Biglobal Equations . . . . . . . . . . . . . . . . 91
B Summary of Equations in Cylindrical Coordinates . . . . . . . . . . . 93
B.1 Compressible Mean Flow Field . . . . . . . . . . . . . . . . . 93




2.1 Schematic diagram of the chamber with porous walls. . . . . . . . . . 11
4.1 Typical frequency spectrum for a slab rocket motor computed by the
numerical solver with Reac = 2000, Mw = 0.05, L = 5, and N = 60. . 35
4.2 Waveforms of pressure in the axial direction for the first four longitu-
dinal modes along the centerline. . . . . . . . . . . . . . . . . . . . . 40
4.3 Vorticity evolution with time in the transverse direction measured at
x = 2.5. Here Reac = 2000, L = 5, and N = 60. . . . . . . . . . . . . 42
4.4 Acoustic coupling as illustrated by Vuillot (1995). . . . . . . . . . . . 44
4.5 Comparisons of the unsteady axial velocity profiles in the transverse
direction for a motor with L = 5. Measurements are taken at x = 2.5. 47
4.6 Axial velocity fluctuations for the first longitudinal mode demonstrat-
ing a constant penetration depth for three cases. In all cases, the
product ReacM
3
w = const, along with the aspect ratio, i.e. frequency
and speed of sound. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.7 Comparison of the frequency spectra resulting from computations with
a compressible mean flow field and an incompressible mean flow field.
Here Mw = 0.05, Reac = 2000, L = 5, and N = 60. . . . . . . . . . . . 49
4.8 Comparisons in the unsteady axial velocity profiles (a, b) and vorticity
fluctuations (c, d) using either a compressible or an incompressible
mean flow field. Here Mw = 0.05, Reac = 2000, L = 5, and N = 60. . 50
x
4.9 Comparison of entropy fluctuations using either a compressible or an
incompressible mean flow field. Here Mw = 0.05, Reac = 2000, L = 5,
and N = 60. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.10 Comparison of contour plots of entropy fluctuations between computa-
tions with (a) an incompressible mean flow field and (b) a compressible
mean flow field. Here Mw = 0.05, Reac = 2000, L = 5, and N = 60. . 53
4.11 Comparison of the frequency spectra for various Reynolds numbers.
Here Mw = 0.03, L = 5, and N = 60. . . . . . . . . . . . . . . . . . . 54
4.12 Comparison of the axial velocity profile for various Reynolds numbers.
Here Mw = 0.03, L = 5 and N = 60. . . . . . . . . . . . . . . . . . . 55
4.13 Vorticity contour plots for various Reynolds numbers for the first
longitudinal vortico-acoustic mode. Here Mw = 0.03, L = 5 and N = 60. 56
4.14 Comparison of the frequency spectra for various injection Mach
numbers. Here Reac = 2000, L = 5 and N = 60. . . . . . . . . . . . . 57
4.15 Vorticity contour plots for various wall Mach numbers. Here Reac =
2000, L = 5, and N = 60. . . . . . . . . . . . . . . . . . . . . . . . . 58
5.1 Comparison of the frequency spectrum between the present numerical
solver and results by Boyer et al. (2013). Here Reac = 2000, Mw =
0.003, L = 8 and N = 60. . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Contour plot for the unsteady radial velocity corresponding to the
eigenvalue ωr/Mw = 40.5. Here Reac = 2000, Mw = 0.003, L = 8,
and N = 60. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.3 Contour plot for the unsteady axial velocity corresponding to the
eigenvalue ωr/Mw = 40.5. Here Reac = 2000, Mw = 0.003, L = 8,
and N = 60. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4 Velocity vector plots for two hydrodynamic modes. Here Reac = 2000,
Mw = 0.05, L = 5 and N = 60. . . . . . . . . . . . . . . . . . . . . . 66
xi
5.5 Comparisons of amplified frequencies between experimental results
from Casalis and Vuillot (2004) and computations from numerical
solver of the present study. . . . . . . . . . . . . . . . . . . . . . . . . 69
5.6 Frequency spectra for various motor lengths. Here Mw = 0.007, Reac =
2000 and N = 60. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.7 Evolution with time of the pressure wave corresponding to the first
vortico-acoustic mode. Here Reac = 2000, L = 50, Mw = 0.007 and
N = 60. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.8 Vorticity contour plots of the superposition of multiple modes. Here
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Combustion instability has been a long-standing problem that continues to plague
chemically-reacting internal flow devices. Such devices are generally used for
propulsion and power generation. Being at the heart of industries such as aerospace,
transportation, communication, utilities, etc., these devices have become an integral
part of modern society. Naturally, the increased dependency on such devices has led
to a strong desire to improve their performance and efficiency.
Combustion instability is considered today as one of the major risks facing new
developmental programs. Consequently, the demand for research advancements in
the field of rocket propulsion in general, and combustion instability in particular, has
substantially increased in recent years. To overcome the unexpected appearance
of instabilities, it is prudent to understand and seek to predict their behavior.
Using modern analytical and computational tools, improved models can now be
developed for the characterization of important stability phenomena, especially
those which remain largely unresolved. The present work explores the combustion




This phenomenon is broadly observed within combusting internal flow devices, hence
giving rise to the term “combustion instability.” Characterized by internal pressure
oscillations, combustion instability is not exclusively about the instability of the
combustion process itself. It is manifested in the amplification of oscillations within
the fluid motion. Although the precise mechanism itself remains unresolved, fluid
characteristics couple with the released chemical energy to trigger conditions that are
favorable for self-excitation or resonance. When considering internal fluid motions,
a system’s resonance is fundamentally associated with acoustic disturbances. One
of the principal objectives of combustion instability analyses is to understand the
driving phenomena that trigger and drive these self-excited oscillations.
Resonant states are achieved when the natural acoustics of an enclosure are
triggered. For a better understanding of this behavior, Chu and Kovsznay (1958)
introduce a breakdown of the fluid-dynamic waves into three types: acoustic, vorticity,
and entropy waves. While the acoustic part describes the production, propagation,
and absorption of pressures waves, the vorticity and entropy waves are concerned with
the production, convection, and dissipation of vorticity and thermal fluctuations,
respectively. The acoustic wave, typically represented as a pressure wave, is the
natural state at which resonance occurs. The vorticity and entropy waves contribute
energy that either feeds or dissipates the resonant pressure wave. Self-excitation
occurs when vorticity and entropy waves couple with the natural acoustics of the
chamber and modulate the energy transfer. The Rijke tube is an excellent example
that demonstrates resonance due to the coupling of entropy and acoustic waves. A
Rijke tube consists of a vertical pipe with a wire mesh positioned in its lower half.
When the wire mesh is heated, a loud sound is produced from the tube. These
acoustic waves are a result of thermal fluctuations that excite the natural frequencies
of the cavity. Such instabilities are termed “thermo-acoustic waves.” In the same
vein, vorticity waves can couple with the acoustics to give rise to “vortico-acoustic
2
waves.” The latter are triggered by the production and convection of vortices. The
vortex shedding is generated hydrodynamically and does not require combustion. The
present work focuses on the hydrodynamics of the rocket flow with an underlying
emphasis on the resulting vortico-acoustic coupling.
1.2 Acoustic Instability
For a better understanding of the classic acoustic theory, it is helpful to provide
the key assumptions used in the derivation of the fundamental wave equation. The
conservation equations for fluid dynamics are reduced under irrotational and adiabatic
conditions. The first step of the derivation consists of linearizing the set of partial
differential equations (PDEs) through a decomposition of the flow variables into a
mean and an unsteady component. These are:
p (~x, t) = p0 (~x) + p
′ (~x, t)
ρ (~x, t) = ρ0 (~x) + ρ
′ (~x, t)
u′ (~x, t) = 0 + ~u′ (~x, t)
(1.1)
Pressure wave motions are concerned with the compression and expansion of the fluid
particles, thus making compressibility the key parameter in capturing acoustic waves.
Note that in equation (1.1) the mean flow velocity is set to zero. This implies that
the classic acoustic theory does not account for mean flow effects. Using the ideal






−∇2p′ = 0 (1.2)
where c is the speed of sound. Equation (1.2) leads to an eigenvalue problem. The
boundary conditions are derived for an enclosed domain with reflective walls, i.e.
~n · ∇p′ = 0. Using separation of variables, a summary of the eigenfunctions can be
3
expressed as:









[an sin (ωnt)− bn cos (ωnt)]











[an cos (ωnt) + bn sin (ωnt)]
(1.3)






Here L is the length of the chamber in the longitudinal direction of propagation. A
similar process can be applied to the governing equations using a polar coordinate
system to derive the waves in the transverse directions, r and θ. Arfken et al. (2005)
provide the detailed derivation for the transverse acoustic pressure and velocity waves.
Around 1953, Smith and Sprenger (1953) performed experimental firings of solid-
propellant rocket motors. Their study seemed to indicate that amplified pressure
oscillations occurred at frequencies close to the natural acoustics of the chamber. This
confirmed that the erratic behavior was in some way related to acoustic waves. Since
then, acoustic analysis became the focus of studies related to combustion instability.
1.2.1 Longitudinal Waves
Among the earliest analytical studies related to acoustic instabilities in injection
driven flow fields, one may cite Hart and McClure (1959, 1965), and Culick (1966a).
These derive expressions for the energy build-up due to wave propagations in
chambers with sidewall injection. Starting in 1995, Majdalani (1995), Majdalani
and Roh (2000) and Fabignon et al. (2003) provide improved formulations for
similar configurations. Acoustic waves seem to induce a greater impact when they
are parallel to the injecting plane. Brownlee (1959) comes to this conclusion by
experimentally studying different motor configurations and measuring the effects of
acoustic oscillations on the burning rate. Price (1992) explains that the key behind
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this flow phenomenon may be found in the vortical and turbulent flow processes near
the wall that can be affected by velocity and pressure fluctuations. Consequently,
capturing the coupling between the vortical and acoustic waves becomes highly
desirable.
One way of accounting for the interactions between the shearing and the
compressing processes is to pay close attention to the no-slip boundary condition
at the burning surface. Through experimental studies, Brown et al. (1986) and
Dunlap et al. (1990) confirm the fluid’s behavior next to the wall. The inviscid
acoustic field, on its own, cannot satisfy this condition. Vorticity is generated at
the wall to counteract the sweeping motion of the acoustic wave, thus giving rise
to vortical motion. Manifested at resonant states, this process controls how the
acoustic field modulates the vorticity generation to draw energy from the main
stream. Vuillot and Avalon (1991) and Majdalani and Van Moorhem (1998) use
this technique to study the growth of the sidewall boundary layer. Working on
the same problem, Majdalani (1995, 1999a, 2009) identifies a key parameter that
controls the penetration depth of the boundary layer region. To maintain a constant
penetration depth, this parameter provides the required balance between convection
and dissipation, the two mechanisms responsible for the transport of the boundary
layer. Furthermore, Majdalani and Van Moorhem (1998) and Majdalani and Flandro
(2002) study the dependence of the vortical wave on the mean flow injection patterns
using perturbation methods. In more recent work, Batterson (2013) uses numerical
techniques to produce the vortico-acoustic field in both low and high Mach number
flow regimes.
1.2.2 Transverse Waves
Liquid rocket engines also suffer from combustion instabilities. Owing to their
geometric configuration and direction of injection, transverse acoustic propagations
tend to produce the waves with greatest impact. The term “transverse” refers to the
5
direction normal to the axis of the engine. The F-1 engine of the Saturn V launch
vehicle is used as a classic example of combustion instability in liquid rocket engines.
This engine suffered from intense transverse wave oscillations, thus costing over 2700
full scale firings and numerous redesigns of internal acoustic baffles before adequate
configurations could be achieved (Oefelin and Yang, 1993).
Transverse instabilities are due to large pressure oscillations in a direction normal
to the axis of the chamber. In their investigations, Clayton (1965), Clayton et al.
(1968), and Sotter et al. (1969) observed steep-fronted pressure disturbances of high
amplitude tangential oscillations. Their experimental studies recorded pressure spikes
larger than the mean chamber pressure by one order of magnitude. In the same vein,
Ando et al. (2007) used numerical techniques to study the transverse waves in a pulse
detonation engine. Their results showed peaks where the transverse waves collided.
Few theoretical studies targeted the transverse waves, such as the works of Maslen
and Moore (1956), and Crocco (1962). Recently, Haddad and Majdalani (2013)
provided analytical solutions for the transverse oscillations due to two mean flow
profiles. These correspond to the uniform and bell-shaped injection profiles where
the latter is considered a better physical representation of the headwall-injected mean
flow. Their methods employ asymptotic techniques with the flow injection Mach
number as the perturbation parameter. Connected to the same problem, Batterson
(2013) extracts the acoustic transverse modes numerically, thus extending its validity
to include high injection speeds. His results compare favorably with the solution
provided by Haddad and Majdalani (2013).
1.3 Hydrodynamic Instability
Hydrodynamic instability is concerned with the stability of fluid motions, where an
unstable flow can evolve into a turbulent state with a chaotic three-dimensional
vorticity field. These vortices can manifest themselves in a broad spectrum of
temporal and spatial scales. The laminar-turbulent flow transition theories have been
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in development since the 1860s, with pioneers like Helmholtz (1868), Kelvin (1871),
Rayleigh (1879), and Reynolds (1883). In recent years, flow transition studies have
become widely popular in applications pertinent to aerodynamic flow separation and
oscillatory loading in structures. Examples may include aircraft designs and under-
water structures.
More relevant to the present internal flow problem, the hydrodynamic instability
analysis is concerned with the generation of hydrodynamic waves and their modal
propagations. These are intrinsic to shear layers and flow breakdowns that manifest
themselves as vortex shedding. The latter has been identified as a significant
mechanism that triggers acoustically resonant oscillations. Vuillot (1995) describes
three types of vortex shedding: obstacle, angle, and parietal. The obstacle vortex
shedding is concerned with the generation of an unsteady wake due to a protrusion
into the flow, such as grain separators in solid rocket motors. Angle vortex shedding
occurs when part of the propellant is not uniform such that the injectant enters the
chamber at an angle. In this case, the non-uniform injection may interfere with the
mean flow to the extent of causing shear instabilities. Lastly, parietal vortex shedding
manifests itself most prominently near the wall, owing to a hydrodynamic instability
of the flow itself. Using small scale motor firings and cold-gas experiments, Vetel
et al. (2003) and Prevost et al. (2005) demonstrate the prevalence of parietal vortex
shedding as a mechanism for triggering pressure oscillations.
Among the earliest hydrodynamic stability analyses for the injection driven flow
field is work by Varapaev and Yagodkin (1969). In their study, the stream function
is perturbed to solve the Orr-Sommerfeld equation, which is modified to account for
the transverse component of the mean flow velocity. Their technique uses the one-
dimensional normal mode approach (Drazin, 2002), which is more suitable for parallel
flows (a parallel flow assumption neglects variations in the transverse direction). To
properly account for non-parallel mean flow effects, Casalis et al. (1998) and Griffond
and Casalis (2001, 2000) apply the Local Non Parallel (LNP) approach to extract
the hydrodynamic modes for the flow in porous channels and tubes. Their studies
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compare favorably with experimental data obtained from the VECLA and VALDO
facilities. Operated by Avalon and Lambert (2006), these facilities measure velocity
fluctuations in a flow driven by cold gas injections. In the same vein, Casalis et al.
(1998) and Griffond et al. (2000) calculate the amplified disturbances using the classic
Taylor (1956) and Culick (1966b) mean flow profiles.
Although the LNP approach is suitable for some non-parallel mean flows, it still









For the Taylor-Culick mean flow, this assumption is somewhat violated. To overcome
this issue, Theofilis (2003) introduces the biglobal approach, which assumes an Ansatz
for the unsteady variables of the form:
m̃ (r, θ, z, t) = m (r, z) exp [i (qθ − ωt)] (1.6)
By allowing the disturbance amplitudes to be a function of the two spatial coordinates
(r, z), the wave shapes are no longer restricted to the traditional sinusoidal forms.
Chedevergne and Casalis (2005, 2006), and Chedevergne et al. (2006) implement
the biglobal approach in a manner to extract the Taylor-Culick amplified modes.
Their results compare favorably with experimental results for parietal vortex shedding
instabilities. Boyer et al. (2012, 2013) extend the work to show that minor defects in
the propellant surface can easily trigger pressure oscillations. These wall disturbances
may include defects in the propellant or intersegments, which are widely used in solid
rocket motors. More recently, Batterson and Majdalani (2011a,b) successfully capture
hydrodynamic structures in the bidirectional vortex rocket engine using the biglobal
approach.
The present work comes as a natural extension to both hydrodynamic and acoustic
instability theories. By applying the biglobal approach to the fully compressible
8
and viscous conservation laws, the method solves for all of the temporal and spatial
turbulent scales. On the one hand, the viscous flow captures the vortex shedding
and shear instabilities responsible for triggering the observed pressure oscillations.
On the other hand, compressibility allows for the formation of acoustic waves, which
stand behind the resonant states of the pressure oscillations. Solving for both waves
simultaneously enables us to fully couple the vortico-acoustic waves while providing
insight into their intrinsic interactions. Furthermore, the present formulation will
resolve the wave motion in both longitudinal and transverse directions, thus leading
to a complete characterization of the directional waves, including the identification
of relative orders and growth-rate patterns.
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Chapter 2
Formulation of the Compressible
Biglobal Equations
2.1 Geometry
The internal flow path geometry of a solid rocket motor can be simulated as a
cylindrical pipe with porous walls through which gas is injected. These transpiring
walls represent mass injection at the burning surface of the propellant. Since the scope
of this analysis is to predict the instabilities of wave propagations after combustion
has occurred, a known transverse velocity profile Uw(x) is taken to represent the
flow injection from a non-regressing wall. This representation is equally valid for
slab rocket motors. To simplify the presentation of the theory, it is customary to
first derive the appropriate equations in a Cartesian reference frame. A schematic
diagram of the planar problem is given in figure 2.1. The figure shows a chamber
bounded by two top and bottom porous walls, an inert wall to the left, and an open
section to the right. The combustion products are injected from the porous walls
and accelerated downstream toward the open end. Assuming symmetry, half of the
chamber is investigated with a domain which is extending horizontally from x = 0 to
x = L.
10
Figure 2.1: Schematic diagram of the chamber with porous walls.
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2.2 Normalization
To parametrize the solution, the governing equations are converted to their non-
dimensional form, which generates the important non-dimensional parameters that
govern the characteristics of the solutions. This step will help to provide a generalized
solution, thus making it valid for a wider variety of cases. In this vein, the flow
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In the above, the asterisk marks dimensional variables. The primary spatial
coordinates are normalized with respect to a, the half-height of the chamber. With
a solution that is independent of the half-height, one can later account for wall
regression through a backward transformation to dimensional variables. The flow
velocities, denoted here by the vector u, are normalized against the speed of sound
at the wall, and (p, ρ, T ) are used to denote the standard thermodynamic properties
normalized by reference values at the wall. Since this framework refers to a cold
flow model, the conservation equations are derived for a non-reacting fluid, with no
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Equations (2.2)-(2.5) are nonlinear. When dealing with wave propagation, one obtains
a linearized system by introducing a small-signal approximation. At this juncture,
the perturbation of the flow variables associated with velocity, pressure, density and
temperature is appropriate. These are separated in terms of a mean flow variable,
M , and its unsteady component m1:
M̃ (x̄, t) = M (x̄) +m1 (x̄, t) (2.6)
Traditionally, when addressing combustion instability, fluctuations are decom-
posed into three unsteady fields. The first is the compressible, irrotational acoustic
wave. This type of wave propagates by means of adiabatic compression and
decompression at frequencies that correspond to the natural harmonics of the
chamber. Being strictly irrotational, this wave does not satisfy the no-slip condition
at the wall, unless the solution is augmented using an incompressible, rotational
vortical wave. Acting as a viscous correction to the compressible field, the vortical
wave is generally coupled with the acoustic wave, to form the vortico-acoustic wave.
The combined, composite waves then manifest themselves at the natural frequencies
which define the resonant states of the system, either propagating in the longitudinal
or transverse directions. Combustion instability analysis pays particular attention
to resonant states that are accompanied by high amplitude oscillations. However,
the driving phenomena that trigger these states are not very well understood. In
this work, we hypothesize that a major contributor to these oscillations is the
hydrodynamic breakdown of the flow field due to viscous effects. Unlike the vortico-
acoustic waves, these hydrodynamic fluctuations occur over a wide spectrum of
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frequencies which are connected to mean flow rotationality. The resulting fluctuations
constitute another component of the decomposed field, namely, the hydrodynamic
wave.
In the present framework, our governing equations account for both compressibil-
ity and rotationality, and can therefore capture both the hydrodynamic and vortico-
acoustic waves simultaneously. From this perspective, the process of decomposing the
unsteady variables is completely eliminated. The separation of the mean flow and
the unsteady component takes the form:
ũ = MwU + u1; ṽ = MwV + v1; w̃ = MwW + w1;
p̃ = P + p1; T̃ = T̄ + T1; ρ̃ = ρ̄+ ρ1
(2.7)
At this point, the mean flow velocities, (U, V,W ) are introduced and normalized
with respect to the wall injection velocity, Uw. The instantaneous variables are then
substituted back into equations (2.2)-(2.5). The next step requires scaling. By
collecting terms of the same order, two sets of equations emerge. The first is the
nonlinear steady set describing the mean flow field. Because solutions of the base
flow are available in a compressible context, there is no need to solve this nonlinear
set. Instead, the analysis is focused on the first-order unsteady equations; as usual,
higher order terms are neglected in a linear stability study. The governing equations































































































































































































































































































































































































































































γp1 = ρ̄T1 + T̄ ρ1 (2.13)
The Stability Criteria
According to the theory of dynamical systems, a flow is considered to be stable if all
perturbations about the mean flow decay over time (Drazin, 2002). Consequently,
the definition of stability is concerned with the evolution of perturbations with time.
Mathematically, the flow is said to be stable if
‖u1 (x, y, z, t)‖ , ‖v1 (x, y, z, t)‖ , ‖w1 (x, y, z, t)‖
‖p1 (x, y, z, t)‖ , ‖T1 (x, y, z, t)‖ , ‖ρ1 (x, y, z, t)‖
→ 0 as t→∞ (2.14)
This criterion will be at the basis of the forthcoming analysis.
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2.4 Mean Flow Field
With respect to the mean flow field, the strategy is to adopt a solution that satisfies the
steady flow equations. It is also assumed that the mean variables remain unaffected
by the evolving fluctuations. The literature provides some base flow solutions of
the present problem. For the rectangular channel configuration, a two-dimensional
closed-form solution by Maicke and Majdalani (2008) is available. Being closed-form,
the flow variables can be easily encoded in the numerical solver with no addition to
the computational cost. Moreover, the solution is derived in a compressible, fully
two-dimensional context, which contains the major contributing attributes in this
investigation: the compressibility needed to capture the acoustic propagation, and the
two-dimensionality needed for the longitudinal and transverse fluctuations. Although
the solution is isentropic, it is consistent with the present formulation. Non-isentropic
effects on the mean flow field are known to be small, as demonstrated by Akiki and
Majdalani (2012).
In their work, Maicke and Majdalani use perturbation methods to derive a closed-
form approximation that describes the mean flow field up to the point where fully-
choked conditions are reached. Their variables are expanded using a Rayleigh-Janzen
perturbation with respect to the wall-Mach number squared, M2w. Their solution,
which is encoded in the numerical solver, is summarized below:
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M4w (γ − 1)
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The cylindrical counterpart for the compressible mean flow field, which was
developed by Majdalani (2007), is provided in Appendix B.
2.5 Compressible Biglobal Equations
The biglobal approach is based on a two-dimensional modal ansatz of the form:
m1 = m (x, y) e
i(qz−ωt) (2.20)
where m1 represents an unsteady variable, m (x, y) is an amplitude function in two
directions, q is the mode number of the wave in the third dimension, and ω is the
frequency. Note that ω is a complex number whose real part, ωr, denotes the angular
frequency of oscillations, while the imaginary part, ωi, represents the growth rate.
When ωi is negative, the wave amplitudes decay with the passage of time, and they
grow when ωi > 0. As such, ωi may be used as a basis for the stability criterion
described in section 2.3. This modal form, as expressed in equation (2.20), allows
the disturbance amplitudes to be a function of two spatial coordinates (x, y), thus
no longer restricting the wave shapes to the traditional sinusoidal form. Moreover,
it assumes a periodic motion in the z–direction with a mode number q. To make
headway, the biglobal ansatz for each unsteady variable may be inserted into the






































































































































































































































































































































































































































γp = ρ̄T + T̄ ρ (2.26)
2.6 Boundary Conditions
To define a well posed set of boundary conditions, it is important to determine the
number of required conditions. This may be realized by examining the unknown
variables with respect to the independent variables in the present set of PDEs. Since
the temperature and velocities have second derivatives in each direction, they require
four boundary conditions each, whereas the pressure and density necessitate only two.
With four boundaries in the domain, we start by considering the sidewall to be an
adiabatic, fully-reflective wall with no slip. This translates into:
u (x, 1) = 0, v (x, 1) = 0, w (x, 1) = 0,
∂T
∂y
(x, 1) = 0 (2.27)
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The headwall is assumed to be an adiabatic, reflective wall with no slip and is
represented as:
u (0, y) = 0, v (0, y) = 0, w (0, y) = 0,
∂T
∂x
(0, y) = 0,
∂ρ
∂x
(0, y) = 0
(2.28)
The centerline is considered an axis of symmetry where:
∂u
∂y
(x, 0) = 0, v(x, 0) = 0,
∂w
∂y
(x, 0) = 0,
∂T
∂y
(x, 0) = 0,
∂ρ
∂y
(x, 0) = 0,
∂p
∂y
(x, 0) = 0
(2.29)
Since the formulation encompasses both the hydrodynamic and acoustic waves,
ambiguity emerges around the characteristics of the outflow boundary condition.
In their paper, Poinsot and Lele (1992) discuss in detail the boundary conditions
for the simulations of compressible and viscous flows. Poinsot and Lele investigate
the different methods of boundary conditions used in the literature and comment on
their applicability to certain types of problems. More specifically, they quantify the
generated numerical waves to determine the suitability of the boundary conditions.
When dealing with acoustic waves, it is necessary to specify a reflecting boundary
condition to properly trigger the acoustic wave reflections in the chamber. However,
when solving for a viscous flow, it is customary to use non-reflecting conditions
to facilitate the convection of vortices through the outflow boundary. Otherwise,
these would generate what Poinsot and Lele refer to as numerically reflected spurious
waves. Based on their recommendations, and after trying different combinations, we
converged on a quasi-reflecting boundary condition. In our framework, we capture
the reflected compression waves by imposing a reflecting boundary condition on the
thermodynamic variables, such as pressure, temperature, and (implicitly) density.
This is accomplished by setting:
∂p
∂x
(L, y) = 0,
∂T
∂x
(L, y) = 0 (2.30)
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Table 2.1: Summary of boundary conditions.
u v w p T ρ











































Conversely, to allow for the convection of vortices through the boundary, a non-
reflecting condition is imposed on the velocities, namely a linear extrapolation in the
streamwise direction. The idea behind this condition is that a hydrodynamic wave
passes through the acoustic boundary and is continuous downstream. This condition
has been shown to produce reliable predictions of the hydrodynamic wave behavior,
specifically in the works of Chedevergne et al. (2006), Theofilis (2003), and Lin and




(L, y) = 0,
∂2v
∂x2
(L, y) = 0,
∂2w
∂x2
(L, y) = 0 (2.31)
In Chapters 4 and 5, we provide validations for the numerical solver by comparing
our acoustic and hydrodynamic wave solutions to those found in the literature. This
set of boundary conditions has proved to provide satisfactory results for both vortico-
acoustic and hydrodynamic wave forms. A summary of the boundary conditions is




This chapter provides a summary of the numerical methods and eigensolvers used
in this project. For a more detailed description of the numerical methods that are
typically used in stability analyses, the reader is directed to the PhD dissertation by
Batterson (2011). Batterson provides a comprehensive study of the different methods
currently in use. His presentation of the derivations with elaborative examples makes
it a valuable reference to engineering students developing codes that make use of
spectral methods.
3.1 Spectral Methods
This work is focused on the modal analysis of wave propagations in a simple
rectangular or cylindrical geometry. For such eigenvalue problems with partial
differential equations, finite element and spectral methods are two of the widely used
numerical schemes. Spectral methods are advantageous in our particular problem for
several reasons. Wave propagation problems require both high spatial and temporal
resolution, which is particularly important to capture hydrodynamic modes where
small scale vortex structures are present and high-frequency vortex shedding events
occur. In such cases, global methods are preferred over local methods because of
their ability to extend over coarser grids without loss in accuracy. Spectral methods
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take on a global approach and converge exponentially, requiring fewer computational
resources. However, these methods require a sufficiently smooth solution function and
become less accurate with discontinuous coefficients (Canuto et al., 2007). This is due
to the Gibbs phenomenon, which involves an overshoot in the Fourier series solution
of a continuously differentiable periodic function at a discontinuity or edge of a steep
gradient (Hewitt and Hewitt, 1979). Moreover, the resulting overshoot does not die
out as the frequency increases. In the present case, we are dealing with a simple
geometry where spectral methods can be very accurate. In later work, the extension
of this formulation to complex geometries could be achieved using finite element
methods, which can deal with non-differentiable functions and irregular geometries
such as those encountered in flows over sharp edges.
Spectral methods are based on the idea of having a global representation of
the solution to achieve higher order approximations. The resolution of these
approximations is made realizable through either of two popular approaches: Galerkin
or Collocation methods. In the Galerkin approach, the residual of the approximating
function needs to be orthogonal to the basis function. For the present problem with
6 unknowns, inner products can become very complicated and may even diminish
the possibility of a successful outcome. As for collocation methods, the residual is
required to vanish at a given set of points. These collocation points are constructed
from the zeroes of the interpolating polynomials, which render the solution exact at
these specific locations. Various orthogonal interpolating polynomials exist. Given
the geometric boundedness of our problem, the usual choice of basis functions are
narrowed down to either Chebyshev or Legendre polynomials. Both polynomials are
defined over the interval [−1, 1] and have identical rates of convergence. However, the
maximum pointwise error of a Legendre series is larger than that of the Chebyshev
series of the same order (Boyd, 2001). For this reason, and as is customary in the
combustion instability community, we too make use of the Chebyshev polynomials as
the basis functions for the spectral decomposition.
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3.1.1 Chebyshev Polynomials
With its non-uniformly spaced collocation points, Chebyshev polynomials can be
advantageous when compared to equally spaced grid points, such as the Fourier
spectral methods, which may have difficulties with the Gibbs phenomenon, or the
Lagrange interpolation polynomials, which may experience the Runge phenomenon




T ′′N−1 (ξ)− ξT ′N−1 (ξ) +N2TN−1 (ξ) = 0 (3.1)
whose solution could be represented as:
TN−1 (ξ) = cos [(N − 1) arccos ξ] (3.2)
Similar to the Fourier analysis, one can expand a given function in terms of the
Chebyshev polynomials instead of the trigonometric functions. This expansion is
used to approximate the function to a desired degree N . The discrete polynomial




f (ξi)λi (ξ) (3.3)
The weight function λi (ξ) for Chebyshev polynomial interpolations may be expressed
as (Quarteroni et al., 2006):


















 2 i = 1 or N1 otherwise (3.5)
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This results in a system of N equations with N unknowns, which needs to be solved
simultaneously in order to retrieve the values of the function f at the collocation
points.
3.1.2 Pseudo-Spectral Derivatives
Collocation methods hold an advantage in accuracy when compared to the classic
finite difference methods, particularly in their differentiation schemes. Because
the residual of the approximating function vanishes at the collocation points, the
derivative is essentially rendered exact at these points. The differentiation of the
polynomial approximation as expressed in equation (3.3) is defined as







As seen from equation (3.6), the calculation of the derivative requires the evaluation
of the derivative of the weight function λ′i . The latter could be calculated beforehand
and stored in the pseudo-spectral differentiation matrix, D . With the differentiation
matrix in hand, the derivative of a function can be expressed as:
f ′N = DNfN (3.7)
Hence, given a finite number of collocation pointsN , the differentiation matrix may be
calculated. Higher order derivatives may be determined straightforwardly by raising
the matrix to the corresponding power.
3.1.3 Eigenvalue Problems
The set of PDEs entailed in the present formulation define a generalized eigenvalue
problem of the form
Aijfi = λBijfi (3.8)
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where λ is the eigenvalue, fi is the eigenvector, and Aij and Bij are operator matrices.
The term generalized stems from the matrix Bij, which would be equal to the identity
matrix in an eigenvalue problem for a single matrix.
Being formulated in a two-dimensional context, additional treatment is needed
when dealing with partial differential equations. Among the first steps taken in
rearranging bounded problems, a variable transformation is applied to map the
solution over the interval [−1, 1] in each direction. In a problem with two spatial
variables, x and y, the general transformations can be represented by:
ξ =
2x− (xB + xA)
xB − xA
η =
2y − (yD + yC)
yD − yC
(3.9)
















At this juncture, the domain is meshed using a two-dimensional grid on
directionally independent Chebyshev points. To express the operator matrix, the
technique consists of building a single operator matrix from a two-dimensional
collocation. This is made possible through the Kronecker product. The Kronecker
product of two matrices, Aij and Bmn, builds a block matrix such that each block
consists of aijBmn, such that:
Aij ⊗Bmn =





ai1Bmn · · · ajjBmn
 (3.11)
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In effect, the Kronecker product is used to define the pseudo-spatial differentiation
matrices. The derivatives with respect to x take the form (DN)⊗(IN) and derivatives
with respect to y take the form (IN) ⊗ (DN). To calculate higher order derivatives,
the differentiation matrix (DN) is raised to the corresponding power.
With the differentiation matrices in hand, the operator matrices can be built to
encompass the set of PDEs. A summary of the equations in operator form can be
found in Appendices A and B. Each operator matrix can be subdivided into sets
containing the coefficients of 5 dependent variables in 5 equations. Each subset
encompasses the multipliers at every grid point. For N × N collocation points,
the operator matrices Aij and Bij would consist of 25N
4 elements. A graphical
representation of the operator matrices is furnished below for clarity:
Aij =
u v w ρ T












Ac,u Ac,v Ac,w Ac,ρ Ac,T
Ax,u Ax,v Ax,w Ax,ρ Ax,T
Ay,u Ay,v Ay,w Ay,ρ Ay,T
Az,u Az,v Az,w Az,ρ Az,T














Bc,u Bc,v Bc,w Bc,ρ Bc,T
Bx,u Bx,v Bx,w Bx,ρ Bx,T
By,u By,v By,w By,ρ By,T
Bz,u Bz,v Bz,w Bz,ρ Bz,T
Be,u Be,v Be,w Be,ρ Be,T

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The next step consists of implementing the boundary conditions. This can be
accomplished by imposing the appropriate conditions at the matrix rows correspond-
ing to the boundary locations. We first start by identifying the matrix elements
corresponding to the boundaries and rewrite these entries with their predefined
expressions. At this point, the operator matrix and boundary conditions are fully
determined. In the next section, we discuss the eigensolvers which may be adequately
applied.
3.2 Eigensolvers
Advancements in numerical matrix analysis have provided numerous eigensolvers with
several levels of sophistication. Since every method is optimized for a particular set
of objectives, this section provides a discussion of the eigensolvers most suitable for
the present work. The following sections introduce the methods in a brief manner for
the purpose of assessing their limitations and capabilities.
3.2.1 Calculating Eigenvalues
To illustrate the algorithms used for the resolution of eigenvalues, we first consider
the single matrix eigenvalue problem expressed as:
Aijfi = λfi (3.12)
The eigenvalues of equation (3.12) are calculated by zeroing the determinant
represented by:
det (Aij − λIN) = 0 (3.13)
Expanding the determinant typically produces the N th order polynomial, known as
the characteristic equation. Subsequently, the solution to the characteristic equation
produces the eigenvalues. This same strategy can be applied to the generalized
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form of the eigenvalue problem as represented in equation (3.8). This is realized
by multiplying the equation by B−1ij to result in:
AijB
−1
ij − λBijB−1ij = Cij − λIN = 0; Cij = AijB−1ij (3.14)
For this technique to be applicable, matrix Bij has to be invertible. Furthermore,
calculating the inverse of large matrices is computationally expensive. For this reason,
we pursue other methods. Of particular interest are algorithms based on similarity
transformations. These techniques convert the matrix Aij to an upper triangular form
whose eigenvalues are simply the diagonal elements. With readily available software
packages, the LU and QR decompositions are among the most popular algorithms
that use transformation methods.
3.2.2 The LU and QR Methods
The LU and QR methods follow a similar approach. They both apply similarity
transformations to converge to an upper triangular matrix whose eigenvalues are on
the diagonal. The difference lies in the types of matrices used in the decomposition
process. The LU method assumes a decomposition into Lij, a lower triangular matrix,
and Uij, an upper triangular matrix according to:
Aij = LijUij (3.15)



























The iteration process builds the transformation matrix by zeroing one element at a
time and continues until A
(k)
ij becomes upper triangular.
The QR decomposition follows the same approach but uses an orthogonal matrix
instead of the lower triangular. While this restricts the types of elimination operations
that can be used, the inverse of an orthogonal matrix is simply its transpose. Hence,
the process is summarized as:
Aij = QijRij (3.18)


























The routine then undergoes a series of orthogonalization operations using either
“Householder reflections” or “the Gram-Schmidt” process. Both algorithms can be
modified to solve for the generalized eigenvalue problem.
3.2.3 Arnoldi Algorithm
Analogous to the QR factorization, the Arnoldi solver follows a sequence of triangular
operations to transform the matrix into Hessenberg form. More precisely, the process
uses a Gram-Schmidt-style orthogonalization iteration. One of the main advantages of
the Gram-Schmidt is that it can be interrupted after computing a predefined number
of eigenvalues, yielding an incomplete QR decomposition. To elaborate, we examine
the similarity transformation of the form:
A = QHQ∗ → AQ = QH (3.21)
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where H is an upper Hessenberg matrix. Considering Qn to be a matrix containing
the first n columns of Q, we can put:
AQn = Qn+1H̃n (3.22)









Here, q represents elements of matrix Q. Equation (3.23) is the recurrence relation
implemented by the Arnoldi iteration. Since the columns of matrix Q are computed
one column at a time, the algorithm can be stopped after collecting a satisfactory set
of eigenvalues.
In comparison to the QR and LU decompositions, the Arnoldi algorithm seems
to have the advantage when it comes to studies related to stability analysis. In a
modal study, the segment with physical interest is typically in a range of frequencies
around the smallest eigenvalues. Using the Arnoldi solver, the computations can
be interrupted. Moreover, the Arnoldi solver can efficiently accommodate sparse
matrices. In general, the Arnoldi iteration appears to require less computational time
and resources. Nevertheless, the QR decomposition can be advantageous in cases
where the complete set of eigenvalues is required, for example when confirming mesh
independent results. In this work, we utilize both the QR and Arnoldi methods, for




In general, the stability analysis of an oscillating system is concerned with the study
of its resonant states. When considering the flow in an enclosed area, resonant
states occur when acoustic waves are excited. This chapter will first describe the
different types of waves that exist in rocket enclosures, namely, the acoustic and the
hydrodynamic waves, and the coupling that occurs during the self-excited resonant
states of operation. By focusing our attention on the resonant states, we capture the
resulting coupled waves referred to as “vortico-acoustic.” Results from the present
formulation are then compared and validated against well-established solutions found
in the literature, both in the longitudinal and transverse directions of propagation.
The prevailing direction of propagation depends on the type of rocket, geometrical
dimensions, and many other parameters. Solving for both the longitudinal and
transverse directions simultaneously can be advantageous as it enables us to compare
their modal growth rates. The last section will present simulations of solid rocket
motors where a parametric study is carried out to better understand the influence of
several key parameters on the oscillatory motion.
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4.1 Eigenvalues of Solid Rocket Simulations
Using the techniques described in Chapter 3, the numerical solver resolves the
compressible biglobal equations listed in section 2.5. These are summarized in an
operator form in Appendix A. The current formulation has the capability to capture
all acoustic and hydrodynamic modes for all spatial and temporal scales. To visualize
the spectrum, the temporal frequency is split into its real and imaginary parts. The
real part, ωr, represents the frequency of oscillations, whereas the imaginary part, ωi,
determines the linear growth rate. In linear stability analysis, a dynamical system
is considered stable if the amplitudes of oscillation decay with time, as discussed
in section 2.3. Furthermore, in all of the simulations involving the planar channel
configuration, the tangential mode number is taken to be q = 0, thus indicating
no changes in the z direction. In what follows, figure 4.1 shows the spectrum of
frequency domain for a simulation where Mw = 0.05 and Reac = 2000 for a motor
with a length to half-height ratio of 5. The plot shows series of frequencies with the
first few acoustic longitudinal modes labelled as L1-L4. Also shown are the transverse
modes, labelled as T1-T4, with trailing lines stemming from each. These represent
the corresponding mixed modes. The modes appearing at the bottom left corner of
the plot are the hydrodynamic modes. In this simplified case, hydrodynamic modes
are not amplified as indicated by a negative growth rate. Chapter 5 discusses these
particular modes in detail.
Since the y-axis represents the temporal growth rate, the graph can be split into
a stable and an unstable region. In this case, only two modes undergo temporal
growth and are thus considered unstable. These are the first and second transverse
modes, which correspond to wave propagations in the direction normal to the sidewall.
The frequencies of oscillations are slightly different than the theoretical acoustic
frequencies calculated from equation (4.2). More precisely, the frequencies calculated
by the numerical solver are lower than the theoretical. This is due to the mean flow
field which is accounted for in the current computations. This slight shift in the
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Figure 4.1: Typical frequency spectrum for a slab rocket motor computed by the
numerical solver with Reac = 2000, Mw = 0.05, L = 5, and N = 60.
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frequencies is also observed in experiments. The mean flow field is the energy source
for the hydrodynamically generated vortex shedding. Consequently, it is important
to account for the base flow.
4.2 Solution Sensitivity to N
Given that the accuracy of the numerical solver is controlled to some extent by
the number of collocation points, it is important to study the sensitivity of the
solution on the parametric value of N . With Chebyshev polynomials, at least π
points per wavelength on average are needed for convergence (Trefethen, 2000). For
example, to obtain converged results for up to the 10th mode of oscillation in each
direction, N needs to be larger than 15.7. Table 4.1 displays the level of accuracy
of the numerical results when compared to the classic theory. For consistency, the
numerical computations are due to simple cases with no mean flow field. In table 4.1,
we extract the longitudinal acoustic frequencies only. The comparison demonstrates
that the results for N = 15 are accurate up to mode 7, where the error starts growing.
Although the error is comparatively higher, it is still considered small. When N = 20,
the results become accurate up to mode 11. In this project, the simulations are
performed with N = 60, a value which leads to a two-dimensional mesh constructed
from 3,600 grid points. Increasing N does not affect the results in the range of
frequencies of interest (i.e., up to the twentieth mode). On separate note, as far as
the boundary layer at the wall is concerned, decreasing the wall Mach number at fixed
value of Reac or viscosity leads to a reduction in the boundary layer thickness. This in
turn would require a larger value of N to resolve the rapid changes that occur in the
vicinity of the wall. Evidently, a very large value of N could become computationally
prohibitive, and the alternative might be to decrease Mw while increasing Reac and/or
L. In a later section, we show that the boundary layer thickness will remain unchanged







2) is kept constant
(Majdalani, 1995).
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Table 4.1: Longitudinal acoustic frequencies from present numerical solver and
classic theory for a rectangular chamber with L = 5.
N=15 N=20
Mode Theoretical Numerical Error Numerical Error
1 0.6283 0.6283 0.0000% 0.6283 0.0000%
2 1.2566 1.2566 0.0000% 1.2566 0.0000%
3 1.8850 1.8850 0.0000% 1.8850 0.0000%
4 2.5133 2.5132 0.0040% 2.5133 0.0000%
5 3.1416 3.1416 0.0000% 3.1416 0.0000%
6 3.7699 3.7670 0.0769% 3.7699 0.0000%
7 4.3982 4.3990 0.0182% 4.3982 0.0000%
8 5.0265 4.8390 3.7302% 5.0275 0.0199%
9 5.6549 5.3830 4.8082% 5.6459 0.1592%
10 6.2832 6.2832 0.0000% 6.2832 0.0000%
11 6.9115 6.9258 0.2069% 6.9790 0.9766%
12 7.5398 7.4129 1.6831% 7.3300 2.7826%
Finally, in what concerns the choice of the characteristic Reynolds number, our
Reac differs from the wall injection Reynolds number, Rew = ρwUwa/µ, which is
widely used in the hydrodynamic stability community (Chedevergne et al., 2006,
2012). The two parameters are related through the wall Mach number, namely, Rew =
MwReac. For example, using (Mw,Reac) combinations of (0.05,2000) or (0.025, 20000)
lead to typical Rew of 100 and 500, respectively. Similar values were recently used by
Boyer et al. (2012, 2013). Recalling that the present simulation is concentrated on a
cold flow setup, an even smaller value of Rew is obtained when reducing the wall Mach
number further to 0.003 at a fixed value of Reac = 2000. Hence, for Mw = 0.003,
which is characteristic of solid rocket motors, maintaining a wall Reynolds number
of, say, 100 would require the use of Reac = 33333, which in turn, would demand a
large value of N that is beyond our current hardware capabilities.
In the next section, we discuss in detail the nature of the observed modes.
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4.3 Wave Structure
The decomposition of the oscillatory component of the flow field has been im-
plemented in stability analyses based on the method used by Chu and Kovsznay
(1958). These researchers describe the interactions between the mean flow and
unsteady fluctuations in a viscous heat-conducting compressible gas. The suggested
decomposition reduces the governing equations into three simplified sets. The first
set describes the production, propagation, and absorption of pressure waves, whose
compression and expansion lead to the onset of acoustic waves. The second set
captures the production, convection, and dissipation of vorticity fluctuations. This
rotational set of equations delineates the vortical waves. Finally, the entropy wave
stems from the production, convection, and diffusion of heat. This decomposition
gives tremendous insight into the physical nature of the problem while providing
explanations of various phenomena. However, the accuracy of this decomposition may
deteriorate in a stability study where the three fluctuations are resolved independently
despite their growing amplitudes.
Recent advancements have been successful in the coupling of the acoustic and
vortical waves, which are termed “vortico-acoustic.” This was made possible by
correctly representing the flow near the wall, in particular, the no-slip condition.
At the outset, the surface-driven vortical waves became coupled with the strictly
acoustic motion, independently of the additional rotational contributions associated
with hydrodynamic flow breakdown. These vortical waves, unaccounted for in the
vortico-acoustic formulation, will be denoted as hydrodynamic waves. The present
formulation does not decompose the oscillatory component of the flow field. Instead,
as we illustrate in the following sections, the numerical solver will be shown to




Although it may be evident that our compressible formulation captures acoustic
waves, we can validate the numerical solver by exploring a simple basic case. The well-
known one-dimensional acoustic wave equation is derived under adiabatic conditions
and is given by:
∂2p1
∂t
− c2w∇2p1 = 0 (4.1)
The solution to the classic acoustic theory is used for comparison with the present
numerical solver. To isolate acoustic waves, the solver is initialized for a motor with
a length to half-height ratio of 5, and for a flow with no boundary injection (i.e., no
mean flow). Our computations are seen to capture the full spectrum of frequencies
appearing in the chamber, and these include the entire range of spatial and temporal
scales associated with turbulence generation. Numerically, the resulting frequencies














Here k and m are positive integers representing the wave numbers in the longitudinal
and transverse directions, respectively. The ensuing wave structures follow the
expected sinusoidal forms, as shown in figure 4.2 for the pressure.
For the cylindrical counterpart, simulations for acoustic waves are also performed,
and frequencies corresponding to acoustic modes in the transverse directions are
identified. Transverse acoustic waves are the focus of attention when performing
stability analyses in liquid rocket engines. If we let q and n refer to the tangential and
radial mode numbers, respectively, the theoretical frequencies, k, may be calculated
from the roots of J ′q (kqn) = 0, where J is the Bessel function of the first kind. Table
4.2 compares frequencies extracted from the numerical solver and those obtained
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Figure 4.2: Waveforms of pressure in the axial direction for the first four longitudinal
modes along the centerline.
Table 4.2: Comparison of the transverse acoustic frequencies obtained theoretically
and numerically, using the present framework for a cylindrical motor.
Theoretical Numerical Solver Percent Error
k01 3.8317 3.8320 0.0078%
k02 7.0155 7.0157 0.0021%
k10 1.8411 1.8412 0.0054%
k11 5.3314 5.3310 0.0075%
k12 8.5363 8.5360 0.0035%
k20 3.0540 3.0542 0.0065%
k21 6.7060 6.7061 0.0015%
k22 9.9694 9.9690 0.0040%
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theoretically. The comparison shows that the present formulation captures the
acoustic frequencies quite accurately.
The purpose of these simplified cases is to verify that the code can reliably
predict the acoustic waves and their theoretical frequencies. In reality, these acoustic
frequencies are affected by the mean flow, which is accounted for in the present
formulation. However, because acoustic frequencies with mean flow effects are not
found in the literature, it is important for us to first establish the accuracy of the
present scheme in reproducing the correct acoustic modes.
Acoustic Motion Generates Vorticity
For the inviscid case with no mean flow field, we extract the characteristic variables
for the first longitudinal acoustic mode. The computed vorticity, Ω = ∇× u, and its
evolution with time is plotted in figure 4.3. Here we see amplitudes of oscillations at
the wall. The inviscid longitudinal motion of the fluid on its own does not satisfy the
no-slip boundary condition. Therefore, vorticity must be generated to counteract the
fluid motion at the wall. This can also be seen analytically through the momentum












∇ (∇ · u1)−∇×Ω1
]
(4.3)
The no-slip condition can be enforced by taking the axial component of equation











(V v1)− v1Ω0 − V Ω1
]
(4.4)
Examining equation (4.4), an order of magnitude analysis suggests a balance
between the pressure and the vorticity gradients. This translates physically to a
generation of vorticity in a transverse plane due to the pumping motion of the fluid
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Figure 4.3: Vorticity evolution with time in the transverse direction measured at
x = 2.5. Here Reac = 2000, L = 5, and N = 60.
in the longitudinal direction. The behavior observed may be described as a case of
“acoustics generating vorticity.”
4.3.2 Vortical Wave
The discussion in this section is restricted to the part of the vortical wave which
is coupled with the acoustic field. This part acts as the viscous correction of the
irrotational field needed to satisfy the no-slip boundary condition. The identification
of this type of wave can give insight into its contribution to the acoustic field and
the various transfers of energy. Although this analysis is linear (i.e., cannot capture
the modal energy cascades leading to the appearance of harmonics), an accurate
resolution of the vorticity field is needed to study non-linear effects (Batterson, 2013).
Vorticity Generates Acoustic Motion
Vortex shedding has long been known to contribute to the creation of sound. It is also
at the heart of aeroacoustics, which studies the noise generation from aerodynamic
forces. It is the main phenomenon behind the generation of sound from musical
instruments. Another example is the Aeolian sound, which is produced by the wind
when it passes over an obstacle, resulting in vortices that display an oscillatory
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behavior. The vortex shedding causes disturbances in a cavity, which in turn can
oscillate and resonate with the chamber to produce sound. Our problem exhibits
the type of vortex shedding which is created aerodynamically. More precisely, the
vorticity is induced by the mean flow field’s interactions with the walls and obstacles
(Chapter 5 elaborates on this point in more depth). Now that we have established that
vorticity generates acoustics, we are ready to discuss the two mechanisms responsible
for transporting the vorticity from the wall into the chamber domain.
Acoustic Boundary Layer Transport
We first start by presenting the vorticity transport equation, which stems from the
curl of the momentum equation. This reduces to:
∂Ω
∂t




where Ω denotes vorticity. Equation (4.5) suggests two mechanisms for the transport
of vorticity, namely, convection and diffusion. The two transport mechanisms
are controlled by the wall Mach number and the Reynolds number, whose values
determine the influence of each mechanism. Although this is not a new finding, the
correct modeling of the transport mechanisms is of importance since the creation of
vorticity and its transport across the domain has major implications on the modes
of oscillations and therefore linear stability analysis. Figure 4.3 plots the temporal
evolution of the vorticity in the transverse direction for two cases. In figure 4.3a,
the wave corresponds to the case with Mw = 0.01, compared side-by-side to the case
with an injection wall Mach number of 0.05, as shown in part b). The plots show an
increased transport through convection due to the increased injection velocity. These
snapshots are produced for dimensionless time increments of 2.5 in a chamber with
an aspect ratio of 2.5. The vorticity is measured at midsection and normalized with










Figure 4.4: Acoustic coupling as illustrated by Vuillot (1995).
Acoustic Coupling or Vortex Synchronization
Acoustic coupling is a term that is widely used in the combustion instability
community. To elaborate, let us assume a cavity flow where vortices are generated at
the upstream edge. With reflective walls, the vortex impingement creates a pressure
wave at the downstream cavity wall. At the proper frequency and phase, the pressure
wave can excite one of the chamber’s acoustic modes, which in turn, will modulate the
vortex shedding. Vuillot (1995) elaborates on this phenomenon and illustrates it as
shown in figure 4.4. This vortex synchronization is the physical mechanism behind the
self-excitation states referred to as acoustic coupling. Moreover, Vuillot describes and
compares two experiments aimed at measuring the importance of acoustic coupling
with vortex shedding. The first study is by Nomoto and Culick (1982) and the second
by Hourigan et al. (1990). Although both setups are very similar, the two studies
have different conclusions. Vuillot explains that the different results are due to the
operating conditions of the experiments. In Hourigan et al. (1990), high Strouhal
numbers are used, which allow sufficient time for at least one vortex to travel between
the emission point and the point of impingement during an acoustic cycle. However,
in Nomoto and Culick (1982), these points may be too close to each other to permit
coupling to occur.
In the present problem, shear layers provide the physical mechanism to create
vortex shedding. This type of flow field instability is known as parietal vortex
shedding. In fact, the procedure captures the acoustically coupled modes and
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compares their growth rates with the non-acoustic hydrodynamic modes. Moreover,
since the waves oscillate in the two main directions of propagation, coupling is allowed
with any of the chamber’s longitudinal or transverse acoustic modes. In the present
chapter, the discussion is focused on the modes which couple with the acoustics of the
chamber, and which are specifically known as “vortico-acoustic.” The next chapter
discusses in more detail the hydrodynamic modes and their implications.
4.4 Validation of Numerical Solver
In this section, results from the present numerical solver are compared to analytical
solutions found in the literature. When considering longitudinal wave propagations
in a channel, the asymptotic solutions by Majdalani (2009, 1999b) and Majdalani and
Van Moorhem (1998) are perhaps the most consistent with the present formulation. In
his work, Majdalani decomposes the flow into a rotational and an irrotational motion
to solve for the acoustic field with a viscous correction. Majdalani’s approach uses
perturbation methods to describe the oscillatory variables and resolve the temporal
and spatial scales inherent to the acoustic motion. The analytical solution for the
oscillatory axial velocity is summarized here:
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Note that S is the Strouhal number and F is a function that represents the mean
flow field, which may be expressed as:
U (x, y) = {−xF ′ (y) , F (y)} (4.8)
For the present comparison, a simple mean flow field is chosen, where F (y) = −y,
thus leading to the irrotational vector field given by: U (x, y, z) = xV (x, y, z) = −y (4.9)
Historically, the resulting motion corresponds to the planar flow analog of the
Hart-McClure profile, which preceded the use of the Taylor-Culick mean flow in
rocket stability analysis. For the sake of the comparison, the mean flow field as
expressed in equation (4.9) is programmed in the present numerical solver. Results
are computed and compared for two cases, where the Reynolds and the wall injection
Mach numbers are varied. These two parameters control the injection velocity and
viscous effects, thus resulting in changes in the acoustic boundary layer thickness as
discussed in section 4.3.2. Here the computed and theoretical approximations of the
oscillatory axial velocity are shown in figure 4.5a for Reac = 2000 and Mw = 0.05
and in figure 4.5b for Reac = 10000 and Mw = 0.04. A qualitative assessment of
the plots depicts a good agreement, particularly in the similarity of the wave shape
and spatial periodicity. However, distinctive differences can be seen in both the
amplitude and the penetration depth of the wave. The numerical solution seems to
be subject to less damping, thus resulting in a tendency for the wave to penetrate
deeper into the chamber. Various reasons related to the derivations of both solutions
may be responsible for the discrepancy, and are discussed hereafter. Concerning
the frequency of oscillations for the first longitudinal mode, the analytical solution
utilizes the theoretical formulation, which depends solely on the chamber geometry.
Conversely, the spatial and temporal scales of the present derivation rely on the
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Figure 4.5: Comparisons of the unsteady axial velocity profiles in the transverse
direction for a motor with L = 5. Measurements are taken at x = 2.5.
mean flow field. This observation is made evident when comparing the frequencies
for a case with Mw = 0 (as in section 4.3.1) to the current cases. The slight shift
in the frequencies is also perceived in real firings. Another reason may lie in the
asymptotic expansions used in the derivation of the analytical formulation, which
require a sufficiently small perturbation parameter. Finally, an inconsistency may
stem from the decomposition of the oscillatory component into an irrotational and
a solenoidal vector field. As mentioned in section 4.3, the decomposition solves for
each part assuming its evolution is independent from the rest. In this formulation,
the flow is not decomposed and thus includes the complete coupling and integration
of the two parts of the wave fluctuations. It is believed that the flow decomposition
found in the analytical formulation contributes the most to the observed differences
with the present computations.








identified to be in control of the penetration depth of the wave oscillations measured
from the sidewall. In essence, Sp controls the exponential rate of decay of the
amplitude as y → 0. In their work, Majdalani and Roh (2000) define the penetration
depth to be the distance from the wall to the point where 99% of the wave amplitude
has vanished. When Sp is fixed, the penetration depth remains constant. By varying
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(b) Majdalani’s analytical formulation
Figure 4.6: Axial velocity fluctuations for the first longitudinal mode demonstrating
a constant penetration depth for three cases. In all cases, the product ReacM
3
w =
const, along with the aspect ratio, i.e. frequency and speed of sound.
both the Reynolds number and the wall Mach number in such a way to maintain
Sp fixed, figure 4.6 demonstrates the same penetration depth of the axial velocity
fluctuations for three cases. The identification of the penetration depth characteristic
parameter is an excellent example of the superior analytical formulation’s insight into
the physical aspects of the problem. However, these solutions are restricted to single
geometries and simple incompressible mean flow fields. The present approach can
overcome these limitations and extend these observations to more complex geometries
and flow fields.
4.5 Influence of Mean Flow Field
The significance of the level of accuracy of the base flow is herein investigated by
studying the influence of an incompressible versus a compressible mean flow profile.
The first incompressible flow is an analytical solution by Taylor (1956), which is very
widely used in the community. This closed-form expression is represented by the
streamfunction for the flow field:
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Figure 4.7: Comparison of the frequency spectra resulting from computations with a
compressible mean flow field and an incompressible mean flow field. Here Mw = 0.05,
Reac = 2000, L = 5, and N = 60.
The second base flow is the compressible solution by Maicke and Majdalani (2008),
as discussed in section 2.4.
The simulations are performed under Mw = 0.05 and Reac = 2000 and a length to
half-height ratio of 5. The comparison of the frequency spectrum is presented in figure
4.7. It shows a very small change in the growth rate, suggesting that compressibility
in the mean flow field can have stabilizing effects. However, differences due to mean
flow compressibility are small, especially when Mw  1.
Figures 4.8a and 4.8c compare the axial velocity profile and vorticity, respectively,
when measured half way into the chamber. The nearly indistinguishable plots show
that the compressibility in the mean flow field has a negligible effect on the fluctuating
velocity. Maicke and Majdalani (2008) demonstrate that compressibility effects
become observable beyond 40% of the length of the chamber, when L = Ls, the
critical length leading to self-choking. For this reason, we plot the axial velocity
profile and vorticity at the aft-end of the domain, as shown in figures 4.8b and 4.8d.
Despite the increased disparity between the two curves in the downstream direction,
the differences between them remain relatively small. Therefore, in these particular
cases, the need to account for compressibility in the mean flow field seems to be
secondary, at least insofar as Mw  1, and entropy is not considered.
49






 C o m p r e s s i b l e
 I n c o m p r e s s i b l e
(a) Axial velocity at mid-section
0 0 . 2 0 . 4 0 . 6 0 . 8 1
- 0 . 8





(b) Axial velocity at aft-end
0 0 . 2 0 . 4 0 . 6 0 . 8 1
- 1 . 0






(c) Vorticity at mid-section
0 0 . 2 0 . 4 0 . 6 0 . 8 1
- 1 . 0






(d) Vorticity at aft-end
Figure 4.8: Comparisons in the unsteady axial velocity profiles (a, b) and vorticity
fluctuations (c, d) using either a compressible or an incompressible mean flow field.
Here Mw = 0.05, Reac = 2000, L = 5, and N = 60.
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When dealing with compressible flows, it can be prudent to compute the entropy.
The unsteady entropy is derived from the perturbation of the thermodynamic












Equation (4.11) is nondimensionalized and expanded according to equation (2.1).




(p1 − ρ1) (4.12)
In figure 4.9, the entropy profiles are calculated for both the compressible and
incompressible mean flow fields at two axial locations. The two cases exhibit a
considerable difference. This behavior stems from a balance in the transfer of
energy between the base flow and the unsteady fluctuations. The energy used in the
compression/expansion process in the steady field is manifested in the fluctuations
of the density and temperature. This observation concurs with the theory behind
the flow decomposition into an irrotational field (the acoustic field) and a solenoidal
field (the vortical field). According to Chu and Kovsznay (1958), entropy changes
accompany pressure fluctuations as a result of the dissipation of energy at the walls
(also known as absorption). Moreover, the diffusion of hot spots, represented here
by entropy fluctuations, produce a weak velocity field to satisfy the conservation of
mass when density varies. For the case with the incompressible base flow, entropy
fluctuations are more concentrated half way between the centerline and the wall, and
go to zero at the centerline. These entropy oscillations could be attributed to the
turning of the flow, which is intensified around that region, and are captured in the
present formulation due to density variations in the unsteady component.
Since entropy fluctuations are affected significantly with compressibility, contour
plots for both cases are provided in figure 4.10. The plots make evident the
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Figure 4.9: Comparison of entropy fluctuations using either a compressible or an
incompressible mean flow field. Here Mw = 0.05, Reac = 2000, L = 5, and N = 60.
location of the concentration of the entropy production for the case with the
incompressible mean flow field. However, for the compressible counterpart, the
gradual increase in compressibility effects as the flow advances downstream is visually
demonstrated, confirming the results of Maicke and Majdalani (2008). Because of
the clear differences, particularly in the density and temperature fluctuations, due to
compressibility in the mean flow field, only compressible base flows will be considered
for the rest of this parametric study.
4.6 Influence of Viscosity
In this section, we study the influence of viscosity on the unsteady variables by
computing them for three different Reynolds numbers while maintaining the same
injection velocity. The chosen parameters here are Mw = 0.03 and the three Reynolds
numbers 200, 1000 and 2000. We remind the reader that the Reynolds number is
based on the speed of sound at the wall and is not affected by the injection velocity.
Therefore, changing the Reynolds number and maintaining the same thermodynamic
conditions at the wall implies a change in viscosity. Figure 4.11 shows the frequency

































(b) Unsteady entropy with compressible mean flow field
Figure 4.10: Comparison of contour plots of entropy fluctuations between
computations with (a) an incompressible mean flow field and (b) a compressible mean
flow field. Here Mw = 0.05, Reac = 2000, L = 5, and N = 60.
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Figure 4.11: Comparison of the frequency spectra for various Reynolds numbers.
Here Mw = 0.03, L = 5, and N = 60.
the acoustic and hydrodynamic modes. In what regards the acoustic modes, the
oscillating frequencies stay the same for all three cases. However, their growth
rates are affected and tend to become higher with increasing Reynolds number.
From a physical perspective, this suggests that the system tends to become less
stable with lower viscosities. As expected, viscous dissipation plays the role of a
damping mechanism in the flow and has a stabilizing effect on wave propagation.
Hydrodynamic modes tend to rely tremendously on the rotationality of the flow and
thus viscosity. As observed on the plot, the hydrodynamic frequencies tend to become
faster while exhibiting a higher growth rate with successive decreases in viscosity.
The damping effect of viscosity may also be gleaned from figure 4.12. Here we
show the axial velocity profiles in the normal direction for the first vortico-acoustic
mode. For the sake of comparison, the wave amplitudes are normalized with respect
to their corresponding maxima. The plot displays the different damping behaviors
depicted in the number of oscillations, which drop to unity when Reac = 200. Also
seen is the decrease in the penetration depth with decreasing Reynolds number.
Figure 4.13 provides the contour plots of vorticity for the first vortico-acoustic
mode. Vorticity is comprised of both the axial and normal components of the
oscillating velocities. The first distinct characteristic displayed on this graph is the
number of vortices that ripple inside the chamber. For the case with Reac = 200,
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Figure 4.12: Comparison of the axial velocity profile for various Reynolds numbers.
Here Mw = 0.03, L = 5 and N = 60.
the plot shows one main vortex generated at the wall, which then dissipates rather
quickly with little penetration into the chamber. The cases with Reac = 1000 and
Reac = 2000 illustrate the convection of vortices across the chamber. This is due
to the influence of the mean flow on the oscillating variables. In a later section,
plots for the combined mean and oscillatory variables are provided, demonstrating
the convection of vorticity along streamlines.
4.7 Influence of Injection Velocity
To study the effect of the injection velocity on the unsteady variables, three different
cases are simulated. These correspond to three different wall injection Mach numbers,
0.01, 0.03 and 0.05, with a Reynolds number of 2000. The eigenmodes of the three
cases are extracted and presented in figure 4.14. To examine the effects on the stability
of the flow, the temporal growth rates are compared. Interestingly, at higher injection
speeds, longitudinal modes tend to have lower growth rates, unlike transverse modes,
which experience increased growth rates. For this case, one can say that a higher
Mw is stabilizing the longitudinal modes but is de-stabilizing the transverse and
hydrodynamic modes. However, observing the frequencies of oscillations, they tend
to shift slightly to the left. The shift is not very noticeable in figure 4.14 and will














































(c) Reac = 200
Figure 4.13: Vorticity contour plots for various Reynolds numbers for the first
longitudinal vortico-acoustic mode. Here Mw = 0.03, L = 5 and N = 60.
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Figure 4.14: Comparison of the frequency spectra for various injection Mach
numbers. Here Reac = 2000, L = 5 and N = 60.
modes. To examine the effects on the wave structure, we extract the vorticity contour
plots for the first vortico-acoustic mode. The corresponding plots are shown in
figure 4.15. For the lowest injection speed, one vortex is generated at the wall, but
does not penetrate into the chamber. However, for the other cases, the vortices are
shed and tend to penetrate deeper at higher injection velocities. This conforms to
the acoustic boundary layer transport mechanisms discussed in section 4.3.2. The
diffusion and convection mechanisms are controlled by viscosity and injection speeds.
In this comparison, the viscosity, and thus dissipation, remain constant for the three
cases in question. This comparison illustrates the transport of the boundary layer
through convection. To control the level of transport and the penetration depth of the
vorticity waves, a balance between convection and dissipation is needed. This balance
is defined analytically as the penetration depth parameter, which was introduced by














































(c) Mw = 0.05
Figure 4.15: Vorticity contour plots for various wall Mach numbers. Here Reac =




Among the major triggers of resonant state oscillations, or more precisely excited
acoustic waves, is parietal or surface vortex shedding. In this work, the corresponding
eddy vortices are captured through a viscous analysis, namely, one that can account
for hydrodynamic waves. However, the interaction between different wave types is still
not well understood. Given that the present formulation can simultaneously account
for acoustic and vorticity waves in both longitudinal and transverse directions, the
study is better capable of capturing the various interactions while providing a better
understanding of the coupling that occurs between the self-excited states. In this
chapter, we capture the fully compressible hydrodynamic modes and compare them
to theoretical and experimental results by ONERA. Then, a parametric study of
solid rocket motors is performed, with the aim of accentuating the capabilities of the
present formulation.
5.1 The Hydrodynamic Wave
The expression “hydrodymanic” is a general term that may refer to anything related
to the motion of fluids, so clarification is needed. In the context of stability analysis,
we differentiate between two types of waves pertaining to their natural formation. The
first, being the acoustic wave, is due to disturbances traveling at the speed of sound.
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These waves manifest themselves as a series of compression and expansion processes.
The second type is the hydrodynamic wave, which arises from flow breakdown and
shear layer instability. The key ingredient in these types of analyses is viscosity. While
serving as a damping factor, viscosity stands as a main contributor to the production,
convection, and dissipation of vorticity fluctuations. It is the corresponding forms of
fluctuations that hydrodynamic stability analyses aim to study.
Earlier, we considered acoustic wave propagation with a viscous correction to sat-
isfy the no-slip boundary conditions. Subsequently, we saw that the aforementioned
interaction between the acoustic field and the mean flow generates vortical waves at
the wall due to the no-slip condition. Thus, their existence is tied to the emergence
of acoustic waves. When dealing with internal flows, there are modes of oscillations
that emerge because of flow breakdown almost independently of the acoustics of the
chamber. It is the purpose of this chapter to identify these hydrodynamic modes and
discuss their emergence.
5.2 Validation of the Numerical Solver
In the previous chapter, results from the numerical solver are compared to analytical
formulations for the vortico-acoustic waves in an injection driven flow field. However,
the capabilities of the present solver extend beyond the acoustic field to capture
the complete hydrodynamic spectrum. Validation of hydrodynamic modes is accom-
plished by comparing the current predictions to theoretical and experimental results
from Office National d’Études et de Recherches Aérospatiales (ONERA). ONERA,
the French Aerospace Lab, has been at the forefront of parietal hydrodynamic
instability modeling in rocket motors. The present results are compared to two
ONERA studies. The first study presents the results of a numerical model that
captures the hydrodynamic waves via spectral methods, and the second includes
experimental results used to validate their theoretical models.
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Figure 5.1: Comparison of the frequency spectrum between the present numerical
solver and results by Boyer et al. (2013). Here Reac = 2000, Mw = 0.003, L = 8 and
N = 60.
5.2.1 Comparison to Hydrodynamic Stability Analysis
Since the present formulation captures the rotational part of the problem, we attempt
to isolate the hydrodynamic modes and compare our predictions to results by Boyer
et al. (2013). In their work, Boyer et al. investigate the implications of minor defects
in the solid propellant on the hydrodynamic disturbances. Among their simulations,
they study the effect of the Reynolds number on the oscillating frequencies and
growth rates in a cylindrical setup. Using the biglobal approach, they solve the
incompressible linearized Navier-Stokes equations. By way of comparison, eigenvalues
are extracted here for the case of a cylinder with a length to radius ratio of 8, a
Reynolds number of 2000, and an injection velocity of 1 ms-1. The comparison is
shown in figure 5.1, which displays the growth rate vs. the frequency of oscillations.
Results from the present numerical solver are depicted in red triangles, while those
from Boyer are represented by blue squares. The comparison shows a very good
agreement, particularly in capturing the oscillating frequency, with slight differences
in the temporal growth rates. A noticeable difference, however, is that the present
results show a fewer number of modes, which may be attributed to compressibility.
We remind the reader that Boyer’s work does not account for compressibility effects.
Since the compression process requires energy, not all incompressible modes can be
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manifested in a compressible context. To confirm that the number of modes is not
affected by the grid resolution, we extract results for various numbers of collocation
points. In the numerical solver, increasing the number of collocation points does not
affect the frequency spectrum in the range of interest. It does, however, provide more
eigenmodes in the high range of frequencies due to its ability to capture the smaller
spatial and temporal scales. As a result, the comparison validates the ability of the
numerical solver to capture hydrodynamic modes. It is interesting to take note of
the amplified mode near the theoretical acoustic chamber frequency. The particular
mode is labeled in figure 5.1 as “1L,” referring to the first longitudinal acoustic mode.
The mode is the result of the coupling of the shear layer instabilities in the flow with
the acoustics of the chamber, thus exciting the first longitudinal mode. Note that it is
not the theoretical acoustic frequency, although a hydrodynamic mode very close to
that frequency exists. Commenting on the traditional approach, which decomposes
the flow into irrotational and incompressible fields, the present results demonstrate
that the acoustic coupling might occur with a hydrodynamic mode that is not the
closest to the acoustic frequency. This raises the concern of choosing the correct
hydrodynamic mode when superposing the final results. Lastly, the importance of
capturing the shift from the theoretical acoustic frequencies due to the inclusion of
the mean flow field is demonstrated.
In another study by the same group, Casalis et al. (2011) provide two-dimensional
contour plots for the axial and radial velocities for the same cylindrical setup. Shown
in figures 5.2 and 5.3, snap shots of their plots are presented side-by-side with the
wave shapes extracted from the numerical solver developed in the present study.
The results show a resemblance in the wave structure and the approximate positions
of the peaks and valleys. Keeping in mind that the waves are oscillating in time,
the foregoing comparison provides a qualitative validation of the wave forms of
the captured hydrodynamic modes. For further confirmation, we extract unsteady
velocities for a simulation with Reac = 2000, Mw = 0.05, and L = 5. Velocity vector
plots for the third and fifth hydrodynamic modes are shown in figure 5.4. The plots
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display distinct patterns of vortices, particularly in the downstream section of the
chamber.
5.2.2 Comparison to Experiments
In comparison to experimental results, we seek simplified cold flow experiments
focused on parietal instabilities. ONERA’s facilities include the VECLA and the
VALDO experimental setups designed to capture the influence of the parietal vortex
shedding on the oscillations in the chamber. Both facilities run cold gas experiments
with air being injected through a porous wall, which are very similar to the model
used in the derivation of the present formulation. The VECLA facility addresses the
rectangular geometry, while the VALDO facility considers the cylindrical counterpart.
In this section, we compare results from the numerical solver to experiments by Casalis
and Vuillot (2004). The setup consists of a rectangular chamber whose height can
be modified. Air is injected through the lower perforated wall while the upper wall
remains impermeable. A hot wire anemometer is used for the measurement of the
instantaneous velocity at any location inside the chamber. The experimental setup
is very similar to the present model except for the upper solid wall, which is a line
of symmetry in our formulation. This can be adjusted by simply modifying the
boundary conditions for the unsteady variables. However, a discrepancy still lies in
the mean flow field, which is resolved under the symmetry condition. Nonetheless, the
implications of an imperfect comparison of mean flow fields are not a major concern
to the results to be presented.
Various experimental results from the VECLA facility exist. The chosen cases
correspond to two different chamber heights of 10 mm and 20 mm. The length
of the nozzleless chamber is 580 mm and the wall injection velocity is 1.36 m/s.
Instantaneous velocity measurements are taken at a distance of 1 mm away from the
solid wall through a hot wire. The signal is then treated and decomposed into a
mean value and a fluctuating one. A Fourier transform is applied on the latter part
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(b) Present numerical solver
Figure 5.2: Contour plot for the unsteady radial velocity corresponding to the
eigenvalue ωr/Mw = 40.5. Here Reac = 2000, Mw = 0.003, L = 8, and N = 60.
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(b) Present numerical solver
Figure 5.3: Contour plot for the unsteady axial velocity corresponding to the
eigenvalue ωr/Mw = 40.5. Here Reac = 2000, Mw = 0.003, L = 8, and N = 60.
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(a) Third hydrodynamic mode














(b) Fifth hydrodynamic mode
Figure 5.4: Velocity vector plots for two hydrodynamic modes. Here Reac = 2000,
Mw = 0.05, L = 5 and N = 60.
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to extract the spectral dependence of the fluctuating velocity, and is represented by
the power spectral density (PSD) plots shown in blue in figure 5.5.
For the sake of comparison, we simulate two cases of the cold gas injection in a
nozzleless chamber, with a length to height ratio of 29 and 58. The wall injection Mach
number is set to 0.004, which corresponds to the velocity used in the experiments.
The numerical solver provides the results for all spatial and temporal scales in the
form of eigenvalues and eigenvectors. To obtain the signal corresponding to the
instantaneous velocity as that measured by the hot wire probe, some processing of
the results is required. Knowing that the governing equations are linear by nature,
any linear combination of the eigenvectors is also a solution. To capture the whole
spectrum in the signal, we combine all the eigenvectors provided by the solver as
follows:





where n is the mode number and NT is the total number of eigenvalues. However,
this requires a resolution of the weighting function WN , which is unknown in this
case. Typically, WN is computed by taking the solution at the initial state, t = 0 . In
this problem, the initial state of the unsteady flow is a small perturbation manifested
at all possible spatial and temporal scales. Our interest is to capture the modes
of amplified frequencies and their growth rates. In essence, a linear formulation is
not capable of solving for the wave amplitudes. Furthermore, because the velocity
is measured at one point for a length of time, the growth rate becomes the major
contributor, and thus a simple approximation of the function will suffice to extract
the amplified frequencies in these simulations. Therefore, we take WN = 1 for all
modes.
Amplified frequencies are extracted from the numerical signal for the present
study and presented in figure 5.5a in red color, along with the experimental results
in blue. Theoretical acoustic frequencies are marked with dashed lines. These
are calculated according to equation (4.2), which depends mainly on the geometry
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of the chamber. As seen in the plot, the present formulation captures multiple
amplifications that compare well with the experimental results. These also correspond
well with the longitudinal harmonic frequencies of the cavity. Overall, this case
demonstrates that the amplified frequencies are of acoustic nature and does not
showcase hardly any hydrodynamic contribution. Recall that the mean flow field used
in the present computations does not correlate accurately actual flow field established
in the experiment and can be the reason behind the differences observed.
The second case corresponds to a much larger length to height ratio. This
extension of the chamber length can provide the means for stronger mean flow
effects and, hence, parietal vortex shedding. Results from this case are shown in
figure 5.5b along with the experimental and theoretical acoustic measurements. The
present numerical computations predict the amplified frequencies as measured in
the experiments. Although these do not exactly coincide with the pure acoustic
tones, they do however correspond to vortico-acoustic modes with shifted frequencies.
This comparison is a clear confirmation of the importance of capturing the complete
coupling between hydrodynamic and acoustic waves. Note that the hydrodynamic
breakdown relies heavily on mean flow characteristics, which are the main contributors
to the frequency shifts. Consequently, a high fidelity mean flow profile is recommended
for accurate simulations. For now, the comparison with the experiments confirms that
the present numerical solver can accurately predict amplified frequencies and provide
insight into the nature of the corresponding modes.
5.3 Influence of Motor Aspect Ratio
Simulations of the flow in a rectangular chamber with different aspect ratios are
herein presented. The purpose of these comparisons is to study the modal behavior
vis-à-vis changes in the geometry of the flow chamber. For all the cases considered,
the Reynolds and injection Mach numbers are held unchanged at 2000 and 0.007,
respectively. Figure 5.6 shows the frequency spectrum for three aspect ratios of 10,
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Figure 5.5: Comparisons of amplified frequencies between experimental results from
Casalis and Vuillot (2004) and computations from numerical solver of the present
study.
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Figure 5.6: Frequency spectra for various motor lengths. Here Mw = 0.007, Reac =
2000 and N = 60.
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25, and 50. Blue squares are used to denote the modes of hydrodynamic nature, and
the red squares correspond to the vortico-acoustic modes. As usual, the pure acoustic
frequencies are marked with dashed lines. A comparison of the three cases confirms
the strong dependence of the acoustic frequencies on the geometry of the chamber.
These frequencies become smaller in longer chambers. However, the effect of L on
the oscillating frequencies of the hydrodynamic modes is minor. This is an expected
behavior since, by definition, these types of waves are due to shear layer instabilities.
Moreover, the present simulations validate the condition imposed on the outflow
boundary. Theoretically, vortices are allowed through the open section without
affecting the flow upstream. This concept is satisfied since the mode frequencies
are independent of the location of the outflow boundary. On another note, the
growth rates captured here exhibit an increase with length. In linear analysis, higher
growth rates signify less stability. The justification lies in the details of the present
formulation. According to the mean flow derivation, a longer chamber implies more
gas injection, which leads to higher mean flow velocities. Consequently, stability is
reduced with successive increases in L.
5.4 Mean Flow Impact on the Wave Structure
This section provides a description of the benefits of the present formulation. We
first emphasize the mean flow contributions on the complete coupling of the vortical
and acoustic waves. Mean flow effects have shown to modify the acoustic pressure
oscillations from the well-known sinusoidal standing wave. Additionally, we provide




Among the interesting results is the form of the pressure wave in a vortico-acoustic
mode. Traditionally, vortico-acoustic formulations do not modify the pressure
fluctuations, because the vortical wave is introduced as a viscous correction to
the velocity field. Therefore, the unsteady acoustic pressure is left unchanged.
Although the vortical wave accounts for mean flow effects, these do not reach the
thermodynamic variables. In the present formulation, the calculation of the unsteady
variables accounts for mean flow effects.
For a case with Reac = 2000, Mw = 0.007, and L = 50, we extract the unsteady
pressure for the first vortico-acoustic mode. Figure 5.7 shows the evolution of the
wave with time. For comparison, the pressure calculated from the classic acoustic
theory is plotted in dashed lines. The latter is a standing wave of sinusoidal shape.
When compared to the solution from the solver, the present motion is seen to slightly
translate relative to the oscillatory motion of the standing wave. This sloshing
mechanism does not appear when injection is turned off. It may be only attributed
to mean flow effects.
5.4.2 Vorticity Fluctuations
In this section, we attempt to capture the contributions of the hydrodynamic modes
on the stability analysis. This is accomplished through a comparison between results
using only vortico-acoustic modes and results that also include hydrodynamic modes.
Figure 5.8a shows the vorticity contours plots due to the superposition of the first
30 vortico-acoustic modes. These include longitudinal, transverse, and mixed modes
of the harmonics in the cavity. The results depict a clear concentration of vortices
near the wall, also known as vortex shedding. In essence, these vortices are generated
near acoustic frequencies. This expected behavior is what Vuillot (1995) refers to as
the coupling between vortex shedding and the acoustics of the chamber. The graph
provides a visual demonstration of how the acoustic motion, propagating at the speed
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Figure 5.7: Evolution with time of the pressure wave corresponding to the first
vortico-acoustic mode. Here Reac = 2000, L = 50, Mw = 0.007 and N = 60.
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of sound, modulates the frequency of the vortex shedding to draw energy from the
mean flow field.
By way of comparison, we now move to superpose solutions for 50 hydrodynamic
modes in addition to the 30 vortico-acoustic modes used earlier. The corresponding
vorticity fluctuations are presented in the contour plots in figure 5.8b. In addition
to the vortices near the wall, vortical structures closer to the centerline emerges and
these seem to be most pronounced near the aft end of the chamber. A closer look
at the mean flow can help explain the emergence of such structures. In their paper,
Maicke and Majdalani (2008) discuss in detail the mean flow profile, which reaches
its maximum at the centerline. Moreover, the speeds become higher as the flow
advances downstream. As a result, these hydrodynamically-generated vortices are
















(a) Superposition of 30 vortico-acoustic modes
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(b) Superposition of 30 vortico-acoustic and 50 hydrodynamic modes
Figure 5.8: Vorticity contour plots of the superposition of multiple modes. Here




This dissertation presents an improved framework for the linear stability analysis of
planar and cylindrical combustion chambers suach as those in solid and liquid rocket
engines. The technique comes as an extension to advancements in modeling two
different combustion instability modes: acoustic and hydrodynamic stability analyses.
On the one hand, acoustic wave propagations are concerned with the oscillations at
resonant states. Experiments have shown that amplification of pressure oscillations
occurs at frequencies close to the natural acoustics of the chamber. On the other
hand, it is generally believed that vortex shedding and shear layer instabilities are
the main contributors for triggering and driving acoustic waves.
The present formulation applies the biglobal approach to the fully compressible
and viscous equations of motion. These are then solved using spectral methods
over Chebyshev collocations points to extract the entire frequency spectrum and
corresponding wave shapes. The method readily provides a modal assessment of the
linear growth rates of what could be considered as four types of wave propagations.




One of the main challenges in modeling the oscillatory flow of an injection driven flow
field is to correctly capture the interaction that occurs between the acoustic and mean
flow fields, especially at the walls, and the resultant coupling with the vortical waves
in the flow. The rotational part of the wave acts as the mechanism of energy transfer
from the mean flow field to feed the acoustic fluctuations. Recent studies managed
to model this coupling by satisfying the no-slip boundary condition. Subsequently,
the vortical wave is generated to establish physically correct fluid motion at the wall.
This is interpreted as an acoustically generated vortical field and does not provide
feedback for the modification of the acoustic field.
By solving for the fully compressible and viscous governing equations, the complete
coupling of the aforementioned waves is captured. The modal decomposition solves
for all of the temporal and spatial scales. When plotting the frequency spectrum,
the coupled modes distinguish themselves from the rest of the group with a clear
amplification in their growth rates. These vortico-acoustic modes fall close to the
natural harmonics of the cavity, in a manner that is similar to what is observed in
real firings. Since the bulk motion of the fluid carries the energy responsible for flow
breakdown and self-excitation, these frequency shifts are attributed to the inclusion
of mean flow effects in the formulation. Moreover, the presence of a mean flow field
alters the acoustic mode shapes, which are traditionally considered to be a purely
sinusoidal standing wave.
The vortico-acoustic wave forms compare favorably with analytical formulations
by Majdalani and co-workers, whose analyses had identified a characteristic parameter
that controls the penetration depth of wave oscillations. By balancing the convection
and dissipation terms, the parameter oversees the two mechanisms responsible for
the transport of the rotational boundary layer disturbances into the mean flow field.
While the theoretical formulation provides superior insight into the physical aspect of
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the problem, the present approach can extend these observations to more complicated
mean flows and complex geometries.
6.2 Hydrodynamic Contribution
While modeling hydrodynamic breakdown and shear layer instabilities, our framework
leads to an accurate resolution of all temporal and spatial scales. As a result, the
present formulation provides modes of oscillations that are not solely related to the
acoustics of the chamber. In effect, these are directly influenced by characteristics
of the mean flow itself. Comparisons with incompressible stability studies show
that the present solver can capture the aforementioned modes of propagation, which
may become important when combustion models are added to the present analysis
capability. Moreover, our results seem to favorably compare to experimental data
from the VECLA facilities at ONERA. Using cold-gas injection, the facilities record
velocity fluctuations from which the frequencies of oscillations are extracted. Our
comparisons suggest that their amplified frequencies are acoustic in nature. These
promising results are due to the modeling of the complete coupling between the
vortical and acoustic waves, in addition to using the high fidelity compressible mean
flow profiles.
Traditionally, the formulation of the vortico-acoustic wave rests on satisfying
the no-slip boundary condition at the wall. While the concept provides an
accurate representation of velocity profiles with small viscosity, pressure waves
remain essentially unchanged. In this study, interesting results for the pressure
disturbances are provided. The complete coupling of the acoustics and vorticity fields
allows for feedback and alterations from the classic acoustic theory. The extracted
pressure waves exhibit slight modifications from the pure sinusoidal form. Moreover,
hydrodynamic contributions to the vorticity fluctuations are provided. These display
vortical structures near the centerline in the aft end region of the chamber. Being
the region with the highest mean flow speeds, these structures are attributed to
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the development of turbulence. These interesting results showcase the powerful
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Summary of Equations in
Cartesian Coordinates
A.1 Compressible Mean Flow Field
This section summarizes the principal components of the compressible mean flow field
by Maicke and Majdalani (2008).










12− 39π2x2 + π4x4







T̄ (x, y) = 1− 1
8
M2wπ
2x2 (γ − 1)− 1
384
M4w (γ − 1)
[
12− 39π2x2














12− 39π2x2 + π4x4
(
1− 6γ + 6γ2
)











































A.2 Compressible Biglobal Equations
A summary of the compressible biglobal equations in operator form is presented here.
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Summary of Equations in
Cylindrical Coordinates
B.1 Compressible Mean Flow Field
The derivation of the compressible mean flow field in cylindrical coordinates can be





−2[1−cos(2η)]−2}); u0 = πx cos η (B.1)
V = Mwv0(1− 14M
2
w{π2x2[1+cos(2η)]−r−2[1−cos(2η)]+2}); v0 = −r−1 sin η (B.2)































η−2(γ − 1)sin4η} (B.4)
T̄ = 1− 1
2





2x4 + πx2(η + η−1sin2η − 4/π)
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