We investigate the zeros of degree one L-functions from the extended Selberg class off the critical line.
Introduction
In [14] , Selberg introduced the class S consists of the functions F (s) satisfying the following conditions. (1 − s). The proof of Theorem 3.1 [4] shows that the Dirichlet series F (s) = n a(n) n s ∈ S # 0 is absolutely convergent in the whole complex plane. Thus, we have
(Dirichlet series) For σ > 1, F (s) is an absolutely convergent Dirichlet series
F (s) = ∞ n=1 a(n) n s (s = σ + it).
(Analytic continuation
, then a(n) = 0 for n q. For n|q, we have
is the disjoint union of the subclasses S # 0 (q, ω), with q ∈ N and |ω| = 1.
Every F ∈ S
# 0 (q, ω), with q and ω as above, is a Dirichlet polynomial of the form
If χ is a Dirichlet character mod q, we denote by f χ its conductor, and by χ * the primitive character inducing χ. We denote by ω χ * and Q χ * the ω-factor and the Q-factor in the standard functional equation for L(s, χ * ), i.e., ω χ * = τ (χ * 
Every
, with q, ξ and ω * as above, can be uniquely written as
where P χ ∈ S . Hejhal [7] studied the behavior of zeros of F (s) near the critical line and announced that the true order of the number of zeros of F (s) in Re s σ and
. Note that this result for the special case J = 2 was also justified by the same author [6] .
Recently, the second author [12] investigated the off-line zeros of Epstein zeta function E(s, Q) associated to quadratic form Q(x, y) = ax
It is a classical example that belongs to the class S # 2 . We get the number of zeros N E (σ 1 , σ 2 ; 0, T ) on the rectangular region σ 1 < Re s < σ 2 , 0 < Im s < T to be c(σ 1 , σ 2 )T + o(T ) for 1 2 < σ 1 < σ 2 which improves Voronin's result [15] (or Chapter 7 of [11] ) based on the joint universality theorem for Hecke L-functions. For S # 1 , Kaczorowski and Kulas [9] and Saias and Weingartner [13] proved the true order of the number of off-line zeros inside and outside the critical strip, respectively. [9] is based on the joint universality theorem for Dirichlet L-functions inside the critical strip and [13] is based on the idea of Davenport and Heilbronn [5] . The main purpose of this paper is improving their results by obtaining an asymptotic formula of N F (σ 1 , σ 2 ; 0, T ) for F ∈ S # 1 by means of the classical theory of mean motions.
By Theorems A and B, we can let the function E(s + iθ) ∈ S # 1 as
for some integer k > 0, where
andh j is a polynomial of k variables. Let
, ∞] by Parseval's identity for almost periodic functions, i.e., lim sup
as n → ∞ for any reduced strip 1 2 < α < β. We may find the way of a proof in Proposition 2.3 of [12] . Applying Lemma 2.3 to E n (s), we get an asymptotic formula for N E n (σ 1 , σ 2 ; 0, T ). The theory of mean motions partially preserves this property through the convergence in the mean with index p > 0. If J = 1, then we encounter with the well-known conjecture. In this paper, we only consider the case J > 1.
) for a prime p. By (1.1) and Theorem B, we havẽ
, and as a resulth j = 0 for Re s > 1 2 . In this case, the method in [12] works, and we have the following theorem.
) for p prime and |ω| = 1, and let
2). Then, we have
N E (σ 1 , σ 2 ; 0, T ) = c(σ 1 , σ 2 )T + o(T ) as T → ∞. The constant c(σ 1 , σ 2 ) can be represented as an integral σ 2 σ 1 H σ (0)dσ for the density function H σ (x) of some distribution µ σ , and c(σ 1 , σ 2 ) > 0 if 1 2 < σ 1 1. In particular, for σ 0 > 1 2
, the number of zeros on the line segment
When q is a prime power, thenh j are polynomials of the same single variable by Theorems A(2) and B (2) . If these polynomials have the same factor with cT + o(T ) zeros on the line segment Re s = σ 0 , 0 < Im s < T for some 
) for q prime power, and let
does not contain the real part of exceptional points satisfying h j = 0. Then, the constant c(σ 1 , σ 2 ) can be represented as an integral
, the number of zeros on the line segment
For general q, we could also prove the similar theorem, although it is not easy to classify the common zeros ofh j with multiple variables. We will discuss and prove a general theorem in the section 3.
Lemmas
We begin with the work of Jessen and Tornehave [8] that explains zeros of Dirichlet series in the region of its absolute convergence. For the basic theory of almost periodic functions, we refer to [1] . 
The following lemma guarantees the existence of second derivative of Jensen functions for almost periodic functions and gives another representation by a certain distribution. The proof can be found in §9 of [3] . The next lemma is the extension of Lemma 2.3 which is applicable inside the critical strip and which plays the main role of this method. (α, β) , and for every strip (σ 1 , σ 2 ) where α < σ 1 < σ 2 < β, the two relative frequencies of zeros defined by
Lemma 2.4 (Theorem 1 of [3]). Let
−∞ α < α 0 < β 0 < β ∞ and let f 1 (s), f 2 (s), . .
. be a sequence of functions almost periodic in [α, β] converging uniformly in [α 0 , β 0 ] towards a function f (s). Suppose that none of the functions is identically zero and f (s) may be continued as a regular function in the half strip α < σ < β, t > γ 0 , and that f n (s) converges in mean with an index p > 0 towards f (s) in [α, β]. Then the Jensen function
satisfy the inequalities
Suppose further that ϕ f (σ) is twice differentiable. Then, we have
Together with the above lemmas, we investigate the Fourier transforms of certain distributions. For our purpose, we need the two more lemmas.
We use the following notations:
. Let µ n,σ be the distribution function of E n,σ with respect to
Fourier transform iŝ
, δ > 0 and j J, we define
Then, for any integer K J we havê
as |y| → ∞, where the corresponding constant does not depend on n.
Proof. We writê
Define set functions
for any Borel sets B ⊂ C J . By the identity ab = 1 4
one can prove thatμ n,σ (y) is a linear combination of at most four absolutely continuous distribution functions. (See [12] for details.) Thus, we denote corresponding densities G n,σ;l 1 ,l 2 (x), G n,σ;l (x), G n,σ (x) of λ n,σ;l 1 ,l 2 , λ n,σ;l , λ n,σ , respectively. By Theorem 6 of [3] , the densities
have a majorant of the form Ke −λ|x| 2 , and their partial derivatives of order q have a majorant of the form K q e −λ|x| 2 for n n q . Thus, we havê
where
We only consider the first term
, since the others can be treated similarly. If θ / ∈ A j,σ (δ) for K-many j, integration by parts with respect to such
For the other θ, we give a trivial upperbound by its measure, and we havê µ n,σ (y)
where the corresponding constant does not depend on n as y → ∞.
So, it is enough to show the equation (2.1). We decompose
Changing of variables e x j = r j e z j with Jacobian r
where r = (r 1 , . . . , r J ), z = (z 1 , . . . , z J ), and log r = (log r 1 , . . . , log r J ). Consider the integration
, we integrate by parts with respect to z j for | cos(z j − α j )| < 1 2 , and with respect to r j for | cos(z j − α j )| > 1 2 . With the uniform upperbound K q e −λ|x| 2 of partial derivatives of G of order q, we have the equation (2.1).
Lemma 2.6.μ n,σ (y) converges uniformly for every disc |y| a and
Proof. By definition, we havê
We get
, where
.
Combining the above equations yields
Thus, we haveμ
for m > n > k. Thus, Lemma 2.6 follows.
Main results
We divide the cases J = 2 and J 3. For J = 2, our function is the sum of two spoiled Euler products f 1 (s) + f 2 (s). We then apply the theory of value distribution for f 1 (s) and
Proposition 3.1. Let J = 2 and
where H σ (x) is the density for some distribution function µ σ . Moreover, H σ (x) > 0 for 1 2 < σ 1.
By direct calculation, we have
converges to H σ (x) which is the density of some distribution µ σ = lim n→∞ µ n,σ . Therefore, we have , ∞) and say I j the union of the intervals. By Lemmas 2.3 and 2.4 and almost periodicity, it means that h j has no zero in I j . We let ς j = inf I j 1 2 , and ς E be the third small ς j , more precisely, 
Suppose further that [σ 1 , σ 2 ] ⊂ I j for at least three j. Then, we have
where H σ (x) is the density for some distribution µ σ . In this case, for σ 1 < σ 0 < σ 2 , the number of zeros of E(s) on the line segment Re s = σ 0 and 0 < Im s < T is o(T ).
If eachh j is non-vanishing on Re s > 1 2 , Theorem 3 holds. As a consequence, we prove Theorem 1.
We consider the caseh j is one variable polynomial. In this case,h j (p 
where H σ (x) is the density for some distribution µ σ . For σ 0 ∈ I, the number of zeros of E(s) on the line segment Re s = σ 0 and 0 < Im s < T is o(T ).
As a consequence, we prove Theorem 2.
