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BRAIDS, TRANSVERSAL LINKS AND THE
KHOVANOV-ROZANSKY THEORY
HAO WU
Abstract. We establish some inequalities about the Khovanov-Rozansky coho-
mologies of braids. These give new upper bounds of the self-linking numbers of
transversal links in standard contact S3 which is sharper than the well known bound
given by the HOMFLY polynomial. We also introduce a sequence of transversal link
invariants, and discuss some of their properties.
1. Introduction
In [7, 8], M. Khovanov and L. Rozansky introduced two versions of Khovanov-
Rozansky link cohomologies. Their construction is based on matrix factorizations
associated to certain planar diagrams. The version in [7] uses the potential xn+1,
which lead to a Z ⊕ Z-graded cohomology theory Hn for each n ≥ 2. The version in
[8] uses the potential ax, which gives a Z⊕ Z⊕ Z-graded cohomology theory H.
M. Khovanov and L. Rozansky showed that Hn is invariant under Reidemeister
moves, and the isomorphism type of H is invariant under Markov moves of closed
braids up to overall shifts of gradings. The graded Euler characteristics of Hn and H
are variants of the HOMFLY polynomial.
In this paper, we discuss some applications of these theories in contact topology,
specifically the transversal knot theory. The sign convention of this paper is given in
figure 1, which is opposite to that used in [7, 8].
✒■
+
σi
■ ✒
−
σ−1i
Figure 1. Sign of a crossing
First, we introduce a variant of H whose graded isomorphism type is invariant under
Reidemeister moves. Let B be a closed braid with b strands and writhe w. Define
Hˆ(B) to be H(B) with each of the two quantum gradings shifted by w+b2 and the
homological grading shifted by −w+b2 . Then Hˆ(B) is
1
2Z⊕
1
2Z⊕
1
2Z-graded. From M.
Khovanov and L. Rozansky’s construction, it’s clear that the gradings of Hˆ(B) are
now invariant under all Markov moves.
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Denote by Hj,kn the space of homogeneous elements with grading (j, k) of Hn, where
j is the homological grading, and k is the quantum grading which comes from the
exponents of the markings xi. Denote by Hˆ
j,k,l(B) the space of homogeneous elements
with grading (j, k, l) of Hˆ(B), where j is the cohomological grading, k is the quantum
a-grading which comes from the exponents of the formal variable a, and l is the
quantum x-grading which comes from the exponents of markings xi.
For a link L, define
g(n)max(L) = max{k | H
j,k
n (L) 6= 0 for some j},
g
(n)
min(L) = min{k | H
j,k
n (L) 6= 0 for some j},
gˆmax(L) = max{k | Hˆ
j,k,l(L) 6= 0 for some j, l},
gˆmin(L) = min{k | Hˆ
j,k,l(L) 6= 0 for some j, l}.
These are numerical link invariants. We have:
Theorem 1.1. If B is a closed braid with b strands and writhe w, then
(1)
w − b
2
≤ gˆmin(B) ≤ gˆmax(B) ≤
w + b
2
− 1.
If we further assume that the numbers of positive and negative crossings of B are c+
and c−, respectively, then
(2) (n− 1)(w − b)− 2c− ≤ g
(n)
min(B) ≤ g
(n)
max(B) ≤ (n− 1)(w + b) + 2c+,
Definition 1.2. The braid number b(L) of a link L is the minimal number of strands
necessary to represent L as a braid.
Corollary 1.3. For a link L,
b(L) ≥ gˆmax(L)− gˆmin(L) + 1,
b(L) ≥
1
2
lim sup
n→∞
g
(n)
max(L)− g
(n)
min(L)
n− 1
.
Proof. ✷
Theorem 1.4. If L is a transversal link in the standard contact 3-sphere, then
sl(L) ≤ 2gˆmin(L),
sl(L) ≤ − lim sup
n→∞
g
(n)
max(L)
n− 1
,
where ”sl” is the self-linking number, and L is the mirror image of L.
Therefore, if K is a Legendrian knot in the standard contact 3-sphere, then
tb(K) + |r(K)| ≤ 2gˆmin(K),
tb(K) + |r(K)| ≤ − lim sup
n→∞
g
(n)
max(K)
n− 1
,
where ”tb” is the Thurston-Bennequin number, and ”r” is the rotation number.
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Proof. By [2], any transversal knot is transversally isotopic to a transversal braid, and
the self-linking number sl(B) of a transversal braid B with b strands is equal to w− b,
where w is the writhe of B. So Theorem 1.1 implies the first part of the theorem. The
second part follows from the first part by a push-off argument given in [2]. 
In [11], O. Plamenevskaya constructed an invariant ψ of transversal links in standard
contact S3 using the original Khovanov homology H defined in [6]. We generalize her
construction, and, for each n ≥ 2, define an invariant ψn of transversal links in standard
contact S3 using Hn.
Theorem 1.5. Let L be a transversal link in the standard contact S3. For each
n ≥ 2, we can associate to L an element ψn(L) of Hn(L) of cohomological degree 0
and quantum degree −(n− 1)sl(L). ψn(L) is invariant under transversal isotopy of L
up to multiplication by a non-zero scalar.
When n = 2, ψ2(L) is identified with ψ(L) under the isomorphism
H2(L) ∼= H(L)⊗Z Q.
Comparing Theorems 1.4 and 1.5, it’s easy to see that the sequence {ψn} sometimes
detects the maximal self-linking number. Specially, we can generalize Plamenevskaya’s
computation about quasi-positive braids, and get a stronger conclusion.
Corollary 1.6. If L is a transversal link in the standard contact S3 with ψn(L) 6= 0
for infinitely many n, then
SL(L) = sl(L) = − lim sup
n→∞
g
(n)
max(L)
n− 1
,
where SL(L) is the maximal self-linking number of all transversal links smoothly iso-
topic to L.
Specially, if a transversal link L is transverse isotopic to a quasi-positive transversal
braid, then ψn(L) 6= 0, ∀ n ≥ 2, and, thus, the above equation is true.
Proof. The first part of the corollary is clear from Theorems 1.4 and 1.5. The second
part will be proved in Proposition 4.5. 
A transversal knot invariant is said to be non-classical if it is not determined by the
smooth knot type and the self-linking number. There are still no known examples of
efficient non-classical transversal knot invariants.
Conjecture 1.7. The sequence {ψn} is a non-classical transversal knot invariant.
The rest of this paper is organized as following: In Section 2, we briefly review the
definitions of the Khovanov-Rozansky cohomologies and compare the graded Euler
characteristics of these cohomologies with the HOMFLY polynomial, which explains
why Theorems 1.1, 1.4 and Corollary 1.3 imply the corresponding results by J. Franks,
R. Williams and H. Morton in [4, 9], including the upper bound of the self-linking num-
ber from the HOMFLY polynomial. In Section 3, we study the Khovanov-Rozansky
cohomologies of closed braids, and prove Theorem 1.1. In Section 4, we construct the
invariants ψn, and study some of their properties.
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2. Khovanov-Rozansky Theory
2.1. Matrix factorizations. Let R = Q[t1, · · · , tm] be a polynomial ring. A matrix
factorization M over R with potential w ∈ R is a collection of two R-modulesM0, M1
and two module homomorphisms d0 : M0 → M1, d1 : M1 → M0, called differential
maps, s.t.,
d1d0 = w · idM0 , d
0d1 = w · idM1 .
We usually write such a matrix factorization M as
M0
d0−→M1
d1−→M0.
For a, b ∈ R, denote by (a, b)R the matrix factorization
R
a
−→ R
b
−→ R,
where a, b act on R by multiplication. This matrix factorization has potential ab.
When the polynomial ring R is clear from context, we drop it from the notation, and
only write (a, b).
Denote by 

a1 b1
a2 b2
...
...
ak bk


R
the tensor product of (a1, b1)R, (a2, b2)R, · · · , (ak, bk)R, where the differential maps
are given by the (signed) Leibniz rule. Its potential is
w = a1b1 + a2b2 + · · ·+ akbk.
Again, when R is clear from context, we drop it from the notation.
2.2. Grading shifts. Suppose M is a Z-graded module over a Z-graded ring, and
m ∈ Z. Define M{m} to beM with grading shifted by m, i.e., an element x of M{m}
is homogeneous of degree i + m if and only if it’s a homogeneous element of M of
degree i. Similarly, suppose M is a Z ⊕ Z-graded module over a Z ⊕ Z-graded ring,
and m, l ∈ Z. Define M{m, l} to be M with grading shifted by (m, l), i.e., an element
x ofM{m, l} is homogeneous of bi-degree (i+m, j+l) if and only if it’s a homogeneous
element of M of degree (i, j).
2.3. Planar diagrams. To construct the Khovanov-Rozansky cohomology theories,
one considers the planar diagrams Γ with the following properties:
(1) Γ consists of two types of edges: regular edges and wide edges. These edges
intersect only at their endpoints.
(2) Regular edges are disjoint from each other. Wide edges are disjoint from each
other.
(3) Each regular edge is oriented, and contains at least one marked point. Open
endpoints of regular edges are marked.
(4) Each wide edge has exactly two regular edges entering at one endpoint, and
exactly two regular edges exiting from the other endpoint.
BRAIDS, TRANSVERSAL LINKS AND THE KHOVANOV-ROZANSKY THEORY 5
See Figures 7, 8, 9, 10 below for examples of such diagrams.
2.4. Matrix factorization associated to a planar diagram. Let Γ be a planar di-
agram satisfying the conditions in subsection 2.3, and {x1, · · · , xp} the set of markings
on Γ. Let R′ = Q[x1, · · · , xp] be the Z-graded polynomial ring so that deg xi = 2, ∀ i.
Let R = Q[a, x1, · · · , xp] be the Z ⊕ Z-graded polynomial ring so that deg a = (2, 0)
and deg xi = (0, 2), ∀ i.
✲xj xi
Figure 2. Lij
For an oriented (regular) arc Lij in Γ from the point marked by xj to the point
marked by xi that has no marked interior points, let Cn(L
i
j) be the matrix factorization
(piij , xi − xj)R′ given by
R′
piij
−−→ R′{1− n}
xi−xj
−−−−→ R′,
where piij = x
n
i +x
n−1
i xj + · · ·+ xix
n−1
j + x
n
j . The purpose of the grading shift here is
to make Cn(L
i
j) graded in the sense that both piij and xi − xj are homogeneous maps
of degree n+ 1.
Also, let C(Lij) be the matrix factorization (a, xi − xj)R given by
R
a
−→ R{−1, 1}
xi−xj
−−−−→ R,
where the grading shift makes it bi-graded in the sense that a and xi − xj are both
homogeneous maps of bi-degree (1, 1).
✒
✻
■
✻
xi xj
xk xl
✻
E
Figure 3. Wide edge E
For a wide edge E, let xi, xj, xk, xl be the closest markings to E as depicted in
Figure 3. (It is possible that xi = xk or xj = xl.) Let g be the unique two-variable
polynomial such that g(x+ y, xy) = xn+1 + yn+1, and
u1 = u1(xi, xj , xk, xl) =
g(xi + xj , xixj)− g(xk + xl, xixj)
xi + xj − xk − xl
,
u1 = u1(xi, xj , xk, xl) =
g(xk + xl, xixj)− g(xk + xl, xkxl)
xixj − xkxl
.
Note that u1 and u2 are homogeneous polynomials in xi, xj , xk and xl of degrees 2n
and 2n− 2, respectively.
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Define Cn(E) to be the matrix factorization(
u1 xi + xj − xk − xl
u2 xixj − xkxl
)
R′
{−1},
which is the tensor product of the matrix factorizations
R′{−1} u1−→ R′{−n}
xi+xj−xk−xl
−−−−−−−−−→ R′{−1}
and
R′ u2−→ R′{3− n}
xixj−xkxl
−−−−−−→ R′.
Again, the grading shifts here make Cn(E) graded in the sense that both differential
maps are homogeneous maps of degree n+ 1.
Also define C(E) to be the matrix factorization(
a xi + xj − xk − xl
0 xixj − xkxl
)
R
,
which is the tensor product of the matrix factorizations
R
a
−→ R{−1, 1}
xi+xj−xk−xl
−−−−−−−−−→ R
and
R
0
−→ R{−1, 3}
xixj−xkxl
−−−−−−→ R.
Again, the grading shifts here make C(E) bi-graded in the sense that both differential
maps are homogeneous maps of degree (1, 1).
Finally, we define that
Cn(Γ) = (
⊗
Lij
Cn(L
i
j))
⊗
(
⊗
E
Cn(E)),
and
C(Γ) = (
⊗
Lij
C(Lij))
⊗
(
⊗
E
C(E)).
where Lij runs through all the (regular) oriented arcs starting and ending at marked
points with no marked interior points, and E runs through all wide edges.
If Γ is closed, i.e., has no open end points, then Cn(Γ) and C(Γ) are graded cyclic
chain complexes. We denote by Hn(Γ) and H(Γ) their cohomologies. These coho-
mologies inherit the gradings of Cn(Γ) and C(Γ). Note that the Z2-grading from the
cyclic complex structure is trivial since all the non-vanish cohomology concentrate on
one of the two degrees. The cohomologies Hn(Γ) and H(Γ) do not depend on the
choice of marked points.
If Γ has open end points, let xi1 , · · · , xiq be the markings of these open end points.
Then Cn(Γ) is a matrix factorization of potential
∑q
r=1±x
n+1
ir
, and C(Γ) is a fac-
torization of potential
∑q
r=1±axir , where the sign is ”+” if the corresponding open
end point is an exit, and is ”−” if otherwise. Let I ′ and I be the ideals generated
by {xi1 , · · · , xiq} in R
′ and R, respectively. Then Cn(Γ)/I ′Cn(Γ) and C(Γ)/IC(Γ)
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are graded cyclic chain complex. Again, we denote by Hn(Γ) and H(Γ) their coho-
mologies, which have the gradings inherited from Cn(Γ) and C(Γ). As before, the
cohomologies Hn(Γ) and H(Γ) do not depend on the choice of marked points.
✻✻
Γ0
xi xj
xk xl
✲
✛
✒
✻
■
✻
xi xj
xk xl
✻
Γ1
Figure 4. Γ0 and Γ1
2.5. Khovanov-Rozansky cohomologies of a knot. Let Γ0 and Γ1 be the two
planar diagrams depicted in Figure 4. Then the matrix factorization Cn(Γ0) is(
piik xi − xk
pijl xj − xl
)
R′
.
Explicitly, this is[
R′
R′{2 − 2n}
]
P
(n)
0−−−→
[
R′{1− n}
R′{1− n}
]
P
(n)
1−−−→
[
R′
R′{2− 2n}
]
,
where
P
(n)
0 =
(
piik xj − xl
pijl −xi + xk
)
, P
(n)
1 =
(
xi − xk xj − xl
pijl −piik
)
.
The matrix factorization Cn(Γ1) is(
u1 xi + xj − xk − xl
u2 xixj − xkxl
)
R′
{−1}.
Explicitly, this is[
R′{−1}
R′{3 − 2n}
]
Q
(n)
0−−−→
[
R′{−n}
R′{2− n}
]
Q
(n)
1−−−→
[
R′{−1}
R′{3− 2n}
]
,
where
Q
(n)
0 =
(
u1 xixj − xkxl
u2 −xi − xj + xk + xl
)
, Q
(n)
1 =
(
xi + xj − xk − xl xixj − xkxl
u2 −u1
)
.
Define χ
(n)
0 : Cn(Γ0)→ Cn(Γ1) by the matrices
U
(n)
0 =
(
xk − xj 0
a1 1
)
, U
(n)
1 =
(
xk −xj
−1 1
)
,
and χ
(n)
1 : Cn(Γ1)→ Cn(Γ0) by the matrices
V
(n)
0 =
(
1 0
−a1 xk − xj
)
, V
(n)
1 =
(
1 xj
1 xk
)
,
where a1 = −u2 + (u1 + xiu2 − pijl)/(xi − xk). These are homomorphisms of matrix
factorizations of degree 1, i.e., these commute with the differential maps and raise the
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quantum grading by 1. So χ
(n)
0 and χ
(n)
1 induce homomorphisms of cohomologies. One
can check that
χ
(n)
1 χ
(n)
0 = (xk − xj)idCn(Γ0), χ
(n)
0 χ
(n)
1 = (xk − xj)idCn(Γ1).
There is a similar construction for C(Γ0) and C(Γ1). Explicitly, the matrix factor-
ization C(Γ0) is [
R
R{−2, 2}
]
P0−→
[
R{−1, 1}
R{−1, 1}
]
P1−→
[
R
R{−2, 2}
]
,
where
P0 =
(
a xj − xl
a −xi + xk
)
, P1 =
(
xi − xk xj − xl
a −a
)
,
and the matrix factorization C(Γ1) is[
R
R{−2, 4}
]
Q0
−−→
[
R{−1, 1}
R{−1, 3}
]
Q1
−−→
[
R
R{−2, 4}
]
,
where
Q0 =
(
a xixj − xkxl
0 −xi − xj + xk + xl
)
, Q1 =
(
xi + xj − xk − xl xixj − xkxl
0 −a
)
.
Define χ0 : C(Γ0)→ C(Γ1) by the matrices
U0 =
(
xk − xj 0
0 1
)
, U1 =
(
xk −xj
−1 1
)
,
and χ1 : C(Γ1)→ C(Γ0) by the matrices
V0 =
(
1 0
0 xk − xj
)
, V
(n)
1 =
(
1 xj
1 xk
)
.
These are homomorphisms of matrix factorizations, and induce homomorphisms of
cohomologies. One can check that χ0 and χ1 are of bi-degrees (0, 2) and (0, 0), respec-
tively, and
χ1χ0 = (xk − xj)idC(Γ0), χ0χ1 = (xk − xj)idC(Γ1).
✻✻
P0 ✒■
P−
■ ✒
P+ ❥
1
✙
0
✯
1
❨
0
✒
✻
■
✻
✻
P1
Figure 5. Resolutions of a crossing
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Let D be an oriented link diagram. We put markings {x1, · · · , xm} on D so that
none of the crossings is marked, and each arc between two crossings has a marked
point. For each crossing in D, there are two ways to resolve it as shown in Figure 5.
A resolution of D is a planar diagram obtain from D by resolving all the crossings
of D. Together with the markings inherited from D, each resolution of D is a planar
diagram satisfying the conditions in Subsection 2.3.
For an arc Lij from xj to xi that contains no crossings and no other marked points,
define Cn(L
i
j) as above, and consider it as the chain complex
0→ Cn(L
i
j)︸ ︷︷ ︸
0
→ 0,
where Cn(L
i
j) has cohomological degree 0.
For a positive crossing P+ in D, let P0 and P1 be the two diagrams depicted in
Figure 5. Define Cn(P+) to be the chain complex
0→ Cn(P1){n}︸ ︷︷ ︸
−1
χ
(n)
1−−→ Cn(P0){n − 1}︸ ︷︷ ︸
0
→ 0,
where Cn(P0){n − 1} has cohomological degree 0, and Cn(P1){n} has cohomological
degree −1.
For a negative crossing P− in D, define Cn(P+) to be the chain complex
0→ Cn(P0){1 − n}︸ ︷︷ ︸
0
χ
(n)
0−−→ Cn(P1){−n}︸ ︷︷ ︸
1
→ 0,
where Cn(P0){1−n} has cohomological degree 0, and Cn(P1){−n} has cohomological
degree 1.
Now define Cn(D) to be the chain complex
Cn(D) = (
⊗
Lij
Cn(L
i
j))
⊗
(
⊗
P
Cn(P )),
where Lij runs through all arcs in D starting and ending in marked points that contain
no crossings and no other marked points, and P runs through all the crossings of D.
Remark 2.1. (1) Disregarding the chain complex structure on Cn(D), we have
Cn(D) =
⊕
Γ
Cn(Γ){pΓ},
where Γ runs through all resolutions of D, pΓ ∈ Z. For a given Γ, all elements
of Cn(Γ) have the same cohomological degree.
(2) There are two differential maps on Cn(D). One comes from the matrix fac-
torizations Cn(Γ), which we denote by dmf . The other comes from the above
construction, which we denote by dχ. These two differentials commute.
(3) Cn(D) is Z ⊕ Z ⊕ Z2-graded, where the first Z-grading is the cohomological
grading, the second is inherited from Z-grading of Cn(Γ){pΓ}, and is called
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the quantum grading, and the Z2-grading comes from the cyclic chain complex
structure of Cn(Γ). Note that dχ preserves the quantum grading.
dχ induces a differential map on the cohomology H(Cn(D), dmf ), which we still
denote by dχ. Define Hn(D) to be the cohomology
Hn(D) = H(H(Cn(D), dmf ), dχ).
Hn(D) inherits the Z ⊕ Z-gradings from Cn(D). The induced Z2-grading on Hn(D)
is trivial since all the non-zero elements concentrate on the degree equal to the Z2-
number of components of the link represented by D.
M. Khovanov and L. Rozansky proved in [7] that the Z⊕Z-graded isomorphism type
of Hn(D) is invariant under Reidemeister moves, and, therefore, is a link invariant.
They also showed that, up to multiplication by a non-zero scalar, the homomorphism
ofHn induced by a link cobodism is independent of the movie representation. Specially
this implies that the Hn theory gives bona fide homology groups, not just isomorphism
classes.
The homology H(D) is defined similarly. To Lij , P+ and P−, we assign the chain
complexes
C(Lij) = [0→ C(L
i
j)︸ ︷︷ ︸
0
→ 0],
C(P+) = [0→ C(P1){0,−2}︸ ︷︷ ︸
0
χ1
−→ C(P0){0,−2}︸ ︷︷ ︸
1
→ 0],
C(P−) = [0→ C(P0){0, 2}︸ ︷︷ ︸
−1
χ0
−→ C(P1)︸ ︷︷ ︸
0
→ 0],
where the number below each term indicates its cohomological degree. Then define
C(D) = (
⊗
Lij
C(Lij))
⊗
(
⊗
P
C(P )),
where Lij runs through all arcs in D starting and ending in marked points that contain
no crossings and no other marked points, and P runs through all the crossings of D.
Again, we have
C(D) =
⊕
Γ
C(Γ){0, qΓ},
where Γ runs through all resolutions of D, qΓ ∈ Z. Again, there are two differential
maps: dmf from the matrix factorization structure, and dχ from the above chain
complex construction. These commute with each other. And dχ preserves the two
quantum gradings. We define
H(D) = H(H(C(D), dmf ), dχ).
H(D) inherits the Z ⊕ Z ⊕ Z-grading of C(D), i.e. the cohomological grading, the
quantum a-grading and the quantum x-grading. M. Khovanov and L. Rozansky proved
in [7] that the Z⊕Z⊕Z-graded isomorphism type of H(D) is invariant under Markov
moves of braids up to over all shift of grading. Thus, any two braid that represent the
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same link have isomorphic H-invariant. Given a braid B with b strands and writhe
w, define
Hˆ(B) = H(B){
w + b
2
,
w + b
2
}[−
w + b
2
],
where [−w+b2 ] means shifting the homological grading by −
w+b
2 . From the construction
in [8], it’s easy to see that the 12Z ⊕
1
2Z ⊕
1
2Z-graded isomorphism type of Hˆ(B) is
honestly invariant under Markov moves of braids.
2.6. Graded Euler characteristics. We normalize the HOMFLY polynomial P by
the skein relation {
xP (L−)− x−1P (L+) = yP (L0),
P (unknot) = x−x
−1
y
,
where the diagrams of L+, L− and L0 are identical except at one crossing, where they
look like P+, P− and P0 in Figure 5, respectively.
For a link L, consider the graded Euler characteristic
Fn(L) =
∑
j,k
(−1)jtk dimHj,kn (L).
From [7], we know that Fn is characterized by the following skein relation:{
tnFn(L−)− t−nFn(L+) = (t− t−1)Fn(L0),
Fn(unknot) =
tn−t−n
t−t−1 .
So
Fn(L)(t) = P (L)(t
n, t− t−1).
Next, consider the graded Euler characteristic
Fˆ (L) =
∑
j,k,l
(−1)jtkql dim Hˆj,k,l(L).
From [8], we know that Fˆ is characterized by the following skein relation:{
−q−1(−tq)
1
2 Fˆ (L−) + q(−tq)−
1
2 Fˆ (L+) = (q − q
−1)Fˆ (L0),
Fˆ (unknot) = −
√−1t− 12 q 12
q−q−1 .
where L+, L− and L0 are represented by braid diagrams that identical except at one
crossing, where they look like P+, P− and P0 in Figure 5, respectively.
Change the variables by {
x = −q−1(−tq)
1
2
y = q − q−1
Then, in these new variables, we have{
xFˆ (L−)− x−1Fˆ (L+) = yFˆ (L0),
Fˆ (unknot) = −x−1y−1.
Compare these normalizations with those used in [4, 9]. It’s clear that Theorem 1.1
and Corollary 1.3 imply the corresponding results in [4, 9]. Specially, the two upper
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bounds of the self-linking number in Theorem 1.4 are sharper than the bound given
by the HOMFLY polynomial, which is implicitly proven in [4, 9] (c.f. [3, 5]).
3. Resolved Braids
For positive integers b, i with 1 ≤ i ≤ b−1, let τi be the diagram depicted in Figure
6. That is, from left to right, τi consists of i− 1 upward vertical regular edges, then a
vertical wide edge with two regular edges entering through the bottom and two regular
edges exiting through the top, and then b− i− 1 more upward vertical regular edges.
✻
· · ·
✻
✒
✻
■
✻ ✻
· · ·
✻
1 i− 1 i i + 1 i + 2 b
✻
Figure 6. τi
We use the word τi1 · · · τim to represent the planar graph formed by stacking the
graphs τi1 , · · · , τim together vertically from bottom to top with the top end points of
τil identified with the corresponding bottom end points of τil+1 . The symbol τi1 · · · τim
represents the closed graph obtained from τi1 · · · τim by attaching a disjoint regular
edge from each end point on the top to the corresponding end point at the bottom.
We use the convention that the empty word φ represents b vertical upward regular
edges, and, therefore, φ represents b concentric circles. We call τi1 · · · τim a resolved
braid, and τi1 · · · τim a resolved closed braid. See Figure 7 for examples of such graphs.
There are two obvious types of isotopies:
(I) If |i− j| > 1, then τiτj is isotopic to τjτi;
(II) If µ and ν are two words in τ1, · · · , τb−1, then µν is isotopic to νµ.
We prove inequality (1) in Theorem 1.1 first.
For a word µ in τ1, · · · , τb−1, consider the Z ⊕ Z-graded cohomology H(µ) =
H(C(µ), dmf ). Denote by H
k,l(µ) the subspace of H(µ) consisting of homogeneous
elements of Z ⊕ Z grading (k, l), where k is the quantum a-grading, and l is the
quantum x-grading. Define
gmax(µ) = max{k | H
k,l(µ) 6= 0 for some l},
gmin(µ) = min{k | H
k,l(µ) 6= 0 for some l}.
In order to calculate H(µ), we need put marks on regular edges of µ. But, as long
as there is at least one mark on each regular edge, the result is independent of the
choice of the marks.
Lemma 3.1. For the empty word φ (with b strands), we have gmax(φ) = −1 and
gmin(φ) = −b.
Proof. φ represents b concentric circles. We order the circles, and put the marking xi
on the i-th circle. The cyclic Koszul complex C(φ) is given over R = Q[a, x1, · · · , xb]
BRAIDS, TRANSVERSAL LINKS AND THE KHOVANOV-ROZANSKY THEORY 13
✻
✻
✒
❖
■
❖
✻❖ ✗ ✻
τ3τ2τ1
✻
✻ ❖
❖
✻❖ ✗ ✻
τ3τ2τ1
❄ ❄ ❄ ❄
Figure 7. τ3τ2τ1 and τ3τ2τ1 for b = 4.
by 
 a 0... ...
a 0

 ,
where there are b rows. After b−1 elementary transformations of rows(c.f. subsection
2.1 of [8]), we see that it is isomorphic to

a 0
0 0
...
...
0 0

 ,
which is isomorphic to the chain complex
C ⊗Q D
⊗(b−1) ⊗Q Q[x1, · · · , xb],
where C is the chain complex
0→ Q[a]
a
→ Q[a]{−1, 1} → 0,
and D is the chain complex
0→ Q
0
→ Q{−1, 1} → 0.
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Then, by the Ku¨nneth Theorem and the Universal Coefficient Theorem, it’s easy to
check that
H(φ) = H(C ⊗Q D
⊗(b−1) ⊗Q Q[x1, · · · , xb])
= H(C)⊗Q H(D
⊗(b−1))⊗Q Q[x1, · · · , xb]
= Q{−1, 1} ⊗Q D
⊗(b−1) ⊗Q Q[x1, · · · , xb].
From the definition of D, one can see that the maximal and minimal quantum a-
gradings of the right hand side are −1 and −b. This proves the lemma. 
Lemma 3.2. If µ = τi1 · · · τim is a word in τ1, · · · , τb−1 with ip < i for 1 ≤ p ≤ m,
and µ′ = µτi, then gmax(µ) = gmax(µ′), and gmin(µ) = gmin(µ′).
Proof. The only difference between µ and µ′ occurs in the part depicted in Figure 8.
✻
❄
µ
x4
x1
x2-
✒
✻
❄
µ′
x4
x1
x2-
Figure 8. µ and µ′
The local matrix factorization of the part of µ in Figure 8 is(
a x1 − x4
a 0
)
.
After an elementary transformation, it becomes(
a x1 − x4
0 0
)
.
Write R = Q[a, x1, x2, x4]. Explicitly, this matrix factorization is
R⊕R{−2, 2} → R{−1, 1} ⊕R{−1, 1} → R⊕R{−2, 2},
where
d0 =
(
a 0
0 −x1 + x4
)
and d1 =
(
x1 − x4 0
0 −a
)
.
The local matrix factorization of the part of µ′ in Figure 8 is(
a x1 − x4
0 0
)
.
Explicitly, this matrix factorization is
R⊕R{−2, 4} → R{−1, 1} ⊕R{−1, 3} → R⊕R{−2, 4},
where
d0 =
(
a 0
0 −x1 + x4
)
and d1 =
(
x1 − x4 0
0 −a
)
.
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Let f be the map between the two matrix factorizations given by(
1 0
0 1
)
: R⊕R{−2, 2} → R⊕R{−2, 4},
and (
1 0
0 1
)
: R{−1, 1} ⊕R{−1, 1} → R{−1, 1} ⊕R{−1, 3}.
It’s clear that f is an isomorphism of matrix factorizations that preserves the quantum
a-grading (but not the x-grading). After tensoring f with the identity maps of other
local matrix factorizations of µ (and µ′), we get an isomorphism between these matrix
factorizations that preserves the a-grading. This proves the lemma. 
Lemma 3.3. If ν is a word in τ1, · · · , τb−1, µ = ντi and µ′ = ντiτi, then gmax(µ) =
gmax(µ
′), and gmin(µ) = gmin(µ′).
Proof. (Follow Proposition 30 of [7].) The only difference between µ and µ′ occurs in
the part depicted in Figure 9.
■
✗❖
✒
✗❖
µ′
x1
x4
x2
x3
x6 x5- -
✒ ■
❖ ✗
µ
x1
x4
x2
x3
Figure 9. µ and µ′
Write R = Q[a, x1, · · · , x6]. Let s1 = x5+x6, s2 = x5x6, and Rˇ = Q[a, x1, x2, x3, x4, s1, s2].
Then R = Rˇ⊕ Rˇ{0, 2}.
The local matrix factorization M ′ of the part of µ′ in Figure 8 is

a x1 + x2 − s1
0 x1x2 − s2
a s1 − x3 − x4
0 s2 − x3x4


R
.
Let Mˇ ′ be the matrix factorization over Rˇ given by the same sequence. Then
M ′ = Mˇ ′ ⊕ Mˇ ′{0, 2}. After elementary transformations, Mˇ ′ is isomorphic to

a x1 + x2 − x3 − x4
0 x1x2 − x3x4
0 s1 − x3 − x4
0 s2 − x3x4


Rˇ
.
We then exclude the variables s1, s2 and remove the last two rows from the above
sequence. This does not change chain homotopy type of the matrix factorization
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(c.f. Proposition 3 of [8]). The result of this operation is a matrix factorization over
Q[a, x1, x2, x3, x4] given by the sequence(
a x1 + x2 − x3 − x4
0 x1x2 − x3x4
)
,
which is exactly the local matrix factorization of the part of µ depicted in Figure 9.
This implies that H(µ′) = H(µ)⊕H(µ){0, 2}. And the lemma follows. 
Lemma 3.4. If ν is a word in τ1, · · · , τb−1, µ1 = ντi−1τiτi−1, µ2 = ντi, and µ3 =
ντiτi−1τi then gmax(µ3) ≤ max{gmax(µ1), gmax(µ2)}, gmin(µ3) ≥ min{gmin(µ1), gmin(µ2)}.
Proof. Let µ4 = ντi−1. The only difference between µ1, µ2, µ3 and µ4 occurs in the
part depicted in Figure 10.
✻
✻
✒ ■
❖
❖ ✗
✗
✻
µ1
✻
✻✻
✻✻
µ2
✻
✻
■✒
✗
✗❖
❖
✻
µ3
✻
✻ ✻
✻ ✻
µ4
Figure 10. µ1, µ2, µ3 and µ4
By Proposition 7 of [8],
H(µ1)⊕H(µ2){0, 2} = H(µ3)⊕H(µ4){0, 2}.
This implies the lemma. 
Lemma 3.5. Let µ = τi1 · · · τim be a word in τ1, · · · , τb−1, such that m ≥ 2, i1 =
im = i, and ip < i for 1 < p < m. Then, after possibly finitely many steps of isotopies
of type (I), there is a sub-word of µ of the form τjτj or τjτj−1τj for some j ≤ i.
Proof. We induct on the length m of the word µ. When m = 2, the lemma is trivially
true. Assume that the lemma is true for words with the given properties and length
= 2, · · · ,m− 1. Now consider µ = τi1 · · · τim . If there is none or only one τi−1 among
τi2 , · · · , τim−1 , then the lemma is true for µ with j = i. If there are more than one
τi−1’s among τi2 , · · · , τim−1 , then there is a sub-word ν = τj1 · · · τjl of µ with 2 ≤ l < m,
j1 = jl = i − 1, and jq < i − 1 for 1 < q < l. Thus, by induction, the lemma is true
for µ. 
Proposition 3.6. If µ is a word in τ1, · · · , τb−1, then −b ≤ gmin(µ) ≤ gmax(µ) ≤ −1.
Proof. For a word µ = τi1 · · · τim , define the weight W (µ) of µ to be
W (µ) =
m∑
p=1
ip.
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We prove the proposition by induction on the weight of a word. If W (µ) = 0, then
µ is the empty word φ, and Lemma 3.1 implies the proposition. Now assume that the
proposition is true for all words with weight < W , and µ = τi1 · · · τim is a word with
weight W . Let i = max{i1, · · · , im}. If i appears only once among i1, · · · , im, then,
after a possible type (II) isotopy, Lemma 3.2 implies that the proposition is true for
µ. If i appears at least twice among i1, · · · , im, then, after possible type (I) and type
(II) isotopies, Lemmas 3.3, 3.4 and 3.5 imply that the proposition is true for µ. 
Proof of inequality (1) in Theorem 1.1. For a braid B with b strands, consider the
Khovanov-Rozansky cohomology H(B), and let
gmax(B) = max{k | H
j,k,l(L) 6= 0 for some j, l},
gmin(B) = min{k | H
j,k,l(L) 6= 0 for some j, l}.
Note that
H(B) = H(H(C(B), dmf ), dχ),
and
H(C(B), dmf ) =
⊕
Γ
H(Γ){0, qΓ},
where Γ runs through all resolutions of B, and qΓ ∈ Z. Thus, by Proposition 3.6, we
have −b ≤ gmin(B) ≤ gmax(B) ≤ −1. But Hˆ(B) = H(B){
w+b
2 ,
w+b
2 }[−
w+b
2 ]. So
gˆmax(B) = gmax(B) +
w + b
2
,
gˆmin(B) = gmin(B) +
w + b
2
.
And inequality (1) follows. 
The proof of inequality (2) in Theorem 1.1 is similar.
For a word µ in τ1, · · · , τb−1, consider the Z-graded cohomology Hn(µ) = Hn(C(µ), dmf ).
Denote by Hkn(µ) the subspace of Hn(µ) consisting of homogeneous elements of quan-
tum grading k. Define
g(n)max(µ) = max{k | H
k
n(µ) 6= 0},
g
(n)
min(µ) = min{k | H
k
n(µ) 6= 0}.
We have following conclusions similar to Lemmas 3.1, 3.2, 3.3 and 3.4.
Lemma 3.7. (1) Let φ be the empty word (with b strands). Then
g(n)max(φ) = (n− 1)b, and g
(n)
min(φ) = −(n− 1)b.
(2) If µ = τi1 · · · τim is a word in τ1, · · · , τb−1 with ip < i for 1 ≤ p ≤ m, and
µ′ = µτi, then
g(n)max(µ
′) = g(n)max(µ)− 1, and g
(n)
min(µ
′) = g(n)min(µ) + 1.
(3) If ν is a word in τ1, · · · , τb−1, µ = ντi and µ′ = ντiτi, then
g(n)max(µ
′) = g(n)max(µ) + 1, and g
(n)
min(µ
′) = g(n)min(µ)− 1.
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(4) If ν is a word in τ1, · · · , τb−1, µ1 = ντi−1τiτi−1, µ2 = ντi, and µ3 = ντiτi−1τi
then
g(n)max(µ3) ≤ max{g
(n)
max(µ1), g
(n)
max(µ2)}, and g
(n)
min(µ3) ≥ min{g
(n)
min(µ1), g
(n)
min(µ2)}.
Proof. (1) We mark the i-th strand by a single variable xi of degree 2, for i = 1, · · · , b.
A straightforward computation shows that
Hn(φ) = A1 ⊗Q A2 ⊗Q · · · ⊗Q Ab,
where Ai = [Q[xi]/(x
n
i )]{−n + 1}. The first part of the lemma follows from this.
(2) Note that the (i+ 1)-th strand in µ is a circle. We mark it by a single variable
x of degree 2. Denote by µˆ the closed resolved braid obtained from µ by removing the
(i+ 1)-th strand. Then
Hn(µ) = Hn(µˆ)⊗Q A =
n−1⊕
i=0
Hn(µˆ){−n+ 1 + 2i},
where A = [Q[x]/(xn)]{−n+ 1}. But, from Proposition 29 of [7], we know that
Hn(µ
′) =
n−2⊕
i=0
Hn(µˆ){−n + 2 + 2i}.
Compare these two decompositions. And the second part of the lemma follows.
(3) By Proposition 30 of [7], we have
Hn(µ
′) = Hn(µ){1} ⊕Hn(µ){−1},
which implies the third part of the lemma.
(4) By Proposition 32 of [7], we have
Hn(µ1)⊕Hn(µ2) = Hn(µ3)⊕Hn(µ4),
where µ4 = ντi−1. And the last part of the lemma follows. 
Similar to the proof of Proposition 3.6, we can induct on the weight of a resolved
braid using Lemmas 3.5, 3.7, and prove:
Proposition 3.8. If µ = τi1 · · · τim is a word in τ1, · · · , τb−1, then
−(n− 1)b−m ≤ g
(n)
min(µ) ≤ g
(n)
max(µ) ≤ (n− 1)b+m.
Proof. 
Proof of inequality (2) in Theorem 1.1. Let B be a braid with b strands c+ positive
crossings, c− negative crossings, and writhe w = c+ − c−. Note that
Hn(B) = H(H(Cn(B), dmf ), dχ),
and
H(Cn(B), dmf ) =
⊕
Γ
Hn(Γ){pΓ},
where Γ runs through all resolutions of B, and pΓ ∈ Z. Let Γ be any resolution of B.
From the construction of Cn(B), it’s clear that
pΓ = (n− 1)w + cΓ,+ − cΓ,−,
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where cΓ,+ (resp. cΓ,−) is the number of wide edges in Γ from positive (resp. negative)
crossings in B. Let g be the quantum degree of a non-vanishing homogeneous element
of Hn(Γ){pΓ}. Then
g
(n)
min(Γ) + pΓ ≤ g ≤ g
(n)
min(Γ) + pΓ.
But, from Proposition 3.8, we have
−(n− 1)b− cΓ,+ − cΓ,− ≤ g
(n)
min(Γ) ≤ g
(n)
max(Γ) ≤ (n− 1)b+ cΓ,+ + cΓ,−.
So
(n− 1)(w − b)− 2cΓ,− ≤ g ≤ (n− 1)(w + b) + 2cΓ,+.
It’s clear that cΓ,+ ≤ c+, and cΓ,− ≤ c−. This shows that, if g is the quantum degree
of any non-vanishing homogeneous element of H(Cn(B), dmf ), then
(n− 1)(w − b)− 2c− ≤ g ≤ (n− 1)(w + b) + 2c+.
Thus,
(n− 1)(w − b)− 2c− ≤ g
(n)
min(B) ≤ g
(n)
max(B) ≤ (n− 1)(w + b) + 2c+.

4. Transversal Knot Invariants {ψn}
In this section, we use the usual notation for braid group. Denote by Bb the braid
group of b strands, and σ±11 , · · · , σ
±1
b−1 the standard generators of Bb, i.e., σ
±1
i permutes
the i-th and (i+1)-th strands with a (±)-crossing. Also, denote by φ the empty word,
which is the identity of Bb. Two braids represent the same link if and only if one can
be changed into the other by following operations:
• Braid group relations generated by: σiσ
−1
i = σ
−1
i σi = φ, σiσj = σjσi, when
|i− j| > 1, and σiσi+1σi = σi+1σiσi+1.
• Conjugations: µ↔ η−1µη, where µ, η ∈ Bb.
• Stabilizations and destabilizations:{
positive : µ (∈ Bb)↔ µσb (∈ Bb+1)
negative : µ (∈ Bb)↔ µσ
−1
b (∈ Bb+1)
In [2], Bennequin proved that any transversal link is transversally isotopic to a
transversal braid. The following theorem from [10, 12] describes when two transversal
braids are transversally isotopic.
Theorem 4.1 ([10, 12]). If two transversal braids are transversally isotopic, then one
can be changed into the other by a finite sequence of braid group relations, conjugations
and positive stabilizations and destabilizations.
Let µ be a closed braid with b strands, and Γ the resolution of µ so that each crossing
of µ is 0-resolved as shown in Figure 5. Then Γ consists of b concentric circles, and
Hn(Γ) = A1 ⊗Q A2 ⊗Q · · · ⊗Q Ab,
where Ai = [Q[xi]/(x
n
i )]{−n+1}, and degxi = 2 as before. Let w be the writhe of µ.
It’s clear that the standard isomorphism
f : Hn(Γ)
∼=
−→ Hn(Γ){(n − 1)w} (⊂ H(Cn(µ), dmf )),
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has quantum degree (n − 1)w, and maps Hn(Γ) into cohomological degree 0. Then
the element
ϕn(µ) = f(x
n−1
1 ⊗ · · · ⊗ x
n−1
b )
has quantum degree (n − 1)(w + b) and cohomological degree 0.
Proposition 4.2. ϕn(µ) is a cocycle in the chain complex (H(Cn(µ), dmf ), dχ). And,
up to multiplication by a non-vanishing scalar, its cohomology class [ϕn(µ)] ∈ Hn(µ) =
H(H(Cn(µ), dmf ), dχ) is invariant under braid group relations, conjugations and neg-
ative stabilizations and destabilizations.
Proof. For a negative crossing ς of µ, denote by Γς the resolution of µ obtained by
1-resolving ς and 0-resolving all other crossings. One can easily see that
dχ(Hn(Γ){(n − 1)w}) ⊂
⊕
ς
Hn(Γς){(n − 1)w − 1} ⊂ H(Cn(µ), dmf ),
where ς runs through all negative crossings of µ. From the second part of Lemma 3.7,
we know that the maximal quantum degree of a non-vanishing homogeneous element
of Hn(Γς){(n− 1)w− 1} is (n− 1)(w+ b)− 2. But dχ preserves the quantum grading.
So dχ(ϕn(µ)) is a homogeneous element of degree (n − 1)(w + b). This implies that
dχ(ϕn(µ)) = 0, and, hence, ϕn(µ) is a cocycle.
Next, we prove the invariance of [ϕn(µ)] under the local moves depicted in Figure
11, which implies the second part of the proposition.
✻
↔
❑
(i)
µ0 µ1
✻ ✻
↔
✻ ✻
(iia)
µ0 µ1
✻ ✻
↔
✻ ✻
(iib)
µ0 µ1
✒✻■
↔
✒✻■
(iii)
µ0 µ1
Figure 11. Local moves
Remark 4.3. All together, there are 6 braidlike Reidemeister type 3 local moves to
deal with. These correspond to the 6 possible ordering of the three branches involved.
But each of the other 5 braidlike Reidemeister type 3 local moves is related to move (iii)
by braidlike Reidemeister type 2 local moves. So we only need to prove the invariance
under move (iii) here.
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✻
x2
x1
Γ
✻
❄
Γ0
x2
x1
x3-
✒
✻
❄
Γ1
x2
x1
x3-
Figure 12. Local diagrams related to move (i)
Invariance under move (i). Consider the planar diagrams in Figure 12.
The local complex associated to µ0 is
0→ Hn(Γ)→ 0.
And the local complex associated to µ1 is
0→ Hn(Γ0){1 − n} → Hn(Γ1){−n} → 0.
Note that Hn(Γ0) = Hn(Γ) ⊗A3, where A3 = [Q[x3]/(x
n
3 )]{−n + 1}, and deg x3 = 2.
There is a homomorphism A3
ε
−→ Q of degree 1− n given by
ε(xj3) =
{
1, if j = n− 1;
0, otherwise.
This induces a quantum degree preserving homomorphism ε : Hn(Γ0){1−n} → Hn(Γ),
which, in turn, induces a bi-degree preserving homomorphism of complexes
0 → Hn(Γ0){1 − n} → Hn(Γ1){−n} → 0
↓ ↓
0 → Hn(Γ) → 0
.
It’s clear that this chain map maps ϕn(µ1) to ϕn(µ0). And, from Section 8 of [7],
we know that this chain map induces (a non-zero multiple of) the standard isomor-
phism from Hn(µ1) to Hn(µ0). Thus, [ϕn(µ)] is invariant under local move (i) up to
multiplication by non-vanishing scalar.
Invariance under moves (iia) and (iib). The proofs for these two moves are almost
identical. So we only prove the invariance under move (iia).
Consider the planar diagrams in Figure 13.
The local complex associated to µ0 is
0→ Hn(Γ00)→ 0.
And the local complex associated to µ1 is
0→ Hn(Γ01){1} → Hn(Γ00)⊕Hn(Γ11)→ Hn(Γ10){−1} → 0.
Let
pi11 : Hn(Γ00)⊕Hn(Γ11)→ Hn(Γ11)
be the natural projection. Consider the quantum degree preserving homomorphisms
f1 = pi11 ◦ dχ : Hn(Γ01){1} → Hn(Γ11)
and
f2 = dχ|Hn(Γ11) : Hn(Γ11)→ Hn(Γ10){−1}.
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✻ ✻
Γ00
x1
x4
x2
x3
❦✸
✗❖
Γ10
x1
x4
x2
x3
■
✗❖
✒
✗❖
Γ11
x1
x4
x2
x3
x6 x5- -
✒ ■
✻ ✻
Γ01
x1
x4
x2
x3
✒ ■
❖ ✗
Γ
x1
x4
x2
x3
Figure 13. Local diagrams related to move (iia)
Note that
Hn(Γ11) ∼= Hn(Γ){1} ⊕Hn(Γ){−1}.
Let
f10 : Hn(Γ01){1} → Hn(Γ){1} and f21 : Hn(Γ){−1} → Hn(Γ10){−1}
be the obvious maps induced by f1, f2 and the above isomorphism. Note that Γ01 and
Γ10 are isotopic to Γ. In Section 8 of [7], M. Khovanov and L. Rozansky showed that
f10 and f21 are non-zero multiples of the natural isomorphisms
Hn(Γ01){1}
∼=
−→ Hn(Γ){1} and Hn(Γ){−1}
∼=
−→ Hn(Γ10){−1}.
Define submodule A ⊂ Hn(Γ00)⊕Hn(Γ){−1} ⊂ Hn(Γ00)⊕Hn(Γ11) by
A = {(a,−f−121 ◦ dχ(a))| a ∈ Hn(Γ00)},
and submodule B ⊂ Hn(Γ00)⊕Hn(Γ11) by
B = dχ(Hn(Γ01){1}).
Then
Hn(Γ00)⊕Hn(Γ11) = A⊕B ⊕Hn(Γ){−1}.
It’s easy to see that f21 = dχ|Hn(Γ){−1}. Thus, the local complex associated to µ1
splits into the direct sum of the following chain complexes
0 → A → 0,
0 → Hn(Γ01){1}}
∼=
−→ B → 0,
0 → Hn(Γ){−1}
∼=
−→ Hn(Γ10){−1} → 0.
The second and third chain complexes give rise to trivial cohomologies. And the
standard isomorphism fromHn(µ0) toHn(µ1) is induced by (a non-zero scalar multiple
of) the isomorphism of chain complexes
F : [0→ Hn(Γ00)→ 0]
∼=
−→ [0→ A→ 0]
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given by
F (a) = (a,−f−121 ◦ dχ(a)).
Since dχ(ϕn(µ0)) = 0, it’s easy to see that F (ϕn(µ0)) = ϕn(µ1). Thus, [ϕn(µ)] is
invariant under local move (iia) up to multiplication by non-vanishing scalar.
Invariance under moves (iii). The proof in [7] of the invariance of Hn under move
(iii) is much more complex than that under moves (i) and (ii). But, if we first use D.
Bar-Natan’s algebraic trick in [1] to reformulate the description of the isomorphism
of cohomologies, then it is quite easy to establish the invariance of [ϕn(µ)] under this
move.
✻ ✒■
Γ00
✼✻■
Γ10
✻
✻✒
✒■
Γ01 ✻
✒✻
✒
■
Γ11
Figure 14. Local diagrams related to move (iii)
Consider the partially resolved planar diagrams in Figure 14. We extend the defini-
tion of the (double) chain complex (Cn, dmf , dχ) to these diagrams. Then, for i = 0, 1,
the chain complex (H(Cn(µi), dmf ), dχ) is the mapping cone of the chain map
χi1 : (H(Cn(Γi1), dmf ), dχ)→ (H(Cn(Γi0), dmf ), dχ),
where χi1 is induced by the χ
(n)
1 -map associated to the wide edge in Γi1. Note that Γ00
and Γ10 are the same diagram, which we denote by Γ. Although formulated differently
in [7], M. Khovanov and L. Rozansky actually constructed a chain complex C which is
a strong deformation retract of both (H(Cn(Γ01), dmf ), dχ) and (H(Cn(Γ11), dmf ), dχ)
with corresponding inclusion maps
Fi : C→ (H(Cn(Γi1), dmf ), dχ), i = 0, 1,
so that χ01 ◦ F0 = χ11 ◦ F1 as homomorphisms from C to (H(Cn(Γ), dmf ), dχ). Thus,
the following squares commute:
(H(Cn(Γ00), dmf ), dχ)
id
−→ (H(Cn(Γ), dmf ), dχ)
id
←− (H(Cn(Γ10), dmf ), dχ)
χ01 ↑ χ ↑ χ11 ↑
(H(Cn(Γ01), dmf ), dχ)
F0←− C
F1−→ (H(Cn(Γ11), dmf ), dχ)
,
where id is the natural identity homomorphism, and χ = χ01 ◦ F0 = χ11 ◦ F1.
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By Lemma 4.5 of [1], for i = 0, 1, the maps id and Fi induce an isomorphism Fi
from Hn(µi) to the cohomology of the mapping cones of χ : C→ (H(Cn(Γ), dmf ), dχ).
Then the isomorphism
F = F−11 ◦ F0 : Hn(µ0)→ Hn(µ1)
is (a multiple of) the standard isomorphism. It’s clear that
ϕ(µ0) ∈ H(Cn(Γ00), dmf ) ⊂ H(Cn(µ0), dmf ),
ϕ(µ1) ∈ H(Cn(Γ10), dmf ) ⊂ H(Cn(µ1), dmf ),
and
id(ϕ(µ0)) = ϕ(µ1),
where id : H(Cn(Γ00), dmf ) → H(Cn(Γ10), dmf ) is the natural identity homomor-
phism. This implies that
F([ϕ(µ0)]) = [ϕ(µ1)],
which shows that [ϕn(µ)] is invariant under local move (iii) up to multiplication by
non-vanishing scalar. 
Let L be a transversal link in the standard contact S3. We transversally isotope it
into a transversal braid.
Definition 4.4. ψn(L) = [ϕn(L)] ∈ Hn(L).
Proof of Theorem 1.5. From Theorem 4.1 and Proposition 4.2, we know that, up to
multiplication by non-zero scalar, ψn(L) is independent of the transversal braid repre-
sentation, and is therefore invariant under transversal isotopy. From the construction
of ψn(L) = [ϕn(L)], it’s clear that it has cohomological degree 0 and quantum de-
gree (n − 1)(−w + b) = −(n − 1)sl(L), where w is the writhe of L, and b is the
number of strands of L. Compare our construction with that by Plamenevskaya
in [11]. One easily sees that ψ2(L) is identified with ψ(L) under the isomorphism
H2(L) ∼= H(L)⊗Z Q. 
Next we generalize Plamenevskaya’s result about quasi-positive transversal braids,
which completes the proof of Corollary 1.6.
Proposition 4.5 (Compare Theorem 4 of [11]). Let µ ∈ Bb be a closed braid, and
µ′ = µσ−1i , where 1 ≤ i ≤ b− 1. Then there is a homomorphism f : Hn(µ
′)→ Hn(µ)
of quantum degree n − 1 such that f([ϕn(µ
′)]) = [ϕn(µ)]. Specially, this implies that
the ψn invariant of a quasi-positive transversal braid is non-vanishing.
Proof. The local chain complex associated to σ−1i in (Hn(µ
′, dmf ), dχ) is
0→ Hn(Γ0){1 − n} → Hn(Γ1){−n} → 0.
And the corresponding local complex in (Hn(µ, dmf ), dχ) is
0→ Hn(Γ0)→ 0.
The identity map of Hn(Γ0) induces a local chain map of quantum degree n− 1:
0 → Hn(Γ0){1 − n} → Hn(Γ1){−n} → 0
↓ ↓
0 → Hn(Γ0) → 0
.
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⑥ ❃
Γ0
■✒
✒■
Γ1
Figure 15. Diagrams Γ0 and Γ1
Let f : Hn(µ
′)→ Hn(µ) be the homomorphism induced by the above local chain map.
It’s clear that f([ϕn(µ
′)]) = [ϕn(µ)].
Now let L be a quasi-positive transversal braid of b strands, i.e., L is represented
by a braid word of the form
ν = µ1σi1µ
−1
1 · · ·µkσikµ
−1
k .
Then L is represented by the word
ν = µ1σ
−1
i1
µ−11 · · ·µkσ
−1
ik
µ−1k ,
where µj is the mirror image of µj. From the first half of the proposition and the
invariance of [ϕn], we know that there is a homomorphism F : Hn(L) → Hn(φ)
such that F ([ϕn(ν)]) = [ϕn(φ)] 6= 0, where φ is the empty word in b strands. Thus,
ψn(L) = [ϕn(ν)] 6= 0. 
Some other properties of Plamenevskaya’s ψ invariant generalize to ψn too. For
example:
Proposition 4.6 (Compare Proposition 3 of [11]). Let µ ∈ Bb be a braid with b
strands. If there is an i ∈ {1, · · · , b − 1} such that σi occurs in the word µ, but σ
−1
i
does not, then [ϕn(µ)] = 0, ∀ n ≥ 2. Specially, if a transversal link L is a transversal
stabilization of another transversal link, then ψn(L) = 0, ∀ n ≥ 2.
Proof. Fix a crossing σi in µ. Let Γ−1 be the resolution of µ obtained by 1-resolving σi
and 0-resolving all other crossings, and Γ0 the resolution of µ obtained by 0-resolving
all the crossings. For a negative crossing ς of µ, let Γς be the resolution of µ obtained
by 1-resolving σi, ς and 0-resolving all other crossings. Since µ does not contain σ
−1
i ,
Γς is a resolved closed braid of the form τiτj, where j 6= i. Then, in the chain complex
(H(Cn(µ), dmf ), dχ), we have
dχ(Hn(Γ−1){(n − 1)w + 1}) ⊂ Hn(Γ0){(n − 1)w}
⊕
(
⊕
ς
Hn(Γς){(n − 1)w}),
where w is the writhe of µ, and ς runs through all negative crossings of µ. Let
pi0 : Hn(Γ0){(n− 1)w}
⊕
(
⊕
ς
Hn(Γς){(n − 1)w}) → Hn(Γ0){(n − 1)w}
be the natural projection. Then it’s clear that
pi0 ◦ dχ = χ1 : Hn(Γ−1){(n − 1)w + 1} → Hn(Γ0){(n − 1)w},
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where χ1 is induced by the χ
(n)
1 -map related to the crossing σi. From Proposition 29 of
[7], we know that there is a non-zero homogeneous element η ∈ Hn(Γ−1){(n−1)w+1}
of quantum degree (n − 1)(w + b) such that χ1(η) = ϕn(µ) ∈ Hn(Γ0){(n − 1)w}. By
(1) and (2) of Lemma 3.7, we have that g
(n)
max(Γς) = (n − 1)b − 2 for any negative
crossing ς of µ. So the maximal quantum degree of a non-zero homogeneous element
of Hn(Γς){(n − 1)w} is (n − 1)(w + b) − 2. Since dχ preserves the quantum degree,
the projection of dχ(η) onto Hn(Γς){(n − 1)w} is zero for any negative crossing ς of
µ. This implies that dχ(η) = ϕn(µ). Thus, ϕn(µ) is a coboundary, and [ϕn(µ)] = 0.
If L is a transversal stabilization of another transversal link, then there is a b ≥ 2,
such that L is transversally isotopic to a transversal braid given by a braid word
µ ∈ Bb, where µ contains one σ
−1
b−1 and no σb−1. Therefore, ψn(L) = [ϕn(µ)] = 0. 
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