Maximum Efficiency of Heat Engines Based on a Small System: Carnot Cycle
  at the Nanoscale by Quan, H. T.
ar
X
iv
:1
31
0.
60
03
v2
  [
co
nd
-m
at.
sta
t-m
ec
h]
  4
 Fe
b 2
01
4
Maximum Efficiency of Ideal Heat Engines Based on a Small System: Correction to the Carnot
Efficiency at the Nanoscale
H. T. Quan
School of Physics, Peking University, Beijing 100871, China and
Collaborative Innovation Center of Quantum Matter, Beijing 100871, China
We study the maximum efficiency of a heat engine based on a small system. It is revealed that due to the
finiteness of the system, irreversibility may arise when the working substance contacts with a heat reservoir. As
a result, there is a working-substance-dependent correction to the Carnot efficiency. We derive a general and
simple expression for the maximum efficiency of a Carnot cycle heat engine in terms of the relative entropy. This
maximum efficiency approaches the Carnot efficiency asymptotically when the size of the working substance
increases to the thermodynamic limit. Our study extends Carnot’s result of the maximum efficiency to an
arbitrary working substance and demonstrates the subtlety of thermodynamic laws in small systems.
PACS numbers: 05.70.Ln, 45.20.-d, 05.20.Gg
Introduction: Carnot conceived an ideal thermodynamic cycle, which consists of two isothermal and two adiabatic processes
[1]. This cycle, now known as Carnot cycle, has the highest efficiency among all thermodynamic cycles. The Carnot cycle is of
great importance in the development of the principles of thermodynamics, especially the second law of thermodynamics. For a
Carnot cycle, its efficiency is given by ηC = 1 − TCTH , where TC and TH describe the temperatures of the cold and the hot heat
reservoirs respectively. Since Carnot’s era it has been widely accepted that the maximum efficiency (the Carnot efficiency) does
not depend on the details of the working substance [1] (when the working substance is in the thermodynamic limit, the Carnot
efficiency is synonymous to the maximum efficiency of a heat engine). In most textbooks the Carnot efficiency is derived by
utilizing thermodynamic methods, such as using the thermodynamic (or absolute) temperature scale (see Ref [2] for example),
in which it was assumed implicitly that the working substance is in the thermodynamic limit. One exception, however, is Gibbs’
book [3], where the Carnot efficiency is derived from the first principle. In obtaining the result, it has been assumed implicitly
that the system is always in a canonical distribution in all the four thermodynamic processes [4]. In the isothermal processes,
this is certainly true. In the adiabatic processes, however, this assumption is not obviously consistent with classical mechanics
[5] (or quantum mechanics [6]), because Hamiltonian dynamics (or quantum mechanics) does not necessarily maintain the
canonical distribution. The subtlety is that for the working substance in the thermodynamic limit, the above assumption is always
valid. Nevertheless, for the working substance in the opposite limit, i.e., for a small system consisting of a few molecules, this
assumption usually does not hold true [5] and it may lead to a non-negligible correction to the Carnot efficiency [5] (see also
[7]), or alternatively, in a small system, the Carnot efficiency is no longer synonymous to the maximum efficiency of an ideal
heat engine.
In recent years, thermodynamics of small systems has attracted a lot of attention [8, 9]. Some theorems concerning far from
equilibrium processes have been discovered [10–12], and have been verified experimentally in small systems, for example, in a
single RNA molecular chain [13]. In the field of thermodynamics in small systems an important question is the validity of the
thermodynamic laws when the system is in the opposite regime of the thermodynamic limit - only a few particles are involved.
In recent years some investigations have been carried out to reexamine the validity of the laws and principles of thermodynamics
in small systems. For example in Ref. [14, 15], it has been pointed out that irreversibility may arise when the system contacts
with a heat reservoir due to the finiteness of the system. In Ref. [5] it has been pointed out that the Carnot efficiency may not
be achieved in a small system. In the study of its quantum analogue, it has been emphasized in Refs. [6] (see also [5, 14, 16])
that two conditions (i) the process must be quasi-static and (ii) all energy levels change in the same ratio in the adiabatic process
must be satisfied in order to achieve the Carnot efficiency. When either condition is not satisfied, the maximum efficiency of the
heat engine will be lower than the Carnot efficiency. Despite of the rapid progress in this research field in the last few years, a
key question remains to be answered: What is the maximum efficiency of an ideal heat engine when the working substance is
much less than the thermodynamic limit? and if the maximum efficiency is lower than the Carnot efficiency, how does the result
reconcile with the Carnot’s theorem in the thermodynamic limit?
In this letter we address this question and derive a simple and general expression for the maximum efficiency of an ideal heat
engine based on an arbitrary system. For macroscopic system, the maximum efficiency reproduces the Carnot efficiency. For
a microscopic system, the maximum efficiency approaches the Carnot efficiency only in special cases, i.e., when the all energy
levels of the system change in the same ratio in the adiabatic process. Otherwise a correction to the Carnot efficiency occurs. We
would like to mention that the efficiency of a Carnot cycle at the maximum power [17] has been extensively studied in recent
years, but our emphasis is different. We only consider the quasi-static process or zero power case. Instead of focusing on the
maximum power, our emphasis is put on the correction to the Carnot efficiency due to the finite size effect. For simplicity, we
2will focus on the classical system. The extension of our current study to quantum systems [18] is straightforward.
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FIG. 1: Schematic diagram of a Carnot cycle. The two axes represent the average energy 〈E〉 of the system and a controlling parameter
λ respectively. A → B represents an isothermal process with the heat reservoir at temperature TH . C → D represents another isothermal
process with the heat reservoir at temperature TC . B → C′ and D → A′ represent two adiabatic processes. All these processes proceed
quasistatically. When the distribution of the system at C′ (A′) is not canonical, there is an irreversible relaxation process of the system from
C′ (A′) to C (A).
Carnot cycle at the nanoscale: As is known a Carnot cycle consists of two isothermal and two adiabatic processes. When all
the processes proceed quasi-statically or reversibly, the efficiency approaches its maximum value, η = 1 − TC
TH
which depends
only on the temperatures of the two heat reservoirs, and has nothing to do with the details of the working substance [1]. It has
been assumed that this efficiency can accurately describe the maximum efficiency of an ideal heat engine as long as all four
processes are quasi-static. For a system with a huge number of degrees of freedom, e.g., a system consists of 1023 molecules,
this is obviously true. However, when the system is small, i.e., a few molecules are involved, special attention need be paid to
the applicability of the principles of thermodynamics [5, 14]. Let us recall that a Carnot cycle consists of four processes (See
Fig. 1). It starts from an isothermal process (A→ B). In order to achieve the maximum efficiency, this process proceeds quasi-
statically, so that the system is always in a canonical distribution at every instant of the process and its temperature is always
equal to the temperature of the heat reservoir TH . After this process, the system of interest is taken out of the heat reservoir
at instant B. Some external parameters are manipulated quasistatically and adiabatically in the following process (B → C′).
This is an adiabatic process. In order to achieve the maximum efficiency, this process also needs to proceed slow enough, or
quasistatically. At the end of this adiabatic process (B → C′), the system may or may not be in a canonical distribution even
though at the beginning of the process (at instant B) the system is. Hence, in general one cannot use an effective temperature
to describe the system after the adiabatic process [5, 14] unless the system satisfies certain conditions or its size is large enough
(We will clarify later that for a system in the thermodynamic limit, it is very close to a canonical distribution at instant C′, so
that one can still assign an effective temperature to it). When the system is not in a canonical distribution after the adiabatic
process, there is an irreversible relaxation process of the system soon after it is put into contact with a heat reservoir (we have
carefully chosen the parameter λC such that the average energy of the system does not change after the relaxation process.) [14].
We use C′ and C to denote the states of the system before and after the relaxation. After the relaxation the system reaches a
canonical distribution and the temperature of the system is equal to that of the lower temperature heat reservoir. We will see that
in the thermodynamic limit, the effect of the relaxation process can be ignored, because the entropy increases in the relaxation
process is negligibly small in comparison with the entropy of the system. Following the relaxation process there is another
isothermal compression process (C → D). This is similar to the isothermal expansion process in which the system is always
in equilibrium with the lower temperature heat reservoir (it is always in a canonical distribution during this process). After the
isothermal compression process another adiabatic compression process (D → A′) follows. Similar to the adiabatic expansion
process (B → C′), the small system may not be in a canonical distribution during the adiabatic process even though it proceeds
quasi-statically. In order to restore the working substance to its original state, we need to put the system into contact with the heat
reservoir at temperature TH again. The process is irreversible, because the system will relax from a non-canonical distribution
A′ to a canonical one A. In the relaxation process, although the average energy does not change, the statistical entropy of the
ensemble increases in this relaxation process. The reason is that for a given average energy, the distribution which maximizes
the entropy is the canonical distribution.
In order to describe the whole thermodynamic cycle, we use a parameter λ to describe the cycle (See Fig. 1). The thermody-
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FIG. 2: Schematic diagram of the potential well |aq|λ(t). Here we have chosen a = 1, λB = 2 and λD = 4. In the adiabatic process B → C′
when the potential well is varied, the system does not obey the canonical distribution (at a varying temperature) if it starts from a canonical
distribution.
namic cycle can be completely determined by four parameters TH , TC , λB , and λD . The other two parameters λA(= λA′) and
λC = (λC′) can be determined by the conditions of the average energy during the relaxation process
〈El〉 ≡
∫
dΓlρ
eq(λl,Γl)H(λl,Γl)
=
∫
dΓl′ρ(λl′ ,Γl′)H(λl′ ,Γl′) ≡ 〈El′〉 , (l = A,C).
(1)
We consider l = C as an example. Here ΓC represents a point in the phase space with the parameter λC ; ρeq(λC ,ΓC) ∝
exp [−βCH(λC ,ΓC)] describes the equilibrium (canonical) distribution of the microscopic states in the phase space with the
parameter λC and the temperature TC (point C in Fig. 1); H(λC ,ΓC) describes the energy of the system; ρ(λC′ ,ΓC′) describes
the density distribution of the states of the system in the phase space evolving from an equilibrium (canonical) distribution
ρeq(λB ,ΓB) ∝ exp [−βHH(λB,ΓB)], and ρ(λC′ ,ΓC′) is not necessarily to be in an equilibrium (canonical) distribution [5].
The heat absorbed d¯QH in the isothermal expansion process (A → B) and released d¯QC in the isothermal contraction process
(C → D) can be expressed as
d¯QH = TH(SB − SA),
d¯QC = TC(SC − SD),
(2)
where Si = −kB
∫
dΓiρ
eq(λi,Γi) ln ρ
eq(λi,Γi), (i = A,B,C,D) is the equilibrium thermodynamic entropy; kB is the Boltz-
mann’s constant. The efficiency of the thermodynamic cycle can be expressed as the ηmax ≡ d¯Wd¯QH = 1−
d¯QC
d¯QH
. Substituting Eq.
(2) into the expression of the efficiency we obtain
ηmax = 1− TC [(SC
′ − SD) + (SC − SC′)]
TH [(SB − SA′)− (SA − SA′)] , (3)
whereSj = −kB
∫
dΓjρ(λj ,Γj) ln ρ(λj ,Γj), (j = A
′, C′) is the statistical entropy of the ensemble after the adiabatic evolution
D → A′ and B → C′. Because of the Liouville theorem, the statistical entropy of the working substance remains a constant in
the adiabatic processes SB = SC′ , SD = SA′ . In addition, the change of the entropy of the system in the relaxation process can
be expressed as a relative entropy [14] due to the conditions of the average energy (1)
Sl − Sl′ = D[ρl′ ||ρeql ]
≡
∫
dΓl′ρ(λl′ ,Γl′) ln
ρ(λl′ ,Γl′)
ρeq(λl,Γl′)
, (l = A,C),
where D[ρl′ ||ρeql ], (l = A,C) is the relative entropy [19] of the two distributions of ensembles in the phase space. Relative
entropy is a widely used quantity in the studies of (quantum) information theory [20] and non-equilibrium thermodynamics
[14, 21–23]. This quantity is non-negative, and is equal to zero only when the two distributions are identical ρeql ≡ ρl′ [24],
4or in our case the system changes from one canonical distribution to another. Substituting the above equation into Eq. (3), the
maximum efficiency can be expressed in terms of the relative entropy [25]
ηmax = 1− TC{(SB − SD) +D[ρC
′ ||ρeqC ]}
TH{(SB − SD)−D[ρA′ ||ρeqA ]}
. (4)
This is the main result of our letter. Because of the facts SB − SD > 0 and both relative entropies D[ρC′ ||ρeqC ] and D[ρA′ ||ρeqA ]
are nonnegative [24], from the expression of the efficiency (4) we immediately obtain the relation ηmax ≤ ηC = 1− TCTH . Here,
the equality holds only when both D[ρC′ ||ρeqC ] and D[ρA′ ||ρeqA ] are equal to zero. We emphasize that the efficiency obtained
here is universal, because it holds irrespective of the working substance. From the Carnot theorem, one would naturally expect
that when the working substance is in the thermodynamic limit N → ∞ (here N is the number of the particles of the system)
the above maximum efficiency (4) approaches the Carnot efficiency so that our result can reconcile with Carnot’s theorem. That
is, in the thermodynamic limit, the relative entropy D[ρA′ ||ρeqA ] and D[ρC′ ||ρeqC ] should be negligibly small in comparison with
SB − SD. Because both SB and SD are thermodynamic entropy, and hence are extensive quantities SB ∝ N , SD ∝ N , we
expect that in the thermodynamic limit, the relative entropy increases slower than N :
lim
N→∞
D[ρl′ ||ρeql ]
N
→ 0, (l = A,C). (5)
A rigorous proof of this result is given in the supplemental material. In the following we use a simple example to demonstrate
our main result. We will show that in the extreme limit of a few particles the correction is non-negligible. The correction to
the Carnot efficiency decreases with the increase of the number of the particles involved. In the thermodynamic limit, our result
reproduces the Carnot efficiency. Hence, our result of the maximum efficiency (equation (4)) includes the Carnot efficiency as a
special case.
Example: In order to achieve the Carnot efficiency, the key requirement is that the system always be in a canonical distribution
(at a varying temperature) in the two adiabatic processesB → C′ and D → A′ [5, 6, 16]. For classical systems this is equivalent
to the requirement that the energy of the system changes in the same ratio in the adiabatic process. Let us consider a system
consisting of N weakly coupled particles described by the following Hamiltonian
H =
∑
α=x,y,z
N∑
i=1
p2i,α
2m
+ |a(t)qi,α|λ(t) + V, (6)
where m is the mass of a particle; a(t) and λ(t) are two controlling parameters; qi,α and pi,α denote the position and the moment
of the α (α = x, y, z) degree of freedom of the ith particle. The interactions among these particles V are so weak that they
can be ignored in comparison with the kinetic and potential energy of the particles, but they are strong enough to make the
N -particle system to be ergodic. When one fixes λ = 2 and varies a(t), this is a forced harmonic oscillator. It can be easily
checked that when λ is fixed, and a(t) is varied quasistatically and adiabatically, the system is always in a canonical distribution
(at a varying effective temperature) as long as one starts from a canonical distribution [6, 14], because the energies of different
microscopic states change in the same ratio in this adiabatic process [26]. However, if one fixes a and varies λ(t) quasistatically
and adiabatically (Fig. 2), the system will not obey the canonical distribution in the adiabatic process if it starts from a canonical
distribution, because the energies of different microscopic states do not change in the same ratio. As an example, we fix a,
and vary the exponent λ(t) from instant B (λB = 2, harmonic oscillator potential) to instant C′ (λC ) quasi-statically (Fig. 2).
We calculate the relative entropy D[ρC′ ||ρeqC ] and study how it changes with the particle number N . We find that it reaches an
asymptotic value in the large N limit. The procedure (see the supplemental material) of calculating the relative entropy can be
summarized as follows: For N weakly interacting particles described by the Hamiltonian (6), one can calculate the volume of
the phase space as a function of the energy of the energy shell. At the end of the adiabatic process, at instant C′, λ = λC ,
the energy of the N interacting particle system can be determined by the adiabatic invariant [5, 14, 26, 27]. By using Eq. (1)
one can determine λC . Thus the thermodynamic entropy SC can be calculated. Also, due to the Liouville theorem, the entropy
before and after the adiabatic process should be equal SC′ = SB . Hence one obtains the increase of the entropy in the relaxation
process SC − SC′ , which is equal to the relative entropy D[ρC′ ||ρeqC ]. Through a detailed calculation (see the supplemental
material) we find
D[ρC′ ||ρeqC ] = 3NkB
2− λC
2λC
+ kB ln

Γ
(
3N 2+λC2λC + 1
)
Γ (3N + 1)

+
3NkB
2 + λC
2λC

ln
Γ
(
3N + 2λC(2+λC)
)
Γ (3N)
− ln
[
3N
2 + λC
2λC
]
 ,
(7)
5where Γ(x) is the Gamma function. Similarly we obtain an expression for D[ρA′ ||ρeqA ]. Substituting them into Eq. (4) we
obtain the maximum efficiency and the correction to the Carnot efficiency (see Fig. 3). Meanwhile, from Eq. (7) one can see
that limN→∞D[ρl′ ||ρeql ]/N → 0 is satisfied. This means when the particle number is large, not necessarily to be close to
N ∼ 1023, the correction is already vanishingly small in comparison with SB − SD, which is proportional to N . Hence, in
the thermodynamic limit the maximum efficiency reproduces the Carnot efficiency ηmax → ηC = 1 − TCTH . Nevertheless, when
the particle number is in the opposite limit N → 1, the correction to the Carnot efficiency may have observable consequence in
experiments. In Fig. 3 we plot the maximum efficiency as a function of the particle number. It can be seen that this correction
to the Carnot efficiency is less prominent when the particle number is larger than 20. Although the deviation from the Carnot
efficiency in our example is tiny (less than two percent), it well serves the purpose to demonstrate our main results.
One can understand the correction to the Carnot efficiency through the following fact: the canonical ensemble and the mi-
crocanonical ensemble are equivalent in the thermodynamic limit. However, these two ensembles are not equivalent when the
system is in the extremely small limit.
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FIG. 3: Relative efficiency of a Carnot cycle as a function of the particle number N . Here we choose the Boltzmann constant kB = 1, the
temperatures TH = 4.6, TC = 2.3, and the parameters of the cycle λB = 2, and λD = 4.
Discussion and conclusion: The Carnot efficiency is a milestone in the development of the principles of traditional thermo-
dynamics. Since Carnot’s seminal work [1] in 1820s it has been widely accepted that the maximum efficiency of an ideal heat
engine depends only on the temperatures of the two heat reservoirs, and does not depend on the details of the working substance.
In this letter we reexamine the maximum efficiency of a heat engine based on a small system. We find, however, this statement
may not hold true when the working substance consists of only a few particles (at the nanoscale). The Carnot efficiency is not
synonymous to the maximum efficiency of an ideal heat engine based on a small system if the variation of the potential is fixed.
By utilizing the Liouville theorem and the adiabatic invariant, we derive a universal and simple expression for the maximum
efficiency of a heat engine (4). Our study reveals that irreversibility may arise due to the finiteness of the working substance. As
a result a correction to the Carnot efficiency arises. Different from the usual belief that the maximum efficiency is independent
of the details of the working substance, we find a working-substance-dependent correction to the Carnot efficiency, which is
expressed in terms of the relative entropy. This result is valid for both small systems and large systems. The correction to the
Carnot efficiency decreases with the increase of the system size (particle number) and vanishes for systems in the thermody-
namics limit. In the large system limit, our result reproduces the Carnot efficiency. In this sense our result can be regarded as
a generalization of the Carnot’s theorem, and our investigation elucidates one subtlety of the second law of thermodynamics
in small systems. Hopefully, the theoretical predictions presented here can be tested by employing the cutting-edge techniques
developed in the field of ultra-cold atoms. Proposals for experimental verification of our theoretical predictions will be given
later.
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SUPPLEMENTAL MATERIAL
A: PROOF OF EQUATION (5) OF THE MAIN BODY
Equation (5) in the main body is
lim
N→∞
D[ρl′ ||ρeql ]
N
→ 0, (l = A,C). (8)
We will prove the case of l = C. The case of l = A can be proved in a similar way. The sketch of the proof of this equation
can be outlined as follows: The system consists of N particles. At instant B, the canonical ensemble ρeqB is indistinguishable
from a microcanonical ensemble of the N -particle system when N approaches infinity (N →∞). After the quasistatic process,
at instant C′, the ensemble ρC′ is also very close to a microcanonical ensemble if N approaches infinity (N → ∞). Let us
consider the subsystem of a single particle, and denote its density distribution function with ρsub. At point C′, the subsystem is
exactly a canonical ensemble if N →∞
lim
N→∞
D[ρsub||ρeqsub]→ 0, (9)
where ρeqsub is the equilibrium (canonical) distribution function of a single particle. It can be obtained from the equilibrium
density distribution function of N particle ρeqC . For a system of N particles (weakly coupled and decomposable), we have
D[ρC′ ||ρeqC ] = ND[ρsub||ρeqsub]. (10)
Combining Eq. (9) and Eq. (10) we obtain the following relation
lim
N→∞
D[ρC′ ||ρeqC ]
N
→ 0. (11)
7B: CALCULATION OF THE RELATIVE ENTROPY
Number of states in the phase space enclosed by the energy shell for a N -particle system in a d-dimensional potential:
Let us consider a system consisting of N particles in d dimension. The Hamiltonian of the system can be written as
H =
d∑
α=1
N∑
i=1
p2i,α
2m
+ |aqi,α|λ(t) + V. (12)
Here qi,α and pi,α denote the position and the moment of the αth degree of freedom of the ith particle. The interactions among
particles V are so weak that they can be ignored in comparison with the kinetic and potential energy of the particles. Meanwhile
they are strong enough to ensure the N -particle system to be ergodic. In the following we will derive Eq. (7) of the main body.
Let us start from calculating the volume of the phase space as a function of the total energy E. The partition function of the N
particle system is
ZN =
1
N !
[
1
h
∫ +∞
−∞
dp
∫ +∞
−∞
dq exp
[
−β
(
p2
2m
+ |aq|λ
)]]dN
=
1
N !
[
1
h
√
2pim
2
a
Γ
(
1 +
1
λ
)]dN
β−
dN
λ
−
dN
2 ,
(13)
where h is Planck’s constant, Γ(x) is the Gamma function and we have used the following relation∫
∞
0
dx exp
[−axb] = a− 1bΓ(1 + 1
b
)
. (14)
The density of states of the N particle system
∂Φ(E)
∂E
= g(E) =
1
2pii
∫ β′+i∞
β′−i∞
eβEZNdβ, (β
′ > 0),
ZN =
∫
∞
0
g(E)e−βEdE,
(15)
where Φ(E) is the number of states in the phase space enclosed by the energy shell characterized by the total energy E. The
density of state for the N particle system in a power law potential is
g(E) =
1
2pii
∫ β′+i∞
β′−i∞
eβE
1
N !
[
1
h
√
2pim
2
a
Γ
(
1 +
1
λ
)]dN
β−
dN
λ
−
dN
2 dβ. (16)
By utilizing the relation
1
2pii
∫ s′+i∞
s′−i∞
exp (sx)
sn+1
ds =


xn
n!
, (x > 0)
0, (x < 0)
, (17)
we have
g(E) =
1
N !
[
1
h
√
2pim
2
a
Γ
(
1 +
1
λ
)]dN
1
2pii
∫ β′+i∞
β′−i∞
eβEβ−
dN
2 −
dN
λ dβ
=
1
N !
[
1
h
√
2pim
2
a
Γ
(
1 +
1
λ
)]dN
E
dN
2 +
dN
λ
−1
Γ
(
dN
2 +
dN
λ
) .
(18)
The number of states in the phase space enclosed by the energy shell is then given by
Φ(E, β) =
∫ E
0
g(E′)dE′
=
1
N !
[
1
h
√
2pim
2
a
Γ
(
1 +
1
λ
)]dN
E
dN
2 +
dN
λ
Γ
(
dN
2 +
dN
λ
+ 1
) . (19)
8Determining parameters of the thermodynamic cycle of the heat engine: We assume the particles are weakly coupled, so
the N -particle system is ergodic and the adiabatic invariant of the system can be used to determine the final energy of the system
from its initial energy. The system is initially prepared in a microcanonical ensemble with energy E = E0 and the potential
is characterized by λ = λ(0). When the parameter is adiabatically ramped to λ(τ), the ensemble remains in a microcanonical
ensemble due to the ergodicity of the system. The final energy of the system can be calculated from the adiabatic invariant
Φ[λ(0), E0] = Φ[λ(τ), E1]. That is
1
N !
[
1
h
√
2pim
2
a
Γ
(
1 +
1
λ(0)
)]dN
E
dN
2 +
dN
λ(0)
0
Γ
(
dN
2 +
dN
λ(0) + 1
) = 1
N !
[
1
h
√
2pim
2
a
Γ
(
1 +
1
λ(τ)
)]dN
E
dN
2 +
dN
λ(τ)
1
Γ
(
dN
2 +
dN
λ(τ) + 1
)
E
dN
2 +
dN
λ(τ)
1 =
Γ
(
1 + 1
λ(0)
)dN
Γ
(
1 + 1
λ(τ)
)dN Γ
(
dN
2 +
dN
λ(τ) + 1
)
Γ
(
dN
2 +
dN
λ(0) + 1
)E dN2 + dNλ(0)0 .
(20)
or
E1 =

Γ
(
1 + 1
λ(0)
)
Γ
(
1 + 1
λ(τ)
)


2λ(τ)
2+λ(τ)

Γ
(
dN
2 +
dN
λ(τ) + 1
)
Γ
(
dN
2 +
dN
λ(0) + 1
)


2λ(τ)
dN [2+λ(τ)]
E
[2+λ(0)]λ(τ)
λ(0)[2+λ(τ)]
0 . (21)
The Carnot cycle can be uniquely determined if the following parameters are fixed: Boltzmann constant kB = 1, at instant B,
λB = 2, and at instant D, λD = 4. The temperatures of the two heat reservoirs are TH = 4.6, and TC = 2.3.
In the following we will try to determine λC and λA. The energy of the system at point C′
E1 =

Γ
(
1 + 1
λB
)
Γ
(
1 + 1
λC
)


2λC
2+λC

Γ
(
dN
2 +
dN
λC
+ 1
)
Γ
(
dN
2 +
dN
λB
+ 1
)


2λC
dN(2+λC)
E
[2+λB]λC
λB [2+λC ]
0 . (22)
The probability distribution of energy at point C′
P (E0, βH) =
1
ZN
g(E0)e
−βHE0
= βH
(βHE0)
dN
λB
+ dN2 −1
Γ
(
dN
λB
+ dN2
) e−βHE0 . (23)
The average energy of the ensemble after the adiabatic evolution from B to C′ is
〈EC′〉 =
∫
∞
0
dE0P (E0, βH)

Γ
(
1 + 1
λB
)
Γ
(
1 + 1
λC
)


2λC
2+λC

Γ
(
dN
2 +
dN
λC
+ 1
)
Γ
(
dN
2 +
dN
λB
+ 1
)


2λC
dN(2+λC)
E
[2+λB ]λC
λB [2+λC ]
0 . (24)
By utilizing Eq (23), we obtain
〈EC′〉 =

Γ
(
1 + 1
λB
)
Γ
(
1 + 1
λC
)


2λC
2+λC

Γ
(
dN
2 +
dN
λC
+ 1
)
Γ
(
dN
2 +
dN
λB
+ 1
)


2λC
dN(2+λC) Γ
(
dN
2 +
dN
λB
+ (2+λB)λC
λB(2+λC)
)
Γ
(
dN
2 +
dN
λB
) β− [2+λB ]λCλB [2+λC ]H . (25)
The average energy of the ensemble after the relaxation is
〈EC〉 =
∫
dE1P (E1, βC , λC)E1
=
∫
dE1βC
(βCE1)
dN
2 +
dN
λC
−1
Γ
(
dN
2 +
dN
λC
) exp [−βCE1]E1
=
1
βC
(
dN
2
+
dN
λC
)
.
(26)
9The parameter λC at point C can be determined by the equation 〈EC′〉 = 〈EC〉. That is
1
βC
(
dN
2
+
dN
λC
)
=

Γ
(
1 + 1
λB
)
Γ
(
1 + 1
λC
)


2λC
2+λC

Γ
(
dN
2 +
dN
λC
+ 1
)
Γ
(
dN
2 +
dN
λB
+ 1
)


2λC
dN(2+λC) Γ
(
dN
2 +
dN
λB
+ (2+λB)λC
λB(2+λC)
)
Γ
(
dN
2 +
dN
λB
) β− [2+λB ]λCλB [2+λC ]H . (27)
Substituting λB = 2, TC = 2.3, and TH = 4.6 into the above formula we obtain the value of λC . It is worth mentioning that
λC is a function of N , λC = λC(N). We can also determine λA at point A in a similar way. At point D, λD = 4, we have the
energy of the system at point A′
1
βH
(
dN
2
+
dN
λA
)
=

Γ
(
1 + 1
λD
)
Γ
(
1 + 1
λA
)


2λA
2+λA

Γ
(
dN
2 +
dN
λA
+ 1
)
Γ
(
dN
2 +
dN
λD
+ 1
)


2λA
dN(2+λA) Γ
(
dN
2 +
dN
λD
+ (2+λD)λA
λD(2+λA)
)
Γ
(
dN
2 +
dN
λD
) β− [2+λD]λAλD [2+λA]C (28)
Through a similar procedure, we obtain the value of λA at point A′. Thus the parameters of the Carnot cycle is completely
determined.
Relative entropy and the efficiency of the Carnot cycle: In order to calculate the efficiency as a function of the particle
numberN , we need to obtain the thermodynamic entropy of the system SB , SD and the relative entropyD[ρC′ ||ρeqC ] = SC−SC′
and D[ρA′ ||ρeqA ] = SA − SA′ . The entropy of the N particle system at point B is
SB = −kB
∫
∞
0
dE0g(E0, λB)
(
exp [−βHE0]
ZN(λB , βH)
ln
exp [−βHE0]
ZN(λB , βH)
)
=
(
dN
λB
+
dN
2
)
kB + dNkB ln
[
1
h
2
a
√
2pimΓ(1 +
1
λB
)
]
−
(
dN
λB
+
dN
2
)
kB lnβH − kB lnN !
=
(
dN
λB
+
(d+ 2)N
2
)
kB +NkB ln

 1
N
(
2
a
)d(√
2pim
h
)d
Γ(1 +
1
λB
)d

− (dN
λB
+
dN
2
)
kB lnβH .
(29)
Similarly we can calculate the entropy SD.
SD =
(
dN
λD
+
(d+ 2)N
2
)
kB +NkB ln

 1
N
(
2
a
)d(√
2pim
h
)d
Γ(1 +
1
λD
)d

− (dN
λD
+
dN
2
)
kB lnβC . (30)
Hence we have
SB − SD =
(
dN
λB
− dN
λD
)
kB + dNkB ln
Γ(1 + 1
λB
)
Γ(1 + 1
λD
)
−
(
dN
λB
+
dN
2
)
kB lnβH +
(
dN
λD
+
dN
2
)
kB lnβC . (31)
This entropy is extensive, or proportional to N when both N and 2/a increase by the same ratio. The entropy at point C is
SC =
(
dN
λC
+
(d+ 2)N
2
)
kB +NkB ln

 1
N
(
2
a
)d(√
2pim
h
)d
Γ(1 +
1
λC
)d

− (dN
λC
+
dN
2
)
kB lnβC . (32)
Because of the Liouville theorem, we have SC′ = SB . Hence the entropy increase in the relaxation process can be expressed as
D[ρC′ ||ρeqC ] =SC − SB
=
(
dN
λC
− dN
λB
)
kB + dNkB ln
[
Γ(1 + 1
λC
)
Γ(1 + 1
λB
)
]
−
(
dN
λC
+
dN
2
)
kB lnβC +
(
dN
λB
+
dN
2
)
kB lnβH .
(33)
From Eq. (27) we have
−2 + λC
2λC
lnβC +
2 + λC
2λC
ln
[
dN
2
+
dN
λC
]
=
2 + λC
2λC
ln
Γ
(
dN
2 +
dN
λB
+ (2+λB)λC
λB(2+λC)
)
Γ
(
dN
2 +
dN
λB
)
+
1
dN
ln

Γ
(
dN
2 +
dN
λC
+ 1
)
Γ
(
dN
2 +
dN
λB
+ 1
)

+ ln

Γ
(
1 + 1
λB
)
Γ
(
1 + 1
λC
)

− 2 + λB
2λB
lnβH .
(34)
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Substituting them into Eq. (33) we obtain
D[ρC′ ||ρeqC ] =
(
dN
λC
− dN
λB
)
kB + kB ln

Γ
(
dN
2 +
dN
λC
+ 1
)
Γ
(
dN
2 +
dN
λB
+ 1
)


+ dNkB
2 + λC
2λC
ln
Γ
(
dN
2 +
dN
λB
+ (2+λB)λC
λB(2+λC)
)
Γ
(
dN
2 +
dN
λB
) − dNkB 2 + λC
2λC
ln
[
dN
2
+
dN
λC
]
.
(35)
Interestingly this relative entropy is independent of the temperatures. The relative entropy D[ρC′ ||ρeqC ] can be obtained when
λB , and λC are fixed. If we choose d = 3 the relative entropy can be further simplified to
D[ρC′ ||ρeqC ] =3NkB
2− λC
2λC
+ kB ln

Γ
(
3N
2 +
3N
λC
+ 1
)
Γ (3N + 1)


+ 3NkB
2 + λC
2λC

ln
Γ
(
3N + 2λC(2+λC)
)
Γ (3N)
− ln
[
3N
2
+
3N
λC
]
 ,
(36)
where λC(N) is determined by Eq. (27). One can further simplify the relative entropy when taking the limit of N →∞
lim
N→∞
D[ρC′ ||ρeqC ] ≈ kB
2λC
2 + λC
. (37)
The relative entropy D[ρA′ ||ρeqA ] can also be obtained in a similar way when λD and λA are fixed.
