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Abstract
In this paper, on basis of [O.A. Oleinik, A.S. Shamaev, G.A. Yosifian, Mathematical Problems in Elas-
ticity and Homogenization, North-Holland, Amsterdam, 1992], we present a local error estimate of the
method of multi-scale asymptotic expansions for second order elliptic problems with rapidly oscillatory
coefficients.
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1. Introduction
Most of the composite materials have small periodic configurations. Thus the static analysis
of the structures of composite materials usually leads to elliptic problems with rapidly oscillatory
coefficients as follows.⎧⎨
⎩
Lεu
ε ≡ ∂
∂xi
(
aij
(
x
ε
)
∂uε
∂xj
)
= f (x), in Ω,
uε = g(x), on ∂Ω,
(1.1)
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assumed that aij (ξ) are piecewise smooth bounded 1-periodic in ξ , and such that
λ|ξ |2  aij (ξ)ξiξj  λ−1|ξ |2, aij = aji, (1.2)
where λ = const > 0.
Notation. It is easily seen that aij maybe do not belong to space C(Q).
For solving problem as (1.1), the method of multi-scale asymptotic expansions which is thor-
oughly described in numerous sources (see, e.g., [1–4] and [8–17]) is introduced, it couples
macroscopic scale and microscopic scale together, it not only reflects global mechanical and
physical properties, but also the effect of micro-configuration of composite materials.
Now, let us introduce that how the method of multi-scale asymptotic expansions solve prob-
lem (1.1):
Firstly, introduce functions Nk(ξ) by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂
∂ξi
(
aij (ξ)
∂Nk
∂ξj
)
= − ∂
∂ξi
aik, in n,
Nk is a 1-periodic function,
∫
Q
Nk(ξ) dξ = 0,
(1.3)
where Q = {ξ | 0 < ξi < 1, 1 i  n}, 1 k  n.
Then define a constant matrix aˆ = (aˆij ) by
aˆij =
∫
Q
(
aij + aik ∂N
j
∂ξk
)
dξ. (1.4)
Finally, have an approximation to the weak solution for problem (1.1) by
u˜(x) = u0(x) + εNk
(
x
ε
)
∂u0(x)
∂xk
, (1.5)
where u0(x) is the weak solution for the homogenization problem⎧⎪⎨
⎪⎩
L0u
0(x) ≡ ∂
∂xi
(
aˆij
∂u0
∂xj
)
= f (x), in Ω,
u0(x) = g(x), on ∂Ω.
(1.6)
Notation. u˜(x) is named as the 1-order approximation of uε obtained by using the method of
multi-scale asymptotic expansions.
About the error estimate of u˜, there exists the following result, which has been obtained by
O.A. Oleinik in [1].
Lemma 1.1. There exists constant C such that∥∥uε − u˜∥∥
H 1(Ω)  Cε
1
2
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (1.7)
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⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂
∂ξi
(
aij (ξ)
∂
∂ξj
Npq(ξ)
)
= − ∂
∂ξi
(
aip(ξ)Nq(ξ)
)− apj (ξ) ∂
∂ξj
Nq(ξ) − apq(ξ) + aˆpq, in 2,
Npq is a 1-periodic function,
∫
Q
Npq(ξ) dξ = 0,
(1.8)
F0 = −ε
[
aijNk
∂3u0
∂xi∂xj ∂xk
+ aij ∂N
pq
∂ξj
∂3u0
∂xp∂xq∂xi
]
, (1.9)
Fi = εaij ∂N
pq
∂ξj
∂2u0
∂xp∂xq
, (1.10)
then straightforward calculations show that⎧⎪⎪⎨
⎪⎪⎩
Lε
(
uε − u˜)= F0 + ∂Fi
∂xi
, in Ω,
uε − u˜ = −εNk
(
x
ε
)
∂u0
∂xk
, on ∂Ω.
(1.11)
For estimating ‖uε − u˜‖H 1(Ω), let us introduce functions wε and θε by⎧⎨
⎩
Lεw
ε = F0 + ∂Fi
∂xi
, in Ω,
wε = 0, on ∂Ω,
(1.12)
and ⎧⎨
⎩
Lεθε = 0, in Ω,
θε = −εNk ∂u
0
∂xk
, on ∂Ω,
(1.13)
where θε is named the classical boundary corrector of the method of multi-scale asymptotic
expansions.
It is easily seen that∥∥uε − u˜∥∥
H 1(Ω) 
∥∥wε∥∥
H 1(Ω) + ‖θε‖H 1(Ω). (1.14)
Note that (1.12) and (1.13) lead to
‖θε‖H 1(Ω)  Cε
1
2
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)),∥∥wε∥∥
H 1(Ω)  Cε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (1.15)
Hence, we conclude from (1.14) and (1.15) that∥∥uε − u˜∥∥
H 1(Ω) 
∥∥wε∥∥
H 1(Ω) + ‖θε‖H 1(Ω) Cε
1
2
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)).
Lemma 1.1 holds. 
Based on the method of multi-scale asymptotic expansions, there are many works about how
to solve problem (1.1) numerically (see e.g., [5–7]). For example, Weinan E, etc. propose Het-
erogeneous multi-scale method (HMM) for all kinds of multi-scale problem. It consists of two
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solving locally the fine scale problem. For (1.1), the macroscopic solver can be chosen as a con-
ventional Pk finite element method on a triangulation TH of element size H which should resolve
the macro-scale features of uε . The missing data is the effective stiffness matrix at this scale. If
one want to know Heterogeneous multi-scale method (HMM) in detail, please see [5,6]. In this
paper, we want to introduce following theoretical result of Heterogeneous multi-scale method
for problem (1.1).
Lemma 1.2. Assume that uε is the weak solution for problem (1.1) and u˜ε is an approximation
of uε obtained by post-processing technique of Heterogeneous multi-scale method (HMM) on
basis of triangulation TH . Assume that aij ∈ H 1(Q), then there exists a constant C independent
of ε and H such that
∥∥∇(uε − u˜ε)∥∥
L2(Ω)  C
(
ε
1
2 + H ). (1.16)
It is obvious that (1.7) is a global error estimate for u˜ and there exists an interesting problem
whether there exists a better local error estimate for u˜ than it?
[4] consider the similar problem as above. Denote domain Ωr by
Ωr =
{
x ∈ Ω | ρ(x, ∂Ω) > r}, (1.17)
where r > 0, ρ(x, ∂Ω) means the distance between x and ∂Ω .
Under the assumption that aij such that smoothness: For some Γ,M with 0 < Γ  1,M > 0,∥∥aij∥∥
CΓ (n) M. (1.18)
[4] actually had the following important result∥∥∇(uε − u˜ε)∥∥
L∞(Ωr )  Cεr
−1∥∥u0∥∥
W 1,∞(Ω) + Cε
∥∥u0∥∥
W 3,p(Ω) (p > 2). (1.19)
Of course, estimate (1.19) is very important for homogenization theory, but it is also easily seen
that assumption (1.18) is not very suitable for many composite materials. Thus, we want to know
whether ‖uε − u˜ε‖H 1(Ωr ) is much less than ‖uε − u˜ε‖H 1(Ω) under no any special assumption for
aij of problem (1.1). In this paper, under no any special assumption for aij of problem (1.1), we
find that there exists a relation between ‖uε − u˜ε‖H 1(Ωr ) and r as follows∥∥uε − u˜∥∥
H 1(Ωr )
 Cεr −12
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (1.20)
We want to point out that (1.20) is very useful for multi-scale numerical methods. For example,
assume that uε and u˜ε are defined as above, then (1.20) implies that
∥∥∇(uε − u˜ε)∥∥
L2(Ωr )
 C
(
εr
−1
2 + H ). (1.21)
It is obvious that (1.21) is an improvement for (1.16).
Notation. In this paper, Q = {ξ | 0 < ξi < 1, i = 1, . . . , n},C denotes a generic constant, which
is independent of ε, unless otherwise and C + C = C, C · C = C. When no confusion is possi-
ble, the same symbol may denote different constants in different places. ρ(x, ∂Ω) denotes the
distance between x and ∂Ω . In this paper, Einstein summation convention is used: summation is
taken over repeated indices.
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Assume that Ωr is defined as (1.17), we will estimate ‖uε − u˜‖H 1(Ωr ) in this section.
Before proving the main result, we need several lemmas.
Assume that θε is defined as (1.13), we have the following result firstly.
Lemma 2.1. Denote uε, θε and Ωr by (1.1), (1.13) and (1.17) respectively. Assume ∇θε ∈
L2(∂Ωr), then there exists constant C which only depends on aij such that
‖∇θε‖2L2(Ωr )  C‖∇θε‖L2(∂Ωr)‖θε‖L2(∂Ωr ). (2.1)
Proof. Considering definitions of Ωr and θε , Green’s formula yields∫
Ωr
aij
(
x
ε
)
∂θε
∂xj
∂θε
∂xi
dx = −
∫
Ωr
∂
∂xi
(
aij
(
x
ε
)
∂θε
∂xj
)
θε dx +
∫
∂Ωr
aij
(
x
ε
)
∂θε
∂xj
θε · ni dx
=
∫
∂Ωr
aij
(
x
ε
)
∂θε
∂xj
θε · ni dx, (2.2)
where ni is the normal derivative in the xi direction.
Thus, we obtain from (2.2) that
‖∇θε‖2L2(Ωr )  C
∫
Ωr
aij
(
x
ε
)
∂θε
∂xj
∂θε
∂xi
dx = C
∫
∂Ωr
aij
(
x
ε
)
∂θε
∂xj
θε · ni dx
 C‖∇θε‖L2(∂Ωr)‖θε‖L2(∂Ωr ).
The proof is complete. 
We come to estimate ∇θε in L2(∂Ωr) by virtue of Lemma 2.1 in the following.
Lemma 2.2. Assume that function θε and domain Ωr both are defined as Lemma 2.1, m  2
(m ∈ N). Then there exists sequence {ri | 0 i m − 1} and constant C independent of i such
that following conditions (1) and (2) hold.
(1)
{
ri ∈ [0, ε], if i = 0,
ri ∈
[
ri−1, ri−1 + 2iε
]
, if 1 i m − 1, (2.3)
(2) ‖∇θε‖L2(∂Ωri ) 
C
2i
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.4)
Proof. Denote R by
R = max
x∈Ω
{
ρ(x, ∂Ω)
}
. (2.5)
In the following, we assume 2mε R. (If r = 2mε > R, then Ωr = φ and ‖∇θε‖L2(∂Ωr) = 0.)
Firstly, we come to consider (2.3) and (2.4) for the case i = 0 or 1.
(1.15) shows that there exists constant C0 such that
‖∇θε‖L2(Ω)  C0ε
1
2
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.6)
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ε∫
0
‖∇θε‖2L2(∂Ωr) dr 
R∫
0
‖∇θε‖2L2(∂Ωr ) dr =
R∫
0
∫
∂Ωr
∇θε∇θε ds dr
= ‖∇θε‖2L2(Ω). (2.7)
Thus, we conclude from (2.6) and (2.7) that there exists r0 ∈ [0, ε] such that
(‖∇θε‖L2(∂Ωr0 )
)2  ε−1
ε∫
0
‖∇θε‖2L2(∂Ωr ) dr  ε−1
∫
Ω
∇θε∇θε dx
= ε−1(‖∇θε‖L2(Ω))2  C20(‖f ‖L2(Ω) + ‖g‖H 2(Ω))2,
and then obtain
‖∇θε‖L2(∂Ωr0 )  C0
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.8)
Let C = C0, we have (2.3) and (2.4) for the case i = 0.
Now, let us consider the case i = 1.
(1.13) shows that there exists constant C1 independent of r such that
‖θε‖L2(∂Ωr )  C1ε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)), (2.9)
and then gives
‖θε‖L2(∂Ωr0 )  C1ε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.10)
Note Lemma 2.1 yields that there exists constant C2 independent of r such that
‖∇θε‖2L2(Ωr )  C2‖∇θε‖L2(∂Ωr)‖θε‖L2(∂Ωr ), (2.11)
and then leads to
‖∇θε‖2L2(Ωr0 )  C2‖∇θε‖L2(∂Ωr0 )‖θε‖L2(∂Ωr0 ). (2.12)
We conclude from (2.8) and (2.10)–(2.12) that there exists r1 ∈ [r0, r0 + 2ε] such that
2ε‖∇θε‖2L2(∂Ωr1 )  ‖∇θε‖
2
L2(Ωr0−Ωr0+2ε)
=
r0+2ε∫
r0
‖∇θε‖2L2(∂Ωr ) dr 
R∫
r0
‖∇θε‖2L2(∂Ωr) dr
= ‖∇θε‖2L2(Ωr0 )  C2‖∇θε‖L2(∂Ωr0 )‖θε‖L2(∂Ωr0 )
 C2C0
(‖f ‖L2(Ω) + ‖g‖H 2(Ω))C1ε(‖f ‖L2(Ω) + ‖g‖H 2(Ω))
= C1C2C0ε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω))2. (2.13)
Set
C = max{2C1C2,2C0}.
It is easily seen from (2.13) that
‖∇θε‖L2(∂Ωr1 ) 
C
2
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.14)
We have (2.3) and (2.4) for the case i = 1.
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Using the similar way as above, we see from (1.13) that there exists C1 independent of i such
that
‖θε‖L2(∂Ωri−1 )  C1ε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)), (2.15)
and then have from Lemma 2.1 that
‖∇θε‖2L2(Ωri−1 )  C2‖∇θε‖L2(∂Ωri−1 )‖θε‖L2(∂Ωri−1 )
 C1C2ε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω))‖∇θε‖L2(∂Ωri−1 ). (2.16)
Thus, we get that there exists ri ∈ [ri−1, ri−1 + 2iε] such that
2iε‖∇θε‖2L2(∂Ωri )  ‖∇θε‖
2
L2(Ωri−1−Ωri−1+2i ε)
=
ri−1+2i ε∫
ri−1
‖∇θε‖2L2(∂Ωr ) dr 
R∫
ri−1
‖∇θε‖2L2(∂Ωr ) dr
= ‖∇θε‖2L2(Ωri−1 )  C1C2ε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω))‖∇θε‖L2(∂Ωri−1 ),
(2.17)
and then obtain
‖∇θε‖2L2(∂Ωri ) 
C1C2
2i
(‖f ‖L2(Ω) + ‖g‖H 2(Ω))‖∇θε‖L2(∂Ωri−1 ). (2.18)
Set
C = max{2C1C2,2C0},
and denote ai (0 i m − 1) by
ai =
2i‖∇θε‖L2(∂Ωri )
C(‖f ‖L2(Ω) + ‖g‖H 2(Ω))
. (2.19)
We see from (2.18) that
a2i  ai−1, (2.20)
and then obtain that
(ai)
2i  a0 
C0
C
 1. (2.21)
For 2 i m − 1 (i ∈ N), (2.19) and (2.21) yield that
‖∇θε‖L2(∂Ωri ) 
C
2i
(‖f ‖L2(Ω) + ‖g‖H 2(Ω))ai  C2i
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.22)
In view of (2.8)–(2.14) and the definition of ri , we conclude from above analysis that there exists
sequence {ri | 0 i m − 1} such that:
(1)
{
ri ∈ [0, ε], if i = 0,
r ∈ [r , r + 2iε], if 1 i m − 1,i i−1 i−1
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C
2i
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)),
where C is independent of i.
We finish the proof. 
On basis of Lemma 2.2, we have the following result easily.
Lemma 2.3. Assume that function θε and domain Ωr both are defined as Lemma 2.1. Then there
exists r ′  r such that
‖∇θε‖L2(∂Ωr′ )  Cr−1ε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.23)
Proof. Assume that m and ri (0  i  m − 1) are defined as Lemma 2.2 and r ∈ [rm−1, rm].
Then we have
r  rm = r0 +
m−1∑
i=1
(ri − ri−1) ε +
m−1∑
i=1
2iε  2mε. (2.24)
Set r ′ = rm−1, it follows from Lemma 2.2 that
‖∇θε‖L2(∂Ωr′ )  C21−m
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)) C2−m(‖f ‖L2(Ω) + ‖g‖H 2(Ω))
 Cr−1ε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)).
This completes the proof. 
In the following, we will estimate ‖∇θε‖L2(Ωr ) by virtue of Lemma 2.3.
Lemma 2.4. Assume that functions θε and domain Ωr are defined as Lemma 2.1. Then there
exists C independent of ε and r such that
‖∇θε‖L2(Ωr )  Cr
−1
2 ε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.25)
Proof. If r < 4ε, we conclude from (1.15) that
‖∇θε‖L2(Ωr )  ‖∇θε‖L2(Ω)
 Cε 12
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)) Cεr −12 (‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.26)
When r  4ε, there exists m ∈ N (m  2) such that 2mε  r < 2m+1ε. Note that, for ∀r ′ < r ,
there exists
‖∇θε‖L2(Ωr )  ‖∇θε‖L2(Ωr′ ). (2.27)
Then, in view of Lemma 2.2, (2.27) shows that there exists r ′ < 2mε such that
‖∇θε‖L2(Ωr )  ‖∇θε‖L2(Ωr′ ) 
(
C1‖θε‖L2(∂Ωr′ )
) 1
2
(‖∇θε‖L2(∂Ωr′ )
) 1
2
 Cε 12
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)) 12 [2−m(‖f ‖L2(Ω) + ‖g‖H 2(Ω))] 12
= C2 −m2 ε 12 (‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.28)
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that
‖∇θε‖L2(Ωr )  Cεr
−1
2
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.29)
The proof is complete. 
Now, we propose the main result of this paper on basis of above Lemmas 2.1–2.4.
Theorem 2.5. Assume that uε and u˜ are defined by (1.1) and (1.5) respectively, Ωr is defined
as (1.17). Then there exists constant C independent of ε and r such that∥∥uε − u˜∥∥
H 1(Ωr )
 Cεr−1
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)). (2.30)
Proof. Using Lemmas 1.1 and 2.4, we have∥∥uε − u˜∥∥
H 1(Ωr )
= ∥∥wε + θε∥∥H 1(Ωr ) 
∥∥wε∥∥
H 1(Ωr )
+ ‖θε‖L2(Ωr ) + ‖∇θε‖L2(Ωr )
 Cε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω))+ Cε(‖f ‖L2(Ω) + ‖g‖H 2(Ω))
+ Cεr−1(‖f ‖L2(Ω) + ‖g‖H 2(Ω))
 Cεr−1
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)).
This completes the proof. 
On basis of Theorem 2.5, we have the following corollary.
Corollary. Assume that functions uε, u˜ and domain Ωr are defined as Theorem 2.5 and there
exists constant C1 such that r > C1. Then there exists C such that∥∥uε − u˜∥∥
H 1(Ωr )
 Cε
(‖f ‖L2(Ω) + ‖g‖H 2(Ω)).
Finally, we want to point out that Theorem 2.5 is very useful for multi-scale finite element
methods. For example, Theorem 2.5 imply a better result than Lemma 2.2 as follows.
Theorem 2.6. Denote uε and u˜ε by the weak solution of problem (1.1) and the approximation
of uε obtained by post-processing technique of Heterogeneous multi-scale method (HMM) on
basis of triangulation TH . Assume that aij ∈ H 1(Q) are bounded functions and such that (1.2),
then there exists a constant C independent of ε and H such that∥∥∇(uε − u˜ε)∥∥
L2(Ωr )
 C
(
εr
−1
2 + H ). (2.31)
Proof. Denote wε and θε by (1.12) and (1.13) respectively. Considering [5] reveals that∥∥∇(u˜ε − u˜)∥∥
L2(Ωr )
 CH.
Thus, we have from Theorem 2.5 that∥∥∇(uε − u˜ε)∥∥
L2(Ωr )

∥∥∇(u˜ε − u˜)∥∥
L2(Ωr )
+ ∥∥∇(u˜ε − u˜)∥∥
L2(Ωr )
 CH + Cεr −12 + Cε
 C
(
H + εr −12 ),
which completes the proof. 
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