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 ABSTRACT 
 
Training a system of artificial neural networks on digital images is a big challenge. Often 
times digital images contain a large amount of information and values for artificial neural networks 
to understand. In this work, the inference model is proposed in order to absolve this problem. The 
inference model is composed of a parameterized autoencoder that endures the loss of information 
caused by the rescaling of images and transition model that predicts the effect of an action on the 
observation. To test the inference model, the images of a moving robotic arm were given as the 
data set. The inference model successfully reconstructed the observation using small, rescaled 
images and even anticipated the observation based on its intuition using its transition model. 
Capabilities of the inference model implies that the model extracted the essential features of the 
digital images. 
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1.  INTRODUCTION  
1.1 Problem  
    Digital images contain a large amount of information. A typical sized image is encoded 
with millions of values, and a 30-second video clip may require billions. This abundant 
information can be very helpful. For example, robots could potentially use vision to monitor their 
work in a manner analogous with how humans operate. However, large data also brings 
significant challenges. For example, processing digital video can require lots of computation, and 
the space of possible images is much too big to exhaustively search over for any purpose. 
In order to efficiently use video input for robot control or other similar purposes, 
machines need to reduce the size of the data in a way that preserves the important information 
encoded in those images. Autoencoders are a popular approach for reducing data. They utilize 
two artificial neural networks, an "encoder" and a "decoder" to perform this task. The encoder 
learns to map the large encoding of information into a small number of values, and the decoder 
learns to map the small number of values back to the original data. 
However, one significant pitfall of autoencoders is that they can take a long time to train, 
especially if the original encoding of data is very large. An autoencoder designed for 
compressing images can require billions of weights and weeks of training time. This makes them 
impractical for many applications. A better approach for training autoencoders with big data is 
greatly needed to make them practical for working with digital images. 
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1.2 Objective 
The objective of this project is to find a more efficient way to train autoencoders to 
operate with digital images. A sequence of images of a moving object is complex data for an 
autoencoder to learn. Image data inherently have a large number of dimensions, and the 
autoencoder has to comprehend change of the object’s position in regards to time and its action. 
However, if the trained autoencoder is able produce encoding from a given image of the object, 
predict a new encoding of the object with a supplied action, and reconstruct those encodings to 
understandable images, one can conclude that the autoencoder was able to conceptualize the 
dynamics of the object. 
1.3 Approach 
In order to train the autoencoder, size of autoencoders has to be reasonable. The inference 
model that is proposed in this work approaches the problem in three different ways. First, images 
are scale down in order to mitigate a huge number of dimensions. Second, only a handful of 
pixels are picked from each images and trained, which also effectively reduces the required 
training time. Then, the parameterization of a pixel location cut the size of encoding vector 
significantly, and it enables the reconstruction of images even with a fairly small autoencoder. 
We call this autoencoder, two neural networks capable of reducing the image into encoding and 
reconstructing the encoding into an image, an observation model. 
The inference model also needs to understand the action of the object, and how action is 
reflected on the observation. Another model called transition model will be trained on how the 
action will alter the encoding. One can conclude that the model will successfully capture the 
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essence of object’s movement when the altered encoding’s reconstructions are compared with 
the original encoding’s reconstruction.  
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2.  BACKGROUND 
The following section briefly describes fundamental topics in ANNs such as artificial 
neurons, and commonly accepted training methods of ANN. Autoencoder, a special type of ANN 
that is used in the experiment, is discussed subsequently.  
2.1 Artificial Neural Network 
ANNs are powerful computing system inspired by a biological brain. Recent 
breakthroughs of ANNs have created much excitement. AlphaGo from Google, a Go playing 
system with deep ANNs and tree search, beat one of the best human Go players in the world. [1, 
2] In addition, multiple corporates’ image recognition systems outperformed humans’ average 
error rate of 5%. [3, 4, 5, 6] 
ANNs learn to perform a task via training like our brain. Though it is still unclear how 
biological brains learn, it is known that a biological brain consists of interconnected neurons, or 
nerve cells. [7] One neuron can be connected to 10,000 other neurons. A neuron receives a signal 
from its dendrites, a branched extension of a neuron; when it exceeds the action potential 
threshold, the neuron fires the action potential through its axon, a long passage way for neural 
impulse. When the action potential reaches axon terminals, it then releases neurotransmitters 
through a bodily mechanism that other dendrites from interconnected neurons will receive. 
ANNs are structured somewhat similarly to its biological counterpart. Artificial neurons 
are interconnected with each other. There are main two types of ANN. The first ANN is a 
feedforward neural network that has no cycle; the output of a neuron from a previous layer is 
given as an input to the current layer. Recurrent neural network, however, has cycles, where 
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neuron’s output can be fed back as an input to a neuron in the previous or the current layer. In 
this work, we will mainly talk about multilayer perceptron (MLP), which is a specific type of a 
feedforward neural network with one or multiple hidden layers in between input and output 
layers. 
 
Figure 1: Multilayer Perceptron  
2.2 Artificial Neuron 
As it is mentioned earlier, ANN consist of interconnected artificial neurons. The first 
generation of artificial neurons was proposed by McColloch and Pitts. It is a simple model with a 
threshold value. Later, Frank Rosenblatt further strengthened the model with weights of a 
neuron. Weights indicate relative importance of the inputs. The first generation of artificial 
neurons have a threshold value. If the sum of incoming weighted values is over the threshold 
value, then the output will be 1. Otherwise it, will be 0. 
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Figure 2: The Behavior of the First Generation Artificial Neurons [18] 
 
This model of the neuron is simple but also contains a serious limitation. Since it has a 
binary output and a threshold, a slight change in the weighted sum can easily change the output 
of the neuron. Therefore, the second generation of artificial neurons were devised, which 
compute the output with a continuous activation function such as sigmoid and hyperbolic 
tangent.  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: Sigmoid Function 
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Figure 3.2: Hyperbolic Tangent Function 
 
The general idea of the second generation of artificial neurons is identical to those from 
the previous generation. However, the second generation of neurons’ outputs proportionally 
reflect changes in biases and weights, in contrast to the binary output of the first generation of 
neurons. [19] 
The second generation of neurons’ output is a number that represents frequencies of the 
firing, or normalized rate of firing. [8] Therefore, the continuous activation function grants the 
ability for a neural network to fit a function in more robust fashion. In a feedforward neural 
network, neurons of the input layers will feed the first hidden layer’s neurons with the weighted 
sums, and subsequent hidden layers will do the same to the next layer. The activation of the 
output layer will be the answer that the ANN provides to the given input. 
2.3 Training the Neural Net 
An ANN will train and eventually learn to provide an answer on its input. A metric is 
needed to evaluate how accurate the output of an ANN is, so weights and biases can be adjusted 
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in order to approximate the actual output. A function that evaluates the error, the relative 
difference of the output to its desired output, is called a cost function. Mean squared error (MSE) 
and cross entropy (CE) are popular choices. (Figure 4.1, 4.2) These functions produce a non-
negative value that signifies error between the desired value and the actual value.  These values 
will be close to zero when the desired values and the output values are similar.  
 
 
Figure 4.1: Mean Squared Error 
  
 
 
Figure 4.2: Cross Entropy 
  
During the training, the objective of an ANN is to produce a value that is closest to the 
desired value when the input is given or simply to minimize the cost given from the functions 
listed above. There are multiple techniques to minimize cost: one can to apply a grid search 
approach by trying a granule positive and a negative number at each dimension; one can try to 
find a global minimum by calculating the partial derivatives of the variables. These two methods, 
though, are not feasible because of their exponential runtime. [9] The more efficient option is 
using the gradient of the cost function. The gradient is the vector of the cost function’s partial 
derivatives of each variable in the function, which points to the direction of the function’s 
greatest rate increase. (Figure 5.1, 5.2)  
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Figure 5.1: Gradient of a function 
 
 
 
Figure 5.2: Gradient of MSE cost function 
 
 Therefore, the product of a negative granular value, known as the learning rate, 
and the gradient is the change of the sum of weights and biases needed in order to reduce the 
error. (Figure 6.3) One can update the weights and biases with these values in order to minimize 
the cost. This mechanism of optimization is called gradient descent. (Figure 6.4, Figure 6.5) 
  
  
 
Figure 5.3: Change of the Weighted Sum Value Respect to the Gradient 
 
 
 
Figure 5.4: Change of the Cost Respect to the Gradient 
 
 
 
 
Figure 5.5: Change of Weights and Biases Respect to Partial Derivative 
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 The gradient descent is a powerful algorithm that enables the training of ANNs in 
a reasonable amount of time. In order to incorporate the complexity of the objective function, 
MLPs usually contain multiple hidden layers. In order to find the gradient of a neuron in a 
different layer, a technique called backpropagation is used. In backpropagation, another variable 
called error is introduced. This variable makes computing of the gradient of weights easier. The 
error of the output layer is first calculated. Then the error moves backward relative to the the 
direction of the input, hence the name backpropagation. [10, 19] 
 A neuron’s error, denoted as δ, is the product of the cost function’s partial 
derivatives to its cost and the derivative of the activation function. (Figure 8.1) Error of the 
neurons in the output layer are calculated in this way. Then, one can obtain the error of a neuron 
in the layer behind the output layer. If one denotes the neurons in the previous layer as p and the 
neurons in the next layer as n, the error of any p can be obtained with the equation listed in 
Figure 8.2. One can obtain the error term of every neuron in an ANN by recursively applying the 
equation. After errors are obtained, one can adjust the weights and biases using the partial 
derivatives of the cost with respect to weights and biases with the error terms of the neurons. 
(Figure 8.3, 8.4) Training of an ANN will be finished when weights and biases are updated 
iteratively and convergence is detected. [9] At that point, an ANN will have a generalized 
objective function that will be able to do the job that it was trained for.  
  
 
Figure 6.1: Error of a Neuron at Output Layer 
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Figure 6.2: Error of a Neuron at non-Output Layer 
 
 
 
Figure 6.3: Partial Derivative of Cost Respect to Neuron’s Weight  
 
 
Figure 6.4: Partial Derivative of Cost Respect to Neuron’s Bias 
 
2.4 Autoencoder 
Autoencoder is a special type of ANN that consist of two components, encoder and 
decoder. An encoder outputs an encoding that is conformed to a smaller dimension to the 
original dimension. On the other hand, a decoder takes the encoding that the encoder produced 
and produce a set of value that resembles the input value of the encoder.  
 
Figure 7.1 Structure of Autoencoders  
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Figure 7.2: Encoder 
 
 
Figure 7.3: Decoder  
 
As one can see, autoencoder is useful to compress data. An encoder on a client can 
reduce the data and transfer the compressed encoding in order to reduce the network bandwidth. 
Then a decoder at the host can decompress the encoding into an output that has the dimension 
and approximate content of the original input data. In addition, stacked autoencoder is known to 
vastly improve the performance of ANN by greedily pre-training each layer of deep neural 
network. [11, 12] Autoencoder is used widely in the various areas such as dimensionality 
reduction, noise reduction, and feature extraction of high dimensional data. For an example, 
autoencoders are used to reduce the dimensionality of images and acoustic data for fast retrieval, 
[13, 14] and reducing the noise of acoustic data with stacked autencoders. [15] 
f (x) = b
g( f (x)) = g(b) ≈ x
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3.  ARCHITECTURE 
3.1 High Level Design  
This experiment consists of two main components: the observation model and the 
transition model. (Figure 8)  
 
 
Figure 8: Architecture of the Inference Model 
 
 
The observation model is made up of two ANNs called an encoder and a decoder. The 
encoder takes the observation as input and produces a compressed representation of the 
observation called a belief vector. The observation is digital images that are taken when a robotic 
limb was moving. The action that caused the movement of the limb is recorded and will be used 
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to train the transition function. Decoder takes a belief vector and and the positions of the pixels 
as its input and produce observation based on them.  
The transition model is trained after the observation model is trained. The role of 
transition model is to produce a new belief based on a given belief and an arbitrary action. In 
other words, the transition model estimates the state of the arm based on the given belief, and it 
produces another belief by imagining how the action would have changed the observation.  
3.2 Design 
 The following section describes the preparation of the data and the learning process of the 
inference model. In addition, design choices of the inference model will be discussed in more depth 
than those discussed in section 3.1 and 1.3. 
3.2.1 Data 
Digital images for the training of the observation model are images of a moving robotic 
arm. Two cameras were observing the arm in 30 frames per seconds. One camera was observing 
from the side of the robotic arm, and the other was observing from the above in order to capture 
a complete motion of the arm. In order to capture the images with cameras, OpenCV library were 
used.  
Originally, the robotic arm can be maneuvered by supplying the destination in the code. 
In order to carry out the experiment, a program that interfaces with keyboard to control the 
robotic arm was developed. The robotic arm has five motors, or joints. Each motor only moves 
in two directions, so two keys on the keyboard were assigned to each motor to control the 
movement of the arm. The program then records the keys that were pressed and converts it in the 
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encoding of a vector of six boolean values. The boolean vector will be called action throughout 
this work for convenience. Each observation of the cameras is aligned with a corresponding 
action. For an example, if three images were captured during the movement caused by one 
keystroke, those three images will be labeled with the same action.  
After the robotic arm finished all the supplied action from the keyboard, some states or 
actions may not have been visited or carried out. To diversify the observations, random 
perturbations were made to the recorded actions, and cameras added new observations by 
recording the robotic arms performing the perturbed action. 
3.2.2 Observation Model 
The observation model refers to the component that reduce and reconstruct observations 
based on its own encoding called beliefs. Each observation is a 1280x480 image, which will 
require a giant neural network to process. Therefore, two sets of observations were newly created 
from the original observations. The large observations are the observations that were scaled 
down by the factor of 4, and the small observations are the observations that were scaled down 
by the factor of 16. The term large and small are used in relative to each other. 
The small observations are used as the input for the encoder. This effectively size down 
the encoder, because the large observations will require a big encoder to process their 
dimensions. For an example, each large observation contains 38400 pixels, compare to 2400 
pixels from a small observation. The encoder then produces 24 encoded values called a belief 
from each small observation.  
Ultimately, 2400 pixel values are reduced down to only 24 values. There is certainly a 
significant loss of information caused by rescaled observations and small number of beliefs. 
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However, training of decoder solves this problem. When the decoder is training, a randomly 
picked pixel’s location from a large observation is used as a parameter of the decoder. The 
output of the decoder will be compared against a real pixel value from the large observation. The 
error from the predicted pixel value and the output backpropagates and refines the belief, training 
the decoder in the process. Subsequently, change in the belief backpropagates and trains the 
encoder. 
In a traditional training of autoencoder, an encoder would take an observation and reduce 
it down to some encoded values. Those encoded values then will be taken as the input of a 
decoder as they are, and the decoder will produce a predicted observation. One can conclude that 
the traditional decoder is learning to produce the observation from the encoded value, however 
the parameterization of the inference model allows the decoder to produce a part of observation 
from the encoded value. This technique allows immense reduction of size in the autoencoder in 
all parts. 
Instead of training with every pixel for each large observation, random 200 pixels were 
picked to train the autoencoder. Testing every pixel would have increased training time 
significantly. It was also thought to be inefficient, since only few parts of observations changed 
in the sequence of observations. The idea of picking only a handful of random pixels were 
devised in order lead the generalization in a relatively short amount of time.  
3.2.3 Transition Model 
Transition model’s role is to understand how an action would affect the belief produced 
by the encoder of the inference model. A belief and an action will be used as input of the 
transition model. The transition model attempts to predict a subsequent belief when the supplied 
17 
 
action was to performed in the state of the given belief. As each observation was bootstrapped 
with the given action at the moment of the recording, each belief is also attached with the action 
in order to train the transition model. Belief of each observation was created and refined during 
the training phase of the observation model. The transition model can be trained by comparing 
the output belief with the refined belief. 
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4.  ANALYSIS 
The observations that the decoder reconstructs using the refined beliefs and the beliefs 
produced from the transition model will be listed in the following section. The produced 
observation implies that the inference model is able to conceptualize the movement of the arm 
and the effect of the arm’s action on the observations. 
4.1 Methodology  
Two cameras recorded the movement of robotic arm, and different observations were 
also made by perturbing the recorded actions of the arm. All of those observations were used in 
order to train the observation model. As it is aforementioned, all of the observations were scaled 
down to two separate sets: the large observations and the small observations. The ‘large’ 
observation is scaled down by factor of 4, and the ‘small’ observation was scaled down by factor 
of 16. The term large and small were used in not relative to the original observations, but relative 
to each other.  
The small observation is only used for the training of the encoder. Each observation was 
picked randomly during the training. Two cameras captured the images of 640x480, and there 
are three RGB values that define a pixel value. Therefore, the input layer of the encoder 
contained 7200 neurons. The encoder that is used to produce observations in the following 
section had 2 hidden layers and the decoder has 4 hidden layers. The encoder’s hidden layers, in 
order, contained 300 neurons and 100 neurons. The decoder’s layers, in order, contained 200, 
400, 600, and 200 neurons. The encoder’s output layer, or the belief layer, contained 24 neurons. 
Therefore, decoder accepted those 24 values from the output layer of the encoder, and additional 
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two more input to indicates the desired pixel location. The decoder output 3 values which 
indicate RGB values of the chosen pixel. Only 200 pixels were randomly chosen from the large 
observation in order to train the decoder. The predicted pixel values were compared with the real 
values of the pixel. The decoder backpropagates and refined the belief. The errors of the belief 
then are also used in the backpropagation of the encoder. The observation that it trained on 
contained 1667 images, and the observation model trained for 1 million iterations.  
The transition model was trained using the refined belief and the action recorded at the 
moment of the movement. The belief was chosen at random. Since the belief that was produced 
by the action performed is known, the error was calculated and trained the transition model. An 
action of the arm contains 5 values from each joint. Therefore, the input layer of the transition 
model contains 29 neurons and output layer contains 24 neurons. It had two hidden layers where 
they had 100 and 200 neurons in that order. The transition model was trained for 150 thousand 
iterations. 
All of the experiment was executed with an open source machine learning toolkit named 
Waffles. [16] 
4.2 Results 
The following sections lists observations that were produced by the decoder using the 
refined beliefs from the encoder and newly created belief from the transition model. 
 
 
 
 
20 
 
4.2.1 Beliefs from the Encoder 
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Figure 9: Reconstructed Observations Using Beliefs Created from the Encoder and The Actual Observations 
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As one can see, the decoder successfully generated the observations that indicate the 
position of the robotic arm. All of the colors and positions of the miscellaneous objects were 
accurately depicted. However, it is also worth noting that some objects that were represented too 
small in the original observations, such as wires and blue object attached at the end of the arm, 
were not accurately depicted in the reconstructed observations. 
4.2.2 Beliefs from the Transition Model 
 
Figure 10.1: Neutral Elbow Position of the Robotic Arm 
 
Figure 10.2: Backward Elbow Position of the Robotic Arm 
 
Figure 10.1: Forward Elbow Position of the Robotic Arm 
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Figure 11.1: Neutral Forearm Position of the Robotic Arm 
 
Figure 11.2: Downward Forearm Position of the Robotic Arm 
 
Figure 11.3: Upward Forearm Position of the Robotic Arm 
Both binary values of two separate joints were fed to the transition model one at the time 
with the belief created from the neutral position of the arm. As one can see in Figure 10, the arm 
is tilted due to the movement of the elbow area. Then, the upward and downward movement of 
the arm were simulated in the forearm, and it is reflected on the observations in Figure 11.  
4.3 Analysis 
The observations that were produced by the inference model signify that the inference 
model is able to reduce and reconstruct digital images without extreme information loss, and able 
to understand the effect of actions to the observations. The inference model is very small 
compare to the size of the traditional autoencoder. If one designs a traditional autoencoder with 
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the same topology as the inference model, even though the topology will be too small to grasp 
the complexity of the data, the number of weights in the traditional autoencoder will be 
approximately 1 trillion compare to approximately 6.5 million weights in the inference model. 
The traditional autoencoder would have approximately 150 times bigger than the inference 
model.  
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5.  CONCLUSIONS 
5.1 Summary 
Digital images contain an immense amount of information, so building an ANN system 
that learns from digital images is a big challenge. If the input data is large and complex, an ANN 
system needs a correspondingly large topology in order to encapsulate the complexity of the 
data. An ANN with a large topology also needs a long training time to learn the essential features 
of the images. The inference model that is proposed in this work successfully absolve the 
problem by applying three techniques:  training the encoder with rescaled observations, 
parameterization of a pixel location for decoder’s input, and sampling a number of pixels instead 
of the entire observation. The inference model also trains an exclusive ANN called transition 
model to learn the effect of an action to each belief. As a result, the inference model is able to 
effectively project the anticipated observation that it has not seen. 
5.2 Significance 
The inference model is able produce the observation approximately 150 times faster than 
naïve autoencoders would. In addition, the inference model is capable of producing a new 
observation based on a belief and a given action. The inference model has some understanding of 
the world that it had observed, and it can predict what can happen after an event, or an action. 
This means that one can simulate the movement of the robot without having to use the robot.  
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5.3 Future Work 
Though the inference model presents some success due to its architecture, it also poses 
some limitations. Rescaling the observation resulted in reduced size of autoencoder, but the loss 
of the information is also inevitable. Some small, subtle changes in the observations may not 
have been picked up because of the loss of information caused by rescaling of the observations.  
The sampling helps the model generalize the observations, but it can also train very 
inefficiently if only a certain part of the observation is significant. For an example, if the 
movement of the object is reflected upon a small region of an observation only, sampling from 
the small region of the observation will be more efficient than sampling from the entire 
observation. 
One interesting experiment that can be done with the inference model is to control the 
robotic equipment to do a task. The inference model is able to simulate the movement of the 
equipment. If the observations of a specific task are used to train the model, one can train another 
neural network that output the best action to perform the task from a given belief. The inference 
model will perform every possible action from the given belief, and see what action produces the 
closest observation from the observations of the task. This would intelligently prompt the robotic 
equipment to perform the best action for each state of the robot and would eventually lead it to 
perform the task only with the observations of the task. 
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