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Sharp exponential integrability for critical Riesz potentials
and fractional Laplacians on Rn
Luigi Fontana, Carlo Morpurgo
Abstract. We derive sharp Adams inequalities for the Riesz and more general Riesz-like potentials
on the whole of Rn. As a consequence, we obtain sharp Moser-Trudinger inequalities for the critical Sobolev
spaces Wα,
n
α (Rn), 0 < α < n. These inequalities involve fractional Laplacians, higher order gradients,
general homogeneous elliptic operators with constant coefficients, and general trace type Borel measures.
1. Introduction and main results
A classical result in Analysis states that the Riesz potential
Iαf(x) =
∫
R
n
|x− y|α−nf(y)dy, 0 < α < n (1)
maps Lp(Rn) continuously onto L
np
n−αp (Rn), for 1 < p < n
α
, in other words we have the
following Sobolev inequality
‖Iαf‖q ≤ A‖f‖p, q =
np
n− αp
, f ∈ Lp(Rn). (2)
For p = 2 the sharp constant A has been found by Lieb, in his celebrated paper [L].
The critical case p = nα has been thoroughly analyzed on domains with finite measure.
Indeed, in [A] Adams showed that if E ⊆ Rn has finite measure then there is C > 0,
depending on α, n, |E|, such that for every f ∈ L
n
α (Rn) with supp f ⊆ E and ‖f‖n/α ≤ 1∫
E
exp
[
1
|B1|
|Iαf(x)|
n
n−α
]
dx ≤ C, |B1| =
ωn−1
n
(3)
where ωn−1 is the volume of the (n − 1)−dimensional sphere, and where uniformity in f
is lost if the exponential constant |B1|
−1 is replaced by a larger constant.
In light of this result, it is natural to wonder whether an inequality such as (3) can
hold without any restrictions on the support of f . A small refinement of Adams’ proof
(see [FM4], Thm. 3 and Thm. 6) yields the inequality∫
E
exp
[
1
|B1|
|Iαf(x)|
n
n−α
]
dx ≤ C(|E|+ |supp f |) (4)
for all compactly supported f with ‖f‖n/α ≤ 1, where C depends only on α and n.
However, for any given E with positive measure, one cannot hope to have the exponential
integral be uniformly bounded under the sole condition that ‖f‖n/α ≤ 1, even if the
exponential constant is replaced by any arbitrary positive number. One can easily see this
along the family of functions χ2≤|x|≤R|x|
−α/ log |x|, or by a suitable dilation argument.
Our first main result of this paper is that the sharp Adams inequality holds uniformly
with respect to |supp f | if further conditions on ‖Iαf‖p are imposed:
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Theorem 1. For 0 < α < n, there exists C = C(α, n) such that for all compactly
supported f ∈ L
n
α (Rn) with
‖f‖
n/α
n/α + ‖Iαf‖
n/α
n/α ≤ 1 (5)
and for all measurable E ⊆ Rn with |E| <∞, we have∫
E
exp
[
1
|B1|
|Iαf(x)|
n
n−α
]
dx ≤ C(1 + |E|). (6)
Moreover, if |E| > 0 the exponential constant in (6) is sharp, that is, it cannot be replaced
by a larger constant.
Note that the potential of a function in L
n
α (Rn) as defined in (1) need not be even
pointwise finite a.e.; for example, when f(x) = χ|x|≥2|x|
−α/ log |x| the integral in (1) is
everywhere infinite. Using truncates of the same functions it is also clear that Iα cannot
be extended to a continuous operator on L
n
α (Rn). This fact is indeed at the origin of
the main difficulties encountered in the proof of Theorem 1. In general the values of Iαf
strongly depends on the uncontrolled support of f . However, by using (5) we are able to
neutralize this lack of control through a series of careful decompositions of E, f , and Iαf .
We should point out that it is quite possible that for some Ω ⊆ Rn with infinite
measure and for some α ∈ (0, n), the mapping f → (Iαf)|Ω defines a continuous operator
from L
n
α (Ω) to itself, where we identify Lp(Ω) with {f ∈ Lp(Rn) : f = 0 a.e. on Ωc}. In
such cases estimate (6) holds under the weaker condition ‖f‖n/α ≤ 1 (this point will be
addressed in our forthcoming paper [FM3].)
The second natural question to ask is whether Theorem 1 can be extended to a larger
space of functions in L
n
α (Rn). The operator Iα is not a closed operator as defined in the
space
D0(Iα) := {f ∈ L
n/α
c (R
n) : Iαf ∈ L
n
α (Rn)}
where we denoted
Lpc(R
n) = {f ∈ Lp(Rn) : suppf compact}.
If f ∈ L
n/α
c (R
n) then Iαf ∈ L
n
α (B), for any given ball B (this follows for example
from O’Neil’s lemma, see Lemma 13 below). However, we cannot expect to have Iαf to be
in Lp outside a large ball, unless f has enough vanishing moments. To clarify this, note
that Iαf(x) ∼ |x|
α−n ∫
Rn
f , as |x| → ∞. This implies that Iαf ∈ L
n
α (Rn) if 0 < α < n2 ,
in which case D0(Iα) = L
n/α
c (R
n). One easily sees, via the Taylor expansion of |x|α−n,
that if n2 ≤ α <
n+m
2 , m = 1, 2, ...n, then D0(Iα) contains the class of f ∈ L
n/α
c (R
n) with
vanishing moments up to order m−1. For low values of m one can check that these spaces
actually coincide, and they likely coincide for all values of m (see Remarks after Lemma
15 in Section 6.)
In Theorem 7, we will prove that Iα is closable, and its smallest closed extension,
still denoted as Iα, will have a domain D(Iα), the closure of D0(Iα) under the norm in
(5), or any other equivalent norm. As a consequence, we are able to extend the validity of
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Theorem 1 to all functions in this larger domain D(Iα). In the same Theorem we will prove
that the image of D(Iα) under Iα is indeed the entire Bessel potential space W
α,nα (Rn).
Theorem 1 can be formulated for sets E having infinite measure, in particular E = Rn.
In this case the exponential needs to be regularized, otherwise the integral in (6) is trivially
infinite. The natural way to do this is to consider
expN (t) = e
t −
N∑
k=0
tk
k!
, N = 0, 1, ...
in particular for the value N = [nα − 2], where [x] denotes the ceiling of x, i.e. the smallest
integer greater or equal x, for x ∈ R. This type of regularization has been considered by
several authors in the context of Moser-Trudinger inequalities on spaces of infinite measure
(see discussion and references below). Note that if n
2
≤ α < n, then exp[ nα−2](t) = e
t − 1.
Corollary 2. If
(
Iα, D(Iα)
)
denotes the smallest closed extension of
(
Iα, D0(Iα)
)
, then
there exists C = C(α, n) such that for all f ∈ D(Iα) satisfying ‖f‖
n/α
n/α + ‖Iαf‖
n/α
n/α ≤ 1
inequality (6) holds, for all E with finite measure. Moreover, for all such f we also have∫
R
n
exp[ nα−2]
( 1
|B1|
|Iαf(x)|
n
n−α
)
dx ≤ C, (7)
and the exponential constant in (7) is sharp.
It is worthwhile noting that the inequality for the regularized exponential (7) is an
elementary consequence of the one over sets of finite measure given in (6). The proof of
this fact is rather straightforward: write Rn = E ∪ Ec with E = {x : |Iαf(x)| ≥ 1}, and
split the integral in (7) accordingly. Given ‖Iαf‖n/α ≤ 1 we have |E| ≤ 1, and the integral
over Ec can be estimated by ‖Iαf‖n/α, writing the exponential as a Taylor series. The real
challenges then are in the region where the potential is large, e.g. in the set {|Iαf(x)| ≥ 1}.
This observation applies also to all the other similar inequalities involving the exponential
integral on Rn or on spaces with infinite measure. In short, the regularized exponential
is nothing more than a gimmick, and can be replaced by the usual exponential provided
that the resulting inequality holds on measurable sets of measure no greater than 1. In
section 2 we will state an elementary “Exponential Regularization Lemma”, which will be
used implicitly throughout this paper, in order to pass from inequalities over sets of finite
measure to inequalities over the whole space.
Theorem 1 was our main motivation, however in this paper we will obtain more general
results at a minimal extra cost. Specifically, we will obtain a version of Theorem 1 and
Corollary 2 for convolution operators of the form
Tf(x) =
∫
R
n
K(x− y)f(y)dy (8)
where K(x) is what we will call Riesz-like kernel, namely a mildly regular function
K : Rn \0→ R that behaves as a Riesz kernel near 0 and that it is globally estimated by
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the Riesz kernel:
K(x) = g(x∗)|x|α−n +O(|x|α−n+δ), x∗ =
x
|x|
, δ > 0, g : Sn−1 → R (9)
|K(x)| ≤ C|x|α−n x 6= 0. (10)
The sharp exponential constant in this case is given by
n∫
Sn−1 |g(ω)|
n
n−α dω
(11)
provided thatK is smooth enough. This result will be also derived for vector-valued kernels
K(x), whose components are Riesz-like; in this case the operator in (8) will be acting on
vector-valued functions, and the sharp constant is still given as in (11) (see Theorem 5).
In the second part of the paper we will use the above results to obtain a number
of new sharp Moser-Trudinger inequalities on the whole Rn, for higher order gradients,
arbitrary powers of the Laplacian, and even general homogeneous elliptic differential oper-
ators with constant coefficients. To describe these results let us recall some basic notation,
terminology, and facts.
For α a positive integer and p ≥ 1, the Sobolev space Wα,p(Rn) is the closure of
C∞c (R
n) under the norm
∑
|k|≤α ‖D
ku‖p, where k is a multi-index and D
ku denotes the k-
th distributional derivative of u. Alternatively, Wα,p(Rn) is the space of u ∈ Lp such that
Dku ∈ Lp(Rn). It is well-known that when p > 1 the Sobolev space can be characterized
in terms of Bessel potentials as
Wα,p(Rn) = {u ∈ S′ : (I −∆)
α
2 u ∈ Lp(Rn)} = {Gα ∗ f, f ∈ L
p(Rn)} (12)
with equivalent norm ‖(I −∆)
α
2 u‖p, where S is the space of Schwarz functions, S
′ is the
space of tempered distributions, and Gα is the Bessel potential, i.e. the L
1 function such
that Ĝα(ξ) = (1 + 4π
2|ξ|2)−
α
2 . When α is an arbitrary positive real number and p > 1 we
will still use the notation in (12) and callWα,p(Rn) Sobolev space, with the understanding
that it is really the Bessel potential space, and it is not to be confused with the Aronszajn-
Gagliardo-Slobodeckij space. In the literature various other notations exist for such spaces
(Hα,p, Lpα, etc.).
If ∆ denotes the Laplace operator, we define (−∆)
α
2 φ for arbitrary α > 0 as the inverse
Fourier transform of (2π|x|α)φ̂, for any φ ∈ S. This defines a C∞ function satisfying the
estimate
|(−∆)
α
2 φ(x)| ≤ C
p(φ)
(1 + |x|)α+n
, (13)
where p(φ) is a suitable finite sum of the usual seminorms of φ in S, and C is independent of
φ. Such an estimate is proven for example in [GO, Lemma 1], even though the dependence
of the constant on the seminorms in S, is not explicitly written there (but it can be easily
derived from the proof.) See also [Hy2, Lemma 2.2]. With the aid of (13) one can extend
the definition of (−∆)
α
2 u as a tempered distribution for any u ∈ Lp, 1 ≤ p <∞.
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It is an exercise in distribution theory (see Section 7 for some more details) to show
that for α > 0 and p > 1
Wα,p(Rn) = {u ∈ Lp(Rn) : (−∆)
α
2 u ∈ Lp(Rn)}
with equivalent norm ‖u‖p + ‖(−∆)
α
2 u‖p, or any norm of type
(
‖u‖qp + ‖(−∆)
α
2 u‖qp
) 1
q ,
1 ≤ q ≤ ∞. In Theorem 7 we will prove that when 0 < α < n the space of critical Riesz
potentials indeed coincides with the whole Wα,
n
α (Rn) i.e.
Wα,
n
α (Rn) = {Iαf, f ∈ D(Iα)}, (14)
and in this space the operator (−∆)
α
2 is invertible, with inverse given by the integral
operators having kernel cαIα, where
cα =
Γ
(
n−α
2
)
2απn/2Γ
(
α
2
) . (15)
This characterization of the critical Sobolev space, which can be likely extended to any
Wα,p, with p ≥ n
α
, does not seem to have been considered before. Samko [Sa, Thm. 7.18]
proves an even more general result, but with a Iαf defined as a Lizorkin distribution on
Lp(Rn), for any p ≥ n
α
. It can be seen that for f ∈ D(Iα) our definition of Iαf coincides
with the one given by Samko, however our approach appears to be more direct and useful
in the context of exponential integrability.
Finally, recall that a homogeneous elliptic differential operator of even order α < n
with real constant coefficients has form
Pu =
∑
|k|=α
akD
ku (16)
acting, say, on C∞c (R
n), with
pα(ξ) = P (2πiξ) = (2π)
α(−1)α/2
∑
|k|=α
akξ
k, |pα(ξ)| ≥ c0|ξ|
α, ξ ∈ Rn
for some c0 > 0. The fundamental solution of P is given by a convolution operator with
kernel gP given by
gP (x) =
∫
R
n
e−2πix·ξ
pα(ξ)
dξ (17)
in the sense of distributions.
Theorem 3. For 0 < α < n let P be either (−∆)
α
2 , ∇(−∆)
α−1
2 for α odd, or a homoge-
neous elliptic operator of even order α < n with constant coefficients. Then there exists
C = C(α, n, P ) > 0 such that for every u ∈Wα,
n
α (Rn) with
‖u‖
n/α
n/α + ‖Pu‖
n/α
n/α ≤ 1 (18)
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and for all measurable E ⊆ Rn with |E| <∞ we have∫
E
exp
[
γ(P )|u(x)|
n
n−α
]
dx ≤ C(1 + |E|) (19)
and ∫
R
n
exp[ nα−2]
[
γ(P )|u(x)|
n
n−α
]
dx ≤ C (20)
where
γ(P ) =


c
− nn−α
α
|B1|
, if P = (−∆)
α
2 , any α ∈ (0, n)(
(n− α− 1)cα+1
)− nn−α
|B1|
if P = ∇(−∆)
α−1
2 and α odd.
(21)
and where
γ(P ) =
n∫
Sn−1 |gP (ω)|
n
n−α dω
, (22)
if P elliptic as in (16) and α even. Moreover, the exponential constant γ(P ) in (19) and
(20) is sharp.
For a more general sharpness statement see (123) and corresponding remarks.
Theorem 3 in the present form is only known so far in the case α = 1, and α = 2. The
earliest result is for P = ∇ and it is due due to Ruf [Ruf], who proved it in dimension 2.
Ruf’s result was later extended to all dimensions by Li-Ruf [LR]. The case P = ∆ was
settled by Lam-Lu in [LL2, Thm 1.5], who reduced the problem to the sharp Moser-
Trudinger inequality on bounded domains with homogeneous Navier boundary conditions
derived by Tarsi [Tar]. The case P = (−∆)
1
2 in dimension n = 1 was settled recently by
Iula-Maalaoui-Martinazzi [IMM]. We note here that two questions posed in [IMM, Sec.
1.3] are positively answered by our Theorem 3 (see remarks after the proof of Theorem 3,
Section 8).
For P = ∇ and P = ∆ there are in fact even more refined inequalities due to Ibrahim-
Masmoudi-Nakanishi [IMN] (n = 2, P = ∇), Masmoudi-Sani [MS1] (n ≥ 2, P = ∇), [MS2]
(n = 4, P = ∆), and Lu-Tang-Zhu [LTZ] (n ≥ 3, P = ∆), who proved that
∫
R
n
exp[nα−2]
[
γ(P )|u(x)|
n
n−α
]
(1 + |u(x)|)
n
n−α
dx ≤ C, (23)
under the weaker norm condition
max
{
‖u‖n/α, ‖Pu‖n/α
}
≤ 1, u ∈Wα,
n
α (Rn). (24)
It is possible to see that this result is stronger than our Theorem 3, however it is only
known for P = ∇ and P = ∆. (*)
(*) See “Note added in proof” at the end of the paper
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Rearrangement tools such as the Po´lya-Szego¨ inequality or Talenti’s inequality were
crucial ingredients in each of the known results cited above, but are completely avoided
in our paper, which is based on exponential integrability of potentials, or Adams type
inequalities.
In the context of the Heisenberg group the Li-Ruf result was obtained by Lam and Lu
[LL1], and on general noncompact Riemannian manifolds by Yunyan Yang [Y], but only
in the subcritical case, i.e. for exponential constants γ < γ(∇).
Inequality (20) under the weaker norm condition (24) was first obtained without sharp
exponential constants by Ogawa [Og], for P = ∇ and n = 2. Ogawa’s result was later
extended to P = (−∆)
α
2 , for any n and any α ∈ (0, n) by Ozawa.
When P = ∇ inequality (20) was derived for any exponential constant γ < γ(∇) first
by Cao [Cao] in dimension 2, followed by Panda [Pa] and Do O´ [DoO´] in any dimension. A
couple of years later Adachi-Tanaka [AT] reproved the same result and cast it in a dilation
invariant form
∫
R
n
expn−2
[
γ
(
|u(x)|
‖∇u‖n
) n
n−1
]
dx ≤ C
(
‖u‖n
‖∇u‖n
)n
, u ∈W 1,n(Rn) \ {0} (25)
where γ < γ(∇). Moreover, Adachi and Tanaka [AT] verified that the above inequality
(25) fails if γ = γ(∇) by means of the usual Moser sequence, along which the left-hand
side is bounded away from 0 (in fact bounded above too by Moser’s inequality), whereas
the right-hand side tends to 0.
As a corollary of Theorem 3 we have an Adachi-Tanaka type result, with sharp control
on the right-hand side constant, for any of the equivalent norms
‖u‖n/α,q :=


(
‖u‖
qn/α
n/α + ‖Pu‖
qn/α
n/α
) α
qn if 1 < q <∞
max
{
‖u‖n/α, ‖Pu‖n/α
}
if q = +∞,
(26)
each of which yields a norm in the Sobolev space Wα,
n
α (Rn), even for q ≥ αn . Observe that
‖u‖qn/α,q is decreasing in q when ‖u‖n/α,q ≤ 1, so that the conclusions of Theorem 3 are
true if condition (18) is replaced by ‖u‖n/α,q ≤ 1, for all q ∈
[
α
n
, 1]. The following result
shows that this is no longer the case for q > 1:
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Corollary 4. For 0 < α < n and P as in Theorem 3, there exists C = C(α, n, P ) such
that for any θ ∈ (0, 1), 1 < q ≤ +∞, for every u ∈Wα,
n
α (Rn) with
‖u‖n/α,q ≤ 1, (27)
and for all measurable E ⊆ Rn with |E| <∞ we have∫
E
exp
[
θγ(P )|u(x)|
n
n−α
]
dx ≤ C(1− θ)
− 1
q′ (1 + |E|), (28)
and ∫
R
n
exp[nα−2]
[
θγ(P )|u(x)|
n
n−α
]
dx ≤ C(1− θ)
− 1
q′ . (29)
The inequalities (28),(29) are sharp in θ, in the sense that for given q ∈ (1,∞], there exists
a family of functions {uθ} ∈ W
α,nα (Rn) satisfying (27) for which (28) (for any given E
with positive measure, with C depending on E) and (29) are reversed; in particular, the
exponential integral cannot be uniformly bounded if θ = 1.
See also the recent papers [CST] and [LLZ], where the relations between the Li-Ruf
and the Adachi-Tanaka type results as in Corollary 4 are explored in more detail.
Corollary 4 suggests that among all possible natural Sobolev norms in Wα,
n
α (Rn)
which involve only u and Pu, the “Ruf norm” ‖u‖n/α,1 yields the least restrictive condition
under which the Moser-Trudinger inequality of the type (20) holds. Under norm conditions
more restrictive than (18) sharp higher order results do exist. Indeed, if P = (I −∆)
α
2 ,
then the sharp inequality in (20) holds for any α ∈ (0, n) under the condition
‖(I −∆)
α
2 u‖n/α ≤ 1. (30)
This result goes back to Adams, who proved it for α = 2 in his original 1988 paper
[A, Thm. 3]. Strictly speaking, Adams proved that if Ω is an open and bounded set
with measure |Ω| ≤ 1, α = 2 and if u ∈ W 2,
n
2 (Rn) satisfies (30), then the basic Moser-
Trudinger inequality (20) holds with exponential constant γ(∆). To prove this result
Adams modified slightly the proof that he gave of (3) for Riesz potentials on L
n
α (Ω),
adapting it to Bessel potentials on L
n
α (Rn); in particular, he proved that for α = 2 there
exists C > 0, independent of Ω, such that∫
Ω
exp
[
1
|B1]
|Gα ∗ f(x)|
n
n−α
]
dx ≤ C, ‖f‖n/α ≤ 1 (31)
where Gα denotes the usual Bessel potential. In this setting it is not necessary to have Ω
be a bounded open set, it’s enough that Ω be measurable with measure ≤ 1. Adams’ proof
of (31) for α = 2, however, is actually working for any α ∈ (0, n), after straightforward
modifications; it appears that the only reason why Adams considered α = 2 is because in
this case the norm in (30) coincides precisely with the usual full Sobolev norm on W 2,
n
2 .
The fact that the Bessel potential kernel Gα decays quite well at infinity is what, at the
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end of the day, makes Adams’ proof go through with few modifications from the finite
measure case. These issues are thoroughly addressed in our paper [FM3].
In the same spirit as in Corollary 4, inequality (31), valid for any measurable Ω with
|Ω| ≤ 1, implies easily that (and it is in fact equivalent to)∫
R
n
exp[ nα−2]
( 1
|B1|
|Gα ∗ f |
n
n−α
)
dx ≤ C, ‖f‖n/α ≤ 1, (32)
however Adams does not mention this form of the inequality in his paper (for the case
α = 2).
Unaware of Adams’ result, Ruf-Sani [RS] proved (20) under the condition (30) when
α is an even integer, not using the Bessel potential approach, but rather comparison
theorems for suitable Navier boundary value problems. Recently, Lam-Lu [LL2] presented
a complete proof of the same result for any α ∈ (0, n), using the Bessel potential and
following Adams’ original argument.
In [FM3] we will present a general Adams inequality on measure spaces, extending
our original results in [FM1] to integral operators over sets of arbitrary measure, whose
kernel satisfies additional decay conditions at infinity. As a special case, an inequality like
(32) holds for convolution operators K ∗f on Rn, under the conditions that K(x) ∼ |x|α−n
around 0, and K ∈ L
n
n−α ∩ L∞ at infinity. This result complements nicely the Adachi-
Tanaka type result for Riesz-like potentials, in Theorem 6 below, where we show that the
Adams inequality fails at the critical exponential constant if K is Riesz-like and not in
L
n
n−α at infinity.
Another perhaps interesting observation, is that Corollary 4 implies the following weak
Masmoudi-Sani type inequalites:
∫
R
n
exp[nα−2]
[
γ(P )|u(x)|
n
n−α
]
(1 + |u(x)|)
n
n−α
dx ≤ Cq, (33)
valid for 1 ≤ q <∞ and for all u such that ‖u‖
qn/α
n/α + ‖∇
αu‖
qn/α
n/α ≤ 1, and
∫
R
n
exp[ nα−2]
[
γ(P )|u(x)|
n
n−α
]
(1 + |u(x)|)
n
n−α (1+ǫ)
dx ≤
C
ǫ
, (34)
for all ǫ > 0, and for u such that ‖u‖n/α ≤ 1 and ‖∇
αu‖n/α ≤ 1. These inequalities
can be obtained by taking E = {|u| ≥ 1} in (49), and integrating in θ directly, or after
multiplying by (1 − θ)ǫ. Better inequalities can be obtained with this method, but still
without reaching the optimal Masmoudi-Sani type of result.
Our method also allows us to obtain, with minimal modifications, the results in The-
orems 1 and 3 when the non-regularized exponential is integrated against a general Borel
measure ν satisfying
ν
(
B(x, r)
)
≤ Qrσn, ∀x ∈ Rn, r > 0 (35)
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for some Q > 0 and σ ∈ (0, 1]. The resulting Adams/Moser-Trudinger inequalities analo-
gous to (6) and (19) are of trace type, and the sharp constant in this case is σγ(P ). Similar
results hold for the general operators as in (8). The first results regarding Moser-Trudinger
inequalities of trace type for general measures as in (35) on bounded open sets, are due
to Cianchi [Ci1], for the case α = 1. In [FM1] the authors extended Cianchi’s results to
higher order gradients. Examples of measures as in (35) are the Hausdorff measures on
submanifolds of Rn. Another example is the “singular measure” with density |x|(σ−1)n,
which was considered for example in [LL2] and [AY], and in other papers dealing with
domains of finite measure. For those measures, and even for more general ones, we can
obtain the results in the full regularized form over the whole Rn, as in (7), (20). For sake
of clarity we have not stated our main results for such more general measure, however in
Theorem 18 we will provide an explicit statement.
A byproduct of the technique used in the proof of Theorem 1 is the following sharp
Trudinger inequality without boundary conditions on bounded smooth domains Ω:∫
Ω
exp
[
2−
1
n−1 γ(∇)|u(x)|
n
n−1
]
dx ≤ C (36)
for each u ∈ W 1,n(Ω) with ‖u‖nn + ‖∇u‖
n
n ≤ 1 (see Theorem 19). This result appears to
be the only known sharp version of the original inequality due to Trudinger [Tr, Thm. 2].
Under the condition ‖∇u‖n ≤ 1 and u with 0 mean, the sharp constant was found in [CY]
when n = 2 and in [Ci2] for general n; a version of their result for u ∈ W 2,n/2 in the unit
ball was given by the authors in [FM2].
Finally, we believe that the techniques developed in this paper could be adapted to
other settings, such as the Heisenberg group or other noncompact manifolds. For example,
on the Heisenberg group one could consider a version of Theorem 3 for the powers of the
sublaplacian, which would extend the results in [LL1] to higher order operators.
For the convenience of the reader here is an outline of how the paper is organized.
Section 2. We introduce Riesz-like kernels and potentials and state three theorems for
them:
- Theorem 5: A sharp Adams inequality under a Ruf type condition. This theorem
contains Theorem 1 as a special case.
- Theorem 6: A sharp Adams inequality for a family of Adachi-Tanaka type conditions.
- Theorem 7: Closability of Riesz-like potentials and extension of results in Theorems 5,6
to larger function spaces. Characterization of classical Sobolev-Bessel potential spaces,
at the critical index, in terms of Riesz potentials.
Section 3. We prepare the ground for the proof of Theorem 5. Several results are proven
including:
- Proposition 8: a refined version of Adams’ inequality for sets of finite measure.
- Lemma 9: the Exponential Regularization Lemma.
- Lemma 10: A crucial lemma about exponential integrability under additive perturba-
tions.
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- Lemmas 11-14: A series of lemmas about regularity and integrability properties of
Riesz-like potentials.
Section 4. Proof of the inequalities in Theorem 5.
Section 5. Proof of the inequalities in Theorem 6.
Section 6. Proof of the sharpness statements of Theorems 5 and Theorem 6.
Section 7. Proof of Theorem 7.
Section 8. Proof of Theorem 3.
Section 9. Proof of Corollary 4.
Section 10. We state and prove an extension of Theorems 5 and 3 for a general class of
Borel measures (Theorem 18).
Section 11. We state and prove a sharp Trudinger inequality on bounded domains without
boundary condition (Theorem 19).
2. Adams inequalities for general homogeneous Riesz-like potentials on Rn
Let us define K → Rn \0→ R to be a Riesz-like kernel of order α ∈ (0, n) if it satisfies
the following properties:
K(x) = g(x∗)|x|α−n +O(|x|α−n+δ), x∗ =
x
|x|
, (37)
|K(x)| ≤ C|x|α−n x 6= 0 (38)
|K(x1)−K(x2)| ≤ C|x1 − x2|max
{
|x1|
α−n−1, |x2|α−n−1
}
, x1, x2 6= 0 (39)
for some δ > 0, C > 0, 0 < α < n, and g : Sn−1 → R, not identically 0. The “big O”
notation in (37) means |O(|x|α−n+δ)| ≤ C|x|α−n+δ for all x 6= 0 near 0 (hence for all x 6= 0,
due to (38)), and C will denote a constant that may vary from place to place. It is clear
that (39) implies that K is Lipschitz outside any ball B(0, r) and that g is Lipschitz on
Sn−1, since g(x∗) = limt→0K(tx∗)tn−α. Also, if K is homogenous of order α − n, and
Lipschitz on Sn−1, then it is Riesz-like.
We say that a Riesz-like potential is m−regular (with m ∈ N) if K ∈ Cm(Rn \ 0) and
|DjhK(x)| ≤ C|x|
α−n−j , x 6= 0, j = 1, ..., m
where h denotes a multi-index with |h| = j, and DjhK denotes the j-th derivative of K w.r.
to h. With some straightforward estimates one checks that (39) is implied by the more
natural assumption that K is 1-regular, i.e. differentiable and |∇K(x)| ≤ C|x|α−n−1..
Obviously the Riesz kernel is an m−regular Riesz-like kernel for all m.
From now on T will denote the convolution operator with a Riesz-like kernel of order α:
Tf(x) = K ∗ f(x) =
∫
R
n
K(x− y)f(y)dy. (40)
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We define Tf on vector-valued functions in the same way, with the understanding that
K = (K1, ..., Km), f = (f1, ..., fm), Kf = K1f1+ ...+Kmfm, |f | = (f
2
1 + ...+f
2
m)
1/2,
(41)
where each Kj is a Riesz-like kernel of order α. Additionally, we will let, for f = (f1, .., fm)
f+ = (f+1 , ...., f
+
m), f
− = (f−1 , ..., f
−
m) (42)
where f+j and f
−
j denote the positive and negative parts of fj . We will say that a vector
f is nonnegative/nonpositive) if each component of f is nonnegative/nonpositive a.e. The
results and their proofs below are valid for the vector-valued case with the above conven-
tions; we will not distinguish between the scalar case and the vector-valued case, except
in a few isolated instances.
The following theorem contains Theorem 1 as a special case:
Theorem 5. If K is a nonnegative or nonpositive Riesz-like kernel of order α , then there
exists a constant C = C(α, g, n) such that for every measurable E ⊆ Rn with |E| < ∞
and for all compactly supported f with
‖f‖
n/α
n/α + ‖Tf‖
n/α
n/α ≤ 1 (43)
we have ∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx ≤ C(1 + |E|). (44)
where
Ag =
1
n
∫
Sn−1
|g(ω)|
n
n−α dω, (45)
and also ∫
R
n
exp[nα−2]
[
1
Ag
|Tf(x)|
n
n−α
]
dx ≤ C. (46)
If K is n−regular and |E| > 0, then the exponential constant A−1g in (44), and also in
(46), is sharp, i.e. it cannot be replaced by a larger number.
If K changes sign then the above results continue to hold for all compactly supported
f satisfying the additional pointwise condition: for all a ∈ Rn
|Tf(x)| ≤
∫
|y−a|≤2
|K(x− y)| |f(y)|dy+ C1‖Tf‖n/α, |x− a| ≤ 1 (47)
almost everywhere, where C1 is a constant depending only on α and n.
In the same spirit as Corollary 4 we have the following general Adachi-Tanaka type
result:
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Theorem 6. If K is a Riesz-like kernel, then for any θ ∈ (0, 1) there exists Cθ =
C(θ, α,K, n) such that for 1 < q ≤ +∞, for all E ⊆ Rn with |E| < ∞ and for all
compactly supported f with

‖f‖
qn/α
n/α + ‖Tf‖
qn/α
n/α ≤ 1, if q <∞
max
{
‖f‖n/α, ‖Tf‖n/α
}
≤ 1, if q = +∞.
(48)
we have ∫
E
exp
[ θ
Ag
|Tf(x)|
n
n−α
]
dx ≤ Cθ(1 + |E|) (49)
and also ∫
R
n
exp[nα−2]
[ θ
Ag
|Tf(x)|
n
n−α
]
dx ≤ Cθ. (50)
If K is n−regular and K /∈ L
n
n−α (|x| ≥ 1) then inequalities (49) and (50) are sharp, in the
sense that if |E| > 0 the exponential integrals cannot be uniformly bounded if θ = 1.
If K is a nonnegative or nonpositive homogeneous Riesz-like kernel then (49) and (50)
hold with Cθ replaced by C(1−θ)
− 1
q′ , some C = C(α, n,K), and the inequalities are sharp
in θ, in the sense that they can be reversed along a family fθ ∈ L
n
α
c (R
n) satisfying (48).
The proof of Theorem 6, and in particular of the original Adachi-Tanaka estimate
(q = +∞), without sharp control on the right-hand side in terms of θ, does not require
Theorem 5, and it is much simpler to prove it directly with the methods given in this
paper. The homogeneous case instead is a direct consequence of Theorem 5, using a
dilation argument.
Both Theorem 5 and Theorem 6 are stated in terms of functions f with compact
support and such that both f and Tf are in L
n
α (Rn), i.e. functions f in the space
D0(T ) := {f ∈ L
n/α
c (R
n) : Tf ∈ L
n
α (Rn)}.
As in the case of the Riesz potential, the space D0(T ) coincides with L
n/α
c (R
n) for α < n/2,
whereas for α ≥ n/2 it contains all functions of L
n/α
c (R
n) with vanishing moments up to
order n− 1 (see remarks after Lemma 15 in Section 6). It is always possible to normalize
any f ∈ L1c(B) (B any ball) in such a way that all moments up to any given order m are
zero, by subtracting a suitable polynomial of order m restricted to B (see Section 6.) In
the next theorem we show that T has a smallest closed extension, still denoted T , and
the validity of Theorem 5 and Theorem 6 extends to all functions in the domain of such
an extension. Moreover, we can characterize the space Wα,
n
α (Rn) in terms of the closed
extension of the Riesz potential.
Theorem 7. If K is a Riesz-like kernel, then the operator T : D0(T ) → L
n
α (Rn) is
closable, and its smallest closed extension (still denoted T ) has domain
D(T ) =
{
f ∈ L
n
α (Rn) : ∃{fk} ⊆ D0(T ), ∃h ∈ L
n
α (Rn) with fk
L
n
α
−→ f, Tfk
L
n
α
−→ h
}
(51)
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and Tf = h. Theorem 5 and Theorem 6 are still valid if the condition f ∈ L
n
α
c (R
n) is
replaced by f ∈ D(T ).
In the case of the Riesz potential we have
Wα,
n
α (Rn) = {Iαf, f ∈ D(Iα)} (52)
and the operator (−∆)
α
2 is a bijection between Wα,
n
α (Rn) and D(Iα), with inverse cαIα.
Note that if 1 < p < nα the potential Iαf is well defined on L
p (and belongs to an Lq)
and we automatically get that if D(Iα) = {f ∈ L
p : Iαf ∈ L
p} then Iα : D(Iα) → L
p is
closed on D(Iα), and similarly for the more general T . In this sense, there is no need to
consider the closure of Iα for p subcritical. A version of Theorem 7 is likely true in the case
p > n/α, perhaps after suitable modifications of the proof presented later in this paper.
3. Proof of Theorem 5 : Overview and preliminary lemmas
Let us start with the following slightly more refined version of the usual Adams in-
equality on sets of finite measure, which include (4) as a special case:
Proposition 8. If K is a Riesz-like kernel, then there exists a constant C = C(α, g,K)
such that for given measurable sets E, F with finite measure and for all f with supp f ⊆ F
and ‖f‖n/α ≤ 1 we have∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx ≤ C
(
1 + |F |
)(
1 + log+ |F |+ |E|
)
. (53)
If in addition K is homogeneous, then (53) holds with C(|E|+ |F |) on the right-hand side.
Proof. The result can be proved in essentially the same original argument by Adams in
the general form given in [FM1], using O’Neil’s inequality and the Adams-Garsia lemma,
but keeping better track of the constants (for more details see the original version of the
present paper [FM4], Thm. 3 and Thm. 6).
If K is homogeneous, the inequality follows from the case |F | = 1, indeed we have the
following dilation properties: if fλ(x) = λ
αf(λx) then
‖fλ‖n/α = ‖f‖n/α, T fλ(x/λ) = Tf(x), ‖Tfλ‖
n/α
n/α = λ
−n‖Tf‖n/αn/α. (54)
and ∫
E
exp
[ 1
Ag
|Tf(x)|
n
n−α
]
dx = λn
∫
E/λ
exp
[ 1
Ag
|T (fλ)(x)|
n
n−α
]
dx. (55)
Hence, if the inequality is known for |F | = 1 it’s enough to take fλ as above with λ = |F |
1/n
to obtain the bound C(|E|+ |F |) (note that supp fλ ⊆ F/λ which has measure 1).
///
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Remarks.
1) For fixed E and F the sharp exponential constant is not A−1g in general, and will depend
on the relative geometry of E and F .
2) For the purposes of this paper all we need of Proposition 8 is that the exponential
integral in (53) is uniformly bounded by C(1+ |E|), if |F | is bounded by a given constant.
As we pointed out earlier in regard to (4), one cannot hope to make the right hand
side of (53) to be independent of |F | without restrictions on ‖Tf‖n/α. The “Ruf condition”
in (43) is precisely what is needed in order to compensate for the lack of control on the
support of f , or rather on its measure.
Let us now state an elementary lemma, which is more like an observation, with the
hope of clarifying the equivalence between exponential inequalities on sets of finite measure
and regularized exponential inequalities on sets of arbitrary measure.
Lemma 9 (Exponential Regularization Lemma). Let (N, ν) be a measure space and
1 < p <∞, α > 0. Then for every u ∈ Lp(N) we have
∫
{|u|≥1}
eα|u|
p′
dν−eα‖u‖pp ≤
∫
N
(
eα|u|
p′
−
[p−2]∑
k=0
αk|u|kp
′
k!
)
dν ≤
∫
{|u|≥1}
eα|u|
p′
dν+eα‖u‖pp.
In particular, the functional
∫
N
exp[p−2]
[
α|u|p
′]
is bounded on a bounded subset X of Lp,
if and only if
∫
{|u|≥1} exp
[
α|u|p
′]
is bounded on X .
Proof. Recall that [p− 2] is the smallest integer greater or equal p− 2 . To start, write
N = (N ∩{|u| < 1})∪ (N ∩{|u| ≥ 1}), and split the middle integral accordingly. Then we
just observe that
eα|u|
p′
− eα|u|p ≤ eα|u|
p′
−
[p−2]∑
k=0
αk|u|kp
′
k!
≤ eα|u|
p′
, if |u| ≥ 1
and
0 ≤ eα|u|
p′
−
[p−2]∑
k=0
αk|u|kp
′
k!
=
∞∑
k=[p]−1
αk|u|kp
′
k!
≤ eα|u|p, if |u| ≤ 1.
///
Note also that for any measurable E ⊆ N with ν(E) <∞ we obviously have∫
E
eα|u|
p′
dν ≤
∫
{|u|≥1}
eα|u|
p′
dν + eαν(E).
From now on we will only focus on exponential integrals over sets of finite measure, since all
the inequalities that involve regularized exponentials stated in this paper can be deduced
at once from this case, just by appealing to the lemma above. In particular, under the
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constraint ‖u‖p ≤ 1 it would be enough to prove uniform boundedness of the exponential
integral over the set E = {|u| ≥ 1}. This observation has been used before in connection
with Moser-Trudinger inequalities in regularized form, see for example [LL2]. In other
papers the same idea was used in different forms, after replacing u by its radial decreasing
rearrangement, in which case E becomes a ball (see for example [A], [Cao], [MS1], [Og],
[Ruf].)
To get to the heart of the matter, we now state and prove a Lemma, which is very
elementary in nature, yet crucial in the proof of Theorem 5 and other results of this paper:
Lemma 10. Let (N, ν) be a measure space, and let V, Z be vector spaces of measurable
functions (real, complex or vector valued) on a measurable set E ⊆ N . Let L : V → Z be
an operator such that L(λf) = λLf for any f ∈ V and any λ ≥ 0, and let p : V → [0,∞]
be a seminorm. Finally let β > 1 and β′ =
β
β − 1
.
If there exists c0 such that for a fixed subset V0 ⊆ V∫
E
exp
[
1
A
|Lf(x)|β
]
dν(x) ≤ c0, ∀f ∈ V0, p(f) ≤ 1
then, for each τ > 0 and for each f ∈ V0 with p(f) ≤ 1 we have
(A)
∫
E
exp
[
1
A
(
|Lf(x)|+ τ
)β]
dν(x) ≤ c0 exp
[
1
A
(
τβ
′
1− p(f)β′
) β
β′
]
and
(B)
∫
E
exp
[
1
A
(
|Lf(x)|+ τ
(
1− p(f)β
′) 1
β′
)β ]
dν(x) ≤ c0e
τβ/A.
Proof. From Ho¨lder’s inequality we have
aθ
1
β′ + b(1− θ)
1
β′ ≤ (aβ + bβ)
1
β , a, b ≥ 0, 0 ≤ θ ≤ 1, (56)
from which estimate (B) follows, with θ = p(f)β
′
> 0, a = L
(
f/p(f)
)
, b = τ . Clearly (A)
is just another way of writing (B), since τ can be arbitrary. ///
As it is apparent from the proof, there is nothing peculiar about exponential inte-
grability in this lemma, and (A) and (B) are clearly equivalent. Nonetheless, we find it
convenient to have the estimates in (A) and (B) explicitly stated as above, since they will
be used directly several times. The first main application of the Lemma is in Theorem 5,
with V = {f ∈ L
n
α (Rn), supp f compact}, Z = {u : Rn → Rm a.e. finite}, β = n/α,
p(f) = ‖f‖n/α, and E ⊆ R
n with ν =Lebesgue measure (and |E| ≤ 1), and L = T .
For the benefit of the reader we will now summarize the main strategy behind the
proof of Theorem 5. We start from the Adams inequality∫
E
exp
[
1
Ag
|Tf1(x)|
n
n−α
]
dx ≤ C (57)
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valid for |E| ≤ 1 and all functions f1 with ‖f1‖n/α ≤ 1 with |supp f1| ≤ κ, for a fixed
constant κ (this follows from (53)). The main idea is that the inequality in Theorem 5 is
true if we can write Tf = Tf1 + Tf2, where f = f1 + f2, |supp f1| ≤ κ, and where the
additive perturbation Tf2 satisfies either
a) |Tf2(x)| ≤ C, if x ∈ E and ‖f1‖n/α ≤ θn < 1
or
b) |Tf2(x)| ≤ C
(
1− ‖f1‖
n/α
n/α
)α
n , if x ∈ E and 0 < θn ≤ ‖f1‖n/α ≤ 1,
θn being a suitable explicit constant depending only on n. It is clear that in either case a)
or b) one can apply (A) or (B) respectively, to derive the desired inequality. The original
set E and the original function f will be suitably split so as to reduce matters to estimates
a) and b). To this end, we will consider several scenarios depending on where the Ln/α
masses of f, f+, f− are concentrated, and on where the potential is pointwise positive.
An estimate for Tf2 as in a) will follow if the function f2 is either pointwise small, or if its
support is “well separated” from E; this will be a consequence of Lipschitz estimates for
Tf . An estimate as in b) will instead occur, roughly speaking, when both E and the mass
of f are concentrated in a fixed ball, and it will be the most critical case of the proof, the
only one where Ruf’s condition (43) is needed.
We now establish some regularity estimates for the operator T .
Lemma 11. Let f ∈ L
n
α (Rn), compactly supported and F ⊆ Rn a closed set such that
either
(i) |supp f | ≤ 1 and dist(F, supp f) ≥ R ≥ 1
or
(ii) supp f ⊆ Bc2R, F ⊆ BR,
then Tf is Lipschitz on F , in particular there exists D = D(n, α,K) such that
|Tf(x1)− Tf(x2)| ≤
D
R
‖f‖n/α|x1 − x2|, x1, x2 ∈ F. (58)
Moreover, if x0 ∈ F is so that maxx∈F |Tf(x)| = |Tf(x0)|, then for R ≥ 2
max
x∈F
|Tf(x)| ≤
(
−
∫
B1(x0)
|Tf(x)|
n
α dx
)α
n
+
2D
R
‖f‖n/α. (59)
Proof. For x1, x2 ∈ F and y ∈ supp f , using the regularity estimate (39) we have
∣∣K(x1 − y)−K(x2 − y)∣∣ ≤ C|x1 − x2|
{
Rα−n−1 in case (i)
2n+1−α|y|α−n−1 in case (ii).
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Hence, in case (i)
|Tf(x1)− Tf(x2)| ≤ C|x1 − x2|R
α−n−1
∫
supp f
|f(y)|dy ≤
D
R
‖f‖n/α|x1 − x2|,
whereas in case (ii)
|Tf(x1)− Tf(x2)| ≤ C|x1 − x2|2
n+1−α
∫
Bc
2R
|f(y)||y|α−n−1dy (60)
≤ C|x1 − x2|2
n+1−α‖f‖n/α
(∫
Bc
2R
|y|−n−
n
n−α dy
)n−α
n
≤
D
R
‖f‖n/α|x1 − x2|.
Note that using (38)
|K(x− y)| ≤ C|x− y|α−n ≤ C|x|α−n, if x 6= 0, |x| ≥
|y|
2
and since supp f is compact |Tf(x)| ≤ Cf |x|
α−n for large |x| (where Cf depends on
f, α, n,K). Hence, the supremum of |Tf | over F is attained in F in either case (i) or
(ii). Let M = maxx∈F |Tf(x)| = |Tf(x0)|, some x0 ∈ F . After a moment’s reflection the
reader should realize that if R ≥ 2 then estimate (58) holds also for all x1, x2 in the set
F ∪ B1(x0) (whose distance from supp f is at least R − 1), by possibly enlarging slightly
the constant D. If M ≤ 2DR ‖f‖n/α then (59) is true. If M >
2D
R ‖f‖n/α then using (58)
for x1, x2 ∈ F ∪B1(x0) we get |Tf(x)| ≥M −
D
R ‖f‖n/α ≥ 0 for x ∈ B1(x0) and(
M −
D
R
‖f‖n/α
)n
α
|B1| ≤
∫
B1(x0)
|Tf(x)|
n
α dx
which yields (59).
///
Lemma 12 . If f is compactly supported and |f | ≤ 1 on Rn, then there existsD = D(n, α)
such that for α 6= 1
|Tf(x1)− Tf(x2)| ≤ D(1 + ‖f‖n/α)max
{
|x1 − x2|
α, |x1 − x2|
}
, x1, x2 ∈ R
n. (61)
If α = 1 there exists D = D(n) so that
|T1f(x1)−T1f(x2)| ≤ D(1+‖f‖n/α)|x1−x2|
(
1+log+
1
|x1 − x2|
)
, x1, x2 ∈ R
n, x1 6= x2.
(62)
If x0 ∈ R
n is so that maxx∈Rn |Tf(x)| = |Tf(x0)| then
‖Tf‖∞ ≤
(
−
∫
B1(x0)
|Tf(x)|
n
α dx
)α
n
+ 2D(1 + ‖f‖n/α). (63)
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Proof. For each x1, x2 ∈ R
n we have
Tf(x1)− Tf(x2) =
∫
|y−x1|≤ 13 |x1−x2|
K(x1 − y)f(y)dy+
∫
|y−x2|≤ 13 |x1−x2|
K(x2 − y)f(y)dy
+
∫
|x1−y|>|x2−y|
|y−x2|> 13 |x1−x2|
(
K(x2 − y)−K(x1 − y)
)
f(y)dy +
∫
|x2−y|>|x1−y|
|y−x1|> 13 |x1−x2|
(
K(x1 − y)−K(x2 − y)
)
f(y)dy.
then, using (38), (39) we get
|Tf(x1)− Tf(x2)| ≤ 2Cωn−1
∫ 1
3 |x1−x2|
0
rα−1dr + 2L|x1 − x2|
∫
|y−x1|<y−x2|
1
3
|x1−x2|<|y−x1|≤1
|x1 − y|
α−n−1dy
+ 2L|x1 − x2|
∫
|y−x1|≥1
|x1 − y|
α−n−1|f(y)|dy
≤
2Cωn−1
α3α
|x1 − x2|
α + 2ωn−1L|x1 − x2|
∫ 1
1
3 |x1−x2|
rα−2dr
+ 2L
(n− α
n
)α
n
‖f‖n/α|x1 − x2|
and this proves (61) and (62). Clearly Tf is continuous on Rn and |Tf(x)| ≤ C|x|a−n for
large |x|, so |Tf(x)| has a maximum at some x0. Estimate (63) is obtained as in Lemma 11.
///
Lemma 13. If f ∈ L
n
α (Rn), |supp f | <∞, then there is C = C(n, α,K) such that for all
E ⊆ Rn with |E| <∞(∫
E
|Tf |
n
α
)α
n
≤ C(|E|
α
n + |supp f |
α
n )‖f‖n/α. (64)
Proof. This follows at once from O’Neil’s inequality. If f∗ : (0,∞) → [0,∞) denotes
the nonincreasing rearrangement of a measurable function f : Rn → R and f∗∗(t) =
t−1
∫ t
0
f∗(u)du, then
(Tf)∗∗(t) ≤ tK∗∗(t)f∗∗(t) +
∫ ∞
t
K∗(t)f∗(t)dt (65)
(See [ON], and also [FM1, Lemma 2] for an improvement). On the other hand, since
|K(x)| ≤ C|x|α−n we get K∗(t) ≤ Ct
α
n−1, and the same estimate holds for K∗∗(t). Hence,
for t ≤ |E|
(Tf)∗∗(t) ≤ Ct
α
n f∗∗(t) + C
∫ |supp f |
t
s
α
n−1f∗(s)ds ≤ C(|E|
α
n + |supp f |
α
n )f∗∗(t),
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if for t ≤ |supp f |, whereas if t > |supp f | the integral in (65) is 0 and the above inequality
is still valid, thereby proving the lemma.
///
Let now f be compactly supported and such that
‖f‖
n/α
n/α ≤ 1, ‖Tf‖
n/α
n/α ≤ 1. (66)
From now on we let
f = fℓ + fs, fℓ(x) =
{
f(x) if |f(x)| ≥ 1
0 if |f(x)| < 1.
(67)
Obviously supp fℓ is compact, |fℓ| ≥ 1 in supp fℓ and |supp fℓ| ≤ 1. Also, |fs| ≤ 1 on R
n,
and supp fs is compact, with no control on its measure.
Lemma 14 . Under condition (66) we have
‖Tfs‖L∞(Rn) ≤ C. (68)
If |F | <∞ then
‖T
(
fsχF
)
‖L∞(Rn) ≤ C(1 + |F |
α
n ). (69)
and if |F c| <∞ then
‖T
(
fsχF
)
‖L∞(Rn) ≤ C(1 + |F
c|
α
n ). (70)
Proof. From Lemma 12 we have
‖Tfs‖∞ ≤ 2D(1 + ‖fs‖n/α) +
(
−
∫
B1(x0)
|Tfs|
n
α
)α
n
where x0 is a maximum for |Tfs|. By Lemma 13 and (66)
(∫
B1(x0)
|Tfs|
n
α
)α
n
≤
(∫
B1(x0)
|Tf |
n
α
)α
n
+
(∫
B1(x0)
|Tfℓ|
n
α
)α
n
≤ 1 + C‖fℓ‖n/α ≤ C.
If |F | < ∞ then (69) follows from (63), (64), (66). If |F c| < ∞ then just write fsχF =
fs − fsχF c .
///
4. Proof of the inequalities in Theorem 5
It is enough to prove (44) in the case |E| ≤ 1, since (43) implies |{|Tf | ≥ 1}| ≤ 1,
and we can use Lemma 9. Let then E ⊆ Rn be measurable and with |E| ≤ 1, and let f be
compactly supported and satisfying (66).
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After suitable translations we can assume that∫
xi≤0
|f(x)|
n
α dx =
∫
xi≥0
|f(x)|
n
α dx =
1
2
‖f‖
n/α
n/α, i = 1, 2, ..., n. (71)
Define the 2n half-spaces
H+i = {x ∈ R
n : xi ≥ 4}, H
−
i = {x ∈ R
n : xi ≤ −4} (72)
We organize the proof in 6 cases:
Case 1: There exists i ∈ {1, 2..., n} and a half-space H ∈ {H+i , H
−
i } such that∫
H
|f(x)|
n
α dx ≥
1
4n
‖f‖
n/α
n/α. (73)
Case 2: ∫
B4
√
n
|f(x)|
n
α dx ≥
1
2
‖f‖
n/α
n/α, and ‖fℓ‖
n/α
n/α ≤
3
4
‖f‖
n/α
n/α. (74)
Case 2+: The kernel K is nonnegative and∫
B4
√
n
|f(x)|
n
α dx ≥
1
2
‖f‖
n/α
n/α, ‖f
+
ℓ ‖
n/α
n/α ≤
3
4
‖f‖
n/α
n/α, ‖f
−
ℓ ‖
n/α
n/α ≤
3
4
‖f‖
n/α
n/α. (75)
Case 3: E ⊆ Bc
16
√
n
and
∫
B4
√
n
|f(x)|
n
α dx ≥
1
2
‖f‖
n/α
n/α, ‖fℓ‖
n/α
n/α ≥
3
4
‖f‖
n/α
n/α. (76)
Case 4: E ⊆ B16
√
n and conditions (43), (47) hold.
Case 4+: E ⊆ B16
√
n, the kernel K is nonnegative and∫
B4
√
n
|f(x)|
n
α dx ≥
1
2
‖f‖
n/α
n/α, ‖f
+
ℓ ‖
n/α
n/α ≥
3
4
‖f‖
n/α
n/α OR ‖f
−
ℓ ‖
n/α
n/α ≥
3
4
‖f‖
n/α
n/α. (77)
Within this case we will consider the following subcases:
(i) Tf(x) ≤ 0 for any x ∈ E;
(ii) T (fχB32√n)(x) and T (fχBc32√n
)(x) have opposite sign, and Tf(x) ≥ 0, for any x ∈ E;
(iii) T (fχB32√n)(x) ≥ 0 and T (fχBc32√n
)(x) ≥ 0 for any x ∈ E, and condition (43) holds.
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It is easy to see that once Theorem 5 is proved in the above cases then it is proved
in full generality. Indeed, if Case 1 is not verified then
∫
B4
√
n
|f |
n
α ≥ 12‖f‖
n/α
n/α, so that
from Cases 1,2,3 the theorem follows when E ⊆ Bc
16
√
n
. For arbitrary E write E =
(E∩B16
√
n)∪(E∩B
c
16
√
n
) and the theorem follows if (47) is assumed. Similarly the theorem
follows from 1, 2+, 3, 4+ if K is nonnegative, and the case K nonpositive obviously follows
as well.
It is worth emphasizing that cases 1, 2, 3 and 4 hold for vector-valued kernels with
arbitrary sign, and that the stronger “Ruf condition” (43) is only used in cases 4 and 4+
(iii).
We will now prove the main estimate (44) in these cases.
Proof of (44) in Case 1. Suppose WLOG that∫
x1≥4
|f(x)|
n
α dx ≥
1
4n
‖f‖
n/α
n/α (78)
and write ∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx =
∫
E∩{x1≤2}
+
∫
E∩{x1≥2}
= I + II. (79)
To estimate I write
Tf = T
(
fℓχ{x1≤4}
)
+ T
(
fℓχ{x1≥4}
)
+ Tfs. (80)
From Lemmas 11 and 13 we get
∣∣T (fℓχ{x1≥4})(x)∣∣ ≤
(
−
∫
B1(x0)
∣∣T (fℓχ{x1≥4})(x)∣∣nα dx
)α
n
+2D‖fℓ‖n/α ≤ C, ∀x ∈ {x1 ≤ 2}
(here x0 is a maximum for
∣∣T (fℓχ{x1≥4})(x)∣∣ in {x1 ≤ 2}.) From Lemma 14 we then have
|Tf(x)| ≤
∣∣T (fℓχ{x1≤4})(x)∣∣+ τ, ∀x ∈ {x1 ≤ 2}
some τ depending only on α, n,K, and (A) of Lemma 10 and (57) (with f1 = fℓχ{x1≤4})
imply that I ≤ C, since
‖fℓχ{x1≤4}‖
n/α
n/α ≤ ‖fχ{x1≤4}‖
n/α
n/α ≤
(
1−
1
4n
)
‖f‖
n/α
n/α < 1−
1
4n
< 1.
The estimate of II is similar, this time write
Tf = T
(
fℓχ{x1≤0}
)
+ T
(
fℓχ{x1≥0}
)
+ Tfs. (81)
and Lemmas 11, 13, 14, imply
|Tf(x)| ≤
∣∣T (fℓχ{x1≥0})(x)∣∣+ τ, ∀x ∈ {x1 ≥ 2}
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some τ depending only on α, n,K, and (A) of Lemma 10 and (57) imply that II ≤ C,
since
‖fℓχ{x1≥0}‖
n/α
n/α ≤ ‖fχ{x1≥0}‖
n/α
n/α =
1
2
‖f‖
n/α
n/α <
1
2
.
Proof of (44) in Case 2.
Assume (74) and write∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx ≤
∫
E
exp
[
1
Ag
(
T|K||fℓ|(x) + |Tfs(x)|
) n
n−α
]
dx
with T|K|f = |K| ∗ f , and (44) follows from (69), (57) and (A) of Lemma 10 applied to fℓ,
since ‖fℓ‖
n/α
n/α ≤
3
4 .
Proof of (44) in Case 2+.
Assume (75) and write∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx ≤
∫
E+
exp
[
1
Ag
(
Tf+ℓ (x) + |Tfs(x)|
) n
n−α
]
dx+
+
∫
E−
exp
[
1
Ag
(
Tf−ℓ (x) + |Tfs(x)|
) n
n−α
]
dx
where E± = {x ∈ E : Tf±ℓ (x) ≥ Tf
∓
ℓ (x)}, and (44) follows from (A) and (57) , applied
to f±ℓ .
Proof of (44) in Case 3. Suppose E ⊆ Bc
16
√
n
and that the estimates in (76) hold. For
x ∈ E we then have
|Tf(x)| ≤
∣∣T (fℓχB8√n)(x)∣∣+ ∣∣T (fℓχBc8√n)(x)∣∣+ |Tfs(x)| ≤ ∣∣T (fℓχBc8√n)(x)∣∣+ C
from Lemmas 11-14. On the other hand, since
∥∥fχB4√n∥∥n/αn/α ≥ 12‖f‖n/αn/α, it must be that∥∥fℓχBc
8
√
n
∥∥n/α
n/α
≤ 12‖f‖
n/α
n/α <
1
2 , and
∣∣supp (fℓχBc
8
√
n
)∣∣ ≤ 1, so that our estimate (44) follows
again from (A) of Lemma 10 and (57), applied to fℓχBc
8
√
n
.
Proof of (44) in Case 4.
Let E ⊆ B16
√
n and suppose that f satisfies both (43) and (47). Estimate (47) implies
that
|Tf(x)| ≤
∫
B32
√
n
|K(x− y)| |f(y)|dy+ C1‖Tf‖n/α, x ∈ B16
√
n.
(if x ∈ B16
√
n, pick a ∈ B16
√
n such that |x− a| ≤ 1, use (47), and enlarge the domain of
integration.) The Ruf condition ‖f‖
n/α
n/α + ‖Tf‖
n/α
n/α ≤ 1 gives, with T|K|f = |K| ∗ f ,
|Tf(x)| ≤ T|K|
(
|f |χB32√n
)
+ C(1− ‖f‖
n/α
n/α)
α/n
≤ T|K|
(
|f |χB32√n
)
+ C(1− ‖fχB32√n‖
n/α
n/α)
α/n
x ∈ B16
√
n, (82)
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and Lemma 10 (B) yields inequality (44).
Proof of (44) in Case 4+.
It is clear that in (77) it is enough to assume that ‖f+ℓ ‖
n/α
n/α ≥
3
4‖f‖
n/α
n/α, in which case
we have
‖f−ℓ ‖
n/α
n/α ≤
1
4
‖f‖
n/α
n/α, (83)
and ∫
B4
√
n
(f+ℓ )
n
α ≥
∫
R
n
|f+ℓ |
n
α −
∫
Bc
4
√
n
|f |
n
α ≥
1
4
‖f‖
n/α
n/α. (84)
In case (i) we have Tf(x) ≤ 0 in E, hence, since g ≥ 0,∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx ≤
∫
E
exp
[
1
Ag
(Tf−ℓ (x) + |Tfs(x)|)
n
n−α
]
dx ≤ C,
using again (A) and (57) applied to f−ℓ .
In case (ii) write∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx =
∫
E
exp
[
1
Ag
(
T
(
fχB32√n
)
+ T
(
fχBc
32
√
n
)) nn−α ]
dx.
If T
(
fχB32√n
)
≥ 0 and T
(
fχBc
32
√
n
)
≤ 0 then
∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx ≤
∫
E
exp
[
1
Ag
(
T
(
fχB32√n
)
(x)
) n
n−α
]
dx ≤ C
by the original Adams inequality (53).
If instead T
(
fχB32√n
)
≤ 0 and T
(
fχBc
32
√
n
)
≥ 0 then
∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx ≤
∫
E
exp
[
1
Ag
(
T
(
fχBc
32
√
n
)
(x)
) n
n−α
]
dx ≤ C
since on E ⊆ B
16
√
n
we have
0 ≤ T
(
fχBc
32
√
n
)
(x) ≤ |T
(
fℓχBc
32
√
n
)
(x)|+ |T
(
fsχBc
32
√
n
)
(x)| ≤ C
from Lemmas 11-14.
In case (iii), the most critical situation, let us assume the Ruf condition ‖f‖
n/α
n/α +
‖Tf‖
n/α
n/α ≤ 1 and write∫
E
exp
[
1
Ag
|Tf(x)|
n
n−α
]
dx ≤
∫
E
exp
[
1
Ag
(
T
(
f+χB32√n
)
(x)+
+ T
(
(f+ℓ + fs)χBc
32
√
n
)
(x)
) n
n−α
]
dx.
(85)
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By Lemma 11 , for x ∈ E ⊆ B
16
√
n
0 ≤ T
(
(f+ℓ + fs)χBc
32
√
n
)
(x) ≤
(
−
∫
B1(x0)
∣∣∣T((f+ℓ + fs)χBc
32
√
n
)∣∣∣nα dx)αn+
+ C
∥∥(f+ℓ + fs)χBc
32
√
n
∥∥
n/α
where x0 is a maximum point for T
(
(f+ℓ + fs)χBc
32
√
n
)
on B16
√
n.
We have
(∫
B1(x0)
∣∣∣T((f+ℓ + fs)χBc
32
√
n
)∣∣∣nα dx)αn ≤ (∫
B1(x0)
(
T
(
f+ℓ + f
+
s + f
−
s χBc
32
√
n
))nα
dx
)α
n
≤
(∫
B1(x0)
|Tf |
n
α dx
)α
n
+
(∫
B1(x0)
∣∣∣T (f−ℓ + f−s χB32√n)
∣∣∣nα dx)αn
≤ ‖Tf‖n/α + C
(
‖f−ℓ ‖n/α +
∥∥f−s χB32√n∥∥n/α)
(by Lemma 13 ). Hence, for x ∈ E
0 ≤ T
(
(f+ℓ + fs)χBc
32
√
n
)
(x) ≤
≤ C
(
‖Tf‖n/α + ‖f
−
ℓ ‖n/α +
∥∥f−s χB32√n∥∥n/α + ∥∥f+ℓ χBc32√n∥∥n/α + ∥∥fsχBc32√n∥∥n/α
)
≤ C
(
‖Tf‖
n/α
n/α + ‖f
−
ℓ ‖
n/α
n/α +
∥∥f−s χB32√n∥∥n/αn/α + ∥∥f+ℓ χBc32√n∥∥n/αn/α + ∥∥fsχBc32√n∥∥n/αn/α
)α/n
≤ C
(
1−
∥∥f+ℓ χB32√n∥∥n/αn/α − ∥∥f+s χB32√n∥∥n/αn/α)α/n = C(1− ∥∥f+χB32√n∥∥n/αn/α)α/n
(86)
where in the second to last estimate we used that ‖Tf‖
n/α
n/α ≤ 1− ‖f‖
n/α
n/α.
By applying (B) of Lemma 10 to the function f+χB32√n we obtain that the integral
in (85) is bounded by a constant C. This concludes the proof of the inequality part of
Theorem 5.
The sharpness of the exponential constant will be proved in Section 6.
///
Note. We would like to emphasize that the precise steps where Ruf’s condition is used
are in (82) and (86). Those steps also make it clear that the reason why the proof of
Theorem 5 fails if one uses the condition ‖f‖
qn/α
n/α + ‖Tf‖
qn/α
n/α ≤ 1 is that the inequality
‖f‖
qn/α
n/α ≥ ‖fχB‖
qn/α
n/α + ‖fχBc‖
qn/α
n/α is only true for q ≤ 1 (being trivially an equality
when q = 1).
5. Proof of the inequalities in Theorem 6
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Assume the Adachi-Tanaka type condition
max
{
‖f‖n/α, ‖Tf‖n/α
}
≤ 1
and let us prove (49), i.e. for 0 < θ < 1∫
E
exp
[ θ
Ag
|Tf(x)|
n
n−α
]
dx ≤ Cθ(1 + |E|). (87)
This proof does not require the full force of Theorem 5, but uses instead only (A) in
Lemma 10 and Lemma 14. Indeed, we have |T (θ
n−α
n f)| ≤ |T (θ
n−α
n fℓ)| + C by Lemma
14, hence (87) follows at once from (A) of Lemma 10 and (57), since 1 − ‖θ
n
n−α fℓ‖
n/α
n/α ≥
1− θ
n−α
α . Alternatively one can just use
|Tf |p ≤
∣∣|Tfℓ|+ C∣∣p ≤ (1 + ǫ)|Tfℓ|p + Cǫ
with θ(1 + ǫ) < 1. Obviously (87) follows under the more restrictive condition
‖f‖
qn/α
n/α + ‖Tf‖
qn/α
n/α ≤ 1, q ≥ 1,
but in the next section we show that under this condition with 1 < q ≤ +∞ the inequality
fails if θ = 1.
In the caseK homogeneous we can proceed with a dilation argument, using Theorem 5.
Assume the Adachi-Tanaka condition (48). Clearly, it suffices to prove estimate (49) for
0 < θ0 ≤ θ < 1. For any λ > 0 if fλ(x) = λ
αf(λx) then using (54)∫
E
exp
[ θ
Ag
|Tf(x)|
n
n−α
]
dx = λn
∫
E/λ
exp
[ 1
Ag
|T (θ
n−α
n fλ)(x)|
n
n−α
]
dx (88)
and, using Ho¨lder’s inequality
‖θ
n−α
n fλ‖
n/α
n/α + ‖T (θ
n−α
n fλ)‖
n/α
n/α = θ
n−α
α
(
‖f‖
n/α
n/α + λ
−n‖Tf‖n/αn/α
)
≤ θ
n−α
α
(
1 + λ−nq
′)1/q′
= 1
(89)
for λ = λ(θ) =
(
θ−q
′ n−α
α − 1
)− 1
nq′ ≥ λ(θ0) = 1, if we choose θ0 = 2
− n
q′(n−α) . We can then
apply Theorem 5 to estimate (88) with Cλn ≤ C(1− θ)−1/q
′
.
6. Proof of the sharpness statements in Theorems 5 and 6
Now we show that the constant A−1g is best possible in (44), and (49), in the sense
that if |E| > 0 then we can find a family of functions ψǫ ∈ L
n/α(Rn) such that ‖ψǫ‖
qn/α
n/α +
‖Tψǫ‖
qn/α
n/α ≤ 1, compactly supported, and
lim
ǫ→0+
∫
E∩Bǫ/2
exp
[
θ
Ag
|Tψǫ(x)|
n
n−α
]
dx = +∞ (90)
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if either q = 1, θ > 1 or q > 1, θ = 1. For slightly more clarity we will prove the result in
the scalar case first, but the modifications in the vector-valued case are simple, and will
be indicated after the proof of the scalar case.
First notice that for a.e. x ∈ E we have |E ∩Bǫ(x)|/|Bǫ(x)| → 1, as ǫ→ 0, therefore
we can assume WLOG that for some ǫ0 > 0
|E ∩Bǫ| ≥
1
2
|B1|ǫ
n, 0 < ǫ < ǫ0. (91)
It is no big surprise that even in the case of the Riesz potential K = Iα a family of functions
satisfying (90), with Ag = |B1|, will be obtained by a suitable modification of the usual
extremal Adams family
φǫ(y) =
{
|y|−α if ǫ < |y| ≤ 1
0 otherwise
, 0 ≤ ǫ < 1
It is clear that some modification is necessary for some values of α, due to the integrability
requirements on (Iαφǫ)
n/α at infinity. Indeed, as |x − y|α−n ∼ |x|α−n when |x| is large,
and this implies that for any f compactly supported in Rn, Iαf cannot be in L
n/α(Rn)
for n/2 ≤ α < n, if
∫
R
n f 6= 0.
Assume that K is n−regular and |y| ≤ 12 |x|, x 6= 0. From Taylor’s formula centered
at x, for any positive integer m ≤ n, there exists θ = θ(x, y,m) ∈ (0, 1) such that
K(x− y) =
m−1∑
j=0
pj(x, y) +Rm(x, y) (92)
where 

pj(x, y) =
1
j!
djK(x,−y) j = 0, 1, ..., m− 1
Rm(x, y) =
1
m!
dmK(x− θy,−y)
(93)
and where djK(x; y) denotes the j−th differential of K at x with increment y, i.e.
djK(x; y) =
∑
j1+...+jn=j
j!
j1!...jn!
∂jK
∂xj11 ...∂x
jn
n
(x)yj11 ...y
jn
n . (94)
Clearly, pj(x, y) is a polynomial of order j in the y variable for j ≤ m− 1, and for x 6= 0


|pj(x, y)| ≤ C|x|
α−n−j |y|j for j ≤ m− 1, y ∈ Rn,
|Rm(x, y)| ≤ C|x|
α−n−m|y|m for |y| ≤ 12 |x|,
(95)
for some constant C independent of y and x in the given range.
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Lemma 15. If K is an n−regular Riesz-like kernel and f ∈ L1c(R
n), with supp f ⊆ Br.
Then we have that Tf ∈ Ln/α(|x| ≥ 2r) for 0 < α < n2 . If
n
2 ≤ α <
n+m
2 , m = 1, 2...n,
then Tf ∈ Ln/α(|x| ≥ 2r) if f is orthogonal to the family of homogeneous polynomials
{pj(x, ·), j = 0, 1, ..., m− 1, x ∈ R
n}, in particular if f has vanishing moments up to order
m− 1. In any of the above situations we have∫
|x|≥2r
|Tf(x)|n/αdx ≤ Cr2n−
n2
α ‖f‖
n/α
1 . (96)
Remarks.
1) As a consequence of the above Lemma and Lemma 13 we have that if f ∈ L
n/α
c (R
n)
has enough vanishing moments, as specified above, then Tf ∈ Ln/α(Rn).
2) In the case K(x) = |x|α−n it is possible to evaluate pj explicitly via the binomial
expansion:
pj(x, y) = |x|
α−n−j|y|−j
∑
j/2≤k≤j
(α−n
2
k
)(
k
2k − j
)
(−2)2k−j(x∗ · y∗)2k−j .
With the aid of such formula it is easy to check that the vanishing of all moments up
to order 0, 1, 2 is equivalent to the orthogonality to the functions pj(x, ·), j = 0, 1, 2, as
x ∈ Rn; this fact is very likely true for all moments up to any given order.
Proof of Lemma 15. Suppose that supp f ⊆ Br. If α < n/2 we use the estimate
|K(x− y)| ≤ C|x− y|α−n to deduce that |Tf(x)| ≤ C|x|α−n
∫
|y|≤r |f |, for |x| ≥ 2r, which
implies (96).
Let now n
2
≤ α < n+m
2
and let f be orthogonal to all of the pj(x, y) up to j = m− 1.
If |x| ≥ 2r then using (92),(95)
|Tf(x)| =
∣∣∣∣
∫
Br
Rm(x, y)f(y)dy
∣∣∣∣ ≤ C|x|α−n−m
∫
|y|≤r
|y|m|f(y)|dy ≤ Crm|x|α−n−m‖f‖1
and this implies (96).
///
Next, let Pm be the space of polynomials of degree up to m in the unit ball B1 of R
n,
a subspace of L2(B1). Let {v1, ...., vN} be an orthonormal basis of Pm, with v1 = |B1|
−1/2.
If Pm denotes the projection of L
2(B1) onto Pm, then Pm has integral kernel
Pm(y, z) = χB1(y)
N∑
k=1
vk(y)vk(z) (97)
which is pointwise bounded on B1 × B1 (with bound depending on m). The projection
can be then extended to all of L1(B1), and the function f − Pmf is orthogonal to all
polynomials on B1 of order up to m.
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For r > 0 the projection on the space of polynomials of degree up to m on the ball
Br = B(0, r) is given by the integral kernel
P rm(y, z) = r
−nPm
(y
r
,
z
r
)
.
For 0 ≤ ǫr < 1 ≤ r let
φǫ,r(y) =
{
K(−y)|K(−y)|
α
n−α−1 if ǫr < |y| ≤ r
0 otherwise
. (98)
and consider the functions on Br
φ˜ǫ,r = φǫ,r − P
r
n−1φǫ,r, (99)
which are orthogonal to every polynomial of order up to (and including) n− 1, on the ball
Br.
Note that (38) implies ‖φǫ,r‖1 ≤ Cr
n−α, so that |P rnφǫ,r| ≤ Cr
−n‖φǫ,r‖1 ≤ Cr−α and
|φ˜ǫ,r(−y)| ≤ |K(y)|
α
n−α + Cr−α, ǫr < |y| ≤ r.
Using the inequality (a+ b)p ≤ ap + p2p−1(ap−1b+ bp) we have
|φ˜ǫ,r(−y)|
n/α ≤ |K(y)|
n
n−α + Cr−α|K(y)|+ Cr−n, ǫr < |y| ≤ r.
When ǫr < |y| ≤ 1 we use (37) to obtain
|φ˜ǫ,r(−y)|
n/α ≤ |K(y)|
n
n−α + C|K(y)|+ C
≤ |y|−n
(
|g(y∗)|+ C|y|δ
) n
n−α + C|y|α−n
(
|g(y∗)|+ C|y|δ
)
+ C
≤ |g(y∗)|
n
n−α |y|−n + C
(
|y|−n+δ + |y|−n+
nδ
n−α + |y|α−n + 1
)
= |g(y∗)|
n
n−α |y|−n +Ψ0(y)
where Ψ0 ∈ L
1(|y| ≤ 1), and consequently
‖φ˜ǫ,r‖
n/α
n/α ≤
∫
ǫr<|y|≤1
(
|g(y∗)|
n
n−α |y|−n +Ψ0(y)
)
dy +
∫
1≤|y|≤r
|K(y)|
n
n−α dy
+ C
∫
1≤|y|≤r
(
r−α|y|α−n + r−n
)
dy = Ag log
1
(ǫr)n
+ br + C
(100)
where
br :=
∫
1≤|y|≤r
|K(y)|
n
n−α dy, br ≤ C log r.
For later use we also note the following estimate from below:∫
ǫr<|y|≤r
|K(y)|
n
n−α dy =
∫
ǫr<|y|≤1
|K(y)|
n
n−α dy + br ≥ Ag log
1
(ǫr)n
− C + br (101)
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which follows from
|K(y)|
n
n−α ≥
∣∣|K0(y)| − |K(y)−K0(y)|∣∣ nn−α ,
where K0(y) = g(y
∗)|y|α−n. Indeed, using (37) and the elementary inequality |a − b|p ≥
|a|p − p|a|p−1|b|, valid for all a, b ∈ R and p ≥ 1 we obtain
|K(y)|
n
n−α ≥ |g(y∗)|
n
n−α |y|−n − Φ0(y), ǫr < |y| ≤ 1
where Φ0(y) ∈ L
1(|y| ≤ 1).
Now let us estimate ‖T φ˜ǫ,r‖n/α. If |x| ≥ 2r, then, since φ˜ǫ,r is orthogonal to every pj ,
j ≤ n− 1, from Lemma 15 and (96) we have∫
|x|≥2r
|T φ˜ǫ,r(x)|
n/α ≤ Cr2n−
n2
α ‖φ˜ǫ,r‖
n/α
1 ≤ Cr
2n−n2α r(n−α)
n
α = Crn. (102)
If |x| ≤ 2r we have
|TP rnφǫ,r(x)| ≤ Cr
−α
∫
|z−x|≤r
|z|α−ndz ≤ Cr−α
∫
|z|≤4r
|z|α−ndz = C (103)
|T φ˜ǫ,r(x)| ≤ C
∫
|y|≤r
|x−y|α−n|y|−α+C = C
∫
|y|≤1
∣∣∣x
r
−y
∣∣∣α−n|y|−α+C := CIαφ0(x
r
)
+C.
But φ0(y) = |y|
−αχ|y|≤1 is in L
p(Rn) if 1 < p < nα , hence Iαφ0 ∈ L
q(Rn) with q−1 =
p−1 − α/n. If we pick any p so that n2α < p <
n
α then q >
n
α and so Iαφ0 ∈ L
n/α(|x| ≤ 2).
This shows ∫
|x|≤2r
|T φ˜ǫ,r(x)|
n/α ≤ C
∫
|x|≤2r
∣∣∣Iαφ0(x
r
)
+ C
∣∣∣n/αdx = Crn
and therefore
‖T φ˜ǫ,r‖
n/α
n/α ≤ C1r
n (104)
with C1 independent of ǫ, r. Let us denote temporarily
bǫ,r = Ag log
1
(ǫr)n
+ br,
and for each q ∈ [1,+∞] let us choose r = r(ǫ, q) as follows:
rn =
Ag
2C1
(
log
1
ǫn
) 1
q′ (105)
where C1 is the constant in in (104). Note that for ǫ small enough (independently of q)
bǫ,r ≥
1
2Ag log
1
ǫn
if ,
C1r
n
bǫ,r
≤
(
log
1
ǫn
)−1/q
, 1 ≤ q ≤ ∞. (106)
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Putting together the above estimates we have that for 1 ≤ q <∞
(
‖φ˜ǫ,r‖
qn/α
n/α + ‖T φ˜ǫ,r‖
qn/α
n/α
) α
qn ≤
(
(bǫ,r + C)
q + Cq1r
nq
) α
qn
≤ b
α
n
ǫ,r
((
1 +
C
log 1ǫn
)q
+
1
log 1ǫn
) α
qn
≤ b
α
n
ǫ,r
(
1 +
C
log 1ǫn
)
with C independent of q (for example use the inequality ((1 + x)q + x)1/q ≤ 1 + 2x). For
for q = +∞ the same estimate holds, either by passing to the limit as q → +∞ (for fixed
ǫ), or by direct check:
max
{
‖φ˜ǫ,r‖n/α, ‖T φ˜ǫ,r‖n/α
}
≤
(
max{bǫ,r + C,C1r
n}
)α
n
≤ b
α
n
ǫ,r
(
max
{
1 +
C
log 1ǫn
, 1
})αn
= b
α
n
ǫ,r
(
1 +
C
log 1ǫn
)
.
The value of the potential for |x| ≤ ǫr/2 is estimated from below, using (101) and
(103), as
|Tφ˜ǫ,r(x)| ≥
∣∣∣∣
∫
ǫr≤|y|≤r
|K(−y)|
α
n−α+1 +
∫
ǫr≤|y|≤r
(
K(x− y)−K(−y)
)
K(−y)|K(−y)|
α
n−α−1dy
∣∣∣∣
− C ≥
∫
ǫr≤|y|≤r
|K(−y)|
n
n−α dy −
∫
ǫr≤|y|≤r
|K(x− y)−K(−y)| |K(−y)|
α
n−α dy − C
≥ Ag log
1
(ǫr)n
− C + br − C
∫
|y|≥ǫr
|x||y|−n−1 ≥ bǫ,r − C ≥ bǫ,r
(
1−
C
log 1ǫn
)
,
(107)
If we now define for 1 ≤ q <∞
ψǫ,r =
φ˜ǫ,r(
‖φ˜ǫ,r‖
qn/α
n/α + ‖T φ˜ǫ,r‖
qn/α
n/α
)α/qn , (108)
then ‖ψǫ,r‖
qn/α
n/α + ‖Tψǫ,r‖
qn/α
n/α = 1, and using (106) we have, for |x| ≤ ǫr/2
|Tψǫ,r(x)|
n
n−α ≥
(
bǫ,r
(
1− C/ log 1
ǫn
)
b
α
n
ǫ,r
(
1 + C/ log 1
ǫn
)
) n
n−α
≥ bǫ,r
(
1−
C
log 1ǫn
)
= Ag log
1
(ǫr)n
+ br
(
1−
C
log 1ǫn
)
− C.
The same estimate follows in the case q = +∞ if we define
ψǫ,r =
φ˜ǫ,r
max
{
‖φ˜ǫ,r‖n/α, ‖T φ˜ǫ,r‖n/α
} .
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In the setting of Theorem 5 we have q = 1, r = 1, br = 0 and for any θ > 1∫
E∩Bǫ/2
exp
[
θ
Ag
|Tψǫ,1(x)|
n
n−α
]
dx ≥ |E ∩Bǫ/2| exp
[
θ log
1
ǫn
− C
]
≥ Cǫ−(θ−1)n → +∞
which proves (90) when q = 1, and hence the sharpness of (44).
In the setting of Theorem 6, we have 1 < q ≤ +∞, and K /∈ L
n
n−α (|x| ≥ 1), which
implies br → +∞. Hence we can estimate, with r chosen as in (105),∫
E∩Bǫr/2
exp
[
1
Ag
|Tψǫ,r(x)|
n
n−α
]
dx ≥ |E ∩Bǫr/2| exp
[
log
1
(ǫr)n
+
br
Ag
(
1−
C
log 1ǫn
)
− C
]
≥ Ce
br
2Ag → +∞,
as ǫ→ 0, which proves (90) when q > 1, and hence the sharpness of (49).
Still in the setting of Theorem 6 assume now K homogeneous, in which case
br =
∫
1≤|y|≤r
|K(y)|
n
n−α dy = Ag log r
n
and for any θ < 1 we take r as in (105) and ǫ as
ǫn = e−
1
1−θ , (109)
and using the previous estimate we obtain∫
E∩Bǫr/2
exp
[
θ
Ag
|Tψǫ,r(x)|
n
n−α
]
dx ≥ |E ∩Bǫr/2| exp
[
θ log
1
(ǫr)n
+
θbr
Ag
(
1−
C
log 1
ǫn
)
− C
]
≥ |E ∩Bǫr/2| exp
[
log
1
ǫnθ
− C
]
≥ Crnǫn(1−θ) = C(1− θ)−
1
q′ ,
so that for fixed E with positive measure, (49) with Cθ = C(1−θ)
− 1
q′ is reversed along the
family {ψǫ,r} with ǫ, r chosen as in (105), (109), and C depending possibly on E. Using
Lemma 9 it’s clear that (50) is also reversed along the same family.
Note that, if K is homogeneous then
φ˜ǫ,r(y) = r
−αφ˜ǫ,1
(y
r
)
and we can also use a dilation argument to arrive at the same conclusions (see proof of
Corollary 4).
The sharpness statements regarding (46) and (50) are obtained using the same ex-
tremal families as above, and using Lemma 9.
In the vector-valued case the proof is completely similar. First, write an expansion as
in (92) where each pj is a vector-valued polynomial whose components correspond to the
Taylor formula of each Kj(x−y). Then define φǫ,r as in (98) and φ˜ǫ,r as in (99), where the
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projection P rn acts component-wise. The rest of the argument is exactly as in the scalar
case.
///
Remark. The extremal family {ψǫ,1} in the previous proof can be used to show that the
sharp constant in the original Adams inequality on bounded domains (or on domains of
finite measure) cannot be improved under the more restrictive Ruf condition.
7. Proof of Theorem 7
We have that T : D0(T ) → L
n
α , where D0(T ) := {f ∈ L
n/α
c (R
n) : Tf ∈ L
n
α (Rn)}, a
subspace of L
n
α (Rn). The closability of T follows at once from the next lemma:
Lemma 16. If {fk} ⊆ D0(T ) is such that fk
L
n
α
−→ 0 and Tfk
L
n
α
−→ h, then h = 0 a.e.
Proof. If h is not zero a.e., we can assume that
∫
R
n |h|
n
α = 1 and that∫
|x|≤R
|h|
n
α ≥
3
4
,
∫
|x|≥S
|h|
n
α ≤ ǫ
for some S > R > 0 and ǫ small. Now consider
ϕ(x) = sgn(h)|h|
n−α
α χBR(x)
which is clearly in L
n
n−α with ‖ϕ‖ n
n−α ≤ ‖h‖n/α = 1, and has compact support, but its
potential is not necessarily in L
n
n−α . For this to happen it is sufficient to normalize ϕ so
that its mean is zero, but we need to do this in a different way than the one used in the
proof of the sharpness statement of Theorem 5, which was localized inside a ball.
We let
ϕ˜(x) = ϕ(x)− ϕ(x− 2Se1)
and using (39) we see that for |x| ≥ 4S
|T ϕ˜(x)| ≤
∫
|y|≤R
|K(x− y)−K(x− y + 2Se1)| |ϕ(y)|dy
≤ Cα,n(2S)|x|
α−n−1
∫
|y|≤R
|ϕ(y)|dy ≤ C|x|α−n−1
where C depends on R, S, α, n. Hence T ϕ˜ is in L
n
n−α for large x, and clearly this is also
the case for small x.
Now we can say that ϕ˜ ∈ L
n
n−α (Rn) and T ϕ˜ ∈ L
n
n−α (Rn), and write∫
R
n
ϕ˜h =
∫
BR
|h|
n
α −
∫
BR
ϕ(x)h(x+ 2Se1)dx
≥
3
4
− ‖ϕ‖ n
n−α
(∫
BR
|h(x+ 2Se1)|
n
α dx
)α
n
≥
3
4
− ǫ
α
n >
1
2
(110)
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for ǫ chosen small enough.
On the other hand, since ϕ˜, T ϕ˜ ∈ L
n
n−α and fk → 0, T fk → h in L
n
α we have∫
R
n
ϕ˜h =
∫
R
n
ϕ˜ lim
k→∞
Tfk = lim
k→∞
∫
R
n
ϕ˜Tfk = lim
k→∞
∫
R
n
(T ϕ˜)fk =
∫
R
n
(T ϕ˜) lim
k→∞
fk = 0
which contradicts (110)
///
At this point we are in a position to apply a standard construction in order to close
the operator T see for ex. [Yo, Ch. II, Sect. 6]. Define
D(T ) =
{
f ∈ L
n
α (Rn) : ∃{fk} ⊆ D0(T ), ∃h ∈ L
n
α (Rn) with fk
L
n
α
−→ f, Tfk
L
n
α
−→ h
}
(111)
and because of Lemma 16 the function h appearing in (111) is independent of the sequence
fk, and the potential Tf is well defined for f in D(T ), by letting Tf = h. The operator
thus defined is the smallest closed extension of T as defined on D0(T ), and the class D(T )
is the closure of D0(T ) under the graph norm
‖f‖D(T ) :=
(
‖f‖
n/α
n/α + ‖Tf‖
n/α
n/α
)α
n .
The fact that Theorem 5 and Theorem 6 hold for f ∈ D(T ) is now more or less straight-
forward. Indeed, given f ∈ D(T ), with norm ‖f‖n/α,q :=
(
‖f‖
qn/α
n/α + ‖Tf‖
qn/α
n/α
) α
qn ≤ 1
there is fk ∈ L
n/α
c (R
n) with Tfk ∈ L
n
α (Rn), and fk → f in D(T ), i.e. ‖fk − f‖n/α,q → 0.
All there is to do now is to write down the Adams inequalities in normalized form, i.e.
using the functions f˜ = f/‖f‖n/α,q ≥ f, f˜k = fk/‖fk‖n/α,q → f˜ in D(T ), and the desired
result follows from Fatou’s lemma, (after possibly passing to a subsequence).
Now let us prove (52). Let us first note that for f ∈ D(Iα) we have (−∆)
α
2 (cαIαf) = f .
Indeed, if for some sequence {fk} in L
n
α
c we have fk → f and Iαfk → Iαf in L
n
α , then for
all φ ∈ S we also have∫
(−∆)
α
2 (cαIαf)φ =
∫
(cαIαf)(−∆)
α
2 φ = lim
k→∞
∫
(cαIαfk)(−∆)
α
2 φ
= lim
k→∞
∫
fk(cαIα(−∆)
α
2 φ) = lim
k→∞
∫
fkφ =
∫
fφ
where the first identity is due to the definition of (−∆)
α
2 on Lp (as a tempered distribution),
the second identity is due to Ho¨lder’s inequality ((−∆)
α
2 φ ∈ Lp for any p ≥ 1), the third
identity is due to Fubini’s theorem, the fourth identity is true because cαIα(−∆)
α
2 φ = φ
(take the FT of the left-hand side, which is in Lq for any q > nn−α , hence in S
′), and the
fifth identity is again by Ho¨lder’s inequality.
Thus, Iα is injective on D(Iα), and if we define temporarily
Uα = {u ∈ L
n
α (Rn) : u = cαIαf, f ∈ D(Iα)},
34
endowed with the norm
‖u‖Uα :=
(
‖u‖
n/α
n/α + ‖(−∆)
α
2 u‖
n/α
n/α
)α/n
= ‖f‖D(Iα), u = Iαf, f ∈ D(Iα)
then Iα : D(Iα) → Uα is a continuous bijection with inverse (−∆)
α
2 , and Uα is closed
under such norm. The identities
(2π|x|)α = (1 + ĥ1(x))(1 + 4π
2|x|2)
α
2 , (1 + 4π2|x|2)
α
2 = (1 + ĥ2(x))
(
1 + (2π|x|)α
)
,
valid for some integrable functions h1, h2 (see [S, pp. 133-134]), combined with routine
arguments show that
Wα,
n
α (Rn) = {u ∈ L
n
α (Rn) : (−∆)
α
2 u ∈ L
n
α (Rn)}
and that the norm (‖u‖
n/α
n/α+‖(−∆)
α
2 u‖
n/α
n/α)
α/n is equivalent to ‖(I−∆)
α
2 u‖n/α (this can
actually be stated for all Wα,p(Rn), with α > 0 and p > 1, see also [Hy1, Lemma A.3]).
Hence we have that Uα ⊆W
α,nα , and a Banach subspace. To prove the converse inclusion,
by the density of C∞c (R
n) in Wα,
n
α (Rn), we only need to prove that if u ∈ C∞c (R
n) then
there exists {fk} ∈ L
n
α
c (R
n) with fk → f and Iαfk → u, in L
n
α , for some f ∈ L
n
α .
If u ∈ C∞c (R
n) then there is C > 0 (depending on u) such that for all h sufficiently
large
|(−∆)
α
2 u(x)| ≤ C|x|−α−n, |x| ≥ h.
This estimate is of course a special case of (13), but it can easily be proved as follows. Take
k ∈ N and α0 ∈ (0, 2) so that α = 2k − α0. Then we can write (−∆)
α
2 u = Iα0(−∆)
ku,
and the result follows easily after integrating by parts.
Also note that (−∆)
α
2 u is orthogonal to any polynomial of degree less than α, since
the Fourier transform of such polynomial is a linear combination of derivatives of the Dirac
delta at 0, having order strictly less than α.
Our result will then be a consequence of the following lemma:
Lemma 17. Let f ∈ L
n
α (Rn) such that for some constant C > 0
i) |f(x)| ≤ C|x|−n−α, |x| ≥ h
ii) f is orthogonal to all polynomials with degree less than α.
Then,
a) Iαf is well-defined a.e. and belongs to L
n
α (Rn);
b) If fk ∈ L
n
α (Rn) satisfies i) and ii) (with C independent of k) and fk → f in L
n
α then
there is {fnk} such that Iαfnk → Iαf in L
n
α ;
c) There exist fk ∈ L
n
α (Rn) such that i) and ii) hold, supp fk compact, and fk → f
in L
n
α .
Proof of Lemma 17. a) Let us prove first that Iαf is finite a.e. and in L
n
α (B2h), where
Bh = {|x| ≤ h}. We write
Iαf(x) =
∫
|y|≤h
|x− y|α−nf(y)dy +
∫
|y|≥h
|x− y|α−nf(y)dy := J1f(x) + J2f(x).
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Both integrals are clearly finite a.e. and Lemma 13 implies
‖J1f‖Ln/α(B2h) ≤ C‖f‖n/α (112)
For |x| ≤ 2h
|J2f(x)| ≤ J(x) := C
∫
|y|≥h
|x− y|α−n|y|−α−ndy ≤ C
∫
|y|≥h
|y|−2n = C.
Also for note that for |x| ≥ 2h
J(x) ≤ C
∫
h≤|y|≤12 |x|
|x|α−n|y|−α−ndy +
∫
|y|≥12 |x|
|y|−2ndy ≤ C|x|−n
so that J ∈ L
n
α (Rn), and in particular Iαf ∈ L
n
α (B2h).
Consider now the case |x| ≥ 2h. From the Taylor’s formula in (92), we have, for all
m = 1, 2, ....n,
|x− y|α−n =
m−1∑
j=0
pj(x, y) +Rm(x, y), |y| ≤
1
2 |x| (113)
where for x 6= 0 pk(x, y) is a homogeneous polynomial of degree k in the y variable for
k ≤ m− 1, and such that estimates (95) hold. In particular,
|Rm(x, y)| ≤ C|x|
α−n−m, |y| ≤ h, |x| ≥ 2h. (114)
Now, let us write
(0, n) =
(
0,
n
2
)
∪
n⋃
m=1
[n+m− 1
2
,
n+m
2
)
so that for our given α either there is m = 1, ...., n such that n+m−1
2
≤ α < n+m
2
, or else
α < n2 in which case we let m = 0. Since f is orthogonal to polynomials of degree less
than α, we can write, with m chosen as above
Iαf(x) =
∫
R
n
Rm(x, y)f(y)dy =
∫
|y|≤h
+
∫
|y|≥h
:= J˜1f(x) + J˜2f(x).
Using (114) (recall that we are assuming |x| ≥ 2h)
|J˜1f(x)| ≤ C
∫
|y|≤h
|x|α−n−m|f(y)|dy ≤ C‖f‖n/α|x|α−n−m ∈ L
n
α (|x| ≥ 2h) (115)
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and using (95)
|J˜2f(x)| ≤ J˜(x) := C
∫
h≤|y|≤|x|/2
|Rm(x, y)||y|
−α−ndy
+ C
∫
|y|≥|x|/2
|Rm(x, y)||y|
−α−n ≤ C
∫
h≤|y|≤|x|/2
|x|α−n−m|y|m−n−αdy+
+ C
∫
|y|≥|x|/2
(
|x− y|α−n + |x|α−n
m−1∑
j=0
|x|−j|y|j
)
|y|−α−ndy
= C|x|−n + C|x|−n
∫
|y|≥1
2
(
|x∗ − y|α−n +
m−1∑
j=0
|y|j
)
|y|−α−ndy = C|x|−n ∈ L
n
α (|x| ≥ 2h)
(116)
(the function in y in the last integral is integrable around x∗ and at infinity). This settles
a).
To prove b) it is enough to show that if fk → 0 in L
n
α , with fk ∈ L
n
α (Rn) satisfying
i) and ii), then up to a subsequence Iαfk → 0 in L
n
α . With the above notation Iαfk =
J1fk + J2fk = J˜1fk + J˜2fk, a.e. We will prove that up to a subsequence J1fk → 0 and
J2fk → 0 in L
n
α (B2h), as well as J˜1fk → 0 and J˜2fk → 0 in L
n
α (|x| ≥ 2h).
Using (112), (115) we have
‖J1fk‖Ln/α(B2h) ≤ C‖fk‖n/α → 0, ‖J˜1fk‖Ln/α(|x|≥2h) ≤ C‖fk‖n/α → 0
which show that J1fk → 0 in L
n
α (B2h) and J˜1fk → 0 in L
n
α (|x| ≥ 2h).
On the other hand, |J2fk(x)| ≤ J(x) and |J˜2fk(x)| ≤ J˜(x) for a.e. x, and with
J, J˜ ∈ L
n
α (Rn). Passing to a subsequence fnk with fnk → 0 a.e., we apply the dominated
convergence theorem to deduce first that J2fnk → 0, and J˜2fnk → 0 a.e., and then again
to deduce that J2fnk → 0 in L
n
α (B2h) and J˜2fnk → 0 in L
n
α (|x| ≥ 2h).
To prove c), as in the proof of the sharpness statement of Theorem 5 consider the
space Pm of polynomials of degree up to m, with m < α ≤ m + 1, in the unit ball B1,
and with orthonormal basis {vk}
N
1 . Then v
R
k (x) = R
−n/2vk(x/R) defines an orthonormal
basis on the ball BR = B(0, R), and we let
fR = fχBR , f˜R = fR − χBR
N∑
k=1
vRk µ
R
k , µ
R
k =
∫
BR
vRk f.
Clearly f˜R is orthogonal to all polynomials of degree up to m and we also have, using ii),
|µRk | =
∣∣∣∣−
∫
|x|≥R
R−n/2vk(x/R)f(x)dx
∣∣∣∣ ≤ CR−n/2
∫
|x|≥R
|vk(x/R)||x|
−α−ndx
= R−α−n/2
∫
|x|≥1
|vk(x)|x|
−α−ndx ≤ CR−n/2−α
∫
|x|≥1
|x|m−α−n = CR−n/2−α.
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Hence, when h ≤ |x| ≤ R
|f˜R(x)| ≤ |f(x)|+ CR
−n−α ≤ C|x|−n−α
(since |vRk (x)| ≤ CR
−n/2 when |x| ≤ R), whereas f˜R(x) = 0 when |x| ≥ R. Finally,
fR → f in L
n
α , and using the estimate above we have |f˜R − fR| ≤ CχBRR
−n−α → 0 in
L
n
α .
This concludes the proof of Lemma 17, and therefore of (52) (by taking f = (−∆)
α
2 u),
and Theorem 7
///
8. Proof of Theorem 3.
In the case P = (−∆)
α
2 the inequalities (19) and (20) are direct consequences of the
corresponding inequalities in just Theorem 1 and Corollary 2, given the characterization
(14), and the fact that the inverse of (−∆)
α
2 is precisely cαIα.
In the remaining cases α is an integer, and we can assume that u ∈ C∞c (R
n).
If α < n is an odd integer, writing u = cα+1Iα+1(−∆)
α+1
2 u and integrating by parts
gives
u(x) = Jαf(x) =
∫
R
n
cα+1(n−α−1)|x−y|
α−n−1(x−y)·f(y)dy, f = ∇(−∆)
α−1
2 u. (117)
The kernel of Jα changes sign component-wise, however we will verify that the alternate
pointwise condition (47) of Theorem 5 holds, for our given f . Specifically, if J+α is the
potential with kernel cα+1(n − α − 1)|x − y|
α−n and f is as in (117), then we can prove
that for each a ∈ Rn
|Jαf(x)| = |u(x)| ≤ J
+
α |fχ|y−a|≤2|(x) + C‖Jαf‖n/α, |x− a| ≤ 1. (118)
It is enough to prove this for a = 0 on the function ua(x) = u(x − a), so WLOG we can
assume a = 0.
Indeed, pick any smooth φ ∈ C∞c (R
n) such that 0 ≤ |φ| ≤ 1 and
φ(y) =
{
1 if |y| ≤ 3
2
0 if |y| ≥ 2
and write, using Leibniz’s rule and integration by parts (differentiations are in the y vari-
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able),
u(x)φ(x) = Jα
(
∇∆
α−1
2 (uφ)
)
(x) =
∫
|y|≤2
cα+1∆|x− y|
α+1−n∆
α−1
2 (uφ)(y)dy
=
∫
|y|≤2
cα+1φ(y)∆|x− y|
α+1−n∆
α−1
2 u(y)dy+
+
∫
|y|≤2
cα+1∆|x− y|
α+1−n ∑
|k|+|h|≤a−1
|k|>0
bk,h,α(D
kφ)(Dhu)
= −
∫
|y|≤2
cα+1φ(y)∇|x− y|
α+1−n · ∇∆
α−1
2 u(y)dy−
−
∫
|y|≤2
cα+1
(
∇φ(y) · ∇|x− y|α+1−n
)
∆
α−1
2 u(y)dy+
+
∫
|y|≤2
cα+1
∑
|k|+|h|≤a−1
|k|>0
(−1)|h|bk,h,αDhy
(
∆|x− y|α+1−nDkyφ(y)
)
u(y)dy
where k = (k1, ..., kn), h = (h1, ..., hn) are multiindices, and the constants bk,h,α are so
that
∆
α−1
2 (uφ) =
∑
|k|+|h|≤α−1
bk,h,α(D
kφ)(Dhu).
With further integrations by parts we can write
u(x)φ(x) = −
∫
|y|≤2
cα+1φ(y)∇|x− y|
α+1−n · ∇∆
α−1
2 u(y)dy+
+
∑
0<|k|+|h|≤α+1
ck,h,α
∫
|y|≤2
(
Dhy |x− y|
α+1−nDkyφ(y)
)
u(y)dy
(119)
for some other coefficients ch,k,α. Note that the derivatives of the function φ in the second
term of (119) all have positive order. Now, for |k| > 0 we have suppDkφ ⊆ { 32 ≤ |y| ≤ 2},
and for any fixed x with |x| ≤ 1 the function y → |x− y|α+1−n is C∞ outside the ball of
radius 32 , so that for all such x
|u(x)| = |u(x)φ(x)| ≤
∫
|y|≤2
cα+1
∣∣∇|x− y|α+1−n∣∣ ∣∣∇∆α−12 u(y)∣∣dy + C ∫
3
2≤|y|≤2
|u(y)|dy
≤
∫
|y|≤2
cα+1(n− α − 1)||x− y|
α−n∣∣∇∆α−12 u(y)∣∣dy + C‖u‖n/α,
which is (118).
If P is an elliptic operator as in the statement, the inequalities follow from Theorem 5,
withK = gP as in (17), the homogeneous fundamental solution of P . We cannot guarantee
in general that gP does not change sign, however it is possible to show that (47) is true.
Indeed, we have that for f = Pu
|gP ∗ f(x)| = |u(x)| ≤ |gP | ∗ |fχ|y−a|≤2|(x) + C‖u‖n/α, |x− a| ≤ 1
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the proof of which is a repetition of the proof of (118), but using the operator P instead
of ∇∆
α+1
2 .
To prove that the exponential constant in (19) is sharp when P = (−∆)
α
2 , it is enough
to consider the functions uǫ = cαIαψǫ, where the ψǫ were constructed in the proof of the
sharpness statement in Theorem 5 . In the case α odd, we can take the same extremal
family {uǫ} ∈W
α,nα
0 (B(0, 1)) used in the original proof by Adams (see also [FM1] proof of
Theorem 6). Essentially, vǫ is a smoothing of the function

0 if |y| ≥ 3
4
log 1|y|n if 2ǫ ≤ |y| ≤
1
2
log 1ǫn if |y| ≤ ǫ
(120)
which satisfies
‖vǫ‖
n/α
n/α ≤ C2, ‖∇∆
α−1
2 vǫ‖
n/α
n/α = γ(P )
n−α
α log
1
ǫn
+O(1), (121)
(some constant C2 > 0) so that the exponential integral in (19) evaluated at the functions
uǫ :=
vǫ
(‖vǫ‖
n/α
n/α + ‖∇∆
α−1
2 vǫ‖
n/α
n/α)
α
n
(122)
can be made arbitrarily large if the exponential constant is larger than γ(P ).
To prove the sharpness of the exponential constant for P elliptic, it is enough to take
the family of functions uǫ = gP ∗ ψǫ.
The sharpness statements regarding (20) follow from the above results combined with
Lemma 9.
///
Remark. In [IMM] the sharpness of the exponential constant γ(P ) = π in the case
P = (−∆)
1
4 , n = 1, is proven in the form
sup
‖u‖22+‖(−∆)
1
4 u‖22≤1
∫
R
|u|a
(
eπu
2
− 1
)
dx = +∞, a > 2
and the authors ask whether the same statement holds for 0 < a ≤ 2. Our proof of
Theorem 3 shows a lot more than this, namely, if Φ : [0,∞) → [0,∞) is any measurable
function such that limt→+∞ Φ(t) = +∞, then, in the setting of Theorem 3, and using the
same extremal families,
sup
‖u‖n/α
n/α
+‖Pu‖n/α
n/α
≤1
∫
R
n
Φ(|u|) exp[nα−2]
[
γ(P )|u(x)|
n
n−α
]
dx = +∞ (123)
and a similar result hold for the general Adams inequalities in Theorem 5. In the case
P = (−∆)
α
2 the result above appears in a slightly stronger form in [Hy1, Thm. 1.1], where
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the extremal sequence in Wα,
n
α (Rn) vanishes outside a given fixed ball. The result in
[Hy1] is not stated on Rn, but it can be easily deduced for that case, using the exponential
regularization Lemma 9.
9. Proof of Corollary 4
This proof is identical to the one of Theorem 6, in the case K homogeneous. Given a
function u satisfying ‖u‖
qn/α
n/α + ‖∇
αu‖
qn/α
n/α ≤ 1, we consider the functions uλ(x) = u(λx),
for λ > 0, which, given the homogeneity of P , satisfy
‖uλ‖
n/α
n/α = λ
−n‖u‖n/αn/α, ‖Puλ‖n/α = ‖Pu‖n/α
and we choose λ = λ(θ) as we did in the proof of Theorem 6 to obtain inequality (49).
The proof of the sharpness statement follows directly from the corresponding state-
ment of Theorem 6 if P is scalar, since we can just take uθ = gP ∗ ψǫ,r with ψǫ,r as in
(108) and r, ǫ satisfying (109). If P is not scalar, namely P = ∇(−∆)
α−1
2 , then we can use
the following dilation argument, which works for the other P s as well. Take the functions
vǫ, uǫ constructed in the previous proof, which extremizes (19), and let vǫ,r(x) = vǫ(x/r).
Using (121) and letting
rn =
γ(P )
n−α
α
C2
(
log
1
ǫn
) 1
q′
, 1 < q ≤ ∞
(with C2 as in (121)) we have
‖vǫ,r‖n/α,q =
(
rnq‖vǫ‖
qn/α
n/α + ‖Pvǫ‖
qn/α
n/α
) α
qn
≤
(
rnqCq2 +
(
γ(P )
n−α
α log
1
ǫn
+ C
)q) αqn
≤ γ(P )
n−α
n
(
log
1
ǫn
)α
n
[(
rnC2
γ(P )
n−α
α log 1
ǫn
)q
+
(
1 +
C
γ(P )
n−α
α log 1
ǫn
)q] αqn
≤ γ(P )
n−α
n
(
log
1
ǫn
)α
n
(
1 +
C
log 1ǫn
)
,
and the same estimate holds for ‖vǫ,r}n/α,∞. If we let
uǫ,r =
vǫ,r
‖vǫ,r‖n/α,q
then ‖uǫ,r‖n/α,q = 1, and when |x| ≤ ǫ/2(
|vǫ(x)|
‖vǫ,r‖n/α,q
) n
n−α
=
(
log 1ǫn
) n
n−α
‖vǫ,r‖
n
n−α
n/α,q
≥
1
γ(P )
log
1
ǫn
− C
and the result follows from∫
E∩Bǫr/2
exp
[
θγ(P )|uǫ,r(x)|
n
n−α
]
dx = rn
∫
r−1(E∩Bǫr/2)
exp
[
θγ(P )
(
|vǫ(x)|
‖vǫ,r‖n/α,q
) n
n−α
]
dx
≥ Crnǫn(1−θ) = C(1− θ)
−1
q′ .
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if we choose ǫn = e−
1
1−θ .
///
10. Inequalities for more general Borel measures
The methods presented thus far allows us to obtain versions of the sharp inequalities
in this paper when the non-regularized exponential is integrated against a positive Borel
measure ν such that
ν
(
B(x, r)
)
≤ Qrσn, ∀x ∈ Rn, ∀r > 0 (124)
for some σ ∈ (0, 1], Q > 0. However, to pass from inequalities on sets of finite ν measure
to the whole of Rn, we cannot use the exponential regularization Lemma 9 as is, since we
are using two different measures in it. As will be apparent from the proof below, we need
to introduce some conditions at infinity satisfied by the measure ν, in order to regularize
the inequality on the whole space. It turns out that it is enough to ask that there are
r1, Q
′ > 0 such that
ν(E) ≤ Q′|E|, ∀E Borel measurable with E ⊆ {x : |x| ≥ r1}. (125)
This condition is equivalent to asking that, outside a fixed ball, ν is absolutely continuous
with respect to the Lebesgue measure, with bounded Radon-Nikodym derivative. An
example is the singular measure dν(x) = |x|(σ−1)ndx considered in [LL1], [LL2], [AY] and
other papers.
Theorem 18. Let ν be a positive Borel measure on Rn satisfying (124). If K is a non-
negative or nonpositive Riesz-like kernel, then there exists a constant C = C(α, n,K, σ,Q)
such that:
(a) For every measurable and compactly supported f : Rn → R such that
‖f‖
n/α
n/α + ‖Tf‖
n/α
n/α ≤ 1 (126)
and for all Borel measurable E ⊆ Rn with ν(E) <∞, we have
∫
E
exp
[
σ
Ag
|Tf(x)|
n
n−α
]
dν(x) ≤ C(1 + ν(E)), (127)
where Ag is as in (45). If in addition ν satisfies (125) then
∫
R
n
exp[nα−2]
[
σ
Ag
|Tf(x)|
n
n−α
]
dν(x) ≤ C. (128)
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(b) If P is one of the operators as in Theorem 3, then there is C = C(α, n, P, σ,Q) so that
for every u ∈Wα,
n
α (Rn) with
‖u‖
n/α
n/α + ‖Pu‖
n/α
n/α ≤ 1 (129)
and for all Borel measurable E ⊆ Rn with ν(E) <∞, we have
∫
E
exp
[
σγ(P )|u(x)|
n
n−α
]
dν(x) ≤ C(1 + ν(E)), (130)
where γ(P ) is as in (21), (22). If in addition ν satisfies (125) then
∫
R
n
exp[nα−2]
[
σγ(P )|u(x)|
n
n−α
]
dν(x) ≤ C. (131)
(c) If there exist x0, r0 such that ν(B(x0, r)) ≥ c1r
σn, for 0 < r < r0 with c1 > 0 then
the exponential constants in (128), (131) are sharp. If there exist x0, r0 such that
ν(E ∩ B(x0, r)) ≥ c1r
σn, for 0 < r < r0 with c1 > 0, then the exponential constants
in the above inequalities are sharp.
A word of caution: the measure ν in this theorem enters only in the integration of
the exponentials. The functions f, Iα ∗ f, u, |∇
αu| are still in L
n
α (Rn) with respect to the
Lebesgue measure.
Proof. The proofs of inequalities (127), (130) are identical to the corresponding ones
in Theorem 1 for the Lebesgue measure. The point is that the Adams inequality (44) in
Theorem 5 holds for the measure ν as above, with the constant Ag replaced by σ
−1Ag.
The procedure is exactly the same, except now instead of (53) we we use the following
version of the “local Adams inequality”
∫
E
exp
[
σ
Ag
|Tf(x)|
n
n−α
]
dν(x) ≤ C(1 + |F |)
(
1 + log+ |F |+ ν(E)
)
, (132)
which can be obtained by tracking the constants carefully in the proof given in [FM1,
Thm. 1] (See [FM4, Theorem 6]). Using (132) the entire proof given in Theorem 5 goes
through.
To deal with the (128), (131) we need to modify Lemma 9. For simplicity we only
prove (131) as the other inequality is completely similar. We assume condition (125) and
estimate ∫
R
n
exp[nα−2]
[
σγ(P )|u(x)|
n
n−α
]
dν(x) ≤
≤
∫
{u≥1}
exp
[
σγ(P )|u(x)|
n
n−α
]
dν(x) + eα
∫
{|u|≤1}
|u(x)|
n
α dν(x)
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now we have
ν{|u| ≥ 1} = ν
(
{|u| ≥ 1} ∩B(0, r1)
)
+ ν
(
{|u| ≥ 1} ∩B(0, r1)
c
)
≤ Qrσn1 +Q
′|{u ≥ 1}| ≤ C(1 + ‖u‖n/αn/α)
so that we can use (130) to estimate the exponential integral over the set {|u| ≥ 1}. Finally,∫
{|u|≤1}
|u(x)|
n
α dν(x) ≤ ν
(
B(0, r1)
)
+
∫
{|u|≤1}∩{|x|≥r1}
|u(x)|
n
α dν(x)
≤ Qrσn1 +Q
′
∫
{|u|≤1}
|u(x)|
n
α dx ≤ C(1 + ‖u‖
n/α
n/α) ≤ C.
The proof of the sharpness result is the same as the one in Theorem 5 and Theorem 3,
with the exception that this time ν(E ∩ Bǫ/3) ≥ c1ǫ
σn (using the notation in that proof,
where we are taking x0 = 0 and ǫ < r0).
///
11. A sharp Trudinger inequality on bounded domains
without boundary conditions
The next result has to do with smooth and bounded domains, so it is somewhat
unrelated to what we have done so far. We present it here since it is a nice and simple
application of Lemma 10.
The original embedding result due to Trudinger [Tr, Thm 2] (see also [Po], [Yu]),
states in particular that if Ω is open, bounded, and satisfies the cone condition, then for
some constants C, γ > 0∫
Ω
eγ|u(x)|
n
n−1
dx ≤ C, u ∈W 1,n(Ω), ‖u‖W 1,n ≤ 1 (133)
where ‖u‖W 1,n =
(
‖u‖nn + ‖∇u‖
n
n
)1/n
denotes the usual full norm in W 1,n(Ω). A version
of this result for the space Wα,
n
α (Ω) was given later by Strichartz [Str].
Sharp versions of (133) on smooth, connected, bounded domains Ω for functions
u ∈ Wα,
n
α (Ω) are only known for α = 1 [CY], [Ci2], and for α = 2, if Ω is a ball
[FM2]. In the case α = 1 Chang-Yang (n = 2) and Cianchi (any n ≥ 2) proved that there
is C such that∫
Ω
exp
[
2−
1
n−1 γ(∇)|u(x)− u|
n
n−1
]
dx ≤ C u ∈W 1,n(Ω), ‖∇u‖n ≤ 1, (134)
where u = |Ω|−1
∫
Ω
u, and γ(∇) = nω
1
n−1
n−1 is the sharp constant for the Moser-Trudinger
inequality on W 1,n0 (Ω), obtained in [Mo].
It is clear that some sort of normalization of u is needed, as in (134), if restrictions
are imposed only on the seminorm ‖∇u‖n. Hence, it makes sense to ask about a sharp
inequality under the full Sobolev norm condition ‖u‖nn+‖∇u‖
n
n ≤ 1, and with no additional
conditions on u, in the same spirit as in the original paper by Trudinger. As far as we know
no such result exists, however we prove here that it can be easily obtained by combining
the Chang-Yang-Cianchi results and Lemma 10.
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Theorem 19. If Ω is a smooth, connected and bounded open set in Rn, there exists a
constant C = C(Ω) such that
∫
Ω
exp
[
2−
1
n−1 γ(∇)|u(x)|
n
n−1
]
dx ≤ C (135)
for each u ∈W 1,n(Ω) with ‖u‖nn+‖∇u‖
n
n ≤ 1. Moreover the exponential constant is sharp.
Proof. In Lemma 10 take β′ = n, V = Z =
{
u ∈ W 1,n(Ω) :
∫
Ω
u = 0
}
, T the identity
on V , and p(u) = ‖∇u‖n. Then, using that
|u| ≤ |Ω|−
1
n ‖u‖n = |Ω|
− 1n
(
1− ‖∇u‖nn
) 1
n
we obtain, using Chang-Yang-Cianchi’s result together with (B) in Lemma 10
∫
Ω
exp
[
2−
1
n−1 γ(∇)|u(x)|
n
n−1
]
dx ≤
≤
∫
Ω
exp
[
2−
1
n−1 γ(∇)
(
|u(x)− u|+ |Ω|−
1
n
(
1− ‖∇u‖nn
) 1
n
) n
n−1
]
dx ≤ Ceγ(∇)(2|Ω|)
− 1
n−1
.
It is not hard to check that if 0 ∈ ∂Ω then the usual Moser sequence
uǫ(x) =


log 1ǫ if |x| < ǫ
log 1|x| if ǫ ≤ |x| < 1
0 if |x| ≥ 1
saturates the exponential constant in (135), arguing for example as in [F] pp. 451-453.
The point is that as ǫ→ 0 we have
‖uǫ‖
n
Ln(Ω) + ‖∇uǫ‖
n
Ln(Ω) ∼
1
2
‖uǫ‖
n
Ln(Rn) +
1
2
‖∇uǫ‖
n
Ln(Rn) ∼
1
2
‖∇uǫ‖
n
Ln(Rn) =
1
2
ωn−1 log
1
ǫ
.
///
We note that the results in [CY] and [Ci] were also obtained for smooth domains with
finitely many conical singularities, in which case the sharp constant is n(θΩ)
1
n−1 , where θΩ
is the minimum solid aperture of the cones at the singularities. Needless to say, a result
like Theorem 19 also holds under this more general situation, with the same sharp constant
n(θΩ)
1
n−1 .
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Note added in proof
Since this work was submitted, a new, very interesting paper by Masmoudi-Sani has
appeared [MS3]. In that paper the authors prove inequality (23) under condition (24) for
the operators ∇α, any α integer in (0, n). Their proof is a clever combination of two tools:
1) a sharp growth estimate similar to the ones used by the authors in [27], [29] but in the
context of second order borderline Lorentz-Sobolev spaces; 2) a sharp embedding estimate
for the borderline Sobolev space with Navier boundary conditions into the second order
borderline Lorentz-Sobolev space, which refines earlier work by Tarsi [Tar].
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