This paper presents a novel method for speech bandwidth extension (BWE) using deep structured neural networks. In order to utilize linguistic information during the prediction of high-frequency spectral components, the bottleneck (BN) features derived from a deep neural network (DNN)-based state classifier for narrowband speech are employed as auxiliary input. Furthermore, recurrent neural networks (RNNs) incorporating long short-term memory (LSTM) cells are adopted to model the complex mapping relationship between the feature sequences describing low-frequency and high-frequency spectra. Experimental results show that the BWE method proposed in this paper can achieve better performance than the conventional method based on Gaussian mixture models (GMMs) and the state-of-the-art approach based on DNNs in both objective and subjective tests.
Introduction
The bandwidth of speech signal in the existing public switching telephone network (PSTN) is less than 4kHz. The absence of high-frequency component leads to degraded speech quality and intelligibility compared with its wideband counterpart. Therefore, the speech bandwidth extension (BWE) technology has been studied in order to improve the quality and intelligibility of narrowband speech by restoring its missing highfrequency component.
Various algorithms have been proposed for the BWE task during last decades including some simple methods such as codebook mapping [1] , linear mapping [2] and rule-based spectrum folding, and some more complicated statistical approaches using GMMs [3, 4, 5] and hidden Markov models (HMMs) [6, 7, 8] . Nevertheless, these methods usually employ lowdimensional spectral features such as line spectral pairs or melcepstral coefficients for spectral representation, which fail to represent the details of spectral envelopes. These methods also suffer from the over-smoothing effect and muffled speech quality due to inaccurate acoustic modeling.
Recently, deep learning has emerged as a new branch of machine learning. In contrast to the conventional acoustic modeling methods, deep learning techniques have significantly improved the naturalness, intelligibility and quality of the generated speech in various speech generation tasks, such as speech enhancement, voice conversion and text-to-speech synthesis [9] . Different kinds of stochastic neural networks such as restricted Boltzmann machines (RBMs), bidirectional associative memories [10] and DNNs with different structures [10, 11, 12, 13, 14] have also been utilized in BWE to replace GMMs or HMMs to model the sophisticated and non-linear mapping relationship from low-frequency speech parameters to high-frequency ones. Because DNNs have better ability of modeling high-dimensional observations with crossdimension correlations, these methods can use the raw and highdimensional spectral envelopes or magnitude spectra directly rather than their low-dimensional derivatives. Therefore, more spectral details can be preserved when reconstructing highfrequency spectra. The experimental results of previous work [10, 11, 12, 13] have shown that DNN-based BWE methods can effectively alleviate the over-smoothing effect and improve the quality of BWE outputs compared with GMM-based ones.
Existing BWE approaches including the DNN-based ones focus on modeling the intrinsic correlation or mapping relationship between the acoustic parameters of the input narrowband speech and the missing high-frequency component. The linguistic information that the input narrowband speech contains is always ignored during BWE. However, the characteristics and energy distributions of high-frequency spectra are intrinsically phone-dependent. Such linguistic information could be beneficial to the reconstruction of high-frequency spectral components. Therefore the BN features [15] generated from a DNN-based state classifier for narrowband speech are employed to improve the performance of the DNN-based BWE approach in this paper. The BN features can be regarded as a compact representation of the linguistic information extracted from the input narrowband speech. Meanwhile, motivated by the success of RNNs in speech generation tasks such as text-to-speech synthesis [16, 17] , deep RNNs with stacked layers of LSTM cells [18] are adopted to model the temporal dependencies among the sequences of low-frequency and high-frequency spectral features. RNNs are also expected to alleviate the discontinuity due to the frame-independent mapping functions in feed-forward DNNs. Experimental results demonstrate that the proposed BWE approach outperforms the conventional DNN-based one in both objective and subjective evaluations. This paper is organized as follows. In Section 2, the conventional DNN-based BWE approach is briefly reviewed. Section 3 describes the BN features and RNNs with LSTM cells utilized in this paper. Section 4 introduces our proposed methods in detail. Section 5 presents the experimental results and conclusions are drawn in Section 6. Figure 1 : Block diagram of the DNN-based approach, where HF and LPS stand for "high-frequency" and "log power spectra" respectively.
wideband speech. The flowchart of the DNN-based BWE framework is shown in Figure 1 . At training phase, the parallel narrowband speech was generated by down-sampling the wideband speech in training database through a lowpass filter as illustrated in Figure 1 . Log power spectra derived from the short time Fourier transform (STFT) [19] of narrowband speech and its corresponding high-frequency components were extracted respectively. A regression DNN was then estimated to map the spectral features of the narrowband speech towards the ones of the high-frequency band frame-by-frame. During the DNN training procedure, unsupervised pre-training by stacking multiple RBMs was first performed [20] . Then the supervised back-propagation algorithm [21] was conducted to fine-tune the DNN parameters under minimum mean squared error (MMSE) criterion. At the stage of restoration, the log power spectra of wideband speech were reconstructed by concatenating the input log power spectra of narrowband speech and the high-frequency log power spectra predicted using the trained DNN. The phase spectra of wideband speech was roughly estimated from the phase spectra of narrowband speech by mirror inversion. Finally, inverse FFT (IFFT) and overlap-add (OLA) algorithm were conducted to reconstruct the wideband waveforms according to the extended magnitude and phase spectra.
BN features and deep RNNs

BN features
Bottleneck features were initially proposed for automatic speech recognition [15, 22, 23] . They are extracted using a specially structured DNN as depicted in Figure 2 , which contains a narrow bottleneck layer with smaller number of hidden units compared to the size of other hidden layers. The inputs to this neural network are acoustic features such as mel-frequency cepstral coefficients (MFCCs) and the output layer estimates the posterior probability of HMM states. After the DNN is trained using cross-entropy (CE) criterion, it acts as a BN feature extractor by removing the network parameters from the BN layer to the output layer. The bottleneck layer produces a constriction in the neural network and converts the input information pertinent to the classification of HMM states into a low-dimensional representation. Therefore, BN features can be regarded as a compact, flexible, and non-linear representation of both acoustic and linguistic information [15] . Some similar BN features extracted from regression DNNs have also been utilized in statistical speech synthesis [24, 25] . 
Deep RNNs with LSTM cells
A recurrent neural network (RNN) is a dynamic neural network where there are cyclical connections among hidden nodes, which is different from feed-forward neural networks. Benefiting from such recurrent connections, the output vector can not only depend on current input vector but also on the history of input vector sequence. RNNs provide better ability of processing dynamic and temporal information than DNNs. Therefore, they are suitable for modeling speech signals and generating acoustic features [16, 17] . For a regression RNN with only one layer of hidden units, given the input vector 
Its parameter set can be estimated from training data using backpropagation through time (BPTT) algorithm [26] . The activation function H in RNNs is conventionally set as a hyperbolic tangent or a sigmoid function. However, training such conventional RNNs is quite difficult due to the problem of exploding and vanishing gradients when the error is backpropagated through multiple number of layers and time steps [27] . The LSTM architecture [18] as illustrated in Figure 3 has been proposed to address this issue. An LSTM cell is a complex hidden unit accomplished with gating structure. The information flow transmitting iteratively through the network is controlled by the input gate, forget gate, output gate and the cell memory state. Therefore, an RNN using LSTM cells is capable of remembering the information from a long span of time steps. For an LSTM-based RNN, the activation function H is implemented according to the following equations
c t = ft * ct−1 + it * tanh(Wxcxt + W hc ht−1 + bc), (6) where σ is the sigmoid function, * denotes an element-wise multiplication, i, f, o and c are the input gate, forget gate, output gate and cell memory respectively.
BWE using BN features and DRNNs
Our proposed BWE method using BN features and DRNNs follows the framework similar to the DNN-based one shown in Figure 1 . However, the procedures of narrowband feature extraction and neural network training are different from the baseline DNN-based method as shown in Figure 4 . At first, a DNN model with a BN layer for HMM state classification is constructed using a multi-speaker database of narrowband speech with corresponding transcriptions. At the training stage of this DNN, the input features are multi-frame MFCCs and the target outputs are HMM state labels generated by forced alignment using trained GMM-HMM models. After the DNN is well-trained based on CE criterion, it is utilized to form a BN feature extractor and to extract BN feature vectors for all frames of narrowband speech in the training corpus.
Then at frame t, the extracted narrowband BN feature x bn t and the narrowband log power spectrum x ] . The log power spectrum is calculated as the logarithmic magnitude spectrum derived from STFT analysis on speech waveforms. xt acts as an improved input to predict the output feature yt = y lps t , which is the high-frequency band of the log power spectrum at the tth frame of wideband speech. Comparing with conventional narrowband log power spectra, the proposed input feature vectors include not only acoustic information but also linguistic information embedded in the BN features. The extra linguistic information is expected to be beneficial to the reconstruction of high-frequency component in BWE systems.
A deep RNN (DRNN) with multiple layers of LSTM cells is utilized in this paper to model the temporal mapping relationship from the input narrowband feature sequence x = [x 1, x2, · · · , xT ] toward the output high-frequency feature sequence y = [y1, y2, · · · , yT ] as shown in Figure 4 . For DRNN training, BPTT algorithm is applied to minimize the mean square error (MSE) between the prediction outputs and the target spectra extracted from training data. At the stage of restoration, the missing high-frequency spectra can be generated sequentially from the sequence of BN features and low power spectra extracted from the input narrowband speech. Given the reconstructed wideband log power spectra, the wideband speech can be generated following the phase generation, IFFT and OLA processes shown in Figure 1 .
Experiments
Experimental setup
The TIMIT database [28] , which contained English speech from multi-speakers sampled at 16kHz with 16 bits resolution, was adopted in our experiments. 3696 utterances were chosen to construct the training set and 1152 utterances were selected as the validation set for model choosing. 192 utterances from the speakers not included in the training set were used as the test set to evaluate the performance of different BWE methods. Parallel narrowband speech at 8kHz was produced by down-sampling the wideband speech at 16kHz in our experiments.
Five BWE systems were constructed using the training dataset for experiments, including:
• GMM: The conventional GMM-based method [3] , where the spectra prediction was conducted based on MMSE criterion and the number of mixtures was tuned to be 256 by informal listening tests;
• DNN: The DNN-based method without BN features;
• DNN-BN: The proposed DNN-based method, where log power spectra and BN features were used as inputs;
• DRNN: The proposed DRNN-based method without BN features;
• DRNN-BN: The proposed method using DRNN and BN features.
For extracting log power spectra in all these five systems, the window size of STFT was 320 samples with a shift of 160 samples on the wideband speech, and the narrowband speech took a window size of 160 samples with a shift of 80 samples for consistent frequency resolution. For constructing the BN feature extractor, 11-frames of 39-dimensional narrowband MFCCs were used as the input to a DNN classifier and the output was the posterior probability of 183 HMM states for 61 monophones. The DNN had 6 hidden layers where there were 100 hidden units at the BN layer and 1024 hidden units at other hidden layers. The BN layer was placed on the fifth hidden layer, which was close to the output layer for capturing more linguistic information. According to the MSEs on the validation set for different systems shown in Figure 5 , the numbers of hidden layers and hidden units in each hidden layer were set to 5 and 512 in the DNN system. The DNN-BN, DRNN, DRNN-BN systems employed the identical network configuration with 4 hidden layers and 1024 hidden units. 
Objective evaluation
The log-spectral distortion (LSD) between the reconstructed wideband speech and the original natural wideband speech is used as the objective quality measure in our experiment. The LSD in dB is defined by
where LS tk and LŜ tk are the log-spectra of natural speech and generated speech at frame t and frequency point k respectively; N is the number of FFT for spectral analysis. Table 1 lists the LSD results of the reconstructed wideband speech in the test set for different BWE systems. The experiment results indicate that all the proposed methods outperformed the conventional GMM-based method and the baseline DNN-based method. The LSDs of the DRNN-based systems were smaller than the DNNbased systems. The DRNN-BN system achieved the lowest LSD. The results also demonstrate that BN features can help reduce the error of predicting high-frequency spectra, and such improvement is more significant for the DNN-based approach than for the DRNN-based approach. of generated wideband speech was evaluated in random order by 20 English native listeners. The listeners were required to identify which sentence in each pair sounded better in speech quality. 1 The preference scores of these listening tests are exhibited in Figure 6 with the p-values from t-test. These results demonstrate the DNN-based BWE approach outperformed the conventional method based on GMMs, and the three proposed systems acquired better preference scores than the DNN system. The subjective results are also consistent with the objective LSD performance. The superiority of the DRNN system over the DNN system indicates DRNNs are better than DNNs when modeling the mapping relationship between two feature sequences in the BWE task. The comparison between the DNN-BN and DNN systems shows that the BN features are effective to improve the speech quality of reconstructed wideband speech. The proposed DRNN-BN system took advantages of both DRNNs and BN features and achieved the most significant improvement compared with the baseline DNN-based approach. However, the difference between the DRNN-BN and DRNN systems are insignificant, which demonstrates the effect of using BN features was decreased when RNNs were adopted for sequence modeling.
Subjective evaluation
Conclusions
In this paper, we have proposed a method of using BN features and DRNNs for speech bandwidth extension. Compared with the baseline DNN-based BWE method, employing BN features as input can introduce additional linguistic information into the prediction of high-frequency spectra. DRNNs are good at modeling the temporal dependency and mapping relationship between the acoustic feature sequences corresponding to narrowband speech and high-frequency component. Objective and subjective experimental results show that the proposed method achieved lower LSDs and better preference scores than the DNN-based method. Some other neural networks with more complex structures such as bidirectional DRNNs and hybrid DNN-RNN models will be investigated for BWE in the future. 
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