Abstract-In a recent paper, we proposed a system identification method for constructing reduced-order models for the electromechanical dynamics of large power systems, divided into multiple coherent clusters, using Synchrophasors. Every cluster in the actual model was represented as an aggregate generator in the reduced-order model. An aggregate network graph connected one aggregate generator to another. In this paper, we extend this identification approach to differential-algebraic (DAE) models. First, every cluster is associated with a unique terminal bus, referred to as the pilot bus, that couples its internal network to the rest of the system. The proposed algorithm uses Synchrophasor measurements from the pilot buses to identify the dynamic model of the aggregate generator for each cluster using nonlinear least squares while retaining the identity of all the pilot buses. The resulting reduced-order model is in the form of a nonlinear electric circuit described by aggregate differential and algebraic equations. We illustrate our results using two case studies, one for the IEEE 9-bus power system and another for the IEEE 39-bus power system. We also discuss how these reduced-order DAE models may be useful for designing shunt controllers at the pilot buses by using Synchrophasor feedback.
I. INTRODUCTION

M
ODEL reduction using coherency and aggregation has served as one of the most fundamental tools for power system monitoring and control for decades [1] . Coherency refers to the property of power systems where synchronous generators located in close proximity often swing in sync with each other at fast frequencies, forming groups in quasi-steady state. The groups, which can then be perceived as aggregate generators, swing with each other at slower frequencies, and finally come to a global sync state for the entire system. Aggregation refers to the construction of these aggregate generators that represent the slow time-scale dynamics of the network. It reduces the computational complexity of solving thousands of nonlinear equations in power systems stability analysis, and still finds wide applications in both small-signal and transient stability assessment [2] - [5] . The fundamental approach for aggregation is model-based, meaning that one must know the exact models of S. Nabavi is with the New York Power Authority, White Plains, NY 10601 USA (e-mail: seyedbehzad.nabavi@nypa.gov).
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Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org Digital Object Identifier 10.1109/TPWRS.2016.2554154 the individual generators, transmission lines, and loads in the original network in order to construct the aggregate or equivalent model. With the increasing number of high-resolution sensors such as Phasor Measurement Units (PMUs) in the grid, however, operators are gradually inclining more towards measurement based techniques for aggregation instead of the traditional model-based approaches [6] . With this objective in mind, in our recent paper [7] we developed an identification algorithm by which reduced-order aggregate models of power systems, divided into multiple coherent clusters, can be constructed using PMU data from different parts of the grid. A cluster in the original full-order model was represented as an aggregate generator in the reduced-order model. An aggregate network graph connected one aggregate generator to another. The goal there was to estimate the topology of the reduced-order system as a result of which the model was identified directly in the Kronreduced state-space form. As a result, the identity of every bus in the full-order model was lost in the reduced-order model. Such a loss is permissible if one wishes to use the reduced-order model only for estimating oscillation modes and mode shapes, i.e., the eigenvalues and eigenvectors of the state matrix, or to assess small-signal stability. But unfortunately these models are not very useful for the purpose of controller design as there is no well-defined way to implement a controller in the original system from a reduced-order model that does not preserve the identities of its buses. In this paper we bridge this gap by proposing a system identification algorithm that estimates coherency-based reduced-order models while preserving the identities of a specific set of buses from the original power system. The identified model, unlike [7] , is in the form of a structured electric circuit described by nonlinear differential-algebraic equations (DAE). We consider the original network to be divided into r non-overlapping coherent areas. Each Area k is characterized by a unique set of m k generators and a unique set of n k buses. A subset of these n k buses, referred to as boundary buses, is defined as the set of all buses in Area k that are the end-points of tie-lines connecting this area to buses outside this area. We first aggregate the boundary buses of every area to form a single equivalent pilot bus, whose voltages and injected currents can be calculated from the PMUs installed at the boundary buses. Using the fact that coherency leads to a time-scale separation in the time response of this model, we apply modal decomposition methods to extract the slow timescale components of these voltages and currents, and use them to identify the parameters of the reduced-order DAE model via nonlinear least squares.
The fundamental approach of our method falls in the category of structured identification where the structure follows from the constraints for retaining the identity of pilot buses. Examples of structured identification have been presented recently in [8] - [10] . The model in [8] , however, is based only on steady-state power flows, and does not consider any dynamics. The model in [9] captures dynamics, but does not consider model reduction. The model in [10] considers dynamic equivalencing, but is not based on coherency. Our approach is fundamentally different than all of these results as the DAE representation of our equivalent model forces us to retain the nonlinearity of the generator dynamics. We also discuss how the identified DAE model can be used for designing wide-area shunt controllers such as Static VAR Compensators (SVC) to damp inter-area oscillations, and how this controller can be finally mapped back to the full-order network for implementation [11] . The main innovation of the paper, therefore, lies in the construction of the unique pilot bus representing every area, in respecting the nonlinearity of the reduced-order model, and in retaining its algebraic structure to facilitate control.
The remainder of the paper is organized as follows. Section II formulates the problem of the structured DAE model identification. Section III states the fundamental definition of the reducedorder model under question. Section IV describes the different steps of system identification for the reduced-order model parameters. Section V and VI illustrate the results through two case studies of IEEE 9-bus and IEEE 39-bus power system models. Section VII presents a brief note on how the DAE model can be used for control design. Section VIII concludes the paper.
II. PROBLEM FORMULATION
Consider a power system network consisting of n generator buses and n l load buses connected by a given topology. Assume buses 1 through n to be the generator buses and buses n + 1 through n + n l to be the load buses. The electromechanical swing dynamic for the ith generator are given by the differential equationsδ
for generator i = 1, . . . , n, while the bus power flows are given by the algebraic equations
for bus j = 1, . . . , n + n l . All the power flows are nonlinear functions of the machine states [15] . Equations (1)- (2) constitute the DAE model for the network. Here, δ i (t), ω i (t), M i , D i , P m i , P e i (t), Q e i (t) denote the rotor angle, speed, inertia, damping, mechanical power, the active, and the reactive electrical power produced by generator i, respectively. (P j (t), Q j (t)) and (P L j (t), Q L j (t)) denote, respectively, the total active and reactive powers injected to the jth bus from other buses of the network, and the active and reactive powers of the loads at the jth bus, while ω s = 120π rad/s is the synchronous frequency. Let S denote a set of bus indices where PMUs are placed so that the output equation can be written as Here,Ṽ j (t) := V j (t)∠θ j (t) denotes the voltage of the jth bus, I l,j (t) := I l,j (t)∠φ l,j (t) denotes the current through the line connecting buses l and j, and N j is the set of all buses that are connected to the jth bus. All of these quantities are available over time when a PMU is installed at the jth bus. It is assumed that the power grid is divided into r nonoverlapping coherent areas containing the n generators, and some PQ buses and transmission lines connecting these r coherent areas as shown in Fig. 1(a) . Each Area k is characterized by a unique set of m k generators and a unique set of n k buses. A subset of these n k buses, are referred to as boundary buses if any tie-line radiating from these buses connects Area k to a bus that does not belong to Area k. This set is denoted by B k . For our problem, we need the boundary buses of all areas to be equipped with PMUs. Hence, from this point onward we assume
In the reduced-order representation of this r-area network, each set of boundary buses B k , k = 1, . . . , r, are reduced to a single bus, referred to as a pilot bus of Area k. Assuming all the generators in each area to be coherent, this area is represented by a single equivalent generator behind the kth pilot bus. The kth equivalent generator is modeled by an equivalent DAE similar to (1) as:δ
with P s e k
(t), denote the internal angle, speed, inertia, damping, mechanical power, active, and reactive electrical power produced by the kth equivalent generator, respectively, and
(t) denote the active and reactive powers injected to the kth pilot bus from other pilot buses, and the active and reactive powers of the loads at the kth pilot bus, respectively. For example, consider the 4-area power system in Fig. 1(a) . The buses shown in red in each area denote their boundary buses. The structured reduced-order model of this network is shown in Fig. 1 as shown in Fig. 1(b) . Moreover, every pilot bus now has an equivalent shunt load impedance z Lk associated with it, as shown in the figure. Behind every pilot bus, lies the equivalent circuit representation of its respective area. The kth equivalent generator is assumed to be connected to its respective pilot bus through an equivalent impedance (r
The voltage and injected current from the generator to the kth pilot bus are denoted byṼ
respectively, whose precise definition will be given in Section IV.
The main problem to be solved can then be stated as follows:
Consider S to be defined as in (4). Using the measured values of y j (t) in (3) available from PMUs following a disturbance, sampled at time
We solve this problem via the steps described in Section IV. It should be noted that in practice it is not necessary to have a PMU at every boundary bus itself. As long as the voltage and currents at the boundary buses are 'observable' from the PMUs located inside an area, our proposed identification method will be valid.
III. FUNDAMENTAL APPROACH
Before delving into the actual identification algorithm, we wish to clarify the definition of our reduced-order model (5) . Consider the swing equations of the full-order model (1), and
T , and Δδ(t) be a small-signal perturbation of δ(t) over any equilibrium point. Next, define two variables for each coherent area of this network: (1) a local variable
, where the double-subscript ij specifies the ith machine in the jth area, and n j is the number of machines in the jth area; (2) a local variable z ij := Δδ ij − Δδ 1j , where, again, i refers to the machine index, and j refers to the area index, and the first machine of any area is chosen as a reference machine [1] . Stack these variables respectively into vectors y and z (for details please see [1] ). Following these definitions one can define a similarity transformation
such that (1) can be represented in the singular perturbation form:ÿ
where, ∈ (0, 1] and d ∈ (0, 1] are two small clustering parameters that decide the relative slowness of the trajectory y(t) with respect to the trajectory z(t). The exact expressions for C, D, A 11 , A 12 , A 21 , A 22 , , and d can be found in [1] . We skip them here for brevity. Let the solution of (7a) be denoted by y E (t). The definition of our proposed reduced-order model (5) is then based on the requirement that its state response must satisfy
where
r is a small-signal perturbation about a consistent equilibrium. Alternatively, as shown in Theorem 1 of [1] , (8) also implies that Δδ s (t) contains r − 1 dominant eigenvalues of (7), which makes it comparable to the slow response of y E (t). This spectral separation property will be the fundamental tool by which we will identify the model parameters of (5) by using output measurements from (1).
IV. PROPOSED STRUCTURED IDENTIFICATION
A. Step 1-Constructing an Equivalent Pilot Bus for Each Area
The first step in constructing the structured equivalent network is to aggregate the boundary buses in B k to form an equivalent pilot bus. The basic logic is that the net injecting current/power to this equivalent pilot bus should be equal to the summation of the currents/powers injecting to the individual boundary buses belonging to B k . Therefore, the total injected current and the voltage phasors of B k , denoted respectively bỹ I p k (t) andṼ p k (t), are defined as follows:
where the superscript ( * ) denotes the complex conjugate, and The idea is shown in Fig. 2 . We next describe how to find the pilot bus voltages and currents (Ṽ
, by extracting the slow time-scale motions of (Ṽ p k (t),Ĩ p k (t)).
B. Step 2-Extracting (Ṽ
We assume that the disturbance is rich enough (persistently exciting) to excite all the dominant slow oscillation modes of (1). From (5) it follows that the time response of the reduced-order network of Fig. 1(b) is only based on the slow time-scale motion of the full-order system (1). In other words, the voltage and the injected current phasors of the kth equivalent pilot bus in the reduced-order model are the slow time-scale motions ofṼ
, and φ p k (t) from (9), we next construct their respective slow time-scale motions using modal decomposition techniques.
As shown in [12] , the Normal Form solution of δ i (t), i = 1, . . . , n, from the nonlinear model (1) can be written as
where λ l , l = 1, . . . , 2n, are the eigenvalues of the linearized state matrix of (1), and the coefficients ρ il and ρ ik l denote the residues of the first-order and second-order modes of δ i (t). This form can be derived under appropriate conditions for any nonlinear model, and the solution is approximate. Reference [12] comments on the appropriateness of this form for power systems. We next sort λ l based on the magnitude of their frequencies (i.e., imaginary part) as:
The grouping effect of coherent generators eliminates the fast frequencies in the reduced-order system shown in Fig 1(b) [1] . Therefore, from the assumption of the coherency, it follows that the modal content of the δ s k (t) from the nonlinear model (5) will be given in terms of λ l , l = 1, . . . , 2r. Hence, we may write:
Since V s p k (t) is one of the outputs of the state-space model of (5), its modal decomposition can be written as: where the coefficients α kl and α klj denote the residues of the first-order and second-order modes of V
where N is the number of identified modes. The values of β kl and γ l , for l = 1, . . . , N, will follow from a modal decomposition algorithm such as Prony, ERA, and MFRA [13] , to name a few. Assuming a lower and upper bound for the frequencies of slow time-scale motion (0.1 and 1 Hz in our simulations), we retain only those modal components in (14) (t) can be constructed similarly. Fig. 2 shows the use of these slow components to construct the variables at the kth pilot bus. These components will be used next to estimate the model parameters of interest.
Note: Purely nonlinear identification techniques such as those reported in [14] can also be used for constructingV p k (t) from the PMU measurements of pilot bus voltages. However, given that the primary objective of constructing the reduced-order model is to facilitate damping control designs, linear approximations such as (14) are sufficient for this purpose.
C. Step 3-Estimation of Intra-Area Parameters
As mentioned earlier, each area is modeled with an equivalent classical generator with parameters including the transient reactance 
For all measurement instances t 0 , . . . , t m , we define the following quantities:
. . . (t) at every time t = t 0 , . . . , t m . The estimation of the model parameters of an aggregate generator can, therefore, be done in a completely decentralized fashion using the measurements from that particular area only, without depending on measurements from any other area.
D. Step 4-Estimation of Inter-Area Impedance z s ij
Finally, we estimate the inter-area admittances using the values ofṼ 
where Y s is the (r × r) admittance matrix for the network contained between the r equivalent pilot buses, as in Fig. 1(b) . Considering the time instances of the PMU data samples at t = t 1 , . . . , t m , (18) can be written as 
where 
Remark 1:
Note that depending on the initial operating conditions and the type, time, and duration of an event, the dominant inter-area mode(s) of an actual power system may be different from one event to another. As a result, the identified DAE model may also vary from time to time, and hence they should be updated by the system operator every 15 to 20 min with latest PMU measurements. Our practical experience with PMU data from the US west coast grid, however, shows that these variations are typically limited to only 5% to 10% around a nominal model. Furthermore, the predictive capability of the reducedorder model (5) can be best assessed when the disturbance in the original network can be accurately modeled as an impulse function or an equivalent shift in the initial conditions for the voltage, current and frequency phasors at the pilot buses. If a disturbance results in a major loss of generation or load, or even a significant part of a major transmission line, then it is advisable to update the model parameters of the area where the disturbance occurs rather than using the previous model for prediction.
V. VALIDATION OF RESULTS
We first apply our method as a proof-of-concept for a relatively small system such as the 3-generator 9-bus model of the US western electricity coordinating council (WECC), as shown in Fig. 4 [15] . We choose this model because it is already an aggregate representation of the WECC system, and therefore, is well-suited for the purpose of validating our results. Buses 1, 2, and 3 are treated as the pilot buses, and are assumed to be equipped with PMUs. Classical models of synchronous generators are considered. The inertias and damping factors of the generators are indicated in Fig. 4 . The PMU measurements are generated using Power System Toolbox (PST) nonlinear dynamics simulation routine s_simu. The sampling rate is considered to be 60 samples/s. A three-phase fault is assumed to occur at the line connecting buses 6 and 7. The fault starts at t = 0.1 s, clears at bus 6 at t = 0.15 s and at bus 7 at t = 0.2 s.
A. Estimation of Inter-Area Parameters
Since this model is already in a reduced-order form with a unique pilot bus for each area, we skip Steps 1 and 2 of the proposed identification method. We first estimate the values of Table I and compared with their actual values. All the relative estimation errors in Table I are less than 2%.
B. Identification of Inter-Area Impedances
Using the measurements of voltage and current phasors available at buses 1, 2, and 3, we next estimate the matrix Y s using (20). The resulting Y s matrix is shown in the equation at the bottom of the page. From Y s , we calculate the inter-area tie-line impedances as follows: z 12 = −0.0319 + j0.4352 (pu), z 13 = 0.0128 + j0.4444 (pu), and z 23 = 0.1055 + j2.4641 (pu). It should be noted that the value of r 12 is negative. This happens due to the loads in the system, which are here modeled as constant impedance loads. This can be justified by setting the load to zero for the same system, and observing that all resistance values will be non-negative. The plot of the residual error for Y s is shown in Fig. 5 . The error shown in this figure is the relative error of the LS formulation (20), which is calculated as
The relative error verifies the accuracy of the estimated Y s .
VI. CASE STUDY FOR IEEE 39-BUS SYSTEM
We next consider the IEEE 39-bus model divided into four areas as shown in Fig. 6 . The original system is modified by removing the line connecting buses 16 and 17 to improve the coherency property of the model. The generator partitioning is chosen based on the similarity of the angles and frequencies. As shown in Fig. 6 , each area is characterized by a set of pilot buses. Area 1 only includes G 1 and the pilot bus 1. Area 2 consists of G 2 and G 3 with two pilot buses 30 and 35. includes G 8 -G 10 with two pilot buses 26 and 31. As shown in the figure, PMUs are installed at all pilot buses. A three-phase fault occurs at the line connecting buses 33 and 34. The fault starts at t = 0.01 sec and clears at bus 33 at t = 0.02 sec and at bus 34 at t = 0.04 sec. Fig. 7 shows the trajectories of V i and θ i at the PMU buses. The simulated measurements are obtained using PST nonlinear dynamics simulation routine s_simu and the data file datane.m. The sampling rate is considered to be 60 samples/second. We also add an additive Gaussian noise with zero mean and standard deviation of 10 −4 (per unit) for voltage magnitudes, and 2 × 10 −2 (deg) for phase angles. The resulting total vector error (TVE) following [16] was computed as 0.63%, which is less than the 1% threshold used in typical applications. The 'only magnitude error' was computed to be 0.58%, and the 'only angle error' was computed to be 0.073 degrees, which is equal to 0.17% TVE, both of which are within the current IEEE C37.118 specifications.
Considering the structure of this network, we next show how to identify the structured topology of its reduced-order network based on the approach described in Section IV.
A. CalculatingV
We first aggregate the boundary buses of each of the areas shown in Fig. 6 to form a single equivalent pilot bus as described in Step 1 of Section IV. For this, we calculate the values ofṼ p k (t) andĨ p k (t) in (9) for k = 1, . . . , 4. We wait for 0.5 seconds for the sub-transient responses seen in Fig. 7 to be over. Thereafter, we apply the ERA method to the remaining part of V p k (t) andĨ p k (t), and retain only the modes in the range of [0.1 1] Hz as discussed in Step 2 of Section IV. Table II lists the identified modes ofṼ p k (t),Ĩ p k (t) in this frequency range. The eigenvalues shown in boldface belong to the set of first-order electromechanical modes. The remaining eigenvalues are either higher-order modes or non electromechanical. The estimates of the electro-mechanical frequencies are next validated against those obtained using the inertial aggregation method proposed in [1] . These estimates were, respectively, obtained as 0.48 Hz, 0.81 Hz, and 1.01 Hz, correct up to second place of decimal. The second column of Table II for these three modes clearly show the closeness of our estimates to the model based approach. Fig. 8 compares V p k (t) and θ p k (t) with the resultingV
. This figure shows a very interesting observation that although the actual bus voltages (Ṽ j (t), j ∈ S) have both fast and slow modes, the construction of V p k (t) and θ p k (t) as in (9b) has an inherent tendency to filter-out the fast modes. That is, the voltages resulting from (9b), even without filtering, are a very good approximation of the pilot bus voltages. Table III .
Next, we estimate δ s k (t) for the four equivalent generators from (15) using the estimated values of the impedances shown in Table III . Fig. 9 compares the estimated Δδ Table III . 
D. Identification of the Inter-Area Impedances
We finally identify the matrix Y s := B s + jG s using (20) as: 
The plot of the estimation error for (22) is shown in Fig. 11 . This figure verifies the accuracy of the estimated Y s in (22). The identified structured topology corresponding to Fig. 6 is shown in Fig. 12 .
E. Predictive Capability of the Reduced-Order Model
To further validate the identified DAE model of Fig. 12 , we investigate how it can predict the response of the full-order model after a applying a different type of fault than the one used for its identification. For this we perform the following experiment: 1) We induce a new 3-phase to ground fault in the full-order model. The fault occurs at the line connecting buses 28 and 29, starting at t = 0.01 sec, and clearing at bus 28 at t = 0.02 sec and at bus 29 at t = 0.04 sec. 2) We extract the post-fault trajectories ofV
for the pilot buses as described in Steps 1-2 of the identification algorithm. 3) Using these trajectories, we estimate δ s (t) and ω s (t) for each of the equivalent generators in the reduced-order circuit. These trajectories are then compared to the post-fault trajectories of Δδ C O I (t) and Δω C O I (t), i.e., the center of inertia angle and frequency obtained from the full-order model. Fig. 13 shows this comparison. The plots in this figure verify that the predicted slow state response and the actual slow state response match each other very closely.
VII. UTILITY OF THE IDENTIFIED DAE MODELS
We conclude the paper with a discussion on how the reducedorder model in Fig. 1(b) can be useful for both planning and operation. First of all, the unstructured identification in [7] yields only a bulk state variable model, and not individual generator parameters. The DAE approach described in this paper, on the other hand, enables us to identify the inertia and damping factor of every equivalent generator. Moreover, in the unstructured model of [7] , every generator becomes aggregated as a result of which the power system stabilizers (PSS) have no identity in the reduced-order model. Similarly, because of Kron reduction every transmission line in the actual model becomes an equivalent line in the reduced-order model, and hence designing a series controller such as TCSC is also not possible. In contrast, the DAE approach provides a much more tractable way of designing a controller such as a Static VAR Compensator as the identity of the pilot bus is retained in the reduced-order model. The downside, however is that the controller can only be connected in shunt. The idea is to design a SVC controller at a proper pilot bus of the reduced-order model, and map the design back to the full-order model, as shown in Fig. 14. For example, suppose a SVC is installed at the kth pilot bus. The dynamics of its susceptance is written as [17] :
where B nom is a pre-disturbance nominal susceptance. One may design the supplementary controller u(t) ∈ R using either static or dynamic output feedback of voltage and phase angles from other pilot buses to add damping to the intertie power flows, as shown in [18] . Let the resulting closed-loop voltage and current at the kth pilot bus be denoted by V s (t) and I s (t). Once (23) is designed, one may place an actual SVC at any suitable boundary bus of the kth area as shown in Fig. 14 , and design its supplementary controller such that the closedloop responses of the voltages and currents of the individual boundary buses in B k combine according to (9) in such a way that the trajectories ofV s p k (t) andÎ s p k (t) track V s (t) and I s (t), respectively. The choice of boundary bus may follow from its injected current as in (9) . In other words, the supplementary controller of the actual SVC is designed to solve the matching problem:
The actual control design process is, however, out of scope for this paper. We request the interested reader to kindly refer to [11] for further details on this optimization-based trajectory matching approach. Recalling Remark 1, depending on the disturbance type, the identified DAE model may be different from one event to another. Our practical experience with PMU data from the WECC, however, shows that these variations are typically limited to only 5 to 10% around a nominal model. In any case, the controller u(t) in (23) must be designed to guarantee robustness of these parameter variations. For example, for the WECC system one may design a nominal u(t) for the commonly seen inter-area mode of 0.5 Hz, and tune the controller using H ∞ designs to guarantee robustness around ±0.05 Hz of the nominal value. Alternatively, one may design a series of offline controllers, each for a distinct set of inter-area modes, and use gain scheduling to switch from one controller to another as the reduced-order model changes over events [19] . 
VIII. CONCLUSION
In this paper we developed a method to identify reduced-order models of power systems in a differential-algebraic form. The method exploits both voltages and line current measurements from PMUs for estimating individual area-level parameters, and identifies a more detailed reduced-order model compared to that described in our earlier work in [7] . We wish to emphasize, however, that the models identified after different contingencies may be notably different from each other due to the changes in loads, generation, and network topology. Thus, there is no one unique optimal model spanning all disturbances, or load and generation conditions. Our future work will extend this method to include stochastic dynamic models of renewable generation and loads.
