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We apply the density-matrix renormalization group technique to magnetic molecules in order to
evaluate the low-lying energy spectrum. In particular, we investigate the giant Keplerate molecule
{Mo72Fe30},
1 where 30 Fe3+ ions (spins 5/2) occupy the sites of an icosidodecahedron and interact
via nearest-neighbor antiferromagnetic Heisenberg exchange.
The aim of our investigation is to verify the applicability and feasibility of DMRG calculations
for complex magnetic molecules. To this end we first use a fictitious molecule with the same
structure as {Mo72Fe30} but with spins 1/2 as a test system. Here we investigate the accuracy of our
DMRG implementation in comparison to numerically exact results.2 Then we apply the algorithm
to {Mo72Fe30} and calculate an approximation of the lowest energy levels in the subspaces of total
magnetic quantum number. The results prove the existence of a lowest rotational band, which was
predicted in Ref. 3.
PACS numbers: 75.50.Xx,75.10.Jm
Keywords: Molecular magnets, Heisenberg model, DMRG
I. INTRODUCTION
The rapid progress in polyoxometalate chemistry gen-
erates larger and larger magnetic molecules. The most
prominent example of recent times is the molecular
magnet {Mo72Fe30}, where 30 Fe
3+ paramagnetic ions
(spin 5/2) occupy the sites of an icosidodecahedron, see
Fig. 1, and interact via isotropic nearest-neighbor anti-
ferromagnetic Heisenberg exchange.1,4 Whereas the sta-
tistical and dynamical properties of smaller molecules
can be evaluated by numerically exact diagonalization,
the huge dimension of the Hilbert space of magnetic
macromolecules prohibits such attempts. In the case of
{Mo72Fe30} this dimension amounts to 6
30, which is be-
yond the power of any computer.
FIG. 1: Three-dimensional model of {Mo72Fe30}: the vertices
mark the sites of the Fe3+ ions (spin 5/2), and the lines denote
nearest-neighbor interactions.
Many attempts have been undertaken in order to ap-
proximate the energy eigenvalue spectrum of large mag-
netic systems. Among these the Density Matrix Renor-
malization Group technique (DMRG)5 is one of the most
powerful, at least in the field of one-dimensional spin sys-
tems, where for instance questions concerning Haldane’s
conjecture6,7 could be answered with great accuracy.8,9,10
It is as well a powerful tool for studying T = 0 quan-
tum phase transitions,11 as it delivers accurate results
for ground states. The DMRG method was also ap-
plied to spin rings – “ferric wheels” – which are quasi
one-dimensional magnetic molecules.12 Here the aim was
to evaluate low-lying magnetic levels and the related
low-temperature spin dynamics in order to understand
macroscopic quantum coherent phenomena.
Another method of approximating the energy spec-
trum is stimulated by the observation that in many
Heisenberg spin systems the low-lying energy levels
Emin(S) form a rotational band,
13 i.e. they depend
approximately quadratically on the total spin quantum
number S. Experimentally this property has been de-
scribed as “following the Lande´ interval rule”.14,15,16,17
For spin ring systems the low-energy spectrum consists
of a sequence of rotational bands, which allows to address
questions of spin tunneling and other transitions without
diagonalizing the full Hamiltonian.18
The purpose of this article is twofold. We show
that DMRG can be used in order to approximate the
low-lying energy levels of magnetic macromolecules like
{Mo72Fe30}, and we prove numerically that the lowest
levels as a function of total spin S form indeed a ro-
tational band. The latter observation strengthens the
predictions made in Ref. 3.
II. DMRG TECHNIQUE
The DMRG technique5 became one of the standard
numerical methods for quantum lattice calculations in
recent years.19 Its basic idea is the reduction of Hilbert
space while focusing on the accuracy of a target state.
For this purpose the system is divided into subunits –
blocks – which are represented by reduced sets of ba-
2sis states. The size m of the truncated block Hilbert
space is a major input parameter of the method and to
a large extent determines its accuracy. The block ba-
sis states are derived from a twice as large system – su-
perblock – by first diagonalizing the Hamiltonian on the
superblock, then building a reduced density matrix from
the superblock ground state, and finally diagonalizing the
reduced density matrix.
DMRG is best suited for chain-like structures. Many
accurate results have been achieved by applying DMRG
to various (quasi-)one-dimensional systems.8,9,10 The
best results were found for the limit of infinite chains with
open boundary conditions. It is commonly accepted that
DMRG reaches maximum accuracy when it is applied to
systems with a small number of interactions between the
blocks, e.g. systems with only nearest-neighbor interac-
tion and open boundary conditions19.
In order to apply DMRG calculations to two-
dimensional systems a mapping onto a one-dimensional
structure was proposed.19 We adopt this idea and de-
rive a simple DMRG algorithm for two-dimensional spin
systems in the Heisenberg model.20 Since the spin array
consists of a countable number of spins, any arbitrary
numbering is already a mapping onto a one-dimensional
structure. However, even if the original system had only
nearest-neighbor exchange, the new one-dimensional sys-
tem has many long-range interactions depending on the
way the spins are enumerated, see e.g. Fig. 2. Therefore,
a numbering which minimizes long range interactions is
preferable.
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FIG. 2: One-dimensional projection of the icosidodecahedron:
the lines represent interactions.
The Hamiltonian of the Heisenberg model, which is
appropriate for the investigated magnetic molecules, can
be written as
H
∼
= −
∑
i6=j
Jij ~S∼i ·
~S
∼j
= −2
∑
i>j
Jij ~S∼i ·
~S
∼j
, (1)
where Jij is the interaction matrix and ~S∼i are the spin
operators at the sites i.
NN−121 p+1p
FIG. 3: Block setup for second part of DMRG algorithm
(“sweeping”): The whole system of N spins constitutes the
superblock. The spins {1, 2, . . . , p} belong to the left block,
the other spins {p+ 1, . . . , N} to the right block.
We use a block algorithm similar to the setup in
White’s original paper.5 Two blocks are connected via
two single spin sites, these four parts form the superblock,
see Fig. 3. The Hamiltonian for the superblock can be
written as
H
∼
SB = H
∼
l +H
∼
r + (−2)
p∑
i=1
N∑
j=p+1
Jij ~S∼i ·
~S
∼j
, (2)
where H
∼
l and H
∼
r represent the Hamiltonians for the
left and right block including the respective single spin.
These Hamiltonians include the interactions inside the re-
spective blocks, therefore the third term in (2) describes
the interactions of the spins belonging to the left block
with those of the right block.
In our implementation we have to keep track of the op-
erators S
∼
+
i and S∼
z
i (in matrix representation) for all sites
i. In the case of a system with pure nearest-neighbor in-
teraction one would have to keep only the operators for
sites at the borders of the blocks. Because of the long-
range interactions, the 2D-DMRG approach consumes
more memory and the calculation of the Hamiltonian
takes more time.
The algorithm consists of two steps. During the first
step the superblock grows with each iteration by two sites
until the final length of the system is reached. The second
step is an implementation of White’s sweep-algorithm.5
While the superblock is kept at its maximum length, in
each iteration the left block grows by one site whereas
the right block is shortened by one site. When the right
block reaches the size of two sites, the direction of the
sweep is turned, and the right block grows in the next
iterations. One performs a number of sweeps until the
desired property, in our case the ground state energy,
converges.
The Hamiltonian is invariant under rotations in spin
space. Therefore the total magnetic quantum number M
is a good quantum number and we can perform our cal-
culation in each orthogonal subspace H (M) separately.
III. ACCURACY OF THE METHOD
Since it is difficult to predict the accuracy of a DMRG
calculation, we apply our implementation to an ex-
actly diagonalizable system first. The most realistic
test system for the use of DMRG for {Mo72Fe30} is the
icosidodecahedron with spins s = 1/2. This fictitious
molecule, which possibly may be synthesized with vana-
dium ions instead of iron ions, has the same structure
as {Mo72Fe30}, but the smaller spin quantum number
reduces the dimension of the Hilbert space significantly.
Therefore a numerically exact diagonalization is possible
and was carried out by J. Richter.2,21 We use these re-
sults to analyze the principle feasibility and the accuracy
of the method.
The DMRG calculations were implemented using the
enumeration of the spin sites as shown in Figs. 2 and 4.
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FIG. 4: Two-dimensional projection of the icosidodecahedron,
the site numbers are those used in our DMRG algorithm.
We choose this enumeration because it minimizes the
average interaction length between two sites. The inter-
action length on the chain is measured as the distance
|j − i| of the two interacting sites i and j. The DMRG
method favors systems with a minimal number of inter-
actions between the blocks. Therefore, a short average
interaction length helps to reduce the number of inter-
block interactions.
With our enumeration we get an average length of 3
between two interacting sites. However, the choice is not
unique because of the various symmetries of the system.
Our choice, Fig. 4, is rotationally symmetric with a five-
fold symmetry corresponding to the five-fold symmetry
of the central pentagon. The sites 1 to 6 form the unit
cell.
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FIG. 5: Eigenvalues and lowest rotational band of the s = 1/2
icosidodecahedron.
In Fig. 5 our DMRG results (crosses) are compared to
the energy eigenvalues (circles) determined numerically
by J. Richter with a Lanczos method.2,21 We find very
good agreement of both sequences, with a maximal rel-
ative error of about 1%. Although we don’t achieve the
high accuracy of one-dimensional calculations (often bet-
ter than 10−6), the result demonstrates that DMRG is
applicable to finite 2D spin systems.
Our results were obtained keeping m = 60 states per
block. The number of states could easily be increased
for the s = 1/2 case, but we wanted to have a prediction
for {Mo72Fe30}, where m is limited by the available com-
puter resources because of the much larger spin s = 5/2.
The number of sweeps ranged from 5 to 20 depending on
how quickly the algorithm ran into oscillations with no
further improvement of accuracy. This oscillatory behav-
ior of the sweep algorithm is described in Ref. 19.
IV. ROTATIONAL BAND IN {Mo72Fe30}
Since the DMRG technique has proven applicable for
the s = 1
2
case of the icosidodecahedron, we use our algo-
rithm to approximate energy eigenvalues of the magnetic
Keplerate molecule {Mo72Fe30}.
In Ref. 3 it was predicted that the low-lying energy
eigenstates of {Mo72Fe30} form “rotational bands”, i.e.
the sequence of ground states energies of the sub-spaces
H (S) is expected to have a quadratic dependence on the
total spin quantum number S. A spectrum with ro-
tational bands usually arises in antiferromagnets if the
spin system can be divided into sub-lattices. The most
prominent example are bipartite rings or chains which
consist of two sub-lattices with opposite sub-lattice mag-
netization. In the case of {Mo72Fe30} the spin system
is decomposable into three sub-lattices with sub-lattice
spin quantum numbers SA, SB , and SC .
3,13 Then the
low-lying spectrum can be described by an approximate
Hamilton operator
H
∼ approx
= −J
D
N
[
~S
∼
2 − γ
(
~S
∼
2
A +
~S
∼
2
B +
~S
∼
2
C
)]
, (3)
where ~S
∼
is the total spin operator and the others are sub-
lattice spin operators. At least in the case of bipartite
systems this approximation has turned out to be a very
good one.13,18
The minimal energy eigenvalues of H
∼ approx
as a func-
tion of S form a rotational band by construction
Emin (S) = −J
D
N
S (S + 1) + Ea . (4)
We use the DMRGmethod to approximate the lowest en-
ergy eigenvalues of the full Hamiltonian (1) and compare
them to those predicted by the rotational band hypoth-
esis (4). In our calculation we obtain energy levels for
the ground states of H (M) sub-spaces. These states are
equivalent to the ground states of the sub-spaces H (S)
with S = M . The proof for this property rests on the
monotonous increase of the sequence E (M) with M for
0 ≤M ≤ Ns.
Fig. 6 shows our results and a fit to the lowest ro-
tational band. We find a good agreement between our
40 10 20 30 40 50 60 70
M
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400
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FIG. 6: DMRG eigenvalues and lowest rotational band of the
s = 5/2 icosidodecahedron.
DMRG data and the predicted quadratic dependence.
From the fit of our data we obtainD = 6.17 and γ = 1.05.
These values are very close to the values D = 6.23 and
γ = 1.07 given in Ref. 3, which were inferred from mag-
netization measurements.
V. SUMMARY
The major result of our investigation is that the
DMRG approach delivers acceptable results for 2D sys-
tems as shown in section III for a fictitious magnetic
molecule of 30 spins s = 1/2 and icosidodecahedral struc-
ture. Therefore, we assume that our numerical approxi-
mation of low-lying energy levels for {Mo72Fe30} is reli-
able. Thus, we have obtained good confidence that the
prediction of a lowest rotational band made in Ref. 3
is justified. The lowest band of {Mo72Fe30} indeed has
a parabolic dependence on S. It remains the task of
forthcoming investigations whether also the higher ly-
ing rotational bands appear with the same distinctness
or whether they are scattered due to the strong frustra-
tion effects. In any case such calculations demand much
higher precision and thus numerical effort.
The present calculations were carried out keeping m =
60 block states, which means that the calculation time for
one ground state is about a day on a standard PC, and
there are 76 H (M) ground states (M = 0, 1, . . . , 75) in
{Mo72Fe30}. For a more accurate calculation one would
have to use more powerful machines and more computer
time both allowing higher values form and therefore lead-
ing to a better accuracy.
Acknowledgments
We thank M. Luban, J. Richter, and J. Schulenburg for
fruitful discussions. We also thank the National Science
Foundation and the Deutscher Akademischer Austausch-
dienst for supporting a mutual exchange program with
the Ames Lab.
∗ Electronic address: matexler@uos.de
† Electronic address: jschnack@uos.de
1 A. Mu¨ller, S. Sarkar, S. Q. N. Shah, H. Bo¨gge,
M. Schmidtmann, S. Sarkar, P. Ko¨gerler, B. Hauptfleisch,
A. Trautwein, and V. Schu¨nemann, Angew. Chem. Int. Ed.
Engl. 38, 3238 (1999).
2 J. Schnack, H.-J. Schmidt, J. Richter, and J. Schulenburg,
Eur. Phys. J. B 24, 475 (2001).
3 J. Schnack, M. Luban, and R. Modler, Europhys. Lett. 56,
863 (2001).
4 A. Mu¨ller, M. Luban, C. Schro¨der, R. Modler, P. Ko¨gerler,
M. Axenovich, J. Schnack, P. C. Canfield, S. Bud’ko, and
N. Harrison, Chem. Phys. Chem. 2, 517 (2001).
5 S. R. White, Phys. Rev. B 48, 10345 (1993).
6 F. Haldane, Phys. Lett. 93A, 464 (1983).
7 F. Haldane, Phys. Rev. Lett. 50, 1153 (1983).
8 S. R. White and D. Huse, Phys. Rev. B 48, 3844 (1993).
9 O. Golinelli, T. Jolicœur, and R. Lacaze, Phys. Rev. B 50,
3037 (1994).
10 T. Xiang, Phys. Rev. B 58, 9142 (1998).
11 A. Kolezhuk, R. Roth, and U. Schollwo¨ck, Phys. Rev. Lett.
77, 5142 (1996).
12 B. Normand, X. Wang, X. Zotos, and D. Loss, Phys. Rev.
B 63, 184409 (2001).
13 J. Schnack and M. Luban, Phys. Rev. B 63, 014418 (2001).
14 K. L. Taft, C. D. Delfs, G. C. Papaefthymiou, S. Foner,
D. Gatteschi, and S. J. Lippard, J. Am. Chem. Soc. 116,
823 (1994).
15 A. Lascialfari, D. Gatteschi, F. Borsa, and A. Cornia,
Phys. Rev. B 55, 14341 (1997).
16 A. Lascialfari, D. Gatteschi, F. Borsa, and A. Cornia,
Phys. Rev. B 56, 8434 (1997).
17 G. L. Abbati, A. Caneschi, A. Cornia, A. C. Fabretti, and
D. Gatteschi, Inorg. Chim. Acta 297, 291 (2000).
18 O. Waldmann, Phys. Rev. B 65, 024424 (2002).
19 I. Peschel, X. Wang, M. Kaulke, and K. Hallberg, eds.,
Density-Matrix Renormalization (Springer, Berlin, 1999).
20 M. Exler, Diplomarbeit, Universita¨t Osnabru¨ck (2001).
21 J. Richter, private communication.
