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We study the fermionic response including the bulk dipole coupling on the charged Lifshitz black brane
from Einstein–Dilaton–Maxwell model. For ﬁxed Lifshitz dynamical critical exponent z, by tuning the
dipole coupling parameter p, we can realize the phase transitions from Fermi liquid, to marginal Fermi
liquid, to non-Fermi liquid and ﬁnally to Mott insulator. The Lifshitz dynamical critical exponent z plays
the role of making the phase transition point from Fermi liquid to non-Fermi liquid or to Mott insulator
decrease with the increase of z for ﬁxed dipole coupling p.
© 2013 The Author. Published by Elsevier B.V. Open access under CC BY license.1. Introduction
The AdS/CFT correspondence [1–3] has been widely recognized
as a powerful tool to offer insight into the dynamics of strongly
coupled quantum ﬁeld theories. Recently, the AdS/CFT correspon-
dence has also been applied in condensed matter theory, which
is called AdS/CMT correspondence, to understand some exotic but
important numerous correlated electron materials, including the
high temperature superconductor and the heavy fermion systems.
By adding a probe free fermion on some gravity backgrounds, a
Fermi surface usually emerges, which can exhibit Fermi liquid,
marginal Fermi liquid, or non-Fermi liquid behaviors, depending
on the mass and charge of the bulk fermion, or the other param-
eters of the speciﬁc gravity model (see for example [4–14]). On
the other hand, if a coupling between the fermion and gauge ﬁeld
is introduced in some bulk geometries, which we call dipole cou-
pling, we can observe that the dual ﬁeld theory can model the
Mott physics (see [15–24]).
In the above studies, they only focus on the case that the time
and space is isotropic. However, as is known to all, in many con-
densed matter systems, the ﬁxed point is usually described by the
Lifshitz dynamical scaling t → λzt , x → λx. The case of z = 1 corre-
sponds to the relativistic ﬁxed point, in which the time and space
is isotropic. For z > 1, the isotropic between the time and space is
broken, which we call the non-relativistic ﬁxed point.
To achieve the Lifshitz ﬁxed point in the dual ﬁeld theory by
AdS/CFT correspondence, the gravity description of Lifshitz ﬁxed
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the Lifshitz black hole geometry. One is to add a massive vector
(Poca) ﬁeld into the Einstein–Maxwell gravity system, which we
refer to Einstein–Maxwell–Proca model (EMP model). The Proca
ﬁeld is an auxiliary ﬁeld, which plays the role in modifying the
asymptotic geometry from AdS to Lifshitz. For EMP model, only
have some numerical solutions been found for generic Lifshitz ex-
ponent z [37] except the special case z = 2(d − 1) [31], where d
is the dimension of the dual ﬁeld theory. Another way is to in-
troduce the dilaton ﬁeld and a pair of U (1) gauge ﬁelds and we
refer this model as Einstein–Dilaton–Maxwell model (EDM model),
which has an analytical black hole solution for generic Lifshitz ex-
ponent z [37,38].
Some pioneer works have been done to study the fermionic
response on the Lifshitz geometry [39–43]. In Ref. [39], the re-
tarded Green’s function on Lifshitz background in the absence of
the chemical potential has ﬁrstly been studied. Also, the non-
relativistic fermionic retarded Green’s function on Lifshitz geom-
etry with critical exponent z = 2 [40] was worked out, where
the chemical potential is also absent. They observe that a ﬂat
band emerges, similar with that on RN-AdS background [44]. On
the other hand, the relativistic fermionic correlation function on a
charged Lifshitz geometry (EMP model) for the special critical ex-
ponent z = 2(d − 1) has been studied in [41]. For z = 2, a linear
dispersion relation is observed, but for z = 4 and z = 6, the Fermi
sea vanishes. Subsequently, the dipole coupling effects on the Lif-
shitz geometry from EMP model are explored in [43]. However,
due to the exact analytical solution for z = 2(d−1) being only valid
for ﬁnite temperature, we can only study the fermionic response at
ﬁnite temperature. In order to explore the fermionic response on
the extremal Lifshitz geometry, which can compare with that in
extremal RN-AdS background [5,7], and to see how the fermionic
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Ref. [37] study the properties of the fermionic Green’s function on
the Lifshitz geometry from EDM model [37].1 They ﬁnd that the
dispersion relation on this background also depends on the Lifshitz
dynamical exponent z. Especially, the Lifshitz dynamical exponent
z plays the role smoothing out the quasi-particle-peak.
In this Letter, we will turn to explore the dipole coupling effects
on this background. The rest parts of this Letter is organized as
follows. In Section 2, a brief review on the charged Lifshitz black
hole geometry from EDM theory will be given and the bulk Dirac
equations, including dipole coupling term, on this background are
derived. In Section 3, we will study the Fermi surface structure on
this Lifshitz background for negative and small positive p. For the
case of large positive p, we will present in Section 4. Finally, some
concluding remarks are summarized in Section 5.
2. The charged Lifshitz black brane geometry and the bulk dipole
coupling
In order to study the dipole coupling effects on the charged
black brane geometry with Lifshitz dynamical critical exponent z,
we consider the following action
SEDM = 1
16πGd+1
∫
dd+1x
√−g
[
R − 2Λ − 1
2
∂aφ∂
aφ
− 1
4
n∑
i=1
eλiφ F (i)ab F (i)ab
]
. (1)
This action contains a dilaton ﬁeld and a pair of U (1) gauge ﬁelds,
which we refer to Einstein–Dilaton–Maxwell action [37,38]. But
here we will only consider the case of two U (1) gauge ﬁelds F (1)rt
and F (2)rt , in which the ﬁrst gauge ﬁeld F
(1)
rt plays the role of an
auxiliary ﬁeld and the second F (2)rt is the real Maxwell ﬁeld. This
model admits the following black brane solution
ds2 = − r
2z
L2z
f (r)dt2 + L
2
r2
dr2
f (r)
+ r
2
L2
dx2d−1, (2)
f (r) = 1− M
rd+z−1
+ Q
2
r2(d+z−2)
, (3)
A(1)t = −
(
r0
L
)z√ 2(z − 1)
d + z − 1
[
1−
(
r
r0
)d+z−1]
, (4)
A(2)t = μ
[
1−
(
r0
r
)d+z−3]
, (5)
eφ =
(
r
r0
)√2(d−1)(z−1)
, (6)
Λ = − (d + z − 1)(d + z − 2)
2L2
, (7)
where we have deﬁned
μ ≡
√
2(d − 1)
d + z − 3
Q
Lz+1rd−20
. (8)
Note that there are the following relations between the coupling
constant λi in the action (1) and the Lifshitz dynamical exponent z
λ1 = −
√
2
d − 1
z − 1 , λ2 =
√
2
z − 1
d − 1 . (9)
1 A minimally coupled charged scalar ﬁeld in this Lifshitz background is studied
in [46].For the detailed discussions, we can refer to Refs. [37,38]. Differ-
ent from the analytical black hole solution obtained in Ref. [31],
which is valid only for z = 2(d−1) and ﬁnite temperature, this so-
lution from EDM model is valid for generic dynamical exponent z
at zero or ﬁnite temperature, which can provide us a Lifshitz ge-
ometry, on which we can study how the Lifshitz dynamical critical
exponent z controls the holographic response system at zero and
ﬁnite temperature. In addition, we also note that from Eq. (4), the
auxiliary gauge ﬁeld A(1)t vanishes in the z → 1 limit, which recov-
ers to the case of RN-AdS black brane. For calculational purpose,
we can make a rescaling so that we can set L = 1 and r0 = 1 [42],
at which the metric (2) becomes
ds2 = −r2z f (r)dt2 + 1
r2 f (r)
dr2 + r2 dx2d−1, (10)
with the redshift factor f (r) and the gauge ﬁeld A(2)t being, re-
spectively
f (r) = 1− 1+ Q
2
rd+z−1
+ Q
2
r2(d+z−2)
, (11)
A(2)t = μ
[
1−
(
1
r
)d+z−3]
. (12)
Also, we have the following dimensionless temperature
T = 1
4π
[
d − 1+ z − (d − 3+ z)
2μ2
2(d − 1)
]
. (13)
The zero temperature limit can be obtained by setting μ =√
2(d−1)(d−1+z)
d−3+z , in which the redshift factor f (r) becomes
f (r)|T=0 = 1− 2d + z − 2
d + z − 3
1
rd+z−1
+ d + z − 1
d + z − 3
1
r2(d+z−2)
. (14)
Near the horizon (r → 1), we can easily ﬁnd
f (r)|T=0,r→1  (d + z − 1)(d + z − 2)(r − 1)2 ≡ 1
L22
(r − 1)2,
(15)
where we have denoted L2 ≡ 1/√(d + z − 1)(d + z − 2). Obviously,
similar with that of RN-AdS black brane, the near horizon geom-
etry at the zero temperature is also AdS2 × Rd−1 for this Lifshitz
black brane from EDM model. But we note that L2 of the curva-
ture radius of AdS2 is related to the dynamical exponent z. In this
Letter, we will only focus on the extremal case.
Now we wish to take the dipole coupling effects into consider-
ation. For this purpose, we consider the following action with the
dipole interaction between the fermion and the gauge ﬁeld [15–18]
SD = i
∫
dd+1x
√−gζ (Γ aDa −m − ip/F )ζ, (16)
where Da = ∂a + 14 (ωμν)aΓ μν − iqA(2)a is the covariant derivative
and /F = 14Γ μν(eμ)a(eν)b F (2)ab . A redeﬁnition of ζ = (−ggrr)−
1
4F
can cancel off the spin connection contributions. At the same time,
we will expand F as F = Fe−iωt+iki xi in the Fourier space. Thus
the Dirac equation can be derived from the action (16)(√
grrΓ r∂r −m − ip
2
√
grr gttΓ rt∂r A
(2)
t
)
F
− i(ω + qA(2)t )√gttΓ t F + ik√gxxΓ x F = 0. (17)
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To solve the Dirac equation we choose the following basis for our
gamma matrices2
Γ r =
(−σ 3 0
0 −σ 3
)
, Γ t =
(
iσ 1 0
0 iσ 1
)
,
Γ x =
(−σ 2 0
0 σ 2
)
, . . . . (18)
Then the Dirac equation reduces to[(
∂r +m√grrσ 3
)−√ grr
gtt
(
ω + qA(2)t
)
iσ 2
− (−1)Ik
√
grr
gxx
σ 1 + p
√
gtt∂r A
(2)
t σ
1
]
F I = 0, (19)
where I = 1,2. Furthermore we can explicitly split F I into F I =
(AI ,BI )T and so we have
(∂r +m√grr)AI −
√
grr
gtt
(
ω + qA(2)t
)BI − (−1)I
√
grr
gxx
kBI = 0,
(20)
(∂r +m√grr)BI +
√
grr
gtt
(
ω + qA(2)t
)AI − (−1)I
√
grr
gxx
kAI = 0.
(21)
It is convenient to package the above equations into a ﬂow equa-
tion of ξI
(∂r + 2m√grr)ξI −
[
v− + (−1)Ik
√
grr
gxx
]
−
[
v+ − (−1)Ik
√
grr
gxx
]
ξ2I = 0, (22)
where we have deﬁned ξI ≡ AIBI and v± =
√
grr
gtt
(ω + qA(2)t ) ±
p
√
gtt∂r A
(2)
t .
Now, we will discuss how to read off the boundary Green’s
functions when the geometry near the boundary is asymptotic Lif-
shitz. By substituting the charged Lifshitz black brane geometry
(10) into Eq. (19), one has(
∂r + m
r
√
f
σ 3
)
F I − 1
rz+1 f
[
ω + q
(
1−
(
1
r
)z)]
iσ 2F I
− (−1)I k
r2
√
f
σ 1F I + pμz
r2z+1
√
f
σ 1F I = 0. (23)
Obviously, when r → ∞, the above equation has the same form as
the case of RN-AdS background(
r∂r +mσ 3
)
F I ≈ 0. (24)
Therefore, even if the asymptotic geometry is Lifshitz, the asymp-
totic behavior for F I has the same form as the AdS case
F I
r→∞≈ aIrm
(
0
1
)
+ bIr−m
(
1
0
)
. (25)
Following the prescriptions of Ref. [45], if aI
(
0
1
)
and bI
(
1
0
)
are
related by
bI
(
1
0
)
= SaI
(
0
1
)
, (26)
2 Here we will only focus on the case of d = 3.then the boundary Green’s function G is given by
G = −iSγ 0, (27)
where γ 0 = iσ 1 is the gamma matrices of the boundary theory.
So, by using Eqs. (25), (26) and (27), the boundary Green’s function
can be expressed as
G(ω,k) = lim
r→∞ r
2m
(
ξ1 0
0 ξ2
)
. (28)
Again, we see that the expression of the fermionic Green’s function
on the Lifshitz boundary is same as that on the AdS boundary. In
addition, to solve the ﬂow Eq. (22) we need to impose the follow-
ing in-falling boundary conditions at the horizon r = 1
ξI = i. (29)
Before proceeding, we would like to point out that in the ac-
tion (1) we have set the gauge coupling constant gF = 2. It is
different from the conventions of Refs. [15,16] where gF = 1. Since
the relevant quantities are the products gF q and gF p, the charge q
and the bulk dipole coupling p in our Letter will correspond to q/2
and p/2 in Refs. [15,16]. In addition, in Refs. [15,16], they make a
rescaling p → pL/(d − 2), but we don’t here. In what follows, we
will mostly work with the case of m = 0 and q = 0.5 without loss
of generality.
3. The Fermi surface structure
In Ref. [42], we study how the Lifshitz dynamical critical ex-
ponent z affects the Fermi surface structure. Here, we will study
how the Lifshitz dynamical critical exponent z and the bulk dipole
coupling p affect together the Fermi surface structure.
As pointed out that in the above section, the extremal near
horizon geometry is AdS2 × Rd−1 so that we can determine the
spectral function using the matching method [7]. For this pur-
pose, near the horizon (near region) we make a coordinate change
ς = ω L22r−1 , τ = ωt in the limit of ω → 0 so that the Dirac equation
(19) can be written as
ς∂ς F I −
[
mL2σ
3 +
(
p
ez
L2
− (−1)IkL2
)
σ 1 − iσ 2qez
]
F I = 0,
(30)
where ez ≡ (d + z − 3)L22μ. In addition, in the above equation, we
use the same Gamma matrices as Eq. (18) except Γ ς = −Γ r . Thus,
the conformal dimension of the dual operator Ok in the IR CFT is
δk = 12 + νI (k) with
νI (k) =
√(
m2 + m˜2I
)
L22 − q2e2z , (31)
m˜I = pez
L22
− (−1)Ik. (32)
Obviously, the Lifshitz dynamical critical exponent z and the dipole
coupling p modify together the scaling in the infrared. For e
2
z
L22
q2 >
m2, there exists a range of momentum
k ∈ JI ≡
[
(−1)I pez
L22
− k0, (−1)I pez
L22
+ k0
]
, (33)
where k0 ≡
√
e2z
L22
q2 −m2 and νI (k) becomes pure imaginary. We
refer to this region of momentum space as the oscillatory re-
gion [7,15,16], in which the peaks lose its status as a Fermi sur-
face. The oscillatory regions are different for the dual operator O1
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and O2. Only when p = 0, are the oscillatory regions coincident.
In Fig. 1, we show the plots of the oscillatory region JI vs. p for
z = 1.02.
In addition, we show the Fermi momentum kF as a function
of p (negative p and small positive p) in Fig. 2 for different Lif-
shitz dynamical exponent z. The dashed blue line denotes a p0
and when p > p0, the peaks begin to enter the oscillatory region
and lost the meaning as Fermi surfaces. We can easily determine
the values of p0 as follows: p0  0.11 for z = 1.02, p0  0.04 for
z = 1.1 and p0  −0.01 for z = 1.2. We ﬁnd that the peaks enter
more quickly into the oscillatory region with the increase of p for
larger z. Also we have sampled the Fermi momentum kF for some
values of p for various z in Table 1.
Once the Fermi momentum kF are worked out numerically, the
dispersion relation can be determined by the matching method [7]
ω˜(k˜) ∝ k˜δ, with δ =
{
1
2νI (kF )
νI (kF ) <
1
2 ,
1 νI (kF ) > 12 .
(34)
By using the above equation, the scaling exponents δ of the disper-
sion relation with different z and p for q = 0.5 can be calculatedTable 2
The scaling exponents δ with different z and p for q = 0.5.
p −1 −0.8 −0.6 −0.4 −0.2 0 0.1
z = 1.02 1 1 1 1 1.2161 2.3047 5.1905
z = 1.1 1 1 1 1 1.4642 3.4638 ×
z = 1.2 1 1 1 1.05437 1.77554 × ×
in term of the Fermi momentum kF obtained in Table 2. From this
table, we can see that for ﬁxed z, the fermionic system under-
goes phase transition from Fermi liquid to marginal Fermi liquid
(νI (kF ) = 12 ) and to non-Fermi liquid when tuning the dipole cou-
pling p. For different z, the transition point from Fermi liquid to
non-Fermi liquid is different. Obviously, the transition point de-
creases with the increase of the dynamical Lifshitz critical expo-
nent z.
4. Emergence of the gap
Now we turn to consider the case of the large dipole cou-
pling p. Fig. 3 shows the 3d and density plots of the spectral
function A(ω,k) for z = 1.02 and p = 3, from which a gap is ob-
viously visible around ω = 0 instead of a sharp peak. In addition,
two bands locate at the positive frequency and negative frequency
regions, respectively and the strength of the lower band is big-
ger than the upper band. By showing A(ω,k) as a function of ω
for some ﬁxed values of k for p = 2.2 and z = 1.02 in the left
plot above in Fig. 4, one observes that as ω = 0 is approached,
the strength of the peaks degrades and ﬁnally vanishes around
ω = 0, indicating that a gap opens. The strength of the peak at the
negative frequency is bigger than that at the positive frequency,
which is consistent with that found in the 3d and density plots in
Fig. 3.
To proceed, we would like to focus on the reﬁned character-
istic of the gap including the density state A(ω) and the gap
width  to test the robustness of the emergence of the gap in
this model and see how does the Lifshitz dynamical critical ex-
ponent z affect the gap. The density of states A(ω) is the total
spectral weight, which is deﬁned as the integral of the spectral
function A(ω,k). In the right plot above in Fig. 4, the density of
states A(ω) as a function of ω for various p and ﬁxed z = 1.02
is showed. From this plot, a relatively high spectral weight around
ω = 0 for p = 0 is observed. However, as the dipole coupling pFig. 2. The Fermi momentum kF vs. p for various z (q = 0.5). The green band depicts the oscillatory region J2 and the blue dashed vertical line denotes a p0 and when
p > p0, the peaks begin to enter the oscillatory region. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this
article.)
Table 1
The Fermi momentum kF with different z and p for q = 0.5. × denotes the peak has enter the oscillatory region and lose its status as a Fermi surface.
p −1 −0.8 −0.6 −0.4 −0.2 0 0.1
z = 1.02 −0.3833 −0.1877 0.0258 0.2640 0.5403 0.8844 1.0903
z = 1.1 −0.5137 −0.3251 −0.1162 0.1220 0.4072 0.7822 ×
z = 1.2 −0.6262 −0.4453 −0.2415 −0.0036 0.29085 × ×
454 J.-P. Wu / Physics Letters B 728 (2014) 450–456Fig. 3. The 3d and density plots of the spectral function A(ω,k) for z = 1.02 and p = 3 (q = 0.5 and m = 0).
Fig. 4. Left plot above: The spectral function A(ω,k) vs. ω for sample values of k for p = 2.2. Right plot above: The density of state A(ω) vs. ω for p = 0 (red), 1 (black),
2 (blue) and 3 (green). Left plot below: the relation between A(ω) := A(ω, p = 3) − A(ω, p = 0) and ω. In the two plots above and the left plot below, we take q = 0.5,
m = 0 and z = 1.02 as usual. Right plot below: the gap width  (in unites of μ) vs. p for various z (blue for z = 1, red for z = 1.02 and black for z = 1.1). Here, we take
q = 0.5, m = 0. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)becomes larger, the spectral weight around ω = 0 degrades grad-
ually and vanishes ﬁnally. Again, it conﬁrms the existence of the
gap for large dipole coupling. On the other hand, the relation be-
tween A(ω) := A(ω, p = 3) − A(ω, p = 0) and ω is also plotted
for z = 1.02 in the left plot below in Fig. 4 and it indicates there
are a transfer of spectral weight over all energy scales. It is simi-
lar with the cases found on RN-AdS background or another Lifshitz
background from EMP model [15,43].After having conﬁrmed the robustness of the emergence of the
gap in Lifshitz background from EDM model, we will further see
how does z affect the gap. First, in term of the density of state
A(ω), we will determine the critical dipole coupling strengths pc
indicating the onset of the gap for various z. By careful numerical
computations, we can determine pc  2.1 for z = 1, pc  2.04 for
z = 1.02 and pc  1.1 for z = 1.1. It indicates that the onset of the
gap becomes easier with the increase of z. To illustrate this point,
J.-P. Wu / Physics Letters B 728 (2014) 450–456 455we study further the relation of the width of the gap  vs. p for
various z. From the right plot below Fig. 4, we can see that for
the ﬁxed z, the width of the gap  increases with the increase of
p, which is similar with that found in the another Lifshitz black
hole from EMP model [43]. In addition, we also note that for the
same p, the width of the gap  becomes larger with the increase
of z. It indicates that the gap opens easier for the larger z from
another point of view.
Before closing this section, we would like to give some com-
ments on the physics that we ﬁnd in this section. Here we ﬁnd two
key features of the fermionic spectral function with dipole cou-
pling on this Lifshitz background. One is that a gap opens up when
the dipole coupling p is beyond a critical value pc . Another one is
that there is a transfer of spectral weight over all energy scales.
The two features are also that Mott insulators possess [47–51] and
have been also found on the RN-AdS, Gauss–Bonnet AdS and dila-
ton black branes by AdS/CFT duality [15,16,20,22]. The emergence
of the gap on this Lifshitz background further conﬁrms the robust-
ness that dipole coupling can open a gap. The Lifshitz dynamical
critical exponent z only plays the role of making the gap open eas-
ier.
5. Conclusions and discussion
In this Letter, we have studied the properties of the fermionic
spectral function in the presence of a bulk dipole coupling on the
charged Lifshitz black hole from EDM model. By analyzing the low
energy behaviors of the Dirac equations on the near horizon ge-
ometry of this Lifshitz background, we ﬁnd that the conformal
dimension of the dual operator Ok in the IR CFT is modiﬁed by
the Lifshitz dynamical critical exponent z and the dipole coupling
p together. Therefore, there are different critical values p0, which
denotes that the peaks begin to enter the oscillatory region, for
different z. The peaks enter more quickly into the oscillatory re-
gion as p increases for larger z. By studying the dispersion rela-
tion for negative and small positive p, we ﬁnd that for ﬁxed z,
the fermionic system undergoes phase transition from Fermi liq-
uid to marginal Fermi liquid and to non-Fermi liquid with the
increase of p. For different z, the transition point is different,
which decreases as the dynamical Lifshitz critical exponent z in-
creases.
Furthermore, we investigate the large dipole coupling effects on
this background. For ﬁxed z, when p goes beyond a critical value
pc , the Fermi sea disappears and a gap opens up as that found in
RN-AdS background [15,16]. In addition, there is also a transfer of
spectral weight over all energy scales. These two features indicate
that the fermionic systems on the charged Lifshitz background can
model the Mott insulators. By studying density of states A(ω) and
the width of the gap  for different z, we ﬁnd that the gap opens
easier for the larger z.
Comparing with the dipole fermionic response on the another
Lifshitz background from EMP model, in which only is a speciﬁc
Lifshitz dynamical exponent z explored, here we can tune contin-
uously the dynamical exponent z so that we can study how does
the exponent z affect the phase transition from Fermi liquid to
marginal Fermi liquid to non-Fermi liquid and to Mott gap. Since
Lifshitz geometry is a non-relativistic ﬁxed point, it seems to be
more natural to impose a Lorentz violating boundary term for a
Dirac spinor [44]. Therefore, it is interesting to extend our studies
to the non-relativistic fermionic ﬁxed point. In addition, we would
also like to mention a recent interesting paper [52], in which the
transport coeﬃcients are calculated on the same charged Lifshitz
background. They ﬁnd some novel features of the transport coef-
ﬁcients on this Lifshitz black branes background. Especially, some
nontrivial power law behavior in the real part of optical conductiv-ity in the high frequency regime are found. They argue that their
results perfectly match with the so-called hopping conductivity
which is often found in extreme disordered solids.3 Therefore, in
order to ﬁnd a deep connection between our results in this or pre-
vious paper [42] and that in [52], it will be interesting to calculate
the optical conductivity of the fermionic system on this Lifshitz
black branes background.
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