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CLASSIFICATION OF TENSOR DECOMPOSITIONS OF II1 FACTORS
ASSOCIATED WITH POLY-HYPERBOLIC GROUPS
ROLANDO DE SANTIAGO AND SUJAN PANT
Abstract. We demonstrate von Neumann algebra arising from an icc group Γ in Chifan’s,
Ioana’s, and Kida’s class of poly-Crss, such as a poly-hyperbolic group with no amenable
factors in its composition series, satisfies the following rigidity phenomenon discovered in
[DHI16] (see also [CdSS17]): every tensor decomposition of the II1 factor L(Γ) must arise
from direct product decomposition of Γ by groups which are poly-Crss. Through heavy
usage and developments of the techniques in [CdSS15], we improve the second author’s
and their collaborator’s work in [CKP14] by providing group-level criteria for determining
whether a group von Neumann algebra is prime: L(Γ) is prime precisely when the group is
indecomposable as a direct product of non-amenable groups. We further demonstrate that
all tensor decompositions of finite index subalgebras of L(Γ) correspond to a splitting of Γ
as a product by groups which are also poly-Crss up to commensurability.
1. Introduction
An important topic in structural properties of II1 factors is the classification of an al-
gebra’s tensor decompositions. In his seminal work, Popa provided the first result in this
direction by demonstrating that the non-separable von Neumann algebra arising from the
free group on uncountably many generators, L(FS), cannot written as a tensor product of
II1 factors [Po83]. Popa called von Neumann algebras which exhibit this indecomposabil-
ity property prime. Primeness results for separable II1 factors remained elusive for over a
decade; only after Ge’s adaptation of Voiculescu’s free probability theory were the separable
free group factor(s), L(Fn) with n ≥ 2, shown to be prime [Ge98].Ge conjectured that the
internal structure of L(Fn) should in fact have greater restriction on relative commutants
of subalgebras. By developing C∗ algebraic methods, Ozawa provided a sweeping gener-
alization of previous works and confirmed Ge’s suspicions by proving that all II1 factors
arising from non-amenable icc hyperbolic groups are in fact solid, i.e. the relative commu-
tant of any diffuse subalgebra remains amenable. Developing the innovative framework of
deformation/rigidity, Popa provided an alternative approach for establishing solidity for the
free group factors exclusively contained within von Neumann algebra theory [Po06]. The
advent of these methods paved the way for much of intense research activity over the past
decade [Oz04, OP07, CH08, CI08, CP10, Fi10, Si10, Va10, CS11, CSU11, SW11, HV12, Bo12,
BHR12,DI12,CKP14, Is14,HI15,Ho15,DHI16, Is16].
1.1. Statement of the main results. In [DHI16], Drimbe, Hoff and Ioana prove that if Γis
an icc group which is measure equivalent to a direct product of hyperbolic icc groups, then
every tensor decomposition of L(Γ) into II1 factors P1⊗¯P2 must arise from direct product
decomposition of the group Γ. In an investigation independent of this project, Chifan,
R.dS. was partially supported by a grant at from Sloan Center for Exemplary Mentoring, NSF Grant
DMS # 1600688 and NSF RTG DMS # 1344970.
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Sucpikarnon, and the first author uncovered the same phenomenon occurs the setting of von
Neumann algebras arising from a large collection of groups stemming from amalgamated free
product and HNN extensions [CdSS17].
A natural extension to the result of [DHI16] is to investigate whether the algebras induced
from a subcollection of poly-hyperbolic groups, those whose quotients are non-amenable hy-
perbolic and more generally Chifan, Ioana and Kida’s class Quot(Crss), admit similar classifi-
cation of their respective tensor product decompositions. Chifan, Kida, and Pant established
primeness for the group von Neumann algebras of icc groups in the collection Quot(Crss)∩NC1
(see [CSU13, Notation 0.1]). Eliminating the assumption that the group lies in the class
NC1, we combine the methods and results from [PV11,PV12,Va13,CIK13,CKP14,CdSS15]
to demonstrate that whenever Γ ∈ Quot(Crss) is an icc group, every decomposition of L(Γ)
as a tensor product of II1 factors is in correspondence with decomposition Γ as a direct prod-
uct. Moreover, we are also able to show that each factor which decomposes a group Γ as a
direct product is contained within the collection Quot(Crss) thereby providing a group-level
criterion for deducing primeness of the resulting factors.
Theorem A. Let Γ ∈ Quotn(Crss) be an icc group and suppose there exist II1 factors P1, P2
such that L(Γ) ∼= P1⊗¯P2. Then there exist subgroups Γ1,Γ2 6 Γ, a unitary u ∈ U(L(Γ)),
positive integers n1, n2, and a scalar t > 0 such that:
(1) Γ = Γ1 × Γ2 with Γi ∈ Quotni(Crss) and n1 + n2 = n; and
(2) P t1 = uL(Γ1)u
∗ and P
1/t
2 = uL(Γ2)u
∗.
Recall that A. Connes’ landmark result implies that no algebraic information of an icc
amenable group Γ be recovered from the algebra L(Γ) [Co76]. For instance, L(S∞) ∼=
L(S∞ × S∞), but S∞ does not admit a direct product decomposition. Despite the fact the
assignment Γ 7→ L(Γ) often fails to retain properties of the underlying group, Theorem A
demonstrates that the algebra L(Γ) can indeed “remember” the direct product structure of
the group Γ for a prominent class of groups.
Since the class Crss is closed under commensurability, so is each class Quotn(Crss). Notably,
this property allows us to classify not only every tensor product decomposition of L(Γ) but
also classify every tensor product decomposition of finite index subalgebras of L(Γ).
Theorem B. Let Γ ∈ Quotn(Crss) be an icc group and p ∈ P(L(Γ)) be a projection. Suppose
there exists P1, . . . , Pk ⊂ pL(Γ)p commuting diffuse subalgebras generating a finite index
subalgebra of pL(Γ)p. Then there exists a projection pi ∈ Pi, finite index subfactors Qi ⊂
piPipi, groups Γ1, . . . ,Γk, and a unitary u ∈ pL(Γ)p such that
(1) Qi ⊂ piu
∗L(Γi)upi is a finite index inclusion of algebras so that Γi ∈ Quotni(Crss)
and
∑k
i=1 ni = n, and
(2) Γ is commensurable to Γ1 × · · · × Γk.
In particular, L(Γ) is prime if and only if Γ is not commensurable to a non-trivial direct
product of groups in Quot(Crss).
As a simple corollary to the theorems above, we obtain a unique prime decomposition
similar to that of Ozawa and Popa for these group von Neumann algebras [OP03, Corollary
3].
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Theorem C. Suppose Γ1, . . . ,Γm and Λ1, . . . ,Λm are groups such that Γi ∈ Quotni(Crss) and
Λi ∈ Quotmj (Crss). If L(Λi) and L(Γj) are prime II1 factors so that L(Γ1×· · ·×Γm)
∼= L(Λ1×
· · · × Λn), then n = m and we have L(Γi) ∼= L(Λi), up to permutation and amplification.
1.2. Comments on the Proof. The class of groups Crss is comprised of all groups which
satisfy the dichotomy result for the classification of normalizes for crossed products by non-
elementary hyperbolic groups of Popa and Vaes [PV12]. We utilize this criterion to infer
algebraic and analytic structural properties Γ and L(Γ), respectively. To give a brief outline
of the strategy involved, assume Γ ∈ Quotn(Crss) is an n-step extension by groups in Crss.
We begin by exploiting the aforementioned analytic aspects of L(Γ) to conclude that
whenever Γ = Γ1 × Γ2, then either: Γ1 is finite and Γ2 ∈ Quotn(Crss); Γ2 is finite and
Γ1 ∈ Quotn(Crss); or there exist positive integers n1, n2 so that Γi ∈ Quotni(Crss). This result
holds in greater generality. If we instead assume Γ has two commuting subgroups which
generate a finite index subgroup of Γ, than a parallel statement holds.
In [CdSS15], Chifan, Sinclair and the first author prove that whenever two groups Γ and
Λ are such that Γ = Γ1 × · · · × Γk is a k-fold product of icc hyperbolic groups such with
L(Γ) ∼= L(Λ), then Λ is necessarily a k-fold product of non-amenable groups. This so-called
product rigidity result describes a non-trivial procedure whereby one transfers the existence
of commuting algebras into the existence of large commuting subgroups of the mystery group
Λ, which can then be perturbed to decompose the group Λ into a non-trivial direct product.
Most notably, this provides a case where the analytic properties of the algebra L(Λ) can be
correlated to algebraic data of the group Λ. Adapting this procedure to the situation where
Γ ∈ Quotn(Crss) and L(Γ)
∼= P1⊗¯P2 for some pair Pi of II1 factors, then the classification
for normalizers allows us to assume that a corner of P1 can be embedded, in the sense of
Popa, into L(Γ1) for some normal subgroup Γ1 ⊳ Γ. Γ1 is necessarily an n− 1-step extension
by groups in Crss. This, in conjunction with intertwining results found within [CKP14], will
lead to the following two cases:
(1) A corner of P1 is conjugate to a finite index subalgebra of a corner of L(Λ), or
(2) A corner of P1 and its relative commutant generate a finite index subalgebra of a
corner of L(Λ).
The former case allows us to identify P1 with L(Γ1) and applying a procedure presented
in [CdSS15] we have that Γ1 the centralizer Γ2 = CΓ(Γ1) effectively decompose Γ as a direct
product. While case (2) requires a more detailed analysis, the proof essentially follows the
same line of argument as case (1).
Acknowledgments. The authors would like to thank Professor Ionut¸ Chifan for proposing
the original idea from which this work was developed. We are deeply indebted to him for his
persistence, patience, guidance, mentorship, and encouragement throughout the development
of this work.
2. Preliminaries
A von Neumann algebraM is a unital, SOT closed, ∗-subalgebra of B(H) for some Hilbert
space H . As proven by Murray and von Neumann , M ⊂ B(H) is a von Neumann algebra
if and only if M = M ′′, where M ′ = {y ∈ B(H) : xy = xy ∀x ∈ M} is the commutant
of M [MvN36]. A von Neumann algebra M is termed a factor if the center is trivial,
i.e. Z(M) =M ∩M ′ ∼= C.
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Unless explicitly stated, we shall assume all von Neumann algebras considered are sepa-
rable (in the sense that they act upon a countable Hilbert space) and all inclusions of von
Neumann algebras P ⊆ M are considered unital. Whenever P ⊆ M is an inclusion of alge-
bras, P ′∩M is the relative commutant of P inside M . The center of a von Neumann algebra
is M ∩M ′, denoted simply as Z(M). Given von Neumann subalgebras P,Q ⊂ M , P ∨ Q
denotes the smallest subalgebra of M containing both P and Q, and if {Pi ⊆M : i ∈ I} is a
collection of von Neumann sub algebras of M ,
∨
i∈I Pi denotes the smallest subalgebra of M
containing
⋃
i∈I Pi. If P ⊆ M is a von Neumann subalgebra, the normalizer of P inside M
is the subgroup of unitaries NM(P ) = {u ∈ U(M) : uPu∗ = P}. A von Neumann algebra
is tracial if there exists a normal, faithful, tracial state τ : M → C and finite if τ(1M) = 1.
When M is a factor, any tracial state τ will be the unique such state.
A von Neumann algebraM is type II1 ifM is infinite dimensional and is tracial. Whenever
M is a type II1 factor, τ(P(M)) = [0, 1]. For every scalar 0 ≤ t ≤ 1, the amplification of
M by t is the von Neumann algebra M t = pMp, where p ∈ P(M) is any projection with
τ(p) = t. It is well-known that the isomorphism class of M t is independent of the choice of
projection p since for any projection q such that τ(p) = τ(q) = t, the algebras pMp and qMq
are unitarily conjugate via a unitary in M . We may extend the definition M t to all scalars
t > 0 by taking a sufficiently large integer n and projection p in Mn(M) with τ ◦Trn(p) = t,
where Trn :Mn(C)→ C is the standard trace on n× n matrices.
To a discrete countable group Γ, Murray and von Neumann describe how one associates a
von Neumann algebra via the left regular representation: Consider the Hilbert space ℓ2(Γ),
the space of square summable sequences indexed by Γ. For every γ ∈ Γ, we can define
a unitary uγ ∈ B(ℓ2(Γ)) by linearly extending the map uγ(δg) = δγg where the collection
{δg}g∈Γ are the standard basis vectors for ℓ2(Γ). The group von Neumann algebra L(Γ) ⊂
B(ℓ2(Γ)) is the von Neumann algebra generated by the canonical unitaries {uγ}γ∈Γ. All
groups considered herein will be discrete, unless specified otherwise.
Fix a group discrete Γ. We denote conjugation of γ ∈ Γ by λ ∈ Γ as γλ = λ−1γλ. For each
group element γ ∈ Γ, and a subset S ⊂ Γ we denote the orbit of γ under conjugation by S as
γS = {γs : s ∈ S}. A group is said to be of infinite conjugacy class, hereby initialized as icc,
if for every γ ∈ Γ \ {e} we have |γΓ| =∞. A well-know result of Murray and von Neumann
states the algebra L(Γ) is a type II1 factor if and only if Γ is an icc group [MvN43]. In this
case, the the unique normal faithful tracial state τ : L(Γ) → C given by τ(x) = 〈xδe, δe〉.
We let CΓ(S) = {γ ∈ Γ : γs = sγ ∀ s ∈ S} denote the centralizer of a set S ⊂ Γ, and
VΓ(S) = {γ ∈ Γ : |λS| <∞} will denote the virtual centralizer of S inside Γ. Given subsets
S, T ⊂ Γ, ST = {st : s ∈ S, t ∈ T} is the collection of all products of elements in S and T .
2.1. Inclusions of Algebras. A von Neumann algebra M is diffuse if there does not exist
a non-zero projection p ∈ P(M) so that pMp = Cp, i.e. M does not contain any minimal
projections. M is prime if M cannot be written as a tensor product of any two diffuse von
Neumann algebras.
Given a tracial von Neumann algebra (M, τ), we define L2(M) as the Hilbert space com-
pletion of M with regards to the sesquilinear form τ : M ×M → C given by 〈x, y〉 = τ(y∗x).
Let P ⊂ M be an inclusion tracial of von Neumann algebras with trace τ . The basic con-
struction [Ch79] 〈M, eP 〉 ⊂ B(L2(M)) is the smallest von Neumann algebra generated by
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M and the orthogonal projection eP : L
2(M) → L2(P ). 〈M, eP 〉 is endowed with a faith-
ful semi-finite trace Tr given by Tr(xePy) = τ(xy), for all x, y ∈ M . Also, we note that
EP := eP |M : M → P is the unique τ -preserving conditional expectation onto P .
If P ⊂ M is an inclusion of von Neumann algebras, a state φ : M → C is said to be
P -central if φ(mx) = φ(xm) for every x ∈ P and every m ∈ M . A tracial von Newmann
algebra (M, τ) is amenable if there exists an M-central state φ : B(L2(M)) → C so that
φ|M = τ . By the celebrated result of A. Connes, a von Neumann algebra is amenable if and
only if it is approximately finite dimensional, i.e. M = lim−→Mn for an increasing sequence of
finite dimensional algebras Mn [Co76]. In the spirit of Popa’s intertwining techniques (see
3.1), Ozawa and Popa described a relative version of this concept which proves useful in the
analysis of structural properties of subalgebras.:
Definition 2.1. [OP07, Section 2.2] Let (M, τ) be a tracial von Neumann algebra, p ∈ M
a projection, and P ⊂ pMp,Q ⊂ M von Neumann subalgebras. We say that P is amenable
relative to Q inside M if there exists a P -central state φ : p〈M, eQ〉p→ C such that φ(x) =
τ(x), for all x ∈ pMp.
The classical notion of amenability is recovered by letting Q = C. More generally, if Q is
amenable and P is amenable relative to Q, then P is necessarily amenable. This definition is
fruitful for numerous reasons, not the least of which its strong semblance to that definition of
relative amenability for groups: as an amenable group Neumann algebra corresponds to an
amenable group, so does relative amenability of group von Neumann algebras coincide with
relative amenability of the groups, i.e. given a group Γ and a pair of subgroups Λ1,Λ2 6 Γ,
then Λ1 < Γ is amenable relative to Λ2 inside Γ is amenable relative to Λ2 inside Γ if and
only if L(Λ1) is amenable relative to L(Λ2) inside L(Γ). Should the ambient algebra M be
understood from context, we simply state that P is amenable relative to Q.
Given an inclusion P ⊂ M of II1 factors, the Jones index of P ⊂ M , denoted [M : P ],
is the dimension of L2(M) as a (left) P module. For an arbitrary inclusion of tracial von
Neumann algebras P ⊂ M , Pimnser and Popa defined a probabilistic notion of index via
the conditional expectation from M onto P .
Definition 2.2 (Pimsner & Popa, [PP86]). Let (M, τ) be a tracial von Neumann algebra
with a von Neumann subalgebra P . Let
λ = inf {‖EP (x)‖
2
2/‖x‖
2
2 : x ∈M+}.
The Pimnser-Popa index of the inclusion P ⊆ M is defined as [M : P ]PP = λ−1, under the
convention that 1
0
=∞.
Theorem 2.3 ( [Jo81, PP86]). Suppose P ⊂ M is an inclusion of tracial von Neumann
algebras. Then the following hold:
(1) If P ⊂M is an inclusion of II1 factors, then [M : P ]PP = [M : P ]
(2) If [M : P ]PP <∞ and p ∈ P is a projection, [pMp : pPp] <∞;
(3) If P is a II1 factor and [M : P ]PP <∞ then P ′ ∩M is finite dimensional;
(4) If P ⊂M is an inclusion of II1 factors with [M : P ]PP <∞, then dimC(P ′∩M) <∞.
Whenever Γ a discrete group and Λ a finite index subgroup, it follows [L(Γ) : L(Λ)]PP is
finite as well. In [CdSS15], the authors provide a generalized converse to this fact.
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Proposition 2.4 ( [CdSS15]). Let Ω 6 Λ 6 Θ be groups such that there exists projections
p ∈ L(Ω) and z ∈ L(Λ)′ ∩ L(Θ) so that pz 6= 0 and [pL(Λ)pz : pL(Ω)pz]PP < ∞. Then
[Λ : Ω] <∞.
3. Popa’s intertwining techniques
To describe the structure of von Neumann algebras, Popa introduced a powerful new
conceptual framework: deformation/rigidity theory. This methodology includes a power-
ful criteria for identifying intertwiners between subalgebras of type II1 factors, now called
Popa’s intertwining-by-bimodules techniques. Much of the recent progress in classifying von
Neumann algebras can be largely attributed to this philosophy.
Theorem 3.1 (Popa, [Po03]). Let (M, τ) be a separable tracial von Neumann algebra and
P,Q be two (not necessarily unital) von Neumann subalgebras of M . The following are
equivalent:
(1) There exist non-zero projections p ∈ P, q ∈ Q, a ∗-homomorphism θ : pPp → qQq
and a non-zero partial isometry v ∈ qMp such that θ(x)v = vx, for all x ∈ pPp.
(2) Let G ⊂ P be a group of unitaries generating P . There is no sequence un ∈ G
satisfying ‖EQ(xuny)‖2 → 0, for all x, y ∈M .
If either of the equivalent conditions hold, we say P intertwines into Q over M , denoted
P ≺M Q. Should Pz ≺M Q for every z ∈ P ′ ∩M , then we say P strongly intertwines into
Q and denote this property by P ≺sM Q. Whenever the ambient algebra M is clear from
context, we suppress the subscript and write P ≺ Q (or P ≺s Q) whenever P (strongly)
intertwines into Q.
Fix a trace preserving action Γy (N, τ) of a group Γ on a tracial von Neumann algebra
(N, τ) and let S be a collection of subgroups of Γ. A set F ⊂ Γ is small relative to S if F
is contained in a finite union of left/right translates of groups in S, i.e. there exist a finite
collection g1, . . . , gj, h1, . . . hj ∈ Γ, Σi ∈ S so that F ⊂
⋃j
i=1 giΣi [BO08]. Clearly, if S is
a collection of normal subgroups of Γ, then we need only consider right translates of S. A
resource detailing the interplay between small sets and intertwining techniques can be found
in [Va10].
In general, if P1, P2 ⊂ M are subalgebras such that P1 and P2 both intertwine into a
common algebra Q, one cannot make any conclusion about P1 ∩ P2 or P1 ∨ P2 without
additional assumptions. We proceed by describing an instance where if one has multiple
commuting subalgebras P1, . . . , Pk of M each of which strongly intertwine into subalgebras
Q1, . . . , Qk respectively, one can construct a common subalgebra Q ⊂M where
∨k
i=1 Pi ≺ Q.
Proposition 3.2. Let Γy (N, τ) be a trace preserving action of a group on a II1 factor N
and denote by M = N ⋊ Γ.
Suppose there exists normal subgroups Σ1, . . . ,Σk ⊳ Γ and pairwise commuting subalgebras
P1, . . . , Pk ⊂M so that Pi ≺sM N ⋊ Σi. Then if Σ = Σ1 · · ·Σk,
k∨
i=1
Ai ≺M N ⋊ Σ.
Proof. Given a set F ⊂ Γ, PF is the orthogonal projection from L2(M) to the closed linear
span of {ngug : ng ∈ n, g ∈ F}. Fixing 1 > ε > 0, P1 ≺sM N ⋊ Σ1 implies there exists a set
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F1 ⊂
⋃j
i=1Σ1γi small relative to Σ1 so that
‖a1 − PF1(a1)‖ < ε/2.
Recursively choose Fi ⊂ ∪
ji
j=1Σiγj,i small relative to Σi so that whenever ai ∈ Ai with
‖ai‖ ≤ 1 we have
‖ai − PFi(ai)‖ ≤ ε/(kj1 · · · ji−1).(1)
Now since the algebras P1, . . . , Pk pairwise commute, we see
‖a1 · · ·ak − PF(a1 · · ·ak)‖2 ≤‖a1 · · · ak −PF1(a1) · · · PFk(ak)‖2(2)
Combining equations 1 and (2), we now have
‖a1 · · · ak − PF(a1 · · · ak)‖2 ≤‖(a1 − PF1(a1))(a2 · · ·ak)‖2
+ ‖PF1(a1)(a2 · · ·ak − PF2(a1) · · ·PFk(ak))‖2
≤ε/k + ‖PF1(a1)(a2 · · · ak −PF2(a1) · · · PFk(ak))‖2.
Since F1 is contained j1 left translates of Σ1, ‖PF1(a1)‖2 ≤ j1‖a1‖2. Thus the inequality
above implies
‖a1 · · · ak − PF(a1 · · · ak)‖2 ≤ε/k + j1‖a1‖‖a2 · · · ak − PF2(a1) · · ·PFk(ak)‖2
≤ε/k + j1‖(a2 − PF2(a2))(a3 · · · ak)‖2
+ j1‖PF2(a2)(a3 · · · ak − PF3(a3) · · ·PFk(ak))‖2
≤ε/k + j1‖a2 − PF2(a2)‖2
j1‖PF2(a2)(a3 · · · ak − PF3(a3) · · ·PFk(ak))‖2
≤2ε/k + j1j2‖a3 · · · ak − PF3(a3) · · ·PFk(ak)‖2.
Repeated application of this procedure will then yield
‖a1 · · ·ak − PF(a1 · · ·ak)‖2 < ε.(3)
Note that the normality of the groups Σi yield that the set F = F1 · · · Fk is contained in a
finite union of right translates of Σ = Σ1 · · ·Σk ⊳ Γ. Thus there exist λ1, · · · , λn ∈ Γ so that
F ⊂
n⋃
i=1
Σλi.
Thus ‖
∑n
i=1 PF(a1 · · · akuλi)‖
2
2 ≥ ‖PF(a1 · · · ak)‖
2
2 > 1− ε for every a− ∈ Pi with ‖ai‖ ≤ 1.
n∑
i=1
‖EN⋊Σ(wuλi)‖
2
2 ≥ ‖
n∑
i=1
EN⋊Σ(wuλi)‖
2
2 > 1− ε
where w is any unitary of the form w = u1 · · ·uk with ui ∈ U(Pi). As unitaries of this form
generate P1 ∨ · · · ∨ Pk, Theorem 3.1 establishes the result. 
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4. Finite Step Extensions of Groups
Fixing a class of groups C, a discrete countable group Γ is a finite step extension by C if
there exists a exists a chain of groups and homomorphisms
Γ = Γn
pin→ Γn−1
pin−1
→ · · ·
pi2→ Γ1
pi1→ 1(4)
such that for every 1 ≤ k ≤ n, πk : Γk → Γk−1 is a surjective homomorphism with ker(πk) ∈
C. For each n ∈ N, Quotn(C) denotes the collection of all groups which are n-step extensions
by C. We denote the collection of all finite step extension by C by Quot(C) = ∪Quotn(C).
Combining the results in both [CIK13] and [CKP14], we have the following facts for the
collection of groups Quot(C).
Proposition 4.1 ( [CIK13,CKP14]). Let C be any class of groups.
(1) If ρ : Λ→ Γ with Γ ∈ Quotn(C) and ker(ρ) ∈ C, then Λ ∈ Quotn+1(C).
(2) If Γi ∈ Quotni(C), Γ1 × · · · × Γk ∈ Quotn1+···+nk(C).
(3) If C is closed under commensurability (up to finite kernel), then so is Quotn(C).
(4) If Γ ∈ Quotn(C) with πn : Γk → Γk−1 a family as in the definition of Quotn(C) and
ρk := π2 ◦ · · · ◦ πn, then ker ρn ∈ Quotn−1(C).
A generalization of part (4) of Proposition 4.1 may be verified using the following con-
struction. Given any group Γ ∈ Quotn(C) with n > 2 we may recursively define the following
family of groups: First let Γ
(0)
n = Γn. For 0 < j ≤ n− 1, suppose we have
Γ(j−1)n
pin→ Γ(j−1)n−1
pin−1
→ · · ·
pij+1
→ Γ(j−1)j → 1
with be a sequence of surjections with ker(πi) ∈ C. Defining ρ
(j−1)
k = πj+1 ◦ · · · ◦ πk and
Γ
(j)
k = ker ρ
(j−1)
k , by appropriately restricting πk we now have
Γ(j)n
pin→ Γ(j)n−1
pin−1
→ · · ·
pij+1
→ Γ(j)j = 1
is a chain satisfying the conditions implying Γ
(j)
n ∈ Quotn−j(C). More generally we have for
0 ≤ j < k ≤ n:
• Γ(j)k ∈ Quotk−j(C),
• Γ(j)k ⊲ Γ
(j−1)
k ,
• Γ(j)k /Γ
(j−1)
k ∈ C,
• Γn ⊲ Γ
(1)
n ⊲ · · · ⊲ Γ
(n−1)
n ⊲ 1 with Γ
(j)
n−1/Γ
(j+1)
n ∈ C
Hence an equivalent characterization of Γ ∈ Quotn(C) is Γ is poly-C with Hirsch length n.
If C is a class of groups closed under commensurability (up to finite kernel), then we
generalize the definition of Quotn(C) there exists a chain as in (4)
(5) Γn → Γn−1 → · · · → Γ1 → 1
with Γ commensurable (up to finite kernel) to Γn. In this situation, we must take care as
commensurabilty may introduce unexpected variability. For instance, if we take the family
of all non-amenable free groups F , naturally F4 ∈ Quot1(F). The cannonical surjection
F4 → F2 demonstrates the fact F4 ∈ Quot2(F). In general, F2n ∈ Quotn(F). As all non-
amenable free groups are commensurable, F2 ∈ Quotn(F) for every n. Thus we impose the
following minimality condition in the definition of Quotn(C):
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Definition 4.2. Let C be a class of groups closed under commensurabilty (up to finite kernel).
Γ ∈ Quot(C) if there exists a chain of surjections
Γn
pin→ Γn−1
pin−1
→ · · ·
pi2→ Γ1
pi1→ 1
so that Γ is commensurable to Γn, ker(πk) ∈ C. Γ ∈ Quotn(C) if n is the smallest positive
integer such that Γ is a k-step extension by C.
5. Relative Strong Solidity and Poly-Hyperbolic Groups
A von Neumann algebra M is said to be solid if for any diffuse subalgebra D ⊂ M , the
relative commutant D′∩M is amenable; M is strongly solid if the normalizer NM(A) of any
diffuse amenable subalgebra A ⊆ M generates an amenable subalgebra of M . When M is
non-amenable, strong solidity implies solidity, which in turn yields primeness.
Definition 5.1 ( [CKP14]). Given a group Σ, Crss(Σ) is the collection of all non-amenable,
exact groups containing Σ as a proper malnormal subgroup so that the following holds:
Assume Γ y N is any trace preserving action on a tracial von Neumann algebra N and
denote M = N ⋊Γ. Let p ∈M be a projection and P ⊂ pMp a subalgebra amenable relative
to N ⋊ Σ. Then either
(1) P ≺M B ⋊ Σ, or
(2) NpMp(P )′′ is amenable relative to N ⋊ Σ.
Our work concerns the case where Σ = {e} and thus for ease of notation we set Crss :=
Crss({e}). The following is a summary of known facts of the class Crss
(1) [PV11] Any weakly amenable group with positive first ℓ2-Betti number is in Crss.
(2) [PV12] Any non-amenable, weakly amenable, biexact group is in Crss, e.g. non-
amenable hyperbolic groups.
(3) [VV14] Crss is closed under commensurabilty up to finite kernel.
If F denotes the collection of groups commensurable to the non-amenable free groups, H
non-elementary hyperbolic groups and all non-amenable, non-trivial free product of exact
groups, then we have the following elementary inclusions:
F ⊂ H ⊂ Crss.
Hence all poly-hyperbolic groups no amenable factors in its composition series are each poly-
Crss groups. We note that In view of item (3) above, each collection of groups Quotn(Crss) is
closed under commensurability.
5.1. Mixed Surface Braid Groups. Let M be an orientable surface. For every fixed posi-
tive integer k, Fk(M) = {(x1, . . . , xk) ∈Mk : xi 6= xk ∀ i 6= j} denotes the k-th configuration
space of M . The symmetric group Sk acts freely on Fk(M) by permutation of the coordi-
nates. The groups PBk(M) := π1(Fk(M)) and Bk(M) := π1(Fk(M)/Sk) are the pure braid
group of k strands and the braid group of k strands of the surface M , respectively. When
M = D2. we recover the classical (pure/mixed) braid groups, and in this case we simply
denote Bk(D
2), Pk(D
2), or Bk,j(D
2) by Bk, Pk and Bj,k, respectively.
Now, fix a pair of positive integers k and j. Regarded as a subgroup of Sk+j, Sk × Sj
has a natural free action on Fk+j(M) by allowing Sk to act on the first k coordinates and
Sj on the remaining j coordinates. The group Bk,j(M) := π1(Fk+j(M)/(Sk × Sj)) is the
mixed braid group of (k, j) strands. Note that there is a canonical embedding of Bk,j(M)
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into Bk,j(M). Following as in [CKP14], P˜k, B˜k,j, and B˜j will denote the central quotients of
the pure, mixed, and standard braid groups.
Fix j distinct points x1, . . . , xj ∈M . The map Fk+j(M)/(Sk × Sj)→ Fj(M)/Sj given by
forgetting the first k coordinates is a locally trivial fibration with fiber Fk(M \ {x1, . . . , xj}
called the Fadwell-Newarth fibration. The long exact sequence in homotopy of this fibration
yields the following short exact sequence for the mixed braid groups:
1→ Bk(M \ {x1, . . . , xj)})→ Bk,j(M)→ Bj(M)→ 1(6)
provided that M 6= S2 or RP 2 [FN62, Theorem 3, Corollary 2.2].
Let M = Σ0,b be an orientable genus g = 0 surface with b boundary components. Letting
k, j ≥ 3, Equation (6) becomes
1→ Bk(Σ0,b+j)→ Bk,j(M)→ Bj(M)→ 1,
where Σ0,b+j is a surface with b+ j boundary components. Passing to the central quotients,
[CKP14, Theorem 3.5] implies that B˜k,n(M) ∈ Quotk+j−4(F).
5.2. Direct Product Decompositions for Quot(Crss). Fixing a group Γ in Quot(Crss),
we begin by demonstrating that the existence of large commuting subgroups Σ1,Σ2 inside
the group Γ implies the existence of a virtual splitting of the group as a direct product.
Essentially, we perturb the groups Σi to commensurable groups Λi 6 Γ so that Λ1 × Λ2 are
Γ are commensurable. This is achieved by examining the relationship between the analytic
properties and algebraic properties of groups in the class Crss and subsequently investigating
how these properties translate to all groups in Quot(Crss).
Lemma 5.2. Let p ∈ L(Γ) be a projection and A,B ⊂ pL(Γ)p be two diffuse commuting
subalgebras of pL(Γ)p with Γ ∈ Crss. Then [pL(Γ)p : A ∨ B]PP = ∞. In particular if
Σ1,Σ2 < Γ are commuting subgroups such that [Γ : Σ1Σ2] < ∞, then either Σ1 or Σ2 is
finite.
We omit the proof, as it is the base step of the induction argument of the main theorem
of [CKP14].
Proposition 5.3. Γ ∈ Quotn(Crss). Suppose there exist infinite groups such that Γ is
commensurable to Σ1 × Σ2. Then we may find n1, n2 > 0 such that n1 + n2 = n with
Σi ∈ Quotni(Crss).
Proof. As Γ ∈ Quotn(Crss), there exists a chain
Γn
pin
։ Γn−1
pin−1
։ · · ·
pi2
։ Γ1
pi1
։ 1(7)
with Γ commensurable to Γn. As Quotj(Crss) is closed under commensurability for all j,
after passing to a finite index subgroup, we may assume Σ1 × Σ2 = Γn.
Let ρn : Γn → Γ1 be given by the concatenation of the homomorphisms given in (7). Note
ρn(Σ1 × {e}), ρn({e} × Σ2) are commuting groups generating Γ1. Lemma 5.2 implies either
ρn(Σ1 × {e}) or ρn({e} × Σ2) is finite. Symmetry allows us to assume ker(πn|Σ1) = Σ < Σ1
is a finite index normal subgroup of Σ1 with Σ < ker(ρn) = Γ
(1)
n . Σ × Σ2 is a finite index
subgroup of Γn. If we restrict ρn to Σ × Σ2, a simple calculation yields Γ
(1)
n = Σ × Λ where
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Λ = ker(ρn|Σ2). Thus we have
Σ2
Λ
∼=
Σ× Σ2
Σ× Λ
<
Γn
Γ
(1)
n
∈ Crss(8)
Since Γ is commensurable to Σ×Σ2, the inclusion in (8) is a finite index inclusion of groups.
Thus Σ2/Λ ∈ Crss.
When n = 2, we have Γ
(1)
2 ∈ Crss and Γ
(1)
2 = Σ× Λ Lemma 5.2 implies Λ is finite. Thus Σ
is commensurable to Γ
(1)
n yielding Σ ∈ Quot1(Crss). Since Λ ⊳Σ2 and Λ is finite, passing to a
finite index subgroup of both Λ and Σ2, (8) shows Σ2 ∈ Crss.
Now if the result holds for all groups in Quotn−1(Crss) up to some integer n − 1, we
have Γ
(1)
n ∈ Quotn−1(Crss) with Γ
(1)
n = Σ × Λ. If Λ is a finite group, then repeating the
argument when n = 2 proves the result for n. If instead Λ is an infinite group, then by the
induction hypothesis, we may find n1, n2 > 0 so that n1 + n2 = n − 1, Σ ∈ Quotn1(Crss),
and Λ ∈ Quotn2(Crss). By (8), we then have Σ2 ∈ Quotn2+1(Crss). Furthermore, Σ1 is
commensurable to Σ which by Propositions 4.1 ensures Σ1 ∈ Quotn1(Crss). 
Corollary 5.4. Let Γ ∈ Quotn(Crss) and suppose Γ is commensurable to Σ1 × Σ2 with
Σ1 ∈ Quotj(C) for some j ∈ N. Then either n = j and Σ2 is finite, or j < n and Σ2 ∈
Quotn−j(Crss).
Proof. By the minimality constraint in Definition 4.2, we naturally have j ≤ n. If j = n
and Σ2 were infinite, Proposition 5.3 yields Σi ∈ Quotni(C) for some n > ni ≥ 1, once again
contradicting minimality.
Now suppose 1 ≤ j < n. If n = 2, by Proposition 5.3, we have the result. We momentarily
define Quot0(Crss) as the collection of all finite groups. Proceeding as in the proof of the
previous proposition, we have either
(1) Γ
(1)
n is commensurable to Σ1 × Λ2
(2) Γ
(1)
n is commensurable to Λ1 × Σ2,
where Λi = ker(ρn|Σi). In case (1), Σ1 ∈ Quota(Crss) and Λ2 ∈ Quotb(Crss), for a, b ≥ 0 with
a + b = n − 1. Hence Σ2 ∈ Quotb+1(Crss) By minimality a ≥ j. If a > j, this would imply
Γ ∈ Quotj+b+1(Crss) where j + b+ 1 < n once again contradicting minimality. In case (2), a
similar argument will guarantee Λ ∈ Quotj−1(Crss) and thus Σ ∈ Quotn−j(Crss). 
Further analysis of the claims above yields the following stronger statement. We will omit
the proof as it follows almost identically
Corollary 5.5. Let Γ ∈ Quotn(Crss). Suppose we have a chain witnessing Γ ∈ Quotn(C)rss
Γn
pin
։ Γn−1
pin−1
։ · · ·
pi2
։ Γ1
pi1
։ 1
with [Γn : Σ1Σ2] < ∞ for some infinite commuting groups Σ1,Σ2 < Γn. Then there exists
n1, n2 > 0 so that n1 + n2 = n so that Σi ∈ Quotni(Crss). Furthermore, if a priori we have
Σ1 ∈ Quotj, then Σ2 ∈ Quotn−j(Crss).
6. Proof of the Main Theorem
Through their analysis of the generalized comultiplication map described within [CIK13],
Chifan, Kida, and the second authors work in [CKP14] establish primeness results for the
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algebras coming from a large natural class of groups. These groups include most mapping
class groups, central quotients of pure braid groups, Torelli groups, and Johnson kernels of
punctured low-genus surfaces. We further Chifan’s, Kida’s and the second author’s analysis
of the algebras coming from groups in Quotn(Crss) by introducing to their work the techniques
found within [CdSS15]. This combined approach will allow us to detect a direct product
within the underlying group Γ whenever the algebra is non-prime.
To establish the main results, we set out the following notation taken [CIK13]. A group
homomorphism ρ : Γ → Λ lifts ρ to a ∗−homormorphism of von Neumann algebras ∆ :
L(Γ) → L(Γ)⊗¯L(Λ) by extending the map uγ 7→ uγ ⊗ vρ(γ) where {uγ}γ∈Γ, {vλ}λ∈Λ are
the canonical unitaries of L(Γ) and L(Λ), respectively. When ρ : Γ → Γ is the identity,
this is precisely the compultiplication map along Γ. For a group Γ ∈ Quotn(Crss), we will
consider the group homomorphism ρn : Γn → Γ1 as defined in the previous section. If
P1, . . . , Pk ⊂ M are subalgebras of M , then P1 ∨ · · · ∨ Pk ⊂ M is defined to be the smallest
von Neumann algebra in M containing P1 ∪ · · · ∪ Pk. For every j ∈ {1, . . . , k},, we denote
Pˆj := P1 ∨ · · · ∨ Pj−1 ∨ Pj+1 ∨ · · · ∨ Pk.
Lemma 6.1. Let M be a type II1 factor with P1, . . . , Pk ⊂M diffuse commuting II1 factors
such that P1∨· · ·Pk ⊂M is a finite index inclusion of algebras. Then there exists a projection
z ∈ M so that Z(Qiz) ∼= C, where NM(Pi)′′ = Qi.
Proof. Letting P = P1 ∨ · · · ∨Pk, Theorem 2.3 part (d) implies P ′ ∩M is finite dimensional.
Notice P ⊂ Qi for every i = 1, . . . , k since Pi and P ′i ∩M are both subalgebras of Qi. Thus
Z(Qi) is finite dimensional since Z(Qi) ⊂ Q′i ∩M ⊂ P
′ ∩M .
Now for any projection z ∈ Z(Qi), we claim Qiz = NzMz(Piz)′′
1. It suffices to show
NM(Pi)z = NzMz(Piz). This follows clearly form the following facts: given any unitary
u ∈ NM(Pi), (uz)
∗uz = z = uz(uz)∗; if v ∈ U(zMz) is a normalizing unitary of Piz, then
v + (1− z) ∈ U(M) is a normalizing unitary of Pi.
Since the algebras Z(Qi) pairwise commute, we may take any minimal projections zi ∈
Z(Qi) so that zizj = zjz1 6= 0. Then
Az ⊂ zMz = N
is a finite index inclusion of algebras with Z(NN(Piz)′′) = Z(Qiz) = Cz. 
Proposition 6.2. Let Γ ∈ Quotn(Crss) with p ∈ L(Γ) a non-zero projection. Suppose there
exist A,B ⊂ pL(Γ)p diffuse commuting subalgebras so that [pL(Γ)p : A ∨ B]PP < ∞. Then
either
(1) A ≺L(Γ) L(Γ
(1)
n ), or
(2) B ≺L(Γ) L(Γ
(1)
n ).
Proof. First note n ≥ 2 by Lemma 5.2. Let P0 ⊂ A be an amenable subalgebra. Letting
M = L(Γ), we see ∆(P0) and ∆(B) are diffuse commuting subalgebras of M⊗¯L(Γ1) with
∆(P0) amenable. Since Γ1 ∈ Quot1(Crss) = Crss, we have either
(1) ∆(P0) ≺M⊗¯1, or
(2) NM⊗¯L(Γ1)(∆(P0))
′′ is amenable relative to M⊗¯1 in M⊗¯L(Γ1).
Assume (2) holds. Noting ∆(B) ⊂ NM⊗¯L(Γ1)(∆(P0))
′′ yields ∆(B) is amenable relative to
M⊗¯1 inside M⊗¯L(Γ1). Applying the dichotomy property of Crss either
1This holds in much greater generality: the projection z can be taken to be any projection in Q′
i
∩M
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(3) ∆(B) ≺M⊗¯L(Γ1) M⊗¯1, or
(4) NM⊗¯L(Γ1)(∆(B))
′′ is amenable relative to M⊗¯1 in M⊗¯L(Γ1).
To summarize we have either
(5) ∆(P0) ≺M⊗¯L(Γ1) M⊗¯1,
(6) ∆(B) ≺M⊗¯L(Γ1) M⊗¯1, or
(7) ∆(A ∨ B) ⊂ NM⊗¯L(Γ1)(∆(B))
′′ is amenable relative to M⊗¯1 in M⊗¯L(Γ1).
We first show case (7) is impossible. Since A∨B is a finite index subalgebra ofM ,M ≺s A∨B
and hence M is amenable relative to A∨B. By [OP07, Proposition 2.4], ∆(M) is amenable
relative to M⊗¯1 in M⊗¯L(Γ1). However, [CIK13, Proposition 3.5] would imply ρ(Γ) = Γ1 is
amenable, a contradiction. Thus we only have case (5) and (6). Since P0 was an arbitrary
amenable subalgebra of A, by [BO08] we have either
(8) ∆(A) ≺M⊗¯L(Γ1) M⊗¯1, or
(9) ∆(B) ≺M⊗¯L(Γ1) M⊗¯1.
Noting ker(ρn) = L(Γ
(1)
n ), the result follows from application of [CIK13, Proposition 3.4]. 
Lemma 6.3. Let Γ ∈ Quotn(Crss). If A,B ⊂ pL(Γ)p are diffuse commuting subalgebras with
A amenable, then [pL(Γ)p : A ∨B]PP =∞.
Proof. We proceed by induction on n. When n = 1, this follows from Lemma 5.2. Now
assume the statement holds for all groups in Quotk(Crss) where k ≤ n − 1 and take Γ ∈
Quotn(Crss) with A,B ⊂ pL(Γ)p as stated. Then ∆(A) is amenable and therefore amenable
relative to M⊗¯1 in M⊗¯L(Γ1). Since Γ1 ∈ Crss, either
(1) ∆(A) ≺M⊗¯L(Γ1) M⊗¯1, or
(2) NM⊗L(Γ1)(∆(A))
′′ is amenable relative to M⊗¯1 in M⊗¯L(Γ1).
We first show (1) is impossible. If (1) were to hold, [CIK13, Proposition 3.4] implies A ≺
L(Γ
(1)
n ). By [CKP14, Proposition 2.4], there exists a ∗-isomorphism ψ : p1Ap1 → P1 ⊂
qL(Γ
(1)
n )q such that P1 ∨ (P1
′ ∩ qL(Γ(1)n )q) ⊂ qL(Γ
(1)
n )q is a finite index inclusion of algebras.
Since A is a diffuse amenable algebra, P1 is also diffuse amenable. Since Γ
(1)
n is non-amenable,
P ′1∩ qL(Γ
(1)
n )q is non-amenable. Supposing P ′1∩ qL(Γ
(1)
n )q has an atomic corner, cutting by a
minimal central projection z, P1z ⊂ qzL(Γ
(1)
n )qz is a finite index inclusion of algebra. Since
P1z is amenable is an amenable corner of L(Γ
(1)
n ), this is would imply Γ
(1)
n is an amenable
group, a contradiction. If instead P ′1 ∩ qL(Γ
(1)
n )q were diffuse, this would contradict the
induction hypothesis.
Now if (2) holds, the assumption [M : A ∨ B]PP < ∞ implies ∆(A ∨ B) ⊂ M⊗¯L(Γ1) is
also a finite index inclusion of algebras. Since ∆(A ∨ B) ⊂ NM⊗¯L(Γ1)(∆(A))
′′, ∆(A ∨ B) is
amenable relative to M⊗¯1 in M⊗¯L(Γ1). By [OP07, Proposition 2.4], M⊗¯L(Γ1) is amenable
relative to M⊗¯1. However, this is impossible as [CIK13, Proposition 3.5] would imply
Γ1 ∈ Crss is amenable. 
To establish the main result, we show that the maximal number of commuting diffuse
subalgebras is controlled by the Hirsh length. Note that we have an upper bound rather
than equality. As an example of when we have a strict upper bound, central quotients of braid
groups are poly-free groups which give rise to prime von Neumann algebras [CKP14, Theorem
A].
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Lemma 6.4. Let Γ ∈ Quotn(Crss) and suppose P1, . . . , Pk ⊂ qL(Γ)q are diffuse commuting
II1 factors. If P1 ∨ · · · ∨ Pk ⊂ qL(Γ)q generate a finite index subalgebra, then k ≤ n.
Proof. When n = 1, Lemma 5.2 proves the assertion. Now suppose the conclusion holds
for all groups in Quotm(Crss) up to m = n − 1. Now let Γ ∈ Quotn(Crss) and assume to
the contrary there are k > n diffuse subalgebras P1, . . . , Pk ⊂ qL(Γ)q generating a finite
index subalgebra of qL(Γ)q. Without loss of generality, we may assume k = n+ 1. Then by
Proposition 6.2, for every j ∈ {1, . . . , k}, either Pˆj ≺L(Γ) L(Γ
(1)
n ) or Pj ≺L(Γ) L(Γ
(1)
n ).
Now if Pˆj ≺ L(Γ
(1)
n ), by [CKP14, Proposition 2.4] there exists a ∗-isomorphism ψ : pPˆjp→
A ⊂ rL(Γ(1)n )r so that A∨A′∩rL(Γ
(1)
n )r ⊂ rL(Γ
(1)
n )r is a finite index inclusion of algebras. We
may assume p = p1 · · ·pk, pi ∈ Pi for i 6= j. Hence ψ(pPˆjp) = ψ(
∨
i 6=j piPip) =
∨
i 6=j ψ(piPip).
Thus ∨
i 6=j
ψ(piPip) ∨ (ψ(pPˆjp)
′ ∩ rL(Γ(1)n )r) ⊂ rL(Γ
(1)
n )r
is a finite index inclusion of algebras. By Lemma 6.3, the center Z(
∨
i 6=j ψ(piPip)∨(ψ(pPˆjp)
′∩
rL(Γ
(1)
n )r)) cannot be diffuse. Thus, cutting by a minimal central projection we may assume∨
i 6=j
ψ(piPip) ∨ (ψ(pPˆjp)
′ ∩ rL(Γ(1)n )r) ⊂ rL(Γ
(1)
n )r
is a finite index inclusion of factors. However, this would contradict the induction hypothesis
as it would allow for at least n commuting diffuse non-amenable subalgebras of rL(Γ
(1)
n )r.
If instead Pj ≺L(Γ) L(Γ
(1)
n ) for all j, [Va10, Lemma 2.5, Proposition 2.6], in conjunction
with the factoriality of each Pj, imply Pj ≺
s
L(Γ) L(Γ
(1)
n ). Proposition 3.2 would then give
L(Γ) ≺L(Γ) L(Γ), which implies Γ
(1)
n is finite index in Γ once again leading to a contradiction.

The following proposition is the key ingredient in decomposing a group as a product: if
we may find an subgroup of Σ < Γ ∈ Quotn(Crss) then we may also find another subgroup
commuting with Σ so that Γ is commensurable to the direct product Σ × Ω. The proof of
this proposition closely follows the proof of [CdSS15, Theorem 4.3].
Proposition 6.5. Let Γ ∈ Quotn(Crss) be an icc group and denote by L(Γ) = M . Suppose
we have subgroup Σ < Γ, and a projection p ∈ L(Σ)′ ∩M so that Σ ∈ Quotj(Crss) and
p[L(Σ) ∨ (L(Σ)′ ∩M)]p ⊂ pMp
is a finite index inclusion of II1 factors. Then we may find commuting subgroups Σ1,Σ2 < Γ
such that [Σ : Σ1] < ∞ and [Γ : Σ1 × Σ2] < ∞. Furthermore, if Σ ∈ Quotj(Crss), then
Σ2 ∈ Quotn−j(Crss).
Proof. Letting Σ2 = {γ ∈ Γ : |γ|Σ < ∞} and proceeding as in [CdSS15, claim 4.7], we
see [Γ : Σ2Σ] < ∞. Now, the first half of [CdSS15, Claim 4.8] demonstrates Σ ∩ Σ2 is
amenable since it can be written as an increasing tower of amenable groups. Let Γ1 act
trivially on C, Γ ∼= Γn → · · · → Γ1 is a chain witnessing Γ ∈ Quotn(Crss). Since L(Σ ∩ Σ2)
is amenable and Σ normalizes Σ2 ∩ Σ, the dichotomy of Crss will imply L(Σ2 ∩ Σ) ≺ C1.
Thus, [CdSS15, Proposition 2.6] implies Σ ∩ Σ2 is finite.
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Claims 4.9–4.12 in the proof of [CdSS15, Theorem 4.3] provides the existence of a subgroup
Σ1 6 Σ satisfying [Σ : Σ1] <∞, [Γ : Σ1Σ2] <∞, and [Σ2,Σ1] = {e}. Since Σ∩Σ2 > Σ1∩Σ2,
it follows Σ1 ∩ Σ2 is finite as well. Since Γ is icc and [Γ : Σ1Σ2] < ∞ then Σ1 ∩ Σ2 = {e}.
Thus [Γ : Σ1 × Σ2] <∞.
Now if we also had assumed Σ ∈ Quotj(Crss), Corollary 5.5 yields Σ2 ∈ Quotn−j(Crss). 
Theorem 6.6. Let Γ ∈ Quotn(Crss) be an icc group and q ∈ L(Γ) a projection. Suppose
P1, . . . , Pk ⊂ qL(Γ)q =M are diffuse commuting II1 factors such that [M : P1∨· · ·∨Pk] <∞.
Then there exist icc groups Σi ∈ Quotni(Crss), non-zero projections pi ∈ Pi, finite index
subfactors Di ⊂ piPipi, and a unitary u ∈M such that
• Γ is commensurable to Σ1 × · · · × Σk,
•
∑k
i=1 ni = n,
• Di ⊂ piu∗L(Σi)upi is a finite index inclusion of II1 factors.
Proof. As our theorem is taken up to commensurability, we will treat the case when Γ = Γn
where
Γn → Γn−1 → · · · → Γ1 → 1
witnesses Γ ∈ Quotn(Crss). Furthermore, Lemma 6.1 implies we may assume NpMp(Pi)
′′ is
a factor. By Proposition 6.2, for every i we have either Pˆi ≺M L(Γ
(1)
n ) or Pi ≺M L(Γ
(1)
n ).
If we assume Pi ≺M L(Γ
(1)
n ), then Pi ≺sM L(Γ
(1)
n ) and hence P1 ∨ · · · ∨ Pk ≺ L(Γ
(1)
n ). Since
P1 ∨ · · · ∨ Pk is a finite index subalgebra of L(Γ), then [Γ : Γ
(1)
n ] < ∞ contradicting that
Γ/Γ
(1)
n ∈ Crss. Thus, there exists i such that Pˆi ≺M L(Γ
(1)
n ) but Pi 6≺M L(Γ
(1)
n ). For simplicity,
we consider the case i = k. [CKP14, Proposition 2.4] give the existence of projections p ∈
Pˆk, q1 ∈ L(Γ
(1)
n ), a partial isometry v ∈M , and a ∗-isomorphism ψ : pPˆkp→ B ⊂ q1L(Γ
(1)
n )q1
such that
(a) B ∨ (B′ ∩ q1L(Γ
(1)
n )q1) ⊂ q1L(Γ
(1)
n )q1 is a finite index inclusion of algebras,
(b) ψ(x)v = vx for all x ∈ pAˆkp.
As in the proof of Lemma 6.4, we may assume p = p1 · · · pk−1 where pi ∈ Pi are projections
such that B = ψ(pPˆkp) = ψ(p1Pip) ∨ · · · ∨ ψ(pk−1Pk−1p) = B1 ∨ · · · ∨ Bk−1. Thus we have
(c) ψ(piPip) = Bi,
(d) ψ(x)v = vx for all x ∈ pPˆkp,
(e) B1∨· · ·∨Bk−1∨(B′∩q1L(Γ
(1)
n )q1) ⊂ q1L(Γ
(1)
n )q1 is a finite index inclusion of algebras.
We first assume n = 2. In this case, Lemma 6.4 implies k = 2. Since Γ
(1)
n ∈ Quot1(Crss),
Lemma 5.2 implies Z(B′ ∩ q1L(Γ
(1)
n )q1) cannot have any diffuse part and therefore is com-
pletely atomic. Thus multiplying v by some minimal central projection q′ ∈ B′∩ q1L(Γ
(1)
n )q1
so that vq′ 6= 0, we may assume ψ(pP1p) = B ⊂ q1L(Γ
(1)
n )q1 is a finite index inclusion of fac-
tors. Moreover, dimC(Z(qL(Γ
(1)
n ))q) ≤ [qL(Γ
(1)
n )q : B]PP <∞ since B is a II1 factor. Thus,
after multiplying again by a minimal central projection, we may assume B ⊂ q1L(Γ
(1)
n )q1 is
a finite index inclusion of II1 factors. We claim there exists a projection r ∈ L(Γ
(1)
n )′ ∩M
such that.
r[L((Γ(1)n ) ∨ L(Γ
(1)
n )
′ ∩M)]r ⊂ rMr(9)
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is a finite index inclusion of II1 factors.
To this end, the downward basic construction [Jo81, Lemma 3.1.8] gives a projection e ∈
q1L(Γ
1
n)q1 and a subfactor C ⊂ B ⊂ q1L(Γ
(1)
n )q1 = 〈B, e〉 such that [B : C] = [q1L(Γ
(1)
n )q1 :
B], Ce = eL(Γ
(1)
n )e and Ce ∼= C. Then the restriction ψ−1 : C → D ⊂ pP1p is a ∗-
isomorphism such that [pP1p : D] < ∞ with ψ−1(y)v∗ = v∗y for all y ∈ C. Let θ : Ce→ C
be the ∗-isomorphism given by xe 7→ x and denote by v′ = ev. If we suppose v′ = 0, we
would have vv∗xe = xvv∗e = 0 for all x ∈ B. As 〈B, e〉e = Be, vv∗t = 0 for all t ∈ 〈B, e〉.
However, since q is the central support of e in 〈B, e〉, this would yield vv∗ = 0. Thus it
follows that ϕ = ψ−1 ◦ θ : eL(Γ(1)n )e→ D is a ∗-isomorphism satisfying
ϕ(y)w∗ = w∗x for all y ∈ eL(Γ(1)n )e(10)
where w∗ is the partial isometry from the polar decomposition of v∗e = |v∗e|w∗. Note that
s = w∗w ∈ D′ ∩ pMp and ww∗ ≤ e. Thus equation (10), we obtain
w∗L(Γ(1)n )w = ϕ(eL(Γ
(1)
n )e)w
∗w = Ds(11)
(w∗L(Γ(1)n )w)
′ ∩ sMs = (Ds)′ ∩ sMs.(12)
First note P2p ⊂ D′ ∩ pMp. Since D ⊂ pP1p is a finite index inclusion, so are the inclusions
D ∨ P2p ⊂ p(P1 ∨ P2)p ⊂ pMp and hence D ∨ P2p ⊂ pMp is a finite index inclusion of
algebras. By the local index formula, we also have Ds ∨ s(D′ ∩M)s ⊂ sMs is also a finite
index inclusion of II1 factors.
Let r = ww∗ and u ∈ M a unitary with w∗ = ur. Conjugating (11) and (12) by u
implies r[L(Γ
(1)
n ) ∨ L(Γ
(1)
n )′ ∩ M ]r = L(Γ
(1)
n )r ∨ (L(Γ
(1)
n )′ ∩ rMr) ⊂ rMr is a finite index
inclusion of II1 factors (after shrinking r is necessary). By Proposition 6.5, there exists a
finite index subgroup Σ1 < Γ
(1)
n such that Σi ∈ Quot1(Crss) with [Γ : Σ1 × Σ2] < ∞ and
rP2r ⊂ ru∗L(Σ2)ur, where Σ2 = VΓ(Γ
(1)
n ). Since ru∗L(Γ
(1)
n )ur ⊂ rP1r is a finite index
inclusion of II1 factors, so is the inclusion ru
∗L(Σ1)r ⊂ rP1r. Performing the downward
basic construction gives a subfactor P1f ⊂ ru∗L(Σ1)r where f ∈ P ′1 ∩ rMr.
Since rP2r ⊂ r(P ′1 ∩M)r is a finite Pimnser-Popa index inclusion of algebras, so is the
inclusion rP2r ⊂ ru∗L(Ω)ur. Thus cutting once again by a minimal projection we have
r2P2rr ⊂ r2u∗L(Σ2)ur2 is a finite index inclusion of II1 factors.
Now suppose the result holds for all icc groups Λ ∈ Quotn−1(Crss) for some n ∈ N. Take
Γ ∈ Quotn(Crss) an icc group. Proceeding as in the case when n = 2, we may assume
Pˆk ≺M L(Γ
(1)
n ). More precisely, since the center of P1∨· · ·∨Pk is trivial, by [Va10, Lamma 2.5,
Proposition 2.6] Pˆk ≺sM L(Γ
(1)
n ). [CKP14, Proposition 2.4] give the existence of projections
p ∈ P1, q ∈ L(Γ
(1)
n ), a partial isometry v ∈ M and a ∗-isomorphism ψ : pP1p → B ⊂
q1L(Γ
(1)
n )q1 such that
(f) B ∨ (B′ ∩ q1L(Γ
(1)
n )q1) ⊂ q1L(Γ
(1)
n )q1 is a finite index inclusion of algebras,
(g) ψ(x)v = vx for all x ∈ pP1p.
If Bk = B
′∩q1L(Γ
(1)
n )q1 was not diffuse, we cutting by a minimal central projection to obtain
B ⊂ q1L(Γ
(1)
n )q1 is finite Pimnser-Popa index inclusion of algebras. As before, Z(qL(Γ
(1)
n ))
is finite dimensional. Thus, we cut by an appropriate minimal central projection to obtain
a finite index inclusion of II1 factors and proceed exactly as in the case when n = 2.
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Now suppose B and Bk = B
′∩q1L(Γ
(1)
n )q1 are both diffuse. Then, by cutting by a minimal
central projection if necessary, we have B ∨ Bk ⊂ q1L(Γ
(1)
n )q1 is a finite index inclusion of
II1 factors. By the induction hypothesis, there exists a unitary w ∈ q1L(Γ
(1)
n )q1,subgroups
Λ1, . . . ,Λk of Γ
(1)
n and projections pi ∈ Bi, qi ∈ L(Λi) so that
• w(p1Bip1)w∗ ⊂ q1L(Λi)q1 is a finite index inclusion of II1 factors
• Γ(1)n is commensurable to Λ1 × · · · × Λk
• Λ ∈ Quotm1(Crss) with 1 ≤ m1 < n− 1.
•
∑
mi = n− 1.
Letting Λ = Λ1×· · ·×Λk and proceeding as in the case when n = 2, there exists a projection
s such that
s[L(Λ) ∨ L(Λ)′ ∩M ]s ⊂ sMs
is a finite index inclusion of II1 factors. Applying Lemma 6.5 and following the same
procedure as in the case when n = 2, we may find a finite index subgroup Λ1 < Λ so
that rPˆjr ⊂ ru∗L(Λ1)ur and rPkr ⊂ L(Λ2) are finite index inclusions of II1 factors with
[Γ : Λ1 × Λ2] <∞. Furthermore, we may assume
rPˆjr = rP1r ∨ · · · ∨ rPk−1r.
Letting Γk = Σ2 and once again applying the induction hypothesis, we may appropriately
identify corners of Pi with groups Γi so that Γi ∈ Quotni(Crss) with n1 + · · ·+ nk = n.

The above result may be extended to amplifications of the algebra L(Γ).
Corollary 6.7. Let Γ ∈ Quotn(Crss) be an icc group and denote by M = L(Γ)
t. If P1, . . . , Pk
are diffuse commuting II1 factors such that [M : P1∨· · ·Pk] <∞, then k ≤ n and there exist
icc groups Σ1 ∈ Quotni(Crss), non-zero projections pi ∈ Pi, finite index subfactors Di ⊂ piPipi
and a unitary u ∈M such that
• Γ is commensurable to Σ1 × · · · × Σk,
•
∑k
i=1 ni = n,
• Di ⊂ piu
∗L(Σi)upi is a finite index inclusion of II1 factors.
Proof. Fix an integer N > t > 0. Since M = L(Γ)t, there exists a projection q ∈
MN (C)⊗¯L(Γ) so that qMN(C)⊗¯L(Γ)q = M and Tr(q) = t, where Tr : MN(C)⊗¯L(Γ) → C
is the trace induced on MN (C)⊗¯L(Γ) from the trace τ on L(Γ). Now fix a projection r ∈M
with τ(r) = 1/N and r˜ ≤ q, where r˜ is the image of r inside Mn(C)⊗¯L(Γ) in the obvious
way. Then r˜u∗0Mu0r˜ = sL(Γ)s for some non-zero projection s ∈ L(Γ) and unitary u0 ∈ M .
Labeling Qi = ru
∗
0Piu0r for each i ∈ {1, . . . , k}, we see
∨k
i=1Qi ⊂ sL(Γ)s is a finite index
inclusion of algebras. Theorem 6.6 now finished the proof. 
Corollary 6.8. Let Γ ∈ Quotn(Crss) be an icc group and suppose L(Γ)
t ∼= P1⊗¯P2 for some
diffuse von Neumann algebras Pi. Then there exist groups Γ1,Γ2, a unitary u ∈ U(L(Γ)),
positive integers n1, n2, and a scalar s > 0 such that:
(1) Γ is commenarable to Γ1 × Γ2 with Γi ∈ Quotni(Crss) and n1 + n2 = n; and
(2) P s1 = uL(Γ1)u
∗ and P
t/s
2 = uL(Γ2)u
∗.
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Since the proof closely follow the proof of [CdSS15, Theorem 4.14], we include only the
relevant details.
Proof. By Theorem 6.7, there exists groups Γi ∈ Quotni(Crss), a unitary u ∈ L(Γ)
t, and
projections pi ∈ Pi, and finite subfactors Di ⊂ piPipi so that
(1) Γ is commensurable to Σ1 × Σ2,
(2) n1 + n2 = n, and
(3) Di ⊂ piu∗L(Σi)upi.
Thus, all that remains to show is the existence of a scalar s so that P s1 = uL(Γ1)u
∗ and
P
t/s
2 = uL(Γ2)u
∗. Since Γ is commensurable to Σ1×Σ2, there exist commuting non-amenable
subgroups Ω1,Ω2 6 Γ such that [Γ : Ω1Ω2] <∞. Thus, we are now in position to follow the
proof of [CdSS15, Theorem 4.14] exactly. 
Proceeding by way of induction, we obtain the following generalization of Corollary 6.8
Corollary 6.9. Let Γ ∈ Quotn(Crss) be an icc group and suppose L(Γ) ∼= P1⊗¯ · · · ⊗¯Pk for
some diffuse von Neumann algebras P1. . . . , Pk. Then there exist subgroups Γ1, , . . .Γk 6 Γ, a
unitary u ∈ U(L(Γ)), positive integers n1, . . . , nk, and scalars t1, . . . , tk > 0 with t1t2 · · · tk = t
such that:
(1) Γ = Γ1 × · · · × Γk with Γi ∈ Quotni(Crss) and
∑k
i=1 ni = n; and
(2) P tii = uL(Γi)u
∗ for every i ∈ {1, . . . , k}.
Proof. When k = 2, this follows from Corollary 6.8. Now assume the conclusion of the
corollary holds for all tensor decompositions with at most k − 1 factors. Writing L(Γ)t =
Q1⊗¯Q2 where Q1 = P1⊗¯ · · · ⊗¯Pk−1 and Q2 = Pk, Corollary 6.8 implies the existence of
subgroups Γ1,Γ2 6 Γ, a unitary u ∈ U(L(Γ)), and a scalar s1 so that Qs1 = uL(Γ1)u
∗ and
Q
t/s
2 = uL(Γ2)u
∗. Applying the induction hypothesis to Q1 will give the conclusion of the
corollary. 
Corollary 6.10. Suppose Γ1, . . . ,Γm and Λ1, . . . ,Λm are icc groups such that Γi ∈ Quotni(Crss)
and Λi ∈ Quotmj (Crss). If L(Λi) and L(Γj) are prime II1 factors so that L(Γ1× · · · ×Γm)
∼=
L(Λ1 × · · · × Λn), then n = m and we have L(Γi) ∼= L(Λi) for every i ∈ {1, . . . , m}, up to
permutation and amplification.
Proof. The statement that n = m clearly follows from Lemma 6.4 and Theorem 6.6. Letting
Pi = L(Λi) for every i ∈ {1, . . .m}, Corollary 6.9 immediately implies the conclusion. 
We now provide explicit examples to which we apply our results.
Corollary 6.11. If k, j ≥ 3 and B˜j,k ≤ B˜k+j is a mixed braid subgroup, then pL(B˜j,k)p is
prime for every non-zero projection p ∈ P(L(B˜k,j)).
Proof. Suppose to the contrary that there exists a projection p ∈ P(L(B˜k,j)) so that pL(B˜k,j)p
is non-prime. The by Theorem 6.6, B˜k,j is commensurable to a product of groups. However,
since Bk,j is a finite index subgroup of B˜k+j of index k!j!, this would impy that B˜k+j is
commensurable to a product of infinite groups, which contradicts [CKP14, Theorem A]. 
Fix an integer n ≥ 3 and choose a collection of at least two positive integers k1, . . . , km
such that ki 6= 2 for all i ∈ {1, . . . , m} with k1+ · · ·+ km = n. Then there exists a canonical
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epimorphism π : Bn → Sk1×· · ·×Skm . If we denote by Bk1,...,km := ker π, then this generalizes
the mixed braid groups. Note that since [B : Bk1,...,km ] =
∏m
i=1 ki!, the proof of Corollary
6.11 can be modified to verify the following:
Corollary 6.12. Let B˜k1,...,km be as above. Then for any projection p ∈ P(L(B˜k1,...,km)),
pL(B˜k1,...,km)p is prime.
7. Closing remarks
Note the analysis involved in the proofs of the theorems in Section 5 continue to hold if we
forgo the factoriality assumption and instead assume L(Γ) has a finite dimensional center,
e.g. Γ is a finite-by-icc group. By carrying out the same procedure we have the following
generalization of the main theorem:
Theorem 7.1. Suppose P1 ∨ · · · ∨ Pk ⊂ L(Γ) where Γ ∈ Quotn(Crss). Then there exist
commuting groups Σi ∈ Quotni(Crss) so that Γ is commensurable to the product Σ1 · · ·Σk.
While our methods provide a criterion whereby one determines if a group von Neumann
algebra which arises from a finite-step extension by Crss is prime, we have not addressed the
question of [CKP14]: is the NC1 condition sufficient to conclude that the resulting group
von Neumann algebra is prime?
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