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Abstract
In this paper, we report on the development of a MATLAB library for the solution of partial differential equation
systems following the method of lines. In particular, we focus attention on upwind ﬁnite difference schemes and
grid adaptivity, i.e., grid movement or grid reﬁnement. Several algorithms are presented and their performance is
demonstrated with illustrative examples including a ﬁxed-bed reactor with periodic ﬂow reversal, a model of ﬂame
propagation, and the Korteweg–de Vries equation.
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1. Introduction
Computational modeling is now routinely applied in various disciplines of science and engineering.
As the systems under consideration are often characterized by several independent variables, e.g., space
and time, they are described by sets of, generally nonlinear, partial differential equations (PDEs). One
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of the most popular approaches to the numerical solution of PDE models is the method of lines (MOL),
which proceeds in two separate steps:
• approximation of the spatial derivatives using ﬁnite difference, ﬁnite element or ﬁnite volume tech-
niques;
• time integration of the resulting semi-discrete (discrete in space, but continuous in time) equations
using an appropriate solver.
The success of the MOL stems from its simplicity of implementation and the availability of high-quality
time integrators for solving a wide range of problems, including ordinary differential equations (ODEs),
and mixed systems of algebraic and ordinary differential equations (AEs and ODEs forming a system of
differential-algebraic equations (DAEs)).
Several general-purpose FORTRAN libraries, e.g., NAG [1,8] or DSS/2 [12], can be used to develop
codes following the MOL approach. Recently, several MATLAB-based libraries have also been proposed
for the solution of ODE/DAE systems [13] and for the solution of PDE systems using spectral methods
[18,14]. MATLAB is nowwidely available in industry and academia and provides a very convenient basis
for the development of MOL tools, allowing compact vector/matrix operations, and requiring minimum
programming expertise.
In a recent paper [16], the authors report on the development of a collection of MATLAB routines
(called MATMOL) implementing various ﬁnite difference schemes (FDs) and ﬂux limiters, as well as a
discussion of some preliminary results concerning the implementation of a grid reﬁnement strategy. The
present paper elaborates on these preliminary results and focuses attention on the following techniques
applied to PDE problems with solutions displaying moving fronts (e.g., moving fronts of temperature
and concentration, water waves):
• upwind ﬁnite difference schemes for the solution of convection–diffusion–reaction problems, with
application to a catalytic ﬁxed-bed reactor operated with periodic ﬂow reversal;
• a dynamic grid adaptation strategy based on the equidistribution principle and ideas borrowed from
[17,2], with application to a ﬂame propagation problem and Korteweg–de Vries equation;
• amore elaborate version of our static grid reﬁnement strategy, with application to the same two standard
problems.
This paper is organized as follows. The next section brieﬂy introduces the MOL strategy and the develop-
ment of MATLAB routines for spatial discretization. Section 3 presents upwind ﬁnite difference schemes
and their application to a catalytic combustion problem [4]. In Section 4, the MATLAB implementation
of a moving grid algorithm, similar in spirit to the FORTRAN code MOVGRD [17,2], is discussed. The
algorithm is then applied to two standard PDE problems, i.e., Dwyer and Sanders’ ﬂame propagation
problem [3], and the classical Korteweg–de Vries equation [7]. Section 5 presents the MATLAB imple-
mentation of a static grid reﬁnement algorithm, based on the FORTRAN code AGEREG [10], and its
application to the two standard PDE problems considered in the previous section. Finally, Section 6 draws
some conclusions.
2. A MATLAB-based method of lines library
Consider the PDE problem
xt = f (z, t, x, xz, xzz, xzzz, . . .), z ∈ , t0, (1)
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0= b(z, t, x, xz, . . .), z ∈ , t > 0, (2)
x(t = 0, z)= x0(z), z ∈  ∪ , (3)
where x ∈ Rnpde is the vector of dependent variables (e.g., temperature, concentration), z is the vector of
spatial independent variables (in general, three orthogonal spatial coordinates), and t is an initial value
independent variable (typically time). A subscript notation is used for the several partial derivatives, i.e.,
xt = x/t , xz = x/z. Eqs. (1)–(3) represent a system of PDEs deﬁned in a spatial domain , their
associated boundary conditions (BCs) deﬁned on the boundary surface of, and initial conditions (ICs)
deﬁned on the complete spatial domain.
Following the MOL, ﬁnite differences (or other techniques such as spectral methods, but in the contin-
uation of this article we will restrict ourselves to FDs) can be used to approximate the spatial derivatives
appearing in PDEs (1) and BCs (2) and the corresponding linear transformation can be conveniently
implemented using the concept of a differentiation matrix D, i.e.,
x˜z =D1x˜, (4)
x˜zz =D2x˜, (5)
... . (6)
Substitution of (4)–(6) into (1)–(2) yields a semi-discrete ODE or DAE system
x˜t = f (z, t, x˜, x˜z, x˜zz, x˜zzz, . . .), z ∈ , t0, (7)
0= b(z, t, x˜, x˜z, . . .), z ∈ , t > 0, (8)
x˜(t = 0, z)= x0(z), z ∈  ∪ , (9)
where x˜ is the approximate solution. This ODE/DAE system can be integrated in time using one of the
solvers available in the MATLAB ODE Suite [13], e.g., ode15s (which is suitable for stiff ODEs and
index 1 DAEs).
3. Upwinding in the method of lines
For convective PDE problems, upwind FDs [9], e.g.,
x˜z(zi)= (−x(zi−3)+ 6x(zi−2)− 18x(zi−1)+ 10x(zi)+ 3x(zi+1))/(12z) (10)
for a ﬂow from left to right or
x˜z(zi)= (−3x(zi−1)− 10x(zi)+ 18x(zi+1)− 6x(zi+2)+ x(zi+3))/(12z) (11)
for a ﬂow from right to left, work very effectively and avoid spurious oscillations as generated by centered
FDs. Upwind schemes with various orders of accuracy have been implemented in MATLAB, either on
uniform grids or on nonuniform grids (to this end, the algorithmWEIGHTS of Fornberg [5] can be very
conveniently used to compute the ﬁnite difference weights).
For illustration purposes, the ﬁve-point (fourth-order accurate) biased upwind (10) and (11) on uniform
grids are now applied to a catalytic combustion problem described in [4].
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Fig. 1. Evolution of the concentration proﬁles in the catalytic ﬁxed-bed reactor at t = 0, 100, . . . , 9500.
Mass and energy balances yield the following PDEs:
ct =Dczz − vcz − kce(−E/RT ),
¯cpTt = Tzz − gcpgTz + kce(−E/RT )(−HR), 0<z<L, t > 0, (12)
where c (kmol/m3) is the concentration of reactive species, T (K) the temperature,D= 5× 10−3 m2/s
the diffusivity constant, v = 1m/s the gas velocity, k = 29 732 s−1 the rate constant, E/R = 8000K the
activation temperature, ¯cp=400 kJ/(m3 K) the heat capacity of the ﬁxed bed, =2.06×10−3 kW/(mK)
the effective axial heat conductivity, gcpg = 0.5 kJ/(m3 K) the heat capacity of the gas, = 0.8 the bed
void fraction, (−HR)= 206 000 kJ/kmol the heat of reaction, L= 1m the reactor length.
For weakly exothermic reactions, operation of the ﬁxed-bed catalytic reactor with periodic ﬂow rever-
sals is of particular interest. This way, the front and end parts of the catalyst bed act as regenerative heat
exchangers for feed and efﬂuent, allowing the reactions to be operated autothermally at high temperatures.
After a start-up phase (here tstart = 1500 s), where the gas enters at high temperature (cin = 1.21 ×
10−4 kmol/m3 at Tin=873K), the feed temperature is decreased (Tin=293K) and periodic ﬂow reversal
allows the reactor to be operated autothermally.
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Fig. 2. Evolution of the temperature proﬁles in the catalytic ﬁxed-bed reactor at t = 0, 100, . . . , 9500.
From a modeling point of view, periodic ﬂow reversal involves periodic changes in the boundary
conditions, i.e. (for k = 0, 2, 4, . . .)
c(z= 0, t)= cin(t), T (z= 0, t)= Tin(t), k t < (k + 1), (13)
c(z= L, t)= cin(t), T (z= L, t)= Tin(t), (k + 1) t < (k + 2) (14)
and periodic changes in the sign of the gas velocity v. From a numerical point of view, this requires the
use of appropriate differentiation matrices based on either (10) and (11). Figs. 1 and 2 show the evolution
of the concentration and temperature at t = 0, 100, . . . , 9500. This solution can be computed on a ﬁxed
uniform grid with a relatively small number of grid points, e.g.,N=51, as the moving fronts remain quite
smooth. Time integration is performed using the solver ode15s with RelTol= 10−3 and AbsTol= 10−6.
The elements of the concentration and temperature vectors are interlaced so as to confer a banded structure
to the Jacobian matrix, which can be speciﬁed using a function JPattern.
4. A dynamic grid adaptation algorithm
When considering PDE problems with steep moving fronts, it can be advantageous to concentrate the
grid points in spatial regions of interest and to move them continuously in time, i.e., to use dynamic grid
250 A. Vande Wouwer et al. / Journal of Computational and Applied Mathematics 183 (2005) 245–258
adaptation, so that their locations follow the moving fronts and remain near optimal. Not only the number
of grid points can be signiﬁcantly reduced, as fewer grid points are used in regions of low solution activity,
but also larger time steps can usually be taken as the moving fronts are less likely to cross grid points
(generating large changes in time derivatives at these grid points).
In this section, we consider the development of dynamic grid adaptation algorithm based on ideas
borrowed from [17]. This algorithm is based on the Lagrangian formulation of the PDE problem (1).
Consider the continuous time trajectories of the grid points
z1<z2(t)< · · ·<zi(t)< · · ·<zN . (15)
Along z(t)= zi(t) the total temporal derivative of x is given by
x˙ = xt + z˙xz = f (x)+ z˙xz. (16)
The ODEs deﬁning the grid point movement, i.e., z˙ = g(t), can be derived based on some physical a
priori knowledge, such as a ﬂow-related quantity, or so as to equally distribute a monitor function m(x)
such as the arc-length of the solution (several other monitor functions can be considered, e.g., based on
the solution curvature), i.e.,
m(x)=
√
(+ ‖uz‖22), (17)
Mi−1zi−1 =Mizi = c, 2iN − 1, (18)
where zi = zi+1 − zi is the local grid spacing, Mi is a discrete approximant of the monitor function
m(x) in the grid interval [zi, zi+1], and c is a constant. In order to avoid excessive spatial distortion and
temporal oscillation of the grid, two regularization procedures are used in [17]. To this end, the spatial
equidistribution equation (18) is expressed in terms of the grid density ni = 1/zi
ni−1
Mi−1
= ni
Mi
, 2iN − 1. (19)
First, spatial smoothing is accomplished by replacing the grid density ni in (19) by
n˜0 = n0 − (+ 1)(n1 − n0),
n˜i = ni − (+ 1)(ni+1 − 2ni + ni−1), 2iN − 1,
n˜N = nN − (+ 1)(nN−1 − nN), (20)
where  is a positive parameter. The introduction of the ‘anti-diffused’ density n˜i ensures that the grid is
locally bounded, i.e., that adjacent grid spacings do not differ too much from one another (the complete
developments can be found in [17])

+ 1
ni−1
ni

+ 1

. (21)
Second, temporal smoothing is accomplished by replacing the systemofAE (19) by a systemof differential
equations
n˜i−1 +  ˙˜ni−1
Mi−1
= n˜i + 
˙˜ni
Mi
, 2iN − 1, (22)
where the positive parameter  acts as a time constant preventing abrupt changes in the grid movement.
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Experience shows that spatial smoothing is more important than temporal smoothing.
In contrast with the original Fortran software implementation MOVGRD [2], in which a nonlinear
Galerkin discretization of the Lagrangian description of the PDEs (16) is applied, our MATLAB imple-
mentation is based on simple ﬁnite difference schemes on nonuniform grids (as introduced in the previous
section). This choice has the advantage of simplicity and ﬂexibility. Indeed, ﬁnite difference schemes can
accommodate any spatial differential operators, whereas the nonlinear Galerkin discretization used in
MOVGRD is dedicated to convection–diffusion problems. However, ﬁnite difference schemes can be
less efﬁcient on some of these problems.
The semi-discrete equations resulting from (16) are then combined with Eq. (22) to yield a system of
ODEs in the form of
x˙ − A(x, z)z˙= f˜ (x, z),
B(x, z)z˙= g(x, z) (23)
or
M(	)	˙= q(	), (24)
where 	 is a vector of dependent variables in which the elements of x and z are interlaced (following the
progression of the spatial grid), so thatM takes a block-pentadiagonal matrix structure (the dimension of
the blocks is npde+1×npde+1). The ODE system (24) is solved using the BDF/NDF solver ode15s [13].
The sparsity pattern of the mass matrix and of the Jacobian matrix is deﬁned using functions MvPattern
and JPattern.
To illustrate the performance of this code, we consider ﬁrst a model of ﬂame propagation [3] consisting
of two coupled equations for mass density and temperature
t = zz −NDA,
Tt = Tzz +NDA, 0<z< 1, t > 0, (25)
where NDA = 3.52× 106 e−4/T .
The initial conditions are given by
(z, 0)= 1, T (z, 0)= 0.2, 0z1, (26)
and the boundary conditions are
z(0, t)= 0, Tz(0, t)= 0,
z(1, t)= 0, T (1, t)= f (t), t0, (27)
with
f (t)=
{
0.2+ t/2× 10−4, t2× 10−4,
1.2, t2× 10−4. (28)
The heat source located at z = 1 generates a ﬂame front that propagates from right to left at an almost
constant speed.
From a numerical point of view, the main challenge in this problem is to accurately capture the ignition
phase and to subsequently reproduce the correct propagation speed of the ﬂame front. To this end, a
relatively large number of points, e.g.,N = 501, is needed when using ﬁnite differences on ﬁxed uniform
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Fig. 3. Fixed uniform grid solution of the ﬂame propagation problem at t = 0.001, . . . , 0.006. The right plot corresponds to
N = 81 grid points, whereas the left plot corresponds to N = 501 gridpoints. The propagation speed is largely underestimated
in the former case.
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Fig. 4. Moving grid solution of the ﬂame propagation problem: N = 29, = 0.5, = 1, = 10−6.
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Fig. 5. Moving grid solution of the Korteweg–de Vries equation: initialisation with grid reﬁnement, N = 113,  = 0.0,  = 2,
= 10−4 (solid line: analytic solution).
grids. Fig. 3 illustrates two extreme cases corresponding to N = 81 and 501, respectively. In the former
case, the propagation speed is largely underestimated.The problem is solved on the time interval (0, 0.006)
and time integration is performed using ode15s with AbsTol= 10−3 and RelTol= 10−3. A moving grid,
which concentrates the nodes where they are needed, could therefore be advantageous in this case. The
following tuning parameter values are selected: N = 29,  = 0.5,  = 1,  = 10−6. Time integration is
performed using ode15s with AbsTol = 10−3 and RelTol = 10−3. Very satisfactory numerical results
are obtained, which are represented in Fig. 4. The computational expense is about the same as the one
required to compute a ﬁxed grid solution withN=81 (see Fig. 3—about 15 s with anAMDAthlon2400+),
and represents about 130 of that required with N = 501.
As a second test example, we consider the classical Korteweg–deVries equation, which was originally
introduced byKorteweg and deVries in 1895 [7] to describe the behavior of small amplitude shallow-water
waves in one space dimension,
ut =−6uuz − uzzz −∞z∞, t0, (29)
=− 3(u2)z − uzzz, (30)
u(z, 0)= u0(z), (31)
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which combines the effect of nonlinearity and dispersion. In the following, the propagation of a single
soliton
u(z, t)= 0.5s sech2 [0.5√s(z− st)] (32)
is investigated numerically. u(z, t) of (32) is the analytical solution to (30)–(31) and serves as a standard
by which the accuracy of the numerical solution can be assessed. Particular attention must be paid to the
selection of ﬁnite difference schemes for the approximation of the spatial derivatives. Here, the second
form (30) of the equation is used. The ﬁrst-order derivative term is computed using a ﬁve-point biased
upwind scheme, and the third-order derivative term is computed using stagewise differentiation, i.e.,
u˜zzz=D1(D1(D1u˜)),with a three-point centered differentiationmatrixD1. Fig. 5 shows the propagation of
a single soliton on the time interval [0, 50].Time integration is performedusing ode15swithAbsTol=10−3
and RelTol = 10−3. The following tuning parameter values are selected:  = 0.0,  = 2,  = 10−4. To
determine an appropriate number of grid points and to initially concentrate them in the soliton, a call to
the grid reﬁnement algorithm presented in the next section (with c=0.005 andK= (+1)/) is made at
t=0.As a result,N=113 grid points are used, which very effectively follow the soliton in its movement.
The computational expense is reasonable, e.g., about 115 s with an AMDAthlon2400+.
5. A static grid reﬁnement algorithm
An alternative procedure to adapt the grid point locations is static grid reﬁnement. Basically, this
approach proceeds in four steps:
(1) approximation of the spatial derivatives on a ﬁxed nonuniform grid;
(2) time integration of the resulting semi-discrete ODEs;
(3) adaptation/reﬁnement of the spatial grid;
(4) interpolation of the solution to produce new initial conditions.
The movement of the grid points is therefore no longer continuous in time, but time integration is halted
periodically to update the grid. This approach has several advantages:
• it is simple to implement;
• PDE solution and grid adaptation/reﬁnement are uncoupled and can be programmed in separate MAT-
LAB functions (programming therefore requires less expertise from the end user);
• there are N ODEs to solve (for the PDE solution) instead of 2N ODEs (for the PDE solution and the
grid movement in the previous approach);
• grid reﬁnement allows spatial accuracy to be controlled as grid points are added or deleted depending
on the evolution of spatial activity of the solution (for instance the birth of new moving fronts can
be easily accommodated, whereas a dynamic moving grid with a ﬁxed number of grid points can be
unable to resolve unforeseen spatial activity with enough accuracy).
But has also several drawbacks:
• as the grid movement is no longer continuous in time, grid points are suboptimally located, i.e., they
can for instance lag behind the front if the grid is not updated sufﬁciently frequently;
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Fig. 6. Adaptive grid reﬁnement solution of the ﬂame propagation problem: N¯ = 33, = 0.05, c = 0.2, K = 1.4.
• periodic solver restarts involve some computational overhead (and usually one-step solvers, such as
implicit Runge–Kutta or Rosenbrock algorithms, which do not require the past solution history, will
perform better than BDF solvers);
• interpolation to produce new initial conditions is an additional source of errors.
Despite these drawbacks, the authors have successfully applied an adaptive grid reﬁnement algorithm,
called AGEREG [15], to a variety of problems (see also [11] in this journal issue for numerical ex-
periments with the original Fortran code and a generalized ﬁfth-order KdV equation), and a MATLAB
implementation is considered in the following.
Again, the grid movement is based on the equidistribution of a speciﬁed monitor function (18). To limit
grid distortion, a spatial regularization procedure due to Kautsky and Nichols [6] is used, which ensures
that the grid is locally bounded with respect to a constraint K1 (see also (21), where K = (+ 1)/),
1
K

zi
zi−1
K, 2iN − 1. (33)
To ensure this property, the monitor function is modiﬁed, keeping its maximal values, but increasing
its minimum values, in a procedure called “padding”. The resulting padded monitor function is then
equidistributed yielding a grid whose ratios of consecutive grid steps are bounded as required. In practice,
the padding is chosen (there is, in principle, an inﬁnity of possibilities to achieve padding) so that the
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Fig. 7. Adaptive grid reﬁnement solution of the Korteweg–de Vries equation: N¯ = 154, = 0.0, c = 0.2, K = 1.4.
equidistributing grid has adjacent steps with constant ratios equal to the maximum allowed. MATLAB
implementation involves the following issues:
• the Rosenbrock solver ode23s is usually the preferred algorithm as it does not require the past solution
history;
• the solver is periodically halted, after a ﬁxed number of time steps, using an Events function, which
monitors the evolution of the number of steps;
• the solution is interpolated using cubic splines as implemented in Spline in order to generate initial
conditions on the new grid.
To evaluate the performance of this code, we consider the same two test examples, e.g., the ﬂame propa-
gation problem (25), and the classical Korteweg–de Vries (29)–(30).
Fig. 6 shows the solution of the ﬂame propagation problem (25), using a curvature-based monitor
function
m(u)=√(+ ‖uxx‖∞ (34)
and the tuning parameters  = 0.05, c = 0.2, K = 1.4, AbsTol = 10−3, and RelTol = 10−3. In this
ﬁgure, the solution is plotted every nsteps = 10, when ode23s is halted to reﬁne the grid, in order to
show how the adaptive grid solution proceeds. The average number of grid points is N¯ = 33, and the
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computational expense is similar to the one required with the moving grid algorithm (i.e., about 15 s with
an AMDAthlon2400+). The grid reﬁnement algorithm is particularly robust with respect to parameter
tuning, and numerical solutions can be computed according to the desired level of resolution. Fig. 7 shows
the propagation of a single soliton. Here, an arc-length monitor function (17) is used, and the following
tuning parameters are selected  = 0.0, c = 0.2, K = 1.4, AbsTol = 10−4, and RelTol = 10−3. The
solution is plotted every nsteps=1, i.e., ode23s is halted every time step to reﬁne the grid. The algorithm is
extremely effective, generating a solution in only 2.5 s with an AMDAthlon2400+! The average number
of grid points is N¯ = 154.
6. Conclusions
In this paper, we report on the development of a MATLAB library for the method of lines solution of
partial differential equation problems. Particularly,we focus attention onPDEproblemswith steepmoving
fronts, and the use of upwind ﬁnite differences and grid adaptation/reﬁnement. Grid adaptivity appears to
be a very useful tool, allowing the computational load to be signiﬁcantly reduced, and small-scale features
of the solution to be captured with better accuracy (than ﬁxed grid with a comparable number of points).
In addition, grid reﬁnement allows spatial accuracy to be controlled, and problems with time-varying
spatial activity (birth or decay of fronts) to be accommodated. A MATLAB implementation ofAGEREG
[15] is presented, which performs very well on nonlinear wave propagation problems. The toolbox is
available on request from the authors (Alain.VandeWouwer@fpms.ac.be or wes1@lehigh.edu) and also
from the web at www.autom.fpms.ac.be
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