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†Department of Biochemistry and Molecular Biology and ‡Department of Chemistry, Michigan State University, East Lansing, MichiganABSTRACT An evolutionarily conserved element in RNA polymerase II, the trigger loop (TL), has been suggested to play an
important role in the elongation rate, fidelity of selection of the matched nucleoside triphosphate (NTP), catalysis of transcription
elongation, and translocation in both eukaryotes and prokaryotes. In response to NTP binding, the TL undergoes large confor-
mational changes to switch between distinct open and closed states to tighten the active site and avail catalysis. A computational
strategy for characterizing the conformational transition pathway is presented to bridge the open and closed states of the TL.
Information from a large number of independent all-atom molecular dynamics trajectories from Hamiltonian replica exchange
and targeted molecular dynamics simulations is gathered together to assemble a connectivity map of the conformational tran-
sition. The results show that with a cognate NTP, TL closing should be a spontaneous process. One major intermediate state is
identified along the conformational transition pathway, and the key structural features are characterized. The complete pathway
from the open TL to the closed TL provides a clear picture of the TL closing.INTRODUCTIONThe process of transcription, by which the genetic message
encoded in DNA is copied into RNA, is performed by RNA
polymerases (RNAPs). DNA-dependent RNAP II is the cen-
tral enzyme responsible for the synthesis of mRNA and
other special RNA in eukaryotic cells (1–3). During tran-
scriptional elongation, the enzyme repeats the nucleotide
addition cycle (NAC), adding new nucleoside triphosphates
(NTPs) to the 30 end of the nascent RNA. The NAC (4,5)
starts with an NTP substrate entering into the active site
of a preinsertion RNAP complex with an open TL (6,7).
After the initial binding, the NTP adjusts slightly before
catalysis as the TL closes (8,9). Then the catalysis of nucle-
otide incorporation results in a pretranslocation state. The
cycle is completed by release of the pyrophosphate ion
(PPi) and the TL opening (10), followed by the subsequent
translocation (11–13) that leaves an empty active site for
loading of the next NTP. The TL has received considerable
attention over the past few years as a key dynamic element
in various aspects of the NAC (10,14–21). It is conserved in
a variety of multisubunit RNAPs, including eukaryotic
RNAPs I, II, and III, and bacterial and archaeal RNAP. It
is suggested that the TL plays a key role in authorizing
the subsequent catalysis of nucleotide addition to the
nascent RNA strand while selecting for correctly matched
NTPs (7,8,22). The TL has also been implicated in polymer-
ase pausing, intrinsic cleavage of RNA, and translocation
(14,17,18,23,24) in both eukaryotes and prokaryotes.
Deletion of the TL resulted in a reduction in transcrip-
tion rate and discrimination impairment between ribo- and
deoxyribo-NTPs in Escherichia coli (Ec) (18), ThermusSubmitted May 8, 2013, and accepted for publication May 29, 2013.
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(26). The importance of the TL is further suggested by
reduced elongation rates and substrate selectivity in the
presence of streptolydigin or a-amanitin, which bind
beneath the TL thereby limiting its mobility (15,25,27).
Point mutations in the TL have given additional insight
into its role in transcription (14,15,28–30). An especially
sensitive residue is Rpb1 H1085 of Saccharomyces
cerevisiae (Sc) (Ec b0 H936, Tt b0 H1242). H1085 makes
contact with an active-site NTP and is conserved among
multisubunit RNAPs. Substitution of alanine or phenylala-
nine for H1085 is lethal, whereas substitution of tyrosine
exhibits a strong elongation defect and a higher probability
of selecting mismatched NTPs (15,18,21,26,29). In addi-
tion, mutations of Rpb1 E1103 result in the promotion of
nucleotide misincorporation and an increase in the elonga-
tion rate (15,21,24,31), indicating that the TL mediates the
balance between the fidelity and the elongation rate.
The TL is a mobile element that alternates between open
and closed states. The TL adopts a closed state in the pres-
ence of a matched NTP in the active site and an open state in
the presence of a mismatched NTP, polymerase inhibitors,
and RNAP-interacting proteins (7,8,11,15,32–37). Recently
resolved crystal structures show the open TL as a partly
disordered state, whereas the closed TL is more compact
and involves a mostly helical conformation, forming exten-
sive interactions with the bridge helix (BH) and the active-
site NTP (7,8). Mutations that likely affect the balance
between open and closed conformations of the TL, such
as Rpb1 F1084S, R1100A, and E1103G, have been shown
to affect the transcription rate. Superactive forms of
RNAP can result from mutations, such as Rpb1 E1103G,
that may favor a closed TL (13,24,29). Although a closed
TL involves extensive interactions with active-site NTPshttp://dx.doi.org/10.1016/j.bpj.2013.05.060
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believed to be required for easy access of NTPs to the active
site and to allow translocation of RNAP along the DNA/
RNA hybrid to arrive at the preinsertion complex for the
next NAC (9,38). The detailed molecular mechanism of
the function of the TL and its transition between open and
closed states in substrate selection and catalysis, however,
remain poorly understood. This article describes a detailed
study of the transition between the TL open and closed
states in the presence of a cognate active-site NTP based
on information from computer simulations. The main results
are a detailed TL closing transition pathway, energetic
insight, and proposed key interactions of the TL with the
rest of RNAP II during the transition.METHODS
Molecular dynamics (MD) simulations at atomistic detail with explicit sol-
vent were used to study the TL dynamics in RNAP II. To overcome kinetic
barriers, a combination of Hamiltonian replica exchange (H-REMD) and
targeted MD (TMD) methods were applied.Starting structures
Crystal structures of the 10-subunit Sc RNAP II complex (Fig. 1) (8) of
open (Protein Data Bank (PDB) ID 2E2J) and closed (PDB ID 2E2H) TL
states with a cognate NTP (GTP) were used as starting structures. Because
of structural disorder, missing nonsurface residues were reconstructed as
described previously (9). In all simulations, Rpb1 H1085 was protonated
as suggested in a recent work (16). The complexes were fully solvated in
truncated octahedron boxes of explicit water, resulting in system sizes of
~360,000 atoms and box sizes of ~169 A˚ chosen such that at least 9 A˚
remained from any point of the solute to the edge of the box. Furthermore,
334 Cl and 405 or 398 Naþ ions were added for the closed and open TL
structures, respectively, to neutralize the systems and add 0.15 M NaCl. The
different numbers of counterions is a result of the different number of
resolved residues near surface loops and the different lengths of the nucleic
acid strands. Ions were added by randomly replacing water molecules.MD simulations
Initial equilibration involved minimization over 5000 steps, followed by
gradual heating from 5 K to 298 K over the course of 200–400 ps whileFIGURE 1 X-ray crystal structure of RNAP II. (A) The crystal structure
of the RNAP II complex from S. cerevisiae (PDB ID 2E2H). The black box
indicates the location of the active site. (B) The active site and trigger loop
(Rpb1 residues 1079–1097).
Biophysical Journal 105(3) 767–775simultaneously reducing a weak harmonic restraint on Ca atoms with an
initial force constant of 2 kcal/mol/A˚2 to zero. Subsequent production
runs without restraints were then extended to 20 or 40 ns in two independent
trajectories with different initial velocities for both open and closed TL
systems.
CHARMM22/CMAP (39,40) and CHARMM27 (41) force fields were
used for the protein and nucleic acids, respectively; the CHARMM version
of TIP3P was used for explicit water (42) and Naþ, Mg2þ, and Zn2þ param-
eters were described previously (43,44). Parameter modifications of depro-
tonated cysteines involved in Zn2þ binding and of the 30-OH group of the
terminal RNA base to reflect increased polarization due to interactions
with a nearby Mg2þ were described previously (9). Periodic boundaries
and particle-mesh Ewald (45) summation (with a 168  168  168 grid)
were applied. The direct sum of the electrostatic contribution and the
Lennard-Jones potential were truncated at 10 A˚ with a switching function
from 8.5 A˚. A time step of 2 fs was used with the SETTLE algorithm
(46) to holonomically constrain heavy-atom-hydrogen-bond distances.
Langevin-type thermostat and barostat (47,48) were used to maintain an
NPT ensemble at a temperature of 298 K and a pressure of 1 bar. Initial
MD simulations were run with NAMD 2.6 (49) through the MMTSB
Tool Set (50).Hamiltonian replica-exchange MD simulations
Two-dimensional Hamiltonian replica-exchange MD (H-REMD) (51) sim-
ulations for open and closed TL structures were run on the entire RNAP
structure but with contact-based biasing reaction coordinates applied only
to the TL. Contacts obtained from MD simulations starting from the crystal
structures (8), with a probability of >0.25, were used for biasing the
distance matrix (Fig. S1 and Table S1 in the Supporting Material). Fractions
of native contacts (r1 and r2) described previously (52,53) were then
selected as the biasing coordinates using distance-matrix restraints. The
biasing function given in Eq. 1 was then used to simultaneously bias the
fraction of contacts with respect to both sets of contacts:
wiðr1; r2Þ ¼
k
2

r1  ri1
2 þ r2  ri2
2
; (1)
where k is the force constant and ri1 and r
i
2 are the target values for the ith
window. r is 0.0 for a structure with all contacts from the contact list and 1.0for a structure without a single contact from the contact list. Because r1 and
r2 are partially anticorrelated, we considered only pairs at or near the diag-
onal instead of covering the full two-dimensional parameter space. More
specifically, the reference values used in the H-REMD simulations included
the main diagonal as well as one diagonal line, each above and below the
diagonal (Table S2). Values of r1 and r2 varied from 0.05 to 0.95 with a
step of 0.05, resulting in 55 replicas overall (19 main diagonal points þ
2  18 subdiagonal points). A corresponding harmonic biasing potential
was implemented in NAMD 2.7 as a separate GlobalMaster block (similar
to the TMD implementation in NAMD), and corresponding keywords were
added to the NAMD command parser. To facilitate H-REMD simulations, a
block of functions was created to allow communication with the MMTSB
Tool Set replica-exchange server. The H-REMD simulations were then
carried out using the modified version of NAMD (49) together with the
MMTSB Tool Set (50).
To initiate the H-REMD simulations, the systems were first briefly simu-
lated with high force constants to adjust the r1 and r2 values close to refer-
ence points and then slowly released to equilibrate the structures as follows:
20 ps (k ¼ 1,000,000 kcal/mol/A˚2)/ 20 ps (k ¼ 200,000 kcal/mol/A˚2)/
20 ps (k ¼ 20,000 kcal/mol/A˚2)/ 20 ps (k ¼ 5000 kcal/mol/A˚2). Finally,
two sets of production simulations were run at k ¼ 250 and 500 kcal/mol/
A˚2, which allowed good exchange rates (Table S3). Each of the replicas was
run for 10 ns and exchanges between neighboring replicas were attempted
every 1 ps. Both force constants resulted in similar results (Fig. S2), and the
simulations with k ¼ 250 kcal/mol/A˚2 were used for subsequent analysis.
FIGURE 2 PMFs of the transition from the open TL to the closed TL as a
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The H-REMD simulations were further complemented with targeted MD
(TMD) simulations (54) to generate a complete potential of mean force
(PMF). TMD simulations bias sampling toward a target structure by
decreasing the root-mean-square deviation (RMSD). Instead of using a sin-
gle target, we simultaneously considered initial and final structures with the
biasing function given in Eq. 2 to allow more freedom at intermediate steps:
V ¼ k
2

RMSDtargetðtÞ  RMSDinitialðtÞ  RMSDi
2
; (2)
where k is the force constant, RMSDtargetðtÞ and RMSDinitialðtÞ are the
instantaneous best-fit RMSDs of the current coordinates to the target and
the initial coordinates, and RMSDi is the preset RMSD value for the current
window (i.e., the value around which ðRMSDtargetðtÞ  RMSDinitialðtÞÞ is
restrained).
The TMD method is most useful for relatively minor conformational
transitions where the likelihood of getting trapped at intermediate points
is small. It was used here to connect similar TL conformations from the
H-REMD simulations of open and closed TL states. Here, RMSD values
in the range of (5.4, 5.4) were considered with a step of 0.2 A˚. This
resulted in 55 windows in total. A force constant of 40 kcal/mol/A˚2 was
used and each window was run for 10 ns using simple umbrella sampling.
PMFs calculated over the different times shown in Fig. S3 suggest that such
simulation lengths are sufficient to obtain converged results.
function of RMSD relative to the closed and open TL (RMSDclosed,
RMSDopen) (A) and (r1, r2) (B). The Xs mark the closed TL in the crystal
structure and the modeled open TL.
Generation of a composite PMF and transition
pathway
A complete free-energy landscape from the open TL to the closed TL was
generated using the following strategy: First, PMFs were calculated from
two H-REMD simulations, one starting from the open TL structure
(HRO) and the other from the closed TL structure (HRC). Sampling at
free energies >5 kcal/mol was discarded. This resulted in nonoverlapping
PMFs. By clustering structures generated during the H-REMD sampling,
a pair of conformations was selected from the open and closed TL simula-
tions with low free energies and a minimal RMSD between them. Second,
two TMD simulations were carried out to connect these two conformations
in either direction (from closed to open (TC2O) and from open to closed
(TO2C)) and to generate PMFs. Third, the now-overlapping PMFs from
the combined H-REMD and TMD sampling were connected by finding
points with the same (r1, r2) or (RMSDclosed and RMSDopen) and a minimal
RMSD between the conformational ensembles of different simulations
between HRO and TO2C, between TO2C and TC2O, and between HRC
and TC2O. The PMFs were assumed to be equal at the respective points,
so that the PMFs could be connected by shifting them accordingly.
Finally, the structures from the four simulations were clustered using a
K-means clustering algorithmwith a radius of 1.2 A˚. A conformational tran-
sition pathway was then obtained by connecting the cluster centers, starting
from the cluster center with the lowest RMSD relative to the open TL at a
relative free energy of <3 kcal/mol (Fig. 2 A). Subsequent points of the
pathway were then determined as follows. A set of structures was selected
with the following purposes in mind: 1), to demonstrate a change of the
two-dimensional quantity consisting of the RMSDs relative to the open
and closed TL from the previous structure (Fig. 2 A) that is less than a cutoff
R; 2), to demonstrate a TLRMSD relative to the previous structure that is less
than a cutoffD; and 3), to demonstrate a larger RMSD relative to the open TL
or a smaller RMSD relative to the closed TL of the previous structure. Rwas
initially set to 0.5 A˚ andD to 2.0 A˚. If no structures were found that satisfied
these criteria, R was increased by 0.1 A˚ and D by 0.5 A˚. This was repeated
until at least two structures were found, and the structure with the lowest
PMF (Fig. 2 A) was then chosen as the next point of the pathway. The
pathway was considered complete when the cluster center with the lowestRMSD relative to the closed TL and a free energy of <3 kcal/mol was
reached. This protocol generates a low-free-energy pathway under the
constraint that subsequent structures are close to each other.Analysis
Most of the analysis was carried out with the MMTSB Tool Set (50) and
CHARMM (55). All structural figures were generated using visual MD
(56). The PMFs were generated from the H-REMD and TMD simulations
using the weighted histogram analysis method (WHAM) (57) after discard-
ing the first 5 ns as equilibration. Two-dimensional PMFs along additional
degrees of freedom were obtained (also with the first 5 ns removed as equil-
ibration) using the standard WHAM under the assumption that all other
degrees of freedom orthogonal to the biasing coordinates were thoroughly
sampled (58). In cases where the PMF coordinates were not the coordinates
during the biasing simulations, multidimensional PMFs were constructed
where the additional coordinates were added to the biasing coordinates
during the WHAM analysis (effectively with zero force constants) (58).
Error bars were calculated with Monte Carlo bootstrap error analysis imple-
mented in WHAM code (59).RESULTS
BiasedMD simulations of RNAP II were carried out to study
the conformational transition of the TL between open
and closed states. PMF profiles and error bars from the
H-REMD simulations are shown in Figs. S2, S3, and S5.
There are broad ensembles around the open and closed TL
states involving a variety of states separated by only a few
kBT. Interestingly, the modeled open TL crystal structure is
closer to its respective energy minimum than the closed
TL crystal structure to its minimum in the PMF. This isBiophysical Journal 105(3) 767–775
FIGURE 3 Proposed conformational transition pathway. (A) One-dimen-
sional PMF profile along the TL closing-transition pathway shown as a
black line in Fig. 2 A. (B) Distances of some important residue pairs along
the pathway, as in A. Distance values (A˚) are calculated between subsequent
snapshots by measuring the minimal interresidue distances of all pairs of
heavy atoms except F1084-F1086, for which distances are measured
between the centers of mass of the two benzene rings. Distances <2.0 A˚
are colored in black,>4.2 A˚ in white, and between 2.0 A˚ and 4.2 A˚ in black
changing gradually to white. The brackets on the right side indicate which
contacts are present during which states (OS, IS, CS, TS1, and TS2).
770 Wang et al.consistent with the larger RMSDs from the crystal structure
in the MD simulations of the closed TL crystal structure (9)
and may suggest that the available crystal structure for the
closed TL is strained by the crystal environment, as proposed
previously (9).
Conformations far away from the respective crystal struc-
tures do not appear when the PMF is limited to 10 kcal/mol.
These states were sampled, in fact, but only in strained forms,
presumably because full equilibration was not achieved in
the time period of the H-REMD simulations. This problem
may be addressed with longer sampling, but it appeared
that the contact-based biasing potential was less effective
in the intermediate regime between the open and closed TL
states. Therefore, a different strategy was followed: two
H-REMD PMFs were connected by additional TMD simula-
tions (54). The initial and final structures used in the TMD
simulations were chosen from the H-REMD structures to
be representative of favorable states with low free energies
and with a minimal distance between them (Fig. S2). The
variations in the PMFs obtained from the TMD simulations
in forward and reverse directions (Fig. S4) are mostly con-
strained to within 2 kcal/mol. This suggests that instead of
a single large kinetic barrier, convergence of the H-REMD
simulations may have been complicated by many small bar-
riers and a lack of sufficient bias to drive the full open-to-
closed transitions during 10-ns timescale simulations.
Initial PMFs were constructed as a function of two
contact-based reaction coordinates (r1, r2) (Figs. S2 and
S4). Alternate PMFs were generated as a function of the
RMSD of the TL from the open and closed crystal structures
(Fig. S5). Both sets of PMFs from H-REMD and TMD
simulations were combined as described in the Methods
section. The relative free energies needed to shift the indi-
vidual PMFs relative to each other (Table S4) are similar
for the contact-based and RMSD-based reaction coordi-
nates. This suggests that both reaction coordinates provide
an overall equivalent energetic description of the TL closing
transition.
The resulting PMFs shown in Fig. 2 cover the entire tran-
sition from the open TL to the closed TL. We find that the
closed-TL state is energetically favored by ~2 kcal/mol
over the open TL state. This suggests that, at least with a
cognate active-site NTP, TL closing should be spontaneous.
The transition from an entropy-dominated flexible open
state to an ordered closed state is likely to be an enthalpy-
driven process.
The composite PMF along (r1, r2) (Fig. 2 B) suggests a
key intermediate state (IS) at about (r1 ¼ 0.67, r2 ¼
0.65). The IS is slightly higher in energy than both the
open- and closed-TL states. The IS has almost the same r2
value as the closed TL, suggesting that the transition after
the IS is achieved by forming the remaining closed-TL
contacts as r1 decreases from 0.7 to 0.2.
A complete pathway connecting the open to the closed
TL state was constructed as described in the Methods sec-Biophysical Journal 105(3) 767–775tion. The projection of high-dimensional conformational
transitions onto low-dimensional reaction coordinates is
often problematic, because areas in proximity in the low-
dimensional space are not necessarily close in terms of over-
all structure. This problem was apparent when constructing
a pathway using the reaction coordinates (r1, r2). However,
a smoother pathway that largely follows the low-energy
regions could be constructed based on the RMSD-based
reaction coordinates (Fig. 2 A). This pathway has only
one excursion to a higher-energy region (transition state
(TS) 1) that resulted from enforcing the constraint that the
pathway should consist of a series of states with a minimal
RMSD between subsequent states. In this pathway, sub-
sequent states generally deviate from each other by <3 A˚
(Fig. S6). A seemingly more logical direct progression
from the open state (OS) to the IS without the excursion
to the high-energy TS1 would have required a large change
in structure at one point in the pathway. The same pathway
projected onto the contact-based PMF (Fig. 2 B) is much
more jagged, indicating that (r1, r2) are not optimal coordi-
nates for describing the transition.
The one-dimensional free-energy profile along the
pathway (Fig. 3 A) shows three major minima, the OS, the
IS (~1 kcal/mol higher in energy), and the closed state (CS)
FIGURE 4 Snapshots along the transition pathway from the open TL to
the closed TL. The main interactions (contacts, hydrogen bonds, and salt
bridges) of the TL with the rest of the enzyme and NTP for the states
OS, TS1, IS, TS2, and CS are indicated by dashed lines. The secondary
structures are the TL and its neighborhood (Rpb1 residues 1106–1120,
1350–1370, and 710–760).
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TS2, are identified with significant kinetic barriers of 5 kcal/
mol and 4.5 kcal/mol, respectively, relative to the OS.
Snapshots of the TL and its environment along the
pathway are shown in Fig. 4 (and also in Movie S1). In
this pathway, the N-terminal helix is formed first and the
C-terminal helix last. Furthermore, key residues involved
in contacts between the TL and the rest of the enzyme
were identified. These include a set of residues involved
in ion-pair formation that switch their interaction partners
during the closing transition. Fig. 4 shows key interactions
in the OS, TS1, IS, TS2, and CS. The OS is mainly stabi-
lized by the following interactions: salt bridges between
Rpb1 K1093 and Rpb1 D1309/E1280, K1092 and Rpb1
D716, and H1085 and Rpb1 D1359, and additional polar
interactions involving hydrogen bonds between T1083 and
D1359, the backbone of K1093 and Rpb1 T1113, and
E1103 and the backbone of Rpb1 K1112 (Figs. 3 B
and 4). We note, however, that the open-TL state exhibits
significant dynamics in our simulations. Hence, the various
contacts fluctuate over time and are not necessarily present
at the same time.
In the OS-CS conformational transition, the two main
events are the flipping of the side chains of K1093 and
H1085, which appear to be responsible for the first and sec-
ond energy barrier at TS1 and TS2, respectively. During the
OS-IS transition, K1093 lost its salt bridges with D1309/
E1280, turned to E1307 before TS1 (Figs. 3 B and 4). After
that, K1093 flipped in the TL, breaking the K1093-E1307
salt bridge. Meanwhile, the interactions between D1359
and T1083/H1085 were broken, partially releasing the
N-terminal TL. This allowed the TL to expand (Fig. S6)
and enabled F1084/F1086 to form extensive contacts with
K726/I756/N757/Q760. Furthermore, L1081 and N1082
also began to engage in distal contacts with the active-site
GTP (Figs. 3 B and 4). During the IS-CS transition, the
K1093-D1359 salt bridge that is formed first in TS2 is
largely replaced by the K1092-D1359 salt bridge in the
CS (Figs. 3 B and 4). Meanwhile, H1085 flipped out of
the TL, disturbing the F1084-F1086 hydrophobic packing
and the contacts between F1086 and the rest of the enzyme
in TS2. However, in the CS, the contacts between F1086 and
the rest of the enzyme, such as K752, S754 and N757, are
formed again (Figs. 3 B and 4).
The CS endpoint (Fig. 4) is more compact (Fig. S7) and
more stable than the OS (Fig. S6). Residues 1093–1096
formed a helical conformation, whereas S1091 formed a
hydrogen bondwith the backbone ofV1094, essentially lock-
ing the conformation of the C-terminal TL. Meanwhile,
T1083 formed a hydrogen bond with the backbone of
T1080, locking the conformation of the N-terminal TL and
stabilizing the hydrophobic packing between L1081 and
the guanine ring of GTP and the N1082-GTP(O30) hydrogen
bond. The remaining residues, 1084–1090, formed a hairpin
conformation, which positions the protonated imidazolegroup H1085 so that interactions with the g phosphate oxy-
gen of GTP become possible. We note that this is in contrast
to previous suggestions that H1085 would interact with
the b phosphate oxygen (60,61). Finally, F1084 formedBiophysical Journal 105(3) 767–775
772 Wang et al.hydrophobic interactions with Rpb1 L824, V1089, A1090,
and Rpb2 P765, and F1086 with Rpb1 I756, F755, and
Rpb2 M1021 (Fig. S7). This likely helped in stabilizing the
hairpin conformation and interactions between H1085
and GTP.DISCUSSION
Our calculations demonstrate that with a cognate NTP, the
closed-TL state is favored by ~2 kcal/mol over the open-
TL state. Structurally, the closed TL is more compact
(Fig. S7) and has extensive contacts with the rest of the
enzyme and the NTP, ~30 contacts more than the open TL
(Table S1). This observation is consistent with an enthalpic
stabilization of the closed TL versus the entropically favored
open TL. Assuming that the energy of each native contact is
~0.06 kcal/mol (62), the free-energy difference between the
closed TL and open TL is ~2 kcal/mol, generally consistent
with our results.We identified two significant kinetic barriers
of 5 and 4.5 kcal/mol during the transition between the open
TL and the closed TL. Although the height of these barriers
may still be underestimated, they are significantly lower
than theapparent energybarrier encounteredduringcatalysis.
At present, the lowest energy barrier of the catalysis from
electronic structure calculations with density-functional-the-
ory-based methods is ~9.9 kcal/mol (61,63,64). The TL clos-
ing is thought to occur in the interval between NTP-Mg2þ
acquisition and phosphodiester bond formation, helping to
orient the active site for subsequent bond formation, and it
should therefore be faster than catalysis. However, the two ki-
netic barriers in the backward direction (the closed TL to the
open TL) are 6.5 and 7 kcal/mol, which, especially if under-
estimated, approach the barrier encountered during catalysis.
This would allow catalysis to go forward once the transition
to the closed-TL state is completed.
TL opening is thought to occur after catalysis. Nucleotide
incorporation and PPi release would reduce some of the con-
tacts between the TL and the NTP and therefore increase the
relative free energy of the closed-TL state. This would
explain in part how TL opening is coupled to PPi release
(10), but further studies of TL dynamics in the postcatalysis
state are needed to fully address this question.
The presence of the IS raises the interesting possibility
that during processive elongation, partial opening to the IS
instead of full opening to the OS may be sufficient to allow
the transcription cycle to complete. In this case, only one ki-
netic barrier would have to be crossed, thereby accelerating
TL dynamics. The OS may then be a state that is only
reached during pausing or backtracking, although additional
studies would be needed to explore this hypothesis further.
The simulations reported here, despite utilizing very
extensive biased sampling, still suffer from the enormous
challenges of studying complex conformational transitions
in large biological macromolecules. It is therefore impera-
tive to compare our results with what is known already aboutBiophysical Journal 105(3) 767–775mutants at or near the TL and to suggest additional experi-
ments that could further validate our simulations.
The crystal structure of the disordered open TL is difficult
to characterize with a cognate NTP. So far no open TL
structures with cognate NTPs and without inhibitors are
available. The current techniques for measuring the func-
tions of the open TL are deletion of the TL or introduction
of inhibitors, such as streptolydigin, to block the TL in the
open state (26). From our results, it appears that the salt
bridges, formed by two basic residues of the TL, K1092
and K1093, with the neighboring acidic residues (D1309/
E1307/E1280/D716/E712, an Asp/Glu zone), play a key
role in stabilizing the open TL. All but K1093 are largely
conserved in most of the RNAP IIs (Fig. S10) and are there-
fore good targets for mutational analysis. Substitutions of
lysine by arginine, which is stiffer and less flexible than
lysine, K1092R/K1093Rmay enhance the electrostatic inter-
actions leading to a more stable open TL. K1092A/K1093A,
K1092D/K1093D, and D1309A/K mutations may have
opposite effects (Table 1). Alternatively, changes such as
increasing the positive charges around the neighborhood of
the Asp/Glu zone may also be able to trap the open TL. In
addition, chemical cross-linking of these residue pairs,
such as K1093-D1309/E1280, K1092-D716, and E1103-
K1112 could test 1), whether cross-linking is possible; 2),
whether the interactions of these pairs are important; and
3), whether the TL locked in the open state inhibits
elongation.
In the OS-IS transition pathway, proposed here, a main
event is the rotation of the side chain of K1093, as a conse-
quence of which the interaction partner is switched from
D1309/E1280 to E1307 and then to D1359 (TS2). However,
K1093 is not conserved in RNAP IIs. We would speculate
that K1092 carries out this role in other RNAPs.
The role of H1085 has been studied widely in the phos-
phodiester bond formation of RNA synthesis (15,60,61)
and PPi release (10). In the IS-CS transition pathway, the
main event is a transition of H1085 to form interactions
with the NTP and prepare for the subsequent catalysis. Pre-
vious MD simulations with different protonation states of
H1085 demonstrated that the protonated form stabilizes
the active site (16). Consequently, in all of our simulations,
we used protonated H1085. However, the protonation state
of H1085 may vary during the open-to-closed-TL transition.
This could change some of the interactions of H1085, such
as the H1085-D1359 salt bridge. With the fixed-charge
methodology employed here, it is not possible to address
this point, but future studies may revisit this question via
constant-pH MD simulations (65).
At both sides of H1085, there are two large hydrophobic
residues, F1084 and F1086. The hydrophobic packing and
p-p interaction between F1084 and F1086 may help to stabi-
lize the orientation of H1085 in the open TL (Figs. 4 and S8).
The mutation F1084I disturbs the hydrophobic packing in
the openTL, exhibiting an increase in elongation rate relative
TABLE 1 Key residues during TL closing-transition pathway
Sca RNAP II Conservation in RNAP IIs Relevant states Activity in biochemical experimentsa,b References
Rpb1 L1081 Yes CS Slow elongation (Tt b0 M1238A/V, Ec b0
M932A); The same as WT (Tt b0 M1238L)
(18,26)
Rpb1 N1082 Yes CS Slow elongation (N1082S, Ec b0 R933A) (18,26,29)
Rpb1 T1083 Yes OS and CS Slow elongation (Ec b0 T934A) (18)
Rpb1 F1084 Yes OS, TS1, and CS Rapid elongation (F1084I, Tt b0 F1241A,
Ec b0 F935A)
(15,18,29)
Rpb1 H1085 Yes OS and CS Slow elongation (H1085F/Y/A/Q, Tt b0 H1242A,
Ec b0 H936A)
(15,18,26,29)
Rpb1 F1086 Partially OS, TS1, IS, TS2, and CS Slow elongation (F1086S,Tt b0 T1243A) (15,29)
Rpb1 K1092 Partially OS, TS1, IS, and CS Target for future experiments (K1092R, slow
elongation; K1092A/D, rapid elongation)
Rpb1 K1093 No OS and TS2 Not a good target
Rpb1 T1095 Partially TS1 and IS The same as WT (T1095A) (29)
Rpb1 E1103 Yes OS, TS1, IS, and TS2 Rapid elongation (E1103A/G) (15,21,24,29)
Rpb1 K1112 Partially OS,TS1, IS, and TS2 Target for future experiments (E1103-K1112
cross-linking: locking the open state)
Rpb1 T1113 Partially OS, TS1, and IS Target for future experiments (T1113A, rapid
elongation)
Rpb1 E712 Partially TS1 Target for future experiments (E712A, slow
elongation)
Rpb1 K726/I756/
N757/Q760
Partially (N757: yes) TS1, IS, TS2, and CS Target for future experiments (K726A/I756A/
N757A/Q760A, slow elongation)
Rpb1 E1307 Partially TS1 Target for future experiments (E1307A/K,
slow elongation)
Rpb1 D1309 Partially OS Target for future experiments (D1309A/K, rapid
elongation)
aEc, Escherichia coli; Sc, Saccharomyces cerevisiae; Tt, Thermus thermophilus.
bThe slow/rapid elongations are relative to the WT.
Trigger-Loop Dynamics in RNA Polymerase II 773to the wild-type (WT) (15,29). F1086 has extensive
contacts with other residues, such as K726, I756, N757,
and Q756, in TS1, the IS, and the CS (Figs. 4 and S9).
Mutations of these residues, K726A/I756A/N757A/Q760A,
may increase the energy barrier, resulting in a slow
elongation rate. In the CS, F1084 and F1086 form hydro-
phobic interactions, in favor of stabilizing the conformation.
The mutation F1086S destroys hydrophobic interactions by
introducing the polar residue resulting in slow elongation
(15,29).
The closed TL has extensive contacts with the NTP that
are involved in substrate selection and catalysis (8,14–
16,60). The interactions between the closed TL and GTP
could tighten the active site, which is necessary for catalysis
(9,26). Consistent with previous MD simulations (9), our
H-REMD simulations showed that the closed TL favors
the proper GTP/Pa-RNA/O30 distances for bond formation
and GTP/N3-CYT/H1 distances for Watson-Crick hydrogen
bonds (Fig. S11). In the closed TL, L1081 forms a hydro-
phobic contact with the base of the incoming NTP. Substitu-
tions of the corresponding residue to shorter side-chain
residues, Tt b0 M1238A/V and Ec b0 M932A, cause slower
elongation rates, whereas the elongation rate of Tt b0
M1238L is almost the same as the WT. This demonstrates
the importance of these hydrophobic contacts (26). Finally,
N1082 forms hydrogen bonds with 30-OH in the CS (Fig. 4).
Therefore, N1082S may weaken the hydrogen bonds andslow down the elongation (26). In addition, the TL-BH con-
tacts could also influence nucleotidyl transfer. The closed
TL has extensive contacts with the BH (Fig. S12). Substitu-
tions such as those at Methanococcus jannaschii A00 G72
and I98 (30), increase the TL-BH contacts, resulting in an
increase of the rate of nucleotidyl transfer. Conversely, Ec
b0 T928A, T931A, and T934A disrupt the TL-BH contacts
and slow nucleotidyl transfer (18).
E1103, at the far end of the TL from the active site,
has been shown to play an important role in the fidelity
and the elongation rate. The E1103G mutation results in
purine-purine or pyrimidine-pyrimidine mismatch pairings
(21,24), whereas E1103G/E1103A substitutions cause an
increase in the elongation rate (15,21,24,29). E1103 forms
contacts with T1095 and K1112 in the crystal structures
where the TL is in open or constrained states. Therefore,
at first it was believed that loss of these contacts may cause
the above-mentioned effects in the mutants. However, a
T1095A substitution was found to be phenotypically indis-
tinguishable from the WT, indicating that loss of the E1103-
T1095 contact is not responsible for these effects (29).
In our simulations, T1095 formed hydrogen bonds with
T1113 in the TS1 and IS state, so T1095A may lead to
slower elongation rates. But T1113 may also form hydrogen
bonds with the backbone as in the OS with the T1095A
mutation. Substitutions of K1112 have not yet been carried
out experimentally or computationally. In our simulations,Biophysical Journal 105(3) 767–775
774 Wang et al.we found that in the open TL, E1103 just forms distal
contacts with T1095, but forms backbone hydrogen bonds
and side-chain salt bridges with K1112, which disappear
gradually as the TL closes (Figs. 3 B and 4). E1103G or
E1103A substitutions may therefore result in a more flexible
open TL and may facilitate the open-closed transition in the
absence of the E1103-K1112 interaction. Hence, it is pre-
dicted that such substitutions will accelerate the transition
toward a closed, catalytically active conformation, resulting
in biochemical superactivity.CONCLUSIONS
The molecular mechanism of transcription of RNAP II
involves large-scale conformational changes of the TL,
BH, and fork loop II, etc. We present results from biased
all-atom MD simulations to characterize the conformational
dynamics of the TL in the presence of a matched active-site
NTP. Using composite information from multiple biased
simulations, a complete map of the TL transition between
open and closed states and a pathway linking the two states
were constructed. With a cognate NTP, the closed-TL
conformation is energetically favored by ~2 kcal/mol over
the open-TL conformation, indicating that TL closing
should be a spontaneous process. The proposed pathway
features an intermediate state and two transition states
with significant kinetic barriers. A detailed analysis reveals
a number of interactions that change during the transition
and become more extensive as the closed-TL conforma-
tion forms. The next steps are similar simulations with mis-
matched NTP(s) to examine the effect of mismatched NTPs
on the free energy of TL closing and the contribution of the
TL in fidelity control. We hope that these results will stim-
ulate further experimental and computational studies to gain
a more complete understanding of the fundamental process
of TL dynamics in transcription.SUPPORTING MATERIAL
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