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Introduction
In this paper, we take an information theoretic approach to some of the issues in image steganography. In steganography we are concerned with sending a covert message so that the existence of said covert message is known only to the sending and receiving parties. If and when the existence of this covert message is no longer hidden, the steganography fails -at this point it is immaterial, with respect to steganography, if the meaning of the message is understood. Steganography is considered to be successful only if it cannot be detected and cannot be thwarted.
The major contribution of this paper, after background material is presented, is to gauge in an information theoretic sense how JPEG compression affects stego payload that may be hidden in the least significant bits of a bitmap image.
In general, the success of steganography depends on the algorithm used, the size and type of the stego media used as a cover (the carrier), and the size and ___________________________ type of the stego payload (or message). In this paper we only concern ourselves with greyscale bitmap cover images. We do not attempt to gauge the effectiveness of the stego-ness of the stego algorithm with our information theoretic analysis; others have attempted this e.g., [3, 18, 17, 4] . Rather, we accept the algorithms under study in this paper as being successful 1 stego algorithms and use information theory to determine how much information may be hidden, even after defensive attacks are made to thwart the stego, in the stego payload. We use this to show the efficacy of our proposed Stego Scrubber [16] .
In [16] we analyzed various stego algorithms. We showed that our proposed method of scrubbing would cause the stego algorithms in question to fail. By this we mean that the stego algorithm could not "read" the hidden information. We also noted that the simple act of JPEGing an image would often have the same effect. So, at first glance it seems that our ideas about scrubbing can be easily taken care of. However, we showed in [16] that after JPEGing an image, even though the stego algorithm may fail to detect or read the hidden payload, a good part of the stego payload may still remain in the cover image, and that stronger methods, such as our proposed Stego Scrubber, are called for. In this paper, we wish to quantify the amount of hidden information that may still be in an image after JPEG compression. We use Shannon's [21] notion of capacity for this quantification metric.
Scrubbing in the Large
Ideally, [16] the Stego Scrubber will take an image file in whatever format it is in, process it to remove the stego, and then put the image back into its original format with very little degradation to visually important and innocent image factors. Our prototype scrubbing [16, 13] involves a combination of both spatial domain and frequency domain techniques and is designed to work on various image cover formats. Again, though, in this paper we perform our information theoretic analysis on greyscale bitmap covers-unless noted otherwise (independent of format, we will always assume greyscale except for some of our concluding remarks).
Consider the situation below. We assume that we have a suspect bitmap image S.bmp that has a stego payload in it. We wish to modify the bitmap file S.bmp so as to make sure that the stego algorithm is defeated. But just defeating this or that stego algorithm is not sufficient for us. We want to make sure that any hidden information is actually removed from S .bmp. We cannot 1 Certainly, the stego model that we use later in the paper that writes over the 7 th and 8 th spatial bit planes is not a strong stego method since it is easily detectable. We use it as a worst case scenario. The goal of our paper is to see if LSB spatial domain stego can survive JPEG compression, not to see if it is detectable or not. Of course, a better LSB spatial domain stego method would not change the lower bit planes in a gross and ad hoc manner. That is a topic worthy of future information theoretic study.
assume that all images were sent by a "bad guy".
So we do not want to affect the visual qualities of the image too much with our scrubbing, because we do not know if we are dealing with a innocuous image C.bmp or a stego image S.bmp. We are taking the philosophy of assuming that it is a stego image for the sake of removing hidden information, but we also view it is an innocent image and do not wish to modify the visual aspects of it too much.
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Stego Scrubber
In this section we will review the ideas of the Stego Scrubber as put forth in [16] , and fully developed in [13] . Note that a similar type architecture has also recently been advocated, but not built, by [10] . Our thinking is that it is an impossible task to detect all steganography. Therefore, in a controlled environment we propose a method of scrubbing all image files leaving (and possibly entering) a controlled enclave. This will assure us that even if there was a stego payload in an image file, that we removed it. Of course, this scrubbing has to be performed in a judicious manner so that one does not destroy the benign image content. This is necessary because good guys as well as bad guys may be sending image files. Therefore, as discussed earlier, we need a method of stego scrubbing that does not moderate the image in a "visually" unacceptable manner. 
Aspects of scrubbing
In general, (stego) scrubbing involves two separate parts: a spatial domain part and a frequency domain part. These different aspects of scrubbing, along with their associated filtering techniques, are discussed in detail in [13] . In fact, Lafferty [13] recommends an averaging of different scrubbing techniques, done in parallel, and then averaged together. This has the meritorious affect of defeating the stego, while at the same time keeping image quality (e.g., PSNR) high. Keep in mind that JPEG compression can be considered a frequency domain type scrubbing operation. Does JPEG compression alone suffice for removing all steganographic payload? The answer to this is certainly no as one can see by looking at the literature for the various type of JPEG survivable stego algorithms, e.g., [22, 23, 19, 20] . Of course, these are stego algorithms designed to deal with JPEG cover image, whereas, in this paper, we are interested in spatial domain based stego algorithms which use a bitmap cover image. However, in [16] is noted that even though the algorithm may fail to pick up the stego, that the parts of the stego payload may still be inside of an image after various forms of scrubbing. That is, the failure of a steganographic algorithm to reveal the hidden information should not be taken as proof that the image is now clean.
The survivability of LSB type spatial domain steganography against lossy compression has been pessimistically viewed in the field, e.g., [11, 24, 10] . Whitehead [24] stated "... found that some embedding techniques are susceptible to lossy image compression such as JPEG. This result is not surprising since the compression algorithms can be considered a form of channel distortion by removing elements of the image data that are not visually important." Certainly if our bitmaps have large areas of constant luminance, then by adjusting the LSBs in a 8 × 8 block manner one could encode information that would readily survive JPEG compression (in fact, our special "friendly" image at the end of this paper is such an image). Note that Currie and Irvine [8] have previously challenged the assumption that LSB type stego methods for bitmaps can be defeated by JPEG compression. Currie and Irvine [8] have noted that, for a bitmap, that LSBs are the worst places to insert steganographic payload. They developed two coding schemes to send stego payload in spite of JPEG compression. However, there are not enough details in [8] to determine which bit planes are used and what type of JPEG compression is in effect. It is our impression that higher order bit planes are in play. This is supported by the claim in [7] that 5 bit planes were used. We note that [7] is the basis for Currie and Irvine [8] .
Of course, as noted above, stego methods that exist for JPEGs do not do their hiding in the spatial LSBs. These JPEG type stego algorithms are usually frequency based. To not confuse the reader we wish to emphasize:
... That we want to see what happens to hidden payloads in the LSBs of bitmaps under JPEG compression, and in this light we will restrict our scrubbing study, for this paper, to bitmap images. ... To reiterate: This paper challenges the mindset that JPEG compressing an image is sufficient to destroy the steganography for spatial domain LSB type stego. We agree that JPEGing certainly may cause a stego algorithm to fail, but there may still be hidden payload in the modified image. This is why we advocate randomizing certain LSBs as a spatial scrub in addition to frequency based scrubbing methods. Information theory is used to show the potential for a hidden information to survive JPEG compression. Again, we restrict our in-depth analysis to bitmap images.
Mutual Information
We use Shannon's discrete memoryless communication channel (DMC) as our model [21] . What makes things discrete is that the inputs and outputs are discrete. What makes things memoryless is that every DMC usage is independent and probabilistically identical to all other uses of the DMC. For simplicity, whenever we refer to a channel we mean a DMC. We let X denote the (discrete) input random variable to a channel and Y the (discrete) output random variable. We use the shorthand notation p(x i ) to represent P (X = i), i = 1, . . . , N (similarly for Y, j = 1, . . . , M ). Notice that the input distribution can be viewed [14] as a point p on the N − 1 simplex
For a generic random variable we will use R, P (R = i) = p(r i ), i = 1, . . . , ρ. The conditional probability of Y conditioned on X is p(y j |x i ). In a channel p(y j |x i ) is a measurement of the noise in the channel. For example, a channel is defined to be noiseless if M = N and p(y j |x i ) = δ i,j , the Kroenecker delta. The entropy of R is H(R) = − i p(r i ) log p(r i ).
2 H(R) is maximized at log ρ when R is the (discrete) uniform variable -that is all the p(r i ) are equal. The entropy H(R) is minimized at zero if X has no probabilistic uncertainty 3 . We may also form the conditional entropy between X conditioned on Y as H(X|Y ) = − j p(y j ) i p(x i |y j ) log p(x i |y j ) and similarly (the usually unequal) H(Y |X) = − i p(x i ) j p(y j |x i ) log p(y j |x i ). We define the mutual information between X and Y to be
One can easily show that I(X, Y ) = I(Y, X), and the units of mutual information are bits per symbol (we do not consider output symbols that take different time values). Note, one can equivalently write the mutual information as:
Eq. 2 easily shows us that if X and Y are independent that I = 0. Mutual information is a measure of how much information is actually passed over a channel. If a channel is noiseless one can show that H(X|Y ) = 0, so that I(X, Y ) = H(X). So the amount of information that is passed in a noiseless channel is based on solely how X behaves. The mutual information ranges from the minimum value of zero to the maximum value of log N . This is important to keep in mind.
For a general channel, the probabilistic behavior of X (not only how many non-probabilistically trivial range elements it has) still greatly affects the mutual information. In fact, the distribution of X is the only variable in the mutual information. This leads us to Shannon's famous [21] definition of capacity C.
The maximization is done over all possible distribution values for X. 4 Since this is a compact set and I(X, Y ) is a continuous function, C is well defined. For a noiseless channel we have that C = log N , which is not too surprising.
The definition of capacity is of no worth without a theorem, and Shannon supplied that in the form of his noisy channel coding theorem [21] . Shannon's theorem is extremely important: it states that capacity is an upper bound to essentially error-free communication, and if you attempt to transmit at a rate higher than C then you will (with non-trivial probability) have errors. The challenge, of course, is to build the proper codes so that you can transmit at rates less than, but very close to C (we will not discuss this further, there is a huge body of work on error correcting codes and the like). Therefore, we take the capacity C as the measurement of how much information a channel may potentially pass. Keep in mind that the units of capacity are bits per symbol, or equivalently expressed as bits per channel use. In our study the symbols or channel uses turn out to be pixels.
Least Significant Bit (LSB) Steganography for Bitmaps
LSB (image 5 ) steganography can easily hide large amounts of information without being noticed by the human visual system (HVS) (even though it may be easily detectable by other means). The ability to fool the HVS is the baseline "idiot test" for all steganographic algorithms. LSB steganography, in the small, may be able to avoid detection at the cost though of a small stego payload. Specifically, by LSB steganography we mean manipulating the least significant (luminance) bit or the n least significant (luminance) bits (we use n = 2 in the body of the paper) of a (greyscale) image. As noted, to avoid confusion our images, unless noted otherwise, are always uncompressed spatial images, so we just use the term bitmap, independent if our experiments are performed on .bmp or on (lossless) .tiff files, etc.
In our opinion, LSB steganography first came into wide view in the seminal paper by Kurak and McHugh [12] . The Kurak McHugh stego algorithm (KM for short), simply substitutes the n least significant bits of image C (C for cover) with the n most significant bits (MSBs) of image E (E for embedded) to form the stego image S. As noted above, we are dealing with 8 bit greyscale images viewed as bitmaps. C,E, and S must have the same dimensions to make the KM algorithm work. Therefore, for a pixel in S, we see that the first 8 − n bits are pixel-wise the same as those of C, whereas pixel-wise the last n bits agree with those of E. If n is large, then the HVS may not be fooled. However, if n is small, then unless C is a pathological image [16] , one cannot see that the image has been tampered with. In fact, n < 3 usually suffices to fool the HVS.
Without loss of generality we will not concern ourselves with the horizontal M and vertical N dimensions of the image. However, we do follow the assumption that M × N is large. Therefore, we will assume that M, N ≥ 256. We will return to this later.
KM
For KM stego, the 2 LSBs of C are substituted with the 2 MSBs, pixel by pixel, of E. Now we slightly modify the KM algorithm so that the 2 bits that we hide per pixel are not necessarily the 2 MSBs of another image, they could just be information bits that we want to transfer in a covert manner. We denote this method of steganography as KM + . How much information does KM + pass in a perfect world? Since we have 2 bits per pixel to play with we see that the answer is 2 bits per pixel, or 2M N bits per image. This was easy and obvious, but what if there was noise? In other words even though one may attempt to hide 2 specific bits per pixel, one would only have a probabilistic guarantee as to what those 2 bits would be.
The 6 highest bits of a pixel remain unchanged, so we are concerned with putting 2 bits in, and seeing what we get out. More specifically, we have four input symbols and four output symbols, and we wish to determine the behavior between the two sets. We are making a large, but realistic, within modeling bounds, assumption that each pixel represents a use of the channel, and each pixel transmission behaves independently, but probabilistically identically to the other pixels.
Channel transition diagram
The 4 input symbols are x 1 , x 2 , x 3 , x 4 are the range of the input random variable X. They correspond to the values of the 2 LSBs 0,1,2,3. Writing them bitwise (bit 7 ,bit 8 ) we have: x 1 = (0, 0) = 0, x 2 = (0, 1) = 1, x 3 = (1, 0) = 2, x 4 = (1, 1) = 3. The 4 output symbols y 1 , y 2 , y 3 , y 4 are the range of the output random variable Y (taking the same possible values 0,1,2,3 as X). The 16 arrows in the channel transition diagram represent the conditional probabilities p(y j |x i ), which is the probability of receiving y j given that x i was the input. We form the channel transition matrix
Again, our assumption is that the input corresponds to the initial 2 LSBs of a pixel for image C, and the output corresponds to the 2 LSBs of the same pixel for S. If we take the raw KM + algorithm without any further processing, then there is no noise and the channel transition diagram simplifies to
Noiseless Channel transition diagram and the channel transition matrix is the identity matrix Now let us apply some of the information theory from above. If the channel is noiseless, that is the bitmap has the KM + embedding done to it and no compression is applied so that the 2 LSBs are not further modified (no noise), the channel matrix is given as T noiseless and
we see that H(Y ) = H(X). Since X is a random variable with N non-trivial values, we see that H(X) is maximized for the discrete uniform distribution on N values and the maximum value is log N . Hence C=log N , since N = 4, we have , as before, that C = 2.
Y is independent of X iff p(y j |x i ) = p(y j ) ∀{i, j}. Therefore, we see that independence is equivalent to the rows of T being identical. That is
Of course, for identical rows we can see by direct calculations, or the remarks after Eq. 2 that the mutual information is identically equal to zero, and of course then the capacity is zero. In general, we need the rows to be different to achieve non-zero capacity. One should keep in mind the capacity of a channel whose 4 × 4 channel matrix rows are all (.7, .1, .1, .1) has a capacity that is "just as zero" as one whose rows are all (.25, .25, .25, .25) (see [15] for more on this topic).
Thus, two is the largest capacity that can ever be achieved, and zero is the least. If there is noise the capacity will be less, and not as easy to calculate.
We wish to see what happens if we perform JPEG compression on the bitmap after the 2 LSB substitution. This is our steganography. We model this (see Scenario B) by randomizing the 2 LSBs, we stress that this randomization is for modeling the stego, it has nothing to do with scrubbing! We model the stego by randomization to show that we are free to write over the 2 LSBs as we choose. Of course, if we scrub by also randomizing the 2 LSBs we are sure to remove all of the stego. 6 Aside from the fact that JPEG is the standard way of dealing with image files on the web, it is also an important consideration in the course of designing and analyzing the Stego Scrubber. We consider the effects of JPEG compression on the image with and without the KM + stego algorithm.
Our Experiments
We use a database of 20 greyscale TIFF images of various sizes downloaded off the Internet (as uncompressed TIFF files, though we do not know their history). We re-size them using the shareware xv [2] to size 256x256 and save them as .bmps. Our concern is what JPEG does to the 2 LSBs. One must keep in mind that JPEG does not act upon the 2 LSBs independently from the higher bits. JPEG quantizes discrete cosine transform (DCT) coefficients, these frequencies are functions of all 8 bit planes for each 8 × 8 pixel block. Therefore, we must analyze the effects of JPEG compression on images that have not had the 2 LSBs modified, and images that have. Scenario A: This is our best case scenario. We take each original (cover) bitmap and save it as a JPEG at the compression levels 0 to 100, in steps of 5 using Matlab. We view the before and after of the 2 LSBs of each pixel as a communication channel. As discussed, we want to know, in an information theoretic sense, how much information is passed by this channel. To do that we estimate the capacity under the various JPEG quality levels. Keep in mind that nothing has been done to the LSBs prior to compression. None of the spatial bit values are changed. This would be realistic if steganography were magic, which it is not! This unrealistic scenario gives us an information theoretic baseline if the steganographic algorithm was a variant of KM + that was extremely adaptive to the cover image. We want to see what happens to the 2 LSBs via the process of JPEG compression. It is important that we are not only adjusting the 2 LSBs because, as discussed, the higher order bit planes influence what JPEG compression does to the 2 LSBs and we assume that the 2 LSBs are in someway correlated to the higher order bit-planes in a natural image-this is why this best case scenario leaves the 2 LSBs untouched.
That is no stego is occurring in Scenario A. Since stego will change the LSBs, and remove the natural patterns that exist between the LSBs and the higher order bits we view Scenario A (as discussed) as the upper bound for how much information may still be passed even though an image has been compressed with the caveat that steganography has not been performed (again Scenario A may serve as a capacity upper bound for very adaptive steganography).
Scenario B: In this scenario we take the most pessimistic viewpoint in terms of information theory. The steganography does what it likes to the 2 LSBs. We model this, and it is debatable, as randomizing the 2 LSBs. Randomization destroys all correlation between the lower 2 bits and the upper 6 bits, so JPEG compression stands a very good chance of overwriting the LSBs even more than in Scenario A. After the 2 LSBs are randomized the modified bitmap is saved as a JPEG (as in Scenario A).
Channel Matrix Production: Scenarios A & B:
For our analysis we only consider the 2 LSBs and ignore the 6 higher order bit planes. 7 For each of the two scenarios we track how the values of 0,1,2,3 (the least 2 bits) change due to JPEG compression for each of the twenty images. We then form the channel matrix where row i is the normalized (by the total number of i values in each image) number of i values that become (or stay) 0,1,2,3 after the JPEG compression (thus each row entry is between 0 and 1, and they sum to 1). The normalization gives us probabilities. This 4 × 4 matrix is the probability transition matrix such that the (i, j) th matrix entry is the conditional probability P (Y = j|X = i) of value i being value j after the JPEG compression. Recall that X represents the input, and Y the output.
From the twenty images, and for each scenario, we calculate the average channel matrix for each Q level. These matrices follow below. Note that the scenario A matrices have smaller variances (variance data not shown) than did scenario B.
Scenario A Results: We include the mean channel matrices for Q A @60% to Q A @100% in steps of 5. If one were to use JPEG compression as a means of removing stego, one would have to consider the image degradation to the cover image caused by the JPEG compression. The PSNR is a good measurement of the degradation and pretty much independent of the 2 LSBs. The PSNR for Scenario A for Matlab quality 75 is 34 dB, for quality 60 it is 32 dB. This is the most likely the lowest cover degradation that would be tolerated by users of a Stego Scrubber. When looking at the PSNR values for Scenario B there is not much difference from Scenario A. This is because the 2 LSBs have very little effect upon the PSNR.
Consider the first row of each matrix Q A @x%. There is the maximum value for the first entry. This is not surprising, because this is the probability that a 0 is received conditioned on a 0 being transmitted. The third entry is the least which is the probability P (Y = 2|X = 0), the other two probabilities are approximately equal. This pattern is repeated on every row, with the fixed point P (Y = i|X = i) being the largest, and the least value being P (Y = (α, β) ⊕ (1, 0)|X = (α, β)), that is only the 7th bit changes. The remaining two conditional probabilities are approximately equal.
This allows us to approximate and model the mean channel matrices in the form (for visual clarity we notationally suppress the dependence on Q.)
We model the channel matrices so that we can easily get a capacity bound. L is the average maximum value for each row, and m is the average minimum value for each row. We note that these mean matrices T mean are only approximations, most, not all, but many images behave in a manner close to the mean.
Note that T mean has the property that each row is a permutation of every other row, and each column is a permutation of every other column.
Interesting Observation: This symmetry behavior in the channel matrix, which is not as strong when stego is in the 2 LSBs, may in fact be a novel method of stego detection! This is a topic for future study.
This tells us that the channel described by T mean is a symmetric channel and we may apply the well known [1, 3.3 .1] result about symmetric channels. Applying this result we have that the capacity, for a channel given by T mean , denoted as C mean is
For each matrix Q@x% we took the average of the four maximum values to get L and the average of the four minimum values to get m. In general, the problem of obtaining capacity exactly is non-trivial. This is because closed form solutions only exist for binary input binary output discrete memoryless channels and for certain type of channels with symmetries as shown in Eq. 4. However, since we are only dealing with four inputs and four outputs the numerical optimization of the mutual information can be easily performed. Table 1 shows the Q levels vs. the capacity obtained by the symmetry assumption and by numerical optimization of the mutual information. Of course, since we numerically found the capacity we could have done without the discussion of the symmetry assumption, but we felt that is was a worthwhile discussion for the reader and may be used when numerical techniques become too time consuming and for generalizations and extensions of the theory. Also, as noted above, this symmetry may be interpreted as telling us that we are dealing with a "stego-free" image which is of extreme importance to the detection community. Also, the reader should keep in mind that the capacity for individual images varies from the average behavior we have been concentrating on-in short, we are looking for back of the envelope type estimates to gauge the potential stego threat in general. Of course, as we do later, one should also study the images that are best suited to defeating stego compression with respect to the stego payload. The capacity results for Scenario A may be interpreted as an upper bound on stego capacity, which would be the case if the stego algorithm was very adaptive to the higher order bit planes of the image. Even though capacity values are low on a bits per pixel basis, at the default Matlab Q level of 75 we do have an information theoretic payload around 50 bytes per 256 × 256 image. Not a lot, but not zero either! Smart coding can help us exploit this. Keep in mind that this is Scenario A where no stego is present-we have used the natural bit planes of a bitmap image. In Scenario B we change that, though. We use Fig. 3 to show a best possible case scenario. Now we will analyze Scenario B as described above. Table 2 is a table of the capacity, to two significant (except for Q = 100) digits, for Scenario B. Not surprisingly, Q B @100% is similar in form to Q A @100%, we have an average value of L = .9081, and an average value of m = 0. Therefore, we approximate the capacity of Q B @100% by using, as before, Eq. 4, and we have that C Q B @100% ≈ 1.47. However (we ignore Q=95% for now) other capacities are much lower and we cannot make the symmetry assumptions that we did for Scenario A (again this gives credence to the idea of using the symmetry as a stego detector).
What is interesting that this modeling of 2 bit LSB steganography shows that theoretically there is non-zero stego payload possible even though the image has been JPEGed.
We wish to emphasize an important point-the data we were using was over an average of twenty images. What is to stop us from using an image that gives us even more room for steganography? Not surprisingly, images with large areas of constant luminance do that for us, since JPEG compression respects these areas.
The channel matrix for Figure 5 , our stego friendly image, at JPEG quality 75% is One can see that the rows of this matrix T Q@75 are very different. Numerical calculations show that the capacity is .0052 bits per pixel. This is 37 times the average capacity for 75% quality from our database of twenty images. For a 256 × 256 image this would result in a payload of 341 bits. This means that if a transmitter picks their cover image properly, they stand a good chance of getting a moderate sized stego payload through even though the image has been JPEG compressed. We do remind the reader that the physical reason the above image is so stego friendly is that is has large areas of constant luminance, which can be manipulated in a block by block manner that JPEG compression respects. Please note that a more generic image such as Fig. 6 has a capacity at Q level 75, about twice that of the mean Q level 75 capacity.
Good Scrubbing
Part of the Stego Scrubber as put forth in [16] , involves randomizing the LSBs of an image in its bitmap form. Let us see, from an information theoretic viewpoint, what that does to the stego payload. Again, we are only concerning ourselves with the 2 LSBs. Consider that the input 2 bits. The probability of an input value going to 0, 1,2, or 3 are all equal and equal to .25 (assuming a proper randomizer). Therefore, we see that in this case, under our construction of the transition probabilities (P (Y = j|X = i)) we would have a 4 × 4 channel matrix with each value being .25 (the larger the image the closer we come to this idealized situation).
8 Since a channel matrix with identical rows has mutual information, and thus capacity zero, we see that stego hidden in the 2 LSBs of a bitmap, even though it may survive JPEG compression, will not survive our Stego Scrubber. In terms of information theory, we see that the Q B matrices give us a model for the effects of JPEG compression on a generic 2 LSB stego payload. Scrubbing the 2 LSBs at this point tells us that we are forming a cascade of channels; the first channel being given by Q B and the second channel being given by the matrix Ω, where Ω is a 4 × 4 matrix with each entry being 1/4. From Feinstein's data theorem result [9, Sec 3.3], we know that the capacity of a cascade is less than or equal to the capacity of any channel making up the cascade. Since the capacity of the channel represented by Ω is zero, we see that, from an information theoretic viewpoint, no information can be passed if we scrub the 2 LSBs of a bitmap image with stego in the 2 LSBs (this of course is also obvious from common sense). We can also obtain this by the fact that matrix multiplication gives us Q B · Ω = Ω, since each row in Q B sums to one.
Keep in mind that the Stego Scrubber [16, 13] is designed to run on JPEG images also! 9 The Stego Scrubber will scrub JPEG images that potentially have stego payload hidden in the 2 LSBs of their spatial realizations. Therefore, one of the actions that the Stego Scrubber will perform is to spatially realize a JPEG image and then randomize the 2 LSBs, then the Stego Scrubber will convert the bitmap back into a JPEG image at the same, or different compression level. Let us consider this from an information theoretic viewpoint. The channel matrix describing the channel from the stego laden spatial realization of the JPEG to the bitmap with the 2 LSBs randomized is simply Ω (this follows from the argument in the preceding paragraph). If we convert this scrubbed bitmap to a JPEG and then back into a bitmap, the channel matrix describing that transition will be denoted as M , and is actually one of the Q B matrices (since the actions are the same). No matter what M actually is as long as it is a channel matrix for a discrete memoryless channel we have the algebraic fact that Ω · M is a matrix with identical rows. Note that Ω · M is not necessarily a matrix with every entry 1/4, but it is a matrix such that every entry in the j th column is the average of the four column entires of the j th column of M . Of course, a matrix with identical rows has zero mutual information and zero capacity. What is interesting is that both Ω and Ω · M describe channels with zero capacity, but Ω is unique in that it is a doubly stochastic matrix. Extended work in this area is being done by Martin [15] .
Conclusions and Future Directions
We have shown that it is possible for a stego payload in the 2 LSBs of a bitmap image to survive JPEG compression. We have only analyzed in detail greyscale bitmaps in this paper, but our results extrapolate to color bitmaps also.
capacities on the order of 10 −5 or less (some where 10 −4 ). These -capacity results are due to the vagaries of numerical simulation and random number generation.
9 Until this paragraph, we have only dealt with bitmaps in this paper.
We have learned that the stego payload size is small, and certain images exist as covers that are better than others, and proper error corrected codes need to be used to send and retrieve the hidden information. Also, many of our results were for average behavior; however for the very important example given by Fig. 5 we did not use average behavior.
We have discussed how the Scenario A capacity values may be used as an upper bound, and the Scenario B capacity values as a lower bound for potential stego payload. We have discussed how the symmetric matrices demonstrated for Scenario A may be useful as a stego detection tool. Our results further justify the use of LSB randomization in our proposed Stego Scrubber. We ask the reader to keep in mind that we used the simplifying assumptions that each pixel, viewed as a communication channel, is independent and identical to all other pixels in a communication theory view. This, of course, is not true for JPEG compression. In fact, the pixels in 8 × 8 blocks are highly dependent upon each other via the discrete cosine transformation. We used our simplifying assumptions to show that JPEG stego survivability was possible in the 2 LSBs, not as the be all and end all of the discussion. Certainly using blocks, or other channel models, can results in other capacity estimations. In fact, we see that out stego friendly image had large areas were 8 × 8 blocks were constant. Some preliminary experiments have shown us that we can change those block values to easily obtain a robust stego encoding. In fact, we could have just demonstrated that fact without the information theory, but we chose not to in order to study, at the basic level the information theoretic basics for surviving JPEG compression.
Certainly further theoretic work is called for. In future work, we would be most interested to compare our capacity estimates with the existing purely theoretical Gaussian assumption-type results, e.g., see [18, 17] . Historically one should also look at Costa's dirty paper [5] article, which is an extension of Shannon's Gaussian channel capacity results [21] and [6, Eq. 10.20] . More detailed of some of our analysis will also be in [13] .
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