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1. Introduction. Let K be an absolutely unramified complete discrete valuation
field of mixed characteristic(0,p) with perfect residue fieldk, andV a smooth
projective variety overK. In this article, we consider the Chow groups CHr (V ) in
the infinitesimal method, which was proposed by Spencer Bloch (cf. [5, p. 24]). We
review this method in what follows.












where, for any schemeZ, we denote byMr,Z the Zariski sheaf of MilnorKr -groups
on Z, that is, the sheafification of the presheaf that associates the MilnorK-group
KMr ((U,U)) to an open subschemeU of Z. Here, for any commutative ringR, we
denote byKMr (R) the groupR
∗⊗r/H,whereH is the subgroup ofR∗⊗r generated by
elements of the formx1⊗·· ·⊗xr with xi +xj = 0 or 1 for somei 	= j . If r is equal
to the dimension ofV , the above formula is valid without tensoringZ[1/(r − 1)!]
(cf. [10]).
Now assume thatV admits a smooth projective modelX over the valuation ring
W of K (i.e.,W = W(k) is the ring of Witt vectors ofk). Let be the category of
Artinian localW -algebras that havek as their residue field. For any objectA of ,
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where the map is induced by the reduction mapA → k. Note that sinceXA andY
have the same underlying topological space, we can regard bothMr,XA and
M
r,Y as






(A) = Hq(XA,Mr,XA,Y ).
This is a covariant functor from to the category of abelian groups. According to the
Bloch-Quillen formula, we regard̂Hr(Mr,X) as the formal completion of CH
r (V ).
It seems natural to expect that it reflects an infinitesimal behavior of CHr (V ) at
the origin. The aim of this article is to study the functorĤ q(Mr,X), mainly when
q = dimV .
As an application of our theory, we prove the following theorem, which was con-
jectured by Bloch (cf. [5, p. 24]). Let0 be the full subcategory of consisting of
all objectsA such thatA/pA ∼= k[T1, . . . ,Ts]/(T m11 , . . . ,T mss ) for somes ≥ 0 and
m1, . . . ,ms ≥ 1. (For more explanation of this category, see (1) below.)
Theorem A. Assumep ≥ 3. Let X be a projective smooth scheme overW of
relative dimensiond. Assume thatd < p and that the de Rham cohomology groups
H
j
dR(X/W) have no torsion for allj . Let0< r < p. Whenr 	= d, we assume thatY
is of Hodge-Witt type (cf. Remark 6.11; more generally, we only need to assume that
the de Rham cohomology groupHd+r−1dR (X/W) is of Hodge-Witt type as a filtered
Dieudonné module—cf. Definition 6.10). LetGc be thep-divisible group overW ,
which is characterized by the condition in Remark 1.1 below. Then there exists a






for any objectA of0.
Remark 1.1.We regard the de Rham cohomology groupHd+r−1dR (X/W) as a
filtered Dieudonné module (cf. remark after Definition 5.1). LetN be the level[r−1,
r]-part of Hd+r−1dR (X/W) (cf. Proposition 6.12 for the definition). Its translation
N [r −1] is a filtered Dieudonné module of level[0,1], and so it corresponds to a
p-divisible groupG via the Dieudonné functor (cf. (15)). ThenGc is the connected
component ofG. The tangent space LieGc of Gc is isomorphic toHd(X,"
r−1
X/W ).
One should regard the homomorphism in Theorem A forr = d as the formal
completion of the Albanese map
A0(V ) −→ AlbV (K),
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whereA0(V ) = ker(CHd(V ) deg−→ Z), and AlbV (K) is the group ofK-rational points
of the Albanese variety AlbV of V .
Our method of studyingĤ q(Mr,X) is to use the syntomic cohomology theory of
Fontaine-Messing. Letsyn be the full subcategory of consisting of all objectsA
such thatA/pA is syntomic overk. In Section 2, for any objectA of syn we define
a groupHq((XA,Y ),(r)), which we call the relative syntomic cohomology group.
This is a slight modification of the syntomic cohomology group of Fontaine-Messing.
We need to restrict the category to the smaller onesyn, since we cannot define
the groupHq((XA,Y ),(r)) if A does not belong tosyn. We further restrict the
categorysyn to the much smaller one0, for a technical reason (sincesyn contains
rings that the author could not control). We remark that the following rings belong
to0:
• OK ′/pnOK ′ wheren is any positive integer andOK ′ is the integer ring of a
totally ramified finite extension ofK;
• the affine ring of a connected finite flat group scheme overW .
(1)
In Section 3, we make some preliminary calculation about rings in0.
In the following theorem, which is proven in Section 4, we compare theK-
cohomological functor with the relative syntomic cohomology group.
Theorem B (Corollary 4.6). LetX be a quasi-projective smooth scheme overW
of relative dimensiond. Let0< r < p. For any objectA of0, there is a canonical





(A) −→ Hd+r((XA,Y ),(r)).
In the appendix, we show that the kernel of this map is essentially zero, in the sense
of Stienstra (see Definition A.1, taken from [18, p. 2]). However, we do not know
whether this map is in fact an isomorphism or not (cf. Conjecture 4.2, Remark 4.7).
We also do not know anything about̂Hq(Mr,X) for q 	= d.
Our next objective is to analyze the syntomic cohomology groups. In Section 5,
we construct a Leray spectral sequence for the syntomic cohomology groups. The
E2-terms are given by the relative syntomic cohomology groups with coefficients
(cf. Definition 5.2), which are written asHi((A,k),(M,r)), whereM is a filtered
Dieudonné module (cf. Definition 5.1) andA is an object ofsyn. The de Rham
cohomology groupHjdR(X/W) has a natural structure of a filtered Dieudonné module
(cf. remark after Definition 5.1).
Theorem C (Corollary 5.5). LetX be a projective smooth scheme overW of rel-
ative dimensiond. Assume thatd < p and that the de Rham cohomology groups
H
j
dR(X/W) have no torsion for allj . Let0< r < p. Then, for any objectA ofsyn











))⇒ Hi+j ((XA,Y ),(r)).
This spectral sequence induces a filtration onHq((XA,Y ),(r)). We find an
analogous filtration in Stienstra [18, p. 5]. We might wonder whether this filtra-
tion corresponds to the “motivic filtration” of Deligne-Beilinson. Roughly speaking,
the following theorem says that the top-graded quotient is prorepresentable by ap-
divisible group.
Theorem D (Corollary 6.8). Assumep ≥ 3. LetM be a filtered Dieudonné mod-
ule corresponding to ap-divisible groupG via the Dieudonné functor (15). LetA be
an object of0. Then there exists a canonical isomorphism
Gc(A)
∼=−−→ H 1((A,k),(M,1)),
whereGc is the connected component ofG.
This theorem is proven in Section 6. Taking care of a switch of the twist, we show
that those three theorems imply Theorem A in Section 7. In the appendix, we consider
the injectivity of the map in Theorem B.
Such a problemmight be considered in the equal characteristic situation, which was
also proposed by Bloch. He obtained a result in the case of characteristic zero (cf. [2],
[3], [4, Chapter 6]). Stienstra got a very general result in the positive characteristic
case, by using his theory of the formal de Rham-Witt complex (cf. [18], [17], [4,
Chapter 6]). Though we do not use their results, we might see some analogy with
those works, as mentioned above. According to Stienstra’s theory [18], it would be
interesting to interpret our theory in the context of a generalization of the Dieudonné
theory, in which Theorem D plays a basic role. Perhaps further study of the syntomic
cohomology groups (likeH 2((A,k),(M,2))) will be a guide for a study of a deeper
part of the Chow groups (like the albanese kernel). For this point, see Proposition 7.1.
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Conventions 1.2.Fora ∈Q, write [a] = inf {n ∈ Z | n ≥ a}. For an abelian group
A and an integern, we writenA = {a ∈ A | na = 0}. Let k denote a fixed perfect field
of characteristicp > 0,W = W(k) the ring of Witt vectors ofk, andσ the frobenius
onW .
For a ring or a schemeS, Sn denotesS ⊗Z Z/pnZ and"1S denotes the absolute
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differential module"1
S/Z. If S is a ring,Ŝ denotes the ring lim←−Sn. If S is a scheme,
Ŝ denotes the formal scheme lim−→Sn.
A PD-envelope of aW -algebra (or aW -scheme) is the one with respect to the
canonical divided power structure onpW . If D is a PD-algebra (or a PD-scheme)
with PD-ideal (sheaf)JD, J
[r]
D denotes therth divided power ideal (sheaf). Forr ≤ 0,
we use the conventionJ [r]D = D (or D).
All sheaves and cohomology groups are taken in the Zariski site, unless stated
otherwise.
2. Syntomic complex. In this section, we define a relative syntomic complex for
a W -scheme. This is a slight modification of the theory of Fontaine-Messing and
Kato. Our main references are [11] and [12].
Let U be aW -scheme such thatpNU = 0 for someN > 0. We assume thatU1
is syntomic overk, and that there exists aW -immersionU ↪→ Z with Z a smooth
W -scheme endowed with a Frobeniusφ : Z → Z, that is, a morphism of schemes





SpecW σ  SpecW
commutes (cf. [11, I.1.2]). LetD = DU(Z) be the PD-envelope with PD-ideal sheaf
JD, and letD̂ = lim−→Dn be itsp-adic completion endowed with the induced PD-
structure onJ
D̂
(cf. Conventions 1.2). Note that the PD-envelopeDUn(Zn) is canon-
ically isomorphic toDn(= D⊗Z/pnZ), whose PD-ideal sheafJDn is the image of
JD (cf. [1, 3.33]). We also remark that the underlying topological spaces ofD̂ andU
are the same.
Let "̂qZ be the continuous differential module lim←−"
q
Zn
. For r ≥ 0 andn > 0, we



















d−→ J [r−1]Dn ⊗Zn "1Zn
d−→ J [r−2]Dn ⊗Zn "2Zn
d−→ ·· ·
by J[r]U,Z and byJ
[r]
n,U,Z, respectively.









can−−→ J[0]n,U,Z −→ 0.
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Proof. SinceD ∼= DU1(Z), the proof of [11, I.1.3] works in this situation as well.
Because of the lemma, we can define
φr = p−rφ : J[r]n+r,U,Z −→ J[0]n,U,Z
and
φr : J[r]U,Z −→ J[0]U,Z
as the inverse limit. We remark that an analogous sequence of (ii) forJ[r]n,U,Z with
r > 0 is not exact, and hence we cannot defineφr : J[r]n,U,Z → J[0]n,U,Z.
Definition 2.2. Let 0≤ r < p. We define a complex(r)U,Z of Zariski sheaves
onU to be the mapping fiber of
1−φr : J[r]U,Z −→ J[0]U,Z.














and the boundary map is given by
(x,y) −→ (dx,(1−φr)(x)−dy)
(x ∈ J [r−i]
D̂
⊗ "̂iZ, y ∈ D̂ ⊗ "̂i−1Z ). We denote byHq(U,(r)) theqth hypercoho-
mology group of the complex(r)U,Z.
To justify the notation, we remark that(r)U,Z is independent of the choice of
Z in the derived categoryD(UZar). This can be shown by the same way as in [11,
p. 212] (cf. also [12, p. 412]), by using [1, 7.24]. For the same reason, we write the
cohomology sheaf of the complex(r)U,Z asq((r)U ), instead ofq((r)U,Z).





in completely the same way as in [11, I, Section 3] (also cf. [12, pp. 412–413]).
For the sake of completeness, we copy it here. Letr andr ′ be nonnegative integers
satisfyingr+r ′ < p. We define the product structure
(r)U,Z ×(r ′)U,Z −→ (r+r ′)U,Z
by
(x,y)(x′,y′) = (xx′, (−1)ixy′ −yφ(x′)),
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where(x,y) and(x′,y′) are local sections of the degree-i part(J [r−i]
D̂
⊗"̂iZ)⊕(D̂⊗





Z ), respectively. This product




)⊗Hi′(U,(r ′))−→ Hi+i′(U,(r+r ′)),
which satisfies an associative law.





which is canonically quasi-isomorphic to∗U [−1]. We define a morphism of com-
plexes → (1)U,Z as follows: The degree-zero part ker(i−1∗Z → ∗U) → JD̂ is
defined by




wherex̄ is the image ofx in 
D̂
and[ ] denotes the PD-structure. (Note thatx̄−1 is
in J
D̂
.) The degree-one parti−1∗Z → (D̂ ⊗"̂1Z)⊕D̂ is defined by
x −→ (1⊗dx/x,p−1 log(φ(x̄)/x̄p)).
(Note thatφ(x̄)/x̄p −1 is inp
D̂
and that log(φ(x̄)/x̄p) is in p
D̂
.)




)= H 1(U,) −→ H 1(U,(1)).





for r < p. It is shown in [11, I, 3.2] that this homomorphism factors through
KMr ((U,
∗






which we call the symbol map.
LetX be a quasi-projective smoothW -scheme andA an object ofsyn. Since we
assumed X to be quasi-projective, we can find a smoothW -schemeZ endowed with
a Frobeniusφ and an immersionXA ↪→ Z. Hence we can apply the above definitions
to the schemeXA. LetY = Xk. Note that we have not only(r)XA,Z but also(r)Y,Z
by considering the compositionY ↪→ XA ↪→ Z.
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Definition 2.3. Let 0 ≤ r < p. We define the complex(r)(XA,Y ),Z to be the
mapping fiber of the natural map
(r)XA,Z −→ (r)Y,Z.
We denote byHq((XA,Y ),(r)) andq((r)(XA,Y )) the qth hypercohomology
group and theqth cohomology sheaf of the complex(r)(XA,Y ),Z, respectively.
Again, these hypercohomology groups and cohomology sheaves are independent
of the choice ofZ andφ. We remark that the map(r)XA,Z → (r)Y,Z is injective.
Hence, if we write the cokernel of this map by, (r)(X,Y ),Z is quasi-isomorphic to
[−1]. But this mapping fiber definition is useful in Section 5. The following lemma,










be a commutative diagram of complexes. Writing the mapping fiber of a morphismh
of complexes by(h), there are two morphisms of complexes:
f = (fC,fD) : (g1) −→ (g2),
g = (g1,g2) : (fC) −→ (fD).
Then we have a canonical isomorphism























where the middle and the right vertical arrows are the symbol maps. The upper row is
exact by definition, and the right square is commutative. Lemma 2.5 shows the lower





by the unique mapα that makes the left square commutative.
FORMAL CHOW GROUPS 367
Lemma 2.5. The complex(r)Y,Z is acyclic outside[r,∞).
Definen(r)Y,Z by the exact sequence
0−→ (r)Y,Z p
n
−−→ (r)Y,Z −→ n(r)Y,Z −→ 0.
It is enough to show thatn(r)Y,Z is acyclic outside[r,∞). We prove a more precise
lemma as follows.
Lemma 2.6. Let ε : Yet→ YZar be the natural morphism of sites. Thenn(r)Y,Z is
quasi-isomorphic toRε∗Wn"rY,log[−r].
Proof. By a standard induction argument, this is reduced to the casen = 1. In the
étale site,"rY,log[−r] is quasi-isomorphic to the complex
deg(r) deg(r+1)
"rY




whereF is the inverse Cartier operator. Since each component of complexes1(r)Y,Z
and (2) is a coherent sheaf, it suffices to prove that1(r)Y,Z is quasi-isomorphic to
the complex (2) for the étale site.
Then, we can assume thatX itself has a Frobeniusφ and thatZ = X. By definition,














 · · ·
Y  "1Y
 · · ·  "rY  "r+1Y  · · · .










−F  "qY .
The lower arrow is injective, and its cokernel is"qY /ker("
q
Y
d−→ "q+1Y ). Using this
repeatedly, we see that1(r)Y,X is quasi-isomorphic to the total complex associated to
0









 · · ·
0  · · ·  0  "rY /d"r−1Y  "r+1Y  · · · .
From this, the assertion follows.
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3. Calculation of PD-algebra. In this section, we calculate PD-envelope algebras
of Artinian rings. The results are used in Sections 4 and 6.
In this section, except in Remark 3.5, we use the following convention:

s ≥ 0; m1, . . . ,ms ≥ 1; m ≥ 2.


















B = W [T1, . . . ,Ts,T ].


























are the PD-envelope algebras and their PD-ideals.
(3)
Note that there is a natural mapD ↪→ D′ induced by the obvious mapsB → A → A′.





Here we use the following notation:T [i,m] denotesγa(T m)T b, whereγ denotes the
PD-structurea = [i/m] andb = i−am. The sub-C-module ofD generated byT [i,m]
is written asCT [i,m].



















If we replacem bym−1 in the right-hand side of the above two equations, we get a
description ofD′ andJ [r]
D′ .
We consider groupsJ [r]
D′ /J
[r]
D . In the case ofr = 0, sinceCT [i,m−1]/CT [i,m] = 0









Let S be the (p-adic) closure of⊕i≥(m−1)pĈT [i,m−1] in D̂′. This is a subgroup of
J
[r]
D̂′ for any 0≤ r < p. The following lemma can be shown by elementary calculation.
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Lemma 3.1. Let0≤ r < p. For any elementx of S, φr(x) again belongs toS, and
φ
j
r (x) = φr ◦· · ·◦φr(x) (j times) convergesp-adically to zero asj → ∞.











is a surjection for any0≤ r < p and is an isomorphism ifr = 0.
Proof. From (4), it is enough to show that, for anyx ∈ S, the class ofx in D̂′/D̂
is in the image of 1− φr . But the above lemma shows thaty = ∑∞j=0φjr (x) is a
well-defined element ofS ⊂ J [r]
D̂′ , and it is clear that(1−φr)(y) = x. Whenr = 0,
this correspondence defines the inverse map of 1−φ.
Next, we consider the case ofr = 1. Since(J [r−[i/(m−1)]]C T [i,m−1])/(J [r−[i/m]]C














We remark that the second term is the same as the right-hand side of (4). This shows
that the inclusion mapJD′ → D′ induces a surjectionJD′/JD → D′/D, which has a



























Now the following lemma is seen easily.













where, forx ∈ ĈT m−1, the image of the class ofx via s is the class of∑∞j=0φj1(x).
(Sinceφ1(x) ∈ S, this is a well-defined element ofJD̂′ by Lemma 3.1.)
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Remark 3.4.Assumerm ≤ p(m−1). (If r ≤ p/2, this assumption holds for any




as well. In fact, under this














































wheresr is defined by the similar way. (Ifr = 1, s1 is nothing buts of Lemma 3.3.)
The following remark is used in Sections 4 and 6.
Remark 3.5. LetA be an object ofsynsuch thatpN+1A = 0. Take a surjectiveW -
homomorphismB → A whereB is a smoothW -algebra endowed with a Frobenius
φ. Let A′ = A/pNA. Let D = DB(ker(B → A)) be the PD-envelope algebra. The
PD-idealJD of D containspN+1. We see thatDB(ker(B → A′)) ∼= D by ignoring
the PD-structure, and the PD-idealJ ′D of this PD-envelope algebra isJD +pND.
4. Surjectivity of symbol map. In this section, letX be a smooth quasi-projective
scheme overW . The aim of this section is to prove the following theorem and its
Corollary 4.6.
Theorem 4.1. LetA be an object of0 and0< r < p.











In the appendix, we consider the kernel of the symbol map in (ii). Here we propose
an optimistic conjecture, or, perhaps, a hope, as follows.
Conjecture 4.2. Let0< r < p. For any objectA ofsyn,
(i) q((r)(XA,Y )) = 0 for anyq > r;
(ii) the symbol mapMr,XA,Y → r ((r)(XA,Y )) is an isomorphism.
Instead of proving Theorem 4.1, we prove a slightly more general proposition.
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Proposition 4.3. Let0< r < p.
(i) If A is an object ofsyn, then we haveq((r)XA) = 0 for q ≥ r+2.









)−→ r((r)Y )−→ 0
is exact, where the first map is the symbol map.
For a smooth quasi-projective schemeX overW ,
Take a closed immersionX → Z overW such thatZ is smooth
overW and endowed with a Frobeniusφ. Let T = DX(Z) be the
PD-envelope with PD-ideal sheafJT .
(5)
For an objectA of syn,
Take a surjectiveW -homomorphismB → A such thatB is smooth
overW and endowed with a Frobeniusφ. LetD = DB(ker(B → A))
be the PD-envelope with PD-idealJD.
(6)
Then the fiber productXA → Z ⊗W B = ZB is a closedW -immersion andZB is
smooth overW endowed with the Frobeniusφ⊗φ. It can be seen thatDXA(ZB) ∼=
T ⊗W D with PD-idealJT ⊗D+T ⊗JD, by using the universality of PD-envelope
algebras and the flatness ofD andX overW . Hence, to calculate the cohomology
sheavesq((r)XA), we can use








T ⊗̂D −→ J
[r−1]









T ⊗̂D −→ (T ⊗̂D)⊗
ẐB
"̂1ZB −→ (T ⊗̂D)⊗ẐB "̂
2
ZB
−→ ·· · ,
respectively. Ifq ≥ r+1,
1−φr : (T ⊗̂D)⊗"̂qZB −→ (T ⊗̂D)⊗"̂
q
ZB




r (noteφr = pq−rφq ). This
implies Proposition 4.3(i).
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To prove Proposition 4.3(ii), we first work under the assumptions and notation of
(3), and we considerq((r)XA) → q((r)XA′ ). Define a complex by exactness
of
0−→ (r)XA,ZB −→ (r)XA′ ,ZB −→  −→ 0. (7)















· · ·  J
[2]
T ⊗̂D′ ⊗ "̂r−2ZB
J
[2]




T ⊗̂D′ ⊗ "̂r−1ZB
J
[1]
T ⊗̂D ⊗ "̂r−1ZB

(OT ⊗̂D′) ⊗ "̂rZB
(OT ⊗̂D) ⊗ "̂rZB
 · · ·
and
· · ·  (OT ⊗̂D
′) ⊗ "̂r−2ZB
(OT ⊗̂D) ⊗ "̂r−2ZB

(OT ⊗̂D′) ⊗ "̂r−1ZB
(OT ⊗̂D) ⊗ "̂r−1ZB

(OT ⊗̂D′) ⊗ "̂rZB
(OT ⊗̂D) ⊗ "̂rZB
 · · · ,















By using Corollary 3.2, we see thatαr,q is a surjection for anyq and is an isomor-





is an isomorphism ifq ≥ r+1 and is a surjection ifq = r.
By using Lemma 3.3, one gets isomorphisms
(
X ⊗(C/JC)







FORMAL CHOW GROUPS 373




1” is defined by the similar way as in Lemma 3.3. By
(7), we get a surjection(
X ⊗(C/JC)
)⊗"̂r−1ZB −→ ker(r((r)XA)−→ r((r)XA′ )). (8)
By induction, forA as in (3), the proof of Proposition 4.3(ii) is completed by the
following.
Lemma 4.4. Leta ∈ X⊗(C/JC) andb1, . . . ,br−1 ∈ (X⊗A)∗ be local sections.
The image of{1+ aT m−1,b1, . . . ,br−1} under the symbol map coincides with the
image ofa ⊗ db̃1/b̃1∧ ·· · ∧ db̃r−1/b̃r−1 under (8), whereb̃i is a local lift of bi to
O∗ZB (i = 1, . . . , r−1).
Proof. Once we see the lemma forr = 1, the caser > 1 follows immediately from
the definition of the symbol and that of (8). Assumer = 1. Take a liftc ∈ T ⊗̂C of
a. Then a sectionξ =∑j≥0φj1(cT m−1) is well defined inT ⊗̂D′ (cf. Lemma 3.1).
The section (
dξ,(1−φ1)(ξ)
) ∈ (T ⊗̂D′ ⊗"̂1ZB )⊕T ⊗̂D′
is in (T ⊗̂D ⊗"̂1ZB )⊕T ⊗̂D, and its cohomology class is the image ofaT m−1 under
(8). Once we see the fact that
∑
n≥0ξn/n! is a well-defined section ofT ⊗̂D, we
complete the proof of the lemma, by taking this as a lift of 1+aT m−1. To see this
























/pj )n is in Z(p)[[X]].) By the way, it can











is in pT ⊗̂D. Then the fact follows.
Next, we work under the assumptions and notation as in Remark 3.5. Again, we
define a complex by exactness of the sequence (7). We remark thatJ[0]XA,ZB
∼=


















⊗"̂2ZB −→ ·· · .
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)−→ r((r)XA′ )). (9)
Lemma 4.5. Leta ∈ X⊗(C/JC) andb1, . . . ,br−1 ∈ (X⊗A)∗ be local sections.
The image of{1+pNa,b1, . . . ,br−1} under the symbol map coincides with the image
of pNa ⊗ db̃1/b̃1 ∧ ·· · ∧ db̃r−1/b̃r−1 under (9), whereb̃i is a local lift of bi to
O∗ZB (i = 1, . . . , r−1).
The proof is similar to and easier than that of Lemma 4.4. By induction, this lemma
completes the proof of Proposition 4.3.
Corollary 4.6. Letd be the relative dimension ofX overW . Let0< r < p. For





(A) −→ Hd+r((XA,Y ),(r)).








))⇒ Hi+j ((XA,Y ),(r)).
We haveEi,j2 = 0 if j > r, by Theorem 4.1(i)—or ifi > d, since the Zariski co-
homological dimension ofY is d. Hence we haveHd+r ((XA,Y ),(r)) = Ed,r2 .
SinceHd(Y,−) is a right exact functor, the corollary follows from Theorem 4.1(ii).
Remark 4.7. The above proof shows that, if Conjecture 4.2 is true, the map in
Corollary 4.6 is an isomorphism for any objectA of syn.
5. The Leray spectral sequence.In this section, letX be a smooth projective
scheme overW . This section is devoted to constructing a spectral sequence of Leray
type for the relative syntomic cohomology groupsHq((XA,Y ),(r)). The following
definition is taken from Wintenberger [19].
Definition 5.1. A filtered Dieudonné module overW of finite type is aW -module
M endowed with
(i) a decreasing filtration(Mi)i∈Z such thatMi = M(i % 0),Mi = 0(i & 0);
(ii) a family of σ -linear homomorphism (φi : Mi → M)i∈Z such thatφi |Mi+1 =
pφi+1 for all i ∈ Z;
satisfying the conditions
(iii) Mi is of finite type overW for all i ∈ Z;
(iv) Mi is a direct summand ofM as aW -module for alli ∈ Z;
(v) M =∑i∈Zφi(Mi).
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We denote byMFW,tf the category of filtered Dieudonné modules of finite type
overW . This is an abelian category (cf. [19]).
The following fact, due to Fontaine [8] and Kato [11], plays an essential role in this
section: IfX is a smooth projective scheme overW of relative dimensiond < p, then
the de Rham cohomology groupM = HqdR(X/W) ∼=Hq(X̂,"̂·X) has the structure of
an object ofMFW,tf , defined as follows. The filtration(Mi)i∈Z is the Hodge filtration,
that is,Mi =Hq(X̂,"̂·≥iX ). (Note that the natural mapHq(X̂,"̂·≥iX ) →Hq(X̂,"̂·X)
is injective; cf. [11, 2.5].) LetZ,φ be as in Section 4 (5). The homomorphismφi :
Mi → M(i < p) is defined as the composition
Mi =Hq(X̂,"̂·≥iX )∼=Hq(X̂,J[i]X,Z) φi−−→Hq(X̂,J[0]X,Z)∼= M.
Note thatMp = 0.
LetM be an object ofMFW,tf . Assume thatM is torsion-free. LetA be an object of
syn andB,φ,D as in Section 4 (6). For 0≤ r < p, we define the syntomic complex
(M,r)A,B and the relative syntomic complex(M,r)(A,k),B with coefficients inM.






Mi ⊗W J [r−i]
D̂
⊂ M⊗W D̂.
We remark that this group is the inverse limit of therth filtration subgroups of the
sections of the crystals associated toM (on the big crystalline site of Spec(W)) at the
PD-thicking(Spec(A),Spec(Dn)). We have a connection





∇−−→ J (M)[r−q−1]A,B ⊗B̂ "̂q+1B




∇−−→ J (M)[r−1]A,B ⊗B̂ "̂1B
∇−−→ J (M)[r−2]A,B ⊗B̂ "̂2B
∇−−→ ·· ·
by J(M)[r]A,B . SinceM is torsion-free, we can define for 0≤ r < p
φr = p−rφ : J(M)[r]A,B −→ J(M)[0]A,B,
whose map on the degree-q component is the unique map that coincides withφi ⊗
φr−q−i ⊗φq onMi ⊗J [r−q−i]
D̂
⊗"̂qB for any i.
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Definition 5.2. Let 0 ≤ r < p. We define the complex(M,r)A,B of abelian
groups to be the mapping fiber of the map
1−φr : J(M)[r]A,B −→ J(M)[0]A,B.
We denote byHq(A,(M,r)) the qth cohomology group of(M,r)A,B . We also
define the complex(M,r)(A,k),B as the mapping fiber of
(M,r)A,B −→ (M,r)k,B,
where the latter complex is defined by using the compositionB → A → k. We denote
byHq((A,k),(M,r)) theqth cohomology group of(M,r)(A,k),B .
Again, those cohomology groups are independent of the choice ofB, which can
be seen by the same method as in Section 2 and [1, 7.24].
First we study the nonrelative syntomic cohomology groups.
Theorem 5.3. LetX be a smooth projective scheme overW of relative dimension
d. LetA be an object ofsyn. Assumed < p and the de Rham cohomology group
H
q












Let π : (XA)Zar → (SpecA)Zar be the map of sites induced by the structure mor-
phism. Let = F 0 ⊃ F 1 ⊃ F 2 . . . be a finite filtration (by subcomplexes) of
a complex of Zariski sheaves onXA, whose components in negative degrees are
trivial. The following fact, due to Deligne, is explained in [13, 3.3]: LetE·,j1 () be
the complex ofE1-terms of the spectral sequence of a finitely filtered complex:
E
i,j
1 () =Ri+jπ∗(gri ) ⇒Ri+jπ∗(),
where gri  = F i/F i+1.
We remark that the boundary map of this complex is induced by the connecting
homomorphism of
0−→ gri+1 −→ F i/F i+2 −→ gri  −→ 0. (10)










Let Z,T ,B,D, and φ be as in Section 4, (5) and (6). We define a filtration
F i(r)XA,ZB and show(E
·,j
1 ((r)XA,ZB )) = (HjdR(X/W),r)A,B . We also show
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that each component ofE·,j1 ((r)XA,ZB ) is a quasi-coherent sheaf. Then, the above
fact implies the theorem.
We start with an exact sequence
0−→ 
Ẑ
⊗W "̂1B −→ "̂1ZB −→ "1Ẑ ⊗W B̂ −→ 0.
Using this, we define a filtrationF i(i ≥ 0) on J [r−q]







































) ∇−−→ F i(J [r−1]
T ⊗̂D ⊗ẐB "̂
1
ZB
) ∇−−→ F i(J [r−2]
T ⊗̂D ⊗ẐB "̂
2
ZB
) ∇−−→ ·· · .
Some linear algebra shows that gri J[r]XA,ZB is isomorphic to the complex
deg(i−1) deg(i) deg(i+1)










)−→ ·· · .
Let 0≤ r < p. We remark thatφr(F iJ[r]XA,ZB ) ⊂ F iJ
[0]
XA,ZB
. We now define for
i ≥ 0 a filtrationF i(r)XA,ZB to be the mapping fiber of
F iJ[r]XA,ZB
1−φr−−−→ F i−1J[0]XA,ZB .
(We use the conventionF−1J[0]XA,ZB = J
[0]
XA,ZB
.) The above remark shows that
gri (r)XA,ZB ∼= the mapping fiber of gri J[r]XA,ZB
0−→ gri−1J[0]XA,ZB








)∼=Ri+jπ∗(gri J[r]XA,ZB )⊕Ri+j−1π∗(gri−1J[0]XA,ZB ).
The following lemma shows that this is a quasi-coherent sheaf and that the global
section of this sheaf is equal to the degree-i component of(HjdR(X/W),r)A,B .
Lemma 5.4. We have an isomorphism of sheaves onSpec(A),
Ri+jπ∗gri J[r]XA,ZB
∼= J (HjdR(X/W))[r−i]A,B ⊗B̂ "̂iB .
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First we deal with the caser = 0. In this case, we have
Rjπ∗
(
"̂·X ⊗W D̂⊗B̂ "̂iB
)∼=Rjπ∗("̂·X)⊗W D̂⊗B̂ "̂iB,
because the boundary map in"̂·X ⊗W D̂⊗B̂ "̂iB is a D̂-linear map andD̂⊗ "̂iB is a
freeD̂-module. This proves the lemma in the caser = 0.






)⊗D̂⊗"̂iB ⇒Ra+bπ∗("̂·X)⊗W D̂⊗B̂ "̂iB (11)
















to (11). We see that the maps onE1-terms are injective. Using the fact that the spectral








is injective. The lemma follows.
It remains to show that the boundary maps of(E·,j1 ((r)XA,ZB )) coincide with
those of(HjdR(X/W),r)A,B . But this follows from the theory of Gauss-Mannin
connection for crystals, except a part coming from 1−φr , and this part can be seen
directly from the definition of the filtration and (10).
Next, we deduce a Leray spectral sequence for the relative syntomic cohomology
groups.
Corollary 5.5. AssumeX,d,A, andr satisfy the hypothesis of Theorem 5.3. Let










))⇒ Hi+j ((XA,Y ),(r)).
Proof. We use the same method as in the proof of the theorem. LetF i(r)XA,ZB
andF i(r)Y,ZB be as in the above proof. We define a subcomplexF
i(r)(XA,Y ),ZB
of (r)(XA,Y ),ZB as the mapping fiber of the natural map
F i(r)XA,ZB −→ F i−1(r)Y,ZB .
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(We use the conventionF−1(r)Y,ZB = (r)Y,ZB .) Then gri (r)(XA,Y ),ZB ∼=










6. Syntomic cohomology andp-divisible groups. In this section, we study the
syntomic cohomology groupsHq(A,(M,r)) and the relative syntomic cohomology
groupsHq((A,k),(M,r)). We begin with a definition taken from [11, II.2.8].
Definition 6.1. Let M be an object ofMFW,tf , and letI be a closed interval in
R of the form[i,j ] or [i,∞)(i,j ∈ Z). We say thatM is of level I if Mi = M for
i ≤ inf (I ) and ifMi+1 = 0 for i ≥ sup(I ).
Proposition 6.2. LetM be a torsion-free object ofMFW,tf of level[0,∞) and let
0≤ r < p.















In particular, if1≤ r < p and ifA is an object of0, we haveHr+1(A,(M,r)) = 0.
Proof. Let A,B, andφ be as in Section 4 (6). Ifq > r, the degree-q component
of the map 1−φr : J(M)[r]A,B → J(M)[0]A,B is an isomorphism. Hence (i) follows.
To prove (ii), letA,A′,B, andφ be as in Section 3 (3) or Remark 3.5. By the
distinguished triangle
(M,r)(A,k),B −→ (M,r)A,B −→ (M,r)k,B −→ (+1), (13)





is an isomorphism ifq = r +1 and is a surjection ifq = r. Define a complex by
exactness of
0−→ (M,r)A,B −→ (M,r)A′,B −→  −→ 0.
If we putMq in place ofJ [q]T in the proof of Proposition 4.3, we can prove that is
acyclic outside[0, r −1]. Hence (ii) follows. We also remark that the degree-(r −1)
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component of is isomorphic to
M/M1⊗ker(A −→ A′)⊗"̂r−1B . (14)
For (iii), we use the obvious surjectionW → k with Frobeniusφ = σ . Then
(r)k,W is acyclic outside[0,1], since"̂1W is trivial.
In the rest of this section, we study a relation between the rational points of a
p-divisible group and the syntomic cohomology groups. Assumep 	= 2. Then we
have the contravariant equivalence functorILM of [9, 9.11], between the category of
p-divisible groups overW and the full subcategory ofMFW,tf consisting of objects
M, which is torsion-free and is of level[0,1]. (Strictly speaking, the subject of [9] is
not p-divisible groups but finite flat group schemes. However, the proof in [9] also
works for p-divisible groups, by using the corresponding result of [7, Chapter IV,
1.6] instead of [6].) But since we need a covariant theory, we define, for ap-divisible
groupG, the objectMG of MFW,tf corresponding toG as
MG = Hom
(
ILM (G)[1],W ). (15)
Here we use the following notation: Hom denotes the Hom-object inMFW,tf (cf. [19,
1.7]).W is the object ofMFW,tf defined asWq = W (resp., 0) ifq ≤ 0 (resp.,q > 0),
andφi = p−iσ (i ≤ 0). For an objectM of MFW,tf ,M ′ = M[q] is the translation of
M, that is, an object ofMFW,tf defined asM ′i = Mi+q andφ′i = φi+q . We use the
fact that there is a canonical isomorphismMG/M1G
∼= LieG.
Instead of the symbol map in Proposition 4.3, we have the following theorem.
Theorem 6.3. Assumep 	= 2. LetG be a connectedp-divisible group overW and
MG the object ofMFW,tf corresponding toG. Then we have a canonical homomor-
phism for any objectA ofsyn
G(A) −→ H 1(A,(MG,1)).
Furthermore, ifA belongs to0, then this is an isomorphism andHq(A,(MG,1)) =






G(A) if q = 1,
0 if q 	= 1.
NoteG(k) = 0 sinceG is connected. The definition of this map is as follows. Let
x ∈ G(A). For eachn > 0, defineFn as the pullback of the extension
0  pnG  G
pn  G  0





where the right vertical arrow is defined as 1→ x. (This pullback is taken in the
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category of abelian sheaves on the flat site of Spec(A).) Let En = Fn/pnFn. Then
we have a short exact sequence
0−→ pnG −→ En −→ Z/pnZ−→ 0,
so thatEn is a finite flat group scheme overA. Furthermore,E = (En)n>0 forms a
p-divisible group overA, and there is an exact sequence
0−→ G −→ E −→Qp/Zp −→ 0.
TakeB, D, andφ as in Section 4 (6). By taking the section of the associated crys-
talline Dieudonné module (and its canonical filtration) of the above sequence at a
PD-thicking(Spec(A),Spec(Dn)), we have a commutative diagram with exact rows
0  MG⊗W Dn  Nn  Dn  0⋃ ⋃ ∥∥
0  M1G⊗W Dn+MG⊗W JDn  N1n  Dn  0,
whereNn ⊃ N1n is the one associated toE. By passage to the limit, we have
0  MG⊗W D̂  N  D̂  0⋃ ⋃ ∥∥
0  M1G⊗W D̂+MG⊗W JD̂  N1  D̂  0.




The image ofx is defined to be the class of this element inH 1(A,(MG,1)).
The proof of Theorem 6.3 is similar to that of Proposition 4.3. Using the notation
as in the proof of Proposition 6.2, by (14) and the factMG/M1G
∼= LieG, we have
H 0() ∼= LieG⊗W ker(A −→ A′).
But the former group is isomorphic to ker(G(A) → G(A′)). By induction, Lemma 6.4
completes the proof. The last assertion is deduced from (13).
Lemma 6.4. We haveHq(k,(MG,1)) = 0 for anyq.
Proof. To calculateHq(k,(MG,1)), we use the obvious surjectionW → k with




We must show that 1−φ1 : M1G +pMG → MG is an isomorphism. There is aσ−1-
linear mapV : MG → MG such thatφ ◦V = V ◦ φ = p (cf. [9, 9.8]). This map
is characterized byV (φ0(x)+φ1(y)) = px + y (x ∈ MG,y ∈ M1G) (cf. Definition
5.1(v)). This showsV (MG) = M1G+pMG. We also get
V ◦(1−φ1) = V −1 : M1G+pMG −→ M1G+pMG
(1−φ1)◦V = V −1 : MG −→ MG.
SinceG is connected, the mapV is topologically nilpotent. Hence both ofV −1
are isomorphisms. Thus the lemma follows.
Next, we consider an étalep-divisible group.
Proposition 6.5. Assumep 	= 2. LetG be an étalep-divisible group overW , and


















if q = 1,
0 if q ≥ 2.





Proof. SinceG is an étalep-divisible group,MG is of level [1,1]. Then the
following two lemmas complete the proof.
Lemma 6.6. Let 0≤ s ≤ r < p. LetM be a torsion-free object ofMFW,tf of level










The proof is clear from the definition.
Lemma 6.7. Let M be a torsion-free object ofMFW,tf of level [0,∞). For any














1−φ0−−−−→ M) if q = 1,
0 if q ≥ 2.
In particular, for anyq ≥ 0 we have





Proof. As in the proof of Proposition 6.2, we see thatHq(A,(M,0)) =
Hq(k,(M,0)). To calculate the latter group, we can use the natural surjection
W → k with φ = σ . Then the complex(M,0)k,W is
M
1−φ0−−−−→ M.
Hence the equality follows. The last assertion follows from (13).
Corollary 6.8. Assumep 	= 2. LetG be ap-divisible group overW , andMG






Gc(A) if q = 1,
0 if q 	= 1,
whereGc is the connected component ofG.
Proof. Let MGc be the object ofMFW,tf corresponding toGc. ThenMG/MGc
corresponds to the étale part ofG. TakingB as in Section 4 (6), we have an exact
sequence of complexes
0−→ (MGc,1)(A,k),B −→ (MG,1)(A,k),B −→ (MG/MGc,1)(A,k),B −→ 0.
By the deduced long exact sequence, the corollary follows from Theorem 6.3 and
Proposition 6.5.
Remark 6.9. The sequence
0−→H 1((A,k),(MG,1))−→H 1(A,(MG,1))−→H 1(k,(MG,1))−→0 (16)
is not exact in general. An example for a failure of the injectivity of the first map
is given byA = Wn with n ≥ 2 and by ap-divisible groupG that is a nontrivial
extension ofQp/Zp byQp/Zp(1).
This is a big difference from the equal characteristic situation, whichwas considered
in [3] and [18]. In fact, ifA is an object ofsyn such that the structure morphism
W → A factors throughk, it is clear that (16) is a split exact sequence. We also
remark that, ifG is a trivial extension of an étalep-divisible group by a connected
p-divisible group, for any objectA of 0, (16) is also a split exact sequence by
Theorem 6.3 and Proposition 6.5. (Remember that anyp-divisible group overk is a
trivial extension of an étalep-divisible group by a connectedp-divisible group.)
The following definition is taken from [11, II.2.12].
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Definition 6.10. LetM be an object ofMFW,tf . We say thatM is of Hodge-Witt
type if there is a finite sequence of subobjects(Mi)0≤i≤N in MFW,tf such that
0= M0 ⊂ M1 ⊂ ·· · ⊂ MN = M
and such that, for eachi,Mi+1/Mi is of level [mi,mi +1] for some integermi .
The following remark is proven in [11, II.2.15].
Remark 6.11.For X a smooth projective scheme overW of relative dimension
d < p, the following conditions are equivalent.
(i) Y is of Hodge-Witt type, that is,Hq(Y,W"sY ) is of finite type overW for all
q ands.
(ii) HqdR(X/W) is of Hodge-Witt type for allq.
Proposition 6.12. Assumep 	= 2. LetM be a torsion-free object ofMFW,tf of
level[0,∞) and of Hodge-Witt type. By [11, II.2.14], we have the “level-[0,1] part”
ofM, that is, a subobjectN ofM such thatN is of level[0,1] andM/N is of level
[1,∞). LetGc be the connected component of thep-divisible group corresponding
to N . (Though the choice ofN may not be unique for the level-[1,1] part,Gc itself
is independent of this choice. We haveLi Gc ∼= N/N1 ∼= M/M1.) Then there exists
a canonical isomorphism




for any objectA of0. Furthermore,Hq((A,k),(M,1)) = 0 unlessq = 1.
Proof. For q ≥ 0, we haveHq((A,k),(M/N,1)) ∼= Hq((A,k),(M/N [1],
0)) = 0 by Lemmas 6.6 and 6.7. From an exact sequence






Then the proposition follows from Corollary 6.8.
7. K-cohomological functor andp-divisible groups. In this section, we prove
Theorem A. Let the notation and assumptions be as in Theorem A. By Corollary 5.5,










))⇒ Hi+j ((XA,Y ),(r)).
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=Hi((A,k),(HjdR(X/W)[j −d], r−j +d)).
Thus Proposition 6.2 showsEi,j2 = 0 if i > r − j + d. Moreover,E0,d+r2 = 0 by





)−→ H 1((A,k),(Hd+r−1dR (X/W),r)).
Since we assumeHd+r−1dR (X/W) to be of Hodge-Witt type, Proposition 6.12 and








These two maps and Corollary 4.6 complete the proof.
Proposition 7.1. Let the notation and assumptions be as in Theorem A. Assume
further d = r = 2. If we assume Conjecture 4.2, we have an analogue of Bloch’s
conjecture about the Albanese kernel; that is, admitting Conjecture 4.2, the following
conditions are equivalent:
(i) H 2(X,X) = 0.
(ii) ker(Ĥ 2(M2,X)(A) → G(A)) = 0 for any objectA of0.





(A) ∼= H 4((XA,Y ),(2)).
Using the notation in the above proof, we haveE0,32 = H 0((A,k),(H 3dR(X/W),2))
= 0 by Proposition 6.12, andEi,j2 = 0 if i ≥ 3 by Proposition 6.2. Hence we have
E
2,2








∼= ker(H 4((XA,Y ),(2))−→ H 1((A,k),(H 3dR(X/W),2)))
∼= H 2((A,k),(H 2dR(X/W),2)).







))∼= H 2((A,k),(H 2dR(X/W)[1],1))= 0,
that is, (ii) holds. AssumeH 2(X,X) 	= 0. Then the following lemma completes
the proof.
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Lemma 7.2. Let M be a torsion-free object ofMFW,tf of level [0,∞). Assume





Proof. Set r = rankW(M),r1 = rankW(M1). Let n ≥ 3 ande > ps with s >
r1/(r − r1). SinceH 2(k,(M,2)) = 0 by Proposition 6.2, it is enough to show that
H 2(A,(M,2)) 	= 0.
LetB = W [T ] endowedwith the Frobeniusφ : T → T p. LetD = DB((pn,T e)) be
the PD-envelope algebra and̂D its p-adic completion with the induced PD-structure
on J
D̂
. Define a complex1(M,2)A,B by the exactness of
0−→ (M,2)A,B p−→ (M,2)A,B −→ 1(M,2)A,B −→ 0.
SinceH 3(A,(M,2)) = 0 by Proposition 6.2, it is enough to show thatH 2(A,







)⊗ "1B1⊕ (M⊗D̂) (1−φ2,∇)−−−−−−→ M⊗ D̂ ⊗ "1B1).
Let F be the image of⊕si=1M⊗WT p
i−1dT under the natural mapM⊗D̂⊗"1B →
M ⊗ D̂⊗"1B1. Then dimk F = rs. We have∇(M ⊗ D̂)∩F = 0 and(1−φ2)(M ⊗
J
D̂
⊗"1B1)∩F = 0. We also have dimk((1−φ2)(M1⊗ D̂⊗"1B1)∩F) ≤ r1(s +1).
Sincers > r1(s+1) by definition, this completes the proof.
Remark 7.3. Let the notation and assumption be as in Theorem A, but do not







)−→ H 2d(XA,(d))−→ H 0(A,(H 2ddR(X/W),d))∼= Zp,
because ofH 2ddR(X/W) = W [−d] (cf. Lemmas 6.6 and 6.7). This map can be viewed
as the formal completion of the degree map
CHd(X⊗W K) −→ Z,
whereK is the field of fractions ofW .
Appendix
In this appendix, we show that the map in Theorem B is an isomorphism mod-
ulo essentially zero functors. We need the following definition, which is taken from
Stienstra [18, p. 2].
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Definition A.1. A functorF fromsyn to the category of abelian groups is called
essentially zero if, for any objectA of syn, there exists a surjectionA′ → A in syn
such that the induced mapF(A′) → F(A) is zero.
Theorem A.2. Let the notation and assumptions be as in Theorem B. Then the
functors
A −→ ker(Ĥ d(Mr,X)(A) −→ Hd+r((XA,Y ),(r))),
A −→ coker(Ĥ d(Mr,X)(A) −→ Hd+r((XA,Y ),(r)))
are essentially zero.
Remember that a functorF from syn to the category of abelian groups is called
formally smooth if, for any surjectionA′ → A in syn, the induced mapF(A′) →
F(A) is surjective. This theorem suggests that, roughly speaking, at least the “formally
smooth parts” of functorŝHd(Mr,X) andH
d+r ((X.,Y ),(r)) are isomorphic. So, the
author wishes that this theorem play a role when one considers a generalization of
the Dieudonné theory, which might be an analogue of Stienstra’s theory [18].
Proof. If A → Ā is a surjection insyn, and if the theorem is true forA, then it
is also true forĀ. It therefore suffices to prove the theorem for








with s ≥ 0,n,m1, . . . ,ms ≥ 1. Thus, the theorem about the cokernel is already proven







(A) −→ Hd+r((XA,Y ),(r)))= 0.





is an isomorphism (cf. Remark 4.7).
LetR be ap-adically complete local ring that is essentially smooth overW . We use
the notationRA = R⊗W A, Rk = R⊗W k, and so forth. We can define the syntomic
cohomology groupsHr((RA,Rk),(r)) and the symbol map, as in Section 2. What
we need is to prove the following.
Proposition A.3. The symbol map induces an isomorphism
ker
(
KMr (RA) −→ KMr (Rk)
)−→ Hr((RA,Rk),(r)).
Since this proposition is proved by following Kurihara’s proof in [14], [15], we
only sketch it. We can define the groupsHr((RA,RWn),(r)), by replacingk by
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Wn in the definition of the relative syntomic cohomology groups. Noting that the
surjectionA → Wn (defined byTi → 0 for any i) has a sectionWn → A (induced

































(Here we use an ad hoc notationKMr (RA,Rk) = ker(KMr (RA) → KMr (Rk)), etc.,
since it corresponds to our notation of the relative syntomic cohomology groups.
This is not the standard notation.) Now the proposition is reduced to showing thatκ1
andκ2 are isomorphisms.






)∼= coker(p2"̂r−2R d−→ p"̂r−1R /pn"̂r−1R ).






)−→ KMr (R,Rk) .̂
(Here “ˆ ” means the completion with respect to some filtration; cf. loc. cit.) By
compositing it with the natural mapKMr (R,Rk)ˆ→ KMr (RWn,Rk), we get the inverse
map ofκ2.
Next, we considerκ1. Choose ap-base ofR/pR, and take their liftI . One can find
a Frobeniusφ onR such thatφ(X) = Xp for anyX ∈ I . LetB = R[T1, . . . ,Ts], and
extendφ to B by φ(Ti) = T pi for any i. Let (D,J ) be the PD-envelope ofB with
respect to the kernel of the natural surjectionB → RA. Define
UD ⊗̂"qB = ker
(
D ⊗̂"qB −→ "̂qR
)
,
UJ ⊗̂"qB = ker
(
J ⊗̂"qB −→ "̂qR
)
.







∼= coker((UJ ⊗̂"r−1B )⊕(UD ⊗̂"r−2B ) (1−φr ,d)−−−−−−→ UD ⊗̂"r−1B ).
Following Kurihara’s proof (cf. [14], [15]), we have a homomorphism











· · · dXr−1
Xr−1
)
= {s(a),X1, . . . ,Xr−1},





wheres = exp(∑∞j=0φj1) (cf. [15, 1.1]). By [15, 1.3], we see thatE factors through
Hr((RA,RWn),(r)) and gives the inverse map ofκ1.
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