Abstract: Recent development and implementation on intelligent control system has lead to the development of virtual sensing system technology. Virtual sensing system allows immeasureable state variables to be accurately predicted, which is very beneficial to reduce the amount of sensors required to monitor and control a system, especially for the case of controlling a quadrator. This paper proposes a novel technique to design a PID control using virtual sensing system, consisting of Diagonal Recurrent Neural Network (DRNN) and Extended Kalman Filter (EKF), which predicts the immeasureable states of the quadrator system based on the current states and control inputs. A bio-inspired optimization technique, Particle Swarm Optimization (PSO), is proposed to be applied in DRNN to avoid any possibilities from local extreme condition. Further, a PSO based PID position controller is also developed to be integrated with the designed virtual sensing system to control a quadrator.
INTRODUCTION
Proportional Integral Derivative (PID) controllers have been implemented for a long time especially in various industries, and mostly applied for Single Input Single Output (SISO) systems. Basically, tuning methods of PID controller parameters are performed by adjusting the proportional, integral and derivative gains to make the output of a controlled system track a target set-point properly (Taeib et al., 2013) . There are several techniques available to find the value of the gains such as Ziegler-Nichols, gain-phase margin, root locus, minimum variance, gain scheduling, etc., (see e.g. first literatures on the issues by Koivo and Tanntu, 1991, Aström and Hagglund, 1995) , however, these methods were considered less than optimal for systems that are nonlinear and of higher order. Although in general, until now PID type of controllers are still succesfully applied in many industrial processes as well as in many other applications, nevertheless it has still many limitations.
Further, quite often the implementation of control systems require more sophisticated and complex control objectives which need immeasureable state variables, instead of measureable ones. Those state variables may not usually be available to be measured because lack of any reliable sensors or the available sensors are mostly expensive. In addition, there are another problems that may occur while using the conventional sensors, for example the degradation of equipment performance, the sensor's performance decline and sensor's inability to detect the disturbance during measurement. Therefore, in such cases, a virtual sensing system or virtual sensor is usually required. Virtual sensor is used to predict values of complex systems variables by calculating information priori known in the controlled system using software (Liu et al. 2009 , Nazaruddin and Aria, 2005 , Nazaruddin and Astuti, 2009 ).
The designed virtual sensor consists of a Diagonal Recurrent Neural Network (DRNN) scheme for system modeling and an Extended Kalman Filter (EKF) as the estimator with inputs from DRNN. In many cases, DRNN applies several algorithms, including the well-known back-propagation (BP) algorithm during its training procces (Garro and Vazquez, 2015) , however many algorithms can stay trapped in nondesirable solutions, which is non-optimum. In this investigation, the weights of DRNN will be optimized using Particle Swarm Optimization (PSO) method to avoid any local minima/maxima in its searching procedure (Garro and Vazquez, 2015) . PSO is a population-based approach, which uses the swarm intelligence generated by the cooperation and competition between the particles in a swarm. It has been emerged successfully to a wide variety of search and optimization problems.
Furthermore, the virtual sensor scheme will be integrated with an intelligent PID control method, where an optimal gain values of the PID controller will be searched. For this purpose, once again the Particle Swarm Optimization (PSO) algorithm will be used to find the optimal value of the gains by spreading a number of particle in a certain range. In this case, an Integral Absolute Error (IAE) will be set to minimum.
The overall control scheme with virtual sensor will be tested to a quadrator model. The objective is to control the quadrotor by using the designed PSO based PID controller, where the position state variables of the quadrotor will be estimated using the proposed virtual sensor scheme. In this case, the application of virtual sensor will be simulated to replace the most commonly used GPS based measurement for localization of a quadrator. Since the use of GPS based measurement increases the plant load, and it may cause a higher degree of uncertainty in several cases, as well as more expensive, then it is expected these shortcoming could be avoided by using virtual sensor. The results of simulation studies will also demonstrate the difference in performance between the states output of quadrotor with a manually-tuned PID controller and a PSO-tuned PID controller on the ideal quadrotor system, as well as the implementation of virtual sensor scheme with the PSO-tuned PID controller.
ESTIMATING VARIABLES USING VIRTUAL SENSOR SCHEME
Virtual sensor scheme is used to estimate immeasureable state variables of a system. As a requirement, modeling of the plant should be conducted. For this purpose, DRNN will be employed to model the plant. By deriving the inverse model of the plant, DRNN will be applied to model the immeasureable variable (or the primary variable), from the more easy to measure variable or measureable variable (or secondary variable). A number of input and output data is trained by DRNN with PSO method in the learning phase. The output of DRNN will be compared with the actual output of the system which is then used by Extended Kalman Filter (EKF) to estimate the immeasureable state variables of the systems. Fig. 1 illustrates the developed virtual sensing scheme with PSO as optimizer and EKF as an estimator.
Fig. 1. Virtual Sensor Scheme
In the modeling phase of the quadrotor using DRNN, during the learning phase of DRNN, as input variables are the measureable input U M (secondary variable) and immeasureable input U I (primary variable), and as the output variable of the quadrotor is y 2 .
Diagonal Recurrent Neural Network
Diagonal Recurrent Neural Network (DRNN) has selffeedback connection among the neurons in the hidden layer (Deng et al., 2005) . The first layer of DRNN consists of inputs while the last layer is the network outputs. DRRN reduces the number of inter-connectivity among the neurons of the Fully Connected Recurrent Neural Network (FRNN), without reducing the performance considerably. In the development of virtual sensor, especially in the case of quadrotor, DRNN has the advantages of taking the control inputs U(n), and both the last measureable states y 1 (n-1) and immeasureable states y 2 (n-1), to determine the next predicted immeasureable states y 2 (n). The variables U(n), y 1 (n-1) and y 2 (n-1) are put together into one input vector to the neural network, denoted as V(n). The mathematical model of the network is represented by the following equations (5) where l = 2,3, ... , L and k is the number of neurons in the initial layer, and j is the number of neurons in the next layer. In every iteration, V(n) is a k th dimensional vector of the input layer. S 1 j (n) is the sum input to the j th neuron on the next layer, X 1 j (n) is the output neuron to the j th neuron in the next layer, y 2 (n) is the network output and f(.) is the activation function of the neurons. N is the number of neurons in each layer, while L is the total number of hidden layers in the network and n is the iteration number at time t. The architecture of DRNN is shown in Fig. 2 . 
Extended Kalman Filter (EKF)
In general, EKF is one of the most efficient filter in predicting the true value of a measurement. In this case, it will serve as an estimator of the state variables and the immeasureable input. EKF will perform in two stages which are the prediction phase and the updating phase. The prediction phase is to make an estimation of the next state given the current state and the control input, while in the updating phase, the filter try to minimizing the error between its prediction and the actual measurement. In EKF, the state transition equation may be a linear state space model or many non-linear functions. The algorithm of EKF (Li et al., 2015) is shown in (6) to (12).
where  t x is defined as the prior status estimation derived from status transition equation at the time t-1,
is the non-linear state transition functions of the system, W t is the prediction error, x t is the state variable, y t is the observable output, Z t is the observation error, P t is the process covariance matrix, K t is the Kalman gain and y 2 (t) is the immeasureable variables which is the output of EKF.
At first, the filter makes prediction based on its knowledge of the system including its non-linear functions, then the Kalman gain is calculated to observe how reliable the prediction and the actual measurement is, the smaller the error between measurement value and prediction value, means the filter needed only small amount of correction between its prediction, resulting in small Kalman gain. In general, this algorithm produces quite well prediction based on approximating the known variables even for the case of non-linear functions 3. PID OPTIMIZATION USING PSO PID controller is widely used in various industrial application but it is usually difficult to find the optimal gains of the controller to reach the target outputs of the plant. Standard PID equation can be described by (14)
where K p , K i , K d is the proportional, integral and derivative gain respectively, u(t) is control signal and e(t) is the error signal where e(t) = SP y2 (t) -y 2 (t), with SP y2 (t) is the target output or set-point and y 2 (t) is the system output. An alternative technique to determine the gains of PID controller is by implementing Particle Swarm Optimization (PSO) algorithm, which is also to ensure that the gains are optimal. PSO is an evolutionary computing method which inspired by the movement of many animals such as, bird flocks and fish schools. This algorithm works like animal behaviour on finding foods and avoiding danger, where they will coordinate with each other to find the best position to settle. Likewise, PSO is directed by the movement of the best individual from the population, known as the social compound, and their own experience, known as the cognitive compound. The algorithm moves the set of solutions to find the best solution among them.
Given a set of solution as particle p, each particle has their own position
where N is the dimension of solution set and M is the number of particle. The particles movement is determined by the global best and personal best solutions which is updated every iteration, which determine by
where personal best is updated every time each particle found a new best experience and global best is updated every time a newly found best solution over each iteration and each particle. Every iteration, the particle position is updated by its velocity function below
where w is the inertia coefficient of the particle movement, c 1 and c 2 is personal and social acceleration coefficient respectively, while r 1 and r 2 is a random number between Finally, after calculating the velocity, the particle position can be updated using the following equation Fig. 3 . The overall PID control scheme integrated with virtual sensor The performance of PSO is observed by calculating the cost functions, namely Integral Absolute Error (IAE), or
The overall control scheme integrated with virtual sensor scheme and PSO based PID controller design is illustrated in Fig. 3 . Here, the PID controller gains are obtained by using PSO algorithm with Integral Absolute Error (IAE) as the cost function.
QUADROTOR MODEL
Quadrotor is considered to be one of the most challenging problem in control issue, because of its complexity, nonlinear behavior, and underactuated characteristics. It means that quadrotor has more degree of freedom, which is three translational movements (x,y,z) and three angular movements (,,) than its controller inputs, which is only four ) , , , (
. The linearized full state quadrotor model according to Sabatino (2015) , in a state space representation, applies the following states and the control inputs where g is the gravitation constant, I x , I y and I z is the inertial term along the x, y and z axis respectively. In this investigation, it is assumed that not all of the states are made measureable, there are nine observable states and three unknown states. Since the objective is to replace GPS as a position sensor, the state positions (x,y,z) become unobservable while the other states are fully observable.
IMPLEMENTATION AND EVALUATION
A virtual sensor is used to estimate three positions (x,y,z) variables of quadrotor. At first, the network inputs, which is the states and control inputs (,,,p,q,r,u,v,w,x,y,z,f T , x , y , z ) t of the quadrotor are generated, and outputs, which is the next immeasureable state (x,y,z) t+1 of the quadrotor by using the linearized state-space model derived by Sabatino (2015) . The neural network will be trained using the input and output data, optimized by PSO, with following designed parameters The tan-sigmoid activation function, will limit the boundary of the search space into [-1, 1], and also for searching in a high dimensional space, its better to limit the velocity update to a minimum value so it is guaranteed to sweep the entire solution space. After thousand of iterations, the fitness of the best particle reached 1.622 on the normalized scale. After that, the EKF algorithm was implemented to approximate the unknown state variables and reduced the errors made by the DRNN. After the DRNN has been trained and the EKF model was validated, both algorithms were integrated to create a virtual sensor output.
For PID controller design, the quadrotor's position x and y have an interconnected relationship between the position and the angular position, especially pitch and roll. Since it is difficult for a standard PID structure to control the quadrotor, so in this case an improvement for controlling the quadrotors position x and y is made according to Ajmera and Sankaranarayanan (2015) , but in this case PID type controller is implemented rather than PD algorithm as mentioned. For the z position, it is also controlled with the standard PID algorithm.
Fig. 4. Two degree of freedom PID Controller
Preprints of the 3rd IFAC Conference on Advances in ProportionalIntegral-Derivative Control, Ghent, Belgium, May 9-11, 2018 The positions quadrotor x is controlled by using 2 PID controller, where the first controller will control the pitch angular movement which affect the other controller to produce control input for controlling the x position (see Fig.  4 ). According to Ajmera and Sankaranarayanan (2015) , the mathematical model of PD controller can be written as
From (26), a modification is made by adding an integral gain into the equation, so the equation for PID controller becomes (27) In this case, the total number of PID gains that must be determined to control the quadrotor positions (x,y,z) are 15 gains. All of them is going to be the particle position in PSO algorithm with IAE cost function. This is an excellent example to use PSO method for optimizing the PID coefficients since 2 degree of freedom PID controller is hard to determine because each variables will affect one another. It was observed that after 500 iterations, the optimal parameters of PID controller was found. Using quadrotor parameters shown in Table 1 ., the positions x, y and z of the quadrotor as results of PID control action are demonstrated in Figs. 5, 6 and 7. The quadrator system was subjected to different step changes during the control running.
In the implementation, three different schemes of PID control was used to demonstrate the difference in performance of each scheme, namely : 1. Control using manually-tuned PID controller on the ideal quadrotor system 2. Control using PSO-tuned PID controller on the ideal quadrotor system, 3. Control using PSO-tuned PID controller with immeasureable state variables estimated by virtual sensor Comparing the results from three different schemes, it can be concluded that 1. The response of x, y and z position of the quadrotor for the case of 2 (without virtual sensor scheme) and 3 (with virtual sensor scheme) are almost identical which reveals that the virtual sensor scheme is able to predict the positions state of the quadrotor accurately, so that the PID control action tracks the different changes of setpoint quite satisfactorily. Without Virtual Sensor PID PSO-Tuned estimation of variables using numerical approach (Neto et al., 2013) .
CONCLUSIONS
An alternative method in the development of PSO based PID controller for a quadrator model has been proposed. For all 12 state variables describing the quadrator model, 3 state variables, which are immeasureable variables, have been estimated using virtual sensing system. The virtual sensing system is derived using the DRNN method integrated with EKF, allowing the immeasureable states to be determined from the secondary variables. An optimization algorithm, PSO, is applied both in DRNN and in determining the optimal parameters of PID controller. The results show that the virtual sensing scheme predicts the immeasureable variable of the quadrator's state variables satisfactorily based on the information from measureable or secondary variables. Further, it is also shown that the proposed PSO based PID control scheme with virtual sensor for the quadrator, control the x, y and z position quite well to set-point changes.
Comparing the results with manualy-tuned PID controller, a superior performance is demonstrated for the case of PSO based PID controller.
