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Departamento de Biblioteconomı́a y Documentación
Universidad de Salamanca
Prof. D. Iván Álvarez Navia
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Resumen
La Recuperación de Información experimenta en los últimos tiempos un auge notable, debido a
la disponibilidad cada vez mayor de documentos en formato electrónico. Uno de los campos de
investigación es la experimentación con diversos algoritmos referentes a cualquiera de las fases
que pueden darse en el proceso de recuperación. Dicha investigación requiere, entre otras cosas,
de una serie de herramientas o intrumentos que permitan la realización de experimentos. Entre
esos instrumentos están los motores de recuperación; este trabajo expone cómo diseñar un motor
de recuperación utilizando un Sistema de Base de Datos Relacional, y sentencias SQL.
Abstract
Research on Information Retrieval shows a remarkable growth nowadays, due to the availability
of documents in electronic format. One of the research fields is the experimentation with
algorithms referring to any of the tasks that can occur in the retrieval process. This research
requires, among other things, of tools that allow the accomplishment of experiments. Between
those tools they are the search engines; this report shows how to design a search engine using a
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1. Introducción
La Recuperación de la Información, aunque no es precisamente un área de investigación
reciente, experimenta en los últimos tiempos un auge notable, debido a la disponibilidad cada
vez mayor de documentos en formato electrónico. El desarrollo y generalización del uso de
Internet ha puesto de manifiesto las carencias y los retos en este campo, de manera que son
numerosos los grupos de investigadores que dirigen sus esfuerzos hacia estas materias.
Uno de los campos de investigación en RI es la experimentación con diversos algoritmos,
referentes a cualquiera de las fases o tareas que pueden darse en el proceso de recuperación. La
investigación experimental en este campo, sin embargo, requiere, además de los conocimientos
básicos necesarios, de una serie de herramientas o instrumentos que permitan la realización de
experimentos.
Entre tales instrumentos, podemos distinguir, a grandes rasgos, los siguientes:
Colecciones de documentos adecuadas, tanto por sus caracteŕısticas documentales, como
lingǘısticas, e incluso de tamaño. Estas colecciones no sólo incluyen simplemente docu-
mentos, sino también bateŕıas de preguntas o consultas, aśı como las correspondientes
estimaciones de relevancia para las mismas [1].
Programas que permitan indizar los documentos y resolver las consultas [18]
Medidas eficaces y aceptadas ampliamente por la comunidad cient́ıfica, que permitan eva-
luar y comparar los resultados de los experimentos [14, 13]
Este trabajo se centra en la producción de herramientas comprendidas en el segundo punto, esto
es, de programas capaces de indizar documentos y resolver consultas. Más concretamente, en la
producción de un motor experimental de recuperación, que permita utilizar alternativamente y
con facilidad distintos algoritmos.
2. Motores experimentales de recuperación
Básicamente, un motor de recuperación es un programa (o un conjunto de) que es capaz de
indizar documentos y de resolver o ejecutar preguntas o consultas sobre tales documentos. Sus
componentes, a grandes rasgos, pueden esquematizarse de la siguiente manera:
1. Análisis léxico, es decir, la extracción de términos clave que han de representar el contenido
de cada documento. Este análisis léxico puede consistir en un simple parsing o en procesos
más complejos, como la lematización, el etiquetado semántico, etc.
2. Indización, o construcción de ı́ndices que permitan acceder a los documentos; este proceso
incluye la determinación del poder descriptivo de cada uno de los términos extráıdos en la
fase anterior, puestos en relación con los términos de los demás documentos.
3. Resolución de consultas, o la estimación de la similitud o adecuación entre una consulta y
cada uno de los documentos de la colección
4. Interfaz de usuario, que debe permitir a éste tanto formular sus necesidades informativas
como obtener los resultados de las búsquedas, es decir, interactuar con el sistema. Esta
interacción puede incluir elementos más complejos, como la realimentación de consultas,
la selección de nuevos términos de búsqueda, la visualización de documentos o resúmenes
de éstos, etc.
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Figura 1: Esquema de un Motor de Recuperación
No obstante, suele entenderse que el corazón o núcleo, lo que realmente constituye un motor de
recuperación, son los componentes 2 y 3 mencionados antes.
Existen, como es bien sabido numeroso motores de recuperación operacionales, diseñados
para trabajar en entornos reales. Cada uno implementa un modelo teórico y utiliza un juego de
algoritmos fijo; deben atender a las necesidades del mundo real, como, por ejemplo, la velocidad
en la ejecución; y, debido a esto, además de razones comerciales en muchos casos, presentan una
codificación espećıfica destinada a resolver de la forma más eficiente posible (velocidad, consumo
de recursos de máquina) sus tareas de una manera fija.
Los motores experimentales, sin embargo, están destinados a la experimentación y no están
constreñidos por factores como la velocidad de ejecución, o al menos no lo están de forma de-
terminante. Su misión es admitir diversas v́ıas de resolución de problemas, en distintos entornos
y con distintos objetivos espećıficos. A grandes rasgos, las caracteŕısticas deseables son las si-
guientes:
los componentes deben ser independientes entre śı, de manera que sea factible operar
sobre parte de ellos, modificándolos, sin necesidad de tener que tocar el resto. Un motor
experimental debeŕıa ser independiente de, por ejemplo, el analizador léxico, de forma que
fuera posible alterar el comportamiento de éste o incluso sustituirlo por otro con diferentes
capacidades
el motor debe ser flexible como para incluir diversos algoritmos o aproximaciones a las
tareas que debe resolver
debeŕıa permitir la observación de resultados intermedios, incluso su manipulación o mo-
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dificación
el código debeŕıa ser lo más sencillo y modular posible, para facilitar su modificación
en relación con el punto anterior, el código debeŕıa ser abierto y libremente disponible,
aśı como estar escrito en versiones estándar de lenguajes estandar
Lamentablemente, existen pocos motores experimentales, y que cumplan las condiciones men-
cionadas menos. Existen motores experimentales que no son abiertos y que sólo pueden operar
los investigadores que los diseñaron, y existen motores no experimentales que son utilizados -con
grandes dificultades- por algunos grupos de investigación.
Uno de los paradigmas de motor experimental, utilizado durante años por diferentes grupos
de investigación, es el conocido smart [15]. Sin embargo, smart, que ha prestado una ayuda ines-
timable a muchos investigadores [4, 5, 3], y que es una excelente herramienta de experimentación,
tiene algunos inconvenientes:
está escasamente documentado, en lo que se refiere a operación y estructura interna. Sor-
prendentemente, además de la magra documentación ofrecida por sus autores junto con el
programa, el recurso más conocido es un breve curso de utilización básica; ni una ni otro
cubren más que las capacidades más elementales del programa
sus componentes están fuertemente integrados, de manera que, por ejemplo, no es posible
aislar el parser del motor propiamente; esto hace dif́ıcil manejar adecuadamente documen-
tos con acentos o eñes, o incluir modelos de lematización diferentes
el código, aunque se ha hecho un notable esfuerzo de claridad en su escritura, es prolijo
y complejo, lo que hace dif́ıcil su modificación. Presenta, además, algunos problemas de
portabilidad
3. Objetivos
El objetivo de este trabajo es, pues, la realización de un motor de recuperación experimental,
originalmente con la idea de ser utilizado en los trabajos de nuestro propio grupo de investigación.
Posteriormente, se pensó que este motor podŕıa resultar útil para otros grupos también; de alguna
manera, ésta es la razón de ser del presente informe. Aśı, las caracteŕısticas de partida de nuestro
motor son:
consta tan sólo de dos componentes: un indizador y un estimador de similitud entre con-
sulta y documentos.
cada uno de estos dos componentes debe aceptar como entrada los resultados de compo-
nentes previos, y producir, en su caso, salidas que puedan ser usadas por componentes o
procesos posteriores
el motor debe permitir la utilización, a elección por el usuario, de diferentes algoritmos, e
incluir la mayor cantidad de éstos posibles
el motor debeŕıa permitir la inclusión fácil de nuevos algoritmos
el motor debe permitir la inspección, e incluso la manipulación, de resultados intermedios
el motor debe estar escrito en un código lo más breve y simple posible, fácil de modi-
ficar, e incluso fácil de utilizar como modelo para la realización de otros programas o
implementaciones
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dado su carácter experimental, las caracteŕısticas de flexibilidad, legibilidad y sencillez de
código debeŕıan primar sobre las de eficacia (especialmente velocidad)
Teniendo en cuenta todo esto, se ha considerado una opción razonable la utilización de tablas
relacionales para almacenar la información extráıda de los documentos, y de sentencias SQL
para la realización de las operaciones necesarias [11, 10]. Ambas cosas están lo suficientemente
estandarizadas como para poder ser manipuladas o modificadas fácilmente por cualquiera. La
estructura relacional y el SQL en particular son especialmente potentes e intuitivas y facilitan
la comprensión y ejecución de las operaciones necesarias.
4. El modelo vectorial
El modelo teórico más difundido en RI es el llamado modelo vectorial [19, 17]. Básicamente,
según éste, cada documento es representado por un vector D (d1, d2, d3, ..., dn) donde n es el
número de términos posibles en toda la colección de documentos, y cada elemento del vector,
en consecuencia, corresponde a cada uno de tales términos. Los elementos del vector, por otra
parte, consisten en un valor numérico que trata de expresar la importancia o peso del término
en cuestión dentro del documento. Es obvio que un mismo término en documentos diferentes
debe tener pesos diferentes.
Las preguntas o consultas se tratan igual que los documentos, y se representan igualmente
mediante un vector de pesos. Aśı, la resolución de una consulta consiste simplemente en la
computación de alguna función de similitud entre el vector consulta y cada uno de los vectores
de los documentos.
Este tratamiento tiene dos ventajas importantes: una, permite que las consultas se hagan en
lenguaje natural, y pueden ser del tamaño que se desee; de hecho, este mecanismo permite usar
como consulta otro documento, o incluso comparar documentos entre śı (para categorización o
clustering, por ejemplo [6]). Y dos, dado que el resultado de la función de similitud no tiene por
qué ser binario, es posible establecer una graduación o escala en las respuestas a las consultas,
es decir, establecer que unos documentos se adecúan en mayor grado que otros a una consulta
determinada [2, 12].
La clave de todo el sistema reside en lo bien que documentos (y consultas) estén representados
a través de los vectores; y esto depende de dos factores: la determinación de los términos que
se extraen de cada documento, y la forma en que se estiman o calculan los pesos de cada
término en cada documento. El primero de estos factores (análisis léxico) queda fuera de nuestro
objetivo, pero debe indicarse la conveniencia de aislar esta parte, de forma que, a afectos de
experimentación, pueda operarse sobre ella libremente. El segundo factor (el cálculo de los
pesos) constituye uno de los elementos centrales de nuestro trabajo.
4.1. El peso de los términos
La estimación del peso de cada término en cada documento puede hacerse de diversas formas,
y de hecho se han propuesto una buena cantidad de ellas [16]. Dado que este cálculo ha de hacerse
de forma automática, y de manera generalizable para cualquier tipo de documento, los distintos
métodos utilizados se basan, de una u otra forma, en las frecuencias de los términos.
El cálculo de los pesos se efectúa a partir de dos factores: la frecuencia de cada término en cada
documento, y un elemento conocido como IDF (Inverse Document Frequency). Adicionalmente,
suele aplicarse algún factor de normalización que permita soslayar las diferencias en tamaño
de los documentos (y, en consecuencia, la posibilidad de que las frecuencias sean mayores en
documentos más grandes).
El IDF, en ĺıneas generales, es una función inversamente proporcional a la frecuencia del
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término en toda la colección de documentos o base de datos; más precisamente, al número de
documentos en los cuales aparezca el término. La idea base es que términos que aparezcan
en muchos documentos tienen un poder discriminatorio pobre, y viceversa: no tiene mucho
sentido, por ejemplo, buscar documentos que contengan el término ordenador en una colección
de documentos especializados en Informática.
El peso, en consecuencia, podŕıa estimarse a partir de una ecuación genérica:
peso termino en documento =
frecuencia termino en documento× IDF
factor de normalizacion
Cada uno de los tres elementos que intervienen en la ecuación puede, a su vez, ser calculado
de distintas formas, lo cual da lugar a un gran número de variantes, que suelen conocerse como
esquemas de pesado. Usualmente, un esquema se representa mediante tres letras, cada una de
las cuales identifica la forma en que se han calculado, respectivamente, la frecuencia del término
en el documento, el IDF del término y el factor de normalización.
4.2. Esquemas de peso
Entre las muchas posibilidades, las formas más utilizadas de calcular estos tres elementos
son:
La frecuencia del término en el documento:
• ninguna (n):= ntdd
• binaria(b):= 1
• max-norm(m):= ntdmaxnd
• aug-norm(a):= 0,5 + 0,5 ntdmaxnd
• square(s):= n2td
• log(l):= ln(ntd) + 1
• double-log(d):= ln(ln(ntd) + 1) + 1
• length-norm(t):= ln(ntd+1ln(avgnd))+1
donde
ntd es el número de veces que el término t aparece en el documento d
maxnd es el número de veces que aparece el término más frecuente en el documento d
avgnd es la media de todas las frecuencias de términos en el documento d
El IDF:
• none(n):= 1
• tfidf(t:= ln( Nnt )
• prob(p):= ln(N−ntnt )
• frec(f):= 1nt
• square(s):= (ln Nnt )
2
donde
N es el número de documentos en la colección
nt es el número de documentos en que aparece el término t
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n es el número de términos únicos en el documento d
pid es el peso (frecuencia× IDF ) del término i en el documento d
maxpd es el valor más alto de peso sin normalizar en el documento d
5. Implementación
Nuestro motor experimental parte de la idea de que es posible almacenar un fichero invertido
procedente de una colección de documentos en una tabla, de manera que, a partir de ah́ı es posible
calcular pesos de términos aśı como similitudes entre documentos y consultas.
Un fichero invertido, en su forma más básica, no es más que una serie de entradas, una para
cada término de la colección de documentos; para cada uno de estos términos se almacena una
lista de los documentos en que aparece. Naturalmente, en esa lista pueden almacenarse más
cosas (offset del documento en que aparece el término, etc,), pero su forma más elemental es la
mencionada [9].
Esta estructura puede mapearse simplemente a una tabla (ver figura 2) con dos campos:
término y clave de documento, pero nada impide añadir más columnas para información vin-
culada a cada una de las parejas término-documento, como frecuencia, offset, etc. A partir de
aqúı es sencillo obtener información adicional para calcular pesos: el número de documentos en
la colección (select count(documento) from tabla;), el número de documentos en que apa-
rece cada término ( select termino, count(documento) from tabla group by termino;),
etc.
5.1. Estructura básica de la base de datos
La base de datos consta de varias tablas. Algunas podŕıan ser temporales y desaparecer una
vez calculados los pesos, y dependen del esquema de cálculo concreto adoptado en cada ocasión;
dado que no son necesarias para la resolución de consultas. Las tablas temporales podŕıan ser
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sustitúıdas por vistas, solución conceptualmente más elegante, pero que puede dar problemas de
rendimiento e impide, en todo caso, la observación y manipulación de resultados intermedios.
Las tablas básicas podŕıan ser algo como lo siguiente:
terminos(termino char(50), documento char(50), veces double)
pesos def(termino char(50), documento char(50), peso double)
El tamaño de los campos de tipo char podŕıa ser más pequeño, obviamente: términos de 50
caracteres de longitud pueden considerarse directamente errores tipográficos, y las claves de los
documentos pueden diseñarse para ocupar bastante menos espacio; incluso los términos podŕıan
ser sustitúıdos por punteros o claves numéricas, pero eso restaŕıa facilidades de observación.
De otro lado, el número de veces que un término aparece en un documento, que debeŕıa ser
un entero, se establece como doble. La razón es que esto permite que el parser u otro proceso
previo aplique, si se desea, algún tipo de coeficiente que prime de distinta forma los términos en
función de distintos criterios (lugar del documento donde aparece, tipograf́ıa, función sintáctica,
etc.)
Para la resolución de consultas, en realidad, sólo es precisa la tabla pesos def, pero la tabla
terminos puede ser interesante conservarla para posibles recalculados de pesos posteriores.
5.2. Entrada de datos
El motor de recuperación al estar aislado del parsing de documentos [8], recibe como entrada
el resultado de éste, en la forma de
"término","documento",número de ocurrencias en documento
y, tal cual se almacena en una tabla. Sobre la información almacenada en esta tabla se harán
las operaciones posteriores.
Aqúı no se efectúa ningún chequeo ni ninguna otra operación previa sobre los datos de
entrada. Esto significa que cosas como la normalización de caracteres, eliminación de palabras
vaćıas, etc. es responsabilidad del parser o de otros cualesquiera procesos intermedios que se
quieran añadir.
5.3. Cálculo de pesos
El cálculo de pesos puede efectuarse en tres fases, una para cada componente del peso. Cada
una de estas fases termina con una tabla temporal que recoge el componente calculado y que
es usada en la fase siguiente; la tercera y última fase finaliza con la consecución de la tabla
pesos def, con lo que esas tablas temporales dejan de ser necesarias.
Obsérvese que el sistema aqúı empleado en tres fases puede resultar, en ocasiones, innecesaria-
mente costoso. De alguna manera, ésta es una de las cosas que distingue un motor experimental
de uno operacional; en uno de éstos, que aplica un esquema o algoritmo determinado, se puede
ir directamente a él. Por ejemplo, para operar con un esquema de pesos ntc (el más frecuente),
no es preciso calcular frecuencia del término en el documento, ni almacenarla en ninguna tabla
intermedia. Pero, como, en un motor experimental, podemos encontrarnos con cualquier esque-
ma, y las combinaciones posibles son numerosas, parece más sensato y más manejable operar en
esas tres fases.
5.3.1. La frecuencia del término en el documento
Hay diversas maneras de estimar este componente del peso, y que no tiene por qué coincidir
con el número de veces que cada término aparece en cada documento; en cualquier caso, el
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objetivo, en esta fase, es doble: por un lado, terminar obteniendo una tabla temporal con estas
frecuencias, calculadas en la forma en que se desee, que pueda ser utilizada en las sucesivas fases
del cálculo de pesos. Por otro, mantener los datos de entrada originales en su propia tabla, de
forma que puedan ser reutilizados (por ejemplo, para recalcular pesos con otro esquema distinto).
Aśı, la base de esta fase es una simple sentencia SQL:
Create table frecuencias as select ...
El contenido concreto depende del esquema de cálculo aplicado, pero, en general, se tratará de
un select sobre la tabla terminos que contiene los datos originales de entrada. Con algunos
esquemas, que utilizan, por ejemplo, cosas como la frecuencia máxima en el documento, es
preciso algún paso intermedio que calcule tales elementos.
Para los esquemas más conocidos, la solución requiere básicamente las siguientes sentencias
SQL:
none:
create table frecuencia as
select termino as termino,
documento as documento, frecuencia as frecuencia
from terminos;
binary:
create table frecuencia as




Este esquema requiere la obtención previa del número de veces que aparece el término más
repetido en cada documento. Obsérverse que este dato es el mismo para todos los términos
de un mismo documento:
create table max_frec as
select documento as documento, max(frecuencia) as frecuencia
from terminos group by documento;
Una vez obtenidos los máximos para cada documento,
create table frecuencia as







como en el caso anterior, necesitaremos los máximos y, una vez calculados:
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create table frecuencia as







create table frecuencia as




create table frecuencia as
select termino as termino, documento as documento,
ln(frecuencia)+1 as frecuencia
from terminos;
Obviamente, se debeŕıan construir ı́ndices sobre los campos termino y documento para
agilizar las operaciones.
5.3.2. El IDF y el peso sin normalizar
El IDF es el mismo para cada término, independientemente de en qué documento aparezca
éste. De manera que el resultado básico del cálculo del IDF podŕıa ser una tabla con los campos
termino e idf. El peso sin normalizar, por otra parte, es el resultado de multiplicar frecuencia
por IDF; aśı, obtenido el IDF, puede obtenerse en la misma fase el peso sin normalizar. El
producto final de esta fase es, en consecuencia, una tabla con los campos termino, documento
y peso.
Con los esquemas más frecuentes, el IDF se calcula con las siguientes sentencias SQL:
none:
create table idf as
select termino as termino, 1 as idf
from terminos group by termino;
tfidf:
Este esquema requiere conocer el número de documentos que hay en toda la colección, al
cual llamaremos N, y que puede ser obtenido mediante sentencias simples, tal como se ha
mencionado más arriba. Este tipo de datos, simples y únicos para toda la colección, se
calculan en nuestro proyecto al principio de las operaciones y se almacenan en variables.
Una vez conocido N,
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create table idf as




prob Este esquema, al igual que el anterior, también requiere N:
create table idf as





create table idf as
select termino as termino,
1/count(documento) as idf,
from terminos group by termino;
squared:
create table idf as
select termino as termino,
ln(N/count(documento)^2) as idf,
from terminos group by termino;
Una vez obtenido el IDF, sólo nos queda calcular el peso sin normalizado mediante una simple
multiplicación, y almacenarlo en una tabla:
create table pesos as





Obviamente, habrá sido preciso crear ı́ndices en la tabla idf para mayor rapidez, y también en
pesos para la fase siguiente. Obsérvese que la tabla frecuencia ya no es necesaria y podŕıa
eliminarse. No ocurriŕıa lo mismo con la tabla idf, que seŕıa necesaria para estimar los pesos
de los términos de las consultas, si éstos se calculasen con el mismo esquema que los de los
documentos.
Pero no siempre es aśı, y una de las razones de ser de un motor experimental es poder
aplicar esquemas distintos en documentos y consultas; de manera que parece que un código más
estructurado y legible sugiere tratar las consultas de forma independiente, y no presuponer el uso
de ningún esquema determinado de antemano. Desde este punto de vista, la tabla idf tampoco
seŕıa ya necesaro conservarla.
10 DPTOIA-IT-2005-002
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5.3.3. El factor de normalización y pesos definitivos
Esta fase, última por lo que se refiere a los documentos, requiere el cálculo de un factor de
normalización, y la posterior división del peso sin normalizar que acabamos de almacenar en
la tabla pesos por dicho factor. El factor de normalización, por otra parte, es único para cada
documento.
Para los esquemas más habituales, obtendŕıamos dicho factor mediante las siguientes sen-
tencias, según cada caso:
none:
create table sumatorios as




create table sumatorios as
select documento as documento,
SQRT(sum(peso*peso)) as s
from pesos group by documento;
sum:
create table sumatorios as
select documento as documento,
sum(peso*peso) as s
from pesos group by documento;
fourht:
create table sumatorios as
select documento as documento,
sum(peso^4) as s
from pesos group by documento;
max:
create table sumatorios as
select documento as documento,
max(peso) as s
from pesos group by documento;
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pivoted unique norm:
Este esquema utiliza dos elementos, pivot y slope, además del número de términos en
cada documento. pivot es el número medio de términos únicos por documento, y se trata,
obviamente, de un valor único para toda la colección, que se obtiene mediante una simple
sentencia SQL, tal como se comentó anteriormente.
El slope es un coefiente cuyo valor debe fijarse a voluntad; experimentalmente se ha de-
mostrado que los mejores resultados se obtienen con valores entre 0.1 y 0.3.
El número de términos en cada documento se obtiene y se almacena en una tabla num terms:
create table num_terms as
select documento as documento,
count(termino) as n_terms
from terminos group by documento;
Con estos datos, el factor de normalización se obtiene mediante:





Naturalmente, la tabla num terms ya no se necesita más, después de esto.
Una vez obtenido el factor de normalización, sólo queda normalizar los pesos y almacenarlos en
una tabla pesos def:
create table pesos_def as





Hasta aqúı, hemos obtenido los pesos de los términos de los documentos, con lo que sólo
necesitamos la tabla pesos def y la que contiene los datos originales, terminos, de manera que
podemos deshacernos de las demás. La tabla pesos def, por otra parte, requeriŕıa un ı́ndice de
termino, para resolver más rápidamente las consultas.
5.4. Pesos de las consultas
Los pesos de los términos de las consultas pueden estimarse de la misma manera que los de
los documentos, aunque, como ya se ha dicho, aplicando esquemas que no tienen por qué ser
iguales.
El hecho de que, al procesarse una sola consulta de cada vez, el volumen de información
involucrado sea mucho menor, puede aconsejar buscar métodos más ágiles para calcular los
pesos de los términos de las consultas. De hecho, en sistemas interactivos las consultas suelen
ser muy cortas (2 ó 3 términos); en muchos sistemas ni siquiera se calculan pesos para las
consultas.
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Una posibilidad, dependiente del rendimiento del sistema SQL que se utilice es el uso de
vistas; esto nos permite, al tiempo que se indiza la colección de documentos, dejar construidas
las vistas necesarias para calcular los pesos de los términos de las consultas. En el momento de
la consulta, estas vistas se ejecutan, obteniendo los pesos correspondientes.
De una forma u otra, el producto de este proceso es una tabla o vista (pesos c) con dos
campos: termino y peso.
5.5. Resolución de consultas
La resolución de consultas es simple, una vez que tenemos los pesos de los términos. Bási-
camente, se trata de localizar los documentos con algún término en común con la consulta y,
una vez localizados, calcular un coeficiente de similitud entre cada uno de esos documentos y la
consulta. Posteriormente, ordenaremos esos documentos de forma decreciente en función de ese
coeficiente de similitud.
El coeficiente de similitud más habitual consiste en el producto de los vectores [17]. Dado que
los pesos en esos vectores han sido normalizados previamente, podemos resolver una consulta





group by pesos_def.documento order by simil DESC ;
6. Conclusiones
Los motores de recuperación para la investigación experimental son importantes instrumentos
para la experimentación, que permiten aplicar diferentes algoritmos y observar sus resultados.
En su diseño es más importante la modularidad y la facilidad de modificar procedimientos que
la rapidez en la resolución de las consultas; la posibilidad de observar y modificar resultados de
pasos intermedios es también importante [7].
La utilización de un sistema de base de datos relacional y sentencias SQL permite construir
un sistema de Recuperación de Información para la investigación experimental. Se ha mostrado
cómo mediante sencillas sentencias SQL pueden implementarse diferentes algoritmos de pesado
de términos; los resultados de cada uno de los pasos intermedios pueden almacenarse en tablas
para ser observados e incluso modificados.
Al mismo tiempo, los tiempos de ejecución, sin ser especialmente brillantes, resultan lo
suficientemente ágiles como para utilizarse incluso en entornos reales.
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