Symplectic difference systems: variable stepsize discretization and discrete quadratic functionals  by Hilscher, Roman & Zeidan, Vera
Linear Algebra and its Applications 367 (2003) 67–104
www.elsevier.com/locate/laa
Symplectic difference systems: variable stepsize
discretization and discrete quadratic functionals
Roman Hilscher ∗,1, Vera Zeidan2
Department of Mathematics, Michigan State University, A309 Wells Hall, East Lansing,
MI 48824-1027, USA
Received 29 January 2002; accepted 17 September 2002
Submitted by R.A. Brualdi
Abstract
Discrete quadratic functionals with variable endpoints for variable stepsize symplectic dif-
ference systems are considered. A comprehensive study is presented for characterizing the
positivity of such functionals in terms of conjugate intervals, conjoined bases, and implicit
and explicit Riccati equations with various forms of boundary conditions. Moreover, necessary
conditions for the nonnegativity of these functionals are obtained in terms of the above notions.
Furthermore, we show that a variable stepsize discretization of a continuous-time nonlinear
control problem leads to a discrete linear quadratic problem and a Hamiltonian difference
system, which are special cases of their symplectic counterparts.
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1. Introduction
It is known that the variable stepsize discretization of a standard problem of a
calculus of variations with fixed endpoints leads to a discrete Hamiltonian system
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for which the transition matrix is symplectic [2,3]. Discrete symplectic systems play
a key role in the numerical methods for Hamiltonian systems, since they “. . . present
a proper way, i.e., the Hamiltonian way for computing the Hamiltonian dynamics”
[12, p. 18] (see also [13,14]). This is justified also by the fact that in the theory
unifying the continuous and discrete dynamic systems, the dynamic systems on time
scales [9,16], continuous linear Hamiltonian systems and discrete symplectic systems
are just “siblings” whose “parent” is a linear Hamiltonian system on time scales
[1], or with a different terminology, a symplectic dynamic system on time scales
[9,10,18]. Symplectic difference systems studied in this work contain as special
cases the variable stepsize (a) linear Hamiltonian difference systems, (b) higher order
Sturm–Liouville difference equations, (c) second order matrix difference equations,
including the corresponding discrete quadratic functionals.
As in [2,3] for the calculus of variations case, we show in Section 2 that the
variable stepsize discretization (Pd) of a nonlinear optimal control problem (P) with
equality control constraints and equality state endpoint constraints leads to a variable
stepsize Hamiltonian difference system whose transition matrix is symplectic. An
upper bound for an admissible stepsize tk suggested in [2, Remark 5] applies also
to this general setting. For the discrete problem (Pd) we derive in Theorems 1–3
the corresponding discrete weak maximum principle, and the first and second order
necessary and sufficient optimality conditions, through the mathematical program-
ming. Since the resulting Hamiltonian system has a symplectic structure, we study
the properties of the variable stepsize symplectic difference system
zk
tk
=Skzk (S)
and related discrete quadratic functional I in Sections 3–6. In Section 3 we recall
basic properties of solutions of (S). Then, in Section 4, we present a variational
motivation for the quadratic functional I. In particular, Theorem 4 shows that the
symplectic system (S) is the Jacobi system for the quadratic functional I. Next,
discrete quadratic functionals with separated endpoints are treated in Section 5 while
the general case of jointly varying endpoints is studied in Section 6. We provide in
Theorems 5–15 characterizations of the positivity ofI and necessary conditions for
the nonnegativity of I in terms of the (a) nonexistence of conjugate intervals to 0,
(b) various conjoined bases of the symplectic system (S), and (c) implicit and explicit
Riccati equations. Each of these conditions contains initial and final endpoint con-
straints, which have the form of equalities or inequalities. Jointly varying endpoints
require augmenting the problem to 2n (or 3n) dimension.
We emphasize that we are taking a great advantage of the fact that the problem
under consideration is discrete, i.e., finite dimensional. The methods include mathe-
matical programming, sensitivity technique, transformation of separable endpoints to
fixed endpoints, and transformation of joint endpoints to separable endpoints. Some
results and concepts are known in a more general theory on time scales developed in
[9,10,18]. However, in this paper we wish to illustrate how these and our new results
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in the context of a discrete time scale could be derived only via the above methods
of difference equations. The results of this paper generalize and complete several
known results in the discrete-time theory, such as
• [2, Sections 3, 4] and a part of [3, Section 4.7] where the calculus of variations
problem is studied while we allow the control setting,
• [5, Theorems 1 and 2] where a controllability assumption is required while our
Theorem 10 assumes no controllability and contains the endpoint constraints for
the augmented conjoined basis and also for the augmented implicit Riccati equa-
tion which is restricted to a subspace,
• [7,20,22,23] where the discrete Hamiltonian systems are investigated while more
general variable stepsize discrete symplectic systems are treated in this work.
2. Discretization
In this section we derive the variable stepsize discretization of the continuous-time
nonlinear optimal control problem

minimize G(x, u) := K(x(a), x(b))+ ∫ b
a
g(t, x(t), u(t)) dt,
x′(t) = f (t, x(t), u(t)), ψ(t, u(t)) = 0, t ∈ [a, b],
ϕ(x(a), x(b)) = 0.
(P)
We state the weak maximum principle, the notion of M-normality, the accessory
problem, and the second order necessary and sufficient optimality conditions. We
use the mathematical programming approach (see e.g. [15,27]). Since these results
have been derived in our previous work [19] for the constant stepsize tk = 1, we
omit the details in the proofs here.
Let n,m,N ∈ N. By the interval [c, d] we always mean the interval of integers
{c, c + 1, . . . , d − 1, d}. Thus, denote J := [0, N] and J ∗ := [0, N + 1]. By I, re-
spectively 0, we denote the identity matrix, respectively the zero matrix or column
(will be clear from the context), of the corresponding dimension. Let  be a given
partition of the (continuous) interval [a, b] into N + 1 subintervals
a = t0 < t1 < · · · < tN < tN+1 = b.
The graininess of the partition will be denoted by µk := tk . Consider the following
discrete analog of the problem (P), i.e., a nonlinear discrete optimal control problem
with varying endpoints and with equality control constraints

minimize F(x, u) := K(x0, xN+1)+
N∑
k=0
g(tk, xk+1, uk) µk,
xk
µk
= f (tk, xk+1, uk), ψ(tk, uk) = 0, k ∈ J,
ϕ(x0, xN+1) = 0,
(Pd)
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where xk = x(tk), uk = u(tk), and  is the forward difference operator yk =
yk+1 − yk . Here g, f,K, ϕ,ψ, are given functions,
x : J ∗ → Rn, g : J × Rn × Rm → R, K : Rn × Rn → R,
u : J → Rm, f : J × Rn × Rm → Rn, ϕ : Rn × Rn → Rr , r  2n,
ψ(tk, ·) : Rm → Rsk , sk  m, k ∈ J.
We always consider the gradient ∇F of a real valued function F to be the row of the
corresponding size. When F is a vector-valued function, ∇F denotes the Jacobian.
The difference equation in (Pd) is called the equation of motion and the pair (x, u)
satisfying this equation on J, the boundary conditions ϕ(x0, xN+1) = 0, and the con-
trol constraintsψ(tk, uk) = 0, k ∈ J, is called feasible (on J ∗). A feasible pair (xˆ, uˆ)
is called a weak local minimum for (Pd) if for some ε > 0, (xˆ, uˆ) minimizesF(x, u)
over all feasible pairs (x, u) satisfying |xk − xˆk| < ε, k ∈ J ∗, and |uk − uˆk| < ε,
k ∈ J, where | · | is any norm in Rt , t = n,m.
Throughout the paper we will use the following assumptions:
(A1) For all k ∈ J, g(tk, ·, ·) and f (tk, ·, ·) are continuously differentiable; for all
k ∈ J, I − µkfx(tk, ·, ·) is invertible; K,ϕ,ψ, are continuously differentia-
ble; and ∇ψ(tk, ·), k ∈ J, have full rank.
(A2) For all k ∈ J, g(tk, ·, ·) and f (k, ·, ·) are twice continuously differentiable;
for all k ∈ J, I − µkfx(tk, ·, ·) is invertible; K,ϕ,ψ, are twice continuously
differentiable; and ∇ψ(tk, ·), k ∈ J, have full rank.
We will also use the following notation. By Ker, Im, T, T−1, †,  0, and > 0
we denote the kernel, image, transpose, inverse of the transpose, Moore–Penrose
generalized inverse, positive semidefiniteness, and positive definiteness, respectively,
of the matrix indicated.
Theorem 1 (Discrete weak maximum principle). Let (A1) hold. Let (x, u) be any
feasible pair (on J ∗). In order that (x, u) be the optimal solution of (Pd) it is
necessary that there exist a real number λ0  0, vectors γ ∈ Rr , ω : J → Rs ,
and a parameter p : J ∗ → Rn, not all of them zero, satisfying the following con-
ditions:
(i) the adjoint equation: for all k ∈ J
−pk
µk
= ATk pk + λ0 gTx (tk, xk+1, uk),
(ii) the stationarity condition: for all k ∈ J
BTk pk + λ0 gTu (k, xk+1, uk)+NTk ωk = 0,
(iii) the transversality condition:(−p0
pN+1
)
= MTγ + λ0∇KT(x0, xN+1),
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where for k ∈ J
Ak := fx(tk, xk+1, uk), Bk := fu(tk, xk+1, uk), (1)
M := ∇ϕ(x0, xN+1), Nk := ∇ψ(tk, uk). (2)
If λ0 /= 0, then we may take λ0 = 1.
Proof. We formally rewrite the problem (Pd) into a problem of mathematical pro-
gramming of the form
minimize F(y) over h(y) = 0, (MP)
where y := (xT0 , . . . , xTN+1, uT0 , . . . , uTN)T ∈ Rl and t is the number of constraint
equations (see [19]). The first order necessary optimality condition [27, p. 300] is that
there exist multipliers λ0 ∈ R and c := (cT0 , . . . , cT2N+2)T ∈ Rt such that λ0∇F(y)+
cT∇h(y) = 0. If we denote M = (M0 MN+1), then by setting pk := −ck+1 ∈ Rn,
k ∈ J, pN+1 := MTN+1c0 + λ0∇xN+1KT(x0, xN+1) ∈ Rn, γ := c0 ∈ Rr , and ωk :=
cN+2+k ∈ Rsk , k ∈ J, the result follows. Note that −p0 = MT0 c0 + λ0∇x0KT(x0,
xN+1). 
If λ0 = 1, we say that the pair (x, u) is regular [27, p. 298], i.e., the gradients
of the constraints are linearly independent. Regularity of (x, u) is equivalent to
M-normality or M-controllability of the variational system
ηk
µk
= Akηk+1 + Bkvk, Nkvk = 0, k ∈ J, M
(
η0
ηN+1
)
= 0, (3)
associated with (Pd), where η : J ∗ → Rn, v : J → Rm, Ak,Bk,M, and Nk are
defined by (1) and (2). A pair (η, v) satisfying (3) is called admissible on J ∗. For k ∈
J, denote by Yk ∈ Rm×sk the matrix whose columns form an orthonormal
basis for KerNk, thus NkYk = 0 for all k ∈ J .
Definition 1 (M-normality). A pair (A,B) is called M-normal on J ∗ if M has full
rank and the system
−pk
µk
= ATk pk, Y Tk BTk pk = 0, k ∈ J,
(−p0
pN+1
)
= MTγ,
where γ ∈ Rr , possesses only the zero solution pk ≡ 0 on J ∗.
At a regular point (x, u) the tangent plane of the constraints is equal to the set
of admissible pairs (η, v) satisfying the boundary conditions M
(
η0
ηN+1
) = 0 (see [27,
p. 298]). For a feasible regular pair (x, u) and k ∈ J we define the matrices
Pk := gxx + pTk fxx ∈ Rn×n,
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Rk := guu + pTk fuu + ωTk∇2ψ(tk, uk) ∈ Rm×m,
Qk := gxu + pTk fxu ∈ Rn×m,
 := ∇2K(x0, xN+1)+ γ T∇2ϕ(x0, xN+1) ∈ R2n×2n,
where the second order partial derivatives of g and f are evaluated at (tk, xk+1, uk).
Consider the second variation of F, i.e., the discrete quadratic functional
F2(η, v) := 12
(
η0
ηN+1
)T

(
η0
ηN+1
)
+ 1
2
N∑
k=0
{
ηTk+1Pk ηk+1 + 2 ηTk+1Qk vk + vTk Rk vk
}
µk.
We say that F2 is nonnegative definite (F2  0), if F2(η, v)  0 for all admis-
sible pairs (η, v). We say that F2 is positive definite (F2 > 0), if F2  0, and if
F2(η, v) = 0 implies η ≡ 0.
Theorem 2 (Second order necessary conditions). Let (A1) hold. Suppose that (x, u)
is an optimal solution for (Pd), for which the corresponding pair (A,B) isM-normal
on J ∗. Then there exist unique adjoint vectors p : J ∗ → Rn, γ ∈ Rr , ω : J → Rs ,
such that the conditions (i)–(iii) of Theorem 1 are satisfied with λ0 = 1. In addition,
if (A2) holds, then F2  0.
Proof. If y = (x
u
)
is a regular optimal solution of (MP), then∇2F(y)+ cT∇2h(y) 
0 on the tangent plane T h(y) = {z,∇h(y)z = 0} (see [27, p. 307]). If we set z = (η
v
)
,
then zT{∇2F(y)+ cT∇2h(y)}z = 2F2(z). Thus, F2  0. 
Theorem 3 (Second order sufficient condition). Let (A2) hold. Suppose that (x, u)
is a feasible pair for (Pd) and assume that there exist adjoint vectors p : J ∗ → Rn,
γ ∈ Rr , ω : J → Rs , satisfying the conditions (i)–(iii) of Theorem 1 (with λ0 = 1).
If F2  0 and if Y Tk BTkBkYk is invertible for all k ∈ J, then (x, u) is a strict local
minimum for (Pd).
Proof. If y = (x
u
)
satisfies the first order necessary conditions of Theorem 1 (with
λ0 = 1) and if ∇2F(y)+ cT∇2h(y) > 0 on T h(y), then y is a strict local minimum
for the problem (MP) (see [27, p. 307]). 
Applying Theorem 1 to the accessory problem
minimize F2(η, v) over admissible (η, v) (AP)
we obtain the corresponding linear Hamiltonian system and the transformed quadratic
functional F2, see below. This transformation is known as the Legendre–Clebsch
transformation for F2.
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Assume that (A,B) is M-normal on J ∗. Suppose that (η, v) is admissible. Then
we write vk = Ykv¯k for some v¯k ∈ Rsk . If (η, v) is optimal for (AP), then, by The-
orem 1, there are adjoint vectors q : J ∗ → Rn, γ ∈ Rr , and ω : J → Rs , such that
(changing the sign of qk’s)
ηk
µk
= Akηk+1 + BkYkv¯k, k ∈ J, (4)
qk
µk
= Pkηk+1 +QkYkv¯k − ATk qk, k ∈ J, (5)
−BTk qk +QTk ηk+1 + RkYkv¯k +NTk ωk = 0, k ∈ J, (6)(
q0−qN+1
)
= MTγ + 
(
η0
ηN+1
)
. (7)
If Y Tk RkYk is invertible, we may solve (6) for v¯k and plug into (4) and (5), i.e.,
v¯k =
(
Y Tk RkYk
)−1
Y Tk
(
BTk qk −QTk ηk+1
)
, k ∈ J. (8)
Then (η, q) solves the Jacobi system for (Pd)—the linear Hamiltonian difference
system
ηk
µk
= Akηk+1 + Bkqk, qk
µk
= Ckηk+1 − ATk qk, k ∈ J, (H)
with the boundary conditions M
(
η0
ηN+1
) = 0 and (7), where
Zk := Yk
(
Y Tk RkYk
)−1
Y Tk , Ak := Ak − BkZkQTk ,
Bk := BkZkBTk , Ck := Pk −QkZkQTk .
Remark 1. The unique solvability of the Linear Hamiltonian system (H) is guar-
anteed by imposing the natural assumption I − µkAk invertible for all k ∈ J and in
this case we set A˜k := (I − µkAk)−1. This assumption is always required once the
partition  = {tk}N+1k=0 of the interval [a, b] is given. However, if one has a freedom
in choosing the points tk, the invertibility of I − µkAk can be always achieved by
the following stepsize criterion [2, Remark 5]. Given tk, ηk, qk, choose tk+1 such
that
ρ(Ak) <
1
µk
, i.e., tk+1 < tk + 1
ρ(Ak)
,
where ρ(A) is the spectral radius of the matrix indicated. As we shall see in Sec-
tion 3, if I − µkAk is invertible, then the transition matrix of the Hamiltonian system
(H) is symplectic.
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Define the quadratic functional
F2(η, q) := 12
(
η0
ηN+1
)T
ˆ
(
η0
ηN+1
)
+ 1
2
N∑
k=0
{
ηTk+1Ckηk+1 + qTk Bkqk
}
µk,
subject to ηk/µk = Akηk + Bkqk, k ∈ J, and M
(
η0
ηN+1
) = 0. Without loss of gen-
erality we take
M := MT(MMT)−1M and ˆ := (I −M)(I −M),
since KerM = KerM and αTα = αTˆα for α ∈ KerM. Note also that KerM =
Im (I −M). We say that (η, q) is admissible if it satisfies the first equation of (H)
and M
(
η0
ηN+1
) = 0. It should be clear that the admissibility of (η, q) refers to F2 in
(AP) below, whereas the admissibility of (η, v) refers to F2 in (AP). Nonnegativ-
ity (F2  0) and positivity (F2 > 0) of F2 is defined in an analogous way as the
corresponding notion for F2. Consider the reformulated accessory problem
minimize F2(η, q) over admissible (η, q). (AP)
The following statement shows the exact relation between F2 and F2.
Proposition 1. Suppose that Y Tk RkYk is invertible for all k ∈ J . Then
(i) F2  0 implies F2  0.
(ii) F2 > 0 implies F2 > 0.
In addition, if Y Tk BTkBkYk is invertible for all k ∈ J, then both implications above
are actually equivalences, respectively.
Proof. For (i), if an admissible (η, q) is given, set vk := Ykv¯k, where v¯k is defined
by (8). It follows that (η, v) is also admissible and F2(η, q) =F2(η, v)  0. Con-
versely, if an admissible (η, v) is given, and if Y Tk B
T
kBkYk is invertible, set for k ∈ J
B˜k := Yk
(
Y Tk B
T
kBkYk
)−1
Y Tk , qk := BkB˜k
(
QTk ηk+1 + Rkvk
)
.
Then (η, q) is also admissible and as before F2(η, v) = F2(η, q)  0. The proof of
part (ii) is similar. 
Remark 2. In view of Proposition 1, necessary conditions forF2  0 are also nec-
essary optimality conditions for (Pd) and, if Y Tk B
T
kBkYk is invertible, sufficient con-
ditions for F2 > 0 yield also sufficient optimality conditions for (Pd).
Remark 3 (Discrete linear regulator problem). Let the left endpoint of the qua-
dratic functional F2 be fixed and the right endpoint be free, i.e., M = diag{I, 0}
and ˆ = diag{0,1} with n× n block entries. Consider a variable stepsize discrete
linear regulator problem, i.e., our linear-quadratic problem (Pd), where F := F2,
R. Hilscher, V. Zeidan / Linear Algebra and its Applications 367 (2003) 67–104 75
f (tk, x, u) := Akx + Bku, ψ ≡ 0, and ϕ(x0, xN+1) := x0 − a (a ∈ Rn being a fixed
initial state) with the extra feature that Ck  0, Bk > 0, and 1  0. Then (Pd) has
a unique optimal feedback solution u∗k = Wkx∗k , where Wk is the solution of the
Riccati matrix difference equation
Wk
µk
= Ck − ATkWk − (Wk+1 − µkCk)A˜k(Ak + BkWk) (9)
given by the endpoint condition WN+1 = −1. Furthermore, Wk satisfies Eq. (9) iff
Wk = P−1k BkA˜Tk (Wk+1 − µkCk)A˜k =
(
P−1k − B−1k
)
/µk, (10)
where
Pk := Bk − µkBkA˜Tk (Wk+1 − µkCk)A˜kBk > 0.
The proof that the optimal control u∗k has the feedback form ofWkx∗k follows from the
standard arguments (see e.g. [26, pp. 490–494]). Eq. (10) is a direct consequence of
solving (9) for Wk in terms of Wk+1, whenPk is invertible. The proof ofPk > 0 fol-
lows. First, note that WN+1 = −1  0. Suppose now, by induction, that Wk+1  0
for some k ∈ J . From Ck  0, and Bk > 0 we obtain Pk > 0. Then (10) yields that
Wk  0, because
Wk = P−1k
[
BkA˜
T
k (Wk+1 − µkCk)A˜kBk
]
B−1k  0,
as a product of symmetric negative semidefinite and positive definite matrices. This in
turn gives thatPk−1 > 0 and so on to getWk−1  0, etc. Hence,Pk > 0 for all k ∈ J .
Remark 4. In this section we considered a discrete problem with a shift in xk+1 that
leads to the Hamiltonian system (H) traditionally studied in the literature. We empha-
size that if I − µkAk is invertible, then this is a discrete symplectic system. However,
starting with no shift in the original nonlinear problem, i.e., with g(k, xk, uk) and
f (k, xk, uk), one obtains a system
ηk
µk
= A¯kηk + B¯kqk+1, qk
µk
= C¯kηk − A¯Tk qk+1, (H¯)
which has the shift in the adjoint variable qk+1. Now, if I + µkA¯k is invertible, then
(H¯) is also a discrete symplectic system. Hence, no matter whether the discretization
of (P) has a shift in xk or not, under the corresponding invertibility condition, one
ends up with a discrete symplectic system. This fact is the stimulus for studying these
systems in great details.
3. Symplectic difference systems
In this section we recall basic properties of a symplectic difference system
zk
µk
=Skzk, (S)
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where S : J → R2n×2n and z : J ∗ → R2n. A real 2n× 2n-matrix M is called
symplectic if MTJM = J, where
J :=
(
0 I
−I 0
)
is skew-symmetric 2n× 2n-matrix. Note that a symplectic matrix M is invertible
and M−1 = −JMTJ. We assume that the matrices I + µkSk, k ∈ J, i.e., the tran-
sition matrices in our system (S), are symplectic. This terminology reflects the fact
that system (S) can be written as zk+1 = Mkzk with symplectic coefficient matrix
Mk = I + µkSk . Symplectic systems of this form were introduced in [3, Chapter 3]
and further studied in [5,6,8,17,25].
If we partition
S =
(
A B
C D
)
, Z =
(
X
U
)
into n× n-blocks, and z =
(
η
q
)
into n-vectors, then (S) reads as
ηk
µk
=Akηk +Bkqk, qk
µk
= Ckηk +Dkqk, (S)
and I + µkSk is symplectic iff at k
CT(I + µA), (I + µDT)B are symmetric and DT(I + µA) = µBTC−A.
(11)
Remark 5. When (S) corresponds to the Hamiltonian system (H), i.e.,
Sk :=
(
A˜kAk A˜kBk
CkA˜k µkCkA˜kBk − ATk
)
, (12)
then I + µkSk is a symplectic matrix, as can be verified by a direct computation,
compare [2, Theorem 11] or [3, p. 188]. Hence, linear Hamiltonian system (H) is a
special case of the symplectic system (S). Conversely, system (S) is a system of the
form (H) iff I + µkAk = A˜k is invertible (see [10, Remark 4]). However, we shall
not assume that I + µkAk is invertible for our system (S), in general.
The equivalent time-reversed system is zk = (I + µkSk)−1zk+1, i.e.,
ηk
µk
= −DTk ηk+1 +BTk qk+1,
qk
µk
= CTk ηk+1 −ATk qk+1, (13)
which is the reciprocal system to (S) (see [10,17]).
Similarly as in the previous section, the boundary conditions of the solutions of
(S) and the associated quadratic functional will be given in terms of matricesM, ∈
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R2n×2n, such that M is a projection and  = (I −M)(I −M). If the boundary
conditions are separated, we set
M =
(
M0 0
0 M1
)
,  =
(
0 0
0 1
)
. (14)
We adopt a usual convention that the vector solutions of (S) are denoted by small
letters and the n× n-matrix solutions by capital ones. Let Z, Z˜ be solutions of
(S). Then ZTkJZ˜k ≡ W, where W is a constant n× n matrix and, consequently,
rankZTkJZ˜k is constant on J
∗
. IfW = I, then these solutions are called normalized.
A solution Z is said to be a conjoined basis if ZTJZ = 0 and rankZ = n. The
conjoined basis Zˆ = (Xˆ, Uˆ ) of (S) given by the initial conditions Xˆ0 = 0, Uˆ0 = I,
is called the principal solution of (S). Following [6], a conjoined basis Z = (X,U)
of (S) is said to have no focal points in (0, N + 1], provided
KerXk+1 ⊆ KerXk and Pk := XkX†k+1Bk  0 (15)
holds for all k ∈ J . We will also use a known result (see e.g. [4, Remark 2(iii)]) that
for any two matrices V and W we have
KerV ⊆ KerW iff W = WV †V iff W † = V †VW †. (16)
Remark 6. (i) If E is a (constant) nonsingular 2n× 2n-matrix, then Z = (X,U)
is a conjoined basis of (S) iff Z˜ = (X˜, U˜ ) := (XE, UE) is a conjoined basis of
(S). Moreover, KerXk+1 ⊆ KerXk iff Ker X˜k+1 ⊆ Ker X˜k . In this case, by (16) and
X˜X˜† = XX†, we have (we suppress the index k)
P˜ := X˜X˜†k+1B = X˜X˜†k+1X˜k+1X˜†k+1B = X˜X˜†k+1Xk+1X†k+1B
= X˜X˜†k+1Xk+1EE−1X†k+1B = X˜E−1X†k+1B = XX†k+1B = P.
(ii) In view of (i), Z has no focal points in (0, N + 1] iff Z˜ defined as in (i) has
no focal points in (0, N + 1].
A solution z = (η, q) of (S) has a generalized zero in the interval (m,m+ 1],
provided
ηm /= 0, ηm+1 ∈ ImµmBm, and ηTmB†mηm+1  0. (17)
This is equivalent to saying that ηm /= 0, ηm+1 = µmBmc, and ηTmc  0. If a solu-
tion z of (S) has a generalized zero in (m,m+ 1] and the inequality in (17) is strict,
we say that z has a strict generalized zero in (m,m+ 1]. When the right endpoint is
fixed, i.e., M1 = I in (14), the generalized zero concept is used to define conjugate
intervals to 0. Let m ∈ J . An interval (m,m+ 1] is said to be conjugate to 0 if there
exists a solution z = (η, q) of (S) having a generalized zero in (m,m+ 1] and, for
some γ ∈ Rn, satisfying the intial boundary and transversality conditionsM0η0 = 0
and q0 = 0η0 +M0γ . If (m,m+ 1] is conjugate to 0 and the inequality in (17) is
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strict, it is called strictly conjugate to 0. With (S) it is associated the Riccati matrix
difference equation
R[W ]k := −Wk
µk
+ Ck +DkWk −Wk+1(Ak +BkWk) = 0. (R)
We will also discuss certain implicit Riccati equations involving R[W ]k .
With a solution Wk to any (implicit or explicit) Riccati equation we associate the
matrix
Pk := Bk + µk
(
DTk −BTkWk+1
)
Bk. (18)
This matrix is equal to [I + µk(Ak +BkWk)]−1Bk whenever I + µk(Ak +BkWk)
happens to be invertible.
Remark 7. Suppose that Wk is a symmetric matrix such that WkXk = UkX†kXk for
some conjoined basis Z = (X,U) of (S) such that KerXk+1 ⊆ KerXk . Then, by
[10, Lemma 7], the matrix Pk defined in (15) coincides with Pk introduced in (18).
The notion of normality for the system (S) is defined as follows. System (S)
is called M-normal on J ∗ if whenever z = (0, q) solves (S) on J with ( q0−qN+1) =
Mγ, γ ∈ R2n, then qk ≡ 0 on J ∗. In the case of separated boundary conditions,
M-normality will be denoted by (M0 :M1)-normality.
Remark 8. M-normality of system (S) is equivalent to the fact that either of the
following equivalent systems
qk
µk
= Dkqk, Bkqk = 0, k ∈ J,
(
q0−qN+1
)
=Mγ,
−qk
µk
=ATk qk+1, BTk qk+1 = 0, k ∈ J,
(
q0−qN+1
)
=Mγ,
possesses only the zero solution qk ≡ 0 on J ∗. The first system is obtained from (S),
the second one from the time-reversed system (13).
When the endpoints are separated, we shall also use the so-called strong normal-
ity. For m ∈ [0, N − 1], system (S) is strongly (M0 : I )-normal on [0, m+ 1] if
whenever z = (0, q) solves (S) on [0, m], q0 =M0γ0, then qk ≡ 0 on [0, m+ 1].
For m ∈ [1, N], system (S) is strongly (I :M1)-normal on [m,N + 1] if whenever
z = (0, q) solves (S) on [m,N],−qN+1 =M1γ1, then qk ≡ 0 on [m,N + 1]. Each
of these two notions is also equivalent to the corresponding controllability (see e.g.
[19, Lemma 1]).
If Z = (X,U) is a conjoined basis of (S) with KerXk+1 ⊆ KerXk, then, by
[6, Remark 1(v)], for an admissible z = (η, q) we have
ηk ∈ ImXk implies ηk+1 ∈ ImXk+1. (19)
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4. Quadratic functionals for symplectic systems
The discrete quadratic functional associated with the symplectic system (S) is
I(z) :=
(
η0
ηN+1
)T

(
η0
ηN+1
)
+
N∑
k=0
zTk
(
STkK+KSk + µkSTkKSk
)
zkµk
=
(
η0
ηN+1
)T

(
η0
ηN+1
)
+
N∑
k=0
(
ηk
qk
)T
×
(
CTk (I + µkAk) µkCTkBk
µkB
T
kCk
(
I + µkDTk
)
Bk
)(
ηk
qk
)
µk,
where
K :=
(
0 0
I 0
)
.
A pair z = (η, q) is admissible if K((zk/µk)−Skzk) = 0 for all k ∈ J, i.e., if
ηk/µk =Akηk +Bkqk, k ∈ J, and M
(
η0
ηN+1
) = 0. The quadratic functional I is
nonnegative (I  0) if I(z)  0 for all admissible z = (η, q). The quadratic func-
tionalI is positive definite (I > 0) ifI(z) > 0 for all admissible z = (η, q), η ≡ 0.
Remark 9. If system (S) corresponds to the Hamiltonian system (H), i.e., if Sk
is given by (12), then I(z) = 2F2(η, q). Thus, results on the positivity or nonnega-
tivity of I yield also results on the positivity or nonnegativity of F2, respectively.
A variational motivation for the quadratic functional I and system (S) is de-
scribed in the following results. For a fixed (not necessarily admissible) z = (η, q)
and w = (ξ, r) define the first variation
I1(z;w) :=
(
ξ0
ξN+1
)T {

(
η0
ηN+1
)
+
(
−q0
qN+1
)}
+
N∑
k=0
wTk+1KT
(
Skzk − zk
µk
)
µk
along z in the direction w and the second variation I2(w) := I(w). We will write
I1(z) = 0 whenever I1(z;w) = 0 for all admissible directions w = (ξ, r), i.e.,
K((wk/µk)−Skwk) = 0, k ∈ J, M
(
ξ0
ξN+1
) = 0. Note that the second equation
of (S) is exactly KT(Skzk − (zk/µk)) = 0.
The next result shows that I1 is indeed the first variation of I.
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Lemma 1. Let w = (ξ, r) be an admissible direction and ε ∈ R. Then
I(z+ εw)−I(z) = 2εI1(z;w)+ ε2I(w).
Proof. It is a straightforward computation, using the summation by parts∑N
k=0 akbk = akbk|N+10 −
∑N
k=0 ak+1bk . 
Remark 10. If we take w = z and ε = 1 in Lemma 1, then we obtain I(z) =
I1(z; z). Hence, if z is a solution of (S), it results that
I(z) =
(
η0
ηN+1
)T{

(
η0
ηN+1
)
+
(−q0
qN+1
)}
.
Consider now the variational problem
minimize I(z) over admissible z = (η, q) (VP)
and the boundary value problem for z = (η, q)
zk
µk
=Skzk, k ∈ J, M
(
η0
ηN+1
)
= 0,
(
q0−qN+1
)
= 
(
η0
ηN+1
)
+Mγ.
(BP)
The next theorem shows that the connection between (VP) and (BP) involvesI1 and
that (S) is the Jacobi system for the quadratic functional I.
Theorem 4
(i) Let zˆ = (ηˆ, qˆ) solve (BP) and let I  0. Then I1(zˆ) = 0 and zˆ solves (VP).
(ii) Conversely, if zˆ solves (VP), then I1(zˆ) = 0 and I  0. If in addition (S) is
M-normal on J ∗, then there exists unique pˆ = {pˆk}N+1k=0 such that (ηˆ, pˆ) solves
(BP).
Proof. (i) Suppose that zˆ = (ηˆ, qˆ) solves (BP). Then clearlyI1(zˆ) = 0. Letz = (η, q)
be any admissible pair. Thenw := z− zˆ is an admissible direction and Lemma 1 with
ε = 1 yields thatI(z)−I(zˆ) = 2I1(zˆ;w)+I(w)  0. Thus, zˆ solves (VP).
(ii) Conversely, if zˆ solves (VP) and if w = (ξ, r) is any admissible direction,
then, by Lemma 1 again, 0  I(zˆ+ εw)−I(zˆ) = 2εI1(zˆ;w)+ ε2I(w) for any
ε ∈ R. Hence, I(w)+ (2/ε)I1(zˆ;w)  0 for all ε ∈ R \ {0}. Thus, necessarily
I(w)  0 and I1(zˆ;w) = 0. If in addition (S) is M-normal on J ∗, then similarly
as in the proof of Theorem 1 we apply the first order necessary optimality conditions
to (VP), which is considered as a mathematical programming problem. Define the
Lagrangian
L(z, p, γ ) := λ0I(z)+
N∑
k=0
pTk+1
{
ηk+1 − (I + µkAk)ηk − µkBkqk
}
+ γ TM
(
η0
ηN+1
)
.
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If zˆ is optimal for (VP), then there exist multipliers λ0  0, γ ∈ R2n, and pˆ =
{pˆk}N+1k=1 , not all zero, such that pL = 0, ηL = 0, qL = 0, and γL = 0,
where the partial derivatives ofL are evaluated at (zˆ, pˆ, γ ). This yields for all k ∈ J,
respectively,
ηˆk+1 − (I + µkAk)ηˆk − µkBkqˆk = 0, (20)
λ0µkC
T
k (I + µkAk)ηˆk + λ0µ2kCTkBkqˆk + pˆk − pˆk+1 − µkATk pˆk+1 = 0,
(21)
λ0µ
2
kB
T
kCkηˆk + λ0µk
(
I + µkDTk
)
Bkqˆk − µkBTk pˆk+1 = 0, (22)
and M
(
η0
ηN+1
) = 0, where we define pˆ0 such that the transversality condition( pˆ0
−pˆN+1
) = λ0( ηˆ0ηˆN+1)+Mγ holds. If we substitute for the λ0(I + µkDTk )-multiple
of (20) in (22) and if we use (20) in (21), we obtain for all k ∈ J (note that (11) has
been used)
λ0
ηˆk
µk
= −λ0DTk ηˆk+1 +BTk pˆk+1,
pˆk
µk
= λ0CTk ηˆk+1 −ATk pˆk+1.
Hence, (λ0ηˆ, pˆ) solves the time-reversed system (13), i.e., it solves also (S). If (S) is
M-normal on J ∗, then λ0 = 1 and thus (ηˆ, pˆ) solves (BP). To show that pˆ is unique
we suppose that, in addition to the above pˆ, there is p˜ = {p˜k}N+1k=0 such that (ηˆ, p˜)
solves (S) and
( p˜0
−p˜N+1
) = ( ηˆ0
ηˆN+1
)+Mγ˜ . Set pk := pˆk − p˜k, k ∈ J ∗. Then (0, p)
solves (S) and
(
p0−pN+1
) =M(γ − γ˜ ). Hence, M-normality of (S) yields pk ≡ 0
on J ∗, i.e., pˆk ≡ p˜k on J ∗. 
When the boundary conditions are separated, i.e., (14) holds, we characterize the
admissible pairs z = (η, q) as follows. First, similarly as in [4, Remark 3(ii)], we
define the transition matrices k,m and controllability matrices Gk by: k,k := I,
G0 := 0, and
k,m := (I + µk−1Ak−1)(I + µk−2Ak−2) · · · (I + µmAm),
for k,m ∈ J ∗, k > m,
Gk :=
(
µ0k,1B0 µ1k,2B1 · · · µk−2k,k−1Bk−2 µk−1Bk−1
)
,
for k ∈ J ∗ \ {0}.
Note that the transition matrices k,m are invertible iff I + µkAk are invertible, i.e.,
by Remark 5, iff (S) is a Hamiltonian system (H). A pair z = (η, q) is admissible iff
M1ηN+1 = 0 and for all k ∈ J ∗
ηk =
(
k,0(I −M0) GkQk
)(α
q
)
, (23)
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where q := (qT0 · · · qTN)T, α := η0, and Qk : R(N+1)n → Rkn is the restriction oper-
ator onto the first k entries of q, i.e., Qkq = (qT0 , . . . , qTk−1)T. Note that QN+1 is the
identity matrix.
5. Discrete quadratic functionals: separable endpoints
5.1. Positivity of I
Our main results on the positivity of the quadratic functional I with separable
endpoints as in (14) reside in Theorems 5–7 below. In the next theorem (and also
in Theorem 7) we assume no normality or controllability. First, the positivity of I
is characterized in terms of the nonexistence of conjugate intervals to 0, a natural
conjoined basis Z¯ = (X¯, U¯ ) of (S), and in terms of an implicit Riccati equation.
Theorem 5. The following are equivalent:
(i) I > 0 over admissible z = (η, q) with M0η0 = 0,M1ηN+1 = 0, and η ≡ 0.
(ii) There is no interval (m,m+ 1] ⊆ (0, N + 1] conjugate to 0 and any solution
z = (η, q) of (S) with
M0η0 = 0, q0 = 0η0 +M0γ, MηN+1 = 0, ηN+1 /= 0
satisfies
ηTN+1(1ηN+1 + qN+1) > 0.
(iii) The conjoined basis Z¯ = (X¯, U¯ ) of (S) given by the initial conditions
X¯0 = I −M0, U¯0 = 0 +M0 (24)
has no focal points in (0, N + 1] and satisfies
X¯TN+1(1X¯N+1 + U¯N+1)  0 on KerM1X¯N+1, (25)
Ker (I −M1)(1X¯N+1 + U¯N+1) ∩ KerM1X¯N+1 ⊆ Ker X¯N+1. (26)
(iv) The implicit Riccati matrix equation
R[W¯ ]k(k,0(I −M0) GkQk) = 0 on KerM1(N+1,0(I −M0) GN+1),
(27)
k ∈ J, has a symmetric solution W¯k on J ∗ such that W¯0 = 0,
P¯k := Bk + µk
(
DTk −BTk W¯k+1
)
Bk  0 (28)
holds for all k ∈ J, and satisfying
1 + W¯N+1 > 0 on KerM1 ∩ Im X¯N+1. (29)
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Proof. The implications (i) ⇒ (iii) ⇒ (iv) ⇒ (i) follow by the same method as in
the proof of [22, Theorem 1], where we use (19) and [10, Lemmas 5 and 7]. 
Remark 11. If X¯N+1 is invertible, then (25)–(26) and (29) are rephrased, respec-
tively, as
X¯TN+1(1X¯N+1 + U¯N+1) > 0 on KerM1X¯N+1,
1 + W¯N+1 > 0 on KerM1.
Remark 12. Condition (iv) in Theorem 5 without (29) implies that Ker X¯k+1 ⊆
Ker X¯k for all k ∈ J . The proof is similar to the proof of [22, Lemma 2].
Remark 13. The form of the implicit Riccati equation (27) follows from the fact
R[W¯ ]kX¯k = 0 and from the admissibility equation (23). When (S) takes the form
of (H), i.e., when I + µkAk is invertible, then the equation of motion can also be
solved for ηk in terms of ηk+1. Thus, in this case we have two equivalent implicit
Riccati equations (see [22, Theorem 1, Remark 3]). However, in the general case
of a symplectic system (S) we only have (27).
The solvability of the explicit Riccati equation (R) requires that the conjoined
basis Z¯ has X¯k invertible for all k ∈ J ∗ (see e.g. [10, Theorem 3] or [11, Proposi-
tion 1.3]). Clearly, this condition can never be satisfied for general initial conditions
(24). We will show in Theorem 6 below that another conjoined basis Z = (X,U)
of (S) can be constructed, which has Xk invertible for all k ∈ J ∗ and which satisfies
the same type of the initial equality constraint as Z¯ in (24).
Let the two conjoined bases (X¯, U¯ ) and (Xˆ, Uˆ ) of (S) be given by the initial
values (24) and
XˆN+1 = 0, UˆN+1 = −I,
respectively. IfI > 0, the (M0 : I )-normality of (S) implies that X¯N+1 is invertible,
as can be shown in the same way as in [19, Lemma 4] for the Hamiltonian systems.
Remark 14. We shall easily see that the positivity of I is invariant under small
(smooth) perturbations of the coefficients of (S), M, and . Suppose that
Sk(ε) =
(
Ak(ε) Bk(ε)
Ck(ε) Dk(ε)
)
,
M0(ε),M1(ε), 0(ε), and 1(ε) are given matrices such that they coincide with the
corresponding matrices when ε = 0 and such that the relevant assumptions as for the
system (S) are satisfied for the perturbed system (S(ε)) and for the perturbed quadratic
functionalI(·, ε). IfI = I(·, 0) > 0, then there exists δ > 0 such thatI(·, ε) > 0
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for all ε ∈ (−δ, δ), i.e., I(z(ε), ε) > 0 for all pairs z(ε) = (η(ε), q(ε)) such
that ηk(ε)/µk =Ak(ε)ηk(ε)+Bk(ε)qk(ε), k ∈ J, M0(ε)η0(ε) = 0, M1(ε)×
ηN+1(ε) = 0, η(ε) ≡ 0.
Theorem 6. Assume that (S) is (M0 : I )-normal on J ∗. Then the following are
equivalent:
(i) I > 0 over admissible z = (η, q) with M0η0 = 0,M1ηN+1 = 0, and η ≡ 0.
(ii) There exists a conjoined basis Z = (X,U) of (S) with no focal points in (0,
N + 1], Xk invertible for all k ∈ J ∗, and satisfying
(I −M0)(0X0 − U0) = 0, (30)
XTN+1(1XN+1 + UN+1) > 0 on KerM1XN+1. (31)
This conjoined basis is given explicitly for all k ∈ J ∗ by
Xk := εXˆkX¯T−1N+1M0 + X¯k, Uk := εUˆkX¯T−1N+1M0 + U¯k, (32)
where ε is small enough.
(iii) There exists a symmetric solution Wk on J ∗ of the explicit Riccati matrix equa-
tion (R) with I + µk(Ak +BkWk) nonsingular and
Pk := [I + µk(Ak +BkWk)]−1Bk  0 (33)
for all k ∈ J, and satisfying
(I −M0)W0 − 0 = 0,
1 +WN+1 > 0 on KerM1.
Proof. (i) ⇒ (ii) For any ε define Z = (X,U) by (32). Then ZTN+1JZN+1 = 0,
i.e., Z is a conjoined solution of (S). Since XN+1 = X¯N+1 is invertible, it follows
that rankZ = n, i.e., Z is a conjoined basis. The proof of (30) follows the same way
as the proof of [19, Theorem 6]. Also, by the same proof we get that X0 is invertible
for all ε /= 0 and M0X0 = εM0. To show that Z has no focal points in (0, N + 1]
we will apply the sensitivity result from Remark 14. Define the matrices
M0(ε) :=M0 − εX˜0X¯T−1N+1M0, 0(ε) := 0 + ε(X˜0 + U˜0)X¯T−1N+1M0.
(34)
Then X0 = I −M0(ε), U0 = 0(ε)+M0(ε),M0(0) =M0, 0(0) = 0. By per-
turbing in I the matrices M0 and 0, as in (34), we get a discrete quadratic func-
tionalI(·, ε), for whichI(·, 0) = I(·) > 0. Thus, by Remark 14,I(·, ε) > 0 for ε
sufficiently small. By Theorem 5 we obtain that Z has no focal points in (0, N + 1].
Next, since X0 is invertible, the kernel condition from (15) implies that Xk is in-
vertible for all k ∈ J ∗. Finally, (31) is shown the same way as the Hamiltonian case
[19, Theorem 6].
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(ii) ⇒ (iii) The result follows from the substitution Wk = UkX−1k , k ∈ J ∗, and
the Riccati equivalence [10, Theorem 3].
(iii) ⇒ (i) Apply the Picone identity adopted to the variable stepsize symplectic
difference systems (see [10, Lemma 5(ii)]). 
Remark 15. As in the Hamiltonian case [19, Remark 9], I > 0 and (M0 : I )-nor-
mality of (S) imply that Xk(ε) given by (32) is invertible for all ε > 0. Since the
proof is almost the same as for the Hamiltonian case, it is omitted.
The characterization of the positivity ofI in terms of the explicit Riccati equation
without any normality requires replacing the initial equality endpoint condition by
a strict inequality. Hence, both initial and final endpoints have the same type of
inequality constraints. This result is proven via extending the time interval to −1 and
N + 2 and transforming separable endpoints (14) into fixed endpoints. Note that the
extension to N + 2 requires the last stepsize µN+1 := 1/µN, which indicates that
this method does not apply to the continuous-time setting.
First we prove the crucial transformation lemmas. Observe that by [24, The-
orem 3.1.2], there exists ε > 0 such that the matrix
[ˆ0 +M0 − ε(I −M0)]−1
exists. Following [7], we set µ−1 := 1, ρ := 1/µN, µN+1 := 1/µN,
A˜−1 := [ˆ0 +M0 − ε(I −M0)]−1 − I, B˜−1 := I −M0,
C˜−1 := ε[ˆ0 +M0 − ε(I −M0)]−1, D˜−1 := 0 +M0 − I,
A˜k :=Ak, k ∈ [0, N], A˜N+1 := 0,
B˜k := Bk, k ∈ [0, N], B˜N+1 := I −M1,
C˜k := Ck, k ∈ [0, N − 1],
C˜N := CN + [ρ1 − (I −M1)](I + µNAN), C˜N+1 := 0,
D˜k := Dk, k ∈ [0, N − 1],
D˜N := DN + µN [ρ1 − (I −M1)]BN, D˜N+1 := 0.
Then by a straightforward computation it is shown that the 2n× 2n-matrix I +
µkS˜k is symplectic, where S˜ has blocks A˜, B˜, C˜, D˜. Hence, consider the trans-
formed symplectic system
z˜k
µk
= S˜kz˜k, k ∈ [−1, N + 1], (S˜)
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and the corresponding discrete quadratic functional
I˜(z˜) :=
N+1∑
k=−1
z˜Tk
(
S˜
T
kK+KS˜k + µkS˜TkKS˜k
)
z˜kµk
subject to η˜k/µk = A˜kη˜k + B˜kq˜k, k ∈ [−1, N + 1], and fixed endpoints η˜−1 =
0, η˜N+2 = 0.
Lemma 2. I > 0 over admissible z = (η, q)withM0η0 = 0,M1ηN+1 = 0, η ≡ 0
iff I˜ > 0 over admissible z˜ = (η˜, q˜) with η˜−1 = 0, η˜N+2 = 0, η˜ ≡ 0.
Proof. ⇐ Let z = (η, q) be admissible for I, M0η0 = 0, M1ηN+1 = 0, η ≡ 0.
Set
η˜k :=


0 k = −1,
ηk k ∈ [0, N + 1],
0 k = N + 2,
q˜k :=


η0 k = −1,
qk k ∈ [0, N],
−ηN+1/µN+1 k = N + 1.
Then it follows that
A˜−1η˜−1 + B˜−1q˜−1 = (I −M0)η0 = η˜−1
µ−1
,
A˜N+1η˜N+1 + B˜N+1q˜N+1 = −(I −M1) ηN+1
µN+1
= η˜N+1
µN+1
,
so that z˜ = (η˜, q˜) is admissible for I˜ and η˜ ≡ 0. For convenience we abbreviate
˜k := S˜TkK+KS˜k + µkS˜TkKS˜k (and k denotes this expression when S˜k is
replaced by Sk) and ¯ := ρ1 − (I −M1). Thus,
0< I˜(z˜) =
{ −1∑
k=−1
+
N−1∑
k=0
+
N∑
k=N
+
N+1∑
k=N+1
}
z˜Tk ˜kz˜kµk
= q˜T−1
(
B˜−1 + D˜T−1B˜−1
)
q˜−1 +
N−1∑
k=0
z˜Tk ˜kz˜kµk + z˜TNN z˜NµN
+ z˜N
(
(I + µNAN)T¯(I + µNAN) µN(I + µNAN)T¯BN
µNB
T
N ¯(I + µNAN) µ2NBTN ¯BN
)
z˜NµN
+ q˜TN+1(I −M1)q˜N+1 µN+1
= η0(0 +M0)(I −M0)η0 +
N∑
k=0
zTkkzkµk
+ ηTN+1¯ηN+1µN + ηTN+1(I −M1)ηN+1 (1/µN+1)
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= ηT00η0 +
N∑
k=0
zTkkzkµk
+ ηTN+1
{[ρ1 − (I −M1)]µN + (I −M1)(1/µN+1)}ηN+1
= ηT00η0 +
N∑
k=0
zTkkzkµk + ηTN+11ηN+1 = I(z).
Hence,I > 0. For ⇒, let z˜ = (η˜, q˜) be admissible for I˜, η˜−1 = 0, η˜N+2 = 0, η˜ ≡
0. Then for ηk := η˜k, k ∈ J ∗, qk := q˜k, k ∈ J, we have
η0 = η˜0 = η˜−1
µ−1
= A˜−1η˜−1 + B˜−1q˜−1 = (I −M0)q˜−1,
− ηN+1
µN+1
= η˜N+1
µN+1
= A˜N+1η˜N+1 + B˜N+1q˜N+1 = (I −M1)q˜N+1.
Hence, M0η0 = 0,M1ηN+1 = 0, η ≡ 0, and thus z = (η, q) is admissible for I.
The reverse of the previous computation now shows 0 < I(z) = I˜(z˜). Therefore,
I˜ > 0 and the proof is complete. 
Lemma 3. Let Z˜ = (Y, V ) be a solution of (S˜). Then
(i)
Y0 = [0 +M0 − ε(I −M0)]−1Y−1 + (I −M0)V−1,
V0 = ε[0 +M0 − ε(I −M0)]−1Y−1 + (0 +M0)V−1.
(ii) Moreover, if Z = (X,U) is a solution of the original system (S) such that
Z0 = Z˜0, then
Yk = Xk for all k ∈ [0, N + 1],
YN+2 = (ρ1 +M1)XN+1 + ρ(I −M1)UN+1,
Vk = Uk for all k ∈ [0, N],
VN+1 = µN [ρ1 − (I −M1)]XN+1 + UN+1, VN+2 = VN+1.
Proof. The expressions for Y0 and V0 follow from the system (S˜) at k = −1. To
see the second assertion note that for k ∈ [0, N − 1] the systems (S) and (S˜) co-
incide, and also for k = N the first equations of (S) and (S˜) are the same. Thus,
Yk = Xk on J ∗ and Vk = Uk on J . The second equation of (S˜) at k = N then yields
the expression for VN+1. The values for YN+2 and VN+2 are determined from (S˜) at
k = N + 1. 
Remark 16. Lemma 3(i) and Lemma 2 provide an alternative proof of Theorem 5.
If we set Y−1 = 0 and V−1 = I, i.e., Z˜ = (Y, V ) is the principal solution of (S˜) at
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−1, then Y0 = I −M0 and V0 = 0 +M0. Thus, Theorem 5 can be obtained as a
consequence of the results for fixed endpoints in [18, Theorem 1], or [6, Theorem 1]
for the constant stepsize µk ≡ 1 applied to (S) in the form zk+1 = (I + µkSk)zk .
Of course, one has to interpret the conditions of “(N + 1, N + 2] not conjugate to
−1”, “no focal points in (N + 1, N + 2]”, and the solvability of the corresponding
implicit Riccati equation at k = N + 1. We find our direct approach easier.
Theorem 7. The following are equivalent:
(i) I > 0 over admissible z = (η, q) with M0η0 = 0,M1ηN+1 = 0, and η ≡ 0.
(ii) There exists a conjoined basis Z = (X,U) of (S) with no focal points in (0,
N + 1], Xk invertible for all k ∈ J ∗, and satisfying
XT0 (0X0 − U0) > 0 on KerM0X0, (35)
XTN+1(1XN+1 + UN+1) > 0 on KerM1XN+1. (36)
(iii) There exists a symmetric solution Wk on J ∗ of the explicit Riccati matrix equa-
tion (R) such that I + µk(Ak +BkWk) is nonsingular and (33) holds for all
k ∈ J, and satisfying
0 −W0 > 0 on KerM0,
1 +WN+1 > 0 on KerM1.
Proof. (i) ⇒ (ii) We know by Lemma 2 that (i) is equivalent to I˜ > 0 over ad-
missible z˜ = (η˜, q˜) with η˜−1 = 0, η˜N+2 = 0, η˜ ≡ 0. In turn by [18, Theorem 1]
applied on [−1, N + 1], there exists a conjoined basis Z˜ = (X˜, U˜ ) of (S˜) with no
focal points in (−1, N + 2] such that X˜k is invertible for all k ∈ [−1, N + 2]. This
conjoined basis is given by the initial conditions X˜−1 = δI, U˜−1 = I for some δ > 0
(see the proof of [18, Theorem 1]). From Lemma 3(i) with (Y, V ) := (X˜, U˜ ) we
get
X˜0 = δ[0 +M0 − ε(I −M0)]−1 + I −M0,
U˜0 = δε[0 +M0 − ε(I −M0)]−1 + 0 +M0.
Let Z = (X,U) be the solution of (S) given by the initial condition Z0 = Z˜0. Then,
by Lemma 3(ii) and the fact that the focal point condition (15) uses only X part of the
solution Z, we have that Z has no focal points in (0, N + 1] and Xk is invertible for
all k ∈ J ∗. We will show that translating the conditions “no focal points in (−1, 0]
and in (N + 1, N + 2]” for Z˜ yields (35) and (36). Since X˜k is invertible on [−1, 0]
and X˜0 = X0, we have P˜−1 := X˜−1X˜−10 B˜−1 = δX−10 (I −M0)  0. Note also that
X0 is symmetric. Moreover,
(I −M0)(0X0 − U0)= δ(I −M0)(0 − εI)[0 +M0 − ε(I −M0)]−1
= δ(I −M0)  0.
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Thus, for β ∈ KerM0X0 we have
βTXT0 (0X0 − U0)β = βTXT0 (I −M0)(0X0 − U0)β
= δ βTXT0 (I −M0)β  0. (37)
If βTXT0 (0X0 − U0)β = 0 for some β ∈ KerM0X0, then, by (37), βTXT0 (I −
M0)β = 0, i.e., (I −M0)X0β = 0. Hence, β = 0 and (35) is shown. Finally, we
prove that “no focal points in (N + 1, N + 2]” for Z˜ implies (36). We know that X˜k
is invertible on [N + 1, N + 2] and P˜N+1 := X˜N+1X˜−1N+2B˜N+1  0. By Lemma
3(ii), we have X˜N+1 = XN+1 and
X˜N+2 = (ρ1 +M1)XN+1 + ρ(I −M1)UN+1.
Thus, P˜N+1  0 iff
0 X˜N+2X˜−1N+1P˜N+1X˜
T−1
N+1X˜
T
N+2
= (I −M1)XT−1N+1
[
XTN+1(ρ1 +M1)+ ρUTN+1(I −M1)
]
= ρ(I −M1)(1 +XT−1N+1UTN+1)(I −M1).
Thus, by transposing, this yields 1 + UN+1X−1N+1  0 on KerM1, i.e.,
XTN+1(1XN+1 + UN+1)  0 on KerM1XN+1.
Suppose that βTXTN+1(1XN+1 + UN+1)β = 0 for some β ∈ KerM1XN+1. Then
we have XTN+1(1XN+1 + UN+1)β = 0, which implies (1XN+1 + UN+1)β = 0,
by the invertibility of XN+1. Hence,
X˜N+2β = [(ρ1 +M1)XN+1 + ρ(I −M1)UN+1]β
= ρ(I −M1)(1XN+1 + UN+1)β +M1XN+1β = 0.
Since X˜N+2 is invertible, we get β = 0 and (36) follows.
(ii) ⇒ (iii) The conclusion follows from Wk := UkX−1k , k ∈ J, by [10, The-
orem 3].
(iii) ⇒ (i) This part is an application of the Picone’s identity [10, Lemma 5,
Theorem 4]. 
5.2. Nonnegativity of I
In this subsection we derive necessary conditions for the nonnegativity of the
quadratic functional I. We will use the strong (M0 : I )-normality or strong (I :
M1)-normality, as defined in Section 3. The necessary condition in terms of the
conjugate intervals to 0 is the first result.
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Theorem 8. Suppose that (S) is (M0 :M1)-normal on J ∗ and strongly (I :M1)-
normal on [m,N + 1] for all m ∈ [1, N]. Then I  0 implies that there is no inter-
val (m,m+ 1] ⊆ (0, N] conjugate to 0 and (N,N + 1] is not strictly conjugate to 0.
Furthermore, every solution z = (η, q) of (S) with M0η0 = 0, q0 = 0η0 +M0γ,
and M1ηN+1 = 0 satisfies
ηTN+1(1ηN+1 + qN+1)  0.
Proof. Assume to the contrary that there existsm ∈ [0, N − 1] such that (m,m+ 1]
is conjugate to 0. Then there exists a solution z = (η, q) of (S) with M0η0 = 0 and
q0 = 0η0 +M0γ having a generalized zero in (m,m+ 1], i.e., ηm /= 0, ηm+1 =
µmBmc, and ηTmc  0. Define z˜ = (η˜, q˜) by
η˜k :=
{
ηk for k ∈ [0, m],
0 for k ∈ [m+ 1, N + 1], q˜k :=


qk for k ∈ [0, m− 1],
qm − c for k = m,
0 for k ∈ [m+ 1, N + 1].
(38)
Then M0η˜0 = 0, η˜N+1 = 0, and z˜ is admissible. Denote k :=STkK+KSk +
µkS
T
kKSk . By using Remark 10, it follows that
I(z˜)= ηT00η0 +
m−1∑
k=0
zTkkzkµk + z˜Tmmz˜mµm +
N∑
k=m+1
z˜Tkkz˜kµk
= ηT0 (0η0 − q0)+ ηTmqm +
(
η˜m
q˜m
)T( CTmη˜m+1
DTmη˜m+1 +Amη˜m +Bmq˜m
)
µm
= ηTmqm +
(
ηm
qm − c
)T ( 0
η˜m
)
= ηTmqm + (qm − c)T(−ηm) = ηTmc  0.
(Note that the above computation holds also for m = N .) Since I  0, we must
have I(z˜) = 0, i.e., z˜ is optimal for I. Thus, by using the (M0 :M1)-normality
and Theorem 4(ii), there exists a unique p˜ = {p˜k}N+1k=0 such that (η˜, p˜) solves (S)
and (
p˜0−p˜N+1
)
= 
(
η˜0
η˜N+1
)
+Mγ˜ =
(
0η˜0 +M0γ0
M1γ1
)
,
where γ˜ = (γ0
γ1
)
. Since η˜k ≡ 0 on [m+ 1, N + 1], we have that (0, p˜) solves (S) on
[m+ 1, N] and −p˜N+1 =M1γ1, so that the strong (I :M1)-normality on [m+ 1,
N + 1] yields p˜k ≡ 0 for all k ∈ [m+ 1, N + 1]. In particular, (η˜N+1, p˜N+1) =
(0, 0), i.e., η˜k = p˜k ≡ 0 on J ∗. This contradicts η˜m = ηm /= 0. Suppose now that
(N,N + 1] is strictly conjugate to 0, i.e., there exists a solution z = (η, q) of (S)
with M0η0 = 0, q0 = 0η0 +M0γ, ηn /= 0, ηN+1 = µNBNc, and ηTNc < 0. If
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we define z˜ by (38), then the above computation for I(z˜) yields I(z˜) = ηTNc < 0,
which is a contradiction. Finally, let z = (η, q) solve (S) with M0η0 = 0, q0 =
0η0 +M0γ, and M1ηN+1 = 0. Then z is admissible and, by Remark 10, we
have 0  I(z)= ηT00η0 + ηTN+11ηN+1 + ηTN+1qN+1 − ηT0 q0 = ηTN+1(1ηN+1 +
qN+1). 
Remark 17. Let us point out that the concept of conjugate intervals to 0 that ap-
pears in the above necessary condition for I  0 (and also in Theorem 5) is the
proper concept when the right endpoint is fixed, i.e., M1 = I . When both endpoints
vary (separately), the conjugate intervals condition should be replaced by a cou-
pled intervals condition, as it is known in the continuous-time setting [28–30]. The
characterization of I  0 and I > 0 in terms of the nonexistence of such coupled
intervals with 0 was derived for the discrete calculus of variations with variable
endpoints by the authors in [21]. (Observe that in the calculus of variations case
the equation of motion is ηk/µk = uk, i.e., Ak = 0 and I + µkAk is invertible.
This means that (S) is a Hamiltonian system and I = 2F2.) The coupled intervals
condition for discrete control problems with variable endpoints is still an important
open problem, which will be addressed in a separate work.
In view of the equivalence between the nonexistence of conjugate intervals to 0,
no focal points of the natural conjoined basis Z¯ = (X¯, U¯ ), and the solvability of
the implicit Riccati equation in Theorem 5, the assumptions of Theorem 8 imply
that Z¯ has no focal points in (0, N] and that (27) has a symmetric solution W¯k on
[0, N] satisfying (28) on [0, N − 1]. As we shall see next, we can strengthen this
conclusion, still under one-sided strong normality, to no focal points in (0, N] and
X¯k invertible for all k ∈ [1, N]. This enables us to formulate a necessary condition
for I  0 also in terms of the explicit Riccati equation (R).
Theorem 9. Suppose that (S) is strongly (M0 : I )-normal on [0, m+ 1] for all
m ∈ [0, N − 1]. Then I  0 implies each of the following conditions:
(i) The conjoined basis Z¯ = (X¯, U¯ ) of (S) given by the initial conditions (24) has
no focal points in (0, N], X¯k is invertible for all k ∈ [1, N], and satisfies (25).
(ii) The explicit Riccati equation (R), k ∈ [1, N − 1], has a symmetric solution W¯k
on [0, N] satisfying P¯k  0, defined by (28), for all k ∈ [0, N − 1], and
R[W¯ ]0(I −M0) = 0, W¯0 = 0, M0P¯0 = P¯0M0 = 0.
Moreover, I + µk(Ak +BkW¯k) is invertible and P¯k = [I + µk(Ak +
BkW¯k)]−1Bk  0 for all k ∈ [1, N − 1]. In addition, W¯k can be extended to
N + 1 so that
1 + W¯N+1  0 on KerM1 ∩ Im X¯N+1.
Proof. The proof is similar to the proof of [20, Theorems 6 and 7]. 
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Remark 18. (i) The proof of Theorem 9(i) shows that, no matter whether zˆ is ad-
missible or not, the conditions I1(zˆ) = 0, (M0 :M1)-normality on J ∗, and strong
(M0 : I )-normality on [0, m+ 1] for all m ∈ [0, N − 1] imply that zˆ satisfies the
second equation of (S) and the transversality conditions q0 = 0η0 +M0γ0
and −qN+1 = 1ηN+1 +M1γ1.
(ii) If we take zˆ admissible, then the conditions in part (i) of this remark imply
that zˆ solves the problem (BP) from Section 4.
Remark 19. We used in the proof of Theorem 9(i) the fact that the reachable set
Rk+1 = Rn if (S) is strongly (M0 : I )-normal on [0, m+ 1] for all m ∈ [0, N − 1].
For the case when (S) is a Hamiltonian system, i.e., when I + µkAk is invertible,
then the equation of motion can also be solved for ηk in terms of ηk+1. In this case,
we can also use the strong (I :M1)-normality on [m,N + 1] for all m ∈ [1, N] to
obtain the same conclusion, namely Rk+1 = Rn.
6. Discrete quadratic functionals: joint endpoints
In this section we consider the discrete quadratic functionalIwith general bound-
ary conditions in the form M
(
η0
ηN+1
) = 0. By augmenting the problem into double
dimension, we transform I into discrete quadratic functionals I∗ and I# with sep-
arable endpoints, to which the previous results from Theorems 5–9 are applied. The
original boundary condition M
(
η0
ηN+1
) = 0 and the endpoints cost are moved either
to N + 1 or to 0.
6.1. Weighted right endpoint—positivity of I
The problem is augmented and the boundary conditions are moved to N + 1.
Define 2n× 2n-matrices ∗0, ∗1,A∗k,B∗k,C∗k,D∗k,M∗0,M∗1, and 4n× 4n-matrices
K∗,J∗,S∗k by the following:
∗0 := 0, ∗1 := , M∗1 :=M,
A∗k :=
(
0 0
0 Ak
)
, B∗k :=
(
0 0
0 Bk
)
, C∗k :=
(
0 0
0 Ck
)
,
D∗k :=
(
0 0
0 Dk
)
, M∗0 =
1
2
(
I −I
−I I
)
, K∗ :=
(
0 0
I 0
)
,
J∗ :=
(
0 I
−I 0
)
, S∗k :=
(
A∗k B∗k
C∗k D∗k
)
.
Note that KerM∗0 = Im
(
I
I
)
and that I + µkS∗k is symplectic. Consider the aug-
mented symplectic system
R. Hilscher, V. Zeidan / Linear Algebra and its Applications 367 (2003) 67–104 93
z∗k
µk
=S∗kz∗k, k ∈ J, (S∗)
and the corresponding discrete quadratic functional
I∗(z∗) := (η∗N+1)T ∗1 η∗N+1
+
N∑
k=0
(z∗k)T
{
(S∗k)TK∗ +K∗S∗k + µk(S∗k)TK∗S∗k
}
z∗kµk
subject to admissible z∗ = (η∗, q∗), i.e., z∗ satisfies η∗k/µk =A∗kη∗k +B∗kq∗k , k ∈
J, and the separated boundary conditions
M∗0η∗0 = 0, M∗1η∗N+1 = 0. (39)
Remark 20. (i) A pair z∗ = (η∗, q∗) is admissible for I∗ iff η∗k =
(
η0
ηk
)
for all
k ∈ J ∗, q∗k =
(
βk
qk
)
, for all k ∈ J, and M( η0
ηN+1
) = 0, where z = (η, q) is admissible
for I.
(ii) A pair z∗ = (η∗, q∗) is a solution of (S∗) iff η∗k =
(
α
ηk
)
, q∗k =
(
β
qk
)
, k ∈ J ∗,
where z = (η, q) is a solution of (S).
(iii) A pair Z∗ = (X∗, U∗) is a (matrix) solution of (S∗) iff
X∗k =
(
K L
Xk X˜k
)
, U∗k =
(
M N
Uk U˜k
)
, k ∈ J ∗,
where Z = (X,U) and Z˜ = (X˜, U˜ ) are solutions of (S). The constant matrices
K,L,M,N are determined by the initial conditions Z∗0 .
Lemma 4. The following statements relate I∗ and I:
(i) I∗ > 0 over (39), η∗ ≡ 0 iff I > 0 over M( η0
ηN+1
) = 0, η ≡ 0.
(ii) I∗  0 over (39) iff I  0 over M( η0
ηN+1
) = 0.
Proof. The relation between admissible pairs z = (η, q) and z∗ = (η∗, q∗) is given
in Remark 20(i). For those admissible z and z∗, a short computation yieldsI∗(z∗) =
I(z). Hence, I∗ > 0 iff I > 0 and I∗  0 iff I  0. 
The augmented Riccati equation has the form
R∗[W ∗]k := −W
∗
k
µk
+ C∗k +D∗kW ∗k −W ∗k+1
(
A∗k +B∗kW ∗k
) = 0. (R∗)
The next theorem generalizes [5, Theorems 1 and 2], where the positivity
of I is characterized in terms of an augmented conjoined basis of (S∗) and the
final inequality boundary condition of the Riccati type, using a controllability (or
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KerM ⊆ ImX∗N+1) assumption. Not only we derive the boundary conditions for the
augmented conjoined basis as well as the corresponding implicit Riccati equation,
but we also remove the controllability assumption by restricting the Riccati equation
onto a subspace. Note that, when specialized to separable endpoints, Theorem 10
below does not yield the result of Theorem 5. It is worth mentioning that the con-
trollability assumption was also removed in a corresponding result presented in [7,
Theorem 2.3]. However, in the latter reference, only linear Hamiltonian difference
systems are considered and furthermore, the endpoint constraint of the augmented
conjoined basis has only the same form as in [5].
Theorem 10. The following are equivalent:
(i) I > 0 over admissible z = (η, q) with M( η0
ηN+1
) = 0 and η ≡ 0.
(ii) No solution z = (η, q) of (S) with η0 = 0 has any generalized zero in (0, N +
1], and every solution z = (η, q) of (S) withM( η0
ηN+1
) = 0 and ( η0
ηN+1
)
/= 0 sat-
isfies(
η0
ηN+1
)T{

(
η0
ηN+1
)
+
(−q0
qN+1
)}
> 0.
(iii) The principal solution Zˆ = (Xˆ, Uˆ ) of (S), i.e., Zˆ = (Xˆ0, Uˆ0) = (0, I ), has no
focal points in (0, N + 1] and the 2n× 2n-matrices
Xˆ∗k :=
( 0 I
Xˆk X˜k
)
, Uˆ∗k :=
(−I −I
Uˆk U˜k
)
, (40)
where (X˜, U˜ ) solves (S) with Z˜ = (X˜0, U˜0) = (I, I ), satisfy
(Xˆ∗N+1)T(Xˆ∗N+1 + Uˆ∗N+1)  0 on KerMXˆ∗N+1, (41)
Ker (I −M)(Xˆ∗N+1 + Uˆ∗N+1) ∩ KerMXˆ∗N+1 ⊆ Ker Xˆ∗N+1.
(iv) The augmented implicit Riccati matrix equation
R∗[Wˆ ∗]k
(
I 0
k,0 GkQk
)
= 0 on KerM
(
I 0
N+1,0 GN+1
)
, (42)
k ∈ J, has a symmetric solution
Wˆ ∗k =
(
 
 Wˆk
)
on J ∗
satisfying
Pˆk := Bk + µk(DTk −BTk Wˆk+1)Bk  0 (43)
for all k ∈ J, Wˆ ∗0 = 0, and
+ Wˆ ∗N+1 > 0 on KerM ∩ Im Xˆ∗N+1. (44)
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Proof. By Lemma 4, we need to translate the conditions of Theorem 5 for I∗ > 0.
This is done similarly as in the proof of [23, Theorem 3.2]. 
Remark 21. When a general time scales setting is considered, a part of Theorem 10,
namely, (i) ⇔ (ii) ⇔ Zˆ has no focal points in (0, N + 1] and (44), has been es-
tablished in [18, Theorem 5]. In this reference, Wˆ ∗k is constructed from a slightly
different augmented conjoined basis than Zˆ∗ = (Xˆ∗, Uˆ∗).
Lemma 5. The normality for (S∗) translates as follows:
(i) System (S∗) is (M∗0 :M∗1)-normal on J ∗ iff system (S) is M-normal on J ∗.
(ii) Let m ∈ J . System (S∗) is strongly (M∗0 : I )-normal on [0, m+ 1] iff system
(S) is (I : I )-normal on [0, m+ 1], i.e., if whenever z = (0, q) solves (S) on
[0, m], then qk ≡ 0 on [0, m+ 1].
(iii) Let m ∈ J . System (S∗) is strongly (I :M∗1)-normal on [m,N + 1] iff system
(S) is normal on [m,N + 1] in the following sense: if whenever z = (0, q)
solves (S) on [m,N] and ( β
qN+1
) =Mγ, then qk ≡ 0 on [m,N + 1] and
β = 0.
Proof. The proof is just a straightforward rewriting of the corresponding nor-
mality conditions for (S∗). Observe that z∗ = (0, q∗) solves (S∗) iff q∗k =
(
β
qk
)
,where
z = (0, q) solves (S). Moreover, q∗0 =M∗0γ ∗0 iff β = −q0, and −q∗N+1 =M∗1γ ∗1 iff( −β
−qN+1
) =Mγ, where γ := −γ ∗1 . 
The positivity of I in terms of the augmented explicit Riccati equation (R∗) is
given in the next result. As in Theorems 6 and 7, the result with the initial equality
constraint requires (M∗0 : I )-normality of (S∗) while that with the initial inequality
constraint does not.
Theorem 11. The following are equivalent:
(i) I > 0 over admissible z = (η, q) with M( η0
ηN+1
) = 0 and η ≡ 0.
(ii) There exists a conjoined basis Z∗ = (X∗, U∗) of (S∗) with no focal points in
(0, N + 1], X∗k invertible for all k ∈ J ∗, and satisfying the final inequality
constraint
(X∗N+1)T(X∗N+1 + U∗N+1) > 0 on KerMX∗N+1 (45)
and one of the initial constraints
(a) either
(
I I
I I
)
U∗0 = 0 if (S) is (I : I )-normal on J ∗, or
(b)−(X∗0)TU∗0 > 0 on Ker
(
I −I
−I I
)
X∗0 .
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(iii) There exists a symmetric solution
W ∗k =
(
 
 Wk
)
on J ∗
of the augmented explicit Riccati matrix equation (R∗) such that I + µk(Ak +
BkWk) is invertible and (33) holds for all k ∈ J, and satisfying the final
inequality constraint
+W ∗N+1 > 0 on KerM (46)
and one of the initial constraints
(a) either W ∗0 =
(
W0 −W0−W0 W0
)
if (S) is (I : I )-normal on J ∗, or
(b)−W ∗0 > 0 on Im
(
I
I
)
.
Proof. The equivalences (i) ⇔ (ii) with (45) and (ii)(a) ⇔ (iii) with (46) and (iii)(a)
follow from the application of Theorem 6 and Lemma 5(ii) toI∗ > 0, using (I : I )-
normality. The equivalences (i) ⇔ (ii) with (45) and (ii)(b) ⇔ (iii) with (46) and
(iii)(b) follow from Theorem 7 for I∗ > 0. Note that in condition (iii) the matrix
I + µk(A∗k +B∗kW ∗k ) =
(
I 0
 I + µk(Ak +BkWk)
)
is invertible iff I + µk(Ak +BkWk) is invertible, and in this case
P∗k =
(0 0
0 Pk
)
.
Moreover, for (iii)(a) we have that (I −M∗0)W ∗0 − ∗0 = 0 iff
W ∗0 =
(
W0 −W0−W0 W0
)
. 
6.2. Weighted right endpoint—nonnegativity of I
By applying the results of Theorems 8 and 9 to I∗  0 we obtain the following
statements.
Theorem 12. Suppose that (S) is M-normal on J ∗ and strongly normal on [m,
N + 1] for allm ∈ [1, N] in the sense of Lemma 5(iii). ThenI  0 overM( η0
ηN+1
) =
0 implies that every solution z = (η, q) of (S) with η0 = 0 has no generalized zero
in (0, N] and does not have a strict generalized zero in (N,N + 1]. Furthermore,
every solution z = (η, q) of (S) with M( η0
ηN+1
) = 0 satisfies(
η0
ηN+1
)T{

(
η0
ηN+1
)
+
(−q0
qN+1
)}
 0.
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Proof. The result follows from Theorem 8 and Lemma 5 for I∗  0 together
with the translation of “(m,m+ 1] is not conjugate to 0” in the proof of Theorem
10(ii). 
The necessary conditions for I  0 in terms of the principal solution Zˆ of (S)
with augmented boundary conditions and in terms of the augmented explicit Riccati
equation (R∗) is the content of the next theorem, where Pˆk is the matrix defined from
Wˆk through (18).
Theorem 13. Suppose that (S) is strongly (I : I )-normal on [0, m+ 1] for all m ∈
[0, N − 1]. ThenI  0 overM( η0
ηN+1
) = 0 implies each of the following conditions:
(i) The principal solution Zˆ = (Xˆ, Uˆ ) of (S) has no focal points in (0, N], Xˆk is
invertible for all k ∈ [1, N], and the 2n× 2n-matrices Xˆ∗k , Uˆ∗k defined by (40)
satisfy (41).
(ii) The augmented explicit Riccati equation (R∗), k ∈ [1, N − 1], has a symmetric
solution
Wˆ ∗k =
(
 
 Wˆk
)
on [0, N]
satisfying (43) for all k ∈ [0, N − 1] and
R∗[Wˆ ∗]0
(
I I
I I
)
= 0, Wˆ ∗0 = 0, Pˆ0 = 0.
Moreover, I + µk(Ak +BkWˆk) is invertible and Pˆk = [I + µk(Ak +
BkWˆk)]−1Bk  0 for all k ∈ [1, N − 1]. In addition, Wˆ ∗k can be extended
to N + 1 so that
+ Wˆ ∗N+1  0 on KerM ∩ Im Xˆ∗N+1.
Proof. The statement follows from Theorem 9 and Lemma 5(ii) for I∗  0, by
translating the relevant conditions for the conjoined basis and the Riccati equation,
as in the proof of Theorem 10(iii) and (iv). Recall that we take Zˆ∗ := Z¯∗E, where
E :=
(−I 0
I 2I
)
and Z¯∗ = (X¯∗, U¯∗)
is a solution of (S∗) with X¯∗0 = I −M∗0, U∗0 = ∗0 +M∗0. Note also that Xˆ∗k is in-
vertible iff Xˆk is invertible. 
6.3. Weighted left endpoint—positivity of I
As opposed to previous two subsections, the boundary conditions are now moved
to 0. In particular, in Corollary 1 we obtain a direct generalization of the separable
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endpoints case to joint endpoints. Such a result cannot be derived when the bound-
ary conditions in the augmented problem are moved to N + 1, as in the previous
subsection.
Define 2n× 2n-matrices #0, #1, A#k, B#k, C#k, D#k, M#0, M#1, and 4n× 4n-
matrices K#,J#,S#k by the following:
#0 := , #1 := 0, M#0 :=M,
A#k :=
(
Ak 0
0 0
)
, B#k :=
(
Bk 0
0 0
)
, C#k :=
(
Ck 0
0 0
)
,
D#k :=
(
Dk 0
0 0
)
, M#1 =
1
2
(
I −I
−I I
)
, K# :=
(0 0
I 0
)
,
J# :=
( 0 I
−I 0
)
, S#k :=
(
A#k B
#
k
C#k D
#
k
)
.
Note that I + µkS#k is symplectic. Consider the augmented symplectic system
z#k
µk
=S#kz#k, k ∈ J, (S#)
and the corresponding discrete quadratic functional
I#(z#) := (η#0)T #0 η#0
+
N∑
k=0
(z#k)
T{(S#k)TK# +K#S#k + µk(S#k)TK#S#k}z#kµk
subject to admissible z# = (η#, q#), i.e., z# satisfies z#k/µk =A#kη#k +B#kq#k ,
k ∈ J, and the separated boundary conditions
M#0 η
#
0 = 0, M#1 η#N+1 = 0. (47)
Remark 22. (i) A pair z# = (η#, q#) is admissible for I# iff η#k =
(
ηk
ηN+1
)
for all
k ∈ J ∗, q#k =
(
qk
βk
)
, for all k ∈ J, and M( η0
ηN+1
) = 0, where z = (η, q) is admissible
for I.
(ii) A pair z# = (η#, q#) is a solution of (S#) iff η#k =
(
ηk
α
)
, q#k =
(
qk
β
)
, k ∈ J ∗,
where z = (η, q) is a solution of (S).
(iii) A pair Z# = (X#, U#) is a (matrix) solution of (S#) iff
X#k =
(
Xk X˜k
K L
)
, U#k =
(
Uk U˜k
M N
)
, k ∈ J ∗,
where Z = (X,U) and Z˜ = (X˜, U˜ ) are solutions of (S). The constant matrices
K,L,M,N are determined by the initial conditions Z#0.
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Lemma 6. The following statements relate I# and I:
(i) I# > 0 over (47), η# ≡ 0, iff I > 0 over M( η0
ηN+1
) = 0, η ≡ 0.
(ii) I#  0 over (47) iff I  0 over M( η0
ηN+1
) = 0.
Proof. For admissible z and z# we have I#(z#) = I(z). Thus, I# > 0 iff I > 0
and I#  0 iff I  0. 
The augmented Riccati equation has the form
R#[W #]k := −W
#
k
µk
+ C#k +D#kW #k −W #k+1(A#k +B#kW #k ) = 0. (R#)
Theorem 14. The following are equivalent:
(i) I > 0 over admissible z = (η, q) with M( η0
ηN+1
) = 0 and η ≡ 0.
(ii) No solution z = (η, q) of (S) with M(η00 ) = 0, (q0β ) = (η00 )+Mγ for some
β ∈ Rn, γ ∈ R2n, has any generalized zero in (0, N + 1], and every solution
z = (η, q) of (S) with M( η0
ηN+1
) = 0, (q0
β
) = ( η0
ηN+1
)+Mγ, and ηN+1 /= 0
for some β ∈ Rn, γ ∈ R2n, satisfies
ηTN+1(β + qN+1) > 0.
(iii) The conjoined basis Z¯# = (X¯#, U¯#) of (S#) given by the initial conditions
X¯#0 = I −M, U¯#0 = +M (48)
has no focal points in (0, N + 1] and satisfies
(X¯#N+1)TU¯#N+1  0 on Ker
(
I −I
−I I
)
X¯#N+1, (49)
Ker
(
I I
I I
)
U¯#N+1 ∩ Ker
(
I −I
−I I
)
X¯#N+1 ⊆ Ker X¯#N+1.
(iv) The augmented implicit Riccati matrix equation
R#[W¯ #]k
[(
k,0 0
0 I
)
(I −M)
(
GkQk
0
)]
= 0
on Ker
((
N+1,0 −I
)
(I −M) GN+1
)
, (50)
k ∈ J, has a symmetric solution
W¯ #k =
(
W¯k 
 
)
on J ∗
satisfying (28) for all k ∈ J, W¯ #0 = , and
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W¯ #N+1 > 0 on Im
(
I
I
)
∩ Im X¯#N+1.
Proof. By Lemma 6, we need to translate the conditions of Theorem 5 for I# > 0.
The details are here omitted. 
Remark 23. Note that the augmented implicit Riccati equation (50) acts on the pairs(
α#
q
)
, where α# ∈ R2n. In Theorem 10, we were able to reduce the corresponding
augmented implicit Riccati equation (42) to pairs (α
q
)
, where α ∈ Rn. The reason
why (50) cannot be reduced to (α
q
)
resides in the fact that we have only one implicit
Riccati equation for the separable endpoints, as opposed to two equivalent implicit
Riccati equations for the Hamiltonian case (see Remark 13).
Next we show that Theorem 14 is a direct extension of the separable endpoints
case (Theorem 5).
Corollary 1 (Separated boundary conditions). If the boundary conditions are sepa-
rated, i.e., if M and  are given by (14), then Theorem 14 reduces to Theorem 5.
Proof. Let M and  be given by (14). We translate the conditions of Theorem 14.
The proof consists of straightforward computations, which are rather lengthy and
technical. Therefore, they are omitted. 
The characterization of the positivity of I in terms of the augmented explicit
Riccati equation (R#) is given in the next theorem. We need first the following
lemma.
Lemma 7. The normality for (S#) translates as follows:
(i) System (S#) is (M#0 : I )-normal on J ∗ iff system (S) is M-normal on J ∗.
(ii) Let m ∈ J . System (S#) is strongly (M#0 : I )-normal on [0, m+ 1] iff system (S)
is normal on [0, m+ 1] in the following sense: if whenever z = (0, q) solves (S)
on [0, m] and (q0
β
) =Mγ, then qk ≡ 0 on [0, m+ 1] and β = 0.
(iii) Let m ∈ J . System (S#) is strongly (I :M#1)-normal on [m,N + 1] iff system
(S) is (I : I )-normal on [m,N + 1], i.e., if whenever z = (0, q) solves (S) on
[m,N], then qk ≡ 0 on [m,N + 1].
Proof. The proof is just a straightforward rewriting of the corresponding normal-
ity conditions for (S#). Observe that z# = (0, q#) solves (S#) iff q#k =
(
qk
β
)
, where
z = (0, q) solves (S). Moreover, q#0 =M#0γ #0 iff
(
q0
β
) =Mγ, where γ := γ #0 , and
−q#N+1 =M#1γ #1 iff β = −qN+1. 
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Remark 24. Note that the normality in Lemma 7(ii) with m = N is stronger than
the usual M-normality, where β = −ηN+1.
Theorem 15. The following are equivalent:
(i) I > 0 over admissible z = (η, q) with M( η0
ηN+1
) = 0 and η ≡ 0.
(ii) There exists a conjoined basis Z# = (X#, U#) of (S#) with no focal points
in (0, N + 1], X#k invertible for all k ∈ J ∗, and satisfying the final inequality
constraint
(X#N+1)TU#N+1 > 0 on Ker
(
I −I
−I I
)
X#N+1 (51)
and one of the initial constraints
(a) either (I −M)(X#0 − U#0 ) = 0 if (S) is normal on J ∗ in the sense of
Lemma 7(ii), or
(b) (X#0)T(X#0 − U#0 ) > 0 on KerMX#0 .
(iii) There exists a symmetric solution
W #k =
(
Wk 
 
)
on J ∗
of the augmented explicit Riccati matrix equation (R#) such that I + µk(Ak +
BkWk) is invertible and (33) holds for all k ∈ J, and satisfying the final in-
equality constraint
W #N+1 > 0 on Im
(
I
I
)
(52)
and one of the initial constraints
(a) either (I −M)W #0 −  = 0 if (S) is normal on J ∗ in the sense of Lemma
7(ii), or
(b) −W #0 > 0 on KerM.
Proof. The equivalences (i) ⇔ (ii) with (51) and (a) ⇔ (iii) with (52) and (a) fol-
low from the application of Theorem 6 to I# > 0, using normality from Lemma 7.
The equivalences (i) ⇔ (ii) with (51) and (b) ⇔ (iii) with (52) and (b) follow from
Theorem 7 for I# > 0. Note that in condition (iii) the matrix
I + µk(A#k +B#kW #k ) =
(
I + µk(Ak +BkWk) 
0 I
)
is invertible iff I + µk(Ak +BkWk) is invertible, and in this case
P#k =
(
Pk 0
0 0
)
. 
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6.4. Weighted left endpoint—nonnegativity of I
Now we apply Theorems 8 and 9 to I#  0 to obtain the necessary conditions
for I  0 in terms of the nonexistence of conjugate intervals to 0 for (S#), the aug-
mented conjoined basis Z¯#, and the augmented explicit Riccati equation (R#).
Theorem 16. Suppose that (S) is M-normal on J ∗ and strongly (I : I )-normal on
[m,N + 1] for all m ∈ [1, N]. Then I  0 over M( η0
ηN+1
) = 0 implies that every
solution z = (η, q) of (S) withM(η00 ) = 0, (q0β ) = (η00 )+Mγ, has no generalized
zero in (0, N] and does not have a strict generalized zero in (N,N + 1]. Further-
more, every solution z = (η, q) of (S) with M( η0
ηN+1
) = 0, (q0
β
) = ( η0
ηN+1
)+Mγ,
satisfies
ηTN+1(β + qN+1)  0.
Proof. The result follows from Theorem 8 and Lemma 7 for I#  0 together
with the translation of “(m,m+ 1] is not conjugate to 0” in the proof of Theorem
14(ii). 
Theorem 17. Suppose that (S) is strongly normal on [0, m+ 1] for all m ∈ [0,
N − 1] in the sense of Lemma 7(ii). Then I  0 over M( η0
ηN+1
) = 0 implies each of
the following conditions:
(i) The conjoined basis Z¯# = (X¯#, U¯#) of (S#) given by (48) has no focal points in
(0, N], X¯#k is invertible for all k ∈ [1, N], and satisfies (49).
(ii) The augmented explicit Riccati equation (R#), k ∈ [1, N − 1], has a symmetric
solution
W¯ #k =
(
W¯k 
 
)
on [0, N]
satisfying (28) for all k ∈ [0, N − 1] and
R#[W¯ #]0(I −M) = 0, W¯ #0 = , (I −M)
(
I
0
)
P¯0 = 0.
Moreover, I + µk(Ak +BkW¯k) is invertible and P¯k = [I + µk(Ak +
BkW¯k)]−1Bk  0 for all k ∈ [1, N − 1]. In addition, W¯ #k can be extended to
N + 1 so that
W¯ #N+1  0 on Im
(
I
I
)
∩ Im X¯#N+1.
Proof. The statement follows from Theorem 9 and Lemma 7(ii) for I#  0, by
translating the relevant conditions for the conjoined basis and the Riccati equation,
as in the proof of Theorem 14(iii) and (iv). 
R. Hilscher, V. Zeidan / Linear Algebra and its Applications 367 (2003) 67–104 103
When the endpoints of I are separable, the translation of the strong normality
used in Theorem 17 gives a stronger type of normality than the one used in Theo-
rem 9. In particular, it forces M1 = 0 (free right endpoint). This can be expected
from the equations
X¯#k =
(
X¯k 0
0 I −M1
)
, U¯#k =
(
U¯k 0
0 1 +M1
)
, (53)
k ∈ J ∗, where Z¯ = (X¯, U¯ ) is a solution of (S) given by (24). Formula (53) fol-
lows from Remark 22(iii) and the initial conditions (48). In (53) we can see that
X¯#k is invertible iff both X¯k and I −M1 are invertible, which is indeed achieved
if M1 = 0. Thus, to the contrary with Corollary 1, Theorem 17 does not provide a
direct generalization of the separable endpoints to joint endpoints.
Corollary 2. If the endpoints of I are separated, i.e., if (14) holds, then Theo-
rem 17 reduces to Theorem 9 with M1 = 0.
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