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Abstract  - In this paper, we report the results of 
some experiments on image classification and data 
fusion of remote sensing images, as part of ongoing 
efforts at the CVIP to develop a general strategy for 
the analysis of multimodality imaging. Statistical and 
Fuzzy logic approaches have been employed in these 
experiments. In all, six different algorithms for image 
classification, and an image fusion algorithm have 
been implemented and evaluated on common data 
sets. These algorithms are: 1) Supervised Parametric 
Bayes Classifier; 2) Non-parametric Bayesian 
Classifier using the Parzen density estimate; 3) 
Maximum a posteriori classification using the k-
nearest neighbors (k-NN) approach; 4) MAP 
Estimation using Markov random field modeling; 5) 
a Fuzzy logic approach; and 6) a novel discriminate 
function classifier. The MAP segmentation of the 
regions in the image has been implemented using the 
Iterated Conditional Mode (ICM) optimization 
method. This approach provided the best results, in 
terms of the minimum probability of error and best 
reliability. A novel decision fusion algorithm, based 
on the a priori class conditional probability, has been 
applied to the classifiers’ output. 
 
Key words: Image Classification, Bayes Classifier, 
MAP Segmentation, Fuzzy logic, Data fusion, Remote 
Sensing. 
 
1   Introduction 
Multispectral and hyperspectral remote sensing 
exploit the fact that all materials reflect, absorb, and 
emit electromagnetic energy, at specific wavelengths, 
in distinctive patterns (spectral signatures) related to 
their molecular compositions. Remote sensing data 
analysis techniques are developed to utilize those 
  spectral signatures to classify different patterns of 
the scene (e.g., [1-3]).  
 
Information extraction techniques for remote sensing 
data fusion is a process whereby data from various 
modalities (at possibly different orientations) are 
merged to provide a more complete description of a 
scene or object under identification. Multimodality 
data fusion means that combining complementary or 
redundant information from various sensors, which 
use different imaging principles to measure different 
physical properties of a scene [4]. For example, 
Landsat or AVIRIS sensors provides spectral or color 
information of an imaged terrain area, while a laser 
radar (LADAR) provides the height information of 
that area. The fusion of the data from those sensors 
can produce a full 3-D model of the imaged scene. 
 
At the CVIP Lab, we have an ongoing effort that 
aims at developing a strategy for the analysis of 
multimodality image information. This strategy 
involves image classification, registration and fusion. 
These models are intended for use in urban planning, 
pollution control, and target identification.  
 
This paper focuses on evaluating a number of 
classical approaches for image classification and 
decision fusion. A decision fusion methodology is 
introduced to combine the results of multiple 
classifier results. 
 
A typical outline for statistical-based image 
segmentation is as follows (e.g., [5]): The observed 
image process G is modeled as a composite of two 
random processes, a high level process G
h and a low 
level process G
l , that is, G = (G
h , G
l). Each of the 
three processes is a random field defined on the same 
lattice S. The high level process (the labeling or 
coloring process) G
h  is used to characterize the 
spatial clustering of pixels into regions. The low level 
process (pixel process) G
l  describes the statistical 
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dependence of pixel gray level values in each region. 
Let the number of regions in the scene be R, the 
number of possible gray levels be q. The processes 
G
h and G
l are discrete parameter random fields with 
state spaces defined as follows: 
Ξ
h = { ξ
h : ξ
h ∈ [c1 ,cR ]},       (1)                                   
   Ξ
l = { ξ
l : ξ
l∈ [0, q − 1]},     (2)
  
where R is the number of regions (with colors or 
labels c1 ,c2 ,⋅ ⋅⋅,cR ) and q is the number of possible 
gray levels in a particular region (e.g., 256). The 
observed image g  can be described as follows: 
Consider a region type k. The gray level value at 
pixel s ∈ S of the observed image g equals that of 
region type k, that is, 
 
gs = gs
l    if     gs
h = qk   ,  s ∈ S,  k ∈ [1, R]. (3) 
    
The MAP segmentation involves the determination of  
g
h that maximizes P(G
h = g
h |G = g) with respect to g
h 
. By Bayes’ rule, 
 
P(G
h = g
h |G = g) = 
 [P(G= g|G
h= g
h)P(G
h= g
h)]/P(G= g)            (4)                     
 
Since the denominator of Eq. (4) does not affect the 
optimization, the MAP segmentation can be obtained, 
equivalently, by maximizing the numerator of Eq. (4) 
or its natural logarithm; that is, we need to find 
^
g
h  
which maximizes 
Γ(G,G
h)= lnP(G= g|G
h= g
h)+ lnP(G
h= g
h).         (5)     
                          
The first term of Eq (5) is the likelihood due to the 
low level process and the second term is due to the 
high level process. Based on the models of the high 
level and low level processes, the MAP estimate can 
be obtained.  
 
The above setup can be readily adapted to the 
problem of segmenting a mutlispectral or 
hyperspectral image. In this paper, we use first order 
Gibbs-Markov model for the high level process, and 
a 7
th order (seven-dimensional) Gaussian model for 
the low level process. Note that the Landsat data used 
in this paper are all seven bands. A seven 
dimensional column vector composed of the 
intensities of the seven bands will represent the 
pixel’s intensity. The ICM model will be used to 
carry out the optimization in the MAP algorithm. 
 
Despite the enormous progress in the analysis of 
remote sensing imagery over the past three decades, 
still much is desired in the area of image 
classification. No specific algorithm is known to 
provide accurate results under all circumstances. Data 
fusion approaches can be employed over a set of 
classification approaches, in the hope of combining 
the best of what each approach provides. 
2 Classification Algorithms 
 2.1 Bayes Classifier  
Bayes rule classifier is a commonly supervised 
classification algorithm used with remote sensing. 
The approach that is evaluated in this paper, uses 
Bayes’ theorem for the Maximum Likelihood (ML) 
decision rule (e.g., [6]). The algorithm is summarized 
below. 
 
Let the spectral classes for an image scene be 
represented by ] , 1 [ , C i wi ∈ , where C is the total 
number of classes (or categories).  To determine the 
class i w to which a pixel (or feature vector, in 
general)  x  belongs, the corresponding conditional 
probabilities 
] , 1 [ ), / ( C i w P i ∈ x      (6) 
are to be considered.  The Landsat images used in 
this paper are all seven bands. The pixel (or feature 
vector)  x  is a column vector (of length d=7).  The 
probability  ) / ( x i w P gives the likelihood that the 
correct class is  i w for the pixel x .  Classification is 
performed according to:   if wi ∈ x  
i j all for w P w P j i ≠ > ) / ( ) / ( x x  (7) 
This is can be rewritten in terms of class conditional 
densities,  ), / ( i w p x  as:   if wi ∈ x  
   i j all for w P w p w P w p j j i i ≠ > ) ( ) / ( ) ( ) / ( x x  (8) 
 
Where  ) ( i w P is the a priori probability of class i w . 
 To implement rule Eq (8), there are two issues to be 
considered. The first issue is the a priori probability 
of each class. Fortunately, this issue is not a critical 
matter since it can be estimated from the design data 
set or it can be assumed to be equal for all classes. 
The second and major issue is to estimate the class 
conditional probability  ), / ( i w p x for each class. 
There are two main directions that are usually 
considered to estimate ) / ( i w p x ;  parametric and 
non-parametric estimation.  
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2.1.1  Parametric Estimation  
In this approach, an a priori form of the class 
conditional density  ) / ( i w p x  is assumed; the 
parameters in this density are to be estimated. The 
design data are used to estimate these parameters. 
 
In the Gaussian case, which we assumed in our 
implementation,  ) / ( i w p x is assumed to be 
multidimensional Gaussian distribution function. So, 
the only parameters needed to fully description of 
) / ( i w p x  are the covariance  matrix  Σ and the 
mean vectorµ. There are many approaches in the 
literature to estimate these two parameters. One of 
the most common approaches is the maximum 
likelihood estimator [6], which is used in our 
implementation. The algorithm used is as follows: 
Algorithm 1: 
Step 1) Group the design set into C clusters 
(classes).  
Step 2) From the design set estimate the a priori 
probability for each class as the ratio of the 
size of its cluster to the size of the whole 
design set.   
Step 3) Estimate the Gaussian distribution 
parameters (µ and Σ) for each class. 
Step    4) For each pixel (feature vector) x in the test 
set evaluate Eq. (3). The pixel is classified 
according to the class having the highest a 
posteriori probability among all classes. 
Step  5) Estimate the error rate by counting the 
misclassified samples among the test set. 
2.1.2 Non-Parametric Estimation using 
Parzen Window 
In the non-parametric approach, no a priori structural 
form is assumed for ) / ( i w p x . Let’s assume that 
n is the size of design set given to 
estimate ) / ( i w p x . The Parzen window approach 
[7] calculates the number of samples in a region  n ℜ  
of volume  n V around each feature vector. This region 
may be taken as a d-dimensional hypercube. An 
analytical expression for the number of samples, n K , 
falling in that hypercube can be obtained from the 
following equation: 
∑
=  


 

 −
=
n
i n
i
n h
K
1
x x
ϕ     (9) 
where  n h is the length of an edge of that hypercube. 
And  ) / ) (( n i h x x − ϕ is a windowing function; thus 
its value equals to unity if  i x  falls in the hypercube. 
The Parzen estimate for the class conditional density 
has the following form: 
     
n
V K
w p
n n
i n
/
) / ( = x    (10) 
In our implementation we use a unit hyper-sphere of 
radiusr .  The algorithm used is as follows: 
Algorithm 2: 
Step 1) Initialize the radius of the hyper-sphere. 
Step 2) For each sample in the test set, obtain the 
values of  n K for the different classes.  
Step 3) Estimate ) / ( i n w p x from Eq (10) for the 
different classes.. 
Step 4) Classify a test sample according to Eq (7), 
using the estimates in step 3.  
Step 5) Estimate the error rate as in Algorithm 1. 
2.2 Voting k-Nearest Neighbor Classifier 
The k-Nearest neighbor approach (e.g., [6]) directly 
estimates the a posteriori probabilities (/ ) i Pw x in Eq. 
(7).  Assuming a cell of volume V around the point 
x that is to be classified. Let, this cell contains k  
samples,  i k  from  i w . An estimate for the joint 
probability  ) / ( i w p x is obtained by: 
          
V
n k
w p
i
i n
/
) , ( = x ,                 (11) 
and the estimate for  (/ ) i Pw x  is obtained by: 
    
1
(, )
(/)
(, )
ni i
ni C
nj j
p wk
Pw
k pw =
==
∑
x
x
x
 (12) 
The k-Nearest neighbor rule works is that, it classifies 
a point x  by assigning it to the class that is most 
frequently represented among the k nearest samples. 
The algorithm used is as follows: 
Algorithm 3: 
Step 1) Initializek , the size of the nearest neighbor 
set.  
Step 2) For a sample of the test set, obtain the 
distances between it and all the samples in 
the design set, call them the distances set. 
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Step 3) Consider the subset of size k  with the 
minimum values among the distances set, 
call it the nearest neighbor set. 
Step 4) Classify a test sample by assigning it to the 
majority class in the nearest neighbor set. 
Step 5) Estimate the error rate. 
2.3 Maximum a Posteriori Probability (MAP) 
Classification using the ICM Algorithm 
The ICM (Iterated Conditional Modes) is a relaxation 
algorithm to find a local maximum (mode) [8]. The 
algorithm assumes that the classes of all neighbors of 
a pixel (vector) x  are known.  The high level process 
is assumed to be formed of C-independent processes. 
We will model each of C processes by a first order 
Gibbs-Markov random field.  That is,  
) exp(
1
) / ( m
Z
b w P i λ − =    (13) 
where b is the neighbor set, m is the portion of these 
neighbors belonging to class  i w . The term Z is a 
normalization factor. Since the algorithm compares 
between probabilities to find a decision, Z can be 
neglected.  The parameter λ is the clique potential – 
we’ll set it as an arbitrary negative parameter. There 
exist various approaches to estimate the clique 
potentials in the Gibbs-Markov random field 
literature (e.g., [9]).  In our experiments, we will 
select λ empirically. For example,  0 = λ corresponds 
to no dependence on the neighbors, i.e. Bayes 
classifier. With  0 > λ , the larger the value of  λ , 
the stronger is the dependence on the neighbors, and 
the more homogeneous results.  
  
If the classes of the neighbors are known, then x  can 
be classified using: 
) / ( ) / ( ) / ( k w P w p w P i i i x x α    (14) 
 where,  ) / ( k w P i is computed from Eq. (13). The 
class conditional probability  ) / ( i w p x (i.e., the low 
level process) can be estimated as discussed in 
Algorithms 1 or 2.  
 
Initially, the classes of the neighbors are not known. 
Thus a Bayes classifier is used to give an initial 
estimate of the labels of the neighbor of the pixelx . 
 
This procedure is applied to all the pixels of the 
image to constitute a single step of the ICM 
algorithm. The procedure is then iteratively applied 
until a satisfactory probability of error is attained. 
The algorithm used is as follows. 
 Algorithm 4: 
Step 1) Apply the Bayes classifier on the data set to 
obtain an initial state classified image for 
the ICM algorithm to start iterating.  
Step 2) Initialize the size k of the neighbor set 
b and the value ofλ .  
Step 3) For a sample in the image, utilize the 
spectral data to obtain  ) / ( i w p x for all the 
classes of interest.  
Step 4) From the initial state classified image, 
obtain  m for each class and substitute in 
(13) to obtain ) / ( k w P i . 
Step 5 ) Obtain  ) / ( x i w P from Eq.(14) for each 
class. 
Step 6) Classify the sample by assigning it to the 
class with the maximum ) / ( x i w P . 
Step 7) Repeat from Step 3) for all the samples of 
image. This constitutes a new initial state 
classified image for the ICM algorithm. 
Step 8) Estimate the error rate. 
Step 9) iterate from Step 3) until a satisfactory error 
rate is achieved. 
2.4 Nearest Prototype Fuzzy Classifier  
In a Prototype Classifier [10], each class is 
represented by a vector  ,[ 1 , ] c cC ∈ v .  In Nearest 
Prototype Crisp Classifier (NPCC), a test sample x 
is classified to the class with the nearest prototype 
vector c v . In other words, the distances between 
xand every prototype  c v  are calculated and the 
class of the prototype that has the least distance to the 
data, is selected, i.e.  
) , ( min arg
] , 1 [ c C c c v x δ
∈ =     (15) 
where  ) , ( c v x δ , or shortly c δ , represents the 
distance measure between x and the prototype  c v  . 
 
The fuzzification of the Nearest Prototype Classifier 
occurs by replacing the crisp distances  c δ  by the 
membership matrix U has the following properties:  
∑
∑
=
=
∈ ∀ < <
∈ ∀ = ∈ =
d
i
ic
C
c
ic ij
C c d u
d i u u
0
1
]} , 1 [ 0
]; , 1 [ 1 | ] 1 , 0 [ { U
   (16) 
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In a certain dimension, the membership value  ic u  for 
is more general than the distance between the 
component value of x and the corresponding 
component of the prototype vector c v . That is to say 
that, the Nearest Prototype Fuzzy Classifier (NPFC) 
uses the membership vales as primitives 
(components) for evaluating the distance between the 
sensed x and the prototype c v . 
By proper definition of the distance, it will 
incorporate all the distances between x  and the class 
prototypes c v . In most fuzzy classifiers, Inverse 
Distance weight (IDW) is used (e.g., [10] pp. 249] for 
evaluating  ic u  where,  
1 2
1
1
,[ 1 , ] ,[ 1 , ]
C m ic
ic
jc j
D
ui d c C
D
−
−
=

 
  =∀ ∈ ∀ ∈
   

∑   (17) 
These definitions of  ic u contain a fuzzifier value,   
m ≥ 1. In the results shown here, m is taken to be 2 
and the distance  ic D is calculated for any dimension 
] , 1 [ d i∈  as: 
  ] , 1 [ d i v x D ic i ic ∈ ∀ − =    (18)  
The algorithm is summarized as follows. 
 
 Algorithm 5: 
Step 1) From the design set, construct the prototype 
vector for each class  c v  using the mean 
values for each class cluster. 
Step 2) For a test samplex , calculate the distances 
to each prototype using Eq. (18). Then 
substitute in Eq. (17) to obtain the 
membership valuesu.  
Step 3) Calculate  c δ for each class cby summing 
up the membership values for this class in 
the different dimensions. 
Step 4) Classify xby assigning it to the class of 
minimum  c δ as in (15). 
Step 8) Estimate the error rate. 
 
 
2.5 A New Discriminant Function Classifier 
NDFC 
We introduce a new metric for classification based on 
the discriminant function in the Bayes classifier. 
Unlike the NPCC, the NDFC does not require class 
prototypes. The distance value, in Eq. (15), for a test 
sample  x  is considered to have d  components, one 
for each dimension.  For the dimension j, the distance 
is defined as follows: 
] , 1 [ ]; , 1 [ , )) ( ) / ( ( / d j C c w P w x p k c c j cj ∈ ∈ ∀ =
γ δ    (19) 
where  k  is a normalization factor. The total sum of 
these components over the all dimensions for a given 
class c  gives the new metric of the distance between 
the sample xand the prototype  c v , i.e. 
∑
=
=
d
j
cj c
1
) / 1 ( 1 δ δ       (20) 
This definition of distances describes a set of 
classifiers for different values of  γ . For 
1 k = and 1 γ = , the classifier will be equivalent to the 
Bayesian classifier that considers each dimension 
separately and sum up the inverse of the discriminant 
term  ( ) (/ ) () ic c px w Pw  for individual dimensions 
(bands), in order to obtain the final decision.  
It is also important to mention that this set of 
classifiers do not describe fuzzy classifiers, since the 
formula depends only on the considered class and not 
other classes. The exponential term γ  affects the 
selection. In this paper, γ  was selected empirically to 
be 0.25. The effect of using other γ  values is 
illustrated in the following section. The algorithm is 
summarized as follows. 
Algorithm 6: 
Step 1) From the design set, and for each class 
estimate the discriminant term for each 
dimension separately.  
Step 2) For a test samplex , calculate the values of 
the distance components for each class 
from (19).  
Step 3) Calculate  c δ for each class using (20).  
Step 4) Classify xby assigning it to the class of 
minimum  c δ . 
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Step 5) Estimate the error rate. 
3 Evaluation of the Classification 
Algorithms 
Experiments using multispectral data assessed the 
performance of each of the classification algorithms 
over two data sets.  The validation process is carried 
out using a confusion matrix approach to construct 
the classification results’ matrix (i.e. tables of 
accuracy and reliability).  This analysis gives a 
breakdown of a classifier’s accuracy and reliability 
for correctly labeling pixels in the image scene. The 
results of this system are best viewed in tabular form. 
Table 1 shows an example for confusion matrix of 
the NDFC for γ = 0.25 where a total of 3047 ground 
truth points are used for testing. 
The Accuracy (AC) of any class is defined as the 
ratio between the positively true (pixels classifies to 
be in the class and it is truly in the class) and all 
pixels that are used as ground truth of this class. The 
Reliability (RE) of any class is defined as the ratio 
between the positively true and all pixels classified as 
this class.  
 3.1 Golden Gate Bay Area 
The first experiment was carried out using real 
multispectral data for the Golden Gate Bay area of 
the city of San Francisco, CA. A 700x700 image 
scene of the Golden Gate Bay area is cropped from a 
7-band Landsat data set, Figure 1. Five classes are 
defined for this image: Trees, Streets (light urban), 
Water, Buildings (dense urban) and Earth. The 
available ground truth data for the area includes 
about 1000 points per class, which is approximately 
1% of the image scene. This data is used in part for 
training (40%) and in the other (60%) for testing the 
classifiers.  
The NDFC classifier was applied for that data with 
different  γ . Table 2 shows this effect on both the 
average accuracy and reliability. It is clear that small 
values of γ enhances the performance of the 
classifier. Based on these observations, γ  was 
selected to be 0.25 for all results shown here. 
Figure 1 shows the output of the classification 
algorithms, and Table 3 summarizes their 
performance. All algorithms produced nearly similar 
numerical performance; i.e., about 90% (or 0.9) 
accuracy and reliability. The Bayes classifier based 
on the Gaussian assumption (Algorithm 1) 
outperformed both the Non-parametric classifiers 
(NDFC and Bayes using Parzen window), This 
illustrates that the Gaussian form is a reasonable 
guess for some practical cases.  
 
The results of the k-Nearest neighbor rule provided 
the best performance at k = 3. This classifier is the 
simplest and fastest among all the other algorithms.  
 
The MAP classifier based on the ICM algorithm 
provided the best average accuracy and reliability. 
MAP segmentation is quite powerful, in general, yet 
it depends on proper modeling of the high-level and 
low-level processes.  The approach can be quite 
expensive computationally. The ICM algorithm has 
been quite effective in the experiments reported in 
this paper. 
 
3.2 Agricultural Area 
The second experiment is carried out using real 
multispectral data for an agricultural area, Figure 2. 
Nine classes are defined within this image: 
Background, Corn, Soybean, Wheat, Oats, Alfalfa, 
Clover, Hay/Grassland, and Unknown. The ground 
truth data was divided into training (40%) and testing 
(60%). Figure 2 shows the output of the algorithms. 
Table 4 shows the numerical values of accuracies and 
reliabilities. 
Table 2: Accuracy and Reliability for 
different exponent parameter γ values  
for the NDFC 
γ   Accuracy Reliability 
2 0.879  0.886 
1 0.885  0.892 
0.5 0.893  0.899 
 0.25  0.898  0.905 
0.1 0.898  0.904 
 
Table 1: An Example for the Confusion Matrix 
 
Class  Trees Streets Water  Build-
ings
  Earth AC 
 Trees  260  4  37  0  18  0.8
 Streets  0  736  0  41  4  0.9
 Water 0  0  893  0  0 1 
 Buildings  1  52  0  379  6  0.8
 Earth  2  117  0  28  469  0.7
 RE  0.989  0.81  0.96  0.846  0.944   
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The results also illustrate that the classifiers perform 
nearly the same. Classifiers performance depends on 
the nature of the data, and the separability of the 
classes. As Table 4 shows, all the classifiers 
performed well on Corn and Soybean, had moderate 
performance on Background and Wheat, and failed 
on Alfalfa and Hay/Grass. This discrepancy in the 
performance can be attributed to the fact that the 
statistical properties of Alfalfa and Hay/Grass are 
quite similar. 
4 Decision Fusion  
The purpose of decision fusion is to improve the 
overall performance of a number of decisions through 
a certain criterion (e.g., [4]). In this section we 
provide preliminary results of some ideas that we 
have been exploring for data fusion. In the first 
experiment, Bayesian decision theory was adapted to 
fuse the two classifiers BGPC and NDFC for the San 
Francisco data. We defined a risk function, for 
choosing the decision of any classifier, to be 
inversely proportional to the reliability and accuracy.  
 
We use a simple rule to improve the resulting 
accuracy and reliability.  In the case of the conflict 
between the two classifiers, where the first classifier 
decision is  i w  and the second classifier decision is 
j w ,  use the following rule:  if wi ∈ x  
12 ( ( / ) ( / )) ( ( / ) ( / )) cc c c
ii ij jj ij Pww Pww Pww Pww −>− (21)     
where  c
i w means ‘classifying as  i w ’, and the 
numbers 1 and 2 refer to the first and the second 
classifiers, respectively. These conditional 
probabilities can be estimated directly from the 
confusion matrix of the corresponding classifier 
outputs.  
 
The fusion algorithm provided an improvement of the 
classification results. For example, the lakes areas in 
Figure 1 that have been misclassified by the BGPC 
have been correctly classified. However, there was no 
substantial improvement of the resulting accuracy 
and reliability over the average values of both of the 
classifiers. 
 
The resulting accuracy and reliability for both data 
sets are given in Tables 3 and 4. The resulting images 
for fusion of both data sets are shown in Figure 1 and 
2 respectively. The images of conflicting pixels 
between classifiers for each data set are also shown in 
the color code of the selected classes according to the 
rule in Eq. (21). The fusion algorithm is summarized 
as follows: 
Algorithm 7: 
Step 1) Get the confusion matrix for the classifiers 
to be fused.  
Step 2) Use the resulting confusion matrix of each 
classifier to built a matrix for the estimation 
of the conditional probabilities 
] , 1 [ , ) / ( ( C j i w w P j i
c ∈ ∀ . 
Step 3) In the case of confliction between the 
decisions of the two classifier use Eq. (21) 
for selecting the class; otherwise select the 
agreed class 
Step 4) Estimate the error rate. 
5 Discussions and Conclusions 
We presented results for evaluating some 
methodologies for remote sensing data classification, 
and data fusion. A comparison of the various 
classification algorithms presented here show that the  
MAP classifier using the ICM provides the highest 
average accuracy and reliability and so outperforms 
all the other classifiers for the different classes. Other 
classifiers has better performance for some classes 
that its performance. We showed that using Bayesian 
decision theory, we can fuse both the BGPC classifier 
with New Discriminant Function Classifier (NDFC) 
and the result improved the classification 
performance with respect to some classes although 
the overall average performance is less than the 
performance of the BGPC classifier 
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Table 3. Classification Results Matrix for Golden Gate Bay Area 
 
Bayes,  
Gaussian 
 (BGPC) 
Bayes 
(Parzen) 
k-Nearest 
Neighbor 
 (K=3)
 
ICM (λ =-1, 
 Number of 
 iterations=2) 
NDFC
  NPFC
 
Fused 
(BGPC-  
NDFC)  Class 
AC RE  AC  RE
  AC
  RE
  AC
  RE  AC
  RE
  AC
  RE AC  RE
 
 Trees  0.99  1  0.85  1  0.89  1  0.99  0.99  0.82  0.99  0.86  0.93  0.81  1 
 Streets  0.91  0.93  0.97  0.83  0.94  0.83  0.97  0.95  0.94  0.81  0.94  0.76  0.97  0.79 
Water 0.97  1  1  0.99  1 1  1  1  1 0.96  1  0.96  1  0.96 
Buildings 0.90 0.67  0.68  0.89  0.89  0.85  0.92  0.95  0.87  0.85  0.76 0.84  0.82  0.9 
Earth 0.80  0.98  0.82  1  0.84  1 0.98  0.98  0.76  0.94  0.69  0.93  0.78  0.94 
Average 0.92   0.89    0.927    0.976    0.90    0.87    0.9   
Table 4. Classification Matrix for the Agricultural Area 
 
Bayes, 
Gaussian  
BGPC 
Bayes 
(Parzen) 
k-Nearest 
Neighbor 
 (K=3)
 
ICM (λ =-1,  
Number of 
iterations=2)
 
NDFC
  NPFC 
Fused 
(BGPC-  
NDFC)  Class 
AC RE  AC  RE
  AC
  RE
  AC
  RE
  AC
  RE
  AC
  RE
  AC
  RE
 
Background   0.52  0.51   0.37  0.51  0.46  0.51   0.75   0.90   0.35   0.61  0.23  0.41  0.30  0.74 
Corn 0.94  0.86  0.97  0.87  0.96  0.87  0.98  0.94  0.98  0.83  0.87  0.88  0.98  0.82 
Soybean 0.78  0.71  0.92  0.7  0.82  0.7  0.97  0.91  0.90  0.61  0.24  0.61  0.90  0.61 
 Wheat 0.44  0.71  0.31  0.6  0.4  0.6  0.96  0.92  0.18  0.74  0.11  0.20  0.50  0.71 
Oats 0.07  0.46  0.09  0.24  0.04  0.24  0.88  0.85  0.26  0.59  0.55  0.15  0.24  0.74 
Alfalfa 0  0  0  0  0  0  0.92  0.86  0.0  0  0.64  0.03  0  0 
Clover 0.05  0.13  0.04  0.09  0.04  0.09  0.95  0.89  0.03  0.72  0.05  0.02  0.18  0.47 
Hay/Grass 0 0 0  0.59  0.01  0.59  0.89  0.89  0 0  0.58  0.03  0 0 
Unknown  0.94   0.95  0.94   0.99  0.94  0.99  0.96  0.96  0.68  0.98  0.9  0.26  0.73  0.91 
Averaged 0.71  0.72  0.71  0.9  0.7  0.46  0.72  
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Figure 1:  Classification Results for the Golden Gate Bay Area   
  1st raw: (left   )   Original 
 (center) Gaussian-Based Bayes Classifier 
 (right  )  Parzen Window-Based Bayes Classifier 
  2nd raw:(left    )   k-Nearest Neighbor Classifier 
 (center) NPFC Classifier 
 (right  )  ICM Classifier 
  3rd raw:  (left   )  NDFC Classifier 
 (center)  Fused (Gaussian-Based Bayes and NDFC) 
 (right  )  Confliction Points Between the Fused Classifiers 
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Figure 2 : Classification Results for the Agricultural Area   
  1st raw: (left    )  Original 
 (center)  Gaussian-Based Bayes Classifier 
 (right  )   Parzen Window-Based Bayes Classifier 
  2nd raw:(left    )     k-Nearest Neighbor Classifier 
 (center) NPFC Classifier 
 (right  )  ICM Classifier 
  3rd raw: (left   )   NDFC Classifier 
 (center)  Fused (Gaussian-Based Bayes and NDFC) 
 (right  )  Confliction Points Between the Fused Classifiers 
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