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Abstract. In this paper we develop an abstract method to handle the problem of
unique continuation for the Schro¨dinger equation (i∂t+∆)u = V (x)u. In general
the problem is to find a class of potentials V which allows the unique continuation.
The key point of our work is to make a direct link between the problem and the
weighted L2 resolvent estimates ‖(−∆ − z)−1f‖L2(|V |) ≤ C‖f‖L2(|V |−1). We
carry out it in an abstract way, and thereby we do not need to deal with each of
the potential classes. To do so, we will make use of limiting absorption principle
and Kato H-smoothing theorem in spectral theory, and employ some tools from
harmonic analysis. Once the resolvent estimate is set up for a potential class,
from our abstract theory the unique continuation would follow from the same
potential class. Also, it turns out that there can be no dented surface on the
boundary of the maximal open zero set of the solution u. In this regard, another
main issue for us is to know which class of potentials allows the resolvent estimate.
We establish such a new class which contains previously known ones, and will
also apply it to the problem of well-posedness for the equation.
1. Introduction and main results
It is well known that an analytic function has a property of unique continuation
which says that it cannot vanish in any non-empty open subset of its domain of
definition without being identically zero. The property results from expanding the
function in power series because it would vanish with all its derivatives at some point
in the subset. At this point, we can relate the property to a solution of the Cauchy-
Riemann equation ∂u = 0 in R2, since it should be complex analytic. Similarly, the
same property holds for solutions to the Laplace equation ∆u = 0 in Rn, n ≥ 2, since
they are harmonic functions that are still real analytic. Now it can be asked whether
the property is shared by other partial differential equations whose solutions are not
necessarily analytic, or even smooth. It would be an interesting problem to prove the
property for such equation.
This paper is mainly concerned with the problem for solutions of the Schro¨dinger
equation
i∂tΨ(x, t) = (−∆+ V (x))Ψ(x, t) (1.1)
which describes how the wave function Ψ of a non-relativistic quantum mechanical
system with a potential V evolves over time. In principle, the unique continuation
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can be viewed as one of the non-localization properties of the wave function which
are a fruitful issue in certain interpretations of quantum mechanics.
Let us first put (1.1) in a reasonably general setting which is a differential inequality
of the form
|(i∂t +∆)u(x, t)| ≤ |V (x)u(x, t)|, (1.2)
where u : Rn+1 → C is a solution that is a function satisfying (1.2) and V : Rn → C
is a potential. From now on, we call (1.2) Schro¨dinger inequality for convenience. Let
us also make precise what we will mean by unique continuation property:
Definition 1.1. Given a partial differential equation or an inequality in Rn, we say
that it has the unique continuation property from a non-empty open subset Ω ⊂ Rn
if its solution cannot vanish in Ω without being identically zero.
The general question to ask is for which class of potentials does the unique contin-
uation hold. It has been studied for decades with a half-space Ω in Rn+1. Apart from
the case (1.2), the case of time-dependent potentials V (x, t) was mainly studied in
[22, 36, 27, 35]. The key ingredients in these works are so-called Carleman estimates1
for the operator i∂t + ∆. The first one due to Kenig and Sogge [22] is the following
estimate∥∥eβ〈(x,t),ν〉u∥∥
L
2(n+2)
n
t,x (R
n+1)
≤ C∥∥eβ〈(x,t),ν〉(i∂t +∆)u∥∥
L
2(n+2)
n+4
t,x (R
n+1)
, (1.3)
where 〈 , 〉 denotes the usual inner product on Rn+1, and the constant C is inde-
pendent of β ∈ R and ν ∈ Rn+1. Note that the special case where β = 0 becomes
equivalent to an estimate of Strichartz [41] for the inhomogeneous Schro¨dinger equa-
tion. In this regard, the later developments [17, 36, 27] have been made to extend
(1.3) to mixed norms LqtL
r
x (L
q
t (R;L
r
x(R
n)) for which the inhomogeneous Strichartz
estimate is known to hold (as in [20, 14, 44]). This made it possible to obtain the
unique continuation for potentials V ∈ LptLsx where (p, s) lies in the scaling-critical
range 2/p + n/s = 2 (see [36, 27]). In a similar manner, these works were further
extended in [35] to Wiener amalgam norms which may be of interest since they are
not allowed to possess a scaling invariance ([10]).
Unfortunately the above-mentioned Carleman estimates are no longer available
in the time-independent case (1.2). The aim of this paper is to develop an abstract
method to handle the unique continuation problem for (1.2) and to exhibit a few
useful applications of the method. One of our main contributions is to convert the
problem to that of obtaining the following resolvent estimate on weighted L2 spaces:∥∥(−∆− z)−1f∥∥
L2(|V |) ≤ C(V )‖f‖L2(|V |−1), (1.4)
where z ∈ C \ R, and C(V ) is a suitable constant depending on the potential V (x)
but it should be independent of z. At this point, it should be noted that our method
focuses more on the goal of obtaining unique continuation directly from resolvent
estimates rather than Carleman estimates.
1The Carleman method, which derives unique continuation from Carleman estimate, originated
from the pioneering work of Carleman [6] for elliptic equations.
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We shall carry out the project in a unified manner, and thereby we do not need
to deal with each of the potentials which allow (1.4). Let us first make the following
definition in which we denote A ∼ B to mean CA ≤ B ≤ CA with unspecified
constants C > 0.
Definition 1.2. We say that a potential class R is of resolvent type if there exists
a suitable function [ · ]R depending only on R itself such that the resolvent estimate
(1.4) holds with bound [V ]R.
Remark 1.3. Note that if |V1| ≤ |V2| and (1.4) holds for V2, then it also holds for V1
with C(V1) = C(V2). In this case, we take [V1]R to be less than or equal to [V2]R.
Here and thereafter, we always use the letter R to mean a potential class of
resolvent type. Once a suitable class R is set up, from our abstract theory the unique
continuation for the Schro¨dinger inequality would follow from V ∈ R. At this point,
the main issue for us is to know which class of potentials can be of resolvent type. As
we will see later, the scaling-critical Lebesgue class Ln/2, with [ · ]Ln/2 = ‖ · ‖Ln/2, is
one of such classes. In fact we establish a new and wider class which contains Ln/2,∞
and even the Fefferman-Phong class L2,p (see (2.1)) for p > (n − 1)/2, n ≥ 3. In
particular, when n = 3 it also contains the global Kato and Rollnik classes (see (2.5),
(2.6)). These will be discussed in detail in the next section as one of the cores of our
work.
Before stating our results on unique continuation, we need to set up more notation
in order to be precise. A weight2 w : Rn → [0,∞] is said to be of Muckenhoupt Ap(Rn)
class, 1 < p <∞, if there is a constant CAp such that
sup
Q cubes in Rn
(
1
|Q|
∫
Q
w(x)dx
)(
1
|Q|
∫
Q
w(x)−
1
p−1 dx
)p−1
< CAp . (1.5)
Note that w ∈ A2 ⇔ w−1 ∈ A2. Given v ∈ Rn, one may write for x ∈ Rn, x = sv+x˜,
where s ∈ R and x˜ is in some hyperplane P whose normal vector is v. We shall denote
by w ∈ Ap(v) to mean that w is in the Ap class in one-dimensional direction of the
vector v if the function wx˜(s) := w(x) is in Ap(R) with CAp uniformly in almost
every x˜ ∈ P . At first glance this notion could be more or less complicated. But, by
translation and rotation it can be reduced to the case where v = (0, ..., 0, 1) ∈ Rn and
P = Rn−1. In this case w ∈ Ap(v) means that w(x1, ..., xn−1, ·) ∈ Ap(R) in the xn
variable uniformly in almost every x˜ = (x1, ..., xn−1) ∈ Rn−1. We point out that this
one-dimensional Ap condition is trivially satisfied if w is in a more restrictive Ap(Rn)
class defined over arbitrary rectangles instead of cubes (see Lemma 2.2 in [25]). For
ν = (ν1, ..., νn, νn+1) ∈ Rn+1, we denote by ν′ the vector (ν1, ..., νn) in Rn.
Let us now state our unique continuation theorems for the Schro¨dinger inequality
|(i∂t +∆)u(x, t)| ≤ |V (x)u(x, t)| (1.6)
2It is a locally integrable function which is allowed to be zero or infinite only on a set of Lebesgue
measure zero, so w−1 is also a weight if it is locally integrable.
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where V ∈ R. There are two types of the theorems, global ones and local ones. First,
the following global theorem says that if the solution of (1.6) is supported on one
side of a hyperplane in Rn+1, then it must vanish on all of Rn+1. In other words, the
unique continuation arises globally from a half-space in Rn+1.
Theorem 1.4. Let n ≥ 2. Assume that u ∈ H1t (L2) ∩ H2x(L2) is a solution of (1.6)
with V ∈ R and vanishes in a half space with a unit normal vector ν ∈ Rn+1. Then
it must be identically zero if |V | ∈ A2(ν′) and [V ]R < ε for a sufficiently small ε > 0.
Let us give more details about the assumptions in the theorem. First, L2 =
L2 ∩ L2(|V |−1) is the solution space for which we have unique continuation, and
H1t (L2) denotes the space of functions whose derivatives up to order 1, with respect
to the time variable t, belong to L2. Similarly for H2x(L2). It should be noted that
the solution space is dense in L2. In fact, consider Dn = {x ∈ Rn : |V |−1/2 ≤ n}.
Then, for f ∈ L2 the function χDnf is contained in L2, and χDnf → f as n → ∞.
By the Lebesgue dominated convergence theorem, it follows now that χDnf → f in
L2. So, L2 is dense in L2.
Next, the smallness assumption such as [V ]R < ε is quite standard in the study
of unique continuation. In some cases of R where the assumption |V | ∈ A2(ν′) is
superfluous, it can be replaced by a more local one
sup
a∈R
lim
δ→0
[χSa,a+δ(ν′)V ]R < ε (if ν = (ν
′, 0))
which is trivially satisfied for the case R = Ln/2. Here χE denotes the characteristic
function of a set E in Rn, and for a ∈ R and a unit vector v ∈ Rn, Sa,a+δ(v) denotes
a “strip” in Rn with width δ > 0 given by
Sa,a+δ(v) := {x ∈ Rn : a < 〈x, v〉 ≤ a+ δ}.
Also, the solution space can be extended to the whole space L2 in such cases. See
Section 6 for details.
Now we turn to another type of unique continuation which is more local in nature.
First we point out that there exists a smooth potential V such that (i∂t + ∆)u =
V (x, t)u, 0 ∈ suppu, and u = 0 on {(x, t) ∈ Rn+1 : x1 < 0} in a neighborhood of the
origin. This result is from a particular case of The´ore`me 1.6 in [26] due to Lascar and
Zuily. (See also [45], p. 127, Theorem 2.10.) In this case the solution u cannot vanish
near the origin across the hyperplane {(x, t) ∈ Rn+1 : x1 = 0} because 0 ∈ suppu.
This shows that the Schro¨dinger equation does not have, as a rule, a property of
unique continuation locally across a hyperplane in Rn+1. But, our result below says
that the unique continuation can arise locally across a hypersurface on a sphere in
Rn+1 into an interior region of the sphere.
Theorem 1.5. Let n ≥ 2 and let Snr be a sphere in Rn+1 with radius r. Assume
that u ∈ H1t (L2) ∩ H2x(L2) is a solution of (1.6) with V ∈ R and vanishes on an
exterior neighborhood of Snr in a neighborhood of a point p ∈ Snr . Let ν be the unit
outward normal vector of Snr at p. Then it follows that u ≡ 0 in a neighborhood of p,
if |V | ∈ A2(ν′) and [V ]R < ε for a sufficiently small ε > 0.
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In the same cases as above, the solution space L2 can be extended to the whole
space L2, and the smallness assumption can be replaced by a more local one
lim
δ→0
[χBδ(p′)V ]R < ε,
where Bδ(p) denotes a ball centered at p with radius δ.
More interestingly, the above local theorem gives us a possibility of seeing the
geometric shape of the zero set of the solutions. Roughly speaking, there can be no
dented surface on the boundary of the maximal open zero set. Let us first introduce
the following definition.
Definition 1.6. Let n ≥ 2. Then we say that a non-empty open set Ω  Rn has
a dent at a point p in the boundary ∂Ω, if there is a sphere Sn−1r in R
n such that
p ∈ Sn−1r and an exterior neighborhood of Sn−1r in a neighborhood of p is contained
in Ω.
The following corollary is now deduced from the above local unique continuation.
Corollary 1.7. Let M be the maximal open set in Rn+1 on which the solution u of
(1.6) with V ∈ R vanishes. Then the boundary ∂M cannot have a dent if the same
assumptions as in Theorem 1.5 hold.
Proof. Indeed, if there is a dent at p ∈ ∂M, then it is clear that u vanishes on an
exterior neighborhood of a sphere Snr in a neighborhood of p. From the above local
unique continuation, u must vanish in a neighborhood of p, and so p ∈ M. But this
contradicts the maximality of M . 
Finally, let us sketch the organization of the paper. In Section 2 we establish a
new function class of V which allows the resolvent estimate (1.4). Then, new results
on the unique continuation are immediately obtained from the abstract global and
local theorems that are proved in Sections 6 and 7, respectively. The key ingredient
in the proof is the following abstract Carleman estimate∥∥eβ〈(x,t),ν〉u∥∥
L2t,x(|V |)
≤ C[V ]∥∥eβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V |−1), (1.7)
where C is a constant independent of β ∈ R and ν ∈ Rn+1, and [V ] denotes the least
constant C(V ) for which the resolvent estimate (1.4) holds. In Section 5 we will show
(1.7) which means that a potential for the resolvent estimate can be made to work for
the Carleman estimate. In fact our basic strategy is to derive (1.7) only from (1.4)
in an abstract way. This is done in several steps and based on the following weighted
L2 estimate ∥∥∥∥
∫ ∞
−∞
ei(t−s)∆F (·, s)ds
∥∥∥∥
L2t,x(|V |)
≤ CC(V )‖F‖L2t,x(|V |−1), (1.8)
where eit∆ is the free Schro¨dinger propagator (see (4.1)), and C(V ) is the constant in
the resolvent estimate (1.4). In Section 4 we derive (1.8) only from (1.4) in two ways.
The first is a concrete one using a Fourier restriction estimate which results from a
limiting absorption principle obtained in Section 3. On the other hand, the second is a
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more direct one appealing to Kato H-smoothing theory. Our new resolvent estimates
may have further applications for other related problems. In fact we will apply them
in Section 8 to the problem of well-posedness for the Schro¨dinger equation. The
method in this paper can be also applied to the case of time-dependent potentials
V (x, t) such that
sup
t∈R
|V (x, t)| ≤W (x) ∈ R.
It takes up the final section, Section 9.
Throughout this paper, the letter C stands for positive constants possibly different
at each occurrence. We also denote by f̂ and F−1(f) the Fourier and the inverse
Fourier transforms of f , respectively.
2. Resolvent estimates
The aim of this section is twofold: firstly to look at which class of potentials
can be of resolvent type, and secondly to establish such a new class, extending and
generalizing those in [8] and [3], respectively.
Let us consider the resolvent (−∆− z)−1 for z ∈ C \R. We shall use the standard
notation R0(z) = (−∆− z)−1 for convenience. (See the next section for details.)
We start with the scaling-critical Lebesgue class Ln/2. Indeed, by the scaling
(x, t) → (λx, λ2t), uλ(x, t) = u(λx, λ2t) takes the equation i∂tu + ∆u = V (x)u into
i∂tuλ+∆uλ = Vλ(x)uλ, where Vλ(x) = λ
2V (λx). Thus, ‖Vλ‖Lp = λ2−n/p‖V ‖Lp and
the Lp norm of Vλ is independent of λ precisely when p = n/2. In what follows, it will
be convenient to keep in mind that a potential class is said to be scaling invariant if
it is invariant under the scaling Vλ(x) = λ
2V (λx) forced by the Schro¨dinger equation
onto the potential V as above. As we will see below, the class Ln/2 is of resolvent
type with [ · ]Ln/2 = ‖·‖Ln/2, but it is too small to contain the inverse square potential
V (x) = a/|x|2 (a > 0) which allows the resolvent estimate,
‖R0(z)f‖L2(a/|x|2) ≤ Ca‖f‖L2(|x|2/a),
due to Kato and Yajima [19]. This potential has attracted considerable interest
from mathematical physics. This is because the Schro¨dinger operator −∆+ a/|x|2 is
physically related to the Hamiltonian of a spin-zero quantum particle in a Coulomb
field ([7]) and behaves very differently depending on the value of the constant a (cf.
[30, 31]).
Now we consider a wider class of resolvent type where we can consider singularities
of the type a/|x|2. Let Lα,p denote the Morrey-Campatano class which is defined for
α > 0 and 1 ≤ p ≤ n/α by
V ∈ Lα,p ⇔ ‖V ‖Lα,p := sup
Q cubes in Rn
|Q|α/n
(
1
|Q|
∫
Q
|V (y)|pdy
)1/p
<∞. (2.1)
Then the case α = 2 is of special interest for us, since L2,n/2 = Ln/2 and a/|x|2 ∈
Ln/2,∞ ⊂ L2,p if p < n/2. Also, L2,p is the only possible scaling-invariant Morrey-
Campatano class because ‖V (λx)‖Lα,p = λ−α‖V ‖Lα,p . This special class is sometimes
called the Fefferman-Phong class since it was introduced by C. Fefferman and D. H.
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Phong regarding spectral properties of the Schro¨dinger operator −∆+V (x). Thanks
to a result of Chanillo and Sawyer [8], the Fefferman-Phong class is of resolvent type
with [ · ]L2,p = ‖ · ‖L2,p in some range of p. Precisely, for p > (n− 1)/2, n ≥ 3,
‖R0(z)f‖L2(|V |) ≤ C‖V ‖L2,p‖f‖L2(|V |−1). (2.2)
The aim here is to extend (2.2) to a new and wider class of potentials. First we
need to introduce some notation. We say that V is in the Kerman-Sawyer class KSα
for 0 < α < n if
‖V ‖KSα := sup
Q
(∫
Q
|V (x)|dx
)−1 ∫
Q
∫
Q
|V (x)V (y)|
|x− y|n−α dxdy <∞. (2.3)
Here the sup is taken over all dyadic cubes Q in Rn. Our initial motivation for
(2.3) stemmed from finding all the possible potentials V (x) which allow the so-called
Fefferman-Phong inequality∫
Rn
|u|2|V |dx ≤ CV
∫
Rn
|∇u|2dx, (2.4)
where CV is a suitable constant depending on V . As is well known from [13], (2.4)
holds for V ∈ L2,p, 1 < p ≤ n/2, with CV ∼ ‖V ‖L2,p , but it is not valid for p = 1
as remarked in [12]. As a result of Kerman and Sawyer [24] (see (2.12) below), the
least constant CV for which (2.4) holds may be taken to be a constant multiple of
the norm ‖V ‖KS2 , and so L2,p ⊂ KS2 if p 6= 1. In general, Lα,p ⊂ KSα if p 6= 1 (see
[3], Subsection 2.2). Now we define a new function class which contains L2,p for all
p > (n− 1)/2, n ≥ 3.
Definition 2.1. Let n ≥ 3. We say that V is in the class Sn if V n−12 ∈ KSn−1, and
define a quantity [ · ]Sn on Sn by
[V ]Sn :=
∥∥V n−12 ∥∥ 2n−1KSn−1 .
First, note that Sn is just the same as KS2 when n = 3. In this case Sn is also
closely related to the global Kato and Rollnik classes which are defined by
V ∈ K ⇔ ‖V ‖K := sup
x∈R3
∫
R3
|V (y)|
|x− y|dy <∞ (2.5)
and
V ∈ R ⇔ ‖V ‖R :=
∫
R3
∫
R3
|V (x)V (y)|
|x− y|2 dxdy <∞, (2.6)
respectively. These are fundamental ones in spectral and scattering theory (cf. [18,
38]), and their usefulness for dispersive properties of the Schro¨dinger equation was
revealed in the recent work [32] of Rodnianski and Schlag. It is an elementary matter
to check that K ⊂ S3 and R ⊂ S3. Also it is easy to see that ‖V m‖Lα,p = ‖V ‖mLα/m,mp
for m > 0. If this holds still for KSα, then Sn would become equivalent to KS2 for all
dimensions. But such property does not carry over to KSα even though Lα,p ⊂ KSα.
8 IHYEOK SEO
Next, we point out that the class Sn is wider than L2,p for all p > (n− 1)/2. Indeed,
if V ∈ L2,p, then V n−12 ∈ Ln−1,2p/(n−1) ⊂ KSn−1 when 2p/(n− 1) > 1, and
[V ]Sn =
∥∥V n−12 ∥∥ 2n−1KSn−1 ≤ ∥∥V n−12 ∥∥ 2n−1Ln−1,2p/(n−1) = ‖V ‖L2,p .
Finally, it should be noted that Sn is scaling invariant with respect to [ · ]Sn :
[λ2V (λx)]Sn = λ
2
∥∥V (λx)n−12 ∥∥ 2n−1KSn−1 = λ2(λ−(n−1)‖V n−12 ‖KSn−1) 2n−1 = [V ]Sn .
Now we are ready to state the following result extending (2.2) to the class Sn.
Theorem 2.2. Let n ≥ 3. Then the class Sn is of resolvent type. Namely, for V ∈ Sn
‖R0(z)f‖L2(|V |) ≤ C[V ]Sn‖f‖L2(|V |−1) (2.7)
with a constant C independent of z ∈ C \ R.
Remark 2.3. It is worth comparing with Theorem 2.2 in [3], which proves (2.7) only
for n = 3 with a different approach that does not work for higher dimensions n ≥ 4.
Proof of Theorem 2.2. By scaling we may first assume that |z| = 1. Indeed, note that
R0(z)f(x) = (−∆− z)−1f(x) = |z|−1(−∆− z/|z|)−1[f(|z|−1/2·)](|z|1/2x).
So, if (2.7) holds for |z| = 1, then for z ∈ C \ R
‖R0(z)f‖2L2(|V |) = |z|−2|z|−n/2‖R0(z/|z|)[f(|z|−1/2·)]‖2L2(|V (|z|−1/2·)|)
≤ C|z|−2|z|−n/2[V (|z|−1/2·)]2Sn‖f(|z|−1/2·)‖2L2(|V (|z|−1/2·)|−1)
≤ C[V ]2Sn‖f‖2L2(|V |−1).
Now we rewrite (2.7) in the equivalent form∥∥|V |1/2R0(z)(|V |1/2f)∥∥L2 ≤ C[V ]Sn‖f‖L2
and will show this using Stein’s complex interpolation (cf. [40]), as in [21, 8], on an
analytic family of operators Tλ defined for λ ∈ C by
Tλ = |V |λ/2(−∆− z)−λ|V |λ/2
with the principal branch. First, from Plancherel’s theorem we have the trivial esti-
mate for Re(λ) = 0:
‖Tλf‖L2 ≤ eπ|Im(λ)|‖f‖L2. (2.8)
In fact, since |V |λ/2 = 1 for Re(λ) = 0, from Plancherel’s theorem we see that
‖Tλf‖L2 =
∥∥∥∥ 1(|ξ|2 − z)λ f̂(ξ)
∥∥∥∥
L2
≤ sup
ξ∈Rn
∣∣∣∣ 1(|ξ|2 − z)λ
∣∣∣∣‖f‖L2
≤ sup
ξ∈Rn
eIm(λ) arg(|ξ|
2−z)‖f‖L2
≤ eπ|Im(λ)|‖f‖L2.
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On the other hand, we will get for Re(λ) = (n− 1)/2
‖Tλf‖L2 ≤ Ce pi2 |Im(λ)|‖V
n−1
2 ‖KSn−1‖f‖L2. (2.9)
Then, Stein’s complex interpolation between (2.8) and (2.9) would give
‖T1f‖L2 ≤ C
∥∥V n−12 ∥∥ 2n−1KSn−1‖f‖L2
as desired.
It remains to show (2.9). For this, we will use the following known integral kernel
Kλ of (−∆− z)−λ (cf. [15, 21]):
Kλ(x) =
eλ
2
2−λ+1
(2π)n/2Γ(λ)Γ(n/2− λ)
(
z
|x|2
) 1
2 (
n
2−λ)
Bn/2−λ(
√
z|x|2),
where Bν(w) is the Bessel kernel of the third kind which satisfies for Rew > 0
|eν2νBν(w)| ≤ C|w|−|Re ν|, |w| ≤ 1, (2.10)
and
|Bν(w)| ≤ CRe νe−Rew|w|−1/2, |w| ≥ 1. (2.11)
See [21], p. 339 for details. The key point is that the kernel Kλ can be controlled by
that of the fractional integral operator Iα which is defined for 0 < α < n by
Iαf(x) =
∫
Rn
f(y)
|x− y|n−α dy.
To show this, note first that Re(
√
z|x|2) = |x| cos(12 arg z) > 0 for x 6= 0, since
−π < arg z ≤ π by the principal branch, and z 6∈ R. Then, if Re(λ) = (n − 1)/2, it
follows from (2.10) that for |x| ≤ 1
|Kλ(x)| ≤ C
∣∣∣∣eλ
2
e−(n/2−λ)
2
n/2− λ
(
z
|x|2
) 1
2 (
n
2−λ)
e(n/2−λ)
2
(n/2− λ)Bn/2−λ(
√
z|x|2)
∣∣∣∣
≤ C∣∣z 12 (n2−λ)|x|−(n2−λ)∣∣∣∣√z|x|2∣∣−1/2
≤ CeIm(λ) 12 arg z|x|−1
≤ Ce pi2 |Im(λ)||x|−1.
On the other hand, using (2.11), one has for |x| ≥ 1
|Kλ(x)| ≤ C
∣∣∣∣
(
z
|x|2
) 1
2 (
n
2−λ)
Bn/2−λ(
√
z|x|2)
∣∣∣∣
≤ C∣∣z 12 (n2−λ)|x|−( n2−λ)∣∣∣∣√z|x|2∣∣−1/2
≤ Ce pi2 |Im(λ)||x|−1.
Hence for Re(λ) = (n− 1)/2, Kλ(x) is controlled by the kernel |x|−1 of In−1.
Now we use the following lemma, which characterizes weighted L2 estimates for
fractional integrals, due to Kerman and Sawyer [24] (see Theorem 2.3 there and also
Lemma 2.1 in [3]):
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Lemma 2.4. Let 0 < α < n. Assume that w is a nonnegative measurable function
on Rn. Then there exists a constant Cw depending on w such that w ∈ KSα if and
only if the following two equivalent estimates
‖Iα/2f‖L2(w) ≤ Cw‖f‖L2 (2.12)
and
‖Iα/2f‖L2 ≤ Cw‖f‖L2(w−1)
are valid for all measurable functions f on Rn. Furthermore, the constant Cw may
be taken to be a constant multiple of ‖w‖1/2KSα .
First, we note that the two estimates in the lemma directly implies that∥∥|V |1/2Iα(|V |1/2f)∥∥L2 ≤ C‖V ‖KSα‖f‖L2. (2.13)
Then, since |Kλ(x)| ≤ Ce pi2 |Im(λ)||x|−1 for Re(λ) = (n − 1)/2, using (2.13) with
α = n− 1, we get the desired bound (2.9). Indeed,
‖Tλf‖L2 =
∥∥|V n−12 |1/2(−∆− z)−λ[|V n−12 |1/2(|V |iIm(λ)/2f)]∥∥
L2
≤ Ce pi2 |Im(λ)|∥∥|V n−12 |1/2In−1[|V n−12 |1/2(|V |iIm(λ)/2f)]∥∥L2
≤ Ce pi2 |Im(λ)|‖V n−12 ‖KSn−1‖f‖L2.
This completes the proof. 
3. Limiting absorption principle and Fourier restriction estimates
In this section we study the limiting absorption principle in spectral theory and its
relation with weighted restriction estimates in harmonic analysis. This relationship
seems to have been well known, but to the best of our knowledge, it was treated
in the literature ([4, 3]) only in certain particular cases. Here we put it in a more
abstract framework for our purpose in this paper. The resulting restriction estimates
will be fundamentally used in the next section in obtaining weighted L2 estimates
for the Schro¨dinger propagator. Alternatively, we will obtain them more directly by
appealing to Kato H-smoothing theory.
First we recall some basic notions and facts from spectral theory. Let T be a
closed3 linear operator on a Hilbert space H over C. Then we denote by ρ(T ) the
resolvent set of T which is the set of z ∈ C for which T −z is invertible and the inverse
(T − z)−1 is a bounded operator on H. The spectrum σ(T ) = C \ ρ(T ) is given by
the complement of the resolvent set. One of the most fundamental facts is that the
resolvent RT (z) := (T − z)−1 is an analytic operator-valued function on ρ(T ) and the
operator norm ‖RT (z)‖ satisfies
‖RT (z)‖ ≥ [ dist (z, σ(T ))]−1.
3 If T is not closed, then T − z and (T − z)−1 are not closed. So, ρ(T ) is empty. This is why T
is assumed to be closed.
FROM RESOLVENT ESTIMATES TO UNIQUE CONTINUATION 11
(See, for example, [42].) The point here is that the norm of RT (z) as a map from H
to H diverges as z approaches σ(T ). But there is a principle that RT (z) can remain
bounded in a sense. This is referred to as the limiting absorption principle.
Of special interest is the free resolvent which is usually denoted by R0(z) = (−∆−
z)−1 on L2(Rn). In this case, the spectrum is [0,∞) and there is a classical result
due to Agmon [1] which states that the limits
lim
ε→0
R0(λ± iε) := R0(λ± i0)
exist for λ ∈ (0,∞) in the norm of bounded operators from L2(〈x〉sdx) to L2(〈x〉−sdx)
for s > 1. (Here 〈x〉 = (1 + |x|2)1/2.) This shows that the free resolvent can remain
bounded between weighted L2 spaces, as z approaches the spectrum (except 0). Fur-
thermore, the principle holds in the following weak form which is called the weak
limiting absorption principle: For f, g ∈ L2(〈x〉−sdx)
lim
ε→0
〈R0(λ ± iε)f, g〉 = 〈R0(λ± i0)f, g〉,
where 〈 , 〉 denotes the usual inner product on the Hilbert space L2(Rn). These
principles play a key role in the study of Schro¨dinger operators as well as Helmholtz
equations.
For our purpose, it is enough to consider the following weak principle:
Proposition 3.1. Let n ≥ 2 and let V : Rn → C be such that the resolvent estimate
‖R0(z)f‖L2(|V |) ≤ C(V )‖f‖L2(|V |−1) (3.1)
holds uniformly in z ∈ C \ R. Then, for λ > 0 there exists the weak limit
lim
ε→0
〈R0(λ ± iε)f, g〉 := 〈R0(λ± i0)f, g〉 (3.2)
whenever f, g ∈ L2(|V |−1). Furthermore, R0(λ± i0) satisfies
‖R0(λ ± i0)f‖L2(|V |) ≤ C(V )‖f‖L2(|V |−1) (3.3)
and can be given by the following distributional identity
R0(λ± i0)f(x) = ± iπ
2
√
λ
d̂σ√λ ∗ f(x) + p.v.
∫
Rn
eix·ξ
f̂(ξ)
|ξ|2 − λdξ. (3.4)
Here, dσr denotes the induced Lebesgue measure on the sphere S
n−1
r in R
n with radius
r, and the singular integral in (3.4) is taken in the principal value sense.
Assuming for the moment this proposition, we first explain how to deduce Fourier
restriction estimates from the weak principle. From (3.3) and taking the imaginary
part of the operator R0(λ± i0) in (3.4), it follows that
‖d̂σr ∗ f‖L2(|V |) ≤ rC(V )‖f‖L2(|V |−1). (3.5)
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Then, using this and the standard TT ∗ argument of Tomas [43], we see that∫
Sn−1r
|f̂ |2dσ =
∫
Sn−1r
f̂ f̂dσ =
∫
Rn
f(f ∗ d̂σr)dx
≤ ‖f‖L2(|V |−1)‖f ∗ d̂σr‖L2(|V |)
≤ rC(V )‖f‖2L2(|V |−1).
Namely, we get the following weighted L2 restriction estimate
‖f̂‖L2(Sn−1r ) ≤ r1/2C(V )1/2‖f‖L2(|V |−1).
By duality this is equivalent to
‖f̂dσr‖L2(|V |) ≤ r1/2C(V )1/2‖f‖L2(Sn−1r ).
The first estimate (3.5) can be also deduced immediately from these two equivalent
estimates, and what we have just explained is summarized in the following corollary.
Corollary 3.2. Let n ≥ 2 and let V : Rn → C be such that the resolvent estimate
(3.1) holds. Then the following three equivalent estimates hold:
‖d̂σr ∗ f‖L2(|V |) ≤ rC(V )‖f‖L2(|V |−1),
‖f̂‖L2(Sn−1r ) ≤ r1/2C(V )1/2‖f‖L2(|V |−1),
‖f̂dσr‖L2(|V |) ≤ r1/2C(V )1/2‖f‖L2(Sn−1r ). (3.6)
Remark 3.3. Given a class R of resolvent type, this corollary clearly holds for V ∈ R
with C(V ) ∼ [V ]R. In the cases of R = L2,p, p > (n − 1)/2, and S3, the above
restriction estimates can be found in [8] and [3], respectively. In view of the resolvent
estimates in Theorem 2.2, these previous results are now extended to the class Sn.
Proof of Proposition 3.1. We basically follow the argument of Agmon [1]. In fact the
argument given by him was for the case V (x) = 〈x〉−s, s > 1, but it goes through in
our abstract setting.
Let us first consider the analytic function F (z) = 〈R0(z)f, g〉 for z ∈ C \R. Then
it follows from (3.1) that
|〈R0(z)f, g〉| ≤ C(V )‖f‖L2(|V |−1)‖g‖L2(|V |−1).
Since this estimate is uniform in z and C∞0 is dense in L
2(|V |−1), by a standard
limiting argument, it suffices to show (3.2) for f, g ∈ C∞0 . Here, to see that C∞0
is dense in L2(|V |−1), consider first Dn = {x ∈ Rn : |V |−1 ≥ 1/n}. Then, for
f ∈ L2(|V |−1) the function χDnf is contained in L2∩L2(|V |−1), and χDnf |V |−1/2 →
f |V |−1/2 as n → ∞. By the Lebesgue dominated convergence theorem, it follows
now that χDnf |V |−1/2 → f |V |−1/2 in L2. This means that L2 ∩ L2(|V |−1) is dense
in L2(|V |−1). On the other hand, it is easy to see that C∞0 is dense in L2∩L2(|V |−1)
with respect to the norm L2(|V |−1) using a C∞0 approximate identity. Consequently,
C∞0 is dense in L
2(|V |−1).
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Now, using Parseval’s formula and changing to polar coordinates, we see that
〈R0(z)f, g〉 =
∫
Rn
f̂(ξ)ĝ(ξ)
|ξ|2 − z dξ
=
1
2
∫ ∞
0
t(n−2)/2
t− z
(∫
|ω|=1
f̂(
√
tω)ĝ(
√
tω)dω
)
dt.
Thus, by a well-known continuity property of Cauchy type integrals (Sokhotsky-
Plemelj formula), 〈R0(z)f, g〉 has continuous boundary values given by
lim
z→λ,±Imz>0
〈R0(z)f, g〉 = ± πi
2
√
λ
∫
|ξ|=
√
λ
f̂(ξ)ĝ(ξ)dσ + p.v.
∫
Rn
f̂(ξ)ĝ(ξ)
|ξ|2 − λ dξ (3.7)
on both sides of (0,∞) (see (4.7) in [1]). This means that for f ∈ L2(|V |−1) there
exists the weak limit
w − lim
z→λ,±Imz>0
R0(z)f := R0(λ± i0)f
in L2(|V |). Namely, for f, g ∈ L2(|V |−1)
lim
z→λ,±Imz>0
〈R0(z)f, g〉 = 〈R0(λ± i0)f, g〉,
and the identity (3.4) follows immediately from (3.7). Now, by duality the estimate
(3.3) is deduced from (3.2) and (3.1). Indeed, note that
‖R0(λ± i0)f‖L2(|V |) = sup
‖g˜‖L2≤1
|〈|V |1/2R0(λ± i0)f, g˜〉|
= sup
‖g˜‖L2≤1
|〈R0(λ± i0)f, |V |1/2g˜〉|
= sup
‖g‖L2(|V |−1)≤1
|〈R0(λ ± i0)f, g〉|,
where g = |V |1/2g˜. By (3.2) and (3.1), this readily leads to
‖R0(λ± i0)f‖L2(|V |) ≤ C(V )‖f‖L2(|V |−1).
This completes the proof. 
4. Weighted L2 estimates for the Schro¨dinger propagator
Let us first consider the following initial value problem for the free Schro¨dinger
equation: {
i∂tu+∆u = 0,
u(x, 0) = u0(x).
In view of the Fourier transform, the solution is explicitly given by
u(x, t) = eit∆u0(x) = (2π)
−n
∫
Rn
eix·ξe−it|ξ|
2
û0(ξ)dξ, (4.1)
where the evolution operator eit∆ is called the free Schro¨dinger propagator. Then the
upshot of this section is the following weighted L2 estimate for the propagator, which
will play a key role in the next section in obtaining our abstract Carleman estimates.
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Proposition 4.1. Let n ≥ 2 and let V : Rn → C be such that the resolvent estimate
‖R0(z)f‖L2(|V |) ≤ C(V )‖f‖L2(|V |−1) (4.2)
holds uniformly in z ∈ C \ R. Then we have∥∥∥∥
∫ ∞
−∞
ei(t−s)∆F (·, s)ds
∥∥∥∥
L2t,x(|V |)
≤ CC(V )‖F‖L2t,x(|V |−1), (4.3)
where F : Rn+1 → C is a function in L2t,x(|V |−1).
The basic approach for this is to obtain the following estimate∥∥eit∆f∥∥
L2t,x(|V |)
≤ CC(V )1/2‖f‖2 (4.4)
which may be referred to as the weighted L2 homogeneous Strichartz estimate. (In
Section 8 we will also obtain the corresponding inhomogeneous estimate to study the
well-posedness of the Schro¨dinger equation.) Indeed, by duality4 this is equivalent to∥∥∥∥
∫ ∞
−∞
e−is∆F (·, s)ds
∥∥∥∥
2
≤ CC(V )1/2‖F‖L2t,x(|V |−1), (4.5)
and so one gets (4.3) combining (4.4) and (4.5).
In this regard, we aim at proving the following lemma. We shall give two proofs
of that. The first is a concrete one using the weighted L2 restriction estimate given
in the previous section. On the other hand, the second is a more direct one appealing
to Kato H-smoothing theory.
Lemma 4.2. Let n ≥ 2 and let V : Rn → C be such that the resolvent estimate (4.2)
holds. Then we have ∥∥eit∆f∥∥
L2t,x(|V |)
≤ CC(V )1/2‖f‖2. (4.6)
Remark 4.3. The estimate (4.6) was first obtained implicitly in [34] for Fefferman-
Phong potentials V ∈ L2,p, p > (n − 1)/2, n ≥ 3, and this was extended in [3] to
the Kerman-Saywer class K2 only for n = 3. By combining the resolvent estimates in
Theorem 2.2 and this lemma, we can extend these previous results to the class Sn.
Proof of Lemma 4.2. The proof is quite standard and based on the weighted L2 re-
striction estimate given in the previous section. Indeed, using polar coordinates and
changing variables r2 = λ, one can see that
eit∆f =
∫ ∞
0
e−itr
2
∫
Sn−1r
eix·ξf̂(ξ)dσr(ξ)dr
=
1
2
∫ ∞
0
e−itλ
∫
Sn−1√
λ
eix·ξf̂(ξ)dσ√λ(ξ)λ
−1/2dλ.
4Consider the operator Tf(x, t) = |V (x)|1/2eit∆f(x). Then, ‖Tf‖L2t,x
≤ CC(V )1/2‖f‖2 from
(4.4). Since the adjoint operator of T is now given as T ∗G(x) =
∫∞
−∞
e−is∆(|V (·)|1/2G(·, s))ds, by
duality, ‖T ∗G‖2 ≤ CC(V )1/2‖G‖L2t,x
which is equivalent to (4.5).
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By Plancherel’s theorem in t, it follows now that
∥∥eit∆f∥∥2
L2t,x(|V |)
≤ C
∫
Rn
(∫ ∞
0
∣∣∣∣
∫
Sn−1√
λ
eix·ξf̂(ξ)dσ√λ(ξ)
∣∣∣∣2λ−1dλ
)
|V (x)|dx
≤ C
∫ ∞
0
(∫
Rn
∣∣∣∣
∫
Sn−1r
eix·ξf̂(ξ)dσr(ξ)
∣∣∣∣2|V (x)|dx
)
r−1dr.
Combining this and the estimate (3.6) in Corollary 3.2, one gets∥∥eit∆f∥∥2
L2t,x(|V |)
≤ CC(V )
∫ ∞
0
∫
Sn−1r
|f̂(ξ)|2dσr(ξ)dr
= CC(V )‖f‖22
as desired. 
Now we derive (4.6) more directly from the resolvent estimate appealing to Kato
H-smoothing theory. The notion of H-smoothing due to Kato [18] was first appeared
in the context of scattering theory, and its usefulness for dispersive equations was
revealed in some recent works ([32, 11]). We shall use a version of the notion to suit
our purpose.
Let H be a self-adjoint operator in a Hilbert space H, whose resolvent is RH(z) =
(H − z)−1 for z ∈ C \ R. Let T be a densely defined, closed operator on H with
domain D(T ). Then the following lemma due to Kato [18] (see also [31], XIII.7)
allows us to employ the resolvent estimate for H to obtain a space-time estimate for
the Schro¨dinger propagator.
Lemma 4.4. Assume that there exists a constant C˜ > 0 such that for g ∈ D(T ∗)
sup
z∈C\R
‖TRH(z)T ∗g‖H ≤ C˜‖g‖H. (4.7)
Then the operator T is H-smooth, i.e., eitHf ∈ D(T ) for f ∈ H and almost every t,
and ∫
R
‖TeitHf‖2Hdt ≤ C˜‖f‖2H.
Alternate proof of Lemma 4.2. Now we appeal to this lemma in order to prove Lemma
4.2. By replacing f = |V |1/2g in the resolvent estimate (4.2) we see that
sup
z∈C\R
‖|V |1/2R0(z)|V |1/2g‖L2 ≤ C(V )‖g‖L2.
Hence, applying Lemma 4.4 with H = −∆, H = L2, and T : f 7→ |V |1/2f , we
get immediately the desired estimate (4.6). In doing so, it seems to be more or
less complicated to check that the multiplication operator T : f 7→ |V |1/2f is a
densely defined, closed operator on L2 with D(T ) = {f ∈ L2 : Tf ∈ L2}. Let us
now check this. First, it is easy to see that D(T ) is dense in L2. In fact, consider
Dn = {x ∈ Rn : |V |1/2 ≤ n}. Then, for f ∈ L2 the function χDnf is contained in
D(T ), and χDnf → f as n→∞. By the Lebesgue dominated convergence theorem,
it follows now that χDnf → f in L2. So, D(T ) is dense in L2. Next, note that since
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|V |1/2 is real, T is trivially self-adjoint, i.e., T = T ∗, and so T ∗ is also dense in L2.
From these facts, T is closable and its closure can be given by T = T ∗∗. (See, for
example, Theorem VIII.1 in [29].) Thus, T = T ∗∗ = T ∗ = T . That is, T is closed. 
5. Carleman estimates
This section is devoted to proving the following abstract Carleman estimate which
means that a potential for the resolvent estimate can be made to work for the Carle-
man estimate in an abstract way.
Proposition 5.1. Let n ≥ 2 and let [V ] be the least constant C(V ) for which the
resolvent estimate
‖R0(z)f‖L2(|V |) ≤ C(V )‖f‖L2(|V |−1) (5.1)
holds uniformly in z ∈ C \ R. Then we have for u ∈ C∞0 (Rn+1)∥∥eβ〈(x,t),ν〉u∥∥
L2t,x(|V (x)|)
≤ C[V ]∥∥eβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V (x)|−1) (5.2)
with a constant C independent of β ∈ R and ν ∈ Rn+1, if |V | ∈ A2(ν′). Here, recall
that ν′ = (ν1, ..., νn) for ν = (ν1, ..., νn, νn+1).
Remark 5.2. The assumption |V | ∈ A2(ν′) is the only one needed in order to derive
(5.2) from (5.1). Once a suitable class R is established, (5.2) holds for V ∈ R with
[V ] replaced by [V ]R. In this concrete setting there are some classes of R where the
A2 assumption is superfluous. See a comment below the proof of Proposition 5.3 for
details.
To obtain (5.2), we first convert it into the following form which seems at first
glance to be easier to handle:
‖u‖L2t,x(|V (x)|) ≤ C[V ]‖(i∂t +∆+ P (D))u‖L2t,x(|V (x)|−1), (5.3)
where P (D) = −2β〈ν′,∇〉+ β2|ν′|2− iβνn+1 arises from a computation of the conju-
gated operator eβ〈(x,t),ν〉(i∂t +∆)e−β〈(x,t),ν〉. Note that eβ〈(x,t),ν〉 no longer appears
explicitly in this form although it affects P (D). The key point is that P (D) can be
controlled uniformly in β, ν by decomposing (i∂t +∆+ P (D))
−1 in the phase space,
along with the corresponding direction of the vector ν′, into a number of localized
pieces which can be made in a sensible way to behave like the resolvent (−∆− z)−1.
These pieces will then be estimated and recombined successfully on weighted L2
spaces. The A2 assumption comes into play at this step.
In fact we obtain the Sobolev type inequality (5.3) in the following more general
setting:
Proposition 5.3. Let n ≥ 2 and let P (D) be a first-order differential operator given
by P (D) = 〈~c,∇〉 + z, where ~c = ~a + i~b ∈ Cn with ~a,~b ∈ Rn, and z ∈ C. Then we
have for u ∈ C∞0 (Rn+1)
‖u‖L2t,x(|V (x)|) ≤ C[V ]‖(i∂t +∆+ P (D))u‖L2t,x(|V (x)|−1) (5.4)
with a constant C independent of ~c and z, if |V | ∈ A2(~a).
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It had been conjectured that the following estimate holds for some p 6= 2:
‖u‖Lpt,x ≤ C‖(i∂t +∆+ i)u‖Lpt,x . (5.5)
Note that the multiplier 1/(−τ−|ξ|2+i) associated with (i∂t+∆+i)−1 is bounded, and
so (5.5) is trivially satisfied for p = 2 by Plancherel’s theorem. Interest in (5.5) came
from the work of Caldero´n [5] concerning the Lp boundedness of Fourier multipliers
given by bounded rational functions, and it was shown in [23] that the conjecture
is false, namely, (5.5) holds only for p = 2. Our estimate (5.4) can be viewed as a
weighted L2 version, with the general first-order term P (D), of (5.5).
Proof of Proposition 5.3. First, note that [V ] is invariant under translations T and
rotations R. That is, [V (Tx)] = [V ] and [V (Rx)] = [V ]. It is an elementary matter
to check this. Of course, [CV (x)] = C[V ] for constants C > 0. Then by elementary
arguments, the inequality (5.4) can be reduced to the following particular case where
P (D) = ∂xn :
‖u‖L2t,x(|V |) ≤ C[V ]‖(i∂t +∆+ ∂xn)u‖L2t,x(|V |−1). (5.6)
In fact, by setting u = e−i〈~b/2,x〉v, ~b ∈ Rn, it follows that
(i∂t +∆+ P (D))u = e
−i〈~b/2,x〉(i∂t +∆+ 〈~c− i~b,∇〉+ z − i〈~c,~b/2〉 − |~b/2|2)v.
Hence one may assume that ~c ∈ Rn. Similarly, for z = a+ib ∈ C, by setting u = eiatv,
one can see that
(i∂t +∆+ P (D))u = e
iat(i∂t +∆+ 〈~c,∇〉+ ib)v.
From this one may also assume that Re z = 0. Since the Laplacian ∆ is trivially
invariant under rotations and so is [V ], by a simple rotation argument the assumption
|V | ∈ A2(~a) is reduced to the case where |V | ∈ A2(R) in the xn variable uniformly
in other variables, and 〈~c,∇〉 = c∂xn with c ∈ R. So far, we have explained how to
reduce the matter to the case where P (D) = c∂/∂xn+ ib with c, b ∈ R. For simplicity
of notation, we shall also assume that c = 1 and b = 0, because it does not affect all
the arguments in the proof.
Our basic plan for (5.6) is to decompose the inverse (i∂t+∆+∂xn)
−1 in the Fourier
transform side, along with the ξn axis, into a number of localized pieces which can be
made to behave like the resolvent (−∆− z)−1, and to estimate and recombine them
on weighted L2 spaces using Proposition 4.1 and appealing to real variable theory in
[25].
Let us now rewrite (5.6) in the Fourier transform side as∥∥∥∥F−1
(
f̂(ξ, τ)
τ + |ξ|2 + iξn
)∥∥∥∥
L2t,x(|V |)
≤ C[V ]‖f‖L2t,x(|V |−1) (5.7)
for f ∈ C∞0 (Rn+1). Setting m(ξ, τ) = (τ + |ξ|2 + iξn)−1, we define the multiplier
operator T by
T̂ f(ξ, τ) = m(ξ, τ)f̂ (ξ, τ).
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For k ∈ Z, we also set φk(r) = φ(2kr) for φ ∈ C∞0 (R) which is such that φ(r) = 1
if |r| ∼ 1, and φ(r) = 0 otherwise. Using this, we decompose T into the localized
operators Tk, k ∈ Z, which are given by
T̂kf(ξ, τ) = m(ξ, τ)χk(ξn)f̂(ξ, τ).
Now, (5.7) becomes equivalent to∥∥∑
k∈Z
Tkf
∥∥
L2t,x(|V |)
≤ C[V ]‖f‖L2t,x(|V |−1). (5.8)
To show this, we assume for the moment that
‖Tkf‖L2t,x(|V |) ≤ C[V ]‖f‖L2t,x(|V |−1) (5.9)
with C independent of k ∈ Z. Then, by the Littlewood-Paley theorem on weighted
L2 spaces with weights in the A2 class (see Theorem 1 in [25]), we can get the desired
estimate (5.8). Indeed, since |V | ∈ A2(R) in the xn variable uniformly in other
variables, by the Littlewood-Paley theorem in xn and using (5.9) it follows that
∥∥∑
k
Tkf
∥∥
L2t,x(|V |)
≤ C
∥∥∥∥
(∑
k∈Z
|Tkf |2
)1/2∥∥∥∥
L2t,x(|V |)
= C
(∫∫ ∑
k∈Z
|Tkf |2|V |dxdt
)1/2
= C
(∑
k∈Z
‖Tkf‖2L2t,x(|V |)
)1/2
≤ C[V ]
(∑
k∈Z
‖fk‖2L2t,x(|V |−1)
)1/2
, (5.10)
where f̂k(ξ, τ) = χk(ξn)f̂(ξ, τ). On the other hand, since |V | ∈ A2(R) if and only if
|V |−1 ∈ A2(R), by the Littlewood-Paley theorem again, we see that(∑
k∈Z
‖fk‖2L2t,x(|V |−1)
)1/2
=
(∫∫ ∑
k∈Z
|fk|2|V |−1dxdt
)1/2
=
∥∥∥∥
(∑
k∈Z
|fk|2
)1/2∥∥∥∥
L2t,x(|V |−1)
≤ C‖f‖L2t,x(|V |−1). (5.11)
Combining (5.10) and (5.11), we get the desired estimate (5.8).
Now it remains to show the estimate (5.9). Equivalently, we have to show that
(5.7) holds for f ∈ C∞0 (Rn+1) satisfying supp f̂ ⊂ {(ξ, τ) ∈ Rn+1 : |ξn| ∼ 2−k}, with
the constant C independent of k ∈ Z. To do so, we first derive the following bound
from the resolvent estimate:∥∥∥∥F−1
(
f̂(ξ, τ)
τ + |ξ|2 + i2−k
)∥∥∥∥
L2t,x(|V |)
≤ [V ]‖f‖L2t,x(|V |−1). (5.12)
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In fact, note that∥∥∥∥F−1
(
f̂(ξ, τ)
τ + |ξ|2 + i2−k
)∥∥∥∥2
L2t,x(|V |)
=
∫
|V |
∫ ∣∣∣∣
∫
eitτ
(∫
eix·ξ
f̂(ξ, τ)
τ + |ξ|2 + i2−k dξ
)
dτ
∣∣∣∣2dtdx
=
∫
|V |
∫ ∣∣∣∣
∫
eix·ξ
f̂(ξ, τ)
τ + |ξ|2 + i2−k dξ
∣∣∣∣2dτdx
=
∫∫ ∣∣∣∣
∫
eix·ξ
f̂(ξ, τ)
τ + |ξ|2 + i2−k dξ
∣∣∣∣2|V |dxdτ.
Here we used Plancheral’s theorem in t for the second equality. Applying the resolvent
estimate (5.1) with z = −τ−i2−k to the last term in the above and using Plancheral’s
theorem in τ , we get∥∥∥∥F−1
(
f̂(ξ, τ)
τ + |ξ|2 + i2−k
)∥∥∥∥2
L2t,x(|V |)
≤ [V ]2
∫ ∥∥f̂(x, ·)(τ)∥∥2
L2x(|V |−1)
dτ
≤ [V ]2‖f‖2L2t,x(|V |−1)
as desired. Next, we will obtain∥∥∥∥F−1
(
(2−k − ξn)f̂(ξ, τ)
(τ + |ξ|2 + iξn)(τ + |ξ|2 + i2−k)
)∥∥∥∥
L2t,x(|V |)
≤ C[V ]‖f‖L2t,x(|V |−1) (5.13)
under the condition that supp f̂ ⊂ {(ξ, τ) ∈ Rn+1 : |ξn| ∼ 2−k}. Then, by noting that
1
τ + |ξ|2 + iξn =
1
τ + |ξ|2 + i2−k + i
(2−k − ξn)f̂(ξ, τ)
(τ + |ξ|2 + iξn)(τ + |ξ|2 + i2−k) ,
the above two estimates (5.12) and (5.13) would imply the desired estimate (5.9).
For (5.13) we make use of the weighted L2 estimate for the Schro¨dinger propagator
in Proposition 4.1. By changing variables τ + |ξ|2 → ρ in (5.13), we need to show that∥∥∥∥
∫
R
eitρ
∫
R
ei(t−s)∆F (·, s)dsdρ
∥∥∥∥
L2t,x(|V |)
≤ C[V ]‖f‖L2t,x(|V |−1), (5.14)
where
F̂ (·, s)(ξ) = (2
−k − ξn)
(ρ+ iξn)(ρ+ i2−k)
e−isρf̂(·, s)(ξ).
Using Minkowski’s inequality and Proposition 4.1, the left-hand side of (5.14) is
bounded by
C[V ]
∫
R
∥∥∥∥F−1
(
2−k − ξn
(ρ+ iξn)(ρ+ i2−k)
e−isρf̂(·, s)(ξ)
)∥∥∥∥
L2t,x(|V |−1)
dρ. (5.15)
Now, let us set
mk,ρ(ξn) =
2−k − ξn
(ρ+ iξn)(ρ+ i2−k)
.
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Then it is an elementary matter to check
|mk,ρ(ξn)| ≤ C2
−k
ρ2 + 2−2k
and ∣∣∣∣∂mk,ρ(ξn)∂ξn
∣∣∣∣ ≤ Cρ2 + 2−2k ,
since we are assuming that supp f̂ ⊂ {(ξ, τ) ∈ Rn+1 : |ξn| ∼ 2−k}. So, mk,ρ(ξn)
satisfies the conditions of the Marcinkiewicz multiplier theorem. Since |V |−1 ∈ A2(R)
in the xn variable uniformly in other variables, by the multiplier theorem on weighted
L2 spaces with weights in the A2 class (see Theorem 2 in [25]), (5.15) is bounded by
C[V ]
∫
R
2−k
ρ2 + 2−2k
‖f‖L2t,x(|V |−1)dρ.
Consequently we get (5.14) since 2−k/(ρ2 + 2−2k) ∈ L1 uniformly in k ∈ Z. This
completes the proof. 
Comment on the A2 assumption. Given a class R of resolvent type, the Sobolev
type inequality (5.4) clearly holds for V ∈ R with [V ] replaced by [V ]R. We point out
that the A2 assumption in (5.4) is superfluous in the cases of R = Ln/2, Ln/2,∞, or
L2,p, p > (n−1)/2, and so the Carleman estimate does not also need that assumption
in these cases. Since [V ]R is given by the usual norm for these cases, we only need
to consider the case of R = L2,p, p > (n − 1)/2, because ‖V ‖Ln/2 ∼ ‖V ‖L2,n/2 and
‖V ‖L2,p ≤ C‖V ‖Ln/2,∞. (Recall that Ln/2 = L2,p for p = n/2 and Ln/2,∞ ⊂ L2,p if
p < n/2.) In this case, due to a good property of L2,p, more tools are available in
removing the A2 assumption (cf. [8, 37]).
First, recall from (1.5) the definition of Ap weights for 1 < p <∞. Also, w is said
to be of class A1 if there is a constant CA1 such that for almost every x
M(w)(x) ≤ CA1w(x),
where M(w) is the Hardy-Littlewood maximal function of w given by
M(w)(x) = sup
Q∋ x
1
|Q|
∫
Q
w(y)dy
with cubes Q in Rn. Then, the following is one of the basic properties of Ap weights
(cf. [16]):
Ap ⊂ Aq, 1 ≤ p < q <∞, (5.16)
and CAq may be taken to be less than CAp . It is also known that
(M(w))δ ∈ A1, 0 < δ < 1, (5.17)
with CA1 independent of w if M(w)(x) <∞ for almost every x. (See [39], V, Subsec-
tion 5.2, and also Proposition 2 in [9].) Next, consider the following one-dimensional
maximal function of V in the xn variable:
V˜ (x) =
(
sup
µ
1
2µ
∫ xn+µ
xn−µ
|V (x1, ..., xn−1, λ)|βdλ
)1/β
, β > 1.
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Namely, V˜ (x) = M(|V (x′, ·)|β)1/β(xn), where x′ = (x1, ..., xn−1). If β ≤ p, by
Ho¨lder’s inequality in λ and the fact that V ∈ L2,p, it follows that
V˜ (x) ≤ C
(
sup
µ
1
2µ
∫ xn+µ
xn−µ
|V (x′, λ)|pdλ
)1/p
<∞,
and so M(|V (x′, ·)|β)(xn) <∞ for almost every xn. Thus it follows from (5.17) that
V˜ =M(|V (x′, ·)|β)1/β ∈ A1(R),
which in turn implies that V˜ ∈ A2(R) (see (5.16)) in the xn variable uniformly in x′.
Finally, if V ∈ L2,p for p > (n− 1)/2, and β < p, then
V˜ ∈ L2,p and ‖V˜ ‖L2,p ≤ C‖V ‖L2,p , (5.18)
which can be found in [8]. (See Lemma (2.14) there.)
Consequently, if V ∈ L2,p for p > (n− 1)/2, then so is V˜ . Also, since V˜ ∈ A2(R)
in the xn variable uniformly in x
′, it follows now that
‖u‖L2t,x(V˜ ) ≤ C‖V˜ ‖L2,p‖(i∂t +∆+ P (D))u‖L2t,x(V˜ −1).
Since |V | ≤ V˜ and ‖V˜ ‖L2,p ≤ C‖V ‖L2,p (see (5.18)), this readily implies the desired
inequality
‖u‖L2t,x(|V |) ≤ C‖V ‖L2,p‖(i∂t +∆+ P (D))u‖L2t,x(|V |−1)
for the original V without the A2 assumption.
6. Global unique continuation
Given a class R of resolvent type, from Theorem 1.4, one can immediately see that
the unique continuation for the Schro¨dinger inequality
|(i∂t +∆)u(x, t)| ≤ |V (x)u(x, t)| (6.1)
holds globally from a half-space in Rn+1 under suitable assumptions on the potential
V ∈ R. This shows a direct link between the unique continuation and the resolvent
estimate, and so a few implications of the resolvent estimates in Section 2 are straight-
forward. For instance, one can obtain some new results on the unique continuation
with V ∈ Sn. Recall that L2,p ⊂ Sn for p > (n− 1)/2, and so Ln/2, Ln/2,∞ ⊂ Sn. In
particular, K, R ⊂ S3. (See the paragraph below Definition 2.1.)
Making use of the Carleman estimate in Proposition 5.1, we will prove in this
section the following global theorem, Theorem 1.4.
Theorem 6.1 (Theorem 1.4). Let n ≥ 2. Assume that u ∈ H1t (L2) ∩ H2x(L2) is a
solution of (6.1) with V ∈ R and vanishes in a half space with a unit normal vector
ν ∈ Rn+1. Then it must be identically zero if |V | ∈ A2(ν′) and [V ]R < ε for a
sufficiently small ε > 0.
First, note from the previous section that the A2 assumption in Proposition 5.1
is superfluous in the cases of R = Ln/2, Ln/2,∞, or L2,p, p > (n − 1)/2. Hence, as
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mentioned earlier, the smallness assumption can be given in these cases by a more
local one
sup
a∈R
lim
δ→0
[χSa,a+δ(ν′)V ]R < ε (if ν = (ν
′, 0)) (6.2)
which is trivially satisfied for the case R = Ln/2, and the solution space L2 can be
extended to the whole space L2 in the cases ofR = Ln/2,∞, L2,p, (n−1)/2 < p < n/2,
or S3. In this regard, the Fefferman-Phong class L2,p is especially good for our
theorems, and it is worth summarizing that point in the following theorem separately.
What we have just remarked above will be clearly demonstrated through the proof of
it.
Theorem 6.2. Let V ∈ L2,p for (n − 1)/2 < p < n/2, n ≥ 3. Assume that u ∈
H1t (L2)∩H2x(L2) is a solution of (6.1) and vanishes in a half space with a unit normal
vector ν ∈ Rn+1. Then it must be identically zero if ‖V ‖L2,p < ε for a sufficiently
small ε > 0. If ν = (ν′, 0) ∈ Rn+1, then the smallness assumption can be replaced by
sup
a∈R
lim
δ→0
‖χSa,a+δ(ν′)V ‖L2,p < ε (6.3)
which is a weaker one.
The rest of this section is devoted to proving the above-mentioned theorems.
Proof of Theorem 6.1. By translation we may first assume that the solution u van-
ishes in the half space {(x, t) ∈ Rn+1 : 〈(x, t), ν〉 > 0}. Now, from induction it suffices
to show that there is σ > 0 so that u = 0 in the following strip
S−σ,0(ν) = {(x, t) ∈ Rn+1 : −σ < 〈(x, t), ν〉 ≤ 0} (6.4)
with width σ > 0. We will show this by making use of the Carleman estimate in
Proposition 5.1.
First, let ψ : Rn+1 → [0,∞) be a smooth function such that suppψ ⊂ B(0, 1) and∫
Rn+1
ψ(x, t)dxdt = 1.
For 0 < ε < 1, we put
ψε(x, t) = ε
−(n+1)ψ(x/ε, t/ε). (6.5)
Also, let φ : Rn+1 → [0, 1] be a smooth function such that φ = 1 in B(0, 1) and φ = 0
in Rn+1 \B(0, 2), and for R ≥ 1 we set φR(x, t) = φ(x/R, t/R).
Now we apply the Carleman estimate (5.2) for V ∈ R to the following C∞0 function
u˜(x, t) = (u ∗ ψε)(x, t)φR(x, t) (6.6)
which is supported in the set
Hε = {(x, t) ∈ Rn+1 : 〈(x, t), ν〉 ≤ ε}. (6.7)
Then, we see that∥∥χS−σ,0(ν)eβ〈(x,t),ν〉u˜∥∥L2t,x(|V |) ≤ C[V ]R∥∥χHεeβ〈(x,t),ν〉(i∂t +∆)u˜∥∥L2t,x(|V |−1).
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By using Fatou’s lemma it follows now that∥∥χS−σ,0(ν)eβ〈(x,t),ν〉uφR∥∥L2t,x(|V |)
≤ C[V ]R lim
ε→0
∥∥χHεeβ〈(x,t),ν〉(i∂t +∆)u˜∥∥L2t,x(|V |−1), (6.8)
and note that
(i∂t +∆)u˜ = ((i∂t +∆)u ∗ ψε)φR + (u ∗ ψε)(i∂t +∆)φR + 2∇x(u ∗ ψε) · ∇xφR.
Hence, since we are assuming that u ∈ H1t (L2) ∩H2x(L2), it follows that
lim
ε→0
∥∥χHεeβ〈(x,t),ν〉(i∂t +∆)u˜∥∥L2t,x(|V |−1)
≤ ∥∥χHeβ〈(x,t),ν〉((i∂t +∆)u)φR∥∥L2t,x(|V |−1)
+
∥∥χHeβ〈(x,t),ν0〉u(i∂t +∆)φR∥∥L2t,x(|V |−1)
+ 2
∥∥χHeβ〈(x,t),ν0〉∇xu · ∇xφR∥∥L2t,x(|V |−1), (6.9)
where
H = {(x, t) ∈ Rn+1 : 〈(x, t), ν〉 ≤ 0}. (6.10)
Then, by letting R→∞ we see that
lim
R→∞
lim
ε→0
∥∥χHεeβ〈(x,t),ν〉(i∂t +∆)u˜∥∥L2t,x(|V |−1) ≤ ∥∥χHeβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V |−1).
By applying Fatou’s lemma to (6.8) and using this, we conclude that∥∥χS−σ,0(ν)eβ〈(x,t),ν〉u∥∥L2t,x(|V |) ≤ C[V ]R∥∥χHeβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V |−1). (6.11)
Now we decompose the norm in the right-hand side of (6.11) into two parts∥∥χS−σ,0(ν)eβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V |−1)
and ∥∥χH\S−σ,0(ν)eβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V |−1).
Then, since u is a solution of the Schro¨dinger inequality and we are assuming that
[V ]R < ε, the first part can be absorbed into the left-hand side of (6.11) in the
following way:∥∥χS−σ,0(ν)eβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V |−1) ≤ ∥∥χS−σ,0(ν)eβ〈(x,t),ν〉V u∥∥L2t,x(|V |−1)
=
∥∥χS−σ,0(ν)eβ〈(x,t),ν〉u∥∥L2t,x(|V |).
On the other hand, the second part is bounded for β > 0 by
e−βσ
∥∥χH\S−σ,0(ν)(i∂t +∆)u∥∥L2t,x(|V |−1)
because 〈(x, t), ν〉 ≤ −σ in the set H \ S−σ,0(ν). Consequently, we get∥∥χS−σ,0(ν)eβ(〈(x,t),ν〉+σ)u∥∥L2t,x(|V |) ≤ C‖χH\S−σ,0(ν)(i∂t +∆)u‖L2t,x(|V |−1) (6.12)
<∞.
Finally, by letting β →∞ it follows that u = 0 in the strip S−σ,0(ν). This completes
the proof. 
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Proof of Theorem 6.2. To prove the first assertion of the theorem, we only need to
show that the solution space L2 can be extended to the whole space L2. For this we
will use the fact that 1/|x|2 ∈ L2,p and the Fefferman-Phong inequality (2.4). First,
note that
‖(f ∗ g)χB(0,2R)‖L2t,x(|V |−1) ≤ CR2‖f‖L2t,x‖g‖L1t,x (6.13)
if |V | ≥ C/|x|2 for |x| ≤ 2R. Since we can choose δ > 0 small enough so that
‖δ/|x|2‖L2,p = δ‖1/|x|2‖L2,p is sufficiently small, and
|(i∂t +∆)u| ≤ |V u| ≤ |(|V |+ δ/|x|2)u|,
we may assume that |V | ≥ δ/|x|2 by replacing V with |V | + δ/|x|2. Then, by using
(6.13), one can get (6.9) assuming u ∈ H1t (L2) ∩ H2x(L2) instead of u ∈ H1t (L2) ∩
H2x(L2). Next, one can use the Fefferman-Phong inequality (2.4) to bound the right-
hand side of (6.12). Indeed, by applying the inequality, it follows that
‖χH\S−σ,0(ν)(i∂t +∆)u‖L2t,x(|V |−1) ≤ ‖V u‖L2t,x(|V |−1)
= ‖u‖L2t,x(|V |)
≤ C‖V ‖L2,p‖∇u‖L2t,x <∞.
Thus, the previous proof entirely works for u ∈ H1t (L2) ∩H2x(L2).
For the second assertion of the theorem, we consider the following C∞0 function
instead of (6.6):
u˜σ(x, t) = (u ∗ ψε)(x, t)φR(x, t)ϕσ(〈(x, t), ν〉),
where ϕσ(r) = ϕ(r/σ) for ϕ : R → [0, 1] which is a smooth function equal to 1 in
{−1/2 < r ≤ 0} and equal to 0 in {r < −1 or r ≥ 1/2}. Note first that if ν = (ν′, 0)
Sa,a+δ(ν) = R× Sa,a+δ(ν′), (6.14)
and so∥∥χSa,a+δ(ν)(x, t)eβ〈(x,t),ν〉u˜σ∥∥L2t,x(|V |) = ∥∥eβ〈(x,t),ν〉u˜σ∥∥L2t,x(|χSa,a+δ(ν′)(x)V |).
Then, since u˜σ is supported in the strip S−σ,ε(ν), by applying the Carleman estimate
(5.2) with V = χS−3σ/2,σ/2(ν′)V to u˜σ, one can see that∥∥χS−σ/2,0(ν)eβ〈(x,t),ν〉u˜σ∥∥L2t,x(|V |)
≤ C‖χS−3σ/2,σ/2(ν′)V ‖L2,p
∥∥χS−σ,ε(ν)eβ〈(x,t),ν〉(i∂t +∆)u˜σ∥∥L2t,x(|V |−1)
because S−σ,ε(ν′) ⊂ S−3σ/2,σ/2(ν′) for ε < σ/2. Hence, by the same limiting argument
as before, it follows that∥∥χS−σ/2,0(ν)eβ〈(x,t),ν〉u∥∥L2t,x(|V |)
≤ C‖χS−3σ/2,σ/2(ν′)V ‖L2,p
∥∥χS−σ,0(ν)eβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V |−1).
Now, from the smallness assumption (6.3) we can choose σ > 0 small enough so that
C‖χS−3σ/2,σ/2(ν′)V ‖L2,p < 1/2.
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By decomposing χS−σ,0(ν) = χS−σ/2,0(ν) + χS−σ,−σ/2(ν) and repeating the previous
argument, this leads to∥∥χS−σ/2,0(ν)eβ(〈(x,t),ν〉+σ/2)u∥∥L2t,x(|V |) ≤ C‖χS−σ,−σ/2(ν)(i∂t +∆)u‖L2t,x(|V |−1)
<∞.
Hence, by letting β →∞ it follows that u = 0 in the strip S−σ/2,0(ν). This completes
the proof. 
7. Local unique continuation
Now we turn to the local unique continuation theorem. Recall that there exists
a smooth potential V such that (i∂t + ∆)u = V (x, t)u, 0 ∈ suppu, and u = 0 on
{(x, t) ∈ Rn+1 : x1 < 0} in a neighborhood of the origin. See the paragraph above
Theorem 1.5. Since 0 ∈ suppu, the solution u cannot vanish near the origin across
the hyperplane {(x, t) ∈ Rn+1 : x1 = 0}. This shows that the Schro¨dinger equation
does not have, as a rule, a property of unique continuation locally across a hyperplane
in Rn+1. However, our result in Theorem 1.5 says that the unique continuation for
the Schro¨dinger inequality
|(i∂t +∆)u(x, t)| ≤ |V (x)u(x, t)| (7.1)
can hold locally across a hypersurface on a sphere in Rn+1 into an interior region of
the sphere.
Theorem 7.1 (Theorem 1.5). Let n ≥ 2 and let Snr be a sphere in Rn+1 with radius
r. Assume that u ∈ H1t (L2)∩H2x(L2) is a solution of (7.1) with V ∈ R and vanishes
on an exterior neighborhood of Snr in a neighborhood of a point p ∈ Snr . Let ν be the
unit outward normal vector of Snr at p. Then it follows that u ≡ 0 in a neighborhood
of p, if |V | ∈ A2(ν′) and [V ]R < ε for a sufficiently small ε > 0.
In the same cases as in the global theorem, the solution space L2 can be extended
to the whole space L2 and the smallness assumption can be given by a more local one
lim
δ→0
[χBδ(p′)V ]R < ε,
where Bδ(p) denotes a ball centered at p with radius δ. Unlike (6.2), we do not need
to assume ν = (ν′, 0), since the property (6.14) is trivially satisfied for balls in the
sense that x ∈ Bδ(p′) whenever (x, t) ∈ Bδ(p).
Proof of Theorem 7.1. For simplicity of notation, we shall first assume that the point
p is the origin. Then, we are assuming that the solution u vanishes on an exterior
neighborhood of a sphere Snr in a neighborhood N of the origin, and ν is the unit
outward normal vector of Snr at the origin. Hence, there is δ > 0 so that Bδ(0) ⊂ N ,
and since u vanishes on an exterior neighborhood of Snr in N , we can choose σ > 0
small enough so that u vanishes on the set
(Bδ(0) \Bδ/2(0)) ∩ S−σ,0(ν),
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where S−σ,0(ν) is the strip given in (6.4). Of course, the solution is also vanishing in
the set
Bδ(0) ∩ {(x, t) ∈ Rn+1 : 〈(x, t), ν〉 > 0}.
Now it suffices to show that u vanishes in the set Bδ/2(0) ∩ S−σ,0(ν).
To show this, we apply the Carleman estimate in Proposition 5.1 to the C∞0
function
u˜(x, t) = (u ∗ ψε)(x, t)η(x, t),
where ψε is given in (6.5) and η : Rn+1 → [0, 1] is a smooth function such that η = 1 in
Bδ/2(0) and η = 0 in R
n+1 \Bδ(0). In fact, since u˜ is supported in the set Bδ(0)∩Hε,
where Hε is given in (6.7), one can see that∥∥χBδ/2(0)∩S−σ,0(ν)eβ〈(x,t),ν〉u˜∥∥L2t,x(|V |)
≤ C[V ]R
∥∥χBδ(0)∩Hεeβ〈(x,t),ν〉(i∂t +∆)u˜∥∥L2t,x(|V |−1).
Then, by the same limiting argument as before, it follows that∥∥χBδ/2(0)∩S−σ,0(ν)eβ〈(x,t),ν〉u∥∥L2t,x(|V |)
≤ C[V ]R
∥∥χBδ(0)∩Heβ〈(x,t),ν〉(i∂t +∆)(uη)∥∥L2t,x(|V |−1), (7.2)
where H is given in (6.10).
Now, we decompose the norm in the right-hand side of (7.2) into two parts. Then
the first part ∥∥χBδ/2(0)∩S−σ,0(ν)eβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V |−1)
can be absorbed into the left-hand side of (7.2) as before, while the second part∥∥χ(Bδ(0)∩H)\(Bδ/2(0)∩S−σ,0(ν))eβ〈(x,t),ν〉(i∂t +∆)(uη)∥∥L2t,x(|V |−1)
is bounded for β > 0 by
e−βσ
∥∥χ(Bδ(0)∩H)\(Bδ/2(0)∩S−σ,0(ν))(i∂t +∆)(uη)∥∥L2t,x(|V |−1),
since u vanishes on the set (Bδ(0) \Bδ/2(0))∩S−σ,0(ν) and 〈(x, t), ν〉 ≤ −σ in the set
H \ S−σ,0(ν). At this point, it is worth noting that the assumption that u vanishes
on an exterior neighborhood of a sphere is crucial in this second part in order to
guarantee that u vanishes on the set (Bδ(0) \Bδ/2(0)) ∩ S−σ,0(ν). Consequently, we
see that∥∥χBδ/2(0)∩S−σ,0(ν)eβ(〈(x,t),ν〉+σ)u∥∥L2t,x(|V |) ≤ C∥∥(i∂t +∆)(uη)∥∥L2t,x(|V |−1)
<∞
since η ∈ C∞0 and u ∈ H1t (L2) ∩ H2x(L2). Finally, by letting β → ∞ it follows that
u = 0 in the set Bδ/2(0) ∩ S−σ,0(ν), as desired. This completes the proof. 
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8. Further applications
In this section we present a few applications of our resolvent estimates to global
well-posedness of the Schro¨dinger equation in weighted L2 spaces.
Let us first consider the following Cauchy problem with an initial datum f and a
forcing term F : {
i∂tu+∆u = F (x, t),
u(x, 0) = f(x).
By Duhamel’s principle, the solution is then given by
u(x, t) = eit∆f(x)− i
∫ t
0
ei(t−s)∆F (·, s)ds,
where the first and second terms correspond to the solutions of the homogeneous (F =
0) and inhomogeneous (f = 0) problems, respectively. Now we have the following
Strichartz estimates for the solutions in weighted L2 spaces:
Proposition 8.1. Let n ≥ 2 and let V : Rn → C be such that the resolvent estimate
‖R0(z)f‖L2(|V |) ≤ C(V )‖f‖L2(|V |−1)
holds uniformly in z ∈ C \ R. Then the following estimates hold:∥∥eit∆f∥∥
L2t,x(|V |)
≤ CC(V )1/2‖f‖2, (8.1)∥∥∥∥
∫ ∞
−∞
e−is∆F (·, s)ds
∥∥∥∥
2
≤ CC(V )1/2‖F‖L2t,x(|V |−1), (8.2)∥∥∥∥
∫ t
0
ei(t−s)∆F (·, s)ds
∥∥∥∥
L2t,x(|V |)
≤ CC(V )‖F‖L2t,x(|V |−1). (8.3)
Remark 8.2. Given a class R of resolvent type, this proposition clearly holds for
V ∈ R with C(V ) ∼ [V ]R. In the cases of R = L2,p, p > (n−1)/2, and S3, the above
Strichartz estimates can be found in [34] and [3], respectively. From the resolvent
estimates in Theorem 2.2, these previous results are extended to the class Sn.
Proof of Proposition 8.1. We have already proved the homogeneous estimate (8.1) in
Section 4 in two ways, and by duality it is equivalent to (8.2). For the inhomogeneous
estimate (8.3), following the simple argument used for Proposition 2.5 in [33], we may
write∫ t
0
ei(t−s)∆F (·, s)ds = v(x, t)− eit∆
(∫ ∞
−∞
e−is∆[sgn(s)F (·, s)]ds
)
(x), (8.4)
where
v(x, t) = lim
ε→0
F−1
(
F̂ (ξ, τ)
−|ξ|2 − τ + iε
)
(x, t).
Combining (8.1) and (8.2), we get the desired estimate for the second term in the
right-hand side of (8.4). To bound the first term, all we have to do is just to use the
resolvent estimate in the same way as in (5.12). Now (8.3) is proved. But here, we
point out that it can be also obtained more directly appealing to Kato H-smoothing
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theory as in the homogeneous case. In fact the following 5 is due to Kato [18]: If (4.7)
in Lemma 4.4 holds, then∫
R
∥∥∥∥
∫ t
0
Tei(t−s)HT ∗F (·, s)ds
∥∥∥∥2
H
dt ≤ C˜2
∫
R
‖F (·, t)‖2Hdt.
By applying this, with H = −∆, H = L2 and T : f 7→ |V |1/2f as before, we can get
alternatively (8.3). 
Making use of Proposition 8.1, we now obtain the global well-posedness of the
following Cauchy problem for the Schro¨dinger equation:{
i∂tu+∆u − V (x)u = F (x, t),
u(x, 0) = u0(x).
(8.5)
Theorem 8.3. Let n ≥ 2. Given a class R of resolvent type, we assume that V ∈ R
and [V ]R is sufficiently small. If u0 ∈ L2 and F ∈ L2t,x(|V |−1), then there exists a
unique solution of (8.5) in the weighted space L2t,x(|V |). Furthermore, the solution u
belongs to CtL
2
x, and satisfies
‖u‖L2(|V |) ≤ C[V ]1/2R ‖u0‖L2 + C[V ]R‖F‖L2t,x(|V |−1) (8.6)
and
sup
t∈R
‖u‖L2x ≤ C‖u0‖L2 + C[V ]
1/2
R ‖F‖L2t,x(|V |−1). (8.7)
Proof. The proof is quite standard once one has the weighted L2 Strichartz estimates
in Proposition 8.1.
Let us first consider the following integral formulation of (8.5):
u(x, t) = eit∆u0(x) − i
∫ t
0
ei(t−s)∆F (·, s)ds+Φ(u)(x, t), (8.8)
where
Φ(u)(x, t) = −i
∫ t
0
ei(t−s)∆(V u)(·, s)ds.
Then, since u0 ∈ L2 and F ∈ L2(|V |−1), from Proposition 8.1 and
(I − Φ)(u) = eit∆u0(x)− i
∫ t
0
ei(t−s)∆F (·, s)ds,
where I is the identity operator, it follows that
(I − Φ)(u) ∈ L2(|V |).
Hence, the global existence in the theorem follows if the operator I−Φ has an inverse
in the space L2(|V |). It is well known that this holds if the operator norm of Φ in
L2(|V |) is strictly less than 1. Namely, it is enough to show that
‖Φ(u)‖L2(|V |) < ‖u‖L2(|V |).
5For the proof, see, for example, [28].
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But, using the inhomogeneous estimate (8.3), we can get this as follows:
‖Φ(u)‖L2(|V |) ≤ C[V ]R‖V u‖L2(|V |−1)
= C[V ]R‖u‖L2(|V |)
<
1
2
‖u‖L2(|V |). (8.9)
Here, for the last inequality we used the smallness assumption on the quantity [V ]R.
On the other hand, by applying Proposition 8.1 and (8.9) to (8.8), one can easily
see that
‖u‖L2(|V |) ≤ C
∥∥eit∆u0∥∥L2(|V |) + C
∥∥∥∥
∫ t
0
ei(t−s)∆F (·, s)ds
∥∥∥∥
L2(|V |)
≤ C[V ]1/2R ‖u0‖L2 + C[V ]R‖F‖L2t,x(|V |−1). (8.10)
Hence (8.6) is proved. To show (8.7), we will use (8.10) and the estimate (8.2). First,
from (8.8), (8.2), and the simple fact that eit∆ is an isometry in L2, one can see that
‖u‖L2x ≤ C‖u0‖L2 + C[V ]
1/2
R ‖F‖L2(|V |−1) + C[V ]1/2R ‖V u‖L2(|V |−1).
Since ‖V u‖L2(|V |−1) = ‖u‖L2(|V |) and [V ]R is small, by combining the above inequality
and (8.10) we get
‖u‖L2x ≤ C‖u0‖L2 + C[V ]
1/2
R ‖F‖L2t,x(|V |−1)
as desired. Finally, it is an elementary matter to check that u ∈ CtL2x. Now the proof
is completed. 
9. Concluding remarks
The abstract Carleman estimate (5.2) in Proposition 5.1 can be modified to work
for the case of time-dependent potentials V (x, t) such that
sup
t∈R
|V (x, t)| ≤W (x) ∈ R. (9.1)
Taking the sup in t has been sometimes used for time-dependent potentials in other
problems ([33, 34, 4, 2, 3]) concerning Schro¨dinger equations. Since |V (x, t)| ≤W (x)
for almost every t, the following corollary is an immediate consequence of Proposition
5.1.
Corollary 9.1. Let n ≥ 2 and let V : Rn+1 → C be such that (9.1) holds. Then we
have for u ∈ C∞0 (Rn+1)∥∥eβ〈(x,t),ν〉u∥∥
L2t,x(|V (x,t)|)
≤ C[W ]∥∥eβ〈(x,t),ν〉(i∂t +∆)u∥∥L2t,x(|V (x,t)|−1)
with a constant C independent of β ∈ R and ν ∈ Rn+1, if W ∈ A2(ν′).
This is naturally expected to lead to unique continuation for the time-dependent
potential case
|(i∂t +∆)u(x, t)| ≤ |V (x, t)u(x, t)| (9.2)
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where V satisfies (9.1). In fact the same type of argument used for time-independent
potentials works clearly for this case if the assumptions on the potential in Theorems
1.4 and 1.5 are given for W (x) instead of V (x). As a consequence, one can obtain
some new results on the unique continuation for (9.2). We omit the details.
It is also straightforward that the well-posedness result in the previous section can
be applied to the case of time-dependent potentials V (x, t) satisfying (9.1). This case
has been studied in [34] and [3] for R = L2,p, p > (n − 1)/2, and S3, respectively.
These previous results are now extended to the class Sn as an immediate consequence
of our resolvent estimates.
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