Regional economic projections are often made at the level of spatial aggregation that is most convenient from political, data and computational perspectives. For example, in the US projections are often made at the level of 50 states. From a policy perspective this makes some sense since disbursements of federal funds for infrastructure are generally made to state governments and sub-state governments have little political representation at the federal level. Economic data is much richer at the state level than at any sub-state level. Also, for many models a larger number of regions than the 50 implies excessive computational burden.
Introduction
Regional economic projections are often made at the level of spatial aggregation that is most convenient from political, data and computational perspectives. For example, in the US projections are often made at the level of 50 states. From a policy perspective this makes some sense since disbursements of federal funds for infrastructure are generally made to state governments and sub-state governments have little political representation at the federal level. Economic data is much richer at the state level than at any sub-state level. Also, for many models a larger number of regions than the 50 implies excessive computational burden.
There are, however, a number of economic issues that cannot be adequately addressed at the state level. A few examples include: Economically depressed regions which seldom coincide with state borders. Even a state as small as New Hampshire has significant differences in economic well being from north to south and large states like Texas may simultaneously contain some of the most affluent and some of the most depressed regions in the country. Land use change such as the transformation of agricultural land and the general phenomenon of urban sprawl cannot be realistically addressed at the state level. Environmental pollution studies benefit greatly from spatial disaggregation. It may be possible to estimate aggregate emissions at the state level but not to estimate exposed populations or to provide input to atmospheric models. In transportation studies , origins and destinations of trips are points rather than areas, so greater spatial detail generates more useful results. Furthermore, the spatial impacts of transportation infrastructure do not necessarily respect state borders.
Our purpose in this paper is to specify a comprehensive and rigorous framework for sub-state economic analysis. In order to do this we must first define a set of substate spatial units. There have been attempts in the past to develop models from economically functional regions rather than political jurisdictions. These include the BEA regions and National Transportation Analysis Regions. From the perspective of data availability it is easier to work with regional definitions that have long histories and that are used consistently by different agencies that collect and publish data. In the US this means either counties or Census Metropolitan Areas (CMAs). CMAs are preferable for many types of analysis because they constitute functional regions with high levels of internal spatial interaction. They are not, however, exhaustive (they exclude all rural areas) and only useful for analyzing urban and interurban phenomena. For the model described in this paper we have chosen the 3000 plus US counties as our spatial units. This is an exhaustive regionalization that provides sufficient spatial detail to address some, if not all, of the issues mentioned above. Also, counties can be aggregated up to CMAs and BEA regions.
While a great deal of regional economic analysis has been based on Leontief type Input-Output (IO) models, we have chosen instead to develop a spatially disaggregate Computable General Equilibrium (CGE) model. IO models have the advantages of relatively modest data requirements, a high degree of industrial specificity and a good ability to capture multiplier effects. They are limited, however, to modeling exogenous shocks that can be represented as changes in final demand and they fail to capture supply side effects. As an example of the latter, in the presence of labor supply limitations, large infrastructure investments may result in a combination of increased employment and increased wages. IO models can only capture, and may exaggerate, the employment effect.
How does one develop a CGE model that can make projections at the county level? Is it just a question of applying a state level specification to county level data? The answer is no, for three reasons. First, many types of economic data are not available at the county level. Data for population and employment are available, but data for economic categories like value added and investment are not. Second, models that may be computationally manageable for 50 states may become infeasible for 3000 counties. Finally, there are number issues that become more important for smaller geographical units and must therefore be addressed in a county level model. For example, the issue of available space, which can be neglected at the national or state level, becomes an important constraint on the spatial evolution of activities. Population growth in a county depends not only on its ability to yield utility to new residents but also to the extent to which it is "built out."
The approach we have adopted is to develop a county level model in conjunction with a state level CGE model. Endogenous variables in the state model serve as boundary conditions for the county level. The county level model is not simply an allocation mechanism. It determines a spatial equilibrium distribution of economic activities and population at the county level within each state.
Our emphasis is to develop a model that has a rigorous specification of the supply side -an emphasis that is often lacking in regional models. At this point the demand side of the model is rather aggregate and simple. In later versions of the model, we plan to develop a more comprehensive and explicitly spatial demand side.
The remainder of the chapter is organized as follows. The next two sections describe the state-level and county-level models respectively. While the model is not yet fully operational, we have solved a proof-of-concept model at the state level and conducted empirical estimation of population distribution mechanisms at the state and county levels. These are described in a subsequent section. Finally in the conclusion we speculate about policy analyses that conducted with the model. 3
A State-Level Computable General Equilibrium Economic Model
Our first step is to construct a state-level economic simulation model to project the trajectories of output, employment, prices and wages by industry in each of the 50 states over the time horizon 2000-2050 on a series of five-year time-steps.
1 Our approach is deliberately simple, and, in keeping with the long-run nature of our projections, focuses on the supply side of the economy. We treat the individual industries within each state as representative firms and simulate the dynamics of each according to a Solow-Swan growth model that captures the decision to invest in accumulating a stock of capital in a recursive-dynamic fashion (i.e., based myopically on the values of exogenous and endogenous variables in the current period, rather than looking forward over the entire simulation horizon).
2 These decisions determine how industry capital stocks in each state evolve from one time-period to the next. Each industry produces output according to a production function that specifies how capital, intermediate goods, and labor-which is assumed to be mobile among states -are combined. In each period, the decisions of the population to migrate among and within states determines the intra-state supply of labor. Industries' competition for workers then simultaneously determines their wages, the prices and quantities of their output, and also the resources available for capital investment in the next period.
The Within-Period Spatial General Equilibrium Model
Our first task is to build and calibrate the within-period component of the model, which is a static spatial price equilibrium simulation of the U.S. economy. 3 In each of the s states in the U.S., assume that there are j industries, each of which produces a single homogeneous commodity indexed by i. For each industry in a given state, gross output (y) is produced using capital (k), labor (l) and a composite of intermediate 1 The sectoral disaggregation in Table 1 captures the major sources of air pollutant emissions without being overly detailed. Although simulation modeling is a well established technique for projecting future emissions, there are comparatively few examples of its use to generate longrun forecasts for regions of the U.S. The best example is the REMI economic-demographic model and its antecedents (Stevens and Treyz 1986; Treyz et al 1992; Treyz 1993) , which are demand-driven simulations of the spatial economy. 2 This may be contrasted with an intertemporal optimization framework used in multi-regional climate policy simulations (e.g., Manne and Richels 1992; Nordhaus and Boyer 1999) and dynamic rural-urban computable general equilibrium (CGE) models (e.g., Kelly and Williamson 1984; Becker et al 1992) , in which representative agents choose trajectories of investment to maximize their present value of discounted utility from consumption, looking forward over the entire simulation horizons. This approach, although theoretically appealing, is too expensive computationally to work here. 3 Throughout, we stick to the following notational convention: lower-case letters for industrylevel variables (e.g., prices), upper-case letters for state-and aggregate-level variables (e.g., value added), and tildes (~) for county-level variables (e.g., housing units). We suppress time subscripts when describing the static equilibrium simulation but include them in our explication of the model's dynamics.
inputs (x), according to a constant-returns-to-scale Cobb-Douglas production function: We do not observe gross output at the state level-industries' gross state product is synonymous with their value added (v). However, y can be easily inferred from v if we assume that the economy has the same structure of inter-industry demand at both aggregate and the state levels. In the SAM, the coefficient on the use of intermediate input i by industry j ( X ) is the average value share of i in j's gross output. It follows that over all i intermediate inputs:
2)
where p and p X are the price indices of output and the composite of intermediate materials. Constant returns to scale in production implies that:
which enables the value of gross output to be easily imputed as:
To keep things simple, we propose to model the supply of capital to each industry as being fixed within a period. Competitive equilibrium in output markets results in a zero-profit condition that equates the price of output and the short-run unit cost function that is dual to (12.1):
Here, p is the aggregate price of output in industry j, R is the economy-wide average capital rental rate, which we treat as exogenous for simplicity, w is the wage in that industry, τ Y is the state's tax rate on j's output in the base year, 5 and ψ is a Hicks-4 Scale externalities in production are central to economic models of urbanization and agglomeration (Duranton and Puga 2004) . However, including them directly in the production function would result in a non-convex optimization problem which is very difficult to solve (see, e.g, Fan et al 2000) . We therefore opt to introduce the effect of external economies parametrically, imposing a neutral decline in the unit cost of production by scaling the value of ψ downward as a concave function of j's output in state s (i.e., learning-by-doing) or inputoutput based indices of within-state supply or demand linkages (e.g., Bartelsman et al 1994; Paul and Siegel 1999) . 5 For simplicity, we simplify the actual structure of industry taxation, treating taxes as if they were levied on output.
5 neutral shift parameter whose initial value is calibrated to set the prices of all commodities to unity in the base year. 6 Simplifying (12.2) to (12.4) enables output in the base year to be calibrated, and permits the quantity and price of intermediate input to be modeled according to a Leontief specification, as follows: 
(12.7)
The initial condition for w is derived from statistics on employment and compensation by industry tabulated in BEA's Annual State Personal Income (ASPI) accounts. The capital rental rate is based on the average value of corporate bond yields.
τ is easily derived from output and tax revenue tabulated in the GSP accounts. It is less straightforward to determine the initial stocks of capital. Following Garofalo and Yamarik (2002) , we plan to use the historical data series on aggregate-level investment and depreciation by industry from the BEA's Fixed Assets (FA) accounts, allocate these values among the states in proportion to their shares in value added, and then cumulate the resulting state-level investment and depreciation schedules into stocks of capital using the perpetual inventory method.
We assume that industries face an aggregate demand for their output (YD) that is the sum of own-and other-industry intermediate uses, and final uses by consumers. Intermediate use is determined by the economy's input-output structure and industrial composition. Final use is modeled according to a downward-sloping demand curve that shifts outward with rising aggregate income (GDP):7 (12.8) where the parameter ϖ denotes good i's share of total expenditure on final uses, derived from the SAM. Income balance is achieved by specifying two components to GDP, the sum across states of state-level value added (V) and aggregate tax revenue (TAXREV): Finally, market clearance for the i th good implies that aggregate demand equal aggregate supply:
V s v j s w j s l j s Rk j s
(12.12)
The within-period equilibrium is closed by defining the labor market at the state level. The demand for labor by industry and state is:
Employment in each state is the sum of the labor demands by that state' industries:
(12.14)
This expression allows us to specify the average wage at the state level:
whose value is determined by the distribution of activity levels among industries therein. We propose to employ the simple model of state labor supply developed by Gallin (in press), which models the employment rate (H) in each state as a function of the average wage using a simple labor supply curve: (12.16) where the parameters η and χ denote the average elasticity of labor supply and the base-year employment rate, respectively. The former is usually taken to be around 0.3 in macroeconomic studies, while latter is tabulated in the BLS Local Area Unemployment Statistics. All that is left is to pin down state-level labor supplies, which we model as the product of the employment rate and the population (N), which we assume to be fixed in each period:
Equations (12.5) to (12.17) specify the core within-period sub-model. They may be collapsed into a square system of nonlinear simultaneous equations in six unknowns (primal variables l, x and y, and corresponding dual variables w, PX and P) which can be solved for the allocations of labor, intermediate input and output, and the supporting vectors of wages, composite intermediate input prices, and commodity prices that constitute a spatial price equilibrium. 9 9 It is a straightforward task to specify and solve the model as a mixed complementarity problem (MCP-see Ferris and Pang 1997) in GAMS (Brooke et al 1998) with the MPSGE sub-system (Rutherford 1999) . The only potential difficulty is the computational cost of finding a solution to a problem of this size (50 states × 20 industries × 6 equations). The authors will provide an operational proof-of-concept model upon request. 7
The Dynamic Process of the Economy
We now describe the model's dynamic process, which consists of the equations of motion of state-level industry capital stocks and population from one time-step to the next. By specifying the boundary conditions that close the within-period equilibrium problem outlined above, the dynamic problem determines the temporal evolution of the spatial pattern of production.
Our first challenge is to determine the geographic distributions of growth and decline in industries' capital stocks. 10 We employ a recursive-dynamic approach, which is simple, easily implemented, and allows us to bring to bear on the model's regional forecasts the vast empirical literature on industrial location (e.g., Coughlin et al. 1991; Friedman et al. 1992; Woodward 1992) .
Letting the index t denote time periods, we propose to model capital accumulation in each industry within a state using the standard perpetual inventory equation:
where inv is the quantity of investment and the parameter κ is the average per-period capital survival share in each industry, derived from BEA's Fixed Assets (FA) accounts. As a first cut, we plan to model investment simply as a fixed share (ι) of output of the corresponding industry in each state:
With (12.19) as a start, our second major task is to develop, numerically calibrate, and test the performance of a more realistic, empirically-based specification for the investment equation. Our preferred approach is the econometrically-calibrated investment accelerator model of Treyz et al. (1992) and Rickman et al. (1993) . We propose to adapt this specification to work at the level of individual industries, focusing on two sets of influences on investment:
Those affecting its level-from the macroeconomic literature on capital age structure and turnover (e.g., Caballero et al. 1995; Doms and Dunne 1998; Cooper et al. 1999) , and Those affecting its spatial distribution-from the regional science literature on the effects of state taxes (e.g., Bartik 1985; Holmes 1998) , location externalities (e.g., Head et al. 1995) .
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The second challenge in characterizing the spatio-temporal evolution of economic activity is to specify the determinants of state-level population and labor supply, which depends upon both the growth and migration behavior of the population. Accordingly, we propose to model the evolution of the population in each state as a function of the net growth rate of state populations (G), and economic immigration (MI) and emigration (ME):
I E N s t N s t G s t M s t M s t
Our third major research task is to estimate the terms on the right-hand side of (12.20). To keep things simple, we avoid explicit characterization of the demographic structure of either state populations or migrants. Instead, we propose to model state population growth using crude birth and death rates by state (b and d, respectively), which are assumed to follow exogenous trends: Greenwood et al. (1991) and Treyz et al. (1992) . We specify gross immigration and emigration at the state level, as well as population redistribution within-state migration (M R ), as functions of states' populations, average population densities (ρ N ), and their wage and employment rates:
N M s t s s t N s t H s t W s t
, where A is the land area of state s, and µ 0 -µ 4 are parameters estimated on data from the IRS migration database and BEA's Regional Economic Information System (REIS). In developing equations for both investment and migration it is natural for tensions to arise between the theoretical correctness of candidate specifications and the consistency of the simulated spatial economy's behavior with our priors when these specifications are included in the model. A key test of the workability of specifications as we implement them is therefore whether the simulated evolution of the geography of production and population is consistent with historical trends (e.g., Kim 1995; Black and Henderson 1999; Holmes and Stevens 2004) or official forecasts (e.g., the Census Bureau's state population projections -Campbell 1996) .
Disaggregating Economic Activity and Population to the County Level
Our next step is to project the spatial pattern of industry output, population and the demand for transportation at this county scale. This is a process of down-scaling the spatio-temporal evolution of the economic and demographic variables solved for above from the state level to individual counties. We propose to do this via a simple two-step procedure. First, estimating empirical relationships that govern the geographic distribution of output, growth of population and housing stocks, and land use change, and then simulating the resulting set of behavioral equations as a system to solve for the equilibrium spatial distribution of economic activity, population and land use in future periods.
This procedure is the lynchpin of our framework, as it nests fifty county-level spatial allocation problems within the state-level spatial allocation problem outlined above using the solution for the latter problem as the boundary condition for each of the former ones. 9
Spatially Disaggregating Output
Our first challenge is to distribute output by industry down to the level of individual counties. Employment and compensation are the only variables for which there is comprehensive industry-by-industry coverage at this scale. Accordingly, we begin with labor input. For industry j in state s, labor demand ( l % ) and total employment ( L % ) in each of that state's constituent counties c{s} are given by the analogues of equations (12.13) and (12.14): 
N j c s t c s t N c s t W c s t y j c s t
(12.27) Our fourth major research task is to specify a functional form for σ and econometrically estimate (12.26) and (12.27) using data from the REIS. 
Spatially Distributing Population
The second challenge is to distribute migration flows calculated in the state model. This enables industrial location in future periods to be simulated by pinning down the level and density of population that affect the right-hand side of (12.27). Census Bureau data give an initial condition for population at the county level ( N % ) in the base year. We propose to model the evolution of N % in a manner analogous to equation (12.21) , where at subsequent time-steps it depends on both population growth (determined by the parent state's birth and death rates in (12.21), and gross immigration ( 
N c s t N c s t G s t M c s t M c s t
County-level migration must sum to the state-level total calculated in (12.22), which is ensured by modeling migration flows according to the logistic sharing rule: (12.30) In this expression, the county employment rate is given by the analogue of (12.17): 
s t c s c s t N c s t H c s t W c s t O c s t
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The Spatial Pattern of Housing and Land Use
Our third challenge is to model the process by which growth of population and income generates demand for both new housing and the conversion of land from agricultural to residential, commercial and industrial uses. Specifying this process enables us to simulate future population growth by determining the effect of U % on occupancy in (12.30). U % is given initially by CBP data for the base year. Over time it responds to the demand-side forces of population, occupancy and income (proxied for by the average wage), and to the supply-side forces of spatial constraints on new builds (proxied for by the average unit density, U 
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Spatial Equilibrium at the County Level
Estimation of equations (12.27), (12.30), (12.32) and (12.34) yields numerical expressions which can be used to simulate the county-level distribution of economic activity, population and land use. The variables that determine the levels of these indicators within each county are for the most part endogenous to the sub-state spatial pattern of growth.
14 We must therefore solve the system of equations (12.23) through (12.34) for the equilibrium allocation of industries and population. 
Preliminary Calibration Efforts
We calibrate the model on a set of social accounting matrices (SAM) for the U.S. states. The SAM that we use, shown schematically in figure D} denotes the set of final demands (e.g. consumption, investment, government, and net exports), and τ = {1, ..., T} denotes the set of distortions. Official data on state-level SAMs are not published. Traditionally, a SAM must be created for each individual state or region using regional multiplier techniques. However, since our goal is to develop a regional economic model that both explicitly represents state-level detail on the supply side and is consistent with macroeconomic linkages at the aggregate level, we employ a different approach to data development.
The procedure that we use starts by creating a national SAM for the U.S. in the format of figure 12.1, and then disaggregating it into s state-level SAMs. Each of these replicates the structure of the national table (the sub-matrices X , V , G and Z ) through corresponding state-level sub-matrices S X , S V , S G and S Z . We use two datasets to perform the disaggregation. The first is 1999 input-output data published by the Bureau of Economic Analysis (BEA), which is used to develop a year 2000 national social accounting matrix (SAM) for the U.S. 16 The second is year 2000 data on gross state product by industry (GSP) and its constituent components, and annual state personal income (SPI), also from BEA. These data are used to derive each state's share of national value-added and final use according to its fractions of the total across all states of GSP and SPI, respectively.
The components of GSP that are tabulated in the data are labor, property-type income (i.e., a proxy for capital input) and indirect business taxes. Thus, letting the index comp denote these components and GSPC denote their individual contributions to GSP, we have for state s: (12.35) where comp = {f, τ }. This notation proves useful in formally describing our disaggregation procedure, to which we now turn.
In keeping with our assumption of a Leontief structure of inter-industry demands, we assume that the relationship between the intermediate inputs to a given industry and its value-added is the one given in the national SAM, and does not depend on state location. Therefore, the values of the column elements of the input-output matrix S X at the state level are determined by the GSP of the corresponding industries, which implies that the national input-output table can be disaggregated according the shares of each state in each industry column:
(12.36)
Although the structure of intermediate demand is fixed, the substitutability of labor for capital implies that the relative intensities of use of these inputs in a given industry 16 The SAM is constructed from the BEA's 92-sector "Make of Commodities by Industries" and "Use of Commodities by Industries" tables for 1999 using the industry technology assumption. Its components of value added are disaggregated using data on industries' shares of labor, capital, taxes and subsidies in GDP published by BEA. The resulting benchmark flow table is aggregated up to three sectoral groupings (primary industries, manufacturing and services), scaled to approximate the U.S. economy in the year 2000 using the growth rate of real GDP from 1999-2000 (3.75 percent), and deflated to year 2000 dollars using the GDP deflator from the NIPAs. Finally, we make the simplifying assumption that the structure of state-level final demands reflects the pattern in the national SAM, and that the elements of S G depend not on location but on states' incomes. We therefore used the simple procedure of disaggregating the aggregate final use matrix based on states' shares of total income:
(12.39)
The results of this procedure are shown in figure 12 .2, which illustrates the disaggregation of a three-sector U.S. national SAM into four SAMs that correspond to the Census regions. It is interesting to note that using the assumptions of (12.39), the row and column totals for each industry do not balance at the state level, but do at the national level. Given that the key assumption of our spatial equilibrium framework is that the law of one price holds for each commodity across all states, the difference between the row and column totals in a state's SAM indicates the magnitude of its net commodity trade flows. This information, along with interstate distances and data from the Department of Transportation's commodity flow survey, may be used to develop detailed state-to-state trade matrices, which can be used to elaborate the simple final demand system in (12.13). (See Appendix, equations A3 and A4.) With these disaggregate data in hand, it is a simple matter to calibrate the spatial equilibrium model. We use the standard CGE calibration technique of setting all prices to unity and solving for the values of the technical coefficients that replicate the benchmark dataset. 17 The computational model is formulated and solved using the MPSGE subsystem (Rutherford, 1995 (Rutherford, , 1999 for GAMS numerical simulation language (Brooke et al., 1999) , reproducing the benchmark equilibrium with a residual of 10 -6 (i.e., 10,000 dollars).
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17 Sue Wing (in preparation) provides the details. Also see the illustrations of CGE calibration in Mansur and Whalley (1983) and Kehoe (1988) . Dawkins et al (2001) provides an comprehensive comparison of different approaches. 18 The software automatically calibrates the technical coefficients of the excess demand functions, formulates the general equilibrium problem as square system of nonlinear equations, and solves this system as a mixed complementarity problem using the PATH solver (Dirkse and Ferris, 1995) . 
Population Dynamics
Equations of population movement (12.30), which are used to update the state population from one time step to the next, must be estimated econometrically using Census data on migration and data on socioeconomic characteristics that are endogenous to or can be calculated based on variables that are endogenous to, the within period equilibrium model. Equations (40a-c) were estimated for population movements over the 1995-2000 interval. (All variables as defined in table 12.1). Since decisions to move into, out of, or from one location to another within a particular state are all governed by the same set of forces, we employ seemingly unrelated regression specification for the state-level migration equations, which are estimated using threestage least squares: The results are shown in table 12.2. Since popden = occu × unitden, two variants of equation (12.28) are estimated, one with popden (specification I) and the other with occu and unitden (specification II). Specifications (III) and (IV) in the table control for the influence of population size in the dependent variables, which express the numbers of in-out-and internal migration for each state as fractions of the respective state populations. We attempt to capture the effects of spatial autocorrelation by including spatial lags of the covariates. For each state, the spatial lag of a variable is computed as the average of the values of that variable over all contiguous states. In this calculation AK and WA, and CA and HI are treated as contiguous. These results are shown in table 12.3.
The fit of the regressions is generally good, and is improved by the addition of the spatial lags of the explanatory variables. The size of a state's population is the strongest predictor of all three types of migration, with positive effects on absolute levels of migration and the rate of internal migration, and negative effects on the rates of in-and out-migration.
The effect of average population density-or, equivalently, the combination of unit density and occupancy rates-is negative and significant throughout. While the effects on in-migration and internal migration are of the expected sign (reflecting the congestion costs incurred by migrants in obtaining new lodging), the impact on out-migration defies simple explanation. One might be tempted to conclude that high population density may be picking up the influence of access to urban amenities, whose attractiveness attenuates individuals' propensity to move out-of-state, but specification II shows that occupancy rates exert a much stronger negative influence.
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This result, which means that the rate of out-migration is declining in the average number of persons per unit, is suggestive of a "life-cycle" effect, whereby small households, comprising singles or couples without children, have a higher propensity to make out-of-state moves. Controlling for spatial autocorrelation, popden's effect on out-migration becomes insignificant, but the negative direct effects of occupancy and unit density remain. The weaker negative effect of lagged population density (and, in specification II, unit density) is consistent with the attenuating influence of congestion costs in neighboring states' housing markets to emigration there.
We find that unemployment has a negative and significant influence on internal migration, but an insignificant effect on in-or out-migration. It is well known that unemployment exerts two countervailing influences on migration-on one hand it reduces households' labor income, and with it the resources necessary to undertake the pecuniary costs of relocation, while on the other hand it acts as a psychic "push" factor, simultaneously inhibiting in-migration and inducing residents to emigrate in search of employment. The results indicate that the former pecuniary effect seems to be the dominant factor. The spatial lag of unemployment has positive and significant effects on both immigration and, to a lesser degree, emigration. The former reflects the influence of relative economic conditions in neighboring states on the propensity of residents of other states to undertake cross-border moves, while the second indicates a regional phenomenon, namely economically-induced migration away from groups of contiguous states which are economically depressed. The estimates of the effect of the average wage, while generally not significant, tend to corroborate this story: they have a positive and significant impact on the propensity to move out-of-state, which presumably involves larger expenditures than internal migration. 
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Concluding Remarks
The signal benefit of this research is the creation of a simple, transparent, theoretically and methodologically rigorous simulation model that is suitable for a potentially broad range of applications. Our approach has a number of advantages in this regard, including the following. First, the Hicks-neutral shift parameter ψ may be specified to decline from its calibrated value in the base period one period to the next according to projections of productivity growth by industry, facilitating inquiry into the effect of technological progress within industries on the spatial patterns of economic growth. Secondly, because the distribution of industry tax rates in different states affects the spatial pattern of production, the modeler, by changing τ Y as a policy variable, can explore the impact of future state tax policy scenarios on output and employment. Thirdly, since the consumption of land in the creation of new housing is explicitly modeled, it will be possible to simulate the effect of policies such as limitations on the conversion of non-urban land on county level population growth and economic growth. The modeling framework is particularly beneficial for conducting environmental analysis for a number of reasons. Because of the relatively detailed distributions of economic activities it will be possible to apply emissions factors to generate spatial patterns of criteria pollutant emissions. This will be useful in identifying areas of high exposures and as input to atmospheric models for ozone and acid deposition. Further, the model may be extended to produce estimates of transportation activity levels and emissions from mobile sources, as described in the Appendix. In addition, the model, by explicitly representing industries' use of intermediate inputs, sheds light on the potential for macro-level climate change policy to affect both regional growth and the spatial distribution of secondary air pollution benefits from reduced combustion activity. A carbon tax (τ C ) can be simply represented as the additional term τ C ε C (j C ) in the unit cost function of the model's fossil fuel sectors ( j C ) differentiated according to the average carbon emission coefficients (ε C ) on these sectors' outputs. Moreover, the income effects of this tax are easily represented by including the revenue that it generates ( ( ) ( ) being in speed class ϑ thus depends on a function π of income, population density and size of urban area (both of which proxy for congestion):
( )
D F F F j y i s t X i j y j s t i V s t TAXREV N s t P i t
This expression allows us to use a production-constrained gravity model to approximate inter-state flows of goods f from production in state s to uses in state r along transportation mode q:
( ) ( . ) ( . ) ( , , , , ) ( , , ) ( , , ) ( , , ) ( , , ) ( , , ) Transportation Atlas Database, and φ is a measure of the friction of distance, which our tenth research task is to estimate using cross-sectional data from the 1997 Commodity Flow Survey. We propose to assign the estimated proportions of freight flows by mode to the appropriate transportation network based on shortest path routes, and to focus once again on road transport emissions, which can be easily estimated by multiplying the number of truck miles assigned to each highway link by average highway emissions factors from MOBILE6.
22 21 Here we assume a simple lump-sum recycling rule that divides aggregate tax revenue equally among members of the population. More realistic assumptions can be made, although at the cost of increasing the model's complexity. 22 Additional off-interstate emissions are likely to be significant due to local congestion at origin and designation counties. To estimate them it is necessary to account for demand by county as a proportion of each interstate flow.
