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Introduction
Default probability distributions are often defined in terms of their conditional default probability distribution, or their hazard rate. Their applications are varied including the risk premium model used to price default bonds, reliability measurement models, insurance, etc. A hazard rate implies a unique conventional probability density and its cumulative distribution. By the same token, a fractional hazard rate, defined by the application of a fractional operator, implies as well a conventional probability density and its cumulative distribution. As a result, implied fractional hazard distributions can be used to enrich the family of default probability distributions we use to analyze data of various granularities in finance and insurance. In other words, fractional statistical models providing a granularity index may be used to define implied and complete probability distributions. Unlike the definition of a fractional probability distribution based on Liouville's and Caputo's fractional operators that generally define "incomplete" distributions (see Tapiero and Vallois (2016) on fractional randomness), a fractional distribution implied by its fractional hazard rate provides a complete distribution. The purposes of this paper are to define fractional hazard rates and their properties as well as their implied distributions which we apply to several examples associated with insurance and risk models.
Fractional hazard rates unlike conventional hazard rates are functions of their mathematical granularity. They include for example, the choice of a fractional operator applied such as that of Riemann-Liouville, 1832 , Grunwald (1867 , Letnikov (1868) , Caputo (1967) , consisting in a theoretical (and computational) approach to calculating the integral of a distribution (or a derivative). For example, if time is sampled in time intervals (t) H , 0 < H < 1 rather than 0 < t < 1, then, necessarily (t) H > t. These differences have statistical and informational implications that lead necessarily to computational differences. By the same token, at their infinitesimal limits when continuous time integrals are calculated, their outcomes may also differ. Some of their computational and theoretical differences have been pointed out to the implications of a "speed of convergence by the Berry-Esseen (1941) lemma (see also recent developments pointing out to a greater computational precision, Korolev and Shevtsova 2010a ,b, Shevtsova 2007 , 2008 . These studies consider the approximation of a continuous function based on the definition of its approximating sums.
Applications of fractional operators also lead to "memory models" that depend on the definition of the fractional derivative and therefore depend on the computational properties of such derivatives. Are these forward, or backward derivatives etc. When a derivative is defined at a given instant of known time relative to another past instant then of course, past memory is implied in current estimates. When "memory models" are based on future times, current estimates are auto-correlated with future states. These relationships have led to the definition of a "long run memory" which is an expression of autocorrelation since a granular time interval (t) H > t is necessarily greater than intervals of time in the Riemannian calculus when the index 0 < H < 1 is applied (see also Baillie 1996 , Beran 1992 . For example, the future price of a stock at a future time t has a price correlated with that of its current price, (say at time τ , with t > τ). These properties are well known and have been pointed out repeatedly by Mandelbrot (1963) . However, it seems that all fractional models have such a property thereby reflecting a property commonly encountered in data analyses of various granularities. Autocorrelation or long run memory, however may be obtained in several manners. Mandelbrot used a fractional volatility to define a fractional Brownian Motion whose variance is auto-correlated, Laskin (2003) applied a Liouville fractional operator to the set of differential-equations that defined Poisson processes (see also Baleanu et al. 2010 , Podlubny, 1999 ., Meltzer and Klafter 2004 applied fractional operators to Fokker Planck partial differential equations, and so on. In Tapiero and Vallois (2016) , we have used a fractional operator to define a fractional random variable and its associated distributions (which was proved to be unconventional). In this paper we suggest a fractional hazard rate to define conventional fractional distributions and suggest that the fractional hazard rate is a reasonable and consistent approach to define fractional default distributions and therefore useful in the definition of risk models that define the increased (or decreased) risks that occur due to model granularity. Applications of this approach are considered as well, including default bonds reliability as well as insurance.
Fractional hazard rates
Let f : [0, ∞[→ [0, ∞[ be a default probability density function (PDF) and its cumulative distribution function (CDF),
Let h(t) be the hazard rate at time t:
A continuous-time hazard rate is therefore the derivative of − ln (1 − F (t)):
Note that with h > 0, and t 0 h(τ )dτ < ∞, for any t > 0 and t 0 h(τ )dτ = +∞. Given h,the default probability density function and its cumulative distribution function are uniquely defined by:
Fractional calculus is based on the definition of integral and fractional operators I H a and D H a . Considering a fractional index 0 < H < 1 and a ≥ 0, are defined in this paper by the Riemann-Liouville function:
Where:
When a = 0, we shall write
Note that the first (resp. second) identity is valid for any locally integrable function f,( resp. for any function f which belongs to the image of L 1 Loc ( + ) by I H ). Further, note that at H = 1,
When f is a probability distribution, we define a Fractional Cumulative Distribution Function (FCDF) and a Fractional Probability density (FPD) as follows.
Let f be a non-negative function and F be a non-decreasing function such that F (0) = 0. The Fractional Cumulative Distribution Function (FCDF) and the Fractional Probability Distribution (FPD) associated with f and respectively, F are:
F H (t) = I H (f )(t) = 1 (H ) t 0 (t − τ ) H −1 f (τ )dτ, t ≥ 0,(8)
And, f H (t) = D H (F )(t). (9)
In the case, F = I 1 f then:
The proof of (10) follows from the following elementary fractional calculus:
And by definitions (8) and (9):
With H = 1,
, which is the rate of growth of the increasing function and defined by the probability density function, a function of F and t. When 0 < H < 1 , this is no longer the case, therefore, the FCDF F H (t) might not be strictly increasing and does not define a conventional cumulative distribution function. Considering instead, a fractional hazard rate, an implied and unique conventional CDF can be determined.
Recall that the time hazard rate h is defined by (2).
Definition 2.2

Define a time fractional hazard rate by the fractional derivative D H :
2. The implied hazard fractional probability density f H (t) as well as its cumulative fractional distribution, define uniquely their fractional hazard rate implied distribution:
Note that if we let H = 1 in (13), we recover h, i.e., h 1 = h. The fractional hazard rate is given by Lemma 2.1 with results that are proved below.
Lemma 2.1 h H (t)
Proof
The risk implications of a fractional hazard rate are embedded in its fractional index. In the particular case of an increasing hazard rate, we may show using Lemma
that h H (t) = I 1−H (h)(t) is also increasing.
Remark Let the fractional PDF be: 
above implies that h H = P DF H (h).
Next we provide a few properties related to the primitive of the hazard rate.
Lemma 2.2 The function h H is non-negative and
Proof From (15), h H ≥ 0. We can also recover this property observing that t → − ln (1 − F (t) ) is non-decreasing and using Lemma 3 in Tapiero and Vallois (2016) . Note that:
This gives (17). Further,
Introduce the change of variable, τ = ut in Eq. (17) and:
is non-decreasing nonnegative and tends to +∞ as t → +∞ and therefore,
Moreover, lim t→∞ t 1−H = +∞, which proves (18).
Using (14) and Lemmas 2.1 and 2.2, we easily obtain:
, and let f be the probability distribution of a random default variable X and F be its CDF. We suppose that U H and X are independent, then a fractional reliability is defined by:
We interpret the fractional integral as in Lemma 2.2 and obtain
−H ) E (ln (1−F (tU H ))) = − t 1−H (2 − H ) E (ln (P (X >tU H ))).
Thus, (20) is a consequence of (14).
Given that 1 − F H (t)
is the fractional reliability it is equally valid for the hazard rate of complex default and networked parallel and series systems. For example, let i = 1, 2, .., m, be a system consisting of n i independent components with survivability S i (t) = 1 − F i (t), connected in parallel. The system reliability is thus (for example, Barlow and Proschan 1965 , Cox and Tait, 1991 , Tapiero 2005 :
As a result, its system hazard rate h s (t) is:
Where
1−F i (t) . Its systemic reliability is: 1−F S (t) = exp − t 0 h S (τ )dτ and therefore, by (20), its fractional reliability is:
We shall consider a number of examples and their applications below.
Examples and applications Example 3.1: an exponential reliability
Let a default probability distribution be exponential with a hazard rate μ. The implied default probability and its fractional cumulative are given by a (fat tail) Weibull probability distribution with an increasing over time concave hazard rate:
The probability of default and its cumulative are then:
Consider next the integral of the fractional hazard rate:
and therefore, 
As a result, for all t ∈ ( (3 − H ))
In other words, in the time interval set here, the implied reliability of the fractional (exponential) hazard rate is less than that of the exponential reliability (alternatively, the probability of a default is greater). Inversely, for all:
Therefore, corresponding to a fractional exponential model with an initial and relatively increasing reliability in the set interval above and subsequently it is a declining reliability.
These observations are relevant to pricing fractional default bonds. For example, consider a default bond whose maturity is at time T that, if there is no default, pays
B(T ). Therefore its expected price is: B(T )(1 − F (T )).
Assume B(T ) = 1 and let R f be the rate of return of a risk-free bond. Then, B(0) = e −R f T while for the default bond (assuming an exponential default probability), the price of such a bond is an exponential distribution and since the bond is risk free its price is B(0) = e −R f T e −μT = e −(R f +μ)T , where μ is interpreted as a risk premium the seller of such a bond incurs when it is a default bond. Assume next that default (or non-default) are recorded by a fractional time. Then, the probability of no default in a time interval
(3−H ) and the price of such a bond is:
In other words, the default risk premium is no longer a constant and thus a linear function of time, but an increasing non-linear function of the bond time to maturity. In particular, note that the greater the time to maturity the greater the discount factor applied to a default bond is and its price should be smaller.
A numerical development of implied fractional distribution to a constant hazard rate (as it is the case for an exponential default distribution) and its CDF are given in Figs. 1 and 2 for fractional parameters H = 0.5, 0.6, and 0.75. These are compared to the usual exponential distribution (H = 1). In this particular case, we note that the density is a Weibull probability density function where, for a distribution mean of 0.50, the default probability of a fractional density function is initially smaller and increases rapidly to be greater than the exponential density function and at the limit, they converge to an infinitesimal tail. However, from a financial view, we note from (30) that the discount risk premium is greater than the risk-free zero-coupon bond. Such an observation is also found below for the Gompertz-Makeham fractional hazard rate. Set τ = ut and inserting above, we obtain the following fractional hazard rate:
In this case,
Consequently:
In which case, the relative fractional Weilbull hazard rate declines in the time interval:
By the same token, the implied fractional default distribution and its reliability can be computed using Definition 2.2.
Example 3.3 fractional insurance and the Gompertz-Makeham distribution:
The Gompertz distribution, often used in insurance contracts has a life-time probability distribution defined in Fig. 3 (when H=1 it corresponds to the lowest curve):
Its cumulative distribution function is:
While its hazard rate is:
Its fractional hazard rate is,
Introducing a change of variables, τ = ut, and replacing the exponential by its Taylor series expansion, elementary manipulations lead to the following fractional hazard rate:
where E a,b (x) = n≥0
x n (b+an) , x ≥ 0 is the Mittag-Leffler function (Pillai 1990 ). Integration of the fractional hazard rate provides, Thus, by Definition (2.2), its fractional probability density function and its fractional survival function are:
Figures 3 and 4 outline graphically both the fractional Gompertz-Makeham density function and its fractional cumulative distribution. Note that initially, for a non-fractional distribution f (0) = α = 0.10, while for fractional distributions (with H < 1), f H (0) < α, as this was case for an exponential distribution. In addition, the default probability increases at a faster rate while declining subsequently below the nonfractional distribution. These observations are useful as they point to a broader set of distributions that may better reflect the default of a system, initially with a smaller default probability (and therefore outperforming the non-fractional system) and subsequently, beyond a certain age, defaulting less than presumed by the non-fractional Gompertz-Makeham distribution.
Conclusion and discussion
Mandelbrot introduced the fractal model to describe a certain class of objects exhibiting a complex behavior. He first applied it to financial data (Mandelbrot 1963) . The fractal view starts from a basic principle: analyzing an object on different scales, with different degrees of resolution, and comparing and interrelating the results (see also, Miller and Ross 1993 , Hilfer, 2000 , Baleanu et al. 2010 . Jumarie 2013 . For time series, this means using different "time yardsticks", from hourly through daily to monthly and yearly, within the same study. This is far from the conventional time series analysis, which focuses on regularly spaced observations with a fixed time-interval size (see , Tapiero and Vallois 2016) . Fractional models have ushered in numerous approaches and applications based on fractional operators (Liouville, Caputo, and others) pointing to statistical and autocorrelated models. These led to the hypothesis of heterogeneous markets where different market participants analyze past events and news using varying time horizons. This hypothesis was supported further by the success of trading models with different frequencies and risk profiles. Some fractal properties have been demonstrated by a study of high-density foreign exchange (FX) in data that the mean size of the absolute values of price changes followed a "fractal" scaling law -a power of the observation time-interval size (Muller et al., 1990 . In an autocorrelation study with high-density data , the absolute values of price changes behave like a "fractional noise" (Mandelbrot and Van Ness 1968) rather than the absolute price changes expected from a GARCH process: the memory of the volatility declines hyperbolically with time. On the other hand, the nature of FX data is more complicated than a regular, self-similar fractal; this has been demonstrated by other empirical studies. These studies have avoided the statistical properties of fractional statistical models and the meaning of fractional probability distributions. There are of course some exceptions such as the study of discrete state fractional Poisson processes (see for example Laskin 2003) . While in our previous paper, we showed that a fractional distribution cannot generally be defined as a conventional distribution. In this paper, we suggest that conventional and fractional probability distributions may be defined as implied by their fractional hazard rates. Such an approach enriches the family of probability distributions we may consider to modeling increasingly fragmented data sets and developing the estimate of their parameters based on conventional statistical estimation methods. Further, we have used a number of elementary examples to demonstrate the usefulness of this approach to risk models where hazard rates, default distributions have an important role.
