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I n c 1 a s -s t -e-a 1 n e t \.V o r k t h e o r y , a n e t w o r k i s r e a 1 i z e d by 
performing mathematical operations on s-domain impedances, 
admittances, and hybrid matrices to obtain forms which can 
be interpreted as the interconnection of certain networks [1], 
[2], [3]. While these techniques are well established, it 
has been recognized recently that a more natural approach to 
network synthesis is by means of state variables. 
State-space techniques have been used extensively to 
solve network analysis problems due to their adaptability to 
computers. Calculations involving state variables are best 
handled by matrix manipulations, and therefore state variable 
techniques are easily adapted to digital computer implemen-
tation. Several computer~aided circuit analysis programs 
which have been written to handle large and complex circuit 
analysis problems, are based on state variable techniques. 
Two such programs are ECAP [4] and TRAC [5]. 
Only recently, however, has appreciable attention been 
turned toward synthesizing networks with state variables. 
While these techniques have not been successfully applied to 
all synthesis problems, many significant advances have been 
m a d e . T h i s p a p e r s h o \v s h ow s t a t e - s p a c e t e c h n i q u e s c a n b e 
2 
applied to the problem of network synthesis. 
Those not familiar with network topology should refer to 
Rohrer [6]. With a brief study of the concepts of cutset and 
tieset equations, graphs, and trees, adequate background for 
this report can be obtained. 
The necessary state variable preliminaries are reviewed 
. - .-
in Chapter 2 while the synthesis procedure for an n-port LC 
network is presented in detail in Chapter 3. The conclusions 
of this paper are presented in Chapter 4. 
CHAPTER II 
STATE VARIABLE PRELIMINARIES 
An initial understanding of state and state variables 
can be obtained by referring to the block diagram of Figure 
1. If the state of a system x1 Ct), x2Ct), ... , xn(t) is 
kn ·own at one instant of time to, and ; f the system inputs 
3 
u1(t), u2(.t), . . . ' un(t) are specified for t 0 ~t~t 1 , then the 
state of a system can be determined at time tl [7]. That 
the state variables are a mi'ni'ma1 collection of quantities 
that provide a complete description of the system's output 
in terms of the system input and time. 
u1 (t) .. yl(t) .. 
u2(t) : System (Network) y2(t) 
, 
... ,_ r' 
. . . . . . 
un(t) 
f (.x , u , t) Y n( t) 
"" -p -
Figure 1 
i s ' 
It will now be shown that th.e state equation of an 
RLC network with independent voltage and current sources 
can be written in the general form 
~t x(_t) = Ax(t} + BuCtl + c~tu(t) 
y(_tl = DxCtl + EuCtl + F~tu(t) 
where A,B.,C,D,E and F are constant matrices and x(t}, u(t) 
a n d y (_ t } a r e t i m e -. v a r y i n g v e c t o r s . x (' t ) , t h e s t a t e v a r i -
able, will be shown to contain capacitor voltages and 
inductor currents whi1e u(t) represents the voltage and 
current sources. Also, y(t) will be shown to contain the 
complementary variables of u(t); that is, the voltage of 
current sources and currents of voltage sources. 
Definitions of a tree, cotree, cutset and tieset are 
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( 1 ) 
( 2) 
now given which wi11 prove helpful in later discussions. A 
tree is comprised of all of the nodes of the original graph 
but has no loops. The set of all links (elements of the net-
work which are not branches) is called the cotree. A cutset 
with respect to a tree is formed of one tree branch together 
with the minimal set of links such that the removal of this 
branch and the set of links would separate the remaining 
portion of the graph into two parts. A tieset is formed 
among the tree branches and a link when one link of the co-
tree is considered at a time. 
The formulation of the state equations for a network 
containing R, L and C components as well as independent volt-
age and current sources can be approached by considering a 
normal tree [8] for such a network. 
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·A normal tree for the network described above contains 
all independent voltage sources as tree branches, and the 
remaining tree branches contain the maximum possible number 
of capacitances. Also, all independent current sources are 
cotree links, and the remaining links contain the maximum 
possible number of inductances. Resistors may be chosen as 
e i t h e r b r a n c h e s-·· or 1 i n k s • F o r ex am p 1 e , c o n s i d e r t h e c i r c u i t 
in Figure 2. The tl"ee shown in part Ca) of Figure 3 is not 
a normal tree for the circuit of Figure 2 since the maximum 
possible number of capacitors was not used as branches. How-
ever, parts (b) and (c) of Figure 3 show normal trees where 
the capacitor has been chosen instead of the inductor in 
the branch between A and B. 
Kirchoff's voltage law equations [6] defined by the tree 
may be written as 
Bll 812 813 Bl4 U 0 0 0 
B21 822 B23 824 0 U 0 0 
B31 B32 833 B34 0 0 - U 0 









= 0 ( 3) 
where the coefficient matrix is the fundamental tieset (loop) 
matrix and 
u = identity matrix 
vo ::: vector of voltage sources 
vbc = vector of tree branch capacitOl" voltages 
vbg = vector of tree branch resistor voltages 
vbl - vector of tree branch inductor voltages 
vee = vector of link capacitor voltages 
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vcr = vector of link resistor voltages 
vel = vector link inductor voltages 
v1 = vector of current source voltages 
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It should be noted that the tieset equations in (3) 
are simply an expression of Kirchoff's voltage law for the 
loops of the graph. A set of linearly independent equations 
can be obtained by considering one link at a time and writing 
the equations · for the val tages around the loop formed among 
the tree branches and the one link. 
For the graph in part (a) of Figure 4, Kirchoff's volt-
age equations can be written as 
vo + VCl v Rl + v R3 = 0 
(3a) 
-vel + vll = 0 
vo + ve1 - v Rl + VL2 = 0 
which by proper arrangement of the rows can be expressed in 
the form of equation (3) as 
-1 0 0 1 0 0 0 vo 
1 1 -1 0 1 0 0 vel 
0 -1 0 0 0 1 0 
VRl 
0 (3b) = 
v R2 




Similarly, Kirchoff 1 s current law circuit equations [6] 
defined by _the cotl"ee are of the form-
;o 
u 0 0 0 T T T T ;be 811 821 831 841 
;bg 
0 u 0 0 T T T T 812 822 832 842 i b 1 
icc-
= 0 (4) 
0 0 u 0 T T T T - 813 - 823 - 833 - 843 icr 
0 0 0 u T T T T i c 1 . 814 824 834 844 
i 1 
where the coefficient matrix is the fundamental cutset matrix 
and 
io = vector of voltage source currents 
;be = vector of tree branch capacitor currents 
ibg = vector of tree branch resistor currents 
i b 1 = vecto.r of tree branch inductor currents 
icc = vecto1" of link capacitor currents 
1cr = vector of link resistor currents 
i c 1 = vector of link inductor currents . . vector of current sources 1 1 = 
Again, note that the cutset equations are simply an 
expression of Kirchoff's current law for the nodes of the 
graph. A set of linearly independent equatior.s can be ob-, 
tained by considering one branch at a time and writing the 
equations for the currents into a cutset formed of links and 
the one brancho 
Cons·dering the graph in part (b) of Figure 4, 
Kirchoff's current equations can be written as 
1o + 1R2 - 1R3 ~ 1L2 = O 
1c1 + 1Ll - 1R3 -iL2 = O 
1Rl + 1R3 + 1L2 = O 
which by ·proper arrangement of the rows can be expressed 
in the form of equation (41 as 
1 0 0 1 -1 0 -1 io 
0 1 0 0 -1 1 -1 
1c1 
1Rl = 0 







More detail information concerning the · w~iting of cut-
set and tieset e~uations may be obtained by referring to 
Rohrer [6]. 
In the above circuit equations, the submatrices B13 
s14 and s24 are zero. If s13 were not zero, this would mean 
that a capacitor had been made a 1ink· of the cotree and should 
have been made a branch in lieu of some conductance or in-
ductance as a branch. This would violate the definition of 
a normal tree. Similar reasoning justifies that s14 and s24 
should be ze o. 
The terminal equations of the capacitors and inductors 
are 
, 
( 3 ) 
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. i be cb 0 0 0 vbc 
vb1 0 Lb 0 0 1b1 
icc 0 0 c 0 
. "d 
vee ( 5) = df c 
icl vel 0 0 0 Lc 






Substituting these terminal equations into equations 
and ( 4) ~ the following equations are obtained: 
821v0 + 822vbc + 823vbg + Ricr = O 
. d . 
831v0 + 832vbc + 833vbg + 8 34~b · dt 1 cl 
841v0 + 842vbc + 843vbg + 844Lb ~tibl 
T d 
io - 811cc dtvcc B
T . 8T . - 21 1 cr- 31 1 c1 
d T 
= · 0· 
+ v1 = 0 
BT . 0 41 1 1 = 
T 









From equations (7) and (.14), the fo.llowing equations 
can be obtained: 
d v -B11 
d 812 
d (15) = dfvo - dfvbc crt cc 
d . T d . T d . ( 16) 
CIT1 b 1 = 834 dt 1 c1 + 844 ctt1 1 
Substituting these equations in to equations ( 8) through 
(13)-gives 
821v0 + 822vbc + 823vbg + Ricr ~ O · 
T· d . 83lv0 + 832vbc + 833vbg + 834LbB34 ~1 e1 
+ 834LbBX4 ~til + Lc ~icl "' 0 
B + B + B BT d . 0 L s1 d · 
4 1 v o 4 2 v b c 4 3 v b g + · 3 4 ·a t 1 c 1 :r. ~ 4 4 · JJ - a 4 at~ t 
+ v = 0 1 
-· 
T d T · .d 1 
io + 811cc811 dfvo + 811cc 8l2 dtvbc ~ 6zlicr 
BT . BT . = 0 - 31 1 cl - 41 1 1 
d T d T d T 
Cb dtvbc + 812Cc 811 dtvO + 812CcB12 otvbc ~ a~eicr 
BT . BT . . 0 - 32 1 c1 - 42 1 1 = · 





It is now desirable to eliminate the vari~ble$ vb~ an9 
icr in favor of v0 , vbc' icl and il. ihis can be accom-
plished by combining equations (17) and ("?~} re~ulting in 





When equations ( 2 0) and (21) are substituted into e qua-
tions (15) through (18), the variables vbg and icr are 
12 
eliminated. It can be easily seen that the resulting equa-




+ c err 
. "d 
+ F crt 
. ( 27) 
(28) 
which is the form of equations (.1) and (.2). The explicit 
expressions for the constant matrices are not given due to 
·their complexity. It was only intended to show that the 
state equ ations for any RLC network with independent volt -
age and current sources can be expressed in the form of 
equ ations (1) and (2). 
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CHAPTER III 
REAL I Z AT I 0 N ·oF THE STATE ~1 0 DEL 0 F N- P 0 R T NET vJ 0 R K S 
The general form of the state equation of an RLC net-
work with independent voltage and current sources was derived 
in Chapter 2 to be of the form in equations (1) and (2). If 
the same procedure is followed for an LC circuit, the follow-












The procedure [9] presented here establishes the coef-
ficients of the constant matrices as a function of the network 
structure. The method realizes LC networks with independent 
voltage and current sources from a given state model. 
The specification of networks is usually given in the 
s-domain. However, a state model corresponding to the given 
s - d o m a i n m o d e 1 . c ·a_ n a 1 way s b e f o u n d a s s h ow n by K a 1 m a n [ 1 0 ] • 




Comparison of equations (29) and (30) with equations 
(31) and (32) gives the following set of equations 
T T 
(Cb + 812Cc 812)Kl = 822 
T T 
(Cb + 812Cc 812)K3 = 812Cc 811 
T T 
(Cb + 812Cc 812)K5 = 832 
T 
(Lc + 823Lb 823)K2 = 822 
T T 
(Lc + B23LbB23)K4 = 823Lb 833 
T 
(Lc + 8z3Lb 823)K6 = 821 
T T 
K7 = 811CcBll - 811Cc 812K3 
K T T 














where K;, i= 1, 2, •.. , 12 are gi'ven, and each of the matrices 
T T T T 
(Cb + 812Cc 812), 811Cc 812' 811CcBll' 833LbB33 
T T 
(Lc + 823Lb 823)' 833Lb 823' 821' 822' 831' 832 
are unknowns. Since the set of equations is linear, a solu-
tion exists only if they are consistent. If the solution 
exists, then the admittance matrix Yc of the capacitor net-
work can be obtained by open circuiting all the noncapacitive 
links, icl = ; 1 = ibl = 0. Yc can be obtained directly from 
the node equations by substituting vbl = vel = 
y = 
c 
8 11Cc 811 
T 812Cc 811 
T 811Cc 812 
T 
Cb + 812Cc 812 
v1 = 0. 
(45) 
To determine the matrices s11 , 812 , Cb and Cc in equa-
tion (45), the decomposition algorithm of Cederbaum [11] as 
described in Appendix A is applied resulting in 
0 T cb 0 0 u -B11 (46) yc = 
T u -B12 0 cc -Bll- 812 




Again Cederbaum•s algorithm is used to determine the matrices 
s23 , B33 , Lc and Lb. From the matrices determined in this 
manner and the solution of the set of linear equations above, 
all the matrices in equations (29) and (30) are determined, 
and the fundamental tieset matrix is established. Therefore, 
the problem becomes one of realizing this fundamental tieset 
matrix. If it is realizable, then the topology can be deter-
mined through the technique proposed by Guillemin [12] as 
outlined in Appendix B. Once the tree is constructed, the 
el ement values can be determined from the decomposition of 
ZL and Yc. 
Example: Synthesize the following state model: 
d 
crt = 
0 0 -1/4 
0 0 0 
1 0 0 
















I ~ [ ~ ~] + 3 I 4 ; 1 
o] [~~] + v0 } 
(49) 
(50) 
The first step in synthesizing this state model is to 
identify all the K; matrices in equations (31) and (32). 
This gives 12 equations with 9 unknowns. However three equa-
tions are redundant and can be omitted. A solution of the 
17 
remaining equations gives: 
T 811Cc 811 = 6 





12 = [~ ~] 
Lc _+ 8 23LbB13 = [~ ~ 
8 23LbB~3 = [~] 
T . 
833Lb 833 = 3 (51) 
T [o -1] 821 = 
832 = [-1 o] 
831 = 1 
833 = 1 
822 = [-~ J 
T [-1 -D 811 = 
812 = [~ ol oJ 
yc and ZL may now be constructed from equations (45) and (46) 
as 
6 -1 0 1 0 0 
Yc = -1 4 0 ZL = 0 2 0 (52) 
0 0 4 0 0 3 
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Yc and ZL may be decomposed into the form of ADAT by apply-
ing the procedure in Appendix A with' the following ·results: 
0 0 1 1 3 0 0 0 0 . 1 0 
Yc = 1 0 -1 0 0 4 0 0 0 0 1 (53) 
0 1 0 0 0 0 1 0 1 -1 0 
0 0 0 5 1 0 0 
1 0 . -0 1 0 0 1 0 0 
ZL = 0 1 0 0 2 0 0 1 0 (54) 
0 0 1 0 0 3 0 0 1 
The fundamental tieset (loop) matrix may now be deter-
mined as 
branches links 
1 2 3 4 5 6 7 .8 9 
-1 1 0 0 1 0 0 0 0 
-1 0 0 0 0 1 0 0 0 
0 -1 0 0 0 0 1 0 0 
-1 . 1 1 0 0 0 0 1 0 
1 -1 0 1 0 0 0 0 1 
Gui1lemin's pt ocedure may now be applied to the fun-
damental tieset (loop) matrix to construct a network graph. 
The number of branches of the tree v.;il1 be equal to the 
number of columns of the tieset matrix which i s four. Also 
the number of rows uf the tieset matrix corresponds to the 
number of independ ent loops of the graph. 
The basic idea of the proposed procedure consists of 
two parts: (a) the tree ~an be constructed by inspection of 
the rows if the prope order is known in which to consider the 
various branches; that is, the pattern of growth of the tree 
19 
must be determined; and (b) the essential part of the graph 
is the tree and once its configuration is known, the links 
are readily inserted by inspection of the rows of the matrix. 
Inspection of the fundamental tieset matrix reveals 
that the rows are in proper order since the idenity submatrix 
exist on the right-hand side of the matrix. Since the rows 
are i n proper order , the graph may be constructed by i n. s p e c-
tion of the rows and columns of the matrix. The sketches 
in Figure 5, parts (a) thtough (f), illustrate the successive 
insertion of tree branches and links. 
Part (a) of Figure 5 shows the insertion of the four 
branches. It should be noted that the netwbrk graph result-
ing from this procedure is not unique since the placement of 
the branches is ~ptional. Row 1 of the tieset matrix shows 
that link 5 is common to branches 1 a d 2. This is shown 
in part (b) in which reference arrows are added in agreement 
with the algebraic signs in the fundamental tieset matrix. 
Part (c) shows the addition of link 6, which is common only 
to branch 1. Links 7, 8, and 9 are added in successive steps 
as shown in parts (d), (e) and (f). 
The element values may now be determined from ZL and 
Y , and the final circuit is shown in Figure 6. 
c 
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4 1 2 3 
(a). 
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The state-space approach is applicable to many syn-
thesis problems. As mentioned in the introduction, the 
22 
- state-space approach to network synthesis provides more 
direct information about the network topology than con-
ventional methods since the synthesis process involves 
building a network graph. Additionally, the state-space 
approach does not lead to specific topological configura-
tions unalterably fixed by the methods as do the synthesis 
techniques of Foster, Brune and Darlington. Also, the state-
space approach lends itself nicely to digital computer use 
since most calculations are matrix manipulations. 
Additional work remains to be done in the area of 
minimal realization and transformerless synthesis. 
23 
APPENDIX A 
This appendix discusses a technique proposed by 
Cederbaum [11] -that decomposes a paramount matrix K into 
a product ADAT where A is a rectangular unimodular matrix 
and D is a diagonal matrix with constant, positive and 
real diagonal elements. 
A paramount matrix is defined as a real symmetric 
matrix for which any principal minor is not less in magni-
tude than any other minor built from the same rows. A 
useful property of paramount matrices is that each diagonal 
element must not be less than each off-diagonal element 
in absolute value. 
A unimodular matrix is a matrix having all its sub-
determinants and the elements among them equal to ±l's 
The known applications of paramount matrices to net-
work theory have been summarized by Slepian and Weinberg [13]. 
-
The chief importance of the concept of paramountcy lies in 
the fact that any impedance or admittance matrix of an RLC 
n-port is necessarily a paramount matrix. 
No attempt is made here to derive the decomposition 
procedure. The sole purpose of this appendix is to present 
the procedure in sufficient detail to allow the reader to 
use it in the synthesis process. 
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The ~rocedure may fai1 to result in the desired product 
ADAT in two ways. First the matrix A may not be an uni-
modular matrix, and secondly the diagonal matrix D may have 
some negative elements. It is shown in the referenced 
paper by Cederbaum that if the procedure fails, then such 
a decomposition is impossible. 
The procedure is now given for decomposing a paramount 
n-th order K matrix such as 
K = 
kll kl2 · · • kln 
kl2 k22 • · · k2n 
k nn 
into a product ADAT where A is a rectangular unimodular 
(Bl) 
matrix and D is a diagonal matrix with constant positive 
and real diagonal elements. 
The first step of the procedure is to determine the 
non-zero, off-diagonal element kij with the minimum ab-
solute value (or one of such elements). Thenlk;jlbecomes 
the first element, d
1 
of the diagonal matrix. 
Next, form a n-th order column vector of +l's and O's 
such that when this column is subtracted from the j-th 
column of K, all zero elements of K remain unchanged while 
no elements change their sign and no elements increase in 
absolute value. Let this column be denoted by a1 , and it 
becomes the first column of A. 
Now ,determine the fo11 owing product of n-th order 
matrices such that 
. . .. • • • 0 
.. ' • 0 
... 
0 0 • .. • 0 




( B 3) 
The preceding steps are now repeated for the new matrix 
K1 to determine d2 and a2 . The procedure continues until 
the new Kn matrix is a diagonal matrix. The elements of 
this diagonal matr'x become additional elements of the 
diagonal matrix D, and the non-zero columns of Kn become 
additional columns of A. An example should help to clarify 
the steps of this procedure. 
Example: Decompose the matrix K into the product ADAT. 
7 3 5 
K = 3 4 1 
5 1 6 
(B4) 
The non-zero off-diagonal element with the minimum 
absolute value is k23 having a value of 1 and this becomes 
d
1
, the first valu of D. 





1 1 1 
1 1 1 
1 1 1 
6 2 4 
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K = K 1 (85) 
This new matrix K1 is now operated upon to determine 
a2 and d2. The non-zero off diagonal element with the 
minimum absolute value is k12 which is equal to 2 and 
becomes d2. 






2 2 0 
2 2 0 
0 0 0 
Therefore K2 
4 0 4 
0 1 0 
4 0 5 
Again K2 is operated upon to determine ct 3 to be 4 
and a3 to be ·-- -




0 0 0 
0 1 0 
0 0 1 
27 
The two non-zero diagonal elements become elements of 
D and the final form becomes 
1 0 0 0 0 
0 2 0 0 0 
D = 0 0 4 0 0 (86) 
0 0 0 1 0 
0 0 0 0 1 
The two non-zero columns of K3 become columns of A and the 
form of A becomes 
1 1 1 0 0 
A = 1 1 0 1 0 (87} 
1 0 1 0 1 
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Therefor~ 
7 3 5 1 1 1 0 0 1 0 0 0 0 1 1 1 
3 4 1 = 1 1 0 1 0 0 2 0 0 0 1 1 0 (88) 
5 1 6 1 0 1 0 1 0 0 4 0 0 1 0 1 
0 0 0 1 0 0 1 0 
0 0 0 0 1 0 0 1 
APPE.NDIX B 
This appendix outlines the procedures developed by 
Dr. E. A. Guillemin [12] for constructing a network graph 
from a given cutset or tieset matrix. This method recog-
nizes that construction of a graph from a given matrix can 
be done by inspection once the pattern of its growth has 
been established. 
29 
The discussion in this appendix applies to construction 
of a graph from a cutset matrix only. However, the case of 
the tieset matrix can be treated in an exactly analogous 
fashion. 
The method consists of separating out those rows which 
correspond to the outermost tips of the trees and forming a 
cutset matrix corresponding to what is left of the total 
graph after the tree tips have been removed. This remainder 
again has tips which can be found and eliminated by the same 
way. 
Consider the sketches in Figure Bl. Part (a) repre-
sents a tree with the tips indicated by short ·bars across 
them. Part (b) of the figure represents the remaining por-
tion of the original tree after the tips have been removed. 
Another set of tips are ready for removal. In part (c) these 
tips have been removed and the remaining portion is shown. 
This remaining portion now consists of only tips. 
(_a). , (b) (c) 
Figure Bl 
Thus, by removing the first set of tips from one of 
the trees that corresponds to a given matrix, then a second 
set of tips, and so forth, the pattern of growth of the 
tree can be determined. For a given matrix if the rows can 
be arranged in groups representing the first set of tips, 
then the second set, and so forth, then construction of the 
tree from the matrix pres-ents no problem and proceeds in an 
orderly and straightforward manner. 
The mechanism for putting the rows of the matrix into 
proper order involves performing a test to reveal those of 
the cutset in a given matrix that represent branches con-
verging toward single nodes, for these single node cutsets 
are the first set of tree tips. When these tips are deter-
mined, the pertinent rows and all columns corresponding to 
links associated exclusively with these tips are removed 
30 
from the matrix. This in effect removes the outer tips of 
the tree. 
The remaining portion of the tree again has tips which 
can be removed by treating the resultant matrix in the same 
manner as the original matrix. Continuing this process 
results in a tree for which all branches are tips. 
The test used to discover these rows in a given matrix 
corresponding to branches converging toward a single node 
involves the Grammian determinant formed from the rows of 
the pertinent matrix. This process is based upon the obser-
vation that if the branches in any other cutset are removed, 
the graph is divided into two separate parts and the matrix 
pertains not to a single network but to two electrically in-




G = 0 0 (48) 
0 0 
Therefore to determine whether a particular row in a 
matrix is or is not a single node cutset, delete that row 
and all columns in which that row has non-zero elements, and 
then form the Grammian determinant. If it has a form as in 
equation (48) above, then the row is not a single node cut-
set. If it does not have the form in equation (48), it may 
be necessary to take the Grammian determinant again to assure 
that the form in (48) could not be obtained through a 
series of column and row interchanges. 
To shorten the amount of work, initially remove all 
rows containing single non-zero elements. These rows cor-
respond to the first set of tips removed. Then delete all 
columns containing single non-zero elements, for this ele-
ment represents a link in parallel with the tree branch 
pertinent to the row in which it occurs. 
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This step may now leave the matrix with some single-
element rows again. After recognizing them as another set 
of tree tips and deleting their corresponding rows, single-
element columns in the remaining matrix may again exist. 
When this deletion process ceases to be applicable, the pro-
cess of finding additional tips by forming the Grammian 
determinant is begun. 
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