Oscillation Criteria for Impulsive Parabolic Differential Equations with Delay  by Fu, Xilin et al.
Journal of Mathematical Analysis and Applications 268, 647–664 (2002)
doi:10.1006/jmaa.2001.7840, available online at http://www.idealibrary.com on
Oscillation Criteria for Impulsive Parabolic
Differential Equations with Delay1
Xilin Fu
Department of Mathematics, Shandong Normal University, Jinan, Shandong 250014,
People’s Republic of China
and
Xinzhi Liu2 and S. Sivaloganathan
Department of Applied Mathematics, University of Waterloo, Waterloo, Ontario,
Canada N2L 3G1
E-mail: xzliu@monotone.uwaterloo.ca
Submitted by Ravi P. Agarwal
Received February 21, 2001
In this paper, we investigate a class of nonlinear impulsive parabolic systems with
delay. Several oscillation criteria are established for such systems subject to two
different boundary conditions by employing Gauss’ divergence theorem and certain
impulsive delay differential inequalities.  2002 Elsevier Science (USA)
Key Words: parabolic system; impulsive; delay; oscillation.
1. INTRODUCTION
Impulsive partial differential systems can be successfully used for
mathematical simulation in theoretical physics, chemistry, biotechnology,
medicine, population dynamics, optimal control, and in other processes
and phenomena in science and technology [2, 6]. There has been increas-
ing interest in impulsive partial differential systems during the past few
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years, and several papers concerning the qualitative theory of impulsive
partial differential systems without delay have appeared recently [1, 3, 7].
However, very little is known about impulsive partial differential systems
with delay, and so far there are no results concerning the oscillation theory
of impulsive partial differential systems with delay, as far as we know.
The objective of this paper is to investigate the oscillation properties
of the solutions of a class of nonlinear impulsive parabolic systems with
delay. We establish several oscillation criteria for such systems subject to
two different boundary conditions by employing Gauss’ divergence theorem
and certain impulsive differential inequalities with delay. To illustrate our
results, an example is also worked out.
2. PRELIMINARIES
Consider the impulsive parabolic system with delay
ut =
n∑
i=1
ait
∂2u
∂x2i
− gt	 xhut − r	 x	 t = tk
u= It	 x	 u	 t = tk	 k = 1	 2	 3	    	
(1)
where
(i) 0 < t1 < t2 < · · · < tk < · · · and limk→∞ tk = +∞;
(ii) u
t=tk = ut+k 	 x − ut−k 	 x;
(iii) u = ut	 x for t	 x ∈ G = R+ × , where  is a bounded
domain in Rn with a smooth boundary ∂, R+ = 0	+∞;
(iv) r > 0 is a constant; ai ∈ PCR+	 R+, i = 1	 2	    	 n, where PC
denotes the class of functions which are piecewise continuous in t with dis-
continuities of the ﬁrst kind only at t = tk, k = 1	 2	    , and left continuous
at t = tk; g ∈ PCR+ × 	R+; h ∈ CR	R; and
(v) I  R+ × × R→ R.
We shall consider two kinds of boundary conditions,
u = φt	 x	 t	 x ∈ R+ × ∂	 t = tk	 (2)
and
ξ · η+ µt	 xu = ψt	 x	 t	 x ∈ R+ × ∂	 t = tk	 (3)
where µ ∈ PCR+ × ∂	R+, φ	ψ ∈ PCR+ × ∂	R, N is the unit out
normal vector to ∂, and
ξ = a1t	 a2t	    	 ant	
η =
{
∂u
∂x1
cosN	x1	
∂u
∂x2
cosN	x2	    	
∂u
∂xn
cosN	xn
}

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The solutions ut	 x of the problem (1), (2) or (1), (3) are piecewise
continuous functions with points of discontinuity of the ﬁrst kind at t = tk,
k = 1	 2	    . As a convention, we shall assume that they are left continu-
ous; i.e., at the moments of impulse the following relations are satisﬁed:
ut−k 	 x = utk	 x and ut+k 	 x = utk	 x + Itk	 x	 utk	 x
Deﬁnition 1. A nonzero solution ut	 x of the problem (1), (2) or (1),
(3) is said to be nonoscillatory in the domain G if there exists a number τ ≥
0 such that ut	 x has a constant sign for t	 x ∈ τ	+∞×. Otherwise,
it is said to be oscillatory.
3. OSCILLATION CRITERIA FOR PROBLEM (1), (2)
We shall consider, in this section, the problem (1), (2).
Lemma 1. If ait ≥ a0 > 0, i = 1	 2	    	 n, then the problem∑n
i=1 ait ∂
2u
∂x2i
+ λu = 0	 x ∈ 	
u = 0 for x ∈ ∂	
(4)
has a minimum positive eigenvalue λ0, and the corresponding eigenfunction
x is positive on , where λ and a0 > 0 are constants.
Proof. We can choose the self-adjoint operator
Lu =
n∑
i=1
ait
∂2u
∂x2i

Then the Rayleigh quotient of L is
Ju =
∫

∑n
i=1 ait ∂u∂x2 
2dx∫
 u
2dx
	 u = 0	 u ∈ H = W 1	 20 
We deﬁne
λ0 = inf
H
Ju
Since ait ≥ a0 > 0, we have
Ju
a0
∫

∑n
i=1 ∂u∂xi 
2 dx∫
 u
2 dx
≥ a0σ0 > 0	
where σ0 is the minimum eigenvalue of the Dirichlet problem
u+ σu = 0	 x ∈ 	 σ is a constant	
u = 0	 x ∈ ∂
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It is well known that σ0 is positive. Thus
λ0 ≥ a0σ0 > 0
Then we obtain Lemma 1, which follows from the analogous arguments
used in [4]. This completes the proof of Lemma 1.
Lemma 2. Let ait ≥ a0 > 0, i = 1	 2	    	 n, and let the following
assumptions hold:
(H1) hu is a positive and convex function in the segment 0	+∞;
(H2) for any function u ∈ PCR+ ×	R+ and constants αk such that∫

Itk	 x	 utk	 xdx ≤ αk
∫

utk	 xdx	 k = 1	 2	    
If ut	 x is a positive solution of the problem (1), (2) in the domain τ	+∞×
 for some τ ≥ 0, then the impulsive differential inequality with delay
U ′t + λ0Ut +GthUt − r ≤ Rt	 t = tk	
Utk ≤ αkUtk	 k = 1	 2	    	
(5)
has the eventually positive solution
Ut =
[∫

xdx
]−1 ∫

ut	 xxdx	 (6)
where Gt = minx∈gt	 x and
Rt =
[∫

xdx
]−1[
−
∫
∂
φt	 xξ · βdS
]
	 t = tk	
dS is an area element of ∂, and
β =
{
∂
∂x1
cosN	x1	
∂
∂x2
cosN	x2	    	
∂
∂xn
cosN	xn
}

Proof. Let ut	 x be a positive solution of the problem (1), (2) in the
domain τ	+∞ ×  for some τ ≥ 0. Then ut − γ	 x > 0 for t	 x ∈
τ∗	+∞ × , where τ∗ = τ + γ. For t = tk, by multiplying both sides of
(1) by the eigenfunction x and integrating with respect to x over the
domain , we obtain
d
dt
∫

ut	 xxdx =
∫

n∑
i=1
ait
∂2u
∂x2i
xdx
−
∫

gt	 xhut − γ	 xxdx	 t = tk	 t ≥ τ∗ (7)
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From (H1) and Jensen’s inequality it follows that∫

gt	 xhut − γ	 xxdx
≥ Gt ·
∫

xdx · h
(
1∫
 xdx
∫

Ut − γ	 xxdx
)
	
t = tk	 t ≥ τ∗ (8)
Using Gauss’ divergence theorem and Lemma 2, we get∫

n∑
i=1
ait
∂2u
∂x2i
xdx=
∫

[

n∑
i=1
ait
∂2u
∂x2i
+
n∑
i=1
ait
∂u
∂xi
∂
∂xi
]
dx
−
∫

[
u
n∑
i=1
ait
∂2
∂x2i
+
n∑
i=1
ait
∂u
∂xi
∂
∂xi
]
dx
+
∫

u
n∑
i=1
ait
∂2
∂x2i
dx
=
∫
∂

n∑
i=1
ait
∂u
∂xi
cosN	xidS
−
∫
∂
u
N∑
i=1
ait
∂
∂xi
cosN	xidS+
∫

u
n∑
i=1
ait
∂2
∂x2i
dx
=
∫
∂
ξ · ηdS−
∫
∂
uξ · βdS−λ0
∫

udx
=−
∫
∂
φt	xξ · βdS−λ0
∫

udx	
t = tk	 t≥τ∗ (9)
Combining (7), (8), and (9), we obtain
d
dt
∫

ut	 xxdx+ λ0
∫

ut	 xxdx
+
∫

xdx ·Gt · h
(
1∫
 xdx
∫

ut − γ	 xxdx
)
≤ −
∫
∂
φt	 xξ · βdS	 t = tk	 t ≥ τ∗ (10)
For t = tk, using (H2) we have∫

[
ut+k 	 x − utk	 x
]
xdx =
∫

Itk	 x	 utk	 xxdx
≤ αk
∫

utk	 xxdx	 k = 1	 2	    
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that is,∫

ut+k 	 xxdx ≤ 1+ αk
∫

utk	 xxdx	 k = 1	 2	    (11)
Thus (10) and (11) imply that the function Ut deﬁned by (6) is a positive
solution of the inequality (15) for t ≥ τ∗. This completes the proof.
Theorem 1. Assume that the conditions (H1) and (H2) hold, and ait ≥
a0 > 0, i = 1	 2	    	 n. If we assume further that
(H3) h−u = −hu for u ∈ 0	+∞,
Itk	 x	−utk	 x = −Itk	 x	 utk	 x, k = 1	 2	    	
and that both the inequality I1 and the inequalities
U ′t + λ0Ut +GthUt − γ ≤ −Rt	 t = tk	
Utk ≤ αkUtk	 k = 1	 2	    	
(12)
have no eventually positive solutions, then each nonzero solution of the prob-
lem (1), (2) is oscillatory in the domain G.
Proof. Assume the contrary and let ut	 x be a nonzero solution of the
problem (1), (2) which has a constant sign in the domain τ	+∞ × for
some t ≥ 0. We may assume that ut	 x > 0 for t	 x ∈ τ	+∞×. From
Lemma 2 it follows that the function Ut deﬁned by (6) is an eventually
positive solution of the inequality (6), which contradicts the condition of
the theorem.
If ut	 x < 0 for t	 x ∈ τ	+∞ ×, then the function
u∗t	 x = −ut	 x	 t	 x ∈ τ	+∞ ×	
is a positive solution of the impulsive parabolic boundary value problem
with delay
ut =
n∑
i=1
ait
∂2u
∂x2i
− gt	 xhut − γ	 x	 t = tk	 t	 x ∈ G	
u = −φt	 x	 t = tk	 t	 x ∈ R+ × ∂	
u = It	 x	 u	 t = tk	 k = 1	 2	    	
and satisﬁes
d
dt
∫

u∗t	 xxdx+ λ0
∫

u∗t	 xxdx
+
∫

xdx ·Gt · h
(
1∫
 xdx
∫

u∗t − γ	 xxdx
)
≤ −
∫
∂
−φt	 xξ · βdS	 t = tk	 t ≥ τ∗ = τ + γ	∫

u∗t+k 	 xxdx ≤ 1+ αk
∫

u∗tk	 xxdx	 k = 1	 2	    
impulsive parabolic differential equation oscillation criteria 653
Thus it follows that the function
U∗t =
[∫

xdx
]−1 ∫

u∗t	 xxdx
is a positive solution of the inequality (12) for t ≥ τ, which also contradicts
the conditions of the theorem. The proof of Theorem 1 is complete.
Theorem 2. Assume that (H1), (H2), and (H3) hold and ait ≥ a0 > 0,
i = 1	 2	    	 n. If the impulsive differential inequality with delay
U ′t + λ0Ut +GthUt − γ ≤ 0	 t = tk	
Utk ≤ αkUtk	 k = 1	 2	   
(13)
has no eventually positive solutions, then each nonzero solution of the system
(1) satisfying the boundary conditions
u = 0	 t	 x ∈ R+ × ∂	 t = tk	 (14)
is oscillatory in the domain G.
Setting φt	 x = 0 in Theorem 1, we can obtain Theorem 2. From The-
orem 2 it follows that the problem of establishing the oscillation criteria for
the system (1) satisfying the homogeneous boundary condition (14) can be
reduced to an investigation of the properties of the solution of the homo-
geneous impulsive differential inequality (13) with delay.
Lemma 3. If there exists a constant δ > 0 such that
tk+1 − tk ≥ δ	 k = 1	 2	    	
then there exists a constant λ ∈ N such that the number of the impulse
moments in each of the intervals t	 t + γ, t > 0, is not greater than λ.
Proof. It is easy to see that in each interval of the form t	 t + γ, t > 0,
we have at most 1+ γ
δ
 impulse moments. Thus we can choose
λ ≥ 1+
[γ
δ
]

Theorem 3. Assume that (H1), (H2), and (H3) hold. ait ≥ a0 > 0,
i = 1	 2	    	 n. If we assume further that
(i) hu
u
≥ A, u ∈ 0	+∞, for some constant A > 0;
(ii) there exists a constant δ > 0 such that
tk+1 − tk ≥ δ	 k = 1	 2	    
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(iii) there exists a constant α > 0 such that
0 < αk < α	 k = 1	 2	    
(iv)
lim sup
k→+∞
∫ tk+γ
tk
Gsds > 1+ α
2λ
Aeλ0γ

then each nonzero solution of the problem (1), (14) is oscillatory in the
domain G.
Proof. Let ut	 x be a nonzero solution of the problem (1), (14) which
has a constant sign in the domain τ	+∞× for some τ ≥ 0. If ut	 x > 0
for t	 x ∈ τ	+∞ × , then we can see that the function Ut deﬁned
by (6) is a positive solution of the inequality I3 for t ≥ τ + γ and
Ut − γ > 0	 hUt − γ > 0 for t ≥ τ + γ
For t = tk, if we multiply I3 by
eλ0t−T 	 t > T ≥ τ + γ	
and set
yt = Uteλ0t−T 	 t > T	 (15)
we obtain
y ′t + eλ0t−T Gth[yt − γe−λ0t−γ−T ] ≤ 0	 t = tk	 t > T (16)
From (15) and (16) it follows that yt is a nonincreasing function. For
t = tk,
ytk = yt+k  − ytk
= Ut+k  −Utkeλ0tk−T 
≤ αkUtkeλ0tk−T 
= αkytk
Integrating (16) from tk to tk + γ and using Lemma 3, we have
ytk + γ − yt+k  −
k+λ−1∑
s=k
αsyts
+
∫ tk+γ
tk
Gseλ0s−T hys − γe−λ0s−γ−T ds ≤ 0
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From (i) it follows that
ytk + γ − yt+k  −
k+λ−1∑
s=k
αsyts +A
∫ tk+γ
tk
Gseλ0γys − γds ≤ 0 (17)
Note that
ys − γ ≥ ys − γ1+ αλ  (18)
From (17) and (18) we obtain
Aeλ0γ
1+ αλ
∫ tk+γ
tk
Gsys − γdS ≤ yt+k  − ytk + γ +
k+λ−1∑
s=k
αsyts
≤ 1+ αkytk +
k+λ−1∑
s=k+1
αsyts	
Aeλ0γ
1+ αλ ytk
∫ tk+γ
tk
Gsds ≤ 1+ αytk + α
k+λ−1∑
s=k+1
yts (19)
But
ytk+1 ≤ yt+k  ≤ 1+ αkytk ≤ 1+ αytk	
ytk+2 ≤ yt+k+1 ≤ 1+ αk+1ytk+1
≤ 1+ αytk+1 ≤ 1+ α2ytk	
· · ·
ytk+λ−1 ≤ · · · ≤ 1+ αλ−1ytk
Then
k+λ−1∑
s=k+1
yts ≤ ytk
λ−1∑
i=1
1+ αi
= ytk1+ α ·
1+ αλ−1 − 1
α
 (20)
From (19) and (20) it follows that
Aeλ0γ
1+ αλ ytk
∫ tk+γ
tk
Gsds ≤ 1+ αytk + αytk1+ α
1+ αλ−1 − 1
α
= ytk1+ αλ
i.e., ∫ tk+γ
tk
Gsds ≤ 1+ α
2λ
Aeλ0γ

The last inequality contradicts the condition (iv).
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If ut	 x < 0 for t	 x ∈ τ	+∞ × , then it is easy to check that
−ut	 x is a positive solution of the problem (1), (14) for t	 x ∈
τ	+∞ × . Thus we have a contradiction by the analogous arguments,
and the proof is complete.
Theorem 4. Assume that (H1), (H2), and (H3) hold. ait ≥ a0 > 0,
i = 1	 2	    	 n. If we assume further that
(i) hu
u
≥ A, u ∈ 0	+∞, for some constant A > 0;
(ii) there exists a constant 1 > 0 such that
tk+1 − tk ≥ 1 > γ	 k = 1	 2	    
(iii) αk > −1, k = 1	 2	   ; and
(iv) lim supk→+∞1/1+ αk
∫ tk+γ
tk
Gsds > 1/Aeλ0γ,
then each nonzero solution of the problem (1), (14) is oscillatory in the
domain G.
Proof. Assume the contrary and let ut	 x be a nonzero solution of the
problem (1), (14) which has a constant sign in the domain τ	+∞ × 
for some τ ≥ 0. We may assume that ut	 x > 0 for t	 x ∈ τ	+∞ ×.
Then the function Ut deﬁned by (6) is a positive solution of the inequality
(13) for t ≥ τ + γ and
Ut − γ > 0	 hUt − γ > 0 for t ≥ τ + γ = t∗
Then from (13) it follows that Ut is a nonincreasing function for t ≥ t∗.
Let t∗ ∈ ts0−1	 ts0 and T ≥ t∗. For t = tk multiply (13) by eλ0t−T  and set
yt = Uteλ0t−T , and analogously to the proof of Theorem 3 we obtain
(16). For t = tk, we have
ytk ≤ αkytk
Integrate (16) from tk to tk + γ, k ≥ s0, and noting that in the interval
tk	 tk + γ there is no jump point by condition (ii), we get
ytk + γ − yt+k  +
∫ tk+γ
tk
Gseλ0s−T hys − γe−λ0s−γ−T ds ≤ 0
Using (i) and the nonincreasing character of the function yt we have
Aeλ0γytk
∫ tk+γ
tk
Gsds ≤ yt+k  − ytk + γ
≤ 1+ αkytk
Note that by (iii) we get
1
1+ αk
∫ tk+γ
tk
Gsds ≤ 1
Aeλ0γ
	
which contradicts (iv).
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If ut	 x < 0 for t	 x ∈ τ	+∞×, then −ut	 x is a positive solution
of the problem (1), (14) for t	 x ∈ τ	+∞×. Thus we have a contradic-
tion by the analogous arguments. The proof of Theorem 4 is complete.
4. OSCILLATION CRITERIA FOR THE PROBLEM (1), (3)
In this section, we shall consider the problem of (1), (3).
Lemma 4. Assume that the conditions (H1) and (H2) hold. If ut	 x is a
positive solution of the problem (1), (3) in the domain τ	+∞× for some
τ ≥ 0, then the impulsive differential inequality with delay
V ′t +GthV t − γ ≤ Ft	 t = tk	
V tk ≤ αkV tk	 k = 1	 2	    	
(21)
has the eventually positive solution
V t = 1


∫

ut	 xdx	 (22)
where 

 = ∫dx and
Ft = 1


∫
∂
ψt	 xdS	 t = tk
Proof. Let ut	 x be a positive solution of the problem (1), (3) in the
domain τ	+∞ × for some t ≥ 0. Then
ut − γ	 x > 0 for t	 x ∈ τ + γ	+∞ ×
For t = tk, by integrating (1) with respect to x over the domain , we
obtain
d
dt
∫

ut	 xdx =
∫

n∑
i=1
ait
∂2u
∂x2i
dx−
∫

gt	 xhut − γ	 xdx	
t = tk	 t ≥ τ + γ (23)
Using Gauss’ divergence theorem, we have∫

n∑
i=1
ait
∂2u
∂x2i
dx =
∫
∂
ξ · ηdS
=
∫
∂
ψt	 x − µt	 xudS
≤
∫
∂
ψt	 xdS	 t = tk	 t ≥ τ + γ (24)
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From (H1) and Jensen’s inequality it follows that∫

gt	 xhut − γ	 xdx ≥ Gt · 

 · h
(
1



∫

ut − γ	 xdx
)
	
t = tk	 t ≥ τ + γ (25)
Combining (23), (24), and (25) yields
d
dt
∫

ut	 xdx+ 

Gth
(
1



∫

ut − γ	 xdx
)
≤
∫
∂
ψt	 xdS	 t = tk	 t ≥ τ + γ (26)
For t = tk, by using (H2) we obtain∫

ut+k 	 x − utk	 xdx =
∫

Itk	 x	 utk	 xdx
≤ αk
∫

utk	 xdx	 k = 1	 2	    (27)
Thus (26) and (27) imply that the function V t deﬁned by (22) is a positive
solution of the inequality (21) for t ≥ τ + γ. This completes the proof of
Lemma 4.
Theorem 5. Assume that the conditions (H1), (H2), and (H3) hold. If
both the inequality (21) and the inequalities
V ′t +GthV t − γ ≤ −Ft	 t = tk	
V tk ≤ αkV tk	 k = 1	 2	    	
(28)
have no eventually positive solutions, then each nonzero solution of the prob-
lem (1), (3) is oscillatory in the domain G.
Proof. Assume the contrary and let ut	 x be a nonzero solution of the
problem (1), (3) which has a constant sign in the domain τ	+∞ × for
some τ > 0. We may assume that ut	 x > 0 for t	 x ∈ τ	+∞×. From
Lemma 4 it follows that the function V t deﬁned by (22) is an eventually
positive solution of the inequality (21), which contradicts the condition of
the theorem.
If ut	 x < 0 for t	 x ∈ τ	+∞ ×, then the function
u∗t	 x = −ut	 x	 t	 x ∈ τ	+∞ ×	
is a positive solution of the problem
ut =
n∑
i=1
ait
∂2u
∂x2i
− gt	 xhut − γ	 x	 t = tk	 t	 x ∈ G	
ξ · η+ µt	 xu = −ψt	 x	 t = tk	 t	 x ∈ R+ × ∂	
u = It	 x	 u	 t = tk	 k = 1	 2	    	
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and satisﬁes
d
dt
∫

u∗t	 xdx+ 

Gth
(
1



∫

u∗t − γ	 xdx
)
≤
∫
∂
−ψt	 xdS	 t = tk	 t ≥ τ + γ∫

u∗t+k 	 x − u∗tk	 xdx ≤ αk
∫

u∗tk	 xdx	 k = 1	 2	    
Thus it follows that the function
V ∗t = 1


∫

u∗t	 xdx
is a positive solution of the inequality (28) for t ≥ τ + γ, which again pro-
vides a contradiction. The proof of Theorem 5 is complete.
Theorem 6. Assume that the conditions (H1), (H2), and (H3) hold. If
the impulsive differential inequality with delay
V ′t +GthV t − γ ≤ 0	 t = tk	
V tk ≤ αkV tk	 k = 1	 2	    	
(29)
has no eventually positive solutions, then each nonzero solution of the system
(1) satisfying the boundary condition
ξ · η+ µt	 xu = 0	 t	 x ∈ R+ × ∂	 t = tk (30)
is oscillatory in the domain G.
Setting ψt	 x = 0 in Theorem 5, we can obtain Theorem 6.
Theorem 7. Assume that (H1), (H2), and (H3) hold. If we assume fur-
ther that
(i) hu
u
≥ A, u ∈ 0	+∞, for some constant A > 0;
(ii) there exists a constant δ > 0 such that
tk+1 − tk ≥ δ	 k = 1	 2	    	
and γ ≥ δ;
(iii) lim supk→+∞
1
1+αk
∫ tk+δ
tk
Gsds > 1
A
,
then each nonzero solution of the problem (1), (30) is oscillatory in the
domain G.
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Proof. Suppose the result is not true; then there exists a nonzero solu-
tion ut	 x of the problem (1), (30) which has a constant sign in the
domain τ	+∞ ×  for some τ ≥ 0. We shall assume that ut	 x > 0
for t	 x ∈ τ	+∞ ×; then the function V t deﬁned by (22) is a posi-
tive solution of the inequality (29) for t ≥ τ + γ and
V t − γ > 0	 hV t − γ > 0 for t ≥ τ + γ
Since
V ′t ≤ −GthV t − γ ≤ 0	
for t ≥ τ + γ and t = tk, V t is nonincreasing on intervals of the form
tk	 tk+1, k = 1	 2	    .
Integrating (29) from tk to tk + δ, we obtain
V tk + δ − V t+k  +
∫ tk+δ
t+k
GshV s − γds ≤ 0 (31)
Using (i) and the nonincreasing character of the function V t, we have
from (31) that
V tk + δ − V t+k  +AV tk + δ− γ
∫ tk+δ
t+k
Gsds ≤ 0
and then
V tk + δ − V t+k  +AV tk
∫ tk+δ
t+k
Gsds ≤ 0 (32)
Using the jump conditions of (29) in (32),
V tk + δ + V t+k 
[
A
1+ αk
∫ tk+δ
tk
Gsds − 1
]
≤ 0	
which contradicts (iii).
If ut	 x < 0 for t	 x ∈ τ	+∞×, then −ut	 x is a positive solution
of the problem (1), (30) for t	 x ∈ τ	+∞ × . Thus we can derive a
contradiction by a similar analysis. The proof is complete.
The following result can be proved by arguments analogous to those in
the proof of Theorem 7.
Theorem 8. Assume that (H1), (H2), and (H3) hold. If we assume fur-
ther that
(i) hu
u
≥ A, u ∈ 0	+∞ for some constant A > 0;
(ii) tk+1 − tk ≥ δ, k = 1	 2	    and δ > γ; and
(iii) lim supk→+∞
1
1+αk
∫ tk+γ
tk
Gsds > 1
A
,
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then each nonzero solution of the problem (1), (30) is oscillatory in the
domain G.
Theorem 9. Assume that (H1), (H2), and (H3) hold. If we assume fur-
ther that
(i) hu
u
≥ A, u ∈ 0	+∞ for some constant A > 0;
(ii) tk+1 − tk ≥ δ, k = 1	 2	    , and δ > γ;
(iii) 0 < αk < α, k = 1	 2	    , for some constant α > 0; and
(iv) lim supt→+∞
∫ t
t−γGsds > 1+αAe ,
then each nonzero solution of the problem (1), (30) is oscillatory in the
domain G.
Proof. Suppose the result is not true and there exists a nonzero solution
ut	 x of the problem (1), (30) which has a constant sign in the domain
τ	+∞ × for some τ ≥ 0. We shall assume that ut	 x > 0 for t	 x ∈
τ	+∞ ×, then the function V t deﬁned by (22) is a positive solution
of the inequality (29) for t ≥ τ + γ and
V t − γ > 0	 hV t − γ > 0 for t ≥ τ + γ
It is easy to see that V t is a nonincreasing function for t ≥ τ + γ and
t = tk.
Deﬁne
yt = V t − γ
V t for t ≥ τ + γ (33)
Consider the interval τ − γ	 t and tk ∈ t − γ	 t,
V t − γ ≥ V tk ≥
1
1+ αk
V t+k  ≥
1
1+ αk
V t	 (34)
implying
yt = V t − γ
V t ≥
1
1+ αk
≥ 1
1+ α (35)
We shall prove that the function yt is bounded from above.
Let tk be a jump point in t − 2γ	 t − γ. Integrating (29) on t − γ2 	 t,
V t − V
(
t − γ
2
)
+
∫ t
t− γ2
GshV s − γds ≤ 0 (36)
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It follows from (i) and (36) that
V
(
t − γ
2
)
≥
∫ t
t− γ2
GshV s − γds
≥ A
∫ t
t− γ2
GsV s − γds
≥ A
∫ tk+γ−
t− γ2
GsV s − γds +A
∫ t
tk+γ+
GsV s − γds
≥ AV t − γ
1+ α
∫ t
t− γ2
Gsds (37)
On integrating (30) over t − γ	 t − γ2 ,
V t − γ ≥ AV
(
t − 3γ
2
) ∫ t− γ2
t−γ
Gsds (38)
Thus
V
(
t − γ
2
)
≥ A
2
1+ αV
(
t − 3γ
2
)(∫ t− γ2
t−γ
Gsds
)(∫ t
t− γ2
Gsds
)
(39)
and, hence,
V t − 3γ2 
V t − γ2 
≤ 1+ α
A2∫ t− γ2t−γ Gsds∫ tt− γ2 Gsds
≤M (40)
i.e., yt is bounded above.
We have from (30), for large enough t,∫ t
t−γ
V ′s
V s ds +A
∫ t
t−γ
GsV s − γ
V s ds ≤ 0 (41)
But ∫ t
t−γ
V ′s
V s ds =
∫ t−k
t−γ
V ′s
V s ds +
∫ t
t+k
V ′s
V s ds
= ln V tk
V t − γ
V t
V t+k 
≥ ln V t
V t − γ
1
1+ αk
 (42)
From (31) and (32),
ln
V t − γ
V t 1+ αk ≥ A
∫ t
t−γ
GsV s − γ
V s ds (43)
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Introducing the notation
y0 = lim inf
t→+∞ yt	 (44)
then y0 is ﬁnite and positive. From (33) it follows that
ln1+ αyt ≥ Ay0
∫ t
t−γ
Gsds	
which implies that
lim inf
t→+∞
∫ t
t−γ
Gsds ≤ ln1+ αy0
ay0
≤ 1+ α
Ae
	
which contradicts (iv).
If ut	 x < 0 for t	 x ∈ τ	+∞×, then −ut	 x is a positive solution
of the problem (1), (30) for t	 x ∈ τ	+∞ × . Thus we can derive a
contradiction by a similar analysis. The proof of Theorem 9 is complete.
Finally, we consider the following example.
Example 4.1. Let
at =
{
a0	 t = 0	 a0 > 0,
a0 +
1
1− cos 8t 	 t > 0	 t = kπ	 k = 1	 2	    ,
and consider the nonlinear impulsive parabolic boundary value problem
with delay,
ut=at
∂2u
∂x2i
− 6e2 sin xu
(
t − π
3
)[
2 + u2
(
t − π
3
	 x
)]
	
t = kπ	 t	 x ∈ R+ × 0	 π	
u0	 t=uπ	 t = 0	 t = kπ	 t ≥ 0	
u= u√
t3
cos
x
2
	 t = kπ
(45)
Here n = 1,  = 0	 π, gt	 x = 6e2 sin x, hu = u2 + u4, and Gt =
minx∈0	π gt	 x = 6. Setting
It	 x	 u = u√
t3
cos
x
2
	
we have ∫ π
0
Ikπ	 x	 ukπ	 xdx =
∫ π
0
ukπ	 x√
kπ3
cos
x
2
dx
≤ 1kπ3/2
∫ π
0
ukπ	 xdx
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Thus the conditions (H1), (H2), and (H3) are satisﬁed. Choosing A = 2,
α = 1, δ = π, and γ = π3 , it is easy to see that
lim inf
t→+∞
∫ t
t−γ
Gsds = lim inf
t→+∞
∫ t
t− π3
6ds
= 2π > 1+ α
Aρ
= 1
ρ

Then the conditions of Theorem 9 are satisﬁed. Hence each nonzero solu-
tion of the problem (38) is oscillatory in the domain R+ × 0	 π.
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