In the present paper, a class of probability density functions is considered, and the properties of the Bayes estimator and the Bayes Shrinkage estimator of the parameters are studied. The loss functions used are asymmetric loss and squared error loss under different prior distributions. A Bayes estimate of Reliability function is also given.
INTRODUCTION
Let us consider that a random variable x follows the distribution presented by a class of probability density It is now well recognized that the use of the squared error loss function (SELF) in Bayesian estimation may not be appropriate when positive and negative errors have different consequences. To overcome this difficulty, Varian (1975) and Zellner (1986) proposed an asymmetric loss function known as the LINEX loss function (LLF) and its invariant form (Basu & Ebrahimi, 1991) for any parameter θ is given by 
The sign and magnitude of a' ' represent the direction and degree of asymmetry respectively. The positive (negative) value of a' ' is used when overestimation is more (less) serious than underestimation. ) ( L Δ is the approximate squared error and almost symmetrical if a is near to zero. 1* Present Address: Evaluation Division, U. P. State Planning Institution, Lucknow, U. P., India.
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A procedure suggested by Thompson (1968) uses the prior information of the parameter in the form of a guess value by shrinking the usual unbiased estimator towards a guess value of the parameter. The values of shrinkage factor k 1) k 0 ( ≤ ≤ are specified by the experimenter according to his belief in a guess value. The shrinkage estimator of a parameter θ , when a prior point guess value 0 θ of θ is available, is given by
where θ is an estimate of θ . Bhattacharya (1967) introduced Bayesian ideas into the field of life-testing and reliability analysis. Since then, Soland (1969) , Banerjee and Bhattacharya (1979) , Zellner (1986) , Schabe (1991) , Pandey and Rai (1992) , Siu and Kelly (1998) , Nigm et al. (2003) , Stephen (2003) , Singh and Saxena (2005) , and Son and Oh (2006) have done additional work in this area.
For a given sample ( )
of size n form (1), the likelihood function is given by
where
Here, T is a sufficient statistic for the parameter θ , and the uniformly minimum variance unbiased (UMVU) estimator for θ is
is distributed as a chi-square distribution with n 2 degrees of freedom. The risk of the UMVU estimator U under the SELF is given as
Further, the risk under the LLF for estimator U is given as
Here the suffixes S and L denote the risk under the SELF and LLF respectively.
There exists a family of conjugate prior distributions that can be obtained by looking at ). T ; θ ( g The conjugate prior density for the parameter θ can be taken as an inverted Gamma distribution (Raiffa & Schlaifer, 1961) with parameter ) β α, ( and given by This paper suggests some Bayes estimators and Bayes Shrinkage estimators for a family of probability density functions. We study the properties of the suggested estimators in terms of relative efficiencies under two different loss functions. The Bayes estimate of the Reliability function is also obtained.
A CLASS FOR THE UMVU ESTIMATOR
The proposed class of estimators for the parameter θ is given as
The risks of the estimator P under the SELF and LLF are given as
( 1 0 ) and 1 a a n a 1 e 1 1 θ
The constant , l which minimizes (P) R )
respectively, is given as
The improved estimators in the class (9) are given as
In a manner similar to obtaining the risks of P, the risks of these estimators under the SELF and LLF are obtained and are summarized as
BAYES SHRINKAGE ESTIMATORS AND THEIR PROPERTIES
The posterior density considering prior density (7) of the parameter θ is given as
The Bayes estimator under the SELF for the parameter θ is given as Data Science Journal, Volume 8, 30 January 2010
where 1 α b n 1 − + = ϕ and suffix p indicates that the expectation is considered under the posterior density. For utilizing the prior information about the parameter θ in the form of the prior point guess value , θ 0 we choose the values of prior parameters α and β such that
Substituting this value of β in (14), we obtain ( )
This is a form of the shrinkage estimator (3), called the Bayes shrinkage estimator. Further, the expectation of 1 S θ is obtained as
Hence, the risk of the Bayes shrinkage estimator 1 S θ under the SELF is given as
Further, the risk of the Bayes shrinkage estimator 1 S θ under the LLF is given as
The Bayes estimate of θ under the LLF is obtained by simplifying the equality
Therefore, the Bayes estimator for θ under LLF is given as ( )
Hence, the Bayes shrinkage estimator under the LLF with this choice of constant is Data Science Journal, Volume 8, 30 January 2010
The risks of the estimator 1 L θ under the SELF and LLF are obtained similarly to 1 S θ and are given as
The expressions of relative efficiency of 1 S θ with respect to 1 P and 1 L θ with respect to 2 P under the SELF and LLF are given as θ is more efficient than the improved estimator 1 P under the SELF and LLF when 1.00 α > for all selected parametric values (Tables 1 and 2 ). For 1.00, α = the relative efficiencies are unaffected by the change in the values of δ , and they are always less than one. The gain in efficiencies decreases as the sample size increases. The maximum value of efficiencies appears at 1.00 δ = for all α in the case of the SELF criterion; whereas in the case of LLF criteria, it occurs only for large 2.00) ( α > . The efficiency decreases with the increases of a' ' when 1.00 δ ≥ for all values considered here under the LLF criteria.
The Bayes shrinkage estimator 1 L θ performs uniformly better than the improved estimator 2 P under both risk criteria for all selected parametric values. The efficiency decreases with increase of the sample size. The maximum efficiency occurs at 1.00 δ = . The efficiency tends to decrease with increase in a' ' for 1.00 δ ≥ when the risk belongs to the SELF and is in the interval ≤ ≤ δ 0.75 1.25 when the risk criterion is the LLF.
However, it may be noted that the gain in efficiency around 1.00 δ = tends to increase with an increase in b , but the effective interval becomes smaller for both the Bayes shrinkage estimators.
The posterior density with respect to prior density ) θ ( g 2 of θ is given as
Similarly, the Bayes estimators under the SELF and LLF for the parameter θ are given as ( ) 
and ( )
The risk for these estimators under the SELF and LLF can be easily obtained by making some modifications in expressions (21) and (22) 
The expressions of relative efficiencies are a function of n, a, b, δ , and . performs uniformly better than the estimator 2 P under both risk criteria for the parametric space considered here and attains maximum efficiency at 1.00 δ = (Tables 7 and 8 ). Further, the efficiency decreases as n or a' ' increases for all considered values of δ (except when the risk criterion is the LLF, here efficiency decreases with an increase in a' ' when 1.00 δ ≥
). In addition, the effect of the increment in b is similar to the Bayes shrinkage estimators 
BAYES ESTIMATE OF RELIABILITY FUNCTION
The Reliability function ) t ( R for a specific mission time 0) ( t > is defined as 
