Design of a low-latency transoceanic shortwave radio link for high frequency trading applications by Vallès Muñoz, Maria
TREBALL DE FI DE GRAU
TFG TITLE: Design of a low-latency transoceanic shortwave radio link for High
Frequency Trading applications
DEGREE: Bachelor’s Degree in Telecommunications Systems
AUTHOR: Maria Valle`s Mun˜oz
ADVISOR: Eduard U´beda Farre´
DATE: October 22, 2019

Title : Design of a low-latency transoceanic shortwave radio link for High Frequency Trad-
ing applications
Author: Maria Valle`s Mun˜oz
Advisor: Eduard U´beda Farre´
Date: October 22, 2019
Overview
The main objective of this final Bachelor’s degree project is to design and study the relia-
bility of a transoceanic shortwave radio link that connects London and New York. Two of
the most important stock exchanges of the world are located in these two cities and the
connection between them is currently done through submarine optical fibers.
In the last few years, with the automation of the stock market activity (a trend that is also
known as High Frequency Trading), several companies have begun to look for alternatives
to optical fiber to reduce the latency of the link use this advantage to be more competi-
tive. However, before designing the radio link, the behaviour of the ionosphere has been
studied to correctly understand how ionospheric propagation works and what factors can
compromise the communication.
The radio link design is based on the choice of different aspects such as the location of the
stations, the type of antenna, the protocol or the propagation mode, among others. This
selection has been made prioritizing the reliability of the link over other aspects such as
the capacity or the bandwidth.
Once these aspects have been decided, the communication has been studied using an
ionospheric propagation prediction software called VOACAP. This software gives us very
relevant information about the reliability or the power received. This will allow us to model
this propagation by relating the behaviour of the different frequency bands with the varia-
tions suffered by the ionosphere during the different months of the year and the different
hours of the day.
On the other hand, this study demonstrates how the designed radio link substantially re-
duces the latency of the fiber optic with a high reliability that can allow its use regularly.

Tı´tol: Disseny d’un radioenllac¸ transocea`nic d’ona curta de baixa late`ncia per a aplicaci-
ons de High Frequency Trading
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Resum
L’objectiu principal d’aquest treball de fi de grau e´s dissenyar i estudiar la fiabilitat d’un
radioenllac¸ transocea`nic d’ona curta que connecti Londres i Nova York. A aquestes dues
ciutats es troben dues de les borses me´s importants a nivell mundial, i actualment la
connexio´ entre elles es realitza amb fibra o`ptica submarina.
Els darrers anys, amb l’automatitzacio´ de l’activitat borsa`ria (tende`ncia que tambe´ es co-
neix amb el nom de High Frequency Trading), diverses empreses han comenc¸at a buscar
alternatives a la fibra o`ptica per tal de reduir la late`ncia de l’enllac¸ i aprofitar aquest avan-
tatge per ser me´s competitives. Abans de dissenyar el radioenllac¸, pero`, s’ha estudiat a
fons el comportament de la ionosfera per entendre correctament com funciona la propa-
gacio´ ionosfe`rica i quins so´n els factors que poden comprometre el correcte funcionament
de l’enllac¸.
El disseny del radioenllac¸ esta` basat en l’eleccio´, entre d’altres, de la ubicacio´ de les dues
estacions, el tipus d’antena, el protocol, la modulacio´, la pote`ncia transmesa o el mode
de propagacio´. Aquesta tria s’ha fet sempre prioritzant la fiabilitat de l’enllac¸ per davant
d’altres aspectes com poden ser la capacitat o l’amplada de banda.
Un cop decidits aquests aspectes, s’ha estudiat la comunicacio´ utilitzant un software de
prediccio´ de propagacio´ ionosfe`rica anomenat VOACAP. Aquest software ens do´na infor-
macio´ molt rellevant sobre la fiabilitat o la pote`ncia rebuda. Aixo` ens permetra` mode-
lar aquesta propagacio´ relacionant el comportament de les diferents bandes frequ¨encials
amb les variacions que pateix la ionosfera durant els diferents mesos de l’any i les diferents
hores del dia.
D’altra banda, aquest estudi demostra com el radioenllac¸ dissenyat redueix substancial-
ment la late`ncia de la connexio´ per fibra o`ptica, oferint una fiabilitat elevada que podra`
permetre el seu u´s de forma regular.
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INTRODUCTION
Although high frequency (HF) propagation plays a key role in modern wireless communi-
cations, first experiments on electromagnetic waves started at the end of the nineteenth
century. In 1888, Heinrich Hertz proved that waves propagate at speed of light. This the-
ory, however, had been formulated by Maxwell a couple of decades before. About ten
years later, Guglielmo Marconi succeeded in sending the first transoceanic transmission
between England and Canada. Nevertheless, Marconi thought that the radio wave had
followed the curvature of the Earth, and he was wrong. What really happened was that the
radio wave was reflected by the ionosphere.
Since then, many people began to investigate and experiment with radio waves. These
people are considered the first radio amateurs and made simple communications in morse
code. Nowadays, although there are still many radio amateurs operating around the world,
a downward trend has occurred, probably due to the emergence of new technologies that
improve communications performance.
Even so, HF propagation still has some advantages over other types of communication
such as fiber optics. On the one side, a microwave link can be installed in a very short
time and with a reduced economic investment compared to the optical fiber. Moreover,
we add that the communication of interest is transoceanic, deployment and maintenance
costs increase. On the other side, a microwave link has a lower latency than a optical fiber
one, as waves propagate faster through the air.
That is why in recent years, many enterprises, especially in the stock market sector, have
started to experiment with shortwave radio to transmit trading information. For example,
the company McKay Brothers has recently built a microwave link between Chicago and
New York [1]. It is important to emphasise that, because of the automation of stock market
activity, a few milliseconds can make a difference. This type of trading is also known as
High Frequency Trading (HFT).
Despite the advantages that HF propagation offers, long-distance microwave links depend
on the ionosphere, a very variable layer of the atmosphere. Its behaviour changes every
hour, month, season or year, so it is very difficult to predict.
For all the above-mentioned reasons, it has been found interesting to study the behaviour
of the ionosphere, as well as the influence that its variations may have on communications.
Hence, this final Bachelor’s degree project will focus on the design and study of reliability
of a microwave link that connects London and New York, where two of the most important
stock exchanges of the world are located.
The design will be based on the choice of different aspects related to the transmission.
Among these, there are some that can be highlighted, such as the location of the stations,
the type of antenna, the protocol, the modulation, the transmitting power or the propagation
mode.
On the other hand, the study of the reliability of the link will be done with a software called
VOACAP. This program allows users to simulate microwave communications between two
points of the Earth and gives very valuable information about reliability, received power or
propagation modes.
In this way, this study will try to demonstrate that it is possible to establish a microwave link
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between these two cities with a lower latency than the current fiber optic link. The main
requirement for this to happen is to achieve a high reliability.
After this introduction, the objectives of this project are presented in a summarized way.
• Study the behaviour of the ionosphere throughout a year
• Understand the main characteristics and particularities of the HF propagation
• Introduce ourselves to High Frequency Trading and understand the role that HF
propagation may play in this field
• Design a transoceanic shortwave radio link between London and New York
• Study the reliability of the designed link using VOACAP software
• Estimate the latency of the designed link and compare it with the latency of the
current fiber optic link
• Conclude whether it is feasible to establish this link

CHAPTER 1. INTRODUCTION TO HIGH
FREQUENCY RADIO PROPAGATION
Radio frequency (RF) transmission between 3 and 30 MHz is called high frequency or
shortwave by the International Telecommunication Union (ITU) convention. Therefore,
wavelengths are around tens of meters and can be also called as decametric waves [2].
HF waves are characterized by a ground-wave and a sky-wave component. The first one
follows the Earth’s surface and can provide successful communications over up to 1000
km. On the other hand, sky-wave transmission is based on ionospheric refraction and is
used for long circuits over up to 12800 km [3].
Taking into account the defined objectives, this chapter will focus on explaining the be-
haviour of HF radio waves and their interaction with the ionosphere.
1.1. The ionosphere
The ionosphere is a region of the atmosphere extending from a height of 50 km to roughly
500 km. Thus, this region comprises the entire thermosphere layer and the upper part
of the mesosphere layer. Even so, some ionisation irregularities that occur at the top of
the ionosphere can extend the upper limit of the ionosphere many more kilometres [4].
Consequently, the ionosphere can also occupy the lowest part of the exosphere.
Figure 1.1: Relationship between the regions of the atmosphere and the ionosphere
Its name is due to the ionisation caused by solar radiation in its molecules. Ionisation
is the phenomenon in which, through energy exchanges, principally oxygen and nitrogen
gas molecules present in the atmosphere dissociate into atoms that can release electrons,
resulting in free electrons with negative charge and ions with positive charge [5]. These
free electrons cause HF radio waves to be reflected back to Earth. The greater the density
of electrons, the higher the frequencies that can be reflected [6].
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Principally, the main source of ionisation in the ionosphere is radiation from the Sun. How-
ever, not all solar rays are ionising: only ultra-violet and X-rays portions of the spectrum
are considered ionising [4]. On the other hand, there are other sources of ionisation such
as cosmic rays, which are generated by stars and other celestial events like supernova
explosions, but their intensity is about 100 times lower than solar one [5].
1.1.1. Layers of the ionosphere
Obviously, the ionisation level of the ionosphere is greater during the day because both
solar and cosmic rays affect the ionosphere. At night, without solar rays, only star cosmic
rays ionise the ionosphere, but not as strong as the Sun does. For this reason, different
layers are considered depending on whether it is day or night (see Figure 1.2).
Figure 1.2: Ionospheric layers and their electron densities as a function of height (in km)
above the Earth’s surface
The main difference between layers is their electron density, which increases as the height
rises. The height above the Earth’s surface and the electron density of every ionospheric
layer and is specified in Table 1.1.




Table 1.1: Height and electron density of ionospheric layers (Sources: [4] [7])
The maximum electron density is a very important fact regarding ionospheric propagation
since it defines the maximum frequency that each layer can reflect back to the Earth’s






fmax = critical frequency
Ne = electron density
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Although it can be calculated this way, it is usually obtained empirically using ionospheric
sounders. This is going to be explained in 2.2.4.. The appropriate notation to define the
critical frequencies of E, F1 and F2 layers is foE, foF1 and foF2.
Even though we talk about reflection, we should really talk about refraction. As we know,
the ionisation density of the ionosphere is not homogeneous. In Figure 1.3 we consider a
region of the ionosphere where every layer has a different value of ionisation density Ni
and therefore a different refractive index so that 0< N1 < N2 < ... < Nk.
Figure 1.3: Ionospheric layers as a function of height above the Earth’s surface (Source:
[5])
Radio waves are refracted as they go through these layers, that is, they change their
trajectory according to Snell’s law [5]
ni sinθi = nk sinθk (1.2)
where:
ni = refraction index of medium 1
nk = refraction index of medium 2
θi = angle of incidence
θk = angle of refraction
In addition, it has been shown that the refraction index of a layer is related with the ioni-








ni = refraction index of the layer
Ni = ionisation density of the layer in e/cm3
f = frequency of the radio wave in Hz
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So, when height increases, the refraction index decreases, which causes the radio wave
to suffer more and more pronounced refractions until its trajectory becomes parallel to the
Earth’s surface, that is
ni sinθi = nk sinθk (1.4)
ni sinθi = nk sin90o (1.5)
ni sinθi = nk (1.6)





For angles of incidence higher than the critical, total reflection occurs and the radio wave
returns down to Earth. On the contrary, radio waves with angles of incidence lower than
the critical are refracted as they pass through the different layers until they fade away.
Anyway, the ionosphere is not a stable medium. As a consequence, we cannot consider
the same critical frequency over one year or even over 24 hours. This variations will be
explained in Subsection 1.1.2..
1.1.1.1. D-layer
The D-layer is the lowest layer of the ionosphere. The appearance of this region is a
daytime phenomenon (it only exists during the day). At night it disappears due to recombi-
nation, the opposite process to ionisation [5].
Taking into account its electron density (specified in table 1.1) and applying the equation
1.1, it can be determined that this layer only can reflect radio waves of frequencies below
0.28 MHz, so it will not be useful for HF propagation.
Furthermore, this layer is responsible for absorbing low frequency HF radio waves, spe-
cially below 10 MHz [8]. When they pass through this layer, electrons move and collide
with neutral molecules releasing their energy. Lower frequencies cause more collisions
because they cause farther electron movements. In fact, the coefficient of attenuation in
this layer varies as the inverse square of frequency [9].
1.1.1.2. E-layer
The following layer of the ionosphere in ascending order is the E-layer. It is also known as
Kenelly-Heaviside layer and exists both day and night. Its ionisation level depends directly
on solar rays and therefore it is stronger under the sun and becomes weaker at night.
Regarding ionospheric propagation, the E-layer usually reflects radio waves in the range
of frequencies between 2 MHz and 4 MHz, but sometimes it can also reflect radio waves
always below 10 MHz [8]. Therefore, it contributes to the absorption of higher frequencies.
Sporadic E-layer (Es-layer)
Sometimes, regions with a high ionisation density are formed unpredictably in the E-layer.
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These regions are ionised clouds that can measure hundreds of kilometres and have large
ionisation density, 10 times higher than that of the E-layer [5]. Although it is not a very use-
ful layer since it cannot be predicted, it sometimes permits unexpected communications,
as shown in Figure 1.4.
Figure 1.4: Sporadic E-layer propagation (Source: [6])
1.1.1.3. F-layer
The last region of the ionosphere is called F-layer or Appleton-Barnett layer. It extends
upward from 130 km height and it has the highest electron density [10].
As it has been explained at the beginning of this section, solar rays increase the ionisation
of the ionosphere during the day. Due to this, the upper part of the layer is more ionised
than the lower one, and it can be considered that F layer is divided into two different layers
(during the day): F1 and F2 [6].
The first one is smaller and less ionised than the second one, but its electron density is
more stable. It can be considered that the appearance of the F1-layer (between 150 km
and 250 km height) is a daylight phenomenon, because at night it rises and merges with
F2-layer. Its behaviour is similar to the one of the E-layer although it can reflect radio waves
of higher frequencies [3].
On the other hand, the F2-layer is the top layer of the ionosphere, exists both day and
night and it is commonly considered the most important region for long distance HF radio
communications. During the day, it exists above the F1-layer (between 250 km and 300 km
height), and during the night its altitude drops to 150 km. It is believed that this layer is also
influenced by the Earth’s magnetic field [3]. It usually reflects radio waves with frequencies
up to 10 MHz although it is considered that it can reflect higher ones if some phenomena
occur in the ionosphere.
1.1.2. Ionosphere variations
1.1.2.1. Variations due to the Solar Cycle
Sunspots are phenomena that most affect the behaviour of the ionosphere. As the sunspot’s
activity is cyclical, it is referred to as solar cycle.
Sunspots are tremendous eruptions of whirling electrified gases that appear on the Sun’s
surface. These gases are cooled to temperatures lower than those of the surface of the
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Sun and, as a consequence, dark areas appear to us as spots [3], as it can be seen in
Figure 1.5.
Figure 1.5: A gigantic sunspot of almost 130000 kilometres across on the Sun’s surface
captured in 2014 by the National Aeronautics and Space Administration (NASA) (Source:
[12])
The number, intensity and duration of the sunspots is characterized by the sunspot number.
It is calculated using the equation [11]
R= k(10g+ s) (1.8)
where:
R= sunspot number
g = number of sunspot groups
s = number of individual spots in all the groups
k = scaling factor that corrects for seeing conditions
The sunspot number is directly related to the critical frequency of the F2-layer. For ex-
ample, in Figure 1.6 it can be seen how foF2 (or the critical frequency for F2-layer) grows
when the sunspot number increases. On the other hand, it can also be observed how foE
and foF1 are also influenced by the solar cycle but not as much as foF2. The graph shows
data from the city of Canberra from 1988 to 2005, but the behaviour of critical frequencies
in relation to the sunspot number can be generalized.
It is also important to note that in this case foF2 reaches frequencies of 13-14 MHz, al-
though theoretically (according to (1.1)) F2-layer can only reflect frequencies up to 10
MHz.
1.1.2.2. Seasonal variations
The behaviour of E and F1 layers in relation to seasonal variations is really simple. We
know that the ionisation of this layers depends directly on solar rays and therefore Sun’s
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Figure 1.6: The relationship between sunspots and critical frequencies of E, F1 and F2
layers in Canberra, Australia, from 1988 to 2005 (Source: [6])
elevation affects it: it is stronger in summer than in winter [6]. Otherwise, the behaviour
of F2-layer is not as simple as expected. In winter months, as a consequence of the
extended periods of darkness, the ionosphere has more time to recombine and hence
critical frequencies during the night dip to very low values.
On the contrary, during the summer the F2-layer heats up and expands, reducing the
ionisation density to values lower than winter ones, resulting in critical frequencies also
lower than the winter ones [3]. In Figure 1.6 it can be seen that foE and foF1 are greater
in summer than in winter (note that data is from Australia, in the southern hemisphere),
and also how foF2 decreases in summer months. It is also remarkable that foF2 peaks at
March and September equinoxes (when the Sun is aligned with the earth’s equator).
1.1.2.3. Variations with latitude
The intensity of solar rays that strike the ionosphere varies with latitude. Obviously, it is
greater in equatorial regions than in higher latitudes. Thus, critical frequencies foE and
foF1 are higher in the equator.
Moreover, foF2 is more associated with longitude than latitude (although the influence of
latitude cannot be ignored). This frequency is generally higher in the Far West than in
Africa, Europe and the Western Hemisphere [3].
1.1.2.4. Daily variations
Finally, we will talk about daily variations. This phenomenon is very easy to understand:
critical frequencies increase during daylight and decrease during the hours of darkness.
For example, foF2 reaches its maximum after the Sun has reached its zenith [3].
In transition periods that happen twice a day (once around sunrise and one around sunset),
critical frequencies vary very quickly.

CHAPTER 2. HIGH FREQUENCY
COMMUNICATIONS
Once the basics of HF propagation have been explained, we can talk about more specific
aspects of HF communications.
2.1. Amateur propagation bands
There are different frequency bands open to radio amateurs to establish communications
worldwide. This frequency allocations vary from region to region, as it is defined by the
ITU. In Figure 2.1 we can see three different regions:
• ITU Region 1: Europe, Africa, Northern Asia and Middle East
• ITU Region 2: North America, South America and Greenland
• ITU Region 3: East Asia and Oceania
Figure 2.1: ITU regions (Source: [13])
Table 2.1 shows the different frequency ranges defined in each region for each band.
2.1.1. 80 meter band
This band is one of the most used by radio amateurs, especially during the night, when
it offers worldwide communications. During the day, the absorption in the D-layer makes
this band practically unusable and only allows local communications with high elevation
angles. The upper part of this band is also known as 75 meter band [14].
2.1.2. 60 meter band
The 60 meter band was first introduced in 2002, but it was not until 2015 when the ITU ap-
proved a worldwide frequency allocation for it [15]. In terms of propagation, the behaviour
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Band ITU Region 1 ITU Region 2 ITU Region 3
80 m 3.50 MHz - 3.80 MHz 3.50 MHz - 4.00 MHz 3.50 MHz - 3.90 MHz
60 m 5.3515 MHz - 5.3665 MHz
40 m 7.00 MHz - 7.20 MHz 7.00 MHz - 7.30 MHz 7.00 MHz - 7.20 MHz
30 m 10.10 MHz - 10.15 MHz
20 m 14.00 MHz - 14.35 MHz
17 m 18.068 MHz - 18.168 MHz
15 m 21.00 MHz - 21.45 MHz
12 m 24.89 MHz - 24.99 MHz
10 m 28.00 MHz - 29.70 MHz
Table 2.1: Different frequency ranges for each ITU region (Source: [16])
of this band is similar to the one of the 80 meter band but it is less affected by the D-layer
absorption.
2.1.3. 40 meter band
The 40 meter band is one of the most reliable bands and offers worldwide communications,
specially at night. As it is very popular among radio amateurs, it is a quite crowded band.
In addition, although its frequency range theoretically ranges from 7.00 MHz to 7.20 MHz
or 7.30 MHz (depending on the ITU region), radio amateurs can only use frequencies
between 7.00 MHz and 7.100 MHz [15].
2.1.4. 30 meter band
The 30 meter band is one of the World Administrative Radio Conference (WARC) bands,
together with 17 and 12 meter bands. They are bands reserved exclusively for radio am-
ateurs. Its frequency range is high enough so that the size of the antennas needed to
operate is quite manageable [14].
2.1.5. 20 meter band
This is by far the most popular HF band, especially for long distance communications. Due
to its popularity, it is sometimes a bit busy, but it is also operational 24 hours a day except
in cases of minimum solar cycle [5].
2.1.6. 17 meter band
This is one of the three WARC bands. Its behaviour is similar to that of the 20 meter band
and sometimes is used by radio amateurs that want to avoid the saturation of the 20 meter
band [15].
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2.1.7. 15 meter band
This band depends a lot on solar cycles and therefore it is very variable. When radiation
levels are low, it can hardly be used, but when it is high this band allows worldwide radio
links with very little power. That is why it is generally used during the day. During the
bottom of the sunspot cycle, this band becomes totally unusable.
In addition, it is usually open 24 hours a day in equatorial areas [5].
2.1.8. 12 meter band
This is the WARC band with the highest frequency and it is usually not a very busy band.
It is generally used when the 10 meter band is unusable, or what is the same, when the
critical frequency is below 28 MHz [15]. As the 15 meter, it is considered a daytime band.
2.1.9. 10 meter band
The last amateur band is the 10 meter one. It is also the wider band since it occupies
1.7 MHz. During the years of low ionisation it is rarely used, although sometimes (due
to some variations in the ionosphere) it can offer long distance communications with low
powers [14].
2.2. The Usable Frequency Range
2.2.1. Maximum Usable Frequency (MUF)
The Maximum Usable Frequency or MUF is the frequency located just below the critical
frequency so that radio waves with equal or lower frequency will be reflected by the iono-
sphere [5]. It is related to the sunspot number, the date, the hour of the day or the latitude.
All these things cannot be controlled by the user [3].
The difference between this frequency and the critical is that the second one is measured
by emitting radio waves completely perpendicular to the Earth. Obviously, if we want to
communicate using HF propagation, we are not going to emit perpendicular radio waves
but obliques.
Therefore, in each layer of the ionosphere we have two possible situations [5]:
• Operating frequency > MUF→ The radio wave crosses the layer
• Operating frequency < MUF→ The radio wave is reflected
The MUF is related with the critical frequency by the secant law, as it shows Equation 2.1
[3]. Again the fmax can be determined empirically using ionospheric sounders.
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So, the MUF can be defined as





fmax = critical frequency
MUF = maximum usable frequency
θi = angle of incidence (defined in 1.1.1.)
2.2.2. Lowest Usable Frequency (LUF)
The LUF is the minimum frequency that allows operation without difficulties and below
which the reliability decreases to unacceptable values.
Unlike the MUF, this frequency depends on the transmitter (TX) power, the gain of the
antenna or the external noise level [3].
2.2.3. Frequency of Optimum Transmission (FOT)
The FOT (also known as the Optimum Working Frequency or OWF) is often taken as
the 85% of the MUF for the F2-layer. Working on this frequency instead of working on
the MUF reduces the reception intensity but increases the stability and reliability of the
communication. Due to this, the objective of any user is to keep the transmitter frequency
as close to the FOT as possible [3].
2.2.4. Ionospheric sounders
As the ionosphere is a very variable medium, sometimes it is difficult to know exact values
for critical frequencies, ionisation densities or heights of each layer.
Ionospheric sounders emit radio waves perpendicular to the earth at different frequencies
to study the performance of the ionosphere. They can measure the delay between the
transmission and the reception. Assuming that radio waves travel through the air at the
speed of light, we can calculate the exact height where the reflection occurs. However,
the measured height will not be equal to the theoretical value as the propagation speed is
lower through the ionosphere. This measured height is known as virtual height [5].
The measurements made by the ionospheric sounders are shown in ionograms, as the
one of Figure 2.2.
The horizontal axis shows the transmitted frequencies (from 1 to 10 MHz) and the vertical
one shows the different virtual heights in km. If some ionospheric reflection is detected,
it is represented with a point in the corresponding coordinates of te ionogram. Regarding
to the different colours, to study the behaviour of the different ionospheric layers, we must
focus in all but green ones.
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Figure 2.2: Ionogram (Source: [5])
2.3. Hop Length
The ground distance covered by a radio signal after one reflection on the ionosphere is
called hop length. This distance depends on the elevation angle of the antenna and the
height of the ionosphere layer where the reflection occurs [6]. Obviously, if the elevation
angle of the antenna is higher, the radio wave will be reflected before and the hop will be
shorter. The same happens when a radio wave is reflected in one of the lowest layers.
This can be seen in Figure 2.3.
Figure 2.3: Hop lengths for two different situations (Source: [6])
In Figure 2.3, we consider heights of 100 km for the E-layer and 300km for the F-layer and
an elevation angle of 4o for both situations. The red radio wave will pass through layers D
and E and will be reflected in the F-layer. On the contrary, the yellow signal will be reflected
in the E-layer. In the first case, the hop length will be about 1800 km, and in the second
one the hop length will be of 3200 km. It should be noted that when distances are big we
cannot assume that the earth is flat. Considering this, calculations become complicated,
and that is why the relation between the takeoff angle of the antenna and the hop length
will be explained with the help of Figure 2.4.
As it can be seen, for the same takeoff angle, the higher the layer where the reflection
occurs, the greater the hop length. Also, if we fix the height where the reflection is done,
the smaller the takeoff angle, the greater the distance.
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Figure 2.4: The relationship between the takeoff angle (in degrees) and the hop length (in
km) (Source: [3])
2.4. Propagation modes
There are many ways for a radio wave to travel from the transmitter to the receiver (RX)
and therefore there are different propagation modes.
Figure 2.5: Simple propagation modes (Source: [6])
For example, when a radio wave only needs the minimum number of hops to reach the
receiver, it can be considered that its propagation mode is the first order mode [6]. If the
radio wave needs an extra hop, we are talking about the second order mode, if it needs
two extra hops, third order mode, etc. It is important to note that the minimum number
of hops is not the same as one hop. That is, if the path is of about 5000 kilometres, the
minimum number of hops will be two, since with a single one it would be impossible for the
radio wave to arrive.
To illustrate this, in Figure 2.5 there are represented different propagation modes. For
example, the red signal represents a second order propagation mode through F-layer, that
is 2F mode. On the other hand, the 1F mode is represented by the yellow line.
However, not all propagation modes are so simple. More complex modes can be seen in
Figure 2.6.
If a radio wave is first reflected in the F-layer and after in the E-layer, the propagation mode
will be 1F1E (pink line). If it reaches the receiver after three reflections, the first and the last
one in the F-layer and the second one in the Es-layer, the mode will be 1F1Es1F (green
line).
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Figure 2.6: Complex propagation modes (Source: [6])
There are also two strange modes: the ducted and the chordal. Both happen when the
radio wave travels from the transmitter to the receiver without intermediate reflections from
the earth.
2.5. Noise
The noise level at the receiver has different origins, which can be internal or external to the
system. The first one, also known as thermal noise, is generated in the receiver front end
and it can be usually neglected. So we can consider that in HF communications external
noise is by far dominant. There are four main sources [3]:




In Figure 2.7 it can be seen the variation of the external noise figure (Fa) of the different
types of noise depending on the frequency.
The external noise figure is defined as
Fa = 10log fa (2.3)






pn = available noise power from an equivalent lossless antenna
k = Boltzmann’s constant in joules per kelvin (1.38e-23 J/K)
To = reference temperature in kelvins (290 K)
b = noise power bandwidth of the receiving system in Hz
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Figure 2.7: Fa depending on the frequency (Source: [17])
2.5.1. Interference
There are tens of thousands of HF users around the world, operating in different frequency
bands depending on the service they perform and the ITU region from which they emit. The
best solution to mitigate interference from other users is to operate at a clear frequency
where signals from other emitters are about 30 dB below the power of the desired signal
[3]. This, unfortunately, is not always possible, but there are other means to overcome this
problem:
• Increase the transmission power
• Use directional antennas where the interference is in a side lobe
• Use antenna nulling and create a null in the direction of the interference
• Use sharp filters on the receiver
2.5.2. Atmospheric noise
This type of noise is caused by thunderstorms that happen in various points of the Earth.
The level of atmospheric noise is smaller in higher latitudes and greater in equatorial re-
gions, and it obviously depends on weather conditions. In fact, it has been shown the
average noise level is increased by 10 dB when there are local thunderstorms [3].
In Figure 2.7 it can be seen how atmospheric noise is the main source of noise for low
frequencies, but not for higher ones. It is important to note that the dash line ”A” corre-
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sponds to the atmospheric noise value that is exceeded only the 0.5% of the time and ”B”
the value exceeded 99.5% of the time, so a realistic value will be between both.
2.5.3. Man-made noise
Man-made noise is usually predominant above 10 MHz and it is a function of industrial-
ization and habitation density. It can be generated by many sources, such as industry,
electrical machinery, power transmission lines or electrical cables [6] [4].
The median value of its external noise figure (Fam) can be calculated with the following
equation
Fam = c−d log f [MHz] (2.5)
where c and d are values that depend on the environmental categories and can be taken
from Table 2.2. There are 4 different categories defined by the ITU: city, residential, rural
and quiet rural.




Quiet rural 53.6 28.6
Table 2.2: Environmental categories defined by the ITU (Sources: [3])
City areas are defined as those where there is any type of business (like offices, stores,
shopping centres, main streets or industrial parks). On the other hand, residential areas
are those where we can find at least five family residences per hectare and without busy
highways, unlike rural areas, where family units are limited to five per hectare. Finally, we
have quiet rural areas which correspond to remote areas [17].
Also, Figure 2.8 can help us to understand how every type of noise varies depending on
the frequency. In all cases, if the frequency increases, the noise power decreases.
To mitigate the effects of man-made noise, it will be a good option to use directional an-
tennas (specially in reception). On the other hand, man-made noise has usually a vertical
polarisation [6], so choosing an antenna with horizontal polarisation will also help.
2.5.4. Galactic noise
This type of noise is originated outside the atmosphere, in our galaxy [6]. It is considered
that it only influences high frequencies and, as it can be seen in Figure 2.8, it is only
relevant above 10 MHz (see ”E” dash line).
In the frequency range of HF propagation, the median noise figure for galactic noise can
be calculated with the equation 2.6, where f is the frequency of operation expressed in
MHz.
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Figure 2.8: Median values of man-made noise power (Source: [17])
Fam = 52−23log f (2.6)

CHAPTER 3. HIGH FREQUENCY TRADING
3.1. Introduction
High-frequency trading or HFT is a form of automated trading that employs [18]:
• Powerful computers
• Algorithms for each individual transaction without human direction
• Low-latency technology designed to minimize response times
• High-speed connections
• High message rates
Though it may seem something innovative, we are aware of the existence of HFT since
1998, when the Securities and Exchange Commission (SEC) of the United States autho-
rized electronic exchanges. Before this event, stock trading was very simple: buyers and
sellers met in exchange houses and negotiated until reaching an agreement.
Between 2009 and 2010, HFT transactions accounted for around 60% of all trading volume
in the United States (see Figure 3.1). This percentage was lower in Europe, around 30-
40%. Even so, it is a stock market trend generally unknown [19].
Figure 3.1: HFT as a share of United States (US) equities daily volume (Source: [20])
The general practice of high frequency traders is based on launching trade orders to the
market and cancel them before they are carried out. As HFT systems have faster process-
ing speeds than others, they are allowed to see the actions of the other operators before
and act accordingly [21].
A good example will be the following:
An operator offers shares at a certain price. Thanks to the high processing speed, the
system can see if another operator has issued a purchase order with enough time to
cancel the sale order. But, why does the operator want to cancel the sale? It is very
simple. Knowing that there is a buyer interested in the shares, the operator will repeat the
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same operation increasing in each iteration the price of the shares until discovering the
maximum price for which the other operator is programmed to buy. Thus, the operator will
sell all the shares taking the maximum possible benefit.
It may seem that the benefit obtained with these transactions is small, but if we take into
account that this can be repeated thousands of times every second, benefit throughout the
day will be high.
In Figure 3.2 it can be seen the daily comparison between quotes and trades for US stocks.
The red line shows the number of quotes, which are defined as unrealized transactions,
unlike the blue line, which shows realized ones.
Figure 3.2: Comparison between trades and quotes from 2006 to 2012 (Source: [22])
The difference between the two draws attention (note the scale is in billions). The three
peaks (labeled as A, B and C) of the graph are also remarkable as they show the moments
when the difference between quotes and trades has been larger [22]:
A Financial Crisis of 2008
B Flash Crash of 2010
C US Downgrade of 2011
This highlights the importance and relevance of High Frequency Trading in the stock mar-
kets and in the global economy.
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3.2. The importance of HF Propagation in HFT
The advantage of a few milliseconds in the field of trading stock markets is evident, and
that is why many financial firms have begun to look for alternatives to reduce latency. When
we think about reducing the latency of a link, the first question that we must ask ourselves
is: how can we make information travel faster?
It is in this context when the possibility of establishing a HF radio link comes to mind. It
is obvious that information propagates faster through the vacuum than through an optical
fiber as the refractive index of silica (the material from which the fiber core is generally
made) is larger than the one of the vacuum. Concretely, the mean refraction index value of












n= refraction index of a medium
c = speed of light through the vacuum in m/s
v = speed of light through the medium in m/s
If we substitute the refractive index variable in equation 3.2 and put the corresponding




= 2.999 ·108[m/s] (3.3)
and
v f iber =
3 ·108
1.458
= 2.058 ·108[m/s] (3.4)
Although the refraction index of the air is not exactly the same as the one of the vacuum,
the difference is inappreciable. Now, if we compare both results we can say that the speed
of light through an optical fiber is practically 2/3 of the speed through the air:
v f iber ·n f iber = vair ·nair (3.5)








v f iber = 0.686vair ' 23vair (3.8)
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Anyway, the comparison between fiber optic and HF links is going to be analysed in Chap-
ter 7.
All this evidence has made many companies as IMC BV investigate and test shortwave
links [1]. We are certain that this is happening because every microwave link requires a
license to operate, and this experimental licenses are public data that can be checked.
In any case, it is hard to find information about these links (such as the working frequency
or the protocol used) because companies compete with each other to get the lowest la-
tency. A good example to illustrate this is the following antenna, located in Wesley Hills,
New York.
Figure 3.3: Camouflaged antenna in Wesley Hills, New York (Source: [24])
As it can be seen, the antenna is very well camouflaged and from a distance it can look




The basic structure of our bidirectional link is shown in Figure 4.1. As we know, as the link
is bidirectional, both stations transmit and receive information.
Figure 4.1: Basic structure of our system
As it can be seen, both stations have three basic blocks:
1. Modulator / Demodulator
2. Amplifier
3. Transceiver (a device which comprises a transmitter and a receiver)
Although the transatlantic connection between sites will be done through HF propagation,
the link between them, business organisations and stock markets will be done with optical
fibers. One of the basic requirements to establish a shortwave link is that sites have to be
located in noise free areas, so if we place a receiving antenna in the city center we won’t
be able to demodulate the received signal correctly.
27
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4.2. Sites location
The first thing we have to decide is where we are going to place our sites. As we know,
our bidirectional link will connect the United States of America with the United Kingdom, in
particular New York and London, which have important stock exchanges.
The most important thing we have to take into account when choosing the location of the
sites is to make sure they are low noise areas.
4.2.1. US site
For the United States, we have chosen the outskirts of the hamlet of Riverside, in Suf-
folk County (New York). This site is mentioned in some Internet forums [26] and it has
an experimental shortwave license on behalf of a company called Skycast Services [27].
Skycast Services, as it is explained in its website, is ”a specialized R&D firm that devel-
ops and commercializes creative telecommunication solutions for clients around the world”
[28]. So, if there is a company testing this type of technology in this particular place, it will
be probably a good area to install our antenna there.
Concretely, the US site is situated at coordinates 40◦ 52’ 54.3” N 72◦ 38’ 14.9” W.
(a) (b)
(c)
Figure 4.2: Google Maps screenshots of the location of the US site
This choice is due to the proximity of the site to New York considering that the area is
practically uninhabited. In Figure 4.2 (b) it can be seen that the area is really remote and
therefore noise free.
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The exact distance between the site and the New York Stock Exchange is 118.63 kilome-
tres, as it can be seen in Figure 4.3.
Figure 4.3: Google Maps screenshot of the distance between the site and New York
4.2.2. UK site
On the other hand, the United Kingdom site will be located on the outskirts of the city of
Bude, in the north east Cornwall. Again, the Internet has been essential to choose this
site. In this small city it is situated a satellite ground station and eavesdropping centre of
the UK Government, so it can be deduced that it is a good location to install our site.
Concretely, it will be situated at coordinates 50◦ 52’ 26.1” N 4◦ 33’ 17.5” W.
(a) (b)
Figure 4.4: Google Maps screenshots of the location of the UK site
In this case, it is 318.54 kilometres away from the London Stock Exchange, as we have
measured using Google Maps (see Figure 4.5).
Figure 4.5: Google Maps screenshot of the distance between the site and London
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4.3. Antennas
After deciding where we are going to locate our sites, the next question is: which type of
antenna are we going to use?
There are lots of different types of antennas typically used in HF communications: rhombic




Figure 4.6: 10-30LP8 and 7&10-30LP8 antennas
For our link, we are going to use a log-periodic antenna. This choice has been based on
a patent for “Data transmission via a high frequency radio band” [25]. In this patent two
antennas of the manufacturer M2 Antennas Systems, Inc. are proposed: 10-30LP8 [29]
and 7&10-30LP8 [30]. Both are 8 element log-periodic antennas and have practically the
same specifications (see Table 4.1).
Within the group of log-periodic antennas, 10-30LP8 and 7&10-30LP8 have a dipole array
structure (see Figure 4.7), one of the most common configurations for this type of antenna.
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Model 10-30LP8 7&10-30LP8
Frequency range 10-30 MHz Continuous
10-30 MHz Continuous and
a separate frequency tunable
6.6 - 8 MHz
Gain free space 5.2 dBi / 10.5 dBi 10-30 MHz
5.2 dBi / 10.5 dBi 10-30 MHz
and 2 dBi / 6.5 dBi 6.6-8 MHz
Front to back 15 dB 10-30 MHz
Beamwidth E = 70 degrees
Feed Impedance 50 Ohms
Maximum VSWR 2:1
Table 4.1: Specification comparison between 10-30LP8 and 7&10-30LP8 antennas
(Source: [29] [30])
Figure 4.7: Log-periodic dipole array structure (Source: [31])
Although it may seem similar to a Yagi-Uda array, they have a lot of differences. On the one
hand, they are less directional but they can work across wider frequency ranges. Usually,
Yagi-Uda antennas are designed to work on a concrete small range of frequencies. On the
other hand, contrary to what happens with Yagi-Uda arrays, the dimensions of elements
follow a geometric ratio τ, defined in equation 4.1. Also, its name comes from the fact that

















τ = geometric ratio
ln = length of the elements
Rn = spacing between elements
dn = diameter of the elements
sn = gap spacing at dipole centers
Another difference between Yagi-Uda and log-periodic antennas is that in the former only
one of the elements is electrically fed. It is known as the active ot driven element. On
the contrary, in log-periodic arrays all elements are connected. Figure 4.8 shows the main
methods used to feed all the elements of the array:
Regarding 10-30LP8 and 7&10-30LP8 antennas, both are connected by a straight con-
nection, as shows Figure 4.8 (a).
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(a) Straight connection (b) Crisscross connection
Figure 4.8: Main connection methods for log-periodic arrays
As Table 4.1 shows, the most important difference between them is that the second one
has a separate frequency tunable from 6.6 to 8.0 MHz. This means that this antenna
can operate on 40, 30, 20, 17, 15, 12 and 10 meter bands. On the other hand, the first
antenna can only operate on the six lowest bands. In addition, 80 and 60 meter bands will
be discarded in both cases.
Another important difference between both antennas is the VSWR (Voltage Standing Wave
Ratio). This parameter is related to the impedance matching between the antenna and the




where Γ is the reflection coefficient of the antenna.
The ideal case is when impedances are perfectly matched and there is no reflected power
from the antenna. If this happens, the VSWR will be 1:1. So, the higher the VSWR, the
higher the return losses. Table 4.2 can help us to understand the correlation between the
VSWR and the percentage of reflected power.






Table 4.2: Correlation between VSWR and the percentage of returned power (Source:
[33])
Figure 4.6 shows the change with frequency of the VSWR of both antennas. At first glance
it can be seen that, in general, the VSWR of the 10-30LP8 antenna is lower than the one
of the 7&10-30LP8, so its performance will be better.
However, taking into account the simulation results in Chapter 6, the chosen antenna will
be the 7&10-30LP8, as one of the most reliable bands is the 40 meter band.
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4.4. Protocol and modulation
There are different protocols used by radio amateurs to communicate between them. In
our case, conditions are a bit different. We need above all a protocol that works with a
noise-resistant modulation to ensure high reliability. After all, the advantage of establishing
this link is the reduction of latency, but this would be useless if we cannot provide reliable
communication throughout the year.
Considering this, we will opt for a digital frequency modulation. The most common proto-





Table 4.3: Radio amateur protocols and its modulations (Sources: [34] [35] [36])
First of all, we compare the 8 symbol modulation (8FSK) with 4FSK and a 4 symbol Gaus-
sian Frequency Shift Keying (GFSK) modulation. Obviously, if we choose 8FSK we will
be able to transmit more information, but the signal will be less resistant to intersymbol
interference(ISI) because the distance between symbols will decrease [37]. At this point,
we have to make a decision: prioritize the reliability of the link or its capacity. As we have
explained, our goal is to establish a link with low latency and high reliability, so we will
discard 8FSK modulation.
Now we have to decide between 4FSK and 4GFSK. The approach is similar: prioritize
the reliability above all. In Figure 4.9, it can be seen how in the spectrum of the FSK
modulation there are unwanted spurious components and high side lobes. On the contrary,
the spectrum of GFSK modulation has not this spurs and side lobes, as a Gaussian filter
is applied to the symbols before modulating the signal.
Figure 4.9: Comparison between 2FSK and 2GFSK spectra (Source: [37])
Despite these advantages, the sensitivity of the receiver is reduced and therefore the re-
liability is also reduced [37]. As we have already explained, we want the highest possible
reliability, so we will choose the Weak Signal Propagation Reporter (WSPR) protocol.
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4.5. Transmitted power
To choose the transmitted power for our link, we have also consulted the patent of the
previous section, where a power of 100 watts is proposed [25]. Still, greater power levels
are also contemplated if necessary.
On the other hand, there is another interesting document on the return of HF propagation
in relation to High Frequency Trading. It talks about a startup called Shortwave Traders
that is testing a HF link between Frankfurt (Germany) and New York. Its technical director,
Andrej Pramen, explains that they are using transmission powers of 2000 watts [38].
In conclusion, the idea is to obtain high reliability using the minimum possible power and so
reducing the cost of the link. Concretely, we will try to make the link work with a transmitted
power of 200 watts but it will be considered the option of increasing the power level if
necessary.
4.6. Number of hops
The distance between the TX and the RX is of about 5200 km. This means that we will
need at least 2 hops of 2600 km. In reference to the explanation in Section 2.3., if the
radio wave is reflected on the upper part of the F-layer, with a small takeoff angle (of less
than 10 degrees) we will need a maximum of two hops. On the contrary, if the reflection
is done in the lower part of the F-layer, we will need at least 3 different hops if the take off
angle is approximately 10 degrees. In this case, each hop will be of 1750 km. Finally, if
the reflection occurs in the E-layer, the radio wave will hop a minimum of 4 times before
reaching the receiver.
Obviously, the best situation will be that the reflections of the radio wave occur in the F2-
layer, as the distance of the path will be lower, as well as the attenuation of the signal.
So, the desired propagation mode for our path will be the first order mode 1F2 (as the
minimum hop number is 2).

CHAPTER 5. VOACAP SOFTWARE
As it has been explained, the ionosphere is not a stable medium, and it will be practically
impossible to predict the behaviour of a HF link without any software. In our case, the
software used to make the simulations of this communication is an online website called
Voice of America Coverage Analysis Program (VOACAP) (www.voacap.com/hf).
VOACAP is a HF propagation prediction software that allows users to simulate communi-
cations between two points of the Earth [39]. It gives very valuable information about the
link reliability depending on the working frequency. This software is normally used by radio
amateurs who want to test if their transmissions will be successful or if they have to make
some adjustments.
This chapter will focus on explaining the main features of this software and the different
inputs that we are going to introduce to simulate our link.
5.1. Software inputs
When you access the website, the first thing you see is the following screen:
Figure 5.1: VOACAP’s main map (Source: [40])
5.1.1. TX and RX location
First of all, the location of both transmitter and receiver has to be chosen. In our case,
as it has been explained in Chapter 4, the link is bidirectional, so it does not matter which
station is the transmitter (red marker) and which is the receiver (blue marker). Green line
between stations shows the short path and the dotted red line the long path. In both cases,
the small blue circles indicate the geographical midpoint of the link [41].
For instance, we decide to locate the transmitter in the United States and the receiver in
the United Kingdom, as it can be seen in Figure 5.1.
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5.1.2. Day and hour
As VOACAP is a prediction software, links can be tested at different dates. At bottom left
corner of the screen we can choose a particular hour and date. If we change the hour,
it can be seen how the shadowed region moves through the map. On the other hand,
regarding to the date, it is important to note that VOACAP makes month predictions, that
is, the results will be the same if we test the link choosing de first or the last day of the
same month.
In our case we are going to simulate the link from January to December of 2020.
5.1.3. Transmitting Mode menu
At top right of the screen there are different pop-up menus and buttons. The first one (from
top to bottom) is the Transmitting Mode menu, where we can choose between WSPR,
FT8, FT4, Continuous Wave (CW), Single Side Band (SSB) and Amplitude Modulation
(AM) protocols [40]. For our link, as it has been explained in Chapter 4, the best option is
WSPR protocol.
5.1.4. Transmitting Power menu
In this menu we can choose the transmitting power, from 0.1 W to 1500 W. The power that
uses the software for the calculations is 80% of the power chosen due to the line losses
[41].
In our case, we decided to use a power of 100 W and increase if necessary, as explained in
Section 4.5.. The maximum power level that we consider is 2000 W. So the power chosen
in this menu should be between Pmin and Pmax. First we calculate Pmin.
80
100






As this power is not in the given options, we choose a higher value of 200 W to achieve
the required power.
Now, we calculate Pmax:
80
100
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Again, this power is not in the given options. In fact, the maximum power that VOACAP
offers is 1500 W, so our power range will be between 200 W and 1500 W.
5.1.5. Antennas button
VOACAP offers different types of antennas for the transmitter and the receiver. For exam-
ple, yagis of variable number of elements, dipoles, isotropic antennas. . . also working at
different frequency bands [40].
In Section 4.3. we have chosen a log-periodic antenna for both the transmitter and the
receiver, but VOACAP does not make simulations with this type of antenna. In this case,
the most similar is a Yagi-Uda. The problem is that these type of antennas are usually
designed to work on small ranges of frequencies. For example, we can find in VOACAP a
10M 3 element Yagi. This antenna is designed to work exclusively on the 10 meter band
and it will not be a good option to work on other frequencies.
To try to make a realistic simulation, we will opt to use different Yagi antennas (designed to
work on different amateur bands) to simulate the behaviour of a log-periodic antenna. To
understand this better, see Table 5.1.
40 M 8-element Yagi 40M
30 M 8-element Yagi 30M
20 M 8-element Yagi 20M
17 M 8-element Yagi 15M
15 M 8-element Yagi 15M
12 M 8-element Yagi 10M
10 M 8-element Yagi 10M
Table 5.1: Antennas chosen for each band
5.1.6. Settings button
This button shows a menu where there are three parameter sections. The most important
settings are the following:
5.1.6.1. Noise
Here we have to select the noise level at the receiver site. There are different options:
Noisy, Industrial, Residential, Rural, Quiet and Remote [40]. Our antennas are both placed
in rural areas, far from big cities where noise level is higher, so we select Rural noise level.
5.1.6.2. Smoothed Sunspot Number (SSN)
As explained in Chapter 1, sunspots can be counted using the sunspot number. Even so,
VOACAP works with a similar number called smoothed sunspot number.
VOACAP offers two options to set this value: either introducing manually a particular SSN
or using the software prediction (in this case -1 value has to be introduced). The predictions
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are based on the Lincoln-McNish smoothing function, and they are done by the Sunspot
Index and Long-term Solar Observations (SILSO) of the Royal Observatory of Belgium in
Brussels [41].
Figure 5.2 shows the sunspot number for 2015 to now and the prediction (based on the
Lincoln-McNish smoothing method) for the next months. It can be seen that we are cur-
rently on the bottom of the sunspot cycle.
Figure 5.2: SSN (Source: [42])
For our radio link, we will use the “-1” option.
5.1.6.3. Method
With this menu users can choose the propagation model that VOACAP will use to do
the simulations. There are 3 options: Auto, Ducted and Ray-hop. The choice of the
propagation model is mainly based on the transmission distance. The Ducted model is
typically used for paths of 10.000 km, while the Ray-hop model is used for paths less than
10.000 km [41].
As it has been explained in Chapter 4, the distance between the transmitter and the re-
ceiver is about 5200 km, so we will use the Ray-hop model.
5.1.6.4. Minimum Takeoff Angle (TOA)
Finally, the last parameter we have to set is the minimum takeoff angle or the elevation
angle for our antennas. A value of 3 degrees is usually recommended [41], so this will be
our choice. It is important to consider that, as our link is bidirectional, this angle will be the
same both in transmission and in reception.
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It is important to note that this value is the minimum, but it can be increased if necessary.
VOACAP changes automatically this value to get high reliability levels. As explained in
Chapter 4, the maximum TOA will be 10 degrees if we want a 1F2 propagation mode.
Regarding to our link, it will be interesting to change the elevation angle of the antenna
automatically following some kind of algorithm.
In Table 5.2, all input parameters are synthesized.
TX location 40◦ 52’ 54.3” N 72◦ 38’ 14.9” W
RX location 50◦ 52’ 26.1” N 4◦ 33’ 17.5” W






Table 5.2: Input parameters for the simulations
5.2. Software outputs
VOACAP offers a lot of data about the performance of the tested transmission. For our
study, there are three different charts that will be really useful.
In all of them, the hours of the day are expressed at a longitude of 0 degrees following
the Coordinated Universal Time (UTC) standard. As our receiver is located in the United
Kingdom, we will have to add one hour from the one shown in the chart to analyse the
performance of the link.
5.2.1. Circuit Reliability chart
This chart shows the circuit reliability factor, that is the percentage of days in the month
when the simulated Signal-to-Noise Ratio (SNR) exceeds the required SNR [41], an inter-
nal value setted by VOACAP related to the protocol (and modulation) used.
In Figure 5.3 it can be seen how it looks like. In the vertical axis we have the probability of
success and in the horizontal we have the different hours of the day. Every amateur band
is represented with a different colour. Also, VOACAP offers an unusual amateur band, the
11 meter band.
At this point we have to decide which is the minimum reliability accepted to consider that a
circuit is reliable. For example, although it may seem a high value, a 80% means that the
link is not going to work 6 out of 30 days of a month. Obviously, we cannot accept this, so
the minimum reliability will be setted at a 95% (the link is not going to work approximately
1 out of 30 days).
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Figure 5.3: Reliability chart (Source: [40])
5.2.2. 24-hour propagation prediction wheel
This wheel displays the reliability parameter in a more visual way. Each circle represents
one of the nine amateur bands, and each section one of the hours of the day.
5.2.3. SDBW chart
The signal power distribution shows the level of power (in dBW) that can be maintained on
50% of the days in one month, working on a concrete frequency at a given hour [41].
Again, every amateur band is represented with a different colour. In the vertical axis we
have the power level and in the horizontal the hours of the day.
In this chart, the power is represented by the S-meter scale. In Table 5.3 it is shown the
relation between each S-meter point and its power (expressed in dBm and Watt).











Table 5.3: S-meter scale (Source: [41])
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Figure 5.4: 24-hour propagation prediction wheel (Source: [40])
Figure 5.5: SDBW chart (Source: [40])

CHAPTER 6. SIMULATION RESULTS
We are going to simulate the link every month of the 2020 year. As the performance of
the communication depends on the state of the ionosphere, the results will be analysed
season by season. In all cases, the transmitting power will be 160 W (the 80% of the value
introduced in VOACAP, 200 W) unless the system requires an increase.
Although VOACAP simulates the performance of the communication working on all ama-
teur bands, we are going to focus on the most relevant ones, that are from 40 meter to 15
meter. 80 meter and 60 meter amateur bands are not analysed as the chosen antenna
cannot provide communication on this frequencies, and bands below 15 meter are not
reliable in this case.
Also, all simulations are done assuming a 1F2 propagation mode. This means that the
radio waves will be reflected two times by the F2-layer before reaching the receiver, as
explained in 2.4..
Finally, remember to consider that we have to add one hour to the ones shown in the charts
as the receiver is located in the United Kingdom (UTC+1).
6.1. Winter Season
We start simulating the performance of the link for the winter months. For this season we
will select three different amateur bands: 40 meter, 30 meter and 20 meter bands.
This decision can be explained looking at Figure 6.1. As it can be seen, with a transmitting
power of 160 W, the 40M band has a reliability above 95% practically all the day during De-
cember and January. On the contrary, in February at daytime, as the ionisation increases,
this value decreases due to the absorption of the D-layer. As explained in Chapter 1, the
absorption of the D-layer is only significant below 10 MHz and during the day, so in our link
it only affects the 40M band when the solar rays ionise the ionosphere.
If we only look at the reliability charts, we could think that for example in January we can
operate always on the 40 meter band. Although it is a very reliable band, it is interesting
to look at the SDBW charts before making any decision. In Figure 6.2 it can be seen how
there are bands that offer higher power levels than the 40 meter band, so it could be a
good idea to change the operation frequency a few hours.
It is also remarkable the fact that as we are getting closer to March’s equinox, the perfor-
mance of the 15 meter band becomes better. This happens because it is very variable and
depends a lot on solar activity and, as explained in Chapter 1, the spring equinox happens
in March and this increases the ionisation of the ionosphere.
In conclusion, the selected bands for the winter season are specified in Table 6.1.
6.2. Spring Season
The second season we are going to analyse is spring, which goes from March to May. In
this case, the selected bands will be also 40M, 30M and 20M.
A transmission power of 160 watts is still sufficient to reach 95% reliability, as it can be
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seen in Figure 6.3. Furthermore, it is interesting to see how the 40 meter band continues
to lose reliability at daylight hours. On the contrary, 30 meter and 20 meter amateur bands
increase their reliability during the daytime as summer approaches.
Also, it can be seen how 15 meter band’s reliability is greater in March than in April, as the
equinox has already happened.
Furthermore, in Figure 6.3 (c) we can see the propagation prediction wheel for the month
of May, where it can be verified that the most reliable bands is the 30 meter band, as it
offers a high reliability during the whole day.
On the other hand, if we compare Figure 6.4 with Figure 6.2, we can see how the power
levels have decreased, especially during the day. This happens because the absorption
of the D-layer increases as summer approaches. At night, as this layer disappears, the
power level does not change between seasons.
It is important to remember that we are simulating the link using a TX power of 160 W, but
we can increase this value up to 2000 W if necessary and easily increase the received
power.
Finally, the selected bands for the spring months are specified in Table 6.1.
6.3. Summer season
Now it is the turn of the summer season. Again, the selected bands will be 40M, 30M and
20M, as shown in Table 6.1.
As said before, the reliability of the 40 meter band during the night does not change as
the D-layer disappears (see Figure 6.5). Even so, as in summer there are more hours of
daylight, the 40 meter band becomes totally unusable during the day.
On the other hand, the 15 meter band becomes unusable, probably as a consequence of
the low sunspot number for this months. Also, the 17 meter band becomes very variable
and so it is best not to use this band as its performance would be unpredictable.
With respect to the SDBW charts, they are not relevant as they are practically identical to
the one of May.
6.4. Autumn season
Finally, we will analyse the performance of the link in autumn. In Figure 6.6 it can be seen
how the performance of the different amateur bands start to look like the one in winter and
the 40 meter band recovers its high reliability. If we take a look at the September chart, we
can see a strange behaviour at 14:00 and 16:00 UTC: the reliability decreases from over
90% to 70%. Fortunately, there is a tool in VOACAP that can explain us what is happening.
The explanation is simple: the most reliable mode at these hours is not the same as in
all the other simulations. Instead of doing two hops, at 14:00 UTC the radio waves will
do 3 hops before reaching the receiver. Obviously, this means more attenuation for our
signal and therefore a lower reliability. On the other hand, at 16:00 UTC, the signal will
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be reflected by the F1-layer instead of the F2-layer. Here the signal has to be send with a
lower takeoff angle and so it is more attenuated as it travels more time through the D-layer.
In regard to reliability, this is not really a problem, as we can use another amateur band
at these hours, such as the 17 meter band. Even so, if we look at Figure 6.7 (a), we can
see how in September the power levels are really low. In this case, we can increase the
transmitting power to improve the performance. In Figure 6.7 (b) shows what happens if
we set a TX power of 1500 W in VOACAP.
Taking into account the reliability improvement, in this particular month we are going to
raise the TX power to 1500 W and avoid the 20 meter band.
On the other hand, it is also remarkable that in September takes place the other equinox
of the year and its effects can be seen also in Figure 6.6 (a). In this chart it is shown how
the 15 meter band significantly increases its reliability in relation to August (as it happens
with March equinox).
To conclude this section, the selected bands for every month are specified in Table 6.1, as
well as the hours when it is indicated to work with and the received power values.
6.5. Summary of the simulation results
Finally, to conclude this Chapter, the conclusions drawn from these simulations are going
to be summarized. In this case, instead of organising the information by seasons, we will
explain concisely when we should use each of the mentioned amateur bands.
40 meter band
• Except in summer, this band will be used mostly at night, from sunset to solar maxi-
mum at midday.
• In summer, it will be used at solar minimum, from midnight to sunrise
30 meter band
• This band will be used in transitions between 40 and 20 meter bands (or the 17
one in November). This transitions usually coincide with the hours when the solar
maximum is approaching and the 40 meter band loses reliability.
20 meter band
• This band will be used during the solar maximum. In winter, this period of time is
shorter. As we approach summer, the solar maximum lasts longer.
17 meter band
• This band will be only used in November, when the 20 meter band has an unusual
behaviour. The performance of this band is practically the same as the one of the
20 meter band.




Figure 6.1: VOACAP reliability charts for December, January and February




Figure 6.2: VOACAP SDBW charts for December, January and February




Figure 6.3: VOACAP reliability charts for March and April and Propagation Prediction
Wheel for May




Figure 6.4: VOACAP SDBW charts for March, April and May




Figure 6.5: VOACAP reliability charts for June, July and August




Figure 6.6: VOACAP reliability charts for September, October and November
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(a)
(b)
Figure 6.7: VOACAP SDBW charts for September with TX powers of 200 W and 1500 W
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Month Hours of the day Amateur Band Power
December
01-12 and 19-24 40M S9
12-14 and 16-19 30M S9
14-16 20M S9
January
01-12 and 20-24 40M S9
12-13 and 18-20 30M S9
13-18 20M S9
February
01-11 and 20-24 40M S9
11-12 and 18-20 30M S9
12-18 20M S8-S9
March
01-11 and 22-24 40M S9
11-13 and 19-22 30M S8-S9
13-19 20M S6-S8
April
01-10 and 22-24 40M S9
















09-13 and 21-24 30M S6-S9
13-21 20M S7-S9
September
01-10 and 22-24 40M S9
10-13 and 17-22 30M S8-S9
13-17 17M S7-S8
October
01-11 and 21-24 40M S9
11-13 and 16-21 30M S8-S9
13-16 20M S7-S8
November
01-12 and 20-24 40M S9
12-20 30M S7-S9
Table 6.1: Selected amateur bands for different months

CHAPTER 7. LATENCY COMPARISON
BETWEEN HF AND OPTICAL FIBER LINKS
7.1. HF link
To compare the latency between optical fiber and HF links, the first thing we have to know
is the distance that radio waves travel through the air.
Figure 7.1: Geometric representation of a HF path between points A and B (Source: [3])
In Figure 7.1 some variables are defined. A and B are the transmitter and the receiver
locations, P the point of the ionosphere where the reflection occurs at h′i above the Earth’s
surface, and de f f the distance between points A, P and B. Also, r is the radius of the Earth
(6370 km) and α the great circle arc between A and B.
In our case, as explained in Section 4.6., the desired path will have two hops, so we must
calculate the de f f two times: one between A and the midpoint of the path and one between
it and B. Fortunately, we can assume that both hops are practically identical.
We are going to define M as the midpoint between A and B at the coordinates 51◦ 10’
48.72” N 42◦ 4’ 13.439” E (obtained from VOACAP, see Figure 7.3) and P1 and P2 as the
two points of the ionosphere where the signal is reflected, as shown in Figure 7.2.
So, first of all, we calculate α from the great circle equation:
cosα= sinAsinM+ cosAcosM cos4L (7.1)
where:
A = latitude of the transmitter
M = latitude of the midpoint
4L= longitude difference between A and M
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Figure 7.2: Schematic view of the path
Figure 7.3: VOACAP screenshot of the path’s midpoint (Source: [40])
So, taking values defined in Section 4.2. we can calculate α [3]:
α= 23.36◦ (7.2)
It is interesting to consider that the total great circle arc, that is the 46.72 ◦ (twice the
calculated value), represents almost a 13% of the total circumference of the Earth.
Once we have calculated α, de f f can be calculated with Equation 7.3 [3]. To do this we
need to define h′i. As explained in Section 4.6., the height where the reflection will occur is
around 300 km (with a takeoff angle of less than 10 degrees).





· (8.115 ·107+2rh′i) (7.3)
de f f = 2719.98km (7.4)
So this is the distance of the path A-P1-M. To know the total distance (that is A-P1-M-P2-B)
we just have to double the result:
de f f T = 2 ·2719.98= 5439.96km (7.5)
Now, to calculate the latency of the link we have to know how fast radio waves propagate
through the air. In Section 3.2. it has been determined that vair can be approximated to
3 ·108m/s, so the latency of the HF link is:




= 18.1332 ·10−3s= 18.1332ms (7.6)
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7.2. Optical fiber link
Once we know the latency of the HF link, it is the turn of optical fiber.
In any optical fiber connection, we can consider three different latency contributions (see
Figure 7.4):
• Serialization / Deserialization
• Optical-Electrical / Electrical-Optical conversion
• Optical Fiber
Figure 7.4: Latency contributions in an optical fiber system (Source: [43])
Serialization is a process in which blocks of data bits are broken into individual bits to fa-
cilitate its transportation. On the other hand, deserialization is the reverse process. The
second contribution is the Electrical-Optical conversion. To transmit information, the elec-
trical current must be converted to optical pulses of light. In reception we must do the
reverse process. The last one is referred to the refraction index of the optical fiber and it
is the main source of latency of the system. Due to this, we will not consider the two first
latency contributions.
Currently, the most common connections between Europe and the United States are
through submarine optical fibers. All these cables can be seen in a website called ”Sub-
marine Cable Map” [44], as shows Figure 7.5.
Currently, there are over 1.2 million kilometres distributed between 378 submarine cables
around the world. Sometimes they cover short distances, like the cable that connects the
United Kingdom and Ireland, but they can also cover very long distances. In fact, the
longest cable measures 20000 kilometres and allows communications between Asia and
the United States [45].
These optical fibers lay on the bottom of the ocean floor and follow safe paths avoiding
fishing and anchoring areas. Its installation is difficult and expensive as the ocean floor is
not uniform and has hills and valleys. That is why before laying the cable an exhaustive
study is done not only to know the variations of the bottom of the ocean but also to know
its chemical composition or the temperature of the water (and detect possible volcanic
activity) [46].
To be able to compare the latency of the HF and the fiber optic links, we have to look for a
cable with a similar path. We have found two different cables that meet this condition.
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Figure 7.5: Submarine Cable Map website screenshot (Source: [44])
7.2.1. Apollo North cable
The first one is the Apollo North cable, that has a length of about 6500 kilometres. In
Figure 7.6 two cables can be seen: Apollo North and Apollo South.
Figure 7.6: Apollo submarine cables (Source: [47])
We are going to focus on the first one, which connects Bude, in the United Kingdom, with
Shirley, in New York, United States. Its owner is Vodafone, which guarantees a latency of
34.95 ms between the two ends of the link [47]. This value almost doubles the latency of
the HF link.
To make sure that the given latency value is correct, we calculate the theoretical value.
As it has been explained in Section 3.2., it can be considered that the light travels through
optical fiber at 2/3 of the speed through the air, as it has been calculated in Chapter 3.




= 32.5 ·10−3s= 32.5ms (7.7)
As it was expected, both values are similar.
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7.2.2. Yellow/AC-2 cable
The second one is the Yellow or AC-2 cable. It has a length of 6200 kilometres and links
Bude and Bellport, in New York, and its owner is Century Link. In Figure 7.7 there are
different submarine cables, among which is the one we are focusing on.
Figure 7.7: Yellow/AC-2 submarine cable (Source: [48])
We do not have data about its latency, so we are going to calculate the theoretical value:




= 31 ·10−3s= 31ms (7.8)
In this case, although the value is lower than in the first submarine cable, the latency of the
HF link is still the lowest.
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CONCLUSIONS
This project has been carried out with the aim of demonstrating that it is possible to estab-
lish a transoceanic shortwave radio link with a lower latency than the optical fiber one. At
this point, the present study has proved that the latency of the HF link is by far lower than
the one of the optical fiber. Specifically, the difference between the two values is about 13
milliseconds, so enterprises may take advantage of this.
In addition, we have met other of the basic requirements of the communication: reach a
high reliability value. As it was proposed before simulating the link, we can guarantee a
reliability above 95% throughout the year. This means that the communication can fail less
than a day per month, although it is true that we have renounced to transmit huge amounts
of information to reduce the intersymbol interference. In addition, it is also important to
remember that all simulations have been done with low transmitting power values. This
works in our favour, as we can increase the power to achieve better reliability levels.
Nevertheless, a distinction should be made between the different seasons of the year.
Winter is the better season to use this link and summer the worst. In all of them, the
amateur bands chosen to operate are the same: 40M at night, 30M at transition hours and
20M (or exceptionally 17M) during solar maximum.
However, there is no doubt that optical fiber is by far more reliable, as it does not depend
on the behaviour of the ionosphere, and it also provides much more bandwidth. Even so,
it is also remarkable that the deployment and maintenance of submarine optical fibers is
very expensive compared with the shortwave link.
In view of these considerations, we can conclude that a HF link can never substitute an
optical fiber one, but it can help in certain cases. For example, if we want to transmit little
data with a low latency, we can use the HF link (providing the ionosphere allows it). So, a
good option could be to combine both links and use the radio link only when needed.
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