Clustering algorithm for split delivery vehicle routing problem by 刘旺盛 et al.
第 27卷 第 4期
Vol. 27 No. 4





文章编号: 1001-0920 (2012) 04-0535-07
刘旺盛1,2, 杨 帆1, 李茂青1, 陈培芝1







中图分类号: TP14 文献标识码: A
Clustering algorithm for split delivery vehicle routing problem
LIU Wang-sheng1,2, YANG Fan1, LI Mao-qing1, CHEN Pei-zhi1
(1. School of Information Science and Technology，Xiamen University，Xiamen 361005，China；2. Modern Logistics
Research Center，Jimei University，Xiamen 361021，China．Correspondent：LI Mao-qing，E-mail：mqli@xmu.edu.
cn)
Abstract：In the traditional vehicle routing problems, customer demands are usually assumed that they can not be split.
That is to say, a customer can only be severed by a vehicle. In fact, split delivery requires fewer vehicles, which reduces
transportation costs. This paper analyzes the solution’s characteristics of split delivery vehicle routing problem, and also
proves the situations that customers’ demands can not be split. A clustering algorithm meeting the solution’s characteristics
is designed to solve this problem. Compared with ant colony algorithm and tabu search algorithm, the proposed algorithm is
demonstrated to obtain optimal solution more effectively through the simulation, and it is an effective method to solve split
delivery vehicle routing problem.
























































𝐶为客户点集合, 𝐶 = 1, 2, ⋅ ⋅ ⋅ , 𝑛, 集合𝐶0 = 0代表车
场; 𝑑𝑖𝑗为集合𝐶和𝐶0内任意 2点 𝑖, 𝑗之间的距离; 𝑞𝑖(𝑖









“⌈ ⌉”表示向上取整数,如 ⌈6.2⌉=7; 𝑥𝑟𝑖𝑗(𝑟=1, 2, ⋅ ⋅ ⋅, 𝑅,
𝑖, 𝑗 = 0, 1, ⋅ ⋅ ⋅, 𝑛且 𝑖 ∕= 𝑗)为决策变量, 当且仅当第 𝑟条









































𝑥𝑟𝑖𝑗 ⩾ 1, 𝑗 = 0, 1, ⋅ ⋅ ⋅ , 𝑛; (4)
𝑅∑
𝑟=1




𝑥𝑟𝑖𝑗 = ∣𝑆𝑟∣ − 1, 𝑟 = 1, 2, ⋅ ⋅ ⋅ , 𝑅,
𝑆𝑟 ⊆ 𝐶 − 𝐶0; (6)
𝑛∑
𝑖=1
𝑦𝑟𝑖 ⩽ 𝑤, 𝑟 = 1, 2, ⋅ ⋅ ⋅ , 𝑅; (7)
𝑛∑
𝑗=0
𝑥𝑟𝑖𝑗𝑞𝑖 ⩾ 𝑦𝑟𝑖, 𝑟 = 1, 2, ⋅ ⋅ ⋅ , 𝑅, 𝑖 = 1, 2, ⋅ ⋅ ⋅ , 𝑛; (8)
𝑥𝑟𝑖𝑗 ∈ {0, 1}, 𝑖, 𝑗 = 1, 2, ⋅ ⋅ ⋅ , 𝑛, 𝑟 = 1, 2, ⋅ ⋅ ⋅ , 𝑅; (9)









定理 1 如果 1个 SVDRP存在可行解, 且点与
点之间的距离关系符合三角形不等式,则当客户需求




各线路中被满足的需求分别记为 𝑦𝑘B和 𝑦(𝑘+1)B. 将线
路 𝑟𝑘和 𝑟𝑘+1的其他需求点聚合为 1点,分别记为A和
C,此 2点的最大需求量分别为𝑤−𝑦𝑘B和𝑤−𝑦(𝑘+1)B.
车场用O点表示, B的坐标位置相对于AC连线有 3
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由图 1∼图 3可见, 3种情况下拆分满足的总路线
长度𝑍split=𝑑OC + 𝑑CB + 2𝑑OB + 𝑑BA + 𝑑AO,单独满
足的总路线长度𝑍unsplit= 𝑑OC + 𝑑CA + 𝑑AO + 2𝑑OB,
则𝑍split − 𝑍unsplit=𝑑CB + 𝑑BA − 𝑑CA.
在情况 1)和情况 2)下, 由三角形 2边之和大于
第 3边可知 𝑑CB + 𝑑BA − 𝑑CA>0;在情况 3)下, 𝑑CB +
𝑑BA − 𝑑CA =0. 因此,当客户需求量等于车辆最大运
载能力时,适宜单独满足,不宜拆分. 2




推论 1 如果 1个SDVRP存在可行解, 且点与
点之间的距离关系符合三角形不等式,则在该问题优
化解中不会存在 𝑘-split cycle.
𝑘-split cycle是指对于 𝑘个客户可以构造 𝑘条线
路,线路 𝑟𝑚包含客户 𝑖𝑚和 𝑖𝑚+1(𝑚 = 1, 2, ⋅ ⋅ ⋅ , 𝑘 − 1),
𝑟𝑘包含客户 𝑖1和 𝑖𝑘,此种构造称作 𝑘-split cycle.图 4是
1个 3-split cycle.
推论 2 如果 1个SDVRP存在可行解, 且点与
点之间的距离关系符合三角形不等式,则在该问题优
化解中被拆分需求点的数量小于路线的数量.
图 4 3-split cycle




法, 它将问题的求解分为 2个阶段, 第 1阶段对客户









































户 𝑖和 𝑗均距离聚类中心𝑃 最近时比较 𝑑𝑖𝑝与 𝑑𝑗𝑝的
大小,选择距离较小者先加入. 具体聚类过程如下:
Step 1: 随机确定𝑅 (由式 (1)获得)个聚类中心.
Step 2: 计算各客户点到各聚类中心的距离 𝑑𝑖𝑗 (𝑖
=1, 2, ⋅ ⋅ ⋅, 𝑛, 𝑗=1, 2, ⋅ ⋅ ⋅, 𝑅),将客户点 𝑖(𝑖=1, 2, ⋅ ⋅ ⋅, 𝑛)














分满足, 因此需考虑拆分客户选择原则. 当客户 𝑖加
入一未满载聚类 𝑝,使聚类的需求总量超过车辆最大
运载量时, 需求需要拆分满足. 但是, 若该客户的次
近聚类中心距离客户较远时,将大大增加车辆行驶距
离. 因此, 允许未满足需求传导到聚类 𝑝中距离其他
聚类 (剩余需求量必须大于客户 𝑖未满足的需求量)较
近的点 (需求量必须大于客户 𝑖的未满足需求量), 将






























𝑞𝑐𝑖 = 𝑞𝑖 − 𝑤⌊𝑞𝑖/𝑤⌋,
式中 ⌊ ⌋表示向下取整数,如 ⌊6.6⌋=6. 该点需求量 𝑞𝑠𝑖
单独满足,余下需求量 𝑞𝑐𝑖与其他点合并到某一回路中
满足,将该点需求量修改为 𝑞𝑐𝑖 .
Step 2: 从客户集合𝐶=1, 2, ⋅ ⋅ ⋅ , 𝑛中任意选取𝑅
个初始的聚类中心 11, 21, ⋅ ⋅ ⋅ , 𝑅1,记集合𝑃 1=11, 21,
⋅ ⋅ ⋅ , 𝑅1,初始化各聚类集合𝐶𝑖= Ø, 𝑖=1, 2, ⋅ ⋅ ⋅ , 𝑅,设
定最大迭代次数𝑁的值.








户 𝑖), 再找出聚类剩余需求量 SuQ𝑧 = 𝑊 − 𝑄𝐶𝑧 ⩾
𝑆(𝑧∈𝑃 1 − 𝑗)的聚类,计算这些客户点到剩余需求量
大于𝑆的聚类的距离,选择距离最小的 1个客户点进
行拆分. 若该客户点为 𝑘, 对应的聚类中心为 𝑝, 则将
客户 𝑘加入聚类𝐶𝑝,即未满足的需求量𝑆由该线路满




















Step 6: 重复Step 3∼Step 5, 直至最大迭代次数
𝑁 ,输出 Sum𝐷值最小时对应的聚类结果.
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Step 7: 采用模拟退火法优化Step 6得出的最优
聚类方案中各聚类的线路. 降温方式为
𝑇 (𝑡+ 1) = 𝑘 × 𝑇 (𝑡).
式中: 𝑘为正的略小于 1.00的常数, 𝑡为降温的次数.
该算法 Step 1考虑了客户需求大于车辆运载能









少, 所以设定模拟退火初始温度 𝑡0 = 10, 取 𝑘 = 0.87.
算法由Matlab 7.1实现, 在CPU为 3.40 GHz, 内存为
512 M的 Pentium(R)D计算机上运行.
实验 1 文献 [14]设计了蚁群优化算法, 用以
求解 15个客户点的 SDVRP问题. 15个客户点的坐标
和需求量如表 1所示, 配送中心的坐标为原点, 车辆
的最大运载量为 500.
表 1 15个客户点的基本信息
客户点 横坐标 纵坐标 需求量
1 32 41 468
2 96 9 335
3 7 58 1
4 97 87 170
5 26 21 225
6 23 100 479
7 52 31 359
8 76 43 463
9 74 17 465
10 72 104 206
11 40 99 146
12 8 16 282
13 27 38 328
14 78 69 462
15 46 16 492
本文取聚类迭代次数𝑁 =500,距离采用欧几里
得距离. 利用所提出的算法进行测试, 10次实验结果
如表 2所示. 由表 2可知,该算法求解性能稳定, 10次
实验求得回路数均为 10, 最优路线总长度为 1 764.4,
比文献 [14]的蚁群算法得到的最优路线总长度 1 836
减少 3.9%,而总距离长度平均值 1 800.17也比其降低
了 1.95%左右. 然而, 文献 [14]没有给出蚁群算法的
求解速度,所以在求解速度方面难以作出比较. 但是,
由表 2可知, 该算法的求解速度较快, 一次求解只需
5∼ 6 s. 实验中最优总距离值对应的路径如表 3所示,
括号内数字表示该点在该回路中的需求满足量.显
然,该最优解中任意 2条路线最多只存在 1个共同点,
且不存在 𝑘-split cycle,符合定理 2和推论 1. 被拆分的




表 2 本文算法求解文献 [14]算例的计算结果
计算次数 路线总长度 运算时间 / s
1 1 867.6 5.450
2 1 764.8 5.292
3 1 801.5 5.142
4 1 799.9 5.332
5 1 793.0 5.290
6 1 801.9 5.280
7 1 872.1 5.349
8 1 764.4 5.158
9 1 771.7 5.258
10 1 764.8 5.207
平均值 1 800.17 5.276












实验 2 文献 [15]设计了禁忌搜索算法和遗传





表 4 文献 [15]的禁忌搜索算法计算结果
计算次数 路线总长度 运算时间 / s 最佳解迭代步数
1 193.1 163 537
2 189.2 175 805
3 197.9 170 966
4 186.4 166 881
5 195.0 169 946
平均值 192.32 168.6 827
同样取迭代次数𝑁 =500,距离采用欧几里得距
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好的结果. 经过 6次实验, 得到的总路线长度平均值
为 185.683,运算时间平均为 4.191 s,各测试指标均优
于文献 [15]中的禁忌搜索算法.
表 5 本文算法求解文献 [15]算例的计算结果











平均值 182.712 5.149 4
实验 3 文献 [12]也设计了禁忌搜索算法来求
解SDVRP问题.算法由C++编程实现, 在内存为 256
MB, CPU为 2.40 GHz的奔腾 4计算机上运行. 实验结
果表明, [12]设计的禁忌搜索算法优于 [6]中的局部
搜索算法, 因此本文不再与局部搜索算法进行比较.
所测试的 42个例子中每 7个为一组,第 1组为原问题,
后缀为“00”,来自于 [16]的第 1-5, 10和 11个问题,故
分别用“P 01-00, ⋅ ⋅ ⋅ ,P05-00, P10-00和 P11-00”表示,
需服务的客户数分别为 50, 75, 100, 150, 199, 199和




验结果比较见表 6. 表 6中本文算法聚类迭代的次数





























P 01-00 4 675 585 4.6 5 307 907 17 11.9
P 02-00 8 158 990 7.9 8 542 757 64 4.5
P 03-00 8 149 102 9.5 8 413 577 60 3.1
P 04-00 10 696 819 15.2 10 708 613 440 0.1
P 05-00 13 682 582 22.5 13 403 505 1 900 −2.1
P 10-00 13 929 231 22.3 13 403 505 40 −3.9
P 11-00 9 972 833 10.7 10 569 587 86 5.6
P 01-1 030 4 228 238 5.6 4 629 056 27 8.7
P 02-1 030 5 966 489 9.2 6 239 394 78 4.4
P 03-1 030 7 618 932 13.6 7 714 649 122 1.2
P 04-1 030 9 915 250 24.3 9 471 386 545 −4.7
P 05-1 030 12 895 562 36.1 11 482 700 1 224 −12.3
P 10-1 030 12 575 805 35.8 11 482 700 516 −9.5
P 11-1 030 12 074 965 17.9 10 552 825 85 −14.4
P 01-1 050 6 894 370 7.0 7 653 121 56 9.9
P 02-1 050 9 809 075 11.7 11 340 760 71 13.5
P 03-1 050 14 331 431 17.6 15 151 732 206 5.4
P 04-1 050 21 142 701 31.8 21 018 042 564 −0.6
P 05-1 050 27 019 924 47.4 25 858 494 3811 −4.5
P 10-1 050 27 011 949 46.2 25 858 494 259 −4.5
P 11-1 050 32 827 882 23.8 30 604 668 188 −7.3
P 01-1 090 9 747 314 9.5 10 391 059 34 6.2
P 02-1 090 15 100 849 16.6 15 566 936 311 3.0
P 03-1 090 19 555 495 25.2 20 541 296 412 4.8
P 04-1 090 31 193 493 48.7 29 916 416 1 822 −4.3
P 05-1 090 41 245 476 72.4 36 242 004 2 598 −13.8
P 10-1 090 41 002 814 70.6 36 242 004 1 037 −13.1
P 11-1 090 50 395 453 35.7 45 026 152 523 −11.9
P 01-3 070 13 413 544 9.4 15 119 826 52 11.3
P 02-3 070 20 900 718 16.3 23 386 654 184 10.6
P 03-3 070 29 907 109 25.1 31 552 228 454 5.2
P 04-3 070 45 644 618 47.7 46 741 320 1 512 2.3
P 05-3 070 55 677 116 73.5 57 158 484 2 279 2.6
P 10-3 070 55 628 673 71.8 57 158 484 477 2.7
P 11-3 070 63 266 507 34.0 73 501 136 411 13.9
P 01-7 090 14 726 636 12.4 15 039 466 160 2.1
P 02-7 090 22 370 386 21.6 22 935 488 437 2.5
P 03-7 090 32 090 091 33.6 30 709 048 1 891 −4.5
P 04-7 090 49 302 168 62.2 44 968 584 8 783 −9.6
P 05-7 090 61 484 472 98.0 55 711 292 11 347 −10.4
P 10-7 090 61 146 681 95.6 55 711 292 2 033 −9.8
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