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CHAPTER 1. GENERAL INTRODUCTION 
Researchers who conduct longitudinal studies face the problem of incomplete data. 
Incomplete data often arise when respondents fail to participate in a wave of data collection 
or when they drop out of the study altogether. Even when respondents continue to participate, 
they may skip a section of a questionnaire or forget some specific items. Current methods of 
analysis usually either delete an entire case having one or more missing responses (listwise 
deletion), assign a mean value to the missing value, or use the value observed in the prior 
wave. But listwise deletion can produce bias in parameter estimates, and using means or 
other available data decreases variability (Little & Rubin 1987; Schafer 1997). 
An alternative approach to managing incomplete data is known as imputation. In 
general, imputation is a process whereby missing values are estimated from all available 
data. In this study, we examine several leading approaches to imputation when modeling 
panel data with latent growth curves (LGC). More specifically, we evaluate several methods 
of data imputation using both original and simulated data. Using original data, we make 
assumptions about how the data became missing and then test the ability of imputation 
methods to recover the incomplete observations by observing the degree of bias in the 
parameter estimates. With simulated data, we test the extent to which imputation is robust to 
violations in normality; that is, we examine the extent violations in normality bias parameter 
estimates and increase standard errors. The scenarios included in this research are thought to 
cover real situations and one can leam from them how imputation methods perform. The 
results of this thesis will contribute to a better understanding of state-of-the-science 
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imputation methods, and assess the efficiency of parameter estimates in the context of latent 
growth curves. 
This dissertation has the following chapters. In Chapter 2, we explain the basic 
terminology and review the current literature on imputation methods. As part of this review 
we describe three methods of imputation, the Expectation-Maximization (EM) algorithm, 
multiple imputation (MI), and Full Information Maximum Likelihood (FIML). The chapter 
concludes with a discussion of the analytic model we will be estimating using structural 
equation models (SEM). 
The first section of Chapter 3 describes the Iowa Youth and Family Project (lYFP) 
This project contains self-report measures on adolescent alcohol consumption across four 
data collection points (1989, 1990, 1991 and 1992), starting when adolescents were in 7'*' 
grade. In this section we describe covariates that measure family substance use, parenting 
styles, family deviance, peers influences, school commitment, and socio-demographic 
variables. The next section describes different patterns for generating incomplete data and a 
description of the imputation methods such as the EM-algorithm (Dempster, Laird, & Rubin, 
1977), MI (Rubin, 1987; Schafer, 1997), and FIML (Arbuckle, 1996; Uttle & Rubin, 1987). 
In Chapter 3 we used as our population of reference the set of all 369 cases for which we 
have complete data over all waves of data collection. We evaluate the degree of bias that 
results from the imputation methods to the population parameters and compare the bias that 
results when using listwise deletion. 
The experiments are conducted by defining a set of complete observations (the 
universe). In this chapter, the universe is a set of 369 measures on alcohol use by adolescents 
that have complete data at four points in time. In real situations, the researcher does not 
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know the universe, but for this experiment we do know the complete observations and we are 
able to compare the extent of parameter bias. Three criteria are defined for removing data 
points to produce incomplete observations to the original data set. These criteria include 
selecting a random sample from the universe (i.e., missing completely at random, MCAR), a 
random selection from the universe with high level of alcohol use (Pattern I), and a random 
selection from a cluster of highly disadvantaged families (Pattern D). The assessment of 
efficiency is judged by comparing the bias with the population parameter obtained from the 
population defined as the universe. 
In Chapter 4, the original data containing 451 cases are used, including incomplete 
values for alcohol use and covariates. The three methods for handling incomplete data 
include EM-algorithm, MI, and FIML; and the scenarios tested include MCAR plus two 
other patterns. Pattern I which meet the requirements of missing at random. Pattern 0, where 
we have a non ignorable missing values. A LGC model is fitted in each case to obtain 
parameter estimates, as well as a model using listwise deletion (LD) used as reference. In this 
section, we no longer have population parameters of reference, but we compare the results 
from different methods of imputation to LD. Finally, in this Chapter we simulate data based 
on the model that has been suggested by the real data. The simulation is conducted under 
two scenarios, one using multivariate normal (MVN) data and the second using non-normal 
(non-MVN) data. In each scenario we generate 200 data sets for each condition: MCAR, 
Pattern I, and Pattern U. In each condition, about 30 percent of the data are missing to 
facilitate comparisons between methods. We test robusmess conditions and evaluate the 
extent that estimates obtained from imputed data might be affected when data are not MVN. 
In each case we assess how well the imputation methods perform. 
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In Chapter 5, we discuss the results from previous chapters, conclude with some 
suggestions for managing incomplete data and suggest future directions. The software used 
for imputing data is SPSS 7.5-MVA module (Hill, 1997) for the EM method, the NORM 
program for MI (Schafer, 1999), the AMOS 4.0 (Arbuckle 1999) and M-plus (Muthen & 
Muthen 1998) for the FIML method. A sample of the programs used is shown in the 
Appendix section. The software used to analyze complete data is the SAS-PROC CALIS 
program (SAS Institute Inc., 1989); for the simulation part we used EQS 5.1 (Bentler, 1995). 
Some examples of these programs were included in the Appendices. 
Overall, this dissertation contributes to increase our understanding of how to handle 
missing data. This research answered some questions and suggested new ones. It is the 
author's expectation that this research will trigger future questions on how to make reliable 
inferences in the presence of missing data. 
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CHAPTER 2. DESCRIPTION OF IMPUTATION METHODS AND 
LATENT GROWTH CURVES MODEL 
2.1. Historical Overview 
Missing data problems are familiar to survey researchers in areas such as sociology, 
psychology, and epidemiology. Panel data researchers face the unpreventable problems of 
nonresponse that occur when respondents miss items or drop out of the study. In the first 
case, respondents may deliberately ignore sections of the questionnaire or simply skip items 
for no specific reason, a problem termed item-missing values. In the second, some 
respondents drop out of the panel without providing a reason, and possibly the causes are 
associated with a specific pattern of noiu^espondents, a problem called unit-nonresponse. 
Traditional methods of data analysis delete cases with missing values, but today it is possible 
to provide different perspectives using data imputation methods. 
These methods have developed over the past twenty years begitming with the early 
work of Demptser and colleagues who provided the first serious step for data imputation 
methods with the EM-algorithm (Dempster, Laird, & Rubin, 1977). This method provided 
the needed theory of Expectation Maximization (EM) and gave a new perspective to 
maximum likelihood methods for dealing with missing data. In the past it was believed that 
deleting the missing cases could be a satisfactory way of obtaining efficient parameter 
estimates. However, Dempster et al. (1977) provided arguments favoring the idea that 
incomplete data deserve special attention and data imputation could be a way of treating 
missing values. 
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The main idea of the EM algorithm, proposed by Dempster et al. (1977), consists of 
the E-step and the M-step. The E-step computes the expected values of the incomplete 
observations given the observed data and current parameter estimates. The M-step is the 
maximization step; the missing data are replaced by the expected conditional value and 
parameter estimates are computed using maximum likelihood method. Both E- and M-steps 
are iteratively computed until a criterion of convergence is met. 
Rubin (1987) extended this work by proposing a stochastic approach called Multiple 
Imputations (MI) that included Monte Carlo Markov Chain (MCMC) techniques to improve 
the efficiency of estimators. MCMC methods include several simulation techniques like 
Gibbs sampling. Metropolis algorithm, data augmentation, and sampling importance 
resampling (SIR) among others (Rubin, 1987; Schafer, 1997; Tanner, 1993). The main 
difference between MI and EM-algorithm is that, whereas EM-algorithm provides a single 
data set with imputed data by estimating observations that are missing, MI augments data by 
simulating a possible set of values providing several data sets with complete information. 
In essence, MI simulates data sets where data are missing and generates complete 
data sets by imputing cases, a procedure similar to EM-algorithm. For example. Data 
Augmentation algorithm via MCMC has two steps, the I- and the P-step. The I-step generates 
initial estimates of missing values given the conditional distribution of the observed values 
and initial parameter estimates of the distribution. The P-step generates starting values for the 
parameters given the joint distribution of the observed and the initial imputations of the 
missing values from the previous step. The I- and P-steps generate a stochastic Markov chain 
that converges in distribution to a certain value and produces multiple imputations. The MI 
method generates several complete data sets, sufficient to capture variability averaged over 
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the simulated parameter estimates as proposed by Rubin (1987, Chapter 3) to obtain single 
estimates to represent the proposed model (the actual averaging rules are discussed in section 
2.4.2). The rationale of MI is that one datum might not represent the original variation of the 
respondent; meanwhile multiple observations based on simulated data could be more 
representative of the possible outcome. In general, five to ten data sets are enough to 
represent the possible outcome, and standard methods and packages (e.g., SAS, SPSS) can be 
used to fit a model to each data set and apply Rubin's rules to obtain a single parameter from 
all models. 
Muthen, Kaplan, and Hollis (1987) suggest a regression approach for data imputation 
in the context of structural equations. They propose using a regression model to predict 
missing data from available information. Building from this idea, another method is 
proposed in the context of structural equations. Full Information Maximum Likelihood 
(FIML) (Axbuckle, 1996; Little & Rubin 1987). FIML estimation for data imputation is an 
approach that first uses maximum likelihood estimation for data subsets with complete values 
and then generates several covariance matrices with their corresponding likelihood functions. 
A combined likelihood fiinction that incorporates all possible subsets of likelihood functions 
based on subsets of complete data was generated. With FIML, there is no actual data 
imputation. Instead, a maximum likelihood function estimates parameters with the available 
data; this method can be used in the context of structural equations only. 
FIML computes many covariance matrices depending on the number of complete 
patterns in the data set. Each pattem is complete if it has a subset of variables from the 
original data set with no missing cases. A final maximum likelihood estimation procedure is 
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conducted over all possible covariance matrices and generates a unique set of parameter 
estimates for the model. 
Some programs currently available handle EM-algorithm using the Dempster et al. 
(1977) approach. This approach has been implemented in a module called Missing Value 
Analysis in SPSS, as well as regression techniques for imputing values (Hill, 1997). More 
recently Schafer made available compiled routines in S-Plus and a stand-alone program 
called NORM 2.0 that handles Multiple Imputations approach through the Internet (Schafer 
& Olsen, 1998; Schafer, 1999). SOLAS version 2.0 offers multiple imputations using 
Rubin's (1987) approach (Statistical Solutions, 1999); however at the time we did the 
analyses for this research this program was not available. Some structural equation packages 
have included options to manage missing data. For example, Amos 4.0 has incorporated the 
FIML approach (Arbuckle, 1999) using the AMOS basic program facility to estimate 
parameters of structural models with missing data. A similar approach is taken in M-plus 
that includes a module for fitting structural models with missing data using FIML under 
conditions of missing at random (Muthen et al. 1987; Muthen &. Muthen 1998)—a term that 
will be discussed in section 2.2. 
2.2. Basic Concepts 
An important concept in data imputation literature is the mechanism of ignorability, 
the extent that researchers have theoretical knowledge of the causes of missing data. 
Ignorability includes two complementary concepts (Rubin 1976): missing at random (MAR) 
and missing completely at random (MCAR). Informally, data are MAR if the probability of 
recording a particular value Y depends on the observed variable X and not on the missing 
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values. For example, when we record alcohol use and gender among adolescents, if some 
male individuals do not report their alcohol use because of their high level of intake, then the 
data are MAR, if gender has been recorded. In other words, the probability that an 
observation is missing depends on what we actually observe, and the mechanism that 
produces missing values is available to the researcher and does not depend on what we do not 
observe. 
A less restrictive condition is missing completely at random (MCAR). This 
condition exists when a missing datimi occurs and there is no particular reason for it to be 
missing. The mechanism that governs the data MCAR is not at all related either to the 
observed or missing data. This condition is equivalent to the idea of extracting a random 
subsample from a hypothetical population in which each observation has an equal probability 
of being selected. For example, if an adolescent simply forgets to respond to questions about 
alcohol use and there is no reason to believe it is related to any covariates, then we say the 
mechanism governing is MCAR, the missing data pattern happened by chance and the 
mechanism of missing data is ignorable. 
There is a third situation named noningnorable (Nl) missing data that occurs when the 
missing data mechanism depends on unobserved variables. For example, if adolescents fail to 
report heavy drinking for no particular reason, the mechanism related with nonresponse is 
unknown or related to unobserved variables. It is nonignorable (NI) missing because the 
mechanism explaining the incomplete observations is not observed and inaccessible. An 
interesting point addressed by Schafer is how to transform NI situations into MAR. This is 
the case when missing data are not ignorable and the condition of MAR possibly does not 
hold. For example, in survey research when after data collection there is more than a 50 
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percent nonresponse, a potential threat exists obtaining unbiased estimates. Those who 
return the questionnaires constitute a self-selected population of respondents and share 
particular characteristics. The nonresponse population has particular characteristics that are 
not accessible and the missing data mechanism is not ignorable. However, when we conduct 
a second attempt to sample the nonrespondent population, the missing data can be turned into 
MAR (Schafer, 1997). This is one way to overcome the problem of turning the mechanism 
from NI to MAR and imputation methods can be used to recover missing data. Overall, 
when the missing data mechanism is noningnorable, data are not MAR. This is the most 
difficult case to treat analytically, since we do not know what variables explain the 
mechanism for an observation to be missing. 
Another example where the missing data mechanism is ignorable occurs when the 
researcher randomly selects some respondents to take extra measures, prior to data collection. 
This is the case with long questionnaires that can be split into subsections and groups of 
sections are administered randomly to subjects. The result will be a patched matrix of 
sections of the questionnaire in a random manner (Rubin & Thayer 1978; Thayer 1983). In 
the previous example, the missing data mechanism is ignorable and data are MCAR (Schafer, 
1997). The same idea can be used to assess extra measurement collections in medical trials 
to random subgroups. Sometimes it is necessary to administer the test twice for extra 
calibration, and a random subsample can be used for this purpose. Overall, an ignorable 
mechanism occurs when data are MAR, that is, when some covariates explain why data are 
missing. 
Here is an intriguing issue, since the model proposed by the researcher for imputing 
data (e.g., the covariates selected for the imputation) might differ from one person to another. 
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Thus, the imputation model might depend on the selection of the covariates. To some extent 
the imputed values are sensitive to the covariates selected. 
Graham and Schafer (1999) shows how parameter estimates decrease the bias from 
population parameters as the number of covariates increase from 6 to 18. By the same token 
Russell, Stem, and Sinharay (2000) simulated normal multivariate data and they varied the 
amount of predictors as covariates added to the imputation model. In this study they found 
that when using multiple imputations better quality estimates were obtained when the number 
of covariates increased. Ideally it is enough to include in the imputation model a small 
number of covariates related with the missing data mechanism, rather than including 
covariates unrelated with the missing data mechanism. Graham and Schafer and Russell et 
al.'s (2000) results indicated that the selection of adequate covariates will result in providing 
better quality imputations when data are normal and MAR. 
Finally, when data are missing for a specific reason and the covariables that explain 
the missing pattern are accessible, there is a good chance that by including the covariates in 
the imputation model the data will fit the MAR condition (Graham, Hofer, & Piccinin, 1994). 
However, in general, when the causes of missing data are unknown or they are beyond the 
researcher's control, we cannot be certain that the MAR condition holds. This is the most 
difficult case to solve. 
23. Notation 
The matrix representation of a data set that includes observed and item missing values 
is denoted by Y=(Yobs, Yn^s), where Yobs denotes that a datum is observed, and Ynuj denotes 
that a datum is missing. In this thesis we deal with recovering incomplete data, Y^js, and 
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produce one (or many) data set(s) that could be used to estimate parameters with a latent 
growth curve model. The complete density of the data set is denoted as 
p(l'l0) = nKi: le). (2-1) 
1=1 
where 0 denotes the parameter governing the distribution of K. To better understand the 
missing data patterns, suppose that /? is a matrix of indicators, where each element is 1 if it is 
observed and 0 if it is missing. If R has the same dimensions as the original matrix, the joint 
conditional probability is denoted as 
p(.Y,R\Q,^) = p(Y\Q)piR\Y,^), (2.2) 
where <|> denotes the conditional distribution of R given the complete data set Y. In 
expression (2.2) we replace the complete data for the observed data, thus we integrate over 
the missing portion 
p(l'^ ,«I e, •) = j 10)p(R I . (2.3) 
If a missing data mechanism is missing completely at random (MCAR) the 
distribution of the indicators R does not depend on either observed or missing data. Then 
Rubin (1976) defines MCAR as 
= (2.4) 
which means that the distribution of indicators of the observed and missing variables does 
not depend on what we observe or miss. A formal definition of MAR states that if the 
distribution of the missing data mechanism does not depend on the missing values but only 
on what we observe, then 
P(R I Y^,Y^A) = piR I. (2.5) 
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In other words, the missing mechanism can be found in the data itself. Note that in 
this case the distribution of the observed values is not affected by what we missed; only what 
is observed as relevant. Now substituting (2.5) into (2.3), we have 
IftW = p(R I 10),<»</>'« 6) 
=p('!infc.<i»p(ntoie). 
This means that if under MAR conditions the distribution of the parameter governing the 
missing mechanism, <j>, and the observed data, 0, are independent, then the joint distribution 
of the parameter space (6, (|>) can be split into the product of the parameter space 6 and <{>. 
This property will be useful when using maximum likelihood estimation. 
For example, if the probability of recording alcohol abuse is the same for all 
individuals regardless of their drinking level or age, then the data are MCAR. On the other 
hand, if the probability of recording alcohol abuse depends on gender but not on drinking 
level, and this probability is the same within males, the data are MAR. However, if the 
probability of recording alcohol abuse depends on the drinking level, then the data are not 
MAR and the mechanism is noningnorable (NI). This is the most difficult case to treat 
analytically. It is opportune to note, however, that when the mechanism is NI but there are 
covariates available for analysis, then David et al. (1986) found it acceptable to impute by 
using the MAR assumption. This means that even when data are NI, using imputation 
methods generate less biased parameters as compared to listwise deletion. 
2.4. Methods for Handling Missing Values 
We review in this section the EM-algorithm and MI methods that produce complete 
data sets with fllled-in values; the advantage is that the data sets generated can be used for 
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regular analyses including structural equation models. In addition, we include FIML, a 
maximum likelihood approach, for handling missing data in the context of structural 
equations. 
2.4.1. EM-algorithm 
The Expectation-Maximization (EM) algorithm proposed by Dempster et al. (1977) 
concepmally consists of two stages: (1) replace missing data with estimated values and 
estimate model parameters, called the E-step (expectation step), and perhaps (2) repeat these 
steps several times, called the M-step (maximization step). In essence EM describes the 
interconnection between the missing data, ^niis' parameters, 0, as described in Schafer 
(1997, Chapter 3). The missing values provide information to generate parameter estimates 
and reciprocally the estimates generated at one step provide information to fill-in the missing 
values. In short, the EM algorithm proceeds by substituting missing values using an initial 
value based on 0, uses the initial parameter to re-estimate 0 using the observed data, and 
repeats the process several times until a convergence criterion is satisfied. The EM-
algorithm for nonignorable models was originally described by Dempster et al. (1977). See 
£ilso Tanner (1993) and Schafer (1997) for more details. 
Let's define the complete density 
p(X 10) = p(X^ I Q)p(Y^ ' , e), (2.7) 
where Y=iYoi,s, Ymis)- ®y taking logarithms, expression (2.7) becomes 
iog{p(ne)} = iog{p(y^, i0)}+iog{p(K^ in,„e)}. (2.8) 
If /(0iy), equal to log{ />(}16)}, is defined as the complete data log likelihood function and 
l(Q\Yobs), equal log{ md\Yobs)}, is the observed likelihood function, then (2.8) takes the form 
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/(01Y) = /(e I + \og{piY„^ \Y^,,Q)} + c. (2.9) 
Now suppose that 0^*^ denotes the current value of 0 after t cycles of the algorithm. 
Then, for the next cycle it can be described in the E-and M-steps as follows. 
The E-step consists in finding the complete-data sufficient statistics s(Y) by finding 
the expected value 
5^" =£(5(y)IK^,0) = Jj(r)p(J'^ IK<^,,0). (2.10) 
The M-step consists in determining 0^'^ that maximizes G(0,0^'^) 
e(0l0^'^)=/(0ir^J + //(0l0'") + c, (2.11) 
where 
i2(0ie<")=|iog/7(eiK) p(r^iY^„e'"-)dr^ 
=J/(ein p<r^\Y^.6'")dY^. 
where /(0iy)=log p(0liO 
ff(ei0">) = Jiog{p(y„ y^,B)ip(.Y^\y^.B'"yiY^. 
Note that 
/(0""" iy^,) = e(0''*" io<'')-e(0^'M0<")-{//(0^'*" i0">)-f/(0^'M0^'^)). 
Dempster et al. (1977), Tanner (1993), and Schafer (1997) define EM algorithm to select 
in a way that (2.11) is maximized with respect to 0. 
The term 2(0^'*" 10^'^) — 0(0^" 10^'^) is positive since its satisfies the condition 
g(0(/+i), Q(») > g(010(0) for all 0, (2.12) 
and the term 10^'^) - 10^") is also non-negative (see Tanner 1993, p. 34). 
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Thus, expression (2.11) is close to the type of likelihood expressions. That is, if s(Y) 
represents the sufficient statistics drawn from (2.1), then the expression (2.11) determines the 
maximum-likelihood estimator of 0. In this way when satisfies (2.10), it is optimized in 
(2.11) when the following condition is satisfied, 
= (2,12) 
O0 
Note that the E-step consists in computing the complete likelihood under the 
assumption that 0 is equal to 0^'^ at Q(0|0^'^. In the case of the exponential family, Dempster 
and colleagues show that the E-step consists in finding the expected value of the likelihood 
/(0IY) to be equal to the expected value of the missing data but only through sufficient 
statistics, E{j(l') I ,0 } = . The M-step consists within the exponential family in 
finding directly the MLE of the sufficient statistics, E{s(Y) 10} = . 
There are computational shortcuts if the missing data pattern is monotonic. Data are 
monotonic if an element >/, is missing and y,* is also missing for all k>j (Gelman, Carlin, 
Stem, & Rubin, 1995; Little & Rubin, 1987). For example, in a longitudinal data set where a 
block of variables is fully observed at wave one, possibly due to attrition, a lesser number of 
cases have complete observations at wave two. If there are more waves of information, it is 
likely that the number of complete cases reduces fiirther. In general, longitudinal data sets 
may show the condition of a monotonic missing pattern. This property is useful to provide 
shortcuts for a rapid convergence of the EM algorithm. 
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2.4.2. Multiple imputations 
The EM-algorithm generates one single complete data set, Y=(Yobs, Yn^), where the 
missing values, Ymi^, are filled in. However, it makes sense imputing several plausible 
versions of Ymis using simulations, since one possible value might not reflect the variability of 
the missing observation. One way to generate multiple imputations is by using Monte Carlo 
simulation methods —several iterations of missing data are filled and a single data set is 
generated; the same procedure is repeated and a second data set is generated. After h=5 or 10 
data sets are generated, each data set can be analyzed using standard methods and combining 
parameter estimates using specific rules. This idea was proposed by Rubin (1987) in the 
context of nonresponse in survey research; however, in other contexts this approach is useful 
as well. For example, Rubin (1987, p.ll4) reports that the percentage of efficiency in 
recovering missing data with 30 percent missing, where there are five (A:=5) data sets, is 94 
percent (see Table 2.1), whereas Schafer and Olsen (1998) suggest that 3 to 5 imputations are 
sufficient to obtain reliable results in parameter estimation. Schafer (1997) finds that a 
relatively small number of imputations (k=3 to 10) is enough to achieve good quality 
estimates. 
Rubin uses the following formula to compute the efficiency of an estimate using k 
imputations 
where y is the fraction of missing information and Table 2.1 depicts some values for k and y. 
After obtaining k data complete sets, we analyze them with a specific model that includes the 
estimation of parameters 0. Rubin's (1987) rules are described as follows. 
(2.13) 
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Table 2.1 Percent of efficiency of MI with k data sets and y percent of 
missing information. Source: Rubin (1987, p. 114) 
Y 
k 10 30 50 70 90 
3 97 91 86 81 77 
5 98 94 91 88 85 
10 99 97 95 93 92 
20 100 99 98 97 96 
A 
If there are k sets of imputed values under a single model, letd;, /=!,..., k, denote the 
parameter estimates from each complete-data analyses, then the combined estimate of 6 is 6, 
which is obtained as the average of parameter estimates from each data set. Namely, the 
average within imputations is 
0, 
^ /=! 
the average of the variance within imputations is 
^ = (2.15) 
k /=i 
between imputations the variance component is 
= (2.16) 
K — 1 /=| 
thus the total variation associated is 
Ic + l T = W (2.17) 
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that can be used to estimate a confidence interval for 6, with /^degrees of freedom. Using a 
t-Student distribution with degrees of fireedom based on a Satterthwite approximation as 
Multiple Imputations (MI) use Markov Chain Monte Carlo (MCMC) techniques to 
simulate pseudorandom draws from specified probability distributions. Monte Carlo 
techniques use the Metropolis algorithm, which was originally developed to investigate 
equilibrium properties of particles, such as molecules in gas (Metropolis, Rosenbluth, 
Rosenbluth, Teller, & Teller, 1953). However, its use widened to include several fields such 
as image reconstruction, which in turn led to development of the Gibbs sampler method 
(Geman & Geman, 1984). Hastings (1970) extended the Metropolis algorithm by using the 
Markov chain methods to sampling. Tanner and Wong (1987) contributed by developing a 
Bayesian approach in the context of Metropolis type algorithms. Such contributions were the 
basis for the Gibbs sampler algorithm and its natural application to data augmentation of 
missing-data problems, as well as the basis for the Sampling Importance Resampling (SIR) 
algorithm, due to Rubin (1987). In addition, Gelfand and Smith (1990) introduced a revised 
version of data augmentation techniques that use simulation of marginal distributions by 
repeated draws from conditional distributions. An overview of all of these techniques is 
available in Tanner (1993) and Schaffer (1997). 
(2.18) 
Thus, a 100(l-a)% interval estimate for 0 is 
(2.19) 
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Instead of describing each of the MCMC techniques available in Tanner and 
Schafer's books, we will emphasize the general idea of data augmentation via MCMC, which 
is very similar to the EM algorithm, in the sense there are two phases, called I- and P- steps. 
The I- step: draw spme random observations from an initial marginal distribution in 
the first iteration 
The P-step; draw some random parameters from a marginal distribution that 
incorporates observed and initial values for the missing observations from the I-step in the 
first iteration 
0"*" -pOiK^.yr")-
The I- and P- steps in the first iteration provide a starting value , 0^°'} and 
posterior iterations create a stochastic Markov chain of values } which 
converges in distribution to P(Q, Y^\Yobs)- To produce multiple imputations we iterate over 
data augmentation and iterate over Ymis to create 
fv(').v(2/) yf(m/) ^ 
equivalent to run m independent chains of length t. One difference with EM algorithm is that 
with MCMC we obtain a posterior distribution and not just finding the maximum value. 
2.4.3. Full Information Maximum Likelihood 
Full Information Maximum Likelihood (FIML) is an approach for handling missing 
data in the context of structural equations (Arbuckle, 1996; Muthen, Kaplan, & HoUis, 1987; 
Neale, 1994). This method is drawn from Little and Rubin's (1987) theory and is based on 
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the assumption that data are MAR; that is, the missing data can be predicted from observable 
variables. This method was implemented in AMOS 4.0 (Arbuckle, 1999) and M-plus 1.0 
(Muthen & Muthen, 1998). This method is different from the EM-algorithm and MI, since 
FIML does not impute data but uses the information available to obtain ML estimates for the 
structural model. This approach generates a maximum likelihood function using covariance 
matrices and vectors of means of all possible subsets of variables where the information is 
complete. With FIML it is possible to analyze several patterns of incomplete observations. 
The computational details of FIML are described as follows. Let n<i) be a vector of means 
with complete observations calculated from the variables that have complete 
information, = [x"', x"\ , x"' ] and 2^i) is a covariance matrix for the n observed 
variables with complete cases. This is equivalent to the covariance matrix and vector of 
means computed using the listwise deletion method; the corresponding expressions are 
-^0,-
and = 
"ii U,2 
• < 
< 
Let mi) for denote a vector of means with complete cases for a subset of 
variables x^,, = [x('\x2' where x^,, is the i-th set formed with variables with 
complete information of size n,-. Note that the number of variables and size in each set is not 
the same and depends on the number of items missing values. The corresponding i-th vector 
of means and covariance matrix generated as a result of this strategy is 
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^l(0 = and = 
y'p. 
'12 "II 
"21 "22 
o; 
o 
(O 
(0 2p 
"pi "p2 (0 PP 
For example, suppose the vector ^<2) is formed with the means of variables 
X(2) = [xl^^, ] with complete cases of size nz. The vector n<3) is formed with a set of 
variables , x"' ] with complete observations of size nj and so forth. The variables 
have a sub index in parenthesis indicating that the variables forming the i-th set are not the 
same as the ones in the set i ,for i ^ i. In this example, the corresponding vectors of means 
and covariance matrices are 
-^a>-
"11 "15 "18 
^i(2) = '^(2) — "51 "55 "18 
"81 "85 "88 
. ^l(3) = 
,(3) 
, andX^3j — 
f(3) _(3) 
"II 
"81 
"18 
"88 
Under normality assumptions the log likelihood for the j-th case is 
lOgL,- = Kj — ylog I I —2 ~M-(o) » (2.20) 
where Ki is a constant that depends on ni. The log likelihood of all p>ossible cases in the 
sample is 
logL(ji,2:) = ^logL,.. 
1=1 
(2.21) 
For a particular model, which is a function of a certain set of parameters, 0, the vector 
of means and the covariance matrix implied by the model are ft(0) and 2(0). The 
corresponding expression to be minimized is analogous to (2.21), that is 
logL(n(0),Z(O)) 
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and is equivalent to minimizing the function 
C(0) = -2 log L(H(d), Z(0)) + 2^ K 
(2.22) 
»=i 
One disadvantage of this approach is that actual missing values are not provided and 
cannot be used for analysis other than structural equations with the FIML approach under 
normality conditions. This approach estimates a combined covariance matrix with the 
variables available for the structural model, but does not incorporate other relevant 
covariates. In this sense it is not possible to assess the benefit of covariates of a proposed 
imputation model. With EM-algorithm and MI, the use of covariates might improve the 
quality of imputed values and with FIML it becomes a challenge to incorporate covariates 
and evaluate the efficiency of parameter estimates. 
The next section provides information regarding the statistical properties of the latent 
growth curve (Igc) model since we use panel data to evaluate the efficiency of imputation 
methods. However, the validation of imputation methods, such as EM or MI, is not limited to 
Igc models and can be used in other models as well (e.g., regression, logistic regression); 
with the exception of the FIML approach that is limited to structural equations modeling. 
2.5. Description of Latent Growth Curve Model 
In recent years models for longitudinal data have been developed that explicitly 
define the functional form of growth or decline over time. These models are referred to as 
latent growth curves, growth curve analysis, latent curve analysis, hierarchical linear 
modeling, multilevel modeling, and random coefficients model (McArdle & Epstein, 1987; 
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Muthen, 1991; Willett & Sayer, 1994). In this research, the latent growth curve (LGC) 
model was used to take into account the initial level and change over time of latent 
constructs. For simplicity in explaining this model, we compare it to the usual linear 
regression model that includes an intercept and a slope (for further reference, see Ragosa, 
Brandt & Zimowski, 1982; Willett & Sayer, 1994). The LGC model estimates a latent 
intercept and slope, which describe the initial value and the rate of change in study variables 
over time, respectively. 
The analytic model in Figxire 2.1 depicts latent growth curves. The present study 
models target alcohol use and problems over four years for n adolescents. The LGC model 
can be stated as 
Vii =»Coy+7C,/,+£,> 
^0i ~ Cot (2.23) 
=a, +C,y 
for /= 1,2,3,4, and Where yij is the index of alcohol use and problems at time fj; 
the latent intercept and slope are 7C(,y,Jt,y, respectively; and e,y is the error term for the 
measurement term at time / for individual j. The slopes, Kqj and 7t,y, can be specified with 
second level equations with their corresponding term for the intercepts, known as means oto 
and tti, and the error terms, and ^i. Each one of these terms has associated its respective 
variance, Var{^Q) = Vn (often called initial variability for the intercept), and Var(^,) = vj/ja 
(often called individual variability of trajectories within the group), and the 
covariance Cov(^o, ) = ¥12 • 
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Intercept 
Slope 
Figure 2.1. Conceptual diagram of a latent growth curve model with four time points 
The factor loadings for indicators are denoted as , and X4, for the latent 
intercept. These loadings are fixed to 1 to indicate the initial level. The indicators for the 
latent slope are X,,2,X22,X32.and X42. These factor loadings are fixed to 0, I, 2, and 3, 
respectively, indicating the linear trend of change. It is possible to select other factor 
loadings for the slope depending on previous knowledge regarding the trend of the latent 
variable (McArdle, 1986). 
Latent growth curve analysis is useful in investigating developmental change and 
stability for a specific variable over time, as discussed by Wickrama, Lorenz, & Conger 
(1997). They note that the LGC model takes into account differences between subjects in 
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two aspects: (1) where they begin (intercept) and (2) how they grow (slope) over time. In 
addition, the degree of association between intercepts and slopes is expressed in the 
covariance term ^{/ji > ^hen this parameter is significant, it indicates an association between 
the starting level and growth. When it is positive, a higher initial level is associated with 
higher growth and a low initial level with lower growth (see Figure 2.2 depicting this trend 
for five cases). 
1=1 
a 
1=3 
i=4 
tinE 
Figure 2.2. Curves depicted for five individuals with positive covariance 
Location between subjects for the initial level is reflected in the mean for the 
intercept, while the variance reflects the heterogeneity among subjects for the initial level of 
the variable of interest. The variability of the slope is especially critical because growth curve 
models are designed to explain change; with little variability in the slope, there is less 
opportunity to explain change. In general, we expect the intercept and slope to have a 
significant amount of variability to make possible a better fit. Analogously, the mean and 
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variance for the slope describe the central tendency and dispersion of the slopes across 
subjects, respectively. The method has the ability to describe both stability (the intercept) 
and change (the slope) in the developmental phenomena making it particularly valuable for 
the type of issues addressed in the present study. 
2.6. ML Estimation of Parameters in Structural Equations 
In structural equation models the fundamental hypothesis to test is whether the 
covariance implied by the model, £(6), is close enough to the population covariance, £. The 
case in which the model would be the correct one, the population covariance would be 
exactly the same as that proposed, in other terms 
5: = 2(0), (2.24) 
where Z denotes the population covariance matrix of variables that we measure, and Z(0) is 
the covariance matrix implied by the model with parameters 0. 
In general, for structural models the latent variable model is 
Tl=BTi + r^ + ;, (2.25) 
Cov(^,Q=0, 
where T) denotes a latent variable, a variable that is not directly observed. The matrix B 
contains elements that measure the impact of t^s on other tis. The term ^ denotes latent 
exogenous variables, and F are the regression coefficients that measure the effect of ^ on tj. 
The error term is denoted as 
The measurement error model connects the observed variables with the latent 
variables. 
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y = AyTi + e. (2.26) 
X = + 5, 
Cov(e,T|) and Cov (e,6)=0. 
where y is an indicator of observed variables for the endogenous latent construct r\, and x is 
an indicator of observed variables for the exogenous latent construct Ay is a constant 
matrix with factor loadings that measure the impact of tjon y, and A, measures the impact of 
^ on X. The £ denotes the error terms associated with the measures of the latent construct for 
the endogenous variables, and 5 is the corresponding error term for the exogenous variables 
(see Bollen 1989, Chapter 4, for further details). 
The hypothesis to be tested is Ho: £ = T^Q), where 
In structural equation modeling the strategy is solving a set of equations as suggested 
by the hypothesis. 
However, the population covariance matrix Z is not available, instead we have an 
estimate, S. The most useful method for estimation is maximum likelihood (ML). The ML 
function to be minimized is 
r„(e) = z„; 5:„(0)=£„; Z„(9)=I„. 
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= log I Z(e) I + tr(5Z-' (0)) - log ISI - (p + 9), (2.27) 
where p  and q  are the number of observed variables y's and x ' s ,  respectively. In expression 
(2.27) the smaller the value for Fml, the better the fit. In general, the type of convergence of 
the ML function gives a good idea of how well the proposed model fits the data. When there 
is trouble in finding the minimum, the Fml function does not converge rapidly and probably 
the model is unstable. For these cases it is possible to take other alternatives; one could be to 
revise the model to see if we can reduce the number of parameters by adding constraints. If 
there is no excessive kurtosis in the observed data or some skewness, the function works 
well. Note that if L = 5 the Fml function is equal to zero substitute Z for L(0) and Z = 5 in 
(2.27), thus we will have 
= log 15 I + tr(/) - log ISI - i p  +  q ) .  
Note that if tr(/) = p  +  q ,  then Fmlis equal to zero. The meaning is that we have a perfect fit 
when the model has a perfect prediction of the values of the sample covariance matrix and 
this is the reason we are looking for values of the F^l function to be as small as possible. To 
test the hypothesis. Ho: Z = Z(0), we use 
iN-l)F„^ =;f2(X(p + ^ )(p + ^  + l)_,), (2.28) 
where t is the number of free parameters in 0. The test will test the null hypothesis. Ho, 
and if it is not rejected, the proposed model Hts the data. 
2.7. Root Mean Square Error of Approximation (RMSEA) Fit Index 
Assessing the overall fit of a structural equation model is a challenge. The statistic 
measures the fit to test the hypothesis. Ho, stated in (2.24), the lower the value and the non-
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significance of the p-value indicate a good fit of the proposed model and the data (e.g., we do 
not want to reject the null hypothesis). However, in general, the statistic tends not to be a 
good fit index (Joreskog, 1969) because this value increases when data have high levels of 
kurtosis or when the sample size increases (BoUen & Long, 1993). In an early work 
Joreskog & Sorbom (1996) proposed the goodness-of-fit index (GFI), and the adjusted 
goodness-of-fit-index (AGFI). Bentler and Bonett in 1980 introduced the idea of creating an 
index comparing the test statistics from a base line model and the hypothesized model. 
Several issues have been a concern for researchers and Bollen & Lx>ng (1993) provide a good 
discussion on the properties of a good index for testing structural equation models. 
In this thesis, we selected the root mean square error of approximation (RMSEA) 
proposed by Steiger &. Lind (1980). This index is defined as 
RMSEA = - dfj^ )/df„ iN -1) , (2.29) 
where Tm is the statistic associated with the model, dfu are the degrees of freedom, and N 
is the sample size. The cut of values of RMSEA less or equal to 0.05 indicate a good fit. In 
general values of RMSEA in the interval (.05, .08) are reasonable whereas values larger than 
. 10 indicate a bad fit. With this index it is possible to obtain a confidence interval; packages 
such as AMOS and LISREL provide confidence interval and point estimates for this index. 
In this chapter we reviewed three methods of data imputation —EM-algorithm, 
FTML, MI— described the latent growth curves model, and described the RMSEA fit index. 
In addition, we presented empirical and formal definitions of missing data mechanisms 
—MCAR, MAR, and NI. 
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In the following chapter, we will describe the sample used in this research, define the 
patterns of missing data that we will use in this investigation, and test the ability of the three 
imputation methods to recover missing data. 
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CHAPTER 3. EXPERIMENTS WITH IMPUTATION METHODS 
WITH INCOMPLETE DATA 
In this chapter we describe the sample participant measures that include alcohol use 
and problems of adolescents, as well as 25 covariates using data from the longitudinal study, 
the Iowa Youth and Family Project (lYFP). The lYFP data include 451 families followed 
over time, however 82 cases have incomplete observations for the selected variables in this 
study. For purposes of this chapter we select the 369 adolescents for whom we have complete 
observations for the selected variables, which we will call the relative universe. It is relative 
for the purpose of this chapter but it does not make reference to the universe in the statistical 
sense. From now on, we will call universe instead of relative universe, or population instead 
of relative population. 
Missing data patterns are generated in accordance with three significant data 
scenarios. First, by drawing a random sample from the universe, we mimic situations in 
which there is no particular reason why an observation is missing. The missing mechanism is 
random, called MCAR. The second pattern is obtained by deleting observations from some 
adolescents who have high drinking levels, to reproduce situations in which adolescents fail 
to report the amount of drinking because it is heavy or because of some other unknown 
mechanism, and we call this Pattern I. This pattern is close to the nonignorable (NI) 
mechanism. The third pattern is based on the assumption that the mechanism of missing data 
is hypothetically known. For this pattern we assume the reason we do not have a measure of 
alcohol use, because the respondent comes from a disadvantaged family (e.g., low income, 
non authoritative parenting, a family with drinking history and so forth), we call this Pattern 
33 
11. This pattern is close to the MAR condition. In this situation, we want to see the efficiency 
of covariates in recovering missing data. 
In this chapter we present three imputation methods that include expectation-
maximization (EM) algorithm, multiple imputation (MI), and full information maximum 
likelihood (FIML). To evaluate the ability of each method to recover the missing 
information, we evaluate the bias of parameter estimates under a proposed structural model 
for each case, and then we compare these parameters with respect to the universe. 
3.1. Description of the Sample Participants and Measures 
The analyses use four waves of information (1989,1990, 1991, and 1992) collected 
from the 451 families with complete data who participated in the Iowa Youth and Families 
Project (Conger & Elder, 1994). Each study family included two biological parents, the target 
child (a seventh grader in 1989), and a near-age sibling. The sample was drawn from an 
eight-county area in north central Iowa in communities with less than 6,500 inhabitants, and 
included adolescents from public and private schools in this area. The participation rate for 
families meeting criteria for inclusion in terms of family structure and geographic location 
was 78.8 percent and the retention rate was 95 percent. 
Data collection followed a series of contacts for recruitment, informed consent, and 
scheduling. Families were visited twice for an average of two hours per visit each year. 
Second visits were usually conducted within two-weeks of the first. Each family member was 
reimbursed at a rate of approximately $12 per hour. During each visit family members 
completed a set of questioimaires related to demographic information, parenting practices, 
family interactions, and individual characteristics. In the second visit they were videotaped 
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participating in a series of interaction tasks. Details about the study are summarized in 
Conger and Elder (1994). 
The measures for adolescents' alcohol use and problems were drawn from four years 
of data (i.e., 1989, 1990, 1991, and 1992). The measures for the covariates were calculated 
as the average of the years 1989 and 1990, unless otherwise specified. The covariates 
included family substance use and deviancy, family socioeconomic status, dimensions of 
parenting, as well as peer substance use and delinquency, adolescent delinquent behaviors, 
adolescent academic performance, and adolescent depressive symptoms; these covariates are 
described in the following paragraphs. Table 3.1 provides summary details of the measures. 
Target substance abuse. Target child and sibling's alcohol use, was estimated by 
asking questions about their consumption of "beer," "wine or wine coolers," and "hard 
liquor, such as bourbon, whiskey, vodka, or gin." The response categories for 1989 through 
1992 were never (0), once or twice (1), three or more times per week (2), once to three times 
per month (3), once or two times per week (4), and three or more per week (5). A summed 
measure of frequency score was computed for alcohol use. 
To measure problems associated with alcohol, target adolescents and siblings were 
asked, "When using alcohol, how often has each of the following things happened to you 
during the past year?" The items included in this scale were: you got drunk, you could not 
remember later what you had done, you became unhappy or cried, you got into a fight, you 
got into trouble with your parents, your friends got mad at you, you got into trouble at school, 
you got picked up by the police, and you had other difficulties. The possible response was 
never (1), once (2), two or three times (3), or more than three times (4). A summed scale for 
alcohol problems was generated for each year. A combined measure for alcohol use and 
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Table 3.1. Description of variables' 
Variables Scale Number of Source of 
items information 
Target Alcohol Use ^ O to5  3 Target 
Target Alcohol Problems^ 1 to 4 9 Target 
Mother Alcohol Problems 0 to 4 8 Mother 
Father Alcohol Problems 0 to 4 8 Father 
Sibling Alcohol Use 0 to 4 3 Sibling 
Sibling Alcohol Problems 1 to 4 9 Sibling 
Mother Tobacco Use # of cigarettes 1 Mother 
Father Tobacco Use # of cigarettes I Father 
Sibling Tobacco Use Oto5  2 Sibling 
Harsh/Inconsistent Parenting I to 9 4 Observer 
Nurturant/Involved Parenting I to 9 5 Observer 
Management-Parenting 1 to 9 3 Observer 
Father Deviant Values 1 to 5 6 Father 
Mother Deviant Values I to 5 6 Mother 
Target's E)elinquency 1 to 5 23 Target 
Target's Deviant Values 1 to 4 6 Target 
Sibling's Deviant Values 1 to 4 6 Sibling 
Peer's Alcohol Use 1 to 5 1 Target 
Peer's Tobacco Use 1 to 5 1 Target 
Peer's Delinquency 1 to 5 13 Target 
Target's GPA 1 to 4 1 Target 
Target's School Attachment 1 to 5 4 Target 
Targets Depression 1 to 5 11 Target 
Parents' Education #o f  yea r s  1 Father & Mother 
Per Capita Family Gross Income 1 to 5 1 Father & Mother 
Father's Prestige Continuous scale 1 Index 
Gender 1 ,2  1 Target 
* All variables except target alcohol use and problems were measured as an average of 
years 1989 and 1990. 
^ Variables measured in years 1989, 1990, 1991, and 1992. 
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problems was obtained by summing the scales for alcohol use and problems associated with 
alcohol. 
The peers' alcohol use measure was the target's report of the number of close friends 
who used alcohol (beer, wine, bourbon, vodka, etc.) during the last year. The peers' tobacco 
use measure was the target's report of the number of close friends who used tobacco 
(cigarettes, smokeless tobacco, pipes, and cigars). The response categories for both measures 
included none of them (1), a few of them (2), half of them (3), most of them (4), and all of 
them (5). 
For parental problems associated with alcohol drinking, father and mother were 
asked, "How often did the following things happen during the past 12 months?" The items 
included: frequency of drinking until drunk, family problems because of drinking too much, 
problems getting work or chores done, seeking help for drinking too much, troubles at job, 
health problems or accidents, arrests for drinking while driving, and trouble with friends 
because of drinking. The response categories ranked from never (0) to often (4). Parental 
tobacco use was the actual amount of cigarettes, cigars, pinches, or pipefiils used. A summed 
score was generated for this measure. 
Parenting dimensions. Childrearing behaviors in this study include three composite 
measures: nurturant/involvedparenting (warmth/support, prosocial, communication, positive 
reinforcement, and encourages independence), harsh/inconsistent discipline (hostility, angry 
coercion, antisocial, and verbal attack), and child management (child monitoring, consistent 
discipline, and parental involvement), rated by trained observers of a video-recorded parent-
child interaction task involving all four family members (Lorenz & Melby 1994; Melby et al. 
1993a; Simons et al. 1996). Each behavior was rated on a 9-point scale and items summed 
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across two years of observations (1989, 1990) to form separate composite parenting 
measures for mothers and fathers. 
Adolescent's deviancy. Scales measuring target and sibling attitudes toward deviant 
behaviors were constructed from six items rated on a four-point scale from 1 (not wrong at 
all) to 4 (very wrong). Youth were asked, "How wrong do you think it is for someone your 
age to do any of the following things?" The items included; drink alcohol, hit someone with 
the idea of hurting them, use marijuana, take a car or motorcycle without permission, skip 
school without an excuse, and shoplift something ftom a store. Summed scales named 
targets' deviant values and siblings' deviant values were generated. In addition, we 
measured adolescent delinquent behaviors using a scale adapted from Elliot, Huizinga, and 
Ageton, (1985) which measured adolescent delinquent acts. The scale was obtained by 
summing responses to 23 items focusing on delinquent behaviors reported in the last year by 
target adolescents (e.g., ran away from home, driven a car when drunk, cut classes, beat up 
someone, been placed in a juvenile home, sold illegal drugs, etc.). The items ranged from 
never (1) to six or more times (5), and were coded so that higher scores indicated more 
delinquent behaviors and yielded a reliability of .79. For the peers' delinquency scale, 
targets' report was obtained from a scale with 13 items, with a reliability of .75. 
Academic commitment. We obtained two measures of adolescents' academic 
commitment that included target's school attachment and target's grade point average 
(GPA). Target's GPA was based on adolescents' self-reported school grades. Target's 
school attachment was measured with the following items: school bores me, I don't do well 
at school, I don't feel I really belong at school, homework is a waste of time; ranked from 
Income level =' 
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Strongly agree (1) to strongly disagree (5). Each item was reverse coded and sununed so that 
a higher scale rating indicates better school attachment. 
Socioeconomic status. The variables that measure socioeconomic status (SES) 
included parental education, family income, and occupational prestige. Parental education 
was computed by obtaining the maximum number of years of education reported by each 
parent. Income was calculated obtaining a per capita family income, measured on a 5-point 
scale according with the following rule 
1 pcgi < Gjo 
2 G20 ^ pcgi < Q40 
3 Q^< pcgi < 
4 Geo ^ pcgi < Ggo 
5 080 < pcgi 
where, Qp indicated the p-th percentile of the distribution for per capita gross income'. 
Occupational prestige was obtained as the father occupational prestige index (Nakao & Treas 
1990). 
Gender. A measure of self-report gender was used indicated by male (1) and female 
(0). 
Adolescent depression. The measure for depression was formed with summed scores 
of adolescents' responses to eleven items from CESD scale (Radloff, 1977) rated on a scale 
from not at all (1) to extremely (5). Some examples of the items included are: feeling low in 
energy or slowed down, thoughts of ending your life, feelings of being trapped or caught, 
blaming yourself for things, etc. A higher score indicated more depression. 
' This strategy is hclpfiil to avoid disioftion for the cluster fonnadon. since clustering techniques are sensitive to outliers. 
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The following section describes the patterns of missing data that are artificially 
created; the idea is to use imputation methods to recoup incomplete data. Since we know the 
complete data set, named universe we are able to assess the efficiency of imputation methods 
by comparing parameters from the incomplete data sets with respect to the universe. 
3.2. Description of the Universe and Patterns of Incomplete Data 
For this chapter the universe is the complete data set that excludes missing cases and 
is constructed using five waves of measurements of alcohol use and problems, and 25 
covariates from the original 451 families, leading to 369 cases. Table 3.2 provides the 
descriptive statistics of the measures. The sample size, using listwise deletion (LD), is 369 
cases and is called universe. 
The analysis begins with the universe and cases are deleted according to three 
patterns. The first pattern is called the MCAR sample, where units to be missing are selected 
without replacement using a uniform distribution from the universe. We used the SAS 
macro, documented in Appendix n, that selects a random subsample without replacement. 
The situation occurs when units are randomly missing, i.e., there is no particular reason why 
a datum is incomplete. Other possible scenarios that fit the MCAR condition occur when a 
question is not asked firom every respondent, but, instead, is asked of a randomly selected 
subset of respondents. Using this mechanism, several sub samples were generated with 10, 
20, and 30 percent of incomplete data called 10 MCAR, 20 MCAR, and 30 MCAR, 
respectively. The covariance matrix for the universe is shown in Table 3.3, where an 
increasing variance is noted in the diagonal terms, as well as in the means. The covariance 
matrix, means and standard deviations for the universe are very similar to the coiresponding 
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Table 3.2. Descriptive Statistics of the Variables Using Complete Cases (universe)^ 
Variables Label Min. Max. Mean Std.Dev 
Target alcohol use and problems in 1989 TAP89 .00 23.00 1.003 2.708 
Target alcohol use and problems in 1990 TAP90 .00 44.66 1.471 4.159 
Target alcohol use and problems in 1991 TAP91 .00 36.99 2.808 5.438 
Target alcohol use and problems in 1992 TAP92 .00 33.64 4.224 6.183 
Mother Alcohol Problems MALCPR .00 15.98 .433 1.198 
Father Alcohol Problems FALCPR .00 12.65 1.130 1.958 
Sibling Alcohol Use SALCUS .00 13.50 1.412 2.501 
Sibling Alcohol Problems SALCPR .00 20.33 1.292 3.110 
Mother Tobacco Use MTOUS .00 40.00 4.045 8.638 
Father Tobacco Use FTOUS .00 55.00 7.885 12.335 
Sibling Tobacco Use STOUS .00 9.00 .618 1.540 
Harsh/Inconsistent Parenting HARSH 4.00 22.50 9.556 3.463 
Nurturant/Involved Parenting NURTU 11.00 42.25 24.344 5.123 
Management-Parenting MGMT 10.00 27.00 19.891 3.056 
Father Deviant Values FDEV 6.00 14.00 7.223 1.464 
Mother Deviant Values MDEV 6.00 12.00 6.709 1.111 
Target's Delinquency TDEL .00 12.50 1.222 1.961 
Target's Deviant Values TDEV 6.00 18.00 7.659 1.680 
Sibling's Eteviant Values SDEV 6.00 17.00 8.108 2.247 
Peers Alcohol Use PALCUS .00 3.00 .510 .647 
Peers Tobacco Use PTOUS .00 3.00 .388 .581 
Peers Delinquency PDEL .00 14.00 2.314 2.312 
Target's GPA TGPA .72 8.88 3.047 .781 
Target's School Attachment TSCH 8.50 19.00 15.355 1.856 
Targets Expression TDEP 11.00 40.00 17.024 4.978 
Parents' Education PEDUC 10.50 20.00 14.149 1.987 
Per Capita Family Gross Income PCFINC 1.60 3.83 2.547 .316 
Father's Prestige FPRES 22.05 86.05 42.617 11.365 
Gender TSEX 0 1 .463 .499 
' Sample size for the complete cases is 369, no missing values. 
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values in 10 MCAR, 20 MCAR , and 30 MCAR data sets. However, it is interesting to 
observe that as the sample size decreases, the standard deviation tends to increase. 
The second pattern, the Pattern I sample, is generated by a random selection of 
adolescents with higher alcohol intake by ninth grade, without any consideration of other 
covariates. Those adolescents with a drinking level beyond the median by ninth grade are 
eligible for deletion from the sample. A random sample of adolescents with heavy drinking 
is deleted and the new sample size, using listwise deletion (LD) is 257. In Pattern I we want 
to reproduce situations where missing data occurs because of the level of the variable —i.e., 
the higher the amount of alcohol intake is related to the missing data mechanism— without 
any access to other covariates to incorporate in the imputation model. This pattern is not 
missing at random (not MAR) with a noningnorable (NI) mechanism, and it is very difficult 
for the imputation methods to recover missing data efficiently since the missing data 
mechanism is not accessible. We want to answer the question whether ignoring covariates in 
the imputation model might impact the quality of the imputations. The covariance matrix 
shown in Table 3.3 for Pattern I has a sample size of 257, a random sample of 30 percent of 
the adolescents with high intake has been deleted. The means and standard deviations have 
dropped drastically as compared to the universe, as well as the covariance terms. 
The third pattem. Pattern II, occurs when item-nonresponse is related to some known 
mechanism that explains the missing data and some covariates are accessible and included in 
the imputation model. It is basically MAR, since in some practical situations the researcher 
might know the cause of nonresponse and can include a set of covariates in the imputation 
Table 3.3. Covariance matrices and descriptive statistics using listwise deletion 
Universe (n=369) I O M C A R ( n  =331) 
(1) (2) (3) (4) (1) (2) (3) (4) 
(l)TAP' 1989 7.334 i.m 
(2) TAP 1990 5.981 17.296 4.399 12.793 
(3) TAP 1991 7.145 12.053 29.575 6.710 10.432 30.495 
(4) TAP 1992 5.350 10.265 21.225 38.233 4.455 7.884 21.165 37.740 
Means 1.0027 1.4711 2.8082 4.2239 1.0060 1.4205 2.8419 4.3266 
Standard Deviations 2.7082 4.1589 5.4383 6.1833 2.6503 3.5768 5.5222 6.1433 
20MCAR(n=298) 30MCAR(n =253) 
(1) (2) (3) (4) ( I )  (2) (3) (4) 
( I )  TAP 1989  6.948 8.763 
(2) TAP 1990 6.431 20.429 7.043 19.484 
(3) TAP 1991 5.658 12.882 28.391 8.691 12.423 30.500 
(4) TAP 1992 5.549 11.366 21.869 39.364 5.882 10.925 iQ.m 39.973 
Means 1.0403 1.5779 2.8324 4.3809 1.0514 1.5874 3.0889 4.4742 
Standard Deviations 2.6359 4.5198 5.3283 6.2740 2.9603 4.4140 5.5227 6.3224 
Pattern I, (n=2S7) Pattern 11 (n=296) 
(1) (2) (3) (4) (1) (2) (3) (4) 
(1) TAP 1989 4.480 3.662 
(2) TAP 1990 2.030 5.180 3.003 I.m 
(3) TAP 1991 4.664 4.496 10.342 3.235 6.880 20.517 
(4) TAP 1992 3.417 2.035 21.225 14.907 2.824 5.921 19.145 35.654 
Means 0.6654 .5689 0.6997 2.0046 0.6622 1.0194 2.2768 3.9031 
Standard Deviations 2.1169 2.2760 3.2159 3.8609 1.9136 2.7889 4.5296 5.9711 
TAP, indicates target adolescent alcohol use and problems. 
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model to improve the quality of the imputations. The research question we want to address 
by testing this pattern is. What do we gain by including covariates in the imputation model? 
The Pattern II sample is constructed to reflect missing data mechanisms associated 
with some covariables. For some situations it is possible to select some covariates in the 
imputation model that are associated with the mechanism of missing data. In this data set we 
used 25 covariates to form three clusters using Wards' method and the Euclidian distance as 
a metric (Ward, 1963). The covariables included for the cluster analysis are calculated as the 
average of two years, 1989 and 1990, when adolescents were in 1*^ and 8* grades. The 
covariates are described in Table 3.1 and include family history of substance use (e.g., 
mother, father, close in age sibling), peers' influence (peers' substance use, peers' delinquent 
values), target's self report of depression, academic achievement, delinquent attitudes, and 
socioeconomic status (e.g., parent's education, per capita family gross income, and father's 
prestige), but did not include alcohol use by adolescents. One of these three clusters 
identified a more disadvantaged group (analysis not shown) consisting of lOS adolescents. A 
random subsample of size 60 was obtained firom this group to produce incomplete data of 
size 296, representing about 20 percent of the missing data. In Table 3.3, we observe that the 
means and standard deviations are lower as compared to the universe-, interestingly, the 
texture of the covariance matrix preserved some similarity with respect to the universe —i.e., 
the terms in the diagonal and the lower triangle increased in a similar proportion as compared 
to the universe. 
A latent growth curve (LXjC) model with a linear trend was fitted for each data set 
(Universe, MCAR, Pattern I, and Pattern II). The methods tested included UD, EM-
algorithm, MI, and FIML using the same LGC model with a linear trend (depicted in 
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equation 2.23). The criteria of assessing the model fit was the x" statistic, and the Root Mean 
Square Error of Approximation (RMSEA) index, proposed by Steiger and Lind (1980) 
introduced in section 2.7. 
33. Results Comparing LD, EM, MI and FIML 
As we noted in a previous paragraphs, the name of universe is not given in the 
statistical sense, it is rather a relative universe since it is formed with complete data. The ML 
estimates for the LGC model for the universe with a linear trend depicted in Equation (2.24) 
are shown in Table 3.4, numbers in parenthesis indicate the standard error. From this table 
the equation for the universe is 
y,j = 0.973 + 0.9791. for /= 1, 2, 3,4 andy =1,..., 369. (3.1) 
The 90 percent confidence interval for the mean intercept, tCq , is (0.743, 1.202) and for the 
mean slope, Ki, is (0.820, 1.138). We expect that an acceptable bias for the estimate Tib should 
be less than 0.230 (1.64 x 0.140 = .230), and for 7C, less than 0.159 (1.64 x 0.097 = 0.159). 
Notice that the variance for both intercept and slope are significantly different from zero (£.< 
.001), suggesting that a linear fit is satisfactory. A quadratic effect was not tested to keep this 
study simple since my interest relies in evaluating imputation methods rather than focusing 
on the LGC model. The point estimates and the confidence interval from model (3.1) will be 
used as a point of reference to compare the efficiency of imputation methods under different 
schemes of missing data. 
Table 3.4. ML parameter estimates (standard errors) for LGC model comparing L D, EM, M I, and FIML 
intcrccpt, rto slope, It covariancc 
Sample Mean Variance Mean Variance <l>12 x\5) RMSEA N 
Universe 
Listwise Deletion 
0.973 (.140) 6.514 (.813) 0.979 (.097) 2.398 (.296) -0.18(0.37) n.%* 0.11 369 
10 MCAR 
20 MCAR 
30 MCAR 
Pattern l' 
Pattern 11^ 
EM algorithm 
0.911 (.143) 4.868(0.754) 
1.016 (.153) 6.208(0.905) 
1.034 (.186) 8.157(1.157) 
0.493 (.118) 1.214(0.387) 
0.642 (.111) 3.381 (0.472) 
1.009 (.104) 2.223(0.320) 
1.013 (.110) 1.013(0.110) 
1.057 (.117) 2.345(0.368) 
0.219 (.056) -.410(0.122) 
0.869 (.102) 2.386(0.272) 
0.07 (0.38) 
-0.20 (0.43) 
-0.46 (0.52) 
1.18 (0.16) 
-.194(0.27) 
49.52* 
24.56« 
16.69* 
69.94* 
69.06* 
0.16 
0.12 
0.10 
0.22 
0.21 
331 
298 
253 
257 
296 
10 MCAR 
20 MCAR 
30 MCAR 
Pattern l' 
Pattern 11^ 
MI 
0.977 (.140) 6.683(0.805) 
0.950 (.141) 5.885(0.783) 
0.960 (.141) 6.189(0.777) 
0.885 (.143) 5.060(0.648) 
0.920 (.140) 5.772(0.713) 
0.968 (.096) 2.407 (0.288) 
0.931 (.094) 2.281 (0.280) 
0.943 (.096) 2.269 (0.280) 
0.929 (.095) 2.231 (0.268) 
1.000 (.096) 2.455(0.275) 
-0.26 (0.37) 
-0.18 (0.36) 
0.06 (0.36) 
1.05 (0.31) 
-.019 (0.35) 
31.03* 
29.12* 
21.87* 
99.25* 
85.80* 
0.12 
0.12 
0.10 
0.22 
0.21 
369 
369 
369 
369 
369 
10 MCAR, k=5 
20MCAR,k=5 
30 MCAR, k=5 
Pattern l'. k=S 
Palteml', k=10 
Pattern 11^, k=S 
Pattern 1I^ k=10 
FIML 
0.963 (.140) 6.147(0.818) 
0.978 (.141) 6,423(0.918) 
0.930 (.139) 4.090(1.050) 
0.896 (.134) 2.839(0.654) 
0.918 (.135) 2.318(1.066) 
0.977 (.140) 5.262(1.412) 
0.954 (.139) 5.454(1.053) 
0.943 (.102) 2.358(0.346) 
0.924 (.102) 2.546(0.346) 
0.798 (.140) 2.446(0.836) 
0.527 (.356) 0.934 (0.578) 
0.465 (.130) 1.339(0.788) 
0.866 (.160) 6.280(1.095) 
0.795 (.140) 4.145(0.738) 
0.12(0.43) 
-0.33 (0.43) 
1.79(0.82) 
1.273 (0.57) 
1.919(0.79) 
0.27 (0.99) 
-0.24 (0.73) 
41.03* 
23.00* 
30.46* 
22.22* 
53.32* 
74.61* 
64.75* 
0.14 
0.09 
0.11 
0.09 
0.14 
0.17 
0.16 
369 
369 
369 
369 
369 
369 
369 
10 MCAR 
20 MCAR 
30 MCAR 
Pattern l' 
Pattern II' 
0.976(.141) 6.610(0.817) 
0.961 (.141) 6.030(0.823) 
0.970 (.141) 6.265(0.845) 
0.854 (.137) 3.616(0.615) 
0.978 (.141) 6.692(0.798) 
0.976 (.098) 2.413(0.304) 
0.949 (.097) 2.278(0.302) 
0.977 (.100) 2.216(0.322) 
0.688 (.079) 0.788 (0.201) 
0.960 (.102) 2.654(0.306) 
-0.22 (0.38) 
-0.21 (0.39) 
0.03(0.41) 
1.22 (0.27) 
-0.48 (0.39) 
31.51* 
24.51* 
21.01* 
61.61* 
53.89* 
0.12 
0.10 
0.09 
0.17 
0.16 
369 
369 
369 
369 
369 
' mechanism of missing data is ignored, 30 pet of adolescents response are incomplete due to high drinking evel. 
mechanism is not ignorable, 20 percent missing and covariates are included in the imputation model. 
(I) * significant {L< .0001 
46 
33.1. Listwise deletion (LD) 
We analyze five data sets 10 MCAR, 20 MCAR, 30 MCAR, Pattern I, and Pattern II 
that produce different schemes of missing data explained in section 3.2. The listwise deletion 
(LD) method for 10 MCAR, 20 MCAR, 30 MCAR, Pattern I, and Pattern n yielded 
estimates shown in Equations (3.2) 
"0.911-0.973' •-.062' "1.009 - 0.979' 0.030" 
1.016-0.973 0.043 1.013-0.979 0.034 
0.973]= 1.034-0.973 = 0.061 and [tc, -0.979] = 1.057-0.979 = 0.078 
0.493 - 0.973 -.480 0.291-0.979 -.688 
0.642 - 0.973 -.331 0.869 - 0.979 -.110 
where ito denotes the mean intercept and iti denotes the mean slopes for the models fitted for 
the data sets 10 MCAR, 20 MCAR, 30 MCAR, Pattern I, and Pattern II respectively. 
For the MCAR assumption, observations show the bias can be negligible for the mean 
intercepts and slopes. However, notice that the corresponding standard errors increase in 
proportion with the number of missing data (e.g., 0.143,0.153, and 0.186). A similar trend is 
observed for the variance, covariance (<(>12), and standard errors, suggesting that the LD 
method tends to produce unbiased estimates and standard errors that increase depending on 
the number of cases available. 
Parameter estimates for the Pattern I sample show a substantial bias for the LD 
method, for example, for Tio a bias of 0.48 and for 7ii a bias of 0.69. The remaining estimates 
are biased as well, suggesting that when some adolescents do not provide information on 
alcohol drinking due to high levels of drinking the LD method generates biased estimates. 
Similarly, for the Pattern 11 sample, the LD method shows a large bias of 0.33 foriiband little 
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bias of 0.11 for K, and the corresponding standard errors, variances, and covariance (<]),2) are 
biased as well. 
Overall, for the MCAR condition, the LD method shows estimates with a negligible 
bias for the population parameters, but the standard error increases as the number of 
complete cases available decreases. For Patterns I and II, the amount of bias for the 
estimates increases as well, when using the LD method. 
3.3.2. EM-algorithm (EM) 
The EM-algorithm is used to impute missing data for the five data sets under MCAR 
conditions. The LGC model (2.23) was fitted and the parameter estimates are shown in 
Table 3.2. The bias from the population parameters are shown in expression (3.3). 
K-0.973] = 
'0.977 - 0.973' 0.004' "0.968 - 0.979' •-.on' 
0.950 - 0.973 -.023 0.931-0.979 -.048 
0.960 - 0.973 = -.013 and [rt, -0.979] = 0.943 - 0.979 = -.036 
0.885-0.973 -.088 0.929 - 0.979 -.050 
0.920-0.973 -.053 1.000 - 0.979 0.021 
, (3.3) 
where tCq denotes the mean intercept and JC, denotes the mean slopes for the models fitted for 
the data sets 10 MCAR, 20 MCAR, 30 MCAR, Pattern I, and Pattern II, respectively (see 
Table 3.4). 
The estimates corresponding to 10, 20, and 30 percent MCAR data for the mean 
intercept (tcq) show a negligible bias of 0.004, -0.023, and -0.013 from the population 
parameter, respectively, and the bias of the corresponding standard errors from the 
population parameter is close to zero. The remaining parameter estimates and their 
corresponding standard errors have negligible bias at the 90 percent confidence interval (e.g., 
less than 1.64xa, where d is the standard error associated with the estimate). Thus, under 
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MCAR pattern, the percentage of incomplete data does not induce bias, but it does increase 
standard errors. This suggests that the EM-algorithm recoups data without producing bias in 
the estimates and corrects their standard error. 
For the Pattern I sample, the estimates without using covariates showed a bias of 0.09 
for 7io and .05 for n\, the variance for the intercept is biased in about nine percent, but the 
variance for the slope showed a negligible bias of -0.17. The ML estimates using the LGC 
model have the largest amount of bias for the population parameters, among all estimates 
from the remaining samples when using the EM-algorithm. In addition, we conducted 
imputations with covariates with no significant improvement (analyses not shown). Overall, 
the absence of covariables for the imputation model produced a bias in parameter estimates 
for the Pattern I sample. The covariates used do not explain the missing data mechanism. 
For the Pattern n sample, 25 covariables were used for the imputation model as 
documented in Table 3.2 and explained in section 3.1. The bias for the mean intercept and 
slope was negligible, -0.05 and 0.02, respectively, and the bias for the variance for the 
intercept and slope were 0.74 and -0.06, respectively, suggesting that the bias is negligible. 
The biases for the standard errors are also negligible. Overall, the EM-algorithm imputed 
good quality data using covariates in the imputation model and parameter estimates were 
unbiased. The covariates used successfully explained the missing data mechanism. 
3.33. Multiple imputations (MI) 
In the case of MI, several data sets (]c=5 or 10, depending on the sample) were 
simulated. For a better performance of the MI method a logarithmic transformation of the 
outcome was used to reduce the amount of kuitosis (e.g., logty + .05] ). After the imputation 
the exponential function to recover the original values to fit the LGC model were used. After 
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obtaining the estimates from all models for each data set, computations of the new estimates 
using Rubin's rules described in section 2.4.2 are given in Table 3.4. The bias for the LD 
estimates according with the model (2.3) are 
*0.963-0.973' "-.OlO" 0.943-0.979" -.036' 
0.978 - 0.973 0.005 0.924-0.979 -.055 
0.930 - 0.973 -.043 0.798-0.979 -.181 
0.896-0.973 = -.077 and [n, — 0.979] = 0.527-0.979 = -.452 
0.918-0.973 -.055 0.465 -0.979 -.514 
0.977 - 0.973 0.004 0.866-0.979 -.113 
0.954 - 0.973 -.019 0.795-0.979 -.184 
where TCb denotes the mean intercept and K\ denotes the mean slopes for the models fitted for 
the data sets 10 MCAR (it=5), 20 MCAR (Jt=5), 30 MCAR {k=5). Pattern I (feS), Pattern I 
(A:=10), Pattern n (A:=5), and Pattern 11 (ik=10), respectively (see Table 3.4). 
For the MCAR samples at 10, 20, and 30 percent of missing values with k=5 data 
sets, the bias for the mean intercept (tCq) is -0.01,0.005, and -0.43, respectively, and the bias 
for the mean slope (tci) is -0.036, -0.055, and -0.181, respectively. A bias of eighty one 
percent for the variance of the mean for the 30 MCAR sample is observed and no significant 
bias for the remaining parameters. Among the MCAR samples, the MI method generated 
unbiased estimates for the 10 and 20 MCAR model. However, for the 30 MCAR sample, the 
estimates for the variance of the intercept and mean slope are biased for the universe. 
For the Pattern I sample, ML estimates with k=5 and 10 samples were obtained to 
observe the impact of the number of replications of the data sets on estimates. For this case 
we observed no significant gain in variation and for both samples. Pattern I (^5) and Pattem 
I (fcrlO), the estimates remain similar. For example, estimates are unbiased for the mean 
intercept, and biased for the mean slope for both Pattem I (fc=5 or 10). Overall, observations 
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showed estimates are not improved when using more than five simulations and, in addition, 
MI without covariates imputes values that cause some degree of bias for the estimates in a 
LGC model. It is likely that the use of covariates improves quality imputations and the 
Pattern n sample is designed to observe the benefit of adding covariates to the imputation 
model. 
For the Pattern n sample, we also ran two options with five and ten data sets, h=5 or 
10. Similarly no important gain was observed when using more data sets and we suggest for 
this case that k=5 is enough to produce reliable estimates. From expression (3.4), we learned 
that the bias of estimates for the mean and slope were unbiased for the universe (e.g., the bias 
for the mean and slope are less than 0.23, and 0.16, respectively); however, the variance for 
the slope is biased. Overall, MI with ik=5) provided acceptable estimates and the 
improvement of quality estimation may be associated with the covariates used in the model 
imputation; increasing the number of simulations did not change the bias of the estimates. 
MI provided acceptable parameter estimates with some concern regarding the 
variability of the variance for the slope. MI provided less biased estimates than LD, yet 
estimates obtained with data imputed with the EM algorithm gave closer estimates than MI to 
the population parameters. In addition, we observed that the X'is high compared to the 
universe, possibly due to a high level of variability of the imputed data. 
3.3.4. Full information maximum likelihood (FIML) 
As described in section 2.4.3. FIML does not fill in values where they are missing, 
instead it uses all possible available data. For the portions that are complete, a covariance 
matrix is computed. A maximum likelihood function for the collection of all possible 
covariances is maximized and ML estimates are generated. FIML method is a practical 
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approach for handling missing values. The idea is to utilize all available information that is 
complete and produce several covariance matrices that are incorporated into a maximum 
likelihood function to produce an optimal solution. FIML produces estimates for structural 
models and in particular the LGC model fitted for each case are provided in Table 3.4 and the 
bias with respect to the universe is estimated in expression (3.5) 
[rto-0.973] = 
0.976-0.973 
0.961-0.973 
0.970 - 0.973 
0.854-0.973 
0.978-0.973 
0.003 0.976-0.979 -.003 
-.012 0-949 - 0.979 -.030 
-.003 and [jc, -0.979] = 0.977-0.979 = -.030 
-.119 0.688-0.979 -.291 
-.005 0.960 - 0.979 -.019 
. (3.5) 
where tcq denotes the mean intercept and tCi denotes the mean slopes for the models fitted for 
the data sets 10 MCAR, 20 MCAR, 30 MCAR, Pattem I, and Pattern II respectively (see 
Table 3.4). 
For the five samples, we found no bias of the estimates: the bias is below the 
threshold of 0.23 for the mean intercept. Meanwhile, for the variance for the intercept, mean, 
variance of the slope, and covariance, (<t)i2), for the data set Pattem I were biased, while the 
others remained unbiased for the universe. This suggests that the bias increased when the 
mechanism of missing data was not MAR, which still is the most difficult situation for 
methods that handle missing data. Notice that FIML did not include covariates for the 
imputation model, and the actual structural model became the imputation model when some 
covariates were incorporated. However, the efficiency of FIML is noticeable for generating 
unbiased estimates for the universe, under the situation of MCAR and Pattem 11. 
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3.4. Discussion of Imputation Methods with Complete Case Analysis 
The experiments with missing data clarified some aspects of data imputation methods 
and suggested new questions. First, not surprisingly, the LD method generated unbiased 
estimates for MCAR conditions. However, the standard error of the estimates increased as 
the number of incomplete cases increased. These experiments suggested that for low 
percentages of missing data the LD method provided good estimates with the only concern 
that the standard error increased as the number of cases decreased. Although, the MCAR 
condition occurs least frequently in the "real world," it can be generated as a result of a 
planned design where measures are taken at random. In general, in longitudinal studies data 
are most likely lost for specific reasons; for example, adolescents who drink at a high level 
probably do not want to report anything on that measure, or they simply drop from the study 
due to multiple conduct problems. 
We also observed the ML estimates for the LGC model: the EM and FTML estimates 
were unbiased for the universe parameters for practically all data sets except for Pattern I. 
Since EM and FIML are maximum likelihood based methods, it is likely that EM provides 
good quality imputations, particularly when using covariates and FIML uses the information 
available efficiently. It is possible that the EM-algorithm uses the monotonic pattern 
property (Gelman et al. 1995) that helps improve good quality imputations for longitudinal 
data as compared to MI. The monotonic pattern property is critical in longitudinal data when 
using the EM-algorithm; in cross sectional data, the EM method would produce good quality 
imputations whenever the monotone pattern property could hold. 
Overall, we observed in these experiments that providing covariates for the 
imputation model helped provide good quality imputations. The Pattern I sample did not 
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have any covariates in the imputation model and EM-algorithm and MI provided poor 
imputations, whereas the Pattern U sample included several covariates in the imputation 
model and the parameter estimates were not biased for the universe. The p>oor quality of 
imputations in Pattern I was associated with the lack of knowledge of the missing data 
mechanism. 
Meanwhile in the Pattern n sample, the missing data mechanism was explained by 
the covariates. As Graham and Schafer (1999), Russell et al. (2000), and Schafer (1997) 
state, good quality imputations might be generated when the analyst uses adequate covariates 
in the imputation model. That is, even when data are NI it is better to assume that data are 
MAR to improve data imputation, for both EM algorithm and MI. This suggests that even in 
a wrong assumption, the EM-algorithm or the MI method provides better quality imputations 
than using LD data. Moreover, when data are MAR (i.e., the mechanism that explains the 
missing pattern is accessible), EM and MI provide good quality imputations. 
On the other hand, in previous experiments five data sets are enough to provide 
unbiased estimates. Schafer (1997) states, for MI methods, between 5 to 10 data sets are 
enough to provide reliable estimates. In previous examples we found that ^=5 imputations 
was enough to get adequate estimates, and going beyond that did not yield significant 
improvement. The point estimates and the standard errors did not decrease when we used 
more data sets. However, when the amount of missing data is close to SO percent, it is quite 
possible ±at more than five data sets are needed. 
Overall, in these experiments for MI we observed some degree of difficultly in 
producing good quality imputations. One possibility is that we are using MI under the 
assumption of multinormal (MVN) distribution; even when we use logarithmic 
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transformations to decrease the amount of kurtosis, we still cannot correct this assumption. 
We want to address the issues of robustness conditions for MI, that is, assess if the imputed 
values under normality conditions will be more effective than under non-normed conditions. 
These topics are included in Chapter 4. 
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CHAPTER 4. IMPUTATIONS WITH REAL AND SIMULATED DATA 
When conducting imputations with real data we do not know the population 
parameters, as described in Chapter 3, so that one way to assess data quality imputations is 
by comparing the parameter estimates from listwise deletion with the imputed data. It 
becomes relevant to understand the missing data mechanism that explains discrepancies 
between estimates obtained with the LD method and imputed data. 
This chapter addresses three issues, 1) how to analyze real data, 2) how missing data 
can be recovered when data are normal, and 3) what happens with the estimates when data 
are not normal and we use methods that assume normality. In addition, in this chapter some 
strategies are discussed to identify situations when data are missing completely at random 
(MCAR), missing at random (MAR), and noningnorable (NT) missing. 
The second theme in this chapter is the assessment of the ability of imputation 
methods for recovering missing data under multivariate normality (MVN) and non-MVN 
distribution. For this purpose we obtain the sample covariance matrix and use it to generate 
200 data sets that fit the LGC model with linear effects, as proposed in equation 2.23. In 
addition, using the simulated data sets, three pattenis of missing data mechanisms are 
generated in a similar manner as described in Chapter 3: missing completely at random 
(MCAR), deletion of heavy drinkers (Pattern I), and deletion of clusters of disadvantaged 
families (Pattern II). The imputation methods revised in this chapter include Expectation 
Maximization (EM) algorithm, full information maximum likelihood (FIML), and multiple 
imputations (MI) tested for each pattern of missing data. 
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4.1. Real Data and Imputed Data Analyses 
The following two sections evaluate the relevance of imputation methods for actual 
situations. The first section uses results from Chapter 3 to illustrate what happens when we 
analyze Table 3.4 from a different perspective; in this scenario, the sample size is 369. 
However, in actual situations we do not have the population parameters and usually start the 
analyses using the listwise deletion method (LD) and regular statistical models. An 
interesting aspect of this section is evaluating the performance of imputation methods under 
MCAR, Pattern I, and Pattern II conditions. The second section uses the complete sample 
that includes 451 cases including item-missing values. Then, the LD method coincides with 
the universe from Chapter 3. The ability of imputation methods to recover missing values is 
evaluated by observing discrepancies in parameter estimates. 
4.1.1. Revisiting previous results from a dilTerent perspective 
Suppose for a moment that in Table 3.4 we do not have the population parameters as 
reference. The comparisons between estimates depend on the assumptions we are able to 
make. For example, if data are MCAR, the difference between parameters obtained from 
imputed data and the LD method is close to zero, but the estimates for error terms will be 
inflated for the LD method when compared with the estimates from imputed data. Thus, the 
difference between estimates of the standard errors from the imputed values minus the 
estimates from the LD method is negative. Table 4.1 shows the difference between 
estimates from imputed data minus the LD method. For example, for the MCAR cases the 
mean intercept for the EM method minus the mean intercept for the LD method is -.074, 
(tCo^m - Jto,LD = .960-1.034 = -.074). The 95 percent confidence interval using the LD 
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Table 4.1. Bias compared to LD parameters 
Intercept Standard Slope Standard 
(Jto) Error (JCl) Error difference 
MCAR 
1.964 X S.E.(7Ci. 30 MCAR )'' ±0.365 ±0.229 
EM -.074" -.045 -.114 -.021 5.18 
MI -.104 -.045 -.259 .023 13.77 
FIML -.064 -.047 -.080 -.017 4.32 
Pattern I 
1.964 X S.E.(7Ci. Pattem I ) ±0.232 ±0.110 
EM .392 .025 .710 .039 29.31 
MI .403 .016 .308 .300 -47.69 
FIML .361 .019 .469 .023 -8.33 
Pattem n 
1.964 X S.E.(7ti. Pattern n) ±0.218 ±0.200 
EM .278 .029 .131 -.006 16.74 
MI .335 .029 -.003 .058 5.55 
FIML .336 .031 .091 .000 -15.17 
a. The difference is computed as current parameter minus the corresponding parameter using LD 
method. For example, .960 - 1.034 = -.074. 
b. For example, for a 95% CI error terms are 1.964 x 0.186 = 0.365 and 1.964 x 0.117=0.229. 
method for the mean intercept is (0.669, 1.399), and for the mean slope is (0.828,1.286). 
None of the estimates obtained from the imputation methods are biased. However, FIML 
estimates show the least bias when compared to EM, and MI estimates. 
If data are missing according to Pattern n, we expect some degree of bias in 
parameter estimates. This bias follows from the listwise deletion method not including 
relevant information, the missing pattern deleted observations of alcohol drinking for 
adolescents belonging to disadvantaged families. It is expected that estimates will be biased 
when using the LD method and error terms will be inflated when compared to estimates from 
imputed data. In Table 4.1 we observe the parameter estimates for the intercept are biased; 
meanwhile, estimates for the slope remain unbiased with respect to the LD method. 
However, notice that under the Pattern I condition estimates fi^om the LD method are biased. 
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since we are losing relevant information that biases the estimates. It makes better sense to 
consider estimates from imputed data as a baseline model and to use these estimates to 
compare with LD estimates. Finally, observe that among the imputation methods, MI offers 
the least amount of bias when compared to EM and FIML. 
The most difficult situation occurs when data behave like Pattern I. This is the case 
when observations are deleted when the amount of drinking is high by 9"* grade. A random 
sample of heavy drinkers has been deleted and recovering this kind of missing data becomes 
a challenge. Since we know that most heavy drinkers are not in the sample, we expect 
trajectories with a low intercept and slope. From Table 4.1 we observe that estimates for the 
mean intercept and slope have a positive bias when compared to LD, which means that 
estimates obtained from imputed data serve to correct the bias caused by missing data but the 
bias still is significant. Even when the missing data mechanism is unknown, imputation 
methods make an effort to correct this bias with limited success. 
Overall, from this exercise when data are lost under MCAR conditions, it is more 
likely that EM, FIML, or MI can get unbiased estimates, and their standard errors will be less 
inflated due to missing values. Under Pattern U conditions, we know the missing data 
mechanism and using covariates to recover missing values imputation methods successfully 
recovers estimates. FIML and MI provide less bias with the advantage that multiple 
imputations provide data sets with no missing values that can be used for further analyses; 
meanwhile, FIML does not provide values for the incomplete observations for further 
analyses and this method is limited to structural equations models. 
In real situations we must make some assumptions in order to impute data 
successfiiUy; the most difficult situation is to distinguish when the missing data mechanism is 
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MCAR or nonignorable. One possibility, as suggested by Russell et al. (2000) is to use 
logistic regression, where the outcome is observed (a value of 1) or missing (0), and the 
observed covariates are the predictors. Under MCAR condition, means of observed and 
missing data (after imputation) are similar, and the logistic regression shows little 
significance to predict whether a value is observed or missing. Under MAR condition, 
means from observed and missing data (after imputation) show significant differences, and 
the covariates from the logistic regression model show an ability to predict missing values. 
Under nonignorable mechanism, means from imputed and original data are significantly 
different, whereas the predictors from a logistic regression model show no ability to predict 
missing values. The previous exercise suggests that in real simations we want to assess the 
pattern associated with the missing data mechanism. This is an important issue that will aid a 
better understanding of how imputations methods help recover missing data. 
In the next section we discuss what happens when using the 451 cases from the lYFP 
data that include incomplete cases. What strategies must be followed to understand the 
missing pattern mechanism? How can imputations methods help recover missing data and 
evaluate bias in parameter estimates, if any? 
4.1.2. Real data analysis 
When analyzing actual data we want to know the pattern of the mechanism of 
incomplete data. We would like to assess whether data are MCAR, MAR, or NI in order to 
select the appropriate method to recover missing data. There is not much concern when a 
small percentage of the elements in the sample are missing (about 5 percent or less). For 
practical purposes, imputing the missing values with the mean, finding a similar observation 
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using available data, or deleting the sample with incomplete observations lead to similar 
results with no significant bias for the estimates. In this example, about 20 percent of the 
sample have incomplete data so we need to determine the missing data mechanism associated 
in this sample. 
Unfortunately there is no single test to answer this question; instead there are series of 
analyses and assumptions that researchers must complete. A starting point is to conduct 
basic descriptive analyses that give an idea of the mechanism associated with the incomplete 
data. 
In this section, we use lYFP data that includes 451 families as described in section 
3.2, four waves of self report measures of adolescents' alcohol use and problems from 1989 
to 1992, and 25 covariates measured as an average of 1989 and 1990. Using a LGC model as 
specified in Equation (2.23) we described a linear trend of alcohol use over time by including 
a mean intercept and slope. The methods for handling missing data included EM-algorithm, 
MI, and FIML as described in section 2.4. 
Basic descriptive analysis in Table 4.2 indicates that high frequencies of incomplete 
data occur for the measures of target alcohol use and problems, mother, and father alcohol 
problems in 1990, 1991, and 1992, that reduce the sample to 369 cases with complete 
observations. In addition, the mean and standard deviation using a LD sample and all 
available cases are not significantly different; for example, the means for the variable TAP91 
are 2.808 and 2.860, respectively, and the difference is not significant. 
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Table 4.2. Descriptive statistics using original and imputed values' 
Listwise Deletion (n=369) All available information 
Label- Min. Max. Mean Std.Dev N Mean Std.Dev Count^ 
TAP89 .00 23.00 1.003 2.708 451 1.020 2.710 0 
TAP90 .00 44.66 1.471 4.159 424 1.479 4.073 27 
TAP91 .00 36.99 2.808 5.438 391 2.860 5.448 60 
TAP92 .00 33.64 4.224 6.183 403 4.274 6.149 48 
MALCPR .00 15.98 .433 1.198 428 .415 1.151 23 
FALCPR .00 12.65 1.130 1.958 428 1.125 1.904 23 
SALCUS .00 13.50 1.412 2.501 451 1.401 2.504 0 
SALCPR .00 20.33 1.292 3.110 451 1.275 3.064 0 
MTOUS .00 40.00 4.045 8.638 451 4.224 8.873 0 
FTOUS .00 55.00 7.885 12.335 451 7.966 12.208 0 
STOUS .00 9.00 .618 1.540 451 .646 1.608 0 
HARSH 4.00 22.50 9.556 3.463 450 9.701 3.549 1 
NURTU 11.00 42.25 24.344 5.123 450 24.109 5.138 1 
MGMT 10.00 27.00 19.891 3.056 450 19.591 3.106 1 
FDEV 6.00 14.00 7.223 1.464 451 7.208 1.450 0 
MDEV 6.00 12.00 6.709 1.111 451 6.670 1.059 0 
TDEL .00 12.50 1.222 1.961 451 1.132 2.356 0 
TDEV 6.00 18.00 7.659 1.680 451 7.670 1.700 0 
SDEV 6.00 17.00 8.108 2.247 451 8.135 2.276 0 
PALCUS .00 3.00 .510 .647 451 .499 .646 0 
PTOUS .00 3.00 .388 .581 451 .379 .595 0 
PDEL .00 14.00 2.314 2.312 451 2.370 2.358 0 
TGPA .72 8.88 3.047 .781 451 3.011 .774 0 
TSCH 8.50 19.00 15.355 1.856 451 15.192 2.048 0 
TDEP 11.00 40.00 17.024 4.978 451 17.204 5.197 0 
PEDUC 10.50 20.00 14.149 1.987 451 14.033 1.974 0 
PCFINC 1.60 3.83 2.547 .316 451 2.530 .338 0 
FPRES 22.05 86.05 42.617 11.365 450 42.196 11.053 1 
TSEX 0 1 .463 .499 451 .477 .500 0 
Measures are the average of two consecutive years in 1989 and 1990. 
^ Labels are explained in Table 3.2. 
^ Count of missing values in the sample. 
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Table 4.2. (Continued) 
Multiple Imputations'* (n=451) EM-algorithm (n=451) 
Label^ Min. Max. Mean Sld.Dev Min. Max. Mean Std.Dev 
TAP89 .00 23.00 1.020 2.710 .00 23.00 1.020 2.710 
TAP90 -.04 44.66 1.399 3.962 -.05 44.66 1.436 4.059 
TAP91 -.03 36.99 2.611 5.212 -.05 61.30 2.794 6.062 
TAP92 -.01 78.17 4.209 6.945 -.05 1094.41 7.110 55.535 
MALCPR -.01 15.98 .397 1.123 -.05 15.98 .403 1.126 
FALCPR -.81 12.65 1.125 1.862 -2.18 12.65 1.119 1.895 
SALCUS .00 13.50 1.401 2.503 .00 13J0 1.401 2.504 
SALCPR .00 20.33 1.275 3.064 .00 20.33 1.276 3.064 
MTOUS .00 50.00 4.224 8.873 .00 50.00 2.703 8.873 
FTOUS .00 55.00 7.966 12.208 .00 55.00 7.966 12.208 
STOUS .00 10.00 .646 1.608 .00 10.00 .646 1.608 
HARSH 4.00 22.50 9.702 3.545 4.00 22.50 9.701 3.546 
NURTU 11.00 42.25 24.107 5.132 11.00 42.25 24.112 5.134 
MGMT 9.00 27.00 19.591 3.102 9.00 27.00 19.595 3.110 
FDEV 6.00 14.00 7.208 1.450 6.00 14.00 7.208 1.450 
MDEV 6.00 12.00 6.670 1.060 6.00 12.00 6.709 1.059 
TDEL .00 24.00 1.318 2.356 .00 24.00 1.318 2.356 
TDEV 6.00 18.00 7.670 1.700 6.00 18.00 7.670 1.700 
SDEV 6.00 17.00 8.135 2.276 6.00 17.00 8.135 2.276 
PALCUS .00 3.50 .490 .646 .00 3.50 .499 .646 
PTOUS .00 3.50 .379 .594 .00 3.50 .379 .595 
PDEL .00 14.00 2.370 2.356 .00 14.00 2.369 2.358 
TGPA .72 8.88 3.011 .774 .72 8.88 3.012 .774 
TSCH 4.00 20.00 15.192 2.048 11.20 20.00 15.192 2.048 
TDEP 11.00 40.00 17.20 5.197 11.00 40.00 17.204 5.197 
PEDUC 9.00 20.00 14.03 1.974 9.00 20.00 14.033 1.974 
PCFINC .35 3.83 2.530 .338 0.35 3.83 2.530 .338 
FPRES 22.05 86.05 42.192 11.041 22.05 86.05 42.194 11.044 
TSEX .00 1 .477 .500 0 1 .477 .500 
Average of five data sets. 
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Before conducting any imputation procedure we prepared the data with the 
understanding that either incomplete observations occurred because respondents intentionally 
forgot to answer a particular item or occurred at random. We do not want to impute data 
when imputation contradicts the incompleteness of the data; for example, when there is a 
skip pattern in the questionnaire or when some questions do not apply to the respondent, for 
example, when we might want to impute a job satisfaction measure but the person does not 
have a job. In these situations, data is incomplete because this is the nature of the data. 
In the current data for this study, it makes sense to impute incomplete data; there was 
a reason for incompleteness when adolescents did not report alcohol use, or at least we have 
to make such an assumption. After observing high kurtosis for the outcome we apply the log 
transformation to help the algorithms in a rapid convergence. After the imputation process is 
completed data are transformed back to their original values by using the exponential 
function. Using Missing Value Analysis (MVA) implemented in SPSS 7.5 (see Appendix IV) 
the EM-algorithm converged in 11 iterations and generated a single complete data set. 
We use the NORM program, to perform (k=5) multiple imputations (Schafer, 1999). 
The MI method uses the EM estimates as initial parameters and generates five complete data 
sets in (II X 5 x 2) 110 iterations. Schafer (1999) recoimnends duplicating the number of 
iterations that the EM-algorithm takes for converging to generate the first data set to 
guarantee independent samples; in our example the EM-algorithm takes 11 iterations. 
The method we use in the data augmentation step is the prior noninformative 
distribution option, the ridge prior to the hyperparameter 1 option is reconmiended when the 
covariance matrix presents some multicolinearity problems. A final verification step is to 
observe a plot of the worst linear fiinction of parameters that generates a time series plot. A 
worst linear function plot shows no particular trend, only random noise, and the sample 
autocorrelation function (ACF, not shown) plot with lagged observations shows a rapid 
decline after the first iteration, with one or two correlations high and after that the 
correlations suddenly decrease. When the algorithm has some degree of difficulty in 
converging the ACF plot shows a slow decline, and the correlations do not die immediately. 
With these criteria we have some evidence that the algorithm converged efficiently to a 
solution since in the ACF plots die after the second or third correlation. 
In both methods, EM and MI, we use 25 covariates as indicated in Table 4.2. Since 
MI uses five data sets, the descriptive statistics were obtained by averaging all parameters. 
Table 4.2 indicated that LD and EM provides similar values for the minimum, maximum, 
mean, and standard deviation. However, when comparing basic statistics from LD and MI 
we observe some problems with MI. For example, the maximum value for TAP92 is 
1094.41, the mean is 7.110, and the standard deviation is 55.535; the two values are 
significantly (£.< .001) different from the LD sample, while the remaining measures are 
similar to the LD method. 
Previous initial comparison suggests that the mechanism associated with the missing 
data is MCAR, since parameter estimates for the basic statistics are similar with and without 
imputations. Unfortunately there is no reliable statistical test to prove such a conclusion. The 
MVA module in SPSS 7.5 provides Roderick J. A. Little's chi-square test for MCAR pattern; 
however. Hill (1997, p. 43) suggests some caution in using this test. In some simations we 
might observe that the basic statistics differ significantly with and without imputations by 
using a t-test, suggesting that the pattern is not MCAR. When data are not MCAR, the next 
step is to verify if the data are MAR, unfortunately no test assesses such an assumption. 
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Finally, the worst case scenario is to assume that the mechanism of missing data is 
nonignorable, but again there is no test to distinguish this situation. A good discussion of this 
point is presented by Schafer (1997, pp. 135-145). 
Table 4.3 shows parameter estimates for the LGC model comparing LD, EM-
algorithm, MI, and FIML methods. The estimates for the MI method are obtained using 
Rubin's (1987) rules, as explained in section 2.4.2 in this thesis. For the missing data 
mechanism associated with this data set MCAR seems reasonable; the assumption can be 
made from basic descriptive statistics. Table 4.2, and looking at the parameter estimates in 
Table 4.3. If data are MCAR, estimates from the LD method are unbiased when compared to 
EM, MI, or FIML, in addition, standard errors for the imputed data are smaller than with the 
LD method. For example, using FIML estimates the mean intercept shows little bias with 
respect to LD, TCO.FIML- i^.u) = -980 - .973 = .007; the standard error for the mean intercept 
using LD 
is inflated when compared to FIML, S.E.(7i:O.LD) > S.E.(7CO.FIML) or 0.140 > 0.127. Similar 
reasoning can be used when comparing the mean slope and the corresponding variance. 
One of the EM-algorithms is performed using MVA in SPSS 7.5 and the other using 
Schafer's (1999) NORM program. Interestingly Schafer's EM-algorithm provides parameters 
with less bias and variance, as compared to MVA-SPSS' EM-algorithm. 
MI uses five data sets, but actually three data sets are enough, since the amount of the 
missing values is about 20 percent, and there are no serious concerns about normality. 
Among the models adjusted using imputations methods, FIML resulted in less bias of 
estimates and smaller standard error when compared to LD estimates; a closer competitor is 
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Table 4.3 ML parameter estimates (and standard errors) for LGC model comparing LD, 
EM, MI, and FIML 
intercept slope 
JCl 
Cov. 
Mean Variance Mean Variance <l>12 *'(5) RMSEA N 
Listwise 
Deletion 
0.973 6.514 
(.140) (0.813) 
0.979 2.398 
(.097) (0.296) 
-0.18 
(0.37) 
27.98* 0.11 369 
EM-algorithm'"^ 0.941 5.353 
(.153) (0.691) 
0.893 2.296 
(.092) (0.290) 
0.43 
(0.35) 
29.50* 0.10 451 
EM-algorithm 
(S)'-' 
0.957 5.469 
(.126) (0.731) 
0.905 2.270 
(.095) (0.327) 
0.48 
(0.39) 
21.48* 0.09 451 
MI (it=5)' 0.955 4.630 
(.126) (0.838) 
0.824 1.968 
(.108) (0.523) 
1.17 
(0.55) 
94.18* 0.16 451 
FIML 0.980 6.209 
(.127) (0.744) 
0.989 2.285 
(.091) (0.283) 
-0.12 
(0.36) 
36.14* 0.12 451 
~ EM-algorithm implemented in SPSS (HitI, 1997). 
^ EM-algorithm implemented by Schafer (1999). 
* significant p < .0001. 
MI as well as EM. The smaller chi-square score among imputation methods is provided by 
the EM-algorithm, both SPSS' and Schafer's. 
Since in this example the missing data mechanism is likely to be MCAR, all 
imputation methods provide unbiased estimates and smaller standard errors when compared 
to LD. The least unbiased estimates and best fit are obtained by the FIML method, with the 
closest competitors the MI and EM-algorithm. The disadvantage of the FIML approach is 
that there are no actual imputed data so that regular analyses, other than structural equations, 
cannot be performed. 
In other situations, when data are MAR or NI missing, little is known on how 
imputation methods could be affected if data are not normal, though possibly some methods 
would perform better than others. In the next section we explore robustness conditions 
against violations to normality using a simulation approach. We study the conditions MCAR, 
Pattern I, and Pattern n on simulated normal and nonnormal data. The next section explores 
how imputation methods are affected by violations of normality, and the efficiency in 
recovering missing data for the three mechanisms under study. 
4.2. Simulated MVN Data 
The simulations followed a LGC model as described in equation (2.23) with a linear 
trend. In addition, the sample covariance matrix, mean, and standard deviations were 
obtained from the EM-algorithm using the NORM program (Schafer, 1999). Also, we 
selected ten covadates correlated with the outcomes. The selected covariates include father 
alcohol problems, sibling alcohol problems, peer's alcohol use, negative affect, positive 
affect, management, target's delinquency, peer's delinquency, target deviant values, and 
gender. Section 3.1 provides a detailed description of these variables. The selection of these 
variables is based on the observed correlation with target's alcohol use. We simulated the 
normal and nonnormal data based on a LGC model and the covariance matrix. Each data set 
contains 450 observations and generates 200 data sets of size 450 that are random variations 
of the original data under multivariate normal (MVN) distribution (see Appendix I a). Each 
data set is complete with no missing values, has a similar covariance matrix to the original 
one, and contains 14 variables (four for adolescent's alcohol use at four time points, 10 for 
the covariates). In the non-normal multivariate (non-MVN) distribution, a similar program is 
written in EQS 5.1 using a contamination factor of 5 (Berkane & Bentler 1988) that 
generated 200 data sets of size 450 (see Appendix I b). For both cases MVN and non-MVN 
we generate data sets that are called relative universe, which does not make reference to the 
universe or the population in the statistical sense. 
68 
4.2.1. Construction of patterns 
The patterns under study include MCAR, Pattern I, and Pattern II; on the average, 
each pattern has 30 percent missing cases. For the MCAR pattern each data set is selected by 
drawing a random sample in a manner that shows a stair step pattern. For example, the 
sample number 36 shows 450 (0% missing) cases that are fully observed for the variable 
target alcohol use by 1989, 34 (7.6%) cases are lost in 1990, 51 (11.3%) cases are lost in 
1991, and 73 (16.2%) cases are lost in 1992. This sample contains 311 complete cases that 
represent 31 percent of 450. The program that randomly selects cases without replacement is 
shown in Appendix n. On average, the 200 samples for this pattern have 32 percent missing 
cases. 
To generate a sample according to Pattern I for each data set we find the median at 
year 1991 (the third wave of measurement). All observations with a higher measure for this 
year are eligible for deletion. We obtain a random sample from the population of heavy 
drinkers in such a manner that the number of incomplete cases is approximately 30 percent. 
For example, sample number 1 has 450 (0% missing) observations of alcohol use by 1989, 
85 (18.9%) cases are lost in 1990, 89 (19.4%) are lost in 1991, 94 (20.9%) cases are lost in 
1992. This sample contains 321 complete cases representing 29 percent of 450. We use the 
same S AS macro program for selecting a random subsample from the population of heavy 
drinkers as shown in Appendix II. On the average for this pattern, the 200 samples have 29 
percent missing values. 
The sample for Pattern U was built using cluster analysis. For each data set we use a 
cluster analysis to identify the more disadvantaged families. Using the Ward (1963) method, 
we select three clusters using cubic clustering criterion (Sarle, 1983). Ideally, the cluster of 
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disadvantaged families shows high scores of family alcohol use by mother, father, and 
siblings, a high number of peers who use alcohol, poor parenting practices, high scores in 
delinquency measures for target and peers, and high scores for target deviant values. For the 
clusters of disadvantaged families we select a random sample of the target's alcohol use to be 
missing in such a manner that produces a stair step pattern of missing cases, in a very similar 
manner to real situations when data have attrition problems. For example, in data set number 
1, we observe all adolescents alcohol use scores in 1989, 17 (3.8%) cases are missing in 
1990, 37 (8.22%) in 1991, and 51 (11.3%) in 1992, producing 367 complete cases that 
represent 18 percent missing cases. On the average, this pattern has 22 percent missing cases 
over the 200 data sets. 
For the non-MVN data, the patterns are produced in a similar manner as in the MVN 
case, with the exception of Pattern n. Non-MVN data produce outliers that distort the good 
performance of cluster techniques. To correct this problem, first, we identify in each data set 
the outliers which are then grouped. Second, with the remaining observations we use cluster 
techniques as previously described and again form three clusters to identify the 
disadvantaged group. Finally, the outliers are added to the disadvantaged group and a random 
sample is selected from this group to delete the corresponding score of adolescents' alcohol 
use. 
In the imputation phase, we use the MVA-SPSS 7.5 program to run the EM-algorithm 
and generates 200 datasets for each pattern; a sample program is shown in Appendix IV. For 
the FIML case, the M-Plus program (Muth^n & Muth6n, 1998) was tested against AMOS 4.0 
(Arbuckle, 1999) with both programs giving the same results. A sample program for M-Plus 
is shown in Appendix HI a, and for AMOS is shown in Appendix III b. Finally for MI, using 
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the NORM 2.02 program (Schafer, 1999), we generate five complete data sets from each one 
of the 200 models. In total, for the MVN case there are 5000 generated models, and the same 
quantity for the non-MVN case; consult Schafer and Olsen (1998) for a detailed 
documentation of NORM 2.0 program. To analyze complete data, we used PROC CALIS 
and created a SAS program to evaluate 200 LGC models in one step (see Appendix m c). 
4.2.2. Results for MCAR, Pattern I, and Pattern II data 
The mean values of parameter estimates from 200 data sets under multivariate normal 
(MVN) distribution are shown in Table 4.4. In the first row appear the average of estimates 
of the population parameters for the mean intercept, slope, covariance, standard errors, and 
variances. Comparing the listwise deletion (LD) method against the universe in this table for 
the MCAR pattern we find the parameters are unbiased for the mean intercept and slope. In 
addition, the standard errors increase as a consequence of having fewer cases available. This 
is a potential threat to social research, since some paths that are potentially significant 
become eventually non significant when using the LD method. 
Estimates for Pattern I are biased for the (relative) universe. Not surprisingly the 
mean intercept and slope are underestimated, since the cases that we lost represent a 
population of heavy drinkers. The LD parameters are biased for the universe and they are a 
bad baseline since in real situations the universe is not available. 
The 95 % CI for the mean intercept and slope are (0.681, 1.183) and (0.725, L063), 
respectively. In the case of Pattern U, only the estimate for the mean slope lies inside this 
interval. Thus, there is a potential bias when using the LD method when data are 
Table 4.4 ML parameter estimates (and standard errors) for LGC model comparing LD, EM, MI, and FIML. Simulated 
multivariate normal data using 200 replica ions for each data set of size 450 
intercept, Jio slope, TCi covariance 
Mean Variance Mean Variance <t'l2 X'(5)  RMSEA 
Universe .932 (.128) 5.709 (.689) .894 (.086) 2.158 (.261) .177 (.330) 39.86* .12 
95% C.I. (0.681,1.183) (4.356,7.062) (0.725,1.063) (1.645,2.671) (-.471,0.471) 
Listwise Deletion 
MCAR .937 (.153) 5.678 (.833) .895 (.105) 2.145 (.316) .I95(.401) 28.46* .12 
Patterm l' .314(.141) 4.598 (.769) .192 (.090) 1.297 (.259) -.456(.372) 55.83* .18 
Pattern if 
.691 (.143) 5.589 (.775) .791 (.098) 2.126 (.295) .150(.376) 34.61* .13 
EM algorithm 
MCAR .924 (.127) 5.704 (.664) .911 (.084) 2.110 (.241) .168(.310) 47.01* .13 
Patterm l' .902 (.127) 5.462 (.644) .617 (.078) 1.610 (.214) .094(.297) 69.89* .17 
Patterrn tt^ 
.931 (.129) 5.719 (.673) .906 (.088) 2.102 (.246) .186(.315) 45.26* .13 
Ml\ k=S 
MCAR .946 (.127) 5.685 (.691) .895 (.090) 2.161 (.263) .I70(.332) 39.72* .12 
Patterm l' .936 (.127) 5.491 (.691) .603 (.083) 1.830 (.252) .047(.32l) 58.55* .15 
Patterm 11^ .946 (.127) 5.731 (.699) .884 (.087) 2.209 (.267) .206(.336) 41.01* .12 
FIML 
MCAR .941 (.127) 5.650 (.716) .880 (.090) 2.139 (.295) .191(.355) 32.73* .11 
Patterm l' .944 (.129) 5.731 (.757) .541 (.089) 1.734 (.273) -.107(.372) 46.16* .13 
Patterm 11^ .982 (.127) 5.737 (.710) .849 (.089) 2.146 (.291) .154(.350) 35.50* .11 
' Mechanism of missing data is noningnorable, 30 pet of ado escents response are incomplete due to hig 1 drinking level. 
^ Mechanism is ignorable, 30 pet for data is missing and 10 covariales were included in the imputation model. 
^ Represents the average of 120 models with k = 5 replicates. 
* Significant .0001. 
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lost accordingly with Pattern n. In addition, the standard errors are higher than the population 
parameters, since we have less data available. 
For the LD method only the MCAR pattern provided unbiased estimates, and Patterns 
I and n showed biased parameters with respect to population parameters. In all cases the 
standard errors are inflated, since less cases are available. 
In this case data imputation methods provide better estimates for the LGC model than 
the LD method. The following discussion summarizes the EM, MI, and FIML methods. First, 
we use ±e EM-algorithm to recover missing data, since this method provides a single data 
set and involves less effort for testing a model. Second, we discuss the MI method and 
evaluate its efficiency for recovering incomplete observations; this method includes the 
generation of several data sets and requires more work to generate an analytical model. 
Finally, we discuss the efficiency of FIML for estimating a LCG model that requires less 
effort than the previous methods. 
Estimates from the EM-algorithm are not biased in the MCAR and Pattern II 
conditions; actually for these two patterns parameters are very similar and show a closer chi-
square value to the average p>opulation. In addition, the standard errors are very close to the 
population parameters. Not surprisingly, estimates firom Pattern I are biased for the slope, the 
value 0.617 lies outside the 95 % CI (0.725,1.063). The reason is that most of the 
observations are lost by the second (1990), third (1991), and fourth (1992) data points; thus, 
the slope is poorly adjusted. However, even when the slope is biased, the amount of bias is 
less when compared to the LD method. This implies the idea that even with the wrong 
assumption, imputed data generate less bias than in the listwise deletion method, when data 
have a MVN distribution. 
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Estimates from multiple imputations (MI) are unbiased for both MCAR and Pattern 
n; they show less bias when compared to estimates using the EM-algorithm. The standard 
errors from MI are closer to the population values. The chi-square values are small when 
compared to EM, and the RMSEA fit index is on the average the same as the population 
value. For Pattern I the conclusions are similar to those in the previous discussions, the slope 
is underestimated, but still the bias is less than the bias from the LD method. 
FIML estimates are unbiased for MCAR and Pattern II and require less work. 
Noticeably, the difference between estimates from FIML and the universe is insignificantly 
higher than the difference between MI and the universe parameters. Moreover, the chi-square 
values are underestimated with respect to the universe. For Pattern I, the bias is still 
significant with respect to the universe; the conclusions are similar to previous patterns. The 
advantage with FIML is that this method requires less work than EM, or MI, the 
disadvantage is that this method does not fill in incomplete observations that could be used 
for further analyses. 
Overall, when data are MCAR, the three methods provided unbiased estimates and 
the least amount of bias was obtained using MI; this method obtained the least divergence 
from estimates from the universe. A near competitor of MI is either EM or FIML. 
When data behave like Pattern n, again the three methods are reliable; they provide 
unbiased estimates. When we look at the differences in more detail, the differences in 
estimates fi-om MI compared to the universe are smaller than either EM or FIML. In addition, 
the chi-square values for MI are closer to the universe than EM's or FIML's. Under MVN 
distribution, the MI parameters diverge the least from the population parameters in these 
simulations. 
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In situations similar to Pattern I, when the missing data mechanism is nonignorable 
(NT), all previous methods fail. This is the most difficult case to solve. However, MI provides 
better estimates than LD. Still in this situation, when no covariates are available to explain 
the missing data mechanism, it is better to use imputation methods than to rely on listwise 
deletion. 
An interesting point is to evaluate the efficiency of imputation methods when data do 
not have a MVN distribution. For the same patterns under study, MCAR, Pattern I, and 
Pattern n, which of the methods, EM, MI, or FIML, is more sensitive to violations of 
normality? Using simulated data we address this issue in the following section. 
43. Simulated non-MVN Data 
In social sciences frequently data do not follow a multivariate normal (MVN) 
distribution, but are skewed or have a high kurtosis. For example, adolescent's alcohol use 
has a high level of kurtosis, since the majority of adolescents do not report substance use 
scores at early ages, and a low percentage reports heavy drinking; a similar situation occurs 
with delinquency scores. In this study we evaluate how imputation methods might be 
affected by having non-MVN data. 
In section 4.2 we explained the way non-MVN data are generated by using an EQS 
program as described in Appendix I b. The patterns evaluated in this section are the same as 
in the MVN case. In Table 4.5, parameters estimates averaged over 200 models are given, the 
size of each data set is 450. The first impact of having non-MVN data is that parameter 
estimates are overestimated with respect to MVN data. The second characteristic is that the 
variance of the intercepts and slopes increases; a third characteristic is that the chi-square 
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values increases as well. This occurs because the distribution of the outcomes is non-MVN, 
long tails appears on both sides of the distribution. Thus, outliers tend to increase the 
intercepts and slopes; however, we observe that on the average the bias of parameter 
estimates of non-MVN data is consistently positive with respect to MVN data. 
For the LD method, MCAR and Pattern II show slightly different conclusions 
compared to MVN data. When data are not MVN, estimates for the mean intercept and slope 
lie within the 95% CI, with the exception of the variance of the mean intercept. Noticeably 
the standard errors for the intercept and variance are consistently higher for the MCAR case 
as compared to the universe, but Pattern n does not have this characteristic. One possible 
explanation is that on the average the amount of missing data for this pattern is 24 percent as 
opposed to MCAR with 31 percent. 
For the EM-algorithm, we observe that estimates are unbiased for all parameters in 
the model for the MCAR and Pattern n. In addition, for both patterns, parameter estimates 
are very alike and close to population parameters; the chi-square statistic increases in both 
cases, but this tendency is similar to the MVN case to a lesser degree. For Pattern I the 
conclusions remain similar to those for the MVN case. The estimate for the slope is biased 
and underestimated with respect to the universe. However, even when the Pattern I estimates 
are biased, they remain closer to the universe when using imputed data than estimates from 
the LD method. 
All estimates using the MI method are unbiased for the universe for MCAR and 
Pattern n. However, for Pattern I estimates for the mean slope and its variance have the worst 
fit and they are biased for the universe. The same conclusion can be extended for the FIML 
Table 4.5 ML parameter estimates (and standard errors) for LGC model comparing LD, EM, Ml, and FIML. Simulated 
intercept, Jio slope, 7ti covariance 
Mean Variance Mean Variance 0I2 l\5) RMSEA 
Universe 1.169 (.194) 13.365(1.576) 1.081 (.133) 5.314 (.619) 1.240(.76I) 46.00* .13 
95% C.I. (0.789,1.549) (10.276,16.454) (0.820,1.342) (4.101,6.527) (-2.52,2.732) 
Listwise Deletion 
MCAR 1.178 (.234) 13.437(1.890) 1.073 (.160) 5.384 (.745) 1.189(.901) 38.62* .14 
Pattern l' 0.319 (.183) 7.712(1.315) 0.200 (.117) 2.135 (.450) -.737(.639) 60.65* .18 
Pattern 11^ 0.812 (.187) 9.202(1.282) 0.882 (.129) 3.698 (.504) .586(.617) 40.23* .14 
EM algorithm 
MCAR 1.156 (.194) 13.319(1.510) 1.098 (.130) 5.343 (.580) 1.261 (.715) 62.89* .15 
Pattern l' 1.126 (.193) 12.739(1.450) 0.750 (.119) 3.983 (.503) 1.037 (.667) 92.23* .19 
Pattern 1.153 (.194) 13.550(1.509) 1.107 (.127) 5.233 (.560) 1.252(.698) 61.78* .15 
Ml', k=5 
MCAR 1.176 (.194) 13.525(1.560) 1.076 (.133) 5.218 (.610) 1.313(.750) 50.51* .14 
Pattern l' 1.152 (.193) 12.835(1.517) 0.742 (.123) 4.113 (.544) .994(.711) 81.93* .19 
Pattern 11^ 1.175 (.196) 13.802(1.541) 1.088 (.128) 5.090 (.577) 1.202(.719) 55.61* .14 
FIML 
MCAR 1.178 (.194) 13.156(1.623) 1.057 (.138) 5.322 (.669) 1.313(.810) 41.67* .12 
Pattern l' 1.176 (.195) 13.600(1.636) 0.662 (.128) 3.827 (.574) .361 (.779) 55.04* .15 
Pattern 
I iT" ir -
1.158(.195) 13.515(1.570) 1.025 (.133) 5.262 (.611) 1.178(.756) 41.60* .12 
•-J 0\ 
Mechanism is ignorable, 30 pet for data is missing and 10 covariates were included in the imputation model. 
^ Represencs the average of 120 models with k = 5 replicates. 
* SigniricantiL< .0001. 
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method where MCAR and Pattern n behave similarly as in the other types of imputation 
methods, and estimates from Pattern I remain biased for mean and variance slope. 
Among the three missing data mechanisms MCAR and Pattern II generate unbiased 
estimates; moreover, looking in closer detail, the differences of estimates between methods is 
negligible, so there is no particular method that has the least amount of differences. A unique 
characteristic is that FIML and MI provide the chi-square statistic closer to the universe. For 
Pattern I the method that provides closer estimates to population parameters is MI. 
Finally, the degree of non-normality has been selected at a medium value since we 
believe this represents the most common situation in social sciences. Overall, when data are 
not MVN to a medium degree, the impacts on parameter estimates are not a cause of big 
concern. Maximum likelihood estimation provides robust parameters with some violations to 
normality. However, we did not test for a higher level of non-normalcy and we do not know 
what could be its impact on the imputation methods. 
A different criterion for evaluating the efficiency of imputation methods is shown in 
Table 4.6 and includes the percentage of hits within a confidence interval for the parameters 
obtained from the simulated models. For example, for the MVN case, the LD method, and 
MCAR pattern, out of the 200 parameters for the intercept 92 percent lie within the 95% CI 
(0.681, 1.183), and for the slope 88 percent lie within the 95% CI (0.725, 1.063). 
Using this criterion for the MCAR pattern all imputation methods provided similar 
percentages of hits; however, MI obtained a slightly higher percentage as compared to FIML 
and EM. For Pattern II, MI and EM provided similar percentages of hits both slightly 
superior to FIML. Interestingly, for Pattern I none of the models lie within the CI for the 
intercept 
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Table 4.6. Percentage of hits within a 95 percent confidence 
interval for the mean intercept and slope parameters 
from simulated data. Comparison of normal (MVN) 
and non-normal (non-MVN) multivariate 
distributions. 
MVN 1 Non-MVN" 
Intercept Slope Intercept Slope 
Universe'^ .95 .93 .92 .97 
LD^ 
MCAR .92 .88 .86 .89 
Pattem I 0 0 0 0 
Pattem n .48 .69 .46 .68 
EM^ 
MCAR .94 .90 .92 .94 
Pattem I .94 .17 .89 .36 
Pattem n .95 .91 .91 .94 
Mf 
MCAR .97 .93 .93 .96 
Pattem I .97 .11 .93 .30 
Pattem n .97 .93 .94 .97 
FIML' 
MCAR .95 .91 .93 .95 
Pattem I .95 .05 .94 .14 
Pattern n .95 .85 .91 .92 
' The 95 percent confidence interval for the intercept and slope are 
(.681,1.183), and (.725,1.063), respectively. 
The 95 percent confidence interval for the intercept and slope are 
(-789,1-549), and (.820,1.342), respectively 
The percentage is based in 200 models. 
The percentage is based in 120 models. 
and slope for the LD method, but when data are imputed the percentages of hits increase but 
not close enough to .95. The percentages of hits in Table 4.6 indicate that imputation 
methods for MCAR and Pattern 11 are close to 95%. Meanwhile, for Pattem I we have 
unreliable inferences that are still more efficient than those from the LD method. 
Overall from Tables 4.4,4.5, and 4.6 we observe that imputation methods under 
MCAR, and MAR mechanisms perform well, inferences are reliable and estimates are robust 
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to a medium degree of non-normalcy. In addition, MI performs as well as FIML with EM a 
closer competitor. The advantage of MI is that further analysis is possible, since actual data 
are available. Meanwhile FIML is useful only for structural equation modeling since this 
method does not impute data and no further analyses are possible. A disadvantage of the EM-
algorithm is that it provides a single data set and standard errors tend to be inflated (Schafer, 
1997). 
In Chapter 4 we analyzed real data and assessed the efficiency of imputation methods 
to recover missing data. We found that the MCAR assumption seems reasonable; 
nevertheless, we assumed that data are MAR and used 25 covariates to help imputation 
methods recover missing data. Results showed that estimates using EM or FIML methods 
were closer to estimates from LD method and their corresponding standard errors decreased 
as a consequence of having more cases available. MI obtained unbiased parameters but 
standard errors were higher as compared to EM and FIML method; similarly the chi-squared 
value increased with the MI method, as a consequence of the simulations. 
To further understand the robustness of imputation methods in this chapter we 
explored two scenarios: MVN and non-MVN data. Results from simulated data under MVN 
distribution for the MCAR and MAR showed that MI obtained unbiased estimates and good 
fit when compared to the universe. EM and FIML are still close competitors to MI. For the 
non-MVN distribution, estimates showed parameters overestimated with respect to MVN 
data. However, the bias was consistendy positive without risking the inferences made with 
non-MVN data. In addition we observed an increase in chi-square values and RMSEA fit 
index as well. For non-MVN data, the MCAR and MAR estimates were unbiased for the 
universe using MI, EM, or FIML; meanwhile parameters from the NI missing remained 
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always biased with respect to the universe, for either MVN or non-MVN distributions. 
Noticeably, the estimates for NI missing were less biased for the universe using imputation 
methods than using the LD approach. 
The implications of this chapter are that imputation methods can correct the bias and 
the standard error of parameter estimates, even under the wrong assumption. In particular MI 
demonstrated its ability for successfully recovering missing data. Finally we noted that EM 
and FIML were close competitors to MI. 
In the next chapter we will discuss the findings and conclusions of this research. In 
addition, we clarify the limitations of the study, the degree of confidence for the inferences, 
and the extent that these results can be generalized. 
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CHAPTER 5. DISCUSSION AND CONCLUSIONS 
In actual data analysis it is common practice to delete cases with incomplete 
information. Regular statistical methods are not designed to treat incomplete data. The goal 
of this study is to evaluate data imputation techniques in a longitudinal data and compare 
their efficiency to that of listwise deletion (LD) methods. To accomplish this goal, three 
methods for handling incomplete values are used: the Expectation-Maximization (EM) 
algorithm, multiple imputations (Ml), and full information maximum likelihood (FIML). To 
test the ability of imputation methods for handling missing data, three main scenarios are 
constructed: missing completely at random (MCAR), Pattern I, and Pattern II. 
The MCAR pattern occurs when data are missing for no specific reason, respondents 
simply forgot to answer some questions, called item-missing, or when measurements are 
taken by design at random. The nonignorable (NI) mechanism is created in Pattern I, where 
heavy drinkers are deleted regardless of any other covariate. The mechanism is nonignorable, 
since the higher level of the variable increased the likelihood for an observation to be 
incomplete, and there are no covariables known to the researcher to explain why a datum is 
missing. The third situation. Pattern n, occurs when we have access to covariates for 
explaining missing data. This pattern reflects most of the properties of the mechanism called 
missing at random (MAR). 
This research contains two parts: the first focuses on experiments with real data, and 
the second addresses similar issues with simulated data, where the simulation part is divided 
into normal and non-normal data. The following discussion incorporates results from real and 
simulated data, with normal (MVN) and non-normal multivariate (non-MVN) distribution. 
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The experiments with real data and simulated data show that the LD method produces 
unbiased estimates, with respect to the complete data parameters, for the MCAR condition. 
In addition, standard errors of estimates are inflated in the LD case, as a consequence of 
having few cases available. Under this condition imputation methods generate similar 
estimates and the standard error is reduced. The simulated data in this research shows that 
imputation methods are robust to violation of normality. The MCAR pattern estimates from 
MI, and FIML are unbiased for the population estimates. Noticeably, estimates for the Ml 
method under MVN distribution show the least bias for the population parameters. 
Simulation demonstrates that under MVN distribution, MI have the least bias for population 
parameter, with a close competitor in FIML as well as EM-algorithm. 
A similar discussion can be elaborated for Pattern 11; experiments with both real and 
simulated data showed similar results; EM, MI, and FIML provided unbiased estimates for 
the population parameters. A closer look at the differences demonstrates that FIML and MI 
provide the least bias for population parameters for either MVN or non-MVN data. 
The most difficult case is Pattern I, since all imputation methods with MVN or non-
MVN data failed to obtain unbiased estimates for the population parameters. The reason is 
that none of them are conceptualized for handling nonignorable (NI) missing data. However, 
when compared to LD methods, MI provides closer estimates to population parameters than 
EM, or FIML. Thus, even under wrong assumptions, imputation methods provide less biased 
estimates for population parameters compared to LD. 
There are several consequences to parameter estimates when data are non-normal 
—parameters are overestimated, standard errors increase, the chi-square statistic and the fit 
index are inflated. However, simulations in this research demonstrate that the increase is 
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consistent in all parameters and does not constitute a serious threat to inference. However, we 
recommend to correct high levels of kurtosis or skewness by transforming data to increase 
the efficiency of imputation methods. When data are not normal, the algorithms take more 
iterations to converge, and in some cases the solution might be less accurate. 
On the other hand, having more waves of data increases the likelihood of having 
more missing values and probably available cases fulfill the monotonic property and the 
complete data looks like a stair step pattern. A better approach for data imputation is using 
regression techniques as Rubin (1987, pp. 166-167) suggests. Having more cases available 
always is more convenient, particularly for methods that use maximum likelihood approaches 
(e.g., EM-algorithm and FIML). Data imputations methods perform better when the sample 
size is big enough and the percentage of missing data is less than SO percent. 
There are some situations when data imputations are not recommended, particularly 
when there is a high percentage of missing values as a consequence of a bad design. In those 
situations it is possible that the incomplete values are nonginorable (NI) missing and 
imputation methods are not efficient for recovering missing data. Another situation where 
data imputation is not recommended is when the nature of a particular datum is to be 
missing. Such is the case in skip patterns for particular questions; for example, if some 
questions ask about job satisfaction, persons who do not have a job caimot answer those 
questions and therefore no imputation is recommended. 
Imputation methods studied in this investigation relied on longitudinal models, in 
particular on latent growth curves (LGC). LGC models are a particular case of mixed linear 
models (Duncan, Duncan, Strycker, Li & Alpert 1999, p. 120). FIML is constrained only to 
structural equations modeling, in particular LGC, and can be modeled using a structural 
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equations approach. Unfortunately no further analyses is possible using FIML which is very 
limited if we want to use covariates as part of the imputation model. The EM-algorithm is 
more flexible in the sense that it provides a single data set that can be used for further 
analyses rather than being restricted to a particular one. The disadvantage is that a single data 
set does not reflect the variation of the missing values that are imputed and eventually 
overestimates standard errors of estimates (Schafer 1997). A more complete method is 
multiple imputations (Rubin 1987; Schafer 1997) that provides three to ten ik=3 to 10) 
independent complete data sets. The simulation approach provides the opportunity to reflect 
the variability of the missing value by offering a collection of independent draws using 
available information from the data. The advantage of MI is that further analyses are possible 
and by applying simple rules (Rubin 1987, Chapter 3) all model parameters are combined for 
reporting a single model. The disadvantage is that MI requires some understanding of the 
theory to successfully perform multiple imputations. 
By the time this dissertation was written SAS, version 8.1, has released a 
experimental version of the PRCXZ! MI and PROC MIANALYZE that creates multiple 
imputed data sets for incomplete data (Yuan 2000) and calculates single parameter estimates 
using Rubin's rules. In addition. Gold and Bentler (2000) have suggested an interesting 
approach to imputation methods for panel data with incomplete values offered in a prerelease 
EQS version 6.0. Possible future research might include the evaluation of this approach as 
compared to the existing ones, suggested in this research. 
Overall, the EM and MI methods do not depend on the analytic model for producing 
reliable values; meanwhile FIML is limited for strucmral equations. The results of imputation 
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methods reviewed in this report are not constrained to panel data but to cross sectional 
samples as well. 
This research answered some questions while generating further research questions. 
More research is needed to design imputation methods for nonignorable missing 
mechanisms. None of the imputation methods were able to generate unbiased estimates for 
the population parameters. In addition, we did not test higher percentage levels of incomplete 
data; we studied only up to 30 percent of missing data. We did not increase the percentage of 
missing data up to 50 or 60 percent and we know little about the efficiency of previous 
methods for imputing data. 
In this thesis we assumed that data were continuous and we did not study what 
happens when imputations are conducted for multinomial, or binomial distributions using 
methods based on MVN distribution. We can ask which of the methods studied could handle 
missing data that are not MVN? Moreover, we know little about the efficiency of Roderick 
Little's statistic for testing MCAR pattern and no statistic is available for testing MAR or NI 
conditions. We need simulation studies to assess the efficiency of this statistic. 
This research opens new avenues in the study of imputation methods to overcome 
problems of misleading inferences when data are incomplete. Finally, this author believes 
that even under incorrect assumptions it is better to impute data than to obtain inferences by 
deleting incomplete observations. 
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APPENDIX I. EQS PROGRAMS 
A. EQS program for MVN distribution 
EQS program simulates 200 data sets with a multivariate normal distribution. The 
simulations follow a latent growth curve model with a linear trend, and specified covariance 
matrix, means, and standard deviations. The model assumes 4 point measurements (VI to 
V4) and 10 covariates (V5 to V14). A covariance matrix is provided to incorporate the 
correlation structure of all variables into the simulation. The output contains 200 data sets 
named SIMl to SIM200 saved in separate files. 
/TITLE 
Simulation of a latent growth ctirve 
data is generated from a covariance matrix 
LGC for alcohol use 
/SPECIFICATIONS 
CAS = 450; 
VAR = 14; 
ME = ML; 
ANA = MOM; 
/LABELS 
V1=TAAP; V2=TBAP; V3=TCAP; V4=TDAP; 
V5=FABPR; V6=SABPR; V7=PABAL; V8=NEGAF_1; V9=POSAF_l; V10=MGMT_1; 
V11=TABDL; V12=PABDL; V13=TABDV; V14=TSEX; 
F1=INT; F2=SLP; 
/EQUATIONS 
VI = F1 • 0F2 El 
V2 = F1 + 1F2 E2 
V3 = F1 2F2 + E3 
V4 = F1 • 3F2 E4 
V5 = E5; 
V6 = E6 ;  
V7 = E7; 
V8 = ES; 
V9 = E9; 
V10 = ElO; 
Vll = Ell; 
V12 = E12; 
V13 = E13; 
V14 = E14; 
F1 = •V999 Dl; 
F2 = •V999 D2; 
/VARIANCE 
El = *; 
E2 = *; 
E3 = •; 
E4 = •; 
E5 = •; 
E6 = •; 
E7 = 
E8 = •; 
E9 = •; 
E10= *; 
Ell= *; 
E12= •; 
E13= -; 
E14= *; 
D1 = •; 
D2 = •; 
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/COVARIANCE 
D1,D2=*; 
E5 TO E14=-
/MATRIX 
7 .34 5 .59 6 .65 5, .53 .06 2 .75 .82 1.35 -1.23 -.86 2.54 2.15 1.13 .11 
5 .59 15 .69 11 .53 10, .46 .63 4 .56 1.37 2.86 -2.59 -1.08 2.60 2.40 1.65 -.15 
6 .65 11 .53 26 .68 20, .19 1 .79 4 .12 1.65 3.61 -4.40 -2.47 3.70 3.06 2.43 -.16 
5 .53 10 .46 20 .19 38, .72 2 .26 4 .45 1.62 4.11 -4.07 -2.55 3.60 2.61 3.07 -.20 
.06 .63 1 .79 2, .26 3 .44 .54 .13 1.21 -1.10 -.67 .20 .19 -.00 -.01 
2 .75 4 .56 4 .12 4, .45 .54 9 .38 .46 .44 -1.01 -1.52 .99 .67 .43 -.11 
.82 1 .37 1 .65 1, .62 .13 .46 .41 .34 -.36 -.25 .47 .85 .42 .00 
1 .35 2 .86 3 .61 4 .11 1 .21 .44 .34 12.57 -11.2 -3.91 .99 1.19 .87 -.07 
-1 .23 -2 .59 -4 .40 -4, .07 -1 .10 -1 .01 -.36 -11.2 26.33 8.51 -.57 -.93 -.93 .13 
.86 -1 .08 -2 .47 -2, .55 -.67 -1 .52 -.25 -3.91 8.51 9.62 -.45 -.71 -.38 .07 
2 .54 2 .60 3 .70 3, .60 .20 .99 .47 .99 -.57 -.45 5.54 3.04 1.84 .34 
2 .15 2 .40 3 .06 2, .61 .19 .67 .85 1.19 -.93 -.71 3 .04 5.55 1.95 .41 
1 .13 1 .65 2 .43 3, .07 _ .00 .43 .42 .87 -.93 -.38 1.84 1.95 2.88 .17 
.11 -.15 -.16 -.20 -.01 -.11 .00 -.07 .13 .07 .34 .41 .17 .25 
/MEANS 
1.0199557 1.4005741 2.5825437 4.1108243 1.1262240 1.2753659 .4988914 
9.6992070 24.1107106 19.5925054 1.3181818 2.3691796 7.6696231 .4767184 
/STANDARD DEVIATIONS 
2.7099899 3.9618069 5.1659380 6.2226048 1.8570022 3.0635702 .6459265 
3.5455090 5.1320806 3.1021620 2.3556508 2.3578623 1.6998522 .5000123 
/SIMULATION 
SEED = 61034; 
REPLICATIONS = 200; 
DATA = 'SIM'; 
POPULATION = MATRIX; 
SAVE =SEP; 
/OUTPUT 
DATA='SALIDA'; 
ALL; 
/END 
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B. EQS program for non-MVN 
EQS program that simulates 200 data sets with non-multivariate normal distribution. The 
contamination factor was set to 5, the permissible range goes from 1 to 10. The simulations 
follow a latent growth curve model with a linear trend, and specified covariance matrix, 
means, and standard deviations which the same as in the previous program. The program has 
4 point measurements (VI to V4) and 10 covariates (v5 to vl4). 
/TITLE 
Sinnjiation of a latent growth curve 
data is generated from a covaraince matrix 
LiGC for alcohol use. Non Normal data 
/SPECIFICATIONS 
CAS = 4 50; 
VAR = 14; 
ME = ML; 
ANA = MOM; 
/LABELS 
V1=TAAP; V2=TBAP; V3=TCAP; V4=TDAP; 
V5=FABPR; V6=SABPR; V7=PABAL; V8=NEGAF_1; V9=POSAF_l; V10=MG»fr_l; 
V11=TABDL; V12=PABDL; V13=TABDV; V14=TSEX; 
F1=INT; F2=SLP; 
/EQUATIONS 
VI = F1 • 0F2 • El; 
V2 = F1 1F2 + E2; 
V3 = F1 + 2F2 • E3; 
V4 = F1 • 3F2 + E4; 
V5 = E5; 
V6 = E6; 
V7 = E7; 
V8 = E8; 
V9 = E9; 
V10= ElO; 
Vll= Ell; 
V12= E12; 
V13= E13; 
V14= E14; 
F1 = 'VSSg + Dl; 
F2 = *V999 + D2; 
/VARIANCE 
El = *; 
E2 = *; 
E3 = •; 
E4 = •; 
E5 = *; 
E6 = •; 
E7 = •; 
E8 = •; 
E9 = •; 
E10= •; 
Ell= *; 
E12= *; 
E13= *; 
E14= •; 
Dl = *; 
D2 = •; 
/COVARIANCE 
D1,D2=*; 
E5 TO E14=*; 
89 
/MATRIX 
7 .34 5 .59 6. 65 5 .53 .06 2 .75 .82 1 .35 -1.23 -.86 2.54 2.15 1.13 .11 
5. 59 15 .69 11. 53 10 .46 .63 4 .56 1.37 2 .86 -2.59 -1.08 2.60 2.40 1.65 -.15 
6, .65 11 .53 26. 68 20 .19 1.79 4 .12 1.65 3 .61 -4.40 -2.47 3.70 3.06 2.43 -.16 
5, .53 10 .46 20. 19 38 .72 2.26 4 .45 1.62 4 .11 -4.07 -2.55 3.60 2.61 3.07 -.20 
.06 .63 1. 79 2 .26 3.44 .54 .13 1 .21 -1.10 -.67 .20 .19 -.00 -.01 
2. 75 4 .56 4. 12 4 .45 .54 9 .38 .46 .44 -1.01 -1.52 .99 .67 .43 -.11 
.82 1 .37 1. ,65 1 .62 .13 .46 .41 .34 -.36 -.25 .47 .85 .42 .00 
1, .35 2 .86 3. 61 4 .11 1.21 .44 .34 12 .57 -11.2 -3.91 .99 1.19 .87 -.07 
-X, .23 -2 .59 -4. ,40 -4 .07 -1.10 -1 .01 -.36 -11 .2 26.33 8.51 -.57 -.93 -.93 .13 
.86 -1 .08 -2. ,47 -2 .55 -.67 -1 .52 -.25 -3 .91 8.51 9.62 -.45 -.71 -.38 .07 
2. 54 2 .60 3. ,70 3 .60 .20 .99 .47 .99 -.57 -.45 5.54 3.04 1.84 .34 
2. 15 2 .40 3. 06 2 .61 .19 .67 .85 1 .19 -.93 -.71 3.04 5.55 1.95 .41 
1. 13 1 .65 2. 43 3 .07 -.00 .43 .42 .87 -.93 -.38 1.84 1.95 2.88 .17 
.11 -.15 16 -.20 -.01 -.11 .00 -.07 .13 .07 .34 .41 .17 .25 
/MEANS 
1.0199557 1.5005741 2.5825437 4.1108243 1.1262240 1.2753659 .4988914 
9.6992070 24.1107106 19.5925054 1.3181818 2.3691796 7.6696231 .4767184 
/STANDARD DEVIATIONS 
2.7099899 3.9618069 5.1659380 6.2226048 1.8570022 3.0635702 .6459265 
3.5455090 5.1320806 3.1021620 2.3556508 2.3578623 1.6998522 .5000123 
/SIMULATION 
SEED = 93444; 
REPLICATIONS = 200; 
DATA = 'SNM' ; 
POPULATION = MATRIX; 
SAVE =SEP; 
CONTAMINATION=.05,5; 
/OUTPUT 
DATA='SALIDA* ; 
ALL; 
/END 
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APPENDIX n. SAS MACRO 
Macro program written in SAS that selects a random sample without replacement. This 
program is used to select a random sample for the MCAR pattern. 
/' SAS Program to Choose a Random Sample: */ 
%MACRO RANDOM (IN, OUT, MAX_VAI,, MAX_RAN) ; 
/* IN = The input liata set 
OUT = The output data set 
MAX_VAL = The nxjinber of records in the input data set 
MAX_RAN = The number of records wanted in the output data set 
• /  
%LET POWER=%LENGTH(iMAX_VAri); * Get the power of ten of MAX.VAL ; 
Data &OUT; 
• Get the multiplier for the random nvuniser generator ; 
IF _N_=1 THEN POWER=10*'tPOWER; 
RETAIN POWER 0; 
* Establish the array with the record numbers; 
ARRAY X(J) Xl-XfcMAX_RAN; 
* Make sure ARRAY values are not overwritten; 
RETAIN X1-X&MAX_RAN 0; 
J=0; 
DO UNTIL (J=tMAX_RAN); 
J=J*1; 
* Get the random record number; 
X=INT(RANUNI(0)-POWER); 
• Hake sure it is within bounds ; 
IF X<1 OR X>fcMAX_VAL THEN GO TO RED; 
* Check for duplicate record numbers; 
IF J > 1 THEN DO; 
L=J; • Save the current sxibscript; 
K=J-1; * Define search area; 
XG=X; • Save the current value of X(j); 
DO M=1 TO K; 
J=M; • Redefine the ARRAY subscript; 
XF=X; * Transfer X(j) to XF; 
* Test to see if record number previously used; 
IF XF=XG THEN GO TO YELLOW; 
END; 
• None of the records chosen so far repeated; 
J=L; 
END; 
» Go get a new record number; 
GO TO GREEN; 
• The current record number is a repeat; 
YELLOW:J=L; 
* Reject the current record number; 
RED: J=J-1; 
GREEN:END; 
DO OVER X; 
XF=X; 
• Copy the chosen record numbers from fcIN to SOUT; 
SET ilN POINT=XF; 
OUTPUT; 
END; 
STOP; 
DROP POWER J K L M XG Xl-XfcMAX_RAN; 
RUN; 
%MEND; 
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APPENDIX ra. PROGRAMS FOR LGC MODELS 
A. M-PLUS program 
M-plus program that analyze latent growth curves models using FIML approach under MAR 
conditions. Data is read in ASCII format with missing values indicated with -99. The file 
contains 14 variables but only measures of alcohol use are included in the model, taap, 
tbap, tcap, and tdap. 
Programs for LGC models 
TITLE: LGC Model 
DATA: 
FILE IS s200_D.dat; 
FORMAT IS free; 
TYPE individual; 
VARIABLE: 
NAMES ARE FAMID TAAP TBAP TCAP TDAP Vl-VlO ; 
USEVar ARE Caap tbap tcap tdap; 
MISSING ARE ALL (-99); 
ANALYSIS: 
TYPE = MEANSTRUCTURE; 
TYPE = MISSING HI; 
ITERATIONS = 200; 
MODEL: 
int BY taap-tdap@l; 
sip BY taap@0 tbapei tcape2 tdapeS; 
[taap-tdap@0 int sip]; 
OUTPUT: 
SAMPSTAT STANDARDIZED; 
92 
B. AMOS programs 
AMOS program that analyze LGC Models with missing values, the program is written for 
AMOS basic language in this example the program reads a SPSS data file, other possible 
format include covariance matrix from an EXCEL file. The program has three steps: 
Step 1. Estimate the parameters and the log likelihood function 
option explicit 
Sub Main 
Dim Sem As New AmosEngine 
Sem.title "LGC FIML estimation with Missing values" 
Sem.TextOutput 
Sem.Standardized 
Sem-AllImp1iedMoments 
Sem.BeginGroup *d: \dissert\data\mcar\data\xiniverse_30 .sav" 
Sem. Structure " taap = (DFl + (0)F2 + (DEI 
Sem. Structure " tbap = (DFl + {1)F2 + (DE2 
Sem. Structure " tcap = (DFl + (2) F2 + (DE3 
Sem. Structure " tdap = (DFl + (3)F2 + (DE4 
Sem. Structure "F1 = (M_int) + (DDI" 
Sem. Structure "F2 = (M_slp) + (1)D2" 
Sem. Structure "D1 <--> D2" 
End Sub 
Selected output that shows parameter estimates and the log likelihood as well 
Fvmction of log likelihood = 5290.900 
Number of parameters = 9 
Maximum Likelihood Estimates 
Regression Weights: Estimate S.E. C.R. Label 
taap < F1 1.000 
taap < F2 0.000 
tbap F1 1.000 
tbap F2 1.000 
tcap F1 1.000 
tcap F2 2.000 
tdap < FX 1.000 
tdap F2 3.000 
Standardized Regression Weights: Estimate 
taap < F1 0.925 
taap F2 0.000 
tbap F1 0.581 
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tbap < —  F2 0.345 
tcap F1 0.494 
tcap F2 0.588 
tdap < —  F1 0-381 
tdap < —  F2 0.680 
Intercepts: Estiniate S.E. C.R. Label 
F1 0.970 0.141 6.893 M_int 
F2 0.977 0.100 9.793 M_slp 
Covaricinces: Estimate S.E. C.R. Label 
D1 <- --> D2 0.030 0.413 0.073 
Correlations: Estimate 
D1 <- —> D2 0.008 
Variances: Estimate S.E. C.R. Label 
D1 6.265 0.845 7.415 
D2 2.216 0.322 6.888 
El 1.057 0.700 1.510 
E2 10.025 0.906 11.069 
E3 10.396 1.195 8.703 
E4 16.707 2.340 7.138 
Step2. Fit a saturated model with the following program and copy down the log likelihood 
value and the degrees of freedom from the output. 
option explicit 
Sub Main 
Dim Saturated As New AmosEngine 
Saturated.title "LGC FIML estimation Saturated Model" 
Saturated.TextOutput 
Saturated. AllIn^liedMoments 
Saturated. ModelMeansAndlntercep ts 
Saturated.BeginGroup "d:\dissert\data\racar\data\universe_30.sav" 
Saturated.Mean "taap" 
Saturated.Mean "tbap" 
Saturated.Mean "tcap* 
Saturated.Mecui "tdap' 
End Sub 
Step 3. Report the Chi-square value from the difference between the first model and the 
saturated one, and the di^erence of degrees of freedom for both models as well. 
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C. SAS program for LGC models 
This program uses data that has been merged vertically and one of the colunms, named mod, 
indicate the model number. In our case we have 200 models that can be run at once with this 
program. The libname statement indicate the path where the sas file has been placed. The 
model contains four points (taap, tbap, tcap, and tdap) with the mean intercept Fl, and 
mean slope (F2). 
* file: Igc.sas 
* Latent growth curves model 
'*• 
libname outfil2 'u:\fino\dissert\daCa\ch43\LD'; 
Proc calis ucov aug data=outfil2 .hdrlc_l; 
Lineqs 
taap = Fl + 0F2 + El, 
tbap = Fl + 1F2 + E2, 
tcap = Fl + 2F2 + E3, 
tdap = Fl + 3F2 + E4, 
Fl = INTCP INTERCEP + Dl, 
F2 = SLOPE INTERCEP + D2 ; 
STD 
E1-E4 = Errorl Error2 Error3 Error4, 
D1-D2 = Int Slp; 
Cov 
D1-D2 =Cor; 
by grp; 
Run; 
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APPENDIX rV. SPPS SYNTAX FOR THE EM-ALGORITHM 
This program produces one single data set with imputed values using the EM-algorithm. It is 
suggested that the user keeps the working variables in the RAM memory. A log 
transformation is applied in this example to assure fast convergence of the algorithm. The 
data should be transformed back after the imputation is done. The MVA statement contains 
all variables used in the imputation model, whereas the /EM statement contains the variables 
that need to be imputed. The parameter /ID indicates the identification case number and does 
not need to be imputed. The user can handle the number of iterations as needed but it is 
suggested that the TOLERANCE and CONVERGENCE should not be changed unless 
necessary. 
** Exainple_iinputat:ion.sps **. 
*• Missing Values Analysis **. 
GET FILE = 'u:\univ_10.sav' 
/KEEP = FAMID LTAAP LTBAP LTCAP LTDAP MABTO FABTO 
MABPR FABPR SABTO SABAL SABAP SABPR PABTO PABAL 
NEGAF_1 POSAF_l MGMT_1 TABDL PABDL TABDV SABDV FABDV MABDV 
TABCV SABCV FABCV MABCV TABGPA TABSCHCO TABDEP 
PEDU_ME PEDU_MX XABPCGI FPRES. 
COMPUTE LTAAP = LN(TAAP + 0.05). 
COMPUTE LTBAP = LN(TBAP + 0.05). 
COMPUTE LTCAP = LN(TCAP + 0.05). 
COMPUTE LTDAP = LN(TDAP + 0.05). 
* * * IMPUTATION •*. 
MVA VARIABLES= FAMID LTAAP LTBAP LTCAP LTDAP MABTO FABTO 
MABPR FABPR SABTO SABAL SABAP SABPR PABTO PABAL 
NEGAF_1 P0SAF_1 MGMT_1 TABDL PABDL TABDV SABDV FABDV MABDV 
TABCV SABCV FABCV MABCV TABGPA TABSCHCO TABDEP 
PEDU_ME PEDU_MX XABPCGI FPRES 
/ID = FAMID 
/EM LTAAP LTBAP LTCAP LTDAP 
(TOLERANCE=0 . 001 CONVERGENCE=0 . 0001 ITERATI0NS=25 
OUTFILE='U: \iiniv_10EM.sav' ) . 
** UNDO THE TRANSFORMATION **. 
GET FILE = 'u:\univ_10EM.sav'. 
COMPUTE I_TAAP = EXP (LTAAP) - 0.05. 
COMPUTE I_TBAP = EXP (LTBAP) - 0.05. 
COMPUTE I_TCAP = EXP (LTCAP) - 0.05. 
COMPUTE I_TDAP = EXP (LTDAP) - 0.05. 
SAVE OUTFILE=' U; \univ_10EM. saV 
/KEEP = FAMID 
I_TAAP I_TBAP I_TCAP I_TDAP. 
96 
REFERENCES 
Arbuckle, J. L. (1996). Full information estimation in the presence of incomplete data. In G. 
A. Marcoulides & R. E. Schumacker (Eds.), Advanced structural equation modeling: 
Issues and techniques (pp. 243-277). Mahwah, N.J.: Lawrence Erlbaum Associates, 
Inc. 
Arbuckle, J. L. (1999). Amos User's Guide. Chicago: Small Waters. 
Berkane, M., & Bentler, P. (1988). Estimation of contamination parameters and identification 
of outliers in multivariate data. Sociological Methods and Research. 17. 55-64. 
Bentler, P. M. (1995). EOS Structural equations program manual. Encino, CA: Multivariate 
Software, Inc. 
Bender, P., & Bonett, D. (1980). Significance tests and goodness-of-flt in the analysis of 
CO variance structures. Psychological Bulletin. 88. 588-606. 
Bollen, K. A. (1989). Structural equations with latent variables. New York: John Willey & 
Sons, Inc. 
Bollen, K. A., & Long, S. J. (1993). Testing structural equation models. Newbury Park, CA: 
Sage Publications. International Educational and Professional Publisher. 
Conger, R. D., & Elder, G. H. J. (1994). Families in troubled times: Adapting change in rural 
America. Hawthorne N.Y.: Aldine de Gruyter. 
David, M., Little, R. J. A., Samhuel M. E., & Triest, R. K. (1986). Altemative methods for 
CPS income imputation. Journal of the American Statistical Association. 81. 29-41. 
Dempster, A. P., Laird, N. M., & Rubin, D. B. (1977). Maximum likelihood from incomplete 
data via the EM algorithm. Joumal of the Roval Statistical Societv. Series B. 39. 1-
38. 
Duncan T. E.,Duncan S. C., Dtrycker L.A., Li F. & Alpert A. (1999). An Introducction to 
Latent Variable Growth Curve Modeling: Concepts, issues, and applications. 
Mahwah, NJ.: Lawrence Erlbaum Associates, Publishers. 
Elliot, D. S., Huizinga, D., & Ageton, S. S. (1985). Explaining delinquencv and drug use. 
Beverly Hills: Sage. 
Gelfand, A. E., & Smith, A. F. M. (1990). Sampling-based approaches to calculating 
marginal densities. Joumal of the American Statistical Association. 85. 398-409. 
Gelman, A., Carlin, J. B., Stem, H. S., & Rubin, D. B. (1995). Bavesian data analvsis. New 
York: Chapman & Hall. 
Geman, D., & Geman, S. (1984). Stochastic relaxation, Gibbs distributions and the Bayesian 
reconstruction of images. IEEE Transactions of Pattern Analvsis and Machine 
Intelligence. 6. 721-741. 
97 
Gold, M. S. & Bender, P.M. (2000). Treatments of missing data: A Monte Carlo comparison 
of RBHDI. iterative stochastic regression imputation, and Expectation-Maximization. 
Structural Equation Modeling, 7, 319-355. 
Graham, J. W., Hofer, S. M., & Piccinin, A. M. (1994). Analysis with missing data in drug 
prevention research. In L. Collins & L. Deitz (Eds.), National Institute on Drug Abuse 
Research Monograph Series. Vol 142 (pp. 13-62). Washington, D. C.: National 
Institute on Drug Abuse. 
Graham, J. W., & Schafer, J. L. (1999). On the performance of multiple imputation for 
multivariate data with small sample size. In R. H. Hoyle (Ed.), Statistical strategies 
for small sample research (pp. 1-29). Thousands Oaks, CA.: SAGE publications. Inc. 
Hastings, W. K. (1970). Monte Carlo sampling methods using Markov chains and their 
applications. Biometrika, 57. 97-109. 
Hill, M. (1997). SPSS missing value analysis 7.5. Chicago, IL: SPSS, Inc. 
Joreskog, K. G. (1969). A general approach to confirmatory maximum likelihood factor 
analysis. Psvchometrika. 34. 183-202. 
Joreskog, K., & Sorbom, D. (1996). Lisrel 8 user's reference guide. Chicago; Scientific 
Software International. 
Little, R. J. A., & Rubin, D. B. (1987). Statistical analysis with missing data. New York: 
Wiley. 
Lorenz, F. O., & Melby, J. N. (1994). Analyzing family stress and adaptation: Methods of 
study. In R. D. Conger & G. H. E. Elder (Eds.), Families in troubled times (pp. 21-
54). New York: Aldine de Gruyter. 
McArdle, J. (1986). Dynamic but structural equation modeling with reacted measures data. In 
J.R. Nesselroade & R.B. Cattel (Ed.), Handbook of multivariate experimental 
psychology. Vol 2 (pp. 551-614). New York: Plenum. 
McArdle, J. J., & Epstein, D. (1987). Latent growth curves within developmental structural 
equation models. Child Development. 58. 110-133. 
Melby, J. N., Conger, R. D., Book, R., Rueter, M., Lucy, L., Repinsky, D., Ahrens, K., 
Black, D., Brown, D., Huck, S., Mutchler, L., Rogers, S., Ross, J., & Stavros, T. 
(1993). The Iowa family interaction rating scales (fourth edition). Unpublished 
Manuscript.. Iowa State University, Center for Family Research in Rural Mental 
Health, Ames. 
Metropolis, N., Rosenbluth, A. W., Rosenbluth, M. N., Teller, A. H., & Teller, E. (1953). 
Equations of state calculations by fast computing machines. Journal of Chemical 
Physics. 21. 1087-1091. 
Muthen, B. O. (1991). Analysis of longitudinal data using latent variable models with 
varying parameters. In L. Collins & J. Horn (Eds.), Best methods for the analysis of 
change: Recent advances, unanswered questions, future directions (pp. 1-17). 
Washington, D.C.: American Psychological Association. 
98 
Muthen, B. O., Kaplan, D., & Hollis, M. (1987). On structural equation modeling with data 
that are not missing completely at random. Psvchometrika. 52.431-462. 
Muthen, L. K., & Muthen, B. O. (1998). Mplus: Comprehensive modeling program for 
applied researchers. Los Angeles, CA. 
Neale, M. C. (1994). Mx: Statistical modeling. Richmond, VA: £>epartment of Psychiatry, 
Medical College of Virginia. 
Radloff, L. S. (1977). The CES-D scale: A self-report depression scale for research in the 
general population. Applied Psychological Measurement. 1. 385-401. 
Ragosa, D., Brandt, D., & Zimowski, M. (1982). A growth curve approach to the 
measurement of change. Psychological Bulletin. 90. 726-748. 
Rubin, D. B. (1976). Inference and missing data. Biometrika. 63. 581-592. 
Rubin, D. B. (1987). Multiple imputation for nonresponse in surveys. New York: Wiley. 
Rubin, D. B., & Thayer, D. (1978). Relating tests given to different samples. Psvchometrika. 
43, 3-10. 
Russell, D. W., Stem, H. S., & Sinharay, S. (2000). An evaluation of multiple imputation as 
an approach to missing data (in press). 
Sarle, W. (1983). SAS technical report A-108. cubic clustering criterion. Cary, NC: SAS 
Institute Inc. 
SAS Institute Inc. (1989). SAS/STAT User's Guide. Version 6. Fourth edition. Volume 1 & 
2. Cary, NC; SAS Institute Inc. 
Schafer, J. L. (1997). Analysis of incomplete multivariate data. New York: Chapman Hall. 
Schafer, J. L. (1999). NORM: Multiple imputation of incomplete multivariate data under a 
normal model, version 2. Available at http://www.stat.psu.edu/~ils/misoftwa.htm 
(Accessed 06-31-1999). 
Schafer, J. L., & Olsen, M. K. (1998). Multiple imputation for multivariate missing-data 
problems: A data analyst's perspective. Multivariate Behavioral Research. 33(4). 545-
571. 
Simons, R., Johnson, C., Beaman, J., Conger, R. D., & Whitbeck, L. (1996). Parents and 
peers as mediators of the effects of community structure on adolescent problem 
behavior. American Journal of Community Psychology. 24. 145-171. 
Statistical Solutions. (1999). SOLAS package for handling missing data Version 2.0. 
Available: http://www.statsol.ie/solas.html (Accessed 05-31-2000). 
Steiger, J. H., & Lind, J. C. (1980). Statistically based test for the number of common factors. 
Presented at the Paper presented in the annual meeting of the Psychometric Society. 
Iowa City, lA. 
Tanner, M. A., & Wong, W. H. (1987). The calculation of posterior distributions by data 
augmentation (with discussion). Journal of the American Statistical Association. 82. 
528-550. 
99 
Tanner, M. (1993). Tools for statistical inference, methods for the Exploration of Posterior 
distributions and likelihood functions. New York: Springer-Verlag. 
Thayer, D. T. (1983). Maximum likelihood estimation of the joint covariance matrix for 
sections of tests given to distinct samples with application to test equating. 
Psvchometrika. 48. 293-297. 
Ward, J. (1963). Hierarchical grouping to optimize an objective function. Journal of the 
American Statistical Association. 58. 236-244. 
Wickrama, K.A.S., Lorenz, F.O., & Conger, R. D. (1997). Marital quality and physical 
illness: A latent growth curve analysis. Journal of the Marriage and the Familv. 59. 
143-155. 
Willett, J. B., & Sayer, A. G. (1994). Using covariance structure analysis to detect correlates 
and predictors of individual change over time. Psvcholoeical Bulletin. 116. 363-381. 
Yuan, Y.C. (2000). Multiple imputation for missing data: Concepts and new development. 
SUGI Paper 267-25. http://www.sas.com/md/app/papers/multipleimputation.pdf 
