Abstract| This paper investigates online testing for fault localization in CMOS circuits using IDD waveform analysis. The methods investigated in this paper are applicable both to static as well as dynamic CMOS circuits. We show that not only can IDD waveform analysis detect a number of defects that are otherwise undetectable by IDDQ testing, it can also be applied to online testing and diagnosis of CMOS circuits. In particular, we compare two IDD based analysis techniques; An integrator based analysis; and, a fast Fourier transform (FFT) based analysis. The approach used for locating faults is based on the measurement of the delay after which the faulty circuit response di ers from the fault-free circuit response in a levelized circuit under test (CUT). We consider highly regular structures as well as random logic to demonstrate that fault localization using this approach is possible in a variety of circuits.
I. INTRODUCTION
As the complexity of integrated circuits continues to grow, test and diagnoses faces more di cult challenges. Current 8] has been used to detect various physical defects by observing the quiescent power supply current. Circuits with abnormally high IDDQ current are likely to be defective. However, IDDQ testing methodology has many limitations. For example, it cannot be applied online while the CUT operates at normal speed of operation. Another shortcoming of this method is its ine ectiveness when applied to static CMOS logic with low power supply (VDD) and threshold voltages (VTH). Such circuits have high intrinsic leakage currents that substantially complicates the decision process. Furthermore, IDDQ testing is not applicable to dynamic logic testing. These observations provide a motivation to investigate alternate testing methods such as IDD waveform analysis 2], 3].
IDD waveform analysis can be applied equally well to both static CMOS logic with low VDD and low VTH, and dynamic logic, such as domino 2]. The basic approach is to measure the current waveform of the CUT, and compare it with the response of the good circuit. It has been demonstrated that this method can be used for detecting various defects such as resistive open and weak transistor defects, which may not be detected by IDDQ testing 2], 3]. Such defects may not change the CUT's functionality and only cause delay faults. Hence, voltage based testing cannot detect such defects. It is well known that such deThis work was supported in part by DARPA (F33615-95-C-1625) and NSF CAREER award (9501869-MIP).
fects may cause functional and/or delay faults at a later time, thereby, lowering reliability. Hence, IDD waveform analysis based fault detection is a useful complement to the existing detection techniques.
In this paper, we explore IDD waveform analysis from the point of view of online testing for fault tolerance. The basic idea is to periodically test the CUT on a moduleby-module basis when a given module is in \idle" state. Alternatively, such testing may be conducted by de ning a \test" mode. The object of interest in online testing consists of recognizing a defective subsystem by evaluating its current response. Note that current waveform based analysis is attractive because it increases the observability in the CUT. One may think of many simple ways to analyze such a response, e.g., computing the area under the current waveform (integrator response). However, it is not clear that simple analysis procedures which do not take the shape of current waveform into consideration can be used to localize faults. Alternatively, an FFT based analysis can also be investigated for fault localization since we are interested in distinguishing between current waveforms in a faulty versus a fault-free circuit. In this paper, we investigate both approaches and compare their relative merits for fault detection and localization. We show that an integrator based analysis is more useful in diagnosis, whereas an FFT based method is superior for detection. These conclusions are based on the fact that localization of faults is conducted through delay based measurement which estimates the time after the application of a test vector when the fault response deviates from the fault-free response. Such a measurement is easier to conduct using an integrator. The organization of this paper is as follows. In section II we provide a brief description of the IDD waveform analysis method. Section III describes the approaches used for fault localization in levelized circuits with regular structure as well as for random circuits. Conclusions appear in section IV. Figure 1 shows the basic scheme for online testing. The system is assumed to be composed of several modules. An online test unit (OTU) independently tests each module by applying test vectors during the \test mode". The resulting current waveform is sampled by a built-in current (BIC) sensor 2], 8]. It contains a separate memory which holds the current waveform signature of the good circuit response (see gure 8). The fault diagnosis unit (FDU) compares the response of the good circuit with the observed waveform and if the two di er from each other signi cantly, the CUT is assumed faulty. It then uses the procedure discussed in section III to locate the fault.The OTU is explained in detail in section III-A.
II. IDD WAVEFORM ANALYSIS FOR ONLINE DETECTION
In this paper, we consider two methods to compare waveforms. The rst one is based on the frequency components obtained by computing the Fourier transform of the waveform. The second method considers the area under the current waveform. In the rst method, the FDU is a fast Fourier transform (FFT) computation unit. The current waveform is sampled at a higher rate than the clock period and these samples are used to compute the FFT. A dedicated FFT computation unit can be constructed which can be shared by di erent modules in the CUT. It has been shown that for detection of faults, 8 times over-sampling is enough 2], 3]. Higher sampling rates can be used to obtain a higher resolution in storing the waveform. Further, by ignoring the dc-component in the Fourier components, we can e ectively eliminate the problem of high intrinsic leakage current gates masking the fault under investigation.
The second method for comparing the two waveforms uses samples of the area under the current waveform for comparison. In this case, the FDU (see gure 8) is composed of an integrator, sampler and memory. This method is relatively easier to implement when complexity of FDU is a major concern. We will show that this approach is not as good as the FFT based method for fault detection.
The superior performance of IDD testing methodology over IDDQ testing has been demonstrated for resistive open and weak transistor defects in 2]. Note that detection of such defects increases our ability to diagnose delay faults. Hence, we can diagnose defects that appear as stuck-at faults as well as delay faults. A comparison of the two IDD testing techniques is shown in gures 2 and 3 for a 4-bit carry save array (CSA) multiplier. A bridging fault was introduced with a 1K ohm in a partial product generator in the 1st row of adders. 25 Random test patterns were used to obtain the results shown in the gure. These vectors were obtained using a linear feed-back shift register (LFSR) using polynomials of degrees 8 and 24 for 4 and 8 bit CSA multipliers, respectively. Figure 2 shows the integrator output at the end of the clock period for each of the 25 test vectors. Figure 3 shows the corresponding normalized FFT components for each of the 25 test vectors. The normalization was done by dividing each FFT component for the faulty-circuit response with the corresponding component of the good-circuit response. Hence, a plane at height 1 implies that the two responses are identical. A close inspection of the two gures reveal that many test patterns are able to detect the fault both in time and frequency domains. Hence, both methods are e ective in detecting the fault. Figures 4 and 5 further shows the results for an 8-bit CSA multiplier using 25 random test vectors. In this case, a 1K ohm bridging fault was introduced in the 6th row of the multiplier. The faults generated in these examples were selected after a close observation of the layout of the test circuits and selection of lines which were close to each other. A random selection was made amongst these faults to test the proposed methods.
Figures 6 and 7 show the integrator output and the FFT components, respectively, for a fault introduced in the 4th row of full-adders in the CSA multiplier. Once again, the same test vectors are applied in this case. Clearly, for this bridging fault, the integrator based method is not e ective for detection of the fault. This result represents a situation observed in many other faults induced at various levels of the circuits tested. We did not witness a single converse situation in all simulation results. These results conclusively reveal that FFT based method is superior to the integrator based method for detecting bridging-faults which manifest as delay faults. Note that stuck-at-type fault detection is not useful in such cases because the circuit is functionally correct. Further, high frequency components are observed to be more pronounced because of the sudden rush of current at the activation of fault due to the relatively low bridging resistance.
III. FAULT LOCALIZATION AND DIAGNOSIS
In this section, we describe a simple approach for localizing faults using the IDD waveform analysis technique. Us- ing this approach, it is possible to detect the approximate depth in the circuit at which the fault resides. We de ne the depth of an element as the maximum of the depths of its inputs. Hence, by this de nition, a row of CSA multiplier is at depth r, if the output of a row at depth r ? 1 feeds one of its inputs. Similarly, we de ne the level of an element in the CUT as a measure of its distance from the primary inputs. Hence, an element will be at level r, if the smallest level of the elements feeding its inputs is r ? 1.
Using these de nition, if a gate is fed by outputs from two gates at levels p and q, respectively, where p q, then this gate would be at level q+1. Similarly, if p and q represents depths of their respective gates, then the depth of this gate will be p + 1. There are two advantages to identifying the depth (and/or the level) at which a fault resides. First, it may be possible to improve the process and hence, improve yield. Second, we can use this information either for fault tolerance, or to isolate a small portion containing the fault in a large circuit. Accurate diagnosis can then be done by focusing on the identi ed area using a more complex and sophisticated approach.
A. Circuits With Regular Structure Figure 8 shows the structure of OTU in gure 1. The test vector generation unit applies stimuli to a CUT. Consider, for example, a systolic or pipelined type of a CUT. Now, if an applied stimulus activates a fault in a particular depth, the delay in activation of abnormal current would manifest itself in the resulting current waveform. By measuring the delay, , in the response, at which the current waveform of the good circuit deviates from the faulty circuit, we can evaluate the depth in the CUT which contains the defect. This measurement can be performed both using the integrator waveform or the FFT response (although delay measurement in frequency domain is somewhat more complex). For a CUT that can be levelized into stages as shown in gure 9, it is possible to identify the defective stage using this scheme. The response of the good circuit can be stored in the signature library in gure 8 and the measurements are performed using the BIC sensor. The FFT computation block is necessary if FFT is used in detection and localization. Note that a fault tolerance unit is also shown in the gure which can make decisions to replace faulty levels with redundant logic.
We note that the basic strategy of measuring delay is a time-domain based measurement. Since an integrator performs time-domain based computation, its implementation has signi cantly lower complexity as compared to the FFT-based FDU. This is due to the fact that time measurement in frequency domain requires di erentiating the phase response. In contrast, a simple comparator can be used to compare sampled waveform of the CUT with the good waveform. Figure 10 shows the delay in the current waveform for the results shown in gures 4 and 5. The unequal delays for various test vectors can be explained by considering the structure of the CSA multiplier. We note that in such a multiplier, the primary inputs reach each full-adder directly in every row of the multiplier. As the test vector is applied, a fault at depth r can be activated through two mechanisms: It can be activated by a signal propagating through previous rows. The primary input to one of the previous rows can cause such a signal, and hence, can assume any value between 0 and r ? 1.
It can be activated by the primary input to the fulladder which contains the defect. In this case, = 0. Hence, a good estimate of the depth containing the fault can be made by considering MAX = max( 1 ; 2 ; 3 ; : : :; N ), where i denotes the delay at which the response of the faulty circuit deviates from the waveform of the good circuit, and N is the total number of test vectors applied. We note that one method to improve the location of the fault is to use proper initialization scheme for the multiplier. Since, the location of faulty depth is based on a delay measurement, we would like the test vector to activate the fault through the longest delay path starting from the primary input to a gate at depth 0. This ensures that the measured is directly proportional to the number of levels the applied signal has to pass through before it can activate the fault. For a CSA multiplier, we need to initialize each input and output of the full-adders to an initial condition. The desired initial conditions for an 8-bit CSA multiplier are hexadecimal values 00=00, FF=FF, FF=01 and 01=FF, where the notation = shows the values of the applied multiplier and multiplicand. 00=00 sets all sum and carry outputs to low. FF=FF sets all carries to high. FF=01 sets half of the total sum outputs to high and 01=FF sets the remaining sums to high. These four conditions are su cient to ensure that all full-adder outputs in the multiplier are initialized to low or high. A test vector is applied after each of these initialization vectors. Let I 1 ; I 2 ; I 3 and I 4 represent these initialization vectors. Also, let V 1 ; V 2 ; : : :; V N represent the test vectors. Then, we apply the vectors in the order, I 1 ; V 1 ; I 2 ; V 1 ; I 3 ; V 1 ; I 4 ; V 1 ; I 1 ; V 2 ; : : :; I 4 ; V N . Hence, given N test vectors, we need to apply 8N vectors to test the multiplier. In can be also veri ed that these vectors ensure the desired initialization even for a multiplier implemented using inverter elimination between successive rows of full adders. Figure 11 shows the values of MAX obtained using the above scheme for the 8 8 CSA multiplier. The abscissa in this gure shows the depth in the circuit at which the fault was injected. The ordinate shows MAX . Clearly, with the exception of fault at depth 4, we have obtained delays which re ect the depth at which the fault resides. Hence, this delay can be used to locate the depth of the fault. A simple lookup table can be built in the FDU for translating MAX to the depth for the particular CUT. In order to locate the fault at depth 4, we need more test vectors as these vectors are generated using pseudo-random sequences.
As an example of an ideally levelized CUT, we consider a tree multiplier. In contrast to the CSA multiplier, the primary inputs in the tree multiplier terminate at the rst depth. Hence, signals propagate only through the delays from one level to another and a fault at a higher depth in the tree cannot be activated instantly by the applied vector. Due to the carry propagate path between cones in the tree, late activation of a fault is possible. Hence, we measure MIN = min( 1 ; 2 ; 3 ; : : :; N ) obtained for each vector V 1 ; V 2 ; : : :; V N . We introduced various bridging faults in 4 : 2 compressors at levels 1 and 2. In the case of faults at level 1, we obtained MIN = 3:68ns, and for faults at level 2, MIN = 6:08ns was observed. Clearly, as the depth of the fault increases, the delay in response increases similarly. Note that this circuit is a highly regular and levelized CUT which is very suitable for the delaymeasurement based technique described in this paper.
The examples presented above are two extremes of highly regular and levelized circuits. Most pipelined and/or systolic structures fall in a category between the two. Hence, it follows that for circuits in which primary inputs terminate at the initial levels, this technique can be used to locate faults without an initialization scheme. For circuits with primary inputs entering many levels, initialization schemes need to be conceived. Alternatively, additional complexity may be introduced such that it allows all gates to be preset to either high or low using external control signal.
B. Random Circuits
We now turn our attention to random circuits. As noted in earlier, in the CSA multiplier we needed initialization vectors in order to improve our fault location strategy. We note that in this example, all rows of the full-adders are a level 1, as primary inputs feed inputs to all adders. Hence, a level based approach was not useful in this situation as it would not have given any interesting information. In random circuits, however, we can also use a level based approach. The basic methodology is outlined as follows.
We rst partition the circuit into levels. Our scheme can only detect which level of the circuit contains the fault. Next, we apply test vectors at the input of the CUT and compute i for each vector V i ; i = 1; 2; : : :; N. We then compute MIN = min( 1 ; 2 ; 3 ; : : :; N ). If MIN 6 = 0, it represents the minimum delay of the propagating signal before it activates the fault. The essence of this measurement is that it correctly locates the level containing the fault, if the fault is activated by a test vector. This is due to the fact that by de nition, the level of the element containing the fault is its distance from primary inputs and by calculating the minimum of all i 's, we isolate the levels which contain the fault. For example, if the computed MIN for a given set of test vectors is 3 s, it implies that it takes at least 3 s for the signal to propagate and activate the fault. Hence, elements at levels corresponding to a higher propagation delay cannot contain the fault. Table I shows the results obtained for ISCAS85 benchmark circuits using the technique described above. These results were obtained using the automatic test pattern generation (ATPG) and fault simulation tool called Nemesis 10] developed at UCSC to generate test vectors. In the table, Fault#i corresponds to a fault inserted at level i in the CUT. A bridging resistance of 1Kohm was used to inject these faults. The current waveforms were obtained using HSPICE. Clearly, Fault#1 always yields MIN = 0 as this fault is introduced at the rst level which corresponds to a bridging fault between primary inputs. As the level of the fault increases, we note that MIN also increases. Using a lookup table containing information which can be used to map the measured delay onto the level containing the fault, we can easily localize the fault.
We note that we could also compute MAX to improve isolation of the faulty part of the CUT with the fault-free one. Using both MIN and MAX one can easily isolate the portion of circuit which contains the fault. Hence, location problem in a large circuit is reduced to a much smaller problem of identifying the faulty gate within levels determined by MIN and MAX . Note that in contrast to measuring the depth, computing the level of the fault in random circuits may usually require smaller number of test vectors. This observation follows because the controllability of the signals which activate a fault is higher when considering minimumdelay. In depth measurement, on the other hand, we would like to propagate the fault activating vector from the longest path which is more di cult to control.
IV. CONCLUSION
In this paper, we investigated online testing for fault localization in CMOS circuits using IDD waveform analysis. We compared two methods of IDD waveform analysis, namely integrator output versus FFT coe cients and showed that for detection, FFT based analysis is more powerful option. We also presented a method for localizing faults in levelized circuits by measuring the delay at which the current waveform of a good circuit deviates from the response of a faulty circuit. Various approaches were presented for reducing the number of test vectors required for localizing faults. Simulation results were also presented for CSA multiplier, tree multiplier and some ISCAS85 benchmark circuits. These results show that the delay measurement based technique presented is useful in isolating the level or depth of the elements which contain the fault.
