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Abstract
In this paper we consider the semilinear elliptic problem u = a(x)f (u), u  0 in Ω , with the
boundary blow-up condition u|∂Ω = +∞, where Ω is a bounded domain in RN (N  2), a(x) ∈
C(Ω) may blow up on ∂Ω and f is assumed to satisfy (f1) and (f2) below which include the sublinear
case f (u) = um, m ∈ (0,1). For the radial case that Ω = B (the unit ball) and a(x) is radial, we
show that a solution exists if and only if
∫ 1
0 (1 − r)a(r) dr = +∞. For Ω a general domain, we
obtain an optimal nonexistence result. The existence for nonradial solutions is also studied by using
sub-supersolution method.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction and the main results
Consider the semilinear elliptic problem with boundary blow-up
u = a(x)f (u), u 0 in Ω,
u(x) = +∞, on ∂Ω, (1)
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as d(x) = dist(x, ∂Ω) → 0.
Problems of this type arise in the study of the subsonic motion of a gas, the electric
potential in some bodies and Riemannian geometry, which were originally studied by
Bieberbach [3] for f (u) = eu, a ≡ const > 0, and by Loewner and Nirenberg [14] for
f (u) = u(N+2)/(N−2). For the more generally superlinear case f (u) = um, m > 1, or un-
der the Keller–Osserman condition
∞∫
1
1√
F(t)
dt < ∞, where F(t) =
t∫
0
f (s) ds,
the existence, uniqueness and blow-up rate of solutions for problem (1) have been inten-
sively studied in the past few years (see [2–9,11,13–17], etc.)
For the sublinear case f (u) = um, m ∈ (0,1), little is known relatively. As far as we
know, Lair and Wood [12] studied the existence and nonexistence of entire large solution
of (1) when Ω = RN and a(x) = a(|x|) is radial. They showed that (1) has a large positive
solution in RN if and only if
∫∞
0 ra(r) dr = ∞. In [1], Bachar and Zeddini generalized
this result to the case that f ∈ C[0,∞) is assumed to fulfill
(f0) ∀c > 0, ∃β > 0 such that
∣∣f (x) − f (y)∣∣ β|x − y|, ∀x, y ∈ [c,∞).
For Ω bounded, the authors pointed out in [1,12] that (1) has no solution if a(x) is con-
tinuous on Ω . It is natural to ask whether or not this result holds if a(x) blows up on
∂Ω . Recently, Chuaqui et al. [6] proved that when Ω = B (the unit ball in RN ), and
a(x) = a(r) ∼ (1 − r)−k as r = |x| → 1, (1) has a radial solution u(r) if and only if k  2.
Moreover, as r → 1,
u(r) ∼
{
(1 − r)(2−k)/(1−m) if k > 2,
(− ln(1 − r))1/(1−m) if k = 2.
Indeed, due to the lack of the Keller–Osserman condition, obtaining nonradial solution in
the sublinear case seems to be a more difficult task (see [12, Remark 1] and [1,6,10,16]).
The main goal of this paper is to improve the results cited above and study the existence
of nonradial solution of (1) in the case that a(x) may be nonradial or Ω is a general do-
main. We assume that f fulfills the following more general hypotheses which include the
sublinear case:
(f1) f ∈ C1(0,∞), f ′  0, f (0) = 0 and f > 0 on (0,∞);
(f2)
∞∫
1
1
f (t)
dt = ∞.
Theorem 1. Suppose that Ω is a bounded domain in RN (N  2) with C2 boundary,
f ∈ C[0,∞) satisfies (f1)–(f2), and a(x) ∈ C(Ω) satisfies
a(x)Cd(x)−2
(
−ln d(x)
)−q
as x → ∂Ω, (2)2δ
H.T. Yang / J. Math. Anal. Appl. 314 (2006) 85–96 87where q > 1, C > 0, d(x) = dist{x, ∂Ω} and δ is the diameter of Ω . Then problem (1) has
no solution.
The proof of Theorem 1 is based on the barrier method and the maximum principle.
The following is an extension of Chuaqui’s result in [6] and shows that the condition (2) is
optimal in the sense that Theorem 1 does not hold if
a(x) Cd(x)−2
(
−ln d(x)
2δ
)−q
as x → ∂Ω for q  1.
Theorem 2. Suppose that Ω = B , f ∈ C[0,∞) satisfies (f1)–(f2), and a(x) = a(r) ∈
C[0,1) is nonnegative and nontrivial. Then problem (1) has a positive solution u if and
only if
1∫
0
(1 − r)a(r) dr = +∞. (3)
In particular, if a(r) ∼ (1 − r)−k as r → 1, k  2, and if f (t) ∼ t lnp t as t → +∞,
p ∈ (0,1), then as r → 1,
lnu ∼
{
(1 − r)−(k−2)/(2−p), if k > 2,
(− ln(1 − r))2/(2−p), if k = 2. (4)
Based on Theorem 2 and sub-supersolution method, we obtain
Theorem 3. Suppose that Ω = B , f ∈ C[0,∞) satisfies (f1)–(f2), 0  a(x) ∈ C0,γ (B)
(γ ∈ (0,1)) and min|x|=r a(x) satisfies the condition (3). Moreover, assume that
1∫
0
(1 − r)h(r)f ◦ F−1
(
2
r∫
0
(1 − s) max|x|=s a(x) ds
)
dr < +∞, (5)
where h(r) = max|x|=r a(x) − min|x|=r a(x), and F−1 is the inverse of the strictly in-
creasing function F(t) = ∫ t1 (1/f (s)) ds. Then problem (1) has infinitely many positive
solutions.
Obviously, (5) occurs if a is radial. An example of nonradial a for which (5) holds is
that f (t) ∼ tm at ∞ for m ∈ (0,1), a(x) ∼ (1 − |x|)−k as x → ∂B for k  2, and
max|x|=r a(x) − min|x|=r a(x) ∼ (1 − r)
−σ as r → 1 for σ < k + 2 − k
1 − m.
This means that a is a mild oscillation of some function such that (1 − |x|)−k as x → ∂B
for k  2. Inspired by this idea, we give an existence result in general domains.
Theorem 4. Suppose that Ω is a bounded domain in RN (N  2) with C2 boundary,
f (u) = um, m ∈ (0,1), 0 a(x) ∈ C0,γ (Ω) (γ ∈ (0,1)) and satisfies
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(
d(x)−σ
)
as x → ∂Ω, (6)
where
A0 > 0,
k − 2
1 − m ∈ (0,2), σ < k +
2 − k
1 − m
and ϕ1 denotes an eigenfunction corresponding the principal eigenvalue λ1 of − with
zero Dirichlet condition. Then problem (1) has at least one solution.
Throughout this paper, notation “f ∼ g” means that there exist positive constants C1
and C2 such that C1f (x)  g(x)  C2f (x) as x → ∂Ω or for |x| sufficiently large.
C,C1,C2, . . . denote positive constants possibly different from line to line.
2. Proof of theorems
Proof of Theorem 1. Suppose by contradiction that (1) has a solution u. Let
v(x) =
u(x)+1∫
1
1
f (t)
dt and w(x) = v(x) + M(− lnϕ1)−β,
where β ∈ (0, q − 1), M > 0 will be determined later, and ϕ1 denotes an eigenfunction
corresponding to the smallest eigenvalue λ1 of
−u = λu in Ω, u = 0 on ∂Ω.
We choose ϕ1 satisfying
0 < ϕ1 < e−2q in Ω. (7)
As is well known, ϕ1 ∈ C2(Ω), and by Hopf’s maximum principle, |∇ϕ1| > 0 on ∂Ω .
Then d(x) ∼ ϕ1(x) as x → ∂Ω and there exists C > 0 such that
β
(
1
2
|∇ϕ1|2 + λ1ϕ21
)
 1
C
on Ω. (8)
By (f1) and the assumptions on a(x), we have
v = u
f (u + 1) −
f ′(u + 1)
f 2(u + 1) |∇u|
2  a(x)M0ϕ−21 (− lnϕ1)−q in Ω (9)
for some constant M0 > 0. Direct computation yields
(− lnϕ1)−β = β(1 + β)|∇ϕ1|2ϕ−21 (− lnϕ1)−β−2 − β|∇ϕ1|2ϕ−21 (− lnϕ1)−β−1
− βλ1(− lnϕ1)−β−1 in Ω.
It is easy to be verified that (7) implies that
β(1 + β)|∇ϕ1|2ϕ−21 (− lnϕ1)−β−2 
1
2
β|∇ϕ1|2ϕ−21 (− lnϕ1)−β−1 in Ω.
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(− lnϕ1)−β −12β|∇ϕ1|
2ϕ−21 (− lnϕ1)−β−1 − βλ1(− lnϕ1)−β−1 in Ω. (10)
Using (8) and (10) we deduce
(− lnϕ1)−β − 1
C
ϕ−21 (− lnϕ1)−β−1 < −
1
C
ϕ−21 (− lnϕ1)−q in Ω. (11)
It follows from (9) and (11) that
v < −CM0(− lnϕ1)−β in Ω,
i.e.
w = (v(x) + M(− lnϕ1)−β)< 0 in Ω, (12)
where M = CM0. On the other hand, by (f2), v(x) → +∞ as x → ∂Ω , and then we
have w(x) → +∞ as x → ∂Ω . So there exists x∗ ∈ Ω such that w(x∗) = minΩ w(x) and
w(x∗) 0 which contradicts to (12). The proof of this theorem is completed. 
Remark 1. We note that the condition (f2) is necessary for Theorem 1. In fact, a combi-
nation of [8, Theorem 1] and [11, Theorem 1 and Lemma 1] implies that if f satisfies (f1)
and a is a nonnegative C(Ω) function with the property that any zero of a is contained in
a bounded domain in Ω such that a is positive on its boundary, then (1) has a solution if
and only if
∫∞
1 (1/f (t)) dt < ∞.
To show Theorem 2, we give the following preliminary lemmas.
Lemma 1. Suppose that a(r) ∈ C[0,1) is nonnegative and nontrivial. Then the condition
(3) holds if and only if
lim
r→1
r∫
0
s1−N
( s∫
0
tN−1a(t) dt
)
ds = +∞.
Proof. Using Tonelli–Fubini theorem, we obtain
lim
r→1
r∫
0
s1−N
( s∫
0
tN−1a(t) dt
)
ds :=
1∫
0
s1−N
( s∫
0
tN−1a(t) dt
)
ds
=
1∫
0
tN−1a(t)
( 1∫
t
s1−N ds
)
dt.
Now, since 0 a ∈ C[0,1) and
tN−1
( 1∫
s1−N ds
)
∼ (1 − t) as t → 1,
t
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1∫
0
s1−N
( s∫
0
tN−1a(t) dt
)
ds < ∞
if and only if
1∫
0
(1 − t)a(t) dt < ∞. 
Lemma 2. Suppose that a(r) ∈ C[0,1) is nonnegative and nontrivial, and f ∈ C[0,∞)
satisfies (f1)–(f2). Then for any a0 > 1, the problem
u′′ + N − 1
r
u′ = a(r)f (u),
u(0) = a0, u′(0) = 0 (13)
has a positive solution u(r) in [0,1).
Proof. The integral form of (13) is
u(r) = a0 +
r∫
0
s1−N
( s∫
0
tN−1a(t)f
(
u(t)
)
dt
)
ds. (14)
Define u0 = a0 for r ∈ [0,1). Let {uk}k1 be a sequence of functions given by
uk+1(r) = a0 +
r∫
0
s1−N
( s∫
0
tN−1a(t)f
(
uk(t)
)
dt
)
ds,
r ∈ [0,1), k = 0,1,2, . . . . (15)
By (f1), it is easy to see that {uk}k1 is a nondecreasing sequence. Moreover, for each
k  0 and r ∈ [0,1),
0 u′k+1(r) = r1−N
r∫
0
tN−1a(t)f
(
uk(t)
)
dt
 f
(
uk+1(r)
)
r1−N
r∫
0
tN−1a(t) dt. (16)
Integrating (16) yields
0 F
(
uk(r)
)− F(a0)
r∫
s1−N
( s∫
tN−1a(t) dt
)
ds,0 0
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a0  uk(r) F−1
(
F(a0) +
r∫
0
s1−N
( s∫
0
tN−1a(t) dt
)
ds
)
.
Thus {uk}k1 is bounded and equicontinuous on [0,1−ε] for any ε > 0. By Arzela–Ascoli
theorem, {uk}k1 has a subsequence converging uniformly on [0,1 − ε]. Then u(r) =
supk uk(r) is finite for r ∈ [0,1) and letting k → ∞ in (15), we get that u(r) is a solution
of (14). The proof of this lemma is completed. 
Proof of Theorem 2. Sufficiency. Let u be a solution of (13). Obviously, u a0 in [0,1).
Since f is nondecreasing, it is clear by (14) and Lemma 1 that
lim
r→1u(r) a0 + f (a0) limr→1
r∫
0
s1−N
( s∫
0
tN−1a(t) dt
)
ds = +∞.
This means that u is a radial positive solution of problem (1) with Ω = B .
Necessity. Assume that (1) with Ω = B has a positive solution u(x). Let
v(x) =
u(x)+1∫
1
1
f (t)
dt.
For any function g(x), define its spherical mean by
g(r) = 1|∂Br(0)|
∫
∂Br (0)
g(x) dσ.
Similar to (9), we have
v = v′′ + N − 1
r
v′ = v  a(x) = a(r). (17)
Thus
v(r) v(0) +
r∫
0
s1−N
( s∫
0
tN−1a(t) dt
)
ds. (18)
By (f2), v(x) → +∞ as d(x) = dist(x, ∂B) → 0, and then v(r) → +∞ as r → 1. There-
fore the conclusion follows from (18) and Lemma 1.
Estimate (4). In the case k > 2, we take the function u(r) = eΛ(1−r2)−α , α =
(k − 2)/(2 − p), as a subsolution of (1) for Λ large. Indeed, an easy calculation shows
that
u − a(r)f (u )
 eΛ(1−r2)−α
(
2NΛα(1 − r2)−α−1 + 4Λα(α + 1)r2(1 − r2)−α−2
+ 4Λ2α2r2(1 − r2)−2α−2 − CΛp(1 + r)−αp(1 − r)−k−αp)
 0 (19)
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k + αp = 2α + 2. Integrating (19) gives
u(r) eΛ +
r∫
0
s1−N
s∫
0
tN−1a(t)f
(
u(t)
)
dt ds. (20)
Since f is nondecreasing and eΛ > a0 for Λ sufficiently large, it can be derived (see [6,
Lemma 2.2]) from (14) and (20) that u(r) < u(r) in [0,1). Similarly, u(r) = eλ(1−r2)−α
is a supersolution and u(r) < u(r) in [0,1) if λ is small enough. In the case k = 2,
u(r) = eΛ(1−ln(1−r2))β and u(r) = eλ(1−ln(1−r2))β , β = 2/(2 − p), are sub- and superso-
lution respectively for large Λ and small λ. Moreover, u(r) < u(r) < u(r) in [0,1). Thus
(4) holds. The proof of Theorem 2 is completed. 
Remark 2. From the proof of Theorem 2, it is not hard to see that the condition
∫ 1
0 (1−r)×
a(r) dr = +∞ is necessary for the existence of solutions of (1) under the conditions of
Theorem 2 except that a is radial.
To show Theorems 3 and 4, we need the following lemma.
Lemma 3. Suppose that u is a subsolution and u is a supersolution of
u = a(x)f (u) in Ω, (21)
where Ω is a smooth bounded domain in RN (N  2), f ∈ C0,γloc (−∞,+∞) is nonde-
creasing and 0  a(x) ∈ C0,γloc (Ω), γ ∈ (0,1). If u  u in Ω , then (21) has at least one
solution u ∈ C2(Ω) with u u u in Ω .
Proof. The proof is somewhat standard, and we give it for completeness. Let {Ωn}∞n=1 be
a sequence of smooth bounded domains such that
Ω1 ⊂ · · · ⊂ Ωn−1 ⊂ Ωn ⊂ · · ·Ω and
∞⋃
n=1
Ωn = Ω.
Consider the problem
u = a(x)f (u) in Ωn,
u = (u + u )/2 on ∂Ωn. (22)
Obviously, u is a subsolution and u is a supersolution of (22) for every n. Since f is nonde-
creasing, it can be showed by using the well-known Monotone Iteration Scheme that (22)
possesses a solution un satisfying u  un  u in Ωn, and by standard regularity theory
{un} is a bounded sequence in C2+µ(Ω1) for some µ > 0. So, by Ascoli–Arzela theo-
rem, {un} has a subsequence {unm} such that {unm} → u1 in C2(Ω1) for some solution u1
of (22) with n = 1. Similarly, {unm} has a subsequence (still denoted by {unm}) such that
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Repeating this procedure infinitely many times, the limit of the diagonal sequence pro-
vides a solution u ∈ C2(Ω) of (21) such that u u u in Ω . The proof of this lemma is
completed. 
Proof of Theorem 3. At first, we note that for 0 a ∈ C[0,1),
r∫
0
s1−N
( s∫
0
tN−1a(t) dt
)
ds
=


r∫
0
(ln r − ln t)ta(t) dt, if N = 2,
1
N − 2
( r∫
0
ta(t) dt − r2−N
r∫
0
tN−1a(t) dt
)
, if N  3
=
r∫
0
(r − t)ξN−3ta(t)
rN−2
dt
(
ξ ∈ (t, r))

r∫
0
(1 − t)a(t) dt. (23)
By Theorem 2, for any b0 > a0 > 1, the following problems:
v′′ + N − 1
r
v′ = max|x|=r a(x)f (v),
v(0) = a0, v′(0) = 0 (24)
and
w′′ + N − 1
r
w′ = min|x|=r a(x)f (w),
w(0) = b0, w′(0) = 0 (25)
have positive solutions v(r) and w(r) in [0,1) such that limr→1 v(r) = +∞ and
limr→1 w(r) = +∞. We now prove by contradiction that
v w, r ∈ [0,1) (26)
provided that b0 be chosen sufficiently large.
In fact, suppose that (26) is not true. Then there exists a constant r∗ > 0 such that
v(r) < w(r) for r ∈ (0, r∗) and v(r∗) = w(r∗). Moreover, by (f1) and (23), we have
v(r∗) = a0 +
r∗∫
s1−N
( s∫
tN−1 max|x|=t a(x)f
(
v(t)
)
dt
)
ds0 0
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r∗∫
0
s1−N
( s∫
0
tN−1 min|x|=t a(x)f
(
w(t)
)
dt
)
ds
+
r∗∫
0
s1−N
( s∫
0
tN−1h(t)f
(
v(t)
)
dt
)
ds
w(r∗) + a0 − b0 +
r∗∫
0
(1 − r)h(r)f (v(r))dr. (27)
Similar to (18), we have
v(r) F−1
(
F(a0) +
r∫
0
s1−N
( s∫
0
tN−1 max|x|=t a(x) dt
)
ds
)
 F−1
(
F(a0) +
r∫
0
(1 − t)max|x|=t a(x) dt
)
. (28)
Then
v(r∗)w(r∗) + a0 − b0
+
1∫
0
(1 − r)h(r)f ◦ F−1
(
F(a0) +
r∫
0
(1 − t)max|x|=t a(x) dt
)
dr. (29)
It follows from the condition (5) that the last integral in (29) is finite. So b0 may be chosen
sufficiently large so that v(r∗) < w(r∗). A contradiction is obtained and (26) is proved.
Moreover, v is a subsolution and w is a supersolution of (1). The conclusion follows im-
mediately from Lemma 3. 
Proof of Theorem 4. Consider the problem
u = a(x)(u+)m in Ω,
u(x) = +∞, on ∂Ω, (30)
where u+ = max{0, u}. Let
u = B0ϕ−α1 + Mϕ−β1 with α =
k − 2
1 − m ∈ (0,2), B0 =
(
A0/α(α + 1)
)1/(1−m)
and
β ∈ (max{−1, α − 2, σ − k + α},0).
Claim. u is a supersolution of (30) if M > 0 is sufficiently large.
In fact, by computation, we have
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+ Mβ(β + 1)|∇ϕ1|2ϕ−β−21 in Ω. (31)
Then
u = B0α(α + 1)|∇ϕ1|2ϕ−α−21 + Mβ(β + 1)|∇ϕ1|2ϕ−β−21 + o(d−β−2)
as x → ∂Ω. (32)
By (6), we infer
a(x)(u+)m = (A0|∇ϕ1|2ϕ−k1 + o(d−σ ))(B0ϕ−α1 + Mϕ−β1 )m
= (A0|∇ϕ1|2ϕ−k1 + o(d−σ ))Bm0 ϕ−αm1
(
1 + mM
B0
ϕ
α−β
1 + o(dα−β)
)
= A0Bm0 |∇ϕ1|2ϕ−k−αm1 + A0Bm−10 mM|∇ϕ1|2ϕ−k−αm+α−β1
+ o(d−k−αm+α−β) + o(d−σ−αm) as x → ∂Ω.
Note that A0Bm0 = B0α(α + 1), k + αm = α + 2 and σ + αm < β + 2. So
a(x)(u+)m = B0α(α + 1)|∇ϕ1|2ϕ−α−21 + Mmα(α + 1)ϕ−β−21 + o(d−β−2)
as x → ∂Ω. (33)
Since −1 < β < 0, it follows by (32) and (33) that there exist M1 > 0 and Ωd ⊂ Ω such
that if M > M1,
u a(x)(u+)m in Ωd.
Moreover, by (31), there exists M2 > 0 such that if M > M2,
u 0 a(x)(u+)m in Ω \ Ωd.
Thus u is a supersolution of (30) if M > max{M1,M2}. The claim is proved. Similarly,
u = B0ϕ−α1 + Mϕ−β1 turns out to be a subsolution of (30) if −M > 0 is sufficiently large.
By Lemma 3, (30) has a solution u such that u  u  u in Ω . Furthermore, using the
maximum principle yields u 0 in Ω , and then u is a solution of (1) with f (u) = um. The
proof of this theorem is completed. 
Remark 3. We note that the existence of solution of (1) in general domains is left an open
problem if f satisfies (f1)–(f2) and a(x) does not satisfy condition (6) but
a(x) Cd(x)−2
(
−ln d(x)
2δ
)−q
as x → ∂Ω for q  1.
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