In this first part of our paper, we introduce some basic concepts and terminology of distributed planning, and describe a novel CoordinatorCoworker structure -a control mechanism that can dynamically reorganize the planning system in response to the tasks at hand. Coordinators get either self-appointed in unambiguous situations or selected through a unique and inexpensive nomination/confirmation process. The matching of tasks and coworkers is accomplished with minimum message passing and processing, by using appropriate meta-knowledge about the status of the network of nodes. Connections can be initiated by both coordinators and coworkers, leading to optimum load balancing. A hierarchically organized set of Distributed Scratch Pads supports the Coordinator-Coworker mechanism. It is the medium for information exchange and also provides the basis for "self-repairing" in a graceful degradation mode whenever individual nodes become inoperational. We discuss the problems of Air Traffic Control and describe the kernel design of the airborne processors in a Location Centered, Cooperative Planning System. Finally, we explain the simulation-based planning process and its timing and selection considerations.
INTRODUCTION
Distributed Artificial Intelligence (DAI) involves networks of computers (groups of intelligent nodes or agents) sharing resources and working on common objectives (to solve problems cooperatively). DAI has followed two major paradigms: planning for multiple agents by one single agent in the network and a group of agents collaborating to generate a plan for distributed problem solving.
The following issues have to be addressed:
• the connection problem, defined as how nodes with tasks to be executed find other nodes in the network capable of executing them;
• the communication problem, with reference to when and how communication should occur. It is characterized by the limited communication-bandwidth available between nodes, the cost of the communication, and the reliability and possible delay of messages;
• the uncertainty problem, concerning unexpected changes in the environment and the noise inherent in the information received from other nodes; and finally,
• the coherence problem, regarding the global coordination of agents in the network -problem solving agents' actions may at times be mutually interfering, rather than mutually supportive, because of the limited knowledge each problem solver has.
We define a Distributed Planning System (DPS) as a network whose nodes represent distinct processors, each cooperating with a selected set of others to achieve a common set of goals. In such a system, the nodes are decentralized, loosely-coupled, and have varying degrees of autonomy. Decentralized means that both control and data are logically and sometimes geographically distributed; loosely-coupled means each node performs more computation than communication (Davis and Smith 1983) . A node is completely autonomous when it has in its local database all the information necessary to complete its processing correctly (Lesser and Corkill 1981) . Nodes can be assigned (partitioned) into sub-networks (groups) dynamically, according to the characteristics of the problem (task) at hand. The nodes in the group so formed are called relevant to the problem to be solved. The two major factors that affect group formation are the characteristics of the problem and the constraints imposed. Examples of the former are the size, complexity, location, and decomposability of the task in question. Constraints can be the availability, capability and the location of the nodes. An effective DPS should be able to partition the network properly in considering these two factors.
A DPS can be viewed as a multilevel hierarchical network. One or more subnetworks (groups) exist at each level. Nodes within a group are organized according to a specific structure which depends on the characteristics of the problem and on the status of network at the given time, such as the number of nodes in the group and the load on individual nodes. This structure acts as a meta level control (Corkill and Lesser 1983) , determining the flow of control and communication, and the distribution of data and knowledge among the nodes. A good organizational structure makes full use of the capabilities of the relevant nodes. The criteria of efficient and effective operation include that a node should not undo or counteract the results of others nor should it duplicate any part of the performance of others. Moreover, node activities should be mutually supportive whenever possible. Also, the limited resources have to be effectively shared and conflicts arising have to be resolved in a satisfactory manner. (Note that an organizational structure can also be imposed upon groups of nodes at the same or at different levels.)
We have used the Coordinator-Coworker structure as a generic network organization in transforming the individual nodes into an effective and efficient problem solving team. This scheme controls the distribution and coordination of the various planning activities.
ROLES AND THEIR ASSOCIATED RESPONSIBILITIES IN THE COORDINATOR-COWORKER STRUCTURE
The nodes in the Coordinator-Coworker structure follow a dynamic pattern of self organization in terms of the roles they play. A node can take one of the following three types of roles: coordinator, coworker, and nominator.
As a coordinator, the node is responsible for achieving group coherence with respect to a goal. A coworker node is responsible for achieving load balancing in the group. Finally, a nominator node nominates the best-qualified node to become a coordinator.
Each node can hold more than one role at the same time. All activities relating relevant nodes are based on agreements. Examples of such activities are taking roles, assigning and accepting task execution, and sharing results of computation. The agreements can be either implicit or explicit. Implicit agreements are made according to rules with which every node complies. (The only communication needed with implicit agreements is the exchange of factual information.) Explicit agreements are made through negotiations and, sometimes, confirmations are also needed.
A coordinator is selected first to resolve the highest priority problem in each group. Other nodes become its coworkers. The coordinator is responsible for
• decomposing the given problem into smaller subproblems if possible; • distributing these subproblems to the coworkers according to the qualifications of the latter (the extent of such distribution depends on the network status); and
• collecting the reports (subproblem solutions) from the coworkers and synthesizing the solution to the whole problem.
A coworker has to
• decide from which coordinator to request its next task; and • decompose the assigned task, if it is decomposable and it is appropriate to do so (again, this depends on the network status). When this happens, another coordinator, at a level higher than the one the coworker works for, is selected. Otherwise, the coworker executes the assigned task and reports its result to its coordinator.
Each node can take more than one coordinator role at the same or different levels. Similarly, a coworker can work for several coordinators at the same time. The Coordinator-Coworker structure is based on a dynamic grouping process in a DPS and provides a distributed, concurrent hierarchical control for the organization of the relevant nodes. Its objective is to make the available processing resources fully utilized.
SELECTING A COORDINATOR
There are two types of restrictions. There are some nodes that can become coordinators for many or even all problems. Let us call such Type-A nodes. On the other hand, some specialized nodes can be coordinators for only a few problems. These are the Type-B nodes. It is important to assign coordinator roles to Type-B nodes as early as possible. Failing to do so may lead to situations in which Type-A nodes are saturated with coordination responsibilities for problems that can be taken care of by both types of nodes.
Coordinators process more messages than coworkers since they are responsible for distributing tasks and collecting reports. This may result in communication congestion, particularly when a node has more than one such role. Thus, in the Coordinator-Coworker structure, the assignment of coordinator roles must not be based only on the capability of the candidates but also on their existing obligations. This leads to the idea of "role balancing". It means that the coordinator roles are assigned among the capable nodes evenly to diminish the chance of communication bottlenecks in the system. (There can be extreme cases when a redistribution of tasks is necessary when many special tasks become available.)
A relatively inexpensive way of distributing coordinator roles evenly is to have the nodes with matching communication abilities compete for the roles among themselves. Every node has a coordinator-role-counter indicating the number of active coordinator roles it has. This counter is incremented by one every time the node accepts a new coordinator role and decremented by one every time it resigns from one of such roles. A node becomes a coordinator if it has the smallest coordinator-role-counter and the least extent of communication ability while capable of performing the task at hand.
To avoid extensive communication, each node stores information about the other relevant (and usually small number of) nodes' role-counter and capabilities. When the need arises for a new coordinator, each node can, therefore, derive the result itself without any exchange of information with others.
There is, however, a serious problem with this approach. Due to possible delays involved in message passing, there is no way to guarantee that each node has up-to-date coordinator-role-counter information of the other nodes. We have, therefore, devised the mechanism of nominators for the coordinator roles. It consists of the following three phases:
(1) The nominator selection phase starts when a new coordinator is needed to accomplish a particular goal. A nominator is selected simply as the node with the highest ID number -an implicit agreement between the relevant nodes.
(2) In the nomination phase, use is made of a list with information on all potential coordinator candidates. This information includes the node's ID, its coordinator-role-counter, and its capability measure. A coordinator-job-offer message is sent to a node which has the necessary capability and the smallest coordinator-role-counter.
(3) In the confirmation phase, the recipient node compares the coordinatorrole-counter (which the nominator believes it has) with its own record. If the value of the latter is greater, it will not accept the offer. Instead, it becomes a new nominator and nominates the most qualified node according to its belief.
(Such mismatch of values may occur in case the node in question has accepted another nomination to become a coordinator before it processes this message.) This process continues until a node finally accepts the nomination. Thus, a coordinator is appointed through an explicit agreement between it and the node nominating it.
In comparison with the assignment process in the Contract Net (McArthur, Steeb and Cammarata 1980) , our scheme is more effective in reducing the probability of communication congestion. The manager's role in the Contract Net is assigned to the node that generates the task (self-appointment). In our Coordinator-Coworker structure, a coordinator is appointed on the basis of its own qualifications and with a view of balanced role assignments.
CONNECTION THROUGH MUTUAL SELECTION
There are two types of roles in the Contract Net, the manager's and the contractor's. An announce-bid-award form of negotiation is used for each task to find the most appropriate contractor to execute it. The manager first announces the task. When a potential contractor receives the specification of the task, it uses the so-called Knowledge-Source-Centered knowledge to decide whether to submit a bid. This information helps potential contractors to determine their own relevancy in executing a task.
The manager, in turn, uses the so-called Task-Centered knowledge to award the bid to the most qualified potential contractor. The Knowledge-SourceCentered and the Task-Centered knowledge are jointly referred to as metaknowledge (McArthur, Steeb and Cammarata 1980 ). In our Coordinator-Coworker structure, a similar announce-request-assign mode of negotiation is used to solve the connection problem. However, connections are made through agreements rather than contracts, which is shown below to be a more refined way of using meta-knowledge.
Suppose a particular coordinator has to delegate several tasks to other nodes, each capable of executing at least one of them. The coordinator announces a description of all tasks in one tasks-announcement message. A potential coworker may receive a number of such announcements before it processes any of them. It will then have to decide whether to submit a request for any of the tasks and, if so, to which coordinator. These decisions are based on its meta-knowledge about the tasks, and the coordinators.
A task-request message from a potential coworker to a coordinator includes a preference-ranking over all tasks, which is based on its own relevancy evaluation. Similarly, a coordinator uses its meta-knowledge to decide on the order of the tasks to be dealt with and on which coworker should a given task be assigned to. The process is repeated until either there is no tasks available or there is no potential coworker left. The tasks with higher priority, or those which contribute to more promising search directions, are executed earlier than others. This adds more intelligence to the process of coordination.
The number of messages is significantly reduced with this type of connection process. The coordinators no longer need to announce the available tasks, one at a time. Also, having the complete information on the preferences of the individual task requester, multiple agreements can be established effectively (in terms of connecting the proper tasks with the qualified potential coworkers) and efficiently (in terms of the small number of messages sent in making the connections).
We have also devised a modification to the above connection mechanism which enables the task-available and the task-request messages to be shorter. The coordinator announces only the availability of tasks with some general specifications. The potential coworker attaches to the task-request message its own capability description, such as skill levels. The coordinator responds in the same way as with the previous mechanism but now it also evaluates the relevancy of the task requesters. This approach shortens the messages at the price of a small amount of extra work and also enhances the load balancing objective.
Finally, we refer to an additional refinement to the solution of the connection problem. In our Coordinator-Coworker structure, when a busy coworker receives other task announcements, it stores the ID of the coordinators sending the messages in a list called task-sources-list. After finishing the current task, the coworker can send a task-request message to the most appropriate coordinator in this list, initiating the connection process.
This mechanism is particularly useful when each coordinator has many tasks to be executed. It is likely that not all the tasks can be assigned immediately because of the limited number of the relevant nodes. Instead of the coordinator continually re-announcing the availability of tasks, it is better if a coworker requests a task when it becomes available. The use of the task-sources-list reduces the number of messages and the possible delays in establishing subsequent connections, and also improves the quality of the connections.
DISTRIBUTED SCRATCH PAD
We have introduced a novel data structure, called Distributed Scratch Pads. Each coordinator has a scratch pad associated with each task. The decomposed subproblems are first posted on the scratch pad and the availability of tasks is broadcast to all relevant nodes. Available coworkers then request the tasks from it. If the coworker finds a new problem during the execution of the assigned task, a higher level coordinator is addressed to provide the next level scratch pad with the necessary information. That is then broadcast with the need for further cooperation. Otherwise, the result of solving the subproblem is reported back to the original coordinator. The coordinator solves its level of the problem by synthesizing the reports concerning subproblem solutions from its coworkers. Finally, the partial results are filtered back, level-by-level, to the top-level scratch pad, and the top-level coordinator solves the whole problem.
Distributed Scratch Pads can also be used to recover from most processor failures. The coordinator, for example, may detect a missing coworker node and reassigns the tasks already committed to others. Similarly, a parent coordinator may detect its subordinated coordinator failure, recovers the relevant scratch pad information, and on that basis, appoints a new coordinator. In fact, the nodes in the Coordinator-Coworker structure can "self-repair" with minimum computational cost. A Coordinator-Coworker hierarchy with more levels delegates control responsibilities to more nodes than one with fewer levels. Thus, the detection of node failure and recovery would be less time consuming, provided the number of nodes in the system is fairly large (in which case, each node takes up only few roles at most).
ON AIR TRAFFIC CONTROL
The objective of Air Traffic Control (ATC) is to ensure the safe, orderly and expeditious flow of air traffic. Today's ATC system involves numerous interrelated elements: ground and airborne equipment (radar, displays, computers, communication devices, navigational aids, etc.), personnel and airways (Hunt and Zellweger 1987) . It has made gradual progress using relevant technological advances. Several aspects of automation can be found in a modern aircraft. Advanced performance management systems optimize fuel burn which, in turn, reduces direct operating costs dramatically. Advanced flight-path management systems and automatic landing systems can land aircraft safely along a predetermined path, even under poor visibility. Factors contributing to the increased level of aircraft automation include decreasing cost and size, and increasing power of computers; high cost of traditional aircraft operations; concern for safety, reliability, maintainability, workload, navigation and control precision (Chambers and Nagel 1985) , (Wiener 1985) .
Progress in artificial intelligence enable computers to perform intelligent problem solving and decision making concerning air travel. Several such systems are currently under development. For example, on-board fault monitoring and diagnostic systems, rule-based systems for monitoring and detecting pilot procedural errors are developed at NASA (Chambers and Nagel 1985) .
The tasks of ATC include planning, control, data management and integration. Most of the planning and control responsibilities in today's ATC systems are delegated to human air traffic controllers. They address the issues involved with smooth traffic flow, monitor the execution of aircraft flight plans, and assure safe separation between aircraft. Researchers have begun investigating the feasibility of transferring some of these responsibilities to computers (Thorndyke, McArthur and Cammarata 1981) , (Smith 1977) , (Steeb, Cammarata, Hayes-Roth, Thorndyke and Wesson 1981) , (Chien 1982) , (McArthur, Steeb and Cammarata 1980) , (Cammarata, McArthur and Steeb 1985) , (Findler and Lo 1986) . The research reported here presents an important version of Distributed Planning Systems (DPS), the Location Centered, Cooperative Planning System (LCCPS), for Distributed Air Traffic Control (DATC). Each aircraft is associated with a processor and groups of aircraft are formed dynamically to reach local (tactical) goals. Each aircraft has incomplete and, to a degree, uncertain knowledge of the environment. Communication is costly and is constrained by the limited bandwidth imposed.
We define incidents as either conflicts or violations. Conflicts involve more than one aircraft getting too close to each other. Violations involve only one aircraft failing to follow some rules; for example trying to land at an unacceptable descent angle (too large or too small). A resolution-plan needs to be devised to resolve incidents. Coordination is needed because, in trying to avoid one incident, others may in turn be created (or eliminated). Negotiations have to come into play in situations of conflicting interests. Finally, appropriate updated plan-segments have to be issued to each of the affected aircraft to modify their current plan if necessary.
THE KERNEL DESIGN OF PROCESSORS
The task environment of the DATC has the following features:
• the availability of multiple processors; • widely dispersed data gathering/sensing; • limited and, at times, noisy communication channels;
• time-stressed demands on decision-making; and, • natural clustering of activities, both spatially and functionally. The objectives of planning are:
• error-free and on-time routing; • reduction of uncertainties which potentially lead to unresolvable conflicts;
• adherence to predetermined constraints, such as statutory horizontal and vertical separation between aircraft; and,
• conservation of resources (fuel, airport facilities, etc.). Figure 1 shows the kernel design of a processor in the LCCPS. Information is obtained by an aircraft through communication from others and by sensing (radar). Each aircraft has a limited sensory horizon. Its knowledge of the world is restricted, uncertain, and changing while it and other aircraft move through air space. The Plan Generation Unit of each processor performs certain "width" (the number of aircraft involved) and "depth" (time span planned for) of planning assigned to the processor. The Look-Ahead Unit performs the simulation of future events, calculates the extrapolated trajectories and consults with the Incident Detector. The latter, relying on the safety rules stored in its Knowledge Base, identifies and reports the type, participants, time and location of all incidents. In such cases, the Look-Ahead Unit directs the Plan Generation Unit to modify the current plan. Such modification may also be necessary if the updates from the Sensing Unit are at variance with the representation of the expected world in the Knowledge Base. The Discrepancy-Checking-Unit detects such events and initiates the Look-Ahead Unit, if necessary. The Negotiation Unit distributes work load among the affected aircraft and arranges conflict resolution with them if necessary. Finally, the Control Unit coordinates and controls the above processes. We call the airborne processor employing this kernel design the distributed planner. 
THE BASIS OF THE LOCATION CENTERED, COOPERATIVE PLANNING SYSTEM
Our distributed planner causes each aircraft continuously to have an up-todate knowledge of future situations within the next Look-Ahead Time, a time period during which the planner tries to detect any potential incidents. If there is an incident, it initiates a planning (incident resolution) process to resolve it. At the end of a set (short) period, called perception interval, the planner checks for any beyond-tolerance-level discrepancy between the current world and the one expected. The expected world is obtained by extrapolating from the actual world at the beginning of the last look-ahead process, and is stored in the Knowledge Base. The look-ahead process is reinitiated after each discrepancy checking. The duration of the look-ahead process is determined by the outcome of the discrepancy checking. Namely, if any beyond-tolerance-level discrepancy is detected, the look-ahead process starts from that point for a full period of the normal Look-Ahead-Time (this is determined by the travel time over the distance between the two closest aircraft). However, if no discrepancy is detected, the planner looks ahead for only the period of a perception interval. This implies that the extrapolated world must be stored at the end of each look-ahead process. However, all these bookkeeping efforts represent only a very small price for the advantages gained. These advantages include the smaller amount of computation needed by the planner to preserve an up-to-date picture of a future situation, and the avoidance of redundant activities in the simulation.
Each aircraft detects impending incidents in relying primarily on its onboard radar (it may though be necessary to employ also other sensors with good update capabilities). The radius of the radar range of a particular aircraft has to be large enough for the Look-Ahead-Unit to spot a future incident early enough for its resolution to be guaranteed. The sampling frequency for potential incidents is a function of the distance to the nearest plane and its relative velocity. If any potential incident is detected, the Plan Generation Unit is invoked.
The perception interval, of course, should be kept as short as possible to make the navigational safety mechanism robust. The lower bound of the perception interval is the larger value of the processing times needed for the look-ahead and the radar image regeneration time.
SOME MEASURES OF PRIORITY AND CRITICALITY
To resolve an incident, the planner has to decide on which aircraft should change its flight parameters and when. We define the urgency factor, U i of aircraft p i as (-1) times the shortest time period in minutes after which a conflict would arise (for reasons to be seen later, in discussing Equation 2). The status, S, of an aircraft is defined as the sum of the emergency level (critically ill person, hijacking attempt, etc.), E, and a measure of the amount of fuel yet available, G; S = E + G, where E and G, independently of each other, can assume the values 2, 1 and 0 (normal). A measure, taking into account the (weighted number of) incidents each aircraft is involved in, can be calculated as follows:
where V i is the number of violations p i is involved in; n i,k is the number of aircraft involved in the k-th conflict of aircraft p i , k=1,...,C i ; C i being the total number of conflicts of p i .
Let the number of aircraft surrounding p i be N i . The following formula yields the priority factor
where f(p i ) is the priority factor of the aircraft p i , U i is its urgency factor, S i is its status, W i is the weighted number of incidents it is involved in, N i is the number of aircraft it is surrounded by.
The four measures are properly weighted in Equation (2). Their combined effect formalizes the preference ranking process. The higher this value, the more critical it is to change the aircraft's flight parameters. Also, a higher value of the priority factor is associated with a higher productivity (effectiveness) in eliminating all incidents by changing the course of the aircraft so qualified. The values of the variables can be transmitted through radar signals in the sensing stage. The computation is based on simple table look-ups, shifting and addition (this being the reason for selecting the coefficients in Equation 2 as powers of 2). Thus, the negotiation process necessary for preference ranking need not involve the Communication Unit, and the cycle for request-response can be eliminated. The above formalism leads to an ordered list of the aircraft to be considered in resolving a given incident.
It is possible for an aircraft to detect several incidents during its lookahead process. We define the incident criticality factor as the sum of the priority factors of all aircraft involved in the given incident,
The incidents with higher incident criticality factor are considered to be more urgent to be taken care of. The most critical potential incident detected for a particular aircraft during the look-ahead process is called the Individual-Most-Critical-Potential-Incident.
THE CONCEPT OF RELEVANT AIRCRAFT AND THEIR IDENTIFICATION IN RESOLVING A POTENTIAL INCIDENT
We want to reduce both the number and the severity of possible subsequent incidents when we resolve a particular one. It is, therefore, important for an aircraft to identify first all other aircraft that may affect or be affected by the resolution. We call these the relevant aircraft. Considering these aircraft helps in avoiding commands that would potentially lead to (further) conflicts. It is also easier to coordinate the resolution of coexisting incidents between relevant aircraft, and the system can better allocate processing resources to the resolution of potential incidents.
We have defined a number of different regions of the air space in set theoretical terms that characterize the surrounding environment of individual and interacting aircraft. These regions are regularly computed to provide the domain and the order in which incidents are to be resolved by the planner.
INCREMENTAL SHALLOW PLANNING
Incidents are resolved by a simulation-based Incremental Shallow Planning technique which treats planning as a multi-pass and multi-stage search process. Each pass produces a satisfactory, but not necessarily optimum, plan. Other passes are performed when new information is obtained about the world and the existing plan needs to be modified.
Shallow planning can be characterized as a blind or heuristically guided search of a limited depth tree. The root node is selected from among the nodes generated in the previous stage. The depth of the tree generated is constrained by the time left for planning, at that stage.
The number of stages for a pass is determined either by the time allowed for a pass or the subgoal to be achieved. The entire planning process terminates when the final goal is accomplished -all incidents within the "horizon" are resolved. This technique can be especially effective when the search space is large, the planner's knowledge of the world is incomplete, and the planner has limited control over the world. The various incidents possible are associated with the appropriate directives in the knowledge base. The planner's task is to compute which directives to use, when they should be used, and what parametric values should be inserted in the directives chosen, and for which aircraft.
A directive with (tentative) parametric values becomes a command. A task is defined as evaluating a directive by simulation -thus the term simulationbased planning. Incident resolution involves the creation of the so-called DATC search tree. Individual agents can be "in charge" of independent simulations along the different branches of the search tree and, thus, all participate in the planning process. This idea gives rise to the notion of a hierarchy of distributed scratch pads at different levels and fits naturally in the Coordinator-Coworker structure described earlier.
USING THE COORDINATOR-COWORKER STRUCTURE
Coordinators use their meta-knowledge in assigning tasks to potential coworkers (a task is defined as the process of evaluating a directive through simulation). When a coordinator processes the task-request messages received, it first considers all the zero-level incidents with unprocessed tasks. Suppose there exists at least one such incident. The coordinator then, using its meta-knowledge, (1) selects the most critical one, and (2) checks whether each task requester is relevant to the incident in question and assigns an unprocessed task to it, if applicable. Each acceptable task requester is then sent a task-assignment message until every unprocessed task for that incident has been assigned.
The coordinator chooses the next most critical zero-level incident with unprocessed tasks for the remaining task requesters and repeats step (2) for them. This process continues until either there is no zero-level incident with unprocessed tasks or all task requesters got their assignments.
If there are still some task requesters without assigned tasks, the coordinator starts considering the first-level incidents with unprocessed tasks. If no such incident exists, the coordinator sends a no-task-available message to the remaining task requesters. Otherwise, the coordinator takes the list of first-level incidents and (1) selects the least critical one among them, and (2) checks whether every task requester is relevant to the incident in question and assigns the next unprocessed task to it, if applicable. The selection of the least critical first-level incident means that the coordinator tries to choose the most promising direction in the search for the best resolution of the respective zero-level incident. This process continues until either there is no first-level incident with unprocessed tasks or all task requesters got their assignment.
Finally, a no-task-available message is sent to every remaining task requester without an assignment.
CONCLUSIONS
In this Part I of our two-part paper, we have discussed the CoordinatorCoworker structure which can provide distributed, concurrent hierarchical control for organizing the relevant nodes/processors so that they are fully utilized. Coordinators are nominated according to their qualifications and with reference to their current load. Connections are made through mutual selection process that decreases the number of messages needed. Distributed Scratch Pads serve as the information structure of the technique. It enables a selfrepair process to be invoked in case some individual node fails.
We have also presented the Location Centered Cooperative Planning System for Distributed Air Traffic Control. Each aircraft is associated with a processor and groups of aircraft are formed dynamically to reach local (tactical) goals in resolving incidents. We have addressed the issues of
