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Abstract
According to Kauffman’s theory [S. Kauffman, The Origins of Order, Self-Organization and Selection
in Evolution, Oxford University Press, New York, 1993], enzymes in living organisms form a dynamic
network, which governs their activity. For each enzyme the network contains:
• a collection of enzymes affecting the enzyme and
• a Boolean function prescribing next activity of the enzyme as a function of the present activity of the
affecting enzymes.
Kauffman’s original pure random structure of the connections was criticized by Barabasi and
Albert [A.-L. Barabasi, R. Albert, Emergence of scaling in random networks, Science 286 (1999) 509–512].
Their model was unified with Kauffman’s network by Aldana and Cluzel [M. Aldana, P. Cluzel, A natural
class of robust networks, Proc. Natl. Acad. Sci. USA 100 (2003) 8710–8714]. Kauffman postulated that the
dynamic character of the network determines the fitness of the organism. If the network is either convergent
or chaotic, the chance of survival is lessened. If, however, the network is stable and critical, the organism
will proliferate. Kauffman originally proposed a special type of Boolean functions to promote stability,
which he called the property canalyzing. This property was extended by Shmulevich et al. [I. Shmulevich,
H. Lähdesmäki, E.R. Dougherty, J. Astola, W. Zhang, The role of certain Post classes in Boolean network
models of genetic networks, Proc. Natl. Acad. Sci. USA 100 (2003) 10734–10739] using Post classes.
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Following their ideas, we propose decision tree functions for enzymatic interactions. The model is fitted to
microarray data of Cogburn et al. [L.A. Cogburn, W. Wang, W. Carre, L. Rejto˝, T.E. Porter, S.E. Aggrey,
J. Simon, System-wide chicken DNA microarrays, gene expression profiling, and discovery of functional
genes, Poult. Sci. Assoc. 82 (2003) 939–951; L.A. Cogburn, X. Wang, W. Carre, L. Rejto˝, S.E. Aggrey,
M.J. Duclos, J. Simon, T.E. Porter, Functional genomics in chickens: development of integrated-systems
microarrays for transcriptional profiling and discovery of regulatory pathways, Comp. Funct. Genom. 5
(2004) 253–261]. In microarray measurements the activity of clones is measured. The problem here is the
reconstruction of the structure of enzymatic interactions of the living organism using microarray data. The
task resembles summing up the whole story of a film from unordered and perhaps incomplete collections
of its pieces. Two basic ingredients will be used in tackling the problem. In our earlier works [L. Rejto˝,
G. Tusnády, Evolution of random Boolean NK-models in Tierra environment, in: I. Berkes, E. Csaki,
M. Csörgo˝ (Eds.), Limit Theorems in Probability an Statistics, Budapest, vol. II, 2002, pp. 499–526] we used
an evolutionary strategy called Tierra, which was proposed by Ray [T.S. Ray, Evolution, complexity, entropy
and artificial reality, Physica D 75 (1994) 239–263] for investigating complex systems. Here we apply this
method together with the tree–structure of clones found in our earlier statistical analysis of microarray
measurements [L. Rejto˝, G. Tusnády, Clustering methods in microarrays, Period. Math. Hungar. 50 (2005)
199–221].
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
According to Kauffman’s theory [26] enzymes have two possible activity behaviors in living
organisms: active or passive. Activity behavior of enzymes at any given time together form the
actual state of the organism. The state is a Boolean vector with coordinates “TRUE” for active
enzymes and “FALSE” for passive ones. The states of the organism change step by step, following
rules given by a system called the Kauffman network. Each enzyme is controlled by a collection
of other enzymes. A set of rules governs the activity of the individual enzyme as a function of the
set of affecting enzymes. A look-up-table assigns the next activity behavior of the given enzyme
for each possible pattern of joint activity behavior of the controlling enzymes. If the number of
controlling enzymes is r , then the number of elements of the look-up-table is 2r . We may represent
the joint behavior of the enzymes controlling one enzyme by integer numbers, ordering 1 and
0 to TRUE and FALSE and evaluating the sequence of bits as a number in the 2-base system.
Accordingly, the look-up-table is a function ordering TRUE and FALSE to integers between 0
and 2r − 1. Applying the rules of the network step by step after a possible initial phase one
previous state returns, and afterward, the whole process is systematically repeated. The repeated
states together form an attractor of the organism. Formally, the attractor is a Boolean matrix H
in which the rows correspond to enzymes and the columns to states. Each column of the matrix
reflects activity of all enzymes at a given moment of life of the living organism. One organism may
have many attractors. The number of attractors and the sizes of the attractors together form the
attractor structure of the network. The attractor structure of the organism determines its biological
character. The basic assumption in Kauffman’s theory is that attractors correspond to cell types.
Organisms with few and small attractors cannot live because their enzymatic life is not rich
enough. The complicated organisms, the ones with many and large attractors, cannot live either.
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Microarray data form a Boolean matrix M , in which the rows correspond to measured clones
and the columns to conditions. We refer to the measured entities as clones to distinguish them
from enzymes in Kauffman networks. Each element of the matrix reflects the activity of the clone,
which corresponds to the row under the actual condition which corresponds to the column. If the
measured conditions are tissue-specific, it is reasonable to use only one attractor as a theoretical
model for microarray data. The key for embedding of the measurement data into an attractor of
a Kauffman network is a pair of assignments. We have to:
• assign one enzyme to each clone, and
• assign one state of the attractor to each condition investigated in the measurement.
In the film analogy used in the abstract, the first assignment is to identify of the characters of
the film; the second is to order the pieces with its most difficult part, which is reconstructing the
missing ones. These assignments are not necessarily one to one. In both cases multiplicity can
occur. Either different clones are assigned to the same enzyme or different conditions are assigned
to the same state. The reason in the first case is partly that different clones may belong to the same
enzyme and partly due to some mathematical reduction. This means that we may unify different
clones once their activities are heavily interrelated. The reason for multiplicity in the second case
may be the environmental equivalence of some investigated conditions. Even under the same
condition the same gene may act differently; considering multiple copies of the same gene, one
may be active the other passive. The other source of our assumption—that the assignments are not
one to one—is that in both cases it may happen that some elements of the attractor of a Boolean
network do not correspond to any element of the microarray measurement. In case of enzymes,
microarray measurements cannot cover all the enzymes for a complex organism. In the second
case, certain states simply are not represented by measured conditions. In the film analogy used
above, these problems correspond to missing characters and pieces.
For the sake of clarity, we will tacitly refer to rows of microarray measurement as clones and
to the rows of attractors as enzymes, and to columns of microarray measurements as conditions
and that of an attractor as state. Accordingly, the investigated object in microarray is called an
animal, and in Kauffman network an organism. This research is based on the conviction that the
pairs clone–enzyme and condition–state are the same accordingly. Yet technically the agreement
can be achieved only by appropriate assignments. For didactic reasons we prefer to label the
corresponding elements with different words. We are going to reconstruct such a Boolean network
that has biological reality at least in its global structural properties. In this paper the examined
regulatory Boole system is called Kauffman network, emphasizing its global properties. The
formal definition of Kauffman network is given in Section 4.2.
The problem we will investigate typically is ill-posed. To have a given measurement matrix M
does not necessitate a Kauffman network with an appropriate attractorH close toM . If there is any,
it is not necessarily uniquely determined. Any side information in such a situation is welcomed.
The natural strategy is to construct a Kauffman network on the basis of cluster analysis of gene
expressions. Pioneering statistical analysis of microarray measurements used cluster analysis
based on the natural conjecture that clones clustered together affect each other. Unfortunately,
this method results in unconnected regimes of the network. According to our previous statistical
analysis of microarray data [42], however, activity measurements may be better approximated
by trees. A tree is a connected graph having exactly one route between any pair of vertices.
We materialized the logical structure of a tree by following the spanning tree of cluster centers.
Accordingly, clones are represented by well-defined points of the edges of the spanning tree.
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There is a natural way to define distances between clones and to reformulate the structure in a
more appropriate way; that is, the probability that a clone affects any other clone depends on the
distance of the points on the tree representing the clones. It is not necessary that the enzymes of
the fitted Kauffman network correspond one by one to the measured clones, but in this embedding,
the assignment of clones to enzymes is expected to be close to the unity. The use of such a constraint
in the present state of the work is a strategic point: we can apply it in course of searching the
network or we can use it as a final check.
In the course of the search procedure, we need algorithms that present a huge collection of
aspirant networks and some orientation for navigating among them. The first phase was originated
in the works of Erdo˝s and Rényi [13] on random graphs; the second one was inspired by Ray’s
Tierra algorithm [39]. Building up random graphs, Erdo˝s and Rényi have shown that as a graph
becomes more complex, new phenomena emerge. The process resembles phase transition: with
enough heat, snow melts. Cumulating edges enough the graph starts to possess large connected
components and, after a critical number of edges, the so–called giant component emerges. One part
of the Kauffman network is a directed graph representing the interaction structure of the enzymes.
Originally Kauffman investigated regular systems in which each enzyme is affected by a fixed
number of other enzymes—the so-called NK-model. According to a conjecture of Bastolla and
Parisi [5], phase transition in such Kauffman networks corresponds to certain critical probability
in the look-up-table, depending on the number of enzymes affecting one (see also [34,35]). It was
a conjecture that the number of attractors in critical networks is about √n, where n denotes the
number of enzymes. Recently this was questioned in papers [2,6,12,44]. It is possible to estimate
the expected value of the number of attractors with a new analytical method (see [44]). This
number turned out to be superpolynomial. The simulation result of [48] shows that the median
number of attractors in critical random Boolean networks grows faster than linearly for n up to
1200. According to our simulations in critical networks, the number of attractors has a long tailed
distribution. Still, it is not completely ruled out that the median is about square root of the number
of enzymes. The domain of attraction of different attractors may have biasing effect: attractors
with thin domains may have no biological importance at all. Determining the whole attractor
structure of a Kauffman network is out of question and it might not have any biological meaning.
It is very likely that the number of biologically relevant attractors may grow as the square root of
the number of enzymes.
The method of Erdo˝s and Rényi applies to Kauffman networks: step by step we may add
one new connection to the system, watching the development of the attractor structure of the
system [41]. With a new edge the size of the corresponding look-up-table doubles; we use the
original function in the first half of the new table and define independently the other half. With
extended computer simulations, we learned that with growing complexity of the system, the phase
transition from convergent behavior to chaotic one always emerges. The process, however, is not
monotonic. In the course of the evolution of organisms, sometimes more is less. It may happen
that after adding a new edge, the number of attractors may drastically decrease. Interestingly,
the phenomenon mostly precedes the chaotic phase. A possible explanation is that the original
critical attractor structure should be melted away before the new and chaotic attractors emerge.
During the evolution process the complexity of networks grow step-by-step, and the attractor
system sometimes appears to be surprisingly stable, as if the system had some backbone. The
system first collapses and the network again becomes convergent for a while, after which it turns
out to be chaotic. We apply this version of Erdo˝s–Rényi evolution of Kauffman networks in the
search procedure. In real evolution, the driving force of the process is the fitness of organisms.
Tom Ray suggested using an evolutionary process in developing complex systems with prescribed
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properties. First, a collection of organisms called a zoological garden is generated. Step by step
and in a random order the organisms produce offspring. New organisms are tested in a place
that we term the stage of the zoo. Life on the stage is spartan, because practical sources dictate
shortcuts in the process, and organisms behaving badly are immediately fired from the zoo. The
organisms that are better than the worst inhabitants of the zoo survive and supplant some members
of the zoo chosen by specific rules. The three most important elements in this whole process are
the mutations in the construction of the copies of the structure of the organisms, the testing rules
on the stage and the rules for supplanting. We call the Erdo˝s–Rényi evolution the first phase of
the process and the Ray evolution, the second phase of the process.
The number of papers on regulatory networks are many. Here, we mention only a few [1,4,
9,15,19,22,24,25,27,32,47,49,52,54,57]. Basic books on statistical analysis of microarray mea-
surements are [38,50]. Enzymatic interactions are described in a more sophisticated way in [37].
To get a feel for other applications of network theory, we refer to [46] and to the whole volume
of PNAS containing it. Extensive literature exists on so-called QTL—quantitative trace loci (see
e.g., the journals Heredity, Theoretical and Applied Genetics and Genetics). QTL might assist in
the identification of the clones measured in microarrays [45].
The paper consists of three main sections. The primary problem under discussion is finding a
Kauffman network with an attractorH close to a given binary matrixM generated from microarray
data using statistical procedures. In Section 2 we present an evolutionary strategy to solve the prob-
lem. In Section 3 we describe the microarray measurements used in the paper and the statistical pro-
cedure to generate the binary matrixM . The results of the evolutionary search were not satisfactory.
Thus we turned this strategy upside down and started to reconstruct the network directly from the
data matrix M . We ordered the conditions in such a way that the results in neighboring conditions
are close to each other. This procedure is described in Section 3.4. We are aware that the reconstruc-
tion procedure is highly complex and has many details. For better understanding, we formulate the
different parts of the paper as independent as is possible. The main theoretical result of the paper
is the definition of decision tree functions (4.2.3). We hope that readers not interested in the search
procedures may understand Section 4.2 without reading the rest of the paper.
We start the description of the evolution process in Section 2.1 with the definition of the
assignment problem, which defines the distance of an attractor and the data matrix. We developed
different clustering methods for microarray measurements in [42]. In Section 2.2 one of them, tree
clustering, is summarized. In Section 2.3 we describe how to use the results of tree clustering for
directing the interaction structure of the unknown network. In Section 2.4 we give the main control
parameters of the evolutionary search procedure. In Section 2.5 we provide a fitness function,
which measures the closeness of the network to the data matrix M; we also describe the evolution
procedure.
The evolutionary procedure developed in Section 2 was tested on a matrix M with 288 rows and
28 columns. We constructed the matrix M from microarray measurements described in Section 3.
In Section 3.1 we describe the clones and conditions. In Section 3.2 we give a Bayesian analysis
of the data, and in Section 3.3 we explain how the measurements were reduced to a binary matrix,
aspirant to be an attractor of a Kauffman network. In Section 3.4 we redirect our search strategy
into the opposite and prepare the discussion of the fourth and last part of our paper.
In Section 4.1 the problem is how to reconstruct a Kauffman network from one of its attractors.
In applying the method to our data, the constructed network is chaotic, with the prescribed attractor
having a very small attraction basin. To stabilize the network we changed some of the bits of the
data matrix, creating a new search procedure governed by statistics that reflect the chaotic behavior
of the network. The close investigation of the Boolean functions emerging in the search procedure
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revealed a new class of Boolean functions, what we call decision tree functions. The theoretical
introduction of the new class of Boolean functions is given in Section 4.2. For the sake of a
simple presentation of the forest, we defined equivalence classes of the trees in Section 4.3. A
new search procedure focused on decision forest is given in Section 4.4. In Section 4.5 we describe
the stabilization procedure and present its results. After 352 mutations we found a stable network
with moderate complexity. Table 2 and Fig. 3 give a summary of the tree types. It turned out that
the majority of the tree types correspond to canalyzing Boolean functions, and the majority of
the canalyzing trees correspond to nested canalyzing Boolean functions introduced by Kauffman
and his collaborators [27]. The concept of nested canalyzing Boolean functions goes back to [17].
Finally, in Section 4.6 the stability of the network fitted to the microarray data was corroborated
with two different methods:
• homogeneous networks were generated from each type of trees;
• the network was embedded in a three parameter family and the effect of the parameters on
stability was tested.
2. Evolutionary search to find a network approximating given microarray data
2.1. The assignment problem
Let M be an arbitrary real-valued matrix with k rows and c columns, and let H be an other
real-valued matrix with n rows and d columns.
Definition 2.1.1. A row-assignment R is an array R(1), . . . , R(k) with integer elements between
1 and n. A column-assignment S is an array S(1), . . . , S(c) with integer elements between 1 and
d.
Definition 2.1.2. The potential P of the pair (R, S) of assignments is defined by
P(R, S) =
k∑
i=1
c∑
j=1
(m(i, j) − h(R(i), S(j)))2,
where m(., .) and h(., .) denote the elements of M and H respectively.
The assignment problem is minimization of P(R, S) on the set of all possible pair of assign-
ments for given matrices M and H . In our case the matrices M and H have only two possible
elements 0 and 1, what may result in special algorithms. We apply a greedy alternating proce-
dure determining optimal row assignment for fixed column assignment and vice versa started
with different independent column assignments. The partial minimizations are done by whole
enumeration. According to our computer experiences there are local minima and the problem
resembles finding a graph in another one [14]. For given M a test using random matrices as H
might be instructive. We do not know the asymptotic distribution of optimal assignments for large
i.i.d. (independent, identically distributed) matrices. The problem is connected to Szemerédi’s
regularity lemma [30,43,53]. It states that for a large matrix M a matrix H of real-valued distri-
bution functions h(u, v) and a pair of assignments R, S can be constructed in such a way that the
submatrices
M(u, v) = {m(i, j) : R(i) = u, S(j) = v)}
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are approximately i.i.d. with distribution function h(u, v). In this case the size of H is the smaller
than that of M , and the matrix H is determined by M . With 0, 1 elements in M the distributions
h(u, v) reduces to probabilities p(u, v) giving the probability that m(i, j) is zero. Connection
between SVD and Szemerédi’s regularity lemma is discussed in [7,28]. If p(u, v) is close to 0
or 1 then the model results a checkerboard structure what can be seen biclustering microarray
measurements.
2.2. Tree clustering
Having a finite setP = {P1, . . . , Pc} of k-dimensional points MacQueen clustering [36] uses
a finite set Q = {Q1, . . . ,Qt } of k-dimensional points minimizing the so-called t-variance
V (Q) =
c∑
i=1
min
1jt
d2(Pi,Qj ),
where d is the Euclidean distance. Spanning tree of the finite set Q of k-dimensional points is a
set
es = (as, bs), s = 1, . . . , t − 1
of logical edges on vertices (1, . . . , t) having the property that the graph  defined by the edges
is a tree and
L() =
t−1∑
s=1
d(Qas ,Qbs )
is minimal. Tree clustering minimizes the statistics
T (Q) =
c∑
i=1
min
1s<t
d2(Pi, es),
where
d2(Pi, es) = min
0λ1
d2(Pi, (1 − λ)Qas + λQbs )).
Tree clustering reveals the logical structure of clusters which in microarray analysis may be caused
by metabolic connections of the measured clones (see [41]).
2.3. The network
By practical reasons the main dimensions of Kauffman networks will be limited in our search
procedure. Let us denote the number of enzymes affecting the ith enzyme by RN(i). This number
will be referred as the rank number of the ith enzyme. In our model different enzymes may
have different rank. The distribution of rank numbers is nowadays in debate [3,8,20,21,56]. The
question will be settled perhaps in few years with growing experimental knowledge. Our procedure
is practically independent from the debate, here again any side information would be very useful.
The number of possible states of the enzymes affecting the ith enzyme is
DG(i) = 2RN(i),
this is the size of the ith look-up-table. Both the sums
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n∑
i=1
RN(i),
n∑
i=1
DG(i),
are controlled by the main parameters of the procedure: the first parameter is s, the maximal
number of all structural connections and the second parameter is f , the maximal number of all
elements of a look-up-table. In the initialization phase of the zoological garden first RN(i) is set
to one for all 1  i  n. The affecting enzyme j is randomly chosen with a transition probability
T (i, j). The Markov kernel T is defined by
T (i, j) = ρ(i) exp(−βDIS(i, j)),
where DIS(i, j) is the distance of the pair (i, j) on the tree, β is the transition intensity parameter
of the network, and ρ(i) is the normalizing parameter. In further steps the affecting enzyme j
is chosen by the same transition probabilities but now the affected enzyme i is also randomly
chosen following a prior distribution APR(i) defined by
APR(i) = ρ exp(−αHEI(i)),
where HEI(i) is the height of i, which is the distance of the enzyme from the root of the tree, α is
the prior intensity of the network and ρ is a normalizing factor. (The root of the tree is the closest
vertex to the origin of the Euclidean space.)
2.4. The stage
A Kauffman network is a deterministic process with randomly chosen structural parameters.
States of the organism are n-dimensional Boolean vectors and the number of all possible states is
2n. Determining the whole attractor structure is out of question. Incidentally, it might not have any
biological meaning at all, even the nature with her unlimited capacity cannot grasp that problem.
The finite life time of an organism is modelled by limited number of steps on the stage of the
zoo. The control parameter is denoted by NSS. Initial state of an organism is randomly chosen: all
enzymatic activities are determined by independent random coin tossing. Starting with the initial
state the model operates following its rules. We use hashing for detecting recurrence. (Hashing
is a commonly used technics, for details see [29]). The length of a path before recurrence is also
limited, the corresponding control parameter is MSA. Organisms not reaching recurrence during
MSA steps are automatically fired from the stage. After reaching an attractor less than in MSA
steps, a fresh start is given to the organism.
There are biologically meaningful attractor structures and there are networks which could not
drive any organism. Perhaps it is not honest an route prejudice an organism on stage watching
its performance but it might turn out to be an effective algorithm. Thus we fire the organism
whenever it is unable to produce new attractors. After reaching an attractor we decide whether it
is new or old. The number of old attractors reached consecutively is controlled by the parameter
WSNA. Relaxing the criterion the counter for old attractors is set to zero in all cases when the
frequency of the old attractor is small enough. This number is called relaxing number in waiting
condition, and it is denoted by TSNA. Finally the number of different attractors is controlled by
the parameter NDA.
Let us denote the number of detected different attractors by t , the frequency of ith attractor by
N(i). The fitness of the organism is
F = L
t∑
i=1
N(i) log(N/N(i)),
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where N =∑ti=1 N(i) (it is the total size of detected attractors) and L is the maxima of attractor
lengths. We emphasize here that t is only the number of attractors detected on stage and not
the number of all attractors of the network. That is why the fitness is proportional to the length
of attractors, networks being able to produce many different and large attractors during limited
number of steps on stage are rather proliferate. The fitness of an organism with one or zero attractor
is zero. Nevertheless zero fitness in itself does not terminates the evolution of the organism. Only
the number of stage performances with no attractor at all. This control parameter is denoted by
w. In the first phase of the evolution, organisms living in the zoo are created. The number of
organisms is fixed, it is the size of zoo. In this phase the organisms independently follow their
Erdo˝s–Rényi type evolution. Edges are created one by one, after each new edge the organism is
tested on stage and the process continues to the final stop, which is the chaotic phase. Finally the
structure with maximal fitness is chosen from the whole evolution process.
Summing up: in the first phase we generate a fixed number of organisms to form the zoological
garden. Each organism is generated by the same way, independently each others. In this phase
there is no interaction among the generated organisms. The generation of one organism starts
with one new edge for all enzymes with the corresponding look-up-table. Step by step one edge is
added to the organism up to s edges. In the meantime, corresponding look-up-tables are generated
and if the total number of bits in a look-up-tables exceeds f , then the evolution of the animal is
terminated. After creating a new edge the organism being evolved is sent immediately to the stage
of the zoo in the same way as in the second phase of the procedure but with different results. In the
first phase performances without any attractor are counted. If the number of “void” performances
exceeds the number WNOT then the evolution of the organism is terminated.
The control parameters of the first phase are the followings:
s—maximal number of all structural connections,
f —maximal number of all elements in look-up-tables,
w—maximal number of stage performances without attractor.
Stage performance is also controlled by many other parameters:
NSS—maximal number of steps on stage,
NDA—maximal number of different attractors,
MSA—maximal size of attractors,
TSNA—relaxing number in waiting condition,
WSNA—maximal number of old attractors,
WNOT—maximal number of void stage performances.
2.5. Tierra
The second phase of the evolution begins after all organisms are created. We are searching the
organism producing an attractor similar to our microarray measurement. For one attractor H we
determine the solution of the assignment problem, what means that we maximize the potential
Q(R, S) =
k∑
i=1
c∑
j=1
I(m(i, j) = h(R(i), S(j))),
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where I denotes the counting operator: it equals 1 if and only if the equality holds true. The
maximum is referred as assignment fitness. This is an integer between zero and Qmax = kc.
Dividing Q by Qmax we get a real-valued quantity between zero and one:
G = Q
Qmax
.
We shall refer G as rescaled assignment fitness. This is the quantity which has to be maximized on
the set of all organisms. If G is equal to one then the fit is perfect, the result of the measurement
is found in one attractor of a Kauffman network. For optimization any method is applicable.
Some care is advisable since the quantity to be maximized is stochastic: its value depends on
the performance of the organism on stage, and the effectiveness of the algorithm solving the
assignment problem. The optimal attractor itself, where the measured data are represented with
small error should be saved, this diminishes the uncertainty of the procedure. Deviances between
attractor and microarray bits come from measurement errors. A possible extension of the present
work is to introduce a third value of microarray results to code an intermediate type of activity
of clones which are neither active nor passive. Having such intermediate activity they would
contribute in assignment bonus points both for 0 and 1 in attractors.
From now on we shall refer to previous fitness F defined in Section 2.4 as attractor fitness:
it does not depend on the microarray measurements. In graphical representation of the algorithm
we use these two fitnesses as coordinates of the organisms getting a map of the zoo. With the
same probability all organisms are producing offsprings in the zoo. In Tierra algorithm the new
organism is a mutant version of its ancestor. Minor mutations mean flipping the bits in look-up-
tables of the network, while the major mutations mean changing one edge of it. We may add a
new edge to the network in the same way as we did it in the first phase of the evolution and we
may subtract the last edge of the network.
Once the new organism is constructed it is sent to the stage. If the resulting rescaled assignment
fitness G is less than the minimal rescaled assignment fitness Gmin of the entire zoo then the new
organism will not enter into the zoo. If the new rescaled assignment fitness is larger than Gmin,
then we substitute an old organism for the new one. The probability that an organism with rescaled
assignment fitness Gact will be supplanted by the new one is proportional to
exp(−λ(Gact − Gmin)/(Gmax − Gmin)),
where Gmax is the maximum of rescaled assignment fitness in the zoo and λ is a control parameter
of the procedure. Observe, that the probability of supplantation does not depend on the assignment
fitness of the new animal. In stochastic optimization greedy gradient methods are rarely effective:
with large λ mostly the poorly working organism are substituted and shortly all organisms in zoo
will be the offsprings of the one with maximal assignment fitness. As a consequence the procedure
freezes. With more moderate λ the spread of winning families become slower and the capacity of
the optimization becomes larger. In a slower route perhaps larger local optima may be achieved.
3. Transforming microarray data into a seed of Kauffman network
3.1. The measurements
We analyzed gene expression measurements under 28 different conditions. Each of the exam-
ined microarray was 3456-element chicken liver DNA nylon membrane one. The measured clones
are extracted from the chicken cDNA library of the University of Delaware (http://www.chick-
est.edu). Gene expressions under each condition are measured on four animals. In [10,11] the data
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is described in more details and it can be downloaded from the web-site http://udgenome.ags.udel.
edu/cogburn.
3.2. Bayesian normalization
Gene expressions form a 2-dimensional array
X(i, j), where i = 1, . . . , K, j = 1, . . . , c,
and K is the number of clones, c is the number of conditions (K = 3456, c = 28). This quantity is
virtual: it may be the protein concentration coded by the gene in the cells of the investigated tissue
of an organism or it may be the total RNA in one cell responsible for the activity of the specific
gene. Unfortunately gene expressions cannot be measured directly. The result of the experiment
is
Y (i, j, ) = S(X(i, j), θ(j, )) + Z(i, j, ), i = 1, . . . , K, j = 1, . . . , c,  = 1, . . . , r,
where θ(j, ) is the parameter vector, depending on the specific microarray, Z denotes a Gaussian
variable with 0 expectation and σ = σ(j, ) standard deviation and r is the number of repetitions.
The function S is defined by
S(u) = AL +((u))(AU − AL),
where
(v) = λv + (1 − λ)vα, 0  v  1,
and  is the standard Gaussian distribution.
We differentiate two types of genes:
• identical genes, for which the gene expression level does not depend on the condition
X(i, j) = X0(i), i = 1, . . . , K; j = 1, . . . , c,
• independent genes, for which the gene expression levels under different conditions are inde-
pendent.
Since gene expression level is a virtual quantity, we may fix its distribution, using standard
Gaussian distribution. The random variables describing the virtual processes of gene expression
levels are independent of the measurement error variable Z and the measurement errors are inde-
pendent of each. Our Bayesian normalization method is described in [40] in detailed. We estimated
the model parameters by the maximum likelihood method and the X(i, j) gene expression levels
by conditional expectation. The variance of the normalized gene expression levels was considered
for each clone and k = 288 clones with the highest variance were selected.
The tree clustering method was applied to the reduced matrix X(i, j) and the results are shown
on Fig. 1 the number of clusters is t = 19. The figure shows the projection of the tree to the
plane of the eigenvectors belonging to the two largest eigenvalue of the covariance matrix of the
cluster centers. The cluster centers are represented by the large black dots. The small gray dots
are representing the individual data. Gray lines are connecting the data points to the closest point
of the tree which is represented by small black dot. Observe that the figure shows 28 dimensional
data in two dimensions and that is why some distortion is visible.
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Fig. 1. Tree clustering of microarray data.
3.3. Evolutionary search applied to the binarized data
The gene expressions were binarized using the median, as a cut point. In Fig. 2 the graphical
representation of the evolutionary search is given. The figure has five different parts.
• Production of one animal on “Stage” is shown on the top of the figure. Rectangles with different
width represent the sizes of the attractors of the network of the tested animal.
• In the “Zoological garden” the 200 animals of the zoo are represented by two dimensional
points, where the horizontal axis represents the attractor fitness and the vertical axis represents
the rescaled assignment fitness. Animals killed in course of the evolution are crossed and they
are connected to the one supplanted them. In most cases the connecting lines are going upwards
but with small probability it may happen that the direction is the opposite according to our
evolutionary strategy. The attractor fitness is used only for graphical representation and it does
not affect the evolution.
• The “Birds view” of the zoo gives a two dimensional projection of the structural parameters of
the networks. In this part of the figure, the clusters formed by the mutated version of successful
animal become visible in curse of the evolution.
• In the “Evolution line” part, the horizontal axis represents the steps of the evolution and the
vertical axis represents the rescaled assignment fitness.
• The “Leading families” part, contains three columns. The first column contains the serial
number of the first animal of the family. The second column contains the total number of
the animals belonging to the family. The third column contains the average of the rescaled
assignment fitness multiplied by 10,000.
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Fig. 2. Graphical representation of evolutionary search.
Producing Fig. 2 the following control parameters were used:
α = −0.4, β = 4, ρ = 1, s = 1000, f = 20,000, w = 10, NSS = 1000,
NDA = 19, NSA = 500, TSNA = 3, WSNA = 10, WNOT = 10, λ = 5.
3.4. Getting rid of the assignments
The best rescaled assignment fitness of the evolution search is 88%. It is far from the ideal
95% where the remaining 5% may be caused by measurement errors. Our binarization method
may result in some “technical” error, because expression levels close to the median are more
ambiguous than others. According to our computer experiences the assignments use only a small
submatrix of the attractors in accordance with the well pronounced Szemerédi structure of the
microarray measurements.
To drop the assignment of clones to enzymes is quite natural, using identity as a row assignment.
Doing so we reduce the network of the organism to the enzymes represented in the microarray
measurements. We may argue that we can reconstruct only the measured part of the network.
According to our simulations in critical Kauffman networks two-third of the enzymes becomes
frozen. Let us remark here that there is some ambiguity in the literature. We use mostly the
vocabulary of the book [26], where the main phases are called ordered, complex and chaotic, but
in some papers e.g., in [2] the ordered phase is called frozen. In [6] the reduction of the original
network to the one working only inside of one attractor is called decimation. Actually, only the
decimated network is determined by an attractor. It is an interesting theoretical question what is
the relation between networks having a common attractor.
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It may be also natural to drop the assignment of conditions to states of the dynamics if the
microarray measurement was designed directly to network reconstruction when it is reasonable
to use identity as a column assignment. Without any preliminary knowledge of the order of the
measured conditions we can reconstruct the order by solving the following travelling salesman
problem. Let us fix one order of the columns of the matrix M , for each column
x = (x1, . . . , xk)
there is a column
y = (y1, . . . , yk)
standing before x in that order. Let us fix a pair 1  i  k, 1  j  k of rows, for α, β ∈ {0, 1} let
νij (α, β) be the observed frequency of the pairs (xi = α, yj = β). The independence divergence
is
ψij =
1∑
α=0
1∑
β=0
νij (α, β) log
νij (α, β)
µij (α, β)
,
where µij (α, β) is the expected frequency of the pairs (xi = α, yj = β) under independence. The
profit of the actual order of columns is
 =
n∑
i=1
max
1jn
ψij .
We maximized the profit using genetical optimization procedure [16], and denote the reordered
matrix by H . From now on n = k and c = d .
4. Stabilization methods to find the best approximating network
4.1. Covering sets
Let us suppose, we are given a binary matrix H of size n × d and we are informed that H
is exactly an attractor of a Kauffman network but the structure is not available. Is it possible to
reconstruct the structure from H? There exists a loose theoretical solution: we can use H itself
as a look-up-table, if the state of the system coincides with one column of H , then the new state
should be the next column of H (we use the cylinder topology here for columns: after the last
column the next one is the first column of H ). For any other states the next state may be chosen
arbitrarily from the columns of H . In this solution all of the ranks are equal to n, and it is too
large. We ought to minimize in addition something if we would like to reconstruct the original
structure. The most parsimonious solution is in agreement with Occam’s razor the one which
minimizes
∑n
i=1 DG(i), the sum of sizes of the look-up-tables. It is the independence of enzymes
which makes our task relatively easy.
Let us fix one enzyme u, and let U be an arbitrary subset of the set of investigated enzymes.
Let us say, that a pattern of behavior of enzymes in subset U is clean, relative to u, if the behavior
of u in the next column is the same whenever the behavior of enzymes in U follows the given
pattern. Let us say that the subset U of enzymes is clean, relative to u, if all patterns of U are
clean. Let us remark that patterns which are not represented in H or which appear only once in
H are clean.
Our task is to determine the enzymes of the smallest clean subset relative to u: these are
the enzymes affecting u and the elements of the corresponding look-up-table are the uniquely
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determined behavior of u if the pattern is represented in H , otherwise we can fix a behavior of u
arbitrarily. We divide the columns of H into two subsets H0 and H1 according to the activity of
u. The subset H1 consists of all columns preceding the ones where u is active. The other subset
H0 is the complement which contains the columns preceding the ones where u is passive. For
all pairs v of columns of the two sets (H0, H1) we form the subset Cv of rows where the two
columns differ. We say, that the set U covers the subsets Cv if none of the intersections U ∩ Cv
is empty. One can show that a subset is clean if and only if it is covering. It is a well-known
NP-complete problem to determine the minimal covering set for a given collection of subsets
[18,31,33].
The columns of H are different, consequently the columns of H0 differ from the columns of
H1. The subset U of enzymes reduces the matrices H0, H1 to the matrices D0,D1 consisting
of the rows belonging to U. The subset U is clean if and only if the columns of D0 and D1 are
different. It is possible to build a clean subset U step by step; by adding new elements to it as long
as it becomes clean. This algorithm led us to decision trees. Scrutinizing the results of the process
the concept of decision tree functions emerged. It will be described in the following section.
4.2. Decision trees
A binary network is generated by a random mapping F defined on the set B of sequences of
bits of n elements, with range contained by B. To each element x ∈ B,F(x) is defined by some
random mechanism but once the mapping F is given the system works in a deterministic way.
We are interested in the behavior of the system in long runs.
Direct inversion means the following question: given the matrixH find a mappingF such thatH
is an attractor ofF . Without any specification ofF it is easy to answer the question. But in biological
applications it is the nature who presents quite severe constraints, which are the followings:
(a) the mapping F is a sequence f1(x), . . . , fn(x) of n-variable Boolean functions each of
which affected by a small subset of its variables i.e. F is a simple,
(b) the number t of attractors and the sizes of the attractors Hi , i = 1, . . . , t are approximately√
n, i.e. F is critical,
(c) the powers of the elements of B are approximately √n, i.e. F is stable,
(d) any mapping G is critical and stable provided that the probability of the event F(x) /= G(x)
is small if x is uniformly distributed in B, i.e. F is mutation enduring.
Conditions (a) and (b) are due to Kauffman and constraints (c) and (d) are our propositions.
We say that a Boolean network with properties (a)–(d) is a Kauffman network.
Definition 4.2.1. A Boolean function f is affected by its ith variable if for all j /= i there exist
bj ∈ {0, 1} such that f (b1, . . . , bi−1, 0, bi+1, . . . , bn) /= f (b1, . . . , bi−1, 1, bi+1, . . . , bn).
Definition 4.2.2. A Boolean function f is canalyzing if there exist i, b0, bi , such that
1  i  n, b0, bi ∈ {0, 1}, f (x1, . . . , xi−1, bi, xi+1, . . . , xn) = b0
for all xj ∈ {0, 1}, j /= i.
Kauffman’s theory is the origin of the concept that canalyzing functions are playing a key role
in Boolean network models.
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Definition 4.2.3. Decision tree functions are n variable Boolean functions with the following
recursively defined property. There is a variable xi , 1  i  n and there is a split (S0, S1) of the
other variables such that if xi = 0 then the function depends on the variables in S0, otherwise it
depends on the variables in S1, furthermore both the partial functions defined by the splitting are
decision tree functions. Functions without any variables are decision tree functions.
In order to classify decision tree functions we need further definitions.
Definition 4.2.4. A decision tree function is bold if it is affected by all variables.
Definition 4.2.5. A bold function is real if there is a splitting with non empty S0 and S1, other
bold functions are called a thread.
Lemma 4.2.1. For any real decision tree function f the splitting variable xi is uniquely deter-
mined, we call it the root of the tree.
Proof. Let us say that the variable xs dominates the variable xz if there exists bs ∈ {0, 1} such
that if xs = bs then f does not depend on xz. Any splitting variable xi dominates all the other
variables because if xi = 1 then f does not depend on variables in the corresponding S0 and
if xi = 0 then f does not depend on variables in S1. Let us fix a splitting variable xi such that
the corresponding S0, S1 are non empty. The variables in S0 cannot dominate the variables in S1
because their values are irrelevant if xi = 1 and the function is affected by all variables. It means
that fixing any variable in S0 the function f depends on the variables in S1 if xi = 1. Similarly
the variables in S1 cannot dominate the variables in S0. It means that there exist no other variable
beyond xi which could dominate all the other variables. 
Decision tree Boolean functions are hierarchical: they are based on a sequential procedure.
In course of the procedure each enzyme affecting the target enzyme enters into the procedure
only once and the effect is like a switch. If the affecting enzyme is active then the whole decision
procedure follows one way and if it is passive then it follows an other way. In both cases it
may happen that the procedure terminates: in such cases we say that the enzyme is half or full
terminator accordingly. If the root enzyme is half terminator then the function is canalyzing and
the decision tree function is a thread. If the root enzyme is full terminator then the activity of the
target enzyme follows the activity of the root enzyme with one step behind.
Let tn be the number of threads and rn be the number of real bold decision tree functions of n
variables, respectively. Set dn = tn + rn.
Lemma 4.2.2
t0 = 2, r0 = 0; t1 = 2, r1 = 0; t2 = 8, r2 = 0,
and the following recursions hold for n > 2
tn = 2n+1 +
n−2∑
s=1
2s
(
n
s
)
(tn−s + 2rn−s),
rn =
n−2∑
s=1
n
(
n − 1
s
)
dsdn−s−1.
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Proof. Considering the formula for tn at first we count the number of threads of n elements
where in all the splits of the recursive definition one set is empty and the value of the Boolean
function is the same in all of the n − 1 empty sides. Let us call them thin threads. The number
of thin threads is 2n+1. In the other term of the formula we consider the cases when in the
first s split of the recursive definition one set is empty and the value of the Boolean function is
the same in all of the s empty sides. There are two possibilities to continue the thread. It may
continues with a real bold function, it means that we have rn−s possibilities. But we have to
take into account that the function can have two possible values on the empty splits of the s
long thread. The other possibility is when the thread with s empty splits continues with another
thread, where the value of the Boolean function on the empty split is different of the value of
the empty splits of the s long thread. The number of this possibilities is tn−s which proves the
statement.
To prove the formula for rn let us notice that the root of a real bold function can be cho-
sen n possible ways. For each choice of the root we have to choose at least one element for
S0. We can choose s  1 elements of S0 in
(
n−1
s
)
possible way and for a fixed s there are ds
resp. dn−s−1 bold decision tree functions with s resp. n − s − 1 variables which proves the
formula. 
Boolean functions what we call thin thread are special case of nested canalyzing functions
introduced in [27]. Numbers of some decision tree Boolean functions are given in Table 1. It
is easy to prove that dn  2n+1Cnn! where Cn = 1n+1
(2n
n
)
is the Catalan number, which is the
number of plane binary trees with n + 1 endpoints [51]. Calculating the sequence 1
n
log( dn
n! ) is
increasing and the limit is 1.54.
4.3. Equivalence classes
Definition 4.3.1. Two Boolean functions f and g of n variables are equivalent if there is a
permutation π and there is a sequence (y1, . . . , yn) of bits such that
f (x1, . . . , xn) = g(y1xπ(1), . . . , ynxπ(n)),
where the product is defined by 00 = 11 = 1, 01 = 10 = 0.
The reason of the definition of the product is that we imagine the bits as ± signs. The numbers
of equivalence classes of bold decision tree functions are 2, 1, 2, 5, 12, 33 and 90 for n = 0, 1, 2,
3, 4, 5 and 6.
Table 1
Numbers of decision tree Boolean functions
n tn rn dn
0 2 0 2
1 2 0 2
2 8 0 8
3 64 24 88
4 1120 384 1504
5 24064 8960 33024
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Definition 4.3.2. A variable xt is a leaf of the decision tree function f if
• there is a subset xi1 , . . . , xis of variables with ij /= t , j = 1, . . . , s,• there is a sequence b1, . . . , bs of bits,
• there is a bit bt ,
such that xij = bj for j = 1, . . . , s implies f (x) = btxt . We say that the sequence b1, . . . , bs is
the path of the leaf xt .
We code equivalence classes of decision tree functions by the list of the paths of their
leaves.
Definition 4.3.3. The t th mutation probability pt (f ) of the Boolean function f is
pt (f ) = P(f (X1, . . . , Xt−1, Xt ,Xt+1, . . . , Xn)
/= f (X1, . . . , Xt−1, 1 − Xt,Xt+1, . . . , Xn)),
where theX-s are uniform independent random variables with 0, 1 values. The sum of probabilities
SP(f ) of the Boolean function f is SP(f ) =∑nt=1 pt (f ).
It is common belief that networks with Boolean functions SP(f ) < 1 are convergent and
networks with SP(f ) > 1 are chaotic. In critical decision forests however we find decision tree
functions with sum of probabilities slightly larger than one.
4.4. Growing a forest
Growing a forest is relatively easy because we can choose the trees one by one. Let us fix
an index 1  i  n and let fi be the ith coordinate of F . For α = 0, 1 let Hα be that half of H
where we collect all columns standing before a column having the bit α in the ith row. Then the
unknown function fi should have the property fi(y) = α for y ∈ Hα . Let us imagine that we
would like to decide whether the n-dimensional binary vector y comes from H0 or from H1 in
the following way. Step by step we choose a coordinate 1  j  n and ask the bit yj . In course
of the process we build a decision tree. In case yj = 0 we move left on the decision tree and
move right otherwise. Again we can use independence divergences defined in Section 3.4 of
the contingency tables given by the frequencies of events yj = β for β = 0, 1 in Hα , α = 0, 1.
We can follow a greedy algorithm choosing the index 1  j  n maximizing this statistics, but
according to our experiences a more moderate stochastic optimization using this statistics only
as a potential function is more effective. Once the root of the tree is chosen the algorithm may
proceed in a recursive way: both H0 and H1 are split into two halves and we can choose new
indices similarly. Without any restriction on fi the algorithm terminates with probability one, but
with our restriction that all indices may appear in the tree only once, the process has a trial and error
character. In practice the algorithm terminates but the tree is too large: the function depends on
unnecessarily many variables. Thus we have to minimize their number. One advantage of the
algorithm is its parsimony: in building the tree we pose only such questions which may be
answered on the basis of H , other methods usually imply unnecessary extensions of the unknown
function.
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4.5. Stabilization by mutation
Stability of an average forest emerging in course of the above algorithm is poor. We use the one
point mutation for a first look information: we pick a column x of H change one of its coordinates
and follow the path (F s(x), s = 1, 2, . . .) as long as it returns to a previously visited point or we
run out of our computer time. At the beginning of the work mostly the second possibility occurs.
One source of the troubles is the fact that the matrix H comes from experiments and thus it may
be corrupted by errors. Unfortunately presently we have no direct method for building up stable
decision forests having an attractor near to a given matrix H. The only possibility we have at hand
is to change step by step the bits of the elements of H and to begin the whole procedure in all
cases at the beginnings. Because testing the stability is computer time consuming we use some
other indicators of the character of the network. The list of such “pseudo” stability functions is
quite large:
• the fitness function that was used to the ordering of M ,
• the size of the forest: the sum of the number of enzymes affecting one enzyme,
• the probability that one point mutation returns immediately into H ,
• some functional on the structure of circles in the oriented graph given by the affecting enzymes,
• any predictor of the chaotic behavior of the dynamics such as the sum of probabilities defined
in 4.3.3.
After 352 mutations we found a stable network. Types appearing in the decision forest fitted
to microarray data described in Section 3.1 are given in Table 2 and Fig. 3. We use the coding of
equivalence classes of decision tree functions defined 4.3.2.
Table 2
Summary of the decision tree forest fitted to microarray data
No. Code Canalyzing Nested canalyzing Freq. Average Sum prob.
1 − Yes Yes 89 6.40 1.0000
2 1 Yes Yes 24 3.17 1.0000
3 0 Yes Yes 2 2.78 1.0000
4 10 Yes Yes 71 3.22 1.2500
5 01 Yes Yes 28 2.72 1.2500
6 0, 1 No − 1 16.12 1.5000
7 110 Yes Yes 2 3.02 1.0000
8 101 Yes Yes 12 2.88 1.2500
9 100 Yes Yes 1 3.07 1.2500
10 011 Yes Yes 3 2.90 1.2500
11 010 Yes Yes 1 3.23 1.2500
12 10, 11 Yes No 8 16.12 1.2500
13 01, 1 No − 19 16.12 1.5000
14 00, 1 No − 3 16.12 1.5000
15 1010 Yes Yes 1 2.91 1.3125
16 101, 11 Yes No 4 16.12 1.1250
17 100, 11 Yes No 5 16.12 1.3750
18 010, 1 No − 1 16.12 1.6250
19 00, 11 No − 10 16.12 1.6250
20 011, 10 No − 2 16.12 1.5625
21 01, 101 No − 1 16.12 1.6875
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Fig. 3. Tree types of the decision forest.
Fig. 3 contains all 21 types of decision tree Boolean functions fitted to the microarray data.
A decision tree consists of “V”-s fitted to each others. We are drawing a tree with its root at the
bottom. The peak of the “V” resides at the index of the corresponding variable. The left resp.
right side of the “V” represents 0 resp. 1 value of the corresponding variable. The value of the
function is written on the tops, A stands for the value active or 1 and P for passive or 0. The lower
left corner of a box contains the type number of the tree, the upper left number is the code of the
type. In the lower right corner the first number is the frequency of the type in the forest and the
second number is the number from the “Average” column of Table 2.
In Table 2 the column “No” refers to the number of the type in Fig. 1, the column “Code”
contains the code of the equivalence class of the tree, the column “Canalyzing” indicates the
canalyzing property, the column “Nested canalyzing” indicates the nested canalyzing property
(valid only for canalyzing functions), the next column “Freq” contains the frequency of the type
in the decision forest. The numbers in column “Average” mean the average of the logarithms of
length of attractors in a homogeneous network with only the specific type decision tree Boolean
function. We followed the dynamics up to 107 steps. Cases without detected attractors have a
nominal attractor size 107. The column “Sum Prob” contains SP, defined in 4.3.3.
For example the last element 01, 101 in Table 2 codes the decision tree function with the
following look-up table:
• 0 if x1 = 0 and one of x2 and x4 equals 0,
• 1 if x1 = 0 and x2 = x4 = 1,
• 1 if x1 = 1 and x3 = 1,
• 0 if x1 = 1 and x3 = 0 and one of x5 and x6 equals 0,
• 1 if x1 = 1 and x3 = 0 and x5 = x6 = 1.
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4.6. Stability and structure
Organic networks are complex systems: in their interactions the enzymes choose their partners
partly because they are engaged in the same metabolic activity, partly because they have structural
similarity. We represent the enzymes by multidimensional points and suppose that the probability
that y affects x is proportional to
α(x, y) = π(y) exp(−κD(x, y)),
where π(y) is the activity power of y, D(x, y) is the distance of x and y and κ is the scaling
parameter (similar structure was proposed in [23]). “Affecting” means that y is the root of the
decision tree function describing the activity of x. Going further on the tree in each step the
probability that variable u is followed by the variable v is proportional to α(u, v), i.e. we build
up the tree to be homogeneous and Markovian. We determine the trees of the forest one after the
other in such a way that all the directed edges determined already in the forest have a Pólya-type
effect [55] on the new edges: the probability of the edge from x to y is proportional to
α(x, y) + βνε(x, y) + γ
∑
z
νε(z, y),
where νε(x, y) is the actual number of directed edges going from x to y in a decision tree on the
side ε of x, ε = 0, 1, and β is a parameter of the process (we count the roots twice, for ε = 0
and for ε = 1). The process is self-organized: connections once emerged are repeated with high
probability.
We have three independent motivations for choosing the above structure. The first one was
mentioned already: it is our understanding of enzymatic interactions. The second is empirical: this
is the character of the forest fitted to microarray data. The third motivation is stability. According
to our computer experiences all elements of the model, the dependence of the interaction intensity
on distances, the recurrence of edges and the Albert–Barabasi dynamics increase the stability of
the network. It is the most important advantage of decision forests that the connectivity may be
incorporated into the Boolean functions.
Embedding the enzymes in multidimensional space we use the following algorithm. The edges
in the decision forest have some contracting power. Preventing the system from collapse in each
step we use the Schmidt orthogonalization. Having an embedding of the enzymes measured in the
microarray analysis we can blow up the system: we can build up similar models of any size testing
the stability of the model, using the frequencies given in Table 2. Directed edges are generated
by the Pólya process and the signing of the enzymes is ± with probability half.
The effect of structure on stability is shown in Table 3, where “No” is the number of investigated
networks, κ is the scaling factor, “Average” is the average of logarithms of the attractors in
homogeneous networks having only one type of Boolean functions. In this computer experiment
the Pólya parameter β and the Albert–Barabasi parameter γ were set to be zero, and the number
of enzymes was 700. The dimension was 2 and the stochastic relation among the enzymes was
the same as what is in the forest fitted to the microarray data. In Table 4 the linear regression of
all parameters is shown.
All the improvements in sum of squares are highly significant proving that the structure incor-
porated in the model enhances the stability. The signs of regression coefficients are negative
showing that any increase of model strength diminishes the attractor sizes. The standard deviation
2.7 of the error term is however large indicating that the actual inner structure of the decision
forest has its own share in forming the attractor structure.
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Table 3
Attractor sizes for different scaling factors
No. κ Average
3 0.04 11.37
5 0.17 13.82
6 0.34 13.59
13 0.74 11.25
40 1.55 10.94
46 2.98 11.84
51 6.42 10.41
69 13.10 9.61
80 27.04 8.85
96 54.90 8.73
63 111.14 8.14
15 211.36 7.65
Table 4
Linear regression of logarithmic attractor sizes on model parameters
Name Coefficient Sum of squares
Const 6.784 193234.05
κ −0.033 6017.52
β −0.013 719.93
γ −58.318 2561.37
Residual 6.97
5. Conclusions
For enzymatic interactions the simplest model works in discrete time and postulates two states,
the active and the passive one. Accordingly, the results of microarray measurements have to be
transformed into binary data if we want to use them for reconstruction of the model parameters.
In our work we used two different strategies for reconstruction. First, we tried to identify the
elements of the two regimes. Because in Kauffman’s model the attractors correspond to cell types
and our measurements were made on one tissue, we approximated the microarray data by the
elements of one attractor of a stable system, Starting from one arbitrary state the dynamics follow
some route ending in one attractor. The length of such routes may not be long in a living organism,
because it affects the mutation stability of the system. The off-attractor behavior of the system is
an important factor in the stability of the system, but it is not represented inside the attractors.
Our second strategy was to read out the laws of the dynamics directly from data using the
assumption that our data are identical with one attractor. For this aim we ordered the conditions
in such a way that the results in neighboring conditions came close to each other. Nevertheless,
it is inevitable to extend the dynamics outside the attractor. The extension contains two different
aspects:
• the investigation of the dynamics in arbitrary states; this is the extension in the state space,
• to determine the elements of the look-up tables for arguments not represented in the attractor;
this is the extension in the function space.
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The extension in state space is immediate for the first strategy in which the aspirant systems
are evaluated by their attractor structure and stability, and all detected attractors are fitted to data.
In applying the second strategy, a new phenomenon emerged: the systems fitted by brute force to
one attractor are typically unstable, the attraction basin of the initiating attractor is very narrow
and the other attractors are much larger. In stabilizing the system we have to detect appropriate
mutations.
The extension in the function space depends on the types of Boolean functions incorporated
in the system. In case the functions contain much information dictated mostly by stability of
the system and not by the initiating attractor, the resulting system may be unreliable. There is a
class of Boolean functions where each affecting enzyme appears only once in the decision tree
representing the function. We named this subset of Boolen function decision tree function. In
decision tree functions all contained information come from the data. Interestingly, we found the
class by seeking stability. But now, with the wisdom of hindsight we think that:
• the restriction of Boolean functions to decision tree functions is natural in reconstruction
procedures;
• decision tree functions are stable; and
• it is possible that the majority of enzymatic interactions are decision tree functions.
A subclass of decision tree functions, nested canalyzing functions, was introduced by Kauff-
man and his coworkers. The simplest decision tree function that is not nested canalyzing is the
following:
f (a, b, c) = b if a is TRUE and f (a, b, c) = c otherwise.
The simplest Boolean function, that is not decision tree function, is
g(a, b) = TRUE iff a = b.
We shall learn which one f or g, is present in nature. We think that neither the trees in the decision
forest of a living organism nor the structure of their interactions are arbitrary. We found that the
trees in our forest may be clustered in such a way that the density of connections inside the clusters
is higher than the density of intercluster relations. A specific cluster governs the whole structure.
We characterize the systems preferable in modelling enzymatic interactions by moderate number
and size of attractors, by uniformly large attractor basins and by mutation enduring. In random
evolutionary procedures stability emerges with growing complexity of the system. Nevertheless,
we do not think that all such arbitrary systems have biological meaning. The systems of living
organisms should not only be stable but well organized. We presented two methods to reconstruct
a stable and critical Kauffman network from microarray data. It was proven that both methods
are appropriate to reconstruct the network; however, according to our computer simulations, the
error term of the second method using novel Boolean tree functions is less (0.05).
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