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The classical theorem of Chaundry and Jolliffe states that the sine series
∑∞
k=1 ak sinkx
with coeﬃcients a1  a2  · · ·  ak  · · ·  0 converges uniformly in x if and only if
(∗) kak → 0 as k → ∞. Recently the monotonicity condition has been relaxed by a number
of authors. An analysis of the proofs of these results reveals that condition (∗) is suﬃcient
for the uniform convergence even in the case of complex coeﬃcients, under appropriately
modiﬁed conditions. But our main achievement is the extension of these results for
the sine integral
∫∞
0 f (x) sin txdx, where f :R+ → C is a measurable function with the
property xf (x) ∈ L1loc(R+).
© 2009 Elsevier Inc. All rights reserved.
1. Background: uniform convergence of sine series
Let {ak: k = 1,2, . . .} be a sequence of nonnegative real numbers and consider the sine series
∞∑
k=1
ak sinkx, x ∈ [−π,π). (1.1)
Chaundry and Jolliffe [1] (see also [5, p. 182]) proved the following
Theorem A. If {ak} is a nonincreasing sequence that converges to zero, then series (1.1) converges uniformly in x if and only if
kak → 0 as k → ∞. (1.2)
The monotonicity condition in Theorem A was relaxed by a number of authors (see, for example, the references in [2]
and [4]). The following class of sequences of nonnegative numbers was deﬁned in [4]: {ak} is said to belong to the class
MVBVS (mean value bounded variation sequence) if there exist constants C and λ 2, depending only on the sequence {ak},
such that
2n∑
k=n
|ak| Cn
[λn]∑
k=[λ−1n]
ak for all n λ, (1.3)
where [·] means the integral part and
ak := ak − ak+1, k = 1,2, . . . .
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Theorem B. If {ak} belongs to the classMVBVS, then series (1.1) converges uniformly in x if and only if condition (1.2) is satisﬁed.
A subclass of MVBVS was introduced in [3] as follows: {ak} is said to belong to the class NBVS (non-onesided bounded
variation sequence) if there exists a constant C , depending only on {ak}, such that
2n∑
k=n
|ak| C(an + a2n), n = 1,2, . . . . (1.4)
The next theorem was indicated in [3], with a counterexample.
Theorem C. If {ak} belongs to the class NBVS, then it belongs to the classMVBVS. The reverse statement is not true.
Clearly, if {ak} is a nonincreasing sequence, then (1.4) is satisﬁed. Thus, Theorem A is an immediate consequence of
Theorems B and C.
It is of some interest to observe that analogous theorems can be formulated for the uniform boundedness of the se-
ries (1.1). For example, the reformulated version of Theorem B reads as follows.
Theorem B′ . If {ak} belongs to the class MVBVS, then the partial sums of series (1.1) are uniformly bounded in x if and only if the
sequence {kak: k = 1,2, . . .} is bounded.
An analysis of the proofs in [4] reveals that the suﬃciency part in Theorems B and B′ remain valid if {ak} is a sequence
of complex numbers that satisﬁes condition (1.3) with |ak| in place of ak on the right-hand side.
2. Main new results
Our goal is to extend the results in Section 1 from sine series to sine integrals. In the sequel, we denote by R+ the open
half-line (0,∞). Let f : R+ → C be a measurable function in Lebesgue’s sense and consider the sine integral
∞∫
0
f (x) sin txdx, t ∈ R+. (2.1)
By the convergence of integral (2.1) for a ﬁxed t ∈ R+ , we mean that the ﬁnite limit
b∫
0
f (x) sin txdx as b → ∞
exists. In order to avoid complications in the neighborhood of 0, we always assume that
xf (x) ∈ L1loc(R+). (2.2)
In particular, it follows that f ∈ L1loc(R+).
We are concerned ourselves with the uniform convergence of integral (2.1). The nonperiodic analogue of Theorem A
reads as follows.
Theorem 1. Assume f : R+ → [0,∞) with property (2.2). If f (x) is nonincreasing on R+ , then integral (2.1) converges uniformly in t
if and only if
xf (x) → 0 as x → ∞. (2.3)
The following deﬁnition is motivated by [4]. A function f : R+ → C is said to be of mean value bounded variation, in
symbols: f ∈ MVBVF(R+), if f is absolutely continuous on every interval [a,b], where 0 < a < b < ∞ (shortly: f is locally
absolutely continuous on R+); and if there exist constants C and λ 2, depending only of f , such that
2a∫
a
∣∣ f ′(x)∣∣dx C
a
λa∫
λ−1a
∣∣ f (x)∣∣dx for all large enough a ∈ R+. (2.4)
The nonperiodic extension of Theorem B is the following
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(i) If f : R+ → C and condition (2.3) is satisﬁed, then integral (2.1) converges uniformly in t.
(ii) Conversely, if f : R+ → [0,∞) and integral (2.1) converges uniformly in t, then condition (2.3) is satisﬁed.
The next deﬁnition is motivated by [3]. A function f : R+ → C is said to be of non-onesided bounded variation, in
symbols: f ∈ NBVF(R+), if f is locally absolutely continuous on R+; and if there exists a constant C , depending only on f ,
such that
2a∫
a
∣∣ f ′(x)∣∣dx C(∣∣ f (a)∣∣+ ∣∣ f (2a)∣∣) for all large enough a ∈ R+. (2.5)
In the following theorem, we prove that NBVF(R+) is a subclass of MVBVF(R+).
Theorem 3. If f belongs to the class NBVF(R+), then it belongs to the class MVBVF(R+).
Observe that if a function f ∈ ACloc(R+) is nonincreasing, then f ∈ NBVF(R+). Consequently, in this special case Theo-
rem 1 is an immediate corollary of Theorems 2 and 3. However, condition f ∈ ACloc(R+) is not required in Theorem 1.
3. An auxiliary result
In the proof of Theorem 2 we need the following lemma, which is of some interest in itself.
Lemma 1. If f ∈ MVBVF(R+) and condition (2.3) is satisﬁed, then
a
∞∫
a
∣∣ f ′(x)∣∣dx → 0 as a → ∞. (3.1)
Proof. By (2.3), for every ε > 0 there exists x1 = x1(ε) ∈ R+ such that
x
∣∣ f (x)∣∣< ε whenever x > x1. (3.2)
Let a > x1 be given. By (2.4) and (3.2), we obtain
∞∫
a
∣∣ f ′(x)∣∣dx = ∞∑
j=0
2 j+1a∫
2 ja
∣∣ f ′(x)∣∣dx
 C
∞∑
j=0
1
2 ja
λ2 ja∫
λ−12 ja
∣∣ f (x)∣∣dx
 Cε
a
∞∑
j=0
1
2 j
λ2 ja∫
λ−12 ja
dx
x
= Cε ln(λ
2)
a
∞∑
j=0
1
2 j
= 2C ln(λ
2)
a
ε for all a > x1. (3.3)
Since ε > 0 is arbitrary, this proves (3.1). 
4. Proofs of Theorems 1–3
Proof of Theorem 1. Necessity. Assume integral (2.1) converges uniformly in t . This means that for every ε > 0 there exists
a0 = a0(ε) ∈ R+ such that∣∣∣∣∣
b∫
f (x) sin txdx
∣∣∣∣∣< ε for all b > a > a0 and t.
a
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ε >
1/t∫
1/2t
f (x) sin txdx f
(
1
t
) 1/t∫
1/2t
sin txdx =
(
cos
1
2
− cos1
)
1
t
f
(
1
t
)
.
If we let x := 1/t > 2a0, then we have
ε >
(
cos
1
2
− cos1
)
xf (x) for all x > 2a0.
Since ε > 0 is arbitrary, this proves (2.3).
Suﬃciency. Assume the fulﬁllment of (2.3). Then for every ε > 0 there exists x1 = x1(ε) ∈ R+ such that (3.2) is satisﬁed
(even without the absolute value bars). Due to (2.2) and (2.3), for every ε > 0 there exists x2 = x2(ε) ∈ R+ such that the
integral mean
1
b
b∫
0
x
∣∣ f (x)∣∣dx < ε for all b > x2. (4.1)
Although f (x)  0 in this case, we put absolute value bars here, since we will use (4.1) also in the proof of Theorem 2
below.
Let x0 := max{x1, x2}. We claim that∣∣∣∣∣
b∫
a
f (x) sin txdx
∣∣∣∣∣< 5ε for all b > a > x0 and t > 0. (4.2)
To justify this claim, given t ∈ R+ , ﬁrst consider the case x0 < a < b 1/t . Clearly, we have
b∫
a
f (x) sin txdx
1/t∫
0
f (x) sin txdx
1/t∫
0
f (x)txdx = 1
1/t
1/t∫
0
xf (x)dx.
By (4.1) (observe 1/t > x0  x2), the right-hand side is less than ε. This proves (4.2) with ε in place of 5ε in this case.
Second, consider the case 1/t < a < b. By the second mean value theorem ( f is nonincreasing), there exists ξ ∈ [a,b] for
which
b∫
a
f (x) sin txdx = f (a)
ξ∫
a
sin txdx+ f (b)
b∫
ξ
sin txdx.
It follows that∣∣∣∣∣
b∫
a
f (x) sin txdx
∣∣∣∣∣ f (a)
∣∣∣∣∣
ξ∫
a
sin txdx
∣∣∣∣∣+ f (b)
∣∣∣∣∣
b∫
ξ
sin txdx
∣∣∣∣∣ f (a)4t  4af (a).
By (3.2) (recall a > x0  x1), the right-hand side is less than 4ε. This proves (4.2) with 4ε in place of 5ε in this case.
Third, consider the case x0 < a 1/t < b. Combining the previous two cases results in (4.2) as we claimed.
Since ε > 0 is arbitrary, the proof of Theorem 1 is complete. 
Proof of Theorem 2. (i) Due to (2.4), we may apply Lemma 1. By (3.1), for every ε > 0 there exists a0 = a0(ε) ∈ R+ for
which
a
∞∫
a
∣∣ f ′(x)∣∣dx < ε for all a > a0. (4.3)
Let x0 := max{a0, x1, x2}, where x1 and x2 occur in (3.2) and (4.1), respectively. We claim the fulﬁllment of (4.2). To
justify this claim, ﬁrst consider the case x0 < a < b < 1/t . By (4.1), we have
∣∣∣∣∣
b∫
f (x) sin txdx
∣∣∣∣∣ t
b∫
x
∣∣ f (x)∣∣dx 1
1/t
1/t∫
x
∣∣ f (x)∣∣dx < ε.a a 0
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∣∣∣∣∣
b∫
a
f (x) sin txdx
∣∣∣∣∣=
∣∣∣∣∣
[
− f (x) cos tx
t
]b
a
+
b∫
a
f ′(x) cos tx
t
dx
∣∣∣∣∣
 1
t
{∣∣ f (a)∣∣+ ∣∣ f (b)∣∣+
b∫
a
∣∣ f ′(x)∣∣dx
}
 a
∣∣ f (a)∣∣+ b∣∣ f (b)∣∣+ a
∞∫
a
∣∣ f ′(x)∣∣dx < 3ε,
due to (3.2) and (4.3).
Third, consider the case x0 < a 1/t < b. Combining the previous two cases results in (4.2) to be claimed.
Since ε > 0 is arbitrary, this completes the proof of part (i).
(ii) We start with the equality
f (y) − f (a) =
y∫
a
f ′(x)dx, 0 < a y  2a.
It follows from (2.4) that ( f (x) is nonnegative)
f (a) f (y) +
y∫
a
∣∣ f ′(x)∣∣dx f (y) +
2a∫
a
∣∣ f ′(x)∣∣dx f (y) + C
a
λa∫
λ−1a
f (x)dx. (4.4)
We integrate with respect to y over the interval [a,2a] to obtain (λ 2)
af (a)
2a∫
a
f (y)dy + C
λa∫
λ−1a
f (x)dx (1+ C)
λa∫
λ−1a
f (x)dx. (4.5)
Set
t(a) := π
2λa
, a ∈ R+,
then
π
2λ2
 t(a)x π
2
whenever λ−1a x λa.
It follows from these inequalities and (4.5) that
λa∫
λ−1a
f (x) sin
(
t(a)x
)
dx
(
sin
π
2λ2
) λa∫
λ−1a
f (x)dx af (a)
1+ C sin
π
2λ2
for all a ∈ R+. (4.6)
Since integral (2.1) is supposed to converge uniformly in t , (2.3) is an immediate consequence of (4.6).
This completes the proof of part (ii) and that of Theorem 2. 
Proof of Theorem 3. Assume f ∈ NBVF(R+). If y > 0 is large enough, then by (2.5) we have
2y∫
y/2
∣∣ f ′(x)∣∣dx =
{ y∫
y/2
+
2y∫
y
}∣∣ f ′(x)∣∣dx C(∣∣∣∣ f
(
y
2
)∣∣∣∣+ 2∣∣ f (y)∣∣+ ∣∣ f (2y)∣∣
)
.
Consequently, if a > 0 is large enough, then we also have
2a∫
3a/2
( 2y∫
y/2
∣∣ f ′(x)∣∣dx
)
dy  C
2a∫
3a/2
(∣∣∣∣
(
y
2
)∣∣∣∣+ 2∣∣ f (y)∣∣+ ∣∣ f (2y)∣∣
)
dy. (4.7)
We observe that if 3a/2 y  2a, then
y  a and 2y  3a.
2
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y
2
,2y
]
⊃ [a,2a] whenever 3a
2
 y  2a.
Therefore, the left-hand side of (4.7) may be estimated from below as follows:
2a∫
3a/2
( 2y∫
y/2
∣∣ f ′(x)∣∣dx
)
dy 
2a∫
3a/2
( 2a∫
a
∣∣ f ′(x)∣∣dx
)
dy = a
2
2a∫
a
∣∣ f ′(x)∣∣dx. (4.8)
On the other hand the right-hand side of (4.7) may be estimated from above as follows:
C
2a∫
3a/2
(∣∣∣∣ f
(
y
2
)∣∣∣∣+ 2∣∣ f (y)∣∣+ ∣∣ f (2y)∣∣
)
dy = C
(
2
a∫
3a/4
∣∣ f (u)∣∣du + 2
2a∫
3a/2
∣∣ f (u)∣∣du + 1
2
4a∫
3a
∣∣ f (u)∣∣du
)
 2C
4a∫
3a/4
∣∣ f (u)∣∣du  2C
4a∫
a/4
∣∣ f (u)∣∣du. (4.9)
Combining (4.7)–(4.9) immediately yields the fulﬁllment of (2.4) with λ = 4 and 4C in place of C . This means that
f ∈ MVBVF(R+). 
5. Concluding remarks
So far, we have investigated the uniform convergence of the sine integral (2.1). It is of some interest to observe that our
Theorems 1 and 2 in Section 2 can be easily reformulated in order to guarantee the uniform boundedness of the partial
integrals
b∫
0
f (x) sin txdx as b → ∞.
By the uniform boundedness of the partial integrals as b → ∞, we mean the following: there exist constants B and b0 =
b0(ε) ∈ R+ , depending only of f , such that∣∣∣∣∣
b∫
0
f (x) sin txdx
∣∣∣∣∣ B for all b > b0 and t.
For example, the reformulated version of Theorem 2 reads as follows.
Theorem 2′ . Assume f ∈ MVBVF(R+) with property (2.2).
(i) If f ∈ R+ → C and
xf (x) is bounded as x → ∞, (5.1)
then the partial integrals of (2.1) are uniformly bounded as b → ∞.
(ii) Conversely, if f : R+ → [0,∞) and the partial integrals of (2.1) are uniformly bounded as b → ∞, then condition (5.1) is satisﬁed.
The proof of Theorem 2′ is essentially a repetition of that of Theorem 2, while using condition (5.1) in place of (2.3), and
Lemma 1′ below in place of Lemma 1.
Lemma 1′ . If f ∈ MVBVF(R+) and there exist constants B and x1 ∈ R+ , depending only on f , such that
x
∣∣ f (x)∣∣ B for all x > x1,
then (cf. (3.3))
a
∞∫
a
∣∣ f ′(x)∣∣dx 2C ln(λ2)
a
B for all a > x1.
Theorem 1 can be analogously reformulated.
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