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In diversi ambiti applicativi ` e frequente dover analizzare insiemi di da-
ti in cui ` e presente un raggruppamento naturale delle osservazioni. Ad
esempio, un insieme di dati pu` o contenere informazioni circa un indivi-
duo relativamente a pi` u istanti temporali. In questo caso, si pu` o pensare
alle osservazioni relative al singolo individuo come ad un gruppo. Questo
` e il contesto usuale in cui si opera quando si ha a che fare con dati di panel
e a cui si fa riferimento in questa tesi.
Altre situazioni in cui le osservazioni possono essere raggruppate si
incontrano ad esempio quando, in un campione di individui, vi sono sog-
getti che appartengono alla stessa famiglia e che rappresentano quindi un
gruppo. Il termine dati di panel ` e utilizzato per qualsiasi situazione in cui
` e evidente un raggruppamento naturale dei dati, poich´ e i metodi di analisi
dei dati sono spesso adatti per diverse situazioni in cui si dispone di dati
raggruppati.
Si pensi, per ﬁssare le idee, al contesto, tipico in ambito econometrico,
in cui si hanno q soggetti su cui vengono osservate alcune caratteristiche
in T istanti temporali. Spesso, i dati ottenuti vengono analizzati sulla base
di modelli statistici parametrici, in cui alcuni parametri, detti parametri
strutturali, sono gli stessi per tutti i soggetti, mentre altri parametri, detti
incidentali, variano da soggetto a soggetto.
Spesso i parametri strutturali rappresentano le quantit` a di interesse
primario per l’inferenza, e sono detti parametri di interesse, mentre i
parametri incidentali giocano il ruolo di parametri di disturbo.IV Introduzione
In diversi contesti applicativi, in cui si desidera analizzare dati di pa-
nel, q ` e grande in relazione a T. Ci` o pone dei problemi nell’impiego delle
procedure inferenziali usuali basate sulla verosimiglianza, le cui ben no-
te propriet` a (consistenza degli stimatori, distribuzione asintotica norma-
le o chi-quadrato delle quantit` a pivotali di verosimiglianza) valgono con
riferimento alla prospettiva asintotica in cui T diverge mentre q rimane
ﬁssato.
In generale, se la dimensione del parametro di disturbo ` e ﬁssata, al cre-
scere della numerosit` a campionaria aumenta anche l’informazione conte-
nuta nel campione, per cui si pu` o fare riferimento alle procedure di verosi-
miglianza basate sulla teoria asintotica standard. In presenza di parametri
incidentali, invece, la dimensione del parametro di disturbo aumenta al
crescere del numero q di soggetti, cos` ı da risultare troppo elevata rispetto
all’informazione disponibile.
In questo tipo di situazione, sorgono alcune complicazioni note come
problemidiNeymaneScott, inmeritoalcontributodegliautori(Neyman
e Scott, 1948) che per primi posero in evidenza gli aspetti problematici
legati alla presenza di parametri incidentali. In questi casi, il ricorso alle
usuali procedure di verosimiglianza, ed in particolar modo l’impiego della
verosimiglianza proﬁlo, pu` o condurre a conclusioni inferenziali del tutto
inattendibili. Infatti, l’elevata distorsione della funzione score proﬁlo pu` o
portare ad ottenere una stima inconsistente del parametro d’interesse.
Il problema ` e dunque quello di individuare metodi alternativi, che per-
mettano di eliminare, o perlomeno ridurre, l’effetto dei parametri inci-
dentali nell’inferenza sulle quantit` a d’interesse. In questa tesi, si focalizza
l’attenzione sulla verosimiglianza proﬁlo modiﬁcata.
L’obiettivo principale della tesi ` e studiare la verosimiglianza proﬁlo
modiﬁcata e veriﬁcarne il comportamento in presenza di parametri in-
cidentali. In particolare, tramite studi di simulazione, si mettono a con-
fronto veromiglianza proﬁlo e proﬁlo modiﬁcata al ﬁne di mostrare co-
me la seconda fornisca risultati migliori rispetto alla precedente. Il ﬁneIntroduzione V
ultimo ` e pertanto quello di confermare empiricamente le propriet` a della
verosimiglianza proﬁlo modiﬁcata studiate.
Il Capitolo 1 ` e essenzialmente un capitolo di rassegna, volto a richia-
mare alcuni concetti base e a fornire delle deﬁnizioni utili nel seguito della
tesi.
Nel Capitolo 2 si considerano le caratteristiche dell’inferenza in pre-
senza di parametri di disturbo e si introduce il problema dei parame-
tri incidentali. Successivamente, si richiamano alcune idee relative alla
riduzione dei dati e vengono passati in rassegna alcuni tipi di pseudo-
verosimiglianza. Nella parte ﬁnale del capitolo, si descrivono alcune mo-
diﬁcazioni della verosimiglianza proﬁlo e le rispettive propriet` a. In par-
ticolare si introduce la versione della verosimiglianza proﬁlo modiﬁcata
introdotta da Severini (1998) che verr` a impiegata nelle simulazioni.
Il Capitolo 3 vuole dimostrare empiricamente, tramite studi di simula-
zione, la validit` a delle propriet` a della verosimiglianza proﬁlo modiﬁcata
presentate nel capitolo precedente. In particolare si veriﬁcano le propriet` a
di stimatori e regioni di conﬁdenza basate su tale verosimiglianza in due
esempi appartenenti alla categoria dei problemi di Neyman e Scott. Nel-
lo speciﬁco, si considera un esempio di modello lineare generalizzato per
dati binari e un modello autoregressivo del primo ordine con intercetta
variabile.Capitolo 1
L’inferenza di verosimiglianza
1.1 Introduzione
Il presente capitolo ` e essenzialmente un capitolo di rassegna, volto a ri-
chiamare alcuni concetti base dell’inferenza statistica, utili per contestua-
lizzare la tesi.
Si richiamano la nozione di modello statistico e di funzione di verosi-
miglianza e le quantit` a ad essa associate, le deﬁnizioni di regioni di conﬁ-
denza e test di verosimiglianza. Viene inoltre ﬁssata la notazione utilizzata
nella tesi.
Successivamente vengono date le deﬁnizioni di invarianza rispetto alla
parametrizzazione e parametrizzazione ortogonale. Si richiamano inoltre
i concetti di statistica sufﬁciente e costante in distribuzione. Inﬁne si pre-
sentano sinteticamente le due principali classi di modelli parametrici: le
famiglie esponenziali e di gruppo.
Per la stesura di questo capitolo si ` e fatto principalmente riferimento ai
testi Azzalini (2001) e Pace e Salvan (1996, 2001).2 Capitolo 1. L’inferenza di verosimiglianza
1.2 Speciﬁcazione del modello
L’idealizzazione fondamentale, su cui poggia l’inferenza statistica, ` e che
i dati osservati y = (y1,...,yn) costituiscano una determinazione di un
vettore casuale Y . Tale concetto ` e sintetizzabile con la scrittura y realizza-
zione di Y ∼ F0(y), y ∈ Y, ove F0 rappresenta una funzione di ripartizione
ignota e Y ` e lo spazio campionario. L’obiettivo dell’inferenza ` e utilizzare
y per trarre conclusioni sulla distribuzione F0(y) di Y , modello probabili-
stico generatore dei dati. Questo perch´ e la legge di probabilit` a F0 ` e almeno
in parte ignota e occorre pertanto utilizzare l’informazione contenuta nei
dati stessi per ottenerne una ricostruzione.
Le conclusioni su F0(y) sono naturalmente soggette a incertezza in
quanto la natura casuale di Y , che determina y, si ripercuote sulle affer-
mazioni fatte. Quello che ` e importante ` e fare in modo che il grado di
incertezza sia il pi` u piccolo possibile, compatibilmente con la natura ca-
suale di Y , e che si sia in grado di valutare il livello di incertezza a cui si ` e
sottoposti.
La prima fase dell’inferenza ` e quella di speciﬁcazione del modello, che
consiste nell’individuare delle possibili forme per F0. In concreto, occorre
speciﬁcare una famiglia di distribuzioni di probabilit` a almeno qualitativa-
mente compatibili con la generazione dei dati y. Tale scelta va effettuata
sulla base della natura del fenomeno che ha generato i dati y, dello schema
di campionamento adottato e di altre eventuali informazioni disponibili
sul fenomeno considerato. L’insieme delle distribuzioni cos` ı individuate
viene indicato con F e costituisce il modello statistico.
Dal punto di vista applicativo, un modello statistico ` e usualmente pen-
sato come approssimazione, nel senso che non si presume che esso catturi
esattamente il modello probabilistico, quanto piuttosto che lo rappresen-
ti in un modo che possa ritenersi adeguato per gli scopi della ricerca. ` E
intuitivo che l’inferenza sar` a tanto pi` u accurata quanto meglio ` e possibile
delimitare la classe F compatibilmente con la condizione F0(y) ∈ F. In
particolare, se F0(y) ∈ F, si dice che il modello statistico ` e correttamente1.2 Speciﬁcazione del modello 3
speciﬁcato.
A seconda delle informazioni disponibili, si pu` o ritenere opportuno
dare al modello statistico F un’estensione pi` u o meno ampia. In ordine
decrescentediestensione, equindicrescentediinformazionepresupposta,
si possono individuare i tre livelli di speciﬁcazione seguenti.
• Speciﬁcazione non parametrica. Il modello statistico F ` e una re-
strizione dell’insieme di tutte le distribuzioni di probabilit` a sopra
il supporto appropriato alla natura dei dati, deﬁnita tramite assun-
zioni sempliﬁcatrici globali, che non individuano espressamente un
numero ﬁnito di parametri di interesse per l’inferenza.
• Speciﬁcazione semiparametrica. Gli elementi di F sono indivi-
duati sia mediante una componente parametrica, sia mediante una
componente non parametrica, ossia F = {F(y;θ), θ ∈ Θ}, dove
θ = (τ,h( )), con τ ∈ T ⊆ IRk, mentre l’insieme di possibili speci-
ﬁcazioni della funzione h( ) non ` e indicizzabile con un numero ﬁnito
di parametri reali.
• Speciﬁcazione parametrica. Gli elementi che compongono F so-
no indicizzabili con un numero ﬁnito p di parametri reali, ossia
F = {F(y;θ), θ ∈ Θ ⊆ IRp}, con Θ spazio parametrico. Se il model-
lo ` e correttamente speciﬁcato si ha F0(y) = F(y;θ0) per un valore
θ0 ∈ Θ, detto vero valore del parametro.
La scelta del livello di speciﬁcazione dipende da quanta informazione ci
si attende di poter ragionevolmente estrarre dai dati e dallo scopo per cui
il modello ` e costruito. In seguito l’unico caso preso in considerazione sar` a
quello dei problemi di inferenza in ambito parametrico.
Occorre precisare che le funzioni di ripartizione F(y;θ) che descrivono
un modello statistico parametrico, corrispondono tutte ad una variabile
casuale discreta o continua. La classe F pu` o quindi essere speciﬁcata an-
che tramite le corrispondenti funzioni di probabilit` a o di densit` a, rispet-
tivamente. Pertanto ` e possibile deﬁnire F come insieme di funzioni di4 Capitolo 1. L’inferenza di verosimiglianza
densit` a invece che di funzioni di ripartizione e scrivere
F = {f(y;θ), θ ∈ Θ ⊆ IR
p} (1.1)
per una qualche funzione di densit` a f. In seguito si far` a riferimento a
quest’ultima deﬁnizione di modello statistico.
1.3 Notazione ed assunzioni
Per un ﬁssato modello statistico del tipo (1.1), una volta determinati i valo-
ri campionari y = (y1,...,yn), la corrispondente funzione di densit` a si ri-
duce ad una funzione unicamente del parametro θ = (θ1,...,θp). Si deﬁni-
sce quindi funzione di verosimiglianza di θ basata sui dati y, la funzione
da Θ → IR+
L = L(θ) = c(y)f(y;θ),
con c(y) costante positiva non dipendente da θ e per questo trascurabile
dalla funzione stessa. Due funzioni di verosimiglianza che differiscono
solamente per la costante moltiplicativa c(y) si deﬁniscono equivalenti.
Quando si vorr` a mettere in evidenza la dipendenza di L(θ) dai dati si
user` a la notazione L(θ;y).
Se si ha a che fare con osservazioni tratte da variabili casuali indipen-
denti e identicamente distribuite (i.i.d.) con funzione di densit` a marginale
f(yi;θ), la verosimiglianza complessiva ` e data dal prodotto delle funzioni
di verosimiglianza ottenute nei singoli esperimenti, ovvero
L(θ) =
n  
i=1
f(yi;θ).
Poich´ e L(θ) ` e non negativa, ha senso trattare con la funzione di
log-verosimiglianza
l = l(θ) = logL(θ) = c
′(y) + logf(y;θ),
con c′(y) = logc(y) e con la convenzione che l(θ) = −∞ se L(θ) = 0. Si de-
ﬁniscono equivalenti due funzioni di log-verosimiglianza che differiscono
tra loro per una costante additiva.1.3 Notazione ed assunzioni 5
Sotto campionamento da variabili casuali i.i.d., la funzione l(θ) assume
la forma
l(θ) =
n  
i=1
logf(yi;θ).
L’utilizzodellafunzionedilog-verosimiglianzanelleprocedurediinferen-
za comporta dei vantaggi in termini computazionali e rende pi` u semplice
la descrizione dei risultati teorici.
Nell’ambitodiquestatesi, siassumechesianosoddisfattelecondizioni
di regolarit` a (cfr. Severini, 2000, § 3.4), sotto le quali valgono i risultati
riportati in seguito. Per i modelli in cui la log-verosimiglianza soddisfa
tali condizioni, si deﬁniscono le seguenti quantit` a di verosimiglianza.
Funzione punteggio (funzione score) : vettore delle derivate parziali pri-
me di l(θ), indicata con l∗ = l∗(θ;y) = (l1,...,lp), con generico
elemento lr = ∂l(θ)/∂θr, r = 1,...,p.
Informazione osservata: matrice di dimensione p × p delle derivate par-
ziali seconde di l(θ) cambiate di segno, indicata con j = j(θ) = −lrs,
con lrs = ∂2l(θ)/(∂θr∂θs) e r,s = 1,...,p; l’informazione os-
servata rappresenta una misura della curvatura locale della log-
verosimiglianza. Il generico elemento di posto (r,s) verr` a indicato
con la scrittura jrs, mentre si indicheranno gli elementi della matrice
inversa j(θ)−1 con la scrittura jrs.
Informazione attesa: valore atteso dell’informazione osservata, indicata
con i = i(θ) = Eθ(j(θ)) = Eθ(−lrs(θ)). Anche in questo caso il gene-
rico elemento di posto (r,s) verr` a indicato con irs e gli elementi della
matrice inversa i(θ)−1 con irs.
Inoltre, assumendo che siano soddisfatte le condizioni che permetto-
no di scambiare le operazioni di derivazione e di integrazione, valgono i
seguenti risultati di particolare interesse per l’inferenza.
• La funzione score ha valore atteso
Eθ(l∗(θ)) = 0, per ogni θ ∈ Θ. (1.2)6 Capitolo 1. L’inferenza di verosimiglianza
• Vale l’identit` a dell’informazione, ovvero
Eθ(−lrs(θ)) = Eθ(lr(θ) ls(θ)). (1.3)
In altri termini, la matrice i(θ) ` e pari alla matrice di covarianza della
score e come tale ` e una matrice deﬁnita non negativa.
Un valore θ ∈ Θ che massimizza L(θ), o equivalentemente l(θ), ` e det-
to stima di massima verosimiglianza (s.m.v.) di θ ed ` e indicato con ˆ θ.
In un modello con verosimiglianza regolare, ˆ θ va cercato tra le soluzioni
dell’equazione di verosimiglianza l∗(θ) = 0. Nel seguito si assume che ta-
le soluzione sia unica, almeno al divergere della numerosit` a campionaria.
Lo stimatore di massima verosimiglianza ˆ θ ha distribuzione approssimata
sotto θ
ˆ θ ˙ ∼Np(θ,j(ˆ θ)
−1). (1.4)
Per indicare le quantit` a di verosimiglianza valutate in ˆ θ si usano le
notazioni ˆ l = l(ˆ θ), ˆ  = j(ˆ θ),ˆ ı = i(ˆ θ).
1.4 Test di verosimiglianza e regioni di
conﬁdenza
In generale, una stima ˆ θ non coincide con il vero valore del parametro θ,
per cui si ha l’esigenza di accompagnare la stima stessa con un insieme di
valori plausibili per il parametro.
Data la funzione di verosimiglianza L(θ), ` e possibile ottenere, come
stima intervallare per il parametro θ, una regione
ˆ Θ(y) = {θ ∈ Θ : L(θ) ≥ c L(ˆ θ)},
con c ∈ (0,1), costituita dai valori del parametro che hanno elevata
verosimiglianza.
Si pu` o ricorrere alla verosimiglianza anche per veriﬁcare un’ipotesi
nulla del tipo H0 : θ ∈ Θ0 ⊂ Θ, confrontando L(ˆ θ0), massimo valore di1.4 Test e regioni di conﬁdenza 7
L(θ) per θ ∈ Θ0, e L(ˆ θ), massimo valore di L(θ) per θ ∈ Θ. Ci` o conduce a
considerare la statistica test
L(ˆ θ)
L(ˆ θ0)
(1.5)
con regione di riﬁuto unilaterale destra. Tale statistica test pu` o essere
espressa anche in termini di log-verosimiglianza, come l(ˆ θ) − l(ˆ θ0).
Per l’ipotesi semplice H0 : θ = θ0 contro l’alternativa H1 : θ  = θ0, il
logaritmo della statistica test (1.5) ` e proporzionale alla statistica
W(θ0) = 2 {l(ˆ θ) − l(θ0)} = −2 {l(θ0) − l(ˆ θ)}
detta log-rapporto di verosimiglianza.
` E possibile dimostrare che W(θ0) ha distribuzione nulla approssimata
chi-quadrato con p gradi di libert` a, dove p ` e la dimensione del parametro
θ. Si possono quindi costruire regioni di conﬁdenza di livello nominale
1 − α, di forma
ˆ Θ(y) = {θ ∈ Θ : W(θ) < χ
2
p;1−α},
con χ2
p;1−α quantile-(1 − α) della distribuzione chi-quadrato con p gradi di
libert` a. La regione ˆ Θ(y) pu` o anche essere scritta come
ˆ Θ(y) =
 
θ ∈ Θ : l(θ) > l(ˆ θ) −
1
2
χ
2
p;1−α
 
.
Se p = 1 o 2, la rappresentazione graﬁca di tali regioni ` e immediata
sfruttando il graﬁco della log-verosimiglianza.
Statistiche asintoticamente equivalenti a W sono il test score
Wu = Wu(θ0) = l∗(θ0)
⊤ i(θ0)
−1 l∗(θ0)
e il test di Wald
We = We(θ0) = (ˆ θ − θ0)
⊤ i(θ0) (ˆ θ − θ0).
Nonostante l’equivalenza asintotica fra le tre versioni del test del rapporto
di verosimiglianza, ` e opportuno fare delle considerazioni circa gli aspetti
che le distinguono. Innanzitutto solo i test W e Wu sono invarianti rispetto8 Capitolo 1. L’inferenza di verosimiglianza
alla parametrizzazione (cfr. § 1.5), inoltre solamente il test W non pone
nelle regioni di conﬁdenza dei valori per il parametro θ inammissibili. Un
ulteriore aspetto che distingue W dalle altre due versioni ` e una maggiore
adeguatezza qualitativa delle regioni di conﬁdenza o di accettazione ad
esso associate nei casi in cui il modello non ha verosimiglianza regolare.
Se il parametro θ ` e scalare (p = 1), pu` o essere opportuno fare riferi-
mento alle versioni unilaterali del test del rapporto di verosimiglianza,
ossia
r = r(θ0) = sgn(ˆ θ − θ0)
√
W,
ru = ru(θ0) = l∗(θ0) (i(θ0))
−1/2,
re = re(θ0) = (ˆ θ − θ0) (i(θ0))
1/2,
che hanno distribuzione asintotica nulla N(0,1).
` E possibile costruire intervalli di conﬁdenza di livello nominale 1 − α
per il parametro scalare θ del tipo
ˆ Θ(y) =
 
θ ∈ Θ : −z1−α/2 < r(θ) < z1−α/2
 
,
con z1−α/2 quantile-(1 − α/2) di una N(0,1).
Tali intervalli sono in genere preferibili rispetto a quelli basati sul test
di Wald We calcolati come
ˆ θ ± z1−α/2 j(ˆ θ)
−1/2. (1.6)
1.5 Invarianza rispetto alla parametrizzazione
Nella speciﬁcazione operativa di un modello statistico F, ` e possibile sce-
gliere fra parametrizzazioni differenti ma equivalenti. Sia ψ( ) una funzio-
ne biunivoca e regolare (inﬁnitamente derivabile assieme alla sua inversa)
da Θ a Ψ, con θ(ψ) applicazione inversa di ψ(θ). La (1.1) pu` o essere scritta
come
F = {f
Ψ(y;ψ) = f(y;θ(ψ)), ψ ∈ Ψ},1.5 Invarianza rispetto alla parametrizzazione 9
con
Ψ = {ψ ∈ IR
p : ψ = ψ(θ), θ ∈ Θ}.
Poich` e θ e ψ(θ) individuano lo stesso elemento di F, si pu` o scrivere
L
Ψ(ψ) = L
Θ(θ(ψ))
e
l
Ψ(ψ) = l
Θ(θ(ψ)), (1.7)
con LΨ( ) e lΨ( ) verosimiglianza e log-verosimiglianza nella parame-
trizzazione ψ e LΘ( ) e lΘ( ) le stesse funzioni nella parametrizzazione
originaria θ.
Trattandosi di formulazioni equivalenti, la scelta della parametrizza-
zione da adottare ` e in parte di convenienza; una nuova parametrizzazione
pu` o permettere infatti di sempliﬁcare i calcoli nella fase di inferenza. In
altre situazioni la riparametrizzazione del modello pu` o essere giustiﬁca-
ta dalla scelta di parametri che abbiano una determinata interpretazione
nella distribuzione. Ci` o che ` e auspicabile, ` e che le conclusioni inferenziali
siano le stesse a prescindere dalla parametrizzazione adottata. Le pro-
cedure statistiche basate sul test W descritte nel § 1.4 godono proprio di
questa propriet` a.
Il principio di invarianza rispetto alla parametrizzazione, a cui si ` e ap-
pena fatto riferimento, ` e soddisfatto dalle procedure di stima secondo il
metodo della massima verosimiglianza. Infatti le s.m.v. soddisfano la pro-
priet` a di equivarianza, secondo la quale se ψ( ) ` e una funzione biunivoca
regolare da Θ a Ψ, allora la s.m.v. di ψ(θ) ` e ψ(ˆ θ), con ˆ θ s.m.v. di θ relativa
alla verosimiglianza L(θ).
Anche per quanto concerne la costruzione di regioni di conﬁdenza, il
soddisfacimento del principio di invarianza rispetto alla parametrizzazio-
ne si traduce in una richiesta di equivarianza. Se ˆ Θ(y) costituisce una re-
gione di conﬁdenza per θ di livello 1−α con α ∈ (0,1), ossia la probabilit` a
di copertura nulla Pθ{θ ∈ ˆ Θ(Y )} soddisfa la condizione
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si richiede che la medesima procedura di costruzione conduca, nella
parametrizzazione ψ, a una regione
ˆ Ψ(y) = {ψ ∈ Ψ : θ(ψ) ∈ ˆ Θ(y)}, y ∈ Y.
Nei problemi di veriﬁca di ipotesi, una riparametrizzazione com-
porta una traduzione del problema di veriﬁcare la conformit` a dei da-
ti con l’ipotesi H0 : θ ∈ Θ0 ⊂ Θ, nel problema di veriﬁcare l’ipote-
si H0 = ψ ∈ Ψ0 = {ψ ∈ Ψ : θ(ψ) ∈ Θ0}. Il test del rapporto di verosimi-
glianza riferito alla parametrizzazione ψ si basa su lΨ( ˆ ψ) − lΨ( ˆ ψ0), mentre
nella parametrizzazione originale θ, il test ` e proporzionale alla quantit` a
l(ˆ θ) − l(ˆ θ0) (cfr. § 1.4). Poich´ e ˆ ψ = ψ(ˆ θ) e ˆ ψ0 = ψ(ˆ θ0), e tenuto conto del-
la (1.7), il valore del test calcolato nelle due diverse parametrizzazioni ` e
il medesimo. La statistica test W risulta pertanto invariante rispetto alla
parametrizzazione.
La situazione a cui si fa riferimento in questa tesi, ` e quella in cui si con-
sidera una partizione del parametro θ del tipo θ = (τ,ζ) con τ parametro
di interesse di dimensione k e ζ parametro di disturbo di dimensione p−k.
In questi casi, si richiede che valga la propriet` a di invarianza alle sole ripa-
rametrizzazioni che non alterano l’interesse, ossia a riparametrizzazioni
del tipo ψ = ψ(θ) = ψ(τ,ζ), con ψ = (φ,χ), tali che
φ = φ(τ) e χ = χ(τ,ζ),
con φ( ) funzione biunivoca. Questo perch` e in generale una riparametriz-
zazione del tipo ψ(θ) non mantiene la distinzione tra componenti di inte-
resse e di disturbo. Quando ci si trover` a in questa situazione si far` a pertan-
to riferimento al principio di invarianza rispetto alle riparametrizzazioni
che non alterano l’interesse.
1.6 Parametrizzazione ortogonale
Un particolare tipo di riparametrizzazione ` e la parametrizzazione ortogo-
nale. Partendo dalla partizione del parametro θ = (τ,ζ) considerata alla1.7 Principi per la riduzione dei dati 11
ﬁne del § 1.5, si dice che la riparametrizzazione (τ,χ) con χ = χ(τ,ζ) ` e
ortogonale, se i vettori score lτ e lχ sono incorrelati o, equivalentemente, se
iτχ = 0. La conseguenza principale dell’ortogonalit` a ` e che le s.m.v. ˆ τ e ˆ χ ri-
sultano asintoticamente indipendenti. Inoltre, la matrice di covarianza di
ˆ τ pu` o essere valutata come se χ fosse noto. Infatti, la matrice di covarianza
asintotica di ˆ τ ` e pari a
i
ττ = (iττ − iτχ(iχχ)
−1iχτ)
−1 = (iττ)
−1, se iτχ = 0.
Inﬁne, si ha che
ˆ χτ − ˆ χ = Op(n
−1). (1.8)
Assumendo per semplicit` a p = 2 e k = 1, ` e semplice descrivere come
sia possibile reperire la nuova parametrizzazione (τ,χ), tale che τ e χ ri-
sultino ortogonali. Deve valere iτχ = 0, ovvero E((∂2/∂τ∂χ)l⊥) = 0, con
l⊥ = l⊥(τ,χ) = l(τ,ζ(τ,χ)), log-verosimiglianza nella nuova parametriz-
zazione. L’espressione della quantit` a di interesse (∂2/∂τ∂χ)l⊥ ` e ricavata
nel seguente modo
∂l⊥
∂τ
=
∂l
∂τ
+
∂l
∂ζ
∂ζ
∂τ
∂2l⊥
∂τ∂χ
=
∂2l
∂τ∂ζ
∂ζ
∂χ
+
∂2l
∂ζ2
∂ζ
∂τ
∂ζ
∂χ
+
∂l
∂ζ
∂2ζ
∂τ∂χ
. (1.9)
Calcolando il valore atteso del secondo membro della (1.9), il terzo
addendo si annulla e si arriva quindi alla condizione
∂ζ
∂χ
 
−iτζ − iζζ
∂ζ
∂τ
 
= 0,
ossia
iτζ + iζζ
∂ζ(τ,χ)
∂τ
= 0
a cui deve soddisfare la trasformazione χ(τ,ζ).
1.7 Principi per la riduzione dei dati
Una forma immediata di riduzione dei dati ` e data dall’utilizzo di una sta-
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che l’espressione di t(y) non dipenda dal parametro θ. Il valore t = t(y)
corrispondente al valore osservato y ` e detto valore campionario della sta-
tistica. L’utilit` a di tale trasformazione per l’inferenza su θ dipende dalla
riduzione inferenziale che essa opera, ossia dalla relazione fra il modello
statistico dei dati trasformati e quello dei dati originari.
Vengono deﬁnite ora due tipologie di statistiche di particolare im-
portanza per l’inferenza nei principali modelli statistici parametrici: le
statistiche sufﬁcienti e le statistiche costanti in distribuzione.
1.7.1 Statistiche sufﬁcienti
In riferimento al modello statistico (1.1), una statistica s ` e detta sufﬁciente
per l’inferenza su θ, se la densit` a di Y pu` o essere fattorizzata nel seguente
modo
fY(y;θ) = fS(s;θ) fY |S=s(y;s), (1.10)
dove la densit` a condizionata fY |S=s(y;s) non dipende da θ.
Considerando la fattorizzazione (1.10), si pu` o interpretare il processo
di generazione dei dati y come un esperimento che avviene in due sta-
di. Nel primo stadio viene generato s secondo il modello probabilistico
fS(s;θ). Nel secondo stadio si genera y secondo il modello probabilistico
fY |S=s(y). Nell’ambito del modello F, noto s, il secondo stadio ` e retto da
una distribuzione non inferente su θ e pertanto pu` o essere omesso, senza
perdita d’informazione sul parametro.
Per un assegnato modello statistico parametrico F, esiste usualmen-
te una pluralit` a di statistiche sufﬁcienti per θ. Una statistica ` e detta
sufﬁciente minimale se ` e funzione di ogni altra statistica sufﬁciente.
1.7.2 Statistiche costanti in distribuzione
In riferimento al modello statistico F, si dice che una statistica c ` e costante
in distribuzione se la sua funzione di densit` a marginale non dipende da
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Una statistica costante in distribuzione c ` e detta costante in distribu-
zione massimale rispetto a F se non esiste un’altra statistica costante in
distribuzione di cui c ` e funzione non biunivoca. In generale, una statistica
costante in distribuzione massimale non ` e unica.
Se c ` e costante in distribuzione e t ` e una statistica complementare a
c, nel senso che (c,t) ` e una trasformazione biunivoca dei dati y, vale la
fattorizzazione
fC,T(c,t;θ) = fC(c)fT|C=c(t;c,θ)
e solo il modello condizionato con densit` a fT|C=c(t;c,θ) ` e informativo su
θ.
Il principio di condizionamento secondo Fisher (1934, 1935) fa riferi-
mento ad una sottoclasse delle statistiche costanti in distribuzione, le sta-
tistiche ancillari. Data una statistica sufﬁciente minimale s e la stima di
massima verosimiglianza ˆ θ, la statistica a ` e detta ancillare se ` e costante
in distribuzione e se la relazione tra (ˆ θ,a) ed s ` e biunivoca; a rappresenta
quindi l’informazione mancante per ricostruire s a partire da ˆ θ.
Se a ` e ancillare, vale la fattorizzazione
fˆ θ,A(ˆ θ,a;θ) = fA(a)fˆ θ|A=a(ˆ θ;a,θ),
per cui ˆ θ ` e sufﬁciente minimale nel modello condizionato al valore os-
servato di a. Inoltre l(θ;y) ` e equivalente a l(θ; ˆ θ,a). Questa rappresenta-
zione ` e utilizzata nel § 2.5.2 in cui si introduce la verosimiglianza proﬁlo
modiﬁcata.
1.8 Classi di modelli parametrici
Tra i modelli statistici parametrici, si possono individuare due ampie clas-
si di particolare importanza, ossia le famiglie esponenziali e le famiglie di
gruppo. La loro rilevanza nell’inferenza statistica ` e giustiﬁcata da due mo-
tivazioni: in primo luogo entrambe costituiscono un insieme ampio di mo-
delli che ricorrono sovente nelle applicazioni; inoltre ` e possibile deﬁnire14 Capitolo 1. L’inferenza di verosimiglianza
procedure inferenziali generali, fondamentalmente semplici ed accurate,
per i modelli che rientrano in tali classi.
In particolare, si possono ottenere riduzioni inferenziali non banali
per sufﬁcienza o per condizionamento e le quantit` a di verosimiglianza
presentano un comportamento regolare che assicura esistenza e unicit` a
delle stime, nonch´ e altre utili propriet` a. Inoltre i metodi per ottenere
approssimazioni asintotiche di ordine elevato risultano di applicazione
facilitata.
1.8.1 Famiglie esponenziali
L’importanza delle famiglie esponenziali con riferimento al problema
della riduzione inferenziale ` e motivata dalla possibilit` a di ricorrere al-
la riduzione per sufﬁcienza e al condizionamento per l’eliminazione dei
parametri di disturbo.
La classe parametrica (1.1) costituisce una famiglia esponenziale se i
suoi elementi sono del tipo
f(y;θ) = h(y)exp
 
ψ(θ)   t(y)
⊤ − K(θ)
 
, (1.11)
dove h( ) ≥ 0 ` e funzione di y non dipendente da θ, cos` ı come la statistica
t(y) = (t1(y),...,tr(y)); ψ(θ) = (ψ1(θ),...,ψr(θ)), funzione con dominio
Θ ⊆ IRp e codominio Ψ = ψ(Θ) ⊆ IRr e K(θ) sono invece funzioni di θ che
non dipendono da y.
Afﬁnch´ e θ = (θ1,...,θp) sia identiﬁcabile, si richiede che ψ(θ) sia biuni-
voca. Inoltre se si vuole che la (1.11) sia una rappresentazione minimale
(o in forma ridotta), ossia coinvolga il minimo numero di funzioni ψi(θ)
e di associate statistiche ti(θ) per i = 1,...,r, devono essere soddisfatte le
seguenti tre condizioni:
1. lo spazio parametrico Θ deve contenere almeno r + 1 elementi;
2. le r + 1 funzioni reali 1,ψ1(θ),...,ψr(θ) devono essere linearmente
indipendentiinΘ, cio` enon deveessercialcuna combinazionelineare1.8 Classi di modelli parametrici 15
di queste che si annulli identicamente per θ ∈ Θ; ci` o implica che
nessuna di queste ` e esprimibile come funzione lineare delle altre;
3. analogamente, anche le r + 1 funzioni reali 1,t1(y),...,tr(y) devono
essere linearmente indipendenti.
Quando una famiglia esponenziale ` e scritta in forma ridotta, si dice che r
` e l’ordine della famiglia e t(y) ` e una statistica canonica di F, sufﬁcien-
te minimale per θ. Nel caso in cui l’ordine della famiglia coincida con
la dimensione di Θ, ossia r = p, e ψ(θ) sia una riparametrizzazione del
modello, ψ = ψ(θ) ` e detto parametro canonico (o naturale).
Momenti della statistica canonica
Per una famiglia esponenziale regolare (ossia con spazio parametrico Ψ
il pi` u ampio possibile e aperto) di ordine p, sotto campionamento ca-
suale semplice di numerosit` a n, la funzione del modello per la statistica
sufﬁciente minimale t = t(y) ha la forma
p(t;θ) = ˜ h(t)exp{ψ(θ)   t − nK(θ)},
con ψ(θ) = (ψ1(θ),...,ψp(θ)) e t = (t1,...,tp). La log-verosimiglianza per
θ risulta dunque pari a
l(θ;t) = ψ(θ)   t − nK(θ),
e quindi nella parametrizzazione canonica, si ha
l(ψ;t) = ψ   t − nG(ψ),
con G(ψ) = K(θ(ψ)).
La funzione punteggio ` e allora
lr(ψ;t) =
∂l(ψ)
∂ψr
= tr − n
∂G(ψ)
∂ψr
, r = 1,...,p,
e l’informazione osservata ` e
j(ψ) = n
∂2G(ψ)
∂ψr ∂ψs
, r,s = 1,...,p.16 Capitolo 1. L’inferenza di verosimiglianza
Poich´ e j(ψ) ` e non stocastica, essa coincide con l’informazione attesa i(ψ).
L’identit` a (1.2), applicata al caso in esame, diviene Eψ(l∗(ψ;t)) = 0, per
cui
Eψ(Tr) = n
∂K(ψ)
∂ψr
, r = 1,...,p,
ossia la statistica canonica ha valore atteso pari al gradiente di nK(ψ).
Dall’identit` a dell’informazione (1.3), segue inoltre che
Cov(Tr,Ts) = Eψ(lr(ψ;T) ls(ψ;T)) = n
∂2K(ψ)
∂ψr ∂ψs
= i(ψ).
1.8.2 Famiglie di gruppo
Le famiglie di gruppo costituiscono la seconda ampia classe di modelli sta-
tistici di rilievo, in quanto rappresentano la situazione ideale in cui trova-
no applicazione sia il principio del condizionamento rispetto a statistiche
costanti in distribuzione, sia il ricorso alla verosimiglianza marginale per
l’eliminazione dei parametri di disturbo.
Prima di introdurre il concetto di famiglia di gruppo, ` e opportuno da-
re alcune deﬁnizioni. Sia G una classe di trasformazioni biunivoche che
agiscono su uno spazio Y, l’applicazione di una trasformazione g1 ∈ G se-
guita dall’applicazione di una trasformazione g2 ∈ G ` e detta composizione
di g1 e g2 e viene indicata con g2 ◦ g1. La classe G ` e detta chiusa rispetto
alla composizione se
g1,g2 ∈ G ⇒ g2 ◦ g1 ∈ G.
Sia ora e = e(y) = y la trasformazione identit` a e si indichi con g−1 la
funzione inversa per g ∈ G, tale che g−1 ◦ g(y) = e(y). La classe G ` e detta
chiusa rispetto all’inversione se
g ∈ G ⇒ g
−1 ∈ G.
Una classe G di trasformazioni biunivoche che agiscono su uno spa-
zio Y ` e detta gruppo di trasformazioni se ` e chiusa sia rispetto alla
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Data una funzione u( ) da Y in un codominio U, essa ` e detta invariante
rispetto a G se per ogni g ∈ G vale u(g(y)) = u(y).
Si supponga dunque assegnata una famiglia parametrica
F0 = {f0(y;τ), τ ∈ T ⊆ IR
k, y ∈ Y ⊆ IR
d}
e sia G un gruppo di trasformazioni g : Y → Y tale che F0 non sia inva-
riante rispetto a G. Sia gf0(y;τ) la densit` a di g(Y ) quando Y ha densit` a
f0(y;τ), si deﬁnisce una famiglia di gruppo composita generata da F0
sotto l’azione di G, la classe di densit` a
F = {gf0(y;τ), τ ∈ T, g ∈ G, y ∈ Y}.
Si osservi che F rappresenta in generale un modello semiparametrico; si
ha un modello parametrico se gli elementi di G sono identiﬁcabili tramite
un numero ﬁnito di parametri reali.
Un esempio di famiglie di gruppo ` e dato dalle famiglie di posizione
e scala. Si deﬁnisce tale famiglia come un modello statistico parametrico
con parametro θ = ( ,σ) ∈ IR × IR+ per una variabile casuale univariata
Y , con funzione di densit` a
f(y; ,σ) =
1
σ
f0
 y −  
σ
 
, y ∈ IR,
dove f0( ) ` e un’assegnata funzione di densit` a. In questo caso lo spazio
parametrico T ` e degenere, per cui si ha una famiglia di gruppo semplice.
Poich´ e vale la rappresentazione Y =   + σY0, dove Y0 ha densit` a f0( ),
si speciﬁca una famiglia di posizione e scala quando la legge del modello
probabilistico generatore di un’osservazione ` e nota a meno di una trasla-
zione e di un cambiamento dell’unit` a di misura. In una famiglia di posi-
zione e scala, il parametro   ` e detto parametro di posizione, mentre σ ` e
detto parametro di scala.
La legge di Y0 ` e detta legge tipo della famiglia di posizione e scala ed ` e
espressa dalla densit` a f0(y) = f(y;0,1).18 Capitolo 1. L’inferenza di verosimiglianza
Se y = (y1,...,yn) ` e un campione casuale semplice tratto da una di-
stribuzione univariata in una famiglia di posizione e scala, la funzione di
densit` a del modello statistico risulta pari a
f(y; ,σ) =
1
σn
n  
i=1
f0
 yi −  
σ
 
.
Una propriet` a veriﬁcata in generale ` e che il modello sta-
tistico di una statistica univariata t = t(y1,...,yn) tale che
t(a + by1,...,a + byn) = bt(y1,...,yn) + a per ogni b ∈ IR+ e per ogni
a ∈ IR, risulta ancora una famiglia di posizione e scala.Capitolo 2
Parametri di disturbo e
verosimiglianza
2.1 Introduzione
Introdotte le nozioni base dell’inferenza statistica, si vuole in questo capi-
tolo incentrare l’attenzione sulle tecniche inferenziali utilizzate in presen-
za di parametri di disturbo. Si introduce inoltre il problema dei parame-
tri incidentali tramite un esempio e si deﬁniscono le verosimiglianze che
permettono di risolvere, o perlomeno ridurre, tale problema.
Il paragrafo 2.2 introduce i principi dell’inferenza condotta in presen-
za di parametri di disturbo e i problemi legati alla presenza di parametri
incidentali.
Nel paragrafo 2.3 si deﬁnisce il concetto di riduzione inferenziale nel
caso in cui l’interesse ` e parziale, ossia quando solo una parte del parame-
tro θ ` e di interesse per l’inferenza. In questi casi l’obiettivo ` e quello di
sempliﬁcare il problema individuando un fattore di verosimiglianza di-
pendente dal solo parametro di interesse, sul quale si possa basare l’infe-
renza. L’utilit` a di tale riduzione ` e tanto maggiore quanto pi` u grande ` e la
dimensione del parametro di disturbo.
Nel paragrafo 2.4 si descrivono alcune caratteristiche legate alla di-20 Capitolo 2. Parametri di disturbo e verosimiglianza
stinzione tra verosimiglianza propria e non propria, che introducono dei
sottoparagraﬁ dedicati alla descrizione delle verosimiglianze marginale
e condizionata e della verosimiglianza proﬁlo. In presenza di parame-
tri incidentali, la verosimiglianza proﬁlo presenta degli inconvenienti, per
cui le relative procedure inferenziali per la stima del parametro di inte-
resse non risultano soddisfacenti. Di qui l’esigenza di trovare soluzioni
alternative che permettano di ottenere risultati attendibili anche quando
l’informazione contenuta nel campione ` e ridotta.
Il paragrafo 2.5 ` e quindi interamente dedicato alle modiﬁcazioni del-
la verosimiglianza proﬁlo. In particolare, sono presentate la verosimi-
glianza proﬁlo condizionata approssimata di Cox e Reid (1987), utilizza-
bile solamente qualora si disponga di una parametrizzazione ortogonale,
e la verosimiglianza proﬁlo modiﬁcata di Barndorff-Nielsen (1980, 1983),
applicabile invece a modelli pi` u generali.
2.2 Inferenza in presenza di parametri di
disturbo
Per ottenere una corretta speciﬁcazione del modello statistico F, ` e neces-
sario tener conto di tutti gli aspetti connaturati alla struttura probabilistica
in esame, sia quelli di effettivo interesse, sia quelli accessori che, pur es-
sendo trascurabili ai ﬁni dell’analisi, permettono di catturare al meglio la
variabilit` a di popolazione.
Nell’ambito dell’inferenza statistica parametrica gli aspetti di interes-
se sono esprimibili tramite un parametro τ, k-dimensionale, che prende il
nome di parametro di interesse. Gli aspetti accessori di variabilit` a sono
indicati dal parametro ζ, di dimensione p − k, che prende il nome di pa-
rametro di disturbo. ` E di disturbo nel senso convenzionale che, se fosse
noto il suo vero valore ζ0, sarebbe ovvio come procedere all’inferenza su
τ tramite L(τ) = L(τ,ζ0), verosimiglianza del modello ridotto. Se ζ non2.2 Inferenza in presenza di parametri di disturbo 21
` e noto, ` e necessario ricorrere a procedure inferenziali su τ che godano di
propriet` a soddisfacenti per tutti i possibili valori di ζ.
Si considerino i dati y costituiti da n osservazioni (y1,...,yn)
indipendenti, con densit` a congiunta
f(y;θ) =
n  
i=1
f(yi;θi);
si possono veriﬁcare due situazioni che fanno riferimento a partizioni
differenti del parametro θ = (θ1,...,θn), ovvero:
1. θi = (τ,ζ), i = 1,...,n,
2. θi = (τ,ζi), i = 1,...,n.
Nel primo caso il parametro di disturbo ζ, cos` ı come quello di inte-
resse τ, ` e comune a tutte le osservazioni, che sono pertanto identicamen-
te distribuite; la sua dimensione ` e quindi indipendente dalla numerosit` a
campionaria n.
Nel secondo caso invece, la dimensione del parametro di disturbo
ζ = (ζ1,...,ζn) dipende dalla numerosit` a campionaria n, mentre il para-
metro di interesse τ rimane comune a tutte le osservazioni. In particolare,
ad ogni osservazione yi ` e associata una componente di disturbo ζi che mo-
della l’eterogeneit` a delle osservazioni. In questo contesto, τ ` e il parametro
strutturale, mentre ζ1,...,ζn sono parametri incidentali.
I problemi che coinvolgono parametri incidentali, di cui si sono occu-
pati, fra gli altri, Arellano e Hahn (2006), Honor` e (2002) e Lancaster (2000),
vanno sotto il nome di problemi di Neyman e Scott e richiedono soluzioni
diverse da quelle standard.
L’esempio seguente chiarisce il concetto di parametri strutturali e in-
cidentali e mette in evidenza le debolezze dello stimatore di massima
verosimiglianza in presenza di parametri incidentali.
Esempio 1.1 Il problema di Neyman e Scott
Siano yij realizzazioni di variabili casuali indipendenti con22 Capitolo 2. Parametri di disturbo e verosimiglianza
funzione di densit` a
p(yij;  i,σ
2) =
1
σ
√
2π
exp
 
−(yij −  i)
2/2σ
2
 
,
i = 1,...,q, j = 1,...,mi.
Il parametro  i ` e incidentale poich´ e appare nella legge di
un numero ﬁnito mi di variabili casuali; σ2 ` e un parametro
strutturale poich´ e appare nella legge di ciascuna variabile
casuale.
Se si considerano le stime di massima verosimiglianza per
 i e σ2, ponendo per semplicit` a mi = m costante, si ha che
naturalmente ˆ  i = yi e
ˆ σ
2 =
q  
i=1
m  
j=1
(yij − ˆ  i)
2
qm
.
Dato che la somma di quadrati
 m
j=1
(Yij−ˆ µi)2
σ2 si distribuisce
come un chi-quadrato con m − 1 gradi di libert` a, si ha che
ˆ σ2 ∼
σ2χ2
q(m−1)
qm .
Si ha quindi che
E(ˆ σ
2) =
σ2(m − 1)
m
e V (ˆ σ
2) =
2(m − 1)σ4
m2q
.
Si mostra cos` ı che lo stimatore di massima verosimiglianza di
σ2, ˆ σ2, non ` e consistente se q diverge con m ﬁssato.
Questo ` e un classico esempio utilizzato per mostrare l’inconsistenza
dello stimatore di massima verosimiglianza in presenza di parametri inci-
dentali. Per meglio comprendere la relazione tra eliminazione dei parame-
tri di disturbo e inconsistenza dello stimatore di massima verosimiglianza,
si consideri la stima di massima verosimiglianza ottenuta in due stadi: nel
primo stadio si eliminano i parametri di disturbo dalla verosimiglianza so-
stituendoli con le rispettive s.m.v. per valori ﬁssati del parametro di inte-
resse, ottenendo quella che viene comunemente chiamata verosimiglian-
za proﬁlo; nel secondo stadio si massimizza la verosimiglianza ottenuta al
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La sostituzione con le stime di massima verosimiglianza pu` o essere in-
terpretata quindi come uno dei metodi possibili per eliminare i parametri
di disturbo. Tuttavia in presenza di un numero elevato di parametri di
disturbo, tale approccio pu` o portare a stimatori dei parametri di interesse
con propriet` a insoddisfacenti, come evidenziato nell’Esempio 1.1.
2.3 Parametri di disturbo e riduzione dei dati
L’obiettivo della riduzione inferenziale ` e quello di evidenziare situazioni
di assenza di informazione sul parametro θ, o su una parte di esso, in un
fattore di verosimiglianza, in modo tale che questo risulti trascurabile ai
ﬁni dell’inferenza.
Siconsideriinparticolareilcasoincuil’interesse ` eparziale, ossiaquan-
do θ = (τ,ζ) e solo τ ` e d’interesse per l’inferenza. Per comprendere come
` e possibile operare la riduzione in presenza di parametri di disturbo, ` e ne-
cessario introdurre i concetti di assenza di informazione sul parametro di
interesse (o non informativit` a parziale), statistica parzialmente sufﬁciente
e statistica parzialmente costante in distribuzione.
Date due statistiche u e v, si dice che u non ` e informativa su τ se la
distribuzione di U condizionata a V = v non dipende da τ. Tale nozione
` e detta di non informativit` a parziale, intendendo non informativit` a sulla
parte di interesse del parametro.
Si consideri la fattorizzazione
fY(y;τ,ζ) = fV(v;τ,ζ) fU|V =v(u;v,τ,ζ) fY |U=u,V =v(y;u,v,τ,ζ). (2.1)
Sia y in corrispondenza biunivoca con (u,v), si dice che v ` e
parzialmente sufﬁciente per τ se fU|V =v(u;v,τ,ζ) = fU|V =v(u;v,ζ).
Sia V degenere, si dice che u ` e parzialmente costante in distribuzione
per τ se fU|V =v(u;v,τ,ζ) = fU(u;ζ).
In riferimento alla fattorizzazione (2.1) se v ` e parzialmente sufﬁciente
per τ, il contributo alla verosimiglianza del fattore fU|V =v(u;v,ζ) ` e trascu-24 Capitolo 2. Parametri di disturbo e verosimiglianza
rabile per l’inferenza su τ. Se u ` e parzialmente costante in distribuzione
per τ, ` e trascurabile il contributo del fattore fU(u;ζ).
Le nozioni di sufﬁcienza parziale e costanza in distribuzione parzia-
le si accompagnano ai corrispondenti principi di riduzione dei dati, ossia
il principio di sufﬁcienza parziale e il principio di condizionamento ri-
spetto a statistiche parzialmente costanti in distribuzione che verranno
ripresi nel § 2.4.1.
2.4 Pseudo-verosimiglianze
In presenza di parametri di disturbo si ` e gi` a visto che sarebbe conveniente
poter basare l’inferenza su un fattore di verosimiglianza che dipenda solo
dal parametro di interesse τ. Tale riduzione di complessit` a del problema
inferenziale risulta tanto pi` u vantaggiosa quanto maggiore ` e la dimensio-
ne del parametro di disturbo ζ, soprattutto se la perdita di informazione
su τ ad essa associata ` e nulla o trascurabile.
Una qualunque funzione dipendente soltanto dai dati e dal parametro
di interesse che si comporti sotto determinati aspetti come una verosimi-
glianza in senso proprio si deﬁnisce pseudo-verosimiglianza. Gli aspetti a
cui si fa riferimento sono le usuali propriet` a della verosimiglianza in con-
dizioni di regolarit` a, ossia score con media nulla, s.m.v. con distribuzione
asintotica normale, test del rapporto di verosimiglianza con distribuzione
asintotica nulla di tipo χ2 e cos` ı via.
` E possibile distinguere due situazioni.
1. Verosimiglianza propria. La pseudo-verosimiglianza ` e ottenuta a
partire da un modello statistico deﬁnito come riduzione del modello
F originario, tipicamente per marginalizzazione o condizionamento.
2. Verosimiglianza non propria. Non ` e deﬁnito un modello ridotto da
cui la pseudo-verosimiglianza possa pensarsi dedotta in via diretta,
ossia la pseudo-verosimiglianza non ` e ottenuta da una fattorizzazio-2.4 Pseudo-verosimiglianze 25
ne del tipo (2.1). Tutte le propriet` a vanno quindi indagate caso per
caso.
Seguono alcuni esempi relativi alla precedente classiﬁcazione.
2.4.1 Verosimiglianza marginale e condizionata
Il primo passo da effettuare nella ricerca di una pseudo-verosimiglianza
propria ` e quello di identiﬁcare delle fattorizzazioni della forma (2.1) in cui
almeno un fattore dipenda solo da τ.
Due casi particolari di questa fattorizzazione si hanno quando la sta-
tistica v ` e sia parzialmente sufﬁciente per τ, sia parzialmente costante in
distribuzione per ζ, ossia vale la fattorizzazione
fU,V(u,v;τ,ζ) = fV(v;τ) fU|V =v(u;v,ζ), (2.2)
oppure quando la statistica u ` e sia parzialmente costante in distribuzione
per τ, sia parzialmente sufﬁciente per ζ, ossia vale la fattorizzazione
fY(y;τ,ζ) = fU(u;ζ) fY |U=u(y;u,τ). (2.3)
Se vale la (2.2) o la (2.3), la funzione di verosimiglianza L(θ) mostra
una fattorizzazione del tipo
L(θ) = L1(τ) L2(ζ). (2.4)
Una funzione di verosimiglianza L(θ) per cui vale la (2.4) ` e detta con pa-
rametri separabili. L’informazione su τ ` e catturata interamente dal fattore
L1(τ) e l’inferenza su τ pu` o procedere separatamente da quella su ζ.
Nella maggior parte delle applicazioni tuttavia non si dispone di fun-
zioni di verosimiglianza con parametri separabili, per cui si cerca perlo-
meno di basare l’inferenza su un fattore di verosimiglianza dipendente
solo da τ, trascurando altri fattori dipendenti sia da τ che da ζ per i quali
valga per` o la propriet` a di assenza di informazione sul parametro di inte-
resse utilmente estraibile. Tale propriet` a viene indicata anche come non
informativit` a pariziale in senso esteso (cfr. Pace e Salvan, 1996, § 4.2.3).26 Capitolo 2. Parametri di disturbo e verosimiglianza
In quest’ambito risultano particolarmente interessanti le seguenti fat-
torizzazioni che conducono alle deﬁnizioni di verosimiglianza marginale
e condizionata.
Sia y in corrispondenza biunivoca con (u,v), o, pi` u in generale, sia
(u,v) statistica sufﬁciente per θ, allora l’ultimo fattore della (2.1) pu` o es-
sere trascurato, in quanto privo di informazione su θ. Pertanto la (2.1) pu` o
essere riscritta come
fU,V(u,v;τ,ζ) = fV(v;τ,ζ) fU|V =v(u;v,τ,ζ).
Nelcasoincuiv siaparzialmentecostantein distribuzioneperζ, ladensit` a
congiunta di (U,V ) pu` o essere scomposta come
fU,V(u,v;τ,ζ) = fV(v;τ) fU|V =v(u;v,τ,ζ); (2.5)
se il fattore di verosimiglianza corrispondente a fU|V( ) ` e trascurabi-
le, si pu` o basare l’inferenza su τ sul modello fV(v;τ) ottenuto per
marginalizzazione a V . La funzione di verosimiglianza corrispondente
LM(τ) = LM(τ;v) = fV(v;τ)
` e detta verosimiglianza marginale basata su v.
Sia invece u una statistica parzialmente sufﬁciente per ζ, per cui si ha
la fattorizzazione
fY(y;τζ) = fU(u;τ,ζ) fY |U=u(y;u,τ), (2.6)
allora, purch` e il fattore di verosimiglianza corrispondente a fU( ) sia tra-
scurabile, l’inferenza su τ pu` o essere basata sul modello ridotto ottenuto
per condzionamento ad U. La funzione di verosimiglianza corrispondente
LC(τ) = LC(τ;y) = fY |U=u(y;u,τ)
` e detta verosimiglianza condizionata ad u.
La possibilit` a di ottenere fattorizzazioni della forma (2.5) oppure
(2.6) ` e essenzialmente limitata alle famiglie di gruppo e alle famiglie2.4 Pseudo-verosimiglianze 27
esponenziali. Quando non ` e possibile ottenere tale separanzione in-
ferenziale, rimane la possibilit` a di identiﬁcare opportune funzioni di
pseudo-verosimiglianza non corrispondenti ad una riduzione esatta del
modello F. Un esempio di verosimiglianza non propria ` e dato dalla
verosimiglianza proﬁlo prensentata nel § 2.4.2.
Riduzione inferenziale nelle famiglie esponenziali e di posizione e
scala
In riferimento alla deﬁnizione di famiglia esponenziale data nel § 1.8.1,
qualora si consideri la partizione del vettore delle statistiche canoniche
nella forma t(y) = (v(y),u(y)), con v( ) di dimensione k e u( ) di dimensio-
ne p−k, valgono importanti risultati sulle distribuzioni marginali e condi-
zionate. Si consideri la corrispondente partizione del parametro naturale
ψ = (τ,ζ). La densit` a di un generico elemento della famiglia ` e
f(y;τ,ζ) = h(y)exp{τ   v(y) + ζ   u(y) − K(τ,ζ)},
con (τ,ζ) ∈ Ψ.
L’inferenza su componenti d’interesse del parametro naturale ` e assai
agevolata dal fatto che la distribuzione marginale di u(Y ) ` e del tipo
fU(u;τ,ζ) = hτ(u)exp{ζ   u − Kτ(ζ)}
per ogni ﬁssato valore di τ, e la distribuzione condizionata di v(Y ) dato
u(Y ) = u ` e del tipo
fV |U=u(v;u,τ) = hu(v)exp{τ   v − Ku(τ)} (2.7)
indipendente da ζ.
Questi risultati hanno implicazioni importanti dal punto di vista della
riduzione inferenziale. Si ha infatti che u ` e parzialmente sufﬁciente per
ζ, poich´ e fV |U=u(v;u,τ,ζ) = fV |U=u(v;u,τ). Per cui se τ ` e il parametro
di interesse, risulta deﬁnita in generale una verosimiglianza condizionata
basata sulla (2.7)
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mediante la quale ` e possibile fare inferenza sul parametro di interesse.
Anche per la classe delle famiglie di posizione e scala valgono alcune
propriet` ainteressanti dalpuntodi vista dellariduzioneinferenziale. Siano
y1,...,yn realizzazioni indipendenti di una variabile casuale con densit` a
appartenente a tale classe, e siano ¯ yn = n−1  
yi, d2
n =
 
(yi − ¯ yn)2 la media
e la devianza campionarie. Si ha che la statistica c =
 
y1−¯ yn √
d2
n
,...,
yn−¯ yn √
d2
n
 
` e
costante in distribuzione e il condizionamento a tale statistica ` e opportu-
no per l’inferenza su ( ,σ). Inoltre la statistica c ′ = (y1 − ¯ yn,...,yn − ¯ yn)
ha distribuzione dipendente solo da σ e pertanto il modello marginale in-
dotto da c ′ pu` o essere utile per l’inferenza su σ quando   ` e trattato come
parametro di disturbo.
2.4.2 Verosimiglianza proﬁlo
Una via semplice e di vasta applicabilit` a per reperire una pseudo-
verosimiglianza per il parametro di interesse τ ` e quella di sostituire, nella
verosimiglianza complessiva L(τ,ζ), il parametro di disturbo ζ con la sua
stima di massima verosimiglianza per τ ﬁssato.
In un modello statistico parametrico con funzione di verosimiglianza
L(θ), in cui θ = (τ,ζ) e τ ` e d’interesse, si deﬁnisce verosimiglianza proﬁlo
per τ la funzione
LP(τ) = L(τ, ˆ ζτ),
dove ˆ ζτ ` e la s.m.v. di ζ nel sottomodello con τ ﬁssato. Si indica inoltre con
lP(τ) = log LP(τ) la funzione di log-verosimiglianza proﬁlo.
Il valore di ˆ ζτ ` e determinato come soluzione in ζ dell’equazione di ve-
rosimiglianza parziale, del sottomodello con τ ﬁssato, lζ(τ,ζ) = 0, con
lζ(τ,ζ) =
∂l(τ,ζ)
∂ζ . La soluzione di tale equazione pu` o essere ottenuta per via
algebrica o pi` u frequentemente attraverso l’impiego di metodi numerici.
La verosimiglianza proﬁlo LP(τ) non ` e una verosimiglianza propria,
tuttavia gode di alcune propriet` a interessanti che l’assimilano ad una
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i. La stima di massima verosimiglianza proﬁlo coincide con la s.m.v. di
τ basata su L(τ,ζ), ˆ τ, ossia
supτ LP(τ) = LP(ˆ τ).
Il fatto ` e evidente dalla deﬁnizione di LP(τ), poich´ e ˆ ζˆ τ = ˆ ζ.
ii. Il log-rapporto di verosimiglianza proﬁlo coincide con l’usuale log-
rapporto di verosimiglianza basato su L(τ,ζ) considerato per la
veriﬁca d’ipotesi su τ, con ζ ignoto. Si ha infatti
WP = WP(τ) = 2{lP(ˆ τ) − lP(τ)}
= 2{l(ˆ τ, ˆ ζ) − l(τ, ˆ ζτ)}.
Sotto condizioni di regolarit` a, WP(τ) ha distribuzione asintotica
nulla χ2
k, dove k ` e la dimensione del parametro d’interesse.
Si possono considerare anche delle versioni asintoticamente equi-
valenti a WP, analoghe al caso senza parametri di disturbo,
ossia
WuP = WuP(τ) = (lτ(τ, ˆ ζτ))
⊤ i
ττ(τ, ˆ ζτ) lτ(τ, ˆ ζτ)
e
WeP = WeP(τ) = (ˆ τ − τ)
⊤ (i
ττ(τ, ˆ ζτ))
−1 (ˆ τ − τ).
In tali statistiche la matrice di informazione attesa i pu` o essere sosti-
tuita con la matrice di informazione osservata j o ˆ , senza alterare il
risultato di distribuzione asintotica nulla. Le regioni di accettazione
dei tre test riportati sono pertanto asintoticamente simili, ossia con li-
vello asintotico indipendente dal valore di ζ. Un aspetto importante
da tenere in considerazione ` e che solamente le procedure inferenziali
basate su WP e WuP sono invarianti rispetto alle riparametrizzazioni
che non alterano l’interesse.
Se τ ` e scalare, si possono considerare anche le rispettive versioni
unilaterali
rP = rP(τ) = sgn(ˆ τ − τ)
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ruP = ruP(τ) = lτ(τ, ˆ ζτ) (i
ττ(τ, ˆ ζτ))
1/2,
reP = reP(τ) = (ˆ τ − τ) (i
ττ(τ, ˆ ζτ))
−1/2,
che, sotto τ, si distribuiscono asintoticamente come una normale
standard.
iii Dalle considerazioni del punto precedente segue che
ˆ T(y) =
 
τ ∈ T : WP(τ) < χ
2
k;1−α
 
,
costituisce una regione di conﬁdenza per il parametro di interesse τ
di livello 1 − α per ogni valore di ζ. La regione di conﬁdenza si pu` o
basare anche sulle versioni asintoticamente equivalenti di WP.
Analogamente, quando il parametro τ ` e scalare, si possono costruire
regioni di conﬁdenza per il parametro di interesse di livello 1−α del
tipo
ˆ T(y) =
 
τ ∈ T : −z1−α/2 < rP(τ) < z1−α/2
 
.
iv. L’informazione osservata proﬁlo ` e deﬁnita come
jP(τ) = −
∂2
∂τ∂τ′ lP(τ) = −
∂2
∂τ∂τ′ l(τ, ˆ ζτ).
` E possibile dimostrare che l’inversa dell’informazione osservata pro-
ﬁlo ` eugualealblocco(τ,τ)dell’inversadellamatriced’informazione
osservata complessiva, valutato in (τ, ˆ ζτ). Infatti
∂
∂τ
lP(τ) = lτ(τ, ˆ ζτ) + lζ(τ, ˆ ζτ)
∂
∂τ
ˆ ζτ.
Dato che lζ(τ, ˆ ζτ) = 0, risulta
∂
∂τ
lP(τ) = lτ(τ, ˆ ζτ).
La matrice delle derivate seconde ` e data da
∂2
∂τ∂τ′ lP(τ) = lττ(τ, ˆ ζτ) + lτζ(τ, ˆ ζτ)
∂
∂τ
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Dato che lζ(τ, ˆ ζτ) = 0, anche la sua derivata prima calcolata rispetto
a τ risulter` a nulla, ossia
lζτ(τ, ˆ ζτ) + lζζ(τ, ˆ ζτ)
∂
∂τ
ˆ ζτ = 0
da cui
∂
∂τ
ˆ ζτ = −(lζζ(τ, ˆ ζτ))
−1 lζτ(τ, ˆ ζτ);
ne segue che
jP(τ) = −(lττ − lτζ (lζζ)
−1 lζτ),
dove tutte le derivate sono valutate in (τ, ˆ ζτ). Pertanto
(jP(τ))
−1 = j
ττ(τ, ˆ ζτ).
Le propriet` a appena elencate rendono la verosimiglianza proﬁlo estre-
mamente interessante anche in considerazione del fatto che, qualora esi-
sta una verosimiglianza marginale o condizionata, LP(τ) ne rappresenta
un’approssimazione del primo ordine. Tuttavia, come gi` a accennato, non
si tratta di una verosimiglianza in senso proprio. Ci` o si riﬂette principal-
mente sul valore atteso della funzione score proﬁlo,
∂lP(τ)
∂τ , che non ` e pari a
zero. In situazioni non regolari, come il caso di problemi con parametri in-
cidentali, la non consistenza della componente dello stimatore di massima
verosimiglianza relativa a τ ` e riconducibile al fatto che la funzione score
proﬁlo ha valore atteso legato direttamente alla numerosit` a campionaria.
Ricorrere a LP(τ) equivale infatti a comportarsi come se ζ fosse noto e pari
a ˆ ζτ. Ci` o pu` o non essere appropriato se i dati sono carenti di informazione
su ζ, cosa che si veriﬁca tipicamente se la dimensione di ζ ` e elevata.
` E conveniente quindi compensare tale mancanza di informazione su ζ
attraverso dei fattori di correzione della verosimiglianza proﬁlo. Alcuni
esempi di tali modiﬁcazioni verranno illustrati in seguito.32 Capitolo 2. Parametri di disturbo e verosimiglianza
2.5 Modiﬁcazioni della verosimiglianza proﬁlo
In anni recenti sono state studiate varie proposte di modiﬁcazione di lP(τ),
con l’obiettivo di correggere la distorsione della score proﬁlo. Si vedano
per esempio Barndorff-Nielsen (1983, 1994, 1995), Cox e Reid (1987), Fra-
ser e Reid (1988), McCullagh e Tibshirani (1990). Occorre tener presente
che, nonostante le varie modiﬁcazioni permettano tutte di ridurre la di-
storsione della fuzione score proﬁlo, tale riduzione non riﬂette in generale
un miglioramento nelle propriet` a asintotiche usuali.
Nei paragraﬁ successivi vengono descritte due tipologie di modiﬁca-
zione della verosimiglianza proﬁlo. Nel paragrafo 2.5.1 si presenta la ve-
rosimiglianzacondizionataapprossimatadiCoxeReid(1987), basatasulla
scelta di una parametrizzazione ortogonale. Nel paragrafo 2.5.2 ` e descrit-
taun’ulterioremodiﬁcazionedellaverosimiglianzaproﬁloapplicabileasi-
tuazionipi` ugeneralieacuisifar` aricorsoinquestatesiperrisolvereilpro-
blema dei parametri incidentali. Tale modiﬁcazione ` e stata introdotta da
Barndorff-Nielsen (1980, 1983) con l’obiettivo di approssimare opportune
verosimiglianze marginali o condizionate qualora esse esistano.
2.5.1 Verosimiglianza condizionata approssimata
Cox e Reid (1987) deﬁniscono una versione modiﬁcata della verosimi-
glianza proﬁlo sfruttando le conseguenze dell’ortogonalit` a. Se k = 1 e τ e
ζ sono ortogonali, ` e possibile dimostrare che ˆ ζ ` e asintoticamente una stati-
sticaparzialmentesufﬁcienteperζ. Sipu` oallorabasarel’inferenzasuτ sul
modello condizionato a ˆ ζ, che costituisce una pseudo-verosimiglianza pi` u
accurata della verosimiglianza proﬁlo. La distribuzione asintotica di ˆ ζ ` e in
generale approssimabile con una distribuzione N(ζ,jζζ) e, per l’ortogona-
lit` a, jζζ . = (jζζ)−1. Si dimostra che la log-verosimiglianza condizionata a ˆ ζ
` e approssimativamente pari a
log fy|ˆ ζ(y; ˆ ζ,τ,ζ) = c(y) + l(τ,ζ) −
1
2
log|jζζ(τ,ζ)| +
1
2
(ˆ ζ − ζ)
⊤(j
ζζ)
−1(ˆ ζ − ζ).
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Tuttavia la log-verosimiglianza condizionata non risulta indipendente da
ζ in quanto ˆ ζ ` e solo asintoticamente parzialmente sufﬁciente per ζ ed inol-
tre si ` e fatto ricorso alla distribuzione approssimata di ˆ ζ. Una soluzione
naturale per eliminare il parametro di disturbo dalla verosimiglianza con-
dizionata ` e quello di sostituire ζ con ˆ ζτ. Cos` ı facendo, in virt` u della (1.8), il
contributo dell’ultimo termine della (2.8) risulta trascurabile e si deﬁnisce
quindi la log-verosimiglianza condizionata approssimata come
lCA(τ) = l(τ, ˆ ζτ) −
1
2
log
 
   jζζ(τ, ˆ ζτ)
 
   
= lP(τ) −
1
2
log
 
   jζζ(τ, ˆ ζτ)
 
   . (2.9)
La(2.9)costituisceunaversionepenalizzatadellalog-verosimiglianzapro-
ﬁlo, in cui il termine di penalizzazione tiene conto dell’informazione sul
parametro di disturbo al variare di τ.
La log-verosimiglianza condizionata approssimata presenta tuttavia
degli inconvenienti non indifferenti. Innanzitutto, ` e necessario disporre
di una parametrizzazione ortogonale per esplicitare la (2.9) ed ` e pertanto
limitata usualmente al caso in cui τ ` e scalare. Inoltre lCA(τ) non gode del-
la propriet` a di invarianza rispetto a riparametrizzazioni che non alterano
l’interesse.
Un possibile modo per ovviare a queste difﬁcolt` a ` e quello di utilizzare
laverosimiglianzaproﬁlomodiﬁcatapropostadaBarndorff-Nielsen(1980,
1983).
2.5.2 Verosimiglianza proﬁlo modiﬁcata
La verosimiglianza proﬁlo modiﬁcata ` e deﬁnita come
LM(τ) = LP(τ) M(τ), (2.10)
con M(τ) fattore di aggiustamento pari a
M(τ) =
   
 lζ;ˆ ζ(τ, ˆ ζτ; ˆ τ, ˆ ζ,a)
   
 
−1    
 jζζ(τ, ˆ ζτ; ˆ τ, ˆ ζ,a)
   
 
1/2
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Si osservi che nel primo determinante della (2.11) compare la derivata mi-
sta lζ;ˆ ζ(τ, ˆ ζτ; ˆ τ, ˆ ζ,a) = ∂2
∂ζ∂ˆ ζ′l(τ, ˆ ζτ; ˆ τ, ˆ ζ,a), con a statistica ancillare e utiliz-
zando la versione l(θ; ˆ θ,a) della log-verosimiglianza. Quantit` a come lζ;ˆ ζ,
che coinvolgono derivate rispetto a componenti di ˆ θ, sono dette derivate
nello spazio campionario.
Per il calcolo di LM(τ) ` e necessaria quindi l’esplicitazione di una
statistica ancillare. La (2.10) pu` o essere riscritta nella forma
LM(τ) = LP(τ) D(τ)
   
 jζζ(τ, ˆ ζτ; ˆ τ, ˆ ζ,a)
   
 
−1/2
, (2.12)
con
D(τ) =
   
 jζζ(τ, ˆ ζτ; ˆ τ, ˆ ζ,a)
   
 
 
   lζ;ˆ ζ(τ, ˆ ζτ; ˆ τ, ˆ ζ,a)
   
 
. (2.13)
Derivando lζ(τ, ˆ ζτ; ˆ τ, ˆ ζ,a) = 0 rispetto ˆ ζ, si mostra immediatamente che
D(τ) =
 
   
   
∂ˆ ζτ
∂ˆ ζ
 
   
 
 
−1
.
Data l’espressione della verosimiglianza proﬁlo modiﬁcata (2.10), si ot-
tiene immediatamente la log-verosimiglianza proﬁlo modiﬁcata, deﬁnita
come
lM(τ) = log(LM(τ)) = lP(τ) + log
   
 jζζ(τ, ˆ ζτ; ˆ τ, ˆ ζ,a)
   
 
1/2
 
   lζ;ˆ ζ(τ, ˆ ζτ; ˆ τ, ˆ ζ,a)
 
   
.
Per il calcolo della log-verosimiglianza proﬁlo modiﬁcata occorre conosce-
re le stime di massima verosimiglianza globali (ˆ τ, ˆ ζ) e vincolate (τ, ˆ ζτ), il
blocco (ζ,ζ) della matrice di informazione osservata, ossia jζζ, e la derivata
della log-verosimiglianza rispetto ζ e ˆ ζ, ossia lζ;ˆ ζ. Il calcolo diretto di lζ;ˆ ζ
` e possibile soltanto per particolari classi di modelli; nei casi in cui questo
non ` e possibile, si ricorre a delle semplici approssimazioni, alcune delle
quali verrano descritte in seguito.
Per una famiglia esponenziale multiparametrica con densit` a
fV,U(v,u;τ,ζ) = h(v,u) exp{τ v + ζ u − nK(τ,ζ)},2.5 Modiﬁcazioni della verosimiglianza proﬁlo 35
in cui vale una fattorizzazione del tipo
fˆ τ,ˆ ζ(ˆ τ, ˆ ζ;τ,ζ) = fˆ ζ(ˆ ζ;τ,ζ) fˆ τ|ˆ ζ(ˆ τ;τ, ˆ ζ),
si ha che
l(τ,ζ) = τ v + ζ u − nK(τ,ζ),
e quindi
lζ = u − nKζ(τ,ζ)
= nKζ(ˆ τ, ˆ ζ) − nKζ(τ,ζ).
La derivata nello spazio campionario lζ;ˆ ζ ` e quindi pari a
lζ;ˆ ζ = nKζζ(ˆ τ, ˆ ζ) = ˆ ζζ.
Poich´ e la quantit` a lζ;ˆ ζ ` e funzione solamente dei dati, essa risulta trascura-
bile nella modiﬁcazione della verosimiglianza proﬁlo. Per cui si ha che la
verosimiglianza proﬁlo modiﬁcata ` e pari a
LM(τ) = LP(τ)
   
 Kζζ(τ, ˆ ζτ)
   
 
1/2
.
Si osservi inoltre che, in generale, esplicitare la (2.10) richiede la speci-
ﬁcazione di una statistica ancillare a. Tuttavia se ˆ ζτ = ˆ ζ, la matrice D(τ) ` e
la matrice identit` a e pertanto, utilizzando la rappresentazione (2.12) della
verosimiglianza proﬁlo modiﬁcata, si osserva che
LM(τ) = LCA(τ), (2.14)
conLCA(τ)funzionediverosimiglianzacondizionataapprossimatadiCox
e Reid. Se i parametri τ e ζ sono ortogonali, la relazione (2.14) vale in via
approssimata.
La verosimiglianza proﬁlo modiﬁcata possiede delle propriet` a che la
rendono interessante. Innanzitutto, a differenza della verosimiglianza
condizionata approssimata, ` e invariante rispetto a riparametrizzazioni che
non alterano l’interesse e non richiede la speciﬁcazione di una parametriz-
zazione ortogonale. Inoltre, il fattore di modiﬁcazione M(τ) ` e di ordine36 Capitolo 2. Parametri di disturbo e verosimiglianza
Op(1), per cui LP(τ) e LM(τ) sono asintoticamente equivalenti al primo or-
dine. Inﬁne la distorsione della funzione score associata a LM(τ) ` e di ordi-
ne inferiore rispetto a quella associata a LP(τ) di ordine O(1). Un ulteriore
aspetto di particolare rilievo ` e che la verosimiglianza proﬁlo modiﬁcata
costituisce un’approssimazione sufﬁcientemente accurata per le verosimi-
glianze proprie per τ, quali la verosimiglianza marginale e condizionata
per τ, qualora esse esistanto. Per una trattazione pi` u approfondita si veda
ad esempio il § 11.6 di Pace e Salvan, 1996.
L’impiego della verosimiglianza proﬁlo modiﬁcata non comporta in
generale un miglioramento in termini di distribuzione asintotica delle sta-
tistiche W e Z, che mantengono un’errore del primo ordine, ma solo in
termini inferenziali, riducendo la distorsione della funzione score. Tutta-
via nei modelli per dati stratiﬁcati si possono ottenere dei miglioramenti
anche in termini di propriet` a asintotiche.
Sia q il numero di strati ed m la numerosit` a di ciascuno strato, si ha che
per q ed m che divergono, la distorsione della funzione score associata alla
verosimiglianza proﬁlo si accumula tra gli strati. Essa risulta pertanto di
ordine O(q), e condizione sufﬁciente per ottenere gli usuali risultati asinto-
tici ` e che m cresca pi` u rapidamente di q. La capacit` a della verosimiglianza
proﬁlo modiﬁcata di ridurre la distorsione della funzione score in ciascuno
strato permette di ottenere delle propriet` a asintotiche migliori. In partico-
lare, una condizione sufﬁciente per ottenere gli usuali risultati asintotici ` e
che m cresca pi` u rapidamente di q1/3. Inoltre, a prescidere da q ed m, la
distorsione di ˆ τ ` e di ordine O(m−1), mentre la distorsione di ˆ τM ` e di ordine
O(m−2) (Sartori, 2003).
Approssimazioni per la verosimiglianza proﬁlo modiﬁcata
Si ` e visto in precedenza che la verosimiglianza proﬁlo modiﬁcata possie-
de diverse propriet` a che la rendono particolarmente interessante; tuttavia
non sempre ` e possibile calcolarla direttamente. In particolare la quantit` a
lζ;ˆ ζ che compare nel termine D(τ) nella (2.13) richiede che il contributo2.5 Modiﬁcazioni della verosimiglianza proﬁlo 37
dei dati alla log-verosimiglianza sia espresso tramite (ˆ τ, ˆ ζ,a), con a stati-
stica ancillare. Il calcolo ` e immediato nei modelli appartenenti alle fami-
glie esponenziale, in cui non ` e richiesta l’esplicitazione di una statistica
ancillare. In altri casi non ` e possibile calcolare la verosimiglianza proﬁlo
modiﬁcata e si utilizzano quindi delle approssimazioni.
In presenza di parametri ortogonali, una prima approssimazione per
la verosimiglianza proﬁlo modiﬁcata ` e data dalla verosimiglianza appros-
simata condizionata di Cox e Reid gi` a presentata nel § 2.5.1. Si ` e gi` a visto
che in questo caso la matrice D(τ), matrice identit` a, ` e trascurabile, per cui
il problema di calcolare la quantit` a lζ;ˆ ζ non si pone. Se non si dispone
invece di una parametrizzazione ortogonale, ` e necessario trovare un’ap-
prossimazione per la derivata nello spazio campionario lζ;ˆ ζ presente nella
(2.13).
Un primo approccio a tale problema, proposto da Fraser e Reid (1989)
e riportanto in Severini (2000, § 9.5.3), consiste nell’approssimare lζ;ˆ ζ(ˆ θτ)
con la quantit` a
˜ lζ;ˆ ζ(ˆ θτ) = lζ;y(ˆ θτ)ˆ Vζ
 
∂ˆ ζ
∂y
ˆ Vζ
 −1
,
dove lζ;y ` e una matrice contenente le derivate della log-verosimiglianza
rispetto a ζ e ai dati y = (y1,...,yn) e la matrice ˆ Vζ ` e data da
ˆ Vζ =


 


−
∂F(y1;ˆ θ)/∂ˆ ζ
f(y1;ˆ θ)
. . .
−
∂F(yn;ˆ θ)/∂ˆ ζ
f(yn;ˆ θ)


 


,
con Fi e fi rispettivamente funzione di ripartizione e di densit` a della
generica variabile casuale Yi, i = 1,...,n.
Pertanto, trascurando i termini che non dipendono da τ, un’approssi-
mazione per lM(τ) ` e data da
˜ lM(τ) = lP(τ) + log
 
 
 jζζ(ˆ θτ)
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 lζ;y(ˆ θτ)ˆ Vζ
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Un approccio alternativo, proposto da Severini (1998) e riportato in
Severini (2000, §9.5.4), consiste invece nell’approssimare lζ;ˆ ζ(ˆ θτ) con la
quantit` a
¯ lζ;ˆ ζ(ˆ θτ) = Iζ;ζ(ˆ θτ; ˆ θ),
dove
Iζ;ζ(θ;θ0) = Eθ0
 
lζ(θ) lζ(θ0)
⊤
 
(2.15)
` e una particolare covarianza tra componenti della funzione score.
Pertanto si pu` o approssimare la funzione di log-verosimiglianza
proﬁlo modiﬁcata lM(τ) con
¯ lM(τ) = lP(τ) + log
   
 jζζ(ˆ θτ)
   
 
1/2
 
   Iζ;ζ(ˆ θτ; ˆ θ)
 
   
.
Per un’analisi maggiormente approfondita circa le approssimazioni
della verosimiglianza proﬁlo modiﬁcata, si veda il § 9.5 di Severini, 2000.Capitolo 3
Applicazioni a modelli per dati di
panel
3.1 Introduzione
Il presente capitolo ha l’obiettivo di sostenere le giustiﬁcazioni teori-
che all’uso della verosimiglianza proﬁlo modiﬁcata, discusse nel capitolo
precedente.
Si cercher` a di dimostrare empiricamente, mediante alcuni studi di si-
mulazione relativi a problemi di Neyman e Scott, che l’uso della vero-
simiglianza proﬁlo modiﬁcata pu` o fornire un sostanziale miglioramento
rispetto a quello della proﬁlo.
Nel paragrafo 3.2 si riprendono la deﬁnizione di parametri inciden-
tali e i problemi ad essi associati. Successivamente si ﬁssa la notazione
per le quantit` a di verosimiglianza relative a modelli per dati stratiﬁcati e
si illustrano le relative propriet` a; in particolare la separabilit` a della log-
verosimiglianza rispetto ai parametri di disturbo e la possibilit` a di calco-
lare la modiﬁcazione della log-verosimiglianza proﬁlo come somma delle
modiﬁcazioni dei singoli strati. Tali propriet` a sono entrambe giustiﬁcate
dal fatto che i parametri incidentali sono speciﬁci di ciascuno strato e gli
strati sono assunti indipendenti tra di loro.40 Capitolo 3. Applicazioni a modelli per dati di panel
Nei paragraﬁ successivi vengono riportati due esempi, appartenenti
alla categoria dei problemi di Neyman e Scott, in cui la presenza di para-
metri incidentali rende la verosimiglianza proﬁlo uno strumento inadatto
all’inferenza sul parametro di interesse.
Per ciascuno degli esempi riportati, ad un’analisi condotta mediante
la verosimiglianza proﬁlo, ne verr` a afﬁancata una basata sull’uso della
verosimiglianza proﬁlo modiﬁcata.
Il primo esempio, affrontato nel § 3.3, parte da un modello per dati di-
screti riportato da Sartori (2001, Esempio 2.7). Tale modello ` e stato succes-
sivamente utilizzato in un esempio proposto da Greene (2004) e ripreso da
Sartori (2005). In questa tesi si vuole sviluppare ed approfondire lo studio
considerato da Sartori (2005).
Il modello considerato ` e un modello per dati binari appartenente al-
la categoria dei modelli lineari generalizzati. L’oggetto dell’inferenza ` e il
parametrodi interessebivariatoτ = (β,δ), doveβ eδ rappresentanoi coef-
ﬁcienti rispettivamente di una variabile continua ed una discreta presenti
nel predittore lineare associato al modello.
Il secondo esempio, affrontato nel § 3.4, fa riferimento ad un modello
autoregressivo del primo ordine con intercetta variabile. In questo caso si
ha che le osservazioni yi1,...,yiT si susseguono secondo un ordine tempo-
rale e la distribuzione di ciascuna osservazione dipende solo dal valore di
quella immediatamente precedente. Il modello ` e caratterizzato da osser-
vazioni dipendenti all’interno di ciascuno strato, ma assunte indipendenti
da uno strato all’altro.
In questo esempio il parametro di interesse ` e τ = (ρ,σ2), dove σ2 rap-
presenta la varianza condizionata del processo autoregressivo, mentre ρ
costituisce il coefﬁciente che lega una generica osservazione yit a quella
immediatamente precedente, ossia yit−1, e misura pertanto il livello di di-
pendenza tra le due osservazioni. Lo studio vuole analizzare come si com-
portano la verosimiglianza proﬁlo e proﬁlo modiﬁcata anche al variare del
valore assunto dal parametro ρ.3.2 I parametri incidentali 41
3.2 I parametri incidentali
I problemi che coinvolgono parametri incidentali risultano particolarmen-
te interessanti essenzialmente per due motivi. Innanzitutto, un numero
elevato di parametri, permette in generale di ottenere una modellazione
pi` u ﬂessibile dei vari aspetti del fenomeno che si deve rappresentare; ci` o
comporta una maggiore coerenza, qualora la scelta della classe parametri-
ca effettuata risulti adeguata. Inoltre, situazioni caratterizzate da un para-
metro di disturbo di dimensione elevata, possono aiutare maggiormente
ad evidenziare il miglioramento raggiungibile attraverso l’impiego della
verosimiglianza proﬁlo modiﬁcata al posto della verosimiglianza proﬁlo.
Nell’ambito di questa tesi, si vuole prestare maggiore attenzione proprio
a quest’ultimo aspetto.
Nel seguito si considerano modelli per osservazioni raggruppate
indipendenti del tipo
Yij ∼ fij(yij;τ,ζi),
dove i = 1,...,q, con q numero di strati e j = 1,...,mi, con mi numero di
osservazioni dello strato i-mo. Per semplicit` a si assume che tutti gli strati
abbiano la stessa dimensione, ossia mi = m. I parametri coinvolti sono τ,
parametro di interesse e ζ1,...,ζq, parametri di disturbo incidentali. Si os-
servi che la notazione fij ` e volta a includere anche i modelli di regressione
in cui fij(yij;τ,ζi) = fij(yij;τ,ζi,xij), con xij variabili esplicative note.
La funzione di log-verosimiglianza pu` o essere scritta come
l(θ) =
q  
i=1
l
i(τ,ζi), (3.1)
dove
l
i(τ,ζi) =
m  
j=1
logfij(yij;τ,ζi)
` e la funzione di log-verosimiglianza relativa all’i-mo strato. Come si pu` o
osservare dalla (3.1), la funzione di log-verosimiglianza ` e separabile ri-
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e il parametro ζi ` e speciﬁco dello strato i-mo. La separabilit` a dei parame-
tri di disturbo fa s` ı che la stima di massima verosimiglianza vincolata di
ζ per τ ﬁssato, ˆ ζτ, sia soluzione delle q equazioni di verosimiglianza indi-
pendenti associate agli strati. Pertanto la log-verosimiglianza proﬁlo pu` o
essere scritta come somma delle q funzioni di log-verosimiglianza proﬁlo
relative agli strati, ossia
lP(τ) = l(τ, ˆ ζτ) =
q  
i=1
l
i
P(τ),
con li
P(τ) = li(τ, ˆ ζiτ) log-verosimiglianza proﬁlo relativa all’i-mo strato.
Perquantoriguardainvecegliaggiustamentidellalog-verosimiglianza
proﬁlo, in generale si considerano modiﬁcazioni della forma
lM(τ) = lP(τ) + M
′(τ),
in cui il termine di modiﬁcazione M′(τ) soddisfa la condizione
M
′(τ) =
q  
i=1
M
′
i(τ), (3.2)
con M′
i(τ) modiﬁcazione relativa all’i-mo strato.
La propriet` a (3.2) ` e soddisfatta dalla maggior parte delle modiﬁcazio-
ni proposte in letteratura, in particolare da quella fornita da Barndorff-
Nielsen (1994, 1995) introdotta nel § 2.5.2 e a cui si far` a ricorso nelle si-
mulazioni. Per modelli appartenenti alla famiglia esponenziale, la vero-
simiglianza proﬁlo modiﬁcata soddisfa la (3.2), mentre per modelli pi` u
generali vengono utilizzate delle approssimazioni per M′(τ), come quelle
introdotte sempre nel § 2.5.2. ` E immediato veriﬁcare che le verosimiglian-
ze proﬁlo modiﬁcate approssimate soddisfano anch’esse la (3.2) (Sartori,
2001).
In seguito si indica con ˆ τM il valore che massimizza la quantit` a lM(τ),
mentre il test del log-rapporto di verosimiglianza viene indicato con WM
e, analogamente a quello relativo alla verosimiglianza proﬁlo riportato nel
§ 2.4.2, ` e dato da
WM(τ) = 2{lM(ˆ τM) − lM(τ)}.3.3 Un modello per dati binari 43
Il test r per la log-verosimiglianza proﬁlo modiﬁcata viene invece indicato
con rM ed ` e pari a
rM(τ) = sgn(ˆ τM − ˆ τ)
 
WM.
3.3 Un modello per dati binari
3.3.1 Speciﬁcazione del modello
Sia Y ∈ Y la variabile risposta, descritta da un modello lineare
generalizzato, con funzione di densit` a pari a
f(y;η,φ) = exp[{y θ(η) − K(η)}/a(φ) + c(y,φ)], (3.3)
dove a,c,θ e K sono funzioni date, φ > 0 ` e il parametro di dispersione e η ` e
il predittore lineare. Si supponga di osservare un campione stratiﬁcato yij,
i = 1,...,q, j = 1,...,mi, in cui ciascuna osservazione yij ` e realizzazione
di una variabile casuale con densit` a (3.3) con φ noto e predittore lineare
ηij = αi + x
T
ij β,
con αi,β ∈ IR.
In questo contesto, il parametro di interesse ` e τ = β, mentre α1,...,αq
sono i parametri di disturbo incidentali.
Per eliminare i parametri di disturbo α1,...,αq dalla funzione di ve-
rosimiglianza, si pu` o ricorrere alla verosimiglianza condizionata, ma so-
lamente nel caso in cui la funzione di legame utilizzata sia quella cano-
nica. Si pu` o dimostrare che lo stimatore di β cos` ı ottenuto ha propriet` a
migliori rispetto allo stimatore non condizionato ˆ β, soprattutto quando il
numero di strati q ` e grande rispetto alla dimensione mi di ciascuno strato.
Qualora la funzione di legame non sia quella canonica, una possibile so-
luzione al problema dei parametri incidentali ` e data dalla verosimiglian-
za proﬁlo modiﬁcata, che approssima accuratamente la verosimiglianza
condizionata, conilvantaggiodipoteressereusatainmodellipi` ugenerali.44 Capitolo 3. Applicazioni a modelli per dati di panel
Si consideri ora un esempio particolare della (3.3), in cui Y ` e una va-
riabile binaria con probabilit` a di successo G(η) e G ` e una funzione di
ripartizione assegnata, con corrispondente funzione di densit` a g.
La log-verosimiglianza proﬁlo per β ` e data da
lP(β) =
q  
i=1
l
i
P(β), (3.4)
con
l
i
P(β) = l
i(β, ˆ αiτ) =
mi  
j=1
[yij logG(˜ ηij) + (1 − yij) log{1 − G(˜ ηij)}],
e ˜ ηij = ηij(β, ˆ αiτ). La quantit` a li
P(β) rappresenta la log-verosimiglianza
proﬁlo dello strato i-mo, mentre ˜ ηij ` e il predittore lineare calcolato in ˆ αiτ e
quindi dipendente dal solo parametro di interesse β.
La log-verosimiglianza proﬁlo modiﬁcata, calcolata utilizzando l’ap-
prossimazione (2.15), ` e ottenuta partendo dalla log-verosimiglianza pro-
ﬁlo indicata nella (3.4) a cui si somma il termine di correzione M′(τ) =
 q
i=1 M′
i(τ), con
M
′
i(τ) =
1
2
log | jαiαi(β, ˆ αiτ) | − log | I
i
α;α(β, ˆ αiτ; ˆ β, ˆ αi) | (3.5)
correzione per ciascuno strato. Nell’esempio considerato, le quantit` a nella
(3.5) sono pari a
I
i
α;α(β, ˆ αiτ; ˆ β, ˆ αi) =
mi  
j=1
g(ˆ ηij) g(˜ ηij)
{1 − G(˜ ηij)} G(˜ ηij)
, (3.6)
jαiαi(β, ˆ αiτ) = I
i
α;α(β, ˆ αiτ;β, ˆ αiτ) −
mi  
j=1
{yij − G(˜ ηij)} cij, (3.7)
cij =
 
g′(˜ ηij)
{1 − G(˜ ηij)} G(˜ ηij)
−
g2(˜ ηij) {1 − 2 G(˜ ηij)}
{1 − G(˜ ηij)}2 G(˜ ηij)2
 
, (3.8)
con ˆ ηij = ηij(ˆ β, ˆ αi), predittore lineare calcolato nelle stime di massima
verosimiglianza.
L’espressione risultante della log-verosimiglianza proﬁlo modiﬁca-
ta lM(β) pu` o essere massimizzata numericamente ottenendo cos` ı uno
stimatore di massima verosimiglianza modiﬁcato per il parametro di
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Funzione di legame canonica e sempliﬁcazioni
Qualora si consideri il caso con funzione di legame canonica, nell’esem-
pio speciﬁco la funzione logistica, si ottengono rilevanti sempliﬁcazio-
ni nella speciﬁcazione del modello e in particolare nella modiﬁcazione
della verosimiglianza proﬁlo, in cui alcune componenti risultano nulle o
trascurabili.
Si consideri quindi il modello per dati binari deﬁnito precedentemente
con funzione di legame logistica. La probabilit` a di successo G(η) associata
alla variabile Y assume la forma
G(ηij) =
eηij
1 + eηij ,
mentre la relativa funzione di densit` a g(η) ha la seguente espressione
g(ηij) = G
′(ηij) =
eηij
(1 + eηij)2,
e la derivata prima della funzione di densit` a, g′(η) ` e pari a
g
′(ηij) =
eηij(1 − eηij)
(1 + eηij)3 =
1 − eηij
1 + eηij g(ηij).
Impiegando queste quantit` a nelle formule (3.6), (3.7) e (3.8), si ottiene che
il termine Ii
α;α(β, ˆ αiτ; ˆ β, ˆ αi) non dipende da ˜ ηij e risulta quindi trascurabile
ai ﬁni dell’inferenza su β, mentre la costante cij si annulla. Pertanto la
funzione di log-verosimiglianza proﬁlo modiﬁcata ` e data da
lM(β) = lP(β) +
1
2
q  
i=1
log | jαi,αi(β, ˆ αiτ) |,
con
jαi,αi(β, ˆ αiτ) = I
i
α;α(β, ˆ αiτ;β, ˆ αiτ).
3.3.2 Simulazione
Funzione di legame logit
Per valutare l’accuratezza delle procedure inferenziali basate sulla vero-
simiglianza proﬁlo modiﬁcata, soprattutto quando l’informazione dispo-
nibile sul parametro di disturbo ` e ridotta, ` e stato eseguito uno studio di46 Capitolo 3. Applicazioni a modelli per dati di panel
simulazione, volto ad approfondire quello considerato da Sartori (2005).
In quest’ultimo, l’autore si limita a confrontare le distorsioni degli stima-
tori ˆ τ e ˆ τM per diversi valori di m. In questa tesi si vuole invece veriﬁ-
care come si comportanto la verosimiglianza proﬁlo e proﬁlo modiﬁcata
al variare della dimensione di ciascuno strato m, ma anche del numero di
strati q. L’analisi include il confronto fra gli stimatori di massima verosi-
miglianza per τ, ottenuti tramite l’impiego della verosimiglianza proﬁlo e
proﬁlo modiﬁcata, in termini di distorsione, nonch´ e il confronto dei livelli
di copertura stimati di regioni e intervalli di conﬁdenza.
Il modello considerato appartiene alla classe dei modelli lineari
generalizzati; la variabile risposta binaria ha distribuzione
Yij ∼ Bi(1,πij),
con probabilit` a di successo
πij =
eηij
1 + eηij .
Il predittore lineare ηij include due variabili esplicative x e d, rispettiva-
mente continua e dicotomica. L’intercetta αi ` e speciﬁca di ciascuno strato
e rappresenta il parametro di disturbo incidentale. Il parametro d’interes-
se ` e τ = (β,δ) bivariato, con β coefﬁciente della variabile continua x e δ
coefﬁciente della variabile discreta d. Il predittore lineare assume dunque
la forma
ηij = αi + βxij + δdij.
Nella simulazione, si ` e posto β = δ = 1.
Le variabili coinvolte sono state generate come segue.
xij ∼ N(0,1),
dij = I[xij + hij > 0],
con hij ∼ N(0,1),
αi ∼ N(
√
m ¯ xi,1),3.3 Un modello per dati binari 47
con ¯ xi media relativa alla variabile x dello strato i-mo (Greene, 2004).
Nella simulazione, le variabili xij e dij e i valori dei parametri di di-
sturbo αi sono generati e poi mantenuti ﬁssati, mentre le yij variano da
campione a campione. Sono stati considerati i valori m = (3,5,7,10) e
q = (20,50,100,250).
I risultati sono riportati in pi` u tabelle. La Tabella 3.1 contiene le sti-
me basate sulla simulazione delle distorsioni degli stimatori ˆ β e ˆ δ ottenu-
ti massimizzando la funzione di log-verosimiglianza proﬁlo e le distor-
sioni degli stimatori ˆ βM e ˆ δM ottenuti dalla massimizzazione della log-
verosimiglianza proﬁlo modiﬁcata. Nella Tabella 3.2 sono invece riportati
i livelli di copertura stimati delle regioni di conﬁdenza basate sulle stati-
stiche log-rapporto di verosimiglianza WP e WM, con livelli di copertura
nominali pari a 0.90, 0.95 e 0.99. Inﬁne, nelle Tabelle 3.3 e 3.4 vengono
presentati i valori stimati delle coperture degli intervalli di conﬁdenza alla
Wald, calcolati secondo la (1.6), per le singole componenti del parame-
tro di interesse τ = (β,δ), sempre con livelli di copertura nominali pari
a 0.90, 0.95 e 0.99. Gli intervalli, cos` ı calcolati, sono centrati nelle stime
di massima verosimiglianza ottenute tramite la verosimiglianza proﬁlo e
proﬁlo modiﬁcata, mentre gli errori standard degli stimatori di massima
verosimiglianza, necessari nel determinare i limiti degli intervalli, sono
stati calcolati facendo riferimento alla distribuzione approssimata dello
s.m.v. riportata nella (1.4). Pertanto gli errori standard per ˆ β e ˆ δ sono
dati dalla radice degli elementi presenti sulla diagonale principale dell’in-
versa della matrice di informazione osservata ˆ −1. Gli errori standard per
ˆ βM e ˆ δM sono calcolati nello stesso modo, ma utilizzando l’inversa della
matrice di informazione osservata ˆ 
−1
M relativa alla verosimiglianza proﬁlo
modiﬁcata.
Nelle Figure 3.1 e 3.2 sono rappresentate le curve di livello associate
alla log-verosimiglianza proﬁlo relativa e alla log-verosimiglianza proﬁlo
modiﬁcata relativa di un singolo campione. Sono stati considerati due casi
estremi tra quelli presentati nella simulazione. In particolare, nella Figura48 Capitolo 3. Applicazioni a modelli per dati di panel
3.1 il campione comprende 250 strati di numerosit` a 3 ed ` e il caso in cui il
rapporto tra numerosit` a degli strati m e numero di strati q ` e minimo. Nella
Figura 3.2, invece, il campione ` e composto da soli 20 strati di numerosit` a
10, caso in cui il rapporto tra m ed q ` e massimo.3.3 Un modello per dati binari 49
Figura 3.1: Modello per dati binari e funzione di legame logit. Curve di li-
vello riferite alla log-verosimiglianza proﬁlo relativa (linea continua) e alla log-
verosimiglianza proﬁlo modiﬁcata relativa (linea tratteggiata), calcolate su un
campione di q = 250 strati di dimensione m = 3.50 Capitolo 3. Applicazioni a modelli per dati di panel
Figura 3.2: Modello per dati binari e funzione di legame logit. Curve di li-
vello riferite alla log-verosimiglianza proﬁlo relativa (linea continua) e alla log-
verosimiglianza proﬁlo modiﬁcata relativa (linea tratteggiata), calcolate su un
campione di q = 20 strati di dimensione m = 10.3.3 Un modello per dati binari 51
m = 3 m = 5 m = 7 m = 10
P M P M P M P M
q = 20 ˆ β 0.779 0.109 0.461 0.074 0.336 0.097 0.226 0.058
ˆ δ 0.710 0.152 0.682 0.152 0.205 0.002 0.090 −0.033
q = 50 ˆ β 0.827 −0.008 0.456 0.085 0.256 0.042 0.182 0.030
ˆ δ 0.921 0.153 0.436 0.090 0.246 0.041 0.140 0.012
q = 100 ˆ β 0.825 0.043 0.369 0.029 0.216 0.006 0.156 0.015
ˆ δ 0.671 0.066 0.358 0.060 0.247 0.052 0.126 −0.001
q = 250 ˆ β 0.734 0.045 0.330 0.020 0.224 0.016 0.151 0.012
ˆ δ 0.682 0.086 0.334 0.045 0.221 0.030 0.124 −0.002
Tabella 3.1: Modello per dati binari. Risultati della simulazione con N = 200
replicazioniefunzionedilegamelogit. Distorsionistimatedeglistimatori ˆ β e ˆ δ ot-
tenutitramitelaverosimiglianzaproﬁlo(P)elaverosimiglianzaproﬁlomodiﬁcata
(M).52 Capitolo 3. Applicazioni a modelli per dati di panel
m = 3 m = 5 m = 7 m = 10
1 − α P M P M P M P M
q = 20 0.90 0.550 0.930 0.660 0.880 0.780 0.865 0.805 0.895
0.95 0.645 0.960 0.755 0.925 0.835 0.925 0.875 0.950
0.99 0.795 1.000 0.885 0.980 0.950 0.985 0.975 0.975
q = 50 0.90 0.450 0.925 0.565 0.895 0.680 0.905 0.685 0.900
0.95 0.590 0.980 0.645 0.950 0.755 0.950 0.770 0.960
0.99 0.785 0.995 0.825 0.975 0.900 0.990 0.925 0.995
q = 100 0.90 0.225 0.895 0.315 0.890 0.460 0.895 0.585 0.925
0.95 0.310 0.945 0.425 0.960 0.625 0.945 0.710 0.965
0.99 0.495 0.980 0.710 0.995 0.795 1.000 0.870 0.995
q = 250 0.90 0.015 0.940 0.105 0.880 0.180 0.860 0.320 0.920
0.95 0.035 0.965 0.185 0.950 0.220 0.915 0.415 0.955
0.99 0.110 0.990 0.350 0.980 0.395 0.995 0.635 0.980
Tabella 3.2: Modello per dati binari. Risultati della simulazione con N = 200
replicazioni e funzione di legame logit. Stime delle probabilit` a di copertura delle
regioni di conﬁdenza per β e δ congiuntamente con livello nominale 1−α, basate
su W ottenuto tramite la verosimiglianza proﬁlo (P) e la verosimiglianza proﬁlo
modiﬁcata (M).3.3 Un modello per dati binari 53
m = 3 m = 5 m = 7 m = 10
1 − α P M P M P M P M
q = 20 0.90 0.750 0.910 0.810 0.885 0.810 0.890 0.845 0.895
0.95 0.800 0.970 0.905 0.935 0.905 0.940 0.920 0.960
0.99 0.850 0.995 0.980 0.990 0.970 0.990 0.990 0.995
q = 50 0.90 0.665 0.930 0.680 0.940 0.770 0.900 0.775 0.925
0.95 0.770 0.960 0.805 0.975 0.850 0.945 0.890 0.965
0.99 0.925 1.000 0.955 0.995 0.955 0.995 0.970 0.995
q = 100 0.90 0.475 0.895 0.575 0.930 0.670 0.920 0.705 0.925
0.95 0.590 0.945 0.685 0.955 0.815 0.950 0.795 0.955
0.99 0.785 0.990 0.890 0.995 0.930 0.990 0.930 1.000
q = 250 0.90 0.160 0.945 0.290 0.895 0.380 0.890 0.480 0.875
0.95 0.255 0.975 0.405 0.935 0.460 0.950 0.575 0.940
0.99 0.455 0.995 0.675 0.995 0.645 0.985 0.770 0.985
Tabella 3.3: Modello per dati binari. Risultati della simulazione con N = 200
replicazioni e funzione di legame logit. Stime delle probabilit` a di copertura del-
l’intervallo per β con livello nominale 1 − α, ottenute tramite la verosimiglianza
proﬁlo (P) e la verosimiglianza proﬁlo modiﬁcata (M).54 Capitolo 3. Applicazioni a modelli per dati di panel
m = 3 m = 5 m = 7 m = 10
1 − α P M P M P M P M
q = 20 0.90 0.770 0.915 0.810 0.860 0.875 0.910 0.840 0.900
0.95 0.83 0.965 0.890 0.965 0.910 0.960 0.920 0.940
0.99 0.960 1.000 0.985 0.990 1.000 1.000 0.980 0.985
q = 50 0.90 0.730 0.915 0.790 0.840 0.815 0.890 0.805 0.855
0.95 0.815 0.960 0.845 0.930 0.895 0.960 0.895 0.905
0.99 0.965 0.995 0.940 0.995 0.985 0.985 0.975 0.995
q = 100 0.90 0.620 0.895 0.730 0.885 0.720 0.915 0.840 0.925
0.95 0.730 0.935 0.830 0.945 0.840 0.955 0.920 0.965
0.99 0.930 0.985 0.930 0.995 0.960 0.995 0.980 0.995
q = 250 0.90 0.505 0.900 0.580 0.890 0.605 0.880 0.800 0.920
0.95 0.645 0.955 0.670 0.930 0.700 0.915 0.875 0.970
0.99 0.820 0.990 0.860 0.980 0.875 0.985 0.960 0.990
Tabella 3.4: Modello per dati binari. Risultati della simulazione con N = 200
replicazioni e funzione di legame logit. Stime delle probabilit` a di copertura del-
l’intervallo per δ con livello nominale 1 − α, ottenute tramite la verosimiglianza
proﬁlo (P) e la verosimiglianza proﬁlo modiﬁcata (M).3.3 Un modello per dati binari 55
Osservazioni
Nella Figura 3.1 si pu` o osservare, per un singolo campione composto da
250 strati di numerosit` a 3, che le linee di livello associate alla verosimi-
glianza proﬁlo e proﬁlo modiﬁcata sono distanti tra loro. In particolare,
per la proﬁlo modiﬁcata esse sono pi` u vicine al punto (1,1), che rappre-
senta il vero valore del parametro di interesse τ = (β,δ). Le curve di livello
della proﬁlo modiﬁcata risultano inoltre pi` u concentrate attorno alla stima
di massima verosimiglianza ˆ τM.
Nella Figura 3.2 le curve di livello si riferiscono invece ad un campione
di soli 20 strati di numerosit` a 10. Il rapporto tra numerosit` a degli strati
m e numero di strati q ` e in questo caso elevato e si pu` o osservare come
in una situazione simile sia possibile ottenere dei risultati accettabili an-
che mediante l’impiego della verosimiglianza proﬁlo. Le curve di livello
delle due log-verosimiglianze sono infatti entrambe vicine al punto (1,1)
e tendono a sovrapporsi.
Analizzando ora i risultati della simulazione, ed in particolare le di-
storsioni stimate riportate nella Tabella 3.1, si pu` o notare come, in ge-
nerale, per ogni combinazione di valori di q ed m considerati, la log-
verosimiglianza proﬁlo modiﬁcata fornisca stime per β e δ pi` u precise ri-
spetto alla log-verosimiglianza proﬁlo, ossia stime mediamente pi` u vicine
al vero valore assunto dai due parametri.
Perentrambelelog-verosimiglianze, siosservainveceche, aparit` adiq,
per valori grandi di m (m = 7,10) le distorsioni sono pi` u basse e quindi le
stime dei due parametri sono migliori rispetto ai casi in cui la dimensione
di ciascuno strato ` e ridotta (m = 3,5). Questo miglioramento delle stime
associato a valori di m elevati ` e essenzialmente dovuto al fatto che, es-
sendo la dimensione di ciascuno strato abbastanza grande, l’informazione
disponibile utile a stimare i parametri incidentali αi speciﬁci di ciascuno
strato ` e maggiore rispetto ai casi in cui il valore di m ` e basso.
Un aspetto importante da prendere in considerazione, sempre in ri-
ferimento alla Tabella 3.1, ` e che la log-verosimiglianza proﬁlo presenta56 Capitolo 3. Applicazioni a modelli per dati di panel
delle distorsioni elevate soprattutto per m = 3, situazione in cui la log-
verosimiglianza proﬁlo modiﬁcata produce invece delle stime soddisfa-
centi. Una considerazione analoga pu` o essere fatta anche per le tabelle
seguenti, in cui la distinzione tra i risultati ottenuti tramite la verosimi-
glianza proﬁlo e la proﬁlo modiﬁcata per valori di m bassi ` e ancora pi` u
evidente.
Osservando la Tabella 3.2, si pu` o confermare quanto ` e stato detto per le
distorsioni. Le probabilit` a di copertura stimate relative alla verosimiglian-
za proﬁlo modiﬁcata sono pi` u vicine ai livelli nominali ﬁssati rispetto a
quelle della verosimiglianza proﬁlo.
Le probabilit` a di copertura stimate associate alla log-verosimiglianza
proﬁlo sono insoddisfacenti soprattutto quando il numero di strati q ` e ele-
vato (q = 100,250) rispetto alla numerosit` a di ciascuno strato m. Esse
infatti si discostano di molto dai valori teorici 0.90, 0.95 e 0.99. La log-
verosimiglianza proﬁlo sembra invece dare dei risultati accettabili quan-
do q = 20 mentre m assume valori elevati, ossia quando numero di strati
e numerosit` a di ciascuno strato non sono troppo distanti tra loro.
Le Tabelle 3.3 e 3.4 mostrano i valori stimati delle coperture degli in-
tervalli di conﬁdenza alla Wald, calcolati secondo la (1.6), ottenuti rela-
tivamente alle componenti del parametro di interesse β e δ considerate
singolarmente. Anche in questo caso, si pu` o confermare quanto ` e sta-
to detto in precedenza. La log-verosimiglianza proﬁlo modiﬁcata ` e pi` u
precisa nello stimare i singoli parametri in tutte le situazioni considerate,
ma soprattutto quando la numerosit` a degli strati ` e ridotta, caso in cui la
log-verosimiglianza proﬁlo presenta invece dei problemi evidenti.
Dal confronto delle Tabelle 3.3 e 3.4 si pu` o notare, relativamente al-
la log-verosimiglianza proﬁlo, che le probabilit` a di copertura stimate per
il parametro β associato alla variabile x continua, quando il numero di
strati q ` e elevato (q = 100,250), risultano peggiori rispetto a quelle per il
parametro δ associato invece alla variabile d discreta. In entrambi i casi
le probabilit` a di copertura effettive, stimate tramite la simulazione, sono3.3 Un modello per dati binari 57
comunque lontane da quelle nominali.
Funzione di legame probit
Si desidera ora analizzare come si comportano verosimiglianza proﬁlo e
proﬁlo modiﬁcata quando nel modello considerato si utilizza la funzione
di legame probit anzich´ e quella logistica. In questo caso si ha quindi che
la variabile risposta binaria ha distribuzione
Yij ∼ Bi(1,πij),
con probabilit` a di successo
πij = Φ(ηij),
dove Φ( ) rappresenta la funzione di ripartizione di una normale standard.
Il contesto da cui si parte ` e quello della simulazione precedente, per
cui l’intercetta del predittore lineare αi e le variabili xij e dij sono state
generate nello stesso modo e i parametri β e δ sono posti entrambi pari a
1. L’unica variante ` e la funzione di legame che caratterizza il modello.
Nella simulazione sono state stimate le distorsioni per gli stimato-
ri ˆ β, ˆ βM e ˆ δ, ˆ δM (Tabella 3.5) e le probabilit` a di copertura delle regio-
ni di conﬁdenza basate sulle statistiche test WP e WM (Tabella 3.6) per
m = (3,5,7,19) e q = 100 strati.
Osservazioni
Osservando entrambe le tabelle, ` e evidente come, anche in questo caso, la
verosimiglianza proﬁlo modiﬁcata fornisca, per ogni valore di m, risultati
migliori rispetto alla proﬁlo. In particolare, le distorsioni per gli stima-
tori ˆ βM e ˆ δM sono sempre inferiori rispetto a quelle degli stimatori ˆ β e ˆ δ
e le probabilit` a di copertura stimate delle regioni di conﬁdenza basate su
WP sono molto pi` u basse rispetto ai livelli di conﬁdenza nominali 0.90,
0.95 e 0.99, mentre le probabilit` a di copertura delle regioni basate su WM
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m = 3 m = 5 m = 7 m = 10
P M P M P M P M
ˆ β 1.072 −0.168 0.548 −0.058 0.358 0.003 0.216 0.005
ˆ δ 1.317 0.007 0.493 0.000 0.312 0.025 0.204 0.017
Tabella 3.5: Modello per dati binari. Risultati della simulazione con N = 200
replicazioni, q = 100 strati e funzione di legame probit. Distorsioni stimate degli
stimatori ˆ β e ˆ δ ottenuti tramite la verosimiglianza proﬁlo (P) e la verosimiglianza
proﬁlo modiﬁcata (M).
m = 3 m = 5 m = 7 m = 10
1 − α P M P M P M P M
0.90 0.135 0.910 0.135 0.930 0.180 0.950 0.200 0.950
0.95 0.185 0.970 0.175 0.975 0.290 0.970 0.400 0.980
0.99 0.310 0.995 0.315 0.995 0.510 0.985 0.660 1.000
Tabella 3.6: Modello per dati binari. Risultati della simulazione con N = 200
replicazioni, q = 100 strati e funzione di legame probit. Stime delle probabilit` a
di copertura delle regioni di conﬁdenza per β e δ congiuntamente con livello no-
minale 1 − α, basate su W ottenuto tramite la verosimiglianza proﬁlo (P) e la
verosimiglianza proﬁlo modiﬁcata (M).
Dalla Tabella 3.5 si pu` o osservare che, per entrambe le verosimiglian-
ze, all’aumentare di m le distorsioni degli stimatori diminuiscono; que-
sto perch´ e, per strati numerosi, l’informazione disponibile sui parametri
di disturbo ` e maggiore, per cui ` e possibile stimare le quantit` a αi con pi` u
precisione.
Dal confronto con i risultati ottenuti nella simulazione precedente, si
osserva che le distorsioni per gli stimatori ˆ β e ˆ δ risultano maggiori nel caso
di funzione di legame probit (cfr. Tabella 3.1). Tale aspetto si riﬂette anche
sulle probabilit` a di copertura stimate che per la verosimiglianza proﬁlo
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la funzione logit (cfr. Tabella 3.2).
3.4 Modello autoregressivo con intercetta
variabile
3.4.1 Speciﬁcazione del modello
In questo esempio si utilizza un modello autoregressivo del primo or-
dine, AR(1), con l’obiettivo di confrontare le distorsioni degli stimatori
del parametro di interesse ˆ τ e ˆ τM e le procedure inferenziali basate sulla
verosimiglianza proﬁlo e proﬁlo modiﬁcata. Il contesto di riferimento ` e
nuovamente quello dei parametri incidentali.
Tipicamente, i modelli di tipo autoregressivo sono utilizzati per serie
storiche, ossia osservazioni che si susseguono secondo un ordine tempo-
rale. Per questo motivo, sembra opportuno ricorrere ad una notazione in
parte differente rispetto a quella utilizzata nell’esempio precedente, an-
che se in quest’ambito i dati sono comunque simulati. Le osservazioni
disponibili sono quindi del tipo yit, con i = 1,...,q, numero di strati e
t = 1,...,Ti, numerosit` a di ciascuno strato. L’indice t sta appunto ad indi-
care la dimensione temporale delle osservazioni. Anche in questo caso si
suppone per semplicit` a Ti = T costante.
Si assume che il processo autoregressivo sia debolmente stazionario,
ossia che, per ogni t, media e varianza non dipendano da t, mentre la
covarianza cov(Yit,Yit′) dipenda solo dalla distanza tra le due osservazioni
| t − t′ |.
L’espressione del modello considerato ` e la seguente
Yi1 ∼ N
 
 i,
σ2
1 − ρ2
 
,
Yit −  i = ρ(Yit−1 −  i) + σǫit, t = 2,...,T, (3.9)
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Segue che
Yit =  i + ρYit−1 − ρ i + σǫit
=  i(1 − ρ) + ρYit−1 + σǫit,
con  i(1 − ρ) intercetta del modello speciﬁca dello strato i-mo.
In questo contesto, il parametro di interesse ` e τ = (ρ,σ2) bivariato, con
ρ ∈ (−1,1) e σ2 ∈ IR+, mentre  1,..., q ∈ IRq, sono parametri di disturbo
incidentali.
Per il modello considerato, il valore atteso di Yit, per t = 2,...,T,
condizionato alla storia passata Yit−1,...,Yi1, ` e dato da
E(Yit | It) = E(Yit | Yit−1) =  i(1 − ρ) + ρyit−1,
mentre la varianza condizionata ` e pari a
V (Yit | It) = V (Yit | Yit−1) = σ
2,
con It informazione disponibile ﬁno al tempo t.
Pertanto si ha che
Yit | It ∼ N
 
 i(1 − ρ) + ρyit−1,σ
2
 
.
Si ricava quindi la funzione di verosimiglianza associata al modello
L( i,ρ,σ
2) =
q  
i=1
 
f(yi1; i,ρ,σ
2)
T  
t=2
f(yit | yit−1; i,ρ,σ
2)
 
=
q  
i=1
 √
1 − ρ2
√
2πσ2 exp
 
−
(1 − ρ2)
2σ2 (yi1 −  i)
2
 
T  
t=2
1
√
2πσ2exp
 
−
1
2σ2(yit −  i(1 − ρ) − ρyit−1)
2
   
,
da cui si ottiene la funzione di log-verosimiglianza
l( i,ρ,σ
2) = −
qT
2
logσ
2 +
q
2
log(1 − ρ
2) −
1
2σ2
q  
i=1
  T  
t=1
(yit −  i)
2 +
+ρ
2
T−1  
t=2
(yit −  i)
2 − 2ρ
T  
t=2
(yit −  i)(yit−1 −  i)
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Partendo dalla (3.10) si ricava facilmente l’espressione della stima di mas-
sima verosimiglianza vincolata del parametro di disturbo, ˆ  iρσ2 = ˆ  iρ, che
` e pari a
ˆ  iρ =
 T
t=1 yit − ρ(
 T
t=2 yit +
 T−1
t=1 yit) + ρ2  T−1
t=2 yit
T − 2(T − 1)ρ + (T − 2)ρ2 .
La log-verosimiglianza proﬁlo per il modello considerato non ` e altro che la
quantit` a lP(ρ,σ2) = l(ˆ  iρ,ρ,σ2), log-verosimiglianza calcolata nella s.m.v.
vincolata ˆ  iρ.
La log-verosimiglianza proﬁlo modiﬁcata, calcolata utilizzando
l’approssimazione (2.15), ` e ottenuta sempre partendo dalla log-
verosimiglianza proﬁlo indicata nella (3.10), a cui si somma il termine di
correzione M′(τ) =
 q
i=1 M′
i(τ), con
M
′
i(τ) =
1
2
log | jµiµi(τ, ˆ  iρ) | − log | I
i
µ;µ(τ, ˆ  iρ; ˆ τ, ˆ  i) | (3.11)
modiﬁcazione relativa allo strato i-mo. Per il modello considerato, le
quantit` a presenti nella (3.11) risultano pari a
jµiµi(τ, ˆ  iρ) =
1
σ2{T − 2(T − 1)ρ + (T − 2)ρ
2},
I
i
µ;µ(τ, ˆ  iρ; ˆ τ, ˆ  i) =
1
σ2(1 − ˆ ρ2)
{A + (ˆ ρ + ρ)[(ˆ ρ + ρ)B − 2C − 2ˆ ρρE] +
+2ˆ ρρ(B + 1 + ˆ ρ
T−1) + ˆ ρ
2ρ
2D}, (3.12)
con
A =
T  
t=1
T  
t′=1
ˆ ρ
|t−t′|,
B =
T  
t=1
T−1  
t′=2
ˆ ρ
|t−t′| =
T−1  
t=2
T  
t′=1
ˆ ρ
|t−t′| =
T  
t=2
T−1  
t′=1
ˆ ρ
|t−t′| − ˆ ρ
T−1
=
T−1  
t=1
T  
t′=2
ˆ ρ
|t−t′| − ˆ ρ
T−1 =
T  
t=2
T  
t′=2
ˆ ρ
|t−t′| − 1 =
T−1  
t=1
T−1  
t′=1
ˆ ρ
|t−t′| − 1,
C =
T  
t=1
T  
t′=2
ˆ ρ
|t−t′| =
T  
t=2
T  
t′=1
ˆ ρ
|t−t′| =
T  
t=1
T−1  
t′=1
ˆ ρ
|t−t′| =
T−1  
t=1
T  
t′=1
ˆ ρ
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D =
T−1  
t=2
T−1  
t′=2
ˆ ρ
|t−t′|,
E =
T−1  
t=2
T  
t′=2
ˆ ρ
|t−t′| =
T  
t=2
T−1  
t′=2
ˆ ρ
|t−t′| =
T−1  
t=2
T−1  
t′=1
ˆ ρ
|t−t′| =
T−1  
t=1
T−1  
t′=2
ˆ ρ
|t−t′|,
per cui la modiﬁcazione M′(τ) ` e pari a
M
′(ρ,σ
2) =
q
2
logσ
2 +
q
2
log{T − 2(T − 1)ρ + (T − 2)ρ
2} − qlogK(ρ),
con
K(ρ) = A + (ˆ ρ + ρ)[(ˆ ρ + ρ)B − 2C − 2ˆ ρρ] + 2ˆ ρρ(B + 1 + ˆ ρ
T−1) + ˆ ρ
2ρ
2D.
3.4.2 Simulazione
Anche in questo esempio, come nel precedente, si vuole valutare l’accu-
ratezza delle procedure inferenziali basate sulla verosimiglianza proﬁlo
modiﬁcata, con particolare riferimento al caso in cui la dimensione del pa-
rametro di disturbo ` e elevata e l’informazione disponibile su di esso ` e ri-
dotta. ` Eproprioinquestesituazioniinfatticheleusaliprocedurediverosi-
miglianza riscontrano dei problemi nella stima delle quantit` a di interesse,
ed ` e quindi necessario ricorrere a metodi di stima differenti.
In questo studio si vuole in particolare veriﬁcare come si comportano
la verosimiglianza proﬁlo e proﬁlo modiﬁcata al variare del numero di
strati q e della numerosit` a di ciascuno strato T. Si vuole inoltre osservare
il livello di accuratezza dei due metodi al variare del valore assunto dalla
componente ρ del parametro di interesse.
Nella simulazione si ` e deciso di utilizzare la parametrizzazione
(ρ,ψ) = (ρ,logσ2) con ρ ∈ (−1,1) e ψ ∈ IR, per evitare di incorrere in
problemi di tipo numerico. L’analisi include il confronto fra gli stimato-
ri di massima verosimiglianza per ρ e ψ, ottenuti tramite l’impiego del-
la verosimiglianza proﬁlo e proﬁlo modiﬁcata, in termini di distorsione,
nonch´ e il confronto dei livelli di copertura stimati di regioni e intervalli di
conﬁdenza.3.4 Modello autoregressivo con intercetta variabile 63
I dati sono stati generati da un modello AR(1) del tipo (3.9), con me-
dia  i ∼ N(0,1), σ2 = 1 e quindi ψ = expσ2 = 0 e per ρ = 0,±0.5,±0.9.
Nella simulazione i valori dei parametri di disturbo  i sono generati e
poi mantenuti ﬁssati. Sono stati considerati i valori T = (3,5,7,10) e
q = (20,50,100,250).
Le Tabelle 3.7 e 3.8 riportano le stime delle distorsioni degli stimatori
per ρ e logσ2 ottenuti tramite la log-verosimiglianza proﬁlo e proﬁlo modi-
ﬁcata. Le Tabelle 3.9 e 3.10 contengono le probabilit` a di copertura stimate
delle regioni di conﬁdenza basate sulle statistiche WP e WM, con livelli
di copertura nominali pari a 0.90, 0.95 e 0.99. Nelle Tabelle 3.11 e 3.13
sono presentati i valori stimati delle coperture degli intervalli alla Wald,
calcolati secondo la (1.6), per i parametri ρ e logσ2 ottenuti tramite la vero-
simiglianza proﬁlo, mentre nelle Tabelle 3.12 e 3.14 sono riportate le stesse
quantit` a ottenute per` o attraverso l’impiego della verosimiglianza proﬁlo
modiﬁcata.
Gli intervalli di conﬁdenza alla Wald per ρ possono tuttavia risultare
inadeguati, soprattutto quando il valore del parametro ` e vicino agli estre-
mi del relativo spazio parametrico, ossia quando ρ ` e prossimo a 1 o −1.
In queste situazioni c’` e infatti il rischio di ottenere intervalli di conﬁdenza
per ρ che includono valori inammissibili per il parametro stesso. Sembra
quindi opportuno calcolare degli intervalli che non presentino tale incon-
veniente. A tal ﬁne ` e stata calcolata la log-verosimiglianza proﬁlo per ρ di
lP(ρ,logσ2) e lM(ρ,logσ2) e sono stati calcolati successivamente gli inter-
valli per ρ basati sulle statistiche rP e rM, che includono solo valori am-
missibili per il parametro ρ. Le coperture stimate relative a tali intervalli
sono riportate nelle Tabelle 3.15 e 3.16.
Nelle Figure 3.3, 3.4, 3.5, 3.6 e 3.7 sono rappresentate le curve
di livello associate alla log-verosimiglianza proﬁlo relativa e alla log-
verosimiglianza proﬁlo modiﬁcata relativa di un singolo campione con
q = 20 strati di dimensione T = 10. Nei campioni considerati logσ2 = 0
mentre ρ = −0.9,−0.5,0,0.5 e 0.9 rispettivamente.64 Capitolo 3. Applicazioni a modelli per dati di panel
T = 3 T = 5 T = 7 T = 10
ρ ˆ ρ log ˆ σ2 ˆ ρ log ˆ σ2 ˆ ρ log ˆ σ2 ˆ ρ log ˆ σ2
q = 20 −0.9 −0.050 −0.784 −0.019 −0.272 −0.011 −0.188 −0.007 −0.127
−0.5 −0.281 −0.811 −0.134 −0.311 −0.077 −0.201 −0.055 −0.124
0.0 −0.623 −0.902 −0.271 −0.341 −0.175 −0.206 −0.116 −0.130
0.5 −0.985 −0.918 −0.450 −0.327 −0.279 −0.200 −0.177 −0.120
0.9 −1.308 −1.006 −0.638 −0.338 −0.394 −0.210 −0.263 −0.135
q = 50 −0.9 −0.050 −0.729 −0.024 −0.286 −0.017 −0.183 −0.011 −0.119
−0.5 −0.287 −0.801 −0.134 −0.305 −0.078 −0.190 −0.052 −0.131
0.0 −0.637 −0.875 −0.269 −0.306 −0.175 −0.190 −0.109 −0.124
0.5 −0.996 −0.905 −0.450 −0.318 −0.273 −0.191 −0.175 −0.133
0.9 −1.304 −0.940 −0.619 −0.328 −0.397 −0.202 −0.256 −0.131
q = 100 −0.9 −0.053 −0.700 −0.024 −0.284 −0.016 −0.180 −0.011 −0.114
−0.5 −0.291 −0.796 −0.127 −0.297 −0.080 −0.184 −0.055 −0.114
0.0 −0.629 −0.843 −0.274 −0.304 −0.174 −0.195 −0.113 −0.126
0.5 −1.001 −0.910 −0.445 −0.310 −0.275 −0.188 −0.177 −0.114
0.9 −1.305 −0.935 −0.612 −0.321 −0.384 −0.185 −0.249 −0.119
q = 250 −0.9 −0.051 −0.695 −0.025 −0.288 −0.018 −0.183 −0.011 −0.117
−0.5 −0.290 −0.775 −0.130 −0.296 −0.085 −0.183 −0.055 −0.117
0.0 −0.633 −0.847 −0.274 −0.297 −0.173 −0.181 −0.114 −0.116
0.5 −1.001 −0.891 −0.443 −0.308 −0.278 −0.189 −0.176 −0.118
0.9 −1.305 −0.926 −0.609 −0.317 −0.388 −0.195 −0.251 −0.122
Tabella 3.7: Modello autoregressivo con intercetta variabile. Risultati della simu-
lazione con N = 200 replicazioni. Distorsioni stimate degli stimatori ˆ ρ e log ˆ σ2
per valori di ρ = 0,±0.5,±0.9 e σ2 = 1.3.4 Modello autoregressivo con intercetta variabile 65
T = 3 T = 5 T = 7 T = 10
ρ ˆ ρM log ˆ σ2
M ˆ ρM log ˆ σ2
M ˆ ρM log ˆ σ2
M ˆ ρM log ˆ σ2
M
q = 20 −0.9 0.005 −0.060 0.010 0.014 0.006 −0.002 0.005 −0.009
−0.5 0.044 −0.034 0.001 −0.020 0.013 −0.017 0.002 −0.006
0.0 0.042 −0.068 0.007 −0.045 −0.001 −0.022 −0.003 −0.011
0.5 0.028 −0.048 0.000 −0.020 0.001 −0.013 0.001 −0.001
0.9 −0.134 −0.145 −0.066 −0.032 −0.027 −0.022 −0.020 −0.015
q = 50 −0.9 0.003 0.002 0.006 0.014 −0.001 0.017 0.000 −0.001
−0.5 0.011 −0.031 −0.005 −0.014 0.008 −0.007 0.005 −0.013
0.0 −0.012 −0.045 0.008 −0.010 −0.001 −0.006 0.005 −0.006
0.5 0.007 −0.023 −0.009 −0.014 0.003 −0.005 0.001 −0.014
0.9 −0.074 −0.054 −0.022 −0.014 −0.015 −0.010 −0.010 −0.010
q = 100 −0.9 0.000 −0.004 0.000 0.036 0.001 0.008 0.000 0.004
−0.5 0.000 −0.026 0.006 −0.006 0.006 0.000 0.001 0.003
0.0 0.007 −0.010 −0.002 −0.010 0.000 −0.011 0.000 −0.008
0.5 −0.013 −0.028 −0.003 −0.005 0.002 −0.001 −0.001 0.004
0.9 −0.048 −0.034 −0.013 −0.006 −0.001 0.006 −0.001 0.003
q = 250 −0.9 0.002 0.009 −0.002 0.022 −0.001 0.000 0.000 0.001
−0.5 0.001 −0.003 0.001 −0.005 0.000 0.000 0.001 0.001
0.0 −0.008 −0.016 −0.002 −0.001 0.001 0.003 −0.001 0.002
0.5 −0.013 −0.009 0.000 −0.004 −0.001 −0.002 0.001 0.000
0.9 −0.023 −0.012 −0.002 0.000 −0.002 −0.001 0.000 0.000
Tabella 3.8: Modello autoregressivo con intercetta variabile. Risultati della si-
mulazione con N = 200 replicazioni. Distorsioni stimate degli stimatori ˆ ρM e
log ˆ σ2
M per valori di ρ = 0,±0.5,±0.9 e σ2 = 1.66 Capitolo 3. Applicazioni a modelli per dati di panel
T = 3 T = 5 T = 7 T = 10
1 − α
ρ 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99
q = 20 −0.9 0.15 0.23 0.43 0.60 0.70 0.85 0.68 0.81 0.91 0.77 0.86 0.94
−0.5 0.08 0.14 0.30 0.36 0.49 0.73 0.57 0.70 0.90 0.67 0.81 0.94
0.0 0.00 0.01 0.03 0.15 0.23 0.50 0.30 0.44 0.71 0.51 0.65 0.81
0.5 0.00 0.00 0.00 0.00 0.01 0.09 0.07 0.15 0.33 0.22 0.30 0.53
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.00
q = 50 −0.9 0.01 0.03 0.06 0.20 0.29 0.51 0.35 0.49 0.74 0.50 0.63 0.85
−0.5 0.00 0.00 0.00 0.06 0.10 0.22 0.22 0.32 0.57 0.36 0.46 0.73
0.0 0.00 0.00 0.00 0.01 0.02 0.04 0.03 0.08 0.22 0.17 0.28 0.48
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.04 0.10
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
q = 100 −0.9 0.01 0.01 0.01 0.02 0.05 0.15 0.11 0.20 0.39 0.27 0.40 0.66
−0.5 0.00 0.00 0.00 0.00 0.00 0.03 0.04 0.08 0.19 0.15 0.22 0.45
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.11
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
q = 250 −0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.03 0.05 0.15
−0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tabella 3.9: Modello autoregressivo con intercetta variabile. Risultati della simu-
lazione con N = 200 replicazioni. Probabilit` a di copertura stimate delle regioni
di conﬁdenza per ρ e logσ2 congiuntamente con livello nominale 1−α, basate su
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T = 3 T = 5 T = 7 T = 10
1 − α
ρ 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99
q = 20 −0.9 0.92 0.95 0.99 0.92 0.96 0.98 0.90 0.96 0.99 0.91 0.95 0.99
−0.5 0.87 0.93 0.99 0.91 0.94 0.98 0.89 0.93 0.98 0.91 0.95 1.00
0.0 0.91 0.94 0.99 0.88 0.94 0.98 0.92 0.98 0.99 0.91 0.94 0.97
0.5 0.91 0.98 0.99 0.91 0.95 1.00 0.91 0.95 1.00 0.91 0.97 0.99
0.9 0.92 0.96 0.98 0.92 0.95 0.98 0.93 0.97 1.00 0.90 0.96 1.00
q = 50 −0.9 0.87 0.93 1.00 0.92 0.97 1.00 0.90 0.94 0.98 0.93 0.96 0.98
−0.5 0.87 0.95 0.98 0.91 0.96 0.98 0.90 0.97 0.99 0.90 0.94 0.99
0.0 0.90 0.95 0.99 0.87 0.95 0.99 0.92 0.96 1.00 0.92 0.96 0.99
0.5 0.89 0.92 0.98 0.92 0.99 1.00 0.89 0.94 0.99 0.88 0.92 0.98
0.9 0.96 0.98 1.00 0.95 1.00 1.00 0.91 0.97 1.00 0.90 0.95 0.99
q = 100 −0.9 0.90 0.94 0.98 0.92 0.95 0.99 0.88 0.93 0.99 0.88 0.94 0.98
−0.5 0.85 0.96 1.00 0.89 0.95 0.97 0.89 0.93 0.99 0.88 0.95 0.99
0.0 0.95 0.98 0.99 0.92 0.97 1.00 0.91 0.98 0.99 0.90 0.95 0.99
0.5 0.89 0.93 1.00 0.88 0.94 0.99 0.92 0.94 0.99 0.89 0.93 0.98
0.9 0.93 0.95 0.99 0.94 0.97 0.99 0.88 0.94 0.98 0.92 0.95 0.97
q = 250 −0.9 0.89 0.93 0.98 0.89 0.95 0.99 0.89 0.95 0.98 0.90 0.94 0.99
−0.5 0.93 0.97 0.98 0.88 0.91 0.98 0.92 0.95 1.00 0.94 0.96 0.99
0.0 0.90 0.95 0.99 0.89 0.92 0.98 0.88 0.94 1.00 0.88 0.95 0.99
0.5 0.89 0.95 0.99 0.87 0.92 0.98 0.92 0.95 0.99 0.92 0.97 0.98
0.9 0.91 0.95 0.99 0.88 0.95 0.97 0.93 0.97 0.98 0.90 0.94 0.98
Tabella 3.10: Modello autoregressivo con intercetta variabile. Risultati della si-
mulazione con N = 200 replicazioni. Probabilit` a di copertura stimate delle regio-
ni di conﬁdenza per ρ e logσ2 congiuntamente con livello nominale 1−α, basate
sul test WM, per valori di ρ = 0,±0.5,±0.9 e σ2 = 1.68 Capitolo 3. Applicazioni a modelli per dati di panel
T = 3 T = 5 T = 7 T = 10
1 − α
ρ 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99
q = 20 −0.9 0.24 0.30 0.37 0.71 0.79 0.89 0.84 0.91 0.97 0.85 0.91 0.95
−0.5 0.09 0.12 0.26 0.49 0.59 0.75 0.65 0.77 0.92 0.74 0.81 0.94
0.0 0.00 0.01 0.01 0.21 0.30 0.58 0.37 0.47 0.77 0.54 0.69 0.84
0.5 0.00 0.00 0.00 0.00 0.01 0.11 0.07 0.15 0.34 0.18 0.27 0.54
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
q = 50 −0.9 0.05 0.06 0.14 0.52 0.61 0.75 0.65 0.73 0.85 0.76 0.83 0.94
−0.5 0.01 0.01 0.01 0.16 0.24 0.44 0.43 0.54 0.78 0.60 0.73 0.87
0.0 0.00 0.00 0.00 0.01 0.03 0.11 0.07 0.12 0.33 0.25 0.34 0.60
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.05 0.12
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
q = 100 −0.9 0.00 0.01 0.01 0.31 0.40 0.57 0.49 0.57 0.78 0.68 0.76 0.90
−0.5 0.00 0.00 0.00 0.06 0.08 0.21 0.16 0.25 0.51 0.32 0.45 0.64
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.03 0.05 0.10 0.23
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
q = 250 −0.9 0.00 0.00 0.00 0.02 0.07 0.18 0.14 0.25 0.45 0.46 0.55 0.73
−0.5 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.04 0.05 0.08 0.25
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tabella 3.11: Modello autoregressivo con intercetta variabile. Risultati della si-
mulazione con N = 200 replicazioni. Probabilit` a di copertura stimate dell’inter-
vallo per ρ con livello nominale 1 − α, ottenute tramite la verosimiglianza proﬁlo
per valori di ρ = 0,±0.5,±0.9 e σ2 = 1.3.4 Modello autoregressivo con intercetta variabile 69
T = 3 T = 5 T = 7 T = 10
1 − α
ρ 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99
q = 20 −0.9 0.84 0.88 0.94 0.92 0.96 0.98 0.91 0.97 0.98 0.91 0.96 0.99
−0.5 0.89 0.90 0.97 0.92 0.96 0.97 0.91 0.96 0.99 0.89 0.95 1.00
0.0 0.90 0.92 0.97 0.88 0.95 0.99 0.91 0.97 0.99 0.91 0.94 0.99
0.5 0.94 0.96 0.99 0.88 0.96 0.98 0.90 0.96 0.99 0.90 0.95 0.99
0.9 0.90 0.93 0.97 0.92 0.95 0.99 0.94 0.96 0.99 0.91 0.96 1.00
q = 50 −0.9 0.86 0.91 0.95 0.90 0.96 0.99 0.89 0.92 0.97 0.92 0.96 0.98
−0.5 0.90 0.93 0.95 0.89 0.94 0.98 0.92 0.96 1.00 0.88 0.95 0.99
0.0 0.81 0.89 0.95 0.88 0.94 0.99 0.89 0.95 1.00 0.86 0.94 0.98
0.5 0.89 0.95 0.97 0.91 0.98 1.00 0.89 0.95 0.99 0.88 0.92 0.98
0.9 0.93 0.98 0.99 0.95 0.98 1.00 0.92 0.96 0.99 0.91 0.95 0.99
q = 100 −0.9 0.91 0.94 0.99 0.87 0.93 0.95 0.92 0.94 0.99 0.92 0.96 1.00
−0.5 0.88 0.93 0.96 0.87 0.93 0.98 0.90 0.96 0.99 0.88 0.94 0.98
0.0 0.92 0.98 0.99 0.91 0.96 0.99 0.91 0.95 1.00 0.87 0.95 0.99
0.5 0.88 0.92 0.98 0.86 0.92 1.00 0.90 0.96 0.98 0.87 0.93 0.99
0.9 0.93 0.96 0.98 0.95 0.98 0.99 0.92 0.97 0.98 0.89 0.94 0.99
q = 250 −0.9 0.90 0.94 0.97 0.86 0.93 0.97 0.91 0.95 1.00 0.88 0.94 0.99
−0.5 0.90 0.95 0.98 0.90 0.95 0.98 0.91 0.96 0.99 0.89 0.96 0.99
0.0 0.88 0.94 0.98 0.90 0.93 0.97 0.90 0.94 0.99 0.86 0.93 0.99
0.5 0.90 0.93 0.98 0.89 0.94 0.98 0.92 0.94 0.99 0.89 0.95 0.99
0.9 0.95 0.98 0.99 0.87 0.97 0.99 0.92 0.96 0.99 0.89 0.94 0.98
Tabella 3.12: Modello autoregressivo con intercetta variabile. Risultati della si-
mulazione con N = 200 replicazioni. Probabilit` a di copertura stimate dell’inter-
vallo per ρ con livello nominale 1 − α, ottenute tramite la verosimiglianza proﬁlo
modiﬁcata per valori di ρ = 0,±0.5,±0.9 e σ2 = 1.70 Capitolo 3. Applicazioni a modelli per dati di panel
T = 3 T = 5 T = 7 T = 10
1 − α
ρ 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99
q = 20 −0.9 0.09 0.15 0.26 0.50 0.60 0.73 0.58 0.69 0.84 0.65 0.76 0.91
−0.5 0.05 0.08 0.20 0.35 0.45 0.68 0.49 0.65 0.84 0.64 0.78 0.91
0.0 0.02 0.04 0.09 0.26 0.38 0.58 0.52 0.62 0.78 0.64 0.77 0.89
0.5 0.01 0.01 0.06 0.29 0.39 0.60 0.52 0.61 0.79 0.65 0.76 0.90
0.9 0.00 0.00 0.02 0.27 0.40 0.58 0.47 0.57 0.81 0.61 0.74 0.89
q = 50 −0.9 0.00 0.00 0.04 0.11 0.17 0.36 0.23 0.34 0.63 0.41 0.55 0.75
−0.5 0.00 0.00 0.00 0.07 0.11 0.26 0.20 0.33 0.53 0.36 0.47 0.69
0.0 0.00 0.00 0.00 0.06 0.11 0.27 0.19 0.30 0.52 0.38 0.50 0.73
0.5 0.00 0.00 0.00 0.04 0.06 0.19 0.25 0.32 0.51 0.35 0.43 0.68
0.9 0.00 0.00 0.00 0.05 0.07 0.18 0.14 0.24 0.45 0.36 0.48 0.65
q = 100 −0.9 0.00 0.00 0.00 0.01 0.02 0.08 0.08 0.13 0.29 0.16 0.27 0.58
−0.5 0.00 0.00 0.00 0.00 0.00 0.02 0.07 0.10 0.22 0.21 0.31 0.52
0.0 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.05 0.16 0.10 0.19 0.44
0.5 0.00 0.00 0.00 0.00 0.00 0.02 0.05 0.08 0.21 0.21 0.31 0.50
0.9 0.00 0.00 0.00 0.00 0.00 0.01 0.06 0.10 0.23 0.15 0.24 0.48
q = 250 −0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.03 0.09
−0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.04
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.07
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.06
Tabella 3.13: Modello autoregressivo con intercetta variabile. Risultati della si-
mulazione con N = 200 replicazioni. Probabilit` a di copertura stimate dell’inter-
vallo per logσ2 con livello nominale 1 − α, ottenute tramite la verosimiglianza
proﬁlo per valori di ρ = 0,±0.5,±0.9 e σ2 = 1.3.4 Modello autoregressivo con intercetta variabile 71
T = 3 T = 5 T = 7 T = 10
1 − α
ρ 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99
q = 20 −0.9 0.86 0.93 0.97 0.90 0.95 0.99 0.90 0.94 0.98 0.90 0.95 1.00
−0.5 0.86 0.91 0.99 0.90 0.93 0.98 0.92 0.94 0.99 0.92 0.96 1.00
0.0 0.88 0.96 0.98 0.85 0.91 0.99 0.91 0.96 1.00 0.91 0.94 0.98
0.5 0.90 0.96 0.99 0.93 0.98 0.99 0.91 0.96 0.99 0.92 0.95 0.99
0.9 0.90 0.95 0.98 0.88 0.93 0.98 0.93 0.96 1.00 0.89 0.93 0.98
q = 50 −0.9 0.84 0.89 0.96 0.92 0.96 0.99 0.89 0.93 0.98 0.92 0.95 0.98
−0.5 0.85 0.95 0.97 0.91 0.93 0.98 0.89 0.95 0.98 0.88 0.94 0.99
0.0 0.87 0.93 0.99 0.89 0.95 0.98 0.91 0.96 1.00 0.89 0.95 0.99
0.5 0.90 0.95 0.99 0.92 0.95 0.99 0.91 0.95 0.98 0.89 0.94 0.98
0.9 0.93 0.97 0.99 0.92 0.97 1.00 0.91 0.98 0.99 0.91 0.94 0.99
q = 100 −0.9 0.90 0.95 0.98 0.88 0.93 0.96 0.85 0.90 0.97 0.90 0.95 0.97
−0.5 0.86 0.92 0.98 0.93 0.97 0.99 0.87 0.91 0.97 0.90 0.95 0.99
0.0 0.91 0.96 0.99 0.92 0.96 0.99 0.92 0.95 0.99 0.90 0.95 0.98
0.5 0.87 0.91 0.98 0.90 0.95 0.99 0.90 0.95 0.99 0.91 0.95 0.98
0.9 0.93 0.96 0.98 0.90 0.95 0.98 0.88 0.93 0.98 0.92 0.96 0.97
q = 250 −0.9 0.89 0.94 0.98 0.87 0.94 0.96 0.92 0.94 0.98 0.90 0.95 0.98
−0.5 0.89 0.96 1.00 0.89 0.92 0.97 0.95 0.97 0.99 0.94 0.97 0.99
0.0 0.91 0.94 0.99 0.89 0.96 0.99 0.88 0.95 1.00 0.90 0.96 1.00
0.5 0.91 0.95 0.99 0.86 0.92 0.98 0.93 0.95 0.99 0.92 0.96 0.99
0.9 0.91 0.95 0.98 0.90 0.94 0.98 0.88 0.94 0.99 0.90 0.95 0.98
Tabella 3.14: Modello autoregressivo con intercetta variabile. Risultati della si-
mulazione con N = 200 replicazioni. Probabilit` a di copertura stimate dell’inter-
vallo per logσ2 con livello nominale 1 − α, ottenute tramite la verosimiglianza
proﬁlo modiﬁcata per valori di ρ = 0,±0.5,±0.9 e σ2 = 1.72 Capitolo 3. Applicazioni a modelli per dati di panel
T = 3 T = 5 T = 7 T = 10
1 − α
ρ 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99
q = 20 −0.9 0.32 0.40 0.69 0.78 0.87 0.95 0.90 0.94 0.99 0.88 0.93 0.98
−0.5 0.12 0.24 0.42 0.52 0.66 0.85 0.68 0.80 0.96 0.74 0.84 0.96
0.0 0.00 0.01 0.05 0.21 0.31 0.60 0.37 0.48 0.68 0.55 0.70 0.84
0.5 0.00 0.00 0.00 0.00 0.00 0.10 0.07 0.13 0.33 0.18 0.26 0.54
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
q = 50 −0.9 0.05 0.12 0.28 0.58 0.70 0.83 0.69 0.79 0.90 0.78 0.85 0.96
−0.5 0.01 0.01 0.03 0.18 0.25 0.46 0.44 0.56 0.80 0.60 0.73 0.88
0.0 0.00 0.00 0.00 0.01 0.03 0.12 0.07 0.13 0.35 0.26 0.35 0.62
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.04 0.12
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
q = 100 −0.9 0.00 0.01 0.02 0.35 0.46 0.65 0.52 0.65 0.86 0.70 0.78 0.94
−0.5 0.00 0.00 0.00 0.06 0.10 0.25 0.17 0.26 0.52 0.34 0.46 0.66
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.04 0.05 0.10 0.24
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
q = 250 −0.9 0.00 0.00 0.00 0.03 0.09 0.21 0.15 0.26 0.48 0.49 0.57 0.77
−0.5 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.05 0.05 0.09 0.27
0.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tabella 3.15: Modello autoregressivo con intercetta variabile. Risultati della
simulazione con N = 200 replicazioni. Probabilit` a di copertura stimate del-
l’intervallo per ρ con livello nominale 1 − α, basato sul test rP per valori di
ρ = 0,±0.5,±0.9 e σ2 = 1.3.4 Modello autoregressivo con intercetta variabile 73
T = 3 T = 5 T = 7 T = 10
1 − α
ρ 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99 0.90 0.95 0.99
q = 20 −0.9 0.92 0.93 0.98 0.91 0.98 0.99 0.93 0.95 0.99 0.91 0.95 0.99
−0.5 0.92 0.96 0.98 0.93 0.97 0.98 0.92 0.96 0.98 0.90 0.95 0.99
0.0 0.91 0.96 0.99 0.91 0.95 0.99 0.91 0.96 1.00 0.92 0.94 0.98
0.5 0.91 0.97 1.00 0.90 0.96 1.00 0.92 0.96 0.99 0.90 0.96 0.99
0.9 0.93 0.97 0.99 0.94 0.97 0.99 0.93 0.97 1.00 0.87 0.95 1.00
q = 50 −0.9 0.88 0.93 0.97 0.92 0.97 1.00 0.88 0.96 0.99 0.91 0.97 0.98
−0.5 0.89 0.93 0.98 0.90 0.95 0.98 0.92 0.96 1.00 0.89 0.95 0.99
0.0 0.85 0.90 0.98 0.89 0.94 0.99 0.90 0.95 1.00 0.85 0.94 0.98
0.5 0.91 0.94 0.99 0.92 0.97 1.00 0.89 0.95 0.99 0.88 0.92 0.98
0.9 0.95 0.99 1.00 0.96 0.98 1.00 0.89 0.95 1.00 0.91 0.96 0.99
q = 100 −0.9 0.93 0.96 0.98 0.90 0.94 0.99 0.92 0.95 0.99 0.92 0.96 1.00
−0.5 0.89 0.94 0.98 0.88 0.94 0.98 0.90 0.95 0.99 0.88 0.94 0.98
0.0 0.93 0.98 0.99 0.91 0.95 0.99 0.89 0.96 1.00 0.87 0.95 0.99
0.5 0.88 0.94 0.99 0.86 0.93 0.99 0.91 0.96 0.98 0.87 0.93 0.99
0.9 0.93 0.97 0.98 0.94 0.98 0.99 0.91 0.94 0.99 0.89 0.95 0.99
q = 250 −0.9 0.89 0.94 0.98 0.88 0.96 1.00 0.91 0.96 1.00 0.89 0.94 0.99
−0.5 0.91 0.95 0.98 0.90 0.95 0.98 0.91 0.97 0.99 0.89 0.96 0.99
0.0 0.87 0.94 0.99 0.88 0.93 0.98 0.90 0.94 0.99 0.86 0.93 0.99
0.5 0.89 0.94 0.98 0.88 0.93 0.98 0.92 0.94 0.99 0.88 0.95 0.99
0.9 0.95 0.98 0.99 0.88 0.93 0.99 0.92 0.96 0.99 0.89 0.94 0.98
Tabella 3.16: Modello autoregressivo con intercetta variabile. Risultati della si-
mulazione con N = 200 replicazioni. Coperture dell’intervallo per ρ con livello
nominale 1 − α, basato sul test rM per valori di ρ = 0,±0.5,±0.9 e σ2 = 1.74 Capitolo 3. Applicazioni a modelli per dati di panel
Figura 3.3: Modello autoregressivo con intercetta variabile. Curve di livel-
lo riferite alla log-verosimiglianza proﬁlo relativa (linea continua) e alla log-
verosimiglianza proﬁlo modiﬁcata relativa (linea tratteggiata), calcolate su un
campione di q = 20 strati di dimensione T = 10, con logσ2 = 0 e ρ = −0.9.3.4 Modello autoregressivo con intercetta variabile 75
Figura 3.4: Modello autoregressivo con intercetta variabile. Curve di livel-
lo riferite alla log-verosimiglianza proﬁlo relativa (linea continua) e alla log-
verosimiglianza proﬁlo modiﬁcata relativa (linea tratteggiata), calcolate su un
campione di q = 20 strati di dimensione T = 10, con logσ2 = 0 e ρ = −0.5.76 Capitolo 3. Applicazioni a modelli per dati di panel
Figura 3.5: Modello autoregressivo con intercetta variabile. Curve di livel-
lo riferite alla log-verosimiglianza proﬁlo relativa (linea continua) e alla log-
verosimiglianza proﬁlo modiﬁcata relativa (linea tratteggiata), calcolate su un
campione di q = 20 strati di dimensione T = 10, con logσ2 = 0 e ρ = 0.3.4 Modello autoregressivo con intercetta variabile 77
Figura 3.6: Modello autoregressivo con intercetta variabile. Curve di livel-
lo riferite alla log-verosimiglianza proﬁlo relativa (linea continua) e alla log-
verosimiglianza proﬁlo modiﬁcata relativa (linea tratteggiata), calcolate su un
campione di q = 20 strati di dimensione T = 10, con logσ2 = 0 e ρ = 0.5.78 Capitolo 3. Applicazioni a modelli per dati di panel
Figura 3.7: Modello autoregressivo con intercetta variabile. Curve di livel-
lo riferite alla log-verosimiglianza proﬁlo relativa (linea continua) e alla log-
verosimiglianza proﬁlo modiﬁcata relativa (linea tratteggiata), calcolate su un
campione di q = 20 strati di dimensione T = 10, con logσ2 = 0 e ρ = 0.9.3.4 Modello autoregressivo con intercetta variabile 79
Osservazioni
In questo esempio, pi` u che nel precedente, ` e evidente come le procedure
inferenziali basate sulla verosimiglianza proﬁlo modiﬁcata risultino de-
cisamente pi` u adeguate ed accurate rispetto a quelle basate sulla verosi-
miglianza proﬁlo. In particolare, le probabilit` a di copertura stimate delle
regioni di conﬁdenza per il parametro di interesse τ = (ρ,logσ2) e degli
intervalli per ρ e logσ2 relative alla verosimiglianza proﬁlo sono, in quasi
la met` a dei casi considerati, addirittura nulle. In tutte le situazioni con-
siderate, le probabilit` a di copertura stimate relative alla verosimiglianza
proﬁlo modiﬁcata non si scostano invece di molto dai livelli di conﬁdenza
nominali pari al 90%, 95% e 99%.
Osservando le distorsioni stimate per ˆ ρ e log ˆ σ2 riportate nella Tabel-
la 3.7, si pu` o notare come esse tendano a diminuire all’aumentare di T
per q ﬁssato. Questo perch` e, all’aumentare della numerosit` a degli strati
T, aumenta anche l’informazione disponibile utile a stimare il parametro
 i, permettendo di conseguenza di ottenere stime pi` u precise anche per il
parametro di interesse τ = (ρ,logσ2).
Analizzando ora le distorsioni stimate per ˆ ρ e log ˆ σ2 per T e q ﬁssati, si
pu` o innanzitutto notare come sia presente una distorsione verso il basso
per entrambi gli stimatori. Inoltre, si osserva che le distorsioni di ˆ ρ ten-
dono ad aumentare in valore assoluto al crescere del valore assunto da ρ.
Ci` o sta a signiﬁcare che l’impiego della verosimiglianza proﬁlo permette
di ottenere stime pi` u precise per valori piccoli di ρ (in questo caso valori
negativi), mentre incontra delle difﬁcolt` a per valori di ρ elevati e positivi,
anche quando la numerosit` a degli strati ` e elevata. Per quanto riguarda in-
vece lo stimatore log ˆ σ2, le distorsioni non variano di molto al variare del
valore assunto da ρ.
Tali aspetti possono essere riscontrati anche nelle probabilit` a di coper-
tura stimate degli intervalli di conﬁdenza per ρ (cfr. Tabelle 3.11 e 3.15), le
quali, all’aumentare del valore assunto da ρ, tendono ad allontanarsi dai
livelli di conﬁdenza nominali e nelle coperture stimate degli intervalli per80 Capitolo 3. Applicazioni a modelli per dati di panel
logσ2 (cfr. Tabella 3.13), le quali invece non variano di molto al variare di
ρ.
Sempre in riferimento alle distorsioni stimate riportate nella Tabella
3.7, si osserva che le distorsioni per ˆ ρ pi` u elevate si hanno per T = 3 e
ρ = 0.5,0.9, mentre le distorsioni pi` u basse si hanno per T = 10 e ρ =
−0.5,−0.9.
Per quanto riguarda invece le distorsioni stimate per ˆ ρM e log ˆ σ2
M (cfr.
Tabella 3.8), queste assumono valori molto bassi, prossimi allo zero a
prescindere dai valori assunti da T, q e ρ.
Osservando le probabilit` a di copertura stimate delle regioni di conﬁ-
denza basate su WP riportate nella Tabella 3.9 e le probabilit` a di copertu-
ra stimate degli intervalli per ρ e logσ2 considerati singolarmente, si pu` o
notare come forse l’unico caso in cui l’impiego della verosimiglianza pro-
ﬁlo possa fornire dei risultati soddisfacenti ` e quando q = 20, T = 10 e
ρ = −0.9.
Nelle Figure 3.3, 3.4, 3.5, 3.6 e 3.7 si osserva, per un singolo campione
di 20 strati di numerosit` a 10, che le curve relative alla log-verosimiglianza
proﬁlo modiﬁcata sono, in tutti i casi considerati graﬁcamente, pi` u vicine
al vero valore del parametro di interesse τ = (ρ,logσ2). Inoltre, le curve
di livello relative alla log-verosimiglianza proﬁlo si allontanano progres-
sivamente, all’aumentare del valore assunto da ρ, da quelle relative alla
log-verosimiglianza proﬁlo modiﬁcata. In particolare, le curve per la ve-
rosimiglianza proﬁlo sono posizionate sulla sinistra rispetto alle curve per
la verosimigliglianza proﬁlo modiﬁcata. Ci` o ` e in accordo con le distor-
sioni di segno negativo per ˆ ρ stimate nella simulazione. Per i campioni
considerati, si ha quindi che la verosimiglianza proﬁlo modiﬁcata sembra
preferibile rispetto alla proﬁlo, indipendentemente dal valore assunto da
ρ, e che i risultati ottenuti tramite l’impiego della verosimiglianza proﬁlo
peggiorano all’aumentare del valore assunto da ρ per q e T ﬁssati.Conclusioni
L’obiettivo principale della tesi era quello di studiare le propriet` a della
verosimiglianza proﬁlo modiﬁcata e di veriﬁcarle empiricamente. Si ` e cer-
cato di mettere in evidenza gli aspetti che caratterizzano la verosimglian-
za proﬁlo modiﬁcata e che la distinguono dalla verosimiglianza proﬁlo,
rendendola in determinate situazioni pi` u appropriata. Si fa in particolare
riferimento a situazioni in cui vi ` e la presenza di parametri incidentali.
I risultati ottenuti nelle simulazioni confermano le propriet` a delle ve-
rosimiglianza proﬁlo modiﬁcata esposte alla ﬁne del Capitolo 2, eviden-
ziando che, in presenza di parametri incidentali, l’impiego della verosimi-
glianza proﬁlo modiﬁcata consente di ottenere risultati migliori rispetto
alle usuali procedure inferenziali.
In particolare, quello che si ` e appreso dagli esempi riportati nel Capito-
lo 3 ` e che la verosimiglianza proﬁlo modiﬁcata permette di ottenere risul-
tati soddisfacenti a prescindere dalla quantit` a di informazione disponibile.
L’impiego risulta tuttavia conveniente nei casi in cui la dimensione del pa-
rametro di disturbo ` e talmente grande, da risultare troppo elevata rispetto
all’informazione disponibile. ` E infatti in queste situazioni che l’impiego
della verosimiglianza proﬁlo tende a condurre a conclusioni inferenziali
del tutto inattendibili.
Quando invece la dimensione del parametro di disturbo ` e ridotta e l’in-
formazione disponibile per stimare i parametri di disturbo incidentali ` e
sufﬁcientemente elevata, le due procedure tendono a coincidere, per cui
pu` o risultare pi` u conveniente utilizzare la verosimiglianza proﬁlo che ` e82 Conclusioni
analiticamente pi` u semplice.
Si ` e veriﬁcato inoltre che, per entrambe le procedure, la distorsione
dello stimatore del parametro di interesse e le quantit` a di verosimiglian-
za ad esso associate tendono a migliorare all’aumentare della numero-
sit` a degli strati, poich´ e, maggiore ` e la numerosit` a degli strati, maggiore ` e
l’informazione disponibile utile a stimare i parametri di disturbo vincolati.
Le conclusioni riportate sono valide sia per il modello per dati discreti
(§ 3.3), che per il modello per dati continui (§ 3.4).
Nel secondo esempio, in cui le osservazioni sono dipendenti all’inter-
no di ciascuno strato, l’impiego della verosimiglianza proﬁlo conduce a
risultati peggiori rispetto al modello precedente. Tale peggioramento va
probabilmente attribuito alla dipendenza tra le osservazioni, a causa della
quale l’informazione complessiva disponibile risulta essere inferiore. Ina-
fatti il peggioramento si osserva, in particolare, per valori di ρ elevati, do-
ve ρ ` e il parametro che misura la dipendenza tra le osservazioni all’interno
del singolo strato.Appendice A
Calcoli per il modello AR(1) con
intercetta variabile
In questa appendice si riportano i calcoli omessi precedentemente, che so-
no stati eseguiti per ottenere le espressioni delle stime di massima vero-
simiglianza vincolate dei parametri di disturbo e i termini della modiﬁ-
cazione della verosimiglianza proﬁlo per il modello AR(1) con intercetta
variabile.
Si consideri il modello autoregressivo del primo ordine deﬁnito nel
paragrafo 3.4.1 ed in particolare la funzione di log-verosimiglianza
l( ,ρ,σ
2) = −
qT
2
logσ
2 +
q
2
log(1 − ρ
2) −
1
2σ2
q  
i=1
  T  
t=1
(yit −  i)
2 +
+ρ
2
T−1  
t=2
(yit −  i)
2 − 2ρ
T  
t=2
(yit −  i)(yit−1 −  i)
 
,
con   = ( 1,..., q).
Per ottenere le stime di massima verosimiglianza vincolate ˆ  iρ occorre de-
rivare la funzione di log-verosimiglianza rispetto al parametro  i, per i
ﬁssato. Tale derivata ` e pari a
lµi = −
1
2σ2
 
− 2
T  
t=1
(yit −  i) − 2ρ
2
T−1  
t=2
(yit −  i) +84 Calcoli per il modello AR(1) con intercetta variabile
+2ρ
T  
t=2
(yit + yit−1 − 2 i)
 
=
1
σ2
  T  
t=1
yit − T i + ρ
2
T−1  
t=2
yit − (T − 2)ρ
2 i − ρ
T  
t=2
yit +
−ρ
T  
t=2
yit−1 + 2(T − 1)ρ i
 
.
Ponendo lµi = 0 e risolvendo rispetto a  i si ottiene
ˆ  iρ =
 T
t=1 yit − ρ(
 T
t=2 yit +
 T−1
t=1 yit) + ρ2  T−1
t=2 yit
T − 2(T − 1)ρ + (T − 2)ρ2 .
La log-verosimiglianza proﬁlo per il modello considerato ` e data dalla
quantit` a lP(ρ,σ2) = l(ˆ  ρ,ρ,σ2), log-verosimiglianza calcolata nelle s.m.v.
vincolate ˆ  iρ.
Per quanto riguarda invece i termini della modiﬁcazione del-
la verosimiglianza proﬁlo, occorre calcolare le quantit` a jµiµi(τ, ˆ  iρ) e
Ii
µ;µ(τ, ˆ  iρ; ˆ τ, ˆ  i).
Per il termine jµiµi(τ, ˆ  iρ), pari alla derivata seconda lµiµi(τ, ˆ  iρ) cambiata
di segno, ` e immediato veriﬁcare che esso ` e pari a
1
σ2{T − 2(T − 1)ρ + (T − 2)ρ
2}.
Il calcolo del termine Ii
µ;µ(τ, ˆ  iρ; ˆ τ, ˆ  i) risulta invece pi` u laborioso e con-
siste nel calcolare il valore atteso Eθ0 {lµi(θ0)lµi(θ1)}, con θ0 = (ˆ τ, ˆ  i) e
θ1 = (τ, ˆ  iρ). Considerando che la derivata prima lµi pu` o essere anche
scritta come
lµi =
1
σ2
  T  
t=1
(yit −  i) + ρ
2
T−1  
t=2
(yit −  i) − ρ
T  
t=2
(yit −  i) +
−ρ
T−1  
t=1
(yit −  i)
 
,
si ha che
I
i
µ;µ(θ0,θ1) =
1
σ2
0σ2
1
Eθ0
   T  
t=1
(yit −  i0) + ρ
2
0
T−1  
t=2
(yit −  i0) +85
−ρ0
T  
t=2
(yit −  i0) − ρ0
T−1  
t=1
(yit −  i0)
   T  
t′=1
(yit′ −  i0) +
+T( 0 −  1) + ρ
2
1
T−1  
t′=2
(yit′ −  i0) + ρ
2
1(T − 2)( 0 −  1) +
−ρ1
T  
t′=2
(yit′ −  i0) − ρ1(T − 1)( 0 −  1) +
−ρ1
T−1  
t′=1
(yit′ −  i0) − ρ1(T − 1)( 0 −  1)
  
.
Dato che Eθ(Yit) =  i, V (Yit) = σ2
1−ρ2 e cov(Yit,Yit′) = Eθ{(Yit− i)(Yit′− i)}
= σ2
1−ρ2ρ|t−t′| e tenendo presente che Eθ0(Yit −  i0) = 0, si ha che
I
i
µ;µ(θ0,θ1) =
1
(1 − ρ2
0)σ2
1
  T  
t=1
T  
t′=1
ˆ ρ
|t−t′| + ρ
2
1
T  
t=1
T−1  
t′=2
ˆ ρ
|t−t′| +
−ρ1
T  
t=1
T  
t′=2
ˆ ρ
|t−t′| − ρ1
T  
t=1
T−1  
t′=1
ˆ ρ
|t−t′| + ρ
2
0
T−1  
t=2
T  
t′=1
ˆ ρ
|t−t′| +
+ρ
2
0ρ
2
1
T−1  
t=2
T−1  
t′=2
ˆ ρ
|t−t′| − ρ1ρ
2
0
T−1  
t=2
T  
t′=2
ˆ ρ
|t−t′| +
−ρ1ρ
2
0
T−1  
t=2
T−1  
t′=1
ˆ ρ
|t−t′| − ρ0
T  
t=2
T  
t′=1
ˆ ρ
|t−t′| − ρ0ρ
2
1
T  
t=2
T−1  
t′=2
ˆ ρ
|t−t′| +
+ρ1ρ0
T  
t=2
T  
t′=2
ˆ ρ
|t−t′| + ρ0ρ1
T  
t=2
T−1  
t′=1
ˆ ρ
|t−t′| − ρ0
T−1  
t=1
T  
t′=1
ˆ ρ
|t−t′| +
−ρ0ρ
2
1
T−1  
t=1
T−1  
t′=2
ˆ ρ
|t−t′| + ρ0ρ1
T−1  
t=1
T  
t′=2
ˆ ρ
|t−t′| +
+ρ0ρ1
T−1  
t=1
T−1  
t′=1
ˆ ρ
|t−t′|
 
.
Ora sostituendo a (ρ0,σ2
0) le s.m.v. (ˆ ρ, ˆ σ2) e a (ρ1,σ2
1) i valori (ρ,σ2) e racco-
gliendo opportunamente, secondo le uguaglianze riportate nel paragrafo
3.4.1, si ottiene l’espressione nella (3.12).
Nella simulazione si sono calcolate anche la log-verosimiglianza proﬁ-
lo per ρ di lP(ρ,σ2) e di lM(ρ,σ2) con l’obiettivo di individuare degli inter-
valli di conﬁdenza per ρ che non comprendano valori inammissibili per il
parametro, ovvero intervalli basati sul test r.86 Calcoli per il modello AR(1) con intercetta variabile
Partendo dall’espressione della log-verosimiglianza proﬁlo
lP(ρ,σ
2) = −
qT
2
logσ
2 +
q
2
log(1 − ρ
2) −
1
2σ2
q  
i=1
  T  
t=1
(yit − ˆ  iρ)
2 +
+ρ
2
T−1  
t=2
(yit − ˆ  iρ)
2 − 2ρ
T  
t=2
(yit − ˆ  iρ)(yit−1 − ˆ  iρ)
 
= −
qT
2
logσ
2 +
q
2
log(1 − ρ
2) −
1
2σ2A(ρ, ˆ  iρ),
con
A(ρ, ˆ  iρ) =
q  
i=1
  T  
t=1
(yit−ˆ  iρ)
2+ρ
2
T−1  
t=2
(yit−ˆ  iρ)
2−2ρ
T  
t=2
(yit−ˆ  iρ)(yit−1−ˆ  iρ)
 
,
e derivando rispetto a σ2, ora trattato come parametro di disturbo, si
ottiene
lσ2 = −
qT
2σ2 +
1
2(σ2)2A(ρ, ˆ  iρ).
Quindi, ponendo lσ2 = 0 e risolvendo rispetto a σ2, si ottiene
ˆ σ
2
ρ =
A(ρ, ˆ  iρ)
qT
.
La log-verosimiglianza proﬁlo per ρ, lP(ρ), ` e quindi pari alla log-
verosimiglianza proﬁlo per (ρ,σ2) calcolata in ˆ σ2
ρ, lP(ρ, ˆ σ2
ρ).
Per il calcolo della log-verosimiglianza proﬁlo della proﬁlo modiﬁca-
ta, i passaggi sono analoghi. Per cui, partendo dalla log-verosimiglianza
proﬁlo modiﬁcata
lM(ρ,σ
2) = lP(ρ,σ
2)+
q
2
logσ
2+
q
2
log{T −2(T −1)ρ+(T −2)ρ
2}−qlogK(ρ),
con
K(ρ) = A + (ˆ ρ + ρ)[(ˆ ρ + ρ)B − 2C − 2ˆ ρρ] + 2ˆ ρρ(B + 1 + ˆ ρ
T−1) + ˆ ρ
2ρ
2D,
e derivando rispetto a σ2, si ottiene
lMσ2 = −
qT
2σ2 +
1
2(σ2)2A(ρ, ˆ  iρ) +
q
2σ2.87
Quindi, ponendo lMσ2 = 0 e risolvendo rispetto a σ2, si ottiene
ˆ σ
2
Mρ =
A(ρ, ˆ  iρ)
q(T − 1)
.
La log-verosimiglianza proﬁlo della proﬁlo modiﬁcata ` e quindi pari a
lMP(ρ) = lM(ρ, ˆ σ2
Mρ), log-verosimiglianza proﬁlo modiﬁcata calcolata in
ˆ σ2
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