Lipschitz continuity of solutions of Poisson equations in metric measure
  spaces by Jiang, Renjin
ar
X
iv
:1
00
4.
11
01
v3
  [
ma
th.
AP
]  
15
 Se
p 2
01
1 Lipschitz continuity of solutions of Poisson equationsin metric measure spaces
Renjin Jiang
Abstract. Let (X, d) be a pathwise connected metric space equipped with an Ahlfors Q-regular
measure µ, Q ∈ [1,∞). Suppose that (X, d, µ) supports a 2-Poincare´ inequality and a Sobolev-
Poincare´ type inequality for the corresponding “Gaussian measure”. The author uses the heat
equation to study the Lipschitz regularity of solutions of the Poisson equation ∆u = f , where
f ∈ Lploc . When p > Q, the local Lipschitz continuity of u is established.
1 Introduction
Let (X, d) be a pathwise connected, proper metric measure space, where proper means: each
closed ball in X is compact. Given a domain Ω ⊆ X and u a measurable function on Ω, a non-
negative Borel function g is called an upper gradient of u on Ω, if
|u(x) − u(y)| ≤
∫
γ
g ds
for all x, y ∈ Ω and each rectifiable curve γ : [0, l] → Ω that joins x and y. Further, a metric
measure space (X, d, µ) is said to support a (weak) p-Poincare´ inequality, if there exist CP > 0 and
λ ≥ 1 such that for every ball B(x, r) ⊆ X and for each continuous function u and every upper
gradient g of u on B(x, λr),
?
B(x,r)
|u(y) − uB| dµ(y) ≤ CPr
(?
B(x,λr)
g(y)p dµ(y)
)1/p
,
where and in what follows, for each ball B ⊂ X, uB =
>
B u dµ = µ(B)−1
∫
B u dµ; see [13] for details.
By using the upper gradient, Shanmugalingam [18] introduced the first-order Sobolev spaces
on X, i.e., the Newtonian (Sobolev) space N1,p(X, µ). For convenience, we denote the local New-
tonian spaces and Newtonian spaces with zero boundary values by N1,ploc and N
1,p
0 , respectively
(see Section 2 for details). We note that it was proved in [18] that the Newtonian (Sobolev) spaces
N1,p(X, µ) coincide with the Sobolev spaces introduced by Cheeger [6] for p > 1. From [6], for
each u ∈ N1,p(X, µ), we can assign a differential Du, which is called Cheeger derivative of u fol-
lowing [15]; see Subsection 2.1 below. Notice that for Lipschitz functions u, the inner product
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2 R. Jiang
Du · Du is comparable to the square of Lip u, where
Lip u(x) = lim sup
r→0
sup
d(x,y)≤r
|u(x) − u(y)|
r
.
Having the above tools, the Lipschitz regularity of harmonic functions in X is then considered
in [15]. Let us first recall some notions. Let µ be a Q-regular measure on X for some Q ≥ 1, i.e.,
µ is Borel-regular and there exist constants Q ≥ 1 and CQ ≥ 1 such that for every x ∈ X and all
r > 0,
C−1Q r
Q ≤ µ(B(x, r)) ≤ CQrQ.
Let Ω ⊆ X be a domain. A function u ∈ N1,2loc (X) is called Cheeger-harmonic in Ω, if for all
Lipschitz functions φ with compact support in Ω,∫
Ω
Du(x) · Dφ(x) dµ(x) = 0.
The following theorem was established in [15].
Theorem 1.1. Let Q > 1 and suppose that (X, d, µ) supports a 2-Poincare´ inequality. Further-
more, assume that there exist constants C > 0 and t0 > 0 such that for each 0 < t < t0 and every
g ∈ N1,2(X), ∫
X
g(y)2 p(t, x, y) dµ(y) ≤ (2t +Ct2)
∫
X
|Dg(y)|2 p(t, x, y) dµ(y)
+
(∫
X
g(y)p(t, x, y) dµ(y)
)2
(1.1)
for almost every x ∈ X. If u is Cheeger-harmonic in Ω, where Ω ⊂ X is a domain, then u is locally
Lipschitz continuous in Ω.
Above, p(t, x, y) refers to the heat kernel associated to the Dirichlet form
∫
X D f (x)·Dg(x) dµ(x);
see Subsection 2.2 below.
It is well known that (1.1) can be deduced from the logarithmic Sobolev inequality
∫
X
f (x)2 log
 f (x)2‖ f ‖2L2(X,p(t,x0 ,x) dµ)
 p(t, x0, x) dµ(x)
≤ (4t + 2Ct2)
∫
X
|∇ f (x)|2 p(t, x0, x) dµ(x); (1.2)
see, for example, [1].
We remark that the authors in [15] gave several examples to show that: (i) in the abstract
settings, harmonic functions may not be smooth and local Lipschitz continuity may be the best
possible regularity; (ii) doubling of µ is not enough to guarantee the local Lipschitz continuity of
harmonic functions and it is natural to consider an Ahlfors Q-regular measure; (iii) even when
the Poincare´ inequality and Ahlfors Q-regularity hold, harmonic functions may still not be locally
Lipschitz continuous; hence a Sobolev-Poincare´ inequality (1.1) is needed.
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Inspired by [15], in this paper, we work on the Lipschitz regularity of solutions of the Poisson
equations in metric spaces. Let Ω ⊆ X be a domain. A Sobolev function u ∈ N1,2loc (X) is called a
solution of the equation ∆u = f in Ω, if
−
∫
Ω
Du(x) · Dφ(x) dµ(x) =
∫
Ω
f (x)φ(x) dµ(x), ∀φ ∈ N1,20 (Ω). (1.3)
Theorem 1.2. Let Q ≥ 1 and suppose that (X, d, µ) supports a 2-Poincare´ inequality and that
(1.1) holds. Let u ∈ N1,2loc (X) satisfy ∆u = f in Ω, where Ω ⊆ X is a domain and f ∈ Lp(Ω). If
p > Q, then u is locally Lipschitz continuous in Ω.
Notice that in our abstract cases, we can only define the first order derivative (Cheeger deriva-
tive), and the space X does not have any geometric structure. Thus many classical methods are
not available for Theorem 1.2. In this paper, we inherit the method investigated in [5] and used
by Koskela et al [15] to study the Lipschitz regularity of harmonic functions in metric measure
spaces. The method involves the abstract theory of Dirichlet forms and the heat equation. It is
worth pointing out that the method used in [5, 15] can not be directly adapted to our setting: we
need to modify the definition of a crucial functional J(t); see [5, 1.1.5], [15, p.167] and (3.1)
below.
The paper is organized as follows. In Section 2, we give some basic notation and notions for
Newtonian spaces, the Cheeger derivative and Dirichlet forms. Several auxiliary results are also
given. Section 3 is devoted to the proof of Theorem 1.2. In Section 4, we discuss some situations
where the Sobolev-Poincare´ inequality (1.1) can be verified.
Finally, we make some conventions. Throughout the paper, we denote by C a positive constant
which is independent of the main parameters, but which may vary from line to line. We also use
Cγ,β,··· to denote a positive constant depending on the indicated parameters γ, β, · · · .
2 Preliminaries
In this section, we give some basic notation and notions and several auxiliary results.
2.1 Cheeger derivative in metric spaces
Let us first recall the definition of Newtonian spaces on X following [18]. Notice that the
measure µ is only required to be doubling in [18] and Ahlfors Q-regular measures are always
doubling measures.
The Newtonian space N1,p(X) is defined to be the space of all p-integrable (equivalence classes
of) functions for which there exists a p-integrable upper gradient. If u ∈ N1,p(X), then we define
its pseudonorm by
‖u‖N1,p(X) := ‖u‖Lp(X) + infg ‖g‖Lp(X).
where the infimum is taken over all upper gradients of u. Further, if (X, d, µ) supports the p-
Poincare´ inequality, then it is proved in [18] that the set of all Lipschitz functions are dense in
N1,p(X). It is then natural to define the Newtonian spaces on open subsets and local Newtonian
spaces N1,ploc (X). The Sobolev spaces with zero boundary values on metric spaces were studied in
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[14]. For a domain Ω ⊂ X, following [14], we define the Newtonian space with zero boundary
values N1,p0 (X) to be the space of u ∈ N1,p(X) for which uχX\Ω vanishes p-quasi everywhere.
Recall that a property holds p-quasi everywhere, if it holds except of a set of p-capacity zero.
Cheeger [6] introduced Sobolev spaces in metric spaces by using upper gradients in a different
way, but it was proved in [18] that the Sobolev spaces in [6] coincide with the corresponding New-
tonian spaces for p > 1. The following theorem established in [6] provides us with a differential
structure on metric spaces.
Theorem 2.1. Assume that (X, d, µ) supports a weak p-Poincare´ inequality for some p > 1 and
that µ is doubling. Then there exists N > 0, depending only on the doubling constant and the con-
stants in the Poincare´ inequality, such that the following holds. There exists a countable collection
of measurable sets Uα, µ(Uα) > 0 for all α, and Lipschitz functions Xα1 , · · · , Xαk(α) : Uα → R, with
1 ≤ k(α) ≤ N such that µ(X \ ∪∞
α=1Uα) = 0, and for all α and Xα1 , · · · , Xαk(α) the following holds:for f : X → R Lipschitz, there exist Vα( f ) ⊆ Uα such that µ(Uα \ Vα( f )) = 0, and Borel functions
bα1 (x, f ), · · · , bαk(α)(x, f ) of class L∞ such that if x ∈ Vα, then
Lip ( f − a1Xα1 − · · · − ak(α)Xαk(α))(x) = 0
if and only if (a1, · · · , ak(α)) = (bα1 (x, f ), · · · , bαk(α)(x, f )). Moreover, for almost every x ∈ Uα1∩Uα2 ,
the “coordinate functions” Xα2i are linear combinations of the Xα1i ’s.
By Theorem 2.1, for each Lipschitz function u we can assign a derivative Du, which maps
Vα ⊂ X into Rk(α), where α ∈ N and Vα, k(α) are as above. Moreover, the differential operator D,
and hence the Laplacian operator ∆, depend on the charts chosen.
Cheeger further showed that the differential operator D can be extended to all functions in the
corresponding Sobolev spaces, which coincide with the Newtonian spaces N1,p(X). A useful fact
is that the Cheeger derivative satisfies the Leibniz rule, i.e.,
D(uv)(x) = u(x)Dv(x) + v(x)Du(x).
Moreover, the Euclidean norm |Du| of Du is comparable to Lip u.
We now introduce several useful inequalities. Recall that (X, µ) is an Ahlfors Q-regular space
and supports a weak 2-Poincare´ inequality. Then there exists a positive constant C, only depending
on Q,CP and CQ, such that for all u ∈ N1,20 (B(x, r))(?
B(x,r)
|u(y)|s dµ(y)
)1/s
≤ Cr
(?
B(x,r)
|Du(y)|2 dµ(y)
)1/2
, (2.1)
where s = 2QQ−2 if Q > 2, and s > 2 is arbitrary if Q ≤ 2; see [4, (k)] and also [3, 12, 16]. Notice
that a (2,2)-Poincare´ inequality is required in [4], but this is equivalent to the 2-Poincare´ inequality
under our assumptions; see [11, 12].
Lemma 2.1. Let p > Q. There exists C > 0 such that for all u ∈ N1,2loc (X) that satisfy ∆u = f in
B(x0, 2r), where f ∈ Lploc (X) and B(x0, 2r) ⊂⊂ X it holds
sup
B(x0,r)
|u| ≤ C[r−Q/2‖u‖L2(B(x0,2r)) + r2−Q/p‖ f ‖Lp(B(x0,2r))]. (2.2)
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Proof. When Q ≥ 2, by [4, p.131], there exists u˜ ∈ N1,20 (B(x0, 2r)) such that ∆u˜ = f in B(x0, 2r).
Then from [4, Theorem 4.1], we deduce that
sup
B(x0,2r)
|˜u| ≤ Cr2µ(B(x0, r))−1/p‖ f ‖Lp(B(x0,2r)). (2.3)
Now the fact that u − u˜ is Cheeger-harmonic in B(x0, 2r) and [4, Theorem 5.4] imply that
sup
B(x0,r)
|u − u˜| ≤ Cr−Q/2‖u − u˜‖L2(B(x0,2r)),
which together with (2.3) implies that (2.2) holds.
When Q ∈ [1, 2), we choose a Lipschitz function φ on X such that φ ≡ 1 on B(x0, r), supp φ ⊆
B(x0, 2r) and |Dφ| ≤ C/r. Then it is easy to see that uφ ∈ N1,20 (B(x0, 2r)). By [12, Theorem 5.1],
the Ho¨lder inequality and the Young inequality, we obtain that for every x ∈ B(x0, 2r),
|(uφ)(x)|2 ≤ Cr2
?
B(x0 ,2r)
|D(uφ)(y)|2 dµ(y)
= Cr2
?
B(x0 ,2r)
[Du(y) · D(uφ2)(y) + |u(y)Dφ(y)|2] dµ(y)
≤ Cr2
?
B(x0 ,2r)
[
f (y)u(y)φ(y)2 + u(y)
2
r2
]
dµ(y)
≤
 sup
B(x0,2r)
|uφ|
 Cr2‖ f ‖Lp(B(x0,2r))
µ(B(x0, 2r))1/p
+
C‖u‖2L2(B(x0,2r))
µ(B(x0, 2r))
≤ 1
2
sup
B(x0,2r)
|uφ|2 +
Cr4‖ f ‖2Lp(B(x0 ,2r))
µ(B(x0, 2r))2/p
+
C‖u‖2L2(B(x0,2r))
µ(B(x0, 2r)) .
Hence
sup
B(x0,r)
|u| ≤ sup
B(x0,2r)
|(uφ)| ≤ Cr
2‖ f ‖Lp(B(x0,2r))
µ(B(x0, 2r))1/p
+
C‖u‖L2(B(x0 ,2r))
µ(B(x0, 2r))1/2
,
which implies that (2.2) holds, and hence completes the proof of Lemma 2.1. 
We also need the following Caccioppoli inequality.
Lemma 2.2. Let p > Q. There exists C > 0 such that for all 0 < r < R and u ∈ N1,2loc (X) that
satisfy ∆u = f in B(x0, 2R) with f ∈ Lploc (X) and B(x0, 2R) ⊂⊂ X it holds∫
B(x0,r)
|Du(x)|2 dµ(x) ≤ CR2+Q(1− 2p )‖ f ‖2Lp(B(x0,2R)) +
C
(R − r)2 ‖u‖
2
L2(B(x0,2R)). (2.4)
Proof. Choose a Lipschitz function φ such that φ = 1 on B(x0, r), supp φ ⊂ B(x0,R) and |Dφ| ≤
C
R−r . Thus, uφ
2 ∈ N1,20 (B(x0,R)). By the Leibniz rule and (1.3), we have∫
X
Du(x) · D(uφ2)(x) dµ(x) =
∫
X
φ(x)2|Du(x)|2 + 2u(x)φ(x)Du(x) · Dφ(x) dµ(x)
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= −
∫
X
f (x)u(x)φ(x)2 dµ(x).
Applying the Ho¨lder inequality, the Young inequality and Lemma 2.1, we conclude that∫
X
φ(x)2|Du(x)|2 dµ(x)
≤
∫
X
| f (x)u(x)|φ(x)2 dµ(x) −
∫
X
2u(x)φ(x)Du(x) · Dφ(x) dµ(x)
≤
∫
B(x0,R)
| f (x)u(x)| dµ(x) + 1
2
‖φ|Du|‖2L2(X) + 8‖u|Dφ|‖2L2(X)
≤ CR2+Q(1− 2p )‖ f ‖2Lp(B(x0,2R)) +CR
Q( 12− 1p )‖ f ‖Lp(B(x0 ,R))‖u‖L2(B(x0 ,2R))
+
1
2
‖φ|Du|‖2L2(X) +
C
(R − r)2 ‖u‖
2
L2(B(x0,R))
≤ CR2+Q(1− 2p )‖ f ‖2Lp(B(x0,2R)) +
1
2
‖φ|Du|‖2L2(X) +
C
(R − r)2 ‖u‖
2
L2(B(x0,2R)),
which completes the proof of Lemma 2.2. 
2.2 Dirichlet forms and heat kernels
Having the Sobolev spaces N1,p(X) and the differential operator D, we now turn to the Dirichlet
forms on (X, d, µ). Define the bilinear form E by
E ( f , g) =
∫
X
D f (x) · Dg(x) dµ(x)
with the domain D(E ) = N1,2(X). Then E is symmetric and closed. Corresponding to such a form
there exists an infinitesimal generator A which acts on a dense subspace D(A) of N1,2(X) so that
for all f ∈ D(A) and each g ∈ N1,2(X),∫
X
g(x)A f (x) dµ(x) = −E (g, f ).
Now let us recall several auxiliary results established in [15].
Lemma 2.3. If u, v ∈ N1,2(X), and φ ∈ N1,2(X) is a bounded Lipschitz function, then
E (φ, uv) = E (φu, v) + E (φv, u) − 2
∫
X
φDu(x) · Dv(x) dµ(x).
Moreover, if u, v ∈ D(A), then we can unambiguously define the L1-function A(uv) by setting
A(uv) = uAv + vAu + 2Du · Dv.
Also, associated with the Dirichlet form E , there is a semigroup {Tt}t>0, acting on L2(X), with
the following properties (see [8, Chapter 1]):
1. Tt ◦ Ts = Tt+s, ∀ t, s > 0,
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2.
∫
X |Tt f (x)|2 dµ(x) ≤
∫
X f (x)2 dµ(x), ∀ f ∈ L2(X, µ) and ∀ t > 0,
3. Tt f → f in L2(X, µ) when t → 0,
4. if f ∈ L2(X, µ) satisfies 0 ≤ f ≤ C, then 0 ≤ Tt f ≤ C for all t > 0,
5. if f ∈ D(A), then 1t (Tt f − f ) → A f in L2(X, µ) as t → 0, and
6. ATt f = ∂∂t Tt f , ∀t > 0 and ∀ f ∈ L2(X, µ).
A measurable function p : R × X × X → [0,∞] is said to be a heat kernel on X if
Tt f (x) =
∫
X
f (y)p(t, x, y) dµ(y)
for every f ∈ L2(X, µ) and all t ≥ 0, and p(t, x, y) = 0 for every t < 0. Let the measure on X
be doubling and support a 2-Poincare´ inequality. Sturm ([20]) proved the existence of the heat
kernel, and a Gaussian estimate for the heat kernel which in our settings reads as: there exist
positive constants C, C1, C2 such that
C−1t−
Q
2 e
− d(x,y)2C2 t ≤ p(t, x, y) ≤ Ct−Q2 e−
d(x,y)2
C1 t . (2.5)
Moreover, the heat kernel is proved in [19] to be a probability measure, i.e., for each x ∈ X and
t > 0,
Tt1(x) =
∫
X
p(t, x, y) dµ(y) = 1. (2.6)
The following Lemma 2.4, Lemma 2.5 and Proposition 2.1 were established in [15] for Q > 1.
However, their proofs show that they also hold for all Q ≥ 1. We omit the details here.
Lemma 2.4. Let T > 0. Then for µ-almost every x ∈ X, Dy p(·, x, ·) ∈ L2([0, T ] × X) and there
exists a positive constant CT,x, depending on T and x, such that∫ T
0
∫
X
|Dy p(t, x, y)|2 dµ(y) dt ≤ CT,x.
Lemma 2.5. There exists C > 0 such that for all 0 < T < r3 < 1 and every x ∈ X it holds
∫ T
0
∫
B(x,2r)\B(x,2r)
|Dy p(t, x, y)|2 dµ(y) dt ≤ e−CT−1/3 .
The following result shows that the heat kernel plays the role of a fundamental solution. Let us
recall the definition of test functions in this subject. The test functions are continuous functions φ :
[0, T ] × X → R such that for every fixed t > 0, φ(t, ·) = φt(·) ∈ N1,2(X), Dyφ(t, y) ∈ L2([0, T ] × X),
and for µ-almost every x ∈ X, φ(·, x) is absolutely continuous on [0, T ]. Moreover, we assume that
there is a constant δ0 = δ0(x) > 0 such that the following Ho¨lder continuity property holds for φ
and the “center point” x of the heat kernel p(·, x, ·): there exist C and α > 0 such that for every
δ < δ0 and for all (t, y) ∈ [0, δ] × B(x, δ),
|φ(t, y) − φ(0, x)| ≤ Cδα. (2.7)
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Proposition 2.1. There exists a constant K such that for every test function φt(y) and every x ∈ X
it holds ∫ T
0
∫
X
φt(y)Ay p(t, x, y) dµ(y) dt := −
∫ T
0
∫
X
Dφt(y) · Dy p(t, x, y) dµ(y) dt
=
∫ T
0
∫
X
φt(y) ∂
∂t
p(t, x, y) dµ(y) dt + Kφ0(x).
3 Proof of Theorem 1.2
Proof. Our proof is developed from the proof of [15, Theorem 1]; see also [5]. The proof is quite
long, so that we first describe the strategy. Let u be a solution of (1.3) on a domain Ω ⊆ X and
let r ∈ (0, 1) and B = B(y0, 6r) ⊂⊂ Ω. Following [15], we want to bound |Du(x0)| for every
x0 ∈ B(y0, r) \ A, where A is a set of measure zero depending on u and the heat kernel.
Let φ be a Lipschitz function on X such that φ ≡ 1 on B(x0, r), supp φ ⊆ B(x0, 2r) and |Dφ| ≤
C/r. Now fix T < r3 and for every t ∈ (0, T ), set
w(t, x) := u(x)φ(x) − Tt(uφ)(x0).
Then Dw(t, x0) = D(uφ)(x0) = Du(x0).
Let ǫ ∈ (0, 1) be determined in the future. Now, for t ∈ (0, T ], let
J(t) := 1 + t
ǫ
t
∫ t
0
∫
X
|Dw(s, x)|2 p(s, x0, x) dµ(x) ds
+
1 + tǫ
t
∫ t
0
∫
X
w(s, x)φ(x)Au(x)p(s, x0, x) dµ(x) ds. (3.1)
From the following proofs, we will see that ǫ needs to be chosen depending on p, Q, and that the
term of ǫ plays a crucial role in proving the theorem.
We will prove the following results.
Proposition 3.1. There exists a positive constant CT,r, depending on T, r, such that
J(T ) ≤ CT,r(‖u‖L2(B(x0 ,4r)) + ‖ f ‖Lp(B(x0,4r)))2.
Proposition 3.2. There exists a positive constant CT,r, depending on T, r, such that∫ T
0
d
dt J(t) dt ≥ −CT,r(‖u‖L2(B(x0 ,4r)) + ‖ f ‖Lp(B(x0,4r)))
2.
Proposition 3.3. For almost every x0 ∈ B(y0, r) it holds limt→0+ J(t) = |Du(x0)|.
Combining Propositions 3.1, 3.2 and 3.3, we finally obtain
|D(u)(x0)|2 = J(T ) −
∫ T
0
d
dt J(t) dt
≤ CT,r(‖u‖L2(B(x0,4r)) + ‖ f ‖Lp(B(x0,4r)))2,
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for almost every x0 ∈ B(y0, r).
Now for all x, y ∈ B(y0, r) ⊆ Ω with B(y0, 6r) ⊂⊂ Ω, let B1 = B(x, d(x, y)) and B−1 =
B(y, d(x, y)). For j ≥ 1, set B j = 2−1Bi−1 and B− j = 2−1B− j+1 inductively. Further, if x, y are
Lebesgue points of u, then
|u(x) − u(y)| ≤
∞∑
j=−∞
|uB j − uB j+1 |,
where for each j, the Poincare´ inequality yields
|uB j − uB j+1 | ≤ Cdiam(2B j)
?
2B j
|Du(x)|2 dµ(x)
1/2
≤ CT,rdiam(2B j)(‖u‖L2(B(y0,6r)) + ‖ f ‖Lp(B(y0,6r))).
Hence, we obtain
|u(x) − u(y)| ≤ CT,r(‖u‖L2(B(y0,6r)) + ‖ f ‖Lp(B(y0,6r)))d(x, y),
for almost all x, y ∈ B(y0, r). Then u can be extended to a locally Lipschitz continuous function on
Ω, which completes the proof of Theorem 1.2. 
Let us prove the Propositions.
Proof of Proposition 3.1. Since w(t, x) = u(x)φ(x) − Tt(uφ)(x0), we have
|D(uφ)|2 = |Dw|2 = 1
2
Aw2 − w(uAφ + φAu + 2Du · Dφ)
in the weak sense of measures. Also, in what follows we extend A formally to all of N1,2(X) by
defining ∫
X
v(x)Au(x) dµ(x) = −
∫
X
Dv(x) · Du(x) dµ(x) =
∫
X
Av(x)u(x) dµ(x). (3.2)
Moreover, we set m(t) = Tt(uφ)(x0). Then ∂∂t w2 = 2w ∂∂t w = −2wm′(t), which further implies
that
|Dw|2 = 1
2
(
A +
∂
∂t
)
w2 − w(uAφ + φAu + 2Du · Dφ − m′(t))
in the weak sense of measures. Thus, we obtain∫ t
0
∫
X
[|Dw(s, x)|2 + w(s, x)φ(x)Au(x)]p(s, x0, x) dµ(x) ds
=
1
2
∫ t
0
∫
X
(
A +
∂
∂s
)
w2(s, x)p(s, x0, x) dµ(x) ds
−
∫ t
0
∫
X
w(s, x)[u(x)Aφ(x) + 2Du(x) · Dφ(x) − m′(s)]p(s, x0, x) dµ(x) ds. (3.3)
Recall that for each s > 0 and x0 ∈ X, Ts(1)(x0) =
∫
X p(s, x0, x) dµ(x) = 1. We then have∫ t
0
∫
X
w(s, x)m′(s)p(s, x0, x) dµ(x) ds =
∫ t
0
m′(s)Ts(uφ)(x0)(1 − Ts(1)(x0)) ds = 0.
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Now applying integration by parts and using (3.2), we obtain∫ t
0
∫
X
(
A +
∂
∂s
)
w2(s, x)p(s, x0, x) dµ(x) ds
=
∫ t
0
∫
X
w2(s, x)
(
A − ∂
∂s
)
p(s, x0, x) dµ(x)
+
∫
X
w2(t, x)p(t, x0, x) dµ(x) −
∫
X
w2(0, x)p(0, x0, x) dµ(x).
At this point, we want to use Proposition 2.1 with φ(t, x) = w2(t, x). By Lemma 2.1 and u ∈
N1,2loc (X), we have Dx(w2(t, x)) = 2w(t, x)D(uφ)(x) ∈ L2([0, T ] × X). The property (6) of our
semigroup guarantees the continuity of w2(t, x) on [0, T ]. Since w2(t, x) may equal to a constant
outside B(x0, 2r), it may not be in L2(X), but we always have D(w2(t, ·)) ∈ L2(X) which is enough
for us to use Proposition 2.1. The only thing left is to verify the Ho¨lder continuity of w2(t, x).
For p > Q ≥ 2, by [4, Theorem 5.13], we see that u is locally Ho¨lder continuous; while for
1 ≤ Q < 2, since uφ ∈ N1,2(X), by [18, Theorem 5.1], uφ is Ho¨lder continuous with exponent
1 − Q2 . More precisely, for almost all x, y ∈ B, we have
|u(x) − u(y)| ≤ Cr[‖u‖L2(B(x0,4r)) + ‖g‖Lp(B(x0 ,4r))]d(x, y)δ .
Notice here that, when Q < 2, δ = 1 − Q2 . In what follows, for simplicity, we define
C(u, f ) := ‖u‖L2(B(x0 ,4r)) + ‖ f ‖Lp(B(x0,4r)).
In the following proof, we will repeatedly use the fact that for fixed β, γ ∈ (0,∞), tβe−tγ and
t−βe−t
−γ
are bounded on (0,∞). Let us now show that (2.7) holds for w. By the local Ho¨lder
continuity of uφ and (2.5), we have
|w(t, x)| = |u(x)φ(x) − Tt(uφ)(x0)|
= |u(x)φ(x) − u(x0)φ(x0) + u(x0)φ(x0) − Tt(uφ)(x0)|
≤ CC(u, f )d(x, x0)δ +
∫
X
|u(x0)φ(x0) − u(x)φ(x)|p(t, x0, x) dµ(x)
≤ CC(u, f )
{
d(x, x0)δ +
∫
X
d(x, x0)δt−
Q
2 e
− d(x,x0)
2
2C1 t e
− d(x,x0)
2
2C1 t dµ(x)
}
≤ CC(u, f )
{
d(x, x0)δ + tδ/2
∫
X
p(lt, x0, x) dµ(x)
}
≤ CC(u, f )(d(x, x0)δ + tδ/2), (3.4)
where l = 2C1C2 . Now let γ ∈ (0, T ] and (t, x) ∈ [0, γ] × B(x0, γ). Then by (3.4) and the fact that
w(0, x0) = 0, we see that
|w(t, x) − w(0, x0)| ≤ CC(u, f )(d(x, x0)δ + tδ/2) ≤ CC(u, f )γδ/2.
Thus, this allows us to use Proposition 2.1 to obtain∫ t
0
∫
X
(
A +
∂
∂s
)
w2(s, x)p(s, x0, x) dµ(x) ds
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= Kw2(0, x0) +
∫
X
w2(t, x)p(t, x0, x) dµ(x) −
∫
X
w2(0, x)p(0, x0, x) dµ(x).
Using (2.6) gives∫
X
w2(0, x)p(0, x0, x) dµ(x) = lim
s→0+
∫
X
w2(s, x)p(s, x0, x) dµ(x)
= lim
s→0+
[Ts((uφ)2)(x0) − (Ts(uφ)(x0))2] = 0,
which together with the fact w(0, x0) = 0 yields∫ t
0
∫
X
(
A +
∂
∂s
)
w2(s, x)p(s, x0, x) dµ(x) ds =
∫
X
w2(t, x)p(t, x0, x) dµ(x). (3.5)
We now estimate the second term in (3.3). Recall that φ = 1 on B(x0, r) and supp φ ⊆ B(x0, 2r).
By Lemma 2.1, Lemma 2.2, Lemma 2.5 and the Ho¨lder inequality, we obtain∣∣∣∣∣∣
∫ t
0
∫
X
w(s, x)u(x)Aφ(x)p(s, x0, x) dµ(x) ds
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫ t
0
∫
X
D (w(s, x)u(x)p(s, x0, x)) · Dφ(x) dµ(x) ds
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∫ t
0
∫
X
w(s, x)u(x)Dp(s, x0, x) · Dφ(x) dµ(x) ds
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ t
0
∫
X
w(s, x)p(s, x0, x)Du(x) · Dφ(x) dµ(x) ds
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ t
0
∫
X
u(x)p(s, x0, x)Dw(s, x) · Dφ(x) dµ(x) ds
∣∣∣∣∣∣
≤ Cr‖u‖2L∞(B(x0 ,2r))
(∫ t
0
∫
B(x0,2r)\B(x0,r)
|Dp(s, x0, x)|2 dµ(x) ds
)1/2
+Cre−Ct
− 13 ‖u‖L∞(B(x0,2r))
(∫
B(x0,2r)\B(x0,r)
|Du(x)|2 dµ(x)
)1/2
≤ Cre−Ct
− 13 C(u, f )2. (3.6)
Similarly we have∣∣∣∣∣∣
∫ t
0
∫
X
w(s, x)p(s, x0, x)Du(x) · Dφ(x) dµ(x) ds
∣∣∣∣∣∣ ≤ CrC(u, f )2e−Ct−
1
3
. (3.7)
Combining the estimates (3.5)-(3.7), by (3.3), we obtain that t ∈ (0, T ],
J(t) ≤ 1 + t
ǫ
2t
∣∣∣∣∣∣
∫ t
0
∫
X
(
A +
∂
∂s
)
w2(s, x)p(s, x0, x) dµ(x) ds
∣∣∣∣∣∣
+
1 + tǫ
t
∣∣∣∣∣∣
∫ t
0
∫
X
w(s, x)[u(x)Aφ(x) + 2Du(x) · Dφ(x)p(s, x0, x) dµ(x) ds
∣∣∣∣∣∣
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≤ 1 + t
ǫ
2t
∫
X
w2(t, x)p(t, x0, x) dµ(x) +Cre−Ct
− 13 C(u, f )2. (3.8)
By letting t = T and using Lemma 2.1, we obtain
J(T ) ≤ CT ‖uφ‖2L∞(X) +CT,rC(u, f )2 ≤ CT,rC(u, f )2,
which is the desired estimate, and hence completes the proof of Proposition 3.1. 
Proof of Proposition 3.2. Let us now estimate the derivative J′(t) = ddt J(t). By Lemma 2.4, for
almost every x0 ∈ X, Dy p(s, x0, ·) ∈ L2(X). From this together with the fact that for each fixed s,
w(s, ·), φ, p(s, x0, ·) are bounded functions, we see that wφp ∈ N1,20 (B(x0, 2r)). Thus by (3.2), we
obtain ∫ t
0
∫
X
w(s, x)φ(x)Au(x)p(s, x0, x) dµ(x)
= −
∫ t
0
∫
X
D(w(s, ·)φp(s, x0, ·))(x) · Du(x) dµ(x)
=
∫ t
0
∫
X
w(s, x)φ(x) f (x)p(s, x0, x) dµ(x). (3.9)
This and (3.8) further imply that
d
dt J(t) =
(
− 1
t2
− 1 − ǫ
t2−ǫ
)
t
1 + tǫ
J(t) + 1 + t
ǫ
t
∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x)
+
1 + tǫ
t
∫
X
w(t, x)φ(x) f (x)p(t, x0, x) dµ(x)
≥ 1 + (1 − ǫ)t
ǫ
t
(∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x) − 12t
∫
X
w2(t, x)p(t, x0, x) dµ(x)
)
−Cre−Ct
− 13 C(u, f )2 + ǫt
ǫ
t
∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x)
+
1 + tǫ
t
∫
X
w(t, x)φ(x) f (x)p(t, x0, x) dµ(x). (3.10)
The main difficulty left is to estimate the last term in (3.10). To this end, we now decompose
our proof into two different cases: (i) Q ≥ 2 and (ii) Q ∈ [1, 2). From the following proof, we will
see that the term tǫ in (3.1) plays a key role in matching the two terms
∫
X |Dw(t, x)|2 p(t, x0, x) dµ(x)
and 12t
∫
X w
2(t, x)p(t, x0, x) dµ(x), which allows us to use (1.1).
Case (i) Q ≥ 2. Recall that ǫ ∈ (0, 1). Applying the Young inequality to the last term in (3.10)
and choosing suitable constants, we obtain
d
dt J(t) ≥
1 + (1 − ǫ)tǫ
t
(∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x) − 12t
∫
X
w2(t, x)p(t, x0, x) dµ(x)
)
−Cre−Ct
− 13 C(u, f ) + ǫt
ǫ
t
∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x)
− ǫt
ǫ
2t2
∫
X
w2(t, x)p(t, x0, x) dµ(x) −
CT,ǫ
tǫ
∫
X
(φ(x) f (x))2 p(t, x0, x) dµ(x)
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≥ 1 + t
ǫ
t
(∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x) − 12t
∫
X
w2(t, x)p(t, x0, x) dµ(x)
)
−Cre−Ct
− 13 C(u, f ) − CT,ǫ
tǫ
∫
X
(φ(x) f (x))2 p(t, x0, x) dµ(x).
For each fixed t ∈ (0, T ), either∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x) ≥ 12t
∫
X
w2(t, x)p(t, x0, x) dµ(x)
or ∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x) < 12t
∫
X
w2(t, x)p(t, x0, x) dµ(x).
In the first case, we have
d
dt J(t) ≥ −Cre
−Ct− 13 C(u, f ) − CT,ǫ
tǫ
∫
X
(φ(x) f (x))2 p(t, x0, x) dµ(x). (3.11)
Let us consider the second case. By (2.7), (3.4) and the fact that d(x,x0)δ
tδ/2
e
− |x−x0 |
2
2C1 t is bounded, we
obtain ∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x) < 12t
∫
X
w2(t, x)p(t, x0, x) dµ(x)
≤ CC(u, f )2 1
2t
∫
X
(d(x, x0)δ + tδ/2)2t−Q/2e−
|x−x0 |2
C1 t dµ(x)
≤ CC(u, f )2tδ−1
∫
X
p(lt, x0, x) dµ(x) ≤ CC(u, f )2tδ−1,
where l = C12C2 . The fact w = uφ − Tt(uφ)(x0) implies∫
X
w2(t, x)p(t, x0, x) dµ(x) =
∫
X
(u(x)φ(x))2 p(t, x0, x) dµ(x)
−
(∫
X
u(x)φ(x)p(t, x0, x) dµ(x)
)2
.
Then, by (1.1) with g replaced by uφ, we obtain
d
dt J(t) ≥ −C(1 + t
ǫ)
∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x)
−Cre−Ct
− 13 C(u, f ) − CT
tǫ
∫
X
(φ(x) f (x))2 p(t, x0, x) dµ(x)
≥ −CT,rC(u, f )2tδ−1 − CT,ǫtǫ
∫
X
(φ(x) f (x))2 p(t, x0, x) dµ(x). (3.12)
Thus, from (3.11) and (3.12), we see that (3.12) holds in both cases.
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Since p > Q ≥ 2, we may choose ǫ ∈ (0, 1) such that Q/p + ǫ < 1. This together with the
Ho¨lder inequality implies that∫ T
0
d
dt J(t) dt
≥ −CT,rC(u, f )2
∫ T
0
tδ−1 dt −
∫ T
0
CT
tǫ
∫
X
(φ(x) f (x))2 p(t, x0, x) dµ(x) dt
≥ −CT,rC(u, f )2
1 +
∫ T
0
t−ǫ
(∫
X
p(t, x0, x)
p
p−2 dµ(x)
)1− 2p
dt

≥ −CT,rC(u, f )2
∫ T
0
t−ǫ−
Q
p
(∫
X
p(t, x0, x) dµ(x)
)1− 2p
dt
≥ −CT,rC(u, f )2,
which completes the proof of the case Q ∈ [2,∞).
Case (ii) Q ∈ [1, 2). Let us first estimate the last term in (3.10). Let α ∈ (0, 12 ) be fixed in
what follows. Choose ψt(x) to be a Lipschitz function on X such that ψt(x) ≡ 1 on B(x0, tα),
suppψt ⊆ B(x0, 2tα) and |Dφ| ≤ Ct−α. Write
1 + tǫ
t
∣∣∣∣∣
∫
X
w(t, x)φ(x) f (x)p(t, x0, x) dµ(x)
∣∣∣∣∣
≤ CT
t
∫
B(x0,tα)
|ψt(x)w(t, x)φ(x) f (x)p(t, x0, x)| dµ(x)
+
CT
t
∫
(B(x0,tα))∁
|w(t, x)φ(x) f (x)p(t, x0, x)| dµ(x)
=: H1 + H2.
Since α ∈ (0, 12 ), t−1−
Q
2 e
− t2α−12C1 is bounded on (0,∞). This, together with the Ho¨lder inequality
and (2.5) yields
H2 ≤
CT
t
‖u‖L∞(B(x0,2r))
∫
(B(x0,tα))∁
|φ(x) f (x)|t−Q2 e−
d(x,x0)2
C1 t dµ(x)
≤ CT,re−ct
2α−1C(u, f )2.
Let us estimate the term H1. Let 1 < s < min{2, p} and let s′ be the conjugate of s, i.e.,
1
s
+ 1
s′ = 1. By the Ho¨lder inequality, we have
H1 ≤
CT
t
‖ fφ‖Ls(B(x0,tα))‖ψtw(t, ·)p(t, x0, ·)‖Ls′ (B(x0 ,tα))
≤ CT
t
‖ f ‖Lp(B(x0 ,tα))µ(B(x0, tα)))
1
s
− 1p ‖ψtw(t, ·)p(t, x0, ·)‖Ls′ (B(x0 ,tα)). (3.13)
Notice that for each t, ψtw(t, ·)p(t, x0, ·) ∈ N1,20 (B(x0, 2tα)). Then by the Sobolev-Poincare´ inequal-
ity (2.1), we obtain
‖ψtw(t, ·)p(t, x0, ·)‖Ls′ (B(x0 ,2tα))
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≤ 2tαµ(B(x0, 2tα)))
1
s′ − 12 ‖D(ψtw(t, ·)p(t, x0, ·))‖L2(B(x0 ,2tα)). (3.14)
Let us estimate ‖D(ψtw(t, ·)p(t, x0, ·))‖L2(B(x0,2tα)). Applying the Leibniz rule, the Gaussian bounds
of heat kernel (2.5), (2.6) and (3.4), we obtain
‖D(ψtw(t, ·)p(t, x0, ·))‖L2(B(x0,2tα))
≤ C‖t−αw(t, ·)p(t, x0, ·)‖L2(B(x0,2tα)) + ‖|Dw(t, ·)|p(t, x0, ·)‖L2(B(x0 ,2tα))
+Cr‖u‖L∞(B(x0 ,2r))‖tα(1−
Q
2 )Dy p(t, x0, ·)‖L2(B(x0 ,2tα))
≤ Ct−α−Q4
(∫
B(x0,2tα)
w2(t, x)p(t, x0, x) dµ(x)
)1/2
+Ct−
Q
4
(∫
B(x0,2tα)
|Dw(t, x)|2 p(t, x0, x) dµ(x)
)1/2
+CrC(u, f )tα(1−
Q
2 )‖Dy p(t, x0, ·)‖L2(B(x0 ,2tα)). (3.15)
Combining the estimates (3.13)-(3.15), by using the Young inequality, we obtain
H1 ≤ CT,rtα−1+αQ(
1
2− 1p )‖ f ‖Lp(B(x0,tα))
{
t−α−
Q
4
(∫
B(x0 ,2tα)
w2(t, x)p(t, x0, x) dµ(x)
)1/2
+t−
Q
4
(∫
B(x0,2tα)
|Dw(t, x)|2 p(t, x0, x) dµ(x)
)1/2
+C(u, f )tα(1−Q2 )‖Dy p(t, x0, ·)‖L2(B(x0,2tα))
}
≤ CT t2αQ(
1
2− 1p )−Q2 −ǫ‖ f ‖2Lp(B(x0 ,2r)) +
ǫtǫ
4t2
∫
B(x0,2tα)
|w2(t, x)|p(t, x0, x) dµ(x)
+CT t2α−1+2αQ(
1
2− 1p )−Q2 −ǫ‖ f ‖2Lp(B(x0 ,2r)) +
ǫtǫ
2t
∫
B(x0,2tα)
|Dw(t, x)|2 p(t, x0, x) dµ(x)
+CT,rt2α−2+2αQ(
1
2− 1p )+2α(1−Q2 )‖ f ‖2Lp(B(x0,2r)) +C(u, f )2‖Dy p(t, x0, ·)‖2L2(B(x0,2tα))
=: CT tg1(α,Q,p)−ǫ‖ f ‖2Lp(B(x0,2r)) +
ǫtǫ
4t2
∫
B(x0,2tα)
|w2(t, x)|p(t, x0, x) dµ(x)
+CT tg2(α,Q,p)−ǫ‖ f ‖2Lp(B(x0 ,2r)) +
ǫtǫ
2t
∫
B(x0,2tα)
|Dw(t, x)|2 p(t, x0, x) dµ(x)
+CT,rtg3(α,Q,p)‖ f ‖2Lp(B(x0,2r)) +C(u, f )2‖Dy p(t, x0, ·)‖2L2(B(x0 ,2tα)).
Since p > Q, we have
min
1≤i≤3
{gi (1/2, Q, p)} > −1.
Since each gi is a continuous function of α, there exists α ∈ (13 , 12 ) such that
min
1≤i≤3
{gi (α, Q, p)} > −1.
Fix such an α and choose
ǫ ∈
(
0, 1
2
+
1
2
min
1≤i≤3
{gi (α, Q, p)}
)
.
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Then the above estimate reduces to
H1 ≤ CT,rtǫ−1C(u, f )2 + ǫt
ǫ
4t2
∫
B(x0,2tα)
|w2(t, x)|p(t, x0, x) dµ(x)
+
ǫtǫ
2t
∫
B(x0,2tα)
|Dw(t, x)|2 p(t, x0, x) dµ(x) +C(u, f )2‖Dy p(t, x0, ·)‖2L2(B(x0,2tα)).
Notice that for fixed β, γ ∈ (0,∞), t−βe−t−γ is bounded on (0,∞). Applying this and the estimates
of H1 and H2 to (3.10) yields
d
dt J(t)
≥ 1 + (1 −
ǫ
2 )tǫ
t
(∫
X
|Dw(t, x)|2 p(t, x0, x) dµ(x) − 12t
∫
X
w2(t, x)p(t, x0, x) dµ(x)
)
−CT,rC(u, f )2
[
tǫ−1 − ‖Dy p(t, x0, ·)‖2L2(B(x0 ,2tα))
]
.
The estimates (3.11)-(3.12) simplify the above estimate as
d
dt J(t) ≥ −CT,rC(u, f )
2[t 12 (1−Q2 )−1 + tǫ−1] −C(u, f )2‖Dy p(t, x0, ·)‖2L2(B(x0,2tα)).
Integrating over t on [0, T ] we conclude that∫ T
0
J′(t) dt ≥
∫ T
0
−CT,rC(u, f )2[t 12 (1−
Q
2 )−1 + tǫ−1] dt
−C(u, f )2
∫ T
0
∫
B(x,2tα)
|Dy p(t, x0, y)|2 dµ(x) dt
≥ −CT,rC(u, f )2 −C(u, f )2
∫ T
0
∫
B(x,2tα)
|Dy p(t, x0, y)|2 dµ(x) dt.
Let us estimate the last term. To this end, let us recall the following inequality established in
[15, (13)]. For every x ∈ X,∫ T1
T0
∫
B(x,R1)
|Dy p(t, x, y)|2 dµ(y) dt
≤ C
[
1
(R2 − R1)2
+
1
(T2 − T1)2
] ∫ T2
T0
∫
B(x,R2)
p(t, x, y)2 dµ(y) dt,
whenever 0 < R1 < R2 and 0 ≤ T0 < T1 < T2, where C is a positive constant independent of
R1,R2, T0, T1, T2 and x. Since α ∈ (13 , 12 ), we have that tα ≤ T 1/3 ≤ r and B(x0, 2tα) ⊂ B(x0, 2r).
By these facts and Q ∈ [1, 2), we obtain∫ T
0
∫
B(x,2tα)
|Dy p(t, x0, y)|2 dµ(x) dt ≤
∫ T
0
∫
B(x,2r)
|Dy p(t, x0, y)|2 dµ(x) dt
≤ C
[
1
r2
+
1
T 2
] ∫ 2T
0
∫
B(x,3r)
p(t, x, y)2 dµ(y) dt
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≤ CT,r
∫ 2T
0
∫
B(x,3r)
t−
Q
2 p(t, x, y)dµ(y) dt ≤ CT,r.
Thus in both cases, we obtain∫ T
0
d
dt J(t) dt ≥ −CT,r(‖u‖L2(B(x0 ,4r)) + ‖ f ‖Lp(B(x0,4r)))
2,
which completes the proof of Proposition 3.2. 
Proof of Proposition 3.3. By (3.9), (2.5) and (3.4), we see that∣∣∣∣∣∣
∫ t
0
∫
X
w(s, x)p(s, x0, x)φ(x)Au(x) dµ(x) ds
∣∣∣∣∣∣
≤ CC(u, f )
∫ t
0
∫
X
(d(x, x0)δ + sδ/2)s−
Q
2 e
− d(x,x0 )
2
C1 s |φ(x) f (x)| dµ(x) ds
≤ CC(u, f )
∫ t
0
sδ/2Tls(|φ f |)(x0) ds,
where l = C12C2 . By the fact that Tt − I → 0 in the strong operator topology as t → 0, we obtain
lim
t→0+
∣∣∣∣∣∣1 + t
ǫ
t
∫ t
0
∫
X
w(s, x)p(s, x0, x)φ(x)Au(x) dµ(x) ds
∣∣∣∣∣∣
≤ CT lim
t→0+
1
t
∫ t
0
sδ/2Tls(|φ f |)(x0) ds = CT lim
s→0+
sδ/2Tls(|φ f |)(x0) = 0, (3.16)
for almost every x0 ∈ Ω.
By (3.16), we further obtain
lim
t→0+
J(t) = lim
t→0+
1 + tǫ
t
∫ t
0
∫
X
|Dw(s, x)|2 p(s, x0, x) dµ(x) ds
= lim
s→0+
Ts(|D(uφ)|2)(x0) = |D(u)(x0)|2
for almost every x0 ∈ Ω, proving the Proposition. 
4 Some applications
In this section, we discuss some sufficient conditions for (1.1). As pointed out in the introduc-
tion, the logarithmic inequality (1.2) guarantees (1.1); see [2, 9, 10] for more about the logarithmic
inequality. Moreover, there is a result about curvature that guarantees (1.1). Let us first recall some
notions; see, for instance, [1, 2, 15].
For all u, v, uv ∈ D(A), define the “square of the length of the gradient” pointwise by
Γ(u, v)(x) = 1
2
[A(uv)(x) − u(x)Av(x) − v(x)Au(x)].
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Further, assume that there exists a dense subspace S ⊂ N1,2(X) such that for all u, v ∈ S , we can
define
Γ2(u, v)(x) = 12[A(Γ(u, v))(x) − Γ(u, Av)(x) − Γ(v, Au)(x)].
The diffusion semigroup is said to have curvature greater or equal to some κ ∈ R, if for all
u ∈ S and x ∈ X,
Γ2(u, u) ≥ κΓ(u, u). (4.1)
The following result is part of [1, Proposition 2.1].
Proposition 4.1. Assume that the subspace S is as above, and that the diffusion semigroup has
curvature greater or equal to some κ ∈ R. Then, for every u ∈ N1,2(X), each t > 0 and for almost
every x0 ∈ X, it holds∫
X
(u(x) − Ttu(x))2 p(t, x0, x) dµ(x) ≤ 1 − e
−2κt
κ
∫
X
|Du(x)|2 p(t, x0, x) dµ(x), (4.2)
when κ = 0, 1−e−2κt
κ
is replaced by 2t. Moreover, if inequality (4.2) holds true for every u ∈ N1,2(X)
and almost every x0 ∈ X, then (4.1) holds true for all functions in some dense subclass S ⊂
N1,2(X) as well.
Since (4.2) implies (1.1), by Proposition 4.1, we see that (1.1) holds when the curvature of the
diffusion semigroup is bounded from below. It is well known that Riemannian manifolds with
Ricci curvature bounded from below satisfies (4.1), where the generator A is the Laplace-Beltrami
operator; see, for example, [1, 7].
Another example given in [15] is the Euclidean spaces with smooth Ahlfors regular weights.
Let w ∈ C2(Rn) be an Ahlfors regular weight. It was shown that if 1
w2
(|∇w|2 − w△w) ≥ κ, then
for all u ∈ C∞0 (Rn), Γ2(u, u) ≥ κΓ(u, u). Here, we want to give another explanation which shows
that Γ2(u, u) ≥ 0 whenever w is a positive C2(Rn) function. For every u ∈ C∞0 (Rn), we have
Γ(u, u) = |∇u|2, and∫
Rn
Γ2(u, u)(x)w(x) dx
=
∫
Rn
1
2
[A(|∇u|2)(x) − 2∇u(x) · ∇(Au)(x)]w(x) dx
= −
∫
Rn
∇u(x) · ∇(△u)(x)w(x) dx −
∫
Rn
∇u(x) · ∇
(∇u · ∇w
w
)
(x)w(x) dx
=
∫
Rn
(△u(x))2w(x) dx +
∫
Rn
△u(x)∇u(x) · ∇w(x) dx
+
∫
Rn
△u(x)∇u(x) · ∇w(x) dx +
∫
Rn
|∇u(x) · ∇w(x)|2
w(x) dx
=
∫
Rn
(
△u(x)
√
w(x) + ∇u(x) · ∇w(x)√
w(x)
)2
dx ≥ 0.
Thus (4.1) always holds with κ = 0, whenever w ∈ C2(Rn) is positive. Notice here, the condition
that w ∈ C2(Rn) is positive implies that w is a locally Ahlfors-regular weight.
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