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Abstract- Nowadays, Internet congestion is indicated by
dropping packets when the routers buffers are full, or by
dropping packets according to an AQM mechanism such as RED.
Many mechanisms have been proposed to eliminate or minimize
the effect of packet loss and tackle the consequential inefficiency
due the retransmission of the dropped packets. Fast Congestion
Notification (FN), that has been evaluated through simulation
and the results have shown an improvement in the average
packet delay, reduces the queuing delay and avoids the buffer
overflows by controlling the size of instantaneous queue size
below the optimal queue size, and control congestion by keeping
the average arrival rate close to the outgoing link capacity. Upon
arrival of each packet, FN uses the instantaneous queue size and
the average arrival rate to compute the packet marking/dropping
probability. This paper examines the characteristics of the FN
linear packet dropping/marking probability as a function of
required/allowed changes in queue level for fixed values of
average arrival rate. The paper also studies how changes in the
average arrival rate affect the dropping/marking probability
function shape.
Keywords- Internet Congestion, Active Queue
Management (AQM), Random Early Detection (RED), Fast
Congestion Notification (FN); Packet Drop/Mark
Probability
I. INTRODUCTION
In current TCP/IP networks, TCP packet (or segment) loss,
indicated by a timeout or a triple duplicated acknowledgment,
is used as an indication of network congestion. Once
congestion occurs, TCP controls its sending rate by limiting its
congestion window size (cwnd). The data-sending rate ofTCP
(or the window size) is determined by the rate of incoming
Acknowledgments (ACKs) to previous packets. The rate of
ACK arrival is in turn determined by the presence or absence
of congested link(s) along the path between a source and its
destination. In steady state, the source's sending rate will
match the arrival rate of the ACKs. Accordingly, TCP
automatically detects congestion and regulates its sending rate.
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Dropping packets only when the queue overflows and
having TCP react only to such losses, results in significant
transfer delay as a consequence of the packet retransmission,
unnecessarily many packet losses and unfairness due to
synchronization effects [2]. TCP attempts to attain maximum
application throughput and network resources utilization while
trying to avoid congestion.
Congestion can be avoided when the traffic arrival rate to a
gateway is maintained close to the outgoing link capacity and
the gateway queue size is kept small to guarantee the
availability of buffer capacity for good buffering and
consequent forwarding of temporary traffic increases which
could otherwise cause buffer overflows and packet loss [3].
Congestion management is the duty of network gateways and
sources. Gateways are provided with the ability to delay or
drop the packets inside the network. Gateways are responsible
for congestion detection and notification delivery, queue's
traffic arrival rate control, and queue size control. Sources are
responsible for the adaptation of their data transmission rates
to allow the gateways to achieve their goals.
II. CONGESTION INFORMATION
Consider a source sending a packet that is dropped because
of congestion. That source then retransmits the packet, which
again is dropped. If the source continues to resend the packet,
and the other network flows remain stable, the process can
continue with the network being fully loaded yet no useful
data being delivered. This is the congestion collapse. It can be
avoided if sources detect the onset of congestion and use it as
a signal to reduce their sending rate, allowing the congestion
to ease.
Explicit Congestion Notification (ECN) was proposed for
TCP/IP networks as a way of explicitly notifying end-hosts of
network congestion by marking packets instead of dropping
them [4] [5]. ECN, which has been proven to be better way of
delivering congestion information to the source host [4], has a
better transfer delay for short-lived flows than packet drop
schemes [6] [7] [8]. In addition to reducing the number of
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Figure I. FN GatewayBuffer
The increase in the queue level due to packet arrivals (Q+) is
the number of packets arriving at the buffer at a constant rate
of (R) bits/sec over a period of time of length (T) seconds
cause the queue size to grow by:
(Qopt) over the control time constant period (T). These are
shown in Figure I.
timeouts for TCP flows, ECN mechanism does not require
generation of additional traffic at the router and can be easily
implemented in the data path of routers; it requires setting of a
single bit. Due to the possibility of that a marked packet will
be placed at the end of the queue at the gateway which holds
many packets, this will delay the congestion signal to reach the
sender because the marked packet have to wait for its tum to
be forwarded [8].
There is a number of schemes have been proposed for
network congestion control. The research for new schemes
continues due to the requirements for congestion control
schemes that make it difficult to get a satisfactory solution,
and network policies that affect the design of a congestion
scheme (s). Thus, a scheme developed for one network, traffic
pattern, or service requirements may not work on another
network.
The total decrease in the queue due to departures & random
marking (Q-) is the total decrease in the queue due to packet
transmi~ions and random packet marking is the sum of ( Qp)
and (Qp):
The decrease in the queue level due to packet transmissions
(Q~ ) is the number of packets are transmitted from the queue
at a rate of (p) bits/sec. Over a period of time of length (T)
seconds, a total of (p .T) bits are drained from the buffer and
the queue level will be reduced by just as much:
The decrease in the queue level due to random packet
marking/dropping (Qp): If packets are marked/dropped with
a probability of (P) over the period of length (T) seconds, then
(P) fraction of the total queue growth that would have resulted
in the absence of random packet dropping/marking, (R.T), will
be converted to queue drain:
III. FAST CONGESTIONNOTIFICATION(FN)
The Fast Congestion Notification (FN) [9] queue
management algorithm randomly marks (if ECN) / drops (if
non-ECN) the arriving packets before the buffer overflows.
FN effectively controls the instantaneous queue size below a
the optimal queue size to reduce the queuing delay and avoid
the buffer overflows [10]. Also, FN controls the average
arrival rate close to the departing link capacity to enable the
congestion and queue size control.
Upon arrival of each packet, FN uses the instantaneous
queue size and the average arrival rate to compute the packet
marking/dropping probability.
A. FN Packet Drop/Mark Probability Function
FN drop/mark probability function enables the two control
decisions, packet admissions and congestion control directing,
to be made in conjunction with each other. This permits
sending congestion avoidance notification as early as required
even if the queue is almost empty, and preventing congestion
notification even if the queue is almost full but the arrival rate
is manageable. This leads to good buffer utilization and proper
congestion detection [II].
Q+ = R.T bits.
Qp = 1.1. T bits.




B. Linear Packet Marking Probability Q- =Qj;+QP=(Ji. T)+(P. (R. T))=(Ji+P. R). T bits. (4)
The linear marking probability function [12] is derived
based on the assumption that the arrival traffic process remains
unchanged over the control time constant period of length (T)
seconds. In other words, it is supposed that immediately
following the packet's arrival, the traffic continues to arrive at
the fixed rate of (R) bits/sec, the estimated average arrival rate
to the buffer computed upon the packet's arrival, for the period
of the control time constant. The buffer has a capacity of (C)
bits and is served by an outgoing link at a fixed rate of (p)
bits/sec. The packet drop/mark probability (P) , is computed
for, and applied to, every incoming packet, based on the above
assumptions, with the goal of driving the instantaneous
(current) queue length (Qcur) to some desired optimal level
The change in the queue level due to arrivals & departures
( f).Qfl) : In the absence of random packet drops/marks, the
queue increase and decrease would be governed only by
packet arrivals and departures. The change in the queue level
would equal the difference of queue growth and queue drain:
+ -f).Qp = Q - Qp = (R. T) - (fl. T) = (R - fl). T bits. (5)
A positive value indicates growth, a negative value indicates
drain, and a zero value indicates the total increase and
decrease due to arrivals and departures to be equal,
neutralizing the effect of each other.
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Total actual growth/drain in the queue due to arrivals,
departures, & random marking (AQa) is the total change in the
instantaneous queue length is the difference of the increase
due to packet arrivals and the decrease due to packet
transmissions and random packet drops/marks:
AQa =Q+ -Q- =(R.T)-«(p+ P.R)I ))=«R- p).T)-«P.R)I» bits. (6)
A positive value indicates a growth and a negative value
indicates a drain while zero indicates a steady queue level.
Total allowed-increase/desired-decrease in the queue (AQd)
depends on the relative sizes of the desired optimal queue
length (Qopt) and the instantaneous queue length (Q) . Their
difference specifies the total allowed growth in the queue over
the control time constant period, if the instantaneous queue
length is smaller than the desired optimal queue length (Q <
Qopt), and it specifies the total desired drain, if the
instantaneous queue length is larger than the desired optimal
queue length (Q > Qopt). If instantaneous queue length is
identical to the desired optimal queue length, AQd computes
to zero indicating the need to avoid queue growth, not
requiring but also not forbidding queue drain: AQd=Qopt- Qcur
bits.
FN mechanism tries to direct the current instantaneous
queue length (Qcur) to the desired optimal queue length (Qopt) .
The design and dynamics of the packet dropping/marking
probability function determines the path that the instantaneous
queue length follows in transiting from its current value to the
desired optimal value over the control time constant period.
Even though a variety of curves can be used as the path in
designing the probability function, a good candidate is a
straight line. Hence, upon the arrival of every packet, the
drop/mark probability will be computed assuming that it is
desired to direct the instantaneous queue length from its
current value (Qcur) to its desired value (Qopt) along a straight
line over a time interval of (n seconds immediately following
the arrival of each packet. The computed drop/mark
probability for the newly arrived packet will be the rate at
which packets will have to be dropped over the control time
constant period to direct the instantaneous queue length from
its current position to the desired optimal level if the traffic
conditions would continue unchanged over that period. This is





The packet marking/dropping probability is updated upon
every packet arrival and depends on the difference between the
traffic arrival rate and the outgoing link capacity and the
difference between the current queue size and the optimal
queue length. Upon the arrival of the lh packet (Pkt;), FN
presumes that traffic will continue to arrive at the fixed rate of
(R) over the next (n seconds and computes the drop
probability (P) as the fraction (Qp / Q+) of queue growth due
to traffic arrival (Q+ = Ri . T) over this period that has to be
discarded by dropping/marking packets randomly. Packets are
randomly dropped/marked to assist the outgoing link capacity
in lowering the effective traffic rate to the buffer ((1- pt ).Ri ) ,
to below the link capacity (p) and in directing the
instantaneous queue length (Qcur) to the desired optimal level
(Qopt), over the period of length (n seconds. Consequently,
the drop/mark probability should be chosen such that the
desired ({AQd}(i») and actual ({AQa}(i») changes in the queue
over the period oftime oflength (n will become equal:
{~Qd } (i) = {~Qa } (i) (7)
+ (i) - (i) (8)
Qopt - Qcur = {Q} - {Q }
Qopt - Qcur = (R.T) - «j1.T) + (p(i) .R, ).T)) (10)
(i)
Qopt - Qcur = «Ri - j1).T) - (P (.RJ)) (11)
The equation above can be solved for (P) to attain:
p(i) = «Ri - j1).T ) - (Qopt - Qcur)
Ri ·T
(12)
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C. Discussion
To show how the designed drop probability function allows
the two decisions regarding average arrival rate control and
queue length control interact with each other, the drop
probability function can be written as a sum of two
components:
0.4
~ ~ ~ ~ ~ ~ ~ ~ ~ ~
R
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(i) «Ri - p).T ) - (Qopt - Qcur)
p = -----_:...-_--
Ri ·T
(i) «Ri - p)I) (Qcur - Qopt)
p - +--_.....:....-
Ri ·T Ri ·T
The (PR) component expresses the average arrival rate
effects and the (PQ) component form the instantaneous queue
length effects. The relative influence of each decision control
on the other is specified by the relative sizes of the two
components of the drop probability function, (PR) and (PQ) .
This depends on the degree to which the arrival rate differs
from the outgoing link capacity and the instantaneous queue
length from the optimal desired queue length [13].
D. FN Packet Dropping/Marking Probability as a function
ofAverage Arrival Rate
FN packet dropping/marking probability characteristics can
be examined as a function of rate fixed values of
allowed/desired change in queue (t1Qd= Qopt - Qcur) and
investigating how these changes affect the shape of FN packet
dropping/marking probability [12]. Figure 3 illustrates the FN
packet dropping/marking probability (P) as a function of the
rate (R) for different values of wanted change in the queue.
One for when a drain of 50,000 Bytes is wanted in the queue
level, one for when no change in the queue is needed, and one
for when a growth of 50,000 Bytes is allowed in the queue.
When it is required to drain half of the queue (50,000 Bytes),
FN marks/drops will be started immediately when the average
arrival rate exceeds 3.75 Mbps. If so, the FN
marking/dropping probability activated, when the arrival rate
is double the outgoing link capacity, is 0.825. When no drain
or growth in the queue is required, the FN marking/dropping
probability is activated only if the average arrival rate exceeds
the outgoing link capacity. In this situation, the FN
marking/dropping probability exercised when the arrival
rate is twice the outgoing link capacity is 0.5. When an
increase of 50,000 Bytes in the queue is allowed, the FN
packet marking/dropping is activated only if the average
arrival rate exceeds 16.25 Mbps. In this case, the FN
marking/dropping probability exercised when the arrival rate
is double the outgoing the link capacity is 0.1875 [13].
P
(i ) _ p(i) p(i)
- R + Q (16)
Figure3. FN Dropping/Marking Probabilityas a functionof Rate-
C=I05,OOOBytes, T=64 msec, ,u=lOMbps
Hence, the larger the wanted increase in the queue, the
smaller the average arrival rate at which the FN packet
marking/dropping is activated, the larger the maximum
achievable mark/drop probability, and the precipitous the
initial part of the FN mark/drop probability function. On the
other hand, the larger the allowed increase in the queue, the
larger the average arrival rate at which FN packet
marking/dropping is activated, the smaller the maximum
achievable mark/drop probability, and the closer the shape of
the FN mark/drop probability function to a straight line [II].
E, FN Packet Dropping/Marking Probability as a function
ofRequired!Allowed Changes in Queue Level
The characteristics of FN packet marking/dropping
probability as a function of the required-decrease/allowed-
increase in queue level (t1Qd= Qopt - Qcur) separately can be
examined by looking at its characteristics for fixed values of
average arrival rate (R) and observing how its shape is
effected when the average arrival rate changes . Figure 4
shows the drop probability as a function of the
required/allowed change in queue level for different values
of average arrival rate. In Figure 4, the positive values of (Qopt
- Qcur) points out an allowed increase in the queue level
while the negative values points out a required decrease. When
the arrival rate is double the outgoing link capacity, if the
increase allowed in the queue level is less than 80,000 bytes,
FN triggers marking/dropping packets to handle the high
arrival rate at the gateway. When the arrival rate is equal to
the outgoing link capacity, packets will be dropped only if a
decrease in queue level is required which is when the
current queue level is above the wanted optimal queue level.
When the rate is 5 Mbps, which is half the outgoing link
capacity, yet if a decrease in the queue level is required but the
required decrease is less than 40,000 bytes, the packets will
not dropped. The gateway tries to drop packets only when the
required decrease is larger than 40,000 bytes. Hence, the larger
the average arrival rate, the larger (smaller) the allowed-
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Figure 4. FN DroppinglMarking Probability as a function of
Required/Allowed Changes in Queue Level
- C=105,OOO Bytes, T=64 msec, ,u=IOMbps
increase (required-decrease) in queue level below (beyond)
which packet marking/dropping is triggered but the less
precipitous the change of FN drop probability from its
minimum value of zero to its maximum value of one. On
the other hand, the smaller the average rate, the smaller (larger)
the allowed-increase (required-decrease) below (beyond)
which packet marking/dropping is triggered but the steeper the
switch of FN drop probability from its minimum value of zero
to its maximum value of one.
IV. CONCLUSION AND FUTURE WORK
In this paper, we have described the FN linear packet
marking/dropping probability and shown its properties as a
function of required/allowed changes in queue level for fixed
values of average arrival rate. We have demonstrated how
changes in the average arrival rate affect the FN
dropping/marking probability function shape.
We have showed that the larger the average arrival rate,
the larger (smaller) is the allowed-increase (required-
decrease) in queue level below (beyond) which packet
marking/dropping is triggered but the less steep the change
of FN mark/drop probability from its minimum value of
zero to its maximum value of one. On the other hand, the
smaller the average rate, the smaller (larger) is the allowed-
increase (required-decrease) below (beyond) which packet
marking/dropping is triggered but the steeper the change of
FN mark/drop probability from its minimum value of zero
to its maximum value of one.
We are going to evaluate the results in the NS-2 simulator to
show the impact of the queue level changes on FN mark/drop
probability.
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