In this paper, we introduce a weighted ℓ 2 /ℓ 1 minimization to recover block sparse signals with arbitrary prior support information. When partial prior support information is available, a sufficient condition based on the high order block RIP is derived to guarantee stable and robust recovery of block sparse signals via the weighted ℓ 2 /ℓ 1 minimization. We then show if the accuracy of arbitrary prior block support estimate is at least 50%, the sufficient recovery condition by the weighted ℓ 2 /ℓ 1 minimization is weaker than that by the ℓ 2 /ℓ 1 minimization, and the weighted ℓ 2 /ℓ 1 minimization provides better upper bounds on the recovery error in terms of the measurement noise and the compressibility of the signal. Moreover, we illustrate the advantages of the weighted ℓ 2 /ℓ 1 minimization approach in the recovery performance of block sparse signals under uniform and non-uniform prior information by extensive numerical experiments. The significance of the results lies in the facts that making explicit use of block sparsity and partial support information of block sparse signals can achieve better recovery performance than handling the signals as being in the conventional sense, thereby ignoring the additional structure and prior support information in the problem.
Introduction
Compressed sensing, a new type of sampling theory, aims at recovering an unknown high dimensional sparse signal x ∈ R N , through the following linear measurement y = Ax + z (1.1)
where A ∈ R n×N (n ≪ N ) is a sensing matrix, y ∈ R n is a vector of measurements and z ∈ R n is the measurement error. In last decade, compressed sensing has been a fast growing field of research. A multitude of different recovery algorithms including the ℓ 1 minimization [6] - [12] , [37] , greedy algorithm [16, 21, 22, 27, 43, 46] , [38] - [40] and iterative threshold algorithm [3, 4, 23, 24, 25, 33] have been used to recover the sparse signal x under a variety of different conditions on the sensing matrix A.
In this paper, the unknown sparse signal x of the model (1.1) has additional structure, whose nonzero coefficients occur in blocks (or clusters). Such signal is called block sparse signal [28] , [29] . The recovery of block sparse signals naturally arise in practical examples such as equalization of sparse communication channels [19] , DNA microarrays [42] , multiple measurement vector (MMV) problem [15] , [20] , [36] . A block signal x ∈ R N over I = sparse signal x reduces to the conventional sparse signal [13] , [26] . Similar to (1.2), sensing matrix A can be expressed as a concatenation of M column blocks over I = {d 1 To study the uniqueness and stability of the ℓ 2 /ℓ 1 minimization method, Eldar and Mishali introduced the notion of block restricted isometry property in [28] , which is a generalization of the standard RIP [14] . The smallest constant δ I is called block restricted isometry constant (block RIC) δ I k . When k is not an integer, we define δ I k as δ I ⌈k⌉ .
For block sparse signal recovery, sufficient conditions in term of the block RIP have been introduced and studied in the literatures. For example, Eldar and Mishali proved that if the sensing matrix A satisfies δ I 2k < √ 2 − 1 then the ℓ 2 /ℓ 1 minimization can recover perfectly block sparse signals in noiseless case and can well approximate the best block k-sparse approximation in [28] . Later, Lin and Li improved the bound to δ I 2k < 0.4931 and also obtained another sufficient condition on the block RIP with δ I k < 0.307 [34] . Recently, Chen and Li [18] have shown a sharp sufficient condition based on the high order block RIC δ I tk < t−1 t for any t 4 3 . The ℓ 2 /ℓ 1 minimization method (1.3) is itself nonadaptive since it dose not use any prior information about the block sparse signal x. However, the estimate of the support of the signal x or of its largest coefficients may be possible to be drawn in many applications (see [30] ). Incorporating prior block support information of signals, we introduce a method by replacing the ℓ 2 /ℓ 1 minimization (1. 
minimization meets with the weighted ℓ 1 minimization [5, 17, 30, 31, 32, 35, 41, 44, 45] .
In this paper, we establish the high order block RIP condition to ensure the stable and robust recovery of block signals x through the weighted ℓ 2 /ℓ 1 minimization (1.5) and derive an error bound between the unknown original block sparse signal x and the minimizer of (1.5). And we also show that when all of the accuracy of L disjoint prior block support estimates are at least 50%, the recovery by the weighted ℓ 2 /ℓ 1 minimization method (1.5)
is stable and robust under weaker sufficient conditions compared to the ℓ 2 /ℓ 1 minimization (1.3 ). Moreover, we analyze how many random measurements of some random measurements matrices A are sufficient to satisfy the block RIP condition with high probability.
Last, we present an algorithm used to solve the weighted ℓ 2 /ℓ 1 minimization (1.5) with 0 < ω i 1 (i = 1, 2, . . . , L) and illustrate the advantages of weighted ℓ 2 /ℓ 1 minimization approach in the recovery performance of block sparse signals under uniform and non-uniform prior information by extensive numerical experiments.
The rest of this paper is organized as follows. In Section 2, we will introduce some notations and some basic results that will be used. The main results and their proofs are presented in Section 3. Section 4 discusses the measurement number of some random matrices satisfying the block RIP condition with high probability. In Section 5, we demonstrate the benefits of the weighted ℓ 2 /ℓ 1 -minimization allowing uniform and non-uniform weights in the reconstruction of block sparse signals by numerical experiments. A conclusion is included in Section 6.
2 Preliminaries
Let us begin with some notations. Define a mixed ℓ 2 /ℓ p norm with p = 1, 2, ∞ as
be a block index set and
be its complement set. For arbitrary block signal x ∈ R N over I, let x k over I be its best block k-sparse approximation such that x k is block k-sparse supported on
with |T | k and minimizes x − s 2,1 over all block k-sparse vectors s over I.
Then T is the block support of x k , i.e., T = b-supp(x k ). Let x[Γ] ∈ R N over I be a vector which equals to x on block indices Γ and 0 otherwise.
x[max(k)] over I is defined as x with all but the largest k blocks in ℓ 2 norm set to zero,
ρ i 0 represents the ratio of the size of all estimated block support to the size of the actual block support T . δ k denotes the k order standard restricted isometry constant [14] .
The following lemma is a key technical tool for analysing the sharp restricted isometry conditions of block sparse signal recovery. It is an extension of Lemma 1.1 [9] in the block case, which represents block signals in a block polytope by convex combination of block sparse signals. 
For any v ∈ R N , define the set of block sparse vectors
Then any v ∈ T (β, s) can be expressed as
As we mentioned in the introduction, Chen and Li have obtained a high order sufficient condition based on the block RIP to ensure the recovery of block sparse signals in [18] . The main result on the sufficient condition is stated as below. and z 2 ε. If the measurement matrix A satisfies the block RIP with
for t > 1, the solutionx to (1.3) obeys
2)
Note that if t 4/3, the condition (2.1) is sharp in Theorem 3.2 of [18] .
It is clear that the weighted ℓ 2 /ℓ 1 minimization problem (1.5) is equivalent to the weighted ℓ 1 minimization problem when 
where 1 L N , be arbitrary disjoint sets and denote T = ∪ L i=1 T i . Without loss of generality, assume that the weights in (1.6) are ordered so that
For each i, define the relative size ρ i and α i via | T i | = ρ i k and
, and that the measurement matrix A has the standard RIP with
where
Then the minimizerx to (1.5) obeys
where the constants
Remark 2.5. Since δ ak δ (a+1)k , the sufficient condition for (2.4) to hold is
From now on, let h =x − x, wherex over I is the minimizer of the weighted ℓ 2 /ℓ 1 minimization problem (1.5) and x be the original block signal over I. For any block index set, one establishes a cone constraint to prove our results (in Section 3) as following. 
which is (21) of [30] .
Proof. Using the fact thatx = x + h is a minimizer of the weighted ℓ 2 /ℓ 1 minimization problem (1.5), we have
We then obtain that
From the triangle inequality, it follows that
Adding and subtracting
on the left hand side, and
on the right hand side respectively, we obtain
Then it is clear that
Similarly, there are
Combining (2.8) with the above equalities, one easily deduces that
In the remainder of the proof, denote
Then the above inequality can be expressed as
Using the facts that
and
Substituting the above equality into (2.9), we get the result (2.7).
Main results
In this section, we present the main results. First, we consider the signal recovery model (1.1) in the setting where the error vector z = 0 and the block signal x is not exactly block k-sparse and establish the sufficient condition based on the high order block RIP. The result implies that the condition guarantees the exact recovery in the noiseless setting and stable recovery in noisy setting when the block signal x is block k-sparse.
Theorem 3.1. Consider the signal recovery model (1.1) with z 2 ε, where x ∈ R N over I is an arbitrary block signal. Suppose that x k over I is the best block k-sparse approximation andx is the minimizer of (1.5).
the block RIP with
12
Proof. We will prove the associated recovery guarantees (3.2) of the weighted ℓ 2 /ℓ 1 minimization. To this end, assume that tk is an integer andx = x + h, where x is the original block signal over I andx over I is a solution of the weighted ℓ 2 /ℓ 1 minimization problem (1.5). From Lemma 2.6 and the block support T ⊆ [M ], it follows that 
. By means of a series of calculation,
. Therefore, we get the associated recovery guarantees (3.2) of the weighted ℓ 2 /ℓ 1 minimization under r = 0.
From now on, we only consider r > 0. Decompose h[− max(dk)] over I into two parts,
, where for all i ∈ [M ], the ith block of the block vectors h (1) and h (2) satisfies respectively
In view of the definition of the block vector h (1) and (3.5), we obtain
14 Let h (1) 2,0 = m. Because the ℓ 2 norm of every non-zero blocks of h (1) is larger than
Namely m k(t − d). In addition, we have
where the last inequality follows from all non-zero blocks of h (2) ). In the remainder of the proof, one considers the following two case.
Thus, we have the upper bound
where we use the facts
where and the following identity (see (25) 
Besides,
2 · (2ε), (3.11) where the last inequality uses the definition of block RIP with δ I tk , (3.6) and (3.9). Combining (3.11) and (3.8), we estimate the left hand side of (3.10)
where the last but one equality applies
λ i = 1 and
For the right hand side of (3.10), from the expression of β i and the definition of the block RIP with δ I tk we have
In consideration of the above two inequalities and (3.10) we have
where we apply the estimate of u i 2 in (3.7). Substituting µ = √
i.e.,
which is a second-order inequality for X. Hence, under the conditions δ I tk <
which is an upper bound of X = h[max(dk)] + h (1) 2 .
Last, it remains to develop an upper bound on h 2 . To this end, we express
. Considering the inequality (3.5) and the definition of P , we have
where we use that
and for all i ∈ {2, . . . , L} as sgn
Thanks to Lemma 2.2 with θ = 2 , l = dk, and λ = P √ kΥ L , we have
Therefore, we conclude that
Similarly, let X = h[max(dk)] + h (1) 2 and
In the same way, we have that u i 2
Taking µ = 1 2 , we have
So, under the conditions δ I tk < t−d t−d+Υ 2 L , i.e., δ I tk < 1 and t > d we obtain
From the above inequality and (3.13), it follows that
When tk is not an integer, take t ′ = ⌈tk⌉/k, then t ′ k is an integer, t < t ′ and
Now, we present the sufficient condition and associated constants in Theorem 3.1 for some special cases. As well as, we compare them with the sufficient condition and associated constants mentioned in previous works. The following results are easy to verify.
and x−x 2 2D 0 ε+
, which can be regarded as an extension of Theorem 3.1 [17] to block signals.
, the above result of Theorem 3.1 is identical to that of 
and the sufficient condition (3.1) is weaker than the sufficient condition (2.6) in Remark 2.5.
Furthermore, we compare the sufficient condition (3.1) used the single weight with that used the combination of weights when all accuracies α i are greater than
L if and only if α 1 2 in the proof of Proposition 1 in [41] . From the definition of In Fig.1(a) , we set
That is, we only consider the weighted ℓ 2 /ℓ 1 minimization with the single weight ω, the block support estimate size ρ and the accuracy α. We plot the bound δ I (t, Υ ω L ) versus ω with different values of α. We observe that the bound δ I (t, Υ ω L ) gets larger as α increases, which implies the sufficient condition on the block RIP constant becomes weaker as α increases in the case of the weighted ℓ 2 /ℓ 1 minimization with the single weight. And when ω = 1 or α = In Fig.1(b) , we compare the bound δ I (t, Υ L ) (L = 2) when using either two disjoint prior block support estimates T 1 and T 2 or a single prior block support estimate T = T 1 ∪ T 2 , which implies ρ = ρ 1 + ρ 2 . Let ω 1 = 0.5 (applied on T 1 ), ω 2 = 0.25 (applied on T 2 ), the single weight ω = 0.5 or 0.25 (applied on T ), ρ = 1 and α 1 = α 2 = α. The figure displays the bounds δ I (t, Υ L ) and δ I (t, Υ ω L ) as a function of the size ρ 1 for different α. As expected, the bounds δ I (t, Υ L ) and δ I (t, Υ ω L ) get larger as α increases both in the single and two weights cases. The bound δ I (t, Υ L ) lies between the bound δ I (t, Υ ω L ) in the single weight ω = 0.5 case and the bound δ I (t, Υ ω L ) applied the single weight ω = 0.25 when ρ 1 ∈ [0, 1] and α = 0.5. In addition, when α 1 2 , the figure demonstrates the result of Proposition (3.4), i.e., δ Fig.1(c) displays the transition of δ I (t, Υ L ) as ρ 1 and ρ 2 vary with L = 3, ρ 1 +ρ 2 +ρ 3 = 1, α 1 = α 2 = α 3 = 0.9, ω 1 = 0.9, ω 2 = 0.5 and ω 3 = 0.1.
In Fig.1 
Random matrices
Theorem 3.1 established that the block k-sparse signal x can be exactly recovered under a
. In this section, we prove that how many random measurements are needed for δ I tk < δ I (t, Υ L ) to be satisfied with high probability. Firstly, we recall Lemma 5.1 of [2] , which plays an important role in the proof of Theorem 4.2. 
where c 0 (ε) is a constant depending on ε. Then, for any set T with |T | = k < n and any 0 < δ < 1, we have that
for all x ∈ X T (4.2) with probability
where X T denotes the set of all signals in R N that are zero outside of T .
In the section, we consider special random measurement matrices A = (A ij ) n×N , where
Achlioptas [1] showed that the above random measurement matrices (4.4) satisfy (4.1) with c 0 (ε) = ε 2 /4 − ε 3 /6. Therefore, for each of the k-dimensional spaces X T , random measurement matrices (4.4) will fail to satisfy (4.2) with probability
by Lemma 4.1.
Theorem 4.2. For random measurement matrices (4.4), suppose n tk log
48
.
Proof. Without loss of generality, let tk is a positive integer. By (4.5), a n × tkd submatrix of random measurement matrices A (4.4) fails to fulfil (4.2) with probability
As discussed in [28] , we know that a block sparse signal lies in a structured union of subspaces. Then random measurement matrices (4.4) fail to satisfy (1.4) with probability
+ tk log eM tk +d log 12
Hence,
It is easy to see that the random measurements n
to hold in high probability. We have completed the proof of the theorem.
Numerical experiments
In this section, we present several numerical experiments to compare the weighted ℓ 2 /ℓ 1 minimization method with the ℓ 2 /ℓ 1 minimization method in the context of block signal recovery. By numerical experiments, we illustrate the benefits of the weighted ℓ 2 /ℓ 1 minimization to recover block sparse signals in both noiseless and noisy cases. In addition, we also demonstrate that non-uniform block support information can be preferable to uniform block support information.
For the solution of the ℓ 2 /ℓ 1 minimization problem, Wang et.al adopt an efficient iteratively reweighted least squares (IRLS) algorithm [47] , [48] . Inspired by the ideas of [47] , we present a generalized algorithm of the IRLS to solve the weighted ℓ 2 /ℓ 1 minimization problem (1.5) with (1.6). First, we rewrite the problem (1.5) as the following regularized 
be the objective function associated with the minimization problem (5.1). For the solution of x, it is known that the first-order necessary condition is
Let the block vector
. Define the diagonal weighting matrix W = diag( x), Therefore, we obtain the necessary optimality condition (τ W 2 + A ′ A)x = A ′ y. Due to the nonlinearity of the above system, we apply an iterative method to solve the above equations. That is, if we fix W = W (t) to be that determined already in the t-th iteration step, we set the solution of the above equations
′ y as the (t + 1)-th iterate.
By the above analysis, we extend naturally the IRLS algorithm to the above problem (5.1) denoting by Algorithm 1 as following:
Input: measurements y ∈ R n , sensing matrix A ∈ R n×N , estimated block-sparsityk, weighted vector w ∈ R M .
Step 1: choose appropriate parameter τ > 0, set iteration count t = 0 and ε 0 = 1, initialize x (0) = arg min y − Ax 2 2 .
Step 2: "stopping criterion is not met" do 1:
End Output x (t+1) is an approximation solution.
In the algorithm 1, r(x (t+1) )k +1 is the (k + 1)-th largest ℓ 2 norm value of the block of x (t+1) in the decreasing order, ν ∈ (0, 1) satisfies νr(x (1) )k +1 /N < 1 and τ is an appropriately chosen parameter, which controls the tolerance of noise term. Note that the algorithm 1 is the IRLS when w i = 1 for all i = [M ], i.e., Π L i=1 ω i = 1. In this paper, we don't make a detailed analysis including convergence, local convergence rate and error bound of the algorithm leaving to the interested reader.
In all of our experiments, we apply the algorithm 1 to solve the weighted ℓ 2 /ℓ 1 mini-
For the algorithm 1, we set the estimatedk = k and ν = 0.7. If ε t+1 < 10 −7 or x (t+1) − x (t) 2 < 10 −8 , the iteration terminates and outputs x (t+1) ; otherwise, the maximum number of iterations is 1000. The measurement matrix A ∈ R n×N was generated randomly with i.i.d draws from a standard Gaussian distribution and the measurement vector y was observed from y = Ax + z, where z was zero-mean Gaussian noise with standard deviation σ or zero vector. In the noise-free case (σ = 0), τ = 10 −3 and the average exact recovery frequency over 50 experiments is plotted by the following figures. If x (t+1) − x 2 / x 2 10 −4 , the recovery is regarded exact.
For the presence of noise (σ = 0.01), τ = 10 −1 max |A ′ y| and we draw up the average reconstruction signal to noise ratio (SNR) over 50 experiments. The SNR is given by SNR(x (t+1) , x) = 20 log 10 x 2 2 / x (t+1) − x 2 2 , where the measure of the SNR is dB.
The uniform weight case
We first consider the uniform weight ω ∈ (0, 1], i.e.,
T i for the block k-sparse signal x over I with length N = 256 and k = 10, generated by choosing k blocks uniformly at random, where I = {d 1 =d, . . . , d M =d}. For these k blocks, we choose the nonzero values from a standard Gaussian distribution. Let
In Fig.3(a)-5(a) , the average exact recovery frequency is plotted versus measurement level n for the accuracy of the prior block support estimate: α = 0.8, α = 0.5, α = 0.2, which illustrates the reconstruction performance of the block k-sparse signal x with three different block sizesd = 2,d = 4 andd = 8 in the noiseless case. Fig.3 And it is also shown that the curves are very close for different weights ω when α = 0.5.
Proposition 3.3 explained why the phenomenon happens.
The non-uniform weight case
In this subsection, we demonstrate that multiple weights can be preferable to a single weight by designing serval numerical experiments. In these experiments, we set N = 256, k = |T | = 20 andd = 2. We compare the exact recovery frequency and SNR when applying either a single prior block support T or two disjoint prior block supports T 1 and T 2 satisfying T = T 1 + T 2 , which means ρ = ρ 1 + ρ 2 .
In Fig.6 , we set α 1 = α 2 = α = 0.5, ρ 1 + ρ 2 = ρ = 1 and vary the size of ρ 1 and ρ 2 .
For the two prior block supports T 1 and T 2 , T 1 applies the larger weight ω 1 = 0.5 and T 2 applies the smaller weight ω 2 = 0.25. In the single prior block support case, the weight ω = 0.5 or ω = 0.25 is used on T . Fig.6 (a) and (b) plot the exact recovery frequency and the SNR versus the number of measurements n, respectively. One can see that using the smaller weight ω = 0.25 prefers the best, using the larger weight ω = 0.5 prefers the worst and using two different weights ω 1 = 0.5 and ω 2 = 0.25 as ρ 1 and ρ 2 are varied produces intermediate performance. Secondly, we determine how many random measurements are needed to fulfill the high order block RIP condition with high probability for some random matrices. Finally, a series of numerical experiments have been carried out to illustrate the benefit of using the weighted ℓ 2 /ℓ 1 minimization to recover block sparse signals when prior block support information is available and that non-uniform block support information can be preferable to uniform block support information.
