We consider an infinite system of hard balls in R d undergoing Brownian motions and submitted to a smooth pair potential. It is modelized by an infinite-dimensional stochastic differential equation with an infinite-dimensional local time term. Existence and uniqueness of a strong solution is proven for such an equation with fixed deterministic initial condition. We also show that Gibbs measures are reversible measures.
existence and uniqueness of a reversible solution of equation (E), under the condition that the initial distribution is Gibbs with a small mean density of spheres. We propose here the construction of a strong non-reversible solution of (E), in the sense that the initial condition can be any deterministic configuration in a set of allowed configurations which is clearly identified.
Although some techniques in the proof of the main results are similar to those in [2] , we adopt a new pathwise approach for the construction of the solution of (E) which is much finer than in [2] , where the time-stationarity of the solution was used at several places. Moreover we make explicit in Theorem 1.3 the set of allowed initial configurations, and prove that any Gibbs measure associated with the dynamical interaction carries a.s. this set.
In Section 1 we present the infinite dimensional equation (E) and we state the results. The sequence of approximating solutions is built in Section 2.1. Furthermore, we prove in Section 2 technical estimates needed in Section 3, for the convergence of the approximations. Finally, Section 4 is devoted to complete the proof of the main results.
Dynamics and main results

Configuration spaces
The particles we deal with in the present paper move in We introduce the following notations.
• π (resp. π Λ ) is the Poisson process on R d (resp. on Λ) with intensity measure the Lebesgue measure dy (resp. dy| Λ ).
• For z > 0, π z (resp. π z Λ ) is the Poisson process on R d (resp. on Λ) with activity z, that is with intensity measure z dy (resp. z dy| Λ ). The particles we deal with in this paper are not reduced to points but are hard balls or spheres of diameter r, for a fixed r > 0. So the set of allowed configurations is the following subset of M:
Remark 1.1. We study here the evolution of a particles configuration under the influence of an interaction potential with finite range R. Then a fixed particle can interact with at most a finite number N of particles. N only depends on d and R/r and is clearly bounded by
Interaction potential and associated Gibbs measures
For a complete description in a general framework of the concepts introduced in this subsection, we refer the reader to [4] .
We are dealing with hard balls with diameter r submitted to the action of a pair potential, which is a function on R d of class C 2 with finite range R > r, i.e. satisfying ϕ(x) = 0 if |x| R and ϕ(x) = ϕ(−x). Due to the hard core situation the values of ϕ(x) may be chosen arbitrarily for |x| < r. In particular, one can assume without restriction that ϕ vanishes in a neighborhood from 0 and that ∇ϕ(0) = 0. Since ϕ has compact support, it is bounded from below: the smallest value of interaction between two particles is given by
If this real constant is zero there exists only repulsion between the balls; if it is negative there exists an attraction domain around each ball.
The energy of a configuration ξ ∈ M submitted to the potential ϕ in the compact volume Λ ⊂ R d with the boundary condition η ∈ M is given by:
(the condition ξ Λ η Λ c ∈ A corresponds to configurations for which ξ Λ ∈ A, η Λ c ∈ A and no ball of η Λ c is overlapping a ball of ξ Λ ). The energy is well defined since both sums contain no more than the hard core and the smooth potential ϕ is superstable and lower regular in the sense of Ruelle [6] , we do the following remarks:
-If z is small enough Ruelle proved that uniqueness holds. In our case, a sufficient condition would be:
-For z large enough it is conjectured (see [4] ) -but still not proved -that phase transition occurs: Card G(z) > 1.
The stochastic equation (E) and statement of the main results
Let (Ω, F , P ) be a probability space with a right continuous filtration {F t } t 0 such that each F t contains all P − negligible sets and let (W i (t), t 0) i∈N be a family of F t -adapted independent d-dimensional Brownian motions.
Let us denote C(R + , M) (respectively C(R + , A)) the set of continuous M-valued (resp. A-valued) paths on R + , endowed with the topology of uniform convergence on each compact time interval. Let ϕ be the smooth pair potential with finite range R introduced in the previous subsection. We consider the following infinite gradient system of stochastic equations satisfied by the Brownian balls:
where
is a family of non-decreasing R + -valued continuous processes satisfying:
A solution of the system (E) with initial condition x ∈ A is a family (X
The main results of this paper are the following theorems. 
Approximating processes and estimates on the paths set
In this whole subsection, l ∈ N * is fixed. To simplify we restrict the study of the paths on the time interval [0, 1]. It is obvious that all the results in the sequel hold true on any time interval [0, T ], T 1, up to a change of constants.
Construction of approximating processes
We construct the approximating process X l,x in order that it "essentially" stays in the bounded cube
d (in a sense which will be clear soon). To obtain such a behavior, we introduce in the equation (E) a supplementary gradient drift ∇ψ l,η which vanishes in a subset of Λ l and is repulsive outside of Λ l . More precisely, for any allowed configuration η ∈ A which support is disjoint to Λ l , we fix a R + -valued function ψ l,η on R d which is C 2 with bounded derivatives and vanishes on each (and only on) y ∈ Λ l such that yη is an allowed configuration (see Fig. 1 ), that is
We extend the definition of ψ l,η to any configuration η ∈ A by:
We also choose the family (ψ l,η ) l such that, for every η ∈ A,
For η ∈ A and n ∈ N * , let us now define the n-dimensional stochastic differential equation:
Since the drift − 
n (see Th. 5.1 of [7] ). We denote this solution by X l,η,n (x, ·). For a general initial configuration x ∈ A, we extend the above process as follows: 
The probability measure µ
Similarly, consider the probability measure on
This probability measure is time reversal invariant and has a support in A, as a mixing of A-supported measures.
We now want to prove that the probability of trajectories which interact too much, vanishes asymptotically when l → +∞. We will use this result to construct the limit of (X l,x ) l in the Section 3. Regular paths are ω's such that each particle interacts only with a finite number of particles during a finite time interval ; X l,x (ω) is then the (unique) solution of a finite dimensional equation. Bad ω's are paths such that at least one particle interacts with a great number of other ones, either because it moves very fast (see Sect. 2.2), or because it belongs to a large chain of particles where each one interacts with its neighbors (see Sect. 2.3).
Paths with high velocity
We obtain here an estimate of the probability that a particle moves "too fast". In order to establish such an estimate, done in Proposition 2.2, we first compute the probability of fast motion between two fixed bounded domains in R d . For every bounded subsets A 0 and A 1 of R d and every ε > 0 and δ ∈ ]0, 1], let F m(A 0 , A 1 , ε, δ) denote the event "at least a particle goes from A 0 to A 1 with an oscillation greater than ε in a time interval smaller than δ", i.e. 
Lemma 2.1. For each
From this lemma proved below, we easily deduce an estimate of the probability, under Q l,η z , that a particle starting from B(0, K) moves too fast. For every K ∈ N * , ε > 0 and
Proposition 2.2. The following upper bounds hold:
where C d is a constant depending only on dimension d. Similarly one has:
Proof of Lemma 2.1. We first need an estimate of Q 
are both n-dimensional Brownian motions starting from 0. Remarking that
and using the equality in law between (X l,η,n (1 − ·), W ) and (X l,η,n , W ), we obtain:
The right hand side is smaller than
We know from Appendix 5 that
According to the definition (4) of β l,η n , since a particle interacts with at most N other particles (cf. Rem. 1.1):
which implies that
and the same result holds for A 1 . This leads to the estimate:
by summing over n we obtain the desired result:
dy.
Proof of Proposition 2.2. For j in
Using Lemma 2.1 we obtain:
. Moreover, for j 1:
and similarly:
2 and
2 this leads to:
An alternative bound for Q(F m(K, ε, δ)) may be obtained using the fact that each indicator function is smaller than one:
This completes the proof.
Large chains of interacting particles
Recall that two particles interact instantaneously only if the distance between their centers is smaller than R, the range of the potential ϕ. But more generally, a particle can have an influence on several ones during any small time interval. To modelize this, we introduce the notion of (R + ε)-chain of particles.
Definition 2.3. Let x ∈ A and ε >
Now, let us fix K ∈ N * , M ∈ N * and ε > 0 and let Ch(K, M, R + ε) denote the event that there exists an (R + ε)-chain of M particles with one end inside of B(0, K), that is:
Our aim in this subsection is to estimate the µ l,η z -probability that such a chain exists.
Proposition 2.4. For every M ∈ N
* , ε > 0, l ∈ N * , η ∈ A and K ∈ R + , we have:
.
From this proposition, we easily deduce the following corollary used in Section 2.4.
Corollary 2.5. There exists a critical activity
In particular, for any z < z c there exists ε > 0 such that . . . , x n ) and 1 I A (x 1 , . . . , x n ) do not change by permutation of the x i 's, this leads to:
Proof of Proposition 2.4. Each configuration in (R
Remarking that
. . , x n−1 ), using again inequality (8) and integrating with respect to x n we obtain:
Using the above inequality and iterating the result on M , we obtain:
Since the event Ch(K, M, R + ε) increases as a function of
K µ l,η z +∞ K=1 Ch(K, M, R + ε) z |B(0, 1)| exp(−2Nϕ) ((R + ε) d − r d ) M−1 .
Estimates on the set of regular paths
Let B(m, a, ε) denote the following set of bad paths, in which either a particle has a high oscillation in a small time interval or belongs to a large chain of interacting particles: 
If z < z c and ε is small enough (depending on z), this implies that the left hand side decreases exponentially fast as a function of m.
Proof of Proposition 2.6.
The second term of the sum is smaller than
Thus using Proposition 2.2, we obtain:
Defining the constant C d equal to
We now have to find a similar estimate for 
Convergence of the approximations
The aim of this section is to prove the convergence of the sequence (X l,x ) l to a limit process X ∞,x . We shall check in the next section that X ∞,x is a solution of (E). We fix x ∈ A. As usual for infinite-dimensional stochastic equations, we study X l,x (ω) for each ω in a set Ω 
Remark that
Let 1/N denote the set {1, 1/2, 1/3, · · ·} of real numbers ε such that 1/ε ∈ N. Let us now define the set Ω x 0 as follows:
= lim inf 
converges in the sense of uniform convergence of continuous paths to a limit denoted by (X
Proposition 3.2. For each Gibbs measure µ ∈ G(z) with z < z c one has
M P (Ω x 0 ) dµ(x) = 1. This means that defining A by A = {x ∈ A, P(Ω x 0 ) = 1}, one has ∀z < z c ∀µ ∈ G(z) µ(A) = 1.
Proof of Proposition 3.2. Let us fix µ ∈ G(z). We want to prove that
for all ε 0 ∈ 1/N. Thanks to Borel-Cantelli lemma, this vanishes as soon as there exists ε 0 ∈ 1/N such that for all ε ε 0 and ρ ∈ N *
We shall show (step 1) that for l ∈ N * and Λ = [−l, l] d , the following inequalities hold:
and (step 2) that
Inequality (18) and assumption (3) on ψ l,η imply that
Then for each ρ and l fixed, we choose (17) and (18), in order to prove (16), it suffices to prove that there exists ε 0 ∈ 1/N such that for all ε < ε 0 and
By proposition 2.6, this is smaller than
Thus we only have to prove that
The first series converges for each ε ∈ 1/N and each ρ ∈ N * thanks to (14). The second one also converges thanks to (14), as soon as
, which is true for ε 0 small enough when z < z c . It remains to prove (17) and (18).
Step 1. Proof of (17) Let us fix l ∈ N * and
and since this quantity is smaller than 1, we obtain:
Step 2. Proof of (18)reduces to the following equation
We also define
= ω ∈ Ω s.t. ∀ε ∈ 1/N for ρ large enough and for an infinite number of l's X l,x ∈B(ρ, R, ε)
We have the following result:
) is a solution of (E) with initial condition x. Moreover for each z < z c and µ ∈ G(z) µ(A) = 1.
Before proving this proposition, we first establish some useful results on Ω x (m,ã, ε) and Ω By definition of Ω On the other hand, since ω ∈ Ω5. Appendix: estimate of the probability of fast oscillation for Brownian motion 
