Services in RAN are considered.
Introduction
5G is expected to deploy virtualized "cloud native" Radio Access Network (RAN) in order to meet high bandwidth and low-latency requirements and to enable innovative applications at the mobile edge. Multi-access Edge Computing (MEC) brings cloud capabilities into the RAN [1] . With the deployment of cloud technologies in the RAN, it is possible to reduce excessive application layer handovers and meet the performance targets for latency-critical applications [2] .
MEC supports multiple access technologies such as Wi-Fi, 3G, 4G, 5G, Wi-Max, and Bluetooth. MEC can process and optimize big data collected from mobile devices before transferring them to the cloud which prevents resource wasting. It opens big opportunities for many real-time applications. Mobile edge applications are able to access directly local contextual information based on user location, local network conditions, information about users' mobility behaviour, etc.
The European Telecommunications Standards Institute (ETSI) defined MEC reference architecture, where MEC deployment can be inside the base station or at aggregation point within Radio Access Network (RAN) [22] . Minimal latency for many applications can be achieved by integrating MEC server inside the base station [3, 4] .
MEC is a novel paradigm and it is currently under standardization. An investigation on the progress of MEC is presented in [5] . The benefits of MEC are recognized by ETSI and OpenFog Consortium which identify a number of use cases supported by MEC. The use cases include gaming, augmented and assisted reality, cognitive assistance, performance optimization, video optimization, active location tracking, etc.
MEC-service platform provides three types of middleware services: infrastructure services, radio network information services and traffic offload function [23] . Infrastructure services are used by applications for communications, service discovery and integration. Radio network information services provide authorized applications with low level real-time radio and network information related to users and cells. The traffic offload function prioritizes traffic and routes the selected, policy-based, user-data stream to and from applications that are authorized to receive the data.
The virtualized functionality is accessible through Application Programming Interfaces (APIs) and the aim is to re-use existing APIs as mush as possible. In this paper, we study capabilities of reuse existing Web Services (WSs) standardized by 3GPP to provide MEC middleware services.
The Parlay X is a 3GPP standard and it defines Web Services that can invoke well defined communication functions. It enables the convergence between IP applications, WSs and telecommunications. The standard is simple and provides а high level abstraction of the underlying network and data resources. Parlay X WSs provide open access for application developers to functions in the core network. We argue that Parlay X Application-driven Quality of Service and Terminal Status may be used to provide access to functions in RAN [24] , [25] . The aim of the paper is to investigate how Parlay X may provide MEC middleware services for bandwidth management and access to end-user contextual information.
The paper is structured as follows. Section 2 presents a short overview of related works. Section 3 and Section 4 present mobile edge services for quality of service control and access to information about terminal status respectively. Deployment aspects of Application-driven Quality of Service and Terminal Status in MEC environment are discussed. WSs interfaces are mapped onto network protocols. Behavioural models of the resources' state representing the network and application view are proposed. Such models are out of specifications' scope. In Section 5, some implementation details are provided as a proof of the concept. The conclusion emphasizes the authors' contribution and mentions some sketches about the functionality tests.
Related works
Several surveys focusing on MEC have been published so far [6] [7] [8] [9] [10] . The surveys describe MEC taxonomy and key attributes. In [6] , edge computing is presented as an emerged technology which enables new capabilities including simplification of cloud management, highly responsive services, scalability via edge analytics, privacy-policy enforcement etc. In [7] , the authors describe MEC as a key ingredient of 5G and beyond systems, MEC functionality and architecture, and discusses some example use cases. Key use cases and scenarios for MEC are presented in [8] , where the authors discuss standardization of MEC. The focus is on technical works dealing with computation offloading to the MEC. In [9] , the current trend in MEC, its security issues/challenges and associated research challenges are enlightened. In [10] , the authors make an exhaustive review on the state-of-the-art research efforts on mobile edge networks, focusing on the key enablers, such as cloud technology, network function virtualization, and smart devices.
Distributing processing logic close to the end users enables computation offloading and resource-hungry applications. An energy-efficient computation offloading scheme, which jointly optimizes offloading and radio resource allocation to obtain the minimal energy consumption under the latency constraints, is proposed in [11] . Other algorithm for the computation offloading decision weighing the energy consumption at the UE and the execution delay is proposed by [12] .
Fundamental problem in distributed systems like MEC is efficiency of resource allocation. The authors of [13] formulate computation offloading decision, resource allocation and content caching strategy in MEC environment as an optimization problem, considering the total revenue of the network and solve it. Another strategy for optimizing scheduling and computational offload with low energy consumption in MEC is proposed in [14] . In [15] , a novel unified resource management scheme is proposed which incorporates both centralized cloud and MEC computation offloading activities into the underlying WiFi dynamic bandwidth allocation process.
Another issue in MEC is mobility management which includes both communication handovers and computational handoff. Migration of virtual machines in MEC is costly and complicated due to heterogeneity in terminal software, MEC platform capabilities, and real-time requirements of some applications. In [16] , a layered framework for active service applications is presented, where applications are encapsulated either in virtual machines or containers, which allows a substantial reduction in service downtime. The authors of [17] propose a method for reduction of handover frequency by disregarding opportunities for stronger connection with nearer base stations when the terminal experiences weaker connection with serving base station.
The review of state-of-art in MEC points out that the majority of research papers explore MEC capabilities to provide applications aimed at optimization of network resource usage and improvements of network performance. The deployment of Mobile edge applications is possible only if there is a viable MEC platform that provides middleware services. Mobile edge middleware services are provided to applications through APIs. These APIs should be vendor, product and technologies independent. As to ETSI GS MEC 002, MEC APIs should to be as simple as possible and need to response the application needs. To the extent this is possible MEC specifications have to reuse existing APIs that fulfil the requirements. In case of overloading, the access to certain APIs by an application should be dynamically controlled.
While the specifications are in process of preparation, the current state of the art in the field is covered by proprietary solutions that exhibit interoperability issues. Authors of [18] evaluate CloudAware, a context-adaptive mobile middleware for MEC that supports automated context adaptation by linking the distribution features of mobile middleware with context-aware self-adaptation techniques. An approach to design Radio Network Information WS for MEC is proposed in [19] . In [20] , WS for radio resource control are presented and WS deployment issues in MEC environment are considered.
Parlay X Web Services provide standardized APIs which allow third party applications to access communication functions and information in the core network. In this paper, we evaluate the capabilities of existing Parlay X WSs to provide access to functions and information in the radio access network. For example, Parlay X Application-driven Quality of Service may be re-used to provide MEC features for bandwidth management. Moreover, Terminal Status WS forms the base for access to information about UE activity in the cell. We also propose an extension of WS functionality trying to reflect the recent advances in network evolution.
The OneAPI interfaces for quality of service control and terminal status comply with the RESTful bindings for Parlay X specifications [21] . These interfaces are a simple and elegant solution for constrained devices with limited resources. They may be used for development of fog applications.
3. Mobile edge service for quality of service control 3.1. Parlay X support for quality of service control
The mobile edge applications for bandwidth management are generally aimed at improving performance of the network and user experience. Examples of such applications are orchestration of video streams and video optimization. Other examples include local content caching at the edge, backhaul optimization, etc.
As to the technical requirements to MEC, the mobile edge platform needs to provide a middleware service which allows authorized applications to shape selected uplink and/or downlink user plane traffic in RAN. The support of the Bandwidth Manager feature by the mobile edge platform allows a dedicated application to register its bandwidth requirements and/or priority. The mobile edge platform or a dedicated Mobile edge application may also allocate bandwidth and/or assign priority to any session or to any application.
The Application-Driven Quality of service (ADQ) is a Parlay X WS that allows applications to control the Quality of Service (QoS) available on user connection [25] . Configurable service attributes are upstream rate, downstream rate and other QoS parameters specified by the service provider. Changes in QoS may be applied either for defined time interval, or each time user connects to the network. The ADQ WS enables applications to register with the service for notifications about network events that affect QoS, temporary configured on the user's connection. Currently, the ADQ WS does not support functions for usage monitoring, session termination and application detection and control.
Using ADQ interfaces an authorized application may apply temporary QoS parameters, change QoS parameters, and release QoS parameters. The application can manage QoS event registrations. By using information about bearers the application may improve service execution. For example, the application may initiate session release on behalf of the user after indication that all radio access bearers assigned to the ongoing session are released, but the core network has not received session termination request from the UE itself.
The mobile edge platform should allow the collection of charging-related information such as traffic usage, application instantiation, access, usage duration, resource usage, etc. An authorized application may be interested in the accumulated usage of network resources on per IP session and per user basis. This capability may be required for applying QoS control based on the total network usage in real-time. For example, the application may change the charging rate based on the resource usage (e.g., applying discounts after a specified volume is reached). Another usage is the assignment of a common quota for mobile accesses for a limited time period for a defined set of subscriptions. The base station(s) monitors the common quota during each session which may be consumed by one or more UEs over the wireless network. When a defined percentage of the common quota and/or all common quotas have been consumed, the application may be notified of the event. In this case, the application may prevent the access to the services. Further, the application may inspect specific application traffic.
In order to provide usage monitoring, an authorized application should be able to set the applicable thresholds for usage monitoring, to start and stop the usage monitoring. The usage monitoring, if activated, may be performed for a particular application, a group of applications or all detected traffic within a specific multimedia session. The application should be notified when the provided usage monitoring thresholds have been reached. The ADQ WS does not provide usage monitoring functions.
An authorized application may request the detection of specified application traffic and notifications on start or stop of application traffic. The enforcement actions may include blocking of the application traffic, bandwidth limitations, or redirection of traffic to another address. For example, the application detection and control functionality may be used to detect traffic of point-to-point file sharing protocol, where the application may limit the bit rate, used by the service.
In order to provide application detection and control, an authorized edge application should be able to set inspection for specific application traffic. The application should be notified on traffic start and stop, and be able to apply the specified enforcement actions. The ADQ WS does not provide application detection and control functions.
Mapping of ADQ interfaces onto network protocols
The 4G RAN is composed of one network element: the eNodeB (base station). ENodeB functionalities related to QoS include bearer level rate enforcement, bearer level admission control and congestion control. The protocol between UE and eNodeB is Radio Resource Control (RRC) [26] . The main services related to QoS control include establishment, maintenance and release of an RRC connection between the UE and radio access network (E-UTRAN), establishment, configuration, maintenance and release of point to point radio bearers, and QoS management functions. The interfaces between eNodeB and Mobility Management Entity in the core network is named S1 and the respective control protocol is S1 Application Protocol (S1AP) [27] . Among the others, S1AP protocol is in charge of E-UTRAN Radio Access Bearers (E-RABs) management.
Deployment of ADQ WS in MEC environment requires mapping of ADQ APIs onto S1AP procedures.
The ApplicationQoS interface provides operations for QoS control. The invocation of interface operations results in initiation of S1AP procedures related to E-RABs. The applyQoSFeature operation is used by application to request a temporary QoS feature to be setup on the end user connection. Implemented in MEC platform, this operation allows the application to assign resources on air interface and S1 interfaces for one or several E-RABs and to setup corresponding data radio bearers for given UE. The operation initiates E-RAB Setup procedure. The Parlay X ADQ defines only DownStreamSpeedRate and UpStreamSpeedRate as QoS attributes. We suggest an extension of QoSFeatureProperties structure with elements indicating QoS parameters of bearers in Evolved Packet System, namely QoS Class Identifier, Allocation and Retention Priority (ARP), Guaranteed Bit Rate (GBR) and Maximum Bit Rate for GBR bearers and APN Aggregated Maximum Bit Rate (APN-AMBR) and UE-AMBR. Fig. 1 shows the XML scheme related to E-RAB QoS parameters.
When the eNodeB reports unsuccessful establishment of an E-RAB, the cause value indicates the reason for such unsuccessful establishment, e.g., "Radio resources not available", "Failure in the Radio Interface Procedure". The respective WS exception is "Insufficient connection resources". If the eNodeB receives E-RAB Setup Request message containing incorrect E-RAB ID or QoS parameter values indicating QCI of GBR bearer, which does not contain GBR QoS information, then the eNodeB considers the establishment of the corresponding E-RAB as failed and the WS generates exception "Invalid input value".
The ADQ modifyQoSFeature operation may be used by an application to alter the QoS attributes of an active temporary QoS feature. This operation initiates E-RAB Modification procedure. The service exception "Invalid input value" rises when the eNodeB finds an incorrect E-RAB ID. The removeQoSFeature operation may be used by the application to release a temporary QoS value, which is currently active on the user session. This operation initiates E-RAB Release procedure.
The getQoSStatus operation falls in the category of self-care and may be used to retrieve the status of an end user connection. The response to this method will contain information about the characteristics of the active E-RABs including information about the temporary QoS features that are currently active on the end user connection.
ADQ provides interfaces which may be used by a Mobile edge application to manage its registration for notifications. When eNodeB sends an indication that one or several E-RABs for a UE are released or modified, the application is also notified in case of active subscription. Fig. 1 . XML scheme related to E-RAB QoS parameters <xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema" xmlns="http://example.com" targetNa mespace="http://example.com"> <<xs:simpleType name="bitRate"> <xs:restriction base="xs:nonNegativeInteger"> <xs:maxInclusive value="1000000000"/> </xs:restriction> </xs:simpleType> <xs:simpleType name="QoSClassIndicator"> <xs:restriction base="xs:nonNegativeInteger"> <xs:maxInclusive value="255"/> </xs:restriction> </xs:simpleType> <xs:simpleType name="PriorityLevel"> <xs:restriction base="xs:nonNegativeInteger"> <xs:minInclusive value="0"/> <xs:maxInclusive value="15"/> </xs:restriction> </xs:simpleType> <xs:simpleType name="PreemptionCapability"> <xs:restriction base="xs:string"> <xs:enumeration value="ShallNotTriggerPreemption"/> <xs:enumeration value="MayTriggerPreemption"/> </xs:restriction> </xs:simpleType> <xs:simpleType name="PreemptionVulnerability"> <xs:restriction base="xs:string"> <xs:enumeration value="NotPreemptable"/> <xs:enumeration value="Preemptable"/> </xs:restriction> </xs:simpleType> <xs:complextType name="AlocationAndRetentionPriority"> <xs:sequence> <xs:element name="PL" type="PriorityLevel"/> <xs:element name="PC" type="PreemptionCapability"/> <xs:element name="PV" type="PreemptionVulnerability"/> </xs:sequence> </xs:complextType> <xs:complextType name="GuaranteedBitRate"> <xs:sequence> <xs:element name="ERABMaxBitRateDL" type="bitRate"/> <xs:element name="ERABMaxBitRateUL" type="bitRate"/> <xs:element name="ERABGuaranteedBitRateDL" type="bitRate"/> <xs:element name="ERABGuaranteedBitRateUL" type="bitRate"/> </xs:sequence> </xs:complextType> <xs:complextType name="UEAggregateBitRate"> <xs:sequence> <xs:element name="UEAggregateBitRateDL" type="bitRate"/> <xs:element name="UEAggregateBitRateUL" type="bitRate"/> </xs:sequence> </xs:complextType> <xs:complexType name="ERABLevelQoSParameters"> <xs:sequence> <xs:element name="QCI" type="QoSClassIndicator"/> <xs:element name="ARP" type="AlocationAndRetentionPriority"/> <xs:element name="GBR" type="GuaranteedBitRate" minOccurs="0" maxOccurs="1"/> <xs:element name="ABR" type="UEAggragateMaxBitRate" minOccurs="0" maxOccurs="1"/> </xs:sequence> </xs:complexType> </xs:schema> Fig. 2 shows the sequence for application control on QoS.
Fig. 2. Application control on QoS available on the UE session
The mobile edge application indicates its interest in receiving notifications by registering for events. When an event occurs in the network that merits a notification to be raised, interested application receives a notification and its implications on the temporary QoS features active on the end user connection.
The message sequence in the Fig. 2 may be interpreted in the following context. The Streaming Application makes a request to the ADQ WS to apply specific QoS parameter values on existing UE connection. Assuming that the network supports the requested QoS values, the new QoS is applied as requested by the application. The application subscribes for notifications. When a bearer is lost (e.g., due to bad radio conditions), the application is notified. The application stops the notifications and requests release of the UE session.
Resource state models
As a mediation point between mobile edge applications and RAN, the mobile edge platform, which provides Web Services, needs to maintain the network and application views on the status of the applied QoS resources. These views need to be synchronized. 3 shows the proposed simplified state model of QoS resources assigned for a user connection that has to be maintained by the eNodeB. When the user connects to the network, an RRC connection and a default E-RAB are established. A user connection with specific QoS requires establishment of a dedicated E-RAB with appropriate QoS, which results in RRC connection re-configuration. The transitions in the state model correspond to the respective RRC and S1AP messages. Both models are synchronized as they expose equivalent behaviour in consequence of events related to QoS control, i.e. for applying specific QoS control by a mobile edge application, the network establishes the respective E-RABs, and for modifying, or deleting specific QoS features by a mobile edge application, the network modifies, or deletes the respective E-RABs. The Parlay X ADQ WS may be extended in order to support usage monitoring and application detection and control. The usage monitoring functionality allows a mobile edge application to set applicable thresholds for the accumulated usage of network resources. The application detection and control functionality comprises the request to detect the specified application traffic, reports to a mobile edge application on start or stop of application traffic, and to apply the specified enforcement and charging actions. Fig. 5 summarizes the proposed interfaces for usage monitoring. The UsageMonitoringManager interface provides operations for management of monitoring on bearer resource usage. The interface provides methods that allow an authorized mobile edge application to set usage monitoring thresholds (setUsageMonitoringThresholds operation), to start (startUsageMonitoring operation), and to stop usage monitoring (stopUsageMonitoring operation). The application may decide to release the user session (sessionTermination operation) when the thresholds are reached or user credit is over. The UsageNotification interface allows the application to monitor the bearer usage. The usageThresholdReached operation reports the usage thresholds parameters set by the applications have been reached. The usageError operation sends an error message to the multi access edge application to indicate that the notification for resource usage is cancelled by the WS. The notificationEnd operation informs the mobile edge Following the same approach interfaces for periodic usage monitoring may be defined. An example of WSDL description is given in Section 6. The ApplicationDetectionManager interface provides operations that allow a Mobile edge application to register its interest in detection of specific applications. The interface provides methods that allow an authorized application to start and stop inspection of specific application traffic. The ApplicationDetection interface allows a Mobile edge application to receive notifications about the start and stop of application traffic events and to indicate how the traffic should be handled. The trafficStart operation reports the start of monitored traffic and provides instructions how the traffic should be handled. Possible actions are "continue", "change of QoS" for the application traffic, which results in E-RAB modification, or "block" the application traffic which results in E-RAB release. The applicationDetectionError Mobile edge platform may provide up-to-date radio network information which can be generated locally or be based on information received from external sources. The radio network information may be provided at the relevant granularity (e.g., per UE or per cell, per period of time) [24] . The UE related information includes information about UEs connected to the eNodeB(s), their UE context and the related radio access bearers, as well as information about changes in their UE context and radio access bearers.
As to [25] , the Parlay X Terminal Status WS provides access to the status of a terminal through:
 request for the status of a terminal;  request for the status of a group of terminals;  notification of a change in the status of a terminal. It may be used to provide information about UE activity in a cell. UE status in a cell can be expressed as not serviced, active or inactive. The terminal is in not serviced state if the UE is not camped at the cell and the eNodeB does not serve it. The terminal is in active state if it is camped at the cell and involved in a session. The terminal is in inactive state if it is camped at the cell but it is not involved in a session. When a request for the activity of a group of terminals in a cell is made, the response may contain a full or partial set of results. This allows the service to provide results based on a number of criteria including number of terminals for which the request is made and amount of time required to retrieve the information. The application may initiate additional requests for terminals with incomplete information.
The terminal activity in a cell may be interesting for different applications such as radio access bearer monitoring, resolving network congestion, etc. An example is an analytic application that monitors the changes in the activity of a group of terminals (e.g., from active to idle and back to active) in order to predict the usage of cell resources and optimize resource scheduling. Another example is an application that resolves specific situations of network congestion in a dense environment. In case of network congestion, the application can communicate with counterpart applications running on devices, to request them to activate direct device-to-device communication through application-specific means.
The information about terminal activity in a cell in MEC environment may be provided on the base of UE context status in the eNodeB. UE context stored in the eNodeB contains information about signalling connection ID between the Mobility Management Entity (MME) in the core network and UE, security context, roaming and access restrictions, UE capability information and bearer setup information.
The S1AP protocol has functions related to UE context management. The UE context management functions include Initial context transfer, UE context release, UE context modification and UE context resumption. Initial context transfer functionality is used to establish an S1UE context in the eNodeB, to setup the default IP connectivity, to setup one or more E-RABs if requested by the MME, and to transfer non access stratum signalling related information to the eNB if needed. UE context modification functionality allows changing the established UE context partly. UE context resumption functionality allows keeping the UE Context in the eNodeB for a UE which does not have a RRC connection with the eNodeB and to resume the RRC connection without the need to re-establish the UE Context.
The mobile edge platform needs to maintain in a synchronized way the models representing the application view on the terminal state and the UE context state as seen by the eNodeB. Fig. 7 shows the UE context state model. In Null state, there is no UE context for the terminal in the eNodeB, i.e. the terminal is not served by the eNodeB. In Established state, there exists a UE context for the terminal in the eNodeB and the terminal may send or received data using the established data bearers. In Suspended state, the UE context is suspended e.g. due to terminal inactivity. The transitions in the UE context state model are triggered by S1AP procedures.
The Initial Context Setup procedure is initiated by the MME. The purpose of the Initial Context Setup procedure is to establish the necessary overall initial UE Context including E-RAB context, the security key, handover restriction list, UE radio capability and UE security capabilities etc. In case of successful initial context establishment, this procedure leads to establishment of radio bearer between the UE and eNodeB. The UE may use the established radio bearers to transmit user data. The Initial Context Setup procedure may fail, e.g., because the encryption or integrity protection algorithm in the UE security capabilities do not match any allowed algorithms defined in the eNodeB.
The UE Context Modification procedure enables the MME to partly modify the UE context in the eNodeB (e.g., security key or aggregated maximum bit rate) for UEs in active state. It is initiated by the MME. The procedure may fail if the eNodeB receives both the circuit switched fallback indicator and one of the security parameters.
The eNodeB may initiate UE Context Suspend procedure due to UE inactivity if the UE and the network support signalling optimizations to enable efficient transport of user data over the user plane failed. Data related to the S1AP association, UE Context and bearer context, necessary to resume the connection are kept in the eNodeB, UE and the MME.
The purpose of the UE Context Resume procedure is to indicate to the MME that the UE has resumed the suspended RRC connection and to request the MME to resume the UE context, UE-associated logical S1-connection and the related bearer contexts in the core network.
If the UE remains inactive for certain amount of time, the eNodeB initiates UE context release. Another reasons for eNodeB initiated UE context release may be loss of radio connection with UE, subscription expiry of a closed subscriber group, circuit switched fallback trigger, intersystem redirection and UE unavailability for packet switched services. UE context release may be initiated also by the MME in case of requirements for load balancing and offload. This procedure leads to release of all related signalling and user data transport resources in the eNodeB. Fig. 8 shows the terminal state models as seen by the application. In NotSeviced state, the terminal is not registered in the cell and it cannot participate in data communications in the cell. In Active state, the terminal participates in data communication. In Inactive state, the terminal is serviced by the eNodeB, but currently is not involved in data communications. The state transitions are triggered by WS notifications. 
Proof of the concept
The proof of the concept has its significance regarding the validation goals in aspect of the approach's implementation.
Looked at from topology point of view, the proof is conducted by using of front-/back-end approach, which is applied to two couples of Virtual Machines (VMs) in lab environment. The reason that much simpler single-node type of proof is considered inappropriate is that it lacks the scalability component, which is seen as "conditio sine qua non". Another argument is that the incurred latency is less realistic, which might get critical when dealing with finite state machines, or the earlier eventual latency issues become evident, the better. The VMs form in-memory grid that helps for service integration by its message-passing bus which brings at least twofold gain -keeps the scalability feature intact and makes the dialogues between state machines easier to monitor. In order to show the viability of the approach, it is shown in Fig. 9 a part of the contract definition, given in WSDL that realizes the periodic usage monitoring notifications with the typical start/stop couple of operations. The preferred version of the SOAP protocol is 1.1 as far as it gives a wider deployment base eventually. The SOAP envelopes for both types of operations to be depicted. The starting one (on left) shows a setup of notification subscription for an hour with frequency of 15 s, while the second (on right) is effectively stopping another subscription. The response message parts of the operations are not shown in Fig. 9 to keep it more readable.
The message exchange shown in Fig.10 is taken on the service interface between the service endpoint and a client. The transport, i.e., the HTTP code/headers, of the response message of the stop operation and the SOAP/domain part are given, while at the bottom is the service activity log. Fig. 10 . Snapshot of message exchange and activity log 6. Conclusion A prerequisite for the wide deployment of innovative applications with high bandwidth and low latency requirements in the radio access network is the availability of viable, scalable and resilient mobile edge platform. The mobile edge platform APIs should be application agnostic. The APIs need to promote application interoperability and portability on different mobile edge platforms.
In this paper, we investigate the extent, to which existing APIs that fulfil the requirements could be reused. The research covers established and time-tested Web Services that provide abstracted access to communication functions and information in the core network. The focus is on Application-driven Quality of Service and Terminal Status Web Services. Application-driven Quality of Service may be used to provide the Bandwidth Manager feature, which allows an authorized application to register statically and/or dynamically its bandwidth requirements and/or priority, as well as to allocate bandwidth and/or assign priority to any session or to any application. Terminal Status WS may be used to implement the Radio Network Information feature, which provides information about UEs activity in a cell. Implementation of mobile edge platform requires identification of homomorphism between WS operations and network control protocol messages. Such homomorphism is identified for operations of ADQ and Terminal Status WSs and messages of the protocol S1AP. The control logic at the mobile edge platform side and application side is modelled. An extension of ADQ WS is proposed in order to face the requirements for usage monitoring and application detection and control in RAN.
The approach is flexible and open to further extensions toward RESTful-type of solutions by wrapping the front-end with appropriate adapters. Re-use of existing API provides a simple and controllable access to functions in the radio access network. For third party application developers it is an opportunity to create new attractive applications, and for network operators it is a new source of revenue generation due to the reduction of data delivery cost.
