Campbell's 1968 sampling theorem is examined and a more explicit formula for the truncation error is given. The series (1) is also valid for stationary random processes. Campbell also gives an expression for the truncation error committed in using 2N + 1 terms of (1) to evaluate f. In this note we give a more explicit form of the truncation error and show that the sampling theorem is valid for a general type of bandlimited random process, giving an expression for the truncation error in this case also.
the sampling series by f-w,wJ.
The series (1) is also valid for stationary random processes. Campbell also gives an expression for the truncation error committed in using 2N + 1 terms of (1) to evaluate f. In this note we give a more explicit form of the truncation error and show that the sampling theorem is valid for a general type of bandlimited random process, giving an expression for the truncation error in this case also. Proof.
00
Let~be any C function with compact support, i.e. a testfunction.
Then if F is the Fourier transform of f,
Now the distribution F can be extended to a continuous linear functional 00 on the space E of all C functions topologized by the usual family of semi norms (see e.g. [3] p 88) and if X is a testfunction equal to 1 on
, so in particular, setting A(u) = _00 e A(x)dx we have X(u) = y(uo) Sin 2~(w+6)u and sõ
II" The constant K k can be calculated from
The derivatives of y can be generated by a simple recursive scheme described in [2J, a numerical integration then allows the calculation of the K k , given below in Table 1 for k = 1,2,3,4,5 . By means of (3) and (4) we can obtain a precise inequality on the truncation error of (1) in terms of the norm IIfllk of f, using the method of [2] :
Theorem. Let f be a function bandlimited to wand satisfying Ilfllk < co. Then if y is the function defined in the proof of theorem 1 and if PN(t) denotes the truncation error using the function y in (1) i.e. if = f(t) -
Proof. Similar to §4 of [2] . §3. BANDLIMITED PROCESSES.
Consider a zero mean second order process x(t) , and let R(t,s) = E(x(t) xes)) be the covariance function of x(t).
For the properties of such processes see [4] . Using these we may prove the following Theorem 3. Let x(t) be a zero mean process whose covariance function R satisfies fR(t, t) (l+t 2 ) -kdt < 00 and that is bandlimi ted to w.
Then x(t) satisfies the sampling expansion (1) and the root mean square truncation error { 1
is bound by
for k < v, S < h /2 -w, h -/2 > w) and It I < Nh .
Proof. Using (5) above, For k < v, we see that the truncation error converges to zero as N -+ 00 , thus proving the theorem.
The series (1) converges in mean square for a bandlimited process x(t)~since the sample paths of x(t) are bandlimited to w with e probability 1, (see [4] ); it follows that x(t) satisfies the series (1) with probability 1 .
