We prove a functorial correspondence between a category of logarithmic sl 2 -connections on a curve X with fixed generic residues and a category of abelian logarithmic connections on an appropriate spectral double cover π : Σ → X. The proof is by constructing a pair of inverse functors π ab , π ab , and the key is the construction of a certain canonical cocycle valued in the automorphisms of the direct image functor π * .
§1 Introduction
This paper describes an approach, called abelianisation, to studying meromorphic connections on vector bundles of higher rank over a complex curve X by putting them in correspondence with meromorphic connections on line bundles (which we call abelian connections) over a multi-sheeted cover Σ → X. This approach was previously introduced in [GMN13a, GMN13b, GMN14, HN16] , and even earlier from a different point of view in the exact WKB analysis (see, e.g., [Vor83, DDP93, KT05] ). The purpose of this paper is to give a mathematical formulation of abelianisation as a functorial correspondence. We will focus here on the simplest case of sl 2 -connections with at most logarithmic singularities and generic residues. The present work is an extension of the work the author completed in his thesis [Nik18] .
Given a connection (E, ∇), an application of the standard local theory of singular differential equations near each logarithmic pole allows one to extract valuable asymptotic information in the form of locally defined flat line subbundles of E, first studied by Levelt [Lev61] (see also [Was76] ). The collection of all these subbundles can be organised into a single flat line bundle (L, ∇ ab ) but only over an appropriate double cover π : Σ → X. Moreover, these asymptotic data (and hence the abelian connection (L, ∇ ab )) encode (E, ∇) almost completely: what remains is the combinatorial information of the relative arrangement of these line subbundles. These combinatorics are themselves encoded in a graph Γ on X, called a Stokes graph in the exact WKB analysis literature where it first appeared.
The main result in this paper, theorem 4.1, is an equivalence between a certain category Conn X (Γ) of sl 2 -connections on X and a certain category Conn Σ of logarithmic abelian connections on a double cover π : Σ → X:
More precisely, we fix (X, D) a compact smooth complex curve with a finite set of marked points, we fix the data of generic residues along D, and choose appropriately a meromorphic quadratic differential ϕ with double poles along D. Then ϕ gives rise to a double cover π : Σ → X (called the spectral curve) as well as a Stokes graph Γ on X. The category Conn X (Γ) consists of logarithmic sl 2 -connections on (X, D) with fixed generic residues which satisfy a certain transversality condition with respect to the Stokes graph Γ. The category Conn Σ consists of abelian connections on the spectral curve Σ with logarithmic poles along π −1 (D)∪R (where R is the ramification divisor), equipped with an odd structure. The residues of ∇ ab := π ab (∇) along π −1 (D) are nothing but the eigenvalues of the residues of ∇, and the residues along R are exactly −1/2.
Given an sl 2 -connection (E, ∇), we give an explicitČech construction of its abelianisation (L, ∇ ab ) out of the above-mentioned asymptotic data extracted from E. A summary of the main properties of the relationship between (E, ∇) and its abelianisation (L, ∇ ab ), including the degree of L, is given in proposition 4.7. One notable property is that the line bundle L on the spectral curve is in a natural way the line bundle of eigensections of ∇: i.e., any local flat section e ∈ L satisfies ∇e = η ⊗ e, where η is the canonical one-form on Σ. From this point of view, abelianisation of connections is similar in spirit to the abelianisation of Higgs bundles [Hit87b, BNR89] : in particular, the abelianisation line bundle L is the analogue of the spectral line bundle. §2 Logarithmic Connections §2.
Logarithmic Connections and Generic Residue Data
Let X be a compact smooth complex curve and D ⊂ X a reduced effective divisor 1 . We assume that D is nonempty with |D| > 2 − 2g X , where g X is the genus of X. A logarithmic sl 2 -connection on (X, D) is the data (E, ∇, µ) of a holomorphic ranktwo vector bundle E on X, a C X -linear map of sheaves
satisfying the Leibniz rule ∇(f e) = e ⊗ df + f ∇(e) for all e ∈ E, f ∈ O X , and a trivialisation µ : det(E) ∼ −→ O X such that µ(tr ∇)µ −1 = d. We denote by Conn n sl (X, D) the category of logarithmic sl 2 -connections. We often omit "µ" from the notation. 
We shall refer to any global section a ∈ H 0 X (O D ) as residue data, and to the two square roots ±λ p := ± √ a p (where Re(λ p ) 0) as the local exponents for a at p.
Definition 2.1 (generic residue data)
Residue data a is generic if, for every p ∈ D, its local exponents ±λ p at p satisfy 2 Re(λ p ) = 0 and λ p / ∈ 1 2 Z. A logarithmic connection (E, ∇) on (X, D) has generic residues if its residue data a defined by (1) is generic.
For generic residue data, we will always order the local exponents ±λ p by increasing real part: −λ p ≺ λ p . The central object of study in this paper is the category of logarithmic sl 2 -connections on (X, D) with fixed generic residue data a, for which we shall use the following shorthand notation: 
§2.2 The Levelt Filtration
Let (E, ∇, µ) be a logarithmic sl 2 -connection on (X, D) with generic residues. In this section, we use the genericity of the local exponents of ∇ to extract certain flat local filtered decompositions of E. , and it depends only on the local coordinate x and the local exponents of ∇ at p. It induces a flat decomposition of E p with respect to which ∇ p is diagonal. The fixed order on the local exponents makes it into a graded decomposition, which is evidently independent of the local coordinate x or the trivialisation.
Proposition 2.2 (Levelt local decomposition)
Let (E, ∇, µ) be a logarithmic sl 2 -connection on (X, D) with generic local exponents ±λ p at p. Then for every p ∈ D, there is a canonical graded decomposition
where
Through the existence and uniqueness theorem for solutions to ODEs, for any simply connected disc or sectorial neighbourhood U of p not containing any other points of D, the connection germ (Λ ± p , ∇ ± p ) uniquely extends to a rank-one logarithmic connection on (U, p); abusing notation, we will continue to denote it by (Λ ± p , ∇ ± p ) or Λ ± p U for emphasis. It is a flat line subbundle Λ ± p ⊂ E| U , and the connection ∇ ± p is the restriction of ∇ to this subbundle.
The Levelt filtration. The Levelt normal form d
has an obvious basis of (multivalued meromorphic) solutions: ψ ± (x) := x ∓λ e ± , where ( e − , e + ) is the standard basis of C{x} 2 . This basis is ordered by growth: as x → 0, the solution ψ − (x) decays to 0 (a subdominant solution) whilst ψ + (x) grows (a dominant solution). We denote this dominance relation by ψ − (x) ≺ ψ + (x). This behaviour filters the two-dimensional vector space of solutions V: a solution ψ ∈ V belongs to the one-dimensional subspace L ⊂ V generated by ψ − (x) if and
Upon a coordinate trivialisation near p ∈ D that puts ∇ p into its Levelt normal form d Λ , the corresponding local (multivalued) flat sections ψ − p , ψ + p of E (in a punctured neighbourhood germ of p) enjoy the same dominance relation:
It is easy to verify that this dominance relation is independent of the coordinate trivialisation, which means any local flat section of Λ − p is subdominant. In other words,
is the unique line subbundle germ of E p generated (over the germ of a punctured neighbourhood of p) by a (multivalued) flat subdominant section. We will refer to Λ p as the Levelt subbundle (germ) and to the ∇ p -invariant filtration
is a filtered logarithmic connection germ, and it uniquely extends to a filtered logarithmic connection on (U, p) for any sectorial or disc neighbourhood U of p (disjoint from all other points of D), which we continue to denote by 
Proof.
Let ψ, ψ be flat sections of Λ p , Λ p , respectively, and let ψ be a flat section of E linearly independent from ψ , all possibly multivalued and defined over a punctured neighbourhood of p. The sections ψ, ψ decay to 0 as x → 0 for any local coordinate x centred at p, whilst ψ grows. The map φ necessarily sends ψ to a constant linear combination of aψ + bψ . But since φ is holomorphic at p and ψ decays at p, φ(ψ) must also decay to 0 as x → 0, so b = 0.
§2.3 Logarithmic Connections and Double Covers
Logarithmic connections can be pulled back and pushed forward along ramified covers. In this section we describe these operations, restricting ourselves to the simplest case of double covers π : Σ → X with simple ramification and which are trivial over the polar divisor D. Thus, denote by R ⊂ Σ the ramification divisor and assume that R has no higher multiplicity and that the branch locus B := π(R) ⊂ X is disjoint from D. LetD := π −1 (D) ⊂ Σ and Σ 0 :=D ∪ R. We denote by σ : Σ → Σ the canonical involution.
Odd abelian connections.
Connections on line bundles are sometimes called abelian connections. The line bundle O Σ (R) carries a canonical logarithmic connection ∇ R , defined to be the connection for which the canonical map O Σ → O Σ (R) is flat. Explicitly, if z is a local coordinate on Σ vanishing at a ∈ R, then the local section z −1 ∈ O Σ (R) gives a trivialisation, in which ∇ R is given by
Definition 2.4 (odd abelian connection)
An odd 3 abelian logarithmic connection on
We refer to the isomorphism µ as the odd structure on (L, ∇). Odd abelian connections form a category Conn 1 odd (Σ, Σ 0 ) where morphisms are morphisms of connections φ : L → L that intertwine the odd structures µ, µ in the sense that µ • (φ ⊗ σ * φ) = µ. It is easy to check that if µ 1 , µ 2 are any two odd structures on the same abelian connection (L, ∇), then (L, ∇, µ 1 ) ∼ = (L, ∇, µ 2 ), and there are exactly two such isomorphisms.
Proposition 2.5 (residues of odd connections)
The residue of any odd abelian connection (L, ∇, µ) at a ramification point is −1/2. In particular, the monodromy of ∇ around a ramification point is −1. Furthermore, if p ∈ D and p ± ∈D are the two preimages of p, then the residues of ∇ at p ± satisfy
Proof.
The residue of ∇ R at a ∈ R is −1. If λ = Res a ∇, then the residue of the connection ∇ ⊗ σ * ∇ at a is 2λ, so the odd structure on L forces λ = −1/2. Next, since σ(p − ) = p + , the residue at p − of σ * ∇ is equal to the residue of ∇ at p + . This means ∇ ⊗ σ * ∇ has residue Res p − ∇ + Res p + ∇ at p − . But the residue of ∇ R at p − is 0, so the odd structure on L forces the identity. 
Proposition 2.6 (degree of odd connections)
2. Pullback and pushforward of connections. The pullback of O X -modules along π extends to a pullback functor on connections π * : Conn
by the rule π * ∇(π * e) = π * (∇e) for any local section e ∈ E. Clearly, the local exponents of ∇ at p ∈ D and the local exponents of π * ∇ at any preimagep ∈D of p are the same. More interesting is pushing connections forward along π. The direct image functor π * of O Σ -modules can be used to pushforward connections from Σ down to X, but the relationship between the polar divisors is more complicated (see [GLP18,  proposition 2.17] for more generality).
Proposition 2.7 (pushforward of odd abelian connections)
The direct image π * extends to a functor
, given p ∈ D, let p ± ∈D be the two preimages of p, and let ±λ ∈ C be the residue of ∇ at p ± . Then the local exponents of π * ∇ at p are ±λ.
Proof.
, where π * X 0 =D ∪ 2R (pulled back as a divisor). The derivative map dπ : T Σ → π * T X drops rank along R; i.e., it is a nonvanishing section of the line bundle
To check that π * ∇ satisfies the Leibniz rule, let e ∈ π * L be a local section on some open set U ⊂ X, and f ∈ O X (U). Then π * ∇(f e) = π * ∇(π * f · e) . Now it is clear that the Leibniz rule for π * ∇ follows from the Leibniz rule for ∇. Therefore, (π * L, π * ∇) is a rank-two logarithmic connection on (X, X 0 ).
To show that the odd structure on L induces an sl 2 -structure on π * L, recall that for any point x ∈ X \ B and any point y ∈ Σ in its preimage, the fibre of the vector bundle π * L over x is canonically
Then, as in [Hit87a, p.100], the dual of the fibre of π * L above any x ∈ X fits into the following exact sequence of vector spaces:
Therefore, the odd structure µ induces an isomorphism
The statement about the residues is obvious because π is unramified over D.
The local exponents of π * ∇ at each branch point are ±1/4. In fact the monodromy of π * L around the branch locus B is a quasi-permutation representation of the double cover Σ → X itself [Kor04] . As a result (and this is an important point), no logarithmic connection on (X, D) is the pushforward π * ∇ of an abelian logarithmic connection on Σ. In other words, the image of the pushforward functor π * in Conn 2 sl (X, X 0 ) does not belong to the subcategory Conn 2 sl (X, D). The purpose of this paper is precisely to fix this problem: in §4.3, we will explicitly construct a certain local 'modification' of the pushforward functor π * which does map into Conn 2 sl (X, D). §3 Spectral Curves §3.1 Spectral Curves for Quadratic Differentials
Finally, if g X 2, then deg ω X = 2g X − 2 by the Riemann-Hurwitz Formula, so the Kodaira Vanishing Theorem implies
1. Quadratic residue. In any local coordinate x centred at p ∈ D, a quadratic differential ϕ with a double pole at p is expanded as ϕ = (a 0 x −2 + · · · ) dx 2 . The coefficient a 0 ∈ C is a coordinate-independent quantity, called the (quadratic) residue at p of ϕ and denoted Res p (ϕ). The residue of ϕ along D is thus a global section
, and there is a quadratic residue short exact sequence:
The residue sequence (6) gives the following long exact sequence in cohomology:
Since deg ω X,D = |D|−χ(X) > 0, the Kodaira Vanishing Theorem implies H 1 ω 2 X (D) = H 1 ω X ⊗ ω X (D) = 0, so the residue map Res in (7) is surjective.
Definition 3.2 (generic quadratic differential)
is generic if all zeroes of ϕ are simple and all residues are nonzero.
2. The log-canonical one-form. Let Y := tot(ω X,D ) be the total space of the logcotangent bundle ω X,D , and p : Y → X the projection map. Like the usual cotangent bundle T ∨ X , the log-cotangent bundle Y has a canonical one-form, which can be constructed as follows. Let θ ∈ H 0 (Y, p * ω X,D ) be the tautological section. Since
exists in the category of vector bundles, because p : Y → X is a surjective submersion. Unravelling the definition of the fibre product, we find that A consists of all vector fields on Y that are tangent to the divisor
on Y is then defined as the image of the tautological section θ under this map 4 .
In the complement X \ D, the log-cotangent bundle ω X,D is isomorphic to the usual cotangent bundle ω X , so η Y has the familiar local expression y dx, where x is a coordinate on the base and y is the fibre coordinate. If p ∈ D and x is a local coordinate centred at p, then dx /x is a local generator of ω X,D , and η Y has the local expression y dx /x, where y is again the fibre coordinate.
The spectral curve. If ϕ is a quadratic differential on
We denote the restriction to Σ of the canonical projection p : Y → X by π:
If ϕ is generic, then Σ is embedded in Y as a smooth divisor, and the projection π : Σ → X is a simply ramified double cover, branched exactly at the zeroes of ϕ, and trivial over the points of D. We will always denote the ramification and the branch divisors of π by R ⊂ Σ and B ⊂ X, respectively. As a double cover, Σ is equipped with a canonical involution automorphism σ : Σ → Σ.
The canonical one-form.
The pullback of the log-canonical one-form
, called the canonical one-form on Σ. It satisfies η 2 = π * ϕ and σ * η = −η, and therefore can be thought of as the 'canonical square root' of the quadratic differential ϕ. It has zeroes along R and simple poles alongD, For any p ∈ D, its residues at the two preimages p ± ∈D of p satisfy Res p − η = − Res p + η and Res p ± η 2 = Res p ϕ. Therefore, if the residue data Res(ϕ) is generic, we can fix an order on the preimages of p:
If p − ≺ p + , we shall call p − a sink pole and p + a source pole. The divisorD is thus decomposed equally into sinks and sourcesD =D − D + .
The numerics of the spectral curve.
If ϕ is a generic quadratic differential on (X, D), and g X is the genus of X, then we can compute the genus g Σ of the spectral curve (see, for example, [BNR89, remark 3.2]): Topologically an open disc, the boundary consists of exactly four critical leaves of F or F, two points in D orD (not necessarily distinct), and two points in B or R (necessarily distinct). The preimage of every horizontal strip is a pair of oriented horizontal strips. Notation: points in B or R will be denoted by ); points in D orD will be denoted by ).
Using the Riemann-Hurwitz formula, the number of ramification points of π is:
Since all ramification points are simple, |B| = |R|, so a generic quadratic differential on (X, D) has precisely 2|D| + 4(g X − 1) zeroes on X. §3.2 The Stokes Graph and the Spectral Graph 1) . Similarly, the complement of critical leaves and critical points of F splits Σ • into a finite disjoint union of discs, which may be called oriented horizontal strips. 
The Stokes graph.
Assume that ϕ is generic and saddle-free.
Definition 3.3 (Stokes graph)
The Stokes graph Γ is the graph on X whose vertices are X 0 and whose edges are the critical leaves of F. The Stokes digraph Γ is the oriented graph on Σ whose vertices are Σ 0 and whose edges are the critical leaves of F.
Thus, Γ π → Γ is an orientation (ramified) double cover of graphs. Each face of Γ is a horizontal strip, and each face of Γ is an oriented horizontal strip. We refer to the edges and the faces of Γ as Stokes lines and Stokes regions; and to the edges and the faces of Γ as Stokes rays and oriented Stokes regions. The graphs Γ, Γ are bipartite: the vertices Γ 0 = X 0 are divided into polar vertices D and branch vertices B; similarly, Γ 0 = Σ 0 is divided into polar verticesD and ramification vertices R. Thus, every Stokes ray/line has a polar vertex and a ramification/branch vertex ( fig. 2) . The polar verticesD are further divided into sinks and sources (cf.
§3.1.4):
• sink verticesD − : those where Re(Res η) < 0;
• source verticesD + : those where Re(Res η) > 0.
If p ∈ D, we denote its preimages inD by p − , p + , where p ± ∈D ± . They satisfy the relation σ(p ± ) = p ∓ . All Stokes rays incident to a sink/source are oriented into/out of the sink/source. Stokes rays Γ 1 are therefore divided by parity:
• positive Stokes rays Γ + 1 : polar vertex is a source; • negative Stokes rays Γ − 1 : polar vertex is a sink. Stokes rays always occur in pairs: the involution σ maps a Stokes ray to a Stokes ray of opposite parity. Stokes lines have no natural notion of parity; instead, the preimage of every Stokes line is a pair of opposite Stokes rays ( fig. 2) . Thus,
The graphs Γ, Γ are squaregraphs. Every Stokes region is a quadrilateral with two branch vertices and two polar vertices, and its boundary is made up of four Stokes lines ( fig. 3) . Similarly, every oriented Stokes region is a quadrilateral with two ramification vertices and two polar vertices (one of which is a source and one is a sink), and its boundary is made up of four Stokes rays (two of which are positive and two are negative). Thus:
Figure 3: Two oriented Stokes regions i, j in the preimage of the Stokes region I = {i, j}. Here, a1, a2 ∈ R are the ramification points above the branch points b1, b2 ∈ B. Notation: We index faces of Γ by i, j, . . .. A face of Γ, whose preimage consists of faces i, j of Γ, is indexed by the unordered pair I = {i, j}. Notice that if UI with I = {i, j} is a Stokes region with polar vertices p, q ∈ D, and if the oriented Stokes region Ui has polar vertices p+, q−, then Uj = σ(Ui) has polar vertices p−, q+.
The numerics of the Stokes graph.
Each branch point has three incident Stokes lines and three incident Stokes regions, but each Stokes region has two branch vertices, so there are 3|B| Stokes lines and 3 2 |B| Stokes regions in total. So, using (11),
Note also that Γ 
The open covers S(Γ) and S( Γ)
Similarly, define U (α) , U α , U −α for all α ∈ Γ + 1 , which we continue calling Stokes lines and Stokes rays. Connected components of double intersections in these covers are enumerated by Stokes lines/rays: a nonempty double intersection of any pair of Stokes regions is either a single Stokes line or a pair of disjoint Stokes lines with the same polar vertex but necessarily different branch vertices. All double intersections are (represented by) unions of contractible open sets, and there are no nonempty triple intersections. We define the nerves of these covers bẏ
We adopt the following notational convention: if U (α) is a Stokes line contained in the double intersection U I ∩ U J , then U I , U J ordered such that going from U I to U J the Stokes line (α) is crossed anti-clockwise around the branch vertex of U (α) .
§3.3 Logarithmic Connections and Spectral Curves
In this section, we describe some properties that connections enjoy in the presence of a spectral curve. Suppose (E, ∇) ∈ Conn X is a logarithmic sl 2 -connection on
is the Levelt decomposition, we denote the pullback of Λ ± p to the preimage p ± ∈D on Σ by
We continue to denote the pullback connections on L ± p and L p by ∇ ± p and ∇ p , respectively. Thus, (L ± p , ∇ ± p ) is an abelian connection germ at p ± with residue ±λ p . It has a unique extension to a logarithmic connection over any disc or sectorial neighbourhood U ⊂ Σ of p ± that avoids all other points ofD, which we continue to denote by
1. Eigensections and eigenvalues extracted at the poles. Given a spectral curve, connections have a notion of eigensections and eigenvalues as follows. If p ∈ D, let ±λ be the local exponents at p, and
There is a local coordinate x centred at the preimage p ± ∈D ± of p such that the canonical one-form η in this coordinate is in local normal form ±λ dx /x. Since Σ is unramified over p, we can also use x as the coordinate centred at p. If we chose a coordinate trivialisation of E p with respect to this coordinate x, then examining the Levelt normal form d Λ of ∇ p and fixing a basepoint x * near x = 0, we get a (multivalued meromorphic) flat section ψ ± = f ± e ± of the line bundle germ Λ ± p , where e ± is a univalued holomorphic generator of Λ ± p , and f ± is the germ at p of a (multivalued meromorphic) function defined in the coordinate x by f ± (x) = exp − x x * ±λ dx /x . The observation is that the integrand in this expression is nothing but the canonical one-form η written in the local coordinate x. So f ± (x) = exp − x x * η ± , where η ± is the germ of η at p ± thought of as a logarithmic one-form near p. From the fact that f ± satisfies the differential equation dlog f ± = −η ± , the equation ∇ p (ψ ± ) = 0 yields
Thus, the generator e ± of Λ ± p can be thought of as an eigensection germ of ∇ p with eigenvalue η ± .
More invariantly, consider the pullback π * E p to p ± . If f is any (multivalued meromorphic) function germ at p ± which satisfies the differential equation dlog f = −η, then π * E p has an eigensection germ e ∈ L ± p = π * Λ ± p with eigenvalue η:
We summarise this discussion in the following proposition.
Proposition 3.4
For any p ± ∈D, the line bundle germ L ± p at p ± has a (multivalued meromorphic) flat section germ of the form ψ = f e, where f is a solution to dlog f = −η and e is a (univalued holomorphic) generator of L ± p which is an eigensection germ of ∇ ± p : 2. Γ-transverse connections. Every Stokes region U I on X has two polar vertices, so any connection in Conn X restricted to U I is naturally endowed with two Levelt filtrations. In this article, we require them to be transverse in the following sense.
Definition 3.5 (Γ-transversality)
We say that a connection (E, ∇) ∈ Conn X is Γ-transverse if over every Stokes region U I ∈ S(Γ) with polar vertices p, q ∈ D, the two canonical Levelt filtrations E • p , E • q on E| U I are transverse at every point of U I .
Of course, for rank-two connections a Levelt filtration E • p is simply an inclusion of the Levelt line subbundle Λ p ⊂ E near p, so Γ-transversality amounts to the requirement that the Levelt line subbundles Λ p , Λ q of E be distinct at every point of U I . Also, since these subbundles are flat, it follows that they are distinct on any simply connected open neighbourhood of U I contained in X \ D. As a consequence of Γ-transversality, E can be decomposed over each Stokes region by intersecting the Levelt filtrations extracted at the two polar vertices.
Lemma 3.6
If U I ∈ S(Γ) is a Stokes region with polar vertices p, q ∈ D (not necessarily distinct), then any (E, ∇, µ) ∈ Conn X (Γ) has a canonical decomposition
In the special case p = q ( fig. 4 ) it may seem that no connection ∇ can be Γ-transverse for such Γ, but this is not true. This is because the Levelt subbundle Λ p ⊂ E U I over U I is defined by analytically continuing the germ Λ p at p from a sectorial neighbourhood of p to the open set U I . The Stokes region U I defines two sectorial neighbourhoods whose arcs at p are disjoint, so the two analytic continuations of Λ p are generically not the same.
Morphisms of connections preserve Levelt line subbundles (lemma 2.3), hence they necessarily preserve Γ-transversality. Thus, Γ-transverse connections form a full subcategory of Conn X , which we denote by Conn X (Γ) ⊂ Conn X . In the next section, we will construct an equivalence between Conn X (Γ) and a certain category of odd abelian connections on the spectral curve Σ. §4 Abelianisation Given a pair (X, D), where D is nonempty with |D| > 2 − 2g X , and generic residue data a along D in the sense of definition 2.1, we study the category
of logarithmic sl 2 -connections on (X, D) with residue data a. Our method is to choose 7 a generic saddle-free quadratic differential ϕ on (X, D) with residue data Res(ϕ) = a. Let π : Σ → X be the spectral curve of ϕ, and let Γ be the corresponding Stokes graph on X. Consider the subcategory of Γ-transverse connections
The main result of this paper is that Conn X (Γ) can be canonically identified with a category of certain odd abelian connections on Σ as follows. For every p ∈ D, let ±λ p ∈ C be the local exponents of the residue data a at p, with Re(λ p ) > 0. Put D := π −1 (D), let R be the ramification divisor of π, and define abelian residue data λ along Σ 0 := R ∪D as follows:
Consider the category of odd abelian logarithmic connections on (Σ, Σ 0 ) with fixed residues λ, for which we use the following shorthand notation:
The main theorem in this paper is the following.
Theorem 4.1
There is an equivalence of categories
where the functor π ab , called abelianisation, is constructed in §4.1, and the functor π ab , called deabelianisation, is constructed in §4.3.
The rest of this paper is devoted to the proof of this theorem. Expressed more explicitly, the above equivalence is
1 with three marked points, we assume that the residue data a has been chosen such that a saddle-free quadratic differential ϕ with Res(ϕ) = a exists (see footnote 6). It is easy to generalise our methods to remove this assumption by introducing a phase for quadratic differentials; this will be described in a future publication.
If (E, ∇, µ) ∈ Conn X (Γ), we call its image (L, ∇ ab , µ ab ) under the abelianisation functor π ab the abelianisation of ∇ with respect to Γ. Similarly, if (L, ∇, µ) ∈ Conn Σ , we call its image (E, ∇ ab , µ ab ) under the deabelianisation functor π ab the deabelianisation of ∇ with respect to Γ.
§4.1 The Abelianisation Functor
In this section, we construct the abelianisation functor π ab . Let (E, ∇, µ) ∈ Conn X (Γ) be given, we define its abelianisation (L, ∇ ab , µ ab ) ∈ Conn Σ . We first construct it on the punctured spectral curve Σ • using the open cover S( Γ) ( §3.2.4) and then uniquely extend it to Σ. If U i ∈ S( Γ) is an oriented Stokes region, let p − ∈D be its sink vertex. Let L p = π * Λ p be the pullback to p − of the Levelt line subbundle germ Λ p ⊂ E p at p. We define the holomorphic abelian connection (L i , ∇ ab i ) on U i to be the unique extension of the germ (L p , ∇ p ) to U i :
We now define the gluing data. The nerveṠ( Γ) consists of Stokes rays, so for every α ∈ Γ + 1 , consider the pair of opposite Stokes rays U ±α ∈Ṡ( Γ). The positive Stokes ray U α is a connected component of the intersection of exactly two oriented Stokes
as defined by (16). We define flat isomorphisms
over U ±α , respectively. Both U i , U j have sink vertex p − , which means L i , L j over the Stokes ray U −α are extensions of the same germ L p , so we define
On the other hand, let q − , r − ∈D be the sink vertices of
The pullback π * E over U α contains another subbundle σ * L p which is the unique extension of the germ σ * L p = π * Λ p at p + . By Γ-transversality, σ * L p , L q , L r are distinct subbundles, so proposition A.1 implies that there is a canonical isomorphism (in the notation therein)
Since S( Γ) has no nonempty triple intersections, we obtain a holomorphic abelian connection (L, ∇ ab ) over Σ • .
Remark 4.2
The gluing map (18) is defined over the positive Stokes ray U α , and the restriction of π to U α is an isomorphism onto the Stokes line U (α) , so
At the same time, U (α) is in the intersection of Stokes regions U I := π(U i ), U J := π(U j ) with polar vertices p, q and p, r, respectively. By lemma 3.6, there are two
Figure 5: ±α is a pair of opposite Stokes rays. a is their common ramification vertex, and p± are their respective polar vertices. Ui, Uj are a pair of oriented Stokes regions which have Uα in their boundary, arranged such that the ordered pair (Ui, Uj) respects the cyclic anti-clockwise order around a. Let U i := σ(Ui), U j := σ(Uj), so U−α is a connected component of
canonical decompositions E ∼ −→ Λ p ⊕Λ q and E ∼ −→ Λ p ⊕Λ r over U (α) . By lemma A.4, the identity map id E over U (α) with respect to these decompositions may be written as an upper-triangular matrix whose diagonal entries are 1 and
We see that I 1 = π * g α , so the diagonal entries of id E over U (α) in this decomposition are nothing but the gluing data for the abelianisation line bundle L:
Let us explain how the sl 2 -structure on E induces an odd structure on L over Σ • . If U i ∈ S( Γ) is an oriented Stokes region with polar vertices p − , q + , let U I := π(U i ) and U j := σ(U i ). By lemma 3.6, the sl 2 -structure µ is a skew-symmetric map
The upper-triangular expression for π * id E implies that these local isomorphisms µ ab i glue to give an odd structure
Lemma 4.3 (canonical extension overD)
(L, ∇ ab , µ ab ) has a canonical extension over each p ± ∈D ± with a logarithmic pole at p ± with residue ±λ p .
Proof.
Any punctured disc neighbourhood U * of a sink pole p − ∈D − is contained in the union of oriented Stokes regions incident to p − , each of which has p − as its sink vertex ( fig. 6, left) . By construction, L| U * = L p | U * . But (L p , ∇ p ) uniquely extends to a logarithmic connection on (U, p − ) with residue −λ p , hence so does (L, ∇ ab ).
Consider now a punctured disc neighbourhood U * of the source p + (fig. 6, right) . Again, U * is contained in a union of oriented Stokes regions incident to p + . Let U i be one of them, and let q − be its sink vertex, so
Moreover, it follows from proposition 3.4 that ϕ sends the eigensection of L + p to a constant multiple of the eigensection of L q . Suppose now that U j ∈ S( Γ) is an adjacent oriented Stokes region which is also incident to p + , and let r − be its sink vertex ( fig. 6, right) . Then L| U j = L r = L r | U j , and likewise there is a flat
is a Stokes ray in the intersection U i ∩ U j and g α : L q ∼ −→ L r is the gluing map, then lemma A.3 implies that these isomorphisms fit into a commutative diagram:
In other words, ϕ, ϕ glue across the Stokes ray U α to an isomorphism
Since each ϕ is constant on eigensections, and the eigensection of L + p is a (univalued) generator over U * , it follows that there is a canonical flat isomorphism L + p ∼ −→ L over the punctured neighbourhood U * . Using Riemann's theorem on removable singularities, L is uniquely extended over the full neighbourhood U such that the isomorphism L + p ∼ −→ L extends over U. This defines the canonical extension of (L, ∇ ab ) over p + with a logarithmic pole at p + and residue +λ p .
In order to extend L over the ramification locus, we first compute the monodromy.
Lemma 4.4 (monodromy around R)
The monodromy of ∇ ab around any ramification point is −1.
Proof.
Fix a ramification point a ∈ R, and examine the structure of the Stokes digraph near a as described in fig. 7 . Notice that, for example, the oriented Stokes regions U 1 , U 2 have the same sink vertex q − , hence L| U 1 , L| U 2 are unique extensions of the same germ L q at q − . A similar observation holds for U 3 , U 4 , and U 5 , U 6 . Thus, to compute
The ramification point a is a vertex of exactly six Stokes rays ±α, ±β, ±γ ∈ Γ1. Let p, q, r be the polar vertices of the Stokes lines (α), (β), (γ). There are six oriented Stokes regions incident to a, denoted by U1, . . . , U6. U * is a punctured disc neighbourhood of a.
the monodromy, we only need to compute the composition g α g β g γ of the gluing data associated with the positive Stokes rays U α , U β , U γ . The result now follows from lemma A.2.
Therefore, (L, ∇ ab ) admits an extension to a connection on Σ with residue −1/2, and we claim that there is a canonical such extension.
Lemma 4.5 (canonical extension over R) (L, ∇ ab , µ ab ) has a canonical extension over every ramification point a ∈ R with a logarithmic pole at a with residue −1/2.
Let U * ⊂ Σ be any punctured disc neighbourhood of a. There are six oriented Stokes regions U 1 , . . . , U 6 incident to a, as shown in fig. 7 . Let
Choose any flat section ψ q of L q over U q . It determines a flat section ψ p := g γ (ψ q ) of L p over U p , and a flat section ψ r := g β (ψ p ) of L r over U r . By lemma 4.4, g α (ψ r ) = g α g β g γ (ψ q ) = −ψ q . There is a distinguished local coordinate z centred at a in which η = d z 3 . This coordinate is unique up to multiplication by a cubic root of unity, and it is given by z(x) 3 := x a η for any point x ∈ Σ near a. The open set U q is a sectorial neighbourhood of a, so the squareroot function z 1/2 ∈ O Uq is well-defined, holomorphic, nonvanishing, and unique up to multiplication by −1. Therefore, e q := z −1/2 ψ q is a well-defined holomorphic section of L q over U q . Define e p := g γ (e q ) and e r := g β (e p ). Since the monodromy of z −1/2 around z = 0 is −1, we find that g α g β g γ (e q ) = e q . That is to say, the three sections e q , e p , e r glue into a section e of L over any punctured disc neighbourhood U * of a. We therefore define the extension of L over U to be O U · e. The equality ∇ ab ψ p = 0 now implies
i.e., the connection ∇ ab extends over a with a logarithmic pole and residue −1/2. This construction is independent of the chosen section ψ q , the distinguished coordinate z, or the chosen square root z 1/2 because all these choices are unique up to a multiplicative constant. As a result, we have constructed an abelian logarithmic connection (L, ∇ ab ) on (Σ, Σ 0 ).
Finally, we extend the odd structure µ ab over Σ 0 . If U is a disc neighbourhood of
−→ O U which extends the odd structure µ ab over U. To extend µ ab over a ramification point a ∈ R, let z be the distinguished coordinate centred at a and consider the section e ∈ L as above. We study the behaviour as z → 0 of µ ab (e ⊗ σ * e). Over any oriented Stokes region incident to a, we have e = z −1/2 ψ where ψ is a ∇ ab -flat section. If we put a := µ ab (ψ ⊗ σ * ψ) ∈ C × , then we get µ ab (e ⊗ σ * e) = z −1 a, so µ ab extends to a skew-symmetric isomorphism µ ab : L ⊗ σ * L ∼ −→ O Σ (R); i.e., an odd structure on (L, ∇ ab ). As a result, (L, ∇ ab , µ ab ) ∈ Conn Σ ; i.e., it is an odd logarithmic abelian connection on (Σ, Σ 0 ).
Proposition 4.6
The correspondence (E, ∇, µ) → (L, ∇ ab , µ ab ) extends to a functor
Proof.
Functoriality follows from the fact that the line bundle L is built out of the Levelt filtrations E • p p∈D of E. Indeed, let φ : (E, ∇, µ) → (E , ∇ , µ ) be a morphism in the category Conn X (Γ). By lemma 2.3, φ restricts to a map Λ p → Λ p for every p ∈ D, and therefore its pullback π * φ induces a map L| U i → L | U i for every oriented Stokes region U i ∈ S( Γ). The fact that the identity maps on E and E over any Stokes line have the upper-triangular expressions with gluing data for L and L on the diagonals (see remark 4.2) implies that these local maps glue to a map L → L which intertwines ∇ ab , ∇ ab and µ ab , µ ab .
Let us summarise the main properties of the abelianisation line bundle. 
Proposition 4.7
(7) For any z ∈ Σ \ R, the germ L z has a holomorphic generator e which is a ∇ abeigensection; i.e., it satisfies ∇ ab e = η ⊗ e.
(8) For any z ∈ Σ \ R. Then there is a canonical inclusion L z → π * E z , with respect to which any ∇ ab -eigensection e is a ∇-eigensection; i.e., if ∇ ab e = η ⊗ e then π * ∇e = η ⊗ e.
Proof.
Part (1) is proposition 2.6, and the rest follows from the construction in this section. Namely, part (2) follows from the definition of L (see (16)). Part (3) follows from the proof of lemma 4.3. For part (4), let I = {i, j} and let
Parts (5) and (6) follow from the same argument. Finally, proposition 3.4 and the definition of L imply (7) and (8). §4.2 The Voros Cocycle
, and let (L, ∇ ab , µ ab ) be its abelianisation. This section introduces the main ingredient in constructing the deablianisation functor π ab , the Voros cocycle.
1. The canonical nonabelian cocycle V . Let (α) ∈ Γ 1 be a Stokes line on X with polar vertex p ∈ D and branch vertex b ∈ B. Then U (α) is in the intersection of exactly two Stokes regions U I , U J , as described in fig. 8 (1). Recall that by proposition 4.7(4), there is a pair of canonical identifications
Over the Stokes line U (α) , they yield a flat automorphism of π * L:
where π * L denotes the associated local system ker (π * ∇ ab ) on X • . Since the nerve of the cover S(Γ) of X • consists of Stokes lines, we obtain aČech 1-cocycle V with values in the local system Aut(π * L):
The action of the cocycle V on the pushforward connection π * L is a new connection E := V · π * L. Explicitly, the local piece E I over a Stokes region U I is defined to be π * L| U I , and the gluing data over a Stokes line U (α) ⊂ U I ∩ U J is given by V (α) :
But this commutative square together with (21) and (22) imply that E and E are canonically isomorphic, yielding the following statement.
Proposition 4.8
If (E, ∇, µ) ∈ Conn X (Γ), let (L, ∇ ab , µ ab ) be its abelianisation, and consider the push- (2) a ∈ R is the ramification point above b. (β), (γ) are the other two Stokes lines incident to b contained in the boundary of UI , UJ , respectively. Ui, Uj are the oriented Stokes regions on Σ in the preimage of UI , UJ , respectively, whose boundaries contain the Stokes rays +α, −α, respectively. UK is the third Stokes region incident to a, and U k is its preimage which has polar vertices q−, r+. (3) Choose any point y on the Stokes ray −γ and z on β. Let pi be the ∇q-parallel transport along the unique homotopy class δi contained in Ui from x+ to y; similarly, let p k , pj be respectively the parallel transports for ∇q, ∇p along the unique homotopy classes δ k , δj contained in U k , Uj from y, z to z, x−. The composition pjg −1 β p k pi is independent of the chosen points y, z.
Sheet permutations. Through the isomorphisms π
The preimage of (α) is the pair of Stokes rays ±α ∈ Γ ± 1 , and let U i , U j , U k be oriented Stokes regions as described in fig. 8(2) . By construction of L,
The restriction of π to U α , U β is an isomorphism onto U (α) , U (β) , so we get maps
Comparing with (24), we find that I 1 = π * g α and I 2 is essentially π * g −1
β is defined over U (β) and not U (α) . But precomposing and postcomposing g −1 β : L q → L p by identity maps interpreted as parallel transports from α to β and from β to −α, respectively, the composition pushes down to a map over U (α) . Namely, for every x ∈ U (α) with preimages x + ∈ U α , x − = σ(x + ) ∈ U −α , let p i , p k , p j be the parallel transports along the paths δ i , δ k , δ j as described in fig. 8(3) , so
−γ p i is just the parallel transport of ∇ ab along the clockwise semicircular path δ α,x := δ j δ k δ i around a from x + to x − .
The Stokes graph Γ canonically determines such a path δ α,x for every point x on the Stokes line (α) for each α ∈ Γ + 1 : it is the unique lift of the clockwise loop
Figure 9: The sheet permutation path δα,x associated with the positive Stokes ray α. Its image on X under π is a loop δα,x around the branch point.
δ α,x ∈ π 1 (X • , x) around the branch point b that begins on the positive Stokes ray α.
We will refer to δ α,x as the canonical sheet permutation path. Upon identifying the fibres
we find I 2,x = Par ∇ ab , δ α,x and I 1,x = 1, which proves the following lemma.
Lemma 4.9
For every (α) ∈ Γ 1 and every x ∈ U (α) , the automorphism V (α),x of the fibre π * L| x is:
The correspondence x + → δ α,x is a well-defined map δ α :
is the fundamental groupoid of the punctured spectral curve, which is the set of paths on Σ • considered up to homotopy with fixed endpoints. If we define a flat bundle isomorphism ∆ α := Par(∇ ab , δ α ) :
. So lemma 4.9 may be expressed in terms of bundle maps as follows.
Lemma 4.10
For every (α) ∈ Γ 1 , the automorphism
3. The Voros cocycle. One of the central observations in this paper is that formula (25) does not depend on the fact that (L, ∇ ab ) is the abelianisation of (E, ∇). Indeed, this formula is written purely in terms of the parallel transport along some canonically defined paths on Σ • and the pushforward functor π * . In other words, if (L, ∇) ∈ Conn Σ is any abelian connection (i.e., not a priori the abelianisation of some connection on X), then for each Stokes line (α) ∈ Γ 1 , we can consider the automorphism V (α) of π * L over U (α) by putting
for each x ∈ U (α) with preimages x ± ∈ U ±α . As a bundle automorphism over U (α) ,
where π * L := ker (π * ∇) and π * L (α) := π * L| U (α) . This yields a canonical cocycle
is a morphism in Conn Σ , and V, V the canonical cocycles for L, L , respectively, then the identity ∇φ = φ∇ immediately implies the following commutative square for every α:
In other words, for every Stokes line (α) ∈ Γ 1 , the collection
indexed by abelian connections (L, ∇) ∈ Conn Σ , forms a natural transformation
of the pushforward functor (2), defined over U (α) . We obtain a cocycle valued in the local system Aut(π * ) of nonabelian groups on the punctured base curve X • consisting of natural automorphisms of π * .
Definition 4.11 (Voros cocycle)
Given a generic saddle-free quadratic differential ϕ on (X, D), the Voros cocycle is the nonabelianČech 1-cocycle
Abelianisation of the Voros cocycle.
The parallel transports ∆ α can also be arranged into a cocycle as follows. If (L, ∇) ∈ Conn Σ is any abelian connection,
is a local system of abelian groups, so we can define an abelianČech 1-cocycle
by ∆ α := Par(∇, δ α ) and
is a morphism in Conn Σ , and ∆, ∆ are the corresponding cocycles, then the identity ∇φ = φ∇ implies for every α a pair of commutative squares:
In other words, for every α, the collection of flat homomorphisms
, indexed by abelian connections (L, ∇) ∈ Conn Σ , forms a natural transformation
defined over U ±α . Here, σ * : Conn Σ → Conn Σ is the pullback functor by the canonical involution σ. Thus, we obtain a cocycle valued in the local system Hom(id, σ * ) of abelian groups on the punctured spectral curve Σ • consisting of natural transformations from the identity functor id to the pullback functor σ * :
Formula (27) makes it apparent that the Voros cocycle V is completely determined by the cocycle ∆; let us make this precise. Suppose (L, ∇) ∈ Conn Σ , and choose a point x ∈ U (α) for some α. If x ± ∈ U ±α are the two preimages of x, then the canonical isomorphism π
Notice that π induces a double coverṠ( Γ) →Ṡ(Γ), yielding a map on cocycles:
where 1 is the identity cocycle. Thus, formula (27) implies that V is the image of ∆ under this map on cocycles. That is to say, the nonabelian Voros cocycle V is actually 'in disguise' the data of an abelian cocycle ∆ but on a different curve. In other words, ∆ should be thought of as the abelianisation of the Voros cocycle:
Proposition 4.12
The Voros cocycle V and the abelian cocycle ∆ satisfy V = 1 + π * ∆.
§4.3 The Deabelianisation Functor
In this final section, we construct the deabelianisation functor π ab and prove that it is the inverse equivalence to the abelianisation functor π ab . The main ingredient is the Voros cocycle V, and the construction proceeds in two steps. If (L, ∇) is an abelian connection on Σ, we first use the the pushforward functor π * to obtain a rank-two connection (π * L, π * ∇) on (X, D ∪ B). But π * ∇ does not holomorphically extend over the branch locus B, because it has nontrivial monodromy around B, as we remarked after the proof of proposition 2.7.
Step two is to use the Voros cocycle V, which acts on π * by local natural automorphisms, to construct a new functor V · π * . This so to speak 'locally deformed' pushforward functor is essentially the deabelianisation functor π ab .
Construction on
, and let L := ker (∇) be the corresponding local system on the punctured spectral curve Σ • . First, we define a holomorphic sl 2 -connection (E, ∇ ab , µ ab ) on the punctured curve X • using the cover S(Γ) as follows. For every Stokes region U I ∈ S(Γ), define Figure 10 : A short path ℘ on X intersecting the Stokes line (α) and its lifts ℘ , ℘ to Σ.
The Voros cocycle V determines a cocycle V := V(∇) ∈Ž 1 S(Γ), Aut(π * L) which acts on the connection π * L by flat automorphisms over Stokes lines. Namely, if U (α) is a Stokes line in the double intersection U I ∩ U J , then the gluing is given by
, the sl 2 -structure on each local piece E I is given by µ I ab := π * µ. They glue over Stokes lines to give
2. Extension over B. Now we extend (E, ∇ ab , µ ab ) over the branch locus B.
Proposition 4.13
The monodromy of (E, ∇ ab , µ ab ) around the branch locus B is trivial. Therefore, E has a canonical extension over B to a holomorphic sl 2 -connection on X \ D.
To prove it, we will compute the monodromy of ∇ ab directly. The technique is to express the parallel transport of ∇ ab along paths on X in terms of the parallel transport of ∇ along their lifts to Σ as well as sheet permutation paths. We adopt the following notation for the parallel transports of ∇ ab , ∇, π * ∇, respectively:
It follows immediately from the construction of E that if ℘ is a path on X • contained in a Stokes region, then P (℘) = π * p(℘). Explicitly, let ℘ , ℘ be the two lifts of ℘ to Σ. Let x, y be the startpoint and the endpoint of ℘, and similarly for ℘ , ℘ . Then, for example, the fibre
With respect to these decompositions, the parallel transport P (℘) : E x −→ E y is expressed as
We say that a path ℘ on X • (or Σ • ) is a short path if its endpoints do not belong to the Stokes graph Γ (or to the spectral graph Γ) and it intersects at most one Stokes line (or Stokes ray). If ℘ is a short path on X • that intersects a Stokes line (α) ∈ Γ 1 , then ℘ is divided into two segments ℘ − , ℘ + ( fig. 10) . Each ℘ ± is contained in a Stokes region, so P (℘ ± ) = π * p(℘ ± ). On the other hand, the vector bundle E is constructed by gluing π * L to itself over U (α) by the automorphism V (α) , so we obtain the following formula for P (℘):
Explicitly, let ℘ , ℘ denote the two lifts of ℘ to Σ, where ℘ intersects −α and ℘ intersects α ( fig. 10 ). The parallel transport P (℘) : E x −→ E y can be expressed as
is the parallel transport of ∇ along the concatenated path
Proof of proposition 4.13. Fix a branch point b ∈ B, and let (α), (β), (γ) ∈ Γ 1 be the three Stokes lines incident to b. Fix a basepoint x in the Stokes region bounded by (γ), (α), and also fix a loop ℘ around b ( fig. 12) . We calculate the monodromy P (℘). Fix two more basepoints y, z dividing the loop ℘ into three short paths denoted by ℘ α , ℘ β , ℘ γ , as explained in fig. 13 . Then P (℘) = P (℘ γ )P (℘ β )P (℘ α ). Each P (℘ ) (where = α, β, γ) can be expressed via (36) as
Now, let ℘ , ℘ be the two lifts of ℘ to Σ, as explained in fig. 14. The lifts ℘ α , ℘ β , ℘ γ intersect the positive Stokes rays α, β, γ, giving rise to three sheet permutation paths ℘ α , ℘ β , ℘ γ as shown in fig. 15 . By inspection,
The explicit formula (37) gives three expressions: −α 
Notice that P (℘ β ) is lower-triangular in the given decompositions of π * L| y and π * L| z , because it is the lift ℘ β of ℘ β starting at y that intersects the positive Stokes ray β. Also notice that the source fibre of
.
Applying relations (38), we find that
, which is a constant path at x , so the top-left entry of P (℘) is 1. Next, the path ℘ γ ℘ β ℘ α appearing in the bottom-left entry, simplifies to
is a loop around the ramification point a based at x , and since the connection ∇ has monodromy −1 around a by proposition 2.5, we find:
, and so the bottom-left entry of P (℘) is 0. Similarly, we can calculate the other entries of P (℘) and find:
Therefore, the monodromy of (E, ∇ ab ) around b is trivial.
Extension over D and Levelt filtrations.
To complete the construction of π ab , we now canonically extend E over the polar locus D and extract the Levelt filtrations.
Lemma 4.14 The connection (E, ∇ ab , µ ab ) has a canonical extension to a logarithmic sl 2 -connection on (X, D) with residue data a = ±λ p p ∈ D . Thus, (E, ∇ ab , µ ab ) is canonically an object in Conn X .
Proof.
Fix any p ∈ D, and consider the germ π * L p of π * L at p. The spectral curve is unramified over p, so if p ± ∈D ± are the two preimages of p, and (L p ± , ∇ p ± ) is the germ of (L, ∇) at p ± , we introduce the notation
Note that Λ ± p is the germ of a line bundle at p. Denote both the connection ∇ p ± on L ± p and the connection π * ∇ p ± on Λ ± p by ∇ ± p . Then (Λ ± p , ∇ ± p ) is an abelian connection germ at p, and there is a canonical decomposition
Now, if (α) is any Stokes line incident to p, the automorphism V (α) is unipotent upper-triangular with respect to this decomposition of π * L p over U (α) , so it preserves the line subbundle germ Λ p := Λ − p ⊂ π * L p . In other words, if E p is the restriction of E to the germ of a punctured neighbourhood of p, there is a filtration
Thanks to this filtration, the punctured germ E p has a canonical extension over p with a logarithmic pole and local exponents ±λ p . Indeed, it is a simple fact that if the associated graded of a filtered connection extends over a point, then the filtered bundle itself extends with the same local exponents. In our case, the associated graded gr(E • p ) is just Λ − p ⊕ Λ + p ∼ = π * L p , which has a canonical extension over p with a logarithmic pole at p and local exponents ±λ p . Finally, using the unipotent property of V (α) , via the same argument we see that the sl 2 -structure µ ab also extends canonically over p.
Lemma 4.15
The connection (E, ∇ ab , µ ab ) is Γ-transverse, and therefore (E, ∇, µ ab ) ∈ Conn X (Γ).
Proof.
Given a Stokes region U I ∈ S(Γ) with I = {i, j}, denote L i := L| U i , L j = L| U j . Suppose p, q ∈ D are the polar vertices of U I , and p − , q − are the sink vertices of U i , U j , respectively. Since p − ≺ p + , the filtration Λ p ⊂ π * L over U is the Levelt filtration for π * ∇ near p. Since the automorphisms V (α) preserve this subbundle Λ p , it follows that (39) is the Levelt filtration on (E, ∇ ab ) near p.
Since the restrictions of π to U i , U j are isomorphisms onto U I , we get two line bundles Λ i := π * L i and Λ j := π * L j on U I which are the unique extensions of the Levelt subbundle germs Λ p , Λ q of E p , E q , respectively. But by construction,
Finally, the commutative square (32) implies the functoriality of our construction:
Proposition 4.16
The correspondence (L, ∇, µ) → (E, ∇ ab , µ ab ) extends to a functor
Our main result (theorem 4.1) now follows from the following proposition.
Proposition 4.17
The functor π ab is an inverse equivalence to the functor π ab .
Proof.
Consider (E, ∇, µ) ∈ Conn X (Γ), and let (L, ∇ ab , µ ab ) ∈ Conn Σ be its image under π ab . By construction, the Voros cocycle V applied to L is the cocycle V from (23).
Proposition 4.8 gives a canonical isomorphism π ab π ab E ∼ −→ E, so π ab π ab ⇒ Id. Conversely, given (L, ∇, µ) ∈ Conn Σ , let (E, ∇ ab , µ ab ) ∈ Conn X (Γ) be its image under π ab . If U i is an oriented Stokes region and L i := L| U i , then Λ i := π * L i is the Levelt line subbundle of E over π(U i ), so π ab π ab
Thus, the isomorphism L ∼ −→ π ab π ab L is given by the identity. So id ⇒ π ab π ab .
A. Appendix: Linear Algebra of Three Lines in a Plane
In this appendix, we describe a number of canonical isomorphisms, which play a central rôle in this paper, arising from an arrangement of three distinct lines inside a 2-dimensional complex vector space. 
Proof.
We claim that there exists a unique automorphism of E that preserves L 0 ⊂ E in a unipotent way which maps L 1 isomorphically onto L 2 . In the canonical decomposition E = L 0 ⊕ L 1 , an automorphism G of L 0 ⊕ L 1 that preserves L 0 in a unipotent way is necessarily of them form
for some homomorphism h : L 1 → L 0 , which is uniquely determined by the requirement that G maps L 1 to L 2 , so we can put g := G| L 1 .
To see this, choose generators e 0 for L 0 and e 1 for L 1 . Then there is a unique nonzero number a ∈ C × such that e 2 := e 1 + ae 0 ∈ L 2 . So G has the required property if and only if h : e 1 → ae 0 , and it is straightforward to verify that h does not depend on the chosen generators e 0 , e 1 .
The explicit formula for g with respect to the generators e 0 , e 1 , e 2 = e 1 + ae 0 for L 0 , L 1 , L 2 is g : e 1 −→ e 2 = e 1 + ae 0 .
Clearly,
Let L 0 , L 1 , L 2 be three distinct lines in a 2-dimensional vector space E. Consider the three canonical isomorphisms from proposition A.1:
Then g 2 g 1 g 0 = −1.
Fix generators e 0 , e 1 for L 0 , L 1 , let e 2 := e 1 + ae 0 ∈ L 2 (for some a ∈ C × ), and apply (40) three times to find 8 : g 0 : e 1 → e 2 , g 1 : e 2 → −a −1 e 0 , g 2 : e 0 → ae 1 .
Lemma A.3
Let L 0 , L 1 , L 2 be three distinct lines in a 2-dimensional vector space E. Consider the canonical isomorphisms
Let L 0 , L 1 , L 2 be an ordered triple of distinct lines in a 2-dimensional vector space E. Then with respect to the decompositions E = L 0 ⊕ L 1 and E = L 0 ⊕ L 2 , the identity map id E : E → E can be expressed as
