A maximal variance problem  by Hong, Dug Hun & Kim, Kyung Tae
Applied Mathematics Letters 20 (2007) 1088–1093
www.elsevier.com/locate/aml
A maximal variance problem
Dug Hun Hong∗, Kyung Tae Kim
Department of Mathematics, Myongji University, Kyunggi 449-728, South Korea
Department of Electronics and Electrical Information Engineering, Kyungwon University, Sungnam Kyunggido, South Korea
Received 7 April 2006; received in revised form 6 December 2006; accepted 15 December 2006
Abstract
In this work, we provide a direct proof concerning a special type of concave density function on a bounded closed interval
with minimal variance. This proof involves elementary methods, without using any advanced theories such as Weierstrass’s
Approximation Theorem, from which the technical core result of the paper [C. Carlsson, R. Fulle´r, P. Majlender, On possibilistic
correlation, Fuzzy Sets and Systems 155 (2005) 425–445] comes.
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1. Introduction
The notion of mean value of the function of random variables in probability theory plays a fundamental
role in defining the basic measure of a probability distribution. Fulle´r and Majlender [4] presented the idea
of interaction between a marginal distribution of a joint possibility distribution. They introduced the notion of
covariance between fuzzy numbers via their joint possibility distribution to measure the degree to which the
fuzzy numbers interact. Recently, Carlsson, Fulle´r and Majlender [1] presented the concept of a possibilistic
correlation representing an average degree of interaction between the marginal distribution of a joint possibility
distribution as compared to the respective dispersions. They also formulated the weak and strong forms of the
possibilistic Cauchy–Schwarz inequality. In proving these results, the weak forms of the possibilistic Cauchy–Schwarz
inequality ([1] Theorems 2 and 3) are easy applications of the probabilistic Cauchy–Schwarz inequality and the
strong forms of the possibilistic Cauchy–Schwarz inequality ([1] Theorems 6, 8 and 9) are based on Theorem 5
[1]. So, we consider Theorem 5 [1] as the technical core result of the paper [1]. Carlsson, Fulle´r and
Majlender [1] proved Theorem 5 [1] using advanced theory such as Weierstrass’s Approximation Theorem.
In this note, we provide a direct proof, involving elementary methods, concerning a special type of concave
density function on a bounded closed interval with minimal variance, from which Theorem 5 [1] comes
directly.
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2. Definitions
A fuzzy number A is a fuzzy set in R that has a normal, fuzzy convex and continuous membership function
of bounded support. The family of all fuzzy numbers will be denoted as F . Fuzzy numbers can be considered as
possibility distributions [6–8]. If C is a fuzzy set in Rn then its γ -level set is defined by [C]γ = {(x1, . . . , xn) ∈ Rn |
C(x1, . . . , xn) ≥ γ } for 0 < γ ≤ 1, and [C]γ = cl{(x1, . . . , xn) ∈ Rn | C(x1, . . . , xn) > γ } (the closure of the
support of C) for γ = 0. It is clear that if A ∈ F is a fuzzy number then [A]γ is a compact interval for all γ ∈ [0, 1].
Let Ai ∈ F, i = 1, . . . , n, be fuzzy numbers and let C be a fuzzy set in R. Then, C is said to be a joint possibility
distribution of Ai , i = 1, . . . , n, if the following relationships hold [4]:
Ai (xi ) = sup
x j∈R, j 6=i
C(x1, . . . , xn) ∀xi ∈ R, i = 1, . . . , n.
Furthermore, in this case we will call Ai the i th marginal possibility distribution of C and use the notation
Ai = pii (C), where pii denotes the projection operator in Rn , onto the i th axis, i = 1, . . . , n.
That is, the fuzzy numbers Ai ∈ F, i = 1, . . . , n, are said to be non-interactive if their joint possibility distribution
is given by
C(x1, . . . , xn) = min{A1(x1), . . . , An(xn)} ∀x1, . . . , xn ∈ R.
In particular, if A1, A2 ∈ F are non-interactive then their joint possibility distribution is defined by A1 × A2. In
this case A1 and A2 can take their values independently of each other. On the other hand, A1 and A2 are said to be
interactive if they cannot take their values independently of each other [2,3].
Let C be a joint possibility distribution in Rn , let g : Rn → R be an integrable function and let γ ∈ [0, 1]. Then,
the central value of g on [C]γ is defined by [4]
C|C |γ (g) = 1∫
[C]γ dx
∫
[C]γ
g(x)dx = 1∫
[C]γ dx1 . . . dxn
∫
[C]γ
g(x1, . . . , xn)dx1 . . . dxn .
Furthermore, if [C]γ is a degenerated set then we compute C[C]γ (g) as the limit case of a uniform approximation
of [C]γ with non-degenerated sets [5].
Let us denote the projection functions on R2 by pix and piy , i.e. pix (u, v) = u and piy(u, v) = v for all u, v ∈ R.
We now recall the definitions and some basic properties of the measure of covariance and variance of the possibility
distribution introduced in [4]. We present their probabilistic interpretation.
Let C be a joint possibility distribution in R2 with marginal possibility distributions A = pix (C) and B = piy(C),
and let γ ∈ [0, 1]. Then, the measure of interactivity between the γ -level sets of A and B (with respect to [C]γ ) is
defined by [4]
R[C]γ (pix , piy) = C[C]γ ((pix − C[C]γ (pix ))(piy − C[C]γ (piy))).
In a possibilistic senseR[C]γ (pix , piy) computes the central value of the interactivity function
g(u, v) = (u − C[C]γ (pix ))(v − C[C]γ (piy))
on [C]γ . Using the definition of the central value operator we obtain
R[C]γ
(
pix , piy
) = C[C]γ (pix , piy)− C[C]γ (pix ) C[C]γ (piy)
= 1∫
[C]γ dxdy
∫
[C]γ
xydxdy −
(
1∫
[C]γ dxdy
∫
[C]γ
xdxdy
)(
1∫
[C]γ dxdy
∫
[C]γ
ydxdy
)
for any γ ∈ [0, 1]. In particular, R[C]γ
(
pix , piy
)
actually computes the probabilistic covariance between random
variables Xγ and Yγ with a uniform joint density fXγ ,Yγ on [C]γ , namely,
R[C]γ
(
pix , piy
) = cov (Xγ , Yγ )
=
∫
R2
xy fXγ ,Yγ (x, y)dxdy −
(∫
R
x fXγ (x)dx
)(∫
R
y fYγ (y)dy
)
.
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It is true that if [C]γ = [A]γ × [B]γ then the associated random variables Xγ and Yγ are independent, and we
obtainR[C]γ
(
pix , piy
) = cov (Xγ , Yγ ) = 0.
Now let A be a possibility distribution in R and let γ ∈ [0, 1]. Then, the measure of dispersion of [A]γ is defined
by
R[A]γ (id, id) = C[A]γ
((
id− C[A]γ (id)
)2)
.
If A ∈ F is a fuzzy number with [A]γ = [a1(γ ), a2(γ )] , γ ∈ [0, 1], then from the definition of the central value
operator we get
R[A]γ (id, id) = C[A]γ (id2)− C2[A]γ (id)
= 1∫
[A]γ dx
∫
[A]γ
x2dx −
(
1∫
[A]γ dx
∫
[A]γ
xdx
)2
= (a2(γ )− a1(γ ))
2
12
.
That is, the measure of the possibilistic dispersion on a level set [A]γ is nothing but the probabilistic variance of a
random variable Uγ with a uniform density fUγ on [A]γ , namely
R[C]γ (id, id) = σ 2Uγ =
∫
R
x2 fUγ (x)dx −
(∫
R
x fUγ (x)dx
)2
. (1)
3. The main result
In this section, we reconsider Theorem 5 of the paper [1].
Let C be a joint possibility distribution in R2, let
[C]γ =
{
(x, y) ∈ R2 | x ∈ [u, v], y ∈ [w1(x), w2(x)]
}
(2)
be a representation of [C]γ , and let
F(x) = w2(x)− w1(x), x ∈ [u, v]. (3)
Lemma 1 ([1]). If [C]γ is a convex subset of R2 then F is a concave function.
The strong forms of the possibilistic Cauchy–Schwarz inequality of the paper [1] are based on the following
theorem.
Theorem 1 ([1]). Let C be a joint possibility distribution with marginal possibility distribution A = pix (C) ∈ F, B =
piy(C) ∈ F , and let γ ∈ [0, 1]. If [C]γ is convex then
R[C]γ (pix , pix ) ≤ R[A]γ (id, id). (4)
From the definition of the interactivity relation we have
R[C]γ (pix , pix ) = 1∫
[C]γ dxdy
∫
[C]γ
x2dxdy −
(
1∫
[C]γ dxdy
∫
[C]γ
xdxdy
)2
and from (2) with [u, v] = pix ([C]γ ) = [A]γ we find that
R[C]γ (pix , pix ) = 1∫ v
u F(x)dx
∫ v
u
x2F(x)dx −
(
1∫ v
u F(x)dx
∫ v
u
x F(x)dx
)2
where F is the function defined by (3). Let us introduce the notation
G(x) = F(x)∫ v
u F(t)dt
.
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Then, obviously G(x) ≥ 0 for all x ∈ [u, v], and∫ v
u
G(x)dx = 1.
Furthermore, since [C]γ is convex, from Lemma 1 we have that G is a concave function as well. In particular, G
represents a concave probability density function of some random variable Xγ on [u, v] = [A]γ , where the distribution
of Xγ is specifically defined as the first marginal of a uniform joint distribution on [C]γ . Thus, we have
R[C]γ (pix , pix ) = σ 2Xγ =
∫ v
u
x2G(x)dx −
(∫ v
u
xG(x)dx
)2
.
Let Uγ be a uniformly distributed random variable on [u, v] = [A]γ . Then, from (1)
R[A]γ (id, id) = σ 2Uγ =
1
v − u
∫ v
u
x2dx −
(
1
v − u
∫ v
u
xdx
)2
= (v − u)
2
12
.
From the probabilistic point of view (4) states that the variance of any random variable on an interval with a concave
density function can never be greater than the variance of a uniformly distributed random variable on that interval.
Hence, it suffices to prove the following theorem to prove Theorem 1.
Theorem 2. Let g be a concave probability density function in [u, v]; then∫ v
u
(x − c)2g(x)dx ≤ (v − u)
2
12
,
where
∫ v
u xg(x)dx = c and the equality holds when g is a constant function.
Proof. We note that if g(x) = 1/(v − u), x ∈ [u, v], then ∫ vu (x − c)2g(x)dx = (v−u)212 . By a change of variables, it
suffices to show that∫ 1
2
− 12
(x − c)2g(x)dx ≤
∫ 1
2
− 12
x2dx
where g(x) is a concave density function on [− 12 , 12 ] and c =
∫ 1
2
− 12
xg(x)dx . Now, since
∫ 1
2
− 12
(x − c)2g(x)dx =
∫ 1
2
− 12
x2g(x)dx − c2
it suffices to prove that∫ 1
2
− 12
x2g(x)dx ≤
∫ 1
2
− 12
x2dx . (5)
Let {g(x)− 1 ≥ 0} = [a, b] = A and [− 12 , 12 ] − [a, b] = B. Since the function g is a concave density function there
exists a linear function L(x) such that L(a) = 1 and L(x) ≥ g(x). If a > 0, ∫ 12− 12 g(x)dx ≤ ∫ 12− 12 L(x)dx < 1. It is
a contradiction that g is a density function. Similarly, we can show that b ≥ 0, and hence − 12 ≤ a ≤ 0 ≤ b ≤ 12 .
Without loss of generality we may assume that |a| ≥ b by considering g(−x) instead of g(x). If b = 0 then there
exists a linear function L(x) = cx + 1 for some c ≤ 0 such that g(x) ≤ L(x). Since ∫ 12− 12 L(x)dx = 1, we have
g(x) = L(x). Then we have that ∫ 12− 12 x2(1 − g(x))dx = 0, and hence (5) holds. Now we assume that b > 0 and let∫ b
a (g(x)− 1)dx = l. Let A1 = [−b, b] and
∫
A1
(g(x)− 1)dx = l1. If
∫ 1/2
b (1− g(x))dx < l1, there exists a1 such that
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a1 < a and
∫ a
a1
(1− g(x))dx + ∫ 1/2b (1− g(x))dx = l1. Let B1 = [a1, a) ∪ (b, 1/2]. Then we have∫
B1∪A1
x2(1− g(x))dx =
∫
B1
x2(1− g(x))dx +
∫
A1
x2(1− g(x))dx
≥
∫
B1
b2(1− g(x))dx −
∫
A1
b2(g(x)− 1)dx
= b2l1 − b2l1 = 0.
For A2 = A − A1 = [a,−b) and B2 = B − B1 = [− 12 , a1),∫
B2∪A2
x2(1− g(x))dx =
∫
B2
x2(1− g(x))dx +
∫
A2
x2(1− g(x))dx
≥
∫
B2
a2(1− g(x))dx −
∫
A2
a2(g(x)− 1)dx
= a2(l − l1)− a2(l − l1) = 0.
Since Ai , Bi , i = 1, 2 are a partition of [− 12 , 12 ], (5) holds. Now, suppose that
∫ 1/2
b (1 − g(x))dx ≥ l1; then we can
choose b1 such that b < b1 and
∫
B1
(1− g(x))dx = l1 where B1 = (b, b1]. If −b1 ≤ a, then we easily have that∫
B1∪A1
x2(1− g(x))dx =
∫
B1
x2(1− g(x))dx +
∫
A1
x2(1− g(x))dx
≥
∫
B1
b2(1− g(x))dx −
∫
A1
b2(g(x)− 1)dx
= b2l1 − b2l1 = 0.
For A2 = A − A1 and B2 = B − B1,∫
B2∪A2
x2(1− g(x))dx =
∫
B2
x2(1− g(x))dx +
∫
A2
x2(1− g(x))dx
≥
∫
B2
a2(1− g(x))dx −
∫
A2
a2(g(x)− 1)dx
= a2(l − l1)− a2(l − l1) = 0.
Since Ai , Bi , i = 1, 2, are a partition of [− 12 , 12 ], (5) holds. If −b1 > a, let
∫
A2
(g(x) − 1)dx = l2 where
A2 = [−b1,−b). If
∫ 1
2
b1
(1−g(x))dx < l2 there exists a1 such that a1 < a and
∫ a
a1
(1−g(x))dx+∫ 1/2b1 (1−g(x))dx = l2.
Let B2 = (a1, a) ∪ (b1, 1/2]. Then we have∫
B2∪A2
x2(1− g(x))dx =
∫
B2
x2(1− g(x))dx +
∫
A2
x2(1− g(x))dx
≥
∫
B2
b12(1− g(x))dx −
∫
A2
b12(g(x)− 1)dx
= b12l2 − b12l2 = 0.
For A3 = A − A1 − A2 and B2 = B − B1 − B2,∫
B3∪A3
x2(1− g(x))dx =
∫
B3
x2(1− g(x))dx +
∫
A3
x2(1− g(x))dx
≥
∫
B3
a2(1− g(x))dx −
∫
A3
a2(g(x)− 1)dx
= a2(l − l1 − l2)− a2(l − l1 − l2) = 0.
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If
∫ 1
2
b1
(1− g(x))dx ≥ l2 we can choose b2 such that b1 < b2 and
∫
B2
(1− g(x))dx = l2 where B2 = (b1, b2]. Hence
we have by a similar method that∫
B2∪A2
x2(1− g(x))dx ≥ 0.
If −b2 ≤ a, then for A3 = A − A1 − A2 and B2 = B − B1 − B2,
∫
B3∪A3 x
2(1− g(x))dx ≥ 0 by a similar method,
and hence (5) holds. If −b2 > a, we let A3 = [−b2,−b1) and construct B3 in a similar way. If this kind of process
ends in a finite time, then we are done. If not, we can construct An = [−bn−1,−bn−2), Bn = (bn−1, bn] where
−bn > −bn+1 > a for any n = 1, 2, . . . such that∫
Bn
(1− g(x))dx =
∫
An
(g(x)− 1)dx, (6)∫
Bn∪An
x2(1− g(x))dx ≥ 0. (7)
Then the sequence {−bn} converges to a. If not, then there exists t0 ∈ (a,−b) such that
∫ b
t0
(g(x) − 1)dx =∫ |t0|
b (1− g(x))dx , and hence
∫ t0
a (g(x)−1)dx =
∫ a
− 12 (1− g(x))dx+
∫ 1
2|t0|(1− g(x))dx . Then we have by the concavity
of g, (g(t0)− 1)( 12 − |t0|) ≥ (g(t0)− 1)(t0 − a) >
∫ t0
a (g(x)− 1)dx ≥
∫ 1
2|t0|(1− g(x))dx > (1− g(|t0|))( 12 − |t0|), so
that g(t0)− 1 > 1− g(|t0|). But, by the concavity of g again, we have that∫ b
t0
(g(x)− 1)dx ≥ 1
2
(b − t0)(g(t0)− 1) > 12 (|t0| − b)(1− g(t0)) ≥
∫ |t0|
b
(1− g(x))dx,
which is a contradiction. Hence {−bn} converges to a. Now from the construction of Ai , Bi , i = 1, 2, . . . , we can
have that a = − 12 . If not, from (6) we have
∫
A(g(x)−1)dx =
∫ b
a (g(x)−1)dx =
∫ −a
b (1−g(x))dx <
∫
B(1−g(x))dx
which is a contradiction to
∫
A(g(x)− 1)dx =
∫
B(1− g(x))dx . Now we have that from (7)∫ 1
2
− 12
x2(1− g(x))dx =
∫
∪∞n=1(Bn∪An)
x2(1− g(x))dx
=
∞∑
n=1
∫
Bn∪An
x2(1− g(x))dx ≥ 0,
which completes the proof. 
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