We investigate a general class of dissipative quantum circuit capable of computing arbitrary Conjunctive Normal Form (CNF) Boolean formulas. In particular, the clauses in a CNF formula define a local generator of Markovian quantum dynamics which acts on a network of qubits. Fixed points of this dynamical system encode the evaluation of the CNF formula. The structure of the corresponding quantum map partitions the Hilbert space into sectors, according to decoherence-free subspaces (DFSs) associated with the dissipative dynamics. These sectors then provide a natural and consistent way to classify quantum data (i.e. quantum states). Indeed, the attractive fixed points of the network allow one to learn the sector(s) for which some particular quantum state is associated. We show how this structure can be used to dissipatively prepare quantum states (e.g. entangled states), and outline how it may be used to generalize certain classical computational learning tasks.
I. INTRODUCTION
It has been shown that the dissipative model of quantum computation, described by Ref. [1] , is equivalent in computational power to the gate model [1, 2] . In fact, since there is some built-in robustness to errors within this framework of dissipative quantum circuits [1, 3, 4] , it provides a potential route to large-scale universal quantum computation. Moreover, since quantum states can be constructed to be attractive fixed points of such a dissipative dynamical system, state preparation is a very natural application of these circuits [5] . Another key area where quantum technology may prove to be beneficial is the field of machine learning [6] [7] [8] [9] , several techniques of which actively exploit dissipative quantum dynamics [10] [11] [12] [13] [14] .
In this paper we add to the growing list of dissipation assisted techniques for use in quantum computing. As such, this provides yet another example where engineered dissipation can be understood as a resource. In particular we describe a dissipative quantum network capable of computing Conjunctive Normal Form (CNF) [and also Disjunctive Normal Form (DNF)] formulas, which connects all three of the aforementioned topics of interest: computation, state preparation, machine learning. Formulas of this type are of particular interest in the context of computational learning theory [15] . We achieve this by introducing a local Lindbladian which defines the dynamics of a quantum system. The associated fixed points of this dynamics encode the evaluation of the clauses in the CNF formula. Recently similar techniques have been used to efficiently transfer quantum states [16] .
The circuit construction we introduce preserves quantum coherence between 'classical' states (computational basis states) which have the same evaluation on the clauses in the CNF formula. As such, this provides a natural way to categorize quantum data, i.e., according to the resulting subspace partitioning of the Hilbert space, upon evolving the dissipative network. These partitions are in fact decoherence-free subspaces (DFSs) of the underlying dissipative dynamics [17, 18] . As will be demonstrated in Sect. III A, this level of classification can be particularly useful from the perspective of learning theory.
The inspiration for this work comes partly from the classical Hopfield recurrent neural network. In this model, data is classified according to a set of 'memories' or 'patterns', to which the network dynamically evolves towards, i.e. attractive fixed points of the dynamics. In this manner, the space of classical bit strings is partitioned according to the set of memory states. In our model, which is similar in spirit, data is classified according to the fixed points of a dissipative quantum evolution, and the full space is partitioned into sectors according to DFSs. Our model however in fact goes further in the sense that it can in addition classify quantum data, i.e. superpositions of 'classical' states.
Based on the model we introduce, we generalize certain classical notions of data classification, providing a consistent framework from which to classify quantum data. We provide a basic outline as to how this can be used in the context of computational learning theory, where the data is quantum in nature.
Another use of this partitioning of the Hilbert space is in the preparation of quantum states -such as entangled states -by dissipation alone. This technique is somewhat different to previous dissipative state preparation techniques, such as described in Refs. [4, 5] , which effectively use dissipation to enact the desired unitary. Our method relies on finding a CNF formula which will split the space into DFSs containing the desired states. In fact, one could pre-pare an ensemble of quantum states in this manner. We also demonstrate how to prepare quantum Probably Approximately Correct (PAC) states [19, 20] .
We discuss and bound errors within this network, which shows it actually benefits from the engineered dissipation being as strong as possible, i.e., we are working in the strongly dissipative regime.
After briefly introducing some well known results, we will discuss our general framework, and two propositions from which all of the applications discussed above are essentially special cases. Indeed, the possibility for additional techniques arising from this methodology is promising.
A. Background and Notation
Consider the set of all bit strings of length n, X := {0, 1}
n . We denote the binary variables associated with x ∈ X by x i ∈ {0, 1}, where x = (x 1 , . . . , x n ).
A CNF formula C is a conjunction (∧) of clauses, where each of the clauses are disjunctions (∨) of literals, l. Each literal l is either a variable x j or its negation ¬x j , for some 1
. We will throughout use the notation [n] := {1, 2, . . . , n}.
We state some standard results pertaining to CNF formulas and Boolean functions (see e.g. Ref. [15] ): i) Any Boolean function, f : X → {0, 1} can be represented by a CNF formula (although the number of clauses may be exponential in n).
ii) Any function f : X → {0, 1} m can be represented using m CNF formulas; one formula for each bit of f (x). iii) A clause C i of a CNF formula containing k i literals can be represented, using O(k i ) = O(n) additional variables, by an equivalent, equisatisfiable CNF formula where each of the clauses contain at most 3 literals. Such a formula is also known as a '3-CNF'.
Throughout we will make use of the above three points, and as such will focus much of our attention on computing Boolean functions (m = 1) with a 3-CNF representation, C. We will refer to the explicit evaluation of C on some particular x ∈ X , using the notation C(x) ∈ {0, 1}.
From the perspective of machine learning, one may be directly interested in the clauses themselves since these can be thought of as the relevant (abstract) 'features' being used by, for example, a machine learning algorithm to classify data. Imagine the task of learning a Boolean function f according to some particular algorithm. Each time the algorithm makes an update, it can be thought of as changing the clauses in a CNF formula relating to the estimation of f . This induces a partitioning over the space X , according to the following definition. Definition 1. Let C = ∧ i C i be a 3-CNF formula over X . Then, x, y ∈ X , belong to the same 'partition', or 'sector', of X iff C i (x) = C i (y), ∀ i.
For a CNF formula with N clauses, this defines a partitioning of the space X into at most 2 N sectors, i.e. according to every possible set of features (clause evaluations) in the data. Note that x, y belonging to the same sector of course implies C(x) = C(y), but the converse will not necessarily be true.
We will upgrade these general notions to define partitions over the Hilbert space, where it will be shown that Def. 1 provides a natural starting point for defining quantum data classification by dissipation. Practically speaking, one is often interested only in the evaluation of C itself, regardless of the individual clauses. We will in a similar manner extend the definition of the Boolean formula C over classical bit strings, and give it a meaning over the Hilbert space, allowing us to write such quantities as C(ψ) where |ψ is a quantum state.
Since the clauses are in this context the most fundamental objects, we will first look at the 'quantum evaluation' of individual clauses, C i (ψ), and then generalize this to computing 3-CNF formulas over the Hilbert space, using dissipation.
II. THEORY
We map the above into the quantum realm, where instead of using n binary variables to encode data, one considers a system of n qubits. The Hilbert space
is therefore of dimension 2 n . Here |x := ⊗ n i=1 |x i , with |0 , |1 eigenstates of the Pauli z operator σ z := |1 1| − |0 0|. We represent an arbitrary pure state in H X as |ψ = x∈X a x |x , for complex coefficients (amplitudes) a x which are normalized x∈X |a x | 2 = 1. Occasionally we will refer explicitly to density operators ρ ∈ L(H X ) which are Hermitian, positivesemidefinite, trace one, linear operators acting over the Hilbert space. given some |x ∈ H X , with x ∈ X , we will compute C(x).
Let us assume the only three bits of x involved in C are the i 1 , i 2 , i 3 -th bits, where i j ∈ [n]. Without loss of generality we will assume these three bits are distinct. In the quantum setting, this corresponds to three qubits. One can construct a small dissipative network, coupling these three qubits to an ancilla qubit, a, via a 4-local Lindbladian [21, 22] , as in Fig. 1 .
We define this Linbladian
by a single Lindblad (jump) operator which acts on these 4 qubits as
The second term in the tensor product of L acts on the ancilla qubit a [23] , and γ > 0 is the strength of the dissipation. The initial state of the ancilla qubit is assumed to be |a = |1 . The notation should be interpreted as follows. If for example, C = x i ∨ ¬x j ∨ x k , the projector will be given by Π ¬ = |0, 1, 0 0, 1, 0|, acting on qubits i, j, k.
The projector Π ¬ projects out any state not of the form |l 1 = 0, l 2 = 0, l 3 = 0 , i.e., the case in which the clause C evaluates to 0. In this case, the ancilla state is accordingly flipped to |0 by σ − .
We make the following claim.
Proposition 1. Let E t := e tL be the evolution operator, under Lindbladian L defined by single Lindblad operator Eq. (2) . Then the evolution of a matrix element |x y| ⊗ |1 1|, where x, y ∈ X , and the second term in the tensor product refers to the ancilla qubit a, is
Note, if C(x) = 1 = C(y), there is strictly no evolution, since in this case, by construction, L|x, 1 = L|y, 1 = 0.
Proof. Consider a disjunction of three literals, C = l 1 ∨l 2 ∨l 3 , where l j is either x ij , or ¬x ij , for some i j ∈ [n]. That is, C(x), for x ∈ X , is fully determined by the (distinct) bits i j in x, for j = 1, 2, 3.
Let L be a Lindbladian defined by Eqs. (1), (2) with the Lindblad operator L acting on (distinct) qubits i 1 , i 2 , i 3 , and an ancilla qubit.
Let x, y ∈ X . Then
The conditions on the RHS of the above all come directly from the form of L:
for j = 1, 2, 3. Hence, L|x, 1 = |x, 0 , and
, then ∃j such that x ij = l j , and similarly for y. Hence L|x, 1 = 0 = L|y, 1 .
Moreover, since
L|x y| ⊗ |0 0| = 0,
the form of Eq. (3) is clear.
We provide some additional comments regarding this result: 1) For input state |x x| (with x ∈ X ), in order to guarantee with probability of 1− of obtaining result C(x) upon measuring the ancilla qubit, it is sufficient to evolve the network for time
That is, in order to guarantee
one requires t > 1 γ log 1 , where ρ x := |x x| ⊗ |1 1|, and Tr X is the partial trace, tracing out H X .
2) Coherences |x y| (x = y) are preserved, unless C(x) = C(y).
3) If one wishes to compute a clause of just one or two literals (instead of three), the construction and general result is exactly the same except the projector Π ¬ of the Lindblad operator (2) acts on the appropriate one or two qubits respectively.
4) One can compute a disjunctive normal form
. In this case the ancilla qubit should be initialized as |0 . As such, all of our subsequent results can be equivalently phrased through DNF formulas.
Point 2) in particular implies the existence of decoherence-free subspaces [17, 18] , defined according to
for c = 0, 1. That is, for |ψ ∈ DFS c , one has Tr a [E t (|ψ ψ| ⊗ |1 1|)] = |ψ ψ|, where the partial trace Tr a traces out the ancilla qubit a. The Hilbert space is partitioned in accordance with this observation: given an arbitrary quantum input ρ ∈ L(H X ) to the dissipative network, the quantum map E t will evolve to the fixed point
where Π c :=
x:C(x)=c |x x| is a projector onto DFS c (note c∈{0,1} Π c = I).
That is, the Hilbert space H X contains two 'coherent sectors' (DFSs) defined by C. States belonging to these sectors are preserved under map E t , and coherences between the sectors decay away exponentially as e −γt/2 . This simple dissipative network and the resulting decoherence-free subspaces can therefore be used to not only evaluate the clause C(x) for x ∈ X . One can now give meaning to and compute quantities such as C(ψ) where |ψ ∈ DFS c . In particular in this case the network will output C(ψ) = c. We will provide a more rigorous definition below in Sect. II B.
We lastly comment, that in the infinite time limit, upon tracing out the ancilla qubit, the state of the system H X , is the same as under a purely dephasing Lindbladian defined by jump operator O = x C(x)|x x|. In particular, our scheme (in the long-time limit) is equivalent to measurement of the observable O. That is, the engineered dissipation can be interpreted as performing the required measurement on the system.
B. Dissipative evaluation of arbitrary 3-CNF
Consider now the more general case where one wishes to evaluate a 3-CNF formula consisting of
We show how to construct a dissipative network to achieve this, which uses N ancilla qubits, each of which is coupled to at most 3 of the input qubits, and evolves in a similar manner as Eq. (3). The full Hilbert space, of the 'input' qubits, and ancilla qubits is therefore of the form
We provide an illustration of this set-up in Fig. 2 .
The structure is now much richer, and we will see the Hilbert space is actually partitioned into (at most) 2 N DFSs, according to the output of each of the N clauses.
The full Lindbladian acting on the system of n+N qubits is now given by L = N i=1 L i , where L i is a Lindblad generator defined by a single jump operator, of the form Eq. (2), which acts on the qubits defined by the i-th clause in C.
Proposition 2. For E t := e tL , with L defined as above, the infinite time evolution of matrix element |x y| ⊗ |1 1|, with x, y ∈ X , is given by
Moreover, under a finite time evolution of input state |x (x ∈ X ), upon measuring the N ancilla qubits, to successfully obtain C i (x), ∀i with probability 1 − , it is sufficient to evolve the network for time t ∼ O(
where L i is defined for each clause, with single jump operator of the form Eq. (2). Here, L i acts on the three qubits defined by clause C i , and the ith ancilla qubit.
The full evolution is in fact easy to calculate exactly, since the individual Lindbladians, L i all commute with each other. Moreover, as can be seen from Eq. (3), the action of a single L i only changes the state of the ith ancilla qubit.
These two facts and Prop. 1 imply
Illustration of a dissipative computational network, capable of computing a 3-CNF with N clauses, on n variables. The xi represent input qubits, and the ai are ancilla qubits (where the i-th clause is evaluated).
In this particular example, we show explicitly the clauses C1 = l1 ∨ l2 ∨ l k and CN = l k ∨ lj ∨ ln, where li is either xi or ¬xi.
where
Li , and E (i) t := e tLi . Taking t → ∞ gives precisely Eq. (9). We comment on errors associated with finite-time evolution, t < ∞. In particular, for input of the form |x x| (x ∈ X ), the probability of correctly obtaining via a projective measurement outcome C i (x) for the i-th clause is 1 − e −γt . This is precisely the same calculation as in point 1) following Prop. 1. Since these N clauses are all independent, in order to correctly evaluate C(x) = ∧ N i=1 C i (x) with probability 1 − , one requires
and hence t > O(
One can see from Eq. (10) that this construction completely generalizes the results of the previous subsection (i.e. where N = 1), and therefore provides a richer structure than previously described.
In particular, there are now up to 2 N decoherencefree subspaces, defined according to binary representationC
which uniquely determines the DFS to which |x (x ∈ X ) belongs. In particular, the generalization of (7) is
If indeedC(x) =C(y), then coherences of the form |x y| will be preserved under the time evolution of the dissipative quantum network, and if |ψ ∈ DFSC, then
where Trā traces out the N ancilla qubits. Similarly, for an arbitrary input ρ ∈ L(H X ), the infinite time evolved state is of the form
In order for the final state ρ t := E t (ρ ⊗ |1 1| ⊗N ) to be -close [25] to the steady state ρ ∞ ,
requires (as shown in Appendix A)
From Eq. (15) it is apparent that upon evolving an initial state |ψ ∈ DFSC (i.e. where ΠC|ψ = |ψ ), that one can determineC without directly measuring or disturbing sub-system H X itself. That is, one can learnC passively, whilst still retaining the state |ψ , since here ρ ∞ = |ψ ψ| ⊗ |C C |.
In this case it is apparent that one can 'classify' a quantum state |ψ ∈ DFSC according toC(|ψ ) = C. The definition is 'consistent' in the sense that C(|x ) =C(x), for x ∈ X , whereC(x) is defined by Eq. (12) . As such we will also writeC(|ψ ) =C(ψ).
One can generalize this notion as follows:
Definition 2. Let |ψ ∈ H X . Then the 'DFSclassification' of state |ψ is given by a functioñ
where ΠC is given in Eq. (15) .
The interpretation of Def. 2 should be clear: Each DFS in the Hilbert space corresponds to a unique vertex of the hypercube [0, 1] N . Non-vertex points correspond to states |ψ which are superpositions between various DFSs, which, according to Eq. (15) , are the states that become mixed during the time evolution of the associated dissipative quantum circuit.
This motivates the straightforward observation:
We now see that Def. 2 completely generalizes Def. 1; x, y ∈ X belong to the same partition of X according to Def. 1, iffC(x) =C(y) in Def. 2.
The i-th clause C i evaluated on |ψ , is given by the i-th entry ofC(ψ) from Def. 2 -which we denoteC i (ψ) ∈ [0, 1] -and shows that in the quantum case, according to this definition, Boolean logic is replaced by fuzzy logic [26] , in accordance with the DFS partitioning of the space. One would of course require multiple samples to estimate this quantity for a given state.
One can now also lift the definition of the Boolean function C itself over classical bit strings to a function over the Hilbert space:
whereē := (1, . . . , 1).
Def. 3 is also fully consistent with the definition of the underlying classifier C, and therefore generalizes this Boolean function. In particular, for x ∈ X ,Ĉ 1 (|x ) = C(x). Moreover, if |ψ is of the general form
the network will outputĈ 1 (ψ) = c ∈ {0, 1}, with probability 1 − . Inspired by the classical evaluation of a CNF formula, C(x) = N i=1 C i (x) for x ∈ X , one may alternatively be interested in perhaps the more natural (fuzzy) generalization:
This is also fully consistent with the underlying classical definition, i.e.Ĉ 2 (|x ) = C(x), for x ∈ X . Moreover, under Def. 4, for |ψ ∈ DFSC,Ĉ 2 (ψ) = N i=1C i =Ĉ 1 (ψ) as expected. In this section, we have shown how one can lift classical notions pertaining to data classification in a natural manner to the quantum case. We provided a practical construction for implementing this physically, defining a local dissipative computational network, which naturally evaluates such classifiers, as in Prop. 2. Not only can the network evaluate the clauses C i (x) for x ∈ X of a CNF formula, but also give a fuzzy logic meaning to C i (ψ) for quantum states |ψ , and therefore, similarly to the CNF formula C(ψ) itself. As discussed in Sect. I A, this framework applies also in the more general case where C(x) ∈ {0, 1} m . We now show how to use these ideas for practical applications relating to quantum learning theory and state preparation.
III. APPLICATIONS AND EXAMPLES

A. A dissipative quantum data classifier
A common classical machine learning task is, given labeled samples (x, f (x)) where x ∈ X , and f : X → {0, 1} m , to build a classifier C : X → {0, 1} m , such that given a new sample, y, that C(y) = f (y) with high probability.
There are many approaches which attempt to solve this problem classically, including linear regression models, Bayesian networks and artificial neural networks [27] .
One such quantum generalization of this type of task is to learn f (x) given samples of n + m qubits of the form
where i labels the sample. Many well-known results in quantum learning theory are phrased in this manner, and quantum speed-ups have been demonstrated [6, 20, [28] [29] [30] [31] . Using |ψ i as an input into our quantum network, acting only on the n qubits encoding x and the N ancilla qubits defined by the network (i.e. leaving alone the m qubits encoding f (x)), following from Eq. (15) the infinite time evolved state is
Upon measurement ofC in the N ancilla qubits, the state of the n + m qubits is (up to normalization)
That is, the sample |ψ i is projected into subspace DFSC. We will show by example how using the general construction outlined in the previous section, one can build a trainable quantum network, which can be used to classify quantum data, in accordance with Defs. 2, 3, 4.
At a high level, the prescription of using our scheme to learn quantum data consists of four basic steps: i) Initialize network configuration: Define a system of 4-local Lindbladians which each act on up to three input qubits, and one unique ancilla qubit, as described by Eq. (2).
ii) Evolve the network: Input is a quantum state of the general form Eq. (22) . Evolve network for time O(
where N is the number of ancilla qubits, and the error associated with finite time evolution. The resulting state will be -close to Eq. (23).
iii) Measurement: Perform post-processing of the quantum data, e.g. by performing a POVM.
iv) Update: Based on the measurement result in step iii), update the network configuration and return to step ii). If no update is required and the network has converged, subsequent evaluations of the network will correctly classify new quantum data (to error ).
We demonstrate these general ideas by a simple and well known classical example (see e.g. Ref. [15] ), where a priori the space of possible functions from which one is learning is of exponential size 2 2n , but where the problem class can be learned efficiently, and moreover will require at most 2n ancilla qubits in our construction.
Note that the goal of the proceeding example is not to demonstrate a quantum advantage. Rather, it is to show that using the tools outlined in this work, certain classical tasks can be generalized to a quantum setting. Indeed, in the example below, the update procedure we use in step iv) is entirely classical in nature. In principle one could achieve the same outcome (learning the target function f ) by first measuring each of the qubits in the computational basis -destroying any quantum coherence -and running the classical algorithm. By using our network however, as the algorithm progresses, the amount of quantum coherence preserved after step iii) of the procedure just mentioned, is increased. An interesting question is whether one can gain performance advantages using an algorithm which is inherently quantum.
Example: Learning the class of conjunctions
Consider the task of learning the function f : X → {0, 1} where f is guaranteed to be a pure conjunction. That is, f is of the form f = f 1 ∧ · · · ∧ f k , where the clauses f i contain just a single literal l i that are of the form x j or ¬x j for j ∈ [n]. Let us also write for f the corresponding vector of clauses f = (f 1 , . . . , f k ). Thenf (x) = (f 1 (x), . . . , f k (x)) describes the evaluation of the k clauses on input x ∈ X . This is in fact an easy problem, and the classical algorithm to solve it is to start with the hypothesis C = x 1 ∧ ¬x 1 ∧ · · · ∧ x n ∧ ¬x n (i.e. a conjunction of all possible literals), and whenever a positive labeled sample (y, 1) is observed, for all y i = 1, remove the literal ¬x i from C, and similarly for all y i = 0, remove the literal x i from C.
We will demonstrate the above in a dissipative quantum network, by utilizing 2n ancilla qubits, and therefore 3n qubits in total. The initial CNF formula defining the network is as in the previous paragraph, from which one constructs the 2-local Lindbladian L = 2n i=1 L i , where L i acts on input qubit i/2 , and the i-th ancilla qubit. These L i are defined in a similar manner as in Eq. (2), instead now with just 2 qubits.
Let us first consider the case where labeled states are promised to be of the form (|x , f (x)), where x ∈ X . One evolves the network under L, and measures the 2n ancilla qubits, obtaining C i (x) where i labels each ancilla qubit. We will assume that the network is evolved for a sufficiently long time at each step so that the probability of incorrectly computing C i (x) is negligible.
Given a positive sample, f (y) = 1, one can delete any L i from the network which results in the i-th ancilla qubit measuring 0, since this implies C(y) = 0. The network is then re-set and run again, possibly now with fewer ancilla qubits. Repeating this process guarantees the convergence of C to f . The total number of times one must update the network in this manner is upper bound by 2n. We show an example of the network training process in Fig. 3 .
It is at this point interesting to note that one can perform the exact same algorithm if one receives labeled quantum states (|ψ , f (ψ)) where |ψ is guaranteed to be a superposition of classical states all with the same evaluation on the clauses of f . In this case, following Defs. 3, 4, f (ψ) ∈ {0, 1}, and the input state is of the general form
for somef ∈ {0, 1} k such that f (ψ) = f 1 ∧ · · · ∧ f k , and a x arbitrary normalized complex amplitudes. Note, these samples can also be described equivalently as in Eq. (22) , where one first measures the qubit encoding f (x), since in this case f (x) ≡ f (ψ), for all a x in Eq. (25).
Evolving the network with input |ψ , and measuring the ancilla qubits -obtaining outcomeC = (C 1 , . . . , C N ) ∈ {0, 1} N -results in a projection |ψC := ΠC|ψ / ΠC|ψ (as in Eq. (15)), where N is the number of ancilla qubits in the current network. Since by assumption f (ψ) = f (ψC), if C(ψC) = C 1 ∧ · · · ∧ C N disagrees with f (ψ), one updates the network as above, by deleting the conflicting L i which define C.
Once the network is fully trained, given an unlabeled state |ψ as above, one can evaluate f (ψ) without directly measuring |ψ itself, i.e., one only needs to observe the ancilla qubits. Moreover, since by assumption an input state |ψ ∈ DFSf for somē f , and therefore Πf |ψ = |ψ , the initial state of the input qubits is the same as the final state; that is, one can passively learn f (ψ) (i.e., classify the state |ψ ), whilst still retaining the quantum state |ψ . One can therefore classify |ψ , and still use |ψ for subsequent computations. This is quite a unique occurrence, since typically to obtain any information about a quantum state requires at least some destructive measurement to take place.
FIG. 3.
Example of a network learning the conjunction f = x1 ∧¬x3, for n = 5. The initial network (top) is configured to compute x1 ∧ ¬x1 ∧ · · · ∧ x5 ∧ ¬x5 as described by the learning algorithm of the main text. The top row of ancilla qubits (blue) compute the literals xi, and the bottom row the negations ¬xi. After training for a sufficiently long time so that the network has converged, the final network is given by the bottom diagram, which now has just two ancilla qubits (blue), corresponding to the computation of x1 ∧ ¬x3. The Hilbert space therefore has 4 associated DFSs. Input (data) qubits are shown in yellow.
B. Dissipative preparation of PAC states
In the quantum version [20] of the Probably Approximately Correct (PAC) model [19] , copies of the state |ψ = x∈X p(x)|x, f (x) are provided, where p(x) are probabilities, and f (x) ∈ {0, 1} a Boolean function which is to be learned. Quantum states of this type, arising from a 'quantum example oracle', are typically represented by some oracular unitary U f such that U f |x, b = |x, b ⊕ f (x) . We show here that one can produce these states in a fundamentally different manner using a dissipative (non-unitary) network of the type outlined in this work.
The goal is to prepare quantum PAC states given x∈X p(x)|x . The procedure which follows also applies to the more general setting where the amplitudes are complex.
We make a small modification to the Lindblad operators L in Eq. (2) as follows:
Then we have:
Proposition 3. Let L be as in Eq. (26) defined by clause C = l 1 ∨ l 2 ∨ l 3 . Then the infinite time evolution of matrix element |x y| under the network, given the ancilla state initialized as |+ =
Proof. To see this use that E t is linear, and consider E ∞ (|x y| ⊗ |i j|), for i, j ∈ {0, 1} separately. Consider the four cases:
and similarly
One can then write
From this one can check -in a similar manner as the proof of Prop. 1 -that if C(x) = C(y), then
Similarly, if C(x) = C(y), one has
(31) That is, in this latter case, coherences |x y| remain only when i = j.
The result follows noting that |+ +| =
From Prop. 3 it immediately follows that under the network with N clauses one has in the long time limit [32] 
where |f (x) = ⊗ N i=1 |f i (x) with f i (x) the i-th clause of f (x) realized as a 3-CNF. Since |f (x) contains all the information required to compute f (x), states of this type can equivalently be used in the PAC framework. The only complication is that one now has N additional qubits in the scheme, instead of just 1. Nevertheless, if one is interested in machine learning involving CNF or DNF formulas [33] this framework provides an alternative mechanism for obtaining quantum PAC states. This is therefore relevant even in the original formulation of the quantum PAC model by Ref. [20] for which formulas in DNF over the uniform distribution can be efficiently PAC learned on a quantum computer, as compared to the best known quasi-polynomial classical algorithm.
C. Probabilistic preparation of quantum states By Eq. (15), upon measuring state |C of the ancilla qubits, the resulting time-evolved input state is, with probability 1 − , ΠCρΠC/Tr(ΠCρ), where ρ was the initial state.
One can use this to prepare quantum states. In particular, to prepare state |ψ , one requires a suitable, easy to prepare input state, |ψ 0 , and to define an appropriate CNF formula so that, for somē C ∈ {0, 1} N , one has ΠC|ψ 0 ∝ |ψ . Then, upon measuringC in the ancilla qubits, which occurs with probability ψ 0 |ΠC|ψ 0 , one has prepared state |ψ .
One could also prepare an ensemble of states in this manner.
Preparation of entangled states
Consider for simplicity, two qubits, which we wish to entangle, that are initially prepared in the product state |ψ 0 = |+ ⊗ |+ . Here, in the z-eigenbasis,
(|0 + |1 ). We wish to prepare the Bell state |ψ
(|00 + |11 ). This procedure will be effectively the same as performing a projective measurement on |ψ 0 , although we will in fact not perform any measurement over H X . This example is interesting therefore for two reasons: 1) dissipation is used directly to create entanglement, and 2) it provides a novel manner in which to actually perform a measurement of a quantum system. To achieve this task, we take the 2-CNF, C = (x 1 ∨ ¬x 2 ) ∧ (¬x 1 ∨ x 2 ) =: C 1 ∧ C 2 , with associated projectors
From this, utilizing two ancilla qubits that are initialized in the |1 state, one can construct a follow-
, where the second term in the tensor product acts on a single ancilla qubit, labeled by 1, 2 respectively. See inset of Fig. 4 for a schematic of the network. This evolution will partition the space into three DFSs, and in particular, the infinite time evolved state is
with the probability of being in each sector after measurement of the two ancilla qubits PC = ψ 0 |ΠC|ψ 0 ,
The states in each sector are given by
Note, the (c 1 , c 2 ) = (0, 0) sector is empty since at least one of the two clauses in C must be satisfied by construction. That is, in this case, there is no such state |ψ 0,0 . After evolving the network for a sufficiently long time, one can post-select on the ancilla qubits with success probability 1 2 to pick out the Bell state:
In Fig. 4 we provide a numerical verification of this scheme, in which the state of the qubits, upon post-selecting on (1,1) on the two ancilla qubits, converges exponentially quickly to the desired maximally entangled state.
2. Generating a superposition of all solutions to 3-SAT problem
3-SAT problems are NP-hard optimization problems, where one must find the solution(s) C(x) = 1 to a 3-CNF formula C.
Given a 3-SAT problem C over n literals, one can construct a dissipative network (of 4-local Lindbladians) with N ancilla qubits, where N is the number of clauses in the 3-SAT problem. (|00 + |11 ), under dissipative evolution for time t (in units of 1/γ). Here, ρ1,1 is the state after postselecting on measuring 1 in both ancilla qubits Eq. (37), which occurs with probability 1/2. Initial state is the product state |+, + . The norm is the maximum singular value. Inset: the connectivity of the 2+2 qubit dissipative network.
The input state to the network is initialized in the maximal superposition state, |ψ = 
where each classical bit string s is such that C(s) = 1. Moreover, there are no other bit-strings with this property. That is, |S is the uniform superposition of all solutions to the 3-SAT problem. We strongly stress however that in general it is exponentially unlikely to observe such a state; we are not claiming to have an efficient algorithm to solve SAT problems.
Nevertheless, this general methodology shows potential promise in obtaining a fair sampling for certain problems, which is typically challenging on current quantum optimization devices [34] .
IV. DISCUSSION
We have shown how to evaluate 3-CNF (and DNF) clauses (and hence arbitrary Boolean functions) using dissipative quantum dynamics. We did this by providing a way to construct a dissipative network consisting of 4-local Lindbladians, where upon measuring a subset of the qubits in the network, one can evaluate the CNF formula. We also showed that errors associated with a finite time evolution can be made arbitrarily small. The CNF structure naturally partitions the Hilbert space into sectors in which coherence is preserved, i.e., decoherence-free subspaces. This provides a route to generalize classical notions of data classification, lifting the definitions to the case where the data is quantum in nature. In particular, we achieve this task by classifying quantum data according to the partition, or DFS, to which a particular state belongs, which itself is defined by the dissipative network.
This has applications in state preparation, and perhaps more interestingly, machine learning. We provided one such example, but have hopefully have demonstrated the general applicability of these techniques. Indeed, one can make a connection between the work presented here, and a Hopfield recurrent neural network, which we now comment on.
A Hopfield network is a classical pattern recognition and classification machine learning model, where the 'patterns' or 'memories' one wishes to associate new data, are local minima of a pre-defined energy function. In particular, these patterns act like fixed points of the total space X of a dynamical system (where the dynamics is described entirely by the energy function). We make an analogy between this classical dynamical system, and the quantum dynamical systems described in this work defined entirely by dissipative dynamics with attractive fixed points.
In our model, which is morally similar, data is classified according to the DFSs of the computational network, which are analogous to the patterns of the corresponding Hopfield network. However, not only can the dissipative networks presented in this work classify classical data, e.g. compute a function C(x) ∈ {0, 1} for x ∈ X , they can also classify quantum data in a consistent manner. Moreover, given a quantum state |ψ associated to a particular memory pattern (i.e. a DFS), one can evaluate C(ψ) passively, without disturbing the state |ψ .
We lastly mention that the same type of construction given in this work may of course be demonstrated through local unitary evolutions and singlequbit projective measurements alone. Though this is true, it misses perhaps the main point; a demonstration that engineered dissipation can be used as a resource for certain machine learning and classification tasks. We have given a precise construction for implementing the tasks described above, where the engineered dissipation is essentially performing the measurements of the relevant observables, required for classifying quantum data according to Defs. 2, 3, 4. Indeed, similar arguments can be made against any type of dissipative based scheme. In particular, it is known that the dissipative model of quantum computation is no more powerful than the unitary gate model, and that therefore the latter can efficiently simulate the former [2] . Nevertheless, it is a conceptually interesting observation that purely non-unitary dynamics can be used to carry out tasks relevant for machine learning.
This work provides a well defined and consistent starting point for generalizing certain aspects of classsical machine learning theory, of which numerous applications could benefit. We highlighted simple examples for demonstrative purposes, but hope it is clear that the general protocols can be modified in a multitude of ways to be made applicable for different applications. It would be interesting for example to apply these techniques to learning quantum data in the PAC framework [15, 19, 20, 35] . Overall then, to achieve ρ t − ρ ∞ 1 < , one requires evolution time t > O( Eq. (17) .
