Abstract
Introduction
Internal combustion engine control are required to provide stable work of the engine, regardless of the variability of effects, operating conditions and changes of the engine characteristics. Also, from design to validation, it provides a toolset to manage the growing complexity of engine control strategies and drive assistance technologies directly linked to the engine. The solution is based on strong modeling competence and a thorough understanding of the system physics. In the same time, engine control is related to control of fuel mixture, control of ignition timing , control of idle speed, control of variable valve timing, electronic valve control etc. More and more requirements impose implementation of new additional systems and more flexible and accurate control algorithms. At first, we face the problem whether considerable engine speed can be achieved during idle run, and the purpose of controlling the engine in idle run is to stabilize the engine speed at a desirable level. Key control variables, such as the spark advance and the mixture mass are used to control the engine speed. Secondly, we must handle non-stationarity and non-uniformity problem of engine. During engine's service life, the effect of changes to the engine's characteristics can be conclude as non-stationarity and non-uniformity problem. The changes may be explained by changes of operating conditions that escape the control system's sensors, such as humidity, position above sea level or air pollution, but also by natural wear of the engine, or variability of oil and fuel parameters.
Most of the currently used idle speed control algorithms are based on a Proportional Integral Derivative (PID) controller. There are many researchers discussing examples of synthesizing the parameters for such controllers [1, 2, 3, 4] . However, these algorithms do not satisfy growing performance requirements, and better solutions are looked for. Furthermore, it is more important that combining all non-linear factors together is used as a predictive model. Algorithms such as PID or Hinfinity base on simple linear models of the controlled phenomenon [1, 3, 4] .Therefore, the engine's Operation is brought to a linear function describing either the relationship between the engine speed in the idle run and the PID controller, or between the engine speed and the spark advance plus state parameters [4] .
As we known, the engine's characteristics are far from being linear in real world [5] .This is particularly visible in the case of the effective torque. To solve control problems arising from this fact, non-linear models should be applied. We include the most effective tools for that are artificial neural networks. Once the effective torque value is known, the additional loads can be easily estimated, and consequently control can be exercised. The other side, because of the attractive power on approximating, neural networks have been successfully used in a wide range of control applications. They provide researchers a black-box method to describe the complex process accurately in input-output models. In this paper, we proposed a well-trained artificial neural networks which used as a predictive model for a combination of non-linear factors based on a radial basis function (RBF). The RBF network is on-line adapted to model engine parameter uncertainty and severe non-linear dynamics in differ-entoperating regions. Based on the multi-step ahead prediction of multi-non-linear factors, an optimal control is obtained to maintain the stoichiometric value when engine speed and load change.
Adaptive neural network model
The advantage of using adaptive neural network is that it can track the time-varying properties of the process to provide efficient information to the controller, under circumstances where the process parameters are changing [6] . RBF with Gaussian transfer function is chosen in this application as it has been shown that RBFN could map a non-linear function arbitrarily well and possesses the best approximation property [7] . The K-means algorithm is used for centre selection and the r-nearest neighbour heuristic method used to determine the width s for each hidden node in the RBF.
RBF network structure
The RBF, as shown in Fig. 1 , consists of three layers: input layer, hidden layer and output layer,
q , y(k)∈R p are input vector, hidden layer output vector and network output vector, respectively. c i is the centre for the ith hidden layer node and is the ith column of the centre matrix
is the output layer weight matrix with w i,j being the weight linking the jth node in the hidden layer to the ith node in the output layer.
The network output is calculated from the input and network parameters as follows, where the nonlinear transfer function in the hidden layer is the Gaussian function. where h i is the ith entry of h, ό is a positive scalar called width that define a range over which, the Gaussian function has a significant output.
Training algorithms
K-means algorithm: The K-means clustering algorithm is used to select centres from a set of inputoutput data. The rule of the selection is to classify the data set into several clusters and determines a centre for each cluster, so that the sum squared distance from each data point to its associated centre is minimized. The algorithm can be outlined by the following steps.
Step 1: Choose q initial cluster centres c 1 (1),c 2 (1),…,c k (1) from the data set as initial centres.
Step 2: At the ith iteration step, distribute every data sample {x} into a cluster s j (i) for which the centre c j (i) is the nearest one from the data sample. The rule is presented by the following.
Step 3 Update each cluster centre.
Where N j is the number f data points in the cluster S j (i).
Step 4: Repeat Steps 2 and 3 until c j (i+1)=c j (i). ρ-Nearest neighbour method: Once the centres are selected, the width ό of each Gaussian function can be determined using ρ-nearest neighbour heuristic, where ό for each hidden node are set the average value of distances from the centre to the ρ nearest centres. Recursive least squares (RLS) algorithm: As the RBF network output is linearly related to the weights, the training algorithms for the weights are usually least squares (LS) or RLS algorithm. To deal with the ageing effect caused by engine parts in this research, the RLS algorithm is adopted for on-line learning. The algorithm is summarized as follows [8] .
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Where w(k) and h(k) represent the RBF network weights and activation function outputs at iteration k, P and g are intermediate terms. Here μ is called forgetting factor ranging from 0 to 1. The parameters g, w and P are updated orderly at each sampling time with the change of the activation function output h(k).
Data collection
In engine data collection, the training data must be representative of typical plant behaviour in order to analyse the performance of different adaptive engine models in practical driving conditions. This means that input and output signals should adequately cover the region in which the system is going to be controlled [9] . A set of random amplitude signal (RAS) combining short pulse width (for transient state) and long pulse width (for steady state) was designed for throttle angle and fuel injection, therefore the RBFN model after trained would produce adequate transient and steady state performance. Throttle angle was bounded between 201 and 401 and the range of fuel injection is from 0.0014 to 0.0079kg/s, the sample time is set to be 0.1s.
Engine modelling
Given the ANN network structure as shown Fig. 1 , the RBFN engine model has three layers: input layer, hidden layer, output layer. Different orders of network inputs and different number of hidden layer nodes have been used in training experiments and the second-order structure with 12 hidden nodes is chosen after experiments which gives the minimum prediction error. The centres and the width in hidden layer nodes of the RBF network were determined using K-means algorithm and r-nearest neighbourhood heuristic, respectively. All input and output data of the RBF have been scaled to the range of [0, 1] before they are used for training and validation. 
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Model-based observer algorithm
An original control algorithm developed by the authors is based on the indirect adaptation, with one parameter identified by means of a neural-network observer. The parameter is the additional load on the engine in idle run Madd. This parameter reflects not only the actual alternator load, resulting from engaging an energy-consuming onboard device, but also any momentary changes of the effective torque or braking torque. The parameter is then used by the regulator for calculating a new control value.
The additional load is estimated according to ( ) ( ) ( ) ( )
In the above equation, the indicated torque i M is estimated by means of a neural network model, inputs of which are: engine speed n, intake-manifold pressure MAP and spark advance angle Фi.
(
The braking torque b M is estimated by means of a model described by a quadratic function of engine speed
The third summand in Eq. (1) is the braking torque due to the engine's inertia, calculated on the basis of the moment of engine's inertia J and the reduced engine acceleration α . The latter is calculated from the difference between the current engine speed and the speed measured in the previous step.
In order to reduce the system's vulnerability to measurement noise and non-repeatability of the engine's operation, the acceleration is to be filtered, and the reduced acceleration is calculated using ( ) ( 1) ( ) 1
where α(i) is the actual momentary engine acceleration calculated in the i step of calculations, γ α the coefficient of the rate of the estimation procedure adaptation, its value 2.4 has been established experimentally.
The additional load add M is used for calculating the value of the required effective torque-sufficient for achieving a required engine speed in the next step of calculations. The value of indicated torque to correct the engine speed is calculated using ( 1) ( ) ( )
It is assumed that the braking torque b M − is to change from its value calculated in the previous step, which is due to the change of the engine speed. The authors adopted a simplified method of estimating where n 0 is the required engine speed, n(i) the current engine speed of the i step of calculations, ∆t the duration of one step of calculations.
In the case of the tested engine, the duration of the calculation step (one control cycle) has been established to be a half of the duration of the crankshaft turn.
The last stage of calculations is aimed at finding the value of the control parameter, i.e. the spark advance angle, to achieve the required indicated torque:
The function defining the required spark advance was calculated on the basis of successive approximations. In terms of the control systems design theory, the first part of the algorithm is a neural network-based disturbance observer. The second part uses the indicated torque model to determine control value; it is thus an element of a model-based control algorithm.
Experimental works
In this study, experimental works were tested in 4D39T model motor, and test engine properties are given Table1 [10] . Due to the same model structure, experimental results is shown in figure 2 [11, 12] . The figure shows the average relationship between engine speed, torque, power, engine performance and fuel, and shows the average change procedure from RPM 1400 to 2800.
When the tested error reaches previously determined tolerance value, the training process is finished [13, 14] . Back propagation (BP) algorithm is the most popular and most commonly used algorithm. BP is composed of two phases; feed forwarding and back propagation.
Knowledge subjected to processing from the input layer up to the output layer is generated during feed forwarding. In back propagation phase, the difference between network output value obtained in feed forwarding and desired output value is compared with previously determined difference tolerance and the error in output layer is calculated. This error value is propagated backward to update the links in the input layer [13, 15] . The BP training algorithm is a ramp descent algorithm. BP algorithm minimizes total error by changing the weights through its ramp and thus tries to improve the performance of the network.
The training of the network is stopped when the tested values of mean square error (MSE) stop decreasing and begin to increase. The estimated performance is calculated by using formulas as follow [13, 15] 
where d is the aimed or real value, O is network output or estimated value, n is the number of the output data [16] .
As a result of the investigation, an optimum ANN was designed. With the help of the designed ANN, estimated values of diesel engine performance were obtained. The diesel engine performance results obtained from ANN and experimental diesel engine performance data were compared in relation to time, and the average relationship between engine speed, torque, power, engine performance and fuel of ANN values is shown in figure 3 . 
Conclusions and future works
In this paper, an ANN model was developed to estimate power, torque, fuel consumption and specific fuel consumption. As seen in the figures, the estimation results and experimental results are in a good agreement. The deviations between experimental and estimated results are very small and negligible for any power, torque, fuel consumption and specific fuel consumption. In the future, a more mature and robust ANN design will be proposed, which combine more non-linear factors together than before, and a more accurate predictive model for a combination of non-linear factors.
