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a b s t r a c t
The bubble-sort graph Bn is one of the attractive underlying topologies for distributed
systems. FB(n, k) (resp. fB(n, k)) is the minimum number of faulty nodes (resp. links) that
make every (n− k)-dimensional sub-bubble-sort graph faulty in Bn under node (resp. link)
failuremodel. In this paper, we proved that FB(n, 0) = fB(n, 0) = 1, FB(n, 1) = fB(n, 1) = n
for n ≥ 4, FB(n, 2) ≤ fB(n, 2) ≤ n(2n − 3) for n ≥ 6, FB(n, n − 2) = n!/2 for
n ≥ 3, fB(n, n − 2) = (n − 1)n!/2 for n ≥ 3, FB(n, n − 1) = n! for n ≥ 2, and
FB(n, k) ≤ fB(n, k) ≤ ⌈(k+ 1)/2⌉k!Cnk for n ≥ 6 and 3 ≤ k ≤ n− 3.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Many large-scale multiprocessor systems take interconnection networks as underlying topologies and an interconnec-
tion network is usually represented by a graph G = (V , E), where every node in V corresponds to a processor, and every
edge in E corresponds to a communication link. In a large-scalemultiprocessor system, failures of components are inevitable.
Thus, fault tolerance of interconnection networks has become an important issue and has been extensively studied (see, for
example, [2,5–8,10–13,15–17]). Fault tolerance of interconnection networks is usually measured by how much of the net-
work structure is preserved in the presence of given number of component failures. Obviously, in the presence of component
failures, the complete interconnection network is not available. Under this consideration, Becker and Simon [3] investigated
a problem: what is the maximum number of dimensions that would be lost if the network contained a given number of
faulty processors or links. They studied fH(n, k), the minimum number of faults, necessary for an adversary to destroy each
(n− k)-dimensional subcube in an n-dimensional hypercube. Latifi [10] proposed a similar natural question that how large
of a subnetwork, a smaller network but with the same topological properties as the original one, is still available in the
network in the presence of component failures. He presented a bound on FS(n, k), the number of faulty nodes to make every
(n− k)-dimensional substar faulty in an n-dimensional star graph and also determined the exact value of FS(n, k)when n is
prim and k = 2 or when n− 2 ≤ k ≤ n. One year later, Latifi et al. [11] studied fS(n, k), the minimum number of faulty links
to make every (n − k)-dimensional substar faulty in an n-dimensional star graph. They proved fS(n, 1) = n + 2 for n ≥ 4
and gave an upper bound on fS(n, 2) for n ≥ 4, with complexity of O(n3). Later, Walker and Latifi [16] improved the bound
on fS(n, k) and gave a relationship between fS(n, k) and FS(n, k).
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Fig. 1. The bubble-sort graphs B2 , B3 and B4 .
The bubble-sort graph, denoted by Bn, is also an attractive interconnection network with some good topological
properties such as node-symmetric, (n−1)-regular and bipartite [1,2,8,9,14,16]. In this paper, we investigate the minimum
number of faulty nodes FB(n, k) (resp. links fB(n, k)), that make every (n − k)-dimensional sub-bubble-sort graph faulty in
Bn and prove that FB(n, 0) = fB(n, 0) = 1, FB(n, 1) = fB(n, 1) = n for n ≥ 4, fB(5, 2) = 20, FB(n, 2) ≤ fB(n, 2) ≤ n(2n− 3)
for n ≥ 6, FB(n, n − 2) = n!/2 for n ≥ 3, fB(n, n − 2) = (n − 1)n!/2 for n ≥ 3, FB(n, n − 1) = n! for n ≥ 2,
FB(n, k) ≤ fB(n, k) ≤ ⌈(k+ 1)/2⌉k!Cnk for n ≥ 6 and 3 ≤ k ≤ n− 3.
The rest of this paper is organized as follows. In Section 2, we introduce the bubble-sort graph and some of its properties.
In Section 3, we prove the main results. Conclusions are covered in Section 4.
2. Preliminaries
In the remainder of this paper, we follow [4] for the graph-theoretical terminology and notation not defined here. Let
N0 = ∅ and let Nn be the set {1, 2, . . . , n} for an arbitrary integer n ≥ 1.
The bubble-sort graph, Bn, n ≥ 1, is an undirected graph consisting of n! nodes each of which has the form x = x1x2 . . . xn,
where 1 ≤ xi ≤ n and xi ≠ xj for distinct 1 ≤ i, j ≤ n. Two nodes are jointed with an i-link if and only if the label of one can
be obtained from the label of the other by swapping the ith digit and the (i + 1)th digit where i ∈ Nn−1. Bn has a recursive
structure. More specifically, Bn contains n disjoint sub-bubble-sort graphs Bn−1. There are exactly two ways to partition Bn
into n disjoint Bn−1’s when n ≥ 3. This is done by removing all 1-links (or (n− 1)-links) in Bn. The bubble-sort graphs B2, B3
and B4 are shown in Fig. 1.
Given an integer n ≥ 1, let Λn be the symbol set {0, 1, . . . , n, X}, where X denotes a don’t care symbol. Let k ∈
{0, 1, . . . , n − 1} and let a1, a2, . . ., ak be pairwise distinct symbols in Nn, where if k = 0 no symbol is chosen
in Nn. For any integer 0 ≤ i ≤ k, let Mk,i = {a1a2 . . . aib1b2 . . . bn−kai+1ai+2 . . . ak : b1, b2, . . . , bn−k ∈ Nn \
{a1, a2, . . . ak} are pairwise distinct}, where a1a2 . . . ai is an empty string if i = 0, and ai+1ai+2 . . . ak is an empty string if i =
k. For example,M0,0 = {b1b2 . . . bn : b1, b2, . . . , bn ∈ Nn are pairwise distinct}. Obviously, the subgraph of Bn induced byMk,i
is isomorphic toBn−k. For the convenience of representation, for any integers i, kwith 0 ≤ k ≤ n−1 and0 ≤ i ≤ k, we denote
by an n-length string a1a2 . . . ai Xn−kai+1ai+2 . . . ak the subgraph induced byMk,i in Bn. Note that a1a2 . . . aiXn−kai+1ai+2 . . . ak
is just Xn−ka1a2 . . . ak when i = 0, and a1a2 . . . aiXn−kai+1ai+2 . . . ak is just a1a2 . . . akXn−k when i = k. For example,
X31 and 1X3 denote the B3’s induced by {2341, 2431, 4231, 4321, 3421, 3241} and {1234, 1324, 1342, 1432, 1423, 1234},
respectively. Note that for any integer 0 ≤ i ≤ n − 2, a1a2 . . . aiXX ai+1ai+2 . . . an−2 denotes a B2 which has exactly one
link (a1a2 . . . aib1b2ai+1ai+2 . . . an−2, a1a2 . . . aib2b1ai+1ai+2 . . . an−2), where {b1, b2} = Nn \ {a1, a2, . . . , an−2}. We shall not
distinguish between the graph B2 and its link. Therefore, we often refer to the graph a1a2 . . . aiXXai+1ai+2 . . . an−2 as its link
(a1a2 . . . aib1b2 ai+1ai+2 . . . an−2, a1a2 . . . aib2b1ai+1ai+2 . . . an−2).
In fact, given an integer k ∈ {0, 1, . . . , n − 1}, a Bn−k in Bn can be uniquely labeled by a string of symbols in Λn, i.e.,
a1a2 . . . aiXn−kai+1ai+2 . . . ak, where a1, a2, . . . , ak are pairwise distinct symbols in Nn and i ∈ {0, 1, . . . , k}. This result
can be proved by induction on k. Obviously, Bn can be uniquely labeled by Xn. Suppose that a Bn−k in Bn can be uniquely
labeled by a1a2 . . . aiXn−kai+1ai+2 . . . ak. Note that a Bn−(k+1) in Bn must be in a Bn−k, say a1a2 . . . aiXn−kai+1ai+2 . . . ak. Recall
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that there are exactly two ways to partition a1a2 . . . aiXn−kai+1ai+2 . . . ak into (n − k) disjoint Bn−k−1’s, which is done by
removing all (i+ 1)-links (or (i+ n− k− 1)-links) in Bn. If the former case applies, the Bn−k−1 can be uniquely labeled by
a1a2 . . . aiaXn−k−1ai+1ai+2 . . . ak, and if the later case applies, the Bn−k−1 can be uniquely labeled by a1a2 . . . aiXn−k−1aai+1
ai+2 . . . ak.
For example, the B3 induced by {1234, 2134, 2314, 3214, 3124, 1324} in B4 can be uniquely labeled by the string XXX4.
Two Bn−k’s in Bn are distinct if their node sets are different and disjoint if they have no common node. We are going to
give an important lemma in the following.
Lemma 1. Given two integers n ≥ 1 and k ∈ {0, 1, . . . , n− 1}, there are k!Cnk disjoint Bn−k’s and (k+ 1)!Cnk distinct Bn−k’s in
Bn, where the term Cnk = n!k!(n−k)! denotes the number of ways to pick k objects out of n objects.
Proof. This lemma is trivial when k = 0. In the following, we consider the case k ≥ 1.
Divide all the distinct Bn−k’s in Bn into (k+ 1) sets A0, A1, . . . , Ak, where
Ai = {a1a2 . . . aiXn−kai+1ai+2 . . . ak : a1, . . . , ak ∈ Nn are pairwise distinct},
for any i ∈ {0, 1, . . . , k}. For an arbitrary integer i ∈ {0, 1, . . . , k}, any two distinct Bn−k’s a1a2 . . . aiXn−kai+1ai+2 . . .
ak and b1b2 . . . biXn−kbi+1 bi+2 . . . bk in Ai have no common node because there is some l ∈ Nk such that al ≠ bl.
So, a1a2 . . . aiXn−kai+1ai+2 . . . ak and b1b2 . . . biXn−kbi+1 bi+2 . . . bk are disjoint. It follows that there are |Ai| = k!Cnk
disjoint Bn−k’s in Bn. For two distinct integers i, j ∈ {0, 1, . . . , k}, any two Bn−k’s a1a2 . . . aiXn−kai+1ai+2 . . . ak in Ai and
a1a2 . . . ajXn−kaj+1aj+2 . . . ak in Aj are distinct, since otherwise the node set of a1a2 . . . aiXn−kai+1ai+2 . . . ak and the node
set of a1a2 . . . ajXn−k aj+1aj+2 . . . ak are the same, which yields that i = j, a contradiction. Therefore, there areki=0 |Ai| =
(k+ 1)k!Cnk = (k+ 1)!Cnk distinct Bn−k’s in Bn. 
3. Enumeration of faulty links
3.1. The lower and upper bounds
We are interested in finding FB(n, k) (resp. fB(n, k)), the minimum number of nodes (resp. links) needed to damage all
Bn−k’s in Bn. For the completeness of the following lemma, let fB(n, n− 1) = +∞.
Lemma 2. Given an integer k ∈ {0, 1, . . . , n − 1}, let FB(n, k) (resp. fB(n, k)) be the minimum number of faulty nodes (resp.
links) that make every (n − k)-dimensional sub-bubble-sort graph faulty in Bn under node (resp. link) failure model. Then
k!Cnk ≤ FB(n, k) ≤ fB(n, k) ≤ (k+ 1)!Cnk .
Proof. By Lemma 1, Bn can be divided into k!Cnk disjoint Bn−k’s. To damage all the disjoint Bn−k’s , we need at least one faulty
node for each Bn−k, which yields that FB(n, k) ≥ k!Cnk .
Let F be a minimum set of links that make every Bn−k faulty in Bn. For every link in F , we choose a node incident with this
link. Since the failure of the |F | nodes selected will damage every Bn−k in Bn, then FB(n, k) ≤ |F | = fB(n, k).
The upper bound on fB(n, k) can be obtained by making a link faulty in each of the (k + 1)!Cnk distinct Bn−k’s in Bn. This
will render: fB(n, k) ≤ (k + 1)!Cnk . Combining this with the fact that FB(n, k) ≥ k!Cnk and FB(n, k) ≤ fB(n, k), the lemma
follows. 
The following theorem gives the exact values of FB(n, k) and fB(n, k) for some special cases.
Theorem 1. Let Bn be an n-dimensional bubble-sort graph. Then the following hold.
(1) FB(n, 0) = fB(n, 0) = 1.
(2) FB(n, 1) = n.
(3) FB(n, n− 1) = n! for n ≥ 2.
(4) FB(n, n− 2) = n!/2 for n ≥ 3.
(5) fB(n, n− 2) = (n− 1)n!/2 for n ≥ 3.
Proof. Since the failure of a single link will damage the Bn, then fB(n, 0) ≤ 1. Combining this with Lemma 2, we have
fB(n, 0) = FB(n, 0) = 1.
By Lemma 1, there are 2n distinct Bn−1’s in Bn. Note that the node labeled by 12 . . . n will damage the two Bn−1’s 1Xn−1
and Xn−1n, the node i(i + 1) . . . n1 . . . (i − 1) will damage iXn−1 and Xn−1(i − 1) for every 2 ≤ i ≤ n − 1, and the node
n12 . . . (n−1)will damage nXn−1 and Xn−1(n−1). Therefore, the nodes labeled by 12 . . . n and its cyclic permutations (i.e.,
23 . . . n1, 34 . . . n12, . . ., n12 . . . n− 1) will damage every Bn−1 in Bn, which implies that FB(n, 1) ≤ n. Combining this with
Lemma 2, we have FB(n, 1) = n.
Given an integer n ≥ 2, note that to damage every B1 in Bn, every node of the Bn must be faulty. So FB(n, n− 1) = n! for
n ≥ 2.
Given an integer n ≥ 3, Lemma 2 implies that FB(n, n − 2) ≥ n!/2. Let (Y , V (Bn) \ Y ) be a bipartition of Bn. Then
having every node in Y faulty will ensure the failure of every B2 in Bn, which yields that FB(n, n − 2) ≤ n!/2. Therefore,
FB(n, n− 2) = n!/2 for n ≥ 3.
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Table 1
The faulty links and damaged B5 ’s in B6 .
Faulty link Damaged B5 ’s
134XX2 X52, 1X5
245XX3 X53, 2X5
356XX4 X54, 3X5
461XX5 X55, 4X5
512XX6 X56, 5X5
623XX1 X51, 6X5
Given an integer n ≥ 3, note that the number of links that will fail every B2 in Bn is just the number of links in Bn.
Therefore, fB(n, n− 2) = (n− 1)n!/2 for n ≥ 3. 
In the following,wedetermine the value of fB(n, 1), and give upper bounds on fB(n, 2) and FB(n, 2). In addition,wepresent
a better bound on fB(n, k) for n ≥ 6 and 0 ≤ k ≤ n− 3.
3.2. Derivation of fB(n, 1)
By Lemma 1, for k = 1,
there are (1+ 1)!Cn1 = 2n distinct Bn−1’s inBn. (3.1)
We consider two cases.
Case 1. n = 3. In this case, fB(n, 1) = fB(n, (n− 2)) = (n− 1)n!/2 = 6.
Case 2. n ≥ 4. We will derive the value of fB(n, 1) in Theorem 2. We first give an example.
Example 1. Recalling (3.1), there are 2 × 6 = 12 distinct B5’s in B6. The twelve B5’s can be divided into two disjoint sets
A0 = {X5a1 : a1 ∈ N6} and A1 = {a1X5 : a1 ∈ N6}. Note that two B5’s X5b1 and a1X5 can be damaged by a faulty link labeled
by a1x1x2XXb1 for any two distinct integers a1, b1 ∈ N6, where x1 and x2 are two arbitrary distinct integers in N6 \ {a1, b1}.
The twelve distinct B5’s in B6 can be damaged by the six faulty links in Table 1, which yields that fB(6, 1) ≤ 6. Lemma 2
implies that fB(6, 1) ≥ 6. Therefore, fB(6, 1) = 6. More general, for any integer n ≥ 4, we have the following theorem.
Theorem 2. Denote by fB(n, 1) the minimum number of faulty links that make every (n−1)-dimensional sub-bubble-sort graph
faulty in Bn. Then fB(n, 1) = n for n ≥ 4.
Proof. Lemma 2 implies that fB(n, 1) ≥ n. Now, it suffices to prove that fB(n, 1) ≤ n. Let
Ψ (x) =

x+ 1, if x ∈ Nn and x ≤ n− 1;
1, if x = n
be a mapping from Nn to Nn. Clearly, Ψ is a bijection from Nn to Nn such that Ψ (x) ≠ x for any x ∈ Nn. Recalling (3.1),
there are 2n distinct Bn−1’s in Bn, which can be divided into two disjoint sets A0 and A1, where A0 = {Xn−1a1 : a1 ∈ Nn},
A1 = {a1Xn−1 : a1 ∈ Nn}. For any x ∈ Nn, note that a single faulty link xx1x2 . . . xn−4XXΨ (x) will damage two Bn−1’s, i.e.,
Xn−1Ψ (x) in A0 and xXn−1 in A1. For any two integers x, x′ ∈ Nn, xXn−1, x′Xn−1, Xn−1Ψ (x) and Xn−1Ψ (x′) are distinct Bn−1’s
in Bn. Therefore, the 2n distinct Bn−1’s in Bn can be damaged by at most |Nn| = n faulty links, and so fB(n, 1) ≤ n. The proof
is complete. 
3.3. An upper bound on fB(n, 2)
In this section, we determine the values of FB(n, 2) for 3 ≤ n ≤ 4 and fB(n, 2) for 3 ≤ n ≤ 5, and give an upper bound
on fB(n, 2)when n ≥ 6.
By Lemma 1, for k = 2,
there are (2+ 1)!Cn2 = 3n(n− 1) distinct Bn−2’s in Bn. (3.2)
We consider the following cases.
Case 1. n = 3. In this case, fB(n, 2) = fB(n, n− 1) = +∞, and by Theorem 1, FB(n, 2) = FB(n, n− 1) = n! = 6.
Case 2. n = 4. In this case, by Theorem1, fB(n, 2) = fB(n, n−2) = (n−1)n!/2 = 36 and FB(n, 2) = FB(n, n−2) = n!/2 = 12.
Case 3. n = 5. In this case, recalling (3.2), there are 3 × 5 × (5 − 1) = 60 distinct B3’s in B5. The sixty B3’s are divided into
three disjoint sets A0, A1 and A2, where
A0 = {X3a1a2 : a1, a2 ∈ N5 and a1 ≠ a2},
A1 = {a1X3a2 : a1, a2 ∈ N5 and a1 ≠ a2},
A2 = {a1a2X3 : a1, a2 ∈ N5 and a1 ≠ a2}.
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Table 2
The faulty links and damaged B3 ’s in B5 .
Faulty link Damaged B3 ’s
12XX3 12X3, 1X33
13XX4 13X3, 1X34
14XX5 14X3, 1X35
15XX2 15X3, 1X32
21XX3 21X3, 2X33
23XX4 23X3, 2X34
24XX5 24X3, 2X35
25XX1 25X3, 2X31
31XX2 31X3, 3X32
32XX4 32X3, 3X34
34XX5 34X3, 3X35
35XX1 35X3, 3X31
41XX2 41X3, 4X32
42XX3 42X3, 4X33
43XX5 43X3, 4X35
45XX1 45X3, 4X31
51XX2 51X3, 5X32
52XX3 52X3, 5X33
53XX4 53X3, 5X34
54XX1 54X3, 5X31
We first find twenty links to damage the B3’s in A1 and A2. See Table 2 for more detail.
After failure of the links in Table 2, the B3’s in A0 remain undamaged. One faulty link per each distinct B3 suffices to
destroy all B3’s in A0. Therefore, fB(5, 2) ≤ 20 + 20 = 40. For any two distinct B3’s X3a1a2 and X3b1b2 in A0, since a1 ≠ b1
or a2 ≠ b2, we have that X3a1a2 and X3b1b2 have no common link, which implies that any two distinct B3’s in A0 cannot be
damaged by only one faulty link. Similarly, any two distinct B3’s in Ai cannot be damaged by only one faulty link for each
i ∈ {1, 2}. Given any two B3’s X3a1a2 in A0 and b1b2X3 in A2, a link of X3a1a2 has the form XXc1a1a2 or c2XXa1a2, and a link
of b1b2X3 has the form b1b2c3XX or b1b2XXc4. Clearly, the link sets {XXc1a1a2, c2XXa1a2} and {b1b2c3XX, b1b2XXc4} have no
common element, which implies that X3a1a2 and b1b2X3 have no common link. Therefore, a B3 in A0 and a B3 in A2 cannot
be damaged by only one faulty link. Thus, the twenty faulty links in Table 2 and the other twenty faulty links (one faulty link
per B3 in A0) will optimally damage all the B3’s in B5. So, fB(5, 2) = 40.
Case 4. n ≥ 6. In this case, we will prove FB(n, 2) ≤ fB(n, 2) ≤ n(2n− 3). We start with an example.
Example 2. Recalling (3.2), B6 has 3 × 6 × (6 − 1) = 90 distinct B4’s, which can be divided into three disjoint sets A0 =
{X4a1a2 : a1, a2 ∈ N6 and a1 ≠ a2}, A1 = {a1X4a2 : a1, a2 ∈ N6 and a1 ≠ a2} and A2 = {a1a2X4 : a1, a2 ∈ N6 and a1 ≠ a2}.
Note that a faulty link a1a2XXb1b2 with {a1, a2} ∩ {b1, b2} = ∅ can damage three B4’s X4b1b2 in A0, a1X4b2 in A1 and a1a2X4
in A2. All potential values of such (a1, a2) and (b1, b2) are in the set Q = {(x, y) : x, y ∈ N6 and x ≠ y}. If there is a bijection
Ψ from Q to itself such that {x1, x2} ∩ {y1, y2} = ∅, where (y1, y2) = Ψ (x1, x2), then three B4’s X4y1y2, x1X4y2 and x1x2X4
can be damaged by a single faulty link x1x2XXy1y2. Since there are |Q | = 30 potential distinct values of such (x1, x2) and
(y1, y2), thirty faulty links in B6 can damage all the sixty B4’s in A0 and A2. In addition, the thirty faulty links will damage at
least 6 distinct B4’s in A1. Therefore, A1 has at most |A1| − 6 = 30 − 6 = 24 undamaged B4’s which can be damaged by 24
links (i.e., one faulty link per B4). Therefore, at most 30 + 24 = 54 faulty links are needed to damage all distinct B4’s in B6.
Define a mapping Ψ from Q to itself as follows.
Ψ : Q → Q
(1, 2) → (5, 6), (5, 6) → (1, 2), (2, 1) → (6, 5), (6, 5) → (2, 1),
(1, 3) → (4, 6), (4, 6) → (1, 3), (3, 1) → (6, 4), (6, 4) → (3, 1),
(1, 4) → (2, 3), (2, 3) → (1, 4), (4, 1) → (3, 2), (3, 2) → (4, 1),
(1, 5) → (2, 4), (2, 4) → (1, 5), (5, 1) → (4, 2), (4, 2) → (5, 1),
(1, 6) → (2, 5), (2, 5) → (3, 4), (3, 4) → (1, 6),
(6, 1) → (5, 2), (5, 2) → (4, 3), (4, 3) → (6, 1),
(2, 6) → (3, 5), (3, 5) → (2, 6), (6, 2) → (5, 3), (5, 3) → (6, 2),
(3, 6) → (4, 5), (4, 5) → (3, 6), (6, 3) → (5, 4), (5, 4) → (6, 3).
The illustration of the above mapping is shown in Fig. 2.
It is not hard to see that Ψ is a bijection from Q to Q such that for each (x1, x2) ∈ Q , {x1, x2} ∩ {y1, y2} = ∅, where
(y1, y2) = Ψ (x1, x2). Therefore, fB(6, 2) ≤ 54. More general, when k = 2 and n ≥ 6, we have the following.
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Fig. 2. The illustration of the mapping Ψ in Example 2.
Theorem 3. Denote by FB(n, 2) (resp. fB(n, 2)) the minimum number of faulty nodes (resp. links) that make every (n − 2)-
dimensional sub-bubble-sort graph faulty in Bn. Then FB(n, 2) ≤ fB(n, 2) ≤ n(2n− 3) for n ≥ 6.
Proof. Lemma 2 implies that FB(n, 2) ≤ fB(n, 2). It suffices to prove that fB(n, 2) ≤ n(2n− 3) for n ≥ 6.
Recalling (3.2), there are 3n(n − 1) distinct Bn−2’s in Bn. The 3n(n − 1) distinct Bn−2’s can be divided into three disjoint
sets A0, A1 and A2, where
A0 = {Xn−2a1a2 : a1, a2 ∈ Nn and a1 ≠ a2},
A1 = {a1Xn−2a2 : a1, a2 ∈ Nn and a1 ≠ a2},
A2 = {a1a2Xn−2 : a1, a2 ∈ Nn and a1 ≠ a2}.
Let Q = {(x, y) : x, y ∈ Nn and x ≠ y}. If we can construct a bijection Ψ from Q to itself such that {x1, x2} ∩ {y1, y2} = ∅,
where (y1, y2) = Ψ (x1, x2), then three Bn−2’s Xn−2y1y2 in A0, x1Xn−2y2 in A1 and x1x2Xn−2 in A2 can be damaged by a single
faulty link labeled by x1x2 . . . xn−4XXy1y2, where x3, x4, . . ., xn−4 are pairwise distinct integers inNn\{x1, x2, y1, y2}. Note that
there are |Q | = n(n − 1) distinct values of such (x1, x2) and so n(n − 1) faulty links of the form x1x2 . . . xn−4XXy1y2 which
can damage all the 2n(n− 1) distinct Bn−2’s in A0 and A2. Each of the n(n− 1) faulty links will also damage a Bn−2 labeled by
x1Xn−2y2 in A1. Note that in the n(n− 1) faulty links, the value of x1 ranges over Nn, which implies that the n(n− 1) faulty
links will damage at least n distinct Bn−2’s in A1. Therefore, there are at most |A1| − n = n(n− 2) distinct Bn−2’s undamaged
in A1. One faulty link suffices to destroy an undamaged Bn−2 in A1. So at most n(n− 1)+ n(n− 2) = n(2n− 3) faulty links
will damage the ninety distinct Bn−2’s in Bn. In the following, we are going to construct a desired mapping.
Let Q1 = {(1, 2), (n − 1, n)}, Q2 = {(1, 3), (n − 2, n)} and let Qi = {(x, y) : x < y, (x, y) ∈ Q and x + y = i + 2} for
3 ≤ i ≤ 2n− 5. Then it is not hard to verify that {Qi : 1 ≤ i ≤ 2n− 5} is a partition of Q ′ = {(x, y) : (x, y) ∈ Q and x < y}.
We define 2n− 5 mappings in the following.
Ψ1: Q1 → Q1
(1, 2) → (n− 1, n),
(n− 1, n) → (1, 2).
Ψ2: Q2 → Q2
(1, 3) → (n− 2, n),
(n− 2, n) → (1, 3).
Ψi: Qi → Qi
(1, i+ 1) → (2, i),
(2, i) → (3, i− 1),
. . . ,
(⌊ i+12 ⌋ − 1, ⌊ i2⌋ + 3) → (⌊ i+12 ⌋, ⌊ i2⌋ + 2),
(⌊ i+12 ⌋, ⌊ i2⌋ + 2) → (1, i+ 1),
for 3 ≤ i ≤ n− 2.
Ψi: Qi → Qi
(i− n+ 2, n) → (i− n+ 3, n− 1),
(i− n+ 3, n− 1) → (i− n+ 4, n− 2),
. . . ,
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(⌊ i+12 ⌋ − 1, ⌊ i2⌋ + 3) → (⌊ i+12 ⌋, ⌊ i2⌋ + 2),
(⌊ i+12 ⌋, ⌊ i2⌋ + 2) → (i− n+ 2, i+ 1),
for n− 1 ≤ i ≤ 2n− 5.
It is not hard to see that Ψi is a bijection from Qi to Qi such that for each (x1, x2) ∈ Qi, {x1, x2} ∩ {y1, y2} = ∅, where
(y1, y2) = Ψi(x1, x2) and i ∈ {1, 2, . . . , 2n− 5}. Define a mapping Ψ ′ as follows.
Ψ ′: Q ′ → Q ′
Ψ ′|Qi = Ψi, where Ψ ′|Qi is the restriction of Ψ ′ to Qi for i ∈ {1, 2, . . . , 2n− 5}.
Clearly,Ψ ′ is a bijection fromQ ′ toQ ′ such that for each (x1, x2) ∈ Q ′, {x1, x2}∩{y1, y2} = ∅, where (y1, y2) = Ψ ′(x1, x2).
Similar to the construction of Ψ ′, we can construct a bijection Ψ ′′ from Q \ Q ′ to Q \ Q ′ such that for each (x1, x2) ∈ Q \ Q ′,
{x1, x2} ∩ {y1, y2} = ∅, where (y1, y2) = Ψ ′′(x1, x2). Thus, the mapping Ψ is a desired bijection from Q to Q , where
Ψ : Q → Q
Ψ |Q ′ = Ψ ′,
Ψ |Q\Q ′ = Ψ ′′.
Therefore, fB(n, 2) ≤ n(2n− 3). The proof is complete. 
3.4. A better upper bound on fB(n, k)
In this section, we give an upper bound on fB(n, k)which is less than the upper bound on fB(n, k) shown in Lemma 2, for
n ≥ 6 and 3 ≤ k ≤ n− 3.
Theorem 4. Denote by FB(n, k) (resp. fB(n, k)) the minimum number of faulty nodes (resp. links) that make every (n − k)-
dimensional sub-bubble-sort graph faulty in Bn. Then FB(n, k) ≤ fB(n, k) ≤ ⌈(k+ 1)/2⌉k!Cnk for n ≥ 6 and 3 ≤ k ≤ n− 3.
Proof. Lemma 2 implies that FB(n, k) ≤ fB(n, k). It suffices to prove that fB(n, k) ≤ ⌈(k + 1)/2⌉k!Cnk for n ≥ 6 and
3 ≤ k ≤ n− 3.
By Lemma1, there are (k+1)!Cnk distinctBn−k’s inBn, which canbedivided into (k+1)pairwise disjoint setsA0, A1, . . . , Ak,
where
Ai = {a1a2 . . . aiXn−kai+1ai+2 . . . ak : a1, . . . , ak ∈ Nn are pairwise distinct},
for any i ∈ {0, 1, . . . , k}.
Let Q = {(x1, x2, . . . , xk) : x1, x2, . . . , xk ∈ Nn are pairwise distinct} and let b1, b2, . . . , bn−k+1 be the (n − k + 1)
integers in Nn \ {x1, x2, . . . , xk−1} such that b1 < b2 < · · · < bn−k+1. Then for any (x1, x2, . . . , xk) ∈ Q , there is some
i ∈ {1, 2, . . . , n− k+ 1} such that bi = xk. Let Ψ be a mapping from Q to Q such that
Ψ (x1, x2, . . . , xk) =

(x1, x2, . . . , xk−1, bi+1), if 1 ≤ i ≤ n− k,
(x1, x2, . . . , xk−1, b1), if i = n− k+ 1.
It is not hard to see that Ψ is a bijection from Q to Q such that for each Ψ (x1, x2, . . . , xk) = (x1, x2, . . . , xk−1, yl), yl ∉
{x1, x2, . . . , xk}.
In fact, for each (a1, a2, . . . , ak) ∈ Q and Ψ (a1, a2, . . . , ak) = (a1, a2, . . . , ak−1, bl), two Bn−k’s a1a2 . . . aiXn−kblai+1
ai+2 . . . ak−1 in Ai and a1a2 . . . aiak Xn−kai+1ai+2 . . . ak−1 in Ai+1 can be damaged by a single faulty link a1a2 . . . ai akc1c2
. . . cn−k−3XXblai+1ai+2 . . . ak−1 for an even i ∈ {0, 1, . . . , k − 1}, where c1, c2, . . . , cn−k−3 are pairwise distinct integers in
Nn \ {a1, a2, . . . , ak, bl}. Therefore, at most |Q | = k!Cnk faulty links are needed to damage all the 2k!Cnk distinct Bn−k’s in Ai
and Ai+1. If k is odd, at most k+12 × k!Cnk = (k+1)!Cnk /2 faulty links are needed to damage all Bn−k’s in Bn. If k is even, at most
k
2 ×k!Cnk = kk!Cnk /2 faulty links are needed to damage all Bn−k’s in
k−1
i=0 Ai. Noting that one faulty link per each distinct Bn−k
suffices to destroy all Bn−k’s in Ak, we conclude that at most kk!Cnk /2+ |Ak| = kk!Cnk /2+ k!Cnk = (k+ 2)k!Cnk /2 faulty links
are needed to damage all Bn−k’s in Bn if k is even. Therefore, FB(n, k) ≤ fB(n, k) ≤ ⌈(k+1)/2⌉k!Cnk . The proof is complete. 
4. Conclusions
In this paper, we present the lower and upper bounds on the minimum number of faulty nodes (or links) that damage
every sub-bubble-sort graphs of a given size, and determine the exact value for some special cases. Determination of the
exact number of faulty nodes (or links) remains an open problem for the general case. Actually, for k = 2 and n ≥ 6, if one can
find a bijectionΨ fromQ = {(x, y) : x, y ∈ Nn and x ≠ y} toQ such that (i) {x1, x2}∩{y1, y2} = ∅, where (y1, y2) = Ψ (x1, x2)
and (ii) the set {(x1, y2) : (y1, y2) = Ψ (x1, x2)} contains as many elements in Q as possible, then the minimum number of
faulty links that make every (n−2)-dimensional sub-bubble-sort graph faulty in an n-dimensional bubble-sort graphmight
be 2n(n− 1)−m, wherem is the number of elements which are contained in {(x1, y2) : (y1, y2) = Ψ (x1, x2)}.
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