In this paper, the Cauchy problem for multiphase first-contact miscible models with viscous fingering, is studied and a global weak solution is obtained by using a new technique from the Div-Curl lemma in the compensated compactness theorem. This work extends the previous works,
Introduction
In this paper, we study the Cauchy problem for multiphase first-contact miscible models with viscous fingering represents a simple model for nonisothermal two-phase flow in a porous medium [1, 2] , and its Riemann problem was resolved and the entropy conditions were discussed in [1] under suitable conditions on f . When β(T ) = 0 and α(T ) = 0, system (1.3) is the famous Keyfitz-Kranzer [3] or Aw-Rascle model [4] , and the Riemann problem and the Cauchy problem of system (1.2) were studied in [3] - [18] and the references cited therein. When α(T ) = 0 and β(T ) = 0, but β (T ) > 0, system (1.3) arises in connection with enhanced oil recovery, and its Riemann problem was resolved in [19] . For general α(T ) = 0 and β(T ) = 0, but β (T ) > 0, the Cauchy problem was studied in the recent paper [20] .
When β (T ) < 0, system (1.3) is of interest and difficulty in mathematics because the flux functions are sigular. For instance, the functions (f (S, T ), T f (S, T ) − T ) = (f (S, C S − 1 ), C S − 1 (f (S, C S − 1 ) − 1)) in system (1.1) are singular near the line S = 1.
In [21] , the authors studied the analytical solutions of the Riemann problem for system (1.1).
As far as we know, there is no any existence result about the Cauchy problem of system (1.1) or system (1.3) when β (T ) < 0.
In this paper, we obtain the following results.
Theorem 1 Let the initial data (S 0 (x), T 0 (x)) be bounded, 0 ≤ S 0 (x) ≤ 1, the total variation of the second variant T 0 (x) be bounded, the functions f (S, T ), α(T ), β(T )
be suitable smooth and satisfy f (0, T ) = f (1, T ) = 0, meas {S : f SS (S, T ) = 0} = 0 for any fixed T , β (T ) ≤ −1.
(1). If meas {T : β (T ) = 0} = 0 or β (T ) = bT, b < −1, then the Cauchy
2) has a global bounded entropy solution (S(x, t), T (x, t)) and
, namely, (S(x, t), T (x, t)) satisfies system (1.3) and the inequality η(S, T ) t +q(S, T ) x ≤ 0, in the sense of distributions, for any smooth, convex, entropy η(S, C) and the corresponding entropy flux q(S, C).
(2). If β (T ) = −T and α(T ) = −T , then the Cauchy problem (1.1)-(1.2) has a global bounded weak entropy solution (S(x, t), T (x, t)), namely, (S(x, t), T (x, t)) satisfies system (1.3) and the inequality η(S, T ) t + q(S, T ) x ≤ 0, in the sense of distributions, for any smooth, convex, weak entropy η(S, C) and the corresponding weak entropy flux q(S, C).
Definition 1.
A weak entropy η(S, C) of system (1.3) means η(1, C) = c 1 , and a weak entropy flux q(S, C) means q(1, C) = c 2 , where c 1 , c 2 are constants.
2
Proof of Theorem 1.
To prove Theorem 1, we consider the Cauchy problem for the related parabolic system
where
0 (x) = (ε + (1 − 2ε)S 0 (x)) * G ε are the smooth approximations of T 0 (x), S 0 (x), G ε is a mollifier and ε, δ(ε < δ, δ = O(ε 1 2 )) are positive, small perturbation constants. We first have the following lemmas.
Lemma 2 Let α(T ), β(T ), f (S, T ) be suitable smooth functions and β (T ) ≤ −1.
(1). For any fixed ε > 0 and δ > 0, the Cauchy problem (2.1) with the bound-
, for a small time τ , which depends only on the L ∞ norm of the initial data (S ε (x, 0), T ε (x, 0)), and the local solution satisfies
where c(t, c 0 , ε, δ) is a positive function, which could tend to zero as the time t tends to infinity or ε, δ tends to zero, and the global solution of the Cauchy problem (2.1) and (2.2) exists.
Proof. Let C δ = ST + β(T ) − δT . Since β (T ) ≤ −1, then for any fixed S ∈ (0, 1 + ε), there exists a smooth, inverse function T = g(S, C δ ) and system (2.1) can be rewritten as 5) which is a standard parabolic system and the local existence result in (1) can be easily obtained by applying the contraction mapping principle to an integral representation for a solution, following the standard theory of semilinear parabolic systems.
To prove the estimates in (2.4), we substitute the first equation in (2.1) into the second, we may rewrite the second equation in (2.1) as
Then we have the estimate |T ε (x, t)| ≤ M by applying the maximum principle to (2.6). ε (x, 0) ≤ 1 − ε, we rewrite the first equation in (2.1)
where f T (1, T ) = 0, or
where θ ∈ (S, 1). To prove S ε (x, 0) ≤ 1, we make the transformation
where c, L, β are positive constants and M is the bound of S, T on R × (0, T 1 ).
By using the equation (2.8), we have immediately from (2.9)
We have from (2.10), (2.11) and (2.12) that
, lett be the least upper bound of the value t at whichS(x, t) < 0; then by the continuity we see that
However, we can choose a large β (depends on the local time) such that the right-hand side of (2.10) is negative, then equation (2.10) gives a conclusion contradicting (2.14). So (2.13) is proved. Therefore, for any fixed point (
which gives the desired estimate S(x 0 , t 0 ) ≤ 1 when we let L go to ∞.
Since f (0, T ) = 0 and S ε (x, 0) > ε, we rewrite the first equation in (2.1) as
where g(S, T ) =
is bounded, so the lower bound 0 < c(t, c 0 , ε, δ) ≤ S ε,δ (x, t) in (2.4) can be proved by using Theorem 1.0.2 in [22] directly.
Whenever we have an a-priori L ∞ estimate of the local solution given in (2.4), it is clear that the local time τ can be extended to any time T 1 step by step since the step time depends only on the L ∞ norm. So, Lemma 2 is proved.
Proof. The conclusion (2.17) in Lemma 3 can be proved by applying for a technique from [23] or [14, 16] .
To prove (2.18), we multiply S + β (T ) − δ to (2.6) to obtain
We multiply (2.19) by h (T ), the first equation in (2.1) by h(T ) and then add the result to obtain
Multiplying Equation (2.20) by φ and integrating over R × R + , we obtain
and hence that
if we choose h as a strictly convex function in (2.22).
We multiply g (S) to equation (2.7) to obtain (for simplicity, we omit the superscripts ε and δ)
Choosing a strictly convex function g and multiplying a suitable nonnegative test
, for any smooth function h(T ).
Proof. Since T 
then the Murat compact embedding theorem [24] shows that h(
Proof. From (2.20), we have that
(2.26)
Since β (T ) ≤ −1, we have from the estimate in (2.22) that
2 ), we have from (2.18) that the following terms on the righthand side of (2.26)
(2.28) and
Thus the right-hand side of (2.26) is compact in W −1,α , α ∈ (1, 2) by using Sobolev's embedding theorem. Since the left-hand side of (2.26) is bounded in W −1,∞ , the proof of Lemma 5 is completed by using Murat's embedding theorem.
Lemma 6 If meas {T : β (T ) = 0} = 0 or β(T ) = bT, b < −1, then there exists a subsequence (still labelled T ε,δ (x, t)) such that
a.e. on any bounded and open set Ω ⊂ R × R + .
If β(T ) = −T , then there exists a subsequence (still labelled T ε,δ (x, t)) such that T ε,δ (x, t) → T (x, t) almost everywhere on the set S + = {(x, t) : 0 ≤ S(x, t) < 1}, where S(x, t) is the weak limit of S ε,δ (x, t).
Proof. First, we may apply for the div-curl lemma in the compensated compactness theory [25] to the following special pairs of functions
where f (θ ε,δ ) denotes the weak-star limit of f (θ ε,δ ).
Second, letting h(T ) = T and h(T ) = β(T ) in (2.25) respectively, we can apply for the div-curl lemma to the pairs of functions
and to the pairs of functions (c, T ε,δ − k) and
(2.36)
Deleting the common term S ε,δ (T ε,δ − k)(β(T ε,δ ) − β(k)) in (2.34) and (2.36), we have from (2.32) that
which is same to the weak limit equation we obtained for the following scalar conservation law with the viscosity (see Theorem 3.1.1 in [22] for the details)
Therefore, If meas{T : β (T ) = 0} = 0, then there exists a subsequence (still labelled T ε,δ (x, t)) such that T ε,δ (x, t) → T (x, t).
If β(T ) = bT , we apply for the div-curl lemma to the following pairs of functions
Letting h(T ) = T 2 in (2.32), we know that S ε,δ (T ε,δ ) 2 = S(T ε,δ ) 2 and so from (2.40) that
) such that T ε,δ (x, t) → T (x, t) a.e. on any bounded and open set Ω ⊂ R × R + ,
0 ≤ S(x, t) < 1}. Lemma 6 is proved.
Lemma 7 If meas {S : f SS (S, T ) = 0} = 0 for any fixed T , then there exists a subsequence (still labelled S ε (x, t)) such that
Proof. (I).
First, we suppose β (T )f T (S, T ) ≥ 0 (or ≤ 0). Then it is easy to prove that
In fact, multiplying (2.7) by f S , (2.6) by f T respectively, then adding the result, we have (for simplicity, we omit the superscript ε, δ)
the following terms on the right-hand side of (2.44)
In we choose g(S) = (1 + δ − S) l , l ∈ (0, 1) in (2.23), since the following term in (2.23)
is uniformly bounded, we can prove from (2.23) that
and so the terms on the right-hand side of (2.44)
, we may multiply a suitable nonnegative test function to (2.44), to obtain that
Similarly, we can prove that the left terms on the right-hand side of (2.44) Second, we apply for the div-curl lemma to the pairs of functions
(2.53)
Using the convergence given in Lemma 6, we have
where M is a constant independent of ε, δ and θ ∈ (T, T ε,δ ); and
since f T (1, θ) = 0, thus we may replace T ε,δ (x, t) in (2.53) by T (x, t) and obtain
(2.56)
Therefore under the condition β (T )f T (S, T ) ≥ 0 (or ≤ 0), the proof of Lemma 7 can be completed by using the previous results on scalar hyperbolic equation if we consider T in (2.56) as a parameter ( [26, 22] ).
(II). Second, we prove Lemma 7 without the assumption
Then we have from (2.23) that
(2.58)
Using the estimates given in (2.17) and (2.18), for any smooth function g(S), we have that
Multiplying (2.58) by F v , (2.6) by F T respectively, then adding the result, we have (for simplicity, we omit the superscript ε, δ)
(2.60)
Now we choose g(S) = S − 1. By simple calculations
and
Thus the following terms on the right-hand side of (2.60) Similarly
Using the estimates given in (2.17) and (2.18) again, we have that the terms on the right-hand side of (2.60)
Since the left-hand side of (2.60) in the sense of distributions, so the limit (S, T ) satisfies system (1.1) by letting ε, δ go to zero in (2.1) directly. Second, let η(S, C) ∈ C 2 be a convex, weak entropy of system (1.1) with the corresponding weak entropy flux q(S, C), where C = ST − T . We multiply (2.1)
by (η S , η C ) to obtain (for simplicity, we omit the superscripts ε and δ) η(S, C) t + q(S, C) x = εη(S, C) xx − ε(η SS S 2 x + 2η SC S x C x + η CC C 2 x ) + η C (S, C)(δT t − εδT xx ) ≤ εη(S, C) xx + δη C (S, C)(2ε Sx S−(1+δ)
(2.69)
Since η(1, C) = c 1 , q(1, C) = c 2 , we can prove that (η(S ε,δ , T ε,δ ), q(S ε,δ , T ε,δ )) → (η(S, C), q(S, C)), (2.70) in the sense of distributions. Moreover, in the sense of distributions. Therefore, letting ε, δ go to zero in (2.69), we have that η(S, C) t + q(S, C) x ≤ 0 in the sense of distributions, and so complete the proof of Theorem 1.
