In order to realize the autonomous recognition and location of apple, an apple recognition and location system based on LabVIEW software, IMAQ Vision kit and binocular Vision was designed in the work. The system identified apples on the trees by background subtraction based on difference of surface color, object identification based on circle and binocular stereo measurement of the apples on trees. The results showed that the system has accomplished image acquisition, preprocessing, recognition and depth recovery, realizing the positioning of apple on LabVIEW. The system can be transplanted into the fully automatic picking system to pick apples more accurately and quickly.
INTRODUCTION
With the development of economy and technology, in order to reduce labor intensity and improve work efficiency, the fruit picking robot is expected to gradually replace labor [1, 2] . However, the low success rate of fruit recognition has become a major issue to limit the efficiency of picking robot. To solve the problem, many experts and scholars have carried out a large amount of studies [3] [4] [5] . Visual identification is the most common method [6] [7] .
Methods of visually identifying the fruit on a tree include monocular vision identification, binocular vision identification, static fruit identification, dynamic fruit identification, single fruit identification, overlapped & blocked fruit identification, and apple identification at night [8] [9] [10] [11] [12] [13] [14] [15] .
A fast and efficient method of fruit recognition, combined with visual programming software, can quickly integrate the visual system into an engineering project. In the work, the design of visual apple tree identification and positioning of the image processing system, using LabVIEW software integrating the visual identification of visualization algorithms, improved the portability of the algorithm and interfused, the recognition of apple picking and localization algorithm to the system software of picking robot simply and quickly.
The main research contents include overall design of the system, image processing, binocular Vision, conclusions and prospect.
OVERALL DESIGN OF THE SYSTEM
The binocular vision platform of automatic apple picking system is composed of an intelligent cloud platform MV-3939, left panoramic cameras VS-880HC, right panoramic cameras VS-880HC and continuous variable zoom lens VS-M1024. The system determines the angle and definition of shooting through rotation of the cloud platform and zooming of the lens. The Binocular vision identification is used to take photos of fruit trees, and then sends those images to computers with the PCI image capture card MV-8002. The picked objects are extracted through appropriate segmentation with the computers to determine if the apples are in this area and their possible positions. Then, binocular stereo-camera is calibrated through feature point matching in the images of left and right eyes with binocular vision measuring technology. In this way, the coordinates of the target objects can be calculated, providing necessary basic data for the planning of a picking path [16] [17] [18] [19] [20] .
The image processing of the system covers image capture, object identification, camera calibration, and binocular vision measurement. The image processing software consists of LabVIEW8.2 and IMAQ Vision tool kit. The IMAQ Vision toolkit is based on Labveiw software to capture, analyze, and process images. The image processing programs include manual and automatic test programs. The former is used in test and debugging of algorithm parameters. The latter can be used for automatic test of the apples after the algorithm parameters are determined separately and combined together. Figure 2 shows the image processing programs of the system. The capture and display of images are performed, followed by the preprocessing and segmentation of images. Next, the system determines whether there is any object in those images. If there is, the camera calibration program is called to conduct calibration and determine the external parameters of the binocular camera. Then, the images from the left and right cameras are matched, and the triangle method is used to carry out stereoscopic measurement, thus determining three dimensional space coordinates of objects. The program returns to object identification positioning and test continually. If it is stopped manually, the process will return to the starting point, and then stop.
Figure 2. Image processing programs
There are two ways for the capture and display of images under the LabVIEW environment with the MV-8002 image acquisition card. The first one is to call external program interfaces, such as MVLabConvert.dll and mv8lab.ocx, which are programmed in VC++ for image capture and display. The second one is to change the connection method of the instrument into USB with a serial converter, and then the IMAQ USB module in the LabVIEW software is used for the capture and display of images. Compared with the second method, the first method is faster and more accurate in processing large image data, which is helpful for improving the accuracy of fruit recognition and positioning. The work used the first method to call the interface program in the LabVIEW environment for the capture and display of images [21] . Figure 3 show the LabVIEW program block of the capture program.
IMAGE PROCESSING
There are currently two main ways to identify fruits on trees with computer vision by color or shape. First of all, if there is obvious difference between the colors of fruits and background, fruits can be identified according to the color. Secondly, an image capture device can be used with the equipment, such as filter to capture images, and identify fruits based on the shape.
The apples selected for this experiment have a great difference in colors of fruits and background. Therefore, RGB color images of mature apples are captured, and the red intensity is extracted to transfer into gray images. The basic principles are as follows: changing the red, green and blue intensity ratio of each pixel in the RGB images, leaving the fundamental color of red, and changing the intensity ratio of the rest colors to zero. It is to make a specific color. Figure 4a b show the effects before and after extracting the red intensity, and the transformation formula is as follows:
where, C is one specific color; the matching; R, G and B are the three primary colors; r, g and b the intensity ratio coefficients, and r + g + b=1. In LabVIEW, IMAQ Extract Single Color Plane and IMAQ Cast Image VI can be adopted to average r, g and b coefficients in RGB images into R, G and B. Then the gray images are obtained (Grayscale 8 bits). The gray value of each color only has little difference, and the r, g and b coefficients need to be set manually to highlight the gray of certain color and inhibit that of other colors. To make the image processing system universal, let r=1, and g=b=0, so C=R×r=R. Figure 4b shows the effect after extracting the red component from the images by IMAQ Extract Single Color Plane.
The practical conditions of the project and experimental data are used to choose a method. Values in the predefined query table are used to replace pixel values in the original images, thus reducing useless information and highlighting information necessary for image analysis. This changes the dynamic range of images, and results in image enhancement. Furthermore, the rations are remapped to enhance the contrast for big pixel values and decrease the contrast for small pixel values. The transformation formula is (2) The value of the variable X determines the influence on images, and Figure 4c shows the effect after image enhancement. The results show that there is obvious contrast between the brightness of the objects and that of the background in the images, with the brighter area of fruits and the darker background. It makes the contour of the objects more distinct, and increases the contrast between the objects and the background. The threshold segmentation method is applied for image segmentation to obtain the binary images since there is a large difference between the pixel gray of the fruits and the background. Thus, the input image f(x,y) and output image g(x,y) with the threshold T can be expressed as (3) According to the grayscale characteristics of the image, the image is divided into two parts, background P(Z) and foreground Q(Z). The segmentation threshold of foreground and background is denoted as T, which is located in the valley between two single-peak curves (See as Figure 5 ). The work compared five kinds of threshold segmentation methods, including clustering, entropy, metric, moments and the maximum inter-class variance with NI Vision Assistant [22] . The maximum inter-class variance method is simple to calculate and is not affected by the brightness and contrast of the image. Therefore, the maximum inter-class variance method was used to carry out automatic threshold selection of the images. Figure 4 shows the segmentation results with maximum cross entropy method.
Figure. 5 Schematic diagram of the threshold limit value
Therefore, most backgrounds were removed from the images after threshold value segmentation, making the main body of the fruits unchanged. However, there were still some useless pixel points in the images that interfered with the identification of the apples. Binary morphology was conducted on the images to further highlight the apples and remove these useless pixels. The corrosion algorithm and the convolution method were used to filter out the image noise. Figure 4e shows and the effects after noise filtering.
After corrosion and filtering, the images of the target apples were successfully segmented, allowing extraction of the contour of the objects. Sharpening of the images is also required to enhance the contour edges, details and gray scale mutation in the images, and to form a complete object boundary of the contour region representing the apples. Based on the shape and external characteristics of the targets, the Roberts edge extraction algorithm was selected to extract the edge of images [23] [24] . Figure 4f shows the effects after edge extraction. 
The automatic testing program for apple identification was designed through combing several algorithms, including image capture and display, image preprocessing, and image segmentation; as well as the algorithm parameters obtained in the manual program. Figure 6 shows the front panel of the LabVIEW automatic testing program.
BINOCULAR VISION
In order to position image object point in machine vision, the relationship between the camera image pixel position and scene point position, namely the camera calibration, should be established to obtain the model parameters using the image coordinates and world coordinates of known feature points within the camera model. A single camera calibration method is usually adopted to get the internal and external parameters of the two cameras firstly. Then the position relation between the two cameras can be established with a group of scaling points in the same world coordinates. TOOLBOX_calib, the camera calibration tool kit of MATLAB, can be used to calibrate the binocular vision system with the feature points on the targets to obtain the parameters of the linear model. They are regarded as the primary values, and the iteration method can be used to calculate the accurate solution. The system performs model matching with the binocular vision identification function after feature extraction, thus to identifying whether there is an apple center point in the images. The IMAQ Setup Learn Pattern2 function of the shape matching function module is used to design a module matching subprogram, and Figure. 7 shows the binocular matching results. According to the shape feature of the objects, all the round or semi-round particles in the object images are counted, providing descriptive data of basic geometric features, such as, particle area, central position and rotation angle of each round particle. Moreover, image features can be extracted to obtain the left eye coordinates and right eye coordinates of the apple central point. Figure 7 shows the feature extraction results of images from corresponding left and right cameras.
The binocular stereo visual system consists of cameras L and R, whose optical axes are parallel and vertical to the base line. The focal length is f, and the connecting line between focal centers and is parallel to the scan line, with the two image planes in the same plane. The coordinate axes of the two cameras are parallel to each other, and their x axes are coincident, so the distance between cameras on the x direction is the baseline range B. Figure. 8 shows the principle of binocular visual, where the two cameras shoot the same feature point P of space objects at the same time to capture the images of point P on the left and right eyes. The image coordinates are = ( , ) , and ℎ = ( ℎ , ℎ ) respectively.
Figure 8. Principle of binocular visual
If the images of the two cameras are in the same plane, then the Y coordinates of point P are the same, that is = ℎ = , so the disparity D = − ℎ . Based on the triangular geometric relationship, the plane coordinates of feature point P on the camera coordinate system can be calculated, and the three-dimensional depth information of the scenery can be recovered by disparity calculation (the depth is inversely proportional to the disparity). The larger the disparity is, the closer the scenery is to the lens. If P tends to be infinite, the disparity tends to be zero. For any point on the right image, the three-dimensional coordinates of that point can be determined if its corresponding matching point can be identified on the left image. Then, the three-dimensional coordinates of feature point P on the camera coordinate system can be expressed as follows:
(4)
CONCLUSIONS AND PROSPECT
The work used the LabVIEW, IMAQ Vision tool kits, TOOLBOX_calib, and the camera calibration tool kit of MATLAB to analyze the working processes of picking robot, including object obtaining, background subtraction, picking identification, and binocular stereo measurement of the apples on trees. Moreover, the automatic object identification and positioning system were established, which provides an automatic program processing method for object identification. The coordinates were required for automatic picking, thus the current program algorithm could be transplanted into the fully 
