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ABSTRACT 
The first part of the thesis presents a flow instability mechanism for the self-ordering 
of porous anodic alumina (PAA). Anodizing of aluminum in electrolytes that dissolve the 
oxide produces PAA. For specific ranges of anodic potentials and solutions, uniform self-
ordered hexagonally arranged PAA with diameters 10-400 nm are formed. A universal scaling 
ratio exists between the spacing between the pores and the anodizing voltage. The pore spacing 
depends on the type of the cell solution, e. g. sulfuric, oxalic or phosphoric acid. Nano porous 
anodic oxides have been used for a wide range of applications including biomedical sensors, 
dye-sensitized solar cells, and templates for secondary nanomaterials such as carbon, polymers 
and semiconductor nanomaterials. Despite the diverse application, the mechanism leading to 
the self-ordering is not clearly understood.  
Recent studies have demonstrated the importance of oxide flow and mechanical stress 
during the self-ordering of PAA. Mathematical modeling is presented here that includes 
surface stress driven oxide flow as an essential mechanism for self-ordering, along with ionic 
migration, electrochemical reactions, and boundary conditions for interface evolutions and 
surface stress at the oxide-solution interface. Stress generated during anodizing was predicted 
from the boundary conditions, which in good agreement with experimentally observed stress 
profile. Morphological stability analysis is performed at the inception of instability that leads 
to the formation of steady-state porous film. The analysis predicts steady-state pore spacing-
voltage ratio in good agreement with the experimentally observed value. The results reveal that 
the instability at solution interface is determined by the competitive effects of destabilizing 
surface stress driven oxide flow and stabilizing oxygen ionic migration flux. Metal interface 
instability is due to pressure-driven flow caused by the surface stress at the solution interface.  
vii 
 
 
In the second part, early stage corrosion damage preceding intergranular stress 
corrosion cracking (IGSCC) on high strength X70 pipeline steels was studied. In high-pH 
solution (pH 8 - 10.5), pipeline steels are susceptible to both intergranular cracking (IGC) and 
IGSCC in the same active-passive potential range, suggesting that IGC leads to IGSCC. 
Electrochemical experimentation and modeling studies were performed to investigate the 
corrosion damage during IGC of pipeline steel. IGC led to the formation of triangular wedges 
around grain boundaries owing to a preferential attack at the grain boundaries. A model for 
IGC propagation was developed, based on the enhancement of grain boundary (GB) attack due 
to a vacancy diffusion-controlled mechanism. The model was run as finite-element simulations 
that accurately predicted the formation and morphology evolution of the GB wedges. The 
model was consistent with experimental observations of the presence of a softened layer 
adjacent to the GBs and the elevated Si incorporation into the GB corrosion product. 
Electrochemical impedance spectroscopy (EIS) study was performed to characterize the 
corrosion processes. A model was developed based on anion diffusion-limited anodic 
dissolution of iron, coupled with surface blocking by passivating oxide. The analytical model 
was used to fit the experimental impedance spectra. The analysis revealed a carbonate ion 
catalyzed iron dissolution reaction, where the ion diffuses through a porous corrosion product 
layer. The diffusion resistance increases over time, leading to current decays observed during 
the corrosion experiments. The result further predicts the behavior of force per width change 
with charge density passed during the corrosion experiments. Impedance analysis also reveals 
a potential-dependent surface coverage of a passivating iron oxide species. The combined 
study of the corrosion propagation mechanism and the EIS characterization has led to an 
integrated understanding of the IGC process preceding high-pH IGSCC.
CHAPTER 1 
INTRODUCTION  
1.1  Porous Anodic Oxides 
Reactive metals such as aluminum, titanium, zirconium can be electrochemically oxidized 
to form anodic layers on the substrate [1–3]. Depending on the process conditions, the anodized 
oxide layer formed during the anodizing can be classified into two morphologies, a compact and 
conformal barrier layer and a porous oxide layer. Barrier-type layer is formed as a compact, non-
porous layer of uniform thickness. Porous layers are formed on the top of the barrier layer, and 
can be formed during anodizing of reactive metals in electrolytes that mildly dissolve the oxide. 
In 1995, Masuda et al. were able to form highly ordered self-organized porous aluminum anodic 
oxide structure in oxalic acid [4]. As shown in Fig. 1.1, the porous anodic alumina structure formed 
on the top of the barrier layer constitute mutually parallel and hexagonally arranged pores, 
embedded in an oxide matrix. An increased interest has arisen for the exploration of the potential 
of PAO in the production of nanostructures such as templates for nanowires, nanotubes, and for 
functional nanostructures such as solar cells [5–7]. PAO Self-ordering can produce highly ordered 
nanoscale structures in a cost effective and uncomplicated process, when compared to other 
techniques such as lithography.  
Porous anodic oxides can be grown by either a constant current or a constant potential 
anodizing process. Fig. 1.2 (e) shows a typical potential-time transient for a constant current or 
galvanostatic anodizing of aluminum in an acidic solution. The anodizing has identifiable distinct 
growth stages, with the first stage marked by an initial conformal and barrier layer growth on the 
top of the substrate (Fig. 1.2 (a)). For the case of constant current anodizing, the thickness of the - 
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Figure 1.1  Scanning emission microscopy image of the top view of a typical highly ordered 
aluminum porous anodic oxide; the inset shows the profile view. [8] 
 
Figure 1.2  Transmission electron micrographs of constant current aluminum anodizing at 4.5 
mA/cm2 in 0.4 M phosphoric acid at (a) 20 V (b) 60 V (c) 140 V (d) 107 V (e) Potential transient 
for the process. Adapted from [9] 
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barrier layer increases proportional to the anodic potential. During this stage the potential 
distribution and current is relatively uniform at the flat oxide interfaces. At an early stage during 
the growth small instabilities occur, characterized by small undulations at the solution interface 
that grow into disordered small pores (Fig. 1.2 (a) and (b)). During this stage, the region beneath 
the pore base develops higher electric field and hence higher current density compared to the 
throughs. The barrier layer, the potential and the perturbation continue to grow till they reach a 
maximum value, as shown in Fig. 1.2 (c). After the maximum point, there is a re-stabilization of 
the initially formed smaller pores into larger pores (Fig. 1.2 (d)). This re-stabilization marks a 
second instability and is accompanied by a decrease in the barrier layer thickness and the anodic 
potential from the maximum point by approximately 25%, leading to the formation of uniform 
ordered porous structures at a steady state [10]. The steady state is defined by a constant barrier 
layer thickness, constant potential and constant interpore distance. Unlike the barrier layer 
thickness, the thickness of the porous film is independent of the potential applied and continues to 
grow proportional to the anodizing charge passed in accordance with the Faraday’s law. 
 
1.2  Morphology of Porous Anodic Structures 
For ordered PAO, uniformly spaced pores are oriented perpendicular to the metal interface 
with the inter-pore distances ranging from 10 to 500 nm [11]. The pores are surrounded by non-
porous oxide and constitute a hexagonal arrangement perpendicular to the metal substrate. The 
geometry and scaling ratio of the porous features is determined by the process conditions of 
potential, pH, type of electrolyte and temperature. The pore diameter, interpore distance and barrier 
layer thickness are found to be linearly dependent on the anodic voltage. Sullivan and Wood 
obtained electron micrographs for aluminum anodizing in sulfuric, oxalic and phosphoric acid 
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solutions, and found consistent geometrical scaling ratios [10]. The pore diameter p  was found to 
vary with forming potential at a rate of 1.29 nm/V. However, it was noticed that the ratio varied 
slightly over different anodizing conditions.  
It has been widely established that the inter-pore distance intD  varies linearly with the 
anodizing potential V with the same proportionality constant across all electrolytic solutions, as 
shown in Fig. 1.3 [11]. The generally accepted typical value of the proportionality constant is 2.5 
nm/V [12].  
 
int 2.5D V =  (1) 
For different electrolytes, highly ordered pore formation occurs at different voltage ranges. 
Anodizing in sulfuric, oxalic and phosphoric produces ordered pores at 25, 40 and 195 V, 
respectively and the corresponding interpore distances are given approximately by the scaling ratio 
of 2.81 nm/V [4,13].  
The barrier layer thickness, oxh , varies linearly with the applied anodic potential. The ratio 
of the barrier layer to the potential is given by the anodizing ratio (AR). 
 
oxh V AR=  (2) 
AR depends on the type and concentration of the electrolyte, with typical values observed between 
0.8 – 1.3, and is approximately equal to the inverse of the electric field in the barrier. Barrier layer 
thickness remains constant at steady state porous growth (Fig. 1.2 (d)) [10,14]. These salient 
features of the geometrical scaling relation of the PAO morphology with the process conditions 
can be exploited to obtain a desired geometry for various applications. 
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Figure 1.3  Variation of the interpore distance on the anodic voltage for aluminum anodizing in 
sulfuric, oxalic and phosphoric electrolytes [11] 
 
1.3  Interfacial Reactions 
The electrochemical reactions are comparable for different porous anodic oxide systems, 
with the reactions taking place at the metal-film and the oxide-film interfaces. At the solution 
interface, water dissociates producing oxide and hydrogen ions 
 ( ) ( )22 2H O O ox H aq
− +→ +  (3) 
The metal ions are produced at the metal-oxide interface, and are mobile under the effect of the 
electric field 
 ( )zM M ox ze+ −→ +  (4) 
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The formed ions are transported in the oxide, under the influence of a high electric field. The 
oxygen ions can combine with the metal ions to form anodic oxide at both the metal-oxide interface 
and oxide-solution interface.  
 ( ) ( )2 2
z
ZM ox O ox M O
+ −+ →  (5) 
The metal ions can be directly ejected at the at the oxide-solution interface according to the cation 
ejection mechanism [15]. 
 ( ) ( )zM ox M aq+→  (6) 
1.3.1 Efficiency 
Anodizing efficiency is defined as the fraction of the current density that contributes to the 
oxide ion production at the solution interface as opposed to the contribution to the metal ion 
ejection. Mercier et al. calculated efficiencies during aluminum anodizing in sulfuric acid, from 
the measured dissolution rates of aluminum ,Al dissv  and the theoretical aluminum consumption rates 
obtained from the current passed using Faraday’s law ,Al Faradayv [16].  
 ,
,
1
Al diss
O
Al Faraday
v
v
 = −  
(7) 
As evident from Fig. 1.4, it was found that for the same current densities efficiency were lower 
during the barrier growth compared to the steady state porous oxide growth, and the efficiency for 
both the stages were found to moderately increase with the increase in the current density. They 
attributed the increase in efficiency during pore initiation to a lower loss of the cation during the 
porous growth stage due to the presence of a non-uniform current distribution. For a typical 
anodizing current of 5 mA/cm2 they found an efficiency of 0.66 for porous growth. Garcia and 
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coworkers reported similar value of efficiency of 0.65 during pores growth in aluminum anodizing 
for sulfuric acid at 5mA/cm2 [17].  
 
Figure 1.4  Current density dependence of anodizing efficiency during barrier and porous growth 
stages in 1 M H2SO4 [16] 
 
Similar studies for aluminum anodizing in phosphoric acid yielded a moderate dependence 
of efficiency on current density during pore growth [18]. O18 tracer studies have been successfully 
used to determine the efficiency during anodizing [9,19,20]. The efficiency measurements from 
several experimental approaches were also found to be in the range of 0.65-0.70 for ordered porous 
growth [21]. 
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1.3.2 Transport number 
The transport number of an ionic species in the oxide is the fraction of the total current 
carried by that ionic species. The transport number of the metal and the oxygen ions are 
respectively denoted by Mt  and Ot . Transport numbers can be determined by using easily 
detectible radioactive tracers, that do not influence the macroscopic properties of the oxide and do 
not migrate under the influence of the high electric field. Brown and Mackintosh used Rutherford 
backscattering to ascertain the position of the implanted immobile marker Xe and the mobile 
species, during anodic oxidation of aluminum in phosphoric and chromic acids [22]. The transport 
number was then defined as the ratio of the distance moved by the mobile species w.r.t to the 
immobile reference position, to the thickness of the oxide. Aluminum transport numbers obtained 
relative to Xe markers embedded in the metal and in a pre-formed oxide layer, provide consistent 
values of approximately 0.40Mt = . Khalil and Leach introduced radioactive Rn
222 marker in the 
metal substrate and used 𝛼-spectroscopy to determine the thickness of oxide above the marker 
222Rn
d  formed during anodizing [23]. The transport number of aluminum and oxygen ions can be 
related to the 222Rnd and the total thickness of the oxide formed totald  as 
222Rn
M
total
d
t
d
=  and 1O Mt t= −
. The transport Mt  were found to depend on the anodic current density applied and for aluminum 
it was found to vary to be 0.40 and 0.49 at 6 and 50 mA/cm2 respectively.  
 
1.4  Anion Incorporation 
Anodizing is accompanied by a significant incorporation of anionic species present in the 
electrolyte during both the barrier and the porous growth stages [24]. The incorporation of anionic 
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species has been found to influence the properties of PAO and the self-ordering [25]. The 
concentration of the anionic species in the oxide varies with the voltage and the type of the 
electrolyte. Thompson et al. performed transmission electron micrographs (TEM) investigation of 
porous anodic alumina oxide (AAO) in different electrolytes [26]. The analysis showed that the 
pores contain two distinct regions in terms of the concentration of the anion impurity present, an 
inner anion incorporated region and a relatively pure outer region. These distinct bands were found 
in phosphoric and oxalic acids, but the bands were not clearly defined for the case of chromic acid, 
and was attributed to the low incorporation of chromate during anodizing. On the contrary, sulfuric 
acid bands were also indistinguishable, which was attributed to the high level of anion 
incorporation. The weight percentage incorporation in different acidic solutions were presented by 
Thompson and Wood [24]. The anionic species incorporation was found in the order sulfate (8-17 
wt. %) > phosphate (6-8 wt. %) > oxalate (3-8 wt. %) > chromate (0.1-0.7 wt. %). The presence 
of distinct bands was supported by the recent chemical analysis by Coz et al., using field-emission 
gun scanning electron microscopy (FEG-SEM) [27]. They found the presence of distinct regions 
with varying concentration of phosphorus for aluminum anodizing in phosphoric acid, with the 
overall chemical compositional formula of 
2 3 4 2Al O 0.197AlPO 0.034H O  .  
Capraz et al. performed oxide compositional measurements for AAO in phosphoric acid, 
using highly sensitive glow discharge optical emission spectroscopy (GDOES) [28]. 
Concentrations of phosphorus and aluminum along the barrier layer thickness grown up to 40 V is 
presented in Fig. 1.5, where the sputtering time is proportional to the barrier layer depth. 
Phosphorus concentration was found to be elevated within a thin region of 3-5 nm near the solution 
interface for all applied voltages. The intensity of phosphorus beyond the thin elevated 
concentration was around 0.4 to 0.6 to greater depths, and was negligible beyond the region. The 
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penetration of phosphorus increases with the anodizing voltage, indicating the transport of 
phosphate group under the electric field in the oxide. Comparable results were obtained in an 
earlier work done by Takashahi et al [29]. They used x-ray photoelectron spectroscopy (XPS) and 
chemical sectioning of the oxide using H2SO4 to obtain chemical depth profile of Al and 
phosphorus.  
 
 
Figure 1.5  Phosphorus and aluminum compositional profile along the barrier oxide layer thickness 
in aluminum measured by GDOES at different anodizing potentials [28] 
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1.5  Oxide Potential and Electric Field 
The applied anodic potential V distributes into potential drop in the oxide  , and the 
combined overpotentials linked to the reactions at the metal and solution interfaces  , and the 
potential at the counter electrode. 
 
2 3
0
/ 2.303Al Al O ct
RT
V E pH E
F
 = + + − −  
(8) 
where 
2 3
0
/Al Al OE is the equilibrium potential of Al oxidation vs normal hydrogen reference electrode 
(NHE), pH is for the electrolyte, and ctE  is the potential of the counter electrode vs NHE. Under 
the anodizing conditions, the interfacial potential drops vary from 1-1.5 V compared to the 
anodizing potentials of 10-150 V [11] [30]. The potential drop in the oxide   can be related to 
space charge e  present in the oxide by the Poisson’s equation 
 2 e
K



 = − = −E  
(9) 
where E is the electric field vector, K  is the dielectric constant of the oxide and   is the 
permittivity of the vacuum. However, the equation is difficult to implement due to the limited 
information of the charge carrying species and defects in the film. Several mathematical works 
have neglected the space charge to obtain a relatively simple Laplace’s equation for the potential 
as [31–34]  
 2 0 =  (10) 
Houser and Hebert employed a charge conservation equation and high field conduction to obtain 
the potential distribution [35].  
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 . 0 =i  (11) 
It was assumed that the diffusion of the charged species can be neglected when compared to their 
electrical migration under high electric fields in the oxide.  
During the barrier oxide growth, the electric current density in the oxide varies 
exponentially with the field, given by the experimentally well-established high field conduction 
law [30,36] 
 ( )0 expai i BE=  (12) 
where, B  and 0Ai  are conduction parameters. The model can be understood in terms of a hopping 
mechanism of ions in the presence of a high electric field, in which the ions hop between the 
neighboring interstitials or vacancies. During pore formation, while a high electric field is present 
in the barrier layer, the electric field in the pore walls are small, thus a sinusoidal dependence is 
more appropriate to describe the current density.  
 
( )02 sinhai B=
E
i E
E
 
(13) 
Following this expression, the current density resembles ohmic conduction law at low 
values of the electric field in the pore walls, and exponential conduction at high field in the barrier 
layer [35] . The current density is also directional and depends on the geometry of the oxide. The 
strong exponential dependence of the current on electric field sustains a high and nearly constant 
value of the electric field between 0.83-1.25 V/nm during anodizing. A modified high field 
conduction equation was used by Battaglia and Newman which included the dependence of current 
on the gradient of the chemical potential for an iron oxide [37]. This was implemented by Hebert 
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and Houser to model ionic migration dependence on the electric field and the stress in the oxide, 
in terms of the chemical potential i  [38]. 
 
02 sinh ii i i
i
a
C u
RT



 
=  
 
iJ  
(14) 
where iJ , iC ,
0
iu  and a are the flux, the concentration, pre-exponential velocity and the jump 
distance of the ion “i”, respectively. The chemical potential has contributions from both the electric 
field and stress    in the oxide.  
 
i i iz F  = −E  (15) 
where 
iz  and i  are the charge number and the molar volume of the ion “i”. The combined 
overpotential at the interfaces   can be related to the current density by an approximation of 
Tafel’s equation in terms of kinetic parameters 
0Si  and Sb   
 ( )0 expS Si i b =  (16) 
 
1.6  Porous Anodic Growth Mechanisms 
1.6.1 Field assisted oxide dissolution  
One of the earliest explanations of a porous oxide self-ordering was the enhanced 
dissolution of oxide at the pore base. Keller et al. proposed that a concentration of current at the 
pore base, increases the temperature and the solution concentration, thereby increasing the oxide 
dissolution at the pore base [2] . However, the temperature increases linked to the Joule heating 
effect were later found to be negligible for a feasibly enhanced dissolution [39]. Sullivan and Wood 
considered that enhanced dissolution of the oxide at the base of pores is due to the effect of locally 
14 
 
 
higher electric field [10]. According to the mechanism, the field-assisted oxide dissolution is faster 
than process of chemical dissolution alone of the oxide in the acid at the pore base. Oxide is being 
formed at both the solution and the metal interfaces and is being removed at the pore base due to 
dissolution. The rates of the two processes maintain a constant barrier layer thickness beneath the 
pore base during the steady state porous anodic growth.  
While field assisted oxide dissolution was the leading explanation, Hoar and Mott proposed 
an alternative explanation for self-ordering in 1959 [40] . The oxide ions are produced largely at 
the pore base where the current is concentrated. A portion of the oxide ions produced form oxide 
at the interface, and the remaining moves into the oxide layer in the form of hydroxyl ions, rather 
than dissolving in the electrolyte. Since, the oxygen ion formed at a much smaller area at the pore 
base, moves to a larger area towards the metal interface, the pore base recedes towards the metal. 
Similarly, metal ions formed during anodizing are either consumed at the metal and solution 
interface or are being ejected in the solution at the pore base.   
1.6.2 Direct cation ejection 
Several experimental findings have contradicted the field-assisted oxide dissolution model.  
Siejka and coworkers performed O18 isotope tracer studies in sulfuric acid to investigate the 
mechanism of dissolution [19,20]. They performed anodizing to form barrier layer first in a 
solution containing O18 and then performed anodizing for pore formation in a O16 containing 
solution. It was found that the O18 was retained in the oxide during anodizing, with negligible loss. 
Also, it found that the oxygen isotope profile was “inverted” with O18 species near the solution 
interface and the O16 species towards the metal interface. This was attributed to the migration of 
the oxygen ions through the oxide to form new oxide at the metal interface. During the porous 
oxide growth they found anodizing efficiencies in the range of 0.53 0.64   and a negligible 
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oxide dissolution from the tracer experiments [19,20]. They theorized that a mechanism for the 
direct dissolution of the metal ions in the solution should exist. 
Recently, Wu et al. obtained experimental evidence in support of the direct transfer of 
cations [15]. They estimated the number of moles of electron passed during anodizing considering 
the current passed and the thickness of the oxide observed from SEM images. The calculations 
were consistent with the mechanism for cation ejection instead of oxide dissolution.  
Other experimental findings also point towards negligible oxide dissolution at the pore 
base, affirming the cation ejection model for porous oxide formation. Skeldon et al. carried out 
O18 tracer studies in phosphoric acid [9]. The anodizing potential, and hence the pore geometry is 
larger in phosphoric acid compared to sulfuric acid in the studies done by Siejka and coworkers, 
providing a detailed picture of the tracer profile. The O18 tracer embedded initially in a preformed 
barrier layer was retained in the near surface oxide layer and in the pore walls, with lesser amounts 
of the tracer present closer to the metal interface.  
1.6.3 Flow mechanism 
There is a growing evidence of the importance of oxide flow in self-ordering of the porous 
structures during anodizing. This mechanism involves the displacement of oxide from the base of 
pores towards the pore walls by oxide flow [38,41]. While high-temperature (>1000 Celsius) 
plastic deformation in bulk alumina occurs due to the thermal activation of dislocations, room 
temperature plastic deformation appears relatively less feasible. There is abundant evidence of 
plasticity for amorphous materials in specific environments, such as for amorphous battery 
materials in the presence of electrochemical reactions [42,43]. The plastic flow relaxes the stresses 
generated during the charging/discharging of the battery material. Volkert found plastic flow 
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occurring in amorphous silicon to relieve the compressive stresses generated during room-
temperature ion-beam bombardment [44].  
For the case of anodizing, the earliest evidence of plastic flow was achieved by Bradhurst 
and Leach in 1966 [45]. They performed tests to understand the influence of a pre-formed thin 
oxide film on the stress-strain behavior of loaded aluminum wires. It was observed that passing 
current through the wire results in the relaxation of elastic stress, indicating a plastic flow in the 
oxide film. Since flow occurred only during current flow, it was proposed that creep should be 
possible at room temperature under the condition of a field activated ionic motion. Wuthrich 
observed evidence of plastic deformation during anodizing by microscopic analysis of TEM 
images [46]. They found that a strained electrode, shows no signs of cracking under anodizing 
conditions, but undergoes cracking when strained during open circuit. The TEM images also 
revealed a plastically deformed topography under anodizing conditions.  
 
 
Figure 1.6  Tungsten tracer profile from TEM images (left) [41] and corresponding numerical 
simulations (right) [38] during aluminum anodizing in phosphoric acid for (a) 3 min (b) 4 min and 
(c) 5.83 min.   
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Recent tungsten tracer work by Skeldon et al. performed during aluminum anodizing in 
various acidic solutions have provided further insights into the movement of oxide during 
anodizing [41,47]. Specimens composed of an embedded tungsten layer between aluminum layers 
were anodized and TEM graphs of the samples were analyzed. As the anodizing proceeds, tungsten 
was incorporated in the oxide layer in form of cations, and the tungsten incorporated below the 
pore base lagged behind the tungsten incorporated below the pore walls. Across all electrolytes, 
the oxidized tungsten tracer was retained in the oxide. The tungsten from the base of the pores was 
displaced towards the pore walls. The behavior of the tracer would require a considerable plastic 
flow in the oxide layer and could not be explained fully by a simple migration of the cations in the 
oxide. Further, mathematical model by Houser and Hebert, which included viscous flow was able 
to accurately predict the tungsten tracer profile obtained in the tracer study (Fig. 1.6) [38]. Recent 
stress measurement studies and mathematical models including oxide flow have identified the 
driving force for the oxide flow to be the stress generated during the anodizing [28,38,48]. 
 
1.7  Internal Stress Generation 
1.7.1 Stress measurement studies 
Anodizing process is associated with significant stress generation in the oxide and 
theoretical and modeling work has indicated the crucial role of generation internal stresses during 
anodizing [28,34,46,49–51] . Vermilya performed one of the earliest stress measurement 
experiments on a variety of metals such as aluminum, tantalum, niobium, zirconium, titanium and 
tungsten. Stress was measured by observing the deflection in the sample and using the Stoney 
method [52]. It was observed that the stress for all the metals became more compressive with a 
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forming voltage compared to a zero forming voltage. This effect was considered to be caused by 
the electrostatic stress due to the presence of electric field in the oxide.  
Bradhurst and Leach obtained the stresses developed during constant current anodizing of 
thin aluminum foils, by measuring the bending in the sample [45]. They performed stress 
measurements for the aluminum citrate and aluminum borate, and found similar trends for the 
stress generated in the two solutions. They eliminated the effect of any electrostatic stress present 
in the oxide by conducting the measurements at zero electric current. The stress depended on pH 
and was always compressive at lower current densities and tensile at higher densities. For the stress 
measurements by Moon and Pyun in aluminum anodic oxide in 0.5 M sulfuric acid, compressive 
stresses were found to be generated for low current density of 2 and 5 mA/cm2, whereas tensile 
stresses for higher currents of 10 and 15 mA/cm2 [53]. They suggested that the stresses develop 
were limited to a small region near the metal-oxide interface. Proost and coworkers performed 
stress measurement studies in thin titanium, aluminum and niobium oxide films by high-resolution 
curvature measurement with a multiple beam optical system [54–56]. A method was devised to 
separately obtain the stress generated due to electrostriction alone, by the reapplication of the cell 
voltage multiple times, to measure the in-plane electrostriction stresses [55]. They measured high 
electrostriction compressive stresses in titanium dioxide with values in the range 140-240 MPa. 
An extensive work on the measurement of in-situ stress generation during anodizing was 
produced by Hebert and coworkers [28,48,57,58]. They used a high-resolution phase-shifting 
curvature interferometry method to obtain the associated curvature change d , which can be 
related to the changes in force per unit width dF  by the Stoney’s approximation for thin films. 
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where Sh is the thickness of the Al sheet, and SE and S are the elastic modulus and the Poisson’s 
ratio for Al. The force F is the biaxial in-plane stress, xx yy = , integrated through the sample 
thickness as
0
xxF dz

=  . 
Phase shifting curvature interferometry is a highly sensitive method with a resolution of 
310−  km-1. The stress measurements were obtained during anodizing and subsequently during open 
circuit dissolution, enabling separate determination of the stress in both the solution and metal 
interfaces. As a result of the improved resolution and ability to determine stresses independently 
at the interfaces, several important observations were attained for the stress generation. The stress 
due to electrostatic force, thermal expansion associated with temperature increases and pre-
existing internal residual stresses were found to be negligible [48].  
During anodizing, tensile stresses were generated at current densities lower than 3 mA/cm2 
and compressive stresses above it, and the stresses generated in the oxide increase as the anodizing 
proceeds [57]. As shown in Fig. 1.7, for a typical current density of 5 mA/cm2, anodizing generates 
compressive stress that increases with the anodic voltages. The rate of stress generation increases 
during the initial barrier growth and remains negligible up to 10V, and then rate of stress increase 
remains constant during anodizing.  
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Figure 1.7  The transients for force per width, represented by the solid line, and voltage, 
represented by dashed line, during aluminum anodizing and subsequent open circuit dissolution 
for a current density of 5 mA/cm2. The inset shows open circuit force transients for anodizing at 
different potentials [25].  
 
Anodizing followed by oxide dissolution for long times leaves approximately a 3 nm thick 
oxide layer and a residual mechanical stress associated with the metal-oxide interface. The overall 
stress for anodizing and subsequent open circuit dissolution is compressive for currents lower than 
3 mA/cm2 and tensile for higher current densities. The open circuit stress measurements for the 
initial barrier layer growth stages preceding pore formation revealed elevated stresses of the order 
of 1-10 GPa in a small region of 3-5 nm near the solution, as shown in the Fig. 1.4 [28]. For typical 
anodizing current around 5 mA/cm2, anodizing produced compressive stress near the solution 
interface and tensile stress near the metal interface [48]. The near solution interface compressive 
stress increased with an increase in voltage until the peak potential, indicating a compressive stress 
accumulation during anodizing. The stress in the bulk of the oxide, beyond the near solution and 
near metal interface stress layers, was found to be relaxed.  
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1.7.2 Stress generation mechanism 
1.7.2.1 Volume expansion and anionic incorporation 
Volume expansion due to the oxide formation is evidently an important source of stresses 
generated during anodizing [11,12,25,57]. Volume expansion is defined as the ratio between  the 
oxide thickness produced and the thickness of the metal consumed. At an anodizing efficiency of 
100% and zero anionic incorporation from the anodizing solution, the volume expansion ratio 
equals the Pilling-Bedworth Ratio (PBR), defined as the ratio of the volume of oxide formed to 
the volume of the corresponding metal consumed.  
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(18) 
where 
O and M are the molar volumes of the oxide and the metal, respectively, and M is the 
metal charge. Gosele et al observed that highly ordered porous structures were formed for volume 
expansion ratio of 1.35-1.46 for different electrolytes, while anodizing at considerably lower 
volume ratios, such as 0.85, led to the formation of disordered pores [11]. Other experimental 
studies have found a similar range of volume expansions between 1.3-1.6 during ordered porous 
oxide growth [12,59]. Stress generation by volume expansion at the metal interface has been 
included to model anodizing and predict scaling ratios during anodizing [29], [32]. 
The interfacial volume expansions can be written in terms of chemical reactions and ionic 
transport [57]. As discussed in Sec. 2.4, elevated anionic incorporation is observed near a thin 
region of 3-5 nm near the oxide interface, and the region coincides with elevated compressive 
stresses generated during anodizing (Sec. 2.6.1) [28]. For a fractional incorporation of the anionic 
22 
 
 
species x , and anodizing efficiency O , the total volume expansion during anodizing 1
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Figure 1.8  (A) Components of the force per width generated during anodizing of aluminum in 
0.4M H2SO4 [57] and 1 M H2SO4 [49] at different current densities (B) Interfacial volume changes 
during the process.  
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The ratio of the volume change at the metal-oxide interface moV  to the volume of metal consumed 
metalV  can be written in terms of the oxygen transport number Ot  as  
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Similarly, the fractional volume change at oxide-solution interface os
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(21) 
Capraz et al. found that the volume expansion or contraction at solution and metal interfaces 
correlate directly to the amount and nature of the stresses developed at the interfaces [57]. 
Accordingly, the crossover of stresses from compressive to tensile and vice versa at around 3 
mA/cm2 can be explained directly in terms of the volume generated or destroyed at the interfaces. 
As shown in Fig. 1.8, compressive stresses are generated when the combined ionic transport and 
chemical reactions effect increases the interfacial volume. Similarly, tensile stresses are produced 
for negative volume changes at the corresponding interfaces. The oxide force is defined as the 
force per width during dissolution, and interface force is the residual force near the metal-oxide 
interface.  
1.7.2.2 Electrostriction 
Several studies have considered the role of electrostriction in developing internal stresses 
in the anodic oxide films. Vermilyea proposed that electrostatic force could explain the 
compressive stresses generated from applying a voltage in anodic films [52]. However, they 
observed that the dependence of the stress on field was less than that expected from the square 
dependency of the electrostatic stress on the electric field. Proost and coworkers proposed models 
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for the electrostriction stress and compared it to electrostriction stress developed during 
anodizing[54,55,60]. The in-plane electrostriction stress ES   depends on the square of the electric 
field strength E  as follows 
 
( ) 20 1 2
1 2
ES E
 
   

= − − +  −
 
(22) 
where  is the Poisson’s ratio, 0 is the vacuum permittivity,  is the relative permittivity, 1 and 
1 are dielectric constant dependent electrostriction parameters. Barkey and McHugh modelled 
oxide viscous flow driven by compressive stress generated by electrostriction force [50]. The 
electrostriction force was obtained by assuming columbic attraction between the space charge 
developed in the oxide during anodizing. However, recent stress measurement experiments 
performed by Capraz et al. found that the electrostriction stress developed during aluminum 
anodizing to be negligible [48,57]. The lower dielectric constant for alumina ( 9  Fm-1) compared 
to the higher value for titanium dioxide ( 55  Fm-1), may suggest that considerable electrostriction 
stresses in titanium dioxide can be present during anodizing [61]. 
 
1.8  Mathematical Modelling 
Mathematical modeling is required to understand the relationship between the 
morphological features, such as the scaling ratios present during highly ordered porous formation, 
and the process conditions of the anodic voltage, electrolyte type and concentration. It can be used 
as a tool to verify mechanisms and hypothesis for different stages of anodizing. The knowledge of 
the critical processes and mechanisms during anodizing will assist in the advancement of the 
practical applications of porous anodic oxides. Several modeling studies have been performed for 
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understanding the process of pore formation, but there is lack of a unified mechanism for pore 
initiation and the ensuing steady state pore formation. 
 
 
1.8.1 Morphological stability analysis 
Linear stability analysis (LSA) is a mathematical tool to analyze the stability of a system 
for a basic state. The model equations are developed for the system at the base state, which is 
characterized by planar interfaces with no perturbations. To understand the stability of the system 
to small disturbances, the base state is subjected to infinitesimally small perturbations. An affected 
variable w  can be written as a sum of the basic state value w and the perturbed value w , 
represented by Fourier components as follows 
 w w w= +  and ( )ˆ exp x yw w t i k x k y  = + +   
(34) 
where 
x
k  and yk  are the wave number of the disturbances along x and y direction respectively, 
  is the growth rate of the perturbations and wˆ is the amplitude  of the perturbation. The system 
of equations at the reference state are perturbed and linearized to obtain a dispersion relationship 
of the growth rate in terms of system parameters and wavenumbers. The equations are linearized 
to neglect the second and higher order perturbation terms, in order to capture the dominant effects 
on pattern formation. 
Growth rate dispersion provides useful information about the stability of a system as a 
function of the wavenumber. For a negative growth rate, the reference state is stable, for a positive 
growth rate the reference state is unstable and for 0 = , neutral stability is attained. As k  is varied 
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  can change signs as shown in a schematic dispersion curve in Fig. 1.9. As evident from the 
curve,   is positive in a small region and remains negative for all other regions. For the region of 
k  corresponding to positive  , the perturbations will grow, and the fastest growing wavenumber 
mk  will give the dominant pattern that emerges from the instability. The wavelength   of the 
emergent pattern is then given as 
2
mk

 = . For the case of PAO, the dominant wavelength   
corresponds to the interpore distance 
intd .  
 
Figure 1.9  Typical dispersion curves obtained by morphological stability analysis. 
 
1.8.2 Modeling studies 
Parkhutik and Shershulsky considered the formation of a well-defined three-dimensional 
single pore at the steady state, incorporating the dynamics at the solution and metal interfaces [31]. 
The dynamics at the solution interface in the model involves a competition between the electric 
filed assisted dissolution of the oxide and oxide formation. The electric field distribution in the 
model was governed by Laplace’s equation for the electric potential, 2 0 = . This was derived 
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by neglecting the space charge accumulation in the oxide and applying charge conservation. The 
oxide-solution interface evolution was obtained by considering different field dependencies dk  
and 
Ok of oxidation and dissolution reactions respectively as follows 
 
( ) ( )exp expn d n O n n
dR
A k E B k E N
dt
= −    
(35) 
where, 
nR , nE  and nN  are the radius vector, the electric field and the unit vector normal to the 
solution interface, respectively, and A  and B  are the pre-exponential factors associated with the 
dissolution and oxidation reactions, respectively. The results predicted the velocity of solution 
interface and the electric field distribution. They were also able to successfully obtain a linear 
dependence of the pore size on the anodizing potential and the solution pH.  
Thamida and Chang performed morphological stability analysis on the evolution equations 
similar to the work done by Parkhutik [32] [31]. They employed Laplace’s equation for the 
potential distribution and field dependent oxidation and dissolution reactions for solution interface 
evolution. A long-wave assumption was made in the model, which states that the wavelength of 
the system is much larger than the barrier layer thickness. For PAO, the long wave assumption 
might be questioned, as the barrier layer thickness and the wavelength are of the same order of 
magnitude. Thamida and Chang predicted the ratio of pore diameter to interpore distance to be a 
function of the pH and independent of the potential.  
Golovin and coworkers presented linear stability analysis studies to the model the 
anodizing at the emergence of instability [33,34,62,63]. Singh and Golovin introduced elastic 
stress generated due to the volume expansion in their model [33,34]. The evolution of the solution 
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interface was obtained in the terms of exponential dependence on the potential drop 2  across the 
interface, given by the Butler-Volmer equation 
 ( ) ( )2 2 2exp expnv b k b k + + − −= − + −  (36) 
where, 2nv  is the normal solution interface velocity, b+  , b−  and k+  and k−  are the Faradaic 
conversion factors and the pre-exponential kinetic factors associated with the forward and 
backward interfacial reactions, respectively. The kinetic parameters k+  and k−  were assumed to 
be dependent on the elastic stress generated in the oxide and the Laplace pressure due to the surface 
energy. The competition between destabilizing and stabilizing effects of interfacial reaction and 
elastic stress, respectively, yielded a dominant wavelength close to the experimental values. 
Sample and Golovin performed LSA considering the Butler-Volmer equations and the non-linear 
dependence of oxide conductivity on the electric field [63].  Further, a long-wave assumption was 
employed to derive a system of strongly non-linear equations beyond the initial instability, 
enabling them to predict the formation of irregular pores. Stanton and Golovin additionally 
incorporated electrochemical migration of oxide ions dependence on the electric field [62]. It was 
found that even in the absence of the elastic stress, self-ordering can be predicted in the model. 
The numerical simulation of the model yielded approximately ordered pore formation. 
Houser and Hebert modelled PAO incorporating high electric field dependent ionic 
migration, anodic oxide volume balance and viscous flow of the oxide [35,38,51] . The oxide was 
assumed as a Newtonian fluid with constant density, and the metal ion volume was neglected. The 
boundary conditions of stress balance across the interface was used to solve the momentum 
equation, and the evolution of the interfaces were obtained in terms of ion transport fluxes and 
chemical reactions at the interfaces. The charge, volume and momentum balance equations were 
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solved using finite element method to simulate the steady state formation of the pores. The model 
showed that viscous flow is crucial for the movement of the oxide from the pore base towards and 
pore walls (Fig. 1.10). The driving force for flow was found to be the near oxide-solution surface 
elevated compressive stresses during anodizing [28]. Detailed comparisons were made to the 
cross-sectional TEM images of the tungsten tracer during porous growth in the experimental work 
done by Skeldon and coworkers [41]. The comparisons revealed significant agreement between 
the modelled tracer profiles and experimentally observed profile, supporting the presence of room 
temperature viscous flow.  
 
 
Figure 1.10  Steady-state porous film growth simulation, displaying the velocity vectors, 
represented by arrows, and mean dimensionless stress, represented by the color scale [38].    
 
30 
 
 
Hebert et al. performed morphological stability analysis (MSA) at the inception of pores 
[21]. In terms of volume and charge conservation equations, the model derived from the steady 
state simulation work of Houser et al. [38]. The viscous flow was neglected, and the ionic transport 
was defined by stress dependent chemical potential driven diffusion under high electric field. 
Morphological instability analysis yielded the evolution of the interfaces in terms of the growth 
rate   of the perturbations. The pattern selection occurs in a small range, where  is positive in a 
small region as shown in the dispersion curve (Fig. 1.11). It was obtained that the pattern selection 
of porous structures occurs in a small efficiency range (0.65-0.70), consistent with the 
experimentally occurring efficiencies. They predicted that the wavelength of the emerging pattern 
was proportional to the anodic voltage, with a scaling ratio of 2.39 nm/V, close to the 
experimentally obtained values (Sec 2.3.1).  
 
Figure 1.11  Effect of the anodizing efficiency on the dispersion curves for the early stage of pore 
initiation during aluminum anodizing [21]. 
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Barkey and McHugh modelled the oxide as a Newtonian liquid, where the flow is driven 
by the compressive electrostriction stress generated during the anodizing [50,64]. The model 
equations were simplified by using lubrication theory, for which the oxide thickness is much 
smaller than the emergent wavelength. Using a linear stability analysis, the model predicted a 
dominant wavelength that depends on the barrier thickness. To conform to the experimentally 
observed value of the dominant wavelength, a higher than expected barrier layer thickness was 
required for the model. Further, a scale analysis performed on the flow model at pore stabilization, 
predicted an order of magnitude lower value for the pore radius when compared to the 
experimental results.  
 
1.9  Thesis Organization 
 
Viscous flow of the amorphous oxide during anodizing has been observed experimentally 
and validated by modeling work. The role of viscous flow in self-ordering has been suggested by 
recent experimental evidences. There is considerable experimental evidence of generation of near 
solution interface compressive stresses during anodizing, and their role in driving the oxide flow. 
In Chapter 2, mathematical modeling is used in the work as a tool to analyze aluminum anodizing. 
Morphological stability analysis is performed for a mechanism of compressive stress induced flow 
induced instability at the oxide-solution interface. The amorphous oxide is treated as a Newtonian 
fluid, and the conservation of momentum, charge and volume balances are used to model the fluid 
system. The work investigates the criterion for self-ordering and determines the geometrical 
scaling ratio of pore separation in terms of the process voltage. The stability analysis identifies the 
fundamental destabilizing and stabilizing forces.  
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Chapter 3 further develops the instability criterion, to include the flow induced by 
divergence of ionic fluxes in addition to the compressive stress. The work employs the stress 
profiles obtained from a 1-D treatment of the model and compared to experimental results, to 
obtain the compressive driving force for the oxide viscous flow. The instability is extended to the 
metal interface, where a chemical potential driven surface diffusion model for the metal atoms is 
introduced. The model marks an improvement over the previous model in terms of predicting the 
pore separation to voltage scaling ratio.  
Chapter 4 proposes a mechanism for the propagation of intergranular corrosion (IGC) of 
X70 pipeline steel in sodium bicarbonate solution. IGC led to the formation of triangular wedges 
around grain boundary (GB) triple junctions. A vacancy diffusion-limited mechanism was 
developed to explain the preferential attack at the GBs during IGC. The generation of non-
equilibrium vacancies was attributed to a preferential anodic dissolution of Si atoms at the 
corroding surface. The mechanism is also consistent with the observation of mechanically 
degraded layers adjacent to GBs. Model was run as finite-element simulation and the results were 
compared with the experimental results. The model provided insights into the development of SCC 
from the initial corrosion damage.  
Chapter 5 further investigates the IGC process using electrochemical impedance 
spectroscopy (EIS). EIS experiments were performed at different stages during constant potential 
current experiments. An analytical model was developed to fit and analyze the experimental 
impedance spectra. The model incorporated anodic dissolution and passivation reactions to model 
the system in the active-passive potential region. The impedance fitting parameters were used to 
explain experimental behaviors such as current density and force per width transients during IGC. 
Lastly, Chapter 6 provides general conclusions to the work.  
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[9] A. Baron-Wiecheć, J.J. Ganem, S.J. Garcia-Vergara, P. Skeldon, G.E. Thompson, I.C. 
Vickridge, 18O Tracer Study of Porous Film Growth on Aluminum in Phosphoric Acid, J. 
Electrochem. Soc. 157 (2010) C399–C407. doi:10.1149/1.3490640. 
[10] J.P. O’Sullivan, G.C. Wood, The Morphology and Mechanism of Formation of Porous 
Anodic Films on Aluminium, Proc. R. Soc. A Math. Phys. Eng. Sci. 317 (1970) 511–543. 
doi:10.1098/rspa.1970.0129. 
[11] A.P. Li, F. Müller, A. Birner, K. Nielsch, U. Gösele, Hexagonal pore arrays with a 50–420 
nm interpore distance formed by self-organization in anodic alumina, J. Appl. Phys. 84 
(1998) 6023–6026. doi:10.1063/1.368911. 
[12] K. Nielsch, J. Choi, K. Schwirn, R.B. Wehrspohn, U. Gösele, Self-ordering Regimes of 
Porous Alumina:  The 10 Porosity Rule, Nano Lett. 2 (2002) 677–680. 
doi:10.1021/nl025537k. 
[13] H. Masuda, H. Yamada, M. Satoh, H. Asoh, M. Nakao, T. Tamamura, Highly ordered 
nanochannel-array architecture in anodic alumina, Appl. Phys. Lett. 71 (1997) 2770–2772. 
doi:10.1063/1.120128. 
[14] M.S. Hunter, P. Fowle, Determination of Barrier Layer Thickness of Anodic Oxide 
Coatings, J. Electrochem. Soc. 101 (1954) 481–485. doi:10.1149/1.2781304. 
 
34 
 
 
[15] Z. Wu, C. Richter, L. Menon, A Study of Anodization Process during Pore Formation in 
Nanoporous Alumina Templates, J. Electrochem. Soc. 154 (2007) E8–E12. 
doi:10.1149/1.2382671. 
[16] D. Mercier, Q. Van Overmeere, R. Santoro, J. Proost, In-situ optical emission 
spectrometry during galvanostatic aluminum anodising, Electrochim. Acta. 56 (2011) 
1329–1336. doi:10.1016/j.electacta.2010.10.092. 
[17] S.J. Garcia-Vergara, P. Skeldon, G.E. Thompson, H. Habakaki, Pore development in 
anodic alumina in sulphuric acid and borax electrolytes, Corros. Sci. 49 (2007) 3696–
3704. doi:10.1016/j.corsci.2007.03.033. 
[18] R.S. and J.P. Q. Van Overmeere, D. Mercier, In Situ Optical Emission Spectrometry 
during Porous Anodic Alumina Initiation and Growth in Phosphoric Acid, J. Electrochem. 
Solid-State Lett. 15 (2012) C1–C4. 
[19] J. Siejka, C. Ortega, An O18 Study of Field-Assisted Pore Formation in Compact Anodic 
Oxide Films on Aluminum, 124 (1977) 883–891. 
[20] C. Cherki, J. Siejka, Study by Nuclear Microanalysis and O18 Tracer Techniques of the 
Oxygen Transport Processes and the Growth Laws for Porous Anodic Oxide Layers on 
Aluminum, 120 (1972) 784–791. 
[21] K.R. Hebert, S.P. Albu, I. Paramasivam, P. Schmuki, Morphological instability leading to 
formation of porous anodic oxide films, Nat. Mater. 11 (2011) 162–166. 
doi:10.1038/nmat3185. 
[22] F. Brown, W.D. Mackintosh, The Use of Rutherford Backscattering to Study the Behavior 
of Ion-Implanted Atoms During Anodic Oxidation of Aluminum: Ar, Kr, Xe, K, Rb, Cs, 
Cl, Br, and l, J. Electrochem. Soc. 120 (1973) 1096. doi:10.1149/1.2403637. 
[23]  and J.S.L.L. N.Khalil, The Oxidation Determination Of Ionic Transport Numbers By a-
Spectrometry, Electrochem. Acta. 31 (1986) 1279–1285. doi:10.1016/0013-
4686(86)80148-7. 
[24] G. E. Thompson and G. C. Wood, Anodic Films on Aluminium, in: Treatise Mater. Sci. 
Technol., 23 (1983) 205–329. 
[25] Ö.Ö. Çapraz, Q. van Overmeere, P. Shrotriya, K.R. Hebert, Stress Induced by Electrolyte 
Anion Incorporation in Porous Anodic Aluminum Oxide, Electrochim. Acta. 238 (2017) 
368–374. doi:10.1016/j.electacta.2017.04.014. 
[26] G.E. Thompson, R.C. Furneaux, G.C. Wood, Electron microscopy of ion beam thinned 
porous anodic films formed on aluminium, Corros. Sci. 18 (1978) 481–498. 
doi:10.1016/S0010-938X(78)80041-9. 
[27] F. Le Coz, L. Arurault, L. Datas, Chemical analysis of a single basic cell of porous anodic 
aluminium oxide templates, Mater. Charact. 61 (2010) 283–288. 
doi:10.1016/j.matchar.2009.12.008. 
 
35 
 
 
[28] Ö.Ö. Çapraz, P. Shrotriya, P. Skeldon, G.E. Thompson, K.R. Hebert, Role of oxide stress 
in the initial growth of self-organized porous aluminum oxide, Electrochim. Acta. 167 
(2015) 404–411. doi:10.1016/j.electacta.2015.03.017. 
[29] H. Takahashi, Distribution of Anions and Protons in Oxide Films Formed Anodically on 
Aluminum in a Phosphate Solution, J. Electrochem. Soc. 131 (1984) 1856. 
doi:10.1149/1.2115978. 
[30] S. Ide, P. Mishra, K.R. Hebert, Use of High-Voltage Cyclic Voltammetry to Characterize 
Bulk and Interfacial Conduction Processes in Anodic Alumina Films, Electrochim. Acta. 
221 (2016) 01–07. doi:10.1016/j.electacta.2016.10.129. 
[31] V.P. Parkhutik, V.I. Shershulsky, Theoretical modelling of porous oxide growth on 
aluminium, J. Phys. D Appl. Phys. 25 (1992) 1258–1263. 
[32] S.K. Thamida, H.C. Chang, Nanoscale pore formation dynamics during aluminum 
anodization, Chaos. 12 (2002) 240–251. doi:10.1063/1.1436499. 
[33] G.K. Singh,  a. a Golovin, I.S. Aranson, V.M. Vinokur, Formation of nanoscale pore 
arrays during anodization of aluminum, Eur. Lett. 70 (2005) 836–842. 
doi:10.1209/epl/i2005-10039-9. 
[34] G.K. Singh, A.A. Golovin, I.S. Aranson, Formation of self-organized nanoscale porous 
structures in anodic aluminum oxide, Phys. Rev. B - Condens. Matter Mater. Phys. 73 
(2006) 1–12. doi:10.1103/PhysRevB.73.205422. 
[35] J.E. Houser, K.R. Hebert, Modeling the Potential Distribution in Porous Anodic Alumina 
Films during Steady-State Growth, J. Electrochem. Soc. 153 (2006) B566. 
doi:10.1149/1.2360763. 
[36] M.M. Lohrengel, Thin anodic oxide layers on aluminium and other valve metals: high 
field regime, Mater. Sci. Eng. R. 11 (1993) 243–294. doi:10.1016/0927-796X(93)90005-
N. 
[37] V. Battaglia, J. Newman, Modeling of a Growing Oxide Film: The Iron/Iron Oxide 
System, J. Electrochem. Soc. 142 (1995) 1423-1430. 
[38] J.E. Houser, K.R. Hebert, The role of viscous flow of oxide in the growth of self-ordered 
porous anodic alumina films, Nat. Mater. 8 (2009) 415–420. doi:10.1038/nmat2423. 
[39] M. Nagayama, K. Tamura, H. Takahashi, Mechanism of open-circuit dissolution of 
porous oxide films on aluminium in acid solutions, Corros. Sci. 12 (1972). 
doi:10.1016/S0010-938X(72)90850-5. 
[40] T.P. Hoar, N.F. Mott, A mechanism for the formation of porous anodic oxide films on 
aluminium, J. Phys. Chem. Solids. 9 (1959) 97–99. doi:10.1016/0022-3697(59)90199-4. 
[41] P. Skeldon, G.E. Thompson, S.J. Garcia-Vergara, L. Iglesias-Rubianes, C.E. Blanco-
Pinzon, A Tracer Study of Porous Anodic Alumina, Electrochem. Solid-State Lett. 9 
(2006) B47. doi:10.1149/1.2335938. 
 
36 
 
 
[42] K. Zhao, M. Pharr, Q. Wan, W.L. Wang, E. Kaxiras, J.J. Vlassak, Z. Suo, Concurrent 
Reaction and Plasticity during Initial Lithiation of Crystalline Silicon in Lithium-Ion 
Batteries, J. Electrochem. Soc. 159 (2012) A238–A243. doi:10.1149/2.020203jes. 
[43] M. Pharr, Z. Suo, J.J. Vlassak, Variation of stress with charging rate due to strain-rate 
sensitivity of silicon electrodes of Li-ion batteries, J. Power Sources. 270 (2014) 569–575. 
doi:10.1016/j.jpowsour.2014.07.153. 
[44] C.A. Volkert, Stress and plastic flow in silicon during amorphization, J. Appl. Phys. 70 
(1991) 3521–3527. doi:10.1063/1.349247. 
[45] D.H. Bradhurst, J.S. Llewelyn Leach, The Mechanical Properties of Thin Anodic Films on 
Aluminum, J. Electrochem. Soc. 113 (1966) 1245. doi:10.1149/1.2423797. 
[46] N. Wuthrich, Intrinsic Stresses in Anodic Films on Alumium, Electrochim. Acta. 26 
(1981) 1617–1623. 
[47] S.J. Garcia-Vergara, P. Skeldon, G.E. Thompson, H. Habakaki, Tracer studies of anodic 
films formed on aluminium in malonic and oxalic acids, Appl. Surf. Sci. 254 (2007) 
1534–1542. doi:10.1016/j.apsusc.2007.07.006. 
[48] O.O. Capraz, P. Shrotriya, K.R. Hebert, Measurement of Stress Changes during Growth 
and Dissolution of Anodic Oxide Films on Aluminum, J. Electrochem. Soc. 161 (2014) 
D256–D262. doi:10.1149/2.057405jes. 
[49] Q. Van Overmeere, The role of internal stress on the growth and breakdown of barrier and 
porous anodic oxide films, (2011). 
[50] D. Barkey, J. Mchugh, Pattern Formation in Anodic Aluminum Oxide Growth by Flow 
Instability and Dynamic Restabilization, (2010) 388–391. doi:10.1149/1.3484095. 
[51] J.E. Houser, K.R. Hebert, Stress-driven transport in ordered porous anodic films, Phys. 
Status Solidi A. 205 (2008) 2396–2399. doi:10.1002/pssa.200779407. 
[52] D.A. Vermilyea, Stresses in anodic films, J. Electrochem. Soc. 110 (1963) 345–346. 
doi:10.1149/1.2425747. 
[53] S. Moon, S.-I. Pyun, The mechanism of stress generation during the growth of anodic 
oxide films on pure aluminium in acidic solutions, Electrochim. Acta. 43 (1998) 3117–
3126. doi:doi:10.1016/S0013-4686(97)10194-3. 
[54] J. Vanhumbeeck, J. Proost, In-situ monitoring of the dielectric and electrostrictive 
properties of anodised thin films for biochip applications, 56 (2007) 163–169. 
doi:10.1016/j.colsurfb.2006.10.021. 
[55] J.F. Vanhumbeeck, J. Proost, On the contribution of electrostriction to charge-induced 
stresses in anodic oxide films, Electrochim. Acta. 53 (2008) 6165–6172. 
doi:10.1016/j.electacta.2007.11.028. 
[56] Q. Van Overmeere, J. Vanhumbeeck, J. Proost, On the use of a multiple beam optical 
sensor for in situ curvature monitoring in liquids, 81 (2010) 045106. 
doi:10.1063/1.3385432. 
37 
 
 
[57] Ö.Ö. Çapraz, P. Shrotriya, P. Skeldon, G.E. Thompson, K.R. Hebert, Factors controlling 
stress generation during the initial growth of porous anodic aluminum oxide, Electrochim. 
Acta. 159 (2015) 16–22. doi:10.1016/j.electacta.2015.01.183. 
[58] Ö.Ö. Çapraz, K.R. Hebert, P. Shrotriya, In Situ Stress Measurement During Aluminum 
Anodizing Using Phase-Shifting Curvature Interferometry, J. Electrochem. Soc. 160 
(2013) D501–D506. doi:10.1149/2.025311jes. 
[59] U.G. O. Jessensky, F. Muller, Self-Organized Formation of Hexagonal Pore Structures in 
Anodic Alumina, Appl. Phys. Lett. 72 (1998) 1173–1175. doi:10.1149/1.1838867. 
[60] Q. Van Overmeere, J. Proost, Stress-affected and stress-affecting instabilities during the 
growth of anodic oxide films, Electrochim. Acta. 56 (2011) 10507–10515. 
doi:10.1016/j.electacta.2011.03.123. 
[61] L.M.P. D.J.Blackwood, The influence of growth rate on the properties of anodic oxide 
films on titanium, Electrochim. Acta. 34 (1989) 1505–1511. 
[62] L.G. Stanton, A.A. Golovin, Effect of ion migration on the self-assembly of porous 
nanostructures in anodic oxides, Phys. Rev. B - Condens. Matter Mater. Phys. 79 (2009) 
1–7. doi:10.1103/PhysRevB.79.035414. 
[63] C. Sample, A.A. Golovin, Formation of porous metal oxides in the anodization process, 
Phys. Rev. E - Stat. Nonlinear, Soft Matter Phys. 74 (2006) 1–9. 
doi:10.1103/PhysRevE.74.041606. 
[64] J.P. Mchugh, D. Barkey, Nonlinear evolution of a thin anodic film Subject Areas, 
Proceedings A. 473 (2017) 1-20. 
 
 
 
 
 
 
 
 
 
38 
 
 
CHAPTER 2 
FLOW INSTABILITY MECHANISM FOR FORMATION OF SELF-ORDERED 
POROUS ANODIC OXIDE FILMS 
 
A paper published in Electrochimica Acta (2016) 
Pratyush Mishra, Kurt R. Hebert* 
Department of Chemical and Biological Engineering, Iowa State University, Ames, IA 50011, 
United States 
 
2.1  Abstract 
Experimental studies have suggested that oxide flow plays an important role in the growth 
of porous anodic oxide films on reactive metals. Here a mathematical model for anodic oxide 
formation is presented that includes viscous flow of oxide, along with high-field ionic conduction 
and interfacial oxygen transfer and metal dissolution reactions. Flow is driven by near-surface 
compressive stress, as has been detected by measurements of residual stress distributions in anodic 
alumina. Linear stability analysis of the model shows that pattern formation at the solution 
interface is possible near the critical value of a parameter expressing competition between 
stabilizing electrochemical oxide formation and destabilizing flow. According to the critical 
parameter value, pattern formation requires that the Faradaic efficiency for oxygen transfer at the 
solution interface must be close to the transport number for electrical migration of oxygen ions 
across the film. This relationship between efficiency and transport number is indeed suggested by 
experimental data. A scaling ratio of pore separation to voltage, as characteristically found in 
anodic films, is predicted by the wavelength at the critical point. 
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2.2  Introduction 
Porous anodic oxide (PAO) films are formed by the electrochemical oxidation of reactive 
metals in solutions where the oxide is moderately soluble [1,2]. For selected applied voltages and 
solutions, anodizing produces spontaneously ordered hexagonally symmetric arrangements of 
cylindrical pores. Self-organized PAO films have been demonstrated on Al, Ti, Zr, Fe, Ta, W, Hf, 
Nb, and certain alloys containing these metals [3]. The high degree of order, large surface area and 
controllability of the pore pattern, along with the desirable material properties of anodic oxides, 
have led to much research on PAO-derived functional materials. Diverse applications have been 
explored including photoelectrochemical water splitting, dye-sensitized solar cells, lithium-ion 
batteries, sensors, and biomedical devices [1,2]. 
Many aspects of PAO growth apply generally across different metal-electrolyte systems 
[4]. Electrical migration of metal and oxygen ions across the film determine its growth rate. Pores 
initiate after an initial stage of uniform barrier oxide growth. At a certain thickness, the solution 
interface of the barrier oxide begins to roughen on a length scale close to the eventual pore spacing. 
The interface restabilizes into a steady state pore pattern, after which further anodizing causes 
oxide to accumulate in pore walls while the barrier oxide thickness at the pore base remains 
constant. The steady-state pore spacing scales with the cell voltage, but also depends on the 
electrolyte solution composition. For example, self-organized porous alumina films are formed by 
anodizing in sulfuric, oxalic and phosphoric acid baths at specific potentials of respectively 25, 40 
and 195 V, with pore spacings determined by the universal scaling ratio of 2.5 nm/V [1,5]. The 
sensitivity of PAO geometry to acid type has not been explained. It is also mechanistically relevant 
that PAO films on different metals form at specific values of the Faradaic efficiency for oxide 
formation, reflecting a balance between the rates of oxide growth and metal ion dissolution [6,7]. 
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Several explanations have been proposed for formation and self-ordering of pores in anodic films 
[4]. According to the field-assisted dissolution mechanism, pores are thought to grow by localized 
oxide dissolution at the pore base [8]. However, dissolution rates revealed by oxygen isotope 
studies are apparently too small to support this mechanism [9–12]. Theoretical work on porous 
anodic oxides includes morphological stability studies of barrier oxide growth [6,13–16] and direct 
numerical simulations of pore initiation [17,18]. Most of these papers focus on effects of 
interfacial kinetics and oxide conduction on morphology evolution. 
Recent evidence indicates that mechanical displacement or flow of oxide away from the 
pore base contributes to pore growth. Oxide flow was proposed by Skeldon et al. to explain 
observed retention of tungsten ion tracers in porous alumina, despite a large electric field driving 
force favoring their ejection into solution [19]. Houser and Hebert demonstrated detailed 
agreement between the measured tungsten tracer profiles and a finite element model including 
viscous flow of alumina [20]. Earlier, Bradhurst and Leach had proposed viscous oxide flow 
during anodizing to explain current-driven relaxation of elastic stress in anodized Al wires loaded 
in tension [21]. The evidence for oxide flow has led some authors to propose that pores are formed 
by a flow-induced morphological instability [22,23], in which flow is driven by compressive stress 
due to either electrostriction or volume expansion accompanying oxide formation [19,22–24]. 
Capraz et al. used in situ stress measurements during growth and dissolution of anodic alumina in 
phosphoric acid to characterize the spatial distribution of residual stress in alumina films [25–27]. 
Localized compressive stress associated with high concentrations of incorporated phosphate ions 
was found in a several nm thick layer near the oxide-solution interface, in agreement with stress 
distributions predicted by the viscous flow model. As barrier oxide growth proceeded, the near -
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surface stress increased until pores initiated by displacement of oxide toward the pore walls, 
thereby suggesting that surface stress drives the flow instability. 
In this article, we present an analysis of a surface stress-driven flow instability mechanism 
for self-ordered porous anodic oxide formation. A morphological stability model is developed in 
which pattern formation at the solution interface results from competition between destabilizing 
viscous flow driven by anion incorporation-induced surface stress and stabilizing oxide formation. 
Interface motion is coupled to the electric field in the oxide through the experimentally 
documented current density dependences of the surface stress and oxide formation rate [25,26]. 
The proposed mechanism shares characteristics with the surface tension-driven Marangoni 
instability in liquid films, which produces patterns of convection cells with the same hexagonal 
symmetry as in PAO [28–31]. The flow instability model rationalizes important general aspects of 
porous anodic oxide formation, in particular voltage scaling of pore spacing, and the sensitivities 
of self-ordering to anodizing efficiency and acid anion type. 
 
 
2.3 Mathematical Model 
2.3.1 Model formulation 
The model predicts the evolution of the oxide-solution interface in response to flow and 
oxide formation. Fig. 2.1 illustrates how distortion of the flat interface leads to mechanical forces 
in the oxide that drive flow. Since the electric potential is uniform along the solution interface, the 
electric field in the oxide and consequently the ionic conduction current density are elevated at 
interface “valleys” relative to “peaks”. We define the effective surface tension  (tildes here 
denote dimensional variables), as the sum of the intrinsic oxide surface tension  and the anodizing 
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induced compressive force per width Fs, the latter representing the near-surface in-plane stress 
integrated through the thickness of the stress-containing layer [25]. As Fs is larger in magnitude 
than ,   is negative and decreases with current density according to , where  
is a positive empirical coefficient deduced from stress measurements [25,26].  The concentration 
of current density at valleys in Fig. 2.1 then results in a tangential surface force on the oxide 
, where  is a unit vector tangent to the interface and  is the interface length 
coordinate [29, 32].  is balanced by viscous shear stress in the oxide, and the resulting shear flow 
from valleys to peaks destabilizes the flat interface. The negative effective surface tension also 
induces a normal capillary stress  on the oxide surface, where  is interface curvature 
and  is the unit normal vector [29, 32]. The normal stress is balanced by pressure in the oxide 
which is highest in the oxide beneath valleys, and thus drives flow that further destabilizes the 
interface. As indicated in Fig. 2.1, the model treats the metal-oxide interface as stationary, 
neglecting nonuniform metal oxidation in response to roughening of the oxide surface. This 
approximation appreciably simplifies the model but, as discussed below, may limit the quantitative 
accuracy of some predictions. 
Oxide formation at the solution interface tends to stabilize the interface in competition with 
oxide flow. The rate of addition of oxygen ions at the interface is determined by the local current 
density along with the Faradaic anodizing efficiency O [4, 26]. The efficiency denotes the fraction 
of the current resulting in deposition of O-2 ions by reaction of water in solution as opposed to Al+3 
ion dissolution. Oxygen ions migrate into the film at a rate determined by the transport number tO, 
defined as the fraction of the ion conduction current carried by O-2 migration toward the metal 
[33]. The net oxide formation rate at the solution interface as a contribution to the interface velocity 
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is , where O is the molar volume of oxygen ions in the anodic film (Fig. 
2.1). Electrochemical processes stabilize the interface only when O exceeds tO. Otherwise, O-2 
deposition and migration contribute to downward interface motion in Fig. 2.1, in the same direction 
as surface stress-driven flow. Such interface recession does not occur by dissolution, but by 
accumulation of vacancy-type defects at the film surface. 
 
 
 
 
Figure 2.1  Schematic illustrating the mechanism of pattern formation during anodizing. See text 
for symbol definitions.  
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We consider the morphological stability of an initially flat anodic film with thickness h and 
metal-oxide interface at . Fig. 2.1 illustrates the coordinate system. The time dependence of 
the perturbed oxide-solution interface position  is to be predicted, based on contributions 
to interface motion from flow and oxide formation. The interface velocity is 
   (1) 
where 
 
is the flow velocity. Both contributions to interface motion in Eq. 1 are coupled 
to the potential field in the oxide. The potential distribution is determined by charge conservation, 
which dictates that the divergence of the conduction current density is zero. The current density 
obeys the high-field conduction law characteristic of anodic oxides, , where 
iA0 and B are conduction parameters, is the electric field vector and  is the field magnitude 
[33, 34]. The electric potential at the oxide-solution and metal-oxide interfaces are uniform.  
 As in our previous flow model, the oxide is approximated as a Newtonian viscous 
fluid with viscosity  [20]. Viscous flow obeys the creeping flow Navier-Stokes equations for 
incompressible fluids,  
   (2) 
and  denotes the mean normal stress in the oxide (negative pressure). Eq. 2 is solved along with 
the continuity equation requiring that the divergence of the velocity is zero. The hydrodynamic 
boundary conditions at the metal-oxide interface stipulate no penetration ( ) and no slip (
). The boundary conditions at the oxide-solution interface are the tangential and normal 
force balances. The normal force boundary condition states that the difference of mean stress 
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across the oxide-solution interface depends on the surface tension [32]. Taking the mean stress in 
solution to be zero,  
   (3) 
where is the viscous stress tensor [32]. The tangential force balance is  
   (4) 
where is the surface gradient operator and is the tangential vector along the j direction.  
 
2.3.2  Linear Stability Analysis 
The model is converted to dimensionless form, in which velocity, length and potential are 
scaled by 
 b iBE h, h and  Eh  
respectively, where E  is the electric field strength in the basic or 
unperturbed state (overbars indicate basic state variables). In the basic state, the anodic film has a 
constant thickness with zero velocity components and mean stress. The basic state potential profile 
is 
 f =1- z
. Stability of the oxide layer is investigated by perturbing the variables around the basic 
state, for example f =f + ¢f , and linearizing the model in terms of the perturbations. Perturbations 
are expressed as Fourier components, such as 
 
¢f = fˆ(z)exp wt( )exp ikxx + iky y( )  , where kx and ky 
are spatial wavenumbers in the x and the y directions and exp(t) represents the time dependence 
of the perturbation amplitude. The equations governing the velocity and potential amplitudes are 
 
 
D2 - k 2( )
2
wˆ = 0   (5) 
 
 
D2 1+ BE( )- k2éë ùûfˆ = 0  (6) 
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where D z=    and 2 2
x yk k k= + [35]. The domain perturbation method is used to write the 
solution interface boundary conditions at the reference plane z = 1, corresponding to  in Fig. 
2.2 [30]. The normal and tangential force conditions become respectively 
 
 
D2 - 3k 2( )Dwˆ- N -1k 4 zˆ1 = 0  (7) 
 
 
D2 + k 2( ) wˆ- k2Dfˆ = 0   (8) 
where 
 
N = b iBE g
eff
. The dimensionless number N represents the ratio of the tangential and 
normal stress driving forces for oxide flow. The velocity boundary conditions at z = 0 are 
 wˆ= Dwˆ= 0 . The two boundary conditions for potential are  fˆ = 0  at z = 0, and  
fˆ = zˆ
1 at z = 1. The 
evolution equation of the oxide-solution interface is 
 
 
w zˆ
1
= wˆ- P-1Dfˆ   (9) 
where 
 
P = 2bF h e
O
- t
O( )WO  represents the ratio of the destabilizing viscous flow to stabilizing 
oxide formation.  
The solution of the model is restricted to the neutrally stable state at which incipient 
instabilities neither grow nor decay. Implementing the velocity and potential distributions from 
Eqs. 5-8 in Eq. 9 with  = 0 yields a relationship between the dimensionless groups P, N and  BE  
at the neutral stability condition for a given wavenumber k, 
 
 
P =
4bN cosh2 k + k 2( )
2k 2bN - f (k) tanh bk( )
  (10) 
where 
 
b = 1 BE +1( )  and 
 
f (k) = coshk + k ek( ) sinhk - k e-k( )+ sinhk - k ek( ) coshk - k e-k( ) .  
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2.4  Results 
The implications of the morphological stability model for pattern formation during 
anodizing are now considered. The reference state for calculations is aluminum anodizing at 5 
mA/cm2 in 0.4 M H3PO4 at 25
oC. For these conditions, pore formation initiates at about 120 V [8]. 
Highly ordered porous anodic films are formed in this solution at temperatures of 0 to 5oC at 
steady-state potentials of 150 to 200 V [36, 37]. Experimental measurements allow specification 
of realistic reference state values for the dimensionless groups  BE  and 
 
N = b iBE g
eff
. Stress 
measurements show that at 100 V the oxide force 
 
g
eff
 is -8.5 N/m and the oxide force-current 
density coefficient  is 0.90 N-m/A [25]. The electric field coefficient for high-field conduction in 
anodic alumina is 34.5 nm/V [38, 39], and the electric field during anodizing occupies a narrow 
range between 0.70 and 0.95 V/nm [23, 40]. Thus, the practical range of  BE  is 25 to 35, and the 
reference state value of  BE  is selected as 30. The reference state value of N at 5 mA/cm
2 in 0.4 
M H3PO4 is -160.  
Figure 2.2 presents neutral stability curves of P vs. wavenumber k with  BE  set to 30 and 
various values of N. Each curve marks the boundary between a stable oxide-solution interface 
below the curve and an unstable interface above it. The limiting value of P at large wavenumbers 
is -2bN  from Eq. 10. For N more negative than -17, each curve exhibits a global minimum at a 
critical point given by Pc = 6.4 and kc = 1.2. The Marangoni instability also has a critical point at 
a minimum threshold Marangoni number for instability [28, 30]. When global minima are present, 
and P is slightly larger than Pc, only disturbances with spatial wavenumbers close to kc can grow. 
In this situation a topographic pattern can emerge at the solution interface with a characteristic 
wavelength 
 
l
c
= 2ph k
c
, which may establish the pore-pore separation of the self-organized 
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porous film. As P increases above Pc, the range of unstable wavenumbers broadens, suggesting 
that disordered porous films would form with a spectrum of possible pore-pore separations. When 
the maximum of the neutral stability curve Pm is exceeded, the interface is completely disordered. 
Over the practical anodizing range of  BE  between 25 to 35, calculations show that the neutral 
stability curves are insensitive to electric field over the wavenumber range of Fig. 2.2. This implies 
that the electric field does not play a direct role in pattern formation by the flow mechanism. 
Indirect effects of electric field on pore formation may be possible because of electric field 
dependences of parameters such as viscosity, efficiency and transport number that have not been 
considered in the present calculations. On the other hand, measurements of the latter two properties 
suggests that their field variations are likely small [20,40]. 
 
Figure 2.2  Neutral stability curves of P vs. k for different values of the dimensionless parameter 
N, with BE is set to the reference value of 30.  
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It is not possible to establish whether the critical point indeed corresponds to self-ordered 
porous film formation, because no independent measurements of the oxide viscosity are available. 
The viscosity required for pore formation by the flow mechanism is determined by the critical P 
value 
 
P
c
= 2bF h e
O
- t
O( )WO . The estimated viscosity is 3 x 1010 Pa-s, using values of 0.68 for 
O [6], 0.60 for tO [41-44], and 1.1 x 10-5 m3/mol for  
W
O
. An order-of-magnitude estimate of the 
alumina viscosity of 109 Pa-s was obtained previously, from comparisons of dimensionless 
hydrostatic stress calculated with the viscous flow model with estimates of stress from radii of 
nanovoids in the oxide [20]. While the agreement of these viscosity values within an order of 
magnitude is encouraging, independent viscosity measurements are needed for true quantitative 
evaluation of the flow instability hypothesis.  
The sensitivity of pattern formation to the parameter P in Fig. 2.1 is consistent with the 
experimentally observed sensitivity of porous oxide growth to the anodizing efficiency O [6, 7]. 
The efficiency value varies according to the anodizing conditions, as it depends on solution pH 
and current density [45]. Assuming constant values of the other parameters comprising P, 
increasing O above its critical value determined by Pc (i. e. 
 
e
O
c = t
O
+ 2bF hW
O
P
c( )  ) would cause 
P to fall below Pc, and hence no pores could form. The maximum efficiency 
 
e
O
c should also 
corresponds to the highest degree of ordering. As O decreases below 
 
e
O
c , the range of unstable 
wavelengths would broaden until the limiting value dictated by Pm (
 
e
O
m = t
O
+ 2bF hW
O
BE P
m( )), 
at which point the interface would be unstable at all wavelengths. Taking the estimated viscosity 
of 3 x 1010 Pa-s and reference values of the other parameters, 
 
e
O
c  and 
 
e
O
m  would be 0.61 and 0.68, 
slightly higher than the O-2 transport number of 0.60. This efficiency range would correspond very 
well with the experimental range of 0.65 to 0.70 for self-ordered porous alumina [6]. The 
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sensitivity of the flow instability to efficiency is explained by the need to balance the rate of 
stabilizing interface oxide formation, which is proportional to (O - tO), against destabilizing flow. 
Our previous morphological stability model that did not consider oxide flow found efficiency 
ranges intrinsically lower than the oxygen ion transport number, in disagreement with the 
experimental behavior for Al anodizing [4].  
 
 
Figure 2.3  Experimentally measured efficiencies and transport numbers of anodic Al, Ti and Zr 
oxides. 
 
Restricted efficiency ranges for self-organized porous oxide growth on metals other than 
aluminum have also been documented in the literature. Figure 2.3 compares efficiencies measured 
during self-ordered porous oxide growth on Al in aqueous acids and Ti and Zr in organic fluoride 
solutions [6, 46]. Reported measurements of oxygen transport numbers are also shown for anodic 
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Al2O3, TiO2 [42, 47] and ZrO2 [42, 48] formed in aqueous solutions. Close proximity of O and tO 
values is found in all three systems. This is encouraging support for the flow instability hypothesis, 
as the model suggests that O should be slightly larger than tO. While the O values for Ti are 
smaller than the transport numbers and those for Zr overlap the tO range, it is not clear to what 
degree the anodizing bath influences the transport number. Efficiency and transport number data 
for the same anodic oxides are needed for quantitative evaluation of the predicted efficiency 
ranges. 
The predicted critical wavenumber kc corresponds to a pattern wavelength that can be 
compared to the pore spacing of porous alumina. Since the dimensionless wavenumber is scaled 
with oxide thickness, the predicted pore spacing depends on anodizing voltage according to
 
D
int
V = 2pA k
c
, where A is the experimentally observed ratio of barrier oxide thickness to 
voltage, 1.0 nm/V [8]. The critical wavelength kc of 1.2 corresponds to Dint/V of 5.2 nm/V. Note 
that the predicted dependence of pore spacing to voltage arises because of proportionality of the 
pattern wavelength λc to barrier oxide thickness, and not from an effect of electric field on λc. 
Scaling of pore spacing with voltage is indeed a characteristic feature of PAO [1, 4, 49]. However, 
the predicted ratio is about twice the generally accepted experimental value for alumina of 2.5 
nm/V [1]. It is possible that the theoretical scaling ratio is be influenced significantly by the 
artificially flat metal-oxide interface assumed in the present analysis. In experiments the metal 
interface evolves to a concave shape. Our previous morphological stability model that neglected 
flow considered perturbations of the metal interface, and found a realistic Dint/V of 2.4 nm/V [4, 
6]. Extension of the model to include metal interface evolution would allow quantitative evaluation 
of the voltage scaling ratio with respect to experiment.  
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2.5  Conclusion 
This study has considered the role of a flow instability mechanism in formation of self-
ordered pore arrays during anodic oxidation of reactive metals such as aluminum and titanium. 
Previous stress distribution measurements and flow model calculations had suggested that oxide 
flow during aluminum anodizing is driven by localized compressive stress close to the oxide-
solution interface. The present article presents a mathematical model of anodic oxide growth in 
which near-surface stress is viewed an effective surface tension, in analogy with the destabilizing 
mechanism in the classic Marangoni instability of fluid films. Motion of the oxide-solution 
interface is controlled by viscous flow of oxide and oxide growth, with both processes coupled to 
the electric field distribution in the oxide layer. Linear stability analysis of the model reveals 
pattern formation at the solution interface resulting from competition between destabilizing flow 
and stabilizing oxidation. Pattern formation is associated with a critical point specifying values of 
two dimensionless parameters: a disturbance wavenumber and a ratio of flow to oxide formation 
rates. The model explains why self-ordered pore formation is found to occur at critical values of 
the Faradaic efficiency for oxide formation that lie close to the transport number for O-2 ion 
migration. The calculations also predict scaling of pore spacing with cell voltage. Both results are 
encouraging support for the flow instability mechanism. Further development and quantitative 
evaluation of the model requires experimental measurements of oxide viscosity. 
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CHAPTER 3 
FLOW INSTABILITY MECHANISM OF SELF-ORDERING OF POROUS ANODIC 
OXIDE LAYERS  
3.1  Introduction 
Porous anodic oxide (PAO) films can be grown by electrochemical anodization of reactive 
metals in electrolytes that moderately dissolve the oxide. In the presence of optimum experimental 
conditions, the PAO films self-order to form hexagonally arranged cylindrical parallel pores. Self-
ordering PAO has been shown to grow in acidic electrolytes on Al and fluoride-based electrolytes 
on metals such as Ti, Zr, Hf, Nb and W [1–3]. Porous alumina is characterized by embedded pores 
in a continuous matrix of alumina. In contrast, porous oxides formed in fluoride-based electrolytes 
form cylindrical oxide nanotubes separated by interstitial voids. The controllability of the 
geometry and the ease of production has led to its widespread use as a template for the fabrication 
of nanostructures for secondary materials, such as nanowires and nanotubes [4,5]. Anodic oxide 
nanotube layers on Ti can also be used for their functional properties in solar cells, photocatalytic 
materials and biochemical applications such as in drug delivery systems [2].  The present work 
focuses on the formation mechanism of porous anodic alumina. 
During anodizing, the electrochemical reactions at the aluminum oxide interfaces generate 
metal and oxygen ions. The transport of these ions under the influence of a high electric field in 
the oxide layer governs the anodic oxide growth at the interfaces. Anodizing is characterized by 
initial growth of a planar and conformal barrier layer on the Al substrate. At an early stage, the 
barrier layer starts to develop a small roughening at the oxide-solution interface, which grows in 
amplitude with time. For anodizing at constant current density, roughening initiates at a critical 
potential of about 10-20 V.  At a higher potential, determined by the electrolyte species, the pores 
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begin to organize into a steady state pore distribution with a universal potential to wavelength 
scaling ratio of 2.5 nm/V [6]. The earliest explanations and theoretical models of the self-ordering 
were based on a field enhanced localized oxide dissolution at the pore base [7,8]. Other models 
focused on non-linear electric field dependent interfacial kinetics and oxide dissolution and ionic 
conduction have predicted self-ordering in PAO [9,10].  
There is compelling evidence that oxide flow plays an important role in the self-ordering 
of the pore array. Flow results in displacement of oxide from the pore base towards the pore walls 
and thus contributes to pore growth. Evidence of room temperature oxide flow was reported by 
Bradhurst and Leach during anodizing of loaded Al wires [11]. Tungsten tracer studies on anodic 
alumina and the subsequent accurate simulation of the tracer profile using a flow oxide model, 
further strengthened the case for oxide flow [12–14]. The Houser and Hebert flow model further 
shows that the driving force for the oxide flow is compressive stress near the oxide-solution 
interface generated during anodizing [14]. In situ stress measurements experiments done by Capraz 
et al., have revealed residual compressive stress in the oxide and tensile stress at the metal-oxide 
interface during aluminum anodizing in phosphoric acid at current densities used to produce 
porous layers [15–17]. The interfacial stresses are shown to be directly correlated to the volume 
changes associated with the electrochemical reactions at the interfaces [16]. Our previous linear 
stability analysis study, based on a near-surface compressive stress driven flow model was able to 
predict critical ranges of the anodizing efficiency that are associated with self-ordered PAO. 
However, the pore separation-voltage scaling ratio was larger by a factor of two compared to 
experimental values [18]. Barkey and McHugh, in their recent theoretical model using 
electrostriction driven oxide flow, predicted approximately the pore spacing and subsequently 
obtained characteristic pore formation from an initial sinusoidal interface [19,20].  
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In the present work, we extend our previous morphological stability analysis treatment of 
viscous flow driven self-organization of porous aluminum anodic films [18]. The previous work 
was limited to the evolution of the oxide-solution (o-s) interface, while keeping the metal-oxide 
(m-o) interface flat or unperturbed. Also, the solutions of the model were restricted to a state of 
zero growth rate or neutral stability. The present work specifies mechanisms for the metal interface 
evolution and includes non-zero instability growth rates. While, there is a lack of a comparative 
study of a single versus multiple deformable interfaces for PAO morphological instability, 
literature exists for the case of an analogous temperature dependent surface tension driven 
Marangoni instability in thin liquid films [21]. The inclusion of secondary deformable interfaces 
can have considerable impact on the system characteristics, and have been demonstrated to yield 
improved results for the Marangoni instability [21,22]. Here we show that the inclusion of the 
metal interface introduces a new instability mechanism and results in significantly improved 
prediction of the voltage scaling ratio. 
To model the oxide as a continuum, a creep model based on the work done by Houser and 
Hebert is used [14]. The oxide viscous flow is driven by compressive stresses at the solution 
interface, volume change associated with oxide formation at the metal interface, and the 
divergence of the ionic migration flux within the oxide [23]. Houser’s model did not include a 
mechanism for the generation of stresses at the solution interfaces, rather the stresses were obtained 
from experimentally obtained interface velocity boundary conditions. The present work uses the 
stress profile expressions obtained from a one-dimensional adapted version of the current model 
[24], where the stresses are induced by the removal or insertion of volume by reactions at the 
interfaces.   
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3.2  Mathematical Model 
 
3.2.1 Model formulation 
 
 
Figure 3.1  Schematic diagram showing the mechanisms of pattern formation at the perturbed 
solution and oxide interfaces during anodizing.   
 
Fig. 3.1 schematically shows the oxide layer, bounded by two free deformable interfaces, 
the m-o (metal-oxide) interface at ( )1 , ,z z x y t=  and the o-s (oxide-solution) interface at 
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( )2 , ,z z x y t= . The tildes denote dimensional variables and the subscripts 1 and 2 correspond to 
the m-o interface and the o-s interface, respectively. The evolution of the two interfaces are 
considered from their initial planar states of the m-o and o-s interfaces at 0z = and z h= , 
respectively.  The oxide flow velocity is solved by considering the oxide as a Newtonian liquid 
with a viscosity   and applying momentum balance and volume conservation equations. Owing 
to the negligible volume of the metal cations, the volume conservation equation is given entirely 
by the oxygen ion species balance in the oxide [14]. The velocity equations are solved by applying 
normal and tangential force balances at the solution interface and the condition of no-slip at the 
metal interface. The normal stress boundary condition is obtained by equating the normal 
component of the total stress across the solution interface to the effective surface tension times the 
mean curvature of the surface. The tangential boundary condition at the solution interface states 
that the viscous shear stress on the interface is balanced by the surface gradient of the effective 
surface tension 
At the oxide solution interface, the incorporation of  2O−  ion is proportional to current 
density and the oxide formation efficiency O . The efficiency is defined as the fraction of the 
current resulting in oxygen ion formation at the solution interface, the remainder associated with 
cation ejection. The evolution of the o-s interface, in terms of the normal component of the 
interface velocity ( )2 2 2 2, ,u v w=v  equals the sum of oxide flow, oxygen ion incorporation and the 
electrical migration of oxygen ions  
 
2 2 2 2 2
2
O O
O
F

 =  +  +  Ov n v n i n J n  
(1) 
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where ( ), ,u v w=v is the flow velocity vector and O
2
Ot
F
= −J i is the migration flux of the 2O−  
ions. Hence the rate of oxide formation along the interface is effectively given by the difference 
of 2O−  incorporation minus that of migration away from the interface. The total migration flux 
depends on the transport number Ot , which in turn depends on current density through the 
empirical expression given as ( )1 2 0lnO O Ot t t i i= −  [25]. The transport number is defined as the 
fraction of the ionic conduction current carried by 2O− . Near-solution interface compressive stress 
is generated by incorporation of oxygen ion from the solution. It can be assumed that an effective 
surface tension eff  at the solution interface is the sum of intrinsic surface tension of alumina   
and the compressive near surface force per width SF  generated during anodizing. However, 
experimental observation of extensive absorption of anionic species during anodizing may lower 
the surface energy of the interface [15]. Therefore, any effect of the intrinsic surface tension of 
alumina is neglected in the model. From our previous publication, the compressive force per width 
is given as, ( )2 3s O O OF i t F= −    − , where O is the oxide molar volume and   is the oxide 
viscosity [24]. A correction factor   is used here to account for changes in surface stress due to 
incorporation of large electrolyte anion contaminants such as phosphate ions. The irregular 
geometry and a constant potential along the solution interface results in a higher current density, 
and hence, lower surface tension, at the valleys than at the peaks. This creates a tangential surface 
force, which is balanced by shear stress within the oxide. The shear stress drives oxide flow from 
the valleys towards the peaks, causing the interface to destabilize. On the other hand, because of 
the current dependence of the transport number, oxide formation rate is greater at the valleys 
compared to the peaks, producing a stabilizing effect at the interface. Finally, a normal force on 
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the oxide is produced by the surface force at the solution interface, which can exert either 
stabilizing or destabilizing effects depending on the signs of the curvature and effective surface 
tension. For example, elevated compressive SF  would produce higher compressive stress in the 
oxide beneath valleys as compared to that beneath peaks, producing a second destabilizing effect 
at the interface. 
The differential equations of the model consist of the charge conservation equation for the 
electric potential distribution, the modified creeping flow momentum balance equations describing 
flow, and the volume balance for the oxide. The charge conservation equation is 
 0 =i  (2) 
The current density is given by the high field conduction law for anodic oxides, as 
( )0 expAi BE E=i E , where E is the electric field vector, and 0Ai  and B  are conduction 
parameters. The flow of the oxide film can be described by the modified Navier-Stokes equations  
 
( )2
1 1
0
3


 + +    =v v  
(3) 
where  is the mean normal stress in the oxide layer. As the oxide is considered to be 
incompressible, the volume conservation in the oxide requires the divergence of the oxygen-ion 
flux to be zero 
 ( ) 0O  +  =Ov J  (4) 
Normal and tangential stress boundary conditions are formulated in terms of the effective surface 
tension. These conditions are given as 
 
2 2 2( ) ( )eff − +   =  τ n n n  (5) 
 
2( ) ( )S eff  =  2j 2jτ n t t  (6) 
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where 2jt   is the unit vector tangent to the o-s interface along the j
th direction. A no-slip boundary 
condition is applied at the m-o interface 
 0 =jv t  (7) 
Volume conservation during metal oxidation at the metal-oxide interface is expressed in terms of 
the rates of metal consumption and oxygen ion migration, 
 
( ) 11
3
O M
F

+   = −O
i n
v J n  
(8) 
where M  is the molar volume of aluminum atoms. Either the left or right side of Eq. 8 is also 
equivalent to the metal-oxide interface velocity 1v , 
 
( ) 11 1 1
3
O M
F

+   = − = O
i n
v J n v n  
(9) 
The relevant boundary conditions for the potential in the oxide are V =  at 1z z=  and 0 =  at 
2z z= , where V is the applied anodizing potential. 
 
3.2.2 Linear Stability Analysis 
The basic state is defined by an oxide layer with planar unperturbed interfaces growing at 
a uniform current density. For the unperturbed state, the migration flux of oxygen ions remains 
constant throughout the thickness and consequently the velocity field has zero divergence. The 
oxide velocity and the hydrodynamic stress are also zero. The potential is a linear function of the 
vertical position in the oxide, given by ( )E h z = − . Where, h  and E  are the basic state oxide 
layer thickness and electric field strength, respectively, and the overbars represent the variables in 
their basic state. 
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Linearizing the system, we obtain the following coupled partial differential equations for 
the oxide velocity and the potential in terms of perturbed variables  
  3
2 2 2
3
0
2
O OBi tw
F z
  
  − = 
 
 
(11) 
 2
2
2
0HBE
z



+  =

 
(12) 
where w  is the z -velocity, 
2 2 2 2 2
H x y =   +   and the prime refers to perturbed variables. Eq. 
11 is obtained by linearizing the modified N-S equations (Eq. 3) and the volume conservation 
equation (Eq. 4) and eliminating the mean normal stress [26]. Similarly, Eq. 12 follows from the 
linear stability treatment of the current continuity equation (Eq. 2). To obtain the boundary 
conditions for the above equations at the reference state interface positions, 0z = and z h= , the 
domain perturbation method is utilized [27]. The normal and tangential stress boundary conditions 
at the o-s interface become respectively 
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(14) 
where effd di = −  is the coefficient specifying the variation of oxide force with current density. 
The no-slip and volume balance boundary conditions at the m-o interface are respectively 
 2
2
2
0
2
O Ow Bi t
z F z
   
− =
 
 
(15) 
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
 
(16) 
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where M is the molar volume of metal atom. The linearized evolution equations for the o-s and 
m-o interfaces are respectively 
 
( )( ) 22
2
O
O O O
Bi z
w t t
F z t


   
 − − − =
 
 
(17) 
 
1
3
M zBi
F z t
   
=
 
 
(18) 
The stability of the basic state is analyzed by applying perturbations in form of Fourier 
components to all variables   
 ( )ˆ ˆˆ ˆ, , , , , , expj j x yw i z w i z t i k x k y          = + +      
(19) 
where xk and yk are the wavenumbers in the x and y directions, respectively and  is the growth 
rate for a given mode. The variables in the linearized equations are de-dimensionalized, where the 
velocity, length and the potential scales are ( )2 2O O OiBE t t F − , h  and Eh  
respectively. The 
perturbation amplitudes of the velocity and the potential become, respectively 
 ( ) ( )
2
2 2 2 2 3 ˆˆ 0D k w D k D − + − =  (20) 
 ( )2 2 ˆ1 0D BE k  + − =   
(21) 
   
where D z=   , 2 2x yk k k= +  and  
 ( )2 2O O Ot t t = − −  (22) 
represents the variability of the oxygen transport number as a fraction of the transport number 
itself. The boundary conditions for the perturbation amplitudes become  
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( )2 2 2 2 1 4 2
4
ˆ3 0
3
D k Dw b b MN k z −
  
− + − − =  
  
 
(23) 
 ( ) ( )2 2 2 2 ˆˆ 0D k w b M k D + − − =  (24) 
 2 ˆˆ 0Dw D + =  (25) 
 ( ) ˆˆ 1 0w D − − =  (26) 
where 1 1b BE= +  and 
 
effN iBE =  (27) 
specifies the ratio of tangential and the normal forces on the oxide due to surface stress. The 
dimensionless parameter M  is given as 
 ( )( ) ( )2 24 3O O O O OM t t t t=  − − −  (28) 
and the parameter   
 ( )21 O Ot t =  −  (29) 
represents the volume of metal consumed at the m-o interface relative to the volume of oxide 
created there. The Pilling-Bedworth ratio 3 2O M =    is the thickness of oxide formed to the 
thickness of the metal reacted. The evolution of the solution and metal interfaces are given 
respectively as 
 
2
ˆˆ ˆ 0w D z  − − =  (30) 
 
1
ˆzˆ D  =  (31) 
where  
 ( )( ) ( )2 2O O O O Ot t t t = − − −  (32) 
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represents the ratio of the tangential stabilizing effect of oxide formation to the stabilizing normal 
oxygen migration at the solution interface. The potential boundary conditions are 2
ˆ zˆ = and 
1
ˆ zˆ =  at ˆ 1z = and ˆ 0z = respectively. The system of the Eqs. (20 - 32), are solved for the growth 
rate  and the solution yields a quadratic dispersion relation in the following form. 
 ( ) ( )2 0g k h k + + =  (33) 
Where g  and h  are functions of the wavenumber and the dimensionless groups M , N , ,  and 
 . The functions g  and h  are obtained using Mathematica codes and have complicated 
expressions, hence, they are not presented here for simplicity. 
To understand the effect of a flat metal interface on the instability, the present model can 
be converted to a single deformable solution interface model. Under a flat metal interface 
assumption, the no slip (Eq. 25) and the volume balance (Eq. 26) at the metal interface respectively 
reduce to 
 ˆ 0Dw =  (34) 
 ˆ 0w =  (35) 
There is no metal evolution equation (Eq. 31) as 1ˆ 0z = , while the other equations remain same. 
The potential boundary conditions become 2
ˆ zˆ = and ˆ 0 =  at ˆ 1z = and ˆ 0z = respectively. Under 
these modifications, a dispersion relation similar to Eq. 33 can be obtained for the case of a flat 
metal interface.  
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3.3  Results and Discussion 
 
Model Parameters 
 
Aluminum anodizing in 0.4 M phosphoric acid at room temperature is taken as the basic 
state for the model. The morphological stability of the two interfaces of the basic state oxide layer 
is analyzed. At the reference state, the values of the parameters M , N , ,   and  are established 
from the experimentally observed values of the physical parameters. The field coefficient is taken 
to be 30BE = nm/V [28]. The theoretical expression for beta from the one-dimensional model is 
( )( )2 2 3O O O Ot t F  =  − −  , where   is a correction factor modifying the expression in 
section. Without the correction factor, the value of  is much smaller than the experimentally 
observed value. For a value of the correction factor 8 = , 0 0.68 =  and for a viscosity value of 
92 10 Pa-s the coefficient 0.15 = N-m/A. The value of viscosity used in the model agrees with 
the previously obtained theoretical estimate of 910 Pa-s [14]. The high value of   could be due to 
the effect on surface stress of incorporation of large oxyanions such as phosphate and sulfate ions 
at the solution interface, as has been observed experimentally [15]. The value of   can also be 
obtained from stress measurement experiments by assuming a uniform stress distribution in the 
oxide, and at 100 V the value is 0.90  N-m/A [16]. However, the stress profiles obtained from the 
stress measurements indicate a non-uniform stress distribution, and may account for the 
discrepancy in the experimental value and theoretical value obtained from the planar model [24]. 
The study uses the theoretical expression of   obtained from the planar model with a reference 
state correction factor 8 =  .The transport parameters 1Ot  and 2Ot  are obtained empirically from 
70 
 
 
a logarithmic dependence of the transport numbers on current density. From experimental values 
of transport numbers at different current densities, the values of transport number 0.6Ot = and 
transport parameter  2 0.04Ot = [25]. For the volume expansion ratio of 1.65 = , the reference 
state values of the dimensionless parameters are given as 45N = − , 2.3M = , 0.21 = , 0.07 = −
and 1.08 = . 
 
Effects of dimensionless groups on model behavior  
 
Fig. 3.2 (a) and (b) show the dispersion curves for the variation of the parameters M  and 
N , respectively, keeping all other variable at their reference state values. In Fig. 3.2 (a), for 
0.7M  , the destabilizing effect of the tangential viscous force is insufficient to overcome the 
stabilizing effects of oxide formation at the solution interface, and the system is always stable. In 
contrast at 3.4M   the system is always unstable, indicating the system is dominated by the 
destabilizing viscous flow, resulting in the formation of disordered pore geometry. For the values 
of M  between 0.7  and 3.4 , the system exhibits an unstable behavior for a limited range of 
wavenumbers, and a stable regime elsewhere. This suggests a pattern formation, where the 
emergent pores will have the dominant wavenumber given by dispersion curve.  
Fig. 3.2 (b) shows the effect of the variation of the parameter N .  Decreasing the 
magnitude of the parameter N increases the contribution of the destabilizing normal force 
compared to the destabilizing viscous force, and vice versa. For 30.7N  − , the system is always 
unstable, suggesting that the combined tangential and normal destabilizing forces dominate the 
instability. For 30.7N  − , decreasing the parameter leads to an increase in the stability of the 
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system indicated by the lowering of the dispersion curves. This trend corresponds to a decrease of 
the effective surface tension, reducing the normal stress driving force for destabilizing flow. The 
fastest growing wavenumber also decreases with N , with 2.3k =  at 45N = −  and 1.6k =  at 
1000N = − , and a further decrease in N does not affect the dominant wavenumber. This suggests 
that when the normal destabilizing effect is neglected, the pattern selection is entirely determined 
by the tangential viscous destabilizing factor, for which the maximum growth rate occurs at smaller 
wavenumbers than those in the presence of the normal destabilizing force. This also explains the 
behavior in Fig. 3.2 (a), where the dominant wavenumber decreases with the increase in the 
parameter M  for values greater than 2.3 . As parameter M  is increased, the relative contribution 
of the normal destabilizing effect decreases: hence even when the system is more destabilized, the 
wavenumber decreases towards the wavenumber predicted by neglecting N . Apparently, the 
normal and tangential stress driven flow mechanisms produce patterns with different characteristic 
wavenumbers. 
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Figure 3.2  Dispersion curves of dimensionless growth rate as a function of k for different values 
of dimensionless parameter (a) M  (b) N , keeping all the other parameters at their respective 
reference state values. 
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To study the influence of including a deformable m-o interface, the dominant wavenumber 
k  can be compared between the single and the dual deformable interface models. Fig. 3.3 shows 
the dispersion curves for o-s interface, keeping the metal interface flat. The parameters are at their 
reference state values, differing only by single parameter for each curve. For the change in 
parameter N from a reference value of 45−  to 25− , the dominant wavenumber changes from 
1.26k =  to 1.31k = . Hence, the effect of the normal destabilizing effect is less pronounced for the 
single interface model, when compared to the dual interface model (Fig. 3.2 (b)). The presence of 
a deformable metal interface in the dual interface model provides an augmenting effect to 
destabilize the system. As the metal interface deforms, the solution interface has a similar 
deformation to conserve the oxide mass between the two interfaces thus creating curvature at the 
solution interface which activates normal force-driven flow. A change in the value of N  does not 
affect the curve at low wavenumbers, and instead affects the system for values greater than 1k
. This can be explained by the fact that the normal force at the solution interface is dependent on 
the curvature of the interface times a constant effective surface tension. As the wavenumber is 
increased, the curvature of the system increases thereby activating the effect of the normal 
destabilizing force. An increase in the parameter M from the reference value of 2.3  to 3.4M = , 
causes the system to destabilize from its reference state, but the dominant wavenumber remains 
approximately constant between the two cases.  
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Figure 3.3  Dispersion curves for the case of a single deformable oxide-solution interface and with 
a flat metal-oxide interface. The parameters are at their reference state values, except for the 
parameters indicated in the legend for that curve.  
 
Fig. 3.4 shows the effect of the parameter  , which manipulates the stabilizing effect of 
oxide formation along the solution interface. For a transport number of 0.60 , the physically 
attainable values are 1 0.79−   , corresponding to efficiencies between zero and one. As 
evident from the figure, an increase in the parameter value leads to a more stable system and lower 
wavenumbers. Because current concentrates in the valleys, the oxide formation rate decreases from 
valleys towards peaks, thus causing the valleys to fill oxide and stabilize the interface. 
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Figure 3.4  Comparison of the dispersion curves for different values of dimensionless parameter 
  
 
The influence of oxide flow produced by the volume change upon oxidation at the metal 
interface is captured through the variation in the dimensionless factor  . Figure 3.5 shows the 
dispersion curves for different values of  . A decrease in   below the reference value of 1.08 
results in a stabilizing influence on the system, and vice versa. At low values of  , the metal 
volume change is increased relative to the oxide volume change. Therefore, at valleys along the 
solution interface, the metal interface will move rapidly toward the bulk metal. This would cause 
the oxide layer at the valley to "sink," thereby increasing concave curvature at the solution 
interface. As a result, destabilizing flow induced by the o-s interface normal force would be 
enhanced. 
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Figure 3.5  Comparison of the dispersion curves for different values of dimensionless parameter 
  
 
Stability of anodic oxide layer at low voltage 
 
Additional stability calculations were carried out to model the initial roughening of the 
planar oxide layer at low voltage. Figure 3.7 (a)-(b) shows that during constant current anodizing 
in phosphoric acid, the o-s interface remains flat for small potentials up to 20V. A small scale 
instability with disordered pores starts to form at 20 V and grows with the further increase in the 
anodic voltage. Hence, the reference state for the model is taken to be the 20 V anodic film formed 
during anodizing in phosphoric acid at 5 mA/cm2. For the early stages of barrier oxide growth  
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stage the efficiency values are estimated to be around 0.35 0.45− [29]. Figure 3.6 shows the 
dispersion curves obtained from the model at the reference state values but with these low values 
of the efficiency. The curve is characterized by a local maximum at approximately 1.3k = , and a 
positive growth rate at all wavenumbers. This implies a general disordered array of pores, with 
some selection near the local maximum value. The dispersion of pore widths produced by the low 
voltage instability is consistent with SEM images of pore distributions during the early stage of 
barrier oxide growth [15,30]. With further anodizing, the width distribution narrows as only the 
larger pores continue to grow (Fig. 3.7e).  
The value of efficiency used in the model 0.68O = is generally found during the steady 
state porous oxide  growth for the same current density, while the average efficiencies remain low 
during the barrier growth stage [10]. During the barrier growth stage after the low-voltage 
instability, the current density is locally elevated at the base of pores. Since the efficiency increases 
with current density, the presence of pores increases the overall efficiency. As the pore width 
distribution narrows, the overall efficiency approaches values higher than the oxygen transport 
number which are necessary for pattern formation. 
  
Pore spacing to voltage scaling ratio 
 
For the dispersion curves, the wavelength corresponding to fastest growing mode 
determines the pore spacing intD  of porous alumina. At the reference state values of the system 
parameters, the fastest growing wavenumber is given as 2.304k = . The dimensionless 
wavenumber relates to the anodic potential V  as  int2k D VA= , where A  is the barrier layer 
thickness to the voltage ratio, the scaling ratio intD V can be predicted. For 1A = nmV
-1 [8], a value 
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of fastest growing wavenumber yields a scaling ratio intD V  of 2.73  nm/V. For PAO, scaling ratio 
of pore spacing to voltage is observed to be a consistent value across a variety of electrolytes.  The 
value obtained from the model is in agreement with the experimentally observed value of the 
scaling ratio of 2.5 nm/V [3]. For the case of a single perturbed solution interface, 1.26k =  
represents the dominant wavenumber at reference state values (Fig. 3.3), the scaling ratio comes 
out to be 5  nm/V. The present dual interface model is an improvement over the single solution 
interface model in terms of predicting the wavelength to voltage scaling ratio observed 
experimentally. 
 
 
Figure 3.6  Dispersion curves for values of efficiencies obtained during the early stages of the 
barrier layer growth.  
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Figure 3.7  Scanning electron micrographs showing the surface topography for aluminum 
anodizing at 5 mA/cm2 in 0.4 M H3PO4 at different voltages (a-d) [15]. Cross-sectional 
transmission electron micrograph for aluminum at 4.5 mA/cm2 in 0.4 M H3PO4 (e) [30]. 
 
While the model predicts wavelength to voltage scaling ratio close to the value 
experimentally observed value, the small discrepancy may be explained in terms of the reference 
state values of the parameters chosen in the study. Variations in the parameter N have noticeable 
impacts on the scaling ratio. A scaling ratio of 2.5  nm/V is observed for 35N = − , compared to 
the scaling ratio of 2.73  nm/V at 45N = − . This decreased value of N  is equivalent to an 
increased normal to tangential oxide force. The relative values of   and eff  are regulated by the 
current density dependence of the transport number. In fact, lowering the value of the empirical 
parameter 2Ot to from the reference value of 0.04  to 0.02  gives the correct scaling ratio by 
lowering the value of N . Experimental measurements of the aluminum transport number in 
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different solutions suggest a dependence of the transport number on the solution used [25,31]. The 
empirical values obtained in the study are based on transport number obtained in aqueous borate 
solution [25]. Current density dependence of transport number in phosphoric acid solution may be 
different and account for a lower value of 2Ot , hence, a lower value of 35N = − .   
Fig. 3.4 shows that the changes in the parameter   can produce scaling ratio that matches 
the experimental value, but the value of   can not be changed independent of the change in values 
of other parameters such as M  and N . In fact, when accounted for the changes in other 
parameters,   does not provide a better scaling ratio. The scaling ratio is a weak function of the 
parameter  (Fig. 3.5). For obtaining the experimental scaling ratio of 2.5  nm/V from the model, 
a value of =0.43 is required. The transport number required to accommodate this change in   is 
greater than 1, which is physically unattainable. Departure of the value of parameter M from the 
reference value used in the study does not yield a scaling ratio close to the experimental value, as 
evident in Fig 3.2 (a). 
 
Viscous flow in oxide 
 
The present work illustrates the importance of viscous flow as a mechanism for self-
ordering during anodizing. Tungsten tracer experiments done by Skeldon et al. provided a detailed 
picture of the oxide flow, which revealed the flow originating primarily from the solution interface 
at the pore base, and a lateral flow towards the pore walls [12,13]. The present study predicts 
mechanisms at the solution interface to drive the creep from the perturbed valleys towards the 
peaks in terms of stress balances in tangential and normal directions and divergence of the ionic 
migration. While the lateral movement of oxide towards the peaks is predicted here for small 
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perturbations, the mechanism extends to account for the oxide flow from the pore base towards 
the wall during the steady state, in the absence of the electric field in the pore walls.  
 
Metal Interface Instability 
 
The deformable metal interface in the model is shown to predict better pore spacing to 
voltage ratio when compared to a model with a flat metal interface (Fig. 3.3). A downward 
(upward) deformation of metal interface will be compensated by the downward (upward) 
movement of the solution interface to maintain the volume continuity, which in turn activates 
destabilizing normal stress-driven viscous flow. The process implies that the perturbations at metal 
and the solution interfaces are in phase. The metal deformation is indeed observed during the 
transition between barrier and porous oxide growth. Cross-sectional micrographs during anodizing 
show that the metal interface deforms in phase with the solution interface (Fig. 3.7 (e)) [30]. 
Depressions are observed at the solution surface for later stages of barrier growth, evident from 
the surface micrographs (Fig 3.7 (d)). The depression at the oxide interface results from the 
underlying metal interface deformation and the lateral oxide flow.  
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3.4  Conclusion 
 
An oxide flow model is developed to analyze the pore initiation to understand self-ordering 
in aluminum porous anodic oxides, considering the instability for the dual interfaces for anodic 
aluminum oxide. The oxide flow is determined by the coupled effect of the compressive stress 
generated at the solution interface and the divergence in the oxygen migration flux. Subsequently, 
the evolution of the solution and metal interfaces are given by the oxide flow. The solution of the 
system results in dimensionless parameters that define the instability mechanisms at the interfaces. 
The instability at the oxide-solution interface is determined by the competitive effects of 
the destabilizing stress driven oxide flow and the stabilizing oxygen ionic migration flux 
divergence. The destabilizing force at the interface is a combined tangential stress and normal 
compressive stress driven flow. The instability at the metal-oxide interface is determined by 
dynamics at the interface via anionic and cationic migrations at the interface. The divergence 
caused by the volume change due to the ionic migrations results in an opposing compensating 
oxide flow, which is destabilizing in nature. Linear stability analysis is performed on the interfaces 
in the limits of the process parameters that are established from experimental results. The model 
defines the range for the critical process conditions for the self-organization. The model 
successfully predicts the wavelength/potential scaling ratio for ordered PAA formation within 
reasonable accuracy. When compared to our previous study of a single o-s interface, while 
assuming a flat m-o interface simplifies the model and the calculations, the inclusion of the m-o 
interface in the present model produces improved results for the scaling ratio. The calculation and 
the results in this work has been obtained for the case of PAO in alumina, but the framework can 
be extended easily to determine self-ordering for other metals anodic oxides.  
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CHAPTER 4 
MECHANISM FOR PROPAGATION OF INTERGRANULAR CORROSION OF 
PIPELINE STEEL 
 
4.1  Introduction 
Stress corrosion cracking (SCC) is the brittle fracture of normally ductile materials in 
presence of tensile stresses and a corrosive environment. In pipeline steels, the solution pH plays 
a major role in determining the type of SCC, where a high-pH (pH 8 - 10.5) leads to intergranular 
SCC (IGSCC) and a near-neutral pH (pH 5.5-7.5) leads to transgranular SCC [1–4]. Several 
mechanisms have been suggested for crack formation and propagation during SCC, including the 
role of hydrogen and vacancy defects, localized plasticity at crack tip, and the film rupture and 
dissolution mechanism [5–9]. The high-pH intergranular corrosion (IGC) and  SCC occur in the 
same active-passive transition potential region, suggesting that IGC leads to SCC [3]. The SCC 
mechanism and the correlation between IGC and IGSCC is still not fully understood. IGC is the 
preferential corrosion attack at grain boundaries and the process is characterized by the existence 
of a higher dissolution velocity at the grain boundary (GB) compared to the grain surface. 
Depending on the alloy and the process conditions, preferential attack at the GB could occur due 
to a variety of reasons. In sensitized steels, grain boundaries become susceptible to corrosion attack 
due to the formation of chromium carbide precipitates and the depletion of chromium in regions 
around the GBs [10]. The IGC of sensitized steels lead to formation of disordered grooves along 
the GBs [11,12].  IGC of AA5xxx Al-Mg alloys occurs due to the depletion of magnesium in the 
GBs, because of the formation of a highly reactive β  phase at the GBs [13–15]. The β  phase 
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precipitation controls the degree of sensitization at the GB, and hence the corrosion attack rate. On 
the other hand, in non-sensitized steels, in general there are no GB precipitates, and there is no 
universally accepted consensus on the mechanism causing IGC. The presence of impurities such 
as phosphorus and silicon has been shown to affect the kinetic of IGC in austenitic stainless steels 
(SS) [11,16–18]. IGC in non-sensitized steels can lead to the formation of triangular wedges 
around the GBs [11,19–22]. The triangular wedges display characteristic wedge angles that are 
determined by the relative rates of dissolution at the GB and the grain surface.  
In a recent publication, we reported the formation of triangular wedges of iron hydroxide-
carbonate corrosion product around GB triple junctions during the IGC of X70 pipeline steel in 
high-pH solution [22]. The wedges were accompanied by the a 1-micron thick mechanically-
degraded layer around the corroded GBs. The layer displayed a 25% reduced in hardness compared 
to the bulk of the grain [23]. The softening was suggested to be caused by the generation of non-
equilibrium sub-surface vacancies during the corrosion. Non-equilibrium vacancies can be 
produced by a preferential anodic dissolution of solute atoms in an alloy [24–26]. In fact, evidence 
of anodic oxidation of silicon atoms during IGC was found in our recent publication, where 
oxidized silicon was incorporated in the corrosion product around GBs [22]. A fundamental 
understanding of the IGC process and the formation of wedges is required to develop strategies to 
detect and control the process.  
In the present work, a mechanistic model is developed for intergranular corrosion of X70 
pipeline steel leading to formation of GB corrosion product wedges. To our knowledge, this is the 
first mechanistic study of IGC in pipeline steels. The model incorporates the generation of 
vacancies at the dissolving steel interface and the diffusion of vacancies towards GB triple 
junctions. Finite-element simulations are performed to predict the effect of vacancy diffusion on 
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GB shape evolution. For the analysis of the different wedge morphologies formed during IGC 
experiments, both steady-state and time-dependent studies were performed. Wedge apex angles 
were used as geometric metrics to quantitatively compare the modeling results with the 
experimental results. Wedges apex angles were found to have a strong dependence on the current 
densities during process. The FE analysis and the model guided experimentation provided insights 
into the mechanism leading to IGSCC from the initial IGC microstructural damage.  
 
4.2  Experimental 
Corrosion experiments were performed on samples of high strength low-alloy API X70 
pipeline steel. The chemical composition (wt.%) of the steel in terms of major elements, as 
determined by optical emission spectroscopy, is: 97.5 Fe, 0.095 C, 0.369 Si and 1.7 Mn. Specimens 
were machined into 18x18x2 mm samples. Specimen working surfaces were ground using 400 
and 600-grit abrasive paper, followed by degreasing with acetone and cleaning with nanopure 
water. Corrosion experiments were carried out using a three-electrode cell, with the steel sample 
as the working electrode, a platinum wire counter electrode and a Ag/AgCl reference electrode. 
All the potentials reported henceforth are with respect to the Ag/AgCl reference electrode. The 
corrosion medium was naturally aerated 1 M NaHCO3 solution, pH 8.2 - 8.4, at room temperature 
(25 °C). The solution was made using analytical grade reagent and nanopure water (resistivity 18 
M𝛺-cm). Corrosion experiments were performed using a potentiostat (Gamry Reference 3000). 
Prior to the constant potential experiments, sample surfaces were cathodically polarized at -1.0 V 
for 5 min to remove oxide present on the sample surface. After the corrosion experiments, the 
samples were cut using a diamond saw to reveal cross-sections. The cross-sectional surfaces were 
ground using 240, 400, 600 and 1000-grit grinding papers and were subsequently polished to 0.05 
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𝜇m particle finish using an alumina suspension. The polished cross-sections were characterized by 
scanning electron microscopy (SEM, FEI Quanta 250).  
In-situ stress measurements were performed using the phase shifting curvature 
interferometry method [27]. For the stress measurements, the non-corroding side of the steel 
sample was polished to a 0.05 𝜇m particle finish using a diamond particle suspension, to be used 
as a reflective surface. Changes in the sample curvature were measured during the corrosion 
experiments to obtain the force change per unit width using the Stoney’s thin film approximation  
( )
2
6 1
S S
w
S
Y h
dF d

=
−
                                                        (1) 
where wdF  is the in-plane force per unit width in the film, SY , Sh  and S  are the Young’s 
modulus, the thickness and the Poisson’s ratio of the substrate, and d  is the curvature change. 
The force per width 
wF  represents the integrated biaxial in-plane stress through the sample 
thickness, relative to the initial state of the sample.  
0
w xxF dz

=                                                               (2) 
where the coordinate directions x  and z  are parallel and perpendicular to the sample surface.  
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4.3  Experimental Results 
 
 
Figure 4.1  Current transients for constant potential experiments at 0.521 V in 1M NaHCO3 
solution for different time durations. (a) and (b) 2 hr corrosion exposures. (c) 5 hr corrosion 
exposure.  
 
 Figure 4.1 shows current density transients for a constant potential of -0.521 V for 2 hr and 
a 5 hr corrosion experiments. In all the cases, after a rapid initial decay within a period of 
approximately 3 min, the current increases again until it reaches a maximum denoted by 
maxi . The 
current decays to low values for long-time experiments, and eventually attains low negative values 
after a period of two to three hours (not shown in Fig. 4.1). The negative currents are due to the 
cathodic reduction of dissolved oxygen in the naturally aerated NaHCO3 solution. To establish the 
current density at long periods due to the anodic corrosion processes only, an additional 5 hr 
corrosion experiment was performed where the dissolved oxygen was eliminated by bubbling 
nitrogen through the solution before and during the experiment. The current densities remained 
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positive throughout the de-aerated experiment. To eliminate the contribution of the negative 
currents due to the cathodic reduction of oxygen, the difference between the current densities at 5 
hr for the aerated and the de-aerated experiments 
-3 -27.2×10  mA cmi = , was added to all the 
experiments in Fig. 4.1. The current density transients for all the experiments show similar stages 
but display some variations in the magnitude of current densities, evident from the small 
differences in the current densities between the two 2 hr experiments.  
 
 
 
 
Figure 4.2  Cross-sectional scanning electron micrographs after constant potential corrosion in 1 
M NaHCO3. Fig. 4.1 shows the current density transients of the same experiments. (a) and (b) 2 
hr corrosion exposures. (c) 5 hr corrosion exposure. The dashed lines display the apex angles of 
the GB wedges formed during the corrosion exposures.  
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Fig. 4.2 (a), (b) and (c) show the cross-sectional SEM micrographs of samples 
corresponding to the corrosion experiments of Fig. 4.1 (a), (b) and (c), respectively. In all cases, 
intergranular corrosion attack forms sharp crevices containing triangular wedges of corrosion 
product. Comparisons of large-and shallow-angle cross-section images revealed that the crevices 
are located at grain boundary triple junctions [22]. It is observed that the slopes of the corroded 
GB surface in the 2 hr and 5 hr experiments shown respectively in Fig 4.2 (b) and (c) are not 
uniform as in the 2 hr experiment shown in Fig 4.2 (a) but decrease with distance away from the 
GBs.  
 
 
Figure 4.3  Distribution of wedge angles at different corrosion exposure times from cross-sectional 
SEM images from the experiments of Figs. 4.1 and 4.2. (a) and (b) 2 hr corrosion exposures. (c) 5 
hr corrosion exposure. The average wedge apex angles from the measurements were 136 6.4  , 
74.2 22.6   and 27.1 8.3   for (a), (b) and (c) respectively.  
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Fig. 4.3 shows the distribution of the wedge angle at the apex of corroded grain boundaries 
for the three corrosion experiments shown in Fig. 4.2 and Fig. 4.1. It is observed that for the Fig. 
4.2 (a) corrosion experiment grain boundary wedges maintain a narrower range of wedge angles 
than the 2 hr and the 5 hr corrosion experiments shown in Fig. 4.2 (b) and 4.2 (c). For the Fig. 4.2 
(b) and 4.2 (c) experiments, the wedge angles near the grain boundaries (wedge apex angle) are 
reduced compared to the 2 hr experiment shown in Fig. 4.2 (a). Fig. 4.1 shows that the current 
changes considerably over the duration of the 2 hr (Fig. 4.2 (b)) and the 5 hr experiments, such 
that the minimum current densities are respectively two orders and three orders of magnitude lower 
than the peak current densities 
maxi for the experiments. The spatially variable GB slope and the 
smaller angles in the 2 hr (Fig 4.2 (b)) and the 5 hr experiments suggest that the wedge apex angle 
decreases with time as the current density decays.   
Fig. 4.4 (a) and (b) show additional SEM micrographs for the 5 hr corrosion experiments 
in Fig. 4.1 (c). The micrographs show small cracks of 2-5 μm  length ahead of sharpened corrosion 
wedges. The cracks were observed ahead of some of the wedges for the 5 hr experiment but were 
absent for the 2 hr corrosion experiments in Fig. 4.1 (a) and (b). The presence of cracks for the 
long corrosion experiment indicates the relationship between long periods of IGC damage and 
intergranular SCC. Fig. 4.5 shows the current density and the force per width transients during a 
constant potential experiment. The figure shows the generation of compressive stress during the 
corrosion process, which increases in the compressive direction over time. The generation of 
compressive stress is due to volume expansion during metal oxidation to form corrosion product 
along the grain surface  [22]. The compressive stresses generated in the corrosion product around 
a wedge tip can lead to tensile wedging stresses ahead of the wedge tip [28].  
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Figure 4.4  Cross-sectional scanning electron micrographs showing crack formation for the 5 hr 
corrosion exposure experiment in Figs. 4.1-4.3. 
 
 
Figure 4.5  Force per width evolution during a 5 hr constant potential experiment at -0.521 V in 1 
M NaHCO3 solution. 
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4.4  Mathematical Model 
Fig. 4.6 schematically shows the model domain representing an axisymmetric cross-section 
around a grain boundary triple junction. 
gbR is the grain boundary radius, where the grain boundary 
is viewed as a zone where diffusion is significantly enhanced by local disorder compared to grain 
interior [29–31]. The left boundary of the domain at 
gbr R=  represents the interface between the 
grain and grain boundary and the inclined top boundary at z = h r,t( ) represents the corroding steel 
surface. The GB bisects the wedge angle,  , which is defined as in Fig. 4.2 as the angle at the 
apex of the triangular wedge formed by GB corrosion. The surface dissolution velocity normal to 
the top interface and the grain boundary dissolution velocity are distinct and denoted by SV and gbV  
respectively. The surface profile of the corroding top surface evolves according to  
( )
2
1S
h
V h r
t

= − +  

                                                      (3) 
At r £ R
gb
, profile evolution is related to the grain boundary dissolution velocity as 
¶h
¶t
r£R
gb
= -V
gb                                                           (4) 
To account for the wedge shape, the corrosion rate at the GB, 
gbV , must be higher than the 
adjacent surface corrosion rate SV .  
To explain the enhancement of GB dissolution velocity, we propose non-equilibrium 
vacancies-assisted IGC. The production of surface vacancies is caused by preferential anodic 
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Figure 4.6  Schematic illustrating the vacancy diffusion-controlled mechanism for high pH 
intergranular corrosion of X70 steel in 1M NaHCO3 solution. The domain represents an 
axisymmetric cross-section around a corroding GB triple junction.  
 
oxidation of Si solute atoms in the steel. The oxidation potential of Si atoms is 0.8 V more negative 
than the oxidation potential of Fe atoms. At the corrosion potential of -0.521 V, the less noble Si 
atoms would rapidly oxidize when exposed at the interface between the metal and the corrosion 
product. Because of the large overpotential for oxidation, Si atoms could be removed from high-
coordination terrace sites, leading to the injection of vacancies at the dissolving interface. Vacancy 
injection would cause the near-surface vacancy concentration to be considerably higher than the 
equilibrium concentration at room temperature [25,32]. It is assumed that the concentration of 
vacancies, VC , injected at the dissolving interface is equal to the concentration of the silicon atoms 
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in the alloy, 
V Sih
C x=  , where Six  is the Si mole fraction in steel and   is the molar volume of 
steel. The injected vacancies can either diffuse towards the grain bulk and the grain boundaries or 
be removed at the surface by corrosion of surrounding Fe atoms. The diffusion of vacancies under 
a concentration gradient is modeled by the transient diffusion equation 
2V
V V
C
D C
t

= 

                                                       (5) 
where VD  is the diffusion coefficient of vacancies. As mentioned above, grain boundaries provide 
a fast diffusion pathway, where diffusion rates may be considerably higher than in the bulk of the 
grain [33,34]. Thus, vacancies that reach the GB would rapidly diffuse along the GB to the surface 
where they would be annihilated, thereby contributing to interface recession. The vacancy 
concentration at the surface of the GB would then be zero. Essentially, because of vacancy 
diffusion Si oxidation would result in interface motion at the GB rather than the site where 
oxidation occurs; therefore, vacancy diffusion enhances the GB velocity 
gbV  compared to the grain 
surface velocity V
S
. 
 We have considered the extreme case of rapid diffusion along the GB, for which the 
vacancy concentration along the entire GB would also be zero, 0
gb
V r R
C
=
= . Within the grain 
boundary at (r less than or equal to Rgb), the dissolution velocity gbV  is the sum of the surface 
dissolution velocity SV  and the recession caused by the diffusion of Fe atoms to annihilate 
incoming vacancies. A flux balance is employed at the grain boundary interface to obtain the 
velocity 
gbV  in the following form 
  ( )2 2
0
2
gb
gb
h
gb gb S gb Vr gbR
V R V R J R dz  = +                                    (6) 
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where 
gbh  is the length of the grain boundary and VJ is the vacancy flux. Boundary conditions of 
zero vacancy concentration and zero flux of vacancies are applied at the bottom and the right 
domain boundaries, respectively. Equations (1) - (4), along with the boundary conditions, provide 
the framework for the vacancy diffusion assisted IGC model. The model is applied to two types of 
wedge shape evolution: constant wedge angle and time-dependent wedge shape evolution. The 
constant wedge angle model applies to the early stages of IGC, while wedge shape evolution must 
be considered for extended corrosion exposures. 
 
Constant wedge angle 
 
For constant values of SV  and gbV , IGC leads to the formation of triangular wedges that 
maintain constant wedge angles. The wedge angle   for the steady state case can be obtained 
from Eqs. (3) and (4) as [20] 
( )
1
sin 2
gb
S
V
V 
=                                                            (7) 
The surface adjacent to the grain boundaries translates vertically at the constant velocity 
gbV . 
Changing the reference frame according to 
gbz z V t= − , a steady state diffusion equation is 
obtained from Eq. (5)  
2V
gb V V
C
V D C
z

− = 

                                                          (8) 
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The equations are changed to non-dimensional form with dimensionless variables defined as 
gbr R = , gbz R = , 
2
V gbD t R =   and V V Sic C x=  .  Eqs. (6) and (8) for the steady state model 
in dimensionless form become respectively  
( ) 0 1
2
1 sin 2
gbH
Si Vx cPe d
 

=
− 
                                                 (9) 
    
20 V V
c
Pe c


= +

                                                          (10) 
where 
gb gb gbH h R=  and the Péclet number gb gb VPe V R D= is the ratio of the rate of upward 
vacancy convection toward the corroding interface to that of vacancy diffusion toward the grain 
boundary.  
The vacancy diffusion equation (8) along with the boundary conditions are solved by 
steady state finite-element simulation for different values of the wedge angle  . For a fixed wedge 
angle, the simulation domain is the axisymmetric geometry represented by the cross-section in Fig. 
4.6. The width of the domain is taken to be sufficiently large to eliminate any variation in the 
modeling results due to the width. The simulation domain is extensively meshed using 
quadrilateral elements, with more refined meshing in the critical regions of the geometry. For a 
given value of  , Eqs. (9) and (10) are solved iteratively, where an initial Pe  is guessed to solve 
Eq. (10) in finite-element simulation, and  a new Pe  is obtained using Eq. (9) and the vacancy 
flux calculated from the simulation. Subsequently, the new Pe  is used in the next iteration. The 
iterations are carried out until Pe  converges between the two equations, with a relative tolerance 
less than 
510− . Finite element calculations in both the steady-state and time-dependent models 
were performed with COMSOL Multiphysics software. 
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Time dependent wedge morphology 
 
Time dependent wedge evolution is observed when the dissolution velocity VS varies with 
time during extended corrosion exposures. The reference frame is changed to the top interface 
moving at the surface dissolution velocity. The transformation to the z-coordinate z in the new 
reference frame is according to . In dimensionless form, the top interface 
( ),h r t  evolution in response to the instantaneous dissolution velocities derived from Eqs. (3) and 
(4) becomes 
( )( )21 1SH v H 

= − +   −

                                              (11) 
1
gb
H
v
 =

= −

                                                           (12) 
where
S S gb Vv V R D=  and gb gb gb Vv V R D= . The surface dissolution velocity is assumed to scale 
with the experimental current density i as , where  is determined from SEM 
images. 
gbV  is obtained from Eq. (6) as 
0 1
2
gbH
V
gb S Si
c
v v x d


= +

                                                (13) 
  The time-dependent diffusion equation (3) in dimensionless form converts to  
2V V
V S
c c
c v
 
 
=  +
 
                                                      (14) 
¶z ¶t( )
z
= -V
S
t( )
V
S
t( ) = bi t( )
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The coupled system of vacancy transport and wedge shape evolution, Eqs. (11)-(14), is 
solved as a time-dependent finite-element simulation. The simulation domain is the same as in the 
Fig. 4.6, but with the initial top interface kept horizontal and flat. The simulation domain uses a 
deformed geometry module to solve for the evolution of the dimensionless surface height profile, 
( ),H   . As the initial conditions, the vacancy concentration is taken to be zero, 0Vc =  and the 
surface height ( ),0 0H  = .   
 
4.5  Comparison of Model Predictions with Experimental Results 
Simulations are carried out for both the steady state and time-dependent evolution of 
wedges. The experimentally measured mole fraction of silicon in our X70 steel sample 0.772Six =
established the vacancy concentration at the grain surface. The width of the enhanced diffusivity 
region around GBs is frequently approximated to be 0.5 nm for grains with zero misorientation 
[35–37], but is somewhat larger for higher-angle boundaries. The GB width in our model is chosen 
to be 2 nm, making 1 nmgbR = .  
Fig. 4.7 shows an example of a calculated vacancy concentration distribution for the steady 
diffusion model and a wedge angle 136 = . The figure shows a thin concentration boundary layer 
near the top dissolving surface, with a thickness of approximately 30 nm. The concentration is 
highest at the dissolving top interface, where vacancies are being formed due to the selective 
dissolution of Si atoms. The vacancy concentration rapidly decreases from 1Vc =  at the interface 
to 0Vc =  towards the bulk of the grain. The vacancy flux normal to the grain boundary also 
decreases rapidly from the top interface towards the bulk.  
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Figure 4.7  Simulation results from finite-element steady-state simulation for a wedge angle of  
136 =  .(a) Cross-secitonal view of the simulation domain. (b) Magnified cross-sectional view. 
The color scheme represents the dimensionless vacancy concentration in the domain.  
Fig. 4.8 shows the Péclet number obtained from the simulations, as a function of the wedge 
angles. It can be seen that the Péclet number increases with an increase in the wedge angle. Since 
the Péclet number is proportional to the corrosion rate and hence the current density, the result 
implies that the wedge angle increases with increasing current density.  
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Figure 4.8  Variation of Péclet number for different wedge angles, as predicted by steady-state 
finite-element simulations.  
 
The simulation of the constant wedge angle morphology with 136 =  can be compared 
to the cross-sectional images in Fig. 4.2 (a), corresponding to the 2 hr experiment in Fig. 4.1 (a). 
Based on eight measurements on the cross-sectional image, the wedge angle was found to be 
136 6.4  [22]. The dissolution velocities gbV  and sV are obtained from the SEM cross-sectional 
micrographs of Fig. 4.2 (a). From Fig. 4.8, the Péclet number at this angle is 0.053. Based on the 
definition of the Péclet number, 
gb gb VPe V R D= , the assumed Rgb of 1 nm, and the values of the 
dissolution velocities, the vacancy diffusivity is found to be -182.8×10VD =  m
2/s. The value is 
about an order of magnitude smaller than 5.6 x 10-17 m2/s, the vacancy diffusivity in bcc iron from 
extrapolated high temperature measurements and molecular dynamics (MD) simulations [30]. The 
lower diffusivity is reasonable in view of vacancy interactions with defects and solutes in X70 
steel that were not included in the MD simulation. Therefore, the experimental wedge angles are 
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viewed as consistent with the vacancy diffusion mechanism of IGC propagation. The diffusion 
length scale calculated from the diffusivity value is 20 nmV SD V = , which is consistent with the 
concentration boundary layer thickness of 30 nm observed in the concentration profile plot (Fig. 
4.7). 
Gwinner et al. reported the formation of GB wedges during IGC of non-sensitized AISI 
310L SS in oxidizing environments [11,21]. The corrosion exposures lasted for over 2500 hr where 
a transition period was observed around 1000 h. For exposures longer than the transition period, a 
steady-state was achieved where the wedges had uniform angles and the corrosion rates were 
constant. The observation of constant wedge angles for constant corrosion rates is consistent with 
the assumption of the steady-state model presented here. Non-sensitized 310L SS does not contain 
GB precipitates, and there is no widely-accepted mechanism for IGC [11]. However, silicon and 
phosphorus impurities have been shown to affect the kinetics of IGC in non-sensitized SS [16]. 
The presence of silicon (~ 0.30 wt. %) in AISI 310L steel could account for the preferential attack 
at the GBs by the mechanism proposed in the present study. Constant angle wedges for constant 
corrosion rates were also reported on other silicon-containing SS such as AISI 304L [11,19].  
For simulations with the transient model, the surface dissolution velocity SV  is provided as 
an input in the simulation and is obtained from the current transients in Fig. 4.1, using a value of 
the scaling factor 
102.5 10 −=   m3/A-s. The value is obtained by equating the average SV obtained 
from the current density to that obtained from SEM micrographs. For different current density 
transients, different wedge morphology is obtained from the simulations. Fig. 4.9 shows the 
evolution of simulated wedge profile at various times for the current density transient given in Fig. 
4.1 (c), which corresponds to the 5 hr corrosion experiment. For corrosion times less than or equal 
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to 2 hr, shown in Fig. 4.9 (a) and (b), the wedge profiles evolve to maintain constant wedge angle. 
For this period, the variation in the current density is relatively small, implying that the dissolution 
velocities SV  and gbV  remain relatively unchanged.  For constant velocities, Eqs. (11) and (12) 
simplify to the relationship given by Eq. (7), leading to constant wedge angles. The result 
corroborates the occurrence of constant wedge angles for the small duration experiments and 
validates the usage of a steady state model for simulating the early stages of intergranular 
corrosion. 
 
 
Figure 4.9  GB wedge evolution with time obtained using time-dependent finite-element 
simulations for the 5 hr corrosion experiment. (a), (b) and (c) The color scheme represents the 
dimensionless vacancy concentration in the domain. (d) Multiple wedges shown for time ranging 
between 1 hr and 5 hr.  
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For long corrosion exposures, a varying slope is observed along the dissolving surface. As 
evident from Fig. 4.9 (c) and (d), wedges curve down towards the GB, resulting in steeper slopes 
near the GB and shallower slopes away from the GB. As current density decays with time for long 
duration experiments (Fig. 4.1 (c)), the surface dissolution velocity SV   also decreases. From the 
results displayed in Fig. 4.8, the instantaneous wedge angle varies inversely with the Péclet number 
and the surface dissolution velocity, causing the slopes near the GBs to become progressively 
steeper as the current decays. Thus, wedges for long-duration corrosion experiments have 
sharpened apices. The simulated wedge shape at 5 hr closely resembles the experimentally 
observed wedges for the 5 hr experiment (Fig. 4.2 (c,d)).  
 
 
Figure 4.10  GB wedge apex angles variations over time. Curves (a), (b) and (c) are obtained using 
time-dependent finite-element simulations using current densities shown in Fig. 4.1 (a), (b) and 
(c) respectively. Data points (a), (b) and (c) are the experimental values from Fig. 4.3 for the same 
corrosion experiments. The standard deviations of the experimental wedge apex angles are 
represented as error bars.  
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The modeling prediction of Fig. 4.8 is further validated by the wedge angles shown in Fig. 
4.3 (a) and (b), which correspond respectively to corrosion experiments shown in Fig. 4.1 (a) and 
(b) and Fig. 4.2 (a) and (b). Although both the experiments were performed at the same 
experimental conditions, they display different current transient behavior. The higher current 
density in Fig. 4.1 (a) leads to the formation of wider constant wedge apex angle of 135.9 =   
(Fig. 4.3 (a)), and the lower current densities after an hour in Fig. 4.1 (b) is accompanied by the 
presence of narrower wedge apex angle of 74.2 =  (Fig. 4.3 (b)) . This decrease in the wedge 
with the current density is indeed predicted by finite-element simulations run for the three current 
densities in Fig. 4.1. The curves (a), (b) and (c) in Fig. 4.10 display the variation of the simulated 
wedge apex angles with time for the current densities in Fig. 4.1 (a), (b) and (c), respectively. The 
apex angle decreases over time for all the experiments, consistent with the prediction of decreasing 
angles with decreasing current densities (Fig. 4.8). The simulated wedge apex angle of the 5 hr 
experiment decreases to a value of 19 =   at 5 hrs. This is close to the experimentally observed 
wedge apex angle of 27.1 =  , shown in Fig. 4.10 by the black data point (c). For the 2 hr 
experiments, the simulation predicted wedge apex angle 130 =  for Fig. 4.1 (a) and angle 
64 =  for Fig. 4.1 (b). The experimental apex angle values of 136 =  shown in Fig. 4.10 by 
the green data point (a) for Fig 4.1 (a) experiment, and the angle of 74.2 =  shown as the the red 
data point (b) in Fig. 4.10 for Fig 4.1 (b) experiment, compare favorably to the simulated values. 
The values of wedge apex angles predicted from the simulations (Fig. 4.10) follow the same trend 
as observed experimentally (Fig. 4.3), with the 5 hr experiment displaying the smallest wedge apex 
angles, and the 2 hr experiment in Fig 4.1 (a) displaying the largest wedge apex angles. The close 
agreement between the simulated and the experimentally observed wedge angles for different 
corrosion durations validate the vacancy-assisted model for IGC in X70 steel.  
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SCC mechanism in pipeline steels 
 
For the 5 hr corrosion experiments, small cracks of 2-5 μm  lengths were detected ahead of 
some of the sharpened corrosion wedges, as evident from the micrographs in Fig. 4.4 (a) and (b). 
The cracks form in the absence of any external stress and the formation may be due to mechanical 
stresses (Fig. 4.5) generated by the corrosion product wedge in the GB. The generated stress 
increases in the compressive direction as the wedges become sharp over time. In a separate 
publication, we show that the compressive stress arises from an internal compact corrosion layer 
around the GBs [22]. The corrosion product-induced compressive force can assist GB decohesion 
by providing a tensile wedging stress along the GB ahead of the sharpened corrosion wedges. This 
wedging stress should be enhanced at long corrosion times by the increasingly sharp wedge angle 
[38,39]. The sharp wedges and the high compressive stress can provide the required wedging 
stress, leading to the formation of cracks observed for the 5 hr experiment. On the other hand, the 
absence of cracks for the 2 hr corrosion experiments is consistent with the lower force per width 
(Fig 4.5) and the larger wedge apex angles (Fig 4.3) compared to the 5 hr experiment.  
Crack formation additionally requires an "embrittling agent" in order to explain the 
observed brittle rather than ductile fracture. It is possible that the grain boundaries are embrittled 
by vacancies. In the present model, we have approximated the vacancy concentration as zero at 
the GBs, which represents the extreme case of high diffusivity along the GBs. A precise value of 
vacancy concentration at the GBs can determined by the relative values of GB and bulk 
diffusivities. Vacancies at GBs can directly induce decohesion under external tensile stress or 
tensile wedging stress due to the GB corrosion product wedge. 
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4.6 Conclusion 
The article proposes a novel mechanism for the formation of GB wedges formed during 
intergranular corrosion of X70 steel in 1 M NaHCO3. The model is based on the morphological 
and mechanical experimental results presented in our previous publications. The model 
incorporates a vacancy diffusion-controlled enhancement of corrosion attack at GBs triple 
junctions when compared to the corrosion at bulk steel surface.  
Finite-element analysis of the model successfully predicted the formation of triangular 
wedges around GBs. The analysis provided encouraging consistency between experimental and 
modeling results for the GB wedge angle variations over time during the IGC experiments. FE 
simulations are run as steady-state and time-dependent studies, enabling the identification of the 
process conditions resulting in constant wedge angles vs wedges with varying slopes along the 
surface. The mechanism presented is consistent with the experimental observations of the presence 
of a mechanically-degraded layer adjacent to the GBs and the elevated incorporation of Si atoms 
into the grain boundary corrosion product.  
The model serves as a tool to predict evolution of wedges for long incubation times during 
IGC. The mechanistic model further provides insights into the development of IGC microstructural 
damage leading to cracking and SCC in pipeline steels. The development requires the formation 
of sharp wedges that concentrate external or internally generated stresses, thereby providing 
conditions for crack formation.  
 
 
 
110 
 
 
4.7 References 
[1] R.N. Parkins, W.K. Blanchard Jr., B.S. Delanty, Transgranular Stress Corrosion Cracking 
of High-Pressure Pipelines in Contact with Solutions of Near Neutral pH, Corros. Eng. 50 
(1994) 394–408. 
[2] K. Lian, E.I. Meletís, Environment-Induced Deformation Localization during 
Transgranular Stress Corrosion Cracking, Corros. 52 (1996) 347–355. 
doi:10.5006/1.3292122. 
[3] R.N. Parkins, S. Zhou, The Stress Corrosion Cracking of C-Mn Steel in Carbonate-
Bicarbonate solutions . I : Stress Corrosion Data, Corros. Sci. 39 (1997) 159–173. 
[4] R.N. Parkins, S. Zhou, The Stress Corrosion Cracking of C-Mn Steel in Carbonate-
Bicarbonate solutions . II : Electrochemical and Other Data, Corros. Sci. 39 (1997) 175–
191. 
[5] S. Lozano-Perez, J. Dohr, M. Meisnar, K. Kruska, Learning from a Bottom-Up Approach, 
Metall. Mater. Trans. E. 1 (2014) 194–210. 
[6] F.P. Ford, P.L. Andresen, Development and use of a predictive model of crack propagation 
in 304/316L, A533B/A508 and Inconel 600/182 alloys in 288 Celsius water, in: Third Int. 
Symp. Environ. Degrad. Mater. Nucl. Power Syst. – Water React., 1987: p. 789. 
[7] T. Moss, G.S. Was, Accelerated Stress Corrosion Crack Initiation of Alloys 600 and 690 in 
Hydrogenated Supercritical Water, Metall. Mater. Trans. A. 48 (2017) 1613–1628. 
[8] X.Y. Zhong, S.C. Bali, T. Shoji, Accelerated test for evaluation of intergranular stress 
corrosion cracking initiation characteristics of non-sensitized 316 austenitic stainless steel 
in simulated pressure water reactor environment, Corros. Sci. 115 (2017) 106–117. 
[9] D.A. Jones, Localized Surface Plasticity During Stress Corrosion Cracking, Corros. Sci. 52 
(1996) 356–362. doi:10.5006/1.3292123. 
[10] S.M. Bruemmer, L.A. Charlot, Development of Grain Boundary Chromium Depletion in 
Type 304 and 316 Stainless Steels., Scr. Metall. 20 (1986) 1019–1024. 
[11] B. Gwinner, M. Auroy, F. Balbaud-célérier, P. Fauvet, N. Larabi-gruet, Towards a reliable 
determination of the intergranular corrosion rate of austenitic stainless steel in oxidizing 
media, Eval. Program Plann. 107 (2016) 60–75. doi:10.1016/j.corsci.2016.02.020. 
[12] F. Shi, P.C. Tian, N. Jia, Z.H. Ye, Y. Qi, C.M. Liu, X.W. Li, Improving intergranular 
corrosion resistance in a nickel-free and manganese-bearing high-nitrogen austenitic 
stainless steel through grain boundary character distribution optimization, Corros. Sci. 107 
(2016) 49–59. doi:10.1016/j.corsci.2016.02.019. 
[13] M.L.C. Lim, J.R. Scully, R.G. Kelly, Intergranular Corrosion Penetration in an Al-Mg Alloy 
as a Function of Electrochemical and Metallurgical Conditions, Corros. Sci. 69 (2012) 35–
47. 
 
111 
 
 
[14] D.R. Baer, C.F. Windisch, M.H. Engelhard, M.J. Danielson, R.H. Jones, J.S. Vetrano, D.R. 
Baer, C.F. Windisch, M.H. Engelhard, M.J. Danielson, R.H. Jones, Influence of Mg on the 
corrosion of Al, J. Vac. Sci. Technol. A. 18 (2000) 131–136. doi:10.1116/1.582129. 
[15] R.H. Jones, D.R. Baer, M.J. Danielson, J.S. Vetrano, Role of Mg in the Stress Corrosion 
Cracking of an Al-Mg Alloy, Metall. Mater. Trans. A. 32 (2001) 1699–1711. 
[16] D.E. Vermilyea, D A; Tedmon, C S; Broecker, Effect of Phosphorus and Silicon on the 
Intergranular Corrosion of a Nickel-Base Alloy, NACE. 31 (1974) 222–223. 
[17] O. V Kasparova, Peculiarities of Intergranular Corrosion of Silicon-Containing Austenitic 
Stainless Steels, Prot. Met. 40 (2004) 475–481. 
[18] I. Ioka, J. Suzuki, T. Motoka, K. Kiuchi, Correlation between Intergranular Corrosion and 
Impurities of Extra High Purity Austenitic Stainless Steels, J. Power Energy Syst. 4 (2010) 
105–112. doi:10.1299/jpes.4.105. 
[19] V. Bague, S. Chachoua, Q.T. Tran, P. Fauvet, Determination of the long-term intergranular 
corrosion rate of stainless steel in concentrated nitric acid, J. Nucl. Mater. 392 (2009) 396–
404. doi:10.1016/j.jnucmat.2008.12.100. 
[20] L. Beaunier, M. Froment, C. Vignaud, A kinetical model for the electrochemical grooving 
of grain boundaries, Electrochim. Acta. 25 (1980) 1239–1246. doi:10.1016/0013-
4686(80)87127-1. 
[21] B. Gwinner, J.M. Borgard, E. Dumonteil, A. Zoia, A stereological approach for measuring 
the groove angles of intergranular corrosion, Corros. Sci. 115 (2017) 1–7. 
doi:10.1016/j.corsci.2016.11.005. 
[22] D. Yavas, A. Alshehri, P. Mishra, P. Shrotriya, A.F. Bastawros, K.R. Hebert, Morphology 
and stress evolution during the initial stages of intergranular corrosion of X70 steel, 
Electrochim. Acta. 285 (2018) 336–343. doi:10.1016/j.electacta.2018.07.207. 
[23] D. Yavas, P. Mishra, A. Alshehri, P. Shrotriya, K.R. Hebert, A.F. Bastawros, 
Nanoindentation study of corrosion-induced grain boundary degradation in a pipeline steel, 
Electrochem. Commun. 88 (2018) 88–92. doi:10.1016/j.elecom.2018.02.001. 
[24] R.W. Revie, H.H. Uhlig, Effect of Applied Potential and Surface Dissolution on the Creep 
Behavior of Copper, Acta Metall. 22 (1974) 619–627. 
[25] H.W. Pickering, P.J. Byrne, On Preferential Anodic Dissolution of Alloys in the Low-
Current Region and the Nature of the Critical Potential, J. Eletrochemical Soc. 118 (1971) 
209–215. 
[26] J. Laurent, D. Landolt, Anodic Dissolution of Binary Single Phase Alloys at Subcritical 
Potential, Electrochem. Acta. 36 (1991) 49–58. 
[27] J. Wang, P. Shrotriya, K.S. Kim, Surface residual stress measurement using curvature 
interferometry, Exp. Mech. 46 (2006) 39–46. doi:10.1007/s11340-006-5864-3. 
 
 
112 
 
 
[28] D. Mcnaughtan, M. Worsfold, M.J. Robinson, Corrosion Product Force Measurements in 
the Study of Exfoliation and Stress Corrosion Cracking in High Strength Aluminium Alloys, 
Corros. 45 (2003) 2377–2389. doi:10.1016/S0010-938X(03)00050-7. 
[29] A. Suzuki, Y. Mishin, Atomic mechanisms of grain boundary diffusion: Low versus high 
temperatures, J. Mater. Sci. 40 (2005) 3155–3161. doi:10.1007/s10853-005-2678-0. 
[30] M.I. Mendelev, Y. Mishin, Molecular Dynamics Study of Self-Diffusion in Bcc Fe, Phys. 
Rev. B. 80 (2009) 144111-1-144111–9. doi:10.1103/PhysRevB.80.144111. 
[31] R.E. Mistler, R.L. Coble, Grain-boundary diffusion and boundary widths in metals and 
ceramics, J. Appl. Phys. 45 (1974) 1507–1509. 
[32] H.W. Pickering, C. Wagner, Electrolytic Dissolution of Binary Alloys Containing a Noble 
Metal, J. Electrochem. Soc. 114 (1967) 698. doi:10.1149/1.2426709. 
[33] J.R. Fernandez, A.M. Monti, R.C. Pasianot, Grain-boundary diffusion by vacancy 
mechanism in alpha-Ti and alpha-Zr, Metall. Mater. Trans. a-Physical Metall. Mater. Sci. 
33 (2002) 791–796. doi:10.1007/s11661-002-0146-x. 
[34] K.N. Tu, Recent advances on electromigration in very-large-scale-integration of 
interconnects, J. Appl. Phys. 94 (2003) 5451–5473. doi:10.1063/1.1611263. 
[35] C. Herzig, Y. Mishin, Grain Boundary Diffusion in Metals. In: Heitjans P., Kärger J. (eds) 
Diffusion in Condensed Matter, Springer, Berlin, Heidelberg, 2005. doi:10.1007/3-540-
30970-5. 
[36] R.M. German, Thermodynamic and Kinetic Treatments, in: Sinter. from Empir. Obs. to Sci. 
Princ., 2014: pp. 183–226. doi:10.1016/B978-0-12-401682-8.00007-0. 
[37] J.C. Fisher, Calculation of Diffusion Penetration Curves for Surface and Grain Boundary 
Diffusion, J. Appl. Phys. 22 (1951) 74. 
[38] P.R. Guduru, E. Chason, L.B. Freund, Mechanics of compressive stress evolution during 
thin film growth, J. Mech. Phys. Solids. 51 (2003) 2127–2148. 
doi:10.1016/j.jmps.2003.09.013. 
[39] E. Chason, P.R. Guduru, Tutorial : Understanding Residual Stress in Polycrystalline Thin 
Films Through Real-Time Measurements and Physical Models, J. Appl. Phys. 119 (2016) 
191101-1-191101–20. 
 
 
 
 
113 
 
 
CHAPTER 5 
MODELING ELECTROCHEMICAL IMPEDANCE SPECTROSCOPY OF 
INTERGRANULAR CORROSION OF PIPELINE STEEL 
 
5.1  Introduction 
 
Pipeline steels undergo two recognized forms of stress corrosion cracking (SCC), 
intergranular and transgranular [1,2]. Intergranular SCC occurs in carbonate-bicarbonate 
containing high-pH (pH 8 to 10.5) solutions [1,2]. Both high-pH intergranular corrosion (IGC) and 
SCC occur in the narrow range of potentials corresponding to the active-passive transition [3–5]. 
The mechanism for high-pH SCC is not fully understood and proposed mechanisms include film 
rupture and dissolution mechanisms, localized surface plasticity and crack tip embrittlement due 
to vacancy generation and dissolved hydrogen [6–9]. The present study focuses on the 
electrochemistry of intergranular corrosion, in an attempt to explain the observed strong 
correspondence between the potential dependence and kinetics of IGC and high-pH SCC. In 
chapter 4, we reported the formation of cracks of 2-5 μm  lengths after the growth of corrosion 
product layer for long duration IGC experiments of 5 hr. The long corrosion exposure exhibits low 
current densities and increasing corrosion product induced compressive stress. Here we address 
the effects of the corrosion product layer on electrochemistry and the stress generation.   
The electrochemistry of corrosion of iron in bicarbonate and carbonate solutions in the 
active-passive potential range has been extensively studied [5,10]. The reactions in the active-
passive transition potential range are the dissolution of iron and the passivation by the formation 
of an oxide film. In the active-passive potential region, iron oxidizes to a Fe (II) species [11,12]. 
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The process is catalyzed by the presence of carbonate/bicarbonate ions, leading to the formation 
of ferrous carbonate [5,12–14]. The current density near the passive potential is not affected by 
carbonate/bicarbonate concentration or solution convection speeds, indicating that the passivation 
reaction is not controlled by the solution species [12]. Passivation is due to the formation of Fe 
(III) oxide, hydroxide or oxide-hydroxide film on the metal surface [10,12,15].  
Electrochemical impedance spectroscopy (EIS) has been widely used as a non-destructive 
technique to characterize corrosion and SCC in metals and alloys [5,16–18]. Armstrong proposed 
a model incorporating a dynamic coverage of oxygen species to obtain impedance in the active-
passive transition region [15]. The dissolution current decreases with potential above the active 
dissolution peak due to an increase in surface coverage of the oxide. Epelboin et al. proposed a 
similar  potential-dependent coverage mechanism for an adsorbed intermediate species in the 
transition region [19]. The model further explored the effect of a diffusion-limited transport of an 
acceptor species, where the metal dissolution reaction is catalyzed by the acceptor species. The 
acceptor diffusion-limited mechanism has also been proposed to determine impedance responses 
in other electrochemical systems, such as during metal electropolishing [20]. The impedance 
response of the diffusion process is manifested as a low frequency feature in the impedance plots. 
The acceptor diffusion resistance controls the kinetics of the metal dissolution process. For the 
high-pH corrosion in the transition region, the iron dissolution reaction is found to be controlled 
by the diffusion of carbonate/bicarbonate ions, evidenced by the dependence of the current density 
in the active region on the solution convective speeds [10,12,21]. 
In the present study, IGC of X70 pipeline steel in high-pH bicarbonate solution was 
investigated using EIS. EIS at constant applied potential was conducted at different corrosion 
exposure durations, to determine the variations in kinetic and diffusional processes at different 
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stages of the corrosion current density transients. A model is developed based on anion "acceptor" 
diffusion-limited anodic dissolution of iron, coupled with surface blocking by passivating oxide. 
The diffusion resistance is shown to arise from the porous precipitated layer reported in our 
previous publication [22]. The impedance spectra were fit by the analytical model. It is shown that 
suppression of anion diffusion by the porous surface film leads to intensification of compressive 
stress generation due to oxide formation in grain boundaries, a possible driving force for initiation 
of intergranular cracks.  
 
5.2  Experimental 
 
Experiments were conducted on high strength low-alloy pipeline steel samples (API X70). 
The sample pretreatment included grinding the surface with 400 and 600 grit grinding papers, 
followed by cleaning with acetone and nanopore water (resistivity 18 M𝛺-cm). The experiments 
were performed in a three-electrode setup using Gamry Reference 3000 Potentiostat, with steel 
sample as the working electrode, platinum wire as the counter electrode and Ag/AgCl reference 
electrode. All potentials mentioned in the paper are with respect to this reference electrode 
potential. The corrosion test solution was naturally aerated 1 M NaHCO3 (pH 8.2-8.4) at room 
temperature (25°), and was prepared with analytical grade reagents and nano-pure water. Prior to 
the corrosion experiments, sample surfaces were cathodically polarized at -1.0 V for 5 min to 
remove oxide present on the sample surface. Following cathodic polarization, linear sweep 
experiments or constant potential exposures at -0.521 V vs Ag/AgCl were performed. 
The collection of electrochemical impedance spectra of the corroded samples was initiated 
immediately at the end of the constant potential experiments, where the corrosion exposure time 
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was varied from 5 min to 150 min. A 10 mV RMS voltage perturbation amplitude was 
superimposed over the potential of -0.521 V used for the corrosion experiments, for a frequency 
range of 0.1 Hz to 100kHz. The acquisition time for the entire impedance spectra ranges between 
250s and 280s. Kramers-Kronig tests were performed on the impedance spectra using Gamry 
Echem Analyst software to determine the system’s stability.  
In-situ stress measurements were carried using the phase shifting curvature interferometry 
method [23]. The non-corroding surface of the steel sample was polished to a 0.05 𝜇m particle 
finish using a diamond particle suspension, to function as a reflective surface for interferometry. 
Changes in the sample curvature d  were measured during the corrosion experiments. Curvature 
changes can be related to force per width changes using the Stoney’s thin film equation  
( )
2
6 1
S S
w
S
Y h
dF d

=
−
                                                        (1) 
where wdF  is the in-plane force per unit width in the film, SY , Sh  and S  are the Young’s 
modulus, the thickness and the Poisson’s ratio of the substrate respectively. The force per width 
wF  is defined as the integrated biaxial in-plane stress through the sample thickness, relative to 
the sample at its initial state, 
 
0
w xxF dz

=                                                               (2) 
where the coordinate directions x  and z  are parallel and perpendicular to the sample surface.  
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5.3  Theoretical Model 
 
The impedance model incorporates anodic dissolution of iron and passivation due to 
formation of oxide species at the metal surface. The dissolution process involves the formation of 
a soluble Fe(II) species, where the reaction is catalyzed by carbonate or bicarbonate ions present 
in the solution [5,13,14,21].  
Fe+ A- z ® FeA2-z + 2e-                                          (3) 
where A-z is either HCO3
- or CO3
-2. FeA2-z  then reacts to form iron carbonate species in the 
precipitated corrosion product layer observed during corrosion (Fig. 5.2). Analysis of impedance 
spectra will consider both carbonate or bicarbonate as complexing anions. Eq. (3) involves 
diffusion of bicarbonate or carbonate ions within the precipitated layer from the solution towards 
the electrode surface. A passive layer is also being generated on the steel surface, that acts as a 
physical barrier for the transfer of ions between the electrode and the electrolyte [24]. The passive 
layer consists of Fe(III) oxide, hydroxide or oxide-hydroxide species such as FeO(OH), and is 
independent of the carbonate/bicarbonate ion concentration [11,12,21]. An example of such as 
passivating process is 
( ) 23 3Fe OH FeO OH H O e
− −+ → + +                                            (4) 
The surface coverage of the passivating species (e. g. FeO OH( )) is denoted by  . The 
rates of Eqs. (3) and (4) are proportional to fraction of the free sites available ( )1 − for the 
reactions. The reaction rates for Eqs. (3) and (4) denoted by 1r  and 2r , respectively,   
( ) ( ) 11 11 0,
b V
Ar k C t e= −                                                      (5)  
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( ) 22 21
b Vr k e= −                                                            (6) 
where ( ),AC x t  is the carbonate ion concentration, 1k , 2k , 1b  and 2b  are kinetic parameters for the 
charge transfer reactions and V is the potential relative to a reference electrode. It is assumed that 
the passivating species ( )FeO OH  dissolves chemically at a rate 3r , given by 
3 3r k =                                                                  (7) 
where 3k is the kinetic parameter for the reaction. The dynamic surface coverage   of the 
passivating species is determined by performing a transient mole balance between the formation 
reaction Eq. (6) and the removal reaction Eq. (7), 
2 3S
d
N r r
dt

= −                                                           (8) 
where SN  is the surface molar density of the passivating species at full coverage.   
Since anions are being consumed at the electrode surface in the dissolution reaction Eq. 
(3), a concentration gradient is set up near the electrode surface within a diffusion layer of 
thickness  . Depending on the experimental conditions, the diffusion resistance could be 
localized in the external solution or within the precipitated corrosion product. Mass transfer of 
anions within the diffusion layer is governed by the diffusion equation 
2
2
A A
A
C C
D
t x
 
=
 
                                                         (9) 
where AD  is the diffusivity of the anions. At the electrode surface, since anions are consumed in 
the anodic dissolution reaction, the ionic flux at the electrode surface is given as  
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                                                           (10) 
The concentration of anions at the edge of the boundary layer  is equal to the bulk  
concentration . The total current density i  is the sum of the dissolution, passivation and 
capacitive charging current densities,    
( ) 1 22 3di C dV dt Fr Fr= + +                                                      (11) 
where dC is the double-layer capacitance.  
The system of equations (3) – (11) is solved to obtain an analytical expression for the 
impedance response. The model is first solved at steady state. The steady-state reaction rates are 
( ) ( ) 11 11 0 b VAr k C e= − and ( ) 22 21 b Vr k e= −  respectively, where the steady state coverage of 
( )FeO OH is given as ( )2
1
3 21
b V
e k k
−
−= + . Overbars denote variables at the steady state. The 
anion concentration at the surface is  
   ( )
( )1 1
0
1 1
Ab
A b V
A
C
C
e k D 
=
+ −
                                      (12) 
The total current density is 
1 2i i i= + , where 1 12i Fr= and 2 23i Fr= . When the surface 
concentration of anions approaches zero, the current 1i  reaches a limiting value given as 
1 2L A Abi FD C = .  From a steady-state balance on the passivating species, the value of 2i  can be 
obtained as 
2 33i Fk = . The passive current density pi  is obtained when the passivating species 
completely covers the metal surface, i.e. for 1 = . Thus, in terms of the passive current, the value 
D
A
¶C
A
¶x
x=0
= r
1
C
A
d ,t( )
C
Ab
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of 
2 pi i = . In the active-passive region, the value of 1i  is much higher value than the passive 
current 
pi  and hence is much higher than 2i  [4,5]. 
The fluctuating applied potential during impedance measurement is of the form 
( ) ˆ e j tV V V  = + , where Vˆ  and 𝜔 are voltage fluctuation amplitude and the angular frequency, 
and j is the square root of -1. The model equations are linearized around the steady state where the 
deviations from steady state are represented as periodic fluctuations such as ˆ e
j t
A AC C
 = . By 
linearization of Eq. (8), the fluctuation amplitude for surface coverage can be related to the 
potential fluctuation amplitude as 
qˆ =
b
2
q 1-q( )
1+ jwt
1
Vˆ                                                         (13) 
where ( )1 21SN r  = −  is the characteristic time constant corresponding to the transient 
variation in the passivating species surface coverage. Linearizing and solving the diffusion 
equation, the anion concentration amplitude is derived as 
( )
( )
( )
( ) ( )
( )1
ˆ ˆ0
0
ˆ ˆ1 1 1
D A DA
A
D D
f C fC
b C
f fV V
    
    
 
= − +   + − + 
                         (14) 
 
 
The parameter  is a Damköhler number defined by 
 
( ) 12 1 b V
A
k e
D
 

−
=  (15) 
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which determines the relative concentration gradient across the diffusion layer, 
( )( ) ( ) ( )1 1 10 0Ab A A LC C C i i i = − = −  . The function fD() is the finite-layer diffusion 
impedance defined by  ( ) ( )tanhD D Df j j  = where 2D AD =  is the characteristic 
time constant for diffusion [25]. The interface admittance 1 SZ  obtained by solving the linearized 
equations is 
( )
( )
( )
( )
1 12 2 1
1 1 2 2
1 1
1
1 1 1 1
D D
d
S D D
f b i fb i b i
b i b i j C
Z j j f f
    

     
= + + − + −
+ + + +
             (16) 
The cell impedance is S SZ R Z= + , where RS  is the series resistance due to the cell solution and 
porous corrosion product. A characteristic time constant for the charge transfer step can be defined 
by C f dR C = , where the Faradaic resistance is given by ( )
1
1 1 2 2fR b i b i
−
= + . It was found that Eq. 
(16) cannot be represented by an equivalent circuit; therefore, it was not possible to fit 
experimental impedance spectra with standard software. Instead, fitting the analytical impedance 
expression was accomplished manually.  
The value of the Damköhler number controls the diffusion resistance to anion transport, 
where a high value of   implies higher diffusion resistance and vice-versa. In the limit of rapid 
mass transport ( )0 →  the interface admittance becomes 
2
1 1 2 2
1
1
1
d
S
b i
b i b i j C
Z j



= + + −
+
                                          (17) 
At very low frequencies the interface admittance in Eq. (17) approaches 
01 Z  given as 
( ) ( )1 2 1 2 2
0
1
1b b i b i
Z
 = − + −                                             (18) 
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Since 
1i  is much larger than 2i , the first term in the above equation dominates the interface 
admittance. For high values of   near the passivation potential, the interface admittance provides 
a negative contribution to the real impedance if 
2 1b b . In fact, negative real impedances have 
been observed in the active-passive transition region for iron in carbonate-bicarbonate solutions in 
the low frequency limits [5,13]. In the limit of slow mass transport ( ) →  , the interface 
admittance is  
2 2
2 2
1
1
1
d
S
b i
b i j C
Z j



= + −
+
                                          (19) 
At very low frequencies Eq. (19) approaches 
( )2 2
0
1
1b i
Z
= −                                                    (20) 
For this case, the anion catalyzed dissolution reaction (Eq. (3)) is suppressed because of slow anion 
diffusion. The interface admittance is entirely determined by the oxide formation reaction (Eq. 
(4)). Since 
2i  is on the order of the passive current density pi , the low value of 2i  should lead to 
large impedance 
0Z , particularly for high values of  . Therefore, the low frequency impedance 
should increase substantially with increasing diffusion resistance. 
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5.4  Results and Discussion 
 
Experimental results 
 
 
Figure 5.1  Electrochemical corrosion response of X70 steel in 1M NaHCO3 solution. (a) Current 
density response for linearly swept potential. The continuous curve and the dashed curve 
respectively represent the experimental and the fitted values. (b) Current transients at a constant 
potential of -0.521 V for 5 min and 2.5 h corrosion exposure experiments.  
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Fig. 5.1 (a) presents the variation of current with potential scanned linearly from -0.8 V to 
-0.2 V. The susceptibility potential range for SCC/IGC extends from the active dissolution peak at 
-0.6 V to the passivation potential at -0.4 V. Fig. 5.1 (b) shows the current transient responses for 
short and long duration corrosion exposure experiments performed in the active-passive transition 
region at the potential of -0.521 V [22]. The current decays to a minimum within 3 minutes, and 
subsequently increases until it reaches a maximum around 10-20 minutes. The current density 
increase is due to spreading of IGC attack to an increasing number of GBs on the surface [22]. 
Following the maximum, the current gradually decays and reaches extremely low values for 2-3 
hours of exposure. For the 2.5 hr corrosion experiment, the solution pH increases to 8.4 8.5−  from 
an initial pH of 8.1. 
 
 
Figure 5.2  SEM cross-sectional micrograph of X70 sample after 2 h corrosion at -0.521 V 
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Figure 5.3  Impedance spectra in Bode plots for the corrosion of X70 steel for different time 
durations in 1M NaHCO3 solution. (a) Negative phase angle plots. (b) Impedance magnitude plots.  
The continuous curves represent the experimental spectra and the dashed curves are obtained by 
fitting the experimental spectra using analytical modeling. 
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Figure 5.2 shows SEM micrograph of X70 after a 2 hr constant potential corrosion 
experiment. The micrograph shows the formation of a uniform corrosion product layer of thickness 
2.5 μm . The corrosion product is an iron hydroxy-carbonate layer, containing Fe, O and C [22]. 
A significant incorporation of Na is also found in the product layer, which indicates that the 
product layer is formed by precipitation. Furthermore, nanoindentation measurements reveal a low 
elastic modulus of 28 GPa of the product layer compared to a dense iron oxide elastic modulus of 
200 GPa [22,26]. The reduced modulus relative to a dense iron oxide implies product layer 
porosity, which is consistent with a precipitated product layer.  
Fig. 5.3 (a) and (b) present the Bode phase and modulus plots respectively, for different 
corrosion exposure durations, and Fig. 5.4 shows the corresponding Nyquist complex plane plots. 
The experimental impedance spectra are represented by the continuous curves in the figures. 
Impedance spectra in all cases are obtained at a base potential of -0.521 V and the times denoted 
in the figure are the durations of the constant potential corrosion exposures preceding collection 
of EIS. From the Kramer-Kronig tests performed on the impedance spectra, the residual error 
remains below 4%  over the frequency range of 0.1 to 
610   Hz. Frequencies below 0.1 Hz are 
associated with higher residual errors due to non-stationary base currents, and hence were not 
included for model fitting.  
The phase angle plots (Fig. 5.3 (a)) exhibit frequency-dependent features indicative of 
different physical processes. The short-time corrosion exposures of 5 min and 10 min are 
dominated by phase angle peaks at frequencies between 30 Hz and 40 Hz. The Nyquist plots in 
Fig. 5.4 for the short duration experiments include a high frequency flattened semicircular loops 
corresponding to the high frequency peaks observed in the Fig. 5.3 (a). For all the experiments in 
Fig. 5.3 (a), it can be observed that at the lower frequency range of 0.1 Hz, the negative phase 
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angle curves rise upward, indicating the presence of an additional low-frequency peak below 0.1 
Hz. This is confirmed by Fig. 5.5, which shows the phase angle plots for the 5- and 10-min 
corrosion exposures, where lower frequencies up to 0.04 Hz were included. Thus, an additional 
impedance peak is assumed in the low frequency region, which is cut off in the impedance spectra 
above 0.1 Hz in Fig. 5.3 and Fig. 5.4. 
 
 
Figure 5.4  Nyquist plots for X70 steel following constant current potential experiments at -0.521 
V, stopped at different time durations. The continuous and the dashed curves represent the 
experimental and the fitted impedance spectra, respectively.  
 
The Bode phase angle plots for longer corrosion exposures of 30-, 45- and 60-min include 
an additional third impedance feature between 0.1 to 1 Hz. However, this third peak is absent in 
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solution and the porous corrosion product resistance 
SR , is manifested as the real intercept in the 
Nyquist plots at high frequency. The impedance modulus plots in Fig. 5.3 (b) show significant 
increases in the impedance modulus at low frequencies for the long duration experiments with 
45 mint  . The evolution of the impedance spectra with increasing exposure time or corrosion 
product thickness is qualitatively consistent with model behavior for increasing mass transport 
resistance as indicated by the Damköhler number , as the low frequency impedance modulus is 
much greater at large   (long times) than at small  (short times).  
 
 
Figure 5.5  Negative phase angle plots for the 5- and 10-min constant potential corrosion 
experiments extended to include frequencies up to 0.4 Hz.  
 
 
0.00
5.00
10.00
15.00
20.00
25.00
2E-02 2E-01 2E+00 2E+01 2E+02 2E+03 2E+04 2E+05
N
eg
at
iv
e 
P
h
as
e 
A
n
gl
e 
/ 
D
eg
re
es
Frequency / Hz
10 min
5 min
129 
 
 
 
 
Figure 5.6  Stress measurements during a 5 hr constant potential experiment at -0.521 V in 1 M 
NaHCO3 solution (a) Force per width evolution. (b) Force per width per charge density. 
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Fig. 5.6 (a) shows the force per width transient during a constant potential experiment and 
the corresponding current density transient for a 5 hr corrosion experiment. Compressive stress is 
generated during the process, which increases in magnitude with time. The force per width 
increases rapidly in the compressive direction rapidly up to 15 min, and then steadily increases at 
a lower rate. In a separate publication, we show that the generation of compressive stress is due to 
the formation of corrosion product on the grain boundaries [22]. Fig. 5.6 (b) shows the derivative 
ot force per width with respect to charge density 
wdF dq  for the same experiment. The plot shows 
that the quantity 
wdF dq  remains constant for most of the experiment, indicating a proportional 
increase in the force per width with the charge passed. Around 170 min, 
wdF dq  starts increasing 
in the negative direction, with large negative shifts in 
wdF dq  starting at ~270 min. Apparently 
there are disproportionate increases in the force per width with charge density passed at long 
durations. As discussed below, the increased magnitude of 
wdF dq  can be explained by the 
suppression of the dissolution reaction Eq. (3) consistent with the large diffusion impedance. 
 
Model Fitting 
 
The bulk concentration of bicarbonate and carbonate ions are respectively 
3
-3
,
1000 mol m
HCO b
C − =  and 2
3
-3
,
5.9 mol m
CO b
C − = , where the carbonate ion concentration is 
obtained by using an equilibrium constant 114.69 10aK
−=   for the dissociation of the bicarbonate 
ions into carbonate ions [27]. The model kinetic parameters were obtained from fitting the linear 
sweep potential experiment in Fig. 5.1 (a), where the fitted curve is represented by the dashed line. 
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The fit consistently predicts the experimental potential range in the active-passive region, but the 
predicted current densities are higher compared to the experimental values. The current densities 
are found to vary between linear sweep potential experiments, which could account for the higher 
predicted current densities. The estimated parameter values are b1 = 23.4 V
-1, b2 = 31.2 V
-1, k2 = 
32.6 mol/m2-s, and k3 = 6.9 x 10
-8 mol/m2-s. The value of the parameter k1 depends on the 
complexing anions and is found to be k1 = 1.1 x 10
-1 m/s for bicarbonate ions and k1 = 19.37 m/s 
for carbonate ions. 
 
Table 5.1 Electrochemical parameters obtained from fitting the impedance spectra for different 
corrosion exposure durations at the potential of -0.521 V in 1M NaHCO3 solution.  
Corrosion 
Time (min)  
   CPE Parameters Diffusion Parameters 
R
S
 (𝛺-
cm2) 
𝜃 𝜏1 (sec) 𝛼 
Q (10-5 F cm-2 
s𝛼-1) 
𝜙 𝜏D (sec) 
5 85 0.977 10 0.75 220 0  
10 62 0.977 10 0.7 230 0.08  
30 113 0.977 10 0.71 190 0.6 1 
45 62.6 0.977 10 0.68 220 2.1 1.2 
60 58 0.982 7.5 0.65 180 7 2.5 
90 91 0.994 2.5 0.76 150 50  
150 101.4 0.994 2.5 0.76 170 50  
 
The current density in the active-passive transition region is determined by the rates of the 
anodic dissolution and passivation reactions. Since the potential coefficient of the passivation 
reaction (Eqs. (4)) is larger than that of the dissolution reaction, the passivated surface area fraction 
 increases with potential, causing the net current density to decrease in the transition region. At 
the applied potential of -0.521 V, the passive layer coverage was obtained to be 0.977 = . The 
q
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values of 
SR  for the experiments were obtained from the high frequency real intercept on the 
Nyquist plots (Fig. 5.4). 
To guide fitting of the EIS data, values of the time-constants 
1  and C  were estimated. For 
a typical value of the double layer capacitance -250 μF cmdC =  and the value of 
2160.3 Ω-cmfR =  obtained from the fit kinetic parameters, the characteristic charge transfer time-
constant is estimated to be -38×10  sC = , and the corresponding frequency 20 HzCf =  [28,29]. 
Therefore, the high frequency impedance peaks in the phase angle plots were assigned to the 
resistance-capacitance relaxation. From the values of 0.977 =  and -8
2
-2 -1 6.75  10 mol m s r =  
and using for NS a value of 2 x 10
-5 mol/m2 (surface density of atoms on bcc Fe), the characteristic 
time-constant 
1 5.6 s =  and the corresponding frequency 1 0.03 Hzf =  [30]. The estimate 
suggests that the low frequency features present around 0.1 Hz correspond to the impedance due 
to the transient variation in the passivating species surface coverage.  
The phase angle peaks between 0.2 and 1 Hz for 30-, 45- and 60-min experiments were 
attributed to the diffusion of anions. The absence of diffusion impedance peaks in the phase angle 
for the very long time (90- and 150-min) and short duration (5- and 10-min) experiments is 
consistent with the absence of diffusion relaxations in the limiting impedance at respectively large 
and small diffusion resistance parameter  in Eq  (17) and (19). The short-time experiments have 
low resistance to anion diffusion because the corrosion product layer has not yet reached full 
coverage, while the large diffusion resistance in the long time experiments is associated with the 
thick product layer.  
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The model fits to EIS guided by these assigned peak frequencies are represented by the 
dashed curves in the negative phase angle and the impedance magnitude plots (Fig. 5.3) and 
Nyquist plots (Fig. 5.4). The fitting parameters in Eq. (16) for different corrosion exposure 
durations are summarized in Table 5.1. The double layer impedance response observed in the 
Nyquist plots are flattened semicircular arches. The presence of a flattened semicircle instead of a 
perfect semicircle suggests a non-ideal double layer capacitance [25]. For fitting the spectra, the 
double layer capacitance was replaced by a constant phase element (CPE) to account for the non-
ideality. Impedance of CPE is given in terms of parameters a  and Q  as ( )1CPEZ Q j

= . For an 
ideal capacitor, a  is unity, and lower values correspond to non-idealities such as surface 
roughness or inhomogeneous films. For all the experiments,   ranges from 0.65  to 0.76  and Q  
ranges from -2 1150 μF cm  s −  to -2 1230  μF cm  s − . The frequency associated with the double 
layer capacitance is found to decrease with the corrosion exposure time, from ~ 40 Hz to ~1.5 Hz. 
The behavior can be explained by the suppression of the dissolution reaction (Eq. (3)) at long 
durations due to the increase in the diffusion resistance to anion transport, causing the total 
interface resistance to increase. Higher resistance leads to a larger time-constant and a lower 
frequency for the long duration experiments.  
The impedance peak below 0.1 Hz is fitted with the impedance response due to the transient 
variation in the passivating species surface coverage, in accordance with the estimated frequency 
value of 1 0.03 Hzf = . The value of the time-constant ( )1 21SN r  = −  depends on the potential 
and, ideally, should remain constant during the constant potential corrosion experiments. The fit 
value of 1 10 =  remains constant up to the 45 min experiment, but decreases to lower values for 
the longer duration experiments as shown in Table 5.1. The decrease in the value of 
1  is required 
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to properly fit the low frequency behavior of the long time experiments. The increase in the 
solution pH over time can lead to an enhancement in passivation reaction (Eq. (4)), leading to a 
higher surface coverage  at longer corrosion durations. A small increase in the value of  from 
0.977  to 0.994 can explain the decrease in the fit 1  from 10  to 2.5 s. 
For the corrosion experiments of 30 min, 45 min and 60 min, the peaks in the range of 0.2 
to 1 Hz are attributed to anion diffusion. The diffusion impedance is characterized by the 
parameters   and 
D , which are same for both bicarbonate and carbonate ions (Table 5.1). Based 
on the impedance parameters, the diffusion layer thickness   and diffusivity AD  were calculated 
individually for bicarbonate and carbonate ions, as shown in Table 5.2. The diffusion layer 
thickness obtained for the case of bicarbonate ion as the complexing species is found to be on the 
order of nanometers, while for carbonate ions the thickness is on the order of microns. The 
thickness of the corrosion product layer of 2.5 μm for a 2 hr corrosion experiment is consistent 
with the thickness obtained for carbonate ions [22]. The match between the corrosion product 
thickness and the diffusion layer thickness implies that diffusion resistance comes from the 
corrosion product layer. Further, the diffusivity values calculated for the bicarbonate ions are 7 to 
9 orders of magnitude lower than the order of magnitude of aqueous diffusivities -9 2 -110  m  sAD  
[31,32]. On the other hand, the carbonate ion diffusivity values are 2 to 4 orders of magnitude 
lower than aqueous diffusivities. The porosity of the corrosion product layer can be estimated as 
the ratio of the diffusivity to the diffusivity in aqueous pores, suggesting a physically reasonable 
porosity range of 10-4  to 10-2 for carbonate [33], but extremely small non-physical porosities for 
bicarbonate. The consistency between the experimental and the calculated values of the diffusion 
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parameters demonstrates that carbonate ions are more likely to be the complexing anions in Eq. 
(3) than bicarbonate ions. Thus, carbonate is taken to be the complexing anion.  
 
Table 5.2  Diffusion layer thickness and anion diffusivity calculated from the impedance 
diffusional parameters for bicarbonate and carbonate ions as the complexing anionic species.  
Corrosion 
Time (min)  
Bicarbonate ion Carbonate ion 
𝛿 (nm) 
DA 
(10-18 m2/s) 
𝛿 (𝜇m) 
DA 
(10-13 m2/s) 
30 22.8 520.7 3.87 149.4 
45 7.8 51 1.33 14.6 
60 4.9 9.6 0.82 2.7 
 
The carbonate ion diffusivity decreases by 2 orders of magnitude from the 30 min 
experiment to the 60 min experiment (Table 5.1). Over the same range of exposure time, the 
diffusion layer thickness   decreases from 3.87 μm  to 0.82 m. The decrease in the diffusion 
layer thickness and the diffusivity over time indicates that the diffusion layer becomes smaller 
while the porosity of the thinning layer decreases. The results imply that the product layer consists 
of an inner layer that densifies over time, and the significant diffusion resistance comes from the 
inner dense part. The presence of this inner dense corrosion product layer during corrosion was 
also revealed by nanoidentation experiments [20], [21]. 
The absence of the impedance peak in the short experiments of 5- and 10-min (Fig. 5.3 (a)) 
is consistent with the prediction of Eq. (18) for nearly zero values of   in the experiments, i.e. for 
low diffusional resistance. For this case, the admittance and the current density is entirely 
determined by 1i , hence the current density is high for short corrosion exposures (Fig 5.1 (b)). For 
the long duration experiments of 1.5 hr and 2.5 hr, the absence of the diffusional relaxation is 
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predicted by the Eq. (19) for high values of  , i.e. for large diffusion resistance. In this limit, since 
anion diffusion is suppressed the impedance is determined entirely by the oxide formation reaction, 
and is very large because of the low rate constant of this reaction.In the intermediate times between 
10 min and 90 min, the current density is determined by both 1i  and 2i . The dissolution reaction 
is progressively suppressed with the increase in  at larger corrosion product layer thickness, 
leading to decay in current density over time as shown in Fig. 5.1 (b).  
The stress during the corrosion experiment (Fig. 5.6) is generated by the strain associated 
with the volume change associated with the conversion of metal to oxide [22,34]. In an earlier 
publication, we showed that the elastic stress generated during the process is 
 
dF
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dq
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6F 1-n
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æ
èç
ö
ø÷
                                                     (20) 
where, 
p  is the molar volume of the corrosion product,   is the Pilling-Bedworth ratio, i. e. the 
ratio of the corrosion product to metal volume, and fm is the fraction of oxidized Fe atoms that 
dissolve from the interface into the precipitated layer (Eq. 3), rather than forming oxide at the 
metal interface (Eq. 4). Our impedance results show that the decay in the current density at long 
durations is caused by the suppresion in the dissolution reaction (Eq. (3)) due to high diffusional 
resistance to the carbonate ion transport. As the current decays, fm decreases with time to values 
near zero and Eq. (20) indicates that 
wdF dq  should increase in the compressive direction, as the 
experiment in Fig. 5.6 clearly demonstrates. The rapidly increasing compressive stress in a grain 
boundary would intensify the tensile wedging stress in the GB ahead of the corrosion product 
penetration, thereby contributing to the stress driving force for crack initiation.  
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5.5  Conclusion 
Electrochemical impedance analysis was performed to investigate high-pH intergranular 
corrosion of X70 pipeline steel. EIS was performed at different stages during corrosion 
experiments. Impedance spectra was analyzed using an analytical model based on anodic 
dissolution of iron and the surface coverage of a passivating species. Model provided analytical 
expression for the impedance of the process, which was used for fitting the impedance spectra.  
EIS analysis revealed impedance high frequency peaks for resistance-capacitance 
relaxations for all the experiments. Impedance response due to transient variation in the passivating 
species surface coverage was revealed at low frequency below 0.1 Hz. Additional low frequency 
peaks between 0.2 to 1 Hz were found for the diffusion resistance of carbonate ions through a 
porous corrosion product. The kinetics of iron dissolution reaction, which catalyzed by carbonate 
ions, depends on the diffusion resistance to the transport of the anion. The diffusion resistance 
increases over time, increasing the suppression of the dissolution reaction, which predicts the 
experimentally observed current density decays with time during the corrosion experiments. The 
model further predicts the effect of the corrosion product layer on the compressive stress generated 
during the process. The model provides explanation for the rapid compressive shift in the stress at 
long times, that leads to the formation of small cracks. 
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CHAPTER 6  
SUMMARY AND CONCLUSIONS  
In the first part, viscous flow of oxide is considered as a mechanism for self-ordering of 
pores in anodic alumina films. In Chapter 2, the driving force for oxide flow is taken to be 
compressive stresses generated during anodizing, revealed by recent residual stress measurement 
experiments. Instability mechanisms are explored during anodizing for a single deformable 
solution interface. The dominant mechanism driving oxide flow was found to be tangential force 
produced by the variation of compressive stress along the solution interface. While the tangential 
flow provides a destabilizing effect, a competing stabilizing force is provided by oxide growth at 
the interface. Pattern formation at the interface is predicted by the performing a linear stability 
analysis on the model. The characteristic morphological feature of interpore distance to anodic 
potential scaling ratio was predicted from the model. The scaling ratio generally observed from 
experiments was twice that predicted by the model, suggesting the possible importance of 
mechanisms at the metal interface for self-ordering.  
Chapter 3 considers oxide viscous flow driven by compressive stress, interfacial oxide 
formation and divergence of ionic migration flux in the oxide. Interfacial stresses were related to 
the volume change at the interfaces by using a one-dimensional variation of the model. Inclusion 
of a deformable metal interface in the chapter revealed the importance of the instability 
mechanisms at the metal interface. Perturbations at the metal interface induces perturbations at the 
solution interface and activates a curvature dependent normal destabilizing force at the solution 
interface. Hence, the instability is determined by the presence of both the tangential and normal 
destabilizing forces at the solution interface. A current density dependence of oxygen transport 
number was introduced in the model, providing a stabilizing effect due to variation in oxide 
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formation rate along the interface. Linear stability analysis of the model predicts pattern formation 
due to mechanisms at both the solution and metal interfaces. The scaling ratio predicted by the 
model is in agreement with the experimentally observed value, an improvement over the single 
interface model in Chapter 2.  
In the second part, the early stage corrosion damage of high-pH intergranular stress 
corrosion cracking (IGSCC) on high strength X70 pipeline steels was studied. In chapter 4, a 
mechanistic model for intergranular corrosion (IGC) propagation on pipeline steel was developed. 
The enhancement of grain boundary (GB) attack during IGC was attributed to a vacancy diffusion-
controlled mechanism. The generation of non-equilibrium vacancies was attributed to a 
preferential anodic dissolution of Si atoms at the dissolving surface, consistent with the 
experimental observation of an elevated Si incorporation in the GB corrosion product. The model 
was implemented as steady-state and time-dependent finite-element simulations, which predicted 
the formation of GB wedges that sharpened over time. The simulation predicted wedge 
morphology accurately represented the experimentally observed evolution. The model was able to 
explain the experimental observations of the presence of a softened layer adjacent to the GBs due 
to the presence of sub-surface vacancies. Long duration IGC for 5 hr revealed the formation of 
small cracks ahead of sharpened GB wedges. The crack formation was attributed to the wedging 
tensile stress provided by the concentration of compressive stress generated during the corrosion 
process around the sharpened GB wedges, along with an embrittling effect provided by vacancies 
around the GBs. In the future, the model can be generalized to systems with embrittling agents 
other than vacancies, such as dissolved hydrogen. Modifications can be done to the model to 
include Stage 2 SCC crack growth, where a rapid crack advance would lead to the consumption of 
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vacancies at the crack tip. In this case, the zero vacancy concentration boundary condition can be 
applied at the GB, and the wedge angle can be substituted with crack tip opening angle.  
In Chapter 5, electrochemical impedance spectroscopy analysis was performed to 
investigate high-pH intergranular corrosion of pipeline steel. EIS was performed at different stages 
during the corrosion experiments. Impedance spectra were analyzed using an analytical model 
based on anodic dissolution of iron and the surface coverage of a passivating species. The model 
provided an analytical expression for the impedance of the process, which was used to fit the 
impedance spectra. The analysis revealed that the dissolution of iron during corrosion is catalyzed 
by carbonate ions present in the solution. Carbonate ions diffuse through a porous corrosion 
product, where the diffusion resistance increases over time, causing decays in current densities 
with time. The model addresses the effect of the corrosion product layer on corrosion-induced 
compressive stress. The model provided explanation for the rapid compressive shift in the stress 
at long times, that led to the formation of small cracks reported in Chapter 4. The combined study 
in Chapter 4 and Chapter 5, provides an integrated understanding of IGC and early stages of high-
pH SCC. 
 
 
 
