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h i g h l i g h t s
• In this work we consider a family of two dimensional mappings.
• We obtain the fixed points and an expression to find any periodic orbit with any period.
• For large nonlinearity we investigate the behaviour of the Lyapunov exponent.
• We characterise the steady state of the system for a long enough time.
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a b s t r a c t
Some dynamical properties for a family of two dimensional mappings controlled by three
parameters are considered in this paper. For null dissipation and depending on the other
control parameters, diffusion in phase space is observed. A connection with the standard
mapping is made to determine the range of control parameters leading to unlimited
diffusion. In the dissipative case, for low nonlinearity, we obtain the fixed points and an
expression to find any periodic orbit with any period, if it exists. For large nonlinearity we
investigate the Lyapunov exponents and characterise the steady state of the system for a
long time.
© 2013 Elsevier B.V. All rights reserved.
1. Introduction
The comprehension and characterisation of dynamical systems has been a challenging subject in recent years. The
understanding of the dynamics leads to predictions of the steady state and an argument on the predictability of orbits for
the long time dynamics, often searched for in many different systems ranging from several different areas [1–5].
Dynamical systems are mostly governed by a set of differential equations that in many cases are coupled to each other.
Depending on the symmetries of the system and by using conserved quantities, a flow of solutions of the differential
equations can be qualitatively (and many times quantitatively) transformed into an application described by nonlinear
mappings [6].
Dissipation in mappings is present too [7–14]. The mappings are characterised by discrete time evolution and also by a
set of control parameters. They can control either the nonlinearity as well as the dissipation itself. For conservative models,
the choice of the control parameters can produce mixed phase spaces with chaotic seas surrounding periodic islands and
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limited by invariant spanning curves. When dissipation is introduced in dynamics, the mixed structure of the conservative
model is destroyed. Therefore it is common to also have attracting fixed points or sinks and chaotic attractors.
In this paper, we considered a family of two-dimensional nonlinearmappings described by the action and angle variables.
The mappings are parametrised by an exponent γ and have a control parameter used to describe the dissipation, δ. The
mapping also has a control parameter ϵ controlling the nonlinearity of the system. Our main goal in this paper is to
investigate the influence of the dissipation in the behaviour of the Lyapunov exponents. Among this, we are also interested
in characterising the periodic orbits. So far we shall find an expression to obtain any periodic orbit in the mapping, if they
exist. The steady state showing the equilibrium is also discussed and analytical exponents are compared to previous results
obtained in the literature using numerical simulations.
The paper is organised as follows. In Section 2 we discuss the map and find the analytical expression for the periodic
orbits; Section 3 is devoted to discuss the chaotic dynamics and the steady state regime. Conclusions are drawn in Section 4.
2. The map, the phase space and characterisation of periodic orbits
Wediscuss in this section themapping under consideration and the results obtained fromeither numerical simulations as
well as the theoretical procedures. The description of the structure of the phase space and the periodic orbits determination
is also made here. The mapping is a dissipative version [15,16] of a family of mappings considered previously [17] and is
given by
T :

In+1 = |δIn − (1+ δ)ϵ sin(2πθn)|
θn+1 = [θn + Iγn+1]mod 1. (1)
It is described by a set of two recursive equations for the dynamical variables, namely I and θ , corresponding respectively to
the action and angle variables and containing three control parameters. The nonlinear term is given by a sine functionwhose
nonlinearity is controlled by the parameter ϵ. γ ≠ 0 in this paper is a free parameter that leads to the recovering of a set of
differentmodels in the literature. For γ = 1 themapping (1) describes the so called bouncermodel [18–23]. If γ = −1 it de-
scribes the Fermi–Ulammodel [24,25] and for different values of γ than those previously described,many other applications
appear [26–30]. The parameter δ is mainly related with the strength of the dissipation. For δ = 1 the system is conservative
and area preservation is observed in the phase space. However for δ < 1 area contracting is dominating the phase space and
attractors appear. Indeed the determinant of the Jacobianmatrix is given by Det J = δ sign[δIn− (1+ δ)ϵ sin(2πθn)], where
the function sign(u) = 1, if u > 0 and sign(u) = −1, if u < 0. For δ = 1 and considering ϵ = 0, the system is integrable and
the phase space is filled only with regular dynamics, including periodic and quasi-periodic orbits. For ϵ ≠ 0 and considering
γ > 0, the structure of the phase space can be presented as mixed while it is also possible to observe unlimited diffusion in
the variable action under specific conditions. For δ < 1, the mixed structure of the phase space is destroyed and attractors
appear. For the combination of control parameters leading to diffusion in the action, the introduction of dissipation yields
in a suppression of such a property producing in many cases the existence of a finite chaotic attractor in the phase space.
This is so far a transition from unlimited to limited diffusion in the phase space.
Before presenting the phase space of the mapping, let us discuss first some properties for the particular case of γ = 1
and for the conservative dynamics, i.e. δ = 1. Under these conditions, a comparison with the standard mapping [2] can be
made easily. The equations describing the standard map are given by
Tsm :

In+1 = In + K sin(φn)
φn+1 = [φn + In+1]mod 2π. (2)
It is well known that the standard mapping has a transition [2] from local to globally chaotic behaviour at Kc = 0.9716 . . . .
For values of the parameter smaller than Kc , the phase space has a mixed structure containing both KAM islands, invariant
spanning curves and chaotic seas. As soon as the parameter K becomes larger than Kc , no invariant spanning curves are
observed anymore and unlimited diffusion in the action is possible.
Comparing the equations formapping (1) and (2)we can see that they are correspondent to each other after the following
transformations: (1) Multiplying both sides of both equations of mapping (1) by 2π ; (2) Define the auxiliary variables
θ˜ = 2πθ and I˜ = 2π I; (3) Define a new variable as φ = θ˜ +π . Then there is an effective control parameter Keff = 4πϵ. The
transition from local to globally chaotic behaviour in mapping (1) is given by 4πϵ > 0.9716 . . . . Smaller values produce a
mixed phase space with a chaotic sea of limited size due to the existence of invariant spanning curves. For larger values of
the parameter, mixed structures can also be observed but unlimited diffusion in the action occurs for specific sets of initial
conditions. This happens because the invariant spanning curves are destroyed.
Fig. 1 shows the phase space for the mapping considering the conservative dynamics for both cases with control param-
eter smaller ((a) ϵ = 0.065) and larger ((b) ϵ = 0.085) than that of the transition to global chaos. We can see from both
figures a mixed structure but in Fig. 1(a) the existence of the invariant spanning curves prevent the chaotic sea to diffuse
unlimited in the phase space. This is not the case for Fig. 1(b) when all the invariant spanning curves are destroyed and
unlimited diffusion is observed. We see in both cases the structure of phase space repeats in action axis at each integer,
1, 2, . . . .
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Fig. 1. Phase space for mapping (1) for the parameters γ = 1, δ = 1 (conservative case) and: (a) ϵ = 0.065 and (b) ϵ = 0.085.
The period one fixed points are obtained by matching the condition In+1 = In = I∗ and θn+1 = θn = θ∗ + m, where
m = 1, 2, 3, . . . . For the conservative case both conditions lead us to obtain the following expressions for the fixed points
(θ∗1 , I
∗
1 ) = (0,m) elliptic, (3)
(θ∗2 , I
∗
2 ) =

1
2
,m

hyperbolic, (4)
for m = 1, 2, . . .. Elliptic fixed points are localised just along the I action axis at each integer number as can be seen from
Fig. 1.
Let us now concentrate on obtaining the expressions of the fixed points, but rather considering a general case, including
dissipation and the situation for γ ≠ 1. Using the same conditions for the period one fixed point discussed above we end
up with
I∗ = m 1γ , (5)
and two possible expressions for θ∗ as
θ∗1 =
1
2π
arcsin

m1/γ
(δ − 1)
(1+ δ)ϵ

, sink, (6)
θ∗2 =
1
2
− 1
2π
arcsin

m1/γ
(δ − 1)
(1+ δ)ϵ

, saddle. (7)
The period one fixed point can only exist if the following conditions are satisfied: (1)
− 1 < (δ − 1)
(1+ δ)
m
1
γ
ϵ
, (8)
and (2)
(δ − 1)
(1+ δ)
m
1
γ
ϵ
< 1. (9)
Because we considered m > 0, the second condition is not under consideration. From condition (1) we obtain that the
existence of period one fixed points depends only on
(1+ δ)ϵ
(1− δ)
 1
γ
< m. (10)
Other periodic orbits can be obtained in similar way. For a period two orbit, the conditions that must be fulfilled are
In+2 = In = I∗ and θn+2 = θn = θ∗ +m, withm = 1, 2, 3, . . . . After some algebra, we found the following expressions
I = (1+ δ)ϵ
(δ2 − 1) [δ sin(2πθn)+ sin(2πθn+1)], (11)
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Fig. 2. Periodic orbits obtained by applying Eqs. (15) and (16) for the control parameters γ = 1, δ = 0.999 and ϵ = 0.16.
and
[sin(2πθn)+ δ sin(2πθn+1)]γ + [δ sin(2πθn)+ sin(2πθn+1)]γ = m

(δ2 − 1)
(1+ δ)ϵ
γ
, (12)
where the transcendental equation (12) can be solved numerically. The period three orbits can be obtained considering
In+3 = In = I and θn+3 = θn = θ∗ +mwithm = 1, 2, 3, . . . . Therefore the coordinates of the period three fixed points are
I = (1+ δ)ϵ
(δ3 − 1) [δ
2 sin(2πθn)+ δ sin(2πθn+1)+ sin(2πθn+2)], (13)
and
[sin(2πθn)+ δ2 sin(2πθn+1)+ δ sin(2πθn+2)]γ + [δ sin(2πθn)+ sin(2πθn+1)+ δ2 sin(2πθn+2)]γ
+ [δ2 sin(2πθn)+ δ sin(2πθn+1)+ sin(2πθn+2)]γ
= m

(δ3 − 1)
(1+ δ)ϵ
γ
, (14)
where the transcendental equation (14) can be solved numerically too.
A similar procedure as made for the periods described above can be made for a period k orbit. After careful algebra, we
obtained that the coordinates of the fixed points of a period k orbit are given by
I = (1+ δ)ϵ
(δk − 1)

k
i=1
δk−i sin(2πθn+i−1)

, (15)
and
k
j=1

k
i=1
δ(k−i+j)mod(k) sin(2πθn+i−1)

= m

(δk − 1)
(1+ δ)ϵ
γ
, (16)
where k in transcendental equation (16) denotes the period of the orbit.
Fig. 2 shows the application of the equations above to obtain some periodic orbits in the phase space. The regions were
chosen at random.
3. Chaotic attractor, Lyapunov exponents and stationary state
For ϵ sufficiently large the periodic orbits no longer exist and iteration of mapping (1) yields in a chaotic attractor in
the phase space. Fig. 3 shows a typical chaotic attractor observed for a large ϵ = 100. The confirmation that the structure
observed in Fig. 3 is indeed chaotic comes from the Lyapunov exponent. The basic principle to obtain a Lyapunov exponent
consists of investigating if two neighbouring orbits starting with very close initial conditions diverge exponentially quickly
from each other as time goes on. If the orbits stay close to each other as time passes or even if they diverge linearly no
chaos is present. On the other hand, if the orbits diverge exponentially, the dynamics exhibits at least one positive Lyapunov
exponent and the system is said to have chaotic components. Dissipative systems generally do not obey the property of area
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Fig. 3. Chaotic attractor observed by iteration of mapping (1) for the control parameters γ = 1, δ = 0.999 and ϵ = 100.
Fig. 4. Convergence of Lyapunov exponents for the control parameters ϵ = 100, δ = 0.997 and γ = 1. Five different initial conditions were considered
along the chaotic attractor.
preservation in phase space. That means the sum of Lyapunov exponents is negative. The Lyapunov exponents are defined
as [31,32]:
λj = lim
n→∞
1
n
ln |Λ(n)j |, j = 1, 2, (17)
where Λ(n)j are the eigenvalues of matrix M = Πni=1Ji(θ, I) where Ji is the Jacobian matrix of mapping evaluated along the
orbit.
Fig. 4 shows the behaviour of Lyapunov exponents along the chaotic attractor considering the control parameters
ϵ = 100, δ = 0.997 and γ = 1. Each panel was constructed by the evolution of five different initial conditions. Fig. 4(a)
shows the behaviour of positive Lyapunov exponents while negative one are shown in Fig. 4(b). We see they fluctuate for
short n and eventually they converge to a constant plateau for long enough n. The average of negative Lyapunov exponents
is λ2 = −6.4445(1) and for the positive is λ1 = 6.4415(1). Fig. 4(c) shows the sum of the two, i.e., λ1 + λ2 = −3× 10−3.
Remarkably, this numerical result is of the same order of magnitude of dissipation, (1− δ).
The Lyapunov exponents can also be described as a function of the control parameters δ, ϵ and γ . Fig. 5(a) and (b) show
the behaviour of λ1,2 as a function of (1 − δ). We considered ϵ = 100 and γ = 1 and δ in the range δ ∈ [0.99, 0.99999].
We observe in both figures (a) and (b) the behaviour of average of Lyapunov exponents obeys a curve described by
λi = d (1 − δ)2 + q (1 − δ) + r , where the index i stands for i = 1, 2. The coefficients of the curve for Fig. 5(a) are
given by d = 1.1374, q = −0.51476 and r = −6.443, while the coefficients of the curve corresponding to Fig. 5(b) are
d = −4.4007, q = −0.47607 and r = 6.443. Fig. 5(c) and (d) show the behaviour for the average Lyapunov exponents as
a function of ϵ. We considered δ = 0.999 and γ = 1 and ϵ ∈ [10, 104]. Fig. 5(c) shows that the behaviour of the average
negative Lyapunov exponent decreases logarithmically according to the equation λ2 = −1.83830(3)− 1.000008(6) ln(ϵ),
while Fig. 5(d) shows that the average positive Lyapunov exponent grows logarithmically and can be written as
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Fig. 5. Plot the average Lyapunov exponents both negative (a, c, e) and positive (b, d, f) as a function of: (a, b) (1− δ); (c, d) ϵ and; (e, f) γ .
λ1 = 1.83734(3)+1.000004(5) ln(ϵ). Fig. 5(e) and (f) show the behaviour of Lyapunov exponents as a function of parameter
γ . We considered a set of control parameters δ = 0.999 and ϵ = 100 and change γ in the range γ ∈ [3/5, 2]. We
observe from Fig. 5(e) that the average of the negative Lyapunov exponent decreases linearly and can be expressed by
λ2 = 1.83(5) − 5.93(4)γ . Fig. 5(f) shows that the average of positive Lyapunov exponents grows linearly whose equation
is given by λ1 = −1.83(5)+ 5.93(4)γ .
The sum of the positive and negative Lyapunov exponents also depends on the control parameters. In Fig. 6(a), a plot of
the behaviour of the sum of average positive and negative Lyapunov exponents is shown. Fig. 6(a) is described by a linear
equation of the type λ1 + λ2 = q (1 − δ), where the coefficient is given by q = −1. Fig. 6(b) and (c) show that the sum of
the average positive and negative Lyapunov exponents are constants, unless for small fluctuations.
Let us now discuss the behaviour of the stationary state, i.e., the asymptotic dynamics for the average action I . From the
first equation of mapping (1) and after squaring both sides we obtain
I2n+1 = δ2I2n − 2δ(1+ δ)Inϵ sin(2πθn)+ (1+ δ)2ϵ2 sin2(2πθn). (18)
Because stable periodic orbits are not observed in the dissipativemapping (1) at large ϵ, finding an average over an ensemble
of θ ∈ [0, 1] is equivalent to a procedure with an average on n. Therefore we obtain that
I2n+1 = δ2I2n + (1+ δ)
2
2
ϵ2. (19)
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Fig. 6. Plot of the sum of the average Lyapunov exponents as a function of control parameters: (a) (1− δ); (b) ϵ and; (c) γ .
In the stationary state, we have that I2n+1 = I2n = I2, which after a few steps leads to
I2 = (1+ δ)
2
2(1− δ2) ϵ
2. (20)
In the limit of δ → 1, we can approach (1+ δ) ∼= 2. Splitting the term (1− δ2) = (1− δ)(1+ δ) and taking the square
root from both sides we obtain
Irms ∼= ϵ(1− δ)− 12 . (21)
The result obtained from Eq. (21) is remarkably in good agreement with the one found previously by two of us in Ref. [15]
by considering large scale simulations.
4. Conclusion
We studied the effects of dissipation in a family of two-dimensional nonlinear mappings. We found analytically an
expression for the determination of any periodic orbit in the phase space for a dissipative dynamics, given it exists.
Numerical simulation was used to obtain some of the periodic attracting fixed points (sinks). We used Lyapunov exponents
to characterise chaotic attractors. Moreover we have shown that the sum of average of positive and negative Lyapunov
exponents have the same magnitude of the amount of dissipation, i.e. (1 − δ). Finally the theoretical description of the
dynamics for the steady state recovers well the results previously obtained in the literature [15] by using large scale
numerical simulations
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