A new expression for matching polynomials  by Dong, F.M.
Discrete Mathematics 312 (2012) 803–807
Contents lists available at SciVerse ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
A new expression for matching polynomials✩
F.M. Dong
Mathematics and Mathematics Education, National Institute of Education, Nanyang Technological University, Singapore 637616, Singapore
a r t i c l e i n f o
Article history:
Received 13 January 2011
Received in revised form 15 November
2011
Accepted 15 November 2011
Available online 7 January 2012
Keywords:
Graph
Matrix
Matching
Matching polynomial
a b s t r a c t
Let G be an arbitrary simple graph. Godsil and Gutman in 1978 and Yan et al. in 2005
established different expressions for thematching polynomialµ(G, x) in terms of det(xIn −
H) for some families of matrices H . This paper improves their results and simplifies the
computation of µ(G, x).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paperwe consider simple graphs (i.e., a graphwith no loops andparallel edges) only. For any graphG, letV (G), E(G)
and v(G) be its vertex set, edge set and order (i.e., v(G) = |V (G)|), respectively. If it is notmentioned elsewhere in this paper,
we always assume that G is a simple graph with vertex set V = {v1, v2, . . . , vn} and edge set E = {e1, e2, . . . , eϵ}, where
ϵ = |E|. Amatching of G is a subsetM of E such that each vertex of G is incident with at most one edge inM . For any integer
k ≥ 0, let φk(G) denote the number of matchingsM of Gwith |M| = k. It is clear that φ0(G) = 1 and φ1(G) = |E|. One form
of matching polynomial is

k≥0 φk(G)xk (see [1]). In this paper, we study another form of matching polynomial which is
defined below:
µ(G, x) =
⌊n/2⌋
k=0
(−1)kφk(G)xn−2k. (1.1)
This polynomial is also called the acyclic polynomial (see [4]). Throughout this paper, this polynomialµ(G, x)will be referred
to as the matching polynomial of G.
Godsil and Gutman [2] showed that
µ(G, x) = 2−ϵ

w
det(xIn − A(w)), (1.2)
where the summation ranges over all 2ϵ distinct ϵ-tuplesw = (w1, w2, . . . , wϵ), wj ∈ {1,−1} and thematrix A(w) = (aj,k)
with the tuplew = (w1, w2, . . . , wϵ) is defined as follows: aj,k = ws if vjvk is the edge es and aj,k = 0 if vjvk ∉ E for all j, k.
Yan et al. [7] obtained a similar result that
µ(G, x) = 2−ϵ

Ge
det(xIn + iA(Ge)), (1.3)
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where the sum ranges over all 2ϵ orientations Ge of G, i is the complex number with i2 = −1 (i will be used to denote
this number throughout this paper) and A(Ge) = (aj,k) is the matrix defined as follows: aj,k = 1 if (vj, vk) is an arc in Ge,
aj,k = −1 if (vk, vj) is an arc in Ge and aj,k = 0 otherwise.
This paper generalizes the above results by showing that if F is a subset of E such that every pair of cycles in G−F (i.e., the
subgraph obtained from G by removing all edges in F ) are edge-disjoint, then
µ(G, x) = 2−|F |

B
det(xIn − B), (1.4)
where the sum ranges over all matrices in a set of 2|F |matrices B = (bj,k)with the property that bj,k×bk,j = 1when vjvk ∈ E
and bj,k = bk,j = 0 otherwise (see Corollary 2.2). When F = E, this result implies (1.2) and (1.3).
2. Main result
For any graph G, letM(G) be the set of matrices (aj,k)n×n such that aj,kak,j = 1 if vjvk ∈ E and aj,k = ak,j = 0 otherwise.
Note that (aj,k) ∈ M(G) is an adjacency matrix of G if aj,k = 1 whenever vjvk ∈ E. It is well known (see [4–6]) that
µ(G, x) = det(xIn − A) if G is a forest and A is an adjacency matrix of G. This result is actually a particular case of the
following result due to Graovac and Polanksy [3].1
Theorem 2.1 ([3]). Let G be a graph in which every pair of cycles are edge-disjoint and A = (aj,k) be anymatrix inM(G). Assume
that for every cycle C : vr1vr2 · · · vrsvr1 in G, the following condition always holds:
ar1,r2 , ar2,r3 , . . . , ars,r1 ∈ {1,−1, i,−i} and a2r1,r2a2r2,r3 · · · a2rs,r1 = −1.
Then µ(G, x) = det(xIn − A). 
By Theorem 2.1, if G is a forest, then µ(G, x) = det(xIn − A) holds for every matrix A ∈M(G).
For G = (V , E), where V = {v1, v2, . . . , vn}, assign every e ∈ E a non-zero complex number we. We call {we}e∈E the
weight-function of E, denoted bywG (or simply byw). LetM(G,w) be the set of (n×n)-matrices (aj,k) satisfying the condition
below:aj,k ∈ {we,−we}, if j < k and vjvk = e ∈ E;
aj,k = 1/ak,j, if j > k and vjvk ∈ E;
aj,k = 0, otherwise.
(2.1)
Note thatM(G,w) contains exactly 2|E| matrices andM(G,w) ⊆M(G).
By the notation of a weight-function w = {we}e∈E , the result of (1.2) due to Godsil and Gutman [2] is equivalent to the
expression below withwe = 1 for all e ∈ E:
µ(G, x) = 2−|E|

A∈M(G,w)
det(xIn − A). (2.2)
The result of (1.3) due to Yan et al. [7] is also equivalent to (2.2) with we = i for all e ∈ E. We shall show that (2.2) actually
always holds as long aswe ≠ 0 for all e ∈ E.
LetG = (V , E) be any graphwithV = {v1, v2, . . . , vn} andweight-functionw = {we}e∈E, F be a subset of E andA = (aj,k)
be an n× nmatrix with aj,k ≠ 0, whenever vjvk ∈ E. Let
GF (G) = {G− F − {vj, vk : vjvk ∈ F ′} : F ′ ⊆ F}, (2.3)
where G−F−V ′ is the subgraph of G−F after deleting all vertices in V ′, andMF (A) be the set of matrices (dj,k)n×n satisfying
the following condition:dj,k ∈ {aj,k,−aj,k}, if j < k and vjvk ∈ F;
dj,k = 1/dk,j, if k < j and vjvk ∈ F;
dj,k = aj,k, otherwise.
(2.4)
Note that G − F ∈ GF (G) and every graph of GF (G) is a subgraph of G − F . It is also clear that |MF (A)| = 2|F |. Note that if
A ∈M(G), then A ∈MF (A) ⊆M(G) for any F ⊆ E.
For any n × n matrix A = (aj,k) and any non-empty subset I of {1, 2, . . . , n}, let A[I] be the matrix obtained from A by
removing rows s1, s2, . . . , sr and columns s1, s2, . . . , sr , where {s1, s2, . . . , sr} = {1, 2, . . . , n} − I .
1 This result was explained in [3]. It may have also appeared in some other articles.
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For any subgraph H of G with v(H) > 0 and any n × n matrix B = (bj,k) with the property that bj,k = 0 whenever
vjvk ∉ E, we define a (v(H) × v(H)) matrix BH corresponding to H . If H is a spanning subgraph of G, let BH be the n × n
matrix (dj,k) such that
dj,k =

bj,k, if vjvk ∈ E(H),
0, otherwise; (2.5)
ifH is a subgraph of G induced by V ′ ⊆ V , let BH = B[I], where I = {1 ≤ t ≤ n : vt ∈ V ′}; otherwise (i.e.,H is not a spanning
subgraph nor an induced subgraph of G), let BH = CH , where C = B[I] for I = {1 ≤ t ≤ n : vt ∈ V (H)}. By the definition of
BH , we have BH ∈M(H) if B ∈M(G).
Our main purpose in this paper is to establish the following result.
Theorem 2.2. Let G = (V , E) be any simple graph with V = {v1, v2, . . . , vn}, F be any subset of E and A = (aj,k) be any matrix
contained inM(G). Assume that
µ(H, x) = det(xIv(H) − AH) (2.6)
holds for every H ∈ GF (G) with v(H) > 0. Then
µ(G, x) = 2−|F |

B∈MF (A)
det(xIn − B). (2.7)
We need to introduce some results which will be applied in the proof of Theorem 2.2.
Lemma 2.1. Let A = (aj,k) be any n × n-matrix, where n ≥ 3. Let A′ be the matrix obtained from A by replacing a1,2 and
a2,1 by −a1,2 and −a2,1 respectively, B be the matrix obtained from A by replacing both a1,2 and a2,1 by 0, and let C be the
(n− 2)× (n− 2)-matrix A[I], where I = {3, 4, . . . , n}. Then
det(A)+ det(A′)− 2 det(B) = −2a1,2a2,1 det(C). (2.8)
Proof. Let D be the n× (n− 2)matrix obtained from A by deleting the last two columns. Observe that
det(A) = det

a1,1 0
a2,1 a2,2
a3,1 a3,2
...
...
an,1 an,2

D
+ det

a1,1 a1,2
a2,1 0
a3,1 0
...
...
an,1 0

D

= det

a1,1 0
0 a2,2
a3,1 a3,2
...
...
an,1 an,2

D
+ det

0 0
a2,1 a2,2
0 a3,2
...
...
0 an,2

D
+ det

a1,1 a1,2
0 0
a3,1 0
...
...
an,1 0

D
+ det

0 a1,2
a2,1 0
0 0
...
...
0 0

D

= det(B)− a1,2a2,1 det(C)+ det

0 0
a2,1 a2,2
0 a3,2
...
...
0 an,2

D
+ det

a1,1 a1,2
0 0
a3,1 0
...
...
an,1 0

D
 .
Note that det(A′) has a similar expression, which can be obtained from the above expression by replacing a1,2 and a2,1 by
−a1,2 and−a2,1 respectively. Thus the lemma holds. 
By the matrix manipulations of exchanging rows and columns, Lemma 2.1 implies the following result.
Corollary 2.1. Let A = (aj,k)n×n be any matrix and s, t be integers with 1 ≤ s < t ≤ n. Let A′ be the matrix obtained from A by
replacing as,t and at,s by−as,t and−at,s respectively, let B be the matrix obtained from A by replacing both as,t and at,s by 0, and
let C = A[I], where I = {1, 2, . . . , n} \ {s, t}. Then
det(A)+ det(A′)− 2 det(B) = −2as,tat,s det(C). (2.9)
Like many other polynomials of graphs, the matching polynomial also has a recursive expression which can be applied
to compute the matching polynomial of any graph. It is clear that if uv ∈ E(G), then φk(G) = φk(G− uv)+ φk−1(G− u− v)
holds for any integer kwith 1 ≤ k ≤ v(G)/2, where G− uv and G− u− v are the graphs obtained from G by removing edge
uv and removing vertices u, v respectively. Thus the next result follows (see [1,4]).
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Lemma 2.2. For any edge uv in G, µ(G, x) = µ(G− uv, x)− µ(G− u− v, x). 
Now we are ready to prove Theorem 2.2.
Proof of Theorem 2.2. We shall prove this result by induction on |F |. If F = ∅, then GF (G) = {G} andMF (A) = {A}, and so
(2.6) implies (2.7). If |E| = |F | = 1, thenMF (A) ⊆ M(G), and µ(G, x) = det(xIn − B) for every B ∈ MF (A) by Theorem 2.1,
implying that (2.7) holds.
Assume that the result holds when |F | < f , where f ≥ 1. Now consider the case that |F | = f . As the result holds when
|E| = |F | = 1, we also assume that n ≥ 3.
Choose any edge e = vjvk. For the convenience of writing, we can assume that e = v1v2. In fact, if (j, k) ≠ (1, 2), the only
difference of the proof is at (2.19), which should follow fromCorollary 2.1. LetG1 = G−v1v2 andG2 = G−v1−v2. SoG2 is the
graph with vertex set V \ {v1, v2} and edge set E \ Ev1,v2 , where Ev1,v2 = {vsvt ∈ E(G) : 1 ≤ s ≤ 2 ≤ t ≤ n, s < t}. It is clear
that v1v2 ∈ Ev1,v2 . Let F1 = F \ {v1v2} and F2 = F \ Ev1,v2 . Observe that |F1| = |F | − 1 and |F2| = |F | − |Ev1,v2 ∩ F | ≤ |F | − 1.
By the definition of GF (G), we have GFs(Gs) ⊆ GF (G) for s = 1, 2, and so, by induction hypothesis,
µ(G1, x) = 2−|F1|

B∈MF1 (A1)
det(xIn − B) (2.10)
and
µ(G2, x) = 2−|F2|

C∈MF2 (A2)
det(xIn−2 − C), (2.11)
where As = AGs for s = 1, 2. Note that A1 can be obtained from A = (aj,k) by replacing a1,2 and a2,1 by 0, and A2 is the matrix
A[I], where I = {3, 4, . . . , n}.
By Lemma 2.2, we have
µ(G, x) = µ(G1, x)− µ(G2, x). (2.12)
Thus, to show that (2.7) holds for G, it suffices to show that
2−|F |

D∈MF (A)
det(xIn − D)− 2−|F1|

B∈MF1 (A1)
det(xIn − B) = −2−|F2|

C∈MF2 (A2)
det(xIn−2 − C), (2.13)
i.e., 
D∈MF (A)
det(xIn − D)− 2

B∈MF1 (A1)
det(xIn − B) = −2|F∩Ev1,v2 |

C∈MF2 (A2)
det(xIn−2 − C). (2.14)
Notice that for each D = (dj,k) ∈ MF (A), the matrix obtained from D by replacing both d1,2 and d2,1 by 0 is contained in
MF1(A1), and the matrix D[I], where I = {3, 4, . . . , n}, belongs toMF2(A2). Thus
D∈MF (A)
det(xIn − A)− 2

B∈MF1 (A1)
det(xIn − B) =

C∈MF2 (A2)
 
A∈Ψ (C)
det(xIn − A)− 2

B∈Ψ1(C)
det(xIn − B)

, (2.15)
where for each C = (cj,k) ∈MF2(A2),Ψ (C) is the set of matrices D = (dj,k)n×n ∈MF (A) defined below:
dj,k = cj−2,k−2, if j ≥ 3, k ≥ 3;
dj,k ∈ {aj,k,−aj,k}, if 1 ≤ j ≤ 2 ≤ k ≤ n and vjvk ∈ F;
dj,k = 1/ak,j, if 1 ≤ k ≤ 2 ≤ j ≤ n and vjvk ∈ F;
dj,k = aj,k, otherwise
(2.16)
and Ψ1(C) is the set of matrices B = (bj,k)n×n ∈MF1(A1) defined below:
bj,k = cj−2,k−2, if j ≥ 3, k ≥ 3;
bj,k ∈ {aj,k,−aj,k}, if 1 ≤ j ≤ 2 < k ≤ n and vjvk ∈ F1;
bj,k = 1/bk,j, if 1 ≤ k ≤ 2 < j ≤ n and vjvk ∈ F1;
bj,k = aj,k, otherwise.
(2.17)
So it remains to show that for each C ∈MF2(A2),
A∈Ψ (C)
det(xIn − A)− 2

B∈Ψ1(C)
det(xIn − B) = −2|Ev1,v2∩F | det(xIn−2 − C). (2.18)
Observe that |Ψ (C)| = 2|F∩Ev1,v2 | and |Ψ1(C)| = 2|F∩Ev1,v2 |−1. For any B ∈ Ψ1(C), there exists exactly two distinct matrices
D′ = (d′j,k) and D′′ = (d′′j,k) in Ψ (C) such that B can be obtained from D′ by replacing both d′1,2 and d′2,1 by 0, and can be also
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obtained from D′′ by replacing both d′′1,2 and d
′′
2,1 by 0. It is clear that d
′′
1,2 = −d′1,2, d′′2,1 = −d′2,1 and d′′j,k = d′j,k whenever{j, k} ≠ {1, 2}. Thus, by Lemma 2.1, we have
det(xIn − D′)+ det(xIn − D′′)− 2 det(xIn − B) = −2(−d′1,2)(−d′2,1) det(xIn−2 − C)
= −2 det(xIn−2 − C), (2.19)
implying that
A∈Ψ (C)
det(xIn − A)− 2

B∈Ψ1(C)
det(xIn − B) = |Ψ1(C)|(−2 det(xIn−2 − C))
= −2|Ev1,v2∩F | det(xIn−2 − C). (2.20)
Thus we complete the proof. 
For any graph G = (V , E)withw = {we}e∈E and any F ⊆ E, letM(G,w, F) be the set of matrices (aj,k)n×n satisfying the
following condition:
aj,k =

we or − we, if j < k and vjvk = e ∈ F;
we, if j < k and vjvk = e ∈ E \ F;
1/ak,j, if j > k and vjvk = e ∈ E;
0, otherwise.
(2.21)
Note thatM(G,w, F) ⊆M(G,w),M(G,w, E) =M(G,w) and |M(G,w, F)| = 2|F |.
For any A ∈M(G,w, F), we haveMF (A) =M(G,w, F). Theorems 2.1 and 2.2 then imply the following result.
Corollary 2.2. Let G = (V , E) be any simple graph withw = {we}e∈E . Let F be any subset of E such that every pair of cycles in
G− F are edge-disjoint. If every cycle C in G− F satisfies the condition that we ∈ {1,−1, i,−i} for all e ∈ E(C) and
e∈E(C)
w2e = −1,
then
µ(G, x) = 2−|F |

A∈M(G,w,F)
det(xIn − A). (2.22)
In particular, if G− F is a forest, we get the following result.
Corollary 2.3. Let G = (V , E) be any simple graph withw = {we}e∈E and F be any subset of E such that G− F is a forest. Then
µ(G, x) = 2−|F |

A∈M(G,w,F)
det(xIn − A). (2.23)
If F = E, then the results of (1.2) and (1.3) correspond to Corollary 2.3 for the two cases that we = 1 for all e ∈ E and
we = i for all e ∈ E respectively.
Acknowledgments
The author wishes to thank the referees for their very helpful suggestions.
References
[1] E.J. Farrell, An introduction to matching polynomials, J. Combin. Theory Ser. B 27 (1979) 75–86.
[2] C.D. Godsil, I. Gutman, On the matching polynomial of a graph, in: Algebraic Methods in Graph Theory, Vol. I, II (Szeged, 1978), in: Colloq. Math. Soc.
János Bolyai, vol. 25, North-Holland, Amsterdam, New York, 1981, pp. 241–249.
[3] A. Graovac, O.E. Polanksy, On Hermitian matrices associated with matching polynomials of graphs. Part III, MATCH Commun. Math. Comput. Chem. 21
(1986) 81–91.
[4] I. Gutman, The acyclic polynomial of a graph, Publ. Inst. Math. (Beograd) 22 (1977) 63–69.
[5] F. Harary, The determinant of the adjacency matrix of a graph, SIAM Rev. 4 (1962) 202–210.
[6] H. Sachs, Beziehungen zwischen den in einem Graphen enthaltenen Kreisen und seinem charakteristischen Polynom, Publ. Math. Debrecen 11 (1964)
119–134.
[7] Weigen Yan, Yeong-Nan Yeh, Fuji Zhang, On the matching polynomials of graphs with small number of cycles of even length, Int. J. Quantum Chem.
105 (2005) 124–130.
