Chaotification of dynamical systems is a hot topic in the research field of chaos in recent years. Previous studies showed that (even linear) discrete or continuous dynamical systems can be chaotified by designing appropriate controllers. Here, we study chaotification of linear impulsive differential systems. First, we propose a framework for chaotification of general linear impulsive differential systems that can be transformed into discrete maps. Then, we give technical details for how to chaotify several typical linear impulsive differential systems that are actually canonical forms, including how to design appropriate quadratic impulsive controllers, how to find snapback repellers in the Marotto theorem, etc. As one of the main theoretical results, we rigorously prove the existence of chaos in all the considered impulsive systems. In addition, numerical examples are used to verify the theoretical prediction in each case. We are expecting that our proposed approach can have practical applications in the engineering field.
Introduction
In the past decades, there has been extensive interest in the research area of controlling and anticontrolling of chaotic dynamical systems (see [Chen & Dong, 1998; Chen & Moiola, 1994; Kapitaniak, 1996; Lakshmanan & Murali, 1996; Shinbrot et al., 1993] ). While some progress has been made in the study of chaos control as in suppressing chaos, chaos anticontrol (or called chaotification) by making a nonchaotic dynamical system chaotic or enhancing the existing chaos of a chaotic system has been attracting increasing attention. Moreover, this interest seems to be continuously expanding, mainly due to the great potential of chaos in some chaotification, which actually extends and improves the original Marotto theorem. Even in the case of continuous dynamical systems, there have also existed some studies on chaotification. For example, a systematic design approach based on timedelay feedback was developed for anticontrol of chaos in continuous systems [Wang, 2003; Wang & Chen, 2000] . Such a chaotification method can not only drive a finite-dimensional, continuous-time, autonomous system from nonchaotic to chaotic but also enhance the existing chaos in the originally uncontrolled systems.
On the other hand, impulsive differential systems, which exhibit impulsive dynamics caused by abrupt jumps at certain instants during their timeevolution process, exist widely in fields of physics, chemistry, biology, engineering, and information science. Such irregular dynamical behaviors can be modeled by a set of impulsive differential equations. Previous studies on impulsive differential systems mainly concern the quantitative properties, such as existence, uniqueness, stability, boundedness, and periodicity [Lakshmikantham et al., 1989; Bainov & Simeonov, 1993] , of the corresponding solutions, but little is known about the rigorous proof of existence of chaos in these systems although there have existed some numerical studies [Negi & Gakkhar, 2007; Wang et al., 2007] . In fact, how to prove that an impulsive differential system is chaotic in a mathematically rigorous sense is a challenging task. The main interest of the current paper is in how to chaotify an impulsive differential system. In particular, for a linear impulsive differential system, we will be interested in how to design an impulsive controller as practical as possible from the viewpoint of engineering, so that the controlled system can be guaranteed to be chaotic. For this, we will propose a systemic yet efficient approach.
Specifically, we first transform a general linear impulsive differential system into a discrete iterative system that is actually a Poincaré map, and propose a framework for chaotification of the iterative system. Then, for clarity, we design practical controllers for several typical n-dimensional linear impulsive differential systems that are actually canonical forms, based on the corresponding iterative systems and the famous Marotto criterion. In addition, we prove that these impulse-controlled systems are chaotic in the rigorous sense of the Marotto criterion. Finally, some numerical examples are used to verify the theoretical predictions.
A Basic Framework for Chaotification
In this section, we will first transform an impulsive differential system into a discrete iterative map, and then simply introduce the Marotto theorem or criterion, which provides a theoretical foundation for our chaotification method. Finally, we propose a framework for chaotification of a general linear impulsive differential system.
An induced iterative map
Consider the following general n-dimensional autonomous impulse differential system:
where
, and T represents the impulsive period, which is assumed as a fixed positive constant. Assume that functions f and g are sufficiently smooth. Let X(t) = φ(t, t 0 , X 0 ) be a solution of the corresponding system without impulses, defined on the interval R = (−∞, +∞). Suppose that a trajectory, originating from the point X k = (x k 1 , x k 2 , . . . , x k n ) T of the system (1) at an impulsive moment, first continuously evolves until the point 
according to system (1). Assume that there exists a bounded region Σ ⊂ R n that designates those points that return to Σ after undergoing jumps along the orbital flow of the system (1) due to impulse effects. This results in us introducing an n-dimensional discrete dynamical system or map of the following form
or of the standard iterative form
which can characterize dynamics of the system (1) locally. To that end, we have induced a discrete iterative map from a linear impulsive differential system. Note that such an induced map is actually a Poincaré map. In what follows, we will mainly study the dynamics of the iterative system (3).
Revisiting the Marotto theorem
As the theoretical foundation of this paper, the famous Marotto theorem is here revisited for a complete understanding. First, we introduce a known definition used in the Marotto theorem:
with all eigenvalues of the Jacobian matrix Df (Z) exceeding 1 in magnitude. Furthermore, suppose that there exists a point X 0 = Z in a repelling neighborhood, denoted by B r (Z), of Z, such that X M 0 = Z and |Df (X m0 )| = 0 for all ms of 1 ≤ m < M , where X m0 = f m (X 0 ) with m = 1, 2, . . . , and M is a certain positive number. Then, Z is called a snap-back repeller of the function f .
Next, we simply state the Marotto theorem [Marotto, 1978 [Marotto, , 2005 
(c) for every X s ∈ S and any periodic point
For convenience, if the induced map (3) possesses a snap-back repeller, then the system (1) is of Marotto type. Thus, the Marotto theorem or criterion implies that the system of Marotto type is chaotic, and moreover has Smale horseshoes and chaos of the horseshoe type.
Suppose that the iterative map (3) has a fixed point, denoted by
Clearly, we only need to appropriately choose functions f and g for the impulsive differential system (1) such that all the eigenvalues of DF (X 0 ) exceed 1 in magnitude, and there exists a point
In the case that the function f is linear, the key for chaotification is how to select a function g such that the corresponding system has a snap-back repeller. Note that such a choice depends generally on the form of the function f as well as the impulsive time T . If such a function g is found, the g is called an impulsive chaotifier or controller for convenience.
A framework
In this subsection, we will propose a framework of how to chaotify an n-dimensional autonomous linear impulsive differential system. Such a framework includes how to formally determine the Poincaré map, how to choose the initial point for a snap-back repeller orbit, and how to find a snap-back repeller. Rigorous proof and numerical examples in the next sections will show that our proposed scheme is efficient. Consider the following linear systeṁ
where x = (x 1 , x 2 , . . . , x n ) T ∈ R n and A = (a ij ) n×n is a scalar real matrix. Apparently, such a system is not chaotic. Now, we design a simple quadratic impulsive controller X = (XP )X + (Q − I)X − H at the moment t = kT , where
and T is the impulsive period. This leads to an impulse-controlled system
, and I is an n × n unit matrix.
Note that a solution of the system without impulses, i.e. system (6), can be expressed as X(t) = exp(At)X(t 0 ), where exp(At) is the fundamental solution matrix and X(t 0 ) is an initial condition. According to discussions in Sec. 2.1,
we can obtain an iterative map of the form
If the fixed point of the iterative map (8) 
To that end, our chaotification question has become an algebraic question. More precisely, to make the system (7) chaotic in the sense of Marotto criterion, we need to appropriately choose three scalar matrices P , Q and H, which must satisfy the following two conditions: (1) the eigenvalues of DF (X 0 ) exceed 1 in magnitude; (2) there exists a point X 0 = X 0 in a repelling neighborhood
Thus, our basic framework for chaotification of a linear impulsive differential system is summarized as follows.
Step 1. Determine the fixed point X 0 from the equality (8), which gives a set of conditions for the matrices P , Q and H;
Step 2. Compute the eigenvalues of the matrix DF (X 0 ), and make the norm of these eigenvalues be more than 1. This will give another set of conditions for P , Q and H;
Step 3. Find a snap-back repeller of the map F , which gives a final set of conditions for P , Q and H.
These three sets of conditions altogether give the matrices P , Q and H, but there possibly exist many solutions. Of these solutions, we choose a solution such that the impulsive controller is as simple as possible, e.g. some components of it may be zero. In the next section, we will consider three typical cases, and show how to appropriately choose the three matrices P , Q and H. In addition, we will rigorously prove that the corresponding controlled systems are chaotic in the sense of Marotto criterion.
Chaotification of General Linear Impulsive Systems
For clarity, we will distinguish three cases to show how to chaotify linear impulsive differential systems, including how to appropriately choose the matrices P , Q and H, how to find a snap-back repeller, and how to analytically give the expression of a fixed point.
In the one-dimensional case
Motivated by the famous logistic map, we consider the following impulsive differential system:
where k = 0, 1, . . . , ∞, and the corresponding h has been set as zero. Interestingly, the corresponding iterative system, according to the above discussions, is
which is actually a widely-studied logistic map, where p and q are two parameters and assumed to be nonzero. This iterative map is chaotic for some p and q, implying that the original impulsive system (10) is also chaotic according to the above discussions.
In fact, let x k+1 = − q p exp(−aT )y k+1 . Then, the discrete map (11) becomes
From [Hirsch et al., 2007; p. 342, Proposition; p. 348 , Theorem], we know that the logistic map (12) with λ = q exp(−aT ) ≥ 4 is chaotic on the unit interval. Thus, we obtain the following conclusion:
Proposition 3.1. Suppose p = 0 and q ≥ 4 exp(aT ), then the impulse-controlled system (10) is definitely chaotic.
In the two-dimensional case
To introduce a two-dimensional linear differential system to be chaotified, we consider a practical example. As is well known, the vibration of a mass m on a spring with a dashpot can be modeled by the second-order linear differential equation of the form: mẍ + cẋ + kx = 0, where c is the damping constant of the dashpot, and k is the spring constant. If we set 2b = c m , ω 2 = k m , then this equation becomesẍ + 2bẋ + ω 2 x = 0. Note that all solutions of the system tend to its unique equilibrium point x = 0 in the case of b 2 < ω 2 (this inequality will always be assumed in the following discussions). Now, letting y =ẋ, which will give a two-dimensional linear dynamical equation, and introducing an impulsive controller to this system lead to the following system:
where X = (x, y) T , A = Then, we set Q = exp(−AT 0 ). To that end, we obtain the following discrete iterative map according to the above discussions:
which will be denoted by X k+1 = F (X k ) with k = 0, 1, . . . , ∞. It is not difficult to show that this iterative system has two fixed points only:
Because of the practical background of the model, we consider the fixed point X 01 only. Note that the eigenvalues of the Jacobian matrix evaluated at the fixed point are given by
Apparently, λ 1 > 1 and λ 2 > 1 due to a 1 > 0, a 4 > 0 and h > 0. Thus, any neighborhood of the fixed point X 01 , denoted by B(X 01 ), is a repelling neighborhood. Next, we need to find one point Z = (z 1 , z 2 ) T in the neighborhood B(X 01 ), such that Z = X 01 , F 2 (Z) = X 01 and |DF 2 (Z)| = 0 in order to apply the Marotto theorem.
Note that the F 2 map can be expressed as
which maps the point
to the fixed point X 01 = 0,
T , where
, namely
Furthermore, the computation shows
due to a 1 > 0, a 4 > 0, c 0 > 0, and z 2 > 0. From the above discussions, we conclude that the fixed point
T is a snap-back repeller. According to the above Marotto Theorem, the following result is obtained. 
In the n-dimensional case
Assume that the real matrix A is diagonalizable and has n eigenvalues, k 1 ones of which are real, denoted by λ 1 , λ 2 , . . . , λ k 1 ∈ R, and the other 2k 2 ones are complex, denoted by α 1 ± iβ 1 , . . . , α k 2 ± iβ k 2 ∈ C, where k 1 + 2k 2 = n. Consider the following impulsive differential system
According to our assumption, there exists a reversible matrix R such that the matrix A can become the following Jordan canonical form:
where 0 ≤ k 1 ≤ n, 0 ≤ 2k 2 ≤ n, all of the entries off the diagonal are 0, and
Then, under the transformation of coordinates Y = RX, the system (20) becomes:
where P = UR, Q = R −1 VR, H = R −1 W , and k ∈ N + . For simplicity, we consider below only the case that the matrix A = J in Eqs. (7) has n real eigenvalues, denoted by λ 1 = a 1 , λ 2 = a 2 , . . . , λ n = a n , implying k 1 = n, k 2 = 0. In this case, we introduce the following impulse-controlled system
. . .
. .
In terms of the above symbols, we have
where p > 0, a i > 0, q i > 0 with 1 ≤ i ≤ n, h > 0 and h 1 ∈ R, which will be determined. The corresponding discrete iterative map can be expressed as
Denoted by X 0 = (x 0 1 , x 0 2 , . . . , x 0 n ) T the fixed point of Eqs. (24), it is not difficult to show that there are two possible forms for X 0 , which are
respectively. Furthermore, we can show that the eigenvalues of the Jacobian matrix evaluated at the fixed point X 01 (similar discussions are suitable for X 02 ) are given by
λ n = 1 + 2ph exp(a n T ).
According to our assumption, it is easy to see that any neighborhood B(X 01 ) ⊂ S of X 01 is a repelling neighborhood. The next step is how to find a snap-back repeller. For this, consider the
Let Z = (z 1 , z 2 , . . . , z n ) T be any point of the neighborhood Z = X 01 . Now, we check whether F 2 (Z) = X 01 and |DF 2 (Z)| = 0 are satisfied. 2, . . . , n. Then, system (22) is chaotic for any h 1 ∈ R.
Numerical Implementations
In this section, we will present several numerical examples to further verify the above theoretical predictions.
Example 4.1. In the one-dimensional case, consider the following impulse-controlled system,
where T > 0, k = 1, 2, . . . , ∞. According to Proposition 3.1, it is easy to see that the controlled system (33) is chaotic for p = 0 and q ≥ 4 exp(−3T ). In particular, let p = −0.4, q = 4 exp(0.5) and T = 1, then the time series of corresponding numerical chaotic attractor is shown in Fig. 1 . 
Then, the corresponding impulse-controlled system is
where k = 1, 2, . . . , ∞. From Proposition 3.2, we know that the impulse-controlled system (34) is chaotic for any h > 0. In particular, a numerical chaotic attractor corresponding to h = 10 is shown in Fig. 2 .
In the following, we will present two numerical examples to further verify the above n-dimensional theoretical predictions, one of the examples is matrix A that has distinct eigenvalues, the other is matrix A that has repeated eigenvalues. exp(2), exp(−1)). Consider the controlled system By Proposition 3.3, it is easy to see that the impulsive controlled system (35) is chaotic. In particular, the time-series of the corresponding numerical chaotic attractor is shown in Fig. 3 . 
where A has a repeated eigenvalue λ 1 = −1. Proposition 3.3 implies that this system is chaotic. The time-series of the corresponding numerical chaotic attractor is shown in Fig. 4 .
Conclusion and Discussion
In this paper, we have proposed a systemic approach for chaotification of an n-dimensional linear impulsive differential system, including how to design an appropriate impulsive controller. Moreover, we have rigorously proved the existence of chaos in several typical constructed linear impulsecontrolled systems, based on the Marotto theorem. Numerical examples have verified that our proposed approach for chaotification is efficient. Hopefully, such a chaotification method can find its potential applications in the engineering field. It should be pointed out that although we have designed quadratic impulsive controllers for linear differential systems, such a design is not unique, and there possibly exist many other forms of impulsive controllers. In addition, we have shown that an n-dimensional linear impulsive differential system can be chaotified only in the case that the coefficient matrix is diagonalizable. If the matrix is not a diagonalizable matrix, however, the linear impulse-controlled differential system can also be chaotified. 
where k = 1, 2, . . . , ∞. Set T = 1. The direct computation shows that the coefficient matrix A of the linear system without impulses has the following four eigenvalues: λ 1 = −1, λ 2 = λ 3 = λ 4 = 3 √ 2 − 1, moreover, the matrix A is not a diagonalizable matrix. Therefore, this impulsive system does not belong to the above discussion case. However, it can exhibit chaotic behavior. The phase portrait of a numerical chaotic attractor of system (37) and the corresponding Poincaré trajectories are shown in Fig. 5 .
