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In this paper, we prove two general lower bounds for algebraic decision
trees which test membership in a set SRn which is defined by linear
inequalities. Let rank(S) be the maximal dimension of a linear sub-
space contained in the closure of S (in Euclidean topology). First we
show that any decision tree for S which uses products of linear functions
(we call such functions mlf-functions) must have depth at least
n&rank(S). This solves an open question raised by A. C. Yao and can be
used to show that mlf-functions are not really more powerful than simple
comparisons between the input variables when computing the largest k
out of n elements. Yao proved this result in the special case when
products of at most two linear functions are allowed. Our proof also
shows that any decision tree for this problem must have exponential size.
Using the same methods, we can give an alternative proof of Rabin’s
theorem, namely that the depth of any decision tree for S using arbitrary
analytic functions is at least n&rank(S). ] 1999 Academic Press
1. INTRODUCTION
Among other algebraic complexity measures (e.g. [13, 27]), the algebraic deci-
sion tree and algebraic computation tree models have turned out to be very useful
in proving lower bounds for elementary combinatorial or geometric problems like
maximum finding, set equality, set disjointness, and sorting (see [2] for more
examples), and less elementary problems like convex polygon inclusion [20] and
motion planning [18].
The algebraic decision tree model is an abstraction of ‘‘real’’ algorithms, where
only comparisons between input variables or functions of input variables are
counted, whereas all other time-consuming operations like data-management, func-
tion evaluation, or other control structures have zero cost. For complex problems,
this simplification can make the problem considerably easier; for example, the
knapsack problem which is known to be NP-complete has a polynomial solution in
Article ID inco.1999.2788, available online at http:www.idealibrary.com on
440890-540199 30.00
Copyright  1999 by Academic Press
All rights of reproduction in any form reserved.
* The author was partially supported by the EU ESPRIT LTR Project 20244 (ALCOM-IT). He was
further supported by a Habilitation Scholarship of the German Research Foundation (DFG).
the decision tree model [14]. This shows that the power of lower bound proofs in
the decision tree model is quite limited.
A decision problem is a disjoint partition of Rn into sets S1 , ..., Sq , i.e.,
Rn=S1 _ } } } _ Sq . A decision tree T for a decision problem is a binary tree whose
internal nodes are labeled by predicates ‘‘ f (x)h0,’’ where f ( ) is a real-valued
function on Rn and h # [>,,<,,=,{]. The outgoing edges of an internal
node are labeled by true or false, and each leaf is labeled by one of the Si . The com-
putation of T on input x # Rn starts at the root and then proceeds downwards by
evaluating the predicates at internal nodes and taking the appropriate of the
two outgoing edges. This defines the computation path of x. When finally a leaf with
label Sx is reached, Sx is the result of the computation. T is correct if x # Sx for
all x. The worst-case running time of T is the length of the longest computation path
in T.
T is called an algebraic decision tree if all functions evaluated at internal nodes
are defined by polynomials. The most restricted algebraic decision trees are com-
parison trees where only comparisons between two input variables are allowed
[8, 12]. Linear decision trees where linear functions of the input variables can be
used [3, 6, 8, 12, 22, 23] are more powerful [24]. Products of two linear functions
(which we call two-linear functions) were used in [9, 28], and arbitrary polynomials
of bounded degree in [2, 20, 26]. Finally, arbitrary analytic functions were allowed
in [11, 19]. Accordingly, we speak of two-linear, bounded-degree and analytic deci-
sion trees, respectively. A decision tree with mlf-functions (multi-linear-factor func-
tions, i.e., arbitrary products of linear functions) is called an mlf-decision tree. Of
course, this classification of algebraic decision trees is not exhaustive (see, for
example, [6, 17]).
In this paper, we only consider deterministic algebraic decision trees.
Probabilistic and nondeterministic decision trees [10, 12, 15, 25] and algebraic
computation trees [2, 18] have also been studied.
We assume throughout this paper that the decision problem is a membership
problem; i.e., the problem is to decide whether an input x # Rn is contained in a set
SRn (we call S the target set), but the lower bounds mentioned below can easily
be transformed into similar bounds for arbitrary decision problems.
Many lower bound techniques are known for algebraic decision trees. The
logarithm of the number of connected components of S is a lower bound for the
depth of any linear or bounded-degree decision tree [2, 6, 20, 26]. Or one can try
to prove that there must be at least one long path in the tree [6, 19], or even that
all paths must be long [28]. Another approach is to prove the existence of many
disjoint subtrees [8]. Topological properties of S, like the number of k-dimensional
faces of S for any k [23] or the Euler characteristic of S [3, 29] have also been
used to prove lower bounds.
For analytic decision trees, Rabin proved the fundamental theorem that any deci-
sion tree for S must have depth at least k if S is defined by a set of k independent
linear inequalities [19]. This result was later generalized by Jaromczyk to sets S
defined by arbitrary polynomial inequalities [11], however, at the cost of posing
several restrictions on the polynomials (they must be irreducible, positively and
negatively dense, and sign-independent; see Jaromczyk’s paper for definitions).
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With a different approach, Recio and Pardo obtained a less restrictive variant of
this generalization [21].
Another generalization of Rabin’s theorem was given by Montan~ a et al. [16].
Their paper also discusses a problem in Rabin’s original paper. Rabin proved that
the width of any complete proof for S (see Section 3 for definitions) must have
width at least k, if S is the intersection of k ‘‘independent’’ half-spaces. Then he
argued that the paths in a decision tree for S define a complete proof for S, so the
same lower bound holds for the depth of the tree. As shown in [16], this reduction
from decision trees to complete proofs is problematic.
In this paper, we give an alternative proof of Rabin’s theorem which avoids the
problem mentioned in [16]. Our proof is based on a new lower bound technique
which we used to solve an open question raised by Yao. In [28], Yao showed that
median tests are not really more powerful than simple comparisons between the
input variables when computing the largest k out of n elements. He raised the ques-
tion whether this can be generalized to arbitrary mlf-functions (note that the
median test can be written as the product of two linear functions).
We give a positive answer to this question. Our proof technique is based on a
dimension argument and works only for sets S defined by linear inequalities. Let
rank(S) be the maximal dimension of a linear subspace contained in the closure of
S. We show that, for any computation path p in the decision tree, the closure of the
set of inputs x which have computation path p always contains a linear subspace
of dimension n&length(p). Hence length(p)n&rank(S). Our proof also shows
that any decision tree for this problem must have exponential size. The size is a
much less explored measure of the complexity of decision trees versus the depth
(obviously, a lower bound on the size implies a logarithmic lower bound on the
depth).
The main difference between Rabin’s theorem and Yao’s theorem is that Rabin’s
theorem establishes the existence of at least one expensive computation path in any
mlf-decision tree for S, whereas Yao’s theorem shows that all paths in a mlf-deci-
sion tree must be expensive. Because Yao’s result is much stronger than Rabin’s, it
is not surprising that it holds only for a much more restricted class of functions
(mlf-functions versus analytic functions). In Yao’s application of computing the k
largest of n elements, the strong theorem of Yao is needed; Rabin’s theorem would
not give the lower bounds in Theorem 4.12.
We mention that related results can be found in the mathematics literature in the
field of real algebraic geometry. There the problem was studied: Given an open set
SRn defined by polynomial inequalities f1 (x)>0, ..., fs (x)>0, how many polyno-
mials are necessary and sufficient to describe S by such a system of inequalities. It
turns out that d is a lower bound for s if the dimension of S is d, and 2d is
approximately an upper bound for s [1, 4, 5].
This paper is organized as follows. In Section 2 we give some geometric defini-
tions and lemmas. In Section 3 we define certificates and proofs, an abstraction of
the decision tree model. The generalization of Yao’s theorem and a proof of Rabin’s
theorem follow in Sections 4 and 5, respectively. And we conclude with some
remarks in Section 6.
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2. GEOMETRIC PRELIMINARIES
In this section we give some elementary definitions. For a set BRn, we denote
its interior by B0 and its closure by B .1 We call B truly n-dimensional if B0=B (for
example, if B1=[(x, y) # R2 | x0, y>0] and B2=B1 _ [(x, y) # R2 | y=0] then
B1 is truly n-dimensional, but B2 is not truly n-dimensional). Or in other words, B
is truly n-dimensional if it is the union of an open n-dimensional set and some part
of its boundary. Bn (z, =) denotes the n-dimensional ball of radius = centered at z.
A linear variety (flat) in Rn is a subset GRn of the form G=v+L, where
LRn is a linear subspace and v # Rn. The flat has dimension dim G=dim L.
Let Ln=[*0+ni=1 *ix i | *0 , ..., *n # R] be the set of linear functions in n
variables x=(x1 ,..., xn ). Let L (j)n =[l1 } } } lj | l i # Ln \i] be the set of mlf-functions of
degree j in n variables (which is a proper subset of the set of all polynomials of





Each l # Ln determines an oriented hyperplane h=[x # Rn | l(x)=0] with normal
vector n. Let 2=[>,,=,{] be the set of all comparison operators and
2>=[>,] (since a<0 iff&a>0 we do not use the comparison operators ‘‘<’’
and ‘‘’’). For a vector L=(l1 , ..., lm) # Lmn of linear functions we usually denote its
vector of corresponding hyperplanes by H=(h1 , ..., hm ). The union of the hyper-
planes in H is the arrangement Arr(H) (see [7], for example). If h=(h1 , ..., hm),
hi # 2, is a vector of comparison operators then we define the set of simultaneous
solutions of L with respect to h as SL, h=[x # Rn | li (x) hi 0, i=1, ..., m]; if L=<
then SL, h=Rn. We omit the subscript h whenever it is clear from the context
which comparison vector h is meant.
To measure the degree of independence of the linear functions in L we define the
rank of L as rank(L)=n&dim span(n1 , ..., nm ), where ni is the normal vector of the
hyperplane hi defined by l i . The following lemma shows that no linear variety con-
tained in SL can have a dimension higher than rank(L).
Lemma 2.1 Let L=(l1 , ..., lm) # Lmn be a vector of linear functions and let
h # 2m> be a comparison vector. Let H be the vector of hyperplanes defined by the
linear functions L. If SL{< then
(a) SL contains a linear variety of dimension rank(L);
(b) SL does not contain a linear variety of dimension rank(L)+1;
(c) rank (L)=min[k | Arr(H) contains a k-face], and there is a rank(L)-face
of Arr(H) contained in SL .
Proof. Let hi be the hyperplane corresponding to the function li with normal
vector ni .
(a) Let z # SL be arbitrary and let V be a maximal linear subspace per-
pendicular to all normal vectors ni . Then dim V=n-dim span(n1 , ..., nm )=rank(L).
Since all hi are parallel to V, we conclude that z+VSL .
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1 We assume Euclidian topology.
(b) If V is any linear variety contained in SL then V must be parallel to all
hyperplanes hi , i.e., perpendicular to all normal vectors ni . Hence dim V
n&dim span(n1 ,..., nm )=rank(L).
(c) Any k-face in Arr(H) is a k-dimensional subset of the intersection of n&k
linearly independent hyperplanes of H (e.g., [7]). Since there are not more than
span(n1, ..., nm ) linearly independent hyperplanes in H, Arr(H) contains only k-faces
for kn&dim span(n1 , ..., nm )=rank(L). K
Let L # Lmn be a vector of linear functions and H the vector of hyperplanes
defined by L. Then Arr(H) induces a signature on the points x # Rn : sig(x)=
(=1 , ..., =m ), where =i=&, 0, + iff x lies under, on, above hi , respectively. L is sign-
independent if all possible signatures are realized in Arr(H). The theorems of Rabin
and Jaromczyk require that the linear functions defining the target set S are sign-
independent. The following lemma gives another characterization of sign-inde-
pendence in terms of rank(L).
Lemma 2.2. Let L=(l1 , ..., lm) # Lmn and let hi be the hyperplane defined by l i for
i=1, ..., m. Then




Proof. Elementary geometry; see [7], for example. K
The definitions given so far apply to the target set S. We further need some
definitions concerning the functions which are used at internal nodes of the decision
tree. Yao restricted these functions to products of two linear functions, whereas
Rabin allowed arbitrary analytic functions. Below, we define a general framework
of function classes which includes the models of Yao and Rabin (Theorem 2.4
below).
Let Fn be a set of real-valued functions in n variables. We can consider any
function f (x1 , ..., xm ) in m<n variables to be a function in n variables by adding
the zero terms 0 } xm+1+ } } } +0 } xn . We call Fn valid if it satisfies properties
(F1)(F6):
If f, g # Fn and h is a hyperplane in Rn then
(F1) f is continuous.
(F2) f } g # Fn , i.e., Fn is closed under multiplication.
(F3) Fn is closed under translations and rotations of the coordinate system.
(F4) If there is an open set URn with f |U#0 then f#0.
(F5) f | (xk=0) # Fn for k=1, ..., n.
(F6) If f |h#0 then there exists an g # Fn such that f=l } g, where l is the
linear function defining h.
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Lemma 2.3 Then the following properties are also satisfied for f # Fn :
(F7) If h is a hyperplane in Rn then f | h # Fn .
(F8) Let V be a linear subspace of Rn of dimension kn. If a relatively open
set UV exists with f |U#0 then f | V#0.
Proof. (F7) Follows from (F3) and (F5).
(F8) V can be defined as the intersection of n&k hyperplanes : V=,n&ki=1 hi .
Successive application of (F7) shows that g=f |V is in Fn . If W is a linear subspace
of dimension n&dim(V) perpendicular to V then U+W is open in Rn. Since
g(x+w)=g(x) for x # V and w # W, g |U+W#( f | V) |U#f |U#0 and therefore g#0
by (F4). K
Theorem 2.4. The following sets of functions are valid : Ln , L*n , real polynomials
in n variables, and analytic functions in n variables.
Proof. Elementary analysis. K
3. CERTIFICATES AND PROOFS
In this section we recall Yao’s definition of certificates [28], give a definition of
complete proofs which slightly differs from Rabin’s definition [19], and show how
these definitions are related to decision trees. We also prove a few simple geometric
lemmas.
Let L=(l1 , ..., lm ) # Lmn be a vector of linear functions, and let hL # 2
m
> be a vec-
tor of comparison operators for L. Then the pair (L, hL ) defines the target set
SL=SL , hL . Let Fn be a valid set of functions. These functions may be used at the
internal nodes of a decision tree.
Let G=(g1 , ..., gk) be a vector of functions with gi # Fn , and let hG # 2k be a vec-
tor of comparison operators for G. Then SG=SG , hG is defined analogously to
before, where all gi had been linear functions. We call the pair Z=(G, hG) a cer-
tificate for (L, hL) if SGSL . The size of the certificate is | Z |=k, i.e., the number
of defining functions of G. Z is strict if hG=[>]k. In this case we write for short
(G, >) or SG, > instead of (G, [>]k) or SG, [>]k , respectively. Similarly, we call the
target set strict if hL=[>]m, and we then also use the notation SL, > .
Analogously, we write Sg, = for the set of zeros of a function g. Since the functions
in Fn are continuous, if SG, > is not empty then it is an open set and hence truly
n-dimensional.
Let Q # Fn , Q0, and let Z=[Z1 , ..., Zp] be a set of certificates. Z is a complete
proof for (L, hL ) with respect to Q if
(C1) Each Zi is a certificate for (L, hL ), i.e., for all x # Rn and i=1, ..., k we
have that x # SZi implies x # SL .
(C2) SL is covered by SQ, = and the SZi , i.e., if x # SL and Q(x){0 then there
is an i such that x # SZi .
The width | Z | of Z is the maximal size of one of its certificates, i.e.,
|Z|=maxi | Zi | . If all Zi are strict then Z is a strict complete proof.
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There is a strong correspondence between certificates and complete proofs on one
side and decision trees on the other side. Given a decision tree which decides mem-
bership in a set SL, hL , the set of functions evaluated along any yes-path (a path
which gives the answer ‘‘is a member’’) is, after some sign changes, a certificate for
(L, hL ). And the collection of all certificates corresponding to all yes-paths is a
complete proof for (L, hL ) with respect to any function Q. Hence, any lower
bound on the width of complete proofs is also a lower bound on the depth of deci-
sion trees.
Obviously, for any certificate Z there exists a decision tree with a yes-path corre-
sponding to Z. However, it is not straightforward to construct for a given complete
proof a decision tree whose set of yes-paths corresponds to the set of certificates of
the complete proof.
The next two lemmas show that it is sufficient to show lower bounds for strict
complete proofs. Here we differ from Rabin who only allowed nonstrict inequalities
(i.e., ‘‘’’) in the definitions of SG and SL . He could then give an elegant proof for
the minimal width of complete proofs for SL ; however, as discussed in [16], this
does not immediately give a corresponding lower bound for the depth of decision
trees.
Lemma 3.1. Let Z=(G, >) be a strict certificate for (L, h), where h # 2m> .
Then Z is also a strict certificate for (L, >).
Proof. There is nothing to show if SG=<. So assume SG{<. Assume that
there exists a z # SG with li (z)=0. Since SG is an open set there exists an =>0 such
that Bn (z, =)SG and, hence, Bn (z, =)SL , a contradiction to l i (z)=0. K
Lemma 3.2. Let Z be a complete proof for (L, hL ) with respect to Q. Then there
exist a set of certificates Z$ and a function Q$ # Fn with Q$0 such that |Z$ ||Z |
and Z$ is a strict complete proof for (L, >) with respect to Q$.
Proof. Let Z=[Z1 , ..., Zp ] with Zi=(Gi , hi), Gi=(gi1, ..., gik), and
hi=(hi1, ..., hik). We define Q$=Q } >i, j gij , where the product is taken over all
gij0. Since Q0, we have Q$0. We define Z$ by
(1) replacing all predicates ‘‘gij{0’’ by ‘‘g2ij>0’’,
(2) throwing away all Zi with hij= ‘‘=’’ for some j,
(3) and finally defining all remaining h$ij=‘‘>.’’
Obviously, |Z$ ||Z| and all certificates are strict. It remains to show that Z$ is a
complete proof for (L, >). Step (1) is possible because of property (F2) of Fn . So
suppose w.l.o.g. that Z does not contain any ‘‘{’’-comparisons.
(C1) Since SZ$iSZi for all Z$i remaining after step (2), the Z$i are also cer-
tificates for (L, hL ) and, hence, for (L,>) by Lemma 3.1.
(C2) If there is an x # SL,> with Q$ (x){0 then in particular x # SL and
Q(x){0. By (C2) there must be an i such that x # SZi , i.e., gij (x) hij 0 for all j,
where hij # [>, , =]. Q$(x){0 implies hij # [>, ] and g ij (x)>0 for all j.
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Hence, Zi was not removed in step (2) and x # SZ$i ; i.e., Z$i is a strict certificate
for x. K
We remark that in the lemma above SL, > might be empty, but then all cer-
tificates Z$i in the proof would also define empty sets SZ$i . In Section 5 we wil prove
lower bounds for strict complete proofs and then use Lemma 3.2 to extend these
results to arbitrary complete proofs. We close this section with some simple
geometric observations.
Lemma 3.3 Let L=(l1 , ..., lm ) be a vector of linear functions. Let h be a hyper-
plane with defining function l and let x be some point on h.
(a) Let CRn be truly n-dimensional and let g1 , ..., gk # Fn be functions which
are not vanishing identically. Then for all y # C and all =>0, there exists a z in
C 0 & Bn (y, =) with gi (z){0 for all i; i.e., each y # C can be slightly perturbed within
C 0 to avoid the zerosets of all the gi .
(b) Let g # Fn , g0, with l not dividing g. Then for all =>0, there exists a
z in Bn (x, =) with l(z) } g(z)>0.
(c) If an =>0 exists such that Bn (x, =)&hSL,> then x # SL,>.
(d) Let Z be a strict certificate for L. If an =>0 exists such that
h & Bn (x, =)SZ then li (x)>0 for all li{l (i.e., if some small environment of x
within hyperplane h does not stick outside of SZ then x must be a point within SL,> ,
or it must lie on its boundary if h is a bounding hyperplane of SL, > ).
Proof. (a) C 0 & Bn (y, =) is an open set in Rn. Then (F4) proves the claim.
(b) (F8) and (F6) imply that there must be a y # h & Bn (x, =2) with g(y){0.
But then sgn(g) is constant in Bn (y, #) for a # # (0, =2). Since h divides Bn (y, #) into
two halves with different signs of l in each half, there exists a z # Bn (y, #)Bn (x, =)
with l(z) } g(z)>0.
(c) Obvious.
(d) x # SZSL implies l i(x)0 for all i. If li (x)=0 and li{l for an i then li
divides the (n&1)-dimensional ball h & Bn (x, =) into two halves (h & l i is a
(n&2)-dimensional hyperplane in the (n&1)-dimensional space h), and li is
positive in one of the halves and negative in the other. But this contradicts
h & Bn (x, =)SZSL . K
4. YAO’S THEOREM
In [28], Yao showed that the size of a certificate which uses only median tests
is bounded from below by the number of linearly independent functions in the set
L defining the target set SL . He raised the question whether this result generalizes
to certificates which use mlf-functions from L*n . In this section we show that this
is the case. A partial answer to Yao’s question was given by Gasarch [9] who
showed that Yao’s theorem still holds if products of at most two linear functions
are used (i.e., functions from L (2)n ).
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Theorem 4.1 Let Z=(G, hG ), G # L*n k, and hG # 2 k, be a certificate for
(L, hL ), L # Lmn . If SG{03 then |Z|n&rank(L).
Proof. The theorem follows immediately from Lemma 2.1 and Theorem 4.3
below. K
Corollary 4.2. Any accepting path in a decision tree for SL, hL with functions
from L*n must have length at least n&rank(L).
Theorem 4.3 Let G # L*n k and h # 2 k. If SG, h{03 then there exists a linear
variety VSG, h of dimension n&k.
A similar theorem for L (2)n can be found in [28]. The proof of our theorem is
obtained by induction on k, but due to some subtle difficulties it is much more
involved than in the case of two-linear functions. The inductive step is based on the
following reduction scheme.
Reduction 4.4 Let G=(g1 , ..., gk ) # L*n k and h # 2 k. Let h be a hyperplane in
Rn. Then we define G$ # L*kn&1 and h$ # 2 k by
g$i={g i | hnot existing iff {
gi |h0;
gi |h#0;
h$i=hi if g$i exists.
Then obviously |G$ ||G| and g$i (x)=gi (x) for all x # h. But we also need
03 {SG$SG , which is not necessarily true. In fact, this may fail for three reasons.
First, if h & SG=03 then SG$=03 . Second, if gi=l2 } g^i , where l is the defining function
of h, then we discard gi in the reduction step; but if hi= ‘‘>’’ then this may add
points to SG$ which are not in SG , namely all points z # h with g^i (z)<0 which are
not excluded by other constraints. And third, if l is a common factor of several of
the gi (which are all missing in G$ ) then SG$ can also be larger than SG . For
example, if Z=((x, x } y, x+5),>) and h is the hyperplane (x=0) then the
reduced certificate is just ((x+5),>), which is true everywhere on h, whereas only
the upper half of h bounds SZ .
In the next seven lemmas we will show how to solve these problems by trans-
forming an arbitrary certificate into a certificate of at most the same size which does
not cause any of these problems. First, we will show that we can assume w.l.o.g.
that certificates do not use any ‘‘{’’-comparisons.
Lemma 4.5 Let G # L*n k and h # 2 k. If SG, h{03 then there exists an h$ # 2 k
such that ‘‘{’’  h$ and 03 {SG, h$SG, h .




hi # [>, , =];
> hi= ’{’ and gi (z)>0;
< hi= ’{’ and gi (z)<0.
Then z # SG, h$SG,h . K
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So we can from now on assume that 2=[>, , =]. The next lemma shows
that we can sometimes restrict 2 even further to [>], i.e., we have to consider only
strict certificates.
Lemma 4.6. Let G # L*n k and h # 2 k. If S0G, h {03 then 03 {SG, >SG, h .
Proof. S0G,h{03 implies the existence of an x # SG,h and an =>0 such that
Bn (x, =)SG,h . Then Lemma 3.3(a) guarantees the existence of a z # Bn (x, =) with
gi (z){0 for all i. But this means gi (z)>0 for all i. Hence z # SG, >. K
The next two lemmas show how to solve the third problem for strict certificates,
i.e., if the hyperplane l(x)=0 is used in the reduction and l is a common factor of
several of the gi .
Lemma 4.7. Let F=(l } f1 , l } f2) and G=(l } f1 , f1 } f2 ) with f1 , f2 # Fn and l # Ln .
Then SF, >=SG, > ; i.e., we can replace the ‘‘bad ’’ certificate F (with two occurrences
of l) by the ‘‘good ’’ certificate G (with only one occurrence of l), at least if l is not
a factor of f2 .
Proof.
x # SF, >  l(x) } f1 (x)>0 7 l(x) } f2 (x)>0
 sgn(l (x))=sgn( f1 (x))=sgn(f2 (x))
 l(x) } f1 (x)>0 7 f1 (x) } f2 (x)>0
 x # SG, > .
Lemma 4.8. Let G=(g1 , ..., gk ) # L*n k with l # Ln dividing g1 . Then there exists
G$=(g$1 , ..., g$k ) # L*n k with SG, >=SG$, > such that l is at most a squared factor of g$1
and does not divide any of the other g$i , i2.
Proof. Assume gi=l ai } g^i , ai # N0 for all i. We proceed in two steps. First, we
show that the multiplicities of the factor l can be made small, namely 1 or 2 for g1 ,
and 0 or 1 for g2 , ..., gk . Then we show how to eliminate the factor l from g2 , ..., gk .
If there is an odd ai we assume w.l.o.g. that a1 is odd.
1. We define
g"1=lb1 } g^1 with b1={21 iff {
a1 is even;
a1 is odd;
and for i=2, ..., k,
g"1=lb1 } g^1 with b1={01 iff {
ai is even;
ai is odd;
Then | G|=| G" | and SG, >=SG", > which can be seen as (observe that l2 (x)0 for
all x # Rn )
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x # SG, >  \i : gi (x)=lai } g^i (x)>0
 l(x){0 7 \i : lbi (x) } g^i (x)>0
 g"1 (x)>0 7 \i2 : g"i (x)>0
 x # SG", > .
2. If bi=0 for i2 then we can choose G$=G". Otherwise, b1=1 by the
assumption above. So the multiplicity of the factor l in all g"i is at most one. Apply-
ing Lemma 4.7 to all pairs (g"1 , g"i ), i2, where l divides g"i gives the desired G$. K
The G$ constructed in the previous lemma may still have g$1=l2 } g^1 which was
our second problem. The next lemma shows that we can neglect squared factors
without increasing the set of solutions too much.
Lemma 4.9. Let l # Ln and G=(g1, ..., gk ) # L*n k with g1=l2 } g^1 . Define G$ by
g$1=g^1 and g$1=gi for i2. Then SG, >SG$ , >SG, > .
Proof. The first inclusion is trivial. If SG$, >=03 then there is nothing to show.
So let x # SG$, > be arbitrary. Since SG$, > is truly n-dimensional, Lemma 3.3(a)
implies the existence of a sequence (xi)i=1, 2, ... of points x i # SG$, > with
limi   x i=x and l(x i){0 for all i. But this implies x i # SG, > for all i and, hence,
x # SG, > .
Corollary 4.10. Let G=(g1 , ..., gk ) # L*n k and l # Ln , dividing one of the gi .
Then a G$ # L*n k exists such that |G$ |=|G| , SG, >SG$ , >SG, > , and l is unique
in G; i.e., l divides exactly one of the g$i and l2 does not divide any of the g$i .
Proof. Lemmas 4.8 and 4.9. K
In this case we can prove that Reduction 4.4 works properly.
Lemma 4.11. Let h be a hyperplane with defining function l. Let
G=(g1 , ..., gk) # L*n k such that l does not divide any of the gi or l is unique in G. If
G$ is constructed by Reduction 4.4, applied to G and h, then SG$, >SG, > .
Proof. If l does not divide any of the gi then G$=G|h . So assume g1=l } g^1 .
Then g$1 does not exist. Let x # SG$,>h be arbitrary. Then an =>0 exists such that
gi (z)>0 for all i2 and z # Bn (x, =). Let =j be a sequence of numbers with ==j>0
and limj   =j=0. Then, by Lemma 3.3(b), there are x^ j # Bn (x, = j) with g1 (x^ j)>0.
Hence x # SG, > . K
Proof of Theorem 4.3. Because of Lemma 4.5 we can assume that
h # [>, , =]. The proof is obtained by induction on k=| G | :
v k=1. Let G=[g1 ]. Now we have to consider two cases. Either g1 is a
product of squared factors, i.e., g1=l2 } g^ 21 with l # Ln and g^1 # L*n . Then we define
V=Sl , = and have dim V=n&1 and VSG, h .
Or g1 has a linear factor l of odd multiplicity. Then w.l.o.g. g1=l } g^1 with g^1 # L*n
and l does not divide g^1 (since sgn(l3 } g^1 )=sgn(l } g^1 )). We define V=Sl, = . If
h1 # [, =] then VSG, h . Otherwise, Lemma 3.3(b) implies that each x # V is
also in SG, h .
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v k>1. Let G=(g1 , ..., gk ), gi # L*n . We have to consider two cases.
V S0G, h=03 . Let z # SG, h be arbitrary. Since S
0
G, h=03 , w.l.o.g. there exists an
l # Ln such that l(z)=0 and g1=l } g^1 . Let h be the hyperplane defined by l and let
G$ be constructed by Reduction 4.4, applied to G and h. Then z # SG$, h$ and
| G$ |<k. Hence, by the induction hypothesis, a linear variety VSG$, h$ of dimen-
sion at least (n&1)&(k&1)=n&k must exist.
Hence for all x # V a sequence (xj ) j=1, 2, ... exists with lim j   x j=x and
xj # SG$, h$ for all j, i.e., g$i (x j) h$i 0 for all i, where g$i # G$ exists. All gi which were
discarded in the reduction must contain the factor l; hence, gi (xj)=0 for all these
i and all j. Furthermore, gi (z)=0 for all these i and, since z # SG, h , all these hi
must be from [, =]. But then xj # SG, h for all j (because g$i=gi | h and h$i=hi
if it exists) and, hence, x # SG, h .
V S0G, h{03 . Then we can assume h=[>]
k by Lemma 4.6. SG, > is a sub-
set of Rn which is bounded by hyperplanes whose defining functions are all among
the linear factors of the gi . Let h be such a bounding hyperplane with defining
function l and assume w.l.o.g. that g1=l } g^1 . By Corollary 4.10, we can assume that
l is unique in G.
Let C be the (n&1)-face of SG, > which is supported by h and let z be an
arbitrary point in C 0. Then g1 (z)=0 and gi (z){0 for all i2. Since all gi have a
constant sign in Bn ( z, =) for some small =>0 (the gi are continuous) and z # SG, >,
we even know that gi (z)>0 for all i2.
Reduction 4.4, applied to G and h, gives us a G$ with g$i (z)=gi (z)>0 for all i2
(and g$1 not existent). Hence, z # SG$, > , i.e., SG$, >{03 . Further, SG$, >SG, > by
Lemma 4.11.
Since |G$ |<k we have, by induction hypothesis, a linear variety VSG$, > of
dimension (n&1)&(k&1)=n&k. Therefore we know that for all x # V a sequence
(xj ) j=1, 2, ... exists with limj   xj=x and xj # SG$, > for all j, i.e., gi (xj)>0 for all
i2. But then, for all j, numbers =j>0 exist such that gi (zj)>0 for all
zj # Bn (x j , =j ) and i2. We can assume w.l.o.g. that lim j   =j=0. Since xj # h, by
Lemma 3.3(b) x^j # Bn (xj , =j) exist with g1 (x^j)=l(x^j) } g^1 (x^j)>0 and gi (x^j)>0 for
i2. Hence, x # SG, > . K
We now apply Theorem 4.1 to the problem of finding the k largest elements,
including their individual rankings, of n real numbers. Let Wk (n) denote the worst-
case complexity in the decision tree model when arbitrary functions from L*n are
allowed. The following theorem generalizes Yao’s theorem [28, Theorem 1] to
arbitrary functions L*n (instead of L (2)n ). Since Yao’s proof is quite general, it can
also handle our more general Theorem 4.1. For sake of completeness, we repeat a
short sketch of the proof.
Theorem 4.12. Wk (n)n&k+1ik&1 log (n&i+1) for all n>k2.
Proof (Sketch, see [28] for a complete proof). Let G # L*n k be a certificate for
SL=[x1&xi0 | 2in]. Then rank(L)=1 and, hence, |G |n&1 by Theorem
4.1. It follows that any decision tree which finds the maximum of n numbers must
have at least 2n&1 leaves (because each path is a certificate for maximum). Now
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partition the leaves of a decision tree T which finds the k largest numbers into
>1ik&1 (n&i+1) disjoint classes, each class containing the leaves which output
xi1 , ..., xik&1 as the k&1 largest numbers for some fixed i1 , ..., ik&1 . Then each class
induces a subtree of T which finds the maximum of n&k numbers and, hence, has
at least 2n&k leaves. K
5. RABIN’S THEOREM
In [19], Rabin showed that the width of any complete proof for a sign-independ-
ent linear target set L is bounded from below by | L |, even if arbitrary polynomials
or analytic functions are allowed in the complete proof. In this section we prove an
analogous result with respect to our definition of a complete proof. We bound the
width of a complete proof by n&rank(L) (remember Lemma 2.2: L has rank
n&|L| iff it is sign-independent). Throughout this section, let Fn be some set of
functions satisfying (F1)(F6) (it is always possible to think of Fn as real polyno-
mials in n variables). All certificates will use functions from Fn .
Theorem 5.1. Let Z be a complete proof for (L, hL ), L # Lmn , with respect to a
function Q # Fn . If S0L, hL{03 then | Z |n&rank(L).
Corollary 5.2. Any decision tree for SL, hL with functions from Fn must have
depth at least n&rank(L).
We remark that this bound does not necessarily hold if S0L, hL=03 . For example,
l(x)0 and &l(x)0 both together are equivalent to l(x)=0; hence any linear
subspace V of Rn of dimension k<n can be achieved as a target set, using a set L
of 2(n&k) linear functions with rank(L)=k. But there is a trivial complete proof
Z for V which consists of only one certificate, and this certificate consists of only
one quadratic polynomial, i.e., | Z |=1: Let g=x21+ } } } +x
2
n&k ; then Sg, = is
isomorphic to Rk.
Since S0L, hL{03 , we can w.l.o.g. assume that SL, >{03 and Z is a strict complete
proof for (L,>) by Lemma 3.2. Hence, we can also assume that all functions gij
used in Z are nonzero. This makes the proofs in this section a little bit easier than
in the previous section. The proof of the theorem will be obtained by induction on
| Z |. The inductive step is based on the following reduction scheme which is an
extension of Reduction 4.4.
Reduction 5.3. Let Z=[Z1 , ..., Zp] be a strict complete proof for L with
respect to Q, where Zi=(Gi , >) with Gi=(gi1 , ..., gik) # Fkn . Let h be a hyperplane.
Then we define a set Z$ of (n&1)-dimensional certificates and a new (n&1)-dimen-
sional target set SL$ by
(1) Q$ := > gij|h , where the product is taken over all g ij which are not multi-
ples of l.
(2) Z$i is the result of Reduction 4.4 applied to Zi and h; if SZ$i=03 then Z$i is
discarded.
(3) L$ is the result of Reduction 4.4 applied to L and h. K
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Then obviously | Z$ || Z | . Further, g$ij (x)=gij (x) and l$i (x)=l i (x) for all x # h
and all i, j. If h is defined by one of the linear functions li # L then we even know
that | Z$ || Z |&1, because each Zi is either shortened by Reduction 4.4 or it com-
pletely vanishes (if it does not contain the factor l) as the next lemma shows.
Lemma 5.4. Let Zi be a strict certificate for L and let l # L be a linear function
defining a hyperplane h. If l does not divide any of the functions of Zi then Reduc-
tion 4.4, applied to Zi and h, yields a certificate Z$i with SZ$i , >=03 .
Proof. Z$i=Zi| h because l does not divide any of the functions used in Zi .
Assume that an x # SZ$i , >h exists. Then also x # SZi , > and there exists an =>0
such that Bn (x, =)SZi , > . But this contradicts the fact that not both sides of h can
belong to SL . K
It remains to show that Z$ is a strict complete proof for L$ with respect to Q$.
Unfortunately, this is not always true as we have seen in the last section. So, once
again, we need some transformations before we can prove that Reduction 5.3 works
(Lemma 5.8 below). Similarly to Lemma 4.9, we first show that in a strict complete
proof, squared linear factors are not important.
Lemma 5.5. Let Z=[Z1 , ..., Zp] be a strict complete proof for L with respect to
Q and let gij=l2 } g^ij be a function used in certificate Zi , where l # Ln . We define
another set of certificates Z$ which only differs in Zi by defining g$ij =g^ij . Then Z$ is
also a strict complete proof for L with respect to Q, and |Z$ || Z | .
Proof. |Z$ || Z | is obvious. It remains to show (C1) and (C2) for Z$:
(C1) We must show that Z$i is still a certificate for L. Obviously SZiSZ$i . Let
h be the hyperplane defined by l. If x # h & SZ$i then there exists an =>0 such that
Bn (x, =)SZ$i . But then Bn (x, =)&hSZiSL and, hence, x # SL by Lemma 3.3(c).
(C2) x # SZi implies x # SZ$i . Therefore SL is still covered by the certificates
of Z$.
The next lemma is fundamental for our inductive proof because it shows that
each defining function of a bounding hyperplane of SL must divide at least one of
the functions used in any strict complete proof for L.
Lemma 5.6. Let Z be a strict complete proof for L with respect to Q with SL{03 .
Let h be a bounding hyperplane of SL with defining function l. Then there is a function
g used in Z such that l divides g.
Proof. Let f=>g # Z g. Then f0. Assume that f |h0. Then there exists an
x # h & SL with f (x){0 (by (F7) and (F4) and because h bounds SL). But then
there exists an =>0 such that all g in Z have a constant sign in Bn (x, =), which
means that Bn (x, =)SL by (C1), a contradiction. Hence f |h#0 and l divides f by
(F6). But l is prime and hence divides one of the g in Z. K
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Corollary 5.7. Let Z be a strict complete proof for L with respect to Q with
SL{03 . Let h be a bounding hyperplane of SL with defining function l. Then there
exists a strict complete proof Z$ for L with respect to Q with | Z$ || Z | such that
l divides some function used in Z$ but l2 does not divide any of the functions of Z$.
Proof. First eliminate in Z all linear factors of multiplicity 2 or more, using
Lemma 5.5; then apply Lemma 5.6. K
In this case we can prove that Reduction 5.3 works properly.
Lemma 5.8. Let Z be a strict complete proof for L with respect to Q with SL{0.
Let h be a bounding hyperplane of SL with defining function l. If l is unique in each
certificate, where it appears as a linear factor, then Reduction 5.3, applied with hyper-
plane h, yields a strict complete proof Z$ for L$ with respect to Q$. Furthermore,
|Z$ | |Z|&1.
Proof. |Z$ | |Z|&1 follows directly from Lemma 5.4. It remains to show (C1)
and (C2) for Z$. Let Z=[Z1 , ..., Zp] with Zi=(Gi , >) and Gi=(gi1 , ..., gik ). By
Lemma 5.4, we may assume that l divides gi1; hence, Z$i=(G$i , >) with
G$i=(gi2 | h , ..., gik |h ) for all i. Furthermore, w.l.o.g. l=l1, where L=(l1 , ..., lm ), and
hence, L$=(l2 |h , ..., lm |h ):
(C1) Let x # SZ$i for an i. Then there exists an =>0 such that h & Bn (x, =)
SZ$iSZi by Lemma 4.11. But then li (x){0 for i2 by Lemma 3.3(d) and, since
x # SL , even l i (x)>0. Hence x # SL$ .
(C2) Let x # SL$SL with Q$(x){0. There exists a sequence (xs)s=1, 2, ... with
xs # SL , Q(xs){0, and lims   xs=x. For each xs there is an index is such that
xs # SZis . Since we only have a finite number of certificates, one index must occur
infinitely often in the sequence (is)s=1, 2, ... . Let i be such an index.
So we have a subsequence (ys)s=1, 2, ... of (xs)s=1, 2, ... with ys # SZi and lims  
ys=x. Hence, for all s, gij (xs)>0 for all j and therefore gij (x)0. Since Q$(x){0
we even have gij (x)>0 for j2.
Assume gi1 (x)>0. Then l does not divide any of the gij and hence, by Lemma
5.4, SZ$i=03 , a contradiction. Therefore, gi1 (x)=0 and l divides gi1 (otherwise, gi1
would be a factor of Q$; i.e., Q$ (x)=0, a contradiction). Therefore Z$i exists and
x # SZ$i . K
Proof of Theorem 5.1. As mentioned before, we can assume that Z is a strict
complete proof for (L,>) and SL, >{03 (Lemma 3.2). By Lemma 2.1(c) we know
that there is a hyperplane h in L which bounds SL and which contributes to a
rank(L)-face in SL . Let l be the defining function of h. By Corollary 5.7 we can
assume that l is a linear factor of some of the functions used in Z, but l2 is not. We
can even further assume that l is unique in each certificate of Z, where it appears
as a linear factor (Lemma 4.8).
Now we can apply Reduction 5.3 to Z, L, and h and know by Lemma 5.8 that
Z$ is a strict complete proof for L$ with respect to Q$ with | Z$ ||Z |&1. Further-
more, rank(L$)=rank(L). By induction hypothesis, |Z$ |(n&1)&rank(L$) and
therefore |Z|1+|Z$ |n&rank(L). K
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6. CONCLUSIONS
The proofs in this paper are mainly based on two techniques. One technique is
to examine the number of free dimensions of the target set and the set of solutions
for a certificate (Theorem 4.3). The other technique is not to stick to the given deci-
sion tree but to transform it into another decision tree with nicer properties and of
at most the same depth (Ramanan proposed in [20], for example, to introduce
artificial components, thus improving the classical lower bounds which are based
on counting the number of connected components).
Yao’s theorem cannot be generalized to, for example, quadratic polynomials,
because two quadratic polynomials can have an arbitrarily small solution set which
can be contained in any target set (see the example after Corollary 5.2). But other
open problems from [28] are still waiting for an answer, for example, the question
whether lower bound proofs for ‘‘simple’’ combinatorial problems (such as finding
the k largest numbers) can always be carried out purely combinatorially, i.e.,
without the detour of geometric arguments.
At first glance it seems to be surprising that the methods used in the proof of
Yao’s theorem can also be used to prove Rabin’s theorem. But a closer look at our
proof of Rabin’s theorem shows that we inductively prove the existence of a cer-
tificate with a set of solutions which is bordered by a rank(L)-face of Arr(H) and
which uses the hyperplanes defining this rank(L)-face as linear factors (to be
precise, we prove that there could be such a certificate). This is very similar to Yao’s
theorem.
In [19], Rabin gave as an example a problem, where the use of nonanalytic func-
tions can beat his lower bound. A careful inspection of our proof (and Rabin’s
original proof) shows that the reason why the theorem fails in this case is the fact
that the functions involved are not defined on the hyperplanes bounding the target
set SL . And in this case the inductive step which restricts everything to one of these
bounding hyperplanes cannot work. This leads us to the following observation: We
do not really require the functions used in a decision tree to satisfy the properties
(F1)(F6) everywhere in Rn; it is sufficient if they are satisfied in a small environ-
ment around the rank(L)-face of SL which is used in the inductive step. This is
similar to the method of focusing on some convex set CRn in [19].
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