The Hamming weight enumerator function of the formally self-dual even, binary extended quadratic residue code of prime p = 8m + 1 is given by Gleason's theorem for singly-even code. Using this theorem, the Hamming weight distribution of the extended quadratic residue is completely determined once the number of codewords of Hamming weight j Aj, for 0 ≤ j ≤ 2m, are known. The smallest prime for which the Hamming weight distribution of the corresponding extended quadratic residue code is unknown is 137. It is shown in this paper that, for p = 137 A2m = A34 may be obtained without the need of exhaustive codeword enumeration. After the remainder of Aj required by Gleason's theorem are computed and independently verified using their congruences, the Hamming weight distributions of the binary augmented and extended quadratic residue codes of prime 137 are derived.
Introduction
The Hamming weight distribution of a linear error correcting code is of practical and theoretical interest. It provides a great deal of information on the code capability in detecting errors and in correcting errors or erasures. The complexity of computing the Hamming weight distribution of a code is exponential. In general, the computation requires one to enumerate all codewords of the code; or to enumerate all codewords of the dual and apply the MacWilliams identity.
Since the birth of coding theory, various algebraic error correcting codes have been discovered. One classic family of such codes is the family of quadratic residue (QR) codes, which has rich mathematical structure and good error correcting capability. Despite having these advantages, the construction of its algebraic decoder is non trivial. Due to the existence of rich mathematical structure, there are considerable restrictions on the weight 1 structure of this family of codes and therefore it is not necessary to enumerate all codewords or those of the dual in computing the Hamming weight distribution. In fact, by knowing a fraction of the Hamming weight distribution, the complete distribution can be obtained. Recently, this method has been used by Gaborit et al [1] to obtain the Hamming weight distributions of binary extended QR codes of primes 73, 89, 97, 113 and 127
1 . In our previous work [2, 3] , we have evaluated the Hamming weight distributions of the extended QR codes of primes 151 and 167. The smallest prime for which the Hamming weight distribution of the corresponding extended QR code is not known in 137 and in this paper, its Hamming weight distribution is evaluated. We show that even smaller fraction of the Hamming weight distribution is sufficient to derive the complete Hamming weight distribution.
The remainder of this paper is organised as follows. Section 2 gives the definition and notation that we use in this paper-including a brief recall of the binary QR codes. Section 3 discusses the modular congruence of the number of codewords of a given Hamming weight and the Hamming weight distribution of the extended QR code of prime 137 is derived in Section 4.
Definition and Notation
Let F n 2 be a space of vector of length n whose elements take value over F 2 (binary field). An [n, k, d] binary linear code C of length n, dimension k and minimum Hamming distance d, is a k-dimensional subspace of F n 2 . Let x, y ∈ F n 2 , the scalar product of these two vectors is defined as x · y = n−1 j=0 x j y j (mod 2). Given a code C, the dual code is defined as
The hull of a code C is defined as H (C) = C ∩ C ⊥ . The Hamming weight of a vector v ∈ F n 2 , denoted by wt H (v), is the number of its non zero coordinates and the minimum Hamming distance of C is simply the smallest Hamming weight of all codewords in C. Throughout this paper, we deal exclusively with Hamming space and for convenience, the word "Hamming" shall be omitted. The weight enumerator function of C is given by
where z is an indeterminate and A j is the number of codewords of weight j. The distribution of A j for 0 ≤ j ≤ n is called the weight distribution of a code.
Given a vector v ∈ F n 2 of even weight, if wt H (v) ≡ 0 (mod 4), it is termed doubly-even; otherwise wt H (v) ≡ 2 (mod 4) and it is termed singlyeven. An even code is one which has codewords of even weight only. A code C is called self-dual if C = C ⊥ . A self-dual code may be doubly-even if the weight of all codewords is divisible by 4 or singly-even if there are codewords whose weight is congruent to 2 (mod 4). In addition to self-dual code, there also exists formally self-dual code. A code C is termed formally self-dual if
Quadratic Residue Codes
In this subsection, a brief summary of QR codes over F 2 is given [4] . 
implying the corresponding extended QR code is formally self-dual.
In this paper, we are interested in the QR codes where p ≡ 1 (mod 8), in particular p = 137. Since the extended code is formally self-dual, the restrictions on the weight structure imposed by Gleason's theorem for singlyeven code applies. This implies that for a given prime p = 8m+1, the weight enumerator function AQ
for some integer K j . Equation (2) shows that the complete weight distribution can be derived once the first m even terms of A j (A 0 = 1 by definition) are known. Note thatQ p is an even code and thus A j = 0 for odd integer j.
Congruence of the Number of Codewords of a Given Weight
It is known in the literature that the automorphism group ofQ p , denoted by Aut(Q p ), contains the projective special linear group PSL 2 (p) [4] . This linear group is generated by a set of permutations on the coordinates (∞, 0, 1, . .
This set of permutations may be produced by the transformations 2 S : y → y + 1 and T : y → −y −1 . The knowledge of the automorphism group of a code may be exploited to characterise the weight distribution of the code.
Let Aut(Q p ) ⊇ PSL 2 (p) = H, the number of weight j codewords A j can be categorised into two classes: one which contains all weight j codewords that are invariant under some element of H and another which contains the rest. Given a codeword ofQ p that is not invariant under some element of H, applying all |H| = 1 2 p(p 2 − 1) permutations will result in |H| distinct codewords ofQ p . In other words, the latter class forms orbits of size equal to the cardinality of PSL 2 (p). Let A j (H) denote the number of weight j codewords which are invariant under some element of H, we may write
for n j ∈ Z * = {0} ∪ Z
For each prime q i , in order to compute A j (S qi ), the subcode which is invariant under some element of S qi needs to be obtained. For odd primes q i , S qi is cyclic and there exists a b c d ∈ H, for some integers a, b, c, d, which generates cyclic permutation of order q i . Thus, it is straightforward to obtain the invariant subcode and the corresponding A j (S qi ). On the other hand, if q i = 2, S 2 is a dihedral group of order 2 s , where s is the highest power of 2 that divides |H|, and A j (S 2 ) is given by [6] 
where H 2 and G i 4 , for i = 0, 1, are subgroups of order 2 and 4 respectively, which are contained in S 2 . Let P ∈ H of order 2 s−1 and T = 0 −1 1 0 ∈ H of order 2, it is shown in [6] that H 2 = {1, P 
The Weight Distribution
Following Gleason's theorem, see (2) , the weight distribution of the binary extended QR code of prime 137 is given by
Since A 0 = 1 and the minimum distance ofQ 137 is 22, only A 2j , for 11 ≤ j ≤ 17, are required in order to deduce AQ
137
(z) completely. Note that each A 2j determines K j for some integer j. However, following the idea in [6] which has been relatively forgotten, K 17 may be determined without the need of exhaustively computing A 34 as shown in this section.
Let us first deduce the modular congruence of A 2j , for 11 ≤ j ≤ 17, of Q 137 . Some of these congruences have been given in the authors' previous 4 work [2] , but are restated in the following to make the paper self-contained. for some non negative integers n 2j .
Let G be the generator matrix of the half-rate codeQ 137 . In order to efficiently count the number of codewords of weight 2j, two full-rank generator matrices, say G 1 and G 2 , which have pairwise disjoint information sets are required. These matrices can be easily obtained by performing Gaussian elimination on G to produce G 1 = [I|A] and repeating the process on submatrix A to produce G 2 = [B|I]. For each of these full-rank matrices, we need to enumerate as many as j i=0 69 i codewords and count the number of those of weight 2j. The efficiency of enumeration may be improved by employing the revolving door combination generator algorithm [7] , which has the property that in two successive combination patterns, there is only one element that is exchanged. In addition to this, the revolving door algorithm also has a nice property that allows the enumeration to be realised on grid computer, see Appendix A.1. We have evaluated A 2j , for 11 ≤ j ≤ 16, using a grid of approximately 1500 computers and the results are given below Comparing (6) and (7), it can be clearly seen that 3 n 22 = 0, n 24 = 1, n 26 = 16, n 28 = 381, n 30 = 5171 and n 32 = 60566. The non negative integer solutions of n 2j give an indication that the corresponding A 2j has been accurately computed.
We now show that A 34 is known. It is worth noting that knowing A 34 , based on the arguments on codeword counting given above, significantly reduces the complexity of computing AQ 137 (z). Consider Gleason's formulation given in (5), if we take its first derivative with respect to z, we have
which may be expanded as
From (9), we can see that the terms that involve K j for 0 ≤ j ≤ 16 become zero if we set z = = √ −1. Thus,
Since Aut(Q p ) is doubly-transitive, given A 2j of an extended QR codê Q p , the number of codewords of weight 2j − 1 and 2j in the augmented code Q p are 2j p+1 A 2j and p+1−2j p+1 A 2j respectively. Following [8] , the weight enumerator function of Q 137 may be written in terms of that ofQ 137 as follows
From (5), it is obvious that AQ
(z)    z= = 0 and therefore (11) becomes
The expurgated QR code Q 137 is an even code and following [4] , Q ⊥ 137 = N 137 . We can see that the exponents of the zeros of Q 137 are in the set Q ∪ {0}, whereas those of N 137 are in the set N , and thus the hull of Q 137 has dimension zero. It follows from [9, Lemma 7.8.3 pp. 276] that the code Q 137 may be decomposed into an orthogonal sum of either 34 subcodes each consisting of three doubly-even and one singly-even codewords; or 33 subcodes each consisting of three doubly-even and one singly-even codewords, in addition to one subcode containing one doubly-even and three singlyeven codewords. As a consequence, if W w denotes the number of codewords of weight congruent to w (mod 4) in Q 137 , we have, see [9, Theorem 7.8.6 pp. 277]
Note that this result also holds for Q 137 as Q 137 is the even weight subcode of Q 137 . Since all ones codeword 1 p ∈ Q 137 , it follows that
for the augmented QR code. Substituting z with in the weight enumerator function of Q 137 , we have and thus, following (13) and (14),
Equating (12) and (15),
we arrive at
Using (7), A 2j = 0 for 1 ≤ j ≤ 10 and A 0 = 1, K j for 0 ≤ j ≤ 16 are determined. Substituting these into (5) and equating the coefficients of z 34 with A 34 , we have
Consider the case for K 17 = −69, A 34 = 771068968227. Comparing this A 34 with the congruence given in (6), it follows that n 34 ∈ Z * and hence this rules out the possibility of K 17 = −69. If K 17 = 69, however,
and it follows that n 34 = 599769 ∈ Z * , indicating that K 17 is indeed 69. Now we have determined A 34 (and hence K 17 ) without exhaustively counting the number of codewords of weight 34 inQ 137 . The weight distribution ofQ 137 can be straightforwardly deduced from (5) and so is that of Q 137 from (11) . The weight distributions of the augmented and also the extended QR code of prime 137 are tabulated in Table 1 . Note that since the weight distributions are symmetrical, only the first half terms are tabulated. 
