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В практике прогнозирования параметров систем на основе времен­
ных рядов широко используются методы изолированной экстраполяции, 
и, в частности, методы слепой экстраполяции. К их числу относятся:
1) метод скользящих средних [1];
2) методы экспоненциального сглаживания [2] ;
3) прогнозирование на основе полиномов Лягера [2], Лагран­
жа [3];
4) прогнозирование на основе метода квазиоптимальной фильтра­
ции случайных процессов [2].
Прогнозы, полученные на основе методов экстраполяции, обладают 
весьма невысокой надежностью^ при использовании одного из методов 
возможно получение значительных ошибок в прогнозных значениях па­
раметров. Очевидно, что совместное использование различных методов
с целью получения некоторого компромиссного вектора прогноза X0 
(X0=  (.A0 ,..., я 0) — вектор, компонентами которого являются компромис­
сные прогнозные значения параметров хи ...ух9 системы), позволит пре­
дохранить от «больших» ошибок прогноза.
Процедуру принятия решения о компромиссном значении вектора
Xo на X периодов предлагается рассматривать как игру с природой в ус­
ловиях неопределенности.
Пусть Xi =  {х іу ..., Xi) Z = I ,  s — значение вектора прогноза X =Ѳ ■ - —
(хи . . . ,  x j y вычисленное по Z-му алгоритму прогнозирования ( /= 1 ,  s, 
где s — число алгоритмов прогнозирования P u . . . ,  P s).
Задача заключается в нахождении компромиссного значения век-
—V
тора X0 путем определения наилучшей смеси векторов вида
Здесь fKi — некоторый весовой коэффициент, с которым вектор должен
* X0- I 1 X 1 +X2 A2+ . . . + +  Xs (1)
при
V +=1, +>0, Z==I, s . (2)
присутствовать в смеси X0.
Прежде всего введем меру для измерения величины расхождения 
векторов прогноза Х( , i = l ,  s
8 \ x l —  X kl
S m = I  u -=Tj l , k , s. (3)
/=1 Л j
Значение g kl количественно выражает несоответствие прогноза
JYft прогнозу Xe, полученным по алгоритмам прогнозирования P ftH ,
P 1 соответственно, и представляет собой сумму отношений по компо--> —> ->
нентной разности векторов Xk и X1 к компонентам вектора Xk . Значе­
ние g kl является наименьшим, то есть равным нулю, во всех случаях, 
когда k = l .
Формула (3) для оценки характеристики g ki рекомендуется по 
следующим причинам:
а) g kl является безразмерной величиной, что позволяет избежать 
трудности из-за различных единиц и масштабов изменения парамет­
ров;
б) gki позволяет учесть отклонения как в большую, так и в мень­
шую сторону, так как в числителе берется абсолютное значение разно­
сти векторов. С помощью введенной меры (1) строим квадратную мат­
рицу потерь G * =  (—g kl ) (таблица).
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Каждой строке матрицы G* соответствует одно из 5 возможных 
значений вектора прогноза, полученных с помощью различных алго­
ритмов прогнозирования, а каждому столбцу соответствует один из ал­
горитмов прогнозирования.
Диагональные элементы матрицы равны 0. Остальные элементы 
матрицы меньше нуля или равны нулю в случае совпадения векторов 
прогноза для различных алгоритмов прогноза. Далее матрица G* рас­
сматривается как матрица платежей в игре двух лиц.
Возможными стратегиями одного из игроков (природы) являются 
различные алгоритмы прогнозирования P =  {Р\, . . . ,  P s) значений вре­
менных рядов, а второго — различные векторы прогноза X =  {Х\, . . . ,  —>
Ar5), вычисленные по алгоритмам P h . . . ,  P s . Необходимо определить
—>
такую оптимальную стратегию X0 первого игрока (т. е. определить Xu
. . . ,  Xs ), которой бы соответствовали минимальные отклонения векто- > > > 
pa X0 от векторов Xu . . . ,  Xs . Из структуры матрицы G* следует, что
она не обладает седловой точкой, потому что
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max min (—g k/) <  min max ( — g + )= 0 .
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Р е ш е н и е  и гр ы  з а д а н н о й  м а т р и ц е й  G * о п р е д е л я е т с я  в ф о р м е  с м е ш а н ­
н ы х  с т р а т е г и й  и м о ж е т  б ы т ь  н а й д е н о  о д н и м  и з  и з в е с т н ы х  м е т о д о в  [ 4 ] .  
Р а с с м о т р е н н а я  з а д а ч а  о п р е д е л е н и я  к о м п р о м и с с н о г о  в е к т о р а  м о ж е т  
б ы т ь  р е ш е н а  м е т о д а м и  л и н е й н о г о  п р о г р а м м и р о в а н и я . З а д а ч а  о п т и м и ­
з а ц и и  п р и  э т о м  п р и о б р е т а е т  в и д . Н а й т и
V— ^ m a x  (4 )
п р и  у с л о в и я х :
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З д е с ь  gki (k , с =  I , 5) п р е д с т а в л я ю т  э л е м е н т ы  м а т р и ц ы  и гр ы  G * ,
а  п е р е м е н н ы м и  в е л и ч и н а м и  я в л я ю т с я  L i, • L 5 , к о т о р ы е  с о с т а в л я ю т
к о м п о н е н т ы  о п р е д е л я е м о й  о п т и м а л ь н о й  с т р а т е г и и , a ѵ —  ц е н а  и гр ы .
Т р е б о в а н и е  м а к с и м и з а ц и и  п р а в о й  ч а с т и  ( 5 )  и д е н т и ч н о  т р е б о в а н и ю
д л я  к о м п р о м и с с н о г о  п р о г н о з а  м и н и м и з и р о в а т ь  м а к с и м а л ь н о е  о т к л о н е -
—>
н и е  п о  о т н о ш е н и ю  к о  в с е м  в е к т о р а м  Хі ( і= 1 , — s ) . П р и  о п р е д е л е н и и  
з н а ч е н и я  к о м п р о м и с с н о г о  в е к т о р а  п р о г н о з а  на, х  п е р и о д о в  э л е м е н т ы  gkl 
м а т р и ц ы  и гр ы  G * в ы ч и с л я ю т с я  п о  ф о р м у л е
X Ѳ I y h   V-&VI
^  =  (8)'l ~  XK
г д е  X1J4 — з н а ч е н и е  / - г о  п а р а м е т р а  в е к т о р а  X , п о л у ч е н н о г о  п о  / -м у  
а л г о р и т м у  п р о г н о з и р о в а н и я  P1 н а  ѵ -й  п е р и о д  п р о г н о з и р о в а н и я  ( / =  1 ,0 ,
I = 1, s; V= 1, у).
Р а с с м о т р е н н ы й  в д а н н о й  с т а т ь е  п о д х о д  к р е ш е н и ю  з а д а ч и  п р о г н о ­
з и р о в а н и я  н а  о с н о в е  в р е м е н н ы х  р я д о в  с л е д у е т  р а с с м а т р и в а т ь  к а к  
п р и б л и ж е н н о е  р е ш е н и е , п о з в о л я ю щ е е  п р е д о т в р а т и т ь  б о л ь ш и е  з н а ч е н и я  
о ш и б о к  п р о г н о з а  о т  п р и м е н е н и я  к а ж д о г о  и з  м е т о д о в  в о т д е л ь н о с т и  в 
у с л о в и я х  с у щ е с т в е н н о й  н е о п р е д е л е н н о с т и .  Н а х о ж д е н и е  о п и с а н н о г о  к о м п ­
р о м и с с н о г о  п р о г н о з а  я в л я е т с я  с у щ е с т в е н н о  б о л е е  к о р р е к т н о й  п р о ц е д у ­
р о й  п о  с р а в н е н и ю  с и с п о л ь з о в а н и е м  в п р а к т и к е  п р о г н о з и р о в а н и я  п р о ­
с т о г о  у с р е д н е н и я  р е з у л ь т а т о в  п р о г н о з а  п о  о т д е л ь н ы м  м е т о д а м .
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