This paper presents extensions and improvements of recently developed algorithms for the numerical analysis of orbits homoclinic to equilibria in ODEs and describes the implementation of these algorithms within the standard continuation package auto86. This leads to a kind of toolbox, called HomCont, for analysing homoclinic bifurcations either as an aid to producing new theoretical results, or to understand dynamics arising from applications. This toolbox allows the continuation of codimension-one homoclinic orbits to hyperbolic or non-hyperbolic equilibria as well as detection and continuation of higher-order homoclinic singularities in more parameters. All known codim 2 cases that involve a unique homoclinic orbit are supported. Two speci c example systems from ecology and chemical kinetics are analysed in some detail, allowing the reader to understand how to use the the toolbox for themselves. In the process, new results are also derived on these two particular models.
Introduction
Since the pioneering works of L.P. Shil'nikov in the 1960's, much is now understood about codimension-one bifurcations caused by the existence of an orbit homoclinic to an equilibrium in ODEs. However, in the course of application of these results to speci c systems, one generally would like to continue loci of such homoclinic orbits in two or more parameters, thus encountering various codimension-two degeneracies. These codimension-two bifurcations have received a lot attention recently both theoretically (e.g. Lukyanov (1982) , Nozdrachova (1982) , Turaev (1988) , Belyakov & Shil'nikov (1990) , Chow, Deng & Fiedler (1990) , Kisaka, Kokubu & Oka (1993) , Deng (1993) , Homburg, Kokubu & Krupa (1994) , Sandstede (1993) ) and in applications (see, for example, the recent proceedings Gaspard, Arn eodo, Kapral & Sparrow (1993) ). More complete reviews can be found in Fiedler (1992) and Champneys & Kuznetsov (1994) , to which we also direct the reader for two-parameter bifurcation diagrams respective to these codim 2 points.
Application of these theoretical results to example systems has always been di cult, typically involving a large amount of numerical computation using ad hoc methods. The early numerical methods for locating homoclinic orbits relied on either continuation of a limit cycle to large period as it approaches a homoclinic orbit (Doedel & Kern evez (1986) ), or the use of shooting, that is, the numerical integration of orbits in the stable and unstable manifolds of the equilibrium and the computation of a distance between them (see, for example, Kuznetsov (1983 Kuznetsov ( , 1990 , Rodr guez-Luis, Freire & Ponce (1990) ). Both of these techniques can be extended to continue homoclinic loci in two parameters.
Boundary-value methods, which are free from instabilities of the mentioned methods due to the strong divergence of trajectories near saddle-type equilibria, date back to Hassard (1980) and Miura (1982) , and have been recently analysed and improved by Beyn (1990b Beyn ( , 1990a , Doedel & Friedman (1989) , Friedman (1993) , Friedman & Doedel (1991 , Doedel, Friedman & Monteiro (1993) , Canale (1994) , Schecter (1993 Schecter ( , 1994 and Sandstede (1995b Sandstede ( , 1995c among others. Such methods truncate the homoclinic problem to a nite time interval and impose certain boundary conditions at the end points of that interval. These methods, which have been derived in the more general context of heteroclinic orbits, have been successfully applied to the continuation in two parameters of homoclinic orbits satisfying certain non-degeneracy conditions, i.e. orbits of codimension one.
In Champneys & Kuznetsov (1994) an implementation in auto86 (Doedel & Kern evez 1986 ) was described of a version of Beyn's continuation algorithm based on projection boundary conditions. The main emphasis of that paper was the automatic accurate location of certain codimension-two homoclinic singularities and their continuation in three or more parameters. This was achieved by constructing test functions which are monitored along codim 1 homoclinic curves, the zeroes of which de ne the relevant codim 2 points. Continuation in three parameters is performed by appending one of these test functions to the continuation problem. The codimension-two singularities treated include all known cases where there is a unique homoclinic orbit to a hyperbolic equilibrium. Test functions for certain global degeneracies, the so-called orbit-and inclination-ip bifurcations, were derived for the rst time for general n-dimensional systems. The latter of these involves the simultaneous solution of a nonlinear normalised adjoint variational equation around the homoclinic orbit, in order to compute the orientation or twistedness of the homoclinic loop.
Since then a number of improvements and extensions of the algorithms have been developed. A generalisation to treat codim 1 saddle-node homoclinic orbits was given in Bai & Champneys (1994) . In Champneys, H arterich & Sandstede (1995) this method was applied to the computation of a new codim 2 homoclinic bifurcation which leads to the genesis of the less famous, but equally important, codim 1 \Shil'nikov phenomenon" where two homoclinic orbits exist to the same non-hyperbolic equilibrium (Shil'nikov 1969) . In the mean while, new improved test functions for inclination and orbit ips have been derived by Sandstede (1995c) , which for the inclination ip involve solving a modi ed linear adjoint variational equation, and for which non-degeneracy and convergence were proved. In Sandstede (1995a) , a method was presented for constructing systems exhibiting certain codim 2 homoclinic singularities, including the rst example we are aware of to be proved to exhibit an orbit ip bifurcation.
The present paper collates these recent developments and describes their implementation into HomCont 1 , a new uni ed toolbox for numerical homoclinic bifurcation analysis as a supplement to the boundary-value continuation software auto86 (Doedel & Kern evez 1986) . Speci cally, we describe an implementation of the projection boundary condition method applicable to both hyperbolic and saddle node homoclinic orbits, combining the algorithm described in Champneys & Kuznetsov (1994) to an improved version of the algorithm in Bai & Champneys (1994) . A more robust method is used for the computation of projection boundary conditions, based on Schur decomposition, that avoids the complications caused by multiple eigenvalues of the Jacobian matrix. The methods from (Sandstede 1995c) for computing orbit and inclination ips are also described and implemented. In particular, this leads to a greatly simpli ed procedure, compared with that in Champneys & Kuznetsov (1994) , for generating initial data for the continuation of solutions necessary for computing orientation. We also discuss some new insights into the continuation through saddle-node degeneracies, showing that accurate location and switching between saddle and saddle-node homoclinic continuation is possible. More details on how to run HomCont can be found in the accompanying manual Champneys, Kuznetsov & Sandstede (1995) .
The outline of the rest of the paper is as follows. In section 2 we describe a uni ed algorithm for continuation of hyperbolic and non-hyperbolic homoclinic orbits, including computation of orientation where necessary. In particular, we list the test functions used for detection and continuation of all supported codim 2 points. For each test function we discuss its regularity as the truncation time interval T ! 1. Speci c improvements on previous algorithms are highlighted. Section 3 describes the implementation of these methods in HomCont as well as the general strategy used for running the driver. Section 4 contains numerical results on two example systems: a planar system arising from ecological modelling and a three-variable system proposed as a phenomenological model of chemical kinetics. In each case we present a detailed step-by-step analysis of homoclinic bifurcations for the purpose of illustrating the use of the driver. Nonetheless the results presented are largely new including two unanalysed codim 3 situations, namely a non-transverse and a critically twisted non-central saddle-node homoclinic orbit. Finally, in Section 5 we draw conclusions and indicate the directions of future work.
Algorithm
In this section we brie y summarize algorithms to continue codim 1 homoclinic orbits and to detect codim 2 singularities along their loci.
Continuation of Codimension-One Homoclinic Orbits
Consider the following boundary-value problem on an in nite interval f(x ; ) = 0; (2.1) _ x(t) = f(x(t); ); (2.2) x(t) ! x as t ! 1:
Here f : R n R p ! R n is su ciently smooth. If a pair fx ; x( )g satis es the problem (2.1) { (2.3) at some parameter value , then x is an equilibrium of (2.2) and x(t) is a homoclinic solution to this equilibrium. Since any time shift of the solution x(t) is still a solution, a condition is required to x the phase. Suppose that some initial guessx(t) for the solution is known, then the following integral phase condition Z 1
is a necessary condition for a minimum of the L 2 -distance between x andx over time shifts (Doedel 1981) . Depending on the equilibrium type, one may have to add extra conditions to (2.1){(2.4), to obtain a well-posed codim 1 problem, specifying, for example, a curve on a two-parameter plane. The boundary-value problem (2.1){(2.4) de ned on an in nite time-interval can be approximated by truncation to a nite interval ?T; +T], with suitable boundary conditions as follows (see Beyn (1990b Beyn ( , 1990a ). Suppose that A(x ; ) = (D x f)(x ; ) has n s eigenvalues (counting multiplicities) with negative real part, n 0 eigenvalues with zero real part, and n u eigenvalues with positive real part, so that n s + n 0 + n u = n:
In the hyperbolic case, n 0 = 0, while if the equilibrium x is a saddle-node, one has n 0 = 1. It is not di cult to see that the truncated problem (2.1), (2.2), (2.6), and (2.7) is a formally well-posed codim 1 problem, when x is hyperbolic, since one has n boundary conditions (2.5) and (2.6) plus one integral constraint (2.7). Moreover, under certain regularity conditions (see Beyn (1990b Beyn ( , 1990a ), the existence of a homoclinic solution to the original problem on the in nite interval implies the existence of a solution to the truncated problem. Furthermore, as T ! 1, the solution to the truncated problem converges to that of the original one restricted to an appropriate nite interval. The rate of convergence is proved to be exponential for both parameter values and solutions (Beyn 1990b , Schecter 1994 , Sandstede 1995b .
If x is a saddle-node, (2.5) and (2.6) give only (n?1) boundary conditions. Thus, an extra equation is required, namely the one de ning the saddle-node bifurcation, e.g. det A(x ; ) = 0:
(2.8)
Existence and convergence results are incomplete in this case. However, some theoretical arguments and numerical experiments (see Friedman (1993 ), Schecter(1993 , Bai & Champneys (1994) , Canale (1994) , Sandstede (1995b) ) suggest that the convergence is exponential in parameters, but that the error for the solutions behaves as 1=T 2 , as T ! 1.
Solutions to the resulting boundary-value problems can be continued using existing standard software (see Section 3). In the continuation setting, the reference solutionx(t) is merely the homoclinic solution obtained at the previously found point on the curve.
Test Functions for Codimension-Two Bifurcations
Codimension-two homoclinic orbits are detected along branches of codim 1 homoclinics by locating zeroes of certain test functions i de ned in general for an appropriate truncated problem. In the simplest cases, test functions are computable via eigenvalues of the equilibrium or their eigenvectors and from the homoclinic solution at the endpoints. In other cases one has to enlarge the boundary-value problem and simultaneously solve variational equations with relevant boundary conditions. Codim 2 singularities can then be continued by appending the test function to the problem and activating one more parameter.
A test function is said to be well-de ned if, for all su ciently large T > 0, it is a smooth function along the solution curve of the truncated problem and has a regular zero approaching the critical parameter value as T ! 1. In fact, in all cases presented below, we have the stronger property that the limit of the test function exists and gives a regular test function for the original problem on the in nite interval also.
To start with we denote the eigenvalues of A(x ; ) = D x f(x ; ) with negative real part as i ; i = 1; 2; : : : ; n s ; the eigenvalues with zero real part as j ; j = 1; 2; : : : ; n 0 ; and the eigenvalues with positive real part as k ; k = 1; 2; : : : ; n u :
We assume that the non-critical eigenvalues are ordered according to 
Singularities detectable via eigenvalues
The following test functions can be monitored along a homoclinic curve corresponding to a hyperbolic equilibrium to detect codim 2 singularities which were shown in Champneys & Kuznetsov (1994) to be well-de ned for both the original and truncated problems. Notice that the regularity of (2.11) and (2.12) follows from the fact that these expressions represent the discriminant of the quadratic factor of the characteristic polynomial corresponding to this pair of eigenvalues.
Neutral saddle, saddle-focus or bi-focus: In order to detect homoclinic orbits to non-hyperbolic equilibria while continuing a locus of hyperbolic homoclinics, the truncated problem should be formulated in such a way that it can be continued through the degenerate point. To this end it is necessary to modify the labelling (2.9) to label as i the n s leftmost eigenvalues and as i the n u rightmost eigenvalues irrespective of their location with respect to the imaginary axis. This accordingly modi es the meaning of the terms \stable" and \unstable" in the de nition 2 of the projection matrices L u;s .
With this modi cation, we can simply de ne the following test functions. Non-hyperbolic equilibria: A zero of 9;10 corresponds to either a fold or Hopf bifurcation 3 of the continued equilibrium
x . In the rst case the bifurcation is called a non-central saddle-node homoclinic bifurcation (see below), while the second one is usually referred to as a Shil'nikov-Hopf bifurcation. Generically these singularities are end points of a locus of homoclinic orbits to hyperbolic equilibria. However, there exist continuous extensions of the solution curves of the truncated boundaryvalue problem (2.1), (2.2), (2.5){(2.7) through both singularities. This fact was pointed out for the Shil'nikov-Hopf case in Champneys & Kuznetsov (1994) , where it was noted that beyond the codim 2 point, there exists a solution curveH (1) approximating a heteroclinic connection ? 1 between x and the limit cycle C appearing via the Hopf bifurcation. See Figure 1 for an illustration in three dimensions. It turns out that a similar property holds for the saddle-node bifurcation, contrary to a statement in Champneys & Kuznetsov (1994) , provided an appropriate truncated problem is used for continuation. Suppose we continue a saddle homoclinic locus H (1) towards a fold bifurcation of x , which means that an extra equilibrium approaches x . For simplicity we assume that at the saddle-node point an unstable eigenvalue approaches zero, see Figure 2 for a planar illustration. Beyond the codim 2 point, the truncated boundary-value problem has a solution approximating a heteroclinic orbit connecting the two equilibria along the non-leading stable manifold and existing alongH (1) . More precisely, the continuation algorithm switches from the original equilibrium to the approaching one 4 , while the projection boundary conditions place the end points of the solution in the \stable" and \unstable" eigenspaces of the new x .
Close to the codim 2 point, the latter gives a good approximation to the unstable eigenspace of the original equilibrium.
Orbit and inclination ips
We now consider test functions for two forms of global degeneracy along a curve of homoclinic orbits to a saddle, namely orbit-and inclination-ip bifurcations. Therefore we additionally assume that there are no center eigenvalues of A(x ; ), while the leading eigenvalues are real and unique, that is At a point where either condition (2.20) or (2.21) is ful lled, the homoclinic orbit tends to the saddle (in one time direction) along its nonleading eigenspace (see Sandstede (1995c) for the details).
The truncated test functions are therefore given by
Orbit-ip (with respect to the stable manifold): Note that the projections and the scaling appearing in (2.22) and (2.23) are di erent from those used in Champneys & Kuznetsov (1994) .
The inclination-ip bifurcation is related to global twistedness of the stable and unstable manifolds W s;u (x ) of the saddle x around its homoclinic orbit. At each point x(t) of the homoclinic orbit the sum of tangent spaces
is de ned, where
Generically, codim Z(t) = 1, that is X(t) \ Y (t) = spanf _ x(t)g.
In order to describe the de ning equations for the inclination-ip bifurcation we have to introduce the adjoint variational problem
The \phase condition" (2.26) selects one solution out of the family c '(t) for c 2 R. The solution '(t) of (2.24){(2.26) is orthogonal to the above de ned subspace Z(t) for each t, thus, its limit behavior as t ! 1 determines the twistedness of the space Z(t) around the homoclinic orbit. Inclination-ip bifurcations occur at points along a homoclinic curve where this twistedness changes without an orbit ip occurring (see (Sandstede 1995c , Champneys & Kuznetsov 1994 ) and references therein for a more detailed explanation). The de ning equations for the inclination-ip bifurcation with respect to the stable manifold are given by If either (2.27) or (2.28) holds, the stable (unstable) manifolds of the saddle x are neutrally twisted around the homoclinic orbit (Sandstede 1995c ).
Next we de ne P s (x ; ) to be the (n s n) matrix whose rows form a basis for the stable eigenspace of A(x ; ). Similarly, P u (x ; ) is a (n u n) matrix, such that its rows form a basis for the unstable eigenspace of A(x ; ). Consider now replacing (2.24){(2.26) by the truncated
Here, " 2 R is an arti cial free parameter, which turns (2.29) into a well-posed boundaryvalue problem. This truncated system was introduced and investigated in Sandstede (1995c) .
Evaluating the limits in (2.27) and (2.28) at t = T, yields the following test functions.
Inclination-ip (with respect to the stable manifold): Note again that the projections and the scaling appearing in (2.33) and (2.34) di er from those used in Champneys & Kuznetsov (1994) . The test functions 11;12;13;14 are well de ned for both the original and truncated boundary-value problems (Sandstede 1995c).
Singularities along saddle-node homoclinic curves
Suppose that a central saddle-node homoclinic orbit is continued. Let 1 = 0 be the unique central eigenvalue, i.e. n 0 = 1. Recall that in this case the truncated boundary-value problem is composed of equations (2.1), (2.2), (2.5){(2.8). Let v 1 be an eigenvector corresponding to 16 converge to smooth functions along the curve of central saddle-node homoclinic orbits as T ! 1. The scaling is similar to the one for the ip bifurcations introduced before. The common feature is to multiply by the correct factor to counteract the asymptotic behavior of the homoclinic solution along the regular branch. This results in smooth de ning equations in the limit T ! 1, see Sandstede (1995c) . Which of the test functions (2.35), (2.36) is annihilated is determined by whether the critical homoclinic orbit is a center-to-stable or unstable-to-center connection.
The test-functions 9;10 and 15;16 provide us with two di erent strategies for detecting non-central saddle-node homoclinic orbits. This allows us to switch between the continuation of saddle and central saddle-node homoclinic orbits at such points, as well as giving us two possible methods for continuing such singularities in three parameters.
Other singularities
The test functions listed above do not detect all known codim 2 homoclinic singularities. Clearly, all cases when two homoclinic orbits are present at the critical parameter values are undetectable by monitoring these functions. The same is true for heteroclinic cycles, e.g. when a homoclinic orbit is broken by colliding with an extra equilibrium point. Some more comments are made in the Conclusion. We also do not detect cases when a homoclinic orbit shrinks to an equilibrium at a local codim 2 bifurcation (like at the Bogdanov-Takens singularity). Note, however, that certain degeneracies which are not formally given a test function may nonetheless be detected and continued using the described algorithm. For example, in Champneys, H arterich & Sandstede (1995) it was shown that a non-transverse saddle-node homoclinic bifurcation may be detected as a limit point with respect to the parameter along a curve of central saddle-node homoclinic bifurcations.
Implementation
We shall now explain how the algorithms given in the previous section are implemented within the continuation software auto86. See (Doedel & Kern evez 1986 ) and the tutorial papers Doedel, Keller & Kern evez (1991a , 1991b ) for details of the numerical methods used by auto86, of the practicalities of using the software and for a list of its capabilities.
Continuation
Among other things, auto can compute paths of solutions to boundary-value problems with integral constraints and non-separated boundary conditions; as n free free parameters are allowed to vary, where n free = n bc + n in ? N + 1:
The function q is also allowed to depend on F, the derivative of U with respect to pseudoarclength and onŨ, the value of U at the previously computed point on the solution branch.
Moreover, auto86 can accurately locate zeros along the solution branch of functions g j (U(0); U(1); ); j = 1; : : : n uszr (3.5) Actually, the user-de ned functions in auto86 are functions of parameters only (not necessarily just the free parameters). In HomCont data is passed between the auto86 subroutines uszr and bcnd using common blocks, to enable the g j 's to depend also on the boundary values of U.
To 2.32) for the solution of the modi ed adjoint variational equation, subject to n x constraints i = 0; i = i x1 ; : : : ; i xn x ; where i xj is the label of the the jth test function that has been frozen, as n x = n free + 2 parameters i ; i = i free1 ; : : :i freen free are allowed to vary. Suppose too that we want to monitor n test test functions Note that the de ning equation (2.1) for the equilibrium is treated as a boundary condition. Also, the scaling of time should be taken into account when computing the test functions (2.22), (2.23), (2.33), (2.34).
In the case of saddle-node homoclinics, where one has to solve the problem (2.1), (2.2), (2.5){(2.8), we do not append the modi ed variational equation or their boundary and integral conditions and remove the arti cial component " from the parameter . Instead we keep the same number of free parameters n free and additionally consider one of the boundary conditions to be the de ning condition for a saddle-node, which we express as zero of an eigenvalue rather than (2.8).
Computation of eigenspaces
In order to have a well-posed problem, it is necessary for the boundary conditions to be sufciently smooth with respect to parameters. Recall that the boundary conditions (2.5), (2.6) and (2.30), (2.31) are de ned with respect to bases of the stable or unstable eigenspaces of A or A T . One approach, adopted in Champneys & Kuznetsov (1994) , is to compute the (generalised) eigenvectors in the appropriate eigenspace using a \black box" eigenvalue routine and then to adapt this basis to be smooth with respect to parameters, using a technique due to Beyn (1990b, App C.) which amounts to the solution of a linear system of the dimension of the eigenspace in question (see also eqs. (3.8) and (3.9) in Champneys & Kuznetsov (1994) ). The drawback of this approach is that we require the black box routine to be intelligent enough to correctly detect multiple eigenvalues and compute generalised eigenvectors there. This poses particular problems when we wish to detect double leading eigenvalue bifurcations (see Section 2.2.1). The approach used here is instead to extract the necessary basis from the Schur decomposition (see, for example (Golub & van Loan 1989) ) of the matrix in question, which for de niteness we take to be A. The algorithm, which can be summarised as follows, completely avoids the above complications due to multiple eigenvalues. First, by the use of orthogonal similarity transformations, we reduce A to upper Hessenberg form. This is achieved using the eispack routines orthes and ortran. Next we use a modi ed form of the eispack routine hqr3, to reduce the upper Hessenberg matrix A to quasi-triangular form by orthogonal similarity transformations. The eigenvalues of A, which are contained in the 1 1 and 2 2 diagonal blocks of the reduced matrix, are ordered in ascending or descending order of their real part along the diagonal according to whether we wish to nd a basis for the stable or unstable eigenspace. The superposition of the above transformations are accumulated in a matrix V . The rst n s or n u columns of V give an orthogonal basis for the stable or unstable eigenspace of A. Unfortunately, this procedure does not guarantee smoothness of the resulting basis with respect to parameters. Therefore, we employ the above-mentioned Beyn technique for achieving this smoothness.
Note that this Schur-vector technique also works in the saddle-node homoclinic case, because we only ever need the continuity of the stable and unstable eigenspaces of A T . Thus we never need the null-vector for the boundary conditions. On the contrary we do need the null-vector in order to evaluate the test functions (2.35) and (2.36) for the non-central saddle-node homoclinic bifurcation, and appropriate eigenvectors in order to detect orbit and inclination ips using the test functions (2.22),(2.23), (2.33),(2.34). Moreover, these eigenvectors need also to be continuous along homoclinic loci. This is done by using a standard routine (f02agf from the nag library) which computes eigenvectors with unit norm, and then ensuring a positive scalar product with the corresponding eigenvector computed at the previous point. Of course, we also need to compute all the eigenvalues, and to order them with respect to their real parts.
Starting strategies
We suppose initially that we do not wish to compute the twistedness of the homoclinic loop. Three possible ways of starting the continuation of solutions to (2.1), (2.2), (2.5){(2.7), are allowed for in HomCont. Firstly we suppose that data may be saved from a previous auto86 computation of a periodic orbit of large period. In this case, provided the endpoints of the stored data are close to the equilibrium, we simply use the standard restart facility of auto86. Secondly, data from a numerical integration of an orbit approximating a homoclinic, obtained for example by a shooting approach (see Kuznetsov (1990) ), may be read into auto86 in multicolumn format. Finally, we allow for use of a homotopy approach due to Doedel et al. (1993) . This method consists of starting with a small solution in the unstable manifold, performing additional continuation with respect to the truncation interval T, while monitoring the error in the right-hand boundary conditions, and nally performing continuation to make this error zero. These techniques are demonstrated on examples in Section 4 below and in full details in Champneys, Kuznetsov & Sandstede (1995) . In order to compute the twistedness of a homoclinic orbit or inclination-ip bifurcations one needs to solve for the modi ed adjoint variational equation (2.29), (2.30){(2.32). Note that this system is a ne in ' and that auto86 uses Newton's method to solve discretisations of boundary-value problems. Therefore, if the homoclinic solution x(t) were already computed, then Newton's method applied to this a ne problem would converge in one step, provided the initial guess' is chosen such that
where ' denotes the solution of the original problem (2.24){(2.26). Note that almost every guess' will satisfy (3.7). In HomCont, we provide a facility for appending an initial guess for ' to the data for a homoclinic solution. As such an initial guess we take the constant functioñ '(t) = (0:1; :::; 0:1) T :
It is easy to modify this subroutine so that the user can incorporate his own initial guess for ' in the same manner. The required single Newton step is made in auto86 by performing one step of continuation with respect to a dummy parameter.
Note that it is trivial to start the computation of a saddle homoclinic orbit from a noncentral saddle-node bifurcation detected by a zero of (2.18) or (2.19) along a curve of central saddle-node homoclinics, or visa versa, because no extra data is required.
Running HomCont
To run HomCont on a new example, the user is only required to specify the right-hand sides of the di erential equations, together with their Jacobian derivative, and various constants de ning the size of the problem, dimension of stable and unstable manifolds, as well as the kind of computation required including which test functions should be monitored or solved for. All this information is stored in a short fortran programme that is then linked to the HomCont library which automatically de nes the continuation problem to be solved by auto86. Full details, including how to repeat the computations presented below, are presented in Champneys, Kuznetsov & Sandstede (1995) . The parametric portrait of the system (4.1), (4.2) on the (Z; K)-plane is presented in Figure   4 . It contains fold (t 1;2 ) and Hopf (H) bifurcation curves, as well as a homoclinic bifurcation curve P. The fold curves meet at a cusp singular point C, while the Hopf and the homoclinic curves originate at a Bogdanov-Takens point BT. Only the homoclinic curve P will concern us here, the other bifurcation curves were computed using locbif (Khibnik, Kuznetsov, Levitin & Nikolaev 1993 ) (auto86 can be used as well).
Continuation of central saddle-node homoclinics
Local bifurcation analysis shows that at K = 6:0; Z = 0:06729762 : : :, the system has a saddle- 
Switching between saddle-node and saddle homoclinic orbits
Now we can switch to continuation of saddle homoclinic orbits at the located codim 2 points D 1 and D 2 . For this, we x n s = n u = 1 and use the standard restart facilities of auto86. One can activate the test functions 9;10 to monitor for nonhyperbolic equilibria along the homoclinic locus. Running HomCont from D 1 produces the upper branch of P in Figure 4 . Restarting in the opposite direction from the rst computed point will detect the same codim 2 point D 1 but now as a zero of the test-function 9 . Actually, the program runs further and eventually computes the point D 2 and the whole lower branch of P emanating from it, however, the solutions between D 1 and D 2 should be considered as spurious. The reliable way to compute the lower branch of P is to restart HomCont from the point D 2 in the backward direction. This gives the lower branch of P approaching the Bogdanov-Takens point BT (see Figure 4) . It is worthwhile to compare the homoclinic curves computed above with a curve T 0 = const along which the system has a limit cycle of constant large period T 0 = 1046:178, which can easily be computed using auto86 or locbif. Such a curve is plotted in Figure 5 . It obviously approximates well the saddle homoclinic loci of P, but demonstrates much bigger deviation from the saddle-node homoclinic segment D 1 D 2 . This happens, because the period of the limit cycle grows to in nity while approaching both types of homoclinic orbit, but with di erent 
Three-parameter continuation
Finally, we can follow the curve of non-central saddle-node homoclinic orbits in three parameters. The extra continuation parameter is d 0 . To achieve this we restart at the codim 2 point D 1 . We return to continuation of saddle-node homoclinics, but append the de ning equation To begin with we x " 1 = 0:1 and " 2 = 1.
The primary branch of homoclinics
First, we solve for a homoclinic orbit using the homotopy method. We begin with continuation in T starting from T = 0:1 and using approximate parameter values for a homoclinic orbit in The output shows that the right-hand projection boundary condition is satis ed at T = 19:08778 : : : :
However, upon plotting the corresponding data (see Figure 7(a) ) it can be noted that although the right-hand projection boundary condition is satis ed, the right-hand endpoint of the solution is still quite a way from the equilibrium. The endpoint can be made to approach the equilibrium by performing a further continuation in T with the right-hand projection condition applied but with allowed to vary. Running HomCont again one can see that T = 60:0 provides a good approximation to a homoclinic solution (see Figure 7 (b)).
The second stage for obtaining a starting solution for a homoclinic bifurcation analysis is to add a solution of the modi ed adjoint variational equation. This is done by a simple two-step process. First we use a support routine from HomCont to add some trivial data to that de ning the homoclinic orbit with T = 60:0. Then we perform a single continuation step in a dummy parameter in order to solve the modi ed adjoint equation (see Section 3.3). The output contains the homoclinic solution and the solution of the adjoint equation. We now have a starting solution and are ready to perform a two-parameter continuation in ( ; k) while monitoring the test functions 13;14 for an inclination ip and the test functions 9;10 for a nonhyperbolic equilibrium.
Among the output we nd two zeros of the test function 13 , which gives the accurate location of two inclination-ip bifurcations: and a point at which the equilibrium undergoes a saddle-node bifurcation (a zero of the test function 9 ), namely a non-central saddle-node homoclinic orbit at 3.
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7. Note that in Koper (1994) only the rst inclination-ip point was found. However, the second ip explains the bifurcation picture drawn in (Koper 1994 , Figure 11 ) much better when compared with the theoretical predictions. Actually, it seems as if each of the N-homoclinics bifurcating from the rst ip point undergoes an inclination-ip itself for a parameter value close to the second ip point. A detailed investigation is left for future work. 2) at labels 1 and 2 which are points on the homoclinic branch before and after the rst detected inclination ip. Note from the blow-up in Figure 9 that the directions of approach of these solutions to the origin in forwards time are approximately opposite, whereas the directions of departure are approximately the same 5 . This accords with the theoretical properties of '(t) at an inclination ip bifurcation (see Section 2.2.2 and references therein), which may be regarded as being like an \orbit-ip bifurcation" for '(t) rather than for the homoclinic orbit itself. Note that the data in Figure 8 were plotted after rst performing an additional continuation of the solutions at both points with respect to the truncation interval T.
Continuing in the other direction, we approach a Bogdanov-Takens point. Phase portraits of homoclinic orbits between the rst inclination ip and the BT point are depicted in Figure  10 , note how the computed homoclinic orbits approaching the BT point have their endpoints well away from the equilibrium. This shows that we need to take a larger truncation interval.
More accuracy and saddle-node homoclinic orbits
To analyse the branch of homoclinic orbits further, we rst perform continuation in T from one point on the previously computed branch in order to obtain an approximation of the homoclinic orbit over a longer interval. This is necessary for parameter values near a non-hyperbolic equilibrium (either a saddle-node or BT point) where the convergence to the equilibrium is slower. First, we pick a point well away from the non-hyperbolic equilibria, remove the data for the computation of the modi ed adjoint variational equation, and continue in T until T = 985:5682:
We can now repeat the computation of the branch of saddle homoclinic orbits from this point. The saddle-node point is now detected at the branch of homoclinic orbits once again leaves the locus of saddle-nodes in a second noncentral saddle-node homoclinic bifurcation (a zero of 16 ). Plotting a phase space diagram (see Figure 11 ) shows clearly that, between the two codimension-two points (labels 1 and 3), the homoclinic orbit rotates between the two components of the one-dimensional stable manifold, i.e. between the two boundaries of the center-stable manifold of the saddle node. The overall e ect of this process is the transformation of a nearby \small" saddle homoclinic orbit to a \big" saddle homoclinic orbit (i.e. with two extra turning points in phase space). Finally, we can switch to continuation of the big saddle homoclinic orbit from the new codim 2 point ( 4 ; k 4 ). The computed approaches the point ( ; k) = (0; ?2:190 : : :). By plotting phase portraits of computed orbits near this point (see Figure 12 ) we see a \canard-like" transformation of the big homoclinic orbit to a pair of homoclinic orbits in a gure-of-eight Figure 11: Two non-central saddle-node homoclinic orbits at ( 3 ; k 3 ) and ( 4 ; k 4 ) (labels 1 and 3, respectively), and a central saddle-node homoclinic orbit between these two points (label 2). con guration. That we get a gure-of-eight is not a surprise because = 0 corresponds to a symmetry in the di erential equations (Koper 1994) ; note also that the equilibrium approaches the origin as we approach the gure-of-eight homoclinic.
Three parameter continuation
We now consider curves in three parameters of each of the codimension-two points encountered in Section 4.2.2, by freeing the parameter " 1 in (4.3){(4.5). The continuation in three parameters of the rst inclination ip detected gives a codimension-three point (a zero of 9 ) where the neutrally twisted homoclinic orbit collides with the saddle-node curve ( ; k; " 1 ) = (0:1282702 : : : ; ?2:519325 : : : ; 0:5744773 : : :):
Continuing the other detected inclination ip, we nd a point at which this branch of inclination ips collides with that of the non-central saddle-node homoclinic orbits ( ; k; " 1 ) = (0:1535420; ?2:458100 : : : ; 1:171705 : : :):
To continue the non-central saddle-node homoclinic orbits it is necessary to work on the data without the solution '(t). We could continue these codim 2 points in two ways, either by appending the de ning condition 16 = 0 to the continuation of saddle-node homoclinic orbits, or by appending 9 = 0 to the continuation of a saddle homoclinic orbit. The rst approach was used in the example in Section 4.1.3, for contrast we shall adopt the second approach here.
The projection onto the (" 1 ; k)-plane of all four of these codimension-two curves is given in Figure 13 . The intersection of the inclination-ip lines with one of the non-central saddle-node homoclinic line is apparent. Note that the two non-central saddle-node homoclinic orbit curves are almost overlaid.
Conclusion
This paper has presented a toolbox for homoclinic bifurcation analysis, collecting and extending various recent developments. The resulting software, called HomCont, allows one to continue saddle and saddle-node homoclinic orbits satisfying certain conditions, in two or more parameters, and to switch easily between di erent continuation problems. In fact, although not mentioned above, HomCont also supports the continuation of heteroclinic orbits connecting two hyperbolic equilibria in an appropriate number of free parameters depending on the codimension of the connection. However, none of the test functions provided are speci cally designed for such orbits.
We have also ignored explicit reference to systems with special properties like equivariance, reversibility or Hamiltonian structure. In some cases, such a system provides no extra complications, for example when an orbit is not invariant under a discrete symmetry or reversibility transformation under which the underlying di erential equation is invariant. In this case we simply continue one of the symmetry-coupled homoclinic orbits. However, certain test functions may not have meaning in these situations. The case when the homoclinic orbit is invariant requires separate treatment (see Champneys & Spence (1993) for reversible homoclinic orbits and Aronson, van Gils & Krupa (1994) for some results on inclination ips in systems with Z 2 -symmetry).
In the case of Hamiltonian systems, homoclinic orbits appear in continua, thus the basic problem is that of one-parameter continuation. Given a system of the form _ x = JrH(x; ); x 2 R 2n ; 2 R; where J is the usual skew-symmetric (2n 2n) matrix, one can however use a trick employed by Beyn (1990b) which consists of performing two-parameter continuation in ( ; ") of a non-degenerate homoclinic orbit of the modi ed system _ x = JrH(x; ) + "rH(x; ):
Here " is an arti cial parameter which is zero along the true homoclinic branch. One could then use HomCont directly on the modi ed system.
As already mentioned there are many codim 2 or higher degeneracies of homoclinic bifurcations that we have not treated, notably cases involving multiple homoclinic orbits or collision between the homoclinic orbit and another invariant set (e.g. another equilibrium or a limit cycle). We have also not discussed the possibility of branch switching to bifurcation curves emanating from codim 2 homoclinic bifurcations. In particular, there are several cases where curves of double homoclinic orbits bifurcate from the primary one (see Champneys & Kuznetsov (1994) and references therein). In some cases the emanating curves are exponentially close to the primary homoclinic branch, locally. One approach to treating both this problem and the computation of homoclinic orbits approaching heteroclinic cycles is to be able to solve coupled pairs of boundary value problems, de ning two separate pieces of a single orbit and to be able to switch between double and single boundary value problems.
We hope that the presented toolbox will prove useful for both applications and for the development of new theoretical results and numerical algorithms for global bifurcations.
