Introduction
This paper concerns the existence of solitary waves in a two-layer perfect fluid of infinite depth contained above a rigid horizontal bottom. In an important paper [1] Benjamin derived a model equation for the position u of the interface between the two fluids:
where H denotes the Hilbert transform 1 t°° w(s) (1.2) H(w)(x) = -^^ds, X£R, n J-oo s-x defined for suitable functions w . In (1.1) certain dimensionless constants have been normalized to unity. Equation (1.1) was also derived by Davis and Acrivos [2] in an experimental and numerical study of travelling waves. A timedependent version of (1.1) was derived by Ono [3] using nonlinear perturbation methods with the full Euler equations. The fluid is in a semi-infinite domain fi = {(x,y) :x £ R,y > -h} where h > 0 is a given parameter. Upon scaling, we may take h = 1, whence Q = M. x (-1, oo). The fluid domain Q consists of a lower fluid region Q_ in which the density may be normalized to equal unity, an upper region Q+ in which the density is a given constant p £ (0, 1), and the unknown interface T between these two regions: T = {(x, Z(x)) : x £ E} . Here Z is a smooth function with Z(±oo) = 0. We introduce a 'pseudo stream function' y/ as follows. Let q denote the velocity field in fi_ uQ+ , and define y/ by q = (y/y, -y/x) in Q_ and y/pq = (yiy, ->Px) in 0+ . The interface F is assumed to be a streamline, whence y/ = 0 on T without loss of generality. We write y/+ and y/-for the restrictions of y/ to Q+ and fl_ . Since q is supposed to approach some constant vector (c, 0) at infinity in £2, it is natural to define V(y) = \Cy> ^°' \cyfpy, y>o, and demand that y/(x, y) -> ^(y) at infinity in Q, where the sense of convergence will be made precise later. The constant c is unknown and plays the role of a bifurcation parameter. Since the fluid is perfect, the quantity (y/y,-y/x) is irrotational and this implies that y/± is harmonic in Q± . Bernoulli's equation and the demand that the pressure be continuous across F yield i{|V^+|2 -\Vy/-\2} = (p-l)(c2/2 -gy) on T where g is the gravitational constant and |V^±| denotes the limiting value on T as taken from Q± . The mathematical problem may be summarized as one of finding a constant c > 0, a function Z defining an interface T, and functions y/± satisfying (1.3) Ay/± = 0 inQ±, (1.4) y/+ = yi-= 0 on F, (1.5) y/-(x,-l) = xV(-l) = -c, x€M, (1.6) y/ -► *F at infinity in Q, (1.7) l1{\V¥+\2-\Vy-\2} = (p-l)(c2/2-gy) onT.
For any constant c there is the trivial solution Z = 0 and y/ = *F; our interest lies with nontrivial solutions.
We note that if p is set to zero and ^+ = 0, then (1.3)-(1.7) is the usual problem for 'water waves' [4, 5] . For that case, solitary waves decay exponentially at infinity whereas for the case p > 0, we shall show that Z(x) = 0(x~2).
The paper is organized as follows. In §2 we introduce some notation and function spaces. Section 3 considers (1.3) in Q+ with (1.4), and there is derived a (nonlocal) representation for |V^+| on F in terms of the function Z defining F. In §4 we perform a hodograph transform on the unknown domain fi_ , and arrive at an equivalent problem of solving Laplace's equation in a fixed strip Kx (-1,0) with Dirichlet boundary data on the bottom and a nonlinear, nonlocal boundary condition, derived from (1.7), on the top. The analysis of the problem is performed in §5, and after suitable scaling with a small parameter, the problem is reduced to one of the form (1.1) with an additional small correction term. This final equation is analyzed with the aid of the implicit function theorem, and there is shown to exist (Theorem 8) a branch of small solutions with (cf. (5.13))
where e > 0 is small and is related to c by the relation e = gCQ2 -gc~2. Here Co -\/(l _ P)8 is tne critical speed at which the bifurcation of small solutions occurs, and
Zo(x) = TT3^-(It is known [6, 7] that Z0 is the unique, modulo translation, solitary wave solution of (1.1).)
Notation
Let T+ = {(x,y):x£R, y > 0}, and T_ = {(x,y) :xeR, -1 <y <0}. dy This allows us to solve for y as a function of (x, y/), y = y(x, ^), say. We continue to follow the technique in [8, 9] and define w(xx, x2) = y(x,, 4/(x2)) -x2, (x,, x2) £ T+ .
The use of this in (3.1)-(3.3) yields (3.5) JLfl{yw) + JLh[yw) = Q inT+, (3.6) w -* 0 at infinity in T+, (3.7) w(xx,0) = Z(xx), x,el.
Here /(/>,, p2) = (p2 +p22)/(2 + 2p2) and f = df/dPi, 1 = 1,2.
It is elementary to check that (3.8) \V¥^,Z(xx))\2 = c2p\\l^u^2l XX£R.
(1 -f-io^^xi, 0)y Since wx,(xx, 0) = Z'(xx), we need only find wXl. Equation (3.5) may be rewritten as We assume that Z belongs to the space D introduced in §2.
The function R satisfies AT? = div(gi, g2) in T+ and R(xx , 0) = 0, xx £ R. This may be solved by the reflection method:
where the linear operator F is defined on B x B by the formula (3.13) r(/ii, h2)(xx, x2)
Iff t-x2_t + x2 \ ,,
for (xi, x2) £ T+ and the integral is over T+. Equation (3.10) shows that (gi, ft) depends on Vi/j , and the use of w = W + R in (3.12) then yields a nonlinear equation for R depending on Z :
(3.14) 7?(x1,x2) = iV(i?,Z)(xi,x2).
Our goal is to solve this equation for R as a function of Z and to show that R is small, in a suitable sense, compared to Z . We begin with a few lemmas. [V^](x,, x2) < 1+^2'+^2 if x2 > 1.
Elliptic estimates at the boundary give 
where H denotes the Hilbert transform (cf. (1.2)). Given Z and defining Z as above, we obtain a function p(Z) from Theorem 4 and may then define
It is elementary to conclude from what has come before that = c2p(l -2e2H(Z')(xx) + zZ(Z ; e)(x,)).
Here Z is the remainder term and is estimated by (3.21) \1(Z; e)\E< const.e4\Z\2D.
We shall use the formula (3.20) in the nonlinear boundary condition (1.7).
Reduction to a problem in a strip
In this section we consider (1.3)-(1.7) for the function i//_ when the term |V^+| in (1.7) is related to the function Z , defining F, via (3.20) . In order to transform the problem to a fixed domain, one might proceed as in §3 and derive (3.5)-(3.7) (now holding in 71) together with the relevant version of (1.7) to hold on {x2 = 0} . We would like to solve (3.9) as explicitly as possible, use the results in the nonlinear nonlocal boundary condition on {x2 = 0}, and then perform the type of scaling (x! -► exx) discussed at the end of §3. Rather than pursue this course, we have decided to use a hodograph transformation since the resulting partial differential equation will be Laplace's rather than (3.9).
For a point zefl.
we write either z = x + iy or z = (x, y). Define
where cp denotes a harmonic conjugate to yi-. Note that P2(x, -1) = -1 and P2 = 0 on T by (1.4)-(1.5). We assume that P is an injective mapping of Q_ onto 7_ = R x [-1, 0]; this is easily accomplished by demanding that d y/-/dy is bounded away from zero on Q_ . Denote points in 7_ by C = £ + i" and let Q be the inverse of P so that x + iy = Q(0 = Qx(C) + iQ2(0, CeT_.
The free surface F is given by Here coy/g(l -p) is the critical speed at which we expect bifurcation to occur. For c > 0, we define a bifurcation parameter e e R by the formula where -pH(U')(c;) = /(£). This will lead to an explicit formula (4.18) for the remainder i? in terms of /. If / now depends on U and i? via (4.10), we shall see that i? is small, in some sense, compared to U. In this section, we assume S2(£, n) ~ V(£,)(! + n), scale U(i) = eU(etl) for e ^ 0, use this in (4.9)-(4.10) and keep terms to order e2:
. We shall show in §4.3 that the terms fx and f2 in (4.10a) and (4.10b), respectively, are at least 0(e3), and so contribute nothing to (4.12). The two terms on the right-hand side of (4.12) come from (4.10c)-(4.10d). The equation (4.13) -psgn(e)H(U') = lU2-(l-p)U has only the trivial solution when e < 0, [6] , and may be scaled to agree with (1.1) when e > 0. Since (1.1) has the unique solution (modulo translation) [6] u(i) = 2/(1 +i;2), the solution to (4.13) is We seek S2 of the form S2(Z, n) = U{Z)(*I + l) + R(Z,ti) where
It follows that (4.,7) flre)=irw=.ffl, {eK, is bounded from E to F.
Proof. The proof is technical and is given in the Appendix. □ Remark2. Recall from §2 that E and F are the spaces Ca(R) and C1+a(7_), respectively, with the weight 1 + £2 . The function / in (4.10) is a nonlinear function of Sx and S2 , and therefore is a nonlinear (and nonlocal) function of U and i?. In order to analyze and solve (4.17)-(4.18), we shall shortly seek U(Z) = eU(eZ) and R(Z, 17) = sR(scl, n). This will lead us to consider the right-hand side of (4.18) with f(t) replaced by ef(et), and the following lemma will be crucial; the proof appears in the Appendix. VtoRtiZ, n) = -(1 -p) r G (i^l, r,) (U'(t) + Rt(t, 0))dt (4-19c) i r fz-t \ ~ ~ -+ j2J_^Gi\±7±,r,)(Mt) + f2(t) + Mt))dt, (4.19d) V2HR,(Z, n) = \j~ Gn {j^,q)f(t)dt.
We set X = (U, R) and let the left-hand side of (4.19a)-(4.19b) be denoted by J?X(X)(Z) and Jt2(X)(Z) and the right-hand side by JVX(X; e)(ti) and sV2(X; e)(Z), respectively. Let Jf(X) = (Jfx(X), Jf2(X)), yV(X;z) = (JVX(X; e), yT2(X; e)) so that (4.19a)-(4.19b) may be written as jf'X) = JV(X; e). We consider X in a small neighborhood W of Xo = ( Uq , 0) in D x F, where £/0 is given in (4.14). The maps Jf and JV will have ranges in E x F . Since JV2 must be measured in the space F , we need expressions for dJ^/dZ and dJ^/dn and these are given by (4.19c)-(4.19d), respectively.
In our previous arguments, we have assumed that e was small and positive, and we now extend JV by setting JT(X;e) = (R(Z, 0){(1 -p)-3U(Z) -$R(Z, 0)}, 0) for e < 0. Our main task now is to show that J^ is continuous as e -> 0+, and this we do in a sequence of calculations. By (4.20) l/sk + e-11/3 -le(U + R(-, 0))2\E < const, e.
Hence, the quantities estimated tend to zero as e -» 0+, and we may extend them continuously to e < 0. It is also clear that the Frechet derivative with respect to (U, R) is continuous. The next term we consider is f2 defined by f2(Z) = e~xf2(Z/e) where f2 is given in (4.10b) 
The map Y is a homeomorphism
The linear map Y evaluated at an arbitrary (U, R) £ D x F is given by
The special form of the second component ensures that we need only prove that the map U >-> pH(U') -(1 -p)U + 3UoU is a homeomorphism from D to E.
After scaling the dependent variable, we may work with the operator
If L were not injective, then unity would be an eigenvalue of the map H(u')(x) + 4u(x)/(l + x2) considered as an unbounded, selfadjoint map on WX'2(R). However, it is known that (0, oo) is the continuous spectrum [11, p. 358 ]; hence L is injective. We now show that L is surjective; let g £ E and consider the equation
The operator on the left may be inverted [6] , and there results
The kernel K is given by 1 r°° se~s
note that K(t) ~-log |^| asr-+0 n and K(t) = -^ / se~sds + 0(r4) = -^ + 0(rA) as / -» oo.
nt1 Jo ntz
One obtains similar expressions for K'; in particular, K'(t) ~ -(nt)~x as t -* 0 and K'(t)-2(nti)'x as t -> oo. The use of this together with Privalov's theorem [12] ensures that W and / are bounded, linear maps from E to D, and, therefore, a fortiori, from E to E. Given g £ E, it suffices to solve (5.2) for u £ E, since then Wu £ D, whence u £ D. We know that unity is not an eigenvalue of W : E -» E since this is equivalent to L being injective. In the next lemma, we show that f is a compact, linear map so that I -%? is surjective by Riesz-Schauder theory. The compactness of W is due to the weight (1 + f2)-1 in the integrand. Lemma 7. The linear map %? : E -» E is compact; that is, if {u"}%Lx is a sequence with \u"\e < 1, then {Wun} has a convergent subsequence in E. Proof. As noted earlier {Wu"} is bounded in the space D, which is just Cx+a(R) with the weight 1 + x2. The imbedding of Cx+a(I) into Ca(I) is compact for any bounded, open interval I, whence we may assume, after choosing a suitable subsequence if necessary, that 'S'Un converges in Ca(I) to some v £ E. To complete the proof, we must show the convergence of ^un to v in E, that is with the weight:
We begin by showing that
We shall consider the case x -* oo since that for x -► -co is similar. Now To control the Holder estimate, we now prove that (5.7) lirK (l + |x|3)|r^(x-0-^^ < const.
1^1-oo \J-oo l + t and shall do the case x -> oo. Now f°° \Kx(x -t)\^j-dt < const. f°° :-£L-j-
On the interval (x -\, x + \), Kx(x -t) ~ -n~x(x -t)"x so (5.9) L/2 K*(x-»T+T2dt ~n lx-xl2 -t\iTT2-T+-*)dt
where the integral is a principal value. The last term is estimated by / Kx(x-t)^±dt < const. / 1-Sk-jr Since \u"\e < 1, we have \u"(t)\ < (1 + t2)~x, and so we may assume without loss of generality that the sequence of numbers has a limit as n -* oo . The use of this with (5.4) and (5.10) together with the convergence of {&u"} in Ca(I), I bounded, ensures that {Wu"} is a Cauchy sequence in the Banach space E. □ This lemma together with our earlier results proves that L is a homeomorphism, whence Jfx(Xo) -^x(Xo', e) is a homeomorphism. (ii) The functions U(-) and i?(«, 0) are in C1+a(R), and we may iterate our estimates to show that these functions, and therefore the function Z defining the interface F, are of class C°° . Standard arguments [8] ensure that Z is real-analytic.
( 
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• For the Holder estimate, one needs to estimate integrals only over (x -e/2, x + e/2), and the result is immediate from Lemma 5(b) together with the proof of Privalov's theorem [12] . For the d2Ctg/dr\ term, the important part of the expression is to which Privalov's theorem may be applied, and the result bounded by (A. 14).
To estimate the third and last term in (A.ll), we break the integral with respect to 5 into ones over (-1, 1) and (-oo, -1) U (1, oo) . The use of our previous arguments yields the upper bound (A. 14). Putting all of our estimates together yields \F(x) -F(y)\ < { + x'2\u\e\w\e\x -y|Q, \x -y\ < 1, which with (A. 10) proves the desired result (A.6). □
