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INTRODUCTION 
Let H be a Hilbert space, let A: D(A) c H-t H be a maximal-monotone 
operator, and let (S,(t)),,, be the contraction semigroup generated by -A. A 
is called strictly monotone if: 
(y - z, u - u) > 0, Vu, vED(A), VyEAu, VzEAv, u+v.(l) 
@4Wh,o is called a strict-contraction semigroup if: 
IS,(t)u--S,(t)ul<lu--l vt > 0. Vu, u E D(A), u# u. (2) 
(Throughout this paper, (+, .) and 1 . ] denote the inner product and the norm 
of H, respectively). 
Our main purpose is to establish some relations between (1) and (2). In 
Section 1, we shall prove the following result: Let A be a linear maximal 
monotone operator. If A is strictly monotone, then (S,(t)),,, is a strict- 
contraction semigroup (i.e., (1) 5 (2)). In Section 2, we shall show by an 
example that this result does not hold when A is nonlinear (i.e., (1) does not 
necessarily imply (2)). Note that (2) does not necessarily imply (l), even if 
A is linear and H of finite dimension (Haraux [5]). In the last section, we 
shall study the important particular case when A is the subdifferential of a 
convex function 9. 
The following relations are well known (see Brezis [2]): (9 is strictly 
convex) 3 (A = aa, is strictly monotone) * ((S,(t)),,, is a strict-contraction 
semigroup). We shall show by two examples that the converses of these 
relations do not hold. 
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Some Definitions and Fundamental Properties 
1. Theory of Contraction Semigroups 
Consider the equation of evolution 
(du/dt)(t) + Au(t) 3 0 (t E [O. +a[). u(0) = uo. (3) 
It is well known (Brezis [ 1, p. 541) that if u,, E D(A), (3) admits a unique 
strong solution in the following sense: 
Qt > 0, u(t) E D(A); du/dtEL”(O,+a,H); u(0) = u, 
and 
(du/dt)(t) + Au(t) 3 0 a.e. in 10, +co [. 
We then set u(t) = SA(t)uO. S,(t) is a contraction which can be extended to 
D(A), and the family of operators (S,(t)),io obtained in such a way is a 
semigroup of class Co. If u is an element of D(A), we call, solution for A 
with initial value uo, the function defined by u(t) = S,4(t)uo. This solution is 
not necessarily strong. 
2. Strictly Monotone Operators 
Assume now that A is strictly monotone. Let u. and tlo be two distinct 
elements of D(A). Set u(t) = S,(t)u, and u(t) = S,4(t)uo. Thus we have 
(Au(t) - Au(t), u(t) - u(t)) > 0, then -f(d/dt) (u(t) - u(t)\* < 0, and then 
) S,4(t)uo - SA(t)uOJ < luo - ~‘~1, Vt > 0. In the case when the semigroup is 
regularizing (i.e., every solution for A is strong; see Brezis [ 1 I), this property 
extends to distinct elements of D(A), u, and uo. This occurs, e.g., when A is 
the subdifferential of a convex 1.c.i. function or when H is of finite dimension 
(Brezis [ 1, 21). 
I. STRICTLY MONOTONE LINEAR OPERATORS: 
THE ASSOCIATED SEMIGROUP IS A STRICT-CONTRACTION SEMIGROUP 
THEOREM 1. Let A be a maximal-monotone linear operator in a Hilbert 
space H. Then, 5fA is strict@ monotone. the semigroup (S,(t)),,, is a strict- 
contraction semigroup. 
Proof. Suppose that 1 u(t)( = ( uo( for t E [O. 1 ], with u(t) = SA(t)uo. 
u. E D(A), u. # 0. We shall construct some u # 0 in D(A) and w  in H such 
that: w  E AU and (w, v) = 0, which leads to a contradiction. For that 
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purpose, choose ;1 E C’([O, 11, IT? ‘) with A(O) = A( I) = 0 and j: A(t) dr = 1. 
Set 
v = lo’ A(t) u(t) df, w = 1” l’(f) u(t) df, 
-0 
and 
uk = I’ A(f) uk(f) df, 
.o 
wk = 1.’ L’(f) u,(f) dt, 
-0 
where (dfhpN is a sequence of strong solutions which converges uniformly 
to the solution for A, u(f). 
Integrating by parts, we obtain: 
wk = -1’ l(t) u;(t) df E )I Ir(f)Au,(f) df. 
-0 -0 
Since A is linear and closed, a straightforward use of the Riemann sums 
associated to wk and vk shows that: 
u/( = 1” l(t) z+(f) df E D(A) 
‘0 
and 
w,Ej~1(f)Au,(f)d~cA [jo’I(f)u,(f)dfj =Avk, 
then V,E D(A) and w,E Au,. Since A is closed, this implies that 
v = lim k+oo uk E D(A) and w  = lim,,, wk E Au. 
Finally we show that (w, u) = 0. From the monotonicity of A, it follows 
that 
Vf > 0, (Au,(f) - w, U,(C) - v) > o, 
and since 1 is positive, we have: 
1’ WKWt) - w, z+(f) - v) df > 0. 
-0 
Letting k-* +co, we obtain 




Hence 0 < (w, 21) < 0 and therefore (IV, ~1) = 0. 
This contradicts the strict monotonicity of A. Indeed we can find some I: 
distinct from 0. because the so-defined elements L’ are obviously dense in the 
closed convex hull of the set (u(r), t E 10, 1 I}. 
Remark. The converse of Theorem 1 does not hold. Set, e.g., H = lk’ 
and A = (5 y). Clearly, A is not strictly monotone, but (S,(t)),,, is a strict- 
contraction semigroup (Haraux 11 I). 
II. THE NONLINEAR CASE: 
AN EXAMPLE OF NONSTRKT-CONTRACTION SEMIGROUP ASSOCIATED 
WITH A STRICTLY MONOTONE OPERATOR 
THEOREM 2. One can construct a Hilbert space H and a maximal- 
monotone and strictly monotone operator B, D(B) c H + H. such that 
(i) 0 E BO and then S,(t)0 = 0. t > 0. 
__- 
(ii) %, E D(B), Vt E [O, 11, ISR(f)+,l = I u(,l. 
Define u(t) = S,(t)u, and v(t) = S,(t)O. Since (u(t) - u(t)\ = (u,,\ on [O. 11, 
&W),,o is not a strict-contraction semigroup. Consequently, Theorem 2 
shows that the result of Theorem 1 does not extend to nonlinear operators. 
Remark. Note that B can be chosen positively homogeneous (see 
Devys 141). 
Proof of Theorem 2. Define Hc(R3 x R” x ... x R’ x . ..) XL’(F) the 
Hilbert space of all sequences u = (u,, u2 . . . . . U, ,.... ~1) such that, 
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Set: 
A=(Qx2Qx a.-xnQx--0)xK, 
WA) = [V’(Q) x o(Q) x e-. xD(Q)x ..a)xD(K)JnH, 
u(t) = (w(t), (l/2) w(2t),..., (l/n) w(n&.., u(t)) = S,.‘(t) u(0) ), 
where: 
(I*) We first assume for Q and w  the following conditions: 
(a) Q is a positively homogeneous maximal-monotone operator with 
domain and values in [R3, 
VA > 0, VuED(Q)cR3, QG> = JQ(u), 
(b) w(t) = S,(t) w(O) = (e-‘, (1 - e -“)“*, 1). Thus w(t) is a solution 
for Q, whose norm remains constant; 
(c) Q is strictly monotone on D(Q) n [lR3\U, ,0 A{,(f), t > O)]. We 
construct Q in Lemmas 2 and 3. This construction is easy but somewhat 
technical. 
(2”) We define K and v(t) by: 
Ku = -4, D(K) = H’(R) c L’(R), u(t) = S,(r) u. = u,(* + t). 
Then u(t) is a solution for K, whose norm remains constant. Finally. we 
choose u0 E L*(lR)\H’([R), and then v(r) @ D(K) (Vt 2 0). A is obviously 
maximal monotone and positively homogeneous. Define F’= 
U,,,,, A conv{u(t), t E ]O, I]} c H. It is easy to check that V is the set of 
the elements 
u = 1” u(t) d/f(t), with pE(C’[O, l])* and p>O, ]pj<l. 
.O 
First we are going to show that A is strictly monotone on @ f7 D(A). The 
proof is based on relations (4) and (5). 
Set w  = J,” w(t) d,(t) with ,U E C’([O, n])*, p > 0. Then 
(w = nw(t,) with 1 E [0, 11) e (,u is the Dirac measure p = Ls,J (4) 
((4) is geometrically obvious, since w(t) describes an arc of circle). 
(u,vE [C”([O, l])]* and VnE N*, 
j’ w(nt) c+(t) = 1’ w(nt) h(t)) =-a (fl = v). 
(5) 
-0 -0 
Relation (5) is straightforward. Indeed, the coordinates (l/n) e-“’ of w(nt) 
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generate a dense subspace of C’([O, 1 I). Now let X = j: n(t) c&(r) and Y = 
ri u(t) dv(t) be two elements of Q n D(A) such that (AX-A Y. X - Y) = 0. 
We show that this implies X= Y, i.e., that A is strictly monotone on 
F n D(A). Set: 
X= 1: u(t) &(r) = (a,, a, ,..., a,, ,..., c) with a, = i{,’ w(nt) dp(t) 
and 
c = 1 V(f) dp(rh 
‘0 








d = ( Z’(f) dv(t). 
.o 
We have: (AX-A Y, X - Y) = 0 implies 
x (nQ(a,) - nQ(b,), a, -b,) + (Kc - Kd, c - d) = 0. (6) 
n=, 
and (6) implies: 
(Q&J - Q(h). a, - b,) = 0 for all n E N. V&j 
Indeed, Q is monotone and K antiadjoint. By condition (1 *)(c), Q is strictly 
monotone outside the points Aw(r) (A > 0, f >, 0). Thus (6,) and (4) yield: 
a, = b, or (3A > 0,3f, E [0, 11, P (or V) = AS,J. 
Then (6) leads to the following alternative: 
either: 31> 0, 3, E [0, 11, p (or V) = A6,0. Then c (or d) = 
l.u(f,) G D(K), and then X (or Y) & D(A), which contradicts our 
assumption. 
or: Vn E N, a,=b,. Hence .I-:, w(w) dp(f) = j’; wl(nf) dv(,f), 
Vn E El *. Thus, by (5), ,D = v and therefore X = Y. 
This achieves the proof of 
PROPOSITION 1. One can consfrucf a Hilberf space H and a maximal- 
monotone operator A: D(A) c H + H, such that: 
(i) A is posifively homogeneous (and then 0 E AO, S,.,(f)0 = 0), 
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(ii) 34, E D(A), u. # 0, lu(t)l = IS,(t)u,I = (uo(, Vt E [O, 11, 
(iii) A is strictly monotone on the closed convex hull SF of both of 
these solutions: F = conv{O, (u(t), t E [0, I])}. 
In order to obtain operator B of Theorem 2, we shall add to A an operator 
N, vanishing on %Y’, and strictly monotone outside 0, (i.e., (Nu - Nu, 
u - v) = 0 and u # v 3 u and o E ‘??). This is done in 
PROPOSITION 2. Let H be a Hilbert space. Let q be a closed bounded 
convex subset of H. Let A : D(A) c H + H be a maximal-monotone operator, 
strictly monotone on @‘n D(A). Then one can construct a maximal- 
monotone strictly monotone operator B, equal to A on F. Moreover, each 
solution of (3) for A, which remains in F’, is still a solution of (3) for B: 
Vu, E WA 1, {s,(t)u, 7 t E [O, 1 I I c cf * S&b, = s.4 wo 1 
VIE [O, 11. 
Note that Theorem 2 is a direct consequence of Propositions 1 and 2. For 
the proof of Proposition 2, we shall need 
LEMMA 1. Let H be a separable Hilbert. Given a closed bounded convex 
set F in H, there exists a function 9 of class q’, such that: 
(i) 9 vanishes on g, 
(ii) 9 is strictly convex on H\F, 
(iii) 9’ = grad 9 is a Lipschitzian function. 
The proof of Lemma 1 depends on the result of a second lemma. 
LEMMA 2. Let H be a Hilbert space. Then each closed bounded convex 
set F in H in the intersection of a family of closed balls. 
Proof of Lemma 1 from Lemma 2. Let (B,),Ee be a sequence of closed 
balls with radius R, and center at u,, such that 0 B, = SF. Set 
9,(u) = d’(u, B,). Hence nE Ed 
9,(u) = (I u - %I - WY if u&B,, 
9rz(u) = 0, if uEB,. 
Define 9(u) = CLEy 9,(~)/2". Let u. be an arbitrary point of ?Y. Obviously, 
d(u, B,) < (u - uo( (Vu E H, Vn E k4), since B, contains Q. Then 9(u) is well 
defined for all u in H, and we have: 
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d(u)= 2(lu - %I -R,)(u - U”)l(l~~ - U”lL if 24 65 B,,. 
f&(u) = 0, if u E II,,. 
two elements of H\B,, we have: Let u and t’ be 
) - q;(v) = 2(u - D) - 2R, (& - / ;I ;;” i ) 
n II 
and 
u - u, L’ - u, 
Ju-uu,J - (L’-Uu,I 
Then 
= ((u - U,)(lL’- u,I - lu - f&l) 
+l~-~,l((~-~,)-(~‘--“)))/l~--u,Il~’--,,I. 
Now. if u E B, and v & B,, we have, 
/q;(u) - (p;(v)1 = 24~~. B,) < 2 (1’ -~ ~1. 
Hence rp; has a Lipschitz constant independent of n. and therefore cp’ is 
Lipschitzian. Clearly, rp is strictly convex on H\B,,. Consequently rp:, is 
strictly monotone on H\(JnEk, B, = H\P. This completes the proof of 
Lemma 1. 
Proof of Lemma 2. We first associate to each u of WP a closed ball B, 
such that @? c B, and u 6G B,. Consider the projection L’ of u on w: clearly, 
u # 1’. Define the family of spheres (Sk)k,k,l, with radius k /L’ - u(. passing 
through (U + v)/2, and whose center belongs to the half line u + R ’ (c - u). 
The equation of S, is 
(E) wES,oIw-((u+u)/2)-k(c-u)(*=k*lu-cl*. 
Assume now that for all k, we have S, n P f 0. For each k, choose 
)vk E S, n ‘8. Since the sequence (wL)LEPI is bounded, it admits a subse- 
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quence which converges weakly to an element u’ of Q. Passing to the limit in 
(E) yields, 
(F) (w - (24 + u)/2,u - u) = 0. 
Since w  is the projection of u on 0, we have: 
(G) (w - 0, u - 0) > 0. 
Adding (F) and (G), tie obtain (U - U, u - V) < 0, which leads to a 
contradiction. Then there exists k, E N such that SkOn ‘Z = 0. Thus the ball 
B, = Bko, with boundary Sk,, contains 4. Clearly, u @ B,. Writing 57 = 
n,,, B, completes the proof. 
Remark. If Z-Z is separable, Q is the intersection of a countable family of 
closed balls. Indeed, if (u,),,~ is a dense sequence of H\@, and if u is an 
element of H\%Y, we have d(u, u,) < d(u, 4)/4 * u 65 B,,. 
Proof of Proposition 2. Let p be a function associated to q by Lemma 2. 
Set B=A+@, D(B) = D(A). Since p’ is continuous and defined 
everywhere, B is still maximal monotone (see B&is [ 1 I). Moreover, 9’ 
vanishes on 0 and is strictly monotone on H\%‘, and so B is strictly 
monotone. 
Now consider u,, E D(A) verifying (SA(t)uo, t E IO, 1 ] } c ‘Z. It remains to 
show that S,(t)u, = SB(t)u,,, Vt E (0, I]. Let (~~(0))~~~~ be a sequence in 
D(A), which converges to uO. Set z+(r) = S,(t) u,(O), uk(t) = S,(t)u,(O) and 
u(t) = S,4(t)u,. We have, 
W du,(t)/dt E -Au,(t), 
and 
(1) dv,(t)/df E -Auk(t) - #(u,(t)). 
Subtracting (I) from (H) and multiplying by uk - vk yields: 
((d/dt)(u, - vk), uk - uk) E -(Auk -AU,, uk - L’k) + (@(uk), uk - L’k). 
Then (1/2)(d/dt) I&-t’kl’ < (@(tlk), uk - uk) and therefore (d/dr) ( uk - ok I< 
Now, since u(t) remains in $7 for t E [0, I], cp’(u(l)) = 0. Therefore 
1 @(“k)( < lt(“k) - @(%)I + l~‘@k) - @@)I. Thus (d/dt) I(& - ~&)I < 
2C [u,(t) - uk(l)( + 2C luk(l) - u(t)1 and so (d/dt) luk(t) - uk(t)l < 
2C [u,(t) - uk(t)( + 2C (~~(0) - u(O)1 (C denotes the Lipschitz constant of 
p’). Finally, by Gronwall’s lemma, 
t Uk(t) - uk(r)i < 1 l(kt”) - do)1 teZC’ - I) (t E IO, 11). 
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Passing to the limit, as k tends to co, yields, 
u(t) = u(t) and then 
This achieves the proof of Proposition 2. 
Operator Q, used in the proof of Theorem 2, is still to be constructed. 
LEMMA 3. There exists an operator Q: D(Q) c IF?’ + R’. maximal 
monotone and positively homogeneous such that: 
(a) w(t) = SJt)w, = (Ed-‘, (1 - epzr)“‘, 1) is a solution for Q. whose 
norm remains constant. 
(b) Q is strictly monorone on D(Q)n [R3\U.i>OA(~(t), t >,O}J. 
First admit the following lemma: 
LEMMA 4. Let E be a Hilbert space. Let y be a closed subset of the unit 
sphere of E. Set r= y x ( 1) c E x IR. Now let P be a monotone operator 
from TV (0) into E x R such that: 
(i) pO=O, 
(ii) P is coercive on P, i.e., 3/I > 0, V(u, u) E T2, (Pu - Pu, u - tl) >, 
j31u-Lq2. 
(iii) Vu E r, (Pu, u) = 0. 
Then P admits a maximal-monotone extension Q, whose domain lies in the 
convex cone G(P) = uA,, A conv P, and which is positively homogeneous 
and strictly monotone outside UA>O lr. 
Proof of Lemma 3 from Lemma 4. Denote by y = ((cos 8, sin 6), 0 < 0 < 
x/2) c R2, the quarter of the circle enclosed in the unit sphere of R2. Set 
r= y x { 1) c R3. Define P: TV (0) + R3 by, 
PO = 0, 
P(cos 19, sin f3, 1) = (cos 8, -(cos’ B/sin 8), 0), 0 < 0 < n/2. 
P is monotone on ru (0) and coercive on K Indeed, if U, = (COS ~9~. 
sin B,, 1) and u2 = (cos 8,, sin 8,) l), we have, 
(Pu,-Pu2,u,-u2) 
= (cos 19, - cos tQ2 + (sin 8, - sin 0,) ( ~0~2 e2 cos2 8, ___ - ___ sin e, sin 8, 1 
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sin’(~, - 02) > 4 sin2 6, - 8, 
= sin 6, sin 6, ’ 
(+ cos2 (9) 
2; (4sin2 (!!$.!L))~‘“‘~“2’2 
(since -7r/4 < (8, - 0,)/2 f n/4). P admits, by Lemma 4, a maximal- 
monotone extension Q: D(Q) c B(T) -+ R3, which is positively homogeneous 
and strictly monotone on O(r)\UA,, U’. 
Proof of Lemma 4. Since the restriction P/T of P to r is coercive on r, it 
admits a coercive maximal-monotone extension p, whose domain lies on 
conv r. Indeed, if /3 is the constant of coercivity of P/r, then P -/31 is 
monotone on P, and therefore admits a maximal-monotone extension P,, 
whose domain lies on conv r (see Debrunner and Flor [ 3 1). The conclusion 
follows immediately with P’= P, + 81. 
Now denote u^ = (u, 1) the points of conv r, and AZ? = A(u, 1) (A > 0) the 
points of a(r). Set 
Q(X) = A { s E i+i), g(u) = (s, 6)) if A > 0, 
Q(o)=q-)l= (w~EXIR,vAu^E~(r),(w,)La)~o}, 
or 
Q(Z) = A( w  + (0, g(u) - (w, zi)), M’ E iiu^} if A > 0, 
Q(0) = 2 (rp. 
Both of these definitions are obviously equivalent. Q is positively 
homogeneous. Its domain lies on g(r). Q is an extension of P: Indeed, if 
u^=(u,l)~yx(1},wehave(u~=1andtheng(u)=O.ButP(u^jE~(u^)and 
(P(G), u^) = 0. Then g(u) = (P(C), u^) and therefore, from the first definition of 
Q, we deduce PC c Qr?. We now prove that Q is monotone. For each li and 
each v^ in O(F), for each strictly positive 1 and p. we have, according to the 
second definition of Q: 
(Q(M) - Q(L), AC - ,uuv^) 
= A’(Q(u^), 6) +~*(Q(fi), v^) - b[(Q(u^), 4 + (Q(V^X 41 
= /Fg(u) + $g(u) - dp[ g(u) + (FG, fij 
- (AZ, lq + g(e) + (B, u^) - (I%^, u^>] 
= A2g(u) + P’km - Mg(u) + g(o)> 
+ &l(FG - AT, 22 - 6) 
>;l’g(u) +p2g(v) -$l(g(u) + g(v)) +PAp lu  ^- filL. 
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;.y( (/?/?;)lU^-d(2 = @/Z)lu-01’ > @V)I(iuI- 1) - (IVI- l)l’ = 
u - (g(u))“‘)‘. Then 
(Q(M) - Q(,KL?), rlu^ - ,uv^) 
> A2g(u) + ilr*gw - &4&) + g(L))) 
+ ApI g(u) + g(u) - 2(&j g(u)y I f (P/2) 5 I fi - c I? 
> (Ag(zp -pg(u)“2)2 + (J?/Z)/Ql\Lz- I!\* 20. 
On the other hand, if ;I > 0 and ,u = 0, this inequality is still valid: 
(QW - Q(O), A@)) = A*g(u) - A(Q(O), 6  > L*g(u) 2 0. 
This achieves the proof of the monotonicity of Q. 
We now prove that Q is strictly monotone outside u.I x0 AK Indeed the 
equality (Q(E) - Q@v^), 1z.i - ,uUG) = 0 implies A(1 u ( - 1) = ,D(( c i - 1) and 
I+(,u - V) = 0 and so, Ali = ,DG or Iii and ,u6 E U.\ >” Jr. 
Finally, we prove the maximal monotonicity of Q. Choose A > 0. 
u^ E conv r and s E E x R such that 
We want to check that AZ? E D(Q) and s E Q(G). Setting ,U = A in (7). we 
obtain (Q(G) - s, L(fi - ~2)) > 0, Vi? E D(p), and since Q is positively 
homogeneous, @Q(c) - s, v^-u^)>O, Vv^E D(P), and then from the 
definition of Q, jqfi) - (s/A), u^ - u^) 20, VOE D(F). From the maximal 
monotonicity of P, we deduce u^ E D(P), s/A E p(‘ca). Setting v^ = u^ in (7), we 
now get. (Q@zi) - s, ,~l- AU,) > 0, Vp > 0. Then (u - L)@Q(u^) - s, ~2) 2 0. 
V,U > 0. Thus, from the definition of Q, @ - A)@g(u) - (s. u^)) > 0, V,D > 0. 
Therefore, 
Consequently, g(u) = (s/A, 2). We deduce, from the first definition of Q, that 
s = As/i is an element of Q(U). Now assume A= 0. We must prove that. if 
s E E X P verities 
then s is necessarily an element of Q(0) = (9((T))L. Indeed, 
(8) * ,u(Q(G), 5) - (s, 3 ,, 0. VG E D(P) 
3 (s, t:) < 0, v’L?  ^E D(P) 
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(passing to the limit in p). In particular (s, 0) < 0, Vv” E r. Thus (s, 0) < 0, 
Vu  ^E conv r. And therefore s E (U,,,, 1 conv r)’ = G?(r)? 
The Particular Case of a Subdlrerential of a Convex Function 
The following relations are well known (see Brezis [2]). ((D strictly 
convex) 3 (A = &j strictly monotone) 3 ((S,(t)),,, strict-contraction 
semigroup). No other implication between these properties holds. 
(a) Indeed, consider in R * = ((x, y) = xe, + ye,} the function 
Y(x, JJ) = &c, y) + y, where Q is the convex function obtained by Lemma 1, 
with H= II?‘, B = 10, e,]. It is easy to check that A = %Y is not strictly 
monotone, although (S,(t)),,, is a strict-contraction semigroup. 
(b) On the other hand, consider the convex function 8 on R2 defined 
by (z = 0(x, y)) 8 (v = q(x, z), z < 0), where 8 is the function of (a), 
8(x, y) = 0(x, Y), if (x, y) E D(e), 
8(x, y) = + 00, if not. 
rj vanishes on [0, e,]. Then 0 is not strictly convex, though ae is strictly 
monotone, since it is not defined on [0, e,]. 
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