Abstract. Using the methods of moving frames, we study real hypersurfaces in complex projective space CP 2 and complex hyperbolic space CH 2 whose structure Jacobi operator has various special properties. Our results complement work of several other authors who worked in CP n and CH n for n ≥ 3.
Introduction
The complete simply connected Kähler manifolds of nonzero constant holomorphic curvature are the complex space forms CP n and CH n . Takagi [14] , for CP n and Montiel [9] , for CH n , catalogued a specific list of real hypersurfaces which may be characterized as the homogeneous Hopf hypersurfaces. Other characterizations of these hypersurfaces have been derived over the years, both in terms of extrinsic information (such as properties of the shape operator) and intrinsic information (such as properties of the curvature tensor). In both cases, the interaction of these geometric objects with the complex structure has played an important role.
Occurring as a real hypersurface in CP n or CH n places significant restrictions on the geometry of a Riemannian manifold M and on the way it is immersed. For example, it is known that such an M cannot be Einstein (an intrinsic condition) or umbilic (an extrinsic condition). In fact, neither the Ricci tensor nor the shape operator can be parallel. Nevertheless, elements of the lists of Takagi and Montiel enjoy many nice properties and geometers have been successful in characterizing them in terms of these properties.
Recently, the structure Jacobi operator has been an object of study and various nonexistence and classification results are now known for n ≥ 3. Unfortunately, the methods of proof used in establishing these results do not carry over to the case n = 2. In this paper, we obtain corresponding results for CP 2 and CH 2 using the method of moving frames, along with the theory of exterior differential systems.
In what follows, all manifolds are assumed connected and all manifolds and maps are assumed smooth (C ∞ ) unless stated otherwise. Basic notation and historical information for hypersurfaces in complex space forms may be found in [10] . For more on moving frames and exterior differential systems, see the monograph [1] or the textbook [3] .
1.1. Hypersurfaces in Complex Space Forms. Throughout this paper, we will take the holomorphic sectional curvature of the complex space form in question to be 4c. The curvature operator R of the space form satisfies
for tangent vectors X and Y (cf. Theorem 1.1 in [10] ), where X ∧Y denotes the skew-adjoint operator defined by
We will denote by r the positive number such that c = ±1/r 2 . This is the same convention as used in ( [10] , p. 237).
A real hypersurface M in CP n or CH n inherits two structures from the ambient space. First, given a unit normal ξ, the structure vector field W on M is defined so that
where J is the complex structure. This gives an orthogonal splitting of the tangent space
Second, on the tangent space we define a linear operator ϕ which is the complex structure J followed by projection onto T M:
Recall that, for a tangent vector field V on a Riemannian manifold, the Jacobi operator R V is a tensor field of type (1, 1) satisfying
where R denotes the Riemannian curvature tensor of type (1, 3) . Note that, because of the symmetries of the curvature tensor, R V is self-adjoint and R V V = 0. For a real hypersurface in a complex space form in particular, and V = W (the structure vector), R W is called the structure Jacobi operator. In this paper, we will characterize certain hypersurfaces in CP 2 and CH 2 in terms of the structure Jacobi operator. Some of the results we will state involve the notion of Hopf hypersurfaces. A hypersurface M in a complex space form is said to be a Hopf hypersurface if the structure vector W is a principal vector, (i.e. AW = αW , where A is the shape operator). It is a non-obvious fact (proved by Y. Maeda [7] for CP n and by Ki and Suh [5] for CH n ) that the principal curvature α is (locally) constant. We refer to α as the Hopf principal curvature following Martins [8] . For an arbitrary oriented hypersurface in a complex space form, we define the function α = A W, W .
Of course, α need not be constant in general. We also recall the notion of pseudo-Einstein hypersurfaces. A real hypersurface M in a complex space form is said to be pseudo-Einstein if there are constants ρ and σ such that the Ricci (1,1)-tensor S of M satisfies SX = ρX + σ X, W W for all tangent vectors X.
Summary of results.
We summarize results of Perez and collaborators on hypersurfaces satisfying conditions involving the structure Jacobi operator:
Theorem 1 (Ortega-Perez-Santos [11] 
In §3 we extend Theorem 1 to the case n = 2, while at the end of §4 we extend Theorem 2 to the case n = 2 for both CP 2 and CH 2 . We find that the analogue of Theorem 3 for n = 2 is essentially the same, and is valid for CH 2 as well as CP 2 . Specifically, in §4, we prove
is satisfied if and only if M is a pseudo-Einstein hypersurface.
It is not immediately obvious that Theorem 4 is, in fact, the extension of Theorem 3 to CP 2 and to CH 2 . The analogue of Theorem 3 for n = 2 would say that a hypersurface M 
The structure theory for Hopf hypersurfaces with α = 0 is described in [2, 4, 6, 8] . Note that such hypersurfaces need not be pseudo-Einstein when n ≥ 3. On the other hand, there are some pseudo-Einstein hypersurfaces in CP n , where n ≥ 3, that do not satisfy L W R W = 0. Thus one cannot restate Theorem 3 in terms of the pseudo-Einstein condition.
Finally, we observe that the condition considered in Theorem 2 is actually quite strong. In §5 we provide a new proof of this theorem that is also valid for CH n .
Basic Equations
In this and subsequent sections, we follow the notation and terminology of [10] :
will be a hypersurface in a complex space form M (either CP n or CH n ) having constant holomorphic sectional curvature 4c = 0. The structures ξ, W , and ϕ are as defined in the Introduction. The (2n − 2)-dimensional distribution W ⊥ is called the holomorphic distribution. The operator ϕ annihilates W and acts as complex structure on W ⊥ . The shape operator A is defined by
where ∇ is the Levi-Civita connection of the ambient space. The Gauss equation expresses the curvature operator of M in terms of A and ϕ, as follows:
In addition, it is easy to show (see [10] , p. 239) that
where ∇ is the Levi-Civita connection of the hypersurface M. Consider now the case n = 2, so that M 3 is a hypersurface in CP 2 or CH 2 . Suppose that there is a point p (and hence an open neighborhood of p) where AW = αW . Then there is a positive function β and a unit vector field X ∈ W ⊥ such that
Let Y = ϕX. Then there are smooth functions λ, µ, and ν defined near p such that with respect to the orthonormal frame (W, X, Y ),
A routine computation, using the Gauss equation (2), yields
Consider now a point where AW = αW . Let X be a unit principal vector in W ⊥ and let Y = ϕX. Then there are numbers α, λ and ν such that equations (4) and (5) still hold at this point, but with β = µ = 0.
In this connection, we recall the following useful fact ( [10] , p. 246.) 
3. Parallelism of R W 3.1. The condition ∇R W = 0. We first show that this condition implies R W = 0.
Proof. Since R W is parallel, every curvature operator commutes with R W . Then for any tangent vector Proof. We use the setup from §2 with n = 2. First look at possibility of a Hopf hypersurface with R W = 0. We see from (5) with β = 0 that αλ + c = αν + c = 0, so that α = 0 and ν = λ = 0. However, in view of Proposition 5, we have 0 = αλ + c = λ 2 , which is a contradiction.
The non-Hopf case is handled by the following proposition which follows directly from (4) and (5) . Then Lemma 9 completes our proof. We prove this lemma in §6 using exterior differential systems.
Lie Parallelism of R W
We begin by deriving a necessary condition for a hypersurface to satisfy L W R W = 0.
Proposition 10. For any hypersurface in CP
n or CH n , where n ≥ 2, satisfying L W R W = 0, we must have
Proof. 
which, once we use the fact that A, R W are self-adjoint while ϕ is skew-adjoint, reduces to the desired identity.
The non-Hopf case. Proposition 11. Suppose that M 3 is a non-Hopf hypersurface in CP
2 or CH 2 satisfying L W R W = 0. Then,
in a neighborhood of some point p, we have (using the basic setup of §2)
• β and α are nonzero;
Proof. By Proposition 10, we get R W (ϕA − Aϕ)W = 0 which implies that R W ϕAW = 0. In the setup of §2 with β > 0, this gives R W Y = 0. From equation (5), we get αµ = 0 and αν + c = 0; the latter guarantees that α = 0, and hence µ = 0. Following the same procedure with X, we get R W (ϕA − Aϕ)X = R W (λ − ν)Y = 0. Therefore, (ϕA − Aϕ)R W X = 0, which reduces to (αλ + c − β 2 )(λ − ν) = 0. If λ = ν at some point, then αλ + c − β 2 vanishes in a neighborhood of this point and R W = 0 there. This contradicts Proposition 7 so we must conclude that λ = ν and that in a neighborhood of p, we have However, the situation described in Proposition 11 cannot, in fact, occur.
Lemma 12. There does not exist a hypersurface in CP
2 or CH 2 satisfying the conditions listed in Proposition 11.
We prove this in §6 using exterior differential systems. Thus, we have,
be a Hopf hypersurface.
We classify such hypersurfaces in the next section. By a straightforward calculation, we obtain
We are now ready to prove the following proposition. ; or • α = 0, α 2 + 4c > 0, λ = ν, and λ 2 = αλ + c.
.
Proof. The necessity of these conditions follows immediately from (12), Proposition 10 and Proposition 5. Now suppose that these conditions are satisfied.
If α = 0, we see that R W V = cV for all V ∈ W ⊥ . If α 2 + 4c = 0, then λ = ν = α/2 and αλ + c = −c, so that R W V = −cV for all V ∈ W ⊥ . In the remaining case, R W V = λ 2 V for all V ∈ W ⊥ . In each case, there is a nonzero constant k such that the identity R W V = kV holds globally for all V ∈ W ⊥ . Then for any vector field V ∈ W ⊥ , we have, using (3) Proof. We suppose that L V R W vanishes for all V and derive a contradiction. First note that we must have L W R W = 0. By Proposition 13, M must be Hopf. Thus, the classification of Proposition 14 can be applied. For any unit vector field V ∈ W ⊥ , and
(
Now fix a particular point p, and suppose that V is principal at p, with AV = λV . Then U must also be principal at p. Writing AU = νU, we get
at p. The right side of this equation is nonzero unless λ = −ν. Except possibly for the first case (α = 0, λ = ν, λν = c) in Proposition 14, we have an immediate contradiction. In the remaining case, our argument shows that the principal curvatures sum to zero everywhere (since p was arbitrary). However, λ = −ν locally would give λ 2 = −c and force λ and ν to be locally constant. Since the well-known list of Hopf hypersurfaces with constant principal curvatures does not admit this possibility (see Theorem 4.13 of [10] ), our proof is complete.
Lie parallelism for n ≥ 3
The condition of "Lie parallelism" (see [12] , p. 270) is very strong. In fact, a tensor field of type (1, 1) will be Lie parallel if and only if it is a constant multiple of the identity. Proof. Let X and Y be vector fields and f a real-valued function defined on an open set U ⊂ M. Then, it is easy to check that the identity
Suppose now that L V T = 0 for all vector fields V . Then
for all X, Y , f . For a suitable choice of Y and f , we can assume that df (Y ) is nonvanishing on U, so that we can write T X = τ X for a function τ = df (T Y )/df (Y ). Since τ can depend only on X, it must be independent of X and Y . Therefore, there is a real-valued function τ such that T = τ I. Finally, for any vector field V , we have
so that τ must be locally constant. Conversely, the same equation shows that if T is a constant multiple of the identity, then L V T = 0.
We are now in a position to prove our theorem. Proof. Suppose that L V R W = 0 for all V . Applying the preceding lemma to the (1, 1) tensor field R W , we get that R W is a constant multiple of the identity. Since R W W = 0, we have, in fact, that R W = 0. Our result is now immediate from Theorem 1.
We could proceed similarly in the n = 2 case, invoking Proposition 6. This would provide an alternative proof of Theorem 15.
Differential Forms Calculations
In this section, we prove Lemmas 9 and 12 by analyzing the conditions that a moving frame along the hypersurface would have to satisfy, as a section of the orthonormal frame bundle of the relevant complex space form M = CP 2 or CH 2 . The conditions proposed in the lemmas will imply that the sections are integral submanifolds of certain exterior differential systems on the frame bundle. The generators of these systems are defined in terms of the natural coframing on the frame bundle, which we will briefly review.
On the orthonormal frame bundle F o of a n-dimensional Riemannian manifold M , we define the canonical 1-forms ω i and the connection 1-forms ω i j (where 1 ≤ i, j, k ≤ n) by the following properties: if (e 1 , . . . , e n ) is any orthonormal frame defined on an open set U ⊂ M , and f : U → F o is the corresponding local section, then
for any tangent vector v at a point in U, where ∇ denotes the Levi-Civita connection on M and we use the summation convention. The connection forms satisfy ω 
where the 2-forms Φ i j pull back along any section to give the components of the curvature tensor with respect to the corresponding frame, i.e., f * Φ i j (e k , e ℓ ) = e i , R(e k , e ℓ )e j . In our case, n = 4 and M is a complex space form. We will use moving frames that are adapted to the complex structure on M in the following way:
We will refer to these as unitary frames, and let F u ⊂ F o be the sub-bundle of such frames. We restrict the canonical and connection forms to F u without change of notation. The structure group of this sub-bundle is the 4-dimensional group U(2) ⊂ SO(4). Because J is parallel, only the connection forms ω . Using (1) and the structure equations, we find that the curvature forms on F u satisfy
Along a real hypersurface M ⊂ M , we will use an adapted moving frame, meaning a unitary frame such that e 4 is normal to the hypersurface (and thus e 1 is the structure vector). It follows from (17) that f * ω 4 = 0 and f * (ω 1 ∧ ω 2 ∧ ω 3 ) is a nonzero 3-form at each point. It also follows from (18) that
where h ij are functions that give the components of the shape operator of M. In particular, working in a neighborhood of a point where AW = αW , let W, X, Y be the unit vector fields defined in §2. Then e 1 = W, e 2 = X, e 3 = Y and e 4 = ξ give the components of an adapted framing, and the h ij are the entries of the matrix given by (4) . We now have all the tools necessary to prove the two lemmas.
Proof of Lemma 9. Again, let W, X, Y be unit vector fields on an open set U ⊂ M, as in §2, and let f be the adapted moving frame such that e 1 = W, e 2 = X, e 3 = Y . Then f immerses U as a three-dimensional submanifold of F u on which ω 4 = 0 and the ω for some functions α, β, λ, µ, ν satisfying the conditions in the lemma. Because we assume that α is nowhere vanishing, these conditions can be expressed as α, β = 0, λ = β 2 − c α , µ = 0, ν = − c α .
Under these conditions, the functions α and β completely determine the second fundamental form (and hence, determine the hypersurface up to rigid motion). The proof will proceed by deriving an overdetermined system of differential equations that these functions must satisfy, and showing that no solutions exist satisfying the nonvanishing conditions. Take (α, β) as coordinates on R 2 , and let Σ ⊂ R 2 be the subset where α = 0 and β = 0. On F u × Σ define the 1-forms
