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Zur Axiomatik der linea?"ey" Abhängigkeit. II. 
Von Takeo N AKASAW A 
(Eingegangen am 28. November, 1935) 
Einlei tung. 
In der vorliegenden Schrift, welche eine Fortsetzung meiner 
früheren Arbeit(13) ist, soll' die Geometrie des zweiten Verknüpfungs-
raumes iß2 (Def. VI, ~ 1) aufgebaut werden, und zwar, nach der 
Herstellung der Hilfsbegriffen, wie Primzyklen (Def. VII, § 4), linearer 
Primraum (Def. VIII, § 3), Trennung der linearen Räume (Def. IX, §4), 
Trennung der Elemente (Def. XI, § 5), wollen wir als Hauptresultat 
dieser Arbeit einen Zerlegungssatz des linearen Raumes (Satz 62, § 4), 
sowie unseren iß2-Raumes (Satz 63, § 5), bzw. in die direkte Summe von 
linearen Primräummen, sowie von Primverknüpfungsräumen angeben. 
Bezeichnungen. 
Ausser den Bezeichnungen, die wir in meiner früheren Arbeit<13} 





5. Ai, (i = 1, k) 
6. A oder B 
7. Al od. . .. od. A k 
8. z. B. Al 
9. A--W. 
10. A -(8)- B 
bedeutet "also". 
bedeutet, dass aus A B folgt. 
bedeutet, dass A -- Bund B - A. 
bedeutet, dass A und B. 
bedeutet, dass Al, A 2, "', und A k • 
bedeutet, dass mindestens eins von A 
und B. 
bedeutet, dass mindestens eins von Al , 
A 2 , ... und Ak • 
bedeutet, dass Al od. A2 od.·.. od. Ak. 
bedeutet, dass A zum Widerspruch gerät. 
bedeutet, dass auf Grund des Aussages 
Saus A B folgt. 
(13) T. NAKAsAwA, "Zur Axiomatik der linearen Abhängigkeit. I", Science 
Reports of the Tokyo Bunrika Daigaku, Section A, Volume 2, No. 43, (p. 235-p. 255). 
46 Takeo Nakasawa: 
11. Ez, A z bedeutet, dass ein Element z mit der 




Al, } ----J>B 
Ale 
A -? { ~1: 
Bk 
bedeutet, dass aus dem gleichzeitigen 
Bestehen der k Aussagen Al, A z , 
A k B folgt. 
bedeutet, dass aus A gleichzeitig die 11, 
Aussagen BI, B2 , "', Bk folgt. 
Die folgenden Bezeichnungen von Mengenlehre werden auch 
noch benutzt, wie sie gewöhnlich bedeuten; 2, *, ~, 
:p, =, =1=, 3, $, + , u. s. w. 
ZWEITES KAPITEL 
Der ~2-Raum. 
Das vorliegende Axiomensystem unterscheidet sich von dem in 
meiner früheren Arbeit(IS) angenommenen dadurch, dass erstens im 
Axiom 1 * die Bedingung a =F 0 erfüllt werden soll, und dass zweitens 
noch das letzte Axiom, d. h. die Existenz des Durchschnittselementes, 
zugefügt wird. Daher ist der ?B2-Raum eine Verengung des früher 
betrachteten ?BI-Raums. 
§ 1. Axiome. 
Grundannahme : Wir denken uns eine gewisse Menge von Ele-
menten; ~2 3 al, a2, "', as , •••• Für gewisse Reihen der Elemente, 
die wir Zyklen nennen wollen, denken wir dazu die Relationen 
~, gelten", in Zeichen al'" a s = 0, gewöhnlich in kurzen Zeichen, 
al ..• as , bzw. "nicht gelten", in Zeichen al ... a s =1= O. Diese Rela-
tionen sollen nun folgenden Axiomen genügen; 
Axiom 1""- (Reflexivität) 
Axiom 2. (Folgerung) 
a =1= 0, aa. 
al ... as ~ al ... asx, (s = 1, 2, ... ) . 
Axiom 3. (Vertauschung): al ... ai ." as ----J> ai ... al ... as , 
(s = 2, 3, ... ; i = 2, ... , s). 
Axiom 4. (Transitivität) : al'" as =F 0, xal'" a.s , al'" as Y 
----J>xal'" as-l y, (8 = 1,2, ... ). 
[Sc. Rep. T.B.D. Sec. A. 
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Axiom 5. (Durchschnitt): al ... as xy ~ Ez , 0.1 '" a s z , xyz , 
(s = 2,3, ... ). 
Definition VI. Eine solche Menge 5ßz he isst der zweite VerkniLp-
!ungsraum, in kurzen Worten, m2~Rauln. 
V 2. 1. Nehmen wir uns die lvIenge von allen Punkten des klas-
sichen n-dimensionalen projektiven Raumes als 'B2-Raum, und nennen 
wir von gewissen darin liegenden linearen abhängigen, bzw. unabhängi-
gen Reihen von Punkten als gelten, bzw. nicht gelten, so sind ersichtlich 
die Grundannahme, sowie die Axiome l-x-, 2, 3, 4, 5 erfüllt. Daher 
zeigt sich der projektive Raum eine typische Darstellung des ~2-R.aumes 
in Bezug auf der linearen Abhängigkeit der Punktreihen. Also von 
jetzt an, werden wir oft die Wörter "Punkt" statt "Element", oder 
"linear abhängig", bzw. "linear unabhängig" statt" gelten" bzw. 
" nicht gelten" Gebrauch machen. 
V 2 • 2. Wie oben gesagt ist ein beliebiger 5ßz-Raum auch ein 5ß1-
Raum. Daher gelten alle im ~l-Raum bestehenden Sätze auch im ~2-
Raum. 
V z • 3. Ferner aus Axiom 1* folgt leicht, dass die Nul1stelle(14) 
von 5Bz eine leere Menge ist. Also von jetzt an, werden wir häufig 
die leere Menge mit den1 Zeichen 9( bezeichnen. 
§ 2. Der Durchschnitt. 
Satz 28. al'" anb1 • .. bm -+Ez, al'" Qn Z , b1 • .. bmz. 
Beweis: Wir beweisen dies durch die vollständige Induktion in 
Bezug auf 1n. 
( i) Falls m gleich 1 ist, dann ergibt sich 
al ••• an b1 - (Axiom l*)~ Eb1, a1 '" a'n b1 , b1 b1 • 
(ii) Falls 1n gleich 2 ist, dann ergibt sich 
al ... an lhb2 -(Axion 5)--Ez, al .. ·anz, b1bzz. 
(iii) Nun genügt es zu zeigen, dass aus dem Fan [m-l] der 
Fall [m.J folgt. 
al ••• an b1 .•. bm -+ a1 ••• a?t b1 ••• bm .. ·z bm'-l bm 
-(Axiom 5)-- Ey , al ••• an b1 •• , bm- 2 Y , bm - 1 bm Y .; 
(14) Vgl. a. a. O. p. 237! 
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al ... an b1 ". bm - 2 Y -[m-1]-- Ez , al ". an z , b1 '.' b-J1'1--2 yz . 
Dann besteht 
bl .. • bm - 2 y.z, bm-1bmy -(Zusatz 2 zum Satz 24)-- b1 ... bm-2bm-1bmz, 
Daher al'" an b1 ... bm -- Ez, al ••. an z, b1 .. • bm g " 
w.z. b.w. 
Satz 29. Rang ~(ghm2) + Rang m(9\lffi2) = Rang ~J\:l + Rang ~\2; in 
Worten: Die Summe der Ränge des Durchschnittes und des Vereini-
gungsraumes zwei gegebener linearer Räume ist gleich der Summe 
der Ränge der zwei linearen Räume. 
Beweis: Sei die Basis von SD(~1Ifi2) Cl'" Ck, und seien die Basen 
von ffi 1 , und ffi 2 bzw. je Cl'" Clc alc+l ... an, und Cl'· - CIc blc + l ... bm , so 
folgt nach Satz 18, 
mOJh91 2) = m (Cl ... C/c alc+l ... an bk +1 ... b1l1) • 
Nun wäre Cl ". C/c ak+1 ... an b!c+l ... bm = 0, SO würde sich folgern, 
Cl ... C/calc+l ". an b1c +1 ••• bm -(Satz 28)-+ Ez, Cl ... C/c alc 1-1 ••• an z, bk +1 ... bm Z. 
Cl ... C1ca1c+l ... anZ -- ffi l (Cl'" Clca1c+1 ... an) :3 Z, } ('"t'--(:y, ()'"\ ) "'" 
, -- ~ ;rtp12 ~ Z -- Cl ••• Ck Z • bk +1 ... bm Z -- ~R2 (Cl ... c/cblc +1 ... bl1J :3 Z 
Cl ... C/c Z , bk +1 ... bm Z - (Zusatz 3 zum Satz 24)-- Cl ... CJ,;; blc +1 ••• bm -- W. 
So muss Cl'" C/c ak+l •.• an blc +1 ••• bm =l= 0 . 
Daher Rang ~(cl ... C/c ak+l ... Gn blc +1 ... bm ) = n + ?1L-k . 
Daher Rang ~(ffilfi2) = n+m-k . 
Anderseits, 
Rang mI(Cl ... Ck ak+l ... an) = n , 
Rang fi2(Cl , .. Ck bk +l ... bm ) = m , 
Rang SD (ffi l ffi 2) = Rang fi l kl ... c/c) = k • 
Daher Rang SD(ffi1i"12) + Rang ~(ffilffi:;J = Rang ~1 + Rang ffi2 , 
w.z.b.w. 
Dies ist nichts anders als der Satz 18, beidem das Bestehen einer 
Ungleichung behauptet wurde. Infolge der Voraussetzung des Axioms 
5 lässt sich hier das Bestehen der Gleichung beweisen. 
Zusatz 1. Ist al ••• an =F 0, b1 .. • bm =P 0, und Rang (al ••• an 
b1 ... bm ) = S, SO existiert der Durchschnitt zweier linearer Räume 
ffi(al ... an), ffi(bl • .. bm ), dessen Rang gleich n + m-s ist. 
[Sc. Rep. T.B.D. Sec. A. 
( 20 ) 
Zur Axiontatik der linearen Abhängigkeit. II. 49 
Zusatz 2. ~(j1 (al'" a'n d1 ... d1J, m (bI'" bm d1 ... dk )) = m(d1 ". d,J 
-» al ... an b1 ••• bm d1 ••• dk =+= 0 . 
Zusatz 3. ~OH (al ." an), ~H (bI'" bm ) = i)c 
-» a1 ... an b1 ... bm =+= 0 . 
§ 3. Primzy kIen. 
Definition VII. Derjenige Zyklus al'" 011,+1 derart, dass 
GI ... On+l = 0, aber a1'" '*i '" an +l =+= 0(5), (i = 1, ... , n+ 1) ist, heisst 
der PTi1nzy1clus vom Range n, und wird mit a1 ... an+l bezeichnet. 
Satz 30. aI'" anb l .. • bnt - l O,} -» {al'" anb I • .. -)l'i'" bm==l=O, 
b1 ... bm (i = 1, ... , 111,) • 
Beweis: Wäre vorläufig al'" an bl ... -*i ... bm = 0, so wäre nach 
Satz 22, 
aj '.' an b1 .. , *i ... bm , } 
-» al ... anb l '" bm - l oder 01'" *i'" bm • b1 • .. bm 
Die beiden Ergebnisse widersprechen aber unseren Voraussetzungen; 
al ." an b1 ... bm - 1 , al'" an b1 ... bm- l =t- 0 -» W . 
b1 ... -'''i''' brn , b1 ••• bm -» W . 
Daher al ... anb1 • .. bm- I oder b1 .. • *i'" bm -- W . 
Daher muss al ". anbl ... -Xi ••• bm =t- 0 , (i = 1, ... ,111,) • 
Satz 31-
( 
dl .. , *i'" dsal'" -'lej'" anbl ," bm==F O, 
d d a a dl ." d al ... * -... G-nb1 ••• -* 1- .. , bm =\== 0 , 1'" sI'" n' S j " 





al .. , an-Ib l , .. bm -l =-f:: 0 (i = 1, "', s; j = 1, ... , n; 
k = 1, ... , m). 
Beweis: 
dl,,·ds al .. ·an , __} -(Satz 30)-» d1 • .. dsa1 .. , ,~ ... a'nbl .. , bm - l =1= 0 . 
d1,· .dgal·· ·an - I b1 .. • bm-I=PO 
} 
f d l • "-;e' ··dsal· "*"'an b1,' ·bm =1= 0, 
dl .. ·dsb1,,·bm , -(Satz 30)-- -i--
d ' b · .. b _LO ld1 .. ·dst1'1·"* ,·,a.nbl·,,*,,·bm --r 0, d l · .. sal"'-k ··,an 1 m-I T 
d1 .. ·dsal .. ·an , } -(Satz 30)-pd1 .. ·*·· ,dso1· .. a11,b1 .. • -* •.. bm =\== O. 
d1 ... dsal'''-* .. ,anb l ••• * .. ,bm =\== 0 
(15) al'" *i'" anti bedeutet al ... ~-l ~+1 ... 011,+1 . 
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d1 ••• dsal'" an, } {dl"'~'(- ... dsal'" -1{- .,. anb! .. · bm=l=O, 
d1 '" ds b1 ". bm , ->- d1 .. • ds al ... -)(- ... an b1 ... * ... bm =1= 0, 
dl· .. dsal' .. an-lbl···bm_l=l=O d1 ••• -x- ... dsal'" an b1 ••• -)(- ... bm=l=O, 
W.z. b.w. 
Satz 32. al'" anx----).Ey, al'" an-lY. 
Beweis: al'" an X - (Axiom 5)->- Ey, a1'" an-l y, an xy . 
Nun wäre al ... *i ... an-l Y = 0, so würde sich folgern, 
al ... -'*i ... 0n-1 7J, an xy-(Zusatz 2 zum Satz 24)-;. al'" -)(-i ••• an X • 
al ... *i ' •. an x, al'" an X -)0 W. 
So muss al'" *i '.' a'n-lY=\=O, (i = 1, n-1) . 
Daher al ... an-l Y . 
Daher al,"anx ----). Ey, al· .. an-lY, w.z.b.w. 
Es ergibt sich auch der folgende Satz durch Wiederholung der 
Operationen des Satzes 32. 
Satz 33. n ~ m, al'" an X ->- Ez, a]'" am z . 
Satz 34. 0.1'" an b1 ... bm -)0 Ez, al'" anz, b1 '.' bmz. 
Beweis: al'" an b1 ... bm -(Satz 28)->- Ez, al'" an z, b1 • .. bm Z • 
Nun wäre al'" '~i ... anz = 0, so würde sich folgern, 
al'" *i'" anz, b1· .. bmz -(Zusatz 3 zum Satz 24)----). al ... -X-i ···anb1 .. ·bm • 
al ... -)(-i ... anb l ... bm , al'" an b1 ... bm ->- W. 
So muss 0.1'" '/--i ... an z =\= 0, (i = 1, ''', n) . 
Daher al ... anz . 
Analog erhält man 
w.z. b.w. 
Satz 35. a1 ... an z, b1 .. • bm Z , 1 
0.1 ... Q.n- 1b1 ... bm - 1z =1= 0 f 
Beweis: 
Einerseits ist 
0.1 ... an z, bl ... bm z -(Zusatz 3 zum Satz 24)-- 0.1 ." an b1 ... bm. 
Anderseits ist 
zal ... an, zb1 .. • bm , ~ _ (Satz 31)~ {a1 '" * ... Q.nbl ... bm =1= 0, 
za}'" an-1bl ,·· bm-l=f=O J al'" anbl .. · -x-,,, bm=f= O. 
[Sc. Rep. T.B.D. Sec. A. 
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Daher 
Satz 36. da! '" anx, } 
dby , -+ Ez, dal'" an bz , 
dal .,. an b =1= 0 
Beweis: dal ". QnX , dby, } -(Satz 35) -+ a'l ',' an bxy 
dal ,., an b ==P 0 
-(Satz 33)-+ Ez, a;:,. an yz, und a1'" an by:::p 0 . 
al .. , an yz, dby, 
al ." an by:::\== 0 
dal ,'. an, x, dby, 
da! ... an b =1= 0 
1 J -(Satz 35)-+ dal '" an bz . 
w.z. b.w. 
Satz 3 7. dl · .. ds a1 ... an X , 1 
dl ••• ds b1 •• ' bm Y , ~ Ez , dl •• , ds al .,. anb1 '" bm Z . 
d1•• 'ds al" 'an bl ' ··b'l'/l, =1= 0 
Beweis: 
d l ... ds al ... a'n x, d1 61 Yl, } _ (Satz 36)~ Ez1 , d1 ••• ds a1 ••• an b1 Zl ' d1 .. , ds al ... an b1 =1= 0 
d1 ... ds al ... a n b1z 1 , d1b2Y2' } -(Satz 36)-+ EZz , d1 .. • ds a1 ... an b1 b2 Z2 • d1 .. , ds al .,. an b1 b2 ==F 0 
d1, .. ds a1···anbl···bm-lZm-l, dlbmYm, }-(Satz 36)~ Ez, d1"·dsal'''anbl'·'b'rnz • 
d1 .. ·ds al'''anbl' .. bm =1= 0 
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Beweis: Wir beweisen dies durch die vollständige Induktion in 
Bezug auf n. 
( i ) Falls n gleich 0 ist, dann ergibt sich, 
b1 x, b1 b2 -,>0 Eb1 , b2 b1 • 
(ii) Falls n gleich 1 ist, dann ergibt sich, 
a1 b61 b
X 
'1 J Sei b1 b2 =F' 0 ---» Eh1 , a1 62 b1 • 
al 1 2, -,>0 l S . b 6 0 E -b-
b -\= 0 e1 1 2 = -+ x, al 2 x . al 2--
(iii) Also genügt es zu zeigen, dass aus dem Fall [n-lJ der Fall 
['11] folKt. 
Sei nun 01 ," *i ". an b1 b2 =F 0, (i == 1, "', n), SO fOlgt, 
a1 '., '>'ci ". On b1bz =F 0 '. (i = 1, ... , n), } 
a1 .. , On b2 +- 0 , ---» Eb1, al'" an 62 b1 • 
al ... On b1 X - 01 ... (1'11 b1 =F 0 
Sei mindestens für ein Element z. B. an al ... 0 11-1 b1b2 = 0, SO 
folgt, 
al'''OnblX -(Satz 32) -7' Ex!, al"·an-1b1X1, } 
al" 'on- l b1b2 , - [n -IJ ---» Ey, a1'" 0 n-1 b2y. 
al ... Onb2 =P 0 ---» 01"'on-1b2=\=0 
al' "an b1x -(Satz 32)---+ Ex,,,, al' "an -l0'nX2, 1 
a1 "'an -1 bz y , - (Satz 37) - Ez, al ." an b2 z . 
a1'" an b2 =\= 0 
a1 .. , anb1x , } 
: . a1'" an b1b2 , -+ Ez, 01'" an b2 z , 
al ... an b2 =\== 0 
W. z.b.w. 
Definition VIII. Der lineare Raum vom Range n, der minde-
stens einen Prim zyklus vom Range n in sich enthält, heisst der lineare 
Primraun·~ vom Range n. 
Satz 39. m(al'" an) 3) b1, "', b.n+1' und 61 ... bn +1 
-+ Eon+1, in (al'" an) 3) an +l, al'" an +l . 
Beweis: ' 
Unter n Elementen al, "', an, muss die Relation b1 '" bn - 1a1 =1= 0 
mindestens für ein Element z. B. 01 bestehen. 
[Sc. Rep. T .B.D. Sec. A. 
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b1 '" 6n - 1 bn 6n +1 , } 
b1 '" bn - 1 bn a1 , - (Satz 38)---)00 Ez1 , b1 ••· b11.- 1 0,1 Zl • 
b1 '" bn - 1 a1 0 
Unter n-l Elementen 0,2, an, muss die Relation 
b1 ••• bn - 2 0,10 2 =l= 0 mindestens für ein Element z. B. 0,2 bestehen. 
b1 '" b11.-2a1bn-1(;1 , ) 
61 •.. bn-2a1bn-1a2 , 
b 1 '" b n - 2 0,1 a2 =F 0 
- (Satz 38) --- Ez2 , b 1 ••• b n - 2 0,1 a2 Zz • 
Zwischen 2 Elementen an-I, an, muss die Relation 
b1a1 '" an -2 0n-l =4= 0 mindestens für ein Element z. B. an -1 bestehen. 
b1 0,1 ••• an -2 b2 Zn-2 , } 
b1 a1 ••. 0n-2 b2 an-i, - (Satz 38)---}o Ezn - 1 , 61 0,1 '" a 11.-l Zn-I. 
b1 0,1 ••• an -2 an -1 0 
Für 1 Element an' muss die Relation a1 .•• an -1 an 0 mindestens 
für ein Element z. B. On bestehen. 
a1 •.• a n -1 b1 Zn-l , 
al .. , an-l h an , 
0,1'" an-IOn 0 
w, z. b.w. 
Satz 40. Jeder in einem linearen Primraume enthaltenen lineare 
Raum ist stets ein linearer Primraum. 
Beweis: Seien die Basen vom enthaltenen linearen Raume bzw. 
enthaltenden linearen Raume je 0,1'" Um, bzw. 0,1 ••• a m .•• an, SO ist 
;)1 (al ... am ... an) wegen unserer Voraussetzung ein linearer Primraum. 
Also folgt nach Satz 39, 
0,1 ••. Om ••• anx -(Satz 33)-- Ey, 0,1 •.• UmY. 
Ey, ~ (nI'" am ) 3 y, 0,1'" o,m y . 
Daher ist iH (al ... Um) auch ein linearer Primraum. 
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Satz 41. Der lineare Raum derart, dass alle da:tin liegenden 
linearen Räume vom Range 2 stets lineare Primräume sind, ist auch 
ein linearer Primraum. 
Beweis: Sei die Basis des linearen Raumes al'" (/.n" so folgt nach 
unserer Voraussetzung, 
Ex!, ala::!XI; EX2, a2aSX2; ... ; EXn-l, an-IanXn-l . 
Dann folgt, 
alaZXI, a2aSX2, ala2aS =F 0 -(Satz 37)-,. Eys, ala2a SY3. 
ala2aSY3, ai:la4Xij, ala2a3a4 =F 0 -(Satz 37)--+ EY4' ala2a3a4Y4. 
al ... an-IYn-l, an-IanXn-l, al ... an =F 0 -(Satz 37)--'" EYn, al .. ~~ • 
. '. EYn, m- (al'" an) :; Yn, aI'" anYn . 
Daher ist m (al'" an) ein linearer Primraum. 
§ 4. Die Zerlegung des linearen Raumes. 
Definition IX. Wir sagen, dass der lineare Raum 'iR sich in die 
direkte Summe von Tc linearen Räumen m:1 , "', ~h zerlegt, und sch-
reiben in Zeichen 
* ~K m = m1 + ... + ~lh , 
wenn folgende zweI Bedingungen erfüllt sind: 
m = m1 + ... + mk , 
Rang ~ = Rang ffi 1 + ... + Rang ~Jh . 
Ferner in diesem Falle, heissen die k linearen Räume fi 1 , "', ~Jh sich 
?nit einander trennen, und wir bezeichnen dies in Zeichen 
ffiIof ... * ~h . 
Dann folgt leicht; 
* * .J(- * * * .J(- * ( ii) il~ I + ... + ~Ri + ... + ~)h = mi + ... + 5H 1 + ... + mk . 
[Sc. Rep. T.B.D. Sec. A. 
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* .\!. Satz 42. ffi = ffi l (al ." an) + ... -+ ~'h (lI'" lm) 




Beweis: m = ffi l + ',' + ~}h - 91 = ?ß (~ll, ''', ~h) 
-(Satz 17)- m = ?ß (al'" an .. , l1 .. , lm) , 
Rang ffi = Rang ffi l + ... + Rang ITh = n+ .. , +1n. 
Rang m (al ... an .. ·ll ···lm) = n+ ... + m. 
al .,. an ... l1 ... Im =P 0 , 
w,z. b.w, 
Beweis: Nach Satz 42 folgt, 
+:~ .1{-
m (al'" an .. , l1 ... im) = ~Hl (al '" an) + ... + mk (l1 ... im) . 
al ... an X =1= 0 -- gh (al ... On) $3 X , ,)'1 ( , l l) 
---I" JI, 01'" 0 n ,.. 1'" 'm $3 X 
... ... ..., 
il{ (a 1, .. , an'" l1 ,." l m) = ~ 1 + '" + ~lh , 1 
II ... lm. X =1= 0 -- flh (lI'" lm) $3 X -- 01 .. , an ... l1 ," lm X 4=-0 . 
Zusatz. ~ (al'" an) * '" +" ffi (11 ... lm),} E 'lt . 
-- s gl genau eme al .,. an ... l1 ... lm X 
Aussagen {aI'" an X, "', und l1 .,. lm x } . 
der 
Satz 44. ffi1 ;i< ... -)< ffi i * , .. ·k ffik -- ?:8(~11 ... ffi i ) = ffi l + ." + ~ti ' 
Beweis: Seien die Basen von ffi 1 , "', ffi i .. · , ~'h bzw, je a1 .. , an, 
'" , bl .. · bm , "', ll' .. l8' so folgt, 
ffil(al',·an) * ... * ffii(bl"'bm) * ... * mk (lI'" ls) - (Zusatz zum Satz 42)-
-- al ... a'n ... b1 ... bm .,. l1 ... l8 ==\= 0 - al ... an ... bl ." bm ==\= 0 
-- m (~'h ... ffii) = m (al ... an ••• b1 ••• bm ) • 
Daher folgt, 
m (ffil ... ffi i ) :3 X -- m (al ... an •• , b1 ... bm) :3 X -- 01 ... an ... b1 ... bmx 
-(Zusatz zum Satz 43)-- GI ••• anx od, ... od. b1 • .. bmx 
-- m1 + ... + ~Hi :3 X • 
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Daher 
Anderseits, ~ orh ... ~tJ ::::;::> ~1 + ... + 91 i . 
Daher Q3 (911'" ~J = Bt1 + ... + ~~i , w. z. b. w. 
Zusatz. ffi l (al ... an) -:, ... '* ~i (bI'" bm ) -)" ... ,~ ~k (Z1 •.. l,,) 
-00 Q3 {ffil (al'" an), ... , 'Jt i (bI'" bm ) } = ~1 (al ... an ... b1 •.. bm) -
Satz 45. 911 -)~ ••• -x- 9t * mi + l -::-... 91k 
-,). 1) {58 Wh ... ;R i ) , ~ (~1i+1 ... ~rh)} = 9C . 
Beweis: Seien die Basen von 9~1, "', mi , :Ri +1 , "', '~)h bzw. je 
a1 ••• an, ... , bl .. • bm , Cl'" er, ... , dl • .. ds , SO folgt nach Zusatz zum 
Satz 44, 
Q3 011 ... ffi"i) = m (al ... an ... bl ... bl1J , 
~ (;:l1 i +1 ... ~k) = m (Cl'" er ... d1 ... ds) • 
al ... an ... b1 ••• bmx, 1 -~ j -,)- a1 ... an ... bl ... bm Cl ... Cr ... d1 ... ds Cl ... C1, ... d1 ... ds X 
- (Zusatz zum Satz 42)-'>' W. 
Also ist :3) {Q3 (~h ... ~Hi), m (D1 i +1 ... 9h) } = 9'( . 
Satz 46. ~Hl -)\- ... ,\(- ~Hi -x- ... -;(- ;){k -,). 91 1 -/, ... 7: ffi: i . 
Beweis: 
~rh -!,'" 'fRi * ... -x- Dh -(Satz 44)-'>' Q3 (vtl ... 81J = Dl l + ... + ~ni . 
Rang 911 + ... + Rang 9h = Rang (~Hl + ... + ;Hk ) 
Rang OHI + ... + ffi: i ) + Rang mi +1 + ... + Rang ITh 
= Rang ~ (mI ... ?){i) + Rang ':H i +l + ... + Rang ~Hlc 
< Rang 91 1 + ... + Rang fR k • 
Rang Q3 CHI ... ~1i) = Rang 911 + ... + Rang ~1i . 
w. z. b. w. 
Satz 47. * -;:.- ·:f -:+ * .x-~H = ~Hl + ... + ~Hi + ... + ~rh, mi = ~11i1 +- ... + ~l~is 
-- m = ~i 1 ~ ••• ~ ~}1il ~ ... ~ ffi is ~ ••• ~ ;lh . 
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Beweis: 
ffi = ~Hl + ... + ffi· + ... + ~r\-l ' 
• ~ ~ Cl \ (ü \), .. mi = 'iHil + ... + ?R is J -- ~H = .11 + ... + ~hi1 + ... + ffi is + ... + ~Jh. 
Rang ~1 = Rang ~Hl + ... + Rang B1 i + ... + Rang ~h, l 
Rang ~)\i= Rang ~1il + ... + Rang ~1is J-
-- Rang ~~ = Rang ~~l + ... + Rang ~\i1 + ... + Rang ~\is+ ... + Rang ~Jh . 
w. z. b. IV. 
-jf- * * ~* * * 
Satz 48. gl = ffi 1 + ... + ma + ... + ffi is + ... + ~1k 
-)(- * ~!~ -x-~-
--jo 31 = m1 + ... + (~i1 + ... + iRis) + ... + ß1k • 
Beweis: 
ffi = ffi 1 + ... + ~ti1 + ... + B1i.~ + ... + ~llk 
--jo 91 = Dl1 + ... + (~lil + ... + ffiis) + ... + ~Hk . 
ffi1 * ... -;<- ~1i1 -)(- ... -;-:- ffi is -:;- ... -x- ~1k --(Satz 46)-- ~lil * ... -)(- mis 
--jo iHn + ... ~' :11 i8 ~ ffi il + ... + ffi:s --jo 
.;:- --i.; 
Rang (:'1 i1 + ... + mis) = Rang (~tl + ... + ;)tis) = Rang ~1\il + ... + Rang mis • 
Rang ~1 = Rang ;R I + ... + Rang ~il + ... + Rang ffi is + ... + Rang ffi k 
= Rang ffi l + ... + Rang (mi! + ... + ffi is) + ... + Rang ;Hk • 
* -K- * * ffi = ffi l + ... + (mil + ... + 91is) + ... + 91k 
~ ~ .'.f.. _x:. * * 
= ffi l +- ... +- OHn + ... -1- ~His) + ... -1- ffik • 
Satz 49. ffi = ffi l + ... + ffi!c I } * * 
{ } -- ffi = ~11 + ... + ~rh . ~ ~H (mI ... ~1i-l), ffi i = ~1 , i = 2, ... , k 
Beweis: 
~ { m (ffi1 ... B1 i - 1) , ffii} = 9C -(Satz 29)--
Rang $ß { m (911 ... ffii-I)', ffii } = Rang m (ffi l ... ffi i-l) + Rang ffi i • 
Rang OR1 + ... + ffiJ = Rang (911 + ... + D1i - 1) + Rang ffii • 
Rang (ffil + ... + 9tk) = Rang ('iHl + ... + ~Jh-l) + Rang ffi lC1 
Rang OR1 + ... + ffik-l) = Rang (ffi l + ... + ~H!c-2) + Rang ffik-l , 
= Rang ffi1 + Rang ffiz. 
Rang (ffi l + ... + ~d = Rang ;)11 + ... + Rang ~Hk . 
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Rang m = Rang 9'h + ... + Rang 91k . 
* ~X-
m = ffi l + , .. + 91:k , w. z. b. w. 
Definition X. Derjenige lineare Raum ffi (al'" an), der sich un-
möglich in die direkte Summe von mehr als zwei linearen Räumen 
zerlegt, heisst der unzerlegba1"e lineare Raum, und wird bezeichnet 
mit: ffi (al'" an) • 
Satz 50. 
al ... a b l •·• bo Cl'" Ck Z'] b .....L.. b h 0 n. ni f Ez1, a1, .. a n b1 .. • m Z1, a1"'anZ1-r- 0, bl ··· mZl ==r- , 
al ... a b1 • .. b Z =F 0 , .L 1- 0 
n 1n _I- ----?\Ez2, bl· .. bmCl"··CkZ2,b!· .. bm z2 =-y-0,Cl'" ClcZ2==r- , 
bI ••• brn C1'" CkZ==-rO, lEz3, Cl"·Ckal .. ·anZ3, C1'··CJc.Z3=F0, ar" OnZ3=l= O. 
Cl ••• Ck a1 ••• an Z =\= 0 
Beweis: a1'" an b1 .•• bm Cl ••• Ck Z -+ Ezr, a1'" an b1 ••• bm z 1, Cr"Ck ZZI • 
Cl ••• Clt al ... an Z =1= 0, Cl'" C1c ZZI -+ 0,1'" an Zl =rh 0 . 
bl ••• bm Cl •• , Ck Z =F 0, Cl'" Ck ZZI -+ bl •• , bm Zl =1= 0 . 
Daher folgt EZl> al· .. anbl···bm'Zl' 0,1'"o,n Zl =1= ° , b l .. ·bm 'Zl=F 0. 
Ebenso folgt Ez2 , b1 ••• bm Cl , •. Cle Z2, b1 .. • bm Z2 =1= ° , Cl .. , Ck Z2 =1== 0 , 
Ez3 , Cl'" Ck GI ••• an Z3, Cl'" Clc Z3 =p= 0, 0,1'" an Z3 =\== O. 
Satz 51. 
abI ••• bm Cl ... Ck =1= 0 , } {EZ' abI'" bm.c1 ... Ck Z , 
ab] ••• bm,Zl' aZl ==F 0, b1 ... bmzl =1= 0, -)0 ab1 .. ·bmz =l= 0, aC1'''CkZ ==F 0 . 
aCl ... ClcZ2, 0, Z2 =\== 0 , Cl ... CkZ2 =F 0 b l ... bm Cl ... Ck Z =l= 0 . 
Beweis: abI'" bm Zl, aCI'" Ch Z2 -~ bl ••• bm Zl Cl ••• Ck 22 
----- Ez, bl .. • bm Z2 Z, Cl'" C/c Zl Z • 
0, bl ... brn Zl, Cl'" Ck Zl Z -+ abI'" b11'/, Cl ••• Clc Z • 
abI'" bm C1 ... Clc =F 0 , bl ... bm Zl ==f= 0 , abI'" bmzl ----? b1 ••• bmCl' "C!cZl =--l= 0 . 
b1 ... bm Cl .. 'C/c Zl =F 0, Cl'" Clc Zl Z ----- b1 ... bm Z =F 0 . 
abI'" bm Cl ••• C1c =l= 0, aCI'" Clc Z2, a22 =l= 0 -+ abI'" brn 7..2 =F 0 . 
b1 ••• b1n Z =l= 0, ab! .. • bm Z2 =l= 0, bl • .. bm 22 Z -+ ab! ... bm Z =l= 0 . 
abI" ·bm Cl ... CJc =l= 0, Cl ... eh; 22 ==l= 0, aCl ... Clc22 ----- b1 ... bm Cl '''Cle Z2 =f= O. 
b1 ... bm C1 ... Ck Z2 0, b1 .. • b1n Z2 Z .------+ Cl ... Clc Z O. 
ab! ... b11t Cl ... Ck +- 0, ab!,,, bm Zl, az! =l= 0 ----- aCI ... Clc Zl =l= 0 . 
Cl ... Cle Z =l= 0, a('!··· C/c Zl =1= 0, Cl'" Ck Zl Z -+ aCl'" Clc Z =F 0 . 
01 ····Vm-(!'/;"-C:kZ,:t=F 0 , b1 ... bm z =l= 0 ,. bl'''bm 22 Z ----- b1 ... bmcr- 'Ck~ =t= 0 • 
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Ez, abI'" bll~CI'" CkZ, abI'" bmz==l==O, aCl ... CkZ=\=:O, b1 ... bmCl'''ClcZ=\=:O, 
W. z. b. w. 
Satz 52. ~.W ~ ~{s-l -+ ffis-I. 
B . S' WS -;-\1. ( s-1 ewels: elen ,)1. = '; \ abI ... bmCI ... CrJ, ~H = m (bI ... bmcI .,. Ck), 
und wäre vorläufig m (bI ... bmcl , .. Cl,) = ~H (bI ... b
m
) + m (Cl ... Ck), so wäre, 
ffi (abI ... bm Cl ... C/c) -+ 
Ex, ffi: (abI ... bm Cl ... Ck) 3l ;C, abI'" bm x=\=:O, Cl'" Cl.; x ==l== ° , 
Ey, ~l (abI'" bm Cl ... Ck) 3l y, aCI'" Ck y =\=: 0, bl .. • bm y +- ° . 
m (bI'" bm ) * m (Cl'" Ck) , ) 
b1 ••• bm x ==P 0, Cl'" Clc X =l= 0, t - (Satz 43)- { b1 ... bm Cl ... Ck X =\= ° , 
bl ... bm Y ==P ° , Cl .•• Ck Y =!= ° f bl ••• bm Cl ... Clc Y =\== ° . 
Nun wäre aCl ••• Ck X ==1= 0, so wäre, 
abI'" bmCI ' .. Ck::r, } 
abI '" bmX9= 0, -(Satz'50)- {Ez, b1 , •• bmCl'" C/cZ, 
b1 ." bm Cl ... CkX :t- 0, b1 ... bm Z =\--:: 0, Cl'" CJc Z =!= 0. 
Cr ... Ck ax ° 
~H(bl ... bm ) -y, m(Cl ... Clf), } 
b1 ... bm z =F 0, Cl'" CI.; Z =!= 0, -(Satz 43)- VV. 
b1 '., bm Cl ... Clc Z 
So müsste aCl'" Ck X = 0. 
Ebenso müsste abI'" bm Y = 0. 
abI'" b1ncl ... Clc =!= 0, } {EZ' abI'" bm Cl ... Ck Z, 
abl· .. bmy, ay=\==O, bl' .. bmy 0, -(Satz 51)-". abl· .. bmz=\=O, aCl'''CkZ=!=O, 
aCI" 'ClcX, ax =F 0, Cl"'Cl/X: =\= ° bl ... bm Cl , .. Ck Z =\= ° 
-(Satz 50)- f Ew, bl • .. bm Cl ... Ck W, 
t b1 ••• bm W =!= 0, Cl'" Ck W =P 0. 
)1\ (bi'" bm ) 0;- :TI (Cl'" Ck), } 
bt .. • bmW;"fO, Cl'" CkW =!= 0, -(Satz 43)- W. 
bl '" b111 Cl , •• Cl.; W 
ffi (abI'" bm Cl ... Ck), m (bI'" bm ) -:~ ffi (Cl ... Ck) - w. 
§1 (abI'" b111 Cl ... Cl,) - m (bI'" bm Cl ... Ck), w. z. b. w. 
Satz 53. Jeder in einem unzerlegbaren linearen Raume enthaltene 
lineare Raum ist stets ein unzerlegbarer linearer Raum'. 
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Beweis: Sei ~n (al'" am ." an) ~ m (al'" am ), so folgt nach Satz 52, 
m (al'" am ... an) -,)0 m (al'" a1n ... an-l) ---,)0 '.' -,)0 IR (al'" am) . 
• ', ;}1 (al ". am • .. an) -,)0 m (al'" am), w. z. b. w. 
Satz 54. Der unzerlegbare lineare Raum vom Range 2 ist linearer 
Primraum. 
Beweis: Sei den unzerlegbaren linearen Raum vom Range 2 
~1 (alaZ), so folgt, 
~ (alaZ) -,)0 Ez, ;)1 (ala2) ~ z, al z ==l== 0, a2 z =p 0 
-,)0 Ez, m (ala2) ~ z, al U2 z . 
Daher ist m (ala2) ein linearer Primraum. 
Satz 55. Der unzerlegbare lineare Raum ist linearer Primraum. 
Beweis: Falls der Rang gleich 1 bt, ist es trivial, also genügt es 
zu zeigen, im Fall der Rang mehr als 2 ist. Dann ergibt sich, nach 
Satz 53, Satz 54, dass jeder im unzerlegbaren linearen Raume ent~ 
haltene lineare Raum vom Range 2 stets ein linearer Primraum ist. 
Daher ist nach Satz 41 der unzerlegbare lineare Raum auch ein linear€r 
Primraum, w. z. b. w. 
Satz 56. Jeder lineare Primraum ist unzerlegbarer linearer Raum. 
Beweis: Wäre ~1(al'··anbr .. bm) = 9t1(al .. ·an) + 9\2(b ···bm ), während 
doch 31 (al'" anb1 ." bm) ein linearer Primraum ist, so wäre nach der 
Definition VIII, Satz 39, 
Ez, m (al'" an b1 '.' bm) ~ z, al'" anb1 • .. bmz. 
al'" anbl · .. bmz -- al'" anZ=FO, b1 .. · bmz=l=O. 
~R (al'" an) * ~ (bI ... bm ), } (S t 43) b b -I-. ° 
- a z -,)0 al ... an 1 " m Z =t- . 
al ... an Z =F 0, b1 , .. bm Z 9=: 0 
al ... an 61 ... ~m Z, al'" ~ b1 ... bm Z ==l= 0 - W. 
Daher ist m (al ... an bl ... bm ) ein unzerlegbarer linearer Raum, 
w. z. b. w. 
Aus Satz 55 und Satz 56 kann man folgendermassen behaupten: 
Satz 57. Die Definitionen des linearen Primraumes und des un-
zerlegbaren linearen Raumes sind gleichwertig im Inhalt. 
Satz 58. Der lineare Raum derart, dass alle darin liegenden 
linearen Räume vom Range 2 stets unzerlegbare lineare Räume sind, 
ist auch ein unzerlegbarer linearer Raum. 
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m (dr··dsal .. ·an)-(Satz 57, Satz 39)---)0 Ex, dc·dsal· .. ~x. 
ffi (dr··dsb1··'brn) -(Satz 57, Satz 39)---)0 Ey, d1·"dsb1'··brn y. 
d1."d,qa1"'an x, } 
dl"',dsb1"'brn y, -(Satz 37)---)0 Ez, dl···dsa1···anbl .. :b1nz. 
d1•• ·dsal'·· anb1·· ·brn ==F 0 
Ez, ffi (d! ... dsa1 ... anb1 ... b1n) 3 Z, d1 ··· dsal ... anb1 ... brnz. 
(Satz 57)-- 'ij{ (d1 .. , dsal ... anb1 ... bm), w, z. b. w. 
Satz 60. ffi 1 * ... * ffik , ffi 1 2 fRi, ... , ffi k ~ m~ -- »li * , .. -x- fR~ . 
Beweis: Seien die Basen von ffii, ffi 1 , • ", gl;c, ~h bzw. je 
0.1 ... arn , 0.1'" am ... a'n' "', ll'" Zr' lI'" l1' , .. ls, SO folgt nach Zusatz 
zum Satz 42, 
ffi1 * ... +:- ~lh ---)0 ar .. o,rn···an"'ZI' .. lr···ls ==F 0 ----)0 al'''am .. ·l1,,,Zr ==F o. 
Rang mUaI"·arn)+· .. +Rang fR~c(ll···lr) = Rang ffi(al .. ·a1n···ll·"Z,.). 
ffi (al .. ·arn' .. lI· .. l,.) 3 X -- a1 .. ·am .. ·ll .. ·l,.x ---)0 al .. ·am· .. an"·h···lr···lsX• 
al".'a,~~ ..... an·~·~~~·~lr···lsx.,.. }-(Zusatz zum Satz 43)-- al· .. am .. ·anx 
~l (0.1 an)' fRk(lI Zs) Ode ... ode lI" ·Zr' .. lsx. 
al"'a ···a X ode ... ode h· .. lr"·lsx, \ d 
m n f- aI"'amx 0 • 
al"·am,,,Zl .. ·lrx, ol .. ·am .. ·an .. ·lI .. ·lr .. ·ls ==F 0 
al' .. amx ode ... ode Zl'''VC - g,~ + ... + ffi~ 3 X • 
:. fR (a1· .. am ... 11 ", Ir) 3 .e ---)0 :Hi + ... + ffi~ 3 X • 
... m (a1· .. am .. ·ll"·[?·) S ffii + ... ' + m~ . 
Anderseits folgt trivialerweise, 
fR (al ... a'm ... 11 ... Zr) ~ m~ + ... + m~ . 
ffi (al'" arn ... II ... Zr) = 'ffii + ... + fR~ • 
* * fR (al'" arn ... Z1 ... l,.) = fRi + ... + fR~ . 
iHi * ... * ffij, . 
lR l -x- ••• -x- ~Rk' ffi1 ::::: m~ , gh ::::: ffi~ -+ fR~ * ... fR~ , 
w. z. b. w. 
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* 0)(- _ 
Satz 61. g:t = 911 + ... + iRic, in 2 91' - Es gilt genau eine der 
Aussagen {':TI1 2 j{' '. "', und ~h 2 ffi' } . 
Beweis: 
Seien SDM /, 911) = ffii, "', SD (m', ffid = m~, so folgt, 
fi l + ... + ~h 2 N' - ffii + ... + ffij, = fi' . 
ffi1 'k ... * ffi k , fi l 2 ffii, ... , ffi 1c 2 iR~·-(Satz 60)- fii 7' .... * mj, . 
• Y,- -x-
m' = ffii + ... + ffi~c . 
So müssen z. B. ffil = ~Ri, ffi~ = .. '. = ffijc = m . 
. '. m' = ffii -- ffi1 :::::> ffi' . 
Daher gilt genau eine der Aussagen 
{ m1 ~ ffi', "', und ffik 2 ~, } . 
-If -* 
Zusatz. ffi 1 + ... + ~h 301, "', an+1, a1'" an+1 - Es gilt genau 
eine der Aussagen {~Hl 3 al, "', an+l; ... ; ffi k ~ a1, "', an+l} . 
Satz 62. Jeder lineare Raum lässt sich bis auf die Anordnung der 
Faktoren auf die einzige Weise in die direkte Summe von unzerleg-
baren linearen Räumen zerlegen. 
Beweis: 
_")(- * __ _ -t(- * 
Es sei ffi = fi l + ... + fi k = mi + ... + ffi~ . 
-pt.. "A-
m = ffi 1 + ... + gh, ffi ~ ~i - (Satz 61)- ~l 2 ffi~ od. 
od. ~)h =.? ~ti -- z. B. fi l ~ 1Ri . 
* -)(- ~ 
ffi = 91i + ... + ffijc, 9t 2 ~Hl -(Satz 61)-- ffii ~ fil od. 
od. fijc m1 -- z. B. ffi~ =2 NI . 
ffi~ =2 ffit, ffi 1 2 ffi~ -- 1H~ 2 ffi~ - ffi~ = ffii . 
ffi~ ~ :TI l 2 ffiL ffi~ = gti -- m1 = mi . 
z. B. 
Daher lässt sich jeder lineare Raum bis auf die Anordnung der 
Faktoren auf eine und nur eine Weise In die direkte Summe von 
unzerlegbaren linearen Räumen zerlegen. 
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§ 5. Die Zerlegung des ~2~Raumes. 
Definitio-==-XI. Falls für zwei Elemente a, b von ?SZ die Relation 
ab oder Ez, abz besteht, so heisst, "a trennt sich nicht von b", und 
wird mit a--b bezeichnet. Sonst heisst, l( a trennt sich von b", und 
wird mit· a + b bezeichnet. 
Satz 63. Die Relation" -- " erfüllt das Äquivalenzgesetz. 
Beweis: Ci) Sie ist reflexiv, d. h. ; 
aa -- a-a. 
(ii) Sie ist symmetriseh, d. h. ; 
a-b -- ab od. {Ez, ab.z} . 
ab -- ba -- b-a. 
Ez, abz- -,» Ez, baz -- b~a. 
a-b -,» b-a. 
d. h.; 
{ab, Ey, bcy} 
(iii) Sie ist transitiv, 
a-b, b-a -,» {ab, bc} od. 
od. {Ex, abx, be} od. {Ex, abx, Ey, bcy} . 
ab, bc -- ac -- a-e . 
ab, E'y, bey -- Ey, aey -- a--c. 
Ex, abx, bc -- Ex, acx -- a-c. 
Ex, abx, Ey, bey -- aexy od. {abc, ab =F 0, -be =F 0 } .. 
acxy ----,)0 Ez, acz -- a-c. 
abc, ab ==P 0, be =\=: ° -- abc od. ac. 
abc - Eb, aeb -- a - c . 
ac ----,)0 a --c . 
a-e, b-c -- a-c, w. z. b. w. 
Zusatz. Bezeichnet man die zwei sich mit einander nicht tren-
nenden Elemente von ?B2 als eine Klasse von Elementen, so zerlegt 
der Q3z-Raum in eine Anz3.hl von Klassen, die untereinander keine 
gemeinsamen Elemente besitzen. 
Definition XII. Eine solche Klasse von Elementen von ?S2 heisst 
der Primverknüp!ungsraum, in kurzen Worten, ~-Raum, von Q3z-Raum, 
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und wird mit ~ bezeichnet. Ferner heisst der mz-Raum, sich in die 
direkte Summe von Primverknüp!ungsräumen ~1' ~2' ~3' ••• zerlegen, 
und wir bezeichnen in Zeichen: 
-l(- 'k * 
m2 = ~1+~2+:ß3+ ... . 
Satz 64. ~ 3 al, ... , an, und al ... an 9== 0 -+ ~ 2. m (al'" an) . 
Beweis: 
ffi (al'" an) 3 X -- al ... an 4= 0, al'" anx . 
a1 ... an ~ 0, al ... anX -- a1 ... anx oder 
{ -'I: a2 ... anx ode a1 * ... anx ode .. ; ode 0.1'" an-1 -'I: x } 
---,J> 0.1 ... QnX oder Z. B. a2'" anx . 
ode Z. B. a2'" QnX 
ode Z. B. . .. ode z.B anx. 
a1 ... an ~'O,'} 
-- Z. B. am ••• anx . 
a1'" anx 
91 (al ... an) 3 X -- Z. B. am .. • anx. 
---
am .. • anx - (Satz 33)-- Ez, anxz oder anx -- an --x. 
m (al'" an) 3 X --+ z. B. an -X. 
~ 3 an, an - X -- ~ 3 X • 
ffi (al'" an) 3 X -- ~ 3 X • 
ffi(al ... an) S ~, W. z. b. W. 
Zusatz. ~ ~ M - ~ 2 m (M) . 
Satz 65. ~ 3 m -- ~ .. 
Beweis: Falls der Rang von m gleich 1 ist, ist es tri val, so genügt 
es zu zeigen, im. Fall der Rang von m mehr als 2 ist. 
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Es sei nun 
ffi :::: ffi2 (alaZ) . 
~ 3 a1, a2 -- a1-a2. 
al-a2, a1a2 =F 0 ~ Ez, ala2z. 
2 ---2 
Ez, ffi (a1a2) 3 z, a.1a2z ~ ~R (a'1a2). 
(Satz 58)- 1R . 
w. z. b. w. 
Zusatz 1. m 3 al' ... , an' und al,,'an =F 0 - Ez, ~ 3 z, al"'anZ . 
Zusatz 2. ~ 2. ~Jh, ffi2 - Es ist nie ffi1 * ffi2 • 
Nach Satz 64, und Satz 65, ergibt sich, 
Satz 66. Ist der Rang des ~-Raumes endlich, so ist der ?ß-Raum 
ein linearer Primraum. 
Satz 67. ?ß13 a1, ''', an, und al"'an =F O,} 
-- a1 .. ·anbl'··bm=F O. ~2 3 b1 , "', bllLl und bl • .. bm ==F 0 
Beweis: Wäre vorläufig a1 .•. anb1 ... bm = 0, so wäre, 
a1 ... anb1 ..• bm -- Ex, a1'" an't, b1 • .. bmx • 
~1 3 al, ''', an' und a1"'an =P 0, a1' "anx -(Satz 64)- m1 3 x . 
~2 3 bl , "', b1n , und b1 .. ·b1n =F 0, b1,,·blltx --(Satz 64)-- ~2 3 x. 
Ex, ~l 3 x, ?l~2 3 X -- w. 
al ... anb1 ••• bm - W. 
al ... anb! ... bm =F ° , w. z. b. w. 
Satz 6 8. ~1 3 a1' "', ~k 3 ak -- 0.1 ... a'k =F 0 . 
Beweis: Wäre vorläufig 0.1'" ak = 0, so wäre, 
a1 ... a'k -- 0.1'" Gk oder al'" * ... Ok. 
a1 ... alc -- a1 ... ak oder z. B. 0.1'" o.k-1 • 
0.1 ... ak-1 -- 0.1 ... o,k-l oder z. B. 0.1'" Ok-2 • 
0.1 ... ak -- a1"'o.k od. z. B. al· .. a k-1 ode z.B. 
0.1 ... ak -- z. B. 0.1'" am , 2 ~ m. :S k . 
0.1 ... o.
m 
-- Ez, alG,2Z oder a1a2 -- 0.1 "...,a2. 
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a1' .. ak --- z.B. a1-a2. 
~1 :öl a1, ~2:öl a2, al--a2 --- W. 
a1'" ak --- W. 
w. z. b. w. 
Satz 69. ~1:öl ab "', an, und ac·an 0, 1 
~2:ölbl, .. ·,bm,undbl· .. bm==l==O" b b 11.J-...,O J---a1 ... an 1'" m'" 1'" s:o-r- . 
~;c ~'lI' ".~'1:, un~' ~1 "'l:~ ° 
Beweis: Wäre vorläufig a1'" anb1 ... bm ... 11 ", ls = 0, so wäre, 
a1 ... a'nbl ... bm ... II ... 1ft --- Ea, al'" Gna, abI'" brn ... II ... 18 • 
~I :öl aI, ''', an' und a1 ... an =1= 0, a1'" ana - (Satz 64)--- ~1:öl a -
al ... a nbl ... bm ... II ... l8 --..,. Ea, ~1:öl a, abI'" bm ... 11 .. , l s • 
abI'" bm ... 11 .,. Is --..,. Eb, ~2 3) b, ab··· 11 ••• ls ' 
ab ... 11 ... Is --..,. EI, ~k:öl 1, ab· .. 1 . 
. r Ea, Eb, ''', EI, ab··· 1 , 
al ... a.n b1 ... bm ... II ... ls --..,. l 
' ~1 :öl a, ~2 3) b, "', ~k:öl 1 . 
~1 3) a, S{32:öl b, "', ?:J3k:öl 1 -'(Satz 68)-- ab ... 1 ==1== ° . 
ab ... 1, ab· .. 1 =1= ° -- w. 
0.1 ••• an b1 ... bm ... ZI ... Is --- TiF. 
al ... an b1 ... bm ... 11 ... ls ==1== ° , w. z. b. w. 
Zusatz. 
od. . ... od. ll'" ls . 
Satz 70. 
?:J31 :öl al, ... , an, und al'" an'X ==1== 0, I 
~2 :öl b1 , ... , b?n' und b1 ,·· b?n'X ==1==0, . b b l 1 J- ° 
--+ al"'a'n f'" 1~i-'" 1'" sX -r- . 
... ... ... ... ... , 
~k 3) l1, ... , ls, und 'lI'" ls x =l= ° 
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Beweis: Ist zum Beispiel ml ~ x, so ergibt sich, 
m1 ~ ab "', an, X, und a1"'anX =\==0'1 
m2 ~ b1 , "', bm , und b1, .. bm ~ 0, 
. , , . . . . . . , . , . .. ,-(Satz 69)----'>0.1' "a'nb1"·b7l1 .. ·l1'· 'lsx :::p 0. 
mk ~ ll, '" , ls, und II .. , ls =P ° 
m2 ~ b1 , ''', bm , und b1 .... bm =P 0, 
Ist ~\ $ x, (i = 1, "', k), so ergibt sich, 
ml ~ 0.1, "', an, und a1'''an =P 0,) 
, . . , , , . , .' . . . , ., ,-(Satz 69)~ al·"anb1·"bm"·lI···l~x·:::\=:O, 
m1c ~ ll, "', ls, und h·"ls:::\=: 0, 
m 3 x ,und x +0 
Zusatz 1. 
Zusatz 2. m~ ~ ,al, ',", " an ' •. ~md . ~~ .. , ~n, := ° : 1----). 
~lc 3 ll, "', ls, und 11 ", ls ==1== ° , 
0.1 .. , an ... h ... ll] x 
Es gilt genau eine der Aussagen 
{ 0.1 , •• anx, ... , und ll'" ls x } . 
Satz 71. ml 2 ffi1, ... , m1c 2 ~1h ----). ffi1 ,{- ... -r. ~ik ' 
w, z. b, w. 
Beweis: Seien die Basen von ~Y.h, "', und ~'h bzw. je a1"'an , 
und II ... ls, so folgt, 
m1 3 0.1, ... , an, und al"'a n =po,} 
.. . . .. .. . . .. ,. " -(Satz 69)- a1"'a'n .. ·l1"'ls c::f= 0, 
mk ~ ll' "', ls, und l1' .. ls::4= ° . . . 
Rang ~l (a1"'an, .. l1, .. l8) = Rang ~th (al" 'an) + ... + Rang ffik (ll"'ls) ' 
Einerseits folgt, 
m13a1, ... ,an'l 
. , . , ....... " -(Zusatz 1 zum Satz 70)-)0 al'''OnX od .... od. ll· .. lsx. 
~k 3 ll' ... , lln 
al .. ·an , .. ll, .. lsx 
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ffi (al" ·an' "lI' ··ls) :3 x -- ffidal· .. an):3 x od. ,.. od. ~h (ll" ·ls) :3 x , 
m (al· .. an· .. ll· .. ls) S ~Jh (al .. ·an) + .,. + ffik (ll'''Zs) . 
Anderseits folgt trivialerweise, 
ffi (aj .. ·an··'ll .. ·ls):2 ~tdal .. ·an)+ ... +~Jh(ll· .. ls) . 
.. ffi (al .. ·an· .. ll· .. ls) = 91 I (al···an)+ ... +91lc(ll· .. ls) , 
.. ffi (al" ·an,··ll" ,ls) = ffi1 (al" ·an) +- ... .+ ffi lc (ll" ·ls) • 
w.z. b. w. 
Zusatz. ~1:3 911 , "', q5k:3 91/c "--;. 
~ {m(:Rr··ffii ), m(ffii+l'''~h)} = m, 1 <i < k-l . 
* * * Satz 72. m = ~(~l, 91)+~(~2' ffi)+~(~3, ~H)+ , ... 
Beweis: 
m2 = ~h + ~2 + ~3 + ... } 
m
2 
2 ':){ , -- ffi = ~(~1, 91) +~(~2, ffi) +~(?TS3, ffi) + .... 
Weiter ist ~(~i' ffi), (i = 1, 2, 3, ... ) ein linearer Raun nach Zusatz 
zum Satz 64. 
Ferner ergibt sich, 
~i 2 ~(~i' ffi), (i = 1, 2, 3, ... ) -(Satz 65)-- ~(~i' ffi) . 
Also ist, 
w. z. b. w. 
Zusatz 1. Für jeden linearen Primraum ffi, gilt genau eine der 
Aussagen 
Zusatz 2. Für jeden linearen Primzyklus al'" an+l, gilt genau 
eioo der Aussagen 
{~l:3al' "', an+l J und ~23al, ''', an+l, und ~3:3al' "', an+l, und ... }. 
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Satz 73. Eine beliebige Summenmenge der linearen Räume bzw. 
Primverknüpfungsräume von ?B2 ist auch ein ?B2-Raum. 
Beweis: Der Beweis ist klar, \\Teil die Grundannahme, sowie die 
Axiome l-x-, 2, 3, 4, 5 in unserer Definition von ~2-Raums erfüllt sind. 
Bemerkungen zum Schluss. 
Es bleibt noch zu zeigen, dass wenn ferner die Endlichkeit des 
Ranges als Axiom zugefügt wird, so reduziert sich unser Primverk-
nüpfungsraum zu einem projektiven Raum von endlicher Dimension, 
welcher auf Grund des Verknüpfungs- und des Dimensionsaxiom(lGl 
aufgebaut wird. Dabei zerlegt sich also der Q32-Raum in die endliche 
direkte Summe von projektiven Räumen von endlicher Dimension. 
(16) Z. B. vgl. Veblen-Young: Projective Geometry! 
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