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摘要 污水处理厂出水总氮( TN) 浓度是评价水处理效果的关键指标之一。建立 BP 神经网络模型对污水处理厂脱氮工艺进
行模拟，引入自回归整合移动平均模型( AＲIMA 模型) 对污水处理厂未来短期出水 TN 浓度进行预测。结果表明: BP 神经网
络模型在训练集和测试集模拟结果的平均相对误差分别为 15. 9% 和 16. 5% ，模型预测结果的平稳性较差; AＲIMA 模型对未
来 7 d 出水 TN 浓度的时序预测平均误差为 4. 41% ，预测精度较高; 2 个模型相结合有助于实现污水处理厂快捷和高效的在线
检测。
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The simulation and prediction of TN in wastewater treatment effluent using
BP neural network and AＲIMA model
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Abstract Total nitrogen in effluent is one of the critical indicators for evaluating the performance of wastewater
treatment plants． A BP neural network model was developed to simulate the present nitrogen removal system for
wastewater treatment， and an autoregressive integrated moving average ( AＲIMA) model was creatively applied to
realize the short-term prediction of future effluent． The results showed that the simulation average relative error of
BP model on training set was 15． 9% ， and that on test set was 16． 5% ，which revealed that the stability of model
prediction was poor． The average error of the AＲIMA model for predicting the total nitrogen value in the coming
week was around 4． 41% ， which showed high prediction accuracy． The combination of the two models could help
fast and efficient on-line detection of wastewater treatment plants．
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污水处理厂出水的总氮( TN) 浓度是评价其水 处理效果的关键指标之一［1］。污水处理厂脱氮常
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采用生物处理工艺，该过程综合了生物反应、化学反
应和物理反应，机理错综复杂，仅基于数学模型和专
家经验很难满足污水处理厂实际运营中对出水调控
的需求。近年来，基于数据挖掘的建模方法已广泛
应用 于 污 水 处 理 中，应 用 实 例 主 要 包 括 预 测 模
拟［2］、异常情况预警［3］及污水处理系统优化［4］等，
而涉及的算法也较多，其中 BP 神经网络因其强大
的非线性自适应能力备受青睐。BP 神经网络是一
种基于误差反向传播算法训练的多层感知器前馈网
络［5］，通过大量已有的样本学习训练，找到最适的
输入-输出之间的非线性映射关系。利用 BP 神经网
络建立的模型可对污水处理厂脱氮系统进行模拟仿
真［6］，但其最大的缺陷在于没有引入时间变量，无
法满足污水处理厂运行过程中对未来出水变化预测
的需求。为解决该问题，引入了经济管理领域的自
回归 整 合 移 动 平 均 模 型 ( autoregressive integrated
moving average，AＲIMA) ，该模型基于污水处理厂出
水 TN 浓度随时间变化的历史数据，可实现对未来
出水 TN 浓度的短期预测，适用于运行稳定的污水
处理厂。
近年来，随着污水处理厂监测水平的提高，污水
处理数据的采集更加便捷和快速［7］。数据的积累
和更新为数据深度挖掘和模型预测的准确度提升提
供了可能。随着互联网、大数据、人工智能的兴起，
智慧水务将成为未来污水处理的发展趋势［8］，而大
数据分析是建立智慧水务的核心环节。笔者以实际
污水处理厂出水 TN 浓度为核心指标，基于对出水
TN 浓度影响因素的分析，简化模型输入变量，集成
BP 神经网络模型和 AＲIMA 模型的互补关系，形成
智慧水务的数字化模型矩阵，以期为污水处理厂从
空间到时间的双维度调控提供依据。
1 BP 神经网络模型
1. 1 输入变量的确定
污水处理厂采用的生物脱氮工艺主要是利用硝
化和反硝化细菌的协同作用完成的。进行硝化作用
的亚硝酸菌和硝酸菌均为好氧、自养型生物，硝化过
程消耗氧气; 而反硝化过程涉及的反硝化细菌为厌
氧、异养型生物，该过程在缺氧条件下发生，需要碳
源作为电子供体，并为反硝化细菌提供能量。因此，
影响污水处理厂脱氮效果的因素包括污水的氨氮
( NH4
+ -N) 浓 度、溶 解 氧 ( DO ) 浓 度、生 化 需 氧 量
( BOD5 ) 、化学需氧量( CODCr ) 、碳氮比( BOD5 TN) ;
温度( T) 和 pH 也是关键因素，二者均会影响相关细
菌的活性及反应速率; 污水处理的生物除磷过程会
与生物脱氮过程竞争氧气与碳源，因此污水中总磷
( TP) 浓度在一定程度上也会影响脱氮效果。理论
上，上述指标都应该列入模型的输入变量，但污水处
理厂实际运行过程中，往往不针对 T 和 pH 作任何
调控，二者只作为指示参数进行常规记录，因此 T
与 pH 不纳入模型输入变量。
1. 2 数据来源与处理
BP 神经网络建模的数据取自福建省某污水处
理厂 2016—2017 年运行报表。该污水处理厂采用
卡鲁塞尔 2000 氧化沟，设计污水处理规模为 2. 5 万
td，出水执行 GB 18918—2002《城镇污水处理厂污
染物排放标准》一级 B 标准。由于该污水处理厂没
有直接的 DO 浓度数据，考虑到 DO 浓度与曝气系
统的耗电量直接相关，将综合电单耗用作反映 DO
浓度的间接指标。
将综合电单耗和进水 CODCr、BOD5、TN 浓度、
NH4
+ -N 浓度、TP 浓度及 BOD5 TN 确定为模型的输
入 变 量，分 别 用 符 号 Elec、CODin、BODin、TNin、
NH4
+ -Nin、TPin、BOD5 TNin表示，输出变量即出水 TN
浓度用 TNout表示，分别计算各输入变量与 TNout的皮
尔逊等级相关系数〔r( X，Y) 〕，公式如下:
r( X，Y) = Cov( X，Y)
Var［X］Var［Y槡 ］
( 1)
式中: Cov( X，Y) 为变量 X、Y 的协方差; Var［X］为输
入变量 X 的方差; Var［Y］为输出变量 Y 的方差。
各输入变量与 TNout 的 r ( X，Y) 见表 1。由表 1
可知，BOD5 TNin与 TNout几乎无相关性，这是因为在
污水处理过程中相较 TNout 的变化，BOD5 TNin 波动
范围很小，可以看作是常数; 其余 6 个输入变量与输
出变 量 TNout 均 有 一 定 的 相 关 性。因 此，把 Elec、
CODin、BODin、TNin、NH4
+ -Nin、TPin作为 BP 神经网络
输入的 6 个节点，即 X =［X1，X2，…，X6 ］，而输出节
点只有一个，即 Y = TNout。
表 1 各输入变量与 TNout的 r( X，Y)
Table 1 Pearson correlation coefficient r( X，Y)
between the input variables and TNout
输入变量 与 TNout的 r( X，Y)
Elec 0. 509 253
CODin 0. 536 536
BODin 0. 427 874
TNin 0. 649 341
NH4 + -Nin 0. 589 526
TPin 0. 565 149
BOD5 TNin － 0. 034 380
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为提高训练过程中迭代求解的收敛速度和迭代
求 解 的 精 度，对 原 始 数 据 进 行 最 大 值 归 一 化
处理［9］:
Xi，jnorm =
Xi，j
max( Xj )
; i = 1，2，…，m; j = 1，2，…，n ( 2)
式中: Xi，jnorm 为第 j 个特征中第 i 个变量归一化处理
后的值; Xi，j 为第 j 个特征中第 i 个变量的原始值;
max( Xj ) 为所有变量中第 j 个特征的最大值。
将污水处理厂运行报表中 731 组样本按 7∶3 进
行数据切割，划分后洗牌得到的训练集样本为 511
组，测试集样本为 220 组。
1. 3 数据挖掘
基于 Python3. 5 的 Tensorflow 框架进行 BP 神经
网络模型的构建。依据文献［10］和多次试验，确定
输入层为 6，隐藏层为 5，输出层为 1 的 BP 神经网络
结构，利用控制变量法逐一设置 BP 神经网络的参
数组合。采用指数下降的自适应学习率［11］，使损失
函数在训练前期较快下降以接近最优解，在后期随
着学习率减小缓慢下降而不至于在最优解附近出现
振荡。为避免过拟合，采用 L2 正则化［12］。最终确
定的 BP 神经网络参数见表 2。
表 2 BP 神经网络参数
Table 2 The neural network parameters
调试参数任务 参数值
批处理参数( batch size) 64
初始学习率 0. 2
学习率的衰减率 0. 93
正则化系数 0. 005
激活函数 relu-identity
训练次数 2 000
采用均方误差作为 BP 神经网络回归模型的损
失函数( loss) ［13］:
loss = MSE( y，y') =
∑
N
i = 1
( yi － yi ')
2
N ( 3)
式中: yi 为第 i 个样本的观测值; yi '为第 i 个样本的
BP 神经网络模拟值; N 为样本总数。
loss 随着训练次数增加不断下降，最终收敛。
当 loss 收敛时，即可认为 BP 神经网络已完成对训
练数据的学习，可以停止迭代。
1. 4 结果分析
采用平 均 绝 对 误 差 ( MAE ) 和 平 均 相 对 误 差
( MＲE) 对模型的性能进行评估，其计算公式如下:
MAE =
∑
N
i = 1
yi ' － yi
N ( 4)
MＲE =
∑
N
i = 1
( yi ' － yi ) yi
N × 100% ( 5)
利用 Google 开源 Tensorflow 可视化软件，对程
序运行过程中和运行结果的相关指标及计算图进行
展示。将每一次 BP 神经网络的迭代以日志文件的
形 式 保 存 到 给 定 的 路 径 下，训 练 结 束 后 启 动
Tensorboard，由 Tensorboard 得到训练完成后 loss 随
训练次数的变化趋势，结果如图 1 所示。由图 1 可
知，loss 趋近于 0. 01。
图 1 Tensorboard 中 loss 随训练次数的变化趋势
Fig． 1 The change trend of loss function with the number
of training in Tensorboard
出水 TN 浓度实际值与预测值的训练集和测试
集的拟合结果如图 2 所示。由图 2 可知，训练集和
测试集的结果表现相近，学习结果没有出现过拟合，
训练集和测试集模拟结果的平均相对误差分别为
15. 9%和 16. 5%。结合 MＲE 分布图( 图 3) 可知，虽
然模型最终收敛，但整体模型的稳定性表现不佳，
MＲE 的分布很宽，甚至有 MＲE 超过 50%的模拟点，
侧面反映了在污水处理过程中存在着大量不确定因
素，这也是 BP 神经网络无法规避的问题。BP 神经
网络预测精度不理想的原因: 该模型是简化的间接
模型，实际影响 TNout 的输入变量并非只有 6 个指
标，且综合电单耗并不能直接反映 DO 浓度; BP 神
经网络难以表达污水环境中存在的不确定性因素，
抗干扰能力较差，因此预测结果的平稳性较差。
虽然 BP 神经网络模型的精确度和稳定性有待
提高，但该模型为污水处理厂从进水到出水的工艺
运行模拟提供了可能。将基于 BP 神经网络建立的
非线性映射关系推广到实际应用中，理论上可解决
·575·
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传统实验室检测耗时费力的问题，建立出水 TN 浓
度的软测量模型［14］，实现出水 TN 浓度的在线、实时
监测，还可以利用 BP 神经网络对生物除氮的工艺
参数和运行参数进行仿真分析，以此优化脱氮效果。
图 2 出水 TN 浓度实际值与预测值的训练集和测试集的拟合结果
Fig． 2 Simulation results of training data and test data of TNout
图 3 训练集和测试集模拟结果的 MＲE 分布
Fig． 3 MＲE of train data and test data simulation
2 AＲIMA 模型
2. 1 模型定阶
利用基于 Python3. 5 环境的 statsmodels 库建立
AＲMIA 模型。选取 2016 年 1 月—2017 年 11 月出
水 TN 浓度的时间序列作为模型的训练样本 ( 图
4) ，将 2017 年 12 月 1—7 日的数据作为模型的验证
样本，进行 AＲIMA( p，d，q) 模型定阶，即确定模型的
3 个参数［15］。对原始数据进行一阶差分处理，以达
到 AＲIMA 模型平稳性要求，结果如图 5 所示。
为了消除人为的判断误差，进一步确定 ( p，d)
值，设置不同的( p，q) 组合，按下式比较赤池信息准
则( AIC) :
AIC = 2k － 2ln L ( 6)
图 4 出水 TN 浓度时间序列
Fig． 4 The line chart of change trend of TNout over time
式中: k 为模型参数的个数; L 为似然函数。L 越大，
·675·
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图 5 出水 TN 浓度时间序列的一阶差分结果
Fig． 5 The change trend of TNout over time
from first order difference
模型的拟合能力越好，同时 k 越小，参数越少，能够
有效避免过拟合。当 AIC 最小时可获得最优组合
参数。
参数 p、q 不同组合的 AIC 热度图如图 6 所示。
由图 6 可见，横坐标 AＲ5 与纵坐标 MA4 对应的方
格颜色最深，其 AIC 最 小。即 当 p = 5，q = 4 时，
AICmin = 2 723. 40。综上，p = 5，q = 4，d = 1，则确定
AＲIMA 模型的参数为( 5，1，4) 。
注: MA0 ～ MA5 表示在 MA 模型中 q 为 0 ～ 5;
AＲ0 ～ AＲ5 表示在 AＲ 模型中 p 为 0 ～ 5。
图 6 参数 p、q 不同组合的 AIC 热度图
Fig． 6 AIC heat map of different combinations of p and q
2. 2 模型检验
模型的残差折线图、残差 QQ 图、自相关函数
( ACF) 与偏自相关函数( PACF) 图分别如图 7 ～ 图 9
所示。图 7 ～ 图 9 均表示模型残差是服从均值为 0、
方差为常数的正态分布的白噪声序列，即认为该模
型是恰当的。
图 7 出水 TN 浓度 AＲIMA 模型的残差折线图
Fig． 7 Ｒesidual line chart of AＲIMA model for TNout
图 8 AＲIMA 模型的残差 QQ 图
Fig． 8 Ｒesidual plot between sample quantiles and
theoretical quantiles of AＲIMA model
图 9 AＲIMA 模型残差的 ACF 和 PACF 图
Fig． 9 ACF chart and PACF chart of AＲIMA model residual
2. 3 模型预测
利用通过检验的模型对污水处理厂 2017 年 12
月 1—7 日 ( 7 d) 的 TNout 进行预测，结果如表 3 所
示。由表 3 可知，预测值与实际值比较接近，相对误
·775·
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差均小于 10%，平均相对误差为 4. 41%，最小误差
为 1. 19%，最大误差为 8. 26%。可见，AＲIMA 模型
的预测精度较高，可用来预测未来 7 d 的 TNout。比
较预测值与实际值的变化发现，实际值波动比较大，
而预测值基本不变，预测值难以敏感地反映 TNout的
变化。这是因为 TNout 除了受各污染物的进水浓度
影响之外，还与污水量、T、pH 及运行控制参数等有
关，模型模拟时只考虑了部分参数，使模拟精度不
足，后续 AＲIMA 模型需进一步完善。
表 3 出水 TN 浓度的 AＲIMA 模型预测值与实际值
Table 3 Predictive value from AＲIMA model and actual
value for TNout
日期
实际值
( mgL)
预测值
( mgL)
MAE MＲE%
2017-12-01 15. 8 16. 513 318 0. 713 318 4. 514 668
2017-12-02 15. 2 16. 456 224 1. 256 224 8. 264 631
2017-12-03 16. 8 16. 450 698 － 0. 349 302 － 2. 079 180
2017-12-04 17. 5 16. 416 359 － 1. 083 641 － 6. 192 232
2017-12-05 17. 6 16. 416 794 － 1. 183 206 － 6. 722 761
2017-12-06 16. 2 16. 394 186 0. 194 186 1. 198 677
2017-12-07 16. 1 16. 408 835 0. 308 835 1. 918 230
3 结论
( 1) 基于污水处理过程中 6 项进水指标与出水
TN 浓度，建立基于非线性映射关系的 BP 神经网络
模型，该模型在训练集和测试集模拟结果的平均相
对误差分别为 15. 9% 和 16. 5%，BP 神经网络模型
预测结果的平稳性较差，但该模型可对污水处理厂
从进水到出水的工艺运行进行模拟。
( 2) 建立基于 AＲIMA 的预测模型，对污水处理
厂未来 7 d 出水 TN 浓度进行预测，预测值与实际值
比较接近，平均相对误差为 4. 41%，精度较高。
基于 AＲIMA 模型的预测在污水处理厂优化运
行决策、工艺运行模拟、异常情况警报等方面具有一
定的意义。AＲIMA 模型的预测功能理论上可以实
现智能预警，当发现异常时能够提前通知相关人员
进行诊断，并进行有针对性的运营调控，为污水处理
厂的无人值守提供可能。但 AＲIMA 模型还需要不
断补充新的出水 TN 浓度的时间序列数据，使其得
到进一步修正，以得到更好的预测结果。
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