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The aim of our study was to develop a graphical tool that
can be used in addition to standard statistical criteria to
support decisions on the number of classes in explorative
categorical latent variable modeling for rehabilitation
research. Data from two rehabilitation research projects
were used. In the first study, a latent profile analysis was
carried out in patients with cancer receiving an inpatient
rehabilitation program to identify prototypical combinations
of treatment elements. In the second study, growth mixture
modeling was used to identify latent trajectory classes
based on weekly symptom severity measurements during
inpatient treatment of patients with mental disorders. A
graphical tool, the Class Evolution Tree, was developed,
and its central components were described. The Class
Evolution Tree can be used in addition to statistical criteria
to systematically address the issue of number of classes in
explorative categorical latent variable modeling.
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Introduction
Exploratory categorical latent variable modeling is increas-
ingly used to identify not manifestly defined (latent) dis-
tinct classes in cross-sectional and longitudinal data. The
goal of this approach is to classify individuals into groups
(clusters) based on individual patterns of observed variables
so that individuals within a certain group are more
similar than individuals between groups (Marcoulides and
Moustaki, 2002). In rehabilitation research, latent groups
behind complex data patterns can be present in several
situations, for example as a consequence of multifaceted
supply structures (Vogel and Zdrahal-Urbanek, 2004),
various rehabilitation needs (Van Harten et al., 1998; Fulton,
1999), received intervention blocks (Bu¨rge et al., 2008), or
treatment response idiosyncrasies (Van Weert et al., 2004).
In addition to model specification issues (e.g. restriction of
variance/covariance of observed variables within groups to
be equal across groups or to a constant value), the central
question of exploratory categorical latent variable modeling
concerns the number of distinct classes.
Similar to other exploratory procedures (e.g. factor ana-
lysis, cluster analysis), several recommendations exist for
deciding on the number of classes (k) in categorical latent
variable models (Nylund et al., 2007). A straight forward
practice is to use the Pearson w2 or the likelihood ratio
goodness of fit test and choose the model with the lowest
number of classes that yield acceptable fit (Goodman,
1974). However, validity of this approach is limited in
cases when the expected frequencies for a large number
of observed variable patterns are low (Huang, 2005).
Instead of testing the goodness of fit of a specified model,
it is usually preferred to use statistical information criteria
for selecting among models with different numbers of
classes. The most common information criteria are the
Bayesian Information Criterion (Schwarz, 1978; Kass and
Raftery, 1995) and Akaike’s Information Criterion (Akaike,
1987). As these indexes depend on the number of esti-
mated parameters (and thus, on model complexity), no
universally valid threshold for an acceptable model fit can
be established. Usually, several models with an increasing
number of classes are tested and the model with the
lowest value on these criteria is preferred. It is also
possible to create a scree plot (Cattell, 1966) using the
log-likelihood or the information criteria and to look for a
‘substantive change’ or an ‘elbow’ in the graph.
As an additional option to choose the most informative
number of classes, a model with k classes can be directly
tested against a model with k-1 classes to see if the
improvement by modeling one additional class is statis-
tically significant. The most commonly used procedures
include the Vuong–Lo–Mendell–Rubin likelihood ratio
test (Vuong, 1989; Lo et al., 2001) and the bootstrap
likelihood ratio test (McLachlan and Peel, 2000). These
tests can be used for example with an increasing number
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of k, until the first statistically nonsignificant (P value of
more than 0.05) comparison occurs, in which case the
model with k – 1 classes in this comparison should be pre-
ferred. Especially the bootstrap test showed promising
characteristics in numerous models (Nylund et al., 2007).
A novel model selection algorithm operating also on the
clustering variables in addition to the number of classes is
described by Dean and Raftery (2010). Further commonly
used criteria to decide on the number of classes include
requiring high accuracy of classification (entropy) in a
model (near 1.0, e.g. more than 0.80) and not less than a
certain proportion (e.g. 1, 5%) of total count in a class.
However, most experts agree that determining the number
of classes cannot depend solely on statistical measures.
One should also consider other factors including the
research objective, theoretical background, interpretabil-
ity, and practical applicability (Muthe´n and Muthe´n,
2000; Bauer and Curran, 2003; Jung and Wickrama, 2008).
The aim of our study was to develop a graphical tool that
addresses these aspects and can be used in addition to
statistical criteria to support decisions on the number of
classes in explorative categorical latent variable modeling.
Methods
Two doctoral dissertation projects at the Department of
Medical Psychology of the University Medical Center
Hamburg-Eppendorf (Hamburg, Germany) aimed to
identify distinct classes of patients treated in inpatient
rehabilitation clinics by using exploratory categorical
latent variable modeling.
The first study (study A) focused on the identification of
prototypical combinations of treatment elements in the
inpatient rehabilitation of 678 patients with breast cancer.
Information on such treatment combinations would help
clinicians to base their decisions concerning the allocation
of interventions to patients on empirical findings. In this
cross-sectional study, the received rehabilitation treatment
was described by 12 variables, each of them recording the
duration (in minutes) of specific treatments (e.g. physio-
therapy, psychotherapy, psychoeducation) during the
inpatient stay. This approach with a categorical latent vari-
able and metric observed variables is frequently termed as
latent profile analysis. The researchers assumed that proto-
typical combinations of treatment elements exist that
may describe the provided care in a more informative and
parsimonious way than treatment profiles for every single
patient. Covariance of variables within classes was restric-
ted to zero and models with an increasing number of classes
were tested. In preliminary analyses statistical criteria sug-
gested solutions between five and seven classes.
The second study (study B) aimed to identify proto-
typical trajectories of symptom change in inpatient
rehabilitation treatment of 576 patients with mental
disorders. This is judged essentially to predict treat-
ment short-term and long-term outcomes already during
treatment. In this longitudinal study, data on symptom
severity were collected weekly over 8 weeks. The longi-
tudinal (growth) model included an intercept, a linear slope,
and a quadratic slope, which were allowed to covariate
within classes. This approach with correlated growth para-
meters is usually described as growth mixture modeling.
The researchers hypothesized that a limited number of
distinct classes of symptom trajectories exist that allow
for a categorization of patients according to their symp-
tom courses. In preliminary analyses statistical criteria
suggested solutions between four and seven classes.
We first used standard statistical criteria to describe the
tested models while using latent class modeling techniques
in these studies. However, we experienced several problems
with this ‘math-only’ approach. First, most indexes allow only
for model comparisons rather than assessment of absolute fit.
Second, the criteria disagreed to a substantial degree
suggesting different solutions. Third, similarity (stability)
of the solutions across models could not be judged, due to
availability of information only on single models. And
fourth, no content-related criteria could be included in the
decision-making process concerning the choice between
models. To overcome these shortcomings, we were looking
for an alternative way of rendering our analyses. We have
found a graphical illustration of the process of fitting
models with a varying number of classes extremely helpful
to support decision on the number of classes. We named
this tool the Class Evolution Tree (CET).
Results
The CET is similar to a hierarchical cluster tree, or den-
drogram, in hierarchical cluster analysis. The CET dis-
plays all models in one graph starting with the solution
with one class at the top, a model with two classes one
level below, a model with three classes further below, and
so on. For each class in a certain model with k classes, the
frequency distribution of the participants according to
the categorization in the model with k+1 classes
is displayed (descending or target proportions). In addition,
the frequency distribution of the participants according
to the categorization in the model with k – 1 classes is
shown (ascending or source proportions). Optimally
starting from the top, each class in each model should be
named according to its characteristics (i.e. pattern of the
observed variables as presented in standard statistical
output), thus enabling the analysts to interpret all models
occurring during the search for the best model. In this way,
it becomes observable which classes stay stable through
the models with different number of classes, how they are
being split, become more specific or general, disappear or
maybe reappear again on a lower level, etc. In general, it
becomes visible how the identified classes evolve.
Figure 1 shows the produced CETs for our two studies.
For both CETs, each solution is presented in a separate
row. Classes are represented by boxes with global
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descriptive information: class label, number of cases in
the class, and fraction of cases in the class. Similarity of
classes across solutions is represented by lines connecting
classes (boxes) across neighboring levels of the CET. For
our studies, we defined substantial similarity (significant
case flow) as an overlap between classes at which either
the descending or the target proportion exceeds 20%.
Accordingly, we suppressed all numerical information on
these proportions that fell below 20%.
We identified several interesting phenomena in our
analyses. Some classes remained stable across solutions
with the number of cases varying only marginally (e.g.
class ‘Psychotherapy and Education’ in study A). On the
contrary, other classes emerged, disappeared in a solution
with a higher number of classes, but reappeared again when
the number of classes was further increased (e.g. class
‘Physiotherapy and recreation’ in study A). In addition,
classes could be identified that appeared comparably late
(i.e. in a solution with a high number of classes) and
unexpected without being present in any of the models
with fewer classes (e.g. class ‘Early response’ in study B).
Furthermore, we could identify cases that were ‘oscillating’
between classes across the tested models complicating a
Fig. 1
99.3%
Study A: distinct classes of treatment combinations
Total
sample
678; 100%
80.8%
100%100%
Psychotherapy 
and sport
130; 19.2%
Normative
care
548; 80.8%
72.6%27.4%99.2%
Psychotherapy 
and education
151; 22.3%
Normative
care
398; 58.7%
Psychotherapy 
and sport
129; 19.0%
100%99.3% 100%
89.4%
100%97.7%
99.3%
100%
100%
100%
S
ol
ut
io
ns
 w
ith
 in
cr
ea
si
ng
 n
um
be
r o
f c
la
ss
es
Physiotherapy
and recreation
43; 6.3%
Psychotherapy 
and sport
129; 19.0%
Psychotherapy 
and education
150; 22.1%
Normative
care
356; 52.5%
61.5%
86.6%
36.5%
94.9% 99.3
78.3%
100%
21.7%
77.8%
100%79.1%
Psychotherapy
and relaxation
36; 5.3%
Normative
care
253; 37.3%
Education
and social work
137; 20.2%
Psychotherapy 
and education
151; 22.3%
Psychotherapy 
and sport
101; 14.9%
54.2%44.7%
100%100%83.9%100%
Physiotherapy
and recreation
113; 16.7%
Psychotherapy
and sport
101; 14.9%
Psychotherapy
and relaxation
36; 5.3%
Education
and social work
118; 17.4%
Psychotherapy
and education
151; 22.3%
Normative
care
159; 23.5%
86.2%100% 100%100%97.5%100%
Significant case flow
If either ascending or 
descending proportion 
exceeds 20%
Moderate case flow
If both ascending and 
descending proportion are 
under 20%
Stable class
Fairly unchanged class across 
solutions
‘Wandering’ case
Oscillating between classes
Unstable class
Emerging, disappearing, and 
emerging again across 
solutions
Preferred
solution
Latent Class Evolution Tree Kriston et al. 183
Copyright © Lippincott Williams & Wilkins. Unauthorized reproduction of this article is prohibited.
clear allocation. We could also observe a theoretically
supported split of a certain class in more specific classes
(e.g. class ‘Delayed response’ in study B) and the
emergence of new classes as a mixture of several others
(e.g. class ‘Delayed response I’ in study B).
In both studies, we included the CETs in the decision-
making with regard to the most informative number of
classes. After limiting the number of possible solutions using
statistical criteria, the CETs were used to decide which
models are theoretically and practically the most compre-
hensible and interpretable and should therefore be preferred.
Discussion
The CET proved to be a helpful instrument to support
decision on the number of classes in exploratory cate-
gorical latent variable modeling for rehabilitation research.
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A possible limitation of the tool is the rapidly increasing
complexity with increasing number of classes. However, it
is usual in rehabilitation research to search for a relatively
low number of distinct classes, because the information
gain of the categorizing approach is quite low when the
number of classes exceeds the number of observed
variables and model complexity is limited by the sample
sizes between 200 and 2000 participants that are common
in this setting.
An advantage of the CET is its flexibility. Analysts are
free to suppress or add information according to their pre-
ferences. For example, in the presented examples propor-
tions less than 20% are not displayed. It is a convenient
decision that can be modified according to the research
topic. Furthermore, in models with a limited number of
classes it is also possible to examine overlaps between
classes in models differing in more than one level.
Although the CET is a visual tool, the development of
statistical indices describing the models (or parts of them)
may be promising. For example, a weighted index of
descending and ascending probabilities could adequately
describe the ‘stability’ of a certain model or a specific class.
Similarly, averaging the highest-class membership prob-
abilities for each class and comparing the averages between
levels could be informative of the ‘uniqueness’ of the
identified groups. In general, we encourage statisticians
to develop indexes that describe models with k classes in
relation to models with k–1 and k+1 classes rather than
‘stand-alone’ solutions.
Furthermore, CETs can also be created not only for latent
class models but also for any nonhierarchical classification
procedure, such as Q factor analyis and k-means cluste-
ring. As the choice of a certain solution with a definite
number of groups is also central in these techniques, they
could probably profit from the application of the CET
visualization. In this context, the nonignorable advantage
of unifying decision criteria across different statistical
techniques should also be highlighted.
We also think that the creation of a CET could easily be
implemented in software packages that estimate catego-
rical latent class models. Apart from the class labels,
which are imputed by the researcher, all information
displayed in a CET is determined by the estimated
models. Although the sequence of the classes in each row
(model) is somewhat arbitrary, it can easily be standar-
dized, for example through presenting classes from left to
right with a decreasing number of cases. When implemented
in standard software packages, this tool would become
available for a large group of researchers.
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