Face Aging Effect Simulation using Hidden Factor Analysis Joint Sparse
  Representation by Yang, Hongyu et al.
1Face Aging Effect Simulation using Hidden Factor
Analysis Joint Sparse Representation
Hongyu Yang, Student Member, IEEE, Di Huang, Member, IEEE, Yunhong Wang, Member, IEEE, Heng Wang,
and Yuanyan Tang, Fellow, IEEE
Abstract—Face aging simulation has received rising investiga-
tions nowadays, whereas it still remains a challenge to generate
convincing and natural age-progressed face images. In this paper,
we present a novel approach to such an issue by using hidden
factor analysis joint sparse representation. In contrast to the
majority of tasks in the literature that handle the facial texture
integrally, the proposed aging approach separately models the
person-specific facial properties that tend to be stable in a
relatively long period and the age-specific clues that change
gradually over time. It then merely transforms the age component
to a target age group via sparse reconstruction, yielding aging
effects, which is finally combined with the identity component
to achieve the aged face. Experiments are carried out on three
aging databases, and the results achieved clearly demonstrate the
effectiveness and robustness of the proposed method in rendering
a face with aging effects. Additionally, a series of evaluations
prove its validity with respect to identity preservation and aging
effect generation.
Index Terms—face aging simulation/progression/synthesis, hid-
den factor analysis, sparse representation.
I. INTRODUCTION
HUMAN faces convey rich information of the individual’sidentity, age, gender, ethnicity, emotion, etc. During the
last few decades, great efforts have been devoted to machine
based face image analysis, mainly deriving from its wide
potential applications in the real world and the rapid advances
of computer vision and machine learning techniques. Exactly
as the studies on the traditional issues, i.e. lighting or pose
changes, the attempts on age variations also constitute a
significant branch of this field, involving age invariant face
recognition [10], [17], [18], aging simulation1 [3], [6], [9],
age estimation [14], [20], [32], etc. Particularly, the task on
face aging simulation has been given increasing attention in
these years, since the solution to this complex issue benefits
many attractive applications [1], [2], [13]:
1) Multi-Media and Entertainment: Along with the flourish
of the film industry, generating visual effects by computer has
become essential and dominant. The aging and rejuvenating
processing on the actors’ faces via computed-aided approaches
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1We use aging simulation, aging synthesis, and age progression alternately
in this paper.
makes it possible to achieve fantastic rendering to the audi-
ences without consuming so much time and material resources.
With regard to the ordinary people, face beautification soft-
wares are more familiar, some of which are among the most
popular ones in the mobile application store. For example,
smoothing skin wrinkles and amending facial configurations
closely depend on the face rejuvenation techniques. Likewise,
appearance prediction of an old age would inspire people’s
curiosity and interest as well.
2) Aging Compensation in Face Analysis: Aging is always
considered as a challenge in face recognition, and aging effect
simulation thus deserves thorough studies to compensate such
variation in automatic face recognition systems. Furthermore,
face aging synthesis could also enormously benefit forensic
art, face image retrieval across age, automatic update of
face databases, and provide useful references for seeking the
missing individuals.
A. Related Work
Due to the attraction by the aforementioned real-world
applications, the attempts on face aging simulation have
experienced a gradual transition from computer graphics to
computer vision. According to the studies in [14], [16], [29],
human face age progression can be generally summarized as
two stages, i.e., child growth and adult aging: the skeletal
growth plays a dominant role from infancy to grown-up, while
the texture details (e.g. wrinkles) distinguish seniors from
young adults. Inspired by these observations, some approaches
based on crania development theory and skin wrinkle analysis
have been investigated in recent years, and the previous work
mainly develops in three directions:
1) Coordinate Transformation based: The early efforts
to address the issue of human face aging synthesis mainly
focused on skin’s anatomy structure and facial muscle changes,
and some physical measurements and anthropometry driven
methods were proposed. In [16], [36], a computable growth
model of human heads was thoroughly introduced by Todd et
al., and it was simulated in a sequence of profiles generated
by a variant of the revised cardioidal-strain transformation
model. Based on the skin’s anatomy structure, Wu et al.
[37], [38] presented a 3-layered skin model, and the wrinkles
were obtained by the relative motion between layers with the
definitized interlaminar constraints satisfied. O’Toole et al.
[25] calculated the average of a certain number of sample
faces captured by the 3D laser scanner, and by adjusting
the distance between any test face and the average, the face
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2appeared older or younger. Ramanathan et al. [7] presented a
craniofacial growth model for facial appearance prediction of
young people, characterizing growth related shape variations
by means of the parameters defined over a set of facial
landmarks, and further extended their work for modeling
adult age progression [15]. The mechanical synthesis methods
are dedicatedly designed; however, they are computationally
complex, and there is a shortage of realness of the synthesized
faces.
2) Texture Transplanting based: With such approaches
[15], [35], age progression is conducted by transferring the
age-related details to the given test face. Shan et al. [34]
presented an image based method to transfer the geometric
details from one surface to another. By this method, both face
aging and rejuvenating simulation were achieved. Tiddeman
et al. [3] claimed that the aged texture from a single training
image leads to a lack of statistical validity and the unrealism
of the synthesized face, and they thus captured the mean
differences between the images of two age groups. Kemel-
macher et al. [9] followed this idea and further took another
factor into special consideration, i.e., illumination. In order to
match the lighting, they projected the input image into every
age subspace by computing a rank-4 basis via singular value
decomposition on the images of this age group. Apparently, it
is a direct way to remove the unpleasant stochastic texture by
averaging a number of faces; the age related high-frequency
details are smoothed out simultaneously, however. In [5], [6],
Suo et al. introduced a compositional and dynamic graph
model for face aging. For the face images in each age
group, it used a hierarchical And-Or graph for description,
whose nodes denoted the decomposed parts of the face, and
face aging was then modeled as a Markov process on the
parse graph representation. Whereas the gallery and test faces
utilized in this model were collected under strictly controlled
environment, and its robustness to other variations in practice
is thus problematic. The idea of texture transplanting based
methods is straightforward and the implementation is generally
not complex. Nevertheless, the identity information cannot be
well preserved in the synthesized result due to the replacement
of key facial regions.
3) Aging Function based: These approaches are mostly
example-based, and involve in another significant and closely
related issue, i.e., age estimation. The aging function reveals
the relationship between the facial texture and the age. Lanitis
et al. [4] built a statistical face model in which the distinctive
aging patterns for different individuals were learnt, and they
established unique simulation for the given probe face. In
[33], long-term age progression was modeled by connecting
sequential short-term patterns following the Markov property
of the aging process, and the function-based method was
exploited to extract these short-term appearance changes. Park
et al. [10], [11] extended this kind of approaches to the 3D
space, and applied a 3D-assisted face model to offset the
texture and shape changes of probe faces caused by aging.
With the view-invariant 3D face model transformed from a
given 2D face image, they separately considered the shape and
texture changes, and the aging pattern was approximated by
a weighted average of the ones in the training set. The super-
resolution techniques in a tensor space were firstly introduced
to face aging synthesis by Wang et al. [12], [13]. Different
from the previous work building regression functions between
the face image and its age, they established a relationship
between a down-sampled test face image and a high-resolution
one in which the age-related features were added. The aging
function based approaches usually possess good universality
and suit for the most test faces; however, due to the diversity
of the aging patterns and insufficient training data, the aging
functions cannot be accurately defined, and the obtained aging
effects are not evident or touching enough.
B. Challenges
In spite of the encouraging progress in face aging sim-
ulation, it still remains a challenge to synthesize ideal age
transformations due to some issues as follows:
1) Complexity in Aging: Human face aging involves in
both the common rules and distinct patterns. People share
similar age-related changes, and the aggravation of wrinkles
and the growth of profile included; whereas the diverse genetic
factors introduce the stochasticity and varieties for different
individuals, making the aging processes differ from each other.
Furthermore, a number of external factors, also have impact on
it. For example, lifestyle would retard or accelerate the aging
rate of one person, and the makeups together with accessories
would lead to deviation between the facial appearance and its
actual age. All of these causes raise the uncertainty during age
progression and the difficulty in appearance prediction.
2) Data Collection: Most of the recent age progression
approaches are data-driven, where the aging patterns and age-
related features are learnt from the training samples. Data
collection is thus extremely crucial to generate such statistical
models. Only with the premise that enough aging variations
and skin details are covered at the training stage, the synthesis
results are significative and credible. Either due to lacking of
images from the elderly people, or being pressed for long-term
aging sequence from a single individual, the existing publicly
available facial aging databases are far from sufficient.
3) Other Interferences: Another reason that makes aging
synthesis a challenging task is that the practical probe faces
usually undergo variations in expression, pose, and lighting;
hence a robust aging model is supposed to take them into
account. Due to the existence of the unsolved complex aging
model mentioned above, most of the other interferences are
still strictly restrained in current aging simulation studies.
C. Motivation and Contribution
Face age progression aims to render a given face image
with aging or rejuvenating effects on it, and moreover, the
identity information is supposed to be well preserved during
synthesis. Indeed, human faces convey abundant informa-
tion, such as gender, emotion, pose and identity, and the
age attribute is one of them. For such a specific task of
aging simulation, the multiple attributes presented by faces
can be mainly summarized as two categories, i.e. the age-
related and age-invariant attributes, according to if they are
stable over time. The traditional aging approaches basically
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Fig. 1. Illustration of the proposed aging approach. At the training stage, the training faces together with their labels are applied to learn the bases of the age
and identity subspace. (a) Visualization of the diverse facial components achieved based on the well trained Hidden Factor Analysis (HFA) model; (b) The
age components from the target age group constitute a dictionary for reconstructing that of the test face with the aging effects added; (c) The shape aging
transformation is further conducted on the obtained texture aging results to synthesize the craniofacial growth.
learn the aging pattern parameters explicitly, or produce the
age-related characteristics by simply averaging the training
samples belonging to a specific age group, without considering
the disturbance of features that are intrinsically not relevant to
age, e.g. identity. These facts and the aspiration for better aging
rendering motivate us to find ways to accurately separate these
mixed attributes presented on a face, i.e., the person-specific
component which mainly conveys the identity information,
and the age-related component that is inextricably bound to
age. Only the latter tends to change in the process of aging
simulation.
When the multi-attribute decomposition is settled, we then
need to transform the age-related part to a target age group.
As introduced in Section I.A, the majority of the texture
transplanting and aging function based approaches generally
formulate the relationship between two age groups, and apply
the fixed trained aging parameters or a templated wrinkle
mask to any of the test images. Allowing for the individuality
conveyed by each test face, however, this strategy is apparently
not qualified. When there is a large range of variety within
the test set, such as skin color, illumination, etc., few work
following this trend in the literature manages reconciling the
aging effects of the synthesized face and its consistency with
the input one, and customized aging transformation is thus
needed.
Based on the above analysis, we propose a novel approach
to address the issue of face aging synthesis, by using Hid-
den Factor Analysis (HFA) joint sparse representation. The
HFA is first exploited to extract the age-related and person-
dependent properties from the assorted facial attributes. And
aging transformation is then achieved on the obtained age
component by sparse representation, supposing that the input
facial age component can be linearly combined by a certain
number of prototype elements that possess similar architecture,
and append desired age-related semantic meaning to the new
representation. Since a fitting term is usually predefined in
the cost function during sparse coding, the information of
the source face is expected to be preserved in the new one,
indicating that the reconstruction better fits the given data
itself. Finally, the reconstructed age component is combined
with the original person-dependent component, to generate the
age-progressed facial image. We test the aging method on
three databases, i.e. FG-NET, MORPH, and IRIP, including
both aging and rejuvenating synthesis, and satisfactory results
are achieved, especially for handling the expression and skin
color variations. Additionally, a series of evaluations prove its
effectiveness regarding the ability of identity preservation and
age synthesis.
The main contribution of this work is three-fold:
• To address the common problem of data shortage, we
collect a database consisting of more than 2,000 face
images from Internet with age ranging from 1 to 70, and
68 landmarks are manually labeled on each face.
• We propose a novel and general approach to face aging
effect simulation, separately modeling the person-specific
properties that tend to be stable in a relatively long period
and the cues that change gradually over time.
• We adapt sparse representation to the issue of face aging
effect synthesis, which better reconstructs the age related
component by accounting for its consistency with the
input face, making the synthesized texture more natural.
4D. Organization of this Paper
The rest of this paper is organized as follows: In Section II,
the proposed aging approach framework is introduced. Section
III provides a detailed description of our facial texture aging
simulation method. The shape aging pattern is presented in
Section IV. Section V displays and analyzes the experimental
results on three databases, along with some discussion in
Section VI, and Section VII concludes this paper.
II. APPROACH FRAMEWORK
In this section, the framework of the proposed face aging
simulation method is introduced.
Fig. 1 shows an illustration of the proposed aging approach.
Given a set of face images from diverse age groups, for the
purpose of settling the multi-attribute decomposition problem,
a latent factor analysis method, i.e. HFA, is introduced into
our method. All the training samples together with their labels
are applied to learn the bases of the age and identity subspace.
Once the parameters are well trained, by projecting the training
and test faces onto these two subspaces, the age-related and
personalized component can be achieved respectively for every
face image. Additionally, all the faces also share a common
part, i.e. the mean face, and a noise part. Theoretically, the age-
related properties entirely lie in the age component, whereas
the noise part actually contains some cues that correspond to
the subtler wrinkles and texture details in higher frequency.
To avoid some of these age-specific information being lost
and keep the generated face consistent with the source image
in terms of lighting condition, expression, etc., the age and
noise part are seen as a whole in the following procedure. At
the next stage, the sparse representation technique is adopted
to transform the age element to a target age group. As shown
in Fig. 1 (b), the obtained age components of the training
samples of the target age group constitute a dictionary for
sparse reconstruction, and by the linear combination of these
atoms approximate to that of the test image, the coefficients are
recovered. Thus the desired age component can be generated
by a weighted sum of the atoms with corresponding age prop-
erties. Then substituting the reconstructed age component for
the original one in the test face yields an aged rendering. The
facial texture aging simulation is finally achieved, followed by
the shape aging transformation. We calculate the mean profiles
of every age cluster, and apply the difference between them
onto the test face to synthesize the shape changes as age grows.
Fig. 2 shows a brief demonstration of the age progression
results.
III. TEXTURE AGING EFFECT SIMULATION
Face age progression includes both the skeletal growth and
texture senility. In this section, the texture aging synthesis
approach is described in detail. Briefly speaking, it contains
extracting the age-related facial component from the mixed
attributes via HFA, and utilizing sparse representation to re-
build it to generate the aging effects. Additionally, patch-based
face representation which refines the reconstructed results is
introduced at the end of this section.
Fig. 2. Demonstration of the aging synthesis results.
A. Age-related Property Extraction based on HFA
Human faces carry various information, and for the purpose
of simplifying the representation in face aging synthesis, they
can be generally summarized as the age-related and person-
specific attributes. The diversification of these attributes makes
it possible to distinguish faces from each other, and a face
can be thus denoted as a dependent variable effected by age
and identity. This assumption is applicable not only for age
progression, but also for some other face analysis, such as
automatic age estimation. In [18], Gong et al. assumed that a
face can be expressed as a linear combination of the age com-
ponent and identity component, and presented the HFA method
to address the age invariant face recognition problem. HFA is
introduced into our aging model to separate the person-specific
facial properties and age-specific characteristics, which are
assumed as statistically independent, and the latter one will
be altered in our model for generating aging effects on faces.
Specifically, a face is formulated as:
~f = ~m + U~x + V ~y + ~ε (1)
The major notations used are defined as follows:
• ~f : d × 1 dim, the observed face.
• ~m: d × 1 dim, the mean value over the whole training
faces.
• U: d × p dim, whose columns span the identity subspace.
• V: d × q dim, whose columns span the age subspace.
• ~x: p × 1 dim, the latent identity factor with prior
distribution of N(0, I).
• ~y: q × 1 dim, the latent age factor with prior distribution
of N(0, I).
• ~ε: d × 1 dim, the additive noise, following an isotropic
Gaussian where ~ε ∼N (0, σ2I).
The mutual configuration and texture properties that the
whole faces possess are defined as the mean face in this formu-
lation; contrarily, the identity component U~x, age component
V ~y, and the additive noise ~ε representing other variations
endow individuality on each of the observed faces, and make
them distinctive. According to (1), the mean face can be
computed by:
~m =
1
N
∑
i,j
~f ji (2)
where N is the number of the training set. The identity and age
subspaces in this linear representation are initially unknown,
whereas the corresponding labels of the training samples are
definite, according to which the faces can be grouped. In detail,
5the ordered pair 〈~f ji , ~xi, ~yj〉 represents the observed face of the
i-th subject at j-th age group, ~xi and ~yj are the identity and
age factors respectively. In order to seek the hidden parameters
θ = {~m,U, V, σ2} in this model, an objective function based
on the maximum likelihood estimation is defined, and the
parameters can be learnt by maximizing it:
Lc =
∑
i,j
ln pθ(~f
j
i , ~xi, ~yj) (3)
As we know, with the given model parameter θ, the pos-
terior distribution of the latent variables pθ0(~xi, ~yj |F ) can be
estimated; conversely θ can be updated by maximizing the
expectation of L. It should be noted that ~xi and ~yj are un-
observable latent variables here; thereby the coordinate ascent
approach is adopted, for alternately updating the parameters
and variables in the model while with the others fixed. More
specifically, given an initial estimation of the parameters θ0, a
new estimation can be obtained by maximizing:
〈Lc〉 =
∑
i,j
∫
pθ0(~xi, ~yj|F ) ln pθ(~fki , ~xi, ~yj)d~xid~yj
(4)
To optimize such an issue involving in hidden variables as
(4), the Expectation Maximization (EM) algorithm is exploited
here. Given the training set F = {~f ji |i = 1, ...N ; j =
1, ...M} and an initial parameter estimation θ0, the conditional
moments of pθ0(~xi|F ), pθ0(~yj |F ) and pθ0(~xi, ~yj |F ) can be
calculated at the Expectation stage; then at the Maximization
stage, it updates the parameters θ = {~m,U, V, σ2} with the
obtained sufficient statics 〈~xi〉 and 〈~yj〉, satisfying that the
new estimator maximizes the expectation of the log-likelihood
function defined in (4).
The EM algorithm jointly estimates both the latent factors
and subspaces from a set of training face images, and samples
of the same individual or age group share identical latent
factor 〈~xi〉 or 〈~yj〉. In order to derive a better optimization of
parameters θ, it maximizes the expectation of the defined ob-
jective function so that the given faces are generated from this
model with the maximum possibility. After several iterations
the algorithm converges. With the well trained parameters U
and V , the identity and age components of any given face f
can be calculated then, we only present the conclusions here:
U~x = UUTΣ−1(~f − ~m) (5)
V ~y = V V TΣ−1(~f − ~m) (6)
where Σ = σ2I +UUT+V V T .
HFA was originally proposed to address the classification
problem, and the vector f represented the extracted features.
In our model, f denotes the observed face image. Fig. 1 (a)
visualizes some of the face decomposition results of the male
subjects, and more examples of the female subjects are shown
in Fig. 3. We can see that HFA separately models the person-
specific and age-specific attributes of the given face image
in individual components. The personalized characteristics,
such as the appearance, facial feature profile, and skin color,
all distribute in the identity component; while the properties
of higher frequencies, such as the white beard (in Fig. 1)
=
+ + +
Mean Face Identity AgeInput Face
+ + +
+ + +
Noise
Fig. 3. Examples of facial component decomposition via HFA.
and wrinkles around eyes, mainly lie in the age component.
The flexibility of attribute decomposition offers more accurate
analysis in further processing.
It should be noted that to achieve face alignment and denote
the whole faces as d-dimensional vectors, Active Appearance
Model (AAMs) [8] is adopted to warp them to a unified shape
and size; and we can convert the obtained facial components
back likewise. Specifically, before training the HFA model, all
the face images are normalized to the average shape, and all
the obtained decomposition components in (1) are in a unified
shape as well.
The most explicit way is to warp the age component
(V y + ε) of the training set and that of the test face from
the mean shape to the original test shape for the following
sparse reconstruction; however, we do not do this as the
facial wrinkles will be repeatedly distorted, which would cause
malformation of the synthesized wrinkles as well as lack of
fidelity of the achieved aged faces. Instead we denote the age
component (V y + ε) as (f −m− Ux), and this formulation
helps to eliminate the weaknesses of AAMs. In particular,
the two parts of mean face m and identity Ux are warped
back to the original shape and further subtracted from the
source face image f , and the remaining part is exactly the
age component. If ignoring the weaknesses of AAMs, the age
component achieved in this way is the same as warping the
one calculated by (V y + ε) . However, the former effectively
helps to reduce the warping operation on high-frequency skin
folds and wrinkles and thus avoid the malformation caused by
repeated shape transformations. We then could deform the age
components in the training set to the same shape of the test
face and generate aged effects, and the age-related part only
undergoes deformation for just one time through the whole
process.
B. Face Texture Aging Synthesis via Sparse Representation
When the age component that changes gradually over time
is separated out from the mixed facial attributes, we further
transform it to a target age subspace, generating aging effects.
The most direct and traditional measure is to average the
photos of each age cluster and compute the difference between
the input and target group. However, this method would
degrade under complex conditions, and it cannot bridge the
6gap among diverse races and skin colors. Moreover, some
of the age related details would encounter abrasion during
averaging. Based on such consideration and the inspiration
from the theory of sparse representation, that some of the
signals, such as images, have naturally sparsity with respect to
fixed bases and hence exhibit degenerate structure [21], in this
paper we exploit sparse representation to address the issue of
aged facial texture synthesis. Sparse representation techniques
have been used as a powerful tool for many computer vision
tasks in recent years, such as face recognition [19], [22], image
super-resolution [26], image and video restoration [23], [27],
and signal compression [28]. In our case, it shows the ability to
render aging effects on a given probe face by representing its
age component by a sparse linear combination of the gallery
ones which convey the desired age properties.
The sparse representation based method mainly contains
two parts in general, namely construction of gallery dictionary
and computation of sparse coefficients. Traditionally, an over-
complete dictionary is learnt from the given data based on
a task-specific prior term in the loss function, whereas in
our case, the stage of dictionary learning via minimizing
the certain predefined loss function is superseded by HFA.
After the multi-attribute decomposition step, we obtain Ki age
components for the i-th age cluster, denoted as vectors dij
(j = 1, 2, ...,Ki) being of d-dimensional, and they constitute
the dictionary:
Di = {di1 ,di2 , ...,diKi} ∈ Rd×Ki (7)
Owing to the above-mentioned sparsity nature of signals,
given the prepared dictionary Di, any new age component
from a young age group also denoted as a d-dimensional
vector y ∈ Rd×1, can be approximately represented as a linear
combination of the elements in Di. The basic reconstruction
constraint is that the rebuilt age component is supposed to be
concordant with the probe, and we thus formulate the aging
process as:
α̂0 = arg min‖α‖0 subject to y = Diα (8)
where ‖ · ‖ denotes the `0 norm of vector α, counting the
number of non-zero entries in it, and the obtained Diα̂0
is the expected age component. Since the dictionary Di
merely contains age components from the i-th age group, the
corresponding age properties are spontaneously involved in the
reconstructed result Diα̂0, and selecting distinct dictionary
Di makes the transformed face image appear younger or
older, where the residual error exactly reflects the age-specific
divergence between different age brackets. Many algorithms
based on convex optimization or greedy pursuit are available to
solve (8), and in this study, we adopt the homotopy algorithm
to recover the linear relationship.
Sparse representation helps leading in the desired character-
istics with a designed dictionary, and keeping the reconstructed
age component consistent with the original one. Whereas that’s
not the only benefit; because a term enforcing sparsity is
involved during finding representations, the potential concern
that the reconstruction error is probably close to zero and no
aging effects are added can thus be avoided by controlling
Fig. 4. Patch-based representation for face modeling.
the sparsity of α. Therefore substituting the reconstructed age
component Diα̂0 for the original one of the test face yields
aged rendering.
C. Patch-based Representation for Face Modeling
Biological aging, muscle motion, and gravity effects would
all lead to skin changes [1]. These changes include some
subtle wrinkles and creases as well as the integral skin
sagging, such as dropping cheek, lower eyelid bags and deep
grooves at the junction of facial features. Directly applying
the above presented aging algorithm and handling the face as
a whole would cause blurring in the zones of facial features,
especially for the faces with exaggerated expressions. Due to
such concerns, we further improve our aging algorithm with
a patch-based scheme of face representation to pursue better
aging synthesis results.
Then another thing worth discussing follows, i.e., the gran-
ularity of dipartition. In comparison with the areas of facial
features, aging effects are more concentrated in the zone of
skin mask; moreover, the global downward trend would be
lost if the particle size is excessively small. On the other
hand, age progression for facial features cannot be ignored
either, since minor texture changes effect much on the aging
rendering as well. For example, the expressions in the eyes
of seniors are prone to be cloudy, while those of children are
much pure; hence merely adding wrinkles on cheeks would
cause a lack of fidelity and consistency. Consequently, the
patch-based representation in our work contains the subregions
of eyes, nose, mouth and skin mask excluding them, as shown
in Fig. 4, and age component reconstruction is individually
conducted on these subregions.
IV. SHAPE AGING PATTERN
When the texture aging effects are generated on faces,
we further process the obtained intermediate aging results to
synthesize the craniofacial growth.
In order to achieve shape aging effects, a statistical learning-
based method is adopted as in [5]. In detail, we calculate the
mean profiles over each age cluster, and apply the difference
between them (Starget−Sinput) onto the test face to synthesize
shape transformation as age grows:
Snew = Ssubject + (Starget − Sinput) (9)
Fig. 5 (a) visualizes this cranium growth model, in which
the facial contours are denoted by the coordinates of a set of
facial key-points, (a1) and (a2) demonstrate the geometrical
7(a1)
(a2)
Texture Aging Geometrical Aging
(a) (b) (c)
Texture Aging Geometrical Aging
Fig. 5. Illustration of the shape aging model. (a1) and (a2) present the geometrical deformation from child and young adult of male subjects to seniors
respectively; (b) and (c) demonstrate some of the shape aging results.
TABLE I
COMPARISON OF THE AGING DATABASES IN GENDER, ETHNICITY AND AGE DISTRUBUTION
Database Gender Ethnicity Distribution
Age Group
1 2 3 4 5 6 7+
FG-NET Male and Female Caucasian
# Images 371 339 144 79 46 15 8
Distribution (%) 37.03 33.83 14.37 7.88 4.59 1.50 0.80
MORPH Male and Female
Caucasian, Hispanic,
Asian, or African American
# Images 0 8205 14356 15217 11090 2973 258
Distribution (%) 0 15.75 27.56 29.21 21.29 5.71 0.50
IRIP Male and Female
Caucasian, Asian,
or African American
# Images 300 300 300 300 300 300 300
Distribution (%) 14.29 14.29 14.29 14.29 14.29 14.29 14.29
deformation from child and young adult of male subjects to
seniors respectively. The length and orientation of the arrows
describe the magnitude and direction of skull growth. We
can see that our statistical results exactly coincide with the
‘revised’ cardioidal strain transformation described in [7], [16],
that dramatical morphological changes arise as infancy grows
to adulthood, while the facial configuration remains almost
invariable during adult aging.
V. EXPERIMENTAL RESULTS
To evaluate the effectiveness and generality of the proposed
method of face aging simulation, we carry out extensive
experiments on the IRIP database, which is collected by our-
selves, and the publicly available FG-NET [39] and MORPH
[40] aging databases. The datasets, experimental protocol, and
aging results are introduced in the subsequent.
A. Database
1) Publicly available Datasets: The FG-NET aging
database is the most popular one for facial aging analysis,
including aging simulation, age estimation, and age invariant
face recognition. It contains 1,002 color or gray face images
from 82 individuals with variations in expression, pose, and
lighting condition (13 images per person on average). The
age of faces varies from 0 to 69, 640 images are from the
individuals less than 18 years old, and the maximum age gap
within a person is 54 years. MORPH is a large database which
includes two sections, i.e., album 1 and album 2. It records
subject’s ethnicity, height, weight and gender. An extension
of MORPH contains 52,099 images, the average age is 33.07,
and the longitudinal age span of a subject ranges from 46 days
to 33 years.
Tab. 1 apparently shows that only 69 face images in the
FG-NET database are from the people older than 40 years
old; even though the MORPH database contains more than
50,000 images, no image under 16 years old is included, and
in the elderly age group 7 (more than 61 years old), only 17
images are from the female while 241 from the male, whereas
most of which are African American, making its distribution
uneven in age, gender and race.
2) IRIP Database2: In order to obtain sufficient training
samples, especially for the seniors, we collect a face database
named IRIP from the Internet with people from different age
groups. This database contains 2,100 high-resolution color
images in the wild whose size is about 400 × 500 in pixel. It
covers a wide range of population in terms of age, race and
gender. Ninety percent of the images are from the Caucasian,
and the Asian and Africa American each accounts for about
five percent. For every single age ranging from 1 to 70, 30 face
2The IRIP database is available at http://irip.buaa.edu.cn/new/data/irip
aging database.zip
8images are collected, distributing evenly on male and female.
One third of the male subjects are with beard, and around 50
faces in the database wear glasses. Additionally, 68 landmarks
are manually labeled on every face for the purpose of pose
alignment and shape aging modeling.
B. Experimental Settings
It is commonly acknowledged that human facial appear-
ances share similar texture and configuration properties during
a certain period. On the other hand, as the training faces within
each age cluster grow in number, the sample variance increases
as well, therefore we attempt to predict the aged facial look
within an age interval, rather than that of a specific age.
Particularly, we divide the face images into seven age groups,
each of which covers 10 years, in our experiment: [1,10],
[11,20], [21-30], [31-40], [41-50], [51-60], [61-70]. Because of
lack of images of elderly people in the FG-NET and MORPH
databases, we employ the IRIP database as the training set,
and carry out face aging synthesis on all of them. For the sake
of eliminating the interference caused by gender, we conduct
appearance prediction apart for male and female; hence for
every training age group, 150 face images are included.
Prior to training the age progression model, the normaliza-
tion step is employed. All the faces are segmented from the
background and aligned to an average shape of 100 × 100 in
pixel by using AAMs. They are grouped into forementioned
seven age groups, and each face sample is assorted as one
identity cluster. At the following training stage, the bases of
the age and identity subspace are learnt from the prepared
data, where the dimensions of identity and age factors are
set to 10 and 100 respectively. When the dictionary which
conveys desired age properties is built up from the obtained
age components, we warp the Ki atoms in it to the same
configuration as the probe face for sparse reconstruction, thus
generating aging effects on faces. More details in parameter
settings are shown in Tab. 2.
In our experiments, we comprehensively evaluate the pro-
posed aging model in four layers: (I) aging and rejuvenating
simulation on face images; (II) evaluating the accuracy of age
synthesis and preservation of identity; (III) comparison with
ground-truth; and (IV) comparison with state-of-the-art.
C. Exp. I: Simulation of Face Aging and Rejuvenating Effects
With the above-mentioned training set, we apply the pro-
posed age progression method on the faces of the IRIP and FG-
NET databases ranging from 2 to 18 years old and synthesize
a sequence of aging rendering for them, and the simulation
results lie in the target age range of [31-40], [41-50], [51-
60], and [61-70]. Due to lack of images of teen age, the test
faces in MORPH are between 18 and 30 years old. Fig. 2
demonstrates some of the obtained age-processed faces which
are blended into the original heads and backgrounds, Fig.
6 shows more results achieved on the IRIP database, and
those of FG-NET and MORPH are displayed in Fig. 7 and
Fig. 8 respectively. We can see that satisfactory age-specific
properties are generated on the faces, regardless of race, skin
TABLE II
PARAMETER DEMONSTRATION IN THE EXPERIMENTS FOR AGING EFFECTS
SYNTHESIS
Training Image Hidden Factor Analysis
Sparse
Representation
Size (pixel) d p q M N Ki
100 × 100 30000 10 100 7 1050 150
color and expression, and more winkles emerge as target age
grows.
We also carry out rejuvenating experiments to test our
algorithm. In this experiment, all of the test faces come from
the people older than 40 years old, and they are transformed to
the age bracket of [21, 30]. The results of rejuvenating effect
simulation are shown in Fig. 9, 9(a), 9(b) and 9(c) exhibit
the ones of the MORPH, the FG-NET and the IRIP database
respectively.
D. Exp. II: Contributions of Shape Aging Effects
Facial shape variations by aging can be often observed,
especially during early growth. At the child growth stage, the
craniofacial deformation is much more drastic compared to
facial texture changes, and the face size would increase and
forehead slope back. As our model focuses on the long-term
age progression, early aging is naturally involved in. Noticing
that simulating the growth of profiles significantly influences
the rendering results, specially we make a comparison between
the synthesized faces with and without shape transformation.
Some of the comparison results are demonstrated in Fig.
5 (b) and 5 (c). We can see from the results that the faces
look much more vivid and convincing after shape aging is
performed.
E. Exp. III: Aging Model Evaluation
To quantitatively assess the performance of the proposed
aging simulation model, we follow the estimation strategy as
adopted in several previous work [5], [13], [31], and carry out
both subjective and objective experiments to evaluate if the
age-specific characteristics are truly added in the synthesized
faces as well as whether the identity information of the source
face is well retained during age transformation. Additionally,
we also compare the age progression results with the ground-
truth images and the state of the art.
1) Exp. III-A: Evaluating the Ability of Generating Age-
Related Characteristics: Deriving from the emergence of
aging effects, the perceived age (the individual age gauged by
human subjects from the visual appearance [1]) is supposed to
increase in the synthesized face. Correspondingly, we conduct
age estimation in this part to assess the accuracy of aging
synthesis. Allowing for that the FG-NET database is widely
exploited for training automatic age estimation model [20],
[24], [32], we conduct human observation based evaluation,
for averting the problem of overfitting. Specifically, twenty
human observers participate in this experiment, and they are
asked to label the perceived age of the synthesized faces.
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Fig. 6. Aging simulation results for the subjects in the IRIP database. From left to right, the columns display the probe face and the synthesized results in
four sequential age brackets. (a) Female subjects; (b) Male subjects.
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Fig. 7. Aging simulation results for the subjects in the FG-NET database. From left to right, the columns display the probe face and the synthesized results
in four sequential age brackets. (a) Female subjects; (b) Male subjects.
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Fig. 8. Aging simulation results for the subjects in the MORPH database. From left to right, the columns display the probe face and the synthesized results
in four sequential age brackets. (a) Female subjects; (b) Male subjects.
In more detail, 20 young source faces in the FG-NET
database are randomly selected, and each of them owns a
synthesized aging sequence as Fig. 7 shows; thus 80 cor-
responding age-progressed faces constitute the testing set in
this evaluation, which are supposed to lie in four older age
brackets: [31-40], [41-50], [51-60], and [61-70]. The synthe-
sized results of different subjects and target age groups are
all mixed together, and we upset the order of the images
and present them to the human observers one by one, for
a set of precise age value as feedback. The evaluations are
separately conducted with regard to the gender attribute of the
test samples, and performed on the MORPH and IRIP datasets
with the same protocol as on the FG-NET database.
Fig. 10 plots the human-based age estimation results
achieved on these three datasets. It shows that the perceived
age results increase firmly along with the change of age
groups, and they conform to the target age in principle, which
clearly validate the effectiveness of the proposed aging model.
It should be clarified that the averaged estimation results of
the target age group [61-70] are relative lower, while that
of [31-40] are relative higher, the following could possibly
explain this phenomenon: (i) Although the perceived age is
defined on the appearance age (the age information shown on
the visual appearance [1]), the deviation between them exists
objectively; and (ii) Compared with the samples from the two
middle age groups whose perceived ages may fluctuate up and
(a) (b)
Fig. 10. Human-based age estimation results: (a) Female subjects; (b) Male
subjects.
down, human observers do not tend to give a score rather low
or high to a synthesized image, which probably comes from
the marginal age groups.
2) Exp. III-B: Evaluating Preservation of Identity: In this
experiment, we attempt to evaluate whether the original iden-
tity is well preserved in the age-progressed face image; hence
conduct objective face recognition for assessing. Similar to
the Exp. III-A, 20 young source faces (under 18 years old)
11
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Fig. 9. Rejuvenating effect synthesis results: (a) The MORPH database; (b) The FG-NET database; (c) The IRIP database.
belonging to different subjects are randomly selected from the
FG-NET database and adopted as the gallery samples, and we
then identify their corresponding synthetic faces of four age
groups (i.e. [31-40], [41-50], [51-60], and [61-70]). To make
the evaluation more general, we further add 50 face images to
the gallery set as the disturbing samples, which are randomly
chosen from another 50 individuals of various age groups.
Finally, we use the face recognition API of Face++ [30] to
determine which one of the 70 gallery images is the synthetic
image generated from. The evaluations on MORPH and IRIP
are performed in similar settings, except that the size of the
gallery set increases to 100 (including 50 disturbing images),
mainly considering that more face samples are available in
these two datasets. The recognition results are shown in Fig.
11.
In the figure, it is obvious that the rank-one recognition rate
reaches the maximum value at the target age group of [31-40]
for both male and female on the three datasets, and all the
results achieved exceed 75%, verifying the ability of identity
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Fig. 11. Automatic face recognition results based on Face++.
preservation of the proposed aging method. In addition, the
recognition accuracy decreases as the aging period lengthens,
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Fig. 12. Comparison with ground-truth on the FG-NET aging database: (a)
Male subjects; (b) Female subjects.
which also conforms to the physical truth of face aging.
3) Exp. III-C: Comparison with Ground-truth Images:
In order to further estimate the proposed aging model, we
perform face recognition on the face images before and after
synthesis respectively and compare their accuracies, where
the ground-truth images are regarded as the gallery samples.
This assessment requires a relative large age gap between the
test young face and the ground-truth image of an old face
of the same person. However it should be noted that the
longitudinal age span of a subject in the MORPH dataset
mostly varies from 5 to 10 years, and each subject in IRIP
only has a single image. Both the databases are therefore
ruled out in this experiment. Only FG-NET is considered
here. Among its 82 subjects, 37 of them contain the photos
both of the teen age and middle age, and they are used in
recognition. For each eligible subject, we have an input young
face, the corresponding aging simulation result, and a ground-
truth image. Some results are presented in Fig. 12, and in
each case from left to right, it displays the test face, the age
progression result, and the face image belonging to the same
individual at the corresponding age, respectively.
We then employ the commercial software, namely Face++,
to conduct face recognition. In one scenario, the 37 ground-
truth faces are used as the gallery samples, and the cor-
responding 37 young faces as the probe samples; while in
the contrast scenario, the gallery set is the same and the
synthesized aged faces are used as probes. As displayed in Fig.
13, the recognition rate does improve after aging simulation.
It illustrates the effectiveness of the proposed method.
4) Exp. III-D: Comparison with State-of-the-art: In this
part, we compare the proposed aging approach with the pre-
vious studies in the literature that demonstrate age-progressed
faces on the public FG-NET database (i.e. [9][10][13]), which
also signify the latest advances in aging synthesis. Different
test samples are demonstrated in the previous papers, and we
thus select a few used in common, as Fig. 14 shows. The
source faces are exhibited in the first row, the synthesized
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Fig. 13. Comparison of recognition rates on the face images before and after
synthesis.
results of the tasks in the literature in the middle row, and
the images of the same target ages obtained by the proposed
method in the last row.
This comparison is performed based on both objective and
subjective evaluations. Unfortunately, in objective evaluation,
quantitative comparison cannot be directly achieved by face
recognition, since the synthesized faces provided in the three
tasks are quite limited. Instead, we quantitatively compare
the performance according to the similarity between the face
images before and after simulation, to see whether identity
information is changed. The API of Face++ is used to calculate
the similarity value of two given faces. In subjective evalu-
ation, the human observers are asked to rate the synthesized
faces whose scores range from 0 to 1 in two aspects, i.e. aging
effect generation and identity preservation.
In this case, 18 different samples shown in [9][10][13] are
investigated, and the exact figures are listed in Tab. 3. From
this table, we can observe that in objective evaluation, the
similarity value reached by our method is higher than that
in [13] and [9], while in subject evaluation, this value of our
method is slightly inferior but still comparable to the one in [9]
(the difference is less than 1%), but the scores on aging effect
generation are largely superior to those in [13] and [9] (around
7.1% and 7.8% higher than [13] and [9] respectively). We
also notice that the score of identity similarity of our method
keeps a certain distance from that in [10] in both objective and
subjective evaluations (12.7% and 14.3% lower respectively).
However, we can find out that such a gap is due to the fact that
the simulated faces in [10] lack of aged texture and are a little
bit far from the target age claimed, which is also confirmed
by the big difference (about 30.5%) between the values of
generating aging effects in subjective evaluation. To sum up,
we can say that the proposed method outperforms the three
counterparts.
VI. DISCUSSION
Compared with the approaches to aging simulation in the
literature, this study shows a very different but effective
solution to the core issue, i.e. face synthesis with aged texture.
Most of the recently proposed age progression approaches
are data-based where aging patterns and age-related features
are learnt from the training samples, since they show obvious
advantages over the others. The learnt aged feature is not a
fixed mask nor a single average and it possesses good diversity
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TABLE III
COMPARISON WITH PRIOR WORK IN IDENTITY PRESERVATION AND AGED FACIAL FEATURE GENERATION
Park et al. [10] Wang et al. [13] Kemelmacher et al. [9]
Age Identity Age Identity Age Identity
Objective
evaluation
Prior work – 0.9355 – 0.5148 – 0.8523
This work – 0.8080 – 0.9435 – 0.8696
Subjective
evaluation
Prior work 0.4950 0.8610 0.7975 0.6835 0.7405 0.7854
This work 0.7995 0.7185 0.8685 0.8015 0.8186 0.7772
Test  
face
Our  
results
Prior 
work
(a) Park et al. [10] (c) Kemelmacher et al. [9](b) Wang et al. [13] 
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Fig. 14. Comparison with the prior work on the FG-NET aging database: (a) Park et al.; (b) Wang et al.; (c) Kemelmacher et al..
and provides a large number of aging pattern options for facial
aging progress. Our method is data based, and in contrast to
the others in this category, we propose to decompose the age
information (e.g. the skin folds and wrinkles) from intrinsic
person dependent cues, which helps to keep the identity
preserved in the synthesized face. Additionally, this operation
is also critical to rejuvenating, which particularly requires that
no superfluous texture information is left on the generated
young face.
At the stage of sparse reconstruction based texture synthesis,
our method selects the most suitable age components of the
target age group for each input test face. These age compo-
nents well complement each other and their linear combination
generates expected aging effects. Meanwhile, the proposed
method also adapts to various test samples in skin color,
lighting condition, etc. Thanks to the large number of training
samples that provide sufficient and diverse age components,
the aging effects achieved are natural and conspicuous. By
contrast, the existing aging function based approaches cannot
make accurate definition of skin fold growth, and the aging
results are not as good as ours.
Even though, there still remain some issues to solve. For
some test samples that possess severe pose variations or the
light shines onto one side of the face, the generated wrinkles
might look relatively messy and the aged faces look not so
decent. Besides, compared with the complex biological face
aging process of human beings, the test image in face aging
simulation is generally of an unknown person (not appear
in the training set), and it is also impossible to obtain the
information of external factors, such as health condition, living
style, working environment and sociality, from the single input
image, both of which determine that the aging model cannot be
personalized. Therefore, almost all the current studies simplify
the problem which only considers the internal factors, i.e.
gender, ethnicity, etc. The proposed method tries to provide
more reliable results in terms of identity preservation as well
as aging effect generation by decomposing the identity and
age component into individual subspaces. The external factors
are also incorporated into the age part for simplicity. More
sophisticated aging model might depend on an elaborated
training set of sufficient and specific samples, especially on
the external factors, which is also a major direction in our
future work.
VII. CONCLUSION
In this paper, we present a novel approach to face aging
effect simulation using Hidden Factor Analysis joint sparse
representation. The proposed aging method attempts to sep-
arate out the age-specific facial clues that change gradually
over time from the stable person-dependent properties, and
then merely operates on the age component, by transforming
it to a target age group via sparse reconstruction, to present
aging effects on faces. The aging and rejuvenating results
achieved on three databases indicate that the generated aging
rendering, including both the texture and shape changes, are
natural and convincing, even if the probe face undergoes
variations in expression and skin color. Moreover, a series of
evaluations prove that our aging model conform to another
essential criterion in face age progression, i.e. the identity
information of the probe face is well-preserved.
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