Standard bin packing is the problem of partitioning a set of items with positive sizes no larger than 1 into a minimum number of subsets (called bins) each having a total size of at most 1. In bin packing games, an item has a positive weight, and given a valid packing or partition of the items, each item has a cost or a payoff associated with it. We study a class of bin packing games where the payoff of an item is the ratio between its weight and the total weight of items packed with it, that is, the cost sharing is based linearly on the weights of items. We study several types of pure Nash equilibria: standard Nash equilibria, strong equilibria, strictly Pareto optimal equilibria, and weakly Pareto optimal equilibria. We show that any game of this class admits all these types of equilibria. We study the (asymptotic) prices of anarchy and stability (PoAand PoS) of the problem with respect to these four types of equilibria, for the two cases of general weights and of unit weights. We show that while the case of general weights is strongly related to the well-known First Fit algorithm, and all the four PoA values are equal to 1.7, this is not true for unit weights. In particular, we show that all of them are strictly below 1.7, the strong PoA is equal to approximately 1.691 (another well-known number in bin packing) while the strictly Pareto optimal PoA is much lower. We show that all the PoS values are equal to 1, except for those of strong equilibria, which is equal to 1.7 for general weights, and to approximately 1.611824 for unit weights. This last value is not known to be the (asymptotic) approximation ratio of any well-known algorithm for bin packing. Finally, we study convergence to equilibria.
Introduction
We study a class of games which originate in bin packing [28, 9, 11, 10] , a well-known and basic combinatorial optimization problem. In this problem, a set of items, each of size in (0, 1], is given. The goal is to partition (or pack) the items into a minimum number of subsets, called bins. Each bin has unit capacity, and the load of a bin is defined to be the total size of items packed into it. Thus, the goal is to find a packing of the items into a minimum number of bins, such that the load of each bin is at most 1. The problem is NP-hard, and research has concentrated on the study and development of approximation algorithms which design nearly optimal solutions. A bin packing algorithm is called online if it receives the items one by one, and must assign each item to a bin immediately and irrevocably without any information on subsequent items. If the input is given as a set then the problem is called offline, in which case an algorithm is expected to use polynomial time.
Consider a minimization problem and a set X of instances for it. Assume that the cost associated with every feasible solution for every I ∈ X is a positive integer. Let A be a set of solutions which contains a solution for each I ∈ X, and let cost(A(I)) (we simply use cost(A) if I is clear from the context) denote the cost of such a solution (if there are multiple solutions for I then one of them is chosen). The set A is a class of solutions with specific properties which could possibly be a set of outputs of a given algorithm. Let opt denote an optimal algorithm and let opt(I) (or opt) the PoS, one has to prove a NE exists, to use the definitions of SPoA and SPoS, one has to prove first that G admits a SNE, and similarly for the SPO-PoA, SPO-PoS, a SPO-NE must exist, and for WPO-PoAand WPO-PoS, a WPO-NE must exist.
The bin packing problem, where for each input and packing every item has a payoff associated with it, can be seen as a class of games in which the social cost for an input I is simply opt(I).
If indeed every such game admits a SNE and a SPO-NE (and thus also a NE), then each one of the measures is the approximation ratio of a class of solutions: the PoA is the approximation ratio of the set of worst NE (where every game is represented by one worst NE), the PoS is the approximation ratio of the set of best equilibria, the SPoA is the approximation ratio of the set of worst strong equilibria, and the SPoS is the approximation ratio of the set of best strong equilibria, the WPO-PoA, SPO-PoA, WPO-PoS, and SPO-PoS, are the approximation ratios of the sets of set of worst WPO-NE, worst SPO-NE, best WPO-NE and best SPO-NE, respectively.
We now define a game based on bin packing problems. Let I = {1, 2, . . . , n} be a set of items. For an item i ∈ I, we let s i ∈ (0, 1] denote its size and w i > 0 denotes its weight. Thus, for a set of items B ⊆ I packed into a bin, we say that B is a valid bin if i∈B s i ≤ 1. For C ⊆ I , we define the size of C by s(C) = i∈C s i and the weight of C by w(C) = i∈C w i (where w(C) > 0 if C = ∅). The strategy of a player is the bin in which it is packed. Changing the strategy means that it moves to be packed in a different (existing or new) bin. Such a deviation is possible only if the empty space in the bin (into which it moves) is sufficient, that is, that the deviation results in it being packed into a valid bin. We always let the cost (or payoff) of an item which is not packed into a valid bin be infinite. For an item packed into a valid bin, we define its cost to be its proportional share of the bin according to the weights. That is, if an item of weight w is packed into a bin where the total weight of packed item is W , then its cost is w/W 1 . Note that the cost of an item cannot be smaller than its weight. Similarly (and more generally) for deviations of coalitions, a deviation is possible if in the resulting solution all bins are valid.
Bin packing in general, and more specifically the bin packing game have a number of applications [6, 17, 18] . The bin packing game with proportional weights (w i = s i ) was introduced by Bilò [6] , who was the first to study the bin packing problem from a game theoretic perspective. He proved that every game in this class admits a NE and provided bounds on the PoA, a lower bound of 8 5 and an upper bound of 5 3 . He also proved that any bin packing game converges to a NE after a finite (but possibly exponentially long) sequence of selfish improving steps, starting from any initial configuration of the items. This last result implies that the PoS is equal to 1. The time of convergence was also studied in [34, 35] . The quality of NE solutions was further investigated in [17] , where nearly tight bounds for the PoA were given; an upper bound of 1.6428 and a lower bound of 1.6416. Interestingly, the PoA is not equal to the approximation ratio of any natural algorithm for bin packing. Yu and Zhang [40] later designed a polynomial time algorithm to compute a packing that is a NE. The SPoA and SPoS were also analyzed in [17] , and it was shown that these two measures are equal. Moreover, it was shown that all SNE are outputs of an exponential time algorithm which at each time picks a subset of items of largest total size (of at most 1) to be packed into a bin. This algorithm was previously studied by Graham [25] and by Caprara and Pferschy [7] . In the paper [18] , the exact SPoA was determined, and it was shown that its value is approximately 1.6067. In the same article, the parametric problem where the size of every item is upper bounded by a parameter is studied. A two dimensional class of bin packing games was considered in [21] .
The case of unit weights (w i = 1, which is equivalent to the case of equal weights) was studied by Han et al. [26] . They show that for this case the process of convergence into a NE is much faster, and requires O(n 2 ) steps (and thus a NE always exists). As a result, since an item never migrates to an empty bin, any polynomial time algorithm can be adapted to output a NE solution without increasing the approximation ratio, and therefore there exists a polynomial time approximation scheme (using [13] ) and even a fully polynomial approximation scheme (using [29] ) which give NE solutions as outputs. Additionally, the greedy algorithm Next Fit Increasing (NFI), which sorts the items by non-decreasing size and applies Next Fit (NF), that is, uses one active bin at a time, and replaces it with a new active bin if an item does not fit is studied in [26] . The authors show that this algorithm creates a NE whose approximation ratio is known to be approximately 1.69103 [23] . In fact, this is the approximation ratio of a number of algorithms, such as NFD (which sorts the items by non-increasing size and applies NF), and the limit of the sequence of approximation ratios of a class of online algorithms, called the Harmonic algorithms [31] , which partition items into classes according to size and pack each class independently. Finally, it is shown that any NE packing is the output of a run of First Fit (FF) which always packs an item into the lowest index bin where it can fit [28] , and thus the PoA is at most 1.7. An example is provided where an optimal solution uses 10 bins, while a NE solution uses 17 bins. Our results.
We show that all kinds of Nash equilibria defined above (NE, SNE, SPO-NE, and WPO-NE) exist for bin packing games in the general setting. We further show that given a packing, a process in which at each time one item can perform a move to another bin (where its cost is reduced) always converges for the case of general weights. Since it is never beneficial for an item to move into an empty bin, the number of bins in the resulting output cannot increase. The number of steps may be exponential for general weights, but for the case of unit weights we find an improved tight bound as a function of n. This last bound is Θ(n 3 2 ) (see Theorem 7.1 for the exact function of n). Our results for the PoA, SPoA, SPO-PoA, WPO-PoA, PoS, SPoS, SPO-PoS, and WPO-PoS are given in Table 1 . For arbitrary weights all prices of anarchy are 1.7, which equals to the approximation ratio of FF. All prices of stability are 1 except for the SPoS which is 1.7 as well. This resolves the general case, while the results for unit weights reveal some interesting properties. We encounter some bounds which are the approximation ratios of well-known algorithms, as well as some new bounds. All the prices of anarchy are strictly below 1.7, and the SPoS is equal to approximately 1.69103 (the approximation ratio of NFI). The SPoS in this case is equal, however, to approximately 1.611824, a new number in bin packing. We prove that the PoA and WPO-PoA are equal, and moreover, that they are just slightly lower than 1.7 (recall that for proportional weights, the PoA is below 1.65 [17] 
Preliminaries
In this section we show the existence of all types of NE, discuss properties of NE packings, and state some relations between the different types of equilibria and relations between equilibria and optimal solutions. It was shown by [26] that for unit weights, every packing A there exists a packing A ′ with at most the same number of bins such that A ′ is a NE. In particular, this implies that for unit weights a NE always exists, there always exists an optimal solution which is a NE, and the PoS is 1. We can show that the PoS is 1 for every weight function, by generalizing the last result. This will also show that a NE always exists for arbitrary weights. Proposition 2.1 Given an input I with general weights, for every packing A there exists a packing A ′ such that A ′ is a NE and cost(A ′ ) ≤ cost(A).
Proof. For an input set I, recall that n = |I|. Let B = {I ′ ⊆ I|s(I ′ ) ≤ 1}, and let W = {s(I ′ )|I ′ ∈ B}. That is, W is a set of non-negative numbers which represents all possible total weights of subsets of items of total size of at most 1, i.e., W contains every possible total weight of items that can be packed into a bin. Note that W is a set and not a multiset, that is, if multiple subsets have the same weight, then this weight only appears once in W. Since 0 ∈ W and we always have w 1 ∈ W (the first item has an arbitrary positive weight), we have |W| ≥ 2. Let Ω = max x∈W x and ω = min x 1 ,x 2 ∈W |x 1 − x 2 |. Let w min > 0 denote the minimum weight of any item (then since 0 ∈ W, we have w min ≥ ω).
Consider a dynamic where as long as the packing is not a NE, one item is chosen to move from its bin to another bin where its cost becomes strictly smaller. We claim that after a sequence of at most w(I) 2 2ω 2 such moves, the resulting packing is a NE. Since no item benefits from moving to an empty bin (no matter if it were packed in a dedicated bin or with at least one additional item), the number of bins does not increase. We define a potential function Φ = i≥1 (w(B i )) 2 , where B 1 , B 2 , . . . are the packed bins. Let Φ 0 be the value of Φ for the original packing, and Φ j denote its value after j steps of deviation of an item. Assume that in step j an item moves from a bin of total weight W to a bin of total weightW (before the deviation). We haveW + w j > W , and sinceW + w j ∈ W,W + w j ≥ W + ω. Since there is no change for any other bin, we get
The claim follows since the value of Φ never exceeds w(I) 2 , and Φ 0 > 0.
Note that another upper bound on the number of steps is n n , since n items require at most n bins, this is an upper bound on the number of different assignments of items to bins, and since the potential increases for each step, one assignment cannot be reached twice in the process. Corollary 2.2 A NE always exists for any set of weights. In particular, there always exists a solution of optimal social cost which is a NE. Thus, the PoS is equal to 1 for general weights.
Next, we discuss Pareto optimal solutions. We can show that every optimal solution is strictly Pareto optimal (and therefore also weakly Pareto optimal). Thus, an optimal solution which is a NE is strictly (and weakly) Pareto optimal.
Recall that the cost of an item i in a given packing A is defined by
W , where W is the total weight of the bin of i in A. Let this cost for a packing A be denoted by c A i . Thus cost(A) = i∈I c A i .
Proposition 2.3
Every optimal packing is strictly Pareto optimal. Thus, there always exists an optimal packing which is a SPO-NE and a WPO-NE. Therefore the WPO-PoS and the SPO-PoS are also equal to 1 for general weights and for unit weights.
Proof. Assume that a packing A is optimal and assume by contradiction that A is not strictly Pareto optimal. Let A ′ be an alternative packing which results from a deviation of all items. We have cost(A ′ ) = i∈I c A ′ i . However, for every item i, c A ′ i ≤ c A i , and there exists an item ι * for which c A ′ ι * < c A ι * holds. Thus cost(A ′ ) < cost(A) contradicting the optimality of A. By Proposition 2.1, there exists an optimal packing which is a NE, and we showed that this packing is strictly Pareto optimal. Thus both the SPO-PoS and the WPO-PoS are equal to 1.
Another interesting property is the relation between WPO-PoA and PoA.
Proposition 2.4
The WPO-PoA is equal to the PoA for any set of weights.
Proof. Clearly, the WPO-PoA cannot exceed the PoA. To prove the other direction, we show that if there exists an instance I and a NE packing A 1 , then there exists an instance I ′ and a NE packing A ′ 1 for it, which is weakly Pareto optimal, and so that opt(I) ≤ opt(I ′ ) ≤ opt(I) + 1, and cost(A ′ 1 (I ′ )) = cost(A 1 (I)) + 1. Given I, augment this input with one item of size 1 and weight 1. Let A ′ 1 for I ′ be identical to the packing A 1 for I, with the additional item (of I ′ \ I) packed into a dedicated bin. No item can migrate to the new bin, and the new item cannot migrate from it, so A ′ 1 remains a NE. We show that it is also a WPO-NE. The new item must be packed into a dedicated bin in every packing, and so its cost is 1 in every packing. Thus, there is no alternative packing where all items strictly reduce their costs, and thus A ′ 1 is weakly Pareto optimal. Next, we discuss strong equilibria. We start with giving a generic algorithm which finds a SNE. This algorithm is a special case of the well-known greedy algorithm for (weighted or unweighted) set cover. The unweighted version of the algorithm is used for the case of unit weights.
Greedy Set Cover (GSC) Given a set of items I, repeatedly find a maximum weight subset of items that can be packed into a bin, pack it, and remove it from I.
The proof that every output of GSC is a SNE and every SNE can be found as an output of GSC is similar to the proof for proportional weights [17] . Since the algorithm needs to consider subsets of items, it may require exponential running time.
Proposition 2.5 For every set of weights, every output of the algorithm is a SNE (thus a SNE always exists). Every SNE can be found by an execution of the algorithm (with some tie-breaking policy).
Proof. We start with proving the first claim. Assume by contradiction that an output P of the algorithm is a packing which does not satisfy the conditions of a SNE. Let B 1 , B 2 , . . . denote the bins created by P (in this order). Consider a coalition X which can benefit from a deviation. Let i be a minimum index of a bin of the original packing which contains an item of X and let j be such an item. Note that all items packed into B 1 , . . . , B i−1 remain in their bins. We first show that no item of X moves into one of these bins. Assume by contradiction that an item j ′ moves from a bin of index at least i into bin B i ′ for i ′ < i. Then at the time that the bin B i ′ is created by the algorithm, the set B i ′ ∪ {j ′ }, which can be packed into a bin, is available for packing, and its weight exceeds the weight of B i ′ , contradicting the definition of the algorithm.
Similarly, since no items of X are packed into bins B 1 , . . . , B i−1 , all of them were available at the time of the creation of B i . We consider the bin into which j is packed in the packing resulting from the deviation. No matter if a new bin is created, or j moves to an existing bin of index larger than i (where some items may have possibly left this bin), let X ′ denote the set of items which are packed into the resulting bin of j. Since in both cases X ′ is a subset of the items previously packed into bins B i , B i+1 . . ., then by the definition of the algorithm w(X ′ ) ≤ W (B i ), contradicting the fact that j benefits from joining the coalition.
Next, consider a SNE A. Sort the bins of A by non-increasing total weight: B 1 , B 2 , . . . , B ℓ . We prove by induction that after k < ℓ bins were created, B k+1 is a valid choice for the algorithm. As a consequence, after ℓ bins are created, the algorithm packs all items and outputs the packing A. For the base case, we show that w(B 1 ) is the maximum total weight of items that can fit into a bin. Assume by contradiction that a subset Y such that w(Y ) > w(B 1 ) can fit into a bin, then Y is a coalition for A that can benefit from a deviation where all items of Y move into a new bin together, which is a contradiction. Consider the case that k > 0 bins were created. Similarly to the base case, assume by contradiction that there exists a set Z ⊆ ∪ ℓ i=k+1 B i , where w(Z) > w(B k+1 ). All the items of Z are packed into bins with at most a total weight of w(B k+1 ) in A, so Z is a is a coalition for A that can benefit from a deviation where all items of Z move into a new bin together, which is a contradiction.
General weights
In this section we show that the value of the PoA, SPoA, SPoS, WPO-PoA, and SPO-PoA for general weights is exactly 1.7. We have shown that the PoS, WPO-PoS, and SPO-PoS are equal to 1 and therefore this section resolves the case of general weights.
To show an upper bound, we generalize the results of [26, 17, 7] (which were given for the cases of unit weights and for proportional weights) and prove that every NE can be obtained by an execution FF, which implies that the PoA is no larger than the approximation ratio of FF [28] . To show a lower bound, we use a set of items which is similar to those of the lower bound example for FF [28] , and define an appropriate set of weights.
Theorem 3.1 The PoA, SPoS, SPoA, WPO-PoA, and SPO-PoA are equal to 1.7.
Proof. For the upper bound it is sufficient to consider the PoA. Let I be an input and consider a fixed NE packing. Let B 1 , B 2 , . . . , B k denote the packed bins and assume that they are sorted so that w(B 1 ) ≥ w(B 2 ) ≥ . . . ≥ w(B k ). We define the following sorted input for FF. The input consists of all the items of I where the items of B 1 appear first, then the items of B 2 and so on (that is, the items of B j appear just before the items of B j+1 for 1 ≤ j ≤ k − 1). We claim that an application of FF on this input results exactly in the bins B 1 , B 2 , . . . , B k . We prove this by induction. Assume that j bins have been created with exactly the contents of B 1 , . . . , B j , for somebin, and which does not contain any item of B k+1 has a total weight of at most 5ω/3, and so the second claim follows as well.
To prove that A is strictly Pareto optimal, assume by contradiction that there is an alternative packingĀ where no item has larger cost and at least one item has a lower cost. Let i be the first bin of A that does not exist inĀ (if i does not exist then A =Ā). Let Z be an item of bin i of A. By Claim 3.3, for any Z ∈ B i , the bin of Z inĀ is identical to B i , which is a contradiction.
We prove that A is the unique strong equilibrium. After k ≥ 0 bins were created, by Claim 3.3, GSC has a single choice, which is exactly B k+1 . Thus, the unique output of GSC is the packing A.
We generally assume that two items of the same size can have different weights. However, in the lower bound proof this option is not used and therefore the theorem holds even if w i is a function of s i .
The PoA and WPO-PoA for unit weights
Recall that by Proposition 2.4, the WPO-PoA is equal to the PoA, and therefore we consider the PoA in this section. We define a k-bin to be a bin of A which has exactly k items. We define a k + -bin to be a bin of A which has at least k items. For unit weights, the deviation of an item j packed in a k 1 -bin B 1 (where j is included in the number of items of B 1 ) to a k 2 -bin B 2 (where j is not included in the number of items of B 2 ) is possible and beneficial if s(B 2 ) + s j ≤ 1 and
In what follows we use the following sequence which is common in bin packing. We start with a lower bound on the PoA, and show an upper bound afterwards.
Lower bound
Let t 1 = 2, and for i > 1, t i = t i−1 · (t i−1 − 1) + 1. Thus t i − 1 is divisible by t i−1 − 1. By induction it is divisible by t j − 1 for all 1 ≤ j ≤ i − 1. It is not difficult to show by induction that t i ≥ 2 and the sequence is strictly increasing. Moreover, t 2 = 3, and for i ≥ 3, we have t i ≥ 7 and t i ≥ t i−1 + 4. Thus for i ≥ 3, t i − 2 > t i−1 + 1. The sequence satisfies [31, 24] . We let
The PoA is at least 1.696646.
Proof. Let r ≥ 3 be an integer. Let 0 < ε < 1 2 be a small number. We define δ i = (
We have r classes of items, defined as follows. The first class contains a simple type of items
For 2 ≤ i ≤ r, in class i there are five types of items:
Next, we show that this packing is a NE, and that the total size of items in each bin does not exceed 1. Consider a bin which contains an item of size a 1 . This type of bin contains a single item so no item from another type of bin can benefit from moving to it, and another item of the same size cannot fit into this bin. Consider the first type of bin for some i ≥ 2. This bin contains t i − 1 items, so only items of bins with at most t i − 1 items could benefit from moving into it. These are items packed into bins of classes 1, 2, . . . , i − 1 and the first two types of bins of class i. The total size of items in this bin is 1 − , and every item of class i, packed into the first two types of bins, has size of at least a 2 i =
, so none of this items can migrate due to lack of space. The total size of items in the second type of bins of class i is
, and
, the total size in both cases does not exceed 1.
It is left to consider the third type of bins. The total size of items in those bins is
, the total size is above
(tr +1) 2 the claim is proved. The total number of bins in this packing is ∆ 2 + r i=2
Next, we describe the optimal solution for this input, which consists of ∆ 2 bins. Every bin contains exactly one item of size a 1 , and we describe the additional items packed into each bin. For every 2 ≤ i ≤ r − 1 there are two types of bins which contain exactly one item of each class 2, . . . , i − 1 and two items of class i, and in addition there are three types of bins containing one item of each class. Specifically, for every 2 ≤ i ≤ r, there are n i (π i − t 2 i + t i ) bins which contain one item of each size a 3 j for 2 ≤ j ≤ i − 1, one item of size a 1 i , and one item of size b 1 i , and there are n i (t 2 i − 2t i ) bins which contain one item of each size a 3 j for 2 ≤ j ≤ i − 1, one item of size a 2 i , and one item of size b 2
i . There are also n r t r bins which contain one item of each size a 3 j for 2 ≤ j ≤ r. We show that the total size of item in each bin is at most 1 and that all items are packed. The last type of bins has a total size of items of
we find that the total is below 1.
For the first type of bin of class i, we have a total of a 1 +
, and the second type of bin of class i contains a total of a 1 + It can be seen that the number of bins which contains an item of one of the sizes
i is exactly as the number of such items, since there is only type of bin that contains such an item. We calculate the number of bins containing an item of size a 3 i , for 2 ≤ i ≤ r − 1. Such an item is packed in every bin of every class j > i. The number of such bins is
Note that the number of bins containing an item of size a 3 r is the number of bins of the very last type, which is exactly the number of such items.
We are left with the calculation of the ratio between the numbers of bins:
Letting r = 3 the value of this expression is 1.6963443, for r = 4 the value of this expression is approximately 1.696646 (for r = 5 the value of this expression only increases by less than 0.000000004).
Upper bound
Let ε ≤ 1 330 and let δ = ε 5(1+ε) . We prove an upper bound of 1.7 − δ on the PoA for the case of identical weights. Assume by contradiction that 1.7 − δ is not an upper bound on the PoA. Thus, for any C > 0, there exists a game G ′ and an
Consider a game with C = 14. We classify the items into huge, big, medium, and small items. The corresponding size intervals are ( If A ′ contains a 1-bin with an item which is not huge (since A ′ is a NE, there can be at most one such bin), we modify its size to be 1. Next, we remove from the instance every item packed in A ′ in a bin together with some huge item. The resulting assignment is still a NE since the bins which now have additional empty space contain a single huge item; an item assigned to a 2 + -bin has no incentive to move, while a huge item cannot join another huge item. We denote the resulting game G and the resulting assignment A. Since the size of one item may have been increased, this item may require a new bin in an optimal solution, and we have opt(G) ≤ opt(G ′ ) + 1 and
. In what follows we analyze A and G, and we have cost(A)
In the analysis of A we assume that every 1-bin contains a huge item, and no 2 + -bin contains a huge item.
For k > 1, we let ρ k ≤ 1 k denote the minimum size of any item packed in a k-bin in A (if at least one such bin exists). The property ρ k ≤ 1 k must hold since otherwise a bin cannot contain k items of size at least ρ k . We let β k denote a k-bin which contains an item of size ρ k , and call β k a special bin. The k-bins which are not β k are called regular k-bins.
We use the next lemmas regarding A.
Lemma 4.2
In the assignment A, for k > 1, every regular k-bin contains a total size of items which exceeds max{1 − ρ k , k k+1 }, every regular k-bin has at least one item of size strictly above 1 k+1 , and moreover, for a regular k-bin β ′ (if it exists),
The lemma is proved for k > 1, however, note that every 1-bin has a huge item, and the total size of its items exceeds Proof. From the first condition and Lemma 4.2, ρ 3 ≤ 1 6 and all regular 3-bins are occupied with a total size above 5 6 . Since the bin contains a small item, then the total size of the two other items exceeds 2 3 , so at least one item is big. The third item must be either medium or big (since there are no huge items in 2 + -bins), as the total size of two small items and one big item is at most . If there is no big item, and at most one medium item, then the total size of these three items is at most In all sections where the case of unit weights is studied, we use the concept weight to denote a term which we define and use in our analysis. We also use the function w(x) defined on sizes of items. For a set of items B, we let w(B) denote the total weight according to our definition.
The proof has the following structure. After the weight is defined, we will analyze the total weight in bins of A, and in bins of an optimal solution. We will define a (modified) weight function on the items, which is based on the original weight function and, on A, and on an optimal packing which we consider. We will show that a bin of the optimal packing has weight of at most 1.7, all bins of A (except for C − 2 bins) have weights of at least 1, and all 3 + -bins have weights of at least 1 + ε. This will allow us to derive a contradiction. We use the weighting function defined in Table  2 (for simplicity we define a weight even in the case of a zero-sized item, which cannot exist).
The interval Type x ∈ ( x ∈ ( We consider some properties of w. Note that w is a piecewise linear function. We will bound the total weight of items both using the bins of an optimal solution for G and the bins of A. Proof. Since for x ∈ [0, Table 3 considers the limits of the function at the breakpoints, which are the only points that could be points of discontinuity. It can be seen from the table that the function is indeed strictly monotonically increasing (using ε ≤ Table 3 : The limits of w at breakpoints Theorem 4.9 Consider a bin B * . The total weight of items that are packed in B * is at most 1.7, and it is smaller for certain types of configurations. Specifically, there are several cases with respect to the huge, big, and medium items packed in the bin, as follows:
• If the bin does not contain a huge item then its weight is below 1.7 − 21ε. In this case the bin can contain at most six items of size above
, out of which at most five are medium.
• If the bin contains a huge item, a large item, and possibly tiny items as well, then its weight is at most 1121 660 ≈ 1.6985.
• If the bin contain a huge item, a semi-big item, and possibly small items as well, then its weight is at most 1.7. In this case the bin contains at most one semi-small item.
• If the bin contains a huge item, two medium items, and possibly some small items, then its weight is at most 1.7. The bin can contain at most one semi-small item. If the bin contains a semi-small item then the total weight is at most 1.7 − 9ε. If the medium items satisfy the condition that the size of smaller one of them is at most 1/5, and the size of the other item is at most 1/4, then the total weight of the bin is no larger than 1.7 − 8ε.
• If the bin contains a huge item, a medium item, and possibly some small items, then its weight is at most 1.7 − 2ε. The bin can contain at most two semi-small items. If the medium item is of size at most , then the total weight is below 1.7 − 21ε.
• If the bin contains a huge item and no big or medium items (but possibly some small items), then its weight is below
Proof. We analyze all cases with respect to the contents of B * . First, consider the case that the bin does not contain huge item. Due to the bounds of Table  2 , the total weight is at most 3 2 + 3ε < 1.7 − 21ε. The number of items of size above 1/7 can never exceed 6, and the number of items of size above 1/6 can never exceed 5.
In the remaining cases the bin contains a huge item. Thus, the bin can contain at most one big item. If the bin contains a large item, the remaining items are tiny. The total weight of items is at most 1 + If the bin contains a semi-big item, the remaining items are small, and there is at most one semi-small item (since the total size of two semi-small items exceeds 1/6). Let
12 be the size of the semi-big item. Using s x > 1/3 we get
We are left with the case that there are no big items in the bin. There can be at most two medium items. If there are two medium items in the bin, let their sizes be
The total size of remaining items is less than 1 2 − s x − s y ≤ 1 6 and they are small (but their size can be close to zero) so we have
If the bin contains in addition to the huge item and the two medium items also a semi-small item (note that there cannot be more than one such item), then s x + s y < 
If s x ≤ 1/5 and s y ≤ 1/4, then the total weight of the bin is at most
If there is exactly one medium item in the bin, denote its size by s y where
. The remaining items are small and the total weight in this case is bounded as follows.
If this bin contains two semi-small items, both of size above If there are no medium items in the bin, then the bin has one huge item and small items (out of which at most five can be semi-small). The total weight in this case is bounded by w(B * ) ≤ 1 + 6 5 − 6ε 1 2 = 1.6 − 3ε < 1.7 − 21ε. Next, we consider the total weight of bins of A. We start with bins containing three relatively large items. Proof. By Table 2 , for every item of size x which is not huge
11 . The second part follows since by Lemma 4.2, a regular 11-bin always contains a total size of items of at least Lemma 4.11 Let k 1 ≥ 2 be the minimum integer such that ρ k 1 ≤ 1 12 , then every (k 1 + 1) + -bin and every regular k + 1 -bin contains a total weight of at least 13 12 . Moreover, with the exception of at most one bin, every 12 + -bin has a total weight of at least Proof. We prove the second property. If there are no 12 + -bins then we are done. Otherwise, let k 2 ≥ 12 be the minimum integer such that at least one k 2 -bin exists. We have
In what follows, we consider k-bins for k = 1, 2, . . . , 10. For a given value of k, we only consider the case ρ k > If there exists a regular k-bin (for 6 ≤ k ≤ 10) which contains at least one item of size above 1 4 then since the total size of items is at most 1, the size of the smallest item in this bin is at most
. By Lemma 4.2, the total size of items is at least 1 − ρ k ≥ 1 − Table  2 we have a total weight of at least ( Table 2 , in these cases we have a total weight of at least Table 2 we have a total weight of at least ( 14 Except for at most seven 6 + -bins, every 6 + -bin has a total weight of at least 1 + ε, and it satisfies the following properties. If the bin contains three items of size above Lemma 4.15 Every 1-bin has a total weight of 1. Every regular 2-bin has a total weight of at least 1. If a 2-bin contains two big items, or at least one large item, then its total weight is at least 1 + 2ε.
Proof. Since every 1-bin has a huge item, the claim for these bins follows. Since the weight of a big item is at least 1 2 + ε, a 2-bin with two big items has a weight of at least 1 + 2ε. Next, assume that a 2-bin has an item which is not big, . By Lemma 4.4, given two items packed together in a 2-bin of A, the smaller item has size above 1 4 , and thus it is medium, while the larger item is big. Let s y ≥ s x be the sizes of the two items. We have Proof. If the bin contains at least two big items, then since the weight of any item which is not tiny is at least We are left with the case where there is at most one big item in the bin. If the bin contains a big item then by Lemma 4.5, there is at most one semi-small item, and the third item is medium (or else the bin contains two medium items). Otherwise, by the same lemma, all three items are medium. If the bin contains three medium items, since their total size is at least 3 4 (by Lemma 4.2), we have a total weight of at least ( 
If the big item is large, and the two other items are medium, we get a total weight of at least . If the big item is semi-big, and the two other items are medium, we get a total weight of at least ( . If the big item is large, and there is a small item, we get a total weight of at least . If the big item is semi-big, and there is a small item, we get a total weight of at least ( Proof. We let s t ≤ s z ≤ s x ≤ s y be the item sizes. We have s t + s z + s x + s y ≥ 4 5 and 2s t + s z + s x + s y ≥ 1.
First, we consider the cases where the is no small item in the bin. In this case at most one item is big, since the total size of two big items and two medium items exceeds 1. If all four items are medium, ( If the bin contains at least one small item, then the number of such items is at most three, since the total size of four small items is at most Table 2 , the total weight is at least . Consider the case of one small item, we have three cases. If all additional items are medium, the total weight is at least ( If there are two small items, we have three cases. If both additional items are medium, the total weight is at least ( Finally, consider the case of three small items. By Lemma 4.6, the fourth item is big. If the largest item is semi-big, the total weight is at least ( Proof. Consider a non-basic 5-bin. All items have sizes above , the total size of the items is at least 13 14 , and their weight is at least The weight of each item is at least If there is at least one small item, let s t > 1 7 denote its size. We have ℓ ≥ 4s t + s y and ℓ > 1 − s t , and we get ℓ ≥ 4s t + s y > 4(1 − ℓ) + s y , or equivalently, 5ℓ > 4 + s y .
Using Table 2 , the total weight is at least
Corollary 4.19 Except for at most ten 3 + -bins, every 3 + -bin which is not a basic 5-bin has a total weight of at least 1 + ε and the following properties. If the bin contains three items of size above 
We have a total weight of at least (
Next, we define modified weights as follows. Every item which is packed into a basic 5-bin in A, and it is packed in opt in a bin for which the upper bound on the weight proved in Theorem 4.9 is not 1.7 gets a new weight. If it is medium then its weight is increased by 4ε compared to its original weight, and otherwise is is increased by ε.
We consider each possible bin type of opt, as they are listed in the statement of Theorem 4.9, and compute the maximum increase of its total weight. A bin can contain at most six items of size in ( ], thus the weight is increased by at most 21ε. Thus for bins whose weight was at most 1 − 21ε, the total weight after the increase does not exceed 1.7.
The bins of the second type do not have items of size in ( 5 , the weight was increased by at most 8ε. In the fifth type, we only need to consider the case where the medium item has size above 1 5 , and there is at most one semi-small item, then the weight of the bin is increased by ε and it is now 1.7 − ε.
Thus, the only items of size in ( ] which are packed into basic 5-bins, whose weight was not increased come from two types of bins in opt. We call these bin types bad bins of opt. Both these bin types have a huge item, and possibly have tiny items. In addition, the first type of a bad bin has a semi-big item, and the item coming from the basic bin in A has size in ( We apply one other modification of weights. Consider 2-bins of A which contain two big items. Recall that in this case the weight of the bin is at least 1 + 2ε. For every such big item, if it has a smaller partner, a weight of ε is transferred from the big item to its smaller partner. Note that the smaller partner must be semi-small. As a result, all regular 2-bins of A now have weights of at least 1.
Recall that the larger partners are of size in ( ]. Since they are not huge, if such an item is not packed in a 2-bin, then it is packed into a 3 + -bin in A. We reduce the weight of item of size in ( ], packed into a 3 + -bin in A by 4ε if it is medium and by ε if it is semi-big (since the partners in these cases, if they exist, are medium and semi-small, respectively). Each bin of A can have at most three such items. By Corollary 4.19, a bin of A whose weight is reduced still has a weight of at least 1 + ε after the reduction. For every such item which has a smaller partner, we increase the weight of its smaller partner by the reduced amount (ε for a smaller partner which is semi-small, and 4ε for a medium smaller partner).
The only items of size in ( ] whose weight was not increased are those packed into bad bins of opt, and their partners are packed into 2-bins in A that have one medium item and one semi-big item. We let these items be denoted by P s and let the set of their larger partners be denoted by P ℓ . If at least one item of P ℓ is medium, then we let 
Proof. We only need to consider (3, 2) bins and (4, 1) bins. Moreover, since the previous weight of each such bin was at least 1 − 3ε, if at least one medium item has an increased weight then we are done, since the weight of the bin is at least 1 − 3ε + 4ε = 1 + ε. Thus, we only need to consider the case that α was defined (since otherwise all medium items in basic 5-bins have increased weight.
Recall that small items whose weight is unchanged have sizes below 1 6 − α and medium items whose weight is unchanged have sizes below 1 6 + α (except for at most one item whose weight is unchanged, called the unique item). Consider a basic 5-bin which contains a medium item (or items) whose weight was not increased, and the unique item is not in this bin. Let n c denote the number of (semi-small) items whose weight was changed. Their total size is at most nc 6 , and since the total size of items in a 5-bin exceeds 5 6 , the total size of the 5 − n c remaining items is at least 5−nc 6 . For items whose weight was not increased, a medium item has size below 1 6 + α, and a semismall item has size below 1 6 −α, thus out of the remaining 5−n c items, the number of medium items must be larger than the number of semi-small items (whose weight was not increased). Therefore, in a (4, 1) bin, all semi-small items must have an increased weight, which gives a total of at least 1 − 3ε + 4ε = 1 + ε. In a (3, 2) bin, there is at most one semi-small item whose weight was not increased, which gives a total weight of at least 1 − ε + 2ε = 1 + ε.
Corollary 4.23
In the packing A, every 3 + -bin (except for at most eleven bins) has a modified weight of at least 1 + ε. Every 1-bin and every 2-bin (except for at most one bin) has a modified weight of at least 1. In opt(G), the weight of every bin is at most 1.7.
We find an upper bound on the number of bins in A whose weight is strictly below 1 + ε. Proof. The number of items of size above 1 4 is at least twice the number of 1-bins and 2-bins, since each such bin has two such items (a huge item counts as two such items), while an optimal solution can combine at most three such items in each bin.
We find bounds on the total weight of all items in G. In the optimal solution we have opt(G) bins, each one of weight of at most 1.7. As for the bins of A, all bins have weights of at least 1 (except for at most twelve bins, which we call special). Moreover, the 3 + -bins of A (except for the special 3 + -bins) have weights of at least 1+ε. Thus, there are at least cost(A)−12− 
The SPoA and SPoS for unit weights
We consider the quality of strong equilibria.
While any SNE is (by definition) a WPO-NE, and every SPO-NE is a WPO-NE, not every SNE is SPO-NE and not every SPO-NE is a SNE. Consider the following simple examples.
Let J 1 be the input consisting of four items of the sizes 0.55, 0.56, 0.34 and 0.35. Consider a packing where each one of the two first items is packed in a dedicated bin and the two last items are packed in a third bin. The costs of the items are 1,1, . This packing is not strictly Pareto optimal, since in the packing where the third item is combined with the first one, and the fourth item with the second one, all costs are 1 2 . However, the first packing is a strong equilibrium since the last two items cannot have costs below 1 2 in any packing, so they have no incentive to join a coalition, while the two other items cannot reduce their costs without the cooperation of the last two items.
Let J 2 be the input consisting of six items of the sizes 0.52, 0.54, 0.24, 0.23, 0.22, and 0.21. Consider a packing where the first item, third item, and fourth item are packed in one bin, and the remaining items are packed in another bin. This packing is strictly Pareto optimal, since every item has cost 1 3 , and the only way that each one of the two first items can have such a cost is that it is packed with two of the smaller items. However, the packing is not a SNE, since the four small items can form a coalition and move to a new bin together, reducing their costs to 1 4 . It can be seen that the solution is a solution of optimal social cost, while no such solution is a SNE. In this section we will show that indeed the SPoS is much higher than 1.
The SPoA
One special case of the GSC for unit weights is NFI, since by packing the smallest items one by one, the resulting subset has maximum cardinality. It was proved in [26] that NFI which is a polynomial time algorithm finds a NE. We have shown that NFI is a polynomial time algorithm which finds a SNE. Since the tight asymptotic approximation ratio of NFI is T ∞ , this gives a lower bound on the SPoA. (This lower bound is achieved with items of sizes
Since the generic algorithm may give outputs that cannot be created by NFI (for example if the input consists of four items of sizes 0.34, 0.35, 0.36, 0.37, there are three possible outputs of the algorithm, and only one of them can be achieved by NFI), we prove an upper bound of the same value separately, by showing the no execution of the algorithm can output a larger number of bins than that of NFI. Note that some executions may result in a smaller number of bins than that of NFI (which we discuss in more detail in the study of the SPoS). One example is an input with two items of size 0.4 and two items of size 0.6. NFI uses three bins, but an algorithm which chooses two items of different size for the first bin will only use two bins.
Lemma 5.1 For an input I, let n I = NFI(I) be the number of bins created by NFI. Any execution of the algorithm GSC results in at most n I bins. Thus NFI computes the worst strong equilibrium for every input.
Proof. Assume by contradiction that some execution of GSC created at least n I + 1 bins. Let B 1 , B 2 , . . . , B n I denote the bins of NFI, in the order of creation, and let B 1 , B 2 , . . . , B n I , B n I +1 denote the first n I + 1 bins of the other output of GSC, in the order of creation. Since |B n I +1 | > 0,
j=1 |B j | so there exists at least one value i such that 1 ≤ i ≤ n I such that
and thus k ′ > κ ′ . This clearly holds if i ′ = 1, and for the case i ′ > 1 it holds since otherwise i ′ − 1 would satisfy the requirement and i ′ would not be minimal.
Let X = ∪ i ′ j=1 B j . We claim that every k ′ items of X fit into one bin. This holds since the k ′ largest items of X are packed into B i ′ . We will show that the set I \ ∪ i ′ −1 j=1 B j contains a non-empty subset of k − κ + κ ′ items which can fit into one bin. Note that using k > κ, k − κ + κ ′ > κ ′ , and
Consider the set Y = X \ ∪
j=1 B j , so all items of Y are available for packing after the bins B 1 , . . . , B i ′ −1 were created. Recall that any k ′ items of Y can fit into a bin and therefore any k−κ+κ ′ ≤ k ′ items of Y can fit into a bin. In addition, |Y | ≥ |X|−(κ−κ ′ ) = k−κ+κ ′ . Thus, when the items of B i ′ are selected by GSC, it is possible to pick a set of k − κ + κ ′ > κ ′ items rather than picking B i ′ which has only κ ′ items, which is a contradiction.
We have proved the following theorem.
Theorem 5.2
The SPoA is equal to T ∞ ≈ 1.69103.
The SPoS
We turn to the study of the SPoS and define a different sequence as follows. Let τ 1 = 2, τ 2 = 4, τ 3 = 9, τ 4 = 37, and for i ≥ 4, τ i+1 = τ i (τ i − 1) + 1. Since τ i ≥ 2 for all i, τ i+1 ≥ τ i + 1 and the sequence is monotonically increasing. In fact, we can show that τ i+1 ≥ τ i + 2 and τ i+1 ≥ 2τ i . This holds for i = 1, 2, 3, and for i ≥ 4, τ i ≥ 37, and
holds for all i ≥ 1. This last property is equivalent to τ i+1 ≥ 2τ i . Finally, note that for i ≥ 4, τ i+1 − 1 is divisible by τ i − 1 and by τ i . The sequence satisfies
Theorem 5.3
The SPoS is at least Θ ∞ .
Proof. We define an input for which the output of NFI is the unique output of GSC. Thus, there is a unique SNE (up to swapping locations of items of equal size). We define the set of items via an optimal solution. This optimal solution which has N bins, each of which has one item of size 1 τ i + ε for 1 ≤ i ≤ j for a fixed value of j ≥ 10, and an additional item of size 1 τ 3 + ε. The value of ε is chosen so that it satisfies ε < 1 (j+1)·τ j+1
. The total size of items in a bin is 1 − 1 τ j+1 + (j + 1)ε ≤ 1. The number N is chosen to be divisible by 2(τ j − 1), and thus it is divisible by any τ i − 1 for 1 ≤ i ≤ j.
Since all items have sizes of at least 1 τ j + ε, the first bin should contain at most τ j − 1 items.
It is possible to pack τ j − 1 items of size 1 τ j + ε, and any other combination is impossible since for j > 1 we have
Thus, the algorithm packs
identical bins. After this packing is completed, the algorithm is faced with the same situation for j − 1, j − 2, . . .. In the case that only one type of items remains (of size 1 2 + ε), the items must be packed into dedicated bins. We get that the algorithm packs
bins while an optimal solution has N bins. Letting j tend to infinity we can get arbitrarily close to Θ ∞ .
Next, we prove a tight upper bound. For this we describe a class of specific runs of GSC(which can be applied in polynomial time). For every input I, such a run creates a SNE of cost of at most Θ ∞ opt(I) + 20. Note that this output is not necessarily the best SNE (while NFI necessarily outputs the worst SNE). It can be seen that the problem of finding the best SNE is strongly NP-hard. Consider the following decision problem: given an instance of bin packing and an integer m, does there exist a SNE packing with at most m bins. It is possible to define a reduction from 3-partition to this problem. The input of 3-partition is an integer B and 3m items of integers in (
2 ), and sum 3B, and the question is whether they can be partition into subsets of three items so that the sum of each triple is B. By scaling the numbers by B, we get an instance of bin packing. Note that no four items can be packed into one bin, and therefore if a packing into m bins exists then this packing must be a SNE.
We use the following parameters . We define the algorithm Steps, which is a special case of GSC. This algorithm executes NFI most of the time, but in several cases it tries to create bins which are packed in a better way. In such cases the algorithm creates lists out of which the items for the bins which are not packed using NFI are chosen. At the time of creation of the list, the items are not removed from the input, and are still available in steps where the lists are not used (unless the item has been packed). When the algorithm applies NFI, this means that it repeatedly picks a maximum prefix of the (nondecreasingly) sorted list of items, removing it from the input set of items and assigning it to a bin. The item is also removed from all lists which were created by the algorithm.
Algorithm Steps
Let I be an item set. Step 1. Apply NFI. For each new bin, if the last item packed into the bin has size above 1 12 (so no items of size at most 1 12 remain), go to step 2.
Step 2. Since all remaining items are larger than 1 12 , no bin with more than eleven items can be formed. In this step we form bins with eleven items. Create a list X 11 of unpacked items of size in ( Recall that the items of X 6 and X 11 are not removed from I at this time.
As long as |X 6 | > 0 and |X 11 | > 9, pack 10 items of X 11 with one item of X 6 into a bin, and remove them from these sets and from I. The items fit into the bin since their total size is at most 10( Step 3. Apply NFI. For each new bin, if the last item packed into the bin has size above 1 11 , go to step 4.
Step 4. Since all remaining items are larger than 1 11 , no bin with more than ten items can be formed. In this step we form bins with ten items. Create a list X 10 of unpacked items of size in ( As long as |X 6 | > 0 and |X 10 | > 8, pack 9 items of X 10 with one item of X 6 into a bin, and remove them from these sets and from I. The items fit into the bin since their total size is at most 9( Step 5. Apply NFI. For each new bin, if the last item packed into the bin has size above 1 10 , go to step 6.
Step 6. Since all remaining items are larger than 1 10 , no bin with more than nine items can be formed. In this step and the next step we form bins with nine items. Create a list X 9 of unpacked items of size in ( As long as |X 6 | > 0 and |X 9 | > 7, pack 8 items of X 9 with one item of X 6 into a bin, and remove them from these sets and from I. The items fit into the bin since their total size is at most 8( 1 10 + δ 9 ) + ( 1 7 + δ 6 ) = 33 35 + 8δ 9 + δ 6 = 1. Go to step 7.
Step 7. Create a list X 7 of unpacked items of size in ( As long as |X 7 | > 2 and |X ′ 9 | > 5, pack three items of X 7 with six items of X ′ 9 into a bin, and remove them from these sets and from I. The items fit into the bin since their total size is at most 3( Step 8. Apply NFI. For each new bin, if the last item packed into the bin has size above 1 9 , go to step 9.
Step 9. Since all remaining items are larger than 1 9 , no bin with more than eight items can be formed. In this step we form bins with eight items. Create a list X ′ 7 of unpacked items of size in ( As long as |X ′ 7 | > 3 and |X 8 | > 3, pack four items of X ′ 7 with four items of X 8 into a bin, and remove them from these sets and from I. The items fit into the bin since their total size is at most 4( Step 10. Apply NFI. For each new bin, if the last item packed into the bin has size above 1 7 , go to step 11.
Step 11. Since all remaining items are larger than 1 7 , no bin with more than six items can be formed. In this step we form bins with six items. Create a list X 3 of unpacked items of size in ( As long as |X 3 | > 0 and |X 6 | > 4, pack one item of X 3 with five items of X 6 into a bin, and remove them from these sets and from I. The items fit into the bin since their total size is at most Step 12. Apply NFI. For each new bin, if the last item packed into the bin has size above 1 6 , go to step 13.
Step 13. Since all remaining items are larger than 1 6 , no bin with more than five items can be formed. In this step we form bins with five items. Create a list X 5 of unpacked items of size in ( As long as |X ′ 3 | > 0 and |X 5 | > 3, pack one item of X ′ 3 with four items of X 5 into a bin, and remove them from these sets and from I. The items fit into the bin since their total size is at most 4( Step 15. Since all remaining items are larger than 1 5 , no bin with more than four items can be formed. In this step we form bins with four items. Create a list X 4 of unpacked items of size in ( Step 16. Apply NFI. For each new bin, if the last item packed into the bin has size above 1 3 , go to step 17.
Step 17. Since all remaining items are larger than As long as |X 1 | > 0 and |X 2 | > 0, pack one item of X 1 with one item of X 2 into a bin, and remove them from these sets and from I. The items fit into the bin since their total size is at most Note that in some steps it is possible to apply maximum matching techniques which allow to construct a potentially better packing. However, the analysis of the current algorithm is easier, and since we already obtain tight bounds of the SPoS, modifying the algorithm would not give a lower asymptotic bound.
We define a new weighting function w ′ : I → R. The weight w ′ (i) of an item i which was packed by NFI (i.e., it was packed in one of the steps 1, 3, 5, 8, 10, 12, 14, 16, 18 ) is w(s i ).
We let γ 2 = The weights of the items packed in other steps are as follows. For an item i, if i was packed in step j (j ∈ {2, 4, 7, 9, 11, 13, 15, 17}), w ′ (i) = w(s i ) − γ j . As for items packed in step 6, for an item of I 6 (if i was packed in step 6) w ′ (i) = w(s i ) − γ 1 6 , and for an item of I 9 (packed in step 6), w ′ (i) = w(s i ) − γ . If in step 18 there may exist a bin which contains a single item of I 2 , which we also define to be special (if it exists). We set the weights of all items packed in special bins to zero, and therefore their weights according to w ′ are no larger than other items of the same classes (whose weight is positive).
Lemma 5.5 Let D be the number of items created in steps 1, 3, 5, 8, 10, 12, 14, 16, 18 . The total weight of items in these bins according to w ′ is at least D − 14.
Proof. In each one of these steps, the algorithm applies NFI on a subset of items. Let D i be the number of bins for step i, excluding the last bin. Using [23] , the number of bins in the output of NFD applied to the contents of the bins of step 1 is D 1 as well. Using [5] , the total weight of these items according to ω is at least D 1 − 3. The items in the bins packed in step 1 (except for the last bin) have sizes of at most 1 12 , for every such size x, w(x) = ω(x), and this is also the weight of the item according to w ′ .
In the other steps, every bin which is not a special bin contains items of one interval I k . It must contain exactly k such items, so the total weight is at least 1. In the last step, except for the special bin, every bin either contains an item of I 1 (possibly in addition to an item of I 2 ) or two items of I 2 , so its total weight is at least 1.
Thus we have weight of at least D i in step i, for i = 3, 5, 8, 12, 14, 18, at least D i −1 for i = 10, 16, and at least D 1 − 3 in step 1. There are at most 11 special bins, thus the total weight is at least D − 14.
Thus, the total weight according to w ′ of all input items is at least the number of bins in the output minus 14.
Theorem 5.6 For any bin of an optimal packing opt, the total weight of items packed in it is at most Θ ∞ . This is true for all bins except for at most 72 bins, each of which has a weight of at most T ∞ . The total weight of the items is at most Θ ∞ opt + 6, and the SPoS is at most Θ ∞ .
Proof. Since w(s i ) ≥ w ′ (i) for every item i, we analyze the weight with respect to w in some of the cases. We analyze possible bins based on their contents. For an item i where w ′ (i) < w(s i ) we say that i has reduced weight. This reduced weight can be a result of being packed in a special bin of steps 1, 3, 6, 8, 10, 12, 14, 16 , and 18, or of being packed in one of the other steps.
We use the following property.
Claim 5.7
The total weight according to w of a set of items packed into a bin is at most 1.691.
Proof. The weight function ω used in [5] is no smaller than w for every item, and the property was proved for this function. Note that many related (but not identical) weight functions have been defined [31, 24, 19] , some of which (but not all of which) can be used in the proof instead of the one of [5] . Consider a bin B packed by opt. Since for x ≤ In what follows we use the property: if x ≤ Proof. The weight of the large item is 1, and the weight of the remaining items is at most We partition the remaining types of bins into good and bad bins. A bin which contains an item of I 1 and an item of I 2 is called good if one of these two items is sufficiently large, that is, either the larger item has size above Proof. If B is good, then the total size of the two large items is at least 144 ≈ 1.5902778. If B is bad, then the item of I 1 was on the list X 1 of step 17, and the item of I 2 was on the list X 2 . The step is completed only once one of the two list is empty, thus the weight of at least one of these two items according to w ′ is smaller by γ 17 than its weight according to w. Thus
We are left with the cases where the bin contains an item of I 1 , an item of I 3 , and an item of size above 1 9 . Since the remaining size in the bin is less than 1 4 , this last item can be of one of the intervals I 4 , I 5 , I 6 , I 7 , I 8 . This item is called the third item.
In the case that the size of third item is in I 7 , the remaining items have total size of less than . There is at most one bad bin where none of these two items has a reduced weight according to w ′ , which holds since step 15 terminates when X 4 has at most one item or X ′′ 3 has at most one item (if there were at least two such bins then |X 4 | ≥ 2 and |X ′′ 3 | ≥ 2), and every such item which was removed earlier has a reduced weight as well.
Lemma 5.14 (C.1) Every bin B which satisfies the condition of this case (except for at most one bin) has w ′ (B) ≤ Θ ∞ , no matter whether it is good or bad.
Proof. If B is good, then the total size of the three large items is at least There are at most three bins where none of these two items has a reduced weight according to w ′ at the termination of step 13 (though if an item of I 3 remains then its weight can be still reduced later), since step 13 terminates when X 5 has at most three items or X ′ 3 is empty.
Lemma 5.15 (C.2) Every bin B which satisfies the condition of this case (except for at most three bins) has w ′ (B) ≤ Θ ∞ , no matter whether it is good or bad.
Proof. If B is good, then the total size of the three large items is at least . The total weight is at most 361 225 ≈ 1.60444. If B is bad, then it has an item of reduced weight (which is true for all bins except for at most three). The item with reduced weight is packed in a special bin or in one of the steps 11,13, or 15. The total size of the three large items is . We note that there are at most three bins where none of these two items has a reduced weight according to w ′ at the termination of step 9.
Lemma 5.16 (C.3.1) Every bin B which satisfies the condition of this case (except for at most three bins) has w ′ (B) ≤ Θ ∞ , no matter whether it is good or bad.
Proof. If B is good, then the total size of the four large items is at least If B is bad, with an item of reduced weight (which is the case for all such bins except for at most three bins), the item with reduced weight is packed in a special bin or in one of the steps 7 or 9. The total size of the four large items is at least Note that every bad bin has an item of size at in ( . We note that there are at most five bins where none of these two items has a reduced weight according to w ′ at the termination of step 7.
Lemma 5.17 (C.3.2) Every bin B which satisfies the condition of this case (except for at most five bins) has w ′ (B) ≤ Θ ∞ , no matter whether it is good or bad.
Proof. If B is good, then the total size of the four large items is at least Consider the case that B is bad and has an item of reduced weight which was packed in a special bin or in one of the steps 6 or 7 (which holds for all such bins except for at most five). The total size of the four large items is at least Proof. In this case the remaining space is 1 36 . The results of [5] for the case that all items are of size at most 1 35 (where the weight function is equal to our function for such items) imply that the supremum weight is achieved by the total weight of greedy sequence, which is exactly the sequence τ 4 , τ 5 ,. . .. This last weight is at most Θ ∞ minus 1 + Proof. We consider several cases. If there is an item of I 9 , the total size of remaining items is at most 1 − We define a good bin as a bin where the second item has size above There are at most four bins where none of these two items has a reduced weight according to w ′ at the termination of step 11.
Lemma 5.20 (C.5.1) Every bin B which satisfies the condition of this case (except for at most four bins) has w ′ (B) ≤ Θ ∞ , no matter whether it is good or bad.
Proof. If B is good, then the total size of the three large items is at least Consider the case that B is bad and has an item of reduced weight which was packed in a special bin or in one of the steps 2, 4, 6, or 11 (which holds for all such bins except for at most four). The total size of the three large items is at least The third item is of I 6 , and the fourth item is of one of the intervals I 9 , I 10 , I 11 .
We say that the bin is good if the third item has size above 1 7 + δ 6 or both the second item and the fourth item are relatively large, that is, the second item has size above Proof. Let j be the index such that the fourth item is of I j . Note that δ j + δ 3 > δ 6 for j = 9, 10 and δ 11 + δ 3 < δ 6 .
For j = 9, 10, the total size of the four large items is at least Proof. We show that except for a constant number of bins, it is either the case that the third item has reduced weight, or both the second and fourth items have reduced weight. Specifically, there are either at most four bins where the third item does not have reduced weight or at most seven bins where one of the two other items does not have reduced weight.
If there are at most four bins where the third item does not have reduced weight, then the items in the other bins were packed in in a special bin or in one of the steps 2, 4, 6, or 11, and the weight was reduced by at least min{γ 2 , γ 4 , γ 1 6 , γ 11 }. Otherwise, there are at least five bins where the third item does not have reduced weight, then it is always satisfied that |X 6 | ≥ 5 after step 6, so this step terminated with |X 9 | ≤ 7 and step 11 terminated with |X 3 | = 0. This means that there are no bins where the second item does not have reduced weight, and there are at most seven bins where the fourth item does not have reduced weight. In the other bins, for items which are not packed in special bins, the weight of the second item was reduced in step 11, and the weight of the fourth item is step 6.
The total size of other items is at most 1 − Proof. The proof that there are either at most four bins where the third item does not have reduced weight or at most nine bins (eight bins if j = 10) where one of the two other items does not have reduced weight is similar to the previous case. For a bin B, if the third item has a reduced weight, then it was packed in a special bin or in one of the steps 2, 4, 6, or 11. If the second item has reduced weight after step 11, then it was packed in a special bin or in this step. If the fourth item has reduced weight after step 4, then it was packed in a special bin, in step 2, or in step 4.
The total size of items except for the three large items is at most 1− Proof. Except for at most four bins, after step 11 it is either the case that the second item has reduced weight or the third item does. If B is bad and has an item of reduced weight which was packed in a special bin or in one of the steps 2, 4, 6, or 11.
The total size of remaining items is at most 1 − Proof. Except for at most nine bins, after step 6 it is either the case that the third item has reduced weight or the fourth item does. If B is bad and has an item of reduced weight which was packed in a special bin or in one of the steps 2, 4, or 6. In this case the weight of the third item or the weight of the fourth item was reduced.
The total size of the items except for the three largest items is at most 1 − Let ALG denote the number of bins created by the algorithm. We have w(I) ≤ Θ ∞ opt + 6 and w(I) ≥ ALG − 14, thus ALG ≤ Θ ∞ opt + 20, which implies the upper bound on the SPoS.
The SPO-PoA for unit weights
In this section we analyze the SPO-PoA. We start with an upper bound. Proof. Consider a NE packing A for an input I which is strictly Pareto optimal. We show that the number of bins in A is at most 1.6281130267 · opt(I) + C, where C is a constant which does not exceed 1000.
We use the next weighting function (recall that since we are dealing with unit weight, we can use the term weight for a function which we define) on the items packed into 2 + -bins. Let ε ≥ ζ ≥ γ ≥ β ≥ α ≥ µ > 0 be constants, some of which are determined later. These parameters are also called bonuses. We require 
Note that for 0 < x ≤ Proof. Let ι ≥ 12 be the smallest integer such that a j-bin with a total size of items below 12 13 exists in A, and let B ι be such a bin of minimum load. If j does not exist then the claim holds trivially, since the weight of every item is at least 13 12 times its size. Otherwise, B ι contains at least one item x of size below 1 13 . There can be no additional ι + -bin with a total size below 12 13 , since x can benefit from moving into such a bin. Thus, each 12 + -bins (with the exception of at most one bin) has a total weight of 1.
Let τ 1 be the number of 1-bins. In every NE packing all 1-bins except for at most one bin contain an item of size above 1 2 . The weight of items in 1-bins was not defined yet and we define the weight of every item in a 1-bin which has size above 1 2 to be 1, and otherwise its weight is zero. Thus the total weight of items in 1-bins is at least τ 1 − 1.
For every 2 ≤ j ≤ 11 we define a special bin and regular bins as in Section 4. By Lemma 4.2, the total size of items in each regular k-bin is above max{1 − ρ k , Proof. Assume by contradiction that A contains at least j 2 + j very light bins, and consider j 2 + j such bins. Those bins contain at least j 2 + j items of size at most 1 j+1 (at least one per bin), and the size of each item of the remaining (j − 1)(j 2 + j) items is at most 1 j . We create an alternative packing in which only the items of these bins are packed differently as follows. We create j bins of j + 1 items of size at most For all values of j such that 1 ≤ j ≤ 11, the number of very light j-bins and special bins together is at most 561. In what follows we neglect such bins in our calculations, and assume that only standard and heavy bins exist. In what follows, we consider only the case ρ j > 1 12 for 2 ≤ j ≤ 10, since otherwise all j-bins have sufficient weight. Lemma 6.5 Every regular 11-bin except for at most 23 bins has total weight of at least 1.
Proof. If the total size of items in a bin is at least 12 13 , or the total size is at least 11 12 and it has an item of bonus α or two items of bonus µ then we are done similarly to the previous lemma. Thus, in order to have an 11-bin of weight below 1 we must have ρ 11 ∈ ( the total size of items in every 11-bin is at least Proof. The weight of a standard bin is at least . Once again, the bin must contain another item of bonus at least β (since otherwise the total size of items is at most 5 6 ). The weight before the bonuses is at least hold, then every heavy 5-bin has a weight of at least 1, and every standard 5-bin has weight of at least 1, if β ≥ Proof. The weight of a standard bin is at least If a heavy bin has an item of bonus at least ζ, then we are done. Otherwise, the largest item has a bonus of β or γ.
If the total size of items is in ( hold, then every heavy 6-bin has a weight of at least 1, and every standard 6-bin has weight of at least 1.
Proof. The weight of a standard bin is at least 96 ≤ β + 5α ≤ 6α. If a heavy bin has an item of bonus at least ζ, then we are done. Otherwise, the largest item has a bonus of β or γ. If the total size of items is in ( and every item has a bonus of at least α. We get , then every heavy 7-bin has a weight of at least 1, and every standard 7-bin has weight of at least 1.
Proof. The weight of a standard bin is at least Proof. The weight of any such bin is at least Otherwise, the bin can contain one item of bonus ξ or one item of bonus ζ or two items of bonus ζ or two items of bonuses ζ and ξ. The remaining space for other items in the four cases is at most Proof. Since the bin contains an item of F 1 , its weight is 1 and the remaining space for other items is below
An item of size χ 3 must be packed with at least four items. If three items of size at least χ 3 are packed in a bin, then it is not possible to add two items of size χ 4 (since 3(
Recall that items of size χ 5 or smaller items cannot be combined with items of size χ 3 , thus, every bin which has an item of size χ 3 must contain at least three items of size χ 4 . Thus, the only way to comply with these requirements is to pack the items of size χ 3 in pairs, each pair with three items of size χ 4 . This shows that in an alternative packing the items of sizes χ 3 , χ 4 , and χ 5 must be packed in the same types of bins as in the packing above. Moreover, all bins except for 1-bins and 3-bins have load above 7 8 , so items of sizes χ 3 and χ 4 cannot deviate. It is not difficult to see that items in 3-bins and 1-bins cannot deviate, and the items of size χ 2 must be packed in triples. We find that any alternative packing has the same structure, and thus no item decreases its cost, that is, no alternative packing can exist.
The exact convergence time for unit weights
In [26] it was shown that the number of steps for convergence is O(n 2 ). In this section we find the exact worst case number of steps, which turns out to be Θ(n 3/2 ). Note that [34] showed using methods from [20] that for the case of general weights (in fact, for proportional weights) the number of steps can be exponential. Theorem 7.1 Let n be an integer, consider the integers i, j such that 0 ≤ j ≤ i − 1 and n = i(i + 1)/2 − j. Clearly i = Θ( √ n). The maximum number of steps until convergence is at most
2 ), and there exists an input of n items where this bound can be achieved.
Proof. We start with a lower bound. Consider a set of n items, each of size 1 n , and an initial packing where each one of the items is packed in its own bin. Let a staircase packing be a packing where for every 1 ≤ η ≤ i, η = j, there is exactly one bin with η items.
We show using induction on i that there exists a sequence of exactly i(i+ 1)(i− 1)/6− j(j − 1)/2 steps which results in a staircase packing. We first show it for the case j = 0 by induction on i. For i = 1, in every packing there is exactly one bin with one item, and this packing is a staircase packing. For a given value of i, n = i(i + 1)/2. We consider a subset of n ′ = n − i = i(i − 1)/2 items. By the induction hypothesis it is possible to obtain a packing such that for any 1 ≤ η ≤ i − 1 there is a bin with η items. Considering the set of n items, we get that for any 2 ≤ η ≤ i − 1 there is a bin with η items, and there are i + 1 bins with a single item. By the hypothesis, this packing is obtained in i(i − 1)(i − 2)/6 steps. Let B η denote a specific bin with η items for 1 ≤ η ≤ i − 1, where the bin B 1 is chosen arbitrarily. The i other items packed in dedicated bins are called free items. For the k-th free item (1 ≤ k ≤ i − 1), it is moved from its bin, to the bins B 1 , B 2 , . . ., B i−k , in this order. B i−k will now contain i − k + 1 items and will not be used again in this process. After all these steps B η (for 1 ≤ η ≤ i − 1) will contain η + 1 items. The i-th free item remains packed in its own bin, so as a result, for any 1 ≤ η ≤ i there is a bin with η items. The number of additional steps for the free items is
The total number of steps is
To show the claim for the case for j = 0, we use the previous claim. Assume n = i(i + 1)/2 − j where 0 < j < i. In this case create a staircase packing of a subset of n ′ = i(i − 1)/2 items, leaving i − j free items. The k-th free item (1 ≤ k ≤ i − j), is moved from its bin, to the bins B 1 , B 2 , . . ., B i−k , in this order. The bin B i−k will contain i − k + 1 items as a result and will not be used for later steps. After this is done for i − j items, B η will contain η + 1 items for j ≤ η ≤ i − 1, and for 1 ≤ η ≤ j − 1, B η still contains η items. Thus, for every 1 ≤ η ≤ i, η = j, there is exactly one bin with η items and this is exactly a staircase packing as required. The number of additional steps is
The total number of steps is i(i + 1)(i − 1)/6 − j(j − 1)/2. Once a staircase packing is achieved, we show that it is possible to reach a packing where all items are packed in one bin together using exactly i(i + 1)(i − 1)/6 − ij + j(j + 1)/2 steps. We define a phase as follows. In the beginning of a phase there are bins with different numbers of items. Let J = {j 1 < j 2 < · · · < j |J| } be the set of numbers of items before some phase, and let the bin B η for η ∈ J be the bin with η items. If |J| > 1, we repeatedly take an item from B j 1 , and move it to B j 2 then to B j 3 and so forth until it reaches B j |J | . A phase ends when all items of B j 1 were moved. If j = 0 then initially J = {1, . . . , i}, there are i − 1 phases, and the number of steps is
Otherwise, initially J = {1, . . . , i} − {j}, there are i − 2 phases, and the number of steps is
The total number of steps is therefore
For the upper bound, consider an input I of n = i(i + 1)/2 − j items for 0 ≤ j ≤ i − 1, an initial configuration and a sequence of moves. Let p min denote the smallest item size in I. Let ε = min{p min , 1/n}, and let I ′ be the input where s i = ε for 1 ≤ i ≤ n. For the input I ′ there cannot be invalid moves, since all items can be packed into one bin. Proof. Since no item was increased, all configurations of I are valid for I ′ . Since the cost of an item in a packing depends only on numbers of items in its bin and not on their sizes, modifying the sizes may only increase sets of beneficial deviations, that is, every move which was beneficial and possible for I remains such for I ′ and the sequence of moves is still valid.
In what follows, we will consider only sequences of moves for I ′ . In particular, we consider only sequences with a maximum number of moves. Such a sequence must exist since from the results of [26] every sequence of moves has finite length. Claim 7.3 Every sequence with a maximum number of moves starts with the configuration where every item is packed in a separate bin, and ends with the configuration that all items are packed in one bin.
Proof. Consider a sequence of ℓ moves. Assume that there is a bin B with k ≥ 2 items in the initial configuration, and let φ ∈ B. Modify the configuration such that instead of B the starting configuration has the two bins B \ {φ} and {φ} (other bins remain unchanged). Next, add a step in the beginning of the sequence of moves where φ moves to join the items of B \ {φ}. This is an improving step since φ reduces its cost from 1 to 1 k . This results in a sequence of ℓ + 1 steps, which contradicts maximality.
Next, assume that after the sequence of moves there are at least two non-empty bins, containing k 1 and k 2 items respectively, where k 1 ≤ k 2 . Let ψ be an item packed in the first bin. Add a move of ψ to the second bin in the end of the sequence. This is an improving step since ψ reduces its cost from
. This results in a sequence of ℓ + 1 steps, which contradicts maximality.
Let k > 0 be an integer. We define a level k small step to be a move where an item moves from a k-bin to another k-bin. A step is called a small step if there is an integer k such that the step is a level k small step. Given the set of sequences of steps of maximum length we focus on sequences where the prefix of small steps has maximum length.
Claim 7.4 Assume that after a prefix of the sequence of steps is applied there are at least two k-bins. Then there is at least one level k small step in the remainder of the sequence.
Proof. Assume by contradiction that there is no level k small step in the remaining part of the sequence. Since the sequence of steps terminates only when all items are packed in one bin, there is at least one item in the union of the k-bins which will perform a move (in fact, all the items of all the k-bins except for one such bin will do that). Consider the first step after the current configuration was reached which involves one a k-bin (either an item moving to the bin or moving out of it).
There are two possible moves. If an item ψ moves from a k-bin into a bin with k ′ > k items, we modify the sequence as follows. First ψ moves to the another k-bin, and then it moves to the bin with k ′ items. The second step is still beneficial for ψ since in the second step it moves from a (k + 1)-bin to a bin with k ′ ≥ k + 1 items. This modification augments the length of the sequence by 1, which contradicts maximality.
If an item φ moves from a bin withk < k items to one of the k-bins, we modify the sequence as follows. First choose an arbitrary item from one of k-the bins and move it to another k-bin. Then, move φ to the bin out of which an item was just moved (which currently has k − 1 items). This last move is beneficial sincek ≤ k − 1. This modification augments the length of the sequence by 1, which contradicts maximality. Claim 7.5 Consider the prefix of small steps. After this prefix is performed, every bin has a different number of items.
Proof. Assume by contradiction that at this time there are two k-bins. Using Claim 7.4, there will be a level k small step later in the sequence, which will be the first move which involves k-bins. Since all items are identical, it is possible to perform such a step immediately instead of at a later time. This does not change the number of steps in the sequence, and it increases the length of the prefix of small steps, which contradicts maximality of the prefix. Claim 7.6 Consider the prefix of small steps. After this prefix is performed, there is one bin of each number of items in {1, 2, . . . , i} \ {j}, that is, a staircase packing is created.
Proof. We prove an invariant which is kept as long as only small steps are done. Let b k be the number of bins with k items, and recall that initially b 1 = n and b ℓ = 0 for 0 < ℓ ≤ n. Assume that at a given time, k m is the maximum integer such that b km > 0. We say that a number 1 ≤ k ≤ k m − 1 is bad if b k = 0, and otherwise it is good. That is, a number k is bad if there are no k-bins, but there exists at least one (k + 1) + -bin. If b k ≥ 2 then we say that k is very good. Two bad numbers are called consecutive bad numbers if all numbers between them are good, that is, if k 1 and k 2 such that k 1 < k 2 < k m are both bad (b k 1 = 0 and b k 2 = 0), and for all k ′ such that
The invariant is as follows. For every pair of bad consecutive numbers 1 ≤ k 1 < k 2 < k m , there exists a number k 1 <k < k 2 suchk is very good. Recall that we only consider small steps and consider the change resulting from a single level k small step. Every level k small step implies that before this step there are at least two k-bins and so k is very good. Note that if k = k m then the value k m increases by 1, and the only number which can become bad as a result of the step is k.
Assume first that k remains very good. No bad numbers are created, and since no bin stops beings very good then the invariant holds (even if some bin stops being bad). If k remains good, but not very good, then still no new bad numbers are created and we only need to consider the case that k was the only very good number between two consecutive bad numbers. Let these two numbers be k 1 < k < k 2 . If k 2 > k + 1 and k 1 < k − 1, then the numbers of k 1 -bins and k 2 -bins are unchanged and the numbers k 1 , k 2 remain consecutive bad numbers between which we need to show that a very good number exists after the step. Since k + 1 was good, as a result of the move b k+1 ≥ 2, and since k 1 < k + 1 < k 2 , there is a very good number between k 1 and k 2 , as required. If k 1 = k − 1 but k 2 > k + 1 then k 1 becomes good. If k 1 was the minimum bad number then we are done. Otherwise, let k 3 < k 1 be a bad number such that k 3 and k 1 were consecutive bad numbers. We now have that k 3 and k 2 are consecutive bad numbers and b k+1 ≥ 2 so k + 1 is a very good number between them. If k 1 < k − 1 but k 2 = k + 1 then k 2 becomes good. If k 2 was the maximum bad number then we are done. Otherwise, let k 4 > k 2 be a bad number such that k 2 and k 4 were consecutive bad numbers. We now have that k 3 and k 4 are consecutive bad numbers and b k−1 ≥ 2 so k − 1 is a very good number between them. Finally, if both k 1 = k − 1 and k 2 = k + 1 hold, then the only case of interest is when k 1 was not the minimum bad number and k 2 was not the maximum bad number. We let k 3 < k 1 be a bad number such that k 3 and k 1 were consecutive bad numbers, and let k 4 > k 2 be a bad number such that k 4 and k 2 were consecutive bad numbers. Now k 3 and k 4 are consecutive bad numbers. There is a very good number in (k 3 , k 1 ) which is now a very good number between k 3 and k 4 .
Finally, we consider the case where k becomes bad. If there previously was a bad number k 2 such that k 2 > k, we distinguish two cases. If k 2 > k + 1, then k and k 2 becomes a consecutive bad pair of numbers, and k + 1 becomes a very good number between them. Otherwise, k 2 = k + 1 becomes good. If k 2 was the maximum bad number then we are done, and otherwise, let k 4 > k 2 be such that k 2 and k 4 were consecutive bad numbers. Instead, k and k 4 are now consecutive bad numbers, and the very good number between them is the same one which was very good between k 2 and k 4 . The proof is symmetric for the case that previously was a bad number k 1 such that k 1 < k.
To complete the proof, consider the configuration after the prefix of small steps. Since every bin has a different number of items, there are no very good numbers, there is at most one bad number. If there exists a bin with at least i + 1 items, and there is just one bad number, then there are at least (i + 1)(i + 2)/2 − i = i(i + 1)/2 + 1 > n items. If there is no bin with i items, then there are at most i(i − 1)/2 < n items. Thus, there is a bin with i items, and since there is at most one bad number, the bad number must be j if j = 0, and otherwise there is no bad number. Therefore, the packing at this time is a staircase packing.
Claim 7.7 The number of steps in the prefix of small steps is at most i(i + 1)(i − 1)/6 − j(j − 1)/2.
Proof. We use the potential function as in [26] which is the sum of squares of number of items in the bins. In the beginning every item is in a dedicated bin, so the potential is equal to n = i(i+1)/2−j. Consider a level k small step. The potential function increases by exactly 2 in this step, since the only change is that instead of two k-bins, there is a (k − 1)-bin a (k + 1)-bin, and the increase in the potential is exactly (k + 1) 2 + (k − 1) 2 − 2k 2 = 2.
Since a staircase packing is achieved in the prefix of small steps, the value of the potential after this prefix is i k=1 k 2 − j 2 = i(i + 1)(2i + 1)/6 − j 2 . Thus, the number of steps cannot exceed half the difference between the final potential and the initial potential, which is (i(i + 1)(2i + 1)/6 − j 2 − (i(i + 1)/2 − j))/2 = i(i + 1)(i − 1)/3 − j(j − 1))/2 = i(i + 1)(i − 1)/6 − j(j − 1)/2.
Claim 7.8 The number of steps in the remainder of the sequence after the prefix of small steps is at most i(i + 1)(i − 1)/6 − ij + j(j + 1)/2.
Proof. In this case we define a different potential function. Sort the bins in non-increasing order according to numbers of items. Let the index of an item be the index of the bin into which it is packed. The potential of a packing is sum of indices of items.
The potential is clearly positive at all times. The final potential is n, since all items are packed in one bin. Consider a step in which an item moves from a k 1 -bin B v to a k 2 -bin B u (where k 2 ≥ k 1 ). Since all items are identical, we assume that this is the k 1 -bin of maximum index, and the k 2 bin of minimum index. This holds even if k 1 = k 2 , since in this case there are at least two bins with this number of items. Since the bins are sorted by non-increasing order according to numbers of items we have v > u. As a result of the move, B u now has k 1 − 1 items, and B v now has k 2 + 1 items. By definition, if v > 1 then B v−1 has at least k 2 + 1 items. Similarly, if B u+1 exists then it has at most k 1 − 1 items, so the sorted order is still valid. The change in the potential in this step is the change in the index of the bin of the moving item, which is v − u ≥ 1.
If j = 0, then the potential before the remainder of the sequence of moves is performed is In each step the function decreases by at least 1, so the number of steps is at most i(i − 1)(i + 1)/6 + i 2 /2 + j 2 /2 − ij + i/2 − j/2 − i(i + 1)/2 + j = i(i + 1)(i − 1)/6 − ij + j/2 + j 2 /2.
Summing up the maximum number of steps in the prefix and in the remainder we get i(i + 1)(i − 1)/6 − j(j − 1)/2 + i(i + 1)(i − 1)/6 − ij + j(j + 1)/2 = i(i + 1)(i − 1)/3 + j − ij.
Concluding remarks
In this paper we have studied the (asymptotic) PoA and PoS for several types of equilibria, and have provided a fairly complete analysis of these measures and their interrelations. In addition to the game-theoretical applications, another motivation for the study of equilibria is the role of equilibria as fixed points in local search based algorithms.
Following the traditional analysis of bin packing with respect to asymptotic approximation we used these measures as well. This type of study allows us to find the relation between outputs of algorithms and equilibria. Alternatively, it is possible to consider the absolute PoA and PoS. All the lower bounds presented in this work are valid for this case, and since there exists an optimal solution which is NE, WPO-NE, and SPO-NE, the absolute PoS, WPO-PoS, and SPO-PoS, are all equal to 1. However, the situation regarding the absolute SPoS is different, as it is possible to show a lower bound of 1.6119 (by modifying the lower bound shown above for small inputs), implying that the absolute SPoS is strictly higher than the SPoS.
For the case of general weights, given the relation between FF and the PoA, if it turns out that 1.7 is the absolute approximation ratio of FF, then this will be a tight bound for the absolute PoA, since a lower bound of 1.7 on the absolute PoA was given in [26] . That example is in fact a SNE (though not the best one for the given instance) and a WPO-NE, but it is not a SPO-NE.
We would like to note that SPO-NE and WPO-NE were not studied in the past for the case of proportional weights. Due to Proposition 2.4, the WPO-PoA is equal to the PoA, and since the WPO-PoS and SPO-PoS are equal to 1 for any set of weights, this holds for proportional weights as well. Additionally, it is possible to show that the SPO-PoA is no smaller than the SPoA; in [17] it is shown that every input can be modified so that it has a unique SNE. Once the SNE is unique, GSC has a unique output and in particular, the most loaded bin must exist in any strictly Pareto optimal packing. Using induction, the unique SNE is the unique SPO-NE as well. Thus, the situation for proportional weights is different from the case of unit weights where the SPO-PoA is much lower than the SPoA.
