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Abstract
We discuss the uniform computational complexity of the derivatives of C∞-functions in the
model of Ko and Friedman (Ko, Complexity Theory of Real Functions, Birkh)auser, Basel, 1991;
Ko, Friedman, Theor. Comput. Sci. 20 (1982) 323–352). We construct a polynomial time com-
putable real function g ∈ C∞[ − 1; 1] such that the sequence {|g(n)(0)|}n∈N is not bounded
by any recursive function. On the other hand, we show that if f ∈ C∞[ − 1; 1] is poly-
nomial time computable and the sequence of the derivatives of f is uniformly polynomially
bounded, i.e., |f(n)(x)| is bounded by 2p(n) for all x ∈ [− 1; 1] for some polynomial p, then the
sequence {f(n)}n∈N is uniformly polynomial time computable. c© 2002 Elsevier Science B.V.
All rights reserved.
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1. Introduction
Let f : [−1; 1]→R be an in>nitely di?erentiable real function, i.e., f∈C∞[−1; 1].
What can we say about the complexity of the sequence of the derivatives f(n); n=1; 2;
3; : : : ; in terms of the complexity of f? Before being capable of discussing such a
question, we >rst have to settle the model of computation. Unlike in discrete complexity
theory, there are several models of computability and complexity of real functions that
are not equivalent, that is, the sets of computable or polynomial time computable
functions in these models do not coincide. We here use the model introduced by Ko
[4] and Ko and Friedman [5], which we now recall brieBy for the reader’s convenience.
Let D denote the set of all dyadic rationals, that is, the set of all rational numbers
with >nite binary expansion. A function 	 :N→D is called a Cauchy function for
x∈R if |	(n)− x|62−n for all n∈N and the binary expansion of 	(n) has at most n
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bits to the right of the binary point. The set of all Cauchy functions for x is denoted
by CFx.
We call a real function f : [−1; 1]→R Ko–Friedman computable if there is an oracle
Turing machine M such that for all x∈R and all 	∈CFx, the function FM	 computed
by M with oracle 	 is in CFf(x), i.e., |f(x) − FM	(n)|62−n for all n∈N. It is a
bit abusive to call FM	 a Cauchy function, because the values FM	(n) are not dyadic
rationals but representations of dyadic rationals. Since there is no danger of confusion
here, we do not distinguish between dyadic rationals itself and their representations
in the following. The Turing machine M gets the argument x as an oracle 	∈CFx.
The desired output accuracy 2−n is given to M via the input n on the input tape.
Throughout the whole computation, the Turing machine M may query the oracle at
unit costs and obtain approximations to x in this way. A function f : [−1; 1]→R is
called Ko–Friedman polynomial time computable, if there is a Turing machine M as
above and the running time of M with input 0n (i.e., n∈N in unary representation) is
bounded by p(n) for some polynomial p. It is necessary to encode the input in this
way, since we want to speak of polynomial time computability but expect at least n
bits of output on a given input n.
A second, widely discussed model of computability and complexity of real functions
is the so-called BSS-Model [2, 1]. In that model, real numbers are treated as entities and
not as strings of zeros and ones. The main operations in the BSS-Model are algebraic
manipulations like addition, multiplication, etc. and quasi-algebraic resp. semi-algebraic
operations like comparisons. The latter ones imply a fundamental di?erence between
the BSS-Model and the model of Ko and Friedman: there are computable discontinu-
ous functions under the BSS-Model, while all Ko–Friedman computable functions are
continuous.
Now we can restate the question posed at the beginning of this section: given a
Ko–Friedman polynomial time computable function f∈C∞[−1; 1], are the derivatives
f(n); n=1; 2; 3; : : : ; also Ko–Friedman polynomial time computable? The answers is: it
depends. If f∈C∞[−1; 1] is polynomial time computable, 1 so is f(n) for each n (see
[4, Theorem 6.2]). But is the sequence of derivatives {f(n)}n∈N uniformly polynomial
time computable (in the sense of [4, De>nition 6.6])? That means is there a Turing
machine M that runs in polynomial time such that for any x∈ [−1; 1], any oracle
	∈CFx, and any input 0n # 0k (that is, the tuple (n; k)∈N2 in unary representation),
M with oracle 	 computes an approximation to f(n)(x) up to an error of 2−k? Ko [4,
Theorem 6.7] constructs a polynomial time computable function g∈C∞[−1; 1] such
that the sequence of the derivatives {g(n)}n∈N is not polynomial time computable. His
construction is based on a construction of Pour-El and Richards [7, Theorem 3] who
exhibit a computable function h∈C∞[−1; 1] such that the sequence of real numbers
{|h(n)(0)|}n∈N is not bounded by any recursive function. On the other hand, if f
1 Since we are only considering Ko–Friedman (polynomial time) computability in the following, we will
omit the term “Ko–Friedman” from now on.
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is analytic, then the sequence of the derivatives of f is uniformly polynomial time
computable [4, Corollary 6.12].
The aim of this note is twofold. On the one hand, we prove a generalization of
the negative results of Ko and of Pour-El and Richards: we present a polynomial
time computable function g∈C∞[−1; 1] such that the sequence {|g(n)(0)|}n∈N is not
bounded by any recursive function. On the other hand, we strengthen the positive
result in the best possible way: we prove that if the sequence of the derivatives of
any polynomial time computable f∈C∞[−1; 1] is bounded by |f(n)(x)|62p(n) for all
x∈ [−1; 1] and all n∈N for some polynomial p, then the sequence of the derivatives
of f is uniformly polynomial time computable. This is the best result we can achieve
in the sense that if the sequence of the derivatives is not bounded by 2p(n) for some
polynomial p, then the computed result cannot be written on the output tape uniformly
in polynomial time. This new result generalizes Corollary 6.12 of [4]: if f is analytic,
then the sequence of the derivatives is bounded by n!2cn for some constant c.
2. The negative result
In this section, we generalize the negative results of Ko and of Pour-El and Richards.
The main technical problem is to construct a one-to-one polynomial time computable
function a :N→N which generates a recursively enumerable nonrecursive set A. We
here call a function c :N→N polynomial time computable if there is a Turing machine
M such that M with the input 0n (i.e., the number n∈N in unary representation)
writes 0c(n) (i.e., the value c(n)∈N in unary representation) on the output tape in
time p(n) for some polynomial p. More generally, we call a function C :Nk →Nm
polynomial time computable if there is a Turing machine M such that M with the
input 0n1# · · · #0nk writes 0c1# · · · #0cm on the output tape in time p(n1; : : : ; nk) for some
k-variate polynomial p, where C(n1; : : : ; nk)= (c1; : : : ; cm).
The existence of a function a with the above mentioned properties is guaranteed by
the following lemma. In the following, im c denotes the image of a function c :N→N,
that is, the set generated by c.
Lemma 1. Let b :N→N be a one-to-one recursive function which generates a recur-
sively enumerable nonrecursive set B. Then there exists a one-to-one polynomial time
computable function a :N→N and a recursive function r :N→N such that n∈B if
and only if r(n)∈ im a.
Proof. Let Mb be a Turing machine computing b. Let D :N→N×N be a polynomial
time computable bijection. (Such a D exists, most of the standard bijections will do.)
The Turing machine Ma de>ned by the following program computes a:
Input: n
(m; k) := D(n)
simulate k steps of Mb on input m
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if Mb stops after exactly k steps
then return 2b(m)
else return 2n+ 1

The running time of Ma is polynomial in n. The function a de>ned in this manner
is one-to-one: obviously, for each odd j∈ im a, there is at most one i∈N ful>lling
a(i)= j. For each even j∈ im a, there is at most one i∈N ful>lling a(i)= j, because
for each m; Ma enters the then-part of the if-statement only for at most one value of k
and the function b is one-to-one. The function r is de>ned by r(n)= 2n for all n∈N.
The function a of the lemma generates a nonrecursive set. Otherwise, we could use
the recursive function r to decide whether an i∈N is in B or not, a contradiction.
Theorem 2. There is a polynomial time computable function g∈C∞[−1; 1] such that
the sequence {|g(n)(0)|}n∈N is not bounded by any recursive function.
Proof. Let a :N→N be a one-to-one polynomial time computable function which
generates a recursively enumerable nonrecursive set. Without loss of generality we
may assume that 0; 1 
∈ im a. De>ne g by
g(x) =
∞∑
k=0
2k!(1−a(k)) cos (2k!x) for all x ∈ [−1; 1]:
We claim that g ful>lls the assertions of the theorem.
First, g is polynomial time computable: let b= max{i : i!6n + 1}, for a given er-
ror bound 2−n. We compute approximations ck with |ck − cos(2k!x)|62−(n+2) for all
06k6b. This can be done in polynomial time in n since cos is polynomial time
computable. Since a(k)¿2, we have for all k
∣∣∣∣
b∑
k=0
2k!(1−a(k))ck − g(x)
∣∣∣∣6
∣∣∣∣
∞∑
k=b+1
2k!(1−a(k)) cos(2k!x)
∣∣∣∣
+
b∑
k=0
2k!(1−a(k))|ck − cos(2k!x)|
6 2 · 2−(b+1)! + 2 · 2−(n+2)
6 2−n:
The sum on the left-hand side in the above inequality is polynomial time computable,
since a is polynomial time computable and b!6n+ 1.
Second, g∈C∞[−1; 1]: it is easy to see that the sequence {g(n)m }m∈N de>ned by
g(n)m (x) =
m∑
k=0
2k!(n+1−a(k)) trign(2
k!x);
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converges uniformly for m→∞, where trign ∈{± sin;± cos} is chosen in the obvious
way. Note that a(k)6n + 1 for only >nitely many k (at most n). Therefore, the
derivatives g(n) exist for all n¿1 and ful>ll
g(n)(x) =
∞∑
k=0
2k!(n+1−a(k)) trign(2
k!x): (1)
It remains to show that the sequence {|g(n)(0)|}n∈N is not bounded by any recursive
function. De>ne the waiting time w by w(n)= max{k : a(k)6n} for all n∈N. The
waiting time w is not bounded by any recursive function, since otherwise im a would
be recursive. Thus, the proof is complete, if we show that |g(n)(0)|¿w(n) for in>nitely
many n∈N. The fact that w is not bounded by any recursive function yields w(n)¿
n+1 for in>nitely many n, thus w(n)¿n for in>nitely many even n by the monotonicity
of w. We need this bound later for technical reasons.
Let n be even such that w(n)¿n¿3. Then |trign(x)|= | cos(x)|. In the series on the
right-hand side of (1), the absolute value of the w(n)th term evaluated at 0 is
|2w(n)!(n+1−a(w(n))) trign(0)| = 2w(n)!(n+1−a(w(n))) ¿ 2w(n)!; (2)
since a(w(n))6n by the de>nition of w(n).
For the terms with indices k¡w(n), we have
w(n)−1∑
k=0
|2k!(n+1−a(k)) trign(0)|6
w(n)−1∑
k=0
2k!(n−1)
6
(w(n)−1)!(n−1)∑
j=0
2j
6 2(w(n)−1)!(n−1)+1
6 2w(n)!−1; (3)
since a(k)¿2 for all k and w(n)¿n¿3.
It remains to consider the terms with indices k¿w(n). For these indices, we have
a(k)¿n + 1, because w(n) is the last k for which a(k)6n. Moreover, a(k)= n + 1
for at most one index k, since a is one-to-one. We can bound this one possible term
by 1. For the other terms, a(k)¿n+1 holds and the exponent in 2k!(n+1−a(k)) is negative.
Thus, we can bound these terms by
∑∞
k=w(n)+1 2
−k!61. The sum of all absolute values
of terms with index k¿w(n) is therefore bounded by 2.
Exploiting (2) and (3), and the last observation, we obtain
|g(n)(0)|¿ |2w(n)!(n+1−a(w(n))) trign(0)| −
w(n)−1∑
k=0
|2k!(n+1−a(k)) trign(0)|
−
∞∑
k=w(n)+1
|2k!(n+1−a(k)) trign(0)|
¿ 2w(n)! − 2w(n)!−1 − 2
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= 2w(n)!−1 − 2
¿w(n);
for w(n)¿n¿3. This completes the proof of the theorem.
3. The positive result
In the preceding Section 2, we have constructed a polynomial time computable
function g∈C∞[−1; 1] such that the sequence {|g(n)(0)|}n∈N is not bounded by any
recursive function. In particular, the sequence of the derivatives is not uniformly poly-
nomial time computable. In general, if the growth of the sequence of the derivatives
is not bounded by 2p(n) for some polynomial p, then the sequence of the derivatives
is not uniformly polynomial time computable, because the computed results cannot be
written on the output tape uniformly in polynomial time. But also the converse holds.
More precisely, we show in this section that if the sequence of the derivatives of a
polynomial time computable f∈C∞[−1; 1] is uniformly polynomially bounded, i.e., if
there exists some polynomial p such that |f(n)(x)|62p(n) for all x∈ [−1; 1] and n∈N,
then the sequence {f(n)}n∈N is uniformly polynomial time computable. By the above
observation, this is the best result we can obtain.
So we have to complete the following task: given a polynomial time computable
function f with uniformly polynomially bounded derivatives, construct a Turing ma-
chine M such that for all x∈ [−1; 1], for all oracles 	∈CFx, and for all inputs 0n # 0k ,
M computes an approximation for f(n)(x) satisfying |f(n)(x) − FM	(n; k)|62−k and
the running time of M is polynomial in n and k. If p is a polynomial that bounds
the derivatives, then p(n + 1) + k is a modulus of continuity for each f(n), i.e.,
|x − y|62−p(n+1)−k implies |f(n)(x)− f(n)(y)|62−k .
Theorem 3. Let f∈C∞[−1; 1] be polynomial time computable. Assume that |f(n)(x)|
62p(n) for all x∈ [−1; 1] and all n∈N for some polynomial p. Then the sequence
{f(n)}n∈N is uniformly polynomial time computable.
Proof. Our proof bases on interpolation with polynomials. Let 	 be an oracle for
x∈ [−1; 1]. Let x0; : : : ; xn be equidistant points with distance h, i.e., xi = x0 + ih for
all 06i6n, such that −16x06x6xn61 if h¿0 and −16xn6x6x061 if h¡0.
There is a unique polynomial q of degree n satisfying f(xi)= q(xi) for all 06i6n.
By Newton’s interpolation formula (see [3, p. 213])
q(x) = f(x0) +
1f(x0)
h
(x − x0) + · · ·+ 
nf(x0)
n!hn
(x − x0) · · · (x − xn−1);
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where
0f(xi) = f(xi); 06 i 6 n;
mf(xi) = m−1f(xi+1)− m−1f(xi); 06 i 6 n− m; 16 m6 n: (4)
For the nth derivatives, n¿1, we have the following error bound (see [3, p. 199 for
k = n])
‖f(n) − q(n)‖∞ 6 ‖f(n+1)‖∞n|h|; (5)
where ‖g‖∞= max{|g(x)|: x∈ [x0; xn]} for g∈C[x0; xn]. 2 If we choose h= ·2−l with
l=p(n+1)+log n+k+1 and ∈{−1; 1}, then the right-hand side of (5) is bounded
from above by 2−k−1. In other words, the constant q(n) =nf(x0)=hn approximates
f(n)(x) up to an error of 2−k−1.
We now compute an approximation for q(n) using the di?erence scheme in (4). For
06i6n, let fi be an approximation satisfying |fi − f(xi)|62−nl−n−k−1. We de>ne
mfi in the same manner as mf(xi), we only replace f(xi) by fi. By induction we
have
|mfi − mf(xi)|6 2−nl−n+m−k−1; 06 i 6 n− m; 06 m6 n:
Hence |nf0 − nf(x0)|62−nl−k−1 and |nf0=hn − nf(x0)=hn|62−k−1. Since∥∥∥∥f(n) − 
nf0
hn
∥∥∥∥
∞
6
∥∥∥∥f(n) − 
nf(x0)
hn
∥∥∥∥
∞
+
∣∣∣∣
nf(x0)
hn
− 
nf0
hn
∣∣∣∣ ;
nf0=hn approximates f(n)(x) up to an error of 2−k .
All computations above can be done by a Turing machine M in polynomial time
both in n and k, since the computations only involve numbers with polynomially many
bits. M chooses x0 =	(l+ 1)− ! · 2−l−1 and h=  · 2−l where
 =
{
1; if 	(l+ 1) ∈ [−1; 0];
−1; if 	(l+ 1) ∈ (0; 1]; ! =
{
1; if 	(l+ 1) ∈ (−1; 1);
0; if 	(l+ 1) ∈ {−1; 1}:
This choice guarantees x∈ [x0; xn] ⊆ [−1; 1]. Since 	(l+ 1) has at most l+ 1 bits to
the right of the binary point, the predicates in the de>nition for ! and  can be decided
in polynomial time. Altogether, this proves the theorem.
An immediate consequence is the following Corollary (see [4, Corollary 6.12]).
Corollary 4. If f is analytic on [−1; 1] and polynomial time computable; then the
sequence {f(n)}n∈N is uniformly polynomial time computable.
Proof. If f is analytic, then |f(n)(x)| is bounded by n!2cn for all x∈ [−1; 1] for some
constant c.
2 If x0¿xn, then [x0; xn] denotes the closed interval from xn to x0.
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