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CHAPTER 1
Introduction
Nowadays, pedestrian detection has become a common topic among research-
ers and not only for the large number of applications like automatic driver-
assistance systems in vehicles or video surveillance. Simultaneously, pedes-
trians are one of the most challenging categories for object detection. The
variability in their appearance is caused by the different clothes, colour, shape,
large range of transformations due to the variety of possible articulations and a
multitude of occluding accessories such as bags, backpack and many more that
perturb the pedestrian’s silhouette. Also, occlusions with another pedestrian
may difficult the task of detection. Furthermore, proposed methods are not
close to a final solution, this makes it become a branch in which there is much
still to discover and improve. Time and performance are crucial in this topic.
Also, at present there is not a real-time computation on full images of videos
and there are a lot of false positive detections in the state-of-the-art algorithms.
A lot of work remains to be done to achieve a maturity in this branch of
machine learning. Nowadays, the majority of contributions is limited to add
patches to the pedestrian detector providing more information on the process
to limit the space to be analysed like a ground estimation or doing a background
analysis to eliminate detections that belong to this one. This second one is what
we focus in this Master Thesis in order to solve the problem of pedestrian de-
tection improvement.
1.1 DEFINITION OF THE PROBLEM AND DEFINI-
TION OF THE GOALS
The problem that we are facing is the count of pedestrians that have passed in
front of a static camera that is set on an ad or a shop window. The information
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obtained could be used to measure the potential audience and the amount of
real impact of advertising at point of sale.
Because of this, it is crucial in our method that False Positive detections
should be minimized to avoid perturbing the final result of the count. In this
case, we could assume to lose some pedestrian if the False Positive rate is im-
proved assuming that in a different frame it will be recovered. In order to
improve the False Positive rate of the pedestrian detector, we are going to use
a background model to eliminate the detections that forms part of the back-
ground. Introducing a temporal coherence method will help to identify each
unique detection and also to clean detections that are not persistent along the
time. Thus, the goals of the project are:
• Study and explore the state-of-the-art pedestrian detectors and adopt the
optimal one. Tune it to the problem we are facing.
• Define and implement a background model method.
• Use a temporal coherence method to get persistent pedestrian tracks and
identify them.
• Define metrics to count the pedestrians.
• Consider a real application and validate the methods in real unconstrained
conditions (no restriction to the environment except distance to the ped-
estrian, actors, hardware, etc.).
The main novel part of this project is the background model method that
represents a robust and fast technical solution able to model highly variable
backgrounds scenes.
1.2 ANALYSIS OF RELATED WORKS AND TOOLS
The improvement of pedestrian detection has evolved significantly since the
Viola–Jones real time face detection [1]. Actually, the most advanced pedes-
trian detectors still use the image pyramid, integral image, sliding window and
cascade classifier. Another contribution by Dalal and Triggs [2] has become
fundamental, this is the use of histogram of gradient orientation bins to cap-
ture relevant information of the pedestrians. The key insight these features is
that an object appearance and shape can be described by the distribution of in-
tensity gradients or edge directions. These features are invariant to geometric
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and photometric transformations. This feature is the one used by the state-of-
the-art pedestrian detectors.
Some approaches in pedestrian detection like [3, 4] based on deformable
part models have a satisfactory accuracy on this task but these approaches re-
quires a huge training set to cover a very large variety of viewpoints, resolu-
tions, lighting conditions, blur effects and many other variations.
One of the most recent and high performance methods for pedestrian de-
tector is the one submitted by R. Benenson et.al. [5] where they present a new
pedestrian detector that improves both in speed and quality over state-of-the-art
detectors. This method is based on the P. Dollár’s method [6] also known as the
Fastest Pedestrian Detector in the West (FPDW). R. Benenson et.al. use ground
estimation to reduce the image to analyse and GPU acceleration to improve the
speed but only using this it outperforms the FPDW. Actually, P. Dollár’s detector
outperforms the one of R. Benenson when ground estimation is not used. On
the other hand, P. Dollár gave to the scientific community a paper of the method
and the binaries to execute it. R. Benenson freed the code so it is accessible to
use and modify it. Thus, we decided to use both but in different stages of the
project. We applied the P. Dollár’s detector for the first stage where we need to
test and validate our background model method and the R. Benenson’s detector
for the next stage where we need stability and to adjust the code.
In background modeling many different methods have been proposed in-
cluding Gaussian average models [7], temporal median filters [8], mixture of
Gaussians [9], etc. Our proposal is to use the Mean Shift [10] and HOGs to
model the background and contrast both people detection and background to
reduce the amount of false positives. The main idea to get the pedestrians in
current frame comes from the difference from the background model.
Regarding a temporal coherence analysis there are a lot of promising ap-
proaches like Generalized Minimum Clique Graphs [11], data association over
a sliding window of frames [12] or hierarchical association approach [13]. This
methods could be classified in the group of methods that covers data association
which also use future information to estimate the current state. Another group
of methods, covers feed-forward systems which use current and past observa-
tions to estimate the current state. The classical Kalman Filter [14] belongs to
this one. We decided to use this last one to due its properties to model and
manage image uncertainty.
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1.3 STRUCTURE OF THE DOCUMENT
The following chapters contain the details of the development of the project as
well as the results and conclusions. The document is divided in the following
chapters:
The first chapter analyses the state-of-the-art, defines the problem to solve
and the goals of the project.
The second chapter treats about the methodology, the methods and tech-
niques used in the project, and the strategy, the structure and architecture to
approach the problem.
The third chapter treats about the technical development where the imple-
mentations and tools that have been used are explained in details.
The fourth chapter analyses the validation of the methods and the results of
the algorithms.
The fifth chapter exposes the conclusions of the project and also future work.
The annex A explains the dataset used in the project.
CHAPTER 2
Methodology and strategy to
solve the problem of pedestrian
detection and tracking
The research work that we have developed during this project has been divided
in three principal tasks: pedestrian detection, background modeling and pedes-
trian tracking. We analyse different state-of-the-art pedestrian detectors, build
a background modeling method and finally analyse how to solve the pedestrian
tracking problem.
2.1 METHODOLOGY AND STRATEGY
This section treats about the different tasks we have performed, (see figure 2.1).
2.1.1 HISTOGRAM OF ORIENTED GRADIENTS (HOG)
Prior to understand how the pedestrians detector works, we need to explain
a bit the features that we use to do the detections, basically, the Histogram of
Oriented Gradients (HOG) descriptors [15]. Instead of working with the pixels
of the image, we divide each frame into squared cells, from which the gradient
histogram is extracted. For each cell, we compute the gradient histogram with 9
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Figure 2.1: Diagram of the algorithm.
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bins for angle values. With this feature, we reduce the amount of computation.
Note that in this way the method inherits the property of gradient histograms
that are illumination invariant.
2.1.1.1 Ihog
Ihog [16] is an algorithm to visualize feature spaces used by object detectors.
Since most feature spaces are too highly dimensional for humans to directly
inspect, this algorithm inverts the feature descriptors back to a natural im-
age. This inversion provide an accurate and intuitive visualization of feature
descriptors commonly used in object detection. This is the one we will use to
display the HOGs.
2.1.2 PEDESTRIAN DETECTION
There is a lot of work done around the pedestrian detection. P. Dollár’s ped-
estrian detector [6] also known as The Fastest Pedestrian Detector in the West
is one of the best state-of-the-art real-time people detectors. It is a multi-scale
pedestrian detector that uses a novel re-scaling method to construct the image
pyramid nearly on real time. The key insight is that the features, in this case,
HOG, computed at a single scale can be used to approximate features at nearby
scales. This approximation accelerates the detection 10-100 times with only a
minor 1-2% of loss in accuracy. In figure 2.2, we may appreciate how the FPDW
performs in our dataset videos. The performance is 0.4 seconds/frame with a
640x480 size by frame.
R. Benenson’s pedestrian detector changes the method regarding to P. Dollár’s
and also uses GPU acceleration. P. Dollár uses 1 model and N images scales
where features are approximated at intermediate scales. Instead, R. Benenson
uses N models and one unique image scale. The performance is 0.3 seconds/-
frame with a 640x480 size by frame, a bit better than FPDW but we have to take
into account that P. Dollár’s implementation does not have GPU acceleration.
In figure 2.3, we may see the result of the algorithm. The advantages of this
code are that we could retrain for another purpose like detect pedestrian from
the top that is a different shape or adjust the code for specific characteristics.
The core idea of R. Benenson algorithm is to move the resizing of the image
from test time to training time. They do this using the insight of the FPDW
detector and reverse it, (see figure 2.4). Since we can approximate the feature
responses across scales, we can decide how to adjust a given stump classifier to
classify correctly, as if the feature response had been computed at a different
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(a) (b)
(c) (d)
Figure 2.2: The FPDW on our dataset (a) camera-1, (b) camera-2, (c) camera-3
and (d) camera-4. The numbers on the top of the boxes are the confidence of the
detection.
scale.
2.1.3 BACKGROUND MODELING
We decided to build a model of the background to reduce the FP rate in detec-
tions. In order to build the background model, we have decided to use the Mean
Shift approach [10] with HOG images. Using HOG images, we divide by 8 the
original image to get the cells, where each cell has 9 bins. So, with a 640x480
image, that is 307200 pixels, using HOG, we obtain an image of 80x60x9, that
is 43200 pixels. This represents a reduction by 7.Û1 in the number of pixels. We
decided to use the Mean Shift technique in order to stabilize the image across
n frames and remove the less stable parts of the cube of images, pedestrians, as
8
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(a) (b)
Figure 2.3: Pedestrian detector of R. Benenson, also known as Very Fast, in (a,b)
camera-3.
(a) (b)
Figure 2.4: Different approaches to detect pedestrians at multiple scales. (a)
FPDW approach and (b) R. Benenson’s approach.
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Figure 2.5: Original frame of video camera-3 with the inverted representation of
the HOGs to be processed and the background model.
well as to get an image of the background.
In figure 2.5, we may see the input and output of the algorithm represent-
ing the HOGs using the algorithm ihog [16] that helps us to invert and visu-
alize the features. First, we get a cube of HOGs with different frames and we
use the Mean Shift on each cell x n frames to get the centroids and build a
single HOG image that represents the background model, the most stable part.
In figures 2.6 and 2.7, we may see the different videos of the dataset and the
background model obtained. We may appreciate in figure 2.6(d) that a pedes-
trian appears in the model. This is because during the build of the model, the
pedestrian remains motionless and is considered as background.
The only drawback of this method is the time, the Mean Shift cost is a bit
high, 80 seconds with 100 frames but enough for our purpose. Therefore, we
may get the background model in a second low priority process.
10
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(a) (b)
(c) (d)
(e) (f)
Figure 2.6: Original frames of different videos of the dataset (a) camera-1, (c)
camera-2, (e) camera-3 with their respective background models (b) camera-1
background model, (d) camera-2 background model and (f) camera-3 background
model.
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(a) (b)
(c) (d)
Figure 2.7: Original frames of different videos of the dataset (a) camera-4 and
(c) camera-5 with their respective background models (b) camera-4 background
model and (d) camera-5 background model.
An alternative way is represented by an algorithm that detects the change
of the mean in multidimensional data streams. This method monitors the k-
dimensional mean inside an adaptive window and determines whenever inside
the current window there is a partition in two sets whose k-dimensional means
are significantly different. In order to detect a significant change between the
two k-dimensional means, the algorithm uses the norm of the mean. This al-
gorithm provides rigorous guarantees on the confidence of the detected change
and can be applied to any data distribution. This method could be used to get
the background model. In figure 2.8 we can see a background model obtained
with this method. This algorithm needs less number of frames to compute the
background and add less artefacts in the pixels than the Mean Shift method.
12
Methodology and strategy to solve the problem of pedestrian
detection and tracking
(a) (b)
Figure 2.8: Representation of HOGs on the (a) input frame of camera-2 and (b)
model build on camera-2.
2.1.3.1 Distance between background model and pedestrian detector
In order to decide if a detection by the pedestrian detector is part of the back-
ground or not, we compute the normalized Euclidian distance between the de-
tection with the input HOG and the window of the detection in the background
model. One may see this in figure 2.9.
Now, we just have to do the intersection with the pedestrian detector and
the background model to get the detections that we are going to use for the tem-
poral coherence. In figure 2.10, we may see the intersection of both methods
and we can perceive the better detections of pedestrians adding the informa-
tion of the background model.
2.1.4 PEDESTRIAN TRACKING BY TEMPORAL COHERENCE
Once improved the detection of the pedestrians, we need to apply a temporal
coherence technique on the detections to identify each person with a single id
and thus be able to count the number of pedestrians in the videos. We have de-
cided to use the Kalman filter [14] algorithm due to its nice property to model
and manage the data uncertainty.
The Kalman filter uses a series of measurements observed over time, con-
taining noise and other inaccuracies. In this case, we are using the centroid
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(a) (b)
(c) (d)
Figure 2.9: Representation of the detection output, the (a) detections on HOG of
the actual frame and (b) the model. The red box in (b) shows that the distance
between the model and the actual HOG is under the threshold set, meanwhile
green box means beyond the threshold. Representation of the pedestrian detector
(c) with the confidence of the detections and (d) the distances between the model
and the detections. The red box shows that the distance between the detection
and the model is low, under the pre-determined threshold.
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(a) (b)
(c)
Figure 2.10: Intersection of the boxes of the pedestrian detector (a) with the
ones of the background model (b) to get the boxes that we are going to use in
the pedestrian tracking procedure (c).
of the boxes of the detection with the variation in ∆x and in ∆y of the boxes.
Using these parameters, we get more stable result and do not lose too much
time like when using colour information. The algorithm works in a two step
process. In the prediction step, the Kalman filter produces estimates of the cur-
rent state variables, along with their uncertainties. Once the outcome of the
next measurement is observed, these estimates are updated using a weighted
average. More weight being given to estimates, higher certainty is achieved. In
figure 2.11, we give the output of the Kalman filter.
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(a) (b)
(c)
Figure 2.11: Temporal coherence method during different frames in camera-3.
(a) First frame, (b) second frame and (c) third frame.

CHAPTER 3
Technical development
The adopted methodology has been implemented in two systems: the imple-
mentation using MATLAB R© to have a final prototype tested and validated in a
short time and a second one implemented in C++ to improve efficiency and
time of computations. The reason to do it in this way is the intrinsic character-
istics of the research project: we need flexibility to accommodate changes and
add new paths of research. On the other hand, having a final product imple-
mented as a part of a commercial product is a challenging issue and a proof
validating the applicability and robustness of the method.
This chapter explains the implementation in MATLAB R© and C++. A de-
tailed description, using pseudo-code, of the methods and the program becomes
the guide of the code. Also, there is an explanation of the tools used in the de-
velopment.
3.1 MATLAB R© IMPLEMENTATION
We decided to use MATLAB R© to develop this project because it has a power-
ful computer vision library and complex functions may be done in less time
than other languages. In this implementation, we decided to use the FPDW,
the Mean Shift background modeling and the Kalman Filter for the pedestrian
tracking.
We have developed two programs, one to build the background model (Back-
ground model algorithm), and another one that returns the number of pedes-
trians that have passed in front of the camera (Pedestrian counter algorithm).
Let us see them in details, below.
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3.1.1 BACKGROUND MODEL ALGORITHM
The background model is calculated in a separate process. This is explained in
Algorithm 1. The algorithm works iteratively and when it has enough frames
computes the background model. In this algorithm, we are using the Mean
Shift method.
Algorithm 1: Build background model
Input: Video of pedestrians
Output: Background model
initialization;
while not at the end of the video do
read current frame;
compute the HOG of the frame;
add the HOG to the cube of HOGs;
if achieved n necessary frames then
Compute Mean Shift on the cube of HOGs;
export the background model.
end
end
3.1.2 PEDESTRIAN COUNTER ALGORITHM
The algorithm works iteratively for each frame performing the pedestrian de-
tector plus the background modeling, the temporal coherence algorithm and
finally, displaying the results. This is represented in Algorithm 2.
Algorithm 2: Main program
Input: Video of pedestrians
Output: Video with detected pedestrians and number of unique detections
initialization;
while not at the end of the video do
read current frame;
pedestrian detector algorithm on frame;
temporal coherence algorithm;
display pedestrian detections and number of detections.
end
Now, we may see in more details, the pedestrian detector algorithm, that
is given in Algorithm 3. This algorithm is the one that uses the pedestrian de-
tector and intersects the detections with the background model. The output
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is the detections remaining after the intersection of the FPDW and the back-
ground model.
Algorithm 3: Pedestrian detector algorithm
Input: Frame
Output: Detections of pedestrians
Fastest Pedestrian Detector in the West (FPDW);
Intersect detections of FPDW and background model.
The output of the previous method is the input of the pedestrian tracking
algorithm, that is given in Algorithm 4. The temporal coherence method gets
features of the detections and predicts the location of the pedestrians.
Algorithm 4: Pedestrian tracking algorithm
Input: Detections of pedestrians
Output: tracks of pedestrians
get features (Centroid, ∆x, ∆y);
predict new locations of tracks;
assign the features to a track;
update assigned tracks;
update unassigned tracks;
delete lost tracks;
create new tracks with the features.
3.2 C++ IMPLEMENTATION
The reason to use C++ to implement the final version of the project is that
we want the following characteristics for the final version of the methodology
implementation: efficiency, stability, personalization and adaptability. For these
reasons, we propose an alternative implementation using C++ and GPU library
changing all the code of MATLAB R© to C++ and also changing some algorithms
to improve the results.
In this implementation, we are using the R. Benenson’s algorithm with a
background model algorithm that detects the change of the mean in multidi-
mensional data streams. The reason of using these algorithms is that with R.
Benenson’s algorithm, we may adapt the code to our necessities and with this
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background model algorithm, we are improving the speediness of the program.
The structure of the code is the same used in MATLAB R© code, we change
the FPDW with the R. Benenson’s algorithm and the Mean Shift background
model algorithm with this different approach.
3.3 TOOLS AND OTHER SOFTWARE
In order to develop our project, we have used different tools. These tools help
us to easily implement the code or visualize features.
3.3.1 MATLAB R© IMAGE PROCESSING TOOLBOX
This toolbox provides a comprehensive set of reference-standard algorithms,
functions, and apps for image processing, analysis, visualization, and algorithm
development. There is a variety of methods to perform image enhancement,
image deblurring, feature detection, noise reduction, image segmentation, geo-
metric transformations, and image registration.
3.3.2 MATLAB R© COMPUTER VISION SYSTEM TOOLBOX
This toolbox is a software library with implemented methods like Kalman Filter
that allows us to use them in an easy way. Also, it gives us powerful drawing
graphics methods to visualize the detections and add augmented reality values.
CHAPTER 4
Validation, Experimental and
Theoretical results
In this chapter, we explain the validations performed for the methods of pedes-
trian tracking and background model. We also explain the results obtained in
the pedestrian counter.
4.1 VALIDATION OF ALGORITHMS
To demonstrate that the algorithms that we have developed, achieve the neces-
sary robustness as expected we have validated the principal methods used, the
FPDW and the Background model.
4.1.1 FPDW VALIDATION
Although, the FPDW is one of the best state-of-the-art real-time pedestrian de-
tectors we are going to improve the false positive rate tuning the confidence on
the FPDW. This is necessary because we may allow losing pedestrians assuming
that in a different frame, it will be recovered from the neighbour frames, but
not counting something that is not a pedestrian. As we see in figure 4.1, the
pedestrian detection still is having a lot of false positives. So, in order to estim-
ate a threshold on the confidence of the FPDW, we have constructed a ground
truth of pedestrians on the videos. We have labelled manually segments of
videos where pedestrians appear and compare the FPDW detections with the
manual detection. The results obtained are shown in figure 4.2 from where we
may conclude that there are more False Positives (FP) than True Positives (TP)
between the confidences [0,45]. Thereby, we may use a threshold to delete
these detections, assuming the reduction of the number of detections to get a
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(a) (b)
Figure 4.1: The FPDW on our dataset (a) camera-1, (b) camera-3. The numbers
on the top of the boxes are the confidence of the detection.
better FP rating.
With this threshold, we have solved the rating of FP between [0,45]. Re-
garding the interval [45, 250], we may appreciate that false detections in high
values of confidences appear like in figure 4.3. These detections that belongs
to parts of the background are considered like pedestrians. In figure 4.3(a) we
may see that a detection of 70% of confidence is a part of the background. To
solve the problem with these FP detections, we estimate the parameters of a
model of the background that is explained in the next subsection.
4.1.2 BACKGROUND MODEL PARAMETERS ESTIMATION
We estimated empirically the normalized euclidian distance to know which
threshold separates better the background and pedestrians. In figure 4.4, we
may see that between the interval [0, 0.12] all the detections of the pedestrian
detector are FP so we could ensure that within this interval, the detections that
have a distance less than 0.12 are part of the background. As we see in this in-
terval has a lot of FP, we are cleaning the wrong detections of pedestrians, see
figure 4.5. Although we have been able to eliminate the majority of False Posit-
ives, wrong detections still appear. These errors are caused by perturbations of
pedestrians or the background that is not static, see figure 4.6. Combining the
FPDW detections and the background model ones we may get good detections
to track, see figure 4.7.
We have compared the True Positives and False Positives using only the ped-
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Figure 4.2: The FPDW ground truth. Representation of True Positives and False
Positives using Frequency/Confidence axis.
(a) (b)
Figure 4.3: The FPDW on our dataset (a) camera-3, (b) camera-3. The numbers
on the top of the boxes are the confidences of the detection. The red boxes are
the ones that we may eliminate with the threshold on the confidences.
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Figure 4.4: Background model ground truth. Representation of True Positives
and False Positives using Frequency/Score axis. The score is the distance between
the detection in the actual frame and the model.
(a) (b)
Figure 4.5: (a) FPDW on camera-1 and (b) pedestrian detections with the dis-
tances to the background model on camera-1. As we can see we eliminate the
wrong detections of pedestrians using the background model.
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(a) (b)
Figure 4.6: Pedestrian detections with the distances to the background model on
our dataset (a) camera-3, (b) camera-3. The numbers on the top of the boxes are
the distances to the model. The red boxes are the ones that we may eliminate
with the threshold on the distances. Wrong detections still appear because the
distance is perturbed by pedestrians or non static background like elevators.
(a) (b)
Figure 4.7: (a) Intersection of FPDW and background model on camera-3 and
(b) tracking pedestrians on camera-3.
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camera-1 camera-2 camera-3 camera-4 camera-5
True Positives 3 16 23 24 0
False Positives 24 11 28 10 3
Table 4.1: True Positives and False Positives using FPDW on 300 first frames
with step of 25 frames on camera-1, camera-2, camera-3, camera-4 and camera-5.
camera-1 camera-2 camera-3 camera-4 camera-5
True Positives 3 14 21 19 0
False Positives 0 0 0 0 0
Table 4.2: True Positives and False Positives using threshold on FPDW and Back-
ground Model on 300 first frames with step of 25 frames on camera-1, camera-2,
camera-3, camera-4 and camera-5.
estrian detector and using the background model with the threshold of the con-
fidence on the pedestrian detector, see figures 4.1 and 4.2. The result obtained
using 60 frames separated 25 frames from each other and from the different
videos of the dataset are that we clean the 100% of False Positives with only los-
ing 13% of pedestrians, normally pedestrians that are difficult to detect either
because they are far away or occluded with low values of confidence. Also, the
one that loses more detections is the camera-4, where escalators hinder fully
the detections.
4.2 EVALUATION OF RESULTS
The final result that we want to get of this method is the number of pedestrians
that passed in front of the camera. In order to get this value, we have defined
two metrics to obtain this value: statistical one that analyses how many ped-
estrians have been detected in each frame during x time and another one that
counts the number of different people that have passed in front of the camera
during x time. We analyses each metric in each video.
To measure the distance, using the statistical metric between the values
obtained and the real ones, we use the Mean Absolute Error (MAE) and the
Root Mean Squared Error (RMSE). The evaluations performed by the MAE and
RSME give very similar values, although the MAE is smaller than the RMSE.
The RMSE will always be larger or equal to the MAE, the greater the difference
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(a) (b)
Figure 4.8: Frames of camera-1.
Algorithm 8
Manual labelling 6
Table 4.3: Camera-1 metric counting the number of unique pedestrians in the
video.
between them is, the greater the variance in the individual errors in the sample
is. If the RMSE is equal to MAE, then all the errors are of the same magnitude.
4.2.1 METRICS ON CAMERA-1 DATA
The camera-1 does not present too many challenging characteristics. As we see
in the pictures of camera-1, see figure 4.8, the pedestrians sometimes pass very
near to the camera so it is difficult to detect them because half part of the pedes-
trian is occluded and the light is artificial so that parts of the pedestrian appear
dark. Despite all this, the results of the metrics are good. Figure 4.9 shows
the statistical metric that analyses how many pedestrians have been detected
in each frame during 2500 frames: the MAE obtained is 0.09 and the RSME ob-
tained is 0.34. As we see, these values are very low, the obtained values fit well
to the real values.
The another metric that counts the number of unique pedestrians that passed
during 2500 frames is given in table 4.3, as we see this metric overestimates
33.Û3% of the pedestrians in camera-1.
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Figure 4.9: Camera-1 statistical metric. We use a step of 25 frames to count the
pedestrians.
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Table 4.4: Camera-2 metric counting the number of unique pedestrians in the
video.
4.2.2 METRICS ON CAMERA-2 DATA
The camera-2 has more challenging characteristics. As we see in the pictures of
camera-2, see figure 4.10, the image presents high contrast, reflections of ped-
estrians that the detector interprets like pedestrians, crowding people, natural
light and artificial light and non-static background because it presents a slid-
ing door and cars. Figure 4.11 shows the statistical metric that analyses how
many pedestrians have been detected in each frame during 2500 frames: the
MAE obtained is 1.45 and the RSME obtained is 2.00. As we see, these values
are big, the crowding people make difficult the detection and increase the error.
Another metric that counts the number of unique pedestrians that passed
during 2500 frames is given in table 4.4. As we see, this metric overestimates
53.2% of the pedestrian detection in camera-2 data.
4.2.3 METRICS ON CAMERA-3 DATA
The camera-3 has many challenging characteristics. As we see in the pictures of
camera-3, see figure 4.12, the image presents high contrast, reflections of ped-
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(a) (b)
Figure 4.10: Frames of camera-2.
Algorithm 110
Manual labelling 53
Table 4.5: Camera-3 metric counting the number of unique pedestrians in the
video.
estrians that the detector interprets like pedestrians, crowd of people, natural
light, artificial light and non static background because it has a sliding door and
cars. Figure 4.13 show, the statistical metric that analyses how many pedestri-
ans have been detected in each frame during 2500 frames: the MAE obtained
is 0.64 and the RSME obtained is 0.95. As we see, these values are good and fit
well to the real results.
The another metric that counts the number of unique pedestrians that passed
during 2500 frames is given in table 4.5. As we see, this metric overestimates
107.5% of the pedestrians in camera-3 data.
4.2.4 METRICS ON CAMERA-4 DATA
The camera-4 is the one that has a characteristic difficult to solve. As we see in
the pictures of camera-4, see figure 4.14, the scene has escalators. This make
difficult a lot the detection of pedestrians, all the pedestrians in the video will
be partially occluded all the time. This is the reason for the bad results of the
metrics. Figure 4.15 show, the statistical metric that analyses how many pedes-
trians have been detected in each frame during 2500 frames: the MAE obtained
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Figure 4.11: Camera-2 statistical metric. We use a step of 30 frames to count the
pedestrians. As expected when there is a large number of pedestrians, not all of
them are detected. This is because the occlusions disable the detections.
is 4.06 and the RSME obtained is 4.82. As we see, these values are very high,
escalators appearance is a challenging problem for the pedestrian detector.
The another metric that counts the number of unique pedestrians that passed
during 2500 frames is given in table 4.6. As we see, this metric underestimates
82.4% of the pedestrians in camera-4 data.
4.2.5 METRICS ON CAMERA-5 DATA
The camera-5 does not present challenging characteristics. As we see in the
pictures of camera-5, see figure 4.16, the images contain a few of pedestrians
without interferences. Figure 4.17 shows the statistical metric that analyses
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(a) (b)
Figure 4.12: Frames of camera-3.
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Figure 4.13: Camera-3 statistical metric. We use a step of 25 frames to count
the pedestrians.
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(a) (b)
Figure 4.14: Frames of camera-4.
Algorithm 57
Manual labelling 104
Table 4.6: Camera-4 metric counting the number of unique pedestrians in the
video.
Algorithm 7
Manual labelling 8
Table 4.7: Camera-5 metric counting the number of unique pedestrians in the
video.
how many pedestrians have been detected in each frame during 2500 frames:
the MAE obtained is 0.06 and the RSME obtained is 0.24. As we can see, these
values are very low, the results obtained fit very well to the real ones.
The another metric that counts the number of unique pedestrians that passed
during 2500 frames is given in table 4.7. As we see this metric underestimates
12.5% of the pedestrians in camera-5 data.
4.2.6 ANALYSIS OF METRICS
We may conclude that for getting good results we should use the statistical
metric because it is the one that approaches better to the real results. The MSE
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Figure 4.15: Camera-4 statistical metric. We use a step of 25 frames to count
the pedestrians.
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(a) (b)
Figure 4.16: Frames of camera-5.
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Figure 4.17: Camera-5 statistical metric. We use a step of 25 frames to count
the pedestrians.
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and RMSE indicate that the results fit better than using the another metric that
reaches overestimate of 107.5% in camera-3 data when the MSE obtained is
only 0.64.

CHAPTER 5
Discussions and conclusions
In this work, we proposed an algorithm for pedestrian detection and tracking
that improves state-of-the-art algorithms specially in their specificity that re-
duces the False Positive rates in detection of pedestrians using a model of the
background. It is based on Mean Shift algorithm with HOG and is capable to
remove the the most unstable parts of frames, pedestrians, and retaining the
most stable parts, the background.
According to the validation, the method is specially good in not very crowded
scenes, that is if the number of occlusions is low. Still, the results are very satis-
factory improving the state-of-the-art performance of pedestrian detection and
tracking and the implemented algorithms will be integrated in a final commer-
cial product to be exploited by Inspecta S.L.
Even so, there is a lot of work to improve the pedestrian detection and get
results similar to real ones. Future lines of this work are related to optimizing
the pedestrian detection with occlusions and improving the pedestrian tracking.
In particular, it would be of interest to:
1. Decrease the False Negative rate of pedestrians.
2. Support different shapes of the pedestrians from different angles.
3. Decrease the minimum size of pedestrians to be detected.
4. Use an alternative temporal coherence algorithm to identify the pedestri-
ans to improve the tracking.
37

ANNEX A
The dataset
The dataset used in the development of this algorithm contain 2500 frames that
are extracted from 5 colour videos of 640x480 taken from static cameras that
are on the top of an ad or a shop window in real commercial centres. We could
see in figure A.1, different frames of the videos used. As we can appreciate,
these videos have a lot of challenging characteristics. High contrast on the im-
age, not static background because of the lifts, escalators and reflective floor.
The pedestrians sometimes are black shapes difficult to recognize. Despite all
this, the algorithm has to deal with all these characteristics and propose a solu-
tion to solve the problem.
The pedestrian appears in all the parts of the image so for general purpose
we cannot define areas where detections are not required. The whole image
should be analysed.
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(a) (b)
(c) (d)
(e)
Figure A.1: Original frames of the different videos of the dataset (a) camera-1,
(b) camera-2, (c) camera-3, (d) camera-4 and (e) camera-5.
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