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INTRODUÇÃO 
Nesse trabalho, pretendemos fazer um estudo das equações de Navier· 
Stokes, as quais regem o escoamento de fluidos viscosos incompressíveis, no 
caso em que são dadas condições de fronteira sobre a pressão que são frequen-
tes em prob'lemas de escoamentos industriais. Consideraremos a situação 
particular, mas muito importante, onde o fluido é assumido ~er densidade 
constante; deter-nos-emos em estudar o caso estacionário, ou seja, onde as 
variáveis envolvidas não dependem do tempo. 
Mais especificamente, será objeto de nosso estudo o seguinte problema : 
achar u : !1 -----+ JRn, p : !1 ---+ IR tais que : 
-v !lu+ pou ·'lu+ gradp =f 
divu =O 
com condições de contorno a serem descritas posteriormente e onde 
u(x) E lRn é a velocidade do fluido no ponto x E !1 C IRn (região de escoa-
mento), p0 >O é a densidade e v> O é o coeficiente de viscos.idade (amOOs 
constantes), f é a densidade de forças externas por unidade de massa, u · Vu 
indica o operador convecção e p(x) é a pressão hidrostática. Observamos 
que a equação di v u = O indica o incompressibilidade do fluido e u 18n= O 
indica que o fluido adere às paredes de n, suposto em repouso. Além disso, 
suporemos n limitado e com fronteira regular e consideraremos n = 2, 3 pois 
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são os casos fisicamente interessantes, uma vez que no caso n = 1, teríamos 
necessariamente u( x) identicamente nula. 
Um passo importante na compreensão do problema anterior é o estudo 
preliminar do caso linearizado; para tal, consideraremos o chamado Pro-
blema de Stokes Estacionário : achar u : n --t JRTI e p : n --t IR tais 
que: 
-v!iu + gradp =f 
divu =O 
com condições de contorno similares às anteriores. 
O estudo de tais problemas será baseado no artigo de Begue-Conca-
Murat-Pironeau [ 2]. Faremos um detalhamento do mesmo, procurando for-
necer gradativamente, os fundamentos matemáticos que se farão necessários 
no seu estudo. Assim sendo, no capítulo 1, daremos alguns resultados da 
teoria clássica dos espaços de Sobolev e também algumas propriedades dos 
espaços funcionais que serão utilizados nas formulações variacionais dos pro-
blemas de Stokes e de Navier-Stokes propostos acima. 
O objetivo do capítulo 2 será fornecer algumas informações sobre os pro-
blemas clássicos, isto é, com condições de contorno apenas sobre a velocidade. 
Descreveremos, além de resultados de existência e de unicidade das soluções, 
algo sobre o que se conhece sobre a regularidade de eventuais soluções dos 
problemas de Stokes e de Navier-Stokes estacionários. 
No capítulo 3, já tratando efetivamente do que nos interessa, considera-
remos o problema de Stokes com condições de fronteira não habituais. Mais 
precisamente, consideraremos os casos onde a velocidade é dada sobre uma 
parte da fronteira, a pressão e a componente tangencial da velocidade dadas 
sobre uma outra parte da fronteira e onde a velocidade normal e a com-
ponente tangencial da vorticidade sendo dadas sobre uma terceira parte da 
fronteira. Além das formulações variacionais, resultados de existência e uni-
cidade e a "equivalência" entre as formulações variacionais e fortes (tanto 
no caso de condições de fronteira homogêneas sobre a velocidade, quanto no 
caso de condições não homogêneas), daremos alguns resultados sobre o fluxo 
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da velocidade sobre certas partes da fronteira e também, um método para 
determinar a derivada normal da pressão sobre uma outra parte da fronteira. 
No capítulo 4, faremos uma generalização para o caso da~ equações de 
Navier-Stokes, de alguns resultados obtidos no capítulo anterior, conside-
rando duas versões do problema (uma com condições de fronteira homogêneas 
e outra com não homogêneas sobre a velocidade). Daremos alguns resultados 
sobre a existência e a unicidade de soluções com a condição de que os dados 
do problema sejam pequenos em relação à viscosidade, bem como resultados 
sobre o fluxo da velocidade e sobre a derivada normal da pressão. 
Os resultados anteriores são de Begue-Conca-Murat-Pironneau [ 2 ]. Na 
última seção do capítulo 4, daremos um resultado original, mostrando que, 
mesmo sem a pequenes dos dados, é possível ainda, sob condições naturais, 
obter um re1.iultado de existência de soluções para o problema de Navier-
Stokes não homogêneo. 
No apêndice, daremos alguns exemplos que aparecem com certa frequência, 
em situaçÕe'J concretas. Veremos também, como adequar a t3oria aqui de-
senvolvida à resolução de tais problemas. 
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Capítulo 1 
RESULTADOS PRELIMINARES 
1.1 Introdução 
Daremos neste capítulo alguns resultados que nos serão úteis no desen-
volver deste trabalho. Por razões técnicas frequentemente omitiremOs as 
demonstraç.ões destes, as quais poderã.o ser encontradas nas referências cita-
das. Recomendamos também, uma rápida leitura das propriedades básicas 
do produto de convolução. 
1.2 Conceitos básicos sobre espaços 
Sobolev 
de 
Consideremos inicialmente, um subconjunto n do Rn, aberto, com fron-
teira r . Suporemos, salvo menção contrária, que r é localmente lipschitzi-
ana, ou seja, r él localmente, o gráfico de uma função lipschitziana. 
Seja D(fl) o espaço vetorial das funções infinitamente diferenciáveis, com 
suporte compacto em n e denotemos por D(f!)', o espaço dual de D(.\1), 
frequentemente chamado o espaço das distribuições sobre !1. Lembramos 
que, quando f é uma função localmente integrável, podemos identificá-la à 
distribuição por ela definida colocando 
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<f,<p>= j,J(x)<p(x)dx, 'i<pED(fl), 
onde<.,.> denota o produto de dualidade entre D(O)' e D(O). 
Em seguida, consideremos, para cada inteiro m ~ O e cada real p com 
1 :S p < oo, o espaço 
wm·'(fl) ={v E L'(íl) I &"v E L'(fl), v I a I :S m}. 
O espaço de Sobolev lVm•P(D) é um espaço de Banach (cfe. 
Adams- [ 1 ], pág. 45) com a norma: 
ou 
11 lt llm,p,O = { L 1, I â"u(x) I' dx)~, se p < oo 
joj:::;m 
11" llm,oo,n = max { supess I éf'u(x) I}, se p = oo. JaJ::;m x€(1 
Além disso, se 1 ::; p < oo, }ym,P(fl) é separável e se 1 < p < oo, é 
reflexivo (cfe. Adams- [ 1), pág. 47). Podemos ainda, munir tal espaço da 
semmorma: 
I U lm,,,n = {L 1, I â"u(x) I' dx)~, se p < oo 
)a)=m 
ou 
I lt lm,oo,n = max { sup ess I â"u(x) I}, se p = oo. 
)a)::::m xEO 
Lembramos que, quando p = 2, lVm·2(0) é frequentemente denotado por 
Hm(fl) que é um espaço de Hilbert (ele. Medeiros- I 5], pág. 22) com o 
seguinte produto interno: 
L k â"u(x) â"v(x) dx. 
jo:)$m O 
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Como D(f!) c wm·'(f!), definiremos 
ou seja, l-V,;n·P(f.!) é o fecho de D(!l) na norma !I [[m,p,O· Em particular, 
quando m = O, temos o seguinte resultado: 
Lema 1.1 O espaço D(f!) é denso em L'( f!) para 1 S p < oo. • 
O próximo teorema, conhecido como a desigualdade de Poincaré-Friedrichs, 
afirma que a aplicação v 1--+ I v [m,n é uma norma em H::(n), equivalente a 
ll·llm,n · 
Teorema 1.2 Se !1 é conexo e limitado ao menos em uma direção, então, 
para cada inteiro m 2: O, existe uma constante/(= K(m, !1) >O tal que 
11 V llm,n S f( I V lm,O, V V E H:;'(f!). • 
Para demonstração, sugerimos ao leitor Medeiros, Miranda- [ 5], cap. 3. 
Em várias ocasiões, precisaremos de critérios de convergência para sequên-
cias de funções. Para tal, o seguinte teorema muito nos será útil; a demons-
tração deste pode ser encontrada em Adarns- [ 1 ]1 pág. 97. 
Teorema 1.3 Sejam !1 um aberto do IRn com fronteira lipschitziana! p E IR 
com 1 ::; p < oo e m 1 k E N com k ::; m. As seguintes imersões ocorrem 
algébrica e topologicamente: 
se 
se ! < m-k. P n 
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Além disso, se f! é limitado, a última inclusão ocorre em Ck(f!) e a 
imersão de wm·P(f!) em Wk,q' (f!) é compacta para todo q E IR satisfazendo 
1 < 1 n 
- q < n-(m-k)p quando n>(m-k)p, 
ou 
1:5q'<oo quando n = (m- k)p. 
Também para k ou m negativo, estas imersões compactas ainda ocorrem. • 
Para 1 :5 p < oo, denotaremos w-m,p(f!) o espaço dual de w:·P(f!) nor-
mado por: 
11 f 11-m,p',O 
onde p' satisfaz ! + -}, = 1. 
<f, v> 
sup 
v e w;n•P(n), [[ V llm,p,íl 
•• o 
Neste trabalho, restringir-nos-emas aos espaços Hm(f!), ou seja, no caso 
p = 2 e para estudarmos os valores de fronteira das funções <!_estes espaços, 
suporemos que a fronteira r de n é de classe em. 
Consideraremos ds como a medida de superfície sobre r e _l?(r) como o 
espaço das funções de quadrado integrável sobre r com respeit•• à medida ds, 
munido da norma 
Os resultados abaixo, cujas demonstrações são encontradas em 
Treves- [ 9 ], seção 26, caracterizam o traço das funções de Hm(f!). 
Teorema lA Seja m qualquer inteiro não negativo. Então a restrição a 
n das funç5rs de C 00 (1Rn) formam um subespaço denso de HmU:t). • 
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Observamos que este subespaço denso é o espaço C'XJ(fl) das funções inde-
finidamente diferenciáveis em O, cujas derivadas de todas as ordens podem 
ser estendidas ao fecho de O com continuidade. Para qualquer função de 
C00 (0) podemos definir seus valores sobre a fronteira e chamaremos de traço 
sobre r, o qual é simplesmente a sua restrição à r. 
Teorema 1.5 Sem 2: 1, então o traço sobre r, definido inicialmente so-
bre C00(!1), pode ser estendido de forma única, como uma aplicação linear 
conUnua e sobrejetiva de HmUJ) em Hm-t(r). • 
Denotaremos o traço deu sobre r por /ou ou poderemos eventualmente, 
usar u Ir, sem que haja aviso prévio; lembramos ainda que, seu E Hm-!(r), 
m 2: 1, então 
11 U llm-j,r = in f 
v E Hm(n). 
"'o""' u 
11 V llm,O 
define uma norma em Hm-t(r), com a qual torna-se um espaço de Hilbert. 
Corolário 1.6 Se m 2: 1, então existe uma constante f{ > O, indepen-
dente deu tal que 
Consideremos H-!(f) =espaço dual de H!(r), munido da norma: 
11 u' ll-1 r = sup 
,, 1 
uEH~(r), 
""" 
l<u',u>l 
11 u llj,r ' 
onde < ·,. > denota a dualidade entre H-!(r) e H!(r). Lembramos que 
< ·,. > é uma extensão do produto escalar de L2 (f) no sentido de que se 
u E L 2 (f), então podemos identificar < u, v > com Ir u( s) v( s) ds. 
Como a fronteira r de n é suposta pelo menos lipschitziana, temos que a 
normal exterior n está definida em quase toda parte da fronteira e portanto 
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faz sentido definir derivadas normais. Para v E Hm(fl), definiremos a deri-
vada normal de v por : 
onde n = (n 1, • • • 1 Dn) é a normal exterior unitária à fronteira. 
Temos1 então, os seguintes resultados: 
Lema 1.7 A aplicação u >------> {J,u,8uj8n) definida de Hm(n) em 
Hm-!(r) x Hm-~(f) é sobrejetiva. • 
Observação 1: No caso m = 11 temos o seguinte resultado (cfe. 
Girault, Raviart - I 4 ], pág. 24): 
Seja g E Hl(r)n, satisfazendo frg · nds =O. Então existe uma função 
u E H 1(fl)n, única a menos de uma função aditiva tal que 
divu=O em O e u=g sobre r. 
1.3 Alguns espaços funcionais importantes 
para as equações de Navier-Stokes 
Assumiremos neste parágrafo (salvo menção contrária), que fl é um sub-
conjunto aberto do IR\ n = 2 ou 3, com fronteira r lipschitziana. 
Consideremos os seguintes espaços: 
A= {I' E D(n)" 1 div<p =O} (1.1) 
V= {v E H;(n)" I divv =O} (1.2) 
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H(div;n) ={v E L'(n)" I divv E L'(n)} (1.3) 
H(curl;n) ={v E L'(n)" I curlv E L'(n)"} (1.4) 
Observamos primeiramente1 que usaremos di v u ou V· ti para denotar o 
divergente deu, curl u ou '\1 X u para o rotacional deu e graduou '\lu para 
o gradiente de u. 
Notamos que munindo o espaço H(div;f!) do produto interno 
(u,v)H(div;ü) = (u,v)u(n)" + (divu,divv)u(n} 
e o espaço H(curl; O) do produto interno 
vemos que tais espaços são de Hilbert e consideraremos as normas induzidas 
por tais produtos internos. 
O seguinte lema nos será bastante útil no desenvolver deste trabalho; para 
a demonstração sugerimos Girault, Raviart - [ 4 ], pág. 25. 
Lema 1.8 Se f E H-1 (n)n satisfaz 
< j,v >=O V v E V, 
então existe p E L2(!1) tal que 
f= gradp. 
Quando n é conexo, p é única a menos de uma constante aditiva. • 
lO 
Para um estudo detalhado da relação de densidade entre estes espaços, 
bem como das demonstrações dos dois teoremas que se seguem, recomenda-
mos a leitura da seção 1.2 de Girault, Raviart - [ 4 ). 
Teorema 1.9 Seja n um subconjunto aberto do JRn simplesmente conexo. 
Uma função u E L2(!1)• satisfaz 
curlu ;;;:; o em n 
se, e somen~e se, existe uma única função p E H 1{n)/ IR tal que 
u == gradjJ. • 
Observamos que p é, na verdade, uma classe de funções e que se n não for 
simplesmente conexo, a última igualdade é satisfeita ao menos localmente. 
Podemos agora, definir o traço tangencial sobre r das funções de 
H(curl; 0). Lembramos que no caso bidimensional, se a normal unitária 
exterior é dada por n == (n1, n 2), então podemos deduzir que a tangencia.l 
unitária é d.ada por T = (-n2 ,n1 ). 
A prov~. do resultado que se segue pode ser encontrada em 
Girault, Raviart - [ 4 ], pág. 34. 
Teorema 1.10 A aplicação /T : v ~------+ v · n Ir pan, n == 2 ou 
f 7 : v ~ -o X n Ir paro n = 3 definida em D(n)n pode ser estendida a 
uma aplicação linear e contínua, ainda denotada por 171 de H(curl; n) sobre 
H-!(r) se n = 2 ou sobre H-~(f)3 se n = 3. Além disso, a se:;uinte fórmula 
de Green é satisfeita: 
(curlv,<p)- (v,curl<p) =- < /Tv,<p >r (1.5) 
V v E H(curl; !1) e V 'i' E H 1(f!)' se n = 3 ou V <p E H1(f!) se n = 2. • 
11 
Consider:::mos agora, os espaços a serem utilizados na resolução dos pro-
blemas de Stokes e de Navier-Stokes clássicos: 
- 1 V= fecho de A em H0 (fl)" (1.6) 
H= fecho de A em L2(fl)" (1.7) 
onde A é o espaço definido em (1.1). 
Para uma melhor caracterização do espaço V, observamos que as funções 
deste espaço têm divergente nulo no sentido de L2(f!) e se anulam na fronteira 
de n num sentido generalizado. 
Usando a caracterização de V dada em Temam - [ 8 ], pág. 18, con-
cluiremos que V= V (definido em (1.2)) e, portanto, utilizaremos sempre a 
notação V quando nos referirmos a tal espaço. 
Com rel::.ção ao espaço H, vemos que as funções deste espaço têm diver-
gente nulo no sentido de distribuição e componente normal nula num sentido 
generalizado na fronteira de n. 
Nas formulações variacionais dos problemas de Stokes e de Navier-Stokes 
que serão exibidas nos capítulos 3 e 4, serão de grande importâr..cia os espaços 
V, Vo, l'í e a forma bilinear contínua a(·,·) que definiremos abaixo. 
Suporemos que existem três abertos regulares de r, {f1,f2 ,f3 }, satisfa-
zendo: 
b) r;nr; = 0 Vi,j = 1,2,3,ifj (1.8) 
e cada ri com um número finito de componentes conexas; denotaremos por 
r 2!1 .•• 'r2r as componentes conexas de r2. 
Consideremos, então, os seguintes espaços: 
V= { vEH1 (fl)3 i 'V·v=Oem fl, v=O sobre r,, 
(1.9) 
V X ll = Ü sobre f2, V· n = Ü sobre f3} 
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V.= {v. E V I fr,. v. ·nds =O \fi= l, ... ,r} (1.10) 
• 
os quais muniremos com o produto interno de H 1 (0)3 • Como estes são 
espaços fechados de H 1(!1?, são espaços de Hibert. 
Observamos (usando o teorema de Stokes) que o traço normal das funções 
de V tem média nula sobre f2, uma vez que V· v= O. 
Sejam a(·,·): H 1(fl)' x H 1(fl)3 a forma bilinear contínua definida por 
a(·,·) =v J/v x u)(\l x v) \fu,v E H1(fl)3 , (1.11) 
. n 
e Ví o subespaço de V definido por: 
v,= {w E v I a(w,v.) =o \f v. E v.} (1.12) 
Lembramos que uma forma bilinear a(·,·): M X M--+ IR, onde M é um 
espaço de Hilbert, é dita M~elítica (ou M-coerciva) se existe uma constante 
a= a(n,rl,r2,r3) >o tal que 
a{ v, v)<: a 11 v 11~, \f vEM. (1.13) 
Considerando a forma bilinear a{·,·) definida em (1.11), diremos que a(·, ·) 
é V0 -elítica com núcleo Vi se as seguintes condições forem verificadas: 
a(vo,vo) = vf0 I'Vxvo I' dx <: aov 11 Vo llii'(O)', \f v. E V. {1.14) 
b) N(a) = V1 
onde N(a) denota o núcleo de a(·,·) em V, ou seja, 
N(a) ={v E V I a(v,w) =O V w E H 1(fl)"} {1.15) 
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É interesJante notar que se r2 = 0 ou r2 tem somente uma componente 
conexa, então Vo =V e, portanto, as noções de V~eliticidade e V0~eliticidade 
coincidem. Observamos que se w E N(a), então a(w, w) = O e, assim, 
V X w = O em f!; por outro lado, é óbvio que se w E V e V x w = O em 
f! então w E N(a). Concluímos então, que o núcleo de a(·,·) em V é o su-
bespaço de v das funções de rotacional nulo em n, ou seja, 
N(a)={wEVI\7xw=O em 0}. ( 1.16) 
Lembramos que se tivermos f! não simplesmente conexo, r de classe C 2 
e r= f 3 , então a dimensão de N(a) é estritamente positiva e como V= Va, 
a forma a(·,·) não é V-elítica, nem V0 -elítica com núcleo Yí-
Exibiremos, a seguir um resultado devido a LAX- MILGRAM, o qual é 
de grande utilidade na obtenção de soluções e de estimativas em problemas 
lineares. 
Lema 1.11 Sejam X um espaço de Hilbert real com norma I! · 11, 
a : X X X ----+ IR uma forma bilinear contínua e coerciva e f E X' {dual de 
X). Então existe um único u E X tal que a(u,v) =f( v), V v E X. Além 
disso, tem-se que 11 u II:S !; 11 f llx• • • 
O próximo lema nos fornecerá urna decomposição do espaÇo V. 
Lema 1.12 Se a(·,·) é V-elítica ou V0 -elítica com núc!co V1, então 
V= Vo ffi Vi, sendo Vi fechado em V e existe uma base 1Wt 1 ••• 1 Wr-t} 
de Yí tal que : 
a) fr 2 .w;·nds=D;i 'Vi,j=l, ... ,r-1 
' (1.17) 
b) fr2rW;·nds=-1 Vi=l, ... ,r-1 
Demonstração: Mostraremos primeiramente, que Vi é o complementar to-
pológico de v;, em V. Como a(·,·) é contínua em V e Yí é a imagem inversa 
do subconjunto fechado {O} de IR, então Vi é um subespaço fechado de V. 
Mostremos agora, que V = Vo EB Vi. Suponha que w E Yo n Vi; então 
a(w, w) =O e como a(·,·) é 11;,-elítica temos que w =O. Logo, :Vo n Ví = {0} . 
. 
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Temos que mostrar que, se v E V , então existem ún!cos v0 E Vo, 
vi E VI tal que: 
V= Vo +VI· 
Como a(·,·) é Vowelítica, é suficiente definir v0 (com v fixo) como a única 
solução ( cfe. lema 1.11) do seguinte problema: 
{ 
Achar v, E V, tal que : 
a(v,z) = a(v,z), V z E V, 
e definir VI por: 
Utilizando as definições de Vi e de v0 , deduzimos que il(v1, z) 
'V z E Vo e assim, v1 E Vi. Isto conclui a demonstração de que V1 
complementar topológico de Vo em V. 
Mostraremos agora, que Vi tem dimensão finita. 
Seja <.1> : 1li ---+ llt a aplicação linear contínua definida por: 
<l>(w)=(f w·nds, ... ,f w·nds). Jr21 Jr2 r 
= o, 
' e um 
Se w E Vi é tal que ct>( w) = O, então w E Va e assim w = O. Logo, ci> é injew 
tiva. Por outro lado, como as funções de V1 têm divergente nulo em n, temos: 
t f w·nds = frw-nds =O VwEVí. 
i=l lr2; r 
Como dim tP(V1) ::::; r- 1 e tP é injetiva, deduzimos que 
(1.18) 
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Sejam z~. ... ,Zr-1 (r-1) funções de V verificando as condições: 
(1.19) 
b) fr2~zi·nds=-1 Vi=1, ... ,r-1. 
Observamos que a existência de tais funções é garantida pela observação 
do lema 1.7. Para cada i= 1, ... ,r -1, associamos à zi a função wio de Vc, 
solução única (de. lema 1.11) do problema: 
{ 
Achar Wi 0 E Vo tal que : 
a(Wt01 Vo) =- a(zil Vo), V VoE Vo, 
(1.20) 
e definimos Wt por: 
W; = Wj
0 
+ Zj, i= 1, ... ,r- 1. (1.21) 
Utilizando (1.19) e (1.20), verificamos facilmente que Wi E Ví, para 
i = 1, ... ,r - 1 e satisfaz (1.17). Por outro lado, a condição (l.17a) im-
plica que as funções w; são linearmente independentes. Deduzimos então de 
{1.18), que a dimensão de Vi. é exatamente igual a (r- 1) e que o conjunto 
{w11 ..• 1 Wr-1} é uma base de V1 que satisfaz (1.17). • 
Daremos a seguir, um resultado que é uma consequência direta do Teo-
rema do Ponto Fixo de Brouwer e nos será útil para garantir a existência de 
soluções dos problemas aproximados não lineares. 
Lema 1.13 Seja X um espaço de Hilbert de dimensão finita com produto 
interno (-, ·) e norma I · I e seja P uma aplicação contínua de X em X 
satisfazendo 
(P(O,O >o para I ç I= I<> o. (1.22) 
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Então existe ~ E X, com I~ I:S J( tal que P(O =O. 
Demonstre.ção: Suponhamos que P não se anule na bola BK(O) C X. 
EntãD a aplica.çãD S: BK(O) ---+ BK(D) definida por: 
P(~) S(~) =-f{ I P{~) I 
é contínua em BK(O). Pelo Teorema de Brouwer sabemos que S tem um 
ponto fixo em BK(O), ou seja, existe ~o E BK(D) tal que 
P{~o) 
-I< I P{~o) I =~o· 
Tomando a norma dos dois lados desta equação, vemos que I ~o I = ]{, e 
se calcularmos o produto interno com (o teremos : 
I~ I'= K' = -J({P{~o),~o) 
o IP(W. 
Mas isto contradiz (1.22) e portanto P(Ç) deve se anular em algum ponto 
de BK(O). • 
Conforme veremos nos capítulos seguintes, após obtermos uma estimativa 
uniforme para a sequência de soluções aproximadas, precisaremos de algum 
critério de o.mvergência para podermos fazer a passagem ao limite. O lema 
abaixo nos fornecerá tal critério. Apesar de não apresentarmos sua demons-
tração, recomendamos a leitura de Brezis - [ 3 ], cap. 3. 
Lema 1.14 Sejam E um espaço de Banach reflexivo e (xn) uma sequência li-
mitada em E. Então existe uma subsequência (xn~c) que conve·:ye fracamente 
para x E E. • 
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No final dos capítulos 3 e 4, daremos uma fórmula que permite calcular a 
derivada normal da pressão sobre a parte r 3 da fronteira r de 11. Para isto 
precisaremos do conceito de divergente tangencial no sentido de distribuições 
e começaremos dando algumas condições para que tal conceito possa ser 
estabelecido. 
Consider~mos r.p E H~(r) e q, 1 e q,2 duas extensões de r.p, isto é, 
il11, il1, E H 2(íl), il11 = il1, = 'P sobre f. 
Lembramos que, como r é de classe C1·\ o lema 1. 7 garante a existência de 
tais extensões. 
Seja 9 E H-l (r)3 tal que: 
g. n =o sobre r. (1.23) 
Como <ll1 = «P2 sobre r, então vq,1xn= V<ll2xn sobre r, e assim: 
< g, V<ll1 >r = < g, V<ll2 >r . 
Isto mostra que para r.p dada, < g, V«P >r não depende da extensão 
il1 E H 2 (íl) de <p. Como 
obteremos: 
!< 9, V' <li >ri :S 119 llwl(rl' 11 <i) IIH'(O) 
Isto nos permite introduzir a seguinte definição: 
Seja 9 uma distribuição em H-l(r)' satisfazendo (1.21). Chamamos de 
divergente tangencial de g à distribuição Vt · g E s-~(f) definida por 
' ~V',· 9,'P ~r=-< 9, V'il1 >r V 'P E H'(f), (1.24) 
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onde cJ? é uma extensão qualquer de 1.p em H 2{0) e <: ·,. >r denota a dua-
lidade entre H-!(r) e Hi(r). 
Observação 2: É interessante lembrar que se g é uma fu:ação suficien-
temente regular definida em n com valores em 1Ef e satisfàzendo (1.23), 
um cálculo explícito ( cfe. Murat, Simon - { 6 ], lema 4.9 ou 
Simon- [ 7], 5eção 4) mo5lra que: 
Daremos, finalmente, alguns resultados que serão usados no apêndice 
deste trabalho, para uma outra caracterização do espaço V definido em (1.9); 
as provas destes podem ser encontradas em Girault, Raviart - [ 4 ). p. 51-54. 
Consideremos os seguintes espaços: 
W = H(div; !1) n H,(curl; !1) 
U = H,(div; !1) n H(curl; fl), 
"""'""):;-IH(curl;O) . H(div;O) 
onde H,(curl; fl) = D(fl n e H,(dw; fl) = D(fl)" . 
Temos então : 
Teorema 1.15 O espaço W está continuamente imerso em H 1 (0). • 
Teorema 1.16 Suponhamos que n seja limitado e tenha fronteira de classe 
C1•1 ou seja. um poliedro convexo. Então U está continuamente imerso em 
H 1 (fl)3 . • 
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Capítulo 2 
RESULTADOS SOBRE OS PROBLEMAS CLÁSSICOS DE STOKES E 
DE NAVIER- STOKES ESTACIONÁRIOS 
2.1 O problema de Stokes estacionário 
As equaçôes de Stokes são a forma estacionária linearizada das equações 
de Navier-Stokes. Faremos, neste parágrafo, duas formulações variacionais e 
um resultado de existência e unicidade para o problema: 
Ach..u- u :f!-). IRn(n = 2 ou 3), p : f!--+ IR tais que: 
-vL'.u + grad p = f (2.1) 
di v u = o, u = o sobre r. 
É conver.íente observar que, apesar de na formulação dos problemas de 
Stokes e de Navier-Stokes aparecer a densidade p0 , não há perda de generali-
dade ao se tomar Po = 1. Além disso, gostaríamos de observar que a pressão 
p é única a menos de constantes aditivas e para fixá-la supoi-emos sempre 
quepE LÕ(fl), ou seja, pé quadrado integrável e possui média nula sobre n. 
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2.1.1 Formulação variacional 
Para obk.rmos uma formulação fraca de (2.1), tomemos uma função ar-
bitrária v : n -----+ JR'Il suficientemente regular tal que v 1r = o e multiplique-
mos a primeira equação de (2.1) por v. Uma integração por partes sobre f! 
e a condição.de fronteira nos dará.: 
v fogradu-gradvdx- fop·divvdx= fo!·vdx. 
Tomemos agora uma função q : f! -----+ IRn suficientemente regular tal que 
fo q dx = O e multipliquemos a segunda equação de (2.1). Integrando sobre 
n teremos: 
lo q · di v u dx = O. 
Recordemos os seguintes espaços funcionais: 
A = {<p E D(!1)" I div<p =O} 
V =fecho de A em HJ(!1)" 
H =fecho de A em L2 (!1)" 
LÕ(l1) = {g E L'(l1) I fng(x)dx =O} 
Definamos as seguintes formas bilineares: 
a1 : H~(l1)" x HJ(!1)" ____, IR 
(2.2) 
a1(u,v) = v(gradu,gradv) 
b: H6(!1)" x LÕ(l1) ____, IR 
(2.3) 
b(w,q) = -(q,divw) 
onde(·,·) é ~J produto interno de L2(f!) usual. 
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Temos, então uma formulação variacional para o problema• (2.1): 
Dada f E H-1(!1)", achar (u,p) E HJ(!l)" X L~(!l) tal-que: 
a1(u,v)+b(v,p) =<f,v>, lfvEHJ(!l)" (2.4) 
b(u,q) = O, \1 q E L~(!l) 
onde<·,·> denota o produto de dualidade entre s-1(!l)n e HJ(O)n. 
Podemos ainda, dar uma formulação fraca onde não apareça a pressão 
p. Para tal; basta restringir a forma bilinear em (2.2) ao subespaço V de 
HJ(O)n, pois assim, teremos b(v,p) = O, 'V v E V e o seguinte problema: 
{ 
Dada f E H-'(!l)", achar (u,p) tal que: 
a1(u,v) =<f,v>, \lvEV 
(2.5) 
Mostraremos posteriormente, que as duas formulações são .~qui valentes. 
2.1.2 Resultados de existência e unicidade 
Notamos primeiramente, que a forma bilinear definida em (2.2) é contínua, 
pOIS 
I a,(u,v) I :S 11 gradu IIL' 11 gradv IIP :S C(v) 11 u IJ, 11 v IJ, 
e também Cl"'erciva, pois usando a desigualdade de Poincaré-Fredrichs (teo-
rema 1.2), temos : 
I a,( v, v) I= v 11 gradv IIJc, ~ a(!l,v) 11 v lli. 
Assim, se tomarmos l( v) = < J, v > teremos que 1 E V' e 
IJ I llv• <11 f JJH-'(fl)" e portanto (2.5) está nas condições do lema Lll. 
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Logo, existe uma única solução u E V de (2.5) satisfazendo 
1 
11 u Ih :5 a( v, f!) 11 f IIH-•(n)• · {2.6) 
Precisamos agora recuperar a pressão p. Para isto vamos mostrar que as 
formulações (2.4) e (2.5) são equivalentes. Notamos que se (u,p) é solução 
de (2.4) entào u é solução de (2.5). Temos que mostrar que, se u é solução 
de (2.5), então existe p tal que (u,p) é solução de (2.4). 
Seja g : HJ(n)n ----+IR a forma linear definida por 
g(v) =<f, v> -a1(u,v) (2.7) 
Temos que g(v) = O, V v E V, isto é, g E V" = {h E H-1 (!1)" I 
h( v) =O, V v E V}, o conjunto polar de V. Assim temos que mostrar que 
existe p E L5(f!) tal que 
b(v,p) g(v), V v E H~(f!)". (2.8) 
Para isto, precisaremos do resultado seguinte, cuja demonstração pode 
ser encontrada em Girault, Raviart - [ 4 ], pág. 58. 
Lema 2.1 Sejam X 1 M espaços de Hilbert reais e b : X X M ---+ IR 
uma forma bilinear contínua. Consideremos os operadores B E L(X,M') 
e B' E L(M, X') definidos por 
< B'q,v > = < Bv,q > = b(v,q), V q EM, V v E X 
onde < ·, · > denota o produto de dualidade entre X' e X e M' e M. Seja1 
ainda, V = kerB = {v E X I b(v, q) = O, V q E M} . Então são 
equivalentes: 
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(i) existe uma constante (3 > O tal que 
. f b(v,q) > (3 
/fM :~~ 11 V llx 11 q IlM 
(ii) o operador B' é um isomorfismo de M sobre V 0 
h( v)= O, V v E V} e 11 B'q llx• ::0: fJII q IlM, V q EM. 
(2.9) 
{h E X' I 
(iii} o operodor B é um isomorfismo de V-'- sobreM' e 11 Bv IIM•2 (3 11 v llx, 
v v E V-'- = { w E X I < w, v >= o, v v E V} .• 
A forma bilinear definida em (2.3) é contínua pois 
I b(w,q) I :S 11 q IIL'(O) 11 divw IIP(n) :S 11 q IIL'(O) 11 w IIH'(O) 
e neste caso os operadores B e B' associados a b são 
B -div : H~(n)n __, L~(il) 
B' - grad : L~(il) __, H-1 (!1)" 
Além disso, kerB ={v E H;(n)": B(v) = divv =O}= V (definido na 
seção anterior). A equaçã.o (2.8) é então, equivalente a achar p E L~(O) tal 
que 
B'p g E V0 (2.10) 
Pelo lema anterior, para achar a pressão basta mostrar que a formà bili-
near de (2.3) satisfaz a condição (2.9), isto é, que existe uma constante (3 > O 
tal que 
sup 
v E H! (n}n 
(<p,divv) 
I v h ::: fJII 'I' IIP, v 'I' E L~(il). (2.11) 
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Para isto, necessitamos ainda do resultado abaixo, cuja demonstração 
pode ser encontrada em Giraul, Raviart - [ 4 J, pág. 24. 
Lema 2.2 O operador divergente é um isomorfismo de V..L {complemento 
ortogonal de V em H;(fl)" com o produto (grad ·,grad ·))sobre L~(fl). • 
Assjm, dada t.p E L~(fl), existe v E V.L tal que r..p = div v e 
I v h S C 11 <p li L'• C> O independente de <p. 
Assim, 
( <p, di v v) 
I v h 
(<p,<p) 
I v Ir 
I 
c 11 'P 11"' 
Tomando-se j3 = ~ > O temos (2.11) e, portanto, B' = grad é um iso-
morfismo sobre vo de acordo com o lema (2.1). Logo, existe p E L~(n) 
satisfazendo (2.10) e 
11 p IIL' s c 11 B'p IIH-'(0)" = c 11 g IIH-1(0)" 
< Cr(ll f IIH-'(0)" +v 11 v llr) S C,(l + vf3) 11 f IIH-'(O)" 
Concluímos assim, que as formulações (2.4) e (2 .. 5) são equivalentes . 
Observamos que uma outra possibilidade para recuperarmos a pressão seria 
considerarmos que 
Pelo lema 1.8, teríamos que existe uma função p E L[0 JO.)/ IR tal que 
(v,p) é solução de (2.5). 
Podemos então, resumir os resultados anteriores no seguinte 
Teorema 2.3 Dado f 
(v,p) E H;(fl)" x L~(fl) de 
E H-1 (D.)n, existe uma única 
(2.4). Além disso, temos a estimativa 
2.5 
solução 
11 u Ih+ 11 P IIL' :'ó C( a, v) 11 f IIH-1(0)" ·• 
Antes de terminarmos esta seção, gostaríamos de comenhr sobre a re-
gularidade do problema de Stokes não homogêneo (válida também para o 
caso homogêneo). Um resultado consequente do paper de Agmon, Douglis, 
Nirenberg, o qual fornece estimativas a priori de soluções de si.3temas elíticos 
gerais, mostra que se tivermos fl suficientemente regular, com a solução (u,p) 
e os dados satisfazendo 
u E W 2•"(!1), p E W1•"(!1) com 1 <a< oo, 
f E Wm•"(!1), 9 E Wm+l,•(n) e <li E wm+'-;(f) com m >O, 
então 
e existe ume, constante k = k(a, v,m,f!) tal que 
JJ U llwm+'·"(O) + JJ P llwm+l.•(O)/R 
< k{ll f llwm,•(o) + 11 9 llwm+•.•(o) + 11 <li llwm+>-/;.•(r) +d • . 11 u IIL•(o)} 
onde da = O para a 2: 2 e der = 1 para 1 < a < 2. 
Observamos que este resultado não garante a existência mas apenas a 
regularidade de uma eventual solução. Entretanto, no caso n = 2 ou 3 é 
possível obter um resultado de existência e regularidade; para tal, indicamos 
Temam- [ 8], pág. 35. 
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2.2 O problema de Navier-Stokes estado-
' . nar1o 
Daremos neste parágrafo, formulações fracas e um resultado de existência 
para o problema de Navier-Stokes estacionário. O resultado de existência 
será obtido por construção de soluções aproximadas usando o método de Ga-
lerkin e passando ao limite. Na passagem ao limite dos termos não lineares 
precisaremos de algumas propriedades de convergência forte que obteremos 
por métodos de compacidade. Trabalharemos, então, com o seguinte pro-
blema: 
Achar u : n ---+ IRn , p : n ---+ IR tal que : 
-vLl.u +u ·"lu+ gradp = f (2.12) 
di v u = O, u Ir = O 
2.2.1 Formulação variacional 
Procedendo como no parágrafo anterior, teremos uma primeira formulação 
variacional : 
Dado f E H-1{0)", achar {u,p) E HJ(O)" x LÕ(íl) tal que: 
a1 (u,v'+a,(u,u,v)+b{v,p) =<f,v>, VvEHJ(O)" {2.13) 
b(u,q) = O, V q E LÕ(ll) 
onde a2 :H6(!1)n X H6(0)n X HJ(n)n ---tlR é a forma trilineai definida por: 
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Se restringirmos a forma bilinear ao subespaço V de HJ(fly•, teremos que 
b( v, q) = O, V v E V e uma nova formulação variacional : 
{ 
Achar u E V tal que : 
a1(u,v) + a2 (u,u,v) =<f, v>, V v E V 
(2.14) 
Como no parágrafo anterior, pode~se mostrar a equivalência entre os pro~ 
blemas (2.13) e (2.14) usando o mesmo método, e, portanto, vamos nos 
concentrar em mostrar a existência de solução para o problema (2.14). 
A esta altura se faz necessário observar algumas propriedades da forma 
trilinear a 2(·,·,·). 
Lema 2.4 i) A forma trilinear a 2(·, ·, ·) é contínua em 
HJ(l1)' X HJ(l1)" x HJ(l1)"; 
ii) Seu E V, e v,w E Hó(nt, então a2(u,v,w) -a2(u,1u,v). Em parti-
cular, a2(u, v, v) = O. 
Demonstração : i) Usando a desigualdade de Hõlder, teremos que : 
r n 8v· 
I ln i~l "' ax: Wj I~ C(n) 11 u IIL•(O)" 11 gradv IIL210)" 11 w IIL•(O)" 
e, como, pelo teorema 1.3, H 1(fl)n está compactamente imerso em L'1(!1)n, 
segue-se que : 
I a,(u, v, w) I~ C 11 u IIH•(n)" 11 v IIH•(O)" 11 w IIH'IO)" · 
i i) Sejam v, w E D(!1)" eu E A; teremos que : 
1 " 8w· L tt;--J vi da: a .. 1 Ôxi •,J= 
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Portanto, a2(-u,v,w) = -a2(u,w,v), comv,w E D(f!)n eu E A. Usando a 
densidade de D(!l)n em H'J(fl)n e de A em V, teremos verificado o resultado . 
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Para provar a existência de solução do problema (2.14) usa.cemos a seguir 
o método de Galerkin. 
la. Etapa : Construção da solução aproximada 
Como V é separável (subespaço fechado de um separável) existe uma 
sequência de elementos linearmente independentes {wi}~1 em V tal que as 
combinações lineares finitas são densas em V. Seja Vk o subespaço de V 
gerado por w1 , ... , Wk· Consideremos os seguintes problemas aproximados de 
(2.14) : 
{ 
Achar Uk E vk tal que : 
a,(u,,v)+a,(u,,u,,v) =<J,v>, 'VvEV,: 
(2.15) 
O problema (2.15) é não linear em um subespaço de V de d.:.mensão finita 
e para mostrar que ele tem solução usaremos o lema 1.13 com a aplicação 
Pk : Vk ----+ Vk definida, para cada v E Vk, por : 
(P,(v),w;) = a1(v,w;)+a 2 (v,v,w;)- <f,w;> 
para todo i = 11 ... 1 k. 
Verifiquemos a continuidade de Pk. Seja { Vm}~=l c vk convergindo para 
v E vk. Como Vm ----+ v em HJ(fl)n, o qual está continuamente imerso em 
L4(!1)" (e, portanto, em L2(!1)n), temos que: 
Vm ----+ V em L'(!'l)n 
grad Vm ----+ grad v em L2 (!1)". 
Assim sendo, teremos ; 
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p01s w.: E HJ(n)n ....__. L4(0)n. Então, para todo i - 1, ... ,k, teremos: 
{ lim P,(vm),w;) = lim [al(vm,w;) + a,(vm,vm,w;)- < f,w; >] 
m-oo m-~ 
= a1(v,w;)+a2(v,v,w;)- < f,w; >= (P,(v),w;). 
Portanto, lill'lm-oo Pk(vm) = Pk(v) e Pk é contínua. 
Temos também, que : 
(P,(v),v) - a1(v,v) +a2(v,v,v)- <f, v> 
> " 11 v lll +o - 11 f IIH-'(0)• . 11 v Ih > o 
para 11 v ll1 = R = ~ 11 f IIH-'(O)•· 
Assim, P~; está nas condições do lema 1.13 e, portanto, existe u~; E V~; 
tal que Pk(uk) = O, ou seja, u~; é solução de (2.15). Além disso, temos a 
estimativa em HJ(ny~ : 
que é independente de k. 
2a. Etapa : Passagem ao limite 
Nesta etLpa mostraremos que existe solução para o problema (2.14). Con· 
sideremos a sequência de soluções aproximadas { uk}~1 construída na etapa 
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anterior. Como ela está limitada em HJ(!l)n que está compactamente imerso 
em L4(0)" (conforme teorema. 1.3), podemos extrair uma. subsequência, que 
ainda denotaremos por {u.cH;=1 , tal que: 
u.c ---+ fraco em HJ(n)n 
u, ---> forte em L'(fl)" (e, portanto, em L'(fl)"). 
Fixando Wi e usando o resultado ii) do lema 2.4, temos : 
lirn a1(u.c,wi) a1(u,wi) ,_00 
-lim f(u,·Vw,)·u, - ~(u·V'w;)·u 
k-oo lo Jr. 
Portanto, de a1(uk,wi) + a2(uk,uk,wi) = < J,wi >,tomando o limite 
em k, segue-se que : 
Como wi foi tomado arbitrariamente e as combinações lineares finitas são 
densas em V. temos que ué solução de (2.14), ou seja, 
a1(u,v)+a2(u,u,v) =<J,v>, \lvEV. 
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Segue da estimativa uniforme de uk em HJ(n)n e da convergência fraca 
para uno mesmo espaço, que u também satisfaz a mesma estimativa. Usando 
o mesmo argumento que no parágrafo anterior recuperamos a pressão. 
Temos então provado o seguinte resultado : 
Teorema 2.5 Dado f E H-1(n)n, existe uma solução 
(u,p) E H~(!1)n X LM!1) do problema {2.13). Além disso, temos: 
11 U IIH'(0)" + 11 P IIL'(O) S C{ O, v) 11 J IIH-'(O)n ·• 
Observação 1 : Não obtivemos a unicidade da solução e de fato, ela não é, 
em geral, única. Entretanto, se!; 11 f IIH-l(fl)" for suficientemente pequeno, 
pode~se provar que a solução dada pelo teorema 2.5 é única. 
Com relação à regularidade da solução do problema de Navier-Stokes 
homogêneo, obtemos melhores resultados que no problema linearizado. Su-
pondo f! C JRn, n = 2 ou 3, limitado e de classe C= e f E C 00 , teremos 
que qualquer solução (u,p) E C=( f!) X C00 (!1); se !1 é ilimitado, o resultado 
continua válido para todo compacto K c n. Obviamente, se f for menos 
regular, assim o será u também. 
Para o caso não homogêneo obteremos o mesmo resultado se colocarmos 
a hipótese a.dicional sobre o dado <f da fronteira de que <f E C00 (f). 
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Capítulo 3 
O PROBLEMA DE STOKES COM CONJ21ÇOES DE 
FRONTEIRA SOBRE A PRESSAO 
3.1 Introdução 
Estudaremos neste capítulo, a.s equações de Stokes com as seguintes 
condições de fronteira: velocidade dada sobre uma parte da fronteira, pressão 
e componente tangencial da velocidade dadas sobre uma outra parte da fron-
teira, velocidade normal e componente tangencia1 da vorticidade dadas sobre 
urna terceira parte da fronteira. Nosso objetivo será dar urna formulação va-
riacional deste problema e em seguida demonstrar os resultados de existência 
e unicidade. 
3.2 Formulação do problema de Stokes 
Seja !1 um aberto do 1fi3, limitado, conexo (não necessariamente simples-
mente conexo), com fronteira f localmente lipschitziana. Vamos supor que 
existem abertos regulares f 1 , f2 e f 3 cada um com um número fini~o de 
componentes conexas tais que : 
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b) r;nr; = 0 Vi,j=1,2,3, i#j (3.1) 
c) r=r,ur,ur, 
Notaremos por r 2; a j-ésima componente conexa de r 2 e por n a normal 
exterior à r. Uma vez que r é localmente lipschitziana, a normal está definida 
em quase t~da parte de r. Além disso, n é lipschitziana sobre qualquer 
componente 'de r. 
Propor-n~s-emos a estudar então, as equações de Stokes (estacionárias) : 
a) -v !lu+ \lp =f sobre !1 
b) \l·u=Osobre !1 
com as seguintes condições de fronteira : 
c) U = Uo sobre f1 
(3.2) 
d) uxn=axnsobre fz 
e) p=posobre r2 
f) u. n = b. n sobre r, 
g) (\I X u) X n = h X n sobre r 3 
onde u xn e Vx u x n denotam as componentes tangenciais da velocidade 
e da vorticidade, respectivamente e, v, f, u0, a, b, p0 , e h sã::> os dados do 
problema satisfazendo : 
(3.3) 
f E L2(!1)', \1· f E L2(!1), \1 x f E L'(!'l)'- (3.4) 
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e suporemos que existe uma extensão U0 E H 1 (0)3 tal que : 
a) V· Uo = O sobre n 
b) Uo=Uosobre rl 
c) Uo x n = a x n sobre r, 
d) U0 • n = b · n sobre rs 
' Po E s-•(r,)/IR 
h E s-l(r3 )' 
(3.5) 
(3.6) 
(3.7) 
Lembramos que a condição (3.5) é urna hipótese de regularidade sobre as 
funções u0 , a e b. Sendo dados u0 E H~(r1 )3 , a E H!(r2 ) 3 e b E Hi(fa)3 , 
a existência de uma função U0 E H1 (0)3 verificando (3.5) não é evidente 
a priori. Entretanto, se tomarmos g E H!(r? tal que g = Uo sobre rl 1 
9 = a sobre r 2 1 g = b sobre r 3 e satisfazendo Ir 9 . n ds = o 1 então pela 
observação 1, cap. I, teremos que existe U0 E H 1 (0)3 tal que : 
di v Uo =O em n e Uo = g sobre r. 
3.3 Formulação variacional do problema e 
resultados de existência e unicidade 
Começaremos recordando os seguintes espaços funcionais : 
v= { v E H 1(!1)' I v. v= o em !1, v= o sobre r, 
(3.8) 
vxn=Osobre r 2 , v·n=Osobre ra} 
Vo={voEVJj Vo·nds=O, Vi=l, ... ,r} (3.9) 
< 1'2; 
35 
Munindo-os do produto interno de H1(S1)3, fica claro que G_ue V e V0 são 
subespaços fechados de H1 (S1)3 e, portanto, espaços de Hilber1. 
Seja a(·,·): H'(fl)' X H 1(fl)' _____,IR a forma bilinear cor.tínua definida 
por: 
a(u,v) =v focv x u)('V x v)dx, 'lu, v E H1 (fl)3 (3.10) 
Consideremos o seguinte subespaço de V definido por : 
V1 = {w E V I a(w, vo) =O, \f VoE Va} (3.11) 
Como veemos a seguir, os espaços V, Voe Ví e a forma bilinear a( ·, ·) 
definidos acima serão a base da formulação variacional e da resolução do 
problema ( Ü). 
Consideremos agora, o seguinte problema variacional : 
a) Achar u E H 1(fl)3 tal que: 
b) (u-U0 )EV (3.12) 
c) a(u, v)= L( v), \f v E V 
onde V é o espaço definido em (3.8), a(·,·) é definida por (3.10) e L(·) é 
a forma linear sobre H1(S1)3 definida por : 
L(v) = k f· v dx +v < h x n, v >r, - < p0 , v· n >r, \f v E H 1(fl)3 (3.13) 
com< ·, · >....,. denotando o produto de dualidade entre H-!(lr' e H!(l)n, n 
= 1 ou 3 e ; um aberto de f. 
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Consideremos, para todo v E H 1 (!1)3 , as seguintes desigualdades: 
I<!, v >I :5 11 f [[H-'(OJ' · 11 v [[H'(n)' = C1 11 v [[H'(n)' 
. 
I v< h X fi, V >r, I::; v 11 h X n llwl(r,)' ·li v IIH'(O)' = c,[[ v IIH'(O)' 
Como para todo v E H 1 (0)3 vale: 
[ L(v) [ :5 [< J, v >I+ I v< h X n, v >r,[ + [<]>o, v· n >r, I 
temos então-: 
[L( v) [ :5 C 11 v [[H'(n)' 
e portanto, L é contínua sobre H 1 (!1)3. 
Usando a.s definições de a(·,·) e de L(·) o problema (3.12) se escreve: 
a) Achar u E H 1(0)3 tal que: 
b) (u- Uo) E V 
(3.14) 
c) v f0 ('V x u) ·(V X v)dx = fnf·vdx+ v< h X n,v >r, 
- <po,v·n >r2 , V v E V 
Temos que se a forma bilinear a(·,·) for V-elítica, o lema 1.11 (LAX-
MILGRAM) c;arante não só a existência mas também a unicidade de solução 
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do problema (3.14). Entretanto, se a forma a(·,·) for apenas Vo-elítica com 
núcleo em V1, veremos que ainda teremos a existência mas não mais a uni-
cidade de sclução em V do problema (3.14), conforme mostra o resultado 
abaixo. 
Teorema 3.1 Suponhamos que a forma bilinear a(·,·) seja Vó-elítica com 
núcleo em V1 e a forma L(·) verifique a condição adicional : 
L(w)=O, VwEVí. (3.15) 
Seja y0 a única solução do seguinte problema variacional : 
a) Achar y0 E H 1 (íl)3 tal que : 
b) (yo-Uo) E Vo (3.16) 
c) a(yo, vo) = L(vo), V voE Vo. 
Então para todo w E Ví_, a função u = y0 + w é uma solução do problema 
(3.12) e toda solução do problema (3.12) é desta forma. Reciprocamente, se o 
problema (3.12)admite uma solução, então L(w) =O, V w E VJ.. 
Demonstração : Tomemos u = Yo + w, com Yo solução de (3.16) e w E V]_. 
Está claro que u E H1 (íl)3 e (u- U0 ) E V. Seja v uma função qualquer de 
V. Usando o lema 1.12, podemos decompor v na forma: 
Como Ví é o núcleo de a( ·, · ), temos que : 
a( u, v) = a(yo, zo). 
Assim, (3.15) e (3.16) implicam que : 
a(u,v) =L( v), Vv E V. 
Suponhamos agora, que z seja uma solução de (3.12). De (3.12c) e (3.16c) 
deduzimos, fazendo a diferença, que : 
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a(z- yo, vo) =O, V VoE VQ. 
Assim z ·- y0 = w E Ví e, portanto, z = y0 + w, com w E Ví. Recipro-
camente, se o problema {3.12) admite uma solução u, então tomando-se em 
{3.12c) as funções testes v = w, com w E Ví, o fato de Vi ser o núcleo de 
a(·,·) implica que L(·) é identicamente nula em Vj. • 
Observamos que o teorema acima é um pouco mais geral : sua conclusão 
permanece válida se V é um espaço de Banach reflexivo, Vo um subespaço 
fechado de V. e a(·,·) é uma forma bilinear contínua e simétrica satisfazendo: 
• a(·,·) é Vo-elítica 
o V,= {w E V I a(w,v0 ), 'Ivo E Vo} é o núcleo de a(·,·) em V. 
Veremos no apêndice deste trabalho, alguns exeniplos que se constituem 
casos de aplicação deste teorema que é uma variante do lema LAX-MILGRAM. 
3.4 Interpretação do problema variacional e 
propriedades das soluções 
Começaremos este parágrafo mostrando que toda solução do problema de 
fronteira (3:~) é solução do problema variacional (3.14) e que toda solução 
do problem<.>. variacional (3.14) é solução (num certo sentido) d.:l problema de 
fronteira (3.2). 
3.4.1 Equivalência entre os problemas variacional e 
de fronteira 
Começaremos com o seguinte resultado : 
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Teorema 3.2 Se u E 0 2(.0) e p E 0 2(.0) são soluções clássicas do pro-
blema de fronteira (3.2),então u é solução do problema variacional (3.14). 
Demonstra-:;ão : A demonstração é feita da forma habitual. Multiplicamos 
a equação (3.2a) por uma função v qualquer de V, integramos por partes em 
n, utilizando a seguinte fórmula : 
- L'>u ='V X ('V x u)- 'V('V · u) (3.17) 
e obteremos : 
lo v('Vx ('Vx u)- 'V('V·u))·v dx fo!·vdx + fopdivvdx -jp(v·n)dS 
de onde (usando a fórmula de Green) segue: 
v fo('Vxu)·('Vxv)dx- v j(('Vxu)xn)·vdS- v fo'V('V·u)·vdx 
= fo!·vdx + fopdivvdx -lp(v·n)dS 
Usando o fato de '\7 · u = O e '\7 · v = O 1 teremos : 
v fo('Vxu)·('Vxv)dx = fo!·vdx +v j(('Vxu)xn)·vdS -·jp(v·n)dS 
Assim, usando as condições de fronteira que verificam as funções de V 
sobre r 1 teremos : 
v r ('Vxu)·('Vxv)dx = r f-vdx +v r (('Vxu)xn)·vdS- r p(v·n)dS ln ln lr3 lr2 
de onde, utilizando o fato de p = po sobre f 2 e ('\7 X u) X n = h X n sobre f 3 1 
deduzimos ql!e u verifica (3.14c). Além disso, utilizando o fato deu E 0 2(.0) 
(e, portanto, u E H 1(!1)3), deduzimos de (3.2b·f) e de (3.5) que u- Uo E V. 
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Logo, u é solução do problema (3.14). • 
Reciprocamente, temos o seguinte 
Teorema 3.3 Suponhamos que as condições (3.4-7) são verificadas. Seja 
u uma solução do problema variacional (3.14). Então ('V x u) E H(ll.,f!) 3 
e existe p E H(D..,fl)/IR tal que u e p são soluções do problema de fronteira 
(3.2) na seguinte sentido : 
a) -vD..u + 'Vp =f no sentido de distribuição sobre n 
b) v. u = o no sentido de distribuição em n 
c) u satisfaz (4.2c,d,f) no sentido de traço (3.18) 
das funções de H 1(fl) 3 
d) p e (\7 X u) satisfazem (3.2e,g) no seguinte sentido : 
1,(-vt>u + \lp) ·vdx - v 1,(\1 x u)(\1 x v)dx =-v< h x n ,v >r, 
+ < Po, v · n >r2 , 'V v E V 
Além disso, se V X (V x u) E L2(D:? 1 então (3.2d) implica : 
a) p = p0 sobre r, no sentido de H-l(r2)/IR 
b) (\1 x u) x n =h x n sobre r, no sentido de H-l(r3 ) 3 . 
(3.19) 
Demonstração : Seja u uma solução de (3.14). O fato de (u - U0 ) E V e 
Uo verificar (3.5) implicam que u satisfaz (3.2b) no sentido de distribuições 
em n e u verifica as condições de fronteira (3.2c, d, f) no sentido de traços 
sobre o bordo de fl das funções de H 1(fl)3 • Isto demonstra (3.18b) e (3.18c). 
Para demonstrar (3.18a) tomamos como função teste em (3.14c), uma 
função v E D(!1)3 com divergente nulo. Utilizando a definição de derivada 
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no sentido de distribuições temos que : 
< v'Vx('Vxu),v >= fot·vdx, \fv ED(fl)3 , 'V·v =O em fl, 
onde<·,·> denota a dualidade de (D(fl)3 )' e D(fl)3 • Como f é localmente 
lipschitziana, deduzimos pelo lema 1.8, que existe (uma classe de funções) 
p E LZ(fl)/ lR tal que : 
v'Vx('Vxu) + 'Vp =f (3.20) 
no sentido de distribuições em 11; isto prova (3.18a.) 
Aplicando o operador divergente à. equação (3.20) teremos : 
tlp- 'V·f (3.21) 
no sentido de distribuições em fl. 
Por outro lado, aplicando o operador rotacional a (3.18a), teremos : 
v 'V X (tlu) vtl('Vxu) -'Vxf (3.22) 
no sentido de distribuições em fl. 
Como f verifica {3.4), a equação em (3.21) implica que p E H( tl, fl) e 
(3.22) implica que V x u E H( tl, fl )'. 
Agora, ffiultiplicando (3.20) por v E V e utilizando (3.14c), obteremos 
por diferença : 
f0 (v'Vx('Vxu)+'Vp)·vdx- vf0 ('Vxu)·('Vxv)dx 
(3.23) 
= -v'< h X n, v >r3 + < Po, v· n >r2 , 
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para todo v E V, o que demonstra {3.18d). 
As condições de fronteira (3.2e) e (3.2g) estão contidas implicitamente em 
(3.23). Parê. demonstrá-las deveremos poder integrar por partes o primeiro 
termo da esquerda em {3.23). Precisaremos supor então que 
'V x {'V x u) E L2{l1)3 e usando {3.4) e {3.20) obteremos que V p E L2{l1)3 
{e, portanto, p E H 1{l1)). 
Fazendo então, a integração por partes naquele termo, teremos : 
{v k('Vxu)·('Vxv)dx-v t((Vxu)xn)·vdx-fnpdivvdx+ tp(vxn)dS) 
-v k{'V X u) ·{V X v)dx =-v< h X n,v >r,+ <p0,v·n >r, V E V. 
Como divv 
teremos: 
o em n e usando as propriedades das funções de v' 
-v r (('Vxu)xn)·vdx + r p(v·n)dS lrs lr2 
v < h X n, v >r3 + < Po, v · n >r2 , V v E V 
e usando a notação de distribuição, 
-v < ('\7 X u) X n, v >r3 + < p, v · n >r2 
- - v < h x n, v >r3 + < Po, v· n >r2 , V v E V. 
Tomando-se nesta expressão, as funções testes com suporte compacto em 
f 3 , obteremos (3.19b) e tomando-as com suporte compacto em f 2 e usando 
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o fato de que o traço normal das funções de v tem média nula sobre r2, 
obteremos (3.19a). • 
3.4.2 Determinação do fluxo da velocidade sobre as 
componentes conexas de r 2 
Estudaremos agora, o fluxo das soluções do problema variacional (3.14), 
utilizando as funções w; da base de Ví (conforme lema 1.12). No que segue, 
denotaremos por F2i e F~ o fluxo sobre f 2i deu e U0 respectivamente, ou 
seja: 
1, ... ,r (3.24) 
Temos então a seguinte 
Proposic;ão 3.4 Suponhamos que a(·,·) seja V-elítica ou V0 -elítica com 
núcleo V1 e 1 ~ejam satisfeitas as hipóteses (3.3) a (3. 7). Seu é uma solufão 
do problema variacional (3.12) com fluxo F2. então: 
. ' 
,_, 
L (F2,- F~) a(w;, w;) ~ L(w;)- a(U0, w;), V i~ 1, ... , r- 1, (3.25) 
j=1 
onde as junções Wj são OS elementos da base de V1. 
Demonstra<;ão : Observamos inicialmente que, usando a definição de L(·) 
(conforme (3.13)), a relação (3.25) se escreve: 
,_, 
L(F,, 
j=l 
~ fn!·w;dx + v < h X n, w; >r3 
< Po, w; · n >r2 - a(Uo, w;) , 'V i = 1, ... ,r- 1 
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Tomando-se v Wj em (3.12c), teremos: 
a( u, w;) = L( w;) 
que implicará : 
a(u- U0 , w;)- L(w;)- a(U0 , w,) 
Pelo lema 1.12 temos que u - Uo pode ser escrito na forma: 
u - Uo 
c-1 
Vo + 'l:(F2f- F~.)tvt , com v 0 E V o. 
joo=l 
Uma vez que a( v0 , to;) ::::: O, combinando as duas últimas identidades, 
obteremos (3.25).• 
Notamos que se a(·,·) e V-elítica, os coeficientes a(w;,wj), 
i, j = 1, ... , T - 1 definem uma matriz simétrica, definida positiva e as-
sim é possível calcular os fluxos F211 ... , F2r-l de u sobre as T- 1 primeiras 
componentes de r 2 a partir dos dados do problema e determinar o fluxo F2• a 
partir dos fluxos F2 P •.. , F2r-P da condição (3.2b) e das condições de fronteira 
(3.2c) e (3.21), ou seja : 
Consideremos agora, o caso onde a(·,·) é V 0-elítica com núcleo V 1 . Con-
forme teorema 3.1 , para que o problema variacional (3.12) admita ao menos 
uma solução é necessário que os dados verifiquem a condiçã.o de compatibi-
lidade (3.15). Utilizando o fato de { w1, ... ,w._1 } ser ltma base de V1, tal 
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condição se escreve : 
L( W;) O, Vi= 1, ... ,r- 1 (3.26) 
ou seJa : 
In f· w; dx -i- v < h X n, Wi >r3 - < po, Wi · n >r2 = O , V i = 1, ... ,r - 1 
Por outro lado, uma vez que V1 é o núcleo de a(·,·), os termos a(Uo,wi) e 
a(w;, w;), pua i= 1, ... r -1, são todos nulos e a condição (3.25) é a mesma 
de (3.26). Além disso , quando a condição (3.26) é verificada, as soluções do 
problema variacional (3.12) se escrevem : 
u=y0 +w, 
onde w E V 1 e y0 é solução única do problema : 
a) Achar y0 E H 1(í!)3 tal que: 
b) Yo - Uo E Vo 
(3.27) 
c) f0 (\lxy0)(\lxv0)dx ~ J0 f·v0 dx +v<hxn,v0 >r, 
- <po, vo·n >r2 , Vvo E Vo 
Lembramos ainda, que é sempre possível escolher w de forma que a 
solução u = Yo + w de (3.12) tenha os fluxos fixados F21 , .•• , F2r sobre as 
componentes conexas de r 2 , basta escolher w da forma : 
•-1 
w ~ L: (F,i - F'f) w;. (3.28) 
j;;;l 
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3.4.3 As equações de Stokes com o fluxo imposto so-
bre as componentes conexas de r2 
Suporemos agora que a forma bilinear a h·) é V-elítica ou V0-elítica. com 
núcleo V1 e consideraremos a seguinte variante do problema de 
fronteira (3.2) : 
Achar u, p e as constantes C 1, ... , Cr definidas a menos de uma constante 
global (isto é, se Ct. ... , Cr são soluções então C1 + d, ... , Cr + d são também 
soluções com d constante) tais que : 
a) -vD.u + Vp f em il 
b) 'V·u = o em il 
c) u = uo sobre f 1 
d) uxn - a x n sobre r2 
(3.29) 
e) P = Po; + Cj sobre f 2; ,i 1, ... ,r 
f) u·n = b·n sobre r3 
g) (\7 X u) X n hxn sobre f 3 
h) fr, u·ndS 
' 
- Fz;· Vj = l, ... ,r 
onde os dados do problema são v, f, u0 , a, p0 , b, h e os fluxos PJ. 1, ... , F2r 
Notamos que a única diferença entre este novo problema de fronteira e o 
problema (3.2) é que neste, o fluxo faz parte dos dados e as constantes cj 
são incógnitas do problema, ao passo que, no problema de fronteira (3.2) 
tínhamos a situação inversa. 
Para estudarmos o novo problema são necessárias as hipóteses (3.3) a 
{3.7) com excessão de (3.6) que substituiremos por: 
(3.30) 
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onde Po· = Po lr2. · 
Integrando p~r partes {3.29b), veremos que uma condição necessária de 
existência de uma solução de (3.29) é a de fluxo global nulo, ou seja : 
r Uo·ndS + Jr, 
que suporemos verificada. 
' L F,, 
j=l 
+ r b·ndS Jr, o, (3.31) 
Utilizando o teorema 3.2 e a propos1çao 3.4, é fácil ver que se 
u E C 2(0), p E C1 (0) e C1 , •.. ,Cr são uma solução do problema (3.29), 
então u e as constantes Ci são soluções do seguinte problema variacional : 
a) Achar u E H 1(0)3 e constantes cl, ... , CT tais que: 
b) (u - U1 ) E V o 
c) a(u, v0) = L(v0) , V Vo E V o 
d) C;- C,= L(w;)- a(Uo, w;)- I:;:: (F,,- Ff)a(w;, w;), 
para todo i= l, ... ,r -1. 
onde L(·) é a forma linear definida por : 
(3.32) 
L( v)= JJ ·vdx+v <h x n,v >r,-< ji0 ,v·n >r, V v E H 1(f!)3 (3.33) 
e U1 E H 1 (f!)3 definida por : 
H 
Uo + L(F,, (3.34) 
j=l 
Reciprocamente, se u e C1 , ... , Cr sã.o soluções de (3.32), utilizando a 
decomposição V= V0 EEl V1 (conforme lema 1.12) e definindo: 
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Po = Po; +C; sobre f 2;, Vi= l, ... ,r, {3.35) 
verificamos facilmente que u é solução do problema variacional {3.12). Pelo 
teorema de interpretação 3.3 existe p E H( !J..,f!)/ IR tal que u, p e as cons-
tantes C1, "'i Cr são soluções das equações {3.29a), ... ,(3.29g) no sentido dado 
neste teorema. Por outro lado, a velocidade u verifica as condições de fluxo 
(3.29h), pois (u - UI) E V o e a condição {3.31) é verificada. 
A existência e a unicidade de uma solução do problema variacional (3.32) 
é evidente : notamos que o problema está desacoplado entre, de uma parte, 
(3.32b) e (3.32c) que dão a existência e a unicidade deu e, de outra parte, 
{3.32d) que determina as diferenças Ci - Cr. Temos então demonstrado o 
seguinte 
Teorema 3.5 Suponhamos que a(·,·) seja V-elítica ou V0 -elítica com núcleo 
VI e as hipóteses {3.3) a {3.7), {3.30) e {3.31) sejam satisfeitas. Então o 
problema variacional (3.32) admite uma única solução. A interpretação deste 
problema variacional é a mesma do problema de fronteira {3.29). • 
É interessante lembrar que se a(·,·) é Vo-elítica com núcleo V1 a equação 
{3.32d) se escreve : 
C;- Cr = L(wi), Vi -l, ... ,r-1. {3.36) 
3.4.4 Determinação da derivada normal da pressao 
sobre r3 
Nesta seção, voltaremos ao problema (3.2) cuja formulação variacional 
é dada em {:i.14). Sob certas hipóteses de regularidade mostraremos que a 
derivada normal da pressão sobre r 3 é determinada explicitamente a partir 
dos dados d0 problema. Suporemos que a fronteira r de f! satisfaz a condição 
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de regularid:~.de : 
r é de classe C1•1 , (3.37) 
e denotaremos por < ·, · ~ o produto de dualidade entre H-l (f) e Hl (f). 
Consideremos o seguinte espaço : 
X - { iJ> E H'(fl) I iJ> = o sobre r, u r,} (3.38) 
Sejam u uma solução do problema variacional (3.14) e p a pressão cor-
respondente. Pelo que foi visto na demonstração do teorema 3.3, u e p são 
soluções das ,seguintes equações : 
a) v'Vx(Vxu) + V'p f 
(3.39) 
b) !J.p =V'·! 
no sentido de distribuições em fl. Assim, se cl) E X, multiplicando-se (3.39a) 
por V iJ> e (3.39b) por iJ> , teremos: 
a) f0 (v'V X (V X u) + V'p) ·Vil> dx = fo f· Vif>dx, V iJ> E X 
(3.40) 
b) fntl.p·if>dx = fn(V'·f)·if>dx, Vil> E X 
Estas duas últimas relações contém implicitamente a propriedade de p 
que nos interessa. Para interpretá-la é preciso integrar por partes os termos 
da esquerda ~~m (3.40a) e (3.40b). Para isto, suporemos: 
V' X (V x u) E L2(fl)3• (3.41) 
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Isto implicará que p E H 1(fl) n H(D.,fl) e assim, poderemos integrar e 
utilizando a fórmula de Green (1.5), obteremos : 
a) -v< (\7 X u) X n, \7<1> >r+ fo \7p · \7<1idx = fof · \7<1idx, 
b) -f0 'ilp·\7<1idx+ « Uf,<P ~r=- f0 f·\7<1idx+<f·n,<li>r, 
{3.42) 
para toda (_{) E X, de onde deduziremos que : 
Ôp «{);'<!>~r=< f· n,<J> >r +v< (\7 X u) X n, \7<1> >r, (3.43) 
Usando a definição de divergente tangencial (1.24), teremo? : 
Ôp 
« Ôn, <li ~r=< f' n, <li >r - < \7, · ((\7 X u) X n), iJ> >r, {3.44) 
para toda ci> E X. 
Consideremos W E H~(f) com suporte compacto em f 3 e «P E H 2(fl) uma 
extensão de W. Como <P E X e usando a condição de fronteira (V X u) X n 
sobre r3 teremos : 
Ôp 
« ã;;' ili ~r,=< f· n, ili >r, -v < \71 ·(h x n), i!i >r, 
. ' onde~·,· ;$-r3 denota o produto de dualidade entre H-2(f3 ) e HJ(f3 ). 
Temos asaim, demonstrada a seguinte 
Proposição 3.6 Suponhamos que as condições (3.3) a (3.7) são verifica· 
das. Seu é uma solução do problema variacional (3.14) que satisfaz (3.41)J 
então a pressão associada a u satisfaz a seguinte condição de fronteira : 
~= = f· n - v\71 ·(h x n) no sentido de H-l(f3 ). • 
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Capítulo 4 
O PROBLEMA DE NAVIER-STOKES COM CONDIÇÕES DE 
FRONTEIRA SOBRE A PRESSÃO 
4.1 Introdução 
GeneralizMemos, neste capítulo, certos resultados do capítulo anterior 
para o caso ,das equações de Navier-Stokes. Estudaremos dua~. versões (com 
condições de fronteira homogêneas, depois não homogêneas sobre a veloci-
dade) do problema de Navier-Stokes associado ao problema (3.2). 
4.2 Formulação do problema de Navier-
Stokes homogêneo 
Seja num aberto do JFf, limitado, conexo, cuja fronteira r é localmente 
lipschitziana. Suporemos que r se decompõe em abertos {f1, f2, f3} satis-
fazendo (3.1,'. 
Estudaremos as equações de Navier-Stokes (estacionárias) : 
' 
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a) -v~u + (u·'V)u + 'Vp =f em n 
b) 'V·u =O em n 
com as seguintes condições de fronteira : 
c) u = o sobre r, 
{4.1) 
d) uxn= o sobre r, 
e) i+~ I uI'= Po sobre r, 
f) ti·n =O sobre r, 
g) (Vxu)xn = hxn sobre r, 
onde v, ], Po e h são os dados do problema. Suporemos que estes satisfa-
zem as condições {3.3) a (3.7). 
Notamos que a condição (4.1e) é sobre a pressão dinâmica do fluido (de-
finida por p + ! I u 12 ) ao passo que no problema de Stokes a condição de 
fronteira é sobre a pressão estática. Observamos ainda, que há a perda da 
linearidade da condição de fronteira ao se tomar a pressão dinâmica. 
4.3 Formulação variacional do problema ho-
mogêneo e resultado de existência 
Consideremos o seguinte problema variacional : 
{ 
a) 
b) 
Achar u E V tal que : 
(4.2) 
a(u,v) + b(u,u,v) = L( v), 'I v E V, 
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onde V é o espaço definido por (3.8), a(·,·) é a forma bilinear definida por 
(3.10), L(·) é a forma linear definida por (3.13) e b(·, ·,·)é a forma trilinear 
definida por ; 
b(·, ·, ·): H 1(il)' x H 1(il)' x H 1(il)3 ---.. IR 
b(u,v,w) = lo(('vxu)xv)·wdx, \lu,v,w E H1(il)3• (4.3) 
Lembramos que seu, v, w E H 1 (il)3 , então V xu E L2(il)', v E L4(il)3 , 
w E L4 (f!)3 porque, em dimensão 3, o espaço H 1(f!)3 está imerso em L4(f!)3 , 
com imersão compacta ( cfe. teorema 1.3). Assim ((V x u) x v)· w E L1 (il)3 
e b(·,·,·) está bem definida em H 1(np. Além disso, usando a desigual-
dade de HOlder e em seguida, a imersão compacta de H1(f!)3 em L4(np, 
teremos; 
I b(u,v,w) I S lo I (V X u)(x) X v(x) 1·1 w(x) I dx 
S lo I (V X u)(x) I· I v(x) I· I w(x) I dx 
s c~ 11 u IIH•(n)' . 11 v IIH•(n)' . 11 w IIH•(n)' , 
onde C0 é a constante da imersão compacta; assim concluímos que b(·, ·, ·) é 
contínua em (H1(il)')3 • 
Usando as definições de V, a(·,·), L(·), b(·,·,·), o problema (4.2) se es· 
creve : 
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a) Achar u E V tal que : 
b) vj0('Vxu)·('Vxv)dx+f0 (('Vxu)xu)·vdx (4.4) 
In f· vdx +v< h x n,v >r3 - < Po,v · n >r,, V v E V 
Mostraremos, posteriormente, que o problema (4.4) tem a mesma in-
terpretação que o problema (4.1). Mostraremos agora, um resultado de 
existência p.1.ra ( 4.2). Observamos que não é feita nenhuma hipótese so-
bre a pequenes dos dados. 
Teorema 4.1 Se a forma bilinear a(·,·) for V-elítica, então o problema va-
riacional ( 4;2) admite ao menos uma solução. 
Demonstração : Usaremos aqui o método de Galerkin. Como V é um su-
bespaço fechado de H 1(0)3 , podemos escolher uma base de Schauder 
v1 , ••• , Vk, ••• de V. 
Para cada k ~ 1, definiremos o seguinte problema aproxim::tdo : 
seja solução de : (4.5) 
L(vi), Vi- l, ... ,k 
Para demonstrar que este problema admite ao menos uma solução, uti-
lizaremos o Jema 1.13. Observamos que a estrutura desta demonstração é 
inteirarnentt· análoga àquela do problema (2.15) e que, apesar das definições 
serem difere!ltes, as formas bilineares e trilineares têm as mesrflas proprieda-
des. 
Consideremos então, o subespaço V k de V gerado por VIJ ••• , vk e munido 
do produto interno de H 1(f!)3 e definamos Pk por: 
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(P,(~),v) - a( e,{) + b(~,~,v) -L( v), V~, v E V,. 
Verificamos .a. continuidade de Pk da. mesma forma feita em (2.15). Temos 
que: 
Como ((V X~) X~)·~= O, então b(~,~.~) =O; além disso, sendo L(·) 
contínua, existe C > O tal que : 
I L( v) I:": C 11 v IIH'(O)' , V v E H'(il)'. (4.6) 
Utilizando as duas últimas informações e o fato de a(·,·) ser V-elitica 
teremos: 
Tomando-se R 2 :;v, teremos que (P,(Ç), ~) > O se li Ç 11 = R. Assim, 
para todo k 2 I, existe~' E V, tal que 11 ç, IIH'(O)' < :;v e P,(ç,) =O, ou 
seja, existe uma solução uk do problema (4.5) verificando: 
Temos, portanto, uma limitação uniforme em H 1(f!)3 para a sequência de 
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soluções { uk}~1 • Podemos extrair uma subsequência que ainda denotare-
mos por {uk}f:1 tal que: 
uk ____. u fraco em H 1 (fl)3 , quando k-+ oo, (4.7) 
onde u E V (V é fechado). Como H 1(fl)3 '--> L4(fl)3 compactamente, pode-
mos escolher a subsequência { uk}k::1 de modo que : 
uk ____. u forte em L4 (!1)3 , quando k-+ oo. (4.8) 
Fixando vk' E V k' arbitrariamente e tomando k > k' teremos que 
V k' Ç V k e que a expressão 
irá convergii para 
a(u,v>•) + b(u,u,vk•) = L( v •• ), vk' E V., (4.9) 
Como Vk' foi tomado arbitrariamente, (4.9) continua válida para qualquer 
v E UV k e como as combinações lineares finitas de { v1, ... , Vk, ... } são densas 
em V, teremos que : 
a(u,v) + b(u,u,v) L( v), 'I v E V. • 
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4.3.1 Resultado de unicidade para o problema ho-
mogêneo 
Denotaremos por 11 L 11. a norma de L no dual de V : 
11 L 11 = sup 
,.v 
I L( v) I 
11 v IIH'(O)' • 
(4.10) 
Mostraremos a seguir, que se a viscosidade v for muito grande em relação 
à força exterior então o problema ( 4.2) admitirá uma única solução. 
Teorema 4.2 Se a forma bilinear a(·,·) for V-elítica, então existe 
6 = 6(fl) > O tal que .e 
v' > 6 11 L 11. , 
o problema ( 4.2) admite uma única solução. 
Demonstração : Sejam u1 e u 2 duas soluções de ( 4.2). Tomando-se v = u1 
na equação (4.2b) e lembrando que ((V X u1) X u1) • u1 =O, obteremos: 
av 11 u1 II~'(O)' :O: 11 L 11.11 u1 IIH'(O)' • 
Toda solução u1 de (4.2) verifica então: 
1 
11 Uj IIH'(O)' :o: - 11 L 11 . 
a v 
(4.11) 
Por outro lado, tomando-se z = u1 - u2, teremos : 
a(z,v) + b(z,ubv) + b(u2,z,v) =O, 'lv E V. ( 4.12) 
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Colocando-se v ;;: z em ( 4.12), teremos : 
av 11 z II~'(O)' +b(z,u,z) + b(u2 ,z,z) <O. 
Como ((V X u2 ) X z) · z;;: O, teremos que b(u2 ,z,z) =O e assim: 
av 11 z II~'(O)' S - b(z, u,,z) = - foU'v x z) x u,) · zdx, 
de onde, usando a desigualdade de Hõlder, obteremos : 
av 11 z II~'(O)' S Co 11 u, IIH'(O)' 11 z II~'(O)' (4.13) 
onde C0 é a constante de imersão de H 1(!1)3 em L4 (!1)'. Utilizando (4.11) 
teremos : 
(av - (Co - av) 11 L 11.) 11 z II~'(O)' < O. 
Assim, se v2 > (~ 11 L 11.) então z =O com 5 = ~· • 
4.4 Formulação do problema não homogêneo 
Nesta seção, estaremos interessados em estudar o seguinte problema : 
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a) -v~u + (u·V)u + 'Vp =f em n 
b) 'V·u =O em n 
c) u = u0 sobre r, 
d) uxn = axn sobre r, (4.14) 
e) P + tI uI'= Po sobre r, 
f) u·n=b·n sobre r a 
g) (V X u) X n = h X n sobre r, 
onde v, f, UJ ,a, p0 , b e h são os dados do problema eu e p são as incógnitas. 
Como no capítulo anterior, consideraremos Uo a extensão de t:o, a e b verifi-
cando (3.3) >. (3.7). 
Para estudarmos o problema (4.14), consideraremos o seguinte problema 
variacional : 
a) Achar u E H'(O)' tal que: 
b) (u - U0 ) E V (4.15) 
. 
c) a(u,v) + b(u,u,v) = L(v), V v E V 
Usando as definições de a(·,·), b( ·, ·, ·) e L(·), o problema se escreve : 
a) Acbar u E H'(O)' tal que: 
b) (u - U0 ) E V 
' (4.16) 
c) vf0 ('Vxu)('Vxv)dx + f0 (('Vxu)xu)·vdx = 
fnf·vdx+ v< h x n,v >r3 - <po,v·n >r2 , V v t V. 
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Veremos na seção 4. 7 que a interpretação do problema ( 4.16) é a mesma 
do problema (4.14). 
4.5 Um resultado de existência e de unici-
dade para o problema não homogêneo 
Mostraremos na seção 4.10 que, mesmo não tendo a pequenes dos dados 
do problema não homogêneo, é possível garantir a existência de soluções sob 
certas condições naturais. 
Demonstraremos agora, que se os dados do problema são muito pequenos, 
ou se a viscosidade do fluido é muito grande então existe a0 menos uma 
solução de (4.15) que deverá estar numa vizinhança pequena de U0 • 
Começaremos introduzindo as seguintes notações : 
M = sup 
u,vEHl(íl)3 
[( = sup 
u,v,wEHl(fl)3 
a( u, v) 
lb(u,v,w)l 
(4.17) 
(4.18) 
Lembramos que M e I< estão bem definidos porque as f?rmas a(·,·) e 
b(·,·,·) são contínuas em H 1(fl)' e H 1(fl)3• Notamos que I<~ cg, onde C0 
é a constante da imersão de H 1(f1,? em L4(!1)3. Sejam A definido por: 
• 
A =li L 11. + 11 Uo IIH'(O)' ·(M + 2I< 11 Uo IIH'(o)') (4.19) 
e B(Uo, ~~)a bola em H 1 (!1)3 de centro Uo e raio !~,ou seja, 
B(U0 , 2A) = {v E H'(fl)3 111 v- Uo IIH'(O)' < 
a v 
2A). 
a v 
( 4.20) 
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Teorema 4.3 Suponhamos que a forma bilinear a(·,·) é V-elítica e que 
os dados do,iJroblema (4.15) verificam a seguinte condição: 
v' > ( 8A~( ). 
" 
( 4.21) 
onde a é a constante de coercividade da forma a(·,·). Então o problema 
(4.15) admite uma solução única e esta solução pertence a B( U0 , !~). 
Demonstração : Seja G : B(U0 , !~) ___, H 1 (fl)' definida por G(v) u, 
onde u é a solução única do seguinte problema de Stokes : 
a) Achar u E H 1 (!1)' tal que: 
b) (u-U0 )EV ( 4.22) 
c) a(u,z) = L(z)- b(v,v,z), V z E V 
Notamos que, como o problema (4.22) tem solução única (conforme lema 
LAX-MILGRAM) G está bem definida; nosso objetivo será mostrar que G tem 
um único ponto fixo em B(U0 , !~). 
Começaremos mostrando que G leva B(U0 , !~)nela mesma. 
Colocando z = u - U0 em (4.22c), teremos: 
a(u- U0,u- U0 ) = L(u- U0 ) - a(U0, u- Uo) - b(v, v, u- Uo) 
de onde deduzimos que : 
av 11 u - Uo 11' S (li L li. + M li Uo 11 + K li v li') li u - Uo 11, ( 4.23) 
onde 11 · 11 é a norma de H 1(!l)3. 
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Como 11 v 11' $ 2{11 v - Uo 11' + 11 Uo 11') então {4.23) e {4.19) implicam 
que: 
av 11 u - Uo 11 $ A + 21{ 11 v - Uo 11' • {4.24) 
Assim, utilizando o fato de v E B(U0 , !:) e a hipótese {4.21) deduzire-
mos que: 
av 11 u - Uo 11 < 2A. 
ou seja, u E B(Uo, !~ ). 
Mostraremos em seguida que G é uma contração estrita, 
Sejam Vt, V2 E B(Uo, !~)e 
G(vz). 
Como 'Ui é solução única de (4.22c) com v = vi, i = 1, 2, teremos fazendo 
a diferença : 
a(u1 - u2 , z) = -b(v, v1 ,z) + b(vz, v2 , z), V z E V 
Fazendo z = u1 - u 2 nesta expressão, teremos : 
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de onde ded1,.<ziremos, utilizando a coercividade da forma a(·,·) e a expressão 
(4.18) : 
av 11 u1 - u,ll' :S K(ll v1 11 + 11 v,IIJ 11 v1- v,llll u1- u,ll 
e como li v; 11 :S !:+ 11 Uoll,i = 1,2,: 
av 11 u 1 - u, 11 :S 
4A 
K((-) + 2 11 Uo lll 11 v1 - v, 11 . 
a v 
(4.25) 
Além disso, a hipótese ( 4.21) implica, de um ladó, que : 
(4.26) 
e de outro lado (uma vez que, por (4.18), 11 Uo 11' < (/x)), que: 
a v 2I(IIUoll< 2 (4.27) 
Combinando (4.25) e (4.27), obteremos: 
11 u1 - u, 11 :S C 11 v1 - v, 11 , 
onde C = ( 4AK + 2h11Uol!) < 1. Assim, G é uma contração estrita e, 
0'11 0'11 
portanto, pei.o Teorema do Ponto Fixo de Banach admite um único ponto fixo 
em B(U(), !~)- Este ponto fixo é uma: solução do problema ( 4.15). 1-lostremos 
agora, a unir:idade da solução. 
Sejam u1 o ponto fixo de G e u 2 uma outra solução de (4.15). Se z = 
u1 - u2, obteremos por diferença: 
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a) z E V 
(4.28) 
b) a(z,v) + b(z,u.,v) + b(u2,z,v) O, Vv E V 
Por uma demonstração análoga àquela do teorema 4.2, deduziremos fa-
cilmente que : 
QV 11 Z 11' :S f( 11 UJ 11 11 Z 11' • 
Mas 11 u1 11 :S ( !~) + 11 U, li e assim : 
QV li z 11' :S (( 2AJ() + K 11 u, lllll z 11' 
QV 
de onde deduziremos, utilizando (4.27) : 
2 ov 2 
OV 11 Z 11 :S Z 11 Z 11 , 
o que implicará que z = O, ou seja, u1 = u2• • 
É interessante observar que o método de achar a solução via Teorema 
de Ponto Fixo de Banach nos dá unicidade apenas na bola B(Uo, !~); en-
tretanto, a- última parte do teorema acima garante a unicidade não só em 
B(U0 , ~~)mas também no espaço inteiro. 
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4.6 Equivalência entre os 
variacional e de fronteira 
problemas 
Consideraremos aqui, apenas o caso das condições não homogêneas so-
bre a velocidade, mas todos os resultados se aplicam ao caso das condições 
homogêneas (basta tomar U0 , u0 , a, b, e h nulas). 
Começaremos demonstrando o seguinte 
Teorema 4.4 Se u E C 2(!1) e p E C1(!1) são soluções clássicas do pro-
blema de fronteira (4.14), então ué solução do problema variacional {4.16). 
Demonstração : A demonstração é inteiramente análoga ao caso linear 
e não nos prenderemos aos detalhes. Multiplicando {4.14a) por v E V, 
integrando por partes em f.! e utilizando a expressão (3.17) e a expressão 
abaixo : 
obteremos: 
I (u·V)u = Vx(Vxu) + 2lu I' 
v fo(vxu)(Vxv)dx + fo((Vxu)xu)·vdx ;= 
(4.29) 
- r f·vdx +v r(('il xu)xn)·vdS- r(p +! iui')·vdS lo . lr lr 2 . 
Introduzindo as definições de a(·,·), b(·,·,·) e as condições de fronteira 
que verificam u, (p + ! I u 12 ) e v, a expressão acima ficará : 
a(u,v) +b(u,u,v) = r f·vdx +r (hxn)·vdS- r ]JoV·ndS lo lra 1r2 
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o que mosha que u verifica (4.16c). Usando (4.14b, c, d) e (4.17f), a de-
finição de U0 e o fato deu ser solução regular do problema (4.14), teremos 
que u E H 1(fl)3 e (u- Uo) E V. • 
Mostraremos em seguida, que toda solução do problema variacional ( 4.16) 
é solução (num certo sentido) do problema (4.14). 
Teorema 4.5 Suponhamos que as condições (3.4) a (3.7) são verificadas. 
Seja u uma solução do problema variacional (4.16). Então existe p E L2(fl)/ IR 
tal que u e p são soluções do problema de fronteira (4.14) no seguinte 
sentido : 
a) -vt.u + (u. V)u + Vp =f no sentido de distribuição em n 
b) V-u=O no sentido de distribuição em n 
c) u satisfaz (4.16c,d,f) no sentido de traço 
(4.30) 
dc função de H 1(fl)3 
d) (p +!I uI') e (V x u) satisfazem (4.16e,g) no seguinte 
sentido : 
fn( -vt.u + ( u · V)u + Vp) ·v dx - v fn(v x u )(V x v) dx -fn((v x u) x u )·v dx 
=v< h X n, v >r3 + < po, v· n >r2 , V v E, V. 
Além dicso, se V X (V X u) E L'(fl)' e (V X u) X u E L2(fl)3 então 
(4.30d) impiicará: 
a) v+tJuJ 2 =Po sobrer2 nosentidode H-i(f2)f.~.~ 
(4.31) 
b) (V X u) X n = h X n sobre r, no sentido de H-1(1',)3 • 
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Demonstração : Seja u uma solução do problema (4.16). Lembramos pri-
meiramente que (3.5), (4.16a,b) implicam (4.30b) e (4.30c). Além disso, 
colocando em (4.16c) as funções testes de D(!1)' com divergente nulo em rl 
e utilizando a definição de derivada no sentido de distribuições, teremos que : 
<vVx(Vxu)+(Vxu)xu,v>= J,f·vdx, Vv E D(rl)3 , V·v =O 
o que implicará que existe q E L2(rl)/IR (conforme lema 1.8) tal que: 
v V X (V X u) + (V X u) X u + Vq =f 
no sentido de distribuição em n. Em seguida. definindo 
p = q- (4.32) 
teremos: 
I 
v V X (V X u) + (V X u) X u + 2 I uI' + Vp = f (4.33) 
no sentido de distribuição em n. Como V· u = O, e de (3.17) e (4.29), 
deduziremos que : 
-vt.u + (u · V)u + Vp = f 
no sentido de distribuição em !l. Além disso, multiplicando ( 4.33) por 
v E V e utilizando (4.16c), obteremos por diferença: 
f0 (vV X (V X u) +(V x u) x u + V(p + ~ I u I'))· v dx 
-v f0 (V X u) ·(V X v) dx- f0 ((V X u) X u) · vdx (4.34) 
= -v< h x n, v >r3 + < po, v· n >r,, V v E V 
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o que demonstra ( 4.30d). 
Como no caso linear, a relação (4.34) contém implicitamente as condições 
defronteira(4.14e)e(4.14g). Se'Vx('Yxu) E L2 (!1}'e('Vxu)xu E L2(!1}', 
de (3.4) e (4.33) deduziremos que 'Y(p + ! I u I') E L2(!1)3• Portanto, 
(p + i I u 12 ) E H 1(!l) e fazendo uma integração por partes no primeiro 
termo de (4.34), teremos: 
-v< (V x u) x n, v >r, + < (p +! I u 1'), v· n >r, 
( 4.35) 
= v < h X n, v >r3 + < po, v · n >r2 , V v E V 
Tomando-se em { 4.35) as funções testes v com suporte compacto em r 3 , 
obteremos ( 4.31 b ). Em seguida, tomando-se as funções testes v com suporte 
compacto em r 2 e utilizando o fato do traço normal das funções de V ter 
média nula ~obre r2, obteremos (4.3la) .• 
4.7 As equações de Navier-Stokes com o flu-
xo imposto sobre as componentes cone-
xas de r2 
Nesta seção, suporemos que a forma bilinear a(·,·) é V-elitica ou V0-elítica 
com núcleo V1• 
Como no caso linear, estudaremos primeiramente uma variante do pro-
blema ( 4.1) : achar u, p e as constantes C1 , ... , Cn definidas a menos de uma 
constante global, tais que : 
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a) -vt.u + (u · V)u + 'Vp = f em n 
b) 'V·u=O em n 
c) u = uo sobre r, 
d) uxn=axn sobre r, 
P + ~ I u I'= lio, 
(4.36) 
e) +C; sobre f 2;,Vi=l, ... ,r 
f) u·n = b·n sobre r a 
g) (V X u) X n = h X n sobre r a 
h) fr,. u · ndS = F,, 
' 
V j = l, ... ,r 
onde v, /, u0 , a, P0 , b, h e os fluxos F211 •.• , F2~ são os dados do problema. 
Suporemos que estes dados verificam as condições (3.3) a (3.7) e trocaremos 
a condição (3.6) por (3.30). 
Colocando: 
Po;- Po; + Ci, t- l, ... ,r, (4.37) 
e utilizando o teorema 4.4, a decomposição V= V0 EB V1 e a base {wb···,wr-d 
de V11 é faci! mostrar que seu E C2(fl), p E C 1 (f2) e C1, ••. ,Cr d.o as soluções 
clássicas do problema (4.36), então u e as constantes C1, ... ,CT são soluções 
do seguinte problema variacional : 
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a) Achar u E H 1(np e as constantes C11 ••• ,Cr tais que: 
b) (o - U,) E Vo 
c) a(u,vo)+b(u,u,vo) = L(v0), VvoEVo (4.38) 
d) C;- C,= L(w;)-b(u,u,w;)-a(U0 ,w;) 
onde V0 é definido por (3.9), L(·) por (3.33) e U1 por (3.34). 
Reciprocamente, seu e Ct, ... ,Cr são soluções de (4.38), utilizando o lema 
1.12 e a definição de po por ( 4.37), é fácil de ver que ué solução do problema 
variacional (4.15). Além disso, pelo teorema 4.5 existe p E L 2(fl)/IR tal que 
u, p e as constantes CI.···,Cr são soluções das equações (4.36a) a (4.36g). Por 
outro lado, u verifica as condições ( 4.36h) porque ( u....:. Ut) E V0 e a condição 
(3.31) é verificada. 
O problema (4.38) é então, a formulação variacional do problema de fron-
teira (4.36). ·No que diz respeito à existência e à unicidade das soluções deste 
problema1 veremos a seguir, que se v é grande em relação aos dados (ou se 
os dados sã.o pequenos em relação a v), então o problema (4.38) admitirá. 
uma. única solução, onde a velocidade associada. a esta solução estará numa 
pequena vizinhança de Ut. 
Seja A definido por : 
A= 11 L 11. + 11 u, IIH'(O)' (M + 2!{ 11 u, IIH'(O)') (4.39) 
onde M é definido por (4.17), f{ é definido por (4.18) e 11 L 11. denota a 
~orma da forma linear L no dual de V0 , ou seja, 
11 L 11. sup 
voE V o 
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I L( vo) I 
11 Vo IIH1(n)' ( 4.40) 
Denotaremos por B(UI, ;3> a bola em H 1(!l)3 de centro UI e raio c;~), 
onde a0 é a constante da coercivida.de de a(·,·) em V0 . , 
Teorema 4.6 Suponhamos que a forma bilinear a(·,·) é V0-elítica com núcleo 
V1 e que os dados do problema ( 4.38) satisfazem a condição : 
v' > (SAI<) 
a' o 
(4.41) 
onde A é definido por (4.39). Então o problema (4.38) admite uma única 
solução e a velocidade associada a esta solução pertence a B(Ull ;~). 
Demonstração : A demonstração é inteiramente análoga à demonstração 
do teorema 4.3. Lembramos primeiramente que o problema ( 4.38) se desa-
copla em duas partes : a primeira (4.38b,c) consiste em determinar u e a 
segunda (4.38d) em determinar as constantes Ci, uma vez conhecida u. Te-
remos então o seguinte problema : 
a) Achar u E H 1(fl)' tal que: 
b) (u - U,) E Vo ( 4.42) 
c) a(u,v0) + b(u,u,vo) = L(v0 ), Vv0 EV0 
Para demonstrar o teorema 4.6 é suficiente seguir passo a passo a de-
monstração ·do teorema 4.3, trocando V por V0 , L por L, U0 por U~, A por 
A e a por a0 • Obteremos assim, que se (4.41) é verificada, o problema (4.42) 
admite uma 'solução única e que esta solução pertence a B(U11 ;3). Uma 
vez que ué ·obtida, a expressão (4.3Sd) determina as constantes C1 , ... ,Cr a 
menos de uma constante global. • 
Como no caso Jinear, é interessante lembrar que se a(·,·) é Vo-elítica com 
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núcleo V1, a equação (4.38d) se escreverá simplesmente: 
( 4.43) 
4.8 Determinação da derivada normal da 
pressão sobre r3 
Nesta seção, generalizaremos a fórmula que nos permite determinar Uf 
sobre r 3 , no caso do problema (4.14) de Navier-Stokes não homogêneo. Ao 
contrário do caso linear, veremos que esta fórmula depende não somente dos 
dados do problema mas também da velocidade. 
Proposição 4. 7 Suponhamos que as condições (3.3) a (3. 7) e (3.37) são 
verificadas. Seu é uma solução do problema variacional (4.16) que verifica 
as seguintes condições : 
a) V X (V X u) E L2(f!)3 
b) (V x u) x u E L2(r!)3 (4.44) 
c) V· ((V X u) X u) E L2(f!) 
então (p + ~ 1 u 12) satisfaz a seguinte condição de fronteira sobre r 3 : 
I iJ(p + 2 I u i')féln ~ (f - (V x u) X u) · n - v V,· (h x n) (4.45) 
Demonstração : Seja u uma solução do problema (4.16) verificando as 
condições de regularidade (4.44) e seja p a pressão correspondente. Pelo 
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teorema 4.5, u e p satisfazem : 
I 
v V X (V X u) + (V X u) X u + V(p + 2 I uI') = f (4.46) 
em D'(0)3 , e aplicando o operador divergente, temos: 
I 
ll(p + 2 I uI') = v. (f- (V X u) x u) (4.47) 
em D'(O?; daí, deduziremos que : 
r (vvx(Vxu)+(Vxu)xu+V(p+~ 1 u I'))·V<~'dx = r J·V<~>dx, (4.48) ln 2 ln 
r ll(p + ~I uI'). <l'dx = r v. (f- (V X u) X u). <l'dx (4.49) lo 2 lo 
para toda cl_) E X onde X é definido por (3.38). Basta agora, seguir a 
demonstração do caso linear trocando-se f por (f - (V X u) x u) e p por 
(p + ! I u !2 ) para obtermos o resultado.• 
4.9 Um resultado de existência para o pro-
blema de Navier-Stokes não homogêneo 
Estabeleceremos nesta seção, um resultado de existência de solução do 
problema (4.15) onde não é exigido que os dados sejam pequenos. Para 
tal, faremos uso da mesma técnica utilizada em Temam - [ 8 ], cap. 2 e 
começaremos com alguns resultados preliminares. 
Lema 4.8 Seja p(x) ;:::: d(x,f) =a distância de X a r. Para qualquer 
t: > O, existe uma função De E C 2(!1) tal que : 
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i) 8, = 1 em alguma vizinhança de r (que depende de <) 
ii) O, =O se p(x) 2 28(e), 8(e) = exp(-~) 
iii) JD.O,(x) J:<; ,(~) se p(x)::; 28(e),k = 1, ... ,n 
Demonstração Consideremos inicialmente, a função {, ffl+ ---+ R 
definida por : 
1 
~,(.\) = e ·ln('\;1) 
o 
e SeJa X( n ---+ IR definida por : 
se .\ < õ'(e) 
se õ'(e) < .\ < 8(e) 
se .\ > 8(e) 
x,(x) = ~,(p(x)). 
(4.50) 
Definindo:> por N( 
õ'(e), teremos: 
{x E n I p(x) < õ'(e)) a vizinhança de r de raio 
(4.51) 
Tomando-se X E n com p(x) > 8(e) teremos: 
x,(x) =O, '>/x E f!, p(x) > 8(e) 
e, em particular, 
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x,(x) =O ,Vx E f!, p(x) 2: 28{<). 
Além disso, se X E n é tal que p(x) :<:; 28{<), então 
' 
< 
I D,p(x) I:<:; p(x) , p(x) 
uma vez que a função distância é lipschitziana com c.onstante 1. 
Consideremos a vizinhança N1 de r dada por 
c5'(<) 
N, = {x E n I p(x) < -2-} 
e tomemos 1J E IR tal que 7J < s'2Jt>. Assim, para todo y E BTJ(x), teremos 
que x,(y) = I. 
Definamos ()< como a regularizada de X<, isto é, 
O,(x) = (x, • u,)(x), 
onde u11 é um núcleo de convolução. 
Assim, se x E N1 , teremos ; 
= fB,(r) u,(x - y) dy = 1 
Para X E n, com p(x) 2: 26(t:) teremos também que O,(x) = o pois 
X<(y) = O nessa região. 
Falta, portanto, mostrar que J DkOt(x) J :5 p(~)' para. p(x) :5 28(t:). É 
suficiente. ffi')Strar para X E n tal que p(x) > 62J!). 
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Escolhemos inicialmente x~ tal que : 
</2 I DkX,(x) I< p(x), para p(x) < 28(<). 
Observemos agora que, como a função distância p é lipschitziana com 
constante 1, então I p(x) - p(y) I s; 11 x - y 11 ; portanto, p(x) - p(y) < ~. 
ou seja, O < p(x) - ~ s; p(y). 
Assim, 
</2 < -..,--'c-/2_ 
p(y) p(x) - ~ ' ' 2p(x)(l - ;fxj) < p(x)' 
Com isto obteremos : 
s; r <(/2) .,.,(x - y) dy 
}Bq(x) p y 
< -<T,(x- y)dy = -. • l ' ' - B,(x) p(x) p(x) 
O lema abaixo mostra que, mesmo que haja explosão na fronteira, as 
funções de HJ(!1) continuam ainda integráveis. 
Lema 4.9 Existe uma constante CI dependendo apenas de n tal que 
l.!.v IL'(n) :S C, 11 v IIHl{n), V v E H~(!1). p 
Demonstração : Lembramos que se t.p é um difeomorfismo local de n em 
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lRi., então existem constantes C11 C2 >O tais que C1cp(x) :5 p(x) < C2cp(x), 
ou seja, é pcssível controlar a distância por tal difeomorfismo. 
Usando então, uma partição da unidade subordinada a uma cobertura de 
r e coordenadas locais perto da fronteira, reduzimos o problema ao mesmo 
problema onde n = {x;:::: (x',xn), x' = (xl, ... ,Xn-I), Xn > 0}. Neste caso, 
p(x) = Xn e é suficiente verificar que: 
i v(x)' i 2 - 2-dx S C, I D.v(x) I dx, n X 11 n 'I v E D(!1). (4.52) 
Esta desigualdade tornará-se óbvia se provarmos a seguinte desigualdade 
em dimensão 1 : 
J.+oo I v~s) I' ds < foo I v'(s) I' ds, V v E D(O, +oo). ( 4.53) 
Para prová-la, colocaremos s = expu, t = exp"" e 
v(s) 11' 
- = - w(t) dt, v' = w. 
s s o 
Assim, 
r+oo I ~(•li' ds = j+oo exp-"( !'"'. w(t) dt) da lo s 2 -oo lo 
l +oo l+oo (,..-.-) .. 2 = -oo ( -oo H(a- r)exp- ' w(expT)exp'i dr) du, 
onde H representa a função de Heaviside, H(u) = 1, para u >O e H(u) =O 
para u < O. psando a seguinte desigualdade do produto de convolução 
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majoramos o último termo da direita por 
l +oo • l+oo ( -oo H(<7) exp-,- dO" )2 • -oo I w(exp") I' exp" di 
1+oo < 2 Loo ( 1+oo 2 ( exp-, dr) · I w(exp") I' exp r) dr ~ 4 I w(t) I dt. o -00 o 
Assim, mostramos (4.53) que implicará em (4.52). • 
Lema 4.10 Seja b(·,·,·) a forma trilinear definida em (4.4); então para todo 
'{>O, existe Uo = Uo('/) E H 1 (fl)3 tal que 
lb(v,U,,v)l :5 'fllvll~•(n)'• VvEV. 
Demonstração : Mostraremos que Uo = curl9f( com ( E H 2(f!)3, 
(; E L00 (fl), D;(; E L3(fl) satisfaz a conclusão do lema. É óbvio que 
U0 E H 1 (n.)3 e além disso, temos que: 
(Uo);(x) =O, se p(x) > 26(<), V j = 1,2,3 
e também: 
I (Uo).;(x) I :51 D,O,(x) li ç,(x) I+ I e,(x) li D,ç,(x) I 
+I D,O,(x) li (;(x) I+ I e,(x) li D,ç,(x) I 
:5 ,t.) o::i=l I (;(x) I) + (EL=l I D,Ç,(x) I) 
:5 C( P(~) I í(x) I + I D((x) I) , se p(x) :5 26(<) 
onde I D((xJ I = { Ei.;=• I D;(;(x) I' )i. 
Como (i E L00 (n) e considerando a notação C para qualq.1er constante, 
teremos: 
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- f I (Uo);(x) I~ C(p(x) + I D((x) I), se p(x) ~ 25(<), V j = 1,2,3 
Tomando-se v E D(fl? com di v v = O, teremos : 
I (Uo);- v;IL'(O) ~ C I!· v;+ I D( I ·v; IL'(n) 
< C{< I'; IL'(n) + I v; !Lo ·I D( IL'(n)} 
onde usamos a desigualdade de Hõlder para ; + l = t-
Fazendo 
temos Jl( €) ·-+ O quando t -+ O, pois Di(j E L3 (11), 1 ::; i,j < 3. 
Assim, usando o lema 4.9, teremos : 
< C(< + p(<)) 11 v IIHHO)' 
para 1 <i, j < 3. 
Logo, para todo v E D(flf com divergente nulo em n, teremos : 
3 
lb(v,Uo,v)l~ GllviiH'(O)' {L I(Uo);·v;l} 
i,j=l 
< C(, + !'(')) 11 v ll~'(n)' · 
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Tomando-se f suficientemente pequeno de modo que C(€ + p(€)) < 1 
então 
I b(v,Uo,v) I :::; 1 11 v ll~•(n)' 
para todo v E D(f.!)3 com di v v = O em n. Usando a densidc..de, por conti-
nuidade estendemos para todo v E V. • 
Para mwtrarmos o resultado de existência de solução do problema de 
Navier-Stokes não homogêneo, suporemos que f E H-1 (!l)3 , !l com fron-
teira de classe C2 e colocaremos a seguinte hipótese adicional sobre a extensão 
Uo: 
U0 = cur/ (, (E H2{0)3 , (;E L~{fl), D;(; E L3{fl) {4.54) 
Tomandv-se 
u. = cur/ e,( {4.55) 
vemos facilmente, que as condições abaixo são verificadas : 
a) \T·Uo =O em n 
b) Uo Ir,= O 
( 4.56) 
c) {Uo X n) Ir,= a X n 
d) {Uo · n) Ir, = b x n 
Tomemos em seguida, uma sequência {uk}k=1 de soluções aproximadas 
do problema de Navier-Stokes não homogêneo e vejamos se é possível obter 
uma estimati.va uniforme para tal sequência. 
Usando a formulação variacional do problema (4.15) e colocando 
uk - U0 = wk, para todo k, teremos: 
81 
Usando a linearidade das formas a e b, considerando que b(wk,wk,wk) = 
b(U o, wk, wk) = O e fazendo v = wk, teremos ; 
a(w,,w,) + b(w,,U0 ,w,) = L(wk)- a(Uo,wk)- b(Uo,Uo,wk)· 
A coercividade de a(·,·) e a continuidade das formas L(·), a(·,·) e b( .,., ·) 
implicam: 
Para f s"'J.ficientemente pequeno, vimos {conforme lema 4.10) que U0 = 
cu r/ ( 8,() satisfaz : 
I b(w,Uo,w) I "Ó 1 11 w II~'(O)', V v E V 
Fixando ; = 0.;' e tomando w = wk, segue que : 
- b(w,,Uo,wk) "Ó I b(w,,Uo,wk) I< "'; 11 w, II~•(O)' 
Assim, somando a.s desigualdades em (4.57) e (4.58), teremos: 
ou seja, 
2C li Wk li H• (O)' "" -, C< V 
( 4.58) 
e, portanto, temos uma estimativa uniforme para a sequência {tôk}:.1. Usando 
novamente, os critérios de convergência e de compacidade, ccncluímos que 
existe uma solução u para o problema de Navier-Stokes não homogêneo. Te-
mos então, demonstrado o seguinte 
Teorema 4.11 Se a(·,·) é V-elítica e a extensão U0 satisfaz as condições 
(4.55) e (4.56), então existe ao menos uma solução do problema (4.15). • 
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Observamos que, para n > 3, precisamos colocar a hipótese adicional 
D,Ç E L"(!l), í E L00 (!l) e impor que U0 E H6{!1) n L"{!l), de modo 
que ainda se tenha HJ(fl) ~ Ln(fl) compactamente. 
Notamos também, que no problema ( 4.38), onde o fluxo é imposto, não 
teremos mais unicidade, uma vez que as equações estão desacopladas e as 
constantes C1, ••• ,Cr são achadas em função da solução u. 
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Apêndice A 
RELAÇÃO ENTRE A GEOMETRIA E A COERCIVIDADE 
A.l Introd'i..tção 
Conforme anunciamos anteriormente, daremos neste apêndice, alguns 
exemplos interessantes que aparecem frequentemente nas aplicações onde são 
colocadas as condições de fronteira citadas nas formulações dos problemas de 
Stokes e de Navier-Stokes (capítulos 3 e 4). 
A.2 Exemplos 
(a)- Escoamentos por uma tubulação 
Consideremos o escoamento de um fluido (viscoso incompressível) numa 
rede de tubos (ver figura 1 ). O domínio {} representa o conjunfo de tubos; 
r 1 é formada pelas paredes dos tubos; r 2 é a união de todas as entradas e as 
saídas dos tubos, isto é, r2 = ui r2;J onde cada r2; representa uma entrada 
ou uma saída sobre a qual é dada a pressão e r 3 = 0. Suporemos que u0 e a 
são nulas, isto é, as paredes dos tubos são rígidas e o fluido adere à parede; 
ele entra e sai com velocidade tangencial nula. Neste exemplo, as condições 
de fronteira sobre a velocidade são, portanto, homogêneas. 
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Figura 1 
(b) Escoamento nun1 tubo com obstáculo 
Consideremos o escoamento de um fluido em volta de um obstáculo num 
tubo cilíndrico (ver figura 2). O cilindro menos o obstáculo é o domínio O; 
r 1 é formada pelo bordo do obstáculo e pelas paredes laterais do cilindro; 
r2 tem duas componentes conexas: a entrada r21 e a saída r22 do cilindro (r 2 = r 2t u r 22 ); r 3 = 0. Suporemos que Uo e a são nulas (isto é, que o 
fluido adere f:.s paredes laterais do obstáculo e do cilindro) e que a velocidade 
tangencial do fluido é nula sobre r 2 : a entrada e a saída ~ão feitas com 
velocidade normal. Também neste caso, as condições de fronteira sobre a 
velocidade são homogêneas. 
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(c) Modelagem das condições de fronteira no infinito para o es-
coamento em volta de um obstáculo 
Teremos neste caso, o escoamento no exterior de um obstáculo dentro de 
um domínio finito mas suficientemente grande, cuja fronteira exterior é uma 
aproximação do infinito (por exemplo, uma bola (ver figura 3)). o domínio n 
será. esta. bola menos o obstáculo; r 1 é o bordo do obstáculo que suporemos 
em repouso (u0 O); f 2 é o bordo da bola, sobre o qual colocaremos 
Po = cte e a= Uco, onde Uco é a velocidade (em geral uniforme) no infinito. 
... ··· 
.... 
•• 
····· ······· 
o 
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Figura 3 
A.3 Resultados de coercividade em alguns casos especiais 
Antes de mostrarmos a relação entre a geometria dos problemas acima 
e a coercividade da forma bilinear a(·, · ), daremos uma outra caracterização 
do espaço V, definido em (1.9). 
Seja f! um aberto do JR3 , limitado, conexo (não necessariamente simples-
mente conexo), cuja fronteira r é localmente lipschitziana. Suporemos que 
uma das hipóteses abaixo são verificadas : 
r é de classe C1•1 (A.l) 
• 
n é um poliedro convexo. (A.2) 
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Suporemos ainda, que existem abertos f 1 , f 2 e f 3 de r satisfazendo (3.1) 
e tais que 
r 2 e r 3 não têm fronteira comum. {A.3) 
Consideremos o seguinte espaço : 
U = { v E L2{!1)3 1 \1 x v E L2{!1)', \1· v= 0 em !1, v X n = 0 
{A.4) 
Lembramos que se v E L2{!1)3 tal que \1 X v E L2(!1)' e 'V· v E L2{!1), 
então v x n está bem definida em n-t(f)3 e v· n está bem definida em 
H-l(r) (conforme teorema 1.10) e a definição em {A.4) faz rentido. Além 
disso, como Ué fechado em H(curl,f!), Ué um espaço de Hilbert munido 
do produto interno : 
(v,w)u = fnv·wdx + 1.(\lxv)·(\lxw)dx, Vv,w EU, (A.5) 
e usaremos então, a norma induzida por tal produto interno : 
11 v llu = {li v lli'(OJ' + 11 \1 x v llhcnJ' }i (A.6) 
Observamos que, se v E u então v é nula sobre rl pois vxn e. V·n são nulas 
sobre f 1 • Além disso, se V é o espaço definido por (1.9), munido da norma 
de H 1(!1)3 então v cu e como 11 \1 X v lll'(OJ' s Cí:(o(=l 11 a•v lll'(O)'' 
temos que a imersão é contínua. 
Mostraremos agora, que também U C V. 
Teorema A.l Suponhamos que fl e r satisfaçam (A.l) ou (A.2) e que a 
partição {r1 , r 2 , r,} de r satisfaz (3.1) e (A.3). Então U = V algébrica e 
topologicamente. 
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Demonstração : Para demonstrar o teorema é suficiente mostrar que 
U C V com imersão contínua. 
Utilizando o fato de que r 1 e f 3 não têm fronteira comum (conforme 
(A.3)), podemos tomar uma cobertura de n de bolas abertas {Di }~=t de 
forma que se 
(A.7) 
então 
(O, n n) n r c (r, u r,) (A.S) 
ou 
(O, n n)n c (r, u r3) (A.9) 
para todo i. = 1, ... , l. Tomamos em seguida, uma partição da unidade 
{ O'i H=t su~ordinada à cobertura { fh }~=1 , ou seja, 
a) a, E C0 (0,) , \fi= 1, ... ,1 
b) O :5 a,(x) :51 , Vi= 1, ... ,1, VxEn· 
Assim, para v E U, teremos : 
l 
v= L:aiv 
i=I 
(A.! O) 
(A.ll) 
A demonstração de que U C V com imersão contínua se reduz então a de-
monstrar qu.e para toda v E U, as funções ai v E 1Jl(0)3 e que 
11 Ct'iV llw(ni3 ::5 C 11 v ]lu. Para isto, dividiremos a demonstração consi-
derando 05 casos (A.l) e (A.2) separadamente: 
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(i) r é de classe Ct,t 
Devido à regularidade de r e ao fato de que o suporte de a, é um com-
pacto contido em OiJ podemos supor que Ui v està definida num subconjunto 
aberto fN de (O; n !1) tal que 
a) aOi é de classe C1 •1 
(A.12) 
b) supp(a;)nf!ce: 
e que e: verifica (A.S) ou (A.9) assim como (O; n f!) (ver figura 4). 
e, 
o 
r 
Figura 4 
Assim, utilizando (A.lüa), (A.12) e (A.S) ou (A.9) e as condições de fron-
teira que as funções de u satisfazem, deduzimos que a; v verificam sobre ao~ 
uma das seguintes condições : 
{ 
a; v = O 
(a; v) x n 
sobre uma parte Ai de ae: 
(A.13) 
O sobre aBi \ Ai 
sobre uma parte A; de ao; 
(A.14) 
e teremos, em particular : 
(a: i v) x n = O sobre 80/ (A.15) 
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ou então, 
O sobre 89/. 
Além disr.o, é fácil ver que, para todo i : 
a; v E L2(0;} 3 
'V·(a;v) = ('Va;)·v + a;·('V·v) E L'(e;) 
'V x (a; v) = ('V a;) x v + a;· ('V x v) E L'( e:.•' 
(A.l6) 
Considerando o caso em que Cti v X n - o sobre ao~ e usando o teorema 
1.10, temos que : 
(a; v, 'V X <p) = ('V X (a; v, <p)), \f <p E H1(0;)3, 
e, pelo lema 2.4 de Girault, Raviart - [ 4 ], pág. 33, podemos concluir que 
et1 v E Ho(curl; 9D. 
Por outro lado, como a;v E H(div; BD, ou seja, et;v E L2(BD 3 e 
V· eti v E L2 (B:-), temos que etiv E VV = H0 (curl; Oi) n H(div; 0;). 
Se considerarmos agora o caso em que (aiv) · n =O sobre 8Bi, veremos 
que O:jV E Ho(div; BD e, como 'V X (o:iv) E L2 (B~?, teremos CtjV E H(curl; on. 
Assim, concluiremos que, neste caso, aiv E P = H0 (div;Bt) n H(curl;Bi). 
Logo, em qualquer um dos casos ((A.l5) ou (A.l6)), poderemos aplicar 
os teoremas 1.15 e 1.16 e deduziremos que CtjV E H1 (Bi}3 e que existe uma 
constante Ki = Ki( Oi) tal que : 
Como esta estimativa é válida para todo i - 1, ... ,I, podemos escolher 
]{ = I<(il, {0;), {a;)) tal que: 
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para i = 1, ... , l, o que implica que v E H 1{fl)3. Usando o fato de V· v= O 
em n, teremos : 
li a; v IIH'I"I' $ k { 11 v 11~'1"1' + 11 '\7 x v 11~'1"1' Jl, 
para todo i = I, ... , 1 e, portanto, 11 v llv $ K 11 v llu· 
(ii) f.! é um poliedro convexo 
A demonstração neste caso, é inteiramente análoga ao caso (i): a única 
diferença encontrada está na construção dos abertos o;. 
Neste caso, definimos O~ como um poliedro convexo contido em (f.! n 01) 
que verifica a seguinte condição (ver figura 5) : 
•upp (a;) n n c e; 
e, 
r 
Figura 5 
Lembramos que O~ verifica (A.7,8,9) assim como (Oi n fl). É suficiente 
então usar os teoremas 1.15 e 1.16 para concluir. • 
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Em situação de aplicações, é bastante comum termos as seguintes possi-
bilidades para a fronteira r e para n : 
a) r, # 0 
b) r = r, (A.l7) 
c) f 1 :::: 0, n simplesmente conexo. 
Daremos a seguir, resultados que relacionam os casos a), b), c) com as 
hipóteses de coercividade da forma bilinear a(·,·) definida por (1.13) e (1.14). 
Para demonstrá-las usaremos o teorema A.l e consideramos os três casos se-
paradamente. 
lo. Caso : r 1 # 0 
Neste exemplo, demonstraremos que a forma bilinear a(·,·) é V-elítica e 
começaremos demonstrando que ela induz uma norma em V. 
Lema A.2 Seja n um aberto de IR?, limitado, conexo, cuja fronteira f é 
localmente lipschitziana. Suporemos que a partição f 1 , f 2 , f 3 } de r, além 
das condições (3.1), verifica a seguinte condição: 
r, # 0. (A.lS) 
Então a aplicação definida por 
v E V >---+ 11 \7 X v IIL'Iill' = {h I \7 x v I' dx }! (A.l9) 
é uma norma em V. 
Demonstração : É imediato que a expressão (A.19) é uma seminorma 
em V. Assim, basta mostrar que se v E V, V x v = O em n, então v = O. 
Para isto, construiremos um aberto 0° simplesmente conexo com a ajuda 
de um número finito de cortes regulares. Mais precisamente, denotamos 
L;1 , ••• ,2:n, n variedades de dimensão 2 de classe coo tais que L; n L1 :::: 0 
para i f j e que 0° = fl\E, onde L :::: Uj=1 Ei, seja simplesmente conexo 
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(ver figura 3). Lembramos ainda que a fronteira (L: Ur) de no é localmente 
lipschitziam-.. 
.. ... ,~·-@~:,~'',\ ': . ..--
. <\'.'< r ~>:: .. ~}::, ............................................................................................... .. 
,,::s;:S.)..~~~---·:::~ ........... 
....... -
.......... -· 0':0\L 
........... 
Figura 6 
Seja v E V, 'V x v = O. Uma vez que v tem rotacional nulo, então pelo 
teorma 1.9, v é localmente um gradiente, ou seja, existe uma única classe de 
funções q0 era H1(0°)/ IR tal que : 
v = 'Vq0 em n°. (A.20) 
Como v tem divergente nulo em n (e, portanto, em 0°), teremos: 
b.q" - di v (grad q0 ) \7 .. v (A.21) 
Assim, q0 é de classe coo e unívoca ém fl0 ( q0 é multívoca em n pois pode 
assumir valores distintos em L). 
Seja r~ u·m subconjunto aberto, não vazio, conexo de f1. Utilizando o 
fato de v ser nula sobre r 1' deduziremos : 
a) q0 = O 
b) 8q0f8n = (gradq0 ) • n - O 
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sobre r' 1 
sobre r' 1 
(A.22) 
O princípio da continuação e o fato de que f!0 é simplesmente conexo 
implicam que q0 = 0° em no e, portanto, v = o .• 
Demonstraremos agora, que a norma induzida por a(·,·) sobre V é equi-
valente à noxma de H 1(f!)3• Lembramos que, pelo teorema A.l, existe uma 
constante C1 = C1(!l) tal que: 
11 v IIH'(O)' < C,{[l v II~'(O)' + 11 \1 X v II~'(O)' }~,v v E v. (A.23) 
Assim, para demonstrar a V-eliticidade de a(·,·), é suficiente mostrar que 
existe uma constante C2 = C2(!1) tal que : 
11 v IIL'(n)' S 11\1 X v IIL'(O)', 'I v E V. (A.24) 
Suporemos por absurdo que (A.24) não ocorra; então seria possível achar 
uma sequência { vn} em V tal que, para todo n : 
11 Vn lfL'(O)' = 1 e 
1 
11 \1 X Vn lfL'(n)' S -
n 
(A.25) 
Por (A.23) e (A.25), concluiremos que {v.} é limitada em V. Podemos 
então, extrair uma subsequência, que ainda denotaremos por {vn}, tal que: 
f H l(n)3, Vn ~ v raco em H 
(A.26) 
f t L2(n)3, Vn--+ v ore em H 
quando n ---+ oo. 
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De (A.25), concluiremos que v X v = o em n. Como v E v, o lema A.2 
nos dá que v = O. Obtemos assim, uma contradição com (A.25) e (A.26). • 
2o. Caso : r = r, 
Como no exemplo anterior, o donúnio O pode ser simplesmente ou mul-
tiplamente conexo. 
Vimos que o subespaço V1 de V, definido por 1.12, é caracterizado por: 
{vEVIVxv O em fl} 
(Vi é o núcleo de a(·,·) em V) e que a aplicação: 
é uma norma em V, equivalente à norma de H1 (fl)3 • Assim, a aplicação 
v E Vo ~----+11 V X v I!L2(0)3 é uma norma em Vo, equivalente à norma de 
H 1(fl)3 • Neste caso, a(·,·) é V0-elítica com núcleo Vi- • 
3o. Caso : r 1 = 0, n simplesmente conexo 
Demonstraremos que, neste caso a forma bilinear a(·,·) é Vo-elítica com 
núcleo Vi e começaremos mostrando que ela induz uma norma sobre o su-
bespaço Vo. 
Lema A.3 Seja 11 um aberto de IEf, aberto, conexo, cuja fronteira r é 
localmente lipschitziana. Se !1 é simplesmente conexo, a aplicação definida 
por : 
v E Vo ~ 11 V' X .v IIL'(O)'• (A.27) 
é uma norrr.a em l/ó. 
Demonstração : Como Jl V X v IJL2(0)3 define uma seminorma sobre Vo, é 
suficiente demonstrar que se v E V0 satisfaz V x v = O em !1, então v = O. 
95 
Seja v E Va tal que v X v = o em n. Como n é simplesnente conexo, 
pelo teorema 1.9, existe uma única classe de funções q0 em H 2(fl}3/ IR tal que: 
v=Vq0 em!l (A.28) 
Como v E H 1 (fl)3 , temos que q0 E H'(fl)/ IR. Usando (A.28) e o fato de 
v ter divergente nulo em n, teremos : 
/;.q0 = o em n. (A.29) 
Como v. n = o sobre (rl u r3) e Ir2· v. ndS = o, \:1 i= l, ... ,r, 
• 
concluímos que : 
a) anan = o sobre (r, u r,) 
(A.30) 
b) Ir, (8q0 /8n)dS - O Vi = l, ... ,r 
• 
Além disso, v X n = o sobre r 21 e assim, 
c) q0 = di = cte sobre f2; \I i - 1, ... , T (A.31) 
Multiplicando (A.29) por q0 , integrando por partes sobre !l: e utilizando 
(A.30a,b) e (A.31), obteremos: 
= -lo I Vq0 I' dx 
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que implicad. que Vq0 - O e, portanto, v - O. • 
Para demonstrar que (quando (A.3) é verificada e (A.!) ou (A.2) é ve-
rificada) a norma definida por (A.27) é uma norma sobre Vo, equivalente à 
norma de H 1(flf (o que implicará que a(·,·) é Vo-el.ítica), é suSciente proce-
der exatamente como no lo. caso (r 1 f. 0), trocando V por Vo. 
Mostraremos agora, que Ví é o núcleo de a(·,·). Para isto, definiremos 
para k =!, ... ,r- I, a função q, E H 1(íl)' por: 
a) -l'>q, = o em íl 
b) 8q,f8n = O sobre r3 
c) q, I sobre r,, (A.32) 
d) q, o sobre r,,, Vj # k 
e) q, I sobre r,. 
e colocaremos 
Zk 'V'q, (A.33) 
Temos então, que Zk E L2 (f!f l v. Zk :::; o e v X Zk = o em n. Além 
disso, as condições de fronteira de qk implicam que Zk X n = 0 sobre f 2 
e Zk. n = o em r3. Assim, Zk E u e, portanto, (conforme teorema A.l), 
zk E V. Como V X Zk = O (o que implica que a(zk,vo) = O, V voE Vo), 
então Zk E Ví. 
Mostraremos que as funções Zk são linearmente independentes. Com 
efeito, se para certos Àk tivermos 
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então 
c em n, 
uma vez que n é conexo. 
Usando (A.32c,d), deduziremos que Àk = C, V k = 1, ... ,r -1 e de 
(A.32e) teremos C = O. Como, pelo lema 1.12, a dimensão de Vi é igual a 
r-1, as funções zk são linearmente independentes e formam uma base de Ví_. 
Como toda função de Ví tem rotacional nulo, concluímos que Ví é o núcleo 
de a(·,·) em V. • 
A.4 Estudo dos exemplos 
Mostraremos, nesta seção, que nos exemplos (a), (b), (c) apresentados no 
início deste apêndice, a forma bilinear a(·,·) é V-elítica. Tal resultado não é 
uma simples aplicação dos resultados da seção precedente, porque naqueles 
exemplos o domínio n não era um poliedro convexo, nem tinha fronteira de 
classe C1•1 . 
A.4.1 Exemplo (c) 
O domínio n, neste caso, é uma bola aberta da qual é retirado um 
obstáculo ](, onde J( é um conjunto fechado regular qualquer (ver figura 
7). Assim, teremos : 
an - oK u oB 
Para den:..onstrar, neste caso, que a(·,·) é V-elítica, é suficiente identificar 
o espaço V '": V(il) dado por : 
V(il) = { v E H 1(il) 3 I v. v = o em n, v o sobre r·l oK, 
v X n = 0 sobre r 2 = oB } 
com o espaço V(B) (com extensão nula em K) definido por: 
V(B) = {v E H 1(B) 3 I V·v =O em B, v= O em]{, vxn =O sobre r, = &B} 
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a O:B\K 
Figura 7 
Como a fronteira de B é regular, poderemos aplicar o lema A.2 e assim, 
teremos que existe a > O tal que : 
a( v, v) 2 a 11 v II~'(B)', V v E V(B) 
e como, para toda v E V(!l), 11 v II~'(O)' = 11 v II~'(B)'' onde v é a extensão 
de v para B, portanto, a(-.·) é V(fl)-elítica. • 
A.4.2 Exemplo (a) 
Neste caso, o donúnio fl é uma tubulação, f 1 é formada pelas paredes 
laterais dos tubos, r 2 é formada pelas entradas e saídas. Introduziremos em 
seguida, um domínio regular B (não necessariamente uma bola) cuja fronteira 
é de classe Cu tal que !l c B e r, c âB (ver figura 8). 
Para demonstrar que a(·,·) é V{f!)-elítica, é suficiente então, identificar 
V(!l) ao subespaço V(B) de V(B) definido por : 
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V(B) = {íiE H 1(B)'I 'V·v= O em B, v= O emB\n, íixn =O sobre r,} 
e aplicar o lema A.2 à V(B). • 
' 
r,~/~ r, 
~--------, 
I ,, 
r 
" 
r, 
A.4.3 Exemplo (b) 
o 
! 
r, 
Figura 8 
Neste caso, combinamos os procedimentos usados nos casos (a) e (c), 
considerando r 1 formada por &I< e pelas paredes laterais do cilindro, r 2 
formada pela entrada e saída do cilindro e r 3 = 0. Prolongamos as funções 
de V{f!) por zero no interior do obstáculo e em B \f!, onde B é um aberto 
com fronteira de classe C1•1 tal que f! C B e f 2 c 8B (ver figura 9). • 
' 
r, 
r,, r, 
r, 
Figura 9 
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