We give a short and easy upper bound on the worst-case size of fault tolerant spanners, which improves on all prior work and is fully optimal at least in the setting of vertex faults (even without assuming the girth conjecture).
Correctness is again obvious, but unfortunately the upper bound techniques used in the non-faulty setting (including the easy proof of existential optimality) break for this generalized algorithm. Most prior work on fault tolerant spanners or their relatives has thus abandoned the greedy approach and sought bounds through more involved construction algorithms [23, 14, 13, 16, 5] (see also [24, 25, 26, 10, 12, 15, 7, 22, 30, 17, 8] ); a nontrivial analysis of the FT greedy algorithm was only obtained recently [9] via fairly complex arguments. In contrast, our main result is an essentially trivial argument that improves on these prior bounds for FT spanners, and is fully optimal at least in the setting of vertex faults.
Theorem 1 (Main Result). Let b(n, k) be the maximum possible number of edges in a graph on n nodes and girth > k. Then any graph H on n nodes returned by the VFT or EFT Greedy Algorithm with parameters f, k satisfies
Moreover, this result is best possible in the VFT setting (for any construction algorithm) due to a simple lower bound construction in [9] (meaning that any asymptotic tradeoff between n, f, k, and |E(H)| not promised by this theorem does not exist in general). Specifically: let G = (V, E) be an arbitrary n-node m-edge graph of girth > k + 1, let K ⌊f /2⌋ be a clique on ⌊f /2⌋ nodes, and let G × K ⌊f /2⌋ denote their Cartesian product. This graph has Θ(f n) nodes and Θ(f 2 m) edges, and it is the unique VFT spanner of itself: if an edge is removed in G × K ⌊f /2⌋ between one of the ⌊f /2⌋ copies of u ∈ V and one of the ⌊f /2⌋ copies of v ∈ V , it is easy to show that no ≤ k-path between these two nodes remains after all other copies of u and v are faulted. This essentially gives an exact converse to Theorem 1.
In the EFT setting, the bound of Theorem 1 was already known to be the best possible tradeoff when k < 5 [9] , but for larger k it is still conceivable to improve the upper bound as far as
It remains a major open question to asymptotically determine b(n, k); the only known upper bound is the folklore Moore bounds which state that b(n, k) = O n 1+1/⌊k/2⌋ . Plugging this into Theorem 1 yields:
For any graph H on n nodes returned by the VFT or EFT Greedy Algorithm with parameters f, 2k − 1, we have
This corollary improves over the previous state-of-the-art upper in [9] by a factor of exp(k). The famous girth conjecture [20] posits that the Moore Bounds are best possible, which would thus imply that this particular tradeoff is exactly the right one, at least for VFT spanners.
Besides the worst-case size of EFT spanners, another meaningful open question left by this work is to improve the complexity of the FT greedy algorithm, or perhaps to find an alternate fast algorithm achieving the size bounds proved here. In particular, in a naive implementation, the runtime of the greedy algorithm is exponential in the parameter f . It would be interesting to improve this dependence to something more practical.
Proof of Main Result
We will state the proof in the VFT setting here; the proof in the EFT setting is essentially identical. Proof. For each edge e = (u, v) ∈ H, let F e be the set of nodes such that dist H\Fe (u, v) > kw e when e is added to H. Let B := {(x, e) | e ∈ E(H), x ∈ F e } ;
since |F e | ≤ f for all e, we have |B| ≤ f |E(H)|. Let C be any cycle on ≤ k + 1 edges in the final graph H and let e = (u, v) be the last edge in C considered by the greedy algorithm. By construction there is a u v path (through C) of total weight ≤ kw (u,v) when e is added to H, and so some node x ∈ C \ {u, v} must be included in F e . Thus (x, e) ∈ B with x, e ∈ C, so B is a (k + 1)-blocking set for H. 
We may now compute
There exists a possible setting of H ′′ which matches or exceeds this expectation, which thus has Ω(m/f 2 ) edges and satisfies the lemma. We conclude by remarking briefly on a limitation of our approach. Our definition of blocking sets is very VFT-centric; since a gap still remains in the EFT setting, it is perhaps natural to try to adapt this definition to the EFT setting in search of better upper bounds. In particular, let us say that an edge k-blocking set B for H is a subset of E(H) 2 such that every (≤ k)-cycle C in H has e 1 , e 2 ∈ C for some (e 1 , e 2 ) ∈ B. It is easy to show that any graph H returned by the EFT greedy algorithm with parameters f, k admits an edge (k + 1)-blocking set of size ≤ f |E(H)|, as before, and we might hope that this property implies an improved upper bound on |E(H)| in the parameter regime k ≥ 5 where the problem remains open. However, it does not: for any k, there exists a graph H on Ω(f 2 · b(n/f, k + 1)) edges that has an edge (k + 1)-blocking set of size ≤ f |E(H)|. Specifically, this H is the same as the VFT lower bound graph of [9] : it is the Cartesian product of an arbitrary graph of girth > k + 1 with a biclique on ⌊f /2⌋ nodes; the blocking set is then all pairs of edges that share an endpoint in the product graph and which correspond to the same edge in the initial high-girth graph. Hence any improvement to our EFT upper bounds (if possible) will need to exploit stronger properties of H than just the existence of a small edge blocking set.
