The appearances of the tracked object and its surrounding background usually change during tracking. As for tracking methods using subspace analysis, fixed subspace basis tends to cause tracking failure. In this paper, a novel tracking method is proposed by using incremental 2D-LDA learning and Bayes inference. Incremental 2D-LDA formulates object tracking as online classification between foreground and background. It updates the row-or/and columnprojected matrix efficiently. Based on the current object location and the prior knowledge, the possible locations of the object (candidates) in the next frame are predicted using simple sampling method. Applying 2D-LDA projection matrix and Bayes inference, candidate that maximizes the posterior probability is selected as the target object. Moreover, informative background samples are selected to update the subspace basis. Experiments are performed on image sequences with the object's appearance variations due to pose, lighting, etc. We also make comparison to incremental 2D-PCA and incremental FDA. The experimental results demonstrate that the proposed method is efficient and outperforms both the compared methods.
INTRODUCTION
Object tracking has been a hot and valuable research topic for decades, since it is widely used in computer vision applications, such as video surveillance, human-computer interaction, traffic monitoring and so on. During the past decades, many tracking methods (e.g. eigentracking [1] , particle filter [2] ) have been proposed. Among them the classical methods linear discriminant analysis (LDA) [3] and principal component analysis (PCA) [1] are used to select features in tracking because of their effectiveness and simplicity. Like many other methods, [1] builds objects' appearance model before tracking. However, objects' appearance changes significantly because of illumination, pose, expression, etc. Generally, training sets are limited, so they cannot cover all possible cases of the target object. Therefore many online learning methods such as [3] are proposed to select adaptive features. In [4] and [5] , incremental PCA and incremental FLD(or LDA) are suggested to online update subspace basis during tracking respectively. However, both PCA and LDA need to convert 2D images into vectors initially. As a result, the following matrix operations need large memory storage and cost high for computation. To overcome those problems, two dimensional (2D) PCA and 2D-LDA are proposed in [6] and [7] . They directly analyze the 2D image matrix. Consequently, matrix operations on these 2D samples become easier and less time-consuming. In [8] incremental 2D-PCA is developed to update the appearance model of the object. But neither PCA nor 2D-PCA takes background information into account. So when foreground is similar to background, tracking methods based on PCA are not robust enough. Thus 2D-LDA is introduced. It makes use of background information and is more efficient in calculation than LDA. Inspired by the above, a new two step tracking methods is proposed. Figure 1 shows the flowchart of our method. First, it selects the effective projection subspace using 2D-LDA recursively, which is adaptive to online learning and fast computation. The projection matrix can be computed through solving inverse matrix and eigenvalue problems. And it is updated when new samples are added during tracking. Secondly, Bayes inference is used for blob tracking, which is based on prior knowledge and current observations. In this step, we first predict possible locations of the object by sampling, and then select the best from them to be the target using Bayes inference. The new target is treated as new sample for foreground. From the left, we choose those likely to be background but have similar appearance to object as new samples for background.
The rest of this paper is organized as follows. Section 2 describes the two step tracking methods in details. Section 3 shows some experiment results and section 4 concludes the paper.
THE PROPOSED METHOD
First, the 2D-LDA is introduced in section 2.1. Then the method used to update projection subspace is described in section 2.2. Last the proposed Bayes-based inference method is introduced in detail.
TWO DIMENSIONAL LINEAR DISCRIMINANT ANALYSIS
In conventional LDA, 2D image samples i A (size , r c ) need to be reshaped into vectors (size 1,..., i n i a 1 rc ) through column-/row-scanning. Then these samples are projected onto the optimal subspace in which the ratio of between-class scatter to within-class scatter is maximized. That is to maximize the following function:
where denotes the projection matrix, denotes the between-class scatter matrix and denotes the within-class scatter matrix. To accelerate computation speed, 2D-LDA directly projects the 2D image samples
The goal of 2D-LDA is also to maximize function (1) but here and are computed using equations (3) and (4).
In equations (3) and (4), n is the number of samples, A is the mean of the total samples, L is the number of classes, j C ( 1,2,..., j ) L denotes the set of samples that belong to class j and j A denotes the mean of j C . According to [7] , two conclusions can be easily derived 1: The column i of the optimal projection matrix should satisfy the following equation:
, 1, 2,..., (6) and (7), new within-class scatter and between-class scatter can be obtained as follows: 
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BAYES INFERENCE FOR OBJECT TRACKING
In this paper, we use the same dynamic motion model as [4] .
In [4] 
Then the candidate that is labeled as class C and has the largest is selected as target object, denoted by . To collect new samples (size ) for background, candidates that are labeled as background but have similar appearance to the object class or similar motion parameters to that of T are selected as background samples. Figure 2 is the summarization of the proposed method.
Step 4: 1 p p .Select the optimal candidates using (15)~(17) , and set N p A be its observation.
Step 5 
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Step 7: Go to Step 2. [4] image sequence. The first row is from our method and the second row is from incremental 2D-PCA [8] . Fig.4 . Tracking results of (frame NO. 154,177,215) Dudek [4] . The first row shows some frames from the proposed method and the second row from incremental 2D-PCA [8] .
EXPERIMENTAL RESULTS
Experiments are performed on gray image sequences that contain lighting, pose or expression variations. 
The first row of figure 3, 4 and 5 exhibit tracking results of our method. In the first image sequence, lighting changes significantly. In the second test scenarios, the target object changes his pose, expression and appearance and in the third sequence, the object is small and very familiar to its background. Tracking results shows that our method performs perfectly on them.
Qualitative comparisons between incremental 2D-PCA and incremental 2D-LDA are performed on these sequences. The parameters for them are initialized with the same values. Figure 3 , 4 and 5 are comparative results. Since both can adapt to variations of surroundings and objects, the tracking results of Car4 [4] with the two methods are both very accurate, as Figure 3 shows. However, in the other two sequences where object is similar to background, the proposed method performs better than incremental 2D-PCA. Especially in Egtest01 [9] , incremental 2D-PCA loses the car in frame 382 while our method catches it accurately.
Quantitative comparison is also made on Dudek [4] , because ground truth (seven yellow key points) is given in the original data. The red points are tracking result of them. We define total distance (/pixels) between key points and the corresponding red points as tracking error. Figure 6 shows the final results. The red curve is tracking error of the proposed method and the blue one is that of the incremental 2D-PCA. Apparently, in most time, the proposed method is better than incremental 2D-PCA. In several frames, errors are large because of sudden occlusion with hands or changing to side face.
We also test incremental FDA on these videos. Its tracking results are very similar to our method; however, its updating speed is far slower than our method. Implemented in Matlab on my PC with CPU 3.4GHz and memory 1GB, our method needs 0.156 seconds for updating while incremental FDA needs 2.78 seconds.
CONCLUSIONS
In this paper, incremental 2D-LDA is used to select and update best projection subspace and Bayes inference is applied to classify samples. During tracking, new samples for target class and background are collected and added to the model. The model is updated at a fixed frame interval. Experiments are performed on several image sequences containing dynamic backgrounds and moving objects with pose, expression variations. Results show that the proposed method performs accurately and efficiently. Comparison results fully demonstrate that the proposed method is better than incremental 2D-PCA and it updates much faster than incremental FDA.
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