A functorial treatment of factorization structures is presented, under extensive use of well-pointed endofunctors. Actually, so-called weak factorization systems are interpreted as pointed lax indexed endofunctors, and this sheds new light on the correspondence between re ective subcategories and factorization systems. The second part of the paper presents two important factorization structures in the context of pointed endofunctors: concordant-dissonant and inseparable-separable.
, is re ective, and (II') M is closed under composition. Dually, also the following conditions are equivalent to (I) , (II) (when E satis es the same closedness requirements as M): (I" ) E, as a full subcategory of C 2 , is core ective, and (II") E is closed under composition.
0.3 From a logical and computational point of view, it seems desirable to eliminate the quanti ers occuring in (I) , (II), by exploiting the functorial dependency of e f , m f on f and of w on (u; v). In fact, already Linton L] F(u; v) is the only morphism F(f)!F(g) making (3) commutative, then F is said to satisfy the diagonalization property. It was pointed out in DGT] and DT] that in this case E F and M F already enjoy all the familiar stability properties of factorization classes, with the exception of closure under composition, of course.
The rst point that we wish to make in this paper is that the uniqueness condition for diagonals may be replaced by purely equational conditions which are logically and computationally preferable to and in any case weaker than the uniqueness conditions, but still give the same stability properties for E F and M F . These equational conditions arise naturally when looking at the pointed and copointed endofunctors of C 2 given by f 7 ! m f and f 7 ! e f , respectively; well-pointedness in the sense of K] turns out to be the key notion in this context.
In Section 1 we prove, among other things, functorial versions of the equivalences (I) & (II) () (I' ) & (II') () (I" ) & (II") and of trans nite generation processes for factorization systems, without a-priori recourse to the diagonalization property (Theorems 1.8 and 1.9).
We also observe that when considering f 7 ! m f as a pointed endofunctor F B of the sliced category C=B with B =codomain(f), we obtain an equivalent description of a w.f.s. ?! TA?!1) for every object A in C. Pointed endofunctors preserving the terminal object then correspond precisely to those weak factorization systems F for which the factorization of f : A!B is determined by the factorizations of A!1 and B!1 via pullback (Theorem 2.3). Those pointed endofunctors T which, under this correspondence, induce an orthogonal factorization system, called T-factorizations, are completely characterized in Theorem 2.7; in the language of CHK], it describes precisely the simple re exions. Here they are characterized by two principal conditions which we study in Section 2: idempotency and local well-pointedness, with the latter property referring to well-pointedness of each F B as in 0.5. They also make the category admit (Conc(T),Diss(T))-factorizations, which generalize Collins ' C] original concordant-dissonant factorizations. (References to previous categorical generalizations are given in 2.10) However, it is important to note that the existence of concordant-dissonant factorizations does not imply the existence of T-factorizations (cf. 5.2).
0.6 In Section 3 we complete our preparation for the general theory of separability presented in Section 4. For a class K of morphisms, we introduce the derived class K 0 of morphisms f : A!B whose diagonal f : A!A B A lies in K, and for a w.f.s. F we construct the derived w.f.s. F 0 which, in some cases, turns out to be an orthogonal factorization system with M F 0 = (M F ) 0 . It is modelled after Barr's B] generalization of the standard construction of a re ection onto separated objects w.r.t a universal closure operators (see also DT]), and it generalizes a construction given in CT] for arbitrary closure operators. If F is the w.f.s. induced by a pointed endofunctor T in the sense of Section 2, then (M F ) 0 and (E F ) 0 are the classes Sep(T) and Pin(T) of T-separable and purely T-inseparable morphisms, respectively. If each F B is well-pointed, then (M F ) 0 = Sep(T), but the class Ins(T):= E F 0 of T-inseparable morphisms is generally larger than Pin(T). In any case, if each F B is idempotent, we obtain an orthogonal (Ins(T); Sep(T))-factorization system if and only if Ins(T) is closed under composition, and for this a rather weak stability conditions under pullback is su cient (Theorem 4.4). Finally, Theorem 4.5 gives su cient conditions for Ins(T) to contain exactly the regular epimorphisms in Pin(T).
Our approach to separability, though not directly comparable with the work of CJ1], covers the corresponding notions in lextensive categories of type C =FamA (see also JT]). 0.7 In the examples listed in Section 5, we particularly consider the question which of the following properties are satis ed for a given pointed endofunctor T:
(a1) T is idempotent, (a2) T is locally well-pointed;
Furthermore, we concentrate on examples which received no or limited attention in the papers CJ1], CJ2], CJKP], JK1], JK2]. Hence, in the category of topological spaces, we consider four natural notions of \component" of a point x in a space X and let TX be the quotient space of \components", namely
(1) the connected component of x in X; (2) the quasi-component of x in X; (3) the path-component of x in X; (4) the maximal indiscrete subspace of X containing x.
Then (a1), (a2), (b) hold true for (1), while (c), (d) fail. In the case of (2), only (a1) and (b) are satis ed, and for (3) only (a2) is satis ed. By contrast, each of (a1)-(d) holds true in the case of (4). Concordant-dissonant factorizations are studied further in JT], especially localizations (in the sense of CJKP]) of these factorizations. 0.8 Properties (a1)-(d) are also discussed in detail for the pointed endofunctor arising from a preradical of R-modules, or of groups. Here (a1) and (a2) are equivalently described by the preradical being a radical and by its idempotency, respectively, and in this case properties (b)-(d) follow automatically. We remark that weak factorization systems satisfying the diagonalization property were called factorization systems in DT]; here we use this name exclusively for orthogonal factorization systems. Also, our use of right (and left) factorization systems deviates slightly from the one of DT]; such systems appeared under the name \locally coorthogonal Mfactorization" (and \locally coorthogonal E-factorization", resp.) in MT] and T3], while EW] used \M-images" (and \E-coimages", resp.) for these types of factorizations.
1.6 We remark that a w.f.s. F with m f 2 M F (or e f 2 E F ) for all f may fail to satisfy the diagonalization property, in fact: may fail to be right-(or left-)well-pointed. Indeed, for the category C of 1.2 we may nd a w.f.s. F with e e = e, m e = m, e m = 1, and F(e; 1) = e. Then e me = 1 = e mm , but e me 6 = e = F(e; 1). 1.7 Closedness under composition is strikingly absent from the stability properties mentioned in 1.4. Now we can prove:
Proposition For a right factorization system F, E F is closed under composition, and for a left factorization system F, M F is closed under composition. Proof We prove the second of these two statements which are dual to each other. Consider the composition f = k n with n : A!B, k : B!C in M F , and put e = e f , m = m f . Let t := F(n; 1 C ) : F(f)!F(k) and s := F(1 A ; e ?1 k t) : F(e) ! F(n). Then s e e = e n is an isomorphism; furthermore also m e is an isomorphism since e 2 E F , and we have (4) with r := e e ?1 n s m ?1 e . Consequently, F(1; r) and then r must be identity morphisms, and this shows that s and then e is an isomorphism, as desired. 2
1.8 We can now characterize orthogonal factorization systems: Theorem The following conditions for a w.f.s. F are equivalent:
(i) F is an orthogonal factorization system;
(ii) for all morphisms f, e f 2 E f and m f 2 M F ;
(iii) F is a right factorization system, and M F is closed under composition; (iv) F is a left factorization system, and E F is closed under composition.
Under these conditions, F satis es the diagonalization property and, up to natural isomorphism, is determined by (each of) the classes E F and M F , so that one also calls (E F ; M F ) an orthogonal factorization system.
Proof (i) , (ii) follows from 1.3 (i) ) (ii). The equivalence of (iii), (iv) and ( 1.9 It is intuitively clear that a well-pointed endofunctor may be iterated to obtain an idempotent endofunctor, provided that the iteration process stops (see K], T4]). Here we describe explicitly the iteration of the pointed endofunctor F r of 1.4, in a particular situation which will be of interest lateron. Let Ord be the class of (small) ordinals, considered as a category. For a limit ordinal , Ord is the segment of all ordinals < . For a class E of morphisms in C, a chain of E-morphisms (of length ) is a colimit-preserving functor e : Ord !C with e ; +1 in E for all < ; a composite of such a chain is the canonical morphism e 0; with codomain colim e. The category C is weakly E-cowellpowered (cf. AT]) if for every colimit-preserving functor e : Ord !C with e ; +1 in E for all 2 Ord, at least one such morphism is an isomorphism; if E is the class of regular epimorphisms of C, the pre x E is omitted. Theorem Let F be a right-wellpointed w.f.s. of C with e f 2 E F for all morphisms f in C, and let C have colimits of chains of E F -morphisms and be weakly E-cowellpowered. Then there is an orthogonal factorization system F of C with M F = M F and with E F containing exactly the composites of chains of E F -morphisms. Proof (sketch) For f : A!B one de nes morphisms e ; : A !A and m : A !B for 2 Ord, as follows:
(1) e 0;0 = 1 A , m 0 = f; (2) e ; +1 = e F m , m +1 = m F m , e ; +1 = e ; +1 e ; , e ; = 1 A ;
(3) (e ; : m !m ) < is a colimit in C=B if is a limit ordinal.
The functor e : Ord!C has the property that for some , e ; is an isomorphism for all , since C is weakly E F -cowellpowered, and since F factors isomorphisms into isomorphisms. One de nes a w.f.s. F by e F f = e f = e 0; and m F f = m f = m . Since e ; +1 2 E F for all < , e f is a composite of a chain of E F -morphisms, and trivially m f 2 M F . It is also obvious that E F is as described in the theorem. By contrast, the proof of M F = M F is quite intricate if pursued directly; however, with the observation that m as de ned above arises simply by iteration of the well-pointed endofunctor F r of 1.4, one
Remark The hypothesis on F in the Theorem is in particular satis ed if F is a left factorization system with E F a class of epimorphisms in C. , one has the induced morphism h u;v :
de ned to make the following diagram commutative:
This sketches the (lengthy) proof of:
Theorem In a nitely-complete category C, a w.f.s. F is equivalently described by a pointed lax C-indexed functor preserving terminal objects of the basic bration of C.
The fundamental adjunction
From now on, the category C is assumed to be nitely complete, with a terminal object denoted by 1. Proposition has a right adjoint . Proof (sketch) For a pointed endofunctor (T; ), the following diagram withT(f) = B TB TA de nes a w.f.s. (T) =T of C:
(Note that one can chooseT(1 A ) = A.) We call f = m f e f the weak T-factorization of f. The co-unit T : (T)!T of the adjunction is de ned by ( T ) A := d ! A :T(! A )!TA for every object A; hence, it is a pullback of 1 : 1!T1 along T! A . For a w.f.s. F, the pullback property of (7) de nes a uniquely determined morphism F : F! (F) in WFS(C), which acts as the unit of the adjunction; for every f : A!B in C, ( F ) f renders the following diagram commutative:
2.3 We note that T is an isomorphism if and only if T preserves the terminal object 1. For a w.f.s. F, F is an isomorphism if and only if the outer diagram of (8) is a pullback. When presenting f as a morphism over 1, we see that this condition means that the factorization f = m F f e F f may be obtained via pullback from the factorization of A!1 and B!1: 
which is a (trivial) pullback diagram in C 2 . Since its F-image is precisely the outer diagram of (8) (or the inner parallelogram of (9)), to say that F is an isomorphism means equivalently that F preserves the pullback diagram (10); we therefore say that F is stable at 1 in this case. Since for every w.f.s. F, F 1 preserves the terminal object 1, and since for every pointed endofunctor T preserving 1,T is stable at 1, Proposition 2.2 gives us:
Theorem There is an equivalence of categories between the pointed endofunctors of C preserving the terminal object 1, and the weak factorization system of C which are stable at 1.
2.4 For a pointed endofunctor F of C, we now move to investigating weak T-factorizations more closely. We put Proposition For every pointed endofunctor T of C and all composable morphisms f; g in C one has:
(1) (closure under composition) f 2 M T ; g 2 M T ) g f 2 M T ; (2) (weak left cancellation) g f 2 M T ; g 2 M T ) f 2 M T ; (3) (weak left cancellation) g f 2 E T ; g 2 E T ) f 2 E T ; (4) (modi ed right cancellation) g f 2 E T ; f 2 T ?1 (IsoC) ) g 2 E T . Proof We show here only (3). Hence, by hypothesis we are given pullback squares 2.6 Returning to the weak T-factorization (7) of f, the question remains: when do we have e f 2 E T and m f 2 M T ? In order to answer this question, it is useful to consider for every object B of C the slice of T at B, which is simply the slice ofT at B in the sense of 1.10: T B : C=B!C=B, (A; f) 7 ! T B (A; f) = (T(f); m f ), B We say that T is locally well-pointed if every slice T B is well-pointed. We leave it to the reader to verify that this is the case exactly ifT is right-well-pointed. Local well-pointedness can be expressed by a simple commutativity condition:
Proposition ( 2.7 Expanding further the terminology used in 2.6, we say that the pointed endofunctor T is locally idempotent if every slice T B is idempotent. Furthermore, we say that : 1 C !T lies T-stably in a class E if the pullback d f of B along Tf (see (7)) belongs to E, for all morphisms f : A!B in C. Finally, recall that an orthogonal factorization system (E; M) of C is re ective (cf. CHK]) if E satis es the weak left cancellation property (g f 2 E; g 2 E ) f 2 E). We can now clarify for which pointed endofunctors does the weak T-factorization give an orthogonal factorization system: Theorem For a pointed endofunctor (T; ) of a nitely-complete category C preserving the terminal object 1, the following conditions are equivalent:
(i) for all morphisms f, e f 2 E T and m f 2 M T ;
(ii) T is idempotent and locally well-pointed; (iii) T is locally idempotent; (iv)T is a right factorization system; (v) T is idempotent, andT is a left factorization system; (vi)T is an orthogonal factorization system; (vii) (E T ; M T ) is a re exive factorization system with T(MorC) M T and T-stably in E T ; (viii) there exists a re ective factorization system (E; M) of C with T(MorC) M and T-stably in E.
Moreover, any system as in (viii) is uniquely determined and satis es E = T ?1 (IsoC) = E T and M = M T :
Proof The equivalence of (iii) and (iv) follows immediately from the de nitions, and since M T is closed under composition (see 2.4.(1)), the equivalence of conditions (i) and (vi) follows from Theorem 1.8. Since for T locally well-pointed, M T is stable under pullback (see 1.4), with 2.5 one sees that (ii) implies (iv). Also, since T1 = 1, local idempotency of T implies its idempotency, which shows (iii) ) (ii). Similarly, (v) , (vi) follows from 1.8 and 2.5.
For (vi) ) (vii), we note that re ectiveness follows with 2.4(3) (or 2.5); furthermore, weak right cancellation of E T (see 2.5 or 1.4, dual) applied to the upper triangle of (7) gives d f 2 E T for all f. Hence is T-stably in E T . The implication (vii) ) (viii) being trivial, we are left with (viii) ) (i) and the uniqueness statement. Given (E; M) as in (viii), the pullback m f of Tf 2 M must lie in M, and since is T-stably in E, with A and d f also e f must lie in E, by re exivity. Hence, an (E; M)-factorization of f is necessarily provided by its weak T-factorization, which implies E = ff j m f isog = E T and M = ff j e f isog = M T : 2 Note Use of Theorem 1.8 at the beginning of the proof may be avoided. One can envoke Proposition 2.6 instead and use composition-cancellation rules for pullbacks. (2) While condition (iii) of 2.7 necessarily implies idempotency of T if 1 2 Fix(T), which then takes us back to the setting of a full re ective subcategory already considered in the literature, Theorem 2.7 shows that wanting weak T-factorization to form a factorization system necessarily leads us to the setting of a full re ective subcategory with simple re ector. Among other things, however, Theorem 2.7 characterizes simplicity most naturally by local idempotency. We also point out that the equivalence of conditions (i), (iv), (vi) 
Corollary

Conc(T) = E T \ RegEpi(C):
A morphism f is called T-dissonant if the morphism e f (see diagram (7)) is a monomorphism; hence, with F =T and F r as in 1.4, this de nes the class Proof Let e f = n f q f be a (regular epi, mono)-factorization of e f . Then f = (m f n f ) q f is a (Conc(T), Diss(T))-factorization of f. Note that with e f also n f and q f are T-vertical, as one concludes from d f e f = A (see (7)) and the cancellation properties of E T . Furthermore, it is easy to see with the diagonalization property of T- 
Since i is the equalizer of q p 1 , q p 2 , and since q p 1 m f = q p 2 m f , there is a morphism d : F( f )!A Q A with i d = m f and d e f = q . Since e f 2 E F , we can envoke functoriality of F to obtain a morphism k : F( f )!F( q ) with m q k = d. This equality, together with d j = m q , shows that the coequalizer q of p 1 m f , p 2 m f is also a coequalizer of q 1 m q , q 2 m q , so that m 0 q must be iso and q = e 0 f 2 E F 0 . Since e 0 f is a (regular) epimorphism, so that F 0 satis es the diagonalization property, this shows that F 0 is a left factorization system. For the additional statements, see 1.8. 
and then exploits the coequalizer property of f.) If, in addition, E F is stable under pullback along E F and weakly left-cancellable, one concludes with 3.1(4) and 3.2: 
with t = F(q;). As a composite of two pullbacks of q,is epic, so that also t is epic. Since q p 1 m f = q p 2 m f , this immediately implies r 1 m h = r 2 m h . Hence the coequalizer e 0 h of r 1 m h , r 2 m h is an isomorphism, and h = m 0 f 2 M F 0 follows.
2
Remark If regular epimorphisms are stable under pullback (so that C is a regular category), then it su ces to assume that F(u; v) be epic when both u; v are regularly epic.
T -separable and (purely) T -inseparable morphisms
Assume C to be nitely complete and to have coequalizers, and let pullbacks of regular epimorphisms be epic. G is an orthogonal factorization system if and only if Ins(T) is closed under composition, and for this it is su cient that Ins(T) be weakly stable.
De nition
Proof Consider G =T 0 and apply 2.7, 3.2 and 4.3. It remains to be shown that weak stability of Ins(T) is su cient to make G an orthogonal factorization system. For that we revisit the proof of 3.5 and diagram (27) and recall that it su ces to detect t as an epimorphism. For that we just have to see that the middle square of (27) is a pullback diagram, since then, with= (q 1)(1 q), t can be presented as the composite of two pullbacks of q. Since q 2 Ins(T) E T (see 4.1) and2 E T by hypothesis of T, both Tq and T(q q) are isomorphisms, making the right face of (31) a trivial pullback diagram. Since the front and the back faces are pullback diagrams, also the left face of (31) is a pullback diagram, as desired. provided that m f is monic for every morphism f in C. Proof Keeping the notation of the proof of Proposition 3.2, we assume Ins(T) = P and prove that r f is the kernel pair of q = e 0 f , for every morphism f. In fact, q 2 Ins(T) by 4.4, hence q 2 P by hypothesis, so that m q = d j and then also f is a regular epimorphism.
Consequently, the (regular epi, mono)-factorization of m f is provided by m f = i d, and one has r f = (q 1 ; q 2 ), as desired. Conversely, every T-inseparable morphism f is the coequalizer of (p 1 m f ; p 2 m f ) and therefore of r f which, by hypothesis, is a kernel pair, in fact: a kernel pair of its coequalizer f. Consequently, r f = (p 1 ; p 2 ), so that f must be an isomorphism and m f a regular epimorphism. Hence, f 2 P. 5.1 For a topological space X and a point x 2 X, let c X (x) denote the connected component of x in X. This de nes the quotient map c X : X!CX, the re exion of X into the subcategory Fix(C) of hereditarily disconnected spaces in Top. Note that Const(C) is the multicore ective subcategory of connected spaces. With condition 2.7(v) one easily sees that Top has C-factorizations (see also Corollary 5.4 below), although C is not semi-leftexact. The (Conc(C); Diss(C))-factorization of f : X!Y is obtained by identifying those points of X which belong to the same bre of f and the same component of X. Hence, f is C-concordant i it is a quotient map whose bres are contained in components of X, and it is C-dissonant i its bres meet components of X in at most one point.
For a map f : X!Y , a pair (x 1 ; x 2 ) with f(x 1 ) = f(x 2 ) is in the relation R f X X of 4.5 if and only if its component c Z (x 1 ; x 2 ) in Z = X Y X meets the diagonal X . Hence, by the construction given in 3.2, f is C-separable i R f = X ; equivalently: any component of Z meeting the diagonal must be contained in it. A quotient map f is C-inseparable i the transitive hull of R f is X Y X; equivalently: for all x; x 0 2 X in the same bre of f, there are points x 1 = x; x 2 ; ; x n = x 0 in that bre such that c Z (x i ; x i+1 ) meets the diagonal of Z for all i = 1; ; n ? 1.
For every map f, the projection m f : Z CZ CX!Z is injective, and if m f is surjective, then it is actually a homeomorphism. Hence, f is purely C-inseparable i m f is surjective; equivalently: every component of Z meets the diagonal. Even if we restrict ourselves to compact Hausdor spaces, the composite of purely C-inseparable maps need not be purely C-inseparable, not even C-inseparable. 5.2 Let q X (x) be the quasicomponent of x 2 X 2 Top, i.e. the intersection of clopen sets in X containing x. The quotient map q X : X!QX is the re exion of X into the subcategory Fix(Q) of totally disconnected spaces (whose quasicomponents are singletons), and Const(Q) = Const(C) is the subcategory of connected spaces. Q is idempotent but fails to be locally well-pointed, so that Top fails to have Q-factorizations. To wit, consider the subspace Y = f(0;0);(1;0)g ( 0; 1] f1=n j n 2 Ng) of R 2 and let f : f(0;0);(1;0)g , ! Y be the inclusion map; then e f fails to be Q-vertical. Nevertheless, as Collins C] showed, Top does have orthogonal (Conc(Q); Diss(Q))-factorizations, and these can be obtained as described in 2.11. The characterization of Q-concordant and Q-dissonant maps is the same as for C-concordant and C-dissonant maps, with \components" traded for \quasicomponents". One describes (purely) Q-(in)separable maps analogously to 5.1, and the counter-examples given there persist since for compact Hausdor spaces, quasicomponents are components.
5.3 Another natural notion of \component" gives an example of a non-idempotent but locally wellpointed endofunctor of Top: let p X : X! 0 X be the projection onto the space of path-components of X. Local well-pointedness is easily veri ed by checking commutativity of (18). Non-idempotency of 0 is well known: the \Topologists's Sine Curve" X = (f0g ?1;1]) f(x;sin1=x) j x > 0g R 2 projects onto the Sierpinski dyad and then onto the one-pointed space 1. As the map f : X!1 shows, local wellpointedness alone gives neither e f 2 E 0 nor m f 2 M 0 . As f is the composite of two 0 -connected maps, this example also shows that Conc( 0 ) fails to be part of an orthogonal factorization system. But maps in Conc( 0 ) and Diss( 0 ) can be described similarly to those in Conc (C) and Diss(C) of 5.1, respectively, with \components" traded for \path-components" (see BT] ).
The relation R f is described as in 5.1 but, as observed in CT], here it attains a nice geometric meaning: for f : X!Y , a pair (x 1 ; x 2 ) is in R f i there is a path h : 0; 1]!X with h(0) = x 1 , h(1) = x 2 , and f(h(t)) = f(h(1 ? t)) for all t 2 0; 1]. All remaining statements of 5.1 remain true, mutatis mutandis; in fact, the maps f and g depicted in 5.1 originate from the description of R f in the context of path-connectedness.
We remark that discrete analogues of the examples of 5.1 can be established in the context of graphs (see CT]). T-constant. Let P be the class of morphisms p : A!B in C such that the terminal object 1 is projective w.r.t. fpg, i.e. the map C(1;p) : C(1;A)!C(1;B) is surjective. We say that the pointed endofunctor (T; ) lies pointwise in P if A 2 P for all A 2 C. One can now prove: Proposition Let T lie pointwise in P and be brewise constant. Then, for the weak T-factorization (7) of a morphism f, one has Te f 2 P. Proof With C =T(f) = B TB TA as in (7) Corollary Let morphisms in P be epic, and let the idempotent endofunctor T lie pointwise in P and be brewise constant. Then C has T-factorizations. Remark (1) Morphisms in P are certainly epic if 1 is a generator of C.
(2) If T1 = 1 and if T lies pointwise in P, not only idempotency of T is a necessary condition for C to have T-factorizations but also that T be brewise constant.
(3) The signi cance of the condition that T be brewise constant was recognized and exploited in Cl]; see also DT].
5.6 Let r be a preradical of (left) R-modules (i.e., a subfunctor of the identity functor of R-Mod), and let T be the corresponding endofunctor pointed by A : A!TA = A=rA.
Then Fix(T) and Const(T) are the subcategories of r-torsionfree and r-torsion modules, respectively, and T is idempotent i r is a radical, i.e., r(A=rA) = 0 for all A 2 R-Mod. (i) T is locally well-pointed; (ii) T is brewise constant; (iii) r is idempotent; (iv) T is idempotent and locally well-pointed; (v) r is an idempotent radical; (vi) r is a radical, and the re ector onto the subcategory of r-torsionfree R-modules is semi-left-exact.
Since kere f = kerf\rA, for r an idempotent radical the (Conc(T), Diss(T))-factorization of f : A!B is obtained as f = (A!A=kerf \ rA!B); and f is T-dissonant (T-concordant) i kerf \ rA = 0 (f is surjective and f ?1 (rB) rA, respectively). Furthermore, it is not di cult to show that f is T-separable (purely Tinseparable) i kerf is r-torsionfree (r-torsion, respectively). If one factors f as f = (A!A=r(kerf)!B); the rst factor is purely T-inseparable if r is idempotent, and the second factor is Tseparable if r is a radical. As observed in CT], these conditions are in fact necessary for having (Pin (T); Sep(T))-factorizations of morphisms of type A!0. This shows with 2.7:
Theorem For a preradical r and its induced pointed endofunctor T, the following conditions are equivalent: (i) r is an idempotent radical, (ii) R-Mod has T-factorizations, (iii) R-Mod has (Pin (T); Sep(T))-factorization.
In this case, necessarily Pin (T) = Ins(T).
5.7 The statements of 5.6 remain valid (without any changes) if R-Mod is replaced by the category Grp of groups. In fact, preradicals may be studied in the context of an abstract category C with zero object, kernels and cokernels (see DT], Ch. 5). We also refer the Reader to JK1], JK2].
