AbstractÐA fundamental understanding of the interplay between computation and I/O activities in parallel applications that manipulate huge amounts of data is critical to achieving good application performance, as well as correctly characterizing the workloads of large-scale high-performance parallel systems. In this paper, we present a formal model of the behavior of CPU and I/O interactions in scientific applications, from which we derive various formulas that characterize application performance. Our model captures the I/O and CPU activity at different levels of granularity, where results from the model are shown to be in excellent agreement with measurement data from a set of I/O-intensive applications. Using the formulas from our model, which explicitly take I/O activity into account, we also present examples of possible applications of the model.
INTRODUCTION
S CIENTIFIC and commercial applications that manipulate vast amounts of data have recently emerged as one of the popular consumers of cycles in parallel systems. With the nature of the problems to be solved requiring larger and larger memories and with input/output (I/O) resources belonging to the slowest level of the memory hierarchy, there is an increasing number of scientific and commercial applications that rely heavily on high-performance I/O systems for their execution [33] . As an initial response to this need, parallel file systems and their companion architectures and software support have been the subject of much research and development in recent years [18] , [46] , [48] , [51] . In order to improve the performance of such systems, a range of different solutions and design principles must be considered. However, the cost and time necessary to explore a range of new alternatives are often prohibitive. Formal models and analysis can therefore play an important role in comparing and evaluating various alternatives, possibly complementing more detailed system experiments. Essential to the quality of the results derived with these more formal methods are mathematical models of the applications executed by the system.
The modeling of applications comprising the system workload, as well as the modeling of the entire workload, is critical to effective benchmarking, procurement, tuning, and capacity planning studies, which, in turn, can play important roles in the testing and management of large parallel systems and applications. Such performance models are most effective when they provide appropriate levels of flexibility so that users can select the proper balance between accuracy and cost to best address the objectives and needs of their performance study. Further, a mathematical characterization of application behavior can help to formulate design principles and offers valuable insights to both application programmers and system designers, especially with complex systems such as the parallel environments of interest in our study. For the application programmer, a detailed application and workload characterization can be a source of suggestions for code restructuring by identifying system bottlenecks and providing ways to remove them [42] . For the system designer, the characterization is instrumental for the design and analysis of resource management policies, such as processor scheduling or file system policies in parallel systems [38] , [24] .
A fundamental understanding of the I/O and computation (CPU) requirements of I/O-intensive parallel applications and workloads is also needed to complement and extend previous studies on the design of high-performance parallel I/O systems. To gain a better understanding of the I/O and CPU requirements of parallel scientific applications found in practice and to identify important characteristics that need to be captured in a formal model of parallel application behavior, in this study, we first perform a detailed set of measurements of representative parallel scientific applications from the Scalable I/O Initiative [34] (SIO) suite executed on an existing large-scale parallel system. Based on an analysis of this experimental data, we then move to derive a mathematical abstraction of parallel application behavior based on a set of observations regarding the I/O requirements of the corresponding applications. This formal abstraction models the key characteristics and interactions of I/O and CPU activity within a parallel application, from which we derive various formulas that characterize application performance. This includes application scalability measures such as speedup, efficiency and a form of Amdahl's Law [2] , each of which explicitly accounts for the I/O demands of a parallel application in addition to CPU demands. By exploiting an accurate and compact mathematical model that unifies previous experimental work together with the measurement data collected as part of this study, our work complements and extends existing characterization studies and provides a useful abstraction for the behavior of I/O-intensive scientific applications. While our primary focus in this paper is on scientific applications, our formal methods and results may apply more generally to commercial applications with similar characteristics.
Our model of parallel application behavior is validated against measurement data collected for a class of parallel applications from the SIO suite and is shown to be in excellent agreement. Our results further show that the model captures the fact that, depending on application CPU and I/O demands, allocating more CPU resources may increase contention on the disks and eventually increase the application execution time, thus adversely affecting application speedup. Disk contention may be caused by hardware (e.g., disk rotational speeds) and/or software bottlenecks (e.g., specific file system implementations of I/O operations [42] , [44] ). Given that the parallel scientific applications of interest are inherently very complex, it becomes extremely difficult to characterize in detail the exact interactions of these two causes of disk contention. Our model captures the key characteristics of this interaction in the form of a relatively simple mathematical abstraction. We also derive a generalization of standard flow-equivalent service centers [23] , based on phase-type distributions and matrix-analytic methods, to capture the contention for disk resources in our parallel application behavior model when measurements of these effects are not available.
The characterization of application performance with our model can be used to explore a broad spectrum of performance issues and trade-offs in research studies having a wide range of objectives. When little or no measurement data are available, our model can be used together with rough estimates for the model parameters to investigate high-level performance issues in a manner analogous to the ways that Amdahl's law has proven effective in practice when detailed measurement data are not directly available (e.g., see [15] ). As a very simple example, given rough estimates of parallel application scaling factors, users can determine a reasonable number of processors and disks on which to execute their parallel applications. System administrators can similarly use our model to gain insights into the potential cause of problems in a parallel system based on rough estimates of parallel application behavior comprising the workload and the number of processors and disks requested by users. We note that most users and administrators at high-performance supercomputing centers have sufficient information to exploit our model in these ways. Furthermore, by combining our application behavior model with other mathematical models and methods, related performance issues can be investigated more effectively; refer to [38] for a specific example.
A more detailed characterization of application performance with our model, based on measurement data or other sources of accurate application behavior, can be used to gain a better understanding of various performance issues in an existing system and/or in instances of the system that do not exist. This in turn can be used to make decisions regarding program restructuring and/or performance optimizations, e.g., grouping the I/O operations into larger or smaller chunks interleaved with more or less computation, identifying an optimal number of disks given that a specific number of processors is assigned to the application, and identifying the optimal application operational point in terms of number of processors and disks so as to maximize the application performance. We therefore consider a few specific examples of using our general model to characterize the behavior of real parallel applications. This includes the characterization of application scalability by means of functional forms based on our model and measurement data obtained as part of this study, which can be exploited for parallel application performance characterization when either measurements are not available or a synthetic application model is required. An example of the usefulness of these methods is illustrated by an analysis of the forecasted impact of hardware upgrades on application scalability as part of a capacity planning study. We further note that these specific applications of our model provide values and trends of aspects of the model components for the class of parallel applications considered in our study. In particular, the model parameter values and trends presented in this paper can be used together with our model to investigate various high-level performance issues for parallel applications with characteristics that are similar to those considered in our study when little or no measurements of these other applications are available, possibly together with other mathematical models and methods [38] .
The remainder of this paper is organized as follows: Section 2 presents an overview of previous work in the characterization of I/O-intensive parallel applications and how our research complements these experimental studies. We then present our model and analysis of parallel application behavior including derivations of formulas for application scalability measures. Section 3 discusses general applications of our mathematical model to explore various performance tradeoffs in research studies having a wide range of objectives. We then consider in Sections 5 and 6 various specific examples of exploiting our model to characterize the behavior of real parallel applications in practical situations. Section 7 presents our concluding remarks.
RELATED WORK
In scientific application domains where manipulating large volumes of data is a necessity, scalable parallel I/O is critical for performance. Moreover, because of the disparity in the speeds of existing file system technologies and computation/communication hardware, there is a pressing need for a detailed understanding of the exact I/O requirements of scientific applications. During the past decade, there have been a number of studies focusing on collecting and analyzing empirical data on I/O access patterns in parallel environments. From the system perspective, detailed characterization of the I/O demands of scientific applications can lead to the development of effective file system policies [34] , [17] , [37] , [5] or the development of frameworks that allow distinct system components (e.g., the processor scheduler and the parallel file system) to work in collaboration to achieve high performance (e.g., refer to [38] ). From the application perspective, detailed knowledge of the I/O access patterns can lead to application restructuring so as to eliminate software bottlenecks [42] .
The first I/O characterization efforts of scientific applications on vector supercomputers concluded that I/O behavior is regular, recurrent, and predictable [31] , [32] . Similarly, Miller and Katz [25] measured a workload of mostly computational fluid dynamics applications on a Cray Y-MP and characterized the I/O behavior as highly regular, cyclical, and bursty. They first proposed a highlevel I/O classification based on compulsory, checkpoint, and data staging I/O operations. Pasquale and Polyzos [31] used clustering and regression analysis to examine I/O demands and their relationship to the elapsed computation time of the Cray Y-MP workload at the San Diego Supercomputing Center (SDSC). They also isolated and analyzed two I/O-intensive applications on a Cray 90 at SDSC [32] . By focusing on both physical resource usage and functional application composition, Pasquale and Polyzos concluded that supercomputer I/O behavior was recurrent and predictable, based on the iterative nature of many scientific applications.
In contrast to the results on vector systems, recent analyses on the Intel Paragon XP/S [9] , the Intel iPSC/860 [20] , and the CM-5 [35] , showed greater irregularity in I/O access patterns, with the majority of file requests being small but with the greatest data volume generated by a few large requests. We note that the work presented in [20] , [35] , [30] does not distinguish applications from one another, but rather measures all traffic to a parallel I/O system and, thus, shows how the file system is used by all applications.
From the application perspective, detailed characterization of the I/O demands of individual applications can lead to the identification of bottlenecks and possibly even suggest ways to circumvent them via application restructuring [1] , [42] . These works underscore the interplay between application access patterns and file system features and propose a methodology for tuning the application I/O requests in order to better match the characteristics of the underlying file system and achieve high performance. A series of experimental studies [9] , [43] , [44] concentrated on determining the most common application I/O access patterns, focusing on their temporal and spatial characteristics, and analyzed their interactions with current parallel I/O systems. These studies have proven instrumental in guiding the development of new application programming interfaces for parallel file systems.
At the file system level, a detailed characterization of the physical I/O patterns, as seen by the device drivers and their correlation with the logical, i.e., application, I/O patterns, is presented in [40] . The conclusion of this work is that disk hardware features coupled with application I/O patterns makes identifying an ideal single file system policy or data distribution an almost impossible task. The interaction of application access patterns with the file system hardware can alternatively be measured via simulation. Indeed, disk simulators [21] , [13] allow the development of detailed file system and data distribution policies and can be driven by events that capture the application behavior. However, we note that such models are by their nature prohibitively time consuming.
Our work builds on the experimental studies reported in [44] by proposing a simple analytic model that can nevertheless capture the application temporal I/O behavior as a function of both computational (i.e., processors) and I/O (i.e., disks) resources assigned to the application. Our model is inspired by experimental observations at the application level. This stochastic model captures contention at the disk level through a set of random variables that can be parameterized by direct measurements or by the use of other models. Our model characterizes the application scalability as a function of the allocated resources to explore a broad spectrum of performance issues and tradeoffs in research studies having a wide range of objectives. This information can, for example, provide a basis for intelligent management of system resources [38] .
THE PARALLEL APPLICATION MODEL
In this section, we formulate a general stochastic model of parallel application (and workload) behavior and we derive expressions for various measures of application performance. Our approach is motivated by a set of observations based on measurement data of the I/O requirements of a representative class of parallel scientific applications. After describing these applications, measurements, and observations, we then present our model that captures the typical characteristics and interactions of I/O and CPU activity within a parallel application. This section ends by describing a series of application performance metrics and formulas that are based on our stochastic model and are used throughout the rest of our study.
Characteristics of Parallel Program Behavior
We seek to gain a better understanding of the I/O and CPU requirements of parallel scientific applications found in practice and to identify important characteristics that need to be captured in our model. To do so, we consider scientific applications from the Scalable I/O Initiative [34] (SIO) suite. The purpose of the SIO is to collect a set of I/O-intensive applications of national importance, conduct a detailed characterization of their I/O requirements, and use this characterization to design and evaluate resource management policies for parallel file systems. Each of the applications in the SIO suite consists of one or more programs and, thus, in our study, we adopt this SIO terminology in which a single parallel application is composed of a set of programs.
The SIO applications selected for our study are representative of the I/O behavior and requirements that have been identified as typical of many scientific applications [25] , [32] , [42] , [44] . As an example of this application behavior, Fig. 1 illustrates the I/O and CPU activity over time for four applications: Fig. 1a: an implementation of the Schwinger Multichannel method for calculating low-energy electron-molecule collisions (ESCAT) [8] ; Figs. 1b and 1c: two different implementations of electronic structure calculations using the Hartree-Fock algorithm (NWCHEM and MESSKIT) [16] ; and Fig. 1d : a quantum chemical reaction dynamics code (QCRD) [53] . Fig. 1 plots the duration of each I/O operation as a function of the application execution time. All applications are executed on a 64 processor partition of a 512-node Intel Paragon XP/ S, accessing data striped across 64 4GB Seagate disks. (Additional details on the system environment used for our experiments can be found in Section 5.1.1.)
The ESCAT application is a parallel implementation of the Schwinger multichannel method for calculating lowenergy electron-molecule collisions. The code is written in C, FORTRAN, and assembly language. The scattering probabilities are obtained by solving linear systems whose terms must be evaluated by numerical quadrature. From an I/O perspective, there are four distinct execution phases. After initialization data are read from the disks, all nodes participate in the calculation and storage of the requisite quadrature data set that is energy dependent. Then, the quadrature data are read from the disks and energy dependent data structures are generated and combined with the reloaded quadrature data. Finally, the end results are written to disk.
The MESSKIT and the NWCHEM applications are two distinct FORTRAN implementations of the Hartree-Fock self-consistent field method that calculates the density of each electron in a molecule in the collective field of the others. From an I/O perspective, both applications have three execution phases. After an initial I/O phase where the relative geometry of the atomic centers is read from the disks, the basis sets are computed and written to the disks and atomic integrals are computed over these basis sets. Then, each processor writes the integral it computes to disk. In the final phase, all processors repeatedly read the integral data from a disk, construct the Fock matrix, and use the selfconsistent field method to compute the molecular density and write final results to disk. Although both applications solve the same problem using the same logical sequence of steps, they use different integral evaluation libraries resulting in a different number of iterations and data volume, even if both applications process the same input.
The QCRD application is written in C and solves the Schro È dinger equation for the cross sections of the scattering of an atom by a diatomic molecule. Parallelism is achieved by data decomposition and all processors execute the same code on different data portions of the global matrices with data elements equally distributed among processors. Due to the prohibitively large size of the global matrices to be stored in memory and the iterative nature of the numerical algorithms used by QCRD, the I/O activity on the disks is intense, with a repetitive, cyclic pattern. Note that the ESCAT and NWCHEM applications both consist of a single program, whereas MESSKIT and QCRD are comprised of multiple programs. MESSKIT consists of three programs, i.e., a short sequential program followed by two distinct parallel programs, which are easily identified in the figure by the clear shifts in behavior. The QCRD application consists of five programs, the first two of which are plotted in Fig. 1 and are easily identified by the shift in program behavior.
As the figure clearly suggests, a common characteristic of the execution behavior of many parallel programs is that each can be naturally partitioned into a series of disjoint intervals, each of which consists of a single burst of I/O activity (the densely plotted areas in the figure), possibly interleaved with a minimal amount of computation, followed by a single burst of computation (the white areas in the figure), possibly interleaved with a minimal amount of I/O. One common reason for such bursty behavior is that applications first fill a set of buffers in memory and then process the data stored in those buffers without having to access the disks [49] . The repetitive nature of these intervals is evident and it is a consequence of the iterative nature of the majority of scientific applications.
To precisely characterize this program behavior, we use the following terms throughout the remainder of the paper.
. phase: each disjoint interval composed of an I/O burst followed by a computation burst within a program, . I/O working set: a sequence of consecutive phases that are statistically identical [27] , [52] . The execution behavior of a program is therefore comprised of a sequence of I/O working sets and an application consists of a set of interdependent programs that execute in a coordinated manner. Note that each program of an application can exhibit different I/O behavior, e.g., the three programs of MESSKIT in Fig. 1 , and that each phase of a program can exhibit different I/O behavior, e.g., the various phases of NWCHEM in Fig. 1 , both representing changes in the application execution behavior over time.
Parallel Program Model
Based on the foregoing observations and definitions, we formulate a general model of program behavior that captures the characteristics and interactions of I/O and CPU activity in the representative class of parallel scientific applications found in the SIO suite. Our model can be hierarchically applied at the application level, the program level, and the phase level. Furthermore, by combining the characterization of individual applications with probability distribution functions that capture the details of the mixture of applications comprising the workload, a general workload model can be obtained with a similar formulation. Throughout the remainder of this paper, we use Z Z and Z Z to denote the set of positive and nonnegative integers, respectively, with IR and IR denoting the corresponding subsets of the real numbers.
Consider a program of a parallel application executed on one processor using one disk or on any minimum resource allocation that is required by the application. Let N P Z Z denote the number of phases for the program of interest and define T n P IR to be the duration or length of the nth phase, 1 n N. 1 The relative length of the nth phase is then given by L n T n = , where N n1 T n is the total execution time of the program. Let T IO n and T CPU n be the length of the I/O and computation bursts of the nth phase, respectively, and, thus,
, and IO CPU .
We then define F n T IO n =T n to be the fraction of the nth phase that represents the length of the phase's I/O burst; hence, 1 À F n is the fraction of the phase that represents computation. Note that during program initialization and termination, either
can be (essentially) zero, i P f1; Ng. The fraction of the program that represents I/O is given by f IO N n1 F n T n = , whereas the fraction of the program that represents computation is given by f CPU N n1 1 À F n T n = . For future reference, we summarize this notation in Table 1 .
A simple example of these model parameter definitions is graphically illustrated in Fig. 2 , where Figs. 2a and 2b show the phase behavior of a program with respect to absolute and relative execution time, respectively. We refer to the relative execution time diagram as the phase signature for the program. The program phase signature captures all the program behavior information, which can be described quantitatively for a program with M working sets by an M-dimensional vector~ 1 ; 2 ; Á Á Á ; M . The ith component of~ is a vector i i ; i ; m i that characterizes the ith working set comprised of m i phases each with I/O fraction i and relative length i . Letting j iÀ1 k1 m k , the ith working set consists of phases j 1 through j m i and, thus, i F j1 . . . F jm i and i L j1 . . . L jmi . The program behavior depicted in Fig. 2 consists of five working sets, the initial single-phase working set being composed solely of a small amount of computation (i.e., 1 . All subsequent uses of the indices n, p, d, and x are intended to be under the constraints 1 n N, 1 p P , 1 d D, and x P fIO; CP Ug, respectively, unless noted otherwise. 0; 0:013; 1), followed by another single-phase working set that primarily reads the problem data from disk (i.e., 0:67; 0:065; 1). The program execution then has a working set consisting of three phases that are computationally intensive (i.e., 0:33; 0:23; 3), followed by a working set composed of two phases with balanced I/O and CPU requirements (i.e., 0:5; 0:078; 2). The program concludes with a single phase working set (i.e., 0:8; 0:076; 1) during which the results are written to disk. In this example, the program has I/O-intensive single-phase working sets at the beginning and at the end of execution due to initial data acquisition and final data recording; in between these two working sets, the program cycles through a set of identical but not as highly I/O-intensive phases during which the acquired data is processed before saving it onto disks. This behavior is reflected in the phase signature where 2 > 3 and 3 < 4 < 5 . We now consider the mathematical model for a parallel system consisting of P identical processors and D identical disks. When the program of interest is executed on p processors and d disks, 1 p P , 1 d D, the computation and I/O requirements of the program have both parallel and sequential components, as previously observed for the computational aspects of parallel programs [2] . Let o where s x n;1;1 1, s x n;p;d ! 0, x P fIO; CP Ug. Each of the above model parameters are assumed to be random variables with general probability distribution functions and finite expectations (denoted by IE Á ). For a given program with a particular data set executed on a specific system configuration, these variables may be deterministic. However, when the program is executed on different data sets, the probability distributions for these random variables capture the differences in execution times. Moreover, as previously noted, by combining the characterization of the individual programs comprising an application (or the individual applications comprising a workload) via the distributions for the random variables in (1) to capture the details of the mixture of the application programs (or the mixture of the workload applications), our stochastic model can be applied at the application (or workload) level.
Since the number of phases is modeled as an integervalued random variable (e.g., the number of phases can vary, depending on the data set in many iterative programs), let N denote the maximum number of phases in the program of interest. More formally, we define N supfn :PN ! n > 0; n P Z Z g:
The expected execution time IE p;d of this program when executed on p processors and d disks can then be expressed as 
where I A denotes the indicator function for event A having the value 1 if A occurs and the value 0 if event A does not occur [27] , [52] . In most parallel programs, the event fN ! ng is independent of T IO n;p;d and T CPU n;p;d for each n (e.g., the termination of an iterative program after the nth phase may depend on the results generated during the nth phase, but often it does not depend on the execution time of the I/O and CPU components of the nth phase). Alternatively, assuming T x 1;p;d ; T x 2;p;d ; . . . to be a sequence of independent random variables since random variable N is a stopping time for this sequence [27], [52] , then T x n;p;d and I fN!ng are independent for each n. Therefore, in either of these cases, we have
When N is a fixed constant, this can be equivalently written as
On the other hand, if the T x n;p;d are independent and identically distributed for given values of p, d, and x (and N is a stopping time for this sequence), it follows from Wald's equation [27] , [52] that (3) reduces to
Equation (3) represents a general case of our stochastic parallel program model. This expression can be simplified considerably, with the exact form depending upon the properties of N, T x n;p;d and the elements of T x n;p;d for the program of interest. While (3) is the starting point for the remainder of our derivations, we note that the subsequent results can be simplified according to (4) and (5) whenever the corresponding assumptions hold.
Let Z x n T x n À o x n;1;1 and define p n PN ! n. Upon substituting (1) into (3), we then have
6 If the variables s x n;p;d are constants for the program of interest, this yields
On the other hand, when s x n;p;d and Z x n are independent random variables, (6) simplifies to
We note that the assumptions of this expression hold for and, thus, it is used to obtain the results presented in Section 5. Otherwise, our analysis yields the following expression in terms of conditional expectations
For future reference, we summarize in Table 2 the additional model notation for the p-processor, d-disk case.
Performance Metrics
An important and standard measure to characterize the behavior of a parallel program is speedup, which in the present context is defined as the ratio of the execution time on a single processor and disk to the execution time on p processors and d disks. In the stochastic setting, speedup can be expressed in a number of different ways. One particular definition of interest here is given by
which describes the speedup surface in the space S p;d ; p; d.
Note that this form of the expression for speedup is consistent with that used in [28] , where speedup is defined to be the ratio of the expected response time in a queueing system with one processor to the expected response time in this system with multiple processors. The efficiency of a program is typically defined as the speedup per processor allocated to the program, where the number of allocated processors in this processor-only case represents the theoretical maximum achievable speedup for the program [11] (given that superlinear speedup is not considered in the context of this paper). Hence, efficiency can be viewed to be the percentage of the theoretical maximum speedup that is actually achieved by the program with a given resource allocation. This interpretation allows us to define efficiency in the present context so as to explicitly account for both processor and disk resources. Specifically, we express program efficiency as
is a general function that can be used to represent any desired theoretical maximum speedup (respectively, theoretical minimum expected execution time) for the program when p processors and d disks have been allocated. Note that (11) , which defines the efficiency surface in the space E p;d ; p; d, guarantees that the efficiency measure is in the range 0; 1 for appropriately chosen functions S Ã p;d or IE Ã p;d and, thus, it is consistent with the processor-only case. Furthermore, efficiency can be thought of as a measure of the effective utilization of the system.
We now consider a particular set of functions IE Ã p;d , which yields a somewhat simpler form for the efficiency expression that is exploited in Section 5. Recall from Section 3.2 that
and, therefore, we can rewrite (11) as follows:
The total computation component of the execution time is often independent of d, as we also demonstrate in Section 5. Hence, the number of processors p is a theoretical maximum speedup for the total computation component when the program is allocated p processors and d disks, i.e., IE We further note that each of the above performance measures can be defined on a per-phase basis. Specifically, the measures S n;p;d and E n;p;d denote the speedup and efficiency of the nth phase and are defined by appropriately modified versions of (10) and (11), respectively.
Generalized Amdahl's Law
Our foregoing model and analysis can be used to derive several fundamental properties of the behavior of parallel programs. We now present one such derivation that extends Amdahl's law [2] , [19] on three-dimensional space to include both processor and disk resources. Upon substituting (6) into (10) and multiplying both the numerator and denominator by IE 1;1 À1 , we obtain under the assumptions of (7), (8), and (9)
respectively. These expressions can be viewed as general forms of Amdahl's law, with more simple forms obtained by making additional assumptions. Define (14) and (15) as 
GENERAL APPLICATIONS OF THE PARALLEL PROGRAM MODEL
Formal models can be used to explore a broad spectrum of performance issues and trade-offs in research studies having a wide range of objectives. Such performance models are most effective when they provide appropriate levels of flexibility so that users can select the proper balance between accuracy and cost to best address the objectives and needs of their performance study, including assisting with the collection of performance data. In this section, we briefly discuss how our stochastic model can be used to satisfy these requirements with respect to parallel application performance. The two sections that follow consider various specific examples of exploiting our parallel program model based on measurements performed as part of this study. At one end of the spectrum, our model can be used together with rough estimates for the model parameters to investigate high-level performance issues. The use of our model in these cases is analogous to the ways that Amdahl's law has proven effective in practice when detailed measurement data are not directly available (e.g., see [15] ). In many of these cases, the user may not have exact values for the scaling factors or sequential components of our model, but will instead have a reasonable range of possible values. This can then be used together with our model (and possibly other models) to investigate various performance issues of interest. At the other end of the spectrum, the user can perform detailed measurements of all instances of the parallel system to parameterize our model to obtain a complete characterization of the application (or workload) of interest. Our model can then be used to gain a better understanding of various performance issues in the current system and/or in instances of the system that do not exist, e.g., as part of a capacity planning study. Of course, a wide range of performance studies are possible in between these two extremes.
In the cases of more detailed and exact characterization, our model provides at least two benefits. First, the measurement process can be significantly simplified by allowing one to measure each unique phase (or working-set or program) in isolation and then using our model to estimate the execution behavior of the entire parallel application (or workload). In addition to reducing the amount of time required to perform measurement experiments, this approach can also lead to more accurate performance data by reducing the likelihood and impact of external events on the measured times for long-running applications. Moreover, these experiments can be repeated several times for additional accuracy, which could otherwise be prohibitively expensive for long-running applications. The key point is that our stochastic model can provide the user with greater flexibility in determining what to measure to best meet their needs and constraints. Note that it is not uncommon for measurements to be obtained at supercomputing centers, particularly for the class of applications of interest [1] , [9] , [20] , [25] , [30] , [31] , [32] , [35] , [40] , [42] , [43] , [44] and various tools have been developed for this purpose [36] . Our model can therefore play an important role in simplifying this measurement process and enhancing these measurement-based tools. Second, our model can be used to obtain better estimates of performance measures for instances of the parallel system where measurements are not available. For example, standard methods can be used to extrapolate the value of components of our model for larger numbers of processors and disks given the value of these components from our model parameterized by measurements for smaller numbers of processors and disks. In fact, we used extrapolation to predict the scaling factors of our model for the largest numbers of processors and disks for which we also had total execution time measurement data and then we compared the execution times from our model based on these predictions with the corresponding results obtained by applying the same extrapolation methods directly to the total execution time measurements for smaller numbers of processors and disks [38] . Our results demonstrate that the execution time estimates from our model based on extrapolation of the model scaling factors are essentially identical to the execution time measurement data for these cases and they are significantly more accurate than those obtained by extrapolation based solely on the total execution time measurements for smaller numbers of processors and disks. The estimates based on extrapolating (or interpolating) the scaling factors of our model can lead to considerably more accurate predictions than those obtained purely from total execution times because the model captures the computation and I/O characteristics of the parallel applications in detail and the extrapolation (or interpolation) of estimates benefit from this more detailed characterization.
Our parallel program model can also be used together with other models. As a specific example, recall from Section 3 that the scaling factors s [47] can be used to estimate these disk contention effects in applications of our model for certain system environments. In the remainder of this section, we present a mathematical analysis of the sojourn time through a disk resource shared by multiple processors in the execution of a parallel program based on a generalization of standard flow-equivalent service centers [23] to include higher moments. It is important to note that our experience demonstrates that this analysis can be used to accurately capture the shape and trends of the surfaces in Section 5 given measurements (or estimates) for the cases where p d.
Consider the execution of a parallel program on p processors and d disks where Y dp=de ! 2. The corresponding per-phase service times are modeled as independent sequences of independent and identically distributed IR -valued random variables following the PH-type distributions B where e is the column vector of appropriate dimension containing all ones. Our use of PH-type distributions is of practical importance in that this class of distributions is dense within the set of probability distributions on 0; I (e.g., see [3] ) and a number of algorithms have been developed for the fitting of PH-type distributions to empirical data (e.g., see [4] , [22] , [12] and the references cited therein). Furthermore, we note that the convolution of PH-type distributions is PH-type [29] . The execution of the parallel program is modeled as a closed two-center queueing network with a single delay center, representing the set of Y processors sharing one of the disks, and a single queueing center, representing the shared disk resource. The service times at the computation center follow an order m P PH-type distribution f P P H; n;p;d Á. The above formulation of the queueing network and the corresponding derivation of our approach focuses on the case where the program phases basically have the same probability distribution. This helps to elucidate the exposition of our approach and this assumption holds for the applications considered in the numerical experiments presented in [38] . Note, however, that our general approach can address the case where different phases have different probability distributions by using a multiple-class version of the queueing network representing the Y processors and the shared disk resource. Alternatively, the generator matrices P f and D f can be used to define a collection of PH-type distributions for the service times at the computation and disk centers, respectively. An analysis based on either of these approaches is viable in practice as the result of our efficient solution.
We represent the queueing network by the continuoustime stochastic process fXt ; t P IR g defined on the finite state space , whose elements are given by i; j D ; j P where 
where A i;2 , A i;1 , and A i;0 are finite matrices of dimensions
We now derive a set of results that significantly reduces the time and space complexities of computing (23) and (24), following the approach devised independently in [14] and 29
Upon substituting these definitions into (26) , (27) , and (28), we obtain
The nonsingularity of the D k Â D k matrices R k , 0 k Y , follows from the properties of the irreducible generator matrix and the submatrices in (25) . Substitution of (30) and (31) into (27) 
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This then can be used together with
Y À1 e ; > 0; 23 to determine the vector Y À1 up to a multiplicative constant when Y > 1. The remaining components of the vector are obtained up to the same multiplicative constant via recurrence using (30) and (31) . Given the properties of the generator matrix, the vector is uniquely determined by the normalizing (29) . Using these results for calculating the invariant vector significantly reduces the computational complexity over that of numerically solving the (23) and (24) directly. Specifically, this approach makes it possible to obtain the components of the stationary vector by solving Y 1 matrix equations of (time and space) complexity OD This makes it possible for us to compute solutions for large instances of the queueing network that are otherwise prohibitively expensive. Moreover, the algorithm (based on the above results) used to compute these solutions is numerically stable across a wide spectrum of model parameters. In fact, throughout all of the numerous experiments performed as part of our study, some of which are presented in [38] , we encountered no numerical stability problems. This in turn has allowed us to exploit our matrix-analytic analysis to investigate and identify the key trends and fundamental properties of disk contention when p > d across a wide range of parallel system and workload environments.
Given the invariant vector , the kth moment of the number of parallel program threads at the two centers are given by
From Little's law [23] , the throughput for the queueing network can be expressed as IEQ P =Z P and then we can obtain the mean sojourn time through the disk center as IEZ
Higher moments of the sojourn time Z H D can be obtained from (34), f P , and generalizations of Little's law [7] , [50] , [6] . We then construct an order m
Àk e, to match as many moments of Z H D as desired. This PH-type distribution can then be used to characterize the per-phase sojourn time through the disk resource in our parallel program model when the number of allocated processors p is greater than the number of allocated disks d.
EXPERIMENTAL RESULTS
We now turn to consider a specific example of exploiting our general stochastic model to characterize the behavior of real parallel applications and to validate our model against detailed measurements collected as part of this study. The characterization of application performance with our model can provide important information regarding program restructuring and/or performance optimizations. Space considerations preclude presenting an exhaustive characterization study of all applications from the SIO suite using our model and, thus, two scientific applications were selected which are representative of the class of applications considered in this paper and exhibit nonnegligible speedup.
The Experimental Platform

The System
Our experiments are conducted on the 512-node Intel Paragon XP/S with 64 4GB Seagate disks, each attached to a distinct computation node, at the Caltech Center for Advanced Computing Research. For the measurements obtained in this study, the subset of 64 nodes that have direct access to the 64 Seagate disks is used to execute the applications. Each application is executed in single user mode both on the processor partition and the disk partition, using the same data set for various system configurations. The number of processors and the number of disks are each varied between 1 and 64.
In every experiment, data is distributed on a set of selected disks. To minimize the problem of local versus remote disk contention, we ensure that only disks directly attached to the processor partition are in the selected set. We note, however, that there is evidence suggesting that the overhead of the parallel file system outweighs the cost of actual disk access [40] . Data is distributed on the selected set of disks according to the default Intel Parallel File System strategy using a striping unit of 64 KB, starting from a randomly chosen disk in the selected set, to keep the load balanced [18] . The performance measures are collected using Pablo, a performance analysis environment that provides trace data for all I/O and CPU requests of a parallel application [36] .
The Applications
We selected two chemistry applications for the purposes of this section, namely QCRD and MESSKIT.
As previously noted, QCRD is an application that solves the Schro È dinger equation for the differential and integral cross section of the scattering of an atom by a diatomic molecule [53] . It was effectively used to investigate the reaction between a deuterium atom and a diatomic hydrogen molecule and led to the discovery of a geometric phase effect that had not been detected before. QCRD implements the method of symmetrical hyperspherical coordinates and local hyperspherical surface functions with a typical SPMD (Single Program Multiple Data) structure, i.e., all nodes execute the same code on different portions of the data set each of equal size so as to keep the load balanced. The complete execution of the application requires running five distinct programs in a pipelined fashion. During each program, every processor alternates computation-intensive operations, such as eigenvalueeigenvector problem solution, integral computation, Hamiltonian matrix solution, with I/O operations to read input data and write computed results from and to the disks. At the end, all nodes read a file based on which scattering matrices are computed and written out to the disks. In this study, of the five programs comprising QCRD, we model only the two longest-executing ones which we indicate as the first and second program. As previously noted, MESSKIT is a FORTRAN application that performs electronic structure calculations using the Hartree-Fock algorithm [34] . The electronic density around a molecule is computed by considering each of the molecule electrons in the collective field of the others, iterating the computation until the field felt by each electron is consistent with that of the other electrons. Input to the algorithm is the basis functions derived from the atoms and the relative geometries of the atom centers. The Coulomb interactions between electrons are computed by solving the atomic integrals over the basis functions, thus producing an approximate molecular density. The density and the atomic integrals are then used to derive a Fock matrix. A self-consistent field (SCF) method is finally applied until the molecular density converges to within an acceptable threshold. The application is comprised of three logical programs executed in a pipelined fashion. During the first program, a single node (node 0) is active, reading initialization data from disk, calculating the basis sets, and writing the results out to disk. Since this program is not parallel, it is not modeled here. We model the other two programs, i.e., ARGOS and SCF. Both programs exhibit different I/O and CPU characteristics.
Phase Signatures
To characterize the behavior of the two applications, we start by examining their phase signatures. Due to memory requirements, the base-case execution of QCRD is for a configuration of two processors and one disk. Fig. 3 depicts the absolute execution time diagram and the phase signature for each of the two representative programs of QCRD.
In the first program, the application is characterized by a sequence of alternating CPU-and I/O-intensive phases that repeat 12 times, thus leading to the phase signature~ 1 1;1 ; Á Á Á ; 1;24 , where 1;i 0:14; 0:066; 1 for i P f1; 3; . . . ; 23g and 1;i 0:97; 0:0082; 1 for i P f2; 4; . . . ; 24g. During the second program, the I/O activity is more intense and the signature is characterized by a single working set comprised of 13 identical phases, which yields the phase signature vector~ 2 0:92; 0:03; 13. The overall application signature is therefore obtained by concatenating the two vectors, i.e., ~ 1 ;~ 2 . Since both applications are written using the SPMD programming paradigm, all nodes execute essentially the same code on different data. However, one particular node plays the role of the execution coordinator, sending and receiving data to and from the rest of the nodes, possibly performing some additional computation in order to combine the results of all nodes, even reading and/or writing data to the file system. Given that this extra work performed by the coordinator node is often not parallelized, it is identified as sequential. Since Pablo allows us to detect the exact number and cost of I/O operations performed by each node, as well as the total time spent in pure computation along with the number of CPU operations, we can easily determine the sequential components in the cumulative fractions of I/O and CPU for each application.
For QCRD and MESSKIT the amount of sequential components identified was negligible, so we consider that the total fractions of I/O and CPU identified in both applications are fully parallelizeable. The application level and program level values of f IO par and f CPU par for both QCRD and MESSKIT are reported in Table 3 . We note that, for both applications, the total percentage of the aggregate time spent on I/O, given the smallest configuration of I/O and CPU resources, is about 25 percent. This percentage changes across programs, i.e., we observe that the second program of each application is more I/O intensive than the first. As the I/O and CPU resources assigned to the application increase, the total percentage of time spent on I/O versus CPU will change according to the scalability of the CPU and I/O components.
Speedup
We now present the speedup surfaces obtained from measurement data at the application and program levels. Fig. 5 reports the speedup surfaces for both applications and their respective programs as a function of p and d.
As these results show, speedups at the application level are smoother than those at the program level because measurement instabilities tend to compensate when data from a set of programs is combined. While our experiments were run in single-user mode, there were some unavoidable interferences because it was still possible for other users to copy data to/from the disks, even though no other user was allowed to run on the processors. Additionally, the operating system would perform its usual periodic bookkeeping. Note that our trace data indicate the exact times where such interferences occur. These interferences, although sporadic, do indeed affect the smoothness of the speedup surface. As previously discussed, the use of our model in the measurement process can help to address these issues.
A characteristic common to all the surfaces plotted in Fig. 5 is the poorer scalability exhibited for fixed numbers of processors when varying the number of disks, than for fixed numbers of disks when varying the number of processors. Such behavior suggests that simply increasing the amount of I/O resources allocated to an application does not necessarily guarantee a corresponding performance improvement for I/O-bound applications. Specifically, being more I/O intensive as shown in Table 3 , QCRD achieves lower global speedup than MESSKIT. In fact, the I/O-intensive programs of both applications (the second program in both cases) achieve very low speedups, in the range of 12-13 or less. The first program in both cases is CPU intensive. The larger fraction of computation for the case of MESSKIT is reflected in a better speedup.
For the specific implementation of QCRD, the limited scalability observed is primarily caused by a poor matching between the I/O request size and the disk stripe size, i.e., 2,400 bytes and 64KB, respectively [44] . Since file accesses both for reads and writes are strided, processes compete to access the same disk, thus increasing contention without exploiting the file system parallelism as reflected in the scaling factors obtained from our measurements. Although we could have improved QCRD's performance by rewriting the application so as to match the I/O request size with the disk stripe size, we decided against this option first because application rewriting was beyond the scope of this study and, second, because our purpose was to characterize the exact applications of the SIO suite. Our analysis, however, can be used to improve this aspect of the SIO suite.
On the other hand, the implementation of MESSKIT exploited the file system parallelism in a more effective way, due to a better match of request size and striping unit size. The second program of QCRD is so I/O-intensive that speedup decreases after leveling off at medium size configurations. Such behavior is due to a considerable increase of contention and synchronization delays, which is reflected in the scaling factors that are greater than 1 (see Table 4 ), i.e., the ratio between the execution time of the parallel component with p processors and d disks to its counterpart with one processor and one disk (see the definition in Section 3) is greater than 1.
Efficiency
We now consider the corresponding results from our model for application efficiency. As defined in (11), efficiency depends upon both p and d. Fig. 6 illustrates the efficiency surfaces for both MESSKIT and QCRD at the application and program levels. Note that efficiency is less than or QCRD ((a)-(c)) and MESSKIT ((d)-(f) ). Note that, to clarify the presentation, we use a different scale on the z-axis for each application and its programs. As in the case of speedup, we note that the overall efficiency of the QCRD application is dominated by that of its first program because the first program is significantly longer than the second one. We note that the first QCRD program is CPU bound (see Table 4 ) but still does not scale very well when more than 16 processors are assigned to the application (see its CPU scaling factors in Table 5 ). Additionally, as we will also see in the next section, contention for the disks adversely affects scalability when the number of processors exceeds the number of disks (see the first QCRD program's scaling factors in Table 5 ). The second QCRD program is heavily I/O bound and, because of heavy contention on the disks (as shown by its I/O scaling factors reported in Table 5 ), it exhibits even lower speedup than the first QCRD program and its efficiency is very low.
MESSKIT's overall efficiency is dominated by the efficiency of its first program because ARGOS is almost twice as long as SCF. We note that ARGOS is heavily CPU bound with good CPU scaling factors (see Table 4 ) and this is reflected in the high efficiency levels up to 16 processors. The I/O requirements of ARGOS scale moderately and require a minimum of eight disks to maintain low disk contention. The SCF efficiency surface is flatter than that of ARGOS and this is attributed to the fact that SCF balances CPU and I/O. However, SCF achieves half the scalability of ARGOS and this is also reflected in its CPU and I/O scaling factors.
Model Validation
In this section, we validate one of the closed-form expressions from our stochastic model, i.e., (18) which is based on (8) and (10), using the corresponding measurement data for both applications. The critical parameters to be estimated in (18) are the computation and I/O scaling factors. Table 4 reports the computation scaling factors, averaged across all disks together with their standard deviation, at both the application and program levels. We QCRD ((a)-(c)) and MESSKIT ((d)-(f) ).
note that, for the case of both applications, the low standard deviations in the average values of s CPU p;d across all disks illustrate that the number of assigned disks affect only marginally the scalability of the computational component of the application. All the scaling factors are less than 1, indicating good scalability, with 1 referring to the base case. Notice that the scaling factors for the second program of QCRD are greater than 1, confirming the poor scalability shown by the decreasing speedup in Fig. 5 . In our sample of applications, CPU-intensive programs have smaller scaling factors, thus showing better scalability, than I/O-intensive programs.
The I/O scaling factors at the application level for both applications are reported in Table 5 . The program level scaling factors are shown in Table 6 . Unlike the computation factors, the I/O scaling factors are a function of both processors and disks. Therefore, we opt to illustrate all of the data, i.e., not just averages and standard deviations as we did in Table 4 . Since the applications we focus on are structured in the typical SPMD fashion, the load on the parallel file system depends on the number of processing elements that simultaneously make requests to the disks. Consequently, the I/O scaling factor should reflect a dependency on both processors and disks.
When the scaling factors are known a priori, e.g., from measurements, they can be substituted in (18) and the application speedup is computed. The results of the comparisons of the measured speedup surfaces with those computed using (18) , upon substituting the scaling factors of Tables 4, 5 , and 6, are summarized in Table 7 , where the relative error is averaged across all combinations of processors and disks. As these results show, the computed values are in very good agreement with the measured values.
It is important to point out, however, that the differences between the measurement data and the model estimates are primarily due to system instabilities. Our trace data indicate that during some runs, in particular for those runs that contribute to the ªjaggedº speedup points of Fig. 5 , there was some I/O activity on the disks caused by a source external to the application. Recall that, while all experiments were conducted in single-user mode with respect to job execution, routine operating system activity was unavoidable. Additionally, although other users could not execute on the machine, they were able to copy files to/from the parallel file system via the operating system. In particular, the trace data indicate that, in some experiments, within a program, the I/O times of only very few of the phases were much longer in comparison to the remaining phases. Since this effect vanishes from run to run of the exact same experiment, we conclude that this is a side-effect of other read/write activity to the file system. Specifically, our trace data indicate that the higher errors observed for MESSKIT's first program are due to a few outliers corresponding to a not fully isolated file system as the partially jagged speedup surface also shows (see Fig. 5e ). These outliers can have a profound effect on obtaining the exact scaling functions of the application. In fact, if scaling factors were computed for each phase instead of for each program, the results from our model would be in perfect agreement with the measurements. On the other hand, this may not be practical, as a program may consist of a large number of phases, e.g., ARGOS consists of 4,967 phases. As discussed in Section 4, we again observe that our model makes it possible for users to choose the proper balance between accuracy and cost to best address the objectives and needs of their performance study.
A graphical illustration for one case of model validation is reported in Fig. 7 , where the measured (solid line) and computed (dashed line) speedup surfaces for QCRD at the application level are plotted. As the figure shows, the measured speedup and the speedup obtained using (18) are in excellent agreement. The scaling factors reported in Tables 4, 5 , and 6 and used in (18) are the key for accurate speedup estimates. Our derivation in Section 4 of a general analysis to capture the contention for disk resources when multiple processors share a single disk can be used to accurately estimate these scaling factors when measurements are not available, as we have demonstrated by comparing this approach with measurement data [38] .
Finally, we note that the analysis in this section, based on our parallel program model, provides values and trends of aspects of the model components for the class of parallel applications considered in our study. In particular, the model parameter values and trends provided in Tables 3, 4 , 5, and 6 can be used together with our model to investigate various high-level performance issues for parallel applications with characteristics similar to those of QCRD and MESSKIT when little or no measurements of these other applications are available, possibly together with other mathematical models and methods [38] .
CASE STUDY
In this section, we illustrate some additional possible uses of our stochastic model of parallel program behavior. We focus on the characterization of application scalability by means of functional forms and on the analysis of the impact of hardware upgrades on application scalability as part of a capacity planning study.
Functional Models of Application Scalability
As demonstrated in the previous section, our model can be used to effectively characterize parallel application execution behavior. While a complete and exact characterization of parallel applications is possible only when the applications are available and can be executed on an actual system, a functional form that captures the application scalability can contribute to the identification of the typical behavior of parallel applications in a 3-dimensional space, providing information on the program behavior across both processor and disk resources. When no measurement data are available, the behavior of parallel applications can be characterized by means of appropriate functional forms. Furthermore, if only a partial set of measurements is available for a limited number of system configurations, estimates of missing points can be derived using such functional forms (possibly together with other models, e.g., see Section 4).
In a manner similar to what has been done in the processor-only case [2] , [10] , [39] , we consider a functional form for the application speedup surfaces in the p; d space. By an appropriate parameterization of such a form, families of speedup surfaces can be derived that capture the likely behaviors of parallel applications. The number and nature of the parameters (i.e., the physical meaning, if it exists, such as average parallelism, parallelism variability, degree of uneven spread of the work among the processors, or overhead due to parallel processing) that appear in the functional form characterize the variety of possible behaviors the functional form may describe. Specific values of the parameters characterize individual applications. For example, in the processor-only case, the single-parameter Amdahl's law [2] yields a single family of speedup curves, while Dowdy's two-parameter [10] and Sevcik's fourparameter [39] functions allow one to describe a wider range of speedup behaviors.
One of the functional forms we consider in this paper, i.e., (18) , is characterized by the scaling functions h x p;d and the parallel and sequential fractions of IO and CPU, resulting in a total of six parameters (which we further simplify below). We note that versions of Amdahl's oneparameter (see (19) , Dowdy's two-parameter, and Sevcik's four-parameter functions can be used together with our model. Hence, in order to consider the more detailed sixparameter function, we provide a functional form for the scaling functions h x p;d so that (18) can be used in the absence of measured data to derive suitable speedup surfaces for given sets of f x par values. Recall that all of these parameters were derived from measurements in the previous section, in order to validate the functional form of equation (18) .
Simple functions such as h CPU p;d p, although appealing because they lead to a form of (18) similar to the original version of Amdahl's law (see (19) ), fail to capture the actual scalability of some applications. As Table 4 shows, such linear scalability is not suitable to characterize the application behavior. Likewise, the corresponding function for the I/O component, i.e., h Tables 5 and 6 ). Since the key to effective speedup modeling is a functional form that is able to capture and describe the actual scalability of the application, we propose the use of logarithmic functions. Note that logarithmic scalability has been observed in the past for the processoronly case [26] , as it models the diminishing return when the amount of processors assigned to the application increases.
Building on these considerations and on the analysis of empirical scaling factors such as those reported in Tables 4,  5 , and 6, we consider the following scaling functions:
where 1 and 2 are coefficients in IR that allow one to tune the model to the specific application of interest. Note that the degree to which I/O resources can be effectively used, i.e., I/O scalability, depends upon the number of processors assigned to the application. By substituting (35) into (18) : 36
Note that, as p increases to infinity, this expression asymptotically approaches 1=f seq , just like Amdahl's law. On the other hand, as the number of disks increases to infinity, S p;d tends toward 1 log p=f CPU par f seq 1 log p. As an example of the effectiveness of this functional form for speedup in characterizing the behavior of real applications, we plot in Fig. 8 Tables 4 and 5 . The average relative error between the measured speedup values and those computed using (36) is in the range of 12 percent, which is a reasonably good approximation in workload forecasting studies. Note that, if only a subset of the measured speedup values of Fig. 8 were available, (36) could be parameterized so as to match these speedup values and then used (possibly together with other models) to derive estimates for the complete grid. The quality of such estimates depends upon the functional form used, in this case (36) , the available measurement points used for the parameterization, and the relative position of the required estimates with respect to the available values. However, the value of functional forms such as (18) and (36) is that they represent smooth approximations of actual applications behavior that can be used in the design and analysis of system algorithms, as well as system tuning and procurement studies. By varying the functional form parameters, an entire range of possible behaviors can be explored and analyzed. Finally, we again note that the results presented in Section 5 can be used to examine high-level performance issues for applications with characteristics that are similar to those considered in this paper.
Application Scalability and Capacity Planning
We now illustrate how the above functional form for application speedup can be exploited to forecast the impact of system changes on application scalability, such as upgrades of hardware components aimed at improving application-level and/or system-level performance in the most cost effective manner. While throughput may be a more important performance metric for system administrators, application execution time can be more important to the users in high-performance supercomputing centers who often need to factor the expected execution time into their decision of which problem instance to submit for execution (especially when the scheduling policy makes it possible for users to estimate the time between job submission and the start of job execution [41] ). Since the user might also want to consider how effectively the allocated resources are used (especially if the user is charged based on both the number of resources allocated and the execution time) and, in order to maintain consistency with the previous sections, we consider application scalability measures such as speedup or efficiency to analyze the impact of system upgrades. Moreover, given the definition of speedup in (10), our analysis herein can be used in a similar manner to consider other application measures, such as execution time. Finally, by combining our model with other mathematical models and methods (e.g., [38] ), capacity planning issues can be investigated at the system level with more typical metrics, such as response time or throughput.
We first assume a baseline value for the speedup surface and then forecast the effects of the upgrading action using our model. A reference speedup surface is assumed to be available either from measurements or from previous modeling studies. We then examine the impact of system upgrades based on faster processors, i.e., processors that execute a given piece of code in a shorter time as is the case for processors with the same instruction set architecture but different clock speeds, or on faster disks, i.e., disks whose average access time is lower than that of the base case, or both.
We use the measurements presented throughout this paper as the baseline case, both at the application and program levels. We focus on the QCRD and MESSKIT applications. The speedup surfaces for both applications, at the application level, are depicted in Fig. 9 . The original surfaces (solid lines) are compared with the surfaces (dashed lines) obtained for the same parallel system with faster processors or faster disks.
Figs. 9a and 9b compare the speedup surfaces for QCRD when four-fold faster disks and four-fold faster processors are assumed to be used, respectively. Significantly faster components are considered in order to stress the effects of the upgrading actions. Because the application is CPU-bound (f CPU 0:738 and f IO 0:262), faster processors are expected to improve performance. Although this is the case for the total computation time, the opposite effect is observed on speedup. As the figures show, with faster processors, the application does not scale as much as it does in the base case, while it improves with faster disks. To help explain these results, consider the relative values of the I/O and CPU scaling factors. The upgrading action should apply to the worst scaling resource, i.e., the resource that scales the least or, equivalently, has the largest scaling factors. Since the I/O scaling factors for each number of disks are greater than the CPU scaling factors as shown in Tables 4 and 5 , the upgrading action should concentrate on the disks. Thus, it is more beneficial to use faster disks rather than faster processors as, in this case, faster processors increase disk contention, which exceeds the reduction in CPU execution time, thus slowing down the overall execution. The maximum speedup gain or loss with respect to the baseline measure depends upon the improvement factor (e.g., four in our case) of the upgraded resource. It is interesting to note that, if the two programs are considered separately, they exhibit opposite behaviors with respect to scalability. While the first program, whose I/O scaling factors are greater than the CPU scaling factors, takes advantage of faster disks, the speedup of the second program improves with faster processors. In this case, the CPU scaling factors are greater than the I/O factors, thus suggesting that the upgrading action should concentrate on the processors.
The same relationship between relative values of the scaling factors and the variations in the application speedup is observed with MESSKIT, both at the program and application level. Whenever s Although the effects of faster resources are not consistent across the entire p; d space, these effects consistently reflect the relative values of the scaling factors for CPU and I/O. In particular, faster disks improve speedup only if their number is not greater than 4, while they are not effective when eight disks are used as they yield the same speedup as the original case. More than eight disks decrease speedup. Note that both speedup gains and losses are evident for large numbers of processors. When faster processors are used, we observe the opposite effect, i.e., speedup improves for large system configurations and worsens when the number of disks is small and the number of processors is large. The observed behavior reflects the scaling factors.
In the above analysis, disks and processors were considered separately. The impact of combined resource upgrades can also be analyzed. If the resource improvement factor is the same, no impact on speedup is observed as it is measured by a relative figure of merit. However, the overall execution time improves. If the improvement factors of the two resources are different, then the overall effect is a combination of the two individual ones, possibly compensating opposite effects.
A similar approach can be used when code restructuring and optimization are performed instead of resource upgrading. In this case, the application characteristics change, both in terms of scalability and relative fractions of I/O and CPU. By appropriately changing the parameters of (18) , comparisons, such as those presented above, can be performed for these and other cases.
CONCLUSIONS
In this paper, we have presented a formal model of parallel program behavior in scientific applications that have large computational requirements and manipulate huge amounts of data. Our model captures the distinct phase behavior that characterizes these parallel programs. Speedup surfaces are presented as functions of the number of processors and disks allocated to the application. A form of Amdahl's law that explicitly considers the I/O component is presented and validated against measurement data collected as part of our study. The model effectively captures the variability and complexity observed in scientific parallel applications. It can be applied at different levels of granularity, thus providing various degrees of accuracy, cost, and flexibility in terms of parameter specification in order to meet the needs of the user.
Our model and results can provide benefits to both application programmers and operating system designers. For application developers, the model may provide suggestions for code optimization by restructuring the implementation and coalescing the existing operations. By running small benchmarks that represent different granularity of the I/O and CPU bursts within a phase, the application programmer may be able to quickly predict the application scalability using our model.
For operating system designers, our model can suggest ways to better manage the resources in a parallel system. The bursty nature of I/O and CPU activity observed in parallel programs is strikingly similar to the behavior observed in uniprocessor systems in the 1960s that motivated the development of uniprocessor time-sharing algorithms. This characterization suggests the development of time-sharing policies in high-performance parallel computing environments [38] . The availability of an application performance prediction tool can greatly facilitate the analysis and comparison of various scheduling policies.
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