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RIGIDITY OF MORPHISMS FOR LOG SCHEMES
ATSUSHI MORIWAKI
Abstract. In this paper, we give the rigidity theorem for a log morphism as
an extension of a fixed scheme morphism. We also give several applications of
the rigidity theorem.
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Introduction
In the paper [6], we proved Kato’s conjecture, that is, the finiteness of dominant
rational maps in the category of log schemes as a generalization of Kobayashi-
Ochiai theorem. It guarantees the finiteness of K-rational points of a certain kind
of log smooth schemes for a big function field K, which gives rise to an evidence
for Lang’s conjecture. In the proof of the above theorem, the most essential part is
the rigidity theorem of log morphisms. In this paper, we would like to generalize it
to a semistable scheme over an arbitrary noetherian scheme.
Let f : X → S be a scheme of finite type over a locally noetherian scheme S.
We assume that f : X → S is a semistable scheme over S, that is, f is flat and, for
any morphism Spec(Ω)→ S with Ω an algebraic closed field, the completion of the
local ring of X ×S Spec(Ω) at every closed point is isomorphic to a ring of the type
Ω[[X1, . . . , Xn]]/(X1 · · ·Xl).
Let g : Y → S be another semistable scheme over S, and let φ : X → Y be a
morphism over S. Let MX , MY and MS be fine log structures on X , Y and S
respectively. We assume that (X,MX) and (Y,MY ) are log smooth and integral
over (S,MS) and φ is admissible with respect to MY /MS , that is, for all s ∈ S and
any irreducible components V of the geometric fiber Xs¯ over s,
φs¯(V ) 6⊆ Supp(MYs¯/Ms¯),
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where MYs¯ = MY |Ys¯ , Ms¯ = MS|s¯ and
Supp(MYs¯/Ms¯) = {y ∈ Ys¯ |Ms¯ ×O×Y,y¯ →MYs¯,y¯ is not surjective}.
Then, the following theorem is one of the main results of this paper.
Theorem A (Rigidity theorem). If we have log morphisms
(φ, h) : (X,MX)→ (Y,MY ) and (φ, h′) : (X,MX)→ (Y,MY )
over (S,MS) as extensions of φ : X → Y , then h = h′.
As corollary of the rigidity theorem, we have the following descent theorem for
log morphisms:
Theorem B. (1) (Descent for a faithfully flat base change) Let π : S′ → S be
a faithfully flat and quasi-compact morphism of locally noetherian schemes. Let
X ′ = X ×S S′, Y ′ = Y ×S S′ and φ′ = φ ×S idS′ , and let us set the induced
morphisms as follows:
X
piX←−−−− X ′
f
y yf ′
S
pi←−−−− S′
Y
piY←−−−− Y ′
g
y yg′
S
pi←−−−− S′
If there is a log morphism
(φ′, h′) : (X ′, π∗X(MX))→ (Y ′, π∗Y (MY ))
over (S′, π∗(MS)), then it descends to a log morphism
(φ, h) : (X,MX)→ (Y,MY )
over (S,MS).
(2) (Descent for the smooth topology) Let
{πi : Xi → X}i∈I and {µj : Yj → Y }j∈J
be families of smooth morphisms such that X =
⋃
i∈I πi(Xi) and Y =
⋃
j∈J µj(Yj).
We assume that, for each i ∈ I, there are j ∈ J and a morphism φi : Xi → Yj such
that the diagram
Xi
φi−−−−→ Yj
pii
y yµj
X
φ−−−−→ Y
is commutative and φi extends to a log morphism
(φi, hi) : (Xi, π
∗
i (MX))→ (Yj , µ∗j (MY )).
Then, there is a log morphism
(φ, h) : (X,MX)→ (Y,MY )
as an extension of φ : X → Y with the following diagram commutative:
(Xi, π
∗
i (MX))
(φi,hi)−−−−→ (Yj , µ∗j (MY ))
(pii,nat)
y y(µj ,nat)
(X,MX)
(φ,h)−−−−→ (Y,MY ),
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where nat is the natural homomorphism.
For the proofs of Theorem A and Theorem B, our starting point is the following
local structure theorem, which asserts the local description of integral and smooth
log morphisms of semistable schemes.
Theorem C (Local structure theorem). Let (f, h) : (X,MX) → (S,MS) be a
smooth and integral morphism of fine log schemes. Let x be an element of X and
s = f(x). We assume that f : X → S is semistable at x, i.e., f is flat at x and,
for any morphism η : Spec(Ω) → S with Ω an algebraic closed field and η(0) = s,
the completion of the local ring of X ×S Spec(Ω) at every closed point lying over x
is isomorphic to a ring of the type
Ω[[X1, . . . , Xn]]/(X1 · · ·Xl).
Then, we have the following for each case:
I. If f is smooth at x, then MX,x¯ ≃MS,s¯×Na for some non-negative integer
a.
II. If f is not smooth at x and h¯x¯ : MS,s¯ → MX,x¯ splits, then MX,x¯ ≃
MS,s¯ ×N , where N is the monoid arising from monomials of
Z[U1, U2, . . . , Ua]/(U
2
1 − U22 )
for some a ≥ 2.
III. If f is not smooth at x and h¯x¯ :MS,s¯ →MX,x¯ does not split, thenMX,x¯ has
the unique semistable structure (σ, q0,∆, B) over MS,s¯ for some σ ⊆MX,x¯
with #(σ) ≥ 2, q0 ∈MS,s¯ and ∆, B ∈ Nσ.
Based on the local structure theorem, the proof of the rigidity theorem is carried
out as follows: Clearly we may assume that S = Spec(A) for some noetherian local
ring (A,m). First, we establish the theorem in the case where A is an algebraically
closed field. This was proved actually in the previous paper [6]. Next, by induction
on n, we see that the assertion holds for the case S = Spec(A/mn). Finally,
using the Krull intersection theorem, we can conclude its proof. As an application,
we give a criterion for the extension of a scheme morphism to the log morphism
(cf. Theorem 6.1). Besides them, we show the following extension problem of
automorphisms to the central fiber, which is a generalization of the result in [4].
Theorem D. Let (A, tA) be a discrete valuation ring. Let f : X → Spec(A)
and f ′ : X ′ → Spec(A) be proper and generically smooth semistable schemes over
Spec(A), and let B and B′ be horizontal effective Cartier divisors on X and X ′
respectively. Let φ : X 99K X ′ be a birational map over Spec(A) such that it is an
isomorphism on the generic fibers Xη and X
′
η and that φ
∗
η(B
′
η) = Bη. We assume
that (X,B) and (X ′, B′) are of log canonical type (for the definition of log canonical
type, see §§7.2) and that ωX/A+B and ωX′/A+B′ are ample with respect to f and
f ′. Then φ extends to an isomorphism.
In §1, we give the definition of semistable schemes and show their several prop-
erties. In §2, we recall several facts concerning log schemes and prove the local
structure theorem. §3 contains the proof of the rigidity theorem. In §4, we consider
a descent problem for log schemes. §5 contains the explicit form of the determinant
of the sheaf of log 1-forms. In §6, we consider a criterion for the extension of a
scheme morphism to the log morphism. Finally, in §7, the extension problem of
automorphisms to the central fiber are considered.
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Conventions and terminology. Here we will fix several conventions and termi-
nology for this paper.
1. Throughout this paper, a ring means a commutative ring with the unity.
2. In this paper, the logarithmic structures of schemes means the sense of J.-M
Fontaine, L. Illusie, and K. Kato. For the details, we refer to [5]. For a log structure
MX on a scheme X , we denote the quotient MX/O×X by MX .
3. Let X be a scheme and F a sheaf in the e´tale topology. For a point x ∈ X ,
the germ of F at x with respect to the Zariski topology (resp. the e´tale topology)
is denoted by Fx (resp. Fx¯).
4. Throughout this paper, a monoid is a commutative monoid with the unity. The
binary operation of a monoid is often written additively. We say a monoid P is
finitely generated if there are p1, . . . , pn such that P = Np1 + · · ·+ Npr. Moreover,
P is said to be integral if x + z = y + z for x, y, z ∈ P , then x = y. An integral
and finitely generated monoid is said to be fine. We say P is sharp if x+ y = 0 for
x, y ∈ P , then x = y = 0. For a sharp monoid P , an element x of P is said to be
irreducible if x = y + z for y, z ∈ P , then either y = 0 or z = 0. A homomorphism
f : Q → P of monoids is said to be integral if f(q) + p = f(q′) + p′ for p, p′ ∈ P
and q, q′ ∈ Q, then there are q1, q2 ∈ Q and p′′ ∈ P such that q + q1 = q′ + q2,
p = f(q1) + p
′′ and p′ = f(q2) + p
′′. Note that an integral homomorphism of sharp
monoids is injective. Moreover, we say an injective homomorphism f : Q → P
splits if there is a submonoid N of P with P = f(Q)×N .
5. Let X be a set. We denote the set of all maps X → N by NX . For T ∈ NX ,
Supp(T ) is given by {x ∈ X | T (x) > 0}. Moreover, for T, T ′ ∈ NX ,
T ≤ T ′ def⇐⇒ T (x) ≤ T ′(x) ∀x ∈ X.
In the case where X = {1, . . . , n}, NX is sometimes denoted by Nn.
6. Let M be a monoid, X a finite subset of M and T ∈ NX . For simplicity,∑
x∈X T (x)x is often denoted by T · X . If we use the product symbol for the
binary operation of the monoid M , then
∏
x∈X x
T (x) is written by XT . Moreover,
if X = {X1, . . . , Xn} and I ∈ Nn, then I · X and XI means
∑n
i=1 I(i)Xi and∏n
i=1X
I(i)
i respectively according to a way of the binary operator of M .
7. Let A be a ring and R be either the ring of polynomials of n-variables over A,
or the ring of formal power series of n-variables over A, that is, R = A[X1, . . . , Xn]
or A[[X1, . . . , Xn]]. For I ∈ Nn, we denote the monomial XI(1)1 · · ·XI(n)n by XI .
8. Let (A,m) be a local ring. The henselization of A and the completion of A
with respect to m are denoted by Ah and Â respectively.
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1. Semistable schemes over a scheme
1.1. Algebraic preliminaries. Here we consider several lemmas which will be
used later. Let us begin with the following lemma.
Lemma 1.1.1. Let f : (A,mA)→ (B,mB) be a local homomorphism of noetherian
local rings such that f induces an isomorphism A/mA
∼−→ B/mB.
(1) Let x1, . . . , xn be generator of mB, that is, mB = Bx1 + · · · + Bxn. If
(B,mB) is complete, then
B =
∑
a1≥0,...,an≥0
f(A)xa11 · · ·xann .
(2) Let x1, . . . , xn be elements of mB with mB = Bx1 + · · ·+ Bxn +mAB. If
(A,mA) and (B,mB) are complete, then
B =
∑
a1≥0,...,an≥0
f(A)xa11 · · ·xann .
Proof. (1) First, we claim the following:
Claim 1.1.1.1.
mdB ⊆
∑
a1≥0,...,an≥0
a1+···+an=d
f(A)xa11 · · ·xann +md+1B
for all d ≥ 0.
We prove this claim by induction on d. Since A/mA ≃ B/mB, we have B =
f(A) +mB , which means that the assertion holds for d = 0. Thus,
mB = (f(A) +mB)x1 + · · ·+ (f(A) +mB)xn
⊆ f(A)x1 + · · ·+ f(A)xn +m2B,
which show that the assertion holds for d = 1, so that we assume d ≥ 2. By the
hypothesis of induction,
mdB = mB ·md−1B
⊆ (f(A)x1 + · · ·+ f(A)xn +m2B) ·
 ∑
a′1≥0,...,a
′
n≥0
a′1+···+a
′
n=d−1
f(A)x
a′1
1 · · ·xa
′
n
n +m
d
B

⊆
∑
a1≥0,...,an≥0
a1+···+an=d
f(A)xa11 · · ·xann +md+1B
Hence, we get the claim.
In order to complete the proof of the lemma, it is sufficient to see the following
claim:
Claim 1.1.1.2. For all b ∈ B, there is a sequence {bd}∞d=0 of B such that
bd ∈
∑
a1≥0,...,an≥0
a1+···+an=d
f(A)xa11 · · ·xann
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and
b− (b0 + · · ·+ bd) ∈ md+1B
for all d ≥ 0.
Since B = f(A) +mB, we can set b = b0 + c with b0 ∈ f(A) and c ∈ mB. We
assume that b0, . . . , bd−1 are given. Then, by Claim 1.1.1.1 again,
b− (b0 + · · ·+ bd−1) = bd + c′,
where bd ∈
∑
a1≥0,...,an≥0
a1+···+an=d
f(A)xa11 · · ·xann and c′ ∈ md+1B . Therefore, we get the
second claim.
(2) Let us choose y1, . . . , yr ∈ A with mA = y1A+ · · ·+ yrA. Then,
mB = x1B + · · ·+ xnB + f(y1)B + · · ·+ f(yr)B.
Note that
xa11 · · ·xann f(y1)b1 · · · f(yd)br = f(yb11 · · · ybry )xa11 · · ·xann .
Therefore, since (A,mA) is complete,∑
a1≥0,...,an≥0
b1≥0,...,br≥0
f(A)xa11 · · ·xann f(y1)b1 · · · f(yd)br
=
∑
a1≥0,...,an≥0
 ∑
b1≥0,...,br≥0
f(Ayb11 · · · ybry )
 xa11 · · ·xann
=
∑
a1≥0,...,an≥0
f(A)xa11 · · ·xann
Thus, (2) is a consequence of (1). ✷
Next let us consider the following lemma.
Lemma 1.1.2. Let (A,m) be a noetherian local ring and T ∈ Nn \{(0, . . . , 0)}. Let
G ∈ m[[X1, . . . , Xn]], R = A[[X1, . . . , Xn]]/(XT − G) and π : A[[X1, . . . , Xn]] → R
the canonical homomorphism. Then, we have the following:
(1) Let M be an A-submodule of A[[X1, . . . , Xn]] given by
M =
∑
T 6≤I
aIX
I | aI ∈ A
 .
If (A,m) is complete, then π|M :M → R is bijective.
(2) A[[X1, . . . , Xn]]/(X
T −G) is flat over A.
Proof. (1) We denote π(Xi) by xi. First, we claim the following:
Claim 1.1.2.1. For f ∈ R, there is a sequence {Fn}∞n=0 inM such that Fn+1−Fn ∈
mn[[X1, . . . , Xn]] and f − π(Fn) ∈ mnR for all n.
We will construct a sequence {Fn}∞n=0 inductively. Clearly, we may set F0 = 0.
We assume that F0, F1, . . . , Fn have been constructed. Then, we can set f−π(Fn) =
π(H)+xTπ(H ′) for some H,H ′ ∈ mn[[X1, . . . , Xn]] with H ∈M . Here, xTπ(H ′) =
π(G)π(H ′) ∈ mn+1R. Thus, if we set Fn+1 = Fn + H , then we get our desired
Fn+1.
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The above claim shows that π|M is surjective. Next, let us consider the injec-
tivity of π|M . We assume
π
∑
T 6≤I
aIX
I
 = 0.
Then, there is H ∈ A[[X1, . . . , Xn]] with∑
T 6≤I
aIX
I = (XT −G)H.
Here we set
G =
∑
I∈Nn
gIX
I and H =
∑
I∈Nn
hIX
I .
Then, gI ∈ m for all I and∑
T 6≤I
aIX
I =
∑
I∈Nn
hIX
T+I −
∑
I∈Nn
( ∑
J+J′=I
gJhJ′
)
XI .
On the left hand side of the above equation, there is no term of a form XI+T . Thus,
hI =
∑
J+J′=I+T
gJhJ′
for all I. Here we claim that hI ∈ mn for all n and all I. We see this fact by
induction n. First of all, since gI ∈ m for all I, we have hI ∈ m for all I. We
assume that hI ∈ mn for all I. Then, by the above equation, we can see that
hI ∈ mn+1. By this claim, hI must be zero for all I because
⋂
n≥0m
n = 0.
Therefore, aI = 0 for all I.
(2) If (A,m) is complete, then the assertion follows from (1) by Chase’s theorem
[2]. In general, let Â be the completion of A and
R′ = Â[[X1, . . . , Xn]]/(X
T −G).
Then, we have the following commutative diagram:
R
h′−−−−→ R′
f
x xf ′
A
h−−−−→ Â.
Note that f ′, h and h′ are faithfully flat. Thus, so is f . ✷
Remark 1.1.3. Let A be a ring and A[X1, . . . , Xn] the polynomial ring of n-
variables over A. Then, in the same way as in Lemma 1.1.2, we can see that
R = A[X1, . . . , Xn]/(X
T − a) is flat over A for T ∈ Nn \ {(0, . . . , 0)} and a ∈ A.
Indeed, if we set
M =
∑
T 6≤I
aIX
I ∈ A[X1, . . . , Xn]
 ,
then the natural homomorphism π : M → R is bijective. The surjectivity of π is
obvious. We assume that an element
∑
aIX
I of M is zero in R. Then,∑
aIX
I = (XT − a)
∑
J
bJX
J
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for some
∑
J bJX
J ∈ A[X1, . . . , Xn]. Thus, bJ = abJ+T for all J . Therefore,
bJ = a
mbJ+mT for all m > 0. On the other hand, since
∑
J bJX
J ∈ A[X1, . . . , Xn],
bJ+mT = 0 if m≫ 0. Hence bJ = 0 for all J .
Here we consider an approximation by an e´tale neighborhood.
Proposition 1.1.4. Let (A,mA) be a noetherian local ring essentially of finite
type over an excellent discrete valuation ring or a field. Let f : X → Spec(A) be a
scheme of finite type over A. Let x be a point of X such that f(x) = mA and A/mA
is isomorphic to OX,x/mX,x. We assume that there are F1, . . . , Fr ∈ A[X1, . . . , Xn]
(the polynomial ring of n-variables over A) and an isomorphism
φ : Â[[X1, . . . , Xn]]/(F1, . . . , Fr)
∼−→ ÔX,x
over Â with φ(X¯i) ∈ m̂X,x for all i, where X¯i = Xi mod (F1, . . . , Fr). Then, there
is an e´tale neighborhood (U, x′) of X at x together with an e´tale morphism
ρ : U → Spec(A[T1, . . . , Tn]/(F1(T ), . . . , Fr(T )))
such that ρ(x′) = (mA, T¯1, . . . , T¯n), where T¯i = Ti mod (F1(T ), . . . , Fr(T )).
Proof. First note that
F1(φ(X¯1), . . . , φ(X¯n)) = · · · = Fr(φ(X¯1), . . . , φ(X¯n)) = 0.
Thus, by Artin’s approximation theorem [1], there are t1, . . . , tn ∈ OhX,x such that
F1(t1, . . . , tn) = · · · = Fr(t1, . . . , tn) = 0
and ti − φ(X¯i) ∈ m̂2X,x for all i. Here we claim the following:
Claim 1.1.4.1.
m̂X,x = φ(X¯1)ÔX,x + · · ·+ φ(X¯n)ÔX,x +mAÔX,x
= t1ÔX,x + · · ·+ tnÔX,x +mAÔX,x.
Clearly,
m̂X,x ⊇ φ(X¯1)ÔX,x + · · ·+ φ(X¯n)ÔX,x +mAÔX,x.
Conversely, let us pick up f ∈ m̂X,x. Then, we can write f =
∑
I aIX¯
I . If
a(0,...,0) ∈ Â×, then f must be a unit because f ∈ a(0,...,0) + m̂X,x. This is a
contradiction. Thus, a(0,...,0) ∈ mA, which means that
f ∈ φ(X¯1)ÔX,x + · · ·+ φ(X¯n)ÔX,x +mAÔX,x.
Since ti − φ(X¯i) ∈ m̂2X,x, we can see that
m̂X,x = t1ÔX,x + · · ·+ tnÔX,x +mAÔX,x + m̂2X,x.
Hence, by Nakayama’s lemma, we have our desired result.
Let us choose an e´tale neighborhood (U, x′) of X at x with the same residue
fields such that t1, . . . , tn are defined over U . Here let us define a homomorphism
ψ : A[T1, . . . , Tn]/(F1(T ), . . . , Fr(T ))→ OU,x′
to be ψ(T¯i) = ti for all i. By the above claim, we can see
ψ−1(mU,x′) = (mA, T¯1, . . . , T¯n).
Thus, it is sufficient to show that ψ is e´tale. Let
µ : Â[[T1, . . . , Tn]]/(F1, . . . , Fr)→ Â[[X1, . . . , Xn]]/(F1, . . . , Fr)
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be a homomorphism given by the composition of homomorphisms
Â[[T1, . . . , Tn]]/(F1, . . . , Fr)
ψ̂−→ ÔU,x′ = ÔX,x φ
−1
−→ Â[[X1, . . . , Xn]]/(F1, . . . , Fr).
By the above claim and Lemma 1.1.1, µ is surjective. Hence, by the following
Lemma 1.1.5, it must be an isomorphism. Therefore, so is ψ̂. This means that ψ is
e´tale because x′ and (mA, T¯1, . . . , T¯n) have the same residue field. ✷
Finally, we consider the following two lemmas concerning the bijectivity of ring
homomorphisms.
Lemma 1.1.5. Let φ : A → A be an endomorphism of a noetherian ring. If φ is
surjective, then φ is injective.
Proof. We set In = Ker(φ
n) for n ≥ 1. Since φ is surjective, we can see that
φ(In+1) = In for all n ≥ 1. Moreover, there is N ≥ 1 such that IN+1 = IN because
A is noetherian and In ⊆ In+1 for all n ≥ 1. Therefore,
Ker(φ) = I1 = φ
N (IN+1) = φ
N (IN ) = {0}.
✷
Lemma 1.1.6. Let
(C,mC)
h // (B,mB)
(A,mA)
g
eeKKKKKKKKKK f
99ssssssssss
be a commutative diagram of local homomorphisms of noetherian local rings. We
assume that f and g are flat, h is surjective and that h induces an isomorphism
C/mAC
∼−→ B/mAB. Then, h is an isomorphism.
Proof. Let I be the kernel of h. Then, we have an exact sequence
0→ I → C → B → 0.
Here B and C are flat over A. Thus, so is I over A. Therefore, tensoring A/mA
with the above exact sequence, it gives rise to an exact sequence
0→ I/mAI → C/mAC → B/mAB → 0.
Here C/mAC → B/mAB is an isomorphism. Thus, I = mAI. We assume that
I 6= 0. Then, mC ∈ Supp(I) as C-modules. Thus, I is faithfully flat over A by
[8, Theorem 7.3]. Hence, by [8, Theorem 7.2], I 6= mAI, which is a contradiction.
Therefore, I = 0. ✷
1.2. Semistable varieties over an algebraically closed field. Let k be an
algebraically closed field and X an algebraic scheme over k. A closed point x of X
is called a semistable point of X if the completion of the local ring at x is isomorphic
to a ring of type
k[[X1, . . . , Xn]]/(X1 · · ·Xl).
The number l is called the multiplicity of X at x, and is denoted by multx(X).
Moreover, we sayX is a semistable variety over k if every closed point is a semistable
point. By the following Proposition 1.2.1, the set of all semistable points of X is
a Zariski open set. Thus, we say a point x of X (x is not necessarily closed) is a
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semistable point if there is a Zariski open set U of X such that x ∈ U and every
closed point of U is a semistable point. Let Ω be an algebraically closed field such
that k is a subfield of Ω. Note that if X is a semistable variety over k, then so is
XΩ = X ×Spec(k) Spec(Ω) over Ω (cf. Proposition 1.2.2).
Proposition 1.2.1. Let X be an algebraic scheme over an algebraically closed field
k. If x is a semistable closed point of X, then there is a Zariski open set U of X
such that x ∈ U and every closed point of U is a semistable point.
Proof. By Proposition 1.1.4, there are an e´tale neighborhood (U, x′) of x and
an e´tale morphism
ρ : U → Spec(k[T1, . . . , Tn]/(T1 · · ·Tl))
with ρ(x′) = (0, . . . , 0). Note that Spec(k[T1, . . . , Tn]/(T1 · · ·Tl)) is a semistable
variety over k. Thus, so is U over k. Therefore, every closed point of π(U) is a
semistable point. ✷
Proposition 1.2.2. Let X be an algebraic scheme over an algebraically closed
field k. Let Ω be an algebraically closed field such that k is a subfield of Ω. Let
π : XΩ = X×Spec(k) Spec(Ω)→ X be the canonical morphism. For a point y ∈ XΩ,
if x = π(y) is a semistable point, then so is y.
Proof. Let U be an open set of X containing x such that every closed point of
U is a semistable point.
First we assume that y is a closed point. Let us choose a closed point o ∈ {x}∩U .
By using Proposition 1.1.4 and shrinking U around o if necessarily, there are e´tale
morphisms
f : V → U and g : V →W = Spec(k[X1, . . . , Xn]/(X1 · · ·Xl))
of algebraic schemes over k and closed points o′ ∈ V and o′′ ∈ W such that f(o′) = o
and g(o′) = o′′ = (0, . . . , 0). Since x ∈ U , o ∈ {x} ∩ U and f is faithfully flat at o′,
we can find x′ ∈ V with f(x′) = x and o′ ∈ {x′}. Here we set
UΩ = U ×Spec(k) Spec(Ω),
VΩ = V ×Spec(k) Spec(Ω),
WΩ = Spec(Ω[X1, . . . , Xn]/(X1 · · ·Xl))
and the induced morphisms VΩ → UΩ and VΩ → WΩ are denoted by fΩ and gΩ
respectively. Then, y ∈ UΩ. Let y˜ : Spec(Ω) → UΩ be the morphism induced by
y. Let κ(y), κ(x) and κ(x′) be the residue fields of y, x and x′ respectively. Then,
there is an embedding ι : κ(x′) →֒ Ω over k such that the following diagram is
commutative:
κ(x′)
I
i
ι
vvmmm
mmm
mmm
mmm
mmm
m
Ω κ(y)
y˜∗
∼oo κ(x)? _oo
 ?
OO
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This gives rise to a morphism β : Spec(Ω)→ VΩ such that the diagram
VΩ
pi′ //
fΩ

V
f

Spec(Ω)
β
;;vvvvvvvvv
y˜
// UΩ
pi // U
is commutative and the image of π′ ◦ β is x′. Let y′ be the image of β. Then,
fΩ(y
′) = y. Note that fΩ and gΩ are e´tale and the residue fields of y, y
′ and
y′′ = gΩ(y
′) are Ω. Thus, we can see that
ÔXΩ,y ≃ ÔVΩ,y′ ≃ ÔWΩ,y′′ .
We set y′′ = (a1, . . . , an) ∈ An(Ω) and I = {i | ai = 0 and i = 1, . . . , l}. Note that
I 6= ∅. Therefore, if we set Zi = Xi − ai and Z =
∏
i∈I Zi, then it is easy to see
that
ÔWΩ,y′′ = Ω[[Z1, . . . , Zn]]/(Z).
Thus, we get our lemma in the case where y is a closed point.
Next we consider a general case. We set UΩ = π
−1(U). Then, by the previous
observation, every closed point of UΩ is a semistable point. On the other hand,
y ∈ UΩ. Thus, y is a semistable point. ✷
1.3. Semistable schemes. Let S be a locally noetherian scheme and f : X → S
a morphism of finite type. First we assume that S = Spec(k) for some field k. Let
k¯ be the algebraic closure of k, X ′ = X ×Spec(k) Spec(k¯), and π : X ′ → X the
canonical morphism. A point x of X is called a semistable point of X if every point
x′ of X ′ with π(x′) = x is a semistable point.
For a general S, we say f : X → S is semistable at x ∈ X if f is flat at x
and x is a semistable point of the fiber f−1(f(x)) passing through x. Moreover,
we say X is a semistable scheme over S if f is semistable at all points of X . By
Proposition 1.2.2, for a flat morphism f : X → S, X is a semistable scheme over
S if and only if, for any algebraically closed field Ω, any morphism Spec(Ω) → S
and any closed point x′ ∈ X ×S Spec(Ω), the completion of the local ring at x′ is
isomorphic to a ring of type
Ω[[X1, . . . , Xn]]/(X1 · · ·Xl).
We say a semistable scheme X over S is proper if X is proper over S. Moreover, a
proper semistable scheme X over S is said to be connected if f∗(OX) = OS . The
following proposition is a local description of semistable scheme.
Proposition 1.3.1. Let f : (A,mA) → (B,mB) be a flat local homomorphism
of noetherian local rings such that f is essentially of finite type and f induces an
isomorphism A/mA
∼−→ B/mB. We assume that there is an isomorphism
(A/mA)[[T1, . . . , Tn]]/(T1 · · ·Tl) ∼−→ B̂/mAB̂
over A/mA. Then, there are a local homomorphism g : (A,mA) → (C,mC) of
noetherian local rings and F ∈ C with the following properties:
(1) g is essentially of finite type and smooth over A, and g induces an isomor-
phism A/mA
∼−→ C/mC.
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(2) There are x1, . . . , xn ∈ C such that dx1, . . . , dxn form a free basis of ΩC/A
and F − x1 · · ·xl ∈ mAC.
(3) There is a local e´tale homomorphism ρ : B → C/FC over A.
In particular, we have an isomorphism
A[[X1, . . . , Xn]]/(X1 · · ·Xl −G) ∼−→ B
over A for some G ∈ mA[[X1, . . . , Xn]].
Proof. If l = 1, then B is smooth over A. Thus, if we set C as the localization
of B[X ] at the maximal ideal (X,mB), then we get our desired result, so that we
assume that l ≥ 2.
We set k = A/mA. Since B is essentially of finite type over A, there are a
polynomial ring A[Z1, . . . , ZN ], a maximal ideal M of A[Z1, . . . , ZN ] and an ideal
I of k[Z1, . . . , ZN ]M such that A[Z1, . . . , ZN ]/M = k and B = A[Z1, . . . , ZN ]M/I.
By abuse of notation, we denote MA[Z1, . . . , ZN ]M by M .
Let us begin with the following claim:
Claim 1.3.1.1. There are a local A-algebra (D,mD), a surjective local homomor-
phism φ : D → B and an element F0 of D0 = D/mAD such that D is essentially
of finite type and smooth over A, and that the kernel of D0 → B0 = B/mAB is
F0D0.
We set{
E = A[Z1, . . . , ZN ]M ,
E0 = A[Z1, . . . , ZN ]M/mAA[Z1, . . . , ZN ]M = k[Z1, . . . , ZN ]M0 ,
where M0 is the maximal ideal of k[Z1, . . . , ZN ] corresponding to M . As before,
we also denote M0k[Z1, . . . , ZN ]M0 by M0. Let p : E → E0 be the canonical
surjective homomorphism. Let I0 be the ideals of E0 given by I0 = p(I). Then,
E0/M0 = k and B0 = E0/I0. Let u1, . . . , uN be a system of parameters of E0.
Since B̂0 ≃ k[[T1, . . . , Tn]]/(T1 · · ·Tl), M0/(M20 + I0) has the dimension n over k.
Therefore, after renumbering u1, . . . , uN , we may assume that u1, . . . , un gives rise
to a basis of M0/(M
2
0 + I0). Thus, for i > n, there are ai1, . . . , ain ∈ E0 such that
ui − (ai1u1 + · · ·+ ainun) ∈M20 + I0.
Therefore, we can find gi ∈M20 and hi ∈ I0 with hi = ui−(ai1u1+ · · ·+ainun)+gi.
Let us choose that U1, . . . , Un ∈ E and Hn+1, . . . , HN ∈ I such that p(Ui) = ui and
p(Hj) = hj (i = 1, . . . , n and j = n+1, . . . , N). Here we consider a homomorphism
ρ : EN → ΩE/A
given by
ρ(ei) =
{
dUi if 1 ≤ i ≤ n
dHi if n+ 1 ≤ i ≤ N,
where {e1, . . . , eN} is the standard basis of EN . Since
du1, . . . , dun, dhn+1, . . . , dhN
form a basis of ΩE0/k = ΩE/A⊗A k, by using Nakayama’s lemma, we can see that ρ
is surjective. Hence ρ is an isomorphism because ΩE/A is a free E-module of rank
N . Therefore,
dU1, . . . , dUn, dHn+1, . . . , dHN
RIGIDITY OF MORPHISMS FOR LOG SCHEMES 13
form a free basis of ΩE/A. Here we set
D = E/(Hn+1, . . . , HN ) and D0 = D/mAD = E0/(hn+1, . . . , hn)
Then, by the previous observation, D is smooth over A (cf. [3, Chaper VII,
Theorem 5.7]), and D0 is regular and dimD0 = n. On the other hand, since
dimB0 = n− 1 and D0 is UFD, there is F0 ∈ D0 with B0 = D0/F0D0.
Let mD0 and mB0 be the maximal ideals of D0 and B0 respectively. Let φ0 :
D0 → B0 be the natural homomorphism, and let φh0 : Dh0 → Bh0 and φ̂0 : D̂0 → B̂0
be the induced homomorphisms.
Claim 1.3.1.2. There are t1, . . . , tn ∈ Dh0 such that φh0 (t1 · · · tl) = 0 and t1, . . . , tn
are a system of parameters of D0.
Let us consider the factorization of F0 in D̂0. Note that
D̂0/F0D̂0 = B̂0 ≃ k[[T1, . . . , Tn]]/(T1 · · ·Tl).
Thus, we can see that there is a system of parameters t′1, . . . , t
′
n of D̂0 with F0 =
ut′1 · · · t′l for some u ∈ D̂×0 . In particular, F0 ∈ mlD0 ⊆ m2D0 . Note that Bh0 =
Dh0/F0D
h
0 and B̂0 = D̂0/F0D̂0 (cf. [EGA IV, 18.6.8]). Since φ̂0(t
′
1) · · · φ̂0(t′l) = 0,
using Artin’s approximation theorem [1] for B̂0 and B
h
0 , we can find t¯1, . . . , t¯n ∈ Bh0
such that t¯1 · · · t¯l = 0 and φ̂0(t′i) − t¯i ∈ m2B0B̂0 for i = 1, . . . , n. Let us choose
t1, . . . , tn with φ
h
0 (ti) = t¯i for i = 1, . . . , n. Then,
t′i − ti ∈ m2D0D̂0 + F0D̂0 ⊆ m2D0D̂0
for all i. Therefore, t1, . . . , tn form a system of parameters of D
h
0 and φ
h
0 (t1 · · · tl) =
t¯1 · · · t¯l = 0.
Let π : B → B0, π′ : D → D0 and φ : D → B be the natural surjective
homomorphisms. These induce the following commutative diagram:
Dh
φh−−−−→ Bh
pi′h
y ypih
Dh0
φh0−−−−→ Bh0 .
Let us choose x1, . . . , xn ∈ Dh with π′h(xi) = ti for all i = 1, . . . , n. Since
πh(φh(x1 · · ·xl)) = 0,
φh(x1 · · ·xl) ∈ mABh. Thus, there is G ∈ mADh such that
φh(x1 · · ·x1 −G) = 0.
Claim 1.3.1.3. A surjective homomorphism Dh/(x1 · · ·xl − G)Dh → Bh is an
isomorphism.
For this purpose, it is sufficient to see that D̂/(x1 · · ·xl − G)D̂ → B̂ is an
isomorphism. By using Lemma 1.1.1, there is a surjective homomorphism
µ : Â[[X1, . . . , Xn]]→ D̂
defined by µ(Xi) = xi for i = 1, . . . , n. Let us choose
G′ ∈ m̂A[[X1, . . . , Xn]]
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with µ(G′) = G. Then, by Lemma 1.1.2, Lemma 1.1.5 and Lemma 1.1.6, a homo-
morphism
Â[[X1, . . . , Xn]]/(X1 · · ·Xl −G′)→ B̂
given by the composition of homomorphisms
Â[[X1, . . . , Xn]]/(X1 · · ·Xl −G′)→ D̂/(x1 · · ·xl −G)D̂ → B̂
is an isomorphism. Therefore, so is D̂/(x1 · · ·xl −G)D̂ → B̂.
By the above claim, Ker(φ)Dh = (x1 · · ·xl−G)Dh. We choose a local e´tale neigh-
borhood (D,mD)→ (C,mC) of Spec(D) such thatD/mD ≃ C/mC , T1, . . . , Tn, G ∈
C and Ker(φ)C = (x1 · · ·xl −G)C. Then,
B = D ⊗D (D/Ker(φ))→ C ⊗D (D/Ker(φ)) = C/(x1 · · ·xl −G)C
is e´tale. Moreover, we can see that dx1, . . . , dxn form a free basis of ΩC/A in the
same way as before because dt1, . . . , dtn are a basis of ΩC0/k, where C0 = C/mAC.
✷
2. Preliminaries to log schemes
2.1. Pushout in the category of monoids. In the following, every monoid is a
commutative monoid with the unity. Let f : Q→ P and g : Q → R be homomor-
phisms of monoids. Then, P ⊞Q R is defined as follows: We define a relation ∼ on
P ×R by
(p, r) ∼ (p′, r′) ⇐⇒ (p, r) · (f(q), g(q′)) = (p′, r′) · (f(q′), g(q)) for some q, q′ ∈ Q.
Then, ∼ is an equivalence relation on P×R. Indeed, if (p, r) ∼ (p′, r′) and (p′, r′) ∼
(p′′, r′′), then there are q1, q2, q3, q4 ∈ Q with{
(p, r) · (f(q1), g(q2)) = (p′, r′) · (f(q2), g(q1)),
(p′, r′) · (f(q3), g(q4)) = (p′′, r′′) · (f(q4), g(q3)).
Thus,
(p, r) · (f(q1q3), g(q2q4)) = (p′′, r′′) · (f(q2q4), g(q1q3)).
Hence we set
P ⊞Q R = P ×R/∼ .
The following are elementary properties of P ⊞Q R.
Lemma 2.1.1. (1) P ⊞Q R is a monoid in the natural way and we have a
commutative diagram:
Q
g //
f

R
β

P
α // P ⊞Q R.
(2) Let
Q
g //
f

R
β′

P
α′ //M
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be a commutative diagram of monoids. We set δ = α′ ◦ f = β′ ◦ g. We
assume that m · δ(q) = m′ · δ(q) implies m = m′ for any m,m′ ∈ M and
q ∈ Q. Then, there is the unique homomorphism γ : P ⊞Q R → M such
that the following diagram is commutative:
Q
g //
f

R
β

β′
5
55
55
55
55
55
55
55
5
P
α //
α′
))SSS
SSS
SSS
SSS
SSS
SSS
S P ⊞Q R
γ
##H
HH
HH
HH
HH
M
(3) If one of P,Q,R is a group, then P ⊞Q R is the pushout of (f : Q→ P, g :
Q→ R) in the category of monoids.
(4) If P and R are integral, then so is P ⊞Q R. Moreover, P ⊞Q R has the
following universality: In the commutative diagram in (2), if M is integral,
then there is the unique homomorphism γ : P ⊞Q R → M with α′ = γ ◦ α
and β′ = γ ◦ β. Namely, P ⊞Q R is the pushout of (f : Q→ P, g : Q→ R)
in the category of integral monoids.
(5) Let h : R → S be another homomorphism of monoids. We assume that an
equation s · h(r) = s′ · h(r) for s, s′ ∈ S and r ∈ R implies s = s′. Then,
there is a natural isomorphism
P ⊞Q S
∼−→ (P ⊞Q R)⊞R S.
Proof. (1) We denote the class of (p, r) by [p, r]. It is easy to see that if (p, r) ∼
(p′, r′) and (s, t) ∼ (s′, t′), then (p, r) · (s, t) ∼ (p′, r′) · (s′, t′). Thus, the product of
P⊞QR is given by [p, r]·[p′, r′] = [pp′, rr′]. Moreover, α(p) = [p, 1] and β(r) = [1, r].
(2) The uniqueness of γ is obvious. We would like to define γ to be
γ([p, r]) = α′(p) · β′(r).
For this purpose, we assume that [p, r] = [p′, r′], that is, there are q, q′ ∈ Q with
(p, r) · (f(q), g(q′)) = (p′, r′) · (f(q′), g(q)).
Thus,
(α′(p) · δ(q)) · (β′(r) · δ(q′)) = (α′(p′) · δ(q′)) · (β′(r′) · δ(q)).
Therefore, α′(p) · β′(r) = α′(p′) · β′(r′).
(3) We need to show that m · δ(q) = m′ · δ(q) implies m = m′. If Q is a group,
then there is q−1 ∈ Q. Thus, m = m′. Next we assume that P is a group. Then,
there is f(q)−1 ∈ P . Thus, m · α′(f(q)) = m′ · α′(f(q)) implies m = m′. If R is
a group, then we have our assertion in the same way as in the case where P is a
group.
(4) We assume [p, r] · [s, t] = [p′, r′] · [s, t]. Then, there are q, q′ ∈ Q with
(ps, rt) · (f(q), g(q′)) = (p′s, r′t) · (f(q′), g(q)).
Here P and R are integral. Thus,
(p, r) · (f(q), g(q′)) = (p′, r′) · (f(q′), g(q)).
Thus, [p, r] = [p′, r′]. The later part is a consequence of (2)
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(5) Here we define
φ : P ⊞Q S → (P ⊞Q R)⊞R S
to be φ(p, s) = [[p, 1], s]. This is well-defined. For, if (p, s) ∼ (p′, s′), then there are
q1, q2 ∈ Q with (p, s) · (f(q1), h(g(q2)) = (p′, s′) · (f(q2), h(g(q1)). Thus,
([p, 1], s) · (β(g(q1)), h(g(q2))) = ([p, 1], s) · (α(f(q1)), h(g(q2)))
= ([pf(q1), 1], sh(g(q2)))
= ([p′f(q2), 1], s
′h(g(q1)))
= ([p′, 1], s′) · (α(f(q2)), h(g(q1)))
= ([p′, 1], s′) · (β(g(q2)), h(g(q1))).
Moreover, since ([p, r], s) ∼ ([p, 1], h(r)s), φ is surjective. Finally, we assume that
φ(p, s) = φ(p′, s′). Then, there are r1, r2 ∈ R such that (p, r1) ∼ (p′, r2) and
sh(r2) = s
′h(r1). Thus, there are q1, q2 with pf(q1) = p
′f(q2) and r1g(q2) =
r2g(q1). Hence
sh(g(q2))h(r1) = sh(g(q1))h(r2) = s
′h(g(q1))h(r1),
which implies that sh(g(q2)) = s
′h(g(q1)) by our assumption. Therefore, [p, s] =
[p′, s′]. ✷
2.2. Semistable structure of monoids. First, let us recall a semistable structure
of a monoid. For details, see [6]. Here, the binary operators of monoids are written
in the additive way. Let f : Q→ P be an integral homomorphism of fine and sharp
monoids. Let σ be a finite subset of P . For T ∈ Nσ = Map(σ,N), we denote an
element
∑
x∈σ T (x)x of P by T · σ. For q0 ∈ Q and ∆, B ∈ Nσ, we say P has a
semistable structure (σ, q0,∆, B) over Q (or P is of semistable type (σ, q0,∆, B)
over Q) if the following conditions are satisfied:
(S1) q0 6= 0, Supp(∆) 6= ∅ and ∆(x) is either 0 or 1 for all x ∈ σ.
(S2) P is generated by σ and f(Q) and the natural homomorphism Nσ → P
given by T 7→ T · σ is injective.
(S3) Supp(∆) ∩ Supp(B) = ∅ and ∆ · σ = f(q0) +B · σ.
(S4) If we have a relation
T · σ = f(q) + T ′ · σ (T, T ′ ∈ Nσ)
with q 6= 0, then T (x) > 0 for all x ∈ Supp(∆).
The following are basic properties of a semistable structure (cf. [6, Proposition 2.2]):
(A) Let T, T ′ ∈ Nσ and q ∈ Q. If T · σ = f(q) + T ′ · σ, q 6= 0 and Supp(T ) ∩
Supp(T ′) = ∅, then q = nq0, T = n∆ and T ′ = nB for some n ∈ N.
(B) Let T, T ′ ∈ Nσ and q, q′ ∈ Q. If T · σ + f(q) = T ′ · σ + f(q′) and there are
x, x′ ∈ Supp(∆) with T (x) = T ′(x′) = 0, then T = T ′ and q = q′.
(C) Let N → Q × Nσ\Supp(∆) and N → NSupp(∆) be homomorphisms given by
1 7→ (f(q0), B|σ\Supp(∆)) and 1 7→ ∆|Supp(∆) respectively. Then,
P ≃ (Q× Nσ\Supp(∆))⊞N NSupp(∆).
Let us begin with the following lemma.
Lemma 2.2.2. Let f : Q → P be an integral homomorphism of fine and sharp
monoids. We assume that P has a semistable structure (σ, q0,∆, B) over Q for
some σ ⊆ P , q0 ∈ Q and ∆, B ∈ Nσ. Then, the following are equivalent.
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(1) f : Q → P does not split, that is, there is no sub-monoid N of P with
P = f(Q)×N .
(2) #(Supp(∆)) ≥ 2.
(3) For all x ∈ σ, x is irreducible and x 6∈ f(Q).
Proof. (1) =⇒ (2): We assume #(Supp(∆)) = 1. We set Supp(∆) = {p} and
σ′ = σ \ {p}. Then, since p = f(q0) + B · σ, P is generated by σ′ and f(Q). Let
N be a sub-monoid of P generated by σ′. Let us see that P = f(Q)×N . For this
purpose, it is sufficient to see that if I ·σ+f(q) = I ′ ·σ+f(q′) with I(p) = I ′(p) = 0,
then I = I ′ and q = q′. This is nothing more than the above property (B).
(2) =⇒ (3): Let x be an element of σ. First of all, let us see that if x = I ·σ+f(q)
for some I ∈ Nσ and q ∈ Q, then I = Ix and q = 0, where Ix ∈ Nσ is given by
Ix(y) =
{
1 if y = x,
0 otherwise.
Indeed, if q = 0, then I = Ix. Thus, we assume that q 6= 0. If x 6∈ Supp(I),
then, by the property (A), Ix = n∆ for some n ∈ N. This is impossible because
#(Supp(∆)) ≥ 2. Thus, x ∈ Supp(I). Therefore, we have (I − Ix) · σ + f(q) = 0.
Here P is sharp. Hence I = Ix and q = 0. This is a contradiction.
We assume that x ∈ f(Q). Then, there is q ∈ Q with x = f(q). Thus, by the
above claim, we have a contradiction.
Next we assume that x = y + z for some y, z ∈ P . We set y = I · σ + f(q) and
z = I ′ ·σ+f(q′). Then, x = (I+I ′) ·σ+f(q+q′). Thus, Ix = I+I ′ and q+q′ = 0.
Therefore, we can see either y = 0 or z = 0.
(3) =⇒ (1): We assume that there is a sub-monoid N of P with P = f(Q)×N .
First, let us see that σ ⊆ N . For x ∈ σ, we can set x = y + z for some y ∈ f(Q)
and z ∈ N . Since x is irreducible, either y = 0 or z = 0. If z = 0, then x ∈ f(Q).
Thus, y = 0, that is, x ∈ N . Let us consider the relation
∆ · σ = f(q0) +B · σ.
Then, since σ ⊆ N , we have ∆ · σ = B · σ and q0 = 0. This is a contradiction. ✷
Let us consider the uniqueness of a semistable structure.
Proposition 2.2.3. Let f : Q→ P be an integral homomorphism of fine and sharp
monoids. Then, we have the following:
(1) We assume that P has semistable structures
(σ, q0,∆, B) and (σ
′, q′0,∆
′, B′)
over Q for some σ, σ′ ⊆ P , q0, q′0 ∈ Q, ∆, B ∈ Nσ and ∆′, B′ ∈ Nσ
′
. If
σ = σ′, then q0 = q
′
0, ∆ = ∆
′ and B = B′.
(2) We assume that f : Q → P does not split. Then, there is the unique
semistable structure of P over Q if it exists.
Proof. (1) Note that Supp(∆′) ∩ Supp(B′) = ∅. Thus, by the property (B),
∆′ · σ = f(q′0) +B′ · σ
implies that ∆′ = n∆, B′ = nB and q′0 = nq0 for some n ∈ N. Considering
∆′ = n∆, we can see n = 1.
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(2) By Lemma 2.2.2, for all x ∈ σ, x is irreducible and x 6∈ f(Q). Moreover,
since P is generated by σ and f(Q), we can see that σ is the set of all irreducible
elements of P not lying in f(Q). Therefore, (1) implies (2). ✷
The above proposition gives rise to the following definition.
Definition 2.2.4. Let f : Q→ P be an integral homomorphism of fine and sharp
monoids such that f : Q→ P does not split. We assume that P has the semistable
structure (σ, q0,∆, B) over Q. Then, q0 is called the marking of f : Q→ P , and is
denoted by mark(P/Q).
Here we consider the invariance of the marking of the semistable structure by a
generalization.
Proposition 2.2.5. Let f : Q→ P be a homomorphism of fine and sharp monoids.
Let N be a sub-monoid of P and P¯ = P/N the quotient monoid of P by N , i.e., P¯
is the quotient set given by the following equivalence relation ∼:
p ∼ p′ ⇐⇒ p+ n = p′ + n′ (∃n, n′ ∈ N).
Let π : P → P¯ be the natural homomorphism and f¯ = π◦f : Q→ P¯ the composition
of maps. We assume that (i) P¯ is fine and sharp, (ii) f and f¯ are integral and
that (iii) P has a semistable structure (σ, q0,∆, B) over Q for some σ ⊆ P , q0 ∈ Q
and ∆, B ∈ Nσ. If we set σ′ = {x ∈ σ | π(x) 6= 0} and σ¯ = π(σ′), then the
natural map α : σ′ → σ¯ induced by π is bijective. Moreover, if we set ∆¯ = ∆ ◦ α−1
and B¯ = B ◦ α−1 as elements of Nσ¯, then (σ¯, q0, ∆¯, B¯) gives rise to a semistable
structure of P¯ over Q.
Proof. First of all, note that N ⊆ π−1(0). We set σ′′ = {x ∈ σ | π(x) = 0}.
Claim 2.2.5.1. π−1(0) is generated by σ′′.
Let N ′ be the sub-monoid generated by σ′′. Clearly, N ′ ⊆ π−1(0). Conversely,
let a be an element of π−1(0). We can write a as a form T ·σ+ f(q), where T ∈ Nσ
and q ∈ Q. Then, ∑x∈σ T (x)π(x) + f¯(q) = 0. Thus, since P¯ is sharp, we have
T (x)π(x) = 0 for all x ∈ σ and f¯(q) = 0. Therefore, q = 0 and x ∈ σ′′ if T (x) > 0.
This means that c ∈ N ′.
Claim 2.2.5.2. If π(a) = π(b) for a =
∑
x∈σ′ axx and b =
∑
x∈σ′ bxx of P , then
a = b.
We choose A,B ∈ Nσ such that A ·σ = a, B ·σ = b and Supp(A), Supp(B) ⊆ σ′.
Then, by using the above claim, there are T and T ′ of Nσ with Supp(T ), Supp(T ′) ⊆
σ′′ and A · σ + T · σ = B · σ + T ′ · σ. Thus, A+ T = B + T ′. For x ∈ σ′,
A(x) = A(x) + T (x) = B(x) + T ′(x) = B(x).
Therefore, A = B.
By the above claim, we can see α : σ′ → σ¯ is bijective. From now on, let us see
that P¯ is of semistable type (σ¯, q0, ∆¯, B¯) over Q according to the conditions (S1) –
(S4) of semistable structure.
(S1): We need to see Supp(∆¯) 6= ∅. We assume the contrary. Then, π(x) = 0
for all x ∈ Supp(∆). Thus,
0 = f¯(q0) +
∑
x∈Σ
B(x)π(x).
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Here P¯ is sharp and f¯ is integral. Therefore, we have q0 = 0. This is a contradiction.
(S2): Let us consider a natural commutative diagram:
Nσ
′ ∼←−−−−
−◦α
Nσ¯y y
P
pi−−−−→ P¯
Then, Claim 2.2.5.2, implies that Nσ¯ → P¯ is injective.
(S3): This is obvious in our case.
(S4): Finally, let us consider a relation
T¯ · σ¯ = f¯(q) + T¯ ′ · σ¯ (T¯ , T¯ ′ ∈ Nσ¯)
with q 6= 0. We choose T, T ′ ∈ Nσ such that Supp(T ), Supp(T ′) ⊆ σ′, T¯ = T ◦ α−1
and T¯ ′ = T ′ ◦ α−1. Then, π(T · σ) = π(f(q) + T · σ). Thus, there are S, S′ ∈ Nσ
such that Supp(S), Supp(S′) ⊆ σ′′ and
T · σ + S · σ = f(q) + T · σ + S′ · σ.
Therefore, (T + S)(x) > 0 for all x ∈ Supp(∆). In particular,
T (x) = (T + S)(x) > 0
for all x ∈ Supp(∆) ∩ σ′. This means that T¯ (x¯) > 0 for all x¯ ∈ Supp(∆¯). ✷
Finally, we consider the following proposition.
Proposition 2.2.6. Let f : Q→ P be an integral homomorphism of fine and sharp
monoids. If P has a semistable structure for some σ ⊆ P , q0 ∈ Q, ∆, B ∈ Nσ, then
Coker(Qgr → P gr) is torsion free.
Proof. First of all, note that every element of P can be written as a form
I · σ + f(q) with I ∈ Nσ, q ∈ Q and Supp(∆) 6⊆ Supp(I). Let us choose x ∈
Coker(Qgr → P gr) with nx = 0 for some positive integer n. Then, there are
I1, I2 ∈ Nσ, q1, q2 ∈ Q such that Supp(∆) 6⊆ Supp(I1), Supp(∆) 6⊆ Supp(I2) and x
is equal to
(I1 · σ + f(q1))− (I2 · σ + f(q2))
as an element of P gr. Since nx = 0 in Coker(Qgr → P gr), there are q3, q4 ∈ Q with
n(I1 · σ + f(q1))− n(I2 · σ + f(q2)) = f(q3)− f(q4).
Thus,
nI1 · σ + f(nq1 + q4) = nI2 · σ + f(nq2 + q3).
Therefore, nI1 = nI2 because Supp(∆) 6⊆ Supp(nI1) and Supp(∆) 6⊆ Supp(nI2).
Hence I1 = I2. Thus,
x = (I1 · σ + f(q1))− (I2 · σ + f(q2)) = f(q1)− f(q2),
which means that x = 0 in Coker(Qgr → P gr). ✷
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2.3. Extension of a ring for a good chart. Here we consider a ring extension
to get a good chart.
Proposition 2.3.1. Let (A,m) be a noetherian local ring, S = Spec(A) and s
the closed point of S. Let MS be a fine log structure on S. Then, there is a local
homomorphism f : (A,m) → (B, n) of noetherian local rings with the following
properties:
(1) B/n is algebraic over A/m, and f is flat and quasi-finite.
(2) Let fa : S′ = Spec(B) → S = Spec(A) be the induced homomorphism,
s′ the closed point of S′ = Spec(B), and MS′ = (f
a)∗(MS). There are a
fine and sharp monoid Q and a homomorphism πQ : Q→MS′,s′ such that
Q→MS′,s¯′ →MS′,s¯′ is bijective.
Proof. Let us begin with the following lemma:
Lemma 2.3.2. Let G be a finitely generated abelian group and R a ring. Let us
fix an element δ of Ext1(G,R×). Then, there are u1, . . . , ul ∈ R× and integers
a1, . . . , al ≥ 2 with the following property:
(1) a1 · · · al is equal to the order of the torsion part of G.
(2) For any homomorphism f : R → S of rings, if there are v1, . . . , vl with
vaii = f(ui) for all i, then the image of δ via the canonical homomorphism
Ext1(G,R×)→ Ext1(G,S×)
is zero.
Proof. By the fundamental theorem of abelian groups, we have the following
exact sequence:
0 −−−−→ Zl φ−−−−→ Zl′ −−−−→ G −−−−→ 0,
where φ is given by φ(x1, . . . , xl) = (a1x1, . . . , alxl, 0, . . . , 0) for some integers
a1, . . . , al ≥ 2. Note that a1 · · ·al is equal to the order of the torsion part of
G. The above exact sequence gives rise to an exact sequence
Hom(Zl
′
, R×)
φ∗R−−−−→ Hom(Zl, R×) αR−−−−→ Ext1(G,R×) −−−−→ Ext1(Zl′ , R×).
Note that Ext1(Zl
′
, R×) = {0}. Thus, there is h ∈ Hom(Zl, R×) with αR(h) = δ.
We set ui = h(ei) for i = 1, . . . , l.
Let f : R→ S be any homomorphism of rings with vaii = f(ui) (i = 1, . . . , l) for
some v1, . . . , vl ∈ S. Let us consider the following commutative diagram:
Hom(Zl
′
, R×)
φ∗R−−−−→ Hom(Zl, R×) αR−−−−→ Ext1(G,R×) −−−−→ 0
g1
y g2y g3y
Hom(Zl
′
, S×)
φ∗S−−−−→ Hom(Zl, S×) αS−−−−→ Ext1(G,S×) −−−−→ 0
Note that g2(h)(ei) = f(ui) for i = 1, . . . , l. Thus, if we set h
′ ∈ Hom(Zl′ , S×) by
h′(ei) =
{
vi if i = 1, . . . .l
0 if i > l
then φ∗S(h
′) = g2(h). Therefore,
g3(δ) = g3(αR(h)) = αS(g2(h)) = αS(φ
∗
S(h
′)) = 0.
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✷
Let us start the proof of Proposition 2.3.1. Let δ ∈ Ext1(MgrS,s¯,O×S,s¯) be the
extension class of
0→ O×S,s¯ →MgrS,s¯ →M
gr
S,s¯ → 0.
Then, by Lemma 2.3.2, there are u1, . . . , ul ∈ O×S,s¯ and integers a1, . . . , al with the
properties as in Lemma 2.3.2. Let us choose an e´tale neighborhood (U, u) of s such
that u1, . . . , ul ∈ O×U,u. Let B be the localization of
OU,u[X1, . . . , Xl]/(Xa11 − u1, . . . , Xall − ul).
at a closed point over u. Then, B is flat and quasi-finite over A. Let vi be the
class of Xi in B. Note that v
ai
i = ui in B for all i. Let s
′ be the closed point of
S′ = Spec(B), π : S′ → S the canonical morphism, and MS′ = π∗(MS). Then, we
have an exact sequence
0→ O×S′,s¯′ →MgrS′,s¯′ →M
gr
S′,s¯′ → 0.
Since MgrS′,s¯′ is the push-out O×S′,s¯′ ×O×
S,s¯
MgrS,s¯, we can see that M
gr
S′,s¯′ =M
gr
S,s¯ and
the extension class δ′ of the above exact sequence is the image of the canonical
homomorphism Ext1(M
gr
S,s¯,O×S,s¯) → Ext1(M
gr
S′,s¯′ ,O×S′,s¯′). Thus, by Lemma 2.3.2,
δ′ = 0. Therefore, we have a splitting s :M
gr
S′,s¯′ →MgrS′,s¯′ ofMgrS′,s¯′ →M
gr
S′,s¯′ . Here
we set Q =MS′,s¯′ . Let us see that s(q) ∈MS′,s¯′ for all q ∈ Q. Indeed, if we denote
MgrS′,s¯′ →M
gr
S′,s¯′ by π, then π(s(q)) = q. Thus, there are u ∈ O×S′,s¯′ and m ∈MS′,s¯′
with s(q) = m · u, which implies s(q) ∈ MS′,s¯′ . Moreover, Q → MS′,s¯′ → MS′,s¯′
is the identity map. Furthermore, changing S′ by an e´tale neighborhood of S′, we
can see that Q→MS′,s¯ is defined on S′. ✷
2.4. Local structure theorem. Let α :MX → OX be a log structure on a scheme
X . For x ∈ X , an element p ∈ MX,x¯ is said to be regular if there is m ∈ MX,x¯
such that p is m modulo O×X,x¯ and α(m) is a regular element of OX,x¯. Note that
the regularity of p does not depend on the choice of m.
Theorem 2.4.1. Let (f, h) : (X,MX) → (S,MS) be a smooth and integral mor-
phism of fine log schemes. Let x be an element of X and s = f(x). We assume
that f : X → S is semistable at x. Then, we have the following:
(1) If f is smooth at x, then there is a submonoid N of MX,x¯ such that MX,x¯ =
h¯x¯(MS,s¯)×N and N is isomorphic to Na for some non-negative integer a.
Further, every element of N is regular.
(2) If f is not smooth at x and h¯x¯ :MS,s¯ →MX,x¯ splits, there is a submonoid
N of MX,x¯ such that MX,x¯ = h¯x¯(MS,s¯) × N and N is isomorphic to the
monoid arising from monomials of
Z[U1, U2, . . . , Ua]/(U
2
1 − U22 )
for some a ≥ 2. In this case, the characteristic of the residue field of OX,x¯
is not equal to 2. Further, every element of N is regular.
(3) If f is not smooth at x and h¯x¯ :MS,s¯ →MX,x¯ does not split, thenMX,x¯ has
the unique semistable structure (σ, q0,∆, B) over MS,s¯ for some σ ⊆MX,x¯
with #(σ) ≥ 2, q0 ∈ MS,s¯ and ∆, B ∈ Nσ. More precisely, σ is the set
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of all irreducible elements of MX,x¯ not lying in h¯x¯(MS,s¯). Further, every
element of σ \ Supp(∆) is regular.
Proof. Let us begin with the following lemma.
Lemma 2.4.2. Let f : X → Y be a morphism of schemes and MY a fine log
structure on Y . If we set MX = f
∗(MY ), then, for any x ∈ X and y ∈ Y with
y = f(x), the induced homomorphism MY,y¯ →MX,x¯ is bijective.
Proof. Let P be a chart of MY,y¯. Then, MY,y¯ and MX,x¯ is given by
P/π−1(O×Y,y¯) and P/π′−1(O×X,x¯)
respectively, where π : P → OY,y¯ is the canonical morphism and π′ : P → OY,y¯ →
OX,x¯ (cf. [5] and [6]). Thus, it is sufficient to see that π−1(O×Y,y¯) = π′−1(O×X,x¯).
Indeed, letting mx¯ andmy¯ be the maximal ideals of OX,x¯ and OY,y¯, and α : OY,y¯ →
OX,x¯ be the canonical homomorphism,
p ∈ π−1(O×Y,y¯)⇐⇒ π(p) ∈ O×Y,y¯ ⇐⇒ α(π(p)) ∈ O×X,x¯ ⇐⇒ p ∈ π′−1(O×X,x¯)
because α(my¯) ⊆ mx¯ and α(O×Y,y¯) ⊆ O×X,x¯. ✷
Let us go back to the proof of Theorem 2.4.1. Let us consider the geometric
fiber Xs¯ over s. Then, by using Lemma 2.4.2, we may assume that S = Spec(k) for
some algebraically closed field k. Thus, the theorem follows from [6, Theorem 3.1]
except the following facts:
(i) N is isomorphic to the monoid T arising from monomials of
Z[U1, U2, . . . , Ua]/(U
2
1 − U22 )
in the case (2).
(ii) The regularity of elements of either N or σ \ Supp(∆).
(i) Let Tk be the the monoid arising from monomials of
k[U1, U2, . . . , Ua]/(U
2
1 − U22 ).
In order to see (i), we need to show the natural homomorphism T → Tk is bijec-
tive. Let U¯e11 U¯
e2
2 · · · U¯eaa and U¯e
′
1
1 U¯
e′2
2 · · · U¯e
′
a
a be elements of T . Clearly, we may
assume that e1, e
′
1 ∈ {0, 1}. We suppose that U¯e11 U¯e22 · · · U¯eaa = U¯e
′
1
1 U¯
e′2
2 · · · U¯e
′
a
a in
k[U1, U2, . . . , Ua]/(U
2
1 − U22 ). Then, there is φ ∈ k[U1, . . . .Ua] with
Ue11 U
e2
2 · · ·Ueaa − Ue
′
1
1 U
e′2
2 · · ·Ue
′
a
a = (U
2
1 − U22 )φ.
Comparing the degrees with respect to U1 of both sides, we can see that φ = 0.
Therefore, (e1, . . . , ea) = (e
′
1, . . . , e
′
a).
(ii) Let (OS,s,mS,s) → (A,m) be a flat local homomorphism of local rings. We
set S′ = Spec(A), X ′ = X ×S S′ and the induced morphisms as follows:
X ′
pi′−−−−→ X
f ′
y yf
S′
pi−−−−→ S.
Let us choose x′ ∈ X ′ with f ′(x′) = m and π′(x′) = x. Then, since OX,x → OX′,x′
is faithfully flat, using Lemma 2.4.2, if regularity holds at x′, then so does at x.
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Let k be the algebraic closure of the residue field at x. Note that by virtue of
[EGA III, Chapter 0, 10.3.1], there are a noetherian local ring (A,m) and a local
homomorphism (OS,s,mS,s) → (A,m) such that mS,sA = m, A/m is isomorphic
to k over OS,s/mS,s and that A is flat over OS,s. Therefore, we may assume
that OS,s/mS,s is algebraically closed and x is a closed point. Moreover, by using
Proposition 2.3.1, we may further assume that there are a fine and sharp monoid
Q and a homomorphism πQ : Q→MS,s such that Q→MS,s¯ →MS,s¯ is bijective.
Hence, there is a fine and sharp monoids P together with homomorphisms f : Q→
P and πP : P →MX,s¯ such that the following properties are satisfied:
(a) The diagram
Q
f−−−−→ P
piQ
y ypiP
MS,s¯ −−−−→ MX,x¯,
is commutative.
(b) The induced homomorphism P →MX,x¯ →MX,x¯ is bijective.
(c) The natural homomorphism
OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ]→ OX,s¯
is smooth.
Since OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ] → OX,s¯ is smooth, it is sufficient to see the regularity
of each element in OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ].
If there is a submonoid N of P with P = f(Q)×N , then
OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ] = OS,s¯[N ].
Thus, the assertions follow from Lemma 2.4.3 below.
Next, we assume that f : Q→ P does not splits. Let us set σ = {p1, . . . , pr} such
that Supp(∆) = {p1, . . . , pl}. Moreover, we set xi = α(πP (pi)) and t = β(πQ(q0)),
where α : MX → OX and β : MS,s¯ → OS,s¯ are the canonical homomorphisms.
Then,
OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ] = OS,s¯[X1, . . . , Xr]/(X1 · · ·Xl − tXbl+1l+1 · · ·Xbrr ),
where bi = B(pi) and xi is the class of Xi. Thus, the assertions follow from
Lemma 2.4.3 below. ✷
Lemma 2.4.3. Let A be a ring. Then, we have the following:
(1) Let A[X ] be the polynomial ring of one variable over A. For a regular
element a ∈ A, X is regular in A[X ]/(X2 − a), that is, the multiplication
of X in A[X ]/(X2 − a) is injective.
(2) We assume A is a local ring with the maximal ideal m. Let A[X1, . . . , Xl]
be the polynomial ring of l-variables over A. For a ∈ m, let us consider
a ring R given by R = A[X1, . . . , Xl]/(X1 · · ·Xl − a). If α is a regular
element of A, then so is α in R.
Proof. (1) We assume that Xf(X) = (X2 − a)g(X) for some f(X), g(X) ∈
A[X ]. We set g(X) = Xh(X) + c for some h(X) ∈ A[X ] and c ∈ A. Then,
ca = X(h(X)(X2 − a) + cX − f(X)).
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Thus, ca = 0. Since a is regular, c must be zero. Therefore,
Xf(X) = X(X2 − a)h(X),
which implies f(X) = (X2 − a)h(X) because X is regular in A[X ].
(2) Let R̂ be the completion with respect to (m,X1, . . . , Xn). Since R → R̂ is
faithfully flat, it is sufficient to see the homomorphism α˜ : R̂ → R̂ given by the
multiplication of α is injective. Note that R̂ is the direct products of many copies
of Â by Lemma 1.1.2. Thus, α˜ is injective. ✷
2.5. The support of log structures. Here we consider the support of log struc-
tures. The main result of this subsection is the following proposition:
Proposition 2.5.1. Let X be a scheme and let M and N be fine log structures on
X. Let h : N →M be a homomorphism of log structures, i.e., a homomorphism of
sheaves of monoids with the following diagram commutative:
N
h //
!!C
CC
CC
CC
C M
}}{{
{{
{{
{{
OX
Then, the set {x ∈ X | hx¯ : Nx¯ →Mx¯ is surjective} is open.
Proof. It is sufficient to show that if hx¯ : Nx¯ → Mx¯ is surjective, then there
is an e´tale neighborhood U of x such that, for all y ∈ U , hy¯ : Ny¯ → My¯ is
surjective. By virtue of [5, (2.8)], for a suitable e´tale neighborhood U of x, there are
finitely generated monoids P and Q together with homomorphisms π : P → M |U ,
µ : Q→ N |U and f : Q→ P such that π and µ give rise to local charts of M and
N respectively and the diagram
Q
f−−−−→ P
µ
y ypi
N |U
hU−−−−→ M |U
is commutative. Let {p1, . . . , pn} and {q1, . . . , qr} be generators of P and Q respec-
tively. Renumbering p1, . . . , pn and q1, . . . , qr, we may assume that{
π(p1), . . . , π(pn′) ∈ O×X,x¯, π(pn′+1), . . . , π(pn) 6∈ O×X,x¯,
µ(q1), . . . , µ(qr′) ∈ O×X,x¯, µ(qr′+1), . . . , µ(qr) 6∈ O×X,x¯.
Let P0 and Q0 be submonoids of P and Q generated by p1, . . . , pn′ and q1, . . . , qr′
respectively. Here let us see the following:
Claim 2.5.1.1. π−1x¯ (O×X,x¯) = P0 and µ−1x¯ (O×X,x¯) = Q0.
Clearly, P0 ⊆ π−1x¯ (O×X,x¯). Conversely, we assume that w ∈ π−1x¯ (O×X,x¯). We set
w = pa11 · · · pann . Then,
π(w) = π(p1)
a1 · · ·π(pn)an ∈ O×X,x¯.
Therefore, if ai > 0, then π(pi) ∈ O×X,x¯. Hence, ai = 0 for all i > n′, which means
that w ∈ P0. In the same way, we can see that µ−1x¯ (O×X,x¯) = Q0.
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Claim 2.5.1.2. For y ∈ U , hy¯ : Ny¯ →My¯ is surjective if and only if h¯y¯ : N y¯ →M y¯
is surjective.
Clearly, if hy¯ : Ny¯ →My¯ is surjective, then so is h¯y¯ : N y¯ →M y¯. Conversely, we
assume that h¯y¯ : N y¯ →M y¯ is surjective. Let m be an element of My¯. Then, there
is n ∈ Ny¯ such that m ≡ hy¯(n) mod O×X,x¯, i.e., m = uhy¯(n) for some u ∈ O×X,y¯.
Thus, m = uhy¯(n) = hy¯(un).
Shrinking U if necessarily, we may assume that
π(p1), . . . , π(pn′) ∈ O×X,y¯ and µ(q1), . . . , µ(qr′) ∈ O×X,y¯
for all y ∈ U . Here let us see that hy¯ : Ny¯ → My¯ is surjective for all y ∈ U , which
is equivalent to show that h¯y¯ : N y¯ →M y¯ is surjective by Claim 2.5.1.2. Note that
the commutative diagram
Q
f−−−−→ P
µy¯
y ypiy¯
N y¯
h¯y¯−−−−→ M y¯
gives rise to the commutative diagram
Q/µ−1y¯ (O×X,y¯) −−−−→ P/π−1y¯ (O×X,y¯)y y
N y¯
h¯y¯−−−−→ M y¯
such that the vertical homomorphisms are bijective (cf. [5] and [6]). Therefore, it
is sufficient to see that
Q/µ−1y¯ (O×X,y¯)→ P/π−1y¯ (O×X,y¯)
is surjective. Note that Q0 ⊆ µ−1y¯ (O×X,y¯) and P0 ⊆ π−1y¯ (O×X,y¯). Thus, we get the
following commutative diagram:
Q/Q0 −−−−→ P/P0y y
Q/µ−1y¯ (O×X,y¯) −−−−→ P/π−1y¯ (O×X,y¯).
Here, by Claim 2.5.1.1, Q/Q0 → P/P0 is surjective because N x¯ →M x¯ is surjective.
Hence, so is Q/µ−1y¯ (O×X,y¯)→ P/π−1y¯ (O×X,y¯). ✷
Corollary 2.5.2. Let X be a scheme and M a fine log structure on X. Then, the
set Supp(M) = {x ∈ X |Mx¯ is not trivial } is closed.
Proof. There is a natural homomorphismO×X →M . Thus, this is a consequence
of the above proposition. ✷
Corollary 2.5.3. Let X and Y be schemes and let M and N be fine log structures
on X and Y respectively. Let (f, h) : (X,M) → (Y,N) be a log morphism. Then,
the set
Supp(M/N) = {x ∈ X | Nf(x) ×O×X,x¯ →Mx is not surjective}
is closed.
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Proof. Note that the surjectivity of Nf(x) × O×X,x¯ → Mx is equivalent to the
sujectivity of f∗(N)x¯ →Mx¯. Thus, it follows from Proposition 2.5.1. ✷
3. Rigidity theorem
First, we would like to define the admissibility of morphisms. Let k be an
algebraically closed field, and let φ : X → Y be a morphism of algebraic schemes
over k. Let Z be a subscheme of X . We say φ is admissible with respect to Z if,
for any irreducible component X ′ of X , φ(X ′) 6⊂ Z.
Let MY and Mk be fine log structures of Y and Spec(k) respectively, and
let (Y,MY ) → (Spec(k),Mk) be a log morphism. Then, as in Corollary 2.5.3,
Supp(MY /Mk) is given by
{y ∈ Y |Mk ×O×Y,y¯ →MY,y¯ is not surjective}.
We say φ : X → Y is admissible with respect toMY /Mk if φ : X → Y is admissible
with respect to Supp(MY /Mk).
In general, let X → S and Y → S be schemes of finite type over a locally
noetherian scheme S, and let MY and MS be fine log structures of Y and S. Let
φ : X → Y be a morphism over S. For a point s ∈ S, we say φ : X → Y is
admissible over s with respect to MY /MS , if φs¯ : Xs¯ → Ys¯ is admissible with
respect to (MY |Ys¯)/(MS |s¯), where Xs¯ and Ys¯ are the geometric fibers of X and Y
over s. If φ : X → Y is admissible over any points of S with respect to MY /MS,
then φ is said to be admissible with respect to MY /MS .
The following theorem is one of the main theorems of this paper.
Theorem 3.1. Let X, Y and S be locally noetherian schemes, and let MX , MY
and MS be fine log structures of X, Y and S respectively. Let (X,MX)→ (S,MS)
and (Y,MY )→ (S,MS) be integral and log smooth morphisms, and let φ : X → Y
be a morphism over S. Let us fix a point s ∈ S. We assume that the geometric
fibers Xs¯ and Ys¯ over s are semistable varieties and that φ : X → Y is admissible
over s with respect to MY /MS. If
(φ, h) : (X,MX)→ (Y,MY ) and (φ, h′) : (X,MX)→ (Y,MY )
are extensions of φ : X → Y as log morphisms over (S,MS), then, for all closed
points x lying over s, hx¯ = h
′
x¯ as homomorphisms MY,φ(x) → MX,x¯ of the germs
of e´tale topology.
Proof. Since this is a local problem, we may assume that S = Spec(A) for a
noetherian local ring (A,m). Let ρ : (A,m)→ (B, n) be a local homomorphism of
local rings such that B/n is algebraic over A/m. We denote the closed point of S by
s and the closed point of S′ = Spec(B) by s′. We set X ′ = X ×S S′, Y ′ = Y ×S S′,
M ′X = π
∗
X(MX), MY ′ = π
∗
Y (MY ), and MS′ = π
∗
S(MS), where πX : X
′ → X ,
πY : Y
′ → Y and πS : S′ → S are the canonical morphisms.
X ′
piX−−−−→ X
φS′
y yφ
Y ′
piY−−−−→ Y
Then, we have log morphisms
(φS′ , hS′), (φS′ , h
′
S′) : (X
′,MX′)→ (Y ′,MY ′)
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over (S′,MS′).
Claim 3.1.1. If ρ is flat and hS′,x¯′ = h
′
S′,x¯′ for all closed points x
′ lying over s′,
then hx¯ = h
′
x¯ for all closed points x lying over s.
Let us choose a closed point x ∈ X over s. Then, there is a x′ ∈ X ′ such that
πX(x
′) = x and x′ is lying over s′. If we set y = φ(x) and y′ = φS′(x
′), then
πY (y
′) = y. Here we consider the natural commutative diagram:
MY,y¯ //
hx¯

h
′
x¯

MY ′,y¯′
h¯S′,x¯′=h¯
′
S′,x¯′

MX,x¯ // MX′,x¯′
By Lemma 2.4.2, MY,y¯ →MY ′,y¯′ and MX,x¯ →MX′,x¯′ are bijective. Thus, we can
see that h¯x¯ = h¯
′
x¯. Let us pick up w ∈MY,y¯. Then, since h¯x¯ = h¯′x¯, there is u ∈ O×X,x¯
with hx¯(w) = hx¯(w) · u. Here hS′,x¯′ = h′S′,x¯′ . Thus, u must be 1 in OX′,x¯′ . Note
that OX′,x¯′ is flat over OX,x¯. Therefore, u is the identity in OX,x¯.
Let I be an ideal of A with I2 = {0}, and B = A/I. Next we consider a case
where ρ is given by the natural homomorphism A→ B.
Claim 3.1.2. We assume that k = A/m is algebraically closed and there are a
fine and sharp monoid Q and a homomorphism πQ : Q → MS,s such that Q →
MS,s¯ → MS,s¯ is bijective. If hS′,x¯′ = h′S′,x¯′ for all closed points x′ lying over s′,
then hx¯ = h
′
x¯ for all closed points x lying over s.
Let x be a closed point of X lying over s, and y = φ(x). First of all, by [6], there
are finite and sharp monoids P and P ′ and homomorphisms P → MX,x¯, Q → P ,
P ′ →MY,y¯, Q→ P ′ with the following properties:
(1) The induced homomorphisms P →MX,x¯ →MX,x¯ and P ′ →MY,y¯ →MY,y¯
are bijective.
(2) The following diagrams are commutative:
Q
f−−−−→ Py y
MS,s¯ −−−−→ MX,x¯,
Q
f ′−−−−→ P ′y y
MS,s¯ −−−−→ MY,y¯.
(3) There are e´tale neighborhoods (U, x′) and (V, y′) of x and y such that
P →MX,x¯ and P ′ →MY,y¯ are defined over U and V respectively, and that
the natural morphisms
U → Spec(A⊗A[Q] A[P ]) and V → Spec(A⊗A[Q′] A[P ′])
are smooth at x′ and y′ respectively.
Clearly we may assume that P , P ′ and Q are submonoids of MX,x¯, MY,y¯ and MS,s¯
respectively. Moreover, by Lemma 3.3 below, the admissibility of φs guarantees
that for any irreducible components T of Us, φs(T ) 6⊆ Supp(MVs/Mk), where Us
and Vs are fibers of U → S and V → S over s.
Let σ (resp. σ′) be the set of all irreducible elements of P not lying in f(Q) (resp.
the set of all irreducible elements of P ′ not lying in f ′(Q)). For j ∈ σ and i ∈ σ′, we
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denote α(j) by xj and α
′(i) by yi, where α : MX,x¯ → OX,x¯ and α′ : MY,y¯ → OY,y¯
are the canonical homomorphisms. Moreover, xj |Us and yi|Vs are denoted by xjs
and yis respectively. Let us consider h and h
′ on the geometric fibers Xs¯ and Ys¯
over s. Using Lemma 2.4.2 and [6, Theorem 4.1], h¯x = h¯
′
x as P
′ → P . Thus, we
can set as follows:
(3.1.3) h(i) = ui · (Ii · σ + f(qi)) and h′(i) = u′i · (Ii · σ + f(qi)),
where qi ∈ Q, Ii ∈ Nσ and ui, u′i ∈ O×X,x¯. Then, we have
(3.1.4) φ∗(yi) = f
∗(β(qi)) · xIi · ui = f∗(β(qi)) · xIi · u′i,
where β : MS,s¯ → OS,s¯ is the canonical homomorphism. Here we consider the
following cases:
(A) f : Q→ P splits and f ′ : Q→ P ′ splits.
(B) f : Q→ P does not split and f ′ : Q→ P ′ splits.
(C) f : Q→ P splits and f ′ : Q→ P ′ does not split.
(D) f : Q→ P does not split and f ′ : Q→ P ′ does not split.
(Case A): In this case, there are submonoids N and N ′ of P and P ′ respectively
such that P = f(Q) × N and P ′ = f ′(Q) × N ′. Note that σ and σ′ are nothing
more than the set of all irreducible elements of N and N ′ respectively. Then, by
the local structure theorem,
Supp(MYs/Mk) =
⋃
i∈σ′
{yis = 0}.
around y¯ on Ys. Thus, using the admissibility of φs, φ
∗
s(yis) 6= 0. Hence, we can
see that qi = 0 for all i ∈ σ′. Therefore,
xIi · ui = xIi · u′i
for all i ∈ σ′. Here, xj ’s are regular elements. Therefore, ui = u′i for all i ∈ σ′.
(Case B): In this case, there is a submonoid N ′ of P ′ such that P ′ = f ′(Q)×N ′.
Moreover, P is of semistable type
(σ, q0,∆, B)
over Q for some q0 ∈ Q and ∆, B ∈ Nσ. By the local structure theorem,
Supp(MYs/Mk) =
⋃
i∈σ′
{yis = 0}
around y¯ on Ys. Thus, by the admissibility of φs φ
∗
s(yis) 6= 0, which implies that
qi = 0 for all i ∈ σ′. Hence,
xIi · ui = xIi · u′i
for all i ∈ σ′. By virtue of the admissibility of φs again, we can see that Supp(Ii)∩
Supp(∆) = ∅. Thus, xIi ’s are regular elements. Therefore, ui = u′i for all i ∈ σ′.
(Case C): In this case, there is a submonoid N of P with P = f(Q)×N . P ′ is
of semistable type
(σ′, q′0,∆
′, B′)
over Q for some q′0 ∈ Q and ∆′, B′ ∈ Nσ
′
. Note that
Supp(MYs/Mk) = Sing(Ys) ∪
⋃
i∈σ′\Supp(∆′)
{yis = 0}.
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around y¯ on Ys.
Let us see that if φ∗s(yis) 6= 0 for some i ∈ σ′, then ui = u′i. Indeed, we have
qi = 0. Thus,
xIi · ui = xIi · u′i.
for all i ∈ σ′. Here, xIi ’s are regular elements. Hence, ui = u′i.
Therefore, we may assume that there is i ∈ σ′ with φ∗s(yis) = 0. Then, by the
admissibility of φs, there is i0 such that φ
∗
s(yis) 6= 0 for all i ∈ σ′ \ {i0}. Note that
i0 ∈ Supp(∆′). Then, ui = u′i for all i ∈ σ′ \ {i0}. Let us consider a relation
∆′ · σ′ = f ′(q′0) +B′ · σ′.
Then, we have{∑
i∈Supp(∆′) h(i) = f(q
′
0) +
∑
i∈Supp(B′)B
′(i)h(i)∑
i∈Supp(∆′) h
′(i) = f(q′0) +
∑
i∈Supp(B′)B
′(i)h′(i)
Here h(i) = h′(i) for all i 6= i0. Thus, we can see that h(i0) = h′(i0).
(Case D): In the final case, P and P ′ are of semistable type
(σ, q0,∆, B) and (σ
′, q′0,∆
′, B′)
over Q for some q0, q
′
0 ∈ Q, ∆, B ∈ Nσ and ∆′, B′ ∈ Nσ
′
. For j ∈ Supp(∆) and
i ∈ Supp(∆′), let Ujs and Vis be the irreducible components of Us and Vs given by
xjs = 0 and yis = 0 respectively. By the admissibility of φs, for each j ∈ Supp(∆),
there is a unique i ∈ Supp(∆′) with φs(Ujs) ⊆ Vis. This i is denoted by µ(j). Note
that
Supp(MYs/Mk) = Sing(Ys) ∪
⋃
i∈σ′\Supp(∆′)
{yis = 0}
around y¯ on Ys. Therefore, if i 6= µ(j), then φ∗(yi)|Uj 6= 0. Thus, we can see qi = 0
for i 6= µ(j).
First of all, let us see that qi = 0 and ui = u
′
i for all i ∈ σ′ \ Supp(∆′). By the
previous observation, qi = 0. Thus,
xIi · ui = xIi · u′i.
By using the admissibility of φs, we can see that Supp(Ii) ∩ Supp(∆) = ∅. Thus,
xIi is a regular element. Therefore, ui = u
′
i.
Here, we consider the case where µ(Supp(∆)) = {i0}. Then, for i 6= i0, qi = 0.
Thus,
xIi · ui = xIi · u′i.
By virtue of the admissibility of φs, Supp(Ii)∩Supp(∆) = ∅. Hence, xIi is a regular
element. Therefore, ui = u
′
i. Let us consider a relation
∆′ · σ′ = f ′(q′0) +B′ · σ′.
Then, we have{∑
i∈Supp(∆′) h(i) = f(q
′
0) +
∑
i∈Supp(B′)B
′(i)h(i)∑
i∈Supp(∆′) h
′(i) = f(q′0) +
∑
i∈Supp(B′)B
′(i)h′(i)
Since h(i) = h′(i) for all i 6= i0, we can see that h(i0) = h′(i0).
Finally, let us consider the case where #µ(Supp(∆)) ≥ 2. In this case, qi = 0
for all i ∈ σ′. Thus,
xIi · ui = xIi · u′i.
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By our assumption, ui ≡ u′i mod IOX,x¯. Note that xj (j 6∈ Supp(∆)) is regular.
Thus, if we set I ′i = Ii|Supp(∆) ∈ NSupp(∆), then
xI
′
i · ui = xI
′
i · u′i
for all i ∈ Supp(∆′). Moreover, by the admissibility of φs, Supp(I ′i)∩Supp(I ′i′ ) = ∅
for all i 6= i′. Further, let us consider a relation
∆′ · σ′ = f ′(q′0) +B′ · σ′.
Since h(i) = h′(i) for all σ′ \ Supp(∆′), we have∑
i∈Supp(∆′)
h(i) =
∑
i∈Supp(∆′)
h′(i).
Thus,
∏
i∈Supp(∆′) ui =
∏
i∈Supp(∆′) u
′
i. Here we set vi = ui/u
′
i for i ∈ Supp(∆).
Then, gathering the above observations, we have seen that
xI
′
i = xI
′
i · vi for all i ∈ Supp(∆′),
vi ≡ 1 mod IOX,x¯ for all i ∈ Supp(∆′),∏
i∈Supp(∆′) vi = 1,
Supp(I ′i) ∩ Supp(I ′i′ ) = ∅ for all i 6= i′.
Since A⊗A[Q]A[P ]→ OU,u is smooth, A⊗A[Q]A[P ×Ne]→ OU,x′ is e´tale for some
e ≥ 0. Let o be the origin of Spec(A ⊗A[Q] A[P × Ne]). Then, the residue field of
A⊗A[Q] A[P × Ne] at o is k. Moreover, the residue fields of OU,x′ and OX,x¯ are k
because k is algebraically closed. Therefore, the completion of A ⊗A[Q] A[P × Ne]
at o is isomorphic to the completion of OX,x¯. Thus, by Lemma 3.4 below, vi = 1,
that is, ui = u
′
i for all i.
Let k = A/m and k¯ the algebraic closure of k. By virtue of [EGA III, Chapter 0,
10.3.1], there are a noetherian local ring (B, n) and a local homomorphism A→ B
such that mB = n, B/n is isomorphic to k¯ over k = A/m and that B is flat
over A. Thus, by Claim 3.1.1, we may assume that the residue field k = A/m is
algebraically closed. Moreover, by Proposition 2.3.1, we may further assume that
there are a find and sharp monoid Q and a homomorphism πQ : Q → MS,s such
that Q→MS,s¯ →MS,s¯ is bijective.
Let Ai = A/m
i+1, ρi : Ai → Ai−1 the canonical homomorphism and Ii =
Ker(ρi). Then, A0 = k and I
2
i = {0} for i ≥ 1. We set Xi = X ×S Spec(Ai),
MXi = MX |Xi , Yi = Y ×S Spec(Ai), MYi = MY |Yi . Moreover, the induced
morphisms MYi → MXi and MYi → MXi via h and h′ are denoted by hi and
h′i respectively. Note that h0 = h
′
0 at closed points of Xs by [6]. Moreover, by
Claim 3.1.2, hn = hn at closed points lying over s implies that hn+1 = h
′
n+1
at closed points lying over s. Therefore, we have hn = h
′
n at closed points of
Xs for all n ≥ 0. Let x be a closed point of X over s and y = φ(x). Since
h¯x¯ = h¯
′
x¯ as a homomorphism MY,y¯ → MX,x¯, for w ∈ MY,y¯, there is u ∈ O×X,x¯
with hx¯(w) = h
′
x¯(w) · u. Since hn = h′n, we can see that u − 1 ∈ mn+1OX,x¯. Note
that OX,x¯ is noetherian, which implies that
⋂
n=0m
n+1OX,x¯ = {0}. Therefore,
u = 1. ✷
As corollary of Theorem 3.1, we have the following:
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Corollary 3.2 (Rigidity theorem). Let f : X → S and g : Y → S be semistable
schemes over a locally noetherian scheme S, and let φ : X → Y be a morphism
over S. Let MX , MY and MS be fine log structures on X, Y and S respectively.
We assume that (X,MX) and (Y,MY ) are log smooth and integral over (S,MS)
and φ is admissible with respect to MY /MS. If we have log morphisms
(φ, h) : (X,MX)→ (Y,MY ) and (φ, h′) : (X,MX)→ (Y,MY )
over (S,MS) as extensions of φ : X → Y , then h = h′.
The following two lemmas was needed for the proof of Theorem 3.1.
Lemma 3.3. Let
X ′
pi′−−−−→ Y ′
µ
y yν
X
pi−−−−→ Y
be a commutative diagram of reduced algebraic schemes over an algebraically closed
field such that X and X ′ is equi-dimensional and µ is flat. Let Z be a closed subset
of Y . If π(T ) 6⊆ Z for any irreducible components T of X, then π′(T ′) 6⊆ ν−1(Z)
for any irreducible components T ′ of X ′.
Proof. We assume that π′(T ′) ⊆ ν−1(Z) for an irreducible component T ′ of
X ′. Then,
π(µ(T ′)) = ν(π′(T ′)) ⊆ ν(ν−1(Z)) ⊆ Z.
Let T be the Zariski closure of µ(T ′). If dimT < dimX , then
dimµ−1(x) ≥ dimT ′ − dimT > dimX ′ − dimX
for x ∈ µ(T ′), which is a contradiction because µ is flat. Thus, we have dimT =
dimX , which means that T is an irreducible component of X . On the other hand,
we know π(T ) ⊆ Z. This is contradict to our assumption. Therefore, we get our
lemma. ✷
Lemma 3.4. Let (A,m) be a noetherian complete local ring and A[[X1, . . . , Xn]]
the ring of formal power series of n-variables over A. For a fixed a ∈ m, let
R = A[[X1, . . . , Xn]]/(X1 · · ·Xn − a)
and J an ideal of R with J2 = 0. Let u1, . . . ul be elements of R and I1, . . . , Il
elements of Nn with Supp(Ii) ∩ Supp(Ij) = ∅ for i 6= j. We assume that (1)
u1 · · ·ul = 1, (2) XIiui = XIi in R for all i, and that (3) ui ≡ 1 mod J . Then,
we have u1 = · · · = ul = 1.
Proof. We set Σ = {I ∈ Nn | ∆ 6≤ I} and
A[[X1, . . . , Xn]]Σ =
{∑
I∈Σ
aIX
I | aI ∈ A
}
,
where ∆ = (1, . . . , 1). Then, by Lemma 1.1.2, the natural map A[[X1, . . . , Xn]]Σ →
R is bijective. Here we claim the following:
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Claim 3.4.1. Let T be an element of Nn. We set ΣT = {I ∈ Σ | I + T ≥ ∆}.
Then, for f ∈ A[[X1, . . . , Xn]]Σ, if XTf = 0 in R, then f can be written by a form
f =
∑
I∈ΣT
bIX
I .
If either T = (0, . . . , 0) or T ≥ ∆, then our assertion is trivial. Thus, we may
assume that T 6= (0, . . . , 0) and T 6≥ ∆. For I ∈ Nn, we can find a non-negative
integer a and J ∈ Σ with I = a∆ + J . We denote a and J by a(I) and J(I)
respectively. Here let us see that J(I + T ) 6∈ {S + T | S ∈ Σ \ ΣT } for I ∈ ΣT .
Indeed, since I ∈ ΣT , we can find i with I(i) = 0 and T (i) > 0. Thus,
J(I + T )(i) = T (i)− a(I + T ) < T (i).
Hence J(I + T ) 6∈ {S + T | S ∈ Σ \ ΣT }.
Here we set f =
∑
I∈Σ aIX
I . Then,
XT f =
∑
I∈ΣT
aIX
I+T +
∑
I∈Σ\ΣT
aIX
I+T
=
∑
I∈ΣT
aIa
a(I+T )XJ(I+T ) +
∑
I∈Σ\ΣT
aIX
I+T .
Thus, aI = 0 for I ∈ Σ \ ΣT .
Since ui ≡ 1 mod J , there is ai ∈ J with ui = 1 + ai. Then, XIiai = 0.
Moreover, since J2 = 0,
u1 · · ·ul = 1 + a1 + · · ·+ al = 1.
Hence a1 + · · ·+ al = 0. Since XIiai = 0, by the above claim, ai =
∑
I∈ΣIi
ci,IX
I ,
where ΣIi = {I ∈ Σ | I + Ii ≥ ∆}. Therefore,
l∑
i=1
∑
I∈ΣIi
ci,IX
I = 0.
Note that if I ∈ ΣIi and I ′ ∈ ΣIj for i 6= j, then I 6= I ′ because Supp(Ii) ∩
Supp(Ij) = ∅. Thus, we can see that ci,I = 0, which shows us ai = 0 for all i. ✷
4. Descent of log morphisms
Let A be a ring. Note that A gives rise to the commutative monoid (A,×) with
respect to the multiplication. A pre-log monoid over A is a monoidM together with
a homomorphism α : M → (A,×). Moreover, a pre-log monoid α : M → (A,×)
over A is called a log monoid if α induces an isomorphism α−1(A×)
∼−→ A×. We
often identify α−1(A×) with A×. First, let us see the following lemma:
Lemma 4.1. Let A be a ring and α :M → (A,×) a pre-log monoid over A. Then,
we have the following:
(1) A homomorphism α′ : M ⊞α−1(A×) A
× → A given by α′(m, a) = α(m)a is
well-defined.
(2) (α′)−1(A×)
∼−→ A×, that is, α′ :M ⊞α−1(A×)A× → A is a log monoid over
A.
The log monoid α′ : M ⊞α−1(A×) A
× → A as above is called the associated log
monoid of α :M → A.
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Proof. (1) This is obvious because the diagram
α−1(A×)
α−−−−→ A×y y
M
α−−−−→ A
is commutative.
(2) If the class of (m, a) belongs to (α′)−1(A×), then it is easy to see that
(m, a) ∼ (1, α(m)a). Moreover, if (1, a) ∼ (1, a′), then a = a′. Thus, we get our
assertion. ✷
Let α : M → A be a pre-log monoid over A and f : A → B a homomorphism
of rings. The associated log monoid M ⊞(f◦α)−1(B×) B
× of f ◦ α : M → (B,×) is
denoted by M ⊠A B and the canonical homomorphism M ⊠A B → B is denoted
by αB, that is, αB(m, b) = f(α(m))b. Note that the associated log monoid of
α :M → A is nothing more than M ⊠A A.
We say f is quasi-local if f−1(B×) = A×. Note that a local homomorphism of
local rings is quasi-local. More generally, if, for any maximal ideal m of A, there
is a maximal ideal n of B with f−1(n) = m, then f is quasi-local. If M is a log
monoid over A and f : A→ B is quasi-local, then M ⊠A B =M ⊞A× B×, namely,
(m, b) ∼ (m′, b′) if and only if there is a ∈ A× with (m, b)(a, f(a−1)) = (m′, b′).
Let β : N → A be another pre-log monoid over A. A homomorphism φ : M →
N is called a homomorphism over A if α = β ◦ φ, i.e., the following diagram is
commutative:
M
φ //
α
  A
AA
AA
AA
A N
β~~ ~
~~
~~
~
A
Note that if α : M → A and β : N → A are log monids over A, and φ is a
homomorphism over A, then φ(am) = aφ(m) for all m ∈ M and a ∈ A×. We
denote the set of all homomorphisms M → N over A by HomA(M,N).
More generally, let f : A → B be a homomorphism of rings and let α : M → A
and β : N → B be pre-log monoids over A and B respectively. Then, a homo-
morphism φ : M → N is called a homomorphism over f if f ◦ α = β ◦ φ, i.e., the
diagram
M
φ //
α

N
β

A
f // B
is commutative. The set of all homomorphisms φ : M → N over f is denoted by
Homf (M,N).
Lemma 4.2. Let f : A → B be a homomorphism of rings, and let α : M → A
and β : N → B be log monoids over A and B respectively. Then, there is a natural
isomorphism
Homf (M,N)
∼−→ HomB(M ⊠A B,N).
Proof. We define
γ : Homf (M,N)→ HomB(M ⊠A B,N)
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to be γ(φ)(m, b) = φ(m)b. This is well defined because the following diagram
(f ◦ α)−1(B×) f◦α−−−−→ B×y yβ−1
M
φ−−−−→ N
is commutative. We need to see that γ(φ) is a homomorphism over B. Indeed,
β ◦ γ(φ)(m, b) = β(φ(m)b) = β(φ(m))b = f(α(m))b = αB(m, b).
Next, we define
δ : HomB(M ⊠A B,N)→ Homf (M,N)
to be δ(φ′)(m) = φ′(m, 1). Since
β ◦ δ(φ′)(m) = β(φ′(m, 1)) = αB(m, 1) = f ◦ α(m),
δ(φ′) is a homomorphism over f .
With this notation,
(δ ◦ γ)(φ)(m) = δ(γ(φ))(m) = γ(φ)(m, 1) = φ(m)
and
(γ ◦ δ)(φ′)(m, b) = γ(δ(φ′))(m) = δ(φ′)(m)b = φ′(m, 1)b = φ′(m, b).
Therefore, we get our claim. ✷
Let α : M → A and β : N → A be pre-log monoids over A. Let φ : M → N be
a homomorphism over A and h : B → C be a homomorphism of A-algebras. Then,
there is a homomorphism
φ⊠ h :M ⊠A B → N ⊠A C
given by (φ ⊠ h)(m, b) = (φ(m), h(b)). This is well-defined. Indeed, let f : A→ B
and g : A→ C be the canonical homomorphisms with h ◦ f = g. Here we consider
µ : M → N ⊠A C and ν : B× → N ⊠A C given by µ(m) = (φ(m), 1) and
ν(b) = (1, h(b)). Then, for m ∈ (f ◦ α)−1(B×),
(1, h((f ◦ α)(m))) · (φ(m), 1) = (φ(m), 1) · (1, h(f(α(m))))
= (φ(m), 1) · (1, g(α(m)))
= (φ(m), 1) · (1, (g ◦ β)(φ(m))),
which means that (1, h((f ◦ α)(m))) ∼ (φ(m), 1) in N ⊠A C. Thus, the diagram
(f ◦ α)−1(B×) −−−−→ B×y yν
M
µ−−−−→ N ⊠A C
is commutative. Therefore, we have the homomorphism φ⊠h :M⊠AB → N⊠AC.
Lemma 4.3 (Descent lemma for log monoids). Let f : A → B be a faithfully flat
homomorphism of rings. Here we consider the descent exact sequence
0→ A f−→ B
p
−→
−→
q
B ⊗A B,
where p(b) = b⊗ 1 and q(b) = 1⊗ b. Then, we have the following:
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(1) Let α : M → A be a log monoid over A such that M is integral. Then, the
sequence
0→M =M ⊠A A id⊠f−→ M ⊠A B
id⊠p
−→
−→
id⊠q
M ⊠A (B ⊗A B)
is exact.
(2) Let α :M → A and β : N → A be log monoids over A such that M and N
are integral. Then, the sequence
0→ HomA(M,N) F−→ HomB(M ⊠A B,N ⊠A B)
P
−→
−→
Q
HomB⊗AB(M ⊠A (B ⊗A B), N ⊠A (B ⊗A B))
induced by the descent exact sequence is exact, where F , P and Q are given
as follows: First of all, F (φ) = φ ⊠ id. Note that f , p and q are quasi-
local. Thus, using the homomorphism B× → (B ⊗A B)× via p and (5) of
Lemma 2.1.1,{
M ⊠A (B ⊗A B) ∼−→ (M ⊠A B)⊠B (B ⊗A B),
N ⊠A (B ⊗A B) ∼−→ (N ⊠A B)⊠B (B ⊗A B).
Then, P (φ′) = φ′ ⊠p id(B⊗AB). The subscript p means that we use the
homomorphism B× → (B ⊗A B)× in terms of p. In the same way, using
the homomorphism B× → (B ⊗A B)× via q, Q(φ′) = φ′ ⊠q id(B⊗AB).
Proof. (1) First, let us see thatM
id⊠f−→ M⊠AB is injective. Indeed, we assume
that (m, 1) ∼ (m′, 1) in M ⊠A B. Then, there is a ∈ A× with (m, 1)(a, f(a−1)) =
(m′, 1) because f is quasi-local. Thus, f(a) = 1. Since f is faithfully flat, f is
injective. Therefore, a = 1. Hence m = m′.
It is easy to see that (id⊠p) ◦ (id⊠f) = (id⊠q) ◦ (id⊠f).
Finally, we assume (id⊠p)(m, b) = (id⊠q)(m, b) for some m ∈ M and b ∈ B×.
We set r = p◦f = q◦f . Then, there is a ∈ A× with (m, b⊗1)·(a, r(a−1)) = (m, 1⊗b)
because r is quasi-local. Thus, ma = m and (b ⊗ 1)r(a−1) = 1 ⊗ b. Here since M
is integral, a = 1. Therefore, b⊗ 1 = 1⊗ b. Hence b = f(a′) for some a′ ∈ A. Here
f is quasi-local. Thus, a′ ∈ A×. Hence, (m, b) = (id⊠f)(m, a) with a ∈ A×.
(2) We need to show that, for φ′ ∈ HomB(M ⊠A B,N ⊠A B), if P (φ′) = Q(φ′),
then there is a φ ∈ HomA(M,N) with F (φ) = φ′. Since the following diagrams
M ⊠A B
id⊠p //
φ′

M ⊠A (B ⊗A B)
P (φ′)

N ⊠A B
id⊠p // N ⊠A (B ⊗A B)
M ⊠A B
id⊠q //
φ′

M ⊠A (B ⊗A B)
Q(φ′)

N ⊠A B
id⊠q // N ⊠A (B ⊗A B)
are commutative, we have
(id⊠p) ◦ φ′ ◦ (id⊠f)(m) = P (φ′) ◦ (id⊠p) ◦ (id⊠f)(m)
= Q(φ′) ◦ (id⊠q) ◦ (id⊠f)(m)
= (id⊠q) ◦ φ′ ◦ (id⊠f)(m).
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Therefore, there is a unique n ∈ N such that φ′ ◦ (id⊠f)(m) = (id⊠f)(n). We
denote this n by φ(m). It is easy to see that φ is a homomorphism and the following
diagram is commutative:
M
id⊠f //
φ

M ⊠A B
φ′

N
id⊠f // N ⊠A B.
Finally, let us see that φ is a homomorphism over A. Indeed, since φ′ is a homo-
morphism over B and the following diagrams
M
id⊠f //
α

M ⊠A B
αB

A
f // B
N
id⊠f //
β

N ⊠A B
βB

A
f // B
are commutative,
f ◦ β ◦ φ = βB ◦ (id⊠f) ◦ φ = βB ◦ φ′ ◦ (id⊠f)
= αB ◦ (id⊠f) = f ◦ α.
Thus, α = β ◦ φ because f is injective. ✷
As a consequence of the above descent lemma, we have the following proposition:
Proposition 4.4. Let π : X ′ → X be a faithfully flat and quasi-compact morphism
of schemes and X ′′ = X ′ ×X X ′. Let p : X ′′ → X ′ and q : X ′′ → X ′ be the
projections to the first factor and the second factor respectively. Let M and N be
fine log structures on X, and let r = π ◦ p = π ◦ q. Then,
0→ HomOX (M,N) pi
∗
−→ HomOX′ (π∗(M), π∗(N))
p∗
−→
−→
q∗
HomOX′′ (r
∗(M), r∗(N))
is exact.
Proof. Let us begin with the following claim.
Claim 4.4.1. The map π∗ : HomOX (M,N) → HomOX′ (π∗(M), π∗(N)) is injec-
tive.
Let φ, ψ ∈ HomOX (M,N) with π∗(φ) = π∗(ψ). Since M and N are fine log
structures in the e´tale topology, it is sufficient to see that φx¯ = ψx¯ for all x ∈ X .
Choose x′ ∈ X ′ with π(x′) = x. Then, we can see{
π∗(M)x¯′ =Mx¯ ⊠OX,x¯ OX′,x¯′ ,
π∗(N)x¯′ = Nx¯ ⊠OX,x¯ OX′,x¯′ .
Therefore, the claim follows from Lemma 4.3.
Next we consider the descent problem, namely, if φ′ ∈ HomOX′ (π∗(M), π∗(N))
with p∗(φ′) = q∗(φ′), then there is φ ∈ HomOX (M,N) with π∗(φ) = φ′. For this
purpose, let us see the following claim:
Claim 4.4.2. Let {ρi : Ui → X}i∈I be an e´tale covering of X. If the descent
problem holds on Ui for each i ∈ I, then so does on X.
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Let φ′ ∈ HomOX′ (π∗(M), π∗(N)) with p∗(φ′) = q∗(φ′). Let si : Ui ×X Ui → Ui
and ti : Ui ×X Ui → Ui be the projection to the first factor and the second factor
respectively. We set the induced morphisms as follows:
X ′
pi

X ′Ui
ρ′ioo
pii

X ′Ui×XUi
pi′i

t′i
oo
s′ioo
X Ui
ρioo Ui ×X Ui
ti
oo
sioo
Then, by our assumption, for each i ∈ I, there is φUi ∈ HomOUi (MUi , NUi) with
π∗i (φUi ) = ρ
′
i
∗
(φ′). Here
π′i
∗
s∗i (φUi) = s
′
i
∗
π∗i (φUi ) = s
′
i
∗
ρ′i
∗
(φ′) = t′i
∗
ρ′i
∗
(φ′) = t′i
∗
π∗i (φUi) = π
′
i
∗
t∗i (φUi).
Thus, by the previous claim, s∗i (φUi) = t
∗
i (φUi) for each i ∈ I. Since M and N are
sheaves on the e´tale topology, there is φi ∈ HomOVi (MVi , NVi) with ρ∗i (φi) = φUi ,
where Vi = ρi(Ui). Moreover, by the previous claim, φi|Vi∩Vj = φj |Vi∩Vj . Thus,
there is φ ∈ HomOX (M,N) such that φ|Vi = φi for all i ∈ I.
By the above claims, we may assume that X = Spec(A) for some ring A. Thus,
using the quasi-compactness of π and the standard techniques as in the case of
modules, we may assume that X ′ = Spec(B) for some ring B faithfully flat over A.
Therefore, by Lemma 4.3, we have our assertion as in Claim 4.4.1. ✷
Theorem 4.5. Let f : X → S and g : Y → S be semistable schemes over a locally
noetherian scheme S, and let φ : X → Y be a morphism over S. Let MX, MY and
MS be fine log structures on X, Y and S respectively. We assume that (X,MX)
and (Y,MY ) are log smooth and integral over (S,MS) and φ is admissible with
respect to MY /MS. Then, we have the following:
(1) Let π : X ′ → X be a surjective and smooth morphism. If there is a log mor-
phism (φ ◦ π, h′) : (X ′, π∗(MX))→ (Y,MY ) over (S,MS), then it descends
to a log morphism (φ, h) : (X,MX)→ (Y,MY ) over (S,MS).
(2) Let π : S′ → S be a faithfully flat and quasi-compact morphism. Let X ′ =
X ×S S′, Y ′ = Y ×S S′ and φ′ = φ×S idS′ . We set the induced morphisms
as follows:
X
piX←−−−− X ′
f
y yf ′
S
pi←−−−− S′
Y
piY←−−−− Y ′
g
y yg′
S
pi←−−−− S′
If there is a log morphism (φ′, h′) : (X ′, π∗X(MX)) → (Y ′, π∗Y (MY )) over
(S′, π∗(MS)), then it descends to a log morphism (φ, h) : (X,MX) →
(Y,MY ) over (S,MS).
Proof. In the case of (1), it is easy to see that f ◦ π : X ′ → S is a semistable
scheme and φ ◦ π : X ′ → Y is admissible with respect to Supp(MY /MS) by
Lemma 3.3. Thus, (1) and (2) are consequences of Theorem 3.1, Proposition 4.4
and Lemma 4.2. ✷
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Corollary 4.6. Let f : X → S and g : Y → S be semistable schemes over a
locally noetherian scheme S, and let φ : X → Y be a morphism over S. Let MX ,
MY and MS be fine log structures on X, Y and S respectively. We assume that
(X,MX) and (Y,MY ) are log smooth and integral over (S,MS) and φ is admissible
with respect to MY /MS. Let {πi : Xi → X}i∈I and {µj : Yj → Y }j∈J be families of
smooth morphisms such that X =
⋃
i∈I πi(Xi) and Y =
⋃
j∈J µj(Yj). We assume
that, for each i ∈ I, there are j ∈ J and a log morphism (φi, hi) : (Xi, π∗i (MX))→
(Yj , µ
∗
j (MY )) with the following diagram commutative:
Xi
φi−−−−→ Yj
pii
y yµj
X −−−−→
φ
Y.
Then, there is a log morphism
(φ, h) : (X,MX)→ (Y,MY )
as an extension of φ : X → Y such that the diagram
(Xi, π
∗
i (MX))
(φi,hi)−−−−→ (Yj , µ∗j (MY ))
(pii,nat)
y y(µj ,nat)
(X,MX) −−−−→
(φ,h)
(Y,MY )
is commutative, where nat is the natural homomorphism.
Proof. We set Ui = πi(Xi). Then, by (1) of Theorem 4.5, there is a log mor-
phism
(φ|Ui , h′i) : (Ui, MX |Ui)→ (Y,MY )
such that the diagram
(Xi, π
∗
i (MX))
(φi,hi)−−−−→ (Yj , µ∗j (MY ))
(pii,nat)
y y(µj ,nat)
(Ui, MX |Ui) −−−−−−→(φ|Ui ,h′i)
(Y,MY )
is commutative. By using the rigidity theorem, we can construct
(φ, h) : (X,MX)→ (Y,MY )
such that (φ, h)|Ui = (φ|Ui , h′i). ✷
5. Dualizing sheaves of log semistable schemes
Let (f, h) : (X,MX) → (Y,MY ) be a morphism of fine log schemes. We say
(f, h) : (X,MX) → (Y,MY ) is free (or (X,MX) is free over (S,MS)) if, for any
x ∈ X , Coker(MgrY, ¯f(x) →M
gr
X,x¯) is a free abelian group.
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Proposition 5.1. Let S be a locally noetherian scheme and f : X → S a semistable
scheme over S. Let MX and MS be fine log structures of X and S respectively. We
assume that (X,MX) and (Y,MY ) are free, integral and log smooth over (S,MS).
Let ωX/S be the dualizing sheaf of X → S. Then, there is the canonical injective
homomorphism
φ : ωX/S → det(Ω1X/S(log(MX/MS)))
with the following properties:
(1) φ is the identity on the outside of Supp(MX/MS).
(2) Let us take the effective Cartier divisor BMX/MS with
φ(ωX/S)⊗OX(BMX/MS ) = det(Ω1X/S(log(MX/MS))),
that is, x ∈ Supp(BMX/MS ) if and only if φ is not surjective at x. Then,
BMX/MS is flat over S. (BMX/MS is called the boundary divisor of (X,MX)→
(S,MS).)
(3) Let x be a closed point of X and s = f(x). We set Q = MS,s¯ and P =
MX,x¯. Let h : Q → P be the induced homomorphism. Let α : MX → OX
be the canonical homomorphism. Here we define tx¯ ∈ OX,x¯ as follows:
(3.a) If h : Q → P splits, i.e., there is a submonoid N of P with P =
f(Q)×N , then
tx¯ =
∏
p∈Irr(N)
α(p˜),
where Irr(N) is the set of all irreducible elements of N and p˜’s are
elements of MX,x¯ with p˜ ≡ p mod O×X,x¯.
(3.b) If h : Q→ P does not split, i.e., h : Q→ P has a semistable structure
(σ, q0,∆, B) for some σ ⊆ P , q0 ∈ Q and ∆, B ∈ Nσ, then
tx¯ =
∏
p∈σ\Supp(∆)
α(p˜),
where p˜’s are elements of MX,x¯ with p˜ ≡ p mod O×X,x¯.
Then, OX,x¯(−BMX/MS ) = tx¯OX,x¯.
Proof. Let us begin with the following lemma:
Lemma 5.2. Let φ : (A,mA) → (B,mB) be a homomorphism of noetherian local
rings such that φ is essentially of finite type and smooth. Let g1, . . . , gr be a regular
sequence of B. We set I = (g1, . . . , gr) and C = B/I. Note that the dualizing sheaf
ωC/A of C over A is given by
n∧
ΩB/A ⊗B
r∧
(I/I2)∨ =
(
n∧
ΩB/A ⊗B C
)
⊗C
r∧
(I/I2)∨,
where (I/I2)∨ is the dual as a C-module. Then, there is the canonical homomor-
phism
c :
n−r∧
ΩC/A → ωC/A
with the following properties: Let f1, . . . , fn ∈ B such that df1, . . . , dfn form a free
basis of ΩB/A. For a subset S = {jr+1, . . . , jn} of {1, . . . , n},
c(df¯jr+1 ∧ · · · ∧ df¯jn) = ∆S · (g¯1 ∧ · · · ∧ g¯r)∨ ⊗C (df1 ∧ · · · ∧ dfn),
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where f¯jr+1 , . . . , f¯jn are the classes of fjr+1 , . . . , fjn in C, g¯1, . . . , g¯r are the classes
of g1, . . . , gr in I/I
2 and ∆S is given by the following equation:
dg1 ∧ · · · ∧ dgr ∧ dfjr+1 ∧ · · · ∧ dfjn = ∆S · (df1 ∧ · · · ∧ dfn).
We say ω0 = (g¯1 ∧ · · · ∧ g¯r)∨ ⊗C (df1 ∧ · · · ∧ dfn) is the basis of ωC/A with respect
to g1, . . . , gr, f1, . . . , fr.
Proof. This lemma is essentially proved in [7, Lemma 4.12 in Chapter 6].
Let N be a submodule of ΩB/A generated by dg1, . . . , dgr. Note that N ⊗B C
does not depend on the choice of regular sequences which generate I. Moreover,
(ΩB/A/N)⊗B C = ΩC/A. Here, we have a homomorphism
ρ :
r∧
N ⊗B
n−r∧
ΩB/A →
n∧
ΩB/A
given by ρ((x1 ∧ · · · ∧ xr)⊗ (xr+1 ∧ · · · ∧ xn)) = x1 ∧ · · · ∧ xn. Since
∧r+1N = 0,
the above homomorphism induces
ρ¯ :
r∧
N ⊗B
n−r∧
(ΩB/A/N)→
n∧
ΩB/A.
Therefore, by tensoring ⊗BC and by composing I/I2 → N ⊗B C, we get
ρ¯C :
r∧
(I/I2)⊗C
n−r∧
ΩC/A →
r∧
(N ⊗B C) ⊗C
n−r∧
ΩC/A →
n∧
ΩB/A ⊗B C.
Thus, ρ¯C gives rise to the canonical homomorphism
c :
n−r∧
ΩC/A →
(
n∧
ΩB/A ⊗B C
)
⊗C
r∧
(I/I2)∨ = ωC/A.
Let f1, . . . , fn ∈ B such that df1, . . . , dfn form a free basis of ΩB/A, and let S =
{jr+1, . . . , jn} be a subset of {1, . . . , n}. Then, note that
ρ¯C((g¯1 ∧ · · · ∧ g¯r)⊗ (df¯jr+1 ∧ · · · ∧ df¯jn))
= ρ((dg1 ∧ · · · ∧ dgr)⊗ (dfjr+1 ∧ · · · ∧ dfjn))⊗ 1
= (dg1 ∧ · · · ∧ dgr ∧ dfjr+1 ∧ · · · ∧ dfjn)⊗ 1
= ∆S · (df1 ∧ · · · ∧ dfn)⊗ 1.
Thus, we get the lemma. ✷
Let us go back to the proof of Proposition 5.1. We set X0 = X \Supp(MX/MS).
Then, f is smooth on X0 and the log structureMX on X0 is trivial overMS. Thus,
ωX/S
∣∣
X0
= det(Ω1X0/S) and det(Ω
1
X/S(log(MX/MS)))
∣∣∣
X0
= det(Ω1X0/S). There-
fore, we can take the canonical homomorphism
φ0 : ωX/S
∣∣
X0
→ det(Ω1X/S(log(MX/MS)))
∣∣∣
X0
as the identity map, so that our problem is how we can extend the homomorphism
φ0 on X . Note that an extension of φ is uniquely determined if it exists.
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Claim 5.2.1. Let g : S′ → S be a faithfully flat morphism of schemes. We set
X ′ = X ×S S′ and the induced morphisms as follows:
X ′
g′−−−−→ X
f ′
y yf
S′
g−−−−→ S.
Moreover, we set MS′ = g
∗(MS) and MX′ = g
′∗(MX). If there is an extension
φ′ : ωX′/S′ → det(Ω1X′/S′(log(MX′/MS′)))
of
φ′0 : ωX′/S′
∣∣
X′0
→ det(Ω1X′/S′(log(MX′/MS′)))
∣∣∣
X′0
,
then φ′ descends to an extension
φ : ωX/S → det(Ω1X/S(log(MX/MS)))
over X, where X ′0 = Supp(MX′/MS′) = g
′−1(X0). Further, if BMX′/MS′ is flat
over S′, then so is BMX/MS over S.
Let us consider S′′ = S′ ×S S′ and X ′′ = X ′ ×X X ′. Let p : S′′ → S′ and
p′ : X ′′ → X ′ (resp. q : S′′ → S′ and q′ : X ′′ → X ′) be the projections to the first
(resp. second) factor:
S′′
p
−→
−→
q
S′
g−→ S, X ′′
p′
−→
−→
q′
X ′
g′−→ X.
We set ρ = g ◦ p = g ◦ q and ρ′ = g′ ◦ p′ = g′ ◦ q′. Note that
ωX′/S′ = g
′∗(ωX/S)
det(Ω1X′/S′(log(MX′/MS′))) = g
′∗(det(Ω1X/S(log(MX/MS))))
ωX′′/S′′ = ρ
′∗(ωX/S)
det(Ω1X′′/S′′(log(MX′′/MS′′))) = ρ
′∗(det(Ω1X/S(log(MX/MS)))).
Thus, by virtue of the uniqueness of extension, we can see that p′∗(φ′) = q′∗(φ′).
Hence, by using descent theory, φ′ descends to an extension
φ : ωX/S → det(Ω1X/S(log(MX/MS)))
overX . Further, by the definition of boundary divisors, BMX′/MS′ = g′
−1
(BMX/MS ).
Thus, the natural morphism BMX′/MS′ → BMX/MS is faithfully flat. Therefore, ifBMX′/MS′ is flat over S′, then so is BMX/MS over S.
Moreover, let us consider one more similar claim:
Claim 5.2.2. Let u : U → X be an e´tale morphism. We set MU = u∗(MX). If
there is an extension
φ′ : ωU/S → det(Ω1U/S(log(MU/MS)))
of
φ′0 : ωU/S
∣∣
U0
→ det(Ω1U/S(log(MU/MS)))
∣∣∣
U0
,
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then φ′ descends to an extension
φ : ωX/S
∣∣
u(U)
→ det(Ω1X/S(log(MX/MS)))
∣∣∣
u(U)
,
where U0 = u
−1(X0). Further, if BMU/MS is flat over S, then so is BMX/MS
∣∣
u(U)
over S.
Let U ′ = U ×X U and p : U ′ → U (resp. q : U ′ → U) be the projection to the
first (resp. second) factor. Note that
ωU/S = u
∗(ωX/S)
det(Ω1U/S(log(MU/MS))) = u
∗(det(Ω1X/S(log(MX/MS))))
ωU ′/S = u
′∗(ωX/S)
det(Ω1U ′/S(log(MU ′/MS))) = u
′∗(det(Ω1X/S(log(MX/MS)))),
where u′ = u ◦ p = u ◦ q and MU ′ = u′∗(MX). Thus, using the uniqueness of
extension and descent theory, we can see our claim in the same way as in the
previous claim.
Finally, we claim the following:
Claim 5.2.3. φ0 extends to φ : ωX/S → det(Ω1X/S(log(MX/MS))). Moreover, if
we take tx¯ as in (3) of Proposition 5.1 for x ∈ X, then
φ(ωX/S)x¯ = tx¯ det(Ω
1
X/S(log(MX/MS)))x¯
and OX,x¯/tx¯OX,x¯ is flat over OS,s¯.
Clearly we may assume that S = Spec(A) for some noetherian local ring (A,m).
Let x be a closed point of X lying over m. Then, by using Proposition 2.3.1 and
[EGA III, Chapter 0, 10.3.1] together with Claim 5.2.1 and Lemma 5.3 below, we
may further assume the following:
(i) There is a fine and sharp monoid Q and a homomorphism πQ : Q→MS,s
such that Q→MS,s →MS,s¯ is bijective.
(ii) k = A/m is algebraically closed and the natural homomorphism A/m to
the residue field of X at x is an isomorphism.
Then, we have a good chart of (X,MX) → (S,MS) at x, namely, there are a fine
and sharp monoid P and homomorphisms πP : P → MX,s¯ and h : Q → P such
that P →MX,x¯ →MX,x¯ is bijective, the diagram
Q
h−−−−→ P
piQ
y ypiP
MS,s¯ −−−−→ MX,x¯
is commutative and that the natural homomorphism
OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ]→ OX,x¯
is smooth. Note that it is sufficient to construct the extension of φ0 over OX,x¯ by
Claim 5.2.2.
Here we need to take care of the following two cases because (X,MX) is free
over (S,MS):
(A) f is smooth at x.
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(B) f is not smooth at x and h : Q→ P does not split.
For the case (A), there is a submonoid N of P such that P = h(Q)×N and N
is isomorphic to Na for some non-negative integer a. Then,
OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ] ≃ OS,s¯[Na] = OS,s¯[X1, . . . , Xa].
Thus, adding more indeterminates Xa+1, . . . , Xn, OX,x¯ is e´tale over
OS,s¯[X1, . . . , Xn].
Therefore, it is sufficient to see our assertion on X ′ = Spec(OS,s¯[X1, . . . , Xn])
around the origin o = (mS,s¯, X1, . . . , Xn). Then, the bases of
ωX′/S,o¯ and det(Ω
1
X′/S(log(MX′/MS))o¯
are
dX1 ∧ · · · ∧ dXn and dX1
X1
∧ · · · ∧ dXa
Xa
∧ dXa+1 ∧ · · · ∧ dXn
respectively. Hence, we get the first and second assertions. Moreover, in this case,
tx¯ = X1 · · ·Xa. Thus, the last assertion follows from Remark 1.1.3.
Finally, we consider the case (B). Here we set σ = {p1, . . . , pr} with Supp(∆) =
{p1, . . . , pl}. Then, OX,x¯ is e´tale over
OS,s¯[X1, . . . , Xl, Xl+1, . . . , Xr, Xr+1. . . . , Xn]/(X1 · · ·Xl − aXbl+1l+1 · · ·Xbrr ),
where the class of Xi (i = 1, . . . , l) is α(πP (pi)), bj = B(pj) (j = l + 1, . . . , r)
and a = α(πQ(q0)). We denote the class of Xi by xi. Moreover, the polynomial
X1 · · ·Xl − aXbl+1l+1 · · ·Xbrr is denoted by F . As in the case (A), it is sufficient
to see our assertion on X ′ = Spec(OS,s¯[X1, . . . , Xn]/(F )) around the origin o =
(mS,s¯, X1, . . . , Xn). Here we set
ωi =
{
d log(p1) ∧ · · · ∧ ̂d log(pi) ∧ · · · ∧ d log(pr) ∧ dxr+1 ∧ · · · ∧ dxn if 1 ≤ i ≤ r
d log(p1) ∧ · · · ∧ d log(pr) ∧ dxr+1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn if r < i ≤ n
as an element of det(Ω1X′/S(log(MX′/MS)). Then, it is easy to see that
ωi =

(−1)i−1ω1 if 1 ≤ i ≤ l
(−1)ibiω1 if l < i ≤ r
0 if r < i ≤ n
because
d log(p1) + · · ·+ d log(pl) = bl+1d log(pl+1) + · · ·+ brd log(pr).
Let
λ = (F )∨ ⊗ dX1 ∧ · · · ∧ dXn|X0 ∈ ((F )/(F 2))∨ ⊗ det(Ω1AS/S)
∣∣∣
X′
be the basis of ωX′/S with respect to F,X1, . . . , Xn as in Lemma 5.2, and let
φ : ωX′/S → det(Ω1X′/S(log(MX′/MS))
be a homomorphism given by φ(λ) = xl+1 · · ·xr · ω1. Moreover, let
c :
n−1∧
Ω1X′/S → ωX′/S
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be the canonical homomorphism described in Lemma 5.2 and let
c′ :
n−1∧
Ω1X′/S → det(Ω1X′/S(log(MX′/MS))
be the natural homomorphism. More precisely, c is given by
c(dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn) = ∆i · λ,
where ∆i is determined by
dF ∧ dX1 ∧ · · · ∧ d̂Xi ∧ · · · ∧ dXn = ∆i · dX1 ∧ · · · ∧ dXn.
Thus, ∆i = (−1)i−1(∂F/∂Xi). In order to see our assertion, it is sufficient to show
that the following diagram
det(Ω1X′/S(log(MX′/MS))
∧n−1
Ω1X′/S
c′
55kkkkkkkkkkkkkk
c
))SSS
SSS
SSS
SSS
SSS
ωX′/S
φ
OO
is commutative. Indeed,
∧n−1
Ω1X′/S is generated by {dx1 ∧ · · · ∧ d̂xi ∧ · · · dxn}ni=1.
Thus, we need to see that
φ(c(dx1 ∧ · · · ∧ d̂xi ∧ · · · dxn)) = x1 · · · x̂i · · ·xr · ωi
for all i. In the case where 1 ≤ i ≤ l,
β(c(dx1 ∧ · · · ∧ d̂xi ∧ · · · dxn)) = β((−1)i−1(∂F/∂Xi)λ)
= (−1)i−1x1 · · · x̂i · · ·xl · xl+1 · · ·xr · ω1
= x1 · · · x̂i · · ·xr · ωi.
In the case where l < j ≤ r,
β(c(dx1 ∧ · · · ∧ d̂xi ∧ · · · dxn)) = β((−1)i−1(∂F/∂Xi)λ)
= (−1)ibiaxbl+1l+1 · · ·xbi−1i · · ·xbrr · xl+1 · · ·xr · ω1
= ax
bl+1
l+1 · · ·xbii · · ·xbrr · xl+1 · · · x̂i · · ·xr · ωi
= x1 · · · x̂i · · ·xr · ωi.
Finally, in the case where j > r,
β(c(dx1 ∧ · · · ∧ d̂xi ∧ · · · dxn)) = β((−1)i−1(∂F/∂Xi)λ) = 0 = x1 · · · x̂i · · ·xr · ωi.
Moreover, in this case, tx¯ = xl+1 · · ·xr . Therefore, OX,x¯/tx¯OX,x¯ is e´tale over a
ring
R = OS,s¯[X1, . . . , Xn]/(X1 · · ·Xl − aXbl+1l+1 · · ·Xbrr , Xl+1 · · ·Xr).
Note that if we set D = OS,s¯[Xl+1, . . . , Xn]/(Xl+1 · · ·Xr), then
R ≃ D[X1, . . . , Xl]/(X1 · · ·Xl − axbl+1l+1 · · ·xbrr ),
where xl+1, . . . , xr are the classes of Xl+1, . . . , Xr in D. By using Remark 1.1.3, D
is flat over OS,s¯ and R is flat over D. Thus, R is flat over OS,s¯. ✷
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Lemma 5.3. Let A be a ring, M an A-module, and N1 and N2 A-submodules of
M . Let f : A → B be a ring homomorphism such that B is faithfully flat over A.
If N1 ⊗A B = N2 ⊗A B as B-submodules of M ⊗A B, then N1 = N2.
Proof. For each i = 1, 2, let us consider a sequence
(5.3.1) 0→ Ni → N1 +N2 → 0,
which gives rise to
(5.3.2) 0→ Ni ⊗A B → (N1 +N2)⊗A B → 0.
Here, since N1 ⊗A B = N2 ⊗A B, we have (N1 +N2)⊗A = Ni ⊗A B. Thus, (5.3.2)
is exact, which implies that so is (5.3.1). Thus, N1 = N2 = N1 +N2. ✷
6. Extension of log morphisms
Let S be a locally noetherian scheme and f : X → S a semistable scheme over
S. Let MX and MS be fine log structures of X and S respectively. We assume
that (X,MX) are free, integral and log smooth over (S,MS). Note that, for a
point x ∈ Sing(f) and s = f(x), MS,s¯ → MX,x¯ does not split. Thus, it has the
unique semistable structure (σ, q0,∆, B), where σ is the set of irreducible elements
of MX,x¯ not lying in the image of MS,s¯, q0 ∈ MS,s¯ and ∆, B ∈ Nσ. Recall that
this q0 is called the marking of MS,s¯ →MX,x¯ (cf. Definition 2.2.4). We dente this
by markMX/MS (x). Thus, we have a map
markMX/MS : Sing(f)→
∐
s∈S
MS,s¯.
If we fix s ∈ S, then we get
markMX/MS
∣∣
Xs¯
→MS,s¯,
whereXs¯ is the geometric fiber over s. Note that markMX/MS
∣∣
Xs¯
is locally constant
(cf Proposition 2.2.5). We say markMX/MS is regular if markMX/MS (x) is regular
for every x ∈ Sing(Xs¯).
Theorem 6.1. Let (A, tA) be a discrete valuation ring and f : X → Spec(A) a
generically smooth semistable scheme over S = Spec(A). Let MS be a fine log
structure on S and let MX and M
′
X be fine log structures on X. Let (f, h) :
(X,MX) → (S,MS) and (f, h′) : (X,M ′X) → (S,MS) be free, smooth and integral
morphisms. If BMX/MS = BM ′X/MS , markMX/MS = markM ′X/MS and markMX/MS
is regular, then there is an isomorphism
(id, h) : (X,M ′X)
∼−→ (X,MX)
over (S,MS).
Proof. Before starting the proof of Theorem 6.1, we need several preparations.
Let (A,m) be a noetherian regular local ring and R the ring of formal power series
of n-variables over A, i.e., R = A[[X1, . . . , Xn]]. An element of f =
∑
I aIX
I of R
is said to be primitive if there is no prime element p of A such that p | aI for all I.
Then, we have the following:
Lemma 6.2. (1) For a non-zero f ∈ R, there are a ∈ A and f ′ ∈ R such that
f = af ′ and f ′ is primitive.
(2) If f and g are primitive elements of R, then so is fg.
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(3) Let a and b be non-zero elements of A, and let f and g be primitive elements
of R. If af = bg, then there is u ∈ A× with b = ua.
(4) If a is a non-zero element of m, then X1 · · ·Xn − a is a prime element of
R.
Proof. (1) For g =
∑
I∈Nn gIX
I ∈ R, the ideal of A generated by {gI}I∈Nn is
denoted by I(g). If g 6= 0 and there is a prime element p ∈ A with g = pg′ for
some g′ ∈ R, then I(g) = pI(g′). In particular, I(g) ( I(g′). Thus, we have our
assertion because A is noetherian.
(2) We assume that there is a prime element p such that p divides all coefficient
of fg. Then, fg = 0 in (A/pA)[[X1, . . . , Xn]]. Thus, either f = 0 or g = 0 in
(A/pA)[[X1, . . . , Xn]] because (A/pA)[[X1, . . . , Xn]] is an integral domain. This is a
contradiction.
(3) It is sufficient to see that if a is divisible by a prime element p, then so is b
by p. Indeed, since p divides a, af = 0 in (A/pA)[[X1, . . . , Xn]]. Thus, bg = 0 in
(A/pA)[[X1, . . . , Xn]]. We set g =
∑
I gIX
I . Then, since g is primitive, there is I
such that gI 6= 0 in A/pA. Then, bgI = 0 in A/pA, which implies that b = 0 in
A/pA.
(4) We assume that there is a decomposition
X1 · · ·Xn − a = fg
with f, g 6∈ R×. We consider the above decomposition in (A/m)[[X1, . . . , Xn]].
Then, renumbering X1, . . . , Xn and replacing f by (unit) · f , we may set
f¯ = X1 · · ·Xi and g¯ = Xi+1 · · ·Xn,
where f¯ and g¯ are the classes of f and g in (A/m)[[X1, . . . , Xn]]. If i = n, then g is
a unit. Thus, i < n. Here we can find h, k ∈ m[[X1, . . . , Xn]] with f = X1 · · ·Xi+h
and g = Xi+1 · · ·Xn + k. Therefore,
X1 · · ·Xn − a = (X1 · · ·Xi + h)(Xi+1 · · ·Xn + k).
Thus,
−a = (X1 · · ·Xi + h(X1, . . . , Xn−1, 0))k(X1, . . . , Xn−1, 0).
Here, by (1), there is b ∈ A and k′ ∈ A[[X1, . . . , Xn−1]] such that
k(X1, . . . , Xn−1, 0) = bk
′
and k′ is primitive. Thus, by (2) and (3), we have u ∈ A× with b = −au. Hence,
1 = (X1 · · ·Xi + h(X1, . . . , Xn−1, 0))k′u.
Therefore, 1 = h(0, . . . , 0)k′(0, . . . , 0)u, which means that h(0, . . . , 0) ∈ A×. This
is a contradiction because h ∈ m[[X1, . . . , Xn]]. ✷
Next, we consider primary decompositions in the special rings.
Proposition 6.3. Let (A, tA) be a discrete valuation ring and
R = A[[X1, . . . , Xl, Y1, . . . , Yn]]/(X
∆ − utaY B),
where u is a unit, a is a positive integer, ∆ = (1, . . . , 1) ∈ Nl and B ∈ Nn. Let I be
an element of Nn such that I(j) ≤ B(j) for all j = 1, . . . , n. We denote the class of
Xi and the class of Yj in R by xi and yj respectively. Then, we have the following:
(1) R is an integral domain.
RIGIDITY OF MORPHISMS FOR LOG SCHEMES 47
(2) The ideals (xi, t) (1 ≤ i ≤ l) and (xi, yj) (1 ≤ i ≤ l, j ∈ Supp(B)) of R are
distinct prime ideals such that dimR/(xi, t) = dimR/(xi, yj) = l + n − 1
for all i = 1, . . . , l and all j ∈ Supp(B).
(3) (tayI) = (x1, t
ayI) ∩ · · · ∩ (xl, tayI).
(4) For each i = 1, . . . , l,
(xi, t
ayI) = (xi, t
a) ∩
⋂
j∈Supp(I)
(xi, y
I(j)
j )
is a primary decomposition with no embedded primes. Moreover,
√
(xi, ta) =
(xi, t) and
√
(xi, y
I(j)
j ) = (xi, yj).
(5) Let j1, . . . , jr be distinct elements of {1, . . . , n}. Then,
(yj1 · · · yjr ) = (yj1) ∩ · · · ∩ (yjr ).
(6) If j 6∈ Supp(B), then yj is a prime element of R. Moreover, if j ∈ Supp(B),
then (yj) = (x1, yj) ∩ · · · ∩ (xl, yj) is a primary decomposition with no
embedded primes.
Proof. (1) This is a consequence of Lemma 6.2.
(2) It is easy to see these facts by the following canonical isomorphisms:
R/(xi, t) ≃ (A/tA)[[X1, . . . , X̂i, . . . , Xl, Y ]].
R/(xi, yj) ≃ A[[X1, . . . , X̂i, . . . , Xl, Y1, . . . , Ŷj , . . . , Yn]] (j ∈ Supp(B)).
(3) Let us begin with the following claim:
Claim 6.3.1. Let f be an element of A[[X,Y ]], and let I ∈ Nn. If
f |Xi=0 = f(X1, . . . , Xi−1, 0, Xi+1, . . . , Xl, Y )
is divisible by taY I for every i = 1, . . . , l, then there are g, h ∈ A[[X,Y ]] with
f = taY Ig +X∆h.
We set
f = f1 +X1f2 +X1X2f3 + · · ·+X1 · · ·Xl−1fl +X1 · · ·Xlh,
where h ∈ A[[X,Y ]] and fi ∈ A[[X1, . . . , Xi−1, Xi+1, . . . , Xl, Y ]]. Here we see
taY I | fi for every i = 1, . . . , l by induction on i. In the case where i = 1,
f1 = f(0, X2, . . . , Xl, Y ). Thus, t
aY I | f1. In general,
f |Xi=0 = f1|Xi=0 +X1 f2|Xi=0 + · · ·+X1 · · ·Xi−1fi.
Thus, using hypothesis of induction, we can see that taY I | fi. Therefore, we get
the claim.
Clearly, (tayI) ⊆ (x1, tayI) ∩ · · · ∩ (xl, tayI). We assume
f¯ ∈ (x1, tayI) ∩ · · · ∩ (xl, tayI),
where f ∈ A[[X,Y ]]. Since f¯ ∈ (xi, tayI), there are v, w, z ∈ A[[X1, . . . , Xn]] with
f = Xiv + t
aY Iw + (X∆ − utaY B)z. Thus,
f |Xi=0 =
(
w|Xi=0 − (uz)|Xi=0 Y B−I
)
taY I .
Thus, by the above claim, there are g, h ∈ A[[X1, . . . , Xn]] with f = taY Ig +X∆h.
Therefore, f¯ ∈ (tayI).
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(4) The decomposition
(xi, t
ayI) = (xi, t
a) ∩
⋂
j∈Supp(I)
(xi, y
I(j)
j )
is obvious because
R/(xi, t
ayI) ≃ A[[X1, . . . , X̂i, . . . , Xn, Y ]]/(taY I).
We need to show that (xi, t
a) and (xi, y
I(j)
j ) are primary ideals and
√
(xi, ta) =
(xi, t) and
√
(xi, y
I(j)
j ) = (xi, yj). Let us see the following claim:
Claim 6.3.2. Let C be a noetherian ring. If C satisfies the property:
xy = 0 and y 6∈
√
0 =⇒ x = 0,
then C[[T ]] holds the same property and
√
0C[[T ]] =
√
0C [[T ]].
Since C is noetherian, there is a positive integer N such that
√
0C
N
= 0. Thus,
it is easy to see that
√
0C[[T ]] =
√
0C [[T ]]. We assume that fg = 0 and g 6∈
√
0C[[T ]].
We set g =
∑
i giT
i. If ai ∈
√
0C for all i, then g ∈
√
0C[[T ]]. Thus, there is i such
that gi 6∈
√
0C and g0, . . . , gi−1 ∈
√
0C . Here we set g1 = g0+ · · ·+ gi−1T i−1. Then
g = g1 + T
ig2 and g2(0) 6∈
√
0C . Note that
f(g − g1)N =
N∑
j=0
(−1)N−i
(
N
i
)
fgigN−i1 = (−1)NfgN1 = 0.
Hence, fgN2 = 0. By this observation, we may assume that g0 6∈
√
0C . We set
f =
∑
i fiT
i. Then, fg = f0g0+· · · = 0. Thus, f0 = 0. Hence fg = f1g0T+· · · = 0.
Therefore, f1 = 0. In the same way, we can see fi = 0 for all i.
First of all,
R/(xi, t
a) = (A/taA)[[X1, . . . , X̂i, . . . , Xl, Y ]].
Thus, by the previous claim, (xi, t
a) is a primary ideal and√
0R/(xi,ta) = (tA/t
aA)[[X1, . . . , X̂i, . . . , Xl, Y ]],
i.e.,
√
(xi, ta) = (xi, t). Moreover, if I(j) 6= 0, then
R/(xi, y
I(j)
j ) = A[[X1, . . . , X̂i, . . . , Xl, Y ]]/(Y
I(j)
j ).
Therefore, (xi, y
I(j)
j ) is a primary and
√
(xi, y
I(j)
j ) = (xi, yj).
(5) First, we assume that A is complete. Let π : A[[X,Y ]]→ R be the canonical
homomorphism. Here we consider Γ = {C ∈ Nl | Supp(∆) 6⊆ Supp(C)}. Then, by
Lemma 1.1.2, the map ∑
C∈Γ,D∈Nn
aC,DX
CY D | aC,D ∈ A
 pi−→ R
is bijective. In order to see out assertion, it is sufficient to see that if yja di-
vides yj1 · · · yja−1f , then yja divides f . We set f =
∑
C∈Γ,D∈Nn aC,Dx
CyD and
yj1 · · · yja−1f = yja
∑
C∈Γ,D∈Nn bC,Dx
CyD. Then,∑
C∈Γ,D∈Nn
aC,Dx
CyD+ej1+···+eja−1 =
∑
C∈Γ,D∈Nn
bC,Dx
CyD+eja .
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Thus, ∑
C∈Γ,D∈Nn
aC,DX
CY D+ej1+···+eja−1 =
∑
C∈Γ,D∈Nn
bC,DX
CY D+eja
in A[[X,Y ]]. Therefore, if D(ja) = 0, then aC,D = 0. Hence,
f =
∑
C∈Γ,D∈Nn
aC,D+ejax
CyD+eja = yja
∑
C∈Γ,D∈Nn
aC,D+ejax
CyD.
Thus, we get (5) in the case where A is complete.
In general, let Â be the completion of A. We set
R′ = Â[[X1, . . . , Xl, Y1, . . . , Yn]]/(X
∆ − utaY B),
Then, R′ is faithfully flat over R′. By the previous observation,
yj1 · · · yjrR′ = yj1R′ ∩ · · · ∩ yjrR′.
Therefore, using the faithfully flatness of R′ over R,
yj1 · · · yjrR = (yj1 · · · yjrR′) ∩R = (yj1R′ ∩ · · · ∩ yjrR′) ∩R
= ((yj1R
′) ∩R) ∩ · · · ∩ ((yjrR′) ∩R) = yj1R ∩ · · · ∩ yjrR.
(6) We assume that j 6∈ Supp(B). Since
R/(yj) ≃ A[[X,Y1, . . . , Ŷj , . . . , Yn]]/(X∆ − (u|Xj=0)taY B),
this is an integral domain by (1).
Next we assume that j ∈ Supp(B). Then
R/(yj) ≃ A[[X,Y1, . . . , Ŷj , . . . , Yn]]/(X∆).
Thus, we get our assertion. ✷
Finally, we consider the following proposition.
Proposition 6.4. Let (A, tA) be a discrete valuation ring and R an A-algebra. We
assume that we have two isomorphisms
φ : C = A[[X1, . . . , Xl, Y1, . . . , Yn]]/(X
∆ − utaY B) ∼−→ R
and
φ′ : C′ = A[[X ′1, . . . , X
′
l , Y
′
1 , . . . , Y
′
n]]/(X
′∆ − u′taY ′B
′
)
∼−→ R
over A, where l ≥ 2, u and u′ are units, a is a positive integer, ∆ = (1, . . . , 1) ∈ Nl
and B,B′ ∈ Nn. We denote the class of Xi and the class of Yj in C by xi and yj
respectively, and the class of X ′i and the class of Y
′
j in C
′ by x′i and y
′
j respectively.
We assume that there are subsets Γ and Γ′ of {1, . . . , n} such that Supp(B) ⊆ Γ,
Supp(B′) ⊆ Γ′ and that ∏j∈Γ′ φ′(y′j) = v∏j∈Γ φ(yj) for some v ∈ R×. Then, after
renumbering X1, . . . , Xl, Y1, . . . , Yn, X
′
1, . . . , X
′
l and Y
′
1 , . . . , Y
′
n, we have Γ = Γ
′,
B = B′ and there are families {ui}li=1 and {vj}j∈Γ of R× such that φ′(x′i) = uiφ(xi)
for all i = 1, . . . , l and φ′(y′j) = vjφ(yj) for all j ∈ Γ.
Proof. By abuse of notation, φ(xi), φ(yj), φ
′(x′i) and φ
′(y′j) are denoted by xi,
yj, x
′
i and y
′
j respectively. First, we claim the following:
Claim 6.4.1. Renumbering X1, . . . , Xl and X
′
1, . . . , X
′
l , there are z1, . . . , zl ∈ R×
and w1, . . . , wl such that x
′
i = zixi + t
awi for all i = 1, . . . , l.
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By (3) and (4) of Proposition 6.3 for I = 0,
(ta) = (x1, t
a) ∩ · · · ∩ (xl, ta) = (x′1, ta) ∩ · · · ∩ (x′l, ta)
are primary decompositions with no embedded primes. Thus, renumberingX1, . . . , Xl
and X ′1, . . . , X
′
l , we have (xi, t
a) = (x′i, t
a) for i = 1, . . . , l. Therefore, there are
zi, wi, z
′
i, w
′
i ∈ R with {
xi = x
′
iz
′
i + t
aw′i
x′i = xizi + t
awi
Thus, xi = ziz
′
ixi + t
a(wiz
′
i + w
′
i), which implies that (1 − ziz′i)xi ≡ 0 mod tR. If
ziz
′
i ∈ (t, x1, . . . , xl, y1, . . . , yn), then (1− ziz′i) ∈ R×. Thus, xi ≡ 0 mod tR. This
is a contradiction because l ≥ 2. Therefore, ziz′i ∈ R×, i.e., zi, z′i ∈ R×.
By using (5) and (6) of Proposition 6.3, if we set I = (y1 · · · yr) = (y′1 · · · y′r′),
then
I =
⋂
j∈Γ\Supp(B)
(yj) ∩
⋂
j∈Supp(B)
(x1, yj) ∩ · · · ∩ (xl, yj)
=
⋂
j∈Γ\Supp(B′)
(y′j) ∩
⋂
j∈Supp(B′)
(x′1, y
′
j) ∩ · · · ∩ (x′l, y′j)
are primary decompositions with no embedded primes. Here we claim the following;
Claim 6.4.2. (i) (yj) 6= (x′i′ , y′j′) for j ∈ Γ, i′ ∈ {1, . . . , l} and j′ ∈ Γ′. More-
over, (y′j′ ) 6= (xi, yj) for j′ ∈ Γ′, i ∈ {1, . . . , l} and j ∈ Γ.
(ii) If (xi, yj) = (x
′
i′ , y
′
j′), then i = i
′, where i, i′ ∈ {1, . . . , l}, j ∈ Γ and j′ ∈ Γ′.
(iii) If (x1, yj) = (x
′
1, y
′
j′) for some j ∈ Γ and j′ ∈ Γ′, then (xi, yj) = (x′i, yj′)
for all i = 1, . . . , l.
(i) We assume that (yj) = (x
′
i′ , y
′
j′). Note that x
′
i′ = 0 in R/(t, x
′
i′ , y
′
j′). Since
x′i′ = zi′xi′ + twi′ , xi′ = 0 in R/(t, x
′
i′ , y
′
j′). On the other hand, xi′ 6= 0 in R/(t, yj).
This is a contradiction.
(ii) xi = 0 in R/(t, xi, yj). Thus, in the same way as (i), x
′
i = 0 in R/(t, xi, yj).
On the other hand, if i 6= i′, then x′i 6= 0 in R/(t, x′i′ , y′j′). Thus, i = i′.
(iii) By using (i), (ii) and the above primary decompositions, we can see (xi, yj) =
(x′i, y
′
j′′) for some 1 ≤ j′′ ≤ r′. Thus, (t, x1, . . . , xl, yj) = (t, x′1, . . . , x′l, y′j′′ ). On the
other hand, since (x1, yj) = (x
′
1, y
′
j′), we have (t, x1, . . . , xl, yj) = (t, x
′
1, . . . , x
′
l, y
′
j′).
Therefore, j′ = j′′.
By the above claim, renumbering Y1, . . . , Yn and Y
′
1 , . . . , Y
′
n, we have Γ = Γ
′.
Moreover, (yj) = (y
′
j) if j 6∈ Supp(B) and (x1, yj) = (x′1, y′j), . . . , (xl, yj) = (x′l, y′j)
if j ∈ Supp(B). In particular, (yj) = (y′j) for all j ∈ Γ, namely, there is vj ∈ R×
with y′j = vjyj .
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Here, using Claim 6.4.1,
taφ′(u′)y′
B′
= x′1 · · ·x′l
= (z1x1 + t
aw1) · · · (zlxl + tawl)
= z1 · · · zlx1 · · ·xl + ta
∑
i
wiz1 · · · ẑi · · · zlx1 · · · x̂i · · ·xl + t2ah
= taz1 · · · zlφ(u)yB + ta
∑
i
wiz1 · · · ẑi · · · zlx1 · · · x̂i · · ·xl + t2ah
for some h ∈ R. Therefore, we get
φ′(u′)y′
B′
= z1 · · · zlφ(u)yB +
∑
i
wiz1 · · · ẑi · · · zlx1 · · · x̂i · · ·xl + tah.
Hence, since y′j = vjyj for j ∈ Γ,
φ′(u′)
∏
j∈Γ
v
B′(j)
j
 yB′ ≡ z1 · · · zlφ(u)yB mod (t, x1, . . . , xl).
Note that (A/tA)[[Y ]]
∼−→ R/(t, x1, . . . , xl). Thus, B = B′. Therefore, if we set
J = (tayB) = (tay′
B′
), then, by using (3) and (4) of Proposition 6.3 for I = B, we
have two primary decompositions of J :
J =
l⋂
i=1
(xi, ta) ∩ ⋂
j∈Supp(B)
(xi, y
B(j)
j )
 = l⋂
i=1
(x′i, ta) ∩ ⋂
j∈Supp(B)
(x′i, y
′B(j)
j )
 .
First of all, (xi, t
a) = (x′i, t
a) for all i = 1, . . . , l. Moreover, if (xi, yj) = (x
′
i′ , y
′
j′) for
i, i′ ∈ {1, . . . , l} and j, j′ ∈ Γ, then i = i′ and j = j′ because
x′i ≡ zixi mod tR for i = 1, . . . , l,
y′j = vjyj for j = 1, . . . , r,
(A/tA)[[X1, . . . , X̂i, . . . , Xl, Y1, . . . , Ŷj , . . . , Yn]] ≃ R/(t, xi, yj),
(A/tA)[[X ′1, . . . , X̂
′
i′ , . . . , X
′
l , Y
′
1 , . . . , Ŷ
′
j′ , . . . , Y
′
n]] ≃ R/(t, x′i′ , y′j′).
Therefore, by using the uniqueness of primary decomposition, (xi, y
B(j)
j ) = (x
′
i, y
′B(j)
j )
for 1 ≤ i ≤ l and j ∈ Supp(B). Hence
(xi) = (xi, t
ayB) = (xi, t
a) ∩
⋂
j∈Supp(B)
(xi, y
B(j)
j )
= (x′i, t
a) ∩
⋂
j∈Supp(B)
(x′i, y
′B(j)
j ) = (x
′
i, t
ay′
B
) = (x′i).
Thus, there is ui ∈ R× with x′i = uixi for i = 1, . . . , l. ✷
Let us start the proof of Theorem 6.1. First, we claim the following:
Claim 6.4.3. We may assume that A/tA is algebraically closed and there is a fine
and sharp monoid Q together with a homomorphism πQ : Q → MS,s such that the
induced homomorphism Q→MS,s¯ →MS,s¯ is bijective.
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Let us denote the special point of S = Spec(A) by s. By Proposition 2.3.1, there
are a local homomorphism f : (A, tA) → (A′, n) of noetherian local rings and a
fine and sharp monoid Q together with a homomorphism πQ : Q → MSpec(A′),n =
MS,s ⊞A× A
′× such that f is flat and quasi-finite and that the induced homomor-
phism Q → MSpec(A′),n is bijective. Let P be a minimal prime of A′ such that
Spec(A′/P ) → Spec(A) is surjective. Moreover, let A1 be the localization of the
normalization of A′/P at a closed point. Then, A1 is a discrete valuation ring
by [8, Theorem 11.7]. Let t1 be the uniformizing parameter of A1. Moreover,
[8, Theorem 29.1], there is a ring extension A2 of A1 such that (A2, t1A2) is a
discrete valuation ring and A2/t1A2 is algebraically closed. Therefore, by (2) of
Theorem 4.5, we get our claim.
Let x be a closed point of X . By the rigidity theorem, it is sufficient to construct
a homomorphism in a Zariski neighborhood of x. By the above claim, there are
fine and sharp monoids P and P ′ together with homomorphisms πP : P → MX,x¯,
πP ′ : P
′ →M ′X,x¯, f : Q→ P and f ′ : Q→ P ′ with the following properties:
(1) The induced homomorphisms P →MX,x¯ and P ′ →M ′X,x¯ are bijective.
(2) The diagrams
Q
f−−−−→ P
piQ
y ypiP
MS,s¯ −−−−→ MX,x¯
Q
f ′−−−−→ P ′
piQ
y ypiP ′
MS,s¯ −−−−→ M ′X,x¯
are commutative.
(3) A⊗A[Q] A[P ]→ OX,x¯ and A⊗A[Q] A[P ′]→ OX,x¯ are smooth.
First we assume f is smooth at x. Then, P = f(Q)×Nr and P ′ = f ′(Q)×Nr′ for
some non-negative integers r and r′. Let Y1, . . . , Yr and Y
′
1 , . . . , Y
′
r′ be all irreducible
elements of Nr and Nr
′
respectively. Since OX,x¯ is smooth over A ⊗A[Q] A[P ] and
A⊗A[Q] A[P ′], adding indeterminates Yr+1, . . . , Yn and Y ′r′+1, . . . , Y ′n, we have two
isomorphisms
φ : Â[[Y1, . . . , Yn]]
∼−→ ÔX,x¯ and φ′ : Â[[Y ′1 , . . . , Y ′n]] ∼−→ ÔX,x¯.
Then, φ′(Y ′1) · · ·φ′(Y ′r′) = vφ(Y1) · · ·φ(Yr) for some v ∈ Ô×X,x¯ because BMX/MS =
BM ′
X
/MS . Thus, renumbering Y1, . . . , Yr and Y
′
1 , . . . , Y
′
r′ , we have r = r
′ and there
are v1, . . . , vr ∈ Ô×X,x¯ with φ′(Y ′i ) = viφ(Yi) for all i = 1, . . . , r. Note that by
Artin’s approximation theorem [1], we may assume that v1, . . . , vl ∈ O×X,x¯. Here,
we define
H : P ×O×X,x¯ → P ′ ×O×X,x¯
to be
H((f(q), Y I), u) = ((f ′(q), Y ′
I
), vIu).
Thus, we get a homomorphism h : MX,x¯ → M ′X,x¯ such that the following diagram
is commutative:
P ×OX,x¯ ∼−−−−→ MX,x¯
H
y yh
P ′ ×OX,x¯ ∼−−−−→ M ′X,x¯.
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Therefore, by (1) of Theorem 4.5, h :MX,x¯ →M ′X,x¯ descends to a homomorphism
MX →M ′X around a Zariski neighborhood of x
Next we assume that f is not smooth at x. Note that Q→ P and Q→ P ′ have
semistable structures (σ, q0,∆, B) and (σ
′, q′0,∆
′, B′). Clearly, by our assumption,
q0 = q
′
0. Moreover, we have l = #Supp(∆) = #Supp(∆
′) ≥ 2 because l is the
multiplicity of the special fiber at x. We set
Supp(∆) = {X1, . . . , Xl},
σ \ Supp(∆) = {Y1, . . . , Yr},
Supp(∆′) = {X ′1, . . . , X ′l},
σ′ \ Supp(∆′) = {Y ′1 , . . . , Y ′r′}
Moreover, we set β(q0) = t
au, where β : MS,s¯ → Ah is the canonical homomor-
phism, u is a unit of Ah and a is a positive integer. Then,
Ah ⊗Ah[Q] Ah[P ] = Ah[X,Y ]/(X∆ − utaY B)
and
Ah ⊗A[hQ] Ah[P ′] = Ah[X ′, Y ′]/(X ′∆ − utaY ′B
′
).
Therefore, adding indeterminates Yr+1, . . . , Yn and Y
′
r′+1, . . . , Y
′
n, we have two iso-
morphisms
φ : C = Â[[X1, . . . , Xl, Y1, . . . , Yn]]/(X
∆ − utaY B) ∼−→ ÔX,x
and
φ′ : C′ = Â[[X ′1, . . . , X
′
l , Y
′
1 , . . . , Y
′
n]]/(X
′∆ − u′taY ′B′) ∼−→ ÔX,x
over Â. We denote the class of Xi and the class of Yj in C by xi and yj respectively,
and the class of X ′i and the class of Y
′
j in C
′ by x′i and y
′
j respectively. Since
BMX/MS = BM ′X/MS , we can see that φ′(y′1) · · ·φ′(y′r′) = vφ(y1) · · ·φ(yr) for some
v ∈ Ô×X,x. Thus, by Proposition 6.4, after renumbering X1, . . . , Xl, Y1, . . . , Yr,
X ′1, . . . , X
′
l and Y
′
1 , . . . , Y
′
r′ , we have r = r
′, B = B′ and there are families {ui}li=1
and {vj}rj=1 of Ô×X,x such that φ′(x′i) = uiφ(xi) for all i = 1, . . . , l and φ′(y′j) =
vjφ(yj) for all j = 1, . . . , r. Note that
φ(x1), . . . , φ(xl), φ(y1), . . . , φ(yr), φ
′(x′1), . . . , φ
′(x′l), φ
′(y′1), . . . , φ
′(y′r) ∈ OX,x¯
Thus, using Artin’s approximation theorem [1], we may assume that
u1, . . . , ul, v1, . . . , vr ∈ O×X,x¯.
On the other hand,
v
B(1)
1 · · · vB(r)r utaφ(y)B = utaφ′(y′)B
′
= φ′(x′1) · · ·φ′(x′l)
= u1 · · ·ulφ(x1) · · ·φ(xl) = u1 · · ·ulutaφ(y)B .
Therefore, u1 · · ·ul = vB(1)1 · · · vB(r)r because utaφ(y)B is a regular element. Hence,
we can define
H : P ×O×X,x¯ → P ′ ×O×X,x¯
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to be 
H(Xi, 1) = (X
′
i, ui) i = 1, . . . , l,
H(Yj , 1) = (Y
′
j , vj) j = 1, . . . , r,
H(f(q), 1) = (f ′(q), 1) q ∈ Q,
H(1, u) = (1, u) u ∈ O×X,x¯.
We need to see that this is well-defined. Indeed,
H(X1 · · ·Xl, 1) = (X ′1 · · ·X ′l , u1 · · ·ul)
= (f ′(q0) · Y ′B(1)1 · · ·Y ′B(r)r , vB(1)1 · · · vB(r)r )
= H(f(q0) · Y B(1)1 · · ·Y B(r)r , 1).
Thus, we get a homomorphism h : MX,x¯ → M ′X,x¯ such that the following diagram
is commutative:
P ×OX,x¯ ∼−−−−→ MX,x¯
H
y yh
P ′ ×OX,x¯ ∼−−−−→ M ′X,x¯.
This descends to a homomorphism MX → M ′X around a Zariski neighborhood of
x by (1) of Theorem 4.5. ✷
7. Semistable schemes of log canonical type
7.1. Moderate semistable schemes. Let f : X → S be a semistable scheme
over a locally noetherian scheme S. For x ∈ X and s = f(x), we say f is moderate
at x if there are a smooth OS,s-algebra B and X1, . . . , Xn, G ∈ B with the following
properties:
(1) dX1, . . . , dXn form a free basis of ΩB/OS,s and G ∈ mS,sB.
(2) There is an e´tale neighborhood (U, x′) of X at x together with an e´tale
morphism ρ : U → Spec(B/(X1 · · ·Xl −G)).
(3) dG ∈ BdXl+1 + · · ·+BdXn.
Note that if f is smooth at x, then f is moderate at x.
First, let us see the following proposition.
Proposition 7.1.1. Let (A,mA) be a noetherian ring such that A/mA is alge-
braically closed. Let X → Spec(A) be a semistable scheme over A.
(1) We assume that (A,mA) is a discrete valuation ring with a uniformizing
parameter t. For a closed point x ∈ X, if OX,x is regular, then f is moderate
at x.
(2) If (A,mA) is complete and dim f = 1, then f is moderate at any closed
point of X.
Proof. (1) By Proposition 1.2.2, there is a surjective homomorphism
φ : Â[[X1, . . . , Xn]]→ ÔX,x
with Ker(φ) = (X1 · · ·Xl − G) for some G ∈ tÂ[[X1, . . . , Xn]]. Here we set I =
(X1 · · ·Xl−G), M = (t,X1, . . . , Xn) and G =
∑
J∈Nn aJX
J . We assume a(0,...,0) ∈
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t2Â[[X1, . . . , Xn]]. Then, since G − a(0,...,0) ∈ M2, G ∈ M2. Thus, I ⊆ M2.
Therefore,
mX,x/m
2
X,x ≃M/(I +M2) =M/M2.
This contradicts to the assumption that OX,x is regular. Hence
a(0,...,0) ∈ tÂ[[X1, . . . , Xn]] \ t2Â[[X1, . . . , Xn]].
Thus, there is u ∈ Â[[X1, . . . , Xn]]× with G = t · u. Therefore, replacing X1 by
u−1X1, we may take G as t. Hence, by Proposition 1.1.4, f is moderate at x.
(2) By Proposition 1.2.2, there is a surjective homomorphism
φ : A[[X1, X2]]→ ÔX,x
with Ker(φ) = (X1X2 − G) for some G ∈ mA[[X1, Xn]]. We denote φ(X1), φ(X2)
and φ(G) by x1, x2 and g. Here we claim the following:
Claim 7.1.1.1. There are sequences {hn}∞n=1, {h′n}∞n=1 and {an}∞n=1 with the fol-
lowing properties:
(a) hn, h
′
n ∈ mnAÔX,x for all n ≥ 1.
(b) an ∈ mnA for all n ≥ 1.
(c) (x1 +
∑n
i=1 hi) (x2 +
∑n
i=1 h
′
i)−
∑n
i=1 ai ∈ mn+1A ÔX,x for all n ≥ 1.
First g can be written as a form g = a1 − x1h′1 − x2h1 with a1 ∈ mA and
h1, h
′
1 ∈ mAÔX,x. Then,
(x1 + h1)(x2 + h
′
1)− a1 = h1h′1 ∈ m2AÔX,x.
We assume that {h1, . . . , hn}, {h′1, . . . , h′n} and {a1, . . . , an} have been constructed.
Then, we set(
x1 +
n∑
i=1
hi
)(
x2 +
n∑
i=1
h′i
)
−
n∑
i=1
ai = an+1 − x1h′n+1 − x2hn+1,
where hn+1, h
′
n+1 ∈ mn+1A ÔX,x and an+1 ∈ mn+1A . Then(
x1 +
n+1∑
i=1
hi
)(
x2 +
n+1∑
i=1
h′i
)
−
n+1∑
i=1
ai =
h′n+1
n∑
i=1
hi + hn+1
n∑
i=1
h′i + hn+1h
′
n+1 ∈ mn+2A ÔX,x.
Thus, we get the claim.
Here we set h =
∑∞
i=1 hi and h
′ =
∑∞
i=1 h
′
i in ÔX,x, and a =
∑∞
i=1 ai in A.
Then {
a = (x1 + h)(x2 + h
′)
h, h′ ∈ mAÔX,x and a ∈ mA.
Let us take H,H ′ ∈ mA[[X1, X2]] such that φ(H) = h and φ(H ′) = h′. Then,
φ((X1 +H)(X2 +H
′)− a) = 0.
Hence, by Lemma 1.1.2 and Lemma 1.1.6, we can see that
Ker(φ) = ((X1 +H)(X2 +H
′)− a).
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Therefore, replacing X1 by X1 +H and X2 by X2 +H
′, we may assume G ∈ mA.
Thus, by Proposition 1.1.4, f is moderate at x. ✷
Remark 7.1.2. Let f : X → S be a semistable scheme over a locally noetherian
scheme S. Let MX and MS be fine log structures on X and S respectively. We
assume that f : X → S extends to an integral and log smooth morphism (f, h) :
(X,MX)→ (S,MS). Let x ∈ X and s = f(x). If there are a fine and sharp monoid
Q and a homomorphism πQ :→ MS,s¯ such that Q → MS,s¯ → MS,s¯ is bijective,
then f is moderate at x.
Indeed, there is a fine and sharp monoid P together with homomorphisms πP :
P →MX,x¯ and Q→ P such that P →MX,x¯ →MX,x¯ is bijective and the diagram
Q −−−−→ P
piQ
y ypiP
MS,s¯
hx¯−−−−→ MX,x¯
is commutative. Then,
OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ]→ OX,x¯
is smooth. If f is smooth at x, then the assertion is obvious, so that we assume
that f is not smooth at x.
In the case where Q→ P splits, P ≃ Q×N and N is isomorphic to the monoid
arising from the monomials of Z[U, V ]/(U2 − V 2) by the local structure theorem
(cf. Theorem 2.4.1). Thus,
OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ] ≃ OS,s¯[U, V ]/(U2 − V 2) ≃ OS,s¯[X1, X2]/(X1X2)
because 2 is invertible in OS,s¯. This means that f is moderate at x.
In the case whereQ→ P does not split, P has a semistable structure (σ, q0,∆, B)
overQ by the local structure theorem. Here σ is the set of all irreducible elements of
P not coming from Q, q0 ∈ Q, and ∆, B ∈ Nσ. We set σ = {X1, . . . , Xl, Y1, . . . , Yr}
such that Supp(∆) = {X1, . . . , Xl} and Supp(B) ⊆ {Y1, . . . , Yr}. Moreover, we set
bj = B(Yj) for all j and t = α(πQ(q0)), where α : MS,s¯ → OS,s¯ is the canonical
homomorphism. Then,
OS,s¯ ⊗OS,s¯[Q] OS,s¯[P ] ≃ OS,s¯[X1, . . . , Xl, Y1, . . . , Yr]/(X1 · · ·Xl − tY b11 · · ·Y brr ).
Therefore, f is moderate at x.
Next we consider the following proposition.
Proposition 7.1.3. Let (A, tA) be a complete discrete valuation ring such that
A/tA is algebraically closed. Let f : X → S = Spec(A) be a semistable scheme over
S. We assume that X → S is moderate at any closed point of X. Let µ : Y → X
be a generically e´tale morphism over S such that µ is e´tale in the generic fiber and
f ◦ µ is smooth. Then, there is the canonical homomorphism µ∗(ωX/S)→ ωY/S.
Proof. LetX0 be the locus of points over which µ is e´tale. We set Y0 = µ
−1(X0).
Then, there is the canonical homomorphism
α0 : µ
∗(ωX0/A)→ ωY0/A,
so that we need to show that α0 extends to α : µ
∗(ωX/A) → ωY/A. Note that the
extension is uniquely determined if it exists.
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Claim 7.1.3.1. Let {πi : Yi → Y }i be a family of e´tale morphisms with codim(Y \⋃
i πi(Yi)) ≥ 2. If the assertion holds for each µ ◦ πi : Yi → X for all i, then so
does for µ : Y → X.
We assume that there is the canonical homomorphism
αi : (µ ◦ πi)∗(ωX/A)→ ωYi/A.
for each i. Using the uniqueness of the extension and descent theory, we have
α′ : µ∗(ωX/A)
∣∣
Y ′
→ ωY/A
∣∣
Y ′
, where Y ′ = ∪iπi(Yi). Here Y is normal. Thus, we
obtain the extension α : µ∗(ωX/A)→ ωY/A.
By the above claim, we may assume that the central fiber of f ◦µ is irreducible.
Let γ be the generic point of the central fiber. We set δ = µ(γ). Let us choose a
closed point x ∈ {δ}. Then there are a smooth A-algebra B and T1, . . . , Tn, G ∈ B
with the following properties:
(1) dT1, . . . , dTn form a free basis of ΩB/A and G ∈ tB.
(2) There is an e´tale neighborhood π : (U, x′)→ X at x together with an e´tale
morphism ρ : U → Spec(B/(T1 · · ·Tl −G)).
(3) dG ∈ BdTl+1 + · · ·+ BdTn.
Since U ×X Y is an e´tale neighborhood of γ, by the previous claim again, we
may assume that U = X and x′ = x. Let s be a uniformizing parameter of a
discrete valuation ring OY,γ . Then, we can set µ∗(ti) = saiui (ui ∈ O×Y,γ) for each
i = 1, . . . , l, where ti is the class of Ti in B. Then, there is a Zariski open set V of {γ}
such that ui ∈ O×Y,y for all y ∈ V and all i = 1, . . . , l. Let c :
∧n−1Ω1U/A → ωU/A
be the canonical homomorphism and ω0 a basis of ωU/A as in Lemma 5.2. Then,
by using Lemma 5.2,
c(dt2 ∧ · · · ∧ dtn) = t2 · · · tl · ω0.
On the other hand,
µ∗(dti) = s
aidui
for all i = 1, . . . , l. Thus,
u2 · · ·ul ·µ∗(dt2 ∧· · ·∧dtn) = µ∗(t2 · · · tl) ·du2∧· · ·∧dul ∧dµ∗(tl+1)∧· · · ∧dµ∗(tn).
Therefore,
µ∗(ω0) =
du1
u1
∧ · · · ∧ dul
ul
∧ dµ∗(tl+1) ∧ · · · ∧ dµ∗(tn)
on V . Thus, we get our proposition. ✷
Corollary 7.1.4. Let (A, tA) be a discrete valuation ring and f : X → S =
Spec(A) a semistable scheme over S. Let MX and MS be log structures of X and
S. We assume that f extends to a smooth and integral homomorphism (X,MX)→
(S,MS). Let µ : Y → X be a generically e´tale morphism over S such that µ is
e´tale on the generic fiber and f ◦µ : Y → S is smooth. Then, there is the canonical
homomorphism µ∗(ωX/S)→ ωY/S.
Proof. By Proposition 2.3.1 and Remark 7.1.2, it is sufficient to see the following
lemma. ✷
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Lemma 7.1.5. Let f : X → S and g : Y → S be semistable schemes over a locally
noetherian scheme S, and φ : X → Y be a morphism over S. Let Y0 be the set of
all points y ∈ Y such that g is smooth at y, and let X0 = φ−1(Y0) and φ0 = φ|X0 .
Let π : S′ → S be a faithfully flat and quasi-compact morphism of locally noetherian
schemes. We set X ′ = X ×S S′, X ′0 = X0 ×S S′, Y ′ = Y ×S S′, Y ′0 = Y ×S S′
φ′ = φ×S idS′ and φ′0 = φ′|X′0 . If there is a homomorphism φ
′∗(ωY ′/S′)→ ωX′/S′
as an extension of the canonical homomorphism φ′0
∗
(ωY ′0/S′) → ωX′0/S′ , then it
descents to φ∗(ωY/S)→ ωX/S .
Proof. Note that if we have an extension φ∗(ωY/S) → ωX/S of the canonical
homomorphism φ∗0(ωY0/S) → ωX0/S , then it is uniquely determined. Thus, our
lemma is a consequence of the standard descent theory. ✷
7.2. Semistable schemes of log canonical type and automorphisms. Let
(A, tA) be a discrete valuation ring. Let f : X → Spec(A) be a semistable scheme
over A. We assume that f is generically smooth, that is, smooth over the generic
point of Spec(A). Note that X is normal by using Serre’s criterion. Let µ : Y →
X be a birational morphism of normal schemes over Spec(A) such that f ◦ µ is
smooth over Spec(A) and µ is an isomorphism on the generic fibers. Let ∆µ be the
set of irreducible components of the special fiber of f ◦ µ such that µ(Γ) has the
codimension greater than or equal to 2 in X . Then, there is an integer aΓ for each
Γ ∈ ∆µ with
ωY/A = µ
∗(ωX/A) +
∑
Γ∈∆µ
aΓΓ.
This aΓ is denoted by dΓ(µ). Let B be an effective Cartier divisor on X . The pair
(X,B) is said to be of log canonical type if, for any birational morphism µ : Y → X
of normal schemes over Spec(A) such that f ◦ µ is smooth over Spec(A) and µ is
an isomorphism on the generic fibers, dΓ(µ) ≥ ordΓ(µ∗(B)) for all Γ ∈ ∆µ.
A moderate semistable scheme is of log canonical, namely, we have the following:
Proposition 7.2.1. Let f : X → Spec(A) be the same as above. If there is a
local flat homomorphism (A, tA) → (A′, t′A′) of discrete valuation rings such that
X ×Spec(A) Spec(A′)→ Spec(A′) is moderate at any closed points, then (X, 0) is of
log canonical.
Proof. This is a consequence of Proposition 7.1.3 and Lemma 7.1.5. ✷
Here we consider the following lemma.
Lemma 7.2.2. Let (A, tA) be a discrete valuation ring. Let f : X → Spec(A)
and f ′ : X ′ → Spec(A) be proper and generically smooth semistable schemes over
Spec(A), and let B and B′ be horizontal effective Cartier divisors on X and X ′
respectively. Let φ : X 99K X ′ be a birational map over Spec(A) such that it is an
isomorphism on the generic fibers Xη and X
′
η and that φ
∗
η(B
′
η) = Bη. Let Y be the
normalization of the closure of the graph of φ and let µ : Y → X and µ′ : Y → X ′
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be the canonical morphisms. We set g = f ◦ µ = f ′ ◦ µ′ as the following diagram:
Y
µ
zzvv
vv
vv
vv
v
g

µ′
$$I
II
II
II
II
X
f ##G
GG
GG
GG
GG
φ // X ′
f ′{{vv
vv
vv
vv
v
Spec(R)
Let ∆ be the set of irreducible components of the special fiber of g. Let us set ∆0,
∆1 and ∆2 as follows:
∆1 = {Γ ∈ ∆ | codim(µ(Γ)) ≥ 2},
∆2 = {Γ ∈ ∆ | codim(µ′(Γ)) ≥ 2},
∆0 = ∆1 ∩∆2.
Then, we have the following:
(1) If we set Y ′ = Y \ ⋃Γ∈∆0 Γ, then there is an open set Y0 of Y ′ such that
codim(Y ′ \ Y0) ≥ 2 and g is smooth on Y0.
(2) We assume the following:{
dΓ(µ|Y0) ≥ ordΓ((µ|Y0)∗(B)) ∀ Γ ∈ ∆1 \∆0,
dΓ(µ
′|Y0) ≥ ordΓ((µ′|Y0)∗(B′)) ∀ Γ ∈ ∆2 \∆0.
Then, the isomorphism
φ∗η : H
0(X ′η, n(ωX′η/K +B
′
η))
∼−→ H0(Xη, n(ωXη/K +Bη))
on the generic fibers gives rise to the isomorphism
H0(X ′, n(ωX′/A +B
′))
∼−→ H0(X,n(ωX/A +B))
for all n > 0.
Proof. (1) Let Γ ∈ ∆ \ ∆0 and γ the generic point of Γ. Then, by Zariski’s
main theorem, either µ or µ′ is an isomorphism at γ. Therefore, g is smooth at γ.
Thus, the assertion of (1) is obvious.
(2) For simplicity, µ|Y0 and µ′|Y0 are denoted by µ0 and µ′0 respectively. Let BY
be the Zariski closure of (µ0)
∗
η(Bη) = (µ
′
0)
∗
η(B
′
η). Then,
µ∗0(B) = BY +
∑
Γ∈∆1\∆0
aΓΓ and µ
′∗
0(B
′) = BY +
∑
Γ∈∆2\∆0
a′ΓΓ.
Moreover, we set
ωY0/A = µ
∗
0(ωX/A) +
∑
Γ∈∆1\∆0
bΓΓ and ωY0/A = µ
′
0
∗
(ωX′/A) +
∑
Γ∈∆2\∆0
b′ΓΓ.
Therefore, {
ωY0/A +BY = µ
∗
0(ωX/A +B) +
∑
Γ∈∆1\∆0
(aΓ − bΓ)Γ
ωY0/A +BY = µ
′
0
∗
(ωX′/A +B
′) +
∑
Γ∈∆2\∆0
(a′Γ − b′Γ)Γ.
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Note that aΓ− bΓ ≥ 0 for Γ ∈ ∆1 \∆0 and a′Γ− b′Γ ≥ 0 for Γ ∈ ∆2 \∆0. Therefore,
we have the natural injection
H0(X,n(ωX/A +B)) →֒ H0(Y0, n(ωY0/A +BY ))
→֒ H0
Y0 \ ⋃
Γ∈∆2\∆0
Γ, n(ωY0/A +BY )

= H0
Y0 \ ⋃
Γ∈∆2\∆0
Γ, nµ′0
∗
(ωX′/A +B
′)

Here there are open sets U of Y0\
⋃
Γ∈∆2\∆0
Γ and V of X ′ such that µ′0 induces the
isomorphism U
∼−→ V and codim(X ′ \ V ) ≥ 2. Therefore, we obtain the injection
H0(X,n(ωX/A +B)) →֒ H0(V, n(ωX′/A +B′)).
Moreover, since codim(X ′ \ V ) ≥ 2, the natural map
H0(X ′, n(ωX′/A +B
′))→ H0(V, n(ωX′/A +B′))
is an isomorphism. Hence, by the above observation, we can see that, for every
n > 0, there is an injective homomorphism
α : H0(X,n(ωX/A +B)) →֒ H0(X ′, n(ωX′/A +B′))
such that the following diagram is commutative:
H0(X,n(ωX/A +B))
  α //
 _

H0(X ′, n(ωX′/A +B
′))
 _

H0(Xη, n(ωXη/K +Bη))
(φ−1η )
∗
∼ // H0(X ′η, n(ωX′η/K +B
′
η)).
In the same way, we have also an injective homomorphism
β : H0(X ′, n(ωX′/A +B
′)) →֒ H0(X,n(ωX/A +B))
for all n > 0 with the following commutative diagram:
H0(X ′, n(ωX′/A +B
′)) 
 β //
 _

H0(X,n(ωX/A +B)) _

H0(X ′η, n(ωX′η/K +B
′
η))
(φη)
∗
∼ // H0(Xη, n(ωXη/K +Bη)).
Thus, for λ ∈ H0(X,n(ωX/A + B)), λ and β(α(λ)) gives rise to the same element
in H0(Xη, n(ωXη/K + Bη)). Therefore, λ = β ◦ α(λ), which means β ◦ α = id. In
the same way, we can see that α ◦ β = id. Hence, we get our assertion. ✷
Theorem 7.2.3. Let (A, tA) be a discrete valuation ring, f : X → Spec(A) and
f ′ : X ′ → Spec(A) proper and generically smooth semistable schemes over Spec(A),
and B and B′ horizontal effective Cartier divisors on X and X ′ respectively. Let
φ : X 99K X ′ be a birational map over Spec(A) such that it is an isomorphism on
the generic fibers Xη and X
′
η and that φ
∗
η(B
′
η) = Bη. We assume that (X,B) and
(X ′, B′) are of log canonical type. Then, we have the following:
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(1) Then, for all n > 0, there is the isomorphism
φ∗ : H0(X ′, n(ωX′/A +B
′))
∼−→ H0(X,n(ωX/A +B))
such that the following diagram is commutative:
H0(X ′, n(ωX′/A +B
′))
φ∗
∼ //
 _

H0(X,n(ωX/A +B)) _

H0(X ′η, n(ωX′η/K +B
′
η))
(φη)
∗
∼ // H0(Xη, n(ωXη/K +Bη)).
(2) If ωX/A + B and ωX′/A + B
′ are ample with respect to f and f ′, then φ
extends to an isomorphism.
Proof. (1) is an immediate corollary of Lemma 7.2.2. Let us consider (2).
Since ωX/A + B and ωX′/A + B
′ are ample, there is a positive integer n such that
n(ωX/A + B) and n(ωX′/A + B
′) are very ample. Moreover, by (1), we have the
following commutative diagram:
X
  //
φ

Proj
(⊕
m≥0 Sym
m(H0(X,n(ωX/A +B))
∨)
)
∼(φ∗)∨

X ′
  // Proj
(⊕
m≥0 Sym
m(H0(X ′, n(ωX′/A +B
′))∨)
)
.
Thus, φ must be an isomorphism. ✷
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