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Abstract
Reliable user identiﬁcation is a common requirement for almost every secure system. Biometric oﬀer a natural
and reliable solution to certain aspects of identity management by recognizing the individuals based on their inherent
physical and behavior characteristics. Multimodal biometric person veriﬁcation is gaining much popularity in recent
years as they outperform unimodal person veriﬁcation. This paper presents a person veriﬁcation system using speech
and face data. The veriﬁcation system comprises of two classiﬁers whose scores are fused using sum rule after
normalization. The experiments are carried out on VidTIMIT database. The experimental results show that face
expert designed using Two-Dimensional Linear Discriminate Analysis and speech expert using Linear Prediction
Cepstral Coeﬃcients as feature extractor and Gaussian Mixture Model as opinion generator with 16 mixture will
provide a Half Total Error Rate of 1.2%.
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1. Introduction
The area of biometric veriﬁcation has been receiving a lot of attention in recent years. Biometrics is deﬁned as
science of recognizing an individual based on physiological or behavior traits [1]. Majority of the biometric system
deployed in real world application are unimodal [2]. The performance of unimodal biometric system are limited by
noise in sensed data, intra-class variation, spoof attacks and so on [1]. These limitations can be overcome by including
multiple sources of information for obtaining the identity. Such a system is called Multimodal biometric system and
these systems are expected to be more reliable due to the presence of multiple, independent pieces of evidence.
Multimodal biometric system integrates information presented by multiple biometric systems. The information
can be consolidated at the various levels. The process of combining the information provided by multiple biometric
systems is called as fusion. Fusion can be accomplished at various levels in a biometric system. The levels of fusion
are broadly classiﬁed as (i) fusion prior to matching (ii) fusion after matching [2]. Fusion prior to matching includes
sensor level and feature level fusions. However, fusion at this level is diﬃcult to achieve in practice [1]. To fuse the
data at sensor level, the multiple cues must be compatible and correspondence between points in raw data must be
known in advance [2]. Feature level fusion refers to combining diﬀerent feature sets extracted from multiple biometric
systems. However, fusion at this level is diﬃcult because feature sets of various modalities may not be compatible.
Hence concatenation is not possible when feature sets are incompatible. Most of the multimodal biometric systems
fuse information at the match score level or decision level. Fusion at the decision level is considered to be rigid due
to the availability of limited data set [1]. Thus, fusion at the match score level is preferred, as it is relatively easy to
access and combine the scores presented by the diﬀerent unimodal biometric system [2].
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A large number of commercial biometric systems uses ﬁngerprint, face, iris, retina, palmprint, speech and hand
geometry. Each of these modalities have their own drawbacks. The technique based on iris and retinas are very
reliable but not well suited for end-user [1]. Identiﬁcation through voice and face is natural and easily accepted by
end-user. A lot of work has been done in the last years in the ﬁeld of face and speaker veriﬁcations.
Kittler et al [3] combine the classiﬁers in a probabilistic Bayesian framework and fuse the scores of three traits(
speech, frontal face and proﬁle face). Several ways of implementing the fusion are described such as sum, product,
max, min, median and majority voting, from which the sum rule outperforms the remainder. Chibelushi et. al. [4]
combined information from speech and face images. The speech expert consists of three versions of the E-set from
English alphabet and perceptually-weighted linear prediction (PLP) cepstra is used for feature extraction. The face
expert uses Zernike moment invariants to represent the features. The decision level fusion is employed using weighted
sum rule. Brunelli et al. [5] combine speech, eyes, nose and mouth information for person veriﬁcation. Features of
speech are extracted using Mel Frequency Cepstral Coeﬃcients(MFCC) and vector quantization. Features of eyes,
nose and mouth are extracted using grey level similarity measure. All features are combined using a geometric
average. Ben-Yacoub et al. [6] combine speech and face information. The speech expert uses LPCC with sphericity
measure and Linear Prediction Cepstral Coeﬃcients (LPCC) with Hidden Markov Model (HMM) for text independent
and dependent speaker veriﬁcation. Face expert uses elastic graph method for feature extraction. Five diﬀerent
methods of fusion are used namely Support Vector Machine, C4.5, multilayer perceptron, Bayesian classiﬁer and
Fishers linear discriminant. Sanderson et. al. [7] combine speech and face information. The speech expert uses
MFCC for feature extraction and Gaussian Mixture Model (GMM) as opinion generator. The face expert uses PCA
technique for feature extractor. The secondary classiﬁers like SVM and Bayesian classiﬁer are used for fusion.
In this paper a multimodal person identity veriﬁcation system is presented which relies on face and speech modal-
ities. The face expert uses Principal Component Analysis (PCA), Two-Dimension Principal Component Analy-
sis(2DPCA), Linear Discriminate Analysis (LDA), Two-Dimension Linear Discriminate Analysis (2DLDA) as ex-
pert/algorithm for feature extraction. The speech expert employs text independent speaker veriﬁcation using LPCC
and also MFCC for feature extraction and GMM for opinion generator for diﬀerent number of mixtures namely 4,
8, 16, and 32. The score level fusion of expert decision is made using sum rule. The experiments are carried out on
VidTIMIT database [8].
Remainder of the paper is organized as follows; section 2 presents the veriﬁcation models, section 3 shows the
experimental setup and section 4 draws the conclusions.
2. Veriﬁcation Model
2.1. Speaker veriﬁcation
The text independent speaker veriﬁcation is used. The speech expert consists of two parts: speech feature ex-
traction and opinion expert. We employ LPCC and MFCC as diﬀerent cases of feature extraction. GMM is used as
opinion expert. GMM is the main tool used in speaker veriﬁcation which is trained using Expectation Maximiza-
tion (EM) algorithm [9]. The speech signal is ﬁrst preprocessed by removing silence zones. A high emphasis ﬁlter
H(z) = 1 − 0.95Z−1 is applied to the speech signal. The speech signal is then divided into analysis frames using
hamming window. Each frame is of length 25msec and frame advance of 10msec. For each frame we calculate 15th
order LPCC and MFCC coeﬃcients as features. Each of these features is analyzed using GMM separately. In GMM,
the distribution of feature vector for each person is modeled using a mixture of Gaussians as follows [9][10]:
p(x) =
M∑
i=1
pibi(x) (1)
bi(x) =
1
|2πΣi|1/2 exp
{
−1
2
(x − μi)TΣ−1i (x − μi)
}
(2)
Here μi,Σi represent the mean and covariance of the ith mixture. Given the training data and number of mixtures,
the parameters μi,Σi and pi are learnt using EM algorithm. Thus, a speciﬁc model is built through ﬁnding proper
parameters in the GMM based on the speakers own feature set. In our experiments we use 4, 8, 16, 32 Gaussian
mixtures in a GMM.
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2.2. Face veriﬁcation
A full face veriﬁcation system consists of three stages: (i) face localization and segmentation (i), Normalization
(ii) feature extraction and classiﬁcation. In this paper, we explore subspace based methods like Principal Compo-
nent Analysis (PCA), Two-Dimension Principal Component Analysis(2DPCA), Linear Discriminate Analysis (LDA),
Two-Dimension Linear Discriminate Analysis (2DLDA) for feature extraction. Automatic face recognition can be
seen as a pattern recognition problem, where recognition is performed in higher dimension space. Since higher di-
mension space requires more computation it is necessary to reduce the dimension. The PCA is the most fundamental
approach to map high dimension space into lower dimension space.
2.2.1. Principal Component Analysis(PCA)
The PCA can be considered as the ﬁrst appearance in dimension reduction approach [11]. An NxN image A is
liberalized as N2 vector, so that it represents a point in a N2 dimension space. The main aim of PCA has to reduce the
dimensionality of the data and preserving the total variance by maximizing the trace of feature variance.
Let A represent a linear transformation matrix which maps the data point from <M to <l, where l  M, as
follows:
yi = A
T xi ∀i = 1, · · · ,N (3)
Where A holds eigen vectors ei, obtained through the eigen decomposition Qei = λiei, Q = XXT represents the
covariance matrix and λi’s are the eigenvalues associated with eigen vectors ei. The xi’s are input data <M and yi’s
are PCA projected features in<l.
2.2.2. Linear discriminant Analysis (LDA)
The LDA has been proposed as a better alternative to the PCA. LDA provides discrimination among the classes,
while the PCA deals with the input data in their entirety, without paying any attention for the underlaying structure[12].
The aim of LDA is in ﬁnding a base of vector providing the best discrimination among the classes, trying to maximize
the between class diﬀerence, minimizing within class. The between and within class diﬀerence are represented by the
corresponding scatter matrices S b and S w. The S w and S b can be expressed as:
S w =
C∑
i=1
∑
xk∈Ci
(xk − m¯i)(xk − m¯i)T (4)
S b =
C∑
i=1
ni(m¯i − m¯)(m¯i − m¯)T (5)
Where m¯i is the ith class mean and m¯ is the global mean. The LDA subspace is spanned by set of vectors, W
satisfying the following:
W = argw max
∣∣∣WTS bW ∣∣∣∣∣∣WTSwW ∣∣∣ (6)
2.2.3. Two-Dimension Principal Component Analysis(2DPCA)
As opposed to conventional PCA, 2DPCA is based on two dimensional matrix and does not require matrix to be
represent in one dimensional vector. The image covariance matrix can be constructed directly using image matrix
[13]. This results in smaller size of image covariance there by taking less time in determining corresponding eigen
vector.
Suppose X is an n-dimensional unitary column vector and A is an (m×n) dimensional image matrix. A is projected
onto X using following linear transformation:
Y = AX (7)
2DPCA seeks a projection dimension X which maximizes the total scatter of the resulting projected samples i.e:
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J(X) = tr(S x) = XTGtX (8)
Where S x is the covariance matrix of the projected features vectors of a training samples and tr(S x) is the trace of S x.
Gt is the image covariance matrix:
Gt =
1
N
M∑
i=1
(Aj − Aˆ)T (Aj − Aˆ) (9)
Then, the optimal projection axes X1, X2........Xd are the orthonormal eigen vectors of Gt corresponding to the ﬁrst
dlargest eigenvalues.
2.2.4. Two-Dimension Linear Discriminate Analysis(2DLDA)
As 2DPCA aims at preserving maximal variance, While 2DLDA aims at preserving maximal discrimination [14].
Consider a set of N training images A1, A2, A3.....AN of size (m × n) belonging to c classes A1, A2, A3....Ac. The
projection direction is chosen as the following:
W = argw max
∣∣∣WTGbW ∣∣∣∣∣∣WTGwW ∣∣∣ (10)
Gw =
1
N
C∑
i=1
∑
Aj∈Ai
(Aj − A¯i)T (Aj − A¯i) (11)
Gb =
1
N
C∑
i=1
Ni(A¯i − A¯)T (A¯i − A¯) (12)
where A¯ is the total mean image and A¯i is the mean image of class Ai. Ni is the number of sample images in class
Ai. The matrix Gb is called between-class image scatter matrix and Gw is called within-class image scatter matrix.
The optimal projection axes are obtained by solving the generalized eigenvalue problem and they are exactly the
orthogonal generalized eigenvectors of Gb and Gw corresponding to the ﬁrst d largest generalized eigenvalues.
In conducting experiments, the facial image is normalized to size 70×65 pixel window which contains eyes, nose,
ears and hair style. Then subspace approaches such as PCA,LDA,2DPCA and 2DLDA is used to extract the features.
Finaly, a nearest neighbor classiﬁer is used for classiﬁcation.
3. Experimental Setup
The experiments are carried out on VidTIMIT database [8]. This database comprises of video and audio recording
of 45 people. It was recorded in 3 sessions. There are 10 sentences per person (including all the three sessions). The
video of each person is stored as a sequence of JPEG images with a resolution of 512×384 pixels. From this database
15 users are selected as true claims and 10 users are selected as imposters claims. Session 1 and 2 are used as training
data. To ﬁnd the performance session 3 were used for obtaining expert opinion of imposter claim and true claim. Four
utterances from the 10 imposters are used for simulating imposter against remaining 15 persons. Thus we have 600
imposter and 30 true claims. The expert opinions are normalized using Z-Score normalization and mapped on the
interval [0,1] using sigmoid function[9].
3.1. Performance measure
The biometric veriﬁcation systems are evaluated using two error measures such as False Accept Rate (FAR) and
False Reject Rate (FRR). The FAR is deﬁned as the ratio of Number of Imposter accepts to total number of Imposters.
The FRR is deﬁned as the ratio of Number of genuine class rejected to total number of genuine claims. The measure
that can be obtained by combining these two errors into the Total Error Rate (TER). The TER is deﬁned as the ratio
of total number of imposter accepts and genuine class rejects to the total number of accepts.
184 R. Raghavendra et al. / Procedia Computer Science 2 (2010) 181–187
/ Procedia Computer Science 00 (2010) 1–7 5
Table 1: Performance of speech and face opinion expert
Modality Methods Performance
FAR FRR HTER
LPCC,GMM4 9.4 0 4.7
LPCC,GMM8 4.4 0 2.2
LPCC,GMM16 4.1 0 2.1
Speech MFCC,GMM4 9.9 0 4.95
MFCC,GMM8 9.7 0 4.85
MFCC,GMM16 6.88 0 3.44
MFCC,GMM32 8.0 0 4
PCA 4.2 4.8 4.5
LDA 3.6 4.6 4.1
FACE 2DPCA 4.0 3.8 3.9
2DLDA 2.1 3.3 2.7
Table 2: Results obtained using SUM rule For PCA
Fusion FAR FRR HTER
LPCC,GMM4,PCA 5 3.4 4.2
LPCC,GMM8,PCA 4.6 3.2 3.9
LPCC,GMM16,PCA 4.8 0 2.4
MFCC,GMM4,PCA 6.2 2.0 4.1
MFCC,GMM8,PCA 7.2 1.4 4.3
MFCC,GMM16,PCA 5.4 0 2.7
MFCC,GMM32,PCA 5.2 0 2.6
FAR and FRR are functions of a threshold that can control the trade oﬀ between two error rates. In practical
application, this threshold is estimated to reach the Equal Error Rate (EER) or to minimize Half Total Error Rate
(HTER).
The HTER is deﬁned as:
HTER =
FAR + FRR
2
× 100% (13)
3.2. Experimental results
The result of the experiments conducted are shown in the Tables 1 to 5. The FAR, FRR and HTER for each
combination are included. Table 1 gives the expert opinion for each modality using diﬀerent feature extraction tech-
nique.For the speech expert the combination of LPCC with GMM16 gives the lower HTER of 2.1%. For Face expert
2DLDA outperform all other with HTER as low as 2.7%. For PCA and LDA analysis, we have selected 50 dominant
Eigen values and their corresponding Eigen vectors as the feature, while for 2DPCA and 2DLDA we have selected 10
dominant Eigen vectors.
The opinion results obtained are fused using SUM rule [3]. The SUM rule is the simplest and robust way of
combining the match scores of opinion experts. Let Ms denotes the match score obtained using speech expert and Mf
denote the match scores obtained using face expert, then fused score using sum rule is :
FSUM = Ms + Mf (14)
The Tables 2 - 5 shows the match score level fusion of the expert decision using SUM rule. The table 2 shows the
fusion result of speech expert with PCA based face expert. As PCA maximizes the variance of the data, the best
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Table 3: Results obtained using SUM rule For LDA
Fusion FAR FRR HTER
LPCC,GMM4,LDA 3.1 5.1 4.1
LPCC,GMM8,LDA 5.2 0.4 2.8
LPCC,GMM16,LDA 3.74 0 1.87
MFCC,GMM4,LDA 7.7 0.1 3.9
MFCC,GMM8,LDA 9.2 0 4.6
MFCC,GMM16,LDA 4.8 0 2.4
MFCC,GMM32,LDA 4.4 0 2.2
Table 4: Results obtained using SUM rule for 2DPCA
Fusion FAR FRR HTER
LPCC,GMM4,2DPCA 4.5 3.3 3.9
LPCC,GMM8,2DPCA 4.0 0 2.0
LPCC,GMM16,2DPCA 3.3 0.6 1.95
MFCC,GMM4,2DPCA 9.5 0 4.75
MFCC,GMM8,2DPCA 9.4 0 4.7
MFCC,GMM16,2DPCA 4.56 0 2.28
MFCC,GMM32,2DPCA 4.5 0 2.25
Table 5: Results obtained using SUM rule For 2DLDA
Fusion FAR FRR HTER
LPCC,GMM4,2DLDA 7.2 1.2 4.2
LPCC,GMM8,2DLDA 6.9 0.3 3.6
LPCC,GMM16,2DLDA 2.4 0 1.2
MFCC,GMM4,2DLDA 7.6 0 3.8
MFCC,GMM8,2DLDA 8.2 0 4.1
MFCC,GMM16,2DLDA 5.2 0 2.6
MFCC,GMM32,2DLDA 5 0 2.5
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results are obtained for the combination of LPCC,GMM16 and PCA with HTER of 2.4%. The fusion result for the
combination of speech expert with the LDA based Face expert is shown in table 3. The LDA combined with speech
expert gives better result as comapred with PCA based approach. The best result is obtained for the combination of
LPCC,GMM16 and LDA with HTER of 1.87%. The table 4 indicates results obtained by fusing speech expert and
2DPCA based expert. As 2DPCA operate directly on the image matrix the computation burden is less as compared
with PCA. The best HTER of 1.95% is obtained for the combination LPCC,GMM16 with 2DPCA. Table 5 shows the
fusion result of speech expert with 2DPCA based face expert. The 2DLDA outperforms all other combination with
HTER as low as 1.2% for the combination of LPCC,GMM16 with 2DLDA.
4. Conclusion
In this paper, a novel match score level fusion of face expert that employs PCA, LDA, 2DPCA and 2DLDA for
feature extraction is combined with speech expert that uses LPCC and MFCC with diﬀerent Gaussian mixtures are
presented. The fusion of these experts are achieved using sum rule as it allows the acceptance fairly easily. The
experiments are carried out on VidTIMIT database. The experimental results shows that the lowest HTER of 1.2% is
obtained for tyhe combination of LPCC,GMM16 with 2DLDA.
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