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A multiscale continuum model for fragmentation in ductile metals was developed,
motivated by structure-property relationships obtained from lower length scale and numerical
simulations. Fragmentation occurs during high strain rate deformation as the result of widespread
internal damage in the form of void or crack nucleation, growth, and coalescence. The
connection between internal damage structures and fragmentation was determined through
Molecular Dynamics (MD) simulations of high rate deformation in copper, iron, and iron-carbon
alloys. The fragmentation metric of interest in this study is the fragment size, which is
represented in MD simulations by the fragment length scale, or the solid volume per surface area
ratio. Three deformation modes of varying stress triaxialities, plane strain tension, equibiaxial
expansion, and isotropic expansion, provide a range of damage growth behavior allowing the
fragment length scale to be correlated to damage structures under different conditions. Modified
Embedded Atom Method (MEAM) potentials for the materials enable the representation of
damage (and newly created free surfaces) under the extreme conditions. Continuum,
nonhomogeneous percolation simulations establish a criterion for fragmentation based on
internal damage structure. The continuum percolation simulations are motivated by void size and

shape information taken from experimental fracture surfaces of an aluminum 7085 alloy. The
combination of the percolation based fragmentation criterion and MD motivated fragmentation
model yields a framework for the multiscale modeling of fragmentation.
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CHAPTER I
INTRODUCTION TO THE PROBLEM OF FRAGMENTATION
Herein, a continuum, multiscale model for fragmentation in ductile metals was developed
motivated by structure-property relationships obtained from Molecular Dynamics (MD).
Fragmentation is the result of widespread void or crack nucleation, growth, and coalescence
throughout a material during deformation. Fragmentation occurs at high rates where multiple
voids or cracks can nucleate or grow relatively independently. These damage structures grow and
coalesce to form individual fragments. By beginning with damage processes occurring within a
material during extreme loading conditions, we have developed a continuum, multiscale model
to connect damage and fragmentation.
The problem of fragmentation has been a concern for humanity for centuries. Originally,
construction workers and miners were concerned with how rocks and boulders would break up
after being crushed or impacted with dynamite. Before math was used to describe the process,
we had an intuition for how fragmentation worked. A rock hit hard would crack into many
smaller pieces, whereas if a rock were cracked slowly, there would be fewer pieces. But, the state
of the material also played an important role in the fragmentation process. A common practice to
break large boulders was to bore holes along a line. Wedges were inserted in these holes and
struck in unison, cracking the boulder along the line. Thus, the initial flaws present in the
material dictated how fragmentation would occur.

1

Today, predicting fragmentation at high strain rates is important in a wide variety of
societal applications such as mining, military defense, aeronautic protection, propellants, and
consumer products. In the mining industry, engineers are concerned with crushing rocks into
small fragments and drilling through brittle geomaterials. Military applications focus on the
break up of concrete, metal armors, and dense metal projectiles. In the aeronautical and space
industries, satellites must be protected from fast moving meteors and space debris. In propellant
design, engineers are concerned with the atomization of liquid into a gas vapor to promote
combustion. Finally, brittle consumer materials such as glass can often shatter into many
fragments upon a common impact. In each of these industries, the size of the created fragments is
a key performance concern.
Many models have since been developed to describe the fragmentation process, both in
predicting the characteristic size of the resulting fragments to predicting the shape of the size
distribution and the energy associated with each fragment. Fragmentation models have relied on
statistical methods, energy balance arguments, discrete particle methods, and fracture mechanics.
Often these models only succeed in a narrow range of materials or conditions. Such mixed
success has led many studies to approach it as a non-deterministic process. However, we have
chosen to deal with fragmentation as a deterministic process, dependent on the material state and
loading path. The material state must include information on the microstructure and flaws within
the material, which result from a processing and time history. The loading path includes any
condition part of the fragmentation event, such as strain rate, temperature, stress state, etc. While
fragmentation may be deterministic with respect to all these variables, we cannot know all of the
necessary state variables a priori. Instead, the uncertainty surrounding the state variables will
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propagate to the fragment size, and we can express the outcome of the fragmentation process
with uncertainty.
Throughout the remainder of this chapter, we will review fragmentation experiments that
have been performed, existing fragmentation models of many different types, damage modeling
in MD simulations, and the continuum approach to damage modeling. In Chapter 2, we will
present a nucleation dominant model for fragmentation that depends on local damage structure.
In Chapters 3 and 4, we show how the model is expanded for different loading triaxialities. In
Chapter 5, we present the use of percolation simulations to predict an anisotropic, damage
dependent fracture criteria. Finally, we will summarize the conclusions found throughout this
research in Chapter 7.
1.1

Fragmentation Experiments
Fragmentation experiments include the fragmentation of many different substances

including ceramics, glasses, metals, geomaterials, and (in the case of atomization) liquids.
Experimental data for fragment sizes dates at least as far back as Rosin et al. [1] who quantified
fragment size distributions from crushed rock. As we are focusing on the fragmentation of metal
materials, we limit our review of the literature to metal fragmentation experiments and literature
which may include concepts that are relevant to the research performed herein. Furthermore, we
categorize the fragmentation experimental data by the type of experiment: explosively loaded
cylinders, “one dimensional” expanded rings, and metal spheres shock loaded by impact with a
thin sheet. Each experimental setup is depicted in Figure 1.1.
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Figure 1.1

Fragmentation Experiments

Three methods of performing a fragmentation experiment. (a) Filling a metal cylinder
with explosives such that a nearly uniform radial expansion is induced. (b) Expanding a metal
ring radially till fracture. (c) Shooting a metal sphere through an impactor plate to induce a shock
wave in the sphere.
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Sternberg [2] constructed a piecewise empirical fragment weight distribution using
explosively fragmented cylinders. Weimer and Rogers [3] related the average fragment mass to a
power law relationship of the ratio of dynamic fracture toughness to the plain strain fracture
toughness based on the fragment size distributions of explosively fragmented hypereuctectoid
cylinders. Mock and Holt [4] fragmented cylinders of Armco iron and HF-1 steel, capturing the
fragment size distribution, as well as categorizing different types of fragments by their fracture
mechanism.
Grady and Benson [5] took copper and aluminum rings and expanded them radially using
an electromagnetic apparatus and found that the fragment number depended on the applied
kinetic energy with the same relationship for both aluminum and copper. Grady and Olsen[6]
used a uranium ring in a similar experiment and showed that the fragment size and distribution
matched the predictions of both the Grady energy balance model [7] and Mott’s fragmentation
model [8] for a unique set of Weibull parameters.
Kipp et al. [9] and Grady and Kipp [10] applied shock loading to millimeter scale steel
spheres by shooting them at thin plates of various compositions. The extent of fragmentation
corresponded to the severity of the shock load. Later, Grady and Kipp [11] applied the same
methodology to a variety of metal spheres. Piekutowski [12] performed similar experiments
using aluminum spheres impacted on thin aluminum sheets, finding that as impact velocity was
increased the fragmentation process changed in an orderly fashion.
1.2

Fragmentation Modeling
Many fragmentation models have been developed in the last 70 years, each from a unique

scientific perspective, and based in several different paradigms. Statistical, energy balance,
mechanics, and discrete particle methods have all been applied to the fragmentation problem in
5

various ways. In each model, the author attempts to relate either fragment size or size
distribution, to an observable variable in the fragmentation event, most commonly strain rate.
In this section, we briefly outline the major models using statistical methods, energy
balance methods, mechanics methods, and discrete particle methods. We can also classify
numerical fragmentation models into two types: those which model fragments explicitly, such
that the fragments are explicitly visible from the output, i.e. they are separate mesh regions that
have been separate from each other; or, those which contain the fragmentation model and predict
the fragmentation properties as a result of what has occurred in the material.
1.2.1
1.2.1.1

Statistical Models
Probabilistic Fracture
Mott [8] developed one of the earliest models by starting with one dimension. He began

with a functional form for crack nucleation density as a function of strain which had first been
proposed by Lienau [13]. Then, he assumed that once these cracks nucleated, they would release
stress via a release wave; thereby preventing further cracks in the obscured region.
𝑛

𝜀 𝑛−1

(1.1)

ℎ(𝜀) = 𝜎 (𝜎)

The analytical solution of his model [6], yields a prediction for the relationship between
strain rate and number of fragments from the ring,
𝜌𝜀̇ 2 𝑛

𝑛/(2𝑛+1)

(1.2)

𝑁 = 𝛽𝑛 (2𝜋𝑌 𝜎)
where 𝜀̇ is the strain rate, 𝑌 is the yield stress, 𝜌 is the density, and 𝛽𝑛 is a complex
function of n. The distribution of fragment sizes becomes,
𝛾2

𝑥 3

𝑓(𝑥) = 4𝑥 (𝑥 ) 𝑒
0

0

1 𝑥 3
)
4 𝑥0

− (

1
∫0 (1

6

3 𝑥 3

−𝑦

2
2 )𝑒 −4(𝑥0 ) 𝑦

d𝑦.

(1.3)

In Equation 1.1 and 1.2, n and 𝜎 are weibull parameters related to the probability of
fracture. A reasonable lower bound for n is 𝑛 = 1, as otherwise crack nucleation would decrease
as strain increased. Taking 1 ≤ 𝑛 ≤ ∞, and, since the number of fragments is inversely related
to the size, we see that he predicts,
2

𝑥𝑓𝑟𝑎𝑔 ∝ 𝜀̇ −𝑏 with 3 ≤ 𝑏 ≤ 1

(1.4)

Denoual et al. [14] and Denoual and Hild [15], [16] developed a similar probabilistic
crack model based on the spatial obscuration of cracks over time due to stress relaxation. They
found that their anisotropic damage variable agreed with crack patterns in a brittle spall
experiment. Forquin et al. [17] with the same model derived an exact solution for the crack
density, a three dimensional analog to Mott’s fragment number, shown in normalized form in
Equation 1.5. However, in 2 and 3 dimensions, the crack density does not easily correspond to
the fragment size as it does in 1 dimension. In Equation 1.5, 𝛾 is the incomplete gamma function,
𝑡

𝑡̅ is a dimensionless time ( ), and m is the Weibull exponent parameter.
𝑡𝑐

𝑚

𝑚 (𝑚+3)! 𝑚+3
𝑚
6𝑚!
̅̅̅
𝜆𝑏 (𝑡̅) = 𝑚+𝑛 [ 6𝑚! ]
𝛾 [𝑚+3 , (𝑚+3)! 𝑡̅ 𝑚+3 ]

1.2.1.2

(1.5)

Geometrical Statistics
Grady and Kipp [18] and Grady [19] used geometric statistics to try to characterize the

fragment size distribution. Five different methods of randomly partitioning a two dimensional
area produced five different size distributions, all roughly similar to the exponential distribution
used by Mott [8]. They were unable to find one that consistently fit experimental fragment size
distributions from different loading cases.
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Self-similarity, or self-organized criticality, was first observed and exploited to try to
capture the wide range of length scale effects observed in fragmentation by Oddershede [20].
Meibom and Baslev [21] followed his work but concluded that the mass distribution was not
significant enough information to characterize fragmentation.
1.2.2

Energy Based Models
Energy methods hinge on a balance between some driving energy and the surface energy

created by the fragmentation process. Grady [22] and Grady and Kipp [18] first postulated the
idea that local kinetic energy was converted to surface energy, such that a nominal fragment size
could be determined,
1

202 𝐾𝐼𝑐

𝑥0 = [

𝜌𝑐𝜀̇

2/3

]

(1.6)

.

Later, Glenn et al. [23], [24] showed that elastic strain energy played a significant role
and predicted a strain rate independent region of fragment size at lower strain rates,
𝛼 1/2

𝑥0 = 2 ( 3 )

3

3 2
sinh (sinh (𝛽 (𝛼) ) /3) ,

(1.7)

where,
𝛼=

2𝛽
𝑅

5

𝜎

2

5

𝐾

2

𝐼𝑐
+ 3 (𝜌𝑐𝜀̇ ) and, 𝛽 = 2 (𝜌𝑐𝜀̇
) .

(1.8)

Grady and Kipp [18], Shockey [25], and Grady [7] also discussed the driving
mechanisms as it related to the fragmentation process and spall strength and postulated two
different regimes of spall or fragmentation, flaw limited and energy limited, as shown in Figure
1.2. Each regime is controlled by a different limiting factor, thus a model must take both factors
into account in order to correctly predict the answer.
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Figure 1.2

Diagram of the limiting cases of spall with the related time and energy for brittle
spall

Diagram of the limiting cases of spall with the related time and energy for brittle spall.
When the energy density is low for a flaw density, the spall is energy limited. When the energy
density is high for a given flaw density, the spall is limited by the flaw density.

Several other models follow the same pattern that Grady set out, by using a local
distortional kinetic energy [26], or by using the Gibbs free energy [27]. More recently, Grady
and Olsen [6] showed that Grady's energy balance model had direct parallels to a special case of
Mott's model, and were able to unify the two models. The unified model was able to predict the
fragment size from Grady's model, and the distribution from Mott's model.
Grady’s energy model has also been used to analyze the fragmentation results of many
situations. Clayton [28] modeled concrete in a thermodynamically consistent manner and used
concepts from Grady [7] to determine the nominal fragment size and a maximal entropy
9

statistical method to derive the distribution of fragment sizes. Signor et al. [29] and Ressguier et
al. [30] have also used Grady’s model to predict the fragmentation of shock melted tin. Grady
[31] also used the energy balance concept to find two length scale parameters in brittle
fragmentation related to the maximum and nominal fragment sizes.
1.2.3

Cohesive Element Models
Cohesive elements, or traction-separation elements, are by far the most popular

computational method for modeling the fragmentation process. Some approaches attempt to
model the structural fragmentation simulation. Camacho and Ortiz [32] developed an adaptive
remeshing strategy that dynamically inserted cohesive elements where they were needed.
Molinari et al. [33] also worked with mesh randomization for correctly predicting the fragment
formation. Andrews and Kim [34], [35] used cohesive elements to model the break up of ceramic
spheres under a pulsed impact. Maiti et al. [36] and Nittur et al. [37] developed a two
dimensional cohesive element model for ceramics and varied grain sites and cohesive
parameters, comparing the fragment size distributions to Mott’s distribution. However, these
approaches typically suffer from over-predicting fragment size, or, having detrimentally high
computational costs.
Others use the cohesive element models as a lower length scale model to examine the
underlying processes of fragmentation and infer some model from them or compare them to
existing analytical models. Miller et al. [38] used a regular array of cohesive and standard two
dimensional elements to compare to Grady’s [7] and Glenn and Chudnovsky’s [24]
fragmentation theories. Zhou et al. [39]–[41] used a cohesive element model with various
material parameters to compare to Grady’s and Glenn and Chudnovsky’s models as well. They
were able to use a normalization scheme based on material properties to reduce their data onto a
10

single curve. Levy and Molinari [42] used cohesive element simulations with heterogeneous
properties and evaluated the Grady, Glenn and Chudnovsky, and Zhou models, as they were all
developed considering homogeneous materials. They found that their simulation approached -2/3
power relationship predicted by Grady, in the energy limiting case. Levy et al. [43] found for
their two dimensional cohesive law model that at low and intermediate strain rates,
fragmentation was controlled by strength, while at high strain rates toughness was the dominate
factor. Alternatively, Drugan [44] used a cohesive element model to derive a semi-analytical
expression for average fragment size for a one-dimensional or an isotropic three dimensional
case.
Zhang et al. [45] developed a fragmentation model for rock that attempted to use a full
thermodynamically consistent framework. He began by considering an anisotropic damage
internal state variable. A directional fragment distribution was defined with respect to that
damage variable at complete fragmentation.
In other related works, Gladden [46] looked at the fragmentation and buckling of brittle
rods under compression through a more frequency based method. Rouhabi et al. [47] uses a
continuum fracture model to simulate the fragmentation process, then post processes the energy
history to arrive at the fragment size.
1.2.4
1.2.4.1

Discrete Methods
Molecular Dynamics
Molecular Dynamics (MD) is another popular choice for simulating fragmentation. Much

of the work has used the Lennard-Jones potential [48]–[56]. The Lennard-Jones potential, while
simple and fairly good for liquids, does not capture the behavior of metals well, thus these works
will be not be covered in detail.
11

Wagner et al. [50] studied the fragmentation of a two dimensional atomic lattice through
adiabatic spall using an Embedded Atom Method (EAM) potential. They found that their results
for the spall strength with strain rate disagreed with Grady’s [7] theoretical model. Dremov et al.
[57] also performed spall experiments on copper using an EAM potential, finding that the spall
strength was independent of the crystal structure above 3x109 s-1. Srinivasan et al. [58], in a
similar MD simulation, found that the spall strength did in fact follow Grady’s theoretical model,
in contrast to the earlier work of Wagner et al. [50]. However, Srinivasan et al. had increased
computational resources and were able to model the spallation in three dimensions which likely
provided the difference. Durand and Soulard [59] studied the spall of copper and tin alloys from
a geometrically textured back face. They showed that as the amplitude of the roughness
increased, more voids were nucleated, and the average fragment volume decreased.
1.2.4.2

Other Discrete Methods
A variety of other particle or discrete methods have been used to model fragmentation.

Hayakawa [60] simulated the three dimensional fragmentation of a perfect cubic crystal lattice
with brittle bond interactions. He found that the resulting fragment mass distributions typically
followed a power law distribution with an exponent of 2/3 at the large scale.
Åstrom et al. [61], [62] studied a two dimensional brittle lattice during dynamic
expansion leading to fragmentation. They found that at the large fragment limit, the size
distribution followed a power law distribution, while at the small fragment limit, the distribution
dropped off. Kun and Herrmann [63] used a two dimensional array of beam elements to simulate
the collision of two circles. In the process, they described the transition between single fracture
to fragmentation as collision rate increased. Linna et al. [64] used a two dimensional array of
brittle beam elements with periodic boundaries to model an expansion process. They find that the
12

fragment size over time is unstable as they are created by crack propagation and branching. They
also find that the fragment size distribution is a clear power law distribution.
Wang et al. [54], [55] used a lattice of particles with interactions defined in the same
form as a Lennard-Jones atomistic potential. They perform both tensile and compression
simulations in both two and three dimensions with their model.
1.3

Damage Modeling in Molecular Dynamics
Molecular Dynamics (MD) has been used to study damage processes at the lower length

scales. There are some challenges as often the length and time scales accessible to MD make
modeling the plasticity aspects of damage and deformation difficult or impossible. However, in
higher length scale models, damage is usually dictated by the damage model chosen - MD has
the benefit of not choosing a damage model a priori. Thus, material processes can be observed
with less bias of a mesh or a rigid model framework.
Belak [65] and Rudd and Belak [66] studied damage growth as it relates to spall in MD
using an EAM potential for copper in three dimensions with both a perfect single crystal and a
polycrystal setup. They noted a transition from intragranular to transgranular void nucleation in
the polycrystalline material as strain rate increased. Potirniche et al. [67] studied the growth and
coalescence of cylindrical voids using a Modified Embedded Atom Method (MEAM) potential
for nickel, and showed negligible coalescence at MD scale strain rates. Nanoscale void growth
was scale independent in the plastic regime, but depended on sample size in the elastic region.
Tang et al. [68] performed similar simulations, but focused on EAM magnesium, and showed
void growth by twin formation and dislocation nucleation depending on the orientation. Wang et
al. [69] examined the effect of crystal orientation on void growth under a tensile stress in single
crystal EAM nickel, while showing dislocation nucleation at stress concentrations around the
13

void. Seppala et al. [70] studied void coalescence in EAM copper and found that void
coalescence began playing a role around 1 void radius. In a slightly different vein, Heino et al.
[71] showed that cracks propagated via micro-void nucleation and coalescence through effective
medium theory MD simulations.
1.4

Continuum Damage and Failure Modeling
At the continuum scale, damage models are often used to represent the degradation in

performance due to the presence of voids and cracks in a material. These models represent either
the evolution of damage with the material, either by modeling the number and size of voids or by
modeling the void volume fraction. A threshold on the damage parameter is often used in a
Finite Element Analysis (FEA) scheme to predict the failure of an element.
Damage was first expressed as a scalar representing the void volume fraction by
Kachanov [72] and Rabotnov [73]. McClintock [74] developed a criteria for fracture of a power
law hardening material which included a model for void growth which was a function of the
hyperbolic sine of triaxiality. Rice and Tracy [75] expressed void growth in terms of the growth
rate of the radius as proportional to the void radius and the exponential of the stress triaxiality.
Several other void growth models follow similar formats [76], [77].
1.4.1

Internal State Variable Damage Modeling
Perznya [78] developed an Internal State Variable (ISV) model for damage where the

damage was captured by the evolution equation of porosity. Bammann and Aifantis [79]
proposed an ISV damage modeling framework that included void nucleation, growth, and
coalescence. From this ISV framework, Horstemeyer et al [80] developed a model for damage
which accommodated existing damage growth models mentioned, a model for void/crack
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nucleation at existing material defects [81], and a model for void coalescence based on the
interaction of void stress fields [82].
1.4.2

Failure and Fracture Criteria
Within the context of the Bammann and Aifantis [79] and Horstemeyer et al. [80]

damage framework, the material does not lose all of its elastic stiffness till the void volume
fraction reaches 1. However, a lower threshold is usually chosen as the failure criteria both to
avoid numerical issues and better match experiments. A lower volume fraction threshold also has
physical merit, as the void volume method of characterizing damage bases elastic stiffness in all
directions on the volume fraction. In practice, a region (or an element in FEA) could fail (have
zero elastic stiffness) with significant anisotropic damage and have a very low volume fraction.
Such an element would still support stress in the directions parallel to the crack plane. Values for
the volume fraction threshold for void volume fraction for fracture have been proposed as about
0.3 from percolation theory [83].
1.5

Contributions and Organization
Herein, we develop a model for a fragment length scale based on high rate MD

simulations and percolation simulations of critical damage at fracture. The fragmentation model
is a framework which can be applied to materials other than the copper and iron alloys studied
herein, given a calibration to determine constants appropriate to the size scale and material
studied. The framework we have developed can be applied to macroscale problems when
combined with appropriate damage models for the materials studied. Any limits with regards to
applicability to strain rates, temperatures, and materials on the paired damage model will also
apply to the fragmentation model.
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In Chapters 2 and 3, we present MD simulations of copper, iron, and iron-carbon under
various stress triaxialities and motivate the development of a model for fragment length scale
which connects void number density and critical damage at fracture to the fragment length scale.
In Chapter 4, we present percolation simulations of the critical damage at fracture which make
use of experimental fractographic data. We also include a comparison to a novel metric, the local
surface area fraction, that shows promise in predicting anisotropic fracture. Finally, we
summarize our conclusions and include recommendations for future work in Chapter 5.
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CHAPTER II
CORRELATING DAMAGE PROGRESSION TO FRAGMENTATION AT HIGH STRAIN
RATES USING MOLECULAR DYNAMICS
2.1

Introduction
Predicting the fragment size from a fragmentation event has been a concern for over a

hundred years. Originally, fragment size modeling focused on geological materials in the context
of coal and ore crushing. However, an implicit understanding of fragmentation mechanisms can
be traced back even further. Even in ancient times, stone workers would create holes along a
preferential crack path to deterministically crack large stones. Roughly speaking, the fractures
were directly related to the number and arrangement of holes created in the material.
Fragmentation occurs in materials as a result of widespread void or crack nucleation and
subsequent growth and coalescence resulting in independent fragments. In brittle materials,
widespread nucleation can occur at low to moderate strain rate rates. However, the strain rate
necessary for widespread damage nucleation is higher in metals because of their ability to
accommodate strain through plastic deformation.
Anderson [84] gave a great review and history of fracture in materials from a continuum
perspective first starting with the fundamental work of Griffith [85] on elastic fracture, Irwin
[86] on stress concentrations, and Dugdale [87] on plasticity and fracture to name just a few.
However, these works did not consider high strain rate effects on fracture. Mott [8] was the first
to focus on high strain rate effects that induce fracture to create fragments. Barbee et al. [88] and
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Curran et al. [89] later introduced the notions of nucleation, growth, and coalescence of voids,
cracks, and shear instabilities in high rate phenomena in the context of brittle and ductile
materials. Later, Grady [22], [90] developed analytical functions for brittle and ductile material
fragmentation distributions. One last paper of importance to the work herein is that from Perzyna
[78], who was the first to tie together Internal State Variable (ISV) theory to fragmentation.
High strain rate effects on damage often result from time dependent phenomena resulting
from damage such as accommodation of strain and release of stress accomplished by damage
nucleation and growth [8], [14]. Continuum fragmentation models often relate the characteristic
fragment size to the globally applied strain rate [8], [90]. The fragment size and strain rate are
connected by damage phenomena at lower length scales. The core phenomenon is the
interactions of stress fields between nucleated cracks or voids [8], [14], [15], [17]. Following
nucleation, the crack or void shields the surrounding area by relieving stress at a rate controlled
by the stress wave properties of the material. Given a sufficient strain rate, new cracks or voids
can be nucleated close to the original flaw before the stress relaxes. The one-dimensional
relationship of fragment size to strain rate,

, solved analytically by Grady and Olsen [6], is

shown in Equation 2.1, where the fragment size, 𝑥0 , depends on the yield stress, 𝑌, Weibull
failure parameters, 𝜎 and 𝑛, and material density, 𝜌. 𝛽𝑛 is a complicated function of 𝑛.
1

2𝜋𝑌 𝜎 𝑛/(2𝑛+1)

𝑥0 = 𝛽 ( 𝜌𝜀̇ 2 𝑛)
𝑛

(2.1)

The concept of flaw stress shielding has also been used to create a damage model for
dynamic fracture in brittle materials [14]–[16]. In a three-dimensional analog to Mott’s onedimensional model, the crack density has been derived [17]. However, in three dimensions, the
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crack density does not lead to a straightforward computation of fragment size. Additionally, the
analytical form grows dramatically in complexity.
Alternatively, energy arguments can be used to determine the relationship between strain
rate and fragment size. By balancing local kinetic energy [22] (or elastic strain energy [7], [23],
[24]) and fragment surface energy, an expression for the nominal fragment size, following the
volume per fracture surface area, has been developed, as shown in Equation 2.2, where Γ is the
fracture resistance of the material.
24Γ 1/3

𝑥0 = (𝜌𝜀̇ 2 )

(2.2)

Grady's model [7] predicts a -2/3 power law dependence of the fragment size on the
strain rate. By including the effects of elastic strain energy, Glenn et al.'s model [23], [24]
predicts a transition to a rate independent region at lower strain rates, while converging to
Grady's model at high strain rates. More recently, Grady and Olsen [6] showed that the result of
Grady's model is equivalent to a specific case of Mott's model and combined the two into a
complete statistical energy model. While the energy based models have been applied to both
brittle and ductile materials, neither deals with energy dissipated by plastic deformation
processes.
Others have focused more directly on the relation of damage structures to fragmentation,
specifically through damage nucleation, growth, and coalescence which has been applied to both
ductile and brittle materials [88], [89], [91]. Ductile materials are characterized by void
nucleation, approximately spherical void growth, and void coalescence by “necking” in the
intervoid ligament. Brittle materials are characterized by crack nucleation [92], crack growth
[85], and crack coalescence [93], [94]. At high rates, both damage mechanisms can lead to
fragmentation where enough voids or cracks have nucleated and can coalesce to make fragments.
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In particular, Seaman et al. [91] used nucleation and growth models with similar forms for
ductile and brittle materials to develop a fragmentation model. They postulated a relationship
between the number of fragments (𝑁𝑓 ) and the number of cracks (𝑁𝑐 ) in Equation 2.3 under the
assumption that the size of each fragment was similar to that of the cracks that formed it, where
𝛽 is a proportionality constant. The number of cracks can refer to brittle cracks or cracks formed
by void coalescence in a ductile material [91].
𝛽 = 𝑁𝑓 /𝑁𝑐

(2.3)

More recent work on fragmentation focuses on the explicit modeling of fragmentation in
brittle solids via concepts from fracture mechanics. We will not attempt to provide an exhaustive
review here on discrete fragmentation modeling using finite element methods but rather mention
a few examples of various methods. Zhou et al. [40] used a one-dimensional model with
cohesive zone elements. By normalizing the fragment size and strain rate, they fit the results
from their simulations to a single curve which transitioned between two power laws with respect
to strain rate. At lower strain rates, their curve predicts a -1/4 power law which converges to a 3/4 power law at high strain rates. Levy and Molinari [42] studied two dimensional ceramics in
finite elements modeling defects with cohesive elements. A distribution of strengths was applied
to the cohesive elements and the resulting fragment size was similar to the one dimensional work
of Zhou et al. [40]. These two works show an example of discrete fragmentation modeling being
used to generate a continuum fragmentation model. Other works have used cohesive elements
[32], [33], [43], [95], [96] or the Discontinuous Cell Method (DCM) [97]. Because of the
discrete nature of the finite element method, these fragmentation models have lent themselves
particularly well to studying brittle fragmentation as cracks nucleate and grow in the boundaries
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between elements. Beyond finite element methods, macroscale models such as continuum
particle methods [98] or hydrocode methods [99] have been used to model fragmentation.
At a lower length scale, fragmentation has been studied using MD. Using MD, the
minimum discrete fragment size is limited to a physically based quantity, a single atom, in
contrast to most macroscale models where minimum fragment size is limited by an element or
particle size that may not have physical significance. Fragmentation in MD has been
accomplished by expansion, impact, ablation, or spall through mechanical shock or thermal flux.
MD studies have primarily focused on ductile fragmentation. Many studies have been done on
the fragmentation of liquids through expansion using a Lennard-Jones potential [48], [50], [51],
[53], but expansion has also been used to fragment solids in two dimensions with an LJ potential
[49]. Toxvaerd [100] studied the atomization of liquids using an LJ potential in two and three
dimensions, noting that the fragmentation process depended on damage structures developed
early in the deformation. Sator and Hietala [101] used an LJ potential in MD to look at the brittle
fracture of a two dimensional disc on impact with a wall. Another study has looked at the
ablation of atomic structures by thermal sources using a coupled continuum/MD method [102].
Ductile spall has been the predominant mechanism studied regarding the fragmentation
of metal in MD, whether induced mechanically or thermally [103]. Following a shock load,
rarefaction waves interact within a material creating a highly triaxial stress state in a spall plane.
The spall plane is dominated by widespread damage in the form of isotropic voids [104], [105],
which can coalesce and cause fragmentation. Spall has been studied with MD in single crystal
materials to determine the effect of strain rate [57], [58], [106], [107], crystal orientation [108],
[109], preexisting defects [110], and grain boundaries [57], [111] on the spall strength. Some
have also found that the spall fragment sizes matched Grady’s energy model [107]. Galitsky et
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al. [106] performed coupled continuum/MD simulations of thermally induced spall and
determined that the spall strength could not be predicted by the shock pressure or strain rate but
had to be correlated to internal damage. Shock loads have also been used to produce ejecta from
various grooved surface geometries [59], [112]. In both studies, as the grooves or sinusoidal
roughness got deeper, which corresponded to a higher stress concentration and higher nucleation,
the resulting ejecta sizes decreased.
Studies have also examined ductile damage behavior as it relates to spall using MD.
Belak [65] and Rudd and Belak [66] studied damage growth in MD using an EAM potential for
copper in three dimensions with both a perfect single crystal and a polycrystal setup. They noted
a transition from intragranular to transgranular void nucleation in the polycrystalline material as
strain rate increased. Wang et al. [69] studied the effect of orientation on void growth under
tension in nickel using an EAM potential, showing that the void growth was connected to
dislocation nucleation at stress concentrations which varied with crystal orientation.
In the development of a fragmentation model, we must consider many different length
and time scales due to the dynamic nature of the event. We have already mentioned the close
connection between the elastic wave speed and flaw activation. Another relevant velocity in
ductile metals is the dislocation velocity. At the strain rates studied here (108-1010 s-1), the
applied deformation rate was above the strain rate which could be accommodated by dislocation
motion. Thus, inelastic deformation is accommodated by dislocation nucleation resulting in
dislocation pileups and stress concentrations around voids.
Similarly, the fragment length scale becomes important for plasticity. Horstemeyer et al.
[113] looked at length and time scales related to plasticity through comparisons of MD simple
shear simulations and existing experimental data. They found that the volume-per-surface-area of
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the specimen was a good indicator for the size scale dependence related to the yield strength. The
dependence was due to the ability of dislocations to nucleate and accommodate plastic
deformation. Gerberich et al. [114] later proved through indenter experiments that the volumeper-surface-area can be directly related to the energy of the volume divided by the energy of
surface area when considering dislocation nucleation. Other aspects of size scale plasticity aligns
with the Hall [115] and Petch [116] relationship, which is based on the mean free path of a
dislocation. We note for the Hall-Petch relationship that the power is -1/2. However, due to the
limited size scale in MD simulations, as soon as a dislocation nucleates it is within the
interaction range of grain boundaries. Thus, the major plasticity related variable can be related to
dislocation nucleation.
While the majority of historical continuum fragmentation work attempts to relate the
applied global strain rate to a nominal fragment size based on statistics and energy [7], [8], [22],
[23], in this paper, we show the relationship between the void number density (void nucleation)
and fragment size through Molecular Dynamics (MD) simulations of copper. By relating
fragmentation to the evolution of internal damage, a physically motivated fragmentation model
can be developed in the future. Thus, our fragmentation work focuses on ductile fragmentation.
In the remainder of the work, we will describe the simulation setup in Section 2.2, discuss the
results from the MD simulations in Section 2.3, discuss the relation of our work to existing
predictions and its usefulness in Section 2.4, and make some summary conclusions in Section
2.5.
2.2

Methodology

Because fragmentation and spallation occur at high strain rates, we studied the problem at the
atomistic scale to provide an understanding of the underlying mechanisms. Once the Molecular
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Dynamics (MD) results related to high rate damage progression and fragmentation behavior were
quantified, the pertinent information could then be upscaled to motivate a continuum scale
model.
2.2.1

Molecular Dynamics Setup
In our MD simulations, we simulated copper using a Modified Embedded Atom Method

(MEAM) potential [117] in LAMMPS [118]. The copper atoms were arranged in both pristine
single crystals and polycrystals. In the polycrystalline structures, grains were created as rhombic
dodecahedrons with sizes such that the distance between parallel faces ranged from 2.0 nm to
12.3 nm as shown in Figure 2.1. Within each system, the grain size was uniform, and the
orientation of each grain was randomly assigned, leading to a neutral (isotropic) texture with
primarily high angle grain boundaries. The systems were equilibrated for 50 ps at a given
temperature; the single crystal simulations had five different temperatures ranging from 200 K to
1000 K and the polycrystal simulation temperature was 200 K to allow a direct comparison to the
single crystal simulations. The equilibration was performed with an isothermal-isobaric NoseHoover ensemble (NPT) with damping parameters of 0.5 ps and 5.0 ps for temperature and
pressure, respectively. All simulations were run with a timestep of 5 fs.
Once equilibrated, the simulation cell was expanded in all directions at a constant
velocity. This isotropic expansion mimics the boundary conditions used by Grady [22] in the
development of the energy based fragmentation model. For this study, we looked at seven
velocities corresponding to engineering strain rates ranging from 1x108 to 3x1010 s-1 for the
single crystals and three strain rates between 3x108 and 1x1010 s-1 for the polycrystals. The cell
expansion was accomplished within LAMMPS by remapping each atom into an expanded cell at
each time step of the MD simulation. Since the void nucleation is dependent on the strain rate,
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larger atomic systems were necessary for the lower strain rates. The system sizes ranged from
500,000 atoms to 8,001,504 atoms.

Figure 2.1

Sliced view of Atomistic Polycrystalline Copper

A sliced view of an equilibrated polycrystalline copper system where the atoms are
colored by their centro-symmetry [119]. The grains are uniformly shaped as rhombic
dodecahedrons with a face to face size of 6.1 nm. Image created in OVITO [120].

The boundary conditions on all sides were periodic, and an NVT thermostat (constant
number of atoms, volume, and temperature) was used. The thermostat nominally maintained a
constant temperature; however, in the single crystal simulations the calculated temperature
spiked a few hundred degrees because of the very quick motion of the atoms directly after
damage nucleation. The temperature spike was just an artifact of the very large elastic strains
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reached with no microstructure defects to spur damage nucleation. The temperature returned to
the specified temperature within a few picoseconds.
2.2.2

Fragmentation and Damage Metrics
Damage is represented as a scalar representing the total void volume fraction

(Horstemeyer, Lathrop and Gokhale). In continuum damage models, the total void volume
fraction has been separated as in Equation 2.4, where 𝜙𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 typically represents voids
nucleated at particles in the material matrix and 𝜙𝑝𝑜𝑟𝑒𝑠 represents distributed porosity throughout
the matrix.
𝜙 = 𝜙𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 + 𝜙𝑝𝑜𝑟𝑒𝑠

(2.4)

The atomistic simulations have no initial distributed porosity or particles, so we separated
our voids based on size. Voids nucleated from particles tend to be orders of magnitude larger
than the distributed porosity in wrought metal alloys [121], [122]. Thus, we apply 𝜙𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 to
the large voids (𝜙𝑙𝑎𝑟𝑔𝑒𝑣𝑜𝑖𝑑𝑠 ) in our simulation and define it in Equation 2.5 following [82],
where 𝜂 represents void nucleation, in terms of the number density of voids; 𝜈 represents void
growth, in terms of the average size of a void absent any void-void interactions; and 𝑐 represents
void coalescence, in terms of the increase in average void size because of void interactions.
𝜙𝑙𝑎𝑟𝑔𝑒𝑣𝑜𝑖𝑑𝑠 = 𝜂𝜈𝑐

(2.5)

The voids were identified in the atomistic system using a Delaunay Tessellation method.
Each simplex in the tessellation was classified as empty if the radius of the simplex’s
circumsphere was larger than a threshold value. For our system, we used a threshold value of 2.6
Å, just larger than the nearest neighbor distance of copper. The first two steps of the process
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follow the method outlined by [123]. Any simplices which shared a vertex were treated as part of
the same void. Thus, we were able to get the number and individual void volumes and areas.
The fragment size was quantified as the solid volume-per-surface-area of the system. In
general, while the volume-per-surface-area provided part of the necessary information for
fragmentation, the fragment shape was considered important as well. However, under isotropic
expansion with an isotropic structure, fragments were assumed to be reasonably equiaxed, thus
the volume-per-surface-area alone was used to characterize fragment size in these atomistic
simulations.
Though we quantified damage and energy parameters as if the system were fragmenting,
in practice, we could not observe recognizable fragments at the length and time scales portrayed
in MD; however, the physical phenomena of damage progression and fragmentation were
hypothesized to be similar. We observed fragments if the strain rate in single crystal systems was
above 1x1011 s-1, though the fragments consisted of only a few atoms each. In polycrystalline
systems, fragments consisting of a single grain each were observed at 1x1010 s-1 with a grain size
of 12.3 nm (the highest strain rate and largest grain size studied here). However, by quantifying
the volume-per-surface-area ratio, we captured the energy distribution between maintaining solid
volume and creating new surfaces. The volume-per-surface-area ratio was previously correlated
to yield strength [113], [114] because of the connection to dislocation nucleation, which is also
occurring here as a vacancy or void is formed [124].
2.2.3

Uncertainty
Randomness can arise in MD simulations because of the initialization of each atom with

the random velocity realized as a vibration. The velocities are constrained to follow a Boltzmann
distribution characteristic of the desired temperature. Thus, all system inputs being the same, a
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different initialization at the atom level can affect the final result. We quantified the degree to
which the result can change by running two additional simulations at six different simulation
points: at strain rates of 3x109 and 1x1010 s-1 and temperatures of 200 K, 600 K, and 1000 K. The
variance in effective void number density and fragment size was extrapolated to the rest of the
simulations, because of the prohibitive computational cost of running more samples at the lower
strain rates.
Based on the variation observed in the additional simulations, the uncertainty in the
effective void number density was assumed to scale with the number of voids. Thus, with only a
few voids in the system, the uncertainty was expected to be larger than if there were many voids
in the system. We expected the uncertainty to grow where fewer voids are dominating the
behavior, based on the idea of variance in a sample. At a small number of samples, the sample
distribution has a much greater variance, while for a large number of samples, the sample
distribution approaches the population distribution. Similarly, a large simulation with a
significant number of voids controlling the behavior would behave close to the “true” response,
i.e. the population distribution would be more realistic of an engineering structure. Conversely,
with only a small number of voids, we expected a greater variance in the response, and thus a
greater uncertainty in our result.
2.3

Results
For each MD simulation, the fragment size and void number density throughout the

simulations have been tracked. An example simulation is shown in Figure 2.2, while Figure 2.3
shows the material state at each of the four points in Figure 2.2. Figure 2.2a shows the
progression of the number density of voids throughout the strain history. Most of the voids
nucleated in a very short amount of time near 10% strain, because of the high stress triaxiality.
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Then, voids began to impinge upon each other and coalesce, and the number density decreased
rapidly. Point C in Figure 2.2a displays the peak void number density where the rate of void
coalescence began to exceed the rate of void nucleation.

Figure 2.2

Void Number Density and Volume per Surface Area

The number density of voids (2a) (void nucleation) and total volume-per-surface-area
(2b) (fragment size) throughout an isotropic expansion of single crystal copper at a strain rate of
3x109 s−1 and temperature of 200 K. The labels indicate points of interest as follows: A.
Beginning of the simulation: damage free configuration; B. Nucleation of first void; C. Strain at
the maximum void number density; and D. Final configuration with respect to the total volumeper-surface-area.
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Figure 2.3

Growth of Damage in Single Crystal Copper in Molecular Dynamics

The development of damage in a single crystal copper under isotropic expansion at a
strain rate of 3x109 s−1 and a temperature of 200 K. Each frame corresponds to a point of interest
in the simulation: (3a) shows the atoms (blue) when the simulation is in its initial, damage free
state. (3b)-(3d) show the void surfaces (red) during the deformation. At (3b), the first void is
nucleated, as shown by the small spot near the bottom of the cell. At (3c), the material has
reached the maximum void number density. At (3d), the material has reached a stable point with
respect to the solid volume-per-surface-area. Images created in OVITO [120], colors in online
version.
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In our nanoscale simulations, the voids ranged from tiny voids the size of just a few
atomic vacancies to large voids nanometers in diameter in the same simulation as illustrated in
Figures 2.4 and 2.5. We concentrate on the voids at the time of maximum void density. At this
time, Figure 2.4 shows the void surfaces in two different simulations at very different strain
rates, while Figure 2.5 graphically shows the cumulative void size distribution plots
corresponding to the same two simulations. Figures 2.4a and 2.5a show a high strain rate
simulation (1x1010 s-1) where the voids were all near the same size. Figures 2.4b and 2.5b show a
lower strain rate simulation (3x108 s-1) where very large voids dominated the simulation. Both
snapshots are from about 11% strain, where the void number density is at a maximum. When the
distribution of void sizes is not very broad, as in Figure 2.4a, each void contributed significantly
to the fragmentation behavior. However, if a few large voids exist that are orders of magnitude
larger than the majority of the voids, the smaller voids do not have a significant effect on the
fragmentation behavior (see review [82], [124]). To capture the disparate effect of different size
voids, we defined a size threshold as 2% of the maximum void size. Voids below the threshold
were considered distributed porosity, as in the macroscale, and not counted individually. Voids
above the threshold were counted for Equation 2.4. We did not observe a significant variation in
the void size distributions when the cutoff value was varied between 1 and 5%.
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Figure 2.4

Void Surfaces at Maximum Void Number Density for Two Strain Rates in Single
Crystal Copper

A visualization of the void surfaces at the maximum void number density (around 11%
strain for both) for two diﬀerent strain rates of the isotropic expansion of a single crystal copper.
(a) 1x1010 s−1. and (b) 3x108 s−1. Both simulations were run at 200 K. Images created in OVITO
[120].

Figure 2.5

Cumulative Void Volume Fraction Distribution at Maximum Void Number
Density for Two Strain Rates
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The cumulative void volume fraction (𝜙) distribution across void radii at the maximum
void number density (𝜂𝑚𝑎𝑥 ) (around 11% strain for both) for two diﬀerent strain rates under
isotropic expansion of copper. (a) 1x1010 s−1. and (b) 3x108 s−1. Both were simulated at 200 K.
The high strain rate case (a) shows that the void volume was distributed across several voids. In
contrast, the lower strain rate case (b) shows that a single void, represented by the large bar on
the right, made up nearly 80% of the total void volume. Ignored voids are those of size less than
2% of the maximum void size. Note the difference in the void size scale between (a) and (b) is
approximately 1.5 orders of magnitude.

We also tracked the solid volume-per-surface-area as a surrogate for fragment size
throughout the strain history as shown in Figure 2.2b. The volume-per-surface-area should act as
a reliable fragment size as it captures the distribution of energy between the solid material and
free surfaces in the system. In a pristine material, the volume-per-surface-area is infinite, since
there are no free surfaces in the initial state because of the periodic boundaries. As voids are
nucleated, the length scale decreases and stabilizes at a steady state value, Point D in Figure 2.2b.
The steady state value of the volume-per-surface-area is used as the fragment size.
Figure 2.6 compares the fragment sizes from our atomistic simulations across strain rates
to Mott's [8] and Grady's [7], [22] fragment size models. The fragment size was characterized
relatively well with a -1/2 power law trend, which could be explained by Mott's fragmentation
model with 𝑛 = 1/2. The lines in Figure 2.6 are not fitted lines, but rather represent the
predicted relationships between the fragment size and the applied strain rate for each model. In
the range of strain rates studied, we did not observe an elbow in the fragment size model as
found by Zhou et al. [40] in their cohesive model simulations.
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Figure 2.6

Fragment Length Scale versus Strain Rate

The fragment size decreases with increasing temperature in the isotropic expansion of
copper. The symbols with solid lines indicate a single crystal system labeled by the temperature,
while the dashed lines indicate a polycrystalline system labeled by the grain size. The simulation
data is compared to a -1/2 and -2/3 power law representing a possible trend from Mott’s model
[8] and the predicted trend from Grady’s [7] fragmentation model, respectively. The error bars
represent a 95% confidence interval in the fragment size.

For a given temperature and grain size, the maximum void number density increased as
the strain rate increased as shown in Figure 2.7, matching our macroscale expectations for void

34

nucleation, which suggest that the rate of void nucleation increases with increasing strain rate
[81]. The maximum void number density increased roughly as the 3/2 power of strain rate.
The effect of temperature in our MD results is mostly within the uncertainty. Figure 2.6
shows that, for a given strain rate, the fragment size seems to increase with increasing
temperature; however, the error bands around the fragment size overlap significantly. Thus,
fragment size was not significantly affected by temperature. In Figure 2.7, the void nucleation
seems to increase with temperature, though the error bands again overlap significantly. Higher
length scale material behaviors have suggested that as the temperature increases, the damage
nucleation rate decreases because of local softening around inclusions [125]–[127]. However, at
the nanoscale for pristine materials, a greater temperature lowers the energy barrier for
dislocation nucleation which is a precursor to void nucleation.
After nucleation, voids immediately began to grow; however, each void was not
nucleated at the same time (or strain). Thus, as the void nucleation rate increased, the variance in
the void size distributions decreased, as more voids were similar in size. However, at lower
nucleation rates, a few voids had a “head start” on growing, resulting in a size distribution with a
large variance. Considering that the void growth rate scales with void size [74], [75], [77], the
distribution was substantially skewed even with a small initial size difference. Our void cutoff
size of 2% of the maximum void size helped our maximum void number density represent only
the important voids in the skewed distribution.
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Figure 2.7

Maximum Void Number Density versus Strain Rate

The maximum void number density (void nucleation) increases with increasing strain rate
in the isotropic expansion of single crystal and polycrystalline copper. The symbols with solid
lines indicate a single crystal system, while the dashed lines indicate a polycrystalline system.
The maximum void number density increases roughly as a 3/2 power of strain rate. The error
bars represent a 95% confidence interval in the maximum void number density.
Figure 2.8 shows that the maximum void number density increases as grain size
decreases from molecular dynamics simulations. The trendlines have a slope of -1, showing that
void nucleation decreases inversely to the grain size. In the polycrystalline simulations, all voids
nucleated on the grain boundaries, regardless of the strain rate. Thus, as the grain size decreased,
the volume fraction of the grain boundaries increased, thus increasing the possible nucleation
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sites for voids. The strain rate is associated with mechanical energy added to the system, and
here the grain size is associated with the material defects (flaws) as discussed by Grady [7]. At
higher strain rates, like in these MD simulations, void nucleation is flaw driven as it is limited
only by possible nucleation sites. However, at lower strain rates at the continuum macroscale,
void nucleation could be limited by the available mechanical energy and/or flaw density. Thus,
the grain size dependence of the maximum void number density observed here may not hold for
the continuum level.

Figure 2.8

Maximum Void Number Density versus Grain Size for Nanocrystalline Copper in
Molecular Dynamics

The maximum void number density increases with decreasing grain size and increasing
strain rate in isotropic expansion simulations of polycrystalline copper using molecular
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dynamics. The error bars represent a 95% confidence interval in maximum void number density.
The trendlines show a slope of -1 for each strain rate.
2.4

Discussion
We have compared void nucleation and fragment size to the global strain rate, similar to

the methodology followed in the literature [6], [8], [23], [82]. Figure 2.9 shows a direct
comparison between the fragment size and the maximum void number density. A -1/3 power law
represents the trend in the data well, suggesting that, in spite of the broad range of temperatures
and grain sizes represented, the true mechanism controlling the fragment size in the ranges
studied here is the void nucleation.

Figure 2.9

Fragment Length Scale Correlates to Maximum Void Number Density
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The fragment size decreases with an increasing maximum void number density (void
nucleation), with a -1/3 power law of the void number. The error bars represent 95% confidence
intervals in both the maximum void number density and fragment size.
The equation of the power law correlation in Figure 2.9 is shown in Equation 2.6, where
the coefficient, 𝐴 = 0.35, relates the nucleation density to the fragment size. The power law
relationship in Equation 2.6 corresponds to the dimensional analysis assuming the fragment size
is only dependent on the damage components, 𝜂, 𝜈, and 𝑐. The quantity 𝜂 −1/3 is related to the
spacing of voids in the damaged material and the coefficient 𝐴 connects the void spacing to the
resulting fragment size.
𝑥0 = 𝐴𝜂−1/3

(2.6)

A power law relationship between void nucleation (number density of voids) and
fragment size also follows from Equation 2.3 [91]. The relationship between 𝛽 in Equation 2.3
and 𝐴 in Equation 2.6 will be dependent on the fragment shape. In general, 𝐴 is proportional to
the -1/3 power of 𝛽 (𝐴 ∝ 𝛽 −1/3 ).
From an atomistic perspective, there should be an upper limit on the void density, as a
certain number of atoms are necessary to sustain a void. Thus, we expect that the power law
relationship would break down at void number densities greater than those observed in our
simulations, or about a void number density of 1x10-3 1/Å3. As the void number density
decreases, the fragment length scale increases as the -1/3 power of void number density.
We can extrapolate the predictions of Equation 2.6 to the macroscale by considering the
void nucleation at failure. In high rate (1000 s-1) tension tests with various aluminum alloys
[128], the void number density at failure as measured on the fracture surface was 𝜂𝐴𝑙 =
3.7𝑥107 − 1.6𝑥109 𝑚−3 , depending on the alloy. Using Equation 2.6, 𝜂𝐴𝑙 , and the 𝐴 found for
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our copper simulations, we would predict a fragment size, 𝑥𝑓𝑟𝑎𝑔 = 1.8 − 6.3 𝑚𝑚. For
comparison, Piekutowski [12] reported a fragment size from spalling aluminum spheres as
𝑥𝑓𝑟𝑎𝑔 = 0.5 − 0.85 𝑚𝑚, depending on the impact velocity and force. As a qualitative
comparison, notwithstanding the difference in material and difference in strain rate between the
damage nucleation data and the fragmentation data, Equation 2.6 predicts a fragment size at
worst an order of magnitude and at best a factor of 2 greater than the correct value.
To be truly predictive, Equation 2.6 requires a model for damage nucleation that
represents the physics and structures in the material. In the simulations presented here, the
primary phenomenon was void nucleation in dense materials (for the single crystal simulations)
or in grain boundaries (for the polycrystalline simulations). At the macroscale, damage
nucleation could occur through different phenomena such as nucleation at a particle interface or
particle fracture unless it is a pure metal as in this study. Further study is required to apply the
model to these macroscale problems.
2.5

Conclusions
Through MD simulations of the isotropic expansion of nanoscale single and

polycrystalline copper, we examined the relationship between damage and fragment size at the
atomic scale. The solid-volume-per-surface-area behaved as a surrogate for fragment size, as it
captured the ratio between solid material and free surfaces created in the fracture process. We
found that the fragment size could be expressed as a power law function of either the strain rate,
which follows a statistical fragmentation model with a -1/2 power, or the void number density,
which follows the physically based deterministic model suggested herein. The relationship of
fragment size depended only on the maximum void number density, and while the grain size
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affected the number voids nucleated, the fragment size changed only with the maximum void
number density.
The relationship between the fragment size and void number density quantifies what has
been suggested by others [50], [100] that the result of a fragmentation process is dependent on
internal damage structures developed before fragmentation begins. By relating the internal
damage structure to the fragment size, the relationships observed at the atomistic scale can be
upscaled to higher length scales by modeling the appropriate damage phenomena.
In order to determine a more general relationship between the nanoscale crystal
information and the macroscale, we will need to perform more work with a broader scope of
geometrical entities, such as pre-existing flaws, voids, grain boundaries, dislocations, or
additional elements and phases. The additional simulations will also allow us to model the effect
of additional damage mechanisms on the relationship between damage structure and
fragmentation.
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CHAPTER III
A MOLECULAR DYNAMICS STUDY OF THE EFFECT OF TRIAXIALITY AND
MATERIAL ON FRAGMENTATION IN NANOCRYSTALLINE
COPPER AND IRON ALLOYS
3.1

Introduction
Fragmentation occurs when individual localized damage regions coalesce and subdivide the

material in separate regions. Localized damage regions result from crack or void nucleation [88],
[89]. Distribution and density of nucleation sites is key in determining fragment size [91] or
fragment size distribution [129]. Void and crack nucleation at low to moderate strain rates is
often governed by defect distribution [88]. Damage nucleation occurs at the weakest pre-existing
defects and newly nucleated sites grow, accommodating strain, relaxing stress, and preventing
further defect sites from nucleating damage [8], [15]. Fragmentation occurs at high strain rates
where nucleated damage sites cannot accommodate strain quickly enough, allowing more defect
sites to nucleate damage.
Following the concept of damage nucleation creating fragments, Mott [8] developed a one
dimensional fragmentation model based on the competing stress relaxation and damage
nucleation rates in an idealized expanding ring, which was treated as a one dimensional object.
The more recent analytical solution to Mott’s model [6] assuming Weibull statistics for fracture
strain is shown in Equation 3.1, where the one dimensional fragment size, 𝑥1𝐷 , depends on the
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strain rate, 𝜀̇; yield stress, Y; Weibull failure parameters, σ and n; and material density, ρ. 𝛽𝑛 is a
complicated function of n.
1

2𝜋𝑌 𝜎 𝑛/(2𝑛+1)

𝑥1𝐷 = 𝛽 ( 𝜌𝜀̇ 2 𝑛 )
𝑛

(3.1)

The concept of relaxation waves from nucleated cracks has been used to create three
dimensional crack density damage models for brittle materials [14]–[17]. Though in three
dimensions we cannot define fragment size based on crack density on the basis of geometry as in
one dimension, Seaman et al. [91] postulated a linear relationship between the number of
fragments (𝑁𝑓 ) and number of cracks (𝑁𝑐 ), 𝛽 = 𝑁𝑓 /𝑁𝑐 , where 𝛽 is a proportionality constant
related to how many cracks formed the boundary of the fragment. Cracks on the fragment
boundary were either brittle cracks or cracks formed by void coalescence in a ductile material
[91].
Grady [7] developed an energy-based approach to modeling fragmentation, where the local
kinetic energy, based on the strain rate, balanced the energy of creating new surfaces. The
predicted fragment size, 𝑥3𝐷 in Equation 3.2, is the solid volume per surface area ratio in the
created system, and depends on the fracture resistance, Γ, material density, 𝜌, and strain rate, 𝜀̇.
24Γ 1/3

𝑥3𝐷 = (𝜌𝜀̇ 2 )

(3.2)

Grady and Olsen [6] showed that Grady’s model is a special case of Mott’s fragmentation
model where 𝑛 = 1. Glenn et al. [23] developed a similar model which also accounted for stored
elastic energy, and predicted a strain rate independent fragment size at moderate strain rates.
Energy based fragmentation models have been compared to both brittle [129]–[131] and ductile
[95], [132] materials, but energy dissipated by plastic work is not explicitly captured, though
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work done by the plastic zone in the region of cracks could be captured by the fracture
resistance, depending on the method used to estimate the fracture resistance.
MD fragmentation studies have focused on ductile or liquid fragmentation at rates
typically above those where dislocation motion can accommodate significant amounts of strain.
A Lennard-Jones (LJ) potential has been used in the expansion of liquids [48], [50], [51], [53]
and also 2 dimensional solids [49]. In two dimensions, Grady’s fragmentation model was found
to predict fragment size’s dependence on strain rate. Some have used an LJ potential to look at
the brittle fracture of a two-dimensional disc as well [101].
Many studies focused on ductile spall through a mechanical or thermal shock load. These
shock loads result in a one-dimensional expansion typically marked by spherical, isotropic voids
which coalesce and can cause fragmentation. The sizes of these fragments have been found to
also follow Grady’s theory [107]. Studies of coupled continuum/MD thermally induced spall
revealed that internal damage, rather than shock pressure or strain rate, was the best predictor of
spall strength [106]. Similarly, shock loads on samples with roughness on the trailing face
showed smaller fragments as the roughness got deeper, corresponding to greater local stresses
and increased void nucleation [59], [112].
Fragmentation modeling at higher length scales, up to macroscale components, focuses on
explicitly modeling fragments as mesh or particle objects using some variant of the finite
element method. These methods are primarily suited to modeling brittle fragmentation due to the
representation of damage along boundaries between computational elements. For example, Zhou
et al. [40] used a one-dimensional model with cohesive zone elements. By normalizing the
fragment size and strain rate with material properties, they fit the results from their simulations to
a single curve which transitioned between two power laws with respect to strain rate. At lower
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strain rates, their curve predicts a -1/4 power law which converges to a -3/4 power law at high
strain rates. Levy and Molinari [42] studied two dimensional ceramics in finite elements
modeling defects with cohesive elements. A distribution of strengths was applied to the cohesive
elements and the resulting fragment size was similar to the one dimensional work of Zhou et al.
[40]. These two works show an example of discrete fragmentation modeling being used to
generate a continuum fragmentation model. Other works have used cohesive elements [32], [33],
[43], [95], [96] or the Discontinuous Cell Method (DCM) [97]. Beyond finite element methods,
macroscale models such as continuum particle methods [98] or hydrocode methods [99] have
been used to model fragmentation.
We extend the approach in Chapter 2 with MD simulations with varying stress triaxialities
and different materials. The fragment size is connected to damage nucleation via a scaling law
derived from dimensional analysis, where the proportionality constant is a function of the critical
damage at fracture. Our fragmentation provides a method of connecting the fragmentation
performance, namely the fragment size, to the internal structural features, via damage nucleation
and critical damage at fracture. In the remainder of the paper, we will describe the materials and
methods used, describe the quantification of uncertainty, present the results of the MD
simulations, discuss the dimensional analysis, and present our conclusions.
3.2

Materials
The two primary materials studied here are pure copper and three iron-carbon alloys: no

carbon content, equilibrium carbon content (0.008 wt%, Fe-0.008C), and 0.08 wt% (Fe-0.08C),
or ten times the equilibrium carbon concentration. At 0.08 wt% carbon in equilibrium with iron,
an iron-carbon equilibrium phase diagram would predict a structure made of a mix of ferrite and
pearlite. However, our microstructures are purely ferritic; thus, the excess carbon created initial
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internal stresses. Both materials are modeled with Modified Embedded Atom Method (MEAM)
potentials [133]. The copper potential comes from Jelinek et al. [117]. The iron-carbon potential
is the two-element potential from Lee et al. [134].
Two grain sizes were studied for each material with Equivalent Sphere Diameter (ESD) grain
sizes of 10.4 nm and 13.2 nm. The total system size was fixed at about 1 million atoms. Figures
1 and 2 show the synthetically generated microstructures for copper and iron alloys, respectively.
The microstructures were generated using NanoSG with approximately one million atoms each.
Randomly placed points representing the grain centers were relaxed using a Lloyd relaxation
method to create a centroidal Voronoi structure. The grain orientations in each system were
randomly assigned resulting in an approximately isotropic texture and primarily high angle grain
boundaries. For the iron alloy, carbon atoms were then inserted at interstitial sites throughout the
grains using a Metropolis Monte Carlo algorithm within NanoSG. Thus, the carbon interstitials
begin in a random but approximately locally stable configuration.
The carbon distributions in one example of each of the carbon containing iron-carbon
alloys are shown in Figure 3.3. The carbon atoms are distributed throughout the material with
very little clustering, and no excess concentration in grain boundaries. It is possible given
sufficient time and/or high enough temperature that the carbon would segregate to grain
boundaries or precipitate carbide particles, particularly for the alloy with a high carbon
concentration.
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Figure 3.1

Pure nanocrystalline copper microstructures in atomistics

Isotropic pure copper microstructure cross sections of (a) the 20 grain sample with a grain
equivalent sphere diameter of 10.4 nm and (b) the 10 grain sample, with a grain equivalent
sphere diameter of 13.2 nm both created in NanoSG. Atoms are colored by centrosymmetry to
highlight grain boundaries (light shades). Darker shades represent atoms in more favorable
lattice sites.

47

Figure 3.2

Iron and Iron-Carbon microstructures in atomistics

Iron and iron-carbon isotropic microstructures of (a and c) the 20 grain sample with a
grain equivalent sphere diameter of 10.4 and (b and d) the 10 grain sample, with a grain
equivalent sphere diameter of 13.2 nm created in NanoSG. (c and d) have 0.008 wt% carbon
added at interstitial locations. Atoms are colored by centrosymmetry to highlight grain
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boundaries and interstitial atoms which can be identified by the clumps or lines of lighter colored
atoms. Darker shades represent atoms in a more favorable lattice site.

Figure 3.3

Carbon distribution in generated nanocrystalline iron microstructures

Carbon locations in a 13.2 nm grain sample of an iron carbon microstructure with (a)
0.008 wt% and (b) 0.08 wt% carbon. Only carbon atoms are shown.

3.3

Methods
Each microstructure is subjected to two different deformation boundary conditions in this

work, plane strain tension and equibiaxial expansion as illustrated in Figure 3.4. Previous work
applied an isotropic expansion illustrated in Figure 3.4c. Plane strain tension approximates the
deformation experienced in a planar shock load leading to spall. A triaxial stress state develops
encouraging void nucleation, growth and coalescence. Equibiaxial expansion approximates an
interior shock load on a spherical shell where hoop stresses are perpendicular to the face in all
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directions. The stress triaxiality is even greater in the biaxial case. We also compared the
simulations presented here with isotropically expanded simulations performed previously. Thus,
we compared a range of stress triaxialities which result from loading conditions ranging from the
plane strain tension to isotropic expansion. Each deformation was run at axial strain rates of
1x109 and 1x1010 s-1 such that the volumetric strain rate in the biaxial case was twice that of the
corresponding plane strain tension case.

Figure 3.4

Applied boundary condition schematics

Displacement boundary conditions of varying triaxialities ranging from (a) plane strain
tension, (b) equibiaxial, and (c) isotropic expansion.

For every frame, we quantify the number of voids, the void volume, and the void surface
area in the material by processing a void surface mesh created by Ovito [123]. The surface mesh
is generated by creating a Delaunay Tessellation of the set of atoms so that the entire space is
spanned by a set of tetrahedra. Each tetrahedra whose circumscribed sphere has a radius larger
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than some threshold is empty space, and its faces are added to the set of surface faces. Thus, a
triangle surface mesh is created of boundary between solid and void with the surface triangle
points being atom centers. The number of voids is calculated by considering each set of
connected surface faces to be one void, accounting for connections across periodic boundaries.
For this paper, we define damage in terms of the void volume fraction in a material [80],
[89], [135], [136], where the void volume fraction in a product of three terms, void number
density (or void nucleation), 𝜂, average void size (or void growth), 𝜈, and coalescence, c.
𝜙 = 𝜂𝜈𝑐

(3.3)

The void growth term represents the average volume of an isolated void, represented in
many models [74], [75], [77] such that the void growth is only a function of the void size and
stress state. The coalescence term captures the enhancement of void growth as voids begin to
interact, which occurs at less than 6 diameters of separation at the macroscale [137], or between
1 and 2 diameters in MD [70]. As we quantify damage in our simulations, we calculate 𝜂 from
the number of voids, but we are unable to untangle the void growth and coalescence term. We
can calculate the average void volume, but voids were within the interaction distance during the
simulations.
3.4

Uncertainty
Uncertainty in the initial state was quantified in two forms, namely thermal state

uncertainty and structure uncertainty. Thermal state uncertainty is inherent to MD simulations
and arises from the temperature initialization and equilibration process. Since we do not know
the “correct” initial velocities for each atom, the effect of changing the initial velocities must be
included in the uncertainty. The same reasoning holds for the initial microstructure. Five
different microstructures were generated using the same specifications, but as the Voronoi grain
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structures result from different randomly placed points, the microstructure realization is
different. Additional realizations are drawn from the same “statistics”, in other words, the grain
sizes and initial average temperatures are fixed; but the initial state is different. These extra
microstructures were run for a select few loading cases and the resulting uncertainty was
extrapolated to the rest of the loading cases via the standard error, as running every simulation
several times was computationally too expensive. The uncertainties obtained from the different
methods are not independent, as the new structures inherently have uncertainty from the different
thermal starting state as well. Thus, we calculated the uncertainty due only to the structure using
Equation 3.4, which assumes that the uncertainty due to the thermal initialization and the
structure are in fact independent. 𝑈𝑇 and 𝑈𝑆 were determined from the thermal replicates and
structural replicates, respectively.
2
𝑈𝑇+𝑆
= 𝑈𝑇2 + 𝑈𝑆2

3.5

(3.4)

Results
Figures 3.5 through 3.7 show snapshots from copper, iron, and iron-carbon simulations of

plane strain tension. Damage in the copper simulations concentrated in grain boundaries and
appeared more crack-like, following grain boundaries. Plasticity in the form of slip planes and
twins was observed within the copper grains and is shown by the red planes in Figure 3.5. Twins
often began as a slip plane consisting of two layers of atoms in a locally HCP structure, which
subsequently disassociated into a twin. The region highlighted in Figure 3.5 shows a junction
between a slip plane and a slip plane which is in the process of spreading into a twin. The plastic
deformation is insufficient to transform the intergranular cracks into voids.
In contrast, the iron and iron-carbon simulations show nearly spherical void growth
accommodated by localized disorder around the voids. Figure 3.6 shows two full dislocations
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traveling through pure iron grains separated from a void, but also shows highly disordered grains
adjacent to a void. Fe-0.08C shown in Figure 3.7 also shows relatively spherical void growth,
however deformation seems to be accommodated more by twinning than in pure iron. In
addition, grain rotation resulted in subgrain formation in one grain near a void, shown by the
loop of red and green atoms towards the bottom of the system. The additional plastic behavior
present in the iron and iron carbon simulations, especially the prevalence of twins, which are
expected at these high rates, likely explains the difference in void shape between copper and iron
simulations.

Figure 3.5

Microstructure activity of nanocrystalline copper deformed at high rate using
molecular dynamics

High rate deformation of polycrystalline copper at 1x109 s-1 in plane strain tension with
an average grain size of 10.4 nm, in equivalent sphere diameter. Atoms identified to be in an
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FCC structure were removed to highlight the slip planes within grains (Red) and grain
boundaries (White). The damage surface is shown in orange.

Figure 3.6

Plasticity and damage in a nanocrystalline pure iron deformed at high rate using
molecular dynamics

High rate deformation of polycrystalline iron at 1x109 s-1 in plane strain tension with an
average grain size of 10.4 nm, in equivalent sphere diameter. Atoms are colored by
centrosymmetry [119], and atoms with a centrosymmetry less than 6 are removed to show
dislocations within grains (shown in red in the upper two grains).
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Figure 3.7

Twinning behavior in nanocrystalline iron-carbon deformed at high rates using
molecular dynamics

High rate deformation of Fe-0.08C alloy at 1x109 s-1 in plane strain tension with an
average grain size of 10.4 nm, in equivalent sphere diameter. Atoms are colored by structure and
the damage surface is shown in orange.
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Figure 3.8

Phase transformation in nanocrystalline pure iron deformed at high rate using
molecular dynamics

High rate deformation of pure iron at 1x1010 s-1 with an average grain size of 10.4 nm, in
equivalent size diameter. Atoms are colored by structure, where blue denotes BCC, green, FCC,
and red, HCP.

Figure 3.8 shows a snapshot from the equibiaxial expansion of pure iron at 1x1010 s-1.
While in plane strain tension at 1x109 s-1 iron showed significant plasticity in the form of twins
and dislocations, in biaxial deformation at a faster deformation, there are fewer dislocation or
twin structures and more regions where a phase transition has occurred from ferrite to austenite.
Figure 3.9 shows three typical axial stress histories of copper, iron, and iron-carbon
systems in the plane strain tension load cases. The stress histories for copper and iron were
similar, stress increasing to a failure point after which the stress drops off quickly. The stress
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drops for iron and iron alloys is also more drastic than in the carbon systems. Fe-0.008C had the
greatest maximum axial stress, while adding more carbon decreased the strength. As Fe-0.008C
represents a near-equilibrium concentration of carbon in solution with iron, the additional carbon
interstitials in Fe-0.08C serve to add residual stresses into the lattice and grain boundaries,
lowering the barrier for void nucleation.

Figure 3.9

Axial stress in plane strain tension for nanocrystalline atomistic systems

Axial stress for nanocrystalline atomistic systems deformed in tension at 1x109 s-1 with
fixed sides in the off-axis directions. Iron-carbon alloys showed greater strength than iron which
had a greater strength than copper.
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Figure 3.10

Typical void number density histories for nanocrystalline atomistic systems

Void number density for nanocrystalline atomistic systems during a plane strain tension
deformation at 1x109 s-1. Iron and iron alloys nucleated much later, and thus at a higher strain,
than copper.

In Figure 3.10, the void number density is shown throughout the plane strain tension
simulations copper and the iron alloys. The maximum void number density, 𝜂𝑐 , was quantified
for each simulation. The maximum void number densities for iron correspond to the systems that
experienced the greatest stresses. Copper nucleates first, which correlates with the earlier
maximum stresses seen in Figure 3.9. The iron alloys all nucleated at similar strains, but with
different rates and different maximum void number densities. The rate of nucleation prior to the
maximum void number density does not appear to correlate to the maximum number density. For
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example, Fe-0.08C had a greater nucleation rate prior to the maximum but had a lower maximum
than the equilibrium iron-carbon alloy. The maximum void number density corresponds to the
point where the rate of void coalescence has become greater than the nucleation rate. If
coalescence and void growth effects were identical, we would expect a greater nucleation rate to
correspond to a greater maximum void number density. Thus, we see evidence that there is a
variation in void coalescence or growth.

Figure 3.11

Solid volume per surface area history for typical nanocrystalline atomistic systems

Solid volume per surface area for nanocrystalline molecular dynamics simulations
deformed under plane strain tension at 1x109 s-1. For each material, the curves transition from
quickly decreasing from infinity to decreasing slowly at a steady rate.
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The earlier nucleation of copper simulations is seen in the damage history shown in Figure
3.11 as well. We quantified the critical damage, 𝜙𝑐 , at the elbow in the damage curve where the
damage rate transitions from an exponential increase to a rate corresponding to the volume
expansion of the deformation. The critical damage points for the simulations in Figure 3.11 are
shown as large crosses. Prior to the critical damage, voids nucleated and grew governed by
material processes. In the copper simulations, grain boundaries progressively debond as local
stresses increased. In the iron simulations, voids nucleated at locally weak spots, including grain
boundaries and interstitial atoms. Voids then grew as plastic deformation was able to
accommodate the growth. However, after the critical damage, damage grows primarily based on
the deformation of the system; the damage growth rate corresponded to the volumetric strain
rate.
Near the same strain as the maximum void number density and the damage transition, the
volume per surface area, shown in Figure 3.12, transitioned from quickly decreasing from
infinity (no voids) to a value representing the length scale of created fragments. We quantify the
solid volume per surface area at this elbow as the fragment length scale, 𝑥𝑓𝑟𝑎𝑔 . After this
transition, the material had failed and could no longer sustain any significant stresses, but surface
creation was forced by the still expanding cell.
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Figure 3.12

Damage histories for typical nanocrystalline atomistic systems

Damage histories of nanocrystalline atomistic systems during a plane strain tension
deformation at 1x109 s-1.

Table 3.1 summarizes the uncertainties related to 𝜂𝑐 , 𝜙𝑐 , and 𝑥𝑓𝑟𝑎𝑔 obtained from the
replicated simulations described in Section 3.4. The uncertainties are reported as standard errors.
Because of the prohibitive computational cost of repeating every simulation, we assumed that
these standard errors could be applied to all simulations of the noted material and would
represent the uncertainty.
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Table 3.1

Uncertainties related to maximum void number density, critical damage, and
fragment length scale
Thermal

Iron Tension

Structure

Total

𝜂𝑐

𝜙𝑐

𝑥𝑓𝑟𝑎𝑔

𝜂𝑐

𝜙𝑐

𝑥𝑓𝑟𝑎𝑔

𝜂𝑐

𝜙𝑐

𝑥𝑓𝑟𝑎𝑔

37.65%

3.29%

6.82%

45.63%

9.72%

16.71

59.16%

10.3%

18.1%

11.35%

0.79%

1.46%

24.48%

5.31%

11.77%

26.98%

5.37%

11.86%

Copper
Tension

The critical damage increases with increasing strain rate for all materials in both tension
and biaxial expansion, as shown in Figure 3.13. Iron and iron-carbon also reach greater critical
damages than copper, as high as 0.40 in one biaxial case. The lower critical damage threshold of
copper is due to crack-like damage coalescing and percolating earlier than the more ductile-like
void failure in the iron simulations.
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Figure 3.13

Critical damage at failure for high strain nanocrystalline atomistic systems

Critical damage at failure for high strain rate simulations of copper, iron, and iron-carbon
in Plane Strain Tension (PST), equibiaxial expansion, and Isotropic expansion (Iso.) including
Single Crystal (SC) and NanoCrystal (NC) copper from Chapter II. Critical damage increases
with increasing strain rate for each material and deformation. Lines connect the mean critical
damage for each material and deformation mechanism to clarify the effect of rate on the critical
damage.

Similar to isotropically expanded copper, the fragment length scale decreases with
increasing strain rate for both tension and biaxial deformations while the maximum void number
density increases with strain rate, shown in Figures 3.14 and 3.15. Material effects seem to be
secondary to the effect of strain rate on fragment size for these systems.
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Figure 3.14

Fragment length scale for nanocrystalline atomistic systems

Fragment length scale decreases with increasing volumetric strain rate for high strain rate
simulations of copper, iron, and iron-carbon in Plane Strain Tension (PST), equibiaxial
expansion, and Isotropic expansion (Iso.) including Single Crystal (SC) and NanoCrystal (NC)
copper from Chapter II. Lines connect the mean fragment length scale for each material and
deformation mechanism to clarify the effect of rate on the fragment length scale.
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Figure 3.15

Maximum void number density for nanocrystalline atomistic simulations

Maximum void number density increases with increasing strain rate for high strain rate
simulations of copper, iron, and iron-carbon in Plane Strain Tension (PST), equibiaxial
expansion, and Isotropic expansion (Iso.) including Single Crystal (SC) and NanoCrystal (NC)
copper from Chapter II. Lines connect the average maximum void number density for each
material and deformation mechanism to clarify the effect of rate on the maximum void number
density.
Figure 3.16 compares the correlation between fragment size and void number density similar
to what was done in Chapter 2. However, in this work we have not taken the approach of setting
a threshold below which voids are ignored – the void number densities presented in Figures 3.15
and 3.16 include all voids in the system. Since the void number densities then increase, the -1/3
power law coefficient increases from 0.35 to 0.5. Plane strain tension and biaxial tension
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simulations, of both copper and iron, show many similarities to the isotropic copper simulations.
However, within material types especially, the -1/3 power law trend does not hold up. Isolating
the biaxial expansion results suggests that a -2/3 power law with void number density would be
more appropriate.

Figure 3.16

Correlation of fragment length scale to maximum void number density

Fragment length scale is correlated to the maximum void number density for high strain
rate simulations of copper, iron, and iron-carbon in Plane Strain Tension (PST), equibiaxial
expansion, and Isotropic expansion (Iso.) including Single Crystal (SC) and NanoCrystal (NC)
copper from Chapter 2.
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3.6

Discussion
The power law relationship (scaling law) we used previously to relate fragment size and void

nucleation suggests that a self-similarity exists between the fragment size and voids at the scale
we have been studying. The power of -1/3 was obtained empirically from MD simulation data.
However, we can approach a model derivation from the perspective of a dimensional analysis.
Assuming that the fragment size (𝑥𝑓𝑟𝑎𝑔 ) is a function of any of the components of damage, the
only fundamental dimension is length.
𝑥𝑓𝑟𝑎𝑔 = 𝑓(𝜂, 𝜈, 𝑐)
[𝑥𝑓𝑟𝑎𝑔 ] = 𝐿
[𝜂] = 𝐿−3

(3.5)

[𝜈] = 𝐿3
[𝑐] = 𝑢𝑛𝑖𝑡𝑙𝑒𝑠𝑠
Choosing nucleation (𝜂) as the independent parameter and using the Π-theorem [138], the
fragment size is proportional to nucleation to the -1/3 power.
Π=

𝑥𝑓𝑟𝑎𝑔
𝜂 −1/3

(3.6)

Following the procedure to find Π1 and Π2 with the dependent parameters, 𝜈 and 𝑐, we
find that the dimensionless proportionality constant should be a function of the product of
nucleation and growth, and coalescence.
1

𝑥𝑓𝑟𝑎𝑔 = 𝜂−3 𝐹(𝜂𝜈, 𝑐)

(3.7)

The critical damage quantified from the MD simulations fits the parameters of the function F,
as the critical damage is the product of the nucleation, growth, and coalescence. If we assume
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that the fragment size is a function of the critical damage and nucleation, we can construct one
possible model for the fragment size with an upper and lower bound, shown in Figure 3.17 with
1

𝑥𝑓𝑟𝑎𝑔 = 𝐴𝜂 −3 𝜙𝑐𝐵 ,

(3.8)

where 𝐵 = −1.1 and A ranges from 0.06 to 0.13 for the lower and upper bounds,
respectively.

Figure 3.17

Fragmentation model depending on void number density and critical damage

Comparison of fragment size scaled by the maximum void number density to the -1/3
power versus critical damage based on a fragmentation model which accounts for void
nucleation and critical damage. The upper and lower bounds of the model capture most of the
variation in the data.
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3.7

Conclusions
The model for fragment length scale expressed in Equation 3.7 provides a framework for a

continuum fragmentation model at the macroscale. Equation 3.8 is one possible model that fits
the data with decent success. Based on the current data, other functional forms could have been
used for 𝐹(𝜂𝜈, 𝑐) and a broader range of data is necessary to narrow down the correct form. The
fragment length scale depends on the maximum void number density and the damage at fracture.
At the macroscale, the void number density typically monotonically increases with strain [15],
[81], [89]. However, these damage models typically do not capture the reduction in number of
voids as a result of coalescence, while our analysis inherently captures coalescence phenomena.
Additionally, damage models often use a constant value for damage at failure. The damage at
failure is a prescribed value that determines when an element fails. In theoretical models, that
threshold can be at 100% porosity. Once integrated with macroscale models which predict void
number density and predict a damage at fracture, Equation 3.8 is designed to predict the
fragment length scale.
A previous fragmentation model developed from Molecular Dynamics (MD) simulations and
based on internal damage was extended by using deformations of varying triaxialities, namely
plane strain tension and equibiaxial expansion. Varying the triaxiality changes the dynamics of
damage evolution and provides a means of testing other effects of damage in the nucleation
dominated MD simulations. We found that the effect of other components of damage could be
adequately captured by the critical damage at failure by the model in Equation 3.8. The
fragmentation model suggests that the damage level at which a material fails is also required in
order to predict the results of fragmentation. Future work must involve testing the model against
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higher length scale simulations and experiments to validate the assumptions that the damage
processes observed in MD can be upscaled to the macroscale.
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CHAPTER IV
DETERMINING A FRAGMENTATION CRITERIA VIA PHYSICALLY
MOTIVATED PERCOLATION SIMULATIONS
4.1

Introduction
Continuum damage modeling models the degradation of a material due to the presence of

voids or cracks in the material. The most common damage quantity to focus on is the void
volume fraction, 𝜙. In these models, the elastic stiffness of the material, E, is often linearly
reduced by the void volume fraction [72], [73], [139] to calculate the effective modulus, E’, as
𝐸′ = (1 − 𝜙)𝐸. Thus, in terms of a Finite Element (FE) approach, a material element retains
some stiffness until the material reaches a void volume fraction of unity and the element is only
void. In experiments, a local material region will fail at a significantly lower void volume
fraction than one, so a threshold for material fracture is treated either as a calibrated parameter or
chosen at a numerically convenient level (to avoid large asymptotic non-linearities which occur
at high damage values). In this paradigm, the threshold does not depend on evolving
microstructural features. Percolation studies can interject here and predict a damage threshold for
fracture due to interacting voids, and thus a loss of all stress carrying capacity prior to a void
volume fraction of unity.
Kachanov [72] and Rabotonov [73] developed one of the first damage models based on
void volume fraction. The Gurson-Needleman-Tvergaard (GNT) model [135], [136] also based
element fracture on the void volume fraction while allowing the fracture threshold to be
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calibrated parameters. Bammann and Aifantis [79] brought these ideas into an Internal State
Variable (ISV) framework. Horstemeyer et al. [80], [81] developed ISV rate equations separating
damage out into void number density (nucleation, 𝜂), average void volume (void growth, 𝜈), and
void interaction (void coalescence, c). The stress degradation in these ISV models was still based
on the linear degradation of the elastic stiffness with a total loss of stiffness at a void volume
fraction of unity.
Tonks et al.[83] developed a model for damage and as a high rate fracture criteria, used
percolation theory of the stress fields of voids as a criteria. He claimed that this was a void
volume fraction of 0.30. Worswick et al. [140] predicts damage with a model that takes material
images and predicts damage nucleation, growth, coalescence, and finally percolation to predict
failure.
Percolation concerns the critical behavior of a mathematical graph as the probability of
neighboring nodes on the graph being connected increases. Understood in terms of damage
modeling, voids nucleate within a material. Initially, they are not intersecting or interacting;
however, as they grow and/or continue to nucleate, voids will begin to intersect and interact
which each other. At a critical void volume fraction, free surfaces will exist such that they form a
continuous line or path through the sample or material element. The critical void volume fraction
is considered the first order percolation threshold.
The percolation problem was first posed in the context of an ordered mathematical graph
[141], where nodes are connected to each other in a lattice structure. Percolation theory was
more fully developed in the 1970s [142]–[144]. Continuum percolation, where nodes did not
coincide with a lattice site, began with the two dimensional percolation of circles [145], [146]. In
three dimensions, Garboczi et al. [147] found that spheres had the maximum percolation
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threshold and that the percolation threshold decreased as the aspect ratio varied from unity
toward either prolate or oblate spheroids. They were not able to relate the change in percolation
threshold to an independent geometric quantity such as surface area or excluded volume. Lorenz
et al. [148] studied the percolation of uniform size spheres and spheres whose radii were drawn
from a uniform distribution between 0 and a maximum radius and found that the volume fraction
percolation threshold increased only slightly to 0.297 ± 0.006. Rintoul and Torquato [149]
determined the percolation threshold for uniform spheres to be 0.289 ± 0.0005.
In the context of mechanical fracture, we use percolation theory to determine the critical
threshold at which a series of voids or cracks in a material percolates and spans a sample – thus
fracturing the sample. However, at percolation, only a line is guaranteed to span infinitely (first
order percolation), but we assume that planar percolation (or second order percolation) proceeds
“soon” after first order percolation [150].
This work presents two different three-dimensional continuum percolation thresholds as
possible fracture or fragmentation criteria for mechanical damage in the form of voids or cracks.
The fracture criteria were based on percolation thresholds on void volume fraction and a novel
anisotropic local surface area metric. The fracture criteria obtained via percolation are compared
to experimental void area fractions from fracture surfaces of aluminum tension specimens. While
fracture thresholds have been suggested for damage based on percolation theories [83], our
model considers the effect of statistical heterogeneous microstructural features which may
develop in real materials.
In the remainder of the paper, we develop two damage measures used to find thresholds,
the numerical methodology adopted to calculate the percolation threshold, the experimental data
used and related assumptions, verification of our percolation method against published
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percolation results, and the results of our physically motivated percolation study. We show that
the physically motivated percolation can be used to show that void aspect ratio and shape
orientations have a significant effect on the critical thresholds at which percolation, and thus
fracture, occurs.
4.2
4.2.1

Damage Models
Theoretical Basis
Two different metrics were used to define the percolation threshold, the void volume

fraction, 𝜙𝑐 , and the local surface area fraction, 𝑫. Void volume fraction is a common metric
used in determining percolation thresholds [147] and for modeling damage [80], [91], [135],
[136]. The void volume fraction is defined as the total volume of voids (𝑉𝑣 ) normalized by the
system volume (𝑉𝑡𝑜𝑡 ). The void volume fraction can be estimated in the percolation simulations
as,
𝜙 = 1 − exp (−∑𝑣𝑖 /𝑉𝑡 ),

(4.1)

where 𝑣𝑖 is the volume of each void and 𝑉𝑡 is the total system volume.
The local surface area fraction is, to our knowledge, a unique metric; thus, we will define
it more rigorously. Our surface area fraction metric is similar to the anisotropic damage tensors
developed by Voyiadjis and Dorgan [151] and Lemaitre [152]. Each looked at projected damage
area of an arbitrary material element, while we look at the orientation of damage surface area.
First, we define a tensor quantity, the directed surface area tensor, 𝑺, which represents the
surface area and orientation of the intersecting void structure in Equation 4.2, where ∬ is the
integral over the surface of the void structure; 𝑛̂ is the outward normal of the differential area,
d𝐴; and ⨂ is the dyadic product.
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𝐒 = ∬ n̂ ⨂ n̂ dA

(4.2)

The maximum eigenvalue and the corresponding eigenvector of 𝑺 represents the
magnitude of the maximum area that faces a certain direction and the direction in which the area
points. The tensor can be understood by thinking of rays of light coming from a vector direction,
𝑣⃗. 𝑺 ⋅ 𝑣⃗ represents the light reflected off the surface and back in the direction of 𝑣⃗. Thus, S
represents the surface area and the normal direction to the surface. In terms of crack-like
damage, the first principal direction would represent the normal to the crack propagation. In
terms of detrimental damage then, the first principal direction indicates a direction normal to a
plane that is likely to fail due to damage growth.
The local surface area fraction is taken as S divided by the directed area of the local
region, H, where ∬ is the integral over the surfaces of all the local regions and 𝑛̂′ is the normal
vector to the differential area, d𝐴′.
𝑯 = ∬ 𝑛̂ ⨂ 𝑛̂ d𝐴

(4.3)

To define H, we must define a local region. There are many possible ways to define a
local volume. In the context of percolation simulations, all geometry is defined explicitly; thus,
we define local regions using a Laguerre Voronoi tessellation [153], also known as a Power
Diagram (PD). A PD is a generalization of a Voronoi tessellation with weighted points. For
spherical voids, we create a PD from the void centers, using the void radii as the weights. For
ellipsoidal voids, the major axis radius is used as the weight. While for spheres the weighted
Voronoi tessellation seems reasonable, using an isotropic weight for anisotropic shapes is less
than ideal. However, we decided to stay with an isotropic weighted tessellation due to the
ambiguity and computational complexity associated with performing an anisotropic weighted
tessellation. Thus, the entire volume is partitioned and assigned to each void. Each region is a
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polytope (3D equivalent of a polygon) represented by a triangle surface mesh. We calculate H
from the PD by summing 𝑛̂′ ⨂ 𝑛̂′ 𝐴′ over each triangle in the surface mesh, where 𝐴′ represents
the area of the face.
Like 𝑺, the first principal direction and value represent the direction and magnitude of the
largest area. In the case of 𝑯, a larger first principal value indicates that voids have a greater
spacing in that plane. However, the first principal direction of 𝑯−1 is normal to a plane where
voids have much less spacing. In the context of damage and fracture, a plane where voids have
less spacing indicates a likely fracture plane due to damage coalescence, as the stress fields of
voids closer together will interact more strongly.
Now, we can define our anisotropic local surface area fraction, 𝑫, as,
𝑫 = 𝑺𝑯−𝟏

(4.4)

The first principal direction of 𝑫 does not necessarily align with the first principal
direction of either 𝑺, which represents the most deleterious direction for damage growth, or 𝑯−1,
which represents the most deleterious direction for void coalescence. Rather, the first principal
direction of 𝑫 represents the most deleterious combination of S and H-1. The first principal
direction of D would be normal to a plane where fracture was likely to occur because of a
combination of damage growth in that plane and likely coalescence in that plane. Thus, in
relation to fractography data, we expect and assume that the fracture plane and damage on the
fracture surface corresponds to the plane normal to the first principal direction and the first
principal value, respectively. Thus, we define the critical local surface area fraction, 𝐷𝑐 , which
will used for determining a percolation threshold, as the first principal value of D.
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4.2.2

Numerical Calculation of Surface Area Tensor
We will now outline the methodology for calculating the surface area tensor for the sets

of intersecting voids present in percolation simulations. The calculation is challenging, because
void surfaces which are intruding into other voids should not be counted in the surface area
tensor. In a material structure with intersecting voids, intruding area is not associated with any
free surfaces.
We leverage the PD created to calculate H in order to follow a similar process as Avis et
al. [154], who calculated the volume of intersecting voids by calculating the volume of the
intersection of each void and the corresponding PD region. Briefly, they calculate the volume of
the full sphere, subtract the volumes of any cap regions created by intersections between the
sphere and a face in the PD region, and finally add back the volume of any regions where two
caps intersected.
We use a similar methodology to calculate the surface area tensor. We calculate 𝑺 for the
parts of the voids which intersect their PD region. Thus, we can write integrals for the surface
area tensor. The integral to calculate S for a complete sphere follow from Equation 4.2,
substituting the normal vector on the surface of a sphere in spherical coordinates as 𝑛̂ =
(sin(𝜙) cos(𝜃) , sin(𝜙) sin(𝜃) , cos(𝜙)). For brevity, we define,
𝑴(𝜃, 𝜙) = 𝑛̂ ⊗ 𝑛̂ sin(𝜙) =
sin3 (𝜙) cos 2 (𝜃) sin3 (𝜙) cos(𝜃) sin(𝜃) cos(𝜙) sin2 (𝜙) cos(𝜃)]
[
sin3 (𝜙) sin2 (𝜃)
cos(𝜙) sin2 (𝜙) sin(𝜃) ]
𝑆𝑦𝑚.
cos 2 (𝜙) sin(𝜙)
Now we can write the integral as,
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(4.5)

4
3
2𝜋

𝜋𝑟 2

0
4

𝜋

𝑺 = ∫0 ∫0 𝑟 2 𝑴(𝜃, 𝜙) d𝜙dθ =

3

0

𝜋𝑟 2

[𝑆𝑦𝑚.

(4.6)

0
4
3

𝜋𝑟 2 ]

Next, we need S for a cap created by the intersection of the sphere with a face of its PD
region. To facilitate derivation, we orient the plane such that the cap is centered around the z
axis. Once we calculate S for the z cap, we can rotate the tensor to apply to a cap in an arbitrary
direction. The cap can be calculated by changing the limits on the integration over 𝜙. The upper
limit can be expressed in terms of distance from the sphere center to the dividing plane, 𝐴, and
𝐴

the radius as 𝜙1 = arccos ( 𝑟 ).
2𝜋

𝜙

𝑺 = ∫0 ∫0 1 𝑟 2 𝑴(𝜃, 𝜙) d𝜙d𝜃 =
4

𝜙

𝐴

𝜋𝑟 2 sin4 ( 21 ) ( 𝑟 + 2)
3

0
4

𝜙

0
𝐴

𝜋𝑟 2 sin4 ( 21 ) ( 𝑟 + 2)
3
[

0
2

(4.7)
𝐴3

𝜋𝑟 2 (1 − ( 𝑟 3 ))
3
]

𝑆𝑦𝑚.

For the intersection of two spherical cap regions, the integrand remains the same, but the
limits become more complicated. Let the first cap be centered along the x axis such that its
generating plane, 𝑃1 , is parallel to the yz plane. The generating plane, 𝑃2 , for the second cap is
tilted at an angle, 𝛼, from 𝑃1 such that the normal vector of 𝑃2 lies in the xz plane. Thus, the line
of intersection between 𝑃1 and 𝑃2 is parallel to the y axis.
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Figure 4.1

Diagram of a cap-cap intersection region created by two planes intersecting a
sphere

A cap-cap intersection created by two planes rotated by 𝛼 along the y axis from each other. The
shaded region indicates the region of interest.

Limits on 𝜃 are determined from the length of the chord line, 𝐶, coincident to the line of
intersection between 𝑃1 and 𝑃2 , where A and B are the perpendicular distances from the sphere
center to 𝑃1 and 𝑃2 , respectively.
𝜃0 = arccos (

√𝐴2 +𝐵2 −2𝐴𝐵 cos(𝛼)
𝑟 sin(𝛼)

)

(4.8)

The limits on 𝜙 will depend on 𝜃. The lower limit is the angle from the z axis down to
the circle along the base of the first cap.
𝐴

𝜙1 (𝜃) = arcsin (𝑟 cos(𝜃))
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(4.9)

The upper limit is determined by the angle from the z axis down to the circle along the
base of the second cap. While the first cap is nicely aligned with coordinate planes, the second
cap poses more difficulties. However, 𝜙2 can be expressed as a function of the height of the base
circle of the second cap, 𝑧2 .
𝑧2 (𝜃)

𝜙2 (𝜃) = arccos (

𝑟

)

𝑎

𝑧2 (𝜃) = 𝑟 sin (𝛼 − arcsin ( 𝑟2 )) + 𝑎2 (1 − cos(𝜃))(cos(𝛼))

(4.10)

The resulting integral, unfortunately is not amenable to an analytical solution. Instead, we
use a multidimensional numerical integral method to calculate S when needed. To improve the
performance of the numerical integration, we perform a change of variables such that the limits
𝜙−𝜙1

are constant where 𝑢 = 𝜙
𝜃

2 −𝜙1

.

1

𝑺 = ∫−𝜃0 ∫0 𝑟 2 (𝜙2 (𝜃) − 𝜙1 (𝜃)) 𝑴(𝜃, 𝑢(𝜙2 − 𝜙1 ) + 𝜙1 ) dud𝜃
0

(4.11)

We follow the procedure directly from Avis et al. [154] to calculate the void volume. The
equations are summarized here. First, the total volume of the sphere was found from the
elementary formula, 𝑉 = 4/3𝜋𝑟 3 . Second, the volume of a spherical cap is also simple, 𝑉 =
𝜋
3

ℎ2 (3𝑟 − ℎ). Third, we need the volume of the intersection of two caps, where A and B are the

perpendicular distances from the sphere center to each generating plane and C is the
perpendicular distance from the sphere center to the intersection line of the two planes.
𝑉 = 𝐹(√𝑟 2 − 𝐶 2 , 𝐴, 𝑟) + 𝐹(√𝑟 2 − 𝐶 2 , 𝐵, 𝑟) +
𝜋 4 3
( 𝑟
2 3
1
3

− 𝐴𝑟 2 − 𝐵𝑟 2 +

𝐴3
3

+

𝐵3
3

)−

𝐴

𝐵

(2𝑟 2 + 𝐶 2 )√𝑟 2 − 𝐶 2 (arccos ( ) + arccos ( )) +
𝐶
𝐶
(𝐴√𝐶 2 − 𝐴2 + 𝐵√𝐶 2 − 𝐵 2 )√𝑟 2 − 𝐶 2
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(4.12)

where,
𝐹(𝑥, 𝛼, 𝑟) = (𝑟 2 𝑥 −

4.3
4.3.1

𝑥3
3

𝛼

) arccos (√𝑟 2

−𝑥 2

2

) − 3 𝛼𝑥√𝑟 2 − 𝛼 2 − 𝑥 2

(4.13)

Methodology
Percolation Algorithm
A single percolation simulation begins by defining a void size distribution, aspect ratio,

and correlation strategy. The percolation threshold for a single system definition requires
determining the critical threshold at several different system sizes in order to converge to the
infinite system limit. For a single system at a single system size, at least a thousand simulations
are run at a range of void number densities. Each simulation provides a data point of the damage
metric value and a boolean value indicating percolation. Because we are exploring void volume
fraction and local surface area fraction, we track two different metrics. Thus, thousands of
simulations define the critical thresholds for any given system.
Here we outline the algorithm for a single percolation simulation. Our system volume is
subdivided into smaller boxes such that only neighboring boxes must be checked for void
intersections. Voids are placed following a Poisson point process. After creation, each void is
clustered using a tree structure. Each void is initialized as a separate cluster with no parent.
When voids intersect, one is chosen as the parent and the intersecting void is pointed to that
cluster. Each time a new void, or leaf on the tree, is added, the new void cluster is parented to the
root of the tree, and any branches traveled are also reparented to the root.
The systems are treated as periodic to alleviate the finite size effect on the percolation
threshold. When voids are clustered, the boxes in the periodic image are searched for
intersections as well, accounting for the appropriate shift. Separate clusters are tracked for
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periodic images of voids across positive system boundaries such that each void has 8 distinct
clusters. Percolation has occurred once a void has clustered with a periodic image of itself, thus
indicating that an infinite cluster exists.
Given a set of percolation simulations which span a range of void number densities such
that no percolation is observed at the beginning of the range and percolation is guaranteed at the
end of the range, the percolation threshold is calculated using Equation 4.14 [155].
𝑑Π

𝑝𝑖+1 +𝑝𝑖

𝑑𝑝

2

𝑝𝑎𝑣 = ∫ 𝑝 ( ) d𝑝 = ∑𝑛−1
𝑖=1

(Π𝑖+1 − Π𝑖 )

𝑝𝑖+1 +𝑝𝑖 −𝑝𝑎𝑣 2

𝑑Π

Δ2 = ∫ (𝑝 − 𝑝𝑎𝑣 )2 ( 𝑑𝑝 ) d𝑝 = ∑𝑛−1
𝑖=1 (

2

) (Π𝑖+1 − Π𝑖 )

(4.14)
(4.15)

In Equation 4.14, p represents the threshold metric, either volume fraction or surface area
fraction, and Π represents the boolean result of the percolation simulation. The infinite system
answer is extrapolated using the width of the transition region, Δ, as defined in Equation 4.15
[155].
We do not attempt to determine the correlation length exponent, rather we assume that
𝑝𝑎𝑣 converges to 𝑝𝑐 as Δ approaches zero, 𝑝𝑎𝑣 − 𝑝𝑐 ∝ Δ. This method provides a simple way to
extrapolate the critical infinite system threshold based on our sets of simulations. The
extrapolation process was repeated for both damage metrics to obtain critical threshold values.
4.3.2

Uncertainty
Uncertainty was propagated from the threshold and threshold widths obtained via

Equations 4.14 and 4.15 to the converged percolation threshold. The set of simulations used to
determine the threshold at a given system size was downsampled by randomly selecting 80% of
the data without replacement, and the percolation threshold and threshold width was determined
from the downsampled data. The same process is performed for each point before calculating the
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converged, infinite system percolation threshold. By repeating the downsampling and converging
process thousands of times, we have a good estimate of the uncertainty in the converged
percolation threshold. Figure 4.2 shows an example of determining the percolation thresholds
from uncertain data for uniform spheres.

Figure 4.2

Convergence of percolation threshold for uniform spheres

Convergence of the percolation threshold for finite size systems to the zero threshold
width (thus, infinite size limit) for uniform spheres. Uncertainty bands represent one standard
deviation in both percolation threshold and threshold width and are obtained from 5000
downsampling perturbations on each point.
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4.3.3

Experimental Data
We used experimental data taken from fractography of aluminum 7085 alloy tensile

specimens to compare the predictions of our percolation model. The tensile specimens represent
two different temperatures and two different strain rates. As the temperature increases, the area
fraction of voids on the fracture surface is larger, and individual voids are larger as well. In
contrast, as the strain rate increases void nucleation increases causing voids to be smaller. At the
higher rates, clustered regions of voids are connected by more brittle cleavage regions.
Qualitative observations from the fracture surfaces bear out these trends, as shown in Figure 4.3.
The quantification of the damage area fraction on the fracture surfaces including uncertainty is
shown in Table 4.1.
One key assumption prevents us from comparing our percolation results to experimental
results quantitatively. When damage on fracture surfaces is analyzed, void area that is connected
is typically treated as a single void. However, if the voids are not connected, we would never get
percolation in our model. In fact, a more rigid, and less helpful, quantification of damage on a
fracture surface would denote everything as one void/crack because it had to coalesce across the
entire cross section of the sample. Despite this difficulty, we can qualitatively compare the trend
of the area fraction of damage on the surface and critical percolation thresholds. We assume that
the area fraction obtained from the fracture surface corresponds to the area fraction at some time
just preceding the final failure.
When we compare the damage area fraction on a fracture surface and the critical void
volume fraction, we also assume that the area fraction of voids in the fracture plane is correlated
to the volume fraction of voids, such that we can compare the trends of the area fraction
qualitatively with the trends of the critical volume fraction. While this assumption may be valid,
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the local surface area fraction metric has the benefit of also representing a surface area fraction
and a closer comparison can be drawn. There is still a discrepancy, as the area fraction taken
from the fracture surface represents the projected area of the voids along the plane of the fracture
surface. The local surface area fraction metric does not represent projected area, but rather a
fraction of the area directed along the fracture plane normal, as described in Section 4.2.1.
However, we assume that the fracture surface represents the first principal direction of the D
tensor, and thus the area fraction is related to 𝐷𝑐 .

Figure 4.3

Aluminum 7085 alloy fracture surfaces
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Fracture surfaces from aluminum 7085 tension specimens at (a, b) 25˚C and (c) 200˚C
and deformed at (a, c) 0.001 s-1 and (b) 0.01 s-1. Note the difference in scale for (c).
Table 4.1

Summary of damage on fracture surfaces of aluminum 7085 alloy tensile
specimens

Strain rate (s-1)
0.001
0.01
0.001

4.4

Temperature (C)
25
25
200

Area Fraction (%)
20.169
18.087
32.765

Area Frac. Unc.
2.738
2.031
3.471

Results
First, we verify our percolation model by comparing the continuum percolation of

randomly placed, uniformly sized spheres. The convergence of the first percolation simulation is
shown in Figure 4.2, showing that our percolation threshold converges to a value within 2% of
the published value [147].
Second, we verify the behavior of our ellipsoidal percolation threshold. Figure 4.4 shows
that as we either decrease or increase the aspect ratio of the voids, the percolation threshold
decreases whether the voids are oblate (aspect ratio < 1.0) or prolate (aspect ratio > 1.0). The
data points follow the curve from Garboczi et al.[147].
In contrast, Figure 4.5 shows that 𝐷𝑐 decreases as the aspect ratio increases. Thus, the
local surface area fraction is highest when ellipsoidal voids are oblate, shaped like cracks and
decreases as the voids become more needlelike. The principal values of D at the percolation
threshold follow the same trend as the principal values of the surface area tensor (S) for each
individual void. Oblate voids with an aspect ratio less than one have one larger principal value
corresponding to the flatter surface of the void. Prolate voids with an aspect ratio greater than
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one have one principal value which is smaller than the other two corresponding to the surface
area perpendicular to the long axis of the void.
The other principal values of D are also shown to illustrate a difference between an
isotropic and an anisotropic damage model. If the void volume fraction degrades the elastic
modulus isotropically, as voids become more anisotropic the model will predict less softening
before fracture in all directions. If D is applied to degrade the elastic modulus, the damage model
will predict more softening in the axial direction before fracture, but less in the off-axis
directions.

Figure 4.4

Dependence of volume fraction percolation threshold on aspect ratio
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Dependence of the volumetric percolation threshold on the shape aspect ratio, where
aspect ratios less than one correspond to oblate ellipsoids and aspect ratios greater than one
correspond to prolate ellipsoids.

Figure 4.5

Local surface area fraction percolation threshold for ellipsoidal voids

The local surface area fraction percolation threshold decreases as the shape aspect ratio
increases, where aspect ratios less than one correspond to crack-like oblate ellipsoids and aspect
ratios greater than one correspond to needle-like prolate ellipsoids. The principal values at the
percolation threshold trend similarly to the principal values of the surface area tensor for each
individual void.
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Figure 4.6

Dependence of percolation thresholds on void size distribution

The percolation thresholds decrease as the standard error of the void size distribution
increases. The sphere sizes were drawn from a log-normal distribution with varying sigma
parameters, while the true mean was fixed at 1. As the variance increased, the percolation
thresholds decreased and the uncertainty increases as well.
Figure 4.6 shows the dependence of the percolation thresholds on the standard error of
the spherical void size where the void radius is drawn from a Log-Normal distribution. The mean
sphere size was fixed at 1. As the standard error increased, 𝜙𝑐 remains relatively constant within
uncertainty until the standard error reaches 2. 𝐷𝑐 decreases more quickly than 𝜙𝑐 , dropping by
about 50% at a standard error of 2. The uncertainty for both percolation thresholds systematically
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increases as the void size distribution broadens, though the uncertainty is greater in the void
volume fraction threshold.

Figure 4.7

Cumulative distribution of normalized void radii on aluminum 7085 fracture
surfaces

Exponential like cumulative distributions for the void radii normalized by the mean void
radius for each distribution from the fracture surface of three aluminum 7085 alloy tensile
specimens, where the maximum void area increases with increasing rate or temperature.
We use the percolation simulation techniques to compare the percolation thresholds for
both void volume fraction and local surface area fraction to the fractography data presented in
Section 4.3.3. We directly sample from the void size distributions for each loading case, such
that the percolation thresholds represent the percolation threshold for the given distribution of
load sizes. By using the direct experimental size distributions, we extend from a simple unimodal
distribution as in Figure 4.6 and allow there to be multiple modes and varying skews. Table 4.2
summarizes the percolation thresholds for the numerical size distributions shown in Figure 4.7.
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Qualitatively, we see good agreement in the trends, not the quantitative values, between the
experimental data and the percolation thresholds for the distributions obtained from low and high
rate data. The sample with the highest strain rate (0.01 s-1) had the lowest area fraction on the
fracture surface and the lowest percolation threshold. However, percolation simulations predict a
further decrease in percolation threshold as the temperature increases, which runs counter to the
experimental results suggesting that a mechanism beyond size distribution is responsible for the
increased damage area fraction in these samples.
Table 4.2

Percolation threshold using experimental void size distributions

Strain rate (s-1)
Temperature (C)
Area fraction (%)
𝜙𝑐 (%)
𝐷𝑐

4.5

0.001
25
20.169 +/- 2.738
30.1 +/- 0.33
23.5 +/- 0.13

0.01
25
18.087 +/- 2.031
29.6 +/- 0.50
20.7 +/- 0.19

0.001
200
32.765 +/- 3.471
27.6 +/- 1.07
18.2 +/- 0.35

Discussion
With these percolation simulations, we have only included the size distribution

information based on the void sizes on the fracture surface. Further research should include the
effects of void aspect ratio and aspect ratio distribution, as well as void correlation. Especially
when considering a broad size distribution of voids, the placement of those voids may have a
strong influence on the percolation threshold. For example, the 𝜙𝑐 = 0.286 for uncorrelated
uniform spheres; however, in very correlated situations like a hard sphere packing problem, the
occupied volume fraction can approach 0.74 for a close packed lattice (like face centered cubic)
or 0.634 for an irregular packing [156]. We theorize that an increase in the variance of the size
distribution would increase these thresholds even further as small spheres occupy the regions
between the large spheres, as has been shown for systems with two radii [157]–[159]. Note that
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this does not necessarily run counter to our results shown in Figure 6. Rather, we are suggesting
that at one extreme, without any void interaction, percolation thresholds decreased as shown in
Figure 6, but at the other extreme where voids will not intersect, as in hard sphere packing,
percolation thresholds increase. Real void arrangements will lie somewhere in between.
Finally, we have not considered any preferential direction. Percolation in our simulations
can occur in any direction, whereas, from our experimental samples, percolation clearly occurred
approximately normal to the loading direction. Clearly the loading direction affected damage
growth which in turn affected the fracture plane. Future simulations should take preferential
growth directions into account through a preferential orientation distribution.
Notice that our results require an anisotropic description of damage in two ways. We
assume that voids are not isotropic in general and we find, as others have [147], that the degree
of anisotropy affects the percolation threshold. An anisotropic damage model, such as a model
built on the metric shown in Equation 4.4, could handle such anisotropic fracture.
4.6

Conclusions
We have presented percolation simulations representing damage in ductile materials

where voids had varying aspect ratios and size distributions using a void volume fraction
threshold as well as a local surface area fraction threshold. Both void aspect ratio and size
distribution had a significant effect on both percolation thresholds. We also used experimental
void size distributions to compare the predictions of the percolation based model for fracture
thresholds to experimental results. Our conclusions are enumerated below.
1. As has been presented elsewhere [147], increasing the void aspect ratio decreases 𝜙𝑐 by
about 15% at an aspect ratio of ½ (crack like voids) or 2 (needle like voids).
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2. The local surface area fraction percolation threshold decreases as the void aspect ratio
increases from crack like to spherical to needle like voids. An aspect ratio of ½ has a
percolation threshold 10% above that of a uniform sphere and an aspect ratio of 2 has a
percolation threshold 10% below that of a uniform sphere.
3. As the variance in void size distribution increases, both 𝜙𝑐 and 𝐷𝑐 decrease by about 30%
and 50%, respectively.
4. Percolation simulations using experimental void size distributions were able to predict a
decrease in fracture threshold with increasing strain rate as was reflected in experimental
results. However, percolation simulations were not able to predict the increase in fracture
threshold seen as temperature increased, likely because of the assumption of uncorrelated
voids.
Percolation simulations suggest that aspect ratio and size distribution influence the
critical damage at fracture of real materials. These void inhomogeneities can arise from many
mechanical and microstructural phenomena, which we have not attempted to capture or
enumerate. Our model for the percolation threshold should be used in concert with a damage
model that predicts these anisotropic void characteristics. When these two models are combined,
the threshold for fracture based on evolving microstructural damage features can be predicted.
However, the percolation based model requires further research to understand the microstructural
features which influence failure, particularly void correlation.
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CHAPTER V
CONCLUSIONS AND FUTURE WORK
5.1

Conclusions
In the present work, we have explored fragmentation through high rate molecular

dynamics (MD) simulations with the goal of developing a model for fragment size applicable in
macroscale simulations. We focused on the relationship between internal damage structures, in
the form of voids and cracks, and a fragment length scale, the solid volume per surface area. Our
primary findings are delineated below.
1. The fragment length scale is proportional to the -1/3 power of maximum void
number density. Assuming the fragment length scale is a function of damage
components, void nucleation, 𝜂, growth, 𝜈, and coalescence, c, a dimensional
analysis provides the -1/3 power law relationship between void nucleation
(number density) and fragment length scale. The proportionality constant is a
function of 𝜂𝜈 and c.
2. MD simulations support the -1/3 power law relationship between maximum void
number density and fragment length scale, and show the C. The full model for
fragment length scale is,
𝑥𝑓𝑟𝑎𝑔 = 𝐴𝜂 −1/3 𝜙𝑐𝐵 .

(5.1)

3. The percolation simulations performed in this work can predict some variation
observed in the critical damage at fracture in tensile tests of an aluminum 7085
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alloy, based on void size distributions from images of the fracture surface; while
variation due to temperature could not be predicted.
4. Percolation thresholds were sensitive to the size distribution of the voids. For lognormal distributions, increasing variance in the size distribution decreased both
void volume fraction and local surface area fraction percolation thresholds and
significantly increased the uncertainty in the void volume fraction percolation
threshold.
5. A novel description of anisotropic damage based on local surface area fraction
was developed. The local surface area fraction can capture the total void surface
area as well as the predominant orientation of internal free surfaces.
6. The local surface area fraction shows promise as a metric for determining fracture
through percolation simulations.
5.2

Future Work
The current state of the fragment length scale model is limited by a lack of validation

through experiments and lower length scale simulations at scales greater than MD. Future work
on the fragment length scale model should focus on validating and extending the model. The first
step in validation would be to implement the model with an internal state variable damage model
into an FEA code. The model would predict a fragment size for each failed element based on the
damage parameters at failure for that element. A sphere impact simulation, similar to the
experiments by Piekutowski [12], could be run using this implementation. Taking the entire
simulation model together, post failure, would provide a fragment size distribution to compare to
experiments.
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A second research activity that could validate and improve the applicability of the
fragment length scale model would be micro or mesoscale simulations of high rate deformation
using cohesive elements or another explicit representation of damage. The same damage metrics
studied in our MD simulations could be quantified in these subscale simulations and compared to
the fragment size. If similar relationships were identified between damage components and
fragment size, it would provide validation for the fragment length scale model developed here.
Finally, further theoretical motivation for the form of the damage model, especially the
proportionality constant, would improve understanding of the model and establish limits on the
situations where the model is valid.
A significant assumption made as part of the percolation simulations in Chapter IV, is
that first order percolation, when a line of void connects from one side of a system to the other, is
followed very quickly by a sheet percolation (or second order percolation), where one side of the
system has no load path to the other side of the simulation. Sheet percolation would represent the
actual failure of a material Representative Volume Element (RVE). Future work should include
calculating the threshold for sheet percolation and the effect of void size distributions, aspect
ratios, orientation distributions, and correlations. Extending the percolation simulations with
experimentally based void correlations and aspect ratios would also provide fruitful insight into
which features of damage are important for determining the critical damage at fracture.
Finally, the local surface area metric developed in Chapter IV should be fleshed out into
an anisotropic damage model. The local surface area metric has the benefit of representing the
internal free surface area which can contribute to energy dissipation. Accounting for internal free
surfaces may also prove beneficial in modeling size scale plasticity effects [113], [114] as well as
building a more complete picture of fragmentation from the perspective of internal damage.
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