Next generation sequencers have greatly improved our ability to mine polymorphisms and mutations out of entire (or portions of) genomes. The reliability of their outputs, though, showed to be very related to the sequencing chemistry and to deeply affect the quality of the downstream analyses. We focus here on the two-base color code chemistry of AB SOLiD sequencers and propose a comprehensive quality control methodological and software pipeline. We used existing and custom tools to detect and purge short-reads of some common flaws due to sequencing errors and chemical hitches. We apply them to a cohort of SOLiD 4 runs and measure their joint efficacy in terms of the resulting ability to detect the greatest possible number of true variants.
BACKGROUND
Next generation sequencing (NGS) systems have greatly contributed to expand our knowledge of genomics, transcriptomics and other related fields, mainly because of their capability to screen large amounts of sequences with reasonable low efforts. NGS technologies are constantly improving in terms of data throughput, accuracy and flexibility and are more often object of extensive comparative studies. Recently, a certain body of literature has matched the performances of the most used NGS instruments, attempting to detect their technology-specific errors out of all their systematic or indirect errors [1] [2] [3] [4] [5] . In particular, some comparisons of the ability to call single nucleotide variants (SNVs) by 454 FLX (Roche Diagnostics, Branford, CT, USA), Genome Analyzer IIx (Illumina, San Diego, CA, USA) and SOLiD 4 (Applied Biosystems, part of Life Technologies, Foster City, CA, USA) technologies showed that a certain proportion of the detected SNVs is technology-specific and not confirmed by any other system. Despite certain factors, like low reads coverage, low-quality scores and the presence of flanking Indels, were evaluated as possible causes of the excess of false positive SNVs, the platform specific bias on base calling seemed to be the main inconvenience [1] .
Overall, the 'reads quality' is renowned to affect any downstream analysis and, a fortiori, to be the CSS is a highly specialized Hospital, considered one of the best polyclinics in Italy. Since 1956, it is a private institute that provides public services. In 1991, it was acknowledged as Institute for Hospitalization and Cure with Scientific nature. Since that, it conducts clinical and research activities in collaboration with the National Ministry of Health and with several research institutes in Italy and abroad. Its services range from personalized health care, to surgery and rehabilitation. Even if the range of specializations is wide (e.g. cardiology, neuroscience, onco-emathology, dermatology, endocrinology, gastroenterology, ophthalmology, etc.), CSS focuses on genetics with particular attention. primary cause of the incorrect mapping of reads to a reference genome, much more than a wrong tuning of the parameters of the mapping algorithms themselves [4] . This evidence has solicited the proliferation of few software for performing various kind of quality control and filtering procedures [6, 7] . Each has been designed to check the 'importance' of particular groups of physical issues, like the signal decay or the fluorochrome crosstalk and accumulation, along with several other boundary effects [8] , and eventually to react by discarding or mending the reads. At any rate, all of them agree that it is actually hard to find criteria about what decisions one should make when doing filtering, where and when to establish a threshold, how much to trim, etc. For example, it is well-known that quality plummets toward the 3 0 end and that trimming all reads generally gives better rates. But, on the flip side, this would trim away also good sequences. Again, other approaches, like discarding whole reads exceeding some minimum thresholds, counting ambiguous bases (N), looking for little windows of poor-quality sequences, etc. are also mentioned every now and then and sound good in principle, but here too it is hard to know exactly how much of a given approach one should do. It seems like there are many different approaches one could take, but it is not obvious what would be best. For this, appropriate pre-processing and filtering steps are useful insofar as they are rigorously validated.
The focus here is on the AB SOLiD chemistry. AB SOLiD (Sequence by Oligonucleotide Ligation and Detection) is a family of highly accurate, massively parallel NGS platforms by Life Technologies. They support a wide range of applications: whole transcriptome analysis, de novo sequencing and target resequencing, gene expression profiling, small RNA analysis, chromatin immunoprecipitation sequencing (ChIP-Seq) and methylation analysis. The claimed instrumental accuracy ranges from 99.94% for SOLiD 4 to over 99.99% for the recent SOLiD 5500, while quality values (QVs) of mappable fragments exceed 30 for 80% of bases on the average (c.f., Applied Biosystem SOLiD 4 and SOLiD 5500 system specification sheets).
This work implements and plugs some wellknown best-practices and tools in a methodological pipeline, and then aims to comprehensively assess the quality of the sequencing as well as to detect and deal with 'bad reads'. It adopts a two-steps strategy, which, above all, pre/post filters short-reads and then calls single nucleotide polymorphisms (SNPs) and short insertions and deletions (Indels) from the resulting aligned reads. Its sensitivity is checked against the extent of agreement between an array of statistics calculated on the called SNPs and Indels and those published in literature. Overall, this pipeline manages both raw (.csfasta &.QV files) and mapped (.bam) reads and offers a deep analysis of the SOLiD 4 short-reads 'health state'.
METHODS
For this study, we have selected four patients of unrelated families recruited in our institute. Three were affected by as many unrelated neurogenetic diseases (S1, S2, S3), while the latter was a healthy patient (S4).
Library preparation
Their DNA was extracted from blood and sheared by Covaris TM S2. Adaptor-ligated DNA samples were hybridized to the exonic regions capture by means of the 'SureSelect Human All Exon 50 Mb Target Enrichment System' for SOLiD Fragment and Paired-End Sequencing (www.agilent/genomics/sureselect), purified and then amplified to obtain a DNA library with an approximate size of 250 bp. Prepared libraries were emulsified with a mixture of beads and oil. The template beads were amplified by emulsion PCR and then enriched. After a post 3 0 -ends modification, these were deposited on the SOLiD system glass slides and sequenced.
Sequencing
The functioning of SOLiD sequencers is quite original. Fragments undergo sequencing through five different steps, called 'primer rounds'. At any round, primers hybridize to the adapter sequence within the library template and a fluorescence is emitted as a consequence of each ligation. Multiple cycles of ligation, detection and cleavage are performed with the number of cyclers determining the eventual read length. After detection, dyes are cleaved off, giving way to the next differentially labeled probe that can hybridize to the target sequence. A QV is associated to each dye, which typically ranges from 25 to 35, even if it can span a wider range of values [i.e. À1 (missing color call) to 93, even though rarely exceed 60]. The SOLiD Accuracy Enhancement Tool (SAET), a spectral alignment error correction tool, is routinely applied to correct low QVs.
Each target DNA was sequenced twice in two distinct experiments (Exp1 and Exp2) by two different SOLiD 4 facilities. Because of the evident low quality of Exp1, emulsion PCR and enrichment procedures were repeated for Exp2. Exp1 produced 50-bp-long fragment data, while the latter yielded paired-end fragments of 50 Â 35 bp length.
A quality control methodological pipeline QV files were preliminary scanned in a multistage process to give a general insight of the average reads quality (see Supplementary Figure S1 ). A detailed assessment of the QVs was carried out by means of the QV assessment tool [9] , a filtering framework designed for efficient identification of both polyclonal and independent errors within SOLiD sequence data. We have opted for this tool against its competitors: the RSolid package [10] , which corrects the possibly unbalanced proportions of the four dyes along the reads; NGSQC [11] that calculates the color call distributions across panels and sequencing cycles, thereby providing global and panel-specific heat maps to determine any eventual bias occurred during the sequencing process and PRINSEQ [12] , a tool that generates summary statistics of sequence and quality data and that can filter, reformat and trim NGS data.
The QV assessment tool reported on the average QV per read, presence of miscalls (i.e. missing color calls), effect of the filtering parameters (p and e, see next section) and site-specific QV distribution (cf. Supplementary Figure S3 ). According to these, several filtering criteria were designed and applied in order to purge datasets of bad reads or of bad portions of them. High-quality reads were then mapped to a reference genome through LifeScope TM (http:// www.appliedbiosystems.com/lifescope), yielding eight bam files, one for each reads set of each experiment. These underwent two post-processing steps: the removal of the duplicate reads by the Picard's MarkDuplicates routine (http://picard.sourceforge. net) and the removal of the badly mapped reads by our custom scripts. Consecutively, an accurate coverage/enrichment analysis was conducted by means of the BEDTools [13] and some custom scripts in order to check the number of on/off-target reads and the per-site and per-region depth of coverage. Finally, SNPs and Indels were called from the clean bams by the Genome Analysis ToolKit (GATK) [14] and confirmed by three further variants callers: diBayes [15] , the Small Indel Tool and SAMtools [16] . SNPs and Indels were functionally annotated (hg19 human genome build) and searched in dbSNP release 135 [17] (see Figure 1 ).
Preliminary quality assessment of the raw reads sets
SOLiD 4 does not provide a pre-filtering strategy for low-quality reads [4, 9] , although it suffers from a couple of severe flaws in addition to those concerning the ligation and PCR reactions: the emulsion PCR adds several caveats including duplication of templates (multiple beads per reactor) and polyclonal beads (multiple templates per reactor). While the former implies that more than one bead amplifies the same molecule, thereby causing an overrepresentation of the sequence, the latter causes the obfuscation of the sequence itself, because of the co-presence of multiple channels of fluorescence coincident on polyclonal beads.
Thus, we have tested the QV run assessment tool on our reads sets. Basically, it samples a 20% random proportion of a reads set and returns a matrix of quality score counts, with as many rows as the length of the longest read of the reads set and as many columns as the number of distinct QVs (typically from À1 to 34). The tool considers a call, whose QV is under a fixed threshold (e qv ) and that occurs randomly throughout the reads, as an 'independent color call error' (e). Alternatively, it classifies a read as to be polyclonal if it does not contain at least P 10 sites, within the first 10 sites, with QVs all greater than a certain threshold (p qv ). By applying six default combinations of values of independent and polyclonality errors, the tool gave us a preliminary insight into the quality of data. Results are summarized in Supplementary Figures S1 and S2. Consequently, we have designed and applied six filters to the raw reads sets by means of the 'SOLiD pre-process filter tool' [9] : Starting from the default filtering setting (F1), we swept parameters in order to be smoothly less stringent. Differently from F1, F2 tolerates two more independent errors. F3 applies the default filtering strategy to reads truncated of the last 10 sites, since these usually exhibit the lowest QVs in the average (see Supplementary Figure S3 ). F4 differs from F1 because it requires to have at least three high-quality sites among the first 10, while F5 and F6 keep p constant to the default value, while increasing e from 5 to 7, respectively (then matching reads with an increasing number of independent errors).
Coverage analysis and post-mapping filtering
After having compared the claimed performances of the existing SOLiD short-reads aligners [18, 19] in terms of mapping accuracy, sensitivity and memory requirements, we have opted for LifeScope TM . We have then mapped the filtered and raw reads sets against the human reference genome (hg19 build) with default parameter settings, but specifying the maximum insert size (2000 bp) specifically for Exp2 and the minimum QV (10) for a read to be considered as 'mappable'. Then we have removed the duplicate reads by Picard.
From the resulting bam files we have collected a number of useful statistics. By the BEDTools [13] , we have checked the performance of the enrichment protocol in terms of the number of target regions that were not sequenced. We have further evaluated the depth of coverage at site-(among 51 million exonic sites) and whole exome-(among 212.997 exon tags) level, the proportion of uncovered target regions and the percentage of poorly (if <50%) covered regions.
Subsequently, we have observed how filtering criteria affected the proportion of on/off target reads and their mapping accuracy. We have counted the number of: (i) high-quality reads (with average mapping QV> 20), (ii) low-quality base (with QV< 10), (iii) per-read mapped bases, (iv) mapped/unmapped reads, (v) undefined sites (N) and CIGAR operators (i.e. hard/soft clipped sequences, insertions/deletions, match/mismatches, paddings) together with their distributions along the reads length and (vi) per-position base occurrences. We have further computed the per-base-type average QV and its distribution along the reads length.
We used pre-computed frequencies of hard/soft (H/S) clips, N and of low-quality sites (i.e. having less than 1 in 10 chances of being called wrong) at each position of the forward and reverse reads of several state-of-the-art experiments, to formulate a criterion to discern between bad and good mapped reads. In particular, being P R i, j H the probability of the site j of the read i of being (e.g.) an hard clip, the joint probability to have, say, an H at site j and an N at site k, is given by the product of both probabilities
N , because they can be considered as independent events. Let d be the depth of coverage of a genomic region covered by a stack of reads, and let n d be the number (or percentage) of reads for which one may want to check the simultaneous occurrence of H, N or low-quality sites at an array of sites a ¼ [j, k, . . . z]. The probability to have a pileup of length n of these type of sites at a set of positions a is given by the following joint probability:
, where R 1 . . . R n are randomly chosen among all the d reads covering the sites a. Thus, whenever a read contains a specified number jjajj of pileups of H, N or of low-quality sites, this probability is computed. If less than a tolerance limit, the read is classified as 'bad' and discarded.
Variants calling
We have further assessed the quality of the reads sets by calculating and comparing statistics of the called variants against those published in literature. We primarily used the GATK and then cross-checked its results with SAMtools, diBayes and the Small Indel Tool.
By GATK we first recalibrated the quality scores by analyzing the covariation among several features of a base (Quality score, Read group, Cycle and Dinuc). Then, we realigned the reads around known Indels and called new SNPs and Indels by setting: the minimum phred-scaled confidence threshold at which variants should be called (-stand_-call_conf) to 20, the minimum phred-scaled confidence threshold at which variants should be emitted and filtered if less than the calling threshold (-stand_emit_-conf) to 10 and the downsampling threshold, that is the maximum number of allowed reads at a specific locus (-dcov), to 150. After the creation of a gaussian mixture model, which is determined on 'true sites' provided by HapMap 3 (prior ¼ Q15) and Omni 2.5 M SNP chip array (prior ¼ 12) and on 'known sites' provided by dbSNP release 132 (prior ¼ 6), we have assigned a 'truth score' to each variants. diBayes was set not to require allele to be present in both strands, to distinguish between homozygous and heterozygous SNPs according to an allele ratio of 0.15 and to call SNPs only on reads with a minimum mapping quality equals to 10. Differently, an Indel was called by the Small Indel Tool (part of Lifescope) if its read of belonging had a minimum mapping quality of 8, and there were at least two evidences of it in the pileup. Overall, both tools were set to call variants with a medium stringency (recommended by the software manufacturer for experiments with depth of coverage ranging from 1Â to 25Â).
mpileup, Bcftools and vcfutils (modules of SAMtools) were run on the reads sets which were previously recalibrated by the GATK. mpileup was set to store the alignment reads in uncompressed BCF files, and to output the per-sample read depth and the per-sample phred-scaled strand bias P-values (-uDS). Bcftools was set to call variants using bayesian inference, to call the per-sample genotypes at variant sites and to output results as uncompressed BCF output (-bcgu). In agreement with the GATK downsampling threshold, vcfutils was set to allow a maximum of 150 reads per locus (-D150).
For [20] and through custom scripts. All of this information has been summarized in Table 3 .
RESULTS

Reads filtering and mapping
Filters F1-F4 dropped up to 35-60% of mappable reads (see Table 1 ), while filters F5-F6 only 5-10% less. Filtered reads of Exp1 have been rather totally mapped to the reference genome. Contrarily, 20% of raw reads of Exp1 were not mapped. Furthermore, the proportion of correctly mapped reads (Table 1 , columns 7-8) is $80-90%, with the F3 libraries having slightly smaller values. Indeed, we verified that the proportion of off-target reads was generally comparable for almost all the filtered reads sets (10-20%). As expected, the filter F3 yielded a slightly greater number of off-target reads ($ 2-3% more): the truncation of the last 10 bases of the forward reads globally penalized their alignment rather than being beneficial. The four unfiltered (raw) reads sets exhibited an average proportion of off-target reads close to 20. Again, this was essentially due to the elevate level of noise (i.e. sequencing errors per read), which made the overall mapping process slightly more erroneous.
We have checked for the presence of PCR duplicates for both the sequencing experiments. Although the 35-50% of reads were marked as potential amplicons, we did not remove them from Exp1, because this would have caused a dramatic reduction of the size of their libraries. Contrarily, we have de-duplicated the raw reads sets of Exp2, thereby removing $30-40% of the total reads. Overall, the large majority of reads ($90%) were correctly mapped to the target regions. It is important to notice that the sequencing of S2 of Exp2 yielded a very low amount of reads because of the paucity of the available DNA, then introducing a bias from the beginning of the analysis. The choice of reporting results also for this sample is deliberate. The aim is to make the difference between biased and not biased results clear.
Read quality assessment
As for Supplementary Figures S2 and S3 , the four samples are heterogeneous in terms of QVs distribution and of the number of reads produced by both experiments. The number of reads range from 70 to 120 million, apart from S2 of Exp2, whose reads set size is about 10 million. Both experiments share a pretty low QV profile: only the 20-60% of the randomly surveyed reads exhibit an average QV > 20. The rapid decline of the color calling accuracy occurs for both forward and reverse fragments.
About 70% of Exp1's reads exhibit high-quality calls toward the beginning of the reads (checked by this filtering setting: 'p ¼ 5, e ¼off', which requires that the 50% of the first 10 sites have QV ! 25). However, only <20% of these are entirely highquality reads ('p ¼ 5, e ¼ 0'). When a maximum of five low-quality calls are permitted ('p ¼ 1, e ¼ 5') the 50-55% of reads are dropped. Column 3 holds the total number of reads that passed the filter specified in column 2. Column 4 holds the percentage of filtered reads calculated on the total number of unfiltered reads for Exp1 (Raw Exp1 lines). *Raw Exp2 lines collect statistics about the unfiltered reads of Exp2, which did not undergo any filtering strategy. Asterisks indicate that the duplicate removal routine has been applied to the reads set. The number of mapped and on-target reads, together with their percentages are shown in columns 5^8.
Regarding Exp2, proportions of reads with highquality initial sites are dramatically reduced for S1 and S3. Contrarily, S2 and S4 have 70% reads with initial high-quality calls. By the QV run assessment tool we have also verified that, as expected, the reverse reads of each pair have systematically lower QVs.
On a site-by-site perspective (Supplementary Figure S3) , we observe that the median QVs do not decrease monotonically, but behave like a sawtooth with a period of 5 bp. This is probably due to the SOLiD 4 chemistry, which is characterized by five cyclic subsequent ligations of primers. Evidently, the QVs plummet after the 20th position of the 50 bplong reads (fragments of Exp1 and forward reads of Exp2), and after the 15th site of the 35 bp-long reads.
Coverage and enrichment analysis
Given the impact of the pre-processing step on the mapped reads, we have further investigated the degree of coverage of the target regions and reported in Table 2 .
Overall, filters have drastically impacted the mean coverage by even halving the theoretic coverage (40Â). As expected, mean and median site coverages plummeted with the stringency of filters (F1, F3, F4) , indicating that the most sites had very low QVs: 3-12% of 50 million target sites resulted uncovered, while 15-30% of the filtered reads and 12-15% of the unfiltered reads exhibited a coverage 5. Globally, more than a half of the total target sites had a sufficient coverage (over 10Â), whose 30-50% had a 20Â depth of coverage, or more. Consistently, results showed that the less stringent the applied filters, the more covered each site, for each sample and experiment. Coverage was also calculated on the full length of the target regions. A total of 1-6% of them were not covered at all (9th column of Table 2 ), while $10% were poorly covered (i.e. covered by half). Reasons of this could be partly ascribed to the filtering steps that removed the low-quality reads before mapping, and partly to the enrichment procedure which has been showed to typically miss 10% of the potential targets [21] (e.g. because of the base composition, of the excess of GC content [22] , of the low complexity of the regions, etc.). Thus, we checked the bases composition of our targets by comparing the GC content of the skipped exons with that of the 200.000 target exons for all the samples and experiments. The One-Sample Wilcoxon Sign Test confirmed that their difference was highly significant (P-values < 2.2 Â 10 À16 ).
Variant calling
Good quality variants were selected from the consensus lists of the variants outputted by the three callers, when run on the four samples (filtered and unfiltered) of both experiments. From the 32 variants lists, we calculated several statistics: the number of exonic SNPs, the general and exonic transition/ transversion (Ts/Tv) ratio for novel and published SNPs and the non-synonymous/synonymous mutation ratio (Nsyn/Syn). Additionally, we filled Table 3 with the numbers of the detected non-synonymous, stop-gain, stop-loss, splice-site mutations and Indels that have been predicted to be homozygous (because of the recessive mode of inheritance presumed for the studied diseases). We found less than 10.000 exonic SNPs per reads set in the Exp1, and less than 15.000 exonic SNPs in the Exp2 (with S2 having a considerably low amount of detected variants, because of its reduced number of reads). The number of exonic SNPs detected in the Exp2 was close to that expected in the human nuclear genome [23, 24] . The proportion of novel exonic variants varied with the reads sets: generally, filtered reads sets had less unpublished SNPs than the raw reads sets. Their numbers were closer to the expectations. However, several inconsistencies emerged. While the number of novel variants of Exp2 consistently adhered with the theoretical expectations ($1% [23] ), that of Exp1 was slightly excessive. Additionally, we found about 50-200 short Indels (1-50 pb) per library. Generally, the less stringent the filter, the more variants were detected. Table 3 shows that a very few number of Indels were novel and homozygous and that the reads set of S2 of Exp2 contains the smallest pool of Indels.
Ts/Tv ratio can be considered an estimator of the variants list quality as well. Filtered sets exhibited higher and more real ratios. In particular, if considering all variants, we measured an average ratio of 2.5-2.6. Instead, focusing on the exonic variants only, we calculated an average ratio of $3 [14, 24] . Globally, Ts/Tv ratios lived up to the expectations for all the filtered reads sets, but not for the unfiltered sets. Equally when considering novel or exonic variants only, ratios were under the expectations. Ts/Tv values measured from samples of Exp2 were comparable or higher than those calculated from samples of Exp1. Again, more stringent filtering criteria (F1, F3 and F4) generally determined higher ratios.
After filtering, the ratios between non-synonymous and synonymous variants generally turned out to be consistent with literature [23] , being $0.85-0.9. Instead, a discrete excess of putative non-synonymous mutations was present in the unfiltered reads sets.
We also tried to review the disease-related exonic mutations: given the recessive nature of the considered diseases, we searched for homozygous mutations causing amino-acid changes (nsyn), stop codon gain (sg), stop codon loss (sl) and splice site disruption. We detected no mutations having the homozygous genotype on splicing sites. As expected, 'sg' and 'sl' mutations were infrequent: they were absent in the unfiltered reads sets, while rare (probably artifacts) in the filtered reads sets of Exp1. Differently, some non-synonymous variants were detected and their number was close to the expectations ($1-3% [23] , see Table 3 ).
We finally estimated the number of SNPs in common among the reads sets, performing both a pairwise and a global comparison among the variants sets ( Table 4 ). The most mutations (80-90%) were in common between the filtered reads sets. Such percentages decreased to 40-50% when coupling the unfiltered reads sets of both experiments. A total of 70-80% of variants called from the unfiltered reads sets of S1 and S4 were shared with those called from the filtered reads of the same samples. Differently, filtered and unfiltered reads sets of S2 and S3 shared only the 50% of their variants. Similar figures were obtained for Indels (data not shown).
CONCLUSIONS
Variants detection is notably a crucial topic in genetic field. A plethora of NGS technologies, software, statistical and computational methods witness the current growing interest of scientists in this topic [21, 23, 24, 25] . This work focuses on the impact of the sequences quality on the process of determining the candidate variants within the human exome. In particular, it assesses how poor quality short-reads can affect their mapping against the reference human genome and, consequently, the identification of the variants. To do that, it makes use of some existing as well as custom tools, of which one delineates the range of applicability, functionality, parameters and format of the output. The test cases are four samples, taken from three patients affected by three diverse severe neurogenetic diseases and one control patient, which have been sequenced twice by two different NGS facilities (SOLiD 4). Data revealed that the accuracy of the color calling systematically decreased right from the first 20-25 positions of the reads and, then, that their general quality was rather low for both experiments, so that to confer a worst-case nature to our study.
We then evaluated the opportunity of filtering the reads and observed how that impacted on the overall variants discovery process. Each filter yielded a new library of 'high-quality' reads, ready to be mapped and analyzed.
Because of the employed filtering strategies, coverages were rather heterogeneous, with an 11-30% of nucleotides having a lower than 5Â coverage. Contrarily, proportion of sites covered by more than 20 reads ranged greatly from 30% to 70%. Filters have been chosen in a way to guarantee different average levels of quality and coverage. In our experience and in the case of candidate mutation discovery experiments, a rather good per-site coverage is 30Â. This value allows to reliably call variants and genotypes. Whereas a read is of high quality if it contains no more than three sequencing errors, we obtained that >60% of sites exhibited coverage !20, if applying the Filter F1.
Obviously, filtering impacted on the overall number of determined variants for each dataset, which was lower than the canonical 15-20.000 variants that are generally expected to be within the human coding portion of DNA, 40-50% of which being non-synonymous mutations [23, 24, 26] . Exons resulted to have a significantly elevate GC content with respect to the contiguous noncoding regions [27] . Moreover, in accordance with the ommon variants between pairs of variants sets. For all samples sequenced in both experiments, all possible comparisons among the six filtered (F1^F6) and two raw reads sets (Raw Exp1, Raw Exp2) are calculated.
theory of the optimized genetic code, according to which transitions are generally more frequent than transversions, we have correctly verified that their ratios were higher in coding DNA with respect to the non-coding portion T s /T v > 3 [14, 28] .
Estimates about stop-gain, stop-loss, splicing sites, mutations, insertions/deletions were less homogeneous across literature. Studies based on large samplings (e.g. 1000 Genomes Project [29] , HapMap project [30] ) confirm that, according to the population genetic principles, african populations harbor more genetic variability than others [28, 29] . However, $90% of SNPs are common within the human population (i.e. stored in public databases, such as dbSNP or 1000 Genomes Project), while the remaining are classified as 'novel' [23] . Our filters matched these figures as well. Statistics about Indels enjoyed a poor consensus within the literature, probably because of the general difficulty of distinguishing real variants from artifacts. For this reason, figures cannot be rigorously confirmed here.
Estimates from Table 3 and pairwise comparisons presented in Table 4 demonstrated how read quality influences the mapping and, consequently, the variants discovery processes. Generally, we have obtained a lower than expected number of SNPs and Indels, given that low-quality reads were discarded, thereby decreasing the libraries sizes. Furthermore, considering the unfiltered reads sets from both experiments, we verified that the proportion of common SNPs within same samples is quite low. Contrarily, any paired filtered set showed a higher number of common variants, meaning that the filtering process improved both the reads mapping and the variants call processes.
SUPPLEMENTARY DATA
Supplementary data are available online at http:// bib.oxfordjournals.org/.
Key Points
Next Generation Sequencing facilities yield a wealth of genomic data. Raw data are often affected by systematic errors due to the particular sequencing chemistry. Any downstream analysis performed on raw data exhibits false positive results. Pre-processing the raw data may help to improve the quality of any downstream analysis result. Some of the required pre-processing steps can be successfully performed by the existing tools, while others require custom implementations.
