Abstract. This tool paper presents iDSL, a language and a fully automated toolchain for evaluating the performance of service-oriented systems. In this work, we emphasize the use of a high-level domain specific language that is tailored to be understood by system designers and domain experts, a transformation into an underlying process algebra which contains latency distribution functions based on real measurements for calibration, and the integration of analysis tools under the hood. Altogether, the approach delivers intuitive, visual results.
A consumer can send a request for a specific service at a certain time, after which the system responds with some delay. A service is implemented using a process (A), resources (B) and a mapping. A process decomposes high-level service requests into atomic tasks, which are each assigned to a resource in the mapping. Resources are capable of performing one atomic task at a time, in a certain amount of time. When multiple services are invoked, their resource needs may overlap, causing contention and making performance analysis harder. A scenario (D) consists of a number of invoked service requests over time to observe specific performance behavior of the system. A study (E) evaluates a selection of systematically chosen scenarios to derive the system's underlying characteristics. Finally, measures of interest (F) define what performance metrics to obtain, given a system in a scenario.
For illustration, Table 1 provides an example iDSL language instance of a medical imaging system [14, Section 3] , as follows. The process contains a sequence of the processes "image pre processing", "image processing" and "image post processing". In turn, process "image processing" decomposes into "motion compensation", "noise reduction" and "contrast". Each atomic process has a load, an amount of work. The resource contains a CPU with rate 2, i.e., it can process 2 loads per time unit, and a GPU with rate 5. The system combines the process and resource, and has a mapping to connect atomic tasks to resources. The scenario encompasses two streams of requests for the only service. Both streams have fixed inter-arrival times of 400. One stream has an initial delay of 0. The initial delay of the other is determined by an offset parameter, which is a variable that is defined in the so-called design space of the study. Finally, the measure contains two measures of interest referring to performance evaluation. Table 1 : An example service-oriented system, modeled using the iDSL language 
Section Resource
ResourceModel image processing PC decomp image processing decomp { atom CPU rate 2, atom GPU rate 5 }
(c) System
Section System Service image processing service Process image processing application Resource image processing PC Mapping assign {(image pre processing,CPU)(noise reduction,CPU) (motion compensation,CPU)(contrast,CPU)(image post processing,GPU) }
(d) Scenario

Section Scenario
Scenario image processing run ServiceRequest image processing service at time 0, 400, ... ServiceRequest image processing service at time dspace("offset"), (dspace("offset")+400), ...
(e) Study
Section Study Scenario image processing run DesignSpace ("offset" "0" "20" "40" "80" "120" "160" "260") In this section, we discuss the iDSL toolchain which ranges from creating an iDSL language instance to generating performance artifacts, in line with C3.
Creating the performance model involves the conjoint modeling by a modeler and analyzer of a case study in the iDSL language. A modeler determines how the system behaves and generates a system model, i.e., a process, resource and system (cf. Figure 1-A,B,C) . The analyzer determines system usage and creates a study, i.e., scenario, study and measure (cf. Figure 1-D,E,F) . During the modeling process, the Eclipse Integrated Development Environment [2] is used to support the user. This environment enables, among others, syntax highlighting, code completion, and "input validation", e.g., checking the code for invalid references, unused objects and ambiguous definitions. Also warnings and information boxes are displayed, e.g, when the design space is too large.
Under the hood, the iDSL grammar has been defined using the Xtext framework [18] . The toolchain functionality is programmed in the Xtend language [17] .
In the following, we briefly describe the four main activities that constitute the performance analysis toolchain of iDSL. Process measurements. Measurements are performed on a real system and injected the into the iDSL model for calibration [15, Section 3] . The text-processing tool AWK [1] is used to facilitate this. Create visualizations turns the parsed results into intuitive graphs. 1. Latency breakdown chart (see Figure 2a) : displays the structure of a service, i.e., the underlying processes and resources, and its dynamics, i.e., process latencies and resource utilizations. 2. Multi-design latency Cumulative Distribution Function (CDF, see Figure 2b ): provides latency CDFs for multiple designs in one graph to easily determine the effect of design decisions. 3. Latency bar chart (see Figure 2c ): shows the subsequent latency times of a service which provides insight in jitter, i.e., the variation of latencies. 4. Latency CDF (see Figure 2d ): provides a lower (purple) and upper bound (red) CDFs whose difference is the result of how nondeterminism is resolved. Figure 2a is made by GraphViz [3] , the others by GNUplot [6] .
