graph, an acyclic directed graph expressing causal relationships, and a probability distribution respecting the independence relation encoded by the graph. Because of the existence of unmeasured variables, the following identifiability questions arise: "Can we assess the strength of causal effects from nonexperimental data and casual relationships? And if we can, what is the total causal effect in terms of estimable quantities?" Or then, "Is it possible to compute the probability of some set of (effect) variables given intervention on another set of (intervention) variables, in the presence of non-observable (i.e., hidden or latent) variables?"
The article shows that the IDENTIFY algorithm that Tian and Pearl defined for semi-Markovian models, an important special case of causal Bayesian networks, is both sound and complete. Before this article of Huang and Valtorta, that was an important open question. Tian and Pearl combined the graphical character of causal graph and the algebraic definition of causal effect. They used both algebraic and graphical methods to identify causal effects. Tian and Pearl's method is to first transfer causal graphs to semi-Markovian graphs, and then to use the IDENTIFY algorithm to calculate the causal effects we want to know. Apart from the completeness problem, another open problem was to formally prove the equivalence of the semi-Markovian models obtained from the transforming PROJECTION algorithm, to the original causal graphs, so that therefore the causal effects should be the same in both models.
Aldo Franco Dragoni is concerned with to the inherent recursive structure of mental states. A mental structure is considered to be a potentially infinite tree, and semantics is provided for any element of that tree. The perspective is that of Belief-Desire-Intention (BDI) agents. The manner of formalizing is as a multicontext framework. Each context is a decidable theory (possibly empty) expressed in an appropriate formal language. A "mental structure" is a hierarchical lattice of triangular modules < x,B,D>, where the component x represents the agent x's mental state as a whole, while B and D represent specifically x's beliefs and x's desires. Based on that concept, a semantics for multi-context formalisms is provided. In Dragoni's representation of mental attitudes, these can always be represented as labelled formulae. This enables him to represent mental states as sets of labelled formulae.
We are interested in the dynamics of agent's mental states. In particular, we want to model changes of mental states after communication. For this purpose, collapsing a mental state into a single labelled formula is not much computationally appealing. This would force every speech act to change the overall mental states of the agents engaged in the communication process. It would be much better splitting that single labelled formula into syntactically smaller parts which could be handled separately in a semantically correct way. Our choice is that of grounding our dynamics of mental states on the old notion of clause.
Dragoni shows that his approach is capable of supporting "unconsciousness": rules that are "unconscious" are only those which are in the mental state's root (i.e. first level) context x. An interesting aspect of his representation method is that inferences themselves can be modelled as mental attitudes. Dragoni's method has, we feel, a great potential as a foundation for various kinds of development. Dragoni's paper points out that "multi-context formalism departs from conventional modal approaches to BDI architectures, and its semantics has little in common with classical 'Kripke-style' possible worlds one. There is no notion of 'accessibility relation' here and truth trees do not make any commitment on the interpretations of their continents. The unconstrained nature of this formalism implies that it does not make much a sense puzzling about which axioms of classical modal logic apply here since, in general, the answer is negative." Ephraim Nissan's paper is about episodic formulae, a technique of representation for narratives and associated epistemic states he has developed and illustrated in several published journal articles. Applications range from artificial intelligence for law, to social narratives and sociocybernetics, to the mathematical humanities (from history, to literary studies). From the viewpoint of AI, promoting episodic formulae is an assertion that AI should not confine itself to problems in a closed universe, a trend that became dominant in the so-called "AI Winter" of the 1990s. Nissan's paper develops and discusses, in depth, a model for the AJIT subproject of the AURANGZEB project, which itself is typified methodologically by its combination of episodic formulae with Toulmin's argument structure (and possibly Wigmore Charts, another formalism for representing argumentation, which itself originated in legal scholarship about judicial evidence.
Another characteristic of the AURANGZEB model is its interest for modelling deception in a planning framework. Modelling deception is an active field of research in AI and multi-agent systems. An umbrella project is PLOTINUS, in which Nissan has been pursuing aspects of narrative either by means of episodic formulae, or in respect of other features (e.g., mock-explanatory tales, these being the result of a king of culture-and genre-bound abduction that is not so much an inference to the "best" explanation, but rather the generation of explanatory narratives that are driven and constrained by poetic and other conventions, even against the grain of reasoning about the real world).
As can be seen from Nissan's paper about the AJIT model in this journal issue, special care is taken to ensure that satisfactory standards are met also in terms of the humanities. Sometimes, an unexpected combination is proposed, e.g., concepts from structuralist folktale studies as being applies to a society of agents, that may be virtual avatars or even agents in a multi-robot society: this was shown in Nissan's 'Nested Beliefs, Goals, Duties, and Agents Reasoning About Their Own or Each Other's Body in the TIMUR Model: A Formalism for the Narrative of Tamerlane and the Three Painters', Journal of Intelligent and Robotic Systems, 52(3-4), pp. 515-582.
The multi-journal context of the initiative
It was six years ago, on 17 November 2002, that Prof. Marco Somalvico passed away suddenly and prematurely. Marco has never ceased to be a major influence, indeed a cherished human presence as well in one's memories, for his disciples, collaborators, and colleagues who knew him. Some of these have undertaken the initiative of several commemorative issues, hosted in a number of journals, and covering research in both artificial intelligence, and robotics. This involved a painstaking refereeing process; still, for every article in these special issues, at least one of the authors at the very least knew Marco Somalvico. He was Valtorta's and Nissan's supervisor, The team carried out disparate research, with a focus on AI or robotics, but touching upon a great number of subjects. One of the projects which Marco especially cherished was applied to the assistance to people with disability, and for that reason Marco was awarded an award, the Ambrogino d'Oro, by the City of Milan. In 1998, he was awarded the Joseph F. Engelberger Robotics Award for Education (of the USA Robotic Industries Association), the equivalent of the Nobel prize for academics in robotics. These are but a few of the honours he received.
His output of scholarly publications includes five books, and over 150 articles. Apart from robotics, his research has included automated problem solving, parallel problem solving (especially using cellular automata), automated program synthesis, natural-language processing, machine vision, multi-agent systems, computer-aided design, expert systems, home and urban automation (home automation he used to call domotica in Italian), virtual museums, man-machine interaction, and AI systems of assistance to the disabled. He concerned himself as well with philosophy, and authored the entry 'Intelligenza Artificiale' for the Enciclopedia Italiana. Marco Somalvico is survived by his wife, linguist Graziella Tonfoni.
In his last several years, Marco had been constantly very tired, yet always very active. An intensely honest and deeply religious man, he also used to be combative for his convictions. There is no room to tell anecdotes about Marco's remarkable personality, blunt candour, and sometimes rather impolitic courage to stand by his conscience. He was a protagonist, and knew that. His attitude to the academic profession and to his fellow humans was very personal. He had been ill in late 2002.
In a phone conversation to his house in Lesmo (midway between Como and Milan), he had mentioned a recent pleural extravasation, but expected to be soon back to work. Then in the evening of 17 November, in Milan, he suffered a fatal heart failure. Italian newspapers commemorated him for the general public, at various lengths; unsurprisingly, the most showy newspaper cuts are from his native Como, whose university he co-founded. His contribution to artificial intelligence research and education was important, yet, for all of his scholarly stature, it is his personality that stands out even more. His positive personal impact on those who had the opportunity to know him and work with him was immense.
The structure of the articles
In order to facilitate going through the various topics, in the following we consider the structure of all articles by section and subsection. 
