The complete elliptic integrals are generalized by using the generalized trigonometric functions with two parameters. It is shown that a particular relation holds for the generalized integrals. Moreover, as an application of the integrals, an alternative proof of a result for a family of means by Bhatia and Li, which involves the logarithmic mean and the arithmetic-geometric mean, is given.
Introduction
In this paper, we deal with a complete (p, q)-elliptic integral of the first kind 
where sin p,q θ is the generalized (p, q)-trigonometric function and π p,q denotes the half-period of sin p,q θ. The function sin p,q θ and the number π p,q play important roles to express the solutions (λ, u) of inhomogeneous eigenvalue problem of p-Laplacian −(|u ′ | p−2 u ′ ) ′ = λ|u| q−2 u with a boundary condition. See Section 2 for the definition of sin p,q θ and π p,q ; also [4, 5, 7, 8] for details. For p = q = 2, it is easy to see that sin p,q θ, π p,q and K p,q (k) are identical to the classical sin θ, π and K(k), respectively, where K(k) is the complete elliptic integral of the first kind
Moreover, K p,q (k) for p = q has been already studied in [9] . In this paper we will apply the complete (p, q)-elliptic integral K p,q (k) to study a family of means defined by Bhatia and Li [2] and to give an alternative proof of their theorem.
For a while, we will describe a part of the study in [2] . Let a and b be positive numbers. The logarithmic mean L(a, b) of a and b is defined by
The arithmetic-geometric mean AG(a, b) of a and b is defined as follows: Let us consider the sequences {a n } and {b n } satisfying a n+1 = a n + b n 2 , b n+1 = a n b n , n = 0, 1, 2, . . .
with a 0 = a and b 0 = b. The sequences {a n } and {b n } converge to a common limit, and AG(a, b) := lim n→∞ a n = lim
It is known that L(a, b) and AG(a, b) have integral expressions as
Indeed, the first one follows from direct calculation of the right-hand side and the second one is a celebrated result of Gauss (e.g., [ 
where c p is defined to satisfy M p (a, a) = a, hence,
Moreover, M 0 is defined by taking limit:
is a binary symmetric mean of positive numbers a and b, that is
is non-decreasing in a and b.
They studied relation between M p (a, b) and K p (a, b), the power difference mean of a and b. This is defined for any p ∈ R and a, b > 0 by
where it is understood that
,
For more details of K p (a, b), see [2, 6] and the references given there. These two means are related in the following sense. It is easy to check that 1/M p (a, b) can be written as (t
and 1/K p (a, b) also admits the following integral expression:
are the weighted mean with the beta distribution and with the continuous uniform distribution of the function (a
, respectively. They concluded the following theorem with easy but technical calculation. But, it is hard to say that these calculations are natural. 
In this paper, we will give an alternative proof of Theorem 1.1. Using the complete (p, q)-elliptic integral, we can easily give a hypergeometric representation (1.2) in Theorem 1.2 below for 1/M p (a, b). Applying a formula of hypergeometric function to (1.2) and (1.4), we have (1.3) and (1.5). We emphasize that Theorem 1.1 of Bhatia and Li follows immediately from Theorem 1.2 with comparing only the third parameters of (1.3) and (1.5).
Therefore, Theorem 1.1 immediately follows.
Moreover, we define a complete (p, q)-elliptic integral of the second kind
It is clear that E 2,2 (k) is identical to the complete elliptic integral of the second kind
Then, we can show the following relation for p = q.
This paper is organized as follows. In Section 2 we prepare properties of the complete (p, q)-elliptic integrals and show Theorem 1.3. Section 3 is devoted to give a proof of Theorem 1.2 and an alternative proof of Theorem 1.1.
Throughout this paper, we write P := (0, 1) ∪ (1, ∞).
Complete (p, q)-elliptic integrals
Let p and q be real numbers satisfying p * := p/(p − 1) > 0 and q > 0 (note that p is allowed to be negative). The (p, q)-trigonometric function sin p,q x is the inverse function of
Clearly, sin p,q x is increasing function from [0, π p,q /2] onto [0, 1], where
For x ∈ [0, π p,q /2), we also define
These functions satisfy, for x ∈ (0, π p,q /2),
Now, for any k ∈ [0, 1) we define the complete (p, q)-elliptic integral of the first kind and of the second kind as follows.
It is easy to see that K p,q (k) is increasing on [0, 1) and
and E p,q (k) is decreasing on [0, 1) and
The functions K p,q (k) and E p,q (k) satisfy a system of differential equations.
Proposition 2.1.
Proof. Differentiating E p,q (k) we have
Here we see that
, so that we use integration by parts as
This completes the proof.
Proposition 2.1 now yields Theorem 1.3.
Proof of Theorem 1.3. We will differentiate the left-hand side of (1.6) and apply Proposition 2.1. A direct computation shows that
Therefore the left-hand side of (1.6) is a constant C. Letting k = 0, we obtain
and the proof is complete.
For a real number a and a natural number n, we define (a) n := Γ(a + n) Γ(a) = (a + n − 1)(a + n − 2) · · · (a + 1)a.
We adopt the convention that (a) 0 := 1. For |x| < 1 the series
is called a Gaussian hypergeometric series. See [1] for more details.
Lemma 2.2. For n = 0, 1, 2, . . .
Proof. Letting sin q p,q θ = t, we have
Moreover,
and the lemma follows.
Proposition 2.3.
Proof. Binomial series expansion gives
Here, using Lemma 2.2 and the fact
we see that
The proof of E p,q (k) is similar, so that we omit it. 
