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ON THE ALGEBRAIC STRUCTURE OF ROTATIONALLY
INVARIANT TWO-DIMENSIONAL HAMILTONIANS ON THE
NONCOMMUTATIVE PHASE SPACE
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Abstract. We study two-dimensional Hamiltonians in phase space with non-
commutativity both in coordinates and momenta. We consider the generator
of rotations on the noncommutative plane and the Lie algebra generated by
Hermitian rotationally invariant quadratic forms of noncommutative dynam-
ical variables. We show that two quantum phases are possible, characterized
by the Lie algebras sl(2,R) or su(2) according to the relation between the
noncommutativity parameters, with the rotation generator related with the
Casimir operator. From this algebraic perspective, we analyze the spectrum
of some simple models with nonrelativistic rotationally invariant Hamiltonians
in this noncommutative phase space, as the isotropic harmonic oscillator, the
Landau problem and the cylindrical well potential.
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1. Introduction
Noncommuting coordinates appeared first in [1], in the description of nonrela-
tivistic electrons of mass m on a plane subject to a strong perpendicular magnetic
field B in the lowest Landau level. Indeed, in the m/B → 0 limit only the lowest
Landau level is accesible and the coordinates on the plane, xi, i = 1, 2, appear as
canonically conjugate dynamical variables [2, 3, 4]. On the other hand, if one im-
poses the modified commutator for momenta [pi, pj ] = iǫijB with constant B, the
Hamiltonian of the free particle, H = p
2
2m , becomes equivalent to that of the con-
ventional Landau problem with B playing the role of the magnetic field orthogonal
to the plane.
In 1930, W. Heisenberg also suggested to consider a noncommutative space as
a tool to regularize the ultraviolet divergencies appearing in the quantum theory
of fields [5], but deformed Heisenberg algebras by constant terms typically break
Lorentz invariance. The first approach to this problem is due to H. Snyder who, in
1947, constructed a manifestly Lorentz invariant model of noncommutative space-
time [6, 7] in which the four-dimensional projection of the symmetry group of a
five-dimensional de Sitter space reproduces the Lorentz algebra, with the coordi-
nates realized as generators of compact subgroups, thus presenting discrete spectra.
Snyder applied these ideas as a regularization schema to Electrodynamics [8] but his
results were not further considered, in spite of the intrinsic beauty of his proposal,
mainly due to the success of the contemporary renormalization program which gave
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solution to the ultraviolet divergencies problem of quantum field theory and proved
to allow for accurate numerical predictions for some physical observables.
More recently, the idea of a noncommutative space has attracted new attention
due to some results in string theory [9], in which an analogous behavior appears
in the low energy effective theory of D-branes in background magnetic fields [10,
11]. It has also been argued that Quantum Mechanics combined with Einstein’s
theory would require, at the Planck scale, a space-time with nontrivial uncertainty
relations which impose an effective short distance cut-off, since the attempt to
localize an event with extreme precision demands an energy which would produce
a gravitational collapse [12, 13, 17]. Similar noncommutative aspects have been
found in some quantum gravity theories [14, 15, 16].
The advent of noncommutative geometry [18] has also stimulated the interest
in the study of quantum mechanical systems with deformed algebra of commu-
tators [19, 20, 21], since these systems present interesting properties, could give
rise to models with some possible phenomenological consequences and provide new
techniques for studying some quantum mechanical problems.
In this context, one can speculate with the possibility of having a low energy
relic of these characteristics in the form of a nonrelativistic model of noncom-
mutative quantum mechanics (NCQM), where the dynamical variables satisfy a
deformed Heisenberg algebra with nonvanishing commutators also between coordi-
nates and/or between momenta [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35,
20, 36, 37, 38, 39, 40]. There is a huge amount of work dedicated to the study of
different nonrelativistic problems in NCQM considered from different perspectives;
a partial list includes [41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 58,
59, 60, 61, 62, 63, 64, 65, 66, 67, 68]. Also the Dirac equation has been considered
in these scenarios [69, 70, 71, 72].
When studying these problems, the (phase) space noncommutativity has been
implemented through the Moyal product of ordinary functions of coordinates [20,
73, 11, 17] or, alternatively, by explicit realizations of dynamical variables as oper-
ators on the Hilbert space [24, 25, 40] satisfying a deformed Heisenberg algebra of
the form
(1.1)
[
Xˆi, Xˆj
]
= ıθ ǫij ,
[
Xˆi, Pˆj
]
= ı~ δij ,
[
Pˆi, Pˆj
]
= ıκ ǫij .
This can be achieved, for example, by taking linear combinations of ordinary canon-
ically conjugated dynamical variables with conveniently chosen coefficients (Bopp’s
shift). It is worth noticing that the presence of boundaries in these noncommuta-
tive spaces must then be implemented by imposing conditions on the Hilbert space
expressed in terms of these operators [60, 74].
Several articles have pointed out that nonrelativistic quantum mechanical mod-
els on the noncommutative phase space present two quantum phases [24, 25, 36],
according to the value of the dimensionless parameter κθ/~2, separated by a critical
point where the effective dimension of the system is reduced [24, 25, 35]. A similar
behavior has been found in noncommutative extensions of the Dirac Hamiltonian
[69, 70, 72].
It is the aim of this article to consider nonrelativistic two-dimensional rota-
tionally invariant Hamiltonians on the noncommutative phase space, where the
operators representing coordinates and momenta satisfy the commutation relations
in Eq. (1.1). We show that, as a consequence of this commutator algebra, the
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rotationally invariant Hermitian quadratic forms in Xˆi, Pˆi, i = 1, 2 generate a non-
abelian three-dimensional Lie algebra corresponding to sl(2,R) or su(2) according
to κθ < ~2 or κθ > ~2.
In so doing, we construct the rotation generator in both the coordinate and mo-
menta planes, Lˆ, which is singular at the critical value κθ = ~2, where a dimensional
reduction takes place as noticed in [24]. We also construct operators which perform
the discrete transformations of time-reversal and parity in each region.
The most general rotationally invariant nonrelativistic Hamiltonian can then be
expressed as a function of the generators of these Lie algebras and Lˆ itself, and
then its characteristic subspaces are contained in unitary irreducible representa-
tions of the groups SL(2,R)⊗ SO(2) or SU(2)⊗ SO(2), according to the region.
Moreover, we show that the quadratic Casimir of the representations is related with
the eigenvalue of Lˆ, relation which selects the physically sensible representations of
these direct products.
In this framework, we consider the simple examples of the extensions to these
noncommutative phase space of the Hamiltonians of the isotropic oscillator and
the Landau model, reproducing from this perspective their well known spectra.
Finally, we consider the case of cylindrical well potentials on the plane. We are
able to reproduce the results in [60], where only coordinate noncommutativity has
been considered and the state space is realized in terms of Hilbert-Schmidt class
operators, but we also solve the general case for the different parameters regions.
In particular, for the case of infinite wells, we get the eigenvalues corresponding to
each irreducible representation as the zeros of given polynomials.
Finally, three appendices are dedicated to clarify some intermediary steps.
2. The non-commutative two-dimensional phase space
The non-commutative two-dimensional space with nonvanishing commutators
among both coordinates and momenta [51, 52] is characterized by the following
commutation relations for the Hermitian operators representing position and mo-
menta, Xˆi, Pˆi, i = 1, 2:
(2.1)
[
Xˆi, Xˆj
]
= ıθ ǫij ,
[
Xˆi, Pˆj
]
= ı~ δij ,
[
Pˆi, Pˆj
]
= ıκ ǫij ,
where θ and κ are the (real) noncommutativity parameters. With no loss of gen-
erality, we can take θ ≥ 0. These relations reduce to the Heisenberg algebra for
ordinary dynamical variables in the θ, κ→ 0 limit,
(2.2) [xi, xj ] = 0 , [xi, pj ] = ı~ δij , [pi, pj] = 0 .
From Eq. (2.1), it is straightforward to verify that the generator of rotations on
the NC plane of coordinates or momenta is given by [24]
(2.3) Lˆ :=
1(
1− θκ
~2
) {(Xˆ1Pˆ2 − Xˆ2Pˆ1)+ θ
2~
(
Pˆ 21 + Pˆ
2
2
)
+
κ
2~
(
Xˆ21 + Xˆ
2
2
)}
,
for κθ
~2
6= 1. Indeed, Eqs. (2.1) imply that Lˆ transforms Xˆ and Pˆ as vectors,
(2.4)
[
Lˆ, Xˆi
]
= ı~ ǫijXˆj ,
[
Lˆ, Pˆi
]
= ı~ ǫijPˆj .
Therefore,
(2.5)
[
Lˆ, Xˆ2
]
= 0 ,
[
Lˆ, Pˆ2
]
= 0
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and, consequently, the Hamiltonian of a particle living on this NC plane and subject
to a central potential V (Xˆ2), given by an expression of the form
(2.6) Hˆ =
1
2µ
Pˆ2 + V (Xˆ2)
(where µ is a mass parameter), commutes with Lˆ and, then, presents an SO(2)
symmetry.
For the critical value κc = ~
2/θ (where Lˆ in Eq. (2.3) has no sense), the com-
mutator algebra in Eq. (2.1) reduces to
(2.7)
[
Xˆi, Xˆj
]
= ıθ ǫij ,
[
Xˆi, Pˆj
]
= ı~ δij ,
[
Pˆi, Pˆj
]
= ı
~
2
θ
ǫij .
These relations can be satisfied by a single pair of dynamical variables as Xˆ1 =
− θ
~
Pˆ2 , Pˆ1 =
~
θ Xˆ2. Therefore, for this particular value of κ there occurs a kind of
dimensional reduction [24, 25].
Let us mention that translation generators on the noncommutative coordinate
plane can be defined as
(2.8) Kˆi :=
1(
1− θκ
~2
) (Pˆi − κ
~
ǫijXˆj
)
,
which play a similar role to that of the magnetic translation generators in the
presence of an external magnetic field perpendicular to the plane [75, 76]. Indeed,
we have
(2.9)
[
Kˆi, Xˆj
]
= −ı~δij ,
[
Kˆi, Pˆj
]
= 0 ,
[
Kˆi, Kˆj
]
=
−ıκ ǫij(
1− θκ
~2
) , [Lˆ, Kˆi] = ı~ ǫijKˆj .
It is worth noting that Lˆ can be considered as one of the generators of an su(2)
or an sl(2,R) Lie algebras [25, 35], generated also by bilinear expressions in Pˆi and
Kˆi, according to κ is less or greater than the critical value κc. For more details,
see Appendix C.
In the next Section we discuss the discrete symmetries of this noncommutative
phase space and in Section 5 we will consider the general algebraic structure of
Hamiltonians with central potentials.
3. Discrete symmetries for κ < κc
3.1. Time reversal. In the normal (commutative) plane, the time-reversal trans-
formation is realized as an antilinear unitary operator that leaves invariant the
coordinates and change the signs of momenta. As a consequence, the angular mo-
mentum L0 = x1p2 − x2p1 changes its sign. This is, of course, consistent with the
Heisenberg algebra in Eq. (2.2).
In the case of the modified algebra in Eqs. (2.1), an antilinear unitary transfor-
mation Tˆ will change the sign of the right hand sides of these three equations, but
this can not be compensated by just the change of sign of momenta.
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We can construct a set of consistent time-reversal transformed dynamical vari-
ables satisfying Eqs. (2.1) with a minus sign in the right hand side as follows. Let
us define Tˆ by
(3.1)
XˆTi := Tˆ XˆiTˆ † =
1√
1− θκ
~2
(
Xˆi +
θ
~
ǫijPˆj
)
,
Pˆ Ti := Tˆ PˆiTˆ † =
1√
1− θκ
~2
(
−Pˆi + κ
~
ǫijXˆj
)
,
expressions which reduce to those quoted in [40] in the κ→ 0 limit. It is a straight-
forward exercise to verify that
(3.2)
[
XˆTi , Xˆ
T
j
]
= −ıθ ǫij ,
[
XˆTi , Pˆ
T
j
]
= −ı~ δij ,
[
Pˆ Ti , Pˆ
T
j
]
= −ıκ ǫij .
Notice also that Eqs. (3.1), for θ, κ→ 0, smoothly reduce to the usual time-reversal
transformation of the dynamical variables in Eq. (2.2).
By direct calculation, it can be easily verified that the generator of rotations is
transformed by time reversal as
(3.3) Tˆ LˆTˆ † = −Lˆ .
For the squared radial distance on the noncommutative plane, Xˆ2, we have
(3.4)
Tˆ Xˆ2Tˆ † = 1
1− θκ
~2
{
Xˆ2 +
θ2
~2
Pˆ2 +
2θ
~
(
Xˆ1Pˆ2 − Xˆ2Pˆ1
)}
=
= Xˆ2 +
2θ
~
Lˆ ,
where Eq. (2.3) has been used.
For the squared momentum Pˆ2 we get
(3.5)
Tˆ Pˆ2Tˆ † = 1(
1− θκ
~2
) {Pˆ2 + κ2
~2
Xˆ2 +
2κ
~
(
Xˆ1Pˆ2 − Xˆ2Pˆ1
)}
=
= Pˆ2 +
2κ
~
Lˆ
and for the scalar product of Xˆ and Pˆ
(3.6) Tˆ
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
Tˆ † = −
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
.
Consequently, Lˆ and (Xˆ·Pˆ+Pˆ·Xˆ) have the usual transformation properties, but
neither Xˆ2 nor Pˆ2 are left invariant by the time-reversal transformation, although
in both cases this symmetry is recovered in the commutative limit.
3.2. Parity. In the normal two-dimensional space, the parity transformation is
realized by a unitary linear operator which changes (for example) the signs of x2
and p2, leaving invariant
1 x1 and p1. But in the noncommutative phase space, such
transformation of the dynamical variables does not leave invariant the first and
third commutators in Eqs. (2.1).
1Notice that the simultaneous change of signs of both coordinates and both momenta is equiv-
alent to a rotation in pi on the plane.
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Rather, we define
(3.7)
XˆP1 := PˆXˆ1Pˆ† = XˆT1 , XˆP2 := PˆXˆ2Pˆ† = −XˆT2 ,
PˆP1 := PˆPˆ1Pˆ† = −Pˆ T1 , PˆP2 := PˆPˆ2Pˆ† = Pˆ T2 ,
where XˆTi and Pˆ
T
i are given in Eqs. (3.1).
We can also analyze the behavior of (Hermitian) quadratic expressions in the
dynamical variables against this parity transformation. We straightforwardly get
(3.8)
PˆLˆPˆ† = Tˆ LˆTˆ † = −Lˆ ,
PˆXˆ2Pˆ† = Tˆ Xˆ2Tˆ † = Xˆ2 + 2θ
~
Lˆ ,
PˆPˆ2Pˆ† = Tˆ Pˆ2Tˆ † = Pˆ2 + 2κ
~
Lˆ ,
Pˆ
{(
Xˆ · Pˆ+ Pˆ · Xˆ
)}
Pˆ† = −Tˆ
{(
Xˆ · Pˆ+ Pˆ · Xˆ
)}
Tˆ † =
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
.
Here again, Lˆ and (Xˆ · Pˆ+ Pˆ · Xˆ) have the usual transformation properties, but
neither Xˆ2 nor Pˆ2 are left invariant by the parity transformation, although this
symmetry is recovered in both cases in the commutative limit.
Finally, let us remark that the time-reversal and parity transformations so de-
fined commute, as follows from Eqs. (3.1) and (3.7). Indeed, we have
(3.9)
(
XˆP1
)T
= Xˆ1 =
(
XˆT1
)P
,
(
XˆP2
)T
= −Xˆ2 =
(
XˆT2
)P
,
(
PˆP1
)T
= −Pˆ1 =
(
Pˆ T1
)P
,
(
PˆP2
)T
= Pˆ2 =
(
Pˆ T2
)P
.
Moreover, the combination PˆTˆ leaves invariant the first three quadratic forms
considered in Eq. (3.8) and changes the sign of the fourth one,
(3.10)
PˆTˆ LˆTˆ †Pˆ† = −PˆLˆPˆ† = Lˆ ,
PˆTˆ Xˆ2Tˆ †Pˆ† = Pˆ
(
Xˆ2 +
2θ
~
Lˆ
)
Pˆ† = Xˆ2 + 2θ
~
Lˆ− 2θ
~
Lˆ = Xˆ2 ,
PˆTˆ Pˆ2Tˆ †Pˆ† = Pˆ
(
Pˆ2 +
2κ
~
Lˆ
)
Pˆ† = Pˆ2 + 2κ
~
Lˆ− 2κ
~
Lˆ = Pˆ2 .
PˆTˆ
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
Tˆ †Pˆ† = −Pˆ
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
Pˆ† = −
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
.
In particular, any nonrelativistic Hamiltonian on the noncommutative phase
space with a kinetic term proportional to Pˆ2 and a central potential is PT -invariant,
as well as Lˆ is.
3.3. Alternative definitions of discrete transformations. Let us remark that
these discrete transformations of dynamical variables are defined up to a linear
canonical transformation in Sp(4,R).
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If we call ξ := (Xˆ1, Xˆ2, Pˆ1, Pˆ2)
t, the commutation relations of the deformed
Heisenberg algebra in Eq. (2.1) can be written in a matricial form [24] as ([ξi, ξj ]) =
ı~Gˆ, where
(3.11) Gˆ =

 θ~ ıσ2 12
−12 κ~ ıσ2


with σ2 the second Pauli matrix. Notice that the determinant
(3.12) det ([ξi, ξj ]) =
(
1− κθ
~2
)2
~
4
vanishes for the critical value κc = ~
2/θ [24, 25], where the operators Xˆi, Pˆi, i = 1, 2,
do not represent independent dynamical variables, as previously discussed.
Now, these commutation relations are left invariant by linear transformations
which preserve the Hermiticity of the dynamical variables and belong to (an equiv-
alent representation of) the group Sp(4,R). Indeed, for κ < κc we can write
Gˆ = AGAt where
(3.13) G :=

 02 12
−12 02

 = 12 ⊗ ıσ2
and
(3.14) A =

 λ12 − θ2~λ ıσ2
κ
2~λ ıσ2 λ12

 with λ2 = 1
2
(
1 +
√
1− κθ
~2
)
,
as can be easily verified. Then, for a linear transformation ξ → Uξ which preserves
the commutation relations we have
(3.15) UGˆU t = Gˆ ⇒ UAGAtU t = AGAt .
Then
(3.16)
(
A−1UA
)
G
(
A−1UA
)t
= G ⇒ (A−1UA) ∈ Sp(4,R) .
Therefore, as previously stated, the discrete transformations T and P in Eqs.
(3.1) and (3.7) are defined up to an Sp(4,R) linear transformation of the noncom-
mutative dynamical variables.
4. Discrete symmetries for κ > κc
Since the dynamical variables must be represented by Hermitian operators, we
see that the definition of time-reversal and parity transformations in Eqs. (3.1)
and (3.7) are valid only for κ < κc. For the region where κ > κc we must adopt
another definitions compatible with the transformation rules. Notice also that the
commutative limit can not be attained from this region.
8 H. FALOMIR1, P.A.G. PISANI1, F. VEGA1, D. CA´RCAMO2, F. ME´NDEZ2, AND M. LOEWE3
So, we define for κ > κc
(4.1)
XˆT1 =
1√
1− ~2θκ
(
Xˆ1 +
~
κ
Pˆ2
)
= XˆP1 ,
XˆT2 =
1√
1− ~2θκ
(
−Xˆ2 + ~
κ
Pˆ1
)
= −XˆP2 ,
Pˆ T1 =
1√
1− ~2θκ
(
Pˆ1 − ~
θ
Xˆ2
)
= −PˆP1 ,
Pˆ T2 =
1√
1− ~2θκ
(
−Pˆ2 − ~
θ
Xˆ1
)
= PˆP2 ,
which satisfy the commutation relations in Eq. (2.1) (with a (−1) additional factor
on the right hand side of these equations in the case of the antilinear time-reversal
transformation) as can be easily verified.
Under these discrete transformations, the previously considered quadratic ex-
pressions in the variables transform as
(4.2)
Tˆ LˆTˆ † = PˆLˆPˆ† = Lˆ ,
Tˆ Xˆ2Tˆ † = PˆXˆ2Pˆ† = − θ
κ
Pˆ2 − 2θ
~
Lˆ ,
Tˆ Pˆ2Tˆ † = PˆPˆ2Pˆ† = −κ
θ
Xˆ2 − 2κ
~
Lˆ ,
Tˆ
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
Tˆ † = −Pˆ
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
Pˆ† =
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
,
(compare with Eq. (3.8)). These four quadratic forms are also PT -invariant.
Notice that these transformation rules are different from those in Eqs. (3.3) -
(3.6) and (3.8), although the relation between ξT and ξP is the same as in Eq. (3.7)
and their definitions are consistent with the deformed algebra in Eq. (2.1).
In this region of the noncommutative parameters, the T and P transformed
dynamical variables are also determined up to a linear canonical transformation in
Sp(4,R). Indeed, for κ > κc we can write Gˆ = BGB
t where
(4.3) B =
(
~
2
θκ
) 1
4
CD
with
(4.4) C =


1 0 0 0
0 0
√
θ
κ 0
0
√
κ
θ 0 0
0 0 0 1

 , D =

 γ 12 − θ2~γ ıσ2
κ
2~γ ıσ2 γ 12

 ,
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and
(4.5) γ =
√
θκ
2~2
(
1 +
√
1− ~
2
θκ
) 1
2
,
as can be easily verified.
Then, a linear transformation ξ → Uξ which preserves the commutation relations
must satisfy
(4.6) UBGBtU t = BGBt ⇒ (B−1UB) ∈ Sp(4,R) .
5. Algebraic structure of Hamiltonians with central potentials
This Section is devoted to the study of the algebraic structure of nonrelativistic
Hamiltonians with central potential in the noncommutative two-dimensional phase
space.
It will be shown that the Hamiltonian eigenvalue problem can be referred to the
representation spaces of irreducible unitary representations of the groups SL(2,R)
or SU(2), according to κ < κc or κ > κc respectively. The existence of two quantum-
mechanical phases for these systems has been found in [25] employing particular
linear realizations of the noncommutative dynamical variables in terms of ordinary
dynamical variables. In the following we will show that this algebraic structure
is independent of these realizations and are determined by just the commutation
relations in Eq. (2.1).
5.1. The 0 < κ < κc case. Let us first consider the region with 0 < κ < κc where
we define
(5.1)
J0 = 1
4
√
θκ
~2
(
Pˆ2
κ
+
Xˆ2
θ
+
2Lˆ
~
)
= J0† ,
J± = 1
4
√
~2
θκ − 1
{
− Pˆ
2
κ
+
Xˆ2
θ
∓ i√
θκ
(
Pˆ · Xˆ+ Xˆ · Pˆ
)}
= J∓† .
It is a straightforward exercise to verify that these operators satisfy the commuta-
tion relations characteristics of an sl(2,R) Lie algebra,
(5.2) [J0,J±] = ±J± , [J+,J−] = −2J0 ,
with J± = J1±ıJ2 (Ji, i = 0, 1, 2, Hermitian operators), and the quadratic Casimir
invariant J 2 = J0(J0 ∓ 1)− J±J∓ = J 20 − J 21 − J 22 is given by
(5.3)
J 2 = 1
16
(
~2
θκ − 1
)


(
1− θκ
~2
)(
Xˆ2
θ
+
Pˆ2
κ
+ 2
Lˆ
~
)2
−
−
(
Xˆ2
θ
− Pˆ
2
κ
)2
−
(
Pˆ · Xˆ+ Xˆ · Pˆ
)2
θκ

 ,
which is not a positive definite operator [77].
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Notice that Eqs. (2.4-2.5) imply that
(5.4)
[
Lˆ,J0
]
= 0 ,
[
Lˆ,J±
]
= 0 ⇒
[
Lˆ,J 2
]
= 0 .
In fact, one can also verify that (See Appendix B)
(5.5) J 2 = 1
4


(
Lˆ
~
)2
− 1

 ≥ −14 ,
which imposes a constraint on the acceptable irreducible representations of the
direct product of groups SL(2,R) ⊗ SO(2) (where the second (Abelian) factor is
generated by Lˆ). In particular, this relation implies that only the discrete classes
of irreducible unitary representations of SL(2,R) [77, 78] will be of interest for our
purposes.
Since a general Hamiltonian Hˆ(Pˆ, Xˆ) which commutes with Lˆ can only be a
function of Pˆ2, Xˆ2, (Pˆ · Xˆ+ Xˆ · Pˆ) and Lˆ itself, and Eqs. (5.1) allow to write
(5.6)
Xˆ2
θ
= 2
√
~2
θκ
J0 +
√
~2
θκ
− 1 (J+ + J−)− Lˆ
~
,
Pˆ2
κ
= 2
√
~2
θκ
J0 −
√
~2
θκ
− 1 (J+ + J−)− Lˆ
~
,
(
Pˆ · Xˆ+ Xˆ · Pˆ
)
~
= 2ı
√
1− θκ
~2
(J+ − J−) ,
it is clear that such Hˆ can be expressed in terms of J0, J± and Lˆ only. Therefore,
the simultaneous characteristic subspaces of Hˆ and Lˆ are contained in representa-
tion spaces of irreducible unitary representations of the noncompact group SL(2,R)
(or, equivalently, SU(1, 1)) which satisfy the constraint in Eq. (5.5).
These irreducible unitary representations in the discrete classes are characterized
by the eigenvalue of the Casimir J 2, which can take the values λ = k(k − 1) with
k = 12 , 1,
3
2 , 2, · · · . For a given k, the representation space is generated by the
simultaneous eigenvectors of J 2, J0 and Lˆ,
(5.7)
J 2 |k,m, l〉 = k(k − 1) |k,m, l〉 ,
J0 |k,m, l〉 = m |k,m, l〉 , with m = k, k + 1, · · · or m = −k,−(k + 1), · · · ,
Lˆ |k,m, l〉 = ~l |k,m, l〉 , with l2 = (2k − 1)2 ,
as follows from Eq. (5.5). Notice that these representations, which can be denoted
by 〈k, l〉, are not of finite dimension (See, for example, [77, 78]).
It is also worth mentioning that the time reversal and parity discrete transfor-
mations in Eqs. (3.8) leave invariant the extended sl(2,R) algebra in Eqs. (5.2) and
(5.4). Indeed, while these transformations change the sign of the central element
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Lˆ, one straightforwardly gets
(5.8)
T J0T † = PJ0P† = J0 , T J±T † = PJ±P† = J± ,
⇒ T J 2T † = PJ 2P† = J 2 .
We have, for example,
(5.9)
LˆT |k,m, l〉 = −
(
T LˆT †
)
T |k,m, l〉 = −~l T |k,m, l〉
⇒ T |k,m, l〉 ∼ |k,m,−l〉 .
Then, the discrete transformations map one irreducible representation 〈k, l〉 of
SL(2,R)⊗ SO(2) satisfying Eq. (5.5) onto the other one with the same |l|, 〈k,−l〉,
leaving invariant the direct sum 〈k, l〉 ⊕ 〈k,−l〉.
On the other hand, from Eq. (5.2) one gets
(5.10) 〈m,λ, l| J± |m,λ, l〉 = 0 .
Therefore, the positivity of Xˆ2 (or Pˆ2) implies that, for each irreducible represen-
tation,
(5.11) l ≤ 2m
√
~2
θκ
for all values of m. In particular, this is possible only for the discrete class of
irreducible representations of sl(2,R) with integer or half-integer m ≥ k [77, 78].
Therefore, l ≤ 2k√~2/θκ (Notice that √~2/θκ > 1).
We can establish a more stringent bound if we take into account Eq. (A.4) in
Appendix A, which establishes that, in any unitary representation of sl(2,R), we
have
(5.12) eıαJ2 (AJ0 +BJ1) e−ıαJ2 = A
√
1− B
2
A2
J0
for real A,B such that |A| > |B|, with tanhα = B/A. Then, Xˆ2 in Eq. (5.6) (or,
equivalently, Pˆ2) can be diagonalized by a unitary transformation as
(5.13)
Xˆ2
θ
→ 2
√
~2
θκ
−
(
~2
θκ
− 1
)
J0 − Lˆ
~
= 2J0 − Lˆ
~
.
Therefore, the positivity of Xˆ2 (or, similarly, Pˆ2) implies that
(5.14) 2m ≥ l , ∀m ⇒ 2k ≥ l .
Since l2 = (2k − 1)2, one concludes that
(5.15) l = ±(2k − 1) ,
being acceptable both signs.
Finally, since a general Hamiltonian with central potential H(Lˆ,J0,J±) is trans-
formed by T (or P) into T H(Lˆ,J0,J±)T † = H(−Lˆ,J0,J±), these discrete trans-
formations are symmetries of the Hamiltonian (with the corresponding degeneracy
of eigenvalues) if H depends on |Lˆ| only.
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5.2. The κ < 0 case. Let us now consider the region with κ < 0. Here we can
define the operators
(5.16)
J0 = 1
4
√
1 + ~
2
θ|κ|
(
Pˆ2
|κ| +
Xˆ2
θ
)
,
J± = 1
4


(
Pˆ · Xˆ+ Xˆ · Pˆ
)
~
√
1 + θ|κ|
~2
± i
√
θ|κ|
~2
(
− Pˆ
2
|κ| +
Xˆ2
θ
+
2Lˆ
~
)
 = J1 ± iJ2 ,
(with Hermitian Ji , i = 0, 1, 2) which satisfy the commutation relations character-
istics of an sl(2,R) Lie algebra (Eq. (5.2)) and commute with Lˆ. The quadratic
Casimir invariant reduces also in this case to (See Appendix B)
(5.17) J 2 = J 20 − J 21 − J 22 =
1
4


(
Lˆ
~
)2
− 1

 ,
thus satisfying the same constraint with Lˆ as in Eq. (5.5).
Then, only the direct product of unitary irreducible representations of SL(2,R)
in the discrete classes [77, 78] with those of SO(2) satisfying the constraint (sub-
spaces of the Hilbert space generated by the simultaneous eigenvectors of J 2, J0
and Lˆ as in Eq. (5.7)) are relevant to describe the physical states of a system with
a central potential.
Indeed, a general non-relativistic Hamiltonian Hˆ(Pˆ, Xˆ) which commutes with Lˆ
can be expressed in terms of the rotation invariants (compare with Eq. (5.6))
(5.18)
Xˆ2
θ
= 2
√
1 +
~2
θ|κ| J0 − i
√
~2
θ|κ| (J+ − J−)−
Lˆ
~
,
Pˆ2
|κ| = 2
√
1 +
~2
θ|κ| J0 + i
√
~2
θ|κ| (J+ − J−) +
Lˆ
~
,
(
Pˆ · Xˆ+ Xˆ · Pˆ
)
~
= 2
√
1 +
θ|κ|
~2
(J+ + J−) ,
and Lˆ itself, and then Hˆ is a function of J0, J± and Lˆ only.
On the other hand, taking into account Eq. (A.7), one can see that the positivity
of Xˆ2 (or Pˆ2) requires that 2m − l ≥ 0, ∀m, which implies that m = k, k + 1, · · ·
with k a positive integer or half-integer, and l ≤ 2k. Therefore, as in the previous
Section,
(5.19) l = ±(2k − 1) .
Moreover, also in this region of parameters the time reversal and parity discrete
transformations in Eqs. (3.8) leave invariant the extended sl(2,R) algebra. Indeed,
these transformations change the sign of the central element Lˆ and for the sl(2,R)
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generators we straightforwardly get
(5.20)
T J0T † = PJ0P† = J0 , T J±T † = −J± = −PJ±P† ,
⇒ T J 2T † = PJ 2P† = J 2 ,
and they leave invariant the direct sum of irreducible representations 〈k, l〉⊕〈k,−l〉
with l = ±(2k − 1), as discussed in the previous Section (See Eq. (5.9)).
Therefore, the region with κ < 0 is completely similar to the one with 0 < κ < κc.
5.3. The κ > κc case. Let us now consider the region with κ > κc. Here we define
(5.21)
J3 =
1
4
√
θκ
~2
(
Pˆ2
κ
+
Xˆ2
θ
+
2Lˆ
~
)
,
J± =
1
4
√
1− ~2θκ
{
− Pˆ
2
κ
+
Xˆ2
θ
∓ i√
θκ
(
Pˆ · Xˆ+ Xˆ · Pˆ
)}
.
It can be straightforwardly verified that, as a consequence of Eq. (2.1), these oper-
ators satisfy the commutation relations
(5.22) [J3, J±] = ±J± , [J+, J−] = 2J3 ,
which correspond to an su(2) Lie algebra, with J± = J1 ± ıJ2 (Ji, i = 1, 2, 3,
Hermitian operators). In this case the quadratic Casimir operator, J2 = J±J∓ +
J3(J3∓1), is given by the same expression as in Eq. (5.3) which, in this region, can
be written as the manifestly nonnegative operator
(5.23)
J2 =
1
16
(
1− ~2θκ
)


(
θκ
~2
− 1
)(
Xˆ2
θ
+
Pˆ2
κ
+ 2
Lˆ
~
)2
+
+
(
Xˆ2
θ
− Pˆ
2
κ
)2
+
(
Pˆ · Xˆ+ Xˆ · Pˆ
)2
θκ

 .
Here again, the generator of rotations Lˆ can be incorporated as a central element
of the extended algebra,
(5.24)
[
Lˆ, J3
]
= 0 ,
[
Lˆ, J±
]
= 0 ⇒
[
Lˆ, J2
]
= 0 ,
which is related to the su(2) Casimir operator by the constraint
(5.25) J2 =
1
4


(
Lˆ
~
)2
− 1

 ,
which selects the admissible unitary irreducible representations of the direct product
SU(2)⊗ SO(2). In particular, notice that l = 0 is excluded.
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The Hermitian expressions quadratic in the dynamical variables can be written
as
(5.26)
Xˆ2
θ
= 2
√
~2
θκ
J3 +
√
1− ~
2
θκ
(J+ + J−)− Lˆ
~
,
Pˆ2
κ
= 2
√
~2
θκ
J3 −
√
1− ~
2
θκ
(J+ + J−)− Lˆ
~
,
(
Pˆ · Xˆ+ Xˆ · Pˆ
)
~
= 2ı
√
θκ
~2
− 1 (J+ − J−) .
Consequently, any Hamiltonian Hˆ which commutes with Lˆ can be expressed as a
function of J3, J± and Lˆ itself. In this case, the simultaneous eigenvectors of Lˆ and
Hˆ are contained in representation spaces of unitary irreducible representations of
the compact group SU(2), which are of finite dimension.
The unitary irreducible representations of SU(2)⊗SO(2) can be characterized by
the indices 〈j, l〉 where, as well known, j can take nonnegative integer or half-integer
values, j = 0, 12 , 1,
3
2 , · · · , and l ∈ Z. Eq. (5.25) imposes the restriction l2 = (2j+1)2.
For a given j, the representation space is generated by the simultaneous eigenvectors
of J2, J3 and Lˆ,
(5.27)
J2 |j,m, l〉 = j(j + 1) |j,m, l〉 ,
J3 |j,m, l〉 = m |j,m, l〉 , with m = −j,−j + 1, · · · , j − 1, j ,
Lˆ |j,m, l〉 = ~l |j,m, l〉 , with l2 = (2j + 1)2 .
According to Eqs. (4.2), this su(2) algebra is left invariant by the time-reversal
and parity discrete transformations defined in Eq. (4.1). Indeed, we straightfor-
wardly get
(5.28)
T J3T † = PJ3P† = −J3 , T J±T † = PJ±P† = J∓
( ⇒ T J1,2T † = J1,2 ) ,
which preserve Eqs. (5.22) and J2,
(5.29) T J2T † = T (J±J∓ + J3(J3 ∓ 1)) T † = J∓J± + J3(J3 ± 1) = J2 .
Moreover, since in this region the discrete transformations do not change Lˆ, we
conclude that the unitary irreducible representations 〈j, l〉 of the direct product
SU(2)⊗ SO(2), of dimension (2j + 1), are also T and P-invariant.
For example,
(5.30)
J3T |j,m, l〉 = −
(T J3T †) T |j,m, l〉 = −mT |j,m, l〉
⇒ T |j,m, l〉 ∼ |j,−m, l〉 , for m = −j,−j + 1, · · · , j − 1, j ,
and the transformed vector belongs to the same irreducible representation.
Even though the Hamiltonians in the class we are considering are not, in general,
T or P-invariant, they have its characteristic subspaces contained in such irreducible
representations of SU(2)⊗ SO(2).
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On the other hand, from Eqs. (5.26) one can see that the positivity of Xˆ2 (or
Pˆ2) implies, for the unitary irreducible representation 〈j, l〉, that
(5.31) l ≤ −2j
√
~2
θκ
≤ 0 .
But, Xˆ2 (or Pˆ2) can also be diagonalized by a unitary transformation in SU(2) as
in Eq. (A.9). Indeed, in any unitary representations of SU(2), a linear combination
of generators of the form AJ3 +BJ1, with A,B ∈ R, can be transformed into
(5.32) eıϕJ2 (AJ3 +BJ1) e
−ıϕJ2 = A
√
1 +
B2
A2
J3 ,
where ϕ = arctan
(
B
A
)
(See Appendix A). Then,
(5.33) Xˆ2 → 2
√
~2
κθ
+
(
1− ~
2
κθ
)
J3 − Lˆ
~
= 2J3 − Lˆ
~
.
Therefore, the positivity of Xˆ2 (or, equivalently, Pˆ2) requires that
(5.34) 2m ≥ l , ∀m = −j,−j + 1, · · · , j − 1, j , ⇒ l ≤ −2j ≤ 0 .
And since l2 = (2j + 1)2, one concludes that
(5.35) l = −(2j + 1) ≤ −1
for the unitary irreducible representation 〈j, l〉 which satisfy the constraint in Eq.
(5.25).
In conclusion, for any Hamiltonian with a central potential as in Eq. (2.6) (also
dependent on Lˆ, possibly) there exists another conserved quantity corresponding
to the quadratic Casimir invariant in Eq. (5.3) for κ < κc or in Eq. (5.23) for
κ > κc, whose eigenvalues determine irreducible representations of SL(2,R) [77, 78]
or SU(2) respectively. There is also a constraint relating this Casimir invariant with
the square of the generator of rotations on the noncommutative plane, Lˆ. Moreover,
the positivity of Xˆ2 (or Pˆ2), implied by the Hermiticity of the dynamical variables,
imposes an additional constraint which determines the possible eigenvalues of Lˆ for
each irreducible representation.
In these conditions, the eigenvalue problem for Hˆ reduces, for κ > κc, to a finite-
dimensional one in the 〈j, l〉 unitary irreducible representation of SU(2) ⊗ SO(2)
with l = −(2j + 1).
For κ < κc, only the (infinite dimensional) unitary irreducible representations
〈k, l〉 of SL(2,R) with J0 bounded below satisfy the constraints. In this case, l =
±(2k− 1) and both signs are related by a time-reversal (or parity) transformation.
Notice also that, from Eqs. (5.1) or (5.16), neither J0 nor J1 have a well defined
double limit for θ, κ → 0. In particular, they can not be defined neither in the
κ → 0 nor in the θ → 0 limits, even though the double limit of J 2 in Eq. (5.3)
exists. Indeed, if we define L0 = X1P2 − X2P1 (the commutative limit of Lˆ), we
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get
(5.36)
lim
θ,κ→0
J 2 = 1
16~2
{
2Xˆ2Pˆ2 + 2Pˆ2Xˆ2 −
(
Xˆ · Pˆ+ Pˆ · Xˆ
)2}∣∣∣∣
θ,κ→0
=
=
1
4~2
(
L20 − ~2
)∣∣∣∣
θ,κ→0
(which clearly commutes with Xˆ2 and Pˆ2 in this limit).
Therefore, the algebraic structure described above is a consequence of the non-
commutativity present in both coordinates and momenta.
In the following Section we apply these results to the resolution of some simple
examples.
6. The isotropic oscillator
A simple example is offered by the isotropic oscillator in this noncommutative
phase spaces, since in this case the Hamiltonian [24, 25]
(6.1) Hosc :=
Pˆ2
2µ
+
1
2
µω2Xˆ2
itself is an element of the Lie algebra generated by
{
Pˆ2, Xˆ2,
(
Xˆ · Pˆ+ Pˆ · Xˆ
)
, Lˆ
}
.
6.1. The isotropic harmonic oscillator for κ > κc. Let us first consider this
Hamiltonian in the region where κ > κc,
(6.2) Hosc =
κ+ θµ2ω2
2µ
(
2
√
~2
θκ
J3 − Lˆ
~
)
− κ− θµ
2ω2
2µ
√
1− ~
2
θκ
(J+ + J−) ,
where we have employed Eq. (5.26).
According to the discussion in Section 5.3, the Hamiltonian in Eq. (6.2) can be
diagonalized through a rotation generated by J2. Indeed, if
(6.3) ϕ = arctan
{
−
(
κ− θµ2ω2
κ+ θµ2ω2
)√
κθ
~2
− 1
}
,
the unitary transformation eıϕJ2 brings Hosc to the diagonal form (See Eq. (A.9))
(6.4)
eıϕJ2Hosc e
−ıϕJ2 =
=
1
µ
√
~2
θκ
{(
κ+ θµ2ω2
)2
+
[
κθ
~2
− 1
] (
κ− θµ2ω2)2}1/2 J3 − κ+ θµ2ω2
2µ
Lˆ
~
,
from which one concludes that the eigenvectors of Hosc in the irreducible represen-
tation 〈j, l〉 (with l = −(2j + 1)), of dimension 2j + 1, are
(6.5) |ψj,m,l〉 = e−ıϕJ2 |j,m, l〉 .
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The corresponding energy eigenvalues are given by
(6.6)
E(j)m =
1
µ
√
~2
θκ
{(
κ+ θµ2ω2
)2
+
[
κθ
~2
− 1
] (
κ− θµ2ω2)2}1/2m+
+
κ+ θµ2ω2
2µ
(2j + 1) =
m
µ
√
(κ− θµ2ω2)2 + 4µ2ω2~2 + κ+ θµ
2ω2
2µ
(2j + 1) ,
where m = −j,−j + 1, · · · , j − 1, j.
Taking into account that, in this region,
(6.7)
√
(κ− θµ2ω2)2 + 4µ2ω2~2 =
=
√
(κ+ θµ2ω2)2 + 4µ2ω2~2
(
1− κθ
~2
)
<
(
κ+ θµ2ω2
)
,
we see that
(6.8) E(j)m ≥ E(j)−j ≥
(
κ+ θµ2ω2
2µ
)
≥ 0 ,
in agreement with the positivity of Hosc in Eq. (6.1).
Notice that the spectrum of Hosc is left invariant by the change m → −m,
even though the Hamiltonian in Eq. (6.2) is not time-reversal or parity invariant
(remember that T and P change the sign of J3 while leave invariant J1 and Lˆ).
Indeed, for the antilinear transformation T we have (see Eq. (5.30))
(6.9) |ψj,−m,l〉 ∼ e−ıϕJ2T |j,m, l〉 = e−ıϕJ2T eıϕJ2 |ψj,m,l〉 ,
thus mapping biunivocally E
(j)
m ↔ E(j)−m.
The eigenvalues in Eq. (6.6) can also be written as
(6.10) E(j)m = ~Ω+
(
n+ +
1
2
)
+ ~Ω−
(
n− +
1
2
)
,
where we have defined the (positive) frequencies
(6.11) Ω± =
1
2µ~
{(
κ+ θµ2ω2
)±√(κ− θµ2ω2)2 + 4µ2ω2~2}
and n+, n− are univocally determined by j and m through the relations
(6.12)
n+ + n− + 1 = 2j + 1 , n+ − n− = 2m, ⇒
n± = j ±m ≥ 0 .
Then, n+, n− are both nonnegative integers.
Conversely, given the nonnegative integers n±, Eq. (6.12) univocally determines
the nonnegative integer or half-integer j and m satisfying −j ≤ m ≤ j. There-
fore, the spectrum of Hosc coincides with that of two uncoupled ordinary harmonic
oscillators of frequencies Ω±, in agreement with the results in [24].
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6.2. The isotropic harmonic oscillator for 0 < κ < κc. We can give a similar
solution for the case κ < κc, where the Hamiltonian in Eq. (6.1) can be written as
(6.13)
Hosc :=
κ+ θµ2ω2
2µ
(
2
√
~2
θκ
J0 − Lˆ
~
)
− κ− θµ
2ω2
2µ
√
~2
θκ
− 1 (J+ + J−) ,
expression which can be diagonalized through a unitary transformation in SL(2,R),
as explained in Appendix A.
Indeed, if we take
(6.14)
A =
κ+ θµ2ω2
µ
√
~2
θκ
, B = −κ− θµ
2ω2
µ
√
~2
θκ
− 1 ,
and tanhα =
B
A
,
applying the result quoted in Eq. (A.4) to Hosc in Eq. (6.13) we get the operator
(6.15)
eıαJ2Hosc e−ıαJ2 =
1
µ
√
~2
θκ
{(
κ+ θµ2ω2
)2 − [1− κθ
~2
] (
κ− θµ2ω2)2}1/2 J0 − κ+ θµ2ω2
2µ
Lˆ
~
,
diagonal in any unitary irreducible representation of SL(2,R)⊗ SO(2).
From Eq. (6.15) one concludes that the Hamiltonian’s eigenvectors are given by
(6.16) |φk,m,l〉 = e−ıαJ2 |k,m, l〉 ,
where |k,m, l〉 belongs to the unitary irreducible representation 〈k, l〉, where k is
some positive integer or half-integer, m = k, k + 1, · · · and l = (2k − 1) or l =
−(2k − 1) (see Section 5.1). The corresponding energy eigenvalues are
(6.17)
E(k,±)m =
1
µ
√
~2
θκ
{(
κ+ θµ2ω2
)2 − [1− κθ
~2
] (
κ− θµ2ω2)2}1/2m−
∓κ+ θµ
2ω2
2µ
(2k − 1) =
=
m
µ
√
(κ+ θµ2ω2)
2
+ 4µ2ω2~2
(
1− κθ
~2
)
∓ κ+ θµ
2ω2
2µ
(2k − 1) .
Notice that
(6.18) E(k,±)m ≥ E(k,±)k ≥
κ+ θµ2ω2
2µ
(2k ∓ (2k − 1)) ≥ κ+ θµ
2ω2
2µ
,
in agreement with the positivity of Hosc.
Moreover, notice that, even though Hosc in Eq. (6.13) is not time-reversal (or
parity) invariant, the constraint relating Lˆ to J 2 and the condition of positivity
of Xˆ2 (or Pˆ2) make the energy spectrum T -invariant (In this region, the discrete
transformations change the sign of Lˆ and J2 leaving invariant J0,1 - see Eq. (5.8)),
since
(6.19) T |φk,m,l〉 = e−ıαJ2T |k,m, l〉 ∼ e−ıαJ2 |k,m,−l〉 = |φk,m,−l〉 ,
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with l = ±(2k − 1), thus mapping biunivocally E(k,±)m ↔ E(k,∓)m .
The energy eigenvalues can also be written as
(6.20) E(k,s)m = ~Ω+
(
n+ +
1
2
)
+ ~Ω−
(
n− +
1
2
)
,
with s = ±1, where the (positive) frequencies are
(6.21) Ω± =
1
2µ~
{√
(κ+ θµ2ω2)2 + 4µ2ω2~2
(
1− κθ
~2
)
± (κ+ θµ2ω2)
}
and n+, n− are univocally determined by m and l = s(2k−1) through the relations
(6.22)
n+ + n− + 1 = 2m, n+ − n− = −l ,
⇒ n± = m∓ l
2
− 1
2
≥ (1∓ s)
(
k − 1
2
)
≥ 0 .
Therefore, also in this case, n± are both nonnegative integers.
Conversely, given the nonnegative integers n±, Eq. (6.22) univocally determines
m and l, with k = (|l| + 1)/2. Therefore, also in this region the spectrum of Hosc
coincides with that of two uncoupled harmonic oscillators of frequencies Ω±, in
agreement with [24].
6.3. The isotropic harmonic oscillator for κ < 0. In this region, the Hamil-
tonian in Eq. (6.1) can be written as
(6.23) Hosc := AJ0 +BJ2 +
( |κ| − θµ2ω2
2µ
)
Lˆ
~
with
(6.24) A =
|κ|+ θµ2ω2
µ
√
1 +
~2
θ|κ| , B =
θµ2ω2 − |κ|
µ
√
~2
θ|κ| .
Applying the result quoted in Eq. (A.7) with tanhβ = −B/A to Hosc in Eq. (6.23)
we get the diagonal operator
(6.25)
eıβJ1Hosc e−ıβJ1 =
1
µ
{(|κ|+ θµ2ω2)2 + 4~2µ2ω2}1/2 J0 +
( |κ| − θµ2ω2
2µ
)
Lˆ
~
.
This shows that the Hamiltonian’s eigenvectors are given by
(6.26) |φk,m,l〉 = e−ıβJ1 |k,m, l〉 ,
where |k,m, l〉 belongs to the unitary irreducible representation 〈k, l〉, with k a
positive integer or half-integer, m = k, k + 1, · · · and l = ±(2k − 1) (see Section
5.1), corresponding to the energy eigenvalues
(6.27)
E(k,±)m =
m
µ
{(|κ| − θµ2ω2)2 + (1 + ~2
θ|κ|
)
4|κ|θµ2ω2
}1/2
±
( |κ| − θµ2ω2
2µ
)
(2k − 1) .
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Here again
(6.28) E(k,±)m ≥ E(k,±)k ≥
∣∣|κ| − θµ2ω2∣∣
2µ
(2k − |2k − 1|) =
∣∣|κ| − θµ2ω2∣∣
2µ
,
in agreement with the positivity of Hosc.
The energy eigenvalues can also be written as in Eq. (6.20), where the frequencies
are given in this region by
(6.29) Ω± =
1
2µ~
{√
(|κ| − θµ2ω2)2 +
(
1 +
|κ|θ
~2
)
4~2µ2ω2 ± ∣∣|κ| − θµ2ω2∣∣
}
and, for s = sign
(|κ| − θµ2ω2),
(6.30)
n+ + n− + 1 = 2m, n+ − n− = s l ,
⇒ n± = m± s l
2
− 1
2
≥
(
k − 1
2
)
(1 ± s sign(l)) ≥ 0 .
Then, n± are both nonnegative integers univocally related to m and l, with k =
(|l|+1)/2. Therefore, also in this case we find that the spectrum ofHosc is equivalent
to the spectrum of two uncoupled harmonic oscillators of frequencies Ω± [24].
7. The Landau problem
Let us now consider the extension of the Landau Hamiltonian to the noncom-
mutative phase space [3, 53],
(7.1)
2µHL :=
(
Pˆ1 +
eB
2
Xˆ2
)2
+
(
Pˆ2 − eB
2
Xˆ1
)2
=
=
(
1 +
eBθ
2~
)
Pˆ2 +
eB
4~
(eB~+ 2κ)Xˆ2 − eB
(
1− κθ
~2
)
Lˆ ,
where B stands for the magnetic field perpendicular to the plane. For definiteness,
we take eB > 0.
This Hamiltonian should be compared with Hosc in Eq. (6.1). It is evident that
its spectrum can be determined in a similar way.
7.1. The Landau problem for κ > κc. From Eqs. (5.26), we can write the
Hamiltonian as
(7.2)
2µHL =
(
B2e2θ~+ 4Beθκ+ 4κ~
)
2
√
θκ
J3 +
1
2
√
1− ~
2
θκ
(
B2e2θ − 4κ) J1−
−
(
B2e2θ + 4Be~+ 4κ
)
4~
Lˆ .
Taking into account Eq. (A.9), one can see that a J2-generated rotation in an angle
(7.3) ϕ = arctan
(√
θκ− ~2 (B2e2θ − 4κ)
B2e2θ~+ 4Beθκ+ 4κ~
)
transforms the Hamiltonian into
(7.4) eıϕJ2 (2µHL) e
−ıϕJ2 =
(
4Be~+B2e2θ + 4κ
)
2
(
J3 − L
2~
)
.
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Therefore, the eigenvectors ofHL in the irreducible representation 〈j, l〉 are given
by
(7.5) |ψj,m,l〉 = e−ıϕJ2 |j,m, l〉
with l = −(2j + 1), for integer or half-integer j ≥ 0 and −j ≤ m ≤ j. The
corresponding eigenvalue is
(7.6) E(j)m =
(
4Be~+B2e2θ + 4κ
)
4µ
(
m+ j +
1
2
)
≥
(
4Be~+B2e2θ + 4κ
)
8µ
.
Notice that these eigenvalues depend only on the nonnegative integer na =
(j +m). Therefore, given na, each irreducible representation with j ≥ na/2 con-
tains a state with energy
(
4Be~+B2e2θ + 4κ
) (
na +
1
2
)
/4µ which, then, has (a
countable) infinite degeneracy. The vectors in this sequence can be identified by
the nonnegative integer nb = j −m. Compared with the Landau problem on the
normal commutative plane, one can see that
(
B2e2θ + 4κ
)
/4e~ appears as an ad-
ditional contribution to the effective external magnetic field. Remember that only
negative integer values of l ≤ −1 are possible in this region.
Taking into account that each irreducible representation contributes with only
one state to each Landau level, we can now evaluate the density of states. From
Eq. (A.8) with ϕ given in Eq. (7.3) we get for the mean value of xˆ2 in a given
Hamiltonian eigenvector (See ec. (5.26))
(7.7)
〈j,m, l| e−ıϕJ2 xˆ2eıϕJ2 |j,m, l〉 = m
(
4
(
B2e2θ2 + 4Beθ~+ 4~2
)
B2e2θ + 4Be~+ 4κ
− 2θ
)
+θ(2j+1) ,
where we have taken into account that the mean value of J1 vanishes, 〈j,m, l|J1|j,m, l〉 =
0. Then, with m = na − j, we see that 〈xˆ2〉 linearly grows with j in each Landau
level (fixed na),
(7.8) 〈xˆ2〉 = 16j(θκ− ~
2)
B2e2θ + 4Be~+ 4κ
+
2na
(
B2e2θ2 + 4Beθ~− 4θκ+ 8~2)
B2e2θ + 4Be~+ 4κ
+ θ .
If we assume that |ψj,m,l〉 represents a probability distribution which is essentially
concentrated in a circle of area π〈xˆ2〉, we can assume that this circle contains one
state for each integer of half-integer 0 ≤ j′ ≤ j. This number is ∑2jr=0 1 = 2j + 1.
Therefore, the density of states in the thermodynamic limit (j → ∞) can be
approximated by
(7.9) ρκ>κc ≃
2j + 1
π〈xˆ2〉 =
B2e2θ + 4Be~+ 4κ
8π(θκ− ~2) +O(j
−1) .
Notice that this density is the same for all the Landau levels and diverges for
κ→ κ+c .
7.2. The Landau problem for 0 < κ < κc. From Eqs. (5.6), one can see that
the Hamiltonian can be written as
(7.10)
2µHL =
(
B2e2θ~+ 4Beθκ+ 4κ~
)
2
√
θκ
J0 + 1
2
√
~2
θκ
− 1 (B2e2θ − 4κ) J1−
−
(
B2e2θ + 4Be~+ 4κ
)
4~
Lˆ .
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Then, employing Eq. (A.4) with
(7.11) tanhα =
(√
~2 − θκ (B2e2θ − 4κ)
B2e2θ~+ 4Beθκ+ 4κ~
)
,
the Hamiltonian can be transformed into
(7.12) eıαJ2 (2µHL) e−ıαJ2 =
(
4Be~+B2e2θ + 4κ
)
2
(
J0 − L
2~
)
.
Therefore, the eigenvectors of HL in the unitary irreducible representation 〈k, l〉
of SL(2,R)⊗SO(2) with k a positive integer or half-integer and l = ±(2k−1) (See
Section 5.1) are given by
(7.13) |ψk,m,s〉 = e−ıαJ2 |k,m, s(2k − 1)〉 ,
with s = ±1. The corresponding eigenvalue is
(7.14)
E(k,s)m =
(
4Be~+B2e2θ + 4κ
)
4µ
[
m− s
(
k − 1
2
)]
≥
(
4Be~+B2e2θ + 4κ
)
8µ
.
Let us first consider the case with s = +1 (corresponding to k ≥ 12 with non-
negative l = (2k − 1) ≥ 0). Writing m = k + n with n = 0, 1, 2, · · · , we get
(7.15) E(k,+1)m =
(
4Be~+B2e2θ + 4κ
)
4µ
(
n+
1
2
)
,
which is independent of k (a countable infinite degeneracy).
On the other hand, for s = −1 (states with k ≥ 1 and negative l = −(2k − 1) ≤
−1), we get
(7.16) E(k,−1)m =
(
4Be~+B2e2θ + 4κ
)
4µ
[
n+ (2k − 1) + 1
2
]
.
Since n′ := n + (2k − 1) ∈ N, for a given n′ we have 2k − 1 = n′ − n ≥ 1,
and then n = 0, 1, · · · , n′ − 1. Therefore, these representations of the group with
negative l contribute to the characteristic subspace of HL with energy E
(k,−1)
m =
(4Be~+B2e2θ+4κ)
4µ
(
n′ + 12
)
with a finite number n′ of additional linearly independent
eigenvectors.
Then we see that, all together, one gets a spectrum equivalent to that of the
Landau model on the usual commutative plane with an effective magnetic field
given by Beff = B +
(
B2e2θ + 4κ
)
/4e~. This spectrum, which is exact, agrees
with the one obtained in [79] up to first order in the noncommutativity parameters
(Notice the different convention for the commutators between dynamical variables
adopted in this reference).
Let us now consider the density of states in each Landau level. In this case it
is sufficient to consider the contributions of irreducible representations with l =
(2k − 1) ≥ 0, since those with l ≤ −1 (finite in number) do not contribute in the
thermodynamic limit.
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With xˆ2 written as in Eq. (5.6), from Eq. (A.5) with α given in Eq. (7.11) we
get
(7.17)
〈k,m, (2k − 1)| eıαJ2 xˆ2e−ıαJ2 |k,m, (2k − 1)〉 =
= k
16(~2 − θκ)
B2e2θ + 4Be~+ 4κ
+ 2n
(Beθ(Beθ + 4~)− 4θκ+ 8~2)
Be(Beθ + 4~) + 4κ
+ θ ,
where we have written m = k + n and taken into account that 〈k,m, (2k −
1)|J1|k,m, (2k − 1)〉 = 0. Then we see that, in a given Landau level (fixed n),
the mean value 〈xˆ2〉 linearly grows with k.
We will again assume that |ψk,m,1〉 corresponds to a probability distribution
which is essentially concentrated in a circle of area π〈xˆ2〉, with 〈xˆ2〉 given in ec.
(7.17). And, taking into account that each irreducible representation with l =
2k − 1 ≥ 0 contribute with only one state to each Landau level, we can assume
that this circle contains one state for each integer or half integer 12 ≤ k′ ≤ k, whose
number is given by
∑2k
r=1 1 = 2k.
Therefore, the density of states in the thermodynamic limit (k → ∞) can be
approximated as
(7.18) ρ0<κ<κc ≃
2k
π〈xˆ2〉 =
B2e2θ + 4Be~+ 4κ
8π(~2 − θκ) +O(k
−1) .
The leading term is independent of the Landau level (compare with Eq. (7.9)),
smoothly reduces to the well known result in the commutative plane when κ, θ → 0,
eB/2π~, and also diverges in the limit κθ/~2 → 1−.
7.3. The Landau problem for κ < 0. Employing Eqs. (5.18), one gets
(7.19)
2µHL =
1
2
√
1 +
~2
θ|κ|
(
B2e2θ + 4|κ|) J0 +
(
B2e2θ~− 4Beθ|κ| − 4|κ|~)
2
√
θ|κ| J2−
−
(
B2e2θ + 4Be~− 4|κ|)
4~
Lˆ .
Then, employing Eq. (A.7) with
(7.20) tanhβ = −
(
B2e2θ~− 4Beθ|κ| − 4|κ|~√
~2 + θ|κ| (B2e2θ + 4|κ|)
)
,
the Hamiltonian can be unitarily transformed into
(7.21) eıβJ1 (2µHL) e−ıβJ1 =
∣∣4Be~+B2e2θ − 4|κ|∣∣
2
(
J0 − t L
2~
)
,
where t = sign
(
B2e2θ + 4Be~− 4|κ|) (the sign of the effective magnetic field).
Also in this case k is a positive integer or half-integer and l = s(2k − 1) with
s = ±1 (See Section 5.2). So, the eigenvectors of HL are
(7.22) |ψk,m,s〉 = e−ıβJ1 |k,m, s(2k − 1)〉 ,
corresponding to the eigenvalue
(7.23)
E(k,s)m =
∣∣4Be~+B2e2θ − 4|κ|∣∣
4µ
[
m− s t
(
k − 1
2
)]
≥
∣∣4Be~+B2e2θ − 4|κ|∣∣
8µ
.
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From this point, the analysis continues as in the previous section with the re-
placement s → s t. So, one concludes that this system is also equivalent to the
Landau model on the usual commutative plane with an effective magnetic field
Beff = B +
(
B2e2θ − 4|κ|) /4e~.
Notice that only Hamiltonian eigenvectors with st = 1 contribute to the density
of states in a given Landau level in the thermodynamic limit. So, through a similar
reasoning as that in the previous Section, from Eqs. (5.18), (A.6) and (7.20) we get
for this density
(7.24) ρκ<0 ≃ 2k
π〈xˆ2〉 =
|Be(Beθ + 4~)− 4|κ||
8π(θ|κ|+ ~2) +O(k
−1)
which, for κ→ 0− and θ → 0, smoothly reduces to eB/2π~.
Comparing this result with those in Eqs. (7.9) y (7.18), we see that we can
express the density of states in the thermodynamic limit by a single expression as
(7.25) ρ =
∣∣∣∣4Be~+B2e2θ + 4κ8π(~2 − θκ)
∣∣∣∣ ,
which presents a singularity for κ→ κc from both sides2.
Finally, let us remark that the contributions to the energy eigenvalues coming
from θ depend on B while those coming from κ are independent of the external
magnetic field. The same is true for the density of states in the Landau levels for
small κ and θ. This suggests the possibility that an experiment involving these
elements and performed at different values of B could establish some bounds on
the noncommutativity parameters.
8. Hamiltonian with a central potential
Le us now consider a non-relativistic Hamiltonian with a central potential as in
Eq. (2.6). For any κ 6= 0, it is possible to diagonalize Xˆ2 (and, consequently, V (Xˆ2))
expressed in terms of the generators of the group through a unitary transformation
as discussed in the previous Sections, transformation which must also be applied
to the kinetic term as we describe in the following. We show that the eigenvalue
problem for such Hamiltonians reduces to a three-term recursion relation, similarly
to the results obtained in [25] through a different formulation. Later, we will apply
these results to the example of the cylindrical well potential.
8.1. κ > κc : With ϕ = arctan
√
κθ
~2
− 1, from Eqs. (5.26) and (A.8) we get
(8.1)
eiϕJ2
(
Xˆ2
θ
)
e−iϕJ2 = 2J3 − Lˆ
~
,
eiϕJ2
(
Pˆ2
κ
)
e−iϕJ2 = −2
(
1− 2~
2
κθ
)
J3 − Lˆ
~
− 2~
2
κθ
√
κθ
~2
− 1 (J+ + J−) ,
2A singular behavior of the density of states at the critical value κc had been described in [24].
Compare Eq. (7.25) with Eq. (24) in this reference, with the identifications B → 0, κ → B, θ →
θ, ~→ 1.
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which, taking into account that l = −(2j + 1) (Eq. (5.35)), implies that the non-
vanishing matrix elements of the Hamiltonian are
(8.2)
2µ 〈j,m, l| eiϕJ2Hˆe−iϕJ2 |j,m′, l〉 =
=
{
−2κ
(
1− 2~
2
κθ
)
m+ κ(2j + 1) + 2µV
(
θ(2m+ 2j + 1)
)}
δm,m′−
−2~
2
θ
√
κθ
~2
− 1
{√
(j −m+ 1)(j +m) δm−1,m′ +
√
(j +m+ 1)(j −m) δm+1,m′
}
.
Notice that the eigenvalue problem for the Hamiltonian in this region is reduced to
a matricial problem, since the irreducible unitary representations of SU(2) are of
finite dimension.
8.2. 0 < κ < κc : If we take tanhα =
√
1− κθ
~2
, from Eqs. (5.6) and (A.5) we get
(8.3)
eiαJ2
(
Xˆ2
θ
)
e−iαJ2 = 2J0 − Lˆ
~
,
eiαJ2
(
Pˆ2
κ
)
e−iαJ2 = 2
(
2~2
κθ
− 1
)
J0 − Lˆ
~
− 2~
2
κθ
√
1− κθ
~2
(J+ + J−) ,
which, taking into account Eq. (5.15), implies that the non-vanishing matrix ele-
ments of the Hamiltonian are
(8.4)
2µ 〈k,m, l| eiαJ2Hˆe−iαJ2 |k,m′, l〉 =
=
{
2κ
(
2~2
κθ
− 1
)
m− κl + 2µV (θ(2m− l))} δm,m′−
−2~
2
θ
√
1− κθ
~2


√(
m− 1
2
)2
−
(
k − 1
2
)2
δm−1,m′+
+
√(
m+
1
2
)2
−
(
k − 1
2
)2
δm+1,m′

 ,
where k is a positive integer or half-integer,m = k, k+1, k+2, · · · and l = ±(2k−1).
Notice that in this case the Hamiltonian eigenvectors are contained in infinite-
dimensional irreducible representations and, for both signs, the argument of the
potential is θ[2m∓ (2k − 1)] ≥ θ.
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8.3. κ < 0 : From Eqs. (5.18) and (A.6), taking tanhβ = −1√
1+ |κ|θ
~2
, we get
(8.5)
eiβJ1
(
Xˆ2
θ
)
e−iβJ1 = 2J0 − Lˆ
~
,
eiβJ1
(
Pˆ2
|κ|
)
e−iβJ1 = 2
(
1 +
2~2
|κ|θ
)
J0 + Lˆ
~
+
2i~2
|κ|θ
√
1 +
|κ|θ
~2
(J+ − J−) .
Taking into account Eq. (5.19), we conclude that the non-vanishing matrix elements
of the Hamiltonian are in this case
(8.6)
2µ 〈k,m, l| eiβJ1Hˆe−iβJ1 |k,m′, l〉 =
=
{
2|κ|
(
1 +
2~2
|κ|θ
)
m+ |κ|l + 2µV (θ(2m− l))} δm,m′+
+
2i~2
θ
√
1 +
|κ|θ
~2


√(
m− 1
2
)2
−
(
k − 1
2
)2
δm−1,m′−
−
√(
m+
1
2
)2
−
(
k − 1
2
)2
δm+1,m′

 ,
where again k is a positive integer or half-integer, m = k, k + 1, k + 2, · · · and
l = ±(2k − 1).
Therefore, irrespective to the region of parameters, we see that the eigenvalue
problem of a nonrelativistic Hamiltonian with central potential can always be re-
duced to a three-term recursion relation.
9. The cylindrical well potential
In this Section we apply the results summarized in the previous Section to the
simple example of a cylindrical well potential on the noncommutative plane, for
which
(9.1) V (Xˆ2) := V0Θ(Xˆ
2 −A2) ,
where V0 is a constant with units of energy, A is the radius of the well and we take
the step function as
(9.2) Θ(z) :=
{
0 , z ≤ 0 ,
1 , z > 0 .
In each region of the κ parameter, the operator Θ(Xˆ2 − A2) is defined through
its spectral decomposition, as implicitly done for a general central potential in the
previous Section.
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9.1. 0 < κ < κc : From Eq. (8.3) we know that we can write
(9.3)
eiαJ2 Θ(Xˆ2 −A2) e−iαJ2 := Θ
(
2J0 − Lˆ
~
− A
2
θ
)
=
=
∑
k≥ 12
∑
l=±(2k−1)
∞∑
m=k
|k,m, l〉Θ
(
2m− l − A
2
θ
)
〈k,m, l|
for real α = tanh−1
√
1− κθ
~2
.
If we write m = k + n with n = 0, 1, 2, · · · and l = s(2k − 1) with s = ±1, we
see that the step function in the right hand side of Eq. (9.3) vanishes for
(9.4) 0 ≤ n ≤ A
2
2θ
− s
2
+ k(s− 1) .
Then, we define n
(s)
0,k as the maximum integer in this set,
(9.5) n
(s)
0,k =
⌊
A2
2θ
− s
2
⌋
+ k(s− 1) ≥ 0
(where ⌊x⌋ means the highest integer less than or equal to x) and write
(9.6)
eiαJ2 Θ(Xˆ2 −A2) e−iαJ2 =
=
∑
k≥ 12
∑
s=±
∞∑
m=k
|k,m, s(2k − 1)〉Θ
(
m− k − n(s)0,k
)
〈k,m, s(2k − 1)| .
This is the spectral resolution of an operator which, in each irreducible represen-
tation, reduces to the orthogonal proyector onto the subspace characterized by the
condition m > k + n
(±)
0,k . Indeed, the sum on the right hand side excludes those
vectors |k,m,±(2k − 1)〉 for which the mean square radius is less than or equal to
the square of the cylindrical well radius (See Eq. (8.1)), 2m∓ (2k − 1) ≤ A2/θ.
Writing |ψk,±〉 = e−iαJ2
∑∞
m≥k Cm |k,m,±(2k − 1)〉, we get for the eigenvec-
tors of Hˆ in the irreducible representation 〈k, s(2k − 1)〉 the following three-term
recursion relation,
(9.7)
2µ 〈k,m, s(2k − 1)| eiαJ2
(
Hˆ − E
)
|ψk,s〉 =
=
{
2κ
(
2~2
κθ
− 1
)
m− sκ(2k − 1) + 2µV0Θ
(
m− k − n(s)0,k
)
− 2µE
}
Cm−
−2~
2
θ
√
1− κθ
~2


√(
m− 1
2
)2
−
(
k − 1
2
)2
Cm−1+
+
√(
m+
1
2
)2
−
(
k − 1
2
)2
Cm+1

 = 0 .
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Let us first remark that, even though the generators in Eq. (5.1) do not have a
well-defined κ→ 0-limit, the recursion in the previous equation does,
(9.8)
{
2m+
µθ
~2
[
V0Θ
(
m− k − n(s)0,k
)
− E
]}
Cm−
−
{√
(m− k)(m+ k − 1)Cm−1 +
√
(m− k + 1)(m+ k)Cm+1
}
= 0 .
This relation has two linearly independent solutions which have been found in
[60], where the Hilbert space of states of the non-commutative well potential (with
κ = 0) has been realized in terms of Hilbert-Schmidt class operators defined on
an auxiliary Hilbert space. Indeed, the general solution for Cm in Eq. (9.8), for
m ≤ (k + n(s)0,k + 1) or m ≥ (k + n(s)0,k + 2), can be written as a linear combination
of the form Ck+n = aψn,k(z) + bφn,k(z), where
(9.9)
ψn,k(z) =
√
n!(2k − 1)!
(n+ 2k − 1)! L
(2k−1)
n (z) =
√
(n+ 2k − 1)!
n!(2k − 1)! M(−n, 2k, z) ,
φn,k(z) =
√
n!(n+ 2k − 1)!
(2k − 1)! U(n+ 1, 2− 2k,−z) .
In these definitions, L
(α)
n (x) is the associated Laguerre polynomial, M(a, b, x) and
U(a, b, x) are the Kummer’s confluent hypergeometric functions and z =
µθ
~2
[
E − V0Θ
(
n− n(s)0,k
)]
is a constant for n ≤ n(s)0,k and for n > n(s)0,k.
Let us first consider the case with m ≤ k + n(s)0,k, for which z in the recursion
equation takes the value z = µθ
~2
E > 0. The first step in Eq. (9.8) (with m = k)
reduces to
(9.10) (2k − z)Ck −
√
2k Ck+1 = 0 .
It is evident that, in order to get a nontrivial solution, one must take Ck 6= 0, and
that linearity allows to choose Ck = 1.
Moreover, it is easy to verify that only ψn,k(z) satisfy this first equation,
(9.11)
(2k − z)ψ0,k(z)−
√
2k ψ1,k(z) = 0 ,
(2k − z)φ0,k(z)−
√
2k φ1,k(z) = 1 .
Then, since ψ0,k(z) = 1, we have
(9.12) Ck+n = ψn,k(z) =
√
n!(2k − 1)!
(n+ 2k − 1)! L
(2k−1)
n
(
µθE
~2
)
, 0 ≤ n ≤ n(s)0,k .
If we are looking for bound states, a normalizability condition must be imposed
since the coefficients must satisfy the Bessel’s inequality,
(9.13)
∞∑
n=0
|Ck+n|2 <∞ .
So, the behavior of ψn,k(z) and φn,k(z) for large n must be taken into account when
considering the case m ≥ (k + n(s)0,k + 1), where z = µθ~2 [E − V0].
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For the two factors in ψn,k(z) we have [80, 81]
(9.14) √
n!(2k − 1)!
(n+ 2k − 1)! ≈
√
(2k − 1)! n 12−k (1 +O(n−1)) ,
L(2k−1)n (z) ≈
ez/2nk−
3
4 z
1
4−k√
π
{
sin
[
π
(
k +
1
4
)
− 2
√
z(k + n)
]
+O
(
n−1/2
)}
.
Then, for E < V0 (z < 0), this behavior leads to exponentially growing coefficients,
Ck+n ∼ n−1/4 e2
√
n
√
µθ
~2
[V0−E], and must be discarded. For scattering states (E >
V0 ⇒ z > 0), ψn,k(z) behaves as n−1/4 times an oscillatory function, giving rise to
bounded coefficients (which do not lead to normalizable solutions).
On the other hand, from Eq. (9) in page 279 of Ref. [82] we have that
(9.15)
U(a, b, x) =
(1 + ı)
2
γ−
1
4+γx
1
4− b2 exp
[
−γ + x
2
− ıγπ + 2ı√γx
]{
1 +O
(
1√|γ|
)}
,
for a→∞, with γ = b2−a, ε < arg γ < 3π−ε <, and |argx− arg γ| ≤ π. Moreover,
the Stirling’s approximation gives
(9.16)
√
n!(n+ 2k − 1)!
(2k − 1)! ≈
√
2π√
(2k − 1)! e
−nnn+k
(
1 +O(n−1)
)
Then,
(9.17) φn,k(z) ≈
√
πe−z/2(−z)k− 34√
(2k − 1)! n
−1/4e−2
√
n
√−z (1 +O(n−1/2))
which, for bound states (z < 0), has an exponentially vanishing behavior while, for
scattering states (z > 0) behaves as n−1/4 times an oscillatory function.
Therefore, to construct (normalizable) bound states we must write Ck+n =
N φn,k(z) for n ≥ (n(s)0,k+1). The proportionality constant N and the energy eigen-
values are determined by two matching conditions followed from Eq. (9.8) with
m = k + n
(s)
0,k and m = k + n
(s)
0,k + 1, equations in which both kinds of coefficients
apear:
(9.18) {
2
(
k + n
(s)
0,k
)
− µθ
~2
E
}
C
k+n
(s)
0,k
−
{√
n
(s)
0,k
(
2k − 1 + n(s)0,k
)
C
k+n
(s)
0,k−1
+
+
√(
n
(s)
0,k + 1
)(
2k + n
(s)
0,k
)
C
k+n
(s)
0,k+1
}
= 0 ,
{
2
(
k + n
(s)
0,k + 1
)
+ µθ
~2
[V0 − E]
}
C
k+n
(s)
0,k+1
−
{√(
n
(s)
0,k + 1
)(
2k + n
(s)
0,k
)
C
k+n
(s)
0,k
+
+
√(
n
(s)
0,k + 2
)(
2k + n
(s)
0,k + 1
)
C
k+n
(s)
0,k+2
}
= 0 ,
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where
(9.19)
C
k+n
(s)
0,k−1
= ψ
n
(s)
0,k−1,k
(
µθE
~2
)
, C
k+n
(s)
0,k
= ψ
n
(s)
0,k,k
(
µθE
~2
)
,
C
k+n
(s)
0,k
+1
= N φ
n
(s)
0,k
+1,k
(
µθ(E−V0)
~2
)
, C
k+n
(s)
0,k
+2
= N φ
n
(s)
0,k
+2,k
(
µθ(E−V0)
~2
)
.
For scattering states, with z = µθ
~2
[E − V0] > 0, the coefficients for n ≥ n(s)0,k + 1
must be taken as a linear combination of the form Ck+n = N1 ψn,k(z)+N2 φn,k(z),
since both functions behave similarly. In this case the constantsN1,2 are determined
by the matching conditions in Eq. (9.18) as functions of E.
This is in agreement with the results in [60]. In particular, for the infinite
cylindrical well potential (V0 → ∞), from Eq. (9.8) one concludes that Cm =
O
(
V0
−1) for m ≥ k + n(s)0,k + 1. Then, the first matching condition in Eq. (9.18)
requires that
(9.20){
2
(
k + n
(s)
0,k
)
− µθ
~2
E
}
C
k+n
(s)
0,k
−
√
n
(s)
0,k
(
2k − 1 + n(s)0,k
)
C
k+n
(s)
0,k
−1 −→
V0 →∞
0 .
In this limit, this imposes a condition which determines the spectrum,
(9.21){
2
(
k + n
(s)
0,k
)
− µθ
~2
E
}
ψ
n
(s)
0,k,k
(
µθE
~2
)
−
√
n
(s)
0,k
(
2k − 1 + n(s)0,k
)
ψ
n
(s)
0,k−1,k
(
µθE
~2
)
=
√(
n
(s)
0,k + 1
)(
2k + n
(s)
0,k
)
ψ
n
(s)
0,k+1,k
= 0 ,
where the recursion relation satisfied by the ψn,k(z) has been employed.
Therefore, from Eq. (9.9) we conclude that the energy eigenvalues are determined
by the n
(s)
0,k + 1 roots of the associated Laguerre polynomial L
(2k−1)
n
(s)
0,k+1
(z),
(9.22) L
(2k−1)
n
(s)
0,k+1
(zr) = 0 , with zr =
µθ
~2
Er , r = 1, 2, · · · , n(s)0,k + 1 .
Notice that, for a given k and s = +1 (l ≥ 0), the number of linearly independent
eigenvectors of the Hamiltonian in this irreducible representation is
(9.23) n
(+)
0,k + 1 =
⌊
A2
2θ
− 1
2
⌋
+ 1 ,
which is finite and independent of k (and at least one - we assume that A
2
θ ≥ 1). On
the other hand, for s = −1 (l < 0), the number of linearly independent eigenvectors
is
(9.24) n
(−)
0,k + 1 =
⌊
A2
2θ
+
1
2
⌋
− (2k − 1)
which, for a given A, decreases linearly with k. In particular, there are no nontrivial
solutions for
(9.25) k >
1
2
⌊
A2
2θ
+
1
2
⌋
+
1
2
.
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Therefore, for each non-negative l = 2k − 1, the Hamiltonian of the infinite cylin-
drical well on the noncommutative plane has a finite number of eigenvectors which
is independent of k = 12 , 1,
3
2 , 2, · · · , while for negative l = −(2k − 1), there is only
a finite number of irreducible representation where the Hamiltonian has eigenvec-
tors, and this number decreases linearly with k. Notice that in the θ → 0 limit one
recovers an infinite number of states for each l ∈ Z, as corresponds to this system
on the usual commutative plane.
As previously stated, these results are in complete agreement with those in [60],
where a completely different formulation of the coordinate noncommutativity has
been implemented.
Let us now return to the case with 0 < κ < κc, Eq. (9.7). One possibility
consists in the expansion in powers of κ of the different elements and perturbatively
determine the corrections to the coefficients Cm and the energy eigenvalues.
Alternatively, one can transform the recursion equations into an ordinary differ-
ential equation whose solution is the generating function of the coefficients. Indeed,
let us write Eq. (9.7) as
(9.26) (an− w)Ck+n −
√
n(2k + n− 1)Ck+n−1 −
√
(n+ 1)(2k + n)Ck+n+1 = 0 ,
where
(9.27)
a = b+
1
b
> 2 , b =
√
1− θκ
~2
< 1 ,
w =
θµ
~2
√
1− θκ
~2
[
E − V0Θ
(
n− n(s)0,k
)]
− 2k√
1− θκ
~2
+
θκ (2k(s+ 1)− s)
2~2
√
1− θκ
~2
,
and write
(9.28) Ck+n =
√
(2k − 1)!√n!√
(2k + n− 1)! Kn .
Then, we get for the coefficients Kn
(9.29) (w − an)Kn + (2k + n− 1)Kn−1 + (n+ 1)Kn+1 = 0
for n ≥ 1 and
(9.30) wK0 +K1 = 0
for n = 0.
We now define
(9.31) f(x) :=
∞∑
n=0
Knx
n .
By multiplying both sides of Eq. (9.29) by xn, rearranging terms and taking w as
a constant we get for f(x) the differential equation
(9.32)
(
1− ax+ x2) f ′(x) + (2kx+ w)f(x) = 0 ,
whose solution is
(9.33) f(x) = (1− bx)−
(
bw+2k
1−b2
) (
1− x
b
)( bw+2k
1−b2
)
−2k
.
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The coefficients are finally given by
(9.34) Kn =
1
n!
f (n)(0) .
In particular, f(0) = 1, f ′(0) = −w and Eq. (9.30) is satisfied. One can easily
verify that Kn so obtained satisfy Eq. (9.29) for n ≥ 1. So, one can write
(9.35)
Cn+k = Ψn,k(w) :=
√
(2k − 1)!√
(2k + n− 1)!√n! f
(n)(0) , for n = 0, 1, 2, · · · , n(s)0,k ,
where Ψn,k(w) are some polynomials in w of degree n with b-dependent coefficients,
which can be expressed in terms of Jacobi Polynomials3 [80, 83] P
(α,β)
n (t) as
(9.38) Ψn,k(w) :=
√
(2k − 1)!√n!√
(2k + n− 1)!
(
−1
b
)n
P
(
bw+2k
1−b2
−2k−n,2k−1
)
n
(
1− 2b2) .
Notice that f(x) reduces to the generating function of associated Laguerre polyno-
mials L
(2k−1)
n (w + 2k) [80] in the b→ 1 (κ→ 0) limit:
(9.39) f0(x) := lim
b→1
f(x) =
e
−x(w + 2k)
1− x
(1− x)2k
,
with
(9.40)
1
n!
f
(n)
0 (0) = L
2k−1
n (w + 2k) .
A second solution to the recursion system is given by the solution of the inho-
mogeneous differential equation (with w shifted by the V0-dependent term)
(9.41)
(
1− ax+ x2) g′(x) + (2kx+ w)g(x) = 1 ,
given by
(9.42) g(x) =
b
bw + 2k
2F1
(
1, 2k; 1 +
2k + bw
1− b2 ;
1− bx
1− b2
)
.
Indeed, by construction, the coefficients
(9.43) K ′n =
1
n!
g(n)(0)
3The Jacobi polynomials are related with the Gaussian hypergeometric function through
(9.36) P
(α,β)
n (y) =
(α + 1)n
n!
2F1
(
−n, n+ α+ β + 1;α+ 1;
1− y
2
)
,
where (α)n := Γ(α + n)/Γ(α) is the Pochhammer symbol. Then, the recursion satisfied by these
polynomials can be mapped onto the relation
(9.37)
2(α)n+1 2F1
(
−n− 1, n+ α+ β + 1;α;
1− y
2
)
−
(α+ 1)n(α − β + 2n(y − 1) + y(α + β + 1)− 1) 2F1
(
−n, n+ α+ β + 1;α+ 1;
1− y
2
)
−
n(y − 1)(β + n)(α+ 2)n−1 2F1
(
1− n, n+ α+ β + 1;α+ 2;
1− y
2
)
= 0 ,
satisfied by the hypergeometric function [80, 83].
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satisfy the relations in Eq. (9.29) for n ≥ 1, but not the first one with n = 0: It is
clear from Eq. (9.41) that
(9.44) K ′1 + wK
′
0 = 1 .
These coefficients can be employed to express the Cn+k for n ≥ n(s)0,k + 1 and,
as before, Eq. (9.26) for n = n
(s)
0,k, n
(s)
0,k + 1 provides the two matching conditions
between both behaviors necessary to determine the spectrum.
For concreteness, let us consider the infinite cylindrical well. From Eqs. (9.26)
and (9.27) we conclude that Ck+n = O
(
V0
−1) for n ≥ n(s)0,k + 1. Then Eq. (9.26)
implies that
(9.45)
(
an
(s)
0,k − w
)
C
k+n
(s)
0,k
−
√
n
(s)
0,k
(
2k + n
(s)
0,k − 1
)
C
k+n
(s)
0,k−1
−→
V0 →∞
0 .
In terms of the polynomials Ψn,k(w), this condition reads as
(9.46)
(
an
(s)
0,k − w
)
Ψ
n
(s)
0,k,k
(w) −
√
n
(s)
0,k
(
2k + n
(s)
0,k − 1
)
Ψ
n
(s)
0,k−1,k
(w) =
=
√(
n
(s)
0,k + 1
)(
2k + n
(s)
0,k
)
Ψ
n
(s)
0,k+1,k
(w) = 0 ,
where the recursion relation satisfied by the Ψn,k(w) has been used.
Therefore, the spectrum is determined by the n
(s)
0,k + 1 roots of the polynomial
Ψ
n
(s)
0,k+1,k
(w),
(9.47) Ψ
n
(s)
0,k+1,k
(wr) ∼ P
(
bwr+2k
1−b2
−2k−n(s)0,k−1,2k−1
)
n
(s)
0,k+1
(
1− 2b2) = 0
for r = 1, 2, · · · , n(s)0,k + 1, as
(9.48) Er =
~
2
θµ
{
wr
√
1− θκ
~2
+ 2k − θκ
~2
(
k(1 + s)− s
2
)}
.
The analysis of the number of linearly independent Hamiltonian eigenvectors in
each irreducible representation 〈k, l〉 goes as in the κ = 0 case previously discussed
and will not be repeated here. In particular, the spectrum smoothly converges to
that of Eq. (9.22) when κ→ 0+.
9.2. κ < 0 : From Eq. (8.5) we get the operator
(9.49)
eiβJ1 Θ(Xˆ2 −A2) e−iβJ1 := Θ
(
2J0 − Lˆ
~
− A
2
θ
)
=
=
∑
k≥ 12
∑
s=±1
∞∑
m=k
|k,m, s(2k − 1)〉Θ
(
m− k − n(s)0,k
)
〈k,m, s(2k − 1)|
where β = − coth−1
√
1 + |κ|θ
~2
and n
(s)
0,k given in Eq. (9.5), which has the inter-
pretation as the spectral resolution of the orthogonal proyector onto subspaces
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characterized by the condition m > k+n
(±)
0,k (states with mean square radius grater
than the cylindrical well squared radius).
We write |ψk,±〉 = e−iβJ1
∑∞
m≥k Cm |k,m,±(2k − 1)〉 to get from Eq. (8.6)
(9.50)
2µ 〈k,m, s(2k − 1)| eiβJ1
(
Hˆ − E
)
|ψk,s〉 =
=
{
2|κ|
(
1 +
2~2
|κ|θ
)
m+ s|κ|(2k − 1) + 2µV0Θ
(
m− k − n(s)0,k
)
− 2µE
}
Cm+
+
2i~2
θ
√
1 +
|κ|θ
~2


√(
m− 1
2
)2
−
(
k − 1
2
)2
Cm−1−
−
√(
m+
1
2
)2
−
(
k − 1
2
)2
Cm+1

 = 0 ,
which can be written as the three-term recursion
(9.51) −i(an−w)Ck+n+
√
n(2k + n− 1)Ck+n−1−
√
(n+ 1)(2k + n)Ck+n+1 = 0 ,
with the same definitions of a, b and w as in Eq. (9.27), with κ = −|κ| and b > 1
this time.
If we write
(9.52) Ck+n = (−i)n
√
(2k − 1)!√n!√
(2k + n− 1)! Kn .
we get for Kn the same recursion as in Eqs. (9.29) and (9.30). So, the generating
function in this case is also given in Eq. (9.33) and these coefficients are obtained
as in Eq. (9.34).
Therefore, we finally get for the coefficients in Eq. (9.51) the polynomial in w of
degree n
(9.53)
Ck+n = (−i)nΨn,k(w) =
= in
√
(2k − 1)!√n!√
(2k + n− 1)!
(
1
b
)n
P
(
− 2k+bw
b2−1
−2k−n,2k−1
)
n
(
1− 2b2) ,
for n = 0, 1, 2, · · · , n(s)0,k.
For larger n, we need a second solution for the coefficients, which can be derived
from g(x) in Eq. (9.42) as in Eq. (9.43). Arguments about the matching condi-
tions similar to those developed in the previous Section apply here and will not be
repeated.
Rather, let us consider again the infinite cylindrical well in this region of param-
eters. By an entirely similar argument as in the previous Section, one concludes
that the energy eigenvalues of the system are again determined by the roots wr of
the polynomials Ψ
n
(s)
0,k+1,k
(w) as
(9.54) Er =
~
2
θµ
{
wr
√
1 +
θ|κ|
~2
+ 2k +
θ|κ|
~2
(
k(s+ 1)− s
2
)}
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for r = 1, 2, · · · , n(s)0,k + 1 (which coincides with the expression of the eigenvalues in
Eq. (9.48) with κ < 0).
From here on, the analysis continues as in the previous Sections: There is a
finite number n
(s)
0,k + 1 of linearly independent Hamiltonian eigenvectors in each
irreducible representation 〈k, l〉, the same for all positive l = 2k − 1 and a linearly
decreasing number for negative l = −(2k − 1). The spectrum smoothly converges
to that of Eq. (9.22) when κ→ 0−.
9.3. κ > κc : In this region of parameters, from (8.1) we get
(9.55)
eiϕJ2 Θ(Xˆ2 −A2) e−iϕJ2 := Θ
(
2J3 − Lˆ
~
− A
2
θ
)
=
=
∑
j
j∑
m=−j
|j,m, l〉Θ
(
2m+ (2j + 1)− A
2
θ
)
〈j,m, l|
where the sum extends to all the irreducible representations 〈j, l〉 of SU(2)⊗SO(2)
with l = −(2j + 1).
Let us define the integer or half-integer m0,j by
(9.56) 2m0,j =
⌊
A2
θ
⌋
− (2j + 1) ≥ −(2j + 1) .
Then,
(9.57) eiϕJ2 Θ(Xˆ2 −A2) e−iϕJ2 =
∑
j
j∑
m>−j
|j,m, l〉Θ(m−m0,j) 〈j,m, l| ,
which is an orthogonal proyector on a (finite dimensional - possibly trivial) subspace
of each irreducible representation. Indeed, the sum on the right hand side excludes
those vectors |j,m, l〉 for which the mean square radius is less that or equal to the
square of the cylindrical well radius (See Eq. (8.1)), 2m+ 2j + 1 ≤ A2/θ.
Writing |ψj〉 = e−iϕJ2
∑j
m=−j Cm |j,m, l〉, we get for the eigenvectors of Hˆ in
the irreducible representation 〈j, l〉
(9.58)
2µ 〈j,m, l| eiϕJ2
(
Hˆ − E
)
|ψj〉 =
=
{
−2κ
(
1− 2~
2
κθ
)
m+ κ(2j + 1) + 2µV0Θ
(
m−m0,j
)− 2µE}Cm−
−2~
2
θ
√
κθ
~2
− 1
{√
(j −m+ 1)(j +m)Cm−1 +
√
(j +m+ 1)(j −m)Cm+1
}
= 0 ,
which is a linear three-term recursion relation for the Fourier coefficients Cm with
−j ≤ m ≤ j.
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Notice that the first equation of this recursion (m = −j) reduces to
(9.59)
{
2κ
(
1− 2~
2
κθ
)
j + κ(2j + 1) + 2µV0Θ
(− j −m0,j)− 2µE
}
C−j −
−2~
2
θ
√
κθ
~2
− 1
√
2j C1−j = 0 .
Then, if C−j = 0⇒ C1−j = 0, and we get the trivial solution. Therefore, C−j 6= 0.
Linearity allows to take C−j = 1, for example, and Eq. (9.59) determines C−j+1 as
a linear function of E.
One then applies Eq. (9.58) (2j−1) times to recursively construct the remaining
(2j− 1) Fourier coefficients as polynomials of E of growing degree. In so doing one
gets Cj as a polynomial of degree 2j. Finally, the last equation (m = j),
(9.60)
{
−2κ
(
1− 2~
2
κθ
)
j + κ(2j + 1) + 2µV0Θ
(
j −m0,j
)− 2µE}Cj−
−2~
2
θ
√
κθ
~2
− 1
√
2j Cj−1 = 0 ,
determines the eigenvalues as the roots of a (2j + 1)-degree polynomial.
For example, for j = 0 we have just one equation,
(9.61) 2µE = κ+ 2µV0Θ
(
−1
2
⌊
A2
θ
− 1
⌋)
,
which determines the energy of the unique state in this irreducible representation.
Notice that the particle in this state feels the potential only if the radius of the well
is A <
√
θ.
For j = 1/2, with C−1/2 = 1, we have
(9.62) C1/2 =
θ
[
2µE − 3κ− 2µV0Θ
(− 12 −m0,1/2)]+ 2~2
2~2
√
θκ
~2
− 1
where m0,1/2 =
1
2
⌊
A2
θ − 2
⌋
and, from the condition
(9.63)
{
−κ
(
1− 2~
2
κθ
)
+ 2κ+ 2µV0Θ
(
1
2
−m0,1/2
)
− 2µE
}
C1/2−
−2~
2
θ
√
κθ
~2
− 1C−1/2 = 0 ,
we get a degree-2 polynomial whose roots,
(9.64)
E± = κµ
[
1± 12
√
µV0
κ
(
4~2
θκ +
µV0
κ − 2
) [
Θ
(
1
2 −m0,1/2
)−Θ (− 12 −m0,1/2)]+ 1
]
+ 12V0
[
Θ
(− 12 −m0,1/2)+Θ ( 12 −m0,1/2)] ,
correspond to the two eigenvectors of Hˆ in this irreducible representation, deter-
mined by the coefficient in Eq. (9.62). Notice also that, in this representation, the
particle can feel the potential only if A <
√
3θ.
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For the general case, one can introduce the generating function of the coefficients
and transform the recursion into a differential equation. Let us call
(9.65)
a = b − 1
b
, with b =
√
θκ
~2
− 1 ,
z =
θµ [E − V0Θ(m−m0)]
~2
√
θκ
~2
− 1
− θκ(2j + 1)
2~2
√
θκ
~2
− 1
,
and write
(9.66) Cm =
√
(j −m)!√(j +m)!√
(2j)!
Km+j .
Then, from Eq. (9.58) we get
(9.67) (a(n− j) + z)Kn + (2j − n+ 1)Kn−1 + (n+ 1)Kn+1 = 0 ,
for n = 1, 2, · · · , 2j − 1 and
(9.68)
(−aj + z)K0 +K1 = 0 ,
(aj + z)K2j +K2j−1 = 0 ,
for n = 0 and n = 2j respectively.
We define the generating function of the coefficients Kn as
(9.69) f(x) :=
2j∑
n=0
Knx
n
and, for constant z, transform the recursion relation in Eq. (9.67) into the linear
differential equation
(9.70) (2jx+ z − aj)f(x) + (ax− x2 + 1) f ′(x) = 0 ,
whose solution can be written as
(9.71) f(x) =
(
1− x
b
)j+ bz
b2+1
(1 + b x)
j− bz
b2+1 .
The coefficients derived from f(x) can be expressed in terms of Jacobi polyno-
mials,
(9.72) Kn =
1
n!
f (n)(0) =
(−1)n
bn
P
(
bz
b2+1
+j−n,−2j−1
)
n
(
1 + 2b2
)
.
These coefficients are polynomial in z of degree n which satisfy Eq. (9.67) for any
n ≥ 0, as can be easily verified.
Let us first consider those (2j + 1-dimensional) irreducible representations with
j ≤ m0,j. In this case, Θ
(
m−m0,j
)
= 0 for all −j ≤ m ≤ j and the particle does
not feel the step potential. Therefore, the corresponding Hamiltonian eigenvalues
are determined by the second condition in Eq. (9.68),
(9.73)
(aj + z)
(−1)2j
b2j
P
(
bz
b2+1
−j,−2j−1
)
2j
(
1 + 2b2
)
+
(−1)2j−1
b2j−1
P
(
bz
b2+1
−j+1,−2j−1
)
2j−1
(
1 + 2b2
)
= −(2j + 1)(−1)
2j+1
b2j+1
P
(
bz
b2+1
−j−1,−2j−1
)
2j+1
(
1 + 2b2
)
= 0 ,
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where the recursion for these polynomials for n = 2j has been employed. Then,
the 2j + 1 roots of the polynomial in z
(9.74) P
(
bz
b2+1
−j−1,−2j−1
)
2j+1
(
1 + 2b2
)
= 0 , zr , r = 1, 2, · · · , 2j + 1 ,
give the eigenvalues as
(9.75) Er = zr
~
2
√
θκ
~2
− 1
θµ
+
(2j + 1)κ
2µ
.
On the other hand, for those irreducible representations with j > m0,j , one must
construct a second set of coefficients satisfying the recursion with the shifted value
of z as well as the second line in Eq. (9.68), and then determine the spectrum by
imposing the two matching conditions corresponding to Eq. (9.67) with m = m0,j
and m = m0,j + 1.
For definiteness, let us refer to the infinite cylindrical well potential. From Eqs.
(9.67) and (9.65) one sees that Cm ∼ O
(
V0
−1) for any m ≥ m0,j + 1. Therefore,
in the V0 →∞ limit we must have
(9.76) (am0,j + z)Km0,j+j + (j −m0,j + 1)Km0,j+j−1 = 0 ,
which, according to the recursion satisfied by the polynomials in Eq. (9.72), im-
plies that the eigenvalues are determined by the roots of the (m0,j + j + 1)-degree
polynomial in z
(9.77) P
(
bz
b2+1
−m0,j−1,−2j−1
)
m0,j+j+1
(
1 + 2b2
)
= 0 .
Consequently, in this irreducible representation there are (m0,j + j + 1) linearly
independent Hamiltonian eigenvectors, while those states with m ≥ m0,j+1 (mean
squared radius grater than the well squared radius) are not accesibles to the particle.
10. Conclusions and discussion
In the framework of Quantum Mechanics on the noncommutative phase space,
we have studied in this article the algebraic structure of the extension to such spaces
of two-dimensional nonrelativistic rotationally invariant Hamiltonians.
In so doing, we have considered nonvanishing commutators not only for coordi-
nates but also for momenta, as in Eq. (2.1). With no loose of generality, we have
taken θ > 0. In this phase space, we have constructed the generators of coordinate
translations, Kˆi (playing a role similar to that of the magnetic translations), and
the rotations generator on both the coordinates and momenta planes, Lˆ, as well as
operators which realize the discrete transformations of parity and time-reversal, Pˆ
and Tˆ (defined up to an Sp(4,R) transformation). These operators reduce to their
ordinary counterpart in the κ, θ → 0 limit, but they are singular at the critical
value of the momentum noncommutativity parameter, κ → κc = ~2/θ. At this
point, a dimensional reduction takes place, since the system can there be described
in terms of only one pair of conjugate dynamical variables. This fact requires sep-
arate descriptions for the two regions κ > κc and κ < κc and then, as remarked in
[25, 24], these systems present two quantum phases, of which only the second one
can be connected with the ordinary (commutative) case.
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Irrespective of the region, we have found that the rotationally invariant Hermit-
ian quadratic forms in the noncommutative dynamical variables generate a three-
dimensional Lie algebra, which corresponds to the compact algebra su(2) for κ > κc
and to the noncompact algebra sl(2,R) for κ < κc. In particular, in the last case
the realization of the standard generators are somewhat different for κ < 0 than for
0 < κ < κc. Therefore, we have had to consider three non overlapping parameter
regions.
We have also shown that, in all cases, the quadratic Casimir operator is given in
terms of Lˆ2, relation which imposes a constraint on the physically sensible unitary
irreducible representations of the direct product of SU(2) or SL(2,R) with the
rotations group SO(2). Moreover, even though the rotationally invariant quadratic
forms and Lˆ do not transform in general under Pˆ or Tˆ as their ordinary counterparts
do and their transformation rules differ from one region to the other, they are all
PˆTˆ invariant.
It is worth noticing that this algebraic structure is a consequence of the noncom-
mutativity properties of both coordinates and momenta, since the generators of
these nonabelian Lie algebras do not have a well defined double limit for κ, θ → 0.
Only the Casimir operator has a well defined behavior since Lˆ reduces in this limit
to the ordinary angular momentum.
The noncommutative extension of the most general nonrelativistic rotationally
invariant Hamiltonian is a function of the Hermitian invariants Pˆ2, Xˆ2, (Pˆ · Xˆ +
Xˆ · Pˆ) and Lˆ itself (So, it is also PˆTˆ invariant). Therefore, it can be expressed in
terms of the generators of the corresponding three-dimensional Lie algebra and Lˆ
only, and the Hamiltonian characteristic subspaces are necessarily contained in the
representation spaces of unitary irreducible representations of the direct product
SU(2)⊗ SO(2) or SL(2,R)⊗ SO(2) (according to κ > κc or κ < κc respectively)
which also satisfy the constraint between the quadratic Casimir and the (integer)
eigenvalues of Lˆ.
It is worth to remark at this point that, while the unitary irreducible represen-
tations of SU(2) are of finite dimension, those of SL(2,R) are not. Moreover, the
positivity of Xˆ2 (or, equivalently, Pˆ2), followed from the assumed Hermiticity of
the dynamical variables, selects those irreducible representations of SL(2,R) in the
discrete class [77, 78] in which the representations are characterized by an integer
or half-integer k which bounds from below the eigenvalues of J0.
From this algebraic point of view, we have analyzed the simple cases of the (non-
commutative extensions) of the isotropic harmonic oscillator and the Landau model,
getting results completely consistent with the well known ones obtained from Bopp’
s shifts of ordinary dynamical variables. Indeed, by considering the relevant unitary
irreducible representations of the group SU(2)⊗ SO(2) for the region κ > κc and
those of SL(2,R)⊗SO(2) for 0 < κ < κc or κ < 0, we have obtained the expression
of the Hamiltonian eigenvectors of the extended isotropic oscillator and shown that
its spectrum (in the three regions) is equivalent to that of two uncoupled harmonic
oscillators with frequencies dependent on both noncommutativity parameters, in
agreement with the results obtained in [24, 25], for example. This spectrum is
time-reversal invariant, even though the Hamiltonian has not this symmetry, which
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is consistent with the mapping onto a pair of (time-reversal invariant) ordinary
harmonic oscillators.
Similarly, for the Landau model in the different parameter regions we have ob-
tained the eigenvectors and shown that the spectrum corresponds to Landau levels
with infinite degeneracy and a constant gap between them, which depends on an
effective magnetic field receiving corrections from both noncommutativity param-
eters, also in agreement with known results. In particular, for this system one can
study the mean square radius in the Hamiltonian eigenvectors and define a density
of states on the noncommutative plane which reduces to the ordinary one in the
commutative limit and diverges for κ→ κc from both sides, where the dimensional
reduction takes place.
We have also remarked that the contributions to the spectrum and density com-
ing from θ and κ have different dependencies on B, which gives the possibility that
an experiment performed at different values of the external magnetic field could
establish some bounds on the noncommutativity parameters.
We have also considered the case of a general central potential V (Xˆ2) within
this algebraic approach, showing that the Hamiltonian eigenvalue problem, when
expressed in relation with the representation space of a unitary irreducible repre-
sentation of the corresponding group, is reduced to a linear three-term recursion
relation for the Fourier coefficients of the eigenvectors. Indeed, for κ > κc, a unitary
SU(2) transformation (which preserves the spectrum) diagonalizes Xˆ2 and, then,
the central potential. Since Pˆ2 is also expressed in terms of the generators, it has
definite transformation rules which finally reduce the eigenvalue equation to a re-
cursion involving three consecutive coefficients of the solution expansion. Linearity
allows to arbitrarily fix the first coefficient, the first recursion step determines the
second one and the successive coefficients are recursively obtained as polynomials
in the eigenvalue of growing degree. Since the irreducible representations of SU(2)
are of finite dimension, there is a last equation which determines the energies as the
roots of a polynomial whose degree depends on the dimension of the representation.
Similarly, for κ < κc there is a unitary transformation in SL(2,R) which diag-
onalizes the central potential and transforms in a definite way the kinetic term.
Expressing the eigenvector in terms of the basis of a unitary irreducible represen-
tation of this group in the discrete class, one also gets a linear three-term recursion
relation for the Fourier coefficients. Since J0 is bounded below, there is a first equa-
tion determining the second coefficient in terms of the first one (which can be chosen
equal to 1), from which one can recursively determine the remaining coefficients.
Since in this case the irreducible representations are not finite-dimensional, to get
the bound states one must impose a normalizability condition (Bessel’s inequality),
which finally determines the spectrum.
These ideas were applied to the case of a cylindrical well potencial. Since the co-
ordinates are represented by Hermitian operators on a Hilbert space, the boundary
of the well, separating the interior from the exterior, is implemented by means of
an orthogonal projector onto a subspace of the representation space defined by a
condition on the mean square radius. This allows to reduce the eigenvalue equation
to a linear three-term recursion for the Fourier coefficients, in which the poten-
tial term changes when going from the interior to the exterior. This occurs for a
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particular eigenvalue of J0, and the equations involving the corresponding coeffi-
cient imposes a set of matching conditions which appears as an effective boundary
condition. These kind of recursion relations (with constant potential) admits two
linearly independent solutions, which gives one the necessary freedom to satisfy the
first equation and the matching conditions, to finally determine the eigenvalues by
imposing the normalizability condition.
Following this scheme we have been able to solve first the case of the cylindrical
well potential with κ = 0. We have found the two linearly independent solutions of
the recursion for the interior and the exterior of the well (which can be expressed in
terms of Laguerre polynomial and Kummer’s confluent hypergeometric functions),
and taken linear combinations which satisfy the first equation in the recursion
and the normalizability condition. The eigenvalues are then determined by (the
imposition of) the matching conditions. This problem simplifies in the case of an
infinite well potential, for which the eigenvectors belong to the interior subspace
and the eigenvalues are determined by the zeroes of a Laguerre polynomial. These
results are in complete agreement with those in [60], where this problem has been
considered in a formulation of the noncommutative plane with the space of quantum
states of the system realized in terms of Hilbert-Schmidt class operators acting on
an auxiliary Hilbert space.
We have also studied the cylindrical well potential for the different regions of the
κ parameter. In so doing, for each irreducible representation, we have translated
the recursion relation for the Fourier coefficients of the eigenvector expansion cor-
responding to each subspace with constant potential (the interior and the exterior
of the well) into a homogeneous differential equation for the generating function
of these coefficients. This is a first order differential equation which can be solved
employing the first equation in the recursion as an initial condition, so that the
resulting coefficients are expressed in terms of Jacobi polynomials (or, equivalently,
in terms of Gaussian hypergeometric functions). A linearly independent solution of
the recursion (except for the first equation) can be derived from a second generating
function which solves the same differential equation with a constant inhomogeneity.
Once more, for the cases 0 < κ < κc and κ < 0, the matching conditions and
the Bessel inequality determine the spectrum. The problem simplifies for the infi-
nite well potential, for which the Fourier coefficients corresponding to the exterior
subspace vanish and the recursion relations for the Jacobi polynomials determine
the eigenvalues in terms of the roots of a polynomial expression in the energy, con-
dition which can also be expressed in terms of a hypergeometric function whose
parameters depend on the energy eigenvalue. It is worth noticing that the κ → 0
limit of the generating function is smooth and reduces to the generating function
of Laguerre polynomials, thus reproducing the results previously described for this
particular case.
The analysis for the case κ > κc is similar, except that the normalizability
condition is replaced by the last recursion equation, since in this case the irreducible
representations are of finite dimension. One can also introduce here a generating
function, obtained as the solution of a first order differential equation with an
initial condition, to get (for constant potential) the coefficients expressed in terms
of Jacobi polynomials. The spectrum of the infinite well potential is determined by
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the zeroes of a polynomial expression which can also be related to a hypergeometric
function, similarly to the previous case. As far as we know, these results have not
been previously obtained.
In conclusion, we have shown that the spectrum of rotationally invariant nonrel-
ativistic Hamiltonians extended to the noncommutative phase space with nonvan-
ishing constant noncommutativity in both coordinates and momenta can be derived
directly from the properties of the nonabelian Lie algebra generated by the rota-
tionally invariant quadratic forms in the noncommutative dynamical variables, with
no need of an explicit realization in terms of ordinary dynamical variables. Indeed,
in each region of parameters, these Hamiltonians can be expressed as functions of
the generators of these three-dimensional algebras and the generator of rotations on
the coordinates and momenta planes (which is related to the quadratic Casimir),
and the analysis can be reduced to the relevant unitary irreducible representations
of these groups.
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Appendix A. Unitary transformations in SL(2,R) and SU(2)
Let us first recall that the generators in the fundamental (nonunitary irreducible)
representation of SL(2,R) can be chosen as [78]
(A.1) X0 = −1
2
σ2 , X1 =
ı
2
σ1 , X2 =
ı
2
σ3 ,
where σi , i = 1, 2, 3, are the Pauli matrices. These generators satisfy the commu-
tation relations
(A.2) [Xµ, Xν ] = −ıǫµ,ν,λXλ ,
where Xµ = ηµνXν , with (η
µν) = diag (1,−1,−1).
It is straightforward to verify by direct computation that
(A.3) eıαX2 (AX0 +BX1) e
−ıαX2 = A
√
1− B
2
A2
X0
for A,B ∈ R with |A| > |B|, if we take tanhα = B/A.
Then, in any unitary representation of SL(2,R) (with Hermitian generators Ji)
we also have
(A.4) eıαJ2 (AJ0 +BJ1) e−ıαJ2 = A
√
1− B
2
A2
J0 .
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Indeed, the left hand side of Eq. (A.4) can be written as
(A.5)
∞∑
k=0
(iα)
k
k!
(
[J2, ·]k (AJ0 +BJ1)
)
=
= (A coshα−B sinhα)J0 + (B coshα−A sinhα)J1 .
The coefficient of J1 on the right hand side of this equation vanishes if we choose
tanhα = B/A (for |B/A| < 1), in which case one gets the right hand side of Eq.
(A.4).
Similarly,
(A.6)
eıβJ1 (AJ0 +BJ2) e−ıβJ1 =
= (A coshβ +B sinhβ)J0 + (A sinhβ +B coshβ)J2 .
Therefore, by choosing tanhβ = −B/A, for real A,B with |A| > |B|, one gets
(A.7) eıβJ1 (AJ0 +BJ2) e−ıβJ1 = A
√
1− B
2
A2
J0 .
.
On the other hand, for any unitary representation of SU(2), with Hermitian
generators Ji , i = 1, 2, 3 and A,B ∈ R, we immediately obtain
(A.8)
eiϕJ2 (AJ3 +BJ1) e
−iϕJ2 =
= (A cosϕ+B sinϕ)J3 + (−A sinϕ+B cosϕ) J1 .
Then, taking tanϕ = B/A with ϕ ∈ (−pi2 , pi2 ) we get
(A.9) eıϕJ2 (AJ3 +BJ1) e
−ıϕJ2 = A
√
1 +
B2
A2
J3 .
Appendix B. Relation between J2 and Lˆ2
Let us define the operators
(B.1) A =
X√
θ
+ i
P√
κ
, A† =
X√
θ
− i P√
κ
.
We have
(B.2) [Ak, Al] = 0 ,
[
A†k, A
†
l
]
= 0 ,
[
Ak, A
†
l
]
= 2iǫkl + 2
√
~2
κθ
δkl ,
which imply that
(B.3)
[
2iǫklA
†
kAl, A
†
iAi
]
= 0 ,
and
(B.4)
[
AkAk, A
†
lA
†
l
]
= 2
[
Ak, A
†
l
]{[
Ak, A
†
l
]
+ 2A†lAk
}
=
= −8iǫklA†kAl + 8
√
~2
κθ
A†kAk − 16
(
1− ~
2
κθ
)
.
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In particular, we get
(B.5)
(
A†kAk
)(
A†lAl
)
= A†k
[
Ak, A
†
l
]
Al +A
†
kA
†
lAkAl =
= 2iǫklA
†
kAl + 2
√
~2
κθ
A†kAk +A
†
kA
†
lAkAl ,
(B.6)
(
iǫklA
†
kAl
)(
A†iAi
)
= iǫklA
†
k
[
Al, A
†
i
]
Ai + iǫklA
†
kA
†
iAlAi =
= 2A†kAk + 2i
√
~2
κθ
ǫklA
†
kAl + iǫklA
†
kA
†
iAlAi ,
(B.7)
(
iǫklA
†
kAl
)(
iǫijA
†
iAj
)
= −ǫklǫij
{
A†k
[
Al, A
†
i
]
Aj +A
†
kA
†
iAlAj
}
= 2iǫklA
†
kAl + 2
√
~2
κθA
†
kAk − ǫklǫijA†kA†iAlAj ,
and
(B.8) AkAkA
†
lA
†
l = A
†
lA
†
lAkAk − 8iǫklA†kAl + 8
√
~2
κθ
A†kAk − 16
(
1− ~
2
κθ
)
.
For κ > κc, we can write
(B.9)
Lˆ
~
=
√
κθ
~2
2
(
1− κθ
~2
)
{
−iǫklA†kAl +
√
κθ
~2
A†kAk
}
,
J3 =
1
4
(
1− ~2κθ
)
{
iǫklA
†
kAl −
√
~2
κθ
A†kAk
}
+
1
2
,
J1 =
1
8
√
1− ~2κθ
{
A†kA
†
k +AkAk
}
,
J2 =
i
8
√
1− ~2κθ
{
A†kA
†
k −AkAk
}
,
from which we get
(B.10)
4J2 = 1 +
1
4
(
1− ~2κθ
)2
{
iǫklA
†
kAl −
√
~2
κθ
A†kAk
}2
+
+
1(
1− ~2κθ
)
{
iǫklA
†
kAl −
√
~2
κθ
A†kAk
}
+
1
8
(
1− ~2κθ
) {A†kA†kAlAl +AlAlA†kA†k} .
A straightforward calculation which takes into account Eqs. (B.2) - (B.8) shows
that
(B.11) 4J2 −
(
Lˆ
~
)2
= −1 .
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For κ < κc, we write
(B.12)
J0 = −1
4
(
~2
κθ − 1
)
{
iǫklA
†
kAl −
√
~2
κθ
A†kAk
}
+
1
2
,
J1 = 1
8
√
~2
κθ − 1
{
A†kA
†
k +AkAk
}
,
J2 = i
8
√
~2
κθ − 1
{
A†kA
†
k −AkAk
}
,
and
(B.13)
4J 2 = 1 + 1
4
(
~2
κθ − 1
)2
{
iǫklA
†
kAl −
√
~2
κθ
A†kAk
}2
−
− 1(
~2
κθ − 1
)
{
iǫklA
†
kAl −
√
~2
κθ
A†kAk
}
− 1
8
(
~2
κθ − 1
) {A†kA†kAlAl +AlAlA†kA†k} ,
from which one gets the same result as in Eq. (B.11).
Appendix C. More algebraic structure
In Section 2 we have remarked that, independently of the linear realization of
the dynamical variables chosen, the generator of rotations on the noncommutative
plane Lˆ can be incorporated as one of the generators of an su(2) or an sl(2,R) Lie
algebras, according to κ is less or greater than the critical value κc [25, 35].
Indeed, let us now define for a vectorial operator V± := (Vˆ1 ± ıVˆ2)/
√
2 where Vˆ
stands for Xˆ, Pˆ or Kˆ (See Eq. (2.8)). Then, we get that Lˆ can be written as
(C.1)
Lˆ =
1(
1− θκ
~2
) {ı (X+P− −X−P+)+
+
θ
2~
(P+P− + P−P+) +
κ
2~
(X+X− +X−X+)
}
and satisfy
(C.2)
[
Lˆ, V±
]
= ±~V± .
We now introduce the quadratic expressions P±K±. We have
(C.3)
[
Lˆ, P±K±
]
= ±2~P±K± ,
[P+K+, P−K−] = − κ(
1− θκ
~2
) P+P− + κK−K+ =
=
κ2
~
(
1− θκ
~2
) Lˆ .
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Therefore, for κ < κc we can define the Hermitian operators
(C.4) J3 :=
Lˆ
~
, J± :=
√
2
√
1− θκ
~2
|κ| P±K± ,
which generate an su(2) Lie algebra,
(C.5) [J3, J±] = ±J± , [J+, J−] = 2J3 ,
with the quadratic Casimir operator given by
(C.6)
J2 = J±J∓ + J3(J3 ∓ 1) =
=
1
2


(
Pˆ2
κ
+
Lˆ
~
)2
+
Lˆ2
~2
− 1

 ,
as can be straightforwardly verified. Notice that this operator commutes with Pˆ2
but not with Xˆ2.
On the other hand, for κ > κc we define
(C.7) J0 := Lˆ
~
, J± :=
√
2
√
θκ
~2
− 1
κ
P±K± ,
which generate an sl(2,R) (or, equivalently, su(1, 1)) Lie algebra,
(C.8) [J0,J±] = ±J± , [J+,J−] = −2J0 ,
with the Casimir operator J 2 = J0(J0∓ 1)−J±J∓ taking the same expression as
in the second line in Eq. (C.6).
Notice that while the unitary irreducible representations of su(2) are of finite
dimension, those of sl(2,R) are infinite-dimensional.
Similarly to the introduction of Ki, we can define translation operators on the
noncommutative momenta plane,
(C.9) Mˆi :=
1(
θκ
~2
− 1)
(
Xˆi +
θ
~
ǫijPˆj
)
,
which satisfy the commutator algebra
(C.10)
[
Mˆi, Xˆj
]
= 0 ,
[
Mˆi, Pˆj
]
= −ı~δij ,
[
Mˆi, Mˆj
]
=
−ıθ ǫij(
1− θκ
~2
) , [Lˆ, Mˆi] = ı~ ǫijMˆj .
We also introduce the quadratic expressions X±M± which satisfy
(C.11)
[
Lˆ,X±M±
]
= ±2~X±M± ,
[X+M+, X−M−] =
θ2
~
(
1− θκ
~2
) Lˆ .
Then, for κ < κc we can define the Hermitian operators
(C.12) N3 :=
Lˆ
~
, N± :=
√
2
√
1− θκ
~2
θ
X±M± ,
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which generate an su(2) Lie algebra,
(C.13) [N3, N±] = ±N± , [N+, N−] = 2N3 ,
with the quadratic Casimir operator given by
(C.14)
N2 = N±N∓ +N3(N3 ∓ 1) =
=
1
2


(
Xˆ2
θ
+
Lˆ
~
)2
+
Lˆ2
~2
− 1

 ,
which commutes with Xˆ2 but not with Pˆ2.
On the other hand, for κ > κc we define
(C.15) N0 := Lˆ
~
, N± :=
√
2
√
θκ
~2
− 1
κ
P±K± ,
which generate an sl(2,R) Lie algebra,
(C.16) [N0,N±] = ±N± , [N+,N−] = −2N0 ,
with the Casimir operator N 2 = N0(N0 ∓ 1)−N±N∓ taking the same expression
as in the second line in Eq. (C.14).
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