ABSTRACT: In this article, we present advances in microwave and RF device modeling exploiting the space mapping (SM) technology. New SM-based modeling techniques are proposed that are easy to implement entirely in the Agilent ADS framework. A simplified SM-based model description is discussed. Using a two-section transformer example, we show how the modeling accuracy is affected by the model flexibility. Tables, diagrams, and flowcharts are developed to help in understanding the concepts. This makes the SM modeling concept available to engineers through widely used commercial software. Our approach permits the creation of library models that can be used for model enhancement of microwave elements. Frequency-interpolation techniques are discussed and implemented. A set of four different SM-based models is presented along with corresponding implementations in the ADS schematic for a microstrip right-angle bend and a microstrip shaped T-junction. We use a three-section transformer to illustrate the implementation procedure in full details. We apply the technique to a more complicated HTS filter modeling problem. Fine-model data is obtained from Sonnet's em. We discuss the relation between the model complexity and accuracy as well as further improvement of the model.
I. INTRODUCTION
Space mapping (SM) technology [1] [2] [3] addresses the issue of reducing unnecessary time-consuming fullwave EM simulations of microwave structures in device modeling problems and design optimization. SM assumes the existence of "fine" and "coarse" models.
The "fine" model may be a CPU-intensive EM simulator that provides high accuracy. The "coarse" model is a simplified representation, typically an equivalent circuit with empirical formulas. Modeling implementations of SM exploit the computational efficiency of coarse models and the accuracy of corresponding fine models so as to realize fast and accurate (enhanced) models valid in a wide range of the parameter spaces. Space derivative mapping [4] , the so-called generalized SM [5] and SM-based neuromodeling [6, 7] are three approaches. Space derivative mapping uses the Jacobians of the fine and coarse models. The generalized SM approach exploits input and frequency mapping, and multiple SM. These are simple methods, however, they only use the so-called input space mapping and frequency scaling, which may not provide enough flexibility for more compli-cated problems. SM-based neuromodeling establishes the mapping using artificial neural networks. This approach is reliable; however, it cannot be directly implemented in ADS and requires specialized neural network software. A review of different SM methods is presented in [3] .
It is desirable to engineers that SM-based models can be set up and used in connection with (or even within) available commercial software. Our article explores this possibility. We consider a family of models that is implemented entirely in the Agilent ADS [8] framework. The family involves only certain combinations of input and output space mapping. The models can be used as library models for corresponding microwave elements and hence for direct CAD, optimization, and yield design. 
II. MODEL DESCRIPTION
Let R f : X f 3 R m and R c : X c 3 R m denote the fine and coarse model response vectors, where X f ʕ R n and X c ʕ R n are design variable domains of the fine and coarse models, respectively. For example, R f (x) and R c (x) may represent magnitudes of a microwave filter transfer function at m chosen frequencies.
We denote by X R ʕ X f the region of interest in which we want enhanced matching between the surrogate and the fine model. We assume that X R is an n-dimensional interval in R n with center at reference point x 0 ʦ R n :
where
, ␦) to denote the region of interest defined by x 0 and ␦.
The number of fine-model evaluations used to construct a surrogate should be small, since we assume that each evaluation is expensive. But, we have to account for the dimension of the design variable space. In this work, we use the set of evaluation points (also called the base set) denoted by X B , to consist of 2n ϩ 1 points (Figure 2 ), where n ϭ dim(X f ). We have
where x 0 is the reference point, and
T is a unit vector with 1 at the k th position; ␦ k is the size of the region X R along the k th axis. This distribution of points is called the star distribution [5] . In general, the base set is not limited to the star distribution.
We simplify the description in [9] . We define a generic surrogate model
with matrices A ϭ diag{a 1 ,…,a m }, BʦM nϫn , cʦM nϫ1 , and dʦM mϫ1 (M kϫl denotes the set of kϫl real matrices). B and c account for the input mapping [5] . A and d provide an output mapping [10] . We consider four SM-based surrogate models R si : X f 3 R m , i ϭ 1, 2, 3, 4. All the models are defined as
for i ϭ 1, 2, 3, 4, where matrices A , B , c , and d found using the parameter extraction 
This procedure may be visualized as in Figure 3 . The optimization algorithm uses the error between the fine and the surrogate to adjust B, c, A, and d. Parameter extraction (6) for model R s1 is subject to the constraints A ϭ I n , and d ϭ 0 mϫ1 (I n is an nϫn identity matrix, 0 mϫ1 is the zero M mϫ1 matrix,). For model R s2 the constraint is d ϭ 0 mϫ1 . For model R s3 the constraint is A ϭ I n . In the case of model R s4 , the parameter extraction is performed without constraints. We summarize this in Table I , in which we list five models/surrogates with different flexibilities or degrees of freedom. The constraint limits the number of mapping variables of the models. The less constrained the model, the more it gains complexity and accuracy. For R s1 , we use a linear input mapping for the design variables. For R s2 , R s3 , and R s4 , complexity is gradually added using output mapping parameters A and/or d to calibrate the responses. A discussion of other properties and limitations of this approach is provided in section V. Figure 4 shows the SM modeling flowchart. We start by selecting the fine and coarse models and deciding on the mapping parameters B, c, A, d. We generate 2n ϩ 1 base points and multiple random test points (test set). All the (base and test) points are simulated using the fine model. We perform parameter extraction using 2n ϩ 1 base points simultaneously. We test the SM-based surrogate model using the test set. Figure 5 indicates the test configuration of the SM-based surrogate model and the fine model. 
The other way of interpolation is formulated as
where a j and d j are the j th components of the diagonal element of matrix A and vector d, respectively, is given by (8) , and R c () is the (input-mapped coarse model) frequency response at .
The method based on (9) takes full advantage of the (input-mapped) coarse model. Since the (inputmapped) coarse model is smooth in most cases, the linear interpolation (9) is smoother than (7) . A comparison is given in section IV.
We now use a two-section transformer to show how increasing the flexibility of the model improves its accuracy. We consider a capacitively loaded 10:1 impedance transformer. The "coarse" model and the "fine" model are an ideal two-section transmission line (TL) and a capacitively-loaded TL with capacitors C 1 ϭ C 2 ϭ C 3 ϭ 10 pF. See Figure 6 Figure 7 shows the coarse-model error surface plot. Figures 8 and 9 show the R s1 and R s2 model error surface plots. R s2 with increased parameters has a higher accuracy than R s1 .
III. ADS IMPLEMENTATION
Unlike the design optimization framework [11] , our modeling implementation uses several points concurrently for parameter extraction. Instead of using the SNP [8, 11] file, we uses Agilent's S2PMDIF (multidimensional 2-Port S-parameter file) component in the schematic. It can read and "look up" or "interpolate" responses with regard to the desired parameters in measurement data interchange format (MDIF). The sets (base set or test set) of desired parameters are saved in a database file. They can be read by the data 
A. ADS Schematic-Modeling Framework for SM with Two-Ports
Step 1: Set up the fine-model simulator (for example, Sonnet em [12] ); execute simulations using the base set of points; save the responses in MDIF format.
Step 2: Set up the coarse model in the ADS schematic; set up the SM surrogate models as (4) (the input and output mapping settings are shown in Figure 11 ); set up the equality constraints in Table  I to represent different models by fixing certain mapping parameters; set up the optimization and goals components (matching the magnitude of S 11 , and so on); set up the parameter sweep to sweep the base set; set up the DAC component to read the base set point values from the database file; set up S2PMDIF to read the fine-model responses. Step 3: Calibrate the coarse model (SM-based surrogate) with regard to the mapping parameters B, c, A, and d to match the fine model at all base points using the ADS optimization algorithm (this is the parameter-extraction step); update the model.
Step 4: Deactivate the optimization and goals.
Step 5: Generate random test points and save them in a test set database file; set up the fine-model simulator; simulate using the test set; save the responses in a MDIF file.
Step 6: Revise the parameter sweep, DAC, and S2PMDIF components in the schematic to load the test set of values and responses.
Step 7: Simulate and compare the responses.
Step 8: Interpolate the responses with regard to frequency.
Comment. In step 3, if a good match cannot be achieved, an additional operation may be needed, for example, increasing flexibility. In step 7, if the test is not satisfactory, we may require more data. These points are discussed in section V.
Next we can use the surrogate after deleting or deactivating the parameter sweep, DAC, and S2PMDIF with its terminals from the schematic. We can apply the parameters to the surrogate as to a new model. The model is easily switched between R c , R s1 , 
IV. EXAMPLES
In this section, we illustrate the implementation into the ADS framework of the models introduced in section II. The models are set up using 2n ϩ 1 base points (n is the number of design variables), as described in section II. For each example, we perform a statistical analysis of the model error using the set of test points randomly chosen in the region of interest (with uniform distribution). The error is measured as an l 2 norm of the difference between the fine and the surrogate model responses. It is worth mentioning that we always restrict ourselves to on-grid points in Sonnet's em for the base and test sets.
A. Microstrip Right-Angle Bend [9]
The design parameters of the microstrip right-angle bend [5] are width W, substrate height H, and dielectric constant r [see Figure 12 We develop an Agilent ADS empirical model for the microstrip right-angle bend in Figure 12 (a). The fine model is analyzed by Sonnet's em using 1 ϫ 1 mil mesh size and the circuit model is the LC circuit shown in Figure 12(b) . The equivalent circuit parameters are calculated from expressions developed by Kirschning, Jansen, and Koster according to their formula in [13] . Table II shows the statistical analysis of the modeling error for 10 random test points. Figures 13 and  14 show error plots for the coarse model R c and surrogate model R s4 , respectively. Figure 15 shows ͉S 11 ͉ versus frequency for the fine model (Ϫ), the coarse model (ϫ), and the R s2 model (E) for one test point.
B. Microstrip Shaped T-Junction [9]
In this example we consider a shaped T-junction [5] , as shown in Figure 16 T . Table III shows the statistical analysis of the modeling error for 24 random test points. Figures 17 and  18 show error plots for the coarse model R c and surrogate model R s4 , respectively. Figure 19 shows ͉S 11 ͉ and ͉S 22 ͉ versus frequency for the fine model (Ϫ), the coarse model (ϫ), and the R s2 model (E) at one test point.
C. Three-Section Microstrip Transformer
Next we illustrate the ADS modeling implementation in a detailed three-section microstrip impedance trans- 
T and The fine model is imported using the S2PMDIF component (Figure 21 ). Prior to ADS simulation (modeling), we generated 13 base and 20 test Sonnet's em .son files using an internal Matlab geometry capture [14] program. The 33 files were simulated in Sonnet's em batch mode to produce 33 individual output (response) MDF files instead of one large MDF file. This is slightly different from the implementations in Figure 10 and subsections A and B. During ADS simulation, the output filename and parameter list files (Figure 22 ) are imported and swept using the DAC and parameter sweep, as shown in Figure 23 . The goal and optimization algorithm components for the modeling are shown in Figure 24 . Figure 25 shows the design parameters, input mapping, and parameter initial values. To avoid tedious typing, a simple Matlab program is written to generate the input mapping matrix multiplication data block. The whole data block can be copied and pasted into the VAR component using a "Name ϭ Value" entry mode. The same procedure is used for generating the starting mapping parameter value block for the output mapping (see Figure 26) . Table IV shows the statistical analysis of the modeling error for 20 random test points. Figure 27 shows the error plots for the coarse model R c and surrogate model R s4 , respectively. Now we can start to use the model we obtained from the modeling procedure. A few changes need to be made to the schematic. Since the modeling uses a fixed frequency sweep, the sizes of matrix A and vector d are not flexible for any other desired frequency sweep. We use two ways to interpolate the frequency sweep according to section II: (i) we interpolate R s directly using the Eqn component in the data display window (see Figure 28) , and the interp function generates interpolated responses between m frequency points; or (ii) as in Figure 29 , the optimized matrix A and vector d are saved in files and imported using the DAC with linear interpolation (Figure 30) . In either way, the model is ready for any frequency sweep. From Figure 31 , we can see that interpolating A and d gives a smoother curve than interpolating R s directly. Setting the design parameters to be optimizable, we can optimize the new model by changing the goal and optimization algorithm to a minimax design, as shown in Figure 32 . We can also do yield optimization by simply changing the setting (Figure 33 ). We show a yield-analysis responses plot and histogram in Figures 34 and 35 , respectively. When using a 5% tolerance, 63% yield is obtained using the ADS SM-based model. We apply yield analysis to the Sonnet's em fine model using the same specification and obtain 56% yield (Figures 36 and 37) . The discrepancy between 
D. HTS Filter Example
We consider the HTS bandpass filter of [15] . The physical structure is shown in Figure 38 (a). The design variables are the lengths of the coupled lines and the separation between them, namely, We use an Agilent ADS coarse model as in [16] , which consists of empirical models for single and coupled microstrip transmission lines [see Figure  38 (b)]. Notice the symmetry in the HTS structure, that is, coupled lines "CLin5" are identical to "CLin1" and "CLin4" to "CLin2". The fine and coarse model parameters are given by
The fine model is simulated by Sonnet's em using a 1 ϫ 1 mil mesh size. Table V shows the region of interest [6] . The statistical analysis of the modeling error for 20 random test points is given in Table VI . Figures 39(a) and 39(b) show error plots for the coarse model R c and surrogate model R s4 , respectively. Figure 40 shows ͉S 21 ͉ versus frequency for the fine model (Ϫ), the coarse model (ϫ), and the R s4 model (E) at one test point. Figure 41 shows an ͉S 21 ͉ comparison for the HTS filter at three test points, where the R s4 model is interpolated and finely swept. The results are similar to those obtained by frequency partial-space-mapped neuromodeling [6] .
V. DISCUSSION AND FURTHER IMPROVEMENT OF SM MODELING
The modeling methodology presented in this article is simple and has the important advantage of requiring a A small parameter-extraction error at the base points (or, equivalently, good model accuracy at the base points) indicate that the only way of increasing model accuracy is to include more fine-model data. Unfortunately, SM is not suitable for handling a large amount of fine-model data by itself, that is, increasing the number of base points does not help if the number of degrees of freedom of the model remains unchanged. Possible solutions are: (i) dividing the region of interest into smaller subregions so that a separate SM model is set up for each subregion (problems: the number of regions grows exponentially with the dimension of the design parameter space; a common problem with subregions can be discontinuity or at least a lack of higher-order regularity at the border between the regions); (ii) as above, but setting up one SM model for the whole region and individual models for subregions based on classical approximation/interpolation methods. [15] ; (b) the coarse model [16] as implemented in Agilent ADS [8] . 
VI. CONCLUSION
In this article, we have presented a simplified SMbased surrogate methodology for RF and microwave CAD modeling, implemented and verified entirely in Agilent ADS. We show that it is easy to switch between the surrogates in the ADS schematic. The surrogates are easy to use as enhanced library models. The models offer good accuracy that is much better in our examples than in the models on which they are based.
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