The observation error covariance (R) matrix is a key component in the data assimilation (DA) process for retrieval of atmospheric state parameters (ASPs), also impacting the subsequent numerical weather forecast. However, one commonly used type of R matrix depends on instrument noise, which contravenes reality because the retrieved ASPs would depend on the instrument used. Other types of R matrix rely on the observation operator (H), analyzed state (x a ), background error covariance (B) matrix or the background state (x b ), and the selected forecast ensemble. All these dependences reduce the representativeness of the R matrix, since the correctness of H needs verification and no true values exist for x a or x b . As such, a better method to correctly specify the R matrix is needed. Through the physical mechanism occurring between incident radiation and particles in the atmosphere, which complies with the phenomena of energy absorption and emission, correlations among bands or channels in a detected atmospheric radiance spectrum occur. This paper thus proposes a data-derived R matrix based on a large number (N) of detected atmospheric radiance spectra constructed from N real-time measurements, where N real-time measurements can be acquired by staring at some observation location of interest during a short amount of time. This data-derived R matrix for satellite radiance observations does not rely on any assumed quantities and is unambiguous. Technically, recording N real-time measurements is achievable by modifying the trigger configuration of data recording from ground.
Introduction
Modern numerical weather prediction (NWP) systems require accurate determination of the initial atmospheric state to produce a reliable weather forecast. This is achieved through data assimilation (DA). The DA attempts to blend two sources of information, the observations and the background fields, which are weighted by their respective error statistics. Although many types of observations can be assimilated in NWP systems, we focused on satellite observations, which have been found to have the largest impact of all the different observation types [1] . The observation error covariance matrix (R matrix) describes the deviation of observed radiances from true (or expected) radiances, and the background error covariance matrix (B matrix) describes the difference between the background state and the true atmospheric state. Ideally, R and B matrices should be independent of each other. Unfortunately, the design of most current DA systems forces the two to interact with each other to some As the R matrix based on Desroziers et al. [52] relies on the observation operator (H), analyzed state (x a ), B matrix or background state (x b ), and selected forecast ensemble, all of which contain uncertainties, the R matrix used in the DA process may cause some problems. For example, the convergence speed of the DA process may decrease [27, 39] , which might indicate a possible limitation of those inter-channel error correlations and problems in the methods used to estimate the R matrix in DA process [2] . The most common problem is that this R matrix is not symmetrical (note that symmetry is a necessity for R matrix), leading to the eigenvalues of this R matrix being not positive-definite (note that positive-definite eigenvalues are required in DA process). Thus, this R matrix must be artificially made to be symmetrical and the eigenvalues must be altered to be positive-definite prior to their use in assimilation systems [2, 35, 39] . Tabeart et al. [2] suggested that these problems are caused by the interaction between the R and B matrices. The interaction is a numerical interaction rather than a physical interaction, which is a well-known issue during the iterations of the DA process in an effort to produce optimal outcomes for succeeding weather forecasts.
Given the above limitations, a better method to characterize R matrix is needed, as stated in previous studies [2, 23, 39] . Since the assumptions used in estimating R and B matrices are not always valid, reduction or entire elimination of the dependency on the assumptions and complete separation of the R matrix from the B matrix should enable us to produce a more physically sound R matrix. This study introduces a potential method to derive the R matrix, which requires no additional assumptions. Following the path of radiation through the atmosphere up to the radiation received by sensors and transformed to radiance, the correlations among the channels or bands in a detected atmospheric radiance spectrum allows us to propose a data-derived R matrix. This R matrix is built fully based on a large number (N) of detected atmospheric radiance spectra constructed from N real-time measurements (Appendix A), where N real-time measurements can be acquired by observing some location of interest during a short amount of time. The only two requirements in the data derivation of the R matrix are the fabrication of instruments and the data calibration procedures, which are fundamental for any data analysis.
Our first motivation for creating a data-derived R matrix using a large number of real-time measurements is as follows. In traditional approaches, the derived R matrix based on statistical forecast ensemble cannot fully represent the observation errors because it is unclear how much the variation within the ensemble sample can represent the observation errors (i.e., variance and covariance) between observed and true radiance. This derived R matrix may not fully characterize the atmospheric state of an interested moment. Conversely, since real-time measured data contain representative information of the atmospheric state at the time when the data were recorded, the derived R matrix based on real-time data can appropriately characterize the observation errors for the atmospheric state at that time when data were recorded. One critical difference between our proposed method and traditional approaches is that our proposed data-derived R matrix is built without assumptions (i.e., no dependence on H, x a , x b , or B matrix), whereas the traditional R matrices are constructed upon some assumptions that may not be always valid. The other motivation for this study is the desire to inspire the community to consider completely using real-time data to construct R matrix for satellite radiance observations from a different perspective.
Three notes need to be explained. Firstly, the method proposed in this paper for construction of a data-derived R matrix is only applicable to satellite measurements. Secondly, the meaning of "a large number of measurements" used here does not refer to the multi-measurements that are used in current numerical weather prediction within a certain time window. For multi-measurements, one single measurement is taken from each observation location at a moment of interest and thus multi-measurements correspond to multiple different atmospheric states. We do not use multi-measurements to construct the R matrix because the R matrix constructed from multiple different atmospheric states may be good enough within the time period when the multi-measurements were recorded, but not necessary ideal for assimilating the measurements. Thirdly, this paper presents the theoretical basis of a data-derived R matrix based on N real-time measured radiances and suggests a conceptual design of a trigger configuration for satellites to record N real-time measurements. To record N real-time measurements, practical experimentation is required. This paper is organized as follows. Section 2 briefly describes the methods that have been used to estimate the R matrix in literature. Remarks are provided about these methods and the long-used diagonal-only R matrix. Section 3 explains (i) radiation transmission through atmosphere and the radiation received at the sensors of an instrument and transformed to radiance, and (ii) the accompanying correlations among bands or channels of a detected atmospheric radiance spectrum. These are used to form the theoretical basis of the data-derived R matrix using N real-time measured radiances. Section 4 lists the advantages of using a data-derived R matrix. Since no real data currently exist for constructing a data-derived R matrix, Section 5 presents a conceptual design of a trigger configuration for satellites to record such data, and Section 6 provides simple simulation data with simple toy examples to demonstrate our proposed method. Our summary and recommendations for future work are discussed in Sections 7 and 8, respectively.
Estimation of the R Matrix
In this section, the existing methods for constructing the R matrices are introduced. The common factor among these methods is that they are based on the use of a single measurement (Appendix A). For example, Rodgers [54] and Daley [55] described the developments in these methods, and Rogers [56] reviewed these methods in 1976. However, no single measurement is exact [57] because each measurement of atmospheric state must have varying degrees of error.
By focusing on some observation location of interest, one potential solution is to record a large number of real-time measurements during a short amount of time (Appendix A). These data can be used to derive the R matrix without any assumption, and the derived R matrix is completely free from dependence on H, x a , and x b (or B matrix). This is the focus of Section 3.
Earlier Methods
Among methods for quantifying inter-channel error correlations, the simplest method [47, 48] uses a least square fit of an isotropic correlation model to the correlation sample, which is statistically collected from observation-minus-background (OMB) among all pairs of stations. By extrapolating the obtained fit curve to the origin, the ratio between the observation and background (i.e., forecast) error standard deviation can be determined. The extracted error covariance parameters are approximately homogeneous and isotropic and vary slowly with season.
Hollingsworth and Lönnberg [49] analyzed the statistical structure of errors from OMB and partitioned the errors into background and observation error components, which is called the Hollingsworth and Lönnberg method. The background here means the calculated radiance from H(x b ). This method was built with statistical ensemble and was established based on two assumptions: Firstly, the background and observation errors are independent of each other, and, secondly, the background errors are homogeneously correlated in the horizontal plane while the observation errors are horizontally uncorrelated.
Due to the assumptions made in Hollingsworth and Lönnberg method, Dee and Da Silva [50] raised questions about this method's robustness and argued that background errors and observation errors could be correlated with each other. Dee and Da Silva [50] thus proposed a method to evaluate the background error and observation error covariance parameters based on maximum-likelihood covariance parameter estimation as described in Dee [58] . This method produced statistical error covariance parameters that varied with time. However, the assumption of correlations between background and observation error covariance parameters results in interaction or trade-offs between background error and observation error covariance parameters during iterations of the DA process, and ultimately, the acquired error covariance parameters may deviate from the true content. This is the fundamental limitation of this method if multiple parameters are entangled during simultaneous estimation. Inspired by the generalized cross-validation approach [59, 60] , Desroziers and Ivanov [51] proposed a method to tune the observation error and background error covariance parameters based on observation-minus-analysis (OMA) from statistics of analysis innovations. The tuning was achieved using a randomization technique with a perturbation of either observations or background fields when computing the statistical average of the cost function's values at minima.
A method based on the combinations of OMB, OMA, and background-minus-analysis (BMA) for statistical estimation of the background errors (for the B matrix), observation errors (for the R matrix), and analysis errors was proposed by Desroziers et al. [52] . This method has become the most popular for estimation of the observation errors (i.e., variance and covariance) in the R matrix. The next section presents the formation of the R matrix based on this method.
Desroziers' R Matrix
Below, we only focus on the construction of the R matrix. Desroziers et al. [52] and Stewart et al. [35] provide more details. Denote d o b as the background innovation vector, which is the difference between the observations y, and their background counterparts H(x b ), where the superscript o denotes observation. Similarly, d o a is the analysis innovation, which is the difference between the observations and their analysis counterparts, H(x a ). Upon the first assumption of no correlation between background and observation errors, Desroziers et al. [52] showed that the statistical expectation of the product of d o b and d o a approximates the R matrix. According to Desroziers et al. [52] , the covariance of innovation
Therefore, the latter covariance representing R matrix is presented in Equation (1) .
where the superscript D denotes the method by Desroziers et al., indices i and j are the band or channel numbers of a radiance spectrum, and index k runs over all forecast ensemble from 1 to N. The second assumption made by Desroziers et al. is that H, x a , and B matrix are accurate when the R D matrix constructed using Equation (1) is applied in analyses. Unfortunately, uncertainties always exist in H, x a , and B matrix. As a consequence, problems arise. The first fundamental problem is that this R D matrix is not uniformly symmetrical [30, 35, 50] .
which is a result of the violation of the second assumption introduced by Desroziers et al. This is also a violation of the physical requisite for data analysis. The issue caused by the asymmetric R D matrix is that the eigenvalues of this R D matrix are not all positive (i.e., not positive definite). Therefore, prior to using this R D matrix in assimilation systems, artificial treatments are required to symmetrize the asymmetrical R D matrix (by taking the mean of the original R D matrix and its transpose matrix) and to modify any negative eigenvalue to be positive [39] . Some other treatments, as proposed in Desroziers et al., involve applying an iterative procedure for updating the contents of R D matrix until R D matrix is closer to being symmetrical [35, 52] . Regardless of which treatment is employed, the resulting R D matrix is influenced by the specification of H, x a , and B matrix, which are not perfectly known. The second fundamental problem is experienced by all methods proposed in literature, which is the use of statistical forecast ensemble in the derivation of the R matrix [47] [48] [49] [50] [51] [52] as well as of the B matrix. Strictly, the variation among the forecast ensemble may not fully reflect the departure of real observations from the true atmospheric state at that time when data were recorded, and thus the extent to which this derived R matrix can represent the true observation error covariance matrix for the atmospheric state at that time when data were recorded cannot be ascertained.
Diagonal-Only R Matrix
The diagonal-only observation error matrix (R d matrix), where instrument noise plus forward model uncertainty and representativeness error are placed in R d 's diagonals by leaving zeros in R d 's off-diagonals, is still used in many atmospheric research analyses and operational weather forecast (ARWF). For this case, the observation error in R d 's diagonals is given by [39, 56] :
where ε is the observation error between the observed radiance y and the true radiance y t . Hence, the diagonal R d matrix is:
with ε T being the transpose of ε. According to previous studies [39, 56] , ε is interpreted as instrument noise (plus forward model uncertainty and representativeness error). The first remark on this diagonal R d matrix is that the retrieved atmospheric state parameters (ASPs; referring to temperature, water vapor, gas compositions, surface temperature, emissivity, etc.) rely on which instrument is being used because the instrument noise is included in the R d matrix. This contravenes reality because real ASPs are independent of any instrument and thus retrieved ASPs should be independent of any instrument. Given a measured system (e.g., an atmospheric state), suppose that we use M different instruments to measure the same atmospheric state, each of which instrument has a different level of noise. Regardless of the instrument used, any known level of instrument noise needs to be subtracted and not included in the data analysis so that the output of the analysis is not be affected by the instrument used. Rather than observation noise (or named error or variation) induced by measurements within a measured system, note that here we are discussing instrument noise due to the instrument itself that generally can be obtained from laboratory experiments.
In terms of measurements, the observed radiance y at a given time is one of many varying radiances around the true radiance y t . Thus, the second remark is that ε in Equation (3) should be interpreted as a pure deviation between the observed y and the true y t rather than instrument noise. Unfortunately, since single measurement (Appendix A) has been used in ARWF, neither the true y t nor this variance is obtainable. The observed y and true y t vary with scenes (i.e., atmospheric states); thus, the observation errors in an R matrix vary with atmospheric states. So, pre-launch measurements from the laboratory are unable to provide information about variances for an R matrix. It is crucial that this variance is not equal to instrument noise in general. Recent studies [35, 39] have demonstrated that diagonal elements in an observation error covariance matrix have visible differences from instrument noise. Therefore, use of the diagonal-only R d matrix imposes some limitations in analyses.
Data-Derived R Matrix
Physically, correlations exist among bands or channels of a detected atmospheric radiance spectrum. This section explains these correlations based on the phenomena of energy absorption and emission caused by electron transition, which have been observed in the study of electromagnetic radiation absorbed and emitted by atoms [61] and have been applied in the study of radiative properties occurred in atmosphere [62] . This is followed by the derivation of an R matrix using N detected radiance spectra constructed from N real-time measurements acquired by observing some location of interest for a short amount of time.
Physical Mechanism of Radiation Through Atmosphere
An atmospheric state in thermodynamic equilibrium (hereafter, "atmospheric state in equilibrium") is viewed from macroscopic aspects, whereas any fluctuation state (around equilibrium) caused by physical processes between radiation and atmosphere is viewed from microscopic aspects.
One fluctuation state is acquired from one single measurement, and a macroscopic equilibrium is composed of many microscopic fluctuation states, among which fluctuation states are almost or exactly balanced. Therefore, given an observation location over a short amount of detection time, the atmospheric state in equilibrium may not be reflected by any single measurement, but by the average of a large number of measurements. Figure 1 depicts the radiation spectrum and which parts of that spectrum are detected by the instrument sensor. The region between two adjacent black lines in the radiation spectrum (called a segment radiation) corresponds to the measurement between the two black lines in the instrument sensor. In the following, when a radiation of a given wavenumber (or energy) is termed, this means the named segment radiation as denoted above; when a radiation without any specified wavenumber (or energy) is termed, this indicates the radiation covering all possible wavenumbers (or energies) within. Below, we present the interactions between radiation and atmosphere from microscopic aspects.
When the sun's radiation enters the earth's atmosphere ("atmosphere" hereafter), part of the sun's radiation in visible (VIS) and the near infrared (NIR) spectrum is reflected back to space by the atmosphere and clouds before reaching the earth's surface. However, part of the sun's radiation passes through the atmosphere and subsequently is reflected by the earth's surface back to space or absorbed by the earth's surface; simultaneously, emissions from radiation of longer wavelengths, such as infrared, are radiated out back to space from the earth's surface and atmosphere. All these occurrences depend on the atmospheric states.
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When the sun's radiation enters the earth's atmosphere ("atmosphere" hereafter), part of the sun's radiation in visible (VIS) and the near infrared (NIR) spectrum is reflected back to space by the atmosphere and clouds before reaching the earth's surface. However, part of the sun's radiation passes through the atmosphere and subsequently is reflected by the earth's surface back to space or absorbed by the earth's surface; simultaneously, emissions from radiation of longer wavelengths, such as infrared, are radiated out back to space from the earth's surface and atmosphere. All these occurrences depend on the atmospheric states. After, when radiation travels upward through the atmosphere, interactions occur between radiation and molecules and particles in the atmosphere, caused by particle targets such as CO , ozone, aerosol, water vapor, precipitation, and cloud [61, 62] . These interaction processes include absorption, emission, elastic scattering, and inelastic scattering. Generally, the interaction processes of absorption, emission, and inelastic scattering involve energy exchange between incident radiation and particles in the atmosphere. In quantum mechanics, given the energy (E) of radiation (or photons; i.e., a segment radiation), the Planck's energy-frequency relation states that E is proportional to its frequency ( ): = ℎ = ℎ = ℎ , where h is the Planck constant, is the speed of light, and and are wavelength and wavenumber, respectively. When energy changes, its corresponding frequency (wavelength and wavenumber as well) changes as well. As a consequence, given an incident radiation of a specified energy E (or specified wavenumber ), radiation of different energy (i.e., different wavenumber ′) may be emitted after the interaction. In this case, a couple of basic formations for the energy of outgoing radiation are possible. Firstly, the energy of the incident radiation can be completely absorbed by particles in the atmosphere, and no radiation is emitted as a result. Secondly, when particle targets in the atmosphere are thin, incident radiation may only lose some portion of its energy, and radiation with less energy is emitted. Thirdly, one special formation can occur. Sometimes, the particles in atmosphere absorb part or all of the energy of the incident radiation and store such energy (denoted ) inside the particles. Then, the next time another new incident radiation of energy interacts with such Figure 1 . Detection of a portion of radiation (e.g., infrared; lower part) by an instrument sensor (upper part), where ν ± ∆ ν (E ± ∆E) represents the width of wavenumber (energy) of a segment radiation (see the segment bordered by two black lines in the radiation spectrum) that is detected by the channel or band of ν ± ∆ ν (E ± ∆E) in an instrument sensor (see the channel or band bordered by two black lines in the instrument sensor).
After, when radiation travels upward through the atmosphere, interactions occur between radiation and molecules and particles in the atmosphere, caused by particle targets such as CO 2 , ozone, aerosol, water vapor, precipitation, and cloud [61, 62] . These interaction processes include absorption, emission, elastic scattering, and inelastic scattering. Generally, the interaction processes of absorption, emission, and inelastic scattering involve energy exchange between incident radiation and particles in the atmosphere. In quantum mechanics, given the energy (E) of radiation (or photons; i.e., a segment radiation), the Planck's energy-frequency relation states that E is proportional to its frequency (ν): E = hν = hc /λ = hc ν, where h is the Planck constant, c is the speed of light, and λ and ν are wavelength and wavenumber, respectively. When energy changes, its corresponding frequency (wavelength and wavenumber as well) changes as well. As a consequence, given an incident radiation of a specified energy E (or specified wavenumber ν), radiation of different energy E (i.e., different wavenumber ν ) may be emitted after the interaction. In this case, a couple of basic formations for the energy of outgoing radiation are possible. Firstly, the energy of the incident radiation can be completely absorbed by particles in the atmosphere, and no radiation is emitted as a result. Secondly, when particle targets in the atmosphere are thin, incident radiation may only lose some portion of its energy, and radiation with less energy is emitted. Thirdly, one special formation can occur. Sometimes, the particles in atmosphere absorb part or all of the energy of the incident radiation and store such energy (denoted E p ) inside the particles. Then, the next time another new incident radiation of energy E in interacts with such particles, the incident radiation may release some energy (denoted E r ) to the particles, but gain the energy E p freed from the particles. The resulting energy of the outgoing radiation, E in − E r + E p , can be greater or less than the original incident energy E in , depending on the positive or negative balance of E r − E p .
Physically, the mechanism for the energy exchange between incident radiation and particles in the atmosphere follows the phenomena of energy absorption and emission that occur between incident radiation and atoms (or molecules) [61] . Therefore, the wavenumber (or energy) of the outgoing radiation can be zero (i.e., no outgoing radiation), less, or greater than that of the incident radiation. This means that with respect to the wavenumber ( ν x ) of the incident radiation, the wavenumber ( ν y ) of the outgoing radiation can be different from that of the incident radiation and range from zero to infinity, though we know an infinite wavenumber is impossible. This suggests that radiation of wavenumber ν x is correlated with the radiation of wavenumber ν y .
The same physical mechanism is applied to all segments in a radiation beam. After radiation beams pass through the atmosphere, the detected radiation at the sensors installed on an instrument is transformed to radiance in terms of per steradian per square meter during a short detection time frame, forming an atmospheric radiance. Recall the meaning of inter-channel error correlations among bands or channels provided in Section 1. The statement "radiation of wavenumber ν x has correlations to radiation of wavenumber ν y " equivalently suggests that a channel or band of wavenumber ν x has physical correlations with the channel or band of wavenumber ν y in a detected atmospheric radiance spectrum. From microscopic aspects, the notion of atmospheric fluctuation states induced by various extents of interactions between radiations and particles in the atmosphere allow us to examine correlations among those atmospheric physical variables (e.g., temperature, water vapor, various gas compositions, surface temperature, emissivity, etc.) via studying correlations among the channels or bands of a detected atmospheric radiance spectrum. The extent of the correlations depends on the atmospheric state at the time when data are recorded. All these can be explored through the observation error covariance (R) matrix that is presented in the next section using a large number of real-time measurements of radiance spectra.
Construction of Data-Derived R Matrix
Before proceeding, some notes about the differences among instrument noise, instrument random error, and observation error are provided. Instrument noise (as noise equivalent delta temperature) is produced by the instrument itself, independent of measurements of a measured system (e.g., atmospheric state here), and is usually obtainable from the laboratory. Instrument random error, produced by instrument itself as well, may occur during measurements and is usually uncontrollable and random. Observation error, independent of the instrument, is caused by atmospheric variations. Recall the macroscopic versus microscopic aspects mentioned earlier. Each atmospheric variation state corresponds to one fluctuation state (viewed from a microscopic aspect). An atmospheric state in equilibrium (viewed from macroscopic aspects) can be determined from averaging many atmospheric variation (or fluctuation) states.
Construction of an R matrix directly based on statistical measured data has been commonly used in many experiments, such as fundamental sciences in physics and chemistry. Here, we introduce this approach to the construction of an R matrix in atmospheric sciences. By observing some location of interest within a solid view angle ∆Ω during a short amount of detection time ∆τ N around a limited area ∆a, suppose that N measurements of radiance spectra (Appendix A) are collected with a given instrument. The N measured radiance spectra are used to construct one R matrix for this observation location of interest. Each measurement contains n ch spectral radiance bands or channels. Denote Remote Sens. 2019, 11, 1770 9 of 24 indices i and j as band or channel numbers and index k runs from 1 to N measurements. For the kth measurement, the measured radiance y k (i) for the ith band or channel can be expressed as:
where λ(i) is the true value of radiance y(i) and ε(i) is induced by atmospheric variation (and instrument random error, if any). The variation ε(i) in each radiance band or channel is assumed to be a Gaussian or Gaussian-like distribution, which is widely accepted in real world practices. Any known instrument noise and any known non-signal events (if any) are subtracted in Equation (5) since they are irrelevant to the physical quantity that describes the measured system. Note that physical quantity and measured system can be referred to as atmospheric state parameters and atmospheric state, respectively, in our case. From N measured radiance spectra:
where µ y (i) is the mean value of measured radiance y(i) for the ith band or channel, σ y (i) is the uncertainty of µ y (i), and σ 2 y (i) is the variance of y(i). Given the band or channel i, the N measurements of y(i) can be equivalently regarded as a single measurement of N-dimensional vectors. Each band or channel, hence, has its own mean value µ y (i) and associated uncertainty σ y (i) that are obtained from the N-dimensional vectors. For a radiance spectrum of n ch bands or channels, the joint probability density function (p.d.f) is the product of n ch Gaussians [63, 64] :
where σ i , µ i , and λ i are abbreviations of σ y (i), µ y (i), and λ(i), respectively. The vector quantity λ is the true value of vector µ (i.e., the radiance spectrum describing an atmospheric state in equilibrium) and is given as a function of vector p and vector x, λ(p; x), where p denotes known parameters (such as atmospheric pressures) and vector x represents unknown parameters (such as atmospheric state parameters of an atmospheric state in equilibrium). The least square method is used to extract the quantity x. Here, the physical meaning of λ(p; x) is the same as the observation operator H(x); accordingly, λ(p; x) is replaced by H(x) hereafter. Taking the logarithm of the joint p.d.f. and dropping those terms unrelated to the vector x gives the log-likelihood function:
The quantity x can be found by minimizing the χ 2 quantity:
Equations (8) and (9) are used to describe the situation among which bands or channels of a radiance spectrum are independent. However, due to the effects of correlations among bands or channels, the term 1 σ 2 should be replaced by a covariance matrix R, and Equations (8) and (9) accordingly become:
where R ij ≡ R(i, j). Modified from the variance σ 2 y (i) in Equation (6), the covariance between the ith and jth bands or channels is expressed as:
and should be placed in R's off-diagonal elements. This data-derived R matrix is guaranteed to be symmetrical, which meets the DA process requirement. Moreover, the correlation, cor y (i, j) between the ith and jth bands or channels is then given by:
Using standard error propagation, the covariance matrix U for estimated x is given by:
where x best means the found x that is closest to the true x. The diagonals in U are the variances of the corresponding variances of vector x.
Equations (6)- (14) are well known and can be found in textbooks of probability theory and statistics or related [63, 64] . The reason why we introduce them here is to remind people that the R matrix used in the DA system of ARWF can be obtained directly from a large number of real-time measured radiance spectra, rather than using diagonal-only R d or constructing R D matrix based on theoretical H, human-assumed B matrix, and x a , which cause problems in the DA process as mentioned previously.
Then, how does the data-derived R matrix work on the cost function? The role of the χ 2 in Equation (11) is the same as the second term (inside the braces) in the cost function J current used in the current DA system:
, and single measurement y at each observation location is used in J current . Conversely, we propose using the average µ from N measurements recorded at each observation location for the cost function J proposed in the DA system:
where R ij is given in Equation (12) . The notation m runs over all included observation locations from various instruments during a certain time window.
Advantages of Using Data-Derived R Matrix
There are many advantages of using data-derived R matrix, such as independence on forward model, x a , or x b for y t , no forward model uncertainty, no representative error, no entanglement with B matrix, and symmetric matrix etc. Several other advantages are explained below.
View from Macroscopic and Microscopic Aspects
An atmospheric state in equilibrium can be viewed from a macroscopic viewpoint that is composed of many microscopic aspects, where each microscopic aspect represents one fluctuation state around the macroscopic state in equilibrium. That is, by taking repeated measurements at an observation location during a short amount of time, each measurement represents one fluctuation state, whereas the average of those repeated measurements is regarded as the expectation of the truth of the macroscopic state in equilibrium. The deviation between each measurement and the average is the observation error and is used for constructing a data-derived R matrix.
Accurate Expectation of True Radiance y t
The R D matrix in Equation (1) is constructed based on Desroziers et al. [52] , where H(x a ) and H(x b ) are taken as the true radiance y t . However, H(x a ) and H(x b ) are the radiance calculated from a radiative transfer model or algorithm (i.e., forward model) upon assumptions such that R D relies on H, x a , and x b (or B matrix).
For a data-derived R matrix, in probability and statistics theory [63, 64] , the expected value (known as expectation) of a variable is the average value of repeated measurements of the same experiments. Taking the average of repeated measurements as the expectation of the true value of a variable is generally used in experimental measurements [57] . We here apply such a concept to the data-derived R matrix by taking the average of the observed radiance (i.e., µ, see Equation (6)) as the expectation of the true radiance y t , which is consistent with what is stated in note 1).
Correlations Accounted Among All Physical Quantities
The data-derived R matrix does not only address one particular atmospheric physical quantity, but also contains information of variances and correlations for all atmospheric physical quantities, where each radiance band or channel corresponds to its own representative atmospheric physical quantity. R(i, i) simply characterizes the variance of atmospheric physical quantity in the ith radiance band or channel, and the correlation between any two atmospheric physical quantities in the ith and jth bands or channels can be readily obtained by Equation (13).
Less Flow Dependency
The observation error in an observation error covariance matrix is defined as the difference between the observed radiance y and the true radiance y t , and attained y and y t depends on the weather conditions at the time when data are recorded. The messages in the data-derived R matrix thus only depend on the weather conditions at a given observation location at a given time. Therefore, given an observation location at a time of interest, the data-derived R built in Equation (12) is only computed once. Hence, there is no need to update the data-derived R matrix within a DA process period. This considerably reduces computation time as compared with the traditional approach. The current DA system and the proposed DA system are compared in Figure 2 .
In the current DA system (Figure 2a) , if the output x a from the DA process is not converged, adjustments to both R * (i.e., either R D or R d ) and B matrices are needed before processing the next DA cycle. This leads to complexity in the DA process and a less accurate x a used for next-step weather forecast because the greater the number of factors (i.e., R * and B matrices here) influencing x a , the greater the uncertainty associated with x a . Conversely, in the proposed DA system (Figure 2b) , at each given observation location and time, the content in the data-derived R matrix is only calculated once and fixed during iterations of the DA process. Thus, only the B matrix needs adjustment for next cycle of the DA process if x a has not converged. This approach simplifies the DA process as compared with the traditional approach and is expected to produce a more accurate x a because only one factor (i.e., the B matrix) needs adjustment in the DA process. Note that H(x) must be computed in each iteration of both DA systems. 
Temporal Variations of Inter-Channel Error Correlations
In the current DA system, the or matrix is usually assumed to be static for the day, a few days, or even for months. The messages in an observation error covariance matrix depend on weather conditions. Therefore, the data-derived matrix allows us to quantify the change in interchannel error correlations over time, where the change in the magnitude of 's messages relies on how quickly the weather conditions change over time. Currently, there are no such real-time data; thus, we are unable to present the magnitude of change in this paper.
Gaussian Distribution of Variation
Here provides a supplementary explanation to the cost functions. The expression
[ ( ) − ( )( )] in both Equations (15) and (16) is basically derived from the least square method [63, 65] upon the assumption of Gaussian or Gaussian-like distribution of variation in each radiance band or channel [63] , which is widely accepted in real world practices as mentioned previously. This means that the variation in each radiance band or channel follows a 
Temporal Variations of Inter-Channel Error Correlations
In the current DA system, the R D or R d matrix is usually assumed to be static for the day, a few days, or even for months. The messages in an observation error covariance matrix depend on weather conditions. Therefore, the data-derived R matrix allows us to quantify the change in inter-channel error correlations over time, where the change in the magnitude of R's messages relies on how quickly the weather conditions change over time. Currently, there are no such real-time data; thus, we are unable to present the magnitude of change in this paper.
Gaussian Distribution of Variation
Here provides a supplementary explanation to the cost functions. The expression [y(i) − H(x)(i)]R −1 [y( j) − H(x)( j)] in both Equations (15) and (16) is basically derived from the least square method [63, 65] upon the assumption of Gaussian or Gaussian-like distribution of variation in each radiance band or channel [63] , which is widely accepted in real world practices as mentioned previously. This means that the variation in each radiance band or channel follows a Gaussian or Gaussian-like distribution. A large enough sample can be used to verify if the distribution is a Gaussian or Gaussian-like distribution. However, recording only a few measurements does not prevent the variation in each radiance band or channel from behaving as a Gaussian or Gaussian-like distribution if the variation does follow a Gaussian or Gaussian-like distribution.
Conceptual Design of Proposed Trigger Configuration
Technically, taking a large number of measurements within a short detection time ∆τ N (Appendix A) is achievable by modifying the trigger configuration of data recording from ground, based on a private communication with specialists in hyper-spectral hardware instruments. As for the number of measurements within ∆τ N needed, this may require simulation and/or practical experimentation by considering the desired extent of uncertainty in the analyses. This uncertainty includes that induced by atmospheric variation and instrument systematic variation, and the uncertainty level, which can be obtained by the covariance matrix U in Equation (14) , would be revealed in the retrieved atmospheric state parameters.
The traditional trigger configuration continuously takes single measurements, with each measurement taken within detection time ∆τ S (Appendix A), where not all data are yet used in practice. To fully use the collected data, the trigger configuration is proposed to take N measurements within ∆τ N with some time separation (∆T) between two consecutive N measurements, regardless of the low earth orbit (LEO) detection sources or geosynchronous satellites. Figure 3 illustrates the traditional trigger configuration (TTC) versus the proposed trigger configuration (PTC). The load of the data recorded with the PTC can thus be reduced and would be less expensive.
The detection time ∆τ N may be longer than ∆τ S . Both ∆τ N and ∆T can be studied using simulation and/or practical experimentation. The fluctuation in the measured radiance, possibly due to recording a large number of measurements within a short time span, does not have any significant impact on the retrieved ASPs (see the study presented in Section 6.1). Therefore, if we use data recorded with the TTC in the future, the long-term issues and costs due to inaccurate weather forecasts that we have experienced at least since the first satellite was launched for taking atmospheric data would continue, which would outweigh the cost of data captured with PTC.
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revealed in the retrieved atmospheric state parameters.
The traditional trigger configuration continuously takes single measurements, with each measurement taken within detection time Δ (Appendix), where not all data are yet used in practice. To fully use the collected data, the trigger configuration is proposed to take N measurements within Δ with some time separation ( Δ ) between two consecutive N measurements, regardless of the low earth orbit (LEO) detection sources or geosynchronous satellites. Figure 3 illustrates the traditional trigger configuration (TTC) versus the proposed trigger configuration (PTC). The load of the data recorded with the PTC can thus be reduced and would be less expensive.
The detection time Δ may be longer than Δ . Both Δ and Δ can be studied using simulation and/or practical experimentation. The fluctuation in the measured radiance, possibly due to recording a large number of measurements within a short time span, does not have any significant impact on the retrieved ASPs (see the study presented in Section 6.1). Therefore, if we use data recorded with the TTC in the future, the long-term issues and costs due to inaccurate weather forecasts that we have experienced at least since the first satellite was launched for taking atmospheric data would continue, which would outweigh the cost of data captured with PTC. 
Simple Simulation Studies
Since no such real data exist, we instead used simulation data with simple toy examples to demonstrate how the data-derived matrix works and how the retrieved outputs perform compared with the methods employed in current DA systems. This was inspired by Desroziers et al. [52] , where simulation data with toy examples were used to demonstrate their methods. Figure 4 illustrates the simple simulation example, where three bands or channels were considered for 
Since no such real data exist, we instead used simulation data with simple toy examples to demonstrate how the data-derived R matrix works and how the retrieved outputs perform compared with the methods employed in current DA systems. This was inspired by Desroziers et al. [52] , where simulation data with toy examples were used to demonstrate their methods. Figure 4 illustrates the simple simulation example, where three bands or channels were considered for simplification. The atmospheric state parameters are represented as X ≡ (x 1 , x 2 , x 3 )
T and the measured radiance at the instrument sensor is described as Y ≡ (y 1 , y 2 , y 3 ) T . The relationship between X and Y is through matrix A, which is Y = AX ≡ H(x). The first term in the cost function, (x − x b ) T B −1 (x − x b ), was unable to be simulated in this study and thus is ignored here, which would not affect the purpose of our demonstration. Four different observation operators were adopted in this study as follows: In the following, notations corr, cr, and wr denote correlation, correct, and wrong, respectively; H(A) means H and/or A are/is used rather than indicating that H is a function of A. Hence, H corr1 cr (A corr1 cr ) is taken as a correct H (A), both H wr1 and H wr2 (both A wr1 and A wr2 ) are taken as two incorrect H's (two incorrect A's), and both H corr1 Below, we present four cases (Cases A-D). The purpose of Case A (Section 6.1) was to demonstrate the importance of verification for correctness of H and to investigate the impact of fluctuation in measured radiances on the retrieved X best . The questions addressed in Case B (Section 6.2) were: Is diagonal-only R d matrix appropriate? Is single measurement enough? Does H need verification? Similar to Case B, the purpose of Case C (Section 6.3) was to answer: Is R D matrix appropriate? Is single measurement enough? Does H need verification? Finally, the purpose of Case D (Section 6.4) was to determine if correlations could be automatically manifested from the R matrix. For each case, we described its analysis and provided results and discussions.
Case A
Firstly, N sets of measured radiances Y were obtained from N real-time measurements, which were generated according to Y = A corr1 cr X true . The data-derived R matrix was then constructed using the N sets of radiances based on Equations (6) and (12) . Subsequently, the second term of the cost function in Equation (16) was minimized by looping over X to look for the best X best using various H (A). Lastly, the uncertainty of each retrieved x i in X best could be obtained from the covariance U matrix (Equation (14)). 14 Firstly, N sets of measured radiances were obtained from N real-time measurements, which were generated according to = . The data-derived matrix was then constructed using the N sets of radiances based on Equations (6) and (12) . Subsequently, the second term of the cost function in Equation (16) was minimized by looping over to look for the best using various ( ). Lastly, the uncertainty of each retrieved in could be obtained from the covariance U matrix (Equation (14)).
The fluctuation in measured radiance could be magnified as a result of taking N measurements over a short time span. To visualize the effect of taking N measurements on the retrieved , the fluctuation was simulated by the deviation in the Gaussian function. Deviation values of 0.05, 0.10, 0.15, 0.20, 0.30, and 0.40 were investigated, and the corresponding generated radiances were denoted by or simply hereafter, with subscript d representing the deviation values. The procedure of this analysis is depicted in Figure 5 . The results are listed in Table 1 . In the cost function ( Figure 5 ), is the average of all N sets of measured radiances, considered as the expectation of true radiance; and the matrix was fully built from real-time data, providing good representativeness of the true matrix. As seen in Table 1 , only a correct ( ) could produce a correct that was consistent with the true , where both the cost function value and the uncertainty for each retrieved were the smallest. Note that the best would fall outside 5 with a bigger value if any component of the retrieved reaches the boundary of 5. This suggests that verification of the correctness of (or the forward model) is necessary for ASP retrieval in a DA system. Under the same conditions except for deviation values, the results show that the extracted values of using various deviations (i.e., various extents of fluctuation) were almost the same. Hence, only the results using deviations of 0.05, 0.15, and 0.40 are listed in Table 1 . These results indicate that fluctuation in measured radiances did not have any significant impact on the retrieved even when the deviation was up to 40%. We noted three features in Table 1 . The first one was that the bigger the deviation, the smaller the value of . This occurred because the matrix was in the denominator of the cost function and a larger fluctuation produced bigger errors and bigger error correlations in the matrix, resulting in smaller value. The second feature was that the value for the case using was smaller than The results are listed in Table 1 . In the cost function ( Figure 5 ), µ is the average of all N sets of measured radiances, considered as the expectation of true radiance; and the R matrix was fully built from real-time data, providing good representativeness of the true R matrix. As seen in Table 1 , only a correct H corr1 cr (A corr1 cr ) could produce a correct X best that was consistent with the true X true , where both the cost function value J and the uncertainty for each retrieved x i were the smallest. Note that the best X best would fall outside X true ± 5 with a bigger J value if any component of the retrieved X best reaches the boundary of X true ± 5. This suggests that verification of the correctness of H (or the forward model) is necessary for ASP retrieval in a DA system.
Under the same conditions except for deviation values, the results show that the extracted values of X best using various deviations (i.e., various extents of fluctuation) were almost the same. Hence, only the results using deviations of 0.05, 0.15, and 0.40 are listed in Table 1 . These results indicate that fluctuation in measured radiances did not have any significant impact on the retrieved X best even when the deviation was up to 40%.
We noted three features in Table 1 . The first one was that the bigger the deviation, the smaller the value of J. This occurred because the R matrix was in the denominator of the cost function J and a larger fluctuation produced bigger errors and bigger error correlations in the R matrix, resulting in smaller J value. The second feature was that the J value for the case using A wr1 was smaller than when using A wr2 because A wr1 was chosen to be closer to A corr1 cr than A wr2 . The third feature was that the larger the deviation (i.e., fluctuation) in the measured radiances, the greater the uncertainties in the retrieved X best , which was reasonable. ) was adopted as the measured radiance with the existence of deviation from the average of radiance µ. Secondly, the variances in the R d matrix were taken from the diagonal variances of the ensemble-derived R matrix, where the ensemble-derived R matrix in Case B was built using N sets of ensemble radiances that were generated according to Y = AX true with A = A corr1 cr , A wr1 , or A wr2 . Unlike the current DA process in which the R matrix varies with X when it needs re-computation during minimization iterations, X true was used to compute the ensemble-derived R matrix for all minimization iterations in Case B (and Case C as well). The purpose for doing so was to imitate the consideration of forward model uncertainty and representativeness error in the ensemble-derived R matrix and R d 's diagonals so that both the ensemble-derived R matrix and R d 's diagonals were as close as the true R matrix. Thirdly, the second term of the cost function in Equation (15) ) were used here. Note that the H (A) matrix used in building the ensemble-derived R matrix (i.e., the second step) and minimization of the cost function (i.e., the third step) were the same. Finally, the uncertainty of each retrieved x i in X best could be obtained from the covariance U matrix. The procedure of this analysis is displayed in Figure 6 .
The results are presented in Table 2 . No H (A) was able to produce an X best consistent with X true because single measured radiance Y cr ) in minimizing the cost function could produce an X best closest to X true with the smallest J values and the least uncertainty for each retrieved x i , which again reveals the importance of verifying the correctness of H. With respect to Case A, this study inspired us to think that a single measurement for the radiance spectrum may not be sufficient and R d may not be appropriate either. 
Case C
The analysis procedure in Case C was the same as that in Case B except R D taken from the ensemble-derived R matrix was adopted. See Figure 7 for the analysis procedure.
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The analysis procedure in Case C was the same as that in Case B except taken from the ensemble-derived matrix was adopted. See Figure 7 for the analysis procedure. The results are shown in Table 3 . Another study was conducted using = for all constructions, the results of which are provided in Table 4 . No ( ) was able to produce an consistent with . Similar to Case B, this occurred because (or ) was used and might not possess good representativeness of the true matrix. Once again, using a correct ( ) to minimize the cost function could produce an closest to with the smallest values and least uncertainty for each retrieved . As such, verification of the correctness of is important. The results are shown in Table 3 . Another study was conducted using Y = A corr1 cr X true for all R D constructions, the results of which are provided in Table 4 . No H (A) was able to produce an X best consistent with X true . Similar to Case B, this occurred because Y single 1 (or Y single 2 ) was used and R D might not possess good representativeness of the true R matrix. Once again, using a correct H corr1 cr (A corr1 cr ) to minimize the cost function could produce an X best closest to X true with the smallest J values and least uncertainty for each retrieved x i . As such, verification of the correctness of H is important. In summary, the findings from Cases A, B, and C provided some important learnings. Firstly, with the adoption of N real-time measured radiances, constructing the data-derived R matrix from N measured radiances, and the correct observation operator H corr1 cr could produce an X best consistent with X true with the smallest J value and almost the least uncertainty for each retrieved x i (see the first result in each case of using different deviations in Table 1 ) was employed, discrepancy appeared in the retrieved X best compared to X true . Thirdly, as long as a correct H corr1 cr was used in the minimization of the cost function, the retrieved X best was closest to X true with the smallest J value and the least uncertainty for each retrieved x i . This reveals the importance of verifying the correctness of H (or the forward model) used in the DA process. One important result was that fluctuation in the measured radiances did not have any significant impact on the retrieved X best , even when the deviation was up to 40%. This suggests that fluctuation possibly caused by taking N measurements (if any) is not an issue.
Although linear H was employed in our toy simulation studies, the conclusions presented here should be the same even if the real H was non-linear. That is because the nonlinear forward problem could be linearized around the background.
Case D
The generation of the data-derived R matrix in Case D was the same as that in Case A, where H corr1 cr (A corr1 cr ) and H corr2 (A corr2 ) were employed for illustration of correlations between any two channels or bands. Once the data-derived R matrix was built, the correlation matrix was acquired based on Equation (13) . Figure 8 outlines the analysis procedure. channels or bands. Once the data-derived matrix was built, the correlation matrix was acquired based on Equation (13) . Figure 8 outlines the analysis procedure.
The results of the correlations are listed in Table 5 . When using ( ), the offdiagonals in the data-derived matrix were much smaller than those in the diagonals, resulting in much smaller correlations in the off-diagonals than those in the diagonals. Conversely, if ( ) was used, the magnitudes in the diagonals and off-diagonals in the data-derived matrix were comparable, and the correlations in both the diagonals and off-diagonals were also comparable. This study demonstrates that the correlations between any two channels or bands could be manifested from the matrix itself. Therefore, despite significant or insignificant correlations between any two channels or bands, the data-derived matrix proposed in this paper provides a method to acquire correlations between any two channels or bands (i.e., correlations between any two atmospheric physical quantities). The results of the correlations are listed in Table 5 . When using H corr2 (A corr2 ), the off-diagonals in the data-derived R matrix were much smaller than those in the diagonals, resulting in much smaller correlations in the off-diagonals than those in the diagonals. Conversely, if H corr1 cr (A corr1 cr ) was used, the magnitudes in the diagonals and off-diagonals in the data-derived R matrix were comparable, and the correlations in both the diagonals and off-diagonals were also comparable. This study demonstrates that the correlations between any two channels or bands could be manifested from the R matrix itself. Therefore, despite significant or insignificant correlations between any two channels or bands, the data-derived R matrix proposed in this paper provides a method to acquire correlations between any two channels or bands (i.e., correlations between any two atmospheric physical quantities). 
Summary
Atmospheric state parameter profiles (atmospheric profiles) are key inputs for numerical weather prediction. The observation error covariance (R) matrix factor plays a pivotal role in the retrievals of atmospheric profiles. Since a single measurement is used in atmospheric research analyses and operational weather forecast (ARWF), correct variance and covariance cannot be obtained for the R matrix. As a consequence, the diagonal R d matrix arranged with instrument noise (plus forward model uncertainty and representativeness error) in the diagonal elements to serve as variances by leaving zeros in off-diagonal has been used in ARWF for years. Recently, a new R D matrix structure based on the method of Desroziers et al. [52] was introduced and has been adopted in, for example Météo-France and ECMWF 4D-Var systems, and has also been applied to AIRS, IASI, and CrIS data in Met Office 4D-Var systems.
However, the instrument noise acting as variance in R d 's diagonal led to the dependence of the retrieved ASPs on the instrument being employed. This conflicts with reality in that ASPs should not depend on any instrument. The R D matrix relies on H, x a , and the B matrix or x b , yet the correctness of H requires validation and no true value exists for x a or x b . This leads to the R D matrix being not uniformly symmetrical, resulting in eigenvalues not fully positive-definite, causing less representativeness because R D 's structure depends on users' assignment to x a and x b , users' choices of H, and the selected forecast ensemble that generally cannot describe the atmospheric state at the time when data were captured. Even after diagnosis of the R D matrix through iterations in the DA process, the diagnosed R D matrix still has problems as reported in the literature. The problems are caused by the use of single measurement, resulting in an R matrix entangled with B matrix in the DA process.
To unentangle the R and B matrices, the complete isolation of the R matrix from the B matrix is required. To acquire correct variances and covariances for the R matrix, a potential solution is to use a large number (N) of real-time measurements within a short detection time ∆τ N to replace single measurement. An atmospheric state in equilibrium (viewed from macroscopic aspects) can be determined from averaging over many atmospheric variation (or fluctuation) states (viewed from a microscopic aspect). Thus, the R matrix used in the DA system for retrieval of parameters x of an atmospheric state in equilibrium can be achieved by taking many fluctuation states. From a physical viewpoint based on microscopic aspects, each fluctuation state involves interactions between radiation and the particles in the atmosphere, and the interactions comply with the phenomenon of the energy absorption and emission occurring between incident radiation and atoms (or molecules). The wavenumber (i.e., energy) of the outgoing radiation may change after passing through all the layers in the atmosphere, subsequently being received at sensors installed in instruments and converted to radiance to form a radiance spectrum. This suggests correlations exist among bands or channels of a detected atmospheric radiance spectrum. Following probability theory and statistics, a correct R matrix can thus be derived based on N real-time measurements, independent of any assumed quantities, and hence having no ambiguity.
Apart from constructing the R matrix, using N real-time measurements has several other advantages. Unlike single measurement, which is merely a variation around an equilibrium state, the mean of the N measurements can adequately represent the equilibrium state during the detection time ∆τ N . Another advantage is that an N real-time measured sample is capable of describing the atmospheric state at the time when the data were captured, whereas forecast ensemble is generally incapable of doing so. A further advantage is that the uncertainty of the N measured radiance spectra conveys some messages. Firstly, finer structures of H would not signify if they were smaller than the uncertainty, equivalently meaning that a more precise H does not mean more accurate retrieval. Secondly, this uncertainty provides us with some information about the uncertainty level that can be tolerated on H when H is linearized, whereas linearization of H may potentially be used to verify the correctness of H using the N measured radiance spectra.
Technically, taking N measurements during a short amount of detection duration ∆τ N is achievable by modifying the trigger configuration of data recording from ground. The traditional trigger configuration captures single measurements successively, but many data are not used in practice. Therefore, to fully use detected data and to reduce the load of the captured data, the proposed trigger configuration involves recording N measurements within ∆τ N with some time between two consecutive N-measurement events. Our study revealed that fluctuation in the measured radiances that could be inferred by taking N measurements does not have any significant impact on the retrieved ASPs.
Several advantages of taking N real-time measurements of radiances for constructing a data-derived R matrix were discussed in this paper. Studies using simulation data with simple toy examples were also presented in this paper. These studies demonstrate that the adoption of N real-time measured radiances, a data-derived R matrix constructed from the N measured radiances, and a correct H can produce accurate ASPs with smallest cost function J value and the least uncertainty for each retrieved ASP. These studies also revealed that verification for correctness of H (or forward model) is necessary.
Recommendations for Future Work
As mentioned in Section 1, the retrieval results of ASPs from the DA system for successive weather forecast depend on H, the design of the DA methods, and the information in R and B matrices. In traditional ARWF, entanglement occurs in the DA system among (1) H, which needs verification; (2) DA methods; (3) the R matrix, which relies on instrument noise or H, x a , and x b ; and (4) the B matrix whose evolution depends on the NWP (or forecast) model. Furthermore, R and/or B matrices are usually constructed from forecast ensemble rather than real-time data. Thus, even if the R matrix is acquired correctly, the DA system still cannot guarantee producing accurate retrieved ASPs without proper H, correct B, and an appropriate DA method. Therefore, to ensure the whole DA system functions properly for correct production of retrieved ASPs and for next-step weather forecasting, it is a step-by-step course. The first and easiest step would be to fully isolate the R matrix from H, x a , and x b (or B matrix) and to independently and directly acquire the R matrix from N real-time measurements as explained in this paper. After that, the following tasks would be verification of H and building the B matrix with the measured N real-time data, with the aim of being free from reliance on the NWP (or forecast) model or historical forecast ensemble. Once R, H, and B are attained without entanglement with one another, the goal would be the determination of the DA method that performs the best.
Lastly, we hope to inspire people to think from a new perspective about which one, single measurement or a large number of measurements, should be used for the R matrix as well as ARWF, and what can be accomplished with a large number of measurements to improve the accuracy of the retrieval of atmospheric state parameters and of numerical weather prediction. Acknowledgments: Since 2013, M.H. has been investigating the issues in atmospheric research and weather forecast. M.H. is grateful to the Space Science and Engineering Center (SSEC) at the University of Wisconsin-Madison (Madison, WI, USA) for providing a good working environment. M.H. is indebted to SSEC's financial support during 2016-2017 for this work. Furthermore, we would like to express our gratitude to the four reviewers for reviewing our manuscript so carefully and providing constructive comments and suggestions. We are also thankful to the academic editor for handling our manuscript and going over our manuscript and responses to the reviewers.
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Appendix A. Nomenclature
1.
Single measurement refers to the acquisition of one single measurement inside a view angle ∆Ω within a short amount of detection time ∆τ S around a limited area ∆a by staring at some observation location of interest. Here, one single measurement means to obtain one radiance spectrum, which is adopted for retrieval of atmospheric state parameter profiles. If an interferometer is used, one single measurement indicates the acquisition of one single interferogram used to attain one radiance spectrum.
2.
A large number of measurements refer to collecting N (e.g., N ≥ 200) measurements inside the same ∆Ω within a short amount of detection time ∆τ N around the same ∆a by staring at some observation location of interest, where each measurement is used to construct one radiance spectrum, and the average of the N radiance spectra along with the variance and covariance is employed for retrieval of atmospheric state parameter profiles.
The superscripts S on ∆τ S and N on ∆τ N represent single measurement and N measurements, respectively. The detection time ∆τ N may be longer than ∆τ S or could be about the same, which could be studied by using real data.
