Abstract. In this paper, we propose an error embedded Runge-Kutta method to improve the traditional embedded Runge-Kutta method. The proposed scheme can be applied into most explicit embedded Runge-Kutta methods. At each integration step, the proposed method is comprised of two equations for the solution and the error, respectively. These solution and error are obtained by solving an initial value problem whose solution has the information of the error at each integration step. The constructed algorithm controls both the error and the time step size simultaneously and possesses a good performance in the computational cost compared to the original method. For the assessment of the effectiveness, the van der Pol equation and another one having a difficulty for the global * Corresponding Author.
Introduction
There are many research topics [2, 4, 5, 8, 10, 11, 12, 15, 16, 17, 18] in developing numerical methods for solving initial value problems (IVPs) described by
where f has continuously bounded partial derivatives up to required order for the developed numerical method. In particular, A long time simulation, which is needed in many physical problems, is one of the most important topics in IVPs. The embedded Runge-Kutta (ERK) method is a popular strategy for the long time simulation. Most ERKs use two Runge-Kutta methods with different orders p and q, simply denoted by RKp(q). In most cases, q > p and the low order RKp method and the high order RKq method are applied to calculate the approximate solution ϕ m+1 and the local truncation error E m+1 := ϕ(t m+1 ) − ϕ m+1 , respectively, at time t m+1 together with the information of ϕ m at time t m . Hence, the existing mechanism of ERK algorithm at each integration step is described by (1.2)
where F and G are functions derived from the numerical methods. Another important factor of ERK is to control the size of each integration step, for which an accurate and efficient scheme for calculating e m+1 is quite important, and RKq uses the same function values of RKp to reduce the computational cost. There are many research literatures concerning the technique selecting the time step size appropriately (for example, see [6, 7, 9, 12, 13, 14, 21] ). Notice that the solution at time t m+1 evolves from the solution at the previous time, which is the most basic property for the solution ϕ(t) of (1.1). Due to this evolution property, the error is usually accumulated as the time is increasing even though the evolution property is not shown in the error formula described in (1.2). Hence, for a long time simulation, smaller integration step sizes are usually required to bound the truncation error as the time is going on. However, the usage of smaller integration step sizes can not fully resolve the error control to get a given tolerance. It is difficult to get reliable results at stringent tolerances (for example, see [19, 20] ).
The subject of this paper is to improve the existing embedded integration scheme resolving the mentioned difficulties above without a considerable modification of ERK. Our motivation is on the well known fact that the addition of the estimated error e m+1 to the solution ϕ m+1 after the whole procedure gives more accurate solution. Based on this motivation, we propose a strategy to embed the estimated error into the algorithm for calculating the solution as a remedy to avoid or reduce the accumulated error of e m . That is, the proposed scheme is an explicit single step algorithm, so called an error embedded Runge-Kutta (EERK) method, of the form
As in the given embedded RKp(q), we use RKp and RKq to calculate the approximate solution ϕ m+1 and the estimated error e m+1 in (1.3), respectively. For an appropriate step size controller of (1.3), we exploit the same one used in the given RKp(q). The proposed EERK controls both the error and the time step size simultaneously at each integration step, and it turns out that the proposed method possesses a good performance in the computational cost compared with the original one. For an assessment of the effectiveness of the proposed algorithm, the van der pol oscillator problem and another one having a difficulty for the global error control are numerically solved. Finally, a two-body Kepler problem is also used to assess the efficiency of this algorithm. Throughout these numerical tests, it is shown that the proposed method is quite efficient compared to several existing methods. This paper is organized as follows. In Sec. 2, we describe the methodology to formulate and control the solution and error formulas based on ERK. Several numerical results are presented in Sec. 3 to give the numerical effectiveness of EERK. Finally, in Sec. 4, a summary for EERK and some discussion for further works are given.
Derivation of EERK
In this section, we derive a concrete algorithm of EERK based on a given ERK. Let us assume that a Butcher array
is given for a fixed embedded RKp(q) method, where 
The difference of the geometric concepts between the algorithm (2.5) and ERK can be explained as in Fig. 1 . Fig. 1 (a) and Fig. 1 (b) are descriptions for EERK and ERK, repsectively. The existing methods usually solve the perturbed IVP (2.4) at each integration step. Hence, after the first step, the estimated error e m is accumulated as the time step is going on as shown in Fig. 1 (b) . Therefore, we reduce this accumulation of the estimated errors by embedding them at each (a) (b)
Figure 1: Geometric concepts of (a) EERK and (b) ERK integration step, so that we can get a smaller global error. In other words, by giving the usage of estimated error, we can improve the capability of the existing methods, while existing methods use the estimated error only for the step-size selection. As one can see, it may be inevitable to give more accurate solution, since the EERK starts with possibly small perturbed initial value. 2. Set N :=length(ϕ 0 ) and err := 0 ∈ R N .
3. Initialize h and told := t 0 . (8), respectively. To assess the improvement and effectiveness of the proposed scheme, we consider two well known problems, van der Pol oscillator and two-body Kepler problem. Also, we consider another one having a difficulty for the global error control. In the subsequent examples, the notations Rtol and Atol denote the relative and absolute tolerances, respectively. In all numerical results of the examples, we use the sum of the approximate solution ϕ m and the estimated error e m as the numerical solution to give more accurate results in each method. As a measure of the effectiveness for each method, we calculate the required number of function evaluations (nfeval) and the computational time (cputime) to solve each problem. For given tolerances Rtol and Atol, we calculate the L 2 norm for the absolute error in log-scale at the final time for each problem and also the required nfeval and cputime. In all numerical results, the y-axis represents the absolute errors and the x-axis represents either nfeval (for example, Fig. 2 (a) ) or cputime (for example, Fig. 2 (b) ). Also, all the marked points from left to right are corresponding to the given tolerances from large to small, respectively. All numerical simulation is executed with MATLAB 2011b(7.13.0.564) and Windows 7 O/S with Intel(R) Core(TM) i7-3770 @ 3.4GHz CPU.
Set tnew:=told
+ h. If tnew > t f inal , then exit. 5. Calculate { k 1 := f (told, ϕ 0 + err), k i := f (told + c i , ϕ 0 + err + h ∑ i−1 j=1 a i,j k j ), i = 2, · · · , n. 6. Calculate ϕ new := ϕ 0 + err + h ∑ n i=1 b i k i and err new := h ∑ n i=1 (b i − b i ) k i .
Example
As the first example, we consider the system of equations described by T . The analytic solution of the problem is given by y 1 (t) = exp(sin(t 2 )), y 2 (t) = exp(5 sin(t 2 )), y 3 (t) = sin(t 2 ) + 1, y 4 (t) = cos(t 2 ).
(3.2)
This problem is known that the global error control task [19] is difficult. In each algorithm, the relative tolerance Rtol is varied from 1.0e-9 to 1.0e-13 and the absolute tolerance Atol from 1.0e-12 to 1.0e-16. In Fig. 2 , we list the numerical results for each algorithm and compare them.
To check the efficiency of the EERK, let us observe the point in the right corner of Fig. 2 , one can see that the speed of computation is understandably getting faster about 37%, 30% and 15% in order as displayed. Further, one can see that eeDOP7(8) get a more accurate numerical solution with 100 times smaller error than DOP7(8) under the same nfeval as shown in the right corner of Fig. 2  A (a) . That is, the approximate solutions of DOP7 (8) and eeDOP7(8) have the absolute errors about 1.0e-8 and 1.0e-9.8, respectively.
Likewise, the errors of eeRKF7 (8) and eeRKF4(5) are about 10 times and 3 times smaller than those of RKF7 (8) and RKF4 (5), respectively. To conclude, eeDOP7 (8) is most efficient among three improved methods for this example.
Van der Pol oscillator
The Van der Pol (VDPOL) problem originates from electronics and it describes the behavior of nonlinear vaccum tube circuits [1] . The solution of the problem satisfies a second order differential equation and it can be rewritten to a first order form given by
where the scalar parameter µ indicates the nonlinearity and the strength of the damping. According to the magnitude of µ, the stiffness of the described problem is determined. In this example, we consider a nonstiff case by taking µ = 5. We solve the problem on the integration interval [0, 20] with initial value [y 1 (0),
T . It is well known that there are no analytic solution and hence we take a reference solution at final time calculated by RADAU5 with the tolerances Atol = Rtol = eps, where eps is the double precision of floating numbers in MATLAB. In each algorithm, the relative tolerance Rtol is used by varing from 1.0e-7 to 1.0e-11 and the absolute tolerance Atol from 1.0e-10 to 1.0e-14. In Fig. 3 , we list the numerical results for each algorithm and compare them.
As the same ways of the previous example, we discuss the efficiency and the improvement of the proposed algorithms for the problem and summarize the results in Table 4 and 5. nfeval cputime eeDOP 7(8) 23% 25% eeRKF 7(8) 24% 26% eeRKF 4(5) 50% 52% Table 4 : Improvement ratio for VDPOL As seen in Table 4 , eeRKF4 (5) is the biggest among three improvements in the sense of both nfeval and cputime. To examine the accuracy of the EERK, we investigate the error at the final time with nfeval in the Table 5 . One can see that the EERKs give more accurate result than existing algorithms. In particular, eeDOP7 (8) (8) 2.927e − 13 6502 DOP 7 (8) 6.685e − 12 6515 eeRKF 7 (8) 3.942e − 13 7360 RKF 7 (8) 2.143e − 11 7360 eeRKF 4 (5) 2.967e − 11 1.962e + 4 RKF 4 (5) 8.806e − 10 1.962e + 4 Table 5 : Error and its demanded nfeval for the point corresponding to the smallest tolerance in Fig. 3 
Kepler problem
In astronomy's problems such as Kepler problem, a long-term simulation is an indispensable factor. Hence, we solve a two-body Kepler's problem subject to Newton's law of gravitation revolving around their center of mass, placed at the origin, in elliptic orbits in the (q 1 , q 2 )-plane [3] . Assuming unitary masses and gravitational constant, the dynamics of the two-body is described by the Hamiltonian function H given by
together with the angular momentum L, which is another invariant of the system, described by
whose components p i , q i (i = 1, 2) satisfy the following IVP (3.6)
We solve the system (3.6) with the initial conditions p 1 (0) = 0, p 2 (0) = 2, q 1 (0) = 0.4, q 2 (0) = 0 on the interval [0, 100π] by varying the Atol and Rtol from 1.0e-6 to 1.0e-10. It is well known that the true solution is periodic with periodicity 2π [3] . To examine how the considered algorithms satisfy the conservation property, we calculate the errors for the total energy H defined by (3.4) and plot the error versus nfeval in the Fig. 4 to compare each algorithm. Also, to examine the error behavior at the periodic point, the errors between the starting point (q 1 (0), q 2 (0)) = (0.4, 0) and the numerical solutions at final time t = 100π obtained by EERKs and ERKs are presented in Fig. 5 . With the same way to check the efficiency as the previous examples, we summarize the results in Table 6 Table 7 : Error and its demanded nfeval and cputime for the point corresponding to the smallest tolerance in Fig. 4 and Fig. 5 Also, from Table 7 , it can be seen that eeRKF7(8) has a similar conservation properties in Hamiltonian and the periodicity of the solution compared to eeDOP7 (8) with the smaller nfeval. One may summarize that the proposed EERK scheme improves the existing ERK.
Conclusion and Further Discussion
In summary, an error embedding strategy for improving the embedded RK (ERK) method is newly introduced. Unlike the traditional way to approximate solutions in ERK, we suggest a methodology that contains itself the estimated error at each integration step. Throughout several numerical results, it is shown that the proposed scheme can be applied most existing ERKs. Especially, eeDOP7(8) gives a striking improvement in the discussed problems. In order to fully explore the efficiency of EERK, several extended issues are currently being pursued. One of them is to investigate strategies for selecting time-integration step to reduce timecost and to get bounded error behavior within given tolerances. The proposed method is developed only for explicit embedded Runge-Kutta methods. Hence, the other challenge is to extend the idea of proposed method into implicit method to solve stiff-problem more efficiently. Additionally, the generalization of the proposed idea will be applied to many physical problems expressed by partial differential equations (PDEs). Results along these directions will be reported in the future.
