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Abstract
Preconditioning techniques for linear systems are widely used in order to speed up the
convergence of iterative methods. If the linear system is generated by the discretization of
an ill-posed problem, preconditioning may lead to wrong results, since components related
to noise on input data are amplified. Using basic concepts from the theory of inverse prob-
lems, we identify a class of preconditioners which acts as a regularizing tool. In this paper
we study relationships between this class and previously known circulant preconditioners for
ill-conditioned Hermitian Toeplitz systems. In particular, we deal with the low-pass filtered
optimal preconditioners and with a recent family of superoptimal preconditioners. We go on
to describe a set of preconditioners endowed with particular regularization properties, whose
effectiveness is supported by several numerical tests.
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1. Introduction
Direct methods for solving linear systems are often highly unstable and totally
useless if the system matrix is constructed from the discretization of an ill-posed
problem. In such a scenario, iterative methods are generally preferred since they pro-
vide slow amplification and good control of the components corrupted by noise. One
of the most popular iterative methods for Hermitian positive definite linear systems
is the conjugate gradient. It belongs to the class of iterative regularization algorithms
for ill-posed problems [30,31] and basically it means that the noisy components are
filtered out during its first iterations.
It is known that the convergence speed of the conjugate gradient method depends
on the distribution of the eigenvalues of its system matrix, and that the speed is high if
the spectrum is clustered close to the unity [1]. In order to speed up the convergence,
the n× n system Ax = b is replaced by the algebraic equivalent P−1Ax = P−1b.
Here P is a suitable n× n invertible matrix such that the spectrum of the precondi-
tioned matrix P−1A is better clustered at unity. Since P−1A ≈ I , the preconditioner
can be considered an approximation of the system matrix.
Preconditioning of ill-conditioned linear systems related to ill-posed problems
needs particular attention. Indeed, if P is a too close an approximation of A, then P
strongly “inherits” the ill-conditioning ofA. In this case, the first iterations of the pre-
conditioned conjugate gradient method are already highly influenced by the noise of
the input data, and the preconditioner gives rise to high instability. On the other hand,
in order to avoid instability, the preconditioner should speed up the convergence only
in the subspace which is related to components with low noise.
In this paper, we identify a class of preconditioners whose elements act as regular-
izers, that is, families of preconditioners whose spectrum approximates and simul-
taneously filters the ill-conditioned spectral distribution of the system matrix. The
idea comes from the generalization of basic arguments of regularization theory for
ill-posed problems. Basically, the class of preconditioners depends on a real value
which plays the role of regularization parameter. The approach is mainly devoted
to Hermitian Toeplitz systems, but it is a starting point which can be generalized to
non-Hermitian and non-Toeplitz systems as well.
The characterization includes and extends several circulant preconditioners which
have been proposed in literature for ill-posed linear systems. In particular, we show
that some low-pass filter based optimal preconditioners (first introduced by Hanke
et al. in [26]), and an extension of the family of filtering superoptimal preconditioners
[17], belong to the general classification of the paper.
A set of preconditioners with special regularization properties is proposed and
numerically tested. The set is constructed using spectral filtering techniques of con-
tinuous regularization algorithms [3,16]. These preconditioners allow us to control
the level of regularization in each particular subspace. This way, the convergence is
faster, and nevertheless the solution may be better than the one provided by the non-
preconditioned algorithm. We show that a suitable choice of regularization filtering
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procedures leads to preconditioners which provide higher accuracy of resolution than
the basic one of Hanke et al.
The computational complexity and ease of implementing these new precondition-
ers are exactly the same as classical ones. Moreover, they are more robust since the
choice of the regularization parameter is simplified. Indeed, strong regularization
filtering procedures allow us to reduce instability due to inaccurate estimations of
components related to noise. This feature is essential for actually applying precondi-
tioning techniques to discrete ill-posed linear systems.
The paper is organized as follows. In Section 2 we introduce basic tools concern-
ing the approximation and regularization of linear equations. In particular, we deal
with approximation techniques for designing circulant preconditioners; key concepts
from regularization theory for ill-posed linear problems are briefly sketched as well.
In Section 3 we introduce the class of regularizing preconditioners, and we show
how such preconditioners approximate the inverse of the system matrix. Section 4 is
devoted to the analysis and the development of regularizing preconditioners for Her-
mitian Toeplitz systems, on the grounds of the regularizing approximation schemes
of the previous section. The analysis of the section includes the first preconditioner
by Hanke et al. [26] and can be extended to most of the preconditioners which are
based on the same approach [38,28,29]. The family of filtering superoptimal precon-
ditioners [17] is studied in Section 5, and the last Section 6 is devoted to numerical
results. In particular, a thorough numerical simulation of a simple test problem is
performed, where a set of prototypes of regularization preconditioners are proposed,
compared and discussed.
2. Toeplitz systems preconditioning and regularization approach
In this section, we briefly recall definitions and basic results concerning Toeplitz
system analysis [21,8,22] and regularization theory for ill-posed problems [16,24,4].
2.1. Trigonometric matrix algebra approximations for Toeplitz systems
Toeplitz matrices arise when the model is invariant with respect to linear coordi-
nate shifts, such as Fredholm integral operators with space-invariant integral kernels
[4,21]. A n× n matrix An = (ai,j )ni,j=1 ∈ Cn×n is Toeplitz if ai,j = ar,s for i − j =
r − s, that is, An is constant along any diagonal. Many Toeplitz matrices can be
analyzed by studying related scalar functions. Indeed, a Toeplitz matrix An = An(f )
is said to be generated by a Lebesgue-integrable complex scalar function f : I −→
C, I = [−π, π], if the entries along the kth diagonal are equal to the kth Fourier
coefficient ak of f [22], that is,
[An(f )]r,s = ar−s , ak = 12π
∫
I
f (x)e−ikx dx (i2 = −1, k ∈ Z). (1)
110 C. Estatico / Linear Algebra and its Applications 397 (2005) 107–131
Notice that if f is real valued, any An(f ) is Hermitian. The generating function
is an important tool for Toeplitz matrix analysis because there is a strict correlation
between An(f ) and f . Indeed, Szego"–Tyrtyshnikov’s result states that the distribu-
tion of the eigenvalues of An(f ) is asymptotically equivalent to the distribution of
the real valued f ∈ L1(I ) in the sense established in [22,37,39].
As already mentioned, a preconditioner is a suitable approximation of its system
matrix. The natural spaces for the approximations of Toeplitz matrices are the trigo-
nometric matrix algebras, such as the well-known circulant, skewcirculant, Tau and
Hartley matrix spaces which allow fast, i.e., O(n log n), matrix-vector multiplication
and diagonalization [11,5,6,2]. In this paper we deal with the algebra Mn of the
n× n circulant matrices, that is, with the space
Mn = {X = FnnF ∗n ∈ Cn×n}. (2)
Heren = diag(d0, d1, . . . , dn−1) denotes the diagonal complex matrix of the eigen-
values of X with respect to the eigenvectors collected into the columns of the n× n
unitary Fourier matrix Fn =
( 1√
n
e2π irs/n
)n−1
r,s=0. If we consider a real valued function
g : R −→ R, and the set of grid points {2πj/n}n−1j=0 of the Discrete Fourier Trans-
form, in the following sections the symbol Mn(g) will denote the circulant matrix
Mn(g) = FnGnF ∗n ∈Mn where the diagonal matrix Gn is (Gn)j,j = g(2πj/n) for
j = 0, . . . , n− 1.
In such a context, two of the main approximation schemes for Toeplitz systems
are the “geometrical type” Chan optimal [10] and the “functional type” Tyrtyshnikov
superoptimal [35].
In the former case, the circulant optimal preconditioner Popt(An) ∈Mn satisfies
the following minimization problem
Popt(An) = arg min
X∈Mn
‖An −X‖, (3)
where ‖ · ‖ is the Frobenius norm. Popt(An) is the matrix ofMn which is closest to
An, with respect to the measure induced by the Frobenius norm, or, in other words,
the orthogonal projection of An onto the normed space (Mn, 〈•〉). It is important
to recall that the eigenvalues of the circulant optimal preconditioner Popt(An) are
the values of the Césaro sum [Cn(f )](x) = (n+ 1)−1 ∑nj=0 ∑jk=−j akeikx in the
Fourier grid (2πj/n)n−1j=0, that is, Popt(An) =Mn(Cn(f )) [9].
In the latter case, the “functional type” approximation is related to the superopti-
mal preconditioner Pso(An) ∈Mn such that
P †so(An) = arg min
X∈Mn
‖XAn − I‖. (4)
Here P † denotes the Moore–Penrose generalized inverse of P . Note that, by defi-
nition, the preconditioned matrix Pso(An)†An approximates the identity operator I ,
and so its spectrum will be clustered at unity.
Thanks to the results in [13], any continuous real valued function f > C > 0
leads to well conditioned Toeplitz matrices An(f ), since their eigenvalues belong to
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the open interval (C,maxI f ) uniformly well separated from zero and from infinity.
In these cases, the circulant optimal preconditioner (3) has been widely studied, and
it has been shown that it is a very good tool for increasing the convergence speed of
the conjugate gradient method [8].
The situation changes radically if the generating function f has a root, as is the
case in ill-posed Toeplitz problems. Hanke et al. showed that the optimal precon-
ditioner (3) strongly “inherits” the ill-conditioned spectral distribution of its system
matrix and it becomes completely useless since it leads to bad numerical results
due to high amplification of the noisy components [26]. That wrong behavior has
been confirmed in theoretical results by Tyrtyshnikov, which proved that, under weak
assumptions, if the generating function is non-negative with some roots, then the
eigenvalues of the preconditioned matrix Popt(An)−1An cluster at 1 [36–Theorem
3.1]. Basically, this means that Popt(An) approximates An all over the spectrum,
that is, in the signal space as well as in the noise one. As we will see in Section
4, Hanke et al. strengthened some regularizing capabilities of the circulant optimal
preconditioner Popt(An) by filtering out the eigenspace generated by the smallest
eigenvalues, which corresponds to the space mainly corrupted by noise in discrete
ill-posed problems. Afterwards, a wide range of preconditioners with similar spectral
filtering has been proposed (for instance, see [28,29]).
Another interesting strategy for ill-conditioned Toeplitz preconditioning was pro-
posed by Di Benedetto and Serra Capizzano [14]. They proved that the superoptimal
preconditioner (4) approximates asymptotically the system matrix only in the space
less sensitive to noise. This means that the superoptimal preconditioner (4) is suitable
for ill-posed problems [12]. On this base, a family of preconditioners with regular-
izing properties has been developed by the author [17] and will be considered in
Section 5.
2.2. Regularization algorithms
Let X, Y be two (infinite dimensional) Hilbert spaces. Given a datum y ∈ Y and
a bounded linear operator T : X −→ Y , we consider the linear equation T x = y,
where x ∈ X is the output solution. We solve this equation in the generalized sense,
that is, we look for the minimum norm solution x† of the Gaussian normal equation
T ∗T x = T ∗y. If the generalized solution x† exists, it has the following form:
x† =
∫ ‖T ‖2
0
1
λ
dEλT ∗y, (5)
where {Eλ} is the spectral family of the self-adjoint operator T ∗T [23,16].
According to Hadamard [3,16], a problem is said to be ill-posed if its solution
may not exist, may not be unique, or it does not depend continuously on the data.
The regularization theory for linear ill-posed problems states that the computation of
(5) is ill-posed if and only if the range R(T ) of the operator T is non-closed. In this
case, if y ∈ R(T )⊕ R(T )⊥Y , the integrand 1/λ exhibits a non-integrable pole
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in zero, and the computation of (5) needs procedures which filter that pole, called
regularization algorithms [3,16,24]. If T † denotes the generalized operator T † :
R(T )⊕ R(T )⊥ −→ X so that T †y = x† for any y ∈ R(T )⊕ R(T )⊥, basically a
regularization algorithm is a family of continuous, i.e., stable, operators which approx-
imate the unbounded, i.e., unstable, operator T †.
Definition 2.1 [16]. Let T : X −→ Y be a bounded linear operator between the
Hilbert spaces X and Y and let N(T ) denote the kernel of T , that is, T x∗ = 0 ⇐⇒
x∗ ∈ N(T ).
The family of continuous and linear operators {Rα}α∈(0,α0), Rα : Y −→ X,
α0 > 0, is called regularization algorithm for T †, if there exists a function α =
α(δ, yδ), called parameter choice rule, such that
sup
yδ∈Y,‖T x∗−yδ‖δ
‖Rα(δ,yδ)yδ − x∗‖ −→ 0 (δ −→ 0+), ∀x∗ ∈ N(T )⊥.
(6)
The parameter choice rule α : R+ × Y −→ (0, α0) is a scalar function such that
sup
yδ∈Y,‖T x∗−yδ‖δ
α(δ, yδ) −→ 0 (δ −→ 0+). (7)
Unlike T †, a regularization algorithm is a family of operator {Rα} which pro-
vides “solutions” for every y ∈ Y . Thanks to (6), the family {Rα} approximates the
generalized inverse T † as the error δ on the datum yδ vanishes to zero, and the
approximation is refined when α −→ 0+, by virtue of (7). Simple regularization
algorithms can be built from suitable approximations of the “unbounded” integrand
function λ−1 in (5), as we will show in Section 4.
3. Classes of regularization preconditioners
In this section, we identify families of preconditioners with regularization fea-
tures, using the basic Definition 2.1. In the first analysis, if a preconditioner P mimics
the system matrix in the noise subspace, then a regularizing preconditioner R is able
to approximate P and filters the noisy components simultaneously. For the Toep-
litz case, popular circulant preconditioners, such as the Strang natural and the Chan
optimal, provide a high approximation of the Toeplitz system matrix even in the
noise space. Indeed, both of the sequences of these preconditioners exhibit a weak
convergence to the correspondent sequence of system matrices. Let {An}n∈N and
{Bn}n∈N denote two sequences of n× n Hermitian matrices. We recall that {An}
weakly converges to {Bn} if, for any & > 0, there exists an integer n& ∈ N such
that the eigenvalues of the matrix An − Bn are contained in (−&, &) except for o(n)
outliers, for any n > n& [32]. Moreover, if ‖An − Bn‖2 = o(n) then the sequence
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{An} weakly converges to {Bn}, as it holds for the natural and optimal circulant
preconditioners (see [36–Lemma 2.3] for f ∈ L2[−π, π] generating functions).
Although the weak convergence is the same as saying that the large part of the
eigenvalues of two sequences of matrices are asymptotically “similar”, several numer-
ical applications of Toeplitz preconditioning show that the correspondent eigenvec-
tors of the sequences are alike too. In numerical discrete ill-posed problems, the
eigenvectors of An and Popt(An) which correspond to the smallest eigenvalues are
both highly oscillating, that is, are both related to high frequency components. In
the context of circulant preconditioning of Toeplitz systems, Zamarashkin and Tyr-
tyshnikov proved that the eigenvectors of An are distributed like the eigenvectors of
the circulant algebra Mn [40], which corroborate the experimental evidence. This
fact is very important in our analysis, as pointed out by Kilmer and O’Learly in
[29], since it implies that the corresponding signal and noise subspaces of the system
matrix and its preconditioner look alike. Due to this foundation, we shall assume
that corresponding eigenspaces of weakly convergent sequences of matrices are suf-
ficiently similar, in order to keep the signal space apart from the noise space in the
preconditioned system.
On these grounds, we can introduce the classification scheme for families of reg-
ularization preconditioners.
Definition 3.1. Let A = {An}n∈N and {Mn}n∈N denote a sequence of n× n Her-
mitian matrices and a sequence of trigonometric matrix algebras respectively. Let
{Pn}n∈N be a sequence of preconditioners Pn ∈Mn which weakly converges to A.
A family of Hermitian matrices {Rn;α}n∈N;α∈(0,α0), with α0 > 0 and Rn;α ∈Mn,
is a family of regularization preconditioners for A, if and only if the following two
conditions hold:
(1) For any n ∈ N, we have
‖Rn;α − P †n ‖ −→ 0 (α −→ 0+), (8)
where P †n denotes the Moore–Penrose inverse of Pn.
(2) For any n ∈ N, let |λ(n)min| = |λ(n)1 |  |λ(n)2 |  · · ·  |λ(n)n | = |λ(n)max| be the eigen-
values of the preconditioner Pn associated with a basis B of eigenvectors ofMn,
and let λ(n)1;α, λ
(n)
2;α, . . . , λ
(n)
n;α denote the eigenvalues of the matrix Rn;α associated
with the same basis B.
If |λ(n)min| −→ 0 (n −→ +∞) then, for any α ∈ (0, α′0), with 0 < α′0 < α0, there
exist a function jα(n) : N −→ N, which satisfies jα(n)  n, jα(n) −→ +∞
(n −→ +∞), and a constant 0 < Cα < 1, such that
0  |λ(n)
i;αλ
(n)
i |  Cα < 1, if i  jα(n). (9)
Now we give some first remarks. The concept of regularization preconditioners
has been conceived with the help of Definition 2.1. Noting that the range of Pn
is a finite dimensional space, hence closed, the main difference between the two
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definitions is that any preconditioner Pn of Definition 3.1 gives rise to a well-posed
operator. In this case, the simple condition (8) can be used instead of the following
one, which directly descends from Definition 2.1:
(1′) For any fixed n ∈ N, there exists a real function α = α(δ, yn, n) called param-
eter choice rule, such that
sup
yδn∈Cn,‖Pnxn−yδn‖δ
‖Rn;α(δ,yδn,n)yδn − xn‖ −→ 0 (δ −→ 0+),
∀xn ∈ N(Pn)⊥ ⊆ Cn. (10)
Here the parameter choice rule α : R+ × Cn × N −→ (0, α0) is such that
sup
yδn∈Cn,‖Pnxn−yδn‖δ
α(δ, yδn, n) −→ 0 (δ −→ 0+).
In the non-closed case of Definition 2.1, the noisy data yδ belong to the space
YR(T )⊕ R(T )⊥. On the contrary, in Definition 3.1 the noisy data yδn belong to
Cn ≡ R(Pn)⊕ R(Pn)⊥. Consequently, now we do not need to discriminate between
data in R(Pn)⊕ R(Pn)⊥ and Cn \ (R(Pn)⊕ R(Pn)⊥) = ∅. If we set α(δ, yδn, n) =
δ and xn = P †n yδn ∈ N(Pn)⊥, then condition (1′) becomes
sup
yδn∈Cn,‖yδn⊥‖δ
‖Rn;δyδn − P †n yδn‖ −→ 0 (δ −→ 0+),
where yδn
⊥ denotes the orthogonal projection of yδn on to R(Pn)⊥. In this way, if (8)
holds, then (10) is satisfied.
However, dealing with closed spaces, condition (8) is not sufficient to characterize
the class of regularizing preconditioners, since it does not guarantee any actual regu-
larization, that is, any control over the spectrum of the smallest eigenvalues. Indeed
notice that the family of matrices defined as Rn;α ≡ P †n for all α ∈ (0, α0), satisfies
(8), but it does not provide any regularization effectiveness. We must add condition
(9) in order to control the inversion of the smallest, i.e., “bad”, eigenvalues of Pn.
Observing that |λ(n)min| −→ 0 (n −→ +∞), then (9) is only related to precondition-
ers Pn with asymptotically infinitesimal eigenvalues, such as most sequences that
arise in discrete ill-posed problems. The inversion of the smallest eigenvalues of the
“non-regularized” preconditioner Pn, is controlled, i.e., filtered, by means of the reg-
ularization preconditioners {Rn;α}, and the number jα(n) of such filtered eigenvalues
must be high, since it tends to infinity with respect to n. Such a condition (9) can-
not be weakened: if the statement |λ(n)
n;αλ
(n)
i |  Cα < 1 is changed into |λ(n)n;αλ(n)i | 
1, then the family {Rn;α} might not provide any regularization capability (consider
again the previous useless family Rn;α ≡ P †n ).
We give a first result concerning the convergence of {R†
n;α} towards {An}. The
result of the theorem is strictly linked to the concept of weak convergence between
sequences of matrices.
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Theorem 3.1. According to notations of Definition 3.1, let K⊥n denote the operator
of orthogonal projection on to N(Pn)⊥. Then, for any & > 0, there exists a function
α& : N −→ R such that the eigenvalues of
R
†
n;α(n) − An, if dim(N(Pn)) = o(n),
or
R
†
n;α(n)K
⊥
n − An, otherwise,
are contained in (−&, &) except o(n) outliers, if 0 < α(n) < α&(n).
Proof. LetRn;α =∑ni=1 λ(n)i;αbibHi and Pn =∑ni=1 λ(n)i bibHi , be the spectral decom-
positions of the two Hermitian operators, where bi is the ith eigenvector of the
orthonormal basis B of Mn.
If yn ∈ Cn, we have that xn,α = Rn;αK⊥n yn =
∑n
i=1 λ
(n)
i;αbib
H
i K
⊥
n yn =∑
i∈Jn λ
(n)
i;αbib
H
i yn, with Jn = {i = 1, . . . , n : λ(n)i /= 0}, and xn = P †n yn =∑
i∈Jn(λ
(n)
i )
−1bibHi yn = P †nK⊥n yn. Indeed, notice that span{bi : i ∈ Jn} = N(Pn)⊥
= R(P ∗n ) = R(P ∗n ) = R(Pn) = N(P †n )⊥.
By virtue of (8), if n is fixed, then ‖xn,α − xn‖ −→ 0 as α −→ 0, which gives
that λ(n)
i;α −→ (λ(n)i )−1 /= 0 for any i ∈ Jn. By continuity, λ(n)i;α /= 0 for i ∈ Jn and α
sufficiently small. For such indices, we have that R†
n;αK
⊥
n yn =
∑
i∈Jn(λ
(n)
i;α)
−1bibHi
K⊥n yn =
∑
i∈Jn(λ
(n)
i;α)
−1bibHi yn −→
∑
i∈Jn λ
(n)
i bib
H
i yn = Pnyn. Hence, for any & >
0, there exists a value α& = α&(n) such that the spectrum σ(R†n;α(n)K⊥n − Pn) is
contained in (−&/2, &/2), for 0 < α(n) < α&(n).
Since {Pn} weakly converges to {An}, then σ(Pn − An) is contained in
(−&/2, &/2) except for a o(n) number of outliers. Considering that R†
n;αK
⊥
n − An =
(R
†
n;αK
⊥
n − Pn)+ (Pn − An), if 0 < α(n) < α&(n) then
σ(R
†
n;α(n)K
⊥
n − An) ⊆ (−&, &)
except for a o(n) number of outliers, according to the Monotonicity Theorem.
Moreover, if dim(N(Pn)) = o(n), then the eigenvalues of R†n;α(n) and R†n;α(n)K⊥n
are equal except o(n) ones. It remains to note thatR†
n;α − An = (R†n;α − R†n;αK⊥n )+
(R
†
n;αK
⊥
n − An), which completes the proof. 
We often require that large regularization parameters α yield high regulariza-
tion, while small parameters α lead to low regularization. A monotonic relationship
between the parameter α and the filtering capabilities on the small eigenvalues is
useful.
Definition 3.2. Using notations of Definition 3.1, a family of regularization pre-
conditioners R = {Rn;α}n∈N;α∈(0,α0), α0 > 0, is monotone if there exists α¯ ∈ (0, α0)
such that, for any 0 < α1 < α2  α¯ and n ∈ N,
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|λ(n)
i;α1 |  |λ
(n)
i;α2 | if i  j ′(n)
with j ′(n) −→ +∞ as n −→ +∞.
In Toeplitz setting, important examples will be shown in the following sections.
4. Regularization preconditioning from filtered optimal approximations
As already outlined, we apply regularization tools to common preconditioning
techniques in order to design particular regularization preconditioners. From Sec-
tion 2.2, the simplest way to obtain regularization algorithms is to approximate the
unbounded integrand function λ−1 of (5) with a family of neighboring functions,
which are piecewise continuous all over the closed spectrum [0, ‖T ‖2] of T ∗T .
Lemma 4.1 [16]. Let I¯ denotes the closure of I = [0,M), with M ∈ R+ ∪ {+∞}
and let α0 > 0. Let {Sα}α∈(0,α0) be a family of real functions Sα : I¯ −→ R, such
that the following three conditions hold:
(i) ∀α ∈ (0, α0),Sα is piecewise continuous and globally continuous from the right;
(ii) ∀α ∈ (0, α0), the function λSα(λ) is uniformly bounded, i.e., there exists a
constant C > 0 such that |λSα(λ)|  C∀λ ∈ I¯ ,
(iii)Sα(λ) approximates the inverse function 1/λ, as α −→ 0+, that is,
lim
α−→0+
Sα(λ) = 1
λ
∀λ ∈ I¯ \ {0}.
According to notations of Section 2.2, if I¯ ⊇ [0, ‖T ‖2] then, the family {Rα}α∈(0,α0),
of operators Rα : Y −→ X, defined as
Rαy =Sα(T ∗T )T ∗y :=
∫ ‖T ‖2
0
Sα(λ) dEλT ∗y, ∀y ∈ Y, (11)
is a regularization algorithm for T †.
Families of regularizing real functions {Sα}α∈(0,α0) can be simply constructed
from the most common filters for spectral control. Below, we collect and propose
some of them.
(I) Tikhonov Filter [16]
Sα(t) = 1
t + α t  0.
(II) Low Pass Filter
Sα(t) =
{
0, 0  t < α,
t−1, t  α.
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(III) Hanke et al.’s Filter [26]
Sα(t) =
{
1, 0  t < α,
t−1, t  α.
(IV) Tyrtyshnikov et al.’s Filter [38]
Sα(t) =
{
α, 0  t < α,
t−1, t  α.
(V) p-Polynomial Vanishing Low Pass Filter (p  0)
Sα(t) =
{
α−(p+1)tp, 0  t < α,
t−1, t  α.
(VI) (1/α)-Polynomial Vanishing Low Pass Filter
Sα(t) =
{
α− α+1α t 1α , 0  t < α,
t−1, t  α.
(VII) Exponentially Vanishing Low Pass Filter
Sα(t) =


0, t = 0,
α−1e t−ααt , 0 < t < α,
t−1, t  α.
(VIII) Showalter’s Filter for asymptotic regularization [16]
Sα(t) = 1
t
(
1 − e− tα
)
=
∫ 1/α
0
e−tsds, t  0.
Any filtering family {Sα}α∈(0,α0) is a basic tool for the development of families of
regularization preconditioners for Hermitian systems, in the sense of Definition 3.1.
Basically, a regularization filter has to be applied to the eigenvalues of any “unreg-
ularized” preconditioner. Following the first proposal by Hanke et al. in 1993 [26],
now we consider a Hermitian Toeplitz matrix An(f ) and the corresponding optimal
preconditioner Popt(An(f )) =Mn(Cn(f )). Using notations of Section 2.1, if V2π
denotes the space of the 2π-periodic real functions, and {Rα}α∈(0,α0) is the family of
operators Rα : C2π −→ V2π such that
[Rα(g)](x) =
{
0, if g(x) = 0,
Sα(g(x)), otherwise,
(12)
we consider the following family of circulant matrices:
Rn;α =Mn(Rα(Cn(f ))). (13)
The following theorem shows that such a family of preconditioners belongs to
the class of Definition 3.1. We can say that (13) is the simplest way of designing
regularization preconditioners for Hermitian Toeplitz systems.
Theorem 4.1. Let A = {An(f )}n∈N be a sequence of Hermitian Toeplitz matrices
generated by a real function f ∈ C2π with at least a point x such that f (x) = 0 and
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let {Rα}α∈(0,α0) be a family of operators (12) such that the corresponding family of
functions {Sα}α∈(0,α0) satisfy the three conditions of Lemma 4.1.
Then, the family of circulant matrices {Rn;α}n∈N;α∈(0,α0) defined by (13) is a fam-
ily of regularization preconditioners for A. Moreover, if there exist α¯ ∈ (0, α0) and
η > 0 such that
Sα1(λ) Sα2(λ) (14)
for 0 < α1 < α2 < α¯ and λ ∈ (0, η), then the family of regularization precondition-
ers is monotone in the sense of Definition 3.2.
Proof. Let Pn = Popt(An) =Mn(Cn(f )) the sequence of circulant optimal pre-
conditioners for A and let yn = un + u⊥n be the unique decomposition of yn ∈ Cn
such that un ∈ N(P †n ) and u⊥n ∈ N(P †n )⊥. We recall that the sequence {Pn} weakly
converges to {An}.
By virtue of Lemma 4.1, we can state thatSα([Cn(f )](x)) −→ ([Cn(f )](x))−1
as α −→ 0+, for any x ∈ [0, 2π] s.t. [Cn(f )](x) /= 0. Since both Rn;α and Pn be-
long to the same algebraic space Mn, by (12) and (13) we have that
Rn;αyn = Rn;αu⊥n −→ P †n u⊥n = P †n yn,
which states that condition (1) of Definition 3.1 holds for the family (13).
Now we discuss part (2) of Definition 3.1. By hypothesis, f ∈ C2π and there
exists a point x such that f (x) = 0; it is known that |λ(n)min| −→ 0(n −→ +∞) in the
light of the Szego" result [22]. We recall that any regularization filter Sα is bounded
in a neighborhood of zero, thanks to condition (i) of Lemma 4.1. Hence, for any
α ∈ (0, α0), there exist a constant 0 < Cα < 1 and a value ξα > 0 such thatSα(x) <
Cαx
−1 for any x ∈ (0, ξα), since Sα is continuous from the right in the closed set
[0, 2π]. In such a case, for any α ∈ (0, α0), we have that
|[(Rα(f ))(x)]f (x)|  Cα < 1 ∀x ∈ Lα = {x ∈ [0, 2π] : |f (x)| < ξα}.
(15)
Let Kn;α = {s ∈ N : |f (2πs/n)| < ξα} be the set of indices which asymptoti-
cally correspond to the smallest eigenvalues of Pn. If the function jα(n) of Defi-
nition 3.1 is defined as jα(n) ≡ #Kn;α , then condition (2) holds. In fact, for any
i ∈ Kn;α , we have λ(n)i −→ f (x˜) and λ(n)i;α −→ (Rα(f ))(x˜) for a suitable x˜ ∈ Lα ,
so that inequality (9) is a direct consequence of (15).
Finally, we show that the family of regularization preconditioners is monotone if
the family {Sα}α∈(0,α0) satisfies (14). For any 0 < α1 < α2 < α¯, we can write∣∣λ(n)
i;α1
∣∣=|λi(Rn;α1)| = |λi(Mn(Rα1(Cn(f ))))| = |(Rα1(Cn(f )))(2πi/n)|
=|Sα1((Cn(f ))(2πi/n))|  |Sα2((Cn(f ))(2πi/n))|
=|(Rα2(Cn(f )))(2πi/n)| = |λi(Mn(Rα2(Cn(f ))))|
=|λi(Rn;α2)| = |λ(n)i;α2 |
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for all the indices i ∈ Hn = {s ∈ N : |(Cn(f ))(2πs/n)| ∈ [0, η)}. According to
Definition 3.2, if we set j ′(n) ≡ #Hn, then {Rn;α} is monotone since #Hn −→ +∞
(n −→ +∞). 
It is simple to verify that all the previous filters, except (IV) and (VI), satisfy
condition (14), that is, they give rise to monotone families of regularization precon-
ditioners. Moreover, if we consider α = α(n) monotonically increasing with n, then
the family depends only on the dimension of the problem. In real applications, this
can be a good choice because usually the larger the dimension of the problem is, the
more regularization it will need.
Now it is simple to show that the class of regularization preconditioners of Defini-
tion 3.1 includes the widely used preconditioners for ill-conditioned Toeplitz systems
developed by Hanke et al. [26], which will be denoted by HNP. We recall that the
HNP preconditioner Hopt,α(An) with truncation parameter α > 0, is the circulant
matrix such that
λi(Hopt,α(An)) =
{
1 if |λi(Popt(An))| < α,
λi(Popt(An)) otherwise.
It is simple to note that the HNP preconditioners Hopt,α are the filtered version of the
optimal preconditioner Popt(An), where the smallest eigenvalues are set to 1. Setting
λi(Hopt,α(An)) = 0 if λi(Popt(An)) = 0, then the HNP preconditioners belong to the
class (13), where the regularizing family {Sα} of (12) is the filter (III) of the previous
list. We remark that such a filter satisfy condition (14).
Using the same arguments, we have that the improved circulant preconditioner
Topt,α(An) by Tyrtyshnikov et al. [38–Theorem 4.3] belong to the class of Definition
3.1. Topt,α(An) is the circulant preconditioner such that
λi(Topt,α(An)) =
{
α if |λi(Popt(An))| < α,
λi(Popt(An)) otherwise.
(16)
As we did before, setting λi(Topt,α(An)) = 0 if λi(Popt(An)) = 0, the family belongs
to the class (13), where {Sα} is now the filter (IV).
Corollary 4.1. Let A = {An(f )}n∈N be a sequence of Toeplitz matrices generated
by a real function f ∈ C2π endowed with a point x such that f (x) = 0.
The family of circulant preconditioners (cf. [26]){Rn;α}n∈N;α>0 such that Rn;α =
Hopt,α(An)†, is a monotone family of regularization preconditioners for A.
The family of circulant preconditioners (cf. [38]) {Rn;α}n∈N;α>0 such that Rn;α =
Topt,α(An)†, is a family of regularization preconditioners for A.
We remark that the numerical complexity of any preconditioner (13) is O(n log n),
as well as the basic HNP preconditioner. Indeed, the unique difference among all the
preconditioners (13) is the particular filterSα , whose computation has always a cost
of O(n log n) operations.
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In the last decade, many preconditioners have been regularized by using the fil-
tering approach of Hanke et al. (see, for instance, [28,29,25]) or by means of the
Tikhonov filter [27]. It should be stressed that Corollary 4.1 could be easily extended
to all of these more recent preconditioners. For this aim, it might be necessary to
modify the concept of weak convergence between the unregularized preconditioner
and its system matrix. In addition, Definition 3.1 should be extended to a more gen-
eral sequence of matrix spaces instead of simply trigonometric matrix algebras. As
already mentioned, in these generalizations, great attention should be paid for keep-
ing the signal space sufficiently separated from the noise space in the preconditioned
systems [29].
5. Regularization preconditioning from superoptimal approximations
The filtering extensions of the Tyrtyshnikov circulant superoptimal preconditioner
[17], can be included in the family of regularization preconditioners of Definition 3.1.
We recall that the circulant superoptimal approximation (4) for Hermitian Toeplitz
matrices exhibits filtering capabilities in the subspace of the smallest eigenvalues, as
Di Benedetto and Serra Capizzano showed in 2002 [14]. Basically, the eigenvalues of
the circulant superoptimal preconditioner are bounded far from zero in the same sub-
space where the eigenvalues of An tend to zero, usually connected to the noise space.
On such a base, in [17] we introduced the family of circulant filtering superoptimal
(CFSO) preconditioners {Pfso;k(An)}n,k∈N, where any k-stage CFSO preconditioner
Pfso;k(An) ∈Mn is defined as follows:
Pfso;k(An) = [Popt(A
2
n)]k+1
[Popt(An)]2k+1 .
Here the notation of ratio between two matrices D,E in the commutative algebra
Mn has to be read as D/E := DE−1 = ED−1.
Any k-stage CFSO preconditioner Pfso;k(An) satisfies the following minimization
problem:
P
†
fso;k(An) = arg min
X∈Mn
‖XAn − Ck(An)‖,
where the matrix Ck(An) ∈Mn, called k-stage filter, is defined by means of the
following recursive formula:
Ck(An) = Popt(An)[Pfso;k−1(An)]−1 = [Popt(An)]
2k
[Popt(A2n)]k
. (17)
The main point is that any k-stage filter Ck(An) is able to approximate the null
operator in a particular noise space and the identity matrix in the corresponding
signal space, that is, the subspace related to high eigenvalues of An. Hence, a suitable
k-stage CFSO preconditioner Pfso;k speeds up the convergence of the conjugate gra-
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dient method only in the signal space. The following lemma shows the distribution
of the eigenvalues of any Pfso;k(An).
Lemma 5.1 [17]. Let An = An(f ) denote a Toeplitz matrix generated by a function
f : R −→ R satisfying the three following assumptions:
(A1) f is an even 2π-periodic real function of the form f (x) = a0 +
2
∑s
k=1 ak cos(kx),
(A2) f  0 on [0, π],
(A3) f (0) = 0 with even order p and f (x) > 0 on (0, π].
If the level k of filtering is fixed, there exist two constants ck and c˜k so that, if
j  n1−1/p, the eigenvalues of Pfso;k(An) and Ck(An) satisfy respectively
λj (Pfso;k(An))  cknk and λj (Ck(An))  c˜kn−k for a sufficiently large n.
Using Lemma 5.1, in [17] we showed that the CFSO preconditioners own the
property of weighting the subspaces in different ways. In the noise space, that is,
in the subspace where the eigenvalues of An are small, the inverse of Pfso;k(An)
asymptotically mimics either a bounded operator, for k = 0, or the null operator,
for k > 0. Furthermore, Pfso;k(An) approximates thoroughly the inverse of the mat-
rix An in the rest of the spectrum. Such a filtering approximation improves with
respect to k, which means that much higher the k value is, then better the regu-
larization properties will be. Now we want to enforce this consideration, showing
that the family {Pfso;k(An)}n,k∈N belongs to Definition 3.1. We consider the family
{Rn;α}n∈N;α∈(0,+∞), with Rn;α ∈Mn such that
Rn;α = [Popt(An)]
2α−1
[Popt(A2n)]α
, (18)
which is a continuous extension of the inverse matrices of the discrete CFSO fam-
ily {Pfso;k(An)} (note that R†n;k+1 = Pfso;k(An) for any k ∈ N [19]). We have the
following result.
Theorem 5.1. Let A = {An(f )}n∈N be a sequence of Toeplitz matrices generated
by a function f which satisfies the assumptions A1, A2 and A3 of Lemma 5.1.
Then the family {Rn;α}n∈N;α∈(0,+∞) of circulant matrices (18), is a family of
regularization preconditioners for A.
Proof. The first step is to verify the first condition of Definition 3.1. For any n ∈ N,
it is simple to verify that
Rn;αyn = [Popt(An)]
2α−1
[Popt(A2n)]α
yn −→ Popt(An)†yn (α −→ 0+),
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for any yn ∈ Cn, since the matrices Popt(An) and Popt(A2n) belong to the same
matrix algebra Mn. Consequently ‖Rn;α − Popt(An)†‖ −→ 0 as α −→ 0. Since
{Popt(An)}n∈N weakly converges to A [36], the first condition of Definition 3.1 is
fulfilled.
Concerning the second condition of Definition 3.1, let first notice that |λ(n)min| −→
0 (n −→ +∞) since the eigenvalues of An asymptotically accumulate to zero. In
fact, since f is continuous and f (0) = 0, the smallest eigenvalues of An = An(f )
tend asymptotically to zero, by virtue of the Szego" result.
Furthermore, since f is non-negative, the products |λ(n)
i;αλ
(n)
i | are exactly equal to
the eigenvalues of the matrix Rn;αPn = [Popt(An)]2α[Popt(A2n)]−α . The key point is
that these matrices Rn;αPn correspond to the matrices of the continuous extension
of the family of filters (17), that is, Rn;αPn = Cα(An). By invoking the results
of Lemma 5.1, for real indices α > 0 [19], we know that the j th eigenvalue of
Cα(An) is bounded by λj (Cα(An)) < c˜α/nα if j  n1−1/p, where c˜α is a suitable
constant value. Hence, if j  n1−1/p then |λ(n)
i;αλ
(n)
i | < c˜α/nα < 1 for a sufficiently
large n. The integer function jα(n) of (9) is jα(n) := &n1−1/p' < n for any α > 0,
and the second condition of Definition 3.1 holds, because of &n1−1/p' −→ +∞
(n −→ +∞). 
Noting that Pso(An)† = Rn;1, we have the following interesting corollary. It gives
a new theoretical justification to the superior numerical results of the superoptimal
preconditioner with respect to the optimal one, whenever the system matrix derives
from the discretization of an ill-posed problem [14,12].
Corollary 5.1. According to hypotheses of Theorem 5.1, the Tyrtyshnikov circu-
lant superoptimal preconditioner (4) belongs to the family of regularization pre-
conditioners (18) which converges to the (“unregularized”) Chan circulant optimal
preconditioner (3).
The numerical complexity of the CFSO preconditioners (18) is O(n log n), even in
the multidimensional setting [12], as well as all the popular matrix algebra precondi-
tioners for Toeplitz systems. In some real applications, such as the image deblurring
problem related to the LBT model [20], the choice of the regularization parameter α
seems to be easier and less expensive than for the HNP preconditioner of the previous
section, since the family (18) is more stable with respect to poor estimation of the
noise space. However, that choice of α is still an open question and needs further
investigations.
6. Numerical tests and concluding remarks
In this section we study the numerical effectiveness of some families of regulariza-
tion preconditioners (13). The preconditioned conjugate gradient method is applied to
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an ill-conditioned Toeplitz system Anx = b proposed by Eldén [15] as prototype
of ill-posed signal restoration problems. Analogous numerical tests for the family (18)
can be found in [17], whereas the image restoration case is studied in [18].
The matrix An = An(f ) is a 50×50 symmetric positive definite Toeplitz matrix
such that
[An(f )]r,s = ar−s =
{ 4
51k0.15(zr − zs) if |r − s|  8,
0 otherwise,
where kσ (t) is the Gaussian distribution with zero mean and standard deviation σ ,
and the points z1, . . . , zn are equidistant in [−2,2]. Following Eldén, the true solu-
tion x = (x1, x2, . . . , xn)t is the sum of two different impulses with centers in −0.9
and 0.8, such that the j th component is xj = 0.5k0.1(zj + 0.9)+ k0.05(zj − 0.8).
The right hand side vector is b = b˜ + η, and it is the sum of the true image b˜ =
Anx and the white noise η, that is, Gaussian with zero mean; the relative noise
‖b − Anx‖/‖Anx‖ is about 3 · 10−3.
Using seven different families {Sα} of real functions for the regularization algo-
rithms of Lemma 4.1, we test seven different families of regularization precondition-
ers {Rn;α}. In particular, we have Rn;α =Mn(Rα(Cn(f ))) such that, according to
(12) and (13):
R1 Sα is the p-Polynomial Vanishing Low Pass Filter (V) with p = 0;
R2 Sα is the Tikhonov Filter (I);
R3 Sα is the Hanke et al.’s Filter (III);
R4 Sα is the p-Polynomial Vanishing Low Pass Filter (V) with p = 0.5;
R5 Sα is the p-Polynomial Vanishing Low Pass Filter (V) with p = 1;
R6 Sα is the p-Polynomial Vanishing Low Pass Filter (V) with p = 2;
R7 Sα is the Low Pass Filter (II).
Let {Pn} be the sequence of circulant optimal preconditioners Pn = Popt(An) =
Mn(Cn(f )). Since {Rn;α} is the regularized approximation of {P †n }, first of all we
compare their eigenvalues and condition numbers.
The eigenvalues of P †n (solid line) and several Rn;α for the fixed value α = 0.01
are plotted in Fig. 1. We can estimate the high different level of filtering; the higher
the number of the filter is, the higher the filtering capability will be.
In Table 1 we show the condition numbers of Rn;α with respect to different val-
ues of the regularization parameter α. Since all our seven regularization inverses
are monotone, we see that at each row the condition numbers decrease while the
values of the regularization parameter α increases. The extremes eigenvalues of
the circulant optimal preconditioner Pn are 8.44 · 10−4 and 0.956, and they give
a condition number of about 1131. Table 1 shows that the condition numbers of
regularization preconditioners Rn;α may be larger than the condition number of Pn.
In our tests, λmax(Rn;α) ≈ α−1 and λmin(Rn;α) ≈Sα(λmax(P †n )) =Sα(λmin(Pn));
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Fig. 1. Eigenvalues of P †n (solid line) and eigenvalues of Rn;α for R1,. . . ,R6.
Table 1
Condition numbers with respect to various regularization parameters α
Sα α = 0.001 α = 0.01 α = 0.1 α = 0.5 α = 1
R1 956.1 95.61 9.563 1.912 1
R2 518.8 89.09 10.47 2.907 1.954
3 901.2 56.30 7.304 1.708 1
R4 3.100 · 104 1937 251.4 58.79 33.64
R5 1.066 · 106 6.665 · 104 8651 2022 1131
R6 1.263 · 108 7.891 · 107 1.024 · 107 2.394 · 106 1.281 · 106
R7 +∞ +∞ +∞ +∞ +∞
hence, if Sα(λmax(P †n )) < [α · cond(Pn)]−1, then cond(Rn;α) > cond(Pn). This is
the case of R4, R5 and R6 with α = 0.01, as shown in Fig. 1.
However, it is important to remark that these high condition numbers do not
lead to numerical errors in the reconstruction of the solution x. The ill-condi
tioning is only due to the smallest eigenvalue of Rn;α , which is Sα(λmax(P †n )) =
Sα(λmin(Pn)) ≈Sα(λmin(An)). Since λmin(An) is related to the noise space, the
ill-conditioning of Rn;α does not give errors, but rather it makes smaller the “bad”
components in the noise space.
In our regularizing preconditioners Rn;α , one of the main problems is the choice
of the filtering threshold α. Here we adopt the strategy proposed by Hanke et al. for
their filtered optimal preconditioners of Corollary 4.1 [26]. Basically, the value α cor-
responds to the largest eigenvalue of Pn for which the Fourier components of the data
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g have the smallest width, approximately of constant size (the strategy works well if
the noise is of white type, as in our case). Since all these components belong to the
noise space, the filtering capability of Rn;α affects only the corrupted components.
Such a method can be applied to preconditioners (13) such that λi(R−1n;α) = λi(Pn),
if λi(Pn)  α, which are related to families {Sα} where Sα = t−1 for t  α. In
our tests, all filters, except R2, satisfy that condition. However, we adopt the same
parameter choice even for the preconditioner related to R2, although it is not strictly
correct, because its eigenvalues are quite similar to the ones of R1 (see Fig. 1). This
gives a complete comparison of the performance.
Unfortunately, we immediately discover that such a parameter choice is not a
simple task. The reason is that very small differences in the evaluation of the size of
the noise space often give rise to very high differences in the results. As Fig. 2 shows,
the noise space could be estimated as the subspace starting from the 20th eigenvalue
or starting from the 22nd one, which give respectively α ≈ 0.01 and α ≈ 0.005.
We test both such choices. Table 2 shows the best relative restoration error (RRE)
‖xk − x‖/‖x‖ and the corresponding iteration k obtained by using all the precondi-
tioners, with α = 0.005, 0.01, 0.1 (we point out that the value α = 0.1 is just used
as an example of a highly inaccurate choice). Fig. 3 shows the related convergence
histories in the first 100 iterations.
Before analyzing the results, we note that the best RRE of the non-preconditioned
conjugate gradient method is 0.3013, at the 64th iteration. In addition, the (unregu-
larized) optimal circulant preconditioner Pn does not work at all (RRE >1 for all the
iterations).
Fig. 2. Fourier components of Pn and g, for the choice of the truncation value α.
126 C. Estatico / Linear Algebra and its Applications 397 (2005) 107–131
Table 2
Best relative restoration error (RRE) and number of iterations for α = 0.05, 0.01, 0.1 (non-preconditioned
CG: RRE = 0.3013; Iterations = 64)
α R1 R2 R3 R4 R5 R6 R7
0.005 0.3940 0.3457 0.2956 0.2955 0.2948 0.2956 0.2954
9 10 10 10 66 10 10
0.01 0.2990 0.3086 0.3073 0.3026 0.2957 0.3333 0.3346
9 11 21 43 34 156 7
0.1 0.3000 0.3007 0.3014 0.2980 0.2963 0.2988 0.5325
24 23 43 81 237 396 4
In the first row of Table 2, where α = 0.005, the best results are obtained within
10 iterations. Here the regularization parameter is small, hence the filters R3–R7 give
better RREs since they provide a higher filtering action than R1 and R2. All of them
give RREs less than the non-preconditioned case in about a sixth of iterations. As the
first graph of Fig. 3 shows, the first 30 iterations of R3–R7 are quite similar; in the
next steps, the HNP preconditioner R3 starts giving bad results. The results become
worse later using R4, R5, and they remain good within 100 iterations for R6 and R7.
By means of such a convergence graph, it seems that the regularization given by the
HNP preconditioner could be improved without losing reconstruction capabilities,
with the help of stronger filters.
The second row of Table 2 is related to the second choice of α, that is, α = 0.01.
Here the regularization is greater than the previous choice, and the scenario is just
the opposite: the preconditioners with low regularization capabilities are better. The
second graph of Fig. 3 shows that only R1 and R2 give a very fast convergence
(RRE = 0.2990 in 9 iterations for R1). For R6 and R7, the convergence speed is even
slower than in the non-preconditioned case; the minimum is attained after the 40th
iteration.
The very large regularization obtained by preconditioning with the latter third
choice α = 0.1, give poor results for R1 and R2, and very bad ones for R3–R7, as
shown by the third row of Table 2. Note that R1 and R2 need more than double the
amount of iterations with respect to the previous case α = 0.01. Here, the other filters
are absolutely useless, since they bring too much regularization, and the solution
cannot be suitably recovered (R4–R6 need several iterations and R7 does not work
well, as shown also by the third graph of Fig. 3).
The computation of the best relative restoration errors of Table 2 needs the knowl-
edge of the true solution x, which is unknown in all real problems. In those cases,
denoting by xk the solution at the kth iteration, the number of iterations is controlled
by testing the residual relative error ‖Anxk − b‖/‖Anxk‖, by means of the discrep-
ancy principle rule. We recall that the discrepancy principle rule stops the iterations
as soon as the residual relative error is lower than (a suitable estimate of) the rela-
tive noise ‖η‖/‖b˜‖ [4,16]. In our tests, the relative noise is approximately 3 · 10−3.
Results of such a more practical approach are shown in Table 3. Basically, they
C. Estatico / Linear Algebra and its Applications 397 (2005) 107–131 127
Fig. 3. RRE versus Iterations for α = 0.05, 0.01, 0.1, within 100 iterations.
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Table 3
Relative restoration error (RRE) and number of iterations for α = 0.05, 0.01, 0.1, with discrepancy prin-
ciple stopping rule (non-preconditioned CG: RRE = 0.3322; Iterations = 42)
α R1 R2 R3 R4 R5 R6 R7
0.005 0.4047 0.3458 0.3040 0.3040 0.3040 0.3040 0.3040
7 7 7 7 7 7 7
0.01 0.3016 0.3173 0.3348 0.3346 0.3348 0.3346 0.3348
7 9 6 6 6 6 6
0.1 0.3257 0.3202 0.3313 0.3356 0.3342 – –
18 20 26 41 58 >100 >100
confirm the behavior just explained: the strongest filters (R3,R4,R5,R6) are better
for small, i.e., poor, regularization parameters, while the weakest filters (R1,R2) give
better results for large, i.e., strong, regularization parameters.
Table 3 gives us further information. The best results, that is, the smallest RREs
within few iterations, are quite similar for the two reasonable choices of α. The risk-
ier choice, that is, the lower filtering threshold value α = 0.005, gives RRE= 0.3040
within 7 iterations, provided that one of the strongest filters R3–R6 is used. On the
other hand, the safer choice α = 0.01, gives RRE = 0.3016 within the same 7 itera-
tions, by using the weakest filter R1. This is a very positive situation, since we can
choose the filter based on the estimate of the noise space:
(i) if the noise space is usually over-estimated, that is, if we usually choose an
excessively large threshold value α, it is better to use weak regularizing filters,
such as R1 or R2 for instance, and,
(ii) if the noise space is usually under-estimated, that is, if we usually choose an
excessively small threshold value α, it is better to use strong regularizing filters,
such as R6 or R7.
Basically, if we are more interested in small RREs rather than few iterations, it
should be better to over-estimate the noise space, and to adopt the first strategy. On
the contrary, if our main goal is fast reconstruction, it should be better to under-
estimate the noise space, and to adopt the second strategy.
6.1. Concluding remarks
In this paper we have proposed a characterization of preconditioners which exhibit
regularization features useful for solving discrete ill-posed linear systems by itera-
tive methods. The preconditioners of the class, called regularization preconditioners,
depend on a real parameter α which plays the role of regularization parameter. This
means that the parameter α allows us to simultaneously increase the convergence
speed and control the stability of the solution, through suitable filtering of the noisy
components on the data. We have shown that some well known circulant precondi-
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tioners for ill-conditioned Toeplitz systems of the literature belong to the class of
regularization preconditioners.
An initial family of such preconditioners for ill-conditioned Hermitian Toeplitz
systems has been developed with the help of simple spectral filters. Unlike popular
preconditioners which are usually based on the Hanke et al.’s filtering approach,
some of these new regularization preconditioners, give not only a fast reconstruction,
but lead to the smallest relative restoration errors. These restoration errors are even
slightly lower than the ones obtained by using the non-preconditioned version of the
method. This positive result is due to the high filtering capabilities of the precondi-
tioners, which yield fast convergence in the signal space and very slow reconstruction
from the noisy components.
In Toeplitz preconditioning, the numerical complexity for computing and apply-
ing such regularization preconditioners is the same as the most popular ones used
previously, that is, O(n log n). In addition, a good spectral filtering procedure makes
restoration more robust, since it is tolerant of noisy data.
The simple examples of the numerical section are only an initial attempt at eval-
uating such features. We have shown that a good choice of the spectral filter of the
preconditioner gives rise to good solutions within few iterations. This choice has still
not been solved completely. A possible strategy involves analyzing the distribution
of the smallest eigenvalues of the system matrix. Furthermore, it seems to be use-
ful to collate both the choice of the spectral filtering procedure and the choice of
the regularization parameter α. This should be done considering what is the most
important and desired aim, that is, either few iterations or best reconstruction. Al-
though the choice of spectral filters has been investigated in the numerical section,
the choice of the regularization parameter is an open question and needs further
study and investigation, as well as multidimensional extensions and more realistic
2D tests.
Another aspect that should be addressed is the extension and the application of the
preconditioners to trigonometric matrix algebras other than circulant. Although the
classification of Definition 3.1 extends directly, all the subsequent results should be
reformulated. The extension to different trigonometric matrix algebras is important
in signal and image processing, since it is related to different blurring models outside
the sampling domain of discretization. The choice of the trigonometric algebra is not
fixed, but depends on the quality of the blurred signal/image close to the boundaries.
For instance, the circulant matrices lead to a periodic extension of the data outside
the domain, while the cosine and sine matrices lead to reflective and anti-reflective
extensions respectively [34,7,33].
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