Abstract. Feature extraction plays an important role in machinery fault diagnosis and prognosis. The features extracted from time, frequency and time-frequency domains are widely investigated to describe the properties of overall signal from different perspectives (e.g. RMS, energy, etc.), seldom considering the sequential pattern of time-series signal in which the fault information may be embedded. This paper contributes a novel approach based on Symbolic Aggregate approXimation (SAX) framework and bitmap technology to extract fault information by analyzing sequential pattern in time-series signal for fault diagnosis. In the proposed method, SAX and bitmap are subtly combined. SAX technique reduces the dimensionality of raw data by transforming the original real valued time series into a discrete one. Fault features are extracted with bitmap representation by a simple histogram form summarizing the occurrence of the chosen symbols words, in which signal timing change character is investigated. Compared with the commonly used methods, the proposed approach has high computation efficiency and feature extraction accuracy. Experimental studies on reciprocating compressor valve demonstrate that the presented approach outperforms the methods of SAX-entropy and EMD-energy-entropy using support vector machine for classification.
Introduction
Modern manufacturing aiming to achieve higher productivity, better quality, and increased flexibility is highly dependent on fault-free operations of various components in manufacturing machines [1] [2] [3] , which requires timely condition monitoring and diagnosis of the working status of vital machine components [4] . Intelligent fault diagnosis methods, as a diagnosis technology that can effectively analyze massive data and automatically provide accurate diagnosis results, have been a hot research in recent years. At present, various intelligent fault diagnosis methods, such as expert system [5, 6] , support vector machine [7, 8] , neural network [9] [10] [11] , fuzzy logic [12, 13] , rough set [14, 15] , and their hybrid method [16, 17] , have been successfully applied to distinguish machinery health conditions. Generally, intelligent fault diagnosis follows a roadmap of data acquisition, feature extraction, fault classification and diagnostic decision making, in which feature extraction is a crucial step that can influence the performance of classifier. Vibration signal is the most commonly used for fault diagnosis, which is easy to reflect signal changes caused by fault components. However, the raw data acquired from sensors is too high in dimensionality to be efficiently computed and sampled in a dynamic environment where various factors concur, such as noise and signal modulation effect, which will cause information redundancy [18] . Hence, effective techniques to reduce dimensionality of vibration signal and extract features become highly desirable.
Various feature extraction techniques have been introduced for machinery fault diagnosis and can be categorized in three domains, including time domain, frequency domain and time-frequency domain. Time domain methods [19] include peak amplitude, root mean square (RMS), crest factor, kurtosis and shock pulse counting, while Fourier transform, spectrum analysis, and the envelope spectra technique [20] belong to frequency domain methods. Time-frequency domain methods can characterize varying frequency information at different time with the advantages of dealing with non-stationary signals. So during the past several decades, a significant amount of research has been undertaken in this domain. Commonly used time-frequency analysis methods include short-time Fourier transform (STFT), wavelet transform (WT) and empirical mode decomposition (EMD). The basic idea of STFT is windowing and performing Fourier transformation of windowed signals. Hence, it is possible to express the frequency spectrum property of the time interval using the signal within this interval. For instance, Walker et al. [21] applied short-time Fourier transform combining with butterworth filter to the localization of unbalance fault in rotating machinery; Xie et al. [22] established a new adaptive short-time Fourier transform algorithm, which adjusts the window width by adapting to the instantaneous bandwidth at each frequency position. With wavelet transform technique, the signal can be broken into many different frequency bandwidths to extract failure feature from the noise signal. This approach has received widespread attentions in recent years due to its proven advantages. For example, Chen et al. [23] used the discrete wavelet transform for feature extraction with wavelet coefficients as features; Yen et al. [24] applied the wavelet node energy extracted by wavelet packet transform to diagnose the gearbox fault conditions; Wavelet analysis was utilized to predict the location of structural damage in [25] ; Zhang et al. [26] proposed a method that combined wavelet analysis and neural network to study face recognition. However, in many cases, the parameters such as wavelet decomposition levels are determined with experience, which will make great subjective influence on results. EMD is a newly developed powerful method for non-linear and non-stationary time series analysis. The signal is decomposed into a set of completed and almost orthogonal components, named as intrinsic mode function (IMF), based on which one can get an elaborate energy-frequency-time distribution of the signal. Ricci et al. [27] proposed a merit index that automatically selects the intrinsic mode functions. The effectiveness of the method was proven by the experimental tests using the merit index for investigating the damaged gearbox; In [28] EMD was applied to the extraction of four features with two specific intrinsic mode functions (IMFs) both from the time and the frequency domain. The features were then fed to an ensemble anomaly detector to detect four different types of faults; In [29] EMD method and autoregressive (AR) model were combined for feature extraction, with which the AR parameters and the remnant's variances of the AR model for each IMF component were treated as the feature vectors for roller bearings diagnosis.
Unfortunately, all these methods extract features directly based on raw vibration signals. In some cases, the large amounts of raw data make the extracting feature process become ineffective computing. Additionally, the traditional methods extract features based on either several representative points or the overall raw data characteristic, yet these existing methods ignore the signal timing change information in a part of signal sequence which exactly contains important mechanical operation information. Specifically, the indexes, such as crest factor, shock pulse counting and peak amplitude, are based on analyzing several special points in the data for diagnosis, while ignoring the information of other points; The RMS and kurtosis factor require computing based to every point value. Also, the methods based on frequency-domain analysis, (e.g., Fourier transform, spectrum analysis, and the envelope spectra technique) and time-frequency analysis (e.g., short-time Fourier transform, wavelet transform, and EMD) carry out transform regarding the whole data sequence but losing sequential change information. In a word, the traditional methods extract feature regarding either too few special points to gain comprehensive information or the overall data transformation but losing partial information, more important they hardly capture the sequential information in time-series, so the traditional methods extract feature poorly to some extent.
To address the issues, a hybrid approach of SAX [30, 31] and bitmap technology is proposed for the analysis of vibration signals by mapping them into a discrete symbolic sequence and then extract features by bitmap representation [32] . SAX is a new time series representation effectively addressing the discrete representation problem. It can tremendously reduce the dimensionality of time series to form a new symbolic sequence for computing high-efficiency. The bitmap is originally a visualization tool and further exploited for anomaly detection and classification [30, 32] . In this study, bitmap is used as features extracted from symbolic sequence. By combining SAX and bitmap representation, a novel feature extraction method based on sequential analysis pattern is proposed, which captures the signal timing change character of raw data, in the process a parameter optimization process is investigated. The main merit of the approach lies in acquiring fault information by analyzing the sequential change character in the vibration signal accurately and efficiently through bitmap representation. The experimental studies on reciprocating compressor valves suggest that this new representation is efficient for the condition monitoring and fault identification.
The rest of the paper is organized as follows. The theoretical background of symbolic aggregate approximation and bitmap technology are introduced in Section 2. The proposed scheme is then presented in Section 3. Section 4 presents the effectiveness of the developed method demonstrated in the experimental studies on compressor valve. Finally, the conclusions of this paper are drawn in Section 5.
Theoretical framework

Symbolic aggregate approximation
As a symbolic representation of sequential data, SAX has been verified as a simple but effective tool for solving some time series data mining problems, such as clustering, classification, indexing, anomaly detection, and motif finding. SAX transforms a time series of length into a string of arbitrary of length , where ≪ . It operates by using an alphabet of size > 2, to produce the string. The algorithm can be decomposed into three main steps. Firstly, the time series is normalized in order to have zero mean and standard deviation of one. Secondly, the signal is divided into equal sized sections and the mean value of each section is calculated. By substituting each section with its mean, a reduced dimensionality process is achieved. This process is known as Piecewise Aggregate Approximation (PAA). Finally, after the time series has been transformed to its PAA representation, a discretization takes place in order to produce a word with approximately equiprobable symbols. For example, as seen in Fig. 1(a) , a time series of length = 128 is segmented into a new sequence with = 16 mean values. In Fig. 1 (b) the normalized time series is symbolized by four words and the area is divided into four regions in vertical using three breakpoints [33] . 
Piecewise aggregate approximation
The time series of length can be transformed into a new sequence of length . PAA means that a time series = , , … , can be represented by a sequence = , , , … , . An arbitrary element ∈ can be calculated by:
The original time series can be represented by the sequence, of which the element is composed of the mean value of every equal-length segment. In this way, long time series can be transformed into a short sequence and the vector of the mean values becomes the data-reduced representation.
In most cases, time series must be normalized as a new series with a mean of zero and a standard deviation of one before being transformed into the PAA representation. It means that the method can be used to achieve this function. That is:
where is the normalized series of , is the mean of all the points in and is its standard deviation. After normalization, the different offsets and amplitudes can be neglected when comparing time series.
Discretization
After the time series has been transformed to its PAA approximation, we apply a further transformation to obtain a discrete representation. Having normalized the time series, the new time series will approximately follow a Gaussian distribution and has simply determined "breakpoints" that will produce equal sized areas under a Gaussian curve. Definition 1. Breakpoints: breakpoints are a sorted list of numbers = , … , such that the area under a (0,1) Gaussian curve from to = 1 ⁄ ( and are defined as −∞ and +∞, respectively). These breakpoints may be determined by looking them up in a statistical table. Table 1 gives the breakpoints for values of from 3 to 8. Once the breakpoints have been obtained we can discretize a time series in the following manner. We first obtain a PAA of the time series. All PAA coefficients below the smallest breakpoint are mapped to the symbol ; all coefficients greater than or equal to the smallest breakpoint and less than the second smallest breakpoint are mapped to the symbol , etc.
Parameters
The SAX algorithm requires two parameters: the word length and the alphabet size . For instance, with = 4, = 16, the time series is mapped as shown in Fig. 1(b) . The larger the value of and , the more focus will be on denser division in vertical and transverse direction respectively. On the contrary, the smaller the value of and , the more focus will be on sparser division in vertical and transverse direction, respectively. Thus, with different parameter combination, the symbolic sequence differs.
While, the value of parameter and is uncertain, with the appropriate parameter combination, the information of time series can be expressed by symbolizing more accurately.
Bitmap
Bitmap is further introduced to replace the standard file icons with automatically created icons reflecting the contents of the files in a principled way for desktop interfaces [34] . The icons are created by hashing the filenames to seeds of a pseudorandom generator that, in turn, is used to create a shape grammar. In this way, similar filenames will map to similar shapes, and thus allow a user to see at glance when two files are related. It is usually a small image of size 32×32 and in the case that the icon is a sub-sample of the initial image. Thus, the bitmap extracts information from the files, and thus the user can get an idea of what image the file contains simply and quickly.
The proposed method
Generally, a bitmap icon reflects the content of the files in the computer system. The basic idea of extracting features from the files, measuring their frequency, and mapping these frequencies to color and spatial arrangements, can be easily applied to other domains. These general principles are familiar to those in the machine learning and visualization communities. Therefore, this paper leverages bitmaps to extract feature from machinery vibration signal for classification/detection purposes. Since the bitmap representation is meant for symbolic series sequence, such as DNA symbolic sequence, the SAX representation is used to symbolize the time series. SAX representation tremendously reduces the dimensionality of the time series data, and thus reduces the strain on the memory space and computational power required, which is the reason we choose the method. The hybrid approach of SAX and bitmap (SAX-bitmap) for machine fault diagnosis is proposed, the flowchart is shown in Fig. 2 . Firstly, the acquired original signal is segmented to obtain multi-group sample data and each segment undergoes SAX analysis to create a symbolic representation of the original signal. Secondly, the symbolic representation is transformed into a feature vector through the application of the bitmap rationale. Finally, the machinery status is assessed according to the analysis results.
In addition, parameters selection in the process of SAX is also investigated.
The details of feature extraction by bitmap and parameters selection are discussed as below.
Feature extraction based on bitmap
Bitmap has represented DNA symbol sequence well for clustering, similarly the idea can be transferred to the representation of a long SAX-based symbol string. The SAX technique used for discretization before creation of bitmaps is to display time series in a more compact form or, more importantly, to be used for improving the operation efficiency in the main memory and is an indispensable procedure before bitmap mapping. Next we focus on how to extract feature by creation of bitmaps and the SAX method has been illustrated in Section 2.1.
Having acquired the symbolic sequence after SAX representation, we can construct a square array simply by counting the frequencies of specific subwords of length L. For concreteness, the icons of the string = cccbcaccccadbcbcccbcbccba is showed in Fig. 3 . We count the frequencies of subwords of size 1 (e.g. a, b, c, etc.) when = 1 and size 2 (e.g. aa, ba, ca, etc.) when = 2. To generalize this procedure, we count the frequencies of specific subwords of length . Next, fill in the square array with statistical figures to form a square matrix, normalize the square matrix to intervals 0-1, and map it to color according to the normalized value. Thus, a bitmap representing time sequence information by color is constructed. The bitmaps of the string at multiple levels ( = 1, 2, 3, and 4) are shown in Fig. 4 . Note that the bitmaps display finer as the value increasing, that is, the larger value of is, the more information the bitmap represents. It is clear to tell the difference between bitmaps representation of different original vibration signal. As shown in Fig. 5 , there is distinct visual difference between different valve working conditions. However, our work particularly focuses on employing the bitmap representation for the extraction of features rather than for the optical representation of the signal, because we are interested in an automated procedure rather than an alternative visual representation. There is no convenient way to create a bitmap representation for some combinations of word length and alphabet size , because the square array construction is failed. However, we can still count the frequencies of specific subsequences and use them as feature vectors. This is exactly the approach of feature extraction based on bitmap technique as proposed: for each signal after the application of SAX representation, the frequency of occurrences of specific subwords are normalized and stored in a one dimensional vector, which achieves the representation of the original signal into the feature space.
Parameter selection
There is also other issue to address to use a symbolic representation of time series by SAX. If we wish to approximate a dataset, the parameters and have to be chosen in such a way that the approximation represents sequential data as accurately as possible and the difference between datasets is as large as possible. There is a clear tradeoff between the parameter , controlling the number of approximating elements, and the value , controlling the granularity of each approximating element. However, it is difficult to determine the best tradeoff, since it is highly data dependent. We can empirically determine the optimal solution with a simple experiment and then analyze the parameters selection based on data theoretically.
We performed a test with four sets of vibration data collected from a valve of a reciprocating compressor under different running state (normal valve, spring failure, spring fracture, and valve wear). Each set of data contains 1,000 samples of length 4,000, in which 500 samples are used to train and the rest of the samples are used for predicting. The prediction classification accuracy obtained by support vector machine classifier is used as index which evaluates the approximation effectiveness. Fig. 6 shows the results.
The larger the value of , the more alphabets will be used to represent time series. However, if the value of is too large, the dimension of the eigenvector extracted by bitmaps will be too high, resulting in more memory requirement for the operation and reduced computation efficiency. So the value of is set in the range of 2 to 12. Similarly, the value of can be set at any integer theoretically, yet if the value of is set too large, it leads to low computation efficiency. So we need find a tradeoff between computation efficiency and representation accuracy.
The results suggest that the maximum classification accuracy is 92.41 % with the optimal parameter combination of = 5 and = 7. It also indicates that the value of has little effect on the representation accuracy. In other words, the parameter is not as critical as expected; an alphabet size in the range of 5 to 8 seems to be a good choice. Since the parameter is highly data dependent, that is, smaller value of is more suitable for relatively smooth and slowly varying trajectories of time series; on the contrary, larger value of is appropriate for fast varying data. So it is necessary to analyze the result based on the test data. Taking above experimental data as an example, the movement frequency of the valve is about 28.67 Hz and the sampling rate is 16 kHz, thus the length of one period of data is about 558. Coincidentally, the vibration data length of 4,000 is segmented into 7 sections, and each section length is about 571. It is very close to the length of one period of the valve data. It suggests that segmenting/determining the parameter according to the period of time series is a good idea. For further analysis, a period of time series is exactly the smallest unit which contains fault information. If the value of is too large, that is each segmented section length is shorter than one period of the data, SAX representation is difficult to capture the fault information completely.
To sum up, it is suggested that for the alphabet size parameter , 5-8 seems reasonable for the task at hand and the word size parameter is selected in consideration of the period of the test data. 
Experimental studies
A series of experiments are performed to evaluate the effectiveness of the proposed hybrid approach of SAX and bitmap method. Experimental analysis and results are discussed below.
Experimental setup
A reciprocating compressor of model WH64 in a petrochemical plant in northwest China is used as the experimental testbed to evaluate the performance of the developed method, as shown in Fig. 7 . It is a 4-cylinder natural gas reciprocating compressor driven by an electric motor with rated power of 1,305 kW. The rotating speed of the crankshaft is 993 rpm which drives the plungers to strike 993 times per minute, back and forth. The motion of the plungers changes the volume of the cylinders. When the plunger travels down, the increased volume of cylinder opens the intake valve and closes the exhaust valve. When traveling up, the compression of the cylinder opens the exhaust valve and closes the intake valve. Valve is one of the most frequently moved components and it is susceptible to failure. To diagnose the valve fault, an accelerometer is placed on the exhaust valve lid in the 2nd cylinder. A data acquisition system (model number MDES-5) designed by China University of Petroleum-Beijing as shown in Fig. 7(a) is used for measurements. It consists of a laptop and a data acquisition box configured in a master-slave system. The sampling rate is set as 16 kHz in this study.
Four data sets of different machinery conditions, including normal state, valve wear, spring fracture and spring failure are acquired respectively and then segmented into samples. Each data set contains 80 samples of length 4,000 in which 40 samples are used to train and the rest of the samples are used for predicting. Some examples of the data are depicted in Fig. 8 . 
Experimental evaluation
Some examples of the eigenvectors through the proposed method with optimized parameter combination of = 5, = 7 and = 3 are shown in Table 2 . To further validate the proposed approach, two other groups of experiments are conducted. As we know, entropy expresses the degree of irregularity of time series and plays a bridging role between signal processing and information theory. Some entropy values are calculated after SAX representation as shown in Table 3 . Besides, eigenvectors are extracted by energy-entropy of IMF (Intrinsic Mode Function) based on EMD (Empirical Mode Decomposition) for contrast experiment [35] . Table 4 illustrates some examples of the eigenvectors. The two methods are abbreviated as SAX-entropy and EMD-energy-entropy.
Next, the eigenvectors and eigenvalues are fed into support vector machine for machinery defect classification. The classification results of support vector machine under different running conditions (label 1 for normal state, label 2 for spring failure, label 3for valve fracture, and label 4 for valve wear.) are depicted in Fig. 9 . The approach of SAX-bitmaps classifies four running states with a classification accuracy of 100 %, while the accuracies are 81.25 % and 80 % for the SAX-entropy approach and EMD-energy-entropy. 
Discussion
From the above experimental conclusions, it is noted that the classification accuracy of the proposed approach reaches the maximum of 100 %. It is so effective that even simple classifier can achieve remarkable classification accuracy. It is also competitive to both diagnostic approaches of feature extraction based on entropy after SAX representation and the one based on energy-entropy after EMD decompose. As the mentioned methods show, the SAX-entropy and EMD-energy-entropy methods focus on information entropy factor and energy entropy factor respectively, they only propose a signal index to reflect the fault information resumptively based on the whole data, without analyzing signal sequential characteristic contained in the time series which is important information reflecting machinery running status, especially for fast fluctuating data. To address the above issues, a hybrid approach of SAX and bitmap is proposed and investigated. In the process of extracting features, signal sequential characteristic which can reflect fault information is taken a full consideration. The information extracted by bitmap technique constitutes an eigenvector which contains abundant information about the raw data. Therefore, it is more effective to apply the proposed method into feature extraction for fault diagnosis.
It is recognized that the data measurements in field already contains much noise. Such dataset is directly used for feature extraction without noise reduction process in this study, and the results illustrate that the proposition is robust to noisy signal compared with other methods. To further investigate the performance of the proposed algorithm with respect to various intense noise, quantitative analysis of presented method under different noise intensities is undertaken. Firstly, random noise with different signal to noise ratio (SNR) of -5 dB--25 dB is added to the original valve vibration signal as shown in Fig. 10 . It is easily seen that time-domain waveform of vibration signal becomes more and more noisy and irregular as the SNR value decreases. When the noise becoming intense, the original valve signal is submerged in the background noise as shown in Fig. 10(c-f) Next, the proposed algorithm is then used to process the synthetic noisy signals, and the relations of the performance of proposed algorithm with respect to the different noise intensities are illustrated in Fig. 11 . The classification accuracy curve rises sharply with SNR range bound -15-0 dB. When the SNR is smaller than -20 dB, the classification performance is such poor that the proposed method is nearly noneffective. When the SNR value is larger than 0 dB, the classification accuracy of the presented algorithm approaches 100 %. Also it can be seen that in above two intervals, the curve changes gently, that is to say the classification performance is more sensitive to SNR of -20-0 dB. When signal energy is equal to or larger than noise energy ( >= 0), the presented method could achieve impressive performance, which is evidently superior to traditional methods. Given an intense noisy signal, signal preprocessing to reduce the noise is needed to improve the performance of presented algorithm.
Conclusions
In this study, a hybrid approach of SAX framework and bitmap technology is proposed for machinery fault diagnosis. More specifically, SAX is employed for the transformation of a real valued vibration signal into a sequence of symbols. The sequence of the symbols is condensed into a much lower representation based on bitmap rationale by counting the frequency of appearances of all potential words given a specified word-length. This representation comprises the feature vector used for representing the original signal and subsequently for classification using standard pattern recognition approaches. Experimental studies on a reciprocating compressor as a testbed have been performed to demonstrate the effectiveness of the presented method. The conclusions can be drawn as follows.
1) A representation using bitmap is presented, which provides a competitive alternative for feature extraction. It is effective to transform symbolic sequence to optical representation, further, successfully extract feature vectors into the feature space.
2) This study presents a criterion based on classification accuracy to guide parameter selection in the process of SAX. The influence of parameters is analysed theoretically and the parameter optimization process is investigated by traversing parameter combinations of and with valve lid vibration signal.
3) A hybrid approach of SAX framework and bitmap technology is proposed to compress data into symbolic sequence and then extract features using bitmap based on symbolic sequence for classification/detection purposes. It is effective even with simple classifier which can achieve remarkable classification accuracy of 100 %, comparing with the SAX-entropy approach of 81.25 % and the EMD-energy-entropy approach of 80 %. The presented method established the connection between different running states and their "icon-like" representation used for feature extraction for fault diagnosis.
