Abstract. Molecular dynamics integration with bonds constrained to equilibrium values is a common approach used to increase the feasible timestep and hence reduce the overall simulation time.
Introduction. Molecular dynamics (MD)
simulations constitute an important tool for exploring molecular motions of chemical and biological systems [1, 16] . In the underlying models, macromolecules are represented as chains of atoms linked by covalent bonds. Such bonds vibrate at a very high frequency, so that a typical timestep for the MD simulation is very small -around one femtosecond (10~1 5 seconds) -thereby limiting severely the total simulation time. Many effective techniques have been proposed to increase the timestep (see recent reviews in [16, 17, 18] ). One of the simplest techniques is to freeze the high-frequency vibrational motions by imposing algebraic constraints that fix the bond lengths. The algebraic constraints have little influence on the underlying dynamics in most cases [7] and can increase the timestep by a factor of two or three, with minimal added cost per step. The cost involved is solution of an auxiliary set of nonlinear equations at each timestep.
Ryckaert et al. [13] described a scheme termed SHAKE for MD simulations subject to a set of bond-constraint equations based on the Verlet discretization [21] . Since then, SHAKE has become a widely used algorithm in biomolecular simulations. To improve the stability of the Verlet discretization, SHAKE has been adapted to the velocity Verlet scheme, leading to the so called RATTLE algorithm [2] . SHAKE has also been extended to handle general constraints (such as of other internal variables) [14] . An accelerated version of SHAKE based on the nonlinear successive over relaxation (SOR) method [12] has been proposed in [3, 22] .
Different approaches to analyze the convergence of SHAKE can be found in [3, 15, 22] . A recent attractive approach for analyzing SHAKE within the framework of nonlinear SOR theory [12] was described in [3] . That work also led to a practical improvement of SHAKE. However, the theoretical relationship between SHAKE and the Gauss-Seidel-Newton (GSN) method [12] was incomplete due to over simplifications in eqns. (23) through (26) of [3] (see details in footnote [24] here). Here we use a slightly different approach to couch the SHAKE process in a mathematical nonlinear iteration framework, completing the proof in [3] by adding the conditions under which the equivalence of a SHAKE variant and nonlinear SOR holds.
We first formulate the SHAKE algorithm according to standard routines used in the packages CHARMM [4, 9] and GROMOS [6] ; these are two widely-used molecular mechanics and dynamics programs. We then show that the SHAKE iterates {r( m )} generated by the SHAKE algorithm can be formulated in the general form (1.1) r^1) = r^ + SA, m = 0,1,2,..., where r( m ) approximates the collective position vector of the molecular system at each dynamic step, B is a matrix independent of r( m ), and the vector A (a function of r (™)) i s defined by using GSN as an approximate solution of the nonlinear constrained equations of motion. The detailed definitions of B and A will be given in the next section. Expression (1.1) invites definitions of variants that can improve the performance of SHAKE (in terms of the convergence at each dynamic step). In fact, if the vector A in (1.1) is defined by a more effective nonlinear iterative method than GSN, the resulting scheme can perform better than SHAKE of [13] . In this paper, we define A by the SOR-Newton method [12] , leading to the same accelerated variant of SHAKE proposed in [3, 22] . For convenience, we refer to this variant as SHAKE-SOR.
With the general framework of (1.1), we also easily overcome the difficulty that exists in the standard SHAKE algorithm. Namely, SHAKE [13] is thought to fail if the inner product between a reference bond vector and a corresponding updated bond vector is zero. In [4, 6] , this case is interpreted as too large a deviation in a SHAKE iteration. This simple treatment to this case seriously affects the robustness of SHAKE because this situation happens occasionally during the SHAKE execution. In this paper, we show that the setting of A in SHAKE is essentially an approximate solution of the nonlinear constrained equations of motion; thus, it is natural to select another definition for A in the case of the above zero inner product. We propose a modification of A that ensures the convergence of SHAKE-SOR.
Noting that SHAKE-SOR includes SHAKE as a special case, we analyze SHAKE-SOR in this paper. We prove the basic relationship between SHAKE-SOR and SORNewton, from which the convergence of SHAKE-SOR follows under additional conditions. We derive these conditions, with which the convergence of SHAKE-SOR is equivalent to that of SOR-Newton. These conditions correct the work in [3] .
Finally, numerical results using CHARMM [4, 9] are presented showing that SHAKE-SOR can significantly improve the performance of SHAKE. Examples are shown for three biomolecules: the protein BPTI (bovine pancreatic trypsin inhibitor), the protein lysozyme, and a DNA dodecamer (i.e., 12 base pairs). These systems have 582, 2050, and 11510 bond constraints, respectively. Other numerical results that demonstrate the good performance of SHAKE-SOR can also be found in [3, 22] .
The remainder of the paper is organized as follows. Section 2 describes the constrained Verlet discretization, and Section 3 presents a practical SHAKE algorithm. Section 4 formulates the SHAKE iterates in the form of (1.1), and Section 5 defines SHAKE-SOR. Section 6 presents and proves the fundamental relationship between SHAKE-SOR and SOR-Newton. Section 7 presents numerical results for SHAKE-SOR, with conclusions following in Section 8. For completeness, the description of the SOR-Newton method for solving the constrained equations of motion is given in the Appendix.
The constrained Verlet method.
We consider a molecular system of iV atoms interacting via a force field F(r(t)), where r(t) denotes the collective position vector of the molecular system at time t, i.e., r(£) = (ri(£),r2(£),... ,r/v(£)) T with r^ (t) being the position vector of atom i in the real space i? 3 . We often simply write r(t) and rj(£) as r and r^ in this paper. The superscript T denotes a vector or matrix transpose.
In constrained MD, a molecular system satisfies the Newtonian equation of motion (2.1) Mr = F(r) subject to the algebraic constraint condition
Here r is the second derivative of r with respect to time £, g(r) is a vector function of r, M is the diagonal mass matrix defined by M = diag(mi, mi, mi, m2, m2, m2,..., m^v, m^jmiv), and rrii is the mass of atom i. To define g, we consider a set of / specified nonlinear equations for the / bond constraints 1 . That is, the vector function g(r) =
where k labels the rigid bond connecting atom 2& and atom jk of length dk (see Fig. 1 ), and the norm || • || is the standard Euclidean distance norm in R 3 . The system above can be rewritten as unconstrained by introducing the Lagrange multiplier vector A = (Ai, A2,..., A/)
T . The constraint condition (2.2) can then be regarded as an additional force expressed as -J(r)
T A, where J(r) is the Jacobian matrix (i.e., the first derivative) of the vector g(r). Thus, system (2.1) together with (2.2) is equivalent to:
provided that A is appropriately chosen so that the solution r of (2.4) satisfies the constraint condition (2.2). In the remainder of this paper, we simply denote the Jacobian matrix J(r) as J. We approximate (2.4) by the following second-order finite-difference equation:
where Ait is a timestep, and A is a solution of the following nonlinear equation of A:
Together, Eqns. (2.5) and (2.6) are commonly referred to as the constrained Verlet method [10, 21] . Setting A = 0 in (2.5) yields the unconstrained Verlet scheme.
To simplify the notation above, we set A = -2At 2 X and B = ^M -1 J T . Thus, eq. (2.6) becomes (2.8) g(r + J3A) -0.
The SHAKE algorithm.
We describe a practical SHAKE algorithm as used by both the CHARMM [4, 9] and GROMOS [6] programs. We then present an important modification to SHAKE.
Let {r( m )} be a sequence of SHAKE iterates that approximate the constrained Verlet update r(t + At) and set r -r(t). The initial guess r^0^ is obtained from the unconstrained Verlet method, namely, r( 0 ) = f(£), where r(£) is given in (2.7). In the computer implementation, the update r( m+1 ) shares the array for r( m ) for m = 0,1,2,...; hence, only one array f is required for the sequence {r^m^}. Suppose that f holds the m-th SHAKE iterate r( m ), i.e., f <-r( m \ To define the SHAKE iterate r^m +l \ the array f is updated by considering the constraints successively. That is, for k = 1,2,..., Z, the k-ih component A& of the vector A is computed via
where the bond vectors r^) and f ^ are computed by r^) -ri k -Yj k and f ^ = f i k -fj k , and the position vectors f ^ and fj k of the fc-th bond are then updated via
This completes one iteration of SHAKE, and the updated f holds the SHAKE iterate r (m+l) > A common convergence (or termination) rule for SHAKE iteration is below
where e is a small number such as e = 10~1 0 , the default value in CHARMM [4, 9] . Clearly, if the inner product r^T f^ = 0 (or small enough in practice), the value of A k defined by formula (3.1) is undefined, leading to the failure of SHAKE. This case happens occasionally in the implementation of SHAKE. To overcome this difficulty, we first prove the following theorem. THEOREM 
If r(fc) T f(fc) 7^ 0 (i.e., b / 0), we can simply select p^ = 0, leading to pW = -c/6, which coincides with A k as defined by (3.1) . This completes the proof of Theorem 1.
According to Theorem 3.1, we now can easily overcome the difficulty that exists in SHAKE. That is, if r^T f^ = 0, we can define A^ as the first Newton iterate p^ from (3.6) with a small nonzero value of p^ (such as p^ = 0.001). Since T (k) T 'r(fc) = 0, 6 = 0, and the formula of A^ defined by (3.6) can be simplified as follows: As mentioned above, we can use one scalar variable to implement the calculation of A k for k = 1,2,..., / to save memory space for array A.
Our modification to A^ given by (3.7) ensures convergence; see next section.
The mathematical form of SHAKE iteration.
The following theorem assigns to SHAKE a common mathematical iterative expression, and shows that such SHAKE iterates are essentially defined by using GSN. THEOREM 4.1 (SHAKE iterative expression). The SHAKE iterate sequence { r (™)} generated from Algorithm 1 is equivalent to the iterative process Proof. For simplicity, we assume that the inner product r^TY^ ^ 0. Hence, from Algorithm 1 it follows that all A^ for k -1,2,..., / are defined by formula (3.1).
For g k given in (2.3), the entry dgk/dr^ of the Jacobian matrix J is defined as:
r (*) **" = <*> for solving the nonlinear equations /^(A) = 0 for k = 1,2,...,/ has the following expression:
By comparing (4.6) to (4.8), we see that A k = Ajj, ; for fc = 1,2,..., l. This completes the proof of Theorem 2.
The SHAKE-SOR method.
Theorem 2 implies that the vector A of the SHAKE iterative expression (4.1) can also be computed by using a more effective nonlinear iterative method. Since SOR-NEWTON is an accelerated variant of GSN, it is natural to define the vector A of SHAKE by using SOR-NEWTON. This variant of SHAKE is referred to as the SHAKE-SOR method.
The first iterate of SOR-Newton for solving the nonlinear constraint equations (4.7) is defined by 
Incorporating a relaxation parameter of unity (i.e., to = 1) into (5.2) yields the formula (4.6) for SHAKE. Hence, the standard SHAKE method can be regarded as a special case of SHAKE-SOR. Its convergence also follows from that of SOR-Newton by the arguments outlined in the next section.
The relationship between SHAKE-SOR and SOR-Newton.
Another approach to update the position vector r(t + At) defined in (2.5) is to directly solve the constraint equation (2.8) by SOR-Newton. The sequence {A^m)} of SOR-Newton iterates for solving (2.8) is defined by Conversely, the convergence of SOR-Newton does not follow that of SHAKE-SOR unless the linear system J T A = 0 has a unique zero solution. This means that if the rank of Jacobian matrix J T is larger than or equal to /, and the initial guess A( 0 ) = 0, the convergence is equivalent for SHAKE-SOR and SOR-Newton. In general, however, the convergence of the two iterative sequences {A^7 71 )} and {r^} is not equivalent.
Numerical experiments.
To show that SHAKE-SOR can improve the performance of SHAKE [13] , we experimented in CHARMM [4, 9] with two proteins, BPTI and lysozyme, and a DNA dodecamer. The DNA system is the Protein Data Bank structure 1D98 with sequence d(CGCAAAAAAGCG)-d(GCGTTTTTTCGC). These three systems use 582, 2050, and 11510 bond constraints, respectively. The proteins BPTI (568 atoms) and lysozyme (2030 atoms) are simulated in vacuum; hydrogens have been added to the structures using the HBUILD algorithm of CHARMM [4, 9] . The DNA model, which has 760 atoms (including hydrogens), is placed in a hexagonal prism with 27 crystallographic waters, 22 sodium ions, and 3537 additional water molecules [20] . Each water molecule in the DNA system is modeled with three constraints in CHARMM.
We set the timestep to A£ = 2 fs (femtosecond) and performed one step of dynamics for all numerical experiments. Default parameters in CHARMM were used for computing the force field F(r). The numerical experiments were performed in double precision on a single R10000 processor (195 MHZ) of an SGI Power Challenge L computer at New York University. CPU times in FIG. 7.2 in seconds were derived by using the SGI system routine etimeQ. FIG. 7 .1 plots the total number of SHAKE-SOR iterations, determined by the convergence rule (3.3) with tolerance e = 10 -12 , as a function of relaxation parameter LJ. It compares the convergence performance of SHAKE-SOR for simulating the three molecular systems with different numbers of bond constraints. The total number of iterations of SHAKE [13] (which can be thought of as SHAKE-SOR using u = 1) for BPTI, lysozyme, and DNA are 37, 37, and 44, respectively; SHAKE-SOR with u = 1.2 reduces these numbers to 24, 22, and 25. These values are very similar to the averages obtained over a long trajectiory (see Table 1 ) . FIG. 7 .1 also suggests that to -1.2 is the optimal relaxation parameter for all three molecular systems. FIG. 7 .2 plots the total CPU time of SHAKE-SOR as a function of a; for simulating DNA with 11510 bond constraints. SHAKE-SOR with cu = 1.2 took 0.17 seconds, less than half the CPU time for standard SHAKE (0.36 seconds). This implies about a factor of two saving in CPU time over a dynamics trajectory. Table 7 .1. From this figure and table we see that the SHAKE-SOR using the optimal relaxation parameter u = 1.2 similarly requires about half the number of iterations and also half the CPU time as standard (23) 4998 (25) SHAKE (i.e., w = l).
To determine the optimal relaxation parameter of SHAKE-SOR, a simple adaptive algorithm has been proposed in [3] . Using that formula, we performed expriments for the lysozyme and DNA systems. Very similar performance was obtained as for the SHAKE-SOR using u = 1.2 ( see FIG. 7.3 and Table 7 .1). This shows that the adaptive algorithm in [3] also works well for choosing the optimal relaxation parameter.
Finally, we show by a constructed example that SHAKE-SOR with our modification of A given in (3.7) works well in the case of r^T f^ = 0. The numerical example was constructed for lysozyme by modifying the current position vector fj k in such a way that the current bond vector f^ satisfies r^Tr^ = 0. Specifically, for k -10 and j& = 23, we set fj k = (l/(4xi) 1 2 , 18, 21, 21 and 29 iterations were required for the convergence of SHAKE. In contrast, the standard SHAKE implementation does not work in this case.
Conclusions.
The SHAKE scheme proposed in [13] is a widely-used numerical iterative scheme for constrained molecular dynamics simulations. For the purpose of analyzing SHAKE, we have presented SHAKE in a well known iterative framework and shown that the SHAKE iterates can be defined by using the Gauss-Seidel-Newton method or other more efficient nonlinear iterative solvers. By relying on the SORNewton method, we have derived the same accelerated variant of SHAKE proposed in [3, 22] , and called it SHAKE-SOR. The basic relationship between SHAKE and SORNewton was then proven. Convergence of SHAKE-SOR follows that of the nonlinear SOR method [12] only when certain conditions hold.
We have also proposed a simple modification to the standard SHAKE process (eq. (3.7)) that ensures convergence even in the case of zero inner product between a reference bond vector and a corresponding updated bond vector.
Our SHAKE description provides many possibilities for defining other efficient variants of SHAKE. SHAKE is a sequential scheme since it is defined by the sequential GSN (or SOR-Newton) method. To efficiently implement SHAKE on parallel computers, efficient parallel versions of SHAKE can be used, mirroring parallel versions of SOR-Newton, such as the SOR-Newton using the Red-Black ordering [8] or the PSOR ordering [23] . When an SOR-Newton iterate A^ is sufficiently close to an exact solution of eq. (2.8), it can be used to substitute the vector A in (2.5) to obtain a satisfactory approximation of r(£ + A£).
