Perceptual learning of fine contrast discrimination changes neuronal tuning and population coding in macaque V4 by Sanayei M et al.
ARTICLE
Perceptual learning of fine contrast discrimination
changes neuronal tuning and population coding
in macaque V4
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Perceptual learning, the improvement in perceptual abilities with training, is thought to be
mediated by an alteration of neuronal tuning. It remains poorly understood how tuning
properties change as training progresses, whether improved stimulus tuning directly links to
increased behavioural readout of sensory information, or how population coding mechanisms
change with training. Here, we recorded continuously from multiple neuronal clusters in area
V4 while macaque monkeys learned a fine contrast categorization task. Training increased
neuronal coding abilities by shifting the steepest point of contrast response functions towards
the categorization boundary. Population coding accuracy of difficult discriminations resulted
largely from an increased information coding of individual channels, particularly for those
channels that in early learning had larger ability for easy discriminations, but comparatively
small encoding abilities for difficult discriminations. Population coding was also enhanced by
specific changes in correlations. Neuronal activity became more indicative of upcoming
choices with training.
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Perceptual learning describes the phenomenon of improvedsensory discrimination abilities that occur with trainingthroughout life. Training-induced perceptual improve-
ments in simple visual discrimination tasks co-occur with
alterations of activity and tuning of single neurons across many
subcortical and cortical areas1–14, whereby the extent of changes
at different levels of the processing hierarchy remains debated
(e.g. refs. 3,5,13,15,16). In addition, improved input decoding in
high-level areas, possibly due to synaptic re-weighting and/or the
altered correlation structure of input activity13–16 may be
important, which requires analysis of multiple simultaneously
recorded neurons, aka population activity, while learning pro-
gresses. Most prior studies have performed single-electrode
recordings, comparing pre-training activity to post-training
activity, or activity from trained to untrained animals or hemi-
spheres (e.g. refs. 9–12). Only one study has analysed striate cortex
(V1) activity from multiple chronically implanted electrodes
during learning. It reported that training improves coding abil-
ities of neuronal populations by signal enhancement, while
reduction in neuronal (correlated) noise made no contribution8.
To address the population coding mechanisms of perceptual
learning in a mid-level visual area, we recorded from chronically
implanted electrodes in macaque area V4, while monkeys per-
formed a two-alternative forced choice (2-AFC) contrast dis-
crimination task. We used a contrast discrimination task for two
reasons. First, it remains debated to what extent perceptual
learning occurs in the contrast domain17–21. Second, the activity
of most visual neurons is tuned to contrast22–30, thereby max-
imizing the number of informative channels/neurons to be
included in the analysis.
Continuous recordings from chronically implanted electrodes
provide insight into whether coding abilities improve homo-
geneously across all neurons in the population or whether they
improve only within specific neuronal subpopulations (e.g. the
neurons that are the most informative at the start of learning)8–10.
Additionally, it allows examination of how perceptual learning
affects the scaling of information with population size using the
same sets of neurons, hence assessing the benefits of population
coding over single-cell coding. Importantly, it reveals if and how
changes in population codes with training depend on learning-
induced changes of correlations of firing rates of different
neurons8,13,14,16.
Improved perceptual performance was accompanied by
alterations in the neuronal contrast response function (CRF),
such that improved sensitivity occurred predominantly at the
discrimination boundary. Training increased how much infor-
mation individual neurons and neuronal populations encoded
about contrast differences. The information increase was most
pronounced in neurons that in early learning had higher infor-
mation for easy discriminations but comparatively low informa-
tion for difficult discriminations. Increases in the encoded
stimulus information were accompanied by increases in the
behavioural readout of these neurons, suggesting that a gain in
information encoding translates directly into a gain in perfor-
mance. Most of the information increases at the population level
stemmed from increases in single-channel information. However,
this was accompanied by a reduction in noise correlations and a
change in the slope of the relationship between signal and noise
correlations with learning, which also favoured the coding abil-
ities of neuronal populations.
Results
Task. Two monkeys performed a 2-AFC task17, where they dis-
criminated whether a test stimulus had a higher or lower contrast
than a preceding sample stimulus. The sample stimulus contrast
was fixed at 30%. The test stimulus contrast varied between 10%
and 60% contrast in 14 steps (10, 15, 20, 25, 27, 28, 29, 31, 32, 33,
35, 40, 50 or 60% contrast). Sample and test stimuli were each
presented for 512 ms, with a delay of 512–1024 ms between sti-
muli (Methods for details). Monkeys indicated whether the test
stimulus had higher or lower contrast by making a saccade to one
of the two targets appearing 512 ms after test offset (Supple-
mentary Figure 1 for a task sketch and timeline). Both sample and
test stimuli were presented in the same visual field location that
covered the aggregate receptive fields (RFs) of the channels
recorded (Supplementary Note 1/Supplementary Figure 5; for
additional details, see Methods).
Data set and analyses. Spiking activity was obtained from
chronically implanted Utah arrays (Methods). We refer to small
multi-unit neuronal clusters, recorded from a given electrode, as
‘channels’. We recorded from 29 and 20 channels in monkey 1
and monkey 2, respectively. These yielded good responses (signal-
to-noise ratio [SNR] >1) on >80% of the recording days (Meth-
ods). To obtain comparable activity levels across sessions, we
performed baseline activity matching between sessions for multi-
unit activity (MUA) data (Methods; controls how baseline activity
matching could affect results are given in Supplementary Note 10,
Supplementary Figure 21-22). Additionally, we recorded stably
from a few single units throughout all the recording sessions,
which yielded qualitatively identical data to multi-unit analyses
(Supplementary note 9, Supplementary Figure 12-20).
For all the main analyses, we used a 256ms long analysis
window, which was empirically determined to maximize the
information encoded about the stimuli. In monkey 1, this window
started at 30 ms after stimulus onset, and it started at 158 ms after
stimulus onset in monkey 2 (see Methods for details and
additional controls for justification).
CRFs and neurometric functions. Contrast tuning was assessed
by fitting a Naka–Rushton function to the single-channel
response data of each session. The Naka–Rushton fit yielded:
(1) the slope of the tangent to the best-fitted Naka–Rushton
function at a contrast level of 30% (the sample contrast). The
steeper the slope at (and around) 30% contrast, the better the
channel was at discriminating between stimuli with contrasts
close to the sample contrast (the categorization boundary). (2)
C50, the contrast that elicited a response of half the response
range. (3) The minimum and (4) maximum values of the best-
fitted Naka–Rushton function.
To calculate neurometric functions and neuronal discrimin-
ability, we performed area under the receiver operating
characteristic (AUROC) analyses. We also devised a novel
approach to quantify neuronal stimulus discriminability (NSD),
which is applicable where decisions in a 2-AFC task are based on
comparison of two stimuli (e.g. test and sample stimulus) that are
presented within a single trial. The approach was termed count-
based estimator (COBE, described in full in Supplementary
Note 11). It provides a hypothesis-free measure of neural
discriminability taking into account the effects of slow activity
fluctuations. Its performance is superior to traditional AUROC
approaches, if neuronal activity is subject to slow excitability
fluctuations, as is omnipresent in neuronal systems31. We present
the AUROC data in the main manuscript and present the COBE
data and a direct comparison of AUROC and COBE measures in
Supplementary Note 12 (Supplementary Figures 24-26).
To detect changes in neurometric functions, we monitored the
point of neuronal equality (PNE; Methods), which is the point
where sample and test stimulus-elicited activity is identical
(AUROC= 0.5). Changes in the slope of the CRF and of the
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neurometric function at 30% contrast, as well as changes in C50 and
the PNE, of an example channel are shown in Fig. 1a–c. The CRF
and neurometric function became steeper (at 30% contrast) over the
course of training (Fig. 1b). Moreover, the C50 and the PNE shifted
towards the value of 30% with training (Fig.1c). The example shown
in Fig. 1 reflects the pattern seen across the population.
To calculate whether parameters of our fitting functions
changed over time, we calculated Spearman rank correlations
over averages across channels per session (n= 21 days for
monkey 1; n= 25 days for monkey 2). The slopes of the CRF at
30% steepened significantly in both monkeys (Fig. 2, Spearman’s
rank correlation, monkey 1: p= 0.007; monkey 2: p < 0.001). The
C50 of the CRF shifted towards the sample contrast (30%
contrast) in monkey 2 but not in monkey 1 (Fig. 2b, Spearman’s
rank correlation, monkey 1: p= 0.806; monkey 2: p < 0.001). No
consistent effects were found when analysing the difference
between the minimum and maximum activity levels. Similar
results were obtained for neurometric functions. The slope of the
neurometric function at 30% contrast increased significantly
(Fig. 2a, Spearman’s rank correlation monkey 1: p= 0.002;
monkey 2: p < 0.001). Moreover, the PNE shifted towards the
sample contrast (towards 30%, Spearman’s rank correlation,
monkey 1: p= 0.002; monkey 2: p < 0.001). Additionally, the
exponent β of the Weibull function became smaller in monkey 1
(p= 0.023) but not in monkey 2 (p= 0.178). None of the other
parameters of the Naka–Rushton or neurometric functions
changed in monkey 1. In monkey 2, the scale parameter α of
the Weibull function significantly decreased with learning (p <
0.001, Spearman’s rank correlation, indicating that the function at
63% of its range became more shallow). Similarly, the exponent of
the Naka–Rushton function significantly decreased with learning
in monkey 2 (p < 0.001, Spearman’s rank correlation) but not in
monkey 1. Overall, these data suggest that neurons became more
sensitive at discriminating between contrasts levels that were close
to the sample contrast (30%), making neurons more sensitive at
the categorization boundary. These changes mirror the changes
seen at the behavioural level17 (Fig. 3a for behavioural data).
As evident from Fig. 2, PNE across the population was >30%
(the sample contrast), an effect caused by short-term adaptation.
Additionally, PNE moved towards 30% with learning. This could
suggest that the changes seen are caused by changes in short term
adaptation. However, we can rule out that changes in PNE with
training generally resulted from reduced short-term adaptation
(Supplementary notes 2 and 3, Supplementary Figure 7 and 8).
The changes were equally not induced by training-induced
changes in spatial attention (Supplementary note 5).
Finally, the changes in tuning were restricted to the contrast
domain and did not extend to orientation or spatial frequency
tuning (Supplementary note 8).
Changes in test–sample neuronal discriminability with learn-
ing. Behavioural changes with learning for the most difficult
contrasts occurred in both monkeys (Fig. 3a). A two-factor ana-
lysis of variance (ANOVA) showed that performance differed
significantly as a function of contrast (factor 1) and as a function
of training day (factor 2) in both monkeys. There was no inter-
action between the two factors in monkey 1, but there was in
monkey 2 (see insets in Fig. 3a for p and F values). For this
analysis, we used values obtained on individual days, not those
obtained by averaging across 3 consecutive recording days. This
approach ensures independence of samples, and it was applied to
all statistical tests performed throughout the paper.
Learning-induced changes of neuronal discriminability was
quantified using ideal observer approaches comparing sample and
test contrast-evoked activity (e.g. the difference between 30% and
29% contrast), for each day and channel. We present the analysis
for the AUROC data in the main text and the respective COBE
data in Supplementary Note 12 (Supplementary Figure 24-26).
Higher values of AUROC indicate higher discriminability (0.5 is
chance, 1 is perfect discrimination). The 14 different test
contrasts yielded 14 groups of AUROC values for each recording
session. We focus on the 6 contrast levels that were closest to the
sample contrast, namely the 3 contrasts just above (31, 32, and
33% contrast) and just below (27, 28 and 29% contrast) the
sample contrast. These were the most difficult discriminations
behaviourally, where clear performance changes occurred
(Fig. 3a). Average AUROC for these contrasts as a function of
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Fig. 1 Example channel. a Single-channel contrast response functions and neurometric function as a function of learning (colour coded transitions red to
blue). Vertical lines show location of C50 for each recording day. b Slope of the contrast response function and neurometric function at 30% (the sample
contrast). c Change of the C50 and the PNE with learning
NATURE COMMUNICATIONS | DOI: 10.1038/s41467-018-06698-w ARTICLE
NATURE COMMUNICATIONS |  (2018) 9:4238 | DOI: 10.1038/s41467-018-06698-w |www.nature.com/naturecommunications 3
learning are shown in Fig. 3b. These data suggest that AUROC
differences (between lower and higher test contrasts) increased
with learning, i.e. AUROCs on the two sides of the categorization
boundary became more separated. To quantify this, we calculated
AUROC differences between 27% and 33%, between 28% and
32%, and between 29% and 31% test contrast for the first 5 days
and last 5 days of training. The difference distributions for these
two training periods are shown in Fig. 3c. Training significantly
increased the differences in both monkeys (p < 0.001 in each
animal individually, two-sided Wilcoxon sign rank test, AUROC
values were averaged separately across the early and late days for
each channel, and across contrast differences, i.e. n= 29 channels
for monkey 1 and n= 20 channels for monkey 2, Fig. 3c). This
shows that both behavioural and neuronal discriminability
improved for difficult contrast differences.
We also observed several changes for the easiest contrast
differences. Behaviour changed significantly with training in both
monkeys, particularly for monkey 2 (Supplementary note 4,
Supplementary Figure 9). In monkey 1, no significant changes in
AUROC occurred with training, whereas in monkey 2, the
AUROC changed significantly (Supplementary Figure 9).
Learning-induced changes of single trial test–test discrimin-
ability. The analyses of sample–test data showed a marked
increase in the information that was available in individual
channels, with training. This suggests that the encoding of
test–test contrast differences should also have increased with
learning, particularly for contrasts on opposite sides of the deci-
sion boundary, due to the categorical nature of the task.
We thus calculated AUROCs for the following test–test
contrast pairs: 29–31%, 28–32%, and 27–33% contrast. These
were calculated for the first 5 days of learning and for the last
5 days of learning, respectively. We analysed correct and error
trials separately. Test–test discriminability increased significantly
with training for correct trials in both monkeys (Fig. 4a, monkey
1: p < 0.001, monkey 2: p < 0.001, two-sided Wilcoxon sign rank
test). For error trials, AUROC discriminability significantly
decreased in both monkeys (Fig. 4a; monkey 1: p < 0.001, monkey
2: p= 0.029, two-sided Wilcoxon sign rank test), changing from
AUROC values of >0.5 (or close to 0.5) to values <0.5. This
suggests that during late stages of training error trials associated
with test contrasts <30% yielded responses that were larger than
responses on error trials associated with test contrasts >30%.
Thus learning led to changes in choice probability (CP).
CP analysis. To determine whether training affected the degree to
which the monkeys’ upcoming decision was reflected in the
neuronal responses, we computed CPs (see Methods for details).
This was done for each channel as a function of time after
training onset (Fig. 4b, with a 3-day running average). Calcula-
tions of CP required a sufficient number of incorrect as well as
correct trials, hence this analysis focussed on data obtained from
the six most demanding test contrast conditions. CPs closer to
zero (relative to 0.5) corresponded to the selection of the ‘lower
test contrast’ target, while CPs closer to one corresponded to the
selection of the ‘higher test contrast’ target. If neuronal activity in
our target areas became more effective in influencing the animal’s
upcoming decision (or the readout of sensory information
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improved), then CP values for test contrasts of <30% should have
decreased over the course of training, while CP values for test
contrasts of >30% should have increased.
To determine whether training significantly affected the CP
distributions, CPs were pooled separately across the first and last
5 days for each recording channel and for each monkey. The
results are shown in Fig. 4b. A two-way ANOVA was calculated,
with training period (early or late days) and test contrast as
factors to determine whether learning or test contrast affected
CPs. In both monkeys, a significant effect of training period was
observed (monkey 1: test contrast: F(5,336)= 1.57, p= 0.142;
training period: F(1,336)= 4.99, p= 0.02; interaction: F(5,336)=
1.29, p= 0.27; monkey 2: test contrast F(5,228)= 1.21, p= 0.30;
training period: F(1,228)= 42.46, p < 0.001; interaction: F(5,228)
= 4.58, p < 0.001).
Post hoc one-sided t tests were performed to compare the
means of the distributions between early and late days for each of
the 6 hardest contrast conditions (CPs were averaged separately
across early and late recording days for each channel [n= 29 for
monkey 1 and 20 for monkey 2]). These distributions are shown
in the small subplots of Fig. 4b ( right column), along with the
associated p values. For all test contrast conditions, CPs became
more informative of the upcoming choice in both monkeys.
In summary, with training, CP values became increasingly
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representative of the animals’ upcoming choice, and the
magnitude of changes observed could be as large as 0.08(8%
improvement in the performance of an ideal observer).
We next analysed whether choices on error trials were
determined by sample–test activity differences, rather than by
absolute levels of activity elicited by the test stimulus (note that
the latter is the basis of the above described CPs). The reasoning
is that the monkey potentially made ‘higher contrast’ decisions on
trials when test activity exceeded sample activity, and ‘lower
contrast’ decisions when test-evoked activity was lower than
sample-evoked activity. Hence, we calculated the difference in
responses to sample and test stimuli for each channel (condi-
tioned upon the monkey’s choice) and calculated the AUROC on
the resulting two response difference distributions. This measure
is the COBE analogue for CPs. The test–sample CP approach
resulted in smaller CP values for early and late training periods
than the approach where sample activity was not factored out.
For this analysis, there was a significant main effect of training on
test–sample CP values for monkey 2, while the training effect for
the sample minus test CP analysis in monkey 1 did not show a
main effect but an interaction, i.e. it was dependent on the test
contrast (monkey 1: test contrast: F(5,336)= 0.64, p= 0.668;
training period: F(1,336)= 1.08, p= 0.299; interaction: F(5,336)
= 2.63, p= 0.02; monkey 2: test contrast F(5,228)= 3.2, p=
0.008; training period: F(1,228)= 26.29, p < 0.001; interaction: F
(5,228)= 3.06, p= 0.01). The discrepancy between traditional CP
and test–sample CP values suggests that decisions were
determined by absolute activity levels in response to the contrast
of the test stimulus, rather than being determined by the
difference between activity levels that were evoked by the test and
sample stimuli.
Effect of learning on information coding in different channels.
To assess whether differences in contrast information coding
abilities exist across channels and whether learning affects all
channels equally, we performed linear Fisher information analy-
sis, according to ref. 32 (Methods for details). Information was
calculated for the following test–test contrast pairs: 10–60%,
15–50%, 20–40%, 25–35%, 27–33%, 28–32%, and 29–31%. For
each channel, we calculated the amount of information it encoded
for the different test contrast pairs during the first 5 days of
learning and during the last 5 days of learning, when animals
made correct decisions. Channels were ranked based on the
amount of information encoded during the first 5 training days
and separately based on the last 5 training days. The information
content varied substantially between channels (Fig. 5). The rank-
ordered data were fitted with an exponential function of the form:
Pred(info)= c+ b × (1− e(λ(channel number)))33, which yielded
excellent fits to the data. For most of the fits, the variance
accounted for was >99%, and the smallest value of variance
accounted for was 85.7%.
Figure 5 shows that changes in information content with
learning did not occur equally across channels. The largest
differences appeared at the end of the distributions, for channels
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with high information content, rather than simply generating an
offset of the two functions. However, given that the sorting of
information content was done separately for early and late
training days (i.e. the identity of the channels was not preserved),
the analysis does not reveal whether it was the channels with high
information during early training days that underwent the
greatest increases in information content.
To investigate this, we calculated the level of correlation
between information content during early recording days, during
late recording days and between early vs. late recording days
across channels within contrast pairs and between contrast pairs
(n= 29 channels for monkey 1 and n= 20 channels for monkey
2). During early training, neurons that encoded more information
for pairs with the largest contrast difference also encoded
information for contrast pairs with moderate contrast differences
(positive correlation of information values, Supplementary note 6,
and Supplementary Figure 10B) but not necessarily for small
contrast differences (weaker correlations). Conversely, during late
training, we found positive correlation between information
values across the entire range of contrast differences (Supple-
mentary Figure 10C). Thus, during late training, neurons that
encoded more information for large contrast differences also
encoded more information about small contrast differences.
When comparing the information coding for large contrast
differences during early periods to the coding of small contrast
differences during late training, we found a positive correlation
in both monkeys (Supplementary Figure 10A, for associated
p values, see same figure). This demonstrates that channels which
encode information about large contrast differences during early
stages of training develop to show the largest coding abilities for
small contrast differences during late training stages.
To investigate which channels benefit the most from learning
in proportional terms, we focussed on the correlation between
information values in the early training for each contrast
difference and the proportional gain in information that is
obtained with learning with the same contrast difference (the
proportional information gain is defined as the difference in
information between late and early training, normalized by the
information encoded in early training). If information increases
were proportional across all channels, we would find no
correlation. If instead channels with lower information gained
proportionally the most (respectively, less) during learning, then
this correlation would be negative (respectively, positive if the
opposite was true). We found negative correlations for all
contrast pairs (Supplementary Figure 10D, for associated p values,
see same figure). It shows that neurons with relatively small
discrimination power for small contrast differences gained
proportionally more discrimination power, while already selective
neurons proportionally gained relatively less selectivity. Thus
learning increased the number of neurons carrying some
information about difficult contrast differences, thereby increas-
ing the size of the population that could contribute to solving
the task.
Changes in neuronal coding were not related to changes in
coding related to motor preparation or memorizing the
appropriate upcoming response given the stimulus (Supplemen-
tary note 7, Supplementary Figure 11).
Population coding analyses. Thus far, we have analysed infor-
mation content in single recording channels. We next examine
how the information present at the population level changed with
learning. Changes in information across the population could
have been due to changes in single-channel coding (see above),
but they could also be due to changes in the correlation structure
(noise correlations) of simultaneously active channels. We will
first examine whether noise correlations changed with training.
Changes in noise correlations with learning. Noise correlations
were calculated for each contrast for the first 5 days of training and
for the last 5 days of training, for each channel combination (see
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number of channels encoded relatively little information during early or late
training days. Differences between training days are most obvious for
channels with comparatively high information content
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Methods for details). In both monkeys, noise correlations decreased
with learning (Fig. 6; two-factor ANOVA, factor learning period:
monkey 1: F(11364,1)= 10.38, p= 0.001; monkey 2: F(5316,1)=
276.6, p < 0.001), noise correlations depended on contrast (two-
factor ANOVA, factor contrast: monkey 1: F(11364,1)= 9.24,
p < 0.001; monkey 2: F(5316,13)= 4.76, p < 0.001), and there was a
significant interaction between contrast and training (two-factor
ANOVA, factor learning period×contrast F(11364,13)= 4.25,
p < 0.001; monkey 2: F(5316,13)= 13.01 p < 0.001).
The training-induced changes in noise correlations were not
the result of training-induced changes in attention (Supplemen-
tary note 5).
Population information coding. Noise correlations affect
coding abilities of neuronal populations34,35. Thus the decrease
in correlations with learning might indicate that population
coding abilities improved in both monkeys, not only because
single-channel discriminability increased. However, the absolute
size of noise correlations does not determine whether the
ability of downstream neurons to decode information is affected.
Rather, the sign and the magnitude of signal and noise correla-
tions interactions determine whether noise correlations limit
information coding35–38. Most channel pairs had same sign
signal and noise correlations (a combination known to reduce
information35–38) during early and late learning stages (mon-
key 1: 361/406 pairs have same sign signal and noise correlation
for early days, and 362/406 for late days; monkey 2: 179/190
for early days and 184/190 for late days). Hence, learning-
induced reductions in noise correlation could aid population
decoding. We thus examined the amount of information as a
function of the population size under conditions when we
retained correlations (analysing simultaneous responses) and
when we removed correlations (analysing shuffled population
responses).
Changes of information content with learning in neuronal
populations. To investigate how changes in signal and noise
correlation with learning affected the population code, we con-
sidered linear Fisher information about test contrast as a function
of population size, increasing the population one channel at a
time (see Methods for details). Figure 7a shows that the infor-
mation content for almost all population sizes was higher during
late training days than during early training days in both mon-
keys. The information increase (as channels were added to the
population) was not linear, owing largely to the different amounts
of information present in individual channels (Fig. 5), but also to
the noise correlation that was present between channels (Fig. 6).
This becomes apparent when comparing unshuffled and shuffled
Fisher information (Fig. 7a, compare + vs. squares and solid lines
vs. dashed lines). Shuffling destroyed the noise correlation and
increased Fisher information in the population for late learning
days for all population sizes of n > 3. For early training days, the
difference between unshuffled and shuffled Fisher information is
also present in monkey 1, but it was small in monkey 2, unless
larger test contrast differences were considered (Fig. 7). The latter
owes to the fact that during early periods of training, individual
channels in monkey 2 did not show any sizeable information for
small contrast difference, hence noise correlations cannot be
detrimental to virtually non-existing information (exemplified in
a cartoon in Fig. 7b).
We next compared the population information for the shuffled
early days with the population information for the unshuffled late
days. Figure 7a shows that the population information present in
the unshuffled data of the late days is generally substantially
higher than the population information in the shuffled data from
the early days. Thus the single-channel information increase with
learning is the key to the increase in population information, even
if the reduction in noise correlation may contribute further
benefits.
Figure 7a also shows that the difference in population
information between shuffled and unshuffled data sets is larger
during late stages than during early stages of learning. While this
may seem counterintuitive, given the reduction in noise
correlations with learning, it is a by-product of the fact that
during early stages of learning most channels contain very little
information for the difficult contrast differences, and thus noise
correlations cannot be detrimental (see Fig. 7b). Phrased
differently, the noise correlation reduction seen for late stages
of learning may nevertheless be important, since noise correla-
tions would have a much larger detrimental effect on population
coding, had they not been reduced.
To investigate this possibility further, we calculated the slope
between signal and noise correlations for early and late learning
periods. A shallower slope enables neuronal populations to
encode more information16,39. The slope between noise and
signal correlation was calculated separately for channel pairs
where both channels were part of a less sensitive population
(bottom third of information coding channels) or where both
channels were part of a more sensitive population (top third of
information coding channels). For neuronal pairs that have
positive signal correlations, the slope between signal and noise
correlation was significantly decreased with training when pooled
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across monkeys, irrespective of information content (p < 0.001,
two sided permutation test, see Methods). However, there were
some differences between the two monkeys. If analysed
individually, monkey 1 only showed significant reductions in
the slope for less informative channels (positive signal correla-
tions), while monkey 2 showed significant reductions for both
channel groups (for exact p values and additional details, see
Fig. 8 insets).
Figure 8 equally shows that channel pairs with high
information content had increased signal correlations (positive
or negative) after training. These results were robust with respect
to which subpopulations of neurons were selected (top/bottom
20% of information content, top/bottom 33% [Fig. 8], top/bottom
50%).
While most pairs have positive signal correlation in both
monkeys, some neuronal pairs show negative signal correlations
(Fig. 8). For pairs with negative signal correlations, the slope
between signal and noise correlation should become either
shallower or more negative to improve decoding abilities in
downstream decoders. However, this is not what we found. None
of the slope changes for pairs with negative signal correlation
were significant (two-sided permutation test, p > 0.1, for exact
p values and additional details, see Fig. 8 insets).
In sum, in channel pairs with positive noise and positive signal
correlations (the vast majority of channel pairs available), training
generally reduced the slope of that relationship, which can
improve encoding abilities of neuronal populations.
Discussion
Training improved contrast discrimination sensitivity of macaque
monkeys. Behavioural improvements were accompanied by shifts
of the point of neurometric equality towards 30%, and a stee-
pening of the slope of the neurometric function at the decision/
discrimination boundary. Neurons increased their ability to
represent small contrast differences. These increases occurred
more strongly in neurons that at the start of training had higher
information for easy discriminations but showed comparatively
poor contrast sensitivity for difficult discriminations. Improved
decoding at the population level was largely due to the enhanced
single-channel coding abilities. However, learning also reduced
noise correlations between neurons and altered the relationship
between signal and noise correlations, thereby facilitating
downstream decoding. Finally, we found improvements in the
behavioural readout of the enhanced sensory information after
learning.
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Training shifted both the point of neurometric equality and the
C50 of the CRF towards the contrast that formed the decision
boundary (30% contrast). This was associated with an increase in
the slope of the neurometric function at 30% contrast. Thus
perceptual learning caused a sharpening of the tuning curve,
leading to improved neuronal tuning at the decision boundary.
This result is in line with previous reports, where perceptual
learning of orientation differences was investigated in areas V1 or
V49,10 and in area V1 in cats that were trained in a contrast
detection task40.
Switching attention between trained and untrained locations
did not trigger the training-induced shift in PNE, indicating that
learning-induced changes arose from long-lasting enhancements
in neurons’ ability to represent stimulus contrast differences,
rather than to attention-evoked or other task-evoked modulations
of firing rates (see also Supplementary note 10). This is in line
with data from posterior inferior temporal area, which is hier-
archically close to area V412. Interestingly, the results are different
from similar studies in area V141, where neural correlates of
perceptual learning were task-dependent, and thus possibly
related to selective attention7. However, in the V1 study41, deci-
sion boundaries changed regularly, whereas in our study, the
decision boundary was fixed within and across recording sessions.
Learning-induced changes of noise correlations were also
unaffected by spatial attention, after learning was consolidated.
Thus improved spatial attention due to learning was not the main
determinant of the changes observed. Notwithstanding, attention
will certainly be required for task performance per se. Addi-
tionally, attention may be the initial driver which induces (or
allows for) the tuning changes and correlation changes to happen.
With sufficient training, these changes become self sustained, i.e.
lasting properties of the network.
Training was accompanied by increases in CP, which differs
from previous results. No CP changes occurred in V4 after
training on a coarse orientation discrimination task11. In middle
temporal (MT) area, modest increases in CPs were found in a
motion direction categorization task13, while larger increases were
found in a depth discrimination task15. The CP changes imply a
tighter statistical alignment between the improved neuronal
representation of sensory signals and the animal’s behavioural
report or, in other words, a greater intersection between the
sensory coding and its readout42. This tighter statistical alignment
between sensory coding and its readout could have a variety of
causes. Within a causal feedforward framework, it may occur due
to a better readout of sensory information after learning, i.e.
altered readout weights that result in increased intersection
information37,38. This would explain the increase of behavioural
performance with learning. Alternatively, the tighter statistical
alignment between sensory coding and behavioural readout may
have a non-causal interpretation. It is possible that the recorded
neurons do not cause behaviour but are simply correlated with
another V4 population that affects behaviour. However, we also
found that training reduced V4 neuronal correlations, which
makes the latter scenario unlikely. Finally, top–down signals
could contribute to the better behavioural readout of the sensory
signals. For example, V4 may receive more accurate (or stronger)
decision-related feedback signals after learning. Further inter-
ventional studies are needed to determine whether the changes in
CP support the feedforward43 or the feedback theory of CPs44–46.
Information coding in single neurons and neuronal popula-
tions increased significantly from early to late stages of learning.
The distributions of information present in different channels
were well described by an exponential function for both learning
periods. Thus the representation of stimulus contrast information
in the visual system is distributed in a similar manner to that of
natural sounds in the primate auditory system, which also follow
an exponential function33.
Previously, two studies on perceptual learning examined
simultaneously recorded activity in pairs of medial superior
temporal (MST) neurons in non-human primates16 or multiple
neuronal ensembles in V18. In MST area16, tuning properties did
not change with learning, while noise correlations were reduced.
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The V1 study8 used a figure detection task and recorded con-
tinuously while learning occurred. They reported that neurons
encoding the figure elements increased their responses, while
neurons encoding the noisy background reduced their responses,
thereby increasing the coding abilities of single channels and of
neuronal populations. The information increase with learning in
our data is similar to the information increase seen in area V18. It
remains unclear as to why learning does not affect tuning prop-
erties of neurons or populations in mid-level dorsal stream areas
(MT, MST15,47,48).
The reduction in noise correlations with learning is consistent
across various visual areas8,15,47–49, but the degree to what
extent these changes benefit decoding abilities differs. Gu et al.16
compared the relation between signal and noise correlation of
pairs of MSTd neurons recorded in two groups of macaques.
One group had previously been trained in a heading dis-
crimination task, while animals from the other group had not.
Noise correlations in the trained animals were overall reduced
compared to naive animals, but the slope of the regression
between signal and noise correlation did not differ between the
two groups, and the reduction in noise correlation itself did
not benefit population coding efficiency. Yan et al.8 recorded
continuously from neuronal ensembles in V1 and reported that a
training-induced reduction in noise correlations did not benefit
downstream decoders. Conversely, Ni et al.49 demonstrated that
attention and perceptual learning reduce noise correlations and
that the reduction of noise correlation strongly impacted the
detection performance of the animals. We found that learning
reduced the slope of the relationship between signal and noise
correlations (for neuronal pairs with positive signal correlations,
the large majority). This increases the amount of information
that could be decoded by downstream neurons39,50. The differ-
ence between our data, Ni et al.’s49 data vs. those of Yan et al.8
is unclear. It is, however, noteworthy that the effects of correlated
neural activity in a given area do not always affect downstream
areas, and by extension, changes in correlated activity in area V1
and V4 with training may have different behavioural con-
sequences. For example, changes in noise correlation in higher
visual areas (e.g. V4) can alter noise correlations in V1 through
feedback51, whereby they do not constrain sensory coding. At
the same time, a learning-induced reduction of noise correlations
in higher visual areas, such as V4, may improve sensory
readout further downstream. While our results are qualitatively
similar to those reported by Ni et al.49, the effect of noise cor-
relation reduction on decoding ability in our data is more
limited. In Ni et al.’s study, the locus of attention was regularly
changed within single training sessions. This regular change
could potentially ‘imprint’ the attention-induced noise correlation
changes on learning-induced changes, thus making the
latter more pronounced, and detectable. Moreover, Ni et al. used
an orientation discrimination change detection task, while we
used a categorical sample–test comparison contrast discrimina-
tion task. Finally, noise correlations reported by Ni et al. are
larger than those reported here. Noise correlations between dif-
ferent recording channels increase with the number of cells
contributing to MUA spiking activity for a given channel.
Based on the differences in noise correlations between the two
studies, more cells likely contributed to signals from a single
electrode in their study. If this was the case, the differences
would suggest that effects of noise correlation changes on per-
formance are more readily detectable when larger neuronal
samples contribute to the activity of single channels. This is also
supported by our single-cell analysis (Supplementary note 9,
Supplementary Figures 20), where the effect of learning on noise
correlations per se, and how they affect coding abilities, were
much more limited.
The reduction in noise correlation with learning is reminiscent
to changes in noise correlation with attention49,52–57. This may
potentially be due to altered levels of acetylcholine, which is
known to contribute to attentional modulation in visual cortex58,
to learning and plasticity59,60, as well as alterations in noise
correlations61 and the relationship between signal and noise
correlations39.
In summary, the improved perceptual abilities were foremost
the result of increases in single neuron contrast coding abilities at
the borders of the categorization boundary. These single neuron
information increases were accompanied by specific changes in
the correlation structure of population activity that further
enhanced the information neuronal populations encode.
Methods
Data collection. All procedures were approved by the Newcastle University Ani-
mal Welfare Ethical Review Board and carried out in accordance with the Eur-
opean Communities Council Directive RL 2010/63/EC, the US National Institutes
of Health Guidelines for the Care and Use of Animals for Experimental Procedures
and the UK Animals Scientific Procedures Act. Two male macaque monkeys (5 and
14 years of age) were used in this study.
Head post implantation. An initial surgical operation was performed under sterile
conditions, in which a custom-made head post (PEEK, Tecapeek) was embedded
into a dental acrylic head stage. Details of surgical procedures and postoperative
care have been published elsewhere62.
General training. Initially, monkeys were trained to perform a delayed match-to-
sample task, in which they compared the colour of a circle stimulus with that of
succeeding circle stimuli, while maintaining fixation on a central target. When a
target stimulus appeared (a circle of a matching colour), subjects were required to
release a touch bar in order to receive a fluid reward. Fluid control was within levels
that do not negatively affect physiological or psychological welfare63. Eye position
was monitored using an infrared video tracking system (Dalsa CCD camera [model
SIM-0002] and an eye-tracking software from Thomas Recording ET-49 [Version
1.2.8]). This initial training allowed subjects to familiarise themselves with the
experimental set-up and the timing structure of the task; this task was otherwise
unrelated to the contrast discrimination experiment described below.
Electrode array implantation. For surgical preparation, animals were sedated with
ketamine. During surgery, anaesthesia and analgesia were maintained by sevo-
flurane (gaseous, 1–3%) and alfentanil (intravenous 156 μg/kg/h), respectively.
Blood pressure, rectal temperature, blood oxygen saturation and end tidal CO2
were measured continuously. After the surgery, analgesic (metacam 0.1/kg) and
prophylactic antibiotics (cephorex 0.5 ml/kg) was given for 3–5 days.
During surgery, the animals were placed in a stereotaxic head holder and the
skull overlying the occipital and posterior temporal cortices was exposed. A
craniotomy was made to remove the bone overlying V1, V2 and dorsal V4, using a
pneumatic drill. The bone was kept in sterile 0.9% NaCl for refitting at the end of
the surgery. The dura was opened to allow access to V4. Microelectrode chronic
Utah arrays, attached to a CerePort™ base (Blackrock® Microsystems, connection
dimensions of 16.5 mm [height] × 19 mm [base diameter] × 11 mm [body
diameter]), were implanted under sterile conditions in the cortex, using a Blackrock
microarray inserter. In monkey 1, two 4 × 5 grids of microelectrodes were
implanted in area V4; in monkey 2, a 5 × 5 grid was implanted in V4. Electrodes
were 1 mm in length, and their tips reached depths of up to 1 mm. Wire bundles
were held in place with biologically compatible glue (histoacrylic), and the
connector (CerePort™) was secured to the skull with titanium bone screws.
Following array insertion, the Dura was re-sutured over the array, the exposed area
was thinly covered with sterile Tisseel Lyo two-component fibrin sealant (Baxter
Healthcare), and the bone flap was reinserted into the skull (before the Tisseel had
fully set). The bone flap was cross bridged to the surrounding skull using Synthes
orbital plate fragments and Synthes titanium bone screws.
The electrode arrays were inserted under visual control into the gyrus between
the lunate sulcus and the superior temporal sulcus. The recording locations were
confirmed to be in area V4 in both animals via visual inspection immediately
postmortem and by analysis of postmortem Nissl-stained brain sections.
Apparatus. Stimulus presentation was controlled using the CORTEX software
(Laboratory of Neuropsychology, NIMH, http://dally.nimh.nih.gov/index.html) on
a computer with an Intel® Core™ i3-540 processor. Stimuli were displayed at a
viewing distance of 0.54 m, on a 25” Sony Trinitron CRT monitor with a resolution
of 1280 by 1024 pixels, yielding a resolution of 31.5 pixels/degree of visual angle
(dva). The monitor refresh rate was 85 Hz for monkey 1 and 75 Hz for monkey 2.
The output of the red and green guns was combined using a Pelli-Zhang video
attenuator, yielding a luminance resolution of 12 bits/pixel, allowing the
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presentation of contrasts that were well below contrast discrimination thresholds64.
A gamma correction was used to linearize the monitor output.
Data acquisition and processing. Raw data were acquired at a sampling fre-
quency of 32,556 Hz with a 24-bit analogue-to-digital converter, with minimum
and maximum input ranges of 11 and 136,986 microvolts, respectively (pre-set by
Neuralynx, Inc.), a DMA buffer count of 128 and a DMA buffer size of 10 ms,
using a 64-channel Digital Lynx 16SX Data Acquisition System (Neuralynx, Inc.).
Digital referencing of voltage signals was performed prior to the recording of raw
data, using commercially provided Cheetah 5 Data Acquisition Software v. 5.4.0
(Neuralynx, Inc.), to yield good SNRs for each channel.
Following each recording session, the raw data were processed offline using
both commercial (Neuralynx, Inc.) and custom-written (Matlab, Mathworks)
software. Signals were extracted using the Cheetah 5 Data Acquisition Software.
The sampling frequency remained the same (32,556 Hz), while the bandpass filter
frequency and the input range settings were individually tailored to each channel.
Raw data were bandpass filtered with a low cut frequency of 600 Hz and a high cut
frequency of 4000 Hz and saved at 16-bit resolution. This stage of processing
generated ‘continuous MUA’ data, which was further processed to yield ‘spiking
MUA’.
Spiking MUA. An iterative procedure was carried out on the continuous MUA
signal for each channel, in which the threshold for spike extraction was varied
according to a staircase procedure, in order to yield levels of spontaneous spiking
MUA (before the onset of the sample stimulus) that were similar (within 1% of a
‘target’ level) across sessions. To set the target level for each channel, the threshold
was initially selected manually for all channels and sessions, and a ‘representative’
session was selected for each channel (i.e. a session with an ‘average’ SNR [see
below for description] for that channel). Hence, the extraction of spiking MUA was
performed such that spontaneous activity levels were standardized across recording
sessions. As spontaneous activity levels were deliberately kept uniform across
training days, we did (or could) not study whether spontaneous activity levels
changed during training. What this method did allow, however, was the rigorous
comparison of levels of stimulus-evoked activity across the training period, relative
to spontaneous levels. For an example and additional details, see Supplementary
Materials and Supplementary Figure 4.
RF characterization. RFs were mapped using a reverse correlation procedure65 for
each recording channel prior to training and recording. Additionally, orientation
and spatial frequency tuning was determined using a reverse correlation proce-
dure65. RF locations and tuning preferences were highly consistent across the
training period as determined by regular remapping while learning commenced
(every 3–5 days).
Behavioural task. Each monkey was trained in a contrast discrimination task in
which he differentiated between two successively presented stationary Gabor
gratings based on their relative contrasts (Supplementary Figure 1).
Monkeys were initially trained on a very basic version of the contrast
discrimination task at a location in the upper visual field, i.e. at a substantial
distance from the RFs covered by our electrodes, which were located in the lower
left visual field (for details, see below). When the animal understood the main
concept of the task in the upper visual field, the stimuli were shifted to the left
lower visual field. The stimuli (Gabor gratings, σ= 4°, spatial frequency= 2 cycle
per degree, orientation= 90° vertical) were initially presented at an azimuth of −5°
and an elevation of −16° in both monkeys (left and bottom compared to the
fixation point). These coordinates covered the V4 RFs (Supplementary Figure 5).
Each trial was initiated when the monkey held a touch bar and fixated on a
small fixation spot (diameter= 0.1°, fixation window= 2° × 2°) which was
presented on a grey background (52.17 cd/m2). After 539 ms of fixation, a vertically
oriented Gabor stimulus of 30% contrast, centred at the V4 RF coordinates, was
presented for 512 ms. The outer diameter of the Gabor stimulus was truncated at
16° in monkey 1 and at 14° in monkey 2. Thereafter, a 512 ms inter-stimulus
interval in monkey 2 or a randomly selected inter-stimulus interval from 512 to
1024 ms in monkey 1 followed, with only the fixation point present. After that, a
test stimulus was presented for 512 ms. The test was identical in size and
orientation to the sample stimulus but differed in contrast (5% or 90% contrast),
which was chosen pseudo-randomly. Following test offset, another blank period of
512 ms with only the fixation point present occurred. Finally, the fixation point
disappeared (cueing the monkey to make a saccade) and two target squares (one
black, one white, size= 0.5°) appeared to the left and right of the location at which
the sample and the test had been presented. The monkeys had to make a saccade to
the white square (within a 2° × 2° window) if the test stimulus had a higher contrast
than the sample stimulus and to the black square if the test stimulus had a lower
contrast than the sample. A correct saccade resulted in a fluid reward, while an
incorrect saccade resulted in no reward and a 0.2 s timeout. During the trial, if the
monkey broke fixation before saccade cue onset or failed to respond within 1000
ms of the onset of the saccade cue, the trial was terminated immediately and
followed by a 0.2 s timeout. We used different inter-stimulus intervals in the two
animals for the following reason. We started training and recording in monkey 1,
before doing so in monkey 2. We initially reasoned that a variable test onset would
increase the animal’s focus and thereby possibly learning. In monkey 2, the variable
onset during the very basic training resulted in too many early trial abortions,
which quickly vanished when we used a fixed delay. We therefore decided to use a
fixed delay in that animal.
After monkeys performed well in this easy version of the task, the number of
test contrasts was increased to 8 (5, 10, 20, 25, 35, 40, 60 and 90% contrast, on day 1
of the proper contrast discrimination task), then to 12 (10, 15, 20, 25, 27, 29, 31, 33,
35, 40, 50 and 60% contrast, on day 2 of the proper contrast discrimination task)
and to 14 (10, 15, 20, 25, 27, 28, 29, 31, 32, 33, 35, 40, 50 or 60% contrast, from day
3 of the proper contrast discrimination task). In order to motivate subjects to
complete each trial and discourage them from guessing on difficult trials, stimulus
drumming was carried out using the ‘repetition with delay’ function on CORTEX
following error trials, i.e. enforcing the repeated presentation of a stimulus
condition, until a minimum number of correct trials is accrued. Recording began
simultaneously with the first day of training on the proper contrast discrimination
task, but data analysis for the purpose of this paper was only performed from day 3
onwards, as this was the start of presenting the full range of contrasts.
Data exclusion. The SNR was calculated for each channel on each day. The SNR
was calculated as:
SNR ¼ Meanstimulus activity Meanspontaneous
SDspontaneous
ð1Þ
whereby the mean stimulus activity was obtained from 150 to 250 ms after test
onset, while the mean spontaneous activity was obtained during the 300-ms period
before test onset. SD is the standard deviation of the mean response. This was
calculated for each test contrast condition, yielding 14 SNR values per recording
session for a given channel. Trials were included regardless of whether the subject’s
response was correct. The size of the SNR varied depending on the test contrast.
The highest of the 14 SNR values was then taken as being representative of the
signal quality from a given channel for each session.
Channels were included in the individual channel analyses if they had daily
SNR ≥ 1, on at least 80% of the total number of recording days.
Neuronal data analysis. The results reported in this paper are based on the
analysis of spiking MUA. A parallel analysis was carried out using envelope MUA66
and single unit analysis (Supplementary note 9, Supplementary Figure 12-20),
which yielded qualitatively similar results. The number of trials obtained across the
different recording session for the different test contrasts are given in Supple-
mentary Table 1.
Determination of the analysis time window. The study aimed to determine how
well neural activity encoded the stimuli (i.e. to quantify NSD) and to quantify how
well neural activity reflected (predicted) choice (i.e. CP). As stated, both sample and
test stimuli were presented for 512 ms (each). However, no a priori information
justifies the selection of the entire intervals to investigate NSD or CP, as the
relationship between neural activity and stimulus or choice may vary during the
stimulus presentation period, due to, for example, onset-induced response tran-
sients. To assess whether NSD or CP varied during the response periods, we
performed an AUROC 'ideal observer' discrimination analysis (equal to that
described in later Results sections). For this analysis, we employed sliding time
windows over the test period and varied parametrically the window length (win-
dow sizes of 50–250 ms, in steps of 5–20 ms). To avoid biasing the assessment of
how learning affects the discriminability of single channels, we used the summed
activity from all channels for this analysis. Furthermore, to avoid biasing com-
parisons between early or late sessions, results from these exploratory analyses were
considered only after averaging across all experimental sessions, without any dis-
tinction between early or late sessions. We found that the NSD and CP varied over
the 512-ms interval in both animals, decaying in the late part of the interval.
Furthermore, the period of maximal NSD and CP differed between the two ani-
mals. In monkey 1, maximal NSD and CP values occurred shortly after stimulus
onset, while in monkey 2 it was delayed by ~128 ms relative to monkey 1. Thus, in
monkey 1 the response transient contained most of the test stimulus information,
while in monkey 2 the sustained response period contained most of the test sti-
mulus information. To account for these differences and for the decay towards the
end of the interval, we selected time windows of half the length of the 512 ms
stimulus presentation intervals for all quantitative analyses reported in this paper
(i.e. an interval of 256 ms, starting at 30 ms after stimulus onset in monkey 1 and at
158 ms after stimulus onset in monkey 2). However, to confirm that the selection
criterion used did not bias the results, we additionally performed all reported
analyses using the entire response period (30–542 ms after stimulus onset). This
control analysis yielded qualitatively identical results, albeit with smaller overall
effects due to the inclusion of uninformative response periods. We additionally
determined the response window based on ideal observer discrimination analysis
for each channel individually and then averaged the AUROCs across channels.
This approach yielded the same time windows as the one where activity was pooled
before performing the AUROC analysis (Supplementary Materials and Supple-
mentary Figure 2, 3 for additional information).
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Contrast response functions. To investigate the changes in the CRF with training,
contrast-dependent firing rates during the selected time window of the test pre-
sentation period were calculated for each channel, and a Naka–Rushton function
was fitted using the method of least squares, according to the formula:
R ¼ Rmax
Cn
Cn þ Cn50
þM ð2Þ
where R refers to the observed firing rate in spikes per second; Rmax is the max-
imum response level; the C50 is the contrast at which the response elicited was 50%
of the maximum; n controls the slope of the curve; and M is the level of sponta-
neous activity24,67. To identify changes in the properties of the CRF, four para-
meters (the slope of the function at 30% contrast, the C50 and the minimum (M)
and maximum responses (Rmax)) were calculated for each session and channel and
a Spearman’s correlation was calculated between the parameter values and session
number. The slope at 30% contrast was calculated as:
Slope ¼ dR
dC
¼ nRmax
Cn1Cn50
Cn þ Cn50ð Þ2
ð3Þ
Accounting for the effect of trial-to-trial activity fluctuations on discrimin-
ability and decision-related neuronal measures: a COBE. A common way to
quantify neuronal discriminability has been to calculate the performance of an
ideal observer who discriminates between stimuli that vary along an ordinal scale
(e.g. the contrast or orientation of gratings or frequency of flutters in somato-
sensation). The underlying assumption is that that neuronal response differences
are consistent with the stimulus differences. For example, given two stimuli with
features s1 and s2 such that s2 > s1, which elicit responses r1 and r2, the ideal
observer associates s2 with the higher response, and hence its decoding perfor-
mance is quantified by the probability p (r2 > r1). A traditional AUROC analysis
estimates this probability based on the assumption that r1 and r2 are independently
sampled from their distributions on every trial. However, in the case of 2-AFC
tasks in which the two stimuli are presented consecutively within a short period of
time, such as within one trial, within-trial autocorrelations (such as, for example,
state-dependent gain fluctuations), lead to response co-variations. Neglecting this
within-trial autocorrelation of r1 and r2 can lead to underestimates regarding the
ability to discriminate s1 and s2 (Supplementary Figure 23). Here we use a simple
nonparametric alternative to the AUROC estimator we name COBE (see Supple-
mentary Note 11), which takes these co-variations into account.
Neurometric functions. To generate neurometric functions, the AUROC (or
COBE) data from each day were fitted with a four-parameter Weibull function
using maximum likelihood estimation, according to the formula:
y ¼ 1 δ  γe xαð Þ
β
 
ð4Þ
where y is the AUROC value; x is the contrast of the test stimulus; the scale α is the
contrast at which the neurometric function is at 63% of its range; the shape
exponent β modulates the slope at threshold; γ is the range; and 1−δ is the
maximum AUROC value reached by the neurometric function.
We calculated the slope at 30% contrast as:
Slope at 30% ¼
d 1 δ  γe xαð Þ
β
  
dx
¼ βγð
30
α Þβeð
30
α Þβ
30
" #
ð5Þ
We also determined the PNE for each channel and training day, i.e. the point
where the channel activity is unable to distinguish between sample and the test
contrasts responses (AUROC= 0.5). During a subset of sessions for some
channels, the range spanned by the AUROC values did not include the value of 0.5
(i.e. the fitted neurometric curve was located entirely within either the upper or
lower half of the range spanned by the y axis), thus the PNE could not be calculated
for these sessions. Channels were included in the PNE analysis if the PNE could be
calculated on at least 80% of sessions, resulting in the inclusion of 21/29 channels
from monkey 1 and 15/20 channels from monkey 2 (note that this exclusion was
not applied for the other analyses). On days for which PNEs could not be
calculated for a specific session, the averages were calculated across those channels
for which PNEs could be calculated.
Calculation of C50 and PNE changes at the population level. We encountered a
few channels (n= 3, monkey 1; n= 0, monkey 2) where spiking activity decreased
with increasing contrast consistently across recording/training days (for an example,
see Supplementary Figure 6). These channels received the label ‘reversed tuning’.
Channels were defined as such if their average slope of the Naka–Rushton function
(averaged across all training days) was negative. These channels should theoretically
show a decrease of the slope at 30% of the tuning function with learning (becoming
more negative), rather than the increase that was predicted for the other channels.
To account for this difference in prediction, we multiplied their slope value (of the
Naka–Rushton function and of the neurometric function) by −1. This approach
allowed to average their slope (and changes thereof) with the slope values obtained
from the more typical channels.
On some channels, the C50/PNE was >30% at the start of learning, and in these
channels C50/PNE generally decreased towards 30% during learning. On other
channels, the C50/PNE was <30% at the start of learning, and in these channels it
generally increased towards 30% during learning. To examine whether parameters
such as the C50 and the PNE changed with learning at the population level, we
calculated the absolute value of the difference between the C50 and 30% contrast,
and the absolute value of the difference between PNE and 30% contrast. By using
the absolute value of the difference, we were able to combine the two groups of
channels (those with C50/PNE > 30% at the start of learning and those with C50/
PNE < 30% at the start of learning) and investigate whether C50/PNEs shifted
systematically towards the sample contrast with learning, irrespective of their
starting position.
Sample–test discriminability. To analyse how well channels discriminated
between sample and test stimuli, we calculated AUROC values for each sample–test
contrast pair and determined whether these systematically changed with learning.
Specifically we would expect the AUROC values for test contrasts that were higher
than the sample stimulus to increase with learning and for those that were lower
than the sample contrast to decrease with learning. This expectation holds for
channels with typical contrast tuning (i.e. increasing firing rates with increasing
contrast) but would be reversed for channels with the label ‘reversed tuning’ (see
above). To account for this difference in prediction, the AUROC values for the
three channels with reversed tuning were calculated as the probability that the test
contrast had lower activity than the sample contrast, rather than the probability
that the test contrast had higher contrast than the sample contrast.
Test–test discriminability. In addition to changes in discriminability between
sample and test stimuli, we assessed how test–test discriminability changed with
training. This required the pooling of data across trials. Thus we estimate the
probability that responses to a certain test stimulus are higher than to a different
test stimulus only with the standard AUROC method (the COBE analysis is not
applicable here). AUROC values were calculated based on comparisons of
responses between 29% and 31%, between 28% and 32% and between 27% and 33%
test contrast conditions, i.e. those contrasts that were most difficult to discriminate.
AUROC values were then plotted as a function of session number. Data were
pooled for the first 5 days of training and the last 5 days of training, and Wilcoxon
signed rank test was performed to determine whether discriminability changed
significantly with training. As before, predictions of how AUROC values should
change with learning differed between channel with normal and those with
reversed contrast tuning. We therefore calculated the AUROC values for channel
with reversed tuning as 1−AUROC.
Choice probability. CPs were monitored over the course of training to assess the
degree to which the neuronal activity reflected the identity of their chosen target.
Levels of spiking activity for a given test stimulus were categorized according to
whether the subject made a saccade to the black or to the white target, i.e. they were
conditioned upon the monkey's choice. This yielded two activity distributions for
each test stimulus. CPs were calculated between the two resulting groups of activity
as the AUROC, which is generally referred to as CP. This was done for the chal-
lenging test contrast conditions (27, 28, 29, 31, 32 and 33%). For each channel, the
mean CP (for a given test contrast) was calculated for early and late sessions (the
first and last 5 days of training, respectively). CP values for channels with ‘reversed
tuning’ were calculated as 1− CP, for reasons outlined previously. A mixed model
two-way repeated-measures (RM) ANOVA was performed to determine whether
CPs changed significantly with training days (early vs. late sessions, factor 1) and
test contrast (factor 2). In addition, for each of the different test contrasts, a post
hoc one-sided t test was performed to determine whether the means of the two
distributions differed significantly. A one-sided test was used as we were interested
solely in whether neuronal activity became more indicative of the monkeys’
upcoming choice during the final stages of training. However, a two-sided test
yielded qualitatively identical results.
To assess whether differences in responses between sample and test stimuli
became more indicative of the animal’s behavioural response, we also calculated
CPs for activity evoked by the test minus activity evoked by the sample. This
approach performs the differentiation for within-trial activity, aiming to remove
slow activity fluctuations from the data. The assumption is that the animals
potentially base their decisions on activity differences between sample and test
within trials, rather than absolute activity levels arising from test stimulus
presentation. In that sense, the approach is similar to the COBE approach, while
nevertheless calculating AUROC values based on activity distributions.
Noise correlation analysis. Noise correlations were calculated separately for each
recording channel pair, stimulus contrast and recording day. To do this, we cal-
culated the correlation of firing rates given a specific stimulus on each training day.
Noise correlation values were Fisher z-transformed and then averaged across the
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first 5 days of training and the last 5 days of training (separately for each channel
pair and for each test contrast). To determine whether noise correlations changed
with learning, we performed a mixed model two-factor RM ANOVA, with contrast
and training period as main factors.
Fisher information analysis. We used a recently published method and algo-
rithms68 to calculate the Fisher information in single channels and in populations of
simultaneously recorded channels32. We estimated the information present when
comparing 29–31% contrast, 28–32% contrast, 27–33% contrast, etc. The derivative
to calculate the Fisher information for e.g. 29–31% contrast is thus delta= 2%
contrast (see refs. 32,68 for details). For 28–32% contrast, the delta= 4% contrast
(and so on forth). This is analogous to the methods described by Kanitscheider
et al.32,68, but it is converted from the orientation domain to the contrast domain. In
the orientation domain used by Kanitscheider et al.32,68, the Fisher information was
scaled by the orientation difference (maxD= pi). We have used an analogous
system where we assume that 50% contrast difference is equal to maxD= pi, i.e. a
2% contrast difference would equate to (pi/50) × 2. Note that, even if this conversion
is not equivalent as contrast data are not circular (while orientation data are), it does
not affect the conclusions from our study. This is because absolute values of
information were of little interest here, of interest was whether learning alters the
information encoded for a fixed contrast difference. To calculate the information a
given channel (or channel population) encoded in the first 5 days (or last 5 days) of
training, the trials from a given channel and a given contrast pair of all 5 days were
concatenated as if they had been recorded in a single session. We included trials
with correct decisions in this analysis. The analysis requires equal trial numbers for
the two stimulus comparisons, which were not guaranteed, due to the fact that the
animal stopped working on individual days at unpredictable times. We therefore
used the lower number of trials available for a given test contrast pair on a given
training day and truncated the trials available for the other stimulus contrast at that
lower number for that training day. This approach yielded between 215 (minimum)
and 469 (maximum) trials for each channel, test contrast comparison and monkey
(monkey 1: n= 293–469; monkey 2: n= 215–385).
The information encoded by differently sized (neuronal) populations was
calculated by using the above described approach to concatenate the trials from
different recording channel for each channel and then calculate the information in
a population of size x (i.e. number of channels) with channel and trial identity
retained. To identify to what extent correlated activity reduced the information
present in a population, we calculated the activity when trials were shuffled, using
the algorithms provided by ref. 32.
Significance of noise vs. signal correlation regression slope changes. We
performed a permutation test to determine whether the slopes found for the late
period were significantly different from the slopes during the early period for our
pairs with positive signal correlations. To do so, we joined the early and late
distributions of the signal and of the noise correlations for the respective channel
samples (separated according to their information content, see Results). We then
drew 1000 random samples (with a sample size that equalled the sample size for the
late distributions) from that joint distribution and calculated the slope for each of
these. If the original slope from the late training period fell outside the 95% range
of the slopes from the joint distributions, it was deemed significantly different to
the slope from the early distribution.
Code availability. Data were processed with Neuralynx and custom-written
Matlab code, which is stored on secure servers and which can be made available
upon reasonable request.
Data availability
Original data stored on Newcastle University servers can be made available upon rea-
sonable request.
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