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Abstract
We consider the problem of integrating and approximating 2D bandlimited functions restricted to a disc by using 2D prolate
spheroidal wave functions (PSWFs). We derive a numerical scheme for the evaluation of the 2D PSWFs on a disc, which is the
basis for the numerical implementation of the presented quadrature and approximation schemes. Next, we derive a quadrature
formula for bandlimited functions restricted to a disc and give a bound on the integration error. We apply this quadrature to derive
an approximation scheme for such functions. We prove a bound on the approximation error and present numerical results that
demonstrate the effectiveness of the quadrature and approximation schemes.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Bandlimited functions provide a convenient model in many signal and image processing problems. In practice,
usually only a finite domain of their support is considered. In 1D, for example, this means that the function is consid-
ered only on a finite interval. Prolate spheroidal wave functions (PSWFs) give a very convenient basis for representing
and manipulating bandlimited functions restricted to a compact domain D. The 1D case, in which D is an interval, is
investigated in [3,5,6]. The presentation in [3,5,6] does not handle the numerical aspects of these functions, which are
crucial for the derivation of PSWF-based algorithms. Such a numerical treatment of the 1D case appears in [7], where
it is shown how to compute the 1D PSWFs and how to use them for quadratures and approximation of 1D bandlimited
functions restricted to an interval.
Multi-dimensional PSWFs were first considered in [10], which provides many of their analytical properties, as
well as properties that support the construction of numerical schemes. An important observation of [10] is that cases
of three or more dimensions can be reduced to the 2D case. Hence, providing numerical tools for the 2D case is
particularly important, as it immediately solves all higher dimensional cases.
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236 Y. Shkolnisky / Appl. Comput. Harmon. Anal. 22 (2007) 235–256In this paper we extend the results of [7] and [9] to a disc in R2. First, we derive a numerical apparatus for the
construction and evaluation of 2D PSWFs on a disc. Then, we show that 2D PSWFs give rise to numerical tools for
computing 2D quadratures as well as for approximation of bandlimited functions restricted to a disc. The approach
we take in deriving the quadrature formula is more involved than the one in [7], as is dictated by the disc geometry.
The derivation of the approximation scheme is also different than those suggested in [7] and [2], and is based on
computing the approximation coefficients using the quadrature formula.
The organization of this paper is as follows. In Section 2 we provide the relevant mathematical background. In
Section 3 we derive a numerical scheme for evaluating 2D PSWFs on a disc. This scheme is then used for the numerical
implementation of subsequent quadrature and approximation schemes. In Section 4 we construct quadrature formulas
that are appropriate for bandlimited functions restricted to a disc. Utilizing the quadrature scheme of Section 4, we
derive in Section 5 an approximation scheme for bandlimited functions restricted to a disc. In Section 6 we provide
numerical examples that demonstrate the effectiveness of 2D PSWFs for the integration and approximation of 2D
bandlimited functions. Finally, in Section 7 we give some concluding remarks and describe possible generalizations.
2. Mathematical preliminaries
2.1. Notation
Let D be the unit disc in R2 given by
D = {x ∈ R2, |x| 1}.
A function f :D → R is bandlimited with bandlimit c if there exists a positive real number c and a function
σ ∈ L2(D) such that
f (x) =
∫
D
eıcω·xσ (ω)dω,
where∫
D
∣∣σ(ω)∣∣dω < ∞.
Throughout this paper we define the inner product on L2([0,1]) by
〈f,g〉 =
1∫
0
f (x)g(x)dx. (1)
We denote by ‖ · ‖2 the L2 norm on D
‖ψ‖2 =
√√√√∫
D
∣∣ψ(x)∣∣2 dx
and by ‖ · ‖∞ the L∞ norm on D
‖ψ‖∞ = max
x∈D
∣∣ψ(x)∣∣.
For univariate functions, we denote by ‖ · ‖∞ the L∞ norm on [0,1]
‖ϕ‖∞ = max
x∈[0,1]
∣∣ϕ(x)∣∣.
We denote by N the set of non-negative integers. Let N2 = {(k, l), k ∈ N, l ∈ N}. For arbitrary non-negative
integers K and L we define the sets IK×L and I ′K×L as IK×L = {(k, l), k = 0, . . . ,K − 1, l = 0, . . . ,L − 1} and
I ′ = N2 \ IK×L, respectively.K×L
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The Jacobi polynomials P (α,β)n (x) are defined by the three-term recursion
a1nP
(α,β)
n+1 (x) = (a3nx − a2n)P (α,β)n (x) − a4nP (α,β)n−1 (x), (2)
where
a1n = 2(n + 1)(n + α + β + 1)(2n + α + β),
a2n = −(2n + α + β + 1)
(
α2 − β2),
a3n = (2n + α + β)3,
a4n = 2(n + α)(n + β)(2n + α + β + 2),
and (x)k is the Pochhammer symbol given by
(x)k = x(x + 1) · · · (x + k − 1) = (x + k)
(x)
,
where (x) is the Gamma function. The initial conditions of the recursion are P (α,β)0 (x) = 1 and P (α,β)1 (x) = 12 (α −
β + (α + β + 2)x).
The Jacobi polynomials satisfy the differential equation
(
1 − x2)d2P (α,β)n (x)
dx2
+ (β − α − (α + β + 2)x) dP (α,β)n (x)
dx
+ n(n + α + β + 1) = 0
and are orthogonal on [−1,1] with respect to the weight function w(x) = (1 − x)α(1 + x)β , for α > −1 and β > −1,
with
1∫
−1
(
P (α,β)n (x)
)2
w(x)dx = 2
α+β+1
2n + α + β + 1
(n + α + 1)(n + β + 1)
n!(n + α + β + 1) .
The derivative of a Jacobi polynomial is given by
d
dx
P (α,β)n (x) =
1
2
(n + α + β)P (α+1,β+1)n−1 (x). (3)
All the results given in this section can be found in [1].
2.3. Quadratures
A 2D quadrature on D is an expression of the form
K−1∑
j=0
wjφ(xj ),
where wj ∈ R and xj ∈ D are quadrature weights and nodes, respectively. Quadratures are used to approximate
integrals of the form∫
D
φ(x)w(x)dx,
where w(x) is an integrable non-negative weight function on D. Usually, wj and xj are chosen such that
K−1∑
j=0
wjφ(xj ) =
∫
D
φ(x)w(x)dx
for some set of functions {φi(x)}.
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and a non-negative weight function w(x) :D → R, if there exist nodes x0, . . . , xK−1 and weights w0, . . . ,wK−1 such
that xk ∈ D, wk > 0, k = 0, . . . ,K − 1, and
K−1∑
k=0
wkφj (xk) =
∫
D
φj (x)w(x)dx
for j = 0, . . . ,2K − 1.
On a finite-precision computer we usually cannot compute the exact nodes and weights. Thus, we look for nodes
x0, . . . , xK−1 and weights w0, . . . ,wK−1 such that xk ∈ D, wk > 0, k = 0, . . . ,K − 1, and∣∣∣∣∣
∫
D
φj (x)w(x)dx −
K−1∑
k=0
wkφj (xk)
∣∣∣∣∣ ε (4)
for j = 0, . . . ,2K − 1, where ε > 0 is the precision of the computations.
For a family of exponentials eınθ , n = −m + 1, . . . ,m − 1, where m is an arbitrary positive integer, the nodes and
weights of a Gaussian quadrature are given by
θk = 2πk
m
, wk = 2π
m
, k = 0, . . . ,m − 1, (5)
since for |n| < m
m−1∑
k=0
wke
ınθk =
m−1∑
k=0
2π
m
(
e2πın/m
)k = 2πδ0,n =
2π∫
0
eınθ dθ.
2.4. 2D prolate spheroidal wave functions (PSWFs)
In this section we summarize the properties of prolate spheroidal wave functions (PSWFs) in 2D required for
subsequent derivations. For a more detailed presentation see [10]. Let c be a positive real number. We define the
operator Fc :L2(D) → L2(D) by
Fc(ψ)(x) =
∫
D
eıcx·yψ(y)dy, x ∈ D.
The PSWFs are the eigenfunctions of Fc. For arbitrary positive integers N and n, we denote by ψN,n(x) the eigen-
function that corresponds to eigenvalue αN,n, so that
αN,nψN,n(x) =
∫
D
eıcx·yψN,n(y)dy, x ∈ D. (6)
The functions ψN,n(x) are either even or odd functions of x. Eigenvalues associated with even eigenfunctions are
real. Eigenvalues associated with odd eigenfunctions are purely imaginary. The eigenfunctions ψN,n(x) are orthogonal
both on D and on R2, and are complete in L2(D). We normalize ψN,n(x) such that∫
D
(
ψN,n(x)
)2 dx = 1. (7)
The functions ψN,n(x) are given in polar coordinates by
ψN,n(r, θ) = 1√
2π
RN,n(r), N = 0,
ψN,n(r, θ) = 1√
π
Rl,n(r) cos lθ, N = 2l, l = 1,2, . . . ,
ψN,n(r, θ) = 1√ Rl,n(r) sin lθ, N = 2l − 1, l = 1,2, . . . , (8)
π
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βN,nRN,n(r) =
1∫
0
JN(crρ)RN,n(ρ)ρ dρ, 0 r  1, (9)
and JN(x) is the Bessel function of the first kind. The eigenvalues αN,n in (6) are then given by
αN,n = 2πılβl,n, l = [N/2], (10)
where βN,n are given by (9) and [x] denotes the greatest integer less than or equal to x. By making in (9) the substi-
tution
λN,n =
√
cβN,n, ϕN,n(r) =
√
rRN,n(r), (11)
we get the equivalent equation
λN,nϕN,n(r) =
1∫
0
JN(crρ)
√
crρϕN,n(ρ)dρ, 0 r  1. (12)
This equation is convenient for subsequent derivations, as the solutions of (12) are also the solutions of the differential
equation
Lcϕ(x) = −χϕ(x), (13)
where Lc is the differential operator given by
Lcϕ(x) =
(
1 − x2) dϕ(x)
dx
− 2x dϕ(x)
dx
+
(
1/4 − N2
x2
− c2x2
)
ϕ(x). (14)
The operator Lc is self-adjoint for twice-differentiable functions that vanish at the origin.
Bounded solutions of (13) exist only for a countable set of real values of χ , denoted χN,n, n = 0,1,2, . . . , which
we order such that χN,0  χN,1  χN,2  · · ·. We denote the eigenfunction that corresponds to χN,n by ϕN,n(x).
3. Constructing 2D PSWFs on a disc
In this section we describe a numerical scheme for computing the functions ϕN,n(x), 0 x  1, given by (12), to-
gether with their eigenvalues χN,n. This scheme is based on the derivation in [10]. The eigenvalues λN,n are computed
as described in [7]. The scheme is based on expanding ϕN,n(x) into the series
ϕN,n(x) =
∞∑
k=0
d
N,n
k TN,k(x), (15)
where
TN,n(x) = hN,nxN+1/2
(
n + N
n
)−1
P (N,0)n
(
1 − 2x2), (16)
hN,n =
(
2(2n + N + 1)
(
n + N
n
)2)1/2
, (17)
d
N,n
k = 〈ϕN,n, TN,k〉 =
1∫
0
ϕN,n(x)TN,k(x)dx, (18)
P
(N,0)
n (x) is the Jacobi polynomial P (α,β)n (x) with α = N and β = 0, given in Section 2.2, and
(
n+N
n
)
is the binomial
coefficient given by
(
n+N)= (n+N)! .
n n!N !
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For each fixed positive integer N , the functions TN,n(x) are orthonormal with respect to the inner product (1), that
is, 〈TN,n, TN,m〉 = δm,n, where δm,n is the Kronecker delta. From (3) and (16) we get that the derivative of TN,n(x) is
given by
T ′N,n(x) =
hN,n(
n+N
n
)(−2(N + n + 1)xN+3/2P (N+1,1)n−1 (1 − 2x2)+ (N + 1/2)xN−1/2P (N,0)n (1 − 2x2)) (19)
and the expansion of ϕ′N,n(x) becomes
ϕ′N,n(x) =
∞∑
k=0
d
N,n
k T
′
N,k(x),
with dN,nk given by (18).
Let L0 be the differential operator given by (14) that corresponds to c = 0. The functions TN,n(x), defined in (16),
are the eigenfunctions of the differential operator L0
L0TN,n = −κN,nTN,n, (20)
where the eigenvalues κN,n are given in [10] to be κN,n = (N + 2n + 12 )(N + 2n + 32 ).
3.2. Matrix of Lc
We want to construct the matrix of the differential operator Lc , given by (14), with respect to the basis TN,n(x).
Since Lc = L0 − c2x2, we obtain
LcTN,n = L0TN,n − x2c2TN,n = −κN,nTN,n − c2x2TN,n, (21)
where the right-hand side of (21) follows by using (20). To express x2TN,n(x) as a linear combination of TN,n(x),
n = 0,1, . . . , we substitute α = N , β = 0, and x → 1 − 2x2 in (2) and obtain
a1nP
(N,0)
n+1
(
1 − 2x2)+ a2nP (N,0)n (1 − 2x2)+ a4nP (N,0)n−1 (1 − 2x2)= a3n(1 − 2x2)P (N,0)n (1 − 2x2).
Hence, x2P (N,0)n (1 − 2x2) is given by
x2P (N,0)n
(
1 − 2x2)= − a1n
2a3n
P
(N,0)
n+1
(
1 − 2x2)+ (a3n − a2n)
2a3n
P (N,0)n
(
1 − 2x2)− a4n
2a3n
P
(N,0)
n−1
(
1 − 2x2). (22)
From (22) together with the definition of TN,n(x), given by (16), we obtain
x2TN,n(x) = x2hN,nxN+1/2
(
n + N
n
)−1
P (N,0)n
(
1 − 2x2)
= γ 1N,nTN,n+1(x) + γ 0N,nTN,n(x) + γ−1N,nTN,n−1(x), (23)
where
γ 1N,n = −
(n + N + 1)2
(2n + N + 1)(2n + N + 2)
hN,n
hN,n+1
,
γ 0N,n =
2n(n + 1) + N(2n + N + 1)
(2n + N)(2n + N + 2) ,
γ−1N,n = −
n2
(2n + N)(2n + N + 1)
hN,n
hN,n−1
. (24)
The relation given by (23) and (24) is derived also in [10]. From this point on, the proposed numerical scheme is
different from the scheme used in [10]. By substituting (23) in (21) we obtain
LcTN,n = −κN,nTN,n − c2
(
γ 1 TN,n+1 + γ 0 TN,n + γ−1 TN,n−1
)
.N,n N,n N,n
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bNm,n = 〈TN,m,LcTN,n〉
=
1∫
0
TN,m(x)
[−κN,nTN,n(x) − c2(γ 1N,nTN,n+1(x) + γ 0N,nTN,n(x) + γ−1N,nTN,n−1(x))]dx
= δm,n+1
(−c2γ 1N,n)+ δm,n(−κN,n − c2γ 0N,n)+ δm,n−1(−c2γ−1N,n), (25)
where in (25) we used the orthogonality of TN,n(x). Therefore, the matrix BN is a tridiagonal matrix whose entries
are given by
bNn−1,n = −c2γ−1N,n (above the diagonal),
bNn,n = −
(
κN,n + c2γ 0N,n
) (on the main diagonal),
bNn+1,n = −c2γ 1N,n (below the diagonal), (26)
with γ−1N,n, γ
0
N,n, and γ
1
N,n given by (24). Finding the eigenvalues of a tridiagonal matrix requires O(n2) operations by
using the QL method, as described by [11]. The eigenvectors are then computed using the inverse power method.
3.3. Computing expansion coefficients
Let dN,nk be the expansion coefficients of ϕN,n(x) in terms of the functions TN,n(x) (see (15)). Since ϕN,n(x) is an
eigenfunction of the differential operator Lc, given by (13) and (14), we obtain〈
LcϕN,n(x), TN,k(x)
〉= 〈−χN,nϕN,n(x), TN,k(x)〉= −χN,ndN,nk , (27)
where −χN,n is the eigenvalue of Lc that corresponds to ϕN,n(x). On the other hand, since Lc is self-adjoint we get
〈
LcϕN,n(x), TN,j (x)
〉=
〈 ∞∑
k=0
d
N,n
k TN,k(x),LcTN,j (x)
〉
=
∞∑
k=0
d
N,n
k
〈
TN,k(x),LcTN,j (x)
〉
. (28)
The inner product 〈TN,k(x),LcTN,j (x)〉 is non-zero only for k = j + 1, j, j − 1, and therefore, combining (25), (27),
and (28) we get
−χN,ndN,nj = bNj+1,j dN,nj+1 + bNj,j dN,nj + bNj−1,j dN,nj−1
or
bNj+1,j d
N,n
j+1 +
(
bNj,j + χN,n
)
d
N,n
j + bNj−1,j dN,nj−1 = 0, (29)
where bNj+1,j , b
N
j,j , and b
N
j−1,j are given by (26). Equation (29) is written using matrix notation as
(BN + χN,nI )dN,n = 0, (30)
where BN is the matrix whose entries bNm,n are given by (25), and dN,n is a vector whose kth element is dN,nk .
Equation (30) shows that χN,n is the nth eigenvalue of BN and dN,n is the eigenvector of BN that corresponds
to χN,n. This observation is given also in [4,7].
Figures 1–3 depict the radial part ϕN,n(x), given by (12). Figure 1 is a plot of ϕN,n(x) for c = 1, N = 0, and various
values of n. Figure 2 is a plot of ϕN,n(x) for c = 10, n = 1, and various values of N . Figure 3 is a plot of ϕN,n(x) for
N = 1, n = 1, and various values of c.
4. Quadratures for 2D bandlimited functions
In this section we construct quadrature formulas for 2D bandlimited functions restricted to D. The first lemma
shows that in order to construct quadrature formulas for bandlimited functions, it is sufficient to construct quadrature
formulas for exponentials of the form eıcω·x with ω ∈ D.
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(Eq. (12)) for c = 1, N = 1, and various values of n.
Fig. 2. Radial part of the 2D prolate spheroidal wave functions
(Eq. (12)) for c = 10, n = 1, and various values of N .
Fig. 3. Radial part of the 2D prolate spheroidal wave functions (Eq. (12)) for N = 1, n = 1, and various values of c.
Lemma 4.1. Let K and K0(m), m = 0, . . . ,K − 1, be positive integers and let xm,j and w˜m,j be quadrature nodes
and weights, respectively, m = 0, . . . ,K − 1, j = 0, . . . ,K0(m) − 1, such that∣∣∣∣∣
∫
D
eıcω·x dx −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,j e
ıcω·xm,j
∣∣∣∣∣ ε (31)
for all ω ∈ D. Let f be an arbitrary function in L2(D) of the form
f (x) =
∫
D
eıcω·xσ (ω)dω, x ∈ D, (32)
where σ(ω) is a complex-valued function. Then∣∣∣∣∣
∫
D
f (x)dx −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,jf (xm,j )
∣∣∣∣∣ ε
∫
D
∣∣σ(ω)∣∣dω.
Proof. By using (32) and (31)
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∫
D
f (x)dx −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,jf (xm,j )
∣∣∣∣∣=
∣∣∣∣∣
∫
D
∫
D
eıcω·xσ (ω)dω dx −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,j
∫
D
eıcω·xm,j σ (ω)dω
∣∣∣∣∣

∫
D
∣∣∣∣∣
∫
D
eıcω·x dx −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,j e
ıcω·xm,j
∣∣∣∣∣∣∣σ(ω)∣∣dω ε
∫
D
∣∣σ(ω)∣∣dω. 
We derive quadrature formulas whose construction is separable in polar coordinates. First, we construct the radial
part of the quadrature nodes, by using a Gaussian quadrature for the radial parts of the PSWFs, given by (12). Then,
we show that the nodes in the radial direction together with equally spaced nodes in the angular direction give rise
to quadrature nodes for 2D exponentials on D. Loosely speaking, the derivation goes as follows. If we write x ∈ D
and ω ∈ D in polar coordinates as x = (r cos t, r sin t) and ω = (ρ cos θ,ρ sin θ), 0  r  1, 0  ρ  1, t ∈ [0,2π),
θ ∈ [0,2π), then, by using the identity
eıcω·x =
∞∑
k=−∞
ıkJk(crρ)e
ık(t−θ)
we get that
∫
D
eıcω·x dx =
∞∑
k=−∞
ck
( 2π∫
0
eıkt dt
)( 1∫
0
Jk(crρ)r dr
)
, (33)
where ck = eık(π/2−θ). This suggests that the quadrature scheme should be separable in polar coordinates. For the
angular part we need a quadrature formula for
2π∫
0
eıkt dt, (34)
which is given by nodes equispaced in t . For the radial part we need a quadrature formula for
1∫
0
J0(crρ)r dr. (35)
To construct a quadrature formula for (35), we show that
1∫
0
J0(crρ)r dr =
∞∑
n=0
λ0,n√
c
ϕ0,n(ρ)√
ρ
1∫
0
ϕ0,n(r)
√
r dr,
which allows us to derive a quadrature formula that integrates J0(crρ)r on [0,1] by using a quadrature that integrates
ϕ0,n(r)
√
r on [0,1], where ϕ0,n(r) is the radial part of the PSWF, given by (12).
To summarize, in Section 4.1 we show that given a quadrature formula that integrates ϕ0,n(r)
√
r on [0,1], we can
derive a quadrature formula that integrates J0(crρ)r on [0,1]. Then, in Section 4.2 we obtain a quadrature scheme
that integrates exponentials eıcω·x on D by combining (33) with the quadrature formulas for (34) and (35).
4.1. Quadrature for the kernel of the integral equation (12)
Given an exponential eıcω·x , we represent x and ω in polar coordinates as x = (r cos t, r sin t) and ω =
(ρ cos θ,ρ sin θ), 0 r  1, 0 ρ  1, t ∈ [0,2π), θ ∈ [0,2π). Then, eıcω·x = eıcrρ cos (t−θ) =∑∞k=−∞ ıkJk(crρ)×
eık(t−θ), where Jk(r) is the Bessel function of the first kind [1]. As we see in Section 4.2, to integrate an exponen-
tial eıcω·x on D, it is sufficient to integrate J0(r)r on [0,1]. The next lemma shows that the integration of J0(crρ)r
can be reduced to the integration of ϕ0,n(r)
√
r .
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1∫
0
J0(crρ)r dr =
∞∑
n=0
λ0,n√
c
ϕ0,n(ρ)√
ρ
1∫
0
ϕ0,n(r)
√
r dr, (36)
where λ0,n and ϕ0,n are given by (12).
Proof. J0(crρ)
√
crρ is the kernel of the integral equation (12). Hence, by using Mercer’s theorem
J0(crρ)
√
crρ =
∞∑
n=0
λ0,nϕ0,n(r)ϕ0,n(ρ). (37)
Multiplying both sides of (37) by √r , and integrating with respect to r gives (36). 
Based on Lemma 4.2, the next lemma shows that quadrature nodes and weights for ϕ0,n(r)
√
r are also quadrature
nodes and weights for J0(crρ)r .
Lemma 4.3. Let ε be a positive real number. Let K be a positive integer and let rk ∈ [0,1] and wk , k = 0, . . . ,K − 1,
be quadrature nodes and weights, respectively, such that∣∣∣∣∣
K−1∑
k=0
wkϕ0,n(rk)
√
rk −
1∫
0
ϕ0,n(r)
√
r dr
∣∣∣∣∣ ε, n = 0, . . . ,2K − 1, (38)
where K satisfies
∞∑
n=2K
∣∣∣∣λ0,n√c
∣∣∣∣∥∥ϕ0,n(ρ)/√ρ∥∥∞‖ϕ0,n‖∞
(
1 +
K−1∑
j=0
|wj |
)
 ε. (39)
Then, ∣∣∣∣∣
1∫
0
J0(crρ)r dr −
K−1∑
j=0
wjJ0(crjρ) rj
∣∣∣∣∣C1ε,
where
C1 = KC0 + 1, C0 = max
0n2K−1
max
ρ∈[0,1]
∣∣ϕ0,n(ρ)/√ρ∣∣. (40)
Proof. We first derive a bound for λ0,n, given by (12). We multiply both sides of (6) by ψ0,n(x) and integrate on D
with respect to x
|α0,n|
∣∣∣∣∣
∫
D
ψ20,n(x)dx
∣∣∣∣∣=
∣∣∣∣∣
∫
D
∫
D
eıcx·yψ0,n(y)ψ0,n(x)dy dx
∣∣∣∣∣
∫
D
∣∣ψ0,n(x)∣∣dx
∫
D
∣∣ψ0,n(y)∣∣dy
 π
(∫
D
∣∣ψ0,n(x)∣∣2 dx
)1/2(∫
D
∣∣ψ0,n(y)∣∣2 dy
)1/2
 π.
Hence |α0,n| π , and from (10) and (11),
|λ0,n| = √c|β0,n| = √c |α0,n|2π 
√
c
2
. (41)
Next, we bound the expression∣∣∣∣∣
1∫
J0(crρ)r dr −
K−1∑
j=0
wjJ0(crjρ) rj
∣∣∣∣∣.
0
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∣∣∣∣∣
1∫
0
J0(crρ)r dr −
K−1∑
j=0
wjJ0(crjρ) rj
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
n=0
λ0,n√
c
ϕ0,n(ρ)√
ρ
1∫
0
ϕ0,n(r)
√
r dr −
∞∑
n=0
λ0,n√
c
ϕ0,n(ρ)√
ρ
K−1∑
j=0
wjϕ0,n(rj )
√
rj
∣∣∣∣∣

∣∣∣∣∣
2K−1∑
n=0
λ0,n√
c
ϕ0,n(ρ)√
ρ
[ 1∫
0
ϕ0,n(r)
√
r dr −
K−1∑
j=0
wjϕ0,n(rj )
√
rj
]∣∣∣∣∣
+
∣∣∣∣∣
∞∑
n=2K
λ0,n√
c
ϕ0,n(ρ)√
ρ
[ 1∫
0
ϕ0,n(r)
√
r dr −
K−1∑
j=0
wjϕ0,n(rj )
√
rj
]∣∣∣∣∣
 ε
∣∣∣∣∣
2K−1∑
n=0
λ0,n√
c
ϕ0,n(ρ)√
ρ
∣∣∣∣∣+
∞∑
n=2K
∣∣∣∣λ0,n√c
∣∣∣∣
∣∣∣∣ϕ0,n(ρ)√ρ
∣∣∣∣
∣∣∣∣∣
1∫
0
ϕ0,n(r)
√
r dr −
K−1∑
j=0
wjϕ0,n(rj )
√
rj
∣∣∣∣∣ (42)
 ε√
c
C0
2K−1∑
n=0
|λ0,n| +
∞∑
n=2K
∣∣∣∣λ0,n√c
∣∣∣∣
∣∣∣∣ϕ0,n(ρ)√ρ
∣∣∣∣
[∣∣∣∣∣
1∫
0
ϕ0,n(r)
√
r dr
∣∣∣∣∣+
K−1∑
j=0
∣∣wjϕ0,n(rj )√rj ∣∣
]
 ε√
c
C0
2K−1∑
n=0
|λ0,n| +
∞∑
n=2K
∣∣∣∣λ0,n√c
∣∣∣∣
∣∣∣∣ϕ0,n(ρ)√ρ
∣∣∣∣
[
‖ϕ0,n‖∞ +
K−1∑
j=0
|wj |‖ϕ0,n‖∞
]
KεC0 +
∞∑
n=2K
∣∣∣∣λ0,n√c
∣∣∣∣∥∥ϕ0,n(ρ)/√ρ∥∥∞‖ϕ0,n‖∞
(
1 +
K−1∑
j=0
|wj |
)
. (43)
Formula (42) follows since rj and wj , j = 0, . . . ,K −1, are quadrature nodes and weights, respectively, that integrate
ϕ0,n(r)
√
r , n = 0, . . . ,2K − 1 up to accuracy ε, as defined by (38). Formula (43) follows since by (41) |λ0,n|
√
c
2 .
Thus, by using (39),
∣∣∣∣∣
1∫
0
J0(crρ)r dr −
K−1∑
j=0
wjJ0(crjρ) rj
∣∣∣∣∣ ε(KC0 + 1) = εC1. 
Finally, we note that to construct quadrature nodes rk ∈ [0,1] and weights wk > 0, k = 0, . . . ,K − 1, such that∣∣∣∣∣
K−1∑
k=0
wkϕ0,n(rk)
√
rk −
1∫
0
ϕ0,n(r)
√
r dr
∣∣∣∣∣ ε, (44)
for n = 0, . . . ,2K − 1, where ε is the accuracy of the computations, we solve numerically the equation
A(
r ) · 
w = 
b, (45)
where
A(
r ) =
⎛
⎝ ϕN,0(r0)
√
r0 · · · ϕN,0(rK−1)√rK−1
...
...√ √
⎞
⎠ ,ϕN,2K−1(r0) r0 · · · ϕN,2K−1(rK−1) rK−1
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r =
⎛
⎝ r0...
rK−1
⎞
⎠ , 
w =
⎛
⎝ w0...
wK−1
⎞
⎠ , 
b =
⎛
⎜⎝
∫ 1
0 ϕN,0(r)
√
r dr
...∫ 1
0 ϕN,2K−1(r)
√
r dr
⎞
⎟⎠ .
Nodes rk and weights wk that satisfy (44) exist, since ϕ0,n form a Tchebycheff system on [0,1]. Work of de Villiers
et al. [4] proves that they form a Tchebycheff system on (0,1), but essentially the same proof shows that they form a
Tchebycheff system also on [0,1].
4.2. Quadratures for exponentials
Next, we use the quadrature from Lemma 4.3 to derive a 2D quadrature for exponentials eıcω·x with ω ∈ D.
Theorem 4.4. Let ε be a positive real number. Let K be a positive integer and let rk ∈ [0,1] and wk > 0, k = 0,
. . . ,K − 1, be quadrature nodes and weights, respectively, such that∣∣∣∣∣
K−1∑
k=0
wkϕ0,n(rk)
√
rk −
1∫
0
ϕ0,n(r)
√
r dr
∣∣∣∣∣ ε, n = 0, . . . ,2K − 1.
Let K0(m), m = 0, . . . ,K − 1, be m positive integers such that for each rm∑
|k|K0(m)
∣∣Jk(crmρ)∣∣ ε (46)
for all ρ ∈ [0,1]. Then,∣∣∣∣∣
∫
D
eıcω·x dx −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,j e
ıcω·xm,j
∣∣∣∣∣ εC2 (47)
for all ω ∈ D, where
xm,j = (rm cos tm,j , rm sin tm,j ), tm,j = 2πj
K0(m)
, w˜m,j = 2πwm
K0(m)
rm, (48)
for m = 0, . . .K − 1, j = 0, . . . ,K0(m) − 1, and
C2 = 2πC1 +
K−1∑
m=0
K0(m)−1∑
j=0
|w˜m,j |,
with C1 given by (40). Moreover,
K−1∑
m=0
K0(m)−1∑
j=0
|w˜m,j | π + 2πC1ε1 − ε .
Proof. We use the identity
e
1
2 z(v− 1v ) =
∞∑
k=−∞
vkJk(z) (v = 0)
(see [1]), with z = crρ and v = ıeı(t−θ), and obtain that for x ∈ D and ω ∈ D, written as x = (r cos t, r sin t) and
ω = (ρ cos θ,ρ sin θ), 0 r  1, 0 ρ  1, t ∈ [0,2π), θ ∈ [0,2π), the function eıcω·x can be expanded as
eıcω·x = eırρc cos (t−θ) =
∞∑
k=−∞
ıkJk(crρ)e
ık(t−θ) =
∞∑
k=−∞
ıkJk(crρ)e
ıkt e−ıkθ =
∞∑
k=−∞
Jk(crρ)e
ıkt eı(π/2−θ)k.
(49)
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|k|K0(m)
∣∣Jk(crmρ)∣∣ ε (50)
for all 0 ρ  1. Such K0(m) always exists since for any v −1/2 and any z
∣∣Jv(z)∣∣ | z2 |ve|z|
(v + 1)
(see [1]), and so for z = crmρ we have that 0 crmρ  c and
∣∣Jk(crmρ)∣∣ ck2k(k + 1) .
Therefore, by using (48) and (49),∣∣∣∣∣
∫
D
eıcω·x dx −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,j e
ıcω·xm,j
∣∣∣∣∣ (51)
=
∣∣∣∣∣
1∫
0
2π∫
0
eıcrρ cos(t−θ)r dr dt −
K−1∑
m=0
K0(m)−1∑
j=0
2πwm
K0(m)
rme
ıcrmρ cos (tm,j−θ)
∣∣∣∣∣
=
∣∣∣∣∣
1∫
0
2π∫
0
∞∑
k=−∞
eıkt
[
eık(π/2−θ)Jk(crρ)
]
r dr dt
−
K−1∑
m=0
K0(m)−1∑
j=0
2πwm
K0(m)
rm
∞∑
k=−∞
eıktm,j
[
eık(π/2−θ)Jk(crmρ)
]∣∣∣∣∣

∣∣∣∣∣
1∫
0
2π∫
0
∞∑
k=−∞
eıkt
[
eık(π/2−θ)Jk(crρ)
]
r dr dt (52)
−
K−1∑
m=0
K0(m)−1∑
j=0
2πwm
K0(m)
rm
∑
|k|<K0(m)
eıktm,j
[
eık(π/2−θ)Jk(crmρ)
]∣∣∣∣∣ (53)
+
∣∣∣∣∣
K−1∑
m=0
K0(m)−1∑
j=0
2πwm
K0(m)
rm
∑
|k|K0(m)
eıktm,j
[
eık(π/2−θ)Jk(crmρ)
]∣∣∣∣∣. (54)
Rearranging (52) yields
1∫
0
2π∫
0
∞∑
k=−∞
eıkt
[
eık(π/2−θ)Jk(crρ)
]
r dr dt =
∞∑
k=−∞
eık(π/2−θ)
2π∫
0
eıkt dt
1∫
0
Jk(crρ)r dr = 2π
1∫
0
J0(crρ)r dr.
(55)
Similarly, for (53),
K−1∑
m=0
K0(m)−1∑
j=0
2πwm
K0(m)
rm
∑
|k|<K0(m)
eıktm,j
[
eık(π/2−θ)Jk(crmρ)
]
=
K−1∑ ∑
eık(π/2−θ)
(
K0(m)−1∑ 2π
K0(m)
eı2πkj/K0(m)
)
wmJk(crmρ)rm = 2π
K−1∑
wmJ0(crmρ)rm. (56)m=0 |k|<K0(m) j=0 m=0
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K−1∑
m=0
K0(m)−1∑
j=0
2πwm
K0(m)
rm
∑
|k|K0(m)
eıktm,j
[
eık(π/2−θ)Jk(crmρ)
]∣∣∣∣∣ ε
K−1∑
m=0
K0(m)−1∑
j=0
|w˜m,j |. (57)
We substitute (55)–(57) into (52)–(54), obtaining∣∣∣∣∣
∫
D
eıcω·x dx −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,j e
ıcω·xm,j
∣∣∣∣∣ 2π
∣∣∣∣∣
1∫
0
J0(crρ)r dr −
K−1∑
m=0
wmrmJ0(crmρ)
∣∣∣∣∣+ ε
K−1∑
m=0
K0(m)−1∑
j=0
|w˜m,j |,
and finally, from Lemma 4.3 we get∣∣∣∣∣
∫
D
eıcω·x dx −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,j e
ıcω·xm,j
∣∣∣∣∣ εC2, (58)
where C2 = 2πC1 +∑K−1m=0 ∑K0(m)−1j=0 |w˜m,j |, and C1 is given by (40).
By substituting ω = 0 in (58) we get∣∣∣∣∣π −
K−1∑
m=0
K0(m)−1∑
j=0
w˜m,j
∣∣∣∣∣ 2πC1ε + ε
K−1∑
m=0
K0(m)−1∑
j=0
|w˜m,j |.
Hence,
π −
K−1∑
m=0
K0(m)−1∑
j=0
|w˜m,j |−2πC1ε − ε
K−1∑
m=0
K0(m)−1∑
j=0
|w˜m,j |,
which immediately gives
K−1∑
m=0
K0(m)−1∑
j=0
|w˜m,j | π + 2πC1ε1 − ε . 
In this section, we have constructed quadratures as tensor products in polar coordinates. However, there also exist
quadratures which are not tensor products. Indeed, the nodes on the circle of radius rm can be rotated by an arbitrary
angle θ(m). Specifically, if we replace tm,j in (48) by
tm,j = 2πj
K0(m)
+ θ(m),
where θ(m) is an arbitrary function of m, then (47) still holds.
5. Approximation of 2D bandlimited functions
We start by showing that in order to approximate bandlimited functions, it is sufficient to construct an approxima-
tion scheme for exponentials. All subsequent derivations use the notation of Section 2.1.
Lemma 5.1. Suppose that N0, J0, U0, and V0 are positive integers, and that c and ε are positive real numbers. Let
xk ∈ D and wj,k , k ∈ IU0×V0 and j ∈ IN0×J0 , be nodes and weights such that∣∣∣∣∣eıcω·x −
∑
j∈IN0×J0
ψj (x)
∑
k∈IU0×V0
wj,k e
ıcω·xk
∣∣∣∣∣ ε (59)
for any x ∈ D and ω ∈ D. Suppose in addition that f :D → R is of the form
f (x) =
∫
eıcω·xσ (ω)dω, (60)D
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∑
j∈IN0×J0
ψj (x)
∑
k∈IU0×V0
wj,k f (xk)
∣∣∣∣∣ ε
∫
D
∣∣σ(ω)∣∣dω.
Lemma 5.1 states that given an approximation scheme for exponentials, the approximation error for an arbitrary
bandlimited function is proportional to the mass of the Fourier transform of the function. Therefore, in the reminder
of this section, we construct an approximation scheme for exponentials of the form eıcω·x , where x ∈ D and ω ∈ D.
5.1. Approximation outline
The outline of the construction is as follows. Since {ψj }j∈N2 are orthogonal and complete in L2(D), we can expand
an arbitrary exponential eıcω·x as
eıcω·x =
∑
j∈N2
ajψj (x), (61)
where
aj =
∫
D
eıcω·xψj (x)dx. (62)
First, in Section 5.2, we show that we can truncate the series in (61) while keeping the approximation error arbitrarily
small. That is, for an arbitrary ε > 0, we show that we can choose positive integers N0 and J0 such that∣∣∣∣∣eıcω·x −
∑
j∈IN0×J0
ajψj (x)
∣∣∣∣∣ ε (63)
for any x ∈ D and ω ∈ D. Next, in Section 5.3, we prove that we can choose positive integers U0 and V0, and
quadrature nodes and weights xu and wu, u ∈ IU0×V0 , such that
bj =
∑
u∈IU0×V0
wue
ıcω·xuψj (xu), (64)
is a good approximation to aj , j ∈ IN0×J0 . Finally, in Section 5.4, we combine (63) and (64) to show that∣∣∣∣∣eıcω·x −
∑
j∈IN0×J0
bjψj (x)
∣∣∣∣∣ Cε
for some constant C that is independent of x and ω.
5.2. Truncating the expansion
Lemma 5.2. Suppose that c and ε are positive real numbers, ω ∈ D, and N0 and J0 are positive integers such that∑
j∈I ′N0×J0
|αj |
(
max
x∈D
∣∣ψj(x)∣∣)2  ε, (65)
where αj is given by (6). Then,∣∣∣∣∣eıcω·x −
∑
j∈IN0×J0
ajψj (x)
∣∣∣∣∣ ε
for any x ∈ D, where aj is given by (62).
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eıcω·x =
∑
j∈N2
ajψj (x),
where aj is given by (62). From (62) and (6) we see that
|aj | |αj |max
x∈D
∣∣ψj(x)∣∣.
Now, ∣∣∣∣∣eıcω·x −
∑
j∈IN0×J0
ajψj (x)
∣∣∣∣∣=
∣∣∣∣∣
∑
j∈I ′N0×J0
ajψj (x)
∣∣∣∣∣
∑
j∈I ′N0×J0
|aj |
∣∣ψj (x)∣∣ ∑
j∈I ′N0×J0
|αj |
(
max
x∈D
∣∣ψj(x)∣∣)2  ε,
(66)
where (66) follows by using (65). 
Lemma 5.2 shows that we can truncate the expansion in (61) while keeping the truncation error arbitrarily small.
The next lemma shows that the product eıcω·xψj (x), j ∈ N2, is a bandlimited function with bandlimit 2c, whose mass
in the Fourier domain is bounded by a certain function of j .
5.3. Computing the approximation coefficients
Lemma 5.3. Let c be a positive real number, ω ∈ D, and j ∈ N2. Then, there exists a function μ on D such that
eıcω·xψj (x) =
∫
D
eı2cξ ·xμ(ξ)dξ
for any x ∈ D, and∫
D
∣∣μ(ξ)∣∣dξ  2π‖ψj‖∞|αj | . (67)
Proof. We multiply both sides of (6) by eıcω·x
eıcω·xψj (x) =
∫
D
eıc(η+ω)·x
ψj (η)
αj
dη.
A change of variable η + ω → 2ξ gives
eıcω·xψj (x) =
∫
D′
eı2cξ ·x
2ψj(2ξ − ω)
αj
dξ, (68)
where D′ is the circle defined by |ξ − ω/2|  1/2. The circle D′ is contained in the circle D and therefore, we can
write (68) as
eıcω·xψj (x) =
∫
D
eı2cξ ·xμ(ξ)dξ,
where
μ(ξ) = χD′ 2ψj(2ξ − ω)
αj
(69)
and χD′ is the indicator function of D′ given by
χD′(x) =
{
1, x ∈ D′,
′0, x /∈ D .
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Next, we show that if we approximate aj , given by (62), with bj , given by the quadrature formula in (64), whose
nodes and weights correspond to bandlimit 2c, then, the approximation error can be controlled as a function of j and
the accuracy of the quadrature.
Lemma 5.4. Let c and δ be positive real numbers. Let U0 and V0 be positive integers and let xu and wu, u ∈ IU0×V0 ,
be quadratures nodes and weights such that∣∣∣∣∣
∫
D
eı2cξ ·x dx −
∑
u∈IU0×V0
wue
ı2cξ ·xu
∣∣∣∣∣ δ
for any ξ ∈ D. Then,
|aj − bj | 2π‖ψj‖∞|αj | δ,
where aj is given by (62) and bj is given by (64).
Proof. From the definition of aj and bj , given by (62) and (64), respectively,
|aj − bj | =
∣∣∣∣∣
∫
D
eıcω·xψj (x)dx −
∑
u∈IU0×V0
wue
ıcω·xuψj (xu)
∣∣∣∣∣
=
∣∣∣∣∣
∫
D
∫
D
eı2cξ ·xμ(ξ)dξ dx −
∑
u∈IU0×V0
wu
∫
D
eı2cξ ·xuμ(ξ)dξ
∣∣∣∣∣ (70)

∫
D
∣∣∣∣∣
∫
D
eı2cξ ·x dx −
∑
u∈IU0×V0
wue
ı2cξ ·xu
∣∣∣∣∣∣∣μ(ξ)∣∣dξ
 2π‖ψj‖∞|αj | δ, (71)
where (70) and (71) follow from Lemma 5.3. 
We are now ready to prove the main result, which provides a scheme for approximating exponentials with ban-
dlimit c that are restricted to D, by using 2D PSWFs. An approximation scheme for arbitrary bandlimited functions
is then given by Lemma 5.1.
5.4. Bandlimited approximation scheme
Theorem 5.5. Let c and ε be positive real numbers and let ω ∈ D. Let N0 and J0 be positive integers such that∑
j∈I ′N0×J0
|αj |
(
max
x∈D
∣∣ψj(x)∣∣)2  ε.
Let U0 and V0 be positive integers and let xu and wu, u ∈ IU0×V0 , be quadratures nodes and weights, respectively,
such that∣∣∣∣∣
∫
D
eı2cξ ·x dx −
∑
u∈IU0×V0
wue
ı2cξ ·xu
∣∣∣∣∣ δ.
Then, ∣∣∣∣∣eıcω·x −
∑
j∈I
bjψj (x)
∣∣∣∣∣ ε + N0J0
(
max
j∈IN0×J0
2π‖ψj‖2∞
|αj |
)
δ, (72)N0×J0
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Proof.∣∣∣∣∣eıcω·x −
∑
j∈IN0×J0
bjψj (x)
∣∣∣∣∣
∣∣∣∣∣eıcω·x −
∑
j∈IN0×J0
ajψj (x)
∣∣∣∣∣+
∣∣∣∣∣
∑
j∈IN0×J0
ajψj (x) −
∑
j∈IN0×J0
bjψj (x)
∣∣∣∣∣

∣∣∣∣∣eıcω·x −
∑
j∈IN0×J0
ajψj (x)
∣∣∣∣∣+
∑
j∈IN0×J0
|aj − bj |
∣∣ψj (x)∣∣
 ε + N0J0
(
max
j∈IN0×J0
2π‖ψj‖2∞
|αj |
)
δ, (73)
where (73) follows by using Lemmas 5.2 and 5.4. 
Formula (72) shows that if we choose N0 and J0 such that αN0,J0 ∼ ε, then by choosing a quadrature formula for
exponentials of bandlimit 2c with accuracy δ = ε2, we get that the bound in (72) is of order ε. This shows that the “nu-
merical dimension” of the space of bandlimited functions is finite and depends on the decay of the eigenvalues αN,j ,
as shown in [8]. This “dimension” is asymptotically equal to c2/4 + o(c2) [8]. The behavior of the eigenvalues αN,j
for various values of N and j is illustrated in Fig. 4.
(a) c = 10 (b) c = 100
Fig. 4. The eigenvalues αN,j for various values of N and j .
(a) c = 1, ε = 10−7 (b) c = 1, ε = 10−12
Fig. 5. Distribution of quadrature nodes for c = 1 and ε = 10−7,10−12.
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In this section we demonstrate numerically the effectiveness of 2D PSWFs for constructing quadratures and approx-
imating bandlimited functions. All numerical examples are implemented in Fortran using double-precision arithmetic.
We start by presenting numerical results for 2D PSWF-based quadratures. For each bandlimit c and accuracy ε, we
use the scheme of Section 4 to construct quadrature nodes and weights. Figures 5–7 present the distribution of these
nodes for c = 1,10,100 and ε = 10−7,10−12. Next, we use these nodes to integrate bandlimited functions. The re-
sults are summarized in Tables 1 and 2. For each c, given in column 1, we construct a quadrature that corresponds
to c and to the required accuracy ε. The number of nodes required by the quadrature is given in columns 2 and 4, for
ε = 10−7 and ε = 10−12, respectively. Then, we integrate eıcω·x on D for various values of ω ∈ D using the computed
quadrature, and compare the results to the true value of the integral. The maximal approximation error is given in
columns 3 and 5, for ε = 10−7 and ε = 10−12, respectively.
(a) c = 10, ε = 10−7 (b) c = 10, ε = 10−12
Fig. 6. Distribution of quadrature nodes for c = 10 and ε = 10−7,10−12.
Fig. 7. Distribution of quadrature nodes for c = 100 and ε = 10−7.
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Integrating exponentials of the form eıcω·x for various values of c and ε using 2D prolates-
based quadratures
c ε = 10−7 ε = 10−12
Nodes Max error Nodes Max error
1.0 33 0.6245E−08 58 0.3793E−11
2.0 41 0.5404E−08 71 0.3784E−11
3.0 150 0.8822E−08 223 0.3802E−11
4.0 205 0.1485E−07 296 0.3796E−11
5.0 265 0.1770E−07 378 0.3795E−11
6.0 302 0.1552E−07 425 0.3786E−11
7.0 353 0.1797E−07 497 0.3803E−11
8.0 414 0.2561E−07 566 0.3784E−11
9.0 455 0.2297E−07 625 0.3784E−11
Note. Column 1 corresponds to the bandlimit c. Column 2 corresponds to the number of
quadrature nodes required to achieve accuracy ε = 10−7. Column 3 presents the maximal
error over all ω ∈ D for ε = 10−7. Column 4 corresponds to the number of quadrature nodes
required to achieve accuracy ε = 10−12. Column 5 presents the maximal error over all ω ∈ D
for ε = 10−12.
Table 2
Integrating exponentials of the form eıcω·x for various values of c and ε using 2D prolates-
based quadratures
c ε = 10−7 ε = 10−12
Nodes Max error Nodes Max error
10.0 497 0.2720E−07 679 0.3799E−11
20.0 868 0.4121E−07 1092 0.3809E−11
30.0 1122 0.3417E−07 1374 0.3720E−11
40.0 1580 0.4830E−07 1898 0.3835E−11
50.0 1846 0.3798E−07 2188 0.3842E−11
60.0 2282 0.5299E−07 2671 0.3775E−11
70.0 2556 0.3396E−07 2962 0.3860E−11
80.0 3121 0.2294E−07 3590 0.3687E−11
90.0 3410 0.3740E−07 3897 0.3813E−11
Note. See Table 1 for details.
Next, we demonstrate the accuracy of PSWF-based approximation. Table 3 presents the approximation error for
exponentials of the form eıcω·x with x ∈ D and ω ∈ D. The tables are generated as follows. For each bandlimit c
and accuracy ε, the approximation coefficients are generated as described in Section 5. Then, the value of eıcω·x
is computed using the approximation scheme for many values of x ∈ D and ω ∈ D. Columns 3 and 6 in Table 3
present the maximal approximation error over x ∈ D and ω ∈ D. Table 4 presents the maximal approximation error
for the function f (x, y) = sin (cx) + cos (cy) for various values of c. Again, for each c, we present the maximal
approximation error over all (x, y) ∈ D. Columns 1 and 4 in Tables 3 and 4 correspond to the bandlimit c. Columns 2
and 5 present the number of approximation coefficients required for the given c and ε. Columns 3 and 6 present the
maximal approximation error for the given c over all points in D. The number of sampling points used to compute
the approximation coefficients is equal to the number of nodes in the quadrature that corresponds to bandlimit 2c and
accuracy ε2.
7. Conclusions
We present a numerical scheme for the evaluation of 2D PSWFs on a disc. This scheme is used to implement
quadrature formulas that are appropriate for 2D bandlimited functions restricted a disc. We also provide a bound
on the error when integrating functions using these quadratures. The quadrature formulas are then used to derive an
approximation scheme for bandlimited functions, as well as a bound on the approximation error. Numerical examples
demonstrate the accuracy of the quadrature and approximation schemes.
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Approximating exponentials of the form eıcω·x for various values of c. The required accuracy
is ε = 10−6
c Coefficients Max error c Coefficients Max error
(a) 1.0 c 9.0 (b) 10.0 c 90.0
1.0 32 0.3248E−06 10.0 195 0.9640E−06
2.0 51 0.3515E−06 20.0 423 0.8223E−06
3.0 69 0.4005E−06 30.0 705 0.1137E−05
4.0 82 0.5767E−06 40.0 1046 0.7877E−06
5.0 103 0.4274E−06 50.0 1440 0.1550E−05
6.0 121 0.7829E−06 60.0 1885 0.1643E−05
7.0 140 0.6227E−06 70.0 2391 0.1390E−05
8.0 158 0.9086E−06 80.0 2942 0.1187E−05
9.0 174 0.8380E−06 90.0 3537 0.1897E−05
Note. Columns 1 and 4 correspond to the bandlimit c. Columns 2 and 5 correspond to the
number of approximation coefficients required to achieve accuracy ε = 10−6. Columns 3 and 6
present the maximal approximation error over all x,ω ∈ D.
Table 4
Approximating the function f (x, y) = sin (cx) + cos (cy) for various values of c
c Coefficients Max error c Coefficients Max error
(a) 1.0 c 9.0 (b) 10.0 c 90.0
1.0 32 0.2968E−06 10.0 195 0.9702E−06
2.0 51 0.2104E−06 20.0 423 0.1427E−05
3.0 69 0.2992E−06 30.0 705 0.1622E−05
4.0 82 0.6254E−06 40.0 1046 0.8577E−06
5.0 103 0.3157E−06 50.0 1440 0.1288E−05
6.0 121 0.6430E−06 60.0 1885 0.1085E−05
7.0 140 0.3810E−06 70.0 2391 0.7794E−06
8.0 158 0.6462E−06 80.0 2942 0.1055E−05
9.0 174 0.6384E−06 90.0 3537 0.1589E−05
Note. The required accuracy is ε = 10−6. See Table 3 for details.
The constructions in this paper provide a set of tools for numerical manipulation of bandlimited functions specified
by their values at the quadrature nodes. Examples of such manipulations include the differentiation and integration of
bandlimited functions. Generalizations of this work might include other domains of definition, like triangles, as well
as applications of the proposed schemes to problems that can be represented in terms of bandlimited functions.
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