Modify the usual percolation process on the in nite binary tree by forbidding in nite clusters to grow further. The ultimate con guration will consist of both in nite and nite clusters. We give a rigorous construction of a version of this process and show that one can do explicit calculations of various quantities, for instance the law of the time (if any) that the cluster containing a xed edge becomes in nite. Surprisingly, the distribution of the shape of a cluster which becomes in nite at time t > 1=2 does not depend on t; it is always distributed as the incipient in nite percolation cluster on the tree. Similarly, a typical nite cluster at each time t > 1=2 has the distribution of a critical percolation cluster. This elaborates an observation of Stockmayer (1942).
Introduction
Let T = (V; E) be the in nite binary tree, wherein each vertex has degree three: V is the vertex-set and E is the set of undirected edges. Let (U e ; e 2 E) be independent r.v.'s with U(0; 1) (uniform on the interval (0; 1)) law. Setting B t = fe : U e tg gives the percolation process (B t ; 0 t 1) on T. This has often been studied (e.g. Grimmett 7 ] sec. 8.1) as a simple proxy for the more complicated percolation process on Z d . It is elementary that the clusters (connected edge components) of B t can be described in terms of Galton-Watson branching processes, and that in nite clusters exist for t > 1=2 but not for t 1=2.
The evolution of the percolation process may be described by:
for each e 2 E, at time t = U e set B t = B t? feg.
The purpose of this paper is to study an analogous process of random subsets
A t E whose evolution (A t ; 0 t 1) is described informally by: A 0 is empty, (*) for each e 2 E, at time t = U e set A t = A t? feg if each end-vertex of e is in a nite cluster of A t? ; otherwise set A t = A t? .
(A cluster is formally a set of edges, but we use the same word to denote the induced set of vertices). This process is apparently novel, and seems natural enough to warrant study. Our speci c motivation is described in section 1.1, and further related work and open problems are discussed in section 5.
Any process satisfying (*) must have A t = B t for t 1=2 but A t B t for t > 1=2. Qualitatively, in the process A t the clusters may grow to in nite size but, at the instant of becoming in nite, they are \frozen" in the sense that no extra edges may be connected to an in nite cluster. The nal state A 1 will be a random forest on T with both nite and in nite clusters, such that no two nite clusters are separated by a single edge.
Rigorously speaking, it is not clear that (*) does specify a unique process. In section 3 we give a rigorous construction, summarized as follows.
Theorem 1 There exists a joint law for (A t ; 0 t 1) and (U e ; e 2 E) such that (*) holds and the joint law is invariant under automorphisms of T.
Call this (A t ) the frozen percolation process. We conjecture this is the unique process satisfying (*), but it seems hard to exclude the possibility that there might exist non automorphism-invariant processes satisfying (*). Here are some explicit properties of the frozen percolation process. varies, from which their law may be determined. In the rigorous construction (section 3) we reverse the argument: rst create by at random variables Y! e satisfying the recursion, then use them to de ne the frozen percolation process. The point of this seemingly illogical order of presentation is that the rigorous argument would appear very mysterious without having seen the results of the heuristics.
In section 4 we study the shape of clusters of the frozen percolation process for t > 1=2. Fix an edgeẽ. Conditional onẽ being in a nite cluster of A t , the cluster has the law of a critical percolation cluster on T (Proposition 11). Conditional onẽ being in an in nite cluster of A 1 , the cluster has the law of the incipient in nite percolation cluster on T, studied by Kesten 10] , and moreover is independent of the time at which the cluster becomes in nite (Theorem 14 where q is the chance that, in frozen percolation on e T, the special edgeẽ is not in A 1 . Now in the notation of (3)
Thus P (v in no cluster of A 1 ) = ( 1 4 ) Thus the de ning criterion (8) for e joining the frozen percolation process (A t ) is exactly the same as rule (*). This establishes Theorem 1.
The proof of Proposition 6 requires a series of lemmas. 3] and again this follows from (11) and hypothesis. 2 
Complements to the construction
Reconsider the calculations in section 2.2 which led to the formulas stated as Proposition 2. The calculations were based on (3,4,6) and independence properties; these were rigorously established in (7, 8) , Proposition 6 and Corollary 5. So Proposition 2 is rigorously established.
In the proof of Proposition 6 we made use (at (9)) of the fact t 6 = 1. A further argument, Lemma 13 below, extends Proposition 6 to t = 1, which then implies the corresponding result for edges, which we state as Corollary 10 For e 2 E de ne Z e = min(Y e 0 : e 0 2 @(feg) ): Then either Z e = 1 and e 6 2 A 1 , or e enters the frozen percolation process at time U e and its cluster becomes in nite at time Z e , where U e < Z e < 1. It is easy to see that each in nite cluster is a \tree with one end", i.e. any two in nite rays agree outside some nite set of edges. Theorem 14 gives more precise information about the in nite clusters. 4 The shape of clusters in frozen percolation Distinguish an undirected edgeẽ of the binary tree T = (V; E). Write C t for the cluster containingẽ in the state A t of the frozen percolation process, with C t empty ifẽ 6 2 A t . Proposition 2(c) shows the probabilities of C 1 (12) We will show P (s C t and C t is nite ) = (1=2) #s+3 t ?3 : (13) Applying this to s = fẽg shows P (C t is nite non-empty ) = (1=2) 4 t ?3 and then applying (13) for general s shows P (s C t j C t nite non-empty) = (1=2) #s?1 :
Comparing (12) and (14), the desired equality of laws then follows, by inclusionexclusion or by Dynkin's ? lemma. Write @(s) for the set of edges in E n s which are adjacent to some edges of s, directed away from s. It is easy to check that #@(s) = #s + 3. Equality (13) then follows from the next lemma, since the events in (ii) are independent (Corollary 5), making the probability of event (ii) for which the undirected edge e is in s. If (i) holds then e 2 C t and so Lemma 7 implies Y! e t. Then Proposition 6 shows that some end-vertex of e is in an in nite cluster of A t , contradicting the assertion (i) that C t is nite. 2 
In nite clusters don't form at time t = 1
As mentioned earlier, our proof of Lemma 8 doesn't work for t = 1. Here is the patch needed to establish Proposition 6 for t = 1.
Lemma 13 P (#C t < 1 8t < 1; #C 1 = 1) = 0.
Proof. Because a nite cluster can only grow at times of the form U e for some adjacent edge e, P (#C t k; #C 1 = 1) P (U! e t for some ! e 2 E k ) (1 ? t)#E k where E k is the set of directed edges whose distance fromẽ is at most k. Also, P (k < #C t < 1) P (k < #C t < 1j1 #C t < 1) = P (# e B > k)
by Proposition 11. Thus P (#C t < 1; #C 1 = 1) 
Let each edge of this ray be present with probability one; let each other edge of E be independently present with probability 1=2; de ne C 1 to be the cluster of edges containingẽ. This C 1 is the incipient in nite percolation cluster containingẽ. It arises by considering the cluster containingẽ in the ordinary percolation process B t with t > 1=2, conditioning on this cluster being in nite, and then taking a weak limit as t # 1=2 (cf. Kesten 10] , Haase 8] ). Recall C 1 is the cluster containingẽ in the nal state A 1 of the frozen percolation process.
Write Zẽ for the time at which the cluster containingẽ becomes in nite. So (Corollary 10) the event f#C 1 = 1g is the event fZẽ 1g. Theorem 14 Conditional on the event f#C 1 = 1g, C 1 has the same law as C 1 and is independent of Zẽ.
We nd this result quite surprising. Our initial intuition was that for t > 1=2, the lack of availability of edges already frozen into other in nite components would mean that the trees which become in nite at t should become \thinner" as t increases.
Proof of Theorem 14
We follow the pattern of the proof of Proposition 11. Let s be a nite subtree of T containingẽ. Write #s for the number of edges of s. Let (17) has probability ( 1 2 ) #s 1 4t 4 dt. By (16), this agrees with the probability of the corresponding event for the independent pair (C 1 ; Zẽ). Then Dynkin's ?
lemma identi es the joint laws of (C 1 ; Zẽ) and (C 1 ; Zẽ) as being identical on fZẽ 1g, which is the assertion of Theorem 1.
We rst need a criterion for when event (17) nite clusters is not necessarily nite, so it seems hard to prove even existence this way.
As suggested by Jennifer Chayes and by Geo Grimmett (personal communications), one might suspect that existence and uniqueness of the frozen percolation process on Z d might be related to uniqueness of in nite clusters in supercritical percolation. The same remark holds for the next process.
A stationary process
Somewhat analogous to the frozen percolation process is the following process.
Each edge of T may be \on" or \o ". An edge which is o will turn on at (stochastic) rate 1. When an in nite cluster of \on" edges appears, all the edges in the cluster turn o simultaneously.
It seems intuitively clear that some unique stationary process satis es this description, but I do not see a rigorous proof. Note this is a kind of interacting particle process on the edges of T, but di erent from the usual processes in which only one or two changes may occur simultaneously.
Trees with one end
Random in nite trees with one end arise in several contexts. One context ( Kesten 10] ) is as critical or subcritical Galton-Watson branching processes, conditioned to be in nite via some limiting procedure. Aldous -Pitman 3] give a detailed study of growth processes associated with such trees. The notion of uniform random spanning forest on an in nite graph, analogous to uniform random spanning tree on a nite graph, has attracted study since Pemantle 
Random graph analogs
The Erd} os -R enyi random graph process (n vertices; each edge present independently with chance t=n) provides an alternate mean-eld model of percolation.
The n ! 1 limit of the component containing a speci ed vertex is the family tree of a Galton-Watson branching process with Poisson(t) o spring, for which the critical time is t = 1, and the analogous incipient in nite percolation cluster is this branching process conditioned to be in nite (call this law PGW 1 (1), say). Now one can consider an analog of frozen percolation in the Erd} os -R enyi setting, by freezing components when their size exceeds a threshold size w(n) for which w(n) ! 1; w(n)=n ! 0. Conjecture 3.6 in Aldous 1] says that in the n ! 1 limit, the component (C, say) ultimately containing a speci ed vertex and the time (Z, say) when the component exceeds the threshold satisfy (i) C has PGW 1 (1) law;
(ii) Z has density 1 x 2 ; 1 x < 1; (iii) C and Z are independent. This joint law is the d ! 1 limit (cf. section 5.4) of the T d analog of the joint law in Theorem 14. Now there is a rather subtle abstract structure (see 2] Construction 8 for an outline) which plays the role of the n = 1 case of the random graph; and presumably within this structure one can construct an analog of the frozen percolation process satisfying (i)-(iii). But this construction, and deriving the weak convergence asserted in the conjecture, both seem rather tricky.
Emergence of the in nite cluster
How the cluster containing a speci ed edgeẽ becomes in nite (if it does) is qualitatively di erent in the frozen percolation process and the ordinary percolation process. In the latter, at some random time the nite cluster gets linked to an already-in nite cluster, whereas in the former case the cluster size #C t " 1 as t " Zẽ. In fact, conditional on the in nite cluster C forming at time Zẽ < 1, the values (U e ; e 2 C) are i.i.d. U(0; Zẽ), implying that the conditioned process (C t ; 0 t Zẽ) is a \pruning process" in the class discussed in section 3.3 of 3].
Reconstructions and uniqueness
As mentioned in the introduction, it is not clear that the frozen percolation process (A t ; 0 t 1) is a measurable function of (U e ; e 2 E). Proving this reduces to proving that for a xed Similarly, the question of whether the frozen percolation process constructed in Lemma 4 is the unique process satisfying (*) is analogous to questions about uniqueness of Gibbs distributions.
