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[1] Due to the combination of rapid global urbanization and climate change, urban climate
issues are becoming relatively more important and are gaining interest. Compared to rural
areas, the temperature in cities is higher (the urban heat island effect) due to the modiﬁcations
in the surface radiation and energy balances. This study hypothesizes that the urban heat island
can be mitigated by introducing open surface water in urban design. In order to test this, we
use the WRF mesoscale meteorological model in which an idealized circular city is designed.
Herein, the surface water cover, its size, spatial conﬁguration, and temperature are varied.
Model results indicate that the cooling effect of water bodies depends nonlinearly on the
fractional water cover, size, and distribution of individual lakes within the city with respect to
wind direction. Relatively large lakes show a high temperature effect close to their edges and
in downwind areas. Several smaller lakes equally distributed within the urban area have a
smaller temperature effect, but inﬂuence a larger area of the city. Evaporation from open water
bodies may lower the temperature, but on the other hand also increases the humidity, which
dampens the positive effect on thermal comfort. In addition, when the water is warmer than the
air temperature (during autumn or night), the water body has an adverse effect on thermal
comfort. In those cases, the water body eventually limits the cooling and thermal comfort in
the surrounding city, and thus diverges from the original intention of the intervention.
Citation: Theeuwes, N. E., A. Solcerova´, andG. J. Steeneveld (2013),Modeling the influence of open water surfaces on the
summertime temperature and thermal comfort in the city, J. Geophys. Res. Atmos., 118, 8881–8896, doi:10.1002/jgrd.50704.
1. Introduction
[2] In the last century, the percentage of people living in
cities increased from 13% in 1900 to 49% in 2005 [United
Nations, 2005]. This number is projected to increase even fur-
ther in coming years and decades. A second important aspect
for the urban environment is the projected climate change
[McCarthy et al., 2010]. In a changing climate, the number
of heat waves is expected to increase in the next century,
e.g., up to a factor of nine for Chicago [Peng et al., 2011].
This has aggravated effects on the urban area [Tan et al.,
2010], and the added pressure on cities shows the importance
and urgency of understanding the physics of the urban climate.
[3] One of the key aspects of the urban climate is the higher
nocturnal temperature in cities compared to the rural surround-
ings. This phenomenon is known as the urban heat island
(UHI) and may cause severe discomfort to inhabitants, espe-
cially during hot summer days and nights [Patz et al., 2005;
Vandentorren et al., 2006, Tomlinson et al., 2011]. This
research focuses on the evolution of the urban temperature
during a full diurnal cycle (24 h) and studies the effectiveness
of water bodies in the city as intervention tools, for both day
and night. We assess the instantaneous air temperature at the
2m level and quantify the modeled urban temperature with
and without intervention using lakes.
[4] The main objective of this work is to quantitatively
investigate the inﬂuence of the water bodies on the urban
temperature and human thermal comfort. This objective is
divided into four separate subtopics. First, we study how the
spatial distribution of water bodies and water fraction in the
city inﬂuences the temperature in the urban area. Second, we
quantify the inﬂuence of the lake water temperature on the
urban temperature. The third topic covers the technical aspect
of the model, i.e., how the selected atmospheric boundary
layer (ABL) schemes can inﬂuence the results. The ﬁnal topic
is a quantiﬁcation of the results for thermal comfort.
[5] This research is not based on ﬁeld measurements, but
approaches the objectives with a mesoscale meteorological
model. In this way, we are able to study a city with an ideal-
ized setup, which allows us to draw general conclusions
rather than conclusions for a speciﬁc city. Experiments in
which lakes can be modiﬁed are virtually impossible in prac-
tice. In addition, ﬁeld observations around different water
bodies are not representative of only the studied feature
(in our case, it would be the presence of an open water body),
but are also inﬂuenced by several other aspects like orogra-
phy or land use. These issues can be easily solved in a model
environment by changing the spatial characteristics of the
city and its surrounding rural areas. We used this possibility
to create a circular city and study the temperature change
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under inﬂuence of different size and distribution of water
bodies within the urban area.
[6] This paper is organized as follows. Section 2 gives a
theoretical background of the problem and reviews the liter-
ature related to the topic. Section 3 describes the used
methods and different approaches to assess the inﬂuence of
water bodies on the urban temperature. Section 4 describes
the results connected to the different approaches, followed
by a short assessment of the inﬂuence on human thermal
comfort. Finally, we discuss the results in section 5 and give
some conclusions in section 6.
2. Theoretical Background
[7] The UHI, here deﬁned as the air temperature difference
between a rural grass ﬁeld and the urban canopy layer
temperature [Stewart and Oke, 2012], is mainly caused by a
different energy balance in cities compared to rural areas,
Q*þ ANT ¼ SH þ LH þ G (1)
where Q* is the net radiation (Wm2), ANT the anthropo-
genic heat production, SH the sensible heat ﬂux, LH the latent
heat ﬂux, andG the storage ﬂux (positive downward). Within
cities, the lower albedo generally results in a slightly higher
Q* [Christen and Vogt, 2004]. In addition, the LH compo-
nent is signiﬁcantly reduced compared to rural areas due to
a lower vegetation cover and consequently lower evapo-
transpiration. In addition, the soil moisture in urban areas is
relatively low, because most of the precipitation runs off
directly to the wastewater system. Thus, the net radiation is
mostly partitioned into the SH and G. The sensible heat ﬂux
increases (in particular during daytime) due to the larger
vertical temperature gradient, between the surface and air
temperature. Finally, the storage or soil heat ﬂux is larger
than in rural areas due to the larger surface area and different
building materials.
[8] Additional factors contributing to the UHI magnitude
are the anthropogenic heat ﬂux (maximum ~1.102 Wm2
[Kato and Yamaguchi, 2005]), surface roughness, or the spe-
ciﬁc topography of the cities, where buildings are organized
in urban canyons. All these factors cause a heat accumulation
in the urban areas during the day and a release of stored heat
at night, resulting in higher temperature in cities compared to
rural areas [Oke, 1982]
[9] Enhanced evaporation can lower the air temperature
and thus mitigate the UHI and increase the thermal comfort
of inhabitants. More evaporation increases LH and affects
the energy partitioning of SH and G, such that an SH reduc-
tion and a decrease in the magnitude ofG introduce a relative
temperature decrease in the urban canyon. Increased evapora-
tion can be achieved by increasing vegetation or the amount of
surface water.
[10] Several studies concerning the inﬂuence of vegetation
on urban temperatures are available. For example, Huang
et al. [2011] assessed the impact of the size and distribution
of vegetation in a city during daytime. On the other hand, stud-
ies reporting the effectiveness of water in mitigating the urban
heat are relatively scarce. Only a few studies hypothesize wa-
ter bodies as the strongest cooling element in the city during
hot summer days [Rinner and Hussain, 2011; Oláh, 2012].
However, these studies are mostly from a measurement per-
spective, either using ﬁeld observations or remote sensing data
and with a strong focus on the daytime. Therefore, the current
study focuses on the inﬂuence of open water on day- and
nighttime urban temperatures and thermal comfort.
[11] Water is commonly used in urban planning as a deco-
rative aspect of public places [Kleerekoper et al., 2012]. The
cooling effects of water bodies, such as lakes, rivers, or foun-
tains, have been studied and known for quite some time [e.g.,
Xu et al., 2009 and Sun and Chen, 2012]. In some cities,
water is an inseparable part of everyday life, e.g., for cities
on a riverside or next to lakes. For example, Xu et al. [2009]
used observations to study the inﬂuence of a water body on
thermal comfort, for very hot days with air temperatures
above 35°C. Their results indicate that the water bodies with
a surface area larger than 2.104m2 signiﬁcantly cool their
littoral zones. Concurrently, a modeling study conducted by
Robitu et al. [2004] showed that small ponds (4m2) have a
cooling effect on their surroundings as well. Another study
focused on the cooling effect of water-holding pavements; this
showed a temperature decrease of several degrees centigrade
[Nakayama and Fujita, 2010].
[12] The impact of water bodies on urban temperatures has
not been completely unraveled [Steeneveld et al., 2011]. In
addition, a systematic study (i.e., excluding local effect of
city speciﬁc issues) to the role of the spatial distribution of
water bodies has not been performed yet. Most of the studies
also focus on either nighttime, when the UHI is strongest, or
daytime, when the extreme temperatures in the city may be
potentially dangerous to the health of inhabitants.
[13] In this study, a lake with a constant temperature shifts
the energy balance partitioning above the lake to cause a
decrease in the sensible heat, leading to an increase in latent heat.
This limits the heat in the city. On the other hand, with higher
evaporation, the air humidity increases as well. Thermal com-
fort is a combination of many factors, such as, temperature,
wind speed, or the relative humidity, radiation, clothing, and
metabolism [Budd, 2001]. Higher air humidity lowers the
thermal comfort and counteracts the effect of evaporation on
temperature. The net effect on the thermal comfort of inhabi-
tants is given by superposition of these aspects.
3. Methodology
[14] In this section, the methodology are presented. First,
the numerical model (WRF) is described and its settings
are explained. Second, a general case description is given
with the speciﬁc approaches to the sensitivity experiments.
Finally, the analysis is shortly explained.
3.1. Model Description
[15] In order to investigate the inﬂuence of surface water on
urban temperature and thermal comfort, we use the Weather
Research and Forecasting (WRF) Model version 3.2.1 with
the ARW core [Skamarock et al., 2008]. The most important
settings of the model are displayed in Table 1. In order to rep-
resent the urban canopy in the model, the single layer urban
canopy model [Kusaka et al., 2001, Chen et al., 2011] with
adjustments from Loridan et al. [2010] is used, which is
coupled to the NOAH land surface scheme [Ek et al., 2003].
It calculates the momentum and energy exchange between
atmosphere and three types of urban facades: roofs, walls,
and roads. This model also takes into account the inﬂuence
of speciﬁc geometry of the street canyons and includes the
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shadowing from buildings. The single layer urban canopy
model is used in this study because the temperature within
the city is analyzed during day- and nighttime. In particular,
during nighttime, an urban canopy model represents the urban
boundary layer better than a slab model, due to the trapping of
radiation included in the urban canopy model.
[16] Several versions of this model along with many other
urban canopy models are studied in Grimmond et al. [2010,
2011]. Their study showed that no urban canopy model
performed best for all parts of the energy balance. Loridan
et al. [2010] andWang et al. [2011] found that within the sin-
gle layer urban canopy model used in this study, the net radi-
ation is vulnerable to changes in the albedo of the facades and
to the urban geometry. In addition, the sensible heat ﬂux is
especially sensitive to thermal properties and the thickness
of the roof and the geometry of the street canyon (building
height and roof width). Finally, the storage heat ﬂux responds
largely to changes in the thickness of the facades and again
the canyon geometry.
[17] Since this study aims to formulate generally valid
conclusions, i.e., not restricted to one particular city or
water body, the research uses an idealized case. Hence, it is
difﬁcult to validate this case with observations. A brief
quality check will be presented in section 4.1. However,
WRF is a widely used tool in urbanmodeling and has been val-
idated for different cities, such as Beijing [Miao et al., 2009],
New York City [Holt and Pullen, 2007], London [Loridan
et al., 2013], and Taiwan [Lin et al., 2008] as summarized in
Chen et al. [2011].
[18] The model setup contains three nested domains with
32 × 32, 60 × 60, and 100 × 100 grids. The grid length for
these domains equals 25, 5, and 1 km respectively. This
domain setup is required for the downscaling from the one-
degree resolution boundary conditions (1° × 1° six hourly
NCEP-FNL data) to 1 km resolution of the smallest domain.
In the middle of the third domain, a circular city is created.
The simulations use 35 eta levels in the vertical direction with
nine levels below 1000m, and with the lowest model level at
~22m. In addition, the model spin-up is 24 h.
[19] In order to study the sensitivity to the selected ABL
scheme, we repeated our study using two different permuta-
tions of the ABL schemes, described in more detail in section
3.5. The nonlocal, Medium-Range forecast scheme (MRF)
[Troen and Mahrt, 1986] and the local, Mellor-Yamada-
Janjic (MYJ) [Mellor and Yamada, 1982; Janjic, 1990] are
used. The simulations with the MYJ scheme generated some
rolls-type structures in vertical cross section of potential tem-
perature. The same structures were observed by Salamanca
et al. [2012] as well, who used a ﬁxed diffusion coefﬁcient
to circumvent this model artifact. For this reason, we use
the same value of horizontal diffusion; 300 m2s1, with the
horizontal Smagorinsky ﬁrst-order closure scheme.
[20] For completeness, our runs use the WSM3 simple ice
microphysics scheme [Hong et al., 2004], the CAM [Collins
et al., 2004] longwave radiation scheme,Dudhia [1989] for the
shortwave radiation, and theGrell-Devenyi convection scheme.
Finally, the sixth-order numerical diffusion, prohibiting up-
gradient diffusion is used.
3.2. Numerical Setup
[21] An idealized, circular city with monotonous natural
surroundings is created in the model environment. In order
to ensure a substantial effect in the mesoscale model sensitiv-
ity studies, the city has a 50 km diameter; almost 2.103 grid
cells. This diameter is representative for cities as London,
Paris, or Phoenix [Chow et al., 2012]. The parameters used
in the urban canopy model are the default parameters for a
high-intensity residential area as deﬁned by Chen et al.
[2011]. The only deviation from these default values is that
no anthropogenic heat ﬂux is prescribed.
[22] The city is located in Europe (52°N, 7.5°E), relatively
far from the sea (not closer than 150 km) in order to prevent
the inﬂuence of a sea breeze, which is beyond the scope of
this paper. For the initialization and boundary conditions,
weather conditions from 7–10 May 2008 have been selected.
These days were relatively warm (18–25°C) and sunny with-
out clouds over this part of Europe. This was dictated by a
high-pressure system with its center located north of the
Netherlands (Figure 1). The 10m wind speed was between
2.5 and 5ms1 from a southeasterly direction.
[23] The simulation time was 84 h, starting on 7May 06:00
and ending on 10 May 18:00, 2008. The ﬁrst 24 h are spin-up
time and were not included in the analysis.
[24] In order to exclude local effects of the surrounding
rural areas such as orographic effects or the effect of variable
land use, the area surrounding the city has been set to grass-
land with a ﬁxed terrain height of 10m. The prescribed
roughness lengths are 0.33m for the urban canopy, based
Table 1. A Summary of the Most Important Model Settings
General Settings
Time 7 May 2008, 06:00 – 10 May 2008, 18:00 UTC
Grid size D1: 32 × 32
D2: 60 × 60
D3: 100 × 100
Horizontal resolution D1: 25 × 25 km
D2: 5 × 5 km
D3: 1 × 1 km
Vertical resolution 35 eta levels
Initial, boundary
conditions
1° × 1° six-hourly NCEP-FNL data
Parameterizations
Land surface NOAH
Urban canopy model Single layer urban canopy model with:
Default settings for high-intensity residential area
Anthropogenic heat: 0 Wm2
Boundary layer MRF (default)
MYJ (sensitivity analysis)
Eddy coefﬁcient Smagorinsky ﬁrst-order closure
Horizontal diffusion Sixth-order numerical diffusion, prohibiting
up-gradient diffusion
Microphysics WSM3 simple ice
Longwave radiation CAM
Shortwave radiation Dudhia
Convection scheme Grell-Devenyi
Surface Properties
Roughness length Grass: 0.12m
Albedo Grass: 0.19
Emissivity Grass: 0.985
Soil moisture Grass: 0.27 m3m3
Urban: 0.33 m3m3
Soil temperature Grass and Urban:
L1: 290.0K
L2: 285.5K
L3: 284.5K
L4: 283.0K
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on the building and displacement height, and 0.12m for grass
(with a few shrubs), and in the city the albedo is 0.20 for
individual facades (road, roof, and walls) and the grass has
an albedo of about 0.19, while the emissivity is set to 0.90
for the roof and wall and 0.95 for the road within the city
and 0.985 for grass. In addition, the soil type and initial soil
moisture have been modiﬁed. These factors can inﬂuence
the air temperature development and therefore they have
been uniﬁed all over the domains. As soil type, we selected
the most common type in this region (i.e., loam) and the soil
moisture was adjusted after a number of consecutive test run
for the resulting soil moisture; in this case, 0.27 m3m3.
Within the city, the soil moisture as provided by NCEP was
higher than realistic for a city, i.e., 0.439 m3m3 for all
levels, and the soil temperature was relatively low, i.e.,
283K for all soil levels. As a result, during the simulation,
the soil was warming and drying for more than two days
before reaching an equilibrium value. To avoid the possible
consequences of this spin-up artifact on the air temperature,
we have set the equilibrium values of the soil temperature
achieved after multiple iterations of the WRF forecast, as
initial for all the model runs. The soil temperature is changed
to 290K, 285.5K, and 284.5K for the soil surface, ﬁrst,
and second level, respectively. The third soil level is left
unchanged, because it does not experience any signiﬁcant
temperature change within the simulated four days. In
addition, the soil moisture in the urban area is changed to
0.33 m3m3 for all levels in an analogue procedure similar
to the soil temperature.
[25] Three approaches are used to meet the research objec-
tives. Initially, the different water temperatures are evaluated,
secondly, the distribution and surface area of the water over
the city is varied, and ﬁnally, the study compares two ABL
schemes. Two reference runs are performed: one run with
the city without any water bodies inside and another with
neither a city nor a lake.
3.2.1. Water Temperature
[26] The ﬁrst sensitivity experiment evaluates the inﬂuence
of open water bodies on urban temperatures for different lake
water temperatures. We hypothesize that colder water has a
larger cooling effect and very warm water may even increase
the urban temperature. This situation may occur when the air
cools to below the water temperature. In order to investigate
these possibilities, we prescribe three different lake tempera-
tures, constant in time. For deep, well-mixed lakes or rivers,
it is not unrealistic to assume the water temperature stays
constant over a period of three days.
[27] In the ﬁrst case, the lake water temperature is 10°C,
which is always lower than the air temperature in the city.
The second lake water temperature, 15°C, has been chosen
as a typical water temperature for May in western part of
Europe. However, that time of the year is when the water
temperature changes. Therefore, also the 10°C can be consid-
ered realistic for this time of the year. The third lake water
temperature is 20°C; this temperature can easily be reached
during autumn, when the air temperature is similar to spring,
but the water has been heated during summer.
3.2.2. Lake Distribution and Percentage
of Surface Water
[28] Additional important factors connected to the inﬂuence
of a water body on the air temperature are the sizes and distri-
bution of the water masses. Typical percentage of water cover
in European cities typically varies between 6% in Berlin and
25% in Amsterdam. During this experiment, the percentage
of water in the city varied between 5, 10, and 15% of a total
size of the city, with 10% for the default experiment.
Figure 1. Synoptic situation in Europe on 7May 2008 at 12 UTC. H and L indicate the center of high- and
low-pressure systems, respectively. Semi-circles indicate warm fronts, triangles indicate cold fronts and
combined semi-circles and triangles represent the occlusion fronts.
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[29] In order to study temperature effects of spatially dif-
ferently distributed water surfaces for each lake temperature,
three percentages of surface water and both ABL parameter-
ization options, four different spatial distributions are ana-
lyzed (see Figure 2). First of them is the default lake case;
here all water is stored in one big lake in the middle of the city
(case A). The second and third cases have two lakes, each on
one of the diagonals of the city (cases B and C). Because the
temperature effect in an urban area usually occurs downwind
from the lakes, the different locations of these lakes in the
city should simulate how it will be affected if the wind is
from a different direction. These two particular ways of posi-
tioning the two lakes are chosen such that one of them repre-
sents a case where a large part of the city experiences the
inﬂuence of the lakes (case C). In the other case, the lakes
are behind each other with respect to wind (case B) and there-
fore the inﬂuenced area is expected to be smaller than in the
previous case. The last approach shows the inﬂuence of four
small lakes evenly distributed over the city (case D).
3.2.3. ABL Schemes
[30] The topic we study is a typical ABL phenomenon, and
as such it is valuable to quantify the sensitivity of the results
to different ABL schemes. Therefore, the results for two dif-
ferent ABL schemes are compared, MYJ and MRF. The
MRF scheme is a ﬁrst-order, nonlocal closure, which means
that it accounts for large eddies that effectively transport
energy and mass through the ABL. The MYJ scheme is a
local scheme that only accounts for vertical transport from
neighboring grid cells. The literature indicates that MRF has
more skill in representing the heat transfer between surface
layer and the ABL than the MYJ scheme and therefore is more
advantageous during the day [e.g.,Holtslag and Boville, 1993].
On the other hand, earlier model evaluations revealed that
MRF might overestimate the surface sensible heat ﬂux
[e.g., Steeneveld et al., 2008], especially in convective condi-
tions for areas with high surface roughness. In contrast, the
MYJ scheme gives a better representation of the ABL during
night [e.g., Willett and Sherwood, 2012], when MRF over-
estimates the turbulent transport. MYJ also tends to produce
a colder and shallower ABL during the day [Mellor and
Yamada, 1982].
[31] To simplify the discussion of our model results, we
introduce abbreviations for each run composed from the
ABL scheme, lake distribution case (described in section
3.2.2), and water temperature. For example, the run with
MRF, with one lake covering 10% of the city area with water
temperature of 20°C is labeled MRF_A10_20. For the run
without lakes and the run without city or lake, we use
“MRF_city” and “MRF_nocity,” respectively.
3.3. Analysis
[32] This study mostly focuses on the temperature change
caused by the introduction of open water in an urban area.
Several methods are used to assess the effects of the modiﬁ-
cations. First, we use a method that averages the temperature
change over the entire city, providing a rough estimate of
how the particular case inﬂuences the whole city. A second
method only assesses the part of the city that is directly
inﬂuenced by the water bodies, the plume. Then, we compare
the average temperature change downwind of the lake, the
temperature change on the edge of the lake, and further in
the city. In addition, we analyze which areal percentage of
the city experiences a substantial change in temperature.
Figure 2. Case setup of different distributions of surface water in the city.
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[33] In order to investigate the inﬂuence on human thermal
comfort, the wet bulb globe temperature (WBGT) is used,
deﬁned as [Willett and Sherwood, 2012]:
WBGT ¼ 0:567Ta þ 0:393eþ 3:94; (2)
where Ta [°C] is the air temperature and e [hPa] water vapor
pressure. This index depends on air temperature and humid-
ity of the air and therefore is well applicable for this case.
4. Results
[34] This section summarizes the results of our model
experiments. As a start, we assess the UHI generated by
the model and describe the general patterns in the tempera-
ture change caused by the introduction of a water body.
Subsequently, a detailed description of results connected to
different sensitivity analyses is presented. The last paragraph
of this section describes the inﬂuence of the introduction of
the lakes in a city on thermal comfort.
4.1. General Results
[35] First, the magnitude of the UHI generated by the
default simulation (MRF_city) is determined. In Figure 3,
the UHI is deﬁned as the difference between the 2m air
temperature in the city center and in the rural center
(MRF_nocity). Hence, there is no chance that the rural
temperature is inﬂuenced by the urban plume. It appears that
the modeled UHI varies from around 1°C during late
morning and early afternoon to values around 6°C in the
early night (Figure 3). This seems a realistic UHI, consi-
dering ﬁndings in earlier observational studies within
Europe [e.g., Hidalgo et al., 2008, Steeneveld et al., 2011].
In addition, the UHI diurnal cycle is similar to the classical
behavior for an urban-rural temperature contrast as described
by Oke [1982].
[36] The order of magnitude of the UHI in the model
results for this particular case has been corroborated by
analyzing the observed UHI in an urban area closed to
the modeled location. As an example, the Ruhrgebied in
Germany (including Essen, Bochum, Duisburg, Dusseldorf,
etc.) is an urban area of similar size as the city in this study.
Two hobby meteorologist urban stations in Bochum in two
different environments are used for this, compared to the
same rural station (lat: 51.647, lon: 7.199). The ﬁrst station
is located close to an area with very little vegetation and high
emissions of anthropogenic heat (lat: 51.477, lon: 7.159).
The second station is located close to the center of the city
and to a park (lat: 51.486, lon: 7.211). The measurements
indicated a UHI of 3°C at 21:00 local time during the ﬁrst
night shown in Figure 3. This value increased during the
night until the maximum UHI of 7.8°C was reached at 6:00
local time. In contrary to the measurements of the ﬁrst
station, the second urban measurement station recorded the
maximum UHI of 2.7°C at 22:00 local time and decreased
slowly to remain around 1.5°C for the remainder of the night.
These two stations show the diversity of the UHI within the
city. Therefore, it is not possible to correctly compare this
idealized case with homogeneous surroundings to real urban
Figure 3. Diurnal variation of temperature in degrees
Celsius. Dashed line indicates the temperature at a point in
the middle of the domain (x= 50, y = 50) where no city is
simulated, full lines give the same point in the domain in
the city simulation, and the dotted line is the difference
between these two. Grey panels depict night hours.
Figure 4. Diurnal variation of (a) temperature in a city
without a lake (solid line) and with a lake in the middle of
the domain (dashed line) and (b) the temperature difference
between the simulation with and without a lake (dotted line),
from MRF_A10_15 at a chosen point close to the lake
(x = 40, y = 55). Grey panels depict night hours.
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ﬁeld measurements. However, the model shows UHI results
in between these measurements, indicating the correct order
of magnitude.
[37] Apart from the temperature effect, the city also affects
wind speed and direction. Urban areas have a higher
roughness length than the grassland surrounding the city.
Therefore, the wind is slowed down and funneled. As a
result, we ﬁnd a difference in wind pattern between the
MRF_city run and the MRF_nocity run. The largest differ-
ence in the wind speed occurs at night; when the 10m wind
is 2.5ms1 lower in the city center than in the areas not
inﬂuenced by the city, and when the air above the city is still
unstable or neutral and the air above the rural area is stable.
The smallest differences are around noon, when the deviation
of the 10m wind speed in the city center and the rural area is
around 0.5ms1 (not shown). During daytime, the difference
in wind speed between rural and urban areas is small because
the turbulent mixing is high. At this time, the atmosphere is
unstable and turbulence is dominantly produced by buoy-
ancy. This buoyancy is strong enough to mix air parcels with
a high momentum toward the surface. The efﬁciency of the
turbulence is approximately similar in the city and over
the grassland.
[38] Another aspect that inﬂuences the wind speed and
direction is the UHI itself. Generally, the warmer air in the
city rises and transports in the air from the rural surroundings
into the city itself; this effect is called the urban breeze and
has been described a number of times before [e.g., Hidalgo
et al., 2008]. However, this phenomenon has not been
discovered in this modeling study. This is caused by a rela-
tively high background wind speed in this case, which is
around 5ms1 during the day and 2.5ms1 at night.
[39] In order to streamline the description of the model
results, the MRF_A10_15 run is selected to be the default
simulation and in each analysis only one of the aspects is
varied: the ABL scheme, the water distribution and percentage
of water cover, or the water temperature. In order to assess the
different water temperatures, we use runs with one lake and
the MRF ABL scheme.
4.2. Water Temperature
[40] This section illustrates the inﬂuence of different lake
water temperatures on the urban air temperature. Therefore,
we prescribe the water temperature to constant values of
10, 15, and 20°C.
[41] Figure 4 shows the comparison of the diurnal cycle of
temperature and the temperature change caused by the intro-
duction of a lake with 15°C water. The diurnal temperature
change has two maxima and two minima. The ﬁrst tempera-
ture change minimum occurs in the early morning (10:00 LT)
and represents the time of strongest cooling. This situation
takes place when the city temperature rises rapidly, but the
water temperature stays constant. In addition, the develop-
ment of the turbulent ABL starts and allows the relatively
cold air originating from the lake to enter the built-up parts.
Later during the day, the ABL is deeper, and the cooling by
the lake is distributed over a relatively deep layer and there-
fore the actual cooling is weakened compared to the morning
conditions. In addition, during the day, the atmospheric insta-
bility downwind of the lake is slightly strengthened by
advection of relatively cold air from the lake over a relatively
warm surface. This will enhance the vertical turbulent trans-
port of heat away from the surface.
[42] The second minimum occurs around 22:00 LT, i.e.,
shortly after the sunset, when the city is cooling (most
pronounced before sunset of the second day in Figure 4).
This minimum is much smaller than the early morning mini-
mum and corresponds to peaks in the components of the
energy balance above the lake (negative for SH, positive for
LH; see Figure 5b) and a vanishing SH and LH for the city
(Figure 5a). The peak in the SH causes a higher turbulence
intensity above the lake.
[43] The explanation for the small secondary peak origi-
nates in the turbulent transfer in stable conditions, as over
a lake during the day. From basic micrometeorological
Figure 5. Energy balance components (a), the sensible
(solid lines), latent (dashed lines), and storage ﬂux (dotted
lines) leeward (x = 42, y = 53) (black) and windward (x = 60,
y = 40) (light grey) of the lake within the city and (b) the
sensible (solid lines) and latent heat ﬂux (dashed lines) over
the lake (x= 50, y = 50) (dark grey). (c) Shows the potential
temperature gradient between the temperature at the ﬁrst
model level (22m) and the surface temperature leeward
(black), windward (light grey), and above the lake (dark
grey). Vertical black line highlights the situation at 21:00
local time 9 May 2008.
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principles, the turbulent heat ﬂux under stable conditions has
an optimum with respect to the atmospheric stability [e.g.,
Holtslag et al., 2007]. For small stability an increase in stabil-
ity will enhance the magnitude of the ﬂux, since the tempera-
ture difference between surface and air increased (regime I).
For an already very strong stability, an increase in stability will
reduce the ﬂuxmagnitude since the strong stability inhibits the
vertical turbulent transfer (regime II).
[44] Hence, in our case, the stability over the lake is very
strong during the day (regime II). The stability over the lake
decreases before sunset (Figure 5c), which can increase the
turbulent intensity. This enhances the LH and SHmagnitudes
from the lake, allowing for a temporary faster cooling of the
air above the lake. Subsequently, this additionally cooled air
is advected downwind and observed as a secondary mini-
mum in the receptor point in Figure 4.
[45] At night, the cooling effect weakens until it vanishes
(approximately around 4:00 LT) after which the lake stops
acting as a cooling element. This is simply caused by the
air temperature being lower than the water temperature.
From this time on, the lake starts to warm up its surroundings
with the highest intensity around 6:00 LT, when the temper-
ature change is between 0.7 and 1.0°C. The comparison of
the simulations with different water temperatures shows that
the maximum temperature change is always located on the
northwestern coast of the lake (Figures 6 and 7), because
the wind direction is southeasterly. The wind is transporting
the air from above the lake toward west or northwest
(the wind direction slightly changes during the simulation
period) and creates a plume of colder or warmer air down-
wind in the city and further in rural areas. The plume is still
present at 22 m as well (Figure 7).
[46] The main difference between the plume at 2 m
(Figure 6) and at 22 m (Figure 7) is the temperature difference
outside the city during the night. Close to the surface, where
the air above grassland is stable, the warm air of the lake
(and the city) traveling over the cool air of the rural area can
make the air more stably stratiﬁed and decrease the tempera-
ture in some areas. This effect is strongest with the largest
temperature difference, where the lake is 20°C (Figure 6c).
[47] Figure 8 shows the difference in air temperature
between the simulations with and without a lake with the
distance from the lake in the wind direction. For a water tem-
perature of 10°C, the water body in the city always works as a
cooling element. Here, the air temperature is never below the
lake water temperature. For a water temperature of 15°C, the
situation is already different. During the day, when the air
temperature is more than 20°C, the lake works as a cooling
element of the city downwind of the lake. During the night,
when the air temperature is below 15°C, the inﬂuence of
the lake changes. Suddenly, the air temperature is lower
than the water temperature and therefore the lake warms its
surroundings. In this way, the presence of the lake causes
an increase in the air temperature.
[48] Figure 8 shows that the lake has a larger inﬂuence on
its direct surroundings than on the areas further downwind
Figure 6. The difference in 2 m temperature between the simulation with and without a lake for different
water temperatures, (MRF_A10_10 (10°C a,d), MRF_A10_15 (15°C b,e), and MRF_A10_20 (20°C c,f)
for 6:00 and 16:00 local time (UTC +2).
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of the lake. The cooling effect of a lake with 15°C tempera-
ture can reach 1.5°C or 2°C in areas close to the lake and only
0.5°C or 1°C in the urban location further downwind of the
lake (Figure 9b).
[49] The lake with a water temperature of 20°C has a much
stronger warming effect during the night than the cooling
effect during the day. During the day, the lake cools the city
only by about 0.5°C and the shore areas by 1°C (Figure 9c).
However, this is not such a signiﬁcant difference with the
15°C lake. The temperature experiences a much higher inﬂu-
ence at night. Close to the lake, the air temperature can be
as much as 3.5°C higher than in a case without a lake. This
inﬂuence again weakens with distance. However, the city
location further downwind of the lake experiences air temper-
atures almost two degrees higher than in a city without lake.
This result is consistent with observational ﬁndings of
Heusinkveld et al. (Spatial variability of the Rotterdam urban
heat island as inﬂuenced by vegetation cover and building
Figure 8. The 2 m temperature difference between the (a) MRF_A10_10, (b) MRF_A10_15, (c)
MRF_A10_20, and MRF_city in the urban area with the distance from the lake for several times (local
time) during the day. The direction of the line drawn from the lake corresponds with the background wind
direction at that time.
Figure 7. Same as Figure 6 with the temperature difference at 22 m (ﬁrst model level).
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density, submitted to Journal of Geophysical Research, 2013),
who found analogue results over the river Meuse in Rotterdam
(Netherlands). Also note that the spread in the inﬂuence of the
lake on the air temperature increases when the lake tempera-
ture increases (Figures 8 and 9)
[50] It is important to note that our model simulation does
not account for possible heterogeneity in building properties.
In reality, building density and building height can be orga-
nized such that the ﬂow is obstructed in certain preferential
directions. In addition, the urban parameters, prescribed in
the model setup, are able to alter the results as well.
Consequently, in reality, the ﬂow could follow a different
path than shown in Figures 6 and 7. However, our results
are inherent to the model setup in which we wish to answer
our research question for general conditions.
4.3. Lake Distribution and Percentage of SurfaceWater
[51] The second analysis concerns the effect of alternative
spatial distributions of the water within the city. Figure 10
depicts the percentage of the city that experiences a temperature
Figure 9. Inﬂuence of the lakes of different temperatures on the difference in 2 m temperature at a point
close to the lake (x= 42, y = 53) (solid) and further in the city (x = 31, y = 58) (dashed). Figure depicts the
temperature difference between runs (a) MRF_A10_10, (b) MRF_A10_15, (c) MRF_A10_20, and
MRF_city. Grey panels depict night hours.
Figure 10. Percentage of the city inﬂuenced by the presence of the lake. (a–d) Show the percentage of the
city inﬂuenced more than 0.1°C and (e–h) percentage of the city inﬂuenced more than 0.5°C. Each graph
represents one of the model runs for different lake distributions (from left to right MRF_A10_15,
MRF_B10_15, MRF_C10_15, and MRF_D10_15). Grey panels depict night hours.
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change larger than 0.1 and 0.5°C, either warming or
cooling. The timing of the transitions from cooling and
warming does not change substantially, as well as the ap-
proximate times of maximum and minimum temperature
changes. However, the percentage of the city inﬂuenced
by the water body changes signiﬁcantly. For the simulation
with one big lake, 19.3% of the city experiences a temper-
ature change. This percentage can reach up to 26.8%. When
the water is distributed more equally over the city, these
percentages are signiﬁcantly higher. For the simulation
with four small lakes, an average of 34.3% of the city expe-
riences a signiﬁcant temperature effect. The largest area of
warming of 47.7% is reached at 6:00 LT. At this time,
23.7% of the city area with one lake (MRF_A10_15) expe-
riences this change. The percentage of the city inﬂuenced
by the temperature change higher than 0.5°C does not show
such a large variability within the different cases (bottom
panels of Figure 10)
[52] Since the percentage of water in the city was ﬁxed at
10% in the reference case, a higher number of lakes implies
that each lake has a smaller size. The area of the water body
inﬂuences the resulting air temperature change. According to
our results, a bigger lake causes stronger cooling than a
smaller one (Figure 11). The largest lake cools its closest
surroundings up to 2.4°C, while the temperature change at
the edge of the lake with four times smaller area only reaches
up to 1.4°C.
[53] By examining whether introducing lakes where the
water covers ranges from 5 to 15%, it generally appears that
a large areal water cover provides a stronger effect on the
temperature (Table 2). We can focus on two different situa-
tions: the extremes, when the cooling or warming is strongest
(maximum warming and maximum cooling), and the average
over the city (average cooling, average warming, and average
inﬂuence). Table 2 shows that the spatial inﬂuence increases
with the spatial variability of the lakes, as well as with the
total water fraction. However, the inﬂuence is not linear over
the range of water fraction. The temperature effect between 5
and 10% water fraction is more pronounced than between 10
and 15% water fraction. For example, the change between
MRF_D5_15 and MRF_D10_15 reaches 9%, while the
change between MRF_D10_15 and MRF_D15_15 is only
3.4%. This suggests that a larger spatial water cover does
have a nonlinear effect on the air temperature. Therefore, a
strategic distribution of a lower amount of water can be more
effective than simply adding more surface water.
4.4. Sensitivity to Selected ABL Schemes
[54] As described in section 3.2.3, both ABL schemes
cause a different model response. Figure 12 shows that
MYJ generates an ABL that is shallower than MRF since
the cooling over the lakes is distributed over a smaller layer.
We also ﬁnd that the vertical heat transport at night is stron-
gest with MRF, because the warming is distributed over a
deeper layer than with MYJ, which is consistent with results
in, e.g., Garcia-Diez et al. [2013]. The MRF scheme is a
nonlocal scheme and accounts for vertical gradients over
the entire ABL. Contrarily, MYJ is a local scheme and only
accounts for local gradients and therefore does not spread
the warming effect over the complete ABL.
[55] The general results for MRF as described in the previ-
ous section are approximately similar for MYJ. The ABL
schemes provide the most prominent differences in the
extremes. In Figure 13, it appears that the temperature change
due to the lake spread over a wider range with MRF than with
Figure 11. The 2 m temperature difference between the
simulations with and without a lake at a point on the coast
of lakes of different sizes: MRF_A10_15 (x = 42, y= 53)
(solid line), MRF_B10_15 (x= 53, y = 46) (dashed line),
and MRF_D10_15 (x= 55, y= 44) (dotted line). Grey panels
depict night hours.
Table 2. Percentage of the City Inﬂuenced by the Presence of the Lake (ΔT2m >0.1°C) for Different Amounts of Water and Different
Distributions of the Open Water Surfaces in the Citya
[%] 5% Water 10% Water 15% Water
Case A B C D A B C D A B C D
Max warming 20.5 30.4 28.6 36 23.7 35.6 36.4 47.7 27.8 40.9 44.3 51.5
Max cooling 20.5 26.8 23.6 34.6 26.8 33.2 34.4 47.7 31 36.4 41.3 47.9
Avg warming 7.1 12 10.5 14 8.5 13.4 13 16.8 10.1 15.1 15.9 16.9
Avg cooling 12.6 16.2 15.1 19.9 17.3 22.4 22.4 29.5 20.1 24.7 27.8 32.2
Avg inﬂuence 14.2 19.2 17.6 23.3 19.3 25.9 26.5 34.3 23.4 29.3 32.2 37.8
aMax warming and max cooling show the percentage of the city at the time when the warming and cooling, respectively, are strongest (the peak values in
Figure 10). Avg warming and avg cooling show the average percentage (in time) of the city experiencing warming or cooling (the time averaged percentage in
Figure 10). Avg inﬂuence shows the average percentage of the city experiencing any temperature change (warming and cooling combined) caused by the
presence of the water.
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MYJ. During several hours at night, the average temperature
increase is almost 0.5°C and the strongest cooling effect
during the day reaches 1°C on average (Figure 13). On
the other hand, the number of hours with an extreme cooling
effect (air temperature effect higher than 0.5°C) is lower for
MRF than for MYJ. With the MYJ scheme, 14 h (out of
the simulated 60 h) resulted in a cooling effect higher than
0.5°C, while this is only 11 h with MRF.
[56] Even though the different ABL schemes inﬂuence the
extremes of the temperature change and the ABL develop-
ment, the major aspects are consistent, and as such our model
ﬁndings appear to be robust. Warming and cooling periods
have the same length, with exception of two additional hours
of warming with MRF compared to MYJ. This difference is
caused by the evening transition between the cooling and
warming effects of the lake.
4.5. Human Comfort
[57] The difference between the Ta and WBGT depends on
the water temperature (Figure 14). With a water temperature
of 10°C, the humidity in the air always lowers the perceived
cooling effect (Figure 14a). For example, in the morning,
when the cooling in the air temperature reaches 2.5°C, the
perceived cooling is only 0.5°C. This suggests that the
humidity causes a discrepancy in the actual and perceived
cooling up to more than half (60%). However, such a differ-
ence is dominantly visible during the periods of largest tem-
perature change; during the rest of the day, we ﬁnd that the
difference between average air temperature change and aver-
age WBGT change amounts to 0.5°C.
[58] For a lake with a water temperature of 15°C
(Figure 14b), the difference between Ta and WBGT depends
on the time of the day as well. At night, during the warming
episodes, the inﬂuence of the air humidity on thermal
comfort seems negligible, while during the rest of the
day, the difference between the temperature change and
WBGT change is also around 0.5°C, with extremes reaching
0.8°C difference.
[59] The inﬂuence of the air humidity during a period
of warming is more pronounced when the warming is rela-
tively strong (Figure 14c). Here, the WBGT is lower than
the actual temperature and mitigates the warming effect by
about 0.8°C. The humidity effect during the cooling period
is the same as described above. Generally, the difference
between the Ta andWBGT change is most pronounced during
episodes of the strongest cooling or warming.
Figure 12. Vertical cross section through the third domain (at y = 50) showing the temperature differ-
ence between (a–c) MRF_A10_15 andMRF_city , and (d–f) MYJ_A10_15 andMYJ_city for three times
during the day: 4:00, 10:00, and 15:00 local time (UTC +2). Grey bars show the position of the city and
black the lake.
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5. Discussion
[60] A number of previous studies found that the water
bodies in urban areas have a cooling effect on their surround-
ings [e.g., Xu et al., 2009; Robitu et al., 2004]. On the
contrary, our results indicate that the cooling effect of lakes
is only relevant during the daytime, while at night, we ﬁnd
a so far less discussed warming effect. Especially, at night,
the thermal comfort is necessary for getting asleep and the
critical WBGT threshold is lower than during the day.
Moriyama and Matsumoto [1988] showed that high temper-
ature and humidity inhibit sleep, which subsequently can
cause health problems. Our results indicate a warming
effect at night, which as such thus counteracts the intended
improvement to thermal comfort effect.
[61] Other studies mostly focused on inﬂuence of the
lakes in their close surroundings [Kleerekoper et al., 2012].
However, our study shows that the effect can also inﬂuence
more distant areas. Colder air originating from the lake is
transported by wind and creates a plume of air inﬂuenced
by the presence of the lake several kilometers long. The size
and length of the plume are mostly dependent on the wind.
The wind speed during the days of interest was between 2.5
and 5ms1, but other wind speeds would lead to different
results. Another way to inﬂuence the wind over the city is
to increase the roughness of the terrain. For example, higher
buildings lead to a higher roughness length and slow down
the wind over the city. Therefore, various urban parameters
will alter the shape of the plume as well.
[62] Furthermore, the size of the lake and distribution of
the water over the city play their role. Relatively large lakes
also seem to have a relatively strong cooling effect on their
surroundings and also longer and colder plume inﬂuencing
the city downwind. However, several smaller lakes inﬂuence
Figure 13. Frequency of time steps of the 2 m temperature difference between simulations with and with-
out a lake, within the plume (0.05°C>ΔT> 0.05°C), for the two boundary-layer schemes: (a)
MRF_A10_15 and (b) MYJ_A10_15 .
Figure 14. The 2 m temperature (solid lines) and the 2 m WBGT (dashed lines) difference between
simulations with and without a lake at a point close to the lake (x= 42, y = 53). Figure depicts the 2 m
temperature difference between (a) MRF_A10_10, (b) MRF_A10_15, and (c) MRF_A10_20 and MRF_city.
Grey panels depict night hours.
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higher percentage of the city. This corresponds to ﬁndings of
Sun and Chen [2012], who also considered inﬂuence of
the geometry of the water body. With use of large-eddy
simulation, they concluded that several smaller regularly
shaped water bodies have the most beneﬁcial effect when it
comes to lowering extreme temperatures during the day.
[63] Lakes vary in their properties, e.g., well-mixed, deep,
large, or small. In this study, a well-mixed deep lake was
assumed and therefore a constant water temperature was
prescribed. However, during days with high solar radiation
and a small amount of mixing within the water, an assumption
of a constant water temperature is insufﬁcient [Kaplan et al.,
2003; Vercauteren et al., 2011]. Therefore, Figure 15 shows
the diurnal temperature change for a constant lake temperature
(Figure 15a) compared to a simulation where the lake water
temperature has a diurnal cycle of two degrees varying between
15 and 17°C (Figure 15b). The maximum lake temperature has
a delay of 2 h compared to the maximum air temperature. The
second simulation has a diurnal cycle of four degrees varying
between 15 and 19°C (Figure 15c). These simulations show
analogue results for the city temperatures as with a constant
lake temperature. Enhancing the diurnal cycle leads to less
hours of cooling in the evening and more warming during
the night. This amounts to an addition 2 h of warming in the
case of a diurnally varying water temperature of 2°C and four
additional hours of warming where the water temperature is
varied 4°C. These results only enhance the critical point that
lakes not only cool during the day but can also be responsible
for signiﬁcant warming in a city. Consequently, in the future,
it will be beneﬁciary to work with an interactive model to
simulate the water temperature interactively.
[64] In this study, the WBGT is used as an estimate of the
inﬂuence on thermal comfort. The WBGT index only incorpo-
rates temperature and humidity. However, this index does not
take into account radiation, (mean radiant temperature) the air
movement, and therefore the possibility or restriction of sweat
evaporation [Budd, 2008]. For a more elaborated assessment of
human thermal comfort, it would be necessary to use more
advanced index, such as Physiological Equivalent Temperature
(PET) [Mayer and Höppe, 1987], Predicted Mean Votes
(PMV) [Fanger, 1972], or the universal thermal comfort index
(UTCI) [Jendritzky et al., 2012]. These methods incorporate
various other atmospheric factors such as radiation or wind
speed, but also human properties such as age or clothing.
[65] Despite the obvious relation between the urban tem-
perature and the available surface water, a further under-
standing of the role of lakes in the urban climate needs
to be explored. In particular, different inﬂuencing factors
including the water body area, geometry expressed in the
landscape shape index, distance from the city center, and
the properties of the surrounding built-up area need to be
studied further [Sun and Chen, 2012].
6. Conclusion
[66] This study investigates the inﬂuence of urban water
bodies on the urban air temperature and thermal comfort,
using a mesoscale modeling setup of an idealized city and
various surface water distributions, area sizes, and tempera-
tures. The air temperature change due to the introduction of
a lake depends on the size and number of lakes, distance from
the lake, and water temperature. Generally, we ﬁnd that the
inﬂuence of the water decreases with the distance from the
lake. However, the inﬂuence of the lake is still measurable
several kilometers downwind of the lake.
[67] Within urban design studies, often the paradigm exists
that surface water acts as a cooling element in cities. On
the contrary, this study shows that the water temperature
(changing per season) mostly dictates the temperature
change, overshadowing the cooling due to evaporation.
Water with a lower temperature than its surroundings always
works as a cooling element and vice versa. This way, the lake
works as a buffer of the diurnal cycle of the temperature:
cools the environment during the day and warms it at night.
A consequence of this ﬁnding: when water bodies have
reached a higher temperature at the end of the summer season,
they can act as nocturnal warming elements and are adverse to
thermal comfort.
Figure 15. The difference in 2 m temperature for simulations with and without a lake at a point close to
the lake (x = 42, y = 53) (solid) and further in the city (x = 31, y = 58) (dashed) for (a) constant lake water
temperature, (b) a lake water temperature with a diurnal cycle of 2°C, and (c) a diurnal cycle of 4°C.
Grey panels depict night hours.
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[68] In addition, the temperature effect of a lake on the city
differs for various distributions of the same amount of water
over the city. One large lake has a strong effect on its
surroundings, while several smaller lakes inﬂuence a higher
percentage of the city. Moreover, increasing the surface
water in a city does not necessarily lead to a linear relation-
ship with the temperature change within a city. Thus, proper
weighing of the size and location of the lake can be beneﬁcial
to urban planning.
[69] Concerning the sensitivity of our results to the bound-
ary layer schemes, we ﬁnd that the variance in cooling and
warming is similar for the studied MRF and MYJ schemes;
however, their results differ in the extreme values. The
MRF scheme models a stronger warming and cooling effect
of the lake. On the other hand, the MYJ scheme forecasts
more hours with very strong cooling (more than 0.5°C differ-
ence) than the MRF scheme.
[70] The increased atmospheric humidity caused by evapo-
ration from the introduced lakes decreases the perceived
thermal effect of the lake. However, the difference between
the air and the WBGT change is substantial and amounts to
a maximum of ~0.8°C in some cases. This implies that up
to ~60% of the comfort achieved by the cooling effect is
cancelled out by the humidity change. These ﬁndings can
be used in urban planning, where the mitigation of UHI and
adverse human thermal comfort becomes more important
due to extensive urbanization in the last century.
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