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Kombinatorika, zložitosť a náhodnosť 
Držitel Turingovej ceny za rok 1985 představuje svoj pohlaď 
na vývoj v oblasti, ktorá sa začala nazývať teoretická in­
formatika (computer science). 
Richard M. Karp 
Táto přednáška je věnovaná pamiatke mójho otca, Abrahama Louisa Karpa. 
Je to pre mňa česť a zároveň radosť, že som sa stal držitelom tohoročnej Turingovej 
ceny. Je příjemné získať takéto ocenenie, ale zistil som, že moje najváčšie uspokojenie 
ako výskumníka pramení z práce v samotnom výskume a z priateíov, ktorých som počas 
toho získal. Chcel by som s vámi prejsť tých 25 rokov, ktoré som přežil ako výskumník 
v oblasti kombinatorických algoritmov a výpočtovej zložitosti, a povedať vám o niekto-
rých pojmoch a myšlienkach, ktoré sa mi zdali dóležité, a o niektorých luďoch, ktorí ma 
inspirovali a ovplyvnili. 
Začiatky 
Mój vstup do oblasti počítačov bol poměrné náhodný. Keď som skončil v roku 1955 
Harvard College s diplomom matematika, stál som před rozhodnutím, čo robiť ďalej. 
Len si zarábať na živobytie, to ma nelákalo, takže prirodzenou volbou bola aspirantura. 
Jedna možnosť bola pokračovat' v kariéře v matematike, ale v matematike vtedy vrcholil 
doraz na abstraktnost' a všeobecnost' a zdalo sa, že konkrétna a aplikovatelná matema­
tika, ktorú som mal najradšej, nie je v móde. 
A tak som bol takmer zákonité přijatý na aspiranturu v Harvardskom výpočtovom 
laboratóriu. Mnohé z predmetov, ktoré sa mali stať základom učebných plánov mate-
matickej informatiky, sa vtedy ešte nevyučovali, a tak som si vybral eklektickú zmes 
prednášok: teóriu logických schém, numerickú analýzu, aplikovánu matematiku, prav­
děpodobnost' a statistiku, operačný výskům, elektroniku a matematickú lingvistiku. 
Hoci učebným plánom sa dalo všeličo vytýkat', najma čo do híbky a vzájomných súvis-
lostí, převládal velmi špeciálny pocit súdržnosti: vedeli sme, že sa stáváme svedkami no-
vej vedeckej disciplíny zameranej na počítače. Zistil som, že nachádzam krásu a eleganciu 
v struktuře algoritmov a že mám schopnosti pre diskrétnu matematiku, ktorá tvořila 
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základ studia počítačov a výpočtov. Tak som sa dostal viac menej náhodou do oblasti, 
ktorá mi bola velmi po chuti. 
Eahké a ťažké kombinatorické problémy 
Od samého začiatku som mal velký záujem o kombinatorické problémy hladania — 
problémy, ktoré sa podobajú skladačke, hre. V tejto hre musí člověk poskladať časti 
určitej struktury určeným spósobom. Takéto problémy obsahujú prehladávanie koneč-
nej, ale ohromné velkej štrukturovanej množiny možných riešení, modelov alebo systé-
mov, aby sa našiel jeden, ktorý vyhovuje zadanej množině podmienok. Niekolkými 
príkladmi takýchto problémov sú rozmiestnenie a poprepájanie súčastí integrovaného 
obvodu na cípe, rozpis Národnej futbalovej ligy či stanovenie cestovného poriadku škol­
ských autobusov. 
V každom z týchto kombinatorických problémov sa skrývá možnosť kombinatorickej 
explózie. Pretože počet možností, ktoré třeba prehladať, ohromné a neohraničene rastie, 
možno přitom naraziť na velké množstvo výpočtov, ak len sa na prehladávanie priestoru 
možných riešení nepoužije nějaká lesť. Rád by som začal technickú časť tohto rozprá-
vania tým, že poviem o mojich prvých zápasoch s kombinatorickou explóziou. 
Moja prvá porážka v tomto zmysle přišla krátko po tom, ako som začal pracovať 
vo výskumnom centre IBM Yorktown Heights v roku 1959. Přidělili ma do skupiny, 
ktorú viedol J. P. Roth, vážený odborník v algebraickej topologii, ktorý významné 
přispěl ku teorii logických schém. Posláním nasej skupiny bolo vytvoriť program pre 
počítač na automatickú syntézu logických schém. Vstupom programu bola množina 
booleovských formúl udávajúca, ako závisia výstupy schémy na jej vstupoch: předpoklá­
dalo sa, že program bude generovat' logickú schému s použitím minimálneho množstva 
logických hradiel. Obr. 1. ukazuje schému pre váčšinovú funkciu troch premenných: 
výstup je jednotkou vždy, keď aspoň dve z troch premenných x, y a z sú jednotky. 
Program, ktorý sme vytvořili, obsahoval vela elegantných skratiek a zjemnění, ale 
x y 
v 
Obr. 1. Schéma pre váčšinovú funkciu Obr. 2. Cesta obchodného cestujúceho 
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jeho základný mechanizmus jednoducho vyčísloval možné schémy v poradí ich vzrasta-
júcej ceny. Počet schém, ktoré mal program prehladať, so zváčšovaním množstva 
vstupných premenných ohromné rástol; z toho vyplývalo, že sa nikdy nemóžeme dostať 
za riešenie jednoduchých problémov. Dnes sa náš optimizmus, to, že sme vóbec skúšali 
enumeračný přístup, móže zdať úplné naivný, ale neboli sme jediní, čo sa chytili do tejto 
pasce: vela práce v automatickom dokazovaní viet za posledné dve desaťročia začalo 
počiatočnou vlnou nadšenia, keď sa podařilo úspěšné riešiť jednoduché problémy, po 
čom následovala dezilúzia, keď už vážnosť kombinatorickej explózie bola úplné očividná. 
Přibližné v rovnakom čase som začal s Michaelom Heldom z IBM pracovať na problé­
me obchodného cestujúceho. Tento problém dostal svoje měno podlá situácie, v ktorej 
sa obchodný cestujúci chystá navštíviť všetky mestá vo svojej oblasti, začať a skončiť 
chce vo svojom bydlisku a chce minimalizovať svoje cestovné výdavky. V špeciálnom pří­
pade, keď sú tieto mestá bodmi v rovině a cestovné výdavky sa rovnajú euklidovskej 
vzdialenosti, problém jednoducho znamená nájsť polygon s minimálnym obvodom 
prechádzajúci všetkými mestami (pozři obr. 2). Niekolko rokov predtým sa Georgeovi 
Dantzigovi, Raymondovi Fulkersonovi a Selmerovi Johnsonovi z Rand Corporation 
podařilo použitím ručných a automatických výpočtov vyriešiť problém pre 49 miest 
a my sme dúfali, že překonáme ich rekord. 
Napriek svojmu nevinnému vzhladu obsahoval problém obchodného cestujúceho 
potenciálně kombinatorickú explóziu, pretože počet možných ciest cez n miest v rovině 
je (n — l)!/2, čo je velmi rýchlo rastúca funkcia v n. Například ak počet miest je iba 20, 
čas potřebný na vymenovanie všetkých ciest hrubou silou, při poměre milión ciest za 
sekundu, by bol viac ako tisíc rokov. 
Held a ja sme skúšali množstvo prístupov k problému obchodného cestujúceho. 
Začali sme znovuobjavením zrýchlenia založeného na dynamickom programovaní, 
na ktoré povodně upozornil Richard Bellman. Metoda dynamického programovania 
redukovala čas prehladávania na n22n, ale táto funkcia tiež explozivně rastie a metoda 
je prakticky ohraničená na problémy s najviac 16 mestami. Po čase sme sa vzdali 
myšlienky riešiť problém presne a experimentován sme s metodami lokálneho prehla­
dávania, ktoré viedli k dobrým, aj keď nie optimálnym cestám. V týchto metodách sa 
začne s nějakou cestou a opakované sa hladajú lokálně změny, ktoré ju vylepšia. Proces 
pokračuje, kým sa nenajde cesta, ktorá sa žiadnou lokálnou změnou nedá vylepšiť. 
Naše metody lokálneho vylepšovania boli dosť ťažkopádne a neskór našli Shen Lin 
a Brian Kernighan z Bell Labs omnoho lepšie. Takéto automatické metody sú často 
v praxi velmi užitočné, ak sa striktně nepožaduje optimálně riešenie, ale nikto nemóže 
zaručiť, ako dobré budu fungovat 
Potom sme začali skúmať metody ohraničeného vetvenia. Takéto metody sú v zásadě 
enumeratívnej povahy, ale efektívnosť získavajú odseknutím velkých častí priestoru 
možných riešení. Robí sa to vypočítáním dolného odhadu ceny každej cesty, ktorá obsa­
huje určité spojenia a nemóže obsahovať určité iné; ak je dolný odhad dostatočne velký, 
plynie z toho, že žiadna taká cesta nemóže byť optimálna. Po dlhej sérii neúspěšných 
experimentov sme Held a ja náhodou narazili na silnú metodu získavania dolných 
odhadov. Táto ohraničujúca technika nám umožnila podstatné obmedziť prehladávanie, 
takže sme boli schopní riešiť problémy až so 65 mestami. Myslím, že žiadny z mojich 
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teoretických výsledkov neposkytol také velké napátie pri pohlade na čísla vychádzajúce 
z počítača ako v tú noc, keď sme Held a ja testovali našu ohraničujúcu techniku. Neskór 
sme zistili, že naša metoda bola variantom starej techniky nazývanej Lagrangeova 
relaxácia, ktorá sa teraz rutinně používá na získavanie dolných odhadov pri technikách 
ohraničujúceho vetvenia. 
Na krátký čas bol náš program světovým preborníkom v riešení problému obchodného 
cestujúceho, ale dnes už existujú pósobivejšie metody. Sú založené na technike nazývanej 
polyedrálna kombinatorika, ktorá sa snaží previesť případy problému obchodného 
cestujúceho na velké problémy lineárneho programovania. Takéto metody móžu 
riešiť problémy s viac ako 300 mestami, ale tento přístup úplné neeliminuje kombinato-
rickú explóziu, pretože čas potřebný na riešenie problému stále rastie exponenciálně 
ako funkcia počtu miest. 
Problém obchodného cestujúceho zostáva fascinujúcou záhadou. Bola pubHkovaná 
viac ako 400stranová kniha pokrývajúca váčšinu toho, čo sa vie o tomto nepostihnu-
telnom probléme. Neskór budeme hovoriť o teorii NP-úplnosti, ktorá poskytuje dókaz, 
že podstatou problému obchodného cestujúceho je praktická neriešitelnosť; žiadne 
úsilie o návrh dómyselných algoritmov nemóže preto úplné obísť kombinatorickú 
explóziu, ktorá sa skrývá v tomto probléme. 
Začiatkom 60. rokov málo IBM Research Laboratory v Yorktown Heights vynikajúcu 
skupinu kombinatorických matematikov a pod ich vedením som sa naučil dóležité 
techniky na riešenie určitých kombinatorických problémov s vyhnutím sa kombinatoric-
kej explózii. Například som sa zoznámil s Dantzigovým slavným simplexovým algorit-
mom lineárneho programovania. Problémom lineárneho programovania je nájsť bod 
na mnohostěne v mnohorozmernom priestore, ktorý je najbližšie k danej externej 
nadrovine (mnohostěn je zovšeobecnením polygonu z dvojrozměrného priestoru alebo 
obvyklé polyedrálne těleso v trojrozmernom priestore a nadrovina je zovšeobecnením 
priamky v rovině alebo roviny v trojrozmernom priestore). NajbHžší bod v nadrovine 
je vždy rohovým bodom alebo vrcholom mnohostěnu (pozři obr. 3). V praxi sa možno 
spolahnúť, že simplexová metoda najde potřebný vrchol velmi rýchlo. 
л 
Obr. 3. Problém lineárneho programovania 
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Naučil som sa tiež krásnu teóriu o tokoch v sieťach od Lestera Forda a Fulkersona. 
Táto teória sa zaoberá množstvom, ktorým sa také látky ako olej, plyn, elektřina alebo 
bity informácie móžu presúvať cez sieť, v ktorej každé spojenie má určitú kapacitu, 
obmedzujúcu množstvo látky cez ňu přepravovanej. Viaceré kombinatorické problémy, 
ktoré na prvý pohlaď nemajú žiadny vzťah ku látkám přepravovaným cez siete, možno 
zmeniť na problémy tokov v sieťach; příslušná teória umožňuje riešiť takéto problémy 
elegantně a efektivně len s využitím aritmetických operácií sčítania a odčítania. 
Dovolte mi ilustrovať tuto krásnu teóriu náčrtom takzvaného maďarského algoritmu 
na riešenie jedného problému kombinatorickej optimalizácie známého ako svadobný 
problém. Problém obsahuje spoločnosť pozostávajúcu z n mužov a n žien. Problémom je, 
ako vytvoriťpáry mužov a žien s minimálnou cenou, ak každej dvojici je priradená určitá 
cena. Tieto ceny sú zadané maticou n x n, v ktorej každý riadok zodpovedá jednomu 
mužovi a každý stípec jednej žene. Každé popárenie n mužov a n žien vo všeobecnosti 
zodpovedá výběru n prvkov matice, pričom žiadne dva z nich neležia v rovnakom riadku 
alebo stípci: cenou popárenia je suma n vybraných prvkov. Počet možných popárení 
je n\, funkcia, ktorá rastie tak rýchlo, že vyčíslovanie hrubou silou je nám málo platné. 
Obrázok 4a znázorňuje příklad rozměru 3 x 3, v ktorom vidíme, že cena vytvorenia 
páru z tretieho muža a druhej ženy sa rovná 9; je to prvok v treťom riadku a v druhom 
stípci v danej matici. 
Klučovým momentom, ktorý je základom maďarského algoritmu, je všimnúť si, že 
problém sa nezmění, ak sa odpočítá rovnaká konstanta od všetkých prvkov v určitom 
riadku matice. S využitím tejto možnosti meniť matice snaží sa algoritmus vytvoriť takú 
maticu, v ktorej sú všetky prvky nezáporné, takže každé úplné popárenie má nezápornú 
celkovú cenu a existuje v nej úplné popárenie, v ktorom sú všetky prvky nulové. Takéto 
popárenie je zjavne optimálně pre cenovú maticu, ktorú sme vytvořili, a právě tak je 
optimálně aj pre póvodnú cenovú maticu. V našom příklade 3 x 3 algoritmus začíná 
tým, že v každom riadku odpočítá najmenší prvok v tomto riadku od všetkých prvkov 
riadku. Tak sa vytvoří matica, v ktorej každý riadok obsahuje aspoň jednu nulu (obr. 
4b). Na vytvorenie nuly v každom stípci odpočítá potom algoritmus vo všetkých stíp-
coch, ktoré ešte neobsahujú nulu, najmenší prvok v tomto stípci (obr. 4c). V tomto pří­
klade ležia všetky nuly výslednej matice v prvom riadku alebo treťom stípci; keďže úplné 
popárenie obsahuje iba jeden prvok z každého riadku alebo stípca, ešte stále nie je 
možné nájsť úplné popárenie obsahujúce iba nulové prvky. Na vytvorenie takéhoto 
popárenia je nevyhnutné vytvoriť nulu v lávej dolnej časti matice. V tomto případe 
vytvoří algoritmus nulu odpočítáním jednotky od prvého a druhého stípca a přidáním 
jednotky k prvému riadku (obr. 4d). Vo výslednej nezápornej matici tvoria zakrúžko-
vané prvky úplné popárenie s nulovou cenou a toto popárenie je preto optimálně, a to 
tak v tejto ako aj v póvodnej matici. 
3 4 2 
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Obr. 4. Případ svadobného 
problému 
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Tento algoritmus je omnoho obratnější a efektivnější ako vyčíslovanie hrubou silou. 
Čas potřebný na riešenie svadobného problému rastie s treťou mocninou n, t. j . počtu 
riadkov a stípcov matice. Dósledkom je, že je možné riešiť příklady s tisíckami riadkov 
a stípcov. 
Generácia vedcov, ktorí rozpracovali teóriu lineárneho programovania a tokov v sie-
ťach mali pragmatický vztah ku základom výpočtovej zložitosti: algoritmus sa považoval 
za efektívny, ak v praxi bežal dostatočne rýchlo a nebolo osobitne dóležité dokazovat', 
zeje rýchly vo všetkých možných prípadoch. V roku 1967 som si všimol, že štandardný 
algoritmus na riešenie určitých problémov tokov na sieťach má teoretickú dieru, ktorá 
spósobila, že běží velmi pomaly na určitých vhodné vymyšlených príkladoch. Zistil 
som, že nie je ťažké opraviť tuto dieru, a hovořil som o tomto výsledku na kombinatoric-
kom semináři v Princetone. Eudia z Princetonu ma informovali, že Jack Edmonds, 
odborník z National Bureau of Standards, prezentoval velmi podobné výsledky na rov-
nakom semináři počas minulého týždňa. 
Ako výsledok tejto zhody sme Edmonds a ja začali pracovať spoločne na teoretickej 
efektivnosti algoritmov tokov na sieťach a po čase sme publikovali spoločný článok. 
Ale hlavným výsledkom nasej spolupráce bolo posilnenie niektorých ideí o výpočtovej 
zložitosti, ku ktorým som sa tápavo prepracovával a ktoré mali výrazný vplyv na budúce 
zameranie mójho výskumu. Edmonds bol majster svojho odboru, ktorý využil idey 
spojené s lineárnym programováním na vytvorenie ohromujúcich algoritmov pre množ­
stvo kombinatorických problémov. A okrem bohatej skúsenosti v konstruovaní algo­
ritmov bol o niečo vpředu před svojimi súčasníkmi v ďalšom významnom aspekte: 
vytvořil jasné a precizně chápanie toho, čo to znamená, že algoritmus je efektívny. 
V jeho článkoch je vyložený názor, že algoritmus možno považovať za „dobrý", ak čas 
jeho běhu je ohraničený polynomiálnou funkciou vo velkosti vstupu a nie například 
exponenciálnou funkciou. Podlá Edmondsovho přístupu například maďarský algoritmus 
pre svadobný problém je dobrým algoritmom, pretože čas jeho běhu rastie s trefou 
mocninou velkosti vstupu. Ale pokial vieme, neexistuje možno žiadny dobrý algoritmus 
pre problém obchodného cestujúceho, pretože všetky algoritmy, čo sa vyskúšali, vykazo­
vali exponenciálny čas běhu vzhladom na velkosť problému. Edmondsova definícia 
nám dala jasnú představu, ako definovať hranicu medzi lahkými a ťažkými kombinatoric­
kými problémami a po prvý raz utvořila, aspoň v mojom ponímaní, možnosť, že raz 
snáď prídeme s teorémou, ktorá dokáže alebo vyvrátí domnienku, že samou podstatou 
problému obchodného cestujúceho je praktická neriešitelnosť. 
Cesta k NP-úplnosti 
Popři pokroku v oblasti kombinatorických algoritmov zbieral v šesťdesiatych rokov 
sily iný směr výskumu — teória výpočtovej zložitosti. Základy tejto teorie položila 
v tridsiatych rokoch skupina logikov (včítane Alana Turinga), ktorí sa zaoberali existen-
ciou alebo neexistenciou automatických procedur pre rozhodovanie, či matematické 
tvrdenia sú pravdivé, alebo nie. 
Turing a ostatní priekopníci teorie výpočtov boli prví, ktorí dokázali, že určité dobré 
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definované matematické problémy sú nerozhodnutelné, to znamená, že principiálně 
nemóže existovat' algoritmus schopný riešiť všetky případy takýchto problémov. Prvým 
príkladom takéhoto problému bol problém zastavenia, ktorý je v podstatě otázkou 
o ladění počítačových programov. Vstupom problému zastavenia je počítačový program 
spolu so vstupnými údajmi; problémom je rozhodnúť, či sa program nakoniec zastaví. 
Ako je možné, že neexistuje algoritmus na taký dobré definovaný problém? Ťažkosti 
vyplývajú z možnosti neohraničeného hladania. Obvyklým nesením je proste spustiť 
program, kým sa nezastaví. Ale kedy už je logické vzdať sa, rozhodnúť sa, že program 
sa nezastaví? Zdá sa, že neexistuje spósob, ako stanoviť limit na množstvo potřebného 
hladania. S použitím techniky zvanej diagonalizácia skonštruoval Turing dokaž, že 
neexistuje algoritmus, ktorý móže úspěšné riešiť všetky případy problému zastavenia. 
S postupom rokov sa našli nerozhodnutelné problémy takmer v každom odvětví 
matematiky. Príkladom z teorie čísiel je problém riešenia diofantických rovnic. Ak je 
daná polynomická rovnica, ako napr. 
Axy1 + 2xy2z3 - llx3y2z2 = -1164, 
existuje jej celočíselné riešenie? Problém nájsť všeobecnú rozhodovaciu proceduru na 
riešenie takých diofantických rovnic prvýkrát předložil David Hilbert v roku 1900 
a tento problém sa stal známy ako desiaty Hilbertov problém; zostal otvorený až do roku 
1971, kedy sa dokázalo, že žiadna taká rozhodovacia procedura nemóže existovat*. 
Jedným zo základných prostriedkov používaných pri vytyčovaní hranice medzi 
riešitelnými a neriešitelnými problémami je pojem redukovatelnosti, ktorý vystúpil 
do popredia prácami logika Emila Posta. Hovoříme, že problém A je redukovatelný 
na problém B, ak za předpokladu, že je známy podprogram na riešenie problému B, 
móžeme skonštruovať algoritmus na riešenie problému A. Ako příklad: medzníkovým 
výsledkom je, že problém zastavenia je redukovatelný na desiaty Hilbertov problém 
(pozři obr. 5). Z toho vyplývá, že desiaty Hilbertov problém je nerozhodnutelný, pretože 
inak by sme boli schopní použiť tuto redukciu na odvodenie algoritmu pre problém 
zastavenia, o ktorom sa vie, že je nerozhodnutelný. Pojem redukovatelnosti sa nám zíde 
znova, ak budeme rozoberať NP-úplnosť a P-NP problém. 













Obr. 5. Problém zastavenia 
je redukovatelný na desiaty 
Hilbertov problém 
Ďalšou dóležitou témou, ktorú teória zložitosti zdědila z teorie výpočtov, je rozdiel 
medzi schopnosťou riešiť problém a schopnostem vyskúšať nějaké riešenie. Aj keď 
neexistuje žiadny všeobecný postup, ako nájsť riešenie diofantickej rovnice, je lahké 
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vyskúšať navrhované riešenie. Například preveriť, či x = 3, y = 2, z = - 1 tvoria 
riešenie diofantickej rovnice uvedenej vyššie sa dá jednoducho dosadením a trochou 
aritmetiky. Ako uvidíme, rozdiel medzi riešením a preverovaním je vlastně podstatou 
P-NP problému. 
Niektoré z najstarších odvětví teoretickej informatiky majú svój póvod v abstraktných 
zariadeniach a ďalších formalizmoch teorie výpočtov. Jedným z najdóležitejších týchto 
odvětví je teória výpočtovej zložitosti. Namiesto jednoduchej otázky, či problém je roz­
hodnutelný ako taký sa teória zložitosti pýtá, nakolko je ťažké problém riešiť. Inými 
slovami: teória zložitosti sa zaoberá schopnosťami univerzálnych výpočtových zariadení, 
ako sú napr. Turingove stroje, ak sú dané obmedzenia na čas ich výpočtu alebo množstvo 
památe, ktorú móžu použiť. Prvé náznaky teorie zložitosti možno nájsť v článkoch 
z rokov 1959 a 1960 publikovaných Michaelom Rabinom, Robertom McNaughtonom 
a Hideo Yamadom, ale až článok Jurija Hartmanisa a Richarda Stearnsa znamenal 
začiatok modernej éry teorie zložitosti. S použitím Turingovho stroja ako modelu ab-
straktného počítača poskytli Hartmanis a Stearns presnú definíciu ,,triedy zložitosti" 
pozostávajúcej z problémov riešitelných v počte krokov, ktorý je ohraničený danou 
funkciou vo velkosti vstupu n. Adaptáciou techniky diagonalizácie, ktorú Turing použil 
na dokaž nerozhodnutelnosti problému zastavenia, dokázali množstvo zaujímavých 
výsledkov o struktuře tried zložitosti. Všetci, ktorí sme čítali ich článok, sme začali chá-
pať, že teraz máme dostatočný formálny rámec na hladanie odpovědí na otázky, ktoré 
už skór předložil Edmonds v intuitívnej podobě — na otázky, či například je problém 
obchodného cestujúceho riešitelný v polynomiálnom čase. 
V tom istom roku som sa učil teóriu výpočtov z vynikajúcej knihy Hartleyho Rogersa, 
ktorý bol mojím učitelom na Harvarde. Památám sa na svoje vtedajšie úvahy, či pojem 
redukovatelnosti, taký dominujúci v teorii výpočtov, móže hrať úlohu v teorii zložitosti, 
ale neviděl som, ako skonštruovať prepojenie. Přibližné v rovnakom čase bol Michael 
Rabin, ktorý mal dostat' Turingovu cenu v roku 1976, na návštěvě v IBM Research 
Laboratory v Yorktbwn Heights; bolo to počas dovolenky z Hebrejskej univerzity 
v Jerusaleme. Stalo sa, že sme bývali v rovnakej budově na okraji New York City 
a zvykli sme si spoločne tráviť dlhú cestu do Yorktown Heights. Rabin je skutočne 
originálny myslitel, jeden zo zakladatelov aj teorie automatov, aj teorie zložitosti, 
a počas našich denných diskusií pozdíž Sawmill River Parkway som získal omnoho širší 
pohlaď na logiku, teóriu výpočtov a teóriu abstraktných výpočtových zariadení. 
V roku 1968, zrejme pod vplyvom celkových sociálnych nepokojov, ktoré zachvátili 
národ, som sa rozhodol prejsť na University of California v Berkeley, kde sa cosi dialo. 
Roky v IBM boli rozhodujúce pre mój vývoj ako vedca. Možnosť pracovať s takými 
vynikajúcimi vedcami ako Alan Hoffman, Raymond Miller, Arnold Rosenberg a Shmuel 
Winograd bola jednoducho neocenitelná. Nový okruh mojich kolegov zahrňal Michaela 
Harrisona, uznávaného odborníka na teóriu jazykov, ktorý ma zverboval pre Berkeley, 
Eugena Lawlera, experta na kombinatorickú optimalizáciu, Manuela Bluma, zakla-
datela teorie zložitosti, ktorý prešiel na nevyriešené problémy na rozhraní teorie čísiel 
a kryptografie, a Stephena Cooka, ktorého práca v teorii zložitosti ma malá ovplyvniť 
o niekolko rokov neskór. Na matematickej katedře boli: Julia Robinson, ktorej práce 
na desiatom Hilbertovom probléme mali čoskoro priniesť ovocie, Robert Solovay, 
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známy logik, ktorý neskór objavil dóležitý náhodný algoritmus na testovanie, či číslo 
je prvočíslom, a Steve Smale, ktorého priekopnícka práca o pravdepodobnostnej analýze 
lineárneho programovania ma malá ovplyvniť o niekolko rokov neskór. A za zálivom 
v Stanforde bol Dantzig, otec lineárneho programovania, Donald Knuth, zakladatel 
oblasti datových struktur a analýzy algoritmov, rovnako ako Robert Tarjan, vtedy aspi­
rant, a John Hopcroft, na vedeckej dovolenke z Cornellu, ktorý brilantně aplikoval 
techniky datových struktur na analýzu grafových algoritmov. 
V roku 1971 publikoval Cook, ktorý medzitým prešiel na Univerzitu v Torontě, svoj 
historický článok On the complexity of theorem-proving procedur es (O zložitosti 
procedur na dokazovanie teorém). Cook rozoberal triedy problémov, ktoré teraz 
voláme P a NP, a zaviedol pojem, ktorý teraz označujeme NP-úplnosť. Neformálně 
povedané, trieda P pozostáva zo všetkých tých problémov, ktoré možno riešiť v poly-
nomiálnom čase. Svadobný problém patří teda do P, pretože maďarský algoritmus rieši 
jeho zadanie o velkosti n za přibližné n 3 krokov, ale zdá sa, že problém obchodného 
cestujúceho neleží v P, pretože každá známa metoda riešenia vyžaduje exponenciálny 
čas. Ak akceptujeme tvrdenie, že výpočtový problém nie je prakticky riešitelný, kým 
nemáme polynomiálny algoritmus na jeho riešenie, potom všetky riešitelné problémy 
ležia v P. Trieda NP obsahuje všetky tie problémy, pre ktoré možno navrhované riešenie 
preveriť v polynomiálnom čase. Uvažujme například verziu problému obchodného 
cestujúceho, v ktorej sú ako vstupné údaje zadané vzdialenosti medzi všetkými dvojicami 
miest a ešte ,,cieIové číslo" T, a úlohou je určiť, či existuje cesta dížky menšej, alebo 
rovnej ako T Zdá sa nesmierne ťažké určiť, či taká cesta existuje, ale ak niekto navrhne 
nejakú cestu, lahko ověříme, či jej dížka je menšia, alebo rovná ako T; táto verzia 
problému obchodného cestujúceho leží teda v triede NP. Podobné pomocou zavedenia 
cielového čísla T možno ukázať, že všetky kombinatorické problémy obvykle uvažované 
v obchode, vede alebo inžinierstve majú verzie, ktoré ležia v triede NP. 
Preto NP je trieda, do ktorej váčšinou padnu kombinatorické problémy; vnútri NP 
leží P, trieda problémov, ktoré majú efektivně riešenie. Fundamentálnou otázkou je: 
aký je vztah medzi triedami P a NP? Je jasné, že P je podmnožinou NP, a otázka, na 
ktorú upriamil pozornosť Cook, je, či P a NP móžu byť tou istou triedou. Ak by sa P 
rovnalo NP, málo by to úžasné dósledky: znamenalo by to, že každý problém, pre ktorý 
je Iahké preveriť riešenie, by bol aj lahko riešitelný; znamenalo by to, že kedykolvek 
existuje krátký dókaz nejakej teorémy, rýchlo by ho aj našla uniformná procedura; 
to by znamenalo, že všetky obvyklé kombinatorické optimalizačné problémy by boli 
riešitelné v polynomiálnom čase. Stručné povedané by to znamenalo, že hrozbu kom-
binatorickej explózie možno odvrátil Ale napriek týmto heuristickým dókazom, že by 
bolo příliš dobré, ak by sa P a NP rovnali, sa zatial nenašiel žiadny dokaž, že P 4= NP, 
a niektorí odborníci dokonca veria, že sa žiadny ani nenajde. 
Najdóležitejším výsledkom Cookovho článku bolo, že ukázal, že P = NP vtedy a len 
vtedy, ak určitý výpočtový problém zvaný problém splnitelnosti leží v P. Problém splni-
telnosti pochádza z matematickej logiky a má aplikácie v teorii obvodov, ale možno ho 
formulovat ako jednoduchú kombinatorickú hru: sú dané viaceré postupnosti velkých 
a malých písmen: je možné vybrať z každej postupnosti písmeno bez toho, aby sme vy­
brali aj velkú aj malú verziu akéhokolvek písmena? Ak postupnosti sú Abc, Bc, aB SL ac, 
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je možné například vybrať A z prvej postupnosti, B z druhej a tretej a c zo štvrtej; 
všimnite si, že to isté písmeno možno vybrať viackrát, za předpokladu, že nevyberieme 
aj jeho malú aj velkú verziu. Příklad, kde neexistuje spósob požadovaného vyberu, 
je daný štyrmi postupnosťami: AB, Ab, aB a ab. 
Problém splnitelnosti je zjavne v NP, pretože je jednoduché preveriť, či navrhovaný 
vyber písmen spíňa podmienky problému: Cook dokázal, že ak je problém splnitelnosti 
riešitelný v polynomiálnom čase, potom každý problém z NP je riešitelný v polynomiál-
nom čase, z čoho P = NP. Je teda zřejmé, že tento zdanlivo bizarný a bezvýznamný 
problém je typickým kombinatorickým problémom, pretože obsahuje kluč k efektívne-
mu riešeniu všetkých problémov v NP. 
Cookov dokaž bol založený na pojme redukovatelnosti, s ktorým sme sa střetli pri 
rozoberaní teorie výpočtov. Ukázal, že každý konkrétny případ problému v NP možno 
transformovat' na zodpovedajúci případ problému splnitelnosti, a to tak, že póvodný 
problém má riešenie právě vtedy, ak ho má problém splnitelnosti. Tuto transformáciu 
naviac možno uskutočniť v polynomiálnom čase. In>mi slovami, problém splnitelnosti 
je dostatočne všeobecný na to, aby zachytil strukturu akéhokolvek problému v NP. 
Z toho vyplývá, že ak by sme vedeli riešiť problém splnitelnosti v polynomiálnom čase, 
boli by sme schopní skonštruovať polynomiálny algoritmus na riešenie akéhokolvek 
problému v NP. Tento algoritmus by pozostával z dvoch častí: polynomiálnej trans-
formačnej procedury, ktorá prevedie případ daného problému na případ problému splni­
telnosti a polynomiálneho podprogramu na riešenie vlastného problému splnitelnosti 
(pozři obr. 6). 
Problém obchodného cestujúceho 
Podprogram pre 
konverziu pro­
blému na problém 
•plnitetnoeti 
Splnitetnost 
Obr. 6. Problém obchodné­
ho cestujúceho je reduko-
vatelný v polynomiálnom 
čase na problém splnitel­
nosti 
Po prečítaní Cookovho článku som si okamžité uvědomil, že jeho pojem typického 
kombinatorického problému bol formalizáciou myšlienky, ktorá bola dlho súčasťou 
práce v kombinatorickej optimalizácii. Odborníci v tejto oblasti vedia, že problém 
celočíselného programovania, čo je v podstatě problém rozhodnúť, či systém lineárnych 
nerovností má celočíselné riešenie, je dostatočne všeobecný na to, aby vyjádřil obmed-
zenia akéhokolvek z bežne uvažovaných problémov kombinatorickej optimalizácie. 
Dantzig v roku 1960 publikoval článok na tuto tému. Pretože Cook sa zaujímal o doka-
zovanie viet viac ako o kombinatorickú optimalizáciu, vybral si iný typický problém, 
hoci základná myšlienka bola rovnaká. Avšak bol tu klučový rozdiel: použitím aparátu 
teorie zložitosti vytvořil Cook rámec, v ktorom sa typická podstata daného problému 
mohla stať teorémou a nielen neformálnou hypotézou. Je zaujímavé, že Leonid Levin, 
322 Pokroky matematiky, fyziky a astronomie, ročník 34 (1989), č. 6 
ktorý bol vtedy v Leningrade a teraz je profesorom na Bostonskej univerzitě, nezávisle 
objavil v podstatě tie isté myšleneky. Jeho typický problém bol založený na vypínaní 
konečných útvarov v rovině kočkami domina. 
Rozhodol som sa preskúmať, či určitá trieda kombinatorických problémov, o ktorej 
sa dlho verilo, že je prakticky neriešitelná, je tiež typická v Cookovom zmysle. Nazval 
som také problémy „polynomiálně úplné", ale tento termín bol překonaný přesnějším 
termínom „NP-úplný". Problém je NP-úplný, ak patří do triedy NP a každý problém 
v NP je naň polynomiálně redukovatelný. Na dokaž toho, že daný problém v NP je 
NP-úplný, stačí ukázať, že nějaký problém, o ktorom sa už vie, že je NP-úplný, je poly­
nomiálně redukovatelný na daný problém. Skonštruovaním série polynomiálnych 
redukcií som ukázal, že váčšina klasických problémov ukladania, pokrývania, porovná-
vania, rozkladania, prepájania a plánovania, ktoré vznikajú v kombinatorickej opti-
malizácii, sú NP-úplné. Prezentoval som tieto výsledky v roku 1972 v článku nazvanom 
Reducibility among combinatorial problems (Redukovatelnosť medzi kombinatoric­
kými problémami). Moje prvé výsledky boli rýchlo zosilnené a rozšířené ďalšími odbor-
níkmi a počas niekolkých rokov bolo o stovkách rozličných problémov, objavujúcich 
sa vlastně v každej oblasti, kde sa niečo počítá, ukázané, že sú NP-úplné. 
Zvládnutie NP-úplnych problémov 
Za svoj výskům NP-úplných problémov som bol odměněný administratívnym 
miestom. Od roku 1973 do roku 1975 som viedol novovytvorené oddelenie computer 
science v Berkeley a pri týchto povinnostiach mi nezvyšovalo vela času na výskům. 
Výsledkom bolo, že som stál trochu v ústraní počas velmi aktívneho obdobia, kedy sa 
našlo vela príkladov NP-úplných problémov a urobili sa prvé pokusy odstrániť negativné 
dósledky NP-úplnosti. 
Výsledky o NP-úplnosti dokázané začiatkom 70. rokov ukázali, že ak P 4= NP, tak 
váčšina problémov kombinatorickej optimalizácie, ktorá sa objavuje v obchode, vede 
a inžinierstve, je prakticky nerealizovatelná: žiadna metoda na ich riešenie nemóže 
úplné obísť kombinatorickú explóziu. Ako potom zvládnuť takéto problémy v praxi? 
Jeden možný přístup vyplývá z toho, že často je dostatočne dobré takmer optimálně 
riešenie: obchodný cestujúci sa pravděpodobné uspokojí s cestou, ktorá bude o niekolko 
percent dlhšia ako optimálna. Využívajúc tento přístup začali odborníci hladať poly­
nomiálně algoritmy, ktoré by zaručovali takmer optimálně riešenia pre NP-úplné problé­
my kombinatorickej optimalizácie. Vo váčšine prípadov bola záruka úspěšnosti aproxi-
mačných algoritmov v tvare horného odhadu poměru ceny riešenia produkovaného 
algoritmom a ceny optimálneho riešenia. 
Niektoré z najzaujímavejších práč o aproximačných algoritmoch so zárukou úspěš­
nosti sa zaoberajú jednorozměrným problémom ukladania do poličiek. V tomto problé­
me třeba skupinu položiek rozličnej velkosti vložiť do poličiek, ktoré majú všetky rovna-
kú kapacitu. Cielom je minimalizovat' počet poličiek potřebných na uloženie za takého 
obmedzenia, že suma velkostí položiek uložených do lubovolnej poličky nepřekročí jej 
kapacitu. Séria článkov publikovaných v polovici 70. rokov o aproximačných algorit-
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moch pre ukladanie do poličiek vyvrcholila prácou Davida Johnsona, v ktorej analyzoval 
zostupný algoritmus prvého uloženia. V tomto jednoduchom algoritme sa položky 
uvažujú zostupne podlá velkosti a každá položka, ktorá je na radě, sa umiestni do prvej 
poličky, ktorá je schopná ju akceptovat'. V příklade na obr. 7 sú například štyri poličky, 
každá s kapacitou 10 a osem položiek s velkosťou od 2 do 8. Johnson ukázal, že táto 
jednoduchá metoda zaručuje relatívnu chybu najviac 2/9; inými slovami, počet potřeb­
ných poličiek bude najviac o 22 percent váčší ako počet poličiek v optimálnom riešení. 
Po niekolko rokov sa tieto výsledky stále zlepšovali a nakoniec sa ukázalo, že relatívnu 
chybu možno zmenšiť, nakolko len chceme, hoci polynomiálně algoritmy, ktoré sú 









Obr. 7. Uloženie vytvořené zostupným 
algoritmom prvého uloženia 
Výskům v oblasti polynomiálnych aproximačných algoritmov odhalil zaujímavé roz-
diely medzi NP-úplnými problémami kombinatorickej optimalizácie. Pre niektoré 
problémy možno relatívnu chybu zmenšiť, nakolko len chceme, pre ďalšie ju možno 
znížiť na určitú úroveň, ale zdá sa, že nie ďalej; ďalšie problémy odolávajú pokusom 
nájsť algoritmus s ohraničenou relativnou chybou a nakoniec sú určité problémy, pre 
ktoré by existencia polynomiálneho apr oximačného algoritmu s ohraničenou relativnou 
chybou implikovala rovnost' P = NP. 
Počas ročnej vedeckej dovolenky, ktorá následovala po období mójho administro-
vania, som začal premýšlať o priepasti medzi teóriou a praxou v oblasti kombinatorickej 
optimalizácie. Zo strany teorie boli správy neradostné. Takmer všetky problémy, ktoré 
bolo třeba riešiť, boli NP-úplné a vo váčšine prípadov polynom iálne aproximačné algo­
ritmy nemohli dať také záruky úspěšnosti, ktoré by sa dali použit' v praxi. Nadruhej 
straně bolo mnoho algoritmov, ktoré na prvý pohlaď dokonale fungovali v praxi, aj 
keď im chýbalo teoretické odóvodnenie. Například Lin a Kernighan vymysleli velmi 
úspešnú stratégiu lokálneho zlepšovania pre problém obchodného cestujúceho. Ich 
algoritmus jednoducho začal s nějakou náhodnou cestou a zlepšoval ju přidáváním 
a odoberaním niekoíkých spojení, kým nevytvořil cestu, ktorú už takýmito lokálnymi 
změnami nebolo možné zlepšiť. V speciálně vykonstruovaných prípadoch sa ich algo­
ritmus správal katastrofálné, ale v praktických prípadoch bolo možné veriť, že dává 
takmer optimálně riešenie. Podobná situácia vládla pri simplexovom algoritme, jednej 
z najdóležitejších výpočtových metod: spolahlivo riešil veTké problémy lineárneho pró-
gramovania, ktoré sa objevili pri aplikáciách, napriek tomu, že určité umělo vykonstruo­
vané případy bol nútený riešiť v exponenciálnom počte krokov. 
Zdalo sa, že úspěch takýchto neexaktných či „z prsta vycucaných" algoritmov bot 
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empirickým fenoménom, ktorý bolo třeba vysvětlit'. A zdalo sa tiež, že vysvetlenie tohto 
fenoménu bude nevyhnutné vyžadovať rozchod s tradičnými paradigmami teorie 
zložitosti, ktoré ohodnocujú algoritmus podlá jeho správania na najhoršom možnom 
vstupe, ktorý móže dostať. Tradičná analýza najhoršieho případu — dominantný směr 
v teorii zložitosti — zodpovedá scenáru, v ktorom sú případy problému, ktoré sa majú 
riešiť, vytvárané nějakým nekonečné inteligentným protivníkom, ktorý pozná strukturu 
algoritmu a vyberá vstupy, ktoré ho donútia k maximálnemu výkonu. Tento scenár vedie 
k závěru, že simplexová metoda a algoritmus Lina-Kernighana sú beznadějné chybné. 
Ja som začal presadzovať iný přístup, v ktorom sa předpokládá, že vstupy prichádzajú 
od užívatela, ktorý ich jednoducho vyberá podlá nějakého rozumného rozdelenia prav­
děpodobnosti a nesnaží sa ani mariť algoritmus, ani mu pomáhať. 
V roku 1975 som sa rozhodol zahryznúť do kyslého jablka a dať sa do výskumu 
pravdepodobnostnej analýzy kombinatorických algoritmov. Musím povedať, že toto 
rozhodnutie vyžadovalo určitú odvahu, pretože tento směr výskumu mal svojich 
odporcov, ktorý celkom správné dovodili, že neexistuje spósob, akým sa dá zistiť, aké 
vstupy sa budu predkladať algoritmu, a že najlepšou zárukou, ak vóbec možno nejakú 
dostať, je záruka najhoršieho případu. Napriek tomu som cítil, že v případe NP-úplných 
algoritmov by sme nedostali záruky najhoršieho případu, ktoré sme chceli, a že pravde-
podobnostný přístup je najlepší a možno jediný spósob, ako pochopiť, prečo heuristické 
kombinatorické algoritmy v praxi tak dobré fungujú. 
Pravdepodobnostná analýza začíná od předpokladu, že jednotlivé případy problému 
sa vytvárajú podlá určitého rozdelenia pravděpodobnosti. Například v případe obchod­
ného cestujúceho jeden možný předpoklad je, že lokalizácia n miest sa odvodzuje 
nezávisle z rovnoměrného rozdelenia nad jednotkovým štvofcom. Podlá předpokladu 
móžeme študovať rozdelenie pravděpodobnosti dížky optimálnej cesty alebo dížky 
cesty produkovanej určitým algoritmom. V ideálnom případe je cielom dokázať, že ně­
jaký jednoduchý algoritmus produkuje optimálně alebo takmer optimálně riešenie 
s vysokou pravděpodobnostem. Samozřejmé takýto výsledok má zmysel iba v tom pří­
pade, ak sa rozdelenie pravděpodobnosti jednotlivých prípadov problémov podobá 
prípadom, ktoré sa objavujú v reálnom živote, alebo ak je pravdepodobnostná analýza 
dostatočne robustná na to, aby bola pravdivá pre široký okruh rozdělení pravděpodob­
nosti. 
Medzi najúžasnejšie javy teorie pravděpodobnosti patria zákony velkých čísiel, ktoré 
nám hovoria, že kumulatívny efekt velkého počtu náhodných událostí je vysoko předví­
datelný, aj keď výsledky jednotlivých událostí sú vysoko nepředvídatelné. Móžeme iste 
například predvídať, že v dlhej sérii hodov obyčajnou mincou bude přibližné polovica 
výsledkov hlava. Pravdepodobnostná analýza odhalila, že podobný jav riadi správanie 
mnohých algoritmov kombinatorickej optimalizácie, ak sa ich vstupné údaje vyberajú 
podlá jednoduchého rozdelenia pravděpodobnosti: beh algoritmu sa s velkou pravdě­
podobnostem vyvíja vysoko předvídatelným spósobom a vytvořené riešenie je takmer 
optimálně. Článok od Beardwooda, Haltona a Hammersleyho z roku 1960 například 
ukázal, že ak sa n miest v probléme obchodného cestujúceho vyberá nezávisle podlá 
rovnoměrného rozdelenia z jednotkového štvorca, potom, ak n je velmi velké, je dížka 
optimálnej cesty takmer určité velmi blízko určitej absolútnej konstantě krát druhá 
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odmocnina počtu miest. Motivovaný ich výsledkom som ukázal, že ak počet miest bude 
extrémně velký, bude jednoduchý algoritmus rozdeluj-a-panuj takmer určité produ­
kovat cestu, ktorej dížka je velmi blízka dížke optimálnej cesty (pozři obr. 8). Algoritmus 
začíná rozdělováním oblasti, kde ležia mestá na obdížniky, z ktorých každý obsahuje 
malý počet miest. Potom vytvára optimálnu cestu cez mestá v každom obdížniku. 
Zjednotenie týchto malých ciest presne připomíná celkovú cestu obchodného cestujúce-
ho, ale odlišuje sa od nej extra návštěvami tých miest, ktoré ležia na okraji obdížnikov. 
Nakoniec algoritmus vykonává určitý druh lokálnej chirurgie na odstránenie týchto 
redundanci! a na vytvorenie výslednej cesty. 
Možno citovaf mnohé ďalšie příklady, v ktorých jednoduché aproximačně algoritmy 
skoro určité dávajú takmer optimálně riešenie pre náhodné velké případy NP-úplných 
optimalizačných problémov. Například moja studentka Sally Floyd vychádzajúc zo 
skorších práč o poličkovom ukládaní od Bentleyho, Johnsona, Leightona, McGeocha 








Obr. 8. Algoritmus rozderuj-a-panuj pre problém obchodného cestujúceho v rovině 
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rovnoměrného rozdelenia nad intervalom [0,1/2], potom zostupný algoritmus prvého 
uloženia skoro určité, nezávisle od toho, kolko je položiek, vytvoří uloženie s menej ako 
10 poličkami nevyužitého priestoru. 
Jedným z najpozoruhodnejších použití pravdepodobnostnej analýzy bolo jej použitie 
na problém lineárneho programovania. Geometricky sa tento problém blíži k nájdeniu 
vrcholov mnohostěnu čo najbližšie k určitej externej nadrovine. Algebraicky je ekvi-
valentný minimalizácii lineárnej funkcie s ohladom na obmedzenia v tvare lineárnych 
nerovností. Lineárna funkcia meria vzdialenosť ku nadrovine a ohraničenia lineárnych 
nerovností zodpovedajú nadrovinám, ktoré ohraničujú mnohostěn. 
Simplexový algoritmus pre problém lineárneho programovania je metoda postupu 
smerom do vrchu. Opakované sa posúva od vrcholu k susednému vrcholu, stále sa 
približujúc bližšie k externej nadrovine. Algoritmus skončí vtedy, keď sa dostane do 
vrcholu, ktorý je bližšie ku tejto nadrovine ako ktorýkolvek susedný vrchol; je zaručené, 
že taký vrchol je optimálnym riešením. V najhoršom případe vyžaduje simplexový 
algoritmus tolko iterácií, že ich počet rastie exponenciálně s počtom lineárnych nerov­
ností potřebných na opísanie mnohostěnu, ale v praxi je počet iterácií zriedkakedy 
váčší ako troj- alebo štvornásobok počtu lineárnych nerovností. 
Karl-Heinz Borgwart z NSR a Steve Smale z Berkeley boli prvými odborníkmi, ktorí 
použili pravdepodobnostnú analýzu na vysvětleme bezdóvodného úspěchu simplexo-
vého algoritmu a jeho variantov. Ich analýza závisela na ohodnotení určitých viacroz-
merných integrálov. S mojou ohraničenou přípravou v matematickej analýze sa mi ich 
metody zdali nepreniknutelné. Našťastie jeden z mojich kolegov v Berkeley, Han Adler, 
navrhol přístup, ktorý sluboval uskutočnenie pravdepodobnostnej analýzy vlastně bez 
výpočtov: použili by sa určité principy symetrie na vykonanie požadovaného priemero-
vania a z toho magicky vzíde odpověď. 
Pokračujúc v tejto linii výskumu ukázali sme v roku 1983 Adler, Ron Shamir a ja, že 
pri rozumné širokej množině pravdepodobnostných predpokladov rastie očakávaný 
počet iterácií vykonávaných určitou verziou simplexového algoritmu s druhou mocninou 
počtu lineárnych nerovností. Rovnaký výsledok získal Michael Todd cez viacrozmerné 
integrály a tiež Adler a Nimrod Meggido. Verím tomu, že tieto výsledky značné prispejú 
k chápaniu toho, prečo simplexová metoda funguje tak dobré. 
Pravdepodobnostná analýza kombinatorických optimalizačných algoritmov bola 
hlavnou témou v mojom výskume viac ako desafročie. V roku 1975, keď som sa prvý raz 
dal na tento směr výskumu, bolo velmi málo príkladov na tento typ analýzy. Teraz sú 
jej věnované stovky článkov a všetky klasické problémy kombinatorickej optimalizácie 
boli podrobené pravdepodobnostnej analýze. Výsledky nám značné pomáhajú poro-
zumieť, do akej miery možno tieto problémy využiť v praxi. Napriek tomu považujem 
tento pokus iba za čiastočne úspěšný. Pretože sme limitovaní našimi technikami, pokra­
čujeme v práci s najjednoduchšími pravdepodobnostnými modelmi a aj vtedy sú mnohé 
z najzaujímavejších a najúspešnejších algoritmov mimo rámca nasej analýzy. Keď je 
všetko povedané a urobené, návrh praktických kombinatorických optimalizačných 
algoritmov zostáva viac uměním, ako by bol vedou. 
Pokroky matematiky, fyziky a astronomie, ročník 34 (1989), č. 6 327 
Náhodné algoritmy 
Algoritmy, ktoré móžu hádzať mincou v priebehu svojho výpočtu, sa navrhovali 
z času na čas už od počiatkov počítačov, ale systematické studium takýchto náhodných 
algoritmov začalo až okolo roku 1976. Záujem o tieto otázky bol podnietený dvoma 
prekvapivo efektívnymi náhodnými algoritmami na těstovanie, či číslo n je prvočíslo: 
jeden z týchto algoritmov navrhli Splovay a Volker Strassen a druhý Rabin. Následný 
Rabinov článok obsahoval ďalšie příklady a motiváciu pre systematické studium ná­
hodných algoritmov a doktorská práca Johna Gilla pod vedením mójho kolegu Bluma 
položila základy všeobecnej teorie náhodných algoritmov. 
Aby sme pochopili výhody hádzania mincou, vraťme sa znovu ku scenáru spojenému 
s analýzou najhoršieho případu, v ktorom vševedúci protivník vyberá také případy, 
ktoré preveria daný algoritmus čo najprísnejšie. Náhodnost' sposobí, že správanie algo­
ritmu je nepředvídatelné, aj keď ide o fixovaný případ, a to móže urobiť ťažkým, ak nie 
úplné nemožným pre súpera vybrať taký případ problému, ktorý by pravděpodobné 
spósobil ťažkosti. Tu je užitočná analógia s futbalom, v ktorej algoritmus zodpovedá 
ofenzívnemu tímu a super defenzívnemu. Deterministický algoritmus je ako tím, ktorého 
herny plán je úplné předvídatelný, čím dovoluje druhému tímu dopředu si pripraviť 
obranné varianty. Ako každý obranca vie, trocha obměny v obrannom pláne je nevy­
hnutná na to, aby si defenzívny tím zachoval česť. 
Ako konkrétnu ilustráciu výhod hádzania mincou uvediem jednoduchý náhodný 
algoritmus porovnania vzoru, ktorý sme vymysleli Rabin a ja v roku 1980. Algoritmus 
porovnania vzoru je fundamentálnym problémom v spracovaní textu. Ak je daný 
n-bitový reťazec zvaný vzor a omnoho dlhší reťazec bitov nazývaný text, problém je 
určiť, či sa vzor nachádza ako súvislý blok v texte (obr. 9). Metoda hruběj sily na riešenie 
tohto problému je porovnávať vzor priamo s každým n-bitovým blokom v texte. V naj-
horšom případe je čas výpočtu pri tejto metodě úměrný súčinu dížky vzoru a dížky textu. 
V mnohých aplikáciách spracovania textu je táto metoda neakceptovatelné pomalá, 
ak vzor nie je velmi krátký. 
Vzor i lOOi 
Obr. 9. Problém porovnania vzoru 
Text Ol lOi l lOl | l lOOl | o o 
Naša metoda obchádza tieto ťažkosti jednoduchým hašovacím irikom. Definujeme 
„odtlačkovú funkciu", ktorá přiřadí každému reťazcu n bitov omnoho kratší reťazec 
zvaný odtlačok. Odtlačková funkcia je vybraná tak, že je možné prechádzať cez text 
a rýchlo počítať odtlačok každého bloku dlhého n bitov. Potom namiesto porovnávania 
každého vzoru s každým takým blokom textu, porovnáváme odtlačok vzoru s odtlač-
kom každého takého bloku. Ak sa odtlačok vzoru líši od odtlačku každého bloku, 
potom vieme, že sa vzor ako blok nenachádza v texte. 
Metoda porovnávania krátkých odtlačkov namiesto dlhých reťazcov podstatné redu­
kuje čas výpočtu, ale obsahuje možnosť chybných porovnaní, ak určitý blok textu má 
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rovnaký odtlačok ako vzor napriek tomu, že vzor a blok textu nie sú rovnaké. Chybné 
porovnania sú vážný problém: pre každú jednotlivú volbu odtlačkovej funkcie skutočne 
móže protivník skonštruovať taký příklad vzoru a textu, že chybné porovnanie sa objaví 
v každej pozícii textu. Preto je potřebná ešte nějaká rezervná metoda na obranu proti 
chybným porovnaniam a výhody odtlačkovej metody sa zdajú stratené. 
Našťastie výhody tejto metody možno obnoviťcez náhodnosť. Namiesto práce s jednou 
odtlačkovou funkciou má náhodná metoda k dispozícii velkú skupinu rozličných lahko 
vypočítatelných odtlačkových funkcií. Ak je zadaný případ problému, pozostávajúci 
zo vzoru a textu, algoritmus náhodné vyberie odtlačkovú funkciu z tejto velkej skupiny 
a použije tuto funkciu na testovanie zhody medzi vzorom a textom. Pretože odtlačková 
funkcia nie je známa dopředu, je nemožné pre protivníka skonštruovať případ problému, 
ktorý by pravděpodobné viedol ku chybným porovnaniam; je možné ukázať, že pravdě­
podobnost' chybného porovnania bez ohladu na to, ako sa vyberá vzor a text, je velmi 
malá. Například, ak vzor má 250 bitov a text 4000 bitov, móžeme pracovať s 32 bitovými 
jednoducho vypočítatelnými odtlačkami; a stále je zaručené, že pravděpodobnost' 
chybného porovnania je menšia ako jedna tisícina v každom možnom případe. V mno­
hých systémoch spracovania textu je táto pravdepodobnostná záruka dostatočne dobrá, 
aby eliminovala potřebu rezervnej procedury a náš přístup tak výhody znovu získal. 
Náhodné algoritmy a pravdepodobnostná analýza sú dva kontrastujúce spósoby, ako 
sa odchýliť od analýzy najhoršieho případu v deterministických algoritmoch. V prvom 
případe je náhodnosť zabudovaná priamo do fungovania algoritmu a v druhom případe 
sa předpokládá prítomnosť náhodnosti pri výběre případu problému. Přístup založený 
na náhodných algoritmoch je přitažlivější z týchto dvoch, pretože sa vyhýbá predpokla-
dom o prostředí, v ktorom sa algoritmus bude používať. Avšak náhodné algoritmy ešte 
nedokázali svoju efektívnosť v boji proti kombinatorickej explózii NP-úplných problé-
mov, a tak sa zdá, že sa budu používať oba tieto přístupy. 
Závěr 
To ma priviedlo na koniec mójho rozprávania. Rád by som ho uzavřel krátkou po­
známkou o tom, čo sa pravděpodobné robí v teoretickej informatike dnes. Vždy, keď 
sa zúčastňujem pravidelného sympózia ACM Theory of Computing alebo navštevujem 
Bay Area Theory Seminář alebo vyjdem na vrch za berkeleyským komplexom do Mathe-
matical Sciences Research Institute, kde sa koná ročný kurz vo výpočtovej zložitosti, som 
unesený významom práce, ktorá sa vykonala v tejto oblasti. Som hrdý na to, že súvisím 
s oblasfou výskumu, v ktorej sa robí taká vynikajúca práca, a potěšený, že som v posta­
vení, kedy z času na čas pomóžem mimoriadne talentovaným mladým odborníkom orien­
tovat' sa v tejto oblasti. Ďakujem vám, že som mal možnost vystúpiť ako zástupca 
tejto oblasti pri dnešnej příležitosti. 
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Skladanie zložitosti 
(Doslov od Karen A. Frenkela) 
Na ilustráciu „značnej sirky, v akej pósobí teória zložitosti prostriedkami analogický­
mi ako teória výpočtov" vytvořil Richard Karp tuto konceptuálnu mapu alebo skládač­
ku. Na položenie skládačky do roviny použil „algoritmus grafovej planarity". Vzdiale-
nejšie miesta nemusia na prvý pohlad súvisieť, „ale nakoniec ich teória NP-úplnosti 





Pravá horná časť skládačky obsahuje pojmy súvisiace s kombinatorickou explóziou 
a pojmom „dobrého" alebo „efektívneho" algoritmu. Naopak, „zložitosť" spája tieto 
pojmy s hornou lávou časťou, ktorá reprezentuje úsilie prvých výpočtových teoretikov. 
Problém obchodného cestujúceho je bližšie k pravému hornému rohu, pretože je 
pravděpodobné prakticky neriešitelný. Preto je na hranici medzi „NP-úplnosťou" 
a „kombinatorickou explóziou". 
Avšak určité hranice sa stierajú. Například „lineárně programovanie" má anomálny 
status — najširšie používané algoritmy na riešenie tohto problému nie sú dobré z teore-
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tického híadiska a tie, ktoré sú dobré z teoretického hradiska, často nie sú dobré v praxi. 
Jedným príkladom je metoda elipsoidov, ktorá přitahovala tolko pozornosti před šiestimi 
rokmi. Běží v polynomiálnom čase, ale polynom je takého vysokého stupňa, že metoda sa 
ukázala dobrá v technickom zmysle, ale v praxi neefektívna. „Příčinou je to, že náš pojem 
algoritmu s polynomiálnym časom nezachytáva exaktně pojem intuitivné efektívneho al­
goritmu", vysvětluje Karp. „Keď sa dostanete na n5 alebo n6, je ťažké pripustiť, že je to 
skutočne efektivně. Takže Edmondsov pojem dobrého algoritmu nie je dosť ideálny for-
málny proťajšok dobrého v intuitívnom zmysle. Ďalej, simplexový algoritmus je dobrý 
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v každom praktickom zmysle," hovoří Karp, „ale nie je dobrý vzhladom na štandardnú 
paradigmu teorie zložitosti. Najnovší výsledok v riešení problému lineárneho programo-
vania je algoritmus od Narendru Karmarkara, o ktorom si niektorí myslia, že zdokona­
luje simplexový algoritmus, a ktorý je dobrý v technickom zmysle a vyzerá, že bude efek-
tívny vpraxi." 
Oblasť „dobrý algoritmus" susedí s „heuristikami", pretože heuristické algoritmy 
móžu pracovať dobré, ale chyba im teoretické odóvodnenie. Niektoré heuristické algo­
ritmy sú vždy rychle, ale niekedy nedávajú dobré riešenie. Iné vždy dávajú optimálně 
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riešenie, ale nie je zaručené, že sú rychle. Simplexový algoritmus je druhého typu. 
„Nerozhodnutelnosť", „kombinatorická explózia" a „zložitosť" sú v jednej rovině, 
pretože sú navzájom analogické; nerozhodnutelnosť obsahuje neohraničené preMa-
dávanie, kým kombinatorické explózie sú podlá definície velmi dlhé, ale nie neohrani­
čené hladania. Teória zložitosti prepája tú medzeru, pretože namiesto pýtania sa, či je 
problém vóbec riešitelný, kladie otázky o zdrojoch potřebných na jeho riešenie. 
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Lává dolná oblasť obsahuje oblasti, ktorými sa Karp v súčasnosti najviac zaoberá 
a ktoré obsahujú otvorené otázky. „Náhodný algoritmus" je například situovaný proti 
„pravdepodobnostnej analýze", pretože oba sú alternativami analýzy najhoršieho pří­
padu pri deterministických algoritmoch. Náhodné algoritmy móžu byť schopné riešiť 
v polynomiálnom čase také problémy, ktoré deterministické algoritmy nemóžu a mohli 
by znamenať rozšírenie pojmu dobrého algoritmu. Asi cez návrh programového vyba-
venia s využitím paralelizmu pre zariadenia nie von neumannovského typu sa algoritmy 
móžu stať efektivnějšími v praxi. Nakoniec niektoré časti skládačky nie sú ešte defi­
nované. „Zodpovedajú neznámej oblasti, ktorú bude třeba preskúmať v budúcnosti," 
hovoří Karp. 
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Netradiční pohled 
na Lorentzovu transformaci 
Jan Novotný, Brno 
1. Úvod 
Třebaže je speciální teorie relativity známa a rozvíjena již přes tři čtvrtě století a má 
stále bohatší a přesnější experimentální podklad [1], přece se její postuláty i některé 
důsledky stávají čas od času předmětem pochybností a námitek, které někdy proniknou 
i na stránky fyzikálních časopisů. Jejich hlavním zdrojem je patrně hluboká zakořeněnost 
klasického (tj. předrelativistického) pohledu, který je v nás stále znovu utvrzován běžnou 
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