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1. Introduction
In this paper we study the problem of two-variable rational interpolation. Given triples of complex
numbers (si, tj;φij), we seek rational functionsφ(s, t), in the variables s and t, such thatφ(si, tj) = φij ,
for all i, j. For an overviewof existing results in two-variable,mostly polynomial, interpolationwe refer
to [21].
Onekeyquestion in this regardconcerns the complexity (degree) of thepossible interpolants (defined
as thepair (n,m),wheren (m) is themaximumbetween thedegreesof thenumerator anddenominator
in s (t), respectively). We seek namely interpolants of smallest complexity.
In the single-variable case this problem has been addressed by using a number of different ap-
proaches. One of them, the Loewner matrix approach, has been developed in a series of papers [1,3,4]
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andmore recently in [19,15,17,16]. Thepurposeof this contribution is to generalize the Loewnermatrix
approach to the two-variable case.
Loewner matrices are based on Lagrange bases of polynomials. After their introduction, we first
prove the result which justifies their use. It is namely shown that the rank of this matrix encodes
the information concerning the minimal complexity (n,m) of the underlying two-variable rational
function. It follows then, that the null space of the Loewner matrix yields the necessary information
for constructing minimal order interpolants in descriptor form.
One important issue is the complexity involved in determining interpolants. It turns out that for
a degree (n,m) rational function, the corresponding Loewner matrix must be of dimension at least
(n+ 1)(m+ 1); thus the complexity of computing elements of its null space is of the orderO(n3m3).
This issue is addressed by showing that the problem has additional structure. It is shown namely, that
it can be reduced to the computation of the null spaces of m matrices of order n and one of order
m, or vice versa. Therefore the complexity is reduced to O(mn3 + m3) or O(nm3 + n3). This aspect
of the theory is also important for the applicability of the Loewner approach to the interpolation of
multivariate functions depending on more than two-variables.
The reason for our interest in this problem is that in a more general context, rational interpolation
of multivariate functions plays a central role in model reduction of linear systems which depend on
parameters (such as material properties, geometric characteristics or varying boundary conditions).
The preservation of these parameters as symbolic variables in the reduced models leads to parame-
trized model reduction. The present work constitutes the first step towards a systematic treatment of
parametrized model reduction in the Loewner matrix framework. This however will not be further
addressed in the sequel. Instead only the recovery of rational functions from exact data will be of
interest.
The paper is structured as follows. In Section 2 our main tool, the Loewner matrix, is introduced
by means of Lagrange bases of spaces of polynomials. In particular, after a brief overview of the
single-variable case, the two-variable extension is developed. It is then shown that the null space
of an appropriately defined Loewner matrix contains all the information necessary for constructing
minimal-degree interpolants from its samples. It is also shown that the computations involved in the
two-variable case canbe reduced to (multiple) one-variable computations. Section3 is dedicated to the
presentation of generalized state-space realizations of these interpolants. The problem of minimality
of realizations in the two-variable case being open, we show how to obtain instead, low dimensional
realizations which are valid for general rational functions (including polynomials). Up to this point
it has been assumed that the interpolation points are distinct. Section 4 is dedicated to two-variable
interpolation with multiplicities. Particular attention is paid to the case when all data is provided at
the origin (which is equivalent to partial realization). Several examples are presented which illustrate
the theory developed; for instance in Section 3.3, a simple circuit depending on one parameter is
investigated. Section 5 presents a brief historical perspective on the Loewner matrix and the related
barycentric interpolation. Finally some of the proofs are collected in Appendix 6.
2. Lagrange bases and Loewner matrices
In this sectionwe introduce the Loewnermatrix, which is ourmain tool for addressing the problem
at hand. This is closely related to the so-called Lagrange bases of polynomials. Before discussing the
case of two-variable rational functions, we briefly review the single-variable case.
2.1. The single-variable case
We will denote by Pn the space of all polynomials (in the indeterminate s) which have degree at
most n. The dimension of this space is n + 1 and the monomial basis consists of the monomials si,
i = 0, 1, . . . , n. Given the set of complex numbers λi, i = 1, . . . , n+ 1, which are assumed mutually
distinct: λi = λj , i = j, the set of polynomials
qi(s) := i′ =i (s − λi′), i = 1, . . . , n + 1,
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constitutes a basis for Pn, and will be referred to as a Lagrange basis. For given constants αi, the
polynomial
p(s) :=
n+1∑
i=1
αi
qi(s)
qi(λi)
satisfies the interpolation conditions p(λi) = αi, i = 1, . . . , n + 1. It is referred to as the Lagrange
polynomial of the array of data (λi, αi), i = 1, . . . , n + 1. Furthermore, it is the unique polynomial in
Pn which satisfies these n + 1 interpolation conditions.
Next, given a second set of constants βi, i = 1, . . . , n + 1, we define the rational function
g(s) =
∑n+1
i=1 βi qi(s)∑n+1
i=1 αi qi(s)
. (1)
Assuming that αi = 0, i = 1, . . . , n + 1, the following interpolation conditions hold:
g(λi) = βi
αi
=: wi.
The above expression can be written as:
g(s) =
∑n+1
i=1 αiwis−λi∑n+1
i=1 αis−λi
, (2)
and is referred to as the barycentric interpolation formula; for details see [6] as well as Section 5.
It readily follows that g satisfies the equation
n+1∑
i=1
αi
g − wi
s − λi = 0, αi = 0. (3)
Consequently the parameters αi, which are up to this point free, can be specified so that g satisfies
additional interpolation conditions. Let these be
g(μj) = vj, j = 1, . . . , r, (4)
where (μj, vj), are given pairs of complex numbers; it is assumed for simplicity that theμj are distinct
among themselves and not equal to anyλi. Substituting (4) in Eq. (3)we obtain the following condition
for the αi:
Lc = 0, where L =
⎡⎢⎢⎢⎢⎣
v1−w1
μ1−λ1 · · ·
v1−wn+1
μ1−λn+1
...
. . .
...
vr−w1
μr−λ1 · · ·
vr−wn+1
μr−λn+1
⎤⎥⎥⎥⎥⎦ ∈ Cr×(n+1), c =
⎡⎢⎢⎢⎢⎣
α1,
...
αn+1
⎤⎥⎥⎥⎥⎦ ∈ Cn+1. (5)
The matrixL is referred to as the Loewner matrix associated with the row array (μj, vj), j = 1, . . . , r,
and the column array (λi,wi), i = 1, . . . , n + 1. It readily follows that g defined above, satisfies the
additional interpolation constraints if c is in the right kernel of L (and in addition αi = 0).
The Loewner matrix turns out to be a basic tool for the study of rational interpolation. The cor-
responding theory has been developed in a series of papers [3,4,1,19,2,15]. We will next summarize
some of these results which will be useful in the sequel for our extension to the two-variable case. The
presentation is along the lines of the second reference.
Properties of the Loewner matrix
There is a bijective correspondence between rational functions and Loewner matrices.
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Recall that the complexity or (McMillan) degree of a rational function is defined as the maximum
between the degrees of the numerator and denominator. The first result asserts that the rank of the
Loewnermatrix encodes thecomplexity (McMillandegree)of theassociated rational function. Towards
this goal we define the array
P = {(xi, yi) : xi, yi ∈ C, i = 1, . . . ,N}.
This array is partitioned in a column array Pc and in a row array Pr , where
Pc = {(λi,wi) : i = 1, . . . , k}, Pr = {(μi, vi) : i = 1, . . . , p}.
It is assumed that these two arrays are disjoint and P = Pc ∪ Pr . To such a partitioning we associate a
p × k Loewner matrix whose (i, j)th entry is (L)i,j = vi−wjμi−λj , i = 1, . . . , p, j = 1, . . . , k.
Proposition 2.1 [18,5]. Given the rational function g and the array of points P, where yi = g(xi), letL be
a p × k Loewner matrix for some partitioning Pc, Pr of P. If p, k  deg g, it follows that rankL = deg g.
Consequently, every square Loewner matrix of size deg g, as constructed above, is non-singular.
To state the converse, we need the definition of the rank of an array P:
rank P := max
L
[rankL] =: q, (6)
where the maximum is taken over all possible Loewner matrices which can be built from P. It follows
that the rank of all Loewner matrices which have at least q rows and columns is equal to q. Assuming
that 2q < N, let c = [c1, . . . , cq+1]∗, 1 be such that Lc = 0, for any L of size q × (q + 1). In this
case we can attach to L a rational function g by means of the formula
q+1∑
i=1
ci
g − wi
s − λi = 0.
The main result in this context (see [3,4]) is as follows.
Proposition 2.2 [3]. Given an array P of N points, let rank P = q. If 2q < N, and all square Loewner
matrices of size q which can be formed are non-singular, there is a unique interpolant of McMillan degree
q constructed as above. Otherwise there is an N − 2q parameter family of minimal interpolants of degree
N − q.
2.2. The two-variable case
Let Pn,m denote the space of all polynomials in two indeterminates, say s and t, such that their
degree with respect to s is at most n and the degree with respect to t is at mostm. Themonomial basis
in this case consists of all products of the form sitj , i = 0, 1, . . . , n, j = 0, 1, . . . ,m. It follows that
Pn,m is a linear space of dimension (n + 1)(m + 1). This basis can also be considered as resulting by
means of the Kronecker product of the monomial bases of Pn in s and of Pm in t.
To define a Lagrange basis, we will consider distinct (for simplicity) complex numbers λi, i =
1, . . . , n + 1, and (distinct) complex numbers πj , j = 1, . . . ,m + 1. The associated Lagrange basis is
defined by means of the polynomials
qi,j(s, t) :=
∏
i′ =i
(s − λi′)
∏
j′ =j
(t − πj′), i = 1, . . . , n + 1, j = 1, . . . ,m + 1. (7)
1 In the sequel, (·)∗ will denote transposition for matrices (·) with real coefficients and complex conjugation followed by trans-
position for matrices (·) with complex coefficients.
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For arbitrary complex numbers αi,j , the two-variable polynomial
p(s, t) :=
n+1∑
i=1
m+1∑
j=1
αi,j
qi,j(s, t)
qi,j(λi, πj)
(8)
satisfies the interpolation conditions
p(λi, πj) = αi,j, i = 1, . . . , n + 1, j = 1, . . . ,m + 1, (9)
and in analogywith the single-variable case,will be referred to as the two-variable Lagrange polynomial
associated with the array of data (λi, πj;αi,j).
Proposition 2.3. The Lagrange polynomial defined by (8) is the unique polynomial in Pn,m which satisfies
the interpolation conditions (9).
Proof. Every pˆ belonging to Pn,m can be expressed as a linear combination of the elements of the
Lagrange basis, namely pˆ=∑n+1i=1 ∑m+1j=1 αˆi,j qi,j(s, t), for some αˆi,j ∈ C. If pˆ(λi, πj) = αi,j , it readily
follows that αˆi,j = αi,jqi,j(λi,πj) , and hence pˆ = p. 
Next, given a second set of constants βi,j , we define a two-variable rational function in terms of the
Lagrange polynomials:
g(s, t) =
∑n+1
i=1
∑m+1
j=1 βi,j qi,j(s, t)∑n+1
i=1
∑m+1
j=1 αi,j qi,j(s, t)
. (10)
Assuming that αi,j = 0, for all i, j, the following interpolation conditions hold:
g(λi, πj) = βi,j
αi,j
=: wi,j.
Therefore g can be written as:
g(s, t) =
∑n+1
i=1
∑m+1
j=1
αi,jwi,j
(s−λi)(t−πj)∑n+1
i=1
∑m+1
j=1
αi,j
(s−λi)(t−πj)
. (11)
In analogy to the single-variable case (2), we call (11) the two-variable barycentric interpolation formula.
It readily follows that g satisfies the equation
n+1∑
i=1
m+1∑
j=1
αi,j
g − wi,j
(s − λi)(t − πj) = 0, αi,j = 0. (12)
As in the single-variable case, the parameters αi,j can be determined so that g satisfies additional
interpolation conditions. Let these be
g(μi, νj) = vi,j, i = 1, . . . , p + 1, j = 1, . . . , r + 1, (13)
where (μi, νj; vi,j), are given triples of complex numbers; it is assumed for simplicity that the μj are
distinct and not equal to any λi; similarly all νj are distinct and not equal to any πi.
In the sequel we will use the notation:

k,l
i,j =
vk,l − wi,j
(μk − λi)(νl − πj) .
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Substituting (13) in Eq. (12) we obtain the condition Lc = 0, for the coefficients αi,j , where
L=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1,1
1,1 · · · 1,11,m+1 1,12,1 · · · 1,12,m+1 · · · 1,1n+1,1 · · · 1,1n+1,m+1
...
...
...
...
...
...

1,r+1
1,1 · · · 1,r+11,m+1 1,r+12,1 · · · 1,r+12,m+1 · · · 1,r+1n+1,1 · · · 1,r+1n+1,m+1
...
...
...
...
...
...

p+1,1
1,1 · · · p+1,11,m+1 p+1,12,1 · · · p+1,12,m+1 · · · p+1,1n+1,1 · · · p+1,1n+1,m+1
...
...
...
...
...
...

p+1,r+1
1,1 · · · p+1,r+11,m+1 p+1,r+12,1 · · · p+1,r+12,m+1 · · · p+1,r+1n+1,1 · · · p+1,r+1n+1,m+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, c=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1,1
...
α1,m+1
α2,1
...
α2,m+1
...
αn+1,1
...
αn+1,m+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(14)
Let also the following two arrays be defined:
Pc := {(λi, πj;wi,j) : i = 1, . . . , n′, j = 1, . . . ,m′}
Pr := {(μk, νl; vk,l) : k = 1, . . . , p′, l = 1, . . . , r′}
⎫⎬⎭ (15)
for some positive integers n′,m′, p′, r′ ∈ N. The matrix L defined above is the two-variable Loewner
matrix associated with the column and row index sets (15), where
n′ = n + 1, m′ = m + 1, p′ = p + 1 and r′ = r + 1.
Its dimension is p′r′ × n′m′.
Consequently g defined above, satisfies the additional interpolation constraints if the vector c, of
dimension n′m′, is in the right kernel of L. Two-variable Loewner matrices are illustrated in Example
2.2, as well as in the circuit example in Section 3.3.
2.2.1. Structure of two-variable Loewner matrices
In the sequel some single-variable Loewner matrices will be of interest. They are defined bymeans
of the following single-variable arrays:
P
(πj)
c := {(λi;wi,j) : i = 1, . . . , n′}, j = 1, . . . ,m′,
P
(λi)
r := {(πj;wi,j) : j = 1, . . . ,m′}, i = 1, . . . , n′
(16)
and
P
(πj)
r := {(μi;wn′+i,j) : i = 1, . . . , p′}, j = 1, . . . , r′, wherewn′+i,j = g(μi, πj),
P
(λi)
c := {(νj;wi,m′+j) : j = 1, . . . , r′}, i = 1, . . . , p′, wherewi,m′+j = g(λi, νj).
(17)
The arrays P
(πj)
c and P
(πj)
r , are obtained by samplingg for constant values of the second variable, namely
t = πj , while P(λi)r , P(λi)c , are obtained by sampling g for constant values of the first variable: s = λi.
It should be noted that the latter two arrays are defined in terms of the points μi, νj , assumed for
simplicity distinct among themselves and from the λi,μj . As a consequence, while the former single-
variable arrays are subsets of their two-variable counterpart: P
(πj)
c , P
(λi)
r ⊂ Pc , this is not the case for
the latter two arrays. These arrays are illustrated in Remark 2.2.
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The single variable Loewner matrices associated with the above column and row arrays will be
denoted by Lπj and Lλi , respectively. Finally, the entries of c will be arranged as follows:
A :=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1,1 α1,2 · · · α1,m+1
α2,1 α2,2 · · · α2,m+1
...
...
. . .
...
αn+1,1 αn+1,2 · · · αn+1,m+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, c(i) := A(i, :), c(j) := A(:, j). (18)
Thus c = vecA, where vec denotes the vectorization of a matrix obtained by stacking its rows into a
column vector.
Themain property of two-variable Loewner matrices is given next.
Main Lemma 2.1. Given is a two-variable rational function g of complexity (n,m). Let the arrays (15) be
defined by means of its samples, and assume that n′  n+ 1 and m′  m+ 1. Furthermore, consider the
LoewnermatricesL,Lπj ,Lλi , as defined above, with c, cπj , cλi satisfyingLc = 0,Lπjcπj = 0,Lλicλi = 0,
respectively.
(a) The rank of the Loewner matrix L is:
rankL = n′m′ − (n′ − n)(m′ − m). (19)
(b) Recall Definition (18) of c(j) and c
(i). The entries of c, cπj , and cλi are related as follows: cπj = γ c(j),
cλj = δc(j), for some constants γ , δ.
Remark 2.1
(a) According to Proposition 2.2, in the single-variable case the rank of the Loewner matrix is:
rank L = n, in other words, it is independent of the number of measurements (interpolation
data). In the two-variable case however this is no longer true. Instead, expression (19) holds.
(b) A consequence of the above considerations is that in order for the Loewner matrix to reveal the
minimal complexity of interpolants, the column array must have the form given in (15). This
means that for each fixed si, (tj), there must be enough measurements, in order to be able to
identify the single-variable functions g(si, t), (g(s, tj)), respectively. 
Proof.
(a) According to Proposition 2.2, in the single-variable case, the dimension of the null space of the
associated Loewnermatrix isn′−n. This canbe considered as the special case of the two-variable
generalization wherem = 0,m′ = 1.
Thus ifm′ = m+ 1, the null space ofLλi has dimension one (for generic choices of λi), while
that of each Lπj has dimension n
′ − n. Therefore the dimension of kerL is n′ − n. Similarly,
if n′ = n + 1 and m′ > 1, kerL has dimension m′ − m. Combining these two facts it readily
follows that in the general case n′ > n,m′ > m, the dimension of kerL is (n′ − n)(m′ −m), as
claimed by (19).
(b) Consider g(s, t) and the single-variable rational function gπj(s) := g(s, πj), obtained by setting
t = πj . The denominators of these two functions expressed in the Lagrange bases defined by
2896 A.C. Antoulas et al. / Linear Algebra and its Applications 436 (2012) 2889–2915
the arrays Pc and P
(πj)
c , respectively, are
d(s, t) =
n+1∑
i=1
m+1∑
j=1
αi,j
∏
i′ =i
(s − λi′)
∏
j′ =j
(t − πj′), dπj(s) =
n+1∑
i=1
α˜i
∏
i′ =i
(s − λ′i).
Recall that by constructionLπjcπj = 0, where c˜i = α˜i. Evaluating the first expression at t = πj ,
we obtain
d(s, πj) = θj
n+1∑
i=1
αi,j
∏
i′ =i
(s − λi′) where θj :=
∏
j′ =j
(πj − πj′).
Therefore since θjc(j) = c˜, there holdsLπjc(j) = 0; this holds for all j. A similar argument shows
that the remaining relationships hold, i.e. Lλic
(i) = 0, for all i. 
The above analysis shows that each rational function associated to L by means of (20) has degree
(n,m) and interpolates at least 2(n+1)(m+1) out of 2n′m′ points. According to the next proposition,
all these rational functions are equal to g.
Corollary 2.1. Let
ĉ := [α̂1,1, . . . , α̂1,m′ , . . . , α̂n′,1 . . . α̂n′,m′ ]∗ ∈ Cn′·m′
satisfy Lĉ = 0, and ĝ be defined by means of:
n′∑
i=1
m′∑
j=1
α̂i,j
ĝ − wi,j
(s − λi)(t − πj) = 0. (20)
Then ĝ = g.
The proof of this corollary is a direct consequence of:
Proposition 2.4. Given is a two-variable rational function g(s, t) = n(s,t)
d(s,t)
, where n, d ∈ Pn,m. For given
γi,j ∈ C, let g satisfy the interpolation conditions g(si, tj) = γi,j , i = 1, . . . , n′ and j = 1, . . . ,m′. If
n′  2(n + 1) and m′  m + 1, then g is the unique interpolant whose numerator and denominator
belong to Pn,m.
Proof. Let gi(s, t) = ni(s, t)/di(s, t), i = 1, 2, be two interpolants of the given data. It is assumed
that ni(s, t) = ∑n+1j=1 bi,j(t)sj−1, di(s, t) = ∑n+1j=1 ai,j(t)sj−1, where ai,j(t), bi,j(t) are polynomials of
degree at mostm.
For a fixed t = tl , we have g1(sk, tl) = g2(sk, tl), k = 1, . . . , n′, which implies equality for all s,
i.e. g1(s, tl) = g2(s, tl), l = 1, . . . ,m′. Thus the coefficients of the numerator and denominator are
equal atm′ interpolation points: a1,j(tk) = a2,j(tk), b1,j(tk) = b2,j(tk), k = 1, . . . ,m′. But since they
are polynomials of degree at most m and m′ > m, we conclude that they are equal for all t. Hence
g1 = g2, for all s, t. 
An immediate consequence of the main lemma is:
Corollary 2.2. Any c in the null space ofL is completely determined either by c(1), . . ., c(m′), and c(i), for
some i, or by c(1), . . ., c(n
′), and c(j), for some j.
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Remark 2.2
(a) The tableau below pictorially displays the samples of g(s, t) needed to define the various
Loewner matrices.
s\t π1 · · · πm′ ν1 · · · νm′
λ1 w1,1 · · · w1,m′ w1,m′+1 · · · w1,2m′
...
...
. . .
...
...
. . .
...
λn′ wn′,1 · · · wn′,m′ wn′,m′+1 · · · wn′,m′+1
μ1 wn′+1,1 · · · wn′+1,m′ v1,1 · · · v1,m′
...
...
. . .
...
...
. . .
...
μn′ w2n′,1 · · · w2n′,m′ vn′,1 · · · vn′,m′
In particular, the samples of the firstm′ columns (n′ rows) are used to define the single-variable
Loewner matricesL(πj) (L(λi)), respectively. The samples of the upper left block of size (n′,m′),
and those of the lower right block of size (n′,m′) are used to define the two-variable Loewner
matrix L.
(b) Computational complexity of two-variable interpolants. The above result states that the null
space of L can be determined by solving n′ linear systems containing m′ equations each, i.e.
c(i)Lλi = 0, i = 1, . . . , n′, and one linear system containing n′ equations, i.e. Lπjc(j) = 0, or
vice versa, instead of solving one linear system containing n′m′ equations Lc = 0. Thus the
computational complexity can be reduced to
n′ · (m′)3 + (n′)3 or m′ · (n′)3 + (m′)3
from the original cost
(n′)3 · (m′)3.
Put differently, the information contained in the firstm′ columns and one row (n′ rows and one
column) of the tableau is the same as that contained in the whole tableau of samples above. 
Example 2.1. The above considerations will be illustrated by means of a simple example. Consider
the two-variable rational function
g(s, t) = s
2
s − t + 1 .
We wish to recover g from samples at the following points:
(s1, s2, s3, s4, s5, s6, s7, s8) =
(
0, 1
2
, 1, 3
2
, 2, 3
4
, 3, 5
2
,
)
,
(t1, t2, t3, t4, t5, t6, t7, t8) =
(
− 1
4
, − 1
2
, − 3
4
, −1, − 5
4
, − 3
2
, 0, −2
)
.
Hence n = 2,m = 1, n′ = m′ = 4. The Loewner matrixL16, with column array formed from the first
four si and tj , has dimension 16×16. According to themain lemma its rank isn′m′−(n′−n)(m′−m) =
10, while its null space has dimension (n′ − n)(m′ −m) = 6 and is spanned by the following vectors:
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(s1, t1) − 12 − 511 − 512 − 56 − 1013 − 57
(s1, t2)
3
5
0 0 1 0 0
(s1, t3) 0
7
11
0 0 14
13
0
(s1, t4) 0 0
2
3
0 0 8
7
(s2, t1)
7
5
14
11
7
6
7
4
21
13
3
2
(s2, t2) − 85 0 0 −2 0 0
(s2, t3) 0 − 1811 0 0 − 2713 0
(s2, t4) 0 0 − 53 0 0 − 157
(s3, t1) − 910 − 911 − 34 0 0 0
(s3, t2) 1 0 0 0 0 0
(s3, t3) 0 1 0 0 0 0
(s3, t4) 0 0 1 0 0 0
(s4, t1) 0 0 0 − 1112 − 1113 − 1114
(s4, t2) 0 0 0 1 0 0
(s4, t3) 0 0 0 0 1 0
(s4, t4) 0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
This clearly shows that the two-variable Lagrange bases involved are obtained by means of all combi-
nations of the single-variable bases formed by (s1, s2, s3), (s1, s2, s4), on the one hand, and (t1, t2),
(t1, t3), (t1, t4), on the other. This yields six different Lagrange bases which are associated with the
Loewner matrix L16. It can be readily checked that the six rational functions associated with the six
different ci’s are all equal to g.
Next we will illustrate Corollary 2.2. In other words, we will show that elements in the null space
of L can be computed from elements in the null space of smaller (single-variable) Loewner matrices.
For this we will consider a slightly smaller array of points than above, namely:
Row array Pr = {(s1, t1), (s1, t3), (s1, t5), (s3, t1), (s3, t3), (s3, t5),
(s5, t1), (s5, t3), (s5, t5)} and
Column array Pc = {(s2, t2), (s2, t4), (s2, t6), (s4, t2), (s4, t4), (s4, t6),
(s6, t2), (s6, t4), (s6, t6)}.
The tableau of values g(si, tj) given in Remark 2.2 is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
t1 t3 t5 t2 t4 t6
s1 0 0 0 0 0 0
s3
4
9
4
11
4
13
2
5
1
3
2
7
s5
16
13
16
15
16
17
8
7
1 8
9
s2
1
7
1
9
1
11
1
8
1
10
1
12
s4
9
11
9
13
3
5
3
4
9
14
9
16
s6
9
32
9
40
3
16
1
4
9
44
9
52
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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The resulting two-variable Loewnermatrix isL and its null space is spanned by vi, i = 1, 2, where:
L =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 4
15
2
15
2 4
7
3
10
4
3
4
11
12
65
−1 4
5
2
9
−2 12
7
1
2
− 4
3
12
11
4
13
− 1
3
− 4
5
2
3
− 2
3
− 12
7
3
2
− 4
9
− 12
11
12
13
23
9
124
135
26
45
22
9
100
189
17
90
28
9
380
297
508
585
− 21
11
116
55
74
99
− 34
11
172
77
35
66
− 20
11
28
11
436
429
− 19
39
− 108
65
70
39
− 46
39
− 244
91
53
26
− 4
13
− 236
143
28
13
115
39
196
195
358
585
50
13
428
273
139
130
204
65
2348
2145
44
65
− 113
45
116
45
118
135
− 38
15
356
105
121
90
− 196
75
2276
825
2788
2925
− 37
51
− 572
255
350
153
− 26
51
− 284
119
103
34
− 188
255
− 2204
935
2716
1105
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, [v1, v2] =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
6
11
6
13
− 15
22
0
0 − 9
13
3
11
3
13
− 7
22
0
0 − 4
13
− 9
11
− 9
13
1 0
0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The single-variable Loewner matrices needed are Lsj , j = 2, 4, 6, Lti , i = 4, 6; their null spaces are
spanned by v
sj
1 , v
sj
2 , j = 2, 4, 6, and vti , i = 4, 6, where
Ls2 =
⎛⎜⎜⎜⎜⎝
1
14
2
35
1
21
1
18
2
45
1
27
1
22
2
55
1
33
⎞⎟⎟⎟⎟⎠ , Ls4 =
⎛⎜⎜⎜⎜⎝
3
11
18
77
9
44
3
13
18
91
9
52
1
5
6
35
3
20
⎞⎟⎟⎟⎟⎠ , Ls6 =
⎛⎜⎜⎜⎜⎝
1
8
9
88
9
104
1
10
9
110
9
130
1
12
3
44
3
52
⎞⎟⎟⎟⎟⎠ ,
[vs21 , vs22 ] =
⎛⎜⎜⎜⎜⎝
− 4
5
− 2
3
1 0
0 1
⎞⎟⎟⎟⎟⎠ , [vs41 , vs42 ] =
⎛⎜⎜⎜⎜⎝
− 9
11
− 9
13
1 0
0 1
⎞⎟⎟⎟⎟⎠ , [vs61 , vs62 ] =
⎛⎜⎜⎜⎜⎝
− 6
7
− 3
4
1 0
0 1
⎞⎟⎟⎟⎟⎠ ,
Lt4 =
⎛⎜⎜⎜⎜⎝
1
5
3
7
3
11
7
15
13
21
17
33
3
5
5
7
7
11
⎞⎟⎟⎟⎟⎠ , Lt6 =
⎛⎜⎜⎜⎜⎝
1
6
3
8
3
13
17
42
31
56
41
91
29
54
47
72
67
117
⎞⎟⎟⎟⎟⎠ , vt4 =
⎛⎜⎜⎜⎜⎝
− 15
22
− 7
22
1
⎞⎟⎟⎟⎟⎠ , vt6 =
⎛⎜⎜⎜⎜⎝
− 9
13
− 4
13
1
⎞⎟⎟⎟⎟⎠ .
According to Corollary 2.2, to reconstruct kerL we need kerLs2 , kerLs4 , kerLs6 and kerLt6 ; indeed
it readily follows that
v1 =
⎡⎢⎢⎢⎢⎣
vt4(1, 1) · vs21
vt4(2, 1) · vs41
vt4(3, 1) · vs61
⎤⎥⎥⎥⎥⎦ , v2 =
⎡⎢⎢⎢⎢⎣
vt6(1, 1) · vs22
vt6(2, 1) · vs42
vt6(3, 1) · vs62
⎤⎥⎥⎥⎥⎦ . 
2.2.2. From Loewner matrix to rational function
In order to be able to state a partial converse of main Lemma 2.1, we proceed as follows.
The first step consists in determining the complexity of the underlying interpolant from the mea-
surements. This is doneby reducing theproblemto twosingle-variable subproblems.Define the single-
variable arrays
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Pj′ = {(si, φi,j′), for fixed j′, j′ = 1, . . . , 2m′},
Pi′ = {(tj;φi′,j), for fixed i′, i′ = 1, . . . , 2n′},
where φi,j := g(si, tj). Then according to (6), we define
n := max
j′
{rank Pj′ } and m := max
i′
{rank Pi′ }.
The partial two-variable version of Proposition 2.2, is:
Lemma 2.1. Partition the interpolation data in any row and column arrays as in (15). Provided that the
associated LoewnermatricesL satisfy rankL = n′m′−(n′−n)(m′−m), the rational function constructed
by (20) is the unique interpolant with numerator and denominator belonging to Pn,m.
In contrast to the single-variable case, the possible minimal degrees of interpolants if the above
mentioned condition is not satisfied, is an open problem.
Example 2.2. Consider φ(s, t) = 1
s t−1 . Our goal is to reconstruct this rational function from mea-
surements.
First, we choose the distinct points
[λ1, λ2, μ3, μ4] =
[
2, 1
2
, 3
2
, 3
]
and [π1, π2, ν3, ν4] =
[
− 1
2
, − 3
2
, −1, −2
]
.
The corresponding values are:
w11 = − 12 , w12 = − 14 , w21 = − 45 , w22 = − 47 ,
v11 = − 25 , v12 = − 14 , v21 = − 211 , v22 = − 17 .
The associated Loewner matrix with column indices (λ1, π1), (λ1, π2), (λ2, π1), (λ2, π2), and row
indices (μ3, ν3), (μ3, ν4), (μ4, ν3), (μ4, ν4), is:
L=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
v11−w11
(μ1−λ1)(ν1−π1)
v11−w12
(μ1−λ1)(ν1−π2)
v11−w21
(μ1−λ2)(ν1−π1)
v11−w22
(μ1−λ2)(ν1−π2)
v12−w11
(μ1−λ1)(ν2−π1)
v12−w12
(μ1−λ1)(ν2−π2)
v12−w21
(μ1−λ2)(ν2−π1)
v12−w22
(μ1−λ2)(ν2−π2)
v21−w11
(μ2−λ1)(ν1−π1)
v21−w12
(μ2−λ1)(ν1−π2)
v21−w21
(μ2−λ2)(ν1−π1)
v21−w22
(μ2−λ2)(ν1−π2)
v22−w11
(μ2−λ1)(ν2−π1)
v22−w12
(μ2−λ1)(ν2−π2)
v22−w21
(μ2−λ2)(ν2−π1)
v22−w22
(μ2−λ2)(ν2−π2)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2
5
3
5
− 4
5
12
35
1
3
0 − 11
30
− 9
14
− 1
2
0 − 11
25
9
35
− 5
21
− 3
14
− 92
525
− 12
35
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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It has rank equal to 3 and Lc = 0, where
c =
⎡⎢⎢⎢⎢⎢⎢⎣
8
−16
−5
7
⎤⎥⎥⎥⎥⎥⎥⎦ .
Eq. (12) becomes:
8
g + 1
2
(s − 2)
(
t + 1
2
) − 16 g + 14
(s − 2)
(
t + 3
2
) − 5 g + 45(
s − 1
2
) (
t + 1
2
) + 7 g + 47(
s − 1
2
) (
t + 3
2
) = 0.
Its solution given by (10) is indeed the desired g(s, t) = φ(s, t) = 1
s t−1 , thus recovering the original
function.
3. Generalized state-space realizations
In this section we will derive generalized state-space (descriptor) realizations which will be used
for representing interpolants derived using the Loewner matrix framework.
3.1. A particular single-variable realization
We wish to write a descriptor realization of the single-variable rational function
g(s) =
∑n
i=0 bisi∑n
i=0 aisi
,
where at least one of the inequalities bn = 0, an = 0, hold. There are many results in this direction.
The particular one that we present next has the merit of being generalizable to the two-variable case,
where the corresponding dimension is low (although not minimal).
For this purpose, we introduce the following notation:
J(x; k) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x −1
x −1
. . .
. . .
x −1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
k×(k+1)[x] (21)
and
a = [a0, a1, . . . , an], b = [b0, b1, . . . , bn] ∈ R1×(n+1),
whileek denotes thekth canonical unit vector.Wewill alsomakeuseof the conceptsofR-controllability
and R-observability for descriptor systems; for details we refer to Section 2 of [23].
Lemma 3.1. The following triple, namely ̂ (the inverse of the resolvent) together with B̂, Ĉ, constitute a
descriptor realization of g, that is g(s) = Ĉ̂−1(s)B̂:
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Ĉ = b, ̂(s) =
⎡⎣ J(s; n)
a
⎤⎦ , B̂ = en+1. (22)
It has dimensionn+1and can represent arbitrary rational functions, includingpolynomials. This realization
is R-controllable and R-observable, that is [̂(s), B̂] and [̂∗(s), Ĉ∗] have full rank for all s ∈ C, provided
that the numerator and denominator of g have no common factors.
If the rational function is expressed in a Lagrange basis (see Section 2.1), namely
g(s) =
∑n+1
i=1 βi qi(s)∑n+1
i=1 αi qi(s)
, (1)
the above result is modified as follows. We define the Lagrange basis analogue of (21):
Jlag(x; k) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x − x1 x2 − x
x − x1 0 x3 − x
...
. . .
. . .
x − x1 0 xk+1 − x
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
k×(k+1)[x] (23)
and
a = [α0, α1, . . . , αn], b = [β0, β1, . . . , βn] ∈ R1×(n+1).
We are now ready to state that with the above notation, (22) is a generalized state-space realization
of (1).
Lemma 3.2. The following triple constitutes a descriptor realization of g:
Ĉ = b, ̂(s) =
⎡⎣ Jlag(s; n)
a
⎤⎦ , B̂ = en+1, (24)
where xi = λi, i = 1, . . . , n + 1. As before the dimension of this realization is n + 1 and it can repre-
sent arbitrary rational functions, including polynomials. Also, it is R-controllable and R-observable, that is
[̂(s), B̂] and [̂∗(s), Ĉ∗] have full rank for all s ∈ C, provided that the numerator and denominator of
g have no common factors.
The proof of this lemma is given in Section 6.
The following corollary will prove useful for the two-variable case.
Corollary 3.1. With the notation as in Lemmas 3.1 and 3.2,
C = [ 0 | − 1], (s) =
⎡⎢⎣ ̂(s) 0
Ĉ 1
⎤⎥⎦ , B =
⎡⎣ B̂
0
⎤⎦
is an R-controllable and R-observable generalized state-space realization of dimension n + 2.
3.2. Two-variable realizations
Wenow turn our attention to two-variable rational functions. First wewill assume that the numer-
ator and denominator are given in the usual way, namely
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g(s, t) =
∑n
i=0 bi(t)si∑n
i=0 ai(t)si
where ai(t) =
m∑
j=0
αi,jt
j, bi(t) =
m∑
j=0
βi,jt
j .
The case where the numerator and denominator are expressed in Lagrange bases is discussed subse-
quently.
In addition to the notation above
A :=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
α0,0 α1,0 · · · αn,0
α0,1 α1,1 · · · αn,1
...
...
. . .
...
α0,m α1,m · · · αn,m
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , B :=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
β0,0 β1,0 · · · βn,0
β0,1 β1,1 · · · βn,1
...
...
. . .
...
β0,m β1,m · · · βn,m
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ∈ R
(m+1)×(n+1). (25)
As in the single-variable case, we say that a generalized state-space realization (C,(s, t), B), is R-
controllable (and/or R-observable) if [(s, t), B] (and/or [∗(s, t), C∗]) have full rank, for all s, t ∈ C.
Here is a generalized state-space (descriptor) realization of g.
Theorem 3.1. The following is a descriptor realization of the two-variable rational function g,
C = − [ 0 | 0 | e∗m+1 ], (s, t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
J(s; n) 0 0
A J∗(t;m) 0
B 0 [J∗(t;m), e1]
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , B =
⎡⎢⎢⎢⎣
0
e1
0
⎤⎥⎥⎥⎦ ,
that is g(s, t) = C−1(s, t)B. The size of this realization is n+2m+2, and (the inverse of the resolvent)
is partitioned as follows:
(n, m + 1, m + 1) × (n + 1, m, m + 1).
This realization is both R-controllable and R-observable, i.e. [(s, t), B] and [∗(s, t), C∗] have rank
n + 2m + 2, for all s, t ∈ C.
The proof of this theorem is given in Section 6.
We will now consider the case where the numerator and denominator of the rational function
in question is expressed in a Lagrange basis. Recall the polynomials qi,j(s, t) defined by (7). We will
assume that the rational function g is expressed as
g(s, t) =
∑n+1
i=1
∑m+1
j=1 βi,j qi,j(s, t)∑n+1
i=1
∑m+1
j=1 αi,j qi,j(s, t)
. (10)
Besides A and B which are defined as in (25), we need the quantity defined by (23). Finally, we need
a vector p ∈ Cm+1 such that [J∗lag(t;m), p] is a unimodular matrix in t. A straightforward calculation
shows that the entries of this vector can be chosen as follows:
pi = 1

m+1
j=1,j =i(ti − tj)
, (26)
in which case det [J∗lag(t;m), p] = (−1)m. The generalized state-space (descriptor) realization of g
in this case is given next.
2904 A.C. Antoulas et al. / Linear Algebra and its Applications 436 (2012) 2889–2915
Theorem 3.2. The following is a descriptor realization of the two-variable rational function g expressed
in Lagrange form (10):
C = [ 0 | 0 | − e∗m+1 ], (s, t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Jlag(s; n) 0 0
A J∗lag(t;m) 0
B 0 [J∗lag(t;m), p]
⎤⎥⎥⎥⎥⎥⎥⎥⎦ , B =
⎡⎢⎢⎢⎢⎣
0
p
0
⎤⎥⎥⎥⎥⎦ .
that is g(s, t) = C−1(s, t)B.
Thereby (i) the λi in Jlag(s; n) and tj in Jlag(t;m) are defined by (7); (ii) p ∈ Cm+1 is defined by (26).
It has dimension n + 2m + 2 and the partitioning of is as before:
(n, m + 1, m + 1) × (n + 1, m, m + 1).
This realization is both R-controllable and R-observable, i.e. [(s, t), B] and [∗(s, t), C∗] have rank
n + 2m + 2, for all s, t ∈ C.
The proof of this theorem is given in Section 6.
Remark 3.1.
(a) It is well known (see e.g. [11]) that in the case of two-variable proper rational functions with
separable denominators, minimal realizations have dimension n + m. The above result shows
that because of the coupling in the general case, the dimension increases by m (which can be
taken to be less than or equal to n); minimality however is still an open question (see also [8]).
(b) For strictly proper systems, results similar to the one presented in Theorem 3.1 can be found in
[14,12]. 
Example 3.1. We now continue Example 2.2 by deriving a generalized state-space representation
following Theorem 3.2:
(s, t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s − 2 1
2
− s 0 0 0
8 −5 t + 1
2
0 0
−16 7 −t − 3
2
0 0
−4 4 0 t + 1
2
− 2
3
4 −4 0 −t − 3
2
2
3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
− 2
3
2
3
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and C = [0 0| 0| 0 −1]. If we add the second row to the third, the submatrix consisting of the rows 3,
4, 5 is unimodular and of degree one. Therefore using Schur complement expressions we can reduce
the size of the realization to 2:
2(s, t) =
⎡⎢⎣ s − 2 12 − s
2 t − 1 1 − 1
2
t
⎤⎥⎦ , B2 =
⎡⎣ 0
1
⎤⎦ , C2 = [ 1 −1 ] .
It should be noticed that such reductions are possible only if the dimension of the rational function
with respect to one of the variables is one and in this case t may appear in B or C. 
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3.3. Circuit example
R1
L2
L1 C1
C2 R2




y
u
Given is the circuit above (also discussed in [24]). We assume that all elements have unit value ex-
cept for inductor L2 whose value is a parameter denoted by t. Using the voltages across the capacitors
and the currents through the inductors as state variables, we obtain the equations: Ex˙ = Ax + Bu,
y = Cx, where
A =
⎡⎢⎢⎢⎢⎢⎢⎣
−1 0 −1 −1
0 0 1 1
1 −1 0 0
1 −1 0 −1
⎤⎥⎥⎥⎥⎥⎥⎦ , E =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 t 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦ , B =
⎡⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦ ,
while C = B∗. For comparison later on, we notice that (the inverse of the resolvent)(s, t) = sE−A,
contains the product of the two variables st.
Consequently the transfer function depends on two variables, namely the (complex) frequency s,
and the value t of one of the inductors:
g(s, t) = C [sE − A]−1 B = t s
3 + t s2 + 2 s + 1
s4 t + 2 s3 t + 3 s2 t + 2 s2 + s t + 3 s + 1 .
• First, we will reconstruct this system using measurements at the following frequencies and
values of the parameter:
[s1, s2, s3, s4, s5, t1, t2] =
[
0, 1
2
, 1, 3
2
, 2, 0, − 1
2
]
,
[s6, s7, s8, s9, s10, t3, t4] =
[
− 1
4
, − 1
2
, −1, − 3
2
, −2, 1, 1
2
]
.
The resulting 10 × 10 Loewner matrix is:
L =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− 268
73
− 536
219
− 1096
657
− 5072
5183
− 414
365
− 1088
1825
− 2216
2555
− 23312
1533
− 1388
1971
− 349
657
− 792
169
− 396
169
− 3728
1521
− 36904
35997
− 1468
845
− 2656
4225
− 8016
5915
− 26760
1183
− 5080
4563
− 1975
3042
−2 − 4
3
− 4
3
− 56
71
−1 − 8
15
− 4
5
− 40
3
− 2
3
− 1
2
−4 −2 − 8
3
− 84
71
−2 − 4
5
− 8
5
−20 − 4
3
− 3
4
2 4
3
10
9
172
213
3
4
3
5
14
25
− 148
15
4
9
1
4
6 3 32
9
400
213
5
2
7
5
48
25
− 72
5
14
9
17
24
82
73
164
219
148
219
7784
15549
173
365
2168
5475
132
365
− 1816
219
446
1533
473
3066
228
89
114
89
424
267
5492
6319
506
445
1532
2225
392
445
− 1100
89
1340
1869
745
2492
10
13
20
39
94
195
1668
4615
9
26
58
195
122
455
− 1948
273
17
78
23
208
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, c =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
8
− 1
8
− 3
2
71
64
9
2
− 15
8
−5
− 1
64
15
8
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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It has rank 9, and c satisfiesLc = 0. This can be used to recover g from Eq. (12) by means of
(10):
φ−1
8ts
− 3φ−2
2t
(
s− 1
2
) + 9φ− 92
2t(s−1) − 5φ−2t(s− 3
2
) + 15φ−5
8t(s−2)
− φ−1
8s
(
t+ 1
2
) + 71φ−58
64
(
s− 1
2
)(
t+ 1
2
) − 15φ−12
8(s−1)
(
t+ 1
2
) − φ+38
64
(
s− 3
2
)(
t+ 1
2
) + φ− 18
(s−2)
(
t+ 1
2
) = 0.
Indeed φ(s, t) = g(s, t).
• Our next goal is to recover the original system by means of the generalized state-space
formulas of Theorem 3.2. For measurements at points si, tj , i = 1, 2, 3, 4, 5, j = 1, 2, a
realization, B and C turns out to be:
(s, t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s 1
2
− s 0 0 0 0 0 0
s 0 1 − s 0 0 0 0 0
s 0 0 3
2
− s 0 0 0 0
s 0 0 0 2 − s 0 0 0
1
8
− 3
2
9
2
−5 15
8
t 0 0
− 1
8
71
64
− 15
8
− 1
64
1 −t − 1
2
0 0
1
8
−1 9
4
−2 5
8
0 t 2
− 1
8
29
32
− 3
2
19
32
1
8
0 −t − 1
2
−2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
2
−2
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
C =
[
0 0 0 0 0 0 0 −1
]
.
In away similar to theprevious example,wenotice that by adding rows5and6, the submatrix
of consisting of rows and columns 6, 7, 8 is unimodular of degree one. Hence making use
of Schur complement formulas we obtain the following realization of dimension 5 (see the
proof of Theorem 3.2):
5(s, t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s 1
2
− s 0 0 0
s 0 1 − s 0 0
s 0 0 3
2
− s 0
s 0 0 0 2 − s
1
8
− 25 t
32
− 3
2
21 t
4
+ 9
2
− 321 t
32
− 5 23 t
4
+ 15
8
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B5 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
while C5(t) =
[
1
8
, − 3 t
16
− 1, 3 t
2
+ 9
4
, − 45 t
16
− 2, 3 t
2
+ 5
8
]
.
Notice thatwhile of the original realization contains the product st, the realization above
is linear in s and t. Following a procedure like the one in (34), the dimension of this realization
can be reduced by one at the expense of introducing products of the two variables. 
4. Interpolation with multiplicities
In this section wewill briefly discuss the case of interpolation points withmultiplicity. Wewill pay
particular attention to the case where all measurements are provided at the origin s = t = 0.
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4.1. Single-variable rational functions
Suppose now that we are given values of the to-be-determined rational function at various points
in the complex plane, togetherwith some derivatives. In particular, assume that the first set is given by
(μj, vj, ), j = 1, . . . ,m, whereμj = μi, j = i, while the second is given by (λ;w0, . . . ,wn), (initially
we assume that λ = μj). In other words the value and n derivatives at the point λ are provided. Next
we will state how to formulate the Loewner matrix where the first set is taken as the row array and
second as the column array; for details see [3]. Consider
(x, y) = φ(x) − φ(y)
x − y (27)
and let (k)(x, y), denote the kth derivative of with respect to the second argument y. Then
L =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
(μ1, λ)
1
1!
(1)(μ1, λ) · · · 1(n−1)!(n−1)(μ1, λ)
(μ2, λ)
1
1!
(1)(μ2, λ) · · · 1(n−1)!(n−1)(μ2, λ)
...
. . .
...
(μm, λ)
1
1!
(1)(μm, λ) · · · 1(n−1)!(n−1)(μm, λ)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
For instance, form = 3, n = 3, we obtain
L=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
v1−w0
μ1−λ
v1−w0
(μ1−λ)2 −
w1
μ1−λ
[
v1−w0
(μ1−λ)3 −
w1
(μ1−λ)2 −
w2
2!
μ1−λ
]
v2−w0
μ2−λ
v2−w0
(μ2−λ)2 −
w1
μ2−λ
[
v2−w0
(μ2−λ)3 −
w1
(μ2−λ)2 −
w2
2!
μ2−λ
]
v3−w0
μ3−λ
v3−w0
(μ3−λ)2 −
w1
μ3−λ
[
v3−w0
(μ3−λ)3 −
w1
(μ3−λ)2 −
w2
2!
μ3−λ
]
×
[
v1−w0
(μ1−λ)4 −
w1
(μ1−λ)3 −
w2
2!
(μ1−λ)2 −
w3
3!
μ1−λ
]
[
v2−w0
(μ2−λ)4 −
w1
(μ2−λ)3 −
w2
2!
(μ2−λ)2 −
w3
3!
μ2−λ
]
[
v3−w0
(μ3−λ)4 −
w1
(μ3−λ)3 −
w2
2!
(μ3−λ)2 −
w3
3!
μ3−λ
]
⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
Now assume that c = [c0, c1, . . . , cn]∗, is such that Lc = 0. Then, the minimal interpolant g
satisfies
c0
[
g(s) − w0
s − λ
]
+ c1
[
g(s) − w0
(s − λ)2 −
w1
s − λ
]
+ c2
[
g(s) − w0
(s − λ)3 −
w1
(s − λ)2 −
w2
2!
s − λ
]
+c3
[
g(s) − w0
(s − λ)4 −
w1
(s − λ)3 −
w2
2!
(s − λ)2 −
w3
3!
s − λ
]
+ · · · + ck−1
⎡⎣g(s) − w0
(s − λ)k −
k−1∑
i=1
wi
i!
(s − λ)(k−i)
⎤⎦+ · · · = 0. (28)
If in addition, μi = λ, i = 1, . . . ,m, the Loewner matrix has Hankel structure. In the m = 3, n = 3
case we obtain
L =
⎡⎢⎢⎢⎣
1
1!w1
1
2!w2
1
3!w3
1
4!w4
1
2!w2
1
3!w3
1
4!w4
1
5!w5
1
3!w3
1
4!w4
1
5!w5
1
6!w6
⎤⎥⎥⎥⎦ .
2908 A.C. Antoulas et al. / Linear Algebra and its Applications 436 (2012) 2889–2915
Once c such that Lc = 0 has been determined, the interpolant in the case were all data is provided
at one point, is constructed solving the same expression for g, namely (28).
Thus for data at a single point the Loewner matrix reduces to a Hankel matrix indicating that the
present framework is the generalization of classical realization to interpolation at finite points in the
complex plane.
4.2. Two-variable rational functions
Consider the two-variable analogue of (27):
(x, s; y, t) = φ(x, y) − φ(s, t)
(x − s) (y − t) , (29)
and let i,j , denote the ith derivative of  with respect to s, and the jth with respect to t. We will
assume that the column array consists of the same points, that is: λ1 = · · · = λn+1 = λ and
π1 = · · · = πm+1 = π . The row of the Loewner matrix indexed by i and j, is given by[
0,0, · · · , 1n!0!n,0 0,1, · · · , 1n!1!n,1 · · · 1m!0,m, · · · , 1n!m!n,m
]
, (30)
evaluated at s = λ, t = π , x = μi, i = 1, . . . , n + 1, y = νj , j = 1, . . . ,m + 1, If in addition
μ1 = · · ·μm+1 = λ and ν1 = · · · = νm+1 = π , the Loewner matrix becomes:
L =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
H1 H2 · · · Hm+1
H2 H3 · · · Hm+2
...
...
. . .
...
Hm+1 Hm+2 · · · H2m+1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (31)
satisfying the following properties.
(1) L is square of size (n + 1)(m + 1), and has block Hankel structure.
(2) Each blockHk is square of size (n + 1), and has Hankel structure.
(3) The (i, j)th entry ofHk is
1
k!
1
(i + j − 1)!
dk
dtk
di+j−1
dsi+j−1
φ(s, t)
evaluated at s = λ and t = π .
These formulas will be illustrated in the examples for the special case where λ = π = 0.
Example 4.1. We now return to Example 2.2, to examine the multiple point case. We choose all
measurements at 0, in other words λ1 = λ2 = 0, μ1 = μ2 = 0, π1 = π2 = 0, ν1 = ν2 = 0.
According to (31), with subscript denoting derivative with respect to the appropriate variable, we
obtain
L =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1!1!φst
1
2!1!φsst
1
1!2!φstt
1
2!2!φsstt
1
2!1!φsst
1
3!1!φssst
1
2!2!φsstt
1
3!2!φssstt
1
1!2!φstt
1
2!2!φsstt
1
1!3!φsttt
1
2!3!φssttt
1
2!2!φsstt
1
3!2!φssstt
1
2!3!φssttt
1
3!3!φsssttt
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
−1 0 0 −1
0 0 −1 0
0 −1 0 0
−1 0 0 −1
⎤⎥⎥⎥⎥⎥⎥⎦
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and c = [1, 0, 0, − 1]∗. Then from (30)
[0,0, 1,0, | 0,1, 1,1] =
[
g+1
x y
, g+1
x y2
, g+1
x2 y
, 1
x y
+ g+1
x2 y2
]
.
Solving [0,0, 1,0, | 0,1, 1,1]c = 0, yields g(x, y) = φ(x, y) = 1xy−1 . 
Example 4.2. We now return to the circuit example of Section 3.3.
We wish to reconstruct the system from data at the origin, i.e. s = t = 0. Following the develop-
ments of Section 4.2 and in particular formula (31) we obtain the following Loewner matrix:
L =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 2 −3 4 −5 0 1 −2 3 −3
2 −3 4 −5 6 1 −2 3 −3 0
−3 4 −5 6 −7 −2 3 −3 0 10
4 −5 6 −7 8 3 −3 0 10 −35
−5 6 −7 8 −9 −3 0 10 −35 91
0 1 −2 3 −3 0 0 −1 2 −3
1 −2 3 −3 0 0 −1 2 −3 2
−2 3 −3 0 10 −1 2 −3 2 5
3 −3 0 10 −35 2 −3 2 5 −26
−3 0 10 −35 91 −3 2 5 −26 76
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, c =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
2
3
1
0
0
0
2
3
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
As expected the rank of L is 9, and c above spans the null space of L.
In order to recover g bymeans of the polynomial methodwe need to consider expressions (29) and
(30). With i,j , evaluated at s = t = 0, and solving[
0,0,
1
1!1,0,
1
2!2,0,
1
3!3,0,
1
4!4,0; 0,1,
1
1!1,1,
1
2!2,1,
1
3!3,1,
1
4!4,1
]
c = 0,
which turns out to be:
1
xy
+ 1
x2y
+ 2
x3y
+ 2
x3y2
+ 1
x4y
+ 1
x4y2
+ 2φ − 2
x2y
+ 2φ − 2
x3y2
+ 3φ − 3
x3y
+ 3φ − 3
x4y2
+φ − 1
xy
+ φ − 1
x4y
+ φ − 1
x5y2
= 0,
we recover φ(x, y) = g(x, y). 
4.3. Generalized state-space realizations
4.3.1. The single-variable case
From (28) it follows that a descriptor realization is given as follows:
(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x − λ −1
x − λ −1
. . .
. . .
x − λ −1
cn cn−1 · · · c1 c0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
...
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (32)
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C =
[
w0,
1
1!w1,
1
2!w2, · · · , 1(n)!wn
]
⎡⎢⎢⎢⎢⎢⎢⎢⎣
cn cn−1 · · · c0
cn · · · c1
. . .
...
cn
⎤⎥⎥⎥⎥⎥⎥⎥⎦ . (33)
4.3.2. The two-variable case
Recall (32) and (33). The descriptor realization given in Theorem 3.1 is valid with the following
modifications.
• In J(s; n) defined by (21), replace s by s − λ.
• In J(t;m) defined by (21), replace t by t − π .
• The αi,j are, as before, the entries of the vector c satisfying Lc = 0.• The βi,j are modified as follows. Recall (30), and let
(x, y) =
[
0,0, · · · , 1n!0!n,0 0,1, · · · , 1n!1!n,1 · · · 1m!0,m, · · · , 1n!m!n,m
]
=: [ 0 | 1 | · · · | m ]
evaluated at s = λ and t = π . We define Tj as an upper triangular Toeplitz matrix with first row
equal to j , j = 0, 1, . . . ,m. Then
T :=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
T0 T1 · · · Tm
T0 · · · Tm−1
. . .
...
T0
⎤⎥⎥⎥⎥⎥⎥⎥⎦ .
The βi,j are then the entries of c
∗T.
The above assertions are demonstrated by means of the circuit example that follows.
Remark 4.1. It is easy to show that the partial realization problem is equivalent to the interpolation
problem at the origin. Therefore the framework presented above gives an alternative approach to
partial realization as given e.g. in [20]. 
Example 4.3. We return to the circuit in Example 4.2. We will give a generalized state-space repre-
sentation for measurements at s = t = 0.
To determine the corresponding βi,j of, we note the values of the rational function and its deriv-
atives at s = t = 0:
 =
[
1 −1 1 −1 1 0 −1 2 −3 4
]
.
According to Section 4.3.2, these need to be multiplied with the entries of c as follows:
T1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 3 2 0 0
0 1 3 2 0
0 0 1 3 2
0 0 0 1 3
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, T2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 3 2 1
0 0 1 3 2
0 0 0 1 3
0 0 0 0 1
0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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ˆ = 
⎡⎣ T1 T2
0 T1
⎤⎦ = [ 1 2 0 0 0 0 0 1 1 0 ] .
Thus, the left-hand bottom two rows are obtained from this last vector by stacking the two halfs:
(s, t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s −1 0 0 0 0 0 0
0 s −1 0 0 0 0 0
0 0 s −1 0 0 0 0
0 0 0 s −1 0 0 0
1 3 2 0 0 t 0 0
0 1 3 2 1 −1 0 0
1 2 0 0 0 0 t 1
0 0 1 1 0 0 −1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
and the C = [0 0 0 0 0 | 0 | 0 − 1] is as defined earlier.
Again, since the submatrix of  composed of rows and columns 6, 7, 8 is unimodular of degree
one, using the Schur complement we obtain the following (descriptor) realization of dimension 5:
5(s, t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s −1 0 0 0
0 s −1 0 0
0 0 s −1 0
0 0 0 s −1
1 t + 3 3 t + 2 2 t t
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B5 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C5 =
[
1 2 t t 0
]
.
The realizations up this point are linear in the two variables. At the expense of introducing products of
the two variables st, we can further reduce the dimension by one (again using the Schur complement):
4(s, t) =
⎡⎢⎢⎢⎢⎢⎢⎣
s −1 −st −st
0 s −1 0
0 0 s −1
1 t + 3 2 t + 2 t + st
⎤⎥⎥⎥⎥⎥⎥⎦ , B4 =
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎦ , C4 =
[
1 2 0 0
]
. (34)
Recall that the original realization has dimension 4 and the inverse of the resolvent contains a product
of the two variables st. 
5. Historical notes
The Loewnermatrixwas introducedbyKarl Löwner inhis 1934paper [18]. Subsequently itwas used
by Belevitch for the study of interpolation problems, including those with positivity constraints [5]. A
little laterDonoghue [7] providedmore insight into the Loewnermatrix and introduced an extensionof
it which is based on the Newton bases of polynomials (as opposed to the Lagrange bases used above).
About the same time, Fiedler studied various aspects on the Loewner matrix [9]; see also [22,10].
The study of Loewner matrices from a system-theoretic point of view, which underlies the present
generalization to two-variable rational functions, was undertaken in [3] and subsequently among
others in [4,1]; an overview of these results can be found in Chapter 4.5 of the book [2]. More recently
[19], a new impetus was given to the Loewner matrix approach to rational interpolation (including
matrix and tangential interpolation) by the introduction the so-called shifted Loewner matrix. This led
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to a new approach for the identification ofmulti-inputmulti-output systems from frequency response
data [15–17].
In parallel to these activities the so-called barycentric interpolation approach, introduced in the
1940s, has been studied (for scalar functions). For an overview we refer to the article by Berrut and
Trefethen in SIAM Review [6]. As pointed out above (see (2) and (5)) the barycentric and the Loewner
matrix interpolation approaches are related, as the coefficients that define barycentric interpolation
are in the null space of an appropriately defined Loewner matrix. For considerations along these lines
see also [13].
6. Conclusions
A framework for two-variable rational interpolation has been presented. The main tool is a two-
variable generalization of the Loewner matrix L. A key result states that as in the single-variable
case, all sufficiently large Loewner matrices having a particular structure, reveal information about
the minimal complexity (n,m) of the underlying rational function. Again as in the single-variable
case, the null space of L contains the information needed to reconstruct the underlying two-variable
rational functions. In addition to a polynomial framework, we also present a generalized state-space
(descriptor) framework and derive realizations of lowdimension. This is also extended to interpolation
with multiplicities which leads to Loewner matrices having block-Hankel structure.
Future work will include the application of this framework to parametrizedmodel reduction when
measured (e.g. frequency response) data are available. The Loewnermatrix approach introduced above
sets the stage for anextension tomulti-parameter problems. It also sets the stage for anapproachwhich
provides a trade-off between accuracy and complexity not only with respect to the frequency variable
but also with respect to the parameters involved.
Appendix A. Proofs
A.1. Proof of Lemma 3.2
To prove this result we first notice that the last column of ̂
−1
is determined by means of the
single-variable Lagrange polynomials
r(s) :=
⎡⎢⎢⎢⎢⎣
q1(s)
...
qn+1(s)
⎤⎥⎥⎥⎥⎦ d−1(s),
where d(s) := ∑n+1i=1 αiqi(s) is the denominator polynomial. Since B̂ is the unit vector en+1, only the
last column of ̂
−1
contributes to Ĉ̂
−1
(s)B̂. Therefore
Ĉ̂
−1
(s)B̂ = Ĉr =
∑n+1
i=1 βiqi(s)∑n+1
i=1 αiqi(s)
,
which is the desired function. 
A.2. Proof of Theorem 3.1
First, we re-partition the quantities above:
C = [0 | C2],  =
⎡⎣11 0
21 22
⎤⎦ , B =
⎡⎣ B1
0
⎤⎦ ,
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where22 = [J∗(t;m), e1], that is, it is square of sizem + 1. This implies
g = C2−122 21︸ ︷︷ ︸
C21

−1
11 B1 = C21−111 B1.
It follows that
C21 = [b0(t), b1(t), . . . , bn(t), 0, . . . , 0︸ ︷︷ ︸
∈ Rm
],
while

−1
11 B1 =
⎡⎢⎢⎢⎣
⎡⎣ J(s; n)
a0(t) · · · an(t)
⎤⎦−1 0
∗ ∗
⎤⎥⎥⎥⎦
⎡⎣ en+1
0
⎤⎦ .
Combining the above expressions we get the desired:
C−1(s, t)B = [b0(t), b1(t), . . . , bn(t)]
⎡⎣ J(s; n)
a0(t) · · · an(t)
⎤⎦−1 en+1 = g(s, t).
Theaboveconsiderationsarebasedonthe fact that thepolynomialmatrix [J∗(t;m), e1] isunimodular,
that is, its inverse is also a polynomial matrix. 
A.3. Proof of Theorem 3.2
The proof follows the same steps as that of Theorem 3.1. Using the same partitioning
g = C21−111 B1.
For simplicity we will use the abbreviations
si ← s − si and ti ← t − ti.
Computation of C21:
C21 =
[
0 · · · 0 1
]
⎡⎢⎢⎢⎢⎢⎢⎢⎣
t1 · · · t1 p1
−t2 p2
. . .
...
−tm+1 pm+1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
−1 ⎡⎢⎢⎢⎢⎣
β00 · · · βn0 0 · · · 0
...
. . .
...
...
. . .
...
β0m · · · βnm 0 · · · 0
⎤⎥⎥⎥⎥⎦ .
This is a realization of a multi-input, single-output system in Lagrange form, with the last column of
 giving the coefficients of the denominator (see Lemma 3.2):
Note that pi’s defined by (26) satisfy
∑m+1
i=1 pi
∏m+1
j=1,j =i tj = (−1)m, and therefore
∑m+1
i=1
pi
ti
= (−1)m∏m+1
i=1 ti
.
⇒ C21 = (−1)−m∏m+1i=1 ti [ ∑m+1i=1 βi0ti , . . . , ∑m+1i=1 βinti , 0 . . . 0 ]. Next, to compute−111 B1, we
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partition the11 matrix as before
11 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s1 −s2
...
. . .
s1 −sn+1
α00 · · · αn0 t1 · · · t1
α01 · · · αn1 −t2
...
. . .
...
. . .
α0m · · · αnm −tm+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎣ A B
C D
⎤⎦ ,
with the inverse given by
−1
11 =
⎡⎢⎣ F−1 −F−1BD−1
−D−1CF−1 D−1 + D−1CF−1BD−1
⎤⎥⎦, where F = A − BD−1C.
Notice that since B1 =
[
0 · · · 0 p1 · · · pm+1
]T
and in C21 only the first n + 1 entries are non-
zero, we only need entries−1(1 : n + 1, n + 1 : n + m + 2) of the inverse, that is, we only need to
compute: (a) the last column of F−1, and (b) the matrix F−1BD−1.
(a) Since
F =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
s1 −s2
...
. . .
s1 −sn+1
a(t)
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ,
where a(t) =
[
α00 + t1t2 α10 + · · · + t1tm+1 αm0 , · · · , α0n + t1t2 α1n + · · · + t1tm+1 αmn
]
, notice
that F is a companion matrix and thus the last column of its inverse is (see Lemma 3.2):
F−1(:, n + 1) =
⎡⎢⎢⎢⎢⎣
s
−1
1
...
s
−1
n+1
⎤⎥⎥⎥⎥⎦ 1det F ,
with det F=
(
α00+ t1t2 α10+ · · ·+ t1tm+1 αm0
)
1
s1
+ · · ·+
(
α0n + t1t2 α1n + · · · + t1tm+1 αmn
)
1
sn+1 .
(b) To prove the second equality, we notice that
−F−1BD−1 = F−1
⎡⎣ 0
t1
t2
· · · t1
tm+1
⎤⎦ = [ t1
t2
F−1(:, n + 1) , . . . , t1
tm+1 F
−1(:, n + 1)
]
.
Thus

−1
11 B1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
(−1)m∏m+1
i=1 ti
t1
det F
⎡⎢⎢⎢⎢⎣
s
−1
1
...
s
−1
n+1
⎤⎥⎥⎥⎥⎦
×
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ,
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where
t1
det F
=
[(
α00
t1
+ · · · + αm0
tm+1
)
1
s1
+ · · · +
(
α0n
t1
+ · · · + αmn
tm+1
)
1
sn+1
]−1 = 1
d(s,t)
. Putting
all these pieces together, we get the desired: g(s, t) = C21−111 B1 =
=
[ ∑m+1
i=1
βi0
ti
, · · · , ∑m+1i=1 βinti 0 ]
d(s, t)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
s
−1
1
...
s
−1
n+1
×
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
∑m+1
i=1
βi0
ti
1
s1
+ · · · +∑m+1i=1 βinti 1sn+1
d(s, t)
= n(s, t)
d(s, t)
. 
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