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PREFACE 
This dissertation entitled "Order Statistics in 
Statistical Inference" is submitted to the Aligarh Muslim 
University Aligarh for the partial fulfillment of the 
requirements for the degree of M.Phil in statistics. In this 
dissertation an attempt has been made to bring out basic 
concepts and some basic important results about order 
statistics that are useful in statistical inference. 
This manuscript consist of five chapters- Chapter I 
deals with some basic concepts and definitions of order 
statistics and statistical inference. In Chapter II we 
discuss some basic results of distribution and 
expectations of order statistics. Chapter III comprises of 
estimation for both location and scale parameters as also 
for censored data using order statistics- Chapter IV 
deals with the hypothesis testing through order 
statistics. A brief account of goodness—of-fit tests, 
life testing and tests for outliers and slippage have 
also been discussed in this chapter. Chapter V comprises of 
brief account of some recent research papers in different 
areas of statistical inference, with regards to order 
statistics. 
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CHAPTER I 
Order Statistics and 
Statistical Inference 
CHAPTER I 
ORDER STATISTICS AND STATISTICAL INFERENCE 
1.1 ORDER STATISTICS 
The subject of order statistics deals with properties and 
applications of ordered random variables and functions of 
these variables. If the random variables X ^ X X 
are arranged in ascending order of magnitude and written 
a s X < X < X ,then X . is said to be i-th 
t 1 > < 2 > <n> ' < t > 
order statistics (1=1,2 n) in a sample of size n. In 
the usual random sampling theory, the unordered X. are 
assumed to be statistically independent and identically 
distributed. The X ' s are then necessarily dependent because 
of the inequality relations among them. A distinction is made 
between the random variable X. and the corresponding 
sample observations x.. As an illustration, consider a 
life test on a certain electrical component. A random 
selection of n specimens is made from the population of items 
at issue. This sample is placed "on test". The data so 
obtained is naturally ordered. If the test is continued until 
all sample specimens have failed, the sample is said to be 
complete, and it consists of the naturally ordered 
observations x < x < . . . < x - I n this case X .= x V i. 
If sample specimens are withdrawn prior to failure and/or 
testing is terminated with survivors, the sample is said 
to be censored. In some situations, the original sample 
observation x. may be unordered with respect to 
magnitude, and a transformation that is, a rearrangement 
is required to produce a corresponding ordered sample. 
Some frequently used functions of order statistics are 
<i> the extremes X and X (ii) the range R = X - X , 
< i > < n > < n > < i > 
(iii) the extreme deviate from the sample mean, X - X and 
(iv) for a random sample from a normal distribution 
N(^v,o'^), the studentiaed range R/S , where S is a 
root-mean—square estimator of a based on i> degree of freedom. 
All these statistics have important applications. The 
extremes arise in the statistical study of floods and 
droughts, as well as in the problems of breaking strength and 
fatigue failure studies in system reliability analysis. The 
first order statistics X is also useful in estimating 
the threshold parameter in skewed distribution (e-g /j in 
f(x> = l/c exp ((x - /j); X > /j) The range is widely employed 
in the field of quality control as a quick estimator of 
the standard deviation cf. The extreme deviate is a basic 
tool in procedures for detecting outliers. Large values of 
(X - X ) / c suggest the presence of outliers. When 
outliers are not confined to one direction, the studentized 
range is also useful in the detection process. Furthermore, 
the studentized range is the basis of many quick tests in 
small samples, and it is of key importance in ranking 
"treatment" means in analysis of variance situations. 
A some what mare limited application of order statistics 
can be found in the area of data compression, in which lar'ge 
masses of data are replaced by a small number of selected 
order statistics. This application is of special importance 
in the space program where it is necessary to compress 
excessively large quantities of data accumulated on board 
an orbiting capsule in order to facilitate their transmission 
to a ground station. 
1.2 TRUNCATION AND CENSORING 
TYPES OF ORDER STATISTICS DATA 
Let us consider a life—testing experiment where n items 
are kept under observation until failure. Suppose the life 
lengths of these n items are i.i.d. random variables with a 
common absolutely continuous cdf F(x,0) and pdf f(>{,0), where 
& is the unknown parameter. We, then have a random 
sample X ,X , X from the cdf F(x,0). Notice that 
1 2 ri 
these values are recorded in increasing order of magnitude; 
that is, the data appear as the vector of order statistics in 
a natural way. For some reason or other sometimes we may have 
to terminate the experiment before all items have failed. We 
would then have a censored sample in which order statistics 
play an important role. Let us now look at some prominent 
classifications off censored samples. 
1.2.1 TYPE I (TIME) CENSORING 
Suppose it is decided to terminate the experiment at a 
predetermined time t, so that only the failure times of the 
items that failed prior to this time are recorded. The data so 
obtained constitute a type I censored sample. It corresponds 
to right censoring in which large observations are missing. 
Clearly, the number of observed order statistics R is a random 
variable; it could be 0. 
1.2.2 TYPE H CFAILURE) CENSORING 
If the experiment is terminated at the r—th failure, 
that is, at time X , the sample so obtained is called 
r 
type II censored sample. Here r is fixed, while X , the 
r 
duration of the experiment, is random. This is also a sort of 
right censoring- One can have left censoring as well where in 
smaller values are censored or one can have censoring of 
multiple regions. When there is both left and right 
censoring, the name used often is double censoring. Thus, in 
a doubly censored samples items at both the ends are missing. 
1.2.3 RANDOM CENSORING 
With the i—th item let us now associate a random variable 
C called the censoring time whose cdf F is free of 6. 
i c 
Define T = min (X. ,C. ) and D. = 1, if T, = X. and D. = 0, 
V X. X. >• X. X. X. 
otherwise. Let us assume X. and C. are independent, and we 
observe (T , D ), i.= i,....n. Thus, each life time is 
i x. 
censored by an independent time, and we also know whether our 
observation is the life length or the corresponding censoring 
time. This scheme is known as a random censoring scheme. 
1.2.4 TRUNCATION 
It may happen, either by accident or design, that 
information about some of the sample values is incomplete or 
altogether missing. In such a case we use a truncated 
sample. In truncation, values which fall out side the 
interval (a,b) can not be observed. We are obliged to argue 
conditionally on the n observations which fall in the 
interval. The pdf of the truncated distribution is 
f iy./9) /LP (a < x < b) where f<x/e) is the original pdf. 
r 
Example :- A random saniple is drawn from a Possion 
distribution but the zero values are not recorded. The 
distribution is said to be truncated at the origin and has the 
p.m. f. 
Pr(X = x) = 
e"" exp (-0) 
x! Cl-exp(-e) 
X = 1,2, 
If a > -00 , the truncation is known as 'right truncation' 
as the values > b are missing. If b • oo , the 
truncation is called ' left truncation' as the values <a 
are missing. At times, we may have a doubly truncated san^3le, 
i.e. each X. € (a,b). 
t3 STATISTICAL INFERENCE 
The process of inferring generalizations about a 
population on the basis of sample data is known as 
statistical inference. It includes the point and 
interval estimation of population parameters and the 
testing of statistical hypotheses about populations, using 
data obtain;ed from samples. Statistical inference is based 
upon probability theory in the sense that it can be viewed 
as a decision making process with a certain degree of 
certainty measured in terms of probability. The decision 
being about population parameter or population 
characteristic. Thus, inference can be classified as 
'Parametric and *non— parametric'. For a detailed 
information about statistical inference, one can refer to 
Rohatgi (1984). 
1.3.1 ORDER STATISTICS IN STATISTICAL INFERENCE 
Drder statistics play an importauit role in several 
optimal inference procedures- In quite a few instances the 
order statistics become sufficient statistics and, thus, 
provide minimum variance unbiased estimators (MVUEs) of 
the population parameters and provide most powerful test 
procedures for unknown parameters. Order statistics appear 
in a natural way in inference procedures when the sample is 
censored. They also provide some quick and simple estimators 
which are quite often highly efficient. In fact there is an 
increasing usage of order statistics, in estimation, 
prediction, and testing of hypotheses. In connection with 
distribution-free test of hypotheses, order statistics are 
of fundamental importance as most of the test procedures are 
based on order statistics for detailed study one may go 
through Gibbons (1971). 
1.3.2 ORDER STATISTICS AND SUFFICIENCY 
The concept of sufficiency is fundamental in classical 
parametric inference procedures. Sufficient statistics lead us 
to MVUEs, optimal tests, and confidence intervals. Order 
statistics being sufficient, play an important role in a 
variety of such procedures. We now discuss the role of order 
statistics in data reduction. 
Let us begin with the vector of all order statistics 
X = ( X , ,X ) froffl a random sample of size 
1 : n r,: T\ 
n from the cdf F (x,0). The parameter 9 may be real or 
vector valued and belong to O, the parameter space. 
When F is absolutely continuous, the conditional joint 
distribution of X ,X ....X given X = x , . . . . , X = y. 
1 2 n l:n l' ' n:n n 
is easily seen to be 
p (X = K. , ,X = X. I X = X , , X = X ) = 1 / n! 
1 V ' n v ^ ' i : n l' ^ n:r\ n 
where ( i ,i ,. . . i ) is a permutation of (l,2,...n) and 
1 2 n 
X < < X When F is discrete, and X ,....,X have 
1 n l:n' ' n : n 
ties such that there are only K distinct x. 's with frequencies 
.n, one would have 
k 
p ( X =x. ,--,X =x. X =x,..-, X = x ) =Kn ! n !. . . n,!) / (n ) i v ' n L l i : n l ' r\:r, n 1 2 k 
1 n 
Hence, in either case, the conditional distribution of the 
sample is free of 0. Thus, X is sufficient for d. For some 
distributions X is in fact minimal sufficient. For example, 
this is the case when F is a Cauchy cdf with location 
8 
parameter 9. Other examples include the Logistic and Laplace 
distribution. 
1.3.3 ORDER STATISTICS IN ESTIMATION 
Suppose now that the functional form of F is known. If 
the range of x depends on 6 at one or bath terminals, order 
statistics enter very forcibly into' estimation process. For 
exaiTiple, the exponential distribution with unknown starting 
point or a uniform distribution with one or both ends being 
function of 0. 
Suppose the range of K depends on 6 (scalar) only at 
the lower terminal, namely, a(©) < x < b. Then, if a 
sufficient statistic for 6 exists (i) it must be a one-one 
function of X ; and (ii) the pdf must be of the form 
f(x;0) = C {0) g (x) with C (©), g (x) both non-negative Davis 
(1951). To See (i), we need note only that the conditional 
pdf f (xj T=t) of X<i> for any statistic T can not be 
independent of Q unless T uniquely determines X in (a,b}. 
For (ii), Let X. (t=l,2) be any two variates in the sample 
other then X . Then f (x I x ), which equals 
f (x ;(9) 
t 
r f (X, ;e) dx» 
<U 
i s independent of 0, so that C f (x ;0) / f (x ;0) ] i s a l so 
independent of d, which e s tab l i shes ( i i ) . The re su l t s stated 
hold of course, equally for a < x < b (0), which case X is 
sufficient for ©. One can also generalised for the cases 
where a<0) < X < b(0). In this case the sufficient statistics 
will be a function of both X and X 
<1> (n> 
1.3.4 ORDER STATISTICS IN HYPOTHESIS TESTING 
Tests of significance correspondinQ to the various 
rectangular cases considered can now be constructed, but some 
of the results may be a little surprising at first sight. Thus 
in the simplest R (0,0) case the obvious test of H z 6 < 9 
o o 
against H zG > 6 is to reject H when x is too large, 
l o O O <n> 
choosing the a — level significance point x so that 
n , Ot 
1/n 
= 9 (1-a) 
p | x > x I 9 = 9 \ = a that is, x 
r \^ < n > n,a ' O J n ,a 
This test is uniformly most powerful (UMP) but, as Lehmann 
(1959, p.110) points out, by no means unique; in fact, any 
test which (1) rejects H when x > 9 (ii) has level a 
o {n> o 
when 6 = 6 , and (iii) has rejection level < a for 9 < 9 is 
o' o 
also UMP. However, there is a unique UMP test of H :6 = 6 
' o o 
against H z9 ^ 9 namely, reject H if x > 6 or x <6 a 
1 O O < n > 0 < n > 0 
and accept H otherwise, 
o 
Next, suppose that two independent samples X ,X ,....X 
and Y ,Y , Y are available from R (0,6 ) and R (0,0 ) 
1 ' 2' n2 ' 1 * 2 
parents. To test H : 6 = 6 (or H : 0 < 0 ) against 
0 1 2 0 1 2 ^ 
H : 0 > 0 : one i s led to r e j e c t f o r l a r g e va lues of 
V = X I Y . 
< n 1 > ' <n2> 
Uthoff (1970) obtains the following most powerful 
li) 
location and scale invariant tests among two parameter normal, 
uniform, and exponential distributions. 
Null Hypothesis alternative critical region 
Normal 
Normal 
Un i form 
Un i form 
Exponential 
Exponential 
U / S > C ,a 
n 1 
<x - X ) / S > C ,a 
< 1 > 2 ' 
<x - X )/ U > C ,a 
( 1 > n 3 
In fact there are a large no. of test procedure based on 
order statistics that have optimum size and power. 
1.4 PROBABILTY INTEGRAL TRANSFORMATION AND SPACINGS 
It is a continuous variate having prob. density 
function f(x) and distribution function F(x), a 
transformation to a new variate y is given by 
y = J f (x) dx = F (x) 
-00 
has been termed as the probability integral transformation- It 
can be shown that Y is uniformly distributed in the range 
CO,in. The following description illustrates the need for this 
transformation. 
Suppose that on the basis of a censored saiaple iram a 
continuous population f(x,Ai) which is completely specified 
except for the location parameter /j, we wish to test H :fj - u 
o o 
11 
Then probability integral transformation 
X 
-00 
converts the oriqinal observations x into the variates r 
uniformly distributed in (0,1). Upper 5 and IX points of 
median of the r. (in the complete sample of n), namely 
r (n odd) and 1/2 (r + r ) (n even), are 
given in the tables. 
Let X < X , ,< X denote the order statistics 
< 1 > < 2 ) < n > 
of the sample and define X = -co and X = oo . By using 
the probability integral transformation U = F (X) , H is 
reduced to the uniform distribution over the unit 
interval (0,1). After this transformation U , 
' < 1 > 
U , U Cwhere U . = F (X ) 1 denote the order 
< 2 > < n > < v > O t 
statistics and U = 0, U =1. The difference U - U , 
< 0 > < n + l > < v > < v - l > 
V = 1,2, ,n+l, is called i—th spacing and is denoted by 
V . 
V 
1.5 SLIPPAGE AND OUTLIERS 
1.5.1 SLIPPAGE TEST 
A slippage test refers to a significance test of K 
samples in which the hypothesis has been one of homogeneity in 
the means, as against the alternative that one member (or a 
set of members) has slipped away from the others. For 
example given samples from each of n continuous populations, 
to test the null hypothesis that all populations, are 
12 
identical against the altenative that one of them (we do 
not know which one) has slipped to the right. Any test 
procedure that helps in detection of the slipped 
population, if it exists, is known as a slippage test. 
1.5.2 OUTLIERS 
Let X ,X , X are i.i.d. random variables with 
cdf F (x,0), where the parameter O is possibly unknown. If 
this basic assumption is violated in that one or possibly more 
of the X 's are from a different population having cdf F 
i 
which may or may not be completely specified. The values 
generated from F are labelled outliers or discordant 
observations. Traditionally, the approach to the treatment of 
outliers has been to try to discover them by means of 
tests of significance, usually devised from intuitive 
considerations. Such tests generally have one of the following 
aims: (a) to screen data in routine fashion preparatory to 
analysis; (b) to sound an alarm that outliers are 
present, thus indicating the need for closer study of the 
data - generating process; (c) to pin—point observations 
which may be of special interest just because they are 
extreme. 
In a sense a problem of outlier and slippage are inter-
related. While the term outlier is associated with one (or 
more) erring observations, 'slippage' is possible fault of 
the whole sample/population. 
CHAPTER II 
Basic Results of 
Order Statist ics 
CHAPTER I I 
BASIC RESULTS OF ORDERT STATISTICS 
2.1 INTRODUCTION 
I f the random v a r i a b l e s X ,X , ,X a r e arranged in 
1 2 n 
ascending order of magnitude and then written as X < X ,^ 
^ < 1 > < 2 > 
,< X .We call X the i-th order stati sties <(i=l,2 
= = =n), where X. are assumed to be statistically independent 
and identically destributed. In this chapter we discuss the 
basic distribution theory of order statistics by assuming that 
the population is absolutely continuous. In section 2.2 we 
derive the camulative distribution function and probability 
density function of a single order statistics, X . In 
section 2.3 we similarly derive the joint cumulative 
distribution function and joint probability density function 
of two order statistics X and x . In Section 2-4 we obtain 
r a 
distributions of some functions of order statistics e.g. 
sample range, mid range median etc. In section 2.5 we also 
present expected values and moments of some order statistics 
and their functions. For a comprehensive study of the order 
statistics, their distributions and moments etc. one may 
refer to David (1981; Chapter 2,3). 
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2.2 DISTRIBUTION OF AN ORDER STATISTICS 
If X ,X ,X ...,X are n independent sample values each 
with probability density function (pdf) f (x) and cumulative 
distribution function <cdf) F(x)from a continous population, 
then the cdf of X (or largest order statistics) is given by 
<n> 
F <x>=Pr(X <x) = Pr (all X < x), i = 1,2...,n-
n «n> V ' ' ' 
= [F..,]" (2.2.1)-
Also, the pdf of x . . is found by differentiatinq F (x) With 
( n ) •' ^ n 
respect of x and i s given by 
f (X) = f Fin)] = n r F ( x ) 1 , , , ( 2 . 2 . 2 ) 
dx L J L J f<>^> 
Similarly, cdf of x (or smallest order statistics) is give 
<i> 
by 
F^(x)=Pr JX^ ^^  <xl= 1-Pr Fx^ ^^  > xj= l-ri-F(x) 1 (2.2.3) 
The pdf of X is found by differentiating F (x) with respect 
to X, i.e. 
f^(x) = —^ ri-|l-F(x)| 1 = nri-F(x)l f(X) (2.2.4) 
Example: For the exponent ia l d i s t r i b u t i o n 
f ( X ) = e^^^ , X >0 
= 0 , X <0 
15 
The cdf of X in a random sample of size n is given by 
<n> 
F (x) = |F(X) I = I 1—e *^  I So that the corresponding pdf IS 
given by 
-x/enn-l n p —x/e-ji 
- ^[ ' -^ ] —x/0 f (x) = ^ ) 1—e I e * Proceeding in the sane 
lines, cdf of x (or r-th order statistics) is given by 
<r> 
F (x) = Pr (X < x), 1 < r < n 
r <r> 
= Pr Catleast r of the X.. are less then or equal to xl. 
n 
^ PrCexact ly Cof X ,X , . , X a r e l e s s then or equal to X l 
i=r 
i ["] [--]l---]' 
The number of observations below X . . has a binomial 
Cr) 
distribution with parameters n and F(x); we, therefore can 
write 
F (x) = n f ^ I'l J^ f^ '^^ O ri-*^ <x>l dF(x) 
F(x) 
= _ _ ; : L ., ; <t)'-*[>-t] "d't = I^,^, (r.n-r.l> 
(r—1)!(n—r)! o L J 
(2.2.5) 
Which is just from the relation between binomial sums and 
incomplete beta function. The pdf of x . . is found by 
16 
d i f f e r e n t i a t i n g F (x) W . r . t o x t o g e t 
r 
f (X) = 
B(r,n-r+l) dx 
J [ F < . > ] " [I-F<X.] dF(x) 
B(r,n-r+l) L J L J f<><> 
= r^ '^^ 1^ ri-F(x)i f 
(r-ii!(n-r)! L J L J 
(2.2.6) 
n' 
because 
B(r,n-r+l) (r-1)! (n-r)! 
The pdf of X , can also be derived as follows: 
^ <r) 
Let f (x) denote the probability density function of r—th 
r 
order statistics X . The event X < X < x+6x means that 
(r> <r> 
r-1 n-r 
x+6x 
X . < X f o r r - 1 o f t h e n - v a l u e s , x < X, < x + 6x f o r j u s t 
one o b s e r v a t i o n and X. > x +6x f o r t h e reraaing n - r o f t h e 
sample v a l u e s . 
I n v i ew of. t h i s , the p . d . f . o f X i s g i v e n by 
"> ^ < r > ^ • ' 
f (x)dx = prx<X < X + 6x1 
n ! P X 1 r -1 p x + 6 X - .1 
= J f (>«>dx J f (x)dx 
( r - 1 ) f (1) ! ( n - r ) I «- « J L x J 
[ b -• n-r 
r f ( x ) d x 
17 
n! r T I"-* 
f (X) dx = rF<x) I f (x)dxri-F(x)l 
"" (r-D! (n-D! L J L J 
n; r -,r-± 
f (x) = [l-Ftx)] ri-F(x)l f(x) (2.2.7) 
"" (r-l)!(n-r)! L J L J 
WE can get the pdf of smallest and largest order statistics by 
substituting r = 1 and r = n, in (2.2.7). Thus, we have 
n ! f •» n-l l> -| n-l 
V^= -G^=TT'. [l-'='<>^ >J f(x) =n[l-F(x)J ^^^j ^2.2.8) 
Which is the pdf of smallest order statistics and 
f^(x) = njF(x)| f(x) (2.2.9) 
Which is pdf of largest order statistic. 
Example:— The pdf of X in a random sample of n from 
exponential parent 
f (x) = 0'* e"'*''^  , 0 > 0, x>0 
= 0, x < 0 is given by 
f (X) = I F(x) I ri-F(x)l f (x) 
"" (r-1) ! (n-r) '. ^ J L J 
(r-D! (n-r)! •- J L J L J 
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It is worth noting here that it may not always be 
possible to write the pdf of X in an explicit from. For 
example, if a sample is drawn from a Normal populationl, then 
the pdf of X can at best be written as a function of d> and 
$ (where <p and Sare pdf and cdf of a standard Normal variate). 
In fact, we can write the pdf of X in an explicit form only 
if the cdf of the parent population can be written explicity, 
otherwise it shall involve definite integrals. However, with 
the evei—increasing use of computer and in view of the 
availability of standard packages for numerical solutions of 
integrals, it should not fase any serious problem now. 
2.3 THE JOINT DISTRIBUTION OF TWO OR MORE ORDER STATISTICS 
Let f <x,y) denotethe density function of X and X 
rs {r> <s> 
where 1 < r < a < n and y > x. 
The e v e n t x < X < x + 6 x , Y < X < y + 6 y means 
< r > ' ( a > 
that J J J 
r-i a-r—1 rt-» 
X X + 6x y y + 6y 
X < X 
X < X. < X + 6x 
x+t5x < X. < V 
for r-i of the X. 's 
for one of the X. *s 
for a-r-i of the X. 's 
y < X. < y + 6y for one of the X. 's 
I 
X. > y + 6y for T^-» of the X 's 
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By considering 6x and 5y both to be very small, we may 
write 
f <i<,y) d5<dy= Pr 
r a 
X «= (x,x + 6x),X e (y,y + <5y) 
n! 
x+<5x 
(r-1)!1!(s-r-l>!1!(n-s)! 
y 
r J f(x)dx1 r J f(x)dx| 
•-r-l 
y+6y 
r J f (x)dx 1 r J f (x)dx 1 \ J f (x)dx] 
8-r-l 
= "^ [^(x) I f (x)dxrF<y) - F(x)] 
(r-l)!<s-r-l)!<n-s)« L J L J 
ri-F(y)l f{y)dy l  
Hence 
n! r-l «-r-i 
f (X,y) = -? TTT-T TTT-? ^-r \f^ ^'<n 1^ <y> " F(x)l 
ra '-^  <r-l) ! (s-r-1) ! (n-s) ' [. J J. J 
[l-F(y)j f(x)f(y) (2.3.1) 
We can obtain particular case as follows:-
i) Putting r=l and s=n in above, we obtain the joint prob. 
density function of the smallest and the largest order 
statistics to be 
r -in-2 
(2.3.2.) f^^(x,y) = n(n-l) rF(y)-F(x) I f(x)f<y) 
(ii) By seting s=r+l in above, we obtain the joint density 
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f u n c t i o n o f two c o n t i g u o u s o r d e r s t a t i s t i c s , 
X and X (1 < r < n - 1 ) , t o be 
(r> <r-»-l> ' 
n ! P i r - l p 1 n -r - l 
' < r - l ) ! ( n - r - l ) ! »- J L J 
-00 < X <y <oo ( 2 . 3 . 3 ) 
Exatnple :- The joint pdf of X and X in a random sample 
<r> (s> "^  
of n from the exponential parent 
f(x) = e~*-e~^^^ 0 > 0,x > 0 
= 0 X < 0 
is given by 
11—1 r TS-r-1 
f (x,y) = r^^^l rF(y)-F(x)l 
"^  (r-l) ! (s-r-1) ? (n-s) ! i- J •- J 
[i-F<y)] 
- ri-e-«''^l"' Fe-'^^^e-y^^l' 
(r-l)(s-r-1)!(n-s)! L J L J 
n-a 
f(x)f(y) 
Therefore 
r - 1 
Ie-r-l 
f < X , y > 
r 9 
n-a-«-i 
1/e [e-y''^ ] 1/0 [e-^^] 
0 < x < y < o o , e > 0 
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Generalization : 
Let the joint pdf of X ,X ,X , 
<nj > <n-> <n«> 
denoted by f 
Tt n 
1 2 3 
< X , X , 
. . n , 1 2 
k 
X , 
3 \ ' 
... X IS 
< 
where 
<n^> 
K n <n <n„,,.-,<n < n ; 1 < k < n and x < x <, 
1 2 5' ' ^ 5 ' 1 2 ' 
Thus joint prob density function is given by 
'^""k 
n! 
^n.n ^ n ._.n } W . " \ ^ <n -1) ! (n.-n -J) ! (n -n,-1) !. . (n-n. ) ! I , 1 1 , 1 1 . 1 1 
1 2 3 k 2 I 3 Z 
F(x^) ' f (x^ ) F(x^)-F(x^) ^ * f (x^) l-F(Xj^ ) f (x, ) 
k 
Which can also be written as 
= n: 
P k 1 
TT f<'^ j> 
j = i 
k 
TT 
j = o 
rF(x. )-F(x )1 
n -n.-l 
(n. -n.-l) 
(2.3.4) 
(2.3,5) 
Knowing that x = - o o , x . =00 
^ o ' k+i r = 0, r, = n+1 
o k+1 
Thus by setting specific values of n. 's we can obtain the 
joint pdf of any subset of (x . 
J^  <1) <2> < }• <n>J 
2.4- DISTRIBUTIONS OF SOME FUNCTIONS OF ORDER STATISTICS. 
2 . 4 . 1 DISTRIBUTION OF SAMPLE RANOE: 
I f X . X . . . . X i s a random sample from a c o n t i n o u s 
1 * 2 n ^ 
population with distribution function F(x) and X 
<i> 
22 
X <-...< X are the corresptsndino order statistics then the 
<2> < n > 
sample ranoe is defined as R = X^  - X = y - x. We know 
<n> <i.> 
the joint pdf of X and X is given by 
f ( 
m 
x,y) = n (n-1) H 
in-2 
F(y) - FCx) f (x)f <y) (2.4.1) 
Now define 
r = y - x = > y = r + x and 
transformation is given by 
/\ « «-»!-» that the Jacobian of 
Ul = 
d(x,y) 
d(x,r) = 1 
The joint pdf of (x,r) is, therefore, given by 
f(x,r) = f (x,x+r) |J| 
Now by (2.4.1. ) 
n-2 
f^ ^ (x,x+r) = n(n-l) rF(x+r)-'F(x>J f(x)f(x+r>, 
-<» < x < o o , 0 < » ^ < o o (2.4.2) 
By integrating it with respect to x, the pdf of sample range R 
is obtained as 
00 p 1 n-2 
f(r) = n(n-l)J_ F(r+x)-F(x) f(x)f(r+x)dx 0<r<oo (2.4.3) 
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The cdf of R is, therefore 
r 00 
F(r)=Pr (R < r)=n(n-l) J J Tf <x+r ')-F (x) 1 f (x) f (x+r ' )dxdr 
o -00 L J 
0< r <oo (2.4.4.) 
On appling Fubini's theorem and changing the order of 
integration we have cdf of R; 
F(r) = n J f(x)r(n-l)J JF(x+r' )-F(x)| f(x+r')dr'l dx. 
-00 
00 
= n J f(x)r<x+r') -F(x)j 
n-l r =r 
-00 
dx 
r' =0 
00 
= n r rF(x+r>-F(x)l ,, , . J L J f(x)dx. (2.4.5) 
-00 
Example: The pdf of sample range in case of s i n g l e parameter 
—x/0 exponent ia l d i s t r i b u t i o n Mith pdf f ( x ) = e * i s obtained 
below. 
00 
f < r ) = t 1^ r r - x / ^ <x+r>/0"| n(n-l) J I® ~® I -x/e - ( x + r ) / © . e e dx 
= n ( n - l ) e I 1.-e l i e dx 
= n (n—1) (1 -e ) e , 0<r< 0 (2.4.6) 
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Also, the cdf of R may be obtained from the (2.4-6) to be 
r 
-r/0 1""^ -ryO _, 
e I e dr F (R) = J <n-l) [l-e ""^^ ]
-jn-l 
< r < 00 
0 
(2-4-7) 
2.4.i.DISTRIBUTION OF SAMPLE MEDIAN 
Case I : Sample size is odd. 
<v 
Let M denote the papulation median for a continuous 
density function f(x), i.e. M is value satisfying F(x) = 1/2 
and m denote the sample median in a random sample of n 
observation. The pdf of sample median (which is (n+]D/2th 
observation) is given by 
f (;<)=-
n+1 •] f n+1 •] « 
rF(x)| ri-F(x)i f(x) 
n 
m'] 
F(x)i:i-F(x): 
n-l 
2 
f (X) (2.4.8) 
This equation shows that this distribution is symmetric about 
zero, if the population dist is symmetric about zero. 
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CASE II SAMPLE SIZE IS EVEN 
The median in this case is m = |n/2 + (n/2) + 1| /2 
observation- In order to derive the distribution of m in this 
= h 
case, we first find the density function of X and 
<n/2> 
X t o b e 
<n/2+l> 
f (X , X ) = 
n,n 1 2 
-H 
2 2 {[ i - ']} 
rF(x )^] ri-F(x^)i f(x^>f(x )^ 
0 < X < X < CO ( 2 . 4 . 9 ) 
1 2 
Frt»m t h e above , we o b t a i n t h e j o i n t d e n s i t y f u n c t i o n o f 
X and m t o b e 
nyz 
n n 
— 1 —1 
r2 r i 2 
f (X , x ) = [ F C X ) 1 r i - F ( 2 x - x ) ] f ( x ) f ( 2 x - x 
-00 < X < X < oo ( 2 . 4 . 1 0 ) 
1 2 
By i n t e g r a t i n g ou t x i n ( 2 . 4 . 1 0 ) , we d e r i v e t h e pd f o f 
A. 
sainple median <n a s 
n n 
2n! ""j. ^r*^. - . i " ^ 
f ~ ( x ) = r F(x ) l - F ( 2 x - x ) l f ( K ) f ( 2 x - x )dx 
-co < X < 00 (2.4.11) 
The integration to be performed in equation (2.4.11) does 
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not assume a manageble form in most cases. Yet the cdf of 
sample median mean be written in a simpler form from (2.4.11) 
as 
F^ (x > = P(m < X ) 
o o 
m X X 
o 
2n 
{(i-*]4 
J J [ ^ ' \ ' Y ' (l-I^ S^x-x^ J } 
n 
f (K ) f (2;<—x ) dx d>?, -cc<x <oc 
1 1 1 O 
(2,4,12) 
By employing Fubini's theorem and changing the order of 
A* 
integration, we derive the cdf of m as 
n 
— 1 
2 
F~ (x )=-
m o 
^ Z p X n 
( N •}' 
dL;(t 
n 
[i -' } f5} 
n 
- -1 2 
n 
2 . 
J [ F(xj] [ 1-F(xj f(x^) dx^ 
—00 
X n H ' 
- J iF(x^)y Jl-F(2x^ ~'*i^ f f (x^)dx^ 
-w 
(2.4.13) 
Thus we see that the expression for the pdf of sample Median 
is rather involved for an even sample size n, where as it is 
much simpler for an odd sample size. 
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2.4.3. DISTRIBUTION OF MIDRANQE : 
Let M denote the population midrange for a continuous 
density function f(;<) i,e 
X + X 
„ <l> <n> 
n = 
2 
and m denote the sample midrange in sample of n observations 
2M = X + X = x + y We know the joint pdf of X and X 
n-2 
f (x,y) = n(n-l) CF(y) -F(x)3 f(x) f(y) (2.4.14) 
In ' 
Now define 
2ni = X + y => y = 2m - X 
U = X => X = u 
y = 2m — u 
Here the Jacobian of transformation is 1. Therefore, joint pdf 
of (u, 2m-u) is f(u,2m-u) = f (u,2m—u) |J| Now by above 
f^  (u,2m-u)=n<n-l) |F(2m-u)-F(u>:1 f<u) f<2m-u) (2.4.15) 
By integrating out u, it reduces to the prob. density function 
of midrange given below: 
f (m)= n(n-l)J rF(2m-u)| f (u) f (2m-u) du^-oo <m <c ,n-2 :D (2.4.16) 
I I ^ 
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Now cdf of M is 
J f(m) dm = n J f<u) J (n-1) f(2m-u)rF(2m-u)-F<u)j dmdu 
« -no a L J 
[F(2m -u)-F(u^ 
-00 
In-2+1 
= n J f <u> <n-l) du 
-00 f n-2+1 
n-2+l 
F(m) = n J f (ui rF(2in-u)-F{u) I du 
n-l 
F<m) = n j f<u)rF(2m-u)-F(u)I du (2.4.17) 
Examples For the standard uniform population pdf of M is 
obtained as follows:-
m n-2 
f(m) = 2n(n-l) J (2m-2u) du = 2n(n-l) 
o 
= 2""* nm~* , 0 < m < 1/2 (2.4.18) 
and when 1/2 < m < 1 
m n-2 
f (m) = 2n(n-l) J (2m-2u) du = 2^ "* n(l-m)""* 
2m-i 
, 1/2 < m < 1. (2.4.19) 
From equation (2.4.18) and (2.4.19) we derive cdf of the 
sample midrange M for the standard uniform distribution as 
n-l 
F(« ) = P(M <m ) = 2 m"" if 0 < m < 1/2 
o o o o 
n-i 
= 1-2 (l-« )" , if 1/2 <m < 1 (2.4.20) 
o o 
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From equation (2.4.16) on the other hand we may write in 
general the dist function of the sample midrange M as 
m ri-2 
F((m^) = n(n-l) J J rF(2m-u) -F (u)If (u) f (2m-u)du dm 
-00 -00 •- J 
m n—2 
n J f(u)r(n-l) J ° I F(2m-u)-F(u)I f(2m-u)dmldu 
n-l 
= n J Fr(2m-u)-F(u)l f (u) du - oo < «^ <oo (2.4.21) 
For the standard uniform population, the cdf of the 
sample midrange M obtained from (2.4.21) is identical to the 
one derived in Eq- (2.4.20). Similar formulas can be derived 
for the density function and the distribution function of the 
general quasimidrange M = (X +X )/2, 1< r < S < n, which 
of course will include the ith quasi - midrange 
M = (X + X )/2 as special case. 
r <r> <n-r-H> 
2.5. EEPECTED VAl^ES AND MOMENTS 
Let the sample values X ,X ,X , ,X from a 
continuous papulation with pdf f(x) and cdf F(K) be arranged 
in order of increasing magnitude and let X < X < ...< X 
<1> <2> <n> 
be the order statistics. Now let us denote the mean of 
X the rth order statistics by u . 
<r> ' r 
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Therefore 
ta 
jj = <X ) = r X f (x)dx 
<r> <r> J r 
-<» 
n! ** 
= [x FFCX)] r t - F ( x ) l f (x )d 
( r -1) ! (n-r) ! J L J ^ J. 
n! r r T »•-*• r -t ^-f 
" " "x . 
, r = l , . . , n 
- 0 0 
< 2 . 5 . 1 ) 
and le t us denote the Kth raw (aoment of r th order 
s t a t i s t i c s E(A ) by u . Then from the prob density function of 
X we have 
r 
. k M 
IJ = E(X ) = f X f (X) dx 
'^ r r J r 
n ! OD p -| r - l |- -1 n-r 
f X F<x) l -F(x) f(x)dx 
( r - l ) ( n - r ) i -t» L -I L J 
r = 1 , 2 , . . . , n , k > 1 (2 .5 .2) 
we may also compute variance as 
Var (X ) = o- = fj^^- t/ , 1 < r < 4 (2.5.3) 
r r , r r r 
For the Covariance of X ,X we put correspondingly 
c y = E ( X -/J )(X - u ) 
ra <r> <r> <a> '^<s> 
= Gov <X ,X ) 
< r ) < a > 
= M ~ fJ fJ , 1 < r < < n (2.5.4) 
r a r a 
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Example : The mean and variance of X from Uniform 
( r > 
distribution 
For standard Uniform distribution 
f <u) = 1 , 0 < p < 1 
F(u) = u, 0 < u < 1 
cdf of U , 1 < r < n , is 
r 
u 
n! r-i n-r 
F (u) = J t (1-t) dt 0 < u < 1 
<r-l>! <n-r) 
o 
We have density function of U to be 
r 
f (u) = A^  tl-u> , 0 < u < 1 
r 
<r-i>! <n-r> 
From the above density function, we obtain the mth moment of u 
to be 
< m > IT) 1 
n! 
o 
J n-r 
U u (1—U) du (r-1)!(n-r)! 
B(r+ffl, n-r+1) n! (r +m-l) 
u = = X (2.5.5) 
r B(r, n-r+1) (n+m) ! (i—1)! 
taking m =1 , we get mean 
n! ( r ) ! r 
T h e r e f o r e , yj = x = . . , > ( 2 . 5 . 6 ) 
•^  f 1 \ / t 4 \ i ( n + 1 ) (r—1) ( n + 1 ) ! 
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Now t a k i n g tn = 2 
( r + l ) ( r ) , „ ^ _ , 
<2> ( 2 . 5 . 7 ) p = 
( n + 2 ) ( n + l ) 
T h e r e f o r e v a r i a n c e 
( r + l ) ( r ) ^ r . 2 ( r ) ( n - r + l ) , „ _ _,, 
<2> 2 f 1 ( 2 - 5 . 8 ) Ij - ^ = )[n+l] ( n + 2 ) ( n + 1 ) ^ •' ( n + 2 ) ( n + 1 ) 
2 . 5 . 2 . P r o d u c t Moments 
L e t we d e n o t e p r o d u c t moment o f r t h and s t h o r d e r 
s t a t i s t i c by E (X X ) = u . T h e n j o i n t d e n s i t y f u n c t i o n 
< r > < 9 > r ,a:n: 
o f X and X i s known. 
r:n a : n 
T h e r e f o r e 
IJ = E(X X )= r r xy f <x»y) dx dy 
r,a:n r : r> a : n >» J r,a:n 
-oo<x<y<oo 
= J r xy J F < x ) l r F ( y ) - F ( x ) l 
( r - 1 ) ! ( s - r - 1 ) ! ( n - s ) ! . .. . L J L -« 
[x-F<y.] 
- t » < x < y < a ) 
n - a 
f ( x ) f ( y ) d x d y , 1 < r < s < n ( 2 . 5 . 9 ) 
I n g e n e r a l , f o r t h e o r d e r s t a t i s t i c s , X (i. = 1 , 2 , k) 
un 
t h e r e s u l t i s 
E (TT x" )= I T . , ^" <2.5 10) 
"^ "^  (n + r a . ) U l ( r - 1 + r a . ) ! 
• , »• »• J 
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Example:— Product moment of standard uniform population for 
rth and sth order statistics. The joint density function of 
U and U (1 < r < s < n) is 
r : n a : n 
n: 
r- 1 a-r-1 f (U ,U ) = U (U -U ) 
(i—1) ! (s-r-1) ! (n-s) ! 
X (1-u ) , 0 < u < < 1 (2.5.11) 
8 r 
From the above we can derive the <m ,m ) the product 
r a 
moment of (U ,U ) as 
r : n a : n 
(m ,m > A. ^ " = E r u '* u 1 I r:n 8:n I 
r,a:r« *- -• 
1 u 
a m m 
= r r u u f ( u , u ) d u d u 
• ' J r a r,a:n r a r a 
O o 
n'. 1 
m m a-r-l 
J r a r-1 , . U U U (U - U ) 
r a r a r 
<r-l) ! (s-r-1) ! (n-s) !'o * - • r 
(l-u ) du du 
, a r 3 
n! 
(r-1)!(s-r-1)!(n-s)! 
K B (r+m , s-r) 
X B (s+m+m , n—s+1) 
r a 
n! ( r + m - 1)! (s + m + ro - 1) 
X ^ iL 1 f 
(n + m + m ) (r - 1) ! (s + m - 1) ! 
r a r 
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By putting m = m = 1 , we get, 
r a 
r (s + 1) 
fj = E (U U )= —. —-,-—_——; l<r<s<n (2-5.12) 
'^r,a:ri r : n s : n (n + 1) (n+2) 
We have confined oursalves to only the basic general 
results. (Khan, Pervez and Yaqub (19B3) and Khan, Yaqub and 
Pervez (1983) have developed recurrence relations between 
moments and product moments to make things simpler. 
CHAPTEE III 
Order Statistics 
in Estimation 
CHAPTER I I I 
ORDER STATISTICS IN ESTIMATION 
3.1 INTRODUCTION 
Order statisics plays an important role in several 
problems of estimation. The vector of order statistics is 
maximal invariant under the permutation group of 
transformations. Order statistics appear in a natural way in 
estimation procedures when the sample is concered(besides 
being useful in cases where range of the variable is a 
function of the parameter to be estimated, e.g. R(0,©)) These 
procedures also provide some quick and simple estimators which 
are quite often highly efficient. We now explore some basic 
facts about the use of order statistics in estimation. We 
carry out the discussion assuming that we are sampling from an 
absolutely continous population. 
A discussion of various types of censored and truncated 
sample has already been given in chapter 1. In section 3.2 we 
take up the question of Maximum - Likelihood estimation of 6 
when the data is a censored. Through examples, we look at the 
finite samples as well as asymptotic properties of 0, the 
maximum likelihood estimator of 9. The asymptotic variances 
and covariances are obtained by inverting the Fisher 
information matrix. We describe In section 3.3 we describe 
f> 6 
the work of Lloyd (1952), By applying Gauss—Markoff theoreni of 
least squares, it is possible to use linear functions of order 
statistics rather systematically for estintation of location 
and scale parameters using order statistics. Cohen (1959, 
1961, 1965) has worked out the question of estimation for 
censored and truncated data as described in section 3.4. In 
section 3.5 we first describe the best linear unbiased 
estimation of the scale parameter of a population and than we 
describe the BLUE for location and scale paramers-
The results discussed in this chapter are all 
well-established and are part of the standard books on order 
statistics and inference e.g. CSarhan and Greenberg (1962), 
David (1981), Balakrishan and Cohen (1991) Arnold, 
Balakrishnan and Nagaraja (1992)1. Recent results have 
been discussed in chapter 5. 
3.2. MAXIMUM LIKELIHOOD ESTIMATION (MLE) 
In most instances, the MLEs are optimal estimators, but 
in some situations they are rendered in valid because of 
regularity problems. In general, the modified estimators are 
free from regularity problems, and in most application, they 
are at least nearly optimal. 
The likelihood functions of a random sample that consists 
of observations Cx.}, i = l,2. ...n, from a distribution with pdf 
f (x ; 6 ,d ) where 9 and O are parameters, may be expressed as 
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L(x , X , X ; 0 ,e ) = TT f (x. , e ,0 ) (3.2.1) 
The log likelihood function becomes 
n 
IOQLCX , X ,...,x ; e , 0 )= r In f(x; 0 ,0 ) (3.2.2.) 
^ 1 2 * ' n ' 1 * 2 ** ' 4 2 
For distributions that are unimodal, maximum likelihood 
estimating equations are obtained by equating to zero the 
partial derivatives of log L with respect to the parameters. 
Parameter estimates are then obtained as the simultaneous 
solutions of these equations. Asymptotic variances and 
covariances are obtained by inverting the Fisher information 
matrix in which elements are negative of expected values of 
second partial derivative of Log L with respect to parameters 
The MLEs are will behaved and easy to calculate from sample 
data from the normal distributions and from various skewed 
distribution with discernible model. The estimators for 
reverse unimodel based on order statistics are more appealing 
because regularity problems are encountered in these 
distributions. In section 3.2.1. we have discussed Maximum 
likelihood estimation of the shape parameter of the Weibull 
distribution as derived by Cohen (1965) and revised by Cohen 
and Whitten (1982). In section 3.2.2 ML estimations for the 
pararaeterof Lognormal distribution has been discussed. 
Asymptotic mean and variance of both Weibull and Lognor^mal 
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have also been derived (Balakriahnan and Cohen (1991))-
Another distribution that has been briefly discussed in 
section 3.2.3 is negative exponential. 
3.2.1. THE WEIBULL DISTRIBUTION 
The Weibull is a skewed distribution that is often 
employed as a model for distribution of life spans and 
reaction times. 
The pdf of the three—parameter Weibull is 
r^^^~'^ ft 
f(K; a, ft, >')= (;<-a) exp —C(M-a)/j'T, en <x<oo =0, 
^ y . 
(3.2.3) 
=0, elsewhere 
Where a. is the threshold parameter, ft is the shape parameter, 
and y is the scale parameter. The cdf is 
ft 
F (x;a,/3,2') = 1- exp |-r(x-a>/H I (3.2.4) 
The Weibull distribution is bell—shaped for /?>!, with a 
discernible mode given by 
1/ft 
M^ (X) = a + y \ ift-\)/ft\ (3.2.5) r (/3-l)/^l 
I t i s reverse J-shaped (unimadel) when ft < 1 , and f o r the 
s p e c i a l case ft - \ , i t becomes the exponent ia l d i s t r i b u t i o n . 
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The likelihood function of a random sample 
i=l,2....n from this distribution is 
{^} 
ft , n 
7 L(x ,.-x ;oi,/3,j') = |—js\ nix- a) exp- (x -coyrl a) exp—J (x —coy l (3.2.6) 
In the bell—shaped case, with /?>1, the estimating 
equations are as follows (replace j' by 0) 
6 1 O Q L 
6a 
ft (3-± n -1 
T ix - a ) - (ft-1) r(x - a) = 0 
e i 1 
6I09L 
6(3 
n 
+ J] 1OQ(X. -y)-
e 1 "" e 1 
r (x.-o»)' log (>{.-«)= 0 
6 log 
6e 
.. (3.2.7) 
n 1 
+ — 
e e 
— T{y..-a ) = 0 
1 
The three equations of (3.2.7) do not yield explicit 
solutions for the estimates. However, as shown by Cohen 
(1965), 9 can be eliminated from the last two equations to 
give 
5!(x. ~«) loQ(xr-a) 
1 
1 
n 1 
j;io9(x. -a)=0 (3.2.8) 
40 
From the last equation of C3.2.7) we hava 
I n . -
9 = r(x-a)' (3.2.9) 
When a is known, it is quite easy to solve (3.2.3) iteratively 
for ft. When a is unknown, and must therefore be estimated from 
the sample data, we select a fist approximation a <x employ a 
trial—and—error procedure to calculate the required estimates. 
With a fixed, (3.2.8) is solved for /? and 9 follows from 
1 ' 1 1 
(3.2.9). We then calculate (61oQL/6a) by substituting a and 
61OQL^ 
ft and 9 into the first equation (3.2.8). If 
1 1 
A /^ ys. 
then a=a ,ft=ft ,9=9 otherwise, we repeat the cycle of 
1 
computations with a new approximation a and continue until we 
find a pair of values (a. , a) such that \cx.- ex I is 
' • J ' t j' 
sufficiently small and such that C6l0QL/<5a]. ^ 0 -^ C61oQL/6a3 
We calculate r= 9 ' . 
Cohen and Whitten (1988) have also calculated 
Maximum likelihood estimators of the Weibull distribution for 
its parameters. 
^ -[-6H =° 
Error of Estimates: The asymptotic variance covariance matrix 
for the MLE is obtained by inverting the Fisher information 
matrix in which elements are negative of expected values of 
the second partial derivatives of the log likelihood function. 
41 
3.2.2 THE LOGNORMAL DISTRIBUTION 
This distribution is derived from the relation that 
exists between random variables X and Y = la9(X-ot). If Y is 
2 2 
distributed normally (/J,©- ) then X is lognormal (a, iJ,a ). 
When a is known,it is a simple matter to make the 
transformation from X to Y. Subsequent analyses, including 
parameter estimation, can then be made by employing the well 
known theory of normal distributions. When the threshold 
parameter a is unknown, estimation procedures become more 
complex. The probability density function (pdf) of the three 
parameter lognormal distribution follows from the definition 
as 
2 
1 r Clog (x -a)—p] ' . 
f ( x , o i , /J, c ) = exp < - I", oi<x<oD, a >0 
( 3 , 2 . 1 0 ) 
= 0 o t h e r w i s e 
We seek estimates that will maximize the likelihood function 
of a random sample consisting of observations tx }, 
i=l,2....n. The likelihood function may be written as 
=^[^ 7sr]" p.< -^«^"] ^-^ {;7i,"°^'"""'"^0'-(3.2.11) 
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It is obvious that L( ) approaches infinity as a — > x^ . It 
Mould thus appear that we should take a = x as our estimate. 
On differentiating the logarithm of the loglikelihood 
function and equating to zero. We obtain the Local Maximum 
likelihood estimating equations. 
61OQL 
6u 
E J loq(x^-a) -fjj = O 
61aQL n I n 
6<y a a 
j;rioQ(}<^ -a)-Aj| = 0 (3.2.12) 
61OQL 1 n log (x.-ot)—^ J n 
= r ''- + r (j< - a)" = 0 
J. 2 ^^ X. - a *' V OCX c i v 1 
When a and ju are eliminated from these equations as was 
done by cohen (1951), the resulting equations in a becomes 
^. ^ ,-. _^r '^ A " 2 ''^  
\(a)= E^\-«^ EloQ <"j^- a) - E log (x -ot) 
2 " 
n log (x -a) 
;ri^  = 0 ... (3.2.13) 
-l/n|Elag(x^-a)| 1- nj; 
X .-a 
V 
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Equation 3.2.-13 may be solved iteratively for a. It then 
follows from the first two equation of 3.2.12 that 
^. 1 '^  A 
p = El°9 (x.-a) 
n 1 
1 
''•2 2 " 
a = J] loQ ( x . - a ) - | —rr- E 1 O Q ( X . - a ) 
n * " v i n ~ L - f ^ 
2 
( 3 . 2 . 1 4 ) 
In solvinq 3.2.13 for a, we accept only admissible roots 
for which a < x . Usually, only a single admissible root will 
be found. In the event that multiple admissible roots occur. 
We choose as our estimate the root that result in the 
closest agreement between x and E (X). 
Asymptotic variance and covariances 
In the absence of regularity restrictions, asymptotic 
variance and covariances of PILE of distribution parameters can 
be obtained by inverting the Fisher information matrix in 
which elements are negatives of expected values of second 
partial derivatives of the likelihood function with respect to 
the parameters. The lognormal distribution is subject to 
regularity problems CCohen et al <1984)3, therefore offered 
here as passible useful approximations to the applicable 
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variance and covariance. Based on the information matrix for 
/v. ^ /t. >X ^. X^ 
, y, c, or for a, v^, c given by Hill (1963), we have 
2 2 3 2 
V(a) = H, cov (ajy) = H 
no nVo 
_ 3 2 
V(y.) = _ Z — y'' i+H , Cov («,<?) = H 
n n Vw 
(c) = l+2<?' H , Cov {?',o') = 
2n L J " 
(3.2-15) 
V(p) = — [l+"]» V (o- ) = -^ 11+2(3' H| 
Where H= Li (l+c^) - (l+2o'^ ) . For large saniples, the central 
limit theorem can be employed to approximate the variance of 
-•X 
the estimate m of distribution mean Cm = E(x)D as. 
U(v) 2 2 
,,,"'. ' where V(x)= y co (a>-l) and o) = exp (c ) V(m) = 
n 
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The variance and covariance of 3.2.15 expressed in a 
simpler format as 
2 
n ' ^11' n ^33* 
2 2 
^ C 2 .. >^  C 2 
VCy) = — — J' ^ ^^, Cov (a, y) = —^— r 0^ 2 
2 2 
A C A y^  O' 2 
V(o'> =-7r- <^,^, Cov (a, cy)= y <p 
n 
2 
'^ n ^^22' ' ' n ' ^23 
Where 
H 
0 , <^  = 1 + H, (^  =1 + 2o' M^ , 
= - l ^ J H» .^2 t ^ "' <^3 = - il 5^ = - " 
(3.2.16) 
(3.2.17) 
23.2.3 EXPONENTIAL DISTRIBUTION 
The likelihood function of a random sample of size n from 
the two parameter exponential distribution is 
L(x^, -.x^; a^f^y'^i 1^ exp - £ Mx^-a)//?!, a<x<f3 (3.2.IB) 
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L( ) is thus an increasing function of a, subject to the 
restriction a<x . Therefore the MLE for a can only be 
1 
a = X (3.2.19) 
<i) 
>\. 
With a thus determined, the estimating equation for (3 is 
obtained in the usual manner as 6 lagL/Sft = 0. Therefore we 
have 
61ogL n n ^x.—a 
= 0 ( 3 . 2 . 2 0 ) 
6(3 \=? (.V-) 
and ft = V (x -X ) = X - X ( 3 . 2 . 2 1 ) 
n 1 
Estimators (3.2.19) and (3-2.21) are not unbiased. In fact. 
ft •" c n-1 . 
E(a) = + a and E(/9) = (3 (3.2.22) 
n '^  n -^  
It is thus evident that both aand (3 ars severely biased 
in small samoles. However, Lim E (/?) = ft, and the bias thus 
n—>C0 
become negligible as n increases.In the one—parameter 
empcnential distribution with a=0, the M-E ft becomes ft = x. 
This is also the moment estimator in this case. 
3.3. LEAST SQUARES ESTIMATION 
E.H Lloyd (1952) has proposed least squares estimation of 
location and scale parameters using order statistics, in which 
the parameters may be estimated by applying general least 
squares theory to an ordered sampale, the resulting estimates 
being unbiased, linear in the order observations, and have 
minimal variance. IN Section 3.3.1 it has been shown that 
least square estimates in fact exist for both location and 
scale parameters. In section 3.3.2 the least squares method of 
simultaneous estimation of both location andscale parameters 
as proposed by Lloyd (1952) has been discussed Section 3-3.3 
deals with the actual estimation of these parameters for a 
symmetric distribution has been analysed. 
3.3.1. EXISTENCE OF LEAST - SQUARES ESTIMATES 
Now consider the estimation of the location and scale 
parameters 6 , B (not necessarily the mean and standard 
deviation) of a variate X whose distribution depends on these 
two parameters. Let (X.X , ,X ) be a sample of n 
independent observations on X. Arrange the X in ascendinq 
order of magnitude and denote the ordered by 
(x , j< .,..,x ), so that 
< l > < 2 > ' < n > 
X < X < < X , (3.3.1) 
< 1 > < 2 > <n> 
Again consider unbiased estimates which are linear functicns 
of these ordered observations, and we first prove that the 
parameters may both be estimated by functions of that type 
which have minimal variance.Let us introduce the standardized 
variates Y = (X - 9 )/& Which may be regard as independent 
i I t 2 
observations on the standardized variate Y=C(X - 6 ) / 6 1 
i 2 
whose distribution is parameter - free. Arrange the Y. in 
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ascending order of magnitude, denoting the ordered set by 
Y , Y Y . Then Y = C (Y - & )/e 1 and 
< 1 > { 2 > u > a > { V > 1 2 
Y < Y < < Y 
< 1 > < 2 > < n> 
L e t E(Y ) = /J , "Jar (Y ) = c , Cov (Y Y ) = c 
< t > <!,> («.> I t <U <J> VJ 
(3.3,2.) 
These quantities have known values depending on the form 
of parent distribution but not on the parameters Q and Q . 
Now for the original ordered observations we clearly have 
2 
E(X )=© +e /J , Var(Y )=0^ o- & Cov(X X )=0 a 
(l> 1 2 < l . > < t > 2 I t < » , > ( J > 2 V J 
(3.3-3) 
Since the ordered observations have expectations which 
are linear functions of the parameters & and 6 , with known 
1 2 ' 
coefficients and variance and covariances which are known up 
2 
to a scale factor O , the least squares theorem of Gauss and 
Markoff applies. The parameters a.re therefore estimable by 
unbiased linear functions of the X , of minimal variance. 
3.3.2 THE LEAST SQUARE ESTIMATES 
Write the equation 3.3.3. in matrix form, as follows 
E(X) = e 1 + e u where X is the vector of the X , u the 
1 2 * ^ v' '^  
vector of the i^. and 1 a vector with unit elements. This 
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equation may also be written as 
E(X) = Aa, (3.3.4) 
Where A is the matrix (1, IJ) and a'= (0., 6 ). The matrix of 
variance and covariance of Y., is 
(x. 
V(X) - e T (3.3.5) 
Where J] is the (n xn) symmetric positive definite 
matrix of the <y. .- We have to minimize with respect to a. 
—1 
>-j 
(X-Aot) "£ (X—Aa) Which yielding the required estimator of the 
vector a of the parameters; 
-4 -1 
a = (A'2 A) a'Z X (3.3.6) 
2 -* -' The covariance matrix of ot = © (A'TZ A) 
2 "^  
Where A'EA = [ ^ . ] E <i./^ > = 
1 E I 1' E P 
/j' E /J Ai E M 
(3.3.7) 
(3.3.8) 
and TA' E ~*A 1 
1 
A 
r ' ^ ' /J E /J 
- i 
-1 EA^ 
• H 
-1 E p 
- 1 
1 E p 
(3.3.9) 
-1 
Where A is the determinant of the matrix A'E A Using these 
results in (3.3.6) we find for the estimates. 
0^.= -/JT X, © = I T X (3.3.10) 
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Where F is the skew symmetric matrix defined by 
r = z'^ du' - tj 1- ) Z /A 
The variance and the covariance of these estimates are given 
by 
2 
-i 2 
Var (e ) = I'V 0 /A <3.3.11) 
2 ** 2 
Cov(0 , e ) = - I T "Ve^/A 
3.3.3 ESTIMATION OF ^^ AND ©g ^'^^ ^ SYMMETRIC DISTRIBUTION 
To proceed with the actual estimation we first prove that 
-1 
in the case of a symmetric parent the matrix A'J] A of (3.3.8) 
is diagonal. Its off-diagonal elements are each proportional 
-1 
to I'Z l-i-i and, on applying the symmetry properties, we have 
-1 -i -1 
I ' E ^ = i ' ( j i : J) (-j^() = - 1 ' E A^  
- 1 
Since I'J =1' and J^  = I, the unit matrix. The element 1'E A* 
is therefore equal to its own negative and so is zero. The 
matrix A'E~ A is thus diagonal, as is its inverrse. Since 
this inverse is proportional to the variance matrix of our 
estimates it follows that, in the case of a symmetric parent, 
6 and 6 are uncorrelated-
1 2 
-1 
The inverse of A'E ^ "O*^  takes the simple form diag 
-1 -1 
(1/1'E 1 »1//J'E /J^ ' ^""^  *^^ estimates become 
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- 1 
1 E X ^ M E X 
e = , e = ( 3 . 3 . 1 2 ) 
1 - 1 2 
I ' E 1 / J ' E A ' 
Their variance are 
2 2 
Var ( 0 ) = , Var( 0 ) = (3.3.13) 
1 -1 2 -i 
I'E 1 M'E M 
and their ccjvariance is zero. 
It may be noted that the expected values of unordered 
observations are independent of the scale parameter. If we use 
unordered observations, therefore, the method of least squares 
in incapable of providing an optimum linear estimate of the 
scale parameter; it is certainly possible to find an unbiased 
quadratic estimate of the population variance, but this will 
not necessarily have any optimum properties. It may also be 
'•^  2 
shown that 6 has variance strictly smaller than © /n, A 
1 2 ' 
stronger resut is obtained by Bondesson (1976) who proves that 
the sample mean is BLUE for the population mean iff F is 
either the Normal or the Gamma distribution. 
3.4- ESTIMATION FOR CENSORED AND TRUNCATED DATA 
We mean by censored d a t a , t h a t , i n a p o t e n t i a l of n, a 
known number of observa t ions a t e i t l i e r end ( s i n g l e censoring) 
or a t both ends (double censor ing) are not a v a i l a b l e . Also we 
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mean by truncation that the population, rather then the 
sample, is curtailed and number of last observations is 
unknown, only the point of truncation may be known In the 
following sections we have discussed truncated normal 
population and estimation under both type I and type II 
censoring. 
3.4.1 THE TRUNCATED NORMAL DISTRIBUTION 
Take one sided (single) truncation on the left as 
considered by cohen (1959, 1961), and suppose that a sample 
consists of n random observations each of which > T, where T 
is a known point of truncation. The pdf of the truncated 
destribution is 
f ()<; ^ ,o'|T) =-
©yZnCl- §(?) 3 
»xp -1/2 [ , T < ; J < CO 
=0 elsewhere (3.4.1) 
Where ^ is the standardized point of truncation 
I = (T-/J) /a (3.4.2) 
and $ ( ) is the cdf of the standard normal (0,1). ,The 
likelihood function of a random sample of size n from the 
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truncated distribution is 
L = 
,-n 2 
n/2 n -X. - fj 
1- $ (?)l ilna^) e>;p-(l/2) £ -!^  1 (3.4.3) 
Maximum l i k e l i h o o d e s t i m a t i n g equat ion become 
6LQQL -n 0 (?) 1 n 
Z (x ,^ - A^ ) = O 
a i^ c c i - § ( ? ) ] </ 1=1 **•' 
6 L O Q L - n f 0 ( ? ) n I n 
( 3 . 4 . 4 ) 
+ 
6<y o'C$ (f ) 3 c cy i=i 
Where <p( ) i s t h e p d f o f t h e s t a n d a r d no rma l ( 0 , 1 ) . l e t 
_ '^  2 '^  _ 2 . . 0 ( ? ) 
X = r X . /n , ^ = r ( x - X ) / n and Q <?> =  
1 i.=l. 1 - $ (? ) 
( 3 . 4 . 5 ) 
and the estimating equation of (3.4.4) became 
K - /J = O" Q ( ? ) 
2 " 2 , , . C ^ , C ( 3 . 4 . 6 ) 
- AJ/ _ -
n n 
S^ + (x - AJ)^ = 0 - ^ CI + ? Q (?)3 
where ? = (T- / j ) / c . We e l e m i n a t e (x -pj) be tween t h e s e two 
e q u a t i o n s and w r i t e Q f o r Q (?) t o o b t a i n 
A „ "• J"*— ys. > s /<v 
a" = S +0- Q (Q - ? ) ( 3 . 4 . 7 ) 
n 
However, from (3.4.2) and the first equation of (3.4.6), it 
follows that 
L Q _^  ) J 
E^  1-Q (Q-?) 
n >s. >s 
vX ys. 
n 
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o . ^ = T - i J = T - x + a Q (3.4.8) 
So that a = — (3.4.9) 
/V ^ v>. 
Q ? 
We substitute (3.4.9) into (3.4.7) to obtain 
Q 
o^ = s^ + [—^  ] (X - T)^ (3.4.10) 
Let us define 
© = a (J') = -. : z — (3.4.11) 
Q - ? 
and from (3.4.9) and (3.4.10) we have 
^ = s^  + e (x -T) , '^ = X - e (x -T) (3.4.12) 
n n n n 
From (3.4.8) and (3.4.10) it follows that, 
K A A 
= a i^) = a (3.4.13) 
In order to calculate a and jjfrora (3.4.12), we need ©; 
which is a function of ^and in turn, a function of a. A graph 
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and table of ©as a function of a were provided by Cohen 
(1959, 1961). 
3.4.2 TYPE I CENSORING 
For censoring on the left, the sample consists of n 
complete observations, each of which equals or exceeds T, plus 
C observations, each of which is less than T, where T is a 
fixed (known) poxnt of censoring. Let N designate the total of 
the randomly selected sample specimen where IM = n + c. The 
likelihood function in in this case is 
, 2 [ -. c n/2 J- 1 n ^X —(J - -V $(?) {2n&^) exp i~ E \—— I I (3.4.14) 
Where k is an ordering constant Maximum likelihood estimating 
equation follows.. 
61ogL -Oj!>(?) I n 
Sfj o- $ (f ) 
2 *" V 
cr 1 
J] (X - /j) = 0 
(3.4.15) 
61QQL -t^<pi^) 
n 
+ 2 (x. - A^ ) = 0 
Sor C $ (f ) 3 1 
With X and s defined as in (3.4.5) and with 
n n 
h = c/N and J] (h,? ) = - ^ Q (-?) (3.4.16) 
l-h 
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the estimating of equation (3-4.15) become 
>\ -«v >S, 
^2 = a £ (h,?) V — 
S^ + (>{^  - /j)^ = ^ [l+f Z'.h^ f)l (3.4.17) 
The two equations of (3.4.17) deffer from those of (3.4.6) 
only in that Q(?) has been replaced by J]^ *^ *?^ - Consequently 
derivations from this point to the final estimators are 
./^ 
completely analogous to those for truncated samples with 6 
replace by \, where 
/N ^ J^ ^ ^ 
X = \ (h,f ) = :;;: = X ( h, a ) (3.4.18) 
z - ? 
and where a = a ( ^  ) = 
1 - E t E ? ' = s^"" 
x^ ^^^ 2 
( E - ? ^ ( >< - T )^ 
Accordingly , the final estimators become 
cr^  = s^  + X ( X - T ) , p = X - \ (X - T ) (3.4.19) 
n n n n 
These equations differ from (3.4.12) for the truncated 
.•X .-X 
case only in that O has been replaced by X. 
3.4.3 TYPE 11 CENSORING : 
In type II censored samples T = X or T= X , 
depending upon whether censoring occurs on the left or on the 
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right. OtherwiBS, derivations and final estimations are 
similar to those derived for type I censored samples. Details 
have been ignored here to avoid unnecessory duplication. For 
both type I and type II censored samples estimators in 
(3-4.19) apply to right censored as well as left censored 
samples. For variance and covariance one may refer 
Balakrishnan et al- (1991 pp.153). 
3.5 LINEAR UNBIASED ESTIMATION : 
Linear functions of order statistics, provide highly 
efficient estimators of location and scale parameters. The 
best linear unbiased estimation develooed for linear models 
applies in a natural way to produce estimators of these 
parameters which are the best among the unbiased linear 
function of order statistics.Let X. < X < X < 
V + l V. + 2 1. + 3 
X be a random sample from absolutely continuous population 
n-j 
with cdf F (:;;0 ,0 ) where d is the location parameter and d 
' 1 2 1 2 
>0 is the scale parameter. Let X denote the order statistics 
in the samole. We will now obtain estimators of 9 and 0 
1 2 
which are the best among the unbiased linear functions of the 
components of X. The procedure is based on the least - square 
theory developed by Gupta (1952), Lloyd (1952) and Blom 
(1958,1962). 
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3 . 5 . 1 BEST LINEAR UNBIASED ESTIMATE OF THE SCALE PARAMETERS: 
Let X < X < X 
t + l v + 2 v + 3 
.< X be a type II censored 
n-j 
sample from a scale—parameter distribution.Let us denote 
Y = X / ©, (r+l < I < n-s), E ( Y ) = /J , (L+I < r < n-j) 
and Cov ( Y , Y )= c ( Ui < r < a < n-j) By d e n o t i n g 
r d r a 
X = (X X . 
< V. + 1 > < I. + 2 ) 
X ) 
n - J 
( 3 . 5 . 1 ) 
'^l . + 1 , V + 2 P . ) 
n - J 
a n d 
2 
c c . . . . c 
i . 4 - l , i , + l v + l , v . + 2 v + i . n - j 
L + 2 , i . + l L+2,».+2 . . . . i . + 2 , n - j 
<y a 
n - j . t + l n-jA+2> . n - j , n - j 
-J-
( 3 . 5 . 3 ) 
t h e n we may w r i t e E(X) = 0 p and V(X) = 0 £) (3.5.4) 
By least square theorem of Gaues and Markoff we can consider 
the generalized variance which is given by 
-1 -i -1 , - 1 2 . - 1 
(x - e p ) ' j; (x-0 \jt) = X 2 5* -^ M' E "^"^ J* E A^ "*^  /J' E /J 
- 1 -1 
X' E X -20^i"'E X * ^ 2^^ ^  ^ (3.5.5) 
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DifferentinQ w.r. to 6 we get the mininium of generalized 
variance and, normal equations reduces to © P' E /^  ~ M' E *<» 
Therefore BLUE OF 0 is 
2 
9 = 
2 
p E 
' If A. 
X = E a X (3.5.6) 
^^  r <r> 
v=r + l 
and variance of 0 is 
1 - 1 2 -1 2 -1 
Var<© ) = M ' E <© E> E M = e /M' E A' (3.5.7) 
(p E M) 2 
The estimates 0 a\rG unbiased and, in the class of unbiased 
r 
linear statistics, have minimal variance. Note: The formulas 
for Q , 6 and thier variance depend on E ^^^ inverse of the 
covariance matrix of observed order statistics. In general, 
finding the inverse of a large matrix with nonzero entries is 
a messy affair. But E ^- ^ patterned matrix for several 
distributions. Asymptotically (as n —• oo) the covariance 
matrix of a finite number of selected order statistics is a 
similar patterned matrix. We begin with a finite number of 
selected order statistics is a similar pattefTted matrix. So a 
Lemma which is helpful determining E i" such cases. (Arnold, 
Balakrishnan and Hagaraja (1992, pp.174). 
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Example BLUE for the one—parameter e;<p. dist. In this example 
we assume that X. ^ X. < 
x. + ± 1+2 
< X . is a type II 
n-j 
censored sample available from the one—parameter exponential 
population with pdf 
f (x,(9 ) = 
2 e 
e"'*''^2 , X > 0, e > 0 ,..(3.5.8) 
' 2 
We know the mean and variance for exponential dist are as 
follows (David, 1981, pp.49). 
AJ = E 1/1. 1 < r < 
L=ri-r+l 
(3.5.9) 
2 
f 
r and a = a = 2 
l=n-r+l 
1/1 , 1 < r < S < (3.5.10) 
The inverse of the variance —covariance matrix 2Z "^^^ the 
expression (3.5.10) is symmetric matrix whose (r,s)th element 
is given by 
(E > = 
[E 1/1^ 1 + (n-i+1) for r = s = i + 1 
(n-r)^ + (n-r+1)^ for i+2 < r=5<n-j-l 
(j+1) 
-(n-r) 
for r = s= n-j (3.5.11) 
for 5= r+1, i+1 < r < )1-j-l 
otherwise 
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By using the expression of the expected values of 
exponential order statistics in 3.5.9 alongwith the expression 
of the inverse of the variance covariance matrix given in 
-1 
(3. »' 10) , we obtain the vector a = /J 'E to be 
[^  H/ [Lr^l"'"-'-" ' 
1=^^-' 
for i. +2. < r < n-j-1 
s + 1 for r = n-j 
or r = i+1 
. (3.5.12) 
We also similarly obtain 
1^ 2 )u = a Ai = E a E l / 1 
r=v+l \.=r«-r+l 
[E 1/1 1' 
n 
E 1/1^ 
l = n - i 
+ ( n - i - j - l ) = K ( S a y ) . ( 3 . 5 . 1 3 ) 
We then d e r i v e the BLUE of 6 from ( 3 . 5 . 6 ) to be 
®, = E a X 
2 " r r 
( 3 . 5 . 1 4 ) 
Where a = a /K, i+1 < r < n - j 
r r 
( 3 . 5 . 1 5 ) 
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and the variance of this estimator is 
Var <0* ) = 0^/k 
2 2 
(3.5.16) 
For particular case that is i=0 (right consored sample) 
* the estimator of B j.s 
e = 
z n-j 
n- J 
r= 1 
n- J 
(3.5.17) 
and variance estimator is 
V (©* ) = ©^/(n -j) 
2 
IS) 
By using the formulas in 3.5.12 through 3.5.16 Sarhan and 
Greenberg (1957) have tabulated the coefficient a and the 
r 
variance of the BLUE for doubly censored samples in samples of 
size upto 10. Balakresnan et al. (1990) have proposed soae 
simplified estimators for 6 in the case of doubly and multiply 
consored samples. 
3.5.2.BLUES of location and Scale Parameters 
Let X <. . .. <X be a Type II censored sample from a 
t ••• 1 n- J 
location scale parameter distribution. Let us now denote Y = 
r 
(X -e )ye, (i+l<r<n-j) and E(Y )=JLI (i + l<r<n-j) and Gov 
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(Y , Y ) = o' , ( i + l < s < n - j ) . L e t u s u s e t h e n o t a t i o n f o r X, p 
r e r a 
and E as in <3.5.1), (3.5.2) and (3.5.3). and Let 1 denote a 
coloumn vector (with unit elements) of (n—i-j) ones 
2 
E(X) = e 1 + e ij and V(X) = 6 V (3.5.19) 
1 2 2^ 
Let us consider the general variance given by 
- 1 
( X - e 1 - s A-'> T i X -s 1 -a u) 
1 2 '^ 1 2 * ^ 
- 1 - 1 2 - 1 - 1 
= X E X * e^^ i z 1 + e^fj z u - 2 e ^ i ' E X 
- 1 - 1 
. . . . (%j .5 . ^ 0 ) 
-29 lu'TX + T e e i J ' Z i 
2'^ *^ 1 2 ^ 
By minimizing the expression of generalized variance in 
3.5.20 with respect to O and Q , we obtain the equations 
-1 -1 -1 
6^1' 2: 1 + 3^1^- E 1 = 1- E X (3.5.21) 
-1 -1 -1 
and e p ' ^ i + Q/^'EAJ = M ' E X (3.5.22) 
On solving these equations for 0 and 0 , we obtain the 
solution 
e = - f j ' A x = T a X (3.5.23) 
r=\.+i 
and 0 = 1' A X = r b X (3.5.24) 
2 *^ r r 
r=t+l 
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Where A is a skew—symmetric matrix of order n-i—j given by 
A = 
-1 -1 
(p- £ "V)<i'E'*i>-<M'2:"*i>^ 
(3.5-25) 
From equation (3.5.23) and (3.5.24) we obtain the variance and 
covariance of the estimatores to be 
Var (6 ) = e 
1 2 
-1 
-1 U/u'E p) (I'E" 1) - (A^T 0 
(2.5.26) 
Var (0 ) = e 
2 2 
-1 
I'E 1 
(/j'f' M) (i'E*i> - <p'f i> 
(2-5.27) 
-1 
/j'E 1 
Cov (e ,e )= -c . _ _ -J 9 , (2-5-28) 
For the case in which the population distribution is 
symmetric and the censoring is also symmetric (that is i =j)» 
some simplification in the formulas (3.5-23) through (3.5-28) 
is passible. In this case. Since a. .- a 
V J n-a+l.n-r-t-l 
by defining the matrix 
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I* = 
0 0 0 1 
O 0 0 1 0 
1 0 0 0 0 0 (n-i-j) X (n-i-j) 
(3.5.29) 
We see that £ = I* J] I* (3.5.30) 
Since u = —u we have u = —I u (3.5.31) 
»-l 
By noting that I = I , we obtain from 3.5.30 
-1 - 1 * 
E = I E I (3.5.32) 
Upon using (3.5.31) and (3.5.32) we have 
-i 
M'E I = - M' I E 1 = -/^ * E 1 (Since I* = 1 and I* 1=1) 
- 1 
So that M' E 1 = 0 (3.5.33) 
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Hence, in this case we note form Z.S.2S that the 
estimators & and & are uncorrelated. Also, the estimators 
1 2 
simplify to 
-1 -1 
e = X and e = X (3.5.34) 
1 n~*-l M E A^  
and their variance simplify to 
\i3Lr ie ) = — = and Var (0 ) = — = (3.5.35) 
1 E l yj E AJ 
For complete sample case (i=j=0), we note that the BLUE 9 
in (3.5.34) become the sample mean if 
- 1 
1 ' J: = 1' or E 1 = 1 (3.5.36) 
that is, if 
E cr = 1 for r = 1,2, ...n (3-5.37) 
which is precisely the case for standard normal distribution. 
Bondesson (1976) has shown that the sample mean is the BLUE 
for the population mean when and only when the papulation 
distribution is either Normal or Gamma. 
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Example:- (two parameter uniform distribution) 
Let f (y: e ,0 ) = 0 , 0 - (0 /2) < y < 0 + (0 /2) 
• " I ' z 2 1 2 ' 2 
Bo that f (K) =1, -1/2 < X < 1/2. Suppose we are 
Q 
interested in the BLUEs of 0 and 0 based on the complete 
1 2 
sample. From section 2.5 discuss the moments of order 
statistics from the standard uniform distribution follows 
that r(n-s+l) 
fj = -1/2 + 
r 
n+l 
and cr 
'"^  (n+1)^ (n+2) 
r < s 
Thus form lemma (Arnold et al (1992 pp.174)) is applicable to 
2 using it, we obtain for r^ s 
rs 
(n+l) (n+2) 
, s = r+1, r=l to n-1 
(n+l) 
r = s = 1 to n 
n+l 
0, s > r + 1 
rs 
- 1 
is the (r,s)th element of T Since f is Where cr 
symmetric about 0, 0 , 0 are uncorreiated and are given by 
yy. j \ 
3.5.34. On simplification, we get 
e = [Y +Y 1 , 0 = lY - Y 1 
2 L * ^ J "^  n-1 L ^  ' J 
2 
y/ar <e )= — , Var (0 ) = ^— 
2(n+l) (n+2) <r.-i-2; <r.-i; 
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Thus, the BLUE of the location parameter is the 
sample midrange and that of the scale parameter is a multiple 
of the sample range. 
CHAPTER IV 
Order Statistics in 
Testing of Hypothesis 
CHAPTER IV 
ORDER STATISTICS IN TESTING OF HYPOTHESIS 
4.1 INTRODUCTION 
A problem in Statistical Inference can be broadly 
classified into two ares. 
(i) Cstiiuation of population parajnstsrs. 
(ii) Tests of statistical hypothesis. 
The first area has already been discussed in chapter 3. 
In this chapter we shall discuss Tests of significance 
Goodness—of-fit tests, life testing with emphasis on 
sxpcnential distribution and tests of normalility and 
presence of outlying observations in a sample. In quite a few 
instances the order sts" i-tics become sufficient statistics 
and, thus help to obtain both minimum variance unbiased 
estimators (MVUEs) of and Most powerful test procedures for 
the unknown parameters. 
In what follows we shall emphasize on the methods, 
mostly designed for normal samples, whose principal merit 
is their simplicity. Censored data, for which optimal methods 
can be very laborious, afford a particularly good 
opportunity for a drastic reduction ia labour. We will 
illustrate briefly some gereral featare of short cut 
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methods for censored data. 
A brief discussion of the role of order statistics in 
Qccdness-cf-fit tests is provided in section 4.2. Although the 
problem is not new, it has attained a new flexibility in 
recent years. New methods are still being developed to 
tackle this problem. A brief discussion of goodness—of-fit 
tests based on spacings is also provided. 
When an experiment, such as a life test, is terminated 
as soon as a prescribed number N (< n) of items have 
failed, the resulting data are known as censored. It ensures 
that the estimators as well as the test - statistics 
will involve order statistics- Some test of hypothesis based 
on this type of data are discussed in section 4.3, vMith 
emphasis on the exponential distribution. In this 
section prediction of confidence intervals and that of 
reliability is also discussed. Section 4.4 and 4.5 deal 
with the problem of outlier detection and slippage. The 
two problems, as mentioned earlier, are somewhat similar with 
the main difference being that outlier problem concerns 
individual sample value where as the slippage problem is 
essentially a problem concerning a particular 
population. 
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4-2 GOODNESS OF FIT TESTS : 
In many non—regular cases the order statistic are 
minimal sufficient and play a crucial role in the development 
of optimal tests. Even in regular cases, tests based on 
order statistics abound in the literature. For example, they 
are used for testing gooeness—of—fit of distribution like 
the ej-tponential and uniform, and for testing outliers. 
The goodcess-of—fit tests are also aviable when the data 
is a censored sample. Instead of squeezing in all these 
rather specialized topics in our elementary discussion, we 
work with some special cases only with the goal of 
providing a feel far this vast area of continuing research. 
4.2.1 GRAPHICAL PROCEDURES : 
We will begin with a graphical, rather informal, method 
of testing the goodness-of-fit of a hypothesized distribution 
to given data. This procedure known as Q-Q plot, was 
introduced by Wilk and Gnanadesikan (1968). It essentially 
plats the quantils function of one cdf against that of 
ancther cdf. When the latter cdf is the empirical cdf, order 
statistics come into the picture. Let us formally describe 
the procedure in the context of order statistics. 
Let Y ,Y ....Y be a random sample from the 
absolutely continuous cdf F <yid .6 ), where 6 is the 
1 2 1 
location parameter and 6 > 0 is the scale parameter. The 
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empirical cdf, to be denoted by F (y) for all real y, 
represents the proportion of sample values that do not exceed 
y. It has jumps of magnitude l/n at Y _ ,1 < i. < n. Thus, the 
order statistics represent the values taken by F <p) , 
ri 
the sample quantile function. The Q-Q plot is the graphical 
representation of the points (F~ <p. ),Y. ), where population 
quantiles are recorded along the horizontal axis and the 
sample quantiles on the vertical axis. There are several 
suggestions about choosing the p. ,s.Usually they are of the 
form p. = (i—c)/(n—2c+l) where 0 < c < 1. with c =0, one 
obtains p. = E (U ),and with c=.3175, p.will be close to the 
median of the distribution of U. Note that F~ <p>= 0 +0 F~ (p) 
L 1 2 O "^  
where F , the standardised cdf, is completely specified. 
Thus we can plot <F~ C p ) , Y.) and expect the plot 
to be close to a straight line if the sample is in fact from 
F <y i6 ,0 ) Further, if the plot appears close to a 
straight line, we can estimate d and 6^ using the intercept 
and the slope of the line of best fit. And if not, the plot 
may show nonlinearity at the upper or lower ends, which may 
be an indications of the presence of outliers. If the 
nonlinearity shows up at other points as will, one could 
question the validity of the the assumption that the parent 
cdf is F (y, e ,0 ) The Q- Q plots can also be used to 
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inspect the closeness of the fit, even when the data is 
censored. 
Plots based on order statistics are also used for 
checking whether the parent pdf is symmetric. The simplest one 
is the plot of <Y , Y . ) for i=l,. .. . , Cn/23, whose slope 
is always negative. If the symmetry assumption holds,we 
expect a slop of -1. If the slope is less than -1, it is an 
indication of positive skewness, and if it exceeds -1, 
we suspect the distribution to be negatively skewed Wilk and 
Gnanadeexkan (1968) note another scheme suggested by J.W. 
Tukey in which one plots the sums Y.+ Y against the 
differences y - y . « i=l,2,...n/2. for a symmetric 
i n - I. + 1 
distribution, we expect the configuration to be horizontal-
Closely related to probabilty plotting is "hazard 
platting" which is designed for failure data and readily 
accommodates censoring.We refer to Nelson (1972). The very 
different plots and tests for symmetry given by Doksum et 
al.(1977) may also be mentioned here. 
4.2.2 TEST FOR THE EXPONENTIAL DISTRIBUTION 
Let us consider the problem of testing whether the 
available Type II censored sample Y,...Y , is form the 
two parameter exponential pdf f <y;© , 6 )= 1/9 exp 
-C(y-© >y9 1 y > 9 . The likelihood function for this 
1 2 1 
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data is Qiven by 
n 
u <e ,e y>= 
1 ' 2 ' 
exp • 
(n-r)! e 
V (y -e ) + (n-r) (y -G ) 
V = 1 
/e 
0 < y < < I 
Thus, the MLEs are 
6 = y and © = 
1 1 2 
r ( n-i+l) <y. - y . ) 
1=2 
/r (4-2.1) 
-•^  A 
1 ' 2 
be determined easily. In fact, the BLUEs obtained 
Note that { 0 , 9 ) is the coraplete sufficient statistic 
l' 2 "^  
for (0^, 9^) and, hence, the MVUE of the parameters can 
in 
chapter—3 section 3.5 are MVUEs of the respective parameters. 
-A. 
Under the assumption of exponentially, n {& , G )/©j 
is standard exponential, and rG /& is r(r-l,l). More 
2 2 
interestingly they are independent. 
Suppose we want to test the null hypothesis H :(0 ,0°) (a 
known quantity) aqainst the alternative W ^  G° when G is 
•^  - 1 1 2 
unknown. Then the likelihood ratio test rejects H if 
o li-iQ'', a°)/L (G , 9 ) | 
[^  1 ' 2 1 ' 2 J 
is small. Here 9 is the MLE of 9 
2 2 
under H and 9 .9 are MLEs, with no restrictions on the 
o 1 * 2 ' 
parameters, and are given by 4.2-1. This leads to test based 
on the statistic T = n (9 - 9 )/9 which has an 
1 1 1 2 
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F d i s t r i b u t i o n under H . One r e j e c t s H o r i f T < 0 
C2,2<r-l>3 o o 1 
or if T is larqe. On the other hand, if H : 0 = 6* and H : 
1 ^ ' o 2 2 1 
e ^ 6°. the likelihood ratio test procedure is based on 
2 2' ^ 
the statistic T = 2r0 Z©"^ , which has a :^^(2(r-l)) 
2 2 2' 
distribution when H is true. 
o 
In a goodness—of—fit testing situation, H says 
o 
the parent cdf is exponential with values for the parameters 
unspecified. We could use the Karl Pearson chi— Square test 
if we have a complete sample and the sample size is large. We 
could also use some of the characterization results to test 
for exponentially. 
Just as in the case of the exponential distribution, 
many goodness-of—fit tests have been proposed for normal and 
for uniform distribution.The former is an important 
distribution in its own right, and the latter is 
important because the probability integral transformation 
reduces a hypothesis on an absolutely continuous distribution 
to the one based on the uniform distribution. Prominent 
test procedures suggested for this purpose often depend on 
order statistics or the empirical cdf. Even under the 
null hypotheses, the distribution of the test statistics 
are messy, and special tables, quite often based on 
simulation, are needed to apply these tests. 
76 
4.2.3 GOODNESS-OF-FIT TEST BASED ON SPACING 
Two types of Qoodness of fit tests have been studied in 
the statistical literature apart from the chi-square test, one 
which is based on the empirical distribution function 
F (r) = 1/n (Number of X < x) and the other based on sample 
n i. 
spacings. We look bi^iefly at the distribution functions of 
spacings in three cases:uniform. Exponential and general 
that is in fact, that for a sample of n observations it is 
natural to consider either n+1, n or n-1 spacings depending 
on whether the r.v being sampled is bounded (such as a 
uniform r.v),bounded on one side (such as an exponential 
r.v)or completely unbounded (such as a normal r.v),let X X 
....X be a random sample of size n from a continuous 
n 
distribution function (d.f) F(x). 
Let X < X < < X be the order statistics of 
(i> < 2> ( n > 
the sample and let X = - oo and X = co. Suppose we 
< o > < n + 1 > 
wish to test the simple hypothesis that F(x)= F (x) where 
o 
F (x)is completely specified continuous d.f, then apart from 
o 
the usual x test, usually two types of test are available 
and one of them is, test based on spacings 
V. =F CX 3 - F CX ] , i = l-2, n+1. The test based on 
LO \. 0 < > . - l > 
spacings are useful to detect the difference between the 
corresponding densities. Indeed originally the tests based 
n+ 1 
on spacings such as J^  V. were first proposed by Greenwood 
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(1946). By using the probability integral transformation 
U = F (X) is reduced to the statement that U , U , .....U 
where U = F (X ), come from the uniform distribution 
i o i 
U(0,1) over the unit interval- In all further discussion we 
assume that such a transformation is made and we will work 
on the interval (0,1). After this transformation 
U < U C <U , with U = F (X ) , denote the order 
1 2- - r: (I.) o i 
s t a t i s t i c and U = 0, U = 1 . The d e f e r e n c e 
o (n+1) 
V = U - U , i = 1,2, ...n+1- is called the ith spacing. 
Various tests of goodness of fit (to test H ) based 
on spacings V. are known in the literature e.g (Pyke 
(1965), Kale (1969), Kirmani and Alam (1974)). 
To test the hypothesis that G(x) = U(j<) 
where U(x) is uniform d.f over (0,1).Kale (1969) introduced 
a class of alternatives O and proposed an estimate 
i (x) of the underlying d.f. let dQ(LI,$) =E(Q(0)) 
n 
where (p is the density of $ e O and g(x) is convex function 
of X on (0,oo) . dg(U, $) measures the divergence of 5<x) 
from U(x) founded, its definition is motivated by the work 
of Ali and Silvey (1966). Kirmani and Alam (1974) 
proved that min-_-, dg (U,$) = dg (U, $ ), and $ is 
the most difficult distribution to discriminate from 
U(x) . Using the rule to reject H if dg (U, S ) is 
o n 
too large. Kirmani and Alam obtain a unified derivation of 
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goodness of fit tests based on spacings. They have 
suggested that reasonable measure of divergence of $ 
from U(0,1) must be of type 
1 
dg (U, $) = J 9(<^ ) dx 
o 
where ip is density of $ with respect to Lubesgue measure. 
They have also shown that, irrespective of the choice 
of gt-). Kale's estimate $ is the d.f which is as 
n 
'close'as possible to U (0,1), the f.d under H and is the 
o 
most difficult distribution to discriminate from U(0,1). 
They have set up a rule that H should be rejected if the 
o 
divergence of $ from U<0,l)is 'too large.The test 
n 
statistics was then given by 
n+ 1 
dg (U, $ ) = r V (l/C(n+l)V 3) (4.2.1) 
n ** L g V 
». = 1 
Kale (1969) reached the same conclusion as above but he was 
concerned only with some particular coefficients cf 
divergence;i,e with special choice of q(.). Kale's statistics 
A <§ , U) and A (U, $ )fallow from the result of Kirmani and 
i n i n 
2 2 
Alam, on choosing y<M) = (x—1) and g(;:) = (>;-l) /< 
respectively. Similarly, the choices g (x) = -log x and gu:) 
•= X log X given Kale's I ($ ,U)and I(U,$ ), respectively. The 
n+ 1 
Kendall Sherman statistic V iV -<i/n+l)| follows from 
v = 1 
above derivation (Kirmani and Alam) on taking 9(x) = | x-1 | . 
All of the well known goodness of fit tests based on 
spacings are thus seen to be of the form (4.2.1) as 
proposed by Kirmani and Alam. 
79 
+r 
GOODNESS OF FIT TESTS BASED ON SGN(r) ^ v/ 
Kirmani and Alam (1974) suggests new test 
statistics, obtained from (4.2.1) on choosing 
g(;j) = Q (x) = sgn(r)x ^ where -1 < r ^ 0 and sgn(r) is 1 or 
-1 according as r is positive or negative. For each r, 
g (x) is convex on (0,oo). This convex function leads to 
the test statistic d (U,$ ) = (n+l)'"sgn (r) r V*^ *" let p = 
r n V r 
n + l V = 1 
sgn(r) J] V "^^  , and proposed that H be rejected p is "too 
v = l 
large". For r=l, this test reduces to Greenwood, test based 
n+l 
on 
v = 1 n+ 1 
"affinity" J '^'^ ^^ *°° small.This test, based on 
x = i. 
Motusita's measure of distance (see Ali and Silvey, 1966) 
n T 1 
then r V^ . If r = -1/2 then p test rejects H if the 
" L r o 
between the two probability. Vectors (V , V ,....V ) and 
1 2 n+l 
E (V )». ,E (V ) is discussed in Kirmani (1973). 
Ho 1 ' Ho n+l 
4-.3 LIFE TESTING AND EXPONENTIAL POPULATION 
If n items such as radio tubes, wire fuses, or light 
bulbs are put through a life test, the weakest item will 
fail first, followed by the second weakest, and so on, until 
all have failed. Thus, if the life time X of a randomly 
chosen item has pdf f(x), the life test generates in 
turn ordered observations x x ....x from this 
( 1 > ( 2 > in) 
distribution. Also in the biological science, we may also 
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interpret X as,for example, the time to death after n 
animals are subjected to common dose of radiation. The 
practical importance of such experiments is evident. 
They also afford an ideal application of order 
statistics, sines by the nature of experiment the 
observations arrive in ascending order of magnitude and da 
not have to be ordered after collection of the data 
Moreover, the possibility is now open of terminating the 
experiment before its conclusion, by stapping after a given 
time (Type I censoring) or after a given number of failures 
(Type II censoring). Provided the form of f(x) is well known 
from similar experiments, the estimation of parameters 
may often result in a loss in efficiency. 
There are many distributions of X, include the Weibull 
gamma, log normal, and even the normal.That may be an 
appropriate life time model under different circumstances. By 
far the most attention in the literature has been paid to 
the exponential distribution,one reason could be that it is 
a special case of both the Weibull and the gamma 
distribution. Also it is most simple, easy to handle 
matheniatically and has a constant hazard rate. The 
exponential distribution occupies a commanding position in 
life tasting. It must be confessed that this is <in both 
cases) partly a matter of convenience, since simple. 
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elegant results are possible. However exponentially holds 
exactly when failures follow a poission process or, putting it 
differently,when the failure rate r(x)=f (;<) CI—F(x)3 of a 
given item remains constant so that the item is as good as 
new over its lifetime. In practice this means inter alia 
that wear must play a negligible role compared to 
accidental causes of failure. Tests of two-parameter 
exponentially against three- parameter weibull alternatives 
are given by Engelharlt and Bain (1975). Let us consider 
the exponential density in the two- parameter form; i.e. 
f (x) = c e , X > 0 (4.3.1) 
Here x has mean 6+a and standard deviation cr. In the 
context of life testing 9 may be interpreted as an unknown 
point at which "life" begins or as a "guarantee time" 
during which failure can not occur CEpstaim and Sobel,(1954)1. 
Another interpretation arises in what is some times 
termed interval analysis; B may represent the "dead time" of 
a Beigor counter, X being the interval between successive 
counts. Sukhatme (1937) have obtained results, that for a 
sample of n from pdf (4.3-1)ml estimators of 6 and 
cr are 
X . - X 
^ n (i) <1> 
e = X ,0- = T = X - X (4.3.2) 
v=i n 
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that these are jointly sufficient statistics, and that 
the test unbiased estimators are, correspondingly, 
nX - X n(X - X) 
* (i> <i> 
e = , <y = (4.3.3) 
n - 1 n - 1 
Moreover the quantities 
<n-i+l)(X - X ) 
Y = , i.= l,2 n, (X = 9) (4,3.4) 
I. ' ' < 0 > 
a r e independen t v a r i a t e s f rom f ( y ) = e ^ ( y i O ) 
(X - X ) 
n n <0 <1> 
s i n c e j ; Y = ^ 
v=2 i.=2 cr 
if follows that 2(n-l) a /o is distributed as x with 
2(n-l)DF. This result can be used immediately to 
constrnict confidence intervals and test of significance for c, 
in striking analogy to the normal case. In the same way, 
confidence intervals and tests on 9 may be based on 
the ratio 
T = -
n(X - e) 
a 
Which from (4.3.4) has an F-ratio distribution with 2 and 
2(n-l) or . The power function of test of 9=9 can 
o 
be readily obtained as a function of {.9-9 )/a. Extensions to 
' 2 
two and several sample tests, also given by Sukhatme, 
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are straight forward cantinuations of the analogy with 
normal theory. 
Type II censoring on the right can be handled almost 
without change in view of <4.3.4). We simply work with the 
successive differences of the available first N failures 
times and estimates a as 
a = r (n-i + 1) (X - X ) 
N-1 v=2 
= r Z r X - X ) + (n-N)(X - X 1] 
* 2 
Where now 2{H~l)cr /& is a x with 2(N-1)DF correspondingly 
* • •^- * 
9 = X -a /n, and o'=<N—1) c/ /N and X are the ML estimators 
< 1 > < 1 > 
and that they are jointly sufficient, and are also complete 
(Eostain and Sobel, 1954); which formally establishes 
that cy and 9 are, respectively, unique UMVU estimators of <y 
and 6. 
Type I censoring and a generaliaeation permitting 
termination after time x ar after Nth failure, whichever 
o ' 
comes first. The idea here is that to test H : c < a against 
o o 
H zc > c , we can decide in favor of H without waiting until 
time X if in the Nth failure occurs early enough. 
o 
4.3.1 PREDICTION INTERVAL : 
In contrast to confidence and tolerance intervals, 
which relate to parameters, prediction intervals refer 
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directly to statistics of interest. This particular 
usefulness in life testing was first recognized by 
Hewett <1968). We will illustrate the general concept 
through the following important problem treated by Lawless 
(1971). 
Consider now the one parameter exponential case. Assuine 
that the Nth failure out of n items has just occured under 
test (N < n). One may now be interested in finding as to 
by what time^with probability 1-a, the rth failure will occur 
(N < r < n). Define 
N 
S = r X + (n-N)/X 
N "^ < I > <N> 
>. = 1 
and note that S is sufficient and complete for a. Hence S 
IS independent of the ratio T = (X - X )/S . Lawless 
< r > ( N > N 
(1971) shows that 
Pr 
-N-l I. J (-1) 
\T > tl = E ri+(n-r*i+l)t 
^ J B(r-N,n-N+1) v=o n-r+i+l L 
(4.3.5) 
Then if Pr |T < tl = 1-a for t =tj_^ •, it follows that 
Prfx N X + t S 1 = 1-a. Here (X , X -^t S ) is a l^  < r > <N> 1-a N J (N>' (N> 1-a N 
100(l-a)71 prediction interval, the realization x + t S 
<N> 1-a N 
of the upper terminal is the time sought.Extensions to the two 
parameter exponential are given by Likes (1974). Similar 
prediction intervals for order statistics in a future 
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sample when both original and future samples come from the 
same two parameter exponential a.re developed by Lanless 
(1977), who also cited related references. 
4.3.2 RELIABILTY : 
Closely related to life testing are problems of 
reliability. The reliability of an item required to perform 
satisfactorily for at least time x (fijied) is defined as 
R(;;) = 1-F(;c) = Pr ( X > ;: ) , which for a (one - parameter ) 
exponential is just R(x) = e <x>0). Hypothesis about R are 
therefore immediately reducible to hypothesis about c. The 
UMVU estimation cf R for the truncated exponential distrbution 
is treated by Sathe and Varde (1969) and far Type I censoring 
in both the one and two parameter cases by Bartossewicz (1974, 
1975). Tolerence and confidence limits on R for the two 
parameter exoanential are developed by Brubbs (1971). Note 
also that a series system of n items (or "Components") with 
n 
individual reliabilities R («) has reliability 1 - n (1-R ). 
t i = 1 «. 
For the exponential the life time X of the series system has 
pdf - -^ exp [- E [4-]] = 2[—] ^ ^^P h 2 [-^ -j]- ^""^^ 
is, X has a one - parameter exponential distribution with 
s 
mean l i f e 1/J] ( l / c r ) , wh ich f o r i d e n t i c a l components reduces 
t o c / n . 
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4-.4- TEST FOR OUTLIERS 
The proper treatment of outlying observations has long 
been a subject for study. However, no historical account need 
be attempted here in view of Harter's (1978). Traditionally, 
the approach to the treatment of outliers has been to try to 
discover them by means of tests of significance, usually 
devised from intuitive considerations. Such tests generally 
have one of the following aims: 
(a) to screen data in routine fashion preparatory to 
analysis; 
(b) to sound an alarm that outliers are present, thus 
indicating the need for closer study of the data—generating 
process; 
(c) to pin—point observations which may be of special 
interest just because they ar^e extreme. 
Lst us now consider a simple problem involving the normal 
population for the purpose of illustration. 
Let H : Y , ,Y be a random sample from N (p, a ) 
o 1 n 
2 
distribution and H one of these Y 's is from N(u + 6, c ) , 
2 
where 6>0, and the rest are from N(^ i,o- ). The actual values of 
2 2 
p,6 and a are unknown. Here, F is the cdf of N(/J ,cr ), while 
F is the cdf of N(/J+6,O' ) population. This alternative 
hypothesis is known as slippage alternative in the sense that 
one of the sample values is from a different population <with 
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cdf F ) Whose location parameter has slipped (to the right). 
Another commonly used alternative is the mixture alternative, 
where the alternative states that the Y 's come from the 
mixture cdf (1—p)F +pF for some p, 0<p<l. In what follows we 
will stick to the slippage alternative. 
Now our goal is just to know whether there is evidence to 
reject H and we are not concerned with finding out which 
o 
observation is the outlier when we reject it, we would try to 
maicimize the power function PtRejecting H /H ) . We may need 
the noncontaminated observations to produce an estimator of jj^ 
in wnich case we need to know which one to throw out as an 
outlier if H is rejected.This ought to be so as, if H is true, 
P(Y is the outlier) is maximized when i=n. We can therefore 
construct a test based on the statistic 
T = ( Y - Y ) / S (4.4.1) 
n n 
2 n - 2 Where S = T (Y - Y ) /(n—1) is the samole variance. The 
" V n 
1. = 1 
test procedure rejects H if T is larae. If H is rejected, we 
o " o 
remove Y from the sample or give less weioht to it in 
subsequent statistical analysis. 4^ote that T, sometimes 
referred to as the internally studentized extreme deviate, 
belongs to the class of statistics. 
Percentage points of T under H are given in Table 4.4.1 
o 
for some small values of n. The table was extracted from the 
tutorial article by Grubbs (1969), which contains a nice 
discussion on outliers. 
ss 
Table 4.4.1 Percentiles of the Distribution of (Y - Y )/S 
n n 
in Random Samples from a Normal Population. 
Table 4.4.1 
Sample size 95th 97.5th 99th 
<n) Percentile Percentile Percentile 
1.15 1.15 1.15 
4 1.46 1.48 1.49 
5 1.67 1.71 1.75 
6 1.82 1.89 1.94 
7 1.94 2.02 2.10 
8 2.03 2.13 2-22 
9 2.11 2.21 2.32 
10 2.18 2.29 2.41 
11 2.23 2.36 2.48 
12 2.29 2.41 2.55 
13 2.33 2.46 2.61 
14 2.37 2.51 2.66 
15 2.41 2.55 2.71 
20 2.56 2.71 2.88 
Table adapted from Grubbs <1969; Technometrics 11,1-21), 
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In what follows we reproduce an example given by Arnold, 
Balakrishnan and Nagraja (1992) tc illustrate the actual 
working of the outlier detection procedures. 
Example 4.4.1.Consider the following data consisting of 15 
observations generated independently and arranged in 
increasing order. Using MINITAB, 14 of these were simulated 
from the standard normal population and the remaining one was 
generated from a N(3,1) distribution: -1.671, -1.506, -1.199, 
-0.579, -0.529, -0.434, -0.145, O.1S9, 0.355, 0.591, 0.592, 
0.702, 0.770, 1.141, 3.656. For this sample mean is 0.116 and 
the sample standard deviation is 1.308. Hence, the calculated 
value of the statistic T is 2.71 which turns out to be the 
99th percentile of the distribution of T under the null 
hypcthesis of no outliers. Without the sample maKimum , which 
in fact came from the outlier distribution, the sample mean 
would be -0.137 and sample standard deviation would be 0.900. 
When the sample is made up of these 14 observations, one 
obtains the value of T to be just 1.42. 
Let us see how the Q-Q plot look. We used MINITAB to 
produce the population quantiles 4> ^P^ in which p. = 
<i-0.375)/<n+0.75). The package SYSTAT (1990) was used to 
produce the following plot of (dT (p. ) , Y. ), i= Ito 15. 
a 
m 
: 
•» ^ -*. 
% • 
90 
^ 1 
- 2 
X. 1 1 
- 1 0 1 
Figure 4.4.1 Q-Q plot of the data in example 
Tests for outliers are often susceptible to so—called 
masking effect, and the statistic T given by (4.4.1) is no 
exception. In this context the masking effect arises, for 
example, in the presence of two outliers. If in fact there are 
two observations in the sample which s^ve from the slipped 
population, the value of T tends to be smaller and, hence, we 
may end up accepting H quite often even when it is false. To 
o 
handle such a, situation, we can test for the presence of 
multiple outliers. .The literature on outliers has been well 
synthesized in the comprehensive work by Barnett and Levis 
(1984). 
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4-.5 SLIPPAGE TESTS : 
The first example of slippage tests is due to Hosteller 
(1948), who considered the followinQ problem given samples of 
m from each of n continuous populations, to test the null 
hypothesis that all papulations are identical against the 
alternative that one of them (we do not know, which one ) has 
slipped to the right. To this end. Hosteller's nonparametric 
procedure is to pick the sample with the largest observation 
and to count the number of observations in this sample which 
exceed all observations of all other samples. If this number 
is large enough, the null hypothesis is rejected. The 
procedure is advanced by Hosteller as simple and reasonable, 
with out any claims that it is in any sense best. 
If X. denote an observation in the ith sample 
(i=l,2,....,n), slippage to the right raay be generalized to 
P |x > X f •' l''^  '^°^ some i, j=l,2, i-1, i + 1, ..,n 
with the X iid variates. Now for a more formal approach 
J 
consider the development given by Paulson (1972) in an early 
application to the case of normal populations. Let X. . 
(i = l,2,. . . .n; j = l,2 m) b mutually independent HiiJ ,cr ) 
variates as in a one—way analysis of variance. We say that 
population n has slipped to right by amount A (> 0) if 
u = u =...u =u = u , and p =/J + A ....(4.5.1) 
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Let D be decision that n means are equal, and D 
o 
(i=l,2,...,n) the decision that D is incorrect and 
o 
furthermore that n is the slipped population. The problem is 
to find a decision procedure for choosing one of the n+1 
decisions <D , D , »D ) which will be in some sense 
o 1 n 
optimal in detecting slippage to the right. With this aim we 
now impose the foUowing restrictions. 
<a) When all means are equal, D should be selected with 
o 
probability l-a. 
(b) The procedure should be invariant under the 
transformation y = a:< + b, where a and b are constants with 
a > O. 
(c) The procedure should be symmetric in the sense that 
the probability of making the correct decision when (4.5.1) 
holds is to be the same for all i. 
Since (a) fixes the probability of correctly choosing D , 
o 
an obvious optimality property to aim for is maximization of 
the probability of making the correct decision when one of the 
population has slipped to the right. It will be shown that 
this is achieved by the following procedure, in which X 
stands for largest of the n sample means x. 
m (X - x) < ba choose D 
j^ " " (4.5.2) 
2 -|^ 2^ ^ ^*^^ choose D 
n 
[ E I: <^^ - X) 1 
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Here hen is just the upper a significance point of the 
statistic on the left. Note that expression in brackets is the 
total (and not the error) sum of squares.We shall denote the 
error mean square by i "^  ^ 
S„ = E E <x - « > • 
V ».=1 j=l 
CHAPTEE V 
Recent Developments 
CHAPTER V 
RECENT DEVELOPMENTS 
5.1 INTRODUCTION 
The main aim of this chapter is to have a feeling of what 
exactly is going on in the field of Statistical Inference with 
regard to order statistics. In what follows we present briefly 
the account of some recent research papers in this direction. 
The list is neither comprehensive nor exhaustive. An effort 
has been made to present the trend of research in estimation, 
testing and outlier detection. 
5.2. A NEW METHOD OF ESTIMATION FOR LOCATION AND SCALE 
PARAMETERS 
Tiku and Suresh (1992) present the new method of 
estimation for location and scale parameters. The maximum 
likelihood (ML) equations 61OQL/6|U =0 and 61OQL/<5O' =0 have no 
explicit solutions in many situations, e.g. consored samples 
from a normal distribution, this is due to the fact that a few 
terms in the ML equations are intractable. Tiku (1988) 
obtained Modified Maximum Likelihood (MML) equations which 
have explicit solutions by replacing the intractable terms by 
linear approximations. Tiku and Suresh formulate this method 
35 
and extend it to complste samples and to a general location 
scale family of symmetric distributions, namely 
(y,-fj) ^ "P 
f (x) = 
ck ft 
-Il + l , -oo<:<<oo (5.2.1) 
<l/2,p-l/2) 1^  ko-^  J 
Where K. = 2p-3 and p> 2, with E(x) =tJ and V (K) = O-^ . 
THE MML ESTIMATORS 
Let X , x , . . . . x , b e a random sample of size n from 
1 2 n 
(5.2.1.) ; p is assumed known. The likelihood function is 
' " i - ] IT. ( " ^ ; ^ } 
The ML equation are 
61OQL 2p n 
= -i r 9(z.) = 0, Z = (x . -tj)/<y (5.2.3) 
ko" *-• I v I 
61OQL n 2p n 
and = + E Z.9(Z.) = 0 (5.2.4) 
6<y a V.a i=i 
Where g d ) = z/|l + (l/k)Z j (5.2.5) 
Equation (5.2-3) and (5-2.4) have no explicit solutions. 
To formulate MML equations which have explicit solutions, the 
first step is to express these equations in terms of order 
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statistics, i.e. 
61OQL 2p n 
= —T r Q ( 2 ) = 0 and 
6/L/ 1 = 1 
6 1 O Q L 2p n 
= ""^°' •" -k5^ ^ ^^-.i. 9<^a, >=^ (5.2.6) 
6cr i=i 
Where Z = -Ix —u \/<y and x are order statistics of sample 
observations x (i=l,2,-..,n) The second step is to lineariae 
^logL/cp by using the Taylor series expansions 
d (^^'"L Q(Z ) = Q(t ) + <Z - t ) 
=a + /9 Z <i=l,2, n) (5.2.7) 
1. t < t > 
Where t = E ( Z ). Thus 
< I. > < t > 
(2/k)t^a> l-(l/k)t ^  
ex = and /3 = ''- , i=l,2 n (5.2.8) 
^ iH-c(i/k)t^ ]^ ^ i-c(i/K)t^:^ 
For p = 00 (i,e, normal distribuution) , a = 0 and p =1 
Since k=2p-3. Realize that 
a = -a and ft = ft ( i = l , 2 , . . . , n ) (5.2.9) 
V n—v+1 V n - i + i 
This follows from the symmetry of (5.2.1). Thus 
n 
E a = 0. (5.2.10) 
v=l 
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The third step is to obtain the MML equations by 
incorporting (5.2.7) in (5.2.6) i.e. 
61OQL 61OQL 2p n 
6fj Spj kc 
I a.+l3 (Z ) ) = 0 ( 5 . 2 . 1 1 ) 
6 1 o g L 6 1 o g L - n 2p n 
and = + r Z . -la +^ . (Z ) 1= 0 (5.2-12) 
Sa 6<y Kc kc v=i 
The solutions of (5.2.11) - (5.2.12) are MML estimators. 
A' = I E /5^  \, V'n ( m - 2 ^ ) (5.2.13) 
and a = SB + y(B^+4nc)|/2 y(n(n-l)) (5.2.15) 
Where „ n ^ n 
2p 2p 
B = T a x and C = T 
k V =1 K V : 
M -^^ - "^} 
= -|r {S^P 4 -"» ^  1, (5.2-15) 
The divisor n in the Qriginal expression for <y was replaced by 
y(n(n-l)) to reduce the bias. If function g(z) were linear in 
z, then the method above would have reproduced the ML 
estimators. The authors have also obtained the asymptotic 
variance and covariance of ju and cr. 
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5 . 2 . 2 HYPOTHESIS TESTING 
To t e s t t h e n u l l h y p o t h e s i s H : p =0, t h e p roposed 
o 
statistic is 
T = M (c/cy) 
The asymptotic null distribution of T is normal N(0,1>. Large 
values of T lead to rejection of H in favour of H : u > 0 
o 1 
The asymptotic power function of the T test is given by 
z 
1-/?=1-$<Z^-A) ,A =\^^^^^J/a) Where $(Z> = J 0(Z)dz, <^ (z) 
-1/2 2 00 
2(rT) exp (-(1/2)2 ) and Z^ is the 100(1-6)7. point of a 
standard normal distribution. The authors have also 
developed the method of MML estimators for censored samples 
and obtained the asymptotic variance and covariance for these 
censored samples. In the end the authors have applied the 
above MML estimation method to the cuchy distribution. 
5.3 ESTIMATING THE EXPONENTIAL RELIABILITY WITH TVPE II 
CENSORED DATA 
Ananda (1992) have considered the estimation of the 
reliability function of a system composed of m components. The 
author have taken the components. A (i=l,2,... ,m) connected in 
series and that the life time X. of each component has an 
exponential distribution with parameter X. i=l,2,...ra).Then the 
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relability of the whole system at a given time t = a is 
e (X , X , X ) = exp (-ar X ) (5.3.1) 
1 2 m t 
Ananda has considered estimation of the reliability of the 
system estimation of the observations which are made on the 
performance of each component. He has assumed that 
observations can be made on the performances of each component 
by a type II censored sampling scheme. For each component A , 
n units are kept on the test and first r ordered failure 
times X , X ,.....,X are observed. Let T 
< 1 > < 2 > <rv> t 
<v=i,2,... ,m) be the observed total life time of the ith 
component. Then author has suggested the statistics. 
rv 
T = r X + (n-r ) X*" - i = l, m..(5.3.2) 
t. < J > \-
j = i 
as a possible estimation it is well know that (v 
v=l.....,m) is a complete sufficient statistics for ^ = (X , 
X ,...,X ) ' and T 's are independent gamma variables with 
2 m L 
parameters ri and 1/X (Lawless 1982). Finally author have 
presented, the admissibility of the unbiased reliability 
estimator for a one component system. 
5.4-. ORDER STATISTICS FROM EXTREME VALUE DISTRIBUTION 
Balakrishnan and Chan (1992b) have interduced the order 
statistics from extreme value distribution by supposing that 
X . X , .....X is a random sample of size n from an extreme 
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value population with probability density function. 
f(:<> = e* e'* , -oo < x < oo (5.4.1) 
and cumulative distribution function 
X 
F(x) = 1-e ^ ,-00 < X < oo (5.4.2) 
and taking X < X < . . . . < X as the order statistics 1 : n 2 : n n : n 
obtained by arranging the n variables in increasing order of 
magnitude. They have denoted E(X ) b v a , I < \. < n, 
1, . n ' V : n 
& Cov(X , X > b y / ? . l < v < j < n . V a l u e s o f a 
>.:n' j:i^ \. , } : r> \.:n 
ft have been tabulated by Balakrishnan and Chan (1992a) 
for n=l(l) 15(5)30, in Table I and II. Further, Authors have 
taken 
Y < Y < < Y (5.4.3) 
r+l:ri r + 2:n n-3;n 
to be a type —II censored sample from an extreme value 
population with ^ and o as the location and scale parameters, 
respectively, whose probability density function is 
f (y;p,o')= e exp<-e ~^^ ^^ °^ l-,-oo--y<oo (5.4.4) 
and cumulative distribution function is 
F(y;/j,o')= 1- eMpj-e*'*'~^ ^^ °'[-,-oo<y<oo (5.4.5) 
The above extreme value distribution has found several 
important application and particularly so in the field of 
life-testing and reliability estimation. The author have also 
computed the coefficients for the best linear unbiased 
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estimators of /J and a and the variances and covariance of 
these estimators for complete and doubly Type II -censored 
samples. Author have also estimated the parameters of a 
two—parameter Weibull distribution. 
5.5 TESTS OF FIT FOR COMPOSITE HYPOTHESIS WITH CENSORED DATA 
This study was carried out by Horvath and Johnson ti990). 
An attempt has been made to use the well known total time on 
test to identify Weibull and ether non-exponential 
distributions. Authors have taken X ^ X , ...,X to be the 
1 2 n 
i-i.d random variables with distribution function F and assume 
that 
F(t) = F ((t-/j)/o'), (5.5.1) 
o 
Where F is specified and ;^, a > 0 3.\^^ unkno'wn constants. Let 
o 
X < X < S X be the order statistics of X , X 
i : r i 2 : n n:r i i 2 
. . . , X . The a u t h o r have c o n s i d e r e d ^;he p"ct "am of t e s t i n g 
n 
the composite null hypothesis (5.5.1) on the basis of the 
censored observations X , ....X, , and have assumed that 
i:n • k:n 
f = F ' e x i s t s . The a u t h o r have t a k e n t h e s t a t i s t i c 
o o 
£ < k - l>uJ+l i k - 1 
T, (u) = r w ( ) W. I r w ( l / n ) U 
k " n I , n ' " . v,n 
> . = 1 J = l 
0 < u < 1 (5.5.2) 
and T, (1) = 1, where k = K is function of n. The authors 
k n 
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have considered the special case when F is exponential- The 
o 
e:<act distributioln of the process T (u) is specified. The 
n 
results pertain to censoring at a fixed order statistic. 
Authors have obtained some asymptotic results concerning 
several goodness of fit statistics and presented the general 
case and some unusual processes obtained when the censoring is 
heavy. 
5.6 A GOODNESS OF FIT TEST FOR EXPONENTIAL FAMILIES 
Let X ,X , ,X be i.i.d. random variables with 
1 2 ri 
distribution function F . Gombay and Horvath (1991) wanted 
o 
to test the composite hypothesis. H : F e G = -IF (t,©): 0e (HJI 
Whereas R is a given set and 9 = (0 ,...,0 ) is the unknown 
parameter. The true unknown value of the parameter is denoted 
bv e i,e Under H Let F <t) - F<t;0 ) for all -oo < t < x. 
o o o o 
The authors have proposed test statistics which can be written 
as functional of the empirical distribution and quantile 
functions and, therefore, their limit distribution can be 
derived from asymptotic properties of the empirical and 
quantile processes. Frequently, the unknown value of the 
parameter under H is estimated by a sequence of estimators 
o 
6 based on the random sample and instead of using the 
n 
underlying distribution function, the estimated distribution 
F(t;0 ) is used by the authers- However, they have observed 
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that the estimation of the parameter destroys the distribution 
free properties of the original tests when F is completely 
o 
specified under H . Randomization and resampling were also 
o 
suggested for testing H . It has been noted by author that both 
o 
methods have a common weakness and to overcome this problem 
they used different randomizations and bootstrap samples, and 
arrive at different conclusions. 
The mehtod given by Gombay and Horvith is based on the 
probabiltiy integral transformation and they assume that 
F(t;0) is continuous in t for all 0 s H. They have taken U = 
F<X :© },....,U =F(X i& ) as independent random variables, 
i o n n o 
uniformly distributed on (0,1). Since 0 is unknown they 
o 
replace it by 6 and define U = F (X ;e ), , U = F(X i 6 ) . 
n 1 I n ' n n n 
The order statistics are U < U < U and U < 
1 , n 2 , n n,n 1 , n 
'^  1/2 
U < ...< U respectively. It is well known that n (U 
2 , n n, . n ' k , n 
1/2 
—k/n)/((k/n)(1—k/n)) is asymptotically standard normal, if 
K=K(n) • 00 and n > k(n) • oo. 
5.7 INFERENCE IN THE LIFE TESTS WHEN OUTLIER IS PRESENT 
Lingappaiah (1990) deals with the concepts of prediction 
and outliers simultaneously. That is, k samples are drawn and 
the prediction at k—th stage is analysed as a generalization, 
author has drawn a series of independent samples from the 
general exponential family models, in particular WeibuII 
10^ 
distribution has been taken as a life test model. First, an 
outlier of type 96 was considered and predictive distribution 
was obtained for i—th order statistics when an outlier was 
present. Next, two sample situation has been taken up by 
author, where in each case, outlier of type 06 and 06 were 
' 1 2 
present. The predictive distribution obtained were used to 
predict r -th order statistic in the second sample in terms of 
z 
r -th order statistics in the first sample and the estimate 0 
in the original sample. Finally another considered the minimum 
to k-th sample which have been predicted in terms of minima 
in the earlier samples, when outliers of type 06. , i=l,... 
were present in each sample. An illustrative example is also 
provided with simullated samples where minima in one and two 
samples cases are evaluated for certain values of <5 , 6 and 
1 2 
/?. Effect of 6 and 6 on the tail probability is given in the 
form of table. 
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