Large, distributed High Energy Physics (HEP) collaborations, such as D0, CDF and US-CMS, depend on stable and robust network paths between major world research centres. The evolving emphasis on data and compute Grids increases the reliance on network performance.
NETWORKING AT FERMILAB

Overview
Fermilab [1] is the largest US laboratory for research in HEP. Every second hundreds of Megabytes of physics data are flying through FNAL's LAN to and from the world's biggest research labs such as CERN, BNL, ANL and SLAC as well as to hundreds of physics institutions. This is a truly distributed scientific environment where each person depends on the quality and robustness of current network paths. With the upcoming LHC era, future development of the DOE UltraScienceNet [2] and the need to bring HEP Grids to the desktop, the emphasis on availability and performance of computer networks is increasing every day. An example of the current utilization of Fermilab's networks is shown in Fig.1 . 
WAN Topology, Experiments
The Fermilab network connects a wide variety of heterogeneous computer resources. It's a multi-subnet intranet with more than 9000 computers connected by an ESnet provided OC12 uplink to the world. This connection needs to be tuned and monitored 24 hours by 7 days/week. The current data flows for D0 and CDF experiments are about 50Mbps inbound and 150Mbps outbound (see Fig.2 ). The major consumers of the data are in the US, UK, France, Italy, Germany and Canada. We anticipate an almost exponential increase in the average data rates every year. Also there is an increasing impact on network performance from the CMS experiment. The CMS experiment has upcoming data challenges for robust transfer rates starting from 100 Mb/sec. Fig. 3 shows the current sites in 13 countries that are monitored from SLAC and FNAL. Besides SLAC and FNAL, IEPM-BW has been installed and measurements made from eight other sites. The total number of host-to-host pairs for SLAC and Fermilab is about 100.
MONITORING SYSTEM
Description
After extensive use and evaluation IEPM-BW was modified to better fit Fermilab's needs. Network probes, based on BBCP file transfers were removed while tests based on GridFTP file transfers and Pipechar active monitoring were added. All tests were extended to run in both directions. The Web visualization interface was customized and on-the-fly generation of the performance history graphs was added. Currently, at Fermilab, there are 6 different active network performance monitoring bi-directional tools. Current performance monitors includes:
Ping (or SYNACK [6] in cases where ping is blocked), to get RTT/Loss rate and general connectivity (if it fails then no further tests are done for the node) Traceroute -to obtain a list of the hops in both directions, and RTTs to each hop(with hop-by-hop analysis of the results) Pipechar -to obtain a list of hops in both directions, and RTTs to each of hop with Bandwidth on every hop, utilization rate and bottleneck analysis [7] Iperf -to obtain achievable bandwidth to and from the monitored node [8] BBFTP disk-to-disk bi-directional file transfers (with files ranging in size from 100MB to 500MB, depending on available bandwidth information), to determine the real file transfer performance [9] 
Analysis, Forecasting
It is very important to have a monitoring system with adequate response time to network anomalies. Because of the nature of the system (2 hour monitoring breaks) we didn't set the goal of the identifying any kind of short-lived network problems, instead the whole idea behind the results analysis is to determine significant and consistent (i.e. long term changes, persisting for several hours at least) shifts in network performance. After researching through numerous publications on statistical network analysis and forecasting techniques [13] , [15] , [16] , the tri-exponential approximation with moving time frame of the results with special rules set was developed. It is based on combining the forecasting technique, employing the triple-exponential smoothing as described by [13] 
Setting Alerts
To set up an alert a set of rules and procedures was developed. First of all, the system checks for the lost tests and reports them, then for every new data point the set of forecasted values for N total -N time-window is built and for the last N time-window values the Χ 2 sum is calculated. The alert is generated if Χ 2 sums are more than some threshold (set to cut off small variations). If there is N time-window -1 consecutive alert, then the system sends a message to the sysadmin, notifying about a significant drop in the network performance.
Availability of results
All results are available on the website [3] . Also, all data is available through Webservice requests, implemented as SOAP [12] over an HTTP server. The location of the Webservices access is http://dmzmon0.deemz.net/~wanbanmon/soap/wsdl/IE PM_profile.wsdl and the schema is compliant with http://www-didc.lbl.gov/NMWG/docs/GFD-R.023.pdf. Requests can be sent for the parameters: 
CASE STUDY
Problems with link to SDSC
The network path from FNAL to SDSC had several problems in the past. The most significant problem was path asymmetry. This appeared from time to time due different routing by ESnet and therefore asymmetry in the throughput caused by a bottleneck between Esnet and CENIC. Also monitoring suffered from the limitations of the remote node itself (TCP settings were far from optimal).
All changes are identified and shown in Fig. 6 .
System Response, resolution
Monitoring system response is clearly seen on the Fig.7 . The red spikes correspond to actual alert conditions raised from loss of the tests (host unreachable due the firewall) or drastically dropped performance due the monitored host limitations.
able 1
Please take a look on headnode.cms_sdsc.edu
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