

































































































de peor caso (WCET), introduciendo anomalías
temporales [14].
En este artículo, nos centraremos en el control de
la ejecución de sistemas particionados de critici-
dad mixta sobre un hipervisor. Se propone una
solución de control de la planificación con dos con-
troladores al nivel del hipervisor. el resto del ar-
tículo se organiza de la siguiente forma: el apar-
tado 2 cuenta el estado del arte en este área. El
apartado 3 describe los contadores de prestaciones
utilizados por el hipervisor para definir el control.
En el apartado 5 se presentan los objetivos del
controlador y los mecanismos utilizados. El apar-
tado 6 describe el ámbito de ejecución de los con-
troladores. El apartado 7 presenta los resultados
de los experimentos realizados sobre una platafor-
ma multi núcleo. Finalmente, en el apartado 8 se
comentan las conclusiones y el trabajo futuro.
2. Estado del arte
Hay muchos trabajos que han abordado el proble-
ma de los recursos compartidos en sistemas multi
núcleo. En [1], se analiza el impacto de los buses
compartidos, caches y otros recursos y sobre pre-
dicción de prestaciones.
En [6], se propone un protocolo de bus basado en
TDMA junto con un segundo protocolo dinámico
que facilita la integración de sistemas de criticidad
mixta libre de interferencias.
En [12] se presenta un controlador de acceso a
recursos compartidos por las tareas en ejecución.
En [20], se define un mecanismo de protección de
memoria que regula los accesos a la misma. En
[13], se propone un controlador distribuido que pa-
ra las tareas de baja criticidad cada vez que de-
tecta que su ejecución puede hacer perder plazos
a tareas de alta criticidad. En [19] se propone una
infraestructura de planificación que utiliza conta-
dores de prestaciones para calcular la latencia me-
dia de acceso a memoria.
Por otro lado, las técnicas de control y planifica-
ción controlan el uso de los recursos de una plata-
forma computacional por medio de controladores
que actúan sobre las tareas en ejecución. Se han
definido muchas estrategias en este sentido, entre
otras: optimización del periodo [2], memoria como
recurso compartido [15], ajuste de los periodos de
las tareas para minimizar el hiperperiodo [3].
3. Contadores de monitorización
de prestaciones
Los procesadores actuales proporcionan mecanis-
mos para monitorizar el funcionamiento del sis-
tema, ofreciendo contadores de eventos que pue-
den ser leídos por las aplicaciones o los sistemas
operativos. El monitor de prestaciones (Perfor-
mance Monitor, PM) es un dispositivo que pro-
porciona este mecanismo en el procesador mul-
ti núcleo PowerPC T2080 en la placa NXP Qo-
rIQ T2080RDB [11]. El procesador T2080 incluye
cuatro núcleos de 64 bits e6500. El núcleo e6500
incluye un PM que proporciona un conjunto de
PMCs (contadores de monitorización de prestacio-
nes) para definir, habilitar y contar ciertas condi-
ciones que pueden disparar la interrupción del mo-
nitor de prestaciones. Cada core puede configurar
hasta seis contadores de 32 bits para almacenar
eventos específicos.
Adicionalmente, el T2080 proporciona extensiones
de hardware para virtualización y define un modo
hipervisor que permite la ejecución del hipervisor.
XatratuM ha sido portado a este procesador y pro-
porciona virtualización completa, manejando los
PMCs para almacenar eventos concretos durante
la ejecución. Utilizando el PM, XtratuM propor-
ciona la habilidad de contar eventos predefinidos
por núcleo asociados con operaciones específicos,
como ciclos de procesador, instrucciones ejecuta-
das, pérdidas de chace L1 y L2, accesos a bus de
datos e instrucciones, etc.
Para cada contador se puede definir un umbral
para disparar los eventos cuando un cierto valor es
alcanzado. Los contadores pueden ser habilitados
o deshabilitados según la necesidad del hipervisor
o de las aplicaciones.
4. Planificación de hipervisor
XtratuM es un hipervisor bare-metal específi-
camente diseñado para sistemas empotrados de
tiempo real, ofreciendo para-virtualización o vir-
tualización completa dependiendo del soporte del
hardware.
Xtratum define el concepto de CPU (núcleo) vir-
tual (vCPU), las cuales son abstracciones que mo-
delan el comportamiento de la CPU y pueden ser
asignadas a las CPUs reales. XtratuM abstrae tan-
tas vCPUS como núcleos físicos existan. Las par-
ticiones pueden ser mono núcleo o multi núcleo
(utiiizan una o varias vCPUs). La asignación de
vCPUS a CPUs se especifica en el fichero de con-
figuración donde se define el sistema completo:
hardware, dispositivos, planificación temporal, ca-
nales de comunicación, etc.
Una partición puede ser una aplicación compila-
da para ejecutarse sobre máquina desnuda, una
aplicación de tiempo real con su propio sistema
operativo de tiempo real o una aplicación ejecu-
tándose sobre un sistema operativo de propósito




































































































































































En esta sección se detallan los escenarios eva-
luados y la influencia de los controladores. Des-
pués de un detallado análisis de los contado-
res de prestaciones, se han seleccionado 3 even-
tos para la implementación. Estos eventos son:
PME_PROCESSOR_CYCLES que cuenta el nú-
mero de ciclos, PME_INSTR_COMPLETED
que cuenta el número de instrucciones ejecutadas
y BIU_MASTER_REQUESTS que indica el nú-
mero de peticiones de acceso a bus. Los eventos
pueden contar cuando el procesador está en modo
usuario, núcleo o hipervisor.
Estos escenarios se han ejecutado en la plataforma
T2080 con una partición crítica (CPart) y de 0 a
3 particiones no críticas en los otros núcleos. Las
particiones no críticas se consideran que van a in-
terferir en la crítica y se identifican como dummys.
El solapamiento entre la crítica y las no críticas va-
ría en los experimentos con el fin de mostrar dis-
tintas situaciones y las acciones tomadas. El obje-
tivo es medir el tiempo de respuesta de la partición
crítica comparando su ejecución de forma aislada
con su ejecución cuando hay otros núcleos en eje-
cución. Se han definido cuatro escenarios: SC1 los
controladores no están activos, SC2 utiliza contro-
ladores locales, SC3 usa el controlador del núcleo
crítico y SC4 utiliza ambos tipos. En las gráficas
se identifican las gráficas mediante el número de
particiones (dummy) no criticas en ejeución (n-D)
y el intervalo de tiempo en el que se ejecutan.
7.1. Evaluación de escenarios
La figura 5 muestra la ejecución de CPart en to-
das las situaciones. El eje X representa el time-
po en milisegundos (aunque se leen los ciclos del
procesador) mientras que el eje Y presenta las ins-
trucciones ejecutadas.
En esta situación, CPart termina su ejecución
despues de 278ms si no hay interferencia. Cuando
se ejecuta con 1,2 y 3 particioens en otros núcleos,
su tiempo de ejecución es 409, 591 y 802 milise-
gundos, respectivamente.
La figura 6 muestra lo mismo que lo anterior pero
con los controladores locales de los núcleos no crí-
ticos activados. La referencia puesta al C_1 cuan-
do se ejecuta 1 partición no crítica no es alcanzada
por lo que se ejecuta sin suspensión. Cuando se eje-
cutan 2 particiones, C1 y C2 se suspenden en los
instantes 426 y 477 ms, respectivamente. Cuando
son 3 no críticas, las suspensiones se producen en
los instantes 413, 426 and 478 ms, respectivamen-
te.





















































Figura 6: Los controladores locales están activados
con el controlador del núcleo crítico activado. En
este caso, en el instante 205 ms suspende la activi-
dad de C1 cuando sólo hay otro núcleo activo, en
245 ms cuando hay dos y en 252 ms cuando hay



























Figura 7: El Controlador crítico está activado
La figura 8 corresponde con el escenario SC4. En
este caso, también es el controlador del núcleo crí-
tico el que toma la decisión antes de los locales.
En 206, 130 y 122 ms, se suspenden cuando hay
1, 2 o 3 núcleos no activos.



























Figura 8: El controlador crítico y los locales acti-
vados
La conclusión de esta experimentación es que es
posible controlar la ejecución de las actividades
críticas en un sistema multi-núcleo. No obstante,
es necesaria una identificación de estas activida-
des que permita determinar los parámetros apro-
piados de referencia para los controladores.
8. Conclusiones
En este artículo se ha propuesto un controlador
implementado a nivel del hipervisor para contro-
lar la ejecución de aplicaciones críticas en una pla-
taforma multi núcleo. Se ha definido también el
ámbito y el esquema del controlador, siendo este
efectivo sólo cuando se están ejecutando las apli-
caciones críticas. Las acciones de control sobre las
aplicaciones críticas son simples: suspender la eje-
cución de los núcleos dedicados a las aplicaciones
no críticas. Esto es debido a que las acciones a to-
mar por el hipervisor deben ser extremadamente
sencillas de cara a facilitar una futura certifica-
ción y a evitar decisiones complejas que puedan
incrementar la sobrecarga de tiempo de ejecución.
El trabajo futuro se centra en el ajuste del contro-
lador y en cómo los parámetros de las particiones
pueden tenerse en cuenta en el fichero de confi-
guración del sistema para permitir al hipervisor
definir las referencias más adecuadas para los con-
troladores.
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