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Introduction
Nanowires are fundamental building blocks of modern nanomanufacturing because they can serve as mechanical elements, conductors, diodes, and even lasers [1, 2, 3, 4] . Devices based on nanowires are emerging as a powerful and general class of ultrasensitive, electrical sensors for the direct detection of biological and chemical species. 3-D assemblies of nanowires can be used in many diverse applications to create new types of devices. Today, only rudimentary ability exists to autonomously manipulate and assemble nanoscale components to make functional devices, despite advances in imaging, measurement, and fabrication at the nanoscale. This limits the ability to prototype and test many classes of nanodevice, and is a significant obstacle to both research & development and commercial production of these devices.
Optical tweezers have shown great potential in trapping and manipulating nanoscale and microscale components of diverse shapes [5] . We are developing optical tweezers-based systems to control the positions and orientations of nanocomponents and enable nanoassembly from prototype to production [6, 7, 8] . Assembly tasks are typically performed in a fluidic medium in the optical tweezers based assembly cell and components that are not trapped constantly move in an unpredictable manner due to Brownian motion. Hence it is not possible to know a priori the positions and orientations of free components in the assembly cell.
Achieving higher levels of automation requires knowledge of the 3-D locations and properties of components during the assembly operation. We used a method based on optical section microscopy to achieve 3-D imaging of the assembly workspace. Optical sectioning method utilizes the change of components' image patterns to determine their depth (similar to the depth-from-defocus approach). It offers less depth resolution compared to triangulation-based methods such as stereo vision and structured light; however, it can be implemented on microscopes without significant changes to the hardware (i.e., it is difficult to use triangulation-based methods on microscopes since the objective is very close to the subject and there is generally no room for a second inclined lens). The problem of constructing 3D model from 2D images is also investigated in macroscale domain [9] . The problem of fusing multiple scans is also investigated in macroscale domain [10, 11] . However, the problem is fundamentally different at the small scale due to optical effects and Brownian motion.
The imaging module consists of software that controls the microscope focus as well as the camera and can focus the microscope to different heights in the assembly cell to generate a stack of images in one scanning cycle. Each image in the stack is captured with plane of focus of the microscope at a different height in the assembly volume. Analyzing one image stack can yield a 3-D model of the assembly cell. Here, we use the terms "plane of focus" or "object plane" to avoid confusion with "focal plane" which is the plane of the image. The diameters of nanowires used in this work varies from tens to hundreds of nanometers. In-situ measurement of nanowire diameters using optical microscopy is not possible without extensive optical modeling. Diameters are measured off-line in an SEM. This paper mainly focuses on the development of algorithms for estimation of length, position, and orientation of nanowires from images obtained from optical section microscopy. The estimation algorithms are designed to address several key challenges. First, while imaging at microscopic scales, resolving 3-D positions of objects from analysis of 2-D images is challenging due to the limited resolution of imaging techniques along the optical axis and small length scales. For Example, Figure 1 shows how the nanowire may appear in images based on the tilt angle. Second, in order to achieve autonomy, we need an on-line monitoring system that can measure, construct and update the positions of components in the 3-D workspace at a rate that is sufficiently fast to allow interactive assembly. 
Related Work
Fast imaging of nanostructures [12] is important for automated assembly of nanodevices using optical trapping, and requires new techniques to recognize, track, and visualize nanoscale components. While the resolution of traditional optical microscopy is insufficient to resolve nanostructures (e.g., two 10 nm diameter nanoparticles separated by 10 nm would appear as one spot in the image rather than two). However, nano components (e.g. nanowires, quantum dots) can be observed in the optical microscope and their positions measured with nanometer-scale resolution. This allows us to use optical microscopy techniques to observe assembly processes -particularly nanowires that are tens of nm in diameter and hundreds of nm or micrometers in length.
A popular method used to study 3-D microscopic structures is optical sectioning with the use of confocal microscopes [13, 14, 12] . A confocal microscope is able to reject light from objects outside of the plane of focus better than conventional light microscopes. Because of this, a confocal microscope can perform excellent optical sectioning of a sample and capture views of very thin cross-sections. By scanning the sample vertically, a stack of cross-sections of the sample can be acquired. These cross-sections can be combined to give a voxel-based representation of the 3-D structure of the specimen. This technique has been widely used in biological, chemical and medical studies [15] . However, the acquisition of a voxel-based representation requires fine scanning of the sample, which can take considerable time and generate large data sets. Geometric analysis and visualization of such voxel-based representations is computationally expensive [16, 17] .
In optical tweezers-based assembly cells we are dealing with components with a simple geometric shape but in a relatively complex scene, i.e. a possibly large number of components spread throughout the 3-D workspace in a disordered manner moving constantly and potentially clustered with each other. Therefore we chose to use an optical sectioning scheme that relies on images collected by scanning the microscope's plane of focus vertically. In our previous work [18] , we described algorithms for estimating 3-D positions of micro-spheres in assembly workspace. These algorithms also use images obtained by optical section microscopy. The images are first segmented to locate general areas of interest and then image gradient information from the areas of interest is used to locate the positions of individual micro-spheres in the XY-plane. Finally, signature curves are computed from images of the micro-spheres and utilized to obtain the Z-locations of spheres. We also developed individual algorithms for estimating positions and orientations of nanowires [19] . In this paper, we will report the improvements we have made in processing nanowire images. Results of using the improved algorithms for reconstructing the 3-D scenes of workspace will also be discussed.
Overview of Approach
An optical sectioning based approach has been used to generate the images needed for nanowires parameters. By oscillating the microscope's objective, the object plane of the microscope is moved in the assembly workspace along z-axis. During this process, images of the assembly workspace are taken at different z-heights and tagged by z. From each acquired image, information related to the geometric attributes (e.g. 3-D positions, orientations, and sizes) of nanowires are extracted using image processing and pattern recognition algorithms. By tracking the movements of nanowires from one image frame to the next, information obtained from adjacent images can be combined to give improved estimates of the attributes of nanowires. The complete process, from image analysis to estimation of attributes, repeats each time a new image is taken, and the reconstructed scene gets updated accordingly. Figure 2 shows a flowchart of the process upon the capture of a new image. The reconstructed scene is represented by a set {C j }, {U Since the reconstructed scene is updated for every new image, a subscript n is used to label the sequence of scene descriptions, e.g. {C j }, {U m k k } n is the scene description generated as a result of the image taken at t = T n . For each processing cycle, the inputs include: the new image of the assembly workspace; information related to the new image, e.g. time when the image is captured (T n ) and the z-position of the microscope's focus plane (z P (T n )); and the previous reconstructed scene, {C j }, {U m k k } n−1 . The output is the new scene description,
The scene update computation is divided into the following five steps:
• Step1. Image segmentation: Nanowires visible in the new image are identified individually. A number of regions of interest in the image are located, with each region marking the pixels occupied by a single wire. This step has three major benefits: First, it helps eliminating the processing over empty regions and hence saves computation time. Second, by limiting successive image processing operations (Steps 2 and 3 below) to regions occupied by individual wires, the influence from neighboring wires can be prevented. Finally, the segmentation of the image into multiple regions makes it possible to process these regions in parallel if very high computational speed is needed. Handling clustered wires is also a part of this step since nanowires in the assembly workspace may get close and stick to each other. Section 4 describes this step in detail.
• Step 2. Feature extraction: For each nanowire identified, a set of meta data are extracted from the image of the nanowire. Meta data are parameters of the image patterns of nanowires, e.g. the positions of the two ends of a nanowire appearing in the image, and the linear edge features of a wire. Meta data can be extracted quickly and reliably from the regions of interest. Detailed explanations of meta data and the algorithm for extracting them are presented in Section 5. The meta data extracted from the images are subsequently mapped to the geometric attributes of nanowires.
• i } contains an estimate of attributes and extracted meta data of a wire. In cases that ambiguous estimations are created for a single wire, disjunctive hypotheses may exist. Section 6 describes this step in detail.
• Step 4. Tracking: By utilizing the geometric attributes of wires estimated from
Step 3, correspondences between wires identified in the new image and wires in the existing scene description can be resolved. An element in {H
if the two elements represent the same nanowire in the workspace. The end result of this step is a one-to-one mapping from {C j }, {U
i }. Section 7 describes this step.
• Step 5. Determine new scene: By combining the correspondences between wires identified in the new image and wires in the existing scene description, refined estimates of the wire attributes can be made. The new attributes of wires are then used to update the reconstructed scene. Section 7 describes this step.
Step 1: Identifying Wires in Image
To identify the individual wires appearing in an image, the following operations are performed sequentially:
1. Based on the fact that some parts of nanowires look darker than the background, an intensity thresholding is performed over the raw image to construct a black and white (B/W) bitmap, in which the 1-pixels represent the dark parts of the nanowires and the 0-pixels represent everything else. By labeling the connected components in the B/W bitmap, a number of rectangular areas of interest can be located. Each area of interest represents a region in the raw image which contains a single nanowire or clustered nanowires.
2. For each selected (rectangular) area of interest in the raw image, we perform a gradientbased Standard Hough Transform to detect the linear edge features of the nanowires. The Hough Transform creates a 2-D accumulator array whose columns represent angle θ and rows represent distance ρ. The accumulator array is constructed by the following operation. Let P denote a pixel in the selected area of interest in the raw image. Let (x P , y P ) be the coordinates of the pixel and let (∇I P ) x , (∇I P ) y be the intensity gradient at P . Compute coordinates (θ, ρ) using the following equation:
Contribute a vote to the element located at (θ, ρ) in the accumulator array. The voting process is conducted for every pixel in the selected area of interest. Each local maximum in the accumulator array represents a linear edge feature in the raw image with polar coordinates (ρ, θ). Figure 3 shows the Hough Transform result of an image containing a nanowire. The image has 4 dominant linear edge features and hence there are 4 local peak intensities in the constructed accumulator array. Despite the variation of the image patterns of nanowires, the linear edge features of nanowires can be detected reliably. Fig. 4 shows four different examples for wires of varying tilt angles.
3. In order to extract the exact positions of the edge features of nanowire image, the positions of the local peaks in the accumulator array need to be identified. This is done through the following steps. First, a Laplacian of Gaussian (LoG) filtering is performed over the accumulator array. Second, intensity thresholding is conducted to mark the local peaks and a labeling of connected components is used to separate the individual peaks. Finally, the positions of the local peaks are found by estimating the weighted mass centers of the individual peaks.
4. The Hough Transform defined by Eqn. 1 distinguishes the transition directions of edge features, i.e. the Hough Transform results of a picture and its negative will be different. When clustered nanowires exist in the same area of interest, the accumulator 
Since A θ+ (θ, ρ) has half of the size of A(θ, ρ), we refer it as the "folded" accumulator array.
5. Once the linear edges of a nanowire have been identified, the region occupied by the nanowire can be identified by closing the linear edges. By repeating the process for each nanowire in the image, the entire scene can be resolved progressively.
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Step 2: Extracting Meta Data
Definition of Meta Data
Nanowires exhibit varied image patterns as they are located at different distances and tilt angles with respect to the microscope's focus plane. Figure 1 shows three sets of images of nanowires, in which typical image patterns of nanowires are displayed as seen by an optical microscope. The top set of images are of a nanowire with small tilt angle, i.e. nearly parallel to the focus plane. As the z-height of the nanowire with respect to the focus plane changes (images from left to right, top to bottom row), the pattern of diffraction fringes changes. A similar phenomenon is observed when a nanowire is at a medium tilt angle (image set in the middle of Fig. 1 ). As the focus plane moves from below the nanowire to above, the image of the nanowire changes from a wedge shape to a dumbbell shape and then changes back to a wedge shape but pointing in the opposite direction. When a nanowire is at a large tilt Based on the observed image patterns of nanowires, we define the following meta data to be extracted from the image:
• Positions of the two ends of a nanowire appearing in the image, (x 1 , y 1 ) and (x 2 , y 2 ) as shown in Fig. 5 . When a nanowire is at an angle with respect to the focus plane, the end that is further away from the focus plane always looks bigger. Also, the end of the nanowire that is above the focus plane has a bright fringe in the middle while the end below the focus plane is dark. Based on these properties, the z-coordinate of the top end of the wire can be determined. We select (x 2 , y 2 ) to be the one with larger z-coordinate (i.e., the end that is above the focus plane).
• "Waist" position of nanowire image, (x W , y W ). When a tilted nanowire lies across the focus plane, its image forms a dumbbell shape (Fig. 5) . The waist position of the dumbbell is approximately where the nanowire intersects the focus plane.
• "Swing" angle of nanowire image, θ P . When a nanowire is at zero to medium tilt angle w.r.t. the focus plane, its image exhibits a few linear edge features. The "swing" angle is defined as the angle between the predominant line features (Fig. 5) . Note that swing angle is not applicable for nanowires at large tilt angles.
• Signature curves of nanowire image, C S1 and C S2 . The signature curves are intensity profiles of two cross-sections of the nanowire image. Detailed description of signature curves, as well as the algorithm for acquisition, is presented in Section 5.6.
Algorithm for Extracting the Boundary of Nanowire Image
In order to extract some of the meta data, the boundary of the nanowire must first be identified. Here, the boundary of nanowire is the interface between the dark portion of the nanowire and the bright "glowing" region that surrounds it. Initially, an intensity thresholding is performed to mark the dark portion of the nanowire image. Since a bright fringe may exist in the middle, the thresholding operation may leave holes and openings in the resulting marked area (upper-right plot in Fig. 6 ). This can be resolved by an image closing operation, i.e. a dilation followed by an erosion, over the mark area (lower-bottom plot). Finally, the boundary of the nanowire image can be located by finding the boundary pixels of the marked area. (x 1 , y 1 ) and (x 2 , y 2 )
Algorithm for Locating
Using the boundary pixels located for the image of a nanowire, an oriented bounding box which encloses the complete nanowire can be established. This is done by using the principal components analysis (PCA) method. In this method, a covariance matrix of the boundary pixels is constructed and the eigenvectors of the matrix are identified. Once the oriented bounding box is created, the two ends of the nanowire, (x 1 , y 1 ) and (x 2 , y 2 ), are defined as When a nanowire is located at different heights in relation to the focus plane, the two ends of the nanowire appearing in the image may be blurred, which makes it challenging to locate the positions of the ends reliably. To verify the robustness of the above algorithm for extracting the ends positions, the algorithm was tested using nanowires fixed in an assembly cell using PDMS (Polydimethylsiloxane). A stack of images of the nanowires were taken by moving the microscope's focus plane from bottom to top. Since the nanowires were fixed in PDMS, their end points are stationary. Our algorithm was able to reliably detect the ends of a single stationary nanowire imaged at different z-heights with very small variations in the absolute location of the end points as seen in Fig. 8 . The main goal of this algorithm is to locate the waist position of nanowire as illustrated in Fig. 9 . The boundary pixels of the nanowire are first rotated to make the principal axis of the nanowire lie horizontally (upper-right plot in Fig. 9 ). By measuring the span of the boundary at different vertical cross-sections, a diameter profile of the nanowire can be acquired (lower-left plot). The valley point in the diameter profile corresponds to the waist position of the nanowire image.
Once again, in order to verify the robustness of the above algorithm for extracting the waist position, a test using stationary nanowires frozen in PDMS was conducted. The results are shown in Fig. 10 . As the focus plane moves linearly from the bottom of a tilted nanowire to the top, the intersection of the nanowire with the focus plane moves both vertically and horizontally. The horizontal movement is reflected in the image of the nanowire as the linear movement of the waist position.
Algorithm for Extracting Swing Angle θ P
Recall that the swing angle θ P is defined as the angle between the predominant line features in a nanowire image (see Fig. 5 ). The determination of swing angle is based on the Hough Transform result of the image. After the orientation angles of the line features in the nanowire image have been extracted, the swing angle can be found out.
The algorithm for extracting swing angles was also tested using images of nanowires frozen in PDMS. Figure 11 shows the extracted swing angles of a stationary nanowire when it is located at different distance to the focus plane. Although the image pattern of the nanowire changes quite a bit, the variation of the extracted angle is reasonably small.
Algorithm for Extracting Signature Curves
Signature curves are intensity profiles of different cross-sections of a nanowire image. We found previously that signature curves from cross sections allow measurement of the z-height [18] . In this case, the curves are extracted from the crosssections that are perpendicular to the principal axis of the nanowire, where the principal axis is given by the oriented bounding box located for the nanowire image. Based on the nanowire images we have collected, it was observed that signature curves are related to the z-positions of the corresponding portions of nanowire. Figure 12 shows signature curves extracted from 3 different cross-sections of a slightly tilted nanowire. Since the 3 sections of the nanowire are at different z-heights, the individual signature curves have their differences, as can be seen from the middle portions of the curves.
Step 3: Estimating Geometric Attributes
The geometric attributes of nanowires we are interested in knowing include the following: the center position of nanowire, (x, y, z); in-plane angle φ, which describes the orientation of the nanowire in the image plane; tilt angle θ, which is the angle between the nanowire and the microscope's focus plane; and the length of nanowire, L.
As mentioned in Section 3, the estimation of the geometric attributes of nanowires can be conducted using two different methods. The first method is to use only the meta data extracted from a single image, which is the method used in the 3rd step of the processing cycle (see Fig. 2 ). The second method is to combine information obtained from multiple images, which is used in the 5th step. Attributes such as (x, y) position and in-plane angle φ, can be estimated reliably from a single image; while the estimation of other attributes requires both methods being used, one for preliminary estimation and one for refined estimation. In the following subsections, the two methods will be explained individually.
Estimation of x, y, and φ
The (x, y) coordinates of the center position of a nanowire can be calculated from meta data (x 1 , y 1 ) and (x 2 , y 2 ) using the following equation: The in-plane angle (φ) of a nanowire can also be calculated using (x 1 , y 1 ) and (x 2 , y 2 ) as follows:
Estimation of Tilt Angle θ and Wire Length L
We observe that the tilt angle (θ) of a nanowire and the swing angle (θ P ) of its image has a monotonic relationship. To simplify this relationship to its first-order approximation, we assume that θ P is proportional to θ. The length of a nanowire, L, can be measured from its image when it is flat. If in subsequent images the nanowire becomes tilted, its tilt angle θ can then be calculated from the known length L and the nanowire's projected length in the image. Therefore, by acquiring a sequence of images of a free nanowire moving in the workspace, data pairs (θ P , L cos θ) can be obtained, where L cos θ is the nanowire's projected length, and hence the ratio between θ and θ P can be calculated. Figure 13 shows the (θ P , L cos θ) points obtained from a sequence of 400 images of a single nanowire moving freely in water. These data points were fitted into a parametric curve L cos θ = A cos(r θ θ P ). For this particular nanowire, A = 36.4 and r θ = 1.03. That is, the length of this wire is 36.4 pixels and θ = 1.03θ P .
The acquisition of r θ is done as part of the calibration procedure before estimations can be conducted. In the estimation of nanowires' geometric attributes, the pre-acquired r θ value is used for all wires in the scene. Tilt angles of nanowires are estimated using θ = r θ θ P , where θ P can be extracted from the image. Once the tilt angle θ of a nanowire is known, the wire's length can be estimated using the following equation:
The confidence level of the estimation, c L , is defined as c L = cos θ, i.e. it is high when the nanowire lies nearly flat and low if the wire's tilt angle is relatively large. It should be noted that the estimations of both θ and L do not work when the nanowire is at a large tilt angle, in which case the swing angle θ P is not defined. 
Estimation of z
For nanowires whose images exhibit a dumbbell shape, the z-coordinate of the nanowire's center can be calculated using the waist position (x W , y W ):
where z P is the z-position of the microscope's plane of focus, (x, y) and θ are the center position and tilt angle of the nanowire which can be estimated using methods explained above, and the ± sign depends on whether the waist position is closer to point (x 2 , y 2 ) or (x 1 , y 1 ). For nanowires that are flat, i.e. with zero or small tilt angles (to the plane of focus), their images do not have valid waist positions. In such case, the z-coordinates of the wires are estimated using a method based on the signature curves described in Section 5.6.
By studying image stacks of varied nanowires under different lighting intensities, we found that the relationship between the normalized width of a nanowire, w S , and the wire's relative z-position, ∆z, can be roughly represented using two line segments. Here, w S is defined as the following: Figure 14 shows the relationship between w S and ∆z for 3 different nanowires under the same lighting intensity. For the same w S value, there exist two ∆z values. However, this can be resolved by examining the DFT result of the nanowire's signature curve. Figure 15 shows the 2nd order DFT component, S F 2 , for the 3 nanowires. As ∆z increases crossing the zero point, S F 2 drops quickly and stays belong 0.2. Therefore, by checking the value of S F 2 , it can be known if ∆z is greater or less than −0.5µm and hence eliminate one of the candidate ∆z values got from the wire's w S value. This method leaves a small ambiguous region of ∆z ∈ [−0.5, 0.5], which can be corrected by combining z-estimations made from multiple images. Figure 16 shows the results of estimating a nanowire's relative z-positions by using the above method. The RMS error of the estimation is 0.24µm. The same test was conducted over different wires and under two different lighting intensities. The resulting RMS errors of Figure 16 : Estimation of the z-position of a nanowire estimations are similar. This uncertainty in the z position amounts to half a trap diameter and less than a quarter of wire length, so it is well suited to trap control.
Estimation of Attributes by Combining Information from Multiple Images
For nanowires whose attributes and meta data in the previous image frame is known (by a successful tracking of nanowires), information from two adjacent image frames can be combined to refine the estimation of attributes. If the length (L) of a nanowire is known reliably from previous images (the length of nanowire can be estimated accurately when the nanowire is lying flat and close to the focus plane), it can be used to estimate the nanowire's tilt through the following equation:
This method can give more reliable estimates than using merely the meta data extracted from a single image. When a nanowire has valid waist positions in two adjacent images, the tilt angle of the nanowire can be calculated in the following manner:
where z 
Steps 4 and 5: Updating the Reconstructed Scene
The reconstructed scene is represented by two sets, {C j } and {U m k k }. Elements in set {C j } (j = 1, · · · , J) represent the detected wires in the workspace. Each element contains information related to a single wire, which includes: 1) The estimated geometric attributes of the wire, i.e. length (L), center position (x, y, z), in-plane angle (φ), and tilt angle (θ); 2) parameters c z and c L for describing the confidence levels in the estimates of attributes z and L, respectively; 3) a time stamp indicating when the wire's attributes were last updated, denoted by t S ; and 4) the latest meta data of the wire, which are extracted from the image taken at t S . Elements in set {U m k k } (k = 1, · · · , K and m k = 1, 2, · · · ) represent the disjunctive hypotheses that have been generating during previous processing cycles but not yet been accepted or rejected. The disjunctive hypotheses associated with the same wire are assigned to the same subscript (k) while discriminated by using different superscripts (m k ). Currently, the algorithms we have developed would generate no more than two hypotheses for a single wire, hence m k = 1, 2. Since the reconstructed scene is updated each time an image frame is taken, a subscript n is used to label the sequence of scene descriptions, e.g. {C j }, {U m k k } n is the scene description generated as a result of the image taken at t = T n . In order to update the reconstructed scene, we merge the newly extracted scene information, represented by {H i } that are inconsistent with the existing scene description are removed and the hypotheses that remain are used to update the reconstructed scene to yield a new scene description, {C j }, {U m k k } n . This approach to update the reconstructed scene can be divided into two major steps, which also correspond to the 4th and 5th steps of the overall approach shown in Fig. 2 .
First, elements in {C j }, {U i }, which corresponds to the movements of wires between (t = T n−1 ) and (t = T n ). The method for resolving the correspondence of wires relies on the assumption that the time lapse between two image frames is short and therefore the movement of wires will be small compared to the spacing between neighboring wires. For free wires in the assembly workspace, i.e. wires that are neither trapped by optical tweezers nor restrained by other means, the predominant motion is Brownian motion. The maximum distance a wire can move in a finite time can be described by a probability distribution. For a given wire and surrounding medium, the movement distance bound L d can be determined such that the probability of the wire staying within the bound, L d is greater than 95%.
Once the mapping from {C j }, {U
i } is established, the next step of the merging process is to update the components in {C j }, {U k } as new elements. This may leave disjunctive elements in the reconstructed scene, however they will be eventually resolved in successive processing cycles.
The algorithm for updating reconstructed scene as described above is capable of handling complex and rapidly changing scenes. Each time a new image frame is taken, the information extracted are merged to the reconstructed scene, hence changes are reflected immediately. Issues such as components moving in and out of the scene and invisible components due to out-of-focus, can all be handled correctly. The algorithm is also fault-tolerant, meaning that false or missing detections of components can be quickly corrected as more information becomes available. Figure 17 shows a few consecutive frames during the processing of an image sequence. The above scheme has been designed to work in scenes that have sparse distribution of nanowires and hence the spacing between neighboring wires is large compared to wire movement between two consecutive images. The left column shows only a small region in the image. In the updating process of the scene, each identified nanowire is assigned to a unique ID. If nanowires are tracked successfully in subsequent images, their IDs will sustain. Otherwise if a nanowire is not identified in successive images, the nanowire will be removed from the scene and its ID will be recycled. In Fig. 17 , wires in track are shown in blue color, and wires temporarily lost track are shown in gray color. The middle column of the figure shows the X − Y view of the reconstructed scene, and the right column shows the X − Z view. For the X − Z view, the nanowires are represented using dots instead of rods for clarity of display. The X-axis of the view is in pixels while the Z-axis is in microns. The horizontal line in the X − Z view represents the current position of the microscope's plane of focus.
From the top frame to the bottom, the plane of focus moved towards the negative Z direction for 1.6µm. The changes in the nanowires' image patterns can be easily observed. In the 2nd frame, wires #4 and #6 were temporarily lost due to the low contrast of their images. However they were recaptured in the 3rd frame, hence no tracking information was lost. Although the pane of focus moved 1.6µm in the example, the estimated absolute Z positions of the nanowires were consistent from frame to frame, as can be seen from the X − Z views.
A few experiments were performed to evaluate the accuracy, robustness, and speed of the developed algorithms. Since there was no alternative method to measure the lengths, positions, and orientations of moving nanowires, the evaluation of accuracy was based on Figure 17 : Frames of an example of scene reconstruction repeatability tests on stationary nanowires. In these tests, nanowires were "frozen" in assembly cells using PDMS (Polydimethylsiloxane) and images of them were taken with the plane of focus at different z heights. For nanowires with small or median tilt angles (θ < 40 o ), the estimation of the (x, y) positions achieved a standard deviation of 0.15µm (equivalent to 1.5 pixels). The standard deviation of angle φ (orientation of nanowire in the imaging plane) is 2.5 o . The two algorithms for z estimation, one based on waist position and one based on signature curve (see Section 6.3), achieved standard deviations of 0.35µm and 0.25µm respectively.
The evaluation of estimation accuracy in tilt angle θ was performed by observing nanowires rotating freely in assembly cell (see Section 6.2). For nanowires with tilt angles smaller than 40 o , the standard deviation of estimation is around 3.5 o . The estimation of nanowire length achieved a standard deviation of 0.3µm. In real-time monitoring of assembly cells, the estimated lengths of individual nanowires are averaged through sequence of images, therefore the accuracy of estimation improves as multiple measurements are made.
The achieved accuracies of estimations are satisfactory for monitoring nanowires and trapping them using optical tweezers, e.g. the optical tweezer system we have been using is able to capture particles within a 1µm spherical radius.
On a Windows PC with a 1.6 GHz Pentium M processor and 512MB memory, the Matlab implementation of the developed algorithms achieved a processing speed of 1.5 frames per second (size of images is 676 × 518 pixels). One major reason for the slow processing is that some of the time-consuming functions were not optimized for Matlab, e.g. use of loops due to the lack of appropriate Matlab functions. According to our experience in implementation of algorithms for processing micro-sphere images [18] , the conversion of the algorithms to C++ could improve the processing speed by a magnitude of 4 or better. Additionally, running these algorithms on a faster computer is expected to significantly speed up the computation process. Therefore, we are fairly confident that the developed algorithms are fast enough for real-time monitoring of nanowires.
Conclusions
This paper describes algorithms for extracting nanowire attributes from optical section microscopy images. The algorithms described in this paper are a step towards creating a system for on-line monitoring of optical tweezers-based assembly cells. The main contributions of the paper are the following: First, we have identified parameters that can be easily and reliably extracted from nanowire image patterns. We have also presented algorithm for recognizing these parameters and have shown that these algorithms work well on representative nanowire image patterns. Second, we have described algorithms for mapping image pattern parameters into geometric attributes of nanowires. We have shown these algorithms work well for nanowire with wide variety of tilt angles. Finally, we have described a scheme for merging estimates from multiple different images.
We expect these algorithms to provide the basic foundations for realizing automated assembly operations in the optical-tweezers-based assembly cell. This is expected to lead to a reliable, efficient, and autonomous assembly process for fabricating nanowire based devices and structures. We plan to test the developed algorithms with more complicated scenes and to continuously improve the performance of the algorithms.
