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Abstract—A new outlier-robust approach to estimate the
magnitude squared coherence of a random vector sequence, a
common task required in a variety of estimation and detection
problems, is proposed. The proposed estimator is based on
Re´nyi’s entropy, an information theoretic kernel-based measure
that proves to be inversely proportional to the determinant of
a regularized version of the covariance matrix in the proper
Gaussian case. The trade-off between accuracy and robustness
in terms of bias and variance is analytically and numerically
characterized, showing a dependence on the relative kernel
bandwidth and the available data size.
I. INTRODUCTION
Robust estimation of the covariance matrix is an important
task involved in a wide range of signal processing applications
(see [1] and references therein). It is well-known that the sam-
ple covariance matrix coincides with the maximum likelihood
estimator (MLE) in the case of independent and identically dis-
tributed vector sequences. However, in many applications the
samples follow either unknown distributions or non-stationary
anomalies that violate the distributional assumptions. When
this happens, the goal is to develop estimation methods capable
of trading-off some efficiency at the nominal model to gain
resistance against the effects of deviations [2]. In this paper, the
goal is to estimate the Magnitude Squared Coherence (MSC), a
statistic widely used for non-parametric detection of a common
signal on two noisy channels [3].
Consider a i.i.d. vector sequence of the form xi =
[x1i, x2i]











where ρ is the coherence factor or Pearson coefficient. In most
signal processing applications we are interested on estimating
the Magnitude Squared Coherence (MSC) defined as
c = |ρ|2. (2)
The MSC is a fundamental statistics involved in the Locallly
Most Powerful Test (LMPIT) ([4] & [5]) for deciding whether
or not two random sequences are correlated. On the other
hand, the Shannon mutual information between two Gaussian
random variables is a monotonically increasing function of the
MSC given by −log(1− c), where 1− c is just the Hadamard
Ratio, i.e. the determinant of the covariance matrix over the
product of its diagonal elements.
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Among the solutions proposed to solve this problem, the
Tyler’s iterative estimator of the covariance matrix (see sem-
inal papers [6] & [7]), which yields robustness by assuming
that the data is drawn from heavy-tailed distributions, occupies
a prominent place in the robust estimation literature. However,
this estimator requires a known mean of the data observed or
a prior and robust estimate of it.
The objective of this paper is estimating c from N samples
of xi (i = 1, . . . , N ) in a robust manner against the pres-
ence of outliers in the measurements. By using kernel signal
processing we are able to relate an entropy measure to the
determinant of the covariance matrix, while taking advantage
of the property that entropy measures depend on the probabil-
ity of anomalous events, instead of their magnitude, and are
insensitive to the mean. This property succeeds on moving the
interest from the typical heavy-tail Gaussian assumption of the
data and focusing on large-valued impulsive outlier model. The
derived estimator will be analyzed and compared to Tyler’s
performance.
II. ESTIMATION OF MULTIVARIATE INFORMATION
POTENTIAL
The Information Potential (IP), the argument of the log in




where f(x) is the multivariate density function of the data
with x ∈ CM . We will explore the fact that, for f(x) being
the p.d.f. of a proper Gaussian distribution (nominal condi-
tions), the determinant of the covariance matrix is inversely




From the previous authors paper [9] and following a similar
rationale, we can obtain an estimate of the IP based on



















N (N − 1)
∑
1≤i<j≤N
kW (xi − xj) (6)
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A Robust Entropy-Based Coherence Estimator






Consider a number N of M -dimensional samples
{x1, . . . ,xN} of mean x¯ = E [x] and covariance Cx =
E
h
(x  x¯) (x  x¯)H
i






(xi   x¯) (xi   x¯)H ,
where x¯ = 1N
PN
i=1 xi is the sample mean, can be equiva-








(xi   xj) (xi   xj)H (1)
The reason of emphasizing the previous expression as a double
sum is because the proposed estimator will share this structure
as shown in the paper.
The sample average estimator of the covariance coincides
with the maximum likelihood (ML) estimator (MLE) under the
assumption that the samples are independent and identically
drawn from a Gaussian distribution (henceforth referred to as
nominal conditions). As a result of the ML invariance property,











K(z) = zzH (2)
where S stands for Sample (average). As an alternative to
sample average, which is known to be highly sensitive to












where K stands for Kernel (-based), W is a data-dependent
kernel covariance which is set to some rough estimate of Cx,
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Fig. 1. Main rationale behind robustness; compared to (a), the Gaussian
assumption is postponed after a prior entropy-based processing in (b) .
kW(xi,xj) is a stationary, isotropic (positive-definite) kernel
(set to a Gaussian kernel in the above expression) and fW(.) :
R ! R is a kernel-dependent monotonic function. The K-
estimator is shown to be near optimum in nominal conditions
and more robust than the MLE in the presence of outliers.
B. Rationale
The main rationale in the derivation of the proposed esti-
mator is sketched in Fig. 1 . While estimator DˆK is derived
by first making the Gaussian assumption on the available
data and then estimating the desired parameter from the data
under that assumption, the estimator DˆK is instead derived by
first estimating the differential (2-Renyi) entropy of the data
using kernel methods, and then relating the obtained biased
(by the kernel) estimate to the desired parameter, under the
Gaussian assumption. As illustrated, the Gaussian assumption
is taken in a second step (not from scratch) and this swapping
proves to yield a good compromise between near optimality
and robustness.
It is worth noting that for the univariate case (M = 1)
the proposed K-estimator can also be viewed as a kernelized
version of the U-statistics for the variance given in (1),
where, in virtue of the Kernel trick, the scalar product zz⇤
is substituted by an scalar product on a Reproducing Kernel
Hilbert Space, and function fW relates back the obtained




[1] E. Axell, G. Leus, E. G. Larsson, and H. V. Poor, “Spectrum sensing
for cognitive radio: State-of-the-art and recent advances,” IEEE Signal
Process. Magazine, vol. 29, no. 3, pp. 101–116, Mar. 2012.
1
A Robust Entropy-Based Coherence Estimator






Consider a number N of M -dimensional samples
{x1, . . . ,xN} of mean x¯ = E [x] and covariance Cx =
E
h
(x  x¯) (x  x¯)H
i






(xi   x¯) (xi   x¯)H ,
where x¯ = 1N
PN
i=1 xi is the sample mean, can be equiva-








(xi   xj) (xi   xj)H (1)
The reason of emphasizing the previous expression as a double
sum is because the proposed estimator will share this structure
as shown in the paper.
The sample average estimator of the covariance coincides
with the maximum likelihood (ML) estimator (MLE) under the
assumption that the samples are independent and identically
drawn from a Gaussian distribution (henceforth referred to as
nominal conditions). As a result of the ML invariance property,











K(z) = zzH (2)
where S stands for Sample (average). As an alternative to
sample average, which is known to be highly sensitive to












where K stands for Kernel (-based), W is a data-dependent
kernel covariance which is set to some rough estimate of Cx,
J. Riba, G. Vazquez are within the Signal Theory and Communications
Department of the Technical University of Catalonia (UPC), Jordi Girona 1-3,
Campus Nord D5-{116, 214, 115, 204}, 08034 Barcelona, Spain, {jaume.riba,
gregori.vazquez}@upc.edu.















Fig. 1. Main rationale behind robustness; compared to (a), the Gaussian
assumption is postponed after a prior entropy-based processing in (b) .
kW(xi,xj) is a stationary, isotropic (positive-definite) kernel
(set to a Gaussian kernel in the above expression) and fW(.) :
R ! R is a kernel-dependent monotonic function. The K-
estimator is shown to be near optimum in nominal conditions
and more robust than the MLE in the presence of outliers.
B. Rationale
The main rationale in the derivation of the proposed esti-
mator is sketched in Fig. 1 . While estimator DˆK is derived
by firs m king the Gaussian assumption on the available
data and then estimating the desired parameter from the data
under that assumption, the estimator DˆK is instead derived by
first estimating the differential (2-Renyi) entropy of the data
using kernel methods, and then relating the obtained biased
(by the kernel) estimate to the desired parameter, under the
Gaussian assumption. As illustrated, the Gaussian assumption
is taken in a second step (not from scratch) and this swapping
proves to yield a good compromise between near optimality
and robustness.
It is worth noting that for the univariate case (M = 1)
the proposed K-estimator can also be viewed as a kernelized
version of the U-statistics for the variance given in (1),
where, in virtue of the Kernel trick, the scalar product zz⇤
is substituted by an scalar product on a Reproducing Kernel
Hilbert Space, and function fW relates back the obtained




[1] E. Axell, G. Leus, E. G. Larsson, and H. V. Poor, “Spectrum sensing
for cognitive radio: State-of-the-art and recent advances,” IEEE Signal
Process. Magazine, vol. 29, no. 3, pp. 101–116, Mar. 2012.
Fig. 1. Main rationale to achieve robustness: compared to (a), the Gaussian
assumption is postponed after a prior entropy-based processing in (b).
being kW(z) = e−z
HW−1z a Gaussian kernel function with
positive definite bandwidth matrixW ∈ RM×M , and the mean








|W + 2Σ| . (7)
On the basis of this background, we can state that the
procedure will be based on estimating first the MIP and then
inferring the matrix covariance from it in a second step,
assuming nominal conditions. Hence, given the relation on
Eq. (4), we can build an estimate of the MSC based on an







where gW (.) : R → R is a kernel-dependent monotonic
decreasing function. The main rationale behind this approach
is sketched in Fig 1. While estimator DˆS is derived by first
making a Gaussian assumption on the available data and then
estimating the desired parameter, our proposed estimator is
instead derived by first estimating a non-parametric, entropy-
based measure of the data using kernel methods, and then
relating the obtained biased (by the kernel) estimate to the
desired parameter under the Gaussian assumption. As will
be shown, this delayed Gaussian assumption yields a good
compromise between near optimality and robustness.
III. GENERALIZED COHERENCE
This rationale coincides with the previous work [9] from
the authors about the robust estimation of the covariance de-
terminant on the univariate case. However, this paper extends
the idea of robust estimate for the bivariate case given its
interest on studying the relation between two signals. It is
worth mentioning that in the multivariate case the MSC can be
extended with the Generalized Coherence (GC) [10], which is








det (Σ1) det (Σ2)
(9)
with Σk = E
[(
x(k) − x¯(k)) (x(k) − x¯(k))H] (k = 1, 2),
and Σ1,2 = E
[(
x(1) − x¯(1)) (x(2) − x¯(2))H] the covariance
and corss-covariance matrices, respectively, with x(1) ∈ CM1 ,
x(2) ∈ CM2 and x¯(1), x¯(2) their means.
Additionally, we can relate the GC with a Can nical Cor-
relation Analysis (CCA) ([11], [12]) problem by rearranging
it in the following way:




det (Σ1) d t (Σ2)
= 1− det (Σ−11 (Σ1 −Σ1,2Σ−12 Σ2,1))
= 1− det (I −C) (10)
with C = Σ−11 Σ1,2Σ
−1
2 Σ2,1 being the squared coherence
matrix ([13], [4]). If we denote λi as the eigenvalues of C,
which correspond to the canonical variables of the CCA, we





Eq. (9) allows us to build an estimator of the GC for the
multivariate case as a function of the determinants of three
covariance matrices, block composite covariance matrix and
marginal ones. The idea is then to use a similar procedure
as in Eq. 7 to estimate indirectly the desired determinants in
order to obtain the GC.
IV. ENTROPY-BASED MAGNITUDE SQUARED COHERENCE
ESTIMATION
Consider the bivariate case M1 = M2 = 1 and M = 2 with
the i.i.d observed sequences x1i and x2i (i = 1, . . . , N) with
marginal variances Σ1 and Σ2 respectively and covariance
matrix determinant |Σ| from Eq. (1). The MSC is then defined
as
c = 1− |Σ|
Σ1Σ2
. (12)
For general purpose, we will assume that the marginal
variances are not necessarily equal and the kernel bandwidth
W is a diagonal matrix with elements [W ]m,m = Wm and
m = 1, 2. Then, we define the relative kernel bandwidth w
as a diagonal matrix with elements [w]m,m = Wm/Σm. For
simplicity, we will assume that [w]1,1 = [w]2,2 = w such as
W1/W2 = Σ1/Σ2. If the marginal variances of the original
processes are known, only the kernel bandwith is needed to be
estimated, for instance using the iterative method proposed in
[9] by adding the previous condition. Otherwise, both kernel
bandwidth and marginal variances need to be estimated by the
univariate robust estimate of the covariance matrix described
in the same work. This relative kernel bandwidth restriction
allows us to express the estimate of the MSC cˆ as a composite
estimator, generally described by w instead of the marginal
variances.
From Eq. (12) and (7) the following monotonic relationship




2 − 4c (13)
As a consequence, we are able to obtain a composite estimator









+ w + 1 (14)
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Considering the final expression of the estimator, we will
provide an analysis of bias and variance under nominal condi-
tions, paying special attention to the interplay between N and
w and estimator efficiency, and we will confirm its behavior
by a numerical analysis.
A. Bias and Variance
By first analyzing the bias by means of Jensen’s inequality
E [cˆ]− c ≥ (1− U¯−1) ω24 +ω+ 1, we obtain that the bias of
the estimator is strictly negative, but consistent in the sense
that cˆ tends to c in probability.
The variance of cˆ can be analyzed by a small perturbation














where the variance of the MIP, σ2
Uˆ
, is given by the Appendix







− U¯2 = aN(N − 1)(N − 2) + bN(N − 1)/2
(N(N − 1)/2)2
(16)




((w + 1)2 − c) ((w + 3)2 − 9c)
− 1






w2 ((w + 4)2 − 16c) −
1
((w + 2)2 − 4c)2
)
. (18)











((w + 1)2 − c) ((w + 3)2 − 9c) −
1
((w + 2)2 − 4c)2
)
.
It can be seen that, for a fixed N , the variance increases
without limit as w → 0 as well for w →∞. On the other hand,
the MSC variance depends on the own MSC parameter c. In
particular, to get insights, it is easily seen that the asymptotic
variance reaches a minimum for w = 0. Using Eq. (19) we
obtain
Nσ2cˆ , w=0 →
28
9
(1− c)2 . (20)
This value becomes maximum for c = 0 and tends to zero for
c→ 1. These issues will be confirmed later on with computer
simulations.
Additionally, we do also obtain the following condition for
the adequate relative kernel bandwidth design by considering










For the problem of estimating the MSC, the minimum kernel
bandwidth is inversely proportional to the square root of the




given in [9]. It is also worth noting that this result applies
only for the proper complex case, and that the obtained decay
would instead be O(N−1) and O(N−2) for the MSC and the
variance, respectively, in the bivariate real case, which would
make less critical the selection of the bandwidth.
B. Robustness
Finally, let us focus on the robustness. In particular, in order
to provide maximum insights on estimating the MSC, we
consider a bivariate model of replacement outliers (see [14]
and [2]) in which the outliers do not modify the marginal
variances:
xεi = (1− zi) xi + ziyi (22)
where zi is defined as a zero-one process with P (zi = 1) = ε.
Consider, for instance, that xi and yi are i.i.d. and distributed






c. In this manner, a contamination
rate of ε = 0.5 causes the MSC of xεi, easily given by
(1− 2ε)2 c, to shrink for any c. In contrast, the information-
theoretic measure based on the IP will be sensitive to the p.d.f.
of the contaminated data, which becomes a Gaussian mixture










This causes the IP to decrease from its uncontaminated value
of (2pi)−2 (1− c)−1 such that, based on Eq. (4), the inferred
covariance determinant values become inflated. As a result
(see Appendix V-B for details) the inferred MSC becomes:
cε = 1− 1− c
1− 2cε (1− ε) ≥ (1− 2ε)
2
c (24)
where the right-hand side characterizes the non-robust sample
MSC case. The above inequality proves that the entropy-based
estimator is more robust than the sample MSC at least for
infinitely small (w → 0) kernel bandwidths, which, according
to Eq. (21), requires that N → ∞. The case of finite N will
be analyzed later on with computer simulations to confirm
that the robust behavior explained above is still significantly
maintained.
V. NUMERICAL RESULTS
In this section we will evaluate the performance of the
robust MSC estimate and it will be compared to non-robust es-
timators, e.g. the sample covariance matrix, as well as Tyler’s
estimate. The figures were obtained through Monte Carlo
simulations and it was assumed that the marginal variances
were equal Σ1 = Σ2.
Fig. 2 shows the normalized variance of the MSC estimator
as a function of w for increasing values of N and two values
of the true MSC, analytical (Eqs. (15), (19) and (20)) and
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The previous equation shows the interplay between N and
w. In particular, the lower is the relative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The condition is also useful to determine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming a





If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable




As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . ,K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in



















where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:




To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1  ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
the probabilities of the outlier values, and not by how large
the outlier values are.
A final remark on the kernel bandwidth size is in order. The
kernel-based variance estimator proposed in Eq. (19) is based
on the scaled and shifted IP estimate given in Eq. (10). It is
well-known ([6]) that the kernel-based IP estimate converges
in mean to the IP when the kernel bandwidth tends to zero,
and converges to the sample variance (ignoring shifting and
scaling) when the bandwidth tends to infinity. In that sense, the
previous analysis of the IP explains why we are interested on
small relative kernel bandwidths for the purpose of robustness.
D. Kernel bandwidth determination
In general, determining the kernel bandwidth is a crucial
problem in density and IP estimation. It is clearly seen in Eq.
(18) that W operates as an scale parameter that needs to be
selected according to the data dynamic range. In the specific
problem of variance estimation we have shown in which
manner the bandwidth determines a trade-off between the
estimator efficiency, which measures the estimator accuracy in
nominal conditions (also affected by the number of samples),
and the robustness in the presence of contamination. We have
seen that these quantities are opposed in nature. Moreover, as
the variance is precisely the parameter we want to estimate,
the possibility of using an iterative method to estimate the
bandwidth from the data arises naturally, as that summarized in
Fig. 2. Basically, the sample variance is first estimated, which
is known to be optimal in nominal conditions but inflated in
the presence of contamination. This value is used to fix the






































































































































Proof: See Appendix VII-A.






|W|2   ⇣1  | |M⌘C+W       ⇣1 + | |M⌘C+W
    (12)
where M is the dimensionality o
f u and v.
Proof: See Appendix VII-B.
Using Lemma 1, and taking int
o account that the second
term in Eq. 10 is a U-statistics
(i.e. unbiased) for estimating
E [k(z)] with z = xi   xj ⇠ CN (0, 2⌃)
, the mean of





Using Eq. (10), and following an
analysis similar to [6]
2, the








(N   1)(N   2) + bN(N   1)/2

















whose derivation is detailed in A
ppendix VII-B0a. Note that,
for any finite value of a and b
, Uˆ will be consistent (i.e.
Uˆ ! U¯ in probability) and in particular its
variance will
decrease inversely proportional
to N as N ! 1 ([6]),
because the impact of the valu
e of b in Eq. (14) becomes
asymptotically negligible. How
ever, the term b cannot be
neglected to characterize the var
iance of the MIP because it
goes to zero more slowly than
a as |W| goes to zero. This




We focus here on the univaria
te case, M = 1, which
provides clarity and insights into
the core idea. From Eq. (13)
we obtain the following monoto
nic relationship between the











2With respect to [6], our analysis
refers to Uˆ instead of Vˆ and do
es not
make the assumption of large
data size. The term that is ign
ored in [6]
is maintained here as it will pr
ove to dominate the variance v
alue of the
resulting estimator for the case o
f very small kernel bandwith val
ues, which
are precisely the ones we are int
erested on for the purpose of rob
ustness.
As a consequence, we can de
sign a composite consistent
estimator of variance from an un
biased estimate of U¯ as:









Note that Eq. (19) is an spec
ial case of Eq. (5), where
now function gW (x) = (x
 1   1)W/2. In the sequel, the
bias and variance of the estima
tor proposed in Eq. (19) is
analyzed under nominal condition
s, paying special attention to
the interplay between N , W and
estimator efficiency. Finally,
we will pay the attention to its r
obustness to outliers.
A. Bias
In virtue of the Jensen’s inequa
lity and the concavity of
function 1/x for x > 0, the
expectation of the variance















which means that the bias of ⌃ˆ (
given by E[⌃ˆ] ⌃) is strictly
positive. However, as Uˆ is consis
tent, if fulfills that Uˆ ! U¯ in
probability, which means that ⌃¯
! ⌃ in probability as well.
i.e., ⌃ˆ is asymptotically unbiased
.
B. Variance
The variance of estimator ⌃ˆ in
Eq. (19) can be character-
ized from the variance of Uˆ fol
lowing an small perturbation
analysis (see Appendix VII-C).

























where t e variance of the MIP
is given in Eq. (14) with




















It is noted from the previous equ
ations that, when w ! 0, the
variance of the proposed estimat
or tends to infinity, irrespec-
tive of the fact that a ! 0 and b ! 0. The rea
son for this is
that b goes to zero as O(w) (ins
tead of O(w2)) and this why
we didn’t neglect it in Eq. (14).
1) Asymptotic a alysi : To get
insights into the previous
results, let us consider the case o
f large data size N . For any





Therefore, using Eqs. (21), (22)
and (23), we can state that
4
3
  limN!1N  ¯2⌃ˆ =
(w + 2)
2
(w + 1)(w + 3)
  1 (24)
with the maximum and minimum
values achieved for w ! 0
and w ! 1, respectively. The previous equa
tion quantifies
the asymptotic penalty on the est
imator variance as a f nction
of the kernel bandwidth. It is no
ted that the sample mean es-
timator of variance (⌃ˆS) in the n
ominal conditions is efficient
4
logarithm of an scaled and biased version of the sample vari-
ance (see [6], property 2.8). As w decreases, the asymptotic
variance of the proposed estimator is increased with respect
to the CRB, but never more than 4/3, which represents the
maximum asymptotic penalty. As will be shown later on,
small kernel bandwidths are interesting for the purpose of
robustness and, in that sense, Eq. (24) is useful to understand
the trade-off between robustness i the presence of outliers













2) Threshold effect: The asymptotic analysis developed
before assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
the MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)
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For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . ,K.
First consider the sample vari nce estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in



















where µy and  2y are the mean and variance of yi, respectively
.
The key observation is that the variance is over stimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the o igi al one:




To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1  ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the conta ination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
='
3
Proof: See Appendix VII-A.






|W|2   ⇣1  | |M⌘C+W       ⇣1 + | |M⌘C+W    (12)
where M is the dimensionality of u and v.
Proof: See Appendix VII-B.
Using Lemma 1, and taking into account that the second
term in Eq. 10 is a U-statistics (i.e. unbiased) for estimating
E [k(z)] with z = xi   xj ⇠ CN (0, 2⌃), the mean of





Using Eq. (10), and following an analysis similar to [6]
2, the







 U¯2 = aN(N   1)

















whose derivation is detailed in Appendix VII-B0a. Note that,
for any finite value of a and b, Uˆ will be consistent (i.e.
Uˆ ! U¯ in probability) and in particular its variance will
decrease inversely proportional to N as N ! 1 ([6]),
because the impact of the value of b in Eq. (14) becomes
asymptotically negligible. However, the term b cann t e
neglected to characterize the variance of the MIP because it
goes to zero more slowly than a as |W| goes to zero. This
issue will be better clarified in the next section.
III. KERNEL-BASED VARIANCE ESTIMATION
We focus here on the univariate case, M = 1, which
provides clarity and insights into the core idea. From Eq. (13)
we obtain the following monotonic relationship between the










2With respect to [6], our analysis refers to Uˆ inst ad of Vˆ and
does not
make the assumption of large data size. The term that is ig
nored in [6]
is maintained here as it will prove to dominate the variance
value of the
resulting stim tor for the case of very small kernel bandwith
values, which
are precisely the ones we are interested on for the purpose of r
obustness.
As a consequence, we can design a composite consistent
estimator of variance from an unbiased estimate of U¯ as:









Note that Eq. (19) is an special case of Eq. (5), where
now function gW (x) = (x
 1   1)W/2. In the sequel, the
bias and variance of the estimator proposed in Eq. (19) is
analyzed under nominal conditions, paying special attention to
the interplay between N , W and estimator efficiency. Finally,
we will pay the attention to its robustness to outliers.
A. Bias
In virtue of the Jensen’s inequality and the concavity of
function 1/x for x > 0, the expectation of the variance














which means that the bias of ⌃ˆ (given by E[⌃ˆ] ⌃) is strictly
positive. However, as Uˆ is consistent, if fulfills that Uˆ ! U¯ in
probability, which means that ⌃¯ ! ⌃ in probability as well.
i.e., ⌃ˆ is asymptotically unbiased.
B. Variance
The variance of estimator ⌃ˆ in Eq. (19) can be character-
ized from the variance of Uˆ following an small perturbation
























where the variance of the MIP is given in Eq. (14) with

















It is noted from the previous equations that, when w ! 0, the
variance of the propo ed estim tor tends t infi ity, irrespec-
tive of the fact that a ! 0 and b ! 0. The reason for this is
that b goes to zero as O(w) (instead of O(w
2)) and this why
we didn’t neglect it in Eq. (14).
1) Asymptotic analysis: To get insights into the previous
results, let us c nsid r the case large data size N . For any




The efor , using Eqs. (21), (22) and (23), we can state that
4
3
  limN!1N  ¯2⌃ˆ =
(w + 2)2
(w + 1)(w + 3)
  1 (24)
with the maximum and minimum values achieved for w ! 0
and w ! 1, respectively. The previous equation quantifies
the asymptotic penalty on the estimator variance as a function
of the kernel bandwidth. It is noted that the sample mean es-
timator of variance (⌃ˆS) in the nominal conditions is efficient
4
logarithm of an scaled and biased version of the sample vari-
ance (see [6], property 2.8). As w decreases, the asymptotic
variance of the proposed estimator is increased with respect
to the CRB, but never more than 4/3, which represents the
maximum asymptotic penalty. As will be shown later on,
small k rnel bandwidths are interesting for the purpose of
robustness and, in that sense, Eq. (24) is useful to understand
the trade-off between robustness i the presence of outliers













2) Threshold effect: The asymptotic a aly is eveloped
before assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
the MIP. Fro Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L
aN(N   1)(N   2) (25)










The previous equation shows the interplay between N and
w. In particular, the lower is the r lative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w violating the condition, the estimator v riance will be
highly amplified. The condition is al o useful to determine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming





If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable




As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-one process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . ,K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in



















where µy nd  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, w analyze th impact of the contamination model on
the kernel-based esti ator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can b written as a weighted sum of shifted replicas of
the original on :




To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:





v" = (1  ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the v ria ce estimate
inferred from it. Th IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving




for q = 1 : Q
W = 15⌃ˆ[q   1]/N




for q = 1 : Q
= 15⌃ˆ[q   1]/N




for q = 1 : Q
W = 15⌃ˆ[q   1]/




for q 1 :
15⌃ˆ[q 1]/N








Fig. 2. Iterative procedure for determining the kernel bandwidth.
in mean to the IP when the kernel bandwidth tends to zero,
and converges to the sample variance (ignoring shifting and
scaling) when the bandwidth tends to infinity. In that sense, the
previous analysis of the IP explains why we are interested on
small relative kernel bandwidths for the purpose of robustness.
D. Kernel bandwidth determination
In general, determining the kernel bandwidth is a crucial
problem in density and IP estimation. It is clearly seen in Eq.
(18) that W operates as an scale parameter that needs to be
selected according to the data dynamic range. In the specific
problem of variance estimation we have shown in which
manner the bandwidth determines a trade-off between the
estimator efficiency, which measures the estimator accuracy in
nominal conditions (also affected by the number of samples),
and the robustness in the presence of contamination. We have
seen that these quantities are opposed in nature. Moreover, as
the variance is precisely the parameter we want to estimate,
the possibility of using an iterative method to estimate the
bandwidth from the data arises naturally, as that summarized in
Fig. 2. Basically, the sample variance is first estimated, which
is known to be optimal in nominal conditions but inflated in
the presence of contamination. This value is used to fix the
bandwidth W to a conservative value as a function of the
available number of samples according to Eq. (28). Using this
value, we estimate the kernel-based variance which is used to
fix the next relative kernel bandwidth, and this procedure is
repeated Q times.
IV. MAGNITUDE SQUARED COHERENCE ESTIMATION
Next, we extend the main idea by focusing on the bivariate
case, M = 2. Let us consider a composite vector sequence of










The determinant of this matrix, which will be estimated
after the prior entropy-based processing already described, is
given by|⌃| = ⌃1⌃2
 
1  |⇢|2 , where |⇢|2 is the magnitude
squared coherence (MSC) parameter to be estimated. For the
problem of estimating |⇢|2, we will assume for simplicity that
the marginal variances ⌃1 and ⌃2 are known. Otherwise, they
can be estimated by the procedure exposed in the previous

























The previous quation sh ws the inte play between N and
w. I particu ar, the lower is the relative kernel bandwidth
w, the igher hould be the value of N to guar ntee t at th
estimator reaches the asymptotic variance. For small values
of w violat ng he c dition, the estimator vari nc w ll be
highly amplified. The condition is also useful t termine the
minimum value of w that can be used as a function f N . For
that purpose, e can white a simplified condition assuming a





If we fix, f exampl , L = 10 in th original condition in Eq.
(25), we obtain t at a rough valu of the minimum allowable




As seen in the a ymptotic analysis, we can then assure that
for w > 15/N , the stimator variance in no inal conditions
will not be mor amplified than (roughly) a factor of 4/3 with
respect to th CRB. This issue will be confir ed later on with
computer simul tions.
C. Robustness
To quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi (29)
The contamination rate is determined by the zero-on process
zi, defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . ,K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D fo details) from its U-statistic expression i



















where µy and  2y are the mean and variance of yi, respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:




To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
d ing so (see Appendix VI-E) we obtain the following two
i equalities:





v" = (1  ")2 + "2
KX
k=1
p2k  1 (34)
The meaning is that contami ation causes the IP to decrease
(s e the right hand inequality in (32)) nd, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the con amin ted data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the ntamination and it depen s solely on the contamination
ra e " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
t e sample-variance estimator as seen in Eq. (30). This is the
key p perty that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimatio is governed solely by
the probabilities of the outlier values, and not by how large
the outlier values are.
A final remark on the kernel bandwidth size i in order. The
kernel-based variance estimator proposed in Eq. (19) is based
on t e sc led and shifted IP estimate given in Eq. (10). It is
well-k own ([6]) that the k rnel-based IP estimate converges
in mean to the IP when the kernel bandwidth tends to zero,
and converges to the sample variance (ignoring shifting and
sca ing) when the bandwidth tends to infinity. In that sense, the
previous analysis of the IP explains why we are interested on
small relative kernel bandwidths for the purpose of robustness.
D. Kernel bandwidth determination
In general, determining the kernel bandwidth is a crucial
problem in density and IP estimation. It is clearly seen in Eq.
(18) that W operates as an scale parameter that needs to be
selected according to the data dynamic range. In the specific
problem of variance estimation we have shown in which
manner the bandwidth determines a trade-off between the
estimator efficiency, which measures the estimator accuracy in
nominal conditions (also affected by the number of samples),
and the robustness in the presence of contamination. We have
seen that these quantities are opposed in nature. Moreover, as
the variance is precisely the parameter we want to estimate,
the possibility of using an iterative method to estimate the
bandwidth from the data arises naturally, as that summarized in
Fig. 2. Basically, the sample variance is first estimated, which
is known to be optimal in nominal conditions but inflated in
the presence of contamination. This value is used to fix the
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Fig. 3. Normalized variance of the Mod fi d IP a a fu ction of the r lative
kernel bandwidth w for differ nt valu s of t e data size, N .
section. From Eq. (13) w ob ain the f llo ing monotonic
relatio s ip bet een th MIP and the MSC:
U¯ =
w1 2
(w1 + 2) (w2 + 2)  |⇢|2 (35)
As a consequenc , we can design a compo ite co sistent






w1w2 + 2 (w1 + w2) + 1 (36)
The bias and variance of cˆ can be analyzed using a imilar
procedure as exposed in the previous section. On the one hand,
in virtue of the Jensen inequality and the consistency of Uˆ , cˆ
has a negative bias although it is asympttically unbiased. On
the other hand, the varaince of cˆ can be characterized by an




















where the variance of the MIP is given in Eq. (14) with

















V. GENERALIZED COHERENCE ESTIMATION
VI. NUMERICAL RESULTS
Fig. 3 shows the normalized variance of the modified IP
as a function of w for increasing values of N , verifying the
analytical result in Eqs. (14), (22) and (23). It is seen that the
influence of b in Eq. (14) is manifested for moderate and small
values of N and moderate and small values of w, respectively.
Fig. 4 shows the variance of the estimator in nominal































Fig. 2. Normalized variance of the MSC as a f nction of he relative k rn l
bandwidth w f r different valu s of the d ta size, N , nd values of the true
MSC of c = 0 and c = 0.97.
numerical. Th asy ptoti al es provid d in Eq. (20) ar
also indicat d, which confir t d ncy of the curves f r
incre sing N nd decreasi g w.
Fig. 3 show the negativ b as of th kernel-based MSC es-
timate in compa i on with the sample cov riance (non-robust)
and Tyle (robust, with 10 iterations) [6] methods. While th
bias of th MSC estimate based on he sampl covariance
matrix increases linearly with c with a slope proportional to
ε, the entropy-based estimate is shown to b much less affected
by contamination, and t shows a much more robust b havi r
than Tyl r’ approach in the case of moderate values of the
MSC. Note also that, as explained in [1], the Tyler’s approach
requires a prior st mation of the mean, which lead to severe
problems in practice dependi g on the ature of the outli r
process.
For illustration, the analytical entropy-based bias for N =
∞ is also sho n (dashed curves) in orde to appreciate the
effect of a finite data size on the bias. As explained, the higher
is N , the smaller the kernel bandwidth can be fixed according
to Eq. (21), which means that the MIP estimate approaches
a scaled and shifted version of a true information-theoretical
measure (information pot nti l).
VI. CONCLUSION
In this paper we have derived a robust estimate of the
MSC in a bivariate case from an estimator of the Information
Potential. We have seen that under an outlier hypothesis, a
critical issue associated to the sample covariance estimator, the
estimate is ffected by the probability of the outliers and not
by the magnitu of them. T e proposed approach provides a
solid alternative to other robust a proaches, obtaining a bett r
performance in some circumstances. The next step would be
to generalize to the multivariate case for M > 2, which
corresponds to the generalized coherence.













Proof: See Appendix VII-A.
Lemma 2. If u, v ⇠ CN(0,C) and E ⇥uvH ⇤
=  C, then
E [kW(u)kW(v)] =|W| 2
    ⇣1  | |M ⌘
C+W
        ⇣1 + | |M ⌘
C+W
    (12)
where M is the dimensionality of u and v.
Proof: See Appendix VII-B.
Using Lemma 1, and taking into account that the second
term in Eq. 10 is a U-statistics (i.e. unbiased) for estimating
E [k(z)] with z = xi   xj ⇠ CN (0, 2⌃), the mean of
estimator Uˆ is given by
U¯ = |W||2⌃+W|
(13)
Using Eq. (10), and following an analysis similar to [6] 2, the






 U¯ 2= aN(N   1)(N   2) + bN(N   1)/2





)⌃+W| |2 (1 + 2 M
)⌃+W|   |W| 2|2⌃+W| 2
(15)
b = |W| 2|W| |4⌃+W|   |W| 2|2⌃+W| 2
(16)
whose derivation is detailed in Appendix VII-B0a. Note that,
for any fi ite value of a and b, Uˆ will be consistent (i.e.
Uˆ !
U¯ in probability) and in particular its variance will
decrease inversely proportional to N as N ! 1 ([6]),
because the impact of the value of b in Eq. (14) becomes
asymptotically negligible. However, the term b cannot be
neglected to characterize the variance of the MIP because it
goes to zero more slowly than a as |W| goes to zero. This
issue will be better clarified in the next section.
III. KERNEL-BASED VARIANCE ESTIMATION
We focus here on the univariate case, M
= 1, which
provides clarity and in ights into the core idea. From Eq. (13)
we obtain the following monotonic relationship between the




where the relative bandwidth is defined asw = W
⌃ .
(18)
2With respect to [6], our analysis refers to Uˆ instead of Vˆ and does not
make the assumption of large data size. The term that is ignored in [6]
is maintained here as it will prove to dominate the variance value of the
resulting estimator for the case of very small kernel bandwith values, which
are precisely he ones we are interested on for the purpose of robustness.
As a consequence, we can design a composite consistent










Note that Eq. (19) is an special case of Eq. (5), where
now function gW (x) = (x 1   1)W/2. In the sequel, the
bias and variance of the estimator proposed in Eq. (19) is
analyzed under nominal conditions, paying special attention to
the interplay between N , W and estimator efficiency. Finally,
we will pay the attention to its robustness to outliers.
A. Bias
In virtue of the Jensen’s inequality and the concavity of
function 1/x for x > 0, the expectation of the variance













which means that the bias of ⌃ˆ (given by E[⌃ˆ] ⌃) is strictly
positive. However, as Uˆ is consistent, if fulfills that Uˆ ! U¯ in
probability, which means that ⌃¯ ! ⌃ in probability as well.
i.e., ⌃ˆ is asymptotically unbiased.
B. VarianceThe variance of estimator ⌃ˆ in Eq. (19) can be character-
ized from the variance of Uˆ following an small perturbation






⌃2 ⇡   2Uˆ
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where the variance of the MIP is given in Eq. (14) with
constants a and b in Eq. (16) given by:
a = w 2
✓




b = w 2
✓
1




It is noted from the previous equations that, when w ! 0, the
variance of the proposed estimator tends to infinity, irrespec-
tive of the fact that a ! 0 and b ! 0. The reason for this is
that b goes to zero as O(w) (instead of O(w 2)) and this why
we didn’t neglect it in Eq. (14).
1) Asymptotic analysis: To get insights into the previous
results, let us consider the case of large data size N . For any
w > 0, we have from Eq. (14) that lim
N!1N  2
Uˆ = 4a.




⌃ˆ = (w + 2) 2(w + 1)(w + 3)   1
(24)
with the maximum and minimum values achieved for w ! 0
and w ! 1, respectively. The previous equation quantifies
the asymptotic penalty on the estimator variance as a function
f the kernel bandwidth. It is noted that the sample mean es-
timator of variance (⌃ˆ
S ) in the nominal conditions is efficient
4
logarithm of an scaled and biased version of the sample vari-
ance (see [6], property 2.8). As w de reases, the asymptotic
variance of the proposed estimator is increased with respect
to the CRB, but never more than 4/3, which represents the
maximum asymptotic penalty. As will be shown later on,
small kernel bandwidths are interesting for the purpose of
robustness and, in that sense, Eq. (24) is useful to understand
the trade-off between robustness in the presence of outliers
and performance in nominal co itio s.












2) Threshold effect: The asymptotic analysis developed
before assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
th MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L aN(N   1)(N   2)
(25)




L (w + 1)(w + 3)w(w + 4) + 1
◆
(26)
The previous equation shows the interplay between N and
w. In particular, the lower is the r lative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimat r reaches the asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The condition is also useful to determine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming a




If we fix, for ex mple, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable





As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. RobustnessTo quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi
(29)
The contamination rate is determined by the zero-one process
zi , defined by P (zi = 1) = ", and yi is a white contam-
ination process (independent of xi ) representing the outlier.
For simplicity, we will assume that yi is discrete, such that
P (yi = Y
k ) = pk with k = 1, . . . ,K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in













y + µ 2
y (1  ")  
(30)
where µ
y and   2
y are the mean and variance of yi , respectively.
The key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportional to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
the kernel-based estimator, with the intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:





To get insights, let us first analyze the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:















The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positive bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depends solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Y
k of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimator as seen in Eq. (30). This is the
key property that justifies the IP as an adequate prior entropy-
based processing of the data for the purpose of achieving
robustness: the impact on the estimation is governed solely by
3
Proof: See Appendix VII-A.
Lemma 2. If u, v ⇠ CN(0,C) and E ⇥uvH ⇤=  C, thenE [kW(u)kW(v)] =
|W|2
    ⇣1  | |M ⌘C+W         ⇣1 + | |M ⌘C+W     (12)where M is the dimensionality of u and v.Proof: See Appendix VII-B.Using Lemma 1, and taking into ccount that the second
term in Eq. 10 is a U-statistics (i.e. unbiased) for estimating
E [k(z)] with z = xi   xj ⇠ CN (0, 2⌃), the mean of
estimator Uˆ is given by
U¯ = |W||2⌃+W|
(13)
Using Eq. (10), and following an analysis similar to [6]2, the






 U¯ 2 = aN(N   1)(N   2) + bN(N   1)/2(N(N   1)/2)2
(14)
where
a =|W|2|2 (1  2 M)⌃+W| |2 (1 + 2 M)⌃+W|   |W|2|2⌃+W|2
(15)
b = |W|2|W| |4⌃+W|   |W|2|2⌃+W|2 (16)
whose derivation is detailed in Appendix VII-B0a. Note that,
for any finite value of a and b, Uˆ will be consistent (i.e.
Uˆ ! U¯ in probability) and in particular its variance will
decrease inversely proportional to N as N ! 1 ([6]),
because the impact of the value of b in Eq. (14) becomes
symptotic lly neglig ble. However, the term b cannot b
neglected to character ze the variance of the MIP because i
goe to zero more slowly than a as |W| goes to zero. This
issue will be better clarified in the next section.
III. KERNEL-BASED VARIANCE ESTIMATION
We focus here o the univariate case, M = 1, which
provides clarity and insights into the core idea. From Eq. (13)
we obtain the following monotonic relationship between the








2With respect to [6], our analysis refers to Uˆ instead of Vˆ and does not
make the assumption of large data size. The term that is ignored in [6]
is maint ined here as it will prove to domin te the variance value f the
resul ing estimator for the case of very small kernel bandwith values, which
are precisely the ones we are interested on for the purpose of robustness.
As a consequence, we can design a composite consistent
estimator of variance from an unbiased estimate of U¯ as:









Note that Eq. (19) is an special case of Eq. (5), where
now function gW (x) = (x 1   1)W/2. I the sequel, the
bias and v riance of the estimator proposed in Eq. (19) is
analyzed under nominal conditions, paying special attention to
the interplay between N , W and estimator efficiency. Finally,
we will pay the attention to its robustness to outliers.
A. Bias
In virtue of the Jensen’s inequality and the concavity of
function 1/x for x > 0, the expectation of the variance












which means that the bias of ⌃ˆ (given by E[⌃ˆ] ⌃) is strictly
positive. However, as Uˆ is consistent, if fulfills that Uˆ ! U¯ in
probability, which mea s that ⌃¯ ! ⌃ in probability as well.
i.e., ⌃ˆ is asymptotically unbiased.B. Variance
The variance of estimator ⌃ˆ in Eq. (19) can be character-
ized from the variance of Uˆ following an small perturbation























where the variance of the MIP is given in Eq. (14) with
constants a and b in Eq. (16) given by:a = w2
✓
1













It is noted from the previous equations that, when w ! 0, the
variance of the proposed estimator te ds to infinity, irrespec-
tive of the fact that a ! 0 and b ! 0. The reason for this is
that b goes to zero as O(w) (instead of O(w2)) and this why
we didn’t neglect it in Eq. (14).
1) Asymptotic analysis: To get insights into the previous
results, let us consider the case of large data size N . For any
w > 0, we have from Eq. (14) that limN!1N 2
Uˆ = 4a.
Therefore, using Eqs. (21), (22) and (23), we can state that
4
3   limN!1N  ¯ 2
⌃ˆ = (w + 2)2(w + 1)(w + 3)
  1 (24)
with the maximum and minimum values achieved for w ! 0
and w ! 1, respectively. The previous equation quantifies
the asymptotic penalty on the estimator variance as a function
of the kernel bandwidth. It is noted that the sample mean es-
timator of variance (⌃ˆS ) in the nominal conditions is efficient
4
logarithm of a scaled and biased version of the sample vari-
ance (see [6], property 2.8). As w decreases, the asymptotic
variance of the proposed estimator is increased with respect
to the CRB but never more than 4/3, which represents the
maximu asymptotic penalty. As will be shown later on,
small kern l bandwidths are interesting for the purpose of
robustness and, in that sense, Eq. (24) is useful to understand
the trade-off between robustness i the presence of outliers
and performance in nominal co itio s.











2) Threshold effect: The asy ptotic analysis developed
before assumes that N is large enough such that the value
of b in Eq. (14) has no significant effect on the variance of
he MIP. From Eq. (14) it is clear that the asymptotic analysis
assumes that:
bN(N   1)/2 < 1
L aN(N   1)(N   2)
(25)




L (w + 1)(w + 3)w(w + 4) + 1
◆
(26)
The previous equation shows the interplay between N and
w. In particular, the lower is the relative kernel bandwidth
w, the higher should be the value of N to guarantee that the
estimator reaches the asymptotic variance. For small values
of w violating the condition, the estimator variance will be
highly amplified. The condition is also useful to determine the
minimum value of w that can be used as a function of N . For
that purpose, we can white a simplified condition assuming a




If we fix, for example, L = 10 in the original condition in Eq.
(25), we obtain that a rough value of the minimum allowable




As seen in the asymptotic analysis, we can then assure that
for w > 15/N , the estimator variance in nominal conditions
will not be more amplified than (roughly) a factor of 4/3 with
respect to the CRB. This issue will be confirmed later on with
computer simulations.
C. RobustnessTo quantify the sensitivity of the estimator to outliers, we
focus on an "-contaminated additive model [11]:
x✏i = xi + ziyi
(29)
The contamination rate is determined by the zero-one process
zi , defined by P (zi = 1) = ", and y is a white contam-
ination process (independent of xi) representing the outlier.
For simplic ty, we will assume that yi is discrete, such that
P (yi = Yk) = pk with k = 1, . . . ,K.
First consider the sample variance estimator. The mean of
the resulting variance estimate can be easily computed (see
Appendix VI-D for details) from its U-statistic expression in














y (1  ")  
(30)
where µy nd   2
y are the mean and variance of yi , respectively.
T e key observation is that the variance is overestimated with
an additive bias term which is proportional to the contamina-
tion rate, as well as proportio al to both mean and variance
of the contamination process.
Next, we analyze the impact of the contamination model on
he kernel-based estimator, with t e intention of highlighting
the root of its robust behaviour. The p.d.f. of the contaminated
data can be written as a weighted sum of shifted replicas of
the original one:





To get insights, let us first analyz the impact of contamination
to the IP by inserting the previous expression into Eq. (7). By
doing so (see Appendix VI-E) we obtain the following two
inequalities:













The meaning is that contamination causes the IP to decrease
(see the right hand inequality in (32)) and, as a consequence
of the inverse proportionality given in Eq. (9), the contam-
ination results in a positiv bias on the variance estimate
inferred from it. The IP of the contaminated data is lower-
bounded in a multiplicative manner by v" (see the left hand
inequality in (32)). This quantity is just the (discrete) IP of
the contamination and it depe ds solely on the contamination
rate " and on the probabilities pk associated to the additive
outlier values. Remarkably, the values Yk of the contamination
process have no impact on the IP, contrarily to the behavior of
the sample-variance estimat r as seen in Eq. (30). This is the
key property that justifies th IP as an adequate prior entropy-
based processing of the data for the purpose of achieving

































































Fig. 3. Negative bias (si ulation) of the MSC estimate using several methods,
as a function of the t u MSC f r if ere t values of contamination r e (ε)
a d data siz N = 500.
VII. APPENDIX
A. Small perturbat on analysis
Defining the z ro-mean ra do variable dU = Uˆ − U¯ with
variance σ2
Uˆ








+ w + 1 (25)
By using second-degree Tayl r expansion, and considerin
|dU |  U¯ , we get
cˆ ≈ ((1− U¯−1)+ U¯−2dU − U¯−3dU2) w2
4





U¯−2dU − U¯−3dU2) w2
4
(27)






We will make a further approximation by assuming dc is

























































which corresponds to Eq. (15).
B. Impact of conta i tio on IP




(1− ε)2 + ε
(2pi)2(1− c) + 2(1− ε)εP (29)
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Vε = V0 (1− 2cε(1− ε)) . (31)
Finally, as the term (1− 2cε(1− ε)) contaminates the IP in a
multiplicative manner, its inverse contaminates the determinant
(1−c) in view of Eq. (4), which finally yields the result shown
in Eq. (24) as we wanted to proof.
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