This paper proposes a new regression model-a smooth transition mixed data sampling (STMIDAS) approach-that captures recurrent changes in the ability of a high frequency variable in predicting a variable only available at lower frequency. The model is applied to the use of …nancial variables, such as the slope of the yield curve, the short-rate and stock returns, to forecast US output growth both in-and out-of-sample. I …nd evidence that the use of the predictor sampled weekly improves output growth forecasts, which may also be improved when changes in …nancial variables'predictive power are considered.
Introduction
Asset prices incorporate expectations of future economic activity because they are set on the basis of expectations about future dividends and interest rates. This forward-looking characteristic suggests that bond and stock returns should be useful predictors of output growth (Harvey, 1988; Stock and Watson, 2003) . Indeed, one of the most popular leading indicators of the US growth is the spread between long-term and short-term interest rates (Estrella and Hardouvelis, 1991; Hamilton and Kim, 2002) . In contrast, Stock and Watson (2003) conclude that stock returns have only marginal content for predicting output growth, although the results of Estrella and Mishkin (1998) suggest some power in predicting recessions at short horizons, and Zellner, Hong and Min (1991) present evidence that they are useful for forecasting turning points for a group of 18 countries. Short-term interest rates are not as popular indicators as the spread, but recently Ang, Piazzesi and Wei (2006) argue that short-rates are a better leading indicator than the spread from 1990 onwards.
In general, asset prices have predictive ability to economic activity, but the conclusion of the survey by Stock and Watson (2003) is that they are not always reliable. Estrella, Rodrigues and Schich (2003) report evidence of instability in the ability of the spread to predict output growth, but no instability when the spread is used for predicting recessions. The measurement of predictive ability when there is a break is the object of study of Clark and McCracken (2005b) .
They show that breaks explain why some researchers …nd in-sample evidence of predictability, but no predictive content in the out-of-sample period. Out-of-sample tests of predictability have low power if the break towards no predictability occurs in the out-of-sample period.
This paper contributes to literature on the use of asset returns for forecasting output growth. My new regression model is able to capture two important features of the ability of asset returns to predict output growth: the predictive ability may be changing recurrently over time, and the information on the predictors may be available at higher frequencies than the one on output growth.
Modelling recurrent changes over time is an alternative to modelling breaks. Although switching-regimes models may also capture breaks (Carrasco, 2002) , there are economic reasons for adopting models with recurrent regimes. Changes in the predictive power of asset returns for output growth may be related to business cycle regimes. An inverted yield curve anticipates recessions, but an upward curve does not say much about booms or average growth. Bull and bear markets normally describe di¤erent regimes in the stock market. There is a popular saying that "the stock market correctly forecast nine of the last four recessions" (Harvey, 1988, p.39) . However, this only makes sense if bear markets always lead to recessions. Recently, Sims and Zha (2006) have identi…ed recurrent monetary policy regimes. They argue that monetary policy changes are better described by processes with recurrent regimes than by process with break changes. Monetary policy changes may be also a candidate explanation for changes in the content of asset returns in predicting growth.
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One usually aggregates …nancial variables before using them as predictors for quarterly measures of economic activity. A popular procedure is to take quarterly averages of monthly or weekly data. This imposes a restriction on how the information on the high frequency regressor is weighted before it is employed for forecasting. Averaging may not be the aggregation method that maximises the power of a high frequency variable to predict a variable only available at a lower sampling frequency.
The new regression model combines a non-linear time series regression model -smooth transition regressions (Teräsvirta, 1998) -with a MIxed Data Sampling approach -MIDAS (Ghysels, Santa-Clara and Valkanov, 2004) . The mixed sampling approach allows for the direct use of high frequency data, while the smooth transition allows for changes in predictive ability over time. I show how to test for changes in predictive ability with mixed frequency data and how to estimate smooth transition MIDAS (STMIDAS) regressions. A Monte Carlo study suggests that the use of high frequency data may improve the identi…cation of regimes in …nite samples.
STMIDAS regressions are able to improve the measurement of the predictive content of high frequency predictors for low frequency dependent variables by the direct use of information on high frequency predictors and by allowing for the predictors' impact on the dependent variable to change over time. Suppose, for example, that one wants to use annual stock returns sampled weekly for forecasting one-year-ahead annual output growth. The …rst plot in Figure   1 presents annual returns sampled quarterly, and weekly returns that have been aggregated by using weights estimated with a STMIDAS regression. The …gure presents data weighed by two schemes: the …rst weighting scheme (xw1) is estimated while measuring the impact of stock returns on output growth, and the second one (xw2) while identifying changes on the predictor's impact. 1 One can see that the implied aggregated series are di¤erent from their quarterly counterpart, and that the weighting shifts the series towards values either in the beginning or in the end of the quarter. This e¤ect is more dramatic when aggregating with the …rst weighting scheme (xw1). The second plot in Figure 1 shows how changes in the impact coe¢ cient over time may modify the measurement of the predictive content of stock returns.
The …gure shows the estimates of the stock returns'impact using a STMIDAS regression and using a regression with only quarterly data. When the returns are, say, 20% and -20%, the estimated impacts on next year output growth, conditional on output growth mean, are .8 p.p. and -.8 p.p.. However, when using STMIDAS estimates, the estimated impacts for the same values of returns are 1.6 p.p. and .4 p.p.. This means that stock returns have a stronger impact on future output growth when the stock market is booming, and, that for a large part of the sample, the regression underestimates the ability of stock returns to predict output growth.
When applying STMIDAS regressions to measure the ability of asset returns to predict output growth, I consider a variety of speci…cations. These speci…cations are employed for assessing gains from the sampling frequency of the predictor, from the type of function that 4 weights the high frequency predictor, and from changes on the impact of the predictor on the dependent variable. In-sample and out-of-sample tests and comparisons constitute the empirical evaluation.
The empirical results indicate that estimates of the time-varying impact coe¢ cients with STMIDAS regressions are useful for understanding disagreements between in-sample evidence that a predictor has predictive content and out-of-sample evidence that a predictor has no predictive power. The direct use of weekly data on stock returns and on the slope of the yield curve improves forecasts of output growth. The slope has predictive content for future output growth, but one needs to identify in-sample changes if one wants to …nd any out-of-sample predictive power. The short-rate has predictive content for two-years-ahead output growth, when taking into account changes in the parameters. Finally, stock returns are the best out-ofsample predictor of next year output growth, when the forecast model takes into account that stock returns have more predictive content to forecast periods of high output growth than to recessions.
The remaining of this paper is organized as follows. Section 2 presents smooth transition MIDAS regressions as well as test procedures to identify changes in predictive ability. Di¤erent speci…cations of STMIDAS regressions are discussed, including a speci…cation that changes the frequency of the dependent variable when the forecast horizon increases. A Monte Carlo exercise illustrates the properties of the estimator and testing procedures in small samples. Section 3 presents both in-sample and out-of-sample evaluation of the predictive content of …nancial variables for output growth. Section 4 summarizes the main contributions and indicates some points for future research.
Smooth Transition MIDAS
2.1 MIDAS approach Ghysels et al. (2004) proposed the MIxed Data Sampling approach (MIDAS) aiming at using di¤erent sampling frequencies in a regression, so that a low frequency variable can be directly regressed to a high frequency variable. In this paper, I apply the MIDAS approach to predictive regressions in order to directly employ …nancial variables available at high frequencies, such as daily and weekly, to forecast quarterly measures of economic activity, such as output growth.
A MIDAS regression to measure the predictive content of x t for y t at h-steps ahead is:
where
1;h is the impact of one unit change in x (m) t , which is aggregated using weights w(j), on y t at h-steps-ahead. The impact is identi…ed if
w(j) = 1. For example, when y t is 5 sampled quarterly and x (m) t is sampled weekly, but only one quarter of information on x (m) t is considered, one has the following equation with K = m = 13:
A problem with this speci…cation is that the number of parameters in w(L 1=m ) increases with the frequency of the predictor. A solution is the use of a function to approximate the weights. A weighting function that depends on the vector of parameters = ( 1 ; 2 ; :::; q ) is:
A possible speci…cation for f (j; ) is an Almon polynomial as:
Ghysels and Valkanov (2006) compare a …rst-order Almon polynomial with other alternatives, such as beta and exponential polynomial functions, to approximate the true high frequency relation between x t and y t . Their simulation results indicate that the approximation errors of Almon polynominals are larger than the errors of beta and exponential functions for some set of parameters. A …rst-order Almon polynomial is able to deliver negative weights for some lags. While this could be potentially interesting because the sign of the impact of x t on y t could change depending on the lag, a disadvantage is that the weighted data may exhibit high variance. When applied to the use of …nancial data for predicting quarterly measures of economic activity, a speci…cation with a weigthing scheme that may signi…cantly increase the noisiness of the predictor is not a sensible choice.
Another choice, employed by Ghysels, Santa-Clara and Valkanov (2005) , is the use of exponential polynomial functions, so that weights are always positive:
And …nally, as proposed by Ghysels, Santa-Clara, Sinko and Valkanov (2007) , one can also use a beta function with only two parameters:
The main advantage of MIDAS regression is to give an opportunity to information on x t that may otherwise be smoothed out after the aggregation process (taking the mean over quarter, for example) to contribute for forecasting y. A weighting scheme that implies taking the average over the quarter is nested to the MIDAS regression. The imposition of the restrictions that = 1 in the case of beta functions or = 0 in the case of exponential weight functions in the MIDAS regression delivers the following predictive regression when K = m:
This type of regression was employed to measure the ability of the spread to predict output growth (Estrella and Hardouvelis, 1991; Hamilton and Kim, 2002; Ang et al., 2006) , of dividend/price ratios for excess returns (see Cochrane (2005) , ch. 20 for a survey), and of economic fundamentals for exchange rates (Kilian and Taylor, 2003) .
Switching regimes are a popular way of modelling nonlinear dynamics in regressions by using piecewise linear regimes linked by a transition function (Tong, 1990) . When the transition between regimes is smooth and it depends on the size of an observed transition variable, switchingregime models are called smooth transition regressions (surveyed by Van Dijk, Teräsvirta and Franses (2002) ). This type of non-linear approach permits the modelling of changes in the predictive content of a high frequency variable to a low frequency one in a simple way. The switches between regimes depend on the sign and the size of the weighted high frequency predictor.
Before writing the model with changes in predictive ability, I simplify the notation by writing the weighted sum of x
and imposing that K = m, so that only the current information on x is employed for forecasting y. The smooth transition MIDAS (STMIDAS) regression is:
The transition function G t (x This speci…cation nests other regressions proposed in the literature to model regime switching. When the parameters of the weight functions are such that each lag is equally weighted ( = = 1 for beta functions and = = 0 for exponential functions), the STMIDAS regression simpli…es to a usual smooth transition predictive regression with data on the predictor and the dependent variable sampled at the same frequency:
An important advantage of the STMIDAS regression is that the delay of the transition variable does not need to be estimated/chosen when the transition variable is the weighted sum of past values. Becker and Osborn (2007) use a speci…cation similar to STMIDAS regressions, but with aggregated regressors ( = 0 or = 1 depending on the type of function), to test for nonlinearity.
Another feature of STMIDAS regressions is that they are designed for direct forecasting.
Previous applications of non-linear time series models for verifying changes in the dynamic relationship between output growth and the spread (Galbraith and Tkacz, 2000; Anderson and Vahid, 2001; Galvão, 2006) have speci…ed models only for one-step-ahead forecasts. Iterated forecasts for longer horizons are then obtained by bootstrap.
Another alternative for modelling switching regimes is to make the regimes dependent on a latent variable, which is controlled by a Markov process (Hamilton, 1989) . In comparison with this alternative, the STMIDAS has the regime switching to depend on the size and sign of the observable variable.
Finally, STMIDAS is able to capture asymmetries in the predictive content of x (m) t to y t+h . Galbraith and Tkacz (2000) argue that the slope of the yield curve has only predictive content for future output growth when it is small or negative. This kind of asymmetry can be easily captured by a STMIDAS model.
Testing for Changing Predictive Ability
Before estimating the STMIDAS regressions, one could test whether there is any evidence of recurrent shifts in the parameters of a MIDAS regression. The problem of testing for changes in the predictive ability with equation (1) under the null and equation (4) under the alternative is the presence of nuisance parameters under the null, which has a severe impact on the size of usual asymptotic tests (Granger and Teräsvirta, 1993) . Fortunately, the testing procedure proposed by Luukkonen, Saikkonen and Terasvirta (1988) can be applied. The testing procedure makes use of a Taylor approximation of the logistic function. Using a …rst-order approximation, the auxiliary regression for testing constant predictive ability (linearity) using equation (4) as the alternative hypothesis is:
The null hypothesis is (m) 2;h = 0; assuming that^ has been estimated under the null. This variable addition test has also power for detecting threshold linearity (Strikholm and Teräsvirta, 2006) . The testing procedure proposed by Becker and Osborn (2007) imposes that data of higher frequency are only important to identify regimes, so that they do not use estimates of the weighting function to build the auxiliary regression. An advantage of the testing procedure based on the equation (6) is that p-values can be computed using standard asymptotic distributions since it is not necessary to build a grid of values for the parameter of the weighting function as Becker and Osborn (2007) .
A problem of applying this approach for predictive regressions is that the properties of the test are derived assuming that the disturbances are iid. It is only reasonable to assume that this is the case when h = 1. For horizons longer than one quarter, I use estimates of var(^ (m) 2;h ) robust to autocorrelation (and heteroscedasticity). This is also the usual approach when testing for no predictive content of x t on y t+h using in-sample estimates. This testing approach may be oversized and underpowered when the sample is small. In the context of testing for no predictive ability, the results of Ang and Bekaert (2007) indicate that the Newey and West (1987) estimator is oversized in small samples (100) for large h (20). They suggest to employ the Hodrick (1992) estimator for computing the variance matrix because the implied t-test has the correct size. However, the t-statistic using the Hodrick (1992) estimator has very low power when h is large. I investigate the size and power properties of the use of Newey and West (1987) estimator for computing var(^ (m) 2;h ) for testing changing predictive ability in section 2.3.2.
Inclusion of an autoregressive term
Speci…cations (2), (1), (4) and (5) can be extended to allow for autoregressive behaviour. If there is some weak memory in y t ; it is likely that the results of in-sample tests for no predictive ability of x (m) t to y t+h do no change with the inclusion of an autoregressive term. However, when forecasting out-of-sample y t+h ; the autoregressive term may improve forecasts. Yet, the results by Ang et al. (2006) suggest that an autoregressive term improves forecasts in short horizons (h = 1), while it does not change the measurement of the predictive ability of the yield curve. Therefore, I also consider a STMIDAS speci…cation with autoregressive term:
+ h y t + " t+h :
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Clements and Galvão (2008) discuss the problem of including an autoregressive term in MIDAS modelling. Because of the polynomial in L 1=m , the lag structure with the inclusion of a lag dependent variable generates a "seasonal"behaviour on the e¤ect of x (m) t for y t+h with stronger peaks at the end of each quarter. The solution proposed was to use a common factor structure.
However, when measuring changing predictive ability, K is equal to m, so that the lag structure of x (m) t does not go beyond a quarter. As a consequence, one can simply add y t as explanatory variable on the left-hand-side of the regressions.
Combining High Frequency Predictors
The STMIDAS regressions (4) can be extended to incorporate two predictors x 
Each predictor is able to have a di¤erent type of switching behaviour over time, because two transition functions are estimated.
Sampling frequency and forecast horizon
Up to now I am assuming that y t is always sampled at the same frequency even when h > 1.
When one wants to forecast one-year-ahead (h = 4) quarterly y t , one uses quarterly observations of one-year-ahead y t for estimating the regression. However, one could also compute oneyear-ahead forecasts by estimating y t at a lower frequency 1=h directly on the high frequency predictor:
Hence, y (1=h) is sampled at a frequency that is 1=h times the highest observable frequency of y, and x is sampled at a frequency mh times higher than y (1=h) . Note also that the frequency of the forecasting horizon has not been changed, so h = 4 means an one-year-ahead forecast.
This speci…cation implies that the number of observations of y
The main advantage of this speci…cation is that " t+h does not have an MA term due to overlapping disturbances from 1 to h 1.
Similar approach can be also applied for the STMIDAS speci…cation:
Because changes in regime are identi…ed over time and the number of observations y (1=h) t decreases with the forecast horizon, I do not expect large gains when using the speci…cation (9) for testing for changing predictive ability when h is large even if one has the advantage that the errors do not have a MA term.
Monte Carlo Evaluation
My aim in this subsection is to use a Monte Carlo simulation for evaluating the properties of nonlinear least squares (NLS) in the estimation of MIDAS regression, and the properties of the test for changing predictive ability. The data generating processes are similar to the empirical estimates when using the spread between the 10-year and the 3-month interest rates as predictor of output growth.
The process for x (m) t is an AR(1) with a large autoregressive coe¢ cient (0:99) and a small drift (0:025). The maximum value of m is set to 65 (daily data), so at least mT observations of x (m) t are generated assuming that the disturbances are N (0; 1).
Evaluation of NLS for estimating the parameters of STMIDAS regression
The data generating processes (DGPs) have switching parameters such that in particular, the lags that have comparatively higher weights. Therefore, in this Monte Carlo exercise, I evaluate how well the NLS estimator approximates the shape of the true weight function, similar to the analysis of Ghysels and Valkanov (2006) . I obtain the approximation errors by using the sum of the squared error between the estimated and the true weighting functions, normalized by the squared weights of the true function, that is,
Table 1 presents the biases and the approximation errors for T = 100, 200 and 500 using both the exponential and the beta functions with the weights described in Figure 1 for m = 13 and 65. Table 1 also presents the biases when m = 1, that is, when the predictor and the dependent variable are sampled at the same frequency, and weighting functions are not estimated. All biases and the approximation errors decrease with T, but they are moderate even when T = 100 with exception of the bias in . The literature on the estimation of smooth transition models describes (Teräsvirta, 1998) inaccuracies in the estimation of when the sample is small, and the results for m = 1 con…rm the small sample biases when estimating the smooth parameter. An interesting result of Table 1 is that biases in the estimation of the parameters of the transition function, specially the threshold c, are smaller when using STMIDAS with m=13 than when using a smooth transition regression (m = 1). Even though at …rst sight the STMIDAS regressions may look like a complicated version of smooth transition regressions, these results indicate that the direct use of high frequency data may improve the estimation of the transition function. Exponential and beta weighting functions have similar performance in the estimation of 0 , 1 and 2 , but the exponential function seems to be slightly more adequate for estimating and c.
Evaluation of the Test for Changing Predictive Ability
Another aim of this Monte Carlo evaluation is to assess whether the test for changing predictive ability described in section 2.2.1 is able to identify changes in the impact coe¢ cients even if one does not know which weighting function to apply and whether high frequency data improve forecasts.
Under the null, the linear DGPs have 
1;1 = 0:25. The value of 1;1 is such that it is not equal to the average of 1;1 and 2;1 in the smooth transition speci…cations, which is 0:20. Under the alternative, I simulate data from two di¤erent DGPs. The …rst one has the same parameters of STMIDAS regression of the previous sub-section, using exponential weighting function and m = 1, 13; 65. The second one is a restricted STMIDAS version ( = ) that has the same decreasing exponential weighting function for the predictor and the transition variable (and m = 13; 65). The DGPs may also di¤er due to the assumptions on the disturbances. The disturbances may be iid standard normal, may have a MA(3), or a MA(7).
The MA coe¢ cients are calibrated when using the 10-year spread to forecast output growth at h = 4; 8. I also evaluate the case that the disturbances of x (m) t have a GARCH(1,1) process, which is a common characteristic of high frequency …nancial variables. Table 2 presents the empirical size and the power of the tests for changing predictive ability based on MIDAS (eq. 6) and predictive regressions when the signi…cance level is 5%. The Newey-West estimator is employed for computing the variance-covariance matrix of t-statistics.
When the DGP has m = 1, I use MIDAS with m = 13 to compute the test statistic using both beta and exponential functions, but otherwise I assume we know m when using MIDAS.
The results of Table 2 indicate that the properties of the proposed test improve with the sample size, but that empirical sizes and powers are reasonable even for small samples (T = 100) when the disturbances are iid. When the disturbances are correlated (MAs), the test is oversized, and it is underpowered in small samples. This is also common in tests for no predictive content of x t to y t+h (Ang and Bekaert, 2007) . When the disturbances of the high frequency predictor include a GARCH process, the test is oversized. There is a clear tradeo¤ between size and power when using a consistent estimator robust to heteroscedasticity and autocorrelation in the context of predictive regressions with small samples. However, the results indicate that the test can be still used for detecting changes in predictive ability if it is done carefully in small samples.
The use of regressions with equal sampling instead of MIDAS regressions does not generally imply a large e¤ect on the test properties. However, the test may be undersized and underpowered when m is large (m = 65) and the weighting function has a shape that di¤ers signi…cantly of equal weighting (check the entries in the column "STMIDASrest" for T = 100; 200). On other hand, there is no loss in using MIDAS regressions even when m = 1. One can only …nd relatively large di¤erences between exponential and beta functions when m is large (m = 65) and the sample is short (T = 100). In this latter case, MIDAS regressions with a beta weighting function are more indicated for testing for changing predictive ability.
As discussed in section 2.2.4, problems with the application of the test for changing predictive ability when disturbances are MA processes because of the overlapping errors when h > 1 could be bypassed by modifying the frequency of the dependent variable with the forecasting horizon. Therefore, Table 3 presents the results of a Monte Carlo exercise in which the DGPs are the same as the one in the …rst columns of Table 2 , but we are aiming at testing for changing predictive ability at h = 4: This means that I use MIDAS and STMIDAS for simulating data for y t+1 = z t+1 z t and the realizations of z t are used to compute the simulated values of
Assuming iid standard normal disturbances and m = 13, Table 3 presents the empirical power and size of the test when keeping the original frequency of y t+4 and when changing the sampling frequency to y (1=4) t+4 . Note that in the latter case, the predictor has also to be changed accordingly, so that K = m h. The results indicate that the costs from decreasing the frequency of the dependent variable with the horizon due to reduction in sample size are more important than the gains from the lack of overlapping disturbances. Even when T = 800, it is still better to use the auxiliary regression (eq. 6) with robust covariance matrix than to use the same regression but with y (1=h) t+4 and x (mh) t . However, there are gains from the changes in frequency with the forecasting horizon. The power when using regressions for y (1=h) t+4 when T = 800 (recall that e¤ectively T = 800=4) is signi…cantly larger than using y t+4 when T = 200.
Finally, the test of the second column is based on regressions that have m times more lags than the ones of the …rst column. As a consequence, when the test employs beta functions, it has better properties than using exponential weighting and equal weights. is the interest rate of a Treasury bond with maturity of 20 quarters: The qualitative results do not change if the long-rate is the 10-year interest rate. The spread with the 10-year interest rate has been considered by Estrella and Hardouvelis (1991) , while the one with the 5-year rate is employed by Ang et al. (2006) . Stock returns have been employed as leading indicators by Zellner et al. (1991) and Estrella and Mishkin (1998) and they are computed using the annual di¤erence of the price index.
The regressors are sampled weekly and daily. The interest rate data are obtained from the FRED database in weekly/daily frequencies. 3 The stock prices are the SP500 index obtained daily from Datastream. Weekly data are obtained by using the value of the last day of the week, while monthly data are obtained by equal weigthing weekly data inside the month. Note that the stock returns are computed as sr
t 52 )) with weekly data and sr
t 260 )) with daily data. Quarterly data are obtained by averaging monthly data of a given quarter.
Forecasts are evaluated at horizons h = 1, 4, 8. Galbraith and Tkacz (2007) study autoregressions and dynamic factor models to argue that there is only predictive content for annual output growth at forecast horizons up to four quarters. This paper challenges the predictive content of …nancial variable at even longer horizons, following also Stock and Watson (2003) .
I evaluate the (changes of) in-and out-of-sample predictive ability of …nancial variables to predict output growth. The use of in-sample regressions for measuring the ability of a predictor to forecast a variable at long horizons may be questioned because a persistent predictor may be spuriously correlated with the cumulated regressand (Valkanov, 2003) . Another problem of in-sample analysis is that the tests for no predictive content of x t to y t+h may be oversized because of the properties of the Newey-West estimator (Ang and Bekaert, 2007) . The results of Inoue and Kilian (2004) and (2006) suggest that in-sample evidence of predictability does not necessary imply out-of-sample predictability. An explanation is the low power of out-of-sample tests when out-of-sample periods are short. In this empirical exercise, the in-sample period has 36 years of data and the out-of-sample period has 14 years. Therefore, any break towards no predictive content in the end-of-sample will imply less power for the out-of-sample evaluation in detecting any predictive content of a given regressor (Clark and McCracken, 2005b ). The evaluation of the gains from high frequency data and from allowing the predictive power to change over time does not change by the inclusion of an AR term in the regressions. Therefore, the in-sample estimates are based on speci…cations with no AR. Table 4 presents the estimates of 1;h of single predictive regressions (R, eq. 2) and MIDAS regressions (eq. 1) with weekly (m = 13) and daily (m = 65) data, using di¤erent predictors. I also present the Hannan-Quinn (HQ) information criterion that has a penalty for the inclusion of new parameters that is smaller than the Bayesian criterion, but larger than the Akaike criterion.
The Disaggregation e¤ect
Similar penalty has being suggested to compute con…dence bounds for tests that have nuisance parameters under the null by Altissimo and Corradi (2002) . Table 4 also presents p-values of the test for changing predictive ability described in section 2.2.1.
Because the MIDAS regression requires the estimation of two parameters in addition to the single regression, I use the HQ for evaluating whether the direct use of high frequency data improves the …t of the predictive regressions. One can …nd gains in terms of in-sample …t only when using the slope for one-quarter-ahead forecasts. There are no large gains from the use of daily instead of weekly data. The results of the test for changing predictive ability suggest evidence of changes at 10% signi…cance level for all predictors and horizons, except for stock returns at h = 1 and the short-rate at h = 8.
The Switching and Disaggregation e¤ects
Following the widespread evidence of changes in predictive ability based on the results of the test present in Table 4 , I estimate STMIDAS regressions for each predictor and forecasting horizon. Five di¤erent speci…cations are estimated using m = 13 and beta weighting functions (as results do not change if one uses exponential functions and m = 65). The di¤erences in the speci…cations permit the comparison of the gains from using STMIDAS regressions that arise from the use of high frequency data either in the predictor or in the transition variable. I compare the speci…cations using the p-value of a LR test to assess the imposition of the required restrictions in comparison to the unrestricted model (the one in the last row for each predictor and h). As in the previous table, Table 5 also presents the R 2 and the HQ criterion for each estimated regressions. 4 The data is from the real-time dataset of the Philadelphia Fed:
http://www.phil.frb.org/econ/forecast/reaindex.html.
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When using the slope to forecast one-year-ahead output growth, the use of weekly data implies larger gains from the identi…cation of the regimes than from the estimation of the predictor's impact coe¢ cient. This is also the case when using stock returns to forecast y t+8 .
For forecasting next quarter output growth, high frequency data improves the …t when used both for the predictor and for the transition variable, but their weighting scheme may be the same. Although gains from the use of high frequency data are not widespread, high frequency data deliver more frequent improvements when parameters are allowed to change than when they are constant (comparing Table 5 with Table 4 ).
Using the HQ criterion to compare the …t of the regressions of Table 5 with the regressions of Table 4 , one can …nd gains from allowing changes in the predictive ability of the slope at all horizons, of the short-rate at h = 4; and of the stock returns at h = 8. These results are not at odds with the predictions of the test for changing predictive ability presented at Table 4 .
One of the claims of this paper is that the STMIDAS regressions optimally weights the high frequency data for each forecast horizons so that the gains from high frequency data are achieved when the estimated weighting is signi…cantly di¤erent from equal weighting. Table 5 .
Testing Predictability
An interesting issue is whether di¤erent speci…cations may have an impact on the in-sample measurement of the predictive content of …nancial variables to predict output growth. Four speci…cations are employed for testing for no predictability. "R"denotes a regression with only quarterly data. "MIDAS" is a MIDAS regression with beta weighting function and m = 13, supported by previous results that beta and exponential functions deliver similar results and that the use of daily data does not improve …t. "STR" is a smooth transition regression, that is, it is a STMIDAS with all restrictions evaluated at Table 5 or by allowing changes in the predictive ability (STR), one can …nd evidence of the predictive content of stock returns at h = 8. In the case of the short-rate, the use of high frequency data does not change the assessment that the short-rate has no predictive content to two-years-ahead output growth, but, when allowing for the coe¢ cients to change (STR), there is weak evidence of predictive ability.
Out-of-Sample Results
In this subsection, I evaluate the real-time forecasting performance of several speci…cations of In this application, the sample size is T = 90 using the …rst data-vintage, but it is T = 145 using the last vintage. "Rolling" is a forecasting method that is more robust to structural breaks when the regressors are exogenous. This is so because an increase in the number of observations before the break raises the bias in the estimation. However, when there is an autoregressive term, the sample is shorter with "rolling" scheme so it increases the parameter bias; thus, even with a break, "rolling" may not be the most adequate method (Pesaran and Timmermann, 2005 ). An advantage of "recursive" forecasting is the requirement of a large sample size in order to …nd strong evidence of changes in predictive ability such that it matters for out-of-sample forecasting. Previous out-of-sample measurements of the predictive ability of the yield curve to output growth are based on "rolling" forecasting (Ang et al., 2006 ) and also on "recursive" forecasting (Stock and Watson, 2003) .
When using the AR(1) as benchmark, one can assess whether the predictor has ability to forecast the dependent variable by comparing the forecast accuracy, measured in terms of mean squared forecast error (MSFE), between the regression and the AR(1) model. I employ the test for equal predictive accuracy proposed by Clark and McCracken (2005a) . The test considers the fact that the comparison employs two models that are nested and are estimated either recursively or with rolling samples. Complete description of the out-of-sample test for no predictability is available on Appendix C. for equal forecast accuracy (no predictability) using bootstraped distributions are represented using asterisks. I evaluate …ve speci…cations with constant parameters. The …rst one is the usual predictive regression (R). The second and third ones are MIDAS speci…cation with weekly data using exponential and beta functions. The fourth one is a MIDAS speci…cations with daily data and a beta function. Finally, when forecasting longer horizons (h = 4; 8), I also present the forecasting performance of the MIDAS regression (m = 13 and beta weights) with y (1=h) t+h (annual and biannual data) as dependent variable, which was described in section 2.2.4. Table   7 presents the results of the real-time forecasting exercise using a recursive forecasting scheme in the …rst panel and a rolling scheme in the second panel.
Measuring Predictive Ability with constant parameters
Surprisingly, when remembering the results of in-sample tests of predictability presented in Table 6 , the slope has no predictive content to forecast output growth in real time. The shortrate has only predictive content at h = 1; 8, and only when using rolling samples to estimate the regressions models. In contrast, the use of stock returns as a predictor generates gains in terms of RMSFE of up to 20%, with both forecasting schemes, at horizons up to four. The …nding that the short-rate has predictive content for forecasting two-years-ahead output growth is only available when using high frequency data. In addition, forecasts using stock returns for horizons up to four are in general more accurate when using MIDAS regressions instead of predictive regressions. However, as in the case of the in-sample evaluation, gains from high frequency data are not widespread. There are no large di¤erences between the MIDAS speci…cations except 18 for the speci…cation that the frequency of the dependent variable changes with the horizon: it generates innacurate forecasts at long horizons (h = 8). Table 8 presents the ratios of RMSFEs between the indicated STMIDAS speci…cations and the AR(1) benchmark for each of the …nancial predictors. I use two di¤erent speci…cations. The …rst one employs only quarterly data, that is, a smooth transition regression (STR, eq. 5). The second one is a fully unrestricted STMIDAS regression (eq. 7) using beta function and m = 13. Table 8 also presents ratios of RMSFEs with respect to the regression model (R).
Measuring Predictive Ability with changing parameters
When comparing STMIDAS with R, one can also evaluate the gains from allowing changes in the predictive ability to forecast out-of-sample output growth. Because STMIDAS and R are nested forecasting models, I use a modi…ed version of the bootstrap procedure described in Appendix C to compute the p-values of the test for equal forecast accuracy in the second part of Table 8 . Asterisks in this latter case represent rejections of the null that the indicated regression model is more accurate than a single regression at the speci…c signi…cance level. Table 8 has also two panels, the …rst one presents the results using recursive estimates and the second one when using estimates with rolling windows of data.
Gains from allowing changes in the parameters are generally more widespread using recursive samples in comparison to rolling samples. The fact that switching regime models require longer samples to be able to capture changes in the coe¢ cients explains these …ndings. The main gain from the use of STMIDAS regressions for forecasting is that I now can …nd evidence that the slope has predictive content for forecasting next quarter output growth. Gains from switching regimes are quite widespread when using recursive estimates. More importantly, the use of high frequency data combined with a smooth transition model improves forecasts when using the slope to predict y t+1 and when using stock returns to predict y t+4 .
Combination of Predictors
Finally, I would like to assess whether combining two predictors as described in section 2.2.3 can improve forecasts. Table 9 When comparing Table 9 with Tables 7 and 8 , the combination of predictors in modelling delivers more accurate forecasts only at h = 1. When forecasting using a recursive scheme, predictions using both slope and stock returns with MIDAS regressions are the most accurate.
When forecasting with rolling estimates, a combination of short-rate with stock returns in a 19 MIDAS regression delivers the most accurate forecasts.
Assessment of Empirical Results
This subsection aims at a deeper comparison of the results to assess which characteristics of the STMIDAS regressions can be useful for improving our measurement of the predictive ability of …nancial variables to economic activity. Table 10 presents the combination of predictors and regression speci…cations that delivers the best forecasting performance both in-sample and out-of-sample. Predictors and speci…cations are ranked using HQ criterion to measure in-sample forecasting performance, and RMSFE to measure out-of-sample forecasting performance. Three interesting new results arise from this comparison.
First, regressions with mixed sampling in constrast to regressions with quarterly data appear more frequently as the best speci…cation in the out-of-sample exercise than in the in-sample exercise. This indicates that the penalty in the HQ information criterion for additional parameters is too heavy to choose speci…cations with mixed sampling for out-of-sample forecasting.
Second, regime-switching in the predictive power of …nancial variables are important when forecasting one-and two-years-ahead output growth, but it is not important when forecasting next quarter output growth.
Third, the slope is powerful to predict in-sample output growth, but it is not an accurate out-of-sample forecaster, whilst the predictive power of short-rate and stock returns increase in the out-of-sample period. Therefore, changes in predictive ability may explain disagreements between in-sample and out-of-sample measures of predictability.
I exploit more the last point by comparing in-sample estimates of smooth transition speci…-cations with rolling and recursive estimates of the regression model in the out-of-sample period.
When using the slope for forecasting next year output growth, in-sample estimates suggest that it has predictive power; however, there is no evidence of out-of-sample predictive power. Table 5 , has a beta function, m = 13 and = 1. The …gure also includes out-of-sample estimates of the impact using a regression with only quarterly data (with an AR term). The estimates are computed using recursive and rolling samples. terms of out-of-sample forecasting when using STMIDAS instead of regressions (see Table 8 ), but they are not large enough so that predictions made with the slope are more accurate than the autoregressive model.
Another disagreement occurs when using the short-rate for forecasting two-years-ahead output growth: in-sample tests using a single regression suggest that the short-rate has no predictive content, while out-of-sample tests with the rolling forecasting scheme suggest that the short-rate has some predictive power. Figure 5 presents in-sample estimates of a STR model (the best choice using results in Table 5 ) when using the short-rate to predict y t+8 . The …gure also shows out-sample estimates of the impact of the short-rate on two-years-ahead output growth with MIDAS regressions (m = 13 with beta function) using recursive and rolling samples. The out-of-sample estimates normally underestimate the impact coe¢ cient, however, when using rolling samples, the estimates are not far from the in-sample estimates for a part of the outof-sample period. Therefore, in-sample time-varying estimates of the impact of the short-rate on two-years-ahead output growth help us to understand why the short-rate has out-of-sample predictive power, while in-sample single regressions are not able to pin down this characteristic because they do not consider changes in the coe¢ cients.
Concluding Remarks
The smooth transition MIxed Data Sampling (STMIDAS) regression improves the measurement of the predictive content of high frequency predictors to low frequency variables. I propose simple tests for detecting changes in the ability of the high frequency predictor to predict the low frequency variable, and I show how NLS can be used for estimating STMIDAS regressions with di¤erent speci…cations. The direct use of high frequency data improves the forecasting performance of the …nancial predictors, and also the identi…cation of switches in the impact coe¢ cient due to changes in the predictive power. Finally, the time-varying estimates of the impact of the …nancial variables on future output growth may help us to understand some disagreements between in-sample and out-of-sample tests of predictive ability.
The implication of this new modelling for the use of …nancial variables as leading indicators is that they have more predictive content than normally found. Even if there is instability on the predictive power (Stock and Watson, 2003) , …nancial variables do have useful information for forecasting economic growth even at long horizons.
The approach proposed in this paper could be also applied to measure predictive ability of fundamentals to forecast exchange rates (Kilian and Taylor, 2003) and of dividends to forecast stock returns (Ang and Bekaert, 2007) . The advantage of using STMIDAS regressions is that it could help to identify periods in which the predictor has stronger predictive content.
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A Estimation of STMIDAS
Recall the STMIDAS regression: 
2;h ; ; ; ; c i 0 :
So that the nonlinear regression is written as:
The parameters of this regression can be consistently estimated by minimizing the sum of squared residuals:
because the function m(x (m) t ; h ) satis…es the identi…cation and regularity conditions described in Hayashi (2000) , ch. 7, proposition 7.4. Under additional conditions regarding the di¤er-entiability of m(x (m) t ; h ) and the behaviour of the Hessian h ^ , the NLS estimator^ h is asymptotically normal, so that
The computation of the estimates can be simpli…ed by concentrating the sum of squared residuals function with respected to , , , c, so that the parameters in the vector h = h 
In practice, STMIDAS regressions use the estimates of MIDAS regressions as initial values for 1 and 2 . Initial values for in the MIDAS regression (eq. 1) are obtained by a search over a grid of values for 1 ; 2 such that they imply di¤erent shapes for the weight function w(j; ):
The initial values for and c in the STMIDAS regressions are also computed in a grid search together with a grid search for 1 and 2 (parameters of the weighting function of the transition variable). The optimisation procedure (with BFGS) imposes constraints in such that it is not too large or negative and in c such that it is not smaller (larger) than the 5% (95%) quantile of the empirical distribution of the weight high frequency predictor x (m) t( ;m) . The variance-covariance matrix of the estimates var(^ h ) is computed using the derivatives of the nonlinear function with respect to the parameters:
This is so because under asymptotic linearity (conditions given in section 8.9.3 of Mittelhammer,
An estimator for that is consistent under autocorrelation and heteroscedasticity is the one by Newey and West (1987) . The formula for the speci…c case of STMIDAS is written as:
Nonlinear least squares is also employed to estimate the MIDAS regression (equation 1) and the smooth transition regression (equation 5).
B Testing for No Predictability with (ST)MIDAS
The MIDAS regression to measure the predictive ability of a high frequency variable x to a low frequency variable y is:
The null hypothesis of a test for no predictive content of x The e¤ect on the properties of the test is that it is severely oversized. Similar problem is found when testing for changing predictive ability, that is, testing for non-linearity (Granger and Teräsvirta, 1993) . Instead of using a LM test with an auxiliary regression obtained using the Taylor approximation of the non-linear regression model, I will use a bootstrap procedure. The bootstrap procedure is based on the procedure of Kilian (1999) applied for testing predictability in Kilian and Taylor (2003) and considered as a procedure robust to mispeci…cation by Corradi and Swanson (2007) .
The bootstrap procedure is employed to simulate data under the null in order to compute an empirical distribution of the test statistic. In the case of the MIDAS regression, I am interested in the data-dependent distribution of a t-statistic. The bootstrap procedure has also some similarities with the one employed for computing the empirical distribution of the Hansen sup-test for threshold non-linearity (Hansen, 2000) .
Under the null, the data generating process for y t is:
where z t is the log of real GDP in dollars. Data on z t are used for estimating the conditional mean and obtain the residuals^ t ;which are then used for bootstraping B samples of size T + h of z t in order to compute a sample of T observations of y t+h (recall
It is also required to simulate data of the predictor. Kilian and Taylor (2003) t . Models with switching regimes have been employed previously for modelling interest rates (Ang and Bekaert, 2002) . The two-regime threshold autoregressive model is estimated for the weekly data using p = 2m, that is,
where c is threshold and d is the delay. The parameters are estimated by conditional least squares (Tsay, 1989 ) using a grid search for the threshold and the delay. The grid for the threshold has 100 points with the limits given by c L and c U de…ned such that there are at least 15% of the observations in each regime. The limits for the delay are d L = 1 and d U = p.
Using the estimates to simulate high frequency data on x (m) t , I bootstrap from the residuals^
t separately. This takes into account heteroscedasticity in the residuals of the threshold model.
Using each of the simulated sequences fy t+h;i g i=T i=1 and fx
, the model under the alternative hypothesis (eq. 13) is estimated and the t-statistic^ is computed. Note that the Newey-West estimator with truncation lag h 1 is employed to compute the variance.
The B replications allow computing the p-value for the t-statistic.
Similar procedure is employed for testing for no predictive content of x (m) t( ;m) to y t+h using the STMIDAS. The speci…cation under the alternative is:
A Wald statistic is employed for the null that The test for no predictability using the STMIDAS speci…cation could be questioned on the grounds that if there is evidence of changes in predictive ability, there is also evidence of predictability because the test for no predictive content only adds an additional restriction on STMIDAS regression in comparison to the test for no changing predictive ability. The results of the Monte Carlo evaluation in section 2.3.2 indicate that the testing procedure based on the auxiliary regression described in section 2.2.1 has power for shifts in the predictive parameters.
However, it does not require the computation of the model under the alternative. The proposed test for no predictability requires the computation of the STMIDAS regression, while depend 24 on the assumption that a regime-switching speci…cation is adequate to capture the dynamic relation between x (m) t and y t+h .
C Out-of-sample tests of no predictability
Forecasts of the regression models are compared with an AR(1) benchmark, implying that, under the null, the regressor has no predictive ability to forecast the dependent variable. The comparison of the accuracy of the benchmark forecaster (BF) with the performance from different regression speci…cations (RF) uses a quadratic loss function. It follows that the average di¤erential of h-step-ahead forecasters is n 1 P n t=1 ê 2 h;BF;t ê 2 h;RF;t , whereê is the forecast error. When evaluating predictive ability with regressions that include an AR term, the competitor forecasters are nested under the null. Clark and McCracken (2005a) show how to compare direct forecasts of nested regressions with an F version of the usual accuracy test. The distribution of the statistic is data-dependent, and they show that a bootstrap procedure to compute p-values gives powerful tests with correct size. As a consequence, I use the following statistic for evaluating whether a predictor has any out-of-sample predictive ability when comparing regressions that use the information of the predictor and an autoregressive term with an AR(1):
where MSE h;M is the mean squared forecast error of the model M at h-steps ahead.
The p-values of these statistics are computed by bootstrap as described in Clark and McCracken (2005a) . In the …rst step, the estimates of an AR(1) for y t are used for simulating a sample of size T of y t+h by bootstrapping the residuals of the AR(1) model. The values of x t are …xed so they are taken from the data. In the second step, the sample is divided to mimic in-sample and out-of-sample sizes employed in the computation of the statistic. Then the benchmark and the regression model are estimated either recursively or rolling over the arti…cial "out-of-sample period", forecasts are computed, and the forecast accuracy F statistic is calculated. In the third step, the empirical distributions of the statistics are used for computing the critical values of the test with the MSE-F h statistic. 1972Q1 1973Q1 1974Q1 1975Q1 1976Q1 1977Q1 1978Q1 1979Q1 1980Q1 1981Q1 1982Q1 1983Q1 1984Q1 1985Q1 1986Q1 1987Q1 1988Q1 1989Q1 1990Q1 1991Q1 1992Q1 1993Q1 1994Q1 1995Q1 1996Q1 1997Q1 1998Q1 1999Q1 1973Q1 1974Q1 1975Q1 1976Q1 1977Q1 1978Q1 1979Q1 1980Q1 1981Q1 1982Q1 1983Q1 1984Q1 1985Q1 1986Q1 1987Q1 1988Q1 1989Q1 1990Q1 1991Q1 1992Q1 1993Q1 1994Q1 1995Q1 1996Q1 1997Q1 1998Q1 1999Q1 2000Q1 2001Q1 2002Q1 2003Q1 2004Q1 2005Q1 2006Q1 2007Q1 Estimates of the Impact of Stock Returns on one-year-ahead output growth STMIDAS Reg. Regression Figure 5: In-sample STMIDAS estimates of the impact of the short-rate on two-years-ahead output growth and out-of-sample MIDAS estimates (using recursive "rec" and rolling "roll" samples).
Estimates of the impact of the short-rate on two-years-ahead output growth Note: The approximation error is defined in equation (11) in the text. The weighting functions of the data generating processes are represented in Figure 2 . Number of replications: 1000. Note: Description of the parameters under the null and the alternative is available on section 2.3.2. Size is the proportion of replications that the null is rejected at 5% when data are simulated under the null hypothesis. Power is the proportion of replications that the null is rejected at 5% when data are simulated under the alternative hypothesis. Number of replications: 1000. Note: The STMIDAS under the alternative has exponential function with m = 13. Size is the proportion of replications that the null is rejected at 5% when data are simulated under the null hypothesis. Power is the proportion of replications that the null is rejected at 5% when data are simulated under the alternative hypothesis. Number of replications: 1000. Note: The entries are ratios of the RMSFEs of the indicated model over an AR(1). *** 1%; **5%, *10% significance level rejection of F-test of equal accuracy with AR(1) under the null, with distribution computed by bootstrap (see appendix C). The period is: 1991:Q4-2007:Q2 (n=55 for each h). It uses vintages of output growth to compute forecasts (and estimate models) at each forecast origin, but uses final data to compute forecast errors.
Tables 8: Comparing out-of-sample RMSFEs of STMIDAS regressions with an AR(1) and a regression (R): measuring predictive ability and changes in predictive ability. Note: The entries are ratios of the RMSFEs of indicated model over the benchmark (AR(1) and R). *** 1%; **5%, *10% significance level rejection of F-test of equal accuracy with AR(1) (or R) under the null, with distribution computed by bootstrap (see appendix C). The period is: 1991:Q4-2007:Q2 (n=55 for each h). It uses vintages of output growth to compute forecasts (and estimate models) at each forecast origin, but uses final data to compute forecast errors. STMIDAS uses m=13 and a beta weight function. 
