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Abstract We present results for a series of hysteresis measurements that provide information about
remanent, induced, transient-free, and transient magnetization components. These measurements, and
differences between measurement types, enable production of six types of ﬁrst-order reversal curve
(FORC)-like diagrams which only double the number of measurements involved in a conventional FORC
measurement. These diagrams can be used to distinguish magnetic signatures associated with each domain
state. When analyzing samples with complex magnetic mineral mixtures, the contrasting domain state
signatures are mixed together in a traditional FORC diagram, but these signatures can be identiﬁed
individually when using the various FORC diagrams discussed here. The ability to make different FORC
measurements and to identify separately each magnetic component by investigating different
magnetization types can provide much-improved understanding of the information provided by FORC
diagrams. In particular, the transient hysteresis FORC diagram provides a method to measure the nucleation
ﬁeld of magnetic vortices and domain walls. We provide a simple explanation for FORC results from
natural multidomain samples that are not explained by conventional domain wall pinning models. We
also provide software for processing the different types of FORC data.
1. Introduction
Most natural materials respond in some way to magnetic ﬁelds. Iron-bearing minerals have diverse magnetic
properties, including ferrimagnetic, antiferromagnetic, and (super) paramagnetic behavior and are sensitive
to a range of environmental processes, which makes magnetic measurements extremely useful for assessing
natural magnetic signals in rock magnetism, environmental magnetism, and paleomagnetism [e.g., Dunlop
and Özdemir, 1997; Liu et al., 2012]. Ferrimagnetic minerals carry permanent magnetic signals and are the
minerals of greatest interest in these research areas. Magnetic hysteresis measurements [Ewing, 1882]
provide a powerful means with which to detect magnetic domain state variations in such materials. The
Preisach [1935] model is used widely to describe the magnetic hysteresis behavior of ferrimagnetic minerals.
In its most common form [Néel, 1954], this model involves an assumption of independently distributed mag-
netic switching and interaction ﬁelds, which appears to be unrealistic for describing themagnetization of nat-
ural samples [Dunlop, 1968; Dunlop et al., 1990; Hejda and Zelinka, 1990]. In contrast, ﬁrst-order reversal curve
(FORC) measurements [Mayergoyz, 1986; Pike et al., 1999; Roberts et al., 2000] provide a practical approach to
assessing switching and interaction ﬁeld distributions without making any such assumptions and are a
powerful tool for investigating domain state, magnetostatic interactions, and nucleation and annihilation
of vortex states or domain walls [e.g., Pike et al., 1999; Pike and Fernandez, 1999; Roberts et al., 2000; Stancu
et al., 2001; Cherchez et al., 2004; Egli, 2006; Roberts et al., 2014]. FORC diagrams are used commonly to gain
qualitative information about the presence of magnetic materials with varying domain states and the pre-
sence or absence of magnetostatic interactions. For example, the commonly observed central ridge signature
in sedimentary samples is used widely as an indicator of the presence of noninteracting biogenic magnetic
minerals [e.g., Chen et al., 2007; Egli et al., 2010; Roberts et al., 2012; Yamazaki and Ikehara, 2012; Heslop et al.,
2014]. FORC diagrams are also being used increasingly in a more quantitative manner through calculation of
theoretical FORC distributions for individual components and initial attempts at component-by-component
unmixing [Egli et al., 2010; Harrison and Lascu, 2014; Heslop et al., 2014; Lascu et al., 2015; Channell et al., 2016].
Although FORCs have been used successfully in various ﬁelds, questions remain about the manifestations of
some domain states in FORC diagrams. For example, Pike and Fernandez [1999] studied submicron Co dots
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and suggested that the magnetic
vortex state should give rise to two
positive regions and a possible extra
butterﬂy pattern in FORC diagrams.
However, these features have only
been observed so far in synthetic
samples with a narrow grain-size
range [Pike and Fernandez, 1999;
Dumas et al., 2007a, 2007b; Lappe
et al., 2011, 2013] and in low-
temperature FORC measurements
[Smirnov, 2006, 2007; Carvallo and
Muxworthy, 2006]. Hysteresis
mechanisms in multidomain (MD)
samples have also been analyzed
using FORC diagrams [Pike et al.,
2001a], and it has been concluded
that the classical domain wall pinning
model of Néel [1955] does not explain
the behavior of natural MD samples.
FORC diagrams are also not optimal
for detecting magnetic minerals with
weak magnetizations, such as hema-
tite, when they cooccur with strongly
magnetized minerals, such as mag-
netite [Muxworthy et al., 2005;
Carvallo et al., 2006a; Paterson et al.,
2010; Roberts et al., 2014]. We explore
these issues in the present paper and present additional FORC-type diagrams to enable these issues to be
addressed in applications that require routine magnetic domain state diagnosis.
The total magnetization in a FORC measurement (MFORC(Br, B)) represents contributions from the remanent
magnetization, induced magnetization, transient hysteretic magnetization [Fabian and von Dobeneck,
1997; Fabian, 2003; Yu and Tauxe, 2005], and thermal activation effects, which can be described as
MFORC Br ; Bð Þ ¼ Mrem Br ; Bð Þ þMinduced Br ; Bð Þ þMTH Br ; Bð Þ þMthermal Br ; Bð Þ; (1)
where MFORC represents the magnetization measured at a (Br, B) location (where Br is the reversal ﬁeld at
which a FORC measurement begins and B is the ﬁeld at which individual magnetization measurements are
made), Mrem is the remanent magnetization that remains when the applied ﬁeld is removed, Minduced is
the induced magnetization that represents the magnetization added to Mrem when the ﬁeld changes from
zero to a nonzero ﬁeld, MTH is the transient hysteresis contribution that represents the magnetization differ-
ence between upper and lower magnetization curves when the lower curve starts from zero ﬁeld (Figures 1
and 2c), and Mthermal is the thermal activation effect. Thermal activation effects [e.g., Pike et al., 2001b] will
have different manifestations in the different types of FORC diagrams discussed in this paper, and as repre-
sented in each term of equation (1). Thus, we simplify equation (1) as follows:
MFORC Br ; Bð Þ ¼ Mrem Br ; Bð Þ þMinduced Br ; Bð Þ þMTH Br ; Bð Þ: (2)
FORC diagrams provide a complex representation of these types of magnetization. In this paper, we present a
range of approaches that allow FORC diagrams to be deconvolved to enable independent assessment of the
contributions of different types of magnetization. These approaches will help to unlock a greater range of
information and assist with interpretation of FORC diagrams for diagnosing the presence of different mag-
netic domain states in samples.
Figure 1. Deﬁnitions of the different types of magnetization discussed in this
paper using a schematic hysteresis loop (gray line). The black lines with
arrows indicate paths of changing magnetizations during hysteresis mea-
surements (e.g., a major hysteresis loop or a FORC). The red lines with arrows
indicate magnetization paths that start or pass through zero-ﬁeld, which
give the magnetization without a transient magnetization. Transient mag-
netization must be present in the magnetization path that decreases to zero
ﬁeld (black line) or in reversal curves for which the reversal ﬁeld is not zero or
of opposite sign.
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2. Methods
2.1. FORC Measurements
A FORC diagram is calculated from a class of partial hysteresis curves known as ﬁrst-order reversal curves
[Mayergoyz, 1986]. Each FORC is measured by saturating the sample with a large positive applied ﬁeld. The
ﬁeld is then decreased to a reversal ﬁeld Br, and the FORC is the in-ﬁeld magnetization curve that is measured
at a series of applied ﬁelds B from Br to the saturating ﬁeld Bsat (Figure 2a). The magnetization at any ﬁeld B
with reversal ﬁeld Br is denoted asMFORC(Br, B), where B ≥ Br. In a FORC measurement routine, multiple FORCs
are measured for a range of Br values to obtain the gridded set of magnetization measurements needed to
create a FORC diagram. A FORC distribution is deﬁned as the mixed second derivative:
ρFORC Br ; Bð Þ≡
∂2MFORC Br ; Bð Þ
2∂Br∂B
; (3)
which is well deﬁned only for B ≥ Br [Pike et al., 1999; Roberts et al., 2000, 2014].
Figure 2. FORC deﬁnitions used throughout this paper. (a and b) Series of ﬁrst-order reversal curves used to calculate a
FORC distribution ρ(Br, B) from equation (1). Each reversal curve starts from a new reversal ﬁeld Br; the magnetization is
measured at each ﬁeld B up to the saturating ﬁeld Bsat, where the magnetization at any measurement point is M(Br, B).
Regular grid of measurement points for a series of FORCs (Figure 2a). The regular grid approach has been the standard since
Pike et al. [1999]. Irregular grid of measurement points for a series of FORCs, which is deﬁned by measuring a major
hysteresis loop to determine a measurement grid where the greatest density of measurement points occurs where the
magnetization changes the most (Figure 2b) [Zhao et al., 2015]. The irregular grid protocol is used throughout this paper.
(c) Major hysteresis loop with deﬁnition of important concepts such as transient hysteresis [Fabian, 2003] and the zero-
FORC [Yu and Tauxe, 2005]. The color-coding indicates the regions of a set of FORC measurements that correspond to
(d) different zones of a FORC diagram. In zone 1, transient and induced magnetizations make a contribution, transient and
induced magnetizations contribute to zone 2 along with thermally activated contributions, and transient-free components
(remanent and induced magnetizations) contribute to zone 3.
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A FORC distribution ρFORC(Br, B) is calculated by ﬁtting a second-order polynomial surface to a number of
selected magnetization data points, the number of which depends on the smoothing factor (SF) and on
the algorithm used to calculate the distribution (see Roberts et al. [2014] for details). SF is kept constant in
the conventional FORC calculation process; this produces low resolution in peak regions for larger SF values,
or a low signal-to-noise ratio in regions with little magnetization change when using small SF. The VariFORC
[Egli, 2013] and irregular FORC [Zhao et al., 2015] protocols provide optimized algorithms, where the former
operates with traditional high-density measurements on a regular FORC grid (e.g., Figure 2a), while the irre-
gular FORC measurement protocol makes use of information from a major hysteresis loop to deﬁne a grid
with irregularly spaced measurements (e.g., Figure 2b). In the irregular grid protocol, measurements have
highest density where the magnetization changes the most and vice versa. In this paper, all FORC data were
measured and processed with the irregular FORC protocol of Zhao et al. [2015]. Generally, FORC diagrams are
presented in terms of the interaction ﬁeld Bi and coercivity Bc distributions using the transformations
Bi = (Br + B)/2 and Bc = (Br  B)/2 and are rotated by 45° to enable presentation with these axes [Pike et al.,
1999]. In this paper, we present FORC diagrams in the original Br and B coordinate system with Bi and Bc
plotted along the diagonals.
2.2. Remanent FORC (remFORC) Measurements
Stancu et al. [2006] and Bodale et al. [2011] made FORC-like remanentmagnetizationmeasurements (Mr(Br, B))
instead of in-ﬁeld magnetization measurements (M(Br, B)), which they refer to as a second-order reversal
curve (SORC). Church et al. [2016] also studied remanent FORC distributions. Here we use a similar protocol
to Stancu et al. [2006] but refer to SORCs as remFORC measurements. The remFORC distribution
ρremFORC(Br, B) is deﬁned as:
ρremFORC Br ; Bð Þ≡
∂2Mrem Br ; Bð Þ
2∂Br∂B
: (4)
Procedures for making FORC and remFORC measurements are illustrated in Figure 3. We made remFORC
measurements with the same irregular measurement grid, data processing algorithm, and smoothing used
in the irregular FORC protocol [Zhao et al., 2015]. A beneﬁt of this approach is that it enables comparison
of both types of FORC diagram at the same resolution. The requirement to sweep the ﬁeld to a speciﬁed value
and back to B = 0 for remFORC measurements means that such measurements take about twice as long as
equivalent FORC measurements (Figure 3). While this might be seen as a disadvantage by some users, we
argue from the evidence provided below that the interpretive value of these additional measurements out-
weighs the disadvantage of the longer measurement time.
2.3. Transient Hysteresis FORC and Transient-Free Measurements
Fabian [2003] introduced the concept of transient hysteresis, which represents the minor hysteresis loop
between the positive saturation ﬁeld and zero-ﬁeld (Figure 2c). The ascending branch of the hysteresis
loop that starts from zero-ﬁeld has been referred to as the zero-FORC [Yu and Tauxe, 2005].
Magnetization values from the descending branch have contributions from transient hysteretic magneti-
zations, while those from the ascending curve are free of transient hysteretic magnetization. The
difference (or gap) between the descending and ascending branches of the loop is caused by internal
self-demagnetization in coarse-grained magnetic particles. In the full FORC space (i.e., the colored
triangular region in Figure 1d), FORCs with Br ≥ 0 only map the positive transient hysteresis (zone 1), while
the B < 0 part of the FORC space with Br < 0 (zone 2) provides a measure of the negative transient hys-
teresis (Figure 2d). Based on the deﬁnition of transient hysteresis, the transient hysteretic magnetization
will decay to zero when the applied ﬁeld returns to zero and will stay at zero even when the ﬁeld
increases. The transient hysteresis-free FORC (tfFORC) distribution can, thus, be determined by measuring
the transient hysteresis-free magnetization (MtfFORC) from the ascending curve that starts from zero at
locations (Br, B) by always ramping both Br and B from zero ﬁeld. In a transient-free hysteresis measure-
ment, ﬁelds are always applied in the same direction, so that only ﬁeld-driven magnetization reversal
occurs. The tfFORC distribution ρtfFORC(Br, B) is deﬁned as:
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ρtfFORC Br ; Bð Þ≡
∂2MtfFORC Br ; Bð Þ
2∂Br∂B
: (5)
The transient hysteresis FORC (tFORC) is then obtained by subtracting the tfFORC from FORC measurements
for the same sample. Then MTH can be calculated by MTH = MFORC  MtfFORC, and the tFORC distribution is
deﬁned as:
ρtFORC Br ; Bð Þ≡
∂2MTH Br ; Bð Þ
2∂Br∂B
: (6)
Transient hysteresis-free FORC measurements, like remFORC measurements, take about twice as long to
measure as equivalent FORC measurements. A typical set of FORC measurements (80 FORCs with 200 ms
Figure 3. Comparison of measurement schemes for different types of FORC measurements discussed in this paper.
(a) Schematic illustration of a sequence of conventional FORC measurements, starting from measurement of the satura-
tionmagnetizationMs, ramping the ﬁeld to the initial reversal ﬁeld B0 andmeasuring the magnetization at regularly spaced
ﬁelds B1, … B7 and back to Bsat. Such measurement sequences are repeated for each successive FORC, as indicated in the
regular or irregular measurement grids in Figures 1a and 1b. (b) Schematic illustration of a sequence of transient-free
FORC and remanence FORC (remFORC or SORC [Stancu et al., 2006]) measurements, starting from measurement ofMs and
ramping the ﬁeld to zero to measure the saturation remanent magnetization Mrs and then ramping to the initial reversal
ﬁeld B0. After application of each ﬁeld B0, … B7 (B0 < B1 < … < B7), the ﬁeld is switched off and the remanent
magnetization Mr0, … Mr8 is measured in zero-ﬁeld. Such measurement sequences are repeated for each successive
FORC, as indicated in the regular and irregular measurement grids in Figures 1a and 1b. (c) Color coded sequence of
measurement points, which illustrates how the respectively colored measurements in Figures 3a and 3b contribute to in-
ﬁeld FORC and remanence FORC measurements, respectively. The dark green part of the FORC measurement represents
the transient hysteresis contribution.
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averaging time) on an irregular grid takes about 2 h, while remFORC and tfFORC measurements are made
during the same measurement sequence (Figure 3b), which takes about 4 h to complete. Thus, a sequence
of all three measurement types takes ~6 h to complete. Such measurements could also be performed on a
regular grid, but the sequence will take much longer to measure with little improvement in the FORC distri-
butions. The regular grid method is deﬁned using ﬁeld steps, and the irregular grid method is deﬁned using
magnetization differences, so it is difﬁcult to compare their relative efﬁciencies. From Zhao et al. [2015], 80
irregular FORCs are roughly equivalent to a minimum of 115 regular FORCs, but comparison will vary from
sample to sample. As demonstrated below, six types of FORC distribution can be calculated from these three
types of FORC measurements, and from differences between any two such measurements. These additional
diagrams provide considerable diagnostic advantages that enable enhanced component-by-component
interpretation of a conventional FORC diagram.
2.4. Differences Between FORCs
The difference between tfFORC and remFORC measurements provides the FORC distribution associated
purely with the induced magnetization, while the difference between FORC and remFORC measurements
represents a combination of tFORC and the induced magnetization. The induced FORC distribution
ρinducedFORC(Br, B) is deﬁned as:
ρinducedFORC Br ; Bð Þ≡
∂2Minduced Br ; Bð Þ
2∂Br∂B
≡ ∂
2 MtfFORC Br ; Bð Þ Mrem Br ; Bð Þð Þ
2∂Br∂B
: (7)
The difference between tfFORC and remFORC measurements can be determined in two ways. One is to cal-
culate directly the difference among various types of processed FORC distributions. The other is to calculate
magnetization differences from FORC measurements, and then to process the differential magnetization
with the same algorithm and SF used for standard FORC processing. For the results presented here, we cal-
culated magnetization differences from FORC measurements, but for the specimens measured here both
procedures produce equivalent results.
3. Results
3.1. FORC Diagrams for Dominantly Stable SD Materials
A Verbatim 3.5″ ﬂoppy magnetic recording disk consists largely of thermally blocked stable SD magnetic par-
ticles [e.g., Roberts et al., 2014]. For such stable SD particles, the FORC, tfFORC, and remFORC diagrams are
similar (Figures 4a–4c). They all have a positive peak at Bc ≈ 100 mT, with distributed coercivities and spread-
ing parallel to the Bi axis. The only obvious difference is that a negative region occurs in the FORC and tfFORC
diagrams, which is not present in the remFORC diagram. Instead, there is a weak positive peak at the same
location in the remFORC diagram, which is almost invisible due to its low intensity compared with the main
positive peak. The tFORC diagram (Figure 4d) has a larger positive peak along the Bi < 0 axis, and a smaller
positive peak for Bi > 0, with a pair of small negative and positive peaks on both sides of the Bc axis that are
not statistically signiﬁcant. The induced magnetization component represented by the difference between
the tfFORC and remFORC diagrams (Figure 4e) has three main peaks. One negative peak close to the
Bi < 0 axis in zone 2 (see Figure 2d for a depiction of FORC zones) is associated with the stable SD state
[Muxworthy et al., 2004; Newell, 2005; Muxworthy and Roberts, 2007; Roberts et al., 2014]. This peak is present
in the induced magnetization FORC diagram (Figure 4e) but disappears in the remFORC diagram (Figure 4c),
which indicates that it is contributed by the induced magnetization. A positive peak is located below the Bc
axis in the induced FORC diagram, and another negative peak occurs above the Bc axis with a slightly higher
Bc value. The difference between the FORC and remFORC diagrams (Figure 4f) contains all of the features in
the tFORC and induced FORC diagrams. Results for a stable SD hematite sample from regolith in the south pit
of Lanceﬁeld gold mine, Western Australia, are shown in Figure 5. The same characteristics of stable SD beha-
vior are evident in both Figures 4 and 5, which indicates that this type of magnetic behavior is represented
adequately by the procedures described here. Additionally, transient hysteresis effects are evident in tFORC
diagrams (Figures 4d and 5d) for these two SD dominated samples. These effects are discussed further in
section 4.2.
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3.2. FORC Diagrams for Dominantly Vortex State Samples
An andesite sample fromMount Ruapehu, NewZealand,which is dominated by “pseudo-single domain” (PSD)
magnetic behavior, was measured with the same irregular FORC grid [Zhao et al., 2015] for FORC, tfFORC, and
remFORCmeasurements. The FORC diagram has a coercivity peak at Bc ~ 8mT, and spreading of the FORC dis-
tribution along theBi axis (Figure 6a). The tfFORCand remFORCdiagramshave a similar pattern in theB> 0 and
Br < 0 region (i.e., zone 3 of a FORC diagram), with different features outside this region along the Bi axis
(Figures 6b and 6c). The tfFORC diagram has positive and negative features located in the Bi > 0 and Bi < 0
Figure 4. Sequence of six FORC diagrams that result from the three types of FORC measurements described here, and dif-
ferences between the FORC measurements. The respective types of FORC diagrams are described in more detail in the
main text. Results in this ﬁgure are for a ﬂoppy magnetic recording disk with stable SD magnetic properties [see Roberts
et al., 2014]. (a) Conventional FORC diagram, (b) transient-free (tf) FORC diagram, (c) remanent FORC diagram, (d) transient
FORC diagram (=FORC-tfFORC), (e) induced FORC diagram (=tfFORC-remFORC), and (f) FORC-remFORC diagram. The green
dashed lines represent 0.05 signiﬁcance levels calculated following Heslop and Roberts [2012]. See text for discussion.
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Figure 5. Sequence of six FORC diagrams for a stable SD hematite sample. (a) Conventional FORC diagram, (b) tfFORC diagram, (c) remFORC diagram, (d) tFORC dia-
gram, (e) induced FORC diagram, and (f) FORC-remFORC diagram. The green dashed lines represent 0.05 signiﬁcance levels calculated following Heslop and Roberts
[2012]. See text for discussion.
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regions, respectively (Figure 6b), which are caused by the inducedmagnetization (Figure 6e). In contrast, there
is only one positive peak along the Bi axis in the remFORC diagram (Figure 6c), which appears to be related to
thermal activation of ﬁne particles. In the tFORC diagram (Figure 6d), two positive peaks occur in the upper
right-hand and lower left-hand regions, respectively. The lower peak has a tail along the Bi axis and is due to
Figure 6. Sequence of six FORCdiagrams for a PSD basalt sample. (a) Conventional FORC diagram, (b) tfFORCdiagram, (c) remFORCdiagram, (d) tFORC diagram, (e) induced
FORC diagram, and (f) FORC-remFORC diagram. The green lines represent 0.05 signiﬁcance levels calculated following Heslop and Roberts [2012]. See text for discussion.
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subtraction of the negative peak from the tfFORC diagram. The difference between the FORC and remFORC
diagrams (Figure 6f) involves responses due to the tFORC, induced FORC (Figure 6e), and thermal activation
effects, so that it has two opposing strong positive peaks and a slight negative peak along the lower Bi axis.
The conventional FORC diagram in Figure 6a is typical of geological “PSD”materials [e.g., Roberts et al., 2000;
Muxworthy and Dunlop, 2002; Roberts et al., 2014]. However, when using the additional types of FORC dia-
grams presented here, positive peaks become apparent in the tFORC and FORC-remFORC diagrams above
and below the Bi = 0 line (Figures 6d and 6f). To further explore these features, we analyzed hexagonal mag-
netite platelets with dimensions of several hundred nanometers across, which were produced by thermophi-
lic iron-reducing bacteria in the laboratory [Li, 2012]. The magnetite has a narrow particle size range in which
vortex [Pike and Fernandez, 1999] and noninteracting stable SD behavior are evident in a conventional room
temperature FORC diagram (Figure 7a). The full range of FORC diagrams in Figure 7 contain features that are
consistent with those for the PSD andesite sample in Figure 6, but with an additional magnetically noninter-
acting stable SD component. As discussed below, this provides evidence that some of the magnetic behavior
associated with the PSD state can be described by the vortex magnetic state.
3.3. FORC Diagrams for Multidomain (MD) Samples
A FORC diagram for a 120 μmnatural MDmagnetite sample (Figure 8a) has a typical nearly symmetric, widely
divergent distribution along the Bi axis with a small tail on the Bc axis [Roberts et al., 2000, 2014; Pike et al.,
2001a]. The corresponding tfFORC diagram has a negative peak on the negative Bi axis, a positive peak on
the positive Bi axis, and a larger positive peak in the corner of zone 3 (Figure 8b). The respective remFORC
diagram has a similar positive peak in zone 3, and a smaller positive peak along the negative Bi axis
(Figure 8c). The tFORC diagram has a pair of positive peaks along the positive and negative parts of the Bi axis,
respectively (Figure 8d). The induced FORC diagram (Figure 8e) has more features, with a pair of negative and
positive peaks along the negative and positive Bi axis, respectively, and several negative and positive peaks in
the remaining FORC space. The difference between the FORC and remFORC diagrams (Figure 8f) should have
contributions from both tFORC and induced FORC features, but some contributions are suppressed by the
relatively high value of the positive peak, so that this diagram is similar to the tFORC diagram in Figure 8d.
The results shown in Figure 8 are typical of geological MD materials [Roberts et al., 2000, 2014; Pike et al.,
2001a]. Pike et al. [2001a] presented results for electrical transformer steel; results for a similar material (silicon
transformer steel) are shown in Figure 9. Compared to results for geological MDmaterials (Figure 8), the FORC
diagrams for transformer steel (Figure 9) have lower coercivity and a more vertical distribution. Such results
have been reported only once so far for geological materials [Church et al., 2011].
4. Discussion
4.1. What Do FORCs Actually Measure?
The traditional FORC diagram [Pike et al., 1999; Roberts et al., 2000] provides a measure of remanent, induced,
and transient hysteretic magnetizations, as well as thermal activation effects. The six types of FORC diagram
discussed here provide information about different magnetization processes, which enables the conven-
tional FORC diagram to be taken apart to better understand individual magnetic components. The
remFORC diagram provides a measure of only the irreversible magnetization, plus any thermal activation
effects, and as with the classical Preisach [1935] diagram, it cannot have negative regions. The tfFORC dia-
gram provides ameasure of the irreversible magnetization, the inducedmagnetization without transient hys-
teresis, and thermal activation. Transient hysteretic components contribute most of the information in zones
1 and 2 of FORC and tFORC diagrams (see Figure 2d). Zone 1 of a tFORC diagram is purely a map of transient
hysteresis with little contribution from thermal activation, while zone 3 is more complex because thermal
activation effects are more strongly manifested in this zone, which means that thermal effects in the two
regions are not exactly the same. Overall, however, the tFORC diagram provides details of transient hyster-
esis. We discuss in more detail below the rich magnetic information that can be derived from the range of
FORC measurements discussed. We start by discussing transient hysteresis.
4.2. What Does Transient Hysteresis Indicate?
Magnetic vortex states have a nucleation ﬁeld at which the ﬂower state disappears and the vortex state
forms, and an annihilation ﬁeld at which the vortex state disappears [e.g., Schabes and Bertram, 1988;
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Pike and Fernandez, 1999]. For well-deﬁned synthetic samples such as nanodots or nanowires, nucleation and
annihilation ﬁelds are deﬁned precisely, and characteristic vortex behavior is clearly evident in FORC
diagrams [e.g., Pike and Fernandez, 1999; Dumas et al., 2007a, 2007b; Proenca et al., 2013]. Natural
geological samples typically have broad grain size distributions, so vortex nucleation and annihilation
ﬁelds will have a distribution of values, rather than a single value. By separating the contributions from
different types of magnetization, it becomes apparent that transient hysteresis in a tFORC diagram
(Figures 6d and 7d) provides a measure of the distributions of nucleation and annihilation ﬁelds in
Figure 7. Sequence of six FORC diagrams for hexagonal magnetite platelets up to several hundred nanometers across [Li,
2012]. (a) Conventional FORC diagram, (b) tfFORC diagram, (c) remFORC diagram, (d) tFORC diagram, (e) induced FORC
diagram, and (f) FORC-remFORC diagram. The green dashed lines represent 0.05 signiﬁcance levels calculated following
Heslop and Roberts [2012]. See text for discussion.
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contrast to the typical PSD FORC result in Figure 6a in which the presence of the magnetic vortex state is
much less obvious than in Figure 7a. Vortex nucleation ﬁelds are normally smaller than annihilation ﬁelds,
and both decrease with increasing grain size [Novosad et al., 2001; Dumas et al., 2007a, 2007b]. The
positions of the positive peaks in zones 1 and 2 of a tFORC diagram (Figures 6d and 7d) provide a direct
indication of the presence of the vortex domain state [Pike and Fernandez, 1999]; determination of vortex
nucleation and annihilation ﬁelds for groups of samples will provide a measure of relative grain size
variations. As the elongated concentric tFORC distribution (e.g., Figures 6d and 7d) shrinks to lower ﬁeld
values with increasing particle size, domain walls will eventually nucleate and MD behavior will become
Figure 8. Sequence of six FORC diagrams for a 120 μm natural MD magnetite sample. (a) Conventional FORC diagram,
(b) tfFORC diagram, (c) remFORC diagram, (d) tFORC diagram, (e) induced FORC diagram, and (f) FORC-remFORC dia-
gram. The green dashed lines represent 0.05 signiﬁcance levels calculated following Heslop and Roberts [2012]. See text
for discussion.
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evident (e.g., Figure 8d). It is not yet clear how easy it is to separate MD behavior from larger vortex states, but
it is clear that increasing grain size will decrease the nucleation and annihilation ﬁelds. Additionally, transient
hysteresis is evident in the tFORC diagrams in Figures 4d and 5d, which seems contrary to the expectation
that only stable SD particles should be present in a commercially developed magnetic recording medium
(Figure 4). However, with grain size or shape variations (e.g., changes in aspect ratio), magnetic behavior
can change from a SD to a vortex state. The extent of such changes in hysteresis behavior depends on the
degree to which particle size and shape have changed [e.g., Cowburn et al., 1999]. Particle size
distributions, thus, appear to have extended into the range with transient hysteresis effects (Figures 4 and 5).
Figure 9. Sequence of six FORC diagrams for a MD silicon steel sample. (a) Conventional FORC diagram, (b) tfFORC dia-
gram, (c) remFORC diagram, (d) tFORC diagram, (e) induced FORC diagram, and (f) FORC-remFORC diagram. The green
dashed lines represent 0.05 signiﬁcance levels calculated following Heslop and Roberts [2012]. See text for discussion.
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4.3. Nucleation Model for a Natural MD Sample
When a particle in the magnetic vortex state becomes sufﬁciently large, vortex nucleation and annihilation
ﬁelds will be small. At a certain particle size, domain walls will nucleate and will either be pinned at certain
sites or will be driven by an applied ﬁeld through the particle until they are annihilated. Pike et al. [2001a] con-
cluded that the domain wall pinning model of Néel [1955] can describe the magnetic behavior of annealed
samples, but that it is not suitable for describing hysteresis data for natural MD samples. Our measurements
can potentially explain natural MD FORC behavior via the nucleation and annihilation model discussed by
Pike et al. [2001a]. The conventional FORC distribution for a natural MD sample diverges toward both the posi-
tive and negative Bi axis (Figure 8a), and both peaks in zones 1 and 2 of Figure 8d approach the origin of the
FORC diagram. Novosad et al. [2001] demonstrated that nucleation and annihilation ﬁelds decrease with
increasing size of vortex state particles. When the particle is large enough to form a domain wall, the vortex
is replaced by a MD structure. Both vortex and MD structures are caused by self-demagnetization energy that
drives the magnetic structure toward a minimum energy state. Thus, the two wings in tFORC diagrams (e.g.,
Figure 8d) that represent transient hysteresis effects can also be explained by domain wall nucleation and
annihilation [Pike et al., 2001a]. MD particles have little hysteresis, so that transient hysteresis is invisible in
hysteresis loops. In contrast, tFORC measurements provide a useful means with which to illustrate the small
nucleation and annihilation ﬁeld distributions of natural MD samples. These ﬁelds are represented by the
peak of the tFORC distribution at weak ﬁelds above and below Br = 0 in zones 1 and 2 (Figure 8d).
4.4. Domain State Signatures
4.4.1. Superparamagnetism
Superparamagnetic (SP) particles are too small to carry a stable remanent magnetization, but they have a
strong induced magnetization because their moments align easily with an external ﬁeld. The magnetization
of a collection of SP particles will decay gradually toward zero with a certain time rate. Frequency-dependent
magnetic susceptibility, and time- and temperature-dependent isothermal remanent magnetization (IRM)
measurements can be used to identify SP particles. These particles are affected by thermal activation, which
makes them magnetically less stable than particles with other domain states. Detailed FORC measurements
provide an inherent advantage in detecting SP signals for particles near the SP to stable SD threshold size
[Pike et al., 2001b]. The tFORC and especially the remFORC diagrams introduced here are particularly useful
for isolating SP signals. For example, remFORC diagrams in Figures 4c and 6c provide evidence of SP particles
in both the ﬂoppy disk and andesite samples. This result is conﬁrmed by temperature-dependent magnetic
susceptibility measurements [Néel, 1949; Egli, 2009; Hrouda et al., 2013; Kumari et al., 2015]; more details can
be found in the supporting information. However, our primary focus is on remanence-bearing particles, so we
do not discuss thermal activation of SP particles further.
4.4.2. Stable SD Behavior
SD particles should have no transient hysteresis [Yu and Tauxe, 2005], so their remFORC diagrams are simi-
lar to FORC and tfFORC diagrams, except for the lack of a negative peak in zone 2 of the remFORC diagram
(e.g., Figures 4a–4c). For our ﬂoppy disk sample, the clear positive peak in zone 3 of the FORC diagram and the
negative region in zone 2 indicate the dominance of uniaxial SD particles (Figure 4a). Likewise, closed contours
in the main positive part of the FORC distribution in zone 3 of the tfFORC and remFORC diagrams (Figures 4b
and 4c) are key indicators of the presence of SD particles. In the induced FORC diagram (Figure 4e), the
negative-positive-negative triple peak feature caused by the apparent reversible magnetization [Della Torre,
1999] also provides unique evidence for the presence of stable SD particles, as explained below.
Features in FORC diagrams for materials with different domain states, such as the triple peak feature in the
induced FORC diagram for SD particles (Figure 4e), can be explained visually by considering the hysteresis
response of different types of magnetic particles. Stoner and Wohlfarth [1948] produced a simple and elegant
model of magnetic hysteresis behavior, which is useful for exploring how different types of ﬁnemagnetic par-
ticle contribute to a FORC distribution. In this model, a square hysteresis loop results when a magnetic ﬁeld is
applied parallel to the easy axis of magnetization for an isolated uniaxial SD particle (dark blue in Figure 10a).
The shoulders of the loop become more rounded as the angle between the easy axis and the ﬁeld increases
(5°–45° in Figure 10a), until the loop collapses and becomes completely reversible when the ﬁeld is applied
90° to the easy axis (green in Figure 10a). In the classical Preisach [1935] model, square hysterons (Figure 10b)
are used to visualize the FORC response [e.g., Roberts et al., 2000, 2014]. In this conceptualization, a single
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Figure 10. Schematic illustration of magnetization mechanisms and their contributions to FORC distributions.
(a) Illustration of hysteresis loops for stable SD particles with easy axes at different angles with respect to the applied
ﬁeld (from Stoner andWohlfarth [1948]). (b) Hysteron for an isolated SD particle with easy axis parallel to the applied ﬁeld, as
used in the Classical Preisachmodel (CPM) of Preisach [1935], and (c) its response on a FORC diagram. (d) Hysteresis loop for
a Stoner-Wohlfarth particle oriented 25° to the applied ﬁeld direction, and (e) its nonsingular response with strong positive
and weak negative regions on a FORC diagram. For a detailed explanation of this response, see Muxworthy et al. [2004],
Newell [2005], or Roberts et al. [2014]. (f) Illustration of the reversible component of magnetization obtained by subtracting
the loop in Figure 10b from that in Figure 10d following Della Torre [1999]. (g) The FORC response due to calculation of
the mixed second derivative (equation (1)) of the reversible component in Figure 10f, which gives rise to a negative-
positive-negative triple peak response. (h) Split hysteron representation for a magnetic vortex state (following Pike and
Fernandez [1999], where BN is the vortex nucleation ﬁeld and BA is the annihilation ﬁeld. (i) The FORC diagram for such a
split hysteron has a positive peak in both the upper and lower FORC half planes, where the distance of the peaks from
the Bc axis is a measure of the strength of BN and BA, and their distance from the Bi axis is a measure of the coercivity (width
of the hysteron), as is also illustrated for (j and k) a coarser-grained lower coercivity vortex state. When domain walls start to
nucleate in a vortex state particle, an induced magnetization will also be present so that the (l) mixed second derivative
(equation (1)) of the reversible component gives rise to a (m) negative-positive-negative-positive response. See text for a
more detailed discussion.
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hysteron will give rise to a point response in FORC space where the x-y coordinates of the response corre-
spond to the coercivity and interaction ﬁelds, respectively, of the hysteron (Figure 10c). When more realistic
behavior is considered for SD Stoner-Wohlfarth particles (Figure 10d), the FORC response for a single particle
is more complex. As explained by Muxworthy et al. [2004], Newell [2005], and Roberts et al. [2014], such par-
ticles will give rise to a negative region near the Bi axis, a main positive peak in a position that corresponds
to the coercivity and interaction ﬁelds of the particle, and a weaker positive region between the negative
region and the main positive peak (Figure 10e). The induced magnetization associated with Stoner-
Wohlfarth particles would normally be thought to be completely reversible and would therefore be expected
to disappear when the second derivative is calculated to determine a FORC distribution (equation (1)).
However, as illustrated in Figure 10f, the difference between a square hysteron (Figure 10b) and a Stoner-
Wohlfarth loop for a SD particle oriented 25° to the ﬁeld (Figure 10d) gives rise to a small remaining induced
magnetization as illustrated by Della Torre [1999, p. 56], which he called the apparent reversible magnetiza-
tion (Figure 10f). This component will give rise to a weak response in an induced FORC diagram, where cur-
vature of the magnetization curves in Figure 10f gives rise to a negative-positive-negative triple peak, as
mentioned above (Figure 10g). It is this signature, which is associated with the change of induced magneti-
zations, that gives rise to the observed triple peak in induced FORC diagrams [Bodale et al., 2011] for SDmate-
rials in Figures 4e and 5e.
4.4.3. Vortex and MD States
As discussed above, transient hysteresis is the main feature associated with the vortex and MD states.
Information in zone 1 of a FORC diagram indicates the existence of transient hysteresis because SD behavior
does not give rise to a response in FORCs on and above the zero-FORC (see deﬁnition in Figures 2c and 2d).
The two positive regions in zones 1 and 2 of a tFORC diagram (Figures 6d and 7d) are unique characteristics of
a vortex structure; a butterﬂy-shaped pattern can be observed in zone 3 of a tFORC diagram if a sample has
different vortex nucleation and annihilation ﬁelds [Pike and Fernandez, 1999]. This feature is usually invisible,
however, because it is obscured by its relative weakness compared with the main FORC response associated
with the vortex state (Figure 6d). The peak in zone 1 (Figure 6d) is clearer than that in zone 2 because zone 1 is
negligibly inﬂuenced by thermal ﬂuctuations and its response is closer to magnetic saturation. The tfFORC
and remFORC diagrams have a clear SD-like peak with low coercivity (Figures 6b and 6c). Transient hysteresis
is also useful for understanding MD materials. The conventional FORC distribution for a natural MD sample
diverges toward both the positive and negative Bi axis (Figure 8a). The two wings in the tFORC diagram
(Figure 8d) represent transient hysteresis effects that indicate domain wall nucleation and annihilation ﬁeld
distributions [Pike et al., 2001a].
The Stoner and Wohlfarth [1948] model is only suitable for describing SD particle systems. The hysteresis
behavior associated with the magnetic vortex state is often described using simpliﬁed hysteron-like loops
[e.g., Pike and Fernandez, 1999] (Figure 10h) or modiﬁcations thereof [e.g., Dumas et al., 2007b] that are split
into two parts at vortex nucleation BN and annihilation BA ﬁelds. In a simple representation with hysteron-like
loops, the vortex state gives rise to positive peaks in both zones 1 and 2 of a FORC diagram (Figure 10i). As
particle size increases, the difference between BN and BA decreases (Figure 10j) and the positive upper and
lower peaks move toward both the Bi and Bc axes of a FORC diagram (Figure 10k). These types of features
are clearly evident in the tFORC diagram for the studied andesite sample (Figure 6d).
When domain walls start to nucleate, most of the FORC, tFORC, and FORC-remFORC distributions have low
coercivities and align almost parallel to the Bi axis (e.g., Figure 8). The induced FORC diagram is more complex
(Figure 8e) and has a negative-positive-negative-positive pattern that is also observed for vortex state sam-
ples (Figures 6e and 7e). The induced magnetization depends on the total magnetization, which depends on
the applied external ﬁeld strength and magnetization state. Vortex and MD samples can be approximated by
a goose-necked hysteresis loop (Figure 10l), as observed in micromagnetic simulations [Goiriena-Goikoetxea
et al., 2016], which produces the negative-positive-negative-positive pattern observed in FORC diagrams
(Figure 10m). We do not have a detailed physical interpretation for this behavior; we simply point to it as
needing explanation.
4.5. The Preisach Model
As discussed above, hysteresis loops are generalized as simpliﬁed square hysterons in the Preisach [1935]
model of hysteresis. The Preisach [1935] model is effectively a probability density distribution of hysterons
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with distributed switching and interaction ﬁelds; integration over the whole Preisach distribution should give
the saturation magnetization. Based on this requirement, only the remFORC diagram approximates a
Preisach distribution if thermal activation in zone 3 is negligible. Dunlop et al. [1990] considered zone 3 as
the only region where the remanent state will produce a signal and deﬁned this region as the Preisach space.
Carvallo et al. [2005] compared FORC and remanent Preisach diagrams and concluded that they are equiva-
lent at some level; however, there are signiﬁcant differences between FORCs and remFORCs upon closer
inspection (Figures 4–9). The differences are associated with contributions from induced magnetizations that
affect both interaction ﬁelds and coercivity. In the classical Preisach model (CPM), the FORC distribution is the
product of the independent interaction ﬁeld and coercivity distributions [Néel, 1954]. However, with indepen-
dent integrals for the interaction ﬁeld and coercivity distributions, a slightly different remFORC distribution
will be created. This means that the CPM is not well suited to describing hysteresis in natural samples; a mov-
ing Preisach model [Vajda and Della Torre, 1991] has therefore been argued to be more applicable [Pike et al.,
1999]. Generally, zone 3 in a remFORC diagram is equivalent to a Preisach distribution, where integration over
the distribution gives the saturation remanent magnetization. The remFORC diagram is not only a probability
distribution of elemental hysterons, but it also deﬁnes the relationship between interaction ﬁelds and coer-
civity that controls the pattern of the FORC distribution. A remFORC distribution is controlled by themagnetic
mineralogy, the grain size of the constituent magnetic minerals, the packing fraction of magnetic grains, and
the magnetic anisotropy.
Generally, vertical proﬁles in rotated FORC diagrams are considered to represent interaction ﬁeld distribu-
tions at a given Bc value, and horizontal proﬁles represent coercivity distributions [Pike et al., 1999;
Muxworthy and Williams, 2005; Egli, 2006; Winklhofer and Zimanyi, 2006; Dobrota and Stancu, 2013].
Transient hysteresis contributes to FORC distributions but not to the saturation (or remanent) magnetization
of samples that contain coarse magnetic particles. The inﬂuence of transient hysteresis is therefore removed
in tfFORC and remFORC diagrams, so that zone 3 in these diagrams represents the true coercivity and inter-
action ﬁeld distributions. Coercivity distributions obtained from IRM acquisition curves or FORC central ridge
proﬁles along the Bc axis are good approximations but do not represent the true bulk coercivity distribution,
even though coercivity values correlate well [Li et al., 2012; Roberts et al., 2012]. FORC and tfFORC diagrams
are not equivalent to a Preisach diagram because of their lack of symmetry and the possible presence of
negative regions in these diagrams. In contrast, remFORC distributions do not contain negative regions
and are more symmetrical and more closely represent Preisach distributions. SP particles contribute to a
remFORC distribution, so we only consider zone 3 of a remFORC diagram to represent a Preisach distribution.
The Preisach distribution is the product of two independent distributions: the interaction ﬁeld and the coer-
civity distributions [Dunlop et al., 1990], which can be calculated by integrating the remFORC distribution
along the Bi and Bc axes, respectively. The proﬁle along the Bc axis is the coercivity distribution with zero inter-
action rather than the bulk coercivity distribution. In contrast, a vertical proﬁle at any Bc value is the interac-
tion ﬁeld distribution at that coercivity value. Independent interaction ﬁeld and coercivity distributions for a
ﬂoppy disk sample are shown in Figure 11. The interaction ﬁeld distribution is calculated from the remFORC
diagram, which represents purely the effect of interactions on the remanent magnetization (grey line,
Figure 11a), while that calculated from the tfFORC diagram includes contributions from the induced magne-
tization (green line, Figure 11a). The difference between the two (pink line, Figure 11a) indicates that the
interaction ﬁeld distribution is shifted toward negative values due to the induced magnetization. The rema-
nence coercivity distribution is plotted in Figure 11b, where the red and grey dots represent the distribution
calculated from IRM acquisition and DC demagnetization curves [Kruiver et al., 2001; Egli, 2003], respectively,
and the grey and green lines represent distributions integrated from the remFORC and tfFORC diagrams,
respectively. Coercivity distributions calculated from IRM acquisition and DC demagnetization curves are
affected bymagnetostatic interactions [Muxworthy et al., 2004], while those integrated from the remFORC dia-
gram represent the intrinsic switching ﬁeld distribution. For the studied ﬂoppy disk sample, the inducedmag-
netization shifts the remanence coercivity distribution to smaller values (pink line, Figure 11b). Assessment of
interaction effects on the remanentmagnetization is important, for example, in assessing absolute paleointen-
sity results [e.g., Carvallo et al., 2006b; Paterson et al., 2010]. The approach demonstrated in Figure 11 from
remFORC diagrams can assist with assessing this important factor. Similarly, our new types of FORC diagram
may be useful for the FORC-based paleointensity method [Muxworthy and Heslop, 2011; Muxworthy et al.,
2011]. The FORC paleointensity method uses zone 3 of a conventional FORC diagram to simulate remanence
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recording ability by assuming that the
FORC distribution approximates a
Preisach distribution. However, as we
have illustrated, this region of a con-
ventional FORC diagram contains
contributions from both remanent
and induced components, which can
invalidate the Preisach assumption.
Use of remFORC diagrams could be
more appropriate and may provide
an improved means of obtaining
FORC-based paleointensity estimates.
4.6. The Importance of Adjustable
Nonlinear Color Scales
We note that visualizing information
on FORC diagrams depends on the
color scale used. FORC diagrams are
often plotted with a linear gray scale
or color scale. Available colors must
represent the full range of values in
a FORC distribution; few colors can
be devoted to relatively narrowly
clustered values of interest, so detail
is usually lost. Even specially
designed color scales (e.g., the satu-
rated color scale of Egli [2013]) do
not enable completely unbiased
interpretation in some cases. If such
detail is important, then something
must be done to bring it out. The idea
behind the use of adjustable non-
linear color scales is to distort the
color scale such that more colors are
applied to the region of interest and
fewer colors are applied elsewhere.
Positive and negative FORC distribu-
tion values normally both occur, so a
symmetric transformation function
(e.g., a hyperbolic tangent function
or even the familiar inclination error
formula [King, 1955]) can be used to
change the apparent importance of
positive and negative parts of a
FORC distribution while keeping a
constant color for the zero value.
Information carried by low values of a FORC distribution is easily hidden with a normal color scale [Keahey
and Robertson, 1996], so we illustrate the value of nonlinear color scales in two ways. One is to illustrate con-
tributions from hematite, which has a relatively low magnetization and that produces a signal over a rela-
tively large area of a FORC diagram, which makes its contribution difﬁcult to detect when it cooccurs with
strongly magnetized minerals such as magnetite (Figures 12c and 12d). In such situations, expression of
the weakly magnetized material is suppressed (Figure 12c), which makes it invisible in conventional FORC
diagrams [e.g., Muxworthy et al., 2005; Roberts et al., 2014]. With a nonlinear color scale with user control,
the signal due to a weakly magnetized high coercivity component can become much clearer (Figure 12d).
Figure 11. Interaction ﬁeld and coercivity distributions for a stable SD ﬂoppy
disk sample calculated from the remFORC diagram in Figure 4c. These dis-
tributions represent purely the effect of interactions on (a) the remanent
magnetization (grey line), while those calculated from the tfFORC diagram
include induced magnetization contributions (green line). The difference
between the two is given by the pink line, which indicates a shift of the entire
FORC distribution to negative values due to the induced magnetization.
(b) The remanence coercivity distribution calculated from different data sets.
The red and grey dots are from IRM acquisition and DC demagnetization
curves, respectively; the grey and green lines are from integration with
respect to Bi over the remFORC and tfFORC space, respectively, while the
pink line represents the difference between them (due to the induced
magnetization).
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Figure 12. Illustration of the importance of nonlinear color scales for identifying contributions from weakly magnetized components in FORC diagrams. (a and b)
Histograms of ρ values with 100 count bins for the (c and d) FORC diagrams, respectively, where the red dashed lines represent the nonlinear transformation
function. A straight-line transformation function (nonlinear factor = 1) gives a linear color scale (Figure 12a), and a curved function represents a nonlinear color scale
(Figure 12b), where the nonlinear factor quantiﬁes the nonlinearity (which varies with the transformation function selected). The blue dashed lines are magniﬁcation
curves that indicate the color scale magniﬁcation and are the derivative of the transformation function. FORC diagrams for a linear (Figure 12c) and user-selected
nonlinear (Figure 12d) color scale for a sample with mixed PSD magnetite and stable SD hematite. A hematite component is invisible in Figure 12c but is identiﬁed
clearly with the nonlinear color scale in Figure 12d. (e and f) Histograms of the FORC distributions with (g) linear and (h) nonlinear color scales for a pelagic marine
sediment from the eastern equatorial Paciﬁc Ocean (sample RR0603-03JC-SEC2-80-82cm [Chang et al., 2016]) that contains a dominant noninteracting stable SD
contribution. This contribution is the only component evident in Figure 12g, whereas an additional interacting SD contribution is evident in the nonlinear color scale
in Figure 12h. Use of nonlinear color scales in these cases avoids the diagnostic issues mentioned by Muxworthy et al. [2005] and Roberts et al. [2014] in relation to
mixed FORC distributions with strong and weak components. The insets in Figures 12c and 12e are the respective major hysteresis loops for each sample.
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In Figures 12c and 12d, the dominant low coercivity component is due to a detrital PSD magnetite, and
the high coercivity component is due to hematite, which makes a weak contribution over a large area of
the FORC diagram. The presence of hematite is obvious from the major hysteresis loop (inset in
Figure 12c), from IRM acquisition curves, or from the remFORC diagram. Another example involves an
interacting detrital SD component that cooccurs with a biogenic magnetite component (sample
RR0603-03JC-SEC2-80-82cm [Chang et al., 2016]). The detrital interacting SD component has a suppressed
signal with respect to the dominant noninteracting biogenic component (Figures 12g and 12h). A histo-
gram of FORC values is helpful for selecting a suitable nonlinear factor (Figures 12a, 12b, 12e, and 12f),
where a nonlinear factor of 1 represents a linear color scale. The magniﬁcation curve is the derivative
of the transformation function and helps a user to decide which information to emphasize (Figure 12).
Use of a nonlinear color scale makes these weak signals much clearer and changes the question when
interpreting such FORC diagrams from whether a magnetic component is evident to how much of the
component is present. This is fundamentally important in many paleomagnetic and environmental mag-
netic uses of FORC diagrams. Nonlinear color scales provide an effective means of bringing the full level
of information sought from FORC diagrams within reach of meaningful interpretation—with quantiﬁed
statistical signiﬁcance levels following Heslop and Roberts [2012].
5. Conclusions
FORC diagrams provide powerful and detailed information about switching and interaction ﬁeld distribu-
tions, and about hysteresis mechanisms [Roberts et al., 2014]. We outline an approach that involves
experimental measurement of three sets of FORC data from which we present six types of FORC distribu-
tion. The combined information carried by these FORC diagrams provides much greater detail about mag-
netization processes compared to the conventional FORC diagram and adds considerable interpretive
power. Remanent magnetizations, induced magnetizations, and transient hysteretic magnetizations all
contribute to a conventional FORC diagram. Signals due to each of these types of magnetization and
domain state signatures can now be discriminated from each other so that their contributions can be
identiﬁed in different types of FORC diagrams. This approach provides a much clearer framework for
interpreting FORC diagrams.
Identiﬁcation of transient hysteresis magnetization contributions makes it easier to identify vortex or MD
magnetic states. Even though it remains difﬁcult to distinguish MD states from vortex states with weak
nucleation/annihilation ﬁelds, estimation of vortex and domain nucleation and annihilation ﬁelds from a tran-
sient FORC diagram provides an indicator of particle size because there is a negative correlation between
nucleation ﬁeld and particle size. Transient-free FORC and especially remFORC diagrams are useful for detect-
ing SP particles. Zone 3 of a remFORC diagram can be considered as similar to the Néel [1954] interpretation
of a Preisach [1935] distribution, in that it enables quantiﬁcation of coercivity and interaction ﬁeld distribu-
tions for the remanent magnetization, which has powerful implications for assessing the inﬂuence of magne-
tostatic interactions on paleomagnetic recording (which is especially important for paleointensity analysis).
Compared to the vortex and MD states, SD samples have a stronger induced magnetization that is evident
in induced FORC distributions.
While determination of six types of FORC diagram is more time-consuming than for a conventional set of
FORC measurements, the interpretive value of the additional information provided is considerable. The ﬁn-
gerprints of different domain states that can be unlocked by the additional information provided by the
six types of FORC diagram discussed here should enable more rigorous interpretation of FORC diagrams.
The approach outlined here should also contribute to development of more quantitative interpretation of
FORC diagrams.
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