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Abstract
Humanity now exists in the midst of the fast-moving Information Age, a period of history
characterized by fast travel and even faster information transfer. As data becomes seemingly
more valuable than physical possessions, the introduction of exciting applications for
communications services becomes ever more critical for the success - and in some cases,
survival - of businesses and even nations.
While the majority of these innovations have occurred over cable and fiber, a number of
the most socially significant have occurred due to the introduction of satellites. Terrestrial fiber
and cable systems have a number of advantages, but the extent of their reach and the cost of
installation - in terms of both capital and time - favor industrialized nations over more remote
and underdeveloped communities.
Even as satellites offer the only real chance for ultimate communications ubiquity and
true global unity, there remains a significant cost-benefit barrier. Few commercial satellite
systems have succeeded economically without first falling victim to bankruptcy. The upfront
capital required to implement a satellite communications system is staggering, and historically
satellite companies have failed to adequately match capacity and service options to the current
and actual future demand.
The design process itself is an inherent limiting factor to the achievable cost and
performance of a system. Traditionally, the first step toward designing satellite communication
systems - as well as terrestrial, sensor web, and ad hoc networks - has been to specify the system
topology (e.g., the orbits of the satellites and the locations of the ground stations) based on the
desired market and then to design the network protocols to make the most of the available
resources.
Such a sequential process assumes that the design of the network architecture (e.g.,
protocols, packet structure, etc) does not drive the design of the system architecture (e.g.,
constellation topology, spacecraft design, etc). This thesis will show that in the case of Ka-band
distributed satellite communication systems this fundamental assumption is not valid, and can
have a significant impact on the success (cost, capacity, customer satisfaction) of the resulting
satellite communication system. Furthermore, this thesis will show that how a designer values
performance during the design and decision process can have a substantial impact on the quality
of the design path taken through the trade space of possible joint architectures.
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Chapter 1
INTRODUCTION
1.1. Motivation
Humanity now exists in the midst of the fast-moving Information Age, a period of history
characterized by fast travel and even faster information transfer. As data becomes seemingly
more valuable than physical possessions, the introduction of exciting applications for
communications services becomes ever more critical for the success - and in some cases,
survival - of businesses and even nations.
While the majority of these innovations have occurred over cable and fiber, a number of the
most socially significant have occurred due to the introduction of satellites. Terrestrial fiber and
cable systems have a number of advantages, but the extent of their reach and the cost of
installation - in terms of both capital and time - favor developed nations over more remote and
less industrialized communities.
Satellite communication systems employ spacecraft that reflect or relay signals providing
communications services to customers. An individual satellite can directly connect any two or
more points visible to it, and points beyond can be connected by relaying through available
terrestrial links, bouncing to a relay satellite ("bent-pipe" relaying), or transferring to an
adjoining satellite via an inter-satellite link. For this reason, satellites are uniquely capable of
providing communications services anywhere in the world, bridging political, physical, and even
economic divides.
Even as satellites offer the only real chance for ultimate communications ubiquity and true
global unity, there remains a significant cost-benefit barrier. Few commercial satellite systems
have succeeded economically without first falling victim to bankruptcy. The upfront capital
required to implement a satellite communications system is staggering, and historically satellite
companies have failed to adequately match capacity and service options to the current and actual
future demand.
Fortunately, hope for an industry revival remains. New deployment strategies are emerging
to cut the necessary upfront capital and designers are becoming increasingly aware of the need
for reconfigurability and real options. However, new technologies and design considerations are
not the only things that drive the direction of the cost-benefit barrier.
The design process itself is an inherent limiting factor to the achievable cost and performance
of a system. Traditionally, the first step toward designing satellite communication systems - as
well as terrestrial, sensor web, and ad hoc networks - has been to specify the system topology
(e.g., the orbits of the satellites and the locations of the ground stations) based on the desired
market and then to design the network protocols to make the most of the available resources.
Such a sequential process assumes that the design of the network architecture (e.g., protocols,
packet structure, etc) does not drive the design of the system architecture (e.g., constellation
topology, spacecraft design, etc). This thesis will show that in the case of Ka-band distributed
21
satellite communication systems this fundamental assumption is not valid, and can have a
significant impact on the success (cost, capacity, customer satisfaction) of the resulting satellite
communication system. Furthermore, this thesis will show that how a designer values
performance during the design and decision process can have a substantial impact on the quality
of the design path taken through the trade space of possible joint architectures.
1.2. Why Distributed Satellite Communication Systems?
Two basic satellite system architectures can achieve a mission coverage objective. If the desired
market or target zone is isolated to a single region or to a set of regions in close proximity to
each other, then it is possible to use a single satellite to provide the necessary coverage and
capabilities (Figure 1(a)). This type of system has universally been accomplished with a
geostationary satellite; a satellite in geostationary earth orbit (GEO: 35,786 kilometer altitude)
seems fixed in the sky with respect to a user on the ground. Nearly a third of the Earth's surface
is visible to a single satellite at GEO.
On the other hand, if the desired market or target zone includes a set of regions that are not in
close proximity to each other, or if the market is a global one, then a distributed satellite system
is the way to go (see Figure 1(b)). As will be discussed shortly, a distributed system may be the
best choice even for cases for which a single GEO satellite is an option.
Definition 1: Distributed Satellite System
"A system of many satellites designed to operate in a coordinated way in order to
perform some specific function." [Shaw99]
If the specific function of a distributed satellite system is to provide communication services,
then the system is a distributed satellite communication (DSC) system.
Definition 2: Distributed Satellite Communication System
A collection of multiple satellites interacting in a coordinated way to provide
communication services to customers.
This thesis focuses on DSC systems for two reasons. First, DSC systems lend themselves to far
more interesting problems than single-satellite systems. Secondly, the world is entrenched in an
era of fast-evolving markets requiring ever more demanding data services. This treacherous
economic environment sparks a need for systems that can rapidly deploy new supporting
infrastructure anywhere in the world while still being able to reconfigure and leverage off of
existing assets. DSC systems have the potential to do this; single-satellite systems do not, nor do
terrestrial cable and fiber optic systems.
22
(a) (b)
Figure 1: (a) GEO and (b) Distributed (LEO) Architecture and Footprints
If the desired market or target zone is isolated to a single region or to a set of regions in close proximity to
each other, then it is possible to use a single GEO satellite to provide the necessary coverage and capabilities.
On the other hand, if the desired market or target zone includes a set of regions that are not in close
proximity to each other, or if the market is a global one, then a distributed satellite system is the way to go.
The distributed LEO system is Iridium, which was successfully launched in under a year.
The GEO and Iridium pictures taken from [InmaO5] and [GEOS05].
1.2.1. DSC Advantages
DSC systems offer major advantages over terrestrial systems. DSC systems can provide global
connectivity, data options for maritime and aircraft operations, natural broadcast and multiple
access capabilities, isolation from local and regional disasters, improved system survivability,
and improved staged deployment of network components. This section describes these
advantages in detail.
Primarily, DSC systems can achieve global connectivity seemingly overnight (see Figure
1(b)). Global connectivity is the first step toward enabling complete communications ubiquity. It
would be nearly impossible to realize this level of connectivity with terrestrial cable and fiber
optic systems due to the cost, time, and expertise required to lay down the necessary
infrastructure. After all, the current level of development only provides internet connectivity to
an estimated 15% of the Earth's population [AMDnO4], and in 2002 the global telephony
penetration for developing countries was a paltry 28.1%, even including mobile subscribers -
compare to an estimated 90% in the United States alone [WTDR03]!
Furthermore, satellites offer the only real data communications option for maritime and
aircraft operations. Minimal communication is possible without satellites - the U.S. Navy uses
extremely-low frequency (ELF) channels to contact their submarines [HAAR05] - but the
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throughput, power and antenna size requirements of such systems limit their use to one-way
transmissions of short, pre-determined codes.
DSC systems enable natural broadcast (Figure 2(a)) and multiple access (Figure 2(b))
capabilities. When a satellite beams information down to the ground, it is automatically
broadcasting to some portion of the Earth's surface area, even if it is meant for a single user.
Likewise, anyone can transmit to the same satellite simultaneously, as long as they are all within
the area visible to the satellite (the footprint). As a result, it is possible to provide two-way
service to mobile users anywhere within the satellite's footprint; the service can move with the
user! This particular advantage creates a challenge to efficiently and fairly provide access to the
limited resources of the satellite uplink and downlink.
Another advantage is that DSC systems are isolated from local and regional disasters. This
characteristic can be especially beneficial to systems like the proposed Earth Science Enterprise
sensor web network, whose main purpose is to detect, monitor, and predict weather, climate, and
natural disasters [Torr02]. However, any communication system can benefit from isolation from
disasters and other events that might disrupt terrestrial communication networks. A loss of
communication capability could mean economic disaster for developed nations as their
economies will grind to a halt within a matter of days, if not hours. While a single satellite
system might prevent catastrophic communication meltdown for a locality or region, in some
cases it might not provide sufficient connectivity to outside networks to bring backup networks
online.
(a) (b)
Figure 2: Satellite (a) Broadcast and (b) Multiple Access Capabilities
When a satellite beams information down to the ground, it is automatically broadcasting to some portion of
the Earth's surface area, even if it is meant for a single user. Likewise, anyone can transmit to the same
satellite simultaneously, as long as they are all within the area visible to the satellite (the footprint).
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(a) (b)
Figure 3: Survivability for (a) GEO and (b) Distributed Communication Systems
Decentralizing resources has the effect of increasing the probability that the network and the system can still
operate in the event of failures; non-distributed systems (GEO), on the other hand, fail if the centralized
resource (i.e., satellite) fails.
A big plus for distributed satellite communication systems is system survivability [Shaw99].
Decentralizing resources has the effect of increasing the probability that the network and the
system can still operate in the event of failures; non-distributed systems (see Figure 3(a)), on the
other hand, fail if the centralized resource (i.e., satellite) fails. In a distributed system (see Figure
3(b)), if any given satellite is lost for any reason, there is a high likelihood that another pathway
for communication exists through the system from a given source (say, the President of the
United States) to a given destination (the Prime Minister of Great Britain, for example). The
second path may not be as desirable as the first in terms of quality of service, but it still achieves
availability requirements.
Another advantage inherent to satellite systems with distributed components is that the
upfront investment in a system can be minimized by gradually launching satellites as they are
needed. This feature is the basis for staged deployment, a real options investment strategy that
will be discussed later in this chapter. As a result of staged deployment, the potential exists to
better match incoming revenues with operating expenses by growing with demand (although,
given the history of the LEO communication systems, this potential may not be realizable for
many systems). A parallel can be drawn to terrestrial wireless mesh networks - a network in
which each node in the network acts as a router, even those nodes operating as hosts for users. In
25
'' ji '%
ii "" ,i ~ /7
'' ii
ji ~ j
*. ~ ~j ~ ji
~ ~ jI ~ ji
' ' ji
~ ~ jI I
,. '~1Ivy..
EQJ
I ~
I ~
I ~
/ '
41(
IlL.
E~J
-Y
addition to the ability to grow with demand, wireless mesh networks experience increased
communications reliability and network coverage as more nodes are installed in the system
[JunJ03]. As we will see later on in this thesis, this holds true for distributed satellite
communication systems as well.
1.2.2. DSC Disadvantages
DSC systems do have a number of disadvantages. A sufficiently large number of small satellites
will cost more than a small number of large satellites; the savings implied by economy of scale
may not occur since satellite systems cannot escape from the need for power and aperture on
orbit. Large numbers of satellites increases the complexity of the network, increasing the
complexity of the routing table and adding to the computational requirements each satellite must
meet. The design of small satellites introduces its own challenges and disadvantages including
increased vulnerability to failures and decreasing the achievable satellite lifetime.
In general, the more distributed the satellite constellation, the smaller and less complex the
satellites [Shaw99]. This trend is liable to decrease the cost per satellite for a given system.
However, just because the cost per satellite decreases doesn't mean that the overall cost of the
system decreases. A distributed satellite communication system tends to require a lot of
satellites, usually absorbing any reduction in cost achieved by reducing the cost per satellite.
Many applications have strict power and aperture requirements on orbit. For this reason, even
having hundreds of satellites does not mean that there will be significant manufacturing savings
from economy of scale [Shaw99].
As the number of satellites increases, the satellites themselves tend to become smaller and
less complex; however, the same is not true of the network! The more satellites a system has, the
more complex the network. As the network complexity increases, so do the protocols. The size
and complexity of routing tables grow. This adds a computational expense to the satellite that
isn't necessarily an issue in non-distributed GEO systems.
Furthermore, designing smaller satellites introduces its own problems. Small satellites cannot
incorporate as much redundancy into the design as their larger counterparts, increasing
vulnerability to single-point failures. Furthermore, small satellites have smaller payload and fuel
capacity, decreasing the size and quantity of on-board instruments and transmitters, and reducing
the satellite lifetime [Jil197].
This thesis will further justify the use of distributed systems by demonstrating their impact on
performance in Chapter 4.
1.3. Literature Review
A significant amount of work has already been done to further our understanding of the design of
distributed satellite communication systems. Figure 4 illustrates the relationships between
various major components leading to the design of the overall system architecture. These
components are either part of the system architecture or of the network architecture. Similarly,
the distributed satellite communication system literature can be broken down into either systems
or network literature.
26
Figure 4: Overall System and Network Subsystem Architecture Relationship
This figure illustrates the relationships between various major components leading to the design of the overall
system architecture. These components are either part of the system architecture or of the network
architecture. The constellation topology, market, network protocol, launch vehicle and satellite design
pictures taken from [GEOS05], [Modi04], [Sate05], and [IridOO].
The systems literature comprises research into satellite communications market modeling, high-
level architectural trade analysis, optimal constellation design, spacecraft design, and real
options.
The network literature is composed of research into satellite communication traffic modeling,
traffic management, design of multiple access and routing protocols, and performance analysis.
1.3.1. Systems Literature
The International Council on Systems Engineering (INCOSE) Handbook [INCO98] defines a
system as:
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Definition 3: System
"An integrated set of elements to accomplish a defined objective. These include
hardware, software, firmware, people, information, techniques, facilities,
services, and other support elements."
The INCOSE handbook also defines systems engineering as:
Definition 4: Systems Engineering
"An interdisciplinary approach and means to enable the realization of successful
systems."
The following section describes work previously done in systems engineering of distributed
satellite communication systems. In some instances, there are research papers that are obviously
deficient in some way. These papers and their shortcomings will be described in detail.
1.3.1.1. Market Modeling
In distributed satellite communication systems, a successful system is one that provides
communication services to customers at a level that the customers find desirable. Market
modeling enables system designers to understand the characteristics of the customers comprising
the target market. This information is used to identify high-level functional requirements and to
make initial constellation design decisions.
The market model should enable understanding of the past market trends, awareness of the
current economic state of the industry, and identification of important indicators for predicting
future trends. Haase, Christensen and Cate [Haas02] provides an example of this research for the
global industry. Not all markets exist on a global scale. Hu and Sheriff evaluate the Satellite-
Universal Mobile Telecommunications System (UMTS) terminal market in Europe [HuYF99].
Care must be taken since market predictions are notoriously difficult to get right. [Haas02]
predicts strong growth in the satellite telephony services, which has yet to materialize; in fact,
this market has generally failed to catch on in the midst of the cellular boom (Iridium and
Globalstar, for example).
However, identification of the market and potential trends is not the whole story. The market
model must be integrated into the high-level architecture trades done by the system designer.
Kashitani incorporates a non-uniform market model in [Kash02]. Kashitani integrates the market
model in order to explore how different distributed satellite communication system architectures
succeed in matching system capacity with market demand. Kashitani's work is extended to
propose hybrid architectures using elliptical orbits and multiple altitude layers to more efficiently
allocated system capacity with market demand [ChanO4].
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1.3.1.2. Architecture Trades
It is important to understand the trade offs involved in complex systems with components that
compete for resources to achieve a desired performance. Clearly, distributed satellite
communication systems involve a great many trade-offs as the critical subsystems (e.g.,
communications, power, propulsion, etc) compete for extremely limited resources (e.g., mass,
power, cost budgets, etc). Architecture trades analysis involves developing methodologies for
evaluating the trade space of a complex system.
[Kash02] examines the trade-offs between the system architecture and the technical and
economic performance as market demand is increased. This paper finds that LEO systems
perform better in high-demand situations, while MEO systems perform better in low-demand
scenarios. Evidently, there is a trade-off between the perceived potential market and the
constellation architecture design; higher altitudes decrease the life cycle cost, while high demand
market scenarios increase the achievable subscriber revenue for a fixed subscriber rate.
A methodology for conducting system architecture trades is presented in de Weck and Chang
[deWe02]. In this particular instantiation of the methodology, the system life cycle cost of a LEO
personal communication system is plotted against the system lifetime capacity, enabling analysis
of the Pareto optimal front of non-dominated solutions for these two objectives.
One goal of this thesis is to understand the architectural trades between the system and
network architectures in distributed satellite communication systems. Shaw [Shaw99] seems, on
first glance, to analyze these relationships during the development of a generalized analysis
methodology. However, the research falls significantly short of capturing the impact of the
network on the overall architecture.
In [Shaw99], the satellite system is treated as an information collection and dissemination
network, which is fine. However, the information network in the communication system case
study is assumed to be comprised of "decoupled, parallel paths from the sources through a single
satellite" to the destination; very little data is assumed to be routed through the inter-satellite
links and thus they are ignored. These assumptions are extremely flawed. Even in bent-pipe
satellite systems - which seem to be what is being modeled in this case - data transfers from
various users are anything but decoupled. Notwithstanding the coupling inherent to the chosen
routing protocol, the channel resource must be divided among all of the offered users, and this
resource is finite and expensive. There is clear coupling between the data transfers of different
users. Furthermore, the performance metrics used to distinguish architectures in [Shaw99]:
Isolation, Information Rate, Integrity, and Availability, are all very much dependent on the
network architecture. Assuming decoupled paths obscures all of the main interactions inherent in
a communications network.
1.3.1.3. Constellation Design
The constellation design of a distributed satellite communication system has a huge impact on
the performance and cost of the satellite system. The constellation design sets the topology of the
network, which greatly impacts the design of the network protocols. It also specifies the altitude
or set of altitudes, influencing the Federal Communications Commission (FCC) frequency
allocations and the choice of launch vehicle. The lower the altitude, the more satellites are
required to achieve full global coverage, thus increasing the system life cycle cost. Furthermore,
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the constellation selection often defines the achievable system lifetime, the space environment
(the van Allen radiation belts, for example), and the viewing geometry. Thus, understanding the
impact of altitude and constellation design on the overall system architecture and performance is
very important.
Some of the constellation design literature focuses on finding optimal constellations in terms
of coverage and constellation patterns in order to minimize the number of satellites and to
achieve some performance (redundancy, continuous coverage, etc). Rider [Ride85] and Adams
[Adam87] find the optimal polar orbit constellation families in order to achieve redundant and
continuous earth coverage above specified latitudes. On the other hand, Turner [Turner02]
examines constellation designs using Walker patterns. The paper identifies "rules to assist in the
rapid selection of Walker patterns." The rules are designed to minimize the number of orbital
planes - to minimize the number of launches or to minimize the number of dedicated spares. The
study is limited to low-altitude, circular and high-altitude elliptical constellations. Wertz and
Larson [Wert99] includes a discussion on designing orbits and constellations "to meet the largest
number of mission requirements at the least possible cost."
The affect of altitude on system capacity, user-to-user delay, power system design and
offered communication services is examined in Gavish and Kalvenes [Gavi98]. The study
examines interactions considered in this thesis, but like other similar research, it falls short on
credibility and scope. While the study captures many of the physical interactions, including the
Doppler effect, synchronization delay, power management considerations, and the satellite time
in darkness, it fails to adequately account for the network architecture. As with [Shaw99], an
implicit assumption is that data transfers are decoupled. The user-to-user delay calculations are
based solely on propagation and switching delays, and it is unclear on what basis routing is
conducted, other than an examination of the effect of space-based routing (user-sat-user) versus
ground-based routing (user-sat-ground station-wire-user). This work seems to ignore any
accounting of actual network decisions or protocols, and yet the paper examines the effect
altitude has on performance metrics that are strongly related to the network architecture.
1.3.1.4. Spacecraft Design
The spacecraft design is important to the overall system architecture. Not only does the
spacecraft design drive the choice of launch vehicle by specifying the volume and mass
restrictions of the fairing, but it also strongly influences the link budget and network
performance.
Spacecraft design is a complex process, and for the purposes of high-level spacecraft design
and sizing, it is usually sufficient to make estimates on the mass and power requirements. These
estimates, coupled with initial configurations, enable educated guesses about the size of the
spacecraft. Wertz and Larson [Wert99] outlines a procedure for spacecraft design and sizing
based on four decades of engineering design and well-defined techniques. More recently, a
parametric model for communications spacecraft is developed in [Spri03] for use in trade studies
performed in the early conceptual stages of design. This particular model is based on non-
geostationary system data from 1990 to 1999.
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1.3.1.5. Real Options
Real options characterize the decisions that a system designer can implement at various stages of
the development or operation of a system. Real options give designers the ability to make
changes to the system after its initial deployment, without obligating them to make a decision.
Various real options strategies have been proposed, including constellation reconfigurability,
staged deployment of systems, investment options, and technology portfolio management.
Constellation reconfigurability involves physically rearranging and adding and/or subtracting
components to a constellation to improve some desired performance. Scialom [Scia03] proposes
a method for converting an initial constellation with low capacity into a new constellation with
higher capacity to take advantage of some perceived economic opportunity. As market demand
increases, the capacity of a system can be increased by supplementing the existing system with
additional satellites; this staged deployment Chaize [Chai03] can be done in conjunction with
orbital reconfiguration. In [Chai03], paths of architectures are found in the architectural trade
space rather than attempting to find optimal solutions for specific capacities.
Suzuki et. al. [Suzu03] examines the impact of new technologies on the Pareto-optimal
frontier of the trade space of possible architectures. The methodology developed in [Suzu03]
could be useful for analyzing exposure to the additional cost and development time required for
implementation of various new technologies that provide some incremental performance and
capacity improvement.
Once a system is in place, investment options become available that can leverage off of the
real options discussed above. Bonds et. al. [BondOO] discusses the need to increase the amount of
communications the Department of Defense (DoD) owns and leases to support warfighting.
Current DoD systems will not meet the projected communications demand with dedicated
military assets. The report examines the impact of buying out or leasing capacity on commercial
wideband satellite systems versus buying dedicated military systems with commercial
characteristics.
1.3.2. Network Literature
The network subsystem architecture is a critical piece of the overall system architecture for a
distributed satellite communication system. The network must integrate with the system
architecture in order to provide communication services to customers; the network provides the
communication service capability. A communication network may be defined as follows:
Definition 5: Network
A set of three or more interconnected communicating entities.
Much literature has been produced concerning the design of the network architecture for
distributed satellite communication systems. This section will provide an overview of the most
relevant; literature that is obviously deficient in some way will be described in detail.
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1.3.2.1. Traffic Modeling
Traffic models are derived from assumptions concerning the desired customer base, and are
important to the design of the network architecture. The traffic models provide network
engineers with some idea as to the required bandwidth, the traffic density, and the necessary end-
to-end connectivity in the system.
Mohorcic et. al. ([MohoOO] and [Moho03]) develop and use traffic models that consider the
geographic distribution of traffic sources and destinations. The models account for traffic that is
generated and received in the same geographical region (hot spot traffic) as well as for traffic
that is generated in one region and transmitted to another (regional traffic). The asymmetric
nature of this traffic is modeled; however, these papers do not model the time variance of the
traffic.
1.3.2.2. Traffic Management
Once the projected traffic is modeled, it becomes necessary to determine how to manage the
traffic loads observed by the network. Heavy load conditions can create instabilities in networks
that provide alternate routing, creating the need to control the flow of information through the
system. Instabilities occur when the traffic rate offered to a node or a link exceeds the rate that
the node or link can process the traffic. Good traffic management can reduce the observed round-
trip delay as well as the occurrence of dropped packets.
Most traffic management literature focuses on improving the performance of networks under
heavy and overloaded conditions. In [Arul94], Arulambalam and Ansari enhance the
performance of mesh-connected, circuit-switched satellite networks by reserving a fraction of the
capacity of each link for direct-routed calls. The amount of capacity allocated is continually
adapted based on the traffic load conditions. The paper finds that reserving capacity in near-
overloaded conditions overcomes the instability that alternate routing scenarios cause in these
systems.
1.3.2.3. Multiple Access Protocols
The communication link is a finite and expensive resource and multiple users will often request
access to the same communication link at the same time. Multiple access protocols control user
access to the channel; the goal of a multiple access protocol is to efficiently allocate resources
among all of the users requesting access, and to do so as fairly as possible.
Time Division Multiple Access (TDMA) was one of the earliest incarnations of a multiple
access scheme, standardized in 1990. Code Division Multiple Access (CDMA) was developed
more recently, and was standardized by the Telecommunications Industry Association (TIA) in
1993. The standardized implementation of CDMA is detailed in Whipple [Whip93].
Although standardizations set forth by TIA describe how the various protocols should be
implemented so that they are cross-compatible, Chang and de Weck [ChaDO3] provides methods
for calculating the basic capacity of satellite systems which use Multiple Frequency - Time
Division Multiple Access (MF-TDMA) and Multiple Frequency - Code Division Multiple
Access (MF-CDMA) protocols. The paper defines capacity as the number of simultaneous
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duplex channels that a single satellite can support. [ChaDO3] constructs models incorporating
both the power and the bandwidth limits inherent to the communication channel.
1.3.2.4. Routing Protocols
In the network architecture, the routing protocols specify the metrics by which node in the
network is to pass along traffic to other nodes. Some protocols determine that a particular route
is good if it minimizes the number of nodes that the data must pass through before reaching its
destination; others route along paths that have the least observed congestion.
There are many different methods by which to route data in a network, and a number of
different ways to analyze routing performance. Some methods adapt to the changing network
environment ([MohoOO], [Moho02], and [Moho03]), while others route based on the traffic class
(e.g., "real time" based on minimized delay, "high throughput" which maximizes data
throughput, and "best effort" which has no specific requirements) [Svig02]. Often, routing
studies attempt to optimize routing to achieve some overall network performance. Kukukates and
Ersoy [Kucu03] endeavor to "minimize the maximum flow over a given set of shortest paths,"
while Werner et. al. [Wern97] routes by minimizing severe delay jitter in ATM-based systems.
In each of the previous examples, the routing strategies are optimized for a single
constellation topology, which is usually based on existing or planned systems such as Celestri
and Iridium. One routing paper considers adjusting the constellation topology to get benefits out
of the network. The Satellite over Satellite (SOS) Network [LeeJOO] is a proposed hierarchical
system architecture to solve problems involving performance issues common in traditional
constellations. The results of this paper show that this novel architecture outperforms the
traditional "flat" architectures in terms of quality of service metrics. In some sense, this paper is
ground-breaking, providing an example of network architectural design driving the system
architectural design. However, the paper misses the fundamental problem: the design process.
Wood [Wood01] examines the networking issues affecting satellite systems using complex
constellation architectures. [Wood0l] even analyzes the effect that the constellation topology has
on end-to-end delays. This work is very important to understanding some of the interactions
between the system and network architectures, but it does not go far enough. This research still
fundamentally assumes that the constellation topology drives the network architecture, but does
not ask what happens when the network architecture pushes back.
1.3.2.5. Performance Analysis
The term "performance analysis" refers to a methodological analysis of the quality of service
performance of various network topologies, protocols, and traffic scenarios. One can think of
performance analysis as being similar to trade studies undertaken by systems engineers, except
applied to the network architecture.
Many papers covering performance analysis of "general" LEO satellite systems (Teledesic,
Iridium, etc) focus on analyzing quality of service metrics such as the call blocking probability
[Zaim02]; others focus on the mean message traversal, message delivery time, and the call loss
probability [HuJi98]. Sometimes the papers focus on particular types of networks. Chotikapong
et. al. [ChotOO] examines the network architecture and performance of the TCP/IP and ATM
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protocol suites over satellite. However, it appears that the results were abstracted from any actual
satellite architectures; the results should thus be taken with a grain of salt.
Werner et. al. [Wern95] attempts to understand the basic design problems involved in
LEO/ICO (Intermediate Circular Orbit) systems. Although this paper gives a good discussion of
some of the design issues involved, it seems to fall short on describing the impact these design
decisions have on the overall system performance. Furthermore, it does not really account for
many of the complex interactions that occur. Again, it appears that much of the design is
assumed to be decoupled.
1.4. Thesis Overview
Chapter 2 outlines observations made in the literature review and supports those conclusions
with a lexical analysis study of the literature. Consideration of a model of the design process
offers clues as to where to take these conclusions, leading to a thesis hypothesis and
methodology.
Chapter 3 discusses the important design considerations that must be made from both the
system and the network perspectives. This chapter also includes the development of the models
and assumptions referenced in Chapters 4 and 5.
Chapter 4 begins by providing an example in which the Existence proof is satisfied. This
chapter proves that the design of the system architecture drives the design of the network
protocols and vice-versa. This chapter also explores the Significance proof and the insights that
can be gleaned from the results. In this chapter, an argument will be made for a re-evaluation of
the product development process for those satellite communication systems demonstrating strong
coupling between the system and network architectures.
Chapter 5 concludes the thesis with remarks on the newfound motivation to re-evaluate the
current product development process, a commentary on common assumptions found in research
literature, and a brief discussion on the potential ramifications to other systems of interest.
1.5. Impact of Thesis
First, this thesis will provide an overview of the underlying first-order interactions between the
system and network architectures and their importance to the overall design of distributed
satellite communication systems. Chapters 2 and 3 examine many of the important aspects
driving the design of these systems.
Second, this thesis identifies invalid assumptions commonly made by researchers who study
distributed satellite communication systems.
Third, this thesis initiates an exploration of the important couplings impacting the design
process and the design decisions on both sides of the system/network interface. For example, it is
extremely important for a systems designer in charge of picking design parameter x to
understand how that decision modifies or limits the choices of the other parameters. Perhaps it
will be necessary to talk to the network engineer in charge of choosing design parameter z to
mitigate the impact his or her decision has on parameter x. The investor paying for functional
requirement y, the performance of which is determined by design parameter x and z, will want to
know what these interactions mean to the bottom line.
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Finally, the results of this thesis may also extend to the design of terrestrial, sensor web, and
ad hoc networks since the problem and design processes parallel each other. While this thesis is
not specifically focused on these types of systems, this author recognizes the similarities and
suggests researchers in these areas conduct their own research to determine whether they would
benefit from studies similar to this thesis.
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Chapter 2
OBSERVATIONS
2.1. Introduction
This chapter expands upon the observations made in Chapter 1. Some issues were observed in
the distributed satellite communication literature involving the assumed interaction between the
system and network architectures in DSC systems. A common theme on the system literature
side was an assumption of decoupling between user data transfers in the satellite network; an
assumption that was noted to be flawed in Section 1.3.1. Furthermore, very little accounting of
the network was considered, even in papers examining the relationship between system cost and
performance metrics that could be considered quality of service oriented. In the network
literature, it was common to see very little accounting of the system architecture, other than to
assume that it had already been designed. A few papers on the network side seemed to make the
realization that the design of the network architecture could potentially drive the system
architecture in terms of topology, but stopped short of identifying any underlying design issues.
Chapter 2 questions these fundamental assumptions and identifies the potential underlying
design issues driving the assumptions commonly found in the literature. The chapter starts by
motivating why it is important to ensure that the architectural design of these systems is done
correctly. Then, a lexical analysis is performed on a subset of the available literature to confirm
that there are deficiencies in the research; the analysis determines whether or not the literature
considers the DSC systems as an integrated whole - as it should be - or as apparently decoupled
components - as the observations made in Chapter 1 seem to suggest. A model of the design
process is developed in Section 2.4, further confirming the observation that DSC systems are
designed and evaluated as decoupled components, and enabling scrutiny of the potential impact
this assumption may have. These observations culminate in Section 2.5 in the development of a
hypothesis that the design of the system architecture and that of the network architectures are
coupled, in spite of the direction the research literature seems to be taking. Finally, a
methodology is proposed in Section 2.6 for proving or refuting the hypothesis.
2.2. Motivation
Despite all of the benefits distributed satellite systems provide, quality of service has been a
long-running complaint. Quality of service measures the performance of the network in terms of
the link quality that is observed by the customer. High levels of quality of service performance
indicate that the network is doing its job: providing communications services to customers. As
such, it should be clear that quality of service is strongly related to the network architecture.
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A 2002 study funded by Globalstar LP compared telephone quality of service between the
Iridium and Globalstar satellite networks. Iridium is a LEO distributed satellite communication
system implemented in the late 1990s to provide global voice, data, fax, and paging services; the
Iridium architecture uses polar orbits and inter-satellite links to provide complete global
coverage. Globalstar is also a LEO distributed satellite communication system launched in the
late 1990s; however, the Globalstar architecture uses Walker orbits rather than polar and does
not utilize inter-satellite links. Globalstar provides telephony and data services to regions within
the ±700 latitude belt.
For voice calls in rural environments (United States), the Globalstar LP quality of service
study found that 84% of Globalstar calls were connected on the first attempt compared to 71% of
Iridium calls, and 37% of Globalstar calls were dropped at some point during the call compared
to 40.7% of Iridium's. In urban environments, dropped call rates nearly doubled for both
services, at 64.5% for Globalstar and 70.4% for Iridium, although first attempt connection rate
(83% and 74%, respectively) did not differ greatly [Fros02]. These numbers are likely due to the
improved diversity of Globalstar - on average three satellites in view at any time over the US -
over Iridium at single diversity. In the Globalstar network, an obstruction between a user and one
or even two satellites will not prevent a call from occurring or drop a connected call; however, in
urban environments, there are often many obstructions between the user and the satellite
network, leading to the increased rate of call blocking and call dropping probabilities observed
above. In rural environments, the average audio quality of Globalstar - on a scale from 1
unintelligible to 5 excellent - was 3.6 compared to 2.9 for Iridium; the average audio quality (3.2
and 2.5) did not differ greatly when calls were placed in urban areas [Fros02]. A possible
explanation of these results is that Globalstar incorporates a variable rate vocoder which operates
at an average rate of around 2.4 kbps, but can adapt to the network environment to provide a
peak rate of 9.6 kbps; Iridium's vocoder is fixed rate. Enabling variable rate vocoding can
significantly improve voice legibility.
If the cellular industry is any guide, network quality of service has a huge impact on
customer retention. A 2003 CNN money article references statements made by the senior
director of wireless services for J.D. Power and Associates, Kirk Parsons. According to the
article, customers who implied they were switching carriers within the next year also reported
that on average 19% of calls suffered from static or other forms of interference, while customers
who indicated they were staying with the same provider claimed only 5% of calls were
problematic. The overall average rate of static and interference problems, however, was 9%,
hinting that higher than average rates of static and interference are a major factor in loss of
customers [Vald03]. This trend just goes to show that the user is happy when the network is
transparent.
It is interesting to note that the subjective audio quality metric for the satellite systems is
similar to the measurement for the cellular systems. The 2002 study noted that Iridium calls
suffered from noticeable signal degradation and time lag; entire words were being dropped from
conversations and voices were slurred (the so-called "Iridium drawl"). Globalstar calls, on the
other hand, sometimes exhibited an echo effect; phone users had to endure listening to
themselves as they spoke. Considering that the study's audio quality scale indexed cell phone
voice quality as 4.5, the grossly inferior scores achieved by both satellite phone networks make it
unsurprising that satellite telephony has had extremely limited market penetration.
If there is one insight to be gleaned from these examples, it is this: if the network architecture
fails to perform adequately then the system fails, regardless of how well the rest of the system is
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designed. If the customer does not receive the quality of service expected - generally, this means
a quality of service on par with other available services - then the network architecture has failed
to perform its function. For this reason, it should be clear that in a distributed satellite
communication system, the communications network architecture is a highly critical piece of the
infrastructure.
2.3. Lexical Analysis
The literature review in Section 1.3 brings up important deficiencies in previous work on
distributed satellite communication systems. Primarily, these deficiencies involve not accounting
for the relationships between the overall system architecture and the network subsystem
architecture. A good body of work has been done on both architectural components; however,
very little has been done in the way of considering them as a truly integrated system. To
demonstrate this phenomenon, this section details a lexical analysis study on twenty-four
randomly selected distributed satellite communication conference papers.
The papers were sorted into two categories: satellite systems engineering or satellite network
engineering. Only papers published in the five years previous to this study were considered. For
a list of papers used in the study, please refer to Appendix A.
Lexical analysis is the study of words used in a piece of writing [Poli98]. For the purposes of
this analysis, the frequency of pre-determined words (keywords) was analyzed. A set of
keywords characterizing the systems engineering side were chosen as well as a set of keywords
specifying the network engineering side. For a list of the keywords used, please refer to
Appendix B. If a keyword (or any substantial variation thereof) appeared in a given paper, a '1'
was notated; otherwise, a '0' was notated. Once this was done for all of the papers, the
frequencies were tabulated according to the following definitions:
Definition 6: System Keyword Ratio (SKR)
The number of systems keywords counted in a given paper divided by the total
number of keywords counted in that paper.
Definition 7: System Paper Ratio (SPR)
The number of Systems papers counted containing a given keyword divided by the
total number of papers counted containing that keyword.
First, the System Keyword Ratio was calculated for each paper. A histogram of these ratios is
shown in Figure 5. Each SKR value was traced back to the corresponding paper; it turns out that
any paper with an SKR substantially greater than 0.5 correlated with a systems paper; any paper
with an SKR significantly less than 0.5 referenced back to a network paper.
The distribution is clearly bi-modal. Thus, there does not seem to be any crossover in
keyword distribution among the type of paper.
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Number of Papers versus % of Systems Keywords
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Figure 5: Histogram of the System Keyword Ratios for all Considered Papers
Each System Keyword Ratio (SKR) value was traced back to the corresponding paper; it turns out that any
paper with an SKR substantially greater than 0.5 correlated with a systems paper; any paper with an SKR
significantly less than 0.5 referenced back to a network paper. The distribution is clearly bi-modal. Thus,
there does not seem to be any crossover in keyword distribution among the type of paper.
The second major analysis involves the System Paper Ratio. A histogram of these ratios is shown
in Figure 6. Unlike with the SKR histogram, a noticeable area of crossover occurs between 25%
and 75% SPR. Keywords that appear in this crossover area are:
Systems keywords:
e Architectures (54% SPR)
" Customers (50% SPR)
" Demand (33% SPR)
" Coverage (31% SPR)
" Performance (29% SPR)
Networking keywords
" Frequency reuse (50% SPR)
" Data rate (44% SPR)
" Bandwidth (35% SPR)
* Scalability (25% SPR)
The crossover terms are vague, general, and fail to convey any specific meaning.
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Figure 6: Histogram of the System Paper Ratios for all Considered Papers
Unlike with the SKR histogram, a noticeable area of crossover occurs between 25% and 75% System Paper
Ratio (SPR). The crossover terms turn out to be vague, general, and fail to convey any specific meaning.
The lexical analysis supports the notion that there are significant deficiencies in the industry
literature on these systems. This thesis will demonstrate that the two architectural components
are indeed interrelated. The fact that there seems to be no substantial overlap in the literature is
significant; a considerable chunk of the research underpinning the distributed satellite
communication industry may contain a severe flaw.
2.4. Design Process Model
The potential importance of this apparent disconnect on the design process model is best
summarized with the following quote from the International Council on Systems Engineering
(INCOSE) Handbook [INCO98]:
"The need for a well-integrated approach to system design and development can
be better appreciated when it is realized that approximately eighty to ninety
percent of the development cost of a large system is predetermined by the time
only five to ten percent of the development effort has been completed."
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The "development effort" mentioned above is best characterized by the product development
process:
Definition 8: Product Development
"The process of transforming customer needs into an economically viable product
that satisfies those needs [JoglO1]."
Figure 7 depicts a product development process model for use in distributed satellite
communication systems developed in conjunction with several experts in the field. The process
model is sequential in nature, reflecting the assumptions inherent in the literature; the
constellation system topology is chosen and then the network protocols are created to make the
most of the available resources. However, there are some indications that this design process is
incomplete. For example, the footprint and link margin and power requirement inputs into the
systems engineering process are potentially trades in the network design process. The system
topology specified by the system engineering process is a major input into the network
engineering process. And, as is clear in the literature, the system topology and the routing
protocols are intimately connected since the traffic estimates and the topology drive the
protocols. In looking at this process model it becomes clear that this design process model
involves coupled tasks, even if this coupling is not incorporated into the process itself.
Definition 9: Coupled Tasks
Tasks that "depend on each other for input information" [JoglO1].
Concurrent Engineering is a general product development process that accounts for coupled
tasks. Concurrent Engineering has two major applications: it can reduce the development time of
a project without special consideration of the performance or quality of the product, or it can
increase the quality and performance of the product for a given development time. There are
risks associated with Concurrent Engineering; introducing coupling in the design process can
result in increased communication between subsystems or an excessive number of iterations in
designs between coupled subsystems. Both of these things can increase development lead time
and cost. A good product development process seeks to reduce lead time, development and
system cost, and improve product quality. Thus, there is an inherent trade-off between improving
the overall performance and quality of the product without allowing any task to impose an
unacceptable performance penalty on any other task [JoglO1].
Why should the distributed satellite communication industry consider concurrent
engineering? Papers and presentations lead one to believe that systems such as Iridium and
Globalstar were developed according to a process similar to the one shown in Figure 7. An
enormous amount of attention was spent on the overall system topology for these systems. For
example, Iridium aimed to provide complete global coverage, accomplished with inter-satellite
links and polar orbits [Irid98]. As the motivation Section 2.1 shows, the network side still
suffers. Teledesic seems to be a system that tried to drive the other direction. Teledesic started by
specifying network characteristics that would put it on par, if not better, than competing
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Figure 7: Example Design Process Model for DSC Systems
The process model is sequential in nature, reflecting the assumptions inherent in the literature; the
constellation system topology is chosen and then the network protocols are created to make the most of the
available resources. However, there are some indications that this design process is incomplete. For example,
the footprint and link margin and power requirement inputs into the systems engineering process are
potentially trades in the network design process. The system topology specified by the system engineering
process is a major input into the network engineering process. And, as is clear in the literature, the system
topology and the routing protocols are intimately connected since the traffic estimates and the topology drive
the protocols. In looking at this process model it becomes clear that this design process model involves
coupled tasks, even if this coupling is not incorporated into the process itself.
terrestrial systems. However, the original Teledesic design ended up with almost 900 satellites
[Stur96]! Eventually, Teledesic shrank to a mere twenty some satellites and then disappeared
altogether.
Given the history of satellites and of network engineering, it is unsurprising that a rift has
developed between the two main architectural components of DSC systems. Although
communication satellites have been around since the 1960s, network theory didn't emerge as a
serious field of study until sometime in the early 1980s with the advent of the internet. The Big
LEO systems like Iridium and Globalstar didn't surface until the mid-1990s, in the midst of the
dotcom boom.
It is also highly desirable to avoid coupling in the design process as much as possible.
Coupling introduces significant overhead to the cost of developing a system. Thus, it would have
been easy to assume that the network would not introduce substantial coupling to DSC systems
when previous non-distributed systems exhibited little to no coupling.
2.5. Hypothesis
Based on the observations discussed in section 1.2, the following hypothesis is made:
43
There exists a disconnection between the design of the system topology and
the design of the network protocols in distributed satellite communication
systems.
Prediction
The design of the network architecture strongly influences the design of the system topology - if
this were allowed - for at least a subset of the possible designs.
2.6. Methodology
2.6.1. Distributed Satellite Communication Design Theorem
The hypothesis is based on the assertion that a disconnection exists between the design of the
system topology and the design of the network protocols in distributed satellite communication
systems. In order for such a division to exist, there must be some intrinsic interrelationship
between the topology and the protocols. It should be apparent from the literature that the
topology drives the design of the protocols; otherwise, papers developing optimal routing
strategies would be considering more than one satellite constellation for their study. The fact that
this situation does not appear in the literature is the reason for this thesis; hence, the hypothesis
also suggests that the design of the protocols drives the design of the topology.
The Design Theorem uses this logic to translate the hypothesis into a form that can be
examined in a methodical, scientific fashion.
Theorem 1: Distributed Satellite Communication Design
The design of the system architecture drives the design of the network architecture, and the
design of the network architecture drives the design of the system architecture.
The following section outlines the proof of Theorem 1.
2.1.1. Proof of the Design Theorem
Proving and appreciating the implications of the Distributed Satellite Communication Design
Theorem is at the heart of this thesis. To this end, the proof is broken up into two steps. The first
step establishes the existence of the theorem (in other words, the design of the system and
network architectures are shown to be coupled) while the second step evaluates whether or not
the coupling ever becomes important to the end performance of the system.
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2.1.1.1. Proof of Existence
One can prove an existence theorem using a constructive proof. In a constructive proof, the
existence of an object with a given set of properties - usually mathematical in nature - is
demonstrated by providing a method for creating said object [Cons05].
Since this Design theorem is applied rather than mathematical in nature, it is sufficient to
generate - via a simulation model - a single example for which the assertion made in Theorem 1
is true. Chapter 3 enumerates the simulation model used for the proof and Chapter 4 provides the
example required to prove existence.
2.1.1.2. Proof of Significance
Once existence is satisfied, the importance of the claim must be established. Just because
coupling exists does not automatically mean that altering the design process of the network
architecture will noticeably affect the design of the system architecture or the performance of the
overall system. In this sense, the Significance proof only seeks to prove if the coupling is strong,
weak, or depends on the design path.
If the coupling is strong, then allowing the design of the network architecture to push back on
the system architecture will strongly influence the predicted performance of the entire satellite
system. In this case, a product development process based on a sequential model - the topology
is chosen and then the network protocols are created - is not sufficient to guarantee anything
approaching an optimal design. A process model incorporating feedback will be more likely to
find a design with a good trade-off between system and network requirements and performance.
If the coupling is weak, however, then allowing feedback from the network architecture will
only weakly influence the predicted performance of the overall satellite system (if there is any
influence at all). Thus, a process model incorporating feedback will not produce a better design
than a sequential-based process.
A third possibility is that the strength of coupling depends on the design path taken. For
example, strong coupling may only be apparent in systems with inter-satellite links, and not in
systems using bent-pipe architectures, or in systems with the satellites in LEO versus GEO
orbits. In this case, some types of distributed satellite systems should be designed incorporating
feedback in the design process, and for others this will not be necessary.
The Significance proof ascertains the validity of the current communication satellite product
development process as well as the various assumptions seemingly inherent to the industry's
research literature. The Significance proof is constructed by exploring an extensive trade space
of possible designs and analyzing the trends. This type of proof is related to computer-assisted
proofs; most mathematicians consider these proofs to be valid. Chapter 3 (simulation model) and
Chapter 4 (proofs) go into more detail.
2.6. Conclusions
This chapter has outlined the argument for the Distributed Satellite Communication Design
Theorem. The fundamental assumptions found in the DSC literature have been questioned and
the potential underlying design issues driving these assumptions have been identified. The
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importance of ensuring that the architectural design of these systems is done correctly is
motivated. A lexical analysis performed on a subset of the available literature has confirmed that
there are deficiencies in the research; the analysis has further determined that the literature
apparently considers the DSC systems as decoupled components, rather than as an integrated
whole. A model of the design process further confirms the observation that DSC systems are
designed and evaluated as decoupled components. A hypothesis has been made that the design of
the system architecture drives the design of the network architecture and vice versa, contrary to
the assumptions inherent in the research literature and the apparent design process.
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Chapter 3
SIMULATION MODELS
3.1. Introduction
This thesis uses two simulation models to prove the Distributed Satellite Communication Design
Theorem developed in Chapter 2: a basic model sufficient to prove existence and an advanced
model designed to show significance. The basic model provides the core of the advanced one.
The Existence proof model and the corresponding performance metrics are discussed in
Section 3.2. Section 3.3 provides the derivations supporting the advanced model. The metrics
that will be used to show the significance of Theorem 1 are quite involved and thus are
developed separately in Section 3.4.
3.2. Basic Model: Existence Proof
The Existence proof merely needs to show a single example for which the claim laid out in
Chapter 2 is true. Thus, a zeroth-order model linking the satellite system constellation and the
network protocols is constructed. A protocol fundamentally influenced by the system
constellation (or topology) is the routing protocol: a methodology which discovers paths through
the network enabling the transfer of data from a source to a destination.
Since this simulation model will also be used for the more intricate Significance proof, most
of the fundamental model components will be of the appropriate complexity.
In this zeroth-order model, it is sufficient to model the satellite system constellation as a
network topology, specifying the connections - communication links - between users at specific
locations. The topology consists of communication nodes - satellites in orbit and users on the
ground - and the communication links between these nodes. Section 3.2.1 details the
constellation topologies considered for the existence proof.
Next, it is necessary to model the usage of the satellite constellation network by the
customers. Section 3.2.2 develops the traffic model used in both the basic and advanced
simulation models. The traffic model provides the link between the satellite system constellation
and the network protocols; the routing protocols direct the transmission of user data through the
topology on the basis of the traffic flow.
The routing protocols are discussed in Section 3.2.3, including the concepts of the adjacency
matrix - indicating the logical structure of the network topology, and reachability - how the
network determines whether any two nodes are connected, enabling the routing of data between
this particular set of nodes.
Finally, Section 3.2.4 describes the performance metrics used to enable demonstration of the
existence of the Distributed Satellite Communication Design Theorem.
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3.2.1. Topologies
Topologies provide an understanding of the physical structure of the network that the traffic load
will be transmitted through. The topology of the network specifies the connections -
communication links - between users at specific locations. The topology consists of
communication nodes and communication links between nodes. For the purposes of this model,
only subnets - collections of users in a geographical area - rather than individual users are
considered. At the most basic level, the topology guides the protocol to figure out how data
packets can get from the source to the destination; one can think of the topology as a roadmap
showing available routes between the city a given car is in now and the city the car desires to be
in at some point in the near future.
Since the goal of the Existence proof is to prove the existence of Theorem 1, it is necessary
to have a sufficiently rich network to demonstrate sensitivity to the interactions between the
choice of routing protocol and the choice of constellation topology.
In order to keep the system and calculations as simple as possible, only GEO satellites are
considered; thus, a first-order terrestrial network model is used to provide network richness. This
terrestrial model is overlaid onto the grid of thirty latitude-longitude rectangles discussed in the
Traffic Model section and is shown in Figure 8.
Figure 8: First-Order Terrestrial Model
In order to keep the system and calculations as simple as possible only GEO satellites are considered; thus a
first-order terrestrial network model is used to provide network richness. This terrestrial model is overlaid
onto the grid of thirty latitude-longitude rectangles discussed in the Traffic Model section.
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Figure 9: Model of Terrestrial Subnet
Each rectangle in the grid is assigned a terrestrial subnet, which captures all of the traffic flow occurring
within that geographical area in the subnet cloud. Assuming there are M users, where M is arbitrarily large,
each user will contribute some arrival rate of data to the subnet cloud. This contribution is portrayed as a
multiplexing (MUX) operation. The multiplexing of arrival rates from all of the users in the subnet cloud
results in the total arrival rate of packets to the subnet interconnect switch. The switch is assumed to be an
output-buffered interconnect switch, which handles the routing to and from the other nodes in the network.
Each subnet can process bi-directional data traffic along N independent links connected to the rest of the
network. For the purposes of the Existence proof, the arrival rate kid to each subnet from the subnet cloud is
assumed to be 1. The Significance proof utilizes a model of the market demand to scale the arrival rates to
each of the terrestrial subnets.
Each rectangle in the grid shown in Figure 8 is assigned to a terrestrial subnet (see Figure 9),
which captures all of the traffic flow occurring within that geographical area in the subnet cloud.
Assuming there are M users, where M is arbitrarily large, each user will contribute some arrival
rate of data to the subnet cloud. This contribution is portrayed as a multiplexing (MUX)
operation. The multiplexing of arrival rates from all of the users in the subnet cloud results in the
total arrival rate of packets to the subnet interconnect switch. The switch is assumed to be an
output-buffered interconnect switch, which handles the routing to and from the other nodes in the
network. Each subnet can process bi-directional data traffic along N independent links connected
to the rest of the network.
For the satellite-to-ground links, the simulation assumes that each such connecting link acts
like a spot beam over the given geographical area and successfully multiplexes all of the traffic
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between the given subnet and the visible satellite in a statistical fashion. It is assumed no packets
are dropped due to congestion on the link nor are they lost due to packet errors. These
assumptions will be relaxed in the advanced model covering the Significance proof.
The set of topologies used in the Existence proof includes all combinations consisting of the
terrestrial network and up to 3 GEO satellites in the following orbital slots: 1200 W. Longitude,
00 Longitude, and 120* E. Longitude. These topologies are shown in Figure 10 thru Figure 17
with their respective topology designations that will be referenced throughout the rest of this
thesis.
Figure 10 illustrates the terrestrial topology, as abstracted to nodes and links alone. The
topology is mapped according to the latitude and longitude coordinates of each subnet on the
Earth; these coordinates are given in degrees. The Earth is assumed to be perfectly spherical;
thus, the altitude of the terrestrial topology is zero kilometers.
The topology created by the addition of a single GEO satellite at 120 W. Longitude is shown
in Figure 11. The coordinates of the satellite describe the sub-satellite location of the satellite
over the Earth in degrees. The altitude is scaled such that the z-axis of the figure is 0.009 times
the altitude at GEO in km.
Figure 12 through Figure 17 give the remaining topologies as the other satellites are added
individually and in combination.
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Figure 10: Topologv 1: Terrestrial Topology
The terrestrial topology is shown above. The topology is mapped according to the latitude and longitude
coordinates of each subnet on the Earth; these coordinates are given in degrees. The Earth is assumed to be
perfectly spherical; thus, the altitude of the terrestrial topology is zero kilometers.The first-order terrestrial
network model is used to provide network richness. Each terrestrial subnet (specified by a circle) captures all
of the traffic flow occurring within that geographical area.
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Figure 11: Topologv 2: Terrestrial + 1 GEO (120* W. Long.)
In order to keep the system and calculations as simple as possible only GEO satellites are considered. For the
satellite-to-ground links, the simulation assumes that each such link is like a spot beam over the given
geographical area and successfully multiplexes all of the traffic between the given subnet and satellite. It is
assumed no packets are dropped due to congestion on the link or lost due to packet errors.
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Figure 12: Topologv 3: Terrestrial + 1 GEO (00 Long.)
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Figure 13: Topoloav 4: Terrestrial + 1 GEO (120* E. Long.)
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Figure 14: Topologv 5: Terrestrial + 2 GEO (1200 W. Long. and 00 Long.)
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Figure 15: Topologv 6: Terrestrial + 2 GEO (120* W. Long. and 120* E. Long.)
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Figure 16: Topology 7: Terrestrial + 2 GEO (0 * Long. and 1200 E. Long.)
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Figure 17: Topology 8: Terrestrial + 3 GEO (1200 W. Long., 00 Long., and 1200 E. Long.)
3.2.2. Traffic Model
To build a simulation model of this type, it is necessary to have some idea of the expected
communications load in the system. This is done by building a traffic model - an estimated
distribution of information transfer (such as packet data or voice circuits) in the network - the
easiest of which is to assume a uniform traffic distribution; a zeroth-order model might assume a
uniformly distributed global demand. As this traffic model will also be used in the Significance
proof, a first-order model is required. Given that the distribution of demand across the globe -
and even across a given region - is decidedly non-uniform, a reasonable first-order model would
make an attempt at capturing relative concentrations and directivity of traffic. Nearly any traffic
model can be justified as representing traffic allocated to a distributed satellite communication
system; since traffic models are arguably arbitrary to proofs, any non-uniform market
distribution should be sufficient
Fortunately, previous work has been done in the area of traffic flow dynamics. [MohoOO]
models the total traffic flow between source and destination regions using estimates of the
53
150
100
50
-50
-100
-150
-60
distribution of web servers (hot spot traffic) as well as estimations reflecting conditions of the
telephone industry (regional traffic). Since this thesis is more interested in traffic flows on a
regional basis, hot spot traffic will be ignored from now on. Table 3-1 provides the data on the
percentage of total traffic flow between source and destination regions as given in this reference.
The data deals in percentages, allowing the information to be used in probability form. Thus, this
data provides the probability that a given data packet will travel to a given destination region
from a given source region (assuming packets are generated independently).
The main issue with the data as is concerns the fact that most of the actual demand in these
regions occurs on land rather than in the ocean. Figure 18 graphically depicts the regions as
defined in the paper by [MohoOO]; since the paper assumes the traffic to be uniform within each
region, it is clear that a better construction of the regions is desired. Furthermore, this simulation
model requires more geographical fine detail as the topology section demonstrates.
Fortunately, the data collected in [MohoO0] can still be put to good use. Figure 19 shows the
modified regional definitions, which contour themselves to follow the landmasses where the
majority of the traffic is actually originating.
Table 3-1: Total Traffic Flow between Source and Destination Regions
Table given in percentages, or conditional probabilities (the probability that a given data packet will travel to
a given destination region from a given source region). This traffic model attempts to capture relative
concentrations and directivity of global traffic, based on the estimate reflecting conditions of the telephone
industry. Table generated after [Moho00].
Destination Re, ion
Source Region N. America S. America Europe Africa Asia Oceania
N. America 85 3 4 2 4 2
S. America 7 81 7 2 2 1
Europe 4 3 85 3 4 1
Africa 5 2 7 81 4 1
Asia 5 1 5 2 83 4
Oceania 5 1 2 1 7 84
Figure 18: Definition of Geographical Regions as Given in Table 3-1
Picture created after [MohoOO].
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Table 3-2: Modified Total Traffic Flow between Source and Destination Regions
Table given in percentages, or conditional probabilities (the probability that a given data packet will travel to
a given destination region from a given source region). To improve upon the model in Figure 18 and Table
3-1, estimates of the percentage of traffic flowing to and from the oceans are made and the remaining
numbers are renormalized accordingly. Traffic is assumed to be distributed uniformly within each of these
regions.
Destination Region
Source Region N. America S. America Euro e Asia Africa Oceania Ocean
N. America 83.3 2.9 3.9 3.9 2 2 2
S. America 6.8 79.4 6.8 2 2 1 2
Europe 3.9 2.9 82.5 3.9 2.9 1 2.9
Asia 4.9 1 4.9 81.3 2 3.9 2
Africa 4.9 2 6.9 4 80.2 1 1
Oceania 5 1 2 6.9 1 83.1 1
Ocean 35 5 25 30 2 2 1
Figure 19: Definition of Modified Geographical Regions as Given in Table 3-2
The main issue with the data given in Table 3-2 and Figure 18 is the fact that most of the actual demand in
these regions occurs on land rather than in the ocean. This modified traffic model differentiates the ocean
traffic from that occurring in other, more populated regions.
To use the data in [MohoO0], it is thus necessary to estimate the percentages of traffic flowing to
and from the oceans that are internally accounted for in Table 3-1 and to renormalize
accordingly. Some of the numbers for traffic flowing from the oceans appear to be quite high; it
is assumed that regions supporting significant amounts of ocean and air traffic - North America,
Europe, and Asia - will receive the majority of the calls from the ocean. The results of this
process are documented in Table 3-2. Within each region, it is assumed that the traffic is
uniformly distributed.
To reduce the computational expense of this simulation model, a grid of thirty 280 by 60*
latitude-longitude rectangles were specified between ±700 latitude (the zone in which most of the
world's population resides). Within each rectangle, the percentage of each geographical
landmass (given as regions in Table 3-land Table 3-2) was estimated to the nearest 1/16 of a
latitude-longitude rectangle. This information was used to scale the percentages in Table 3-2 so
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that the probability of destination given source in each source rectangle was properly normalized
to account for the geographically-weighted probabilities.
To simply routing calculations, it was assumed the traffic could be specified as independent
Poisson processes. Furthermore, the source arrival rates (kjd) to each subnet in Figure 8 were
assumed to be equal to 1.
It is important to note that while traffic is time-varying, it was considered beyond the scope
of this thesis to account for the impact of time of day (and thus time zones) or to be more precise
in specifying usage patterns. While these do have an influence on the performance of routing
protocols, they are not critical to proving the existence of Theorem 1.
3.2.3. Routing
In order to model routing successfully, it was necessary to create an adjacency matrix specifying
the connectivity in the network and to employ rules for reachability - how to determine paths
existing between the source and destination nodes in the network.
3.2.3.1. Adjacency Matrix
The adjacency matrix [Weis05] is a straightforward way to specify connectivity between nodes
in a network. For example, in Figure 8, subnet 1 can see subnet 8, so a 1 is placed in the
corresponding cell of the adjacency matrix in Figure 20; this means a link exists between subnet
1 and subnet 8. To enable directivity, the matrix is symmetric about the diagonal. This way
traffic can flow from 1 to 8 and from 8 to 1.
Otherwise, a 0 is placed in the appropriate cell to notate that no link exists.
Destination Subnet
Source
Subnet 1 2 3 4 5 6 7 8 9
1 0 1 0 0 0 1 0 1 0
2 1 0 1 0 0 0 0 1 0
3 0 1 0 1 0 0 0 1 0
4 0 0 1 0 1 0 0 0 0
5 0 0 0 1 0 1 0 0 0
6 1 0 0 0 1 0 0 0 0
7 0 0 0 0 0 0 0 0 0
8 1 1 1 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0
Figure 20: Adjacency Matrix for the First 9 Subnets in the Terrestrial Model
The adjacency matrix is a straightforward way to specify connectivity between nodes in a network. For
example, if subnet 1 can see subnet 8, then a 1 is placed in the corresponding cell of the adjacency matrix; this
means a link exists between subnet 1 and subnet 8; otherwise, a 0 is placed in the appropriate cell to notate
that no link exists.
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3.2.3.2. Reachability
In order to generate a routing protocol, it is necessary to define reachability. The destination
must be reachable by the source for data to travel from a source node to a destination node - a
path must exist between the two nodes.
Rules:
1. If the source node and the destination node are the same, the packet stays within the
subnet.
2. No node in the path may appear more than once. Otherwise, this may prevent the solution
from terminating.
3. If, in a given number of hops, the source node cannot see the destination node, it is
considered unreachable.
3.2.3.3. Routing Protocols
For this simulation model, the routing classification scheme used is fairly common. The routing
protocols are differentiated by how the protocol defines the cost of traversing a link. The
decision of which route to select is determined by which of the available paths through the
network costs the least.
For simplicity, the algorithm chosen is the Floyd-Warshall [Bert92] algorithm. Floyd-
Warshall is used to solve the all-pairs least-cost path routing problem. The algorithm assumes the
topology is specified using a weighted, directed graph; negative weights are allowed, but not
negative weight cycles (otherwise, the algorithm may not terminate). At a simplistic level, the
algorithm operates by multiplying the adjacency matrix multiple times (in practice, however, this
can easily violate the Reachability rules as a node in the path will appear more than once).
Floyd-Warshall acts as though the network uses perfect-knowledge distributed routing since
each node, were it using this algorithm to compute its routing table, is aware of the state of every
node and link in the network when it finds the least-cost path (in reality, this is a lot like
centralized routing in terms of state knowledge except that in centralized routing, the routed path
must find its way to the central hub - or network routing station - before it is routed out to its
destination). Distributed routing algorithms usually have very limited information with which to
route - as in, it knows its neighbors but not much else - but the node can send the traffic out
without needing to go through a centralized hub. To first order, it is safe to assume a perfect-
knowledge distributed routing scheme. More detailed studies should consider improving the
fidelity of this assumption.
This simulation model examines two different routing protocols. The first (P1) uses
normalized distance over a link as the link cost, while the second (P2) uses the number of hops
as the link cost. The latter is known as the Routing Internet Protocol (RIP), a protocol introduced
way back in networking infancy [InTH05].
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Normalized Distance (PI
Equation 1 gives the link cost metric for routing protocol 1. Dividing by the maximum value of
the link distance normalizes the link cost. Normalization ensures that each link has a cost on the
same order of magnitude, thus guaranteeing fairness in the routing protocol decision.
LinkCos Dis tan ce(i, j)
max(Dis tan ce(i, j))
Equation 1
The distances are considered for each valid link (ij), where i represents the source node and j the
destination node.
Number of Hops (P2)
Equation 2 sets the link cost to I for all valid links (ij), where i represents the source node and j
the destination node. Using the adjacency matrix as the link cost guarantees that all of the links
are valid.
LinkCost = Adjacency(i, j)
Equation 2
The routing cost is incremented by I for each link user data is transmitted over. A minimum cost
path is thus one in which the number of links traversed - hops - is minimized.
3.2.4. Performance Metrics
The Existence proof considers three metrics which characterize the performance of the network:
e Minimizing the maximum number of hops
* Minimizing the congestion
" Maximizing the load balancing performance
This section discusses the reasons for, and derivations of, these performance metrics.
3.2.4.1. Maximum Number of Hops
A good simple performance metric is the maximum number of hops required to guarantee a path
from any source to any destination, assuming such a path exists. An example of a path that does
not exist would be a connection between subnet I and subnet 9 in Figure 8 if there is not a
satellite overhead - as would be the case for Topology I and Topology 4. To zeroth-order,
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minimizing the number of hops traversed by user data between a source and a destination will
minimize the round-trip delay experienced by that data.
3.2.4.2. Congestion
One basic measure of congestion is to find the maximum offered load (A.) on any link in the
network. To understand the meaning of offered load, consider the Poisson merging property
illustrated in Figure 21(a). Suppose two communication links (I and 2) feed into a subnet with
one outgoing link. The arrival rates on links I and 2 (A, and A2, respectively) merge together to
form the offered load on the outgoing link (this load is a worst-case approximation since
buffering occurs in the subnet, congestion leads to dropped packets, etc). The Poisson merging
property tells us that this offered load is the sum of the arrival rates coming into it.
Likewise, since in any traffic stream user data is heading to outgoing link 1 with some
probability P and to outgoing link 2 with some probability 1-P, according to the routing table and
Table 3-2, we can calculate the "strength" of the arrival rate on each outgoing link by applying
the Poisson splitting property (see Figure 21(b)).
Subnet
(a)
o 
P 
P
I - P
Subnet < 2i= k(1 -P)
(b)
Figure 21: Example of (a) Poisson Merging and (b) Poisson Splitting Properties
(a) Poisson Merging Property: suppose two communication links (1 and 2) feed into a subnet with one
outgoing link. The arrival rates on links 1 and 2 (A and A2 , respectively) merge together to form the offered
load on the outgoing link. The Poisson merging property tells us that this offered load is the sum of the
arrival rates coming into it. (b) Poisson Splitting Property: some percentage of the total traffic in a traffic
stream into the subnet is going to outgoing link 1 and some is going on outgoing link 2, and so on, according
to the routing table and Table 3-2, we can calculate the "strength" of the arrival rate on each outgoing link
according to the Poisson splitting property.
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These observations tell us that our congestion calculations on all links with arrival rates A 7 from
source-destination pair (s,d) on link (ij) are subject to some constraints that enable their
straightforward calculation. The total arrival rate of packets on link (ij) is constrained by
Equation 3:
Aj= Ad , for all i,j
s,d
Equation 3
However, we also have to consider flow conservation at a subnet. The traffic that comes into a
subnet must either go out on an outgoing link or be at its final destination within the subnet cloud
(see Figure 9). Flow conservation at a subnet is defined in Equation 4:
Asd if s = i
if d = i , for all s, d, and i,
0, otherwise
Equation 4
where 2 Sd is the arrival rate of packets at source s that are destined for destination d.
Equation 3 and Equation 4 [Rama96] can be used to calculate the offered load on every link
in the network. In this case, congestion is defined as the maximum offered load on any link, such
that Equation 5 can be expressed as:
, for all i,j
Equation 5
3.2.4.3. Load Balance
A network is load balanced if the traffic load is evenly distributed among all of the nodes in the
network. In the real world, this is nearly impossible to accomplish, so it becomes necessary to
specify a desired threshold value of congestion: simplistically, the greater the percentage of links
(LL%) falling below the threshold, the better the load balancing.
A typical histogram of congestion from this simulation model is shown in Figure 22. The
threshold value was arbitrarily chosen to be 0.5.
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Figure 22: Typical Histogram of Congestion
A network is load balanced if the traffic load is evenly distributed among all of the nodes in the network.
In the real world, this is nearly impossible to accomplish, so it becomes necessary to specify a desired
threshold value of congestion: simplistically, the greater the percentage of links (LL%) falling below the
threshold, the better the load balancing. The threshold value was chosen to be 0.5.
3.3. Advanced Model: Significance Proof
The Significance proof is necessary to understand the importance of the interactions captured in
the Distributed Satellite Communication System Theorem. The Existence proof shows the truth
of the fundamental claim in the Theorem, but gives no hint of whether allowing the design of the
network protocols to influence the design of the system architecture is meaningful. The protocols
may drive the design of the system architecture, but the degree to which it does this may be
inconsequential, or an allowance in the design process for any significant feedback may incur
more penalties than benefits. Therefore, the Significance proof exists to determine whether the
coupling illustrated in the existence proof is weak, strong, or depends on the design path.
This section covers the design of the simulation model used for the Significance proof. Since
this stage of the overall proof of the Theorem is to first-order approximation, the models
described here are in general more complex and involved than those covered in Section 3.2.
This section begins with an overview of the performance metrics used in the Significance
proof; the metrics described in Section 3.3.1 attempt to capture the valuation of system responses
used by the system and network designers in the course of the design process. The design vector
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discussion in Section 3.3.2 introduces some parts of the system that can be controlled by the
designers; the values used in the design space analysis are provided. The system requirements in
Section 3.3.3 describes overall simulation assumptions while the policy requirements in Section
3.3.4 captures aspects of the system that are decided by public policy.
Model development of the systems architecture begins in Section 3.3.5 with the combined
Market-Traffic Model, which uses the estimated market data to scale the arrival rates of user data
originating in the terrestrial subnets. A brief discussion of the cost modeling used in the
simulation model is provided in Section 3.3.6; likewise, information on the spacecraft model, the
launch model and the operations model can be found in Sections 3.3.7, 3.3.8, and 3.3.9,
respectively.
Section 3.3.10 provides a description of the development of the constellation topology,
including the overall constellation design as well as the topology and connectivity generation.
Model development of the network architecture starts with the development of the
modulation scheme model in Section 3.3.11. Analytical models of the multiple access protocols
are derived from [ChaD03] and [Modi04] in Section 3.3.12. Section 3.3.13 details the design of
the link budget, while Sections 3.3.14 and 3.3.15 develop the routing protocol metrics and the
accounting for the network overhead, respectively.
3.3.1. Simulation Objectives
Objectives are desired system responses. The following discussion outlines the reasons for
choosing the objectives shown in Table 3-3 and provides general definitions for each objective as
a performance metric; the actual derivations of the performance metrics will be discussed in
Section 3.4.
The systems objectives include measures of performance that are important to systems
designers: the monthly subscriber cost that a user can expect to pay (Cost/User/Month); the
potential of the system to attract customers (Market Potential); the total cost of the system over
its lifetime (Life Cycle Cost); the amount of capacity not being used by paying customers
(Unused Capacity); and the number of users that the system can support simultaneously
(Simultaneous Users).
Similarly, the network objectives summarize many of the performance issues that are
important to network designers: the amount of billable services per unit of available spectrum
(Spectral Efficiency); the amount of data lost in transit between the source and the destination
nodes (Data Loss); the traffic load experienced by the network (Congestion); the ability of the
network to distribute the traffic load as evenly as possible across all the nodes and links in the
network (Load Balance); and the total time between when a given packet of data is queued at the
source subnet and when it is received successfully at the destination subnet (Round-Trip Delay -
Latency).
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Table 3-3: Simulation Objectives
Objectives characterize the desired system responses. The table differentiates between the systems objectives
and the network objectives.
Optimization Systems Objective Optimization Network Objective
Function Function
Min Cost/User/Month Max Spectral Efficiency
Max Market Potential Max Load Balance
Min Life Cycle Cost Min Data Loss
Mn Unused Capacity Min Congestion
Max Simultaneous Users Min Round-Trip Delay
3.3.1.1. Systems Objective Functions
Cost/User/Month
A large factor determining the success of a distributed satellite communication system is the cost
to the customer. If this subscription cost is not comparable to the cost of a competing system, a
given potential or current customer will likely choose the competitor. Thus, the systems designer
should aim to minimize the cost per user per month. Since the metric is based on the expected
total life cycle cost of the system, it represents the average cost per user per month (CUM) the
customers will see. Also, this information can be used to determine the point at which the system
will break even on the investment.
Market Potential
The market potential is the estimated global total subscriber base [Kash02]. This metric gives an
idea of the prospective market capture in terms of the number of customers. Clearly, it is in the
best interest of the company to design a system to maximize its market potential since a greater
market potential increases the economic viability of the company for a fixed system cost.
Life Cycle Cost
The life cycle cost includes both the upfront capital investment for the initial deployment of the
required permanent assets and the cost of maintaining the system on a day-to-day basis, which is
considered recurrent cost. Minimizing this cost will reduce the amount of time and the number of
customers required to break even on the investment. The life cycle cost for this thesis is
calculated in thousands of 2005 dollars ($2005K).
Unused Capacity
Although maximizing the unused capacity of the system enables future expansion of the system
- the ability of the system to absorb a new user increases with increased unused capacity as well
as the ability to incorporate new services - the unused capacity represents the amount of system
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capacity not being used by paying customers. Thus, an argument can be made that the amount of
unused capacity should be minimized to improve system efficiency as well as to support the
minimization of the user subscription cost; attracting uses will be very difficult if the
subscription cost is prohibitively expensive.
There is a maximum arrival rate to a link that achieves link capacity (in other words, the link
is fully utilized without dropping packets due to congestion). According to queuing theory, the
system is stable for arrival rates less than the average service time.
The unused capacity of a link (Equation 6) is the difference between the number of packets
that the link can support at capacity and the number of packets actually traversing the link. This
definition includes the packets in queue at a node waiting to traverse the link.
UnusedCap Lifk = SimPkts caP - SimPkts
UueapikLink Link
Equation 6
The unused capacity of the system as a whole is simply the sum of the unused capacity over all
of the links and nodes in the network. This relationship is captured in Equation 7.
UnusedCap = X SimPkts,"" - SimPkts,
in Links
Equation 7
Simultaneous Users
The number of simultaneous users the system can support is an important metric for system
capacity in people terms. It is directly related to the total system capacity. There are two
important measures of the number of simultaneous users: the number of simultaneous users that
the system can support at capacity (the number of users fully utilizing all of the links in the
network without dropping packets due to congestion - the ideal case), and the number of
simultaneous users that are actually using the system at any given time (dependent on the
number of subscribers determined by the market model), again without consideration of the
packets dropped due to congestion.
For the purposes of this thesis, the number of simultaneous users will be measured at
capacity. This quantity indicates the ideal user capacity of the system, while other measurements
(congestion, load balance, etc) account for variations away from this ideal.
3.3.1.2. Network Objective Functions
Spectral Efficiency
Similar to the idea of cost/user/month, the spectral efficiency of the system is a measure of the
amount of billable services that a wireless communication system carries per unit of available
spectrum. The spectral efficiency is measured in terms of bits/second/Hertz/cell; design decisions
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such as the choice of multiple access protocols, modulation methods, channel organization,
resource reuse, and so forth, affect the spectral efficiency [InteO2].
Data Loss
Data Loss refers to the amount of data lost in transit between the source and the destination
nodes. Clearly, it is in the best interest of the network designer to minimize the data loss as it will
result in an increase in the congestion - data that is lost in the network must be retransmitted or
the message is not successfully transmitted. Another way to specify the data loss is to treat it in
terms of overhead efficiency, where the overhead measures the average amount of data - in
addition to the user data - that must be transmitted over the system in order to transmit a single
packet successfully. Thus, maximizing the overhead efficiency will minimize the data loss. It is
assumed that the overhead includes data lost due to bit errors as well as due to dropped packets
from congestion.
Congestion
Congestion provides a measure of the traffic load on a link, in the queue, or in the switch fabric
of a node. If the congestion increases beyond the capacity of the link or node, then data packets
are dropped - or lost - from the network. Hence, it is important to minimize the congestion in the
network as much as possible.
For the purposes of this thesis, congestion will be measured in terms of the number of
dropped packets. The more congestion a network experiences, the more packets are dropped to
keep the network stable.
Load Balance
Load balancing refers to the ability of the network to distribute the traffic load as evenly as
possible across all the nodes and links in the network. Thus, maximizing the load balancing of
the network translates to maximizing the number of links in the network whose traffic load is
below a certain threshold.
Links can be characterized as lightly loaded (less than or equal to 25% of capacity), medium
loaded, or congested (packets dropped due to congestion).
This simulation model defines load balance as the percentage of links that are either lightly
loaded or medium loaded in the network.
Round-Trip Delay (Latency)
The round-trip delay is the total time between when a given packet of data is queued at the
source subnet and when it is received successfully at the destination subnet. Decreasing the
average round-trip delay improves the quality of service seen by the customer, especially for
latency-sensitive applications.
This simulation model defines the average round-trip delay to include the average extra time
required for packet retransmission due to data loss.
65
Table 3-4: Significance Proof Simulation Design Vector
Design variables are aspects of the system that can be controlled by a designer. The table is broken down into
design variables controlled by systems designers and design variables controlled by network designers.
Notation Systems Design Variables Units Values
T Orbital Period [days] 1/9,1/5, 1
Tlife Spacecraft Lifetime [years] 5, 15
Emin Minimum Elevation Angle [deg] 15, 20
DR Receiver Diameter [im] 0.05, 0.5
PT Transmitter Power [kW] 4, 8
DT Transmitter Diameter [im] 1.5, 3
TC Terrestrial Capacity Real Option Flag [-] 0 (Don't Buy), 1 (Buy)
Notation Network Design Variables Units Values
ND Network Routing Decision [-] 0 (Centralized), 1 (Distributed)
RP Routing Protocol [-] 1 (RIP), 2 (IGRP)
MAP Multiple Access Protocol [-] 1 (MF-TDMA), 2 (MF-
CDMA)
ARQ ARQ Protocol [-] 2 (Go-Back-N), 3 (SRP)
MS Modulation Scheme [-] 1 (BPSK), 2 (QPSK)
PS Average Data Packet Size [Bytes] 10, 100, 1000
Ruser Average User Data Rate [kbps] 10, 100, 1000
3.3.2. Simulation Design Vector
Design variables are aspects of the system that can be controlled by a designer. A rich set of
design variables was selected for the significance proof; an effort was made to capture the most
important variables that the system and network engineers have control over. Table 3-4 specifies
the design vector used in the simulation model, including the values used in the trade space
evaluation.
The following discussion defines each of the design variables and outlines the reasons for
including each of them in the simulation design.
3.3.2.1. Systems Design Variables
Orbital Period
The orbital period is one way to specify the altitude of the satellite constellation. If the orbital
period is specified in terms of an integer number of revolutions per integer number of days, then
the satellite has a repeating ground track. One revolution per day corresponds to a GEO orbit.
For k revolutions:
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T =(1d sidereal day)(1440 m (k revolutions) [min]
day
Equation 8
Although a sidereal day corresponds to 1,436.068167 min, this simulation assumes a value of
1440 min is sufficient. A satellite with repeating ground tracks has a subsatellite point on the
Earth that repeatedly traces the same path [Wert99]. This attribute makes repeating ground tracks
attractive for systems attempting to ensure precise and repeatable coverage of high-demand
areas. For a simulation modeling the time-variance of a system, repeating ground tracks are
especially useful since the system only need be modeled over the course of one day. This
significantly reduces the computation required.
The altitude of the satellite constellation is perhaps the most significant design parameter
under the control of the system designer. The altitude directly impacts the number of satellites
required to meet coverage requirements specified by the desired market, as well as influencing
the size and mass of the satellites and the choice of launch vehicle required to place the satellites
in the specified orbit.
The choice of altitude also has a significant impact on the network performance of a system,
placing strict bounds on the average round-trip-delay experienced by a user. Furthermore, an
increase in the altitude reduces the number of satellites and hence the number of paths available
to route packets. A reduction in the number of paths through the system introduces decreased
reliability to the system as a failure in a single satellite transponder could potentially impact
every single user in the system in terms of quality of service.
This simulation model will consider the effects of three altitudes corresponding to 1, 5, and 9
revolutions per day (1, 1/5, and 1/9 period [days]).
Spacecraft Lifetime
The lifetime of the spacecraft is another important design variable. The longer a spacecraft is
designed to live, the longer it can support customers; this trend reduces the estimated cost per
user per month by spreading the cost of system out over time. Similarly, the longer a system is in
operation, the more customers it has an opportunity to attract.
On the other hand, a longer design life also has the effect of increasing the cost of the
satellite. The satellite will require additional propellant to keep it on-orbit. Also, the required
reliability and redundancy of the spacecraft increases since the probability of failure increases
over time due to normal wear and tear. Guaranteeing a given probability of failure increases
development and construction costs. Finally, longer design lives limit the adoption of new
technologies; satellites systems can launch replacement satellites incorporating improved
capabilities as the satellites expire.
This simulation model considers the effect of two lifetimes: 5 and 15 years.
Minimum Elevation
The elevation angle - or grazing angle as it is sometimes referred to - is important to the overall
system architecture because it specifies the area observable to the satellite as the satellite travels
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through its orbit. This means that the elevation angle has a large impact on the availability of the
system.
A high elevation angle increases the probability of continuous coverage by reducing the
impact of obstructions to the line-of-sight between the user and the satellite (trees and buildings,
for example). However, the greater the elevation angle, the smaller the satellite footprint,
increasing the number of satellites required to provide full global coverage, thereby increasing
the overall cost of the system. Assuming full global coverage at a fixed level of diversity - the
number of satellites required to be in view of a single point on the Earth at a given time - an
increase in the elevation angle increases the availability of the system for a given user.
Similarly, the lower the elevation angle, the fewer satellites required to achieve full global
coverage. Or for a fixed number of satellites, a decrease in the minimum elevation angle will
increase the average diversity. An increase in diversity can offset the effect of line-of-sight
obstructions since there are more paths available between a given user and a satellite in the
network.
This thesis considers the situation in which the number of satellites required for full global
coverage is calculated based on the minimum elevation angle for the case of single-satellite
diversity. Thus, an increase in elevation angle can be associated with an increase in the
availability but at a cost penalty to the system.
Two minimum elevation angles are considered: 15 and 20 degrees.
Receiver Diameter
The receiver diameter of the earth antenna specifies the size of the customer equipment.
Normally, the receiver diameter is not considered in conjunction with the satellite transmitter
diameter and transmitter power since the link budget can be sized to achieve a desired signal-to-
noise ratio. The process just described would be undertaken for a system trade study aimed at
finding optimal designs for a given desired market. This thesis, however, is more concerned with
understanding the high-level interactions between the system and network architectures; a
potentially key contributor to these interactions is the market.
The market of interest drives the size of the receiver diameter. A satellite system geared
toward telephony services would do well to keep the size of the receiver diameter (here,
assuming parabolic antennas) to around 0.05 meters (-2 inches), on par with cellular phones, or
many customers will balk and go elsewhere for their telephony needs. Likewise, a system aimed
at penetrating the broadband internet market could get away with distributing user antenna dishes
on the order of 0.5 meters (-18 inches). If a broadband internet system could achieve the
necessary quality of service with receiver antennas on the order of 0.05 meters, then new
applications such as satellite internet on handheld devices could be enabled.
For the reasons given above, the significance model examines the impact of receiver
diameters of 0.05 and 0.5 meters.
Transmitter Power
The satellite transmitter power has a significant impact on the sizing of the dry mass of the
spacecraft, and contributes substantially to the signal-to-noise ratio per link achievable by the
satellite system. As the transmitter power is increased, the demand on the power system of the
satellite likewise grows, increasing the battery requirements as well as the requirements levied on
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the solar panels. The transmitter power is important to the link budget of the system since the
transmitter power is divided among all of the channels coming into and out of the satellite. If the
satellite transmitter power is insufficient, then either the desired number of channels cannot be
supported for a given required signal-to-noise ratio, or the quality of the transmission decreases
for a given number of channels.
This thesis examines the impact of varying the satellite transmitter power by considering 4
and 8 kilowatt transmitters.
Transmitter Diameter
The sizing of the satellite transmitter diameter (here, assuming parabolic antennas) is the last key
component to determining the quality of the link attainable between the satellite and the ground.
The transmitter diameter is also important for sizing the spacecraft.
The satellite antenna diameter in combination with the frequency allocation provided by the
FCC directly specifies the beamwidth of the satellite beam; the antenna size also limits the gain
achievable at all points in the footprint. The beamwidth of the satellite beam limits the footprint,
or area visible to the satellite on the ground.
This thesis considers two satellite antenna diameters: 1.5 and 3 meters.
Terrestrial Real Option
The Terrestrial real option captures the design decision of buying out capacity in the terrestrial
system. A satellite system that does not buy out capacity must necessarily route all of the packets
in their system via satellite. Buying out capacity may help alleviate congestion problems that
could occur if the market demand is underestimated. Another advantage is that buying out
capacity in the terrestrial infrastructure increases the number of paths available, which should
benefit load balancing and reliability.
There are several scenarios in which buying out terrestrial capacity could be advantageous.
First, it provides a staged deployment stepping stone such that market demand can be built up in
certain areas as the system is being deployed and brought online. Second, buying out terrestrial
capacity benefits customers in city environments where tall buildings commonly interfere with
reception and transmission of information, even in systems with high diversity. If a satellite is
not in view, cellular reception may still be possible and the call and/or data can be routed through
the cellular network. Third, as the demand for the service grows, there exists the possibility that a
satellite-only system will become overloaded if insufficient excess capacity is designed for. At
this point, terrestrial capacity can be purchased to reduce the impact of overloading on the
customers and/or to reduce the congestion experienced in high-demand areas.
The terrestrial real option is a design decision captured in a binary design variable. If the
option to buy out terrestrial capacity is taken, then the value of the design variable is 1, otherwise
it is 0.
3.3.2.2. Network Design Variables
Although the design parameters for the distributed satellite communication system infrastructure
are well-defined and thoroughly studied, this is not the case for the network subsystem. The
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design parameters of the network subsystem architecture are poorly-defined; designers do not yet
know how to talk about the network design space. However, the network architecture does have
well-defined characteristics that can be used to link the design of the system infrastructure to the
design of the network subsystem. The network "design variables" chosen for this simulation
model are thus characteristics of the network that can be varied, or decisions that can be made, in
the course of the network architecture design.
Network Routing Decision
The network routing decision design variable captures a very key decision for the network
designers: whether the routing of the network should be done in a centralized or distributed
fashion. This routing architecture directly affects the ability of the network to achieve the desired
congestion and load balancing metrics. This thesis deals with purely centralized or purely
distributed routing only. In the real world, the routing architecture can be designed anywhere in-
between.
Purely Centralized Routing
In a purely centralized routing architecture, all of the packets route through a centralized server
before being passed onto their final destination. For the purposes of this thesis, the centralized
server is assumed to exist at subnet 8. It is likely that picking another subnet as the location of
the centralized server will greatly impact the results; examining the impact of the location of the
centralized router in a satellite network would make for interesting research.
Purely Distributed Routing
In a purely distributed routing architecture, all subnets (nodes) in the network act as routers,
passing the packets along the shortest path between the source and the destination. In the ideal
case, every node knows the status of every other node and link in the network, thus guaranteeing
that the packets are routed along the shortest available path. In the real world, it is rarely the case
that a node knows the status of any other node besides its neighbors (if that).
Routing Protocol
Routing protocols determine the basis by which packets are routed from source to destination
through the network. The decision of which path to route along is made based on the state of the
network from the point of view of the router; the router builds routing tables based on this
information. In the case of centralized routing, each node only knows the best path to the central
node; if this path changes, the centralized router generally uploads the necessary changes to the
entire network.
This thesis considers the effects of two routing protocols. The first is based on the Internet
Protocol Routing Internet Protocol (IP RIP), a protocol that has been in use since the early days
of networking. The state information that determines the path taken through the network is based
on the number of hops required to get from a source to a destination: RIP seeks to minimize the
number of hops. The second routing protocol under study is similar to the Interior Gateway
Routing Protocol (IGRP) [InTH05]. This protocol is a general routing protocol that seeks to
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minimize the "cost" of a packet traversing between a source and a destination. For IGRP, the
"cost" is some combination of delay, bandwidth (capacity), reliability, and distance.
Multiple Access Protocol
Multiple access protocols specify how the available bandwidth is allocated to all of the users
attempting to access the network simultaneously. There are two main categories of multiple
access protocols: fixed assignment (the bandwidth is divided into channels which are then
allocated - usually on-demand - to the users), and random access (users transmit whenever they
wish to communicate; collisions between users are resolved with contention protocols). Clearly,
the choice of multiple access protocol is a significant decision on the part of the network
designer.
For simplicity, this thesis considers only fixed assignment protocols. The two protocols under
consideration are: multiple-frequency time-division multiple-access (MF-TDMA) and multiple-
frequency code-division multiple-access (MF-CDMA). These protocols and the development of
their models will be discussed in more depth later on in this section.
Automatic Repeat Request (ARQ) Protocol
ARQ protocols specify how the network architecture corrects for corrupted packets. In the
majority of cases, errors cannot be corrected internally at the destination node. However,
protocols can be written directing how the destination node can acknowledge the arrival of
successful packets and/or request retransmissions of packets with errors. These protocols also
account for packets lost due to congestion - ones that never arrive at the destination - by
incorporating a timeout process that resends packets that are not acknowledged or requested
within a certain amount of time. Choosing an appropriate ARQ protocol can have a significant
impact on the performance of a network.
This simulation model considers two of the basic ARQ protocols: Go-Back N and Selective
Repeat Protocol (SRP). Most current ARQ protocols are based on these generalized models: the
differences are mainly due to improvements on the basic protocol structure. The ARQ protocol
models considered in this thesis are ideal since only packets containing errors are assumed to be
retransmitted; in real systems, sometimes packets may need to be retransmitted if their window
has expired. For the purposes of this thesis, packets are assumed in error if there at least a single
bit error or if the packet is lost due to congestion.
Modulation Scheme
Modulation schemes determine the achievable probability of bit error on a link based on the
required signal-to-noise ratio (or, vice-versa, the bit-error rate necessary to achieve a required
signal-to-noise ratio). Well-designed modulation schemes can significantly impact the quality of
service seen by the customers by limiting the number of packets affected by errors.
Although there are a number of different modulation schemes used in satellite
communication systems, in the interest of time and ease of implementation, only two of the most
basic were chosen for consideration: binary phase-shift keying (BPSK) and quadrature phase-
shift keying (QPSK). Both of these modulation schemes are a good balance between achievable
signal-to-noise ratio for a given BER and utilization of the available spectrum.
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Average Data Packet Size
The average data packet size determines the number of user data bytes encapsulated by the
various layers of the ISO-OSI network interface. Most standard protocols have a wide range of
packet sizes that the protocol can support, leaving the network designer leverage on which
packet size or set of packet sizes the network will utilize.
In most standard protocols, the average data packet size largely determines the amount of
overhead that must be incorporated into the finished packet so that the user data can be processed
correctly. Larger packet sizes tend to require an increased number of extra bytes of information;
but in smaller packet sizes, the required extra bytes might be a substantial percentage of the total
transmitted packet size (the overhead efficiency is low, in this case).
Also, for a given link capacity and assuming that the channel slot size corresponds to the size
of the average packet, the packet size and data rate limit the number of channels available on a
given link. Larger packet sizes may incur more congestion penalties than the smaller packet sizes
for a fixed available bandwidth if many users attempt to access the same link simultaneous.
This simulation model considers three packet sizes: 10, 100, and 1000 bytes.
Average User Data Rate
The average user data rate characterizes the type of service the network is offering. For example,
voice telephony services require only about 10 kbps uncompressed, while broadband data
services require on the order of 1 Mbps. In a system with a fixed capacity, smaller average user
data rates can accommodate a larger number of simultaneous users as there are more channels of
a fixed size available. However, larger average user data rates increase the transparency of the
network to an individual user so long as congestion factors do not become overwhelming.
This thesis considers three average user data rates: 10 kbps for telephony services, 100 kbps
for radio and TV services, and I Mbps for broadband internet services. It is assumed that these
average user data rates apply to each half-duplex channel in the network. Thus, the data
transferred from the source to the destination is transmitted at this rate, and the return data from
the destination to the source is transmitted at the same rate.
3.3.3. System Requirements
The simulation model requires that the average inter-satellite link data rate per channel be the
same as the average user data rate. This assumption simplifies the network calculations, but does
overlook the fact that inter-satellite links can support much higher data rates, which could reduce
the average round-trip delay.
It is assumed that the required BER between each source and destination is le-2 (based on
the Technical Specification of Globalstar given in [ChaD03]). For the purposes of this simulation
model, the required BER is used as the probability of bit error used to find Eb in the estimation
Itot
for the number of CDMA channels in Section 3.3.12.2. Thus, if the maximum BER on a link in
the network is less than le-2, then the system architecture meets the minimum requirement;
otherwise the system fails to meet this requirement and the system fails. Although the model
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does not incorporate a filter to weed out designs that fail this requirement, achieving optimal - or
near-optimal - network objectives should guarantee that the system meets this requirement.
The BER seen on each terrestrial link is assumed to be le-10, while the BER seen over each
satellite uplink/downlink and ISL link is calculated based on the environmental conditions and
distance.
3.3.4. Policy Requirements
There has been recent interest in satellite systems in the Ka band frequency spectrum for the
large amount of untapped bandwidth. Although the Ka band suffers from greater atmospheric
degradation than the Ku band - which was widely used in the Big LEO satellite systems such as
Globalstar and Iridium - it does boost the effective gain of the transmitting and receiving
antennas [Feng0l].
This thesis assumes that the Federal Communication Commission (FCC) assigns the satellite
system 5 MHz of bandwidth around a frequency of 30 GHz for the satellite uplink carrier, 5
MHz of bandwidth around a frequency of 18 GHz for the satellite downlink carrier, and 100
MHz of bandwidth around a frequency of 60 GHz for the inter-satellite link carrier.
It is further assumed that if the system designers choose to buy some of the terrestrial
capacity for use by the satellite system, then the capacity per link that the satellite system
purchases from the terrestrial network is 0.1% of the total capacity of each terrestrial link. Since
the total terrestrial capacity per link shown in Figure 8 is assumed to be 10,000 Mbps, this
translates to about 10 Mbps that the satellite system buys per link.
3.3.5. Market-Traffic Model
The market model is based on the work done by Kashitani [Kash02], while the traffic model is
largely founded on the work done by [MohoOO] - see Section 3.2.2. This thesis improves upon
this traffic model and integrates it with the market model.
The market model attempts to capture information about the one aspect of a satellite system
that cannot be controlled or predicted: the people who may, or may not, subscribe to the service
the satellite system provides. For this reason, market models are difficult to produce, and even
more difficult to guarantee accuracy.
Fortunately, this thesis cares about the market model only to the extent that it makes some
prediction - to first-order only - of the distribution of the traffic loads entering the network.
Since the traffic models are likewise difficult to predict, merely considering a combined market-
traffic model accounting for the geographically non-uniform nature of demand and traffic
loading is sufficient to first-order. After all, this thesis is only looking to understand the
interactions between the system and network architectures, not to find an optimal system
designed to meet a particular market.
The data collected and the basic market model were developed by Kashitani [Kash02].
Kashitani reasonably assumes that a customer's willingness and ability to subscribe to a
telecommunications service is dependent on their economic status and exposure to technology -
modeled by the world map of Gross National Product adjusted by Purchasing Power Parity (PPP)
in Figure 23. Furthermore, the number of customers in an area willing to subscribe is likely also
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dependent on the population density, also shown in Figure 23. Of course, there are many other
factors contributing to a consumers decision to subscribe or not, but these issues seem
sufficiently dominant for the purposes of this thesis.
Combining the data shown graphically in Figure 23, it is possible to construct a normalized
matrix of the relative demand weightings distributed geographically. Figure 24 shows one such
market demand map matrix. This information is combined with the traffic model in section 3.2 to
yield the first-order joint market-traffic model used in the Significance proof.
GNP PPP Map
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/Grid
Figure 23: Global Gross National Product (GNP) and Population Distribution Maps
The market model assumes that a customer's willingness and ability to subscribe to a telecommunications service is
dependent on their economic status and exposure to technology; this assumption is captured in the GNP PPP model.
Furthermore, the number of customers in an area willing to subscribe is likely dependent on the population density.
Picture taken from [Kash02].
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Figure 24: Market Demand Map
Combining the GNP PPP data with the population densities enables construction of a normalized matrix of
the relative demand weightings distributed geographically. This information is further combined with the
traffic model in Section 3.2 to yield the first-order joint market-traffic model used in the significance proof.
Picture taken from [ChanO4].
Given no other user characteristics, a first order approximation is made. First, it is assumed that
the normalized market distribution in Figure 24 corresponds to the relative packet arrival rate
weightings to each source node (As ) instead of simply assuming a uniform rate of 1 as the model
in section 3.2 does. Combined with the probability of a packet going to a given destination D
given a source S (P(S I D)) matrix given in section 3.2, we can find the normalized arrival rate
weightings of packets from subnet source S destined for destination subnet D:
SD Normalized As - P(S I D)
Equation 9
Further, given the estimated market potential calculated to satisfy the market potential objective,
the arrival rates (packets per second) can be scaled to model the traffic load at both the beginning
and end of the satellite system lifetime. Designing the simulation model this way enables
modeling of the effects of a growing subscriber base on the performance of the system - an
aspect usually overlooked in the literature. To see how this system could be scaled, consider
Figure 25. Figure 25(a) shows a network in terms of the total load on each link. By inspection,
the total load to the system is 30 units. Figure 25(b), on the other hand, shows a network in terms
of the normalized arrival rate weightings.
It is assumed that each user generates one packet per second on average. Thus, on average,
the total load to the network will be the number of subscribers (in the case of Figure 25, thirty
subscribers), which will change - hopefully grow - over time. Multiplying the total load to the
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Figure 25: Conversion of (a) Actual Loading on Links to (b) Relative Loadings
Subnets 1, 2, and 3 are the source subnets to the network. The load is distributed on the links as shown in (a).
By inspection, the total load on the system is 30 units. Now consider (b): multiplying the relative weightings
by the total load to the system gives the total load to that particular link.
network by the normalized arrival rate weightings will generate (a) again. The two cases are
identical as long as (b) is multiplied by the total load to the network. Note that this assumes that
the traffic characteristics do not change over time.
Given that some users will be streaming continuous data through the network while others
will hardly use it at all, the usage assumption is fair and simplifies the calculations. If anything,
this assumption approximates peak loading on the network.
Within each subnet, the traffic is assumed to be uniformly distributed geographically. If a
satellite can see part of the land-area covered by a subnet, then the satellite is assumed to receive
the same arrival rate from that subnet as a satellite visible to the entire area. This is certainly not
true: consider the case where a satellite can see ocean, but not the United States - the satellite
would receive the arrival rate typical of an ocean setting but not the arrival rate typical of a
populated country. However, this assumption is reasonable to first order since the aggregated
arrival rates to a subnet are scaled by the geographical landmasses in that subnet (see Section 3.2
for further discussion).
All of the terrestrial subnets that can see a given satellite share the communication link
between the ground and that satellite, as they would in real life. All of the terrestrial subnets and
links are assumed to be identical.
3.3.6. Cost Model
The cost model used in the Significance proof is principally based on the Matlab simulation
model developed by Chang [ChaD04], which roughly follows the procedure outlined in Chapter
20 of [Wert99]. This thesis incorporates consideration of the cost of buying out terrestrial
channels.
The model assumes a discount rate of 15% APR, and an initial development time of 5 years.
Furthermore, it is assumed that the number of spare spacecraft is equal to the number of planes in
the constellation. The constellation is assumed to be developed for a commercial program. It is
important to note that the life cycle cost calculation does not include user equipment cost.
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Once the space mission characteristics are determined - most of which are determined by the
design variables, fixed assumptions, or by calculations earlier in the simulation - the cost of
various components is estimated. First, the Research, Development, Test, and Evaluation
(RDT&E) hardware costs are calculated. This computation assumes the system uses a nominal
new design leveraging off of heritage from existing systems. Second, the Theoretical First Unit
(TFU) hardware costs are estimated, followed by the hardware costs of every unit accounting for
manufacturing learning curve. Finally, the aerospace ground equipment cost for RDT&E, the
total program level cost for RTD&E, TFU, and every unit, the launch operations and orbital
support cost for all units, the flight software cost, the launch vehicle cost, the ground software
cost, the total ground segment development cost, the initial deployment cost (DC) assuming
60% of the expenditure occurs by the middle of the schedule, and the operation and support cost
(OSC) during the life time (assuming contractor labor) are found.
The cost of buying out terrestrial channels is estimated at approximately $100 in year 2005
dollars per year per channel.
3.3.7. Spacecraft Model
The spacecraft Matlab simulation model is based largely off of the LEO constellation design
work of Chang and Springmann [Spri03]. This thesis extends the work of Chang and
Springmann to include non-LEO constellations.
The spacecraft model attempts to simulate the design of the communication satellites used in
the constellation. Given the required satellite power and antenna size - design variables in this
case - the model parametrically scales the spacecraft mass and volume.
The model assumes that all of the communication satellites in the network are identical. Each
satellite is assumed to have two parabolic antennas - one for the uplink communications, the
other for the downlink - and four optical inter-satellite links. Also, the model accounts for the
analog/digital beam forming required if the cell duration (the amount of time a beam can see a
cell) is less than thirty seconds. It is further assumed that the apogee kick motor and attitude
control system is 3-axis stabilized, with a motor specific impulse of 290 seconds. The specific
impulse of the stationkeeping engines, assuming liquid monopropellant fuel, is 230 seconds.
The major difference between the model used in the Significance proof and the model
developed by Chang and Springmann is the extension of validity to constellations existing
beyond LEO. The expansion to altitudes beyond LEO is accomplished by accounting for
differences in de-orbiting protocols and calculations of required stationkeeping delta-v's.
3.3.8. Launch Model
The launch Matlab simulation model is adapted from the work done by Chang [ChaD04]. This
thesis enhances the built-in model of the Atlas IIIA to include a GTO (geostationary transfer
orbit) booster, enabling launches to MEO and GEO altitudes.
Given the altitude, minimum elevation angle, number of satellites, and mass and volume
characteristics of the satellites, the launch model returns the best launch vehicle capable of
meeting these requirements as well as estimates of the number of launches required, the total cost
of launching the constellation, and data on the failure rate of the launch vehicle.
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3.3.9. Operations Model
The operations model is also based on the work of Darren Chang [ChaD04].
The model attempts to account for the cost of operating a satellite communication system.
Operation costs arise out of the need for systems on the ground to monitor the health of the
satellite constellation (and the ground stations) and to make corrections as needed. To do this, it
is assumed that there are two ground stations for each plane in the satellite constellation
(communication with these ground stations is assumed to be contained within the subnet traffic
models). In some satellite architectures, all calls through the satellite network must be routed
through these ground stations. This simulation operates independently of whether or not this is
true - the subnet architectures are transparent to the satellite network.
At each of these ground stations, personnel are required 24 hours a day for monitoring. This
simulation assumes that there are three personnel per shift per ground station plus two personnel
per shift per command center (it is assumed there are two command centers). Furthermore, it is
assumed that a shift is 8 hours in duration.
To enable monitoring and execution of commands, each ground station and command center
is equipped with specialized software. Based on GlobalStar, ARIES, ORBCOMM, and Starnet,
the ground system is assumed to have 6,300 lines of code.
The dollar costs associated with these operational expenditures is accounted for in the cost
model.
3.3.10. Constellation Topology
The constellation topology model incorporates a calculation of the number of satellites and
planes required for full global coverage used in [ChaD04], as well as an estimation of the
number of cells in a footprint given in [LutzOO]. The topology and connectivity matrix generator
was developed specifically for this thesis.
The constellation topology model has several key functions: estimate the number of satellites
and constellation planes required to achieve full Earth coverage; estimate the number of spot
beam cells in a satellite footprint; assign satellites to initial orbital slots; and analyze the network
connectivity among and between satellites and terrestrial subnets.
The simulation model makes several simplifying assumptions. First, the space network never
moves relative to itself; in other words, movement at the cross-seam is ignored. Similarly, inter-
satellite links are assumed to exist, except at the cross-seams. The constellation topology is
assumed to be comprised of polar, circular orbits, whereby the effects seen at the poles are
ignored. Furthermore, the Earth is assumed to be perfectly spherical, and circular footprints are
assumed to be approximated as squares for the purposes of estimating connectivity. The
constellation is assumed to have a diversity of one.
Numerically, the average Earth radius is assumed to be 6,371 kilometers, the period of the
Earth (for example, the period at GEO) is 1,440 minutes, and the speed of light is 2.998e8 meters
per second.
Given the orbital altitude in kilometers (h), the minimum elevation angle in radians (elev),
and the radius of the earth in kilometers (REarth), the nadir angle - a measurement of the angle
between the subsatellite point of the spacecraft and some target position (the edge of the
footprint, in this case) - il in radians can be found using Equation 10:
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7 = sin _, REarth( REarth + h)
Equation 10
Given the nadir angle and the beamwidth in radians of a spot beam at an edge cell (eAdge), the
number of cells in the footprint can be estimated by Equation 11:
#cells = 1.21. (1-cos(q))
(1 - cos , 
Equation 11
The simulation code that assigns each satellite to its initial orbital slot automatically generates
the subsatellite point coordinate array for the constellation. The first satellite is assigned a
subsatellite point at coordinates (0,0), corresponding to 0" latitude, 0" longitude. The longitudinal
coordinate also corresponds to the first constellation plane. Next, each plane is assigned a
subsatellite longitudinal coordinate spaced equally around the globe. A single satellite is initially
assigned to each of these planes at 00 latitude. Finally, the remaining satellites are placed such
that their latitudinal coordinates are equally spaced around each plane. The subsatellite point
latitude-longitude coordinates are now known for the initial constellation topology.
Once the subsatellite point coordinate array is found, the connectivity among and between
the satellites and terrestrial subnets can be found. Finding the in-plane connectivity is easy, since
each satellite is assumed to be able to see the satellite ahead and behind (the only exception is at
GEO, where there are no other satellites in the plane). Since the satellite network does not move
relative to itself, the intra-plane inter-satellite links never change. The initial configuration has
each of the satellites in a ring aligned along the same latitudinal line, so each satellite should
have connectivity to the satellite immediately to the left and the satellite immediately to the right,
so long as none of these connections occur at the cross-seam. To calculate the connectivity
between each terrestrial subnet and a satellite: if the satellite can see any part of the given subnet,
then it is assumed that there is connectivity between the satellite and subnet.
3.3.11. Modulation Schemes
The analysis of the impact of the modulation schemes are mostly based on the work of [OrfaO4]
and [Proa02]. Some modifications are made in order to enable the calculation of the required
signal-to-noise ratio to achieve a desired bit-error rate.
The two modulation schemes under consideration are phase-coherent Binary Phase Shift
Keying (BPSK) and Quadrature Phase Shift Keying (QPSK). The structure of the simulation
enables driving the modulation process both ways: given a desired signal-to-noise ratio, what is
the required probability of bit error for the given modulation scheme; and given a desired
probability of bit error, what is the necessary signal-to-noise ratio?
Most of the systems literature finds the required signal-to-noise ratio to achieve a desired
probability of bit error on a link. However - assuming the system does not use regenerative
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repeaters at each node - as a call or data packet is routed along multiple links, the signal-to-noise
ratio is altered according to Equation 12 [OrfaO4]:
Eb Eb Eb + + E
N TotalPat No )Xnk K No link 2  No  K linkN
Equation 12
Assuming that the signal repeaters at each of the nodes in the network are non-regenerative - the
signal is not rebuilt before it is amplified and sent along to the next node - is a fair assumption
since the cost and the need to obtain space qualification for regenerative repeaters onboard
satellites usually prevents satellite companies from employing them. The computer processing
requirements for regenerative repeaters are not insubstantial.
Based on Equation 12, the actual probability of bit error experienced by the user depends on
the routed path and the modulation scheme used, and merely using the probability of bit error on
a link as a measure of customer quality of service is insufficient and generally leads to a
significantly better expected probability of bit error than can be achieved. So, although the
probability of bit error tends to be a system requirement, it is too simplistic to find the required
signal-to-noise ratio on the basis of a single link.
A better method calculates the achievable signal-to-noise ratio per link and determines the
probability of bit error experienced by the customer based on the total signal-to-noise ratio per
routed path. This technique forms the basis for the simulation model used in the Significance
proof. However, there are cases in the model for which the modulation scheme is driven the
other way. For example, the terrestrial links are assumed to provide a certain bit-error rate (BER)
per link; the design of these links is beyond the control of the satellite system or network
designers. The expected signal-to-noise ratio for each of these links is then calculated based on
the assumed BER, and is used to calculate the overall signal-to-noise ratio per routed path.
BPSK and QPSK are modulation schemes commonly found in existing satellite systems.
They demonstrate good tradeoffs between BER performance - as measured by the signal-to-
noise ratio achievable at a specified BER - and use of spectrum. However, both are susceptible
to phase disturbances, so they are not good choices for some types of systems [Wert99]
3.3.11.1. Binary Phase Shift Keying (BPSK)
In a BPSK modulation scheme, the carrier signal phase is set to 00 to transmit a binary 0 and
180" to transmit a binary 1. The signal constellation representation of this antipodal system is
shown in Figure 26 where the distance to the signals is the energy per bit [Proa02].
In general, given the distance d separating two symbols, the probability of error between
them can be found by Equation 13 [Modi04]:
'' d2
P = Qr 2N 2
Equation 13
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Figure 26: Signal Constellation for BPSK Modulation
Signal S1 represents the carrier phase for binary "0" and S2 represents the carrier phase for binary "1".
In the case of BPSK, d is simply 2j b. Combining with Equation 13 gives the following
probability of error:
P, = [Q2E,Q No
Equation 14
EbIf the system is driven the other way, then the signal-to-noise ratio per bit * ,can be found as
No
follows. First, start with the definition of Q(x).
12
Q(x)= e 2 dt
Equation 15
Q(x) can also be expressed in terms of the error function erf(x).
2 x
erf (x) = je-- dt
Equation 16
The relationship between Q(x) and erf(x) can be found by change of variable. Let u = t/ 2, then
Equation 15 becomes:
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= I e" du
Equation 17
Combining with Equation 16 and rearranging gives:
Q(x)= -rerf x2 f
Equation 18
Thus, for BPSK systems, the probability of error is found by Equation 19.
P, = Q =ji- erf E ]No 2 N
Equation 19
Rearranging Equation 19 enables calculation of the required signal-to-noise ratio per bit.
E 
- (erf '(1-- 2P,)
No
Equation 20
3.3.11.2. Quadrature Phase Shift Keying (QPSK)
QPSK defines four symbols corresponding to one of four carrier phases. Two bits are required
per symbol as shown in Figure 27: 00 for 00 carrier phase, 01 for 900 carrier phase, II for 1800
carrier phase, and 10 for 270" carrier phase (other implementations may differ). The reduction in
symbol rate by one half of the bit rate likewise reduces the required spectrum by one half
[Wert99].
Assuming a perfect estimate of the carrier phase, QPSK acts just like two orthogonal binary-
phase modulation signals with a bit error probability identical to that for BPSK. However,
perfect estimates are nearly impossible to attain, so a more accurate estimate of the symbol error
probability must be found.
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Figure 27: Signal Constellation for a QPSK Modulation Scheme
QPSK defines four symbols corresponding to one of four carrier phases. Two bits are required per symbol:
00 for 00 carrier phase, 01 for 900 carrier phase, 11 for 1800 carrier phase, and 10 for 2700 carrier phase
(other implementations may differ). The reduction in symbol rate by one half of the bit rate likewise reduces
the required spectrum by one half.
If statistical independence is assumed for the noise on the quadrature carriers, then the
probability of a correct decision for the QPSK symbol is (from [Proa02]):
( )e2)22 E
e~ No
Equation 21
The probability of an incorrect decision, corresponding to the symbol error probability, is thus:
p,4 =1-pJ 4
Equation 22
Plugging in Equation 21 for Pc4 gives:
P4 =2Q 2Eb 1- 2E)
No 2 No
Equation 23
E
The signal-to-noise ratio per bit -b can be found by rearranging Equation 23.
N
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Q 2E 
-2Q 2Eb 4 0
No No
Equation 24
Solving this quadratic equation results in Equation 25:
K 2E,
N) =2 - 4- e
Equation 25
From the discussion on BPSK, it is known that:
2E, 1 E,
Q - -1erfN N
Equation 26
Plugging into Equation 25 and Esolving for L results in:
No
1 - erf 2 - 4
Equation 27
E = erf - (1- 4( -1 - 41 2
NO 2
Equation 28
Both BPSK and QPSK suffer from phase distortions. To demodulate the signal, the phase of the
received carrier must be measured. If the phase distortions are significant enough, then the
demodulation process will not correctly retrieve the original signal. QPSK systems are more
vulnerable to phase distortions than BPSK due to smaller differences between the phases.
3.3.12. Multiple Access Protocols
The multiple access protocol models developed for this thesis are based on the work done by
Chang and de Weck [ChaD03]. Although the derivation process used in this thesis is nearly
identical to that done in [ChaD03], the driving variables are considerably different, leading to
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equations similar in form but incorporating different variables. Furthermore, the work done in
Chang and de Weck is extended to include accounting of the effects of buffering and queuing in
the links.
3.3.12.1. Multiple Frequency - Time Division Multiple Access (MF-TDMA)
Time Division Multiple Access (TDMA) is structured such that user access time is divided into
frames - assumed to be 90 milliseconds in duration - and the time frames are further divided into
time slots - assumed to be the amount of time required to send one packet worth of data; see
Figure 28. A guard time is inserted between each packet.
Each packet is assumed to consist of the average user data packet Pkt,,,er plus some amount
of network overhead OH associated with the required network headers.
If the duration of a packet time slot is TIo, then to guarantee a required user data rate Re, in bps,
Equation 29 must hold:
I
slot
Equation 29
Similarly, if the burst data rate allowed for each TDMA carrier is R, in bps, then the following
must also be true:
_ 
Pktuser +OHR1--
Equation 30
4 Time Slot , .
Slot I Slot 2 Slot N
OH User OH User ....... OH User
Packet Packet Packet
Guard Time
Time Frame
Figure 28: Structure of Time Division Multiple Access (TDMA)
Each user access time in TDMA is divided into frames - assumed to be 90 milliseconds in duration - and the
time frames are further divided into time slots - assumed to be the amount of time required to send one
packet worth of data. A guard time is inserted between each packet.
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Rsr=Pktue
h-
P_
Combining Equation 29 and Equation 30 gives:
R
Rb = (Pkt,,,e + OH)- "er
Pkt
Equation 31
According to Chang and de Weck, the number of TDMA channels for a given burst data rate,
assuming a frame duration Tf and guard time T, in seconds is:
Rb T
Pkter +OH + RbT
Equation 32
The guard time is assumed to be 9.6 microseconds, based on the minimum inter-packet gap for a
standard multiple access layer protocol. Plugging into Equation 32 for Rb:
RRuser T
Pktuser
1+ "" T
Pktier g
Equation 33
Multiple Frequency-TDMA (MF-TDMA) increases the number of channels available by
associating multiple TDMA carriers with different frequency channels. To avoid inter-symbol
interference, the receiver is assumed to use Nyquist filtering with a filter roll-off factor p = 0.35.
Thus, the channel bandwidth required for a given signal modulation level M can be found by:
Bh=(1+#)- R,
log 2 M
Equation 34
Again, plugging into Equation 34 for Rb :
BT (1+,8).(Pktser +OH). Ru
(log 2 M) -Pktser
Equation 35
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The total bandwidth required to support T TDMA carriers, assuming the frequency carriers
occupying bandwidth Br are separated by guard bands of size B g as shown in Figure 29, is given
by:
BTOT= T -(BT + Bg )
Equation 36
The guard band is assumed to be 1.236 kHz; based on the Iridium system. Rearranging Equation
36 and plugging in for BT :
T
BTOT
(1+8).(Pktus,, +OH)-Rser + BL (log9 M) Pkt user
Equation 37
According to Chang and de Weck, the total number of MF-TDMA channels available given the
number of TDMA channels in a time frame Tf and the number of TDMA carriers for a given
bandwidth BTOT is:
Frequency
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Figure 29: Structure of Multiple Frequency-TDMA (MF-TDMA)
MF-TDMA increases the number of channels available by associating multiple TDMA carriers with different
frequency channels.
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A
Nc = T -Nhd
Equation 38
Substituting in Equation 37 for T and Equation 33 for N hd:
N - BTOT(1+ /)-(Pktuer + OH) -Ruser + B
(log 2 M ). Pkt,er + j
PR 7I", jT'
Pkuse
1+ RSer T
Pkter )
Equation 39
The number of uplink channels is assumed to be one half of this value; the same is assumed true
for the number of downlink channels. Furthermore, the system is assumed to use spot beams.
Thus, the number of cells Z and the cluster size K - the number of frequency bands used in the
cells - must also be accounted for:
Z Bror
ch K (1+[(+)- (Pkt + OH). Rise,
ueue+ Be
(log 2M - Pktu,,,. 9
Rse ) T
Pkts)
1+ TRer
Pktuser )
Equation 40
It is assumed that if there is a single cell in the footprint, then the MF-TDMA cluster size is one;
if there is more than one cell in the footprint, then the MF-TDMA cluster size is assumed to be
twelve, the same as in Iridium.
3.3.12.2. Multiple Frequency - Code Division Multiple Access (MF-CDMA)
In CDMA, unique orthogonal pseudorandom noise codes are used to differentiate users
simultaneously accessing the spectrum. The transmitted signal is then spread over a larger
bandwidth than is needed for transmission; the receiving station must have the correct code to
retrieve the original encoded information. As the number of users grows, each individual user
experiences more interference, increasing the observed data error rate. This phenomenon is
captured by including the effect of the mean total noise power spectral density I,, CDMA is
well-suited to satellites as it avoids the near-far problem; all transmitters are approximately the
same distance from the satellite receivers. Since all of the transmitters are operating at roughly
the same power levels, much of the need for strict power control is alleviated.
For C CDMA carriers, the total number of MF-CDMA channels can be found using an
equation from Chang and de Weck [ChaD03]:
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= C + BTOT -C-B EN hh
" Rot a I N
Equation 41
Given that Pb is the required probability of bit error, Equation 41 assumes the following:
Eb = erfc-'(2. pb 2
Ito
Equation 42
The number of CDMA channels, based on the number from the Globalstar system, is assumed to
be 13. The expected value of the voice activity state a is 0.5 since the transmit signal is switched
off to save power during pauses in speech or data transmission. Again, plugging into Equation 41
for known quantities:
N bC+- (BTOT - C -Bg ) PktIer 1 EE
ch R,,,,r -( Pktuse, + OH ) ar Io, No
Equation 43
Accounting for the use of spot beams gives:
Nch=Z.C+(Bror -C -B, M. ktse, Eb Eb
R,(,, -(Pkter +OH) a.(1+f) It No
Equation 44
For MF-CDMA systems, the cluster size is one since all cells can utilize the full frequency band.
Interference will increase due to users in neighboring cells; the factor (I + f) accounts for this
phenomenon. The value off used in the simulation is assumed to be the lower bound forf, which
is 1.36.
The structure of MF-TDMA and MF-CDMA is also important for estimating the delay seen
by the average packet as well as calculating the number of packets the system can support.
Queuing theory is needed to develop models for these aspects of the communication network.
In Figure 29, there are clearly T -Nd channels in the MF-TDMA system (or C . Nhd channels
in the equivalent MF-CDMA system). Each of these channels can be thought of as an M/D/1
queuing system: the arrivals are assumed to be Poisson memoryless processes (see the traffic
model), the service times are deterministic, and there is one server - the channel. Thus, each of
these channels can be analyzed in terms of queuing theory.
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The amount of time spent in queue for a Time Division Multiplexing (TDM) system -
equivalent to a slotted Frequency Division Multiplexing (FDM) system with slots of I time unit
- is given by Equation 45:
AElx2] E~v2]
WTDM =WSFDM = 2.(1-p) 2]2. -(1 - p) 2.- E~v ]
Equation 45
where E[x]is the expected value of the service time, E[x2 ]is the second moment of the service
times, E[v] and E V2 1are the corresponding values of the vacations taken when there is nothing to
transmit (the channel is idle), A is the arrival rate of packets to the queue, and p is the total system
load (p = -E[x]).
Since the service time has been strictly enforced by assuming that each time slot is the size -
and hence, duration - of a single packet, then E[x] = E[v] = D,, the packet transmission time and
E[x2] = E[v2=] (DTP )2 since the value of DTP is deterministic. Furthermore, it is assumed that
the arrival rate to each of the channels is the total arrival rate to the queue equally shared among
the channels. Thus, the amount of time spent in queue for the MF-TDMA and MF-CDMA
systems can be found by Equation 46:
- (DTP
W Nch + DTP
2.- 1 -- DTP
Nch
Equation 46
The average amount of time a packet spends in the "system" (queuing plus service time per
channel), can be found using:
T S,,,g = E [x]+W
Equation 47
Substituting in DTP for E[x], and Equation 46 for W gives:
")- (DTP DT
Tsstem = DTP + - + TP2
Nch
Equation 48
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Rearranging,
(DTP )2
TNch 3DTP2
2{ 1-( -DTP1
Nch
Equation 49
The average number of packets in the "system" per channel can be found by:
N =( -j Tsr
Nch
Equation 50
Plugging in Equation 49 into Tmlemn
)I (D p)2Nch 3N =-+-- 
-- -DTP
2- 1- -DTP 2 h
Nch
Equation 51
The average number of packets per MF-TDMA or MF-CDMA frame is:
NTF = Nch *N
Equation 52
Combining Equation 52 with Equation 51 and Equation 44 gives:
NF 2-(D7)2 +3-A-DTP
F 2-[N 
-AE-DTP 
Equation 53
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3.3.13. Link Budget Design
The link budget design is based largely on the recommended downlink design procedure detailed
in Wertz and Larson [Wert99], which is extended to include the uplink design as well as the link
budget for the inter-satellite and terrestrial links. Additionally, some of the steps are avoided by
virtue that some components are considered to be design variables for the purposes of this
simulation model.
First, the carrier frequency is selected based on spectrum availability and FCC allocations.
Table 3-5 shows the limitations on the allocation for frequency bands (Table 13-12 in [Wert99]).
Earlier in the discussion of the simulation model for the significance proof, it was assumed
that the inter-satellite links should use a carrier frequency of 60 GHz. It is assumed that this
allocation applies uniformly to all inter-satellite links in the constellation. Operating at this
frequency shields the satellite-to-satellite communication from interference or jamming by
signals originating on the earth. This is due to the high absorption band of oxygen at that
frequency [Wert99].
Similarly, the uplink and downlink frequency allocations were assumed to be 30 GHz and 18
GHz, respectively. As the table shows, these frequencies are well within the frequency
limitations of the Ka band.
Second, according to [Wert99], the satellite transmitter power Pr should be selected based on
the satellite size and power limits. For the purposes of this simulation, the satellite transmitter
power is assumed to be a design variable. The inter-satellite link power is assumed to be 2 kW.
Table 3-5: Frequency Allocation Limitations
The carrier frequency is selected based on spectrum availability and FCC allocations. This table gives the
limitations on the allocation for frequency bands. Table modified from Table 13-12 in [Wert99].
Frequency Range
Frequency (GHz) Service
Band Uplink Downlink
UHF 0.2 - 0.45 0.2 - 0.45 Military
L 1.635 - 1.66 1.535 - 1.56 Maritime/Nav
Telephone
S 2.65 - 2.69 2.5 - 2.54 Broadcast, Telephone
C 5.9 - 6.4 3.7 - 4.2 Domestic, Comsat
X 7.9 - 8.4 7.25 - 7.75 Military, Comsat
Ku 14.0- 14.5 12.5- 12.75 Domestic, Comsat
Ka 27.5 -31.0 17.7- 19.7 Domestic, Comsat
SHF/EHF 43.5 - 45.5 19.7 - 20.7 Military, Comsat
SHF/EHF 49 38 Internet Data,Telephone, Trunking
V -60 Satellite Crosslinks
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The optical link sizing is based on the Small Optical Telecommunications Terminal (SOTT), a
test system implemented for GEO-to-GEO inter-satellite links (the antenna power for SOTT is 2
W, but the distance and data rate requirements are much less demanding than those for this
thesis) [OptiO5].
Third, radio frequency (RF) losses between the transmitter and satellite antennas should be
estimated. [Wert99] notes that these values usually occur between -1 and -3 dB. Thus, it is
assumed that the RF line loss L, is approximately -1 dB. It is also assumed that a similar loss will
be experienced by the optical inter-satellite links.
Normally, the required beamwidth for the satellite antenna is determined next. The
beamwidth depends on the satellite orbit, satellite stabilization, and ground coverage area.
However, since the satellite antenna diameter is specified as a design variable (or, in the case of
the inter-satellite links, the optical antenna aperture is assumed to be 0.2 meters), it makes more
sense to calculate the achievable beamwidth at the specified carrier frequency:
21
fGHZ DT
Equation 54
The maximum antenna pointing offset angle should be estimated based on the coverage angle,
satellite stabilization error and desired stationkeeping accuracy. Based on Table 5-7 in [Wert99],
the pointing error e is assumed to be about 0.06 degrees.
Given the achievable beamwidth for a given satellite antenna diameter, the transmit antenna
gain toward the ground station can be calculated:
2
70/T
G = ( T)r7
Equation 55
where Tis the transmitter illumination efficiency, assumed to be 0.55 (0.6 for the optical inter-
satellite links). A pointing offset from the beam center will cause a reduction in the peak gain:
GT = G - Lo
Equation 56
where L, can be found from the following relationship:
Lo =-12(e/OT )2
Equation 57
Thus, plugging in Equation 55 and Equation 57 into Equation 56, the transmitter gain in dB is
determined to be:
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GT = 7 T -12(e/9T )2
Equation 58
The simulation assumes a switch-feed parabolic antenna, so the uplink and downlink channels in
a cell should achieve the same gain. Thus, the difference between the signal-to-noise ratio's per
bit and the BER will be due to the effects of the different carrier frequencies.
The space loss in dB can be found using:
Ls = 20 log(3x1 08) - 20 log(4fr) - 20 log S - 20 log f
= 147.55 - 20log S -20log f
Equation 59
The satellite orbit and ground-station locations determine the path length, S, in meters. The
frequencyf is in Hz.
Other losses include the propagation absorption loss due to the atmosphere; this loss can be
estimated using Figure 13-10 in [Wert99] by finding the zenith attenuation. Once the attenuation
factors are found, the propagation loss can be determined by dividing by the sine of the
minimum elevation angle in radians as measured from the ground station to the satellite (this is
assumed for simplicity to be the minimum elevation angle for the satellite regardless of ground
station location). For the frequency allocations assumed in this thesis, the atmospheric
propagation losses can be found in dB according to Equation 60 and Equation 61:
Ll8GHz _ -0.1 dB
sin(elev)
Equation 60
L3OGHz _ -0.3 dB
" sin(elev)
Equation 61
Furthermore, large ground antennas - assumed to be greater than 10 meters - will introduce a
further loss of about 0.3 dB due to polarization mismatch:
L, = -0.3 dB
Another I dB loss can be expected if the system uses a radome:
LR= -1 dB
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The ground station antenna diameter is also considered to be a design variable. It is assumed that
the ground stations use autotracking, which introduces a pointing error offset from the beam
center by approximately 10% of the beamwidth:
e = 0.1OR
LO = -12(0.1)2 = -0.12 dB
Equation 62
The beamwidth for the receive diameter (assumed to be the same aperture size as the transmitter
for the inter-satellite links) can be found using:
21
fGHZDR
Equation 63
The receive antenna gain toward the
efficiency /rof 0.55), is thus:
satellite (the simulation assumes a receiver illumination
2
701c
GR OR r) R -0.12 dB
Equation 64
Before the signal-to-noise ratio can be calculated, the system noise
must be estimated. Using Table 13-10 in [Wert99], and assuming
20 GHz and 40 GHz, the uplink system temperature is found to be:
temperatures in clear weather
a linear relationship between
T OGHz = 751.7K = 28.8 dB-K
Equation 65
Similarly, for the downlink (assuming the value does not change
and 20 GHz):
T18GH =424K = 26.3 dB-K
Equation 66
Finally, for the optical inter-satellite links:
T OGH =682K = 28.3 dB-K
Equation 67
appreciably between 18 GHz
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An estimate of the degradation due to rain can be incorporated into the system temperature
calculations. Using Figure 13-11 in [Wert99], Table 3-6 gives the estimated losses due to rain
attenuation; the inter-satellite links are not included since rain attenuation will not affect their
performance.
Rain attenuation (RA) increases the antenna temperature according to the following law:
Ta =(I -1 0-A)T
Equation 68
where To, the temperature of the rain, is assumed to be 290 K, and RA is the magnitude of the
rain attenuation in dB. The adjusted system temperatures can be found by adding this increase in
temperature to the system noise temperatures calculated above:
T s I=T + T
Equation 69
In general, the input parameters are adjusted until the link margin - the difference between the
expected value of the calculated Eb and the required Eb - exceeds the estimated value for the
N N
rain degradation by at least 3 dB. Since the input parameters are for the most part fixed, it makes
more sense to incorporate this 3 dB margin into the system temperature losses and analyze the
achieved link margins later. Thus, the antenna temperature becomes:
T = (1-10 A-)T
Equation 70
The signal-to-noise ratio per bit per link for the required data rate in bps can
[Wert99]:
h link 10logl(PT)+Ll +GT + L+ LR +LS +La +GR + 228.6 -10log 10No
be found using
- 10 log 0 R,,,,
Equation 71
Table 3-6: Estimated Loss Due to Rain Attenuation
Figure 13-11 in [Wert99] gives the estimated losses due to rain attenuation; the inter-satellite links are not
included since rain attenuation will not affect their performance.
Frequency Elevation Angle
10 deg 15 deg 20 deg
18GHz 7dB 5dB 4dB
30 Ghz 20 dB 15 dB 10 dB
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The transmitter power is assumed to be in W and represents the total satellite transmitter power
divided by the number of cells in the footprint divided by the number of channels per cell. This
definition is required to accommodate the multiple access nature of the channels.
A further reduction of I dB in the signal-to-noise ratio per bit is allocated to account for
implementation losses.
Li, = -I dB
EGiven the b seen over a given link and the set of routed paths, the achievable BER observed by
No
a customer whose packet is sent along a given routed path can be calculated according to the
Equation 72 in conjunction with the modulation scheme:
Eb Eb Eb Eb
N OtalPath N inkI No l ink 2 N o linkN
Equation 72
Any link margin calculations can be used as a way of analyzing the sensitivity to the physical
parameters. Comparison of the maximum BER observed by a customer in the network with the
required BER of the system can be used to determine the feasibility of the system.
The link budget for the terrestrial system is designed a little bit differently. The bit energy is
determined by the energy distance between two signals (see Section 3.3.11). Since this value can
be varied easily in terrestrial networks, a probability of error is assumed for a single hop in the
terrestrial network (P, = 10-' ); this BER translates to an ! assumed to be achievable on every
No
terrestrial link. This information is combined with the Eb calculated per link calculated for the
N0
space segment to find the overall probability of error over a routed path.
3.3.14. Routing Protocols
The development of the routing protocols is based almost entirely on existing implementations.
While the actual implementations almost certainly involve more than is discussed here, for the
purposes of the simulation model, only the basic structure of the protocols is employed.
The simulation model used in the significance proof analyzes the effects of two different
routing protocols. Routing protocols determine the paths packets travel over the network and
guarantee the correct delivery of messages once the routes are chosen. Under high load
conditions, good routing protocols increase the observed throughput - offered load minus
rejected load - for a fixed value of average packet delay and decrease the average packet delay
under low and moderate load conditions. Routing protocols that increase the observed
throughput usually incorporate some flow control measures to control the flow of packets into
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the network; due to time and complexity issues, flow control is considered beyond the scope of
this thesis.
For both routing protocols, as long as there is connectivity on the link (i,j) and there is some
capacity with which to carry packets on the link, then the link (ij) is assigned a cost based on the
metric specified by the routing protocol. Otherwise, the link cost is set to infinite in order to keep
the link from being routed over.
3.3.14.1. Minimize the Number of Hops
Minimizing the number of hops required to transmit a packet from its source to its destination is
the metric used by the IP RIP protocol. The actual protocol is limited to 16 hop networks. Thus,
the model used in the simulation assumes that the number of hops only includes communications
between subnet gateways.
The link cost for IP RIP is equal to 1 for every link in the path. Thus, for every
communication link a packet travels over, the hop count is incremented by one. This relationship
is best expressed by the adjacency matrix, which automatically accounts for connectivity on the
link:
LinkCost = Adjacency(i, j)
Equation 73
3.3.14.2. Minimize the Delay and Maximize the Capacity
This protocol is similar to IGRP, a CISCO proprietary routing protocol with a standard equation
for calculating the link cost. The standard routing metric equation considers the bandwidth BW
(actually, the inverse is used in kbps multiplied by a factor of le7), the delay in units of 10
microseconds, the load - merely a weighting measure from I to 255 for which a higher number
is less appealing, and the reliability in fractions of 255 for which 255 means perfectly reliable
[IGRPO 1].
(K -BW) +(KDea)LinkCost = (K . BW)+ (K3 -Delay) K 5(256 - Load) (Re liability + K4 )
Equation 74
The two measures most straightforward to calculate are the bandwidth (capacity) and the delay
(in this case, it is assumed to mean channel delay). However, accounting for both metrics in the
above equation requires some measure of the reliability of each link. A decent reliability metric
would be a scaling factor based on the probability of bit error observed by the customer, but
given the strongly coupled relationship between the routed path and the overall probability of bit
error, incorporating this measure of reliability into the link cost would require an inner loop of
calculations within the already computationally-expensive simulation model. For this reason, a
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simplified version of the IGRP protocol was used, favoring links which maximize the capacity
while minimizing the channel delay:
Capacity(i, j)
LinkCost = max(max(Capacity))
ChannelDelay(i, j)
max(max(ChannelDelay))
Equation 75
3.3.15. Network Overhead
The network overhead calculations contained in this section were, for the most part, conceived
for the purposes of this thesis. Some of the intermediate calculations are based on examples from
[Modi04], and the values used for most of the network overhead components are based on actual
network layer implementations.
Network control overhead accounts for all of the encapsulation information necessary to
interface between the ISO-OSI internet layers. Figure 30 shows the structure of the internet
layers for a "bent-pipe" satellite system like Globalstar, while Figure 31 illustrates the structure
of the internet layers for an inter-satellite based system like Iridium. The number of data bytes
required to manage the network interfaces depends on the internet layer under consideration and
the desired implementation.
The effect of the transport, session, presentation, and application layers will be ignored for
the purposes of this thesis.
First, the network layer overhead will be estimated. The network layer governs the routing
protocols and network-level flow control. Figure 32 depicts how the network overhead is
implemented at each of the lowest three layers of the internet stack. The network layer takes the
packet encapsulated by the higher layers and adds its own header information. Since this
simulation considers only the effects of routing, only the network header OHN"' bytes from the
routing protocols need be estimated. Fortunately, information on number of header bytes used in
existing routing protocols can readily be found; the RIP routing protocol standard incorporates
24 header bytes while the IGRP standard has 26 ([InTH05], and [IGRPOI], respectively).
The Link Layer Control (LLC) sublayer of the Data Link Control (DLC) internet layer
increments the overhead from the network layer and above with address OH L and
control OHcI bytes. The typical value for the LLC address is 2 bytes. The number of necessary
control bytes is determined by the Automatic Repeat Request (ARQ) protocol [DLLP05].
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Figure 30: ISO-OSI Network Layer Model for Bent-Pipe Satellite Systems
Picture taken from [Zhan03].
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The network layer takes the packet encapsulated by the higher layers - application data - and adds its own
header information. The Link Layer Control (LLC) sublayer of the Data Link Control (DLC) internet layer
increments the overhead from the network layer and above with address and control bytes. The Media
Access Control (MAC) sub-layer of the DLC internet layer further increments the overall overhead with a
preamble enabling synchronization among users, an address header, and a cyclic redundancy check (CRC).
Once the DLC layer has finished adding on its required overhead, then the overall packet structure must be
prepared for transmission over the physical channel. This preparation is done by stuffing bits into the packet
to avoid duplication of the packet stop flags as well as framing the packet with the necessary flags. The frame
itself includes a CRC to protect against errors in the frame
To estimate the number of control bytes required by an ARQ protocol, it is necessary to
understand a little bit about how ARQ protocols work. Depending on the implementation of the
ARQ, the protocol either automatically requests a duplicate packet if a packet is corrupted or if
an expected packet fails to appear, or it acknowledges correctly received packets (if the sender
fails to receive an acknowledgement than an error is assumed to have occurred and the packet is
re-sent). The actual implementation does not matter since they are equivalent. For the purposes
of this discussion, it is assumed that acknowledgements are used. The amount of time required
for a packet to be transmitted and acknowledged can be found by estimating the time the packet
takes to travel from source S to destination D (see Figure 33) and the amount of time the
acknowledgement or request takes to travel from the destination D to the source S.
Clearly, the amount of time to travel between the source and destination is accounted for in
the packet transmission time DTP and the propagation time D,. The time the acknowledgement
takes to travel between the destination and the source is similarly described by the
acknowledgement transmission time DTA and the propagation time D,. Adding these times
together gives the approximate amount of time, S, for a packet to be transmitted and
acknowledged:
S =DTP +2-DP +DTA
Equation 76
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Figure 33: Diagram of Packet Traversal from Source S to Destination D
The amount of time required for a packet to be transmitted and acknowledged can be found by estimating
the time the packet takes to travel from source S to destination D and the amount of time the
acknowledgement or request takes to travel from the destination D to the source S.
If the acknowledgement is assumed to piggyback on top of a packet traveling in the opposite
direction (a common implementation when traffic is bi-directional), Equation 76 becomes:
S =2 -(DTP + D,)
Equation 77
Most ARQ protocols incorporate sliding windows that allow new packets that fall within the
window set of packets to be transmitted while waiting for earlier ones to be acknowledged; the
window advances upon the arrival of acknowledgments for previous packets. The window size N
should allow for continuous transmission of packets even if the first packet of the window has
yet to be acknowledged. As can be seen in Figure 34, continuous transmission is enabled so long
as Equation 78 holds true.
N > -
DTP
Equation 78
This condition is satisfied if we assume:
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Figure 34: Illustration of the Condition on Window Size N
This condition on the window size N allows continuous transmission of packets while waiting for the first
packet's acknowledgement. Picture taken from [Modi04].
N = S +1
(DTP _
Equation 79
Assuming packets do not get out of order, this estimate of the window size guarantees
correctness of the algorithm. In the event of an error, the entire window of N packets must be
retransmitted; thus, making N large is advantageous only if the probability that a packet
experiences an error is much less than the probability that the acknowledgement experiences an
error. Since these probabilities are the same - the packets are assumed to travel the same route
through the network and the acknowledgement is piggybacked on another packet - the worst-
case congestion is expected.
S is found by dividing Equation 77 by DTP
DTP
-- =2 1+ D
DTP DTP
Equation 80
The propagation delay can be found by Equation 81.
_ Dis tan ceMax
C
Equation 81
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The transmission delay is given by Equation 82:
Pkt~
DTP- us
Rue
Equation 82
To estimate the maximum total time for a packet to be transmitted and acknowledged, the
minimum packet size, maximum distance (worst-case routing), and maximum data rate is
assumed. These requirements translate to assuming the maximum distance Dis tan ce,,J in meters,
the speed of light c in meters/sec, Ru,,rin bps and Pkt,,erin bits. Plugging these quantities into
Equation 80:
S= 2( 1 + Dis tan cem , .R
DTP c Mer
Equation 83
Next, it is necessary to derive how the control overhead relates to the choice of window size for
the two ARQ protocols of interest: Go-Back-N and SRP.
In Data Networks [Bert92], it is shown that the correctness of the Go-Back-N algorithm is
maintained so long as the sequence and request numbers for the original packets and the
acknowledgement packets, respectively, are sent modulo m, where m is strictly greater than the
window size N. As discussed above, this statement is true so long as the packets do not get out of
order. Thus, in order to guarantee that the sequence and request numbers are sent modulo m, the
control information in the LLC header for implementing Go-Back-N must be of the form:
OH -[C =|log m]
Equation 84
The constraint that m must be strictly greater than the window size N gives:
oH LLCa= [log2 (N +1)]
Equation 85
For Selective Repeat (SRP), any given packet may be followed by the first packet of the window
or it may be followed by the last packet in the window. Thus, the destination receiver must be
able to distinguish between twice the total number of packets in a window; the modulus m must
now conform to:
m 2N
Equation 86
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Thus, the control overhead for SRP must satisfy:
OH LLC_CoHtrl=|log 2(2-N)]
Equation 87
Plugging in for the estimations of the required window size gives:
OH = log +2
Contol 092DTP
Equation 88: Go-Back-N
oH LLC 2
Control = log 2 2.L +1
Equation 89: SRP
The Media Access Control (MAC) sub-layer of the DLC internet layer further increments the
overall overhead with a preamble OH MAC enabling synchronization among users (typically 8
bytes), an address header OH VJc,, (typically 14 bytes in Ethernet, but assumed to be 8 bytes for
the simulation), and a cyclic redundancy check (CRC) of 4 bytes OHcmJc to enable detection of
errors within the packet as encapsulated by the MAC sub-layer.
Once the DLC layer has finished adding on its required overhead, then the overall packet
structure must be prepared for transmission over the physical channel. This preparation is done
by stuffing bits into the packet to avoid duplication of the packet stop flags as well as framing the
packet with the necessary flags. The frame itself includes a CRC OHc"""" to protect against
errors in the frame (assumed to be the same size of the MAC CRC, 4 bytes).
To estimate the number of framing bits, it's necessary to assume that the packet before the
framing process consists of independent, identically distributed random binary variables. These
binary variables are assumed to have an equal probability of being a 0 or a 1. Furthermore, the
termination flag for a frame is assumed to be of the formO1O for somej.
The integer value of j that minimizes the expected overhead for a given original frame length
in bits (E{K}) turns out to be (from [Bert92]):
Lg 2 E{K}_j
Equation 90
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The difference in the value of j with E{K} representing the packet with all of the additional
overhead and E{K}representing the original user packet is very small. Thus, for a rough
approximation, assume E{K} is the average user packet size:
j = [log 2Pkt..._I|
Equation 91
With this value of j, the number of framing bits required is estimated to be:
OH "" min g= E[K].2- +j+l
Equation 92
O g H Mu""r= PktF, -2-1 +j +
Equation 93
Once all of these overhead contributions have been estimated, the overall number of bits
comprising the network overhead can be calculated as follows:
OH OH Net rk +OH LLC +OH LLC +OH mAC +0 +OH + H +OH Framing +OH Framing
'Header Address Control Preamble Address 'CRC Flags CRC
Equation 94
3.4. Derivation of Significance Proof Performance Metrics
Due to the computational expense of this Matlab simulation model, the performance metrics are
examined for a single snapshot in time for each topology; there are 3 topologies under
consideration. Furthermore, to minimize the computational complexity as much as possible, it is
assumed that the network performance metrics are calculated as steady-state averages.
The following discussion derives the performance metrics in terms of the models discussed
in Section 3.3.
3.4.1. Cost/User/Month
The calculation of the cost per user per month metric follows the argument for a cost per
function (CPF) metric used by Kashitani [Kash02]. The derivation is adapted to include
accounting of some of the design variables unique to this simulation model, and the subscription
fees are found per month rather than per year.
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The user subscription charge for network service is calculated in terms of year 2005 constant
dollars. It is assumed that this subscription charge Csubscription_2005 is held constant during the
operational period. This subscription cost must be adjusted each year to account for the inflation
rate iinflation (assumed to be 2.4% [InflO5]), giving the subscription cost in nominal dollars
CSubscription-Nominal, the actual yearly cost seen by the customer. Thus, the subscription cost in
nominal dollars can be found as a function of the year y in the operational period:
CSubscription _ No min al (y) = CSubscription - 2005 ( I + 
1 lnflation y v-2005
Equation 95
Discounting the nominal charge by the internal rate of return i/RR every year results in the net
present value subscription charge, CSubscriptionNPV:
C ibscription -NPV (Y) C= CSubscription No min al(y)C Sb(I + IRR )Y-2005
Equation 96
Combining Equation 95 and Equation 96 gives:
(1+ iInflation v2005
CSubscription NPV (Y) CSubscription _ 2005 Inion
\ tIRRJ
Equation 97
Once the life cycle cost has been estimated, the yearly subscription charge can be adjusted to
guarantee that the net present value of the system will be zero. Without any internal rate of
return, this value corresponds to the system breaking even on the investment by the end of the
anticipated system lifetime. With an internal rate of return of 30%, the system will actually gain
30% on the investment by achieving zero net present value by the end of life.
It is assumed that the only revenue to the system is from individual customer subscription
fees; another potential source could be from advertising. Furthermore, it is assumed that the
satellite system is launched in 2010 and that the system lifetime is specified by the design
variable Tlife. Thus, the net present value of the revenue RNPV can be found by summing the yearly
subscription revenue - found by multiplying the net present value of the subscription cost by the
estimated total number of subscribers NSubscribers (y) for that year - over the lifetime of the system.
2010+Tlife-1
RNPV I CSubscription - NPV ( y) . N Subscribers ( Y)
Y=201 0
Equation 98
Substituting in the previous expression for CSubscriptionNPV, Equation 97:
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E2010+Tlife-1 ( + i y--2005RNPV = CSubscription_ 2005 Inflation
Y=2010 1+iIR )
Equation 99
To achieve zero net present value, the net present value of the system revenue must equal the
total system lifecycle cost (LCC) in net present value LCCNPV. The yearly subscription cost in
2005 dollars per user can be found by replacing RNPV with LCCNPV in the above equation and
rearranging to solve for Csubscription_2005:
CSubscription 2005 =
2010+Tlife-1'
y=2010
LCCNPV
+ 
1 Inflation v-2005
I + i IRR
Equation 100
This equation can be rewritten as:
CSubscription 
_ 2005 [mJe~
LCCNPV
.
\ Inflution (2010+i- )-2005
1+IRR Subscribers (2010 + i -1)
Equation 101
Finally, the cost per user per month can be found by dividing by the number of months in a year.
LCCNPI
Tlfe (1 + . (2010+i-1)-2005
12- 1 'fla"""
I + 1 IRR
-NSuhsriers (2010+i-1)
Equation 102
3.4.2. Market Potential
The following derivations are based off of the work of Chang [ChaDO4]. The major divergence
is that this thesis keeps track of the market potential as a function of the year of operation, rather
than considering only one value for the number of subscribers.
The simulation model assumes that the satellite system as designed satisfies the demand of
one percent of the potential broadband satellite system market (also known as the satellite market
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C Subscription - Month -
. N subscribers (Y)
. N subscribers (Y)
fraction, SMF). The simulation will not separately model the telephony or radio/TV media
markets.
Either the market is modeled off of low-bandwidth systems, defined by user data rates of less
than 50 kbps, or the market is modeled off of high-bandwidth systems, in which the user data
rate is greater than or equal to 50 kbps. The data is based off of the Globalstar system and its
experience with penetrating the telephony market. The population data is in units of 1 million.
The initial system development time IDTime is assumed to be 5 years.
3.4.2.1. Low-Bandwidth
In 2003, the number of potential system users is assumed to be 49.6 million users. Since the
industry has a tendency to overestimate market demand, the model was shifted over to 2004 and
started from the same initial number. The annual increment is 2.9677 million users.
NSubscriber (2010) = SMF -(49.60 + 2.9677 -(IDTime + 1)) -le6
Equation 103
Converting Equation 103 to account for the life time of the system (which is a design variable),
gives Equation 104.
Tlife
NSubscriber( 22010 + Tlife -1) = SMF [N subscrieer(2010 + i -1) + 2.9677 -1e6]
Equation 104
3.4.2.2. High-Bandwidth
The number of potential users in 2003 is assumed to be 4.9158 million people, with an annual
increment of 0.5159 million. Again, the model is shifted by one year to account for
overestimation of the demand.
Nsubscriber (2010) = SMF -(4.9158 +0.5159. (IDTime + 1)) -le6
Equation 105
Tlife
Nsubscriber(2010 + Tlife - 1) = SMF . [N subscriee(2010 + i - 1) + 0.5 159. le6]
Equation 106
Fortunately, the exact numbers are not that important for this thesis. The relative growth in
subscriber base and the impact of the number of subscribers on the other performance metrics is
what matters.
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3.4.3. Life Cycle Cost
The life cycle cost metric derivation is nearly the same as that used by Chang [ChaD04]; the
differences are detailed in the cost model section.
3.4.4. Unused Capacity
The unused capacity metric was developed for this thesis, based on the concepts in network and
queuing theory.
To develop an analytical model for the unused capacity, more queuing theory must be
considered. For stability, the average packet arrival rate to the system A must be less than the
average service rate y. Otherwise, the system cannot keep up with the arrivals to the system and
the delay increases without bound. The stability condition is:
A <'p
Equation 107
The average service rate y is also the rate at which a packet is transmitted, or served to use the
language of queuing theory. If DTP is the packet transmission time, then Equation 107 becomes:
< 1
DTP
Equation 108
However, to find the steady-state average number of simultaneous packets, it is necessary to
consider the arrival rate to a single multiple-access channel on the link, not the arrival rate of
packets to the entire link. If Ncap is the total number of channels on a link, then:
A 1
Nar; DTP
Equation 109
To guarantee stability on any link (ij), let:
NAlap
NCp
0.99
DTP
Equation 110
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Packets can exist in queue waiting for service along a link, in service at the transmitter of a link,
or in transit on a link between nodes in the network. Accounting for all of these packets requires
recalling the average number of packets per MF-TDMA or MF-CDMA time frame developed in
the multiple access section:
NT 2 -(DTP2 3- A -DTPNTF2[ A 2.D, 2
Equation 111
This equation, combined with the number of packets in transit along a link, and summed over all
possible links in the network, can be used to find the number of simultaneous packets at capacity.
A', -Dis tan ce" 34-1l, -DTP
SimPkts cap - Cap + +cap
i, je links c 2
-ap DTP )2
2 -(N --0.99-Na
Equation 112
Rearranging:
SimPkts c' =
i, je links
0-99-N'j -Dis tan ceii 3 -0.99 .NJ*{"p + C"a +
c -DTP 2
(0.99- N(j )2Cap
0.02.- N"
Equation 113
0.99.N -Distance'Cap
i. je links c- DTP I+ 50.49 -N
Equation 114
Similarly, assuming each subscriber transmits one packet per second:
.NSubscriber Distanceu 3- Nsubscriber TP +SimPkts= N + |
ijelcnks C [ 2
Equation 115
The unused capacity is defined as follows:
UnusedCap = SimPktsCap - SimPkts
Equation 116
(Nsubscriber . - DTP )2
2
-(NCap -Nsubscriber A'-DTP
112
SimPkts caP
Substituting in known quantities:
0.99 - NM . Dis tan ce" .
UnusedCap = Cap + 50.49 -N
c . TP 
a1)
Nsubscriber .ubDistance scriber TP (NSubscribe A DTP ) 2
IL 2 * D+ 2(Nap - N Ssubscriber - -DTPe) _
Equation 117
3.4.5. Simultaneous Users
The number of simultaneous user metric was developed for this thesis based on the concepts in
network and queuing theory.
The number of simultaneous users is dependent on the number of simultaneous packets (at
capacity and otherwise), as well as the average round-trip delay in the system. The reason for
describing these metrics in this fashion is simple: the network will obey Little's Theorem
[Bert92]:
N = AT
Equation 118
Where N is the steady-state average number of users (customers, packets, etc)
X is the arrival rate of users to the system
T is the average time spent in the system.
Thus, the number of simultaneous users in the system can be found by considering the total
arrival rate of packets to the systemA,ta1 and the average round-trip delay experienced by a
packet in the system RTD:
SimPktsTotal = Aita -RTD
Equation 119
Since each subscriber is assumed to have an average arrival rate Ayr the total arrival rate of
packets to the system can by found by using the Poisson merging property [Modi04]:
Nuser
4tal = AUser
i=1
Equation 120
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Equation 120 is equivalent to Equation 121.
2lThta=INUser >1User
Equation 121
1
The average rate at which a user can transmit a packet is- ; DTP is the packet transmission
DTP
time. However, the user does not transmit constantly all day long. This means this value must be
scaled accordingly. Assuming each user transmits, on average, one packet per second:
4'1er =1
Plugging Equation 121 with 4er =1 into Equation 119:
SimPktsTotai = Nuser -RTD
Equation 122
Rearranging,
Nuser = SimPktsTotal
RTD
Equation 123
Similarly, the number of simultaneous users at capacity can be found with Equation 124:
SimPkts "aNuserToa
RTD
Equation 124
3.4.6. Spectral Efficiency
The definition of spectral efficiency comes from [InteO2], and was extended to account for
differences in the MF-TDMA and MF-CDMA systems.
In general, spectral efficiency is defined as follows [InteO2]:
SE = ChannelThroughput
ChannelBandwidth
Equation 125
From the previous multiple access models, the channel bandwidth is:
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B- =
(1+,B).(Pktser + OH). Ruer
(log 2 M ). Pkt user
Equation 126
The channel throughput corresponds to the billable (user) data throughput of each TDMA or
CDMA carrier, taking into account the frequency reuse brought about by reusing frequencies in
neighboring cells (cluster size). The data throughput of each carrier can be found as follows:
ChannelThroughput = NId Ru,er K
Equation 127
where Nhd is the number of TDMA or CDMA time slots per carrier (see Section 3.3.12), R,er is
the user data rate in bps, and K is the cluster size. Thus, using Equation 123 gives:
SE = Nhd -user 
-K
BT
Equation 128
Plugging in for known quantities, the spectral efficiency for the MF-TDMA system becomes:
SEMF-TDMA = -(R seJ,,).
BrT
Equation 129
The number of CDMA channels can be found by:
B TOT Pktser 1 E
NR = 1+
Ruse, - (Pkt,,, + OH ) a Ito
-r
Equation 130
Plugging into the spectral efficiency equation gives the spectral efficiency for the MF-CDMA
system:
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I
1± BTOT -Pkt ,user I Eb El(Ruse1 *K1+ -RA-RS (Pkt,,e + OH) a Itot R N j
(1 +,8)- (Pktser + OH) Rser
(log 2 M). Pktuer
Equation 131
3.4.7. Data Loss
The data loss metric was developed for this thesis. Derivations for the expected number of extra
packets due to corrupted packets were adapted from [Modi04].
The data loss measures the amount of data lost in the system due to error. Error sources
include noise that causes data corruption and network congestion resulting in dropped packets,
both of which require retransmission of packets. This section outlines the development of the
data loss estimation and discusses the data loss performance metric based on the idea of
overhead efficiency.
The probability that a packet is dropped in the satellite network can be estimated by finding
the ratio of the number of dropped packets and the total number of packets attempted or
successfully pushed through the system.
P(DropedPkt) - -DroppedPkts
DroppedPkts + SimPktsTotal
Equation 132
It is assumed that the error sources - noise and congestion - occur independently, and that each
bit is equally susceptible to the total bit error rate over the path BERTOT . The probability of packet
error over a given routed path can be estimated given the total bit error rate over the path, the
total number of bits in a packet including overhead Pktrotal,9 and the probability that a packet is
dropped due to congestion. Considering just the error due to noise:
Pkt~ota (' Pkt t o tal-
P(PktError)= ' ERTOT (1-BERTOTr
Equation 133
However, finding the probability of packet error this way is very difficult. Instead, use:
P(NoPktError = t "ta' BERTOT (l -BERTOT )Pktrota
0
Equation 134
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P(NoPktError) = (I - BERTOT )PktrrI
Equation 135
P(PktError) =1 - P(NoPktError)
Equation 136
P(PktError) = 1 - (1 - BERTOT)r
Equation 137
Accounting for errors due to congestion:
P(PktError) = {i - (- BERrTO )P'T""I ]+ P(DroppedPkt))
- 1- (I- BERrTo )Pkt Fr'"] P(DroppedPkt)
Equation 138
The ARQ protocols determine how packets are retransmitted. As such, the efficiency with which
data is successfully sent through the system depends greatly on the ARQ implementation.
Fortunately, it is easy to calculate the number of extra packets that an ARQ protocol is expected
to generate.
Let x = the number of times a packet is sent before it is successfully received. For the Go-
Back-N protocol, given the probability of packet error p (based on [Modi04]):
f 1, if no error (1-p)
x+N, if error (p)
Equation 139
The expected value of x becomes:
E[x]=1.(1- p)+(x+ N). p
Equation 140
Rearranging:
E[x]=I N -p
1- p)
Equation 141
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Thus, the number of extra packets required for the Go-Back-N protocol is found by:
ExtraPkts = N-p
I - p
Equation 142
Substituting in for known values:
ExtraPkts = 2( 1 + Dis tan ce -R user
c -Pkt Total
SP(PktError)
1 - P(PktError)1
Equation 143
A similar procedure exists to find the number of extra packets for the SRP protocol. Given the
probability of packet error p (based on [Modi04]):
1, if
i, if
Equation 144
The expected number of extra packets thus becomes:
E[x]= 1 -(1 - p)+ 2. p -(1- p)+ 3. p2 .(1- p)+ -.. + i - pi- -(1 - p)- -
Equation 145
This expression can be simplified to:
E[x] = II
i1-p
Equation 146
Therefore,
ExtraPkts = I -1I
1 1 - P(PktError)
Equation 147
The data loss can be expressed in terms of the overhead efficiency; a measure of the amount of
information transmitted through the network to successfully transmit user data:
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no error (1- p)
error p'- -(- p)
= Pkt,
PkTotal (1 + ExtraPkts)
Equation 148
3.4.8. Congestion
The following congestion metric was developed for this thesis.
The congestion metric is based on estimating the number of dropped packets in the network
due to congestion. Packets are dropped if, on any link (ij), the offered load exceeds the
following condition:
0.99. N"
Call 
DTP
Equation 149
where Na, is the total number of channels on a link. The "actual" arrival rate at capacity is:
N
Ali Cal)
cal)- DTP
Equation 150
However, this definition would make the network unstable (see Section 3.4.4).
3.4.9. Load Balance
The load balance metric described below was developed for this thesis.
As noted previously, the load balance performance of a network is defined to be the
percentage of links demonstrating light or medium loading. A link is considered lightly-loaded if
less than or equal to 25% of the link capacity is being utilized. A link that is medium loaded has
between 25% and 99% of its capacity being used. A congested link is one where packets must be
dropped to guarantee stability (defined as a link in which greater than 99% of the channels are
being used). Hence,
LoadBalance = %LightLoad + %MediumLoad
Total
Equation 151
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3.4.10. Round-Trip Delay
The following round-trip delay metric was derived for the purposes of this simulation model.
The round-trip delay is also referred to as the latency of the network. As a general rule,
satellite networks are considered high-latency systems, and since many protocols are latency-
sensitive, it is difficult to design protocols that behave well over satellite networks.
The expected round-trip delay per packet includes the time associated with the switching
delay at each of the nodes on the path plus the queuing, service, and propagation delays
multiplied by the expected number of packets per successful transmission. It is assumed that the
terrestrial and satellite switching delays DSwitch are each 5 milliseconds.
As determined in the data loss section, the extra packets for Go-Back-N and SRP protocols
are respectively expressed as:
ExtraPkts = F +Dis tan ce -Ruser P(PktError)
c - PktTotal I 1 - P(Pkt Error )
Equation 152: Go-Back-N
ExtraPkts = - - 1
I1 - P(Pkt Error )
Equation 153: SRP
The expression for the average round-trip delay, given the number of nodes on the path NNodes is:
RTD = (Ditch -N Nodes + Doueu,+ Dservice + D,, o ). (ExtraPkts + 1)
Equation 154
From the results of the multiple access section,
A 2
DQeue + service=-+
2 -[1{- 
-DTP]
Nch
Equation 155
D o = Dis tan 
ce
DPr opagaltionl
C
Equation 156
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3.5. Conclusion
The simulation models used in this thesis are presented in detail in this chapter. The performance
metrics used to determine the "goodness" of the system and network architectures are motivated
and developed. The assumptions and derivations will be used in conjunction with the results in
Chapter 4 to fully understand the interactions occurring between the system and network
architectures.
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Chapter 4
PROOFS
4.1. Introduction
This chapter details the results of the simulation models described in Chapter 3 in the context of
proving Theorem 1. Section 4.2 outlines the Existence proof which references the simulation
model developed in Section 3.2, while Section 4.3 summarizes the Significance proof, making
frequent use of the analytical models developed in section 3.3 to explain the resulting trends.
4.2. Existence Proof
In order for the Existence proof to be satisfied, a single example must be found demonstrating
that the constellation topology drives the network protocols (in this case, routing protocols) and
that the network protocols in turn drives the constellation topology. This section provides the
necessary illustration to prove the existence of the Distributed Satellite Communication System
Theorem.
4.2.1. Scenario
Consider the following scenario. Suppose a satellite company wishes to provide communication
services to customers in North America, East Asia, and the Pacific Ocean. Such a service would
have been particularly useful to the United States military during the WWII Pacific campaign,
for example. Today, such a service might be geared toward US corporations engaging in large
financial transactions with Japan, Taiwan, China, Korea, and India. Coverage over the Pacific
could enable high-speed communication links on business jets and commercial aircraft as well as
providing real-time tracking of cargo ships between the two regions.
Once the desired market is identified, the systems objectives and constraints are specified.
Two high-level objectives for this system might be (in order of priority):
1. Cost. Minimize the cost of the system. While there are many factors contributing to the
total lifetime cost of a satellite system, including the choice of launch vehicles, desired
lifetime, antenna size, and the number of ground stations, the major dollar decision is the
number of satellites. Thus, for the purposes of this example, minimizing cost will
translate to minimizing the number of satellites.
2. Quality of Service. Maximize the quality of service seen by the customers. Generally, this
means minimizing call blocking probability (probability that a voice or data circuit is not
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available when a call or data transfer is attempted), probability of dropped calls
(probability that a voice or data transfer is dropped in the middle of the communication),
round-trip delay, etc.
Clearly, the major constraint should be that the system architecture meets the required coverage
as specified by the desired market. What often happens in real systems is that the system
architecture (including the constellation topology, the location of the ground stations, and the
basic design of the satellites) is chosen based on these high-level objectives and constraints. This
information is then passed onto the network engineers who must design to their own objectives
within the scope of the pre-selected architecture (choice of topology and routing protocol in this
example).
Now consider what would happen if the network engineers had the opportunity to select the
overall system architecture. As before, the major constraint would be that the system must meet
the required coverage. However, the high-level network objectives differ:
1. Congestion. Minimize traffic congestion. As traffic builds up on a given communication
link, the expected delay as seen by a given user increases. A similar phenomenon occurs
with vehicular traffic. In systems with random access protocols, an increase in congestion
leads to an increase in the probability of collisions between two or more packets. In
systems with fixed-access schemes, although collisions are avoided, the system can only
accommodate so many simultaneous users; at some point the communication link reaches
capacity and some data must be rejected. Thus, congestion leads to an increase in the
average delay seen by the user as well as an increase in the probability of blocked calls
and dropped calls.
2. Maximum Number of Hops. Minimize the maximum number of hops required. One can
think of the number of hops as the number of intermediary communication links a data
packet must travel through on its path from source to destination. The more hops a packet
must make, the more time - in general - it takes to go from source to destination.
Furthermore, increasing the number of hops may increase the probability that the packet
will travel a heavily congested link; this trend is not always the case since if many
packets traveling minimum hop paths try to go over the same intermediary link, the link
could become congested.
3. Load Balancing. Maximize the load balancing of the network. As covered in Chapter 3,
the degree to which a network is load balanced is the degree to which the traffic is evenly
distributed among all the communication nodes. A system that is well load-balanced is a
system that is stable. It is possible for a network to come to a point at which the rate at
which data arrives into a link is greater than the rate at which data can leave the link.
When this happens, the network deadlocks; think of what happens when a drain clogs. A
system that is well load-balanced is better able to distribute the traffic among multiple
links reducing the probability that the system becomes unstable (it may still become
temporarily unstable if there is a sudden drastic increase in the network traffic).
Although the network objectives are quality of service measures, these are generally not the
same quality of service measures used by the systems engineers to choose high-performing
systems. However, one should note that traffic congestion, number of hops, and load balancing
are performance issues that affect the quality of service desired by the systems engineers.
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If the overall system architecture (choice of topology and routing protocol) chosen by the
network engineers differs from the architecture chosen by the systems engineers, then the
network protocols drive the design of the system topology and vice versa. Demonstrating this
relationship will prove the Existence theorem. To see this, consider that the choice of routing
protocol directly impacts the performance of the network in terms of congestion, number of hops
and load balancing; each of these metrics depend on how packets are routed through the network.
The constellation topology strongly influences how the packets are routed through the network.
4.2.2. Results
The architectural decisions made by the systems engineers and the network engineers are
considered separately to see what design choices are made.
4.2.2.1. Systems Engineers
Based on the objectives and constraints identified above, consider the system architecture
(topology and routing protocol) the systems engineers would choose for the specified scenario.
For the purposes of this exercise, only the topologies discussed in section 3.2 will be considered.
The first architecture down-select would ensure the coverage constraint is met. Only two
topologies out of the eight can guarantee the required coverage. Topology 6 and topology 8 are
the only architectures with coverage of the Pacific, East Asia, and North America. These satellite
system architectures are shown in Figure 35 for easy reference.
The second architecture down-select chooses the architecture that minimizes the cost - in this
case, minimizes the number of satellites. Clearly, system topology 6 (Figure 35(a)) achieves this
performance objective with two satellites compared with the three satellites required for topology
8 (Figure 35(b)).
Now that the system topology has been chosen, it is necessary to choose the routing protocol
that maximizes the quality of service seen by the user. Table 4-1 and Figure 36 illustrate the
quality of service performance metrics for system topology 6 in conjunction with protocol P1
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Figure 35: Architectures Meeting Required Coverage: Topology (a) 6, and (b) 8
Topologies 6 and 8 are the only two satellite system architectures that can guarantee the required coverage.
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(Figure 36(a)), which routes based on the minimum distance between the desired source and
destination, and with routing protocol P2 (Figure 36(b)), which routes based on the minimum
number of hops between the desired source and destination.
For this illustration, maximizing the quality of service as seen by the user is the same as
minimizing the maximum number of hops, minimizing the congestion, and maximizing the load
balancing. As per Section 3.2, minimizing the congestion means minimizing the maximum
offered load on any link in the network. Likewise, maximizing the load balancing in the network
means maximizing the percentage of links in the network with the offered load falling below a
threshold value of 0.5. Table 4-1 clearly shows that the optimal decision for topology 6 is to
choose routing protocol 2. Figure 36 graphically depicts the difference between the two protocols
by showing the relative congestion on each link.
Systems Decision: Topology 6 and Routing Protocol 2 (P2).
Table 4-1: QoS Data for Topology 6 with Routing Protocol 1 and 2
The optimal quality of service (QoS) decision for each metric is highlighted for routing protocol 1 (P1) and
routing protocol 2 (P2).
Metrics P1 P2
Max Hops 8 7
Amax 4.5373 3.1129
LL% 46.88 53.92
Congestion
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Figure 36: Basic congestion maps of Topology 6 and (a) P1, (b) P2
Routing protocol 1 (P1) minimizes the distance traveled between any source/destination pair, and routing
protocol 2 (P2) minimizes the maximum number of hops required for data to traverse between any
sourceldestination pair. The darker the color on a link, the more congestion the link sees.
126
4.2.2.2. Network Engineers
Now consider what would happen if the network engineers chose the system architecture. As
before, filtering out the architectures that fail to meet the coverage constraint leaves two possible
topologies: topology 6 and topology 8.
Figure 37 shows plots of the performance metrics versus topology number. Topologies 6 and
8 are highlighted. Topology 8 combined with protocol 2 is visibly superior to topology 6 for all
three considered performance metrics: minimum congestion (Figure 37(a)), minimum number of
hops (Figure 37(b)), and maximum load balancing (Figure 37(c)).
Network Decision: Topology 8 and Routing Protocol 2.
4.2.3. Conclusions
Because the architectural decisions made by the system and network engineers differ, existence
for Theorem 1 has been proven; these two very different solutions are shown in Figure 38.
Satellite systems tend to be very expensive, so the cost of the system should be a major factor in
the end architectural decision. However, even this simple example illustrates that giving the
dollar cost too much weight in the decision process can potentially incur a significant quality of
service performance penalty. For example, there is a 57% improvement in the number of hops
required between the architecture selected by the systems engineers (Figure 38(a)) and the one
chosen by the network engineers (Figure 38(b)). Similarly, there is nearly 10% improvement in
the congestion and about 12% improvement in the load balancing. These are not small numbers!
The flexible nature of designing protocols can reduce the impact of this penalty. Even these
simple results show up to a 38% difference in congestion for topology 8 between routing
protocols I and 2 (and in at least two topologies, there is no noticeable difference). However, this
flexibility does not guarantee a system will be able to provide sufficient quality of service to woo
customers; and without customers the system will fail.
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Maximum Offered Load (Congestion) versus Topology by Protocol
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Figure 37: (a) Congestion, (b) Max # of Hops, and (c) Load Balancing vs. Topology
These plots analyze the relationship between the three performance metrics and the topology. Topology 6 and
Topology 8 are highlighted for convenience.
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Figure 38: Architectural Solutions Chosen by (a) Systems, (b) Network Engineers
The systems engineers choose the (Topology 6 + P2) architecture while the network engineers choose the
(Topology 8 + P2) architecture. The darker the color on a link, the more congestion the link sees.
4.3. Significance Proof
Now that existence has been proven for Theorem 1, it makes sense to continue with the
Significance proof. It is now known that coupling indeed exists between the system and network
architectures, but it is not yet known how strong this coupling can be. The Significance proof
examines the cost of sequential design, a measure of the penalty incurred by assuming little to no
coupling in a complex system.
If the coupling is weak, then allowing feedback from the network architecture will only
weakly influence the predicted performance of the overall satellite system (if there is any
influence at all). Thus, a process model incorporating feedback will not produce a better design
than a sequential-based process. Weak coupling further implies that the quality of service
performance penalty for designing a system sequentially is small or inconsequential.
However, if the sequential design performance penalty is substantial, then a case can be made
that the system exhibits strong coupling, and alternate design methodologies should be
considered. In this case, allowing the design of the network architecture to push back on the
system architecture will strongly influence the predicted performance of the entire satellite
system. A sequential product development process is not sufficient to guarantee anything
approaching an optimal design; nor is it guaranteed to result in a system with a quality of service
adequate enough to attract and retain customers. A process model incorporating feedback will be
more likely to find a design with a good trade-off between system and network requirements and
quality of service performance.
A third possibility is that the strength of coupling depends on the design path taken. For
example, strong coupling may only be apparent in systems with inter-satellite links, and not in
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systems using bent-pipe architectures, or in systems with the satellites in LEO versus GEO
orbits. In this case, some types of distributed satellite systems should be designed incorporating
feedback in the design process, and for others this will not be necessary.
Section 3.3 covers the development of the extensive simulation model for this proof. Section
4.3 will reference back to Section 3.3 as necessary.
4.3.1. Scenario
Consider a scenario in which the desired market is global. This market requires the satellite
system to achieve full global coverage. Assume that the Federal Communications Commission
has granted the system 10 MHz total in the Ka frequency band.
If the system is designed sequentially, starting with the system designers and driving toward
the network engineers, the following occurs. Suppose that the system designers decide that they
want to do a trade study of the possible architectures. For the reasons outlined in section 3.3, they
decide on the following objectives: minimize the cost per user per month, maximize the market
potential of the system, minimize the life cycle cost of the system, minimize the unused capacity,
and maximize the number of simultaneous users the system can support at capacity.
Furthermore, they decide they can adjust the following variables: altitude (specified by the
orbital period, Tday), spacecraft lifetime (Tlife), minimum elevation angle (Emin), end-user
receiver diameter (Dr), satellite transmitter diameter (Dt), satellite transmitter power (Dt), and a
decision on whether or not to buy terrestrial capacity to support the system (TC).
Now suppose that the systems designers finish their trade study and decide on some system
architecture; this architecture includes the constellation topology (the three possible topologies
are shown in Figure 39) and high-level spacecraft design. They take this decision and pass it onto
the network designers who must now design the network protocols.
The network designers take the system topology and spacecraft design - which are now fixed
- and decide to pursue their own trade study of the decisions under their control. Their design
provides the actual communication service to the customers and they want to choose the best
network architecture they can. For the reasons detailed in Section 3.3, they decide on the
following objectives: maximize the spectral efficiency of the system, maximize the load
balancing capability of the network, minimize the data loss (which translates to maximizing the
network efficiency), minimize the network congestion, and minimize the round-trip delay
experienced by the average user.
After some discussion, the network engineers settle on the following design variables:
routing protocol (RP), multiple access protocol (MAP), error correction protocol (ARQ),
modulation scheme (MS), average user packet size (PS), average user data rate (Ruser), and a
decision on whether to route through a centralized server or to make each satellite a router via
distributed routing (ND). The systems engineers think they want to hit a broadband market but
the network designers aren't convinced the architecture handed to them can support that.
When the network designers finish, they have a network architecture that provides the best
quality of service that the overall architectural design can manage given the valuations of the
network objectives by the network designers.
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(a)
(b)
(C)
Figure 39: Constellation Topologies with Periods: (a) 1, (b) 1/5, and (c) 1/9 Days
The set of constellation topologies considered in the Significance Proof, occurring at (a) an orbital period of 1
day (GEO) , (b) an orbital period of 0.2 days (MEO), and (c) an orbital period of 0.1111 days (low MEO). In
the product development process, systems designers are responsible for choosing a system architecture which
consists of the constellation topology and high-level spacecraft design.
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If the system is designed sequentially, but driven from the other direction, a similar scenario
occurs. The development process is nearly identical, except that it is the network designers who
optimize the performance of the network protocols before passing the network architecture
design - now fixed - on to the system designers who then decide on the best system topology
and spacecraft design possible.
It should be noted that this particular design process cannot be realistically implemented as
described. However, it is an interesting intellectual exercise to fully understand the relationship
between the system and network architectures. A more practical process that emulates the
behavior of this scenario is to fix very high standards for quality of service and to use these
standards as constraints on the feasible system architectures. The initial designs of the Teledesic
system appear to have used this process when claiming to achieve a BER on the order of le-10
with a constellation of nearly 900 satellites [Stur96].
The cost of sequential design compares the performance of a system designed sequentially
against how the system would perform if designed concurrently under similar conditions. A
concurrent design process simply enables feedback between coupled systems, facilitating a drive
toward the global optimum; sequential design processes tend to find only local optimums if the
processes are coupled.
The Significance proof takes this scenario and examines the cost of designing sequentially to
determine the degree to which the interactions between the system and network architectures are
coupled. The significance proof considers all possible designs and does not filter by desired
market.
The assumptions and simplifications of the model are as defined in Section 3.3.
4.3.2. Multi-Objective Weightings
The design decisions of both the network and system engineers are modeled using multi-
disciplinary design optimization. It is assumed that both the system and network designers assign
some measure of importance to each of the performance metrics - objectives - under their
respective control and that these weightings guide the determination of which designs are
optimal. If the performance of one or more of these objectives is constrained to meet certain
requirements, then the objective space of possible solutions is reduced even further. The
weightings for each step in the sequential process must always sum to one; in the case of
concurrent design, all of the weightings taken together must sum to one.
The Significance proof considers two examples. Example 1 models a system that values
minimizing the data loss - expressed in terms of maximizing the overhead efficiency - over
minimizing the average RTD; valuations that one would expect to see in a system specializing in
non-real time messaging and data transfer services where data quality is very important, but the
applications are not latency-sensitive. Example 2 models a system that values minimizing the
average RTD over minimizing the data loss. However, the value of the data loss objective is kept
at roughly the same order of magnitude as the weighting for the average RTD. These are
valuations one would expect to see for a satellite telephony system, where the observed latency
and data quality are very important measures of quality of service.
For both Example I and 2 in Table 4-2, the systems designers are assumed to place an
importance of 0.75 on the overall life cycle cost, 0.225 on the cost per user per month, and 0.025
on the expected increase in market potential over the course of the satellite system lifetime.
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Table 4-2 provides an overview of the assumed weightings used in both examples. The cost per
user per month metric is extremely dependent on the accuracy of the market potential model, and
to alleviate some of the bias introduced by the inherent inaccuracies of that model, only the
difference in the market potential is considered. The weightings are assumed to be distributed in
this fashion for the following reasons:
The life cycle cost of the system has traditionally been one of the major drivers in the
architectural design of the system architecture. A large portion of this money must be provided
up front - fixed-costs associated with start-up, research and development, and launch of the
satellite constellation - and investors must be convinced that their money is being used wisely
and effectively. Similarly, the life cycle cost has a huge influence on the subscription cost each
user must pay each month in order for they system to break even on the investment with some
internal rate of return. If the subscription costs are too high, then potential customers will likely
choose a competing system. There is some trade off between the life cycle cost and the projected
increase in market potential. The longer the system is in service, the more customers it is likely
to attract, assuming that the cost to each customer is not prohibitively high and the quality of
service is sufficient to meet the customer needs. However, the longer the system is in service, the
greater the life cycle cost due to operational expenses that are incurred each year the system is
flown.
A major flaw of the market potential model is that no accounting is made of the influence
that quality of service and subscription costs play on market penetration and customer retention
as a function of time. Thus, the major drivers involved the trade-off between life cycle cost, cost
per user per month, quality of service, and the market potential are not truly captured. The results
Table 4-2: Multi-Objective Weightings for Example 1 and 2
The objective weightings for each step in the sequential process must always sum to one; in the case of
concurrent design, all of the weightings taken together must sum to one.
System Weights System Requirement Weights
Example Max
# RTD LCC cum Market Users at Unused
Potential Capacity Capacity
1 1 0.75 0.225 0.025 0.07125 0.07125
2 0.1 0.75 0.225 0.025 0.04875 0.04875
Network Weights
Example Max
# RTD Av Avg ULDL Load
RTD Overhead Spectral Balance CongestionEfficiency Efficiency
1 1 0.05 0.38 0.1425 0.1425 0.1425
2 0.1 0.35 0.26 0.0975 0.0975 0.0975
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given in this section involving cost per user per month (CUM) and the market potential should
thus be viewed with a big grain of salt. Likewise, the magnitude of the CUM objective should be
viewed with skepticism since there are ways to significantly reduce the cost seen by the user. For
example, the internal rate of return can be reduced; other potential sources of revenue can be
explored, etc.
To emphasize the influence of life cycle cost on the end design and to reduce the impact of
these flaws, the relative weightings of the CUM and market potential objectives are kept small.
Two of the system objectives, maximizing the number of simultaneous users - users at
capacity - and minimizing the unused capacity of the system (both taken to be at the beginning
of life, BOL), are highly dependent on the choices made by the network designers. While there
are ways of estimating these numbers without consideration of the network architecture, these
estimations are poor at best. It is a feature of the simulation model that these objectives are
calculated using information on the network architecture. For the purposes of calculating the cost
of sequential design, it is assumed that these two systems objectives are system requirements
levied on the network engineers; the network architecture must be designed to maximize the
number of simultaneous users and to minimize the unused capacity. Since designing for the best
network architecture will naturally drive these objectives in the direction desired by the system
engineers, it is further assumed that the requirements levied on the network architecture will be
met by assigning these objectives a small portion of the weightings allocated by the network
designers.
In multi-objective design optimization, each of the objectives should be of the same order of
magnitude in order for the objective weightings to maintain their relative importance. A very
small weighting can effectively become a very large weighting if the objective value is orders of
magnitude larger than the others.
To renormalize each of the objective values, they were divided by the maximum respective
objective value occurring in the objective-space. The only exception to this procedure is the
renormalizing factor used for the average RTD metric. The largest average RTD value occurring
in the objective space is infinite. It was not sufficient to filter out the architectures with infinite
average RTD values since there were many examples with very, very large, but not infinite
RTD's. For this reason, a maximum RTD value was chosen arbitrarily small. The values of the
maximum RTD were varied to examine their effect on the architectures chosen and the
performance of said architectures. As the maximum RTD value is decreased, the distinction
between architectures with average RTD's less than the maximum is increased; architectures
with larger average RTD's than the maximum RTD factor can still be chosen but with a
significant penalty on the overall objective function. As Example I models a system that is not
latency-sensitive, the maximum RTD was set at I second. However, Example 2 is very latency
sensitive, so the maximum RTD was set at 0.1 seconds.
4.3.3. Results
As discussed above, there are three design processes under consideration:
1. Sequential: System + Network,
2. Sequential: Network + System, and
3. Concurrent.
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Table 4-3: Overall Objective Functions for Example 1 and 2
The overall objective functions are calculated for each design process.
Example Process Description Overall Objective
# Function
Sequential: 0.0831System->Network
1 Sequential:
Network->System -0.1075
Concurrent 0.082
Sequential: 
-0.5473System->Network
2 Sequential:
Network->System -0.4088
Concurrent -0.2713
The relative performance of each of these design processes are discussed for two examples as
illustration of the cost of sequential design for distributed satellite communication systems.
Section 4.3.3.1 examines Example I while Section 4.3.3.2 studies Example 2.
The objective weightings modeling the designer decisions for both examples are shown
in Table 4-2; the overall objective functions for these examples, calculated for each design
process are given in Table 4-3. The resulting architectural designs - categorized by example and
design process - are given in
Table 4-6; the architectural design choices and trends are analyzed in Section 4.3.3.3.
4.3.3.1. Example 1: Results and Interpretation
The system examined in Example I values minimizing the data loss - expressed in terms of
maximizing the overhead efficiency - over minimizing the average RTD; valuations that one
would expect to see in a system specializing in non-real time messaging and data transfer
services where data quality is very important, but the applications are not latency-sensitive
Examining the architectural decisions selected by the system and network designers in each
of the design processes shows that for a marginally small increase in cost, fairly significant
increases in quality of service performance can be achieved. In Figure 40, the LCC versus RTD
are plotted for the thousands of architecture permutations evaluated by the simulation model. In
this plot, the life cycle cost penalty for a gain in average RTD is illustrated by comparing the
'best' architecture reached using the different design processes:
" System + Network (S-*N) process: architecture decision is circled,
" Network -- System (N-S) process: architecture decision is enclosed by a diamond, and
" Concurrent (C) process: architecture decision is marked by a square.
The penalties and gains are indicated on Figure 40 by tracing lines from the choice of
architectural designs to their corresponding values along the objective axes.
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Comparing Concurrent and System 4 Network Design Processes
Comparing the 'best' architecture design points for the three design processes, we see that the
cost penalty for designing concurrently rather than sequentially for the System + Network case
is $30.5 million. In exchange for that $30.5 million (a mere 2.29% increase in cost), the average
round-trip delay decreases by 2.08 seconds (a whopping 86% improvement)! For comparison,
designing concurrently rather than sequentially for the Network -> System case saves the system
$108.8 million (an 8.16% improvement in cost), in exchange for a mere 0.05 second (15.25%)
increase in the average round-trip delay.
Another major quality of service consideration is the average overhead efficiency (also
provides measure of the average data loss experienced by the system). Figure 41 illustrates the
cost of sequential design for this case. For the same cost penalty described in the discussion of
the average round-trip delay, designing concurrently rather than sequentially for the System -
Network case provides a 45.7% improvement in the overhead efficiency. This means that there is
a 45.7% reduction in the data loss seen by the system for only a 2.29% increase in the cost! By
comparison, the Network - System case provides no noticeable improvement, but does save
$108.8 million.
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Figure 40: Ex. 1: Cost of Sequential Design for LCC vs. Avg. RTD at BOL
The figure illustrates the life cycle cost LCC [$B] penalty for a gain in average round-trip delay (RTD) in [s]
at beginning of life (BOL). The dots represent the possible architectural designs considered by the simulation
model. The penalties and gains are indicated by tracing lines from the choice of architectural designs to their
corresponding values along the objective axes. The final architectures selected by the three design processes
are highlighted: the System + Network (S4N) process architecture decision is circled, the Network 4
System (N+S) process architecture decision is enclosed by a diamond, and the Concurrent (C) process
architecture decision is marked by a square.
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Figure 41: Ex. 1: Cost of Sequential Design for LCC vs. Overhead Efficiency at BOL
The figure illustrates the life cycle cost LCC in [$B] penalty for a gain in BOL average overhead efficiency []
Similarly, significant gains for the other performance metrics are shown in Figure 42 for the
spectral efficiency of the uplink/downlink (65% improvement), Figure 43 for the load balancing
performance (17% increase), and Figure 44 for the observed congestion (99.6% decrease).
Comparing Concurrent and Network + System Design Processes
The results are more mixed for the Network->System case. The spectral efficiency (Figure 42) of
the uplink/downlink is improved by 73% for the concurrent process, but the load balancing
performance and observed congestion suffer by 4% (Figure 43) and 88.4% (Figure 44)
respectively.
Table 4-4 and Table 4-5 provide the performance metric data in convenient tabular form.
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Figure 42: Ex. 1: Cost of Sequential Design for LCC vs. Spectral Efficiency
The figure illustrates the life cycle cost [LCC] in [$B] penalty for a gain in spectral efficiency of the
uplink/downlink [-].
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Figure 43: Ex. 1: Cost of Sequential Design for LCC vs. Load Balance at BOL
The figure illustrates the life cycle cost [LCC] in [$B] penalty for a gain in BOL load balance performance [-].
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Figure 44: Ex. 1: Cost of Sequential Design for LCC vs. Observed Congestion at BOL
The figure illustrates the life cycle cost [LCC] in [$B] penalty for improved congestion avoidance in [Dropped
Packets] at BOL.
Comparison Summary
This example proves the significance of Theorem 1: designing the system incurs a significant
quality of service penalty if it is designed sequentially (System + Network) instead of
concurrently for the design valuations given in Table 4-3. Example 1 illustrates that a sequential
product development process is not sufficient to guarantee anything approaching an optimal
design; nor is it guaranteed to result in a system with a quality of service adequate enough to
attract and retain customers. A process model incorporating feedback is shown to be more likely
to find a design with a good trade-off between system and network requirements and quality of
service performance.
Example Il further illustrates that in some cases, designing sequentially virtually guarantees
that the achievable average RTD will not be sufficient to provide real-time data services (300
milliseconds is generally considered to be the cut-off for these types of services) in addition to
the desired non-real time services. However, designing concurrently drives the achievable
average RTD very close to the value necessary to achieve real-time data services. In other words,
designing concurrently rather than sequentially could open the system up to service options that
might be impossible to achieve otherwise.
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4.3.3.2. Example 2: Results and Interpretation
The system examined in Example 2 values minimizing the average RTD over minimizing the
data loss. However, the value of the data loss objective is kept at roughly the same order of
magnitude as the weighting for the average RTD. These are valuations one would expect to see
for a satellite telephony system, where the observed latency and data quality are very important
measures of quality of service.
Once again, examining the architectural decisions selected by the system and network
designers in each of the design processes demonstrates strong coupling between the two
architectures. In this case, however, the increase in cost is substantial. On the other hand, the
increase in quality of service performance is still impressive. Even though the percentage
improvement is not as much as in Example 1, there are other considerations which will be
discussed in more detail shortly.
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Figure 45: Ex. 2: Cost of Sequential Design for LCC vs. Avg. RTD at BOL
The figure illustrates the life cycle cost (LCC) in [$B] penalty for a gain in BOL average round-trip delay
(RTD) in [s].
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RTD is illustrated by comparing the 'best' architecture reached using the different design
processes:
" System 4 Network (S*N) process: architecture decision is circled,
" Network + System (N4S) process: architecture decision is enclosed by a diamond, and
" Concurrent (C) process: architecture decision is marked by a square.
The penalties and gains are indicated on Figure 45 by tracing lines from the choice of
architectural designs to their corresponding values along the objective axes.
As Figure 45 through Figure 49 reveal, for an extra $559.2 million (41.95% increase in life
cycle cost), the concurrent design provides a 0. 1876 second decrease in average RTD from
0.2888 seconds to 0.1012 seconds (35.04% improvement), 75% improvement in the data loss,
97% improvement in spectral efficiency, with marginal tradeoffs involving 0.4% loss in load
balance performance and increasing the congestion from 0 dropped packets to 4.302 dropped
packets.
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Figure 47: Ex. 2: Cost of Sequential Design for LCC vs. Spectral Efficiency
The figure illustrates the life cycle cost [LCC] in [$B] penalty for a gain in spectral efficiency of the
uplink/downlink [-].
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Figure 48: Ex. 2: Cost of Sequential Design for LCC vs. Load Balance at BOL
The figure illustrates the life cycle cost (LCC) in [$B] penalty for a gain in BOL load balance performance [-].
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Figure 49: Ex. 2: Cost of Sequential Design for LCC vs. Observed Congestion at BOL
The figure illustrates the life cycle cost (LCC) in [$B] penalty for improved congestion avoidance in [Dropped
Packets] at BOL.
Comparison Summary
This significance of Theorem 1 was proven in Section 4.3.3.1, but this does not mean more
information cannot be gleaned by looking at a different situation. Example 2 models the case of a
satellite telephony system, for which the observed latency and data quality (measured in terms of
the overhead efficiency) are both very important measures of the quality of service.
The increased emphasis on RTD appears to push the design of the overall system architecture
for the System - Network process closer to the Pareto optimal front in Figure 45 than is seen in
Example 1. In this particular case, the sequential process sufficiently drives the architectural
choice to a RTD that can enable real-time data transfers. Performing a concurrent analysis,
however, can reduce the average RTD significantly further, enabling extremely latency-sensitive
applications that the objective valuations used to make the architectural decisions in Example 1
would not have found. However, the penalty for enabling these applications is a 42% increase in
the expected life cycle cost; this penalty may be greatly offset by increased market penetration.
A comparison of the results between Examples 1 and 2 suggest that how the various
performance metrics, or system responses, are valued by the designer plays a large role in
determining the strength of coupling between the system and network architectures. Simply
increasing the importance of the RTD, without adjusting the relative percentage weightings of
the other network performance metrics has demonstrated a surprisingly large affect on the
strength of coupling between the architectures. More detailed analyses will need to be done to
understand how to predict these interactions.
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Table 4-4: Systems Performance Metrics Results' for Example 1 and 2
Table includes results at beginning of life (BOL) and end of life (EOL).
Capacity Market Unused
Example . LCC BOL Potential Capacity
# ProcessDescption BOL BOL
[B$] [Users] [Users] [Packets]
Sseq>etiork 1.33 6.94E+06 674062 7.29E+06
Netwok->etem 1.44 5.64E+05 80112 8.55E+05
Concurrent 1.36 2.04E+05 80112 3.37E+05
Sseq>etiork 1.33 7.39E+06 674062 1.09E+07
2 Netwok-tem 3.18 1.57E+07 80112 6.41 E+07
Concurrent 1.89 8.05E+05 80112 4.24E+06
Capacity Market Unused
Example .cCUM CyEOL Potential Capacity
# ProcessDescnption EOL EOL
[$1 [Users] [Users] [Packets]
Sserntiork 155.13 6.50E+06 792770 7.17E+06
Netwok->etem 1370 5.33E+05 100748 8.42E+05
Concurrent 1300 1.87E+05 100748 3.26E+53
S ste>etork 155.13 7.31E+06 792770 1.09E+07
2 Sequential: 
]
Network->System 3020 1.57E+07 100748 6.41 E+07
Concurrent 1800 7.99E+05 100748 4.24E+06
There is a small scaling error in the simulation code involving the number of users at capacity and the unused
capacity metrics. It is unlikely that this scaling error effects the observed trends as any differences between systems
should fall within the margin of error. Only the absolute values should be affected to any noticeable degree.
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Table 4-5: Network Performance Metrics Results for Example 1 and 2
Table includes results at beginning of life (BOL) and end of life (EOL).
ULDL Avg Load Avg
Example Process Spectral Overhead Balance Congestion RTD
# Description Efficiency EffBncy BOL BOL BOL
[[-] [-] [Packets] [s]
Sequential:
System->Network 5.64E+03 0.6445 0.7895 53050 2.4258
1 Sequential:
Network->System 4.43E+03 0.9392 0.9825 23.9289 0.301
Concurrent 1.63E+04 0.939 0.9474 206.1955 0.3469
Sequential:
System->Network 696.347 0.1575 1 0 0.2888
2 Sequential:
Network->System 2.26E+05 0.6297 1 0 0.0783
Concurrent 2.56E+04 0.6336 0.9957 4.302 0.1012
Avg Load Avg
Example Process Overhead Balance Congestion RTD
# Description Efficiency EOL EOL EOLEOL __________
[-] [-] [Packets] [s]
Sequential:
System->Network 0.6423 0.7719 67237 2.5875
1 Sequential:
Network->System 0.939 0.9649 85.2371 0.3184
Concurrent 0.9381 0.9035 360.1024 0.3792
Sequential:
System->Network 0.1575 1 0 0.292
2 Sequential:
Network->System 0.6297 1 0 0.0783
Concurrent 0.6335 0.9913 8.4218 0.1019
4.3.3.3. Architectural Design Observations
The architectural designs of Examples 1 and 2 in Table 4-6 are given in terms of the design
variable values selected for each design process. Although the results from Examples 1 and 2
prove the significance for the Distributed Satellite Communication Design Theorem (the system
and network architectures are strongly coupled), the design process is not guaranteed to result in
distributed satellite communication systems that a company would want to fly. This result is due
to the sparse nature of the design space and the assumptions built into the simulation models.
Most of the design variables had only two possible values that could be chosen, and only the
orbital period (Tday), packet size (PS) and user data rate (Ruser) had three. Also, it should be
noted that due to time limitations, only a select portion of the design space for Tday = 0.1111
days could be evaluated. In this section we will discuss some of the reasons these results might
not be real-world solutions and how the models might be improved.
146
As the latency sensitivity becomes more of a system driver, the altitude decreases. This result
makes sense, but there is a subtle caveat. At lower altitudes, on average a given packet will
require more hops to travel between a source and a destination. The number of hops has a
significant impact on the quality of service. In a system without regenerative repeaters (as
assumed here), the impact is even greater since the probability of packet error is greater than in
the case of regenerative repeaters. Although systems with regenerative repeaters suffer less from
packet errors, there is a trade-off in terms of the cost of the hardware and the extra time required
to process the data.
Table 4-6: Architecture Decisions for Example 1 and 2
Table sorted by example number, choice of design process, and design variables.
System Design Variables
Example Process Tday Emin Tlife Dr Dt Pt TC
[days] [deg] [year] [m] [m] [kW] [-]
Sequential: 1 1 . .
System->Network 1 15 5 0.5 1.5 4 0
1 Sequential: 1 15 5 0.5 3 8 0Network->System
Concurrent 1 15 5 0.5 3 4 0
Sequential: 1 1 . .
System->Network 1 15 5 0.5 1.5 4 0
2 Sequential: 0.1111 20 5 0.5 3 8 0Network->System I____ I__ ___ __
Concurrent 0.2 15 5 0.5 1.5 8 1
Network Design Variables
Example Process ND RP MAP ARQ MS PS Ruser
[] [-] [-] [-] [-] [Bytes] [kbps]
Sequential: 1 1 2 3 2 100 10System->Network
1 Netwok->ytem 1 1 1 3 1 1000 1000
Concurrent 1 1 2 3 1 1000 1000
Sequential: 1 1 2 3 1 10 10System->Network
2 Netwok-> tem 1 1 2 3 1 100 1000
Concurrent 1 1 2 3 1 100 1000
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Lower elevation angles are clearly favored, but this is likely an artifact of model used, which
does not account for availability requirements. Higher elevation angles - and increased diversity
- increase the probability that a satellite is visible to the ground station. However, higher
elevation angles and increased diversity tend to require more satellites for all other
considerations held equal. Thus, to achieve greater availability, it is expected that the cost of the
system will increase.
Shorter system lifetimes seem to be ideal, but as mentioned in the multi-objective weightings
section this results is likely misleading. The inaccuracies of the market model fail to give a clear
accounting of the interactions between quality of service performance, customer retention,
market penetration, and the system lifetime.
A receiver diameter of 0.5 meters appears to be optimal for all cases, but this result is
misleading. This result merely says that given the sparse design space considered, there are no
scenarios with a receiver diameter of 0.05 meters providing sufficient link margin to ensure the
quality of service required by the system. It is possible to improve the link margin by adjusting
the gain on the receiver end by considering other types of antennas, or by boosting the gain in
orbit (at higher cost).
The variation in the choices of the satellite transmitter diameter and power is best explained
in terms of the average data packet size and the average user data rate and will be discussed
shortly.
For the most part, the decision to buy out capacity on the terrestrial network is not favored
(TC = 1). The most likely explanation for this is that it does add recurrent costs to the overall
cost of the system - each year, the satellite company must pay to keep exclusive rights over the
channels. There are subtle interactions with the average RTD and congestion metrics. The
number of terrestrial channels that the satellite system can buy out is limited. In areas where
much of the traffic is being routed to neighboring subnets, most of the traffic will attempt to
travel through the terrestrial network rather than over satellite to reduce the number of hops and
RTD. If the traffic load offered to these links is greater than the capacity available to the satellite
system, then the links become congested, packets are dropped, and the average RTD increases.
Routing protocols incorporating congestion as a metric can be used to mitigate these effects.
However, the added cost of buying out the capacity may not be worth the increase in
performance if the system is lightly loaded - at the beginning of life, for example. Consideration
of this design choice is warranted in cases where the system loading increases later in the system
lifetime or if the system has such stringent RTD requirements that the increase in congestion on
some links improves the overall quality of service.
Choosing to route the traffic in a distributed fashion (ND = 1) is clearly favored. Routing
traffic through a centralized subnet will increase the average RTD and the congestion. The
performance penalty for centralized routing will be greater in systems requiring more hops on
average, thus favoring GEO systems over those in lower altitudes. The main trade-off with the
performance benefits of distributed routing is the extra cost incurred by the sizeable routing
tables that would be required. Naturally, the size of the routing tables will increase dramatically
with the number of satellites in the system.
As mentioned numerous times, the number of hops is a significant quality of service
performance driver. This phenomenon seems to be captured in the routing protocol design
choice, with a clear favoring of the routing protocol based on minimizing the number of hops
required (RP = 1).
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The systems considered favor using MF-CDMA (MAP = 2) as the multiple access protocol.
MF-CDMA is generally considered to be more spectral efficient, thus increasing the billable
information sent through the system.
The systems considered also favor using SRP (ARQ = 3) as the error-correction protocol.
This result is unsurprising as SRP is the most efficient basic ARQ protocol. Although the
simulation model assumes ideal SRP, more advanced ARQ protocols can achieve similar levels
of performance.
The systems also seem to favor BPSK (MS = 1) systems, which is somewhat surprising.
QPSK systems are far more spectral efficient, but do incur a penalty in the expected BER of the
channel. The systems are assumed to be using the Ka frequency band, which tends to provide far
better link margin than the Ku band, all other things equal. Still, the systems seem to suffer more
from BER issues than they gain by increased spectral efficiency.
It is interesting that both of the Network -> System and Concurrent design processes seem to
favor average user data rates on the order of 1 Mbps in combination with packet sizes on the
order of hundreds or thousands of bytes. As expected, driving up the packet size and average
user data rate boosts the link margin requirements on the system end, increasing the satellite
transmitter diameter and power. It is likely that the trend toward greater average user data rate is
due to the emphasis on minimizing the average round-trip delay. As the system increases its
latency sensitivity (moving from Example I to Example 2), the average data packet size
decreases for a given user data rate (regardless of design process). Larger packet sizes take
longer to transmit and are subject to a greater probability of packet error due to noise for a fixed
user data rate.
4.3.4. Conclusions
In this section, the link between the design of the network protocols and decisions and the design
of the system topology and spacecraft design was explored. It was found that the architectural
design of both the network and the system are strongly coupled. However, the benefits and
importance of this coupling appears to be strongly tied to the relative importance of each of the
performance metrics used to down-select the architectural design for each product development
process. In some sense, Example 1 exhibits far stronger coupling than Example 2; the system in
Example 1 achieves huge quality of service improvements for a marginal increase in cost, while
the system in Example 2 achieves moderate quality of service improvements for a much larger
life cycle cost increase. On the other hand, the average round-trip delay achieved by the
concurrent process in Example 2 is a 73% improvement over the average round-trip delay
achieved by the concurrent process in Example 1!
These results imply that for a concurrent design process, increasing the quality of service
requirements of the system incurs an increasing cost penalty, but drives the overall design closer
to the achievable optimal network performance than can be found using only a sequential
(System -> Network) process. Also, the multi-objective design and objective spaces seem to be
increasingly tricky to navigate. Fewer jointly-considered systems can meet the requirements, and
it becomes less likely that a high-level trade study will locate these rare jointly-optimal systems.
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4.4. Conclusion
Chapter 4 has proven the existence and significance of the Distributed Satellite Communication
System Design Theorem. The results verify the existence of the Design Theorem because an
example was shown in which the system designers and the network designers choose different
satellite architectures (topology plus routing protocol). The significance of the Design Theorem
is demonstrated by providing examples in which, for all other things held equal, a concurrent
design process can greatly improve the quality of service of a distributed satellite communication
system for a marginal increase in cost.
Furthermore, it was discovered that how the various performance metrics, or system
responses, are valued by the designer appears to play a large role in determining the strength of
coupling between the system and network architectures. The exact nature of this interaction is
unknown, and more studies will be required to understand how these valuations influence the
strength of coupling.
The results of the significance proof in Section 4.3 indicate that the product development
process for distributed satellite communication systems should be reconsidered for some types of
systems. Future systems should take care to investigate their exposure to performance penalties
early on in the design process.
Although assuming a sequential design process seems to benefit the life cycle cost, the
system can suffer a substantial quality of service penalty. Clearly, assuming a sequential design
process is not necessarily a good assumption for distributed satellite communication systems.
This result would imply that researchers studying distributed satellite communication systems
from a systems perspective should make more of an effort to include the effects of the network in
their high-level studies. For network engineers, rather than finding the optimal protocol for a
given topology, explore how protocols can be optimized by varying the topological structure and
spacecraft link margin dynamics, specifically ground and space antenna size, structure, and
power.
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Chapter 5
CONCLUSIONS
5.1. Overview
This thesis has proven the Distributed Satellite Communication Design Theorem, and has shown
that the influence of the interactions between the system and network architectures depends on
how the design decisions are made on a design process scale as well as internally to both the
system and network designers in terms of how the designers value certain objectives.
The concluding chapter expands on the thesis impact discussion in Chapter 1, taking into
account the results found in Chapter 4. Finally, suggestions for future research are made based
on the assumptions and simplifications as well as other questions that have arisen during the
course of this research.
5.2. Re-evaluation of the Product Development Process
The results of the significance proof in Section 4.3 indicate that the product development process
for distributed satellite communication systems should be reconsidered for some types of
systems. Future systems should take care to investigate their exposure to performance penalties
early on in the design process.
While the quality of service performance improvements for concurrent over sequential
design processes is staggering, there are costs to consider when deciding on which design
process to follow.
First, any large-scale high-level trade study of the interactions between the system and
network architectures under consideration by both the system and network designers will be
massively computationally complex, and will become more so as the altitude decreases. The
Matlab simulations undertaken for this thesis ran on the order of a minute each for the
geostationary earth orbit (GEO) constellations, 5-8 minutes for the high medium earth orbit
(MEO) constellations, and 10-20 minutes each for the low MEO systems. The computers used to
run these simulations included several 2.99 GHz, 512 MB computers. Fortunately, high-end
supercomputers are becoming increasingly affordable; they will be needed for the concurrent
design of these systems.
Second, concurrent design processes incur people overhead. As the design process requires
feedback between the coupled components (in this case, the system and network architectures),
the people involved in these areas will need to communicate more. As such, it can be expected
that the development time of the system will increase.
Third, it should be clear from the design architectures shown in
Table 4-6 that even small changes in the value of design variables can have a significant
impact on the end performance of the overall system architecture depending on the design
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process. This observation implies that the design and objective spaces are very non-linear and
discrete, and that the design process chosen can have a significant impact on how well this trade
space is explored.
Fourth, in the course of researching this thesis, it became apparent that there is a cultural
divide in the satellite communication industry. Network designers seem to have been aware of
the potential impact that their protocol designs can have on the system topology, but have been
unable to communicate this to the system engineers. On the other hand, the system engineers
seem to have been woefully clueless as to the impact their decisions have on the quality of
service that the end network can provide, even if designed optimally for the given topology and
spacecraft design. Note, these observations are unlikely to be true in all cases.
Finally, it was observed in the course of this thesis that the weightings used in the decision
making process for both the system and network designers can have a significant impact not only
on what design process to choose, but also on the quality of service and cost performances of the
overall architecture.
Evidently, more work will need to be done on an industry scale to find a development
process that reduces exposure to quality of service penalties without acquiring excessive amounts
of overhead and development cost as a result.
Awareness of the issues brought up in this thesis may enable satellite communication
companies to make better decisions in terms of accepting a small cost penalty in exchange for
significant gains in network quality of service performance.
Truly, the communication network in distributed satellite communication systems is a critical
piece of the architecture, perhaps even the most critical piece. As a result, ignoring its influence
for expediency in design and the dollar bottom line may damage a satellite company's ability to
generate sufficient revenue later on. In other words, the seemingly innocuous assumption of
weak or unimportant interactions with the network, because of the "after all, we can design
around it later" mindset inherent in the sequential design process may doom the system to
economic failure later on.
5.3. Commentary on Common Assumptions in Research Literature
The results of this thesis provide ample evidence that many common assumptions found in the
research literature have a significant impact on the performance of distributed satellite
communication systems. A good assumption is one that simplifies the process to get to an answer
without drastically altering the results. An assumption that is not valid is one that assumes away
an interaction that is critical to the understanding the system. Distributed satellite communication
systems are very complex, meaning even a seemingly inconsequential assumption could prove to
have a large effect.
Although assuming a sequential design process seems to benefit the life cycle cost, the
system can suffer a substantial quality of service penalty. Clearly, assuming a sequential design
process is not necessarily a good assumption for distributed satellite communication systems.
This result would imply that researchers studying distributed satellite communication systems
from a systems perspective should make more of an effort to include the effects of the network in
their high-level studies. For network engineers, rather than finding the optimal protocol for a
given topology, explore how protocols can be optimized by varying the topological structure and
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spacecraft link margin dynamics, specifically ground and space antenna size, structure, and
power.
5.4. Application to Terrestrial, Sensor Web, and Ad-Hoc Systems
The architectural design of terrestrial, sensor web, and ad-hoc networks mirror that of satellite
communication systems; the design process is also similar. Take a basic network found in
universities and offices as an example. Figure 50 relates these design problems to satellite
systems.
First, consider the relationship between terrestrial and satellite networks. The only
architectural difference is the wired connection between the cable network and the wireless
access points. If this wired connection could disappear, the wireless access points would behave
similarly to a satellite system; all data transfer would have to flow between access points and the
customers who use them. Just as in a satellite network, the access points would need to handoff
communications as users move between them. Handoff is still an active area of research, one
whose success directly impacts the quality of service performance of both types of systems! The
main architectural difference between this scenario and satellites is that the access points don't
move, while satellites can.
A sensor web network is very similar [Torr02]. Generally, sensor web networks consist of
many wireless devices placed in situ into environments of interest. These wireless devices
typically monitor the environment and transmit information automatically or by request to end-
users by way of relay stations and pre-existing network infrastructure. It should be easy to see
the relationship to terrestrial systems via Figure 50. A sensor web network is a terrestrial network
that has gotten rid of the wired connection linking to the wireless access points. An important
aspect of sensor web networks is they are generally stationary - the access points don't move and
their location is known a priori.
Finally, one can generally think of ad-hoc systems as wireless access points whose position are
not known a priori and can move randomly. Although ad hoc systems are generally located on
the ground, they are more similar to satellite systems in that the access points are mobile.
However, there is a major difference - even when satellites move, their position is known a
priori as their future location in the orbit can be calculated very precisely. For this reason,
distributed satellite communication systems can be considered a special case of ad hoc networks.
The inherent architectural relationships between these different systems means that results
found for one likely apply to the others. Since distributed satellite communication systems are a
special case of ad hoc, this means that ad hoc systems are more complex than even the satellite
systems, and even more likely to experience strong coupling. Furthermore, it is very likely that
time variability will generate greater coupling between the system and network architectures; ad
hoc systems will be greatly affected by this as well!
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Figure 50: Relationship between DSC and Other Network Systems
This diagram illustrates the relationship between distributed satellite communication (DSC) and terrestrial,
sensor web, and ad-hoc systems.
5.5. Future Work
A large motivator for this thesis is the desire to design distributed satellite communication
systems that provide communication services that customers really want and at the quality they
demand. This thesis has taken the first steps to understanding how to effectively integrate the
system and network architectures to achieve this aspiration. However, there is much work left to
be done. This section details a number of things that can be done to improve the simulation
model used in this thesis, and encourages new areas of research that will be required for a
comprehensive understanding of the interactions between the system and network architectures
for these systems.
A major piece missing from this work is an examination of the effect of time variability on
the strength of the interactions. Since the network protocols deal with phenomena that are time-
varying, the performance of the network will also. Understanding how this interaction impacts
the overall system design will be very important to the design of future systems.
As mentioned in the previous section, the handoff problem is still an active area of research.
Efficient means of passing along customer calls and data connections as satellites or other mobile
access points move out of sight (or the reverse problem of mobile users moving beyond the reach
of stationary access points, such as in the cellular industry) are critical to reducing the probability
of dropped connections in these systems. This thesis did not consider the impact of handoff as
only steady-state averages were considered; time variability was not considered.
Similarly, there are a number of time-dependent quality of service metrics that will be
important for any future work to consider. Among these is the probability of blocked calls,
availability, call connectivity, probability of dropped calls, and so forth.
It will be important in future work to improve the cost models inherent in the simulation.
Several deficiencies were in this thesis. For example, there are a number of costs that have not
been considered due to lack of time or access to data, including the dollar cost of different
multiple access schemes in terms of equipment, implementation, development, etc; and an
accounting for end-user equipment cost. It may also be illuminating to consider sources of
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revenue other than user subscription fees so that a more accurate estimation of the cost per user
per month can be found.
On a similar note, it has become apparent during the course of this thesis that a more accurate
model of potential market penetration be developed. A major flaw of the market potential model
is that no accounting is made of the influence that quality of service and subscription costs play
on market penetration and customer retention as a function of time. Thus, the major drivers
involved the trade-off between life cycle cost, cost per user per month, quality of service, and the
market potential are not truly captured. Furthermore, there are ways to significantly reduce the
cost seen by the user. For example, the internal rate of return can be reduced; other potential
sources of revenue can be explored, etc
Of course, there are many questions that have been raised during the course of this research.
Among these are the following. How should the design process of these systems integrate the
systems and network? Is it possible to find a subset of more optimal designs more quickly?
Where would the industry benefit most in terms of advances in technology - antenna design,
protocol design, or what? Would integrating the design of various network protocols reduce the
coupling effect? How can the results of this thesis apply to terrestrial, sensor web, and ad hoc
networks, and what gains can be made for these systems as a result? How does the location of
the centralized router in a satellite network impact the quality of service performance?
An extremely important area of future research involves exploring how the system and
network designers should value each of the performance metrics under their control in order to
achieve a desired path through the design and objective spaces. Perhaps if this aspect of the
overall design is understood, the computational costs can be reduced.
Finally, given the sparse nature of the design space considered, it would be prudent to expand
on the design space exploration started here.
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APPENDICES
Appendix A: Lexical Analysis Papers
Systems Papers Network Papers
ChaD03 Arno97
Chai03 Arul94
deWe02 ChotOO
Kash02 FengOl
Scia03 HuJi98
Shaw99 JunJO3
Spri03 LeeJO0
Suzu03 Mert98
Moho02
OrsTOO
SunZOO
Svig02
Wem95
Wern97
WoodOl
Zaim02
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Appendix B: Lexical Analysis Keywords
Systems Keywords Network Keywords
Economics Routing
Market Traffic Flow
Demand Load Balancing
Policy Protocols
Technology Infusion Channels
Industry Cells
Customers Frequency Reuse
Business/Commercial Applications Communication Paths/Links
Objectives Satellite Hops
System Requirements Queuing/Queues
System Drivers Source/Origin
Operations Destination/Sink
Deployment Connectivity
Risk Resource Management
Schedule Scalability
Lifecycle Cost Reachability
Conceptual Design/Stage Overhead
Trade Studies User Access
Trade Space Network Interface
Trade-offs Switching
Architectures Mesh Topologies/Networks
System Reliability Bottlenecks
Sensitivity Link Capacity
Uncertainty Network Management
Robustness Network Control
Survivability Link Acquisition
System Flexibility Data Rate
Lifetime Link Availability
Real Options Blocking Probability
Supportability Network Utilization
Reconfigurability Multiplexing
Performance Packets
System Utility Traffic Load
Coverage Traffic Class
Quality of Service Network Requirements
Bandwidth
Mobility Management
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