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Foreword
This special issue of Theoretical Computer Science is dedicated to the 14th International Conference onAlgorithmic
Learning Theory (ALT 2003) held at Hokkaido University in Sapporo, Japan, from the 17th to the 19th of October 2003.
It contains nine articles selected among the best in the conference. The conference proceedings, including preliminary
versions of these papers, appeared as volume 2842 of Springer’s Lecture Notes in Artiﬁcial Intelligence series, 2003.
The authors of these papers were invited by the Special Issue Editors to submit completed versions of their work
for this Special Issue. Once received, these papers underwent the usual refereeing process of Theoretical Computer
Science.
The ALT series focuses on all areas related to algorithmic learning theory such as statistical learning, learning via
queries, identiﬁcation of formal languages, learning logical formulae, information extraction, inductive inference, in-
ductive logic programming, online learning aswell as to speciﬁc algorithmic approaches, e.g., margin-based algorithms,
MDL estimation. The diversity of approaches to learning is clear in this Special Issue.
The ﬁrst two papers are concerned with transductive conﬁdence machine (TCM), a very general prediction method
proposed byV.Vovk. Online TCMs were known to be well-calibrated, in the sense that predictive regions at conﬁdence
level 1 −  will be wrong with relative frequency at most . In the ﬁrst of these two papers, I. Nouretdinov and
V.Vovk investigate the calibration condition when not all of the example labels are available, or are available only after
certain delay. They show that calibration is possible under the very moderate assumption that feedback is received in
a logarithmic fraction of data points, and that this condition is in fact necessary. In the second paper, Vovk shows that
the main results on the Transductive Conﬁdence Model will hold in several natural settings besides those considered
in previous works. More precisely, previous works included an “exchangeability” assumption, closely related to the
assumption that examples are i.i.d. This paper shows that exchangeability can be replaced with a number of other natural
assumptions, e.g. that data are generated by a very general class ofMarkovmodels. The paper includes also a fascinating
account of the relations of the TCM approach with Kolmogorov’s programme for applications of probability.
In the third paper, M. Hutter generalizes the notion of Solomonoff’s universal predictor and investigates what classes
of computable (semi)measures do or do not have universal (semi)measures that dominate all (semi)measures in a
given classM, where a universal (semi)measure induces the posterior (i.e., predictor) that rapidly converges to the true
sequence generating posterior probability induced by any (semi)measure chosen fromM. Moreover, he generalizes the
notion of Martin–Löf randomness for individual sequences and investigates how the universality implies convergence
for generalized Martin–Löf random sequences.
The next three papers are concerned with fairly general aspects of inductive inference and learning in the limit, one of
the main paradigms of algorithmic learning theory. The contribution by Zilles enlightens on previous work on so-called
Uniform Learning in the Limit. In this learning scenario, one considers algorithmic strategies for learning collections
of classes of recursive functions. More precisely, one asks for a single algorithm that, given a description of any one
of the classes in the collection, outputs an inference machine for that class. It was previously known that the set of
allowed representations has a very strong inﬂuence on the difﬁculty of this problem, in the sense that trivial classes of
recursive functions can give rise to unsolvable learning problems and vice versa. In this work the author studies notions
of reducibility for investigating meaningfully the intrinsic complexity of uniform learning. She won the E. Mark Gold
Award for this excellent paper.
The work by Martin, Sharma, and Stephan partly continues the authors’ previous works on understanding the links
between logic, learning, and topology. In particular, they consider the relevance of the notion of VC-dimension, so
central in the PAC learning paradigm, in the inductive inference settings. Most interestingly, they show that for concept
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classes closed under Boolean operators (hence, meaningful in a logical setting), ordinalVC-dimension characterizes the
prediction problem. On the other hand, the equivalence fails when one considers effective versions of both complexity
measures.
While the learning in the limit paradigm has provided beautiful insights about what is and what is not algorithmically
learnable, its practicality has always been a concern since its deﬁnition does not consider the efﬁciency of learning
processes.The paper byT. Zeugmann extends his invited talk atALT2003, and presents recent research on the possibility
that learning in the limit algorithms can actually be, or be made, practical. In particular, he studies conditions under
which algorithms for learning in the limit can be transformed into algorithms for stochastic ﬁnite learning, a new
learning model where algorithms should determine with high conﬁdence whether the current hypothesis converges
to the target. He applies the general technique developed to certain algorithms for pattern languages and conjunctive
concepts to obtain stochastic ﬁnite learners for these classes using only positive examples.
The following two papers also belong to the area of inductive inference, but consider the problem of identifying
speciﬁc classes of languages. Uemura and Sato consider elementary formal systems (EFS for short), a formalism
for language generation introduced by Smullyan that resembles both logic programs and context-free grammars. In
particular, they investigate the problemof learning erasingEFSs, where an EFS is erasing if the empty string substitution
is allowed. It is known that even erasing patterns, the simplest forms of erasing EFSs with just one axiom, are not
learnable. They give a positive result by showing that a non-trivial subclass called erasing primitive formal systems is
learnable from positive examples only.
The paper by Case, Jain, Reischuck, Stephan, and Zeugmann considers learning a subclass of regular patterns. Pattern
languages are in fact a subclass of Smullyan’s elementary formal systems mentioned above, and have been intensely
studied from the learning point of view, partly because they appear naturally in several applications. Since the general
problem is intractable, many restrictions have been considered. This paper presents a new learnable subclass of patterns
that escapes previous intractability results and can be learned in polynomial time in a new but reasonable model of
language learning and several modes of data presentation.
The last paper, by Kitagawa, extends his invited joint talk at ALT 2003 and DS 2003. It belongs to the area of
information extraction, which is rapidly growing in importance given the need for extracting meaningful and reliable
information from evergrowing data sources. Kitagawa surveys twomain tools formodeling complex data, and especially
data that varies over time: various Information Criteria and State Space Modelling. While these methods do not belong
to what is classically called “learning”, it is clear that a connection to many learning techniques exists and should be
reinforced in the future. The paper presents two recent applications to prediction in seismology and macroeconomics.
We would like to thank all authors for submitting their papers and for their revision work after the reviewers’
suggestions, all in all contributing to the quality of this series of TCS special issues.We would like to apologize to them
for the delays that occurred during the process. We are also immensely grateful to the referees for their unrewarded
effort and overall excellent reviews. Moreover, we would like to thank the ALT 2003 Program Committee for their
dedication during the conference selection process. Finally, we are particularly thankful to Giorgio Ausiello for the
opportunity to compile this special issue.
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