Abstract. In this paper we consider the multiscale analysis of a Steklov eigenvalue equation with rapidly oscillating coefficients arising from the modeling of a composite media with a periodic microstructure. There are mainly two new results in the present paper. First, we obtain the convergence rate with ε 1/2 for the multiscale asymptotic expansions of the eigenvalues and the eigenfunctions of the Steklov eigenvalue problem. Second, the boundary layer solution is defined. Numerical simulations are then carried out to validate the above theoretical results.
Introduction.
In this paper we discuss the multiscale analysis of the Steklov eigenvalue equation in composite media given by
where Ω ⊂ R n , n = 2, 3, is a bounded smooth domain or a bounded Lipschitz polygonal convex domain with a periodic microstructure and whose boundary is denoted by Γ = Γ 0 ∪ Γ 1 with Γ 0 ∩ Γ 1 = ∅. Here L ε denotes a second-order partial differential operator with rapidly oscillating coefficients given by
and σ ε (φ) ≡ ν i a ij x ε ∂φ ∂x j , [27] studied the asymptotic behavior of the eigenvalues and the associated eigenfunctions of an ε-dependent Steklov type eigenvalue problem posed in a bounded domain Ω of R 2 , when ε → 0. Numerous simulation results have shown that the numerical accuracy of the homogenization method may not be satisfactory if ε is not sufficiently small (see, e.g., [12, 13] ). This is the motivation for the multiscale asymptotic methods and the associated numerical algorithms.
In [21, 25] , the authors introduced the general theory of spectral properties of a sequence of abstract operators and gave numerous applications in asymptotic analysis of the eigenvalue problems arising in the theory of homogenization except for the Steklov eigenvalue problem. Allaire and Conca [2, 3] investigated the asymptotic behavior of the spectrum of a mathematical model that describes the vibrations of a coupled fluid-solid periodic structure (see, e.g., [14] ). They used the Bloch wave homogenization method and two-scale convergence method to prove that in the limit as the period goes to zero, the spectrum is made of three parts: homogenized spectrum, Bloch spectrum, and the so-called boundary layer spectrum. Also they obtained a "completeness" result of all possible asymptotic behaviors of the sequence of eigenvalues in the special cases. Remark 1.2. We observe the general theory of abstract spectral operators of [21, 25] and there are two crucial points. First, Lemma 1.1 of [25, p. 264 ] plays an important role in asymptotic analysis of the eigenvalues, where the key point is to use that fact that embedding of [25, p. 274 ] is the foundation for investigating the asymptotic behavior of the eigenfunctions. The basic idea is to transfer the error estimates of the eigenfunctions into those of the corresponding boundary value problems. Since an eigenvalue parameter is on the boundary for the Steklov eigenvalue problem, we cannot directly employ Theorem 1.7 of [25] .
There are two main new contributions in the present paper. First, we obtain the convergence rate with ε 1/2 for the multiscale asymptotic expansions of the eigenvalues and the eigenfunctions of the Steklov eigenvalue problem. Second, the boundary layer solution for the Steklov eigenvalue problem will be defined; see (2.42) . For a general bounded Lipschitz polygonal convex domain Ω, since the corresponding eigenfunctions are not sufficiently smooth, the construction of boundary layer correctors is necessary and important. It should be emphasized that the problem and the definition of the boundary layer spectrum of [3] are essentially different from those of this paper.
The paper is organized as follows. In section 2, we introduce the multiscale asymptotic expansions of the eigenvalues and the eigenfunctions for the Steklov eigenvalue problem (1.1) and define boundary layer solutions. The main convergence results for the multiscale asymptotic expansions (see Theorems 2.1 and 2.2) are derived. In section 3, we give some numerical case studies as validation for the theoretical results.
Multiscale asymptotic method.
In this section, we present the multiscale asymptotic method for the Steklov eigenvalue problem (1.1) and derive the convergence theorem.
Let V be the closed subspace of H 1 (Ω) given by 
Let (λ ε , u ε ) be the exact Steklov eigenpair of problem (1.1) in the weak formulation:
From the assumptions (A 2 )-(A 4 ), we can easily infer that
where β 0 , β 1 are positive constants independent of ε.
Then from the classical theory of abstract elliptic eigenvalue problems (see, e.g., [29] , [7] ), we can prove the following lemma. 
The cell functions N α1 (ξ), N α1α2 (ξ) are defined in turn as
and
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. . , n, and the reference cell Q = (0, 1) n . The homogenized problem associated with the Steklov eigenvalue problem (1.1) is then given by (2.5)
where ν = (ν 1 , . . . , ν n ) is the outward unit normal to the boundary Γ 1 , (â ij ) is the homogenized coefficients matrix, and a 0 = Q a 0 (ξ)dξ. Remark 2.1. For convenience, we choose the reference cell Q = (0, 1) n in this paper. In fact, for a general case, we refer the reader to [8] .
Remark 2.2. u From (2.2), we find
where ν = (ν 1 , . . . , ν n ) is the outward unit normal to Γ 1 . We consider the Steklov boundary conditions on Γ 1 and assume that
We seek the higher-order correction terms of the eigenvalues of the Steklov boundary conditions on Γ 1 . From (2.8) 1 , we compare coefficients of powers of ε and get
where ν = (ν 1 , . . . , ν n ) denotes the outward unit normal to Γ 1 . We thus have (2.10) From (2.8) 2 , we obtain the first-order and second-order correctors of the eigenvalues of problem (1.1), denoted byλ
By using (2.10)-(2.12), we study the behavior of higher-order correction terms of the eigenvalues of problem (1.1) in the special cases. To this end, we make the assumptions on the coefficients a ij (ξ) as follows: n . In particular, the choice a ij = 0, i = j, satisfies this condition.
Remark 2.3. The conditions (H 1 ) and (H 2 ) imply that the composite media satisfy geometric symmetric (or antisymmetric) properties in a periodic microstructure.
Remark 2.4. Suppose that Ω is the union of entire cells, i.e., Ω = z∈Iε ε(z + Q), where the index set
k , k ≥ 1, be the correctors of the kth eigenvalue as defined in (2.10), (2.11), and (2.12). If (A 1 )-(A 3 ) and (H 1 )-(H 2 ) are satisfied, then we can prove that λ
3 for any kth eigenvalue of problem (1.1) in the special cases. The numerical results presented in section 3 demonstrate this; see Tables 3.2 
If the multiplicity of the eigenvalues λ (0)
k is equal to t, then 
where
Proof. We first consider the Dirichlet-Neumann boundary value problem as follows:
The variational form of (2.16) is to find w
Since the bilinear form a ε (u, v) is V -elliptic, this problem is uniquely solvable. Moreover, as the boundary
is a linear self-adjoint compact operator in a Hilbert space L 2 (Γ 1 ); see [9, 4] . We first prove Theorem 2.1 for s = 1. If assume that Γ 0 = ∅, from (1.1), (2.8)-(2.14), then we get 
.
Hereâ iα1 and a 0 are as given in (2.12), and ν = (ν 1 , . . . , ν n ) is the outward unit normal to ∂Ω. Now we recall cell problems (2.3) and (2.4). Under the assumptions (A 1 )-(A 4 ), it can been proved that (see Theorem 1.1 of [22] ; also see [6, 23] ) (2.20 )
. . , n, and C is a positive constant independent of
where 
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The variational form of (2.24) is given by
27) can be written as follows: 
and consequently
where C 1 (k) is a constant independent of ε. of the operator T ε such that
In order to apply Lemma 1.6 of [25, p. 270], we set
We consider the spectral problems for the operators T ε and T 0 :
(2.33) 
where C(k) is a constant independent of ε. By using Lemma 11.2 of [21, p. 340] again, we get 
We setū
and consequently 
where C 1 (k) is a constant independent of ε.
On the other hand, if we assume that Γ 0 = ∅, from (1.1), (2.8)-(2.14), then we have 
Following the idea of Oleinik, Shamaev, and Yosifian (see [25, pp. 126-127] , we obtain
Subtracting (2.38) from (2.37) yields
From (2.40), repeating the process of the proof in the case Γ 0 = ∅, we have
Hence we use (2.39) and obtain
where C 1 (k) is a constant independent of ε. It remains to prove the theorem for the case s = 2. Its main process is the same as the case with s = 1. The important difference is the formulation of problem (2.19). For simplicity, we assume that Γ 0 = ∅. From (1.1), (2.8)-(2.14), we have
where We define the boundary layer solutions u 
Subtracting (2.43) from (2.42) gives 
Using Lemma 2.1, we can obtain a result similar to that of problem (1.1). Denote by Λ ε d the set of all eigenvalues for problem (2.45). If we assume that
then (2.44) has one and only one solution by using Fredholm's alternative theorem, where λ
is kth eigenvalue of problem (2.5). Furthermore, (2.42) has one and only one solution.
Now we show that the assumption (2.46) is true in the specific case. We prove λ We define the multiscale asymptotic solution given by 
If the multiplicity of the eigenvalues λ 
Proof. Generally speaking, for a bounded Lipschitz polygonal convex domain, the condition u
, is invalid, where u 0 k is the kth eigenfunction for the homogenized Steklov eigenvalue problem (2.5). In this case, since we cannot get (2.19) and (2.41) in the sense of distributions, the estimates from Theorem 2.1 fail. To this end, we have to define the boundary layer solutions (see (2.42)). How to use the boundary layer solutions to derive the similar results of Theorem 2.1? The key step is to show that k is an eigenvalue of the homogenized Steklov problem (2.5) of multiplicity t.
To begin, we introduce the following subdomains:
It is obvious that Ω 0 ⊂⊂ Ω ⊂⊂ Ω. We can infer that u 
whereâ ij and a 0 have been given above. We recall the homogenized Steklov eigenvalue problem (2.5), and its variational form is as follows:
By using the Green formula and the definition of the cutoff function m ε (x), from (2.3), we observe that
Combining (2.55) and (2.56), we rewrite (2.54) as follows: 
Similarly, applying Lemma 1.6 again gives (2.60)
From (2.52), we know (2.61)
Applying (2.20), we have (a ij (ξ) + a ip (ξ) 
From (2.52) and (2.20) , it is obvious that
Since Q (a(ξ) − a )dξ = 0, it follows from Lemma 1.6 of [25, p. 8] that
From (2.52) and (2.20) , one can directly show that
Combining (2.58)-(2.67) gives
, where the solution operator B ε has been defined above. Recalling (2.18), (2.54) is written as follows:
Repeating the process of (2.29)-(2.34) and using (2.68), we get
If the multiplicity of λ (0) k is equal to t and assuming that ε > 0 is sufficiently small, we can prove that (also see [25, p. 272 In (3.1), let Γ 0 = ∅ and a 0 ( x ε ) = 0, and we recall that δ ij is a Kronecker symbol. ν = (ν 1 , ν 2 , ν 3 ) is the outward unit normal to ∂Ω. We take ε = 1 4 . Case 3.2.1. We set
where the equation of the ellipsoid B is
and a = b = c = 0.32. In a standard approach, we first apply the linear tetrahedral elements to solve the original problem (3.1) in a fine mesh. Then we employ linear tetrahedral elements and bilinear cube elements to compute the cell functions N α1 (ξ), N α1α2 (ξ), defined in (2.3) and (2.4), and the homogenized Steklov problem (2.5), respectively. The numbers of elements and nodes are listed in Table 3 .4.
The numerical results of several eigenvalues and eigenfunctions of the related problems in Example 3.2 are listed in Tables 3.5 and 3.6, respectively. It should be noted that we use respectively u element solution of the kth eigenfunction for problem (3.1) in a fine mesh, the firstorder multiscale finite element solution, the second-order multiscale finite element solution, and the absolute error of the second-order multiscale finite element solution. It should be emphasized that since a whole domain Ω is the union of entire cells, here we do not need to define the boundary layer solution (2.42). Remark 3.1. The numerical results that are illustrated in Tables 3.2 and 3 .5, show that the eigenvalues of the homogenized Steklov eigenvalue problem (2.5) in a coarse mesh are close to those of the original Steklov eigenvalue problem (3.1) in a fine mesh. This is an interesting phenomena. It implies that in order to calculate the eigenvalues for the Steklov eigenvalue problem (3.1) in composite media, we only need to compute the associated eigenvalues for the homogenized Steklov eigenvalue problem in a coarse mesh.
Remark 3.2. The numerical results illustrated in Tables 3.3 and 3 .6 validate the theoretical results of Theorems 2.1 and 2.2. From the numerical simulations for the two case studies, it is seen that in the high-contrast case, the homogenization method fails to provide satisfactory results. The first-order and second-order multiscale approaches, however, do yield the high-accuracy numerical results. In order to obtain the convergence rate with ε 1/2 for the first-order and the second-order multiscale method (see Theorems 2.1 and 2.2), we need to assume that u On the other hand, generally speaking, the multiscale asymptotic expansions (2.2) do not satisfy the boundary conditions of the original Steklov problem (1.1) in a general domain regardless of a bounded smooth one or a bounded Lipschitz polygonal convex one. To overcome the above difficulties, the boundary layer solutions are introduced and the convergence rate with ε 1/2 is derived in this paper (see Theorem 2.2). In a word, the boundary layer correctors are necessary and essential in the high-contrast case and in a bounded Lipschitz polygonal convex domain. Downloaded 01/10/14 to 158.132.161.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Remark 3.3. Finally, we observe the numerical results listed in Tables 3.3 and  3. 6. The results with s = 1 and s = 2 are very close. This clearly shows that the first-order asymptotic method is the best choice, and we do not need to use the secondorder asymptotic method for the Steklov eigenvalue problem in this paper. However, it should be emphasized that the second-order asymptotic method is necessary and essential for other spectral problems; see [12] .
