In general, the Euler equation for a variational problem determines a family of stationary curves with two parameters. This result associates the following problem. For a given family of two-parameter curves, find a variational problem whose family of stationary curves is the family. This is what we call the inverse problem of the classical variational problem. Darboux solved it affirmatively [2, 31. The inversion appears to be static in its derivation.
INTR~OUCTI~N
In general, the Euler equation for a variational problem determines a family of stationary curves with two parameters. This result associates the following problem. For a given family of two-parameter curves, find a variational problem whose family of stationary curves is the family. This is what we call the inverse problem of the classical variational problem. Darboux solved it affirmatively [2, 31. The inversion appears to be static in its derivation.
On the other hand, Iwamoto 141 has recently inverted the optimal control (minimal) process into an equivalent (maximal) process through a dynamic approach. He establishes an inverse theory of Bellman's dynamic programming [ 11. Iwamoto's and Bellman's ideas are common in the sense that the treatments are dynamic. Both the classical theory of calculus of variations and the modern control theory based upon Pontryagin's maximum principle are static in approach. However, the functional equation approach based upon Bellman's principle of optimality is dynamic in itself [ 11. Moreover, the classical variational problem may be regarded as an optimal control problem.
In this paper we study a dynamic inversion of the classical variational problems. A variational problem may be parametrized and embedded in a large family of problems. Thus the dynamic inversion of optimal control process [4] is applicable to the variational problems. The main results are (i) dynamic derivation of inverse variational problems, and (2) explicit representation of the inverse problems of the shortest path problem, the brachistochrone, the minimal surface of revolution, and quadratic problems.
Section 2 motivates the problem through a pair of the simplest variational problems-the shortest path problem and its inverse problem. The problems may be parametrized, embedded in a large family of problems, and analyzed through dynamic programming (Section 3). We derive the inverse problems 354 of minimization of J",'f(t, X, i) dt and l,'f(t, .?) dt in Sections 4 and 5, respectively.
Section 6 shows the reflexibility of inverse operation. Illustrating two simple self-invertible problems, we propose a general problem on self-invertibility in Section 7. Three classical variational problems-brachistochrone, minimal surface of revolution, and quadratic problems-are inverted in the last section.
THE PROBLEM
In this section we specify a pair of the simplest problems. This illustration suggests an interesting theory underlying a number of pairs of general problems.
Given T > 0, let us consider the following pair of minimization and maximization problems
where the parameter c ranges over the respective semi-infinite intervals, x, y : [0, T] + RI are appropriate differentiable functions such that each problem is well-defined. For instance ) j(t)1 > 1 or more strictly speaking j(t) < -1 on [0, T] is assumed in the problem (I,). Throughout the paper i = i(t) means the derivative of z = z(t) with respect to t and R" the ndimensional Euclidean space. The calculus of variations regards c as a fixed value. It shows that the Euler equation yields the family of straight lines with two parameters, respectively. Together with the specified boundary conditions, we obtain the extremal (or in fact optimal) functions x*(t)=-+t+c, Jyt) = -f t + c, and the extremal (or in fact optimal) values of (M,) and (I,)
respectively.
Note that the maximum value function U(.) is the inverse function of the minimum value function V(.) and that both optimal paths x*(.) and y^( .) coincide. Here are a few interesting questions. Why is the problem (I,) introduced? What is the relation between (M,) and (I,)? What does y(t) represent? Is the above coincidence a miracle? These questions are mutually connected. They are simultaneously solved in Section 5.
DYNAMIC PROGRAMMING APPROACH
For a while in this section we solves (M,) and (I,) through dynamic programming approach. The following procedure suggests an answer to the questions stated above. Dynamic programming approach regards not only c but also t as dynamic parameters. The original problems (M,) and (I,) are embedded in the following large families of optimal control problems, respectively, where O<t<T, x>O and y>T-special cases Thus we obtain the optimal solution (in a sense of dynamic programming) of wo(t~ xl)
where 0 < t < T and x > 0. If in particular t = 0, x = c and s = t, then the resulting x*(.) coincides with x*(.) of (1).
Similarly we obtain for (4) Therefore (Zo(t, y)) has the optimal solution
where O<t<T and y>T-t. If t=O, y=c, and s=d, then the corresponding y^(-) reduces to J?(.) of (2). From inverse theorem [4] , it holds that and WY) = F-'(t,y),
where W'(t, .) is the inverse function of H(t, .).
DYNAMIC INVERSION OF Min jif(t, x, x) df
Let f(t, x, x) be a suitable continuous real-valued function of (t, x, x), where 0 < t < T, x E Z(t), and x E U(t, x). Throughout the paper we assume that Z(t) and U(t, x) are appropriate nonempty intervals of R '.
With a given nonparametric problem
we associate the family of parametric problems
(ii) x(T) = 0 or more definitely in optimal control form @f,(t, xl>
where 0 < t < T, x E Z(t). Then the minimum value function F = F(t, x) satisfies the backward Bellman equation
(The reader should also refer the forward Bellman equation (FBE) in [ 1, 4] .) For the sake of simplicity we set ASSUMPTION (A).
Z(t) c [0, co) and U(t, x) c (-00, 0] for 0 < t < T, x E Z(t) and f (t, x, ,+) is strictly increasing in x and strictly decreasing in i. Proof:
If z, =z*, then (6) contradicts the strict increasingness of f(t, -, z,). If z, > z2, then (6) couples with the strict decreasingness off(t, x2, a) to give
This contradicts the strict increasingness of f(t, ., zi). Therefore we have z, < z2. This completes the proof. (9)
On the other hand, from the minimality of F, we have
This together with the strict increasingness of F(t, .) [by Lemma 2) implies
The strict increasingness off-' [by Lemma 1 J couples with (9) and (11) to give 4s) <f -'(s, F-'(s,~(s)hW).
Integrating both sides on [t, T] and substituting x(T) = 0, we obtain
This together with (11) yields
Thus we see that (14) holds for any feasible y = y(.) defined by (7).
Second, let x,* =x:(t), 0 < t < T, with x:(T) = 0 be the optimal path starting from x,*(O) = c, where c E Z(0). Let us define 9, = y^,(t), 0 < f ,< T, by (7) from x,* = x,*(.). Then from Bellman's principle of optimality [ 1 ] we have qt, x,*(t)> = y^,(t), O<t<T. 
The deduction stated above simultaneously yields the maximum value of (1, (6 Y>>
and the optimal path Pd = F&)5
t<s<T,
where d is determined by the property x$(t) = F-'(t,y). Similarly, the optimal solution of (1;) is determined from that of (M,). Concluding this section, we emphasize that Assumption (A) negates the optimizer. However, under Assumption (A') the optimizer remains as it is.
DYNAMIC INVERSION OF Minjif(t,i) dt
In this section let us consider two-variable functionf=f(t, a) independent of x, where 0 < t < T, x E I(t) and 1 E U(t, x).
First we put
ASSUMPTION (B). Z(t) c [0, a) and U(t,x)C(--CO,01
for O<t<T, x E I(t) and f (t, a) is strictly decreasing in 1.
Then we have 
and f -'(t, .) is the inverse function off(t, .). We have the maximum value F-'(0, c)
and the optimal path I(t) c (-co, 0] and U(t, x) c [0, 00) for 0 < t < T, x E I(t), and f(t, i) is strictly increasing in 1. (ii) y(T) = 0.
The optimal solutions are straightforward from those of (MO), (I,), respectively.
Finally we remark that each of Assumptions (A) and (B) negates the optimizer but that each of (A') and (B') does keep it. 
t. (i) x(t)=x (O<x<T-t) I
(ii) x(T) = 0.
The calculus of variations in Section 2 and dynamic programming method in Section 3 yield the maximum value function F(l, x) = &T-t)* -x*, O<x<T-t. We note that F is strictly decreasing in x and self-invertible What is a sufficient condition for the self-invertibility? The answer is as follows. We reconsider (M,) and (MJ under Assumptions (A') and (B'), or under the following Assumptions (A") and (B"), respectively.
ASSUMPTION (A"). Z(t) c [O, 00
) and U(t,x) c (-m, 01 for 0 < t ,< T, x E Z(t), and f (t, x, a) is strictly decreasing in x and strictly increasing in 1.
ASSUMPTION (B"). Z(t) c (0, 03) and U(t,x)c(-a,O]
for O<t<T, x E Z(t), andf(t, a) is strictly decreasing in 1. (ii) y(T) = 0.
Then the equality
implies the self-invertibility of (M,) under Assumption (A') or (A"). The equality
implies the self-invertibility of (M2) under Assumption (B') or (B"). Thus we have introduced new functional equations (26) for f(t, x, z?) and (27) for f(t, i). The pair (MI), (13) is a special case of (Mz), (I;). That is, is a solution of the functional equation (27).
The above discussion and result remain valid provided that "Min" is replaced by "Max" and that the minimum value function F(t, x) is replaced by the maximum value function G(t, x).
THE CLASSICAL VARIATIONAL PROBLEMS
In this section we shall essentially apply the inversion idea to brachistochrone, minimal surface of revolution, and quadratic problems. The application is sometimes regional and sometimes global.
Brachistochrone f (t, +2) = dm
Since minimization of i::, J((1 + i2(x))/z(x)) dx reduces that of .ci~~~;~(<l + (dx/d42)lz) dz, we rather consider (main) brachistochrone problem
where c is suffkiently large relative to T (Fig. 1) . The restriction to a class of pairs (c, T) with large c relative to T will enable us to invert the problem. Then the forward subproblem
is considered for suffkiently large x relative to t. Then the Euler equation together with this restriction yields the cycloid with i(t) > 0 for all t considered. Therefore the forward minimum value function F(t, x) is strictly (ii) y(T) = 0,
Second, we consider the (main) problem on [ 1, T] as follows.
(ii) x(T) = 0,
(ii) x(T) = 0, where 1 < f < T, and c (resp. x) is sufficiently small relative to T (resp. t) (Fig. 3) . The physical interpretation gives us the following rough estimate of the (backward) minimum value function F(t, x) tx < F(t, x) < y&T-f)* +x2.
,I' :' catenary FIGURE 3
The restriction on [ The optimal path of (I,) is
Here is also a miracle ?A') = XX'>.
Recall the first coincidence stated at the end of Section 2 (see (1)). It holds that m &O,c)(o) = GYo or n YF-wl,C)(f) = XX)
for both the first pair (M,), (I,) and the last (M6), (I,). However, in general, this does not hold.
