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Deterministic evolutionary game dynamics can lead to stable coexistences of different types.
Stochasticity, however, drives the loss of such coexistences. This extinction is usually accompa-
nied by population size fluctuations. We investigate the most probable extinction trajectory under
such fluctuations by mapping a stochastic evolutionary model to a problem of classical mechanics
using the Wentzel-Kramers-Brillouin (WKB) approximation. Our results show that more abundant
types in a coexistence can be more likely to go extinct first well agreed with previous results, and
also the distance between the coexistence and extinction point is not a good predictor of extinction.
Instead, the WKB method correctly predicts the type going extinct first.
Evolutionary game dynamics describes the evolution of
phenotypical traits [1, 2]. Evolution is based on birth and
death processes, which are most adequately described by
stochastic models [3]. Most such models study a fixed
population size [4–8]. An important concern about bio-
logical systems is the loss of types [9, 10]. Consequently,
persistence of phenotypes and probability that an invader
takes over a population have been explored. However,
there is still a lack of understanding of the effect of pop-
ulation size fluctuations on extinction dynamics.
There is increasing evidence that fluctuations in pop-
ulation sizes caused by ecological processes can also af-
fect evolutionary dynamics [11–20]. Accordingly, under-
standing the effect of population size fluctuations be-
comes more important. Stochastic models as reaction
systems with accompanying population size fluctuations
have a long tradition in mathematical biology [21]. Re-
cently, a stochastic model [22, 23] has been proposed,
which directly connects evolutionary game dynamics to
reaction rules by designing rates of death from interaction
as a function of game payoffs. We examine persistence
of types in this system under the influence of population
size changes. When population size is bounded, the pop-
ulation eventually goes to extinction due to stochasticity.
Before extinction of the whole population, the population
looses individual types. We examine single-type extinc-
tion from the coexistence of two types.
Though stochastic noise can be approximated by white
noise, the Fokker-Planck (FP) approach normally fails to
capture extinction properties because FP is not valid for
large fluctuation [24]. To capture the extinction portrait
in reaction systems, we use the method developed in [24–
27]. With this powerful tool, extinction dynamics for
various systems has been described [26–36]. This method
reformulates a master equation into a Hamilton-Jacobi
equation form by using the Wentzel-Kramers-Brillouin
(WKB) approximation. An effective Hamiltonian which
arises from the reformulated equation yields equations
of motion and eventually the most probable extinction
trajectory and its properties.
Typically in our model, one type is more likely to go
extinct first, while the other becomes more abundant. In-
terestingly, in some cases, a more abundant type in the
coexistence is more likely to go extinct first, consistent
with known results for the extinction dynamics in two-
type populations [34]. We use the same birth process,
but a slightly different death process compared to [34].
The main differences are the death process from com-
petition and the interpretation of its rate. We interpret
these terms as arising from game interactions, which are
naturally connected to the competitive Lokta-Volterra
dynamics in the deterministic limit [37, 38]. For our sys-
tem, we show that the distance from the coexistence to
the extinction point is a better predictor for the type go-
ing extinct first than the abundances in the coexistence.
Albeit the distance seems most important factor for the
first extinction type, only WKB method gives the right
answer for the first extinction type.
Following [22], we consider three processes which trig-
ger population size changes: reproduction, spontaneous
death, and death from competition. We focus on two
types, X and Y . The reproduction process can be de-
scribed by the reactions,
X → X +X, Y → Y + Y, (1)
with corresponding constant rate λb. Individuals die at
a constant rate λd (< λb),
X → 0, Y → 0. (2)
Due to the limitation of resources, individuals compete
with each other. There are four such reactions resulting
in the death of one individual,
X +X → X, Y + Y → Y,
X + Y → X, X + Y → Y, (3)
where the corresponding rates are determined by inter-
actions between individuals. Inspired by evolutionary
games, where outcome of interaction between individuals
is represented by the game payoff matrix A,
A =
(
a b
c d
)
, (4)
we assume four positive rate parameters, a, b, c, and d,
λxx→x = 1aM , λyy→y =
1
dM ,
λxy→x = 1cM , λxy→y =
1
bM .
(5)
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2The element Aij of the payoff matrix means a payoff
of the type i from game interaction with an opponent
type j. Individual with a smaller payoff dies with higher
probability in a direct competition [22]. Parameter M
controls total population size in the quasi-steady state.
Since the chance that one individual meets another in-
dividual is proportional to population size N , and that
competition rates are proportional to 1/M , competition
occurs at a rate O(N/M). On the other hand, reproduc-
tion and spontaneous death occur in O(1). If population
size N is much smaller than M , N M , competition is
negligible, and thus the population grows at a constant
rate, λ = λb − λd. For N  M , competition dominates
other reactions, and the population size decreases until
N becomes comparable to M . Therefore, population size
N is typically of the order of M .
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FIG. 1. (Color online) (a) Abundances versus time. The
smooth thick lines are calculated from Eq. (6), while red
and blue lines are the stochastic simulation results. Initially,
abundances start from n0 = 10 and m0 = 90, and fluctuates
around the stable fixed points. (b) Abundance dynamics in n
and m. Results in (a) are represented as grey lines. Arrows
show the direction of changing abundances, and background
color indicates magnitude of change (darker color represents
faster changes). Dots are the fixed points of Eq. (6) (param-
eters M = 2000, a = 1, b = 0.75, c = 1.25, d = 0.5, λb = 0.6,
and λd = 0.1).
The system is described by abundances, m and n, of
types X and Y . For large populations, the reaction sys-
tem can be described by deterministic equations [22],
n˙ = n
(
λ− naM − mbM
)
,
m˙ = m
(
λ− ncM − mdM
)
.
(6)
There are four fixed points, (0, 0) , (0, dλM) , (aλM, 0) ,
and λMbc−ad [ac(b− d), bd(c− a)]. The fixed point (0, 0) is
unstable, and two fixed points on the axes are saddles.
For a < c and d < b, the fixed point where X and Y
coexist is stable (see Fig 1) in the deterministic model.
In the stochastic model, all reactions occur with con-
stant rates with a Poisson process, and thus Poisson noise
arises due to the discrete nature of the number of indi-
viduals. Hence, abundances fluctuate around the coexis-
tence point, see Fig. 1, until eventually one type goes ex-
tinct. Discrepancy between deterministic dynamics and
stochastic dynamics arises from a process sequence. We
are interested in the most probable extinction trajectory
starting from a coexistence state that is stable in the de-
terministic case (a < c and d < b). Stochastic systems
are described by the probability Pn,m(t) where the sys-
tem is in state (n,m) at a given time t. The probability
Pn,m(t) changes according to the master equation
dPn,m
dt
=λb[(n−1)Pn−1,m + (m−1)Pn,m−1 − (n+m)Pn,m]
+λd[(n+1)Pn+1,m + (m+1)Pn,m+1 − (n+m)Pn,m]
+ 1aM [(n+ 1)nPn+1,m − n(n− 1)Pn,m]
+ 1bM [(n+ 1)mPn+1,m − nmPn,m]
+ 1cM [n(m+ 1)Pn,m+1 − nmPn,m]
+ 1dM [(m+ 1)mPn,m+1−m(m−1)Pn,m]
=HˆPn,m,
(7)
where the effective Hamiltonian operator Hˆ can be ex-
pressed by ladder operators for Pn,m (aˆ
±Pn,m = Pn±1,m
and bˆ±Pn,m = Pn,m±1). The probabilities become zero
for all negative indices. Note that P0,0(∞) = 1, because
extinction of both types is the final absorbing state in
the stochastic model with a bounded population size.
The initial distribution quickly converges to the quasi-
steady state which peaked at the coexistence point. Sub-
sequently, the probability leaks slowly into an absorb-
ing state. Moreover, the extinction from the coexistence
to a single-type population occurs much faster than the
collapse of the whole population. Since we focus on
1  t  te where te is a characteristic time for the col-
lapse of a whole population, the probability leakage from
the coexistence can be expressed with the characteristic
time scale τ
Pn,m = e
−t/τψn,m for n,m > 0, (8)
where ψn,m is an eigenstate of Hˆ with eigenvalue −1/τ ,
corresponding to the quasi-stationary distribution.
Next, we obtain an effective Hamiltonian using the
WKB method. We start from the Eikonal ansatz with
leading order
ψn,m = e
−MS(x,y), (9)
where S is a smooth function of relative abundances x =
n/M and y = m/M [33–35]. For large M , the Taylor
expansion S(x± 1M , y) ≈ S(x, y)± 1M ∂xS gives
aˆ±Pn,m = Pn±1,m = e−t/τe−MS(x±
1
M ,y) ≈ Pn,me∓∂xS .
(10)
Inserting the Eikonal ansatz Eq. (9) into Eq. (7) we ob-
tain in the leading order for large M
1/(τM) +H(x, y, px, py) = 0, (11)
with the effective Hamiltonian H given by
H =λb[x(e
px − 1) + y(epy − 1)]
+ λd[x(e
−px − 1) + y(e−py − 1)]
+ 1a [x
2(e−px − 1)] + 1b [xy(e−px − 1)]
+ 1c [xy(e
−py − 1)] + 1d [y2(e−py − 1)],
(12)
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FIG. 2. (Color online) The most probable trajectories to ex-
tinction in x− y space. Trajectories are projections from the
4-dimensional phase space on the abundance space. Red and
blue circles represent extinction points for type X and Y , re-
spectively. We compute Si along the trajectories from the co-
existence (yellow) to extinction and find that Y is more likely
to go extinct first (Sx ≈ 0.032, and Sy ≈ 0.006). To confirm
our result, we simulate the surviving-averaged extinction tra-
jectory (10000 realizations) shown as a a bright line. We only
use realizations whereby extinction occurs within t = 1000
for M = 400. The simulation result matches the WKB re-
sult very well (parameters a = 1, b = 0.75, c = 1.25, d = 0.5,
λb = 0.9, and λd = 0.4).
where px = ∂xS and py = ∂yS. It may seem surprising
that the reaction system can be mapped into a Hamil-
tonian system. In fact, the situation which is described
by the master Eq. (7) can be interpreted as a particle
in a potential well with noise. As shown in Fig. 1 (b),
the speed of changing abundances depends on n and m.
If the abundances change fast, we can interpret this as
the existence of a large potential gradient. Fast changes
of abundances give short waiting time, implying small
Pn,m. As a result, we can imagine a potential well with a
minimum at the coexistence point. This potential land-
scape captures features of the probability Pn,m. There-
fore, momenta are related to the gradient of probabilities
Pn,m [24].
Because the first extinction time τ is exponentially
large in M [33, 34], we can set 1/τ to zero for large
M . Therefore, the most probable extinction trajecto-
ries are captured by the effective Hamiltonian with zero
energy. From the derivatives of effective Hamiltonian, we
derive the equations of motion in the phase space [39],
x˙ = ∂pxH, y˙ = ∂pyH, p˙x = −∂xH, and p˙y = −∂yH,
x˙ =x(λbe
px − λde−px)− x2a e−px − xyb e−px ,
y˙ =y(λbe
py − λde−py )− y
2
d e
−py − xyc e−py ,
p˙x =λb(1−epx)+λd(1−e−px)
+ 2x(1−e
−px )
a +
y
b (1−e−px)+ yc (1−e−py ),
p˙y =λb(1−epy )+λd(1−e−py )
+ 2y(1−e
−py )
d +
x
b (1−e−px)+ xc (1−e−py ).
(13)
For px = py = 0, deterministic equations are recovered.
Since we are interested in the trajectory to extinction
from the coexistence quasi-steady state, the system ini-
tially starts from the coexistence with (x, y, px, py) =
(λac[d−b]ad−bc ,
λbd[a−c]
ad−bc , 0, 0). There are eight fixed points of
Eq. (13) related to extinction states (x = 0 or y = 0)
with zero-energy. Three of these points describe deter-
ministic trajectories and are thus of no further interest
here. Two of the points describe single populations. One
fixed point describes extinction of both species almost
at the same time, which occurs with negligible probabil-
ity. Hence, we focus on the two extinction fixed points,
(aλ, 0, 0, ln [aλ+cλdcλb ]) and (0, dλ, ln [
dλ+bλd
bλb
], 0). We will
find extinction trajectories from the coexistence to each
extinction point.
We numerically find trajectories to extinction using the
Chernykh-Stepanov numerical iteration algorithm [26,
32, 36, 40]: Coordinates and momenta are changed in
turn. Coordinates are adjusted forward in time while
momenta are adjusted backward. This procedure is iter-
ated until the trajectory no longer changes. To do that,
we first set all coordinates to the coexistence coordinates
[x(t) = x(0) and y(t) = y(0) for all t] while momenta
are set to the final values of the extinction point. Note
that we need a long time sequence to capture extinction
trajectories [26]. After setting the values, momenta are
updated using the equations of motion backward in time
for fixed coordinates. Using this updated momenta, co-
ordinates are updated forward in time. As momenta may
diverge during numerical integration, we update each mo-
mentum in turn. After many iterations, the trajectory
remains unchanged.
To address which type is more likely to go extinct first,
we compute the transition rates from the coexistence to
the single-type populations. As M increases, the effective
potential becomes steeper and extinction takes longer.
As a result, almost every extinction occurs along the most
probable trajectories for large M . Hence, the extinction
rates Rx and Ry of species X and Y can be calculated
from
Rx ∝ exp(−MS[Tx]), Ry ∝ exp(−MS[Ty]), (14)
where S[T ] is an integral along the extinction trajectory,
S[T ] =
∫ ∞
0
dt(pxx˙+ py y˙). (15)
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FIG. 3. (Color online) Possible coexistence state for a = 1 and
d = 0.5 with fixed λ = 0.5 (upper triangle region). Three in-
dicators, x0 = y0, lx = ly, and f = 1 (WKB), are represented.
Stochastic simulation results are shown as symbols. Empty
(filled) squares indicate the extinction of X (Y ). There is a
region where type X is more abundant, but is more likely to
go extinct first. More interestingly, although the abundances
and distance indicator predict the first extinction of Y , there
is a region where X is more likely to go extinct first. While
distance can be a better indicator for extinction than abun-
dances, only the WKB method correctly predicts the first
extinction type.
On the trajectory Tx, X goes to extinction first, while
on Ty, Y goes to extinction first. For large M , the ex-
ponential term dominates the pre-factor in Eq. (14), and
thus the most probable trajectory is determined by the
minimum S[Ti].
We show the most probable trajectories to extinction
in Fig. 2 at given parameters. The most probable extinc-
tion trajectories are close to the paths which minimize
the potential gradient, but not identical (see Fig. 2).
For the respective parameter set, Sx is larger than Sy,
where Si = S[Ti], and thus the extinction mostly oc-
curs along the trajectory Ty: Y goes extinct first, and
we obtain the quasi-steady state of the single X popula-
tion. Eventually, also X goes extinct [26]. We also obtain
the average extinction trajectory from many realizations
of the stochastic process. The most probable trajectory
matches the simulation result very well (see Fig. 2).
Even though S is not linear in the trajectory length,
our results imply that distances from the coexistence to
the the extinction points of X and Y , lx and ly, may
affect which type goes extinct first. To find which factor
is more crucial for determining the first extinction type,
we calculate f = Sx/Sy for various parameters. If f
is larger than unity, the trajectory Ty is more likely to
happen than Tx.
The coexistence state (x0, y0) is determined by payoffs,
and thus possible x0 and y0 are restricted. Figure 3 shows
possible x0 and y0 and the separation line (f = 1) where
both types go extinct at the same rate. This shows that,
as a rule of thumb, the distance from the extinction point
is a better predictor of extinction probabilities than the
abundance in equilibrium. More importantly, however,
the path to extinction is not determined by these fac-
tors — instead, it depends on the trajectory from quasi-
stationary coexistence to extinction with zero-energy. A
compelling examples are the parameters in Fig. 3 where
extinction is, maybe counterintuitively, most likely of the
more abundant type which is further away from the ex-
tinction state.
We consider a stochastic model where pairwise interac-
tions are reflected in death rates. For coexistence games,
two types coexist in populations for a long time. Due
to stochasticity, however, extinctions always occur after
a sufficiently long time. Our focus is the most proba-
ble trajectory to extinction from the coexistence of two
types. By mapping our reaction system to the effective
Hamiltonian system using the WKB method, we extract
the rare event information, and get the most probable
trajectory to extinction. Mainly, we analyse which type
is more likely to go extinct first between two types. Be-
cause of the pathway to extinction, there is tendency that
the type closer to its quasi-steady state of the single-type
population is more likely to go to extinction first. How-
ever, there is a region where distance fails to predict the
first extinction type — only the WKB method makes a
correct prediction in this case.
We apply a Hamiltonian framework to evolutionary
game dynamics. Although reaction systems have already
been used for describing biological populations [21, 34]
and ecological systems [41], our model can be directly
applied within stochastic evolutionary game dynamics,
leading to results that are out of reach without this ap-
proach.
We thank Alex Kamenev and Weini Huang for fruitful
discussions.
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