Abstract. In this work, we propose a special cascade network for image segmentation, which is based on the U-Net networks as building blocks and the idea of the iterative refinement. The model was mainly applied to achieve higher recognition quality for the task of finding borders of the optic disc and cup, which are relevant to the presence of glaucoma. Compared to a single U-Net and the state-of-the-art methods for the investigated tasks, the presented method outperforms others by multiple benchmarks without a need for increasing the volume of datasets. Our experiments include comparison with the best-known methods on publicly available databases DRIONS-DB, RIM-ONE v.3, DRISHTI-GS, and evaluation on a private data set collected in collaboration with University of California San Francisco Medical School. The analysis of the architecture details is presented. It is argued that the model can be employed for a broad scope of image segmentation problems of similar nature.
Introduction
Glaucoma is the second leading cause of blindness all over the world, with approximately 60 million cases reported worldwide in 2010, and an increase by 20 million is expected in 2020 [1, 2] . If left unnoticed, glaucoma can cause irreversible damage to the optic nerve leading to blindness. Therefore, diagnosing glaucoma at early stages is very important [1] .
Optic nerve examination includes eye fundus test, which requires a doctor localizing areas of optic disc and optic cup (central part of optic disc) and finding their borders. Presence of glaucoma can be identified by noticing optic nerve cupping, i.e. increase of optic cup in size. One of the main indicators of the disease is cup-to-disc ratio (CDR) -a ratio between heights of cup and disc [1] . It is considered one of the most representative features of optic disc and cup areas for glaucoma detection, and, according to [3] , eye with CDR of at least 0.65 is usually considered as glaucomatous in clinical practice.
Relative size of these two organs is one of the most valuable factors determining the presence of glaucoma. Segmentation of the optic disc and cup is a very time-consuming task currently performed only by the professionals. As stated in [4] , according to the research, full segmentation of optic disc and cup requires about eight minutes per eye for a skilled grader. Solutions for automated analysis and assessment of glaucoma can be very valuable in various situations, such as mass screening and medical care in countries with significant lack of qualified experts.
Computer-aided diagnosis of glaucoma can be based on the optic disc and cup segmentation algorithms. Nowadays, methods of deep learning provide the state-of-the-art results on many tasks of image processing, including the semantic and instance segmentation. In many cases, a small number of objects is to be found, but, on the other hand, often only small datasets can be acquired, class imbalance is present, and very high recognition quality and robustness is required [5] .
In this work we intend to provide a new end-to-end approach to the medical segmentation task of optic disc and cup borders localization, which is based on well-known and highly-performing U-Net [6] convolutional neural network (CNN) of encoder-decoder style. The latter is used as a basic block for a cascade of networks employed as the main model proposed. We refer to the neural network built as Stack-U-Net.
Compared to many other approaches of building the cascade of refinement networks, the one proposed in this work does not depend on the structure of the task and can be straightforwardly applied to many applications of image segmentation, image-to-image translation, etc.
Despite the linear growth of the number of parameters with the number of blocks, we observe that the model leads to the rate of overfitting similar to the original U-Net and only provides a noticeable quality gap. We consider this a consequence of regularly placed bottlenecks -the first layers of each basic network. This way, the basic models, conditioned by an input image, are only working to refine the output of the preceding basic models. In this article we evaluate how the described extension can be employed to enhance image segmentation quality, and how many basic modules are optimal to make the full cascade learn hierarchy of representative features of an image.
Related work
The idea of the cascade network is present in a large number of various computer vision works. However, the information passed between sub-networks in a cascade is usually chosen differently and is sometimes implied by the structure of a solved problem.
The paper [7] applies a cascade multi-path refinement network by augmenting ResNet [8] pretrained on ImageNet [9] with RefineNet blocks, which take the output of ResNet's intermediate layers as an input and are organized in a decoder-like topology. Cascades of up to 4 2-scale RefineNet's are compared for the semantic segmentation problem. Similar approach is proposed in [10] for the task of instance-aware semantic segmentation: the first sub-network finds box instances (ROIs), they are fed to another sub-network which outputs a binary segmentation mask, and the mask is fed to another sub-network which segments separate instances.
In [11] , two U-Net's is applied for the liver and lesion segmentation in CT images as a model backbone, which is followed by 3D Conditional Random Field. Followed by the fact that the lesions are smaller regions inside the liver, the cascade is applied as follows: the first U-Net segments the liver, then its localized ROI is passed to a second U-Net. It is experimentally shown in the work that the Dice score can be improved this way by 20% compared to a single U-Net. The same approach is applied in [12] for the segmentation of the optic disc and the optic cup, as the latter is smaller than the optic disc and is always inside of it.
There is a number of works that apply cascade of neural networks in a fashion more similar to our proposed idea. For instance, in [13] a well-known DeepPose method for human pose estimation is proposed, which is based on a cascade of regressors, iteratively refining each other. The first basic network localizes all the "skeleton" joints on an input image, and all the subsequent basic networks are refining previously found joints locations, conditioned by sub-images cropped by joints areas found. The work [14] follows a close approach for the face landmarks detection, but also benefits an idea of applying recurrent neural network (RNN): the weights of all basic networks, starting from the second one, are shared, and the whole model is trained as the RNN.
Stack-U-Net
As a preprocessing, unsupervised Contrast-Limited Adaptive Histogram Equalization (CLAHE) [15] is applied in order to bring the brightness characteristics closer across all the dataset. The presented cascade model, which we refer to as Stack-U-Net, is depicted on Fig. 2 . It consists of basic blocks, and each of them follows the encoderdecoder architecture similar to U-Net [6] , depicted on Fig. 1 . We consider 2 kinds of basic blocks: U-Net and Res-U-Net. They both feature skip connections (shown gray on the Fig. 1 ), linking layers of the encoder and decoder, which are of very high importance. Compared to the conventional U-Net, Res-U-Net also features residual connections (shown dashed light-brown on Fig. 1 ). All the basic blocks except the last one, end with 32 feature maps, which are stacked with the input image by long skip connections (shown dashed light-brown on the Fig. 2) . The latter provide an additional information to the next basic block, so that it refines the previous features by directly accessing colors from the input image.
One can notice that Stack-U-Net with Res-U-Net blocks allows for relatively more efficient gradient propagation in terms of information, as it preserves an identity mapping [16, 7] between input and output without any intermediate layers. 
Convolutional

Experiments
For experiments, we used the following datasets:
1. DRIONS-DB [17] -publicly available 110 color eye fundus images without cropping with annotation of the optic disc borders. 2. RIM-ONE v.3 [18] -publicly available 159 color eye fundus images with cropping (image side is approximately 5 times larger than the optic nerve diameter) with annotation of the optic disc and cup borders. Version 3 is the actual version. 3. DRISHTI-GS [19, 20] -publicly available 50 color eye fundus images without cropping with annotation of the optic disc and cup borders. 4. UCSF-DB -private dataset of 963 color eye fundus images of 238 people without cropping, kindly provided by University of California, San Francisco (UCSF) Medical School, US and collected for optic disc and cup annotation tasks. For each photo, annotation of the optic disc and cup borders were prepared by 3 annotators. Final annotations were acquired as pixel-wise average of 3 masks for each of the 2 organs. Images were cropped by an optic disc area (with gap of 20 pixels from each side) based on the ground truth annotations.
For UCSF-DB dataset, several images of the same person were put either in train set altogether or in validation set altogether.
The comparison with the best found methods for the described public databases is presented in Table 1 and Table 2 . We were unable to reproduce the results of other state-of-the-art methods. Evaluation on the large UCSF-DB dataset is presented in Table 4 , which also contains a score of human annotator vs. another human annotator averaged by all pairs of annotators. [23] 0.86 0.83 -- Table 2 : Results for optic cup segmentation. "-" indicates that the result is not reported. We observe that the model with 15 blocks works better than with the lower and higher number of blocks, regardless of the block type (Fig. 3) . Skip connections typically enhance the results by a small extent, except for the case of Stack-U-Net with 15 U-Net blocks without skip connections (Table 3) . Table 4 : Results on UCSF-DB large private dataset.
Visual comparison of the best and worst cases for the best-performing networks on each task for RIM-ONE v.3 database can be made based on Fig. 4 .
Discussion
We present the model for image segmentation based on a stack of the well-known U-Net models. Each model in a cascade refines the result of the previous one, directly accessing the colors from an input image. For the task of optic disc and optic cup segmentation on eye fundus image, which requires a solution for the reliable glaucoma detection, we report high results, and the model outperforms existing solutions by a large number of benchmarks.
Linear increase of the number of parameters and of the time of the forward / backward pass remains a drawback, and, together with the observed quality gap, it especially motivates the further research.
