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Minimal projections with respect to various norms
Asuman Gu¨ven AKSOY and Grzegorz LEWICKI
Abstract We will show that a theorem of Rudin [37], [38], permits us to determine
minimal projections not only with respect to the operator norm but with respect to quasi-
norms in operators ideals and numerical radius in many concrete cases.
1 Introduction.
Let X be a Banach space over R or C. We write BX for the closed unit ball and
SX for the unit sphere of X. The dual space is denoted by X
∗ and the Banach
algebra of all continuous linear operators on X is denoted by B(X).
Definition 1.1. The numerical range of T ∈ B(X) is defined by
W (T ) = {x∗(Tx) : x ∈ SX , x
∗ ∈ SX∗ , x
∗(x) = 1}·
The numerical radius of T is then given by
‖ T ‖w= sup{|λ| : λ ∈W (T )}·
Clearly, ‖ . ‖w is a semi-norm on B(X) and ‖ T ‖w≤ ‖T‖ for all T ∈ B(X).
The numerical index of X is defined by
n(X) = inf{‖ T ‖w: T ∈ SB(X)}·
Equivalently, the numerical index n(X) is the greatest constant k ≥ 0 such that
k‖T‖ ≤‖ T ‖w for every T ∈ B(X). Note also that 0 ≤ n(X) ≤ 1, and n(X) > 0
if and only if ‖ · ‖w and ‖ · ‖ are equivalent norms.
The concept of numerical index was first introduced by Lumer [31] in 1968. Since
then much attention has been paid to this constant of equivalence between the
numerical radius and the usual norm in the Banach algebra of all bounded linear
0Mathematics Subject Classification (2000): 41A35, 41A65, 47A12, 47H10.
Key words: Numerical radius, Minimal projection, Quasi-normed operator ideal .
1
operators of a Banach space. Classical references here are [5], [6]. For recent
results we refer the reader to [1],[2] [16], [17],[19], [29], [32].
Let L denote the class of all operators between arbitrary Banach spaces. An
Operator ideal U is, roughly speaking, a subclass of L such that
U + U = U and L ◦ U ◦ L = U
The theory of normed operator ideals was founded by A. Grothendick and R.
Schatten. Basic examples are the ideals of nuclear, compact, and absolutely sum-
ming operators. For more details on operator ideals see [36]. On every operator
ideal there could be many different quasi-norms; however the “good” quasi-norms
are selected by the completeness of the corresponding topology. Therefore, one can
state that every operator ideal up to equivalence has one reasonable quasi-norm.
Definition 1.2. Let U be an operator ideal. A map
Q : U → R+
is called a quasi-norm if the following conditions are satisfied:
1. Q(IV ) = 1, where V denotes one dimensional Banach space.
2. There exists a constant C ≥ 1 such that
Q(S1 + S2) ≤ C[Q(S1) +Q(S2)] for S1, S2 ∈ U(X,Y ) (1.1)
3. If T ∈ B(X0,X), S ∈ B(X,Y ) and R ∈ B(Y, Y0), then
Q(RST ) ≤ ‖R‖Q(S)‖T‖
Note that a quasi-operator ideal (U ,Q) is an operator ideal U with quasi-norm
Q such that Q(λS) = |λ|Q(S) for S ∈ U(X,Y ) with λ ∈ R. Furthermore, we have
‖S‖w ≤ ‖S‖ ≤ Q(S)
for all S ∈ U .
If X is a Banach space and V is a linear, closed subspace of X, by P(X,V ) we
denote the set of all linear projections continuous with respect to the operator
norm. Recall that an operator P : X → V is called a projection, if P |V = idV . A
projection Po ∈ P(X,V ) is called minimal if
‖Po‖ = inf{‖P‖ : P ∈ P(X,V )} = λ(V,X).
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Minimal projections were extensively studied by many authors in the context
of functional analysis and approximation theory (see e.g. [1], [4], [7]-[10], [12]-
[15],[18],[20]-[30], [33]-[35],[37],[39]-[41]). Mainly the problems of existence of min-
imal projections, uniqueness of minimal projections, finding concrete formulas for
minimal projections and estimates of the constant λ(V,X) were considered. It is
worth noting that one of the main tools for finding minimal projection effectively
is the so-called Rudin’s Theorem (see [37] or [38]).
Now assume that X is a Banach space, N is any norm or semi-norm on an
operator ideal U(X) ⊂ B(X) and V is a subspace of X such that id|V ∈ U(X).
Denote by PN (X,V ) the set of all linear projections from X onto V such that
P ∈ U(X). Let us define
λN (V,X) = inf{N(P ) : P ∈ PN (X,V )}.
We put λN (V,X) = +∞ if PN (X,V ) = ∅. A projection Po ∈ PN (X,V ) is called
N-minimal if
N(Po) = λN (V,X).
In the following we consider N as the numerical radius ‖.‖w or the quasi-norm
norm Q(.) and we will show that Rudin’s Theorem can be applied to obtain N-
minimal projections effectively. Although our proofs follow from Rudin’s result
without much difficulty, applications given in the last section justifiys the reason
one may want to study minimal projections in this context.
It is worth mentioning that we do not know any paper (with the exception of [1])
concerning minimal projections with respect to norms different than the operator
norm. In fact, in [1] a characterization of minimal numerical-radius extensions of
operators from a normed linear space X onto its finite dimensional subspaces and
comparison with minimal operator-norm extension are given.
2 Main Results
One of the key theorems for minimal projections is due to W. Rudin (see page 127
of [37] or [38]). This theorem was motivated by an earlier result of Lozinkiˇi (see
e.g [11], p. 216 or [30]) concerning the minimality of the the classical n-th Fourier
projection in P(C(2π), πn), where C(2π) denotes the space of all 2π-periodic real-
valued functions equipped with the supremum norm and πn is the space of all
trigonometric polynomials of degree less than or equal to n. The setting for this
theorem is as follows. X is a Banach space and G is a compact topological group.
Defined on X is a set A of all bounded linear, bijective operators in a way that A is
algebraically isomorphic to G. The image of g ∈ G under this isomorphism will be
denoted by Tg. We will assume that the map G×X → X defined as (g, x) 7→ Tgx
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is continuous. A subspace V of X is called invariant under G if TgV ⊂ V for all
g ∈ G.
Theorem 2.1. Let X and G satisfy the above hypotheses, and let V be a closed
subspace of X which is invariant under G. If there exists a bounded projection P of
X onto V , then there exists a bounded projection Q of X onto V which commutes
with G.
The idea of the proof of the above theorem is to obtain Q by averaging the
operators T−1g PTg with respect to Haar measure µ on G. For details see [38].
Now assume X has a norm which is an isometry for the maps in A, and all the
hypotheses of Theorem 2.1 are met, then we can claim the following corollary
which is clearly a stronger result than Theorem 2.1.
Corollary 2.2. If there is a unique projection Q : X → V which commutes with
G, (Q ◦ Tg = Tg ◦Q) and V is separable then for any P ∈ P(X,V ) the projection
Q defined by
Qx =
∫
G
(T−1g PTg)x dµ(g)
is a minimal projection of X onto V with respect to the operator norm. Here
µ denotes the normalized (µ(G) = 1) Haar measure on G and the above integral
is understood as the Bochner integral. (By our assumptions concerning Rudin’s
Theorem, for any x ∈ X the function g → (T−1g PTg)x is continuous on G and by
the compactness of G is Bochner integrable.)
For the proof of above corollary we refer to [38] and [14]. For more details
about Bochner integrals, see [14]. Now we show that Theorem 2.1 can be applied
to find N -minimal projections.
Theorem 2.3. Suppose all the hypotheses of Theorem 2.1 are satisfied, V is sep-
arable and the maps A are to be isometries. If P is any projection in numerical
radius from X onto V , then the projection QP defined as
QPx =
∫
G
(T−1g PTg)x dµ(g)
satisfies
‖QP ‖w ≤ ‖P‖w.
Here µ is the normalized Haar measure on G and the above integral is understood
as the Bochner integral.
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Proof. Consider ‖QP ‖w = sup{|x
∗(QPx)| : x
∗(QPx) ∈W (Q)}, and since
|x∗(QPx)| = |x
∗ (
∫
G
(T−1g PTg)x dµ(g)|
we have:
|x∗(QPx)| = |
∫
G
(x∗ ◦ (T−1g )P (Tgx) dµ(g)|
≤
∫
G
|(x∗T−1g )P (Tgx)| dµ(g).
But ‖x‖ = 1 and ‖x∗‖ = 1 implies that ‖Tgx‖ = 1 and ‖x
∗ ◦ Tg−1‖ = 1; moreover
(x∗ ◦ Tg−1)(Tgx) = x
∗(x) = 1, and thus
|x∗(Qx)| ≤
∫
G
‖P‖w dµ(g) ≤ ‖P‖w
and ‖Q‖w ≤ ‖P‖w as required.
Theorem 2.4. Suppose that all the hypotheses of Theorem 2.3 are satisfied and
that there exists exactly one projection Q which commutes with G. Then Q is a
minimal projection with respect to the numerical radius.
Proof. Let P ∈ P(X,V ). By the properties of the Haar measure, Qp given in The-
orem 2.3 commutes with G. Since there is exactly one projection which commutes
with G, Qp = Q. By Theorem 2.3, ‖Q‖w ≤ ‖P‖w, as required.
Now we consider the case of quasi-norms in operator ideals.
Theorem 2.5. Assume that U(X) ⊂ B(X) is an operator ideal and let N be a
quasi-norm on U(X). Suppose all the hypotheses of Theorem 2.1 are satisfied, V
is separable, Tg ∈ U(X) and Tg is an isometry for any g ∈ G. For P ∈ PN (X,V )
define QP ∈ PN (X,V ) as
QP =
∫
G
T−1g PTg dµ(g),
where
∫
G T
−1
g PTg dµ(g) is understood as a linear operator from X into X defined
by
(
∫
G
T−1g PTg dµ(g))x =
∫
G
(T−1g PTg)x dµ(g).
Assume additionally that
N(
∫
G
T−1g PTg dµ(g)) ≤
∫
G
N(T−1g PTg) dµ(g). (2.1)
Then N(QP ) ≤ N(P ). Here µ as before is the normalized Haar measure on G and
the above integral is understood as the Bochner integral.
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Proof. By the property (3) of Definition 1.2 for any g ∈ G we have:
N(T−1g PgTg) ≤ ‖T
−1
g ‖N(P )‖Tg‖
By our assumption
N(
∫
G
T−1g PTg dµ(g)) ≤
∫
G
N(T−1g PTg) dµ(g)) ≤ N(P ),
as claimed.
Now we show that the assumption (2.1) is not very restrictive.
Remark 2.6. Let U(X) ⊂ B(X) be an operator ideal. Assume that for any
Ln, L ∈ U(X) if Ln → L pointwise (‖Lnx− Lx‖ → 0 for any x ∈ X), then
N(L) ≤ limsupnN(Ln). (2.2)
In this case the assumption (2.1) is satisfied. It is not very difficult to check that
(2.2) is satisfied for operator norms, p-summing norms, p-nuclear norms and p-
integral norms (for precise definitions see e.g. ([42], Chapter III F).
Theorem 2.7. Suppose that all the hypotheses of Theorem 2.5 are satisfied and
that there exists only one projection Q which commutes with G. Then Q is an N -
minimal projection.
Proof. The proof follows the same lines as the proof of Theorem 2.4.
Now we show that the minimal projection obtained above by application of
Theorem 2.1 is also a cominimal projection.
Theorem 2.8. (Cominimal projections) Assume that the assumptions of Theorem
2.4 are satisfied and let IX denoted the identity operator on X. Then
N(IX −Q) ≤ N(IX − P )
for any P ∈ PN (X,V ), where Q is defined in Theorem 2.4.
Proof. Let QP be as in Theorem 2.3. Then QP = Q. Hence
N(IX −Q) = N(IX −
∫
G
T−1g PTgdµ(g))
= N(IX
∫
G
dµ(g) −
∫
G
T−1g PTgdµ(g)) = N(
∫
G
T−1g (IX − P )Tgdµ(g)).
6
Now fix any (x∗, x) ∈ SX∗ × SX . Then
|x∗(IX −Q)x| = |
∫
G
x∗ ◦ (T−1g (IdX − P )Tg)x)dµ(g)|
≤
∫
G
|x∗ ◦ (T−1g (IdX − P )Tg)x)|dµ(g) ≤
∫
G
|(x∗ ◦ T−1g )(IX − P )(Tgx)|dµ(g).
Note that ‖x‖ = 1 and ‖x∗‖ = 1 implies that ‖Tgx‖ = 1 and ‖x
∗ ◦ Tg−1‖ = 1.
Moreover (x∗ ◦ Tg−1(Tgx) = x
∗(x) = 1. Thus
N(IX −Q) ≤
∫
G
N(IdX − P )dµ(g) ≤ N(IdX − P ),
which completes the proof.
Combining the proofs of Theorem 2.5 and Theorem 2.8 one can easily get the
following result.
Theorem 2.9. (Cominimal projections) Assume that the assumptions of Theorem
2.7 are satisfied and let IX denoted the identity operator on X. If IdX ∈ U(X),
then
N(IX −Q) ≤ N(IX − P )
for any P ∈ PN (X,V ), where Q is defined in Theorem 2.7.
Remark 2.10. In Theorem 2.8 and Theorem 2.9 we can replace IdX by any
operator S ∈ U(X) satisfying
S ◦ Tg = Tg ◦ S
for any g ∈ G. Hence
N(S −Q) ≤ N(S − P )
for any P ∈ PN (X,V ).
Remark 2.11. Assume that we have W ⊂ S(X∗) × S(X) with the following
properties:
• For any T : X → X, T ∈ A ( T is an isometry)
• If (x, x∗) ∈W then (x∗T−1, Tx) ∈W
Define on L(X) a semi-norm ‖ · ‖W given by
‖L‖W = sup{|x
∗Lx| : (x∗, x) ∈W}
for any L ∈ L(X). Observe that for
W = {(x∗, x) ∈ SX∗ × SX : x
∗(x) = 1},
‖L‖W is equal to the numerical radius of L. Then the semi-norm ‖.‖W satisfies
Theorem 2.3, Theorem 2.4, Theorem 2.8 and Remark 2.10.
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3 Applications
We start with a classical example which explains the origins of the Rudin Theorem.
Example 3.1. Let C(2π) denote the set of all continuous, 2π-periodic functions
and πn be the space of all trigonometric polynomials of order ≤ n ( n ≥ 1). A
Fourier projection Fn : C(2π)→ πn is defined by the formula:
Fn(f) =
2n∑
k=0
(
∫ 2pi
0
f(t) gn(t)dt) gk
where (gk)
2n
k=0 is an orthonormal basis in πn with respect to the scalar product
< f, g >=
∫
[0,2pi]
f(t)g(t)dt.
In [30] it is shown that Fn is a minimal projection in P(C(2π), πn). The method
of the proof is based on the Marcinkiewicz equality (see [11], p.233). For any
P ∈ P(C(2π), πn), f ∈ C(2π) and t ∈ [0, 2π], let
Fnf(t) = (1/2π)
∫
[0,2pi]
(Tg−1PTgf)tdµ(g).
Here µ is the Lebesgue measure and (Tgf)t = f(t + g) for any g ∈ R. Notice
that Fn is the only projection which commutes with G, where G = [0, 2π) with
addition mod 2π. Consequently Fn is an N -minimal projection as considered in
Theorem 2.4 and Theorem 2.7.
Furthermore, it is known that (see[11],page 212) the operator norm of Fn
satisfies the following:
4
π2
ln(n) ≤ ‖Fn‖ ≤ ln(n) + 3.
In [1], it is shown that in cases of Lp , p = 1,∞, numerical radius extensions and
minimal norm extensions are equal. Since C(2π) ⊂ L∞, we also have
4
π2
ln(n) ≤ ‖Fn‖w ≤ ln(n) + 3.
It is worth noting that the Marcinkiewicz equality holds true if we replace C(2π) by
Lp[0, 2π] for 1 ≤ p ≤ ∞ or by Orlicz space Lφ[0, 2π] equipped with the Luxemburg
or the Orlicz norm provided that φ satisfies the suitable ∆2 condition. Hence,
Theorem 2.4 and Theorem 2.7 can be applied to the numerical radius and quasi-
norms generated by Lp norm or the Luxemburg or the Orlicz norm.
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Now we consider a more general situation.
Example 3.2. Let m,n ∈ N, n < m. Assume
V = span[sin(ki·), cos(ki·), i = 1, ..., n]
and let
X = span[sin(ki·), cos(ki·), i = 1, ...,m],
where ki ∈ N and k1 < k2... < km. Assume that G is as in Example 3.1. It is easy
to see that the only projection from X onto V which commutes with G is given
by
Q(sin(ki·) = 0, Q(cos(ki·) = 0
for i > n. Assume that ‖ · ‖X is any norm on X such that the mapping
Tg : (X, ‖ · ‖X)→ Tg : (X, ‖ · ‖X)
is a linear isometry for any g ∈ G. Then Q is a N -minimal projection as considered
in Theorem 2.4 and Theorem 2.7. Typical examples of ‖ · ‖X are the Lp-norms,
the Luxemburg and the Orlicz norms. Also it is possible to replace X by Lp[0, 2π]
for 1 ≤ p ≤ ∞ or by Orlicz spaces Lφ[0, 2π].
The same situation holds true in the complex case with
X = Span[eikjt : i = 1, ...,m],
V = Span[eikjt : i = 1, ..., n]
and
G = {eit : t ∈ [0, 2π]}.
Also we can apply Theorem 2.4 and Theorem 2.7 in multi-dimensional settings
(see e.g [24]).
Example 3.3. Let X = Lp[0, 2π] and let V = Hp[0, 2π] be the Hardy space
for 1 < p < ∞. By the M. Riesz Theorem (see [38], p.152), it follows that
P(Lp[0, 2π],Hp[0, 2π]) 6= ∅ and that the projection Q given by
Q(eikj ·) = 0
for j < 0 is the only projection which commutes with G = {eit : t ∈ [0, 2π]}. Hence
Q is an N -minimal projection as considered in Theorem 2.4 and Theorem 2.7.
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Example 3.4. Let M(n,m) be the space of all (real or complex) matrices of
n rows and m columns. Denote by M(n, 1) (M(1,m) respectively) the space of
matrices from M(n,m) with constant rows (constant columns respectively). Let
Sn be the group of permutations of the set {1, ..., n}. Let G = Sn × Sm. For any
g = σ × γ ∈ G define a mapping Tg :M(n,m)→M(n,m) by
Tg(A)(i, j) = A(σ(i), γ(j))
for any A ∈M(n,m), i = 1, ..., n and j = 1, ...,m. Let
W =M(n, 1) +M(1,m).
It is easy to see that Tg(W ) ⊂W for any g ∈ G. Now assume that
X = (M(n,m), ‖ · ‖)
where ‖ · ‖ is any norm such that the mappings Tg are isometries on G. Typical
examples of such norms are lp-norms and the Luxemburg and Orlicz norms. In
([14], Chapter 9) it has been shown that there is the unique projection Q which
commutes with G that is given by a formula
Qers(i, j) =


n+m+1
nm i = r, j = s
m−1
nm i 6= r, j = s
n−1
nm i = r, j 6= s
−1
nm i 6= r, j 6= s
where ers(i, j) = δriδrj . Hence Q is an N -minimal projection in any case considered
in Theorem 2.4 and Theorem 2.7.
Example 3.5. Let for x ∈ R, [x] denote the integer part of x. The well-known
Rademacher functions ro, r1, ... defined by rj(t) = (−1)
[2jt] for 0 ≤ t ≤ 1, play an
important role in many areas of analysis. Let
Radn = span[ro, ..., rn].
Applying Theorem 2.4 and Theorem 2.7 we will find a N -minimal projection from
X = Radm onto Radn for anym > n with respect to the Lp-norm for (1 ≤ p <∞).
To do this, we need to define so-called dyadic addition on the interval [0, 1]. Let Q
denote the set of all dyadic rationals from the interval [0, 1), i.e.
Q = {x ∈ R : x =
p
2n
, p ∈ N, 0 ≤ p < 2n}.
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Note that any x ∈ [0, 1] can be writtten in the form
x =
∞∑
k=0
xk2
−(k+1),
where each xk = 0 or 1. For each x ∈ [0, 1] \Q there is only one expression of this
form. When x ∈ Q there are two expressions of this form, one which terminates in
0’s and the other one which terminates in 1’s. By the dyadic expansion of x ∈ Q
we shall mean the one which terminates in 0’s. Now we can define the dyadic
addition of two numbers x, y ∈ [0, 1] by:
x⊕ y =
∞∑
k=0
|xk − yk|2
−(k+1).
Notice that G = ([0, 1],⊕) is a group. Indeed, x ⊕ 0 = x and x ⊕ x = 0. Let us
define a metric d on G by
d(x, y) = max{
∞∑
k=0
|xk − yk|2
−(k+1), |x− y|},
where x =
∑
∞
k=0 xk2
−(k+1) and y =
∑
∞
k=0 yk2
−(k+1) It is easy to see that (G, d)
is a compact, topological group. Moreover, the normalized Haar measure on G is
precisely the Lebesgue measure on [0, 1]. Also it is easy to see that for any n ∈ N
and x ∈ [0, 1]
rn(x⊕ y) = rn(x)rn(y) (3.1)
provided x⊕y /∈ Q.Moreover, by the properties of Haar measures, for any g ∈ [0, 1]
the operator Tg : Lp[0, 1]→ Lp[0, 1] given by
(Tgf)x) = f(x⊕ g)
is a linear, surjective isometry.
Now we will show that if fn, f ∈ Lp[0, 1], ‖fn − f‖p → 0 and |gn − g| → 0, then
‖Tgn(fn)− Tg(f)‖p → 0. (3.2)
To do this note that
‖Tgn(fn)− Tg(f)‖p ≤ ‖Tgn(fn)− Tgn(f)‖p + ‖Tgn(f)− Tg(f)‖p.
Observe that by changing variable from x to x⊕ gn we get
‖Tgn(fn)− Tg(f)‖
p
p =
∫
[0,1]
|fn(x⊕ gn)− f(x⊕ gn)|
pdµ(x)
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=∫
[0,1]
|fn(x)− f(x)|
pdµ(x) = ‖fn − f‖
p
p → 0.
Notice that, if f is a continuous function (and hence uniformly continuous on
[0, 1]), since gn → g, for any ǫ > 0 there exists no ∈ N such that for any x ∈ [0, 1]
and n ≥ no |f(x⊕ gn)− f(x⊕ g)| ≤ ǫ. Consequently, ‖Tgnf − Tgf‖p → 0 for any
f ∈ C[0, 1]. By the Banach-Steinhaus Theorem, since 1 ≤ p < ∞, it follows that
‖Tgnf − Tgf‖p → 0, which shows (3.2).
Note that, since Radn is a finite-dimensional subspace, P(Radm, Radn) 6= ∅. By
(3.1) Tg(Radn) ⊂ Radn for any n ∈ N. Consequently, by Theorem 2.1, applying
the fact that g−1 = g for any g ∈ G, for any P ∈ P(X,Radn) a projection
Qpf =
∫
[0,1]
(TgPTg)fdµ(g) ∈ P(X,Radn)
commutes with G. Now we show that there is exactly one projection from X onto
Radn which commutes with G. To do this, we show that for any P ∈ P(X,Radn)
Qp(rk) = 0 for m ≥ k > n. Accordingly we fix x ∈ [0, 1] and g ∈ G with x⊕ g /∈ Q.
Note that
(TgPTgrk)x = rk(g)(TgPTgrk)x = rk(g)(Tg(
n∑
j=0
ajrj))x
= rk(g)
n∑
j=0
ajrj(x)rj(g).
Observe that
∫
[0,1] rj(g)rk(g)dµ(g) = 0 if k 6= j. Since for any x ∈ [0, 1]
µ({g ∈ G;x⊕ g ∈ Q}) = 0,
(Qprk)x =
∫
[0,1]
rk(g)(
n∑
j=0
ajrj(x)rj(g))dµ(g) = 0,
which demonstrates our claim. Consequently, for any P ∈ P(Radm, Radn), and
f ∈ Radm,
Rnf = Qpf =
n∑
j=0
(
∫
[0,1]
rj(t)f(t)dµ(t))rj
is an N -minimal projection as considered in Theorem 2.4 and Theorem 2.7. For
more information about the nth Rademacher projection Rn the reader is referred
to [27].
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Example 3.6. Let for n ∈ N, Xn = L(R
n). Set
Yn = {L ∈ X
n : L = LT }.
Let us equip Xn with an operator norm determined by any symmetric norm ‖ · ‖
on Rn. (We say that ‖ · ‖ is symmetric if
‖
n∑
j=1
ajej‖ = ‖
n∑
j=1
ǫjaσ(j)ej‖
for any a1, ..., an ∈ R, ǫj ∈ {−1, 1} and any σ, where σ is a permutation of
{1, ..., n}).
Set for L ∈ Xn
P (L) = (L+ LT )/2.
It is clear that P ∈ P(Xn, Yn).Moreover in [33] (see also [34]) it was shown applying
Theorem 2.1 and Corollary 2.2 that P is a minimal projection in P(Xn, Yn). Hence
P is an N -minimal projection in any case considered in Theorem 2.4 and Theorem
2.7.
Example 3.7. Let (sn(S)) be a sequence associated with S ∈ B(X,Y ) satisfying
certain conditions, one of which is
sn(RST ) ≤ ‖R‖sn(S)‖T‖
for T ∈ B(X0,X), S ∈ B(X,Y ) and T ∈ B(Y, Y0). For a complete definition of
s-numbers we refer to [36]. Furthermore, sn(S) is called an nth s-number of S and
various s-numbers generate different operator ideals. For example, for 0 < p <∞,
we call S ∈ B(X,Y ) a Csp-operator if (sn(S)) ∈ ℓp. Setting
‖S‖sp := {
∞∑
1
sn(S)
p}1/p
we obtain the quasi-normed operator ideal (Csp, ‖S‖
s
p). Thus one can apply Theo-
rem 2.4 to the quasi norm ‖S‖sp.
Note that in the context of Banach spaces there are several s-numbers, since
there are certain rules assigning to every operator a decreasing sequence of num-
bers which characterize its approximation or compactness properties. The main
examples of s-numbers are approximation numbers, Gelfand numbers, Kolmogorov
numbers and Hilbert numbers. Thus, one can construct many operator ideals with
quasi-norms depending on the particular s-number used.
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