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Abstract. Here we consider the elliptic differential operator defined as the
sum of the minimum and the maximum eigenvalue of the Hessian matrix, which
can be viewed as a degenerate elliptic Isaacs operator in dimension larger than
two. Despite of nonlinearity, degeneracy, non-concavity and non-convexity,
such operator generally enjoys the qualitative properties of the Laplace oper-
ator, as for instance maximum and comparison principle, Liouville theorem
for subsolutions or supersolutions, ABP and Harnack inequalities. Existence
and uniqueness for the Dirichlet problem are also proved as well as the local
Ho¨lder continuity of viscosity solutions.
1. Introduction and main results
Let λi = λi(X) be the i − th largest eigenvalue of the n × n real symmetric
matrix X ∈ Sn:
λ1 ≤ λ2 ≤ · · · ≤ λn.
We are interested in the properties of the following min-max operator:
M(X) = λ1(X) + λn(X),
that is the sum of the extremal eigenvalues, for n ≥ 3. In fact, for n = 2, it is the
full trace of X and gives rise to the Laplace operator, for which all we will prove in
this paper is already well consolidated in literature.
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2It is also well known, from the extremality of the eigenvalues λ1 and λn, that
M(X) = max
ξ∈Rn
〈Xξ, ξ〉
|ξ|2 + minξ∈Rn
〈Xξ, ξ〉
|ξ|2 .
On the other hand, this operator can be considered as the prototype of degener-
ate elliptic Isaacs operators, arising in stochastic zero-sum, two-players differential
games (see for instance [30], [23], [6], [5], [4], [3] with the papers quoted therein),
according to the following representation:
(1.1) M(X) = sup
|ξ|=1
inf
|η|=1
Tr(Xξ,η),
where Tr stands for the trace operator, and Xξ,η is the matrix of the quadratic
form associated to X restricted to L(ξ, η), the subspace of Rn spanned by ξ and η.
Following the main stream of the mean value properties of solution to linear
equations, see [29] for a compete list of references, and [28] for the p-Laplace case
and [21], [22] for the analogous cases of solutions to the p-Laplace equation in the
Heisenbeg group and in Carnot groups respectively, it is worth to be remarked that
whenever u is C2 then for every v, w ∈ Rn we have:
u(x+ ǫξ) + u(x− ǫξ) + u(x+ ǫη) + u(x− ǫη)
2
= 2u(x) +
ǫ2
2
(〈D2u(x)ξ, ξ〉+ 〈D2u(x)η, η〉) + o(ǫ2).
Thus, it results that
min
|ξ|=1
u(x+ ǫξ) + u(x− ǫξ)
2
+ max
|η|=1
u(x+ ǫη) + u(x− ǫη)
2
= 2u(x) +
ǫ2
2
(λ1(x) + λn(x)) + o(ǫ
2).
As a consequence whenever we consider a continuous function u, the operator given
by the following limit, whenever it exists,
lim
ǫ→0
2
ǫ2
(
min
|ξ|=1
u(x+ ǫξ) + u(x− ǫξ)
2
+ max
|η|=1
u(x+ ǫη) + u(x− ǫη)
2
− 2u(x)
)
may be considered as the weak version of our operator M.
On the other hand recalling [31] and the recent papers [4] and [3] we like to
point out that it is possible to define a game for which the dynamic programming
principle (DPP)

 u
ǫ(x) = 12 inf|ξ|=1
sup
|η|=1
{
uǫ(x+ ǫξ) + uǫ(x− ǫξ)
2
+
uǫ(x + ǫη) + uǫ(x− ǫη)
2
}
, x ∈ Ω
uǫ(x) = g(x), x 6∈ Ω
(1.2)
see for instance Theorem 5 in [4], is satisfied. We will revisit this notion from
the viscosity point of view, by proving the existence of the solution to a family of
Dirichlet problems, see Theorem 3.4, including the one associated with (1.2) that
namely reads as { M(u) = 0, x ∈ Ω
u = g(x), x 6∈ Ω(1.3)
3We point out thatM is neither linear nor uniformly elliptic, neither concave nor
convex, except when n = 2, as it follows from the representation (1.1) and it will
be shown in the next section with suitable counterexamples.
In the case n = 2 instead, as noticed above, M is linear and uniformly elliptic
because it reduces to the classical Laplace operator.
Nonetheless, we will show that M possesses the most important qualitative
properties of the Laplace operator or more generally of uniformly elliptic operators.
First of all, we prove an Alexandroff-Bakelman-Pucci estimate (ABP).
Following the Gilbarg-Trudinger book’s notation [25] for suitable comparison,
we consider the upper contact set
Γ+(u) = {y ∈ Ω : u(x) ≤ u(y) + 〈p, x− y〉 ∀x ∈ Ω, for some p = p(y) ∈ Rn}.
Lemma 1.1. Let Ω be a bounded domain with diameter d. For u ∈ C2(Ω)∩C0(Ω¯)
we have
(1.4) sup
Ω
u ≤ sup
∂Ω
u+ Cnd‖M(D2u(x))−‖Ln(Γ+(u))
with Cn that may be chosen as Cn =
n−1
n ω
−1/n
n , where ωn stands for the Lebesgue
measure of the n-dimensional unit ball.
Proof. We argue following the proof of Lemma 9.2 in [25], replacing u with u −
sup∂Ω u, observing that
|χu(Ω)| ≤
∫
Γ+(u)
|detD2u(x)|dx,
where χu is the normal mapping
χu(y) = {p ∈ Rn : u(x) ≤ u(y) + 〈p, x− y〉 ∀x ∈ Ω}.
Suppose that u realizes a positive maximum at a point y ∈ Ω.
Let κ and k˜ be the functions whose graphs are the cone K with vertex (y, u(y))
and base ∂Ω, the cone K˜ with the same vertex and base ∂Bd(y).
Then χκ˜(Bd(y)) ⊂ χκ(Ω) ⊂ χu(Ω). Since |χκ˜(Bd(y))| = ωn
(
u(y)
d
)n
, by the
above inequality it turns out that
(1.5) u(y) ≤ d
ω
1/n
n
(∫
Γ+(u)
|detD2u(x)|dx
)1/n
.
On the contact points x ∈ Γ+(u) we have λi(x) ≤ 0 for every i = 1, . . . , n, so that
|λn| ≤ |λn−1| ≤ · · · ≤ |λ1|.
4Next, recalling the relationship between the geometric and the arithmetic aver-
age, we obtain:
|detD2u|1/n = (|λ1(D2u)| · · · |λn(D2u)|)1/n
≤ 1
n
n∑
i=1
|λi(D2u)|
=
1
n
(
|λ1(D2u)|+
n−1∑
i=2
|λi(D2u)|+ |λn(D2u)|
)
≤ 1
n
(
(n− 1)|λ1(D2u)|+ |λn(D2u)|
)
≤ n− 1
n
(|λ1(D2u)|+ |λn(D2u)|)
=
n− 1
n
(−M(D2u)) .
Estimating (1.5) with the above, we obtain our result, namely:
u(y) ≤ n− 1
n
d
ω
1/n
n
(∫
Γ+(u)
(−M(D2u(x)))n dx
)1/n
.

From this, we deduce the following ABP estimate for classical subsolutions of
the equation M[u] ≡M(D2u) = f .
Corollary 1.2. Let u ∈ C2(Ω) ∩ C0(Ω¯) be a solution of the differential inequality
M(D2u(x)) ≥ f(x) in a bounded open set Ω of diameter d. Then
(1.6) sup
Ω
u ≤ sup
∂Ω
u+ Cnd‖f−‖Ln(Γ+(u))
Note that Corollary 1.2 with f ≡ 0 provides the weak maximum principle below.
Corollary 1.3. Let u ∈ C2(Ω) ∩ C0(Ω¯), where Ω is a bounded domain of Rn. If
M(D2u(x)) ≥ 0 in Ω, then
max
Ω¯
u = max
∂Ω
u.
Concerning the strong maximum principle, one of the most elegant approaches
is undoubtedly the Hopf lemma, a result of independent interest.
Lemma 1.4. (Hopf lemma) Let u be a classical subsolution of the equationM[u] =
0 in a ball B, and x0 be a point of ∂B, where u is continuous.
If u(x0) > u(x) for all x ∈ B, then the outer normal derivative of u at x0, if it
exists, satisfies the strict inequality
(1.7)
∂u
∂ν
(x0) > 0.
Proof. We may suppose that B is centered at the origin, i.e B = {|x| < R} for
R > 0. Arguing as in [25, Section 3.2], and considering 0 < ρ < R we introduce the
radial test function v(x) = e−αr
2 − e−αR2 , with r = |x|.
By direct computation, see Remark 2.2 in the next section, we get
M[v] = 4α (αr2 − 1) e−αr2 ≥ 4α (αr2 − 1) e−αR2
5so thatM[v] ≥ 4α (αρ2 − 1) e−αR2 for r ≥ ρ andM[v] ≥ 0 for α > 0 large enough.
Since u(x0) − u(x) > 0 on |x| = ρ, there is a constant ε > 0 such that u(x0) −
u(x)− εv(x) ≥ 0 on |x| = ρ, as well as on |x| = R. Therefore εv(x) ≤ u(x0)− u(x)
on the boundary of the annulus A = {ρ < |x| < R}.
The same inequality holds in A by the comparison principle. In fact M[εv] =
εM[v] ≥ 0 and M[u(x0) − u] ≤ 0, so that εv and u(x0) − u are respectively a
subsolution and a supersolution in A, and we can apply Theorem 1.5 to deduce
that
u(x0)− u(x) ≥ εv(x) for all x ∈ A.
Here we have used the homogeneity of the operator M, for which we refer to the
next section.
Taking x = x0−tx0R in the latter inequality, dividing by t > 0 and letting t→ 0+,
we get
∂u
∂ν
(x0) ≥ −ε d
dr
(
e−αr
2
) ∣∣∣
r=R
= 2εαRe−αR
2
,
which proves (1.7). 
Following [25] we remark that, whether or not the normal derivative exists, we
have
(1.8) lim inf
x→x0
x∈Σ
u(x0)− u(x)
|x− x0| > 0,
where Σ is any circular cone of vertex x0 and opening less than π with axis along
the normal direction at the boundary point x0 .
The argument of the proof of [25, Theorem 3.5], based on the Hopf Lemma,
yields a strong maximum principle for classical subsolutions.
We will provide later a tool for the more general case of viscosity subsolutions
with the weak Harnack inequality of Lemma 4.5 in Section 4, which yields as a
consequence Corollary 1.6 below.
It it worth noticing that the strong maximum principle holds in all domains Ω of
R
n, independently of the boundedness. However, if Ω is bounded, then the strong
maximum principle implies the weak maximum principle, while this is no more true
in unbounded domains Ω (see [7, 9, 35, 14, 16, 17]).
One of the main purposes of this paper is to extend the weak maximum principle,
and more generally the ABP estimate of Lemma 1.1, to viscosity solutions. In this
respect, we recall that classical solutions are also viscosity solutions.
For further comparison with the literature, it is convenient to define, in a sym-
metric way with respect to the upper contact set Γ+(u), the lower contact set
Γ−(u) = {y ∈ Ω : u(x) ≥ u(y) + 〈p, x− y〉 ∀x ∈ Ω, for some p = p(y) ∈ Rn},
for a bounded domain Ω of diameter d, and to write down the counterpart of the
estimate (1.4) from below:
(1.9) inf
Ω
u ≥ inf
∂Ω
u− Cnd‖M(D2u(x))+‖Ln(Γ−(u))
or equivalently
(1.10) sup
Ω
(−u) ≤ sup
∂Ω
(−u) + Cnd‖M(D2u(x))+‖Ln(Γ−(u)).
6The crucial role in the viscosity version of the ABP estimate will be played
by the comparison principle which we are just going to establish between upper
semicontinuous subsolutions and lower semicontinuous supersolutions.
In view of forthcoming applications, this result will be stated for the more general
operator
Ma,b(X) = aλ1(X) + bλn(X)
with positive weights a > 0 and b > 0 attached to λ1 and λn. Clearly M1,1 =M.
By the way, we point out that all the results of this paper, which are stated for
the extreme partial trace operator M(X) = λ1(X) +λn(X), continue to hold with
the obvious modifications for the operatorMa,b, whose dual operator isMb,a(X) =
bλ1(X) + aλn(X), of the same type. The only difference is that the constants in
the estimates will depend in generally on two more parameters, a and b.
Theorem 1.5. (comparison principle) Let u ∈ usc(Ω) and v ∈ lsc(Ω), where Ω is
an open bounded set of Rn, such that Ma,b(D2u) ≥ f(x) and Ma,b(D2v) ≤ f(x)
in the viscosity sense, respectively, where f is a bounded and continuous function
in Ω. If u ≤ v on ∂Ω, then u ≤ v in Ω.
Letting v ≡ 0 and f ≡ 0 in Theorem 1.5, we obtain a generalization to viscosity
solutions of the weak maximum principle stated in Corollary 1.3.
Later on, from Theorem 1.5 and the classic ABP estimate of Lemma 1.1, we will
deduce the viscosity ABP estimate of Theorem 3.3.
As a consequence of the above comparison principle, we will also prove an exis-
tence and uniqueness result for the Dirichlet problem via the Perron method.
We will show that solutions of the equation M(D2u) = f enjoy in addition a
Harnack inequality. This will be done via two inequalities for subsolutions and non-
negative supersolutions, known in the literature respectively as the local maximum
principle (Theorem 4.7) and the weak Harnack inequality (Theorem 4.5).
In particular, from the weak Harnack inequality we deduce the following strong
maximum principle.
Corollary 1.6. (strong maximum principle) Let u be a non-negative viscosity su-
persolution of the equation M(D2u) = 0 in a domain Ω of Rn. If u(x0) = 0 at
some point x0 ∈ Ω, then u ≡ 0 in Ω. Similarly, let u be a viscosity subsolution in
Ω. If u has a maximum M at x0 ∈ Ω, then u ≡M in Ω.
From this we get the same Liouville theorem for viscosity subsolutions u, bounded
above, of the equationM(D2u) = 0 in all Rn as for the Laplace operator in dimen-
sion two. See [32, Theorem 29].
In fact, considering 0 < r1 < r2 and setting M(r) = maxBr u, note that the
function
ϕ(x) =
M(r1) log(r2/|x|) +M(r2) log(|x|/r1)
log(r2/r1)
,
as a linear combination of a constant function and log |x|, satisfies the equation
M(D2ϕ) = 0. See Remark 2.2 of the next section. Moreover u(x) ≤ ϕ(x) on the
boundary of the annulus A = {r1 < |x| < r2}.
7From the comparison principle of Theorem 1.5 in A then we obtain theHadamard
Three-Circles Theorem, according to which M(r) is a convex function of log r:
(1.11) M(r) ≤ M(r1) log(r2/r) +M(r2) log(r/r1)
log(r2/r1)
Using this inequality, we get the announced Liouville theorem.
Theorem 1.7. (Liouville theorem) Let u be a viscosity subsolution of the equation
M(D2u) = 0 in Rn\{0} which is bounded above. Then u is constant.
The same holds if u is a viscosity supersolution in Rn\{0} which is bounded below.
Proof. Reasoning as in [32, Section 12], we take alternatively the limits as
r1 → 0+ and r2 →∞. So we get
M(r) ≤M(r2) for r ≤ r2, M(r) ≤M(r1) for r ≥ r1
concluding that M(r1) =M(r2) for arbitrary pairs of positive numbers r1, r2.
Then M(r) is constant, and by the strong maximum principle u is in turn a
constant function.
Concerning supersolutions v, bounded below, of the same equation in Rn, it is
sufficient to note that by duality (see the next section) the function u = −v is a
subsolution bounded above in Rn, hence it is constant by the case proved before. 
Note that the above result means that in any dimension n subsolutions, bounded
above, of the equation M[u] = 0 in the entire space must be constant.
This marks a noteworthy difference with the Laplace operator, for which this is
true in dimension 2, as recalled above, but no longer hold in higher dimension. For
instance, the function
(1.12) u(x) =
{ − 18 (15− 10|x|2 + 3|x|4) for |x| ≤ 1
−1/|x| for |x| > 1
is a non-constant subharmonic, bounded function in R3. See [32, Ch.2, Section 12].
Recall in addition the Pucci maximal and minimal operators with ellipticity
constants λ > 0 and Λ ≥ λ, defined as
M+λ,Λ(X) = Λ
n∑
k=1
λ+k − λ
n∑
k=1
λ−k
M−λ,Λ(X) = λ
n∑
k=1
λ+k − Λ
n∑
k=1
λ−k .
Also in dimension 2, as soon as λ < Λ we can find subsolutions u, bounded above,
of the equation M+λ,Λ(D2u) = 0 in R2. For instance, the function (1.12), regarded
as a function of x ∈ R2, is a subsolution of the equation M+λ,2λ(D2u) = 0 in R2.
Since the maximal Pucci operator M+λ,Λ is itself uniformly elliptic, see (2.2),
there will be operators for which the Liouville property for subsolutions, bounded
above, fails to hold as soon as n ≥ 2, in any class of uniformly elliptic operators
with given ellipticity constants λ > 0 and Λ > λ.
In other words, the uniform ellipticity is not sufficient by itself to guarantee such
an unilateral Liouville property, even in dimension 2.
8On the other hand, for particular uniformly elliptic operators as the minimal
Pucci operators M−λ,Λ, which are suitably smaller than the Laplace operator, pre-
cisely when n ≤ 1+Λ/λ, the Liouville property still holds for subsolutions, bounded
above (see [20]). We thank Dr. Goffi for drawing our attention to the latter issue
during a workshop where the results of this paper have been announced for the first
time1.
It is also worth recalling that from the papers of Harvey-Lawson [26], [27] and
Caffarelli-Li-Nirenberg [12], [13], a number of recent papers has been devoted to
the properties of the partial trace operators
P−k (X) = λ1(X) + · · ·+ λk(X), P+k (X) = λn−k+1(X) + · · ·+ λn(X),
arising from geometric problems of mean partial curvature. See for instance [1],
[14], [24], [36].
Except for k = n, which is the case of the Laplace operator, these are degen-
erate elliptic operators. To compare with (1.1), for k = 2 we have the following
representation as Bellman operators:
(1.13) P−2 (X) = inf|ξ|=1 inf|η|=1
η⊥ξ
Tr(Xξ,η), P+2 (X) = sup
|ξ|=1
sup
|η|=1
η⊥ξ
Tr(Xξ,η).
For such operators the weak maximum principle holds. See for instance [1].
However, the strong maximum principle can fail to hold when k ∈ {1, . . . , n−1}.
In fact, the non-constant function u(x) = 1 + sinx1 has a maximum M = 2
inside the cube ]0, π[n, even though P+k (D2u) = 0 in ]0, π[n.
Similarly, u(x) is non-negative in the cube ]− π, 0[n and has a zero inside, even
though P−k (D2u) = 0 in the cube ]− π, 0[n.
In particular, the weak Harnack inequality fails to hold in general for the partial
trace operators P+k and P−k as soon as k < n. Analogously, non-negative solutions
of an equation P±k (D2u) = 0 with k < n does not necessarily enjoy the Harnack
inequality, which would also imply the strong maximum principle.
Differently from the partial trace operators, the Harnack inequality will be seen
instead to hold for the operator M = λ1 + λn introduced in this paper.
Theorem 1.8. (Harnack inequality) Let u be a viscosity solution of the equation
M(D2u) = f in the unit cube Q1 such that u ≥ 0 in Q1, where f is continuous
and bounded. Then
(1.14) sup
Q1/2
u ≤ C
(
inf
Q1/2
u+ ‖f‖Ln(Q1)
)
,
where C is a positive constant depending only on n.
As a further application, we deduce the Cα-regularity and Ho¨lder estimates for
solutions of the equation M(D2u) = f .
Theorem 1.9. (Ho¨lder continuity) Let u be a viscosity solution of the equation
M(D2u) = f(x) in Q1, where f(x) is continuous and bounded.
Then u ∈ Cα(Q1/2) and
‖u‖Cα(Q1/2) ≤ C
(‖u‖L∞(Q1) + ‖f‖Ln(Q1)) ,
13 Days in Evolution PDEs, 2019 June 21st
9where C is a positive constant depending only on n.
As a concluding remark, it is worth noticing that the above resultscan be stated
for all weighted trace operators of type Ma1,...,an = a1λ1 + · · · + anλn with non-
negative coefficients ai such that a1an 6= 0, except the above unilateral formulation
for subsolutions bounded above or supersolutions bounded below of the Liouville
theorem, which holds in this more general case for solutions bounded above or
below.
Concerning higher regularity, among the closest papers we could refer for instance
[34], [10], [8], [33], [15], but the techniques used there seem at the moment not
directly applicable to our case. We plan to investigate the subject in the next
future.
The paper is organized as follows. In Section 2 we introduce the main definitions,
obtaining a number of representations of the min-max operator M = λ1 + λn,
discussing the ellipticity and comparing it with other partial trace operators. In
Section 3 we introduce the viscosity setting, proving the comparison principle and
the corresponding ABP estimate as well as the Liouville theorem and the Hopf
lemma. Here we also show the existence and uniqueness of viscosity solutions for
the Dirichlet problem via the Perron method. Finally, in Section 4 we establish the
weak Harnack inequality and the local maximum principle, proving the Harnack
inequality. As a consequence we get the strong maximum principle and Ho¨lder
estimates for viscosity solutions.
2. Preliminaries and main definitions
We discuss here some properties of the min-max operator under consideration:
M(X) = λ1(X) + λn(X),
which is invariant by rotation, sinceM(RTXR) =M(X) for all orthogonal matri-
ces R.
In the previous section, we claimed thatM is neither linear nor uniformly elliptic,
neither concave nor convex, except for n = 2, when M corresponds to the classical
Laplace operator.
This is intuitive by the representation (1.1):
M(X) = sup
|ξ|=1
inf
|η|=1
Tr(Xξ,η).
Nonetheless, we present a few counterexamples that support the above claim.
Before that, we recall that a fully nonlinear operator F : Sn → R is said degen-
erate elliptic if
(2.1) X ≤ Y ⇒ F(X) ≤ F(Y ),
and uniformly elliptic if
(2.2) X ≤ Y ⇒ F(X) + λTr(Y −X) ≤ F(Y ) ≤ F(X) + ΛTr(Y −X),
for positive constants λ and Λ. Here we use the standard partial ordering induced
in the space of n× n real symmetric matrices Sn by the positive semidefiniteness.
Note indeed that, by the left-hand side inequality in (2.2), a uniformly elliptic
operator F satisfies (2.1), and so it is degenerate elliptic.
10
Suppose now X ≤ Y . It is plain that Tr(Y − X) ≤ 0. Suppose in addition
F(Y ) = F(X). If F is uniformly elliptic, in view of the left-hand side of (2.2), we
also have Tr(Y −X) ≤ 0, so that Tr(Y −X) = 0. Then Y = X . In other words,
F is strictly increasing on ordered chains of Sn.
We associate to a degenerate (uniformly) elliptic operator F a differential op-
erator which will be called in turn degenerate (uniformly) elliptic and acts on
u ∈ C2(Ω) as
F [u] = F(D2u).
Remark 2.1. Let us consider the functions u1(x) =
1
2x
2
1− 12x23, u2(x) = − 12x21+ 12x22
and u3(x) =
1
2x
2
1− 12x22− 12x23 inR3, and observe that λ1(D2ui) = −1, λ3(D2ui) = 1,
so that M(D2ui) = 0 for all i = 1, 2, 3.
(i) The operator M is not linear in dimension n ≥ 3.
In fact
u1(x) − u2(x) = 1
2
x21 −
1
2
x23 +
1
2
x21 −
1
2
x22 = x
2
1 −
1
2
x22 −
1
2
x23
and therefore
λ1(D
2(u1 − u2)) = −1, λ3(D2(u1 − u2)) = 2,
so that
M[u1]−M[u2] = 0 6= 1 =M[u1 − u2].
(ii) The operator M is not uniformly elliptic in dimension n ≥ 3.
In fact, letting Y = D2u1 and X = D
2u3, we note that X ≤ Y , and
M(Y ) =M(X) = 0, but X 6= Y.
(iii) The operator M[u] is neither convex nor concave. In fact, for every t ∈
[0, 1], it turns out that
tD2u1+(1− t)D2u2
= t

 1 0 00 0 0
0 0 −1

+ (1− t)

 −1 0 00 1 0
0 0 0


=

 2t− 1 0 00 1− t 0
0 0 −t

 ,
and therefore
M(tD2u1 + (1− t)D2u2) = λ1 + λ3
= min{2t− 1;−t}+max{2t− 1; 1− t},
so that B(t) =M(tD2u1 + (1− t)D2u2) = 1− 2t for t ∈ (13 , 23 ).
Hence B(t) > 0 for t ∈ (13 , 12 ), and B(t) < 0 for t ∈ (12 , 23 ), while for every
t ∈ [0, 1] it is plain that
B(t) = tM(D2u1) + (1− t)M(D2u2) = 0.
Thus M is neither convex nor concave.
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It is also worth computing M on radial functions u(x) = v(|x|).
Suppose v is C2, then for x 6= 0
D2u(x) = v′′ x|x| ⊗ x|x| + v
′
|x|(I − x|x| ⊗ x|x| ),
where x|x| ⊗ x|x| ≥ 0, I − x|x| ⊗ x|x| ≥ 0 and
〈 x|x| ⊗ x|x|h, h〉 = 〈 x|x| , h〉2, 〈(I − x|x| ⊗ x|x|)h, h〉 = |h|2 − 〈 x|x| , h〉2.
As a consequence, x|x| is eigenvector of
x
|x|⊗ x|x| with eigenvalue 1, and of I− x|x|⊗ x|x|
with eigenvalue 0. Conversely, all non-zero vectors orthogonal to x|x| are eigenvectors
of x|x| ⊗ x|x| with eigenvalue 0 and of I − x|x| ⊗ x|x| with eigenvalue 1. It follows that
λ1(D
2u(x)) + λn(D
2u(x)) = v′′(|x|) + v
′(|x|)
|x| .
From this we deduce the useful properties which are collected in the following
remark.
Remark 2.2.
(i) The operator M is linear on the radial functions u(x) = v(|x|).
(ii) Any function of the form
u(x) = a+ b log |x|,
with a and b constant, is a solution of M[u] = 0 in Rn \ {0}.
(iii) Recall that the k−th Hessian, 1 ≤ k ≤ n operator for radial functions is:
Sk(D
2u) =
(
n− 1
k − 1
)(
v′
|x|
)k−1 (
v′′ +
n− k
k
v′
|x|
)
.
In case n = 2k the radial solutions of the equation Sn
2
(D2u) = 0 are just
the radial solutions of M(D2u) = 0. 
Next, some comments on the representation (1.1). We infer that it can be put
in the form
(2.3) M(X) = sup
|ξ|=1
inf
|η|=1
η⊥ξ
Tr(Xξ,η).
Concerning this, it is plain that
M(X) = sup
|ξ|=1
inf
|η|=1
(〈Xξ, ξ〉+ 〈Xη, η〉)
≤ sup
|ξ|=1
inf
|η|=1
η⊥ξ
Tr(Xξ,η).
To have also the reverse inequality, and so (2.3), we observe that the representative
matrixXξ,η of the quadratic form associated toX restricted to L(ξ, η), the subspace
of Rn spanned by directions ξ and η, has trace
Tr(Xξ,η) = 〈Xξ, ξ〉+ 〈Xη, η〉,
and thus
sup
|ξ|=1
inf
|η|=1
η⊥ξ
Tr(Xξ,η) = sup
|ξ|=1
(〈Xξ, ξ〉+ inf
|η|=1
η⊥ξ
〈Xη, η〉).
To compute the inf in the latter equation, we may assume that X is diagonal, by
rotational invariance, with the eigenvalues λ1 ≤ . . . λn on the diagonal from the
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top to the bottom. Note also that in this case 〈Xξ, ξ〉 = λ1ξ11 + · · · + λnξ2n and
〈Xη, η〉 = λ1η11+ · · ·+λnη2n, so that by symmetry we may assume ξi ≥ 0 and ηi ≥ 0
for all i = 1, . . . , n (ξ ≥ 0 and η ≥ 0 for short), that is
sup
|ξ|=1
inf
|η|=1
η⊥ξ
Tr(Xξ,η) = sup
|ξ|=1
ξ≥0
(〈Xξ, ξ〉+ inf
|η|=1
η≥0
η⊥ξ
〈Xη, η〉).
Using the Lagrange multipliers λ and µ, the inf is obtained in correspondence of
a critical point of the function
h(η, λ, µ) := 〈Xη, η〉 − λ(〈η, η〉 − 1)− µ〈ξ, η〉,
which solve the system 

Xη = λη + µ2 ξ
〈η, η〉 = 1
〈ξ, η〉 = 0
or equivalently 

λ1η1 = λη1 +
µ
2 ξ1
. . . . . . . . .
λnηn = ληn +
µ
2 ξn
η21 + · · ·+ η2n = 1
ξ1η1 + · · ·+ ξnηn = 0 .
We can show that µ = 0. Otherwise, suppose by contradiction µ 6= 0. Let I =
{i ∈ {1, . . . , n} : ξi 6= 0}, which is non-empty because |ξ| = 1. Then from above
(λi − λ)ηi = µ2 ξi 6= 0, and so λ 6= λi for all i ∈ I. Inserting ηi = µ2 ξiλ−λi in the last
row of the system we get
µ
2
∑
i∈I
ξ2i
λ− λi = 0.
Since ξi > 0 and ηi > 0 for i ∈ I, all the terms of the sum have the same sign (the
sign of µ), and this would imply µ = 0, against the assumption. Therefore critical
points are not affected by the constraint η⊥ξ, and this proves the representation
(2.3).
If instead of ”sup inf” as in (2.3), we consider ”sup sup” or ”inf inf”, it is
not difficult to recognize that we obtain the partial trace operators P+k and P−k
considered in the previous section in the case k = 2.
In fact, it can be shown that they admit respectively the representations
P+k (X) = sup
W∈Gk
Tr(XW )
and
P−k (X) = infW∈Gk Tr(XW ),
where Gk is the Grassmanian of the k-dimensional subspace W of Rn and XW is
tha matrix of the quadratic form associated to X restricted to W . This provides
the representation (1.13). For further properties of the partial trace operators P+k
and P−k we refer for instance to [26], [1], [24].
By definition, it is plain that P−k ≤ P+k ; in addition P+k and P−k are respectively
subadditive and superadditive:
P−k (X) + P−k (Y ) ≤ P−k (X + Y ) ≤ P+k (X + Y ) ≤ P+k (X) + P+k (Y ).
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Moreover, P−k (X) = −P+k (−X), so that from the left-hand inequality
P−k (X + Y ) ≤ P−k (X)− P−k (−Y ) = P−k (X) + P+k (Y )
and from the right-hand
P+k (X + Y ) ≥ P+k (X)− P+k (−Y ) = P+k (X) + P−k (Y )
In particular, since λ1(X) = P−1 (X) and λn(X) = P+1 (X),
(2.4) λ1(X) + λ1(Y ) ≤ λ1(X + Y ) ≤ λ1(X) + λn(Y )
and
(2.5) λ1(X) + λn(Y ) ≤ λn(X + Y ) ≤ λn(X) + λn(Y )
As noticed in the previous section, such operators satisfy the weak maximum
principle, but not the strong maximum principle, which is instead satisfied by M.
Other useful properties of M that we will employ in the sequel are reported in
the following remark.
Remark 2.3. Let F be a fully nonlinear degenerate elliptic operator.
(i) If F is linear and u is a subsolution of the equation F (D2u) = f , then
v = −u is a supersolution the equation F (D2u) = −f .
On the other hand if we deal with a fully nonlinear operator and u is a
subsolution to F (D2u) = f , then v = −u is a supersolution of the equation
F˜ (D2v) = −f(x), where F˜ (X) = −F (−X) is the dual operator of F .
With previous interpretation, despite the full nonlinearity, the operator
M is the dual of itself:
(2.6) M˜(X) = −λ1(−X)− λn(−X) = λn(X) + λ1(X) =M(X).
On the contrary, P+k and P−k have each one different dual from itself: the
one is the dual of the other one.
(ii) The operator M is homogeneous of degree one. In fact for every ρ ≥ 0
and for every matrix symmetric X it is clear that
(2.7) M(ρX) = λ1(ρX) + λn(ρX) = ρλ1(X) + ρλn(X) = ρM(X),
and by duality (2.6) this remains true for ρ < 0.
3. Viscosity approach
Let O be a locally compact subset of Rn, and u : O → R. We define the second
order superjet J2,+O u(x0) and subjet J
2,+
O u(x0) of u at x0 ∈ O, respectively as the
sets
J2,+O u(x0) = {(ξ.X) ∈ Rn × Sn : u(x) ≤ u(x0) + 〈ξ, x − x0〉
+
1
2
〈X(x− x0), (x− x0)〉+ o(|x − x0|2) as x→ x0}
and
J2,−O u(x0) = {(ξ.X) ∈ Rn × Sn : u(x) ≥ u(x0) + 〈ξ, x − x0〉
+
1
2
〈X(x− x0), (x− x0)〉+ o(|x − x0|2) as x→ x0}.
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We recall that if u is usc (upper semicontinuous), then u is a viscosity subsolution
of a fully nonlinear elliptic equation F (x, u,Du,D2u) = f if
F (x, u(x), ξ,X) ≥ f(x) for all x ∈ O and all (ξ,X) ∈ J2,+O u(x)
and if u is lsc (lower semicontinuous), then u is a viscosity supersolution of the
same equation if
F (x, u(x), ξ,X) ≤ f(x) for all x ∈ O and all (ξ,X) ∈ J2,−O u(x).
Viscosity solutions are both subsolutions and supersolutions.
Proof of Theorem 1.5 (comparison principle). We have to show that, under the
given assumptions, the maximum of u− v must be realized on ∂Ω.
i) Firstly, setting uε(x) = u(x) +
1
2ε|x|2, we prove that uε − v cannot have a
positive maximum in Ω, for all fixed ε > 0.
Actually,
Ma,b(D2uε) := aλ1(D2uε) + bλn(D2uε)
= aλ1(D
2u+ εI) + bλn(D
2u+ εI)
≥ f(x) + (a+ b) ε ;
Ma,b(D2v) := aλ1(D2v) + bλn(D2v)
≤ f(x).
(3.1)
Supposing, by contradiction, that uε − v has a positive maximum in Ω and
following the proof of [19, Theorem 3.3 ], for all α > 0 there exist points xα, yα ∈ Ω
and matrices Xα, Yα ∈ Sym(Rn), such that
(3.2) − 3α
(
I 0
0 I
)
≤
(
Xα 0
0 −Yα
)
≤ 3α
(
I −I
−I I
)
.
and
(3.3) aλ1(Xα) + bλn(Xα) ≥ f(xα) + (a+ b) ε, aλ1(Yα) + bλn(Yα) ≤ f(yα).
Moreover
(3.4) lim
α→∞
α|xα − yα|2 = 0.
Noting that (3.2) implies Xα ≤ Yα, from (3.3) we get
f(xα) + (a+ b) ε ≤ aλ1(Xα) + bλn(Xα) ≤ aλ1(Yα) + bλn(Yα) ≤ f(yα).
Taking the limit as α → ∞ and using (3.4), by the continuity of f(x) we have a
contradiction: ε ≤ 0. Therefore uε − v cannot have a positive maximum in Ω.
ii) From i) it follows, for all ε > 0, that maxΩ(uε − v) ≤ max∂Ω(uε − v). Taking
into account that u ≤ v on ∂Ω, then we have
u(x) +
1
2
ε |x|2 − v(x) ≤ 1
2
εR2, for x ∈ Ω,
where R > 0 is the radius of a ball BR centered at the origin such that Ω ⊂ BR.
Letting ε→ 0+, we conclude that u ≤ v in Ω, as claimed. 
In order to prove a viscosity ABP estimate in the more general case of non-
smooth subsolutions u, we will apply the classical estimate (1.5) to the upper con-
vex envelope Γ+u of u, showing that det(D
2Γ+u ) ≤ (f−)n on the upper contact set
Γ+(u) = {u = Γ+u }.
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For a better comparison with the relevant literature [10] and [11], we illustrate
below the argument for supersolutions, referring to (1.9) or (1.10), and using a
slightly different lower contact set. The following one is the key lemma. See [10,
Lemma 2] and [11, Lemma 3.3], which provide analogous inequalities in the uni-
formly elliptic case.
Lemma 3.1. Let u be a continuous function such that
(3.5) Ma,b(D2u) := aλ1(D2u) + bλn(D2u) ≤ f(x) in Bδ
with a, b > 0 in the viscosity sense, and w be a convex function such that
(3.6) w(x0) = u(x0), w(x) ≤ u(x) in Bδ = {|x− x0| < δ}.
For all sufficiently small ε ∈ (0, 1) and any function f , bounded above, we have
(3.7) ℓ(x) ≤ w(x) ≤ ℓ(x) + 1
2
Cε
(
sup
Bδ
f+
)
|x− x0|2 in Bεδ,
where ℓ(x) is the supporting hyperplane for w at x0 and Cε = C(ε; a, b) is a positive
constant such that Cε ↓ b as ε→ 0+. In particular, w is second order differentiable.
Hence, when f is continuous at x = x0, then
(3.8) λ+n (D
2w(x0)) ≤ 1
b
f+(x0).
Proof. The first one inequality in (3.7) depends on the fact that ℓ(x) is the sup-
porting hyperplane of w at x0.
Concerning the second one, we may proceed assuming x0 = 0 and δ = 1.
(i) Subtracting ℓ(x), we consider the functions v(x) = u(x) − ℓ(x) and ϕ(x) =
w(x)− ℓ(x), which satisfy in turn the assumptions on u(x) and w(x), respectively.
This simplifies the computations, since ϕ(0) = 0 and the supporting hyperplane for
v(x) at x = 0 is now horizontal, so that ϕ(x) ≥ 0 in B1.
In this way, we are reduced to show
(3.9) ϕ(x) ≤ 1
2
CεK|x|2 in Bε,
with K = supB1 f
+, under the assumptions
(3.10) ϕ(0) = v(0) = 0, ϕ(x) ≤ v(x) in B1,
and
(3.11) aλ1(D
2v) + bλn(D
2v) ≤ f+(x) in B1.
(ii) Let 0 < ρ < ε and Mρ be the maximum of ϕ on Bρ. We may suppose that
a maximum point x0 ∈ ∂Bρ is xρ = (0, . . . , 0, ρ). Since the supporting hyperplane
for ϕ(x) at xρ is constant on the tangent line to Bρ through xρ, we have
(3.12) ϕ(x) ≥Mρ for x = (x′, ρ),
where x′ = (x1, . . . , xn−1).
Let us consider now the cylindrical box
R = {x = (x′, xn) : |x′| <
√
1− ρ2, −ερ < xn < ρ} ⊂ B1,
and the paraboloid
P (x) =
1
2
(xn + ερ)
2 − 1
2
(1 + ε)2
1− ρ2 ρ
2|x′|2.
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Evaluating P (x) on ∂R on xn = −ερ and |x′| =
√
1− ρ2, we have P (x) ≤ 0. On
the remaining part of ∂R, xn = ρ, we have P (x) ≤ 12 (1 + ε)2ρ2, from which
(3.13)
Mρ
1
2 (1 + ε)
2 ρ2
P (x) ≤ ϕ(x) on ∂R.
(iii) Since ρ < ε, then P (x) is solution of the differential inequality
(3.14) aλ1(D
2P ) + bλn(D
2P ) ≥ b− (1 + ε)
2
1− ρ2 aρ
2 ≥ b− 1 + ε
1− ε aε
2 ≡ b− acε,
where cε → 0 as ε → 0+, so that b − acε > 0 for ε > 0 small enough, and the
function Q(x) ≡ K
b− acε P (x) satisfies the differential inequality
(3.15) aλ1
(
D2Q
)
+ bλn
(
D2Q
) ≥ K ≥ f+ in B1.
(iv) We claim that
(3.16) Mρ = max
Bρ
ϕ(x) ≤ 1
2
(1 + ε)2
b− acε Kρ
2
In fact, arguing by contradiction, suppose that Mρ >
1
2
(1+ε)2
b−acε Kρ
2. Then using
(3.13) and (3.10),
Q(x) =
K
b− acε P (x) <
Mρ
1
2 (1 + ε)
2ρ2
P (x) ≤ ϕ(x) ≤ v(x) on ∂R.
By (3.11) and (3.15), the comparison principle would imply Q(x) ≤ v(x) in R, and
this is a contradiction with v(0) = 0 < Q(0), which proves the claim.
Setting ρ = |x| in (3.16), as in the proof of [11, Theorem 3.2], we conclude that
the statement of the theorem holds with Cε =
(1+ε)2
b−acε , where cε → 0 as ε→ 0+. 
For the operatorM(X) = λ1(X)+λn(X) we have the estimate (3.8) with b = 1.
We are in position to prove the ABP estimate for viscosity solutions in arbitrary
bounded domains Ω with a slightly larger constant with respect to Theorem 1.1.
Theorem 3.2. Let Ω be a bounded domain, contained in a ball Bd. Let v be a
viscosity supersolution of the equation M(D2u) = f , where f is a bounded above,
continuous function in Ω. Then we have, for a positive constant Cn:
sup
Ω
v− ≤ sup
∂Ω
v− +
Cn
b
d
(∫
Ω∩{v=Γ−v }
(f+)ndx
) 1
n
where Γ−v denotes now the convex envelope in B2d(x) of the extension of the function
min(v, 0) = −v− to zero outside Ω, and Bd(x) is a ball containing Ω.
Sketch of the proof. Passing to v − inf∂Ω v, we may suppose v ≥ 0 on ∂Ω,
then extend both v and f to zero outside Ω, keeping the same notation for both
the functions. So we are left with showing that
(3.17) sup
Bd
v− ≤ Cnd
(∫
Bd∩{v=Γ−v }
(f+)ndx
) 1
n
.
To this end, applying Lemma 3.1 to Γ−v , for all points of the lower contact set
Γ−v = v there exists a convex paraboloid touching Γ
−
v from above. This implies
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that Γ−v ∈ C1,1(Bd) so that Γ−v is second order differentiable almost everywhere in
Bd; see the proof of [10, Lemma 1] and [11, Lemma 3.5].
Therefore we can apply (1.5) to −v, obtaining
sup
Bd
(−v) ≤ Cnd
(∫
Bd∩{v=Γ−v }
det(D2Γ−v (x)) dx
) 1
n
.
with a slightly different constant Cn, depending on the different lower contact set,
which can be computed looking at the proof of [11, Lemma 3.4].
Noting that the lower contact points, where Γ−v = v, belong to Ω, as in the proof
of [11, Theorem 3.6], then f is continuous at these points, and we can apply the
conclusion (3.8) of Lemma 3.1 to infer that det(D2Γ−v (x)) ≤ b−n(f+(x))n. This
estimate, with the previous inequality, yields (3.17), and the proof is complete. 
It is not difficult switch from subsolutions to supersolutions to obtain the corre-
sponding ABP estimate for subsolutions.
Corollary 3.3. Let Ω be a bounded domain, and Bd be a ball containing Ω. Let u
be a viscosity subsolution of the equation aλ1(D
2u) + bλn(D
2u) = f with a, b > 0,
where f is a bounded below, continuous function in Ω. Assume that u ≤ 0 on ∂Ω.
Choosing Cn > 0 as in Theorem 3.2, we have
sup
Ω
u+ ≤ sup
∂Ω
u+ +
Cn
a
d
(∫
Ω∩{u=Γ+u }
(f−)ndx
) 1
n
where Γ+u denotes the upper convex envelope (a concave function) in B2d of the
extension of the function max(u, 0) = u+ to zero outside Ω.
Thanks to the comparison principle, we are also able to solve Dirichlet problems.
In order to do this, we need to find suitable supersolutions and subsolutions.
Theorem 3.4. Suppose Ω be a bounded domain of Rn with a uniform exterior
sphere condition: there exists a radius R > 0 such that for any y ∈ ∂Ω there exists
a ball By,r0 such that By,r0 ∩ Ω = {y}.
Let g be a continuous function on the boundary ∂Ω of a bounded domain Ω, and
f be a continuous and bounded function in Ω.
Then the equation aλ1(D
2u) + bλn(D
2u) = f(x) in Ω has a supersolution u ∈
lsc(Ω) satisfying the boundary condition u∗ = g on ∂Ω, where u∗ is the upper
semicontinuous envelope of u.
Proof. To simplify the computations, we consider the case a = b = 1.
Let G(r) = 1rσ
0
− 1rσ , with σ > 0, as in [18, Section 9].
i) Firstly, for any fixed yb ∈ ∂Ω let zyb ∈ CΩ be the center of the ball Byb,r0
provided by the exterior sphere condition. Setting v =MG(|x− zyb |), with M > 0,
then v is a positive function in Ω such that v(yb) = 0.
Moreover, since v is a radial function, see Remark 2.2:
λ1(D
2v) + λn(D
2v) = M
(
G′′(r) +
G′(r)
r
)
= − Mσ
2
|x− zyb |σ+2
for x ∈ Ω,
(3.18)
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Then, choosing M large enough, we obtain, for every x ∈ Ω,
λ1(D
2v) + λn(D
2v) = − M|x− zyb | σ+2
≤ − M
(r0 + diamΩ)
σ+2 ≤ inf
Ω
f
so that v is a supersolution, that is M(D2v) ≤ f(x) in Ω.
ii) Next, extending g to a continuous function in Ω, for all ε > 0, by the uniform
continuity of g, there exists a constant Mε, which we may suppose larger than M ,
such that for all x ∈ Ω
(3.19) vyb,ε(x) := g(yb) + ε+MεG(|x − zyb|) ≥ g(x) ∀x ∈ Ω.
Then the lower semicontinuous envelope
(3.20) u =

 inf
yb∈∂Ω
ε>0
vyb,ε


∗
is in turn a viscosity supersolution:
λ1(D
2u) + λn(D
2u) ≤ f(x) in Ω.
iii) Finally, u satisfies the boundary condition. In fact, by (3.19) and (3.20), we
have u(x) ≥ g(x) and u∗(x) ≥ g(x) for all x ∈ Ω. On the other hand, for y ∈ ∂Ω,
again by (3.19) we have vyb,ε(y) = g(y) + ε when y = yb, so that from (3.20) we
deduce that u(y) ≤ g(y) and also u∗(y) ≤ g(y).
Therefore u∗(y) = g(y) for all y ∈ ∂Ω, as wanted. 
By duality we find as well suitable supersolutions.
Corollary 3.5. Under the assumptions of Lemma 3.4, the equation Ma,b(D2u) =
f(x) in Ω, with a, b > 0, has a subsolution u ∈ usc(Ω) satisfying the boundary
condition u∗ = g on ∂Ω, where u∗ is the lower semicontinuous envelope of u.
Proof. By duality, it sufficient to find, with Lemma 3.20, a supersolution v ∈
lsc(Ω) of the equation
Mb,a(D2v) := bλ1(D2v) + aλn(D2v) = −f(x)
in Ω such that v∗ = −g on ∂Ω.
Setting u = −v, indeed u ∈ usc(Ω) is a subsolution, since by duality
aλ1(D
2u) + bλn(D
2u) = −aλn(D2v)− bλ1(D2v) ≥ f(x) in Ω,
which satisfies the boundary condition
u∗(x) = (−v)∗(x) = −v∗(x) = g(x) on ∂Ω. 
Using Theorem 1.5, Lemma 3.20 and Corollary 3.5, we can therefore apply the Per-
ron’s method of [19, Theorem 4.1] to obtain the following existence and uniqueness
result.
Theorem 3.6. Let Ω be a bounded domain of Rn with a uniform exterior sphere
condition. Let g be a continuous function on the boundary ∂Ω of a bounded domain
Ω, and f be a continuous and bounded function in Ω.
Then for all a > 0 and b > 0 the Dirichlet problem{ Ma,b(D2u) = f(x) in Ω
u = g on ∂Ω
has a unique continuous viscosity solution.
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4. Harnack inequality and regularity
In this section we will establish two inequalities, called weak Harnack inequal-
ity and local maximum principle, which will be combined to obtain the Harnack
inequality for viscosity solutions of the equation M(D2u) = f .
In order to prove this, we will use the test function of the lemma below.
Lemma 4.1. Let r0, r1 and r2 be positive real numbers such that r0 < r1 < r2.
For all a, b > 0 there exists a smooth function φ ∈ C2(Rn) such that
(4.1) φ ≤ −2 in Br1 := {|x| < r1}, φ ≥ 0 outside Br2
and
(4.2) Ma,b(D2φ) ≤ 0 outside Br0/2.
Proof. Following [11, Lemma 4.1], we set
φ = φ(|x|) = M1 −M2|x|−σ
for |x| > r04 , with M1 and M2 positive numbers in order that
φ(r1) = −2, φ(r2) = 0,
and σ > 0 to be chosen in order to satisfy
(4.3) Ma,b(D2φ) ≤ 0 for |x| > r0/2,
and extend it smoothly in Rn keeping φ ≤ −2 in Br1 .
Since φ is a radial function, the eigenvalues of D2φ are
φ′(|x|)
|x| = M2σ|x|
−(σ+2)
with multiplicity n− 1 and
φ′′(|x|) = −M2σ(σ + 1)|x|−(σ+2)
with multiplicity 1. See Remark 2.2.
Therefore, choosing σ > b/a− 1, for |x| > r0/4 we get
Ma,b(D2φ) = −aM2σ(σ + 1)|x|−(σ+2) + bM2σ|x|−(σ+2)
= − (a(σ + 1)− b)M2σ|x|−(σ+2) ≤ 0.

Here below once again Br = {|x| < r}, and Qℓ =
(− ℓ2 , ℓ2)n. Note that
B1/4 ⊂ B1/2 ⊂ Q1 ⊂ Q3 ⊂ B 3
2
√
n ⊂ B2√n ⊂ Q4√n .
With the aid of the previous lemma we deduce that the sublevel sets of super-
solutions has a sufficiently large Lebesgue measure.
Lemma 4.2. There exist universal constants ε0 ∈ R+, µ ∈ (0, 1) and M > 1, such
that, if u ∈ C(Q4√n) is a supersolution of the equation M(D2u) = f , with
(4.4) ‖f+‖Ln(Q4√n) ≤ ε0
and
(4.5) u ≥ 0 in Q4√n, inf
Q3
u ≤ 1,
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then
(4.6) |{u ≤M} ∩Q1| ≥ µ.
Proof. Following [11, Lemma 4.5], we consider the function w = u + φ, where
φ is the function of Lemma 4.1 with r0 = 1, r1 =
3
2
√
n and r2 = 2
√
n.
We start noticing that, by (2.4) and (2.5),
M3,1(X + Y ) = 2λ1(X + Y ) + λ1(X + Y ) + λn(X + Y )
≤ 2(λ1(X) + λn(Y )) + λ1(Y ) + λn(X) + λn(X) + λn(Y )
= 2λ1(X) + 2λn(X) + λ1(Y ) + 3λn(Y )
= 2M(X) +M1,3(Y )
and thus
M3,1(D2w) ≤ 2M(D2u) +M1,3(D2φ)
≤ 2f +M1,3(D2φ) in Q4√n.
(4.7)
Since infQ3 w ≤ −1 and w ≥ 0 on ∂B2√n, we can apply the ABP estimate of
Theorem 3.2 to get
1 ≤ Cn
(∫
{w=Γw}∩B2√n
(
2f+ +M1,3(D2φ)+
)n
dx
)1/n
≤ 2Cn‖f+‖Ln(Q4√n) + Cn‖M1,3(D2φ)+‖Ln({w=Γw}∩B2√n)
= 2Cn‖f+‖Ln(Q4√n) + Cn‖M1,3(D2φ)+‖Ln({w=Γw}∩Q1)
≤ 2Cn‖f+‖Ln(Q4√n) + CnK|{w = Γw} ∩Q1|1/n.
(4.8)
where K := maxQ1 M1,3(D2φ)+. In the above, recall that Lemma 4.1 provides
M1,3(D2φ) ≤ 0 outside Q1.
On the contact set {w = Γw}, we have w ≤ 0, that is u ≤ −φ ≤ − inf φ.
Therefore, setting M := − inf φ > 1 and taking ‖f‖Ln(Q4√n) < ε0 ≡ 14Cn , from
(4.8) we get
|{u ≤M} ∩Q1| ≥ |{w = Γw} ∩Q1| ≥ 1
(2CnK)n
≡ µ. 
To proceed further, we recall the Caldero´n-Zygmund cube decomposition, which
consists in splitting Q1 in 2
n cubes of half side and repeating this process for all the
subcubes, and so on. A cube Q of this decomposition is said a dyadic cube, and the
cube Q˜ from which it originates by dyadic decomposition is called the predecessor
of Q. For convenience of the reader, we report [11, Lemma 4.2].
Lemma 4.3. Let A ⊂ B ⊂ Q1 be measurable sets and δ ∈ (0, 1).
Suppose that the following conditions hold:
(1) |A| ≤ δ;
(2) if Q is a dyadic cube with |A ∩Q| > δ|Q|, then Q˜ ⊂ B.
Then |A| ≤ δ|B|.
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From Lemma 4.2, using the cube decomposition, we deduce a decay estimate for
the superlevel sets.
Lemma 4.4. Let u and f be as in Lemma 4.2. There exists universal constants
d > 0 and ε > 0 such that
(4.9) |{u ≥ t} ∩Q1| ≤ dt−ε ∀ t > 0.
Sketch of the proof. The proof can be carried out exactly as for [11, Lemma
4.6], showing that
(4.10) |{u > Mk} ∩Q1| ≤ δk ∀ k ∈ N,
where δ = 1− µ, with M and µ from lemma 4.2.
This is proved by induction on k, noting that in the base case (i) k = 1 the
estimate (4.10), |{u > M}∩Q1| ≤ δ, is immediate from (4.6), whereas the inductive
step (ii) is performed setting A = {u > Mk} ∩Q1 and B = {u > Mk−1} ∩Q1 and
showing that |A| ≤ δ|B| via the cube decomposition.
In order to prove the inductive step (ii), we have to show that (4.10) holds with
the exponent k assuming that it holds with the exponent k − 1:
(4.11) |B| = |{u > Mk−1} ∩Q1| ≤ δk−1 ,
To this end, we use the cube decomposition lemma with A, B and δ as above.
The assumption (1) of Lemma 4.3 is once again provided by (4.6):
|A| = |{u > Mk} ∩Q1| ≤ |{u > M} ∩Q1| ≤ δ ,
The remaining argument is completely devoted to prove condition (2) of Lemma
4.3, which, combined with the induction hypothesis, yields
|A| ≤ δ|B| ≤ δk,
thereby concluding the induction proof and in turn the proof of this lemma.
Let us finally turn to prove conditon (2), under the induction hypothesis (4.11).
This will be accomplished by contradiction, supposing that there exists a dyadic
cube Q = Q2−i(x0) := x0 +Q2−i such that |A ∩Q| > δ|Q|, but Q˜ 6⊂ B.
The transformation x = x0 +
1
2i y establishes a one-to-one correspondence be-
tween x ∈ Q = Q2−i(x0) and y ∈ Q1, and the conditions of Lemma 4.2 are satisfied
with
u˜(y) =
u(x)
Mk−1
, y ∈ Q4√n
in place of u. In particular, setting f˜(y) := f(x)22iMk−1 , then
λ1(D
2u˜) + λ2(D
2u˜) ≤ f˜
with ‖f˜‖Ln(Q) ≤ ‖f‖Ln(Q4√n) ≤ ε0.
Moreover, since Q˜ 6⊂ B, there exists x˜ ∈ Q˜ ⊂ Q3·2−i such that u(x˜) ≤ Mk−1,
with the corresponding y˜ ∈ Q3, so that
inf
Q3
u˜ ≤ u˜(y˜) = u(x˜)
Mk−1
≤ 1.
In view of Lemma 4.2,
µ ≤ |{u˜ ≤M} ∩Q1| = 2in|{u ≤Mk} ∩Q| = |Q\A||Q| ,
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and so
|Q ∩ A| = |Q| − |Q\A| ≤ (1− µ)|Q| = δ|Q|,
against the assumption that Q is a dyadic cube such that |Q ∩ A| > δ|Q|.
This contradiction shows condition (2) as we were left to show. 
The weak Harnack inequality follows at once. See [11, Theorem 4.8]. We put it
in a form which is of immediate use for the Harnack inequality in the sequel.
Theorem 4.5. (weak Harnack inequality) Let u ≥ 0 be a viscosity supersolution of
the equation λ1(D
2u) + λn(D
2u) = f in Qr3 , where f is continuous and bounded.
Then
(4.12) ‖u‖Lp0(Q1/2) ≤ C0
(
inf
Q3/4
u+ ‖f+‖Ln(Q1)
)
,
where p0 > 0 and C0 are universal constants.
Sketch of the proof. The proof goes exatcly as for [11, Theorem 4.8 (1)].
(i) Suppose that u is a supersolution, that is λ1(D
2u)+λn(D
2u) ≤ f+ in Q4√n,
where f+ is continuous and bounded.
Assume in addition infQ3 u ≤ 1 and ‖f‖Ln(Q4√n) ≤ ε0, with ε0 as in Lemma 4.2.
Letting p0 = ε/2, from Lemma 4.4 we infer that∫
Q1
up0dx = p0
∫ ∞
0
tp0−1|{u ≥ t} ∩Q1| dt <∞,
and then ‖u‖Lp0(Q1) ≤ C1.
(ii) In the assumptions of (i), letMδ = infQ3 u+ε
−1
0 ‖f+‖Ln(Q4√n)+δ, uδ = u/Mδ
and fδ = f/Mδ, in order that infQ1 uδ ≤ 1 and fδ < 1.
By positive homogeneity of M, we have M(D2uδ) ≤ f+δ in Q4√n, and from (i)
then ‖uδ‖Lp0(Q1) ≤ C1, which means ‖u‖Lp0(Q1) ≤ C1Mδ. Letting δ → 0+,
(4.13) ‖u‖Lp0(Q1) ≤ C1
(
inf
Q3
u+ ε−10 ‖f‖Ln(Q4√n)
)
.
(iii) By rescaling x we have (4.12), with ‖f‖Lp0(Q2√n) instead of ‖f‖Lp0(Q1).
(iv) Using a covering argument, we get the above stated version (4.12). See for
instance the proof of [7, Theorem 3.1]. 
In a standard way, we deduce at once from this the strong maximum principle
of Corollary 1.6.
We turn to the local maximum principle, observing that it is a consequence of
the following result, which is the counterpart here of [11, Lemma 4.4].
Lemma 4.6. Let ε0 ∈ R+ be the universal constant of Lemma 4.4, and suppose
that f− is continuous and bounded in Q4√n and satisfies the smallness assumption
(4.14) ‖f−‖Ln(Q4√n) ≤ ε0.
Assume also that u+ ∈ Lε(Q1) and
(4.15) ‖u+‖Lε (Q1) ≤ d1/ε,
with d and ε positive constants obtainable from Lemma 4.4.
23
If u be a viscosity subsolution of the equation M(D2u) = f in Q4√n, there exists
a universal constant C > 0 such that
(4.16) sup
Q1/4
u ≤ C.
Sketch of the proof. The proof closely follows that one of the above mentioned
[11, Lemma 4.4]. In particular the assumption (4.15) implies
(4.17) |{u ≥ t} ∩Q1| ≤ t−ε
∫
Q1
(u+)εdx ≤ dt−ε, t > 0.
The upper bound (4.16) will be proved with
C = νj0−1M0,
where ν > 1 andM0 > 1 and j0 ∈ N are universal constants satisfying the following
inequalities:
(4.18) M ε0 > 2
1+ε(8
√
n)nd, ν =
M0
M0 − 1/2 ,
∑
j≥j0
ℓj ≤ 1
4
.
Here
(4.19) ℓnj :=
σn
(νjM0)ε
with 21+ε(4
√
n)nd < σn <
M ε0
2n
.
Let |x0|∞ ≤ 1/4, and note that for all j ∈ N
Qℓj/4
√
n(x0) ⊂ Qℓj(x0) ⊂ Q1 ≡ Q1(0),
so that by (4.17)
|{u ≥ νjM02 } ∩Qℓj/4√n(x0)| ≤ |{u ≥ ν
jM0
2 } ∩Q1| ≤
2εd
(νjM0)ε
and then, using (4.19),
|{u < νjM02 } ∩Qℓj/4√n(x0)| ≥
(
ℓj
4
√
n
)n
− 2
εd
(νjM0)ε
>
(
ℓj
4
√
n
)n
− 1
2
σn
(νjM0)ε
1
(4
√
n)n
=
(
ℓj
4
√
n
)n
− 1
2
(
ℓj
4
√
n
)n
=
1
2
(
ℓj
4
√
n
)n
.
(4.20)
On the other hand, consider the transformation
x = x0 +
ℓj
4
√
n
y
which maps one-to-one the points x ∈ Qℓj(x0) into y ∈ Q4√n, and the function
v(y) =
ν
ν − 1
νjM0 − u(x)
νjM0
, y ∈ Q4√n.
Since M0 =
ν
2(ν−1) by (4.18), then u(x) <
νjM0
2 if and only if v(y) > M0, and so
(4.21) |{u < νjM02 } ∩Qℓj/4√n(x0)| =
(
ℓj
4
√
n
)n
|{v > M0} ∩Q1|.
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By the self-duality of M the function v is a supersolution:
M(D2v) ≤ f˜−(y),
where
f˜(y) =
ν
ν − 1
(
ℓj
4
√
n
)2 f(x)
νjM0
and therefore, using (4.18), (4.19), (4.14), with ν > 1,
‖f˜−‖Ln(Q4√n) =
ν
ν − 1
ℓj
4
√
n
‖f−‖Ln(Qℓj (x0))
νjM0
=
1
2
√
n
σ
νj(νjM0)ε/n
‖f−‖Ln(Qℓj (x0))
≤ 1
4
√
n
1
νj(1+ε/n)
‖f−‖Ln(Qℓj (x0))
< ε0.
We are in position to show that supQ1/4 u ≤ νj0−1M0, which concludes the proof.
This will be done by contradiction, supposing on the contrary that there exists
xj0 ∈ Q1/4 such that u(xj0 ) > νj0−1M0.
Letting j = j0 in the above, then
v(0) =
ν
ν − 1
νj0M0 − u(xj0)
νj0M0
<
ν
ν − 1
νj0M0 − νj0−1M0
νj0M0
= 1.
Moreover, there must be xj0+1 ∈ Qℓj0 (xj0 ) such that u(xj0+1) ≥ νj0M0.
Otherwise, u(x) < νj0M0 in Qℓj0 (xj0 ) would imply v(y) =
ν
ν−1
νj0M0−u(xj0)
νj0M0
> 0
in Q4
√
n, so that the assumptions of Lemma 4.4 would be satisfied and, using (4.18),
|{v > M0} ∩Q1| ≤ dM−ε0 <
1
16
,
which, combined with (4.21), yields
(4.22) |{u < νjM02 } ∩Qℓj/4√n(x0)| <
1
16
(
ℓj
4
√
n
)n
,
against (4.20).
Repeating the argument with j = j0 + 1, we find xj0+2 ∈ Qℓj0+1(xj0+1) such
that u(xj0+2) ≥ νj0+1M0, and definitively a sequence {xj}j≥j0 such that
xj+1 ∈ Qℓj (xj) and u(xj+1) ≥ νjM0.
Noting that |xj0 |∞ ≤ 18 and |xj+1 − xj |∞ ≤ ℓj/2, we have |xj |∞ ≤ 14 for all
j ≥ j0, so that this sequence converges to x ∈ Q1/2 whereas u(xj)→∞ as j →∞.
This yields a contradiction, because u is bounded above in Q1/2.
Thus supQ1/4 u ≤ νj0−1M0, as claimed. 
By rescaling and covering, from the previous result we deduce the local maximum
principle.
Theorem 4.7. (local maximum principle) Let u be a viscosity subsolution of the
equation λ1(D
2u)+λn(D
2u) = f in Q1, where f is continuous and bounded. Then
(4.23) sup
Q1/2
u ≤ Cp
(
‖u+‖Lp(Q3/4) + ‖f−‖Ln(Q1)
)
,
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where Cp is a constant depending only on n and p.
We are ready to prove the Harnack inequality.
Proof of Theorem 4 (Harnack inequality). Let p0 > 0 be the exponent of
Theorem 4.5. From (4.12) and (4.23) it follows that
sup
Q1/2
u ≤ Cp0
(
‖u‖Lp0(Q3/4) + ‖f−‖Ln(Q1)
)
≤ Cp0
(
C0
(
inf
Q1/2
u+ ‖f+‖Ln(Q1)
)
+ ‖f−‖Ln(Q1)
)
,
which gives the result. 
As an application of the Harnack inequality, we get at once the Liouville result
of Theorem 1.7. The same technique of uniformly elliptic operators can be used,
which is only based on the Harnack inequality See for instance [2].
The further application, which yields the Cα-regularity of Theorem 1.9, can
be obtained by the argument used in [11, Proposition 4.10] for uniformly elliptic
operators, which only depends on the Harnack inequality.
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