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The localization of radiative sources is very important in many fields of work such
as: sonar, radar and underwater radar, indoor localization in wireless networks, earth-
quake epicenter localization, defective assets localization in electrical facilities and so
forth. In the process of locating radiative sources exist many issues which can provoke
errors in the localization. The signals acquired may belong to different sources or they
can be mixed with environmental noise, then, their separation before using localization
algorithms is of great interest to be efficient and accurate in the computational process.
Furthermore, the geometry and radiation characteristics of the receivers, the nature of
the signal or their measuring process may cause deviations in the signal onset calculus
and therefore the source localization could be displaced from the actual position.
In this thesis, there are three kinds of algorithms to undertake three steps in the
emitter localization: signal separation, onset and time delay estimation of the signals
and source localization. For each step, in order to reduce the error in the localization,
several algorithms are analyzed and compared in each application, to choose the most
reliable.
As the first step, to separate different kinds of signals is of interest to facilitate fur-
ther processing. In this thesis, different optimization techniques are presented over the
power ratio (PR) maps method. The PR uses a selective spectral signal characterization
to extract the features of the analyzed signals. The technique identifies automatically
the most representative frequency bands which report a great separation of the differ-
ent kinds of signals in the PR map.
After separating and selecting the signals, it is of interest to compare the algorithms
to calculate the onset and time delay of the pulsed signals to know their performance
because the time variables are inputs to the most common triangulation algorithms to
locate radiative and ultrasonic sources. An overview of the algorithms used to estimate
the time of flight (ToF) and time differences of arrival (TDoA) of pulsed signals is done
in this thesis. In the comparison, there is also a new algorithm based on statics of high
order, which is proposed in this thesis. The survey of their performance is done applied
to muscle deep estimation, localization in one dimension (1D), and for the localization
of emitters in three dimensions (3D). The results show how the presented algorithm
yields great results.
As the last step in the radiative source localization, the formulation and principle
of work of both iterative and non-iterative triangulation algorithms are presented. A
new algorithm is presented as a combination of two already existing improving their
performance when working alone. All the algorithms, the proposed and the previous
which already exist, are compared in terms of accuracy and computational time. The
proposed algorithm reports good results in terms of accuracy and it is one of the fastest
in computational time.
v
Once the localization is achieved, it is of great interest to understand how the er-
rors in the determination of the onset of the signals are propagated in the emitter lo-
calization. The triangulation algorithms estimate the radiative source position using
time variables as inputs: ToF, TDoA or pseudo time of flight (pToF) and the receiver
positions. The propagation of the errors in the time variables to the radiative source lo-
calization is done in two dimensions (2D) and 3D. New spherical diagrams have been
created to represent the directions where the localization is more or less sensible to the
errors. This study and their sphere diagrams are presented for several antenna layouts.
Finally, how the errors in the positioning of the receivers are propagated to the
emitter localization is analyzed. In this study, the effect in the propagation of both
the relative distance from the receivers to the emitter and the direction between them
has been characterized. The propagation of the error considering the direction is also
represented in spherical diagrams. For a preferred direction identified in the spheres,
the propagated error in the source localization has been quantified regarding both the
source distance and the magnitude of the errors in the receivers positioning.
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1.1 Motivation for the dissertation
The radiometric localization of emitters with an array of sensors or antennas is a
paramount issue approached in several applications [1]. The emissions, depending on
the application, are produced in different frequency bands. Then, the receivers can be
inductive, capacitive, acoustic or ultrasonic tuned at different frequencies depending
on the characteristics of the acquired signals. Some examples of localization through
pulsed signals are location with seismic signals [2], the detection of failures in pipes and
mechanical structures [3], the localization of damaged electrical insulator materials [4,
5], in vivo bone localization [6], tumor localization [7].
There are different location techniques in the literature [8, 9] that could be classified
in triangulation, received signal strength (RSS) and proximity. The algorithms used
in this thesis are based on multilateration techniques whose principle of work is that
the distance traveled by an emission is equal to the time spent by the wave in the trip,
multiplied by the speed propagation. The localization algorithms use different time
variables as the time of flight (ToF) of the emission from the emitter to the sensor [10],
other use the time differences of arrival (TDoA) of the emissions between sensors [11,
12, 13] and others work with the pseudo time of flight (pToF) of the emission to the sen-
sors [14]. All the algorithms are commonly used indistinctly in different applications.
The performance of the localization algorithms depends on the calculation of the
time variables with high accuracy since small errors on these variables can give large er-
rors in the localization and therefore the estimated position of the source will be shifted
far from the actual position. The main causes of error are due to wavefronts that can
be hidden in noise or contaminated with interferences. In addition, obstacles in the
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direct path to the sensors can also attenuate and hinder the wavefront and the reflected
waves can create positive interferences that give peaks long past the first front. In gen-
eral, three categories of source of errors can be defined: the nature of the signal, their
measuring process and the geometry and radiation characteristics of the receivers. In
the thesis, several algorithms are analyzed to identify their influence in the localization
to reduce the uncertainties in the localization. It is also studied how the errors in the
input of the algorithms are propagated in the error in the localization.
As a first step, it is important to be efficient in the computing process so a signal
classification to separate noise or different types of pulses from pulses of interest before
the processing of the onset of the pulse is very useful. In some cases the calculation of
the propagation times of the emissions can take high computational time, the same
problem applies in the localization algorithms. Usually, the acquired signals can be
mixed with noise or can coexist several kinds of signals. Then, a separation before
the processing can reduce the time spent in the analysis of the signals. The separation
undertaken in this thesis is based on the information contained in the power spectral
density of the signals [15, 16].
Usually, in two dimensions (2D) and three dimensions (3D) source localization are
used four receivers or sensors. The geometry of the array has to be correctly deployed
to have minimal errors in the localization [17]. The antenna layouts have great influ-
ence in the sensibility to the systematic errors in the time variables calculation. Even if
the reciver array is carefully deployed, unknown and undesired errors will affect the
propagation times. The consequence is that, when the acquired data are analyzed, the
location is found to be shifted with respect the actual position.
The inputs of the localization algorithms are the receiver positions and the time
variables and them have to be measured. When a variable is measured there is an error
associated to the magnitude. Thus, it is of interest to evaluate how the errors in the
position of the receivers and in the time variables are propagated to the localization. In
the bibliography, several receiver layouts have been used to locate radio frequency (RF)
emitters such as square, pyramidal [17], cartesian [4] and trapezoidal [18] deployments.
To find the best configuration and its best direction is of great interest to mitigate the
effect of the errors.
Although the previous knowledge can be applied in many fields of work, the results
of this thesis are applied to the localization of partial discharges (PD) and in vivo bone
depth measurement. The PD measurements can reveal multiple ageing mechanisms
in high voltage (HV) infrastructures [19, 20, 21]. In addition, these techniques allow
to locate PD sources using arrays of at least four sensors, which is especially useful
inside oil-insulated power transformers, gas-insulated substations and in air-insulated
substations [22]. The second application would be very useful, for example, to measure
the position of the pelvis bones of subjects forced to stay in wheelchairs in real time, to
optimize the stance and avoid or minimize injuries [6].
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In the thesis, several types of RF signals are analyzed. During the classification and
analysis of the signals, the frequency modulation (FM), very high frequency (VHF) and
ultra high frequency (UHF) ranges are separated. The algorithms to estimate the time
variables have been tested over signals in the ultrasound (US) and UHF ranges. Finally,
the localization algorithms are used with UHF signals. The analysis of sensitivity to
errors are applied to UHF although the knowledge can be applied to any kind of signal.
1.2 Objectives of the dissertation
The main objectives addressed in this thesis are the following:
• To find new contributions to the state of the art in localization techniques and
signal processing.
• To localize emitters using their electromagnetic emission acquired with antennas.
• To compare the algorithms used in the bibliography to locate emitters with the
aim of proposing new ones to improve the performance of the previous ones in
terms of accuracy and computation time.
• To compare the algorithms used in bibliography to calculate the ToF and TDoA
of pulsed signals with the propose of developing a new method to improve the
exactness of the previous ones.
• To automatize and optimize the selections of the bands of frequencies of inter-
est to separate signals through the power ratio (PR) technique. To compare the
performance of metaheuristic techniques with the technique already used in this
application.
• To evaluate the behaviour of different antenna layouts to locate emitters in pres-
ence of TDoA errors. To find the preferred directions for each layout where the
localizations are less sensible to the TDoA errors.
• To quantify the antenna error positioning propagation in the source localization.
The error propagation is evaluated in terms of distance and direction estimation
individually.
1.3 Structure of the dissertation
This thesis is based on the published and submitted articles during the thesis enu-
merated in Subsection 7.3. The chapters are extensions of these papers and in some
cases, the chapters are based on more than one paper. This is the reason why some
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concepts are recapitulated in the introductions of the different chapters. The first pa-
per published, item 1 in Subsection 7.3.1, is a paper which englobe the three steps in
localization: to separate different signals, to calculate their time variables and finally,
to localize the RF. Then, the structure of this paper has defined the thesis structure.
The following publications are derived from this work trying to improve the results in
each step and trying to improve the understanding of the propagation of the errors in
localization.
The dissertation structure is summarized in the diagram shown in Figure 1.1 and
it is organized as follows: Chapter 2 shows the selective spectral characterization tech-
nique named PR maps to separate different kinds of signals. This technique requires
the conversion of the signals from the time domain to the frequency domain. After
that, selecting two frequency intervals, the power in each interval is represented in a
2D map, the PR map, for every signal,yielding different clouds of points in the PR map.
Each cluster represent one kind of signal which have the similar spectral characteristics
in the intervals of frequency selected. In this chapter some techniques to automatize
and maximize the signals separation are detailed and compared. This is done maximiz-
ing the distance between clusters in PR maps using different optimization techniques
as particle swarm optimization (PSO) and genetic algorithms (GA). The PR maps tech-
nique allows the user to select n intervals to achieve better separation but, for simplic-
ity, in this thesis only two intervals are used. The results of each optimization technique
is evaluated in different groups of signals with different origins.
After separating the different kinds of signals, the next step in the localization is
to estimate the onset of the pulsed signal and hence, any of the time variables defined
before (ToF, TDoA and pToF). With this propose, Chapter 3 describes and evaluates
several algorithms to calculate the ToF and TDoA of pulsed signals and propose a new
one which improves the exactness of others in the bibliography. The algorithms are
based on different criteria to estimate the onset of pulsed signals or the time delay
between two signals. The different algorithms are based on the maximum value of
the signal, thresholding, the biggest increment of the cumulated energy of the signal,
the Akaike information criterion (AIC), the maximum derivative of the time series cu-
mulative kurtosis, the cross correlation and fourth-order cumulants. The proposed
algorithm is derived from the one based on the time series cumulative kurtosis. The
performance of all of these algorithms are tested with pulsed signals which come from
two applications; in vivo bone depth estimation and in PD source localization.
After estimating the time variables, the next step in the localization is to calculate
the position of the source. Then, Chapter 4 presents and compares the most com-
monly used triangulation algorithms to locate the emitting sources. Both standard least
squares (SLS) and hyperbolic least squares (HLS) are iterative and based on Newton-
Raphson. Other two iterative algorithms are metaheuristic techniques GA and PSO,
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which are also studied due to the fact that they are used to find emitters by defin-
ing an objective function (OF) based on HLS. A few non-iterative algorithms based
on global positioning systems (GPS) are also presented as hyperbolic positioning al-
gorithms (HPA), maximum likelihood estimator (MLE) and Bancroft. In the thesis, a
new combined algorithm (MLE-HLS) based on MLE and HLS is presented yielding
better results than the previous ones. The algorithms are tested in multiple conditions
to evaluate their performance and their time of execution.
When the localization is achieved, to know how the error in the time variables are
propagated in the source location is of great interest. Chapter 5 presents a study where
the sensibility to TDoA errors of several antenna layout with the PD source outside
the polygon defined by the array in 2D and 3D localization is compared. In 2D lo-
calization both a realistic modelling of different antenna deployments that takes into
account errors in the measurement of the TDoA and experimental measurements are
shown. Since the simulations in 2D localization are validated with experimental mea-
surements, the analysis in 3D localization is only undertaken by simulation due the
complexity and quantity of the experimental measurements required.
The position of the receivers has uncertainties so quantifying the propagation of
these errors in the emitter localization is also useful. With this aim, Chapter 6 presents
a Montecarlo-analysis on how the systematic errors in the antennas positioning are
propagated in emitter localization. This effect is analyzed over three parameters: the
direction and distance between the source and the antenna array and the magnitude
of the positioning error of the receivers. This study is carried out for the most widely
used antenna layouts.
Finally, Chapter 7 draws the main conclusions, details the original contributions
and the publications yielded from the thesis.
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2.1 Abstract
The identification and separation of different types of signals is a task of great inter-
est to classify and to process them efficiently. A spectral analysis can unveil information
about the origin and nature of signals. Unfortunately, in most of the cases, the data of
interest are hidden by noise and coupled interferences that hinders their interpretation
and render them useless. This chapter is focused on a method, named PR separa-
tion, that uses a selective spectral signal characterization to feature each signal with
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the energy contained in the most representative frequency bands. The technique can
be considered as a dimensionality reduction problem where all the energy information
contained in the frequency components is condensed in a reduced number of bands.
In general, dimensionality reduction methods make the interpretation of results a dif-
ficult task because the inherent physical nature of the signal is lost in the process. The
proposed selective spectral characterization is a preprocessing tool that facilitates fur-
ther main processing. Therefore, the dimensionality reduction technique should find
out the best frequency bands to enhance the affinity between signals in the same clus-
ter and the differences between signals in different clusters. This is done maximizing
the distance between clusters in PR maps using different optimization techniques. The
tool is tested with four sets of experimental signals to demonstrate its capabilities in
separating noise and signals with low signal-to-noise ratio (SNR) and separating two
or three different types of events.
2.2 Introduction
In this chapter are merged and extended two publications "Partial discharges and
noise separation using spectral power ratios and genetic algorithms" and "Selective
spectral characterization using particle swarm optimization". Their full citation are
detailed in Subsection 7.3.1 in items 4 and 6 respectively.
Signal representation in terms of frequency is key in the solution of most signal pro-
cessing problems due to the fact that the spectrum of signals is strongly related to their
source and nature. Signal characterization, [1], facilitates the processing greatly reduc-
ing computational burden (the representation of the acquired signals as a sequence of
frequency or time samples is replaced by a few scalars) and simplifies the interpretation
and analysis of the results by humans. The focus of this work is on the identification
of signals through a selective spectral characterization representing each signal with
the energy contained in b frequency bands. In this thesis specifically, b = 2, since we
are interested in the design of visualization tools based on scatter plots in 2D. Such
simple signal characterization will certainly increase the usability of the correspond-
ing systems. Our starting point for the design of the procedure is a set of training
signals represented in terms of their sampled spectrum. Each sampled spectrum can
be regarded as a datum, formed by m features: the value of the power spectral den-
sity in the corresponding frequency. The selective spectral characterization can thus
be considered as a dimensionality reduction problem: transform each m dimensional
spectrum in a b dimensional array in which each component is the energy contained in
one of the frequency bands of interest.
Dimensionality reduction techniques, [2, 3], have been long used in machine learn-
ing. These techniques can lead to improvements in the performance of general purpose
machine learning algorithms along three axes:
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• improvements in accuracy due to the removal of noisy or irrelevant information
from the observations,
• improvements in the numerical stability of algorithms due to the removal of re-
dundant features, and
• facilitating the visualization and interpretation of the results.
Dimensionality reduction methods are grouped into two main families: feature se-
lection and feature extraction. On the one hand, feature selection methods remove
redundant and irrelevant features to yield the minimal subset of the original features
that contains the information necessary for solving the problem at hand. Broadly used
feature selection methods are Lasso [4, 5] or Recursive Feature Selection [6]. On the
other hand, feature extraction techniques transform the initial set of variables in a new,
reduced set in a way that the new variables contain only relevant information. Prin-
cipal Component Analysis [7, 8], Orthogonal Partial Least Squares [9] or t-Stochastic
Neighbors Embedding [10] are widely used examples of feature extraction techniques.
A big problem with these dimensionality reduction methods is that they would
obscure the interpretation of the results of the processing. Feature selection techniques
would come up with sets of scattered frequencies, not necessarily forming meaningful
bands since in most scenarios adjacent frequencies will be highly correlated, and the
feature selection method would filter out correlated features.
In the case of feature extraction, each resulting new feature comes from a trans-
formation that merges and melts the original frequencies. This greatly hampers the
determination, the relevance and influence of each frequency band in the final result.
The dimensionality reduction technique should find out the best frequency bands
to enhance the similarities between types of signals and the differences between the
different kinds of signals. As introduced before, selective spectral characterization is
a preprocessing tool that facilitates the main processing. This chapter is focused on
a clustering of signals that could form the core of a visual monitoring system or part
of a data exploratory analysis. In the thesis, this technique is used to separate envi-
ronmental noise from useful emissions which allow to locate the emitter through fur-
ther processing as the follow chapters show. Additionally, the technique has also been
used to separate signals from different emitters opening the possibility to detect several
sources at the same time.
This chapter shows the approach that interleaves the selective spectral characteri-
zation with the clustering in a same optimization without an a priori knowledge of the
spectral power distribution in the signals. The different optimization techniques re-
fine the frequency bands that support the signal characterization and the optimization
of the clustering criterion using the signals characterized with these bands as dataset.
The performance of the optimization techniques is evaluated in terms of separation
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distance of the clusters and time of execution. The capabilities of the method are exten-
sively illustrated in several experiments.
The remainder of the chapter is organized as follows: Section 2.3 explains the pro-
cess to extract the spectral information from signals reducing the information of sep-
arability to clusters in two dimensions for the sake of clearness in the interpretation
of the results. Section 2.4 justifies the criterion defined to maximize the minimum dis-
tance between clusters considering the scattering in the clouds and the number of clus-
ters. Section 2.5 describes the methods to maximize the distance function proposed in
Section 2.4 and sets the constraints to be accomplished in the clustering process. After-
wards, Section 2.6 shows the performance of the method in four experiments involving
separation of two types of signals from similar events, signal and noise separation and
separation of three signals from different types of events. Finally, Section 2.7 draws the
main conclusions of the work.
2.3 PR Maps
The PR technique is applied to separate signals corresponding to different events
characterizing them through their spectral power and finding those bands of frequency
where their spectra are different. The study done in this thesis is based on two bands
of frequency because the representation in a two dimensional map is very intuitive;
however, the extension of the algorithm to b > 2 dimensions is straightforward.
Let f1L and f2L be the start and end frequencies, respectively, for the first band,
whereas f1H and f2H are the extremes of the second band. The subindex L states that
the interval is placed at lower frequencies than the second band which has the subindex
H for higher frequencies. The significant parameters of the signals are the spectral
powers calculated in those frequency bands referred to the total power of the signal.
With this consideration the power ratio at low frequencies (PRL) and power ratio at
high frequencies (PRH) variables are in per unit so low-energy signals have the same
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(a) Frequency spectra. (b) PR map.
Figure 2.1: Example to visualize how the PR maps works.
where G(f) is the Fourier transform of signal g(t) and ft is the highest frequency of
interest of g(t).
Signals derived from the same event would have similar spectra and then, similar
PRL and PRH parameters so, when plotted in a two dimensional map all points would
form a packed cluster. Other events may present differences in these parameters, so the
clusters would be plotted separately from the first one. Any incoming signal would be
analyzed and plotted in the spectral power map. If they are close to any of the existing
clusters they can be classified as events of that type.
The selection of the frequency limits for the intervals is paramount to have sepa-
rated clusters. This can be done by visual inspection of the spectra of the signals if the
differences are notable and there are very few types of events, [11, 12]. Otherwise, the
classification has to be automatized selecting the intervals according to some criteria
and this is precisely what this chapter presents. It seems appropriate that the best set
of frequencies would be that which gives the largest separation between clusters.
As an example of how the classification works, Figure 2.1 (left) shows the mean
spectra of sets of three kinds of signals (blue, red and green), and the parameters
f1L, f2L, f1H , f2H and ft. Almost all the energy of the red signals is inside the PRL
interval, so when they are plotted in the PR map, Figure 2.1, they will placed at the
right bottom side. On the other hand, the green spectrum has all the energy in the PRH
interval so the green cluster would be at the top left side in the PR map. Finally, the
blue signal has all the energy out of the intervals so the blue cluster will be placed at
the bottom left side of the map.
2.4 Cluster separation
Once the signals have been parameterized in a PR map, it is necessary to gather
them in groups and maximize the distances between clusters to distinguish clearly the
type of signal.
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Figure 2.2: Euclidean distance (ED) and Mahalanobis distance (MD)
comparison for two cases with two clusters formed by 1000 points with
the same mean but different dispersion.
There are several methods to undertake the cluster definition as k-means [13], k-
medoids, hierarchical clustering, etc. These algorithms define the clouds of the scat-
tered points using as input the number of clusters, Nc, and the values of the 2D vari-
ables PRL and PRH for each signal. k-means has been implemented during the tests
because it requires low execution times and yields a good performance in the separa-
tion.
After plotting the signals in the PR maps and defining theNc clusters, it is necessary
to evaluate the aptitude of the separation that gather every type of signal. The separa-
tion can be evaluated through both euclidean distance (ED) and mahalanobis distance
(MD). In Figure 2.2, two examples with two clusters in the PR maps are shown to com-
pare the aptitude of ED and MD. The clusters are positioned in the same coordinates
in both cases but in the left one the dispersion of the clouds are smaller than in the
right one. In the Figure 2.2, it can be seen how the two cases yield the same ED but
very different MD values, this is why the MD considers the dispersion of the clusters.
When the MD is maximized, it is expected to obtain less-dispersive clusters and well


















(pn −Ci(j))(pn −Ci(j))T (2.4)
where Ci(j) is the centroid of the cluster i(j),Si(j) the covariance matrix of element pn
in cluster i(j). Ni(j) is the number of elements in cluster i(j). Every combination of
Chapter 2. Separating different types of signals through spectral characterization 15
frequency intervals will create a different location of points in the PR map; thus, every
set of frequencies will yield a different MD value.
When there are three clusters in the PR there would be three MDs, (MD12, MD13
and MD23) and an OF to maximize the separation between clusters has to be defined.
During the thesis three OFs have been evaluated:
• The sum or the mean of the MD between clusters.
• The minimum MD of all the MDs between clusters.
• The area delimited by the triangle defined by the centroid of the clusters.
The second option is the criterion selected for the results presented, to maximize the
minimum distance among clusters, with Equation (2.5). This choice is justified because
it avoids a wrong separation when two of the clusters are very close but the other is far.





This OF is maximized with the unsupervised algorithms presented in Section 2.5.
These algorithms are run several times to find the set of frequencies that defines the
best separation.
2.5 Maximizing distances between clusters in PR maps
This section describes the different methods to estimate the PRL and PRH frequency
intervals which maximize the distance between clusters in the PR maps, through Equa-
tion (2.5). Before the study done in this thesis, the separation was first made manually
and then with the algorithm presented in [14] which is explained in Subsection 2.5.1.
Further in this section, two different metaheuristic techniques are also presented to
address this task.
2.5.1 Maximization through the algorithm based on the standard deviation
of the PR magnitude
The algorithm presented in this subsection undertakes an exhaustive search to max-
imize the distance among clusters in PR maps selecting the frequency intervals where
the power of all signals have more statistical dispersion. The initial consideration is
that different kinds of signals have different power spectra in the frequency domain.
The frequency bands where more power fluctuations exist for the analyzed signals,
should imply more statistic dispersion in the PR. Then, the PRL and PRH are defined
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as the frequency bands where the standard deviation of the PR take the maxima val-
ues. This algorithm, detailed below, was presented in [14] and applied successfully to
several experiments in [15].






BW = ft − 1
TW
(2.7)
where ft is the maximum frequency of the spectra under analysis and TW represents
the time window of the acquired signals. In the main loop of the algorithm, the integer
parameter n ranges from 2 to BW · TW so the interval width ∆fn explore different
values starting in the widest interval with ∆f2 = BW/2 to the most narrow with a
minimum width of ∆fBW ·TW = 1/TW .
In the secondary loop, for each n, the frequency window ∆fn is shifted from the
lowest frequency f1n,1 = 1/TW to the highest at ft. Frequency 0 is omitted to avoid






f2n,i = f1n,i + ∆fn (2.9)
where i is the index of the interval. The frequencies of the intervals [f1n,i, f2n,i] are
shifted from [1/TW , 1/TW + ∆fn] to [ft −∆fn, ft] in i steps of 1/TW , see Figure 2.3. In
each i-interval a central frequency fcn,i = (f1n,i + f2n,i)/2 is designated and the PR is










The next step inside of the main loop, is to calculate the standard deviation of the
PR obtaining the variable σPR, see the top plot in Figure 2.4. Later, the position where
the two maxima of the σPR take place has to be identified to designate the two central
frequencies fcn,i = (f2n,i + f1n,i)/2 of each maximum, see Figure 2.4. Then the selected
intervals for the frequency window ∆fn in the n iteration to calculate PRL and PRH
are:









Figure 2.3: Frequency bands movement along the spectrum to calculate




f1L f2L f1H f2H
fcn,arg(max(σPR)),2
Figure 2.4: Standard deviation of the PR signals, maxima of σPR selec-
tion (top) and intervals definition (botton).
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To avoid overlapped intervals, the difference fn,max,1− fn,max,2 has to be greater or
equal than ∆fn. The next step in the main loop is to calculate the temporary value of
the OF for the intervals PRL and PRH in the n iteration. If the temporary OF is greater
than the maximum OF , the temporary intervals and the temporary OF are saved as
the maximum. Figure 2.5 shows the flow diagram of the algorithm.
2.5.2 Maximization through GA
The maximization of the OF shown in Equation (2.5) to obtain the PRL and PRH
can be addressed with genetic algorithms (GA). This meta-heuristic technique is based
on the Darwinian principle of evolution and uses concepts as selection, reproduction,
crossover and mutation in the improvement of the elements that constitute the possible
solutions to the OF [16].
The GA works modifying a population of Mp members which evolves through
G generations. Every member of every generation has a chromosome formed by a
boolean string containing information about how they fit with the OF . The chromo-
some has to be constructed with the five frequencies f1L, f2L, f1H , f2H and ft which
represents the limits of the intervals that define the PR.
Every member of the population has its own chromosome in the boolean domain
forming a string of 1 and 0. The minimum number of elements of the string, Ng also










where fmax is the maximum frequency under study, fmin is the minimum frequency
equal to 1TW is the inverse of the time window, the DC is omitted to avoid problems
with the mean and finally ∆f is the minimum frequency step 1TW .
To evaluate the fitness of the members, their chromosomes have to be converted to
decimal domain to obtain f1L, f2L, f1H , f2H and ft which represents one feasible solu-
tion of the problem. An example of the chromosome of one member of the population
in the boolean and decimal domains is shown below. In this simple example fmax = 32
MHz, fmin = 1 MHz, ∆f = 1 MHz and furthermore NG = 5 gens. The starting point
is the boolean domain:
(00000, 01100, 01110, 11011, 11111) = (f1L, f2L, f1H , f2H , ft)
the chromosome is converted to the decimal domain in the range of 0 to 25 − 1. After-
wards, the variables are fitted to the range under study. In this case, the 0 corresponds








































Figure 2.5: Flow diagram of the algorithm based on the standard devia-
tion of the PR magnitude.
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with 1 MHz and the 31 corresponds with 32 MHz. In the example, the final result is:
(1, 7, 15, 28, 32) = (f1L, f2L, f1H , f2H , ft)
To initialize the algorithm it is needed to define the number of generations, to gen-
erate randomly the chromosome of the members of the population and to define the
percentage of crossover and mutation.
A detailed flow diagram of the algorithm is shown in Figure 2.6. The steps inside
the algorithm are as follows:
• To select the new population for the next generation according to their fitness
values.
• To apply crossover between the selected members and the rest of the population.
• To apply mutation to the resulting individuals from the crossover.
• To convert the boolean string to frequency values and evaluate the fitness of the
OF in Equation (2.5).
• The process is repeated when the number of generations g does not reach a spe-
cific value G. Otherwise, the solution is defined as the member who has the
interval which reports the best fitness.
The algorithm has the following constraints to avoid overlapped intervals, empty
intervals and to restrict the maximum frequency:
f1L < f2L ≤ ft




When the mutations or crossovers send the frequencies out of the bounds defined
by the constraints, the fitness value is set to 0 so in the next generation this member
will be ignored.
2.5.3 Maximization through standard PSO
This method, particle swarm optimization (PSO), maximizes the OF by placing a
flock or swarm of entities in the solution space [17] which, in the studied case, has
five dimensions f1L, f2L, f1H , f2H and ft. A set of K particles are deployed randomly
and then, moved around changing their position by the addition of a frequency step,
∆f , to all their components in every l iteration. Then, the parameters PRL and PRH
in Equations (2.1) and (2.2) and the distance in Equation (2.5) are computed for the





























Figure 2.6: Flow diagram of the separation algorithm based on GA.
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new intervals. The movement of the particles is modified by a weighted component
that moves the particle along its own direction, its own best and another weighted
component that pulls the particle to the global best, [18]. The following set of Equations
represents the original algorithm introduced in [17] and defines the position Pk and the
speed vk of the kth particle in every iteration:
vk(l) = vk(l−1)+C1U1⊗(Pk,b(l−1)−Pk(l−1))+C2U2⊗(Pb(l−1)−Pk(l−1)) (2.15)
Pk(l) = Pk(l − 1) + vk(l) (2.16)
U1(0, 1) and U2(0, 1) are line matrices with five elements randomly distributed
between 0 and 1 that randomizes the movement of the particles towards their own best
Pk,b and the swarm best Pb, respectively. These two parameters together with the
particle inertia vk(l − 1), the particle speed in the previous iteration, are part of the
swarm intelligence so every particle knows its own speed, its own best fitness and the
particle with the best fitness. The operator ⊗ multiplies the random numbers by the
five coordinates, component by component. The parameters C1 and C2 describe the
balance between the personal influence of the particle and the social influence on the
solution.
When the iteration l is finished and all particles have moved, the position of the
particle with the overall best OF is stored as the global best. In the same way, if the
new position of any particle improves its fitness, the new position is stored as the best
personal solution for that particle. The algorithm stops when the maximum iteration L
is reached or when all the particles are placed at the same position.
During the process some constraints have to be supervised during the movement
of particles:
• f1L < f2L ≤ f1H < f2H < ft
• ∆f has to be multiple of 1/TW being TW the sampling window to have exact
steps in frequency.
• If any of the frequencies is rendered negative, the particle position is not updated
and the speed of the particle is set to naught in order to reduce its inertia.
• If f1L ≥ f2L or f2L ≥ f1H , f1L and f2L are regenerated randomly considering the
first restriction.
• If f1H ≥ f2H , f1H is regenerated randomly considering the first restriction.
This approach is the original PSO algorithm, its flow diagram is shown in Figure
2.7. It has been modified in many ways to control the convergence towards a global
optimum instead of falling in local maxima or minima. Thus, many variants have























Figure 2.7: Flow diagram of the original PSO algorithm.
been proposed to give solutions to different types of problems [19, 20, 21]. The next
algorithms are three different approaches to improve the convergence of PSO.
2.5.4 Maximization through Canonical PSO
In this variation of the standard PSO, the convergence is controlled by a constriction
factor, χ, with the idea of exploring in detail the area where a good fitting has been
found, [19]. This parameter depends on the constants that update the velocity of the





ϕ2 − 4ϕ, ϕ = C1 + C2 (2.17)
where a is a random number between 0 and 1 though it is usually set to 1. The velocity
equation is rewritten as:
vk(l) =χ
(
vk(l − 1) + C1U1 ⊗ (Pk,b(l − 1)−Pk(l − 1))
+ C2U2 ⊗ (Pb(l − 1)−Pk(l − 1))
) (2.18)
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When χ < 4 the swarm would attempt to reach the best found solution moving slowly
around it while for χ > 4 the convergence would be faster [22]. It is possible to modify
the behavior of the swarm choosing different values for C1 and C2, but, usually, for
the sake of simplicity, both parameters are set with the same value. It is a common
practice to assume ϕ = 4.1 to ensure convergence with C1 = C2 = 2.05 so, the value
for χ = 0.72984. The flow diagram of this algorithm is the same than the initial PSO,
see Figure 2.7 the unique variation is the velocity update with Equation (2.18).
2.5.5 Maximization through PSO with time varying inertia
This algorithm is a modification of the standard PSO presented in Subsection 2.5.3.
This modification varies the inertia vk(l− 1) of the particles imprinting different veloc-
ities to the swarm in certain moments when searching for the optimum solution. It is
possible to set high velocities when the swarm has to explore large areas of the space
of solutions and reduce the speed when some particles had reached their best fittings.
This idea was introduced in [20] reducing the coefficient of the inertia from a maximum
value ωmax to a minimum value ωmin using a linear function, (2.19)
ω(m) = ωmax − (ωmax − ωmin)m
M
(2.19)
where ω(m) is the coefficient in iterationm andM is the maximum number of iterations
in which the inertia changes its value. The velocity equation is changed into:
vk(l) =ω(m)vk(l − 1) + C1U1 ⊗ (Pk,b(l − 1)−Pk(l − 1))
+ C2U2 ⊗ (Pb(l − 1)−Pk(l − 1))
(2.20)
withM ≤ L, being L the total number of iterations, in the presented studyM = L. The
flow diagram of this algorithm is also the same than the initial PSO, Figure 2.7.
2.5.6 Maximization through PSO with aging leader and challengers
Another technique that tries to avoid falling in local maxima or minima is based
on giving opportunities to particles different from the best one that could improve the
behavior of the swarm, [21]. Then, the global best particle Pb is the leader of the swarm,
Pleader, as long as its lifespan is not depleted. The velocity equation is changed into
(2.21).
vk(l) =ω(m)vk(l − 1) + C1U1 ⊗ (Pk,b(l − 1)−Pk(l − 1))
+ C2U2 ⊗ (Pleader(l − 1)−Pk(l − 1))
(2.21)
When the leader reaches certain age, a challenger appears to seize the leadership. This
challenger is evaluated during a number of iterations and is accepted as leader if the
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behavior of the swarm is improved, otherwise, the former leader remains unchanged.
The algorithm can be summarized into these steps [21, 23]:
1. Initialization. All particles are randomly deployed in the solution space. The
global best particle is selected as the leader, the age, θ is set to 0 and the lifespan
Θ to an initial value Θ0.
2. Velocity and position update. All particles are moved according to Equation
(2.21) and Pk(l + 1) = Pk(l) + vk(l + 1).
3. Personal best positions and leader Pleader update. If Pk,b(l) is better than Pk,b(l−
1) the personal best for particle k is updated. If any of the new positions give a
new best solution, the leader is also updated.
4. Lifespan control. Once the positions of all particles have been updated, the age
of the leader is increased θ ← θ + 1 and its lifespan is modified according certain
rules. If the life of the leader is depleted, θ ≥ Θ, the algorithm continues in step
5, otherwise, resumes in step 7.
5. Challenger uprise. A new particle is generated inheriting some coordinates of the
leader randomly.
6. Challenger evaluation. The algorithm tests whether the challenger would im-
prove or not the swarm behaviour during a predefined number of cycles. If the
test is positive, the challenger becomes the new leader with an age θ = 0 and a
lifespan Θ = Θ0.
7. Check performance. The termination of the algorithm is based on the number of
iterations, so this condition checks if l > L. If it is false, the new iteration starts
again in step 2.
Figure 2.8 shows the flow diagram of the algorithm with calls to two subroutines
to check the constraints of the frequencies in the intervals and to control the lifespan of
the leader.
2.5.6.1 Lifespan control
The rules that define the modification of the lifespan are based on three parameters
during the life of the leader: related to the evolution of the global best, δPb(θ); the
change of the personal best solutions accumulated into the parameter δPk,b(θ) and the

















































Figure 2.8: Flow diagram of the particle swarm optimization with aging
leader and challengers.















Figure 2.9: Flow diagram of the lifespan control based on the behavior
of the global best, the swarm and the leader.
evolution of the OF for the selected leader, δPleader(θ), Equations (2.22).









OF (Pn,b(θ − 1))
δPleader(θ) = OF (Pleader(θ))−OF (Pleader(θ − 1))
θ = 1, 2, ...Θ.
(2.22)
All these sequences represent the evolution of the leader and the swarm and evaluate
the capability of command of that particle. There are several categories of leadership
described below and represented in Figure 2.9.
• Case a, implies that the leader is capable of improving the global best δPb(θ) > 0
guiding the swarm to a better solution so its lifespan is increased in 2.
• Case b, the global best is not improved but the personal bests of the swarm,∑K
k=1 δPb(θ) > 0 are increased in at least a 10%, then, the lifespan of the leader is
incremented in 1.
• Case c, the only particle that improves is the leader itself δPleader(θ) > 0, the deci-
sion tree still has confidence in the leader but the lifespan is not modified.
• Case d, means that the leader is incapable of improving the former situation and
should be changed soon, the lifespan is reduced in 1.
2.5.6.2 Challenger uprise
A challenger appears when the leader is no longer capable of improving the op-
timization function and its lifespan is exhausted. The challenger inherits some of the
coordinates of the leader after a random decision. In our case there is the possibility
of changing the PRL interval, [f1L, f2L] or the PRH interval [f1H , f2H ] plus ft. When
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the decision is taken, another random process generates the frequencies of the chosen
interval and the other one remains unchanged.
2.6 Applications and results
The optimization algorithms presented in Section 2.5 that estimate the intervals
which maximize the distance between clusters are tested for four experiments with
different frequency ranges. Since the optimization function has many possible local
maxima the choice of the intervals is not always the same every time the algorithm is
run. For each experiment all algorithms have been run 20 times and the worst results
have been compared in order to analyze their performance in the worst case scenario
because, even in that case, the performance of the separation algorithm is good enough
to have the clusters clearly separated.
The algorithm based on the standard deviation of the PR magnitude does not re-
quire to set any initialization parameters due to the fact that its setup depends on
the variables of the acquired signals as: time window, bandwidth and maximum fre-
quency.
In the GA algorithm a population of 40 members and 200 generations are defined.
As the problem under study has 5 variables, each variable is represented by 8 gens,
then the size of the boolean chromosome is set to 40 gens. Then, every parameter in the
string of 8 bits would assign 256 possible values of frequency in constant steps from
1/TW to the maximum frequency ft. The crossover probability is set to 75 % and the
mutation probability is set to 20 %. These parameters are higher than those taken in
other applications [16] because thisOF has many local maxima that should be avoided.
Concerning the PSO algorithms, the number of particles deployed to the search
for the solution is set to 20 and the maximum number of iterations to 500 for all four
PSO methods. The initial position of the particles is set randomly, for the 5 variables
f1L, f2L, f1H , f2H and ft. The parameters C1 and C2 have been set considering that the
individual maxima and global maxima are balanced and, C1 = C2 = 2.05, for the sake
of simplicity. Additionally, in the time varying inertia PSO and in the aging leader and
challengers PSO, the maximum and minimum inertia are ωmax = 0.9 and ωmin = 0.4,
respectively. Furthermore, the leader lifespan Θ is set to 3.
2.6.1 UHF signals
In this experiment, HV is applied to a 20 kV cable that has two separated sections
with high divergence electric fields created on purpose for these measurements. Elec-
trical discharges are activated on the surface of the dielectric of the cable and captured
with two antennas, [24]. The sampling frequency is 5 GS/s and the time window is 1
µs, so the frequency step is 1 MHz. The TDoA between antennas of the RF emission
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Table 2.1: Minima of the maxima distances achieved with every algo-
rithm and their mean time of execution in seconds for case of the UHF
signals .
Algorithm Minimum distance Execution time
σPR based 19.7 32.6
GA 21.4 4.4
PSO standard 20.1 4.3
PSO canonical 17.9 3.1
PSO time varying inertia 14.5 2.2
PSO aging leader 22.3 38.3
Figure 2.10: PR map with the clusters of discharges from the two sections
of the cable received by one of the antennas in the UHF range.
of the discharges to the antennas are different, so it is possible to know beforehand
which pulse corresponds to which section of the cable, [25]. This is necessary to check
whether the classification is correct or not though the information is not used to help
the algorithm. In fact, the classification algorithm is only run with the pulses arriving
from the two sources to one of the antennas.
The results of the worst case scenario, minima OF throughout the 20 simulated
cases, are summarized in Table 2.1 where the ageing leader and challengers algorithm
shows the best behaviour in terms of the minima of the maximized distance using
Equation (2.5). The time varying inertia PSO is the algorithm which converges to the
solution faster than the others in average.
In that case, the resulting clusters are plotted in the PR map in Figure 2.10 where
they are clearly separated. The selected set of frequencies, f1L = 115 MHz, f2L = 361
MHz, f1H = 443 MHz, f2H = 524 MHz and ft = 607 MHz, was found to be the best
option considering all algorithms to maximize the distance between the two clusters
obtaining a value of 22.3.
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Figure 2.11: Average spectra of the pulses and the selected intervals that
maximize the OF for the UHF signals case.
Figure 2.11 shows the average spectra of the signals in clusters 1 and 2. Notice
that the algorithm does not waits to select the frequencies in the averaged spectra, on
the contrary, it analyzes the spectral power of every signal even when the variance
is larger. The spectra are plotted in arbitrary units (a.u.) because all components are
referred to the peak amplitude. This is done because the algorithm calculates the PRL
and PRH parameters referred to the total power of the signal and, eliminating the scale
factor due to signals with different amplitudes, helps in the interpretation of what the
algorithm is doing.
In this particular case, both clusters 1 and 2 have low values for the parameter PRH
around 5-10 %. Most of the power is concentrated inside the PRL interval, the signals
of cluster 1 have around 60 % of their energy in the PRL and the signals of cluster 2
have around 85 % in it. This is because the selected bands have kept out power of the
signals of cluster 1 in the 380-440 MHz and 550-570 MHz bands so the relative power
in [f1L, f2L] is lower for this cluster.
Any new incoming signal from the cable would be plotted close to any of the clus-
ters. At this stage, the algorithm is capable of separating two electromagnetic sources
but there is not a correspondence between the clusters and the section of cable that
emits the radiation. However, using the information of the TDoA between the anten-
nas using the signals in the clusters, they can be labeled as coming from section 1 or
section 2 of the cable. Figure 2.12 shows two examples of electromagnetic pulses gen-
erated when HV is applied to the cable. The upper plot corresponds to section 1 and
the lower plot to section 2 of the cable. In summary, despite the fact that both signals
are derived from the same pulsed ionization process, this procedure allows to identify
the origin of the signals with an algorithm completely unsupervised and without any
previous training.
To demonstrate the correct performance of the algorithm the emissions were ac-
quired with two antennas located in different positions. The two antennas were placed
in the left vertices of a square of one meter on each side and the section 1 and 2 of the
Chapter 2. Separating different types of signals through spectral characterization 31
Figure 2.12: Simultaneous UHF signals from the same type of phe-
nomenon in two different sections of a cable.
cable were placed in the right vertices of the square, see Figure 2.13. With this config-
uration, the emissions of each section provoke opposite TDoA between the antenna 1
and 2. Since the TDoA is defined as the difference of the ToF, then t12 = t1− t2 where t1
and t2 are the ToF from the source to the antennas 1 and 2, respectively. These absolute
times are unknown but the difference, t12, can be measured from the data shown in
Figure 2.12. When the section 1 emits, the radiation reaches the antenna 1 before the
antenna 2 so t12 < 0. On the other hand, when the section 2 emits, the wave arrives to
the antenna 2 before the antenna 1, so t12 > 0. Figure 2.14 shows the TDoA associated
to each cluster demonstrating the correct performance of the separation and opening
the possibility of labelling the clusters in Figure 2.10 as belonging to one section or the
other depending on the sign of t12.
2.6.2 FM radio and electrical interference
In this example, FM radio signals are disturbed by electromagnetic emissions pro-
voked by electrical discharges. The target is to show the ability of the algorithm of
discerning signals with similar levels of energy, [26]. These types of disturbances are
very common in areas close to HV overhead lines and substations. Figure 2.15 shows
an example of the acquired signals in the time domain with a SNR very close to unity,
SNR = 1.15.
The results in Table 2.2 show that the best method would be again the ageing leader














(b) ToF when emitter 2 is active.
Figure 2.13: Simultaneous UHF signals from the same type of phe-
nomenon in two different sections of a cable.
Figure 2.14: TDoA of the emissions to each antenna plotted by color for
each cluster for the UHF signals case.
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Table 2.2: Minima of the maxima distances achieved with every algo-
rithm and their mean time of execution in seconds for the FM radio and
electrical interference case.
Algorithm Minimum distance Execution time
σPR based 21.0 0.6
GA 22.2 3.6
PSO standard 31.4 2.9
PSO canonical 22.1 2.5
PSO time varying inertia 32.3 3.8
PSO aging leader 33.6 32.1
and challenger PSO. The selected intervals are f1L = 5 MHz, f2L = 15 MHz, f1H = 82
MHz, f2H = 98 and ft = 98 MHz. In terms of execution time, the fastest algorithm is
the σPR based algorithm. The resulting clusters of the ageing leader and challenger
PSO are plotted in a PR map as shown Figure 2.16. The averaged spectra of the signals
of each cluster are plotted in blue and red in Figure 2.17, the selected intervals are
represented by black rectangles.
Figure 2.15: FM radio signals (blue) and electrical interference (red).
Notice that the algorithm has discarded almost all the common band with the high-
est power, so the considered interval would span from 1 to ft = 98 MHz, see Figure
2.17. Then, it selects the PRL interval, [f1L, f2L], where the power of the red signal is
noticeable ( 15 %) and the power of the blue signal is very low. This places cluster 2
to the right of the map with higher PRL than cluster 1, in the left with low PRL, see
Figure 2.16. Finally, the algorithm chooses the PRH interval where the blue signal has
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?
?
Figure 2.16: PR map with the clusters of the FM radio and electrical
interference.
Figure 2.17: Average spectra of the pulses and the selected intervals that
maximize the OF for the FM radio signals and electrical interference.
most of the power so pushes cluster 1 to the top of the map, highest PRH. Cluster 2
has less power in the PRH band ( 40 %) than cluster 1 ( 100 %) then cluster 1 is placed
over cluster 2. The high dispersion in cluster 2 means that the energy of its signals have
noticeable variations in the selected intervals.
The identification of the signals is easy because the disturbances have power in
bands of frequency below the minimum FM radio frequency in 87.5 MHz, red line,
whereas the FM radio spectrum is strictly confined in the 87.5 - 108 MHz band, blue
line resulting in the smooth sinusoidal signals shown in blue in Figure 2.15. Moreover,
signals in cluster 2 are very dispersive since disturbances have a stochastic nature and,
hence, the spectral characteristics are not uniform. To assert these statements, taking a
sample of a signal already classified in one of the clusters and analyzing its spectrum
would label that cluster as FM radio or disturbance. In this case, the algorithm can help
in cleaning FM radio or audio signals where the disturbances have low SNR.
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2.6.3 Application of the PR maps to VHF signals generated by PD
PD measurement is a quite versatile technique for the detection of incipient age-
ing phenomena in the electrical insulation of electric machines and power cables [27].
However, the interpretation of results in presence of several type of signals is complex
[28], and errors in this step may lead to unnecessary disconnections of the equipment
or unexpected failures due to “false positive” or “negative” conclusions in the diag-
nosis, respectively. In this context, the identification of high-amplitude noise pulses
and/or multiple simultaneously active PD sources is paramount for diagnosis. These
situations are quite common in field measurements, making the well-known identifi-
cation techniques based on the phase of the acquired signals like phase resolved partial
discharge (PRPD) patterns almost useless [29]. However, there is a strong knowledge
based on these patterns [27, 30, 31], that can be obtained with conventional detection
systems using capacitive paths complying with the standards [32]. The PRPD pattern
plots the amplitude of the pulses in phase with the fundamental sinusoid of the net-
work signal [27]. Then, the amplitude and the phase of the PD signals are represented
over one cycle of the alternating current (AC) signal. From the PRPD graphs different
patterns can be identified and they can be associated to different kinds of PDs as in-
ternal, surface or corona. For all the aforementioned, there has been a strong research
effort on pulse source identification by several means. Inductive sensors are used for
this purpose, since they allow making measurements compatible with the international
electrotechnical commission (IEC) standard and, in addition, they can measure and
characterize pulse waveforms [29, 33]. One approach would be a direct identifica-
tion of the pulse sources, but it requires the analysis of multiple parameters (related
to PRPD patterns and pulse waveforms) that have to be statistically analyzed through
complex machine learning techniques, and this requires a previous training [34]. A
different focus tries to separate pulse sources to isolate each noise or PD source, whose
PRPD could be easily diagnosed. This has been done in several works which used
the successful time-frequency maps [29], wavelet analysis [35, 36] and S-transform [37]
among others. With the same objective, the so-called spectral PR to separate PD and
noise sources is proposed in previous works [11]. Despite the fact that PR maps have
given good results for PD and noise separation in multiple experimental setups [11, 12],
their capability for source separation is clearly dependent on the appropriate choice of
the b frequency intervals, which could be difficult in certain experimental conditions
where two clusters may be overlapped. The following experiments show the perfor-
mance of the optimization techniques applied to the separation of different kinds of PD
signals using PR maps which is an original work done during this thesis.
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Figure 2.18: Point-plane electrode and winding coil.
Table 2.3: Minima of the maxima distances achieved with every algo-
rithm and their mean time of execution in seconds for the VHF experi-
ment with PD in winding coil, corona PD and noise.
Algorithm Minimum distance Execution time
σPR based 7.0 1.2
GA 7.5 4.7
PSO standard 10.5 2.3
PSO canonical 10.2 2.8
PSO time varying inertia 10.4 2.0
PSO aging leader 10.4 39.8
2.6.3.1 VHF signals: Winding coil, corona and noise
The signals used in this case are three different types of signals occurring simultane-
ously: pulses derived from PDs occurring inside a 300 kVA power transformer, corona
discharges due to the ionization of a sharp point at HV and electrical noise. They are
conducted pulses through a cable in the VHF range mixed with noise captured by the
measuring system, [11]. An inductive sensor captures all signals together and the algo-
rithm is capable of classifying them in three clusters maximizing the distance between
them. Identifying these signals is interesting because it helps in detecting insulation
problems in HV equipment, [38].
The elements of the setup are a point-plane electrode, to obtain corona PD, together
with a coil of a power transformer, see Figure 2.18, to obtain surface PD and the electri-
cal noise which comes from the environment. They are connected in parallel to obtain
the three kinds of signals simultaneously. The trigger level is set so the noise could be
captured during the acquisition.
The results of the worst case scenario, minima of the maximum OF throughout
the 20 simulated cases, are summarized in Table 2.3 where the PSO algorithms report
similar results in terms of minima OF . The algorithm based on σPR is again the one
which converges to the solution faster than the others.
In this experiment, however slower than σPR, the best algorithm regarding the
worst case scenario is the standard PSO. The resulting clusters are plotted in the PR
map as shown in Figure 2.19. The selected set of frequencies, f1L = 0.25 MHz, f2L =




Figure 2.19: PR map with three clusters for the VHF experiment with PD
in winding coil, corona PD and noise.
Figure 2.20: Average spectra of the pulses and the selected intervals
that maximize the OF in the VHF experiment with PD in winding coil,
corona PD and noise.
4.75 MHz, f1H = 10.75 MHz, f2H = 12.5 MHz and ft = 12.5 MHz, was found to be
the best option to maximize the OF obtaining a distance of 10.4. Figure 2.20 shows the
average spectra of the signals in three clusters.
In this particular case, all clusters have low values for the parameter PRH. Most of
the power is concentrated inside the PRL interval. The signals of cluster 1 have around
90 ∼ 100 % of their energy in the PRL and the signals of cluster 2 have around 60 % in
it. Moreover, the selected bands have kept out power of the signals of cluster 3, then it
is placed close to the origin in the PR map. The algorithms avoid to select the PRH in
the interval [7, 9] MHz, this selection would send cluster 3 to the top PRH but with high
dispersion because of the fluctuations of the energy of the signals in these frequencies.
The scattering of the clusters in the cluster reduces the MD and consequently the OF ,
this is the reason why the algorithm selects the PRH where the signals have low energy,
low dispersion and results more compact clusters. There are dots in the PR map in
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Figure 2.19 that are not close to any of the clouds and could be discarded. The k-means
clustering algorithm used in these examples associates all points to a certain group so,
even when those events can be considered outliers, they are assigned to a cluster.
The PR method does not identify the type of signal which should be done with ad-
ditional information. Thus, at the moment, the only information we have is which sig-
nals and spectra correspond to which cluster but the origin of the signals is unknown.
In this particular case, the nature of the electrical discharges can be known using the
phase of the grid voltage in which the discharge occurs, explained at the beginning of
Section 2.6.3. Then, selecting the elements of every cloud and plotting the PRPD pat-
terns using the phase information, [31], it is possible to obtain the rest of plots in Figure
2.21. Particularly, the blue pattern in Figure 2.21 corresponds to cluster 1 in Figure
2.19 and it is identified as internal PD in the winding coil because they occur in both
semi-cycles and close to the zero-crossings of the voltage. The red plot in Figure 2.21
corresponds to cluster 2 which is identified as corona PD because they occur only in
one semi-cycle of sinusoidal voltage. Finally, the green plot in Figure 2.21 corresponds
to cluster 3 which is noise because the pattern is not correlated with the voltage phase.
Figure 2.22 shows an example of the three types of pulses. Notice that, though the SNR
is pretty poor, the algorithm is again able to separate the different types of signals.
2.6.3.2 VHF signals: Conducting sphere on insulating sheet and point-plane elec-
trode
For this case, the point-plane electrode arrangement used in the previous configu-
ration, is connected in parallel to a conducting sphere (10 cm in diameter) placed over
an insulating sheet of NOMEX paper (polyamide thick film). The separation in the
point-plane electrode is adjusted to 5 cm. For this configuration, a stable PD activ-
ity is obtained at 8.6 kV. As in the previous experiment, the trigger level is set so the
noise could be captured during the acquisition. Thus, three different sources and con-
sequently three types of signals are simultaneously active again: two of them are PD
and the other is noise.
Table 2.4 displays the results of the worst case scenario, minima of the maximum
OF throughout the 20 simulated cases. The results of all PSO algorithms are close
again but the best corresponds to the time varying inertia and the ageing leader and
challenger. The algorithm based on σPR converges to the solution faster than the others
in average.
The resulting clusters for the best among the results in Table 2.4 are plotted in the PR
map shown in Figure 2.23. The selected set of frequencies, f1L = 2.75 MHz, f2L = 11.5
MHz, f1H = 14.5 MHz, f2H = 20.5 MHz and ft = 23.75 MHz, were found to be the
best option to maximize the OF obtaining a distance of 16.1. Figure 2.24 shows the
average spectra of the signals of the three clusters.
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Figure 2.21: PRPD pattern in the third experiment. The black PRPD
pattern represents the pattern of all the VHF signals together. The PD
in winding coil PRPD pattern are represented in blue, corona PD in red
and noise in green.
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Figure 2.22: Signals in the time domain in the VHF experiment with PD
in winding coil, corona PD and noise.
Table 2.4: Minima of the maxima distances achieved with every algo-
rithm and their mean time of execution in seconds for the VHF signals:
Conducting sphere on insulating sheet and point-plane electrode.
Algorithm Minimum distance Execution time
σPR based 9.2 1.5
GA 12.5 6.8
PSO standard 16.0 5.8
PSO canonical 15.7 2.5
PSO time varying inertia 16.1 5.0
PSO aging leader 16.1 58.9




Figure 2.23: PR map with three clusters for the VHF experiment with PD
in winding coil, corona PD and noise.
In this case, cluster 1 has 45 % of its energy in the PRL and around 5 ∼ 10 % in
the PRH intervals, this result plots cluster 1 in the middle-bottom side in the PR map.
Cluster 2 has all its energy in the PRL and almost nothing in the PRH interval. This
fact places cluster 2 at the bottom right in the PR map. Cluster 3 has 20 % of its energy
in PRH and 25 % in PRL interval. Since this cluster has the highest PRH and lowest
PRL it is placed at the top left side of the PR map. Some scattered dots in the PR map
in Figure 2.23 which are not clear what cluster they belong to could be discarded as in
Subsection 2.6.3.1.
The signals can be identified using the phase information as in the previous exam-
ple. The black PRPD pattern shown in Figure 2.25, where all the signals are displayed
together, is difficult to analyze due to the agglomeration of points. The type of signal
can be found applying the separation algorithm, selecting the clusters in the PR map,
in Figure 2.23, and plotting the PRPD . The blue pattern in Figure 2.25 corresponds to
cluster 1 and it is identified as corona PD because they occur only in one semi-cycle
of the sinusoidal voltage. The red plot in Figure 2.25 corresponds to cluster 2 which is
identified as noise because the pattern is not correlated with the voltage phase. Finally,
the green plot in Figure 2.25, corresponds to cluster 3 which are PD in the conducting
sphere because they occur in both semi-cycles and close to the zero-crossings of the
voltage. Figure 2.26 shows an example of the three types of pulses.
2.7 Conclusions
The PR method can be applied to the classification of any type of signal as long as
the information of interest is found in its spectral characteristics. Unlike other feature
extraction techniques, the nature of the signal and the physical meaning of the outcome
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Figure 2.24: Average spectra of the pulses and the selected intervals that
maximize the OF in the VHF signals: Conducting sphere on insulating
sheet and point-plane electrode.
solution is preserved so further deductions on the results can be conducted. The spec-
tral characterization has been limited to two bands of frequency to present clear and
intuitive clusters in 2D plots. The algorithms produce a satisfactory classification with-
out the supervision of any human operator and this fact has been demonstrate with the
TDoA, spectra and with the PRPD patterns.
The k-means clustering technique has been found to be suitable in the tested cases
though it can be further improved by including more sophisticated methods where it
is not necessary to know the number of classes a priori or the borders of the clouds are
better defined such as spectral clustering.
In the separation, other approaches can be followed such as to maximize the sum
of the distances between clusters or maximize the area of a polygon whose vertices are
the clusters centroid although the proposed as the minimum distance between clusters
seems to be the best choice to define the OF . The distance is another variable in the
method that can be tweaked. Currently, it is defined as the Mahalanobis distance to
consider the dispersion of data inside the cluster. However, the method is open to the
use of other similarity measures that capture prior knowledge about the problem.
During the process with the different algorithms, it has been found that the method
is very sensitive to the selected components of the frequency intervals because the
power spectra of the signals are usually very spiked. This means that changing one
of the components of the frequency bands can move the positions of the clusters in the
map from one place to another one far away. The result is that the separations achieved
by any algorithm except σPR are not the same every time they are run. Nevertheless,
after running all algorithms twenty times, all the frequency bands selected were those
that gave the worst distances between clusters and, hence, the poorest separation of
the signals. Even in this worst case scenario, those bands were sufficient to have the
clusters clearly identified and separated.
The results of all algorithms in every experiment are shown in Table 2.5, where the
minimum of the maximum OF is summarized throughout the 20 simulations. All PSO
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Figure 2.25: PRPD pattern in the fourth experiment. The black PRPD
pattern represents the pattern of all the VHF signals together. The corona
PD PRPD pattern is represented in blue, the noise in red and the PD
generated in the sphere is represented in the green pattern.
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Figure 2.26: Signals in the time domain in the fourth experiment. The
corona PD is plotted in blue, the noise in red and the PD example gener-
ated in the sphere is plotted in the green.
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Table 2.5: Minima of the maxima distances achieved with every algo-
rithm for all the cases.
Algorithm Case UHF Case FM Case VHF 1 Case VHF 2
σPR based 19.7 21.0 7.0 9.2
GA 21.4 22.2 7.5 12.5
PSO standard 20.1 31.4 10.5 16.0
PSO canonical 17.9 22.1 10.2 15.7
PSO time varying inertia 14.5 32.3 10.4 16.1
PSO aging leader 22.3 33.6 10.4 16.1
Table 2.6: Time of execution in seconds for all the cases.
Algorithm Case UHF Case FM Case VHF 1 Case VHF 2
σPR based 32.6 0.6 1.2 1.5
GA 4.4 3.6 4.7 6.8
PSO standard 4.3 2.9 2.3 5.8
PSO canonical 3.1 2.5 2.8 2.5
PSO time varying inertia 2.2 3.8 2.0 5.0
PSO aging leader 38.3 32.1 39.8 58.9
algorithms yield better results than σPR and GA algorithms but the ageing leader and
challenger PSO method seems to achieve the best results. This algorithm is capable to
explore larger areas of the solutions space, and escape from local maxima, thanks to the
change of leader. However, the ageing leader and challenger PSO is slower than the
others algorithms, see Table 2.6. If the computing time is an important constraint, other
versions of PSO such as canonical or time varying inertia would be recommended.
The computational time in the σPR based algorithm varies depending on the spec-
trum bandwidth, BW , and the time window of the acquired signal, TW . It might be
worth noting that the execution time for the σPR method in the case of UHF signals
is extremely high. The reason seems to be in the number of discrete frequencies in
the spectra since in this case is 1000 while in the rest os experiments is 200 and below.
Therefore, the number of cases to study by the algorithm is increased potentially. The
σPR based algorithm works looking for the intervals where there is high dispersion in
the energy of all kinds of signals together. This fact could provoke the selection of an
interval which selects the frequency band where one kind of signal is highly dispersive.
This will plot a high scattered cluster in the PR map and furthermore poor values in
the OF since the MD decreases when decreases the dispersion of the clusters.
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3.1 Abstract
As it will be shown in Chapters 4 and 5, it is of paramount importance the ability
to measure the onset of the pulsed signals, also named relative ToF or time of arrival
(ToA), of the signals from the emitter to the receiver with a high level of confidence.
These variables and the TDoA, are used to locate emitting sources. Small errors in
their estimation can give large errors in the localization, shifting the calculated emit-
ter position far from the actual position. The main causes of error are due to unclear
wavefronts that can be hidden in noise or contaminated with interferences by high fre-
quency components. In addition, obstacles in the direct path to the sensors or antennas
can attenuate or hinder the wavefront and reflections can create positive interferences
that give peaks long past the first front.
In this thesis, the performance of seven methods to estimate the relative ToF and
two to estimate the TDoA of the emissions have been analyzed and a new algorithm
based on the cumulative kurtosis of the signals has been developed. In the study pre-
sented, the actual values of the relative ToF and TDoA are known because the geometry
of the emitters and receivers has been arranged in a laboratory. So the estimated results
of the algorithms are evaluated when compared with the real solution.
The algorithms are used in two applications: to measure the muscle depth to es-
timate the positions of bones (one dimension (1D) location) and in the localization of
emitters in 3D. In the first application, the experiments are made using both simple
setups used for calibration purposes and real human tissues to test the performance of
the algorithms. In the second application, the experiments are done in a high-voltage
laboratory to locate the origin of PD in insulations. In this case, four antennas or sen-
sors are needed to carry out the localization in 3D. The performance of the algorithms
is evaluated comparing the theoretical TDoA with the estimated one.
Finally, after testing several methods and processing the algorithms for both ac-
curacy and repeatability, the Hinkley algorithm, presented in Subsection 3.3.5 and the
proposed in this thesis, minimum time series cumulative kurtosis, presented in Subsec-
tion 3.5, were found to be the most appropriate in the case of measuring bone depths
in-vivo and in the case of emitter localization in 3D. The results also show that the
method used to process the data to evaluate the TDoA of the signals can significantly
affect the outcome of the measurements.
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3.2 Introduction
In many applications, it is of interest to localize emitters with antennas or sensors.
Some examples of applications are earthquake epicenter location [1], detection, [2],
electrical engineering [3, 4], tumor localization [5]. In this thesis, muscle depth esti-
mation and RF emitter localization are the applications analyzed. In the first applica-
tion there is no need to separate the acquired signals because the experimental setup
only acquires signals of interest. On the other hand, in the second experiment, the RF
emissions of interest are mixed with environmental noise, so it is necessary to apply
previously the techniques shown in Chapter 2.
The localization bases its principle of work on the fact that the distance traveled by
an emission Di between the emitter and the ith receiver, it is equal to the time spent by
the emission in the trip, ti, multiplied by the speed of propagation of the transmission
medium, v, as represented in Equation (3.1).
Di = v · ti (3.1)
In some applications, as in PD source localization, the instant when the emission de-
parts is unknown, so the ToF can not be calculated. Therefore, when the algorithm of
ToF estimation are used over acquired signals, the results are referred as relative ToF.
Using the TDoA variables, Equation (3.1) is modified to Equation (3.2).
Dij = Di −Dj = v · tij (3.2)
where:
Di = ‖Ps −Pi‖ =
√
(xs − xi)2 + (ys − yi)2 + (zs − zi)2
Dj = ‖Ps −Pj‖ =
√
(xs − xj)2 + (ys − yj)2 + (zs − zj)2
(3.3)
being Ps = (xs, ys, zs) the source position, Pi = (xi, yi, zi) the i antenna position and
Pj = (xj , yj , zj) the j antenna position. The tij is the difference of times spent by the
emission in travel from the emitter to the i and j receivers. Dij is the distance difference
from the emitter to the i and j receivers. A graphic representation of the ToF and TDoA
is shown in Figure 3.1.
The estimation of the ToF and TDoA is not always clear because many factors may
provoke uncertainties and errors in the estimation of these time variables. Some causes
are the own nature of the signal, the measuring process and the geometry and radiation
characteristics of the receiver. Because of these issues, a special effort was put in this
stage of the algorithm to obtain the most accurate solutions and several methods to
obtain TDoA were tested. In Chapter 5, there is a deep analysis of the TDoA error and
their propagation in the 3D source location. In this chapter, the results of the different
algorithms are evaluated when compared with the real solution because the position
of the sensors and the reflecting surface in 1D localization or the emitter position in







Figure 3.1: ToF and TDoA representation in 1D localization.
3D localization are known. This allows us to know which algorithms report the best
accuracy in different applications with several kinds of signals.
The remainder of the chapter is organized as follows: Section 3.3 and 3.4 explain
and detail the formulation of the most common algorithms used to calculate the ToF
and TDoA, respectively, for pulsed signals. Section 3.5 presents a new algorithm de-
rived from one of the algorithms which already exists, improving the accuracy of the
TDoA calculus. Section 3.6 and 3.7 shows the performance of the algorithms presented
in the previous sections in two applications; muscle depth estimation and RF emitter
localization respectively. Finally, Section 3.8 draws the main conclusions of the work.
3.3 Time of flight (ToF)
In this section, several methods used in different applications to calculate the onset,
relative ToF or ToA of pulsed signals are compiled and explained. The processed sig-
nals are in the discrete domain then the signal is denoted as s(n) where n is, now, the
sample in the discrete domain.
As explained before, instant when the acquired signals departs is not known and
the acquisition system starts to capture the waves in a concrete instant different to the
signal departure, the time variable estimated by the algorithms shown in this subsec-
tion is the relative ToF, and it is represented by t′.
3.3.1 Maximum value of the signal
This algorithm is the most straightforward method and can be easily implemented.
The onset of the signal is defined as the sample where the maximum absolute value of
the signal, positive or negative, is reached, see Equation (3.4) [6, 7].
t′ = arg max(|s(n)|) (3.4)
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Figure 3.2: Detail of the time of occurrence of the maximum peak to
determine the relative ToF. The vertical line represents the onset of the
signal using the maximum peak algorithm.
This algorithm works properly under ideal conditions in which multipath reflections
are strongly damped and the propagation media is homogeneous. Under these cir-
cumstances, the results would be repeatable and precise but not necessarily accurate,
or close to the correct solution. The accuracy will depend on the rise time of the front
wave of the emission and, consequently, on its attenuation, and change of slope, when
the wave travels through more dispersive media. Any deviation from these conditions
would induce systematic and random errors to the measurements jeopardizing the ro-
bustness of this method. Figure 3.2 shows an example of this algorithm for the relative
ToF calculation.
3.3.2 Threshold
This algorithm can be implemented in different modalities. The simplest threshold
algorithm defines the onset of the pulsed signal as the sample when the signal overpass
the defined level of amplitude [7, 8]. Figure 3.3 shows an example of how this method
works.
The threshold is usually defined as a percentage of the maximum amplitude of the
signal. In the simulations carried out in this thesis, the threshold is defined as the 50%
of the maximum value of the signal. This algorithm used in signals with low SNR
can set the relative ToF erroneously in the noise previous to the pulsed signal. Other
weakness of threshold algorithm is the rise time of the pulsed signal. It can introduce
an undesired delay or advance in the relative ToF estimation if the analyzed signals
have different onset slopes.
3.3.3 Threshold Slope
To avoid the possible source of error of the threshold algorithm, shown in Subsec-
tion 3.3.2, the slope of the pulsed signal is taken in to account at the point where the
signal overpass the threshold [8].
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Figure 3.3: Relative ToF estimation through threshold algorithm. The
horizontal black line is the threshold and the vertical black line is the
onset of the signal calculated with threshold algorithm.
Figure 3.4: Relative ToF estimation through threshold algorithm cor-
rected with the signal slope. The horizontal black line is the threshold,
the red circle represents the onset of the signal estimated with the thresh-
old algorithm. The cyan line is the slope of the signal at the onset and
the vertical black line is the relative ToF with this algorithm.
This modification of the threshold algorithm defines the onset of the pulsed signal
in three steps. The first step is to calculate the sample n where the signal overpass the
threshold. The second step is to calculate the slope, p of the signal s at s(n). In the
last step, the relative ToF is calculated as the zero crossing of the straight line which
passes through s(n) with the slope calculated in the second step. The relative ToF is
obtained through Equation (3.5). Figure 3.4 shows an example on how this method
works. The horizontal black line is the threshold and its cross with the signal is the
position (n, s(n)) defined as the onset of the signal, represented by a red circle. The
cyan line is the slope of the signal s at s(n) and the vertical black line is the relative ToF
with this algorithm.
t′ = n− 2 · s(n)
s(n+ 1)− s(n− 1) (3.5)
The algorithms based on threshold have some disadvantages, the main is the def-
inition of the value of the threshold. It is not an easy task and it affects directly in the
relative ToF estimation. Under real conditions, these algorithms can fall down in the
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same problems than the algorithm shown in Subsection 3.3.1 decreasing the accuracy
in the relative ToF estimation.
3.3.4 Maximum derivative of the cumulative energy of the signal (MDCE)
This algorithm bases its relative ToF estimation in the energy of the noise and the
energy of the impulsive signal. Since the emissions are usually acquired with noise,
the signal can be divided in two parts. The first one is the background noise and the
second part is the impulsive signal overlapped to the noise. The amplitude of the pulse
is larger than the amplitude of first part of the signal, then the energy is also greater
in the second part of the wave. A proportional measure of the power of the acquired
signal is calculated squaring the original signal. To obtain the energy in a concrete time
interval, it is needed to sum the power in that interval. So calculating the cumulative
sum of the power, the cumulative energy of the acquired emission is obtained, see
Equation (3.6). The onset of the signal produces a knee where the cumulated energy
increase suddenly [9]. Thus the onset of the signal is defined as the point where the




s2(m), n = 1, 2, ... N (3.6)
where N is the total number of samples






Figure 3.5 shows an example of the acquired signals in blue represented in Volts and
their cumulative energy in red, the units are proportional to t · V 2 where V represents
the amplitude of the signal in Volts. It can be clearly seen the boost in the cumulative
energy when the onset of the pulse occurs. Figure 3.6 shows the cumulative energy in
blue and its derivative in red, in units ∝ t · V 2/∂t. Figure 3.7 merges the original signal
in blue and the derivative of the cumulated signal in red. Finally, the relative ToF of the
signal is represented in Figure 3.7 by the vertical black line, which corresponds with
the maximum of the derivative.
In some cases, when there are noticeable oscillations before the sharp impulse, this
method produces early onsets estimation. Subsection 3.3.5 shows an improvement on
the calculus of the relative ToF which tries to avoid this drawback.
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Figure 3.5: An acquired signal in blue and its cumulative energy in red.









Figure 3.6: The cumulative energy, in blue, of the signal in the Figure 3.5.
The red signal represents the derivative of the cumulative energy.



















Figure 3.7: Relative ToF estimation through the maximum of the deriva-
tive of the cumulative energy, represented by the vertical black line. The
blue line is the original signal and the derivative of its cumulated energy
is represented by the red wave.
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Figure 3.8: Shape of the cumulative energy in red. The green line repre-
sents the slope to fold the cumulative energy with a = 1. The blue signal
is the folded cumulative energy.
3.3.5 Cumulative energy of the signal with negative slope. Hinkley crite-
rion
This algorithm is derived from the one presented in Subsection 3.3.4 and it is based
on the so called Hinkley criterion [11]. It considers the relative ToF of the signal as
the knee point where the cumulative energy suddenly increases. This point is not the
sample where the maximum derivative takes place. The main idea of this algorithm
is to fold the cumulative energy curve in order to push down the knee point of the
cumulative energy converting it in a minimum [2, 4]. This method is characterized





s2(m)− a · n · EN
N
)
, n = 1, 2, ... N (3.8)
t′ = arg min (Eneg(n)) (3.9)
where EN is the total energy of the signal, N is the total number of samples and a is a
constant that pulls the absolute minimum further down in case that there are several
minima close to the correct one.
Figure 3.8 shows an example of the cumulative energy in red. It also shows, the
slope to fold the red signal considering the parameter a = 1 in green. The final result
is the folded cumulative energy, represented in blue. Figure 3.9 shows the relative ToF
calculus through this method denoted as a black vertical line over the original signal in
blue.
3.3.6 Akaike Information Criterion (AIC)
This method assumes that the impulsive signals have two parts clearly defined and
are two independent statistical models [12]. The first part is the noise previous to the
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Figure 3.9: The vertical black line represents the relative ToF calculated
through the minimum of the folded cumulative energy with negative
slope, red line.
pulse onset and the second part is the pulse overlapped with the background noise.
The onset of the pulsed signal is located at the point where the segment of the pulsed
signal starts [13]. AIC represents the goodness of fit of a statistical model to a set of
observations and it would give the exact time when the onset of the echo occurs [14].
The direct calculation of the AIC of the signal s(n) can be computed by Equation (3.10).
This algorithm sets the pulse onset through Equation (3.13) which represents the instant
where the global minimum of Equation (3.10) takes place [4].







[s(m)− s(1, n)]2 (3.11)
σ2(n+ 1, N) =
1
N − n− 1
N∑
m=n+1
[s(m)− s(n+ 1, N)]2 (3.12)
t′ = arg min (AIC(n)) (3.13)
Generally, the relative ToF is defined as the global minimum of the AIC function.
The AIC function is very sensible and could have several local minima depending on
the noise behind the pulse. This is why a time window definition is needed to delimit
the local minimum which belongs to the onset of the signal [1]. The full AIC signal is
shown in red in Figure 3.10, the blue signal is the original wave. Figure 3.11 shows the
time window of the AIC function calculated over the original signal.
3.3.7 Maximum derivative of the time series cumulative kurtosis.
The kurtosis is a high order statistic parameter which is an indicator of the shape
of a probability distribution. This method also considers that the acquired signal has
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Figure 3.10: Shape of the AIC function in red for the original blue signal.












Figure 3.11: The black vertical line represents ToF calculated through the
minimum of the red AIC function.
two parts, the first one belongs to background noise and the second part contains the
pulsed signal. The background noise is a stationary process, the mean and variance are
time invariant and higher-order statistics would be constant. Any new value belonging
to a non-Gaussian distribution such as the inception of the pulse signal would induce
an increment in the kurtosis, Equation (3.14). When more samples of the pulse arrive
to the detector, the kurtosis increases as these new values are placed at the tails of the
Gaussian distribution previously defined by the noise [14].
When the kurtosis is calculated at the onset of the pulsed signal, it increases sud-
denly, to decrease again when the pulse is extinguished. Equation (3.14) calculates the
time series cumulative kurtosis. The relative ToF is defined as the instant where takes
place the maximum derivative of the kurtosis, Equation (3.15). From now on, this al-
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Table 3.1: Statistical parameters for two 1000-samples set containing
noise and the onset of the echo.
Mean (mV) Std. dev. (mV) Kurtosis
Noise 4 14.6 2.78
Onset 4.3 23.6 64.03
Figure 3.12: Histogram of two sets of 1000 samples from one of the mea-
surements taken on a human thigh. The bars in blue are noise data while
the bars in red correspond to noise and the onset of the echo signal. The
vertical axis has been modified to show low numbers of occurrences.
Figure 3.12 is a clear example of what happens with the estimation of the kurtosis.
The histogram represent the distribution of the numerical data of the analyzed signal
that falls in certain amplitudes from a total of 1000 samples. The bars in blue corre-
spond to the distribution of a portion of the total signal where there is only noise, see
Figure 3.13. The bars in red conform the distribution of a part of the signal that selects
the onset of the echo also refer to Figure 3.13. The amplitudes of some points in this
sub-signal are ten times larger than the amplitude of noise so the tails of the distribu-
tion in the histogram are extended changing its shape and hence the kurtosis. Table 3.1
shows the mean, standard deviation and kurtosis of the two 1000-samples sets. Both
cases have almost the same mean value, while the standard deviation and the kurtosis
are larger in the case of the echo, as expected. The kurtosis for the noise is close to 3 so
the shape of that distribution is very close to Gaussian, while in the case of the onset of
the echo the kurtosis value is much larger, 64.03. Notice that the change in the kurtosis
is more dramatic than the change in the standard deviation. As the energy of the signal
is related to the standard deviation, it can be inferred that monitoring the changes in
the kurtosis would be more effective in finding the relative ToF than any energy-based
method.
The relative ToF can be determined calculating the maximum derivative of the cu-
mulated kurtosis trying to find the suddenly increase of the kurtosis. Figure 3.14 shows
the cumulative kurtosis in blue and its derivative in red. The derivative of the cumula-
tive kurtosis, in red, and its maximum, vertical black line, is represented in Figure 3.15
where the original signal is displayed in blue.
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Figure 3.13: Plot of an echo where 1000 samples of noise and 1000 sam-
ples up to the onset of the echo are highlighted to show the performance







Figure 3.14: Shape of the cumulative kurtosis in blue and its derivative
in red.











Figure 3.15: The black line represents the relative ToF estimation through
maximum derivative of the cumulated kurtosis, in red, for the original
signal in blue.
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3.4 Time differences of arrival (TDoA)
The time delay denoted as TDoA is the time lapsed between two signals. In this
section, a few methods to calculate this parameter are compiled and explained.
3.4.1 Difference of ToF
The introduction of this chapter explains how the TDoA can be calculated as the
difference between two relative ToF using Equation (3.16).
tij = ti − tj (3.16)
Therefore, using Equation (3.16) the TDoA can be calculated through every algo-
rithm shown in Section 3.3.
3.4.2 Cross correlation
The classical method to calculate the time delay between two signals, si and sj , is
based on the application of cross correlation, Rij , which is calculated through Equation






where N is the total number of samples.
tij = arg max (Rij(n)) (3.18)
This method has been extensively applied in many fields with good results, [15, 16,
17, 18]. However, the reflections due to multipath propagation and interferences due to
reflections can yield larger peaks than the direct front wave. This means that the max-
imum of the correlation function would choose these peaks and would give a delayed
picking of the signal. Using the preprocessing techniques presented in the general-
ized correlation method [19, 20], such as the Roth processor, the smoothed coherence
transform (SCOT) and the phase transform (PHAT) would not help in obtaining good
results since they are aimed at reducing the effect of white noise.
Figure 3.16 shows where the cross correlation algorithm would detect the onset of a
signal. In this case, si is the pulse emitted by an ultrasonic sensor and sj is the received
signal. The output of the cross correlation gives directly the TDoA between si and
sj . Then, as si starts at 10 µs, Rij has been manually shifted 10 µs to plot the cross
correlation (red line) and the original signal sj (blue line) in the same figure.
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Figure 3.16: Detail of the cross correlation algorithm in the TDoA deter-
mination. The blue plot corresponds to the sj signal and the red plot to
the cross correlation.
3.4.3 Fourth-Order Cumulants
This method estimates the TDoA through four-order cumulates and its main ad-
vantage is that it is immune to Gaussian noise [21]. The next equations lets the user to
implement the algorithm.
J1(τ) =
|cˆ4[si(n− τ), si(n− τ), sj(n), sj(n)]|√
[cˆ4[si(n)]| · |cˆ4[sj(n)]|
(3.19)










































where N denotes the length of the observed data, N1 = max(1, d + 1) and N2 =
min(N,N + d) to guarantee that the range goes from 1 to N . d is an auxiliary vari-
able which ranges from the minimum to the maximum delay defined by the user in
the search of the tij . The TDoA is estimated as the position where the maximum of
Equation (3.19) takes place, Equation 3.22.
tij = arg max (J1(τ)) (3.22)
Figure 3.17 shows how the red line, the result of the algorithm, is much smoother
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Figure 3.17: Detail of the statistics of high order algorithm in the TDoA
determination. The blue plot corresponds to the sj signal and the red
plot to the statistics of high order signal.
than the cross correlation, shown in Subsection 3.4.2, due to the immunity of the algo-
rithm to the Gaussian noise. As in the case of the cross correlation algorithm the signal
si starts at 10 µs, J1(τ) is manually shifted 10 µs to plot both lines in the same figure.
3.5 Proposed improvement in the kurtosis method
In this section, a variant of the kurtosis algorithm explained in Subsection 3.3.7
is presented. This modification is similar to the presented in Subsection 3.3.5 in the
Hinkley criterion, used in the cumulated energy of the signal. It is added a negative
slope line to highlight the bend of the cumulated kurtosis function as a local minimum
before the maximum of the cumulative kurtosis. Equation (3.14) is, thus, modified to:
k2(n) = k(n)− a · n K
nK
(3.23)
where, in this case, a is set equal to one,K is the maximum cumulative kurtosis and nK
is the sample where that maximum occurs. k(n) is calculated through Equation (3.14).
This modification gives a plot that decreases with a constant slope when the original
signal is noise reaching a minimum in the onset of the pulse, Equation (3.24) before the
maximum nK . This algorithm will be named in the remaind of the thesis as ’kurtosis
2’.
t′ = arg min (k2(n)) (3.24)
3.6 Time differences of arrival (TDoA) application in muscle
depth estimation
This section is an extension of the publication "Ultrasonic bone localization algo-
rithm based on time-series cumulative kurtosis", its full citation can be found in Sub-
section 7.3.1 in item 3.
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Figure 3.18: Relative ToF represented with a vertical line and calculated
with the minimum time series cumulative kurtosis algorithm, red signal.
The original signal in the time domain is represented by the blue signal.
The performance of eleven methods to determinate the TDoA is evaluated over
ultrasonic pulses when they are applied to measure the muscle depth. The experiments
are made using both simple setups used for calibration purposes and in real human
tissues to test the performance of the algorithms. In this application, a 1D localization
is undertaken estimating the TDoA and using Equation (3.2). The TDoA is calculated
between the pulses emitted and the received echo.
3.6.1 Introduction
Accurate measurement of the dynamics of the musculoskeletal system is limited
by the problem of measuring the position of the bones during dynamic and weight-
bearing activities. Existing methods to measure motion in these conditions include
optically-tracked markers [22] and wearable goniometric devices [23]. Both methods
measure basically the skin position, and although sometimes it is possible to use them
to mark patches of skin with very superficial bones, they are not generally able to give
the necessary bone position accuracy [24]. For example, it would be very useful to
be able to measure real-time position of the pelvis bones of subjects forced to stay in
wheelchairs, in order to optimize the stance to avoid or minimize injuries; or, it could
be devised an actuator able to automatically manage the tightness of a knee bracket
responding to the bones movements in real-time. In those cases, the measurement of
the position of markers on the skin can have relatively limited relationship with the
underneath bone position.
One of the possible approaches to a wearable, non-invasive bone depth measure-
ment is using US sensors in a similar way as they are used to detect failures in pipes
and mechanical structures [6]. To perform the measurement, an ultrasonic sensor is
rigidly associated to each one of the infrared markers used by the 3D tracking system,
and a set of such compound sensors will be positioned around the limb for estimating
the position of the bone, see Figure 3.19.
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Figure 3.19: Triangulating a bone position by three coupled optical (IR)
and US sensors.
Notice how, due to the movement of the muscle and fat tissue around the target
bone, the angular orientation of the US sensor will be difficult to predict and estimate.
The measurement strategy will be oriented to measure the smallest distance between
the skin surface (where the US sensor is attached with an adhesive or an external re-
straint system) and the bone underneath.
The big difference in the acoustic impedance between soft tissues and bone tissues
in human bodies will give a very strong echo to incident acoustic waves, smaller only
than the echoes generated by a tissue/air interface, where the acoustic impedance dif-
ference is even higher. For example, at a frequency of 1 MHz, the acoustic impedance of
bones is around 7.8 ·106 Rayls, while the different soft tissues (fat, blood, muscle) range
from 1.35 to 1.75 MRayls [25]— so the echoes from the bone/soft tissue are bond to
be quite stronger than the echoes caused by different tissues interfaces. The only diffi-
cult echoes could come by extremely porous cancellous bones [26], where the reflected
pulses would be much weaker, but this case is not common in practical applications,
so it does not seriously reduce the effectiveness of the method.
Even though the echoes are strong, the fact that there are multiple reflections in-
volved, and lateral conduction in the bones [27], the received signal is not so sharp,
and the detection of the significant point for the echo onset is not trivial; in Figure
3.20, the raw data from the echo of a human femur is shown. The effect of multipath
reflections is minimized in the picking of the onset of the echo determining which is
the first front wave arriving to the sensor. This is best done with methods based on
the energy of the signal. The reflected waves from the periosteal surface of the bone
are indeed very complex due to the non-planar and rough structure of the surface it-
self [28]; a detailed study of such reflections is needed when the objective is to image
the bone geometry [29] and/or detecting additional information as density or elasticity
[30]. In our application, we are interested in determining the depth (minimum path)
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Figure 3.20: An example of echo from a bone measured in a human
subject; the sensor was on the skin of the external part of the thigh. The
ultrasonic pulse at 10 µs is the emitter pulse, and the pulse between 66
and 68 µs is the echo from the femur.
of the bone surface, with independence of the angle of incidence of the probe — which
indeed shows a quite broad angle of emission which, in turn, simplifies the problem of
the analysis of the echo.
Most studies involving US techniques are devoted to the measurement of the prop-
agation of sound through bone. Mass and architecture of bones can be determined
by the velocity or speed of sound and the attenuation of the US wave in frequency
or broadband ultrasound attenuation (BUA) [31], [32]. The measurement of TDoA is
almost restricted to the axial and circumferential propagation of the waves in bones
to determine their geometry, elasticity and mineralization, [33]. The calculation of the
relative ToF is done through simple techniques such as the time between the pulse and
echo peaks or between the pulse and the first inflection point of the first echo without
paying much attention to the SNR.
3.6.2 Instrumentation and measurements
In choosing the US signal frequency, a compromise must be done between the
availability and price of the transceiver (which are cheaper and easier to find for low
frequencies), and the resolution that the resulting wavelength in the soft tissue will
enable. Working in the 2–10 MHz range, with a wavelength in soft tissues of about
0.75–0.15 mm, has been chosen as a good compromise.
The selected transducer is an Olympus V609-RB US bidirectional device, which
costs around 300 USD; its nominal operating frequency (5 MHz) is well into the se-
lected range. In the experiments, it was driven with an Olympus manually controlled
ultrasonic pulser-receiver (5072PR) and the US signal was visualized and recorded us-
ing a Tektronix TDS 5104 digital storage oscilloscope (DSO). The DSO was set with a
resolution of 8 ns and a time span of 100 µs. Figure 3.21 depicts the structure of the
measurement setup.






Figure 3.21: Setup of the measurement system shown when taking the
measurement of bone depth of a femur bone in a human thigh.
3.6.3 Results
The test benchmark consisted on measurements conducted in different media, bound-
ary conditions and positions of the US sensors which defined six test environments.
The algorithms were applied to sets of ten signals obtained in gel pads and a hu-
man thigh. The first two experiments are aimed at the evaluation of the algorithms in
a controlled environment in which we have a homogeneous media of a known thick-
ness. The experiment in human flesh represents a more realistic case in which different
tissues can be found before reaching the bone and the thickness is unknown. Then, the
first experiments help in the calibration of the method while the other experiment tests
the algorithms with real measurements. In each configuration, the sensor is placed on
the samples either vertically aligned, to have a direct reflection of the echo, or slanted,
so the path of the echo is slightly different, see Figure 3.23. The purpose is to test the
behavior of the measuring system and the algorithms in those cases where the sensor
has drifted from its original position due to the movement of the subject. Ten consec-
utive measurements are taken in both positions and in all samples. Then, the average
ToF is calculated and compared with the actual one in the case of the gel pads. This av-
erage would give a measurement of the accuracy of the results, whereas the standard
deviation of the relative ToF would represent the repeatability of the algorithm.
3.6.3.1 Two gel pads with air interphase
Two pads 3 cm thick are placed one on the top of the other without any film gel in
between, so that a thin air interphase will form and a reflection wave will be generated
at the boundary between them. The pads are manufactured with a gel that has a trans-
mission speed for US waves in this frequency range of about 1500 ms−1. This means
that the echo reaches the interphase in 20 µs and the reflected pulse hits the sensor in
Chapter 3. Calculating the onset and time delay of pulsed signals 71















Figure 3.23: Experiment for the first set of data. The ToF measurement
has been computed using several methods in the case of a couple of
stacked gel pads (case a) with acoustic impedance similar to human soft
tissues, and with a single gel pad positioned over a open metallic struc-
ture (b ). In both cases the measurement were performed with the sensor
vertically aligned and with the sensor slightly slanted.
40 µs, see Figure 3.23 case a. An example of an echo with the sensor slanted is shown
in Figure 3.22.
Table 3.2 shows the results given by the algorithms for ten consecutive measure-
ments in both positions: horizontal (or vertically aligned) and slanted. The most accu-
rate algorithm would be the one with the closest average value to the actual thickness
of the gel, 40 µs or 3 cm, and the best method, in terms of repeatability of the results,
would be the one with the lowest standard deviation.
With the sensor vertically aligned, the most accurate methods are: the proposed in
this thesis kurtosis 2 and the AIC with the same difference from the correct time, 40.02
µs and 39.98 µs, respectively. On the contrary, the best repeatability is given by the
Hinkley method followed by kurtosis 2. When the sensor is slanted, the most accurate
is again kurtosis 2, with 40.14 µs, while the lowest standard deviation corresponds to
the maximum peak followed by kurtosis 2. The last column is the difference between
the average in both positions. Ideally, this difference would be naught because the
method should be as immune to the movement of the sensor as possible. The closest
averages are achieved by the kurtosis 2 so overall, in this experiment, this method
would be best option.
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Table 3.2: TDoA measurements of the echo for the two gel pads config-
uration.
Horizontal Slanted
Mean Std Mean Std |Mean Diff.|
Max 40,21 0,195 40,39 0,225 0,173
Threshold 40,28 0,200 40,67 0,282 0,390
Threshold Slope 40,22 0,255 40,62 0,287 0,402
MDCE 40,12 0,182 40,49 0,262 0,370
Hinkley 40,04 0,138 39,55 0,349 0,481
AIC 39,98 0,168 39,32 0,274 0,662
Kurtosis 1 40,20 0,187 40,73 0,266 0,531
Kurtosis 2 40,02 0,161 40,14 0,260 0,118
Cross correlation 40,15 0,210 40,40 0,442 0,255
4-Order Cumulants 40,29 0,192 40,56 0,319 0,278
Figure 3.24: Echo in the gel-metal interphase when the sensor is slanted.
3.6.3.2 One gel pad with metallic interphase
This experiment uses only one gel pad with an aluminium plate at its base to simu-
late a different interphase where the echo is reflected, see Figure 3.23 case b. The signals
are quite different from the first case due to the multipath echoes that originates with
the multiple interfaces (where the shear waves in the metal propagate a lot faster than
in the pad), see Figure 3.24.
The results of the algorithms are given in Table 3.3 where the most accurate is Hink-
ley (39.98 µs) followed by kurtosis 2 (39.95 µs) when the sensor is vertically aligned and
kurtosis 2 (39.77 µs) when the sensor is slanted. In all cases, the kurtosis 2 has the low-
est standard deviation which also gives the most similar averages in both positions
(0.180 µs) and, again, turns to be the best option.
3.6.3.3 Human thigh
The results obtained in the calibration setups show that the algorithms are all of
them reasonably accurate and precise in the measurements of the thickness of the gel
pad, being the cumulative kurtosis the method with the best performance.
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Table 3.3: TDoA measurements of the echo for one gel pad with alu-
minium base configuration.
Horizontal Slanted
Mean Std Mean Std | Mean Diff.|
Max 39,75 0,148 40,40 0,360 0,654
Threshold 40,08 0,107 40,39 0,361 0,312
Threshold Slope 40,05 0,118 40,35 0,370 0,303
MDCE 40,01 0,073 40,49 0,390 0,475
Hinkley 39,98 0,103 39,64 0,253 0,333
AIC 39,92 0,091 39,48 0,254 0,437
Kurtosis 1 40,06 0,119 40,55 0,443 0,496
Kurtosis 2 39,95 0,089 39,77 0,221 0,180
Cross correlation 40,11 0,283 40,41 0,410 0,300
4-Order Cumulants 40,05 0,092 40,62 0,409 0,574
Table 3.4: TDoA measurements of the echo in a human thigh. The best
standard deviation results are underlined and marked in bold font.
Std Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10
Max 1,823 1,677 1,283 1,368 1,540 1,413 0,899 0,754 0,532 0,736
Threshold 0,577 0,338 0,240 0,229 0,324 0,244 0,380 0,398 0,357 0,224
Threshold Slope 0,622 0,326 0,242 0,232 0,321 0,254 0,389 0,397 0,363 0,225
MDCE 1,578 1,768 0,819 0,774 1,325 1,508 1,297 0,573 1,262 1,644
Hinkley 0,606 0,413 0,334 0,331 0,448 0,267 0,494 0,356 0,415 0,240
AIC 2,627 0,454 0,392 3,940 0,294 0,286 0,505 0,415 0,416 0,307
Kurtosis 1 0,461 0,335 0,254 0,232 0,317 0,232 0,422 0,398 0,362 0,228
Kurtosis 2 0,740 0,425 0,224 0,256 0,434 0,265 0,367 0,351 0,338 0,289
Cross correlation 1,165 1,455 0,489 1,559 1,373 1,150 0,833 0,880 1,376 1,772
4-Order Cumulants 1,471 1,340 0,237 0,470 0,562 1,707 1,178 0,468 0,778 0,791
In the next experiment the objective was to measure the depth of the femur bone
using a setup similar to the one shown in Figure 3.21. The depth of the bone is, in this
case, unknown, so the important parameter to evaluate is the deviation of the results.
A large set of measurements were carried out with the sensor in the same position
but with different angles with respect the thigh surface, measurements 1 to 10 in Table
3.4 and Table 3.5. Subsequently, all of them consist of 10 measurements shifting the
position and angle of the sensor. The lowest standard deviations are underlined and
highlighted with bold fonts. The depth of the bone is determined with the average
value corresponding to the method that gives the most stable results. Then, when the
lowest standard deviation in the set of measurements number 3 corresponds to kurtosis
2 with a value of 0.224, the echo would be at 53.27 µs and the depth of the bone would
be 4.00 cm. The overall results show that the lowest standard deviation is given by
the kurtosis 2 in four cases out of ten. The threshold and the threshold with negative
slope have also good performance in two out of ten occasions each. Then, considering
that the kurtosis 2 also had an outstanding accuracy in the tests with the gels, the most
reliable measurements of the bone-depth would be given by this method.
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Table 3.5: The conclusions for the standard deviation are extrapolated to
the average values and the better solutions are underlined and marked
in bold font.
Mean Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10
Max 49,83 49,68 49,47 51,54 51,31 50,29 50,67 52,35 50,77 51,64
Threshold 51,91 53,27 53,50 53,22 53,71 53,14 52,68 53,41 52,54 52,86
Threshold Slope 51,86 53,25 53,55 53,20 53,70 53,11 52,66 53,40 52,52 52,85
MDCE 50,79 52,14 52,92 52,60 51,85 51,69 51,82 53,27 51,74 51,51
Hinkley 51,20 52,92 53,15 52,75 53,27 52,54 52,23 52,99 51,83 52,27
AIC 50,03 52,77 52,94 51,35 53,02 52,52 52,07 52,96 51,76 52,12
Kurtosis 1 52,06 53,27 53,51 53,25 53,71 53,17 52,80 53,42 52,54 52,87
Kurtosis 2 51,36 53,12 53,27 53,00 53,45 52,55 52,37 53,02 52,08 52,42
Cross correlation 49,54 51,43 49,27 50,89 51,82 50,27 50,67 52,25 51,17 50,48
4-Order Cumulants 50,97 52,87 53,44 53,00 53,52 51,57 52,02 52,94 52,05 52,42
3.7 Time differences of arrival (TDoA) application in RF source
localization in 3D
This section is an extract of the publication "Separation of Radio-Frequency Sources
and Localization of Partial Discharges in Noisy Environments", its full citation can be
found in Subsection 7.3.1 in item 1. In this section, the extract of the paper is extended
with all the algorithms presented in this chapter to evaluate their performance when
applied to RF sources localization.
3.7.1 Introduction
PD measurements can reveal multiple ageing mechanisms in HV infrastructures
[34, 35, 36]. In the bibliography, many works related with on-line PD measurements
can be found using ultrasonic sensors [37, 38] or antennas [39, 40]. In addition, these
techniques allow to locate PD sources using arrays of at least four sensors, which is
especially useful inside of oil-insulated power transformers and gas-insulated substa-
tions and air-insulated substations [41].
The algorithms used to locate RF emitters in 3D are enumerated, explained and
compared in Section 4.3. These algorithms use the antennas/sensors position and the
relative ToF or TDoA variables as inputs. In this section, the performance of the relative
ToF or TDoA calculus is only analyzed in terms of accuracy and dispersion, the RF
emitter localization is addressed in Section 4.3. The calculus of the time variables are
compared with the theoretical value of these parameters which can be calculated using
the antennas and emitter position and the speed propagation in the free space.
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Figure 3.25: Antennas and PD emitter position.
3.7.2 Instrumentation and measurements
The main components of the setup in this section are four antennas to localize the
RF emission of the PD pulses connected to a high-speed acquisition system, PD emit-
ters connected to a HV transformer and several disturbance sources. The antennas are
simple monopoles, 10 cm in length, with good receptivity in the frequency range of the
PD [42]. They were placed at the four vertices of a tetrahedron with the base at 20 cm
from the ground level, Figure 3.25, and connected to an oscilloscope through coaxial
cables 5 m long. The oscilloscope bandwidth is 2.5 GHz and the sampling frequency
was set to 5 GS/s so every sample was taken every 200 ps. The time window is 1 µs so
the signals have 5000 samples.
The PD were generated placing a non-insulated wire loop connected to ground
around the insulation of a 25 kV HV cable. When the cable is connected to a HV source,
a Schleich BV 702210 transformer with a GLP1-e HV control module, there is a high
electric field gradient ring around the cable that triggers surface PD for voltages above
3.5 kV. Figure 3.26 shows an example of the signals generated with this test object. It
is very common to find these type of PD on contaminated surfaces of insulators of
transmission lines and bushings in substations though the true nature of the discharge
is not relevant for the results obtained in this section.
The activity of these discharges was previously confirmed in a PRPD pattern drawn
with a commercial PD acquisition system. The shape and geometry of the objects pro-
vide a direct path to the antennas mainly through air. Under this assumption, the
speed of propagation will be c = 3 · 108 ms−1, so the space resolution between samples
is dmin = 200 · 10−12 · 3 · 108 = 0.06 m. Notice that there are many metallic structures
around the setup, see Figure 3.27, so the multipath propagation of the signals due to
reflections is very important and in some cases compromise the TDoA calculus.
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Figure 3.26: PD pulse acquired with monopole antennas 10 cm long.
Figure 3.27: Setup in laboratory. Notice the abundance of metallic sur-
faces and structures around the antennas.
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3.7.3 Results
The acquired signals are artificially oversampled by interpolating points using cu-
bic splines between two real samples so the sampling time is reduced tenfold to 20
ps. This decision helps in the accuracy of the TDoA calculations giving errors that are
below the actual sampling time.
To evaluate the results obtained by the algorithms, the estimated TDoA is compared
with the theoretical value. It is calculated using the distances between the antennas and
the source, Di and Dj which are defined by Equation (3.3), and dividing by the light





Table 3.6 summarizes the theoretical value TDoA and the mode values in samples,
calculated by each algorithm after processing all signals. The best result of the algo-
rithms are underlined and highlighted with bold numbers, the difference between the
mode and the theoretical value is shown in the Table 3.7. The compactness of the TDoA
represented by the standard deviation of the calculated TDoA can be observed in Table
3.8. The algorithms which yield low standard deviation will produce solutions close
together so the localization should be quite exact. Then, these algorithms are the indi-
cated ones to undertake the RF emitter localization.
In the calculus of the t21 the Threshold slope algorithm reports the best result with
0.042 samples of deviation from the theoretical value. In the t31 calculus Hinkley and
kurtosis 2 report the best result 0.002 samples of error. The best algorithm to calculate
the last TDoA between antenna 4 and 1 is kurtosis 2 with 0.042 samples of deviation
from the theoretical value. Analyzing the three TDoA together it can be concluded that
kurtosis 2 is the best algorithm in average. The kurtosis 2 algorithm obtains 0, 096 sam-
ples of deviation from the theoretical value which is the smallest error in the difference
between the theoretical value and the mode of their TDoA estimation. Furthermore, its
TDoA are very compact because its standard deviation is the third smaller. The Cross
Correlation is the algorithm with the lowest deviation but it reports a very large error
in the TDoA calculation and therefore it is not selected. Combining the great amount
of TDoA calculated by kurtosis 2 close to the theoretical value together with its great
compactness, an accurate localization of the PD source is expected.
Figure 3.28, Figure 3.29 and Figure 3.30 represent the histogram of the TDoA results
for the algorithms: threshold corrected with slope, Hinkley with negative slope and
the minimum time series cumulative kurtosis respectively. The abscissa axis represents
the TDoA between two antennas in tens of samples considering that Ts = 20 ps. The
ordinate axis is the number of events that give a certain TDoA. For the sake of clearness,
the histograms only include those results that give TDoA relatively close to the mode,
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Table 3.6: Theoretic value and mode of the TDoA calculated by each
algorithm in PD source localization.
Mode t21 t31 t41
Theoretical 3,76 -8,29 -3,64
Max 68,0 -8,0 -3,0
Threshold 3,9 -8,0 -3,5
Threshold Slope 3,8 -8,5 -3,4
MDCE 43,0 -7,0 -3,0
Hinkley 4,0 -8,3 -3,3
AIC 4,0 -8,1 -3,1
Kurtosis 1 4,0 -8,4 -4,0
Kurtosis 2 4,0 -8,3 -3,6
Cross correlation 32,5 -7,5 -3,5
4-Order Cumulants 8,0 -7,5 -3,2
Table 3.7: Difference between the theoretic value of the TDoA and the
mode calculated by each algorithm in PD source localization.
Diff Mode t21 t31 t41 Average
Max 64,242 0,298 0,642 21,727
Threshold 0,142 0,298 0,142 0,194
Threshold Slope 0,042 0,202 0,242 0,162
MDCE 39,242 1,298 0,642 13,727
Hinkley 0,242 0,002 0,342 0,196
AIC 0,242 0,198 0,542 0,327
Kurtosis 1 0,242 0,102 0,358 0,234
Kurtosis 2 0,242 0,002 0,042 0,096
Cross correlation 28,742 0,798 0,142 9,894
4-Order Cumulants 4,242 0,798 0,442 1,827
they do not show all the solutions. Nevertheless, the results far from the mode would
never be considered to calculate the position of the source. The theoretical values of the
TDoA are represented by red triangles which indicate the target in the TDoA calculus.
3.8 Conclusions
In this chapter it is shown that the algorithm used to determine the relative ToF or
TDoA of the signals is significant to this purpose; several commonly used algorithm —
Maximum value of the signal, threshold, threshold corrected with the slope, maximum
derivative of the cumulative energy of the signal, Hinkley, AIC, kurtosis 1, cross cor-
relation, four-order cumulants — a new algorithm based on the kurtosis is presented
and labeled as kurtosis 2. All the algorithms have been compared in two applications;
depth bone estimation and RF emitter localization.
In the first application, the analysis of the resulting data sets points yields that the
overall best method is the kurtosis 2 proposed in this thesis, showing, on average,
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Table 3.8: Standard deviation of the TDoA calculated by each algorithm
in PD source localization.
Std t21 t31 t41 Average
Max 11,000 0,500 0,500 4,000
Threshold 0,550 0,300 0,262 0,371
Threshold Slope 1,300 1,250 0,450 1,000
MDCE 0,500 0,500 2,000 1,000
Hinkley 0,200 0,350 0,262 0,271
AIC 1,462 2,624 1,662 1,916
Kurtosis 1 0,550 0,350 0,400 0,433
Kurtosis 2 0,250 0,250 0,262 0,254
Cross correlation 0,200 0,100 0,100 0,133
4-Order Cumulants 3,850 0,050 0,050 1,317
(a) t21 (b) t31 (c) t41
Figure 3.28: TDoA calculated with the threshold corrected with slope
algorithm in PD source localization.
(a) t21 (b) t31 (c) t41
Figure 3.29: TDoA calculated with Hinkley algorithm in PD source lo-
calization.
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(a) t21 (b) t31 (c) t41
Figure 3.30: TDoA calculated with the minimum time series cumulative
kurtosis algorithm in PD source localization.
better repeatability (in the measurement where the depth of the interface where not
known) and better accuracy (in the experiments where the nominal depth is known)when
compared to the rest of the methods.
In the second application, the evaluation of the algorithms is undertaken by posi-
tioning the antennas and the RF emitter in known positions and comparing the theo-
retical TDoA values with the calculated values. The final RF emitter localization will
be solved in Chapter 4 where several algorithms for 3D localization are shown. After
comparing the calculated TDoA with the theoretical value it can be concluded that the
best method is the proposed in this thesis, kurtosis 2 , showing, on average, the lowest
deviation and, in many cases, the best accuracy.
In general, the algorithms which base their performance in the amplitude of the
signals, such as maximum amplitude or cross correlation, report worse results than the
algorithms which defines the onset as the beginning of the rise of the first front wave of
the pulsed signal, as the Hinkley method or kurtosis 2. For the first kind of algorithms
are substantially affected by the rise slope of the pulse in the other and the second kind
of algorithms are insensible to this effect. Other situation which affects in the TDoA
calculus is the reflections of the acquired signals. When the reflections provokes that
the amplitude of the peaks after the first cycle are greater than the first one, the TDoA
would have great undesired errors.
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4.1 Abstract
There exist different techniques to source location and they can be classified in mul-
tilateration, received signal strength (RSS) and proximity. The multilateration tech-
niques rely their performance on the time variables presented in Chapter 3: ToF of
the emission from the emitter to the sensor, TDoA of the emission between sensors and
pToF of the emission to the sensors. The multilateration algorithms presented and com-
pared in this thesis can be classified in iterative and non-iterative. Both standard least
squares (SLS) and hyperbolic least squares (HLS) are iterative and based on Newton-
Raphson to solve the non-linear equation system. The metaheuristic techniques GA
and PSO are also studied. These optimization techniques estimate the source position
as the optimum of an OF based on HLS, they are also iterative. Three non-iterative
algorithms such as the hyperbolic positioning algorithms (HPA), maximum likelihood
estimator (MLE) and Bancroft are also presented. A non-iterative combined algorithm
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MLE-HLS based on MLE and HLS is proposed in this chapter. The algorithms perfor-
mance is analyzed and compared in terms of accuracy in the localization of the position
of the emitter and in terms of computational time. The analysis is made with different
sensor layouts since the positions of the sensors affect in the localization; several source
positions are also evaluated to make the comparison more robust. The analysis is made
theoretically and including errors due to the effect of digitizing the time variables. Fi-
nally, the algorithms are compared and the most balanced, is the combined algorithm
MLE-HLS, yielding better results than the other algorithms in terms of accuracy and
outstanding results in computational time.
4.2 Introduction
In this chapter are merged and extended two publications "Survey on the perfor-
mance of source localization algorithms" and "A Combined Algorithm Approach for
PD Location Estimation Using RF Antennas". Their full citation are detailed in Subsec-
tion 7.3.1 in item 5 and in Subsection 7.3.2 in item 9 respectively.
There is a great interest in localizing radiative sources fast and accurately with pas-
sive receivers in many fields of work [1]. GPS is a widely used technique in many
applications like navigation and location [2]. In sonar, radar and underwater radar,
it is often of interest to determine the location of an object from its emissions [3, 4].
Indoor localization in wireless networks is addressed relying on a swarm-based ap-
proach [5]. Earthquake epicenter localization can also be handled with this approach
[6, 7]. To locate defective assets in electrical facilities through the measurement of the
electromagnetic field emitted by PD is another application [8, 9]. The relative position
estimation among mobile objects or robots is also studied [10]. All of these applications
use or can use the techniques presented in this chapter.
There exist different techniques in indoor positioning which also can be applied
in outdoor localization. They can be classified in multilateration, RSS and proximity
[11, 12]. The proximity algorithms rely upon a dense grid of antennas and, since the
proposed study considers only four receivers, these algorithms are not studied. The
RSS algorithms requires the analysis of the scene to collect its features [11] and the
localization is done trough probabilistic methods, neural networks, SVM, etc. Finally,
multilateration algorithms are easy to implement and there is a wide variety of them,
thus the techniques analyzed in this chapter are based on multilateration.
The multilateration algorithms used to localize radiative sources can be classified
into two categories: iterative and non-iterative. The iterative algorithms have different
logics in the search. SLS and HLS undertake the search using the Newton-Raphson
optimization technique [13, 14]. Other iterative algorithms base the search in meta-
heuristic techniques such as PSO [15, 16, 17] and GA [18]. In the second category,
non-iterative algorithms are widely used in GPS where the emitters are satellites and
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the target is to locate a sensor receiving the emissions. In this category, three algorithms
are presented: HPA [19], MLE [3] and Bancroft algorithm [2].
Both iterative and non-iterative algorithms have advantages and disadvantages
and they do not always achieve the actual position with confidence because in the
first category, the algorithms not always converge and in the second the algorithms al-
ways yields two feasible solutions. The main disadvantages of the iterative algorithms
are that these algorithms require an initialization setup and a definition of the initial
parameters by the user. This affects the convergence of the algorithms, actually, the
Newton’s method would not converge in some analyzed points [20], consequently, it
can provoke variations in the solution exactness and in the computational time. On the
other hand, the non-iterative algorithms formulate different second degree polynomi-
als and report directly two solutions, a positive and a negative root. In GPS, the root
selection would be done in different ways such as solving the clock error of a single
receiver [21], using pseudo-ranges [2] and others. Commonly, in emitter localization,
both solutions are feasible though one root is closer than the other to the actual solution,
and it is not immediate to determine which root is the closest [22].
In this thesis, a combined algorithm MLE-HLS is proposed to locate emitters solv-
ing the problem of determining the correct root. Then, it is compared with others algo-
rithms in terms of localization accuracy and computational time.
The chapter is organized as follows: Section 4.3 provides an explanation and de-
tailed formulation of all the algorithms used in the chapter and presents the new com-
bined algorithm. The methodology to compare the algorithms is given in Section 4.4.
The results of the algorithms comparison are shown in Section 4.5. Finally, the conclu-
sions derived from the results are described in Section 4.6.
4.3 Localization techniques
For a better understanding of the algorithms, they have been divided in two cate-
gories: iterative and are non-iterative. Every multilateration algorithm has a different
formulation but all of them are based on the fact that the distance travelled by the emis-
sions is equal to the time spent in the flight multiplied by the speed propagation in the
free space. The algorithms use different time variables which are described below. The
ToF of the emission represents the time spent by the emission to travel from the emitter
to the receiver. In some applications it is difficult to find the time when the emission
departs. In such cases, it is preferable the use of the TDoA from the emitter to pair of
receiver, and, then find the source with a system of non-linear equations. The pToF is
another alternative which represents the ToF of the emission to any sensor with a fixed
offset, pts, the offset represents time elapsed between the start of the clock, t0, and the
emission departure. Figure 4.1 represents the described variables, it is similar to Figure
3.1 but including the representation of TDoA.















Figure 4.1: ToF, TDoA and pToF representation in an example of one
dimension.
The spatial relationship between the time variables and the antennas and source
position was previously described in Subsection 3.2. In this subsection the explanation
is extended to the pToF variable which was not explained previously. The spatial re-
lationship of the pToF is similar to the ToF but considering an offset. The pToF for ith
antenna is denoted as pti and pti = ti+pts. pts is time offset elapsed between the instant
when the acquisition starts, t0 = 0, and the instant in which the emission departs.
All the algorithms need four sensors or antennas properly deployed with at least
one of them allocated in a different plane than the other three for 3D localization [23].
4.3.1 Iterative algorithms
4.3.1.1 Standard Least Squares
The SLS algorithm estimates the emitter position Ps with Pˆs = (xˆs, yˆs, zˆs) minimiz-
ing the OF defined by Equation (4.1) using Newton-Raphson [13].
OF (xˆs, yˆs, zˆs, tˆ1) =
N∑
i=1
(Dˆi − tˆi · c)2 (4.1)
where N is the number of antennas. Since ti can not be measured because the emission
departure instant is unknown then it is estimated through tˆi = (tˆ1 + ti1) where tˆ1 is
the estimated ToF of the emission from the emitter to the reference antenna, in this
approach antenna 1. The TDoA between the reference antenna and the ith antenna is
represented by ti1, with t11 = 0.
Applying partial derivatives in Equation (4.1) regarding the variables under study
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Equation (4.3) is obtained operating the partial derivative of OF with respect to xˆs.
∂OF
∂xˆs










As this algorithm is iterative and searches the convergence, it can be assumed that
xˆs(l) ' xˆs(l − 1). Then, Equation (4.3) can be modified to Equation (4.4) where the
estimated source xˆs coordinate in the l iteration, xˆs(l), is defined as a function of the












Equation (4.5) is obtained doing the same operation for every source coordinate
(xˆs, yˆs, zˆs) and grouping them in an unique vector Pˆs(l) representing the estimated












The estimated ToF from the source to antenna 1, tˆ1, is obtained as a function of












In the event that the algorithm converges before reaching the maximum iterations
L, the algorithm stops. The convergency criterium is defined by Equation (4.7).
xˆs(l)− xˆs(l − 1) < d
yˆs(l)− yˆs(l − 1) < d
zˆs(l)− zˆs(l − 1) < d
tˆ1(l)− tˆ1(l − 1) < t
(4.7)
In the simulations carried out in this chapter the maximum iteration, L, is fixed
to 107, the distance error bound, d, is set to 10−13 meters, the time error bound, t,
10−13 seconds and the start point is defined as Pˆs(0) = (0, 0, 0) and tˆ1(0) = 0. These
conditions are defined trying to find the exact solution although it implies high com-
putational time as demonstrated in reference [24].
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4.3.1.2 Hyperbolic Least Squares
In this technique, theOF is similar to the one shown in Equation (4.1). The variation
is in the time variable, in this case, it is the TDoA so the representations of the possible
solutions of the equations are hyperbolas. Equation (4.8) can be obtained applying
Equation (3.2) for the reference antenna to the other antennas and adding all of them
[14].




Dˆi − Dˆ1 − ti1c
)2
(4.8)
This iterative algorithm also bases the calculation of the source position on Newton-
Raphson. Again, the initial procedure is to calculate and to equal to zero the partial










Operating and solving Equation (4.9) in the same way as in Section 4.3.1.1, three


















Defining the initial value Pˆs(0) = (0, 0, 0), Equation (4.10) allows to find the source
position iteratively. The solution is the intersection of the hyperbolas with foci de-
fined by the antennas position and the measured TDoA. The initial conditions and the
constraints of the simulations are the same as in Subsection 4.3.1.1. The convergency
criterium is defined by the first three equations in (4.7).
4.3.1.3 Genetic Algorithm based on HLS
This technique can be used in many applications, in Chapter 2 it is used to separate
different types of signals and, in this section, it is used in the localization of radiative
sources. As mentioned previously, GA is a metaheuristic technique which uses dar-
winian evolution to find the optimum solution. This algorithm defines a population
which evolutes throughout generations. The population consist of a number of mem-
bers who represents a feasible solution to the problem. The population evolution is
carried out with different operators as selection, crossover and mutation. Every mem-
ber of the population has its own chromosome in the boolean domain forming a string
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of 1 and 0. The minimum number of elements of the string, gens, of each variable has










where Ngxs is the number of gens of the position of the source in the axis x, xs; the
maximum value of xˆs, is defined as xsmax and the minimum as xsmin . The minimum
step in the xs digitalization is represented by ∆xs.
To evaluate the fitness of the members, their chromosomes have to be converted
from the boolean to the decimal domain to obtain (xˆs, yˆs, zˆs) which represents one
feasible solution of the problem. An example of the chromosome of one member of
the population, in the boolean and decimal domains, is shown below. In this ex-
ample, (xs, ys, zs)max = 10 m, (xs, ys, zs)min = −10 m, Ng(xs,ys,zs) = 10 bits and
∆xs = ∆ys = ∆zs = 20/(2
10 − 1) ' 0.02 m. The starting point is the boolean do-
main:
(0110111011, 0000000000, 1111111111) = (xˆs, yˆs, zˆs)
the chromosome is converted to the decimal domain in the range of 0 to 210 − 1:
(886, 0, 1023)
Afterwards, the variables are fitted to the range under study. In this case, 0 corre-
sponds to −10 m and 1023 corresponds to 10 m. In the example, the final result is:
(7.30,−10.00, 10.00) = (xˆs, yˆs, zˆs)
This algorithm uses a maximization of the OF , Equation (4.12), based on the HLS
Equation (4.8). The OF allows to evaluate the fitness of each member and it is maxi-
mized through GA until the convergence criterium is reached.








Dˆi − Dˆj − tijc
)2 (4.12)
The steps inside the algorithm are as follows:
1. To generate a random population and to evaluate their fitness.
2. To select the population’s members according to their fitness to generate the next
generation.
3. To apply crossover between the selected members and the rest of the population.
4. To apply mutation to the resulting individuals from the crossover.
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5. To convert the boolean string to the decimal domain and evaluate the fitness us-
ing the OF, Equation (4.9).
6. If the number of generations does not reach the minimum specified by user, go
to step 2. Otherwise, the solution is defined as the member that has the position
with best fitness.
4.3.1.4 Particle Swarm Optimization based on HLS
This technique, as GA, can be used in many applications, in Chapter 2 it is used
to separate different types of signals and in this section it is used in the localization of
radiative sources. As mentioned previously, PSO is a metaheuristic technique which
searches the optimum inspired in the way the birds or fish look for food. The particles
are deployed in the solution space so each particle has three variables (xs, ys, zs). The
K particles change their position Pk in each iteration through:
Pk(l) = Pk(l − 1) + vk(l) (4.13)
The displacement or velocity of the kth particle in the l-iteration, vk(l), considers the
particle velocity in the previous iteration, vk(l−1), its personal best position, Pk,best(l−
1), and the global best position of the swarm Pbest(l− 1), found at any time during the
search.
vk(l) = ωvk(l − 1)
+ C1U1(Pk,best(l − 1)−Pk(l − 1))














being k = 1, 2, ...,K and l = 1, 2, ..., L. The particle inertia, ω, varies from 0.9 in the first
iteration to 0.4 in the L iteration, [25]. This Provokes high movement of the particles
in the beginning of the simulation to explore large regions and focus the search around
the optimum moving the particles slowly at the end of the simulation. C1 and C2 allow
to balance the influence of the personal best or global best position in the search. U1
and U2 are line matrices with three elements randomly distributed between 0 and 1
that randomizes the movement of the particles, and are generated in each iteration to
introduce randomness in the search.
Every particle is evaluated in the minimization OF Equation (4.16), based on HLS
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on Equation (4.8). It considers 6 TDoA when 4 antennas are used to obtain better accu-
racy in the localization [15].






Dˆi − Dˆj − tijc
)2
(4.16)
The steps inside the algorithm are as follows:
1. K particles are spread in the space of solutions. Their initial velocity is set to 0 for
all particles.
2. Each particle position is evaluated using Equation (4.16).
3. If some particle improves its local best, it is updated. If some particle improves
the global best, it is also updated.
4. The velocity Equation (4.14) and the position Equation (4.13) are updated for each
particle in the swarm.
5. If the maximum number of iterations L is reached or when all the particles are
located close to the same point, the algorithm ends and the solution is the position
of the Pbest(L). Otherwise, go to step 2.
4.3.2 Non-iterative algorithms
4.3.2.1 Hyperbolic Positioning Algorithm
The HPA algorithm was developed by Ralph Bucher for GPS location using four
fixed stations [19] and it also can be applied to any emitter localization. This algorithm
uses the TDoA as HLS in Section 4.3.1.2.
The position of the source is defined as the intersection of four hyperbolas based on
Equation (3.2):
D12 = D1 −D2 = t12c
D13 = D1 −D3 = t13c
D32 = D3 −D2 = t32c
D34 = D3 −D4 = t34c
(4.17)
These equations are solved obtaining several intermediate variables with the final
target of obtaining the source coordinates. The full formulation is developed in detail
in 4.7. As a result of the equation system, the coordinates of source position (xs, ys, zs)
are defined through equations (4.71), (4.74) and (4.86) respectively. For each coordinate
this algorithm reports two direct solutions, the positive and negative root.
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4.3.2.2 Bancroft Algorithm
The Bancroft algorithm was developed by Stephen Bancroft also for GPS location
[2]. This algorithm uses a different equation system to find the source position through
the Lorenz inner product for four space arrays. The four space array for the antennas














where pti denotes the pToF measurements taken from each of the ith antennas. In RF
emitter localization, pti is the absolute ToF at the ith antenna plus an additional offset
pts. The source position is defined by (xs, ys, zs) and pts is the elapsed time between
the instant when the acquisitions starts and the instant when the emission departs. The
Lorenz inner product of ai and as can be calculated through:
〈ai,as〉 = xixs + yiys + zizs − c2 · pti · pts (4.19)
The Bancroft approach pivots around the variables defined above. The source po-
sition can be obtained following the operations detailed below.
A = (a1 ,a2 ,a3 ,a4)
T =

x1 y1 z1 −c · pt1
x2 y2 z2 −c · pt2
x3 y3 z3 −c · pt3
x4 y4 z4 −c · pt4
 (4.20)
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together with the scalar coefficients E, F and G calculated with Equations (4.23).
E = 〈u,u〉
F = 〈u,v〉 − 1
G = 〈v,v〉
(4.23)
With the previous variables, the final Equation (4.24) can be defined as:
Eλ2 + 2Fλ +G = 0 (4.24)
As a result from Equation (4.24) two solutionsλ+ positive root andλ− negative root
are obtained, so two possible source positions are calculated with Equation (4.25).
as













In GPS applications, the criterium to choose the correct root is based on clock syn-
chronisation because only one solution fits. In source location, this criterium can not
be applied because the time when the emission departs is unknown so both solutions
would be, in principle, valid in the presented analysis.
4.3.2.3 Maximum Likelihood Estimator algorithm
MLE algorithm was developed by Chan and Ho also for GPS location and reports

















Considering antenna 1 as the reference, the TDoA for each pair of antennas can be
represented by ti1 with i = {2, 3, 4} representing the non reference antennas. Using
the two first terms of the hyperbolic Equation (3.2) and operating, the equation (4.28)
is obtained:
Di = Di1 +D1 (4.28)
substituting (4.28) in (4.26):
D2i1 + 2Di1D1 +D
2
1




s − 2xsxi − 2ysyi − 2zszi +Ki
(4.29)
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subtracting (4.29) minus (4.26) considering i = 1:
D2i1 + 2Di1D1 = −2xs(xi − x1)
− 2ys(yi − y1)− 2zs(zi − z1) +Ki −K1
(4.30)






x2 − x1 y2 − y1 z2 − z1
x3 − x1 y3 − y1 z3 − z1

















In the previous system, there are three equations and four unknown variables xs, ys, zs, D1.
The fourth equation to solve the system is found in Equation (4.26). Substituting
(xs, ys, zs) from Equation (4.31) in Equation (4.26) at i = 1 a quadratic result inD1 is ob-
tained. Substituting the positive and negative roots of the D1 back into Equation (4.31),
two possible source positions are provided (x+s , y+s , z+s ) positive root and (x−s , y−s , z−s )
negative root.
4.3.2.4 Combined algorithm based on MLE and HLS (MLE-HLS)
A combined algorithm based on the MLE algorithm shown in Subsection 4.3.2.3 and
the HLS algorithm shown in Subsection 4.3.1.2 is presented in the publication "A Com-
bined Algorithm Approach for PD Location Estimation Using RF Antennas", which
full citation can be found in Subsection 7.3.2 in item 9. The MLE algorithm reports two
feasible solutions, one of them is closer to the actual source position than the other, and
the desired solution is not always located in the position given by the positive root.
With MLE-HLS, the solution selection is carried out with the OF based on HLS, Equa-
tion (4.16), because it has been already proved that reports great results in the PSO
algorithm. Thus, from the solutions reported by the MLE algorithm explained in Sub-
section 4.3.2.3, the chosen solution is the one which returns the lowest value in (4.16)
yielding the position closest to the source.
The MLE algorithm report results with high resolution, below micrometers but,
there is no need to locate the sources with such resolution in this application. In the pre-
sented simulations, the solutions are rounded to millimeters before evaluating Equa-
tion (4.16).
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4.4 Methodology
As mentioned in Section 4.3, the inputs to the localization algorithms are the an-
tenna positions and the time variables ToF, TDoA or pToF depending on the algorithm.
As the target of the chapter is to evaluate the algorithms through simulations, the time
variables are calculated from the geometry instead of the measurements. The source
position has to be previously defined to carry out the calculation of the time variables.
Then, the ToF is defined as the distance between the source and the respective antenna
and divided by the speed propagation, c. The TDoA between two antennas is the sub-
traction between their ToF. The pToF is calculated adding an offset to the ToF variables.
The simulations procedure has four steps, the first one is to set the four antennas
and the source position. The second one is to calculate the exact ToF, TDoA and pToF
for that geometric configuration. The third step is use those times to calculate back the
source position with every algorithm using the antenna position and the time variables.
The fourth step is to calculate the computational time spent and the errors of every
algorithm in the source location.
The procedure described above is done in two cases; under exact values for the
time variables and introducing a digitizing error. Under theoretical conditions the time
variables are values with high resolution in decimal digits. In the other cases, the time
variables are rounded to implement the effect of the digital acquisition and to analyze
its effect in the localization. Simulating what happens in real applications when they
are digitally collected in the discrete domain. Then, to emulate the digitizing error, the
theoretic values of ToF, TDoA and pToF have to be rounded to the nearest sample, ie,
using an acquisition system with sampling frequency fs=10 Gs / s the time interval be-
tween the samples is the inverse Ts = 1/fs = 0.1 ns multiplied by the speed of the light,
c results in a maximum error of 3 cm. In this case, if the TDoA between two antennas
multiplied by c is 1 m, digitalizing the discrete TDoA, with 3 cm of error, it will be 0.99
or 1.02 m. Interpolating the time variables the error magnitude can be reduced [8]. In
the previous example, interpolating with 10 samples the sampling frequency increased
to fs=100 Gs/s, and Ts will be reduced to 0.01 ns, then, the error in distance would be
3 mm in Subsection 4.5.2.
In some cases, when the direct algorithms are executed under the digitizing error
in the time variables, the localization can yield a solution with real and imaginary com-
ponents. This is caused because the time round up introduces an error in the process
which provokes square roots of negative values. In these cases, the imaginary term is
omitted because the solution space (xs, ys, zs) is in the real 3D space. In the iterative
algorithms this problem does not exists because the search is done in the real 3D space
and in the iterative algorithms process there are not chance to obtain any imaginary
solution.
The simulations were carried out in a computer with processor Intel(R) Core(TM)






























Figure 4.2: Antenna layouts used in the study. The antennas are repre-
sented by black dots.
Table 4.1: Antennas positions in meters for each configuration.
Layout Ant 1 Ant 2 Ant 3 Ant 4
square
x -1.00 -1.00 1.00 1.00
y -1.00 1.00 1.00 -1.00



























x -0.66 -0.66 0.66 0.66
y -1.00 1.00 2.00 -2.00
z -1.00 1.00 -1.00 -1.00
i7-3630QM CPU@2.40GHz 2.4GHz, the RAM memory 8.00 GB (7.89 GB usable), the
Matlab version is R2016b. The priority of the Matlab process in the computer was Real
Time.
The deviation in the source localization is analyzed in spherical coordinates, so
Pˆs = (rˆ, θˆ, ϕˆ). This procedure permits to distinguish the errors in the distance estima-
tion (rˆ) and the errors in the direction estimation (θˆ, ϕˆ). The errors are calculated from
the estimated source position Pˆs to the actual source position Ps = (r, θ, ϕ) through:
∆rˆ = |rˆ − r|
∆θˆ = |θˆ − θ|
∆ϕˆ = |ϕˆ− ϕ|
(4.32)
The algorithms are evaluated under several conditions to make a sturdy compar-
ison. They are applied in three widely used antennas layouts (square, pyramid and
trapezoidal) see Figure 4.2. Different antenna layouts are analyzed since it was demon-
strated that the receiver position affects in the source localization [23]. Table 4.1 shows
the detailed coordinates of each antenna array configuration.
The source has been located at different positions in the space. These points are
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Figure 4.3: RF emitter positions analyzed with MLE-HLS algorithm in
the real case, representing the radius error ∆rˆ by colors.
located every meter in each direction inside of 20×20×10 meters centred in (0, 0, 5) m.
Figure 4.3 shows an example of all the possible positions of the source in that volume
analyzing the accuracy in the estimated radius rˆ by colors for the trapezoidal antennas
configuration placed as in Figure 4.2(c). The resulting color graduation shows that as
long as the source is close to the antennas the accuracy in rˆ is high.
4.5 Results
In this section, all the results obtained from the simulations are generated following
the procedure described in Section 4.4.
4.5.1 Theoretical conditions
The results of the simulations presented in this section are undertaken with theo-
retical conditions. This means that the ToF, TDoA and pToF used in the locations algo-
rithms are the theoretical values with high resolution. The aim of these simulations is
to test the performance of the algorithms when finding a solution to the OF.
4.5.1.1 Accuracy
Every algorithm is evaluated in the same source positions detailed in Section 4.4,
see Figure 4.3. The accuracy in the variables: radius, elevation and azimuth for all the
methods has been quantified in all positions with three antennas layouts. Figure 4.4
shows the percentage of points located within the radius errors defined by the legend
by every algorithm in every antenna configuration. Table 4.2 displays the percentage
of number of positions located with lower error than 1 cm in the radius calculus. The
best algorithm, MLE-HLS yields 100% of points located with an error in radius calcu-
lation lower than 1 cm in every antenna layout. It is followed by PSO which localizes
90.8% of the points with an error lower than 1 cm. The positive root of the other non-
iterative algorithms localizes 79-80% of the points with good accuracy. On the other
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Table 4.2: Percentage of positions analyzed located with a radius error
∆rˆ lower than 1 cm under theoretical conditions for each algorithm and
antenna array configuration.
∆rˆ ≤ 1 cm Square Pyram Trapez Mean
SLS 74.3% 50.2% 67.2% 63.9%
HLS 82.3% 81.4% 73.6% 79.1%
GA 0.2% 0.2% 0.1% 0.2%
PSO 90.7% 91.2% 90.4% 90.8%
HPA+ 79.0% 84.2% 81.5% 81.6%
HPA− 12.8% 15.7% 18.2% 15.5%
Bancroft+ 83.9% 81.4% 73.7% 79.7%
Bancroft− 18.6% 18.7% 26.4% 21.2%
MLE+ 83.9% 81.4% 73.7% 79.7%
MLE− 18.6% 18.7% 26.4% 21.2%
MLE HLS 100.0% 100.0% 100.0% 100.0%
hand, the negative root reaches only 15-21%. The GA algorithm obtains very poor re-
sults compared with the others. It has been included in the comparison because it is
used to locate emitters surrounded by the antennas, in the bibliography. In the analy-
sis presented in this thesis, the emitter is usually outside of the volume defined by the
antennas and it can compromise the accuracy of the localization, in the same way than
SLS and HLS algorithms.
The percentage of number of points located within an error in elevation angle inside
the error magnitude defined by the legend by every algorithm and every antenna array
are shown in Figure 4.5. The percentage of number of positions located with an error
lower than 1◦ in the elevation angle are indicated in Table 4.3. As a summary, the
best algorithm is again MLE-HLS and reports 100 % of the analyzed positions with an
error lower than 1◦ in the elevation angle in every antenna layout. The second best
algorithm, PSO, locates 93.6 % of the points with high accuracy. The other algorithms
are worse, they locate with high accuracy only 45-88 % of the points. The negative roots
of the non-iterative algorithms report very poor results, they locate with high accuracy
a mere 20-25 % of the points.
The same calculations are performed for the azimuth angle and the results are
shown in Figure 4.6 and in Table 4.4. The percentage of positions located with an error
lower than 1◦ in the azimuth angle for the best algorithm, is again 100 % for MLE-
HLS. PSO is also the second best and the other algorithms are behind. In general, this
variable is calculated with better accuracy in more points than the elevation angle.
4.5.1.2 Computational time
The computational time of each algorithm and antenna layout can be seen in Fig-
ure 4.7. Notice that the Y axis, time, is in logarithmic scale. The HPA algorithm is the
fastest, needing only 13 µs to localize one position. MLE, MLE-HLS and Bancroft are
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Figure 4.4: Percentage of positions located within the errors in the radius
∆rˆ defined in the legend under theoretical conditions for each algorithm
and antenna array configuration.
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Figure 4.5: Percentage of positions located within the errors in the Ele-
vation angle ∆θˆ in distance defined in the legend under theoretical con-
ditions for each algorithm and antenna array configuration.
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Table 4.3: Percentage of positions analyzed located with an Elevation
angle error ∆θˆ lower than 1◦ under theoretical conditions for each algo-
rithm and antenna array configuration.
∆θˆ ≤ 1◦ Square Pyram Trapez Mean
SLS 84.9% 86.3% 77.5% 82.9%
HLS 84.5% 86.6% 77.7% 82.9%
GA 39.9% 58.7% 48.8% 49.1%
PSO 92.7% 95.4% 92.6% 93.6%
HPA+ 80.8% 89.0% 84.5% 84.8%
HPA− 15.6% 21.8% 22.8% 20.1%
Bancroft+ 85.7% 86.8% 77.7% 83.4%
Bancroft− 21.7% 24.3% 30.1% 25.4%
MLE+ 85.7% 86.8% 77.7% 83.4%
MLE− 21.7% 24.3% 30.1% 25.4%
MLE HLS 100.0% 100.0% 100.0% 100.0%
Table 4.4: Percentage of positions analyzed located with an Azimuth
angle error ∆ϕˆ lower than 1◦ under theoretical conditions for each algo-
rithm and antenna array configuration.
∆ϕˆ ≤ 1◦ Square Pyram Trapez Mean
SLS 92.8% 92.8% 78.3% 87.9%
HLS 91.8% 92.6% 78.6% 87.6%
GA 64.7% 75.9% 55.0% 65.2%
PSO 96.3% 97.9% 92.8% 95.7%
HPA+ 83.8% 94.4% 84.9% 87.7%
HPA− 30.0% 68.2% 24.3% 40.8%
Bancroft+ 93.0% 92.7% 78.7% 88.2%
Bancroft− 33.7% 70.1% 31.1% 45.0%
MLE+ 93.0% 92.8% 78.7% 88.2%
MLE− 33.7% 70.2% 31.1% 45.0%
MLE HLS 100.0% 100.0% 99.9% 100.0%
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Figure 4.6: Percentage of positions located within the errors in the Az-
imuth angle ∆ϕˆ in distance defined in the legend under theoretical con-
ditions for each algorithm and antenna array configuration.
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Table 4.5: Summary of the mean computational time spent, in seconds,
for each position analyzed in theoretical conditions by each algorithm.
Algorithm Square Pyram Trapez Mean
SLS 7.8 · 10−1 1.3 · 100 5.9 · 10−1 8.9 · 10−1
HLS 2.4 · 10−1 2.5 · 10−1 9.0 · 10−1 1.9 · 10−1
GA 2.3 · 10−1 2.3 · 10−1 2.4 · 10−1 2.3 · 10−1
PSO 3.3 · 10−2 3.4 · 10−2 3.2 · 10−2 3.3 · 10−2
HPA 1.6 · 10−5 1.2 · 10−5 1.2 · 10−5 1.3 · 10−5
Bancroft 2.0 · 10−4 1.8 · 10−4 1.8 · 10−4 1.9 · 10−4
MLE 9.1 · 10−5 8.1 · 10−5 8.1 · 10−5 8.4 · 10−5
MLE-HLS 1.9 · 10−4 1.5 · 10−4 1.5 · 10−4 1.6 · 10−4
also fast needing 84-190 µs. The iterative algorithms are slower than the direct algo-
rithms and they need 33-890 ms in average.
Most of the algorithms have a quite constant computational time except SLS and
HLS algorithms which have high fluctuations. It is due to the fact that the number of
iterations needed in each position is not the same. The initial position in their search
is set equal to (0, 0, 0) so, the algorithms have to translate the solutions closer to the
actual position until the convergence is reached. When the source is placed near the
initial position, the translation is sorter and the algorithms need less iterations, and
therefore, less time to converge than when the source is farther. Table 4.5 shows the
mean computational time for one source location.
4.5.2 Digitizing error in time variables
The results of the simulations presented in this section are carried out considering
the digitizing error in the calculation of the time variables. The electromagnetic emis-
sions have to be acquired by ADC equipment and in consequence, the acquired signals
are discrete. This implies that the time variables used in the location algorithms are
rounded to steps of 0.01 ns as explained in Section 4.4.
4.5.2.1 Accuracy
Under these conditions, the accuracy decreases compared with the theoretical case
as expected. The radius is the most critical variable as Figure 4.8 and Table 4.6 indi-
cate. The two best algorithms, MLE-HLS and PSO, localize 49 − 50% of the analyzed
points with an error lower than 20 cm in average which is acceptable when localizing
inside an open-air substation for example. The pyramidal configuration of antennas
gets the worst accuracy, 37 %, while for the square or trapezoidal configurations the
best algorithms localize 61 − 65% of the analyzed points with an error lower than 20
cm. Nevertheless, an average error lower than 20 cm is acceptable considering that the
maximum distances from the source are as far as 10 m, Figure 4.3.
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(c) Trapezoidal
Figure 4.7: Mean computational time spent for each position analyzed
in theoretical conditions by each algorithm.
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Figure 4.8: Percentage of positions located within the errors in the radius
∆rˆ defined in the legend under digitizing error in time variables for each
algorithm and antenna array configuration.
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Table 4.6: Percentage of positions analyzed located with a radius error
∆rˆ lower than 20 cm under digitizing error in time variables for each
algorithm and antenna array configuration.
∆rˆ ≤ 20 cm Square Pyram Trapez Mean
SLS 57.7% 33.7% 52.9% 45.7%
HLS 56.5% 33.4% 52.1% 45.0%
GA 2.8% 2.7% 3.6% 2.7%
PSO 61.4% 37.1% 64.2% 49.2%
HPA+ 53.6% 33.8% 58.5% 43.7%
HPA− 6.5% 6.5% 11.8% 6.5%
Bancroft+ 58.0% 33.7% 52.6% 45.8%
Bancroft− 8.9% 6.8% 18.1% 7.9%
MLE+ 58.0% 33.7% 52.6% 45.8%
MLE− 8.9% 6.8% 18.1% 7.9%
MLE HLS 62.2% 37.6% 64.8% 49.9%
Table 4.7: Percentage of positions analyzed located with an Elevation
angle error ∆θˆ lower than 1◦ under digitizing error in time variables for
each algorithm and antenna array configuration.
∆θˆ ≤ 1◦ Square Pyram Trapez Mean
SLS 84.2% 86.0% 73.9% 85.1%
HLS 81.5% 84.7% 71.7% 83.1%
GA 39.8% 59.4% 45.5% 49.6%
PSO 92.2% 94.9% 91.1% 93.6%
HPA+ 79.8% 88.3% 83.8% 84.0%
HPA− 14.5% 21.1% 23.6% 17.8%
Bancroft+ 84.3% 86.2% 74.0% 85.3%
Bancroft− 20.9% 23.5% 33.9% 22.2%
MLE+ 84.3% 86.2% 74.0% 85.3%
MLE− 20.9% 23.5% 33.9% 22.2%
MLE HLS 92.8% 94.9% 90.8% 93.8%
The elevation angle is calculated with good accuracy as seen in Figure 4.9. With the
best two algorithms, MLE-HLS and PSO, the elevation angle is calculated with lower
or equal error than 1◦ for 93% of the analyzed positions as shows Table 4.7. 97% of the
points analyzed are calculated with an error in the azimuth angle lower or equal than
1◦, see Figure 4.10 and Table 4.8. These facts imply that the bearing angle is solved with
any of the antenna configuration, but determining the distance to the source accurately
depends greatly on the algorithm and the antenna layout.
4.5.2.2 Computational time
The computational times spent in average by each algorithm for one position are
displayed in Table 4.9. The times are very similar than those in the theoretical con-
ditions for almost all the algorithms. In this case, only the HLS algorithm is slower
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Figure 4.9: Percentage of positions located within the errors in the Ele-
vation angle ∆θˆ in distance defined in the legend under digitizing error
in time variables for each algorithm and antenna array configuration.
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Figure 4.10: Percentage of positions located within the errors in the Az-
imuth angle ∆ϕˆ in distance defined in the legend under digitizing error
in time variables for each algorithm and antenna array configuration.
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Table 4.8: Percentage of positions analyzed located with an Azimuth
angle error ∆ϕˆ lower than 1◦ under digitizing error in time variables for
each algorithm and antenna array configuration.
∆ϕˆ ≤ 1◦ Square Pyram Trapez Mean
SLS 92.6% 92.7% 75.0% 92.7%
HLS 90.8% 91.7% 72.0% 91.2%
GA 64.7% 77.0% 49.3% 70.9%
PSO 96.4% 97.8% 91.4% 97.1%
HPA+ 83.8% 94.4% 84.3% 89.1%
HPA− 29.8% 67.9% 25.5% 48.9%
Bancroft+ 92.8% 92.7% 75.2% 92.7%
Bancroft− 33.5% 70.0% 35.5% 51.8%
MLE+ 92.8% 92.8% 75.2% 92.8%
MLE− 33.6% 70.1% 35.5% 51.8%
MLE HLS 97.2% 97.9% 91.4% 97.6%
Table 4.9: Summary of the mean computational time spent, in seconds,
for each position analyzed in digitizing error in time variables by each
algorithm.
Algorithm Square Pyram Trapez Mean
SLS 7.6 · 10−1 1.3 · 100 5.6 · 10−1 8.7 · 10−1
HLS 2.2 · 10−1 3.2 · 10−1 2.1 · 10−1 2.5 · 10−1
GA 2.3 · 10−1 2.3 · 10−1 2.4 · 10−1 2.3 · 10−1
PSO 3.3 · 10−2 3.5 · 10−2 3.2 · 10−2 3.3 · 10−2
HPA 1.3 · 10−5 1.3 · 10−5 1.2 · 10−5 1.3 · 10−5
Bancroft 1.9 · 10−4 1.9 · 10−4 1.8 · 10−4 1.8 · 10−4
MLE 9.1 · 10−5 8.2 · 10−5 8.1 · 10−5 8.5 · 10−5
MLE HLS 1.8 · 10−4 1.6 · 10−4 1.5 · 10−4 1.6 · 10−4
because the digitalization provokes situations where the algorithm does not converge
or has more difficulties to converge.
4.6 Conclusions
The iterative algorithms (SLS, HLS, PSO and GA) require a definition of the initial
parameters which can affect to the solution accuracy and in the computational time.
Furthermore, PSO and GA include random variables which can provoke more uncer-
tainty in the repeatability of the results. This situation provokes that these algorithms
have a considerable disadvantage than the direct algorithms (HPA, Bancroft, MLE and
MLE-HLS) which report direct solutions using only the antenna position and the time
variables as inputs.
Analyzing the results presented in this chapter it can be concluded that every algo-
rithm yields different results in terms of accuracy and computational time. The location
accuracy by each algorithm, when the time variables are rounded, is poorer than under
theoretical conditions. The average computational time by each algorithm is similar
with theoretical or in digitizing error in time variables excepting HLS which is slower.
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The accuracy has been analyzed for three variables; radius, elevation angle and az-
imuth angle. These variables represents the source position in spherical coordinates.
The radius defines the distance of the source from the antenna array and the elevation
and azimuth angles define the direction of the source. Analyzing the results, the dis-
tance is the most critical variable because the radius has the largest errors. On the other
hand, the direction is calculated successfully by almost all algorithms in most of the an-
alyzed points. In general, when the pyramidal antenna arrangement is analyzed, the
radius estimation has larger errors than the square and trapezoidal ones. Conversely,
the elevation and azimuth angle calculation have smaller errors for the pyramid ar-
rangement.
The proposed MLE-HLS algorithm yields the best results. This algorithm uses the
OF based in HLS, Equation (4.16), applied in PSO, to evaluate the fitness of the solu-
tions. In PSO the search is in the 3D space where there are infinite solutions. The main
idea of the combined algorithm is to evaluate two points uniquely, the outputs of the
MLE algorithm, instead of all the solutions space. Since these points have high prob-
ability to be the actual position, the search is more efficient and more effective as it is
shown in the presented results.
The MLE-HLS locations are almost exact under theoretical conditions but in digi-
tizing error in time conditions the accuracy decreases. When introducing a digitizing
error in the time variables, the MLE-HLS accuracy is approximately the same as with
PSO. Analyzing the radius, MLE-HLS locates 49.9 % of the analyzed points with less
error than 20 cm and PSO 49.2 %. Analyzing the elevation angle MLE-HLS calculates
93.8 % with an error lower than 1◦ and PSO 93.6 %. In the case of the azimuth angle
the percentages are 97.6 % for MLE-HLS and 97.1 % for PSO. From these results, the
accuracy of these algorithms with digitizing error in time variables is almost the same.
The direction is estimated properly in most of the cases studied, around 93 %. On the
other hand, the distance is poor; estimated in 50 % of the analyzed points.
The computational time for the iterative algorithms (SLS, HLS, PSO and GA) is
longer than the direct algorithms (HPA, Bancroft, MLE and MLE-HLS), Table 4.5 and
Table 4.9. Comparing the computational time in average of the most accurate algo-
rithms, PSO and MLE-HLS, it can be seen that PSO with 3.3 ·10−2 s in average is slower
than MLE-HLS with 1.6 · 10−4 s.
4.7 HPA detailed full formulation
The formulation of the HPA algorithm, presented in Subsection 4.3.2.1, is detailed
in this appendix. Initially the distance, Di, from the source to the antenna i, Equation
(3.2), is defined for four antennas.
This algorithm takes four pairs of antennas to define four independent equations
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to solve the unknown variables (xs, ys, zs). Those equations, Equations (4.17), are pre-




(x1 − xs)2 + (y1 − ys)2 + (z1 − zs)2
−
√




(x1 − xs)2 + (y1 − ys)2 + (z1 − zs)2
−
√




(x3 − xs)2 + (y3 − ys)2 + (z3 − zs)2
−
√




(x3 − xs)2 + (y3 − ys)2 + (z3 − zs)2
−
√
(x4 − xs)2 + (y4 − ys)2 + (z4 − zs)2
(4.36)




(x1 − xs)2 + (y1 − ys)2 + (z1 − zs)2
= −
√




(x1 − xs)2 + (y1 − ys)2 + (z1 − zs)2
= −
√




(x3 − xs)2 + (y3 − ys)2 + (z3 − zs)2
= −
√




(x3 − xs)2 + (y3 − ys)2 + (z3 − zs)2
= −
√
(x4 − xs)2 + (y4 − ys)2 + (z4 − zs)2
(4.40)
Squaring both sides of the equality and substituting Equation (3.2) by the squared roots
the following set of the Equations (4.41-4.44) are produced.
D212 − 2D12D1 + (x1 − xs)2 + (y1 − ys)2
+ (z1 − zs)2 = (x2 − xs)2 + (y2 − ys)2 + (z2 − zs)2
(4.41)
D213 − 2D13D1 + (x1 − xs)2 + (y1 − ys)2
+ (z1 − zs)2 = (x3 − xs)2 + (y3 − ys)2 + (z3 − zs)2
(4.42)
D232 − 2D32D3 + (x3 − xs)2 + (y3 − ys)2
+ (z3 − zs)2 = (x2 − xs)2 + (y2 − ys)2 + (z2 − zs)2
(4.43)
D234 − 2D34D3 + (x3 − xs)2 + (y3 − ys)2
+ (z3 − zs)2 = (x4 − xs)2 + (y4 − ys)2 + (z4 − zs)2
(4.44)
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Operating the squared terms modifies the previous equations in the Equations (4.45-
4.48).
D212 − 2D12D1 + x21 − 2x1xs + x2s + y21 − 2y1ys + y2s + z21 − 2z21zs + z2s =
x22 − 2x2xs + x2s + y22 − 2y2ys + y2s + z22 − 2z2zs + z2s
(4.45)
D213 − 2D13D1 + x21 − 2x1xs + x2s + y21 − 2y1ys + y2s + z21 − 2z21zs + z2s =
x23 − 2x3xs + x2s + y23 − 2y3ys + y2s + z23 − 2z3zs + z2s
(4.46)
D232 − 2D32D3 + x23 − 2x3xs + x2s + y23 − 2y3ys + y2s + z23 − 2z23zs + z2s =
x22 − 2x2xs + x2s + y22 − 2y2ys + y2s + z22 − 2z2zs + z2s
(4.47)
D234 − 2D34D3 + x23 − 2x3xs + x2s + y23 − 2y3ys + y2s + z23 − 2z23zs + z2s =
x24 − 2x4xs + x2s + y24 − 2y4ys + y2s + z24 − 2z4zs + z2s
(4.48)
Eliminating the terms in both sides of the equation x2s, y2s and z2s , reduces the previous
Equations to (4.49-4.52).
D212 − 2D12D1 + x21 − 2x1xs + y21 − 2y1ys + z21 − 2z21zs =
x22 − 2x2xs + y22 − 2y2ys + z22 − 2z2zs
(4.49)
D213 − 2D13D1 + x21 − 2x1xs + y21 − 2y1ys + z21 − 2z21zs =
x23 − 2x3xs + y23 − 2y3ys + z23 − 2z3zs
(4.50)
D232 − 2D32D3 + x23 − 2x3xs + y23 − 2y3ys + z23 − 2z23zs =
x22 − 2x2xs + y22 − 2y2ys + z22 − 2z2zs
(4.51)
D234 − 2D34D3 + x23 − 2x3xs + y23 − 2y3ys + z23 − 2z23zs =
x24 − 2x4xs + y24 − 2y4ys + z24 − 2z4zs
(4.52)
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3 − x22 + y23 − y22 + z23 − z22
+ 2x2xs − 2x3xs + 2y2ys − 2y3ys + 2z2zs − 2z3zs
) (4.55)







3 − x24 + y23 − y24 + z23 − z24
+ 2x4xs − 2x3xs + 2y4ys − 2y3ys + 2z4zs − 2z3zs
) (4.56)
To reduce the number of terms in the set of Equations, the variables (xj−xi) for xji,


































4 − x23 + y24 − y23 + z24 − z23 + 2x34xs + 2y34ys + 2z34zs
)
(4.60)
The initial Equations (4.33-4.36) are now in an appropriate form: Equations (4.57-
4.60) to define a plane Equation. To reach it, Equations (4.57 and 4.58) are equated to
obtain Equations (4.61). Through the intermediate step shown in Equation (4.62), the





























1 − x23 + y21 − y23 + z21 − z23
)
= D12 (x31xs + y31ys + z31zs)−D13 (x21xs + y21ys + z21zs)
(4.62)














1 − x23 + y21 − y23 + z21 − z23
) (4.63)
The plane equation defined by Equation (4.63) is now in the desired form ys =





















1 − x23 + y21 − y23 + z21 − z23
)
2(D12y31 −D13y21) (4.66)
In the same way, equating Equations (4.59 and 4.60) creates another plane Equation




















3 − x24 + y23 − y24 + z23 − z24
)
2(D32y43 −D34y23) (4.69)
Equating both plane equations ys = Axs +Bzs +C and ys = Dxs +Ezs + F generates
a linear Equation for xs as a function of zs .
Axs +Bzs + C = Dxs + Ezs + F (4.70)




A−D and H =
F − C
A−D (4.72)
Replacing Equation (4.71) back into ys = Dxs +Ezs + F yields a linear Equation for ys
as a function of zs.
ys = A(Gzs +H) +Bzs + C (4.73)
ys = Izs + J (4.74)
where
I = AG+B and J = AH + C (4.75)




(x1 − (Gzs +H))2 + (y1 − (Izs + J))2 + (z1 − zs)2 =(
D213 + x
2
1 − x23 + y21 − y23 + z21 − z23
+ 2x31(Gzs +H) + 2y31(Izs + J) + 2z31zs
) (4.76)
2D13
√√√√ (G2z2s − 2Gzs(x1 −H) + (x1 −H)2)
+ (I2z2s − 2Izs(y1 − J) + (y1 − J)2) + (z2s + 2zsz1 + z21)
= Lzs +K (4.77)
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where
K = D213 + x
2
1 − x23 + y21 − y23 + z21 − z23 + 2x31H + 2y31J (4.78)
and






s − 2Gzs(x1 −H)− 2Izs(y1 − J)
− 2z1zs + (x1 −H)2 + (y1 − J)2 + z21
)




2 + I2 + 1)z2s − 8D213(G(x1 −H) + I(y1 − J) + z1)zs
+ 4D213((x1 −H)2 + (y1 − J)2 + z21) = L2z2s + 2KLzs +K2
(4.81)
To obtain zs, Equation (4.81) is reorganized into a binomial Equation.
Mz2s −Nzs +O = 0 (4.82)
where
M = 4D213(G
2 + I2 + 1)− L2 (4.83)
and
N = 8D213(G(x1 −H) + I(y1 − J) + z1) + 2LK (4.84)
and
O = 4D213((x1 −H)2 + (y1 − J)2 + z21) +K2 (4.85)












Finally, to define the source coordinates, zs can be substituted in both Equations (4.71)
and (4.74) to solve for the coordinates xs and ys.
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5.1 Abstract
The localization of emitters in the space can be done through the algorithms shown
in Chapter 4. These algorithms require as inputs the position of the four antennas or
sensors and the time variables of the electromagnetic pulses between antennas calcu-
lated with the algorithms explained in Chapter 3.
Small errors in the time variables estimation can lead to great displacements of the
calculated position of the source. This chapter demonstrates that the antenna layout af-
fects in localization of the source when this is done in the presence of systematic errors
in the time variables. This demonstration is undertaken by simulation and experimen-
tal measurements in 2D and 3D. The localization algorithm used is PSO based on HLS,
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the time variable used by this algorithm is the TDoA and in the experimental study,
this variable is calculated with the Hinkley algorithm.
5.2 Introduction
In this chapter, both publications “Antenna Deployment for the Localization of Par-
tial Discharges in Open-Air Substations” and "Spatial study of the uncertainties in the
localization of partial discharges for different antenna layouts" are joined. Their full
citation are detailed in Subsection 7.3.1 in item 2 and in Subsection 7.3.2 in item 8 re-
spectively.
As mentioned in the previous chapters of the thesis, the location of a device, equip-
ment or source is a well known issue in the literature [1] and it is typically based on
a set of reference antennas receiving a signal or signals from where information can
be extracted for location purposes. There are many works devoted to the localization
of emitters as the localization of PD inside transformers and gas-insulated switchgear
(GIS) substations based on TDoA. In most cases, the source is surrounded by antennas,
so the location is straightforward and the accuracy is excellent. The difficulties appear
when the source is outside the volume created by the four antennas; then, the uncer-
tainty in the possible solutions is notably higher which is specially important when
localizing PD sources in open-air substations. A simple example of the TDoA values
with two antennas is represented in Figure 5.1. The lines represent the positions in
(x, y) which have the same TDoA, for the sake of clarity, it is converted to meters, mul-
tiplying by the speed propagation, c. The plotted lines are discrete steps of 0.1 meters.
In this Figure, it can be seen how in the region between the antennas, the lines are more
compact and on the other hand, in positions far from the antennas the lines are more
separated. For example, when the source is placed in the line y = 0 m and x ≥ 0.5 m
or x ≤ −0.5 m the TDoA is the same 1 or -1, respectively and there is not resolution
in x. On the other hand, when |x| < 0.5, there is high resolution in the TDoA and x
can be defined. Therefore, the reason for the mismatch on performance given by the
position of the emitter with respect to the antenna array is intrinsic to the hyperbolic
solution that provides the TDoA. This fact provokes less dispersion in the hyperbolas
when the source is inside of the region defined by the antennas than when the source
is outside. This is demonstrated in Figure 5.2, where the theoretical tij and the devia-
tion of ±1 samples from tij due to possible errors multiplied by c is represented. The
sampling frequency used in this Chapter is 5 GS/s and corresponds to a sampling time
of 200 ps, so, one sample corresponds to 6 cm in distance. For each color the central
line represents the theoretical value and the external lines represents the deviation of
±1 sample, the theoretical tij always crosses the source position. Figure 5.2 shows that,
when the source is surrounded by antennas, the grey area defined by the hyperbolas




























































Figure 5.1: Hyperbolic lines represented in the XY plane defined by the
TDoA between two antennas (black triangles) multiplied by the speed
propagation, c. The t12 · c are discrete in steps of 0.1 meters.
which representing the deviation of ± 1 sample is smaller than when the source is out
of the antennas layout.
The effect of the relative position of the receivers and the emitter is mentioned in
an interesting paper by Moore et al. that studies the location performance of two an-
tennas configurations forming a square and a pyramidal determining that the first one
is the best option, [2]. There is also a mathematical study in [3] that concludes with
some evident hints about how to place the antennas and test them in a square layout.
Again, the square configuration is used in [4] and [5]. The authors in [5] included also
a trapezoidal layout and tested the antenna deployments in a 400 kV substation ob-
taining experimental measurements of the statistical error. However, the sources were
included inside the polygon of the antenna layout so their analysis is different from
what the study presented in this Chapter.
In this work, several antenna layouts are compared forcing the PD source to be
outside the polygon defined by the array. In 2D localization both realistic modelling of
different antenna deployments that takes into account errors in the measurement of the
TDoA and by experimental measurements are shown. The trapezoidal array improves
the performance of a squared deployment, having better accuracy and less dispersion
than other configurations. Since the simulations in 2D localization are validated with
experimental measurements, the analysis in 3D localization is only undertaken by sim-
ulation due the complexity and quantity of the experimental measurements required.
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(a) Source inside the antennas layout (b) Source outside the antennas layout
Figure 5.2: Representation of the hyperbolas for each pair of antennas of
the theoretical TDoA± 1 in samples.
5.3 Finding the RF source
The target is to locate the source position and it is done through PSO algorithm ex-
plained in Subsection 4.3.1.4. The inputs of the PSO algorithm are the antenna positions
and the TDoA of the emission between antennas. The exactness in the determination
of the TDoA is key to have an accurate position of the source, small variations in this
variable can induce large misplacement, [2]. Chapter 3 shows an extensive analysis of
algorithms to calculate the TDoA variables, the estimations undertaken in the experi-
mental study of this chapter are done with Hinkley algorithm.
There are multiple factors that can lead to uncertainties or even errors in the TDoA.
For example, the uncertainties produced by the intrinsically digital nature of the sam-
pled signal and the system sampling rate, lead to a region in space inside which it
would be impossible to locate the PD; while errors in the TDoA lead to wrong posi-
tioning. These factors have different origins that are classified in this thesis into three
categories: due to the nature of the signal, due to the position of the antennas and due
to the measuring procedure.
5.3.1 Uncertainties and errors in the TDoA due to the nature of the signal
To obtain the TDoA, it is necessary to extract information from the signals received
in each antenna, i.e. we should be able, in the case of a PD, to identify the onset of
the pulse. There are several aspects of the nature of the PD waveform that may affect
negatively to this identification such as the rise slope of the PD wavefront, the presence
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of noise and interferences in the propagation bandwidth and the propagation through
multipaths.
In the absence of noise or any other perturbations, the sharpest rise slope a PD
presents, the more precise will be to determine the onset of the pulse. The waveform of
a PD depends on the type of insulation where it happens. The signal emitted by corona
or surface PD, where the insulation interfaces are air or air-dielectric, will be different
from PD inside the solid or liquid insulation because the wave has to pass through the
dielectric before traveling through air to the detectors. Also, weather conditions such
as temperature, humidity and pressure affect to PD inception voltages and hence the
pulsed signal emitted during the discharge. Additionally, PD are intrinsically random
signals, and therefore they need to be modeled as stochastic processes. The randomness
comes from the fact that the charge involved in the discharge and the path followed by
the electron avalanche change in every event [6]. For this reason, this phenomenon
cannot be analyzed using only one PD event and the signal received in the antennas
will not always have the same rise time or wavefront type.
In most propagation scenarios, and specifically for measurements in open-air sub-
stations, the PD pulse is contaminated by interferences in all RF spectrum such as FM
radio, television broadcasting, mobile communications, WiFi, lighting, commutations,
sparking and arcing. All these noise sources can ultimately degrade the SNR hinder-
ing the process of finding the onset of the pulse. These uncertainties in picking the
initial time will add an error to the measurement of the TDoA. There are well-known
algorithms to find the onset of a pulse such as cross correlation with or without prepro-
cessor, first introduced in [7]; the detection of steep changes in the cumulative energy
of the time signal [8]; or the modification of this method including a negative trend, [9,
10]; the AIC based on autoregressive processes; and, energy-based methods using high
order statistics such as kurtosis and skewness, [11]. A benchmark of these algorithms
can be found in Chapter 3, where how the depending on the algorithm used, in the
TDoA calculus can differ from one algorithm to another.
Finally, the last significant source of uncertainty and errors is the lack of line-of-
sight or the presence of obstacles that produce reflections in the signal. These reflec-
tions jeopardize the measurement of the ToF in Equation (3.1) given the fact that this
formula assumes that the propagation is in free space. Then, if there are metallic struc-
tures between the source and the antenna, the signal received would be distorted, the
wavefront rise-time would not be as fast as it should be and the effect of multipath
reflections could hinder the obtention of the TDoA.
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5.3.2 Errors in the TDoA due to the geometry and radiation characteristics
of the antennas
Setting a reference system to place the antennas is essential to know the location of
the source. The position of the antennas has to be measured carefully because small
errors in the order of a few centimeters will be translated to a large dispersion in the
results. Choosing an appropriate layout can reduce the uncertainty dramatically as
demonstrated in the next sections.
Moreover, the antennas are not dimensionally negligible, so it is necessary to know
their radiometric characteristics to place them correctly in a single point in space.
The radiation pattern of the antenna plays an important role in the localization pro-
cess even when the antennas are omnidirectional. If the source is located below the
ground plane of the antenna, the rise time of the received signal will be slower so all
TDoA involving that antenna would be inducing an error to the measurement.
5.3.3 Uncertainties and errors in the TDoA due to measuring process
It should be borne in mind that the measurement of the TDoA underlays a digital
processing of the PD signal that includes sampling. Taking into account that PD can
have rise times well below hundreds of picoseconds, the signals have to be acquired
with high-speed oscilloscopes or digitizers. Still in this scenario, the sampling time may
eventually prompt uncertainty: there will be a region in space given by the sampling
time Ts where we will be unable to determine the position of the source. The sampling
frequency used in this Chapter is 5 GS/s, which corresponds to a sampling time of 200
ps as explained before. Differences in the TDoA below this time resolution will not be
detected. Considering that the speed of propagation is the speed of light, the resolution
in distance is 6 cm.
An additional error source in the detection of the signal onset may be present if
the relation between the PD waveform bandwidth and the sampling frequency is not
adequate. Digitalization implies missing information of the signal evolution between
samples, which could be relevant if the sampling frequency is too low. As an example,
we may be unable to pick the initial time if there is a significant change in the signal
waveform between two consecutive samples.
It may be possible to mitigate artificially these shortcomings increasing the resolu-
tion with cubic splines interpolation, [2, 12], though the number of points introduced
in the interpolation is limited.
Additionally, systematic errors in the digitizing process together with the uncer-
tainty of the instrumentation, coaxial cable lengths and differences in the antennas
properties can also modify the value of the TDoA.
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Figure 5.3: Possible TDoA combinations when the errors are introduced.
5.4 Antenna deployment, simulations and sensitivity to mea-
surement errors in 2D localization
In this section, different antenna deployments are analyzed and each geometry per-
formance is studied by simulation. It is assumed that there is a strong line-of-sight and
that reflections are attenuated and delayed in such a way that they do not interfere
in free-space assumption and all other error sources will be will be encompassed in a
single error parameter given by the sampling time of the PD signal. Under these cir-
cumstances, the results will show that choosing an appropriate layout can reduce the
uncertainty in the location of the source due to errors in the TDoA.
Finding analytically the sensitivity to the different measurement error sources in the
TDoA applied to equation (4.16) to obtain all possible deviations in the source position
is a difficult task. Moreover, though the source can be located with only three equations,
there is a total of six TDoA that can be involved in the solution of the non-linear system.
The proposed approach assumes an error of one time sample, |ij | = Ts, sequentially in
all six TDoA. Then, there would three possible states for every TDoA: tij − ij , tij , and
tij + ij giving a total of 36 = 729 possible solutions, see Figure 5.3. All possible errors
in the range ±ij are not repeated and they explore all the locations of the source.
A common assumption when dealing with noise and errors is to assume that smaller
errors are the most likely, a straightforward example of that is the Gaussian distribu-
tion, thus larger errors are not considered avoiding also the cluster of positions to be
too vast and set far from the actual location losing it practical applicability.
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(a) Square array
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(b) Star array (c) Trapezoidal array
Figure 5.4: Three scenarios to test the performance of the antenna arrays.
The radii of the circumferences are 1.5 m and 5.5 m.
Therefore, Equation (4.16) would be changed to Equation (5.1):






t′ij · c− ‖Pi − Pˆs‖+ ‖Pj − Pˆs‖
)2
(5.1)
where t′ij is the tij including the error ±ij and Pˆs = (xˆs, yˆs, zˆs) is the position of the
source with the error in the TDoA. The distance differences have been squared to con-
sider only positive values in the OF . Equation (5.1) would be 0 for the correct esti-
mation of Pˆs. Notice that in 2D localization, the z component is set to zero for every
antenna and the emitter.
The behavior of three different antenna deployments are tested for positions of the
source on the circumferences around the antennas, see Figure 5.4. All formations are
balanced so none of them is favoured in terms of their relative position to the source.
This is ensured by keeping the area of the array constant to one square meter. In the
case of the pyramidal arrangement, there is an antenna in the center that has also to be
considered, so the total area is the area of the external equilateral triangle plus the areas
of the three isosceles triangles formed by the perimetrical antennas and the central one.
In all scenarios the PSO algorithm is run every 10◦ along the circumferences to
obtain all possible solutions when there is an error of ±ij in the TDoA. Then, the
solutions are analyzed statistically calculating the distance of the mean value in each
of the coordinates to the actual position of the source as a measure of the uncertainty
in the localization; and the mean value of the distances of all possible solutions to the
actual position, as a measure of the dispersion of the data. These parameters would
determine whether there is a configuration that stands out from others in finding the
source with higher accuracy and less dispersion due to errors in the measurement of
the TDoA. All antennas are in the same plane because in this section the localization is
in 2D, so the component z is neglected and the results are focused on the plane XY . To
have an adequate resolution in the Z axis, at least one of the antennas should be placed
in a different plane as shown Section 5.6.
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Figure 5.5: Simulation results for the three antenna layouts and the
source located in circumferences with radii of 1.5 and 5.5 cm. The first
column are the average dispersion of the solutions and the second col-
umn are the uncertainties of the average of the solutions. The layout in
square is represented in blue, the pyramidal in red and the trapezoid in
green.
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Figure 5.5 shows the simulation results for dispersion and uncertainty measured in
meters of all possible positions of the source when it is actually placed at 1.5 m and
5.5 m from the center of the layout. These polar plots are very helpful to find the di-
rections in which the antennas have the best performance. The red line corresponds
to the pyramidal formation. The preferable relative positions of the source in terms of
dispersion of the results are 60◦, 180◦ and 300◦, plot 5.5 (a). This means that, when the
TDoA have errors of±ij samples, all possible positions of the source are less scattered
in those angles. Additionally, plot 5.5 (b) shows the uncertainty as the mean of all pos-
sible positions with respect to the actual position of the source. The best performance
of the pyramidal formation is again in the same directions as in the dispersion plot plus
0◦, 120◦ and 240◦. When the distance is increased to 5.5 m, the measure of the scatter
tends to be uniform in all directions, plot 5.5 (c).
The blue line corresponds to the square array. In general, the performance of this
formation is much better than the pyramidal’s as long as the directions around 0◦, 90◦,
180◦ and 270◦ are avoided. This would mean that if the PD source is bearing for those
angles, the square array would have problems in finding its position accurately and the
possible positions would be scattered along those directions. Notice that the accuracy
in finding the position of the source is very sharp between 15◦ and 75◦ and repeated in
the rest of the quadrants, Figure 5.5 (b). When the source is located at 5.5 m, the arc of
sharp accuracy is slightly extended, plot 5.5 (d).
Finally, the green plot corresponds to the trapezoidal arrangement. The scattering
with the source at 1.5 m is similar to the formation in square in quadrants 1 and 4
and the performance is better from 120◦ to 240◦ in the second and third quadrants.
There are two narrow circular sectors, though, where the square beats the trapezoid,
[90◦, 120◦] and [240◦, 270◦]. For longer distances, the behavior of the trapezoidal array
is noticeable better when the parallel sides of the formation are perpendicular to the
source position. However, the advantages of the trapezoid are better appreciated in
the accuracy of the detection of the source. The differences between the actual position
of the source and the average of the possible positions in the simulation is lower than
10 % (15 cm or 55 cm depending on the distance) for almost any bearing. Only for a
narrow sector in [90◦, 100◦] and [260◦, 270◦], are the deviations important and similar
to those of the pyramidal configuration, though still better than the squared one. A
similar behaviour is observed when the source is located 5.5 m away.
5.5 Experimental study in 2D localization
The three antenna array layouts were tested in a laboratory, Figure 5.6. The anten-
nas were monopoles 10 cm long which are omnidirectional and have good response in
the range of frequencies where PDs emit [13]. All coaxial cables have the same length
and are connected to an oscilloscope with four channels.
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Figure 5.6: Antennal layout in the Laboratorio de Investigación y En-
sayos en Alta Tensión (LINEALT) HV laboratory.
The PD source is created using a 25 kV HV cable connected to a voltage-controlled
transformer. A copper wire is bent to form a ring around the HV cable and then, con-
nected to ground. The resulting test object will have a high electric field divergence in
that loop that will be able to create surface PD, [12].
All measurements consist of a set of 500 PDs. One of the key aspects to have an
accurate TDoA is the choosing of an automatic picker to determine the onsets of the
pulses and, with them, the time differences. In this Chapter, the TDoA are calculated
using the cumulative energy method with negative trend or Hinkley criterion that has
been proved to give accurate results, [12]. The TDoA are calculated for all the acquired
signals to give a total of 500 sets of six TDoA. The location of the source is now esti-
mated with the mode or the most repeated set of TDoA. It should be noted that we used
the average position of all solutions in the simulation results for two reasons: any set of
six TDoA can happen only once so the mode would not exist and the actual position of
the source is known, so it is possible to calculate the exact deviation of all solutions with
respect to the correct one through the average. Now, there are certain sets of TDoA that
never happen due to imperfections in the antennas, the metallic holders that support
the antennas and the metallic surfaces that surround the setup. This is translated into
a distribution of frequencies of occurrence of the sets of TDoA that is not uniform as in
the case of the simulation. Consequently, the mode is preferred to the average in a real
experiment. As done in the simulation, all signals having a difference greater than±ij
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Figure 5.7: Simulated and experimental results for the squared (left) and
trapezoidal (right) deployments.
referred to the mode are discarded. This is done to emulate the results presented in the
previous section. The remaining sets of TDoA are used to locate the source minimizing
Equation (5.1) using PSO.
Considering that the pyramidal array had a poor simulated performance, the exper-
imental measurements were taken only for the formations in square and trapezoid. The
PD source was placed in selected points on a semi-circumference around the antennas
and the radius was set to 1.5 m due to room constraints in the laboratory. The results
are shown in Figure 5.7 where the magenta line represents the positions of the source.
The grey points are the outcome of the simulations when the TDoAs have errors of one
sample; the points with colors ranging from dark blue to dark red correspond to the
solutions given by the PSO for the TDoAs calculated from actual pulses. Dark blue
points means that the concentration of solutions is low whereas dark red ones means
that there are many solutions in that area, so the source would very likely be there.
The triangles mark the mode of all experimental solutions which would be where the
source is located based on those measurements.
Some conclusions can be drawn from Figure 5.7. First, all points obtained experi-
mentally fall inside the cluster defined by the analysis done in Section 5.4 though they
do not cover all possible solutions of the simulation. As explained before, this means
that the deviations of the TDoA in the experimental measurements are not uniformly
distributed and there are sets of TDoA that are repeated more than others. Second, the
size of the clusters of the experimental outcome is noticeable smaller in the trapezoidal
than in the square in all directions except in the interval [90◦, 120◦] as expected from the
simulations. This favors the use of this type of configuration because the position of the
source is found with less uncertainty. Third, the accuracy of the trapezoidal formation
given by the position triangles in Figure 5.7 is again better than in the square except in
0◦ and 90◦. This was expected in the latter direction, 90◦, as predicted by the simula-
tions but in the bearing for 0◦ the trapezoidal should have placed the source in its exact
point as suggested the green plot in Figure 5.5 (b). This can be explained examining
in detail the possible solutions for this bearing: there are two clusters, one of them has
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Table 5.1: Coordinates of the antennas positions for each layout in me-
ters.
(m) Antenna 1 Antenna 2 Antenna 3 Antenna 4
Square
x -1.00 -1.00 1.00 1.00
y -1.00 1.00 -1.00 1.00












y -1.00 1.00 0.00 0.00
z −1 −1 −1 1
Cartesian
x -1.00 -1.00 1.00 -1.00
y -1.00 1.00 1.00 1.00
z -1.00 -1.00 -1.00 1.00
Trapezoidal
x 0.66 -0.66 -0.66 0.66
y -2.00 -1.00 1.00 2.00
z -1.00 -1.00 1.00 -1.00
more probability of occurring so the mode (triangle) is placed on it. The other cluster
in 0◦, in blue colors, contains the correct set of TDoA of the real position of the source
but, unfortunately, the PSO algorithm favors the wrong location.
5.6 Antenna deployment and simulations in 3D localization
As commented in the introduction, the presented simulations consider that the po-
sition of the source of PD is not known a priori, so the array of antennas is deployed in
a certain region inside the substation and the source can fall outside the area defined
by the antennas. This is the most adverse case because, if the source is inside that area,
the accuracy in the localization is dramatically increased. A particular example of the
simulation would be localizing PD sources inside transformers where the antennas can
be placed at the vertices of the tank ensuring that the source is inside the array and its
position is easier to find. Though the simulation could also consider this case, the most
relevant situation is when the antennas do not surround the source.
The configurations of antenna arrangements tested in the simulations are shown in
Figure 5.8. In the square arrangement (a), the antennas are placed in the vertices of
a square and one of the antennas is elevated from the plane to have better resolution
in the vertical axis. The layout in (b) has the antennas in a triangular pyramid so the
behaviour is symmetric in four directions. The configuration in (c) has the antennas in
the axis that define a cartesian coordinate system in 3D with the idea of having the best
accuracy in the octant defined by the positive X and Z axes and the negative Y axis.
Finally, the trapezoidal configuration is displayed in (d), in this layout the distribution
of the antennas seems a paraboloid arrange trying to improve the exactness in the lo-
calization in some directions scarifying others less interesting. The detailed position of
the antennas in each layout is shown in Table 5.1.
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(a) Square (b) Pyramid
(c) Cartesian (d) Trapezoidal
Figure 5.8: Antenna configurations. (a) The antennas are in the vertices
of a square and one of them has been elevated. (b) The antennas are
placed at the vertices of a triangular pyramid. (c) The antennas are in the
axes of a cartesian coordinate system in 3D. (d) The antennas are placed
in a trapezoid isosceles in the XY plane with one antenna in different z.
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For these configurations, the simulation will determine the accuracy in the calcu-
lation of the position of the source in all spatial directions introducing errors in the
TDoA. All these possible errors will be encompassed in a maximum time error equal to
the system sampling time Ts, which in the simulations is 200 picoseconds. As there are
four antennas, there will be six TDoA available, and for each of them, three possible
values will be added to the TDoA during the simulation: 0 (no error), and  = ±Ts.
The actual position of the source will be placed at 10 m from the origin of coordinates
creating a sphere around the configurations of antennas so all azimuth, ϕ, and eleva-
tion, θ′, angles will be covered. Starting from ϕ = 0◦ and θ′ = 0◦, the increment in
azimuth is every 20◦ and the increment in elevation is every 10◦. Selecting a distance of
10 m would cover a large area inside a substation and ensures that the signal arriving
to the antennas has a SNR sufficiently high to allow a clear detection of the signal. The
six TDoA are calculated from the antennas to all the possible positions of the source
and then modified according the error . Then, a localization algorithm based on PSO
is run to minimize Equation (5.1) and to obtain the positions of the source when the
TDoA have uncertainties. This results in a cloud of points for every position consid-
ered in the sphere. The expected location of the source, ¯ˆPs, is determined as the mean
of all possible values, and the uncertainty is the distance between the actual position to
the expected position ek = ‖Ps − ¯ˆPs‖, where k denotes the position in the sphere for
angles ϕk and θ′k.
A summary of the simulation process would be:
1. Start with one of the four possible configurations of antennas.
2. Place the source at 10 m from the center of the array and set the azimuth and
elevation angles, ϕk = 0◦ and θ′k = −90◦, respectively.
3. Calculate all six theoretical TDoA for the position of the source and modify them
with an error  = ± Ts to consider all possible inaccuracies.
4. Use the modified TDoA in the PSO algorithm to calculate the erroneous positions
of the source due to the inaccuracies in the measurement of those TDoA.
5. Calculate the mean point of the cloud of possible solutions and the distance, ek,
from that point to the actual position of the source.
6. Plot ek in a sphere in the position determined by angles ϕk and θ′k in a colormap
scale code representing accuracy.
7. Repeat the process increasing k and increasing the elevation in 20◦, ϕk+1 = ϕk +
20◦
8. If ϕk+1 ≤ 360◦ set θ′k+1 = θ′k and go to step 3. Otherwise, set ϕk+1 = 0◦ and
increase the azimuth angle in 10◦ θ′k+1 = θ
′
k + 10
◦ and go to step 3.
9. Repeat the process for another configuration of antennas.
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(a) XY view (b) XZ view (c) YZ view
Figure 5.9: Example of the cloud of points obtained when the source
is placed at r = 10 m, ϕ = −40◦ and θ′ = 10◦ and the TDoA have
uncertainties.
5.7 Sensitivity to measurement errors in 3D localization
Figure 5.9 is an example of the possible solutions obtained when the actual position
of the source is placed at r = 10 m, ϕ = −40◦ and θ′ = 10◦ and the TDoA are modified
with the uncertainty . The arrangement of the antennas is the square configuration
defined in Figure 5.8. The three plots are the views in three different planes XY , XZ
and Y Z, to help in the comprehension of the spatial distribution of the antennas and
solutions. The correct position of the source, Ps, is marked with with a circle () and
the mean of all possible solutions, ¯ˆPs, with an inverted triangle (5). The results show
that the error in the Z axis is small while the errors in X and Y are approximately
2.5 m which are fairly high. Therefore, when the source of PD is in that direction, the
accuracy will be low and the position might be misplaced so it should be avoided.
Another interesting result derived from plot 5.9 (a) is that the cloud of points is clearly
distributed along the line defined by any pair of antennas.
The total error, close to 3.6 m, is annotated in ek for that direction. The process is
repeated for all the points defined in the sphere as explained in Section 5.6 to obtain
18 directions in azimuth and 19 in elevation to yield a total of 342. A color graduation
is defined as a function of the minimum and maximum values of ek and that color is
represented in a sphere with radius 10 m in the corresponding direction. The simulated
results for every antenna layout are shown in Figure 5.10, Figure 5.11, Figure 5.12 and
Figure 5.13 for the XY, XZ, YZ and 3D from ϕ = −45◦ and θ′ = 45◦ points of view
respectively. In these figures, the results have been interpolated to have a smoother
surface. The interpolation is done including 10 points with cubic-splines so the final
resolution in azimuth would be 2◦ and 1◦ in elevation.
The four figures 5.10, 5.11, 5.12 and 5.13 have eight subfigures, the rows correspond
to the different antenna layouts studied. The left column represent the uncertainty
diagram for every antenna layout and the right column represent the antenna positions
for each left diagram from the defined point of view. In the right figures, the ratio
between the antennas position and the sphere is in a.u. to show clearly the antennas
location and to identify the preferred direction of every layout.
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(a) Square uncertanity zenithal view (b) Square layout zenithal view
(c) Pyramid uncertanity zenithal view (d) Pyram. layout zenithal view
(e) Cartesian uncertanity zenithal view (f) Cartes. layout zenithal view
(g) Trapez. uncertanity zenithal view (h) Trapez. layout zenithal view
Figure 5.10: Uncertainties at a distance of 10 m from the source for all an-
tennas layout from the zenithal point of view. In each row are shown the
spheres which represents the uncertainty (left) and the antennas layout
with the same point of view (right).
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(a) Square uncertanity XZ view (m)
&
(b) Square layout XZ view (a.u)
(c) Pyramid uncertanity XZ view (m)
&
(d) Pyram. layout XZ view (a.u)
(e) Cartesian uncertanity XZ view (m)
&
(f) Cartes. layout XZ view (a.u)
(g) Trapez. uncertanity XZ view (m)
&
(h) Trapez. layout XZ view (a.u)
Figure 5.11: Uncertainties at a distance of 10 m from the source for all
antennas layout from the XZ point of view. In each row are shown the
spheres which represents the uncertainty (left) and the antennas layout
with the same point of view (right).
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(a) Square uncertanity YZ view (m)
&
(b) Square layout YZ view (a.u)
(c) Pyramid uncertanity YZ view (m) (d) Pyram. layout YZ view (a.u)
(e) Cartesian uncertanity YZ view (m)
&
(f) Cartes. layout YZ view (a.u)
(g) Trapez. uncertanity YZ view (m) (h) Trapez. layout YZ view (a.u)
Figure 5.12: Uncertainties at a distance of 10 m from the source for all
antennas layout from the YZ point of view. In each row are shown the
spheres which represents the uncertainty (left) and the antennas layout
with the same point of view (right).
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(a) Square uncertanity 3D view (m) (b) Square layout 3D view (a.u)
(c) Pyramid uncertanity 3D view (m) (d) Pyram. layout 3D view (a.u)
(e) Cartesian uncertanity 3D view (m) (f) Cartes. layout 3D view (a.u)
(g) Trapez. uncertanity 3D view (m) (h) Trapez. layout 3D view (a.u)
Figure 5.13: Uncertainties at a distance of 10 m from the source for all
antennas layout from the 3D point of view. In each row are shown the
spheres which represents the uncertainty (left) and the antennas layout
with the same point of view (right).
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In the uncertainty diagrams, left graphs, the reddish tones mean that the uncer-
tainty ek in that direction is high whereas blueish tones represent directions with low
uncertainty. The range of uncertainties spans from 0 m to 4 m as shown in the scales
on the right of the uncertainty diagrams. Under these considerations, it is clear to
prove that the behaviour of the square, cartesian and trapezoidal arrays is very sim-
ilar, favouring some directions in which the uncertainty is very low. In fact, there is
a band at an elevation θ′ = 0◦ to θ′ = 80◦ where the blueish tones are predominant
for almost all azimuths, see Figure 5.10. In that band, in the case of the square and
cartesian configuration, azimuths around ϕ = 135◦ have warm tones. In the case of
the trapezoidal layout, azimuths around 170◦ − 190◦ have reddish regions where there
are high uncertainty. Precisely, these zones where the uncertainty is larger correspond
to the bearings defined by aligned antennas. Taking the first configuration, the pair
of antennas 2-3 in (−1, 1, 1) and (1,−1,−1) define the space diagonal of the cube in
ascending coordinates, Figure 5.10 (a). This is translated to two red zones in the sur-
face of the sphere of uncertainties, one in the south hemisphere with all components
in negative or ϕ = −45◦ and θ′ = −45◦, Figure 5.10 (a); and the other in the north
hemisphere with all components in positive or ϕ = 135◦ and θ′ = 45◦, Figure 5.11 (a).
This is also repeated in the cartesian configuration. For instance, the vertical direction
defined by the antennas 2-4 in (−1, 1,−1) and (−1, 1, 1), define a zone of uncertainty in
all bearings with azimuth ϕ = 135◦ and almost all elevations, Figure 5.10 (c). The trape-
zoidal configuration has similar behaviour than cartesian and has large uncertainties
with azimuth ϕ = 180◦ and almost all elevations, Figure 5.10 (d). The pyramidal array
of antennas is symmetric every 120◦ and this is also seen in the distribution of the un-
certainties where the blueish tones are repeated precisely for this quantity, Figure 5.10
(b).Unfortunately, in the pyramid configuration, the concentration of lines defined by
every pair of antennas is higher than in the other two cases so there are larger red zones
in which the uncertainty is elevated and the source would be difficult find. These areas
are in azimuths ϕ = 0◦, ϕ = −120◦ and ϕ = 120◦ as derived from the relative position
of the vertices of the pyramid. Additionally, there is a large uncertainty around the
north pole of the sphere because the three edges of the pyramid converge in the top
vertex. However, there is a blue zone for elevations close to 90◦ because there is not
any vertical line passing through the top vertex that passes through another antenna,
so the uncertainty there is very low.
5.8 Conclusions
Choosing an adequate layout of antennas can help in planar localization of PD
sources. The results in Section 5.4 and Section 5.5 highlight that the dispersion and spe-
cially the accuracy in the estimations of the 2D location of the PD emitter show a strong
dependence on the relative position of the source which respect to the antenna array.
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Consequently, each configuration has its own optimal orientation for the localization
of events. This Chapter also shows that the trapezoidal configuration can reduce the
dispersion of the possible solutions of the source better than other configurations such
as a square or a pyramidal. Additionally, the average value of all data in the compo-
nents x and y is also closer to the actual position of the source in most of the directions
considered. If the PD source is far from the antenna array, the performance of the trape-
zoidal configuration is also better which is very appropriate when measuring this type
of events in open air substations.
In this chapter, new graphics are presented to determine what directions are the
best to find the PD source with four antennas accurately in 3D. The uncertainties in
presence of TDoA errors are plotted on the surface of a sphere following scales of color.
The results show that the best direction is that those where the viewpoint towards the
antenna layout does not find two or more antennas in its path. Therefore, the distribu-
tion of the antennas should favour some directions, i.e. blueish tones in the uncertainty
spheres, where this constraint is fulfilled. In this sense, the most adequate layout from
the cases studies in this chapter, would be the square formation with an elevated an-
tenna followed very closely by the cartesian formation and the trapezoidal one.
When localizing PD inside a substation where the problematic asset is unknown
and cannot be surrounded, the procedure would be to deploy an array of four antennas
forming a square with one of the antennas in a different plane to have resolution in the
vertical axis. The orientation of the square plays a significant role in terms of accuracy
in the localization of the source. The array has to be rotated in such a way that the
blue regions in the uncertainty spheres are aligned with the direction in which the PD
source is suspected to be. This would minimize the uncertainty in localization due to
unavoidable errors in the TDoA. As a general consideration in the antenna layouts,
the lowest uncertainties are obtained in the bearings where the aperture of the antenna
layouts is larger.
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6.1 Abstract
As mentioned previously in the thesis, according to the antenna arrangement and
its relative position with respect the PD source, the pulsed PD emissions reach each
antenna at different time instant. The TDoA between antennas together with the an-
tennas position are the variables used to locate PD sources in space. How the errors in
TDoA are propagated in the estimation of the source position is analyzed in Chapter
5. That study is done to compare the sensitivity to errors in the TDoAof the different




Chapter 6. Montecarlo analysis of the error propagation in the antenna positioning in
the localization of PD sources
After analyzing the sensibility to errors in the TDoA, this Chapter addresses a
Montecarlo-analysis on how the systematic errors in the positioning of the antennas
are propagated in the estimated location of the PD source. This effect is analyzed over
three parameters: the direction and distance between the source and the antenna array
and the magnitude of the positioning error. In the analysis of Chapter 5 the effect of the
errors in TDoA is only analyzed considering the direction because the distance is set to
10 m. The analysis of the effect of the errors over the distance gives an idea on how the
same error provokes larger shifts in the source localization as farther it is. For the error
magnitude occurs the same, the greater error in the antenna positioning is the greater
error in the localization. This study, as the one presented in Chapter 5, is carried out
for the most widely used antenna layouts. Finally, general recommendations are sug-
gested to deploy the antennas to locate accurately PD sources through its RF emission
measurement even in the presence of errors.
6.2 Introduction
This Chapter is an adaptation of a paper pending of submission, it shows how the
errors in the antenna positioning affect in the TDoA estimation and furthermore, in the
PD source location. Even if the array is carefully deployed unknown and undesired er-
rors will affect the propagation times. The consequence is that, when the acquired data
are analyzed, the location is found to be shifted with respect the actual position. The
study of propagation of the errors in the antenna positioning throughout all the process
done in the localization is carried out by Montecarlo simulations due the complexity
to reach a theoretic solution with a mathematical analysis. The PD source location is
calculated by a combined algorithm MLE-HLS explained in Subsection 4.3.2.4, based
on the merge of two algorithms, a GPS algorithm and another based on HLS. MLE-
HLS algorithm yields similar results than PSO, presented in Subsection 4.3.1.4, but is
considerably much faster. The location is carried out in spherical coordinates to ana-
lyze the radius, elevation and azimuth of the position of the source respect the position
of the antennas. The propagated errors of these parameters are analyzed regarding
the distance and direction of the PD source to the antennas array and with respect to
the error magnitude of the antenna positioning. Some commonly used antenna layouts
(cartesian, square, pyramidal and trapezoidal) are studied and, in each case, a statistical
analysis is made to compare how the median error and the error deviation is affected
by the positioning errors.
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6.3 Location algorithm
The principle of localization is explained in Chapter 4 and Chapter 5. In this study,
four antennas are used, then, three independent TDoAs, and, therefore, three indepen-
dent non-linear equations can be obtained. An approach to find the solution of the
non-linear equations and therefore the source, is based on the OF used in the PSO
algorithm [1, 2]. The aim of these works is to find an estimation of the position Pˆs
minimizing the HLS Equation (6.1)[1].






D′ij − ‖Pi − Pˆs‖+ ‖Pj − Pˆs‖
)2
. (6.1)
where D′ij is the distance from the PD source to antenna i minus the distance from
the PD source to antenna j. These variables are calculated as the product between the
TDoAs and the speed propagation so they would consider any error introduced by an
inaccurate antennas positioning.
A Montecarlo analysis is very time-consuming because requires the evaluation of
many source positions, therefore, the time spent in the obtention of one solution is crit-
ical. PSO is certainly very accurate but it takes a long time to locate the PD source so,
to reduce the total execution time, a combined algorithm approach presented in Sub-
section 4.3.2.4 is followed. This algorithm is presented in the publication "A Combined
Algorithm Approach for PD Location Estimation Using RF Antennas", which full cita-
tion can be found in Subsection 7.3.2 in item 9. This combined algorithm is based on
the GPS algorithm MLE [3] which reports two solutions. The criterium to chose the
correct one is the solution which minimizes the HLS based Equation (6.1).
6.4 Antenna Layouts
There are a multiple possibilities to arrange the antennas and all of them affect the
sensitivity to errors in the location of the source of PD [4]. This Chapter analyzes the
same four antenna configurations as in Chapter 5 and they are shown in Figure 6.1
with exact position of each antenna for each configuration detailed in Table 6.1. The
so-named cartesian layout is a recently proposed deployment that yields goods results
[2]. The square configuration is the most widely used in other works [5, 6, 7]. The
pyramidal formation has also been used in the bibliography [8] but its outcome is not
as good as that obtained with the square configuration. The trapezoidal layout has
been also used in [4, 9].
All the configurations studied have one of the antennas allocated out of the plane
constituted by the other three antennas. This is necessary because with all antennas
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(a) cartesian (b) square
(c) pyramidal (d) trapezoidal
Figure 6.1: Antenna layouts used in the study. The antennas are repre-
sented by black dots.
located in the same plane, the position of the estimated source is undefined in the per-
pendicular direction. For instance, when antennas are placed as a square centered in
x = 0, y = 0 in the XY plane and the source is placed in any point of the line x = 0 and
y = 0, the emission will reach each antenna at the same time, rendering all TDoA to
zero, independently of the value in the perpendicular axis z. Therefore, a deployment
of the antennas in the same plane can only report planar localization estimating the po-
sition of the source as the intersection of the estimated directions in different positions
[10]. Some authors have done a successful direction location in XY plane [11, 7]; for in-
stance, Moore addresses a localization based on the estimation of the direction placing
the antenna array in different positions and defining the PD source as the intersection
of the calculated bearings but the location is also planar [11].
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Table 6.1: Antenna positions for each analyzed layout.
(m) Ant 1 Ant 2 Ant 3 Ant 4
cartesian
x -1.00 -1.00 1.00 -1.00
y -1.00 1.00 1.00 1.00
z -1.00 -1.00 -1.00 1.00
square
x -1.00 -1.00 1.00 1.00
y -1.00 1.00 1.00 -1.00



























x -0.66 -0.66 0.66 0.66
y -1.00 1.00 2.00 -2.00
z -1.00 1.00 -1.00 -1.00
6.5 Error propagation and methodology
All measurements have associated errors and, when that measurement is used in
a function to produce a result, the initial error is propagated through the function to
the final outcome. Generally, in a function g(x1, x2, ..., xN ) the theoretical propagation
error of the variables (x1, x2, ..., xN ) can be calculated through Equation (6.2) which
represents the square of the quadratic sum of the partial derivatives of the function










The problem undertaken in this study, considering the uncertainty only in the an-
tenna positioning, has twelve sources of error, one for each of the three coordinates
in everyone of the four antennas. The analytic calculation of the propagated error in
(xˆs, yˆs, zˆs) in Equation (6.1) due the positioning of the antennas is complex and needs
high computational efforts. Thus, the propagated error is evaluated and quantified
through a Montecarlo analysis.
The procedure to obtain the results shown in Section 6.6 is divided in three steps. In
the first one, a Gaussian error distribution in centimeters with zero mean and standard
deviation ε, N(0, ε2), Equation (6.3), is added to the theoretical position of the antennas
detailed in Table 6.1. The second step is the calculation of the TDoA (in seconds) be-
tween the position of the antennas with errors and the theoretical position of the source.
The third step is to estimate the position of the source using the correct position of the
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The theoretical cartesian coordinates, (xi, yi, zi), of ith antenna i = 1...4, are mod-
ified including the positioning error defined by ∆x,∆y,∆z where every ∆ follows a




i). This is repeated 500 times to have a
distribution of erroneous positions sufficiently high to have statistically reliable solu-
tions.
Figure 6.2a shows an example of the x′1 variable (in meters) which already includes
the error positioning ∆x with a standard deviation of ε = 1 cm, in the coordinate x for
antenna 1. Figure 6.2b shows the effect of the previous error in the TDoA (in nanosec-
onds) and, finally, Figure 6.2c shows the scattered points in the PD source location in
presence of the previous errors.
The outcome of using 500 not so inaccurate positions of the antennas is a widely
scattered cluster of possible positions for the source of PD.
6.6 Results and discussion
The analysis of the deviation of the shifted position of the source (xˆs, yˆs, zˆs) respect
the actual position (xs, ys, zs) is better done in spherical coordinates since it easier to
represent the error in distance and bearing from the actual source. Then, the source
position is changed to (r, θ, ϕ) and all calculated possible positions to (rˆ, θˆ, ϕˆ). The
aim is to find out how the antenna arrays behave in all space directions and different
distances in presence of antenna position uncertainties.
The first analysis is the one focused in the effect of the source direction. This anal-
ysis places the source at a fixed distance to the center of the array and in different
bearings changing the elevation angle θ from −90◦ to 90◦ and the azimuth ϕ from 0◦
to 360◦ both of them in steps of 1◦. This analysis covers the position of the source in
spheres surrounding the antenna arrangement, thus, the results are presented in spher-
ical graphs. The spheres are plotted in different color according the errors committed
in the localization, the blue regions are insensitive to errors and the brown-red are very
sensible to errors.
The second study is based on how the distance of the PD source to the antenna ar-
ray affects in the source location error, it is expected that for greater distances, the error
in the source location will be larger. The third study, it is based on how the magnitude
of the uncertainty in the antennas positioning affects in the source location error. It
is also expected that for large uncertainties in the antennas position, the error in the
source location will be more considerable. These last two analyses are done for a pre-
ferred direction which was defined analyzing the spheres created in the firs analysis
and choosing a direction low sensible to errors.
In every study, the errors (∆rˆ,∆θˆ,∆ϕˆ) in the estimation of the variables (rˆ, θˆ, ϕˆ)
and the positive and negative deviation of the errors (±σrˆ,±σθˆ,±σϕˆ) are calculated.
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(b) TDoA, step 2
(c) Location, step 3
Figure 6.2: Effect of the errors in the three steps of the methodology of
the study.
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Figure 6.3: Graphic representation of the statistic variables analyzed in
the study.
An example of the meaning of the variables is shown in Figure 6.3.
6.6.1 Analysis of errors in rˆ, distance estimation
This subsection analyzes the error and deviation in the distance of the calculated
source rˆ to the center of the antenna array in the presence of errors in the antenna
positioning.
6.6.1.1 Directional analysis
The PD source positions are placed on a sphere with the center in the center of the
antenna arrays and radius r = 10 m. The error introduced in the antennas positioning
is the same for every array and follows a Gaussian distribution with zero mean and
standard deviation ε = 1 cm. In Figures 6.4, 6.5, 6.6 and 6.7 the subfigures labeled
with (a) and (b) represent the median error of the distances of the solutions in the
cluster of possible positions to the center of the array, ∆rˆ, and the graphics labeled
with (c) and (d) represent the deviation of the error in the distances of the cluster to
the center of the arrays with respect the median. Theoretically, the median ∆rˆ should
be zero because the introduced errors are distributed as a Gaussian distribution with
zero mean. However, the algorithms used to locate the source may not give an exact
solution of the objective function as derived from the results represented in the next
Figures.
The results are shown in Figure 6.4 for the antenna array forming a cartesian config-
uration, Figure 6.5 for a square configuration, Figure 6.6 for a pyramidal configuration
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and Figure 6.7 for a trapezoidal configuration. These figures represent a sphere of ra-
dius 10 m with different hues corresponding to the median error or deviation of the
median error for every bearing from the center of the antenna array; dark blue tones
means low median error while dark red means high median error.
In general, every antenna arrangement shows that the median error is very close to
zero in most directions but there are some dark red regions where ∆rˆ is shifted from
zero so the algorithm is not converging to the exact solution. These critical directions
represent rings around the directions formed by the antennas and the antennas array
center, the rings can be interlaced among them. On the other side, the best directions
are those which are far from any direction formed by the antennas and the antennas
array center. The positive deviation in the median error +σrˆ, plots (c) and (d), is larger
in the regions where ∆rˆ is shifted farther from zero. In the directions marked as blue in
these plots, errors with a standard deviation of 1 cm in the positioning of the antennas
can provoke deviations close to 1 m in the positioning of the PD source when this is 10
meters far.
A detailed analysis of the figures (c) and (d), finding which directions report lower
+σrˆ, shows that cartesian array configuration has good behavior for elevations and
azimuths θ ∈ (0◦, 80◦) and ϕ ∈ (270◦, 360◦). The square layout has two narrow regions
in θ ∈ (0◦, 80◦) and ϕ ∈ (10◦, 60◦) and θ ∈ (0◦, 80◦) and ϕ ∈ (190◦, 260◦). The pyramidal
configuration has not any good directions compared with the other layouts because all
antennas are uniformly distributed. The trapezoidal array has a very good region in
the range θ ∈ (5◦, 80◦) and ϕ ∈ (250◦, 100◦). These mentioned regions are the most
noticeable regions but there are others as can be seen as a blue surfaces in the cited
figures.
6.6.1.2 Distance analysis
This subsection analyzes the effect of the distance of the PD source to the center of
the antenna array in the radius of the calculated position of the source, rˆ. For the sake
of conciseness, the study is done choosing a direction for the cartesian configuration
with θ = 10◦ and ϕ = 330◦, and rˆ is evaluated from r = 0.5 m to 15 m in steps of 0.5
m. In each case, the random error in the antennas positioning is applied 500 times to
have a reliable statistical analysis, see Figure 6.8. As the source is located farther, the
deviation of the median distance of the calculated source to the actual source position
is larger. For instance, at a distance of r = 9 m, the median inaccuracy of the distance is
∆rˆ = 0.12 m and the deviation of that inaccuracy is +σrˆ = 1.10 m and −σrˆ = −1.03 m.
6.6.1.3 Positioning error magnitude analysis
Finally, in this subsection the effect of the magnitude of the standard deviation in
the positioning of the antennas, ε, on the median error of the distances of the solutions
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(a) ∆rˆ 3D view (b) ∆rˆ XY view
(c) +σrˆ 3D view (d) +σrˆ XY view
Figure 6.4: rˆ median error (∆rˆ) and deviation (+σrˆ) with cartesian con-
figuration over a sphere of radius 10 m and a standard deviation in the
position of the antennas of ε = 1 cm.
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(a) ∆rˆ 3D view (b) ∆rˆ XY view
(c) +σrˆ 3D view (d) +σrˆ XY view
Figure 6.5: rˆ median error (∆rˆ) and deviation (+σrˆ) with square con-
figuration over a sphere of radius 10 m and a standard deviation in the
position of the antennas of ε = 1 cm.
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(a) ∆rˆ 3D view (b) ∆rˆ XY view
(c) +σrˆ 3D view (d) +σrˆ XY view
Figure 6.6: rˆ median error (∆rˆ) and deviation (+σrˆ) with Pyramid con-
figuration over a sphere of radius 10 m and a standard deviation in the
position of the antennas of ε = 1 cm.
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(a) ∆rˆ 3D view (b) ∆rˆ XY view
(c) +σrˆ 3D view (d) +σrˆ XY view
Figure 6.7: rˆ median error (∆rˆ) and deviation (+σrˆ) with trapezoidal
configuration over a sphere of radius 10 m and a standard deviation in
the position of the antennas of ε = 1 cm.
Figure 6.8: PD source distance influence in the radius error (∆rˆ ± σrˆ)
with a standard deviation in the position of the antennas of ε = 1 cm,
for the cartesian configuration with θ = 10◦ and ϕ = 330◦, and rˆ is
evaluated from r = 0.5 m to 15 m in steps of 0.5 m.
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Figure 6.9: Influence in the distance error (∆rˆ ± σrˆ) the standard de-
viation magnitude ε in the position of the antennas and the PD source
distance. For the cartesian configuration with θ = 10◦ and ϕ = 330◦, and
rˆ is evaluated from r = 0.5 m to 15 m in steps of 0.5 m.
Table 6.2: Positive and negative deviation of the propagated errors in the
radius (±σrˆ) in meters regarding both the magnitude of the antenna po-
sitioning error and the distance of the source to the center of the antenna
array.
(m) ε = 0.002 ε = 0.01 ε = 0.02 ε = 0.04
r = 0.5
0.005 0.021 0.046 0.090
−0.004 −0.023 −0.047 −0.083
r = 5
0.062 0.317 0.752 1.609
−0.065 −0.273 −0.548 −1.060
r = 10
0.277 1.323 2.767 7.735
−0.227 −1.038 −1.904 −2.911
r = 15
0.542 2.961 7.563 21.059
−0.461 −2.116 −3.732 −6.654
in the cluster of possible positions to the center of the array, ∆rˆ is analyzed. Four error
magnitudes are considered: ε = {0.2, 1, 2, 4} cm, and, as in the previous subsection,
the source is placed at distances from r = 0.5 m to 15 meters in steps of 0.5 m. Figure
6.9 shows the results. As expected, for large deviations in the position of the antennas,
large errors, ∆rˆ, in the position of the source are obtained. Moreover, the distribution
of the dispersion of ∆rˆ, σrˆ, is biased to positive values though the original distribution
in the positioning error was Gaussian. Table 6.2 shows the propagated error in the
radius increases with larger positioning errors and with farther source distances.
6.6.2 Analysis of errors in θˆ, elevation angle estimation
The analysis is also undertaken for errors in the elevation angle estimation, θˆ, of
the location of the estimated position of the source of PD in presence of errors in the
antennas positioning. This variable is the angle between the direction defined by the
source position and the center of the array and plane XY = 0.
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6.6.2.1 Directional analysis
The variability of θˆ regarding the direction of the PD source with respect to the
center of antenna array is analyzed in this subsection. The cases studied are the same
as in Section 6.6.1. Graphics (a) and (b) in Figures 6.10, 6.11, 6.12 and 6.13 represent
the median of ∆θˆ, the difference between the elevation of the possible solutions to the
position of the source and the elevation of the actual position, respectively. Graphics
(c) and (d) represent the positive deviation of ∆θˆ, +σθˆ. As in the radius analysis, the
median ∆θˆ should be equal to zero because the distribution of the introduced errors is
a Gaussian (0, ε2). Again, the deviation of ∆θˆ from 0 is due to the convergence of the
algorithms to a solution close to the exact one.
The results are shown in Figure 6.10 for the cartesian configuration, Figure 6.11 for
the square configuration, Figure 6.12 for the pyramidal one and Figure 6.13 for the
trapezoidal one. As in the case of the distance, every configuration shows that ∆θˆ
is very accurate for most bearings but there are some regions that should be avoided
because the the median is slightly shifted from the actual value. The directions where
the elevation has the poorest behaviour are those where the distance, rˆ, had also bad
behaviour though ∆θˆ is low, under 5◦. Furthermore, the poorest regions and their
borders also have the worst dispersion of ∆θˆ. Nevertheless, the deviations from the
median are very small and the effect of the position of the antennas is almost negligible
in a directional analysis involving the parameter Theta, especially in the case of the
cartesian array.
6.6.2.2 Distance analysis
The study continues with the effect of the distance of the PD source to the center
of the antenna array in the median of the differences of the elevations of the possible
solutions and the elevation of the actual position of the source, ∆θˆ. The analysis is
made with the same set up than in Subsection 6.6.1.2. Figure 6.14 shows that, when the
source is farther than 4 meters, the deviation ±σθˆ remains stable and it is independent
of the distance to the array. Therefore, the distribution of the deviation is not biased
to positive nor negative values. This is different from Figure 6.9 where there was a
clear bias of the deviation of the distances to positive values although the distribution
of the errors in the positioning was Gaussian. In the case of the elevation angle, the
algorithms propagate the error in the position of the antennas to another Gaussian as
long as the distance is sufficiently large compared to the size of the array, in this study
4 meters.
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(a) ∆θˆ 3D view (b) ∆θˆ XY view
(c) +σθˆ 3D view (d) +σθˆ XY view
Figure 6.10: θˆ median error (∆θˆ) and deviation (+σθˆ) with cartesian con-
figuration over a sphere of radius 10 m and a standard deviation in the
position of the antennas of ε = 1 cm.
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(a) ∆θˆ 3D view (b) ∆θˆ XY view
(c) +σθˆ 3D view (d) +σθˆ XY view
Figure 6.11: θˆ median error (∆θˆ) and deviation (+σθˆ) with square con-
figuration over a sphere of radius 10 m and a standard deviation in the
position of the antennas of ε = 1 cm.
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(a) ∆θˆ 3D view (b) ∆θˆ XY view
(c) +σθˆ 3D view (d) +σθˆ XY view
Figure 6.12: θˆ median error (∆θˆ) and deviation (+σθˆ) with Pyramid con-
figuration over a sphere of radius 10 m and a standard deviation in the
position of the antennas of ε = 1 cm.
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(a) ∆θˆ 3D view (b) ∆θˆ XY view
(c) +σθˆ 3D view (d) +σθˆ XY view
Figure 6.13: θˆ median error (∆θˆ) and deviation (+σθˆ) with trapezoidal
configuration over a sphere of radius 10 m and a standard deviation in
the position of the antennas of ε = 1 cm.
Figure 6.14: Influence of the distance to the position of the PD source in
the error of the elevation angle, ∆θˆ ± σθˆ, with a standard deviation in
the position of the antennas of ε = 1 cm. for the cartesian configuration
with θ = 10◦ and ϕ = 330◦, and θˆ is evaluated from r = 0.5 m to 15 m in
steps of 0.5 m.
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Figure 6.15: Influence in the elevation angle error (∆θˆ±σθˆ) the standard
deviation magnitude ε in the position of the antennas and the PD source
distance. For the cartesian configuration with θ = 10◦ and ϕ = 330◦, and
θˆ is evaluated from r = 0.5 m to 15 m in steps of 0.5 m.
Table 6.3: Positive and negative deviation (±σθˆ) of the propagated er-
rors in the elevation angle regarding both the magnitude of the antenna
positioning error and the distance of the source from the antennas array.
(±σθˆ) ε = 0.2cm ε = 1cm ε = 2cm ε = 4cm
r = 0.5m
0.33◦ 1.57◦ 2.87◦ 5.35◦
−0.28◦ −1.42◦ −3.16◦ −5.90◦
r = 5m
0.08◦ 0.46◦ 0.77◦ 1.64◦
−0.09◦ −0.44◦ −0.88◦ −1.75◦
r = 10m
0.08◦ 0.36◦ 0.63◦ 1.54◦
−0.07◦ −0.38◦ −0.76◦ −1.77◦
r = 15m
0.07◦ 0.34◦ 0.68◦ 1.43◦
−0.07◦ −0.36◦ −0.78◦ −1.84◦
6.6.2.3 Positioning error magnitude analysis
Finally, the effect of the magnitude of error in the positioning of the antennas, ε, in
the median of the differences of the elevation angles ∆θˆ. Again, four magnitude errors
are analyzed ε = {0.2, 1, 2, 4} cm. Figure 6.15 shows that as the positioning error is
raised, the deviation of the median error in the elevation angle, ∆θˆ is larger. In any
case when the source is farther than 4 meters, the ±σθˆ is almost constant, see Table
6.3. This result is interesting because it implies that when the distance to the array is
sufficiently high, the error in the elevation angle remains constant and depends only
on the uncertainty of the positions of the antennas, whereas, when the source is close
to the array, the deviation of the possible solutions to its position is larger than the
uncertainty of the positions of the antennas.
6.6.3 Analysis of errors in ϕˆ, azimuth angle estimation
This subsection contains the analysis of the azimuth angle estimation, ϕˆ, in PD
source location with errors in positioning of the antennas. This angle represents the
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Table 6.4: Positive and negative deviation of the propagated errors in the
azimuth angle variable (±σϕˆ) in degrees regarding both the magnitude
of the antenna positioning error and the distance of the source from the
antennas array.
(±σϕˆ) ε = 0.2cm ε = 1cm ε = 2cm ε = 4cm
r = 0.5 m
0.22◦ 1.26◦ 2.47◦ 5.17◦
−0.22◦ −0.94◦ −2.27◦ −5.18◦
r = 5 m
0.06◦ 0.30◦ 0.59◦ 1.61◦
−0.06◦ −0.33◦ −0.63◦ −1.27◦
r = 10 m
0.06◦ 0.31◦ 0.59◦ 1.40◦
−0.06◦ −0.30◦ −0.63◦ −1.24◦
r = 15 m
0.06◦ 0.30◦ 0.58◦ 1.37◦
−0.06◦ −0.27◦ −0.61◦ −1.31◦
orientation in the plane XY = 0.
6.6.3.1 Directional analysis
The study is repeated following the same steps as in the other two analyses. The
results in Figure 6.16 are for the cartesian configuration, Figure 6.17 for the square ar-
ray, Figure 6.18 for pyramidal arrangement and Figure 6.19 for the trapezoidal layout.
Graphics (a) and (b) in these figures represent the median ∆ϕˆ and the graphics (c) and
(d) the positive ∆ϕˆ deviation, +σϕˆ. The conclusions are similar to the other two cases:
all configurations show accurate values for medians ∆ϕˆ but there are some directions
to avoid. The worst bearings have a median lower than 5◦ as in the case of the elevation
angle. On the other hand, the deviation σϕˆ is already considerable in the worst direc-
tions but close to the poles is greater since, at it would be expected, it is more difficult
to determine the azimuth when the elevation is close to the maxima.
6.6.3.2 Distance analysis
The effect of the changing, r, the distance of the PD source to the center of the
antenna array, in the median of the error of azimuth ∆ϕˆ is similar to the previous
distance analyses over ∆θˆ. Figure 6.20 shows that the deviation of the median stable
around ±0.3◦ for distances larger that 4 m.
6.6.3.3 Positioning error magnitude analysis
Figure 6.21 shows the results when varying the magnitude of the error introduced
in the positions of the antennas. The error in the azimuth angle raises as the error in
the positioning is larger. When the source is farther than 4 meters to the center of the
array, the deviation of the median is constant. Table 6.4 shows the magnitude of, (σϕˆ),
the deviations in ∆ϕˆ.
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(a) ∆ϕˆ 3D view (b) ∆ϕˆ XY view
(c) +σϕˆ 3D view (d) +σϕˆ XY view
Figure 6.16: ϕˆ median error (∆ϕˆ) and deviation (+σϕˆ) with cartesian
configuration over a sphere of radius 10 m and a standard deviation in
the position of the antennas of ε = 1 cm.
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(a) ∆ϕˆ 3D view (b) ∆ϕˆ XY view
(c) +σϕˆ 3D view (d) +σϕˆ XY view
Figure 6.17: ϕˆ median error (∆ϕˆ) and deviation (+σϕˆ) with square con-
figuration over a sphere of radius 10 m and a standard deviation in the
position of the antennas of ε = 1 cm.
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(a) ∆ϕˆ 3D view (b) ∆ϕˆ XY view
(c) +σϕˆ 3D view (d) +σϕˆ XY view
Figure 6.18: ϕˆ median error (∆ϕˆ) and deviation (+σϕˆ) with Pyramid
configuration over a sphere of radius 10 m and a standard deviation in
the position of the antennas of ε = 1 cm.
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(a) ∆ϕˆ 3D view (b) ∆ϕˆ XY view
(c) +σϕˆ 3D view (d) +σϕˆ XY view
Figure 6.19: ϕˆ median error (∆ϕˆ) and deviation (+σϕˆ) with trapezoidal
configuration over a sphere of radius 10 m and a standard deviation in
the position of the antennas of ε = 1 cm.
Figure 6.20: PD source distance influence in the azimuth angle error
(∆ϕˆ ± σϕˆ) with a standard deviation in the position of the antennas of
ε = 1 cm. for the cartesian configuration with θ = 10◦ and ϕ = 330◦, and
ϕˆ is evaluated from r = 0.5 m to 15 m in steps of 0.5 m.
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Figure 6.21: Influence in the azimuth angle error (∆ϕˆ±σϕˆ) the standard
deviation magnitude ε in the position of the antennas and the PD source
distance. For the cartesian configuration with θ = 10◦ and ϕ = 330◦, and
ϕˆ is evaluated from r = 0.5 m to 15 m in steps of 0.5 m.
6.7 Conclusions
As a general advice, small errors in the positioning of the antennas can provoke
large errors in the estimated position of the source, being the estimation of the dis-
tance, rˆ, the variable most affected by the errors. Then, it is of great interest be aware
of the error committed in the antennas positioning to be able to estimate the error com-
mitted in the localization. The error in the distance estimation, ∆rˆ, increases directly
with the distance of the emitter. The most favorable case is when the PD source is sur-
rounded by antennas, in this case, the errors in the localization and their deviations are
very small. In the cases when the source is far from the antennas array, shift of few
centimeters in the positioning of the antennas can be propagated in meters of error in
the estimation of the distance of the source to the array. The elevation and azimuth
errors and deviations are low in every case, this implies that the source direction can
be calculated accurately, independently of the errors. It implies that when the distance
to the array is sufficiently high, the error in the elevation angle remains constant and
depends only on the uncertainty of the positions of the antennas.
The error in the radius estimation, ∆rˆ, has a clear bias of the deviation of the dis-
tances to positive values. In the case of the elevation and azimuth angles, the algo-
rithms propagate the error in the position of the antennas to a Gaussian distribution as
long as the distance is sufficiently large compared to the size of the array, in this study
4 meters.
Applying the same errors to different antenna layouts, it can be seen that every
configuration has some directions more or less sensible to errors. In general, it can be
concluded that the preferred directions of any array are those where the antennas have
more aperture. Comparing the preferred directions of each antenna array, it can be seen
how some configurations have better behaviour than others. The trapezoidal and the
cartesian have a good directions but the trapezoidal is less sensible to errors since it has
larger antenna aperture than the cartesian.
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In this paragraph are detailed some advices to deploy the antennas to locate PD
sources. The positions of the antennas have to be measured with the maximum reso-
lution possible to avoid uncertainties in the PD source location. The antennas have to
be placed as close as possible to the PD source or even enclose it if it is possible. Al-
though the greatest errors in the direction estimation (θˆ, ϕˆ) take place in the positions
with small r, the total localization error in meters is smaller in these regions because
the lowest error in the distance estimation, rˆ, is there. To place antennas in the direc-
tion between the antenna array and the PD source has to be avoided. More over, the
maximum aperture of the antenna array has to be oriented to the possible PD source
position in order to reduce the influence of errors.
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In this chapter, the most relevant conclusions of the dissertation are highlighted.
The original contributions of the thesis are also described and the publications yielded
during the thesis are enumerated.
Notice that this thesis is an extended compilation of the publications enumerated
in Subsection 7.3. Then, the conclusions and the contributions presented in this section
are a collection of the conclusions and contributions presented in the papers and in the
chapters of the thesis.
7.1 General conclusions
In the second chapter of this thesis, several optimization techniques are applied suc-
cessfully to maximize the separation of signals through 2D PR maps. The optimization
techniques select two intervals of frequency, PRL and PRH, where the spectral energy
of the different kind of signals have different magnitudes. This fact permits to gather
similar signals in clusters and separate the clusters in a PR map to select the signals of
interest. This is a previous step to localize the position of pulsed sources even when
they are active simultaneously. The maximization of the distances between the clus-
ters is done without supervision, allowing the automatization of the separation and
improving the results obtained when the intervals of frequency of interest are selected
manually. The distances between clusters is quantified with the MD, because it con-
siders the dispersion of the data inside the cluster. Then, the results obtained in the
PR maps are compact clusters and clearly distanced. The PR method has been applied
successfully to classify several types of signals yielding great results.
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In Chapter 3, the used to determine the relative ToF or TDoA of the pulses is se-
lected from the comparison of some several commonly used algorithms such as the
maximum value of the signal, threshold, threshold corrected with the slope, maximum
derivative of the cumulative energy of the signal, Hinkley criterium, AIC, Kurtosis 1,
Cross correlation and four-order cumulants. A new algorithm, Kurtosis 2 is presented
in Subsection 3.5 and when compared to the rest of the algorithms over different ap-
plications it can concluded that it is the one that gives the best results. Therefore, with
the outcomes of the techniques presented in Chapter 2 and Chapter 3 it is possible to
acquire signals with sensors, to select the signals of interest from noise, to determine
the number of sources and to calculate the TDoA of those signals to setup an algorithm
to locate their position which is done in Chapter 4.
In Chapter 4 two kinds of localization algorithms are compared; iterative algo-
rithms such as (SLS, HLS, PSO and GA) and non-iterative algorithms such as (HPA,
Bancroft and MLE). Since both iterative and non-iterative algorithms have different
advantages and disadvantages, a new combined algorithm MLE-HLS is proposed in
Subsection 4.3.2.4 trying to improve the previous algorithms avoiding their disadvan-
tages. This new algorithm reports better results than the others, in terms of accuracy
and time of execution.
Once the position of the source has been determined it is necessary to analyze the
accuracy of the distance and the estimated direction of the source to the array. From
the results derived in the thesis, the distance is the most critical variable because it has
the largest errors. On the other hand, the direction is calculated successfully by all the
algorithms in almost the major part of the possible positions of the source analyzed.
New error diagrams represented by spheres showing the sensitivity of different
antennas layouts to TDoA errors and antenna positioning errors are presented in the
next to Chapter 5 and Chapter 6. Using these diagrams the antenna layouts can be
oriented to their preferred directions where the layout is less sensitive to inaccuracies,
minimizing the error propagated in the localization.
Since the antennas deployment affects in the propagation of errors in the localiza-
tion of the source, to choose an adequate layout of antennas can help in the exactness of
the localization. In most of the cases, the direction of the source is properly estimated
independently of the relative distance between the antennas and the emitter. On the
other hand, in the source position estimation, the distance is the most critical variable.
In many cases, the distance estimation has large errors, especially when the emitter is
far from the receivers. Then, in the localization is recommended placing the antennas
close to the emitter. The best scenario case is surround the emitter with the antennas.
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7.2 Original contributions
The main original contributions of this thesis are:
• The automatization and optimization of the separation of different kinds of sig-
nals through spectrum characterization based on PR.
• A new algorithm to calculate the ToF based on high order statistics, named ”Kur-
tosis 2”. This algorithm yields better results than the previous.
• A wide comparison of the most common ToF calculus algorithms applied in sev-
eral applications.
• A new combined algorithm to calculate the RF emitter position, based on two
which already exist MLE and HLS.
• A wide comparison, in terms of exactness and computational time, of the most
common used algorithms to locate RF emitters.
• New spherical diagrams of error which represents the directions where some an-
tenna layout has better performance than others in presence of TDoA errors.
• Quantification of the antenna positioning error propagation in the source local-
ization. In the results, the sensibility of the source distance and direction estima-
tion can be seen in spheres.
• Quantification of the error propagation in the direction and distance of the source
position estimation regarding the distance from the source to the antenna array.
7.3 Publications
The papers published throughout the thesis are sorted by date of publication and
separated in two categories: journal paper and conference contributions.
7.3.1 Journal papers
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Sensors, vol. 16, no. 4, p. 541, Apr. 2016.
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