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es.2012.0Abstract In this Letter, we introduced a modiﬁcation of the Picard iteration method (PIM) using
Pade´ approximation and the so called Picard–Pade´ technique. This technique is used to solve the
chemical kinetics problem. This problem is formed by a system of nonlinear ordinary differential
equations. Special attention is given to study the convergence analysis of the proposed method.
Convergence analysis is reliable enough to estimate the maximum absolute error of the solution
given by PIM. We compared our numerical results against the conventional numerical method,
fourth-order Runge–Kutta method (RK4). Numerical results were obtained for these two methods
and we found that Picard–Pade´ technique and RK4 are in excellent conformance. The results
obtained ensure that the presented procedure needs less work in comparison with the traditional
methods and decreases considerable volume of calculation and is a powerful tool for solving large
amount of other problems in physics and engineering.
ª 2012 King Saud University. Production and hosting by Elsevier B.V. All rights reserved.1. Introduction
In every phenomenon in real life, there are many parameters
and variables related to each other under the law imperious
on that phenomenon. When the relations between the param-
eters and variables are presented in mathematical language we
usually derive a mathematical model of the problem, which
may be an equation, a differential equation, an integral equa-
tion, a system of integral equations, etc. Consider a model of a
chemical process (Butcher, 2003) consisting of three species,
which are denoted by A, B and C. The three reactions are:com
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5.005A! B; ð1Þ
Bþ C! Aþ C; ð2Þ
Bþ B! C: ð3Þ
Let u, v and w denote the concentrations of A, B and C, respec-
tively. We assume these are scaled so that the total of the three
concentrations is 1, and that each of three constituent reac-
tions will add to the concentration of any of the species exactly
at the expense of corresponding amounts of the reactants. The
reaction rate of Eq. (1) will be denoted by a. This means that
the rate at which u decreases, and at which v increases, because
of this reaction, will be equal to au. In the second reaction Eq.
(2), C acts as a catalyst in the production of A from B and the
reaction rate will be written as b, meaning that the increase of
u, and the decrease of w, in this reaction will have a rate equal
to bvw. Finally, the production of C from B will have a rate
constant equal to c, meaning that the rate at which this reac-
tion takes place will be cv2. Putting all these elements of theier B.V. All rights reserved.
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for the variation with time of the three concentrations to be:
du
dt
¼ auþ bvw; ð4Þ
dv
dt
¼ au bvw cv2; ð5Þ
dw
dt
¼ cv2; ð6Þ
subject to the initial conditions:
uð0Þ ¼ c1; vð0Þ ¼ c2; wð0Þ ¼ c3: ð7Þ
If, the three reaction rates are moderately small numbers, are
not greatly different in magnitude, then this is a straightfor-
ward problem.
Many different methods have recently introduced to solve
nonlinear problems, such as, variational iteration method
(Abassy et al., 2007; Biazar and Ghazvini, 2007; Goha et al.,
2010; He, 2000; Sweilam and Khader, 2007; Sweilam and
Khader, 2010), Adomian decomposition method (Sen, 1988;
Wazwaz, 1998; Yang et al., 2009) and homotopy perturbation
method (He, 1999; Liao, 2005; Nayfeh, 1973; Sweilam et al.,
2008; Sweilam and Khader,2009). The Adomian decomposition
method provides solutions as a series by employing the so-
called Adomian’s polynomials which are related to the deriva-
tives of the nonlinearities; therefore, these nonlinearities must
be analytical functions of the dependent variables and this
has often been ignored in the literature, for the existence and
uniqueness of solutions to, for example, initial-value problems
in ordinary differential equations is ensured under much
milder conditions (Kelley and Petterson, 2004; Ramos,
2008a,b). However, the decomposition method may be formu-
lated in a manner that does not require that the nonlinearities
be differentiable with respect to the dependent variables and
their derivatives (Ramos, 2009). Other techniques also require
that the nonlinearities be analytical functions of the dependent
variable and provide either convergent series or asymptotic
expansions to the solution including perturbation methods
(Nayfeh, 1973), the homotopy perturbation technique and
the homotopy analysis procedure (Liao, 2005).
By way of contrast, iterative techniques are used for solving
a large class of linear or nonlinear differential equations
without the tangible restriction of sensitivity to the degree of
the nonlinear term and also they reduce the size of calculations
besides, their interactions are direct and straightforward.
These techniques include the well-known Picard ﬁxed-point
iterative procedure (Agarwal et al., 2001; Khader and Al-
Bar, 2011; Kreyszig, 1989).
Some highlights of new developments of PIM include
work by Ramos, who solved the nonlinear second-order dif-
ferential equations (Ramos, 2008a), nonlinear ordinary differ-
ential equations (Ramos, 2008a), and the nonlinear
advection–reaction–diffusion equations (Ramos, 2009). Fur-
ther discussions on latest innovations in the PIM can be
found in Section 2. Goha, Noorani and Hashim, used the
variational iteration method to solve the biochemical reaction
model (Goha et al., 2010). Also, Aminikhah, implemented the
homotopy perturbation method applied to nonlinear chemi-
cal kinetics system (Aminikhah, 2011; Schnell and Mendoza,
1997).
In this paper we will present a modiﬁcation of PIM, this
modiﬁcation depends on the Pade´ approximation (Baker,1975). Special attention to study the convergence analysis
of the proposed method is given. Convergence analysis is reli-
able enough to estimate the maximum absolute error of the
solution given by PIM. To guarantee this study, effectively
employ this modiﬁcation to solve nonlinear chemical kinetics
system. Therefore, this modiﬁcation of PIM has been widely
used in solving nonlinear problems to overcome the short-
coming of other methods. The rest of this paper is organized
as follows:
1. Picard iteration method.
2. Study of convergence analysis.
3. The Pade´ approximation on the series solution.
4. The modiﬁed algorithm of PIM.
5. Picard–Pade´-technique to the chemical kinetics system.
6. Concluding remarks and discussion.2. Picard iteration method
To illustrate the analysis of PIM, we limit ourselves to consider
the following system of nonlinear ordinary differential equa-
tions (NODEs) in the type:
Lu ¼ R1uþN1ðuÞ þ F1ðu; vÞ; ð8Þ
Lv ¼ R2vþN2ðvÞ þ F2ðu; vÞ; ð9Þ
with speciﬁed initial conditions, where L ¼ @
@t
;R1 and R2 are
linear bounded operators i.e., it is possible to ﬁnd numbers
mi > 0, (i= 1,2) such that iRiui 6 miiui. The nonlinear terms
N1(u) and N2(v) are Lipschitz continuous with ŒN1(u) 
N1(h)Œ 6 r1Œu  hŒ, and ŒN2(v)  N2(h)Œ 6 r2Œv  hŒ, "t 2 J=
[0,T], also, the coupled nonlinear terms F1(u,v) and F2(u,v)
are Lipschitz continuous with:
jF1ðu; vÞ  F1ðh; vÞj 6 s1ju hj and
F2ðu; vÞ  F2ðu; hÞj 6 s2jv hj;
for some constants ri> 0, si> 0 (i= 1,2).
The PIM gives the possibility to write the solution of the
system (8) and (9) in the following iteration formula:
un¼uð0Þþ
Z t
0
½R1un1þN1ðun1ÞþF1ðun1;vn1Þds; nP1; ð10Þ
vn¼ vð0Þþ
Z t
0
½R2vn1þN2ðvn1ÞþF2ðun1;vn1Þds; nP1: ð11Þ
The successive approximations un, vn, nP 1, of the solutions
will be readily obtained upon using any selective functions u0
and v0. The initial values of the solution are usually used for
selecting the zeroth approximation u0 and v0. Consequently,
the exact solutions may be obtained by using:
u ¼ lim
n!1
un; v ¼ lim
n!1
vn: ð12Þ3. Study of convergence analysis
In this section, the sufﬁcient conditions are presented to guar-
antee the convergence of PIM, when applied to solve NODEs,
where the main point is that we prove the convergence of the
recurrence sequence (Agarwal et al., 2001; Kreyszig, 1989),
which is generated by using PIM.
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{up} be a convergent sequence in U with limit u, then upﬁ u in U
implies that A(up)ﬁ A(u) in V.
Proof. Since
kAup  AukV ¼ kAðup  uÞkV 6 kAkkup  ukU;
hence
lim
p!1
kAup  AukV 6 kAk lim
p!1
kup  ukU ¼ 0;
implies that A(up)ﬁ A(u). h
Theorem 1 (Uniqueness theorem). The nonlinear problem (8)
and (9) has a unique solution, whenever 0< ai < 1
(i = 1,2), where, ai = (mi + ri + si )T, where the constants
mi, ri and si are deﬁned above.
Proof. Since the solution of Eqs. (8) and (9) can be taken the
following form:
u ¼ fðtÞ þ L1½R1uþN1ðuÞ þ F1ðu; vÞ;
v ¼ gðtÞ þ L1½R2vþN2ðvÞ þ F2ðu; vÞ;
where the functions f(x) and g(x) are the solutions of the
homogenous equations Lu= 0 and Lv= 0, respectively, and
the inverse operator L1 deﬁned by L1ð:Þ ¼ R t
0
ð:Þdt.
Now let (u,v) and (u*,v*) be two different solutions of (8)
and (9) then by using the above equations, we get:
ju uj ¼
Z t
0
½R1ðu uÞ þN1ðuÞ N1ðuÞ

þF1ðu; vÞ  F1ðu; vÞdtj
6
Z t
0
½jR1ðu uÞj þ jN1ðuÞ N1ðuÞj
þ jF1ðu; vÞ F1ðu; vÞjdt
6 ðm1ju uj þ r1ju uj þ s1ju ujÞT
6 a1ju uj;
jv vj ¼
Z t
0
½R2ðv vÞ þN2ðvÞ N2ðvÞ

þ F2ðu; vÞ F2ðu; vÞdtj
6
Z t
0
½jR2ðv vÞj þ jN2ðvÞ N2ðvÞj
þ jF2ðu; vÞ  F2ðu; vÞjdt
6 ðm2jv vj þ r2jv vj þ s2jv vjÞT
6 a2jv vj;
from which we get (1  a1)Œu  u*Œ 6 0 and (1  a2)Œv 
v*Œ 6 0. Since 0 < ai < 1, i= 1,2, then Œu  u*Œ= 0 and
Œv  v*Œ= 0 implies, u= u*, v= v* and this completes the
proof. h
Now, to prove the convergence of the Picard iteration
method, we will rewrite Eqs. (10) and (11) in the operator form
as follows:
un ¼ A1½un1; vn ¼ A2½vn1; ð13Þwhere the operators A1 and A2 take the following forms:
A1½u ¼
Z t
0
½R1uþN1ðuÞ þ F1ðu; vÞds; ð14Þ
A2½v ¼
Z t
0
½R2vþN2ðvÞ þ F2ðu; vÞds: ð15Þ
Theorem 2 (Convergence theorem). Assume that X be a
Banach space and Ai :Xﬁ X (i = 1,2) are nonlinear map-
pings, and suppose that:
kAi½u  Ai½vk 6 aiku vk; 8u; v 2 X: ð16Þ
Then Ai (i = 1,2) have unique ﬁxed point. Furthermore, the
sequences in (13) using PIM with an arbitrary choice of
u0, v0 2 X, converge to the ﬁxed point of Ai and:
kun  umk 6 a
m
1
1 a1 ku1  u0k; ð17Þ
kvn  vmk 6 a
m
2
1 a2 kv1  v0k: ð18Þ
Proof. Denoting (C[J], i.i) Banach space of all continuous
functions on J with the norm deﬁned by
kfðtÞk ¼ max
t2J
jfðtÞj:
We are going to prove that the sequence {un} is a Cauchy se-
quence in this Banach space
kun  umk ¼ max
t2J
jun  umj
¼ max
t2J
Z t
0
½R1ðun1  um1Þ þN1ðun1Þ N1ðum1Þ

þ F1ðun1; vÞ  F1ðum1; vÞdsj
6 max
t2J
Z t
0
½jR1ðun1  um1Þj þ jN1ðun1Þ
N1ðum1Þj þ jF1ðun1; vÞ  F1ðum1; vÞj ds
6 max
t2J
Z t
0
½ðm1 þ r1 þ s1Þðun1  um1Þds
6 a1kun1  um1k:
Let n= m+ 1 then
kumþ1  umk 6 a1kum  um1k 6 a21kum1  um2k 6   
6 am1 ku1  u0k:
From the triangle inequality we have
kun  umk 6 kumþ1  umk þ kumþ2  umþ1k þ    þ kun  un1k
6 am1 þ amþ11 þ    þ an11
 ku1  u0k
6 am1 1þ a1 þ a21 þ    þ anm11
 ku1  u0k
6 am1
1 anm11
1 a1
 
ku1  u0k:
Since 0 < a1 < 1 so, ð1 anm1 Þ < 1 then
kun  umk 6 a
m
1
1 a1 ku1  u0k:
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clude that {un} is a Cauchy sequence in C[J] so, the sequence
converges. Also, by the same way, we can prove the conver-
gence of the second sequence in Eq. (13) and obtain the rela-
tion (18) and the proof is complete. h
Theorem 3 (Error estimate theorem). The maximum absolute
errors of the approximate solutions un and vn to problem (8)
and (9) are estimated to be:
max
t2J
juexact  unj 6 b1; ð19Þ
max
t2J
jvexact  vnj 6 b2; ð20Þ
where
b1 ¼
am1 T½m1ku0k þ h1 þ k1
1 a1 and
b2 ¼
am2 T½m2kv0k þ h2 þ k2
1 a2 ;
h1 ¼ max
t2J
jN1ðu0Þj; h2 ¼ max
t2J
jN2ðv0Þj; and
ki ¼ max
t2J
jFiðu0; v0Þj; ði ¼ 1; 2Þ:
Proof. From Theorem 2 and inequality (17) we have:
kun  umk 6 a
m
1
1 a1 ku1  u0k;
as nﬁ1 then unﬁ uexact and:
ku1  u0k ¼ max
t2J
Z t
0
½R1u0 þN1ðu0Þ þ F1ðu0; v0Þds


6 max
t2J
Z t
0
½jR1u0j þ jN1ðu0Þj þ jF1ðu0; v0Þjds
6 T½m1ku0k þ h1 þ k1;
kv1  v0k ¼ max
t2J
Z t
0
½R2v0 þN2ðv0Þ þ F2ðu0; v0Þds


6 max
t2J
Z t
0
½jR2v0j þ jN2ðv0Þj þ jF2ðu0; v0Þjds
6 T½m2kv0k þ h2 þ k2;
so, the maximum absolute errors in the interval J are:
kuexact  unk ¼ max
t2J
juexact  unj 6 b1;
kvexact  vnk ¼ max
t2J
jvexact  vnj 6 b2:
This completes the proof. h
Now, we present some basic deﬁnitions of the Pade´ approx-
imation (PA), which are needed in the next sections of the paper.
4. The Pade´ approximation on the series solution
The general setup in approximation theory is that a function f
is given and that one wants to approximate it with a simpler
function g but in such a way that the difference between f
and g is small. The advantage is that the simpler function g
can be handled without too many difﬁculties, but the disad-
vantage is that one loses some information since f and g are
different.Deﬁnition 1. When we obtain the truncated series solution of
order at least L+M in t by PIM, we will use it to obtain
Pade´ approximation PA[L/M](t) for the solution u(t). The
Pad e´ approximation (Yang et al., 2009; Baker, 1975) is a
particular type of rational fraction approximation to the
value of the function. The idea is to match the Taylor series
expansion as far as possible. We denote the PA[L/M] to
RðtÞ ¼ P1i¼0aiti by:
PA½L=MðtÞ ¼ PLðtÞ
QMðtÞ
; ð21Þ
where PL(t) and QL(t) are polynomials of degree at most L and
M, respectively:
PLðtÞ ¼ p0 þ p1tþ p2t2 þ    þ pLtL;
QLðtÞ ¼ 1þ q1tþ q2t2 þ    þ qMtM: ð22Þ
Each choice of L, degree of the numerator and M, degree of
the denominator, lead to an approximation. The major difﬁ-
culty in applying the technique is how to direct the choice in
order to obtain the best approximation. This needs the use of
a criterion for the choice depending on the shape of the solu-
tion. A criterion which has worked well here is the choice of
[L/M] approximation such that L=M. We construct the
approximation by built-in utilities of Mathematica in the fol-
lowing sections. If PIM truncated Taylor series of the exact
solution with enough terms and the solution can be written
as the ratio of two polynomials with no common factors,
then the Pade´ approximation for the truncated series provide
the exact solution. Even when the exact solution cannot be
expressed as the ratio of two polynomials, the Pade´ approx-
imation for the PIM truncated series usually greatly improve
the accuracy and enlarge the convergence domain of the
solutions.5. The modiﬁed algorithm of PIM
In spite of the advantages of PIM, it has some drawbacks. By
using PIM, we get a series, in practice a truncated sequence
solution. The series often coincides with the Taylor expansion
of the true solution at point x= 0, in the initial value case.
Although the series can be rapidly convergent in a very small
region, it has a very slow convergence rate in the wider region
we examine and the truncated series solution is an inaccurate
solution in that region, which will greatly restrict the applica-
tion area of the method. All the truncated series solutions have
the same problem. Many examples given can be used to sup-
port this assertion (Wazwaz, 1998).
In this section, we present a modiﬁcation of PIM by using
the Pade´ approximation and then apply this modiﬁcation to
solve systems of NODEs such as, nonlinear chemical kinetics
system. The suggested modiﬁcation of PIM can be done by
using the following algorithm.
Algorithm
Step 1. Solve the differential equation using standard PIM.
Step 2. Truncate the obtained sequence solution by using
PIM.
Step 3. Find the Pade´ approximation of the previous step.
Fig. 1 The solution u(t) using PIM and RK4 (Dt= 0.001).
Fig. 2 The solution v(t) using PIM and RK4 (Dt= 0.001).
Fig. 3 The solution w(t) using PIM and RK4 (Dt= 0.001).
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agreement with the exact solution of the differential equation
and enlarge the convergence domain of the truncated Taylor
series and can improve greatly the convergence rate of the
truncated Taylor series.
6. Picard–Pade´-technique to nonlinear chemical kinetics system
In this section, we implement the proposed Picard–Pade´-tech-
nique for solving nonlinear chemical kinetics system (4)–(6).
The procedure of the solution follows the following steps of
the previous algorithm.
Step 1. Solve the system (4)–(6) by using PIM.
According to PIM, we construct the following recurrence
formula:
unþ1ðtÞ ¼ uð0Þ þ
Z t
0
½aun þ bvnwnds; ð23Þ
vnþ1ðtÞ ¼ vð0Þ þ
Z t
0
½aun  bvnwn  cðvnÞ2ds; ð24Þ
wnþ1ðtÞ ¼ wð0Þ þ
Z t
0
½cðvnÞ2ds: ð25Þ
Using the above formulas, we can obtain the components of
the approximate solution of (4)–(6) as follows:
u0ðtÞ ¼ 10; v0ðtÞ ¼ 5; w0ðtÞ ¼ 20;
u1ðtÞ ¼ 10 ð10a 100bÞt;
v1ðtÞ ¼ 5þ ð10a 100b 25cÞt;
w1ðtÞ ¼ 20þ 25ct;
u2ðtÞ ¼ 10 ð10a 100bÞtþ ð5a2 þ 50ab 1000b2
 187:5bcÞt2 þ ð83:3333abc 833:333b2c
 208:3333bc2Þt3;
v2ðtÞ ¼ 5þ ð10a 100b 25cÞtþ ð5a2  50abþ 1000b2
 50acþ 687:5bcþ 125c2Þt2 þ ð33:3333a2c
þ 583:3333abc 2500b2cþ 166:6667a1c2  1458:3bc2
 208:3333c3Þt3;
w2ðtÞ ¼ 20þ 25ctþ 25cð2a 20b 5cÞt2 þ 8:3333ð2a 20b
 5cÞ2ct3; . . .
Therefore, the complete approximate solution can be readily
obtained by the same iterative process.
Step 2. Truncate the sequence of solution obtained by PIM.
We have applied the method by using ﬁve-iterations only,
i.e., the approximate solutions are:
uðtÞ ﬃ u5ðtÞ; vðtÞ ﬃ v5ðtÞ; wðtÞ ﬃ w5ðtÞ: ð26Þ
The behavior of the approximate solutions u(t), v(t) and w(t)
using the standard PIM (26) after 5-iterations with those
values obtained by the numerical method (RK4) are given in
Figs. 1–3. In all of these ﬁgures, we used the values of the
102 M.M. Khaderconstants, a= 0.04, b= 0.003, c= 0.05, and the following
initial conditions (7), c1 = 10, c2 = 5, c3 = 20.
From these ﬁgures we can see that the standard PIM is
failed for solving the proposed model for large domain. So,
we ﬁnd the Pade´ approximation of the solutions as follows.
Step 3. Find the Pade´ approximation of the previous step.
The PA 3
3
 
of u5(t), v5(t) and w5(t), respectively, are:
PA
3
3
 
ðu5ðtÞÞ ¼ 10þ 7:85282tþ 0:868725t
2 þ 0:00262079t3
1þ 0:795282tþ 0:0971378t2 þ 0:00270796t3 ;
PA
3
3
 
ðv5ðtÞÞ ¼ 5 22:2026t 1:50922t
2  0:151966t3
1 4:21052t 1:33239t2  0:0597723t3 ;
PA
3
3
 
ðw5ðtÞÞ ¼ 20þ 32:5328tþ 7:375t
2  0:255927t3
1þ 1:56414tþ 0:285366t2  0:0118379t3 :Fig. 4 The solution u(t) using [3/3] Pade´-PIM and RK4
(Dt= 0.001).
Fig. 5 The solution v(t) using [3/3] Pade´-PIM and RK4
(Dt= 0.001).
Fig. 6 The solution w(t) using [3/3] Pade´-PIM and RK4
(Dt= 0.001).The behavior of the approximate solutions u(t), v(t) and w(t)
using the Picard–Pade´ technique with those values obtained
by the numerical method (RK4) are given in Figs. 4–6. In all
of these ﬁgures, we used the values of the constants,
a= 0.04, b= 0.003, c= 0.05, and the following initial condi-
tions (7), c1 = 10, c2 = 5, c3 = 20.
From Figs. 4–6, we can conclude that the approximate
solution using Picard–Pade´ technique is in excellent agreement
and more convergent with those values obtained by the numer-
ical method (RK4), where we computed PA 3
3
 
of all u(t), v(t)
and w(t). This conclusion ensures the advantages of the pro-
posed technique.
Also, the numerical results of the chemical kinetics model
(4)–(7) by using Picard–Pade´ technique for different values
of a= 0.1, b= 0.02, c= 0.009, and with the same values of
initial conditions c1 = 10, c2 = 5, c3 = 20 are presented in
Table 1. From this table, we can see that our numerical results
are in excellent agreement with those in (Aminikhah, 2011)
and with those values obtained by the numerical method
(RK4).Table 1 Numerical values of solutions of chemical kinetics
model by Picard–Pade´ technique for a= 0.1, b= 0.02,
c= 0.009.
t u(t) v(t) w(t)
0.0 10 5 20
0.5 10.43503165 4.464605890 20.10036245
1.0 10.76109494 4.056985292 21.18175214
1.5 11.00292787 3.713629692 20.25017521
2.0 11.18129480 3.514284189 20.30938101
2.5 11.31027799 3.334096833 20.36221517
3.0 11.40122038 3.198272512 20.41077711
3.5 11.46241966 3.096639847 20.45648187
4.0 11.50087359 3.021689938 20.50042648
4.5 11.5215660 2.967666286 20.54386054
5.0 11.52826765 2.930180988 20.58756136
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This paper centralized on a newly modiﬁed version of PIM,
which is generally called the Picard–Pade´ technique and we
presented comparative solutions with the standard PIM and
the numerical method, fourth-order Runge–Kutta method
(RK4). We choose the conventional RK4 as our benchmark,
as it is widely accepted and used. The proposed possesses a
timemarching algorithm which speeds the convergence of the
solutions rapidly. This analysis shows that Picard–Pade´ tech-
nique has much impact on the accuracy and efﬁciency of the
solution of the chemical kinetics system. We found that the
traditional PIM was not efﬁcient and sufﬁcient to solve the
problem. On the other hand, the numeric-analytic Picard–
Pade´ showed good parity against PIM, but with results con-
forming only for a short period of time t 2 [0,1]. Its long term
efﬁcacy is unknown for this system. The analytical approxima-
tion to the solutions is reliable, and conﬁrms the power and
ability of the Picard–Pade´ technique as an easy device for
computing the solution of ODEs. The main advantage of
the PIM over Adomian decomposition method is that PIM
provides the solution without a need for calculating the so
called Adomian’s polynomials. It can be concluded that the
proposed method is a very powerful and efﬁcient technique
in ﬁnding exact solutions for wide classes of problems. The
computations associated with the examples in this paper were
performed using Matlab 7.1.
References
Abassy, T.A., El-Tawil, Magdy A., El Zoheiry, H., 2007. Solving
nonlinear partial differential equations using the modiﬁed varia-
tional iteration Pade´ technique. J. Comput. Appl. Math. 207, 73–91.
Agarwal, R.P., Meehan, M., O’Regan, D., 2001. Fixed Point Theory
and Applications. Cambridge University Press, New York.
Aminikhah, H., 2011. An analytical approximation to the solution of
chemical kinetics system. J. King Saud Univ.-Sci. 23 (2), 167–170.
Baker, G.A.J., 1975. Essentials of Pade´ Approximants. Academic
Press.
Biazar, J., Ghazvini, H., 2007. He’s variational iteration method for
solving hyperbolic differential equations. Int. J. Nonlinear Sci.
Numer. Simul. 8 (3), 311–314.
Butcher, J.C., 2003. Numerical Methods for Ordinary Differential
Equations. John Wiley and Sons.
Goha, S.M., Noorani, M.S.M., Hashim, I., 2010. Introducing varia-
tional iteration method to a biochemical reaction model. Nonlinear
Anal.: Real World Appl. 11, 2264–2272.He, J.H., 1999. Homotopy perturbation technique. Comput. Methods
Appl. Mech. Eng. 178 (3–4), 257–262.
He, J.H., 2000. Variational iteration method for autonomous ordinary
differential systems. Appl. Math. Comput. 114 (2-3), 115–123.
Kelley, W., Petterson, A., 2004. The Theory of Differential Equations:
Classical and Qualitative. Pearson Education Inc, Upper Saddle
River, NJ.
Khader, M.M., Al-Bar, R.F., 2011. Application of Picard–Pade´
technique for obtaining the exact solution of 1-D hyperbolic
telegraph equation and coupled system of Burger’s equations.
Global J. Pure Appl. Math. 7 (2), 173–190.
Kreyszig, E., 1989. Introductory Functional Analysis with Applica-
tions. John Wiley & Sons, New York.
Liao, S., 2005. Comparison between the homotopy analysis method
and homotopy perturbation method. Appl. Math. Comput. 169,
1186–1194.
Nayfeh, A.H., 1973. Perturbation Methods. John Wiley and Sons,
New York.
Ramos, J.I., 2008a. On the Picard–Lindelof method for nonlinear
second-order differential equations. Appl. Math. Comput. 203,
238–242.
Ramos, J.I., 2008b. A non-iterative derivative-free method for
nonlinear ordinary differential equations. Appl. Math. Comput.
203, 672–678.
Ramos, J.I., 2009. Picard’s iterative method for nonlinear advection-
reaction-diffusion equations. Appl. Math. Comput. 215, 1526–
1536.
Schnell, S., Mendoza, C., 1997. Closed form solution for time-
dependent enzyme kinetics. J. Theor. Biol. 187, 207–212.
Sen, A.K., 1988. An application of the Adomian decomposition
method to the transient behavior of a model biochemical reaction.
J. Math. Anal. Appl. 131, 232–245.
Sweilam, N.H., Khader, M.M., 2007. Variational iteration method for
one dimensional nonlinear thermoelasticity. Chaos, Solitons Frac-
tals 32, 145–149.
Sweilam, N.H., Khader, M.M., 2009. Exact solutions of some coupled
nonlinear partial differential equations using the homotopy
perturbation method. Comput. Math. Appl. 58, 2134–2141.
Sweilam, N.H., Khader, M.M., 2010. On the convergence of VIM for
nonlinear coupled system of partial differential equations. Int. J.
Computer Math. 87 (5), 1120–1130.
Sweilam, N.H., Khader, M.M., Al-Bar, R.F., 2008. Homotopy
perturbation method for multi-dimensional nonlinear coupled
system of parabolic and hyperbolic equations. Topol. Methods
Nonlinear Anal. 31, 295–304.
Wazwaz, A.M., 1998. A comparison between Adomian decomposition
method and Taylor series method in the series solution. Appl.
Math. Comput. 97, 37–44.
Yang, P., Chen, Y., Zhi-Bin, Li, 2009. ADM-Pade´ technique for the
nonlinear lattice equations. Appl. Math. Comput. 210, 362–375.
