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Resumen
La teor´ıa del cambio de creencias modela la dina´mica del conocimiento, es decir, el
estado de las creencias de un agente luego de recibir informacio´n externa. Uno de los
principales modelos de cambio que existen en la teor´ıa de cambio de creencias es el mo-
delo AGM, donde la nueva informacio´n tiene prioridad sobre la existente, aunque existen
diversidad de modelos alternativos que tratan de remediar esto.
El presente trabajo trata acerca de la implementacio´n del modelo de cambio utilizado
en operaciones de cambio priorizadas y no-priorizadas. Dicho modelo toma como referencia
el modelo AGM y otras operaciones no cla´sicas, adema´s de conceptos de diferentes autores
para definir los mecanismos de inferencia utilizados en la implementacio´n.
1. El Modelo de Cambio
Conocemos como bases de creencias a aquellos estados de conocimiento representados
mediante un conjunto de sentencias no necesariamente clausurado. Asimismo, sabemos que los
conjuntos de creencias son un conjunto de sentencias de un lenguaje determinado clausu-
radas bajo cierta operacio´n de consecuencia lo´gica. En general, los conjuntos de creencias son
infinitos y por tal motivo, es imposible tratar con ellos en una computadora. En su lugar, es
posible caracterizar las propiedades que debe satisfacer cada una de las operaciones de cambio
sobre representaciones finitas de un estado de conocimiento.
Las operaciones de expansio´n son las ma´s sencillas de definir desde un punto de vista lo´gico.
Consiste en agregar una nueva creencia al estado episte´mico, sin garantizar la consistencia del
mismo luego de su aplicacio´n. El s´ımbolo “+” generalmente es usado para representar a un
operador de expansio´n.
*Miembro del LIDIA (Laboratorio de Investigacio´n y Desarrollo en Inteligencia Artificial) y del IICyTI
(Instituto de Investigacio´n en Ciencia y Tecnolog´ıa Informa´tica).
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Las operaciones de contraccio´n eliminan del estado episte´mico una creencia α y aquellas
creencias que posibilitan su deduccio´n o inferencia. Es de particular importancia que las sen-
tencias a eliminar representen el mı´nimo cambio sobre el estado episte´mico. El s´ımbolo “−”
generalmente es usado para representar a un operador de contraccio´n.
Las operaciones de revisio´n consisten en la insercio´n de sentencias al estado episte´mico con
la garant´ıa de que si el mismo es consistente antes de la revisio´n, la consistencia se manten-
dra´ luego de ella. Esto significa que una revisio´n agrega una nueva creencia y tal vez elimine
otras para evitar inconsistencias.
A continuacio´n, mencionaremos los postulados ba´sicos para revisiones formulados en el mo-
delo AGM [AGM85]. En estos postulados se asume que el estado de conocimiento de un agente
se representa mediante un conjuntos de creencias K (esto es, K = Cn(K)), “∗” representa un
operador de revisio´n, y α, β sentencias del lenguaje.
(K∗1) Clausura: Para cualquier conjunto de creencias K y cualquier sentencia α, K ∗ α es un
conjunto de creencias.
(K∗2) Exito: α ∈ K ∗ α.
(K∗3) Inclusio´n: K ∗ α ⊆ K+ α.
(K∗4) Vacuidad: Si K 0 ¬α entonces K ∗ α = K+ α.
(K∗5) Consistencia: Si 0 ¬α entonces K ∗ α 6= K⊥.
(K∗6) Extensionalidad/Preservacio´n: Si Cn(α) = Cn(β) entonces K ∗ α = K ∗ β.
La idea de definir una operacio´n de cambio a partir de otra se fundamenta en la bu´squeda
de la simplificacio´n y coherencia de la teor´ıa epistemolo´gica. A continuacio´n, veremos que
las contracciones y revisiones son interdefinibles entre s´ı, asumiendo a las expansiones como
operaciones de cambio primitivas:
Identidad de Levi: K ∗ α = (K − ¬α) + α.
Identidad de Harper: K − α = K ∩K ∗ ¬α.
Estas identidades indican que la definicio´n de un me´todo algor´ıtmico para computar uno de
los procesos puede derivar en la construccio´n del otro.
2. Kernel Contractions
El operador de Kernel Contraction es aplicable tanto a bases de creencias como a conjuntos
de creencias. Consiste en construir un operador de contraccio´n que sea capaz de seleccionar y
eliminar entre los elementos de K creencias que contribuyen a la inferencia de α.
Definicio´n 2.1 [Han93]: Sean K un conjunto de sentencias y α una sentencia. El conjunto
K⊥α, denominado conjunto de kernels es el conjunto de conjuntos K ′ tales que:
1. K ′ ⊆ K.
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2. K ′ ` α.
3. Si K ′′ ⊂ K ′ entonces K ′′ 0 α.
El conjunto K⊥α tambie´n se denomina conjunto de α-kernels y cada uno de sus elementos se
denomina α-kernel.
Para que una operacio´n de contraccio´n sea exitosa se necesita eliminar al menos un ele-
mento de cada α-kernel. Los elementos a ser eliminados son seleccionados por una funcio´n de
incisio´n, denominada as´ı porque realiza un corte sobre cada kernel.
Definicio´n 2.2 [Han93]: Una funcio´n “σ” es una funcio´n de incisio´n para un conjunto K si
para toda sentencia α vale que:
1. σ(K⊥α) ⊆ ⋃(K⊥α).
2. Si K ′ ∈ K⊥α y K ′ 6= ∅ entonces K ′ ∩ σ(K⊥α) 6= ∅.
Una vez que la funcio´n de incisio´n fue aplicada, debemos eliminar de la base K aquellas
sentencias que la funcio´n de incisio´n indique. Esto es, luego de una contraccio´n de K por α
deber´ıan conservarse todas aquellas sentencias de K que no fueron seleccionadas por σ.
Definicio´n 2.3 [Han93]: Sea K un conjunto de sentencias, α una sentencia cualquiera, y
K⊥α el conjunto de α-kernels de K. Sea “σ” una funcio´n de incisio´n para K. El operador
“−σ ”, denominado kernel contraction determinado por “σ” se define de la siguiente manera:
(Def Kernel Contraction) K −σ α = K\σ(K⊥α).
Un operador “−” es un operador de kernel contraction para K si y so´lo si existe alguna
funcio´n de incisio´n “σ” tal que K − α = K −σ α para toda sentencia α.
2.1. Funciones de Incisio´n Cualitativas y Cuantitativas
Una funcio´n de incisio´n σ selecciona un elemento de cada subconjunto perteneciente a K⊥α,
para evitar la deduccio´n de α. Con tal fin, podemos contar con diferentes pol´ıticas de seleccio´n
[FS02]:
Cualitativas: se descartara´n primero aquellas sentencias de menor importancia episte´mi-
ca.
Cuantitativas: se pretende minimizar el nu´mero de sentencias a ser eliminadas. Para
ello, se seleccionara´n las sentencias que se encuentren repetidas ma´s cantidad de veces en
distintos α-kernels.
Definicio´n 2.1.1 : Sea K un conjunto de sentencias y σ una funcio´n de incisio´n para K.
Decimos que σ es una funcio´n de incisio´n cuantitativamente o´ptima si, para cualquier otra
funcio´n de incisio´n σ′ de K, y para toda sentencia α ∈ L se verifica que:
|σ(K⊥α)| ≤ |σ′(K⊥α)|
Esto es, la cantidad de elementos eliminados por σ es la mı´nima.
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2.2. Importancia Episte´mica
Este me´todo consiste en proveer una forma de comparar creencias a partir de la importancia
de permanencia de la misma en el estado episte´mico, de manera que al realizar una contraccio´n
con respecto a determinada creencia, se eliminen aquellas sentencias con ma´s baja importancia
episte´mica.
Para poder definir un operador de importancia episte´mica, asumiremos que los distintos
grados de importancia episte´mica estara´n medidos cualitativamente y no cuantitativamente.
Por ejemplo, si α y β son sentencias en L, la relacio´n estricta α < β expresara´ que “β es ma´s
importante episte´micamente que α”.
2.2.1. Condicionales vs. Hechos
Cuando hablamos de contenido intensional de una sentencia condicional del tipoA→ B,
donde tanto A como B contienen variables, es necesario suponer que tal regla afectara´ a un sub-
conjunto de elementos del conjunto de creencias al que se refiera. Es decir, que tales sentencias
se refieren a todo un universo de objetos.
En cambio, nos referimos a una sentencia disyuntiva de fo´rmulas ato´micas desde su conte-
nido extensional, dado que en ese caso una sentencia no se refiere mas alla´ de los literales
que en ella este´n expresados. Es decir, tales sentencias se refieren a ciertos objetos en particular
de todo un universo de objetos.
Dado que las sentencias condicionales (contenido intensional) son ma´s generales que las
sentencias disyuntivas o hechos (contenido extensional), nuestro sistema determinara´ en forma
impl´ıcita un orden de importancia episte´mica entre condicionales y disyunciones o hechos, de
manera que siempre sera´ ma´s importante episte´micamente una sentencia condicional, a menos
que el usuario determine lo contrario expl´ıcitamente.
3. Incorporacio´n Consistente de Creencias
Definiremos la operacio´n de revisio´n en un conjunto K con respecto a una sentencia α,
mediante la Identidad de Levi, asumiendo que “ − ” es un operador de kernel contraction de-
terminado por una funcio´n de incisio´n “σ”.
Definicio´n 3.1 [Han96]: Sea “ − ” una kernel contraction para un conjunto K. Entonces
el operador de kernel revision interno para K se define como sigue:
K ∓σ α = (K − ¬α) + α.
La notacio´n “∓ ”, indica que el operador de revisio´n primero realiza una contraccio´n y luego
una expansio´n.
La implementacio´n del sistema esta´ basada en la aplicacio´n de las operaciones de revisio´n
mediante el operador de kernel revision interno. Para definir formalmente tal operador necesi-
taremos el uso de dos postulados adicionales propuestos por Hansson:
Retencio´n de Nu´cleo [Han93]: Si β ∈ K y β /∈ K ∗α entonces existe algu´n K ′ tal que
K ′ ⊆ (K ∪ {α}), K ′ es consistente pero K ′ ∪ {α} es inconsistente.
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Uniformidad [Han93]: Si para todo K ′ ⊆ K, K ′ ∪ {α} es inconsistente si y so´lo si
K ′ ∪ {β} es inconsistente, entonces K ∩ (K ∗ α) = K ∩ (K ∗ β).
El siguiente teorema da una caracterizacio´n axioma´tica para el operador de kernel revision
interno aplicado sobre conjuntos no necesariamente clausurados.
Teorema 3.1 [Han93]: El operador “ ∗ ” es un operador de kernel revision interno para una
base de creencias K si y so´lo si satisface inclusio´n, retencio´n de nu´cleo, e´xito y uniformidad.
4. Revisiones No Priorizadas
Las operaciones de revisio´n cla´sicas esta´n caracterizadas por ciertos postulados de racio-
nalidad introducidos por Ga¨rdenfors [Ga¨r88], algunos de los cuales, han sido cuestionados por
considerarse arbitrarios. En particular, el postulado de e´xito establece que la nueva informacio´n
a ser revisada en un estado episte´mico debera´ formar parte del mismo, a pesar de que para
mantener la consistencia de la misma se deban dejar de lado otras creencias que ya pertenecen
al estado de conocimiento del agente.
Por tal motivo, es interesante la definicio´n de nuevos tipos de operaciones de revisio´n que
logren capturar la informacio´n de manera ma´s intuitiva que el operador de revisio´n cla´sico,
de manera que una nueva informacio´n no tenga absoluta prioridad sobre la contenida en el
estado episte´mico. Para establecer un ejemplo concreto, pensemos en un ser racional. Dicho ser
constantemente esta´ en proceso de aprendizaje, captando todo nuevo conocimiento de forma
incondicional. Pero ¿que´ sucede cuando una nueva creencia contradice conocimientos ya adop-
tados en e´l? En muchos casos, se exigir´ıa una explicacio´n para la nueva creencia, a partir de
la cual poder tomar una decisio´n con respecto a la contradiccio´n ocurrida, de modo de renovar
sus creencias en forma consistente y darle ma´s sustento a la nueva creencia.
Antes de presentar el nuevo operador de revisio´n, presentaremos la nocio´n de explicacio´n
utilizada en [FKS02]. En toda explicacio´n existen dos elementos distinguibles: el explanans,
encargado de representar la explicacio´n propiamente dicha, y el explanandum, que representa
la conclusio´n final de la explicacio´n.
Definicio´n 4.1 [FKS02]: El conjunto A es una explicacio´n para α si y so´lo si A verifica:
1. Deduccio´n: A ` α. Es la esencia de la explicacio´n por si misma.
2. Consistencia: A 0 ⊥. Es necesaria en el explanans para impedir que un conjunto incon-
sistente sea explicacio´n para cualquier sentencia.
3. Minimalidad: Si B ⊂ A entonces B 0 α. Se exigira´ en el explanans, para evitar infor-
macio´n irrelevante para el explanandum.
4. Contenido Informacional: α 0 A. Evita que una sentencia se explique a si misma o
que, se den casos en que A sea, por ejemplo, {α ∨ β, α ∨ ¬β}.
La relacio´n “A es una explicacio´n para α” sera´ notada como A½ α.
En dia´logos entre agentes es comu´n que un agente no acepte totalmente lo que le informa
otro sino que acepte parte de esa informacio´n (aceptacio´n parcial). Por tal motivo, utilizaremos
un operador de revisio´n mu´ltiple que permita modelar este comportamiento.
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Sea A una explicacio´n para α. Sean K y A conjuntos de sentencias. Sea “¦” un operador de
revisio´n mediante explicaciones. Los siguientes postulados han sido propuestos para este tipo
de operador [FKS02]:
1. Inclusio´n: K ¦ A ⊆ K ∪ A.
2. Retencio´n de Nu´cleo: Si α ∈ (K ∪ A)\(K ¦ A) entonces existe un conjunto H tal que
H ⊆ (K ∪ A), H es consistente y H ∪ {α} es inconsistente.
3. Congruencia: Si K ∪ A = K ∪B entonces K ¦ A = K ¦B.
4. Imparcialidad: Si A 0 ⊥ y B 0 ⊥ y para todo H ⊆ K vale que (H ∪ A) ` ⊥ si y so´lo
si (H ∪B) ` ⊥ entonces (H ∪ A)\(K ¦ A) = (H ∪B)\(K ¦B).
5. Reversio´n: Si K ∪A y K ∪B tienen los mismos conjuntos minimalmente inconsistentes
entonces (H ∪ A)\(K ¦ A) = (H ∪B)\(K ¦B).
6. Preservacio´n de Consistencia: Si K 0 ⊥ entonces K ¦ A 0 ⊥.
A continuacio´n, veremos un algoritmo que expresara´ un posible desarrollo del operador de
revisio´n mediante explicaciones con aceptacio´n parcial:
1. Inicialmente se acepta el conjunto de entrada A.
2. Se eliminan de K ∪ A todas las posibles contradicciones.
Siguiendo el algoritmo, si K es consistente, al insertar A en ella obtendremos posiblemente un
estado intermedio inconsistente. Luego, se restaurara´ la consistencia en el estado episte´mico
aplicando la operacio´n de consolidacio´n1.
4.1. Kernel Revision Mediante Explicaciones
Para poder definir el operador de kernel revision mediante explicaciones necesitamos contar
con una funcio´n de incisio´n aplicable a cualquier conjunto del lenguaje. Por lo tanto definiremos
una funcio´n de incisio´n global (esto es, una funcio´n de incisio´n que pueda aplicarse a cualquier
subconjunto del lenguaje).
Definicio´n 4.1.1 [FKS02]: Una funcio´n de incisio´n global es una funcio´n “σ” tal que pa-
ra todo conjunto H ⊆ L y toda sentencia α ∈ L vale que:
1. σ(H⊥α) ⊆ ⋃(H⊥α).
2. Si X ∈ H⊥α y X 6= ∅ entonces (X ∩ σ(H⊥α)) 6= ∅.
1Adaptaremos en forma directa las definiciones de Kernel Contraction para definir una operacio´n de Ker-
nel Consolidation. En forma intuitiva, una operacio´n de kernel consolidation consiste en encontrar todos los
subconjuntos minimales de K que derivan ⊥ y cortar cada uno de ellos mediante una funcio´n de incisio´n.
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Definida ya la funcio´n de incisio´n global, estamos en condiciones de establecer una definicio´n
formal para el operador de kernel revision mediante explicaciones.
Definicio´n 4.1.2 [FKS02]: Sean K y A conjuntos de sentencias y “σ” una funcio´n de in-
cisio´n global. El operador “ ¦ ” de kernel revision mediante explicaciones (¦ : 2L × 2L ⇒ 2L) se
define como:
(Def Kernel Revision mediante Explicaciones) K ¦ A = (K ∪ A)\σ((K ∪ A)⊥⊥)
Habiendo presentado las definiciones formales necesarias para las operaciones de kernel
revision mediante explicaciones, so´lo resta dar una caracterizacio´n axioma´tica para ellas. El
siguiente teorema da la representacio´n correspondiente:
Teorema 4.1.1 [FKS02]: SeanK un conjunto de sentencias consistente. El operador “¦” es un
operador de kernel revision mediante explicaciones si y so´lo si satisface inclusio´n, consistencia,
retencio´n de nu´cleo y reversio´n.
Figura 1: Operacio´n de Revisio´n No Priorizada.
5. Representacio´n del Conocimiento
El sistema representara´ el conocimiento de un agente mediante una base de creencias, lle-
vando registro de las sentencias deducidas mediante la clausura lo´gica en forma discriminada de
la base misma. En el conjunto de creencias deducidas so´lo se encontrara´n aquellas sentencias
deducidas a partir de la ejecucio´n de los mecanismos de inferencia aplicados sobre la base de
creencias y sobre el mismo conjunto de creencias deducidas. So´lo sera´n parte de este conjunto
aquellas disyunciones deducidas por los mecanismos de inferencia que son un paso intermedio
en la deduccio´n de hechos, quienes sera´n mostrados como parte de la clausura. Mediante esta
restriccio´n, se evitara´ el problema de inviabilidad computacional para la clausura lo´gica.
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El lenguaje L esta´ compuesto por un subconjunto del lenguaje del ca´lculo de predicados.
Se utilizara´n fo´rmulas bien formadas (fbfs) para expresar las creencias del conocimiento. Tales
sentencias sera´n formadas a partir de los conectivos lo´gicos “ y ”, “ o ”, “ no ”, “ -> ”, y
tambie´n a partir de identificadores de proposiciones y predicados.
Adema´s, dos creencias estara´n relacionadas episte´micamente mediante pares (u, v) ∈ R,
donde R puede ser uno de los conjuntos relacionales “ < ”, “ > ” o´ “ = ”.
6. Mecanismos de Inferencia
A continuacio´n, presentaremos los mecanismos de inferencia utilizados en el sistema. Es
necesario que el lector este´ familiarizado con conceptos relacionados a programacio´n en lo´gica,
ca´lculo de predicados, y procesos computacionales en los mismos. La notacio´n sera´ similar a
PROLOG, los predicados y las constantes comenzara´n con letras minu´sculas, mientras que
las variables comenzara´n con letras mayu´sculas. Las reglas de cuantificacio´n de las variables
tambie´n son equivalentes a las utilizadas en PROLOG.
Definiremos un procedimiento de inferencia basado en resolucio´n de literales complementa-
rios. Si existen dos sentencias de la forma α o β, y δ o ² y existe una sustitucio´n de variables ϕ
tal que β = ( no δ)[ϕ] 2 entonces se obtiene una nueva resolvente (α o ²)[ϕ]. Notemos que este
tipo de sentencias disyuntivas de literales no ba´sicos pueden obtenerse transformando las reglas
de la forma A -> B en disyunciones de la forma no A oB.
El procedimiento de resolucio´n toma como argumento a un conjunto de expresiones en
una versio´n simplificada del ca´lculo de predicados, llamada forma clausal. Una cla´usula es un
conjunto de literales representando sus disyunciones. Por ejemplo, los conjuntos {pajaro(toto)}
y { no pajaro(X), vuela(X)} son las cla´usulas que corresponden a las sentencias pajaro(toto)
y pajaro(X) -> vuela(X) respectivamente.
Dentro de los me´todos de resolucio´n conocidos, podemos utilizar el me´todo de resolucio´n
ordenada [GN88]. El mismo consiste en una estrategia de resolucio´n muy restrictiva en la cual
cada cla´usula es tratada como un conjunto linealmente ordenado. La resolucio´n esta´ permitida
so´lo en el primer literal de cada cla´usula. Los literales en una nueva conclusio´n son ordenados
mediante el mismo criterio. Luego se aplica la estrategia en forma recursiva hasta que no se
obtengan nuevas conclusiones.
Debido a la forma ordenada de las cla´usulas que intervienen en una deduccio´n y el hecho de
observar so´lo el primer literal de cada una para obtener una nueva cla´usula hace de la resolucio´n
ordenada una estrategia extremadamente eficiente.
Sin embargo, este me´todo puede resultar no completo con cla´usulas no Horn. En caso de
aplicar resolventes con cla´usulas no Horn, el sistema adoptara´ el me´todo de resolucio´n por
conjunto soporte [GN88].
7. Mecanismos de Orden
Denominamos mecanismos de orden a aquellos conceptos por los que se efectivizan las
relaciones binarias entre creencias, pertenecientes a la base de conocimiento, que representan
la importancia episte´mica del sistema.
2En general, la notacio´n α[ϕ] indica que se aplica la sustitucio´n ϕ a la fo´rmula α.
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Las siguientes funciones sera´n necesarias para lograr una asociacio´n entre las diferentes re-
laciones binarias definidas en el sistema.
Definicio´n 7.1 [Mom03]: Dada la funcio´n ξ : K × K ⇒ K × K, llamada funcio´n de in-
versio´n de orden, llamaremos al conjunto ξ(R) = {(w, v) : (v, w) ∈ R}, conjunto de orden
invertido sobre la relacio´n R.
A partir de la definicio´n anterior podemos unificar las relaciones “<” y “>” mediante la
identidad <=< ∪ξ(>). De esta manera, obtenemos una forma de conversio´n entre las relaciones
“<” y “>”, de manera que si tuvie´ramos las relaciones a < b y b > c, mediante el uso de la
identidad anterior obtendr´ıamos las relaciones a < b y c < b, resumiendo as´ı el uso de ambos
operadores relacionales a so´lo uno de ellos.
Ahora debemos dar una definicio´n para lograr la asociacio´n de la relacio´n binaria restante
“=” con las relaciones “<” y “>”, de manera que logremos obtener un conjunto de relaciones
u´nicas resultante de la asociacio´n de todos los pares pertenecientes a toda relacio´n binaria del
sistema. τR sera´ la relacio´n que se obtiene de insertar las relaciones generadas al reemplazar
cada aparicio´n de una creencia en una relacio´n R por su igual en el conjunto relacional “=”.
Por ejemplo, si se tuviesen las relaciones a = b, a < c y d < b, el nuevo conjunto de relaciones
resultante ser´ıa a < c, d < b, b < c y d < a.
Un conjunto de relaciones u´nicas sera´ la unificacio´n de todas las relaciones binarias partici-
pantes del sistema de orden episte´mico en la implementacio´n, en un u´nico tipo de relacio´n (en
la implementacio´n esa relacio´n es “<”).
Definicio´n 7.2 [Mom03]: Sea R el conjunto de relaciones u´nicas aplicadas a K, donde:
(Def R) R = τ(< ∪ ξ(>))
Existe una asociacio´n entre un grafo dirigido (digrafo) y una relacio´n binaria, de manera que
sea posible una examinacio´n de las relaciones entre elementos y, ma´s importante au´n, brindar
una forma alternativa para la comprobacio´n computacional de la coherencia entre el orden de
las creencias, fijado por las relaciones binarias ligadas a ellas.
Definicio´n 7.3 [Mom03]: Sea ~G(R) el digrafo asociado a toda relacio´n R tal que:
V = K, el conjunto V de ve´rtices de ~G es el estado episte´mico K.
Si (v, w) ∈ R entonces hay un arco con origen v y extremo w en ~G.
El sistema soportara´ internamente el orden indicado por las relaciones binarias contenidas
en el conjunto de importancia episte´mica, trabajando directamente sobre un digrafo ac´ıclico
~G(R).
Es importante destacar que el sistema operara´ sobre este tipo de digrafos en forma correcta
hasta el momento en que se encuentra con un ciclo en e´l. De ocurrir esto, el sistema habra´ des-
cubierto una contradiccio´n entre las relaciones que conforman la importancia episte´mica del
sistema, informando el error en ese momento.
Estos errores se verifican antes del ingreso de una nueva relacio´n entre dos creencias, es decir
que ocurre cuando el conjunto de conocimientos esta´ a punto de ser modificado.
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Figura 2: Ejemplo de la visualizacio´n de las ventanas.
8. Representacio´n Interna de los Conocimientos
Vistos los fundamentos teo´ricos que motivaron el desarrollo de nuestro trabajo, resta aclarar
que su implementacio´n lo´gica se realizo´ en PROLOG mientras que la interface gra´fica y de
comunicacio´n con el usuario se programo´ en JAVA.
De esta manera, el usuario, al ejecutar el sistema, esta´ corriendo un proceso con ejecucio´n
sobre la ma´quina virtual creada por JAVA y aquel, mediante los requerimientos del usuario,
entablara´ la comunicacio´n con PROLOG para el manejo de la base de creencias y la aplicacio´n
de las operaciones de cambio sobre ella.
Como ya hemos visto, los conocimientos en el sistema son manejados mediante dos conjun-
tos, la base de creencias y los hechos inferidos. Pero, ¿co´mo esta´n representados internamente?
Las sentencias pertenecientes a la base de creencias estara´n presentes en el sistema, como
para´metros de un predicado dina´mico llamado kb. Mientras que aquellas sentencias que formen
parte de los hechos inferidos, ya sea en los estados intermedios o en el estado final, el cua´l es
de disposicio´n del usuario, estara´n como para´metro de un predicado dina´mico llamado fc.
Ambos predicados dina´micos contienen un primer para´metro dedicado a la numeracio´n de
los conocimientos. Un secuenciamiento en las sentencias representantes de los conocimientos,
permitio´ llevar un orden de examinacio´n de los mismos y evitar repetir comparaciones entre
dos sentencias ya examinadas.
Adema´s, el predicado dina´mico kb cuenta con un tercer para´metro, el cual es el encargado de
llevar consigo las relaciones binarias que asocian a la misma sentencia con otras pertenecientes
a la base de creencias. Esta labor se lleva a cabo mediante un conjunto (implementado con una
lista), que contiene cada una de las relaciones en cuestio´n.
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Por su parte, el tercer para´metro del predicado dina´mico fc lleva cuenta de los nu´meros de
creencias utilizadas para su propia deduccio´n. De esta manera, este u´ltimo para´metro tambie´n
sera´ utilizado en el caso de las consultas, mostrando las sentencias que sustentan la prueba de
determinada creencia.
Por lo tanto definimos a los predicados dina´micos del sistema como sigue:
La terna kb(N,S,IE) compuesta por:
1. N, nu´mero de sentencia.
2. S, sentencia que representa una creencia.
3. IE, conjunto de relaciones de S con otras creencias.
La terna fc(I,C,P) compuesta por:
1. I, nu´mero de forma clausal.
2. C, forma clausal deducida.
3. P, conjunto de identificaciones de creencias que deducen C.
Entre las virtudes del sistema, podemos mencionar su versatilidad en la interaccio´n con el
usuario, permitiendo que el mismo sistema pueda realizar los cambios de manera automa´tica
(basa´ndose en las relaciones de importancia episte´mica almacenadas o en criterios cuantitativos)
o de manera manual. En caso de cambios manuales, el sistema deja en manos del usuario
la decisio´n de que creencias conservar o eliminar. No obstante, dependiendo de los criterios
cualitativos o cuantitativos adoptados (establecidos en la configuracio´n), el sistema indica las
creencias que deber´ıan ser eliminadas, siguiendo los criterios anteriormente establecidos. En esos
casos, el usuario tendra´ la decisio´n final sobre que´ eliminar y que´ mantener, pero sera´ sustentado
con informacio´n provista por el sistema.
9. Conclusiones
Durante el disen˜o del sistema se busco´ la forma de evitar los problemas computacionales que
esta´n involucrados con el uso de conjuntos de creencias. Por este motivo, se utilizaron conjuntos
de sentencias no clausurados, aunque se pod´ıan obtener clausuras discriminadas (restringidas)
de la misma.
Para lograr una operacio´n de clausura eficiente, se investigaron distintos mecanismos de in-
ferencia. Entre ellos las reglas Modus Ponens, Modus Tolens y Resolucio´n de Literales Comple-
mentarios, siendo esta u´ltima la u´nica que finalmente fuera utilizada, dado que sus deducciones
contienen a las inferidas por las dos primeras.
Con el fin de evitar las deducciones infinitas en la clausura, se decidio´ que el conjunto
de clausura deber´ıa contener hechos solamente, evitando las disyunciones intermedias en una
secuencia de sentencias inferidas. Pero ¿co´mo decidir si una deduccio´n concluir´ıa,en algu´n mo-
mento de la prueba con un hecho, o si simplemente nos conducir´ıa a una secuencia de prueba
infinita? Por ello se trabajo´ sobre la prueba de sentencias pertenecientes al Universo de Her-
brand asociado al conjunto de creencias. Si bien mediante este uso se logro´ dar con conjuntos
de clausura finitos (por no contar con funciones en el lenguaje), la aplicacio´n de la operacio´n
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en cuestio´n constitu´ıa una carga extra considerable para el tiempo de ejecucio´n del sistema.
Luego, se concluyo´ que la resolucio´n ordenada y resolucio´n mediante conjunto soporte ser´ıan
apropiadas para la implementacio´n del sistema, debido a detalles de la unificacio´n de PROLOG
y a las formas de manejo de las estructuras elegidas.
Finalmente, el sistema fue testeado con cientos de sentencias, para verificar que el uso de
los mecanismos seleccionados en la implementacio´n fueran los ma´s apropiados, desde un punto
de vista de eficiencia y correctitud.
Como trabajo futuro, desarrollaremos una aplicacio´n servidora en internet que aplique los
operadores de cambio anteriormente presentados esperando as´ı, lograr un testeo exhaustivo del
sistema, as´ı como nuevas conclusiones y propuestas de desarrollo futuras.
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