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Abstract 
This thesis comes in three distinct parts: an evaluation of concrete carbonation to improve 
accuracy of lifecycle carbon emissions of concrete; a detailed rationale outlining the importance 
of carbon capture and storage (CCS) for Portland cement and discussing viable technology 
deployment trajectories for the UK; and experimental investigation of one of the most 
promising carbon capture technology for the industry. 
Using a data set of around 2000 points from the literature, two regression models using 
common predictor variables were generated using multilevel modelling. One of these was used 
to quantify the amount of CO2 absorbed annually by all the world’s concrete. The best estimate 
for 2012 was 136 Mt CO2. 
To better understand the current development status of five carbon capture technologies in the 
cement industry, a sector-specific Technology Readiness Level (TRL) scale was produced. From 
this, dates of commercialisation are predicted and used in a bottom-up model which simulates 
the installation of carbon capture on UK cement plants at times when they are expected to be 
closed for other major alterations. The calculated rate of decarbonisation is compared with 
those presented in existing top-down pathways to determine how realistic the latter are. They 
seem realistic but only in a supportive policy environment. 
One of the five promising technologies studied was calcium looping. It is attractive for the 
Portland cement industry because the mainly CaO waste from the capture plant can be used as 
a raw material in the cement plant. The effect of looping on the compressive strength of cement 
was investigated. There was not statistically significant (α = 0.05) difference between the 
compressive strength of cement made with CaO looped 0, 5 and 10 times. Some significant 
differences were observed between cements which differed in other ways such as the type of 
sorbent used as the raw material.  
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Preface 
This thesis has been written at a time when the global community has just agreed to increase 
its efforts to mitigate the effects of climate change. The prospects for carbon capture and 
storage (CCS) in the short term do not seem to have been upgraded at the same time. Although 
last year saw the first ‘large-scale’ CCS project on a power station, the number of projects 
flowing through the development pipeline is not increasing at the rate believed to be required 
for CCS to play a significant role in climate change mitigation. The status of CCS within the 
cement industry has not moved far recently; although technologies are being tested and a few 
pilot plants are being built, there do not seem to be the policies in place to make CCS in the 
cement industry viable any time soon. In the UK, the policy environment for CCS is worsening, 
pushing a country that was once a leader in CCS back into the middle of the pack. 
But there are reasons to be hopeful. With Boundary Dam’s construction and operation comes 
the ability to counter naysayers who (falsely) claim that the technology chain is unproven. The 
UAE are building CCS on an integrated steel mill, and new CCS champions such as China are 
starting to emerge. As more regions adopt carbon prices there is a higher chance of one of these 
markets or taxes actually spurring on a group of CCS projects within that jurisdiction. 
Promising opportunities for CCS clusters appear relatively common and may be the centre of 
future CCS strategies around the world. 
Calcium looping (CaL) is a promising capture technology, but it is not progressing at the pace it 
needs to in order to catch up with amine scrubbing, which is scaled up and has been applied to 
a range of industries. CaL has certain properties which make it competitive in several 
industries, especially where there are many impurities in the gas stream. An example is the 
cement industry, and the interaction between the calcium looping and Portland cement pyro-
processes is investigated in this thesis. 
In fact, the application of CCS technologies in general to the cement industry is an interesting 
topic. Unlike electricity generation, cement manufacture cannot reach deep decarbonisation 
without CCS and so it appears more inevitable within a decarbonised world than an electricity 
grid based on fossil fuel-fired power stations with CCS. 
CCS is vital for decarbonising the construction industry, because there are few other options. 
There are three requirements on the industry: reducing the carbon emissions of the sector, 
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mainly from cement manufacture; producing enough houses, roads and other infrastructure to 
satisfy a rapidly growing demand across the world; and allowing those structures to fit into 
social and cultural traditions which enable human expression through the built environment. 
As is explained in Section 4 through quantification and discussion, CCS is the only viable 
technology which can allow the construction sector to fulfil these three requirements. 
The inevitable requirement for CCS in the cement industry is mainly due to the calcination of 
limestone (calcium carbonate) to produce lime. This produces carbon dioxide, and the step 
cannot be avoided if Portland cement is to be made. However, the process is reversible and 
hydrated cement in the form of concrete and mortar can react with CO2 in the atmosphere to 
re-form calcium carbonate. This process has been known about for many years – it is one of the 
mechanisms through which concrete degrades – but the amount of CO2 absorbed by all the 
concrete in the world has not been calculated until now. This thesis explains how this was 
achieved, and how big the effect is compared with sources of CO2 such as the cement sector. 
So, this thesis comes in three distinct parts: concrete carbonation, assessing CCS in the cement 
industry, and then experimental work on calcium looping in the cement industry. A diagram 
illustrating the thesis structure is shown on the next-but-one page. 
After the introduction in Section 1, the study of concrete carbonation starts in Section 2. It 
presents a statistical analysis of concrete carbonation data in the literature, and two models 
are developed based on important variables which influence the rate at which this phenomenon 
occurs. Section 0 applies the results of Section 2 to the global inventory of concrete and 
produces an estimate of how much CO2 is absorbed by concrete around the world. The global 
absorption model is extrapolated to 2050 and investigates how the net carbon intensity of the 
cement sector, if it can claim the net atmospheric CO2 removal by concrete, can alter based on 
changes to the factors which affect both emission and absorption of CO2. 
A description of how CCS can mitigate the emission of CO2 to some extent is presented in 
Section 4 alongside an explanation of how the Portland cement industry affects the climate, 
and what options it has to reduce these detrimental effects. Deployment of carbon capture and 
storage (CCS) is identified as an important action based upon the requirements of society and 
the climate. The capture technologies are reviewed with respect to their suitability and 
progress within the cement sector in Section 5. Based on the results of that review a bottom-up 
model of deployment of CCS in the UK cement sector is performed in Section 6, and a 
comparison of the deployment pathways developed through this method and via top-down 
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methods, as published by various organisations, is presented. Calcium looping is identified as a 
critical technology to develop as a viable and promising technology for carbon capture in the 
cement sector. 
The experimental work focusses on investigating the quality of cement produced via the 
calcium looping process. Section 7 expands upon the methods of Charles Dean, altering a 
fluidised bed reactor, using different raw materials and developing new compressive strength 
tests. These alterations are then applied from Subsection 7.4, where the effect of several 
variables is investigated. No statistically significant differences in compressive strength were 
observed for cements made with non-looped calcium oxide and calcium oxide looped up to ten 
times. 
Each major Section starts with a ‘Highlights’ subsection which aims to provide a brief overview 
of the contents and finding of that Section. All of these Sections can be expanded upon by 
further investigation. For this reason, a list of suggestions for future work is provided in 
Section 9. Appendices are provided in Section 11. 
All costs are given in 2013 Euros unless otherwise specified. 
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Nomenclature 
General 
Symbol 
Relevant 
sections 
Meaning Units 
    
D  Diffusion coefficient of CO2 in concrete m2.s-1 
dp 7.2.2.1 Surface-area weighted mean particle diameter µm 
ΔHR 3.4 Specific enthalpy of reaction kJ/mol 
K  Carbonation Rate Constant mm.yr-0.5 
p  Partial pressure Pa 
pext  Partial pressure in the bulk atmosphere Pa 
Q  
Molar concentration of material available for carbonation in 
concrete 
mol.m-3 
R  Universal rate constant 
8.314 J.K-
1.mol-1 
t All except 7 Time s 
t 7 Time years 
T  Absolute temperature K 
x 7 Carbonation Depth mm 
α  Statistical level of  significance  
σ  Standard deviation  
 
Section 2.4.2 
Symbol Meaning 
B J × k matrix of regression coefficients 
i Index of the individual items/measurements in the sample 
j Group index 
k Predictor variable index 
MB Matrix of the mean values of the k regression coefficients of the J groups 
n Number of individual items/measurements 
X Matrix of predictors 
y The outcome variable 
α Intercept 
β Gradient of the regression 
ε Error from the model 
µ Mean value 
ρ  
σ Standard deviation 
ΣB Matrix of covariance of the predictor variables 
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Acronyms 
2DS 
Two Degree Scenario (from the International Energy Agency’s energy Technology 
Perspectives reports) 
4DS 
Four Degree Scenario (from the International Energy Agency’s energy Technology 
Perspectives reports) 
AE ratio, or AE 
fraction 
Absorption-to-emission ratio or fraction 
AF Alternative Fuel 
AL Air Liquide 
ANOVA Analysis of Variance 
AR Alumina ratio 
AR5 IPCC Assessment Report 5, published in 2013–2014 
ASTM American Society for the Testing of Materials 
ASU Air separation unit 
BAT Best available technology 
BECCS Biomass energy with carbon capture and storage 
BET Brunauer-Emmett-Teller 
BF-BOF Blast furnace – basic oxygen furnace [steel production method] 
BFS See GGBS. 
BIS [UK Department for] Business, Innovation and Skills 
BRE Building Research Establishment 
BS EN British Standard Europaïsche Norm 
CA Coarse Aggregate 
CAGR Compound Annual Growth Rate 
CaL Calcium Looping 
CAC Calcium aluminate cement 
CCGT Combined Cycle Gas Turbine 
CCR 
Clinker-to-cement ratio, or 
Carbon Capture Readiness (Section 5 only) 
CCS Carbon Capture and Storage 
CDW Construction & Demolition Waste 
CFB Circulating fluidised bed 
CHP Combined Heat and Power 
CKD Cement kiln dust 
CS Compressive Strength 
CSH Calcium silicate hydrate 
CSI Cement Sustainability Initiative [part of the WBCSD] 
CSP Concentrated solar power 
DCU Direct Capture Unit 
DECC [UK] Department of Energy and Climate Change 
DoE [USA] Department of Energy 
DOGF Depleted oil and/or gas field 
DR Discount rate 
DRI Direct reduced iron [steel manufacture method] 
EAF Electric arc furnace [steel manufacture method] 
ECRA European Cement Research Academy 
EMM Estimated marginal mean 
EOR Enhanced oil recovery 
ETP 
The Energy Technology Perspectives reports from the International Energy 
Agency 
EU European Union 
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FA Fine aggregate 
FBR Fluidised Bed Reactor 
F-crit Critical F [for ANOVA] 
FEED Front-end engineering design 
FG Flue gas 
FGD Flue gas desulphurisation 
FLH Full Load Hours 
FLS FL Smidth 
FOAK First-of-a-kind 
GCCSI Global Carbon Capture and Storage Institute 
GDP Gross domestic product 
GGBS Ground granulated blast furnace slag (or blast furnace slag) 
GHG(s) Greenhouse gas(es) 
GOF Goodness of Fit 
GNR Getting the Numbers Right [an initiative of the CSI] 
GTL Gas-to-liquid 
HAC High-alumina cement 
hcp Hydrated cement paste, a mixture of only cement and water. 
h/d Height to diameter ratio 
HECLOT High Efficiency Calcium Looping Technology [by ITRI] 
HRM Homogenised Raw Meal 
ID Inside diameter 
IEA International Energy Agency 
IGCC Integrated Gasification Combined Cycle 
IPA Isopropyl alcohol 
IPCC Intergovernmental Panel on Climate Change 
ITRI Industrial Technology Research Institute [of Taiwan] 
K-τ Kendall’s Coefficient of Correlation 
ky Kiloyears (i.e. thousand years) 
LSF Lime saturation factor 
MAPE Mean absolute percentage error 
MEA Mono ethanol amine 
MENA Middle East & North Africa 
MPA Mineral Products Association 
NA Non-aggregate 
NB New Build 
NIST [USA] National Institute of Standards and Technology 
NOAK Nth-of-a-kind 
OD Outside diameter 
OPC 
Ordinary Portland Cement. This is a generic term for what is known in Europe as 
CEM 1. 
OSCM Other supplementary cementitious material 
PBM Planetary Ball Mill 
PC Pulverised coal 
PCA Portland Cement Association (USA) 
PFA Pulverised Fly Ash 
PID Proportional-Integral-Derivative [control system] 
PP Pilot plant 
ppm Parts per million 
PSD; psd Particle size distribution 
PV Photovoltaics 
QPA Quantitative Phase Analysis 
qXRD Quantitative X-ray Diffraction 
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R&D Research and development 
RBL Representative Building Lifetime 
RCA Recycled concrete aggregate 
RCC Reactive calcium content 
RDF Refuse-derived fuel 
RDS Rate-determining step 
RF Retrofit 
RM Raw meal 
rpm Rotations per minute 
SA Surface area 
SCM Supplementary Cementitious Material (e.g. PFA or GGBS) 
SCR Selective Catalytic Reduction 
SD Standard deviation 
SR Silica ratio 
TEOS Tetra ethyl orthosilicate 
tpd Tonnes per day 
TGA Thermogravimetric analysis (or analyser) 
TRL Technology Readiness Level 
UK United Kingdom 
UN United Nations 
USA United States of America 
USGS United States Geological Survey 
USSR Union of Soviet Socialist Republics 
VOCs Volatile organic compounds 
WACC Weighted average cost of capital 
WBCSD World Business Council for Sustainable Development 
WG1, WG2, etc Working Group 1, Working Group 2 etc 
WWF World Wide Fund for Nature. 
XRD X-ray Diffraction 
XRF X-ray Fluorescence 
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 Introduction 1
1.1 Highlights 
 Natural and anthropogenic flows and stocks of carbon are presented. 
 The effects of higher concentrations of CO2 in the atmosphere and oceans are discussed. 
 The flow of CO2 between the atmosphere and concrete-related activities is introduced. 
1.2 The Greenhouse Effect and Climate Change 
The Earth is in thermal equilibrium; that is, the amount of energy that is absorbed by the 
Earth and its atmosphere is equal to the amount leaving it1. Calculations show that, based on 
the amount of energy received, the Earth’s average surface temperature should be 255 K 
instead of the observed value of 288 K (3). This difference is due to the Greenhouse Effect. 
Bodies emit radiation across a range of frequencies but the distribution of the energy emitted 
across the range varies according to the temperature of that body. The sun, with a surface 
temperature of approximately 5800 K, emits mainly visible radiation (light). The Earth, at 
approximately 290 K, emits mainly infrared radiation (4).  
Different compounds absorb different wavelengths of radiation. Visible light is not well 
absorbed by most of the gases in the air, allowing it to travel from the Sun to the surface of the 
Earth. The infra-red radiation emitted by the Earth and most Earthly objects, however, are 
strongly absorbed by some of those gases, namely water vapour, carbon dioxide, methane and 
chlorofluorocarbons. These gases that absorb infra-red radiation are known as greenhouse 
gases (GHGs). This energy, which would have otherwise have left the Earth-atmosphere 
system, is absorbed by the molecules of GHGs and then re-emitted in all directions, including 
back to Earth. Thus, if greenhouse gases are added to the atmosphere, more energy stays 
within the Earth-atmosphere system and the temperature of the system rises. According to le 
Chatelier’s principle (5), as the temperature increases, the system emits more energy, 
returning to equilibrium, albeit at a higher temperature. The effect of carbon dioxide on the 
temperature of the Earth’s surface was noticed in the nineteenth century by Svante Arrhenius 
(6). 
                                                     
1 The Earth does produce some energy through radioactive decay in its molten core. However, the flux of 
energy from the core to the surface is around 0.1 W/m2 (1) versus  a total solar irradiance of Earth of 
1361 W.m-2 (2) 
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This effect is known as the Greenhouse Effect since the gases do a similar job to that of a 
greenhouse; no extra energy is added to a greenhouse to raise the temperature inside. The 
insulating glass transmits visible radiation but reflects infra-red radiation, increasing the 
amount of energy in the greenhouse, leading to a higher temperature. 
There is a natural addition and removal of most greenhouse gases in the atmosphere; the water 
cycle is a prime example. There is also a natural carbon cycle which can be crudely described as 
carbon being added to the atmosphere through the respiration and decay of virtually all 
biological organisms, and removed by plants through photosynthesis. A very small amount of 
the carbon, usually in the form of dead organisms, becomes trapped in sediments which are 
buried over time to form sedimentary rock. Over millions of years and through the application 
of high pressures and temperatures these dead organisms turn into coal, oil and gas, the 
substances known as fossil fuels. Coal is generally formed from trees and plants whereas oil 
and gas are formed from lipid-rich organisms (7).  
1.3 The sources and effects of flows of carbon dioxide to and from 
the Earth’s atmosphere 
There are natural flows and reservoirs of carbon on Earth. These are shown in Figure 1. The 
overall natural flow is greater than its anthropogenic counterpart but over time the relative 
sizes of the reservoirs can be altered. A major source of the extra carbon in the atmosphere and 
oceans is the combustion of fossil fuels. 
Since the Industrial Revolution, humanity has exploited fossil fuels in larger and larger 
quantities for electricity, heat and as chemical feedstocks. Using them for power and heating 
requires their combustion which produces several by-products, including water and carbon 
dioxide. These gases are usually emitted into the air, increasing their concentrations in the 
atmosphere. Unlike the carbon cycle, the water cycle requires only phase changes and thus 
equilibrates quickly, meaning that the amount of water in the atmosphere is relatively 
constant. 
Since carbon dioxide is a stable molecule and does not easily react with other compounds, any 
excess added to the atmosphere, such as from burning large amounts of fossil fuels within a 
short period of time, builds up. This effect is partially counterbalanced by the dissolution of CO2 
in the oceans. Over the last decade approximately 27% of the excess CO2 produced by humanity 
dissolved in the oceans. This causes acidification (8). 30% has entered the terrestrial biosphere, 
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but the other 44% has stayed in the atmosphere, increasing in atmospheric concentration from 
approximately 275 ppm in 1750 to 400 ppm now (9). Average global surface temperatures have 
risen by around 0.7 K in the last century. The scientific consensus is that 
“...it is extremely likely that more than half of the observed increase in global average 
surface temperature from 1951 to 2010 was caused by the anthropogenic increase in 
greenhouse gas concentrations and other anthropogenic forcings together.”(2) 
 
Figure 1: The global carbon cycle, and the effect of anthropogenic activities. Black values represent natural 
flows, and red ones anthropogenic effects. (2) 
 
Even if the emission of CO2 was stopped immediately the temperature would continue to rise; 
Hansen and others estimated that if anthropogenic emissions ceased from 2004 onwards, the 
temperature rise between 2003 & 2100 would be around 0.6 K (10). Considering that the total 
anthropogenic radiative forcing increased by 43% between 2005 & 2011, that ‘built-in’ 
temperature increase is likely to be significantly higher now (11). CO2 contributes 64% of the 
positive radiative forcing effect of man-made GHGs which, after subtraction of negative 
forcings, is equivalent to 79% of the net total (2). At predicted emission rates, this increase 
could reach to between 2.1 and 7.8 K by the end of the twenty-first century (12). 
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Rising temperatures and GHG concentrations have caused, and will cause, effects across all 
continents and oceans. Examples are: rising sea levels; a loss of species diversity; reduced crop 
and fishery yields; acidification of the oceans; desertification; retreat of permafrost and glaciers; 
decreased freshwater availability; an increase in forest fires and extreme weather events; the 
spread of diseases into new regions; and increased deaths from heat-waves and pollutants (13). 
Faced with these effects governments, organisations and individuals are taking steps to reduce 
the amount of greenhouse gases that their activities produce in order to limit the concentration 
of CO2 in the atmosphere to ‘acceptable’ levels. However, the effect on the climate is not fully 
understood, and has significant uncertainties (14). 
As shown in Figure 1 carbon dioxide is removed from the atmosphere via natural means. There 
are several different processes apart from fossil fuel synthesis and dissolution in the ocean 
which cause this. Archer et al. (15) ran a model which estimated that although most CO2 would 
be absorbed by the oceans in the 20 centuries after emission, a substantial fraction (20–40%) 
would remain in the atmosphere. This would only be removed through processes such as the 
reaction with calcium carbonate to form bicarbonate in the ocean and the weathering 
(dissolution) of calcium silicates in igneous rocks to calcium carbonate and silica. These two 
processes occur over geological (i.e. exceptionally long) timescales. The exponential time 
constant is a useful way to present this. It is the time it takes for the effect to reduce the 
difference between actual concentration and the equilibrium concentration to 1/e of the original 
difference (roughly 37%). The time constant for the CaCO3 dissolution process is around 2500–
7500 years. Archer et al. assume that 10% of fossil fuel CO2 emissions would not be removed 
from the atmosphere by bicarbonation or any of the other removal processes with shorter time 
constants. They suggest that silicate weathering would be the process by which this final 10% 
is removed from the atmosphere. The time constant for silicate dissolution is unknown but is in 
the low hundreds of thousands of years. Archer et al. report that time constants of 100  and 400 
thousand years (ky) for silicate weathering would give mean CO2 residence times in the 
atmosphere of around 12 – 14 ky and 45 ky, respectively. 
However, there is a relatively large reservoir of uncarbonated calcium compounds in the built 
environment in the form of concrete and mortar. These materials are made from cement, inert 
aggregate and water. Cement is around two-thirds calcium oxide (CaO) by weight2, and this 
converts to calcium hydroxide and calcium silicate hydrates on contact with water. These new 
                                                     
2 Most of the calcium oxide is bound up into calcium silicate phases, which are explained in Section 5.2. 
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phases, which are responsible for concrete’s strength, can react with carbon dioxide to form 
calcium carbonate. 
Since concrete is a widely used construction material, there is the potential for large amounts 
of CO2 to react with it. The source of this CO2 is the atmosphere; concrete has a pore structure 
which allows the diffusion of gases in to, out of and around it. There is little understanding 
about the rate at which CO2 flows into concrete in the anthoposphere. For example, Le Quéré et 
al. state that ‘some fraction of the CaO and MgO in cement is returned to the carbonate form 
during cement weathering [i.e. concrete carbonation], but this is generally regarded to be 
small’. There does not seem to be any quantification of this effect in existing literature. 
However, there is an understanding about how quickly concrete in particular environments 
carbonates. The next two sections investigate this phenomenon. Section 2 studies existing 
measurements of concrete carbonation from the frame of reference of a piece of concrete, 
similar to the vast majority of other literature on the topic. Section 0 then uses these insights to 
investigate the carbonation of concrete from the frame of reference of the Earth’s atmosphere, 
calculating relative flows of CO2 from activities surrounding concrete’s manufacture as well as 
its carbonation during use. 
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 Statistical analysis of the carbonation 2
rate of concrete 
This Section has been published as: Hills TP, Gordon F, Florin NH, Fennell PS. Statistical 
analysis of the carbonation rate of concrete. Cement and Concrete Research. 2015 (72) 98–107. 
The relevant reference  in Section 10 is (16). 
2.1 Highlights 
 The rate of carbonation of concrete has been investigated many times, but few studies 
have collected large sets of data and analysed them together. This paper does so, and 
uses hierarchical modelling to better isolate and understand the effect of compositional 
and environmental variables on the rate of carbonation. 
 An extensive literature survey of data pertaining to the carbonation of concrete was 
performed. This produced a database of 1999 measurements of carbonation rate or depth 
and is described in Subsection 2.3. Other important variables were also recorded. 
 The carbonation rate constant, K (mm.yr-0.5) was found to be exponentially distributed in 
two different sets of data, as shown in Subsection 2.3.3. Thus, ln(K) was chosen as the 
target variable for statistical analysis. 
 Hierarchical (or multi-level) modelling was used to investigate the influence of several 
variables on ln(K). Few data points contained values of all variables of interest, so two 
models were produced so that different variables could be investigated as explained in 
Subsection 2.4.4. 
 In Model 1, the carbonation rate constant is found to be towards the lower end of 
previous estimates, and to vary less with respect to compressive strength and exposure 
conditions than previously reported. For concretes exposed to rain, the rate constant 
varies from 3.41 ± 2.66 to 1.32 ± 0.51 mm.yr-0.5. For concretes indoors, the range is 4.68 ± 
2.41 to 2.51 ± 0.30 mm/yr-0.5 (Subsection 2.5). 
 The results of Model 2 are comparable to a previous set of estimates (Subsection 2.6). 
The effects of compressive strength and exposure conditions are seen to be of a smaller 
magnitude in the model than in the previous estimates, as discussed in Subsection 2.7. 
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2.2 The theory of concrete carbonation 
2.2.1 Introduction 
The reaction of CO2 with alkaline components within concrete causes the ‘depassivation’ of 
steel reinforcement contained within the concrete, enabling corrosion and seriously reducing 
the load-bearing capacity of the concrete structure (17). For this reason, the carbonation of 
concrete has been studied for several decades. Many studies have been undertaken, but only a 
few indicative carbonation rates for concrete in general have been published. 
Process emissions from the cement industry were responsible for 5.5% of man-made GHG 
emissions in 2012, up from 3.3% at the turn of the century (18). Approximately 75% of 
concrete’s emissions come from the use of cement (19). While the direct and indirect carbon 
dioxide emissions from the manufacture, placement and use of concrete have been closely 
studied, the rate of absorption of CO2 by concrete is less well understood. 
In this paper, the mechanism of carbonation is described in Subsection 2.2.2, rates of 
carbonation reported in literature are reviewed in Subsection 2.3, and statistical analysis of the 
data is undertaken in Subsections 2.5 and 2.6. The results are discussed in Subsections 2.5.3 
and 2.6.3. They are compared to other, similar analyses in Subsection 2.7. Conclusions are 
drawn in Subsection 2.8. 
2.2.2 The mechanism of concrete carbonation 
Concrete is a heterogeneous mixture of cement, water and fine and coarse aggregates. During 
hydration cement forms two main products: calcium hydroxide and calcium silicate hydrate 
(known as CSH). The latter, approximated as 8CaO.5SiO2.Na2O.11H2O, does not form large 
crystals and in fact exists continuously within a CaO:SiO2 molar ratio of 1.4 - 2. The exact 
proportions of CaO, SiO2 and H2O in CSH depend the degree of cement hydration, the presence 
of foreign ions (such as sulphate, aluminium, iron and alkali ions), temperature and most 
importantly the ratio of Ca, Si and H2O in the hydrated cement (20).  
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The carbonation of Ca(OH)2 takes place in aqueous films on the walls of pores as shown in 
Equation 1 to Equation 5 and in Figure 2 (21–23): 
Equation 1 
Ca(OH)2,(s) ↔ Ca2+(aq) + 2OH-(aq) 
Equation 2 
CO2, (g) ↔ CO2, (aq) 
Equation 3 
CO2, (aq) + OH-(aq) ↔ HCO3- (aq) 
Equation 4 
HCO3- (aq) + OH-(aq) ↔ CO32-(aq) + H2O(l) 
Equation 5 
Ca2+(aq) + CO32-(aq)  CaCO3,(s) 
 
Figure 2: The pore chemistry in concrete 
The rate of calcium hydroxide dissolution is proportional to the difference between the 
equilibrium concentration of OH- and its actual concentration. In natural carbonation 
experiments (i.e. at atmospheric conditions), the rate determining step (RDS) at high relative 
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humidity (> 70%) is the diffusion of CO2 in to the concrete. At low relative humidity (< 50%), 
the dissolution of CO2 from the gaseous phase in to the aqueous film on the inside of the pores 
is the RDS. The carbonation of CSH is slightly more complicated but proceeds along the same 
lines (21).  
The carbonation front is not actually a discontinuous step-change in concentrations of CaCO3, 
Ca(OH)2 and CSH but a carbonation ‘zone’ which can span several millimetres and contains 
concentration gradients of those three phases (24). This is disputed by some (25,26).  
Although calcium hydroxide tends to carbonate quickly at first, the reaction rate decreases 
rapidly. This is probably due to the carbonation of the outermost part of the large Ca(OH)2 
crystals, forming a relatively impermeable coating of CaCO3 (24). Calcium carbonate as calcite 
has a larger molar volume than calcium hydroxide or CSH (23), reducing the carbonated 
material’s porosity and subsequently the diffusivity of gases. Pade & Guimares (25) assume 
that the carbonation mechanisms can be accurately modelled by thermodynamics and 100% of 
the Ca(OH)2 and 50% of the CSH carbonates. Houst & Wittmann (27), however, claim that the 
coating’s lack of diffusivity drives the reaction rate to virtually zero within the lifetime of the 
concrete before complete carbonation has occurred. Experimental studies have only shown 
incomplete carbonation (28,29). More realistic values for the extent of carbonation are 
discussed in Subsections 2.5.3, 2.6.3 and 2.7. 
 
Figure 3: SEM images of a) The fibrous structure of CSH (30) and b) the hexagonal crystal structure of calcium 
hydroxide (31) 
CSH initially reacts less quickly than Ca(OH)2 but due to its higher specific surface area (ca. 
200 m2/g (20)  versus ca.16–22 m2/g for Ca(OH)2 (31), see Figure 3) it is less susceptible to the 
diffusion resistance of CaCO3 coating than Ca(OH)2. Thus, in the later stages of the carbonation 
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of a section of concrete the majority of CO2 is absorbed by CSH. This leads to the suggestion of 
the existence of different carbonation zones for the two hydrated compounds (23).  
Approximation of carbonation depth 
The carbonation depth is defined as the distance between the exposed surface of the sample 
through which the CO2 enters and the carbonation ‘front’. The carbonation depth has been 
measured for many years, because carbonated concrete does not cause the passivation of steel 
reinforcement in the manner of uncarbonated concrete (32). The passivation layer prevents the 
corrosion of the steel and limits the structure’s lifetime. Thus, carbonation of concrete is often 
an unwanted process, despite the absorption of CO2. The depth of carbonation as a function of 
time can be approximated by using four main assumptions: 
 All gases within and without the cementitious material are ideal gases; 
 Diffusion of CO2 is the rate-limiting step, is one-dimensional on a macroscopic level and 
conforms to Fick’s first law of diffusion; 
 The initial concentration of species which can carbonate in the concrete does not vary in 
space; 
 The gradient of partial pressure of CO2 is constant with respect to concrete depth. 
 
A derviation is shown in Appendix Subsection 11.1, which gives the results shown in Equation 
6: 
Equation 6 
𝑥 = √
2𝐷(𝑝𝑒𝑥𝑡 − 𝑝𝑓)𝑡
𝑅𝑇𝑄
 
D is the diffusion coefficient of CO2 in the concrete (m2.s-1), x is the depth of the carbonation 
front in the concrete, R is the universal gas constant (J.K-1.mol-1), T is the absolute temperature 
of the system (K), p is the partial pressure of CO2 (Pa), pext is the partial pressure of CO2 in the 
bulk gas outside of the concrete (Pa), pfis the partial pressure of CO2 at the reaction front (Pa), 
Q is the molar concentration of material available for carbonation in the concrete (mol.m-3) and 
K is the carbonation rate constant (m.yr-0.5). This equation acts as the first approximation for 
the rate of carbonation. 
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While it is possible to measure the diffusivity and partial pressure of CO2, the temperature of 
the system and the amount of material available for carbonation in the concrete, they are 
variable across time and space within the concrete. They are often bundled together as K, the 
carbonation rate constant, which can be measured and reported more easily as shown in 
Equation 7: 
Equation 7 
𝐾 = √
2𝐷𝑝𝑒𝑥𝑡
𝑅𝑇𝑄
 
Using only one variable (K) has the benefit of implicitly including any other processes which 
are currently not known or cannot be easily quantified, and is widely used (21,24,25,27,32–43). 
It has been proposed that under accelerated carbonation conditions x is not dependent upon t0.5 
but t0.4 for highly pozzolanic cements and/or high water:cement ratios (40,43). However, in 
normal conditions it can be assumed that 𝑥 ∝ √𝑡 and that only K varies between cases, 
according to variables that are discussed below. 
Variables affecting the carbonation rate constant in concrete 
Diffusivity of CO2 is an exponential function of porosity (44,45), and so the carbonation rate 
constant should decrease with increased carbonation due to the greater molar volume of CaCO3 
than the calcium hydrates. The variables affecting the carbonation rate constant K are 
classified into two main groups: those which arise from the environment in which the cement 
was mixed, cured and stored; and those which arise from the difference in composition between 
different mixes of cement and concrete (38). 
Environmental Variables 
The diffusivity of gas through the pore structure is affected by the relative humidity. At high 
humidity more of the pores will be completely filled with water, rather than lined with an 
aqueous film. This reduces the diffusivity of the gases because they move through water 104 
times slower than through air. The minimum diameter of pores which contain some gas as well 
as liquid is related to the Kelvin diameter (46). However, some humidity is required to produce 
the aqueous film in which the carbonation reaction happens, and the maximum carbonation 
rate occurs at relative humidities of 50–70%. Thus, the rate of carbonation is affected by the 
climate in which the concrete is situated (34). 
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Many studies (17,28,33,47,48) show that concrete kept indoors carbonates more quickly than 
when left outdoors. This is probably due to the higher CO2 concentration and relative humidity 
inside buildings as well as the higher temperature, especially in temperate climates. 
Furthermore, samples placed outside but sheltered from the elements carbonate faster than 
samples exposed to rain, as rain fills the outermost pores of exposed concrete (waterlogging), 
hindering the diffusion of CO2. Although the depths of carbonation are not so deep in exposed 
samples, more of the calcium compounds within the carbonated zone carbonate in the exposed 
samples than in the sheltered ones (29), i.e. the extent of carbonation is greater. 
This effect of exposure to weather is very variable both between studies and within studies. 
Most studies show the ratio of Ksheltered:Kexposed to be between 1 and 8 (17,28,37,48). One study 
shows a range of this K-ratio from 0.5 to 26 for comparable samples (49). This suggests that 
some of the processes involved in carbonation within the concrete are not well understood; 
inaccurate measurement techniques such as the phenolphthalein method (explained in 
Subsection 2.2.3) also contribute to this variability. The curing regime used has a marked 
effect, too (17). To ensure that unknown processes are included in evaluation of carbonation 
rate, K is used as an all-encompassing ‘black box’ variable. 
Concrete is sometimes covered for aesthetic purposes. The decrease in the carbonation rate 
constant, K, due to plaster cover is estimated to be 20–50% (23). Explicit values of K for 
plastered concrete vary from 1.38 mm/yr0.5 to 5.05 mm/yr0.5 (34,36). 
The top horizontal faces of exposed specimens carbonate less quickly than the bottom 
horizontal faces due to the waterlogging described above. Vertical faces carbonate more quickly 
than horizontal faces. Curing regime (for example, whether the concrete was cured in water for 
seven days or only kept damp for two days) and possibly the type of formwork used have an 
effect on the rate of carbonation (17,50–52). 
Compositional Variables 
The water to cement (w/c) ratio used during concrete construction is the most important factor 
affecting natural carbonation because it affects not only the humidity within the material but 
also the pore size density & distribution and overall porosity. Concretes made with cements 
containing fly ash (PFA) or blast furnace slag (GGBS) tend to have a finer pore size distribution 
than ordinary Portland cement (OPC, CEM I), although the total porosity is similar (53).  
Houst & Wittmann (44) concluded that the diffusivity of gases within concrete increases 
exponentially with increasing w/c ratio due to the commensurate increase in porosity and 
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availability of water in the pores. Because of the great effect of the w/c ratio on the rate of 
carbonation, attempts to include it in the theoretical model have been made (54,55).
 
Concrete made from slag cement (CEM III) contains more CSH and less Ca(OH)2 than CEM I, 
carbonates more quickly (23) and has more micro-cracks through which gas can diffuse (56). 
This elevated rate of carbonation may be due to the fact that depth of carbonation, rather than 
moles of Ca carbonated per m2 of exposed surface, is measured. Superplasticisers reduce the 
rate of carbonation slightly (57). 
2.2.3 Experimental strategies for measuring the carbonation of concrete 
Data from accelerated studies were not included in the analysis in this paper. This is because 
different studies use different CO2 concentrations, temperatures and humidities without using 
a standard method for normalising the results to atmospheric conditions (40,41,43,48,58–63). 
The final extent of carbonation may also be dependent on the CO2 concentration (41). Although 
concrete from buildings is often of unknown quality and weather conditions, making it difficult 
to calculate average conditions, the quantification rate of carbonation in non-laboratory 
conditions is the aim of this work and so these data are more useful. 
The measurement of carbonation depth can be achieved using thermogravimetric analysis 
(TGA), which measures the loss of mass at different temperatures due to the decomposition of 
calcium compounds resulting in the emission of CO2 or H2O. Many researchers record the 
carbonation depth as that at which phenolphthalein changes colour, at approximately pH 9. 
Hydrated cement phases are quite strongly alkaline, but calcium carbonate is almost neutral. 
Thus phenolphthalein sprayed on fresh concrete turns purple whereas on carbonated concrete 
it is colourless. Most carbonation depth measurements were commissioned to predict the life at 
which a building’s steel reinforcement will corrode, rather than total CO2 uptake. For the 
former, the phenolphthalein method is suitable. TGA is a more accurate and informative 
method for measuring CO2 uptake as it can give a carbonation profile rather than only the 
simple, sharp front that phenolphthalein does. Several authors have shown that the 
measurement by TGA and phenolphthalein give very different results (24,27,36,45,64,65), and 
in some cases no relationship between the two carbonation depths can be found (35). Many 
other methods are available (66). 
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2.3 Description of carbonation data in the literature 
The data used in the analysis below comes from 43 sources (17,26–28,33–37,40,48,49,64,67–72). 
Some of the sources are not available except through presentation of their data in other 
reviews, as shown in Table 1 below. The Currie and Parrott reports were sourced from the 
British Library archives, as were the BRE report (67), Al-Khaiat & Haque (37) and Ali & 
Dunster (17). All other papers were found on the internet. All the data from the Parrott report 
was presented in graphs and was extracted using Datathief, a free-to-use downloadable 
program (73). 
Table 1: Origin of literature data 
Paper of 
reference 
References 
Currie (69) (49,67,70,71) 
Parrott (32) (74–87) 
 
As described in Subsection 2.2.2, there are several variables which are suggested to have an 
influence on the rate of carbonation. However, not every measurement of the carbonation rate 
constant (or carbonation depth and duration of carbonation) is accompanied by measurements 
of these other variables. An analysis of the number of sample measurements which have 
accompanying measurements of these variables, as well as some other simple descriptive 
statistics, are shown in Table 2. 
Table 2: Statistics describing the availability and distribution of values of the different variables studied in this 
paper over the whole dataset 
 
N 
Mean Median Std. Deviation Skewness 
Valid Missing 
Author 1999 0     
Country of Carbonation 1963 36     
Conditions of Exposure 1401 598     
Type of Cement 973 1026     
Year of Publication 1506 493     
Water to Cement Ratio 569 1430 0.65 0.60 0.23 1.51 
Duration of Carbonation (Years) 1725 274 9.22 6.50 9.91 2.35 
Length of Curing (days) 476 1523 20.62 7.00 33.10 5.26 
Compressive Strength (Days) 760 1239 33.89 32.61 13.00 0.61 
Carbonation Rate Constant (mm/yr^0.5) 1999 0 4.078 3.09 4.02 2.27 
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2.3.1 Review of selected important papers 
A significant portion of the data are difficult to get hold of (i.e. there are no digital sources) so it 
is important to provide a brief overview of the relevant methods and results. The papers 
summarised below all provide more than fifty carbonation rate or depth measurements and 
provide 79% of the data.  
Ali & Dunster (17) 
This paper is the most systematic review of concrete carbonation found, and contains 365 
measurements. It was undertaken from 1987 to 1996 by the Building Research Establishment 
(BRE). The effect of exposure conditions, curing conditions, cement type, age, compressive 
strength and w/c ratio as well as the effect of orientation and type of member cast (i.e. beam, 
column, slab etc.) on K was evaluated at 4 and 9 years. They used the phenolphthalein method 
for measurement of carbonation depth. The data was in graphical form and so extracted using 
Datathief (73). The concrete was specially cast for carbonation experiments and the concrete 
was kept at Wrexham Springs in Slough, UK until 1992 and then at Garston in Watford, UK 
for the remainder of the duration. 
Al-Khaiat & Haque (37) 
This study of concrete in Kuwait provides 100 measurements of carbonation depth coupled with 
the compressive strengths of the samples. The concrete comes from functioning structures and 
was measured using the phenolphthalein method. Only the depths of carbonation, exposure 
conditions, the age of the concrete and compressive strength are measured. However, because 
these variables are recorded for all 94 data points, this data set is very useful for observing the 
relationship between compressive strength and K. 
Khunthongkeaw et al (33) 
This paper concentrates exclusively on 88 specially-made PFA concrete specimens placed in 
different environments across Thailand. The only measured variables are w/c ratio, exposure 
conditions and K. Although the authors explain that the concrete samples were tested after 3, 
6, 12, 18 and 24 months, they do not show which samples are exposed for which of these 
durations. However, they do provide the K-value rather than carbonation depths, allowing their 
inclusion in the dataset. The carbonation depths were measured using phenolphthalein. The 
concrete samples have w/c ratios of 0.4, 0.5 or 0.6. 
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Matthews (49) 
These data are taken from Currie’s paper, and thus much of the information is missing. 
However, it provides depths of carbonation at different ages and with different compressive 
strengths and exposure conditions. 55 data points are available. 
LeSage de Fontenay (88) 
With 272 carbonation rate measurements, this paper has the second-most number of 
specimens. It provides data on specially-made concrete of different w/c ratios in different 
exposure conditions at 1, 3, 6, 12, 17, 18, 21 and 24 months.  Some sulphate-resisting Portland 
cement was also tested in different curing conditions. A few measurements of the carbonation 
rate as a function of compressive strength gives a negative power law correlation. The data is in 
graphical form and so was extracted using Datathief (73). 
Nagataki et al (89) 
This paper is rather unsystematic with regard to the variables measured, but provides some 
interesting data regarding the effect of compressive strength and curing length on K. The 95 
specimens were specially-made for the experiments. 
Tsukayama et al (78) 
This paper provides more data with compressive strength measurements. The 70 Japanese 
measurements all come from concrete kept inside for two years. 
Walz & Hartmann (82) 
This data comes from 52 indoor 30-year-old concrete cast in the mid-1940s. Compressive 
strength measurements accompany all of the depth measurements but no other useful 
variables are measured. 
Gebauer (83) 
These 59 data points provide a comparison of carbonation rates of OPC and PFA concrete. All 
the concrete was kept indoors in Germany and was five years old when tested. They all have 
associated compressive strength measurements. 
Tuutti (86) 
This paper is highly referenced by other authors. It provides 135 measurements of carbonation 
depth of concrete of known w/c ratio and age in Germany and Sweden. Some of the data is from 
real structures and some from specially-made concrete. 
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Commissie Voor Uitvoering Van Research Voorschriften Beton (CUR-VB, 
Centre for Research and Regulations in Civil Engineering) (90) 
These 86 data are light on detail, containing only age and depth measurements. It is known 
that the concrete was outside but sheltered in the Netherlands. 
Parrott & others (32) 
Figure 82 in Parrott’s report contains several datasets from different authors, but which points 
belong to which author is not specified. The data comes from the UK, Sweden and Germany 
and provides only the country of carbonation, the carbonation rate constant and compressive 
strength measurements. Three correlations are shown, one of which is the 90% upper bound for 
the data shown and the other two are correlations from the literature. 
2.3.2 Influences on variability of carbonation rate measurements 
There is sizeable variation in the carbonation rate of concrete (43,62,75,86,87,91). One can 
identify four sources of variability (92): natural variability in the concrete (93); variability 
inherent from the sampling process; variability in how the concrete is extracted, prepared and 
stored; and variability due to the method by which the carbonation depth is measured (27,66). 
Whilst the first is a property of the concrete, the other three are to some extent affected by who 
undertakes the study. This is an important effect and as such any analysis of carbonation rates 
in concrete must include some method to take it into account. The next subsection describes the 
distribution of published data and how hierarchical models can account for the difference in 
authors’ methods. 
2.3.3 Distribution of the carbonation rate of concrete 
The histogram in Figure 4 shows the distribution of carbonation rates (K-values) when no 
mitigating factors are taken into account. One can observe that there is a definite skew towards 
lower K-values and thus, although some concrete seems to carbonate quickly, most of the 
samples in the literature carbonate relatively slowly. 
The distribution is roughly logarithmic, as shown by the logarithmic curve given in Figure 4. A 
large-scale survey of concrete carbonation was performed by the BRE on 35-year-old Airey 
prefabricated houses, and over 1 000 measurements were made. Considering that the 
(prefabricated) concrete would have been made in a mass-production line in a factory, it is 
likely to be of similar quality and composition.  
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Figure 4: The frequency distribution of values of the carbonation rate constant, K. The solid line is the closest fitting 
exponential distribution. 
 
 
Figure 5: The frequency distribution of values of K for data from Building Research Establishment (67) via Currie 
(69). The trend-line (solid line) is a logarithmic fit. 
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Figure 6: The frequency distribution of values of ln (K). The solid line is the closest fitting normal distribution. 
Although the individual data points could not be extracted because all that was available was a 
histogram in Currie, there is a similar exponential trend in these data, as shown in Figure 5. 
No other study has this magnitude of data points apart from the analysis in this thesis, 
although studies such as Ali & Dunster are very thorough in their investigations. 
A histogram of ln (K) is presented in Figure 6, together with the best-fitting normal 
distribution curve. Although the fit is not perfect, this transformation does seem to convert the 
histogram to a roughly normal distribution. Many tools for statistical analysis require an 
assumption that the data are normally distributed, and therefore the following analyses use ln 
(K) as the target variable rather than K. 
Table 3: Descriptive statistics for the carbonation rate constant, K, and its natural logarithm 
 K (mm.yr-0.5) ln (K/( mm.yr-0.5)) 
Mean 4.08 1.3655 
Mean standard error 0.090 0.0161 
Median 3.09 1.4085 
Standard Deviation 4.025 0.7210 
 
2.3.4 The ‘origin’ of concrete samples 
The critical variables which affect the rate of carbonation have been described in Subsection 
2.2.2. However, the original purpose of the concrete (known in this work as its ‘origin’) has not 
been investigated before. Some studies test concrete extracted from existing buildings and 
structures; an example is Kleinschmidt who studied the carbonation of two bridges, sixteen 
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bridge decks and one culvert (70). These samples are denoted as ‘structural’. Others, however, 
cast concrete specifically for experimental purposes, namely the investigation of concrete 
carbonation. An example is Ali & Dunster (17). These samples are denoted as being of 
‘experimental’ origin. 
Both approaches have benefits and drawbacks. Structural concrete is likely to be more similar 
to the vast majority of existing concrete within the same categories than experimental concrete 
owing to its production by professional builders. Experimental concrete is likely to have been 
made by academics or consultants who have less experience in this role in the construction 
sector. However, the composition of the structural concrete may be unknown, including the 
replacement rate of clinker with supplementary cementitious materials (SCMs) such as PFA or 
GGBS. 
Of most interest is whether concrete samples cast specifically for carbonation studies are 
representative of concrete used for real-world applications. This is not a given, since production 
and casting methods may be very different; a cement mixer lorry with a capacity of a few cubic 
metres may be used for the latter but is unlikely to be used for the former, where the largest 
scale is likely to be a small free-standing cement mixer with a capacity of a few tenths of a 
cubic metre. The tamping procedure may also vary depending on the scale, and the type of 
formwork used. In many experimental procedures these are not stated, and it will be almost 
impossible to determine the formwork used on structures which were decades old when the 
samples were extracted, the extraction in some cases being decades ago from now. If the 
carbonation rate of concretes from different origins are not the same, or at least not correlated, 
then there will be severe limitations on the usefulness of laboratory-based work in describing 
concrete made commercially. 
Although none of the sources explicitly states whether the samples tested were of structural or 
experimental origin it was possible to ascertain their provenance from the experimental 
method or the context in which they were presented. 
Origin is just one of the variables which required analysing; later in this section it is explained 
how the variables were selected for inclusion in the model. However, the next subsection 
explains the modelling strategy taken. 
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2.4 Hierarchical (multilevel) modelling 
2.4.1 Combining data from many authors 
Most studies of the carbonation rate of concrete use quantification of the results from few 
authors (17), or deduce rough (semi-quantitative) estimates based on a larger range of datasets 
(23). This is because, as mentioned in Subsection 2.3.2, the methods used by each author will 
affect the carbonation rate measured. Traditional regression models cannot cope with this 
dimension because they assume all observations are independent of each other. However, 
measurements performed by the same author are not independent, i.e. they are correlated, with 
the correlation being an undefined function of the different variations mentioned above. 
Assuming all observations are independent will provide the wrong standard errors and 
therefore incorrect results (94). Hierarchical, or multi-level, models have the ability to control 
for these correlations in order to produce valid statistical results. The next subsection explains 
how hierarchical models work and when they are required. 
2.4.2 Theory 
Multilevel modelling is a useful tool for analysing nested data, that is, data points which are 
within groups. A classic example will be employed here to provide a simple explanation; the 
application of multilevel modelling to concrete will be covered later. 
The example is achievement of children within a district containing many schools: the expected 
achievement of a child is dependent on individual characteristics of the child, but also upon 
characteristics of the school in which they are taught. The former are unique to the child, 
whereas the latter are shared with all children in that school. Multilevel modelling allows more 
information to be included than in typical linear regressions (95). 
Linear regressions are of the form shown in Equation 8: 
Equation 8 
yi = Xiβ + αi + εi 
Where yi is the outcome variable (i.e. to be predicted), αi is the intercept, Xi is the predictor 
variable (i.e. the variable used to predict y), β is the coefficient of X and εi is the error from the 
model, all for 𝑖 = 1, … , 𝑛 where n is the size of the sample. It is assumed that the errors εi are 
independent from each other, normally distributed and have a mean of 0 and a standard 
deviation σ. 
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αi, β and Xi can be vectors if more than one predictor variable is available. In the case of k 
predictor variables, α and X will have the dimensions n x k and β 1 x k. This can also be written 
as: 
Equation 9 
yi = Xi1β1 + Xi2β2 + … + Xikβk + αik + εi 
Predictor variables need not be continuous. Categorical variables, both ordered and non-
ordered, can be included. In the case of non-ordered variables, the general approach is to add as 
many binary variables as there are categories. For example, if there are seven schools in the 
district, an extra seven binary predictor variables would be created, each of which is ‘activated’ 
(i.e. equals 1) for one school. 
This approach can work, but it requires large groups with a range of predictor values because a 
separate regression model is produced for each group. Large groups are not always possible, 
and multilevel modelling can overcome this challenge by performing a regression upon 
individual groups, and between groups, at the same time. This means that all of the data is 
included at every stage of the modelling, and the detrimental effects of having small group sizes 
are reduced. 
Multilevel modelling can also be used to understand, and quantify, the effect of variables at 
higher levels of the nested data. This is not covered in this subsection because it is not of 
interest for the modelling approach taken in this thesis. 
By not including group-level predictors in the models, the results cannot be directly used to 
estimate carbonation depths for a particular author because there is no ‘author’ variable in the 
models. Instead, it models variation among the individual-level regression coefficients, i.e. the 
regression coefficients of each author’s measurements. Of course, determination of the variation 
assumes that the authors included in the model are representative of the population of 
concrete-makers in general, which is not necessarily true. Even within one author’s work, there 
may be more than one technique. However, data that does not exist cannot be used, and so the 
models are best estimates based on the very limited sample of authors. 
In multi-level modelling, the values of the parameters 𝛼𝑘 and each 𝛽 for the different authors 
are assumed to be normally distributed about a mean; that is, 𝛼𝑘  ~𝑁(𝜇𝛼 , 𝜎𝛼
2) and similarly for 
each 𝛽1, 𝛽2 … 𝛽𝑘. Thus, we can write 𝛼𝑘 = 𝜇𝛼 + 𝜂𝑘 where 𝜂𝑘  is the group-level error. 
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For models with more than one continuous predictors (say, k predictors, with the first being the 
intercept) the model is designed as: 
Equation 10 
yi ~ N(XiBj[i], σy2) for i = 1, …, n 
Equation 11 
Bj ~ N(MBΣB) for j = 1, …, J 
Here, X is a n × k matrix of predictors, with the first column being 1s (these multiply with the 
constant term in B) and the others being the values of x2, x3, … , xk. B is the J × k matrix of 
regression coefficients at the individual-level. 𝑀𝐵 = (𝜇𝛽1, 𝜇𝛽2, … , 𝜇𝛽𝑘) where the elements are the 
mean values of the k regression coefficients of the J groups. Σ𝐵 is the k × k covariance matrix, 
which shows how correlated the various predictors are: 
Equation 12 
Σ?̂? = (
𝜎1
2 ⋯ 𝜌1𝑘𝜎1𝜎𝑘
⋮ ⋱ ⋮
𝜌𝑘1𝜎𝑘𝜎1 ⋯ 𝜎𝑘
2
) 
There can be issues if there is high covariance between variables. A better model can be built 
by identifying correlated variables and trying to avoid those covariances. 
The complete algorithm for applying multilevel modelling is rather complicated and so the 
method of quantifying the values of the parameters and their variances is not explained here. 
Numerous pieces of software are capable of doing multilevel modelling, including SPSS (96). 
2.4.3 Practical implementation - SPSS 
Categorical variables can be entered into the modelling procedure in different roles in order to 
ensure the model contains as much information as possible. Fixed effects are those which are of 
interest and are recorded for each datum entry. In the schools example, potential fixed effects 
could be previous test grades for all the students, ethnicity, gender, etc. Random effects are 
those variables which represent a (random) sample from the whole population. If only some of 
the schools within a district were studied to create the model, the school ID or name would be a 
random effect. Random effect variables can explain a proportion of excess variability in the 
target variable (the achievement of each student) (95). 
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Continuous variables are included as covariates in the model, and it is assumed that these 
variables are linearly correlated with the dependent variable. For example, it may be 
hypothesised that household income is correlated with achievement in schools, and so it should 
be included as a covariate. 
If the target variable is measured periodically the variable which denotes when each 
measurement is taken should be included as a ‘repeated effect’. In the schools example, 
achievement may be measured at the end of every academic year (e.g. Year 1, Year 2 and so 
on). Thus, academic year should be included as a repeated effect. This allows for 
autoregression; in the example case, it can be hypothesised that higher-than-average 
achievement in Year 1 is followed by higher-than-average in Year 2. The student ID would be 
included as the subject variable to identify that it is this variable which is repeatedly 
measured. 
The next subsection explains how the variables in the subject of this Section, the carbonation 
rate of concrete, were chosen and entered into the model. 
2.4.4 Selection of variables to analyse and their categories 
Some variables are known to have a large effect on the carbonation rate of concrete (see 
Subsection 2.2.2). It should also be noted that, if only a carbonation depth was recorded, the 
age of the concrete was also required in order to convert the measurement to a rate. Age aside, 
the other most important variables were predicted to be exposure conditions, cement type, w/c 
ratio and compressive strength. 
As well as taking into account the importance of each variable, the percentage of samples for 
which a measurement of that variable was recorded is also crucial. Because the hierarchical 
models require all the data to have all of the variables recorded, the number of samples 
included in each model could be significantly smaller than the complete data set of 1999 points 
because few had all of the necessary measurements. For this reason, a compromise between the 
demands of sample size and analysing enough variables to adequately characterise the concrete 
had to be reached. There are four categories of exposure condition. ‘Exposed’ concrete is that 
which has been outside and directly exposed to the elements (wind, sun and rain). ‘Sheltered’ 
concrete is similar to ‘exposed’ concrete but has not been directly exposed to the elements. 
‘Indoors’ concrete is that which was indoors, and ‘other’ concrete is a variety of other conditions, 
including underwater and underground (e.g. foundations). 
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For example, in a suspension bridge, the pillars of concrete above the water line can be 
classified as ‘exposed’, the part of the pillars under the water line as ‘other’ and the underside 
of the bridge deck as ‘sheltered’. 
Note that the annual amount of rainfall is only relevant for exposed concrete samples since the 
others are unlikely to be affected by it. 
Table 4 shows the percentage of missing measurements for each variable. Some variables were 
well represented (country, age and origin) whereas others had few records (w/c ratio, curing 
length and rainfall). 
There are four categories of exposure condition. ‘Exposed’ concrete is that which has been 
outside and directly exposed to the elements (wind, sun and rain). ‘Sheltered’ concrete is 
similar to ‘exposed’ concrete but has not been directly exposed to the elements. ‘Indoors’ 
concrete is that which was indoors, and ‘other’ concrete is a variety of other conditions, 
including underwater and underground (e.g. foundations). 
For example, in a suspension bridge, the pillars of concrete above the water line can be 
classified as ‘exposed’, the part of the pillars under the water line as ‘other’ and the underside 
of the bridge deck as ‘sheltered’. 
Note that the annual amount of rainfall is only relevant for exposed concrete samples since the 
others are unlikely to be affected by it. 
Table 4 also notes whether each variable is continuous or categorical. A short explanation of 
the categories for each categorical variable follows. 
There are four categories of exposure condition. ‘Exposed’ concrete is that which has been 
outside and directly exposed to the elements (wind, sun and rain). ‘Sheltered’ concrete is 
similar to ‘exposed’ concrete but has not been directly exposed to the elements. ‘Indoors’ 
concrete is that which was indoors, and ‘other’ concrete is a variety of other conditions, 
including underwater and underground (e.g. foundations). 
For example, in a suspension bridge, the pillars of concrete above the water line can be 
classified as ‘exposed’, the part of the pillars under the water line as ‘other’ and the underside 
of the bridge deck as ‘sheltered’. 
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Note that the annual amount of rainfall is only relevant for exposed concrete samples since the 
others are unlikely to be affected by it. 
Table 4: Data recorded for each variable, and percentage of missing data 
Variable 
Type of 
variable 
Number of 
recorded values 
Percentage 
missing 
Carbonation rate 
constant, K (mm.yr-
0.5) 
Continuous 1 999 0% 
Country Categorical 1 963 1.8% 
Age Continuous 1 725 13.7% 
Origin Categorical 1 694 15.3% 
Year of publication Continuous 1 506 24.7% 
Exposure conditions Categorical 1 401 29.9% 
Cement type Categorical 973 51.3% 
Compressive 
Strength 
Continuous 760 62.0% 
w/c ratio Continuous 569 71.5% 
Curing length Continuous 476 76.2% 
Rainfall Continuous 415 79.2% 
 
 ‘Cement type’ is split into four categories, which are defined by the supplementary 
cementitious material used in the concrete. ‘OPC’ refers to concrete samples made with CEM I, 
i.e. Ordinary Portland Cement. ‘GGBS’ refers to cement made with some amount of ground 
granulated blast furnace slag (GGBS). This is equivalent to the CEM II/A-S, CEM II/B-S and 
CEM III categories of EN 197-1 (97). ‘PFA’ concretes are those made with some amount of 
pulverised fly ash (PFA), which is equivalent to CEM II/A-V, CEM II/B-V, CEM II/A-W and 
CEM II/B-W in EN 197-1. ‘Other’ is a catch-all term for other types of cement, including blends 
containing fumed silica. 
The range of compositions within these categories is rather large. For example, ‘GGBS’ contains 
cements with compositions ranging from 80% clinker, 6% GGBS and 4% gypsum to 20% clinker 
and 80% GGBS. The categorical ‘cement type’ variable does not capture this range well, but at 
least goes some way to taking it into account. Many studies did not state the replacement rate 
and so it would be very difficult to include continuous cement type variables whilst retaining a 
suitably large relevant data set. 
Rainfall and curing length were not included in the model due to the paucity of data available. 
This method of selecting variables led to the production of two models, so that more variables 
could be studied, albeit not all at once. Model 1 did not include compressive strength despite its 
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well-documented correlation, but 620 observations could be included in this model and it 
included the w/c ratio which correlates well with compressive strength. Model 2 included 
compressive strength but used only 360 observations. 
Both models are hierarchical linear regressions with ln (K) as the target variable, and so have 
the form: 
Equation 13 
Ln (K) = a + bI1 + cI2 + dI3 + … 
This means that the carbonation depth is predicted by an equation of the form: 
Equation 14 
𝐾 = 𝑒(𝑎+𝑏𝐼1+𝑐𝐼2+𝑑𝐼3+⋯ )𝑡0.5 
SPSS (96) was used to perform the analysis and produced the values of the coefficients in the 
equations above. The models and coefficients produced are described below. 
2.5 Model 1 – Model structure and results 
Model 1 primarily studies the potential effect of ‘origin’ and ‘age’ of the concrete. In carbonation 
theory the effect of age is included in the model as 𝑥 ∝  √𝑡 where x is carbonation depth and t is 
the age of the concrete. The other variables included in this model were cement type and 
exposure conditions. An interaction effect between origin and age was also identified in the 
analysis, namely, that the effect of the age of concrete is potentially affected by its origin. The 
most suitable form of the effect of age was found to be a quadratic, suggesting a non-linear 
effect of age on ln (K). 
Equation 15 shows the mathematical form of Model 1. The I-values are binary and are 
activators which are 1 if it applies to the concrete in question and 0 if it does not. 
Equation 15 
ln(𝐾) = 0.567 − 0.167 𝐼𝐶𝐸𝑀𝐼 + 0.101 𝐼𝐺𝐺𝐵𝑆 + 0.129 𝐼𝑃𝐹𝐴 + 0.249 𝐼𝐸𝑥𝑝𝑜𝑠𝑒𝑑 + 0.818 𝐼𝑆ℎ𝑒𝑙𝑡𝑒𝑟𝑒𝑑
+ 0.433 𝐼𝐼𝑛𝑑𝑜𝑜𝑟𝑠 + (0.037 − 0.088 𝐼𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙) × 𝐴𝑔𝑒 + (−0.00046
+ 0.0013  𝐼𝐸𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙) × 𝐴𝑔𝑒
2 
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For example, the carbonation rate calculation for a 15-year-old GGBS-containing concrete cast 
specifically for experimental reasons and kept indoors would be: 
Equation 16 
ln(𝐾) = 0.567 + 0.101 + 0.433 + 15 × (0.037 − 0.088) +  152 × (−0.00046 + 0.0013) = 1.6663 
Transforming to the K-value via exponentiation, this provides a value of K = 5.29 mm.yr0.5. 
Figure 7 shows the model performance by presenting the predicted values for various concrete 
samples compared to their observed values in the literature. The mean absolute percentage 
error (MAPE) is 8.2%. Generally, the model is relatively accurate for all but a few samples. 
Nevertheless, it is acceptable given the quality of the data used in this study and carbonation 
depth (or rate) can be adequately predicted using Equation 15. The structure of the equation 
means that it can be adapted in future to take updated values into account. 
 
Figure 7: Experimental values versus predicted values of ln (K/(mm.yr-0.5)) for Model 1. The points represent data, 
and the solid line passes through (0,0) and has a gradient of 1. 
2.5.1 Estimated Marginal Means – exposure conditions, cement type and origin 
The means of all of the carbonation rate constants of concrete with a particular value of a 
variable are of interest, but comparisons between them can be misleading because there may be 
some covariation with another variable. To overcome this barrier, the means can be adjusted to 
take into account covariation and unequal sample sizes. Typically, the mean is taken at the 
mean value of each covariate. These adjusted means are known by several names, one of which 
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is Estimated Marginal Means (EMMs) which is used in this thesis. If there are no covariates 
(i.e. there is no significant correlation between any of the inputs) the EMMs will be the same as 
the overall mean values. 
Table 5: Estimated marginal means for Exposure Conditions, Model 1 
Exposure 
Condition 
Estimated Marginal Mean of ln 
(K/mm.yr0.5) 
Standard 
Error 
95 % Confidence Interval 
Lower 
Bound 
Upper 
Bound 
Exposed 1.324 0.224 0.879 1.769 
Sheltered 1.893 0.236 1.425 2.361 
Indoors 1.507 0.221 1.069 1.946 
Other 1.074 0.680 -0.270 2.419 
 
Just like differences between overall mean values, the differences between EMMs may or may 
not be statistically significant. In the next subsection, the EMMs for different values of the 
categorical variables are reported, and significant differences between these means are stated.  
Table 5 shows the EMMs for exposure conditions. The only two significant comparisons (i.e. p-
value < 0.05) are Exposed vs. Sheltered  (p < 0.001) and Exposed vs. Indoors ( p = 0.018). Table 
6 shows the EMMs for cement type. The only comparison which is statistically significant is 
OPC vs. ‘other’ (p = 0.002). The OPC vs. PFA comparison is almost significant (p = 0.081). 
Table 6: Estimated marginal means for Cement Types, Model 1 
Cement 
Type 
Estimated Marginal Mean of ln 
(K/mm.yr0.5) 
Standard 
Error 
95 % Confidence Interval 
Lower 
Bound 
Upper 
Bound 
OPC 1.267 0.268 0.738 1.795 
GGBS 1.535 0.284 0.975 2.094 
PFA 1.563 0.270 1.031 2.095 
Other 1.434 0.278 0.884 1.983 
 
Table 7: Estimated marginal means for Origin, Model 1 
Origin 
Estimated Marginal Mean of ln 
(K/mm.yr0.5) 
Standard 
Error 
95 % Confidence Interval 
Lower 
Bound 
Upper 
Bound 
Experimental 1.708 0.198 1.305 2.110 
Structural 1.191 0.446 0.312 2.070 
 
Table 7 shows the EMMs for origin. Since origin interacts with age in the model the estimated 
marginal means are not generally of interest because they depend so heavily on the values of 
age and age2. However, the EMMs were evaluated at several values of age (and thus age2); at 
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no age was the difference between structural and experimental concrete was the p-value below 
the selected statistically significant value of 0.05, although at some ages the p-value lay 
between 0.05 and 0.1. 
2.5.2 Effect of Age 
As previously mentioned, the effect of Age interacts with that of origin. This means that the 
effect is different for the two values of origin. Table 8 shows the effect of age on ln (K/(mm.yr0.5)) 
depending on the origin of the concrete.  
The quadratic term is interesting, because it suggests that age does not have a linear effect on 
ln (K/(mm.yr0.5)). This is best explained graphically, as in Figure 8, where the effect of age on ln 
(K) structural concrete is presented. At low ages the effect on ln (K/(mm.yr0.5)) is small, but 
rises quickly to a maximum of 0.83 at approximately 42 years before falling once again. For 
experimental concrete, the trend is reversed, with a minimum at 28 years before a rise. 
Table 8: Effect of age on the natural logarithm of carbonation rate of concrete of different origins, Model 1 
Origin of concrete Coefficient of age Coefficient of age2 
Experimental -0.0489 +0.00088 
Structural +0.0391 -0.000462 
 
 
Figure 8: Effect of 'Age' on ln (K/(mm.yr-0.5)) for structural concrete 
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2.5.3 Model 1 – Discussion 
It is unsurprising that there are statistically significant differences between exposed and 
sheltered concretes and exposed and indoors concretes; this has been observed in previous 
studies (although this is the first time that rigorous statistical analysis has been undertaken). 
Furthermore, exposed concrete has a lower carbonation rate than sheltered or indoor concrete, 
which is also as would be expected from the literature survey. 
The lack of statistical significance for all cement type comparisons beyond OPC vs. other 
suggests that there is very little difference, if any, between the carbonation rates of OPC, PFA 
and GGBS concretes. However, it should be remembered that these categories are not 
particularly meaningful because the composition of the cementitious element of concrete is in 
fact a set of continuous variables (one for each potential material to be blended in the 
cementitious element of concrete) which are bound by the constraint that the sum of all their 
compositional fractions must equal 1. However, the quality of the data in the literature was 
insufficient to enable composition to be modelled in such a manner. Indeed, a series of 
experiments which test the carbonation depth of concrete made with a range of blends for each 
SCM could be of interest and fill a current gap in the literature. 
For example, GGBS weight percentages of 6–95% are legal according to EN 197-1, as one of five 
types as described above. Long-term testing of the carbonation rates of a central composition of 
each of these types in a range of environments would provide information about the effect of 
SCMs on concrete carbonation which is not currently available. 
Of particular interest is the interaction between origin and age. The fact that the interaction 
between structural concrete and age is statistically significant despite the one between 
experimental concrete and age not being statistically significant suggests that there is more 
going on than has been included in this study. Whether this is due to the changing quality of 
concrete over time (e.g. sub-standard construction in the post-World War 2 period in Europe 
(98)) or some other effect is unknown. However, the fact that one concrete origin has a 
significant interaction with age but the other does not indicates that, although the source of the 
difference is currently unknown, concrete made for experimental purposes may not completely 
represent concrete used in working structures, at least when it comes to carbonation. This 
unrepresentativeness may be relevant in similar fields such as the study of chloride ingress. 
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2.6 Model 2 – Model structure and results 
Model 2 focussed on the effect of compressive strength on the natural logarithm of carbonation 
rate of concrete, but as with Model 1 it also included exposure conditions and cement type. 
Although w/c ratio would also be of interest, it was excluded from the model because only a few 
authors measured both compressive strength and w/c ratio, and they are not completely 
independent. This is because the w/c ratio influences the porosity and pore size distribution of 
concrete, which in turn is highly influential in the compressive strength of concrete. 
Compressive strength was chosen instead of w/c ratio because there were more strength data 
than those for w/c ratio and because most of the literature already uses strength as an 
explanatory variable.  
Figure 9 shows the level of agreement between the results of the model and the original 
literature values. The MAPE was 5.4%. There were only 360 datum points included in this 
model. Equation 4 shows the algebraic description of Model 2 in the same way as Equation 3 
explains Model 1. Strength is measured in MPa in this equation. 
Equation 17 
ln(𝐾) = 1.066 + 1.761 𝐼𝐶𝐸𝑀𝐼 + 2.062 𝐼𝐺𝐺𝐵𝑆 + 2.061 𝐼𝑃𝐹𝐴 − 0.639 𝐼𝐸𝑥𝑝𝑜𝑠𝑒𝑑 − 0.182 𝐼𝑆ℎ𝑒𝑙𝑡𝑒𝑟𝑒𝑑
− 0.648 𝐼𝐼𝑛𝑑𝑜𝑜𝑟𝑠 + (0.025 − 0.053 𝐼𝐶𝐸𝑀𝐼 − 0.052 𝐼𝐺𝐺𝐵𝑆 − 0.050 𝐼𝑃𝐹𝐴) ∗ 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
For example, the calculation for a 40 MPa indoor GGBS-cement concrete would be: 
Equation 18 
ln(𝐾/𝑚𝑚. 𝑦𝑟0.5) = 1.066 + 2.062 + 0.648 + (0.025 − 0.052) ∗ 40 = 1.408 
This gives a carbonation rate constant of 4.09 mm.yr0.5. 
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Figure 9: Experimental values versus predicted values of ln (K/(mm.yr-0.5)) for Model 2. The points represent data, 
and the solid line passes through (0,0) and has a gradient of 1. 
2.6.1 Estimated Marginal Means – Exposure Conditions & Cement Type 
Table 9: Estimated marginal means for Exposure Conditions, Model 2 
Exposure 
Condition 
Estimated 
Marginal Mean 
of ln 
(K/mm.yr0.5) 
Standard Error 
95 % Confidence Interval 
Lower Bound Upper Bound 
Exposed 1.399 0.130 1.122 1.676 
Sheltered 1.856 0.191 1.472 2.240 
Indoors 1.390 0.127 1.118 1.661 
Other 2.038 0.577 -0.874 3.201 
 
Table 9 shows the exposure condition results from Model 2. The significant comparisons were 
Exposed vs. Sheltered (p = 0.016) and Sheltered vs. Indoors (p = 0.026). The former was also 
found to be significant in Model 1, whereas the latter was not. 
Table 10: Estimated marginal means for Cement Types, Model 2 
Cement Type 
Estimated 
Marginal Mean 
of ln (K/mm.yr0.5) 
Standard Error 
95 % Confidence Interval 
Lower Bound Upper Bound 
OPC 1.445 0.175 1.087 1.802 
GGBS 1.783 0.191 1.397 2.169 
PFA 1.846 0.174 1.490 2.202 
Other 1.608 0.207 1.192 2.025 
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Table 9 shows the exposure condition results from Model 2. The significant comparisons were 
Exposed vs. Sheltered (p = 0.016) and Sheltered vs. Indoors (p = 0.026). The former was also 
found to be significant in Model 1, whereas the latter was not. 
Table 10 shows the cement type results from Model 2. Cement type interacted with strength in 
the model and so the Table shows the results at the mean compressive strength of the dataset, 
36.2 MPa. At this value, significant comparisons were PFA vs. OPC (p <0.001) and OPC vs. 
Other (p <0.001). It should be noted that at different compressive strengths there would be 
different p-values for each comparison. 
2.6.2 Effect of compressive strength 
As mentioned previously, the effect of compressive strength on ln (K/mm.yr0.5) interacts with 
cement type. Table 11 shows the coefficients and p-values of this effect for each cement type. 
Table 11: Coefficients of effects of compressive strength on ln (K/mm.yr0.5) for different types of cement 
Cement type 
Gradient 
coefficient 
(d(ln(K))/d(CS) 
p-value 
OPC -0.028 0.001 
GGBS -0.027 0.002 
PFA -0.252 0.002 
Other N/A Not significant 
 
There is a statistically significant effect for the three main types of cement: OPC, GGBS and 
PFA. Interestingly, OPC and GGBS have relatively similar effects but the carbonation rate of 
PFA concrete is much more sensitive to the compressive strength (and thus the properties of 
the pore network) than the other two. 
2.6.3 Model 2 – Discussion 
Model 2 showed a similar trend between exposure conditions as Model 1: sheltered concrete 
carbonates faster than exposed or indoor concrete, although some of the differences were not 
statistically significant. This is surprising; the conditions within a building are generally more 
conducive to carbonation than outside, for example the humidity tends to lie in the same region 
as that for fastest carbonation. A reason for this discrepancy may be due to any coating of the 
concrete. Some people (34,36) studied the depth of carbonation of concrete that had been 
plastered after casting and found minimal carbonation. Painting could also affect the rate of 
carbonation by impeding the access of carbon dioxide and water to and from the surface of the 
Page 65 of 339 
 
concrete. Unfortunately most of the data did not have any information pertaining to coatings, 
and so this does compromise the model somewhat. 
The effect of compressive strength on the carbonation rate constant is as expected: stronger 
concrete carbonates less quickly. As well as effects from the pore size distribution, this may be 
due to a larger concentration of calcium hydroxide and CSH being present in strong concrete 
because a larger proportion of the concrete mix was cement. Thus, more carbon dioxide is 
required to carbonate a certain depth of concrete. This is backed up by the theory; in Equation 
7 Q is the amount of material available for carbonation in mol.m-3, and is in the denominator of 
the right-hand side. 
The reason for ln (K/mm.yr0.5) of PFA-containing concrete being almost ten times more 
sensitive to the compressive strength than OPC or GGBS concretes is unknown. As Bijen et al. 
(53) noted, concrete made with GGBS or PFA has a much finer pore structure. Although the 
active component of both GGBS and PFA is amorphous glass, they are different in composition 
and behaviour. For example, activation for GGBS requires an alkaline solution and results in 
the dissolution of the slag. PFA, on the other hand, activates by reacting with CH. 
Furthermore, the pore structure of PFA concrete is coarse initially and becomes finer over time, 
whereas the GGBS concrete starts off with, and maintains, a fine pore structure. The greater 
sensitivity of PFA concrete’s carbonation rate constant to the concrete’s compressive strength 
could be due to some of these factors, or simply due to non-random selection of the observations. 
2.7 Comparison with a previous set of estimates 
This thesis is not the first to present a set of estimates for the carbonation constant for 
different strengths of concrete kept in different conditions and made from different cements. 
Lagerblad (23) created a quite comprehensive set of estimates based on his own literature 
survey for a consultancy project. Lagerblad’s results are shown in Table 12. Figure 10, Figure 
11 and Figure 12 show his results alongside those presented in Subsection 2.6 for Model 2 for 
exposed, sheltered and indoor OPC concrete respectively.  
It should be noted that all of Lagerblad’s values are for naked concrete; as mentioned before, 
some of those included in the statistical analysis above may have been coated, especially the 
indoor concrete. This may go some way to explaining why sheltered concrete carbonates faster 
that indoor concrete in the analysis above but slower than indoor concrete in Lagerblad’s. 
Furthermore, Lagerblad used specifically Scandinavian literature, and his results are focussed 
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on that climate. He does, however, provide correction factors for surface treatments: 0.7, 0.9 
and 1.0 for indoor house concrete, outdoor house concrete and painted infrastructure concrete, 
respectively. Figure 11 shows the results for painted indoor concrete alongside naked concrete 
and the results of the statistical analysis above. Lagerblad’s painted indoor concrete has more 
similar carbonation rates to the results of the statistical analysis than the naked concrete did, 
but since so little information was available in the data sources it is not possible to determine 
how relevant these comparisons are. 
Table 12: Carbonation rates for CEM 1 (OPC) as a function of exposure conditions and compressive strength from 
Lagerblad 
Exposure conditions < 15 MPa 15 – 20 MPa 25 – 35 MPa > 35 MPa 
Exposed 5 mm.yr0.5 2.5 mm.yr0.5 1.5 mm.yr0.5 1 mm.yr0.5 
Sheltered 10 mm.yr0.5 6 mm.yr0.5 4 mm.yr0.5 2.5 mm.yr0.5 
Indoors 15 mm.yr0.5 9 mm.yr0.5 6 mm.yr0.5 3.5 mm.yr0.5 
Wet 2 mm.yr0.5 1 mm.yr0.5 0.75 mm.yr0.5 0.5 mm.yr0.5 
Buried 3 mm.yr0.5 1.5 mm.yr0.5 1 mm.yr0.5 0.75 mm.yr0.5 
 
Lagerblad specifically states ‘This is a first estimation and the values may have to be corrected 
when more data appear.’(23) Indeed, several of the values appear to be extrapolations from 
others. For example, in Table 12 it can be seen that indoor concrete carbonates 50% faster than 
sheltered concrete (to the nearest 0.5 mm.yr0.5) at all strengths, and wet concrete carbonates at 
20% of the rate of sheltered concrete, to the nearest 0.25 mm.yr0.5. Without adequate 
referencing in the report, it is difficult to understand which values are extrapolated and which 
are direct assessments from studying the literature. 
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Figure 10: Comparison of the estimates in this paper (dotted line) with those of Lagerblad (solid line), Exposed 
concrete 
 
Figure 11: Comparison of the estimates in this paper (dotted line) with those of Lagerblad (solid line), Sheltered 
concrete 
Table 13: SCM factors for carbonation rate constants according to Lagerblad 
Weight 
fraction 
< 0.1 0.1 – 0.2 0.2 – 0.3 0.3 – 0.4 0.4 – 0.6 0.6 – 0.8 
PFA  1.05  1.1   
GGBS 1.05 1.1 1.15 1.2 1.25 1.3 
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Lagerblad also provides ‘binder correction factors’ which modify the results given in Table 11 
for different mass fractions of SCMs replacement of CEM I (OPC) in concrete; these are given 
in Table 12. Of interest is that GGBS concrete is modelled as carbonating faster than PFA in 
Lagerblad’s work, but in the results produced from the statistical analysis above, the opposite 
trend is seen, although it is not statistically significant. Although Lagerblad’s model uses K as 
the target variable rather than ln (K), the addition of SCMs affects K in a similar fashion. For 
PFA concrete in Model 2, the factor ranges from 1.39 for 10 MPa concrete to 1.53 for 40 MPa 
concrete. For GGBS concrete, the factor varies from 1.37 to 1.41 over the same extent of 
strengths. These factors are noticeably larger than those given by Lagerblad as shown in Table 
13. 
 
Figure 12: Comparison of the estimates in this paper (dotted line) with those of Lagerblad (solid line), Indoors 
concrete 
Although the trends seen in Lagerblad’s report roughly correspond to those produced by the 
statistical analysis, there are several manifest differences. These highlight the rather uncertain 
nature of carbonation. This is not surprising given the methods by which concrete is cast, as 
well as the carbonation depth tested; most used phenolphthalein which only measures the point 
at which the pH changes, and cannot measure the carbonation profile of a particular concrete. 
These issues, as well as uncertainties about the exact composition of each concrete sample and 
the environmental conditions in which they were kept, mean that it is unlikely that a 
particularly accurate prediction method of the rate of concrete carbonation in a particular 
sample will be developed any time soon. 
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This does not mean that the results are useless. Much like the difference between weather and 
climate, the models can be used to determine average carbonation rates for a population of 
concretes, and useful information can be gathered using the models in this manner. The next 
Section does just this: it looks at all the concrete in the world over a wide timeframe and 
estimates the quantity of CO2 which it absorbed, and could absorb in the future. This is helpful 
when determining the total lifecycle of concrete, and at what point in its life it absorbs CO2. 
2.8 Conclusions 
The rate of carbonation of concrete has been comprehensively described from a qualitative 
point of view, but previous efforts to quantify the phenomenon have relied on small data sets, 
usually on a study-by-study basis without any attempt to reach general conclusions. This 
Section developed two regression models for describing the carbonation rate of concrete which 
had certain properties. There may be differences between notionally identical concretes made 
by different researchers because of the methods and techniques used; this can have an effect on 
the rate of carbonation and therefore these effects should be included in any modelling of the 
carbonation rate of concrete if results from more than one study are compared. To overcome 
this, multilevel (hierarchical) models were used to develop the models. 
There were some variables which showed statistically significant effects, such as exposure 
conditions, cement types and compressive strength. The age of the concrete was not found to 
significantly affect the carbonation rate constant, which is theoretically independent of concrete 
age. The ‘origin’ of the concrete (i.e. whether it was cast as part of a working structure or 
primarily for scientific tests) was found to have a significant effect at some ages of concrete, but 
not at others. This could have ramifications for future testing methods, because experimental 
concrete may not be similar enough to concrete used in structures to be able to make 
quantifiable conclusions about the latter. 
The carbonation constant seems to be roughly exponentially distributed, such that ln (K) was 
roughly normally distributed. A survey of carbonation rates in over 1000 pieces of prefabricated 
concrete used in UK post-WW2 housing found a similar trend; this is the only other study with 
a similar number of observations as the analysis undertaken above, suggesting that this may 
indeed be a character of carbonation rate constant distributions. For this reason, ln (K) was 
used as the target variable. 
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The results are similar to those of Lagerblad, who provided estimates based on a much smaller 
sample size. There were some important differences, including the effect of exposure conditions. 
A drawback of the analysis above is that few of the sources provided information about whether 
the concrete was covered by paint, plaster, tiles etc.; this would have a large effect on the rate 
of carbonation and may account for some of the difference between the results of Lagerblad and 
the results in this study. 
Whilst knowing the carbonation rate of a particular piece of concrete is interesting, it is not 
particularly useful from a climate change perspective. The next Section builds on the results of 
this chapter to quantify the effect of the carbonation of all the concrete in the world as a net 
sink of CO2 from the atmosphere, and compares it to past, current and future emissions from 
the cement sector. 
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 Application of the concrete CO2 3
absorption models to the global 
concrete inventory 
3.1  Highlights 
 The global absorption of CO2 by concrete can be calculated using the carbonation rate 
constant equations found in Section 2 and by building a model containing information 
about the global concrete inventory. 
 Global absorption of CO2 rose to approximately 136 Mt/y in 2012. This is equivalent to 
about 0.4% of all anthropogenic GHG emissions, or 4% of all cement-related CO2 
emissions. 
 A model was constructed to predict cement demand, based on GDP and population 
growth in ten relatively homogeneous global regions. Cement demand is expected to 
grow to 5070 Mt/y by 2020, 5840 Mt/y by 2030 and 6340 Mt/y by 2050. 
 Absolute absorption of CO2 by concrete will increase despite the falling relative calcium 
content of cement because of higher levels of cement production. By 2050 450 Mt CO2/y 
could be absorbed in the base case. A Monte Carlo analysis produced a median result of 
397 Mt CO2/y with an interquartile range of 277–516 Mt/y. 
 Aggressive reduction of the specific direct CO2 emissions related to cement manufacture 
will be more than offset by increased cement production rates. Combined with 1460 
MtCO2/y CCS capacity on cement plants the direct CO2 emissions relating to the cement 
production will drop by only 17% between 2012 and 2050, to 2260 Mt CO2/y. This is 
equivalent to 8–18% of the CO2e budget in the IPCC’s 1.5 K by 2100 scenario (RCP2.8) 
(99). If 450 Mt/y absorption of CO2 is subtracted from this value, the equivalent value 
falls to 7–14%. 
 The shape and magnitude of the production profile did not have a large effect on the 
absorption-to-emission (AE) ratio. Since cement production in the future is uncertain, 
this makes the AE ratio a good measure of absorption. 
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3.2  Motivation 
The rate at which concrete absorbs CO2 has been estimated in Section 2, and the amount of 
CO2 absorbed by a single piece of concrete over its lifetime has been estimated many times, 
mainly for inclusion within life cycle assessments (25,100,101). This is an interesting analysis, 
but it does not take into account the changes in the size and properties of the global concrete 
stock. Thus, this approach does not allow for an understanding of the climate impact of the 
whole industry. 
This model uses a different frame of reference. Rather than focusing on a single concrete block 
and the CO2 that it absorbs over its lifetime, this analysis measures, for the first time, the CO2 
flowing into the atmosphere from the concrete supply chain and out of the atmosphere into 
standing concrete in a particular year. This method is more suitable for assessing the climate 
impact of the concrete supply chain, given the scale of the time between emission and 
absorption for a particular piece of concrete. By extrapolation, the rate of CO2 absorption and 
emission in the future can be projected. 
3.3  Context 
 
Figure 13: Global per capita consumption of cement 1950–2012 
As mentioned in Section 1, Portland cement has been used since the mid-nineteenth century in 
the construction of buildings and infrastructure. Its use increased almost 66-fold in the 89 
years from 1926 to 2015, equivalent to an average compound annual growth rate (CAGR) of 
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4.8% (102). This has outstripped population growth; cement production per person rose to 560 
kg/capita/y in 2015 from approximately 53 kg/cap/y in 1950 (a CAGR per capita of 3.7%) (102–
104) (Figure 13). Production of concrete has risen commensurately with cement production, 
which will have led to an increase in absolute CO2 absorption by concrete. 
It should be remembered that the exponential growth in cement manufacture cannot continue 
forever, so some stabilisation and/or decline in consumption is likely to happen in the future. 
Currently there are large reserves of the main raw materials and fuels so this is unlikely to be 
a practical constraint. 
3.4  Technique for modelling of CO2 absorption 
A description of the Matlab code used to model global absorption of CO2 by concrete is given 
below but this is not indicative of the order of the code. 
3.4.1 Import and export of inputs and outputs 
The majority of the inputs to the model were contained within a Microsoft Excel spreadsheet. 
Some were individual values (e.g. CO2 intensity of coal combustion) whereas others were time 
series of values (e.g. annual cement production over time). The inputs were a mixture of 
assumptions and data. 
Once all of the calculations explained below were finished, the outputs were placed in two 
dimensional arrays and exported to another Microsoft Excel spreadsheet. A diagram of how the 
program ran is shown in Error! Reference source not found.. 
3.4.2 Core carbonation code 
This part of the code determined the amount of carbon dioxide absorbed by a unit of concrete. 
The rate of absorption of CO2 by concrete is dependent upon a) the age of the concrete; b) the 
carbonation rate constant, K; c) the thickness of the average concrete unit (which determines 
the surface area of the unit), d) the calcium content of the concrete, and e) whether it is coated 
or not. 
The carbonation rate constant is dependent upon several variables, as shown in Section 2; in 
this model (Model 1 in Section 2) the important variables are the cement type, the age of the 
concrete, the exposure conditions and the origin of the concrete. 
Page 74 of 339 
 
Six concrete categories were created, and then these were triplicated so that each category had 
a different ‘concrete type’ for OPC, GGBS and PFA cement. All concrete was assumed to be of 
‘structural’ origin.  
Figure 14: Diagram of the program structure. The program ran top to bottom, and the ‘Vintage’ loop ran through all its 
specified conditions for every condition of ‘Year’. The ‘Year’ loop ran though all its conditions for every condition of ‘Type’, 
and so on. 
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The distribution of concrete between ‘Exposed’, ‘Sheltered’ and ‘Indoors’ concrete was set to 
50%, 20% and 30% respectively. The market share of each cement type was a function of the 
year in which the cement was used in concrete; the values used in the model are explained in 
Subsection 11.3.1. 
The model contained two loops known as the ‘e’ and ‘c’ loops. The ‘e’ loop ran the model three 
times, with the exposure conditions different on each loop. This loop was contained within the 
‘c’ loop, which ran the model twice – once for uncoated concrete, and once for coated concrete. 
Coated concrete was assumed to not carbonate. However, it was necessary to include it as a 
separate run so that the differences between the extents of carbonation of coated and uncoated 
concrete could be taken into account when recycling it. 
Therefore, there were 108 yearly outputs (18 concrete ‘types’ × 3 exposure conditions × 2 
coating conditions). 
Determining when concrete should absorb CO2 
This part lay within the ‘e’ and ‘c’ loops, and therefore ran 6 times per overall run. 
Concrete does not absorb CO2 before it is generated; it can only absorb CO2 when part of a 
structure or as a demolished waste. In order to keep as much detail in the model as possible, it 
ran on a year-wise basis within three more ‘for’ loops. This meant that the amount of CO2 
absorbed in each year (‘Year’) by each type of concrete (‘Type’) built in every previous year 
(‘Vintage’) was recorded separately, in a 3-dimensional matrix. There were 125 years in the 
model (1926–2050), so the matrix was of the dimensions 125×125×18.  
The hierarchy of the model was as Type > Year > Vintage; that is, the ‘for’ loop for Vintage was 
within that for ‘Year’ which was within that for ‘Type’. The model would first calculate the age 
of concrete in the particular calculation (Year – Vintage). Thus, the ‘Vintage’ loop ran 
125×125×18×3×2 ≈ 1.7 million times. 
If the result of the calculation was greater than 0, but less than the designated building 
lifetime, carbonation calculations using the Model 1 equation would occur to calculate the depth 
of carbonation. If the carbonation depth was determined to be greater than the concrete 
thickness, the carbonation depth was set to be the thickness. The depth from the previous 
‘Year’ would be subtracted to determine the width of concrete which had been carbonated over 
the course of the year. 
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This width of carbonated concrete would then be multiplied by the surface area to calculate the 
volume of concrete carbonated per cubic metre of concrete; this was then multiplied by the 
volume-specific calcium content (kg/m3) of the concrete and by the ratio of the relative 
molecular mass of CO2 to calcium to calculate the amount of CO2 absorbed by that cubic metre 
of concrete. This was then multiplied by the global volume of concrete of that age in that year of 
that type. This volume of concrete was calculated using historical cement production data and 
production projections up to 2050, along with a constant cement content of concrete (105).  
If the age of the concrete was equal to the lifetime of the concrete, it was assumed to be 
demolished in that year and some of it recycled into fresh aggregate for use in buildings. There 
are three types of demolished concrete in the model: fine aggregate, coarse aggregate, and non-
aggregate; carbonation of these concretes is denoted as ‘secondary carbonation’ as opposed to 
‘primary carbonation’ of concrete in its original form. 
Non-aggregate is simply concrete which has been demolished and left as a waste and landfilled; 
its surface area is assumed to increase by 50% and carbonation is assumed to carry on as 
before. Therefore, the surface area of waste uncoated concrete was 150% that of non-
demolished uncoated concrete, whereas for waste coated concrete it was 50% that of non-
demolished uncoated concrete. This is a conservative assumption because there are fresh 
(uncarbonated) surfaces which are exposed to the air and will carbonate significantly faster. 
Fine and coarse aggregates are assumed to be spherical, with diameters set as described below. 
Because they are geometrically relatively small compared with the original concrete, each 
sphere is assumed to be either fully carbonated or not at all carbonated; the ratio of these is set 
as the ratio of carbonated to uncarbonated concrete in the ‘building’ when it was demolished. 
The uncarbonated spheres then carbonate in a similar fashion to the original building, but 
using spherical coordinates rather than Cartesian coordinates. 
If the age of the concrete was greater than the lifetime, it was assumed that the concrete 
recycled as aggregate would be incorporated into a new building a year after demolition. 
However, only three months of carbonation was assumed because it is likely to be used quickly 
after production. Based on the global requirements for aggregate compared with the supply of 
recycled aggregate, the calcium content of the new concrete was altered to take into account 
any non-carbonated calcium in the recycled aggregate. 
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The fractions of demolished concrete going to FA, CA and NA were varied over time, with the 
FA:CA ratio remaining constant. 
The absorption of CO2 by each secondary use of concrete was kept separate from each other and 
the primary carbonation. Thus, there were four 125×125×18 matrices (primary, FA, CA, NA 
concretes). These were then replicated for each combination of exposure conditions and 
coatings, so that there were in fact 24 such matrices. This allowed for yet more understanding 
of the underlying trends in the model. 
Table 14 provides a summary of the main assumptions in the model. 
Table 14: Main assumptions of the model 
Topic Assumption Value Units 
Timeframe Start year 1926  
 
End of historical 
data 
2012  
End year 2050  
Total number of 
years 
125  
Exposure conditions 
Fraction exposed 0.5  
Fraction sheltered 0.2  
Fraction indoors 0.3  
Types of concrete 
OPC 6  
GGBS 6  
PFA 6  
Total 18  
Cement content of concrete 350 kg/m3 
Reactive Calcium 
Content 
OPC 0.372 
kg Ca/kg 
GGBS 0.286 
PFA 0.049 
OSCM 0 
CO2 capacity of reactive calcium 0.786 kg CO2/kg Ca 
FA:CA ratio 0.904  
Specific surface 
area 
FA 22 989 
m2/m3 
CA 642 
Ratio of surface area of demolished to non-
demolished concrete 
1.5  
 
Overall trends 
To better understand the results, the matrices were summed in all but one of their dimensions, 
so that an absorption value (t CO2) for each Type, Year and Vintage could be obtained. The 
results of the four concrete uses were also summed to provide an overall absorption value. 
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3.4.3  Cement production scenarios 
Global cement production data back to 1926 is available (102). For 2012 onwards, three 
different production estimates were used: an estimate developed for this work, known as 
‘Original’; one made by the International Energy Agency for their Energy Technology 
Perspectives 2015 report (106), known as ‘ETP’; and one created by the WWF’s ‘Blueprint for a 
climate-friendly cement industry’ report (107), known as ‘WWF’. The code was designed to run 
both the carbonation model and the emission model (see below) for each of the three production 
scenarios and to save the results in separate matrices ready for export to Excel. The method by 
which the ‘Original’ production profile was generated is explained in Appendix Subsection 
11.10. 
Unfortunately the methods by which cement demand is forecasted in the ETP and WWF 
models are unknown. The WWF document suggests that a linear relationship between GDP per 
capita and cement consumption per capita until 13 475 €/cap/y (15 000 $2006/cap/y) when 
demand loses its dependency on GDP per capita, but the consumption level is not stated. The 
ETP report does not provide enough information to quantitatively determine the method used. 
However, both state lower 2050 consumptions of cement than in the ‘Original’ scenario (ETP –
29%; WWF –11%). Another report has suggested consumption of 5700 Mt/y by 2050 (-10%) 
(108). None of these estimates, including ‘Original’, has any quantitative measure of 
uncertainty attached. 
The relative differences in IEA World Energy Outlook 2020 forecasts in the 2004 and 2014 
reports showed a wide range of results. The (2014):(2004) ratios for gas, oil and coal were 
around -7%,  -11% and +20% (109). These are the changes in forecasts produced by a particular 
agency over only a decade; thus, differences of ± 30%  across a range of organisations for thirty-
five years in the future is not unreasonable. 
3.4.4 SCM production 
Originally, only two SCMs were considered: GGBS and PFA. After running the model, it was 
observed that the future requirements of these two SCMs were far in excess of expected supply 
as per the assumptions discussed below. Therefore, two versions of the code were created. The 
first ran with an unconstrained supply of GGBS and PFA (in fact, it was constrained at a very 
large value), and the second ran with GGBS and PFA supplies limited to a specific value in 
each year (see Subsection 11.3.1). Any unsatisfied demand required to meet the clinker-to-
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cement ratio was assumed to be met with ‘other SCMs’ (OSCMs). The amount of GGBS, PFA 
and OSCMs used in each year in each run was recorded. 
The OSCM was assumed to be used in OPC, effectively diluting the amount of clinker in the 
cement. The reactive calcium content (RCC) of the cement was adjusted, assuming that the 
OSCM had no ability to react with atmospheric CO2. It was also assumed that their inclusion 
would have no effect on the carbonation depth of OPC concrete. There were no constraints on 
the amount of OSCM available. 
3.5  Emission model 
One of the purposes of this study was to compare the amount of CO2 absorbed by concrete with 
that emitted from concrete manufacture. Therefore, it was necessary to build an emission 
model as well. 
There were three defined emission analysis envelopes: around the calcination of limestone to 
make clinker; around the production of cement (i.e. including fuel-related emissions); and 
around all the constituents of concrete (i.e. including the CO2 emissions associated with 
aggregate production and transport of all raw materials for concrete). Furthermore, there are 
CO2 emissions associated with the production of GGBS, PFA and gypsum; these are not usually 
included, but in this model they were included in the ‘full’ versions of the specific emission 
intensities. In the ‘partial’ versions, their emissions were excluded. This enables comparison of 
emission levels and specific intensities provided by studies which assume that there is no CO2 
emission associated with their production. 
The emissions from calcination were calculated by taking into account the calcium content of 
clinker, its share in each cement type (OPC, GGBS & PFA), each cement type’s market share 
and total cement production. It was assumed that the calcium in GGBS and PFA was in the 
form of CaO. 
The emissions from fuel combustion in clinker manufacture were calculated by multiplying the 
specific thermal requirement of the process (GJ/t clinker) by the effective CO2 intensity of the 
fuel mix (t CO2/GJ). The thermal requirement varied with time. The effective CO2 intensity of 
the fuel mix was a function of the CO2 intensities of coal and alternative fuels, as well as their 
respective shares within the fuel mix. Biogenic CO2 was discounted so that only non-renewable 
carbon was included in the calculation (see Subsection 3.7.2).  
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The ability to capture CO2 emissions from clinker production via CCS was also included. It was 
assumed that the capture would be end-of-pipe, i.e. the same capture rate (set at 90%) would 
apply to fuel and calcination emissions of CO2. 
The rates at which thermal efficiency, alternative fuel use, SCM availability and CCS 
application varied were determined by the scenario in which they were calculated. Three 
scenarios were built: the ‘Frozen’ scenario halted any changes in these variables after 2012; the 
‘Mitigation’ scenario pushed efficiency, alternative fuel use and SCM use to their widely-
accepted limits by 2050, but did not implement any CCS; the ‘CCS’ scenario was identical to the 
‘Mitigation’ scenario except that CCS was applied from 2030 onwards. The values for these 
assumptions are explained later. 
Where historical data for the variables could not be found, estimates based on the long-term 
improvement rate were used to extrapolate backwards. 
3.6  Monte Carlo analysis 
There are many assumptions in the model, and some of them have a large influence on the end 
results. For this reason a Monte Carlo analysis, which makes multiple runs of the model whilst 
varying certain parameters within constraints, provided an idea of the sensitivity of the system 
to these assumptions. 
The Monte Carlo analysis in this study varied the assumptions by selecting a random number, 
weighted according to the distribution and the constraints shown in  
Table 16. For the ‘factors’, the originally-determined projection from 2012 onwards was 
multiplied by the factor. The explanation of the choice of these values is given Subsection 3.7. 
Each run of the model took roughly 6 seconds, so a Monte Carlo analysis with 5000 runs took 4 
hours and 20 minutes. The values of the assumptions in  
Table 16 for each run were recorded so that individual runs could be studied if of particular 
interest. Also recorded were the levels of absorption of CO2 in the various runs, the emission 
levels of CO2, the ratios of the two (according to the various emission accounting methodologies) 
and the demand for SCMs. Once all Monte Carlo runs had been completed, the results were 
exported. 
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3.7  Variables 
For brevity, the major assumptions are presented here but the methods by which they were 
developed are not shown. However, this information is available in Appendix Subsection 11.3, 
together with references. 
3.7.1 Absorption model 
The two main important variables, apart from K, are the total surface area of concrete and the 
reactive calcium content (RCC) of the concrete. This is because the product of the carbonation 
depth, surface area and RCC equals the amount of calcium that is carbonated. The surface area 
is a function of cement production, representative concrete thickness, the cement content of 
concrete and representative building lifetime.  
Table 15: Assumptions in the absorption model 
Assumptions Year Value 
Market share of PFA (linear interpolation) 
1935 0% 
2012 55% 
2050 (unconstrained) 53% 
Market share of GGBS 
(linear interpolation) 
1935 0% 
2012 20% 
2050 (unconstrained) 20% 
Mass fraction of PFA in PFA cement 
1936 5% 
2012 20% 
2050 (unconstrained) 30% 
Mass fraction of GGBS in GGBS cement 
1936 5% 
2012 35% 
2050 (unconstrained) 41% 
Gypsum content of all cement 1926–2050 5% 
Supply of PFA, Mt/y (constrained) 
2012 116 
2050 82 
Supply of GGBS , Mt/y (constrained) 
2012 211 
2050 346 
Supply of OSCM 2012–2050 Unlimited 
Representative Building Lifetime (Years) 1926–2050 50 
CDW recycling rate – developed regions 
1960 0% 
2000 20% 
2050 70% 
CDW recycling rate – developing regions 
2000 0% 
2050 50% 
 
The RCC is a function of the mass fraction of the different components of cement (clinker, 
SCMs etc.) and the cement content of concrete. K is calculated for 18 types of concrete; the 
production of concrete is then split between these 18 according to the M-factors which are 
discussed later. From these three variables it is possible to estimate the amount of CO2 
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absorbed by the global inventory of concrete. The major assumptions in the model are given in 
The two main important variables, apart from K, are the total surface area of concrete and the 
reactive calcium content (RCC) of the concrete. This is because the product of the carbonation 
depth, surface area and RCC equals the amount of calcium that is carbonated. The surface area 
is a function of cement production, representative concrete thickness, the cement content of 
concrete and representative building lifetime.  
Table 15. 
Extent of carbonation in ‘carbonated’ zones 
Section 2 described that CSH starts to appreciably react with CO2 once available calcium 
hydroxide (CH) has already carbonated (22). However, it is not certain that all CH carbonates; 
this is because the surfaces of the relatively large CH crystals’ surfaces can hinder carbonation 
of the crystal centre. Calcium carbonate is about 10% larger in molar volume than calcium 
hydroxide and so a less porous crust forms on the outside of the crystals, restricting CO2 
diffusion into the uncarbonated centre of the CH crystal (24). CSH has a much larger surface 
area than CH but the intrinsic rate of reaction is much lower. This larger surface area means 
that crusts are generally thinner and restrict gas diffusion much less per unit mass of calcium.  
Recent studies have suggested that natural carbonation can only lead to approximately 50% 
carbonation over a 100-day timescale (110). 
Despite this evidence, it was assumed that all reactive calcium ahead of the carbonation front 
was completely uncarbonated, and all of it behind the front was completely carbonated.  There 
is significant uncertainty associated with the rate at which these reactions happen and 
therefore the simplest assumption of full carbonation was chosen. 
Base case selections 
Table 16: Distribution of variables in the Monte Carlo analysis 
Variable 
Value in base 
case 
Distribution type 
in Monte Carlo 
Constraints in 
Monte Carlo 
Cement production factor 1 Normal µ = 1, σ = 0.15 
SCM supply factor 1 Normal µ = 1, σ = 0.15 
Recycling rate factor 1 Normal µ = 1, σ = 0.3 
Building lifetime 50 years Normal µ = 50, σ = 10 
Thickness factor 1 Normal µ = 1, σ = 0.15 
SCM fraction in cement 
factor 
1 Normal µ = 1, σ = 0.3 
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A ‘base case’ scenario was chosen, which provided a single set of reference outputs. The values 
of the variables in this scenario are shown in  
Table 16, alongside those for the Monte Carlo simulations. A normal distribution for these 
variables was chosen in the absence of any information pertaining to their true distribution. 
3.7.2  Emission Model 
The assumptions for the emission model are given overleaf in Defined cases – variable selection 
& sensitivity analysis 
Some defined cases, which could be used to illustrate the effect of individual variables, were 
developed. The variables which were varied in the Monte Carlo analysis were set single values 
in these cases. The values chosen are shown overleaf in Table 18. They represent a 50% 
increase and 33% decrease upon the base case for each variable. This provides a form of 
sensitivity analysis, where the effect of each variable can be better identified. 
Table 17. Where not specified, all changes in values between dates given are linear. 
3.8 Defined cases – variable selection & sensitivity analysis 
Some defined cases, which could be used to illustrate the effect of individual variables, were 
developed. The variables which were varied in the Monte Carlo analysis were set single values 
in these cases. The values chosen are shown overleaf in Table 18. They represent a 50% 
increase and 33% decrease upon the base case for each variable. This provides a form of 
sensitivity analysis, where the effect of each variable can be better identified. 
Table 17: Assumptions in the emission model 
Assumption  Value 
Thermal energy intensity of clinker 
production, GJ/t clinker 
1926 7.125 
2012 3.9 
2020 3.6 
2030 3.4 
2050 3.2 
Specific fossil CO2 intensity, t CO2/GJ 
Coal 0.96 
Alternative fuels 0.35 
Alternative fuel market share 
1996 0 
2012 8% 
2020 12% 
2030 24% 
2050 40% 
Specific CO2 intensity, t CO2/t material 
GGBS 0.130 
PFA 0.197 
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OSCM 0.113 
Gypsum 0.012 
Specific CO2 intensity of concrete-related 
activities (excluding cement manufacture), t 
CO2/m3 concrete 
2012 0.0726 
2050 0.0145 
Cement content of concrete, t/m3  0.35 
Clinker capacity suitable for CCS 
application 
 0.75 
Fraction of suitable cement capacity fitted 
with carbon capture (via s-curve equation) 
2020 0.2% 
2030 2.0% 
2040 15.4% 
2050 62.2% 
Capture efficiency of CCS 2020–2050 90% 
 
 
 
Table 18: Values of variables in the defined cases (sensitivity analysis) 
Case 
Building 
lifetime 
Concrete 
thickness 
factor 
Cement production 
factor 
SCM supply 
factor 
Recycling rate 
factor 
1 (Base) 50 1 1 1 1 
2 (Long lifetime) 75 1 1 1 1 
3 (Short lifetime) 33 1 1 1 1 
4 (Thick 
concrete) 
50 1.5 1 1 1 
5 (Thin concrete) 50 0.67 1 1 1 
6 (High 
production) 
50 1 1.5 1 1 
7 (Low 
production) 
50 1 0.67 1 1 
8 (High SCM) 50 1 1 1.5 1 
9 (Low SCM) 50 1 1 0.67 1 
10 (High 
recycling) 
50 1 1 1 1.5 
11 (Low 
recycling) 
50 1 1 1 0.67 
3.9 Results & Discussion 
3.9.1 Defined Cases 
Unconstrained base case 
Figure 15 shows the results for the global absorption of CO2 by concrete in the unconstrained 
SCM base case. Primary absorption begins in 1927, the second year of the model. Secondary 
absorption begins in 1977, fifty-one years after the beginning of the model, because it requires 
concrete built in the model to be demolished before any absorption can be recorded.  
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Absorption increases over time, reaching a total of 136 Mt in 2012 and 404 Mt in 2050. The 
fraction of secondary absorption also increases, from 12% in 1990 to 18% in 2012 and 20% in 
2050. Some interesting artefacts of demolishing every building at exactly fifty years old 
manifest themselves; around 2040 there is a deviation from the steady trend in secondary 
absorption because in the early 1990s there was a reduction in cement production due to 
economic fallout from the dissolution of the USSR. Nevertheless, total absorption roughly 
followed an exponentially increasing trajectory from the 1930s to the present, as can be seen 
from Figure 16. After this point, the rate of increase dropped; the average annual increase 
between 1950 and 2012 was 6.4%, whereas between 2012 and 2050 it was 2.9%. This reduction 
reflects the assumed reducing rate of increase in cement production at approximately the same 
time period, also shown in Figure 3 (previously shown in Figure 15, but included here for 
comparison). 
 
Figure 15: Absorption in the base unconstrained case 
 
Figure 16: Comparison of cement production and CO2 
absorption 
Primary carbonation is likely to remain the major absorption mechanism into the future, 
unless society moves to non-Portland cements which do not absorb CO2. In this case only 
secondary carbonation will occur after a few decades. 
Emissions in the unconstrained base case 
The emissions from cement production in the mitigation scenario with partial accounting (i.e. 
only direct emissions from clinker production) are shown in Figure 17. The upper line shows 
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the emissions from the production of clinker; the lower line shows the emissions from clinker 
minus the absorption of CO2 by concrete. The other line shows the ratio of absorption to 
emission. As can be seen, the fraction is rather low at first and the net emissions are not very 
different from the total (gross) emissions. Over time, this fraction increases, reaching almost 
9.5% in 2050. At this point, the absorption of CO2 by concrete is significant and has a noticeable 
effect on the net emissions. Figure 18 shows the equivalent graph for the CCS scenario. The 
inclusion of absorption of CO2 by concrete means that net emissions start falling in 2025 
instead of 2028, and that the ratio of absorption to emission is over 16% in 2050. This pushes 
net emissions below their 2010 value (2.28 Gt CO2 versus 2.38 Gt CO2).  
 
Figure 17: Net emissions in the mitigation case, and the AE fraction 
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Figure 18: Net emissions in the CCS case, and the AE fraction 
The modelled absorption of CO2 was 136 Mt/y in 2012 and modelled emissions from cement 
manufacture were 2670 Mt/y. Recorded global total CO2 emissions of 35 000 Mt/y (18); the 
absorption of CO2 by concrete is relatively insignificant (~4.2%) compared with emissions from 
the sector. To put this into more perspective, the CO2 emissions of the UK in 2012 were 467 Mt 
(18) and absorption as a percentage of total global emissions in 2012 was around 0.4%. 
 
Figure 19: CO2 emission savings from the three non-CCS mitigation actions, and from CCS, in the base case 
(unconstrained) 
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Figure 19 shows how mitigation efforts, excluding CCS, will improve the cement industry 
emission performance over the years from 2012 to 2050. The model was run freezing all 
variables but cement production rates in 2012 until 2050, so that emissions and AE factors over 
that time could be observed. This scenario does not represent a ‘business as usual’ case, because 
improvements in the clinker-to-cement ratio, kiln efficiencies and alternative fuel use are 
expected to happen due to the financial savings that can be reaped from such actions. Instead, 
the comparison provides a quantification of how much can be achieved between now and 2050 
without the application of CCS (denoted as ‘Savings from other mitigation’). These actions 
reduce emissions by around 1 Gt/y (20%) in 2050. In these scenarios this is less than the CO2 
avoided by CCS (1.36 Gt/y in 2050, ‘Savings from CCS’ in Figure 19) but is responsible for 9.9% 
of the reduction in cumulative emissions (2000–2050) compared to 6.3% from CCS.  
Effect of lifetime 
It can be seen in Table 19 that annual absorption when concrete has a long lifetime (case 2) is 
reduced compared with the base case (-14.9%). Primary absorption increases very slightly (< 
+1%) in both 2012 and 2050, but secondary absorption decreases by almost 75% in 2050 and 
84% in 2012. This is because cement production generally increased over time, and so the 
amount of concrete demolished reduces. For example, a 50-year lifetime means that concrete 
built in 1962 was demolished in 2012; there was 360 Mt cement manufactured in that year. A 
75-year lifetime means that concrete built in 1937 was demolished in 2012; there were only 83 
Mt cement manufactured in that year. The small increase in the extent of primary carbonation 
over the extra 25 years was therefore outweighed by the decrease in the absolute amount of 
demolished concrete available for secondary carbonation. 
A similar but opposite effect occurred when reducing the concrete lifetime to 33 years (case 3). 
A relatively large reduction in primary absorption (-9.4% in 2012; -15.8% in 2050) was more 
than offset by increases of +150% and +207% in secondary absorption in 2012 and 2050 
respectively. The overall effect was +19% in 2012 and +26% in 2050. As with case 2, the effect 
is partly due to the amount of concrete being demolished. For case 3, the concrete equivalent of 
872 Mt cement was demolished in 2012, around two-and-a-half times that in case 1. 
Unconstrained sensitivity analysis 
Table 19 shows the main results of the defined cases fed into the model. The results are 
discussed in more detail below. 
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Effect of SCM content factor 
In case 8 for unconstrained SCMs, the SCM fraction in each blend of cement was increased by 
50%; in case 9, it was decreased by 33%.  
Both GGBS and PFA contain less calcium than clinker (28.6% and 4.9% versus 37.2% by 
weight) so less carbonation can be expected in case 8. This results in an almost 7% reduction in 
absorption in 2050. In case 9 there is an increase in absorption of 4.6%. The use of less clinker 
in cement in case 8 reduces cumulative emissions (full accounting) by around 5 – 6% in the 
mitigation and CCS scenarios, whereas in case 9 (low SCM use) the emissions rise by 3–3.5%. 
The change in the AE ratio is modest but not as small as that for the rate of cement production. 
Effect of recycling rate 
Although the recycling of demolished concrete makes no difference to the primary carbonation 
of new concrete in the model up to 2050, the recycling rate has a significant effect on secondary 
absorption of CO2. Evidence is given by cases 10 (high recycling), where secondary carbonation 
reduces by 30% compared with case 1, and in case 11 (low recycling) where it increases by 20%. 
This may be because the aggregate does not carbonate much during its three-month existence 
before being re-incorporated into concrete where it has little chance to carbonate quickly. 
The recycling rate interacts with lifetime – the higher the recycling rate, the bigger the spike in 
carbonation when the concrete is demolished and the lower the residual rate of carbonation 
from demolished but not recycled concrete. 
  
Table 19: Differences between each case and case 1 for various metrics (unconstrained SCM supply). 
Metric Case 1 
Case 
2 3 4 5 6 7 8 9 10 11 
   value relative to Case 1 
Total Absorption (Mt/y) 
2012 136 -14.9% +19.3% -33.0% +52.4% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
2050 450 -13.6% +25.8% -32.0% +54.0% +37.6% -24.8% -6.9% +4.6% -5.7% +3.7% 
Primary absorption (Mt/y) 
2012 111 +0.2% -9.4% -33.3% +49.3% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
2050 367 +0.3% -15.8% -33.3% +49.3% +46.2% -30.5% -8.4% +5.5% 0.0% 0.0% 
Secondary absorption (Mt/y) 
2012 24.5 -83.8% +149.8% -31.6% +67.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
2050 83.2 -74.6% +207.3% -26.2% +74.8% 0.0% 0.0% -0.5% +0.3% -30.3% +20.0% 
Mitigation Emissions Full 
(Mt/y) 
2012 2850 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
2050 3940 0.0% 0.0% 0.0% 0.0% +50.0% -33.0% -7.2% +4.3% 0.0% 0.0% 
CCS Emissions Full (Mt/y) 
2012 2850 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 
2050 2360 0.0% 0.0% 0.0% 0.0% +50.0% -33.0% -2.9% +1.3% 0.0% 0.0% 
Cumulative Emissions, 2000 
– 2050 (Gt CO2) 
Mitigation 
Full 
168 0.0% 0.0% 0.0% 0.0% +43.0% -28.4% -5.8% +3.5% 0.0% 0.0% 
Mitigation 
Partial 
161 0.0% 0.0% 0.0% 0.0% +42.3% -27.9% -12.8% +8.5% 0.0% 0.0% 
CCS Full 156 0.0% 0.0% 0.0% 0.0% +42.6% -28.1% -5.2% +3.1% 0.0% 0.0% 
CCS Partial 149 0.0% 0.0% 0.0% 0.0% +41.7% -27.5% -12.5% +8.3% 0.0% 0.0% 
  Absolute value 
Cement AE Ratio, 2012 Full 4.1% 4.1% 3.7% 2.7% 6.1% 4.1% 4.1% 4.1% 4.1% 4.1% 4.1% 
Cement AE Ratio, 2050 
Mitigation 
Full 
9.7% 9.7% 8.2% 6.5% 14.5% 9.5% 10.1% 8.9% 10.3% 9.7% 9.7% 
CCS Full 15.9% 16.0% 13.4% 10.6% 23.7% 15.5% 16.5% 14.5% 16.8% 15.9% 15.9% 
  
3.9.2 Comparison with constrained case 
Table 20: SCM use statistics from the constrained base case 
Metric Date Value 
GGBS Undersupply (Mt/y) 
2012 104 
2050 261 
PFA Undersupply (Mt/y) 
2012 28.3 
2050 241 
OSCM Use (Mt/y) 
2012 133 
2050 503 
Maximum OSCM Use (Mt/y) 2012–2050 572 
OSCM fraction in total cement mix 
2012 3.7% 
2050 9.3% 
Maximum OSCM fraction in total cement mix 2012–2050 12.0% 
OSCM fraction in OPC 
2012 5.5% 
2050 11.8% 
Maximum OSCM fraction in OPC 2012–2050 15.3% 
 
 
Figure 20: Emissions in the constrained and 
unconstrained cases 
 
Figure 21: Difference in net emissions between 
constrained and unconstrained cases 
Figure 20 shows the total emissions of CO2 by concrete in case 1 assuming unconstrained and 
constrained SCM supply. Important values relating to CO2 flows and SCM use are given in 
Table 20 and Error! Not a valid bookmark self-reference.. CO2 absorption is slightly lower in 
the constrained SCM supply scenario because there is less reactive calcium available in the 
concrete. This is due to the replacement of PFA and GGBS with OSCM which is assumed to 
have no reactive calcium. The decrease is most marked in primary carbonation, with secondary 
carbonation recording only a very small decrease. 
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Table 21: Absorption and emission results for the constrained and unconstrained base case scenarios 
Metric 
Unconstrained Constrained 
Difference 
Case 1 Case 1 
Total Absorption (Mt/y) 
2050 
450 368 -18% 
Primary absorption (Mt/y) 367 285 -22% 
Secondary absorption (Mt/y) 83.2 82.7 -1% 
Mitigation Emissions Full (Mt/y) 3940 3490 -11% 
CCS Emissions Full (Mt/y) 2360 2080 -12% 
Net emissions (total emissions minus total absorption) are very similar in both cases. Figure 21 
shows the difference between the net emissions of the constrained and unconstrained cases 
between 2012 and 2050. The overall difference is small (43 Mt/y at the largest), but 
interestingly the constrained case absorbs more CO2 than the unconstrained case. This is 
unexpected because there is reactive calcium in the slag and PFA but not in limestone (it is 
already fully carbonated). The likely reason for this effect is that the carbonation rate of OPC 
concrete, even with the added limestone, is higher in total moles of calcium carbonated than for 
slag or PFA concrete. 
Gross CO2 emissions from cement manufacture are around 2.1% and 3.3% lower in the 
Mitigation and CCS scenarios for the constrained case respectively. This is because OSCM is 
assumed to have a lower CO2 intensity than PFA and GGBS. 
 
Figure 22: Cumulative emissions in the unconstrained (black) & constrained (white) sensitivity analysis cases. Note 
the y-axis scale 
OSCM use is rather significant, making up 8.5% of all cement in 2012, rising to a maximum of 
16.0% in 2050. When looking at only OPC, the maximum OSCM fraction is 16.1%. This is not 
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beyond the realms of possibility, especially considering the current proportion of limestone 
within cement in the European Union. For the eleven cases of constrained SCM supply, there is 
a maximum of 32.9% OSCMs in OPC, in the ‘High SCM’ case. Since Portland-limestone cement 
can contain up to 35% in the current EU standard (EN 197-1) there is not much room to 
produce and use a range of OPCs with varying OSCM contents in this case. For the base case, 
the maximum OSCM content is 20.7% and it appears that the cement industry could easily 
produce sufficient amounts of suitable cement types, as long as not too many liberties are taken 
with the use of pure OPC cement (CEM I) for applications which do not require it. 
Figure 22 shows the cumulative net emissions for the eleven cases for both the unconstrained 
and constrained SCM assumptions. Interestingly, although there is little difference between 
the two, the effect is not one-way. In most cases the constrained case is very slightly lower than 
the unconstrained case, but in cases 7 and 9 the effect is reversed. 
In case 7 this is because GGBS and PFA can make up higher fractions of the total SCM in the 
mix than in the other cases. This increases the average reactive calcium content and so, with 
the assumption that the concrete carbonation depth is unaffected by different percentages of 
SCM in the cement mix, more CO2 can be absorbed. In case 9, the lower SCM fraction in GGBS 
and PFA cement means that more of these types of cement can be manufactured. The higher 
rate of carbonation must more than balance the reduction in reactive calcium content of the 
cement, meaning that more CO2 is absorbed. 
3.9.3 Comparison with other cement production projections 
Although cases 6 & 7 show the effects of multiplying the rate of cement production by a 
constant factor, they retain the same general profile shape as case 1.  To investigate the effect 
of different production profiles, the model was run using the WWF and ETP cement production 
profiles for both the unconstrained and constrained cases. Both of these production profiles are 
lower than the original profile, as shown in  . This manifests itself in reductions in absolute 
values for many measures. All values are the same for 2012 because the production profiles 
only deviate from 2013. 
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Figure 23: Cement production to 2050 in the three 
production assumption cases 
Figure 24: Net emissions for each production 
assumption cases 
 
Table 22  shows the total absorption of CO2 in the three cases between 2012 and 2050. In 2050, 
total CO2 absorption is 9.0% and 15.0% lower in the WWF and ETP cases. This is due to lower 
primary absorption (-11.4% and -18.9%, respectively). Unsurprisingly, demand for SCMs falls 
and so GGBS and PFA are able to supply a larger portion of overall demand; OSCM 
requirements are 18.1% lower in the WWF case and 50.0% lower in the ETP case. The 
maximum annual requirement for OSCM is 22.5% and 38.9% lower in the WWF and ETP 
cases. Total emissions are 10.6% and 29.3% lower in the two cases; Figure 15 shows the net 
emission trajectory between 2012 and 2050 for each of these production profiles. 
The AE ratios in 2050 tend to be very slightly lower in the WWF case, and higher in the ETP 
case (see Table 22). This is heavily affected by the profile, and shows the effect of the 
production assumptions.  This is one of the most important measures, especially as it grows in 
the period covered. 
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Table 22: Differences between results for different cement production profiles 
 
WWF ETP 
Total Absorption 
2050 
-9% -15% 
Of which Primary -11% -19% 
Of which Secondary 0.1% 0.2% 
GGBS Demand -11% -30% 
PFA Demand -11% -30% 
GGBS Undersupply -21% -60% 
PFA Undersupply -14% -38% 
Other SCM Use -18% -50% 
Total SCM Needs Mitigation -11% -30% 
Overall Other SCM Frac -8% -29% 
OPC Other SCM Frac -6% -22% 
Max Other SCM Frac 
2012–2050 
-9% -17% 
Max Other SCM Use -23% -39% 
Max SCM Frac in OPC -5% -11% 
Frozen Emissions 
2050 
-11% -30% 
Mitigation Emissions -11% -29% 
CCS Emissions -11% -29% 
Mitigation LCA (Full) 0.0% 0.2% 
Mitigation LCA (Partial) 0.0% 0.0% 
Cumulative 
Emissions 
Frozen Full 
2012–2050 
-12% -20% 
Mitigation Full -12% -19% 
CCS Full -12% -18% 
AE Ratio Cem, 2050 
Frozen Full -0.8% 15% 
Mitigation Full -0.9% 15% 
CCS Full -0.9% 15% 
3.10  Monte Carlo simulations 
Unlike the defined cases, the Monte Carlo analysis shows a distribution of absorption rates, 
rather than single absorption estimates. Each run of the model took around 6.4 seconds. The 
results can be shown as a histogram for a particular year (as shown in Figure 25 & Figure 27) 
or as a fan chart, as in Figure 26. The fan chart uses colour to illustrate where the highest 
distribution of results lie.  
3.10.1 Historical absorption 
The mean rate of absorption in 1960 is 6.5 Mt/y, rising to 132 Mt/y in 2012. 80% of this is 
primary carbonation, compared with 97% in 1960. CO2 emissions from cement manufacture 
rise from 320 Mt/y in 1960 to 2670 Mt/y in 2012. Thus, the ratio of absorption to emission rises 
from 2.1% to 4.2% over this time period. 
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Figure 25 shows the range of total absorption rates in 2012. The median value is 136 Mt/y, with 
an interquartile range of 122–154 Mt/y. The high tail is longer than the low tail; this may be 
due to the inverse square-root relationship between concrete thickness (a variable with normal 
distribution) and the surface area of that concrete. 
There is some variation in the historical absorption rates, but not as much as in the future 
forecasting part of the model. This is because there are fewer variables with a distribution – 
cement production, recycling rates and SCM use do not require one in the 1926–2012 period. 
Absorption tends to rise, although there are some periods of decrease early on; this is a result of 
decreasing cement production in the 1930s and 1940s. 
 
Figure 25: Histogram of results for the unconstrained case in 2012 
3.10.2 Future absorption 
The mean rates of absorption increase significantly over the 2012–2050 period, from 140 Mt/y 
to 408 Mt/y, as shown in Figure 26. However, the range of absorption rates is rather large – 
from just over 189 Mt/y to 1050 Mt/y. The upper part of the ‘fan’ in Figure 26 is much wider 
than that of the bottom of the fan, as would be expected by Figure 16 which showed the results 
in 2012. Figure 27 shows the histogram for the results in 2050; the interquartile range of the 
results in 2050 is 342–461 Mt/y, and the median is 397 Mt/y.  
Figure 28 shows the range of AE ratios in the model for the ‘Mitigation’, ‘CCS’ and ‘Frozen’ 
scenarios, assuming full accounting. Since all the scenarios use the same historical data and 
assumptions, the results are identical until 2012. The ‘Frozen’ scenario varies from the 
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‘Mitigation’ and ‘CCS’ scenarios from 2013 onwards, as energy efficiency and clinker 
substitution increase in the latter two but remain constant in the former. From 2030 the 
‘Mitigation’ and ‘CCS’ trajectories diverge as carbon capture is applied. After this point the AE 
ratio for CCS climbs increasingly quickly, the median reaching 13.6% in 2050, a two-thirds 
increase compared with 8.2% for the Mitigation scenario. The Frozen scenario reaches only 
6.8% in 2050. 
 
Figure 26: Fan plot of absorption rates, 1925 – 2050. 
Each shade of yellow/red is one vigintile of probability, 
with bright yellow being the lowest 5% and highest 5% of 
results, and deep red being the middle 10% of results 
(measured around the median). 
 
Figure 27: Histogram of absorption rates in 2050 
 
3.10.3 SCM requirements – constrained model 
Figure 29 shows a box-and whisker plot of the use of the other SCMs (OSCMs) between 2012 
and 2050 for the base case in the constrained SCM model. There is a large increase in other 
SCM use, from a median of 660 Mt/y in 2020 to 840 Mt/y in 2030. The rate of increase in 
demand slows throughout the model, reaching 1010 Mt/y in 2050. The plot also shows the 
range of results for the use of OSCMs. The variation in demand and supply of GGBS and PFA 
creates a large range of OSCM demand. In 2030, the demand ranges from around 200 Mt/y to 
1.35 Gt/y. 
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Figure 28a (top left) + 28b (top right) + 28c (bottom): AE ratios for Frozen, Mitigation and CCS scenarios, 
respectively. Note the differing y-axis scales. The white-yellow boundaries mark the total range of results. Each 
shade of yellow/red is one vigintile of probability, with bright yellow being the lowest 5% and highest 5% of results, 
and deep red being the middle 10% of results (measured around the median). 
Figure 30 shows the overall content of SCMs in the global cement mix over the same 2012 – 
2050 period. The mean mass fraction of Other SCMs in cement is 15.3% in 2030, rising to 
17.0% in 2050. The equivalent values for GGBS and PFA are 4.7–5.4% and 1.7–1.3% 
respectively. Note that all cement has a constant gypsum content of 5%, so totals here only add 
up to 95%. It is clear that clinker remains the major constituent of cement globally, and will 
remain so into the future. 
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Figure 29: Box and whisker plot of OSCM requirements, 2012 – 2050 
 
Figure 30: Cementitious material content within the global cement mix, 2012 – 2050 
3.11 Other effects 
The effects of the six main variables are shown in Figure 31. Here, the total absorption in 2050 
is plotted against the value of a single variable for every run of the Monte Carlo model. The 
results back up the sensitivity analysis shown in Table 19 in that the thickness of the concrete, 
the amount of cement produced and the lifetime of the concrete are more important than the 
recycling multiple, SCM [content] multiple and SCM supply multiple. 
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Figure 31: Scatter plots of all 2050 absorption results as a function of each randomised variable in the model. The 
randomised variable of relevance is shown in each plot. 
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3.11.1 Effect of accounting method 
 
Figure 32: Source of emissions, unconstrained scenario 1926 - 2050 
 
Figure 33: CCS deployment and its effect on the AE ratio 
As mentioned in Subsection 3.5, there are different ways of accounting for the emissions coming 
from the cement sector. This led to differences in the absorption-emission ratio under each 
method. The sources of the emissions (from the calcination of raw meal, from the combustion of 
fuel in cement plants and from other activities relating to concrete use) for the mitigation 
scenario base case for the unconstrained assumptions are shown in Figure 32. All three 
contribute a significant fraction of overall emissions. Emissions peak and then fall in the later 
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years; however, this is mostly due to the assumption of reductions in the emission intensity of 
other concrete-related activities such as transport, aggregate production and on-site placement 
activities (19). 
Figure 33 illustrates the effect of CCS on the AE ratio. The effect is noticeable, as would be 
expected by the capture of up to 40% of the CO2 coming from cement plants. A different rate of 
deployment would affect the AE ratio but similar effects would be observed because the effect 
upon the denominator of the AE ratio is direct and immediate. 
3.11.2 Effect of different measurement methods 
Measurements of the emissions and AE ratios under different accounting methods were also 
taken. The calcination-only measurements were originally included because the concrete could 
not absorb any more CO2 than was emitted by calcination of raw meal during its production. 
This situation changed when the reactive calcium content of PFA and GGBS was included in 
the calculations; the measurement of a calcination-only AE ratio is now relatively meaningless 
considering this change. This lack of meaning is due to the availability of a great deal of 
information; the total concrete emission measurement suffers from the opposite. Although 
lifecycle assessments of the CO2 emission intensity of concrete (excluding cement production) 
can be found, the development of a sufficiently complex model was deemed outside of the scope 
of this work, which is primarily about absorption of CO2 by concrete. The estimate of concrete-
related emissions is rather crude, and so these results should be considered inferior to those of 
the ‘cement-only’ emission results. 
The other major accounting variable was whether ‘full’ or ‘partial’ lifecycle emissions were 
included. The CO2 emissions associated with a tonne of GGBS or PFA are, to an extent, more 
down to opinion than fact. It can be argued that they would have been created whether or not 
they were used in cement manufacture and therefore there should be no emissions associated 
with them beyond any extra processing, storage and transport that is required. However, it can 
also be argued that the sale of GGBS allows lower prices of steel than would otherwise be 
possible; elasticity in the demand for steel to price could lead to a greater-than-otherwise rate 
of steel manufacture3.  In reality, the difference between the two accounting methods was 
                                                     
3 Levenstein & Suslow (111) report that developed-world steel demand was inelastic in the long-run, 
with higher elasticity in the short-term. Demailly & Quirion report a price elasticity of -0.3, i.e. a 
doubling of price would reduce demand by 30% (112). Furthermore, the paper which applied an emission 
intensity to GGBS reported a low percentage of total steel industry revenue from GGBS – around 2.3% 
(113). It is unlikely that this extra 3% of revenue is able to make a significant impact on the price of 
steel. These points indicate that GGBS should not have CO2 emissions associated with it. A similar but 
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rather small, and was equivalent to less than 0.05 t CO2/t cement. The difference was 
equivalent to around 8% of ‘full’ emissions. Compared with the uncertainties in the model this 
is rather small and does not significantly affect the messages of the model. 
3.11.3 Effect of different emission scenarios 
The use of the two scenarios (‘Mitigation’ and ‘CCS’) allowed the importance, or otherwise, of 
applying CCS to the cement industry to be investigated. The application of carbon capture is 
dependent upon the concurrent development of transport and storage infrastructure, and it is 
unlikely that the cement industry would be able to develop cost-effective CCS chains without 
collaboration with other industries (114,115). The CCS scenario provides one smooth roll-out 
curve; as discussed in other Sections this is not inevitable but the scenario acts as an example 
of how CCS affects the various measures. The capture rate was also held constant at 90% 
despite several promising technologies such as direct capture and partial oxy-fuel combustion 
having maximum capture rates below this. 
With an AE ratio of over 10%, inclusion of CO2 absorption into annual net emission rates for 
the cement industry could make a large difference to overall carbon footprints. To reach 1.5 K 
targets, emissions in 2050 need to be around 50% below their 2010 value of approximately 33 
600 Mt CO2e (18,99); absorption of 300–500 Mt CO2/y is approximately 2–3% of that target 
rate. Net emissions of over 3.5 Gt CO2/y in the mitigation case is approximately 15% of that 
target. However, applying CCS and generating a higher AE ratio of up to 40% and emitting 
only around 2 Gt CO2/y in 2050 is only around 10% of this target. In either scenario, the 
absorption of 2–3% of total global emissions target in 2050 is notable. 
Furthermore, the reduction in emissions between the ‘Frozen’ and ‘Mitigation’ scenarios 
highlights the benefit of pursuing multiple mitigation actions: although CCS can have a greater 
effect in the long-term, other mitigation actions are necessary to reduce emissions in the 
medium-term.  
The supply of PFA and GGBS, the two main cementitious SCMs, will be limited in the future, 
especially if coal-fired electricity generation and the BF-BOF steel production route are 
replaced by other processes. The use of limestone within cement can go some way to making up 
for this, although the lack of sizeable cementitious activity could prevent its use in critical 
                                                                                                                                                                                  
stronger argument can be made for PFA and coal-fired electricity generation, since it only provides 1% of 
revenue (113). 
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applications. Only in the high SCM scenario did the extent of limestone replacement within the 
OPC blend come close to the limit (32.9% versus 35%); in the others there is the ability for 
significant amounts of CEM I to be produced as well as blends of OPC with limestone, GGBS 
and PFA. 
3.11.4 Discussion on the suitability of assumptions 
The quality of the assumptions affects the quality of the output. For example, all concrete is 
assumed to have the same lifetime, without regard for how it is used or the environment in 
which it is kept. Lifetimes do not vary over time, and the thickness of concrete in each use 
category remains constant. Better construction techniques could lead to average thicknesses 
reducing over time, and it is obvious that some concrete members are thicker than others (for 
example, a bridge compared with a paving slab). Furthermore, the data used in the estimation 
of the carbonation rate constant is also in need of more study, as mentioned in the source 
papers in Subsection 2.3. 
The most important variables were some of the most difficult to model. An example is the 
representative thickness of the concrete. Only four different concrete thicknesses were used, 
ranging from 150 mm to 400 mm. There are many uses of concrete which generally have 
thicknesses outside of this range (for example, paving slabs); inclusion of such applications 
would improve the model but whether the costs of finding better quality thickness data would 
be outweighed by the improvement in the order-of-magnitude estimate is certainly debatable. 
3.12  Conclusions 
This is the first comprehensive estimate of the rate of absorption by concrete using the 
atmosphere as a frame of reference rather than a single concrete unit. As well as defined cases 
included for a sensitivity analysis, a Monte Carlo analysis based around several important 
variables allowed an understanding of the range of possible historical, current and future 
absorption rates. 
Around 100–200 Mt CO2 was absorbed by concrete in 2012, with a best guess of 136 Mt. This 
was equivalent to around 4% of the emissions associated with the concrete supply chain 
(including cement manufacture) in the same year. Absorption by structures during their 
primary lifetime is responsible for the majority of the rate. 
In the future, the amount of CO2 absorbed by concrete is likely to rise because of the greater 
amount of concrete being constructed, but a lower rate of cement production growth is expected. 
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The rate of absorption could reach around 450 Mt/y by 2050, equivalent to about 2% of the total 
global CO2e emission rate suggested by the IPCC as suitable for a 1.5 K temperature rise. 
Absorption is expected to increase faster than emissions from the production of cement and the 
ratio of absorption to emission is expected to reach around 10–15% by 2050 assuming 
mitigation actions are fully applied except for CCS; with CCS as well, the ratio could reach 15–
30%. At current ratios (< 5%) the effect on life cycle assessments of concrete is relatively small, 
but as the sector decarbonises the effect should be included in such assessments. 
The model complements previous studies which have used a concrete block as a frame of 
reference because it is able to describe rates of flows of concrete-related CO2 to and from the 
atmosphere when looking at the entire world. This is more representative for calculations of 
atmospheric CO2 concentrations than the previous studies. 
The lack of information surrounding many of the important variables means that the model 
cannot be used to predict or measure absorption levels accurately. However, it can provide an 
order-of-magnitude estimate and how it varies over time. The sensitivity analysis provides an 
understanding of how the variables affect the results and the Monte Carlo analysis provides 
information about what range of outcomes are possible given ranges of assumptions. 
Since the carbonation of concrete only partially mitigates for the emission of CO2 during the 
production of cement for use in concrete, conscious efforts to reduce the overall carbon footprint 
of such construction materials could play a significant role. The rest of this thesis studies the 
use of carbon capture and storage (CCS) in the cement industry as a way to achieve this. The 
next section introduces climate change mitigation and the potential contribution of CCS 
towards constraining global warming.  
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 The Role of Carbon Capture and 4
Storage in Climate Change 
Mitigation 
4.1 Highlights 
 Large reductions in anthropogenic greenhouse gas emissions will be necessary if global 
mean surface temperatures are to stay within the politically agreed upon targets of 1.5 
K or 2 K by 2100. 
 Carbon capture and storage (CCS) can play a key role in mitigating emissions from 
several sectors and important industrial activities. 
 Most efforts around CCS have focussed on the electricity generation sector, but there are 
some industries such as Portland cement manufacture where CCS is the only viable 
option to reduce emission levels to those suggested by the IPCC. 
According to the IPCC, climate change mitigation is ‘a human intervention to reduce the 
sources or enhance the sinks of greenhouse gases’ and ‘effective mitigation will not be achieved 
if individual agents advance their own interests independently’ (99). Thus, many organisations 
have studied tried to develop practical, cost-effective ways that the range of mitigation 
technologies can be implemented. The resulting strategies and approaches are often referred to 
as mitigation pathways or roadmaps. They can encompass all emissions (e.g. the IPCC’s WG3 
efforts (99)) or focus on particular subsets of sectors (for example the IEA’s ETP series (106) 
and the Global Energy Assessment (116)). 
4.2 Climate Change Mitigation Pathways 
Amongst many published emission reduction pathways, one of particular significance is the 
International Energy Agency’s Energy Technology Perspectives (IEA ETP) report (106). Its 2DS 
scenario brings global emissions of CO2 down to 16.2 Gt/y by 2050 (see Figure 34). If the 
pathway is followed, it should give an 80% chance of the global mean surface temperature in 
2100 being less than or equal to 2 K higher than in pre-industrial times. Nearly half of 
emission reductions will be due to end-use fuel switching and efficiency. According to the IEA’s 
predictions, renewable energies such as photovoltaics (PV), concentrated solar power (CSP), 
geothermal and wind power will provide 30% of carbon reductions, a transition to nuclear 
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power 8% and carbon capture and storage (CCS) will provide 13%. Looking at the reductions by 
sector, over 39% will come from electricity generation and 21% from industry. 
It should be noted that there are reasons to be sceptical about the IEA’s projections. Adam 
Whitmore has compared deployment rates of wind and PV with past IEA forecasts; both 
technologies’ deployments have been consistently and significantly underestimated (117). PV 
costs are falling at around 10% per year, and wind costs in Denmark are falling by 4% per year 
(118). This information should be kept in mind when observing and using IEA projections as 
assumptions of the future. 
 
Figure 34: Causes of CO2 emission reductions in the IEA ETP 2015 2DS scenario (106) 
The Paris Agreement, the result of the 2015 United Nations Climate Change Conference, 
emphasised that efforts to limit the temperature increase to 1.5 K should be pursued (119). 
This will necessitate greater action than that required for 2 K; global GHG emissions in 2050 
are likely to have to be 41–72% lower than 2010 rather than 25–55% lower (12). This increase 
in aspiration will necessitate more aggressive use of mitigation options to reduce residual 
emissions. These vary from sector to sector. For the electricity generation sector, this could 
mean the use of fossil fuels only with carbon capture and storage (CCS) or as peaking 
electricity generation capacity. In agriculture, the N2O emissions from fertiliser use and from 
certain crops could be significant, as could methane emissions from ruminant livestock. In 
transport, emissions from aviation may be difficult to reduce, as well as those from shipping, 
where large stores of high energy density fuels are required. Slow turnover of housing stock 
may hinder the adoption of electric or district heating, with many households relying on gas, 
liquid or even solid hydrocarbon fuel. With regard to industry, the process emissions associated 
with the production of refined hydrocarbon fuels, cement clinker and primary iron from the BF-
BOF route will occur unless revolutionary technological change occurs. 
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If emissions of CO2 in some cases cannot be avoided, disposal of this waste is regarded by some 
as the most responsible course of action. For point-source emitters, carbon capture and storage 
(CCS) is one of the most developed and promising concepts. It can reduce these emissions by an 
order of magnitude, and allow economic activity in the respective sectors to continue in a much 
less disruptive manner than wholesale process replacement or elimination. CCS is discussed in 
more detail below. 
4.3 Carbon Capture and Storage (CCS) 
CCS is a suite of technologies which remove CO2 from gaseous streams entering the 
atmosphere and permanently sequester them in geological formations. Although its name 
suggests there are two main processes involved (carbon storage and carbon capture), carbon 
transport is also important in CCS. The details of the three activities are discussed below. 
4.3.1 Carbon transport 
Once the CO2 has been captured (as is discussed later), it must be transported to a storage site. 
It is envisaged that it will be transported as a liquid, to reduce the volume of fluid and also 
reduce the compressibility (120). The topology of pipeline networks has been studied, and often 
least-cost routers are used to design transport systems (121). The diameter of a pipeline is very 
important, and depends on the amount of CO2 to be transported, the distance and height 
difference between inlet and outlet, the roughness of the pipeline, the number and type of 
bends and valves, and many other parameters (120). Impurities also present an issue; for 
example, CO2 and water can react to form carbonic acid, which corrodes mild steel (122). 
Depressurisation of a CO2 pipeline can cause the CO2 to boil, reducing the temperature of the 
pipeline to dangerous levels (123). 
Despite these issues, there is an operational transport system and market in Texas, supplying 
oil wells with CO2 for enhanced oil recovery (EOR, explained in 4.3.2: Geological Storage of 
CO2). It has mitigated some of the decline in oil production from the Permian Basin over the 
last few years, and is an economically viable venture. The Boundary Dam CCS project 
transports CO2 66 km for injection in the Weyburn field (124). 
Costs of CO2 transport for permanent storage vary according to capacity, environment and 
distance amongst other factors. Transport to a varying mixture of onshore and offshore 
locations in the southern North Sea and Paris Basin from Le Havre and Rotterdam was 
estimated to cost 3.4–19.7 €/t CO2 (125). 
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4.3.2 Geological Storage of CO2 
Permanent disposal of the CO2 is the final stage in the CCS chain. This is generally assumed to 
occur in geological formations under the Earth’s surface. Liquid CO2 is injected into porous 
rocks such as sandstones, and at sufficient depths (generally greater than 800 m) it will turn 
into a supercritical fluid. The pore space of the rock will generally be filled with water or 
occasionally other fluids such as oil and gas. The CO2 injected will initially displace the other 
fluids (stratigraphic and structural trapping). Its low density and viscosity compared with 
water means that it will rise upwards and be kept in position by the low porosity cap rock 
above it (hydrodynamic trapping). Over time, the CO2 dissolves in the pore water, and this 
reduces or eliminates the CO2 phase floating on the water phase (solubility trapping). On even 
longer timescales (> 1000 years), the CO2 may react with minerals in the storage formation 
(mineral trapping) (126). 
There are several requirements for storage options: any geological basin suitable for use as a 
storage site must “have characteristics such as thick accumulations of sediments, permeable 
rock formations saturated with saline water (saline formations), extensive covers of low 
porosity rocks (acting as seals) and structural simplicity.” (126) The most promising categories 
are depleted oil and gas fields (DOGFs) and saline aquifers. Total storage capacity is estimated 
to be in the order of 100–10 000 Gt CO2 (127). Storage within DOGFs can also increase 
pressures within the fields and enable increased yield of hydrocarbons, providing an economic 
incentive for storing the CO2. This is known as Enhanced Oil Recovery (EOR). Even taking the 
stored CO2 into account, the overall emissions of this system is positive. Only if the oil 
production displaces conventional production, rather than increasing the total amount of oil 
combusted, is a beneficial effect realised (128). 
Costs of carbon storage vary, but Eccles and others found that 75% of the USA’s onshore 
storage capacity could be used for less than $2 (1.40 €) (129), whereas for offshore storage 
approximately 75% capacity could be used for less than $10 (7.60 €) (130). 
4.3.3 Carbon Capture 
Before transport and storage of CO2, it must be separated from other gases in the relevant gas 
stream. There are many methods for doing this, but the systems generally fall in to three broad 
categories (131): 
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1. Pre-combustion capture. Organic (usually fossil) fuel is processed to produce a stream of 
hydrogen and carbon oxide gases, the hydrogen being used for energy production and 
the carbon dioxide separated prior to downstream energy conversion. 
2. Post-combustion capture. Organic fuel is burned in air and the CO2 separated from the 
flue gases. 
3. Oxy-fuel combustion. Organic fuel is combusted in oxygen to produce a stream 
comprising mainly CO2 and water, from which the CO2 is removed for storage. The 
oxygen is separated from nitrogen in air, an energy-intensive process.  
Retrofitting post-combustion capture systems to a process allows it to operate in much the 
same way as before. If an oxy-fuel or pre-combustion system is retrofitted, there are likely 
to be many changes to the operation of the plant. 
4.4 Carbon Capture in the Electricity Generation Sector 
Power stations which burn carbonaceous fuels such as coal, oil, gas or biomass emit carbon 
dioxide in their flue gases. Electricity generation was responsible for 38% of total 
anthropogenic CO2 emissions in 2012 (18) and in order to reduce total global greenhouse 
gas emissions by the 41–72% required to provide a reasonable chance of keeping 
temperature rise below 1.5 K the sector must decarbonise to some extent. There are many 
options for reducing emissions from this sector such as the use of renewable or nuclear 
energy, but one other option is CCS. The IEA predicts that around half of all CO2 captured 
and stored in 2050 will come from electricity generation, with even higher fractions in the 
meantime (106). 
CCS in the electricity generation sector is not the main focus of this thesis but it is 
important to elaborate upon it for several reasons. It is expected to be the main market for 
CCS technologies until at least 2050 (132), and the sector is funding a large proportion of 
the efforts to commercialise the concept in several countries, including Canada and the UK. 
Electricity generation point sources of CO2 are, in general, larger than their industrial 
counterparts (133) and this has led most CCS strategists to focus upon optimising pipeline 
networks and technology development for the sector. A not insignificant factor is that the 
fleet of power stations burning a particular fuel are quite homogeneous with regard to the 
main process and this means that a large proportion of global emissions can be mitigated 
with a single capture plant design, slightly adapted for minor differences between plants. 
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This does not occur in the industrial sector outside of, perhaps, the BF-BOF route in steel 
production and Portland cement clinker production. The heterogeneity of the industrial 
sector discourages similar levels of investment because of the smaller eventual market 
opportunity, although end-of-pipe capture technologies may be suitable across a number of 
applications in this sector. 
Electricity-CCS has several advantages over other low-carbon electricity generation 
methods. Firstly, it is dispatchable, that is, it can be switched on and off (134). This is not 
always true of nuclear electricity generation, especially during the latter part of the fuel 
cycle because of the inability to use boric acid concentrations in the core as a neutron 
absorber. Other difficulties are encountered with the delayed build-up of Xenon-135 and 
this limits the ability to ramp back up quickly after a quick ramp down (135). Most 
renewable electricity generation is not dispatchable, with hydroelectric and biomass 
combustion being exceptions. 
Secondly, electricity-CCS is both predictable and relatively stable in output. Integrating 
wind and PV capacity into electricity grids has been shown to put stresses upon them. 
Increasingly reliable wind and solar irradiance forecasts are available, and this has 
reduced this stress, but the integration of these renewable resources still relies upon the 
dispatchability of other generation methods or electricity storage (136). 
However, electricity-CCS does have its downsides. First of all, it usually relies upon non-
renewable fossil fuel resources as fuel. This means that it can only ever play a transitional 
role in the electricity generation sector. Secondly, it is energetically and financially 
expensive. It is very unlikely that any form of CCS can be cheaper than its non-CCS 
counterpart, so even if capture, transport and storage costs tend towards zero the cost of 
fuel will prevent its fall beyond a certain level (this is also true for unabated fossil fuel 
electricity generation versus other generation methods (118)). Thirdly, the negative effects 
relating to fossil fuel combustion apart from CO2 production will still occur, although some 
such as particulate matter, SOx and NOx emissions are likely to reduce (137,138). However, 
the negative effects are not insignificant (139). 
The only operational large-scale CCS projects within the electricity generation sector is the 
amine-based post-combustion capture Boundary Dam power station in Saskatchewan, 
which will eventually capture 90% of the CO2 emissions from a 120 MWe unit (140). The 
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CO2 is used for EOR projects in the USA. Two others are being built in the USA and should 
be operational in 2016: an integrated gasification combined capture (IGCC) plant in 
Mississippi state (582 MWe) and another amine-based post-combustion capture power 
station in Texas (240 MWe) (141). 
Costs of CCS within the electricity generation sector vary widely depending upon the 
technology, fuel and assumptions but in general the cost is anticipated to be around 75 
€/MWh (99). This compares with current costs for solar PV of around 85–115 €/MWh, 
onshore and offshore wind costs of 46 and 93 €/MWh and nuclear costs of 50 €/MWh, as 
shown in Figure 35 (99). 
 
Figure 35: Levelised costs of electricity generation from IPCC AR5 WG3 Annexe 3 Table A.III.1. 5% WACC, high 
FLH, no carbon price. Horizontal bar represents median value, vertical bar runs from minimum to maximum 
4.4.1 Risks for electricity-CCS 
As previously mentioned, the costs of solar and wind generation are falling rapidly (118), as 
are those of energy storage (142,143), a field which could enable renewables to dominate 
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the market due to cost and climate incentives within the next 10–15 years. This could 
prove extremely challenging for the electricity-CCS sector, with substantial fractions of 
fossil fuel required for electricity generation only occasionally. In this case, applying CCS to 
these ‘peaking’ generation plants may not be economically viable. Given the low level of 
activity within the CCS sector, this state of affairs is not necessarily unlikely. 
Within the UK the initially promising regulatory environment has given way to a period of 
broken promises and missed opportunities. The Labour Government of 2005 – 2010 
initiated a CCS competition in 2007, which offered up to €1.56bn (£2007 1bn) to consortia 
who would build a commercial-scale CCS chain on a UK power station. The last remaining 
bid aimed to place amine scrubbing technology on Longannet power station, a 2.4 GWe coal-
fired plant. However, the scheme was likely to require significantly more subsidy than was 
on offer, and the competition was cancelled in 2011 due to both the disorganisation of the 
competition and the new Conservative-Liberal Democrat Government’s desire to reduce 
public spending (144). A second attempt at a competition was made in 2012, and two bids 
were taken through to the front-end engineering design (FEED) study stage. However, this 
was cancelled in November 2015 due to the new majority Conservative Government 
spending cuts (145), despite the competition being part of their manifesto for the general 
election six months earlier. CCS strategy within the UK is now confused and plagued with 
short-termism; the delays to CCS deployment could cost the country billions of pounds in 
the long run (146). 
Retrofitting capture plants to power stations is possible, although, as briefly explained in 
Section 5, whether the economic benefits outweigh the costs is another matter – it may be 
cheaper to invest in a new-build power station with integrated CCS. Still, this option 
remains and may be very useful in certain cases in the future. 
4.4.2 Combining biomass and CCS 
One advantage that CCS retains in the electricity generation sector is that, if biomass is 
burned, the process can be carbon negative. This is known as Biomass Energy with CCS, or 
BECCS. By growing biomass which absorbs CO2 from the atmosphere, burning it to 
generate electricity and capturing and storing the resulting CO2, the net effect is a 
reduction in atmospheric CO2 concentrations. However, competition for land from other 
sectors such as food production has pushed the majority of BECCS literature towards 
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combusting mostly agricultural and forestry residues, limiting the potential application. 
Nevertheless, one study found that 165 Mt CO2/y could be removed from the atmosphere 
using BECCS in North America alone. Around 15% of the feedstock was dedicated crops 
(147). It should be noted that in order to cause a 1 ppm drop in CO2 concentrations in the 
atmosphere, approximately 6–7 Gt biomass would be required (148). (1 ppm is equivalent 
to 7.76 Gt CO2 (9).) 
Much import is placed upon the use of ‘marginal’ land for the production of these dedicated 
crops. It is generally assumed that it cannot be used for any other purpose such as food 
production. However, as the global population grows and more land is required for food 
production, some of this marginal land may be required for such purposes, and a lot of the 
rest of the marginal land may be unsuitable for any economic agriculture (149). Other 
approaches to dedicated biomass acquisition have been suggested, such as the use of algae 
as a feedstock, but this is in an early stage of development and is likely to increase total 
costs to the system, which are around 46–86 €/t CO2 (59–111 $2010/t CO2) (148). 
BECCS aside, the fact that the development of CCS is not absolutely necessary for the 
decarbonisation of electricity generation may hinder its uptake within that sector. 
However, within many other sectors CCS is currently the only option to deliver deep 
decarbonisation. These will now be discussed. 
4.5 Carbon Capture in other energy-intensive industries 
Industry was responsible for direct greenhouse gas emissions of approximately 10.1 Gt CO2e in 
2010. 85% of this was CO2, and industry was also responsible for 5.25 Gt CO2e of indirect 
emissions. Large fractions of emission savings in some parts of the world are cheap (< 15 €/t 
CO2), for example energy efficiency projects, abatement of N2O emissions from nitric acid 
production, cement clinker substitution and some fuel switching opportunities (99). 
It is often difficult to reach the necessary emission levels that are required by 2030 and 2050 
using only existing technologies. It is possible in some sectors such as chemicals if best 
practices are employed throughout the sector; in other sectors, such as iron and steel, a 
complete change of process may be required  such as complete substitution of the BF-BOF route 
with the natural gas direct reduced iron (DRI) and scrap based electric arc furnace (EAF) 
routes (99). Although possible, whether such changes will actually be undertaken is another 
matter. 
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In some sectors such as Portland cement manufacturing, even full adoption of all existing 
available technologies for improving energy efficiency or switching fuel will not be sufficient; 
they have little choice but to install CCS on their plants if they are to reduce their emission 
intensities to acceptable levels. The IPCC report assumes a 2100 temperature rise of 2 K rather 
than the 1.5 K which is the new ambition of the Conference of Parties following the Paris 
Agreement. 
4.6 Climate Impact of the Cement Industry 
Cement production rose to around 4 Gt in 2013 and the average emission intensity was around 
0.77 t CO2/t cement, so approximately 3 Gt CO2 was emitted from the cement industry (150). 
This is approximately 8.7% of total global CO2 emissions in 2013 of around 36 Gt (18). Other 
observations have suggested that 5.5% of CO2 emitted into the atmosphere in 2013 came from 
cement sector process emissions (151); if both of these values are true, that would suggest that 
around two-thirds of direct cement sector emissions are from calcination, which agrees with 
other sources (106). Although not the economic sector with the greatest emissions (that 
unsavoury title belongs to electricity generation) this is a significant fraction, and is one which 
has grown over time. 
Cement production’s IPCC targets are 0.38 – 0.59 and 0.24 – 0.38 t CO2/t cement in 2030 and 
2050 respectively compared with a 2010 emission intensity of 0.76 – 0.78 t CO2/t cement, but no 
technology reviewed in the report can reduce the intensity beyond 0.52 t CO2/t cement (99). 
According to the IPCC, CCS can reduce emissions to 0.12 – 0.23 t CO2/t cement, well below the 
2050 requirement. The rest of this section will explain why CCS is the only technology capable 
of adequately mitigating CO2 emissions from the Portland cement sector. 
4.7 Mitigation of the climate impact of Portland cement 
manufacture 
4.7.1 The origin of carbon dioxide emissions from Portland cement manufacture  
Portland cement is a blend of powders, the most important of which is clinker, the material 
produced in the kiln of a cement plant. Clinker production is the most CO2-intensive process 
involved in cement manufacture. As shown in Figure 36, 50–70% of a cement plant’s CO2 
emissions come from calcination of limestone in the precalciner and approximately two-thirds 
of the fuel in a cement plant is burned in the precalciner (152) – this adds up to 83–90% of all 
CO2 generated on site. In addition to the direct CO2 emissions from the calcination of CaCO3 
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and the combustion of fuels, there are indirect emissions associated with the use of electricity. 
90–135 kWhe/t cement is required, mainly for the grinding and milling of the raw materials and 
the final product (153). These can be reduced by using vertical roller mills and other, more 
advanced, milling techniques. Decarbonisation of electricity generation could reduce the global 
CO2 intensity of the cement industry by 20% (154). 
 
Figure 36: Fuel and CO2 flows within a clinker pyroprocessing plant 
 
4.7.2 Options for reducing specific carbon emissions from the cement industry 
There are three ‘sustaining’, or ‘evolutionary’, options for reducing carbon emissions from the 
cement industry. These are: 
 Reducing the clinker content of cement; 
 Decreasing the thermal energy requirements of the kiln and precalciner; and 
 Increasing the proportion of waste fuels burned in the kiln. 
The Cement Sustainability Initiative, a joint project of the WBCSD and IEA, issued a 
technology roadmap to 2050 for the cement industry (155). Between 2006 and 2050, it 
estimated that the global average clinker content could be reduced from 78% to 71%, the 
thermal energy requirements of the kiln reduced by 15% and the proportion of waste fuels 
burned can be increased from 16% and 5% to 40–60% and 25–35% in developed and developing 
regions, respectively, by 2050. 
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Appendix Subsection 11.4 shows that implementing these measures reduces the carbon 
intensity per tonne of cement by approximately 22%. These carbon mitigating options are 
relatively cheap or even cost-negative, as in the case of reducing the clinker content of cement 
and increasing the use of waste fuels. However, with cement production projected to rise from 
approximately 2600 Mt per year in 2006 (150) to as high as 5700 Mt in 2050 (108), these 
savings will be more than wiped out and net emissions rise by over 70%. More drastic measures 
are required to allow the cement industry to play its part in developing a low-carbon global 
economy. 
4.7.3 Options for reducing Portland cement demand 
Avoiding the emission of CO2 in the first place is often the most effective way of reducing 
emissions and in the cement and construction industries there are some strategies, two of 
which are less cement-intensive construction and the use of alternative cement types. 
4.7.4 The use of less cement in construction 
Residential construction 
Concentrating on the UK, low-rise housing (i.e. detached, semi-detached, terraced and 
apartment blocks of around three storeys) generally uses fly ash-concrete aerated blocks 
(breeze blocks) for structural purposes, covered in a brick facade. There is often an air cavity, 
which can be filled with insulation. Plasterboard covers the concrete blocks on the interior. 
Concrete floors are used on the ground floor, and timber floors supported by timber joists are 
used on higher floors to reduce the mass required to be supported. There is an air gap between 
the joists. 
It should also be noted that the embodied emissions of residential structures are typically 
around 25% of their total lifecycle emissions. This can rise to as high as 35% in mild climates 
(156). Cement and concrete work is usually a large proportion of this, and so using less of these 
materials could reduce life cycle emissions. Indeed, Dodoo et al. found that the benefits of 
concrete thermal mass were outweighed by the embodied emissions compared with a timber-
frame structure built in southern Sweden (157). This suggests that, at least in some regions, 
altering construction techniques could reduce emissions. 
Kendrick et al. studied lightweight construction methods using a timber and steel frame rather 
than cement-intensive materials and the effect that this would have on temperatures within a 
house in London in 2050, assuming some climatic changes. The reduced thermal mass of the 
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house led to less heating being required to maintain comfortable temperatures year-round 
(158). However, other studies have suggested that heavyweight buildings are expected to 
overheat less often than lightweight properties in all timeframes from 1980–2080. The overall 
heating duty is higher, though, due to the slow response times (159). 
Infrastructure & other large construction 
The use of a timber frame has been proven up to at least ten storeys (160), reducing the amount 
of concrete and the embodied carbon (161,162). However, many structures such as viaducts and 
tunnels in transport projects are virtually impossible without high-performance concrete. In 
CEMBUREAU countries, infrastructure projects account for almost 25% of cement demand, 
and non-residential projects (such as office blocks) account for 32% of demand (163); 45% of 
construction value in CEMBUREAU countries in 2013 was in the residential sector (164).These 
proportions vary across continents: 67% of cement demand in India is residential (165) and 80% 
of construction activity in China is residential as measured by interior area constructed (166) 
compared with 27% in the USA (101). 
Cole (167) compared the energy use and GHG emissions from wood-framed, steel-framed and 
concrete structures based on 1 m2 of wall or floor, including transport and construction impacts 
excluding those from material manufacture. The concrete structures were found to emit around 
13 kg CO2e/m2 structure, compared with steel and wood at 1 & 1.5 kg CO2e/m2, respectively. 
Less carbon-intensive cements 
There are 27 ‘traditional’ cement types within the European standards (97). They are all based 
to some extent on Portland cement clinker, although some require only 5% by weight. Other 
cements based on different chemistries are available, and are discussed below. A summary of 
the chemistry and history of seven cement types is provided in Appendix Subsection 11.5. The 
chemistry of Portland cement and cement clinker is described in Subsection 5.2, and the 
chemistry of clinker manufacture is explained in Subsection 5.3. 
Over-arching issues surrounding alternative cements 
With approximately 4 billion tonnes of Portland cement being produced per year, the economies 
of scale, not just of manufacture but also with regard to supply chains and customer trust, are 
huge. Together with the ability to test Portland cement structures built from 1839 onwards 
(168), this provides huge barriers to entry for new cement types. The traditional 
conservativeness of the building sector does not encourage the use of emerging cements or 
construction methods. 
Page 119 of 339 
 
Cement plants are capital-intensive projects, costing approximately 150 €/t annual capacity 
within the CEMBUREAU region (169). First-of-a-kind (FOAK) plants almost always cost more 
than nth-of-a-kind (NOAK) plants (there are many other examples (170)). This means that 
there is huge investment required to reach a significant scale; furthermore a guaranteed, large 
market for the product would be required. Designs of plants for some cements, such as super-
sulphated cements, may be very similar to PC plants, and lime-pozzolan cement plants may be 
cheaper (20).  
The building sector is conservative in its choice of building materials. This has, in part, led to 
the emergence of blended Portland cements rather than the completely different types 
mentioned above. With carbon pricing presenting the possibility of Portland cement becoming 
more expensive relative to these new types, a move away from traditional cement may be 
expected but it is unlikely that this will be revolutionary but incremental over a period of 
decades, with alternative cements used for non-critical uses at first. 
Even considering the above, cement containing GGBS or PFA has been widely accepted by the 
construction industry. The USA imports GGBS to use in its construction industry. About 16Mt 
was used in 2012, with prices reaching up to 81 €/t (110 $/t). Thus, there is little scope for 
increasing its incorporation in cement in the USA (171). The WBCSD reports that global 2006 
production of GGBS was 200 Mt, PFA 500 Mt and natural pozzolans 300 Mt (153). Since global 
cement production in 2006 was more than 2500 Mt (150), even if none of these SCMs were 
already used, they could only replace about 40% of today’s global clinker production. Limestone 
and similar materials can act as fillers. They have very little cementitious activity and act to 
dilute the clinker (172). This is useful for applications where volume or mass is more important 
than strength, such as concrete-gravity and concrete arch dams, and docks, locks and sluices 
(173). 
Current clinker levels in cement is about 78%; assuming 5% of cement is gypsum, grinding aids 
and other such substances, the SCMs on the market (for all intents and purposes, mainly 
GGBS, PFA and limestone) already account for 17% of all cement. 
Carbon Intensity of Alternative Cements 
Whilst all the alternative cements replace clinker with a less carbon-intensive substance, each 
material has a positive carbon footprint. In Figure 37 are literature estimates of the carbon 
dioxide intensity of producing one tonne of different cements (19,155,174–180). 
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Figure 37: CO2 emission intensities of various cement types. The black bar represents the 
range of values. Details of the various alterative cements are available in Appendix Subsection 
11.5. The IPCC value is on the basis of a 2 K temperature rise by 2100.To meet the IPCC 
requirements for a 1.5 K temperature rise, emissions are expected to have to be around 0.24–
0.38 t CO2/t cement by 2050 (99). Even for the IEA ETP 2012 4DS (4 K scenario) emissions 
must fall to 0.54–0.59 tCO2/t cement (154). Apart from carbon offsetting, there are several 
technologies capable of meeting the emission factor range modelled by the IPCC: 
 Blast furnace cement. This requires GGBS and only around 210 Mt cement was 
produced in 2012. As steel production is predicted to double by 2050 (154), the maximum 
amount of cement produced by this method can be expected to, as well. However, much 
of this growth is DRI capacity which does not produce GGBS; based on IEA projections 
slag production will only rise to 350 Mt/y in 2050 (113,154). The DRI/EAF route does 
produce slag; some tests of its cementitious properties have been performed (181). 
 Geopolymer cements. Their curing properties and requirements make use outside of 
precast concrete difficult. 
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 Lime-pozzolan & PC-pozzolan cements. These cure slowly and are thus unsuitable for 
many applications. 
 Novacem. Novacem has failed commercially once (182) and is at a very early stage of 
development. 
4.7.5 Alternative Cements – Conclusions 
Although there are many different types of cement available, there are good reasons why 
Portland cement is still the most dominant product. It is relatively cheap, it is easy to 
manufacture, and it sets and hardens well and is relatively resistant to carbonation and attack 
from chemical species. Its major drawback is its carbon footprint, which is higher than almost 
all other types of cement. 
4.8 The case for CCS in the cement industry: breaking the 
trilemma 
The actions discussed above are technically capable of delivering the emission reductions 
necessary to reduce emissions to a fraction of their current value. However, realisation of this 
potential is unlikely. Although there could be a revolution in building methods and materials 
which moves demand towards other building materials and alternative cements, the past 
history of the construction sector suggests that this is unlikely to happen. Specific emissions 
from the Portland cement industry can be reduced through energy efficiency, clinker 
substitution and fuel switching but the analysis provided above implies that this will not 
provide nearly enough of a reduction to counterbalance the effects of growing demand for 
cement. 
Consider the emission target of the UN IPCC: 5700 Mt cement in 2050 with an emission 
intensity of 0.38 t CO2/t cement is equivalent to 2166 Mt CO2/y. To stay within this limit with 
the emission intensity of Portland cement in 2050 of 0.54 t CO2/t cement calculated in Appendix 
Subsection 11.4.2 (p 277), only 4000 Mt cement can be produced. The extra 1700 Mt (30% of 
demand) would have to be compensated for by the use of other cement types and leaner 
construction techniques. This does not take into account the emissions associated with 
manufacturing those alternative cements or the extra heating and cooling demand associated 
with lightweight houses. 
This represents a trilemma: in one corner there are traditional construction techniques, which 
are engrained within the construction sector and cultures worldwide. In another is 
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development and quality of life, which depend upon the built environment and a particular 
supply of building materials. In the third corner is the need to reduce emissions associated with 
industry and the built environment. This is illustrated in Figure 38. 
 
Figure 38: The cement trilemma 
With only the mitigation actions described above, these three are incompatible. If climate 
targets are to be met, building techniques and materials will have to undergo a monumental 
shift or society will have to build fewer structures than otherwise. Equally, maintaining our 
architectural heritage and supplying sufficient buildings for society is likely to lead to the 
cement sector emitting more in 2050 than to does now.  
However, one concept can break this trilemma: carbon capture and storage. By reducing direct 
emissions from cement production to around a tenth of their original level, all three demands 
can be satisfied at once. The traditional building material is still available in the quantities 
required to satisfy the demand of societies as they develop and hopefully move towards lower-
carbon economies. 
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CCS brings new challenges, especially surrounding cost, but the ability to satisfy the three 
needs described above is unique to CCS and provides a strong motivation to develop this 
technology within the cement sector. 
CCS can never be completely sustainable because it requires the use of a finite resource: CO2 
storage space. However, CCS in the cement industry can work as a multi-decade bridge so that 
the construction industry can adopt new methods and building materials at a more socially 
acceptable rate. 
These arguments are assumed to be sufficient to state that the successful development and 
deployment of CCS in the cement industry is something that should be pursued. The next 
Section will discuss the technologies required to realise this ambition. 
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 CCS in the Portland cement industry 5
Subsections 5.2, 5.5 & 5.5.4 are based upon a published journal paper: Hills, Leeson, Florin & 
Fennell: Carbon Capture in the Cement Industry: Technologies, Progress, and Retrofitting, 
Environmental Science and Technology 2016 (50) 368–377 (183). 
The transport and storage of CO2 is not covered in this Section because it is assumed that the 
issues relating to these activities are not specific to the cement industry. The capture of CO2, 
however, is very process-specific and will be described in detail. The technologies will then be 
assessed using a range of criteria before more focus is placed upon calcium looping, the 
technology of interest for this thesis. 
5.1 Highlights 
 Five promising cement-specific carbon capture technologies are identified and described. 
Their development is reviewed. 
 A new Technology Readiness Level (TRL) scale for carbon capture technologies in the 
cement industry is developed and applied to the five selected technologies to attempt to 
estimate the date of their eventual commercial deployment 
 Focus is placed upon calcium looping, which is reviewed in more detail and the five main 
plant layouts are presented. 
5.2  The chemistry of Portland cement 
Portland cement, invented in 1824, is by far the most used cement in the world. Its use is 
increasing, and it is vital for the current global economy. It is used in the construction of 
housing, transport networks, workplaces, industries, social services and environmental 
protection structures. 
The compressive strength of hydrated cement in any of its end-uses (mortar, concrete etc.) is 
the key to its success as a building material. Within forty years of its invention it was twice as 
strong as ‘first quality’ Roman cement on the market at the same time, and two-and-a-half 
times the strength of standard Roman cement, the main competing building material. The 
quality of Portland cement has increased since its invention. In around 1850, Portland cement 
made by White had a 28-day compressive strength of around 800 psi (5.5 MPa) (184), whereas 
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the current EN 197-1:2009 requires a strength of greater than 32.5 MPa at this age (97). 
Portland cement was able to out-compete its rivals due to its chemical properties. 
Pure Portland cement is a mixture of around 95 wt% clinker and 5 wt% gypsum (calcium 
sulphate hydrate) (97). The gypsum is included to prevent undesirable reactions before the 
cement has fully set. The majority of the discussion below will concentrate on the clinker 
element. 
There are four main phases within Portland cement clinker, as shown in Table 23. They are 
derived from approximately 67% CaO, 22% SiO2, 5% Al2O3, 3% Fe2O3 and 3% other 
compounds.  
Table 23: Main phases in Portland cement 
Phase Alternative name Composition 
Cement chemist 
notation 
Approximate wt% in 
cement 
Alite Tricalcium silicate Ca3SiO5 C3S 50 – 70% 
Belite Dicalcium silicate Ca2SiO4 C2S 15 – 30% 
Aluminate 
Tricalcium 
aluminate 
Ca3Al2O5 C3A 5 – 10% 
Ferrite 
Tetracalcium 
aluminoferrite 
Ca2AlFeO5 C4AF 5 – 15% 
 
 
Figure 39: Typical hydration kinetics of pure clinker minerals at ambient temperature (after Lea (20)) 
When cement is used, it is usually mixed with water and aggregate; a mixture of fine 
aggregate, cement and water is called mortar but if coarse aggregate is added it is known as 
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concrete. Hydrated cement paste (hcp) acts as a binder, providing a matrix within which the 
aggregates sit. Strength derives from the mechanical interlocking of the hcp with the 
aggregate, although a few chemical reactions are thought to occur (185). 
The degrees of hydration of the four main phases are shown in Figure 39 after Lea (20). A brief 
description of the role of these four phases follows. 
5.2.1 Alite 
Alite is an impure crystalline version of tricalcium silicate (C3S), the main impurities being 
magnesium, aluminium and iron ions. Pure alite is 73.7 wt% CaO and 26.3 wt% SiO2. Alite 
present in commercial clinker tends to have around 3–4 wt% impurities, the exact ratios of 
which are determined by the raw materials and particular operation of the cement plant. 
Alite has six polymorphs, which are stable at different temperatures. Pure tricalcium 
aluminate will be in the low-temperature form at room temperature, but the presence of 
impurities (foreign ions) into the lattice structure allows higher-temperature polymorphs to 
exist at lower temperatures if the alite is cooled quickly. In commercial clinkers most alite 
exists as M1 and M3, which have stable ranges around 1253–1263 K and 1333–1343 K 
respectively. Which polymorph exists in clinker seems to depend upon the MgO and SO3 
fractions in the clinker (185). 
A form of the highest temperature polymorph, R, occurs in nature as hatrurite with titanium, 
aluminium, iron and magnesium impurities (185,186). 
Alite is responsible for almost all of the early strength of hydrated Portland cement paste and 
remains the most important after full hydration of all the phases has occurred (185). 
5.2.2 Belite 
This dicalcium silicate phase (C2S) has five polymorphs which are stable at different 
temperatures. In decreasing order of stable temperature range they are α, α’H, α’L, β and γ. As 
with alite, the polymorphs are stabilised by the incorporation of foreign ions and therefore 
phases other than γ can exist at room temperature. In fact, γ belite is undesirable in cement 
because it is much less dense, is not very cementitious and can cause ‘dusting’ of the clinker. 
The other four polymorphs are similar to each other. Belite in clinker normally contains around 
4–6% impurity oxides, mainly alumina and iron III oxide, and is generally the β polymorph. 
Although belite gains strength slowly, by one year it is roughly equal in strength per unit mass 
as alite (185). 
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5.2.3 Aluminate 
The pure version of the aluminate phase is tricalcium aluminate (C3A) and has only one cubic, 
crystalline structure. It can incorporate up to 5.7 wt% Na2O replacing CaO in its structure; 
mass fractions above 1 wt% can cause the crystal structure to change to orthorhombic or 
monoclinic types. Fe3+ and Si4+ can replace some aluminium in the crystal, too. Aluminate in 
clinker is generally cubic or orthorhombic or a mixture of the two. 
The aluminate phase reacts quickly when hydrated and can cause a rapid set unless gypsum is 
added to the cement to prevent this. Its rapid reaction means that it is strong at early ages. 
Later, its strength tends to be between those of alite and belite. 
C3A is detrimental to the final strength of hydrated cement products but aids in the formation 
of calcium silicates in cement manufacture. C4AF accelerates the hydration of C3S and C2S 
(187). 
5.2.4 Ferrite 
The ferrite phase is often denoted as tetracalcium aluminoferrite (C4AF) but is capable, in the 
presence of no impurities, of maintaining any position in the formula Ca2(AlxFe1-x)2O5, where 0 
< x < 0.7. C4AF is the point on this spectrum where x = 0.5. The exact value of x depends upon 
many factors and is rarely 0.5, so it is better to call this the ferrite phase. The crystal structure 
is orthorhombic and in clinker tends to be well-mixed with the aluminate phase. Taylor 
suggests a typical ferrite phase in clinker, after modifications, is Ca2AlFe0.6Mg0.2Si0.15Ti0.05O5. 
Although reaction from hydration varies because of its wide range of possible compositions, it 
tends to contribute to the cement’s strength early on and then is similar to aluminate. 
Once hydrated and set, cementitious products that are exposed to the atmosphere absorb 
carbon dioxide and recarbonate, returning to CaCO3. Only a few studies have measured this 
effect over time to quantify the amount of CO2 which recombines (25,29). This is one point of 
focus of this research, and was discussed in detail in Section 2. 
5.3 The Chemistry of Portland cement manufacture 
The manufacture of Portland cement can be summarised as grinding, heating and more 
grinding. The pyroprocessing steps are shown in Figure 36. Raw materials are ground into a 
fine powder and mixed together to form a ‘raw meal’. The raw meal will generally be a mixture 
of calcium carbonate in the form of limestone or chalk (around 75–80%), argillaceous clay 
(around 20%) and other minerals to correct the elemental balance. These are ground to less 
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than 125 μm and heated in a set of risers and cyclones by exhaust gases from the precalciner 
(188). 
The solids then pass into the precalciner, which provides the energy needed to raise the 
temperature to around 1223 K. At this temperature the limestone calcines, releasing CO2 and 
producing lime (CaO). The calcined raw mix then passes into the rotary kiln, where 
temperatures reach approximately 1723 K. Silica and lime start to react, to form belite. (In fact, 
this reaction can partially happen in the precalciner as this reaction occurs from 923 K.) 
Aluminate and ferrite phases start to form from 873 K. A liquid ‘melt’ forms from these at 
around 1673 K, and CaO and belite dissolve in it and react to form alite (185). 
 
Figure 40: The main pyroprocessing steps of cement manufacture 
The mixture then passes into a cooler, where it solidifies and forms glassy nodules of clinker. 
The rate at which the clinker cools affects the polymorphs of alite and belite that are formed; in 
general, fast cooling is desirable. Ferrite and aluminate phases also re-form, although they may 
not be identical to the ones before the melt occurred. The clinker is then ground into a powder 
and mixed with gypsum to form Ordinary Portland Cement (OPC, or CEM I in the European 
standards (97)). Other types of Portland cement can be produced by mixing clinker, gypsum 
and other materials such as ground granulated blast furnace slag (GGBS) or pulverised coal fly 
ash (PFA). 
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The total cement manufacturing process is endothermic, with an overall enthalpy of formation 
of around 1.76 GJ/t clinker. Most of this is required for the calcination of limestone (2.14 GJ/t 
clinker) but some other reactions such as belite formation (-0.10 GJ/t clinker) and alite 
formation are exothermic (-0.33 GJ/t clinker) and counteract this enthalpy demand to a small 
extent (185). 
Fuel to drive these reactions and raise the materials to the necessary temperatures is burned 
in the kiln and the precalciner. In modern kilns around 75% of fuel is burned in the precalciner 
and the rest in the kiln (188). The traditional fuel is coal but, as will be discussed later, there 
are many different fuels that can be used in a cement kiln due to the very high temperatures 
that the gases experience; this can destroy many harmful chemicals such as VOCs (189). 
Combustion of solid fuels can generate ash which is often incorporated into the clinker; the raw 
meal blend should be altered to accommodate this. Energy use typically accounts for 30–40% of 
a cement plant’s costs (190). 
Air is injected with fuel in the kiln and precalciner, and usually all of the air requirement of the 
kiln can be supplied by the clinker cooler, which acts as a gas preheater by removing heat from 
the clinker. If there is some warm air from the cooler left over it may be used in the precalciner; 
this gas stream is known as tertiary air. The combustion gases flow from through the kiln and 
into the precalciner or preheaters. Gases introduced in the precalciner flow through the 
precalciner and into the preheaters. Often, if the precalciner and kiln have completely separate 
gas streams then two separate preheater streams, one for each gas stream, will be installed to 
ensure that the precalciner and kiln can be operated independently. The system is known as a 
‘tertiary air flow precalciner’ (188). 
Some components such as potassium, sulphur and chlorine volatilise in the kiln; they enter the 
gas stream and flow counter-current to the bulk of the solid material. As they flow into a cooler 
part of the plant they condense and re-enter the solid bulk. If this is not absorbed by the rest of 
the solid, a loop can establish itself, and deposits can be formed within the precalciner or 
preheaters which affect the operation of the plant. A gas bypass loop is often built, which takes 
part of the hot gas from the kiln and removes these components before returning the gas to the 
precalciner (20,185). The waste product is known as cement kiln dust (CKD) and amounts of 
0.04–0.16 t CKD/t clinker can be produced (188). 
The occurrence of calcination as well as fuel combustion within the clinker plant means that 
the concentration of CO2 leaving the preheaters is generally greater (14–33%) than that 
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encountered in the flue gases of a pure combustion process such as electricity generation (3–
20%) (133). The flue gas is also quite dusty due to the nature of the process (mainly a counter-
current flow of gas and powder). This can be an issue for some plants, and bag filers or 
electrostatic precipitators can reduce some of the environmental impact (188). These filters 
cannot remove CO2, which does not have a direct local impact like dust but, as previously 
mentioned, does have a worldwide effect. The rest of this section will now concentrate on how 
the emission of carbon dioxide from cement plants can be reduced via CCS. 
5.4 Descriptions of cement-specific carbon capture technologies 
5.4.1 Pre-combustion capture 
Pre-combustion capture is not suitable for application to cement plants because only around a 
third of direct CO2 is generated from fuel combustion. Therefore only a small fraction of the 
emissions from the plant would be captured. Furthermore, combustion of H2 in the kiln would 
change the conditions within the kiln. An example is that hydrogen flames have low emissivity, 
which would make gas-to-solid heat transfer more difficult and alter the well-established 
temperature profiles within the kiln (191). 
5.4.2 Full oxy-fuel combustion 
Oxy-fuel uses a mixture of oxygen (separated from air) and recycled CO2 as the combustion gas 
in the kiln and precalciner. This means there is little nitrogen in the gas streams (< 20 wt%) 
compared with those in a conventional air-fuel combustion plant (169). 
It is generally easier to drive physicochemical processes when the feedstocks are at higher 
concentrations. For example, it is easier to remove 20 t/h CO2 from a stream of 100 t/h of which 
80% is CO2 than from a stream of 100 t/h where only 25% is CO2. The former case is similar to 
that in an oxy-fuel cement plant flue gas whereas the latter is similar to that in an air-fuel 
cement plant flue gas. This phenomenon allows the oxy-fuel process’s capture plant’s 
complexity and size and be reduced. Once developed, this could be the technology which will 
eventually come to dominate low-carbon Portland cement manufacture (169). As such, it is 
described in more detail than other technologies except calcium looping. The main flows in the 
process are presented in Figure 41. 
The first step in the oxy-fuel process is to separate oxygen from other gases in the air. This is 
generally done cryogenically via the Linde process or another similar method in an air 
separation unit (ASU). This typically requires up to 60 kWe/t clinker to run compressors but 
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alternative processes for oxygen production which could reduce the energy penalty are being 
developed (192). 
 
Figure 41: Schematic of full oxy-fuel clinker plant 
A 3000 tpd (1 Mt/y) plant would use approximately 5250 t O2 per week. Producing this oxygen 
would require around 20 MWe assuming 0.66 MWhe/t O2 (169), but if this oxygen could be 
produced in times when excess electricity was available and then used when there was a 
shortage, oxy-fuel cement plants could play a role in demand-side management of electricity. 
5000 m3 storage capacity could hold enough oxygen to supply such a plant for more than a 
week, something that is eminently practical (193). 
This oxygen is then mixed with recycled CO2 from the flue gas to produce a gas stream to feed 
into the precalciner and kiln. The atmospheric concentration of oxygen (21 vol%) is not 
necessarily optimal for cement manufacture and using a controlled mixture of CO2 and O2 
provides an extra degree of freedom to the plant operator (169,194,195). However, the 
temperature in the burning zone increases with increasing oxygen content and this can damage 
the refractory lining, so the oxygen must be diluted (169). In oxy-fuel combustion CO2 is the 
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most suitable gas. The mixture of around 20–25% oxygen and 75–80% CO2 is fed into the cooler 
to remove heat from the product and become preheated. Then, along with fuel, it passes into 
the kiln and precalciner where combustion occurs in order to drive the calcination and 
clinkering processes. 
The gases from the kiln and precalciner are then passed through the preheaters as in a typical 
clinker plant but are then transferred to a capture plant. At this point they typically have a 
CO2 concentration of 80–85 wt%. It is likely that O2 beyond the stoichiometric requirement for 
combustion will be supplied to ensure full combustion; the O2 concentration in the preheater 
flue gas may be around 2–3 wt%. Argon from air separation and water produced by combustion 
will also be present (around 1 wt% each) (169). 
This gas will enter a CO2 processing unit where some of the CO2 will be removed for 
conditioning, compression and transfer to the CO2 transport network. This gas is likely to be 
around 85 – 90% CO2 (169). The main process could be a flash drum where the CO2 is 
condensed or a distillation unit which could provide higher product purity. Dust, water, 
mercury SOx and NOx are likely to also be removed via a series of processes placed before the 
CO2 separation process (169). 
In both capture processes some of the CO2 will leave in the gas stream which is exhausted to 
the atmosphere. The capture efficiency describes what fraction is captured and does not leave 
in the exhaust. Most CO2 processing plants are designed with a capture efficiency of at least 
90% (195). There is a trade-off between capture efficiency, product purity and cost, especially in 
the case of the distillation process. 
A higher oxygen concentration in the gases entering the kiln and precalciner improves the 
clinker capacity of the plant. This has been proven in studies of oxygen enrichment, where 
oxygen is mixed with air to produce a higher oxygen concentration. A marginal extra capacity 
increase of 4.7 t clinker/t O2 was found in one study (194). Furthermore, higher oxygen 
concentrations can enable the combustion of fuels which are unusable in air (196). 
One major problem with oxy-fuel combustion is the leakage of air into the system (‘false air’), or 
leakage of process gases out of it. This occurs in all cement plants, and typical false air 
concentrations in the flue gas leaving the preheaters is around 15% (197). The former 
necessitates larger and more energy-intensive CO2 separation equipment, and reduces the 
energy efficiency of the plant because they are heated up when they enter the process. Gas 
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leakage from the system to the atmosphere reduces the CO2 capture efficiency. To combat this, 
units that are more air-tight are required. This will affect almost every part of the clinker 
pyroprocessing, including the coolers and preheaters. A study by the European Cement 
Research Academy (ECRA) suggested that false air ingress could be reduced from 14% to only 
1%. However, this is likely to be expensive and, in the case of many units, require complete 
replacement. The preheaters and coolers will require new designs to account for the different 
properties of the process gas, and to prevent mixing of air and process gas in the new two-stage 
cooler (169). 
These issues suggest that retrofitting full oxy-fuel combustion to a cement plant is not 
desirable. Vatopoulos & Tzimas modelled an oxy-fuelled cement plant in which these major 
modifications to the kiln were avoided; this gave a competitive energy penalty (only 20% that of 
an amine plant) but only captured 60% of the CO2 emissions (the amine capture rate was 85%) 
(198). 
The production of good-quality cement under oxy-fuel conditions does not seem to be a problem. 
The ECRA performed some experiments making cement in laboratory conditions under four 
different atmospheres. A reference cement was made in standard conditions (air) and cooled in 
standard conditions was produced, and three more were made: one with oxy-fuel clinkering 
conditions and air cooling, one vice versa and one where both were in oxy-fuel conditions. The 
cements clinkered under an oxy-fuel atmosphere were very slightly more reactive and showed 
slightly greater strengths at 2 days and 28 days. No decomposition of alite to belite beyond 
what would be expected was observed (169). 
New-build full oxy-fuel cement plants are expected to cost around 220–290 €2013/t annual 
clinker capacity (€/(tpa)) (199). Applying a 50-year lifetime and a 10% discount rate, this capital 
cost alone is equivalent to 22.2–29.2 €/t cement. Similar numbers calculated for the other 
technologies are given in parentheses after their capital costs. 
The issues regarding retrofitting and replacement of large process items has led to the 
development of a partial oxy-fuel system which changes fewer process units. This is explained 
below. 
5.4.3 Partial oxy-fuel combustion 
The difficulties with applying full oxy-fuel combustion have led to a ‘partial oxy-fuel’ approach 
where the preheaters and precalciner are oxy-fuelled and the kiln and cooler are air-fuelled (i.e. 
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conventional) as shown in Figure 42. It is expected that the capture rate could be as high as 
70% (169,200). The preheaters and precalciner would have to be redesigned and made gas-
tight, but retrofitting is expected to be easier than for full oxy-fuel because the kiln and cooler 
would not change. Since 75% of the fuel is burned in the precalciner it is assumed that a partial 
oxy-fuel ASU would require about 45 kWhe/t clinker (169). A partial oxy-fuel retrofit is expected 
to cost around 85 €/(tpa) (169) (8.6 €/t) whilst new-builds are expected to be in the region of 
225–275 €/(tpa) (169,200) (22.7–27.7 €/t). 
 
Figure 42: Schematic of a partial oxy-fuel clinker plant 
5.4.4 Amine scrubbing capture  
This is an end-of-pipe technology; it only involves the flue gas and so does not directly affect the 
cement manufacture process except, for example, energy management strategies and start up 
and shut down procedures. Capture rates are expected to be ≥ 90% (192) but some studies have 
examined lower rates (201).  The process is shown in Figure 43. 
Page 135 of 339 
 
The thermal energy demand of amine scrubbing is very high (at least 2 GJ/t CO2) (192) and it 
generally has to be provided via CHP and/or waste heat recovery. Owing to the paucity of low-
grade heat at most cement plants, it may be significantly cheaper to capture only a proportion 
(up to 50%) of the CO2 from the plants and not invest in extra heat generation capacity (202). 
Furthermore, the flue gas clean-up required increases plant footprint and capital and operating 
costs (203,204). SO2 and NO2 are major issues, meaning that sulphur scrubbing and selective 
catalytic reduction (SCR) are likely to be required (204). As with all capture technologies, there 
are knock-on environmental effects from using amine scrubbing (139). 
 
Figure 43: A schematic of an amine scrubbing plant integrated with a clinker plant 
5.4.5 Direct Capture 
Direct capture only captures emissions coming from the calcination of limestone, which account 
for nearly two-thirds of the CO2 generated at a typical cement plant. This process is being 
developed by Calix, an Australian company. Most of the information in this subsection comes 
from the company directly, via the website and from discussions with employees (205). 
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Direct capture occurs in a vertical shell-and-tube heat exchanger known as a direct capture 
unit (DCU). Raw meal and steam pass down the tubes and are heated and calcined by heat 
transferred from flue gases from a combustion process flowing through the shell. Because no 
external gases enter the tubes, the gas coming out of them is a virtually pure CO2/steam mix. 
After steam knock-out, the CO2 should be suitable for compression (205). 
 
Figure 44: An integrated direct capture clinker plant 
The DCU will replace the precalciner and receive hot raw meal from the preheaters. Modelling 
by Calix suggests that the energy penalty after heat integration will be ± 2% of the thermal 
energy requirement of the cement plant (206). Retrofitting should be relatively easy because it 
requires the replacement of only the preheaters and precalciner. The process is illustrated in 
Figure 44. 
5.4.6 Calcium looping (CaL) 
Calcium looping (CaL) involves chemical reactions between CO2 and calcium oxide as a sorbent 
in a pair of circulating fluidised beds. There are energetic and waste benefits that can be 
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achieved by integrating CaL with cement manufacture from using CaCO3 as a sorbent 
precursor and operating at > 873 K (207). High-grade ‘waste heat’ from the process can be used 
to generate additional electricity; this should be about the same as the amount required by the 
cement, capture and CO2 compression plants combined. 
An ASU using about 20 kWhe/t clinker would be required to produce oxygen for the calciner. 
Fuel consumption would increase by about 50% but the CO2 avoidance rate is expected to be ≥ 
90% (200). The preheaters would need altering to take into account the diversion of limestone 
from the usual raw meal entry point at the first preheater to the CaL calciner; Ozcan et al.(208) 
assume that the waste CaO sorbent would be mixed with the rest of the raw meal between the 
precalciner and kiln (the ‘diversion’ design). The flue gases would flow into the CaL carbonator 
between the third and second preheaters. Alternatively, the CaL calciner could replace the 
precalciner (the ‘replacement’ design) (200). Another rather different design (‘HECLOT’, by 
ITRI) uses a rotary kiln calciner; this could encounter the same issues surrounding gas-
tightness as full oxy-fuel combustion (209,210). 
Schematics of the specific designs of calcium looping plants are shown, along with a discussion, 
in Subsection 5.8.  
5.5  Assessment of cement-specific carbon capture technologies 
5.5.1 Technology Readiness Levels (TRLs) 
TRLs are used for determining how close to operational deployment a technology is and this 
approach has been extensively used across CCS literature related to electricity generation 
(211,212). Table 24 shows electricity generation-specific methodologies from the US 
Department of Energy Clean Coal Research Program (212) and the GCCSI (211) modified to be 
relevant to cement manufacture. The original US DoE TRL specification included two 
quantitative measures for many of the levels: the size of the process as a percentage of final 
size of the power station, and a volumetric flow rate of flue gas. This concept has been retained. 
The flue gas and clinker production rates at each level are equivalent. ‘Commercial-scale’ is 
assumed to be a minimum of 1000 tpd (tonnes of clinker per day), and a demonstration cement 
plant is assumed to have a capacity at least 250 tpd. 
5.5.2 Cement-specific development status of capture technologies 
The information below is also available in Table 25. 
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Full oxy-fuel combustion 
Further development is difficult because the next stage is the construction of a whole, albeit 
small, cement plant. Its TRL is 4 and until the ECRA’s €50M, 500 tpd pilot plant is funded 
(213) this is not expected to increase; however, such progress could raise full oxy-fuel’s TRL to 
8. This step seems to be without the remit of most research organisations (such as universities) 
and to the authors’ knowledge no company has announced any intention to fund such a pilot 
plant in the near- or medium-term. An estimate of commercial availability is 2030–2040. 
Partial oxy-fuel combustion 
A 30–50 tpd pilot plant has been built by a consortium including Air Liquide, FLSmidth and 
Lafarge, and a feasibility and cost exercise regarding retrofitting partial oxy-fuel to a cement 
plant undertaken (214). Its TRL is therefore 6, but without the next step of a full FEED study 
it is unlikely to increase soon (215). A preliminary estimate of commercial availability is 2025–
2035, similar to the IEA’s estimate of 2025 (106). 
Amine scrubbing 
With respect to electricity generation, the technology is at TRL 8–9 (216). For cement 
production, the pilot plant in Brevik, Norway is the most developed, and with a flue gas flow 
rate of approximately 125 L/s its TRL is 5–6 (217). There are no published plans for larger-scale 
pilot projects in the short- to medium-term. A preliminary estimate of commercial availability 
is 2025–2030, significantly later than the IEA’s estimate of 2020 (132). 
Direct Capture 
A pilot plant has operated with an equivalent capacity of 160 tpd clinker. The lack of 
information about the impurities in the raw meal limits its TRL to 4. Calix is part of a 
consortium planning to build a 320 tpd pilot plant at a Belgian cement plant before 2020 as 
part of a 21 M€ project (218); successful operation will raise the TRL to 7. A preliminary 
estimate of commercial availability is 2025–2030. 
Calcium Looping 
The largest project so far is HECLOT in Taiwan, which captures 1 tCO2/h from 3.1 t/h flue gas 
using a rotary kiln calciner (209). Thus, CaL in the cement industry is at TRL 6. ITRI is 
planning to build a larger plant in 2017 which, if successful, will raise the TRL to 8. There are 
no known plans to build a cement-based CaL pilot plant with a fluidised bed calciner. A 
preliminary estimate of commercial availability is 2025–2030. 
Page 139 of 339 
 
5.5.3 Prospects for further development and technology champions 
If there were great pressure to commercialise cement CCS as soon as possible, amine scrubbing 
would likely be the first available, but the lack of such pressure offers other technologies the 
chance to catch up. Amine scrubbing’s main problem is its cost (see Table 25); a cheaper 
alternative at a similar level of development would stand a good chance of supplanting it. 
However, no technology is likely to be widely available before 2025. 
Direct Capture and Calcium Looping seem to be progressing fastest and possibly could reach 
TRL 7 by 2020; no other technology is expected to reach this level soon although partial oxy-
fuel combustion could overtake them if the AL/Lafarge/FLS consortium decides to progress 
with trials. 
Scale-up can require significant investment; the six-tenths ‘rule’ (219) suggests that increasing 
the scale of a process by an order of magnitude will quadruple capital investment costs. 
Building the confidence of potential investors or developers is critical for carbon capture 
projects because most of the technologies are developed by a sequence of organisations on the 
path to commercialisation. 
In this context, TRL 7 seems to be the major obstacle for capture processes in the cement 
industry. This may be because it is the point at which traditional university-led research is too 
small-scale to develop the technology further. Companies or larger research institutions acting 
as a ‘champion’ for a specific technology are generally more suited to carry on development 
beyond TRL 6. Such organisations are Calix (direct capture) and ITRI (calcium looping). The 
ECRA, as a research collaboration of several cement manufacturers, does not necessarily have 
the independence and resources to develop a pilot-scale oxy-fuel plant. Although the 
AL/Lafarge/FLS consortium (partial oxy-fuel) would appear to have massive financial and 
technological resources, it is likely that limited funds and scope prevent it from continuing 
development. Amine scrubbing has many champions but whether much of their focus is on the 
cement industry is debatable. The absence of commercial reasons to invest in a decade-long 
development & demonstration programme makes TRL 7 virtually impossible for technologies 
currently championed by universities and small research institutes. 
Of particular interest to plant owners may be technologies that can be installed, if not operated, 
at a low extra cost. Designing a process to be easily convertible to partial oxy-fuel (e.g. more air-
tight preheaters) may help to reduce costs in the long-run; this is discussed below. 
Furthermore, direct capture theoretically offers 50–60% capture for very little added cost for 
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new-builds. It is possible that such a plant could be built and run competitively until the rest of 
the CCS chain is available. 
Technologies such as amine scrubbing, which are already in use in other industries, have the 
benefit of learning within those industries as well as design and equipment suppliers with 
relevant experience. Oxy-fuel systems should not suffer too much in this respect; oxygen 
production is similar across industries and although changes to all major process units are 
required, these should be well within the competencies of cement plant manufacturers. Direct 
capture and CaL are quite process-specific so are unlikely to benefit in this respect. 
Early indications are that retrofitting a cement plant with some form of carbon capture (except 
amine scrubbing) will have a capital cost in the region of 100 €/(tpa) (10.1 €/t clinker) compared 
with a reference new-build cement plant cost of approximately 250 €/(tpa) (155) (25.2 €/t). A 
new-build cement plant with carbon capture is expected to cost in the region of 300 €/(tpa) (30.3 
€/t). Costs of CO2 avoided are around 20–80 €/t CO2, again excepting amine scrubbing. It is 
more difficult to gain a clear picture here because of the different discount rates used across the 
literature which range from 6% to 16% but tend to cluster around the 8–10% region (212). 
The range of capital costs for amine scrubbing varies wildly, and this is in part due to 
assumptions about the source of the extra energy for stripping the CO2 from the solvent (201). 
Most studies focus on MEA solvent (169,201,204,220); it is more likely that more advanced 
amines would be used, reducing both the capital and operating costs. 
Any capture process must allow the cement plant to continue to produce in-spec cement. Amine 
scrubbing should not have a significant effect beyond affecting the energy management on site 
unless waste heat recovery is installed on the kiln. Cycling calcium oxide (or all the raw meal) 
through a calcium looping system will affect the physical properties of the solids, something 
which could have an effect on cement quality and is currently being studied batch-wise in 
laboratories. Direct capture’s DCU could also have an effect on the properties of the calcined 
raw meal, and the pilot plant planned for construction by 2017 should produce relevant data to 
evaluate possible effects. In-spec cement was created during full oxy-fuel laboratory studies. It 
can be expected that by 2020 the quality of cement made in a plant with any of these capture 
process attached will have been tested and hopefully confirmed to be within relevant standards 
such as EN 197 (97). 
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5.5.4  Retrofitting cement plants with carbon capture technology 
At some point it may be necessary to attach carbon capture facilities to an existing cement 
plant, a process known as retrofitting. The IEA assumes that the retrofitting of existing point-
source emitters with carbon capture is likely to be necessary from 2020 in order to reach 
emission targets (154). Retrofitting is generally seen to be more difficult and expensive than 
applying CCS to new-builds because there may be issues surrounding access, plant footprint 
and management of fuels and other resources. The plant must also be shut down for the 
installation of the new equipment. Only a few sources in the literature have discussed these 
issues (221). A contribution to this topic is provided below. 
Shutdown time 
Fixed costs represent approximately 40% of total costs of operation (190,222) so closing down a 
plant for an extended period leads to significant financial repercussions. Any overruns in 
construction and commissioning would add yet more costs, with fixed costs alone being in the 
order of €3M per month for a typical 1 Mtpa clinker plant (223). 
The first significant retrofit of a power station with CCS was of Boundary Dam Unit 3 with 
amine scrubbing, which started operation in October 2014. Putting aside the testing and 
commissioning time, the construction took thirteen months although it should be noted that the 
power station unit was refurbished at the same time (224). 
Cement plants undergo various shutdowns for repairs, maintenance and improvement. These 
range from short annual shutdowns of around a month to longer shutdowns performed maybe 
once in a generation; modernisation of complete plants can take more than a year. This can be 
compared with the construction of a new cement plant, which takes around 18–24 months. 
Thus, the time periods for refurbishment of cement plants and installation of carbon capture at 
power stations are similar. This suggests that applying carbon capture during a cement plant 
refurbishment may be the most convenient strategy, in a manner similar to Boundary Dam 
Unit 3. Changes to virtually all process units will mean the shutdown period for full oxy-fuel 
combustion is likely to be long. By contrast, connecting a pre-constructed amine scrubbing 
plant to the preheater exhaust may be possible within the period of an annual shutdown (about 
a month). The other technologies will likely fall somewhere in between. 
Page 142 of 339 
 
Carbon Capture Readiness (CCR) 
The length (and cost) of shutdown periods for installation of the different technologies may 
ultimately become a major determinant of which of them, if any, are competitive. A way to 
reduce this time and expense could be by designing the cement plant to be ‘carbon capture 
ready’ from the outset. Although CCS is not currently viable in the cement sector, plant owners 
may wish to ensure that they can install it with minimal disturbance once it is. Alterations to 
the original design of the site and the cement plant itself to make them CCR could reduce time 
and cost during retrofitting for a small up-front investment. 
Published work on CCR in the cement sector has focussed on amine scrubbing. Liang & Li (201) 
provide a list of 21 criteria split into six categories for assessing the potential to retrofit cement 
plants with amine scrubbing: extra space on site, access to storage capacity, water supply, 
sufficient electricity & steam, cement production technology and flue gas properties. The IEA 
GHG (204) states that the four main requirements for amine scrubbing retrofitting are land, 
electricity import, steam production and removal of certain gases from the flue gas. The first is 
simple to understand – the new units require space – but this may not be so easy in practice, as 
cement plants are often surrounded by land which is unsuitable or that belongs to another 
entity. Electricity can either be imported from the grid or produced on site, but again this will 
require space and/or money. Amine scrubbing requires low concentrations of NO2, SO2 and O2 
in the flue gas so a pre-treatment stage will be necessary; this is not an insurmountable 
challenge.  
To better understand the requirements of each technology for CCR, the changes to each 
relevant unit in the cement manufacturing process are compared in  
Table 26. Some site-wide considerations, and those concerning new units, have also been 
identified. The preheaters usually need to be replaced because they will have to handle a gas 
mix with different properties (full oxy-fuel) and/or a different mass flow rate (CaL, direct 
capture & partial oxy-fuel). Oxy-fuel systems also require more air-tight units. Attaching amine 
scrubbing could change the operating conditions of the preheaters because a large enough 
pressure gradient will be required to ensure the gases flow from the preheaters to the capture 
plant. Preheaters at a ‘diversion’ design CaL plant will require tie-in locations where the gases 
can be diverted to the capture plant and back again. 
The precalciner will require changes in all cases except amine scrubbing and ‘diversion’ calcium 
looping; in a ‘replacement’ design it will be replaced by the CaL calciner. In direct capture the 
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precalciner will be replaced with the direct capture unit (DCU) which will require a larger area 
and a new raw meal conveyance system between the preheaters and DCU may be required. In 
oxy-fuel combustion, the design of the precalciner will need to change slightly to take into 
account the altered gas and flame properties but it should be possible to fit it in roughly the 
same area as an air-fuel precalciner. 
The kiln and coolers will only require alterations in full oxy-fuel, and in this case full 
replacement is likely to be the most practical option, with new, air-tight designs being 
installed. A two-stage cooler will be required, in which the first stage uses recycled CO2 and the 
second stage air to cool the clinker (169). 
Since none of the carbon capture technologies is yet available, cement plant owners may not 
wish to invest in CCR based on one technology. However, there are several common 
requirements across all or most of the technologies. By identifying these and considering 
whether they merit investment up front, the plant owner can reduce retrofitting costs without 
locking himself in to one technology. Some major considerations for each technology are shown 
in  
Table 26 and the ones in common are discussed below. 
Critical issues for CCR 
The availability of land for expansion is already a concern at many sites and may be the factor 
which prevents or delays roll-out of CCS at some of them. Plant layout is related to this issue; 
all capture technologies require space at specific locations around the cement plant so ensuring 
that existing units do not have to be moved a few metres to make room for others could greatly 
reduce shut-down time. Setting aside space solely to facilitate easier construction and access 
on-site during retrofitting could also reduce shut-down costs. In all cases, a CO2 compression 
and temporary storage facility will require space. In general, relatively large zones should be 
reserved for the capture plant close to the preheater tower and precalciner/kiln connection. 
Cement plants tend to be located on limestone deposits; although some researchers have 
suggested that plants are built within the region of a CCS cluster (225), it is unlikely that this 
will happen except where the cluster is located upon a suitable geological formation. Limestone 
is not suitable for CO2 storage so there is likely to be a need for significant and reliable CO2 
transport between plant and storage site. Purchasing, or having an option to purchase, the 
storage capacity is also extremely important (221). Discussions with local authorities on 
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planning applications for capture plants and CO2 pipelines at the time of cement plant 
construction could increase the chance that the plant and pipeline can be built when required. 
These issues are not unique to the cement sector and so are not discussed in more detail here. 
Other important issues for CCR 
Some items may be relatively cheap to construct when building the original cement plant, but 
difficult or expensive to alter later on. For example, if some or all of the major pipe-runs for the 
capture plant are installed at the same time as those for the cement plant itself, fewer changes 
are likely to be required later and perhaps a shorter shut-down will be possible.  Several of the 
technologies would benefit from the preheater tower being adaptable to house the new 
preheaters and/or precalciner. However, care should be taken in choosing to apply CCR without 
assessment of the benefits. For example, Bohm et al. (226) determined that CCR costing 4% of 
the total cost of the plant made little difference to the economics of IGCC power stations. 
Lucquiaud et al. suggest that making a pulverised coal power station CCR could cost less than 
1% of capital costs (227), and Liang et al. determine that such power stations in China are up 
to 10% less likely to close early (228). Rohlfs & Madlener calculated that it was usually more 
cost-effective to close a modern, unabated power station and replace it with a completely new 
abated power station (229). Discounted cash-flow analysis can identify whether the extra 
capital expenditure for particular items is financially attractive or more extensive rebuilding or 
replacement at a later date is more suitable. This is not applicable for some particular items 
such as land – if the plant does not have room to build the capture facilities on existing land or 
expand into adjacent areas, the capture plant may never be built regardless of the profitability. 
5.6 Conclusions 
Carbon capture in the cement is several years away but timely consideration of the challenges 
which lie ahead, such as retrofitting and ensuring cement plant/capture plant compatibility, 
will reduce their complexity in the long run. The lack of large-scale (> 50 tpd) pilot plants in the 
cement industry is currently the biggest impediment to further capture technology 
development and commercialisation. 
Calcium looping is a promising technology which fulfils several important requirements: it has 
a high capture efficiency (> 90%), unlike partial oxy-fuel combustion and direct capture; its 
development can be done in a modular fashion, unlike full oxy-fuel combustion; and it is well 
suited to application to cement manufacture due to the ability to integrate the waste sorbent 
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stream into the raw meal and its low sensitivity to impurities in the flue gas, unlike amine 
scrubbing. Calcium looping will be described in more detail in the next Subsection. 
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Table 24: TRL levels as defined for carbon capture in the cement industry 
TRL Definition 
Description 
 
1 Basic principles observed and reported 
Lowest level of technology readiness. Scientific research begins to be translated into applied R&D. Examples 
include desktop studies of a technology’s basic properties. 
2 
Technology concept and/or application 
formulated 
Invention begins. Once basic principles are observed, practical applications can be invented. Applications are 
speculative and there may be no proof or detailed analysis to support the assumptions. Examples are still 
limited to analytic studies. 
3 
Analytical and experimental critical 
function and/or characteristic proof of 
concept 
Active R&D is initiated. This includes analytical and laboratory-scale studies to physically validate the 
analytical predictions of separate elements of the technology (e.g., individual technology components have 
undergone laboratory-scale testing using bottled gases to simulate major flue gas species at a scale of < 0.5 
L/s, and simulated raw materials). 
4 
Component and/or system validation in 
a laboratory environment 
A bench-scale prototype has been developed and validated in the laboratory environment. Prototype is 
defined as < 1 tpd (e.g., complete technology process has undergone bench-scale testing using synthetic flue 
gas composition at a scale of < 20 L/s, and simulated raw materials). 
5 
Laboratory-scale similar-system 
validation in a relevant environment 
The basic technological components are integrated so that the system configuration is similar to (matches) 
the final application in almost all respects. Prototype is defined as < 1 tpd clinker scale (e.g., complete 
technology has undergone testing using actual flue gas composition at a scale of < 20 L/s and actual raw 
materials). 
6 
Engineering/pilot-scale prototypical 
system demonstrated in a relevant 
environment 
Engineering-scale models or prototypes are tested in a relevant environment. Pilot or process-development-
unit scale is defined as 1 – 50 tpd (e.g., complete technology has undergone small pilot-scale testing using 
actual flue gas composition at a scale equivalent to 0.04 – 1 Nm3/s and actual raw materials). 
7 
System prototype demonstrated in a 
plant environment 
This represents a major step up from TRL 6, requiring demonstration of an actual system prototype in a 
relevant environment. Final design is virtually complete. Pilot or process-development-unit demonstration of 
a 50 – 250 tpd clinker scale (e.g., complete technology has undergone large pilot-scale testing using actual 
flue gas composition at a scale equivalent to approximately 1 – 4.5 Nm3/s and actual raw materials). 
8 
Actual system completed and qualified 
through test and demonstration in a 
plant environment 
The technology has been proven to work in its final form and under expected conditions. In almost all cases, 
this TRL represents the end of true system development. Examples include start-up, testing, and evaluation 
of the system within a ≥ 250 tpd plant with CCS operation (e.g., complete and fully integrated technology has 
been initiated at full-scale demonstration including start-up, testing, and evaluation of the system using 
actual flue gas composition at a scale equivalent to ≥ 4.5 Nm3 and actual raw materials). 
9 
Actual system operated over the full 
range of expected conditions 
The technology is in its final form and operated under the full range of operating conditions. The scale of this 
technology is expected to be ≥ 1000 tpd plant with CCS operations (e.g., complete and fully integrated 
technology has undergone full-scale demonstration testing using actual flue gas composition at a scale 
equivalent to ≥ 18 Nm3 and actual raw materials). 
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Table 25: CO2 capture from the cement industry: technology comparisons 
Attribute Amine scrubbing* Calcium looping Full oxy-fuel Partial oxy-fuel Direct capture 
Capital cost (€2013) 
213 M for 2 Mtpa RF (China) 
(201)  
440–540 for 1 Mtpa NB (221) 
245–350 for 1 Mtpa RF (221) 
269M NB (inc cement plant 
cost) for 1 Mtpa (200) 
125M NB (capture plant 
only) for 1 Mtpa (200) 
291M for 1 Mtpa NB (221) 
104M for 1 Mtpa RF (221) 
97–107M for 1 Mtpa RF (200) 
85M for 1 Mtpa RF (221) 
275M for 1 Mtpa NB (221) 
 
Unknown. 
Overall cost, avoided 
(€2013/t CO2) 
46–57 NB @ DR 6–16% (201) 
51 NB @ DR 7% (220)  
107 NB @ DR 10% (230) 
52–104 @ DR 8% (221) 
143–187 RF @ DR 10% (231) 
172–333 (short-term)  
86 (long-term) (232)  
53 RF (201) 
75–85 RF @ DR 10% (231) 
18 NB (200) 
31 NB (233) 
 
39 NB @ DR 8% (221) 
41 RF @ DR 8% (221) 
49 NB @ DR 8% (221) 
54 RF @ DR 8% (221) 
12 NB (200) 
54–69 RF (215) 
58 RF (221) 
62 RF(214) 
Unknown 
Typical capture rate > 90% > 90% > 90% 65% 60% 
Complexity 
Low: mature end-of-pipe 
technology, but extensive FG 
clean-up is required before 
capture 
Medium: integration should 
be simple but fluidised bed 
combustor operation is 
outside cement industry 
knowledge 
High: Increased design 
and maintenance 
complexity; operation of 
the plant changes, 
especially in kiln and 
cooler. Kiln stop likely if 
O2 supply fails. 
 
Medium: Increased design 
and maintenance complexity 
(although less than full oxy-
fuel); operation of the plant 
should be relatively similar to 
unabated cement 
Low: Operational knowledge of 
direct capture in cement 
industry currently non-existent 
except for one company but 
kiln/cooler section identical to 
before. 
Major changes to 
cement process 
None 
Precalciner replaced with 
dual fluidised beds (or, for 
HECLOT, one fluidised bed 
and a rotary kiln), steam 
cycle and associated 
equipment 
New preheaters and 
precalciner necessary. 
Changes to kiln burner 
and cooler designs 
necessary. False air flow 
reduction requires altered 
designs of units 
 
New preheaters and 
precalciner necessary. 
Precalciner replaced with direct 
capture unit (DCU) tower. 
Capture plant 
footprint 
Large because of installation 
of SCR & FGD systems as 
well as capture plant (203) 
Possibly slightly larger than 
partial oxy-fuel but smaller 
than full oxy-fuel. CO2 
processing unit required to 
remove chlorides & water. A 
steam cycle will need to be 
installed. 
Relatively large - air 
separation, waste heat 
recovery and CO2 
processing units will take 
up space.  
Medium (0.5 ha) – air 
separation, waste heat 
recovery, FG recycling and 
CO2 processing units will take 
up space, but lower capture 
rate and O2 demand means 
they will be smaller than full 
oxy-fuel 
 
Small. DCU tower likely to be 
shorter but wider than a 
preheater tower; gas treatment 
plant will be small due to low 
capture rate and inherent purity 
of CO2 (only water removal 
necessary) 
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Cement quality No change expected 
No change observed at lab 
scale (234) 
No change observed at lab 
scale (169) 
 
No change observed at lab 
scale 
Unknown 
Retrofittability 
Easy, since few changes to 
the cement plant itself are 
required. Physical connection 
to cement plant probably 
possible in annual shutdown 
period. Space for capture 
plant may be an issue on 
many sites. 
 
‘Diversion’ and 
‘Replacement’ designs: 
Possible, but prolonged 
shutdown likely while dual 
FBCs installed. Space may 
be a constraint. 
‘HECLOT’: replacement of 
kiln will cause a long 
shutdown. As with full oxy-
fuel, practicality of gas-tight 
rotary kilns must be 
demonstrated 
Technically possible but 
doubts about practicality 
remain. Long shutdown 
expected for installation 
of new equipment and 
alteration of existing 
units 
Relatively easy. Precalciner 
and preheater replacement 
will require a lengthy 
shutdown, but length (and 
risks) not as great as for full 
oxy-fuel. 
Relatively easy. Probably similar 
to partial oxy-fuel as both 
require preheater & precalciner 
replacement. Modular nature of 
capture technology should enable 
some prefabrication and reduce 
construction times on site 
Current Technology 
Readiness Level 
(TRL) with respect 
to cement 
manufacture 
6 
0.125 Nm3/s real FG scrubbed 
(217) (ca. 0.2% of full size) 
6 
3.1 tph FG (0.7 Nm3/s FG) 
HECLOT PP in operation in 
Taiwan (233) but results not 
yet published (1.2% of full 
size) 
4 
Lab-scale tests 
undertaken, but no PP 
built yet (169) 
6 
2–3 tph RM (1.3–2 tph) pilot 
plant in Denmark operated 
successfully (215) 
4-5 
One-tube (10 tph RM, 6.6 
tph/160 tpd) tests undertaken, 
but not at a cement plant with 
only with high-purity RM. Heat 
integration not tested (206). 
 
TRL expected in 
2020 assuming 
successful 
completion of 
current plans 
6 
No new amine scrubbing PP 
projects in cement sector are 
currently known 
8 
ITRI plans to build a 30 
MWt (11 Nm3/s, 20% of full 
size) HECLOT PP in 2017 
(233) 
4 
ECRA plans to build a 2 
tph PP seem to be on hold 
so unlikely to be 
completed by 2020 
6 
Consortium not progressing 
with FEED because of lack of 
viable business model (215) 
7 
20 tph RM (ca. 13 tph/320 tpd 
clinker, 10 % of full size) PP to 
be built in 2018–2020. 
Time until wide 
availability 
10–15 years 10–15 years 15–25 years 10–20 years 10–15 years 
 
RF = retrofit. Includes only cost of capture plant. NB = New-build. Includes cost of cement plant (usually about 150 M€ in Europe). DR = discount rate. RM = 
raw meal. FG = flue gas. PP = pilot plant. Full size = 3 000 tpd clinker (1 Mtpa), or 55 Nm3/s flue gas. *Includes the cost of CHP for heat provision.  
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Table 26: Technology-specific considerations for designing capture-ready cement plants 
Aspect of 
plant 
Amine scrubbing Calcium looping Direct capture 
Oxy-fuel 
Partial Full 
Raw 
materials & 
fuel handling; 
utility 
connections 
If a CHP plant is to be 
built, the fuel supply 
should be considered. This 
may include a natural gas 
pipeline connection. 
More fuel (ca. 50%) will be required 
on site so storage & handling 
facilities could be designed to 
accommodate this from the start. 
Combustion of alternative fuels in a 
CFB may be difficult so coal facilities 
may be the most important to over-
size. 
If necessary, a 
source of purer (i.e. 
low-Cl) raw 
materials should be 
identified 
A larger electricity grid connection should be 
installed so that enough electricity can be 
imported to run the ASU and other capture 
equipment 
Cooling and process water connections will be necessary 
Preheaters 
The ability to connect the flue gas exhaust to the gas clean-up system should be included. 
The exhaust from the 
preheaters will go to the 
FGD plant. Enough 
pressure will have to be 
present to let it flow; this 
may affect plant design or 
require the installation of 
an extra fan 
The tower should be built to a specification whereby it can accommodate the new design of preheaters required 
in the capture plant. 
Tie-in locations for connection to the 
CaL calciner should be designed and 
included (‘diversion’ design) 
The preheaters 
should be at a 
height to allow good 
connection between 
them, the DC 
calciner and the 
kiln. 
 
Precalciner No action necessary. 
The connections between the calciner 
and the kiln and preheaters should 
be appropriate for re-connection to 
the CaL calciner (‘replacement’ and 
‘HECLOT’ designs) 
Sufficient space for 
the larger direct 
capture calciner is 
necessary.  
The calciner housing design must be able to 
accommodate the post-retrofit calciner. 
Kiln No action necessary. 
The kiln should be as 
airtight as possible. The 
region around the burner, 
including the air supply 
should be suitable for 
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retrofitting with the new 
burner and gas supply. The 
kiln must be compatible with 
the refractory required for 
oxy-fuel combustion 
Cooler 
No action necessary. 
 
The cooler, or at least the 
site of the cooler, should be 
adaptable for oxy-fuel 
operation. This may include 
building a two-stage cooler, 
which is likely to be larger 
than a standard cooler. 
Plant 
footprint 
A very large amount of 
land will be required to 
build the capture facilities. 
This should be close to the 
preheater exhaust. The 
CHP plant should be built 
close by to reduce the 
distance that the steam 
has to be transported 
The cement plant may require a 
different layout to ensure that a CaL 
system can be fitted between the 
preheaters and kiln or within the 
preheater train. Space for the ASU 
and steam cycle should be provided 
relatively close to the CaL plant 
location, and gas clean-up and 
compression should not be too far 
away from the calciner. 
A small amount of 
land will be 
required to 
accommodate the 
DCU and flash 
condenser. 
A significant amount of land will be required for 
an ASU and the recirculation loop. Land for the 
gas clean-up plant should be made available 
close to the preheater tower.  
Other 
Gypsum will be produced 
on-site from the FGD 
plant; disposal or sale of 
this should be considered 
  
Purification & 
compression 
plant for partial 
oxy-fuel plant (1 
Mtpa) would 
require 0.5 ha. 
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5.7  The Calcium Looping Cycle 
Equation 19 
CaCO3 ↔ CaO + CO2 ΔHR = +178 kJ/mol 
Calcium looping uses the reversible calcination of calcium carbonate to capture CO2 from dilute 
streams (such as flue gases) and release it in an almost pure stream of CO2. This reaction is 
shown in Equation 19. The forward reaction is the thermal decomposition (calcination) of 
calcium carbonate to carbon dioxide and lime (CaO). This is performed in a calciner, and is an 
endothermic reaction so requires the provision of heat. The backward reaction is the 
combination of lime and CO2, known as carbonation or chemisorption. This is exothermic and 
thus requires the removal of heat (235). The basic layout of a calcium looping capture plant was 
devised by Shimizu and his co-workers in 1999 (236). A schematic diagram describing 
conditions, reactants and reactions is provided in Figure 45. Both reactors are circulating 
fluidised beds (CFBs). 
 
Figure 45: General scheme of a calcium looping capture plant 
The direction of the reaction depends on the partial pressure of carbon dioxide and the 
temperature of the system, as shown in Figure 46; at typical CO2 partial pressures in flue gases 
of 5–15 kPa (log10 p = 3.7–4.2) from power generation and industry, a carbonation temperature 
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of ca. 923 K is suitable (207). Calcination, in conditions of 80–100 kPa CO2 (log10 p = 4.9–5), is 
expected to happen at around 1223 K.  
Although the energy requirement of calcination is equal to the energy release of carbonation, 
the difference in temperatures means that the exergy requirement of calcination is greater 
than the exergy release from carbonation. Thus, the energy and exergy required for the 
calcination is provided by the combustion of fuel in oxy-fuel conditions in the calciner, that is, a 
mixture of oxygen and carbon dioxide. This requires the use of an air separation unit (ASU); 
however, it is significantly smaller than one that would be required for a full oxy-fuel system. 
 
 
Figure 46: The equilibrium between CaCO3 and CaO via (237) 
The energy penalty of the calcium looping post-combustion process in electricity generation is 
expected to be lower than that for amine systems (238–240). This is mainly due to its high 
temperatures of operation; power can be recovered from a steam cycle run off the carbonator 
(which releases heat at approximately 923 K).  
The technology employed by calcium looping is relatively well understood, and its design and 
operation should not pose much of a problem beyond generic commissioning and maintenance 
issues; they are used in fluidised catalytic crackers in oil refineries, for example (241). 
Limestone is cheap, and already used in many flue gas desulphurisation plants. Thus no new 
supply chains for fuel or sorbent need be created at coal-fired power stations, but only expanded 
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from those already existing at the power plant. Gas-fired power stations will need to build a 
limestone supply chain. That said there are problems with the calcium looping process which 
must be addressed. They, together with currently proposed solutions, are discussed below. 
5.7.1 The reduction of CaO activity in the calcium looping system 
Although these effects are generally of little consequence in cement-specific calcium looping 
because of the low number of cycles that the sorbent endures, they will be discussed briefly 
here. 
Sintering 
As the calcium sorbent is cycled between the two reactors, there is an observed reduction in the 
amount of CO2 that the sorbent can carry. Generally, the sorbent’s reference weight is as virgin 
material, i.e. before it is calcined for the first time. Calcination is relatively fast and goes to 
completion. Recarbonation is not complete, as shown in Figure 47. The loss of reactivity has 
been modelled by Grasa (242) as shown in Equation 20: 
Equation 20 
𝑿𝑵 =
𝟏
𝟏
𝟏 − 𝑿𝒓
+ 𝒌𝑵
+ 𝑿𝒓 
Where XN is the sorbent’s mass after recarbonation as a fraction of the reference mass after N 
cycles, Xr is a residual mass towards which XN tends, N is the number cycles through which the 
sorbent has been cycled, and k is a constant. Both Xr and k are empirically derived and have 
different values for different limestones. 
It is believed that this effect is due to the formation of an impermeable CaCO3 product layer on 
the surface of the CaO particles, hindering further reaction. On CaO of high surface area, the 
lack of void space into which the CaCO3 can grow is believed to be the main hindrance (243). 
This decay in the reactivity of CaO gives the designer of a CaL plant two options: either build a 
plant that can circulate enough sorbent so that there is enough of it (albeit at its residual 
activity) to capture the amount of CO2 required, or introduce a purge stream of ‘spent’ CaO and 
introduce new CaCO3 to the system. When coupled with other decay mechanisms as described 
below the former is not practical and a purge stream is required. 
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Figure 47: Effect of repeated cycles on the carrying capacity of CaO (235) 
Sulphation 
Sulphur present in fuels such as coal combusts in oxygen to form SO2, which is harmful to the 
environment, and is now removed from the many flue gas streams before emission to the 
atmosphere. This is often achieved in a flue gas desulphurisation (FGD) plant by scrubbing 
with limestone and water. Similar reactions can occur in the calcium looping process, especially 
if there is no FGD plant ahead of the CaL plant. There are two main mechanisms, indirect and 
direct sulphation, described by Equation 21 and Equation 22, respectively: 
Equation 21 
CaO + SO2 + ½ O2  CaSO4 
Equation 22 
CaCO3 + SO2 + ½ O2  CaSO4 + CO2 
These reactions are only reversible at high temperatures (>1773 K), and so are impractical in a 
large-scale system (235); this is one of the reasons why it is not possible to have a CaL system 
with infinite looping of sorbent. 
Attrition 
Suitable particle size is necessary for the successful operation of a fluidised bed. For circulating 
fluidised bed calcium looping calciners particle diameters should be in the range of 100–700 
μm. Over many cycles the particles undergo attrition in the reactor, reducing their diameter. 
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CaO is especially friable (crumbly), and this is expected to be an issue. One pilot plant used 178 
μm median diameter limestone and found that after 48h in the CaL system over 90% of the 
sorbent had a diameter of less than 100 μm (244). In another experiment, 30% of sorbent 
(originally 400–600 µm) had been elutriated via the cyclones after three cycles and two-thirds 
had left after 25 cycles (245). This indicates that large make-up flow-rates may be required to 
keep maintain an adequate amount of sorbent within the system. 
5.7.2 Efforts to mitigate sorbent decay 
Reducing the rate at which sorbent becomes less useful can lead to lower limestone use and 
waste sorbent disposal. There are several approaches which are not necessarily mutually 
exclusive. Firstly, steam appears to slow the rate of carrying capacity decay, especially up to 10 
wt% steam concentration. This improvement is due to the change in the pore size distribution 
of the sorbent in the presence of steam (246,247). This effect should occur in industrial calcium 
looping systems since steam will exist within the calciner due to fuel combustion. 
Heating up limestone in an inert atmosphere for an extended period (thermal pre-activation) 
reduces the initial carrying capacity of the sorbent but leads to higher carrying capacity 
between cycles 5 & 30 as well as lower attrition rates. The effect seems to be dependent upon 
the occurrence of impurities within the limestone, since the effect was not observed in some 
other limestones that were tested (248). 
Instead of applying heat, chemical pre-activation can be performed instead. A range of 
compounds have been tested at different concentrations (249–252). This can improve the 
mechanical properties as well as the carrying capacity of the sorbent, similar to thermal pre-
activation. Hydrating calcium oxide alters the microstructure of the sorbent and can lead to 
greater carrying capacities after hydration (253,254). 
Artificial sorbents with different properties can be used instead of limestone. A popular 
approach is to support calcium oxide on an inert support so that CO2 does not have to travel so 
far in the pore network, which can get blocked during cycling (255–257). Zhao et al. (258) 
developed a novel sorbent based upon CaO and belite in a 9:1 molar ratio. The point of this 
sorbent was that as the sorbent leaves the calciner as a calcined solid at approximately 1223 K 
and enters the carbonator at 923 K, the increase in molar volume of the carbonated CaO, which 
causes stresses on the particle, will be partly compensated by the belite changing polymorph 
and becoming smaller. When the solid transfers to the calciner, the opposite effects will occur. 
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Preliminary tests of this sorbent have been promising, with high capture rates after many 
cycles. 
While artificial sorbents often produce good results, they are more difficult to produce than 
crushed limestone, and are more energy intensive to make. This increases the overall energy 
penalty of the process, and so as with doping it is important that a thorough cost-benefit 
analysis is undertaken. 
5.7.3 Disposal of waste sorbent from the calcium looping process 
In systems not attached to a cement plant, the purged sorbent must be disposed of in some 
manner. The amount is not trifling; Arias et al have calculated that a coal-fired power station 
with calcium looping attached will need 73–350 kg limestone per tonne of coal used (259). Drax 
power station in North Yorkshire, UK, used 9.1 Mt coal in 2011 (260). Assuming the calciner 
would use approximately two-thirds of the amount of fuel as the main boilers themselves, and 
that the power station produced another 44% electricity, using calcium looping on the power 
station would require 1.1–5.3 Mt limestone per year, and produce 0.6–3.0 Mt CaO (261). This 
compares to the 0.78 Mt gypsum produced every year from its FGD plant. The main possible 
disposal routes for such a large stream are discussed below, together with legal issues and 
lifecycle analyses. 
Landfill 
One option is to simply landfill the waste. Since it is a large volume and is quite homogeneous, 
it could be used to fill in old surface mines or quarries. However, on contact with water it 
produces calcium hydroxide, which is highly alkaline and will eventually set. The local rise in 
pH may cause problems for flora and fauna. Disposing of it in a landfill site itself is another 
option. At a landfill tax of 98 €/t (82.6 £/t (262)), this landfill disposal would equate to an extra 
cost (excluding handling and transport) of 12–60 €/MWh, or 1.86–9.30 €/t CO2 captured. 
Ocean disposal 
Disposing of the lime at sea eliminates the need for landfilling space on land. Furthermore, the 
formation of bicarbonate would mean that approximately 1.79 moles of CO2 would be dissolved 
in the ocean for every mole of CaO disposed (239). 
The main issue with this disposal method is not the technical viability but the illegality of such 
actions. The laws which govern the sea prohibit the disposal of waste at sea. The London 
Convention was one of the most important pieces of international marine legislation. It has 
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since been replaced by the London Protocol (263). Under the Convention and Protocol, very few 
types of wastes can be discarded at sea. Calcium oxide from the calcium looping process could 
therefore not be dumped, and this disposal technique is therefore unlikely to be legalised in the 
medium-term. 
Lake liming 
Although disposal at sea is not allowed, Sweden, Norway, Canada and other countries have 
been adding limestone to their inland waters for many years to reduce the effects of acid rain. 
Adding lime has a similar effect, and so is a possible disposal route for waste lime from the 
calcium looping process. Sweden alone used 200 000 t lime in the period 1997–2001 (5 years), 
although this may refer to limestone (264). When compared with the 0.6–3 Mt CaO produced 
from a power station such as Drax, it is apparent that this disposal route will only ever provide 
a partial solution. 
Use as FGD sorbent 
Limestone is already used in flue gas desulphurisation plants to react with SO2 to form 
gypsum. Spent sorbent could be used to fulfil this purpose, eliminating two waste pollutants 
(CaO and SO2) to form a marketable product (CaSO4). Arias et al. (259) designed a calcium 
looping system that contained an extra ‘recarbonator’ unit on the CaCO3/CaO stream moving 
from the carbonator to the calciner, something that was proposed several years before (265). 
Here, the sorbent would be exposed to a 100% CO2 atmosphere at approximately 1 bara and 
1073 K in an attempt to reduce the carrying capacity decay of the sorbent. By optimising some 
system parameters, the purge stream was exactly the size necessary to provide the FGD plant 
with all the CaO it required. Note that the coal compositions used were devised specially for 
this result, and were high quality. The use of more sulphurous coal in either combustor would 
require a greater amount of CaO to be purged, and the requirements of the two processes may 
not be identical. Furthermore, redesign of the FGD system may be necessary in retrofitting 
situations. In general the idea of using spent CaO in the desulphurisation step is promising 
and should be given more attention. 
Integration with the cement industry 
Since Portland cement manufacture requires lime and currently expends a significant quantity 
of energy and emits a great deal of CO2 calcining limestone, replacing this raw material with 
calcined CaO from a power station could avoid large amounts of CO2 emission. While 
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technically possible, proximity of the plants is required in order that large portions of the CO2 
savings are not wiped out by the energy input of the transport system. 
Integrating a power station and cement plant based next to each other via calcium looping has 
been studied by several people, notably Romeo et al. (266) who found low costs of CO2 avoidance 
(12.4 €/t). 
Assuming a clinker demand in 2050 of 4000 Mt/y and that a coal-fired electricity generation 
produces 0.15–0.76 Mt CaO/GWe.yr, the cement industry could use enough CaO as the 
equivalent purge streams from 5300–27 000 GW coal-fired power stations (261). To put that 
into perspective, global electricity generation capacity in 2010 was 5066 GW (267). Attaching a 
CaL plant to every coal-fired power station in the UK would provide 250% of the CaO required 
in the UK’s cement plants (235). 
Lifecycle emissions 
Table 27: Results from Hurst et al.'s lifecycle analysis of a 700MWe coal-fired power station with different 
abatement strategies (239) 
Abatement 
technology 
Disposal 
route 
Gross 
power 
output 
(MWe) 
Net power 
output 
(MWe) 
Efficiency 
(%) 
Lifecycle 
emissions 
(tCO2e/GWh) 
Reduction over 
unabated case 
(%) 
None N/A 768 700 37.4 884 N/A 
Amine (MEA) N/A 990 700 29.1 225 75 
CaL 
None 
929 700 31.0 
229 74 
Landfill 130 85 
Ocean 46 95 
Cement 62 93 
 
Hurst et al. calculated the lifecycle emissions of a coal-fired power station for cases where the 
CO2 emissions were unabated, abated with MEA and abated with CaL with the sorbent 
disposed of via landfill, ocean and integration with cement manufacture (239). The results are 
shown in Table 27. Calcium looping alone has a similar level of emissions as MEA scrubbing; 
the disposal via landfill almost halves the net CO2e emissions of the power generation. 
Summary of disposal methods 
Although these disposal methods do not directly affect the integration of CaL with cement 
manufacture, it is interesting to note that, apart from use as an FGD supply, integration with 
the cement industry provides the most suitable disposal method because it produces a useful 
product and therefore avoids emissions that would otherwise be created. This supports the 
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assertion that calcium looping, in some form, is well-suited to integration with the cement 
industry. 
5.7.4 Summary – The Calcium Looping cycle 
While the chemistry and mitigation of sorbent decay and sorbent disposal only tangentially 
affect the application of CaL in the cement industry, it is useful to understand the status of the 
technology as a purely end-of-pipe post-combustion process. The same chemistry occurs in 
cement plants, even if the low average number of cycles mitigates the effects. Calcium looping 
has potential to be used in other industries such as electricity generation and BF-BOF steel 
production, and development of the technology in any sector is likely to yield benefits in the 
others. 
Nevertheless, focus will now return to calcium looping with respect to Portland cement 
manufacture through discussion of the various proposed designs of integrated CaL/cement 
plants. 
5.8  The design of cement-specific calcium looping cement plants 
Although the calcium looping units can be  attached to the end of the cement plant’s flue gas 
pipe, integrating some of the units may reduce energy demand and actually reduce the 
complexity of the plant. Three different proposed configurations are discussed below. 
5.8.1 Type A – preheater diversion 
Here, the flue gas from one of the middle preheaters is diverted into the carbonator of the CaL 
plant. After CO2 removal, it returns to preheater 2. This was analysed in detail by Ozcan et al. 
(208) and they found that the returning CO2-lean flue gas would not have the energy necessary 
to raise the temperature of the raw meal to the required level and so a preheating stage before 
the preheaters, where the raw meal would gain heat from tertiary air, would be necessary. 
Beyond that, integration appeared relatively straightforward apart from some loss of flexibility 
of fuel feeding to the cement plant. A diagram of the major solidand gas flows is shown in 
Figure 48. 
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Figure 48: CaL Type A (preheater diversion) 
 
Figure 49: CaL Type B – shared calciner 
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5.8.2 Type B – shared calciner 
As shown in Figure 49, the precalciner in the cement plant is replaced by the CaL oxy-fuelled 
CFB calciner. Most academic studies on the integration of cement plants with CaL use this 
configuration. Costs are estimated at around 17.5 €/tCO2 (200). All CO2 emissions from the 
plant go through the carbonator, so the capture rate on such a plant would be 85% or higher. 
Since the homogenised raw meal enters the calciner, the siliceous component (usually clay or 
shale) will also cycle round the system, and must be accounted for when sizing the units and 
the energy flows. Synthesis of belite within the capture system could also occur. 
5.8.3 Type C – CaO as a heat transfer medium 
 
Figure 50: CaL Type C – CaO heat transfer 
This design takes advantage of the fact that the decomposition of calcium carbonate produces 
high-purity CO2. Fuel is burned in air in a fluidised bed combustor to produce a temperature of 
over 1273 K. CaO enters the bed at approximately 1173 K and leaves at more than 1273 K. It 
flows into the precalciner, where it provides the energy to thermally decompose an incoming 
stream of CaCO3 to CaO. Some of this CaO is taken to the cement plant for processing, and the 
rest completes the loop by re-entering the combustor. The kiln is the same as in the unabated 
plant, but the flue gas does not enter the precalciner. This is illustrated in Figure 50. 
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One of the drawbacks of this system is that it only collects the process CO2 (i.e. from the 
decomposition of limestone). It is claimed to be very cheap (12 €/tCO2) and since the only part of 
the cement plant that is altered is the precalciner, retrofitting it to existing plants should be 
relatively easy (268). 
Note that this particular design is only suitable for industries where large purge streams can 
be produced, because the higher temperatures in the combustor sinter the lime and reduce its 
carrying capacity dramatically. Since a large proportion of the CaO in the CaL/cement system 
enters the kiln, this should not be a problem as long as sintering does not unduly affect the 
quality of the cement. This issue is addressed in this thesis in Section 7. 
5.8.4 Type D – double calcium looping 
 
Figure 51: CaL Type D - Double Looping 
A recent design of calcium looping involves two loops, which basically uses the air-fuelled 
combustor design but retains a high capture rate. Here, CaO flows out of the calciner to three 
units – the calcium looping carbonator, an air-fuel combustor, and the rotary kiln as shown in 
Figure 51. 
The CaO flowing to the air-fired combustor returns with energy to drive the calcination of 
calcium carbonate flowing to the calciner from the carbonator. This is a mixture of fresh 
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limestone (which constitutes the feed of the whole plant) and looped sorbent. The flue gases 
from the air-fuel combustor and the kiln are sent to the carbonator. Because all of the calciner’s 
heat requirements are supplied by hot CaO from the combustor, no fuel input is required here 
(269). 
It appears that some extra heat input to the flow from the carbonator may be required. 
Furthermore, the argillaceous portion of the raw meal must be heated separately and then 
mixed with the lime flowing from the calciner to the rotary kiln. 
This process, whilst theoretically efficient and cheap, is much more complex than the others 
mentioned above and therefore is unlikely to be the first calcium looping design built 
commercially. 
5.8.5 Type E – rotary carbonator 
As mentioned previously, ITRI is developing a CaL system with a rotary calciner and a 
fluidised bed carbonator. To gain an adequate capture efficiency the kiln will have to be well-
sealed; this is the same issue as for full oxy-fuel combustion. Furthermore, a long residence 
time in this calciner may lead to greater sintering than in a fluidised bed system. However, this 
may not be a large hindrance when coupled with cement production. The company developing 
this method claims that capture costs are likely to be around 30 €/t CO2 avoided (40 $/t CO2), 
and could be around 22 €/t with successful completion of current R&D efforts (209,210). The 
basic design is shown in Figure 52. 
One benefit of this technology is that the calciner is a kiln, which is more understood by the 
cement industry than fluidised beds. This may make operation and maintenance easier; 
however, the carbonator is still a fluidised bed albeit without fuel combustion so some of the 
issues may remain. 
The fact that this type of calcium looping system is being scaled up in the cement industry 
when all others are focussed on electricity generation and are significantly smaller than the 
plant being built in Taiwan (30 MWth) means that this design may come to market before the 
others. As mentioned before, the existence of a technology champion is critical to technological 
success. 
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Figure 52: CaL Type E - Rotary Calciner 
5.9 Carbon Capture in the Cement Industry: Conclusions 
There are several promising technologies for capturing CO2 from the cement industry. Five of 
these have been assessed and commercialisation dates estimated. Some barriers to CCS uptake 
are common to all technologies but some are relevant to only one or some of the capture 
technologies. The role of champions who have the means and motivation to develop and scale 
up capture technologies has been highlighted. 
Calcium looping (CaL) capture is promising because of the ability to run a steam cycle of the 
carbonator at a reasonable efficiency. Furthermore the cost and difficulties of dealing with 
impurities are minor compared with other technologies. However, a purge stream of spent 
sorbent is necessary to maintain activity and sorbent inventory within the system. 
Much effort has been placed towards developing CaL for electricity generation but the cement 
sector is likely to be a better fit for reasons of process integration and waste management. 
Several designs of CaL/cement plants have been proposed, and Type E is being actively 
pursued by ITRI. 
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Of course, technology is not the only factor which will affect if or when CCS is applied to the 
cement sector. Policy is important, and so is fitting carbon capture within the existing activities 
of the cement sector. The next Section looks at these issues, specifically synchronising the 
installation of carbon capture plants in the cement sector with the long shutdowns that happen 
maybe once in a generation. It also looks at how policy can act to enable or impede the 
deployment of carbon capture in the sector. 
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 Decarbonising the cement sector: A 6
bottom-up model for optimising 
carbon capture application in the UK 
6.1 Highlights 
 Bottom-up models provide new insight for CCS deployment in process industries. 
 Most top-down decarbonisation plans place little import upon optimising the time of 
capture plant installation. Synchronisation with other plant shutdowns could avoid 
higher overall costs of capture by reducing plant down-time. 
 A bottom-up model was developed to synchronise UK cement plant shutdowns with 
capture plant installation in a range of scenarios and for several different capture 
technologies. 
 Ambitious targets to reduce UK cement sector emissions by 80% by 2050 (199) are 
achievable assuming a supportive policy environment. 
 Delayed deployment will cause additional costly plant shutdowns to meet the target. 
 This bottom-up approach is complementary to top-down decarbonisation pathways. 
6.2 Introduction 
Section 5 identified that CCS is an important mitigation technology for the Portland cement 
industry; its adoption will be required to allow the emission reductions envisaged by the UN 
IPCC (99) and IEA (154). Many national and international organisations include development 
and application of CCS within their climate change mitigation strategies. These strategies 
often take the form of a ‘decarbonisation pathway’, which give a rough idea of emissions across 
a time period, often to 2030 or 2050 (106,199,270–272).  Other methods include that of 
Kuramochi, who performed a decomposition analysis on how the CO2 emissions from the 
Japanese iron & steel industry in 2020 and 2030 could be reduced by increased use of best 
available technologies (BAT), scrap steel, pulverised coal injection and fuel switching (273). 
None of these approaches has seriously considered how the technology could be rolled out from 
a practical perspective. 
Therefore, it is important to identify whether the time and speed at which CCS will have to be 
deployed to reach targets set in the pathways is realistic. There are three main time 
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opportunities to install a capture plant. As shown in Section 5 many of the most promising 
carbon capture technologies applicable to the process industries are intimately integrated with 
the process plant; when building a plant with CCS from scratch (i.e. (1) new-build) the design 
and construction should be relatively easy and should not significantly, if at all, increase the 
construction duration which is typically around two years (see Table 5 in Appendix Subsection 
11.6)). If the rate at which new-build process plants with carbon capture come online does not 
satisfy decarbonisation requirements, attaching carbon capture to existing plants becomes a 
necessity. Because it may take at least a year to build and commission a capture plant (see 
Table 6 in Appendix Subsection 11.6), synchronising this activity with process plant (2) 
renovations, which occur periodically and can last several months, could prevent unnecessary 
shutdowns and costs. However, if installation cannot wait until then, (3) retrofitting the plants 
during times when they would otherwise be operating will be required. As discussed in Section 
5, the cost associated with this is not insignificant. Annual shut-downs of around one month 
(see Table 50 in Appendix Subsection 11.6) are unlikely to be long enough to accommodate 
installation of the capture plant4. Furthermore, some capture technologies may be unsuitable 
for retrofitting or renovation projects. An example is full oxy-fuel combustion on cement plants, 
as mentioned in Subsection 5.4.2. A report by the USA Environmental Protection Agency found 
that there were several factors which limited installation of flue gas desulphurisation (FGD) 
technology on coal-fired power stations, experiences which can be seen as being similar to 
applying CCS; only 70% of Ohio’s generating capacity was deemed suitable for FGD retrofit 
(274). 
Another important limitation of top-down modelling is that the resulting emission reduction 
pathways tend to be quite smooth. Some variables which affect CO2 emissions can be 
adequately modelled as being continuous (e.g. alternative fuel use) but others such as the 
application of CCS cannot be modelled as a continuous decline except on the largest scales. 
Application of CCS at a single industrial facility will cause a marked step-change in the 
emissions of the entire sector nationally in medium-sized countries such as those in the EU. 
For example, there are thirteen cement kilns in the UK; application of CCS at the largest of 
these could cause a >15% reduction in UK cement-sector direct CO2 emissions (231). This may 
have implications for decision-makers across industry and government because a deviation in 
emission levels from the smooth curve of a top-down model may be perceived as the result of 
                                                     
4 Note that whilst installing carbon capture during a renovation is technically retrofitting, it is treated as 
a separate category for the purposes of this study. 
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under- or over-action regarding emission reductions, when in fact it is merely an artefact of 
measuring progress against an artificially smooth curve. 
Considering these drawbacks of top-down models, this Section presents a new bottom-up, 
plant-by-plant approach which complements top-down models and can identify some issues 
surrounding implementation of carbon capture at industrial sites. The model is then applied to 
the UK cement sector to discover whether the top-down pathways, such as that commissioned 
by the national government, are practical. 
Technology availability is not the only barrier to the application of CCS in industrial sectors, so 
a short discussion about the necessity of supportive policy and profitability is also presented. 
Finally, conclusions are drawn. 
6.3 Costs of retrofitting 
Although it is technically possible to shut down a process plant to retrofit it with carbon 
capture at any time, it is likely that plant owners would prefer to do this during the long 
refurbishment or replacement periods which take place every few years. For refineries, a large 
shut-down happens every 5–10 years with a duration of around 2 months, but longer shutdown 
periods occur less frequently for the installation of new units (see Table 50 in Appendix 
Subsection 11.6). In the cement sector, a clinker kiln lasts around fifty years but can expect to 
have a major renovation around halfway through its life (275,276). It can be assumed that the 
lengthy shutdown required for process unit replacement would be an opportune moment to 
apply carbon capture.  
Fixed operating costs (excluding capital charges) for a typical 1 Mt/y (3000 tpd) clinker plant 
are around 20 €/t cement (223), so approximately 60 000 €/day. Thus, construction and 
commissioning of a carbon capture plant requiring a shutdown of six months would lead to 10 
M€ in extra costs to the project. For a refinery, fixed operating costs (excluding capital charges) 
are around 12–15 €/t crude processed (277,278); a 20 000 tpd refinery will incur fixed costs of 
around 300 000 €/day, equivalent to 55 M€ over 6 months. Note that some fixed assets may be 
suitable for use during construction, e.g. staff who can participate in construction activities. 
Focusing on the cement sector, compared with a capture plant construction cost of around 90–
125  M€ (169), an extra 10 M€ adds around 10% to the total upfront cost. It is reasonable to 
believe that plant owners would wish to synchronise plant shutdowns for capture plant 
construction and cement plant renovation to minimise the total number of closure days.  
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6.4 Modelling strategy 
Most modelling of decarbonisation pathways does not take the issues mentioned above into 
account. Much of the relevant information is difficult to get hold of and is rather uncertain (e.g. 
the date of a future closure of a plant for major renovation). By gathering the data and making 
modest assumptions it was possible to build a pathway which synchronises capture plant 
installation with expected dates of replacement or renovation. Each plant is modelled 
separately, with its capacity and age recorded. An annual bottom-up emission model for the 
sector, based on the emissions from each plant, is then developed. An age at which renovation 
or replacement occurs is assumed, and the plant’s baseline efficiency is updated when the unit 
is renovated or replaced. For the cement sector, only the kiln is considered. CCS is assumed to 
be ready in a particular year; if CCS is available at the time of renovation and/or replacement, 
it is installed on the plant. Both of these measures decrease CO2 emissions (although the 
magnitude of the effect is greater for CCS than efficiency improvements). 
The model was run on a year-by-year basis in MATLAB, with plants updated when they 
reached the required replacement age. Emissions from the sector for each year were estimated, 
and observation of trends and important findings were made. These were compared to top-
down models, which do not take installation synchronisation into account, to see whether the 
pathways are similar or whether further assessment of their practicalities are required. The 
next subsection provides the UK cement sector as a case study of how this approach can be 
used, and what conclusions can be made.  
6.5 Application to the UK Cement sector 
6.5.1 Reference decarbonisation pathways for the UK cement industry 
With regard to the UK, the Climate Change Act (2008) requires an 80% reduction in national 
greenhouse gas emissions by 2050 relative to 1990 (279). A recent top-down decarbonisation 
pathway model for the UK cement industry developed for the Department of Business, 
Innovation & Skills (BIS) and the Department of Energy and Climate Change (DECC) 
suggested that the maximum technical (direct and indirect) emission reduction of the UK 
cement sector was 81% if CCS is available within the sector, but only 66% if it is not (199). The 
Mineral Products Association (MPA), which represents UK cement manufacturers, has also 
published a decarbonisation strategy (19). In both, the application of CCS starts in the 2020s 
and reaches 3 Mt CO2/y in the MPA strategy and 2.5 Mt CO2/y in the Government’s ‘Max Tech 
with CCS’ pathway. These two documents are the reference top-down pathways to which the 
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bottom-up model will be compared. In this paper it is assumed that the UK cement industry 
has a target of reducing its direct emissions by 80% by 2050 relative to 1990. 
The kiln is the most critical and capital-intensive piece of process equipment in a cement plant. 
Typical lifetimes are fifty years, a value which has slowly increased over time due to design, 
maintenance and refractory material improvements (275,276). It generally undergoes one 
major renovation, which is assumed to happen halfway through its lifetime. As mentioned 
before these shutdowns tend to take several months, but usually not as long as a year. There 
are thirteen operational kilns in the UK whose clinker capacities range from 0.25–1.5 Mt 
clinker per year (see Table 46 in Appendix Subsection 11.6) (276). 
To try and isolate the effect of CCS deployment from the other decarbonisation efforts, all 
stated assumptions about fuel switching, clinker substitution and energy efficiency from the 
MPA’s strategy have been used in the models developed in this work. Furthermore, this study 
focuses on Scope 1 (i.e. direct) emissions and does not include Scope 2 (i.e. indirect) emissions, 
most of which are from electricity generation. The MPA and BIS/DECC pathways shown below 
have had the contribution from indirect emissions subtracted to leave only the direct emissions. 
A top-down model was developed using the same assumptions as the bottom-up model to 
compare the assumptions to those in the two reference models. 
6.5.2 Definitions of cement 
Of particular note is the definition of cement used in the various pathways and databases. This 
problem is especially significant in the UK because of the structure of the national construction 
industry. In most countries cement is generally blended at the cement plant and used directly; 
in the UK, many large construction firms buy high clinker-to-cement ratio cement and 
supplementary cementitious materials (SCMs) separately and blend them at the point of use to 
obtain their desired composition (280). 
The MPA and BIS/DECC pathways assume that a constant mass of cement leaves the cement 
plants (‘factory gate cement’ in Figure 53) between 2015 and 2050, but that its clinker-to-
cement ratio decreases. However, this assumes that the construction companies will not change 
their blends to compensate, which is not guaranteed.  
The Cement Sustainability Initiative (CSI) maintains a database of cement manufacturing 
information, mainly around CO2 emissions, called ‘Getting the Numbers Right’ (CSI GNR) 
(280). All UK manufacturers submit their information to the database. The CSI GNR contains 
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a category called ‘cementitious material’, which includes all cement produced at cement plants 
and all SCM blended with cement elsewhere (‘end-use cement’ in Figure 53). The difference 
between the UK’s market structure (blending at construction site) and that of other countries 
(blending at cement plant) as mentioned above is apparent in this database. By setting the 
amount of consumed cementitious material to be constant, rather than what leaves the gates of 
cement plants, constant consumption of cementitious material can be modelled. This is shown 
in Figure 53. The average clinker-to-cement ratio at the point of use, which is an important 
ratio considering how it affects cement performance, is independent of the clinker-to-cement 
ratio and quantity of cement leaving the factories. For these reasons, this Section uses the 
former definition of cement rather than the latter. 
 
Figure 53: Definitions of cement, and process envelopes as defined by various studies 
6.6 Top-down Modelling 
The ‘No-CCS’ pathway was determined using clinker-to-cement ratios, thermal efficiencies and 
alternative fuel use in 2050 suggested by the CSI & IEA (153). The values for specific years 
were predicted using linear interpolation of the CSI/IEA values. Cement production was 
assumed to increase linearly from 8.50 Mt in 2012 to 10.0 Mt in 2020 and stay constant from 
then on. This level of production (10 Mt/y) was chosen to match the assumptions in the MPA 
and BIS/DECC pathways (199,281). It was assumed that electricity is fully decarbonised by 
2050 and there were no other indirect emissions, so the 2050 direct CO2 target was 20% of the 
1990 direct & indirect total CO2 emission of 14.5 Mt/y, i.e. 2.9 Mt/y. If the target were redefined 
as an 80% reduction in direct CO2 emissions only, the equivalent target would be 2.7 Mt/y. 
Considering the production rate, this is a specific emission intensity of 270 kg CO2/t cement, 
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towards the lower end of the range given in Subsection 4.5. All the assumptions for both the 
top-down and bottom-up modelling are presented in Appendix Subsection 11.6. 
Difficulty was encountered when interpreting the DECC/BIS pathway because at no point does 
the report refer to a clinker-to-cement ratio, but uses a different form of accounting that is not 
clear. The ‘adoption’ of clinker substitution is set as 8% in 2015, rising to 11% in 2050. The 
back-calculations in this report assume that this does not include the typically 5% of cement 
that is gypsum; thus the clinker-to-cement ratio in 2015 is assumed to be 0.866 and falls to 
0.834 in 2050. 
The decision to use a different definition of ‘cement’ from the BIS/DECC and MPA pathways 
means that comparison of absolute emissions of the MPA and BIS/DECC pathways and those of 
the top-down models developed in this study is not very meaningful; thus, specific emissions 
(i.e. CO2 per tonne of clinker) are compared instead.  
This work sets the UK production of cementitious material as constant, and does not set UK 
consumption of cementitious material as constant; the two numbers can differ due to imports 
which stood at 17% of all UK sales in 2014 (282). 
6.7 Top-down Modelling: Results & Discussion 
Results are given as the comparable direct specific emissions (t CO2/t clinker) and then in 
absolute terms (Mt CO2/y). The specific emissions trajectories are illustrated in Figure 54. 
In the ‘no-CCS’ scenario, specific emissions fall whilst absolute emissions rise between 2015 
(0.77 t CO2/t clinker, 4.9 Mt CO2/y) and 2020 (0.76 t/t, 5.2 Mt CO2/y) as production increases, 
but by 2050 reach 0.69 t/t (4.7 Mt CO2/y). This represents a decrease in absolute emissions of 
61% from 1990.  
Two CCS scenarios were built, both of which applied a CCS capacity of 2 Mt CO2/y avoided to 
fall below the absolute emissions target of 2.9 Mt CO2/y. However, one scenario assumed linear 
uptake of CCS from 2025 and the other from 2035; both reached the same emission level in 
2050. This is a weakness of such top-down models: the rate and extent of CCS uptake is not 
constrained by any particular factor and can be deployed as quickly or as slowly as required in 
order to meet the target, picking up whatever slack is left by the other decarbonisation actions. 
Back-calculating the data from Figure 3 of the MPA’s annex and table of assumptions (281), 
specific emissions per tonne of clinker falls from 0.83 t CO2/t clinker to 0.8 t CO2/t clinker in 
Page 173 of 339 
 
2030, with a slight increase between 2010 and 2020. Direct specific emissions then fall to 0.80 t 
CO2/t clinker in 2030 and to 0.29 t CO2/t clinker in 2050, reaching the target comfortably. 
 
Figure 54: The direct net specific CO2 emissions per tonne of clinker for top-down pathways from the UK 
cement industry in the period 2000 - 2055. 
The BIS/DECC specific emission levels do not undergo an increase and actually follow a 
trajectory similar to the ‘CCS from 2025’ scenario produced by this study. Since the cement-to-
clinker ratio in the BIS/DECC assumptions are different from those of this study and the MPA, 
the emission level per tonne of clinker must be lower in order to reach the absolute emission 
reduction required. 
The limitation of these models is that the application of just enough CCS in order to reach the 
stated target does not provide information about the feasibility of such targets. Bottom-up 
models can apply more rigorous methodologies and include important extra constraints, 
allowing them to produce more consistent emission trajectories which also take into account 
assumptions about the practicalities of rolling out CCS. 
6.8 Bottom-up Modelling 
The bottom-up model presented here is actually a mixture of bottom-up elements (plant 
thermal energy efficiency and carbon capture deployment) and top-down elements (alternative 
fuel use and clinker-to-cement ratio). As discussed above top-down elements were used to allow 
a comparison with previous studies. Bottom-up modelling is useful for application of measures 
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which include a step-change in emissions, whereas top-down modelling is acceptable for 
measures which can be rolled out smoothly. (However, that is not to say that there cannot be 
step changes in the clinker-to-cement ratio and alternative fuel use – e.g. after installation of a 
new alternative fuel processing facility on site.) The clinker to cement ratio was assumed to fall 
to 0.68 in all scenarios (153,281). It was assumed that the share of alternative fuels rose to 80% 
by 2050, which is already almost possible (283) aside from supply constraints. Finally, cement 
production was assumed to increase linearly to 10 Mt/y in 2020 (281)  and then stay constant 
(199). 
Several scenarios were developed to reflect different policy and technological situations. Firstly, 
a ‘No CCS’ case, where clinker substitution, fuel switching and energy efficiency improvements 
were applied but CCS was not available was developed. Next, the ‘base case’ represented the 
model with all of the default assumptions and CCS available.  The ‘large plants’ scenario 
represented a situation in which only plants with a clinker capacity of at least 1 Mt/y were 
considered for equipping with carbon capture. In the ‘delayed’ scenario the availability of the 
five capture technologies was delayed by ten years to investigate the effect of slow development 
and demonstration. In scenario 4 (‘biomass’) large amounts of biomass were used in the fuel 
mix. Scenario 5 (‘renovation’) describes a situation where application of carbon capture could be 
performed during the renovation shutdown period of the cement plant, i.e. at a kiln age of 25 
years, as well as at kiln replacement at 50 years. For scenario 6 (‘pipeline’) only plants within 
50 km of a proposed pipeline network connecting major UK point-source CO2 emission locations 
were considered for equipping with carbon capture (284).  
If a new kiln was ‘built’ and three conditions were met, the capture technology was applied. 
These conditions were: 1) the kiln was ‘built’ in a year when the capture technology was 
available; 2) the kiln was ‘built’ in a location where CCS was possible due to proximity to a 
pipeline; 3) the clinker capacity of the kiln was larger or equal to a predetermined capacity. In 
all but the ‘large plants’ scenario this predetermined capacity was set to zero so that all kilns 
could be fitted with CCS. All plants were assumed to be close to a pipeline network in all except 
the ‘pipeline’ scenario. 
The five capture technologies assessed in Subsection 5.5 were chosen for analysis in this study. 
They are amine scrubbing, calcium looping, full and partial oxy-fuel combustion and direct 
capture. It was assumed that amine technology was available at 2020, direct capture at 2025, 
calcium looping and partial oxy-fuel at 2030 and full oxy-fuel at 2035. This generally agrees 
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with the IEA’s predictions four years ago, apart from assumptions for full oxy-fuel (285). A 
‘hybrid’ case involved applying direct capture until full oxy-fuel was available, from which point 
this was installed instead and replaced direct capture if there was an opportunity.  
Note that this Section assumes that amine scrubbing is available in 2020 rather than 2025 like 
Subsection 5.5.2. This is to try and diversify the scenarios, and therefore gain more 
understanding of how the variables (such as year of availability) affect the deployment of 
carbon capture. 
A few other caveats should be noted. Firstly, the model only included Scope 1 (i.e. direct) 
emissions and thermal energy use, so those from electricity consumption were excluded. 
Secondly, although this model looked at each kiln individually, the specifics of each plant 
beyond its kiln age and capacity (such as process type) were not taken into account.  
Thirdly, the model did not take into account the potential to retrofit a cement plant with CCS 
at times other than during renovation or new-build construction. Lastly, the other two main 
decarbonisation actions were modelled in a top-down approach because taking a bottom-up 
approach to them is outside the scope of this paper. Future investigation of the barriers to their 
uptake may conclude that the latter is more appropriate. 
6.9 Bottom-up Modelling: Results 
An analysis of the contributions of the main factors of decarbonisation assumed in the model 
was conducted. Figure 55 shows that between 1990 and 2012 the fall in absolute cement 
production was responsible for the majority of the emissions reduction. The change in the 
clinker-to-cement ratio (CCR) was the next most important factor, and together these two 
effects, which can be described as ‘producing less clinker’, account for around 90% of total CO2 
emission reduction. In the base case scenario without CCS, emissions are higher in 2050 than 
2012 because the increase in absolute cement production to the assumed production rate of 10 
Mt/y more than cancels out the emissions reductions from fuel switching, energy efficiency and 
reducing the clinker-to-cement ratio. When amine scrubbing is applied to the base case after 
the increase in cement production, CCS accounts for 86% of the total emission reduction and 
absolute emissions fall by 91%.  
These results show the inherent difficulties in reducing emissions in the Portland cement 
industry. Only about 0.45 MtCO2/y can be saved by reductions in the CO2 intensity of clinker 
production and 0.25 MtCO2/y due to thermal efficiency savings by 2050. The No CCS scenario 
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suggests that there is little more that the industry can do to reduce CO2 generation; CCS will 
be necessary to make significant progress with decarbonisation. 
  
Figure 55: Contribution of different effects on the direct CO2 emissions from the UK cement sector, 1990–2012 (53a) 
and 2012–2050 without CCS (53b). ‘Production’ refers to effects from changing cement production; CCR is the 
clinker to cement ratio, energy intensity is the thermal energy demand of clinker production, and fuel CO2 intensity 
refers to the fuel mix used in the precalciners and kilns. 
6.9.1 Comparison of capture technologies 
Figure 56 (a & b) shows the base case results for the five capture technologies and hybrid setup. 
All scenarios’ ‘No CCS’ cases – except that for ‘biomass’ – have identical emissions and so are 
referred to collectively as the ‘No CCS’ case. This ‘No CCS’ scenario shows modest, smooth 
reductions in cement sector emissions from 5.2 Mt/y in 2020 to 4.7 Mt/y in 2050 based upon the 
three main non-CCS decarbonisation actions; by 2050 CO2 emissions are equivalent to 161% of 
the 20% (i.e. 80% reduction) target. This bottom-up No CCS case varied by no more than 2% 
from the top-down No CCS case in terms of annual CO2 emissions between 2012 and 2050. The 
small difference between the emission levels in 2050 in the decomposition analysis in Figure 55 
and that given here is because a mean energy intensity and CO2 intensity of the fuel mix over 
the 2012 – 2050 period was used in the decomposition analysis.  
55a 55b 
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Figure 56: The net direct CO2 emissions for different capture technologies for the UK cement sector in the period 
2020–2055 for different carbon capture technologies’ base case scenarios 
The trajectories of the various CCS pathways show stepped reductions in CO2 emission rates as 
carbon capture is applied to replacement kilns when their predecessors are decommissioned 
after fifty years. Amine scrubbing (Figure 56a) shows the lowest CO2 emission rate of all the 
technology cases, reaching 1.7 Mt/y CO2 in 2050, below the 80% reduction target of 2.9 Mt/y. 
Despite being available earlier than oxy-fuel (Figure 56b) and calcium looping (Figure 56a) 
technologies which achieve the target (2.6 Mt/y and 2.8 Mt/y, respectively), the direct capture 
case (Figure 56b) has emissions of 3.0 Mt/y in 2050. This is because of its relatively low capture 
56b 
56a 
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rate of 60%. Partial oxy-fuel (Figure 56a) suffers in this respect too, but both technologies reach 
the 80% reduction target, albeit five years late.  
Since full oxy-fuel starts deployment in 2035 and just manages to reach the target, this date 
seems to be the latest at which CCS can start to be deployed on cement plants if the UK is to 
reach the target without dedicated closures for CCS installation. 
The reason for the large drop in the 2030s followed by stagnation until 2049 is that several UK 
kilns were built in the 1980s and thus are due for replacement in the 2030s. None was 
commissioned during the 1990s but Rugby’s current kiln was brought online in 2000, so this 
accounts for the drop in emissions between 2049 and 2050. 
Thermal energy requirements 
Since calcium looping, amine scrubbing and full oxy-fuel capture technologies have the same 
capture rate, a scenario where amine scrubbing is deployed before full oxy-fuel supersedes it 
when available would have the same emissions trajectory as the amine scrubbing only case. 
The thermal and electrical energy requirements, however, would be considerably different from 
the amine scrubbing only case. The energy intensity of CO2 capture was assumed to be 2000 
MJ/t CO2 captured for both calcium looping and amine scrubbing.  
 
Figure 57: The thermal energy requirements of the UK cement sector for the bases cases of three high 
capture rate carbon capture technologies in the period 2012-2055. 
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Figure 57 shows the thermal energy requirements of amine scrubbing, full oxy-fuel and calcium 
looping. Since it is assumed that full oxy-fuel has no thermal energy penalty or benefit it is 
identical to the ‘No CCS’ scenario. As the thermal energy demand of the sector in the No 
CCS/full oxy-fuel scenarios fall from 26.1 PJ/y (4.08 GJ/t clinker, or ck) in 2019 to 24.9 PJ/y 
(3.91 GJ/t ck) in 2030 and 22.9 PJ/y (3.59 GJ/t ck) in 2050, the amine scrubbing scenario rises 
to 30.1 PJ/y (4.18 GJ/t ck) in 2030 and 40.3 PJ/y (5.25 GJ/t ck) in 2050. By 2055 the demand is 
44.4 PJ/y (5.12 GJ/t ck), about double the No CCS/full oxy-fuel demand of 22.9 PJ/y. 
Calcium looping lies in between the two, and follows the same thermal energy demand 
trajectory as No CCS until 2030 when the technology becomes available. It rises to 33.0 PJ/y 
(4.7 GJ/t ck) in 2050. Partial oxy-fuel, Direct Capture and Hybrid cases have only slight 
thermal energy penalties, and by 2050 their thermal energy demands are 23.8, 23.1 and 22.9 
PJ/y respectively. 
 
Figure 58: UK cement sector thermal energy demand for different carbon capture technologies in the 2020–2055 
period for the ‘Renovation CCS’ scenario 
These results highlight important differences between the 90% capture technologies. Both 
calcium looping and amine scrubbing will require enlarged fuel supply chains. Calcium looping 
will probably require good-quality coal which should be relatively easy to obtain and handle 
since it is a typical fuel in conventional cement plants. Combined Heat and Power (CHP) plants 
are usually fired with gas, and if one of these were constructed to provide steam for the amine 
scrubbing plant, a new connection to the natural gas grid may be required. 
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Although full oxy-fuel combustion performs well from a thermal energy point-of-view, its 
electricity requirement is significantly greater. This is unlikely to be an issue in the UK but in 
countries with low excess generation capacity (e.g. South Africa), this extra load could be a 
significant barrier to uptake. 
The energy demands of the ‘renovation CCS’ cases for amine scrubbing and calcium looping 
have maxima, after which they fall as shown in Figure 58. This is when all plants have carbon 
capture attached, but at cement plant replacement or renovation the efficiency gains since the 
last installation mean that less energy is required from then on.  
6.9.2 Comparison of scenarios 
Figure 59 shows results for the calcium looping scenarios, which are chosen for discussion 
because of their wide range of results. The ‘base case’ shows step changes in net emissions 
starting in the early 2030s, with a drop of around a third from 5.0 Mt/y in 2032 to 3.3 Mt/y in 
2036 as CCS is applied at plants. Emissions reduce relatively slowly to 2049, but a new capture 
plant comes online in 2050, reducing emissions to 2.6 Mt/y, slightly below the 2.9 Mt/y target. 
 
Figure 59: The net direct CO2 emissions from the UK cement sector with calcium looping applied in 
different policy scenarios over the 2020 - 2055 period. 
In the ‘large plants’ scenario as shown in Figure 59 only two kilns have CCS applied within the 
timeframe given, so emissions only fall to 4.4 Mt/y in 2036 and 3.7 Mt/y in 2050. Delaying 
availability and therefore roll-out of calcium looping until 2040 means that only one plant is 
fitted with carbon capture by 2050 and emissions remain stubbornly high at 4.1 Mt/y. 
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Installing CCS on only the cement plants close to the proposed transport network (i.e. the 
‘pipeline’ scenario, see Appendix Subsection 11.6.2) has a moderate effect on the rate of CO2 
emission, increasing 2050 emissions over the base case by 0.4 Mt/y to 3.0 Mt/y, missing the 
target. 
Changing the fuel mix to that of the biomass scenario means that emissions would almost 
reach the 80% target in 2050 without the application of CCS at a large kiln in 2050, but with it 
emissions fall to 2.4 Mt/y. This scenario essentially tracks the base case, but with a minor extra 
reduction of 8% of 2050 emissions due to the higher biogenic carbon fraction of the fuel mix. 
Applying CCS at renovation as well as replacement (i.e. every 25 years) brings emissions 
significantly lower than in the base case, because all but two kilns in the country have calcium 
looping installed. Emissions cross the 80% target in 2042, and by 2050 reach 1.2 Mt/y, 
equivalent to a 92% reduction on 1990. This is discussed in more detail later. 
The 80% reduction target here includes indirect emissions from electricity use in 1990; all 
electricity emissions are excluded from the model. The base case and biomass scenarios still 
achieve the 2050 target if it is redefined as an 80% reduction in direct emissions (2.7 Mt/y). 
6.9.3 Cumulative Emissions, 2020–2050 
The cumulative amount of anthropogenic greenhouse gas emissions is an important 
determinant of how severe climate change will be. For this reason, it is important to 
understand the cumulative results of the various pathways. Figure 60 shows that the ‘direct-
capture only’ and ‘full oxy-fuel only’ approaches have similar cumulative emissions in the 2020–
2050 period (130 Mt and 133 Mt, respectively) but Figure 56 shows that the annual emissions 
in 2050 are 7% higher in the direct capture case. Of course, there is no need to use only one 
capture technology; a mixed approach may be more logical. The ‘Hybrid’ trajectory (Figure 56b) 
demonstrates the effect of installing direct capture until full oxy-fuel is available; emissions in 
this scenario are lower than any but amine scrubbing at 2.4 Mt/y in 2050. Its cumulative 
emissions (124 Mt CO2 in the base case) are slightly lower than those for Direct Capture and 
Full oxy-fuel technologies on their own. 
Figure 60 also shows that amine scrubbing, because of its early application and high capture 
rate, has consistently lower cumulative emissions than the other scenarios. However, most 
technologies and CCS scenarios provide significant savings over the ‘No CCS’ case’s emissions 
of 153 Mt. 
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Figure 60: The cumulative direct CO2 emissions in the UK cement sector for each scenario and for four 
different carbon capture technologies in the 2020–2050 period 
6.9.4 The ‘renovation-CCS’ scenario – installation opportunities every 25 years 
 
Figure 61: The net direct CO2 emissions from the UK cement sector for several carbon capture technologies 
in the ‘CCS-Renovation scenario’ over the 2020–2055 period 
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In the ‘CCS-renovation’ scenario, each kiln has a 25 year lifetime in the model; this is 
equivalent to a 50 year lifetime kiln being available for application of carbon capture during a 
renovation halfway through its life as well as in its year of construction. The differences 
between these results in Figure 61 and those in Figure 57 are immediately apparent; all 
technologies manage to reach the more stringent ‘Scope 1’ target by 2050. Amine scrubbing, for 
example, manages a 96% decrease on 1990. The low capture-rate technologies have the highest 
2050 emissions because all technologies are applied to a large number of kilns by then. More 
important is that the cumulative 2020–2050 emissions for these pathways are 5% (full oxy-fuel) 
to 36% (amine scrubbing) lower than their base case scenarios, as shown in Figure 60. Applying 
amine scrubbing in this pathway leads to a 56% reduction in the cumulative emissions in this 
period compared to the ‘No CCS’ pathway. 
6.10 Discussion 
Most of the bottom-up scenarios’ and approaches’ pathways in Figure 56 to Figure 61 confirm 
that the targets of the top-down pathways previously published by the MPA and BIS/DECC are 
achievable using the synchronised installation approach. There are several pathways which 
miss the target or reach it much earlier than 2050 and show that there is a range of outcomes 
dependent on many variables, such as the frequency of opportunity to install carbon capture. 
It should also be noted that the bottom-up models identify a period between 2035 and 2050 
when there are few opportunities to apply CCS except in the renovation-CCS case. Much work 
should be carried out before this time period to ensure that CCS has already been applied 
during several plants’ shutdowns in the preceding period. The top-down approach accelerates 
application of CCS during this period. Rigid pursuit of such top-down pathways may lead to 
unnecessarily expensive abatement as the industry attempts to meet relatively arbitrary 
targets based more on desire than ability to decarbonise. 
The bottom-up model also has assumptions that may significantly influence decarbonisation 
pathways. For example, it assumes that no cement plants will close permanently or any 
greenfield ones open between now and 2050. The industry has undergone consolidation over the 
last few decades and there are still a few smaller sites which could quite possibly be closed 
soon. Furthermore, the industry generally abandons sites after a few decades when local 
limestone deposits are exhausted (although CEMEX’s Rugby plant is an exception). In 2014 the 
British Geological Survey published a list of the reserves available at the quarries at each UK 
cement plant; they range from 10–20 years to more than 40 years (286). It can therefore be 
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assumed that several plants would close and open in the near to medium future, something 
which the bottom-up model does not take into account. 
6.10.1  Policy implications 
The modelling in this study does not include financial costs but these are of course an 
important factor; unless otherwise legislated, companies will not apply CCS if a profit cannot 
be made. There are various ways to determine whether profit is likely such as the Real Option 
Approach, which Liang & Li (201) applied to a retrofit amine scrubbing system on a cement 
plant in southern China. They showed that a carbon price growth of 10% rather than 8% from 
17.75 €/t CO2e (24 US$/t CO2e5) in 2020 increased the chance of retrofitting being profitable 
from 7.3% to 67%. This shows the important role which the expected price of carbon will play in 
the financial decisions about deciding whether to apply CCS. A CO2 price is a result of policy, 
whether national or international, and support for a carbon price which makes CCS profitable 
is particularly important and virtually a necessity for the cement industry to reach its emission 
targets whilst producing enough cement to satisfy national demand. The likely higher specific 
cost of capture at smaller plants means that a lower carbon price may lead to a situation 
similar to the ‘large plants only’ scenario (Figure 75 in Appendix Subsection 11.6). 
Furthermore, support for pilot and demonstration plants in industries such as cement and iron 
& steel, rather than just in power generation, will greatly increase (or at least sustain) the rate 
of technology development and the chance of it being commercialised. A lack of such support 
may lead to a pathway similar to the ‘delayed roll-out’ being followed (Figure 76 in Appendix 
Subsection 11.6.3), risking higher annual and therefore cumulative emissions. As discussed in 
Section 5, current policies are leading to such a situation. Conversely, the industry may decide 
to push hard to develop new technologies and limit the costs associated with being stuck with a 
technology such as amine scrubbing (231). 
Carbon capture is only one of three steps required for successful CCS. The development of 
transport and storage infrastructure is also necessary and delays to this will have much the 
same effect as a lack of support for technology development. Investing in a less comprehensive 
network may lead to higher emissions from the cement sector in a manner similar to the 
‘pipeline’ scenario (Figure 77 in Appendix Subsection 11.6.3). 
The speed at which carbon capture facilities can be installed at cement plants seems, on the 
face of it, to be relatively trivial but the ‘renovation-CCS’ scenarios imply that this is not so 
                                                     
5 Assumes the 2020 USD/EUR exchange rate is the same as the average for 2013: 1 USD = 0.740 EUR 
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(Figure 61). Cement plant owners will not wish to keep their plant closed for longer than 
necessary. If the installation of CCS would significantly lengthen an otherwise planned 
shutdown the owner may decide to either wait for another, longer opportunity to retrofit or to 
apportion the extra cost to the capture plant investment, raising the effective cost of CO2 
avoidance and making it less competitive. Indeed, the speed of construction may be a future 
competitive advantage for some capture technologies. 
A significant hindrance to the application of carbon capture during a major renovation could be 
the availability of financial capital. Closing down the plant prevents the production of cash 
flow-generating products, and requires the purchase of new equipment and the hiring of 
contractors. The cost of purchasing, constructing and commissioning a carbon capture plant 
may be too high given the other stresses on the plant owner’s financial position. 
The wide range of thermal energy demands of capture plants could be important for countries 
aiming to reduce their dependency upon fossil fuels. If there was easy access to low-carbon 
electricity oxy-fuel combustion may be a better choice than amine scrubbing, which is likely to 
depend on natural gas CHP in most cases. Energy security is expected to remain a critical, 
politicised issue in the future (287), so the thermal (and electrical) energy demand of the 
capture processes could be an important factor in process choice. 
The modelling of a single capture technology in the pathways does not imply that this is the 
best course of action. The final choice of technology at each plant will depend on many unique 
factors which this model cannot handle, such as financial, legal and political considerations. It 
should also be noted that kilns do not necessarily last exactly fifty years or have renovations 
exactly twenty-five years into their operating life. Lifetime is dependent on many different 
factors and it would be possible to either replace a kiln earlier or later than that but, as with 
the selection of capture technology, this depends on considerations that are outside the scope of 
the model. 
Thus, the results should be taken as a demonstration of what particular, theoretical approaches 
may deliver. Nevertheless, they complement current top-down models by presenting the effect 
of various policy choices and by discussing some of the practical business considerations of 
installing CCS.  
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6.10.2 Discussion of the general approach 
The results of the application to the UK cement industry show that similar results can be 
achieved via top-down and bottom-up modelling, but that some interesting and relevant 
insights can be gained via the latter. The two methods are complementary, because the top-
down modelling of CCS application helps to determine what our aspirations should be, and the 
bottom-up model provides a method to check aspects of those aspirations’ practicality.  
The scenarios provide an indication of the range of emission levels that could occur, but still 
only provide a few specific pathways. The use of Monte Carlo simulations in the bottom-up 
model could provide an emission rate probability distribution, which could help to estimate 
what rates are more likely. Inclusion of more information such as the availability of land on 
which to build a capture plant could add other interesting dimensions to the work which are 
less easily incorporated into the top-down models. 
6.11  Conclusions 
Whilst top-down models which include just enough CCS capacity to reach a decarbonisation 
target are useful to understand the extent of CCS deployment required in industrial sectors, 
they lack the detail to evaluate a deployment schedule which minimises indirect costs incurred 
by the plant owner. That the practicalities can seem to be secondary to the arbitrary target is 
one important limitation of top-down models. 
The bottom-up approach developed in this study was applied to the UK cement sector and built 
upon the top-down decarbonisation pathways in the literature, developing a similar pathway 
but providing more detail. It identified several policy and technical risks from which the sector 
could suffer and which would increase the cost of meeting decarbonisation targets. This method 
provides a new and relatively easy way to explore the practicalities of carbon capture 
installation across a range of industrial sectors at medium-scale. It could be used for the 
cement sector in other regions, or adapted for other industries such as primary steel production 
or conventional fossil-fuelled electricity generation. 
Synchronising CCS installation with major industrial process unit replacements could save 
money but limit the number of installation opportunities; ensuring that carbon capture 
facilities can also be installed during other shutdowns, such as the shorter renovation 
shutdowns which happen more often, could speed up application of CCS to relevant sectors. 
This will have knock-on effects for cumulative emissions if not for annual emissions in the 
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target year. Cumulative emissions in the model of the UK cement sector for the 2020 to 2050 
period are 5–36% lower if this is possible (see Figure 60). However, whether CCS can be easily 
applied at these opportunities without causing too much extra shut down time is currently 
unknown. This conclusion is likely to be general to the application of CCS across other 
industries. 
When developing decarbonisation pathways for industries with a small number of installations 
– such as the UK cement industry – calculating emissions savings from CCS on a plant-by-
plant basis which uses practical information rather than using a top-down approach can 
significantly alter the course of the pathway. In the example sector, an important finding is 
that significantly more effort should be expended ensuring that (preferably high capture-rate) 
CCS is available and is applied to UK cement plants undergoing replacements in the 2025–
2035 period than would be suggested by the top-down pathways. This should have 
repercussions about which technologies are supported by policymakers to ensure that emission 
targets can be reached. 
Despite the risks, if the deployment of capture technologies with a high capture rate such as 
amine scrubbing, calcium looping and full oxy-fuel combustion begins before 2035 it should be 
possible to reduce the UK cement sector’s direct CO2 emissions by 80% (1990–2050) by 
installing CCS when cement plants are rebuilt. Low capture-rate technologies must be 
deployed much earlier (around 2020) in order to achieve the same reduction. Failure to 
implement a carbon price in the UK which enables profitable construction and operation of 
carbon capture facilities at cement plants is likely to lead to a failure of the cement sector to 
provide an 80% reduction in CO2 emissions between 1990 and 2050 unless production volumes 
fall significantly. The extra CO2 emissions would likely extend into the millions of tonnes per 
year. 
The emission level of the UK cement sector is also dependent upon the reach of CO2 transport 
networks. Not developing a comprehensive pipeline network would hinder the ability of the 
sector to reach the 80% reduction target. 
Deploying a lower capture-rate technology such as direct capture early on rather than waiting 
for full oxy-fuel combustion to be available can reduce cumulative emissions up to 2050 but lead 
higher emissions beyond that period. A ‘Hybrid’ approach which uses technologies like direct 
capture until higher capture-rate technologies are commercially viable would likely lead to 
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lower cumulative emissions and demonstrates the importance of developing several different 
capture technologies rather than a single option. 
Considering the discussion in this Section and Section 5, it appears that calcium looping is a 
promising technology but one of the main uncertainties is whether the integration of the 
capture plant with the pyroprocessing plant will affect the quality of the cement. Since this is 
clearly an important topic, the next two Sections will develop a method for testing the quality of 
such cement, and then perform the tests to reach some conclusions and clarify this topic. 
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 Assessing the quality of clinker made 7
with looped calcium oxide sorbent 
7.1 Highlights 
 The reactor and clinker synthesis method were altered to increase the similarity of the 
laboratory process and the dry clinker process in industry. Several other alterations 
were made to reduce the time required to make one batch of cement from around 21 
hours to 4 hours. 
 Methods for producing clinker from clay and/or belite alongside other raw materials 
were developed. Clinker produced with clay was found to be noticeably harder than that 
produced from the original method which used pure oxides. 
 A miniaturised version of the cement compressive strength test was developed. Steel 
moulds were replaced by silicone moulds. This produced relatively good results 
considering the amount of cement used. Attempts to miniaturise the standard 
consistence test failed and precluded the use of it or the setting time test. 
 The quality of clinker was tested using XRD phase composition analysis and 7-day 
compressive strength tests. Clinker made from calcium looped CaO appears to be 
suitable for use in commercial cement. 
 The XRD results are useful but do not seem to be very reliable. They found little 
significant effect of changing the experimental variables. 
 The compressive strength tests suggest that the cement is of sufficient quality in all 
cases studied. There may be a small positive influence of increasing numbers of cycles 
on the compressive strength. 
 Particle size distributions were quite varied, and it appears that this has a large effect 
on the 7-day compressive strength. A regression was used to normalise the results to an 
equivalent mean particle diameter. 
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7.2 Research Question recap 
The research questions which are addressed in this Section are: 
1) Can calcium looped sorbent produce adequate quality clinker and cement? 
2) How is the quality of clinker affected by: 
a. Raw material choice 
b. The use of calcium looped sorbent rather than singly-calcined limestone 
c. The number of CaL cycles used 
d. The atmosphere in the fluidised bed 
e. Combustion of coal in the fluidised bed? 
7.3 Method Development 
Although the method used in previous work was acceptable (288), there were some alterations 
that could be made, and had to be made, to make it more efficient and allow the use of other 
raw materials. The major changes are: 
 Alterations to the fluidised bed 
 Alterations to cement synthesis method 
 Use of clay of a raw material 
 Development of compressive strength test sample miniaturisation 
 Belite sorbent synthesis 
These are summarised below. More detail and pictures of the equipment and materials can be 
found in Appendix Subsection 11.7, from page 296. 
7.3.1 Alterations to the calcium looping fluidised bed 
One problem encountered in previous work was that the fluidised bed had trouble reaching the 
maximum temperature required (1173 K) (288). Furthermore, calcination would take a long 
time because the amount of energy available beyond that required to keep the bed at 
calcination temperature was relatively low. 
The previous experiments used a constant CO2 concentration in the gas supply of 15%. 
However, in a real CaL calciner a concentration of around 80% would be expected (235), with 
varying concentrations in the carbonator depending on the process to which the CaL capture 
plant is attached (13% is typical for a coal-fired power station). Raising the partial pressure of 
CO2 in the reactor from 15 kPa to 80 kPa raises the equilibrium temperature from 1051 K to 
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1157 K (235); running the reactor at 1173 K would likely lead to an even lower rate of 
calcination. Thus, the calcination set point was increased to 1223 K. 
To enable these new conditions to be produced, an extra furnace was added around the hot-rod 
furnace in order to increase the maximum heating duty to the bed and therefore increase the 
rate of calcination. The furnace was a Lenton Furnaces 12/50/150. 
However, the extra insulating effect from installing the furnace around the heated zone made 
the transition from calcination conditions (now 1223 K) to carbonation conditions (923 K) much 
more difficult – it took over twenty minutes. For a small number of cycles this was not an issue 
but when trying to do ten cycles, this added up to a lot of lost time. To overcome this issue, a 
mechanical winch was installed. This could lift the bed out of the hotter part of the reactor to 
the cooler region further up. The new liners had three hooks attached at their top, and a steel 
cable was passed from the winch wheel (at hand height) up the winch arm and across to 
directly above the liner. The cable was then split in three and attached to the hooks. A latch 
was included on the winch wheel so that the winch would be locked in position.  Furthermore, 
the winch arm could be swung out of the way of the reactor. This also allowed for the liner to be 
winched out of the reactor and away from the bench, so that the liner could be more easily 
removed from the reactor. When the liners were adapted an extra 60 mm was added to the top 
of the liner, extending the total length to 880 mm. 
This new system worked well, but the requirement to use the space directly above the reactor 
precluded the use of the continuous coal feeder. Furthermore, the extraction system had to be 
altered to allow for the passage of the cable to the liner. This meant that the ability to swing 
the liner out of the reactor was incompatible with the extraction system, too. A small hole was 
cut in the flexible extraction ducting to allow the cable through; this was closed during 
operation using a bulldog clip. 
7.3.2 Alterations to the cement synthesis method 
A method (Type A) for producing cement in the laboratory from pure metal oxides was 
inherited from a previous student (288). That work was primarily focussed on the 
determination of the fate of trace elements introduced by the combustion of various fuels; it 
concluded that the build-up of trace elements in the calcium looping cycle is not incompatible 
with good-quality cement synthesis. 
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Several changes were made, and the effect on the quality of the clinker constituent of the 
cement was observed using qualitative XRD. 
Original method – Type A 
After calcination in the FBR, the lime particles were ground in a pestle and mortar until 90% 
passed through a 90 µm sieve. The resulting powder was weighed, and fumed silica (<38 µm, 
Sibelco Ltd), alumina (Sigma Aldrich) and iron (III) oxide (Sigma Aldrich) were mixed in pre-
determined proportions. They were added to a jar mill with several ceramic balls and 
homogenised in water for two hours. The slurry was poured into a Pyrex beaker and left in an 
oven at 378 K until all free water was driven off (this usually took 12–24 hours). The dried cake 
was removed from the beaker, crushed and then placed in a mild steel mould with internal 
dimensions of 80 × 25 × 30 mm. A mild steel plunger which fit snugly into the mould was then 
placed on top of the crushed cake and a pneumatic press was used to press the cake into a 
brick. The brick was removed from the mould and placed in a 100 mm long, 25 mm wide, 15 
mm deep, 0.5 mm thick 95%/5% Pt/Rh boat. This was pushed into the centre of a tube furnace 
(Lenton Furnaces LTF/16/50/180) and the temperature was raised to 1773 K and 3 L/min air 
was passed through the alumina furnace tube which was sealed at both ends. The boat was left 
in the furnace for two hours after the temperature had reached the set point. Section 11.8 
contains previous literature clinkering conditions, and two hours is longer than most of these 
methods. Published work by Dean et al. showed that this was sufficient (234). 
The furnace tube ends were removed and a cooling chamber placed at one end of the tube. The 
gas supply was attached to the cooling chamber so that 25 L/min air was passing through it. 
The boat was pushed out of the furnace and into the cooling chamber using a steel rod. The 
boat and its clinker were left in the cooling chamber for around half an hour until cool. The 
clinker was then removed and crushed into small pieces (around 1–3 mm in the largest 
dimension) using a vice. The particles were then ground in a pestle and mortar until 90 wt% 
passed through a 90 µm sieve. Gypsum was added to complete the cement so that the cement 
was 5 wt% gypsum. 
Final method - summary 
The measured raw materials (i.e. CaO particles from the reactor and Fe2O3, Al2O3 and SiO2) 
were ground for 30 minutes in a planetary ball mill at 250 rpm using four 25 mm diameter 
stainless steel balls, with a few drops of methanol used as a grinding aid. The powder was 
removed and pressed into a brick using the mould. A little pressure (20 kN) was added to the 
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mould before it being released and the sample rotated 90° and repeated; this was done four 
times. The brick was then pressed with the final force of 40 kN. 
 
Figure 62: A good-quality clinker brick 
The brick was placed in the 95%/5% Pt/Rh boat and placed in the centre of the tube furnace. 
The furnace was switched on with a set point of 1773 K and 3 L/min air passed through the 
tube. After the furnace had been at the set point for 60 minutes, the clinker was pushed out of 
the tube and into the cooling chamber, which blew 25 L/min air onto the sample until cool 
enough to handle. An example cooled clinker brick is shown in Figure 62. 
The clinker was then ground in the planetary ball mill using four 25 mm diameter stainless 
steel balls for ten minutes at 320 rpm, with a few drops of methanol used as a grinding aid. 
Before clinkering, samples were kept in air-tight containers covered in Parafilm within a 
desiccator at room temperature. After clinkering, the samples were kept in airtight containers 
covered in Parafilm on a shelf in the laboratory. Gypsum was added to complete the cement so 
that the cement was 5 wt% gypsum. 
Benefits of the new process 
Firstly, the new process was completely dry, so the sorbent was not hydrated. Hydration 
changes the lime to slaked lime (calcium hydroxide), destroying the microstructure of the 
particles. This is important because most cement plants use a dry process where the lime is not 
slaked,  and so this new process better simulates the synthesis of clinker in those plants. 
Secondly, the time required to produce one batch of clinker was reduced from around 21 hours 
to 4 hours. Both processes contained several stages which required little human supervision 
(e.g. evaporation in an oven) but the long durations of some stages in the original process did 
limit the number of clinkers that could be created at any one time. 
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No major changes to the clinker were observed, either by eye or by XRD. 
7.3.3 Use of clay as a raw material 
Most cement plants use some form of clay, marl or shale as a raw material due to their wide 
availability and suitable composition. Using it in the synthesis of clinker in the laboratory is 
another step towards better simulating clinker from cement plants. 
The clay received from Cemex for use in cement synthesis was from Cemex’s Southam Quarry, 
Warwickshire, CV23 8RA, UK. The clay was received in wet form; it came in a range of sizes 
from large clumps up to 300 mm in their largest dimension to granules (ca. 1 mm in diameter). 
Its elemental composition was obtained by sending a fraction of dried, ground clay to ITRI Ltd 
for analysis; the results are shown in Appendix Subsection 11.9. 
Clay processing & use 
Several processes to dry and grind the clay were attempted. A particle size of less than 90 μm 
was desired to facilitate intimate mixing of the raw materials (289).  In the end, the clay was 
dried for at least 24 hours in an oven at 378 K, broken into small pieces (<10 mm) using a 
pestle and mortar and then ground in the PBM for 15 minutes at 150 rpm with 4 stainless steel 
balls and a few drops of methanol. This provided a <90 μm yield of over 50%. This fraction was 
used in clinker synthesis. The synthesis process was virtually identical to using pure oxides – 
only the raw material recipe changed. 
Table 28: New (clay) raw meal mix, lime saturation factor, silica ratio and alumina ratio 
Component 
Mass fraction 
Using lime Using limestone As oxides 
Lime 63.4 %  CaO 66.1 % 
Limestone  75.6 % SiO2 21.6 % 
Clay 25.1 % 16.7 % Al2O3 5.2 % 
Silica 10.3 % 6.9 % Fe2O3 3.4 % 
Iron oxide 1.2 % 0.8 %   
LSF 0.9500 
SR 2.503 
AR 1.506 
 
The XRF results were used to determine a new raw material recipe which would produce a lime 
saturation factor (LSF) of 0.95, silica ratio (SR) of 2.5 and an alumina ratio (AR) of 1.5. The 
final recipe is shown in Table 28. 
Page 195 of 339 
 
Differences between clay- and oxide-derived clinker 
There was little difference between the clay- and oxide-derived clinkers during homogenisation 
or pressing, but the powder was noticeably lighter in colour. After clinkering the brick had a 
different appearance from the equivalent oxide brick. After clinkering the oxide brick appeared 
quite granular and to have almost a porous appearance, but the clay-derived clinker bricks 
appeared to have a glassy exterior. This may be due to a higher liquid phase fraction during 
clinkering, which then vitrifies upon rapid cooling. Trace and minor elements can affect both 
the temperature at which melt begins and the mass fraction of liquid in the mixture at a 
specific temperature. 
As well as looking different, the clinker was significantly harder. This made it much more 
difficult to grind; it was found that although oxide-derived clinker could be placed in large 
lumps in the PBM jars and grind successfully, the clay-derived clinker had to be broken up into 
<10 mm pieces before grinding in order to achieve suitable grinding. Even then, some of the 
particles did not break up and had to be broken by hand and the mixture returned for another 
grinding cycle. 
7.3.4 Miniaturisation of the cement compressive strength test 
Concrete is generally used for its compressive strength, which is 10–15 times greater than its 
tensile strength (290). Therefore, it is sensible to test this property directly. 
Strength is mainly dependent on the physical structure of the hydration products of concrete 
and their relative proportions (187). The presence and propagation of imperfections in the 
concrete structure is the cause of concrete fracture. Cracks and pores are two of the most 
common and important types of imperfection in concrete and hcp. 
The European standard for the compressive strength of cement is EN 196-1 (291). This requires 
500 g of cement to produce a batch of mortar, but the cement synthesis method explained above 
only produces around 40 g. A different method is required to test the cement. It was decided to 
miniaturise the compressive strength test to allow it to be performed on a single batch of 
cement. 
The mortar mixture tested in this work was in a cement : water : sand ratio of 1 : 0.5 : 1. This 
was placed into a silicone mould to produce twelve cubes with a side length of 12 mm. Jolting 
was performed by hand, and some vibration was also applied to the cubes to remove air 
bubbles. They were then left to cure in water. Each cube required 2.6 g cement. 
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The compressive strength tests were performed in a Lloyd EZ-50 strength machine. The cubes 
were laid on their side because their tops were not always completely flat and this technique 
was assumed to lead to more uniform stresses across the cubes. 
Other miniaturised tests 
The specific consistence test and setting time tests are also important tests for cement because 
they test the reactivity. In EN 196-3 the test is by trial-and-error. Tests according to the 
standard were undertaken with CEM I. Once the method had been practiced, it was altered so 
that both a standard size specimen and a miniaturised one could be tested at the same time. 
The miniaturised mould was a 40 mm diameter perspex cylinder with a h:d ratio of 1. The same 
batch of cement paste could be used to fill both moulds. 
The results were found to be unacceptably variable. The setting time test depends on a 
measurement of the standard consistence, so without a miniaturised version of the latter, both 
tests were abandoned. 
7.3.5 Belite sorbent synthesis 
Limestone is not the only sorbent precursor that can be used in the calcium looping process. 
The belite sorbent developed by Zhao et al. (258) could be suitable for use in such capture 
plants, and because of its composition waste sorbent could be used as a raw material for cement 
production. 
In this section the characterisation, scale-up and preparation of particles and cement raw meal 
will be discussed but the clinker synthesis results will be described and discussed in 
Subsections 7.4 to 7.8. 
Scale-up of sorbent synthesis 
The process used by Zhao et al. produced only 10 g sorbent in one batch. This was scaled up to 
produce significantly more belite in one batch. 
2.23 ml pure nitric acid (VWR) and 83.8 ml tetraethyl orthosilicate (VWR) was added to 2.5 L 
deionised water. A magnetic stirrer was used to stir the mixture, which was left until the TEOS 
had hydrolysed. Before hydrolysis was complete, a layer of TEOS could be seen floating on top 
of the weak acid solution when then stirrer was switched off. This was checked regularly until 
hydrolysis was complete. 
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Next, 534 g calcium acetate monohydrate (VWR) was added to the beaker and dissolved. The 
mixture was stirred and heated to no more than 370 K so that the water would evaporate. The 
resulting precipitate was a white jelly-like solid. It was transferred into quartz boats which 
were placed in a horizontal tube furnace at 1223 K for 1 hour. This calcined product had the 
appearance and texture of white brittle expanded polystyrene. As the furnace was heating up, 
vapourisation and/or combustion of several compounds occurred. Insertion of precipitate into a 
preheated furnace caused the emission of significant amounts of gases even without the air 
supply. Noticeable amounts of water condensed in the gas exhaust system, as was expected as 
the calcium acetate dehydrated. Furthermore, the exhaust system was stained brown by the 
by-products. The gases were rather pungent. They were not analysed but they are likely to be 
organic compounds and their combustion products. The calcination stage had to be performed 
in five batches due to a lack of space in the furnace. 
The product was then ground in a planetary ball mill with four 25 mm diameter stainless steel 
balls at 150 rpm for 5 minutes with a few drops of methanol as a grinding aid. This produced a 
fine powder. It was decanted into a jar and kept in a desiccator until required. 
Analysis of the belite sorbent 
The sorbent was analysed using XRD, and the pattern is shown in Figure 63. No significant 
differences between the five batches could be observed, and the only visible compounds were β-
belite (larnite), α’-belite, calcite and lime. The lack of peaks for compounds such as silica 
suggests that all of the silicon reacted to form belite. Calcite could have been formed during 
storage and processing, or could have simply not calcined during the calcination. The fact that 
all the batches had a similar amount of calcite suggests that this is due to carbonation rather 
than a lack of reaction. 
The carrying capacity of the sorbent was also tested, to confirm its suitability for use in calcium 
looping. The sorbent was tested using Zhao et al.’s original carbonation conditions of 15% CO2 
85% N2 and calcination conditions of 100% N2, both at atmospheric pressure. This found a 
carrying capacity of 0.34 g CO2/g sorbent after fifteen cycles compared with Zhao et al.’s 0.522 g 
CO2/g sorbent, as shown in Figure 64. Interestingly, Zhao et al.’s carrying capacity only 
decayed by 0.008 g CO2/g sorbent in the fifteen cycles. Unfortunately this could not be 
replicated. 
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Figure 63: XRD pattern of the belite sorbent, with the peaks of the various belite phases annotated. All annotations 
relate to polymorphs of belite, apart from * which relates to CaO. 
 
Figure 64: Powdered sorbent carry capacity results for mild and harsh conditions, Longcliffe harsh 
Performance under pure CO2 atmosphere during calcination showed a much faster decrease in 
carrying capacity. The carrying capacity dropped from 0.58 g CO2/g sorbent to around 0.14 g 
CO2/g sorbent after fifteen cycles. 
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Tests using Longcliffe limestone were performed to provide a comparison. Unsurprisingly the 
carrying capacity of limestone-derived sorbent was greater at first, at around 0.78 g CO2/g 
sorbent, as shown in Figure 64. In the harsh conditions this reduced to around 0.05 g CO2/g 
sorbent after fifteen cycles. 
The difference between the carrying capacity after fifteen cycles of the two sorbents is quite 
striking. However, performance in a TGA cannot replicate those in a fluidised bed, where 
attrition will affect the carrying capacity. 
Particle preparation for use in an FBR 
The powdered sorbent is not suitable for use in a bubbling fluidised bed. However, it is possible 
to make particles out of the powder. Several different methods were attempted, but the one 
which was found to produce the best results was extrusion using methanol as a binding agent. 
6 g powdered sorbent was poured into a Mini Mixer (Caleva Process Solutions Ltd). The 
machine was turned on and the powder was mixed with the binding agent which was added 
batch-wise until a material with a suitable consistency was formed. This mixture was then 
pushed through the stainless steel sieve, and dried and spheronised in a MBS 120 Multi Bowl 
Spheroniser (Caleva Process Solutions Ltd) for 3 minutes. 
Due to time constraints no tests within the FBR were possible but the particles’ carrying 
capacity was tested in the TGA. The pelletised sorbent was found to have a slightly lower 
carrying capacity than the powder when exposed to the harsh conditions (100% CO2 
calcination) and the results are shown in Figure 111 of Appendix Subsection 11.7.5. 
Cement synthesis using belite sorbent 
Despite the time constraints, some non-looped belite sorbent was used as a raw material for 
cement synthesis. The belite sorbent was assumed to have a Ca:Si molar ratio of 9:1, the same 
as that reported by Zhao et al. Based on this ratio it was blended with other raw materials 
(silica, clay and iron oxide) to produce a raw meal of identical elemental makeup to the raw 
meals made using limestone sorbent; that is, a sorbent:clay:silica:iron oxide ratio of 100 : 44.7 : 
1.8 : 2.2. The sorbent was processed in the same manner as CaO from Longcliffe was processed 
in the main experiments and the HRM was made and clinkered in the same way, too. 
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7.3.6 Method Development: Conclusions 
Progress has been made in developing the method for synthesising and testing clinker in the 
laboratory. The time and effort required to make the clinker has been cut by around 80%, 
meaning that a process that previously took two days can now be achieved in half a day. No 
major changes to the quality of the cement were observed. This reduction in time was partly 
due to the availability of new equipment such as a planetary ball mill but also due to testing 
various assumptions made in the original method. 
A method for processing clay to produce a fine powder was established. The clay was then used 
in clinker synthesis as the source of silica, alumina and iron oxide, with the ratio being tailored 
using small amounts of pure oxide powders as well as CaO from the calcium looping process. 
The method was suitable for producing what seemed to be good quality clinker. The main 
differences between clinker made with only pure oxides and clinker made with clay were that 
the latter had a more glassy appearance on its surface and the clinker was significantly harder 
(although the hardness was not quantified). 
The miniaturised compressive strength tests performed by Charles Dean were improved upon 
by reducing the size further and using silicone moulds instead of rather impractical steel ones. 
A new size fraction of sand was used for the mortar, and a manual jolting process was 
developed and refined. The results of the miniaturised test applied to synthesised clinkers are 
presented in the next section. 
Attempts to miniaturise the standard consistence and setting time tests were made. Although 
the setting time tests were possible, they require knowledge of the standard consistence and 
this particular test could not be satisfactorily performed at full size, let alone miniaturised size. 
After several attempts, this process was abandoned. 
The belite sorbent invented by Zhao et al. was synthesised and its carrying capacity in the 
original mild and in newer, harsher conditions was investigated. The sorbent performs much 
worse under more realistic conditions, i.e. under high CO2 concentrations. The sorbent was 
processed to produce pellets using a few different binding agents; methanol was found to be the 
most suitable. A clinker raw meal which used belite sorbent as the calcium supply was 
developed. The results of this synthesis are presented in the next section. 
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7.4 XRD results 
Table 29: Quantitative XRD results for synthetic clinkers 
Clinker Type Sample number 
Mass fractions Goodness of fit 
(GOF) Alite Belite Aluminate Ferrite CaO 
1 
002 0.59 0.22 0.10 0.10 0.01 1.20 
006 0.56 0.18 0.13 0.12 0.01 1.18 
007 0.62 0.26 0.04 0.10 0.02 1.19 
2 003 0.57 0.22 0.11 0.10  1.15 
3 
008 0.63 0.21 0.07 0.10 0.00 1.22 
009 0.61 0.17 0.06 0.16 0.00 1.11 
4 
010 0.58 0.24 0.09 0.09  1.15 
011 0.60 0.22 0.09 0.10  1.11 
012 0.61 0.18 0.11 0.10  1.16 
5 
013 0.64 0.18 0.07 0.10  1.12 
014 0.63 0.21 0.09 0.08  1.24 
015 0.60 0.23 0.09 0.08  1.21 
6 
017 0.75 0.05 0.18 0.12  1.60 
018 0.69 0.14 0.10 0.07  1.64 
022 0.71 0.13 0.08 0.08  1.68 
7 
019 0.70 0.12 0.10 0.08  1.67 
020 0.70 0.10 0.13 0.08  1.49 
021 0.77 0.05 0.10 0.08  1.78 
023 0.75 0.07 0.11 0.07  1.53 
8 
024 0.77 0.08 0.09 0.07  1.79 
025 0.71 0.13 0.09 0.06  2.07 
026 0.81 0.02 0.07 0.10  2.19 
9 
L01 0.81 0.05 0.06 0.09  1.16 
L02 0.75 0.09 0.09 0.06  1.55 
L03 0.48 0.31 0.13 0.08  1.89 
L04 0.73 0.09 0.08 0.10  1.51 
10 
027 0.64 0.13 0.10 0.14  2.06 
031 0.79 0.05 0.09 0.07  1.63 
032 0.62 0.18 0.10 0.09  1.51 
033 0.60 0.15 0.16 0.10  1.28 
034 0.67 0.16 0.12 0.05  1.36 
11 
004 0.45 0.33 0.10 0.07 0.05 1.29 
005 0.48 0.33 0.07 0.08 0.04 1.39 
B 
B02 0.75 0.07 0.08 0.11  1.82 
B04 0.72 0.12 0.07 0.10  2.16 
B05 0.67 0.13 0.08 0.12  1.42 
 
The XRD results, as calculated using GSAS, are shown in Table 29. The first aspect to point out 
is that GSAS provides a goodness of fit index (GOF), and that the GOF for quite a lot of the 
samples is rather high. GOF less than 1.5 is generally acceptable, but many of the samples 
show higher values than that. Of particular interest is the difference in GOF values of samples 
1–15 (mean GOF = 1.19) and those afterwards (mean GOF = 1.87). The diffractometer in the 
Department of Chemical Engineering broke after sample 15, and was then made available 
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again several weeks later. After experience with the diffractometers in the Materials 
Engineering department, it was discovered that the slit spacing in the machine affects the 
quality of results for Rietveld analysis; large slit spacings are useful for phase identification 
whereas small slit spacings are useful for Rietveld analysis. It is possible that the slit spacing 
was changed during the repair of the machine, making the results less useful for quantitative 
phase analysis (QPA). 
Nevertheless, although the results may not be particularly accurate they can provide some idea 
about the mass fraction of the different phases. Free lime measurement was performed on the 
first few samples; since the clinker was designed with a LSF of 0.95 very little, if any, free lime 
would be expected. This was seen in samples 002, 006, 007, 008 & 009. Samples 004 & 005 
contained 5.4% and 3.8% free lime by mass. Since these samples were conducted in a cracked 
tube, it is possible that the temperature in the tube was lower than usual and this reduced the 
amount of alite formed. Most samples did not include free lime in the QPA calculations because 
the main peaks for CaO were not observed. Furthermore, QPA of phases below around 5% is 
relatively unreliable compared with phases with a greater mass fraction. 
Phases other than alite, belite, aluminate and ferrite will have been present in the clinkers. 
However, there were few unidentified peaks and this together with the previous point it was 
assumed that their occurrence was negligible.   
7.4.1 Mass fractions of the four main phases 
The mass fractions of the main phases averaged across all synthesised clinkers are shown in 
Table 30. 
Table 30: Descriptive values of the main phases across all synthesised clinkers (weight percent) 
 
Alite Belite C3A C4AF 
Mean 65.9% 15.5% 9.5% 9.1% 
Standard 
Deviation 
9.2% 8.1% 2.7% 2.3% 
Maximum 80.9% 32.9% 18.2% 16.3% 
Minimum 44.8% 2.1% 3.9% 5.1% 
 
Kendall’s Correlation Coefficient (Kendall’s Tau) 
Kendall’s correlation coefficient (also known as Kendall’s τ coefficient, or K-τ) was used to 
measure the degree of correlation between variables. It can be used for paired variables – in the 
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case directly after this explanation, it is the mass fraction of alite (xi) and the mass fraction of 
belite (yi) for a particular clinker. So the first clinker has the paired values (x1, y1) the second 
(x2, y2), and so on until the nth clinker with paired values (xn, yn). The values of each of these 
variables (the mass fractions) across all n clinkers are ordered according to magnitude, so that 
there is a set of x and a set of y. The Kendall’s correlation test identifies the probability that a 
particular subscript for x occurs in the same position in the ordered set as that subscript for y, 
i.e. they occupy the same position in each ordered set (292). 
The correlation coefficient τ can be explained as the difference between probability that they 
occur at the same position and the probability that they do not occupy the same position. Thus, 
a τ of near 1 indicates that as one variable increases in value, the other tends to increase as 
well. A value near -1 indicates that as one variable increases in value, the other tends to 
decrease. A value near 0 indicates that there does not seem to be a relationship between the 
changes in values for the two variables. One important benefit of the K-τ test over others such 
as Pearson’s Correlation is that it is non-parametric and therefore does not require the 
assumption that each variable is normally distributed. When correlation is discussed below, 
causation is not implied.  
Kendall’s Tau for mass fractions of phases in clinkers 
The amount of alite in the clinkers varied from 45% to 81%. In general, alite concentration 
increased with decreasing belite concentration, which would be expected from general cement 
chemistry – alite is formed from belite and lime.  
 The Kendall’s Tau (K-τ) coefficient, shown in Table 31, was -0.802 (significance = 0.000) which 
suggests a high inverse correlation between the two. For only those samples made with the new 
clay recipe the value is -0.771 (sig. = 0.000) which again is a strong inverse correlation. If all of 
the belite disappearing were converting into alite, a mass fraction gradient of -1.33 would be 
expected because the relative molecular masses of alite and belite are 228 and 172, 
respectively. However, only a gradient of -1.08 is observed, suggesting that other mechanisms 
are occurring. Furthermore, if a simple lower conversion of belite to alite were occurring in the 
clinkers, more CaO should be identified in those samples with higher belite contents but no 
CaO is observed. 
Insignificant K-τ coefficients were identified between alite and the other two phases. The Bogue 
calculation suggests that the amount of alite is inversely correlated to the amount of aluminate 
and ferrite phases (185). This is also seen in the results, as shown in Table 31.  
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The belite fraction of the clinker varied from 2% to 33%. The two samples with the highest 
mass fraction of belite were samples 004 & 005, the underburned clinkers and previously 
mentioned. L03 was the only other one with a particularly high belite mass fraction (31%). 
It should be noted that the results of the quantitative XRD analysis are not particularly 
accurate. However, they give a rough approximation of how much of each phase was in each 
sample.  
Table 31: Kendall’s Tau correlations for the four phases across all synthesised clinkers 
  Alite Belite Aluminate 
Belite 
Coefficient -0.802   
Significance 0.000   
Aluminate 
Coefficient -0.146 0.036  
Significance 0.243 0.770  
Ferrite 
Coefficient -0.042 -0.083 -0.152 
Significance 0.733 0.506 0.224 
 
7.5 Compressive strength results 
7.5.1  Compressive Strength results of laboratory-synthesised cement tests 
Figure 65 shows the compressive strength results for all cements produced from laboratory-
synthesised clinkers. The mean value and the standard deviations of the mean are shown.  
 
Figure 65: Compressive strength results of all cement Types 
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The coefficients of variation between the twelve cubes in each batch are relatively small, the 
greatest being 17.9% and the minimum 3.7%. The mean coefficient of variation is 7.6% and the 
median 6.9%. This suggests that, although the cubes’ crushing strengths are not as reliable as 
the specification in EN 196–1 of a coefficient of variation of 2% (291), these samples are much 
smaller and therefore liable to greater variation. 
7.5.2 Relationship between compressive strength and other variables 
The compressive strength of mortar and concrete is affected by the quality of the cement used. 
Several factors can affect this, of which two are the qXRD alite mass fraction and the particle 
size distribution. The particle size distribution can be described by a variety of values. In this 
work the surface area-weighted mean particle diameter is used, and is denoted as dp. This is 
because the rate of reaction is highly dependent upon the surface area of the cement. 
This time the K-τ test was performed between compressive strength, alite mass fraction and dp, 
as shown in Table 32. A significant correlation coefficient of -0.451 between the surface area-
weighted mean particle size and the compressive strength of the cubes was determined. 
Although this effect could be simply correlation, this effect has been observed before; after 7 
days only the outer 1.7–2.6 µm of cement grains react (293). Since the mean particle diameter 
of all laboratory-synthesised clinkers was 10.1 µm, the particle size distribution is likely to 
have affected the fraction of the cement which had reacted before testing at 7 days old. 
Table 32: Correlations between alite mass fraction, surface area-weighted mean particle diameter and compressive 
strength 
Dependent variable (below) 
Independent variable 
(right) 
Alite mass fraction dp (SA-weighted) 
K-τ 
Regression 
gradient 
K-τ 
Regression 
gradient 
dp (SA-weighted mean) 
Coefficient -0.130 -2.246   
Significance 0.264 0.731   
Compressive Strength 
Coefficient -0.034 -6.054 -0.451 -1.714 
Significance 0.780 0.698 0.000 0.000 
Strength (deviation from 
regression) 
Coefficient -0.170 -6.512   
Significance 0.163 0.555   
 
Figure 66 shows a plot of compressive strength versus dp for all lab-produced cements. There is 
a clear trend of reducing compressive strength with increasing mean particle diameter as 
expected from the K-τ correlation coefficient. It was assumed that the relationship was linear. 
It was determined to be 
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Mean compressive strength (MPa) = 52.690 – 1.714 dp  
where dp is the surface area-weighted mean particle size in microns. Analysis of variance found 
that the gradient was statistically significant as shown in Table 32, and the R-squared value 
was determined as 0.499. Figure 66 also shows the regression equation, and the 1 standard 
deviation confidence intervals. 
 
Figure 66: Compressive strength as a function of psd. The dotted lines represent the 68th percentile (1 standard 
deviation) 
Since it was not possible to fully control the particle size distribution (psd) of clinker during 
manufacture, it should be corrected for in the subsequent analysis. A ‘normalised’ compressive 
strength was devised to provide a new way of comparing the results. This normalised value was 
calculated by dividing the strength by the strength expected at that psd according to the trend 
line and then multiplying by the expected strength at 10 µm. This diameter was chosen 
because the median dp was 10.0 µm and the mean of 10.1 µm. 
The difference between the actual compressive strength and the line of regression was 
calculated and plotted as a function of alite mass fraction as measured by qXRD. There was a 
slight negative correlation but it was insignificant (sig. = 0.555). 
The existence of any correlation between alite mass fraction and particle size distribution was 
investigated; the K-τ value was -0.130, significance = 0.264 which suggests that there may be a 
slight negative correlation but it is statistically insignificant. This was backed up by a least-
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squares regression which found that the gradient had a significance of 0.731. No significant 
correlations between compressive strength and other major phases were found. 
These results are curious because the amount of alite in cement is thought to be important for 
its early compressive strength, as discussed in Subsection 5.2.1. This may be a reflection upon 
the quality of the qXRD rather than the clinkers themselves. 
From now on results for both the original compressive strength values and their normalised 
counterparts will be presented and discussed. Figure 67 shows the original results alongside 
the normalised results. 
Some types show a very slight difference between the original and normalised means, whereas 
some, such as Cemex and Types 5 & 11, show clear differences. 
Table 33 shows the mean and standard deviation of the original and normalised results. The 
results are similar, but Figure 67 shows that the standard deviation within individual Types is 
generally greater in the normalised case. 
 
Figure 67: Original and normalised compressive strength test results for all cement Types. ‘C’ refers to Cemex CEM 
1 cement and ‘B’ refers to cement made with belite sorbent as the calcareous raw material. The error bars represent 
one standard deviation above and below the mean. 
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Table 33: Mean and standard deviation for all compressive strength results, original & normalised, in Megapascals 
Measure Original results 
Normalised 
results 
Mean (MPa) 35.03 35.53 
Standard deviation 
(MPa) 
6.40 6.28 
 
7.5.3 Statistical significance of compressive strength results 
Since there is a large amount of variance in the results, it is important to determine whether 
the observed difference in mean values across the batches and cement Types can be explained 
by natural variation or whether the differences are statistically significant. A common test for 
this is analysis of variance (ANOVA). 
In essence, ANOVA identifies and compares two sources of variation: that within a set of 
samples, and that between two or more sets of samples. The hypothesis is normally that the 
means of the sets are different, with the null hypothesis being that those means are equal. The 
result is significant if the ratio of variance between groups to variance within groups, known as 
F, is greater than a certain F value determined by the degrees of freedom and the significance 
level, known as ‘critical F’ or Fcrit. 
In these tests there seem to be three potential sources of variation of compressive strength: 
1. Variation between cubes made from one batch of cement 
2. Variation between batches of cement of the same Type 
3. Variation between Types. 
This work aims to identify whether there are any differences between the means of each Type, 
and therefore whether the different conditions such as number of cycles that the sorbent spent 
within the CaL FBR affects the compressive strength of the cement. 
An important thing to realise is that these data suffer from psuedoreplication. True replicates 
have had an identical treatment applied to them one at a time; pseudoreplicates have had a 
treatment applied to them all at once. This means that they are not completely independent 
from each other (294). 
In this case, the twelve cubes made from one batch of cement are pseudoreplicates. The 
treatment (i.e. the synthesis and cube-making process) was applied to them all at the same 
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time. The different batches of the same Type of cement, on the other hand, are true replicates 
because the process was applied to each of them individually. 
For this reason, although the variation between cubes made from one batch of cement is easy to 
measure and communicate, it is of no import for the ANOVA between Types of cement. The 
means of the cubes in each batch can be used, and there are now only two sources of variation 
which are of interest and ANOVA can be used. 
ANOVA was performed in Microsoft Excel across the 39 mean values of the batches of cubes 
which were tested for compressive strength. The results are shown in Table 34. 
Table 34: Results of ANOVA of normalised 7-day compressive strength across cement Types 
Source of Variation SS df MS F P-value F crit 
Between Groups 849.52 12 70.79 2.50 0.02 2.15 
Within Groups 736.81 26 28.34    
Total 1586.33 38     
 
The p-value of less than 0.05 means that there are significant differences between at least some 
the mean values of the cement Types. To determine which differences are significant, 
Bonferroni’s comparisons were used. Bonferroni’s comparisons determine the relevant 
confidence intervals when several comparisons are to be taken, but not all the possible 
comparisons are required (Tukey’s or Scheffe’s comparisons would be used in that case) (295). 
Type 4 cement was chosen as the Type to which the others would be compared, but not all 
comparisons were performed because they were not necessary. This was for a good reason; 
there is little point comparing the results of two Types which have more than one variable 
which is different. Type 4, with standard conditions and composition for all variables, was the 
reference case and was used as such for the comparisons. 
The differences between the cements synthesised in the laboratory were not directly compared 
to the CEMEX CEM I cement because no findings of import would be found. It would be 
expected that the CEMEX cubes would have different strength because they were produced via 
a different process. However, that their strength is similar to those of the lab-synthesised 
cements illustrates that the synthesis method produces cement of similar quality to 
commercially-available cement. 
Table 35 shows the results of the Bonferroni’s comparisons. There is a significant difference 
when the difference between the mean values of the two Types (Yi – Yj) is larger than the 
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confidence interval (C.I.). The Types with means that are significantly different with Type 4’s 
mean are 5, 10 & B. 
Table 35: Results of the Bonferroni's Comparisons for normalised 7-day compressive strength 
Comparison Yi-Yj t_crit C.I. (C.I.)-( Yi-Yj) 
1v4 7.5 3.2 13.0 5.5 
3v4 5.2 3.2 14.6 9.4 
5v4 16.3 3.2 13.0 -3.3 
6v4 13.5 3.2 13.0 -0.5 
7v4 6.7 3.2 12.2 5.5 
8v4 2.7 3.2 18.5 15.7 
10v4 12.9 3.2 13.0 0.2 
Bv4 16.3 3.2 14.6 -1.7 
 
Type 5 is clinker made in an atmosphere where both calcination and carbonation take place in 
15% CO2, 85% air. Type 10 is where coal has been added to the sorbent during each of five 
calcinations. Type B is clinker made with belite sorbent as the source of calcium and some of 
the silica rather than using CaO. 
The comparisons that are not significant are those relating to the number of cycles the CaO 
sorbent underwent (Types 7 & 8 versus Type 4), the raw materials (Types 1 & 3 versus Type 4) 
and whether the CaO was removed from the fluidised bed after three cycles, cooled, stored 
overnight and then returned to the fluidised bed for the final two cycles (Type 6 versus Type 4). 
These differences, along with those in the qXRD analysis, are described in more detail in the 
next section. 
7.6 Effect of experimental variables on the quality of clinker 
7.6.1  Effect of raw meal recipe 
Three different raw meal recipes were used: a mixture of pure oxides, a mixture of clay and 
pure oxides, and another clay-oxide mixture with a different composition. The first two were 
designed to have the same lime saturation factor (LSF), silica ratio (SR) and alumina ratio 
(AR). Definitions of the LSF, SR and AR can be found in Appendix Subsection 11.7.3, Equation 
27 to Equation 29, page 320. 
Error! Not a valid bookmark self-reference. shows the results. Apart from the badly clinkered 
cement, the alite and belite mass fractions across these experiment types are similar. The 
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aluminate and ferrite mass fractions vary slightly more. However, the results for all three of 
these experiment types are within acceptable bounds. 
Table 36: Effect of different raw meal compositions on clinker phase composition 
Recipe Oxides 
Oxides (bad 
clinkering) 
Normal clay 
Different 
clay 
Experiment Type 1 11 4 3 
Experiment numbers 
002 
006 
007 
004 
005 
010 
011 
012 
008 
009 
  Mean SD Mean SD Mean SD Mean SD 
Mass fraction 
Alite 0.59 0.034 0.46 0.022 0.60 0.017 0.62 0.014 
Belite 0.22 0.037 0.33 0.002 0.21 0.030 0.19 0.027 
Aluminate 0.09 0.047 0.09 0.019 0.10 0.009 0.07 0.005 
Ferrite 0.10 0.014 0.08 0.009 0.10 0.006 0.13 0.047 
CaO 0.01 0.006 0.05 0.011 - - 0.00 0.002 
Compressive Strength 
(MPa) 
Original 37.0 3.7 32.0 2.6 44.5 2.6 39.4 0.1 
Normalised 38.0 3.4 36.8 6.3 44.8 6.7 36.6 1.9 
 
Using a mixture of clay and oxides appeared to produce better quality clinker than pure oxides. 
There did not seem to be much of a difference in the mass fraction of various phases in the clay 
and pure oxide clinkers, but this may hide other compositional factors. For example, Subsection 
5.2 discussed the partitioning of elements between different phases according to their 
concentration and the presence of other minor elements. Some of these elements will have 
ended up in the four main phases; in the clay-based clinkers the extra magnesium may have 
replaced calcium. The other destination of these minor elements is other minor phases such as 
periclase and alkali oxides. The former is unlikely to occur because even when using the clay 
there is not enough to fully saturate the alite phase; 0.5–2.0% is typical (185). Alkali oxides 
may form, and in cement plants they tend to vaporise and condense in the preheaters and 
return to the raw meal. In the laboratory, any alkalis doing the same are unlikely to re-enter 
the clinker due to the batch-wise production process; there is no loop through which they can 
return. The unavailability of software with which to identify the minor phases in the clinker 
makes it difficult to understand the exact reason for this marked difference. That said, the 
blends of raw materials were designed to provide identical lime saturation factors and 
aluminate and silica ratios. 
As shown in Section 7.5.3, the differences between the mean compressive strengths of Type 4 
and the other Types were not found to be statistically significant. This is surprising considering 
that composition is thought to be an important factor in cement’s compressive strength (185). 
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7.6.2 Effect of number of cycles 
These tests investigated whether the use of the FBR affected the results, and whether the 
number of cycles in the FBR also affected them. The results are shown in Table 37. 
Normal cement is not made from limestone calcined separately from the rest of the raw meal. 
To investigate any effects of this separate calcination a separate experiment type (Type 9) was 
developed which used the equivalent amount of limestone rather than lime. A small particle 
size was used for this (<90 µm) to ensure that the mixture was as homogeneous as possible. The 
bricks were made in the same way as with calcined raw meal, but the extra volume occupied by 
the limestone meant that a less clinker could be made in one batch. Four batches were made, 
but L03 is excluded from this analysis as an outlier due to its particularly low alite 
concentration and compressive strength. Clinker made from CaO calcined once in the FBR (0 
cycles, Type 7) and CaO looped ten times (Type 8) were also made and their results are also 
shown in Table 37. 
Table 37: Effect of using limestone or lime in the raw meal, and the effect of the number of calcium looping cycles on 
clinker phase composition 
Recipe Clay/CaCO3 Clay/CaO Clay/CaO Clay/CaO 
Number of cycles 0 0 5 10 
Experiment Type 9 7 4 8** 
Experiment numbers 
L01 
L02 
L03* 
L04 
019 
020 
021 
023 
010 
011 
012 
024 
025 
026 
  Mean SD Mean SD Mean SD Mean SD 
Mass fraction 
Alite 0.76 0.042 0.73 0.037 0.60 0.017 0.72 0.072 
Belite 0.08 0.027 0.08 0.032 0.21 0.030 0.10 0.054 
Aluminate 0.08 0.018 0.11 0.016 0.10 0.009 0.09 0.016 
Ferrite 0.08 0.019 0.08 0.006 0.10 0.006 0.09 0.033 
Compressive Strength Original 38.9 2.1 37.8 2.3 44.5 2.6 24.7 2.0 
 Normalised 35.4 3.7 37.8 4.3 44.8 6.7 41.8 - 
* Not included in the averages due to being an outlier 
** No compressive strength measurements were performed for 025 and 026. 
Although the XRD results suggest high levels of alite in the Type 7, 8 & 9 clinkers (72–76 wt%) 
it is unlikely that this is actually the case due to the difference in set-ups for these analyses 
compared with those for Type 4 (60 wt%), as discussed in Subsection 7.4. 
The XRD results across Types 7, 8 & 9 can be better compared to each other than with Type 4 
because they used the same diffractometer setup. Looking at these results, alite mass fraction 
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seems to reduce with increasing numbers of calcinations. Belite varies quite widely (8–21%) but 
the aluminate and ferrite mass fractions seem to be quite stable across the experiment types. 
Bonferroni’s comparisons of the mean normalised 7-day compressive strengths of these Types 
found no significant differences. This suggests that the number of cycles through which the 
CaO sorbent is passed has little effect on the compressive strength of cement made with the 
sorbent. 
7.6.3 Effect of atmosphere 
Some experiments in 15% CO2 and 85% air in both calcination and carbonation were 
performed. This helps to compare results with previous experiments by Charles Dean but also 
to investigate the effect of the atmosphere on the quality of the cement. Table 38 shows the 
results. 
Table 38: Effect of atmosphere on the phase mass fractions of clinker and compressive strength of cement 
Recipe Normal Clay Normal Clay 
Atmosphere CaL 15% CO2 
Experiment Type 4 5 
Experiment numbers 
010 
011 
012 
013 
014 
015 
  Mean SD Mean SD 
Mass fraction 
Alite 0.60 0.017 0.62 0.020 
Belite 0.21 0.030 0.21 0.024 
Aluminate 0.10 0.009 0.8 0.008 
Ferrite 0.10 0.006 0.9 0.015 
Compressive Strength 
Original 44.5 2.6 28.2 1.9 
Normalised 44.8 6.7 36.0 7.6 
 
Although the qXRD results are quite similar, there is a large and significant difference between 
the compressive strength mean values before and after normalisation. The reason for this is 
unclear; the CaL calcination atmosphere was not expected to make such a large difference on 
the strength of the cement. 
7.6.4 Effect of combusting coal in the fluidised bed 
Coal was combusted in the bed of Type 10 experiments to identify the effect that this can have 
on the quality of the clinker. The results are shown in Table 39. There is a significant difference 
between the compressive strengths of Type 4 and Type 10 cements as shown in Subsection 
7.5.3. 
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The use of coal could have caused a build-up of various elements which reduce cement quality. 
Many of these have been mentioned above when discussing the differences between clay and 
pure oxides, and also in Charles Dean’s thesis, which offers much detail. It is also possible, but 
unlikely, that the calcium oxide morphology changed and this affected the clinkering process. 
Subsection 7.7 describes the results of trace element analysis performed on these samples. 
Table 39: Effect of the use of coal on the phase mass fractions of clinker and compressive strength of cement 
Recipe Normal Clay Normal Clay 
Coal per cycle (g) 0 2 
Experiment Type 4 10 
Experiment numbers 
010 
011 
012 
028 
029 
034 
  Mean SD Mean SD 
Mass fraction 
Alite 0.60 0.017 0.66 0.074 
Belite 0.21 0.030 0.13 0.049 
Aluminate 0.10 0.009 0.11 0.026 
Ferrite 0.10 0.006 0.09 0.035 
Compressive Strength 
Original 44.5 2.6 31.0 2.3 
Normalised 44.8 6.7 31.7 7.9 
 
7.6.5 Effect of using belite sorbent in the raw meal 
The difference in mean compressive strength of Type 4 and Type B is statistically significant (α 
= 0.05). This may have been because B02 had a particularly low surface area-weighted mean 
particle diameter of 5.1 µm. Considering that Anderegg & Hubbell’s tests found that the 
particles reacted in a shrinking core manner at 1.7–2.6 µm per week, it is possible that many of 
the particles were already fully reacted in the course of the week’s curing and strength 
development tailed off faster than would be otherwise expected, that is, the trend in 
compressive strength growth could not be adequately described using the linear relationship 
previously determined in Subsection 0. 
Table 40 shows the results for Type 4 clinker and clinker formed from the synthetic belite 
sorbent (Type B). It should be noted that only samples B01 and B03 were subjected to 
compressive strength tests, and only samples B03, B04 and B05 were tested in the 
diffractometer. The values given are means of those groups.  
The difference in mean compressive strength of Type 4 and Type B is statistically significant (α 
= 0.05). This may have been because B02 had a particularly low surface area-weighted mean 
particle diameter of 5.1 µm. Considering that Anderegg & Hubbell’s tests found that the 
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particles reacted in a shrinking core manner at 1.7–2.6 µm per week, it is possible that many of 
the particles were already fully reacted in the course of the week’s curing and strength 
development tailed off faster than would be otherwise expected, that is, the trend in 
compressive strength growth could not be adequately described using the linear relationship 
previously determined in Subsection 0. 
Table 40: Effect of the use of belite sorbent as a raw material on the phase mass fractions of clinker and compressive 
strength of cement 
Recipe Normal Clay Belite 
Cycles 5 0 
Experiment Type 4 B 
Experiment numbers 
010 
011 
012 
B01 
B02 
B03 
B04 
B05 
  Mean SD Mean SD 
Mass fraction 
Alite 0.60 0.017 0.71 0.039 
Belite 0.21 0.030 0.10 0.030 
Aluminate 0.10 0.009 0.08 0.009 
Ferrite 0.10 0.006 0.11 0.011 
Compressive Strength 
Original 44.5 2.6 28.3 1.4 
Normalised 44.8 6.7 27.8 8.3 
 
Alternatively, the form in which the raw materials were provided in the homogenised raw meal 
brick may have affected the kinetics and chemistry during clinkering. It is known that various 
impurities concentrate in the main phases, but the existence of belite in the HRM may have 
facilitated different partitioning of the elements between the phases than in the other clinkers. 
However, this cannot be easily tested. 
7.7 Trace element analysis 
Eight elements were analysed: zinc, chromium, sodium, potassium, magnesium, strontium, 
nickel and copper. Of these, sodium, potassium and magnesium can occur in clinker in 
relatively high concentration and are known as minor elements. The others are usually no more 
than trace. Chromium is present in quite high concentrations in stainless steel so it may be 
possible to determine whether the grinding procedure leads to some metal from the grinding 
balls entering the clinker. Copper, zinc, strontium and nickel were tested by Charles Dean so 
including them provides some comparability. 
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7.7.1 Raw materials 
The trace elements in the clay, limestone, silica and alumina were analysed. The tests of the 
iron oxide raw material were unsuccessful and a lack of time prevented repeats being 
performed. Figure 68 shows the results.  
It is clear from these results that clay is the main source of the minor elements. This is not 
surprising since the other raw materials are marketed as relatively pure oxides or carbonates. 
Longcliffe Longcal limestone has a small amount of magnesium (1100 ppm) as would be 
expected from any natural limestone since those elements often coexist. There are small 
amounts (ca. 1200 ppm) of potassium and sodium in the silica and alumina, respectively. Much 
smaller amounts of the trace elements exist across all the raw materials. 
 
Figure 68: Minor and Trace elements within the raw materials. The left graph shows the minor elements 
and the right graph the trace elements 
7.7.2 Pure oxide clinkers 
Several clinkers were made with pure oxide raw materials. The results are shown in Figure 69. 
There are large amounts of magnesium in all clinkers, which is to be expected since lime makes 
up a large proportion of the clinker. The amount of potassium within the clinkers appears to 
vary quite wildly. This may be due to slightly different conditions during clinkering leading to 
more or less volatilisation. In that case it would be expected that samples 004 and 005 which 
may have been partially clinkered should have a lower potassium content; however, sample 5 
does not show this and has a significantly lower potassium content than samples 002 and 004 – 
520 versus 1210 and 1130 ppm, respectively. Sample 003 has a potassium content similar to 
that of 005 (460 ppm). 
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Very little copper, zinc or nickel appears in the clinker. The sodium content is slightly higher in 
004 and 005 than 002 and 003, although this difference is not significant (significance = 0.23). 
The strontium content remains relatively stable across all four clinkers at around 175 ppm. 
The zinc value in the silica samples is negative. This may be due to an issue with the blank for 
this sample, and suggests that the other values for silica may be inaccurate. However, the other 
elements do not seem to have nearly as much variation as zinc. This suggests that the problem 
is likely to be present only in the zinc measurements. 
The chromium content of the clinkers also shows variation. This time only 005 seems to be 
different from the rest, and ANOVA confirms this (significance = 10-4). In fact, 005 had to be 
ground twice after clinkering to obtain a suitable powder. This almost doubling of the 
chromium content may be due to stainless steel from the grinding media entering the clinker 
powder. Stainless steel is generally more than 10.5 wt% Cr, so even a small amount of steel 
entering the clinker could cause this. Assuming 10 wt% Cr stainless steel and 40 g clinker, 
around 0.12 g steel from the mill’s balls and jar and ball would be required to increase the Cr 
concentration by the 300 ppm difference between the concentration of 005 and the other 
clinkers. This seems like a large amount but is technically possible. 
 
Figure 69: Minor and Trace elements within the pure oxide clinkers. The left graph shows the minor 
elements and the right graph the trace elements 
 
7.7.3 Clinkers made with clay 
Three clinkers made with clay, but not exposed to coal combustion in the FBR, were tested in 
the trace element analysis campaign. These were 008, 009 and 010 and the results are shown 
in Figure 70 alongside those for Cemex CEM 1 cement (rather than clinker). 
Page 218 of 339 
 
Much greater levels of potassium, magnesium and sodium are present in the clinkers than 
were in the pure oxide versions. This is probably due to the use of clay in the raw meal to 
replace most of the alumina, iron oxide and silica used previously. The chromium levels are 
around the same as the pure oxide clinkers but significantly higher than in the Cemex cement. 
This may be due to the erosion of the grinding media as discussed before.  
Interestingly, the potassium content of the laboratory-synthesised clinkers is much higher than 
those of the Cemex cement. The clay used to make them comes from the same quarry as the 
clay used for making CEM 1 at Rugby cement plant, but it may be that a different stratum of 
clay, or a blend of clays, was used in that cement plant. The increased levels of copper, nickel, 
strontium and zinc in the Cemex CEM 1 are likely to have come from alternative fuel 
combustion in the kiln, as shown by Charles Dean in his thesis. 
 
Figure 70: Minor and Trace elements present in Cemex CEM 1 and clinkers made with clay as a raw 
material. The left graph shows the minor elements and the right graph the trace elements 
 
7.7.4 Clinkers made in the presence of coal combustion 
Clinkers 027, 031 and 033 were tested for trace elements. These three clinkers had been made 
with lime cycled in the FBR five times, with 2 g coal being added to the top of the reactor 
during each calcination. Figure 71 shows the results. The results are similar to those of the 
clinkers in Subsection 7.7.3. It is likely that only a small amount of coal ash, if any, entered the 
clinker. 
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Figure 71: Minor and Trace elements in Cemex CEM 1 and clinkers made with lime calcined in the presence 
of coal. The left graph shows the minor elements and the right graph the trace elements 
 
7.7.5 Comparison across Types 
Figure 72 shows a summary of all of the results for trace element analysis. The laboratory 
clinkers are segregated as per the subsections above. 
 
Figure 72: comparison across Types of clinker tested. The left graph shows the minor elements and the right 
graph the trace elements 
It is clear that the use of different raw materials has a major effect on the minor and trace 
element concentrations. The pure oxide clinkers tended to have less of each element except 
nickel and zinc. As previously mentioned, it is believed that the chromium level has more to do 
with the inherent hardness of the clinker and thus the number of times it was ground and the 
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amount of grinding media erosion rather than being directly affected by the raw meal and fuel’s 
chromium content. 
The magnesium, sodium and nickel contents of the laboratory-synthesised clinkers were 
similar to that of Cemex CEM 1. Strontium was much higher in the commercial cement, which 
may have been caused by fuel ash or the gypsum in the cement. 
7.8 Discussion of results 
Despite the lack of confidence around the qXRD tests, relatively good results were obtained 
from the compressive strength and trace element analyses. 
7.8.1 Compressive Strength tests 
The difference between some of the means normalised 7-day compressive strength values for 
the different cement Types are statistically significant and there are some interesting 
comparisons that provide information about the suitability of integrating calcium looping with 
Portland cement manufacture. Of particular interest is that there were no significant 
differences between the means for the clinker made from 0-cycle, 5-cycle and 10-cycle CaO. This 
suggests that the number of calcium looping cycles through which the calcareous raw material 
for Portland cement manufacture passes does not appreciably affect the compressive strength 
of the resulting cement. 
Despite their size, the silicone moulds were superior to anything that could have been made 
from steel at that scale. These moulds are highly recommended as useful for producing many, 
very similar cubes in a form where they can be easily demoulded. They are also cheap 
compared with steel moulds. If there were serious concerns about the flexibility of the mould 
leading to non-perfect cubes an alternative plastic could be used. Vacuum forming or additive 
manufacturing could produce these cheaper and faster than building the steel equivalent in a 
workshop. 
Another way to improve the results would be to further investigate the effect of particle size 
distribution on the compressive strength of the mortar. The problem could be reduced by 
finding a grinding method through which the particle size can be better controlled. 
Increasing the water to cement ratio may allow for better filling of the moulds due to the lower 
viscosity. The resulting cubes would have a lower compressive strength, but as long as the 
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method was changed and all future cubes were tested with the new w/c ratio and not directly 
compared to those in this thesis there would not be a problem. 
7.8.2 XRD results 
The XRD analysis was hampered by the error when setting up the diffractometer. This was a 
mistake that should not have been made; the importance of the slit size should have been 
identified during pre-experimental research. The samples are still available so if there is the 
time, money and motivation to re-test the clinkers this would be possible. 
It is relatively certain that most clinkers had acceptable mass fractions of the four main 
phases. Despite the issues with the diffractometer setup, the results on either side of the slit 
change (after sample 015) show relative good agreement between each other; although their 
mean alite mass fractions are 58% and 71%, their coefficients of variance were 9.5% and 10.8%, 
respectively. 
However, the large difference between the two mean values suggests that the qXRD cannot be 
trusted. Although the goodness of fits for the first fourteen clinkers are generally better than 
for the other clinkers, there is still uncertainty as to what the true value actually is. 
Improvements to the quality of the results can be made in three ways: using an internal 
standard, decreasing the slit size and increasing the scan time. 
7.8.3  Trace element analysis 
The trace element analysis was performed successfully. It has shown that the grinding method 
is likely to have contaminated the clinker with chromium and potentially other elements. 
No compositional effects from adding coal to the FBR were observed, despite the apparent effect 
on the compressive strength. This appears to be an anomaly and more tests would be required 
to determine why this occurred. The significant difference in compressive strength between 
Types 4 & 10 could have been a Type 1 error in the ANOVA and the production of a larger 
sample size could shed light on this inconsistency. 
Apart from that, it is clear that the majority of the magnesium, potassium and sodium from the 
raw materials remained in the clinker. Interestingly, the Cemex cement had a much lower 
concentration of potassium than the laboratory-synthesised cements. The alternative result 
was predicted, but there are reasons why this could happen. If the Cemex cement were made 
with a blend of raw materials with a lower potassium content than those of the laboratory 
clinkers, this would naturally happen. Alternatively, the batch-wise, pressed brick method may 
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act to retain potassium within the brick and prevent it from vaporising, whereas the 
pyroprocessing of the raw meal powder may not cause such effects. 
7.9 Conclusions 
The compressive strength of cement was affected by several of the variables investigated. Those 
which showed a statistically significant difference were: atmospheric composition in the FBR; 
addition of coal to the FBR during sorbent calcinations; and the use of belite sorbent rather 
than CaO as the calcareous raw material. 
Only small differences in compressive strength between the cements made with 0-cycle, 5-cycle 
and 10-cycle sorbent as a raw material were observed, and these were not found to be 
statistically significant (α = 0.05). 
The quantitative phase analysis via XRD (qXRD) was inconclusive because of the issues 
surrounding the setup of the diffractometer and the lack of adequate phase identification 
software. In future, more careful setup of the diffractometer could produce more useful 
diffraction patterns which could be better analysed to produce better quantitative results. 
Additionally, the use of an internal standard could assist in the quantification. 
The trace element analysis showed that many of the trace elements from the raw materials 
remained in the clinker and could be observed and measured. Grinding with stainless steel 
media caused an increase in the chromium content of the clinker, probably from erosion of the 
grinding media. 
Whether the mixing of coal bottom ash with the CaO sorbent during injection of coal into the 
FBR was successful was inconclusive, since there were only very minor changes in the 
elemental makeup of the clinkers, but the compressive strength tests found a statistically 
significant difference between Type 4 (no coal) and Type 10 (coal). 
The particle size distribution of the clinker is a major determinant of cement cube strength; by 
calculating the surface area-weighted mean particle diameter, this can be controlled for 
through normalisation of the results to a particular particle diameter. 
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 Conclusions 8
The production of cement produces large amounts of carbon dioxide which is emitted to the 
atmosphere. During use as a construction material, cement is hydrated. These new phases 
carbonate over time, and can absorb relatively large amounts of carbon dioxide from the 
atmosphere. 
The rate at which the CO2 is absorbed is dependent upon several variables such as cement 
type, the porosity and the exposure conditions of the concrete, among others. Using a large set 
of carbonation measurements from the literature, it was possible to build models which can 
determine the difference in carbonation rate between various conditions and compositions. The 
overall rate depends on some random factors, which were gathered together as being unique to 
the author of each publication which reported results. The distribution of the carbonation rate 
constant appears to be roughly exponential. 
Using these models of concrete carbonation alongside other data sources, it was possible to 
estimate the amount of CO2 absorbed by all of the world’s concrete over time. The best guess for 
2012 was 136 Mt CO2/y, rising to 397 Mt/y in 2050. This is equivalent to around 2–3% of the 
total global GHG emission rate in 2050 consistent with a 1.5 K temperature rise by 2100. 
Measuring carbonation as a percentage of direct emissions from cement manufacture, it could 
rise from 4% in 2012 to 15–30% in 2050 depending of cement production and application of CCS 
in the cement industry. However, it is very unlikely that carbonation of concrete will absorb 
more CO2 than is emitted from cement manufacture. 
There are several carbon capture technologies suitable for application in the cement industry. 
There are important differences between electricity generation and cement manufacture that 
alter the competitiveness of the technologies. Furthermore, process-specific issues have not 
been solved in many of the processes, meaning that deployment in the cement sector is further 
away than in electricity generation. 
Further development of several of the carbon capture technologies in the cement industry 
requires a significant financial and time investment from backers. Many have reached the 
point where university-based research is not sufficient to progress to greater technology 
readiness levels. 
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Despite this, there are few alternatives for the cement sector if it wishes to reduce its CO2 
emissions. The continued increase in global cement demand is likely to outpace emission 
intensity reductions from actions such as energy efficiency, fuel switching and clinker 
substitution. CCS is the only viable option which enables continued use of Portland cement in 
its traditional form and applications whilst reducing absolute CO2 emissions from the sector. 
Synchronising refurbishment or replacement of cement plant units with carbon capture 
installation could save much shutdown time and still allow countries such as the UK to meet 
stringent reduction targets. The effect of policy failures and successes was investigated and the 
delay of the commercialisation of capture technologies in the cement sector could lead to either 
over-emission or the necessity to perform extra plant shutdowns at extra cost, increasing the 
overall levelised cost of CO2 emission avoidance. 
Calcium looping is a promising carbon capture technology for the cement industry, but there 
are doubts about whether integration of the processes will reduce the quality of the clinker 
produced. An improved experimental procedure which better simulates the conditions in a 
calcium looping plant and a cement plant was developed. Clinkers made with and without 
calcium looping having been performed on their calcareous raw material were tested. Tests of 
the compressive strength of mortar made with various types of cement found that differences 
between the strength of cement made with CaO which had been looped 0, 5 and 10 times were 
statistically insignificant. 
Significant differences in strength were found between cements which had been made with 
CaO calcined in different atmospheres or that had been subject to coal combustion during 
calcination. Cement made with the belite sorbent was also found to be significantly weaker 
than cement made with clay and CaO. 
Differences in the trace element compositions were observed between clinkers made with pure 
oxide raw materials and a mixture of oxides and clay. The stainless steel grinding media were 
identified as the probable source of varied chromium concentrations in the clinkers. 
Since no significant differences between clinkers made with looped and non-looped CaO could 
be identified, it is reasonable to conclude that applying CaL to cement plants is unlikely to lead 
to the production of lower quality clinker.  
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 Suggestions for future work 9
9.1  Carbonation of concrete 
The data used in the statistical analysis of the carbonation rate of concrete was not particularly 
good quality because it was generated by many different researchers who did not all measure 
carbonation in the same manner, did not measure the same influencing variables and who 
reported their results in different formats. Ali & Dunster produced a good set of internally 
consistent results, but more tests are required to produce more good-quality results. The 
successes and failures of that work should act as a model on which new studies can design and 
improve data generation. Furthermore, tests which quantify the effect of different types and 
weight fractions of SCMs should be undertaken so that the microstructural effects of these 
materials, as well as their different calcium contents, can be understood when quantifying the 
amount of CO2 being absorbed and the rate at which carbonation moves through the concrete. 
The global absorption model suffered from having to make so many assumptions. If more data 
sets about for example concrete thickness and representative building lifetimes were found, 
and perhaps a sector-based model of cement demand could be developed, the results would 
become more defensible. This information is likely already collected by cement industry trade 
associations such as the MPA and Portland Cement Association in the USA (PCA) so 
collaboration with these organisations may provide a way to include it. The model contains 
much flexibility; for example, if a model of the rate of carbonation contained a compressive 
strength term and a data set describing the strength of concrete of different types built in 
different years could be obtained, all of that information could be put into the model with very 
little change to the internal workings. 
9.2  Bottom-up modelling 
The bottom-up model is quite crude but has still produced some interesting results. There are 
some variables which were not investigated. For example, providing some leeway around when 
kilns are replaced could improve the model by better simulating the decisions made in industry. 
Including an economic dimension within the model could also contribute to better simulation. 
Expanding the model beyond the UK or beyond the cement sector – or both – could investigate 
whether the similarity of the top-down pathways to the bottom-up pathways occurs in most 
sectors and countries or whether the UK cement industry is a special case. 
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9.3  Quality of calcium looping sorbent-derived cement 
First, confirming that the XRD diffractometer setup is suitable for quantitative phase analysis 
could take little time but ensure that the results are useful. A more time- and labour-intensive 
alteration could be the use of an internal standard. 
Further development of the compressive strength tests could improve the performance of the 
tests. The new method is useful because of the requirement for only a small amount of cement, 
but it is not clear whether averaging across twelve cubes provides much benefit. Slightly 
increasing the size of each cube may help by making filling the mould and removing air pockets 
easier. An optimal cube size may exist which allows both good quality cubes to be made whilst 
ensuring that enough are made so that a relatively good understanding of the natural 
distribution of the test can be obtained. 
Changing the w/c ratio of the mortar may also improve the filling of the mould and allow better, 
less variable results to be obtained. However, this would render all tests which have already 
been performed at w/c = 0.5 incompatible with the new ones. 
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International Symposium on the Chemistry of Cement. 1968. pp. 394–401.  
80.  Bier TA. Influence of type of cement and curing on carbonation progress and pore 
structure of hydrated cement paste. In Cambridge Univ Press; 1986 [cited 2016 Jun 14]. 
pp. 123–134. Available from: 
http://journals.cambridge.org/action/displayAbstract;jsessionid=29AA1506FBAC2FA164
ECA62056F79F7A.journals?fromPage=online&aid=8144484 
81.  Wierig H. Longtime studies on the carbonation of concrete under normal outdoor 
exposure. Proc RILEM Hann Univ. 1984; pp. 239–49.  
82.  Walz K, Manns W, Hartmann E. Witterungsbeständigkeit von Beton. 2. 
Untersuchungen an rd. 30 Jahre im Freien gelagerten Betonplatten. Dtsch Ausschuß 
Für Stahlbeton. 1977; p. 274.  
83.  Gebauer J. Some observations on the carbonation of fly ash concrete. Silic Ind. 1982;47: 
pp. 155–159.  
84.  Raphael M, Shalon R. A Study of the Influence of Climate on Corrosion of 
Reinforcement. In: Proceedings of the RILEM Symposium on Concrete and Reinforced 
Concrete in Hot Countries. RILEM; 1971.  
85.  Kashino N. Investigation into the limit of initial corrosion occurrence in existing 
reinforced concrete structures. In: Sneck T, Kaarresalo A, editors. Valtion teknillinen 
tutkimuskeskus; 1984. pp. 176–186.  
86.  Tuutti K. Corrosion of steel in concrete. Cement and Concrete Research Institute; 1982 
[cited 2016 Jun 14]. Report No.: 0346–6906. Available from: 
http://trid.trb.org/view.aspx?id=194388 
87.  Frearson J. The Problem: Identification and interpretation of concrete bridges in the 
UK. In: Symposium on Concrete Bridges: Investigation, Maintenance and Repair. The 
Concrete Society; 1985.  
88.  LeSage De Fontenay C. A study of the effect of concrete admixtures, concrete 
composition and exposure conditions on carbonation in Bahrain. In Proceedings of the 
1st International Conference on Deterioration and Repair of Reinforced Concrete in the 
Arabian Gulf 1985. pp. 467–483.  
89.  Nagataki S, Ohga H, Kim EK. Effect of curing conditions on the carbonation of concrete 
with fly ash and the corrosion of reinforcement in long term tests. In 1986. pp. 521–540.  
90.  Commissie Voor Uitvoering Van Research Voorschriften Beton (CUR - VB). Report 118 
— Survey Of Deterioration Of Concrete Surfaces Of Residential Buildings. 1984.  
91.  Clifton JR. Predicting the remaining service life of concrete. Oak Ridge, TN: National 
Institute of Standards and Technology; 1991 Nov p. 85.  
Page 234 of 339 
 
92.  Koch GSJ, Link RF. Statistical Analysis of Geological Data. Mineola, N.Y: Dover 
Publications; 2002. 832 p.  
93.  Indelicato F. Estimate of concrete cube strength by means of different diameter cores: A 
statistical approach. Mater Struct. 1997 [cited 2016 Jun 14];30: pp. 131–138. Available 
from: http://dx.doi.org/10.1007/BF02486384 
94.  Sikkel MB, MacLeod KT, Gordon F. Letter by Sikkel et al regarding article, ‘Late 
sodium current inhibition reverses electromechanical dysfunction in human 
hypertrophic cardiomyopathy’. Circulation. 2013 Sep 3;128(10):e156.  
95.  Gelman A, Hill J. Data Analysis Using Regression and Multilevel/Hierarchical Models. 
Cambridge University Press; 2006 [cited 2016 Feb 26]. 648 p. Available from: 
http://www.cambridge.org/us/academic/subjects/statistics-probability/statistical-theory-
and-methods/data-analysis-using-regression-and-multilevelhierarchical-models 
96.  IBM SPSS Statistics. IBM Corporation; [cited 2016 Apr 7]. Available from: 
http://www.ibm.com/analytics/us/en/technology/spss/ 
97.  British Standards Institute. BS EN 197-1: Cement. Composition, specifications and 
conformity criteria for common cements. London: British Standards Institute; 2011 Sep 
[cited 2016 Apr 7]. Available from: 
https://bsol.bsigroup.com/Bibliographic/BibliographicInfoData/000000000030331489 
98.  Thijssen C. The technical quality of post-war multi-family housing in the social rented 
sector in the Netherlands. J Hous Built Environ. 1991 [cited 2016 Feb 26];6(3): pp. 253–
273. Available from: http://www.springerlink.com/index/713hjpg7887n6043.pdf 
99.  Edenhofer O, Pichs-Madruga R, Sokona Y, Farahani E, Kadner S, Seyboth K, et al. 
Climate Change 2014: Mitigation of Climate Change: Contribution of Working Group III 
to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. 
Camb Univ Press Camb U K N Y NY USA. 2014;  
100.  Collins F. Inclusion of carbonation during the life cycle of built and recycled concrete: 
influence on their carbon footprint. Int J Life Cycle Assess. 2010 [cited 2016 Jun 14];15: 
pp. 549–556. Available from: http://dx.doi.org/10.1007/s11367-010-0191-4 
101.  Gajda J. Absorption of Atmospheric Carbon Dioxide by Portland Cement Concrete. 
Skokie, IL: Portland Cement Association; 2001 p. 22. (Research & Development 
Information). Report No.: R&D Serial No. 2255a.  
102.  Kelly TD, van Oss HG. Cement Statistics. Historical Statistics for Mineral and Material 
Commodities in the United States. 13 [cited 2016 Apr 7]. Available from: 
http://minerals.usgs.gov/minerals/pubs/commodity/cement/ 
103.  United National Industrial Development Organisation (UNIDO). Statistical Databases. 
2013 [cited 2016 Apr 7]. Available from: 
http://www.unido.org/resources/statistics/statistical-databases.html 
104.  World Bank. Population, Total. Data | The World Bank. [cited 2016 Feb 25]. Available 
from: http://data.worldbank.org/indicator/SP.POP.TOTL 
105.  Sika Services AG. Sika Concrete Handbook. Zurich; 2013 [cited 2016 Jun 7]. 257 p. 
Available from: 
Page 235 of 339 
 
https://www.sika.com/content/dam/dms/cconstr01/9/Sika%20Concrete%20Handbook%20
2013.pdf 
106.  Elzinga D, Bennett S, Best D, Burnard K, Cazzola P, D’Ambrosio D, et al. Energy 
Technology Perspectives 2015: Mobilising Innovation to Accelerate Climate Action. 
Paris: International Energy Agency; 2015 [cited 2016 Jun 14]. Available from: 
http://www.iea.org/etp/etp2015/ 
107.  Müller N, Harnisch J. A blueprint for a climate friendly cement industry. Gland, 
Switzerland: WWF International; 2008 Dec [cited 2016 Jan 14]. Available from: 
http://wwf.panda.org/about_our_earth/all_publications/?151621/A-blueprint-for-a-
climate-friendly-cement-industry 
108.  Scenarios for transition towards a low-carbon world in 2050: What’s at stake for heavy 
industries? Executive Summary. Paris: Institut du développement durable et des 
relations internationales (Institute of Sustainable Development and International 
Relations); 2008 Nov [cited 2016 Apr 7] p. 6. Available from: 
http://www.iddri.org/Publications/Rapports-and-briefing-papers/08_Fonddri_summary-
for-industiral-decision-makers.pdf 
109.  Cloete S. Evaluating Fifteen Years of IEA Energy Forecasts. 2014 [cited 2016 Feb 23]. 
Available from: http://www.theenergycollective.com/schalk-cloete/2172041/evaluating-
fifteen-years-iea-energy-forecasts 
110.  Thiery M, Dangla P, Belin P, Habert G, Roussel N. Carbonation kinetics of a bed of 
recycled concrete aggregates: A laboratory study on model materials. Cem Concr Res. 
2013 Apr [cited 2016 Jan 18];46: pp. 50–65. Available from: 
http://www.sciencedirect.com/science/article/pii/S0008884613000124 
111.  Levenstein MC, Suslow VY. What Determines Cartel Success? J Econ Lit. 2006 [cited 
2016 Jan 23];44(1): pp. 43–95. Available from: http://www.jstor.org/stable/30032296 
112.  Demailly D, Quirion P. European Emission Trading Scheme and competitiveness: A case 
study on the iron and steel industry. Energy Econ. 2008 Jul [cited 2016 Jan 23];30(4): 
pp. 2009–2027. Available from: 
http://www.sciencedirect.com/science/article/pii/S0140988307000230 
113.  Chen C, Habert G, Bouzidi Y, Jullien A, Ventura A. LCA allocation procedure used as 
an incitative method for waste recycling: An application to mineral additions in 
concrete. Resour Conserv Recycl. 2010 Oct [cited 2016 Jan 24];54(12): pp. 1231–1240. 
Available from: http://www.sciencedirect.com/science/article/pii/S0921344910000935 
114.  Watt J, Langton A, Couley A, Jones K. Engineering Design and Capture Technologies 
for Carbon Capture and Storage in the Tees Valley. ONE North East; 2010 Sep [cited 
2016 Jun 14]. Report No.: CT09/10-044. Available from: 
https://www.teesvalleyunlimited.gov.uk/media/49226/ccs_feasibility_study.pdf 
115.  Roddy DJ. Development of a CO2 network for industrial emissions. Appl Energy. 2012 
Mar [cited 2016 Jan 25];91(1): pp. 459–465. Available from: 
http://www.sciencedirect.com/science/article/pii/S0306261911006672 
116.  GEA. Global Energy Assessment - Toward a Sustainable Future. Cambridge University 
Press, Cambridge, UK and New York, NY, USA and the International Institute for 
Page 236 of 339 
 
Applied Systems Analysis, Laxenburg, Austria; 2012 [cited 2016 Jun 14]. Available 
from: www.globalenergyassessment.org 
117.  Adam Whitmore. Why have the IEA’s projections of renewables growth been so much 
lower than the out-turn?. On Climate Change Policy. 2013 [cited 2016 Feb 7]. Available 
from: https://onclimatechangepolicydotorg.wordpress.com/2013/10/08/why-have-the-ieas-
projections-of-renewables-growth-been-so-much-lower-than-the-out-turn/ 
118.  Farmer JD, Lafond F. How predictable is technological progress? Res Policy. 2016 Apr 
[cited 2016 Jan 26];45(3): pp. 647–665. Available from: 
http://www.sciencedirect.com/science/article/pii/S0048733315001699 
119.  Conference of the Parties, UNFCCC. The Paris Agreement. Le Bourget, Paris: United 
Nations Framework Convention on Climate Change; 2015 Dec [cited 2016 Jan 26] p. 32. 
Report No.: FCCC/CP/2015/L.9/Rev.1. Available from: 
https://unfccc.int/resource/docs/2015/cop21/eng/l09r01.pdf 
120.  Vandeginste V, Piessens K. Pipeline design for a least-cost router application for CO2 
transport in the CO2 sequestration cycle. Int J Greenh Gas Control. 10 [cited 2016 Jun 
14];2: pp. 571–581. Available from: 
http://www.sciencedirect.com/science/article/pii/S175058360800008X 
121.  Neele F, Mikunda T, Seebregts A, Santen S, Burgt A van der, Nestaas O, et al. 
Developing a European CO2 transport infrastructure (CO2 Europipe). TNO; 2011. (WP 
1.1 Needs for a future framework for CCS).  
122.  de Koeijer G, Henrik Borch J, Drescher M, Li H, Wilhelmsen Ø, Jakobsen J. CO2 
transport–Depressurization, heat transfer and impurities. Energy Procedia. 2011;4: pp. 
3008–3015.  
123.  Pires JCM, Martins FG, Alvim-Ferraz MCM, Simões M. Recent developments on carbon 
capture and storage: An overview. Chem Eng Res Des. 9 [cited 2016 Jun 14];89: pp. 
1446–1460. Available from: 
http://www.sciencedirect.com/science/article/pii/S0263876211000554 
124.  Boundary Dam Fact Sheet: Carbon Dioxide Capture and Storage Project. Carbon 
Capture and Sequestration Technologies @ MIT. 2016 [cited 2016 Feb 22]. Available 
from: https://sequestration.mit.edu/tools/projects/boundary_dam.html 
125.  Coussy P, Roussanaly S, Bureau–Cauchois G, Wildenborg T. Economic CO2 network 
optimization model COCATE European Project (2010-2013). Energy Procedia. 2013 
[cited 2016 Feb 7];37: pp. 2923–2931. Available from: 
http://www.sciencedirect.com/science/article/pii/S1876610213004219 
126.  Metz B. IPCC special report on carbon dioxide capture and storage. Cambridge 
University Press; 2005.  
127.  Bradshaw J, Bachu S, Bonijoly D, Burruss R, Holloway S, Christensen NP, et al. CO2 
storage capacity estimation: Issues and development of standards. Int J Greenh Gas 
Control. 2007 Apr [cited 2016 Feb 7];1(1): pp. 62–68. Available from: 
http://www.sciencedirect.com/science/article/pii/S1750583607000278 
128.  Jaramillo P, Griffin WM, McCoy ST. Life Cycle Inventory of CO2 in an Enhanced Oil 
Recovery System. Environ Sci Technol. 2009 Nov 1 [cited 2016 Feb 7];43(21): pp. 8027–
8032. Available from: http://dx.doi.org/10.1021/es902006h 
Page 237 of 339 
 
129.  Eccles JK, Pratson L, Newell RG, Jackson RB. The impact of geologic variability on 
capacity and cost estimates for storing CO2 in deep-saline aquifers. Energy Econ. 2012 
Sep [cited 2016 Feb 7];34(5): pp. 1569–1579. Available from: 
http://www.sciencedirect.com/science/article/pii/S0140988311002891 
130.  Eccles JK, Pratson L. Economic evaluation of offshore storage potential in the US 
Exclusive Economic Zone. Greenh Gases Sci Technol. 2013 Feb 1 [cited 2016 Feb 
22];3(1): pp. 84–95. Available from: 
http://onlinelibrary.wiley.com/doi/10.1002/ghg.1308/abstract 
131.  Florin N, Fennell P. Briefing Paper 3: Carbon capture technology: future fossil fuel use 
and mitigating climate change. London: Grantham Institute for Climate Change; 2010 
[cited 2016 Jun 14] p. 20. (Grantham Institute Briefing Papers). Available from: 
https://workspace.imperial.ac.uk/climatechange/Public/pdfs/Briefing%20Papers/Grantha
m%20Briefing%20paper_Carbon%20Capture%20Technology_November%202010.pdf 
132.  International Energy Agency. Technology Roadmap: Carbon capture and storage, 2013 
edition. Paris; 2013 [cited 2016 Apr 7]. (Energy Technology Perspectives). Available 
from: http://www.iea.org/publications/freepublications/publication/technology-roadmap-
carbon-capture-and-storage-2013.html 
133.  Napp TA, Gambhir A, Hills TP, Florin N, Fennell PS. A review of the technologies, 
economics and policy instruments for decarbonising energy-intensive manufacturing 
industries. Renew Sustain Energy Rev. 2014 Feb [cited 2015 Jun 4];30: pp. 616–640. 
Available from: http://www.sciencedirect.com/science/article/pii/S1364032113007351 
134.  Lucquiaud M, Fernandez ES, Chalmers H, Dowell NM, Gibbins J. Enhanced Operating 
Flexibility and Optimised Off-design Operation of Coal Plants with Post-combustion 
Capture. Energy Procedia. 2014 [cited 2016 Feb 21];63: pp. 7494–7507. Available from: 
http://www.sciencedirect.com/science/article/pii/S1876610214026010 
135.  Lokhov A. Technical and Economic Aspects of Load Following with Nuclear Power 
Plants. Nuclear Development Division. OECD NEA; 2011 [cited 2016 Apr 7]. Available 
from: https://www.oecd-nea.org/ndd/reports/2011/load-following-npp.pdf 
136.  Evans A, Strezov V, Evans TJ. Assessment of utility energy storage options for 
increased renewable energy penetration. Renew Sustain Energy Rev. 2012 Aug [cited 
2016 Feb 21];16(6): pp. 4141–4147. Available from: 
http://www.sciencedirect.com/science/article/pii/S1364032112002316 
137.  Iijima M, Takashina T, Iwasaki S, Okino S, Kishimoto S. Long-Term Demonstration of 
CO2 Recovery from the Flue Gas of a Coal-Fired Power Station. Mistubishi Heavy Ind 
Ltd Tech Rev. 2007 Jul [cited 2016 Apr 4];44(2). Available from: 
https://www.mhi.co.jp/technology/review/pdf/e442/e442030.pdf 
138.  Koornneef J, Ramirez A, van Harmelen T, van Horssen A, Turkenburg W, Faaij A. The 
impact of CO2 capture in the power and heat sector on the emission of SO2, NOx, 
particulate matter, volatile organic compounds and NH3 in the European Union. Atmos 
Environ. 2010 Apr [cited 2016 Apr 4];44(11): pp. 1369–1385. Available from: 
http://www.sciencedirect.com/science/article/pii/S1352231010000609 
139.  Volkart K, Bauer C, Boulet C. Life cycle assessment of carbon capture and storage in 
power generation and industry in Europe. Int J Greenh Gas Control. 2013 Aug [cited 
Page 238 of 339 
 
2015 Nov 22];16: pp. 91–106. Available from: 
http://www.sciencedirect.com/science/article/pii/S1750583613001230 
140.  Saskpower. Boundary Dam Carbon Capture Project. Saskpower CCS. [cited 2016 Feb 
22]. Available from: http://saskpowerccs.com/ccs-projects/boundary-dam-carbon-capture-
project/ 
141.  WA Parish Carbon Capture Project. NRG. [cited 2016 Feb 22]. Available from: 
http://www.nrg.com/sustainability/strategy/enhance-generation/carbon-capture/wa-
parish-ccs-project/ 
142.  Lazard. Lazard’s Levelized Cost of Storage Analysis - Version 1.0. Lazard; 2015 Nov 
[cited 2016 Apr 4] p. 30. Available from: https://www.lazard.com/media/2391/lazards-
levelized-cost-of-storage-analysis-10.pdf 
143.  Nykvist B, Nilsson M. Rapidly falling costs of battery packs for electric vehicles. Nat 
Clim Change. 2015 Apr [cited 2016 Apr 6];5(4): pp. 329–332. Available from: 
http://www.nature.com/nclimate/journal/v5/n4/full/nclimate2564.html 
144.  Carbon capture and storage: lessons from the competition for the first UK 
demonstration - National Audit Office (NAO). 2012 [cited 2016 Feb 8]. Available from: 
https://www.nao.org.uk/report/carbon-capture-and-storage-lessons-from-the-competition-
for-the-first-uk-demonstration/ 
145.  HM Government Statement Re Carbon Capture, Storage. RNS - London Stock 
Exchange. 2015 [cited 2016 Feb 8]. Available from: 
http://www.londonstockexchange.com/exchange/news/market-news/market-news-
detail/other/12597443.html 
146.  Energy Technologies Institute. ETI analysis of the UK energy system design 
implications of delay to deployment of carbon capture and storage (CCS) in the UK. 2016 
[cited 2016 Jun 14]. Available from: http://www.parliament.uk/documents/commons-
committees/energy-and-climate-change/ETI-letter-to-Chair-on-Future-of-CCS.pdf 
147.  Sanchez DL, Nelson JH, Johnston J, Mileva A, Kammen DM. Biomass enables the 
transition to a carbon-negative power system across western North America. Nat Clim 
Change. 2015 Mar [cited 2016 Feb 8];5(3): pp. 230–234. Available from: 
http://www.nature.com/nclimate/journal/v5/n3/full/nclimate2488.html 
148.  McGlashan N, Shah N, Caldecott B, Workman M. High-level techno-economic 
assessment of negative emissions technologies. Process Saf Environ Prot. 2012 Nov 
[cited 2016 Feb 8];90(6): pp. 501–510. Available from: 
http://www.sciencedirect.com/science/article/pii/S0957582012001164 
149.  Shortall OK. ‘Marginal land’ for energy crops: Exploring definitions and embedded 
assumptions. Energy Policy. 2013 Nov [cited 2016 Feb 8];62: pp. 19–27. Available from: 
http://www.sciencedirect.com/science/article/pii/S0301421513006915 
150.  US Geological Survey - Cement Statistics. [cited 2011 Aug 4]. Available from: 
http://minerals.usgs.gov/minerals/pubs/commodity/cement/ 
151.  Boden, TA, Marland, G, Andres, RJ. Global, Regional and National Fossil-Fuel CO2 
Emissions. 2010 Jun [cited 2016 Feb 22]. Available from: 
http://cdiac.ornl.gov/trends/emis/overview_2007.html 
Page 239 of 339 
 
152.  Bosoaga A, Masek O, Oakey JE. CO2 Capture Technologies for Cement Industry. 
Energy Procedia. 2009 Feb [cited 2016 Jun 14];1(1): pp. 133–140. Available from: 
http://www.sciencedirect.com/science/article/pii/S1876610209000216 
153.  World Business Council for Sustainable Development, International Energy Agency. 
Cement Technology Roadmap 2009: Carbon emissions reductions up to 2050. 2009 [cited 
2016 Apr 7] p. 36. Available from: 
https://www.iea.org/publications/freepublications/publication/Cement.pdf 
154.  Diczfalusy B, Wråke M, Breen K, Burnard K, Cheung K, Chiavari J, et al. Energy 
Technology Perspectives 2012: Pathways to a Clean Energy System (ETP 2012). Paris: 
International Energy Agency; 2012.  
155.  Schneider M, Hoenig V. Development of State of the Art Techniques in Cement 
Manufacturing: Trying to Look Ahead (CSI/ECRA Technology Papers). Cement 
Sustainability Initiative; 2009 Jun [cited 2016 Apr 7]. Available from: 
http://www.wbcsdcement.org/pdf/technology/Technology%20papers.pdf 
156.  Karimpour M, Belusko M, Xing K, Bruno F. Minimising the life cycle energy of 
buildings: Review and analysis. Build Environ. 2014 Mar [cited 2016 Feb 18];73: pp. 
106–114. Available from: 
http://www.sciencedirect.com/science/article/pii/S0360132313003399 
157.  Dodoo A, Gustavsson L, Sathre R. Effect of thermal mass on life cycle primary energy 
balances of a concrete- and a wood-frame building. Appl Energy. 2012 Apr [cited 2016 
Feb 18];92: pp. 462–472. Available from: 
http://www.sciencedirect.com/science/article/pii/S0306261911007148 
158.  Kendrick C, Ogden R, Wang X, Baiche B. Thermal mass in new build UK housing: A 
comparison of structural systems in a future weather scenario. Energy Build. 2012 
[cited 2016 Jun 14];48: pp. 40–49. Available from: 
http://www.sciencedirect.com/science/article/pii/S0378778812000114 
159.  Bill Dunster Architects. UK Housing and Climate Change: Heavyweight vs. lightweight 
construction. London: Arup Research & Development; 2005 Jan [cited 2016 Apr 7] p. 42. 
Report No.: 116210. Available from: 
https://www.architecture.com/Files/RIBAProfessionalServices/Practice/Archive/UKHousi
ngandclimatechange.pdf 
160.  Lend Lease. World’s Tallest Timber Apartments Melbourne Docklands. Forté Living. 
[cited 2016 Mar 8]. Available from: http://www.forteliving.com.au/# 
161.  Upton B, Miner R, Spinney M, Heath LS. The greenhouse gas and energy impacts of 
using wood instead of alternatives in residential construction in the United States. 
Biomass Bioenergy. 2008 Jan [cited 2016 Apr 5];32(1): pp. 1–10. Available from: 
http://www.sciencedirect.com/science/article/pii/S0961953407001109 
162.  Nässén J, Hedenus F, Karlsson S, Holmberg J. Concrete vs. wood in buildings – An 
energy system approach. Build Environ. 2012 May [cited 2016 Apr 5];51: pp. 361–369. 
Available from: http://www.sciencedirect.com/science/article/pii/S0360132311003957 
163.  CEMBUREAU. Activity Report 2011. Brussels: CEMBUREAU; 2012 [cited 2016 Apr 7] 
p. 52. Available from: http://www.cembureau.eu/sites/default/files/AR2011.pdf 
Page 240 of 339 
 
164.  CEMBUREAU. Activity Report 2014. Brussels: CEMBUREAU; 2015 [cited 2016 Apr 7]. 
Available from: 
http://www.cembureau.eu/sites/default/files/Activity%20Report%202014_website_1.pdf 
165.  Cement industry in India. India Brand Equity Foundation. 2016 [cited 2016 Feb 22]. 
Available from: http://www.ibef.org/industry/cement-india.aspx 
166.  Fernández JE. Resource Consumption of New Urban Construction in China. J Ind Ecol. 
2007 Apr 1 [cited 2016 Feb 18];11(2): pp. 99–115. Available from: 
http://onlinelibrary.wiley.com/doi/10.1162/jie.2007.1199/abstract 
167.  Cole RJ. Energy and greenhouse gas emissions associated with the construction of 
alternative structural systems. Build Environ. 1998 [cited 2016 Jun 14];34: pp. 335–348. 
Available from: http://www.sciencedirect.com/science/article/pii/S0360132398000201 
168.  University of Bristol. Brunel cement find is world first. News. 2008 [cited 2016 Feb 22]. 
Available from: http://www.bristol.ac.uk/news/2008/212017945245.html 
169.  Hoenig V, Hoppe H, Koring K, Lemka J. ECRA CCS Project – Report on Phase III. 
Duesseldorf, Germany: European Cement Research Academy; 2012 Mar [cited 2016 Apr 
7]. Report No.: TR-ECRA-119/2012. Available from: http://www.ecra-
online.org/fileadmin/redaktion/files/pdf/ECRA_Technical_Report_CCS_Phase_III.pdf 
170.  Rubin ES, Yeh S, Antes M, Berkenpas M, Davison J. Use of experience curves to 
estimate the future cost of power plants with CO2 capture. Int J Greenh Gas Control. 
2007 Apr [cited 2016 Feb 22];1(2): pp. 188–197. Available from: 
http://www.sciencedirect.com/science/article/pii/S1750583607000163 
171.  van Oss H. Iron & Steel Slag. United States Geological Service; 2016 Jan [cited 2016 
Apr 7] p. 2. (Mineral Commodities Summaries). Available from: 
http://minerals.usgs.gov/minerals/pubs/commodity/iron_&_steel_slag/mcs-2016-fesla.pdf 
172.  Ramezanianpour AA, Ghiasvand E, Nickseresht I, Mahdikhani M, Moodi F. Influence of 
various amounts of limestone powder on performance of Portland limestone cement 
concretes. Cem Concr Compos. 2009 Nov [cited 2016 Feb 21];31(10): pp. 715–720. 
Available from: http://www.sciencedirect.com/science/article/pii/S0958946509001383 
173.  Bofang Z. Thermal Stresses and Temperature Control of Mass Concrete. Butterworth-
Heinemann; 2013. 525 p.  
174.  Valderrama C, Granados R, Cortina JL, Gasol CM, Guillem M, Josa A. Implementation 
of best available techniques in cement manufacturing: a life-cycle assessment study. J 
Clean Prod. 2012 Apr [cited 2016 Jun 14];25: pp. 60–67. Available from: 
http://www.sciencedirect.com/science/article/pii/S095965261100494X 
175.  Van den Heede P, De Belie N. Environmental impact and life cycle assessment (LCA) of 
traditional and ‘green’concretes: literature review and theoretical calculations. Cem 
Concr Compos. 2012 [cited 2016 Feb 22];34(4): pp. 431–442. Available from: 
http://www.sciencedirect.com/science/article/pii/S0958946512000054 
176.  Josa A, Aguado A, Heino A, Byars E, Cardim A. Comparative analysis of available life 
cycle inventories of cement in the EU. Cem Concr Res. 2004 [cited 2016 Jun 14];34: pp. 
1313–1320. Available from: 
http://www.sciencedirect.com/science/article/pii/S0008884603004447 
Page 241 of 339 
 
177.  Huntzinger DN, Eatmon TD. A life-cycle assessment of Portland cement manufacturing: 
comparing the traditional process with alternative technologies. J Clean Prod. 2009 
[cited 2016 Feb 22];17(7): pp. 668–675. Available from: 
http://www.sciencedirect.com/science/article/pii/S0959652608000826 
178.  McLellan BC, Williams RP, Lay J, Van Riessen A, Corder GD. Costs and carbon 
emissions for geopolymer pastes in comparison to ordinary portland cement. J Clean 
Prod. 2011 [cited 2016 Feb 22];19(9): pp. 1080–1090. Available from: 
http://www.sciencedirect.com/science/article/pii/S0959652611000680 
179.  Velandia DM, Devaraj A, Barranco R, Vlasopoulos N. Novacem-a novel cement for the 
construction industry. In: 31st Cement and Concrete Science Conference, Novel 
Developments and Innovation in Cementitous Materials. Imperial College London, UK: 
The Institute of Materials, Minerals and Mining; 2011.  
180.  Alaoui A, Feraille A, Dimassi A, Nguyen VH, Le Roy R, Divet L. Experimental study of 
sulfoaluminate concrete based materials. CONSEC; 2007 [cited 2016 Feb 22]. Available 
from: http://navier.enpc.fr/IMG/pdf/article_10-SH.pdf 
181.  Hekal EE, Abo-El-Enein SA, El-Korashy SA, Megahed GM, El-Sayed TM. Hydration 
characteristics of Portland cement – Electric arc furnace slag blends. HBRC J. 2013 Aug 
[cited 2016 Jun 7];9(2): pp. 118–124. Available from: 
http://www.sciencedirect.com/science/article/pii/S1687404813000308 
182.  Novacem technology sold to Calix. Cleantech Investor. 2012 Oct [cited 2016 Apr 7]; 
Available from: 
http://www.cleantechinvestor.com/portal/mainmenucomp/companiesn/1747-
novacem/11157-novacem-technology-sold-to-calix.html 
183.  Hills T, Leeson D, Florin N, Fennell P. Carbon Capture in the Cement Industry: 
Technologies, Progress, and Retrofitting. Environ Sci Technol. 2016 Jan 5 [cited 2016 
Jan 12];50(1): pp. 368–377. Available from: http://dx.doi.org/10.1021/acs.est.5b03508 
184.  Skempton A. Portland cements, 1843-1887. Newby F Red Early Reinf Concr Ashgate 
Aldershot Stud Hist Civ Eng. 1962 [cited 2016 Jun 14];11:61–95. Available from: 
http://pubs-newcomen.com/tfiles/35p117s.pdf 
185.  Taylor HFW. Cement Chemistry. London: Academic Press Limited; 1990. 475 p.  
186.  Gross S. The mineralogy of the Hatrurim formation. Geol Surv Isr Bull. 1977 [cited 2016 
Jun 14];(70):80. Available from: 
http://euromin.w3sites.net//mineraux/HATRURITE.html 
187.  Neville AM, Brooks JJ. Concrete Technology. Pearson Education Limited; 1987. 438 p.  
188.  Bhatty JI, Miller FM, Kosmatka SH, Bohan RP. Innovations in Portland Cement 
Manufacturing. Skokie, IL: Portland Cement Association; 2011. 1734 p.  
189.  Reference Document on Best Available Techniques in the Cement, Lime and Magnesium 
Oxide Industries. Brussels: CEMBUREAU; 2010 May [cited 2016 Jun 14]. Available 
from: ftp://ftp.jrc.es/pub/eippcb/doc/clm_bref_0510.pdf 
190.  Guidelines for Co-Processing Fuels and Raw Materials in Cement Manufacturing. Paris: 
World Business Council for Sustainable Developement; 2014 Jul [cited 2016 Jun 14]. 
Available from: http://www.wbcsdcement.org/pdf/CSI%20Guidelines%20for%20Co-
Page 242 of 339 
 
Processing%20Fuels%20and%20Raw%20Materials%20in%20Cement%20Manufacturing
_v2.pdf 
191.  Hoenig V, Hoppe H, Emberger B. Carbon Capture Technology - Options and Potentials 
for the Cement Industry. Duesseldorf, Germany: European Cement Research Academy; 
2007 Jul [cited 2016 Apr 5] p. 96. Report No.: TR 044/2007. Available from: 
http://www.ecra-
online.org/fileadmin/redaktion/files/pdf/ECRA_Technical__Report_CCS_Phase_I.pdf 
192.  Boot-Handford ME, Abanades JC, Anthony EJ, Blunt MJ, Brandani S, Dowell NM, et 
al. Carbon capture and storage update. Energy Environ Sci. 2013 Dec 13 [cited 2015 
Mar 10];7(1): pp. 130–189. Available from: 
http://pubs.rsc.org/en/content/articlelanding/2014/ee/c3ee42350f 
193.  Safetygram 6: Liquid Oxygen. Allentown, PA, USA: Air Products; 2015 [cited 2016 Apr 
7]. Available from: http://www.airproducts.com/~/media/files/pdf/company/safetygram-
6.pdf 
194.  Friday JG. Oxygen enrichment for cement kiln firing. In: Cement Industry Technical 
Conference, IEEE-IAS/PCA 2001. 2001. pp. 271–277.  
195.  Zeman F. Oxygen combustion in cement production. Energy Procedia. 2009 Feb [cited 
2015 Mar 10];1(1): pp. 187–194. Available from: 
http://www.sciencedirect.com/science/article/pii/S1876610209000289 
196.  Zeman F, Lackner K. The reduced emission oxygen Kiln. Lenfest Center for Sustainable 
Energy, Earth Institute at Colombia University, New York, NY; 2008 [cited 2016 Feb 
22]. Available from: 
http://www.wbcsdcement.org/pdf/technology/Frank%20Zeman%20Colombia%20Paper%2
0Lenfest.pdf 
197.  Mujumdar KS, Arora A, Ranade VV. Modeling of rotary cement kilns: Applications to 
reduction in energy consumption. Ind Eng Chem Res. 2006 [cited 2013 Jan 31];45(7): pp. 
2315–2330. Available from: http://pubs.acs.org/doi/abs/10.1021/ie050617v 
198.  Vatopoulos K, Tzimas E. Assessment of CO2 capture technologies in cement 
manufacturing process. J Clean Prod. 2012 [cited 2016 Jun 14];32: pp. 251–261. 
Available from: http://www.sciencedirect.com/science/article/pii/S0959652612001473 
199.  DNV GL. Industrial Decarbonisation and Energy Efficiency Roadmaps to 2050. 2015 
[cited 2015 Jun 5]. Available from: 
https://www.gov.uk/government/publications/industrial-decarbonisation-and-energy-
efficiency-roadmaps-to-2050 
200.  Rodríguez N, Murillo R, Abanades JC. CO2 Capture from Cement Plants Using 
Oxyfired Precalcination and/or Calcium Looping. Environ Sci Technol. 2012 Feb 21 
[cited 2015 Mar 10];46(4): pp. 2460–2466. Available from: 
http://dx.doi.org/10.1021/es2030593 
201.  Liang X, Li J. Assessing the value of retrofitting cement plants for carbon capture: A 
case study of a cement plant in Guangdong, China. Energy Convers Manag. 2012 Dec 
[cited 2015 Mar 10];64: pp. 454–465. Available from: 
http://www.sciencedirect.com/science/article/pii/S0196890412001963 
Page 243 of 339 
 
202.  Graff O. CCS in Aker Solutions with a focus on cement industry. UK-Canada-Norway 
meeting on CO2 capture research; 2015 Mar 15 [cited 2016 Apr 7]; Oslo, Norway. 
Available from: http://www.slideshare.net/UKCCSRC/carbon-capture-from-the-cement-
industry-oscar-graff-aker-solutions 
203.  Florin N, Fennell PS. Assessment of the validity of ‘Approximate minimum land 
footprint for some types of CO2 capture plant’. United Kingdom Department for Energy 
and Climate Change; 2010 Oct [cited 2015 Mar 10]. Available from: 
https://www.gov.uk/government/publications/assessment-of-the-validity-of-approximate-
minimum-land-footprint-for-some-types-of-co2-capture-plant 
204.  Barker D, Holmes D, Hunt J, Napier-Moore P, Turner S, Clark M. CO2 capture in the 
cement industry. Cheltenham, Glos.: IEA GHG R&D Programme; 2008 Jul [cited 2016 
Apr 7]. Available from: http://www.ieaghg.org/docs/General_Docs/Reports/2008-3.pdf 
205.  Calix Ltd. Direct Separation Technology for Low Emissions Intensity Lime and Cement. 
Calix. [cited 2015 Mar 10]. Available from: http://www.calix.com.au/cement-and-
lime.html 
206.  Sceats M. Direct Capture for the Cement Industry (Direct Communication). 2015.  
207.  Dean CC, Blamey J, Florin NH, Al-Jeboori MJ, Fennell PS. The calcium looping cycle for 
CO2 capture from power generation, cement manufacture and hydrogen production. 
Chem Eng Res Des. 2011 Jun [cited 2015 Mar 10];89(6): pp. 836–855. Available from: 
http://www.sciencedirect.com/science/article/pii/S0263876210003047 
208.  Ozcan DC, Ahn H, Brandani S. Process integration of a Ca-looping carbon capture 
process in a cement plant. Int J Greenh Gas Control. 2013 Nov [cited 2015 Jul 10];19: 
pp. 530–540. Available from: 
http://www.sciencedirect.com/science/article/pii/S1750583613003629 
209.  Industrial Technology Research Institute. R & D Achievements on Carbon Capture and 
Storage in ITRI, Taiwan. [cited 2015 Nov 22]. Available from: 
http://ccs.tw/sites/default/files/datashare/pdf/2014-10-06-0923-
gong_yan_yuan_ccsyan_fa_cheng_guo_ying_wen_.pdf 
210.  Chang M-H, Huang C-M, Liu W-H, Chen W-C, Cheng J-Y, Chen W, et al. Design and 
Experimental Investigation of Calcium Looping Process for 3-kWth and 1.9-MWth 
Facilities. Chem Eng Technol. 2013 Sep 1 [cited 2015 Nov 22];36(9): pp. 1525–1532. 
Available from: http://onlinelibrary.wiley.com/doi/10.1002/ceat.201300081/abstract 
211.  Global CCS Institute, Electric Power Research Institute, WorleyParsons. Strategic 
analysis of the global status of carbon capture and storage. Report 4: existing carbon 
capture and storage research and development networks around the world. Melbourne, 
Australia: GCCSI; 2009 Nov [cited 2016 Jun 14]. (Strategic Analysis Series). Report No.: 
4. Available from: http://www.globalccsinstitute.com/publications/strategic-analysis-
global-status-carbon-capture-storage-Report-4 
212.  Office of Fossil Energy. 2012 Technology Readiness Assessment - Carbon Capture, 
Utilization and Storage (CCUS). United States Department of Energy; 2012 Dec [cited 
2016 Apr 7]. Available from: 
http://www.netl.doe.gov/File%20Library/Research/Coal/Reference%20Shelf/TRL-
Comprehensive-Report_121112_FINAL_1.pdf 
Page 244 of 339 
 
213.  Schneider M. ECRA’s Oxyfuel Project. International Norcem/ECRA CCS Conference; 
2015 May 21 [cited 2015 Nov 19]; Langesund, Norway. Available from: 
http://www.norcem.no/no/CCS-conference 
214.  Gale J. A Global Perspective on CO2 Capture Developments. CO2 Capture Technology 
Meeting; 2014 [cited 2016 Apr 7]; Pittsburgh, USA. Available from: 
https://www.netl.doe.gov/File%20Library/Events/2014/2014%20NETL%20CO2%20Capt
ure/J-Gale-IEAGHG-Global-Perspective-On-CO2-Capture.pdf 
215.  Davison J. Pilot Plant Trial of Oxy-combustion at a Cement Plant. Cheltenham, UK: 
IEAGHG; 2014 May [cited 2016 Apr 7]. Report No.: 2014–IP7. Available from: 
http://www.ieaghg.org/docs/General_Docs/Publications/Information_Papers/2014-IP7.pdf 
216.  Global CCS Institute. The Global Status of CCS: 2014. Melbourne, Australia; 2014 [cited 
2016 Jun 14]. Available from: 
http://decarboni.se/sites/default/files/publications/180923/global-status-ccs-2014.pdf 
217.  Bjerge L-M, Brevik P. CO2 Capture in the Cement Industry, Norcem CO2 Capture 
Project (Norway). Energy Procedia. 2014 [cited 2015 Mar 10];63: pp. 6455–6463. 
Available from: http://www.sciencedirect.com/science/article/pii/S1876610214024953 
218.  LEILAC secures Euro12m from European Union to demonstrate Calix carbon capture 
technology. Global Cement. 2016 [cited 2016 Jun 9]. Available from: 
http://www.globalcement.com/news/item/4829-leilac-secures-euro12m-from-european-
union-to-demonstrate-calix-carbon-capture-technology 
219.  Green DW, Perry RH. Perry’s Chemical Engineers’ Handbook. 8th edition. New York: 
McGraw-Hill Professional; 2007. 2400 p.  
220.  Ho MT, Allinson GW, Wiley DE. Comparison of MEA capture cost for low CO2 emissions 
sources in Australia. Int J Greenh Gas Control. 2011 Jan [cited 2015 Mar 16];5(1): pp. 
49–60. Available from: 
http://www.sciencedirect.com/science/article/pii/S1750583610001015 
221.  Koring K, Hoenig V, Hoppe H, Horsch J, Suchak C, Klevenz V, et al. Deployment of CCS 
in the Cement Industry. Cheltenham, UK: IEAGHG; 2013 Dec [cited 2016 Jun 14]. 
Report No.: 2013/10. Available from: http://ieaghg.org/docs/General_Docs/Reports/2013-
19.pdf 
222.  Lafarge SA. Lafarge Annual Report 2007. Paris; [cited 2016 Apr 7]. Available from: 
http://www.lafarge.com/sites/default/files/atoms/files/28032008-publication_finance-
annual_report_2007-uk.pdf 
223.  Cochez E, Nijs W. ETSAP: Cement Production. IEA ETSAP; 2010 Jun [cited 2016 Apr 
7]. Report No.: I03. Available from: http://www.iea-etsap.org/web/E-
TechDS/PDF/I03_cement_June%202010_GS-gct.pdf 
224.  Axton C. Carbon Capture Storage project in Estevan takes another step forward. 
Estevan Mercury. 2013 [cited 2016 Feb 9]. Available from: 
http://www.estevanmercury.ca/news/city/carbon-capture-storage-project-in-estevan-
takes-another-step-forward-1.1450820 
225.  Li J, Tharakan P, Macdonald D, Liang X. Technological, economic and financial 
prospects of carbon dioxide capture in the cement industry. Energy Policy. 2013 Oct 
Page 245 of 339 
 
[cited 2015 Mar 10];61: pp. 1377–1387. Available from: 
http://www.sciencedirect.com/science/article/pii/S0301421513004370 
226.  Bohm MC, Herzog HJ, Parsons JE, Sekar RC. Capture-ready coal plants—Options, 
technologies and economics. Int J Greenh Gas Control. 2007 Apr [cited 2015 Jun 4];1(1): 
pp. 113–120. Available from: 
http://www.sciencedirect.com/science/article/pii/S1750583607000333 
227.  Lucquiaud M, Chalmers H, Gibbins J. Capture-ready supercritical coal-fired power 
plants and flexible post-combustion CO2 capture. Energy Procedia. 2009 Feb [cited 2015 
Jul 13];1(1): pp. 1411–1418. Available from: 
http://www.sciencedirect.com/science/article/pii/S1876610209001866 
228.  Liang X, Reiner D, Gibbins J, Li J. Assessing the value of CO2 capture ready in new-
build pulverised coal-fired power plants in China. Int J Greenh Gas Control. 2009 Dec 
[cited 2015 Jul 13];3(6): pp. 787–792. Available from: 
http://www.sciencedirect.com/science/article/pii/S1750583609000966 
229.  Rohlfs W, Madlener R. Assessment of clean-coal strategies: The questionable merits of 
carbon capture-readiness. Energy. 2013 Apr 1 [cited 2015 Jun 4];52: pp. 27–36. 
Available from: http://www.sciencedirect.com/science/article/pii/S0360544213000170 
230.  Barker DJ, Turner SA, Napier-Moore PA, Clark M, Davison JE. CO2 Capture in the 
Cement Industry. Energy Procedia. 2009 Feb [cited 2016 Jun 14];1(1): pp. 87–94. 
Available from: http://www.sciencedirect.com/science/article/pii/S1876610209000150 
231.  Element Energy, Carbon Counts, PSE, Imperial College, University of Sheffield. 
Appendix to ‘Demonstrating CO2 capture in the UK cement, chemicals, iron and steel 
and oil refining sectors by 2025: A Techno-economic Study’. London: UK Departments of 
Energy and Climate Change and Business, Innovation and Skills; 2014 May [cited 2016 
Jun 14]. Available from: https://www.gov.uk/government/publications/co2-capture-in-
the-uk-cement-chemicals-iron-steel-and-oil-refining-sectors 
232.  Kuramochi T, Ramírez A, Turkenburg W, Faaij A. Comparative assessment of CO2 
capture technologies for carbon-intensive industrial processes. Prog Energy Combust 
Sci. 2012 Feb [cited 2016 Feb 8];38(1): pp. 87–112. Available from: 
http://www.sciencedirect.com/science/article/pii/S0360128511000293 
233.  Global CCS Institute. ITRI Calcium Looping Pilot. GCCSI - Notable Projects. [cited 2015 
Mar 10]. Available from: 
http://www.globalccsinstitute.com/sites/www.globalccsinstitute.com/files/content/page/12
2975/files/ITRI%20Calcium%20Looping%20Pilot.pdf 
234.  Dean C, Hills T, Florin N, Dugwell D, Fennell PS. Integrating Calcium Looping CO2 
Capture with the Manufacture of Cement. Energy Procedia. 2013 [cited 2015 May 
27];37: pp. 7078–7090. Available from: 
http://www.sciencedirect.com/science/article/pii/S1876610213008874 
235.  Blamey J, Anthony EJ, Wang J, Fennell PS. The calcium looping cycle for large-scale 
CO2 capture. Prog Energy Combust Sci. 2010 Apr [cited 2015 Mar 10];36(2): pp. 260–
279. Available from: 
http://www.sciencedirect.com/science/article/pii/S0360128509000574 
Page 246 of 339 
 
236.  Shimizu T, Hirama T, Hosoda H, Kitano K, Inagaki M, Tejima K. A Twin Fluid-Bed 
Reactor for Removal of CO2 from Combustion Processes. Chem Eng Res Des. 1 [cited 
2016 Jun 14];77: pp. 62–68. Available from: 
http://www.sciencedirect.com/science/article/pii/S026387629971751X 
237.  Bale CW, Pelton AD, Thompson WT, Eriksson G, Hack K, Chartrand P, et al. FactSage 
6.3. Thermfact & GTT-Technologies; 2012. Available from: http://www.factsage.com/ 
238.  Zhao M, Minett AI, Harris AT. A review of techno-economic models for the retrofitting of 
conventional pulverised-coal power plants for post-combustion capture (PCC) of CO2. 
Energy Environ Sci. 2012 [cited 2016 Jun 14];6: pp. 25–40. Available from: 
http://dx.doi.org/10.1039/C2EE22890D 
239.  Hurst TF, Cockerill TT, Florin NH. Life cycle greenhouse gas assessment of a coal-fired 
power station with calcium looping CO2 capture and offshore geological storage. Energy 
Environ Sci. 2012 [cited 2016 Jun 14];5: pp. 7132–7150. Available from: 
http://dx.doi.org/10.1039/C2EE21204H 
240.  Vorrias I, Atsonios K, Nikolopoulos A, Nikolopoulos N, Grammelis P, Kakaras E. 
Calcium looping for CO2 capture from a lignite fired power plant. Fuel. [cited 2016 Jun 
14]; Available from: http://www.sciencedirect.com/science/article/pii/S0016236113000033 
241.  Occupational Safety & Health Administration. OSHA Technical Manual. Washington 
DC, USA: United States Department of Labor; [cited 2016 Jun 9]. Available from: 
https://www.osha.gov/dts/osta/otm/otm_iv/otm_iv_2.html#2 
242.  Grasa GS, Abanades JC. CO2 Capture Capacity of CaO in Long Series of 
Carbonation/Calcination Cycles. Ind Eng Chem Res. 2006 Dec 1 [cited 2012 May 31];45: 
pp. 8846–8851. Available from: http://dx.doi.org/10.1021/ie0606946 
243.  Alvarez D, Abanades JC. Pore-Size and Shape Effects on the Recarbonation 
Performance of Calcium Oxide Submitted to Repeated Calcination/Recarbonation 
Cycles. Energy Fuels. 2004 [cited 2016 Jun 14];19(1): pp. 270–278. Available from: 
http://dx.doi.org/10.1021/ef049864m 
244.  Gonzalez Garcia B. Comportamiento de CaO como sorbente regenerable para la captura 
de CO2. [Oviedo, Spain]: Universidad de Oviedo; 2010 [cited 2016 Apr 7]. Available 
from: http://digibuo.uniovi.es/dspace/handle/10651/12744 
245.  Lu DY, Hughes RW, Anthony EJ. Ca-based sorbent looping combustion for CO2 capture 
in pilot-scale dual fluidized beds. Fuel Process Technol. 12 [cited 2016 Jun 14];89: pp. 
1386–1395. Available from: 
http://www.sciencedirect.com/science/article/pii/S0378382008001677 
246.  Donat F, Florin NH, Anthony EJ, Fennell PS. Influence of High-Temperature Steam on 
the Reactivity of CaO Sorbent for CO2 Capture. Environ Sci Technol. 2012 Jan 17 [cited 
2012 Jul 2];46: pp. 1262–1269. Available from: http://dx.doi.org/10.1021/es202679w 
247.  Manovic V, Anthony EJ. Carbonation of CaO-based sorbents enhanced by steam 
addition. Ind Eng Chem Res. 2010;49: pp. 9105–9210.  
248.  Manovic V, Anthony EJ, Grasa G, Abanades JC. CO2 Looping Cycle Performance of a 
High-Purity Limestone after Thermal Activation/Doping. Energy Fuels. 2008 Sep 17 
[cited 2012 Jun 6];22: pp. 3258–3264. Available from: 
http://dx.doi.org/10.1021/ef800316h 
Page 247 of 339 
 
249.  Li Y, Zhao C, Chen H, Ren Q, Duan L. CO2 capture efficiency and energy requirement 
analysis of power plant using modified calcium-based sorbent looping cycle. Energy. 
2011 [cited 2016 Jun 14];36: pp. 1590–1598. Available from: 
http://www.sciencedirect.com/science/article/pii/S0360544210007784 
250.  Li YJ, Zhao CS, Qu CR, Duan LB, Li QZ, Liang C. CO2 Capture Using CaO Modified 
with Ethanol/Water Solution during Cyclic Calcination/Carbonation. Chem Eng 
Technol. 2008 [cited 2016 Jun 14];31: pp. 237–244. Available from: 
http://dx.doi.org/10.1002/ceat.200700371 
251.  Fennell PS, Pacciani R, Dennis JS, Davidson JF, Hayhurst AN. The effects of repeated 
cycles of calcination and carbonation on a variety of different limestones, as measured in 
a hot fluidized bed of sand. Energy Fuels. 2007;21: pp. 2072–2081.  
252.  Al-Jeboori MJ, Nguyen M, Dean C, Fennell PS. Improvement of Limestone-Based CO2 
Sorbents for Ca Looping by HBr and Other Mineral Acids. Ind Eng Chem Res. 2013 Jan 
30 [cited 2013 Apr 22];52: pp. 1426–1433. Available from: 
http://dx.doi.org/10.1021/ie302198g 
253.  Manovic V, Anthony EJ. Steam reactivation of spent CaO-based sorbent for multiple 
CO2 capture cycles. Environ Sci Technol. 2007;41: pp. 1420–1425.  
254.  Fennell P, Davidson J, Dennis J, Hayhurst A. Regeneration of sintered limestone 
sorbents for the sequestration of CO 2 from combustion and other systems. J Energy 
Inst. 2007;80: pp. 116–119.  
255.  Gupta H, Fan L-S. Carbonation−Calcination Cycle Using High Reactivity Calcium 
Oxide for Carbon Dioxide Separation from Flue Gas. Ind Eng Chem Res. 2002 Aug 1 
[cited 2013 Apr 22];41: pp. 4035–4042. Available from: 
http://dx.doi.org/10.1021/ie010867l 
256.  Pacciani R, Müller CR, Davidson JF, Dennis JS, Hayhurst AN. Synthetic Ca-based solid 
sorbents suitable for capturing CO2 in a fluidized bed. Can J Chem Eng. 2008 [cited 
2016 Jun 14];86: pp. 356–366. Available from: http://dx.doi.org/10.1002/cjce.20060 
257.  Lu H, Smirniotis PG. Calcium oxide doped sorbents for CO2 uptake in the presence of 
SO2 at high temperatures. Ind Eng Chem Res. 2009;48: pp. 5454–5459.  
258.  Zhao M, Shi J, Zhong X, Tian S, Blamey J, Jiang J, et al. A novel calcium looping 
absorbent incorporated with polymorphic spacers for hydrogen production and CO 2 
capture. Energy Environ Sci. 2014 [cited 2016 Feb 22];7(10): pp. 3291–3295. Available 
from: http://pubs.rsc.org/is/content/articlehtml/2014/ee/c4ee01281j 
259.  Arias B, Grasa GS, Alonso M, Abanades JC. Post-combustion calcium looping process 
with a highly stable sorbent activity by recarbonation. Energy Environ Sci. 2012 [cited 
2016 Jun 14];5: pp. 7353–7359. Available from: http://dx.doi.org/10.1039/C2EE03008J 
260.  Drax Group plc. Annual Report & Key Facts 2011. Selby, UK; 2012 [cited 2016 Apr 7]. 
Available from: http://2011.draxonline-ar.com/ 
261.  Romeo LM, Lara Y, Lisbona P, Escosa JM. Optimizing make-up flow in a CO2 capture 
system using CaO. Chem Eng J. 2009 Apr 15 [cited 2016 Jun 14];147(2–3): pp. 252–258. 
Available from: http://www.sciencedirect.com/science/article/pii/S1385894708004026 
Page 248 of 339 
 
262.  Environmental taxes, reliefs and schemes for businesses - GOV.UK. [cited 2016 Feb 22]. 
Available from: https://www.gov.uk/green-taxes-and-reliefs/landfill-tax 
263.  London Convention and Protocol. 2013 [cited 2016 Apr 7]. Available from: 
http://www.imo.org/en/OurWork/Environment/LCLP/Pages/default.aspx 
264.  Lydersen E, Löfgren S, Arnesen RT. Metals in Scandinavian Surface Waters: Effects of 
Acidification, Liming, and Potential Reacidification. Crit Rev Environ Sci Technol. 2002 
Apr 1 [cited 2013 Apr 23];32: pp. 73–295. Available from: 
http://dx.doi.org/10.1080/10643380290813453 
265.  Salvador C, Lu D, Anthony EJ, Abanades JC. Enhancement of CaO for CO2 capture in 
an FBC environment. Chem Eng J. 2003 Dec 15 [cited 2016 Apr 5];96(1–3): pp. 187–195. 
Available from: http://www.sciencedirect.com/science/article/pii/S1385894703002365 
266.  Romeo LM, Catalina D, Lisbona P, Lara Y, Martínez A. Reduction of greenhouse gas 
emissions by integration of cement plants, power plants, and CO2 capture systems. 
Greenh Gases Sci Technol. 2011 [cited 2016 Jun 14];1(1): pp. 72–82. Available from: 
http://dx.doi.org/10.1002/ghg3.5 
267.  US Energy Information Administration. International Energy Statistics. 2012 [cited 
2016 Apr 7]. Available from: http://www.eia.gov/cfapps/ipdbproject/IEDIndex3.cfm 
268.  Rodríguez N, Alonso M, Grasa G, Abanades JC. Process for Capturing CO2 Arising from 
the Calcination of the CaCO3 Used in Cement Manufacture. Environ Sci Technol. 2008 
Sep 15 [cited 2015 Mar 17];42(18): pp. 6980–6984. Available from: 
http://dx.doi.org/10.1021/es800507c 
269.  Diego ME, Arias B, Abanades JC. Analysis of a double calcium loop process 
configuration for CO2 capture in cement plants. J Clean Prod. 2016 Mar 20 [cited 2016 
Feb 19];117: pp. 110–121. Available from: 
http://www.sciencedirect.com/science/article/pii/S0959652616000536 
270.  Shah N, Vallejo L, Cockerill T, Gambhir A, Heyes A, Hills T, et al. Halving global CO2 
by 2050: technologies and costs. London: Imperial College London; 2013 Sep [cited 2016 
Apr 7]. Available from: http://www.imperial.ac.uk/grantham/publications/collaborative-
publications/halving-global-co2-by-2050-technologies-and-costs.php 
271.  Anandarajah G, McDowall W, Ekins P. Decarbonising road transport with hydrogen and 
electricity: Long term global technology learning scenarios. Int J Hydrog Energy. 2013 
Mar 19 [cited 2016 Jan 15];38(8): pp. 3419–3432. Available from: 
http://www.sciencedirect.com/science/article/pii/S0360319912028455 
272.  Sustainable Development Solutions Network. Pathways to Deep Decarbonization. 2014 
[cited 2016 Jan 15]. Available from: http://unsdsn.org/wp-
content/uploads/2014/09/DDPP_Digit.pdf 
273.  Kuramochi T. Assessment of midterm CO2 emissions reduction potential in the iron and 
steel industry: a case of Japan. J Clean Prod. 2015 Mar 6 [cited 2016 Jan 14]; Available 
from: http://www.sciencedirect.com/science/article/pii/S0959652615001687 
274.  Radian Corporation. Factors affecting ability to retrofit flue gas desulfurization systems. 
North Carolina, USA: Environmetnal Protection Agency Office of Air and Water 
Programs; 1973 Dec [cited 2016 Jun 9]. Report No.: EPA-450/3-74-015. Available from: 
http://nepis.epa.gov/Exe/ZyPURL.cgi?Dockey=9100ZT20.txt  
Page 249 of 339 
 
275.  Leese R. UK rotary kiln lifetimes (Personal communication). 2015.  
276.  Moore D. List of plants. Cement Plants and Kilns in Britain and Ireland. 2016 [cited 
2015 Mar 16]. Available from: http://www.cementkilns.co.uk/plants.html 
277.  Fahim MA, Al-Sahhaf TA, Elkilani A. Fundamentals of Petroleum Refining. Elsevier; 
2009. 513 p.  
278.  Favennec J-P, Baker R. Petroleum Refining. Vol 5. Editions OPHRYS; 2009. 634p.  
279.  House of Commons. Climate Change Act 2008. Sect. 27 Nov 26, 2008. Available from: 
http://www.legislation.gov.uk/ukpga/2008/27/contents 
280.  WBCSD Cement Sustainability Initiative. ‘Getting the Numbers Right’ (GNR). Global 
Cement Database on CO₂ and Energy Information. 2015 [cited 2016 Apr 7]. Available 
from: http://www.wbcsdcement.org/index.php/key-issues/climate-protection/gnr-database 
281.  Leese R. MPA Cement GHG Reduction Strategy: Technical Document. London: Mineral 
Products Association; 2013 [cited 2016 Apr 7]. Available from: 
http://cement.mineralproducts.org/documents/MPA_Cement_GHG_Reduction_Strategy_
Technical_Document.pdf 
282.  Mineral Products Association. Industry Statistics. Mineral Products Association 
(Cement) - MPA. 2016 [cited 2016 Apr 7]. Available from: 
http://cement.mineralproducts.org/downloads/industry_statistics.php 
283.  CEMEX UK. CEMEX cement plant sets alternative fuels record. Cemex UK. 2009 [cited 
2016 Jan 18]. Available from: http://www.cemex.co.uk/cemex-cement-plant-sets-
alternative-fuels-record.aspx 
284.  Lone S, Cockerill T, Macchietto S. The techno-economics of a phased approach to 
developing a UK carbon dioxide pipeline network. J Pipeline Eng. 2010 [cited 2016 Apr 
7];9(4). Available from: 
http://www.cockerill.info/pubs/papers/2010/TechnoJPE_Dec_2010/TechnoJPE122010.pdf 
285.  International Energy Agency, United National Industrial Development Organisation 
(UNIDO). Technology Roadmap: Carbon Capture and Storage in Industrial 
Applications. Paris: International Energy Agency; 2011 [cited 2016 Apr 7]. Available 
from: https://www.iea.org/publications/freepublications/publication/ccs_industry.pdf 
286.  Brown T, Bide T. Mineral Planning Factsheet: Cement raw materials. British Geological 
Survey; 2014 Mar [cited 2016 Apr 7]. Available from: 
https://www.bgs.ac.uk/downloads/start.cfm?id=1353 
287.  McCollum D, Bauer N, Calvin K, Kitous A, Riahi K. Fossil resource and energy security 
dynamics in conventional and carbon-constrained worlds. Clim Change. 2013 Oct 18 
[cited 2016 Jan 27];123(3–4): pp. 413–426. Available from: 
http://link.springer.com/article/10.1007/s10584-013-0939-5 
288.  Dean C. Application of the Calcium Looping Cycle to CO2 Mitigation in the Cement 
Process [PhD thesis]. [London]: Imperial College London; 2012.  
289.  Christensen NH, Smidth FL, others. Burnability of cement raw mixes at 1400° C II the 
effect of the fineness. Cem Concr Res. 1979 [cited 2016 Mar 8];9(3): pp. 285–294. 
Available from: http://www.sciencedirect.com/science/article/pii/0008884679901200 
Page 250 of 339 
 
290.  Callister WD. Materials Science and Engineering: An Introduction. 4th ed. John Wiley 
& Sons; 1997. 852 p.  
291.  British Standards Institute. BS EN 196-1: Methods of testing cement - Part 1: 
Determination of strength. London: British Standards Institute; 2005 [cited 2016 Apr 7]. 
Available from: 
https://bsol.bsigroup.com/Bibliographic/BibliographicInfoData/000000000019983596 
292.  Abdi H. The Kendall Rank Correlation Coefficient. In: Salkind N, editor. Encyclopedia of 
Measurement and Statistics. Thousand Oaks, California, USA: Sage Publications; 2007.  
293.  Anderegg FO, Hubbell DS. The rate of hydration of cement clinker. In: Proc Am Soc Test 
Mater. 1929 [cited 2016 Apr 7]. p. 30. Available from: 
http://www.nordicinnovation.org/Global/_Publications/Reports/2005/03018_carbon_dioxi
de_uptake_during_concrete_life_cycle_-_state_of_the_art.pdf 
294.  Heffner RA, Butler MJ, Reilly CK. Pseudoreplication Revisited. Ecology. 1996 [cited 
2016 Apr 19];77(8):pp. 2558–2562. Available from: http://www.jstor.org/stable/2265754 
295.  Kassab JY. Experimental Design and Statistical Analysis. University College of North 
Wales Statistics Advisory Unit; 1987. 198 p.  
296.  Mortelier G, Sireyjol D. Curb carbon footprint and promote development: a tricky 
balance. Private Sector & Development. 2011 May.  
297.  Jänicke M, Mönch H, Binder M. Umweltentlastung durch industriellen 
Strukturwandel? Edition Sigma; 1999.  
298.  Aı̈tcin P-C. Cements of yesterday and today: Concrete of tomorrow. Cem Concr Res. 
2000 Sep [cited 2014 May 7];30(9): pp. 1349–1359. Available from: 
http://www.sciencedirect.com/science/article/pii/S0008884600003653 
299.  United Nations Department of Economic and Social Affairs. World Population 
Prospects. United Nations; [cited 2016 Apr 7]. Available from: 
http://esa.un.org/unpd/wpp/Download/Standard/Population/ 
300.  Heerman K. Real Historical Gross Domestic Product (GDP) and Growth Rates of GDP. 
United States Department of Agriculture; 2013 [cited 2016 Apr 7]. Available from: 
www.ers.usda.gov/datafiles/International_Macroeconomic_Data/Historical_Data_Files/H
istoricalRealGDPValues.xls 
301.  Uwasu M, Hara K, Yabar H. World cement production and environmental implications. 
Environ Dev. 2014 Apr [cited 2016 Mar 4];10: pp. 36–47. Available from: 
http://www.sciencedirect.com/science/article/pii/S2211464514000256 
302.  Cleret de Langavant J. Ciments et bétons: propiétés et emplois. Paris: Armand Colin; 
1953.  
303.  Davis RE, Carlson RW, Kelly JW, Davis HE. Properties Of Cements And Concretes 
Containing Fly Ash. J Proc. 1937 May 1 [cited 2016 Feb 25];33(5): pp. 577–612. 
Available from: 
https://www.concrete.org/publications/internationalconcreteabstractsportal.aspx?m=deta
ils&ID=8435 
Page 251 of 339 
 
304.  Boesch ME, Koehler A, Hellweg S. Model for Cradle-to-Gate Life Cycle Assessment of 
Clinker Production. Environ Sci Technol. 2009 Oct [cited 2016 Feb 18];43(19): pp. 7578–
7583. Available from: http://pubs.acs.org/doi/abs/10.1021/es900036e 
305.  Cements for a low-carbon Europe: A review of the diverse solutions applied by the 
European cement industry through clinker substitution to reducing the carbon footprint 
of cement and concrete in Europe. Brussels: Cembureau; [cited 2016 Feb 25]. Report 
No.: D/2012/5457/November. Available from: 
http://www.cembureau.be/sites/default/files/documents/Cement%20for%20low-
carbon%20Europe%20through%20clinker%20substitution.pdf 
306.  Kosmatka SH, Panarese WC. Design and Control of Concrete Mixtures. 13th edition. 
Skokie, Ill.: Portland Cement Association; 1988 [cited 2016 Feb 25]. 212 p. Available 
from: http://www.ce.memphis.edu/1101/notes/concrete/PCA_manual/Chap03.pdf 
307.  Clays. United States Geological Service; 2015 Jan [cited 2016 Feb 25] p. 2. (Mineral 
Commodities Summaries). Available from: 
http://minerals.usgs.gov/minerals/pubs/commodity/clays/mcs-2015-clays.pdf 
308.  Portland Cement Association. Apparent Use of Portland Cement by State and Market, 
1972-1996. Skokie, IL: Portland Cement Association; 1997.  
309.  Aktas CB, Bilec MM. Impact of lifetime on US residential building LCA results. Int J 
Life Cycle Assess. 2011 Dec 16 [cited 2016 Feb 25];17(3): pp. 337–349. Available from: 
http://link.springer.com/article/10.1007/s11367-011-0363-x 
310.  Wang Qian. Short-lived buildings create huge waste. China Daily. Beijing; 2010 Apr 6 
[cited 2016 Apr 7]; Available from: http://www.chinadaily.com.cn/china/2010-
04/06/content_9687545.htm 
311.  Bergsdal H, Bohne RA, Brattebø H. Projection of Construction and Demolition Waste in 
Norway. J Ind Ecol. 2007 Jul 1 [cited 2016 Feb 26];11(3): pp. 27–39. Available from: 
http://onlinelibrary.wiley.com/doi/10.1162/jiec.2007.1149/abstract 
312.  Zabalza Bribián I, Valero Capilla A, Aranda Usón A. Life cycle assessment of building 
materials: Comparative analysis of energy and environmental impacts and evaluation of 
the eco-efficiency improvement potential. Build Environ. 2011 May [cited 2016 Feb 
26];46(5): pp. 1133–1140. Available from: 
http://www.sciencedirect.com/science/article/pii/S0360132310003549 
313.  Scheuer C, Keoleian GA, Reppe P. Life cycle energy and environmental performance of a 
new university building: modeling challenges and design implications. Energy Build. 
2003 [cited 2016 Feb 26];35(10): pp. 1049–1064. Available from: 
http://www.sciencedirect.com/science/article/pii/S0378778803000665 
314.  Khasreen MM, Banfill PFG, Menzies GF. Life-Cycle Assessment and the Environmental 
Impact of Buildings: A Review. Sustainability. 2009 Sep 18 [cited 2016 Feb 26];1(3): pp. 
674–701. Available from: http://www.mdpi.com/2071-1050/1/3/674 
315.  Adalberth K. Energy use during the life cycle of single-unit dwellings: examples. Build 
Environ. 1997 [cited 2016 Feb 26];32(4): pp. 321–329. Available from: 
http://www.sciencedirect.com/science/article/pii/S0360132396000698 
Page 252 of 339 
 
316.  Life-Cycle Environmental Effects of an Office Building. J Infrastruct Syst. 2003 [cited 
2016 Feb 26];9(4): pp. 157–166. Available from: http://dx.doi.org/10.1061/(ASCE)1076-
0342(2003)9:4(157) 
317.  Life-Cycle Assessment of Office Buildings in Europe and the United States. J 
Infrastruct Syst. 2006 [cited 2016 Feb 26];12(1): pp. 10–17. Available from: 
http://dx.doi.org/10.1061/(ASCE)1076-0342(2006)12:1(10) 
318.  Xing S, Xu Z, Jun G. Inventory analysis of LCA on steel- and concrete-construction office 
buildings. Energy Build. 2008 [cited 2016 Feb 26];40(7): pp. 1188–1193. Available from: 
http://www.sciencedirect.com/science/article/pii/S0378778807002538 
319.  Cole RJ, Kernan PC. Life-cycle energy use in office buildings. Build Environ. 1996 Jul 
[cited 2016 Feb 26];31(4): pp. 307–17. Available from: 
http://www.sciencedirect.com/science/article/pii/0360132396000170 
320.  Sartori I, Hestnes AG. Energy use in the life cycle of conventional and low-energy 
buildings: A review article. Energy Build. 2007 Mar [cited 2016 Feb 26];39(3): pp. 249–
257. Available from: 
http://www.sciencedirect.com/science/article/pii/S0378778806001873 
321.  Fay R, Treloar G, Iyer-Raniga U. Life-cycle energy analysis of buildings: a case study. 
Build Res Inf. 2000 Jan [cited 2016 Feb 26];28(1): pp. 31–41. Available from: 
http://dx.doi.org/10.1080/096132100369073 
322.  Feist W. Life-cycle energy balances compared: low-energy house, passive house, self-
sufficient house. Passivhaus Institut; 1997.  
323.  Hallquist A. Energy consumption: Manufacture of building materials and building 
construction. Habitat Int. 1978 Jan [cited 2016 Feb 26];3(5): pp. 551–557. Available 
from: http://www.sciencedirect.com/science/article/pii/0197397578900188 
324.  Mithraratne N, Vale B. Life cycle analysis model for New Zealand houses. Build 
Environ. 2004 Apr [cited 2016 Feb 26];39(4): pp. 483–492. Available from: 
http://www.sciencedirect.com/science/article/pii/S0360132303002191 
325.  Suzuki M, Oka T. Estimation of life cycle energy consumption and CO2 emission of 
office buildings in Japan. Energy Build. 1998 Aug [cited 2016 Feb 26];28(1): pp. 33–41. 
Available from: http://www.sciencedirect.com/science/article/pii/S0378778898000103 
326.  Treloar G, Fay R, Love PED, Iyer-Raniga U. Analysing the life-cycle energy of an 
Australian residential building and its householders. Build Res Inf. 2000 [cited 2016 Feb 
26];28(3): pp. 184–195. Available from: 
http://www.tandfonline.com/doi/abs/10.1080/096132100368957 
327.  Fridley D, Zheng N, Zhou N. Estimating Total Energy Consumption and Emissions of 
China’s Commercial and Office Buildings. California, USA: Ernest Orlando Lawrence 
Berkeley National Laboratory; 2008 Mar [cited 2016 Jun 14]. Report No.: LBNL – 248E. 
Available from: https://china.lbl.gov/sites/all/files/lbl-248e-commercial-buildingmarch-
2008.pdf 
328.  Hu M, Pauliuk S, Wang T, Huppes G, van der Voet E, Müller DB. Iron and steel in 
Chinese residential buildings: A dynamic analysis. Resour Conserv Recycl. 2010 Jul 
[cited 2016 Feb 26];54(9): pp. 591–600. Available from: 
http://www.sciencedirect.com/science/article/pii/S0921344909002407 
Page 253 of 339 
 
329.  B. Müller D. Stock dynamics for forecasting material flows—Case study for housing in 
The Netherlands. Ecol Econ. 2006 Aug 5 [cited 2016 Feb 26];59(1): pp. 142–156. 
Available from: http://www.sciencedirect.com/science/article/pii/S092180090500460X 
330.  Measuring Capital: An OECD Manual of Measurement of Capital Stocks, Consumption 
of Fixed Capital and Capital Services. Paris: OECD Publishing; 2001 [cited 2016 Jun 
14]. Available from: http://www.oecd.org/std/na/1876369.pdf 
331.  Condeixa K, Haddad A, Boer D. Life Cycle Impact Assessment of masonry system as 
inner walls: A case study in Brazil. Constr Build Mater. 2014 Nov 15 [cited 2016 Feb 
26];70: pp. 141–147. Available from: 
http://www.sciencedirect.com/science/article/pii/S0950061814008770 
332.  Engelsen CJ, Mehus J, Pade C, Sæther DH. Carbon dioxide uptake in demolished and 
crushed concrete: CO2 Uptake During the Concrete Life Cycle. Oslo, Norway: 
Norwegian Building Research Institute; 2005 [cited 2016 Apr 7] p. 40. Available from: 
http://nordicinnovation.org/Publications/co2-uptake-during-the-concrete-lifecycle/ 
333.  Bio Intelligence Service. Service Contract on Management of Construction and 
Demolition Waste - SR1: Final Report Task 2. Brussels: European Commission DG 
Environment; 2011 Feb [cited 2016 Jun 14]. Report No.: ENV.G.4/FRA/2008/0112. 
Available from: http://ec.europa.eu/environment/waste/pdf/2011_CDW_Report.pdf 
334.  Vázquez E, editor. Progress of Recycling in the Built Environment. Dordrecht: Springer 
Netherlands; 2013 [cited 2016 Feb 25]. (RILEM State-of-the-Art Reports; vol. 8). 
Available from: http://link.springer.com/10.1007/978-94-007-4908-5 
335.  Cement Sustainability Initiative. Recycling Concrete. Geneva, Switzerland: World 
Business Council for Sustainable Developement; 2009 Jul [cited 2016 Feb 26] p. 42. 
Available from: http://www.wbcsdcement.org/pdf/CSI-RecyclingConcrete-FullReport.pdf 
336.  Pacheco-Torgal F, Tam V, Labrincha J, Ding Y, Brito J de. Handbook of Recycled 
Concrete and Demolition Waste. Elsevier Science; 2013. 671 p.  
337.  Australian Bureau of Statistics. 4613.0 - Australia’s Environment: Issues and Trends, 
2007: Waste. Australian Bureau of Statistics. 2008 [cited 2016 Feb 26]. Available from: 
http://www.abs.gov.au/ausstats/abs@.nsf/7d12b0f6763c78caca257061001cc588/82D6EAD
861A050C9CA2573C600103EA1?opendocument 
338.  [Withdrawn] Construction and demolition waste. [cited 2016 Feb 26]. Available from: 
https://www.gov.uk/government/statistics/construction-and-demolition-waste 
339.  Fisher K. Life Cycle Assessment of Plasterboard: Quantifying the environmental 
impacts throughout the product life cycle, building the evidence base in sustainable 
construction. Banbury, Oxon: Waste & Resources Action Programme; 2008 Apr [cited 
2016 Feb 25]. Available from: 
http://www2.wrap.org.uk/downloads/Life_Cycle_Assessment_of_Plasterboard.8f42883c.5
313.pdf 
340.  Gartner E. Industrially interesting approaches to ‘low-CO2’ cements. Cem Concr Res. 
2004 Sep [cited 2013 Mar 1];34(9): pp. 1489–1498. Available from: 
http://linkinghub.elsevier.com/retrieve/pii/S0008884604000468 
341.  Novacem. Our Solution. 2011 [cited 2011 Jan 1]. Available from: 
http://novacem.com/technology/novacem-technology/ 
Page 254 of 339 
 
342.  Calera Corporation. Calera - Sequestering CO2 in the built environment. MIT 
Symposium; 2009 Mar 23 [cited 2016 Mar 4]. Available from: 
https://mitei.mit.edu/system/files/calera-sequestering.pdf 
343.  Caldeira K. Calera -- fooling schoolchildren?. 2009 [cited 2016 Mar 4]. Available from: 
https://groups.google.com/forum/#!msg/geoengineering/e1_07mTOdZ0/9VC6hv02dz0J 
344.  Unruh J. Calera Corporation’s presumed Carbon Capture and Sequestration (CCS) 
Process. Energy Trends Insider. 2010 [cited 2016 Mar 4]. Available from: 
http://www.energytrendsinsider.com/2010/05/31/examining-calera-corporations-claims/ 
345.  Zaelke D, Young O, Andersen SO. Scientific Synthesis of Calera Carbon Sequestration 
and Carbonaceous By-Product Applications. Donald Bren School of Environmental 
Science and Management University of California, Santa Barbara; 2011 Jan [cited 2016 
Mar 4]. Available from: 
http://www.bren.ucsb.edu/news/documents/Calera_Carbon_Capture.pdf 
346.  E. Lee Bray. Bauxite and Alumina. Bauxite and Alumina Statistics and Information. 
2013 [cited 2013 Mar 19]. Available from: 
http://minerals.usgs.gov/minerals/pubs/commodity/bauxite/ 
347.  FLSmidth. The best of both worlds. FLSmidth: Cement Highlights. 2014 Apr [cited 2016 
Feb 9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/PDF%20Versions/HighlightsCement_Apri
l_2014.ashx 
348.  FLSmidth. Kiln shell installed in record time. FLSmidth: Cement Highlights. 2014 Apr 
[cited 2016 Feb 9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/PDF%20Versions/HighlightsCement_Apri
l_2014.ashx 
349.  FLSmidth. Right First Time. FLSmidth: Cement Highlights. 2014 Oct [cited 2016 Feb 
9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/PDF%20Versions/Highlights_Cement_Oct
2014.ashx 
350.  FLSmidth. Clinkerisation project underway in Nepal. FLSmidth: Cement Highlights. 
2014 Oct [cited 2016 Feb 9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/PDF%20Versions/Highlights_Cement_Oct
2014.ashx 
351.  FLSmidth. 5,000 tpd plant with ATOX mills for Jaypee Group. FLSmidth: Cement 
Highlights. 2013 Oct [cited 2016 Feb 9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/Cement/2013/October/HighlightsMagazin
eOctober2013.ashx 
352.  FLSmidth. First waste heat recovery in India. FLSmidth: Cement Highlights. 2013 Apr 
[cited 2016 Feb 9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/PDF%20Versions/FLSHighlightsApril201
3.ashx 
353.  FLSmidth. New pyro system and cement mills for Manikgarh Cement. FLSmidth: 
Cement Highlights. 2015 Apr [cited 2016 Feb 9]; Available from: 
http://cement.flsmidth.com/h/i/66963088-highlights-april-2015 
Page 255 of 339 
 
354.  Kiln Replacement. Glenfield Engineering. [cited 2016 Feb 9]. Available from: 
http://gleneng.com/projects/case-studies/kiln-replacement/ 
355.  FLSmidth. Cross-Bar cooler achieves several firsts in China. FLSmidth: Cement 
Highlights. 2014 Apr [cited 2016 Feb 9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/PDF%20Versions/HighlightsCement_Apri
l_2014.ashx 
356.  FLSmidth. Delivering to customer needs. FLSmidth: Cement Highlights. 2014 Oct [cited 
2016 Feb 9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/PDF%20Versions/Highlights_Cement_Oct
2014.ashx 
357.  FLSmidth. Successful cooler upgrade. FLSmidth: Cement Highlights. 2014 Oct [cited 
2016 Feb 9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/PDF%20Versions/Highlights_Cement_Oct
2014.ashx 
358.  FLSmidth. A hot Cooler upgrade to improve cooling effect and kiln efficiency. FLSmidth: 
Cement Highlights. 2011 May [cited 2016 Feb 9]; Available from: 
http://cement.flsmidth.com/h/i/13789388-highlights-may-2011 
359.  Managing major cement plant shutdown with 20 contracting companies. 
safequarry.com. 2011 [cited 2016 Feb 9]. Available from: 
http://www.safequarry.com/BestPracticeView.aspx?kBestPractice=758&fkActivity=28&f
kLocation=24 
360.  FLSmidth. On-site repair with fast turnaround. FLSmidth: Cement Highlights. 2013 
Apr [cited 2016 Feb 9]; Available from: 
http://www.flsmidth.com/~/media/eHighlights/PDF%20Versions/FLSHighlightsApril201
3.ashx 
361.  Brelsford R. Meridian Energy Group plans refinery for North Dakota. Oil & Gas 
Journal. 2015 [cited 2016 Feb 9]. Available from: 
http://www.ogj.com/articles/2015/12/meridian-energy-group-plan-refinery-for-north-
dakota.html 
362.  Brelsford R. Oman updates plans for grassroots refinery. Oil & Gas Journal. 2015 [cited 
2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/12/oman-updates-plans-
for-grassroots-refinery.html 
363.  Brelsford R. Bahrain lets contract for refinery modernization. Oil & Gas Journal. 2015 
[cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/12/bahrain-lets-
contract-for-refinery-modernization.html 
364.  Brelsford R. Uganda taps Russian firm to build country’s first refinery. Oil & Gas 
Journal. 2015 [cited 2016 Feb 9]. Available from: 
http://www.ogj.com/articles/2015/02/uganda-taps-russian-firm-to-build-country-s-first-
refinery.html 
365.  Brelsford R. Poland’s Grupa Lotos lets contract for Gdansk refinery upgrade. Oil & Gas 
Journal. 2015 [cited 2016 Feb 9]. Available from: 
http://www.ogj.com/articles/2015/07/poland-s-grupa-lotos-lets-contract-for-gdansk-
refinery-upgrade.html 
Page 256 of 339 
 
366.  Brelsford R. New Zealand refinery completes expansion. Oil & Gas Journal. 2015 [cited 
2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/12/new-zealand-refinery-
completes-expansion.htm 
367.  Pemex advances low-sulfur fuels project at Minatitlan refinery. Oil & Gas Journal. 2015 
[cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/03/pemex-advances-
low-sulfur-fuels-project-at-minatitlan-refinery.html 
368.  Brelsford R. Axens details scope of work for Azerbaijani refinery. Oil & Gas Journal. 
2015 [cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/12/axens-
details-scope-of-work-for-azerbaijani-refinery.html 
369.  Brelsford R. Rail bypass deal paves way for Total’s Donges refinery revamp. Oil & Gas 
Journal. 2015 [cited 2016 Feb 9]. Available from: 
http://www.ogj.com/articles/2015/11/rail-bypass-deal-paves-way-for-total-s-donges-
refinery-revamp.html 
370.  Gazprom Neft’s Moscow refinery due treatment plant. Oil & Gas Journal. 2015 [cited 
2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/10/gazprom-neft-s-
moscow-refinery-due-treatment-plant.html 
371.  Brelsford R. ExxonMobil plans Rotterdam hydrocracker expansion. Oil & Gas Journal. 
2015 [cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/10/exxonmobil-
plans-rotterdam-hydrocracker-expansion.html 
372.  Brelsford R. Syngas Energy Holdings plans Louisiana methanol plant. Oil & Gas 
Journal. 2015 [cited 2016 Feb 9]. Available from: 
http://www.ogj.com/articles/2015/10/syngas-energy-holdings-plans-louisiana-methanol-
plant.html 
373.  Brelsford R. Ecopetrol advances Cartagena refinery expansion. Oil & Gas Journal. 2015 
[cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/10/ecopetrol-
advances-cartagena-refinery-expansion.html 
374.  Brelsford R. Kuwait finalizes contracts for grassroots refinery. Oil & Gas Journal. 2015 
[cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/10/kuwait-finalizes-
contracts-for-grassroots-refinery.html 
375.  Brelsford R. Petroperu advances Talara refinery modernization. Oil & Gas Journal. 
2015 [cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/05/petroperu-
advances-talara-refinery-modernization.html 
376.  Brelsford R. Rompetrol Rafinare wraps turnaround of Romanian refinery. Oil & Gas 
Journal. 2015 [cited 2016 Feb 9]. Available from: 
http://www.ogj.com/articles/2015/12/rompetrol-rafinare-wraps-turnaround-of-romanian-
refinery.html 
377.  Brelsford R. CountryMark wraps turnaround at Indiana refinery. Oil & Gas Journal. 
2015 [cited 2016 Feb 9]. Available from: 
http://www.ogj.com/articles/2015/12/countrymark-wraps-turnaround-at-indiana-
refinery.html 
378.  Brelsford R. Essar Oil wraps month-long turnaround at Vadinar refinery. Oil & Gas 
Journal. 2015 [cited 2016 Feb 9]. Available from: 
Page 257 of 339 
 
http://www.ogj.com/articles/2015/10/essar-oil-wraps-month-long-turnaround-at-vadinar-
refinery.html 
379.  Irving Oil starts turnaround at St. John refinery. Oil & Gas Journal. 2014 [cited 2016 
Feb 9]. Available from: http://www.ogj.com/articles/2014/03/irving-oil-starts-turnaround-
at-st-john-refinery.html 
380.  Brelsford R. Neste plans major turnaround at Porvoo refinery. Oil & Gas Journal. 2015 
[cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/03/neste-plans-
major-turnaround-at-porvoo-refinery.html 
381.  Shell completes Athabasca Oil Sands Project turnaround. Oil & Gas Journal. 2010 [cited 
2016 Feb 9]. Available from: http://www.ogj.com/articles/2010/06/shell-completes-
athabasca.html 
382.  Syncrude begins coker turnaround. Oil & Gas Journal. 2009 [cited 2016 Feb 9]. 
Available from: http://www.ogj.com/articles/2009/03/syncrude-begins-coker-
turnaround.html 
383.  Brelsford R. South Africa’s Engen wraps annual refinery turnaround. Oil & Gas 
Journal. 2015 [cited 2016 Feb 9]. Available from: 
http://www.ogj.com/articles/2015/08/south-africa-s-engen-wraps-annual-refinery-
turnaround.html 
384.  Brelsford R. RIL’s Jamnagar refining complex due for maintenance. Oil & Gas Journal. 
2015 [cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/03/ril-s-
jamnagar-refining-complex-due-for-maintenance.html 
385.  Brelsford R. Shell’s Pearl GTL plant enters planned maintenance. Oil & Gas Journal. 
2015 [cited 2016 Feb 9]. Available from: http://www.ogj.com/articles/2015/02/shell-s-
pearl-gtl-plant-enters-planned-maintenance.html 
386.  Vietnam’s Dung Quat refinery wraps maintenance. Oil & Gas Journal. 2014 [cited 2016 
Feb 9]. Available from: http://www.ogj.com/articles/2014/08/vietnam-s-dung-quat-
refinery-wraps-maintenance.html 
387.  Brelsford R. Total’s Donges refinery due 10-week shutdown, overhaul. Oil & Gas 
Journal. 2015 [cited 2016 Feb 9]. Available from: 
http://www.ogj.com/articles/2015/03/total-s-donges-refinery-due-10-week-shutdown-
overhaul.html 
388.  New BF5 at Taranto will use Best Available Technologies. Paul Wurth. 2015 [cited 2016 
Feb 9]. Available from: http://www.paulwurth.com/News-Media/News-and-
Archives/New-BF5-at-Taranto-will-use-Best-Available-Technologies 
389.  ArcelorMittal to invest over €100 million in the refurbishment of the Coke Oven 
Batteries in Gijón. ArcelorMittal. 2015 [cited 2016 Feb 9]. Available from: 
http://corporate.arcelormittal.com/news-and-media/news/2015/sep/arcelormittal-to-
invest-over-100million-in-refurbishment-of-coke-oven-batteries 
390.  Smith D. Danieli Corus commissions India’s largest Blast Furnace. Steel Times 
International. 2013 [cited 2016 Feb 9]. Available from: 
http://www.steeltimesint.com/news/view/danieli-corus-commissions-indias-largest-blast-
furnace 
Page 258 of 339 
 
391.  Howell D. Shell’s Quest $1.35 billion carbon-capture project near Edmonton on target 
for completion. Edmonton Journal. 2015 [cited 2016 Feb 9]. Available from: 
http://edmontonjournal.com/business/energy/shells-quest-1-35-billion-carbon-capture-
project-near-edmonton-on-target-for-completion 
392.  Kemper County Energy Facility - Facts. Mississippi Power. [cited 2016 Feb 9]. Available 
from: http://www.mississippipower.com/about-energy/plants/kemper-county-energy-
facility/facts 
393.  Taking carbon capture and storage a step further. World Steel Association. [cited 2016 
Feb 9]. Available from: https://www.worldsteel.org/media-centre/Steel-news/Taking-
carbon-capture-and-storage-a-step-further-.html 
394.  American Society for the Testing of Materials. B407 - 08a(2014): Standard Specification 
for Nickel-Iron-Chromium Alloy Seamless Pipe and Tube. ASTM International; 2014 
Oct [cited 2016 Mar 8]. Report No.: B407–08a (2014). Available from: 
http://compass.astm.org/EDIT/html_annot.cgi?B407+08a\(2014\) 
395.  Ke J, Zheng N, Fridley D, Price L, Zhou N. Potential energy savings and CO2 emissions 
reduction of China’s cement industry. Energy Policy. 2012 Jun [cited 2012 Apr 27];45: 
pp. 739–751. Available from: 
http://www.sciencedirect.com/science/article/pii/S0301421512002418 
396.  Hasanbeigi A, Morrow W, Masanet E, Sathaye J, Xu T. Energy efficiency improvement 
and CO 2 emission reduction opportunities in the cement industry in China. Energy 
Policy. 2013 [cited 2016 Mar 8];57: pp. 287–297. Available from: 
http://www.sciencedirect.com/science/article/pii/S0301421513000803 
397.  Long GR, Sprung S, Davidge RW, Pearson D. Microstructure and chemistry of 
unhydrated cements [and discussion]. Philos Trans R Soc Lond Ser Math Phys Sci. 1983 
[cited 2016 Mar 9]; pp. 43–51. Available from: http://www.jstor.org/stable/37462 
398.  Worrall WE. Clays and Ceramic Raw Materials. 2nd ed. Barking, UK: Elsevier Applied 
Science Publishers; 1986. 239 p.  
399.  Grim RE. Clay mineralogy. 2nd ed. McGraw-Hill; 1953. 408 p.  
400.  Duda WH. Cement Data Book. 2nd ed. Wiesbaden: Bauverlag GmbH; 1977. 539p.  
401.  Institute of Geological Sciences. Borehole Survey - Southam. British Geological Survey; 
1978 May [cited 2016 Apr 7]. (Series 680). Report No.: SP46SW14. Available from: 
http://scans.bgs.ac.uk/sobi_scans/boreholes/332570/images/10630968.html 
402.  Bye GC. Portland Cement: Composition, Production and Properties. Thomas Telford; 
1999. 256 p.  
403.  Kolovos K, Tsivilis S, Kakali G. The effect of foreign ions on the reactivity of the CaO–
SiO2–Al2O3–Fe2O3 system: Part II: Cations. Cem Concr Res. 2002 Mar [cited 2016 Mar 
9];32(3): pp. 463–469. Available from: 
http://www.sciencedirect.com/science/article/pii/S0008884601007050 
404.  Tsivilis S, Kakali G. A study on the grindability of portland cement clinker containing 
transition metal oxides. Cem Concr Res. 1997 May [cited 2016 Jan 28];27(5): pp. 673–
678. Available from: 
http://www.sciencedirect.com/science/article/pii/S0008884697000501 
Page 259 of 339 
 
405.  Tokyay M. Effect of chemical composition of clinker on grinding energy requirement. 
Cem Concr Res. 1999 Apr [cited 2016 Feb 5];29(4): pp. 531–535. Available from: 
http://www.sciencedirect.com/science/article/pii/S0008884698002191 
406.  British Standards Institute. BS EN 196-3:2005+A1:2008: Methods of testing cement - 
Part 3: Determination of setting times and soundness. London: British Standards 
Institute; 2009 Oct [cited 2016 Apr 7]. Available from: 
https://bsol.bsigroup.com/Bibliographic/BibliographicInfoData/000000000030179180 
407.  American Society for the Testing of Materials. ASTM Standard C109/C109M - 11b 
Standard Test Method for Compressive Strength of Hydraulic Cement Mortars (Using 2-
in. or [50-mm] Cube Specimens). West Conshohocken, PA: ASTM International; [cited 
2016 Apr 7]. Available from: http://www.astm.org/cgi-bin/resolver.cgi?C109C109M-16 
408.  American Society for the Testing of Materials. ASTM Standard C191 - 08 Standard Test 
Methods for Time of Setting of Hydraulic Cement by Vicat Needle. West Conshohocken, 
PA: ASTM International; [cited 2016 Apr 7]. Available from: 
http://www.astm.org/Standards/C191.htm 
409.  British Standards Institute. BS EN 13791 - Assessment of in-situ compressive strength 
in structures and precast concrete components. London: British Standards Institute; 
2007 [cited 2016 Apr 7]. Available from: https://bsol.bsigroup.com/en/Bsol-Item-Detail-
Page/?pid=000000000030018199 
410.  Kilinc K, Celik AO, Tuncan M, Tuncan A, Arslan G, Arioz O. Statistical distributions of 
in situ microcore concrete strength. Constr Build Mater. 2012 Jan [cited 2016 Jun 
14];26(1): pp. 393–403. Available from: 
http://www.sciencedirect.com/science/article/pii/S0950061811003011 
411.  Struble L, Skalny J, Mindess S. A review of the cement-aggregate bond. Cem Concr Res. 
1980 Mar [cited 2016 Feb 4];10(2): pp. 277–286. Available from: 
http://www.sciencedirect.com/science/article/pii/0008884680900848 
412.  Hansen H, Kielland A, Nielsen KEC, Thaulow S. Compressive Strength of Concrete - 
Cube of Cylinder? RILEM Bull. 1962;17: pp. 23–31.  
413.  British Standards Institute. BS EN 12390-3: Testing hardened concrete Part 3: 
Compressive strength of test specimens. London: British Standards Institute; 2009 
[cited 2016 Apr 7]. Available from: 
https://bsol.bsigroup.com/Bibliographic/BibliographicInfoData/000000000030253049 
414.  Lim SK, Tan CS, Chen KP, Lee ML, Lee WP. Effect of different sand grading on 
strength properties of cement grout. Constr Build Mater. 2013 [cited 2016 Jun 14];38: 
pp. 348–355. Available from: 
http://www.sciencedirect.com/science/article/pii/S0950061812006228 
415.  De Schutter G, Poppe AM. Quantification of the water demand of sand in mortar. Constr 
Build Mater. 2004 [cited 2016 Apr 7];18: pp. 517–521. Available from: 
http://www.sciencedirect.com/science/article/pii/S0950061804000492 
416.  Indelicato F. In-place compressive strength of concrete: statistical methods to evaluate 
experimental data. Mater Struct. 1999 [cited 2016 Jun 14];32: pp. 394–399. Available 
from: http://dx.doi.org/10.1007/BF02479633 
Page 260 of 339 
 
417.  Indelicato F. A proposal for the prediction of the characteristic cube strength of concrete 
from tests on small cores of various diameters. Mater Struct. 1998;31: pp. 242–246.  
418.  Casabella. Casabella Silicone Mini Cube Ice Cube Tray, Set Of 2. Amazon UK. [cited 
2016 Mar 9]. Available from: 
http://www.amazon.com/gp/product/B003DREDTQ/ref=pe_228660_122657800_em_r_im 
419.  Alimmaryi SA, Tamás FD. Burnability of cement raw materials at rapid calcination 
conditions. Cem Concr Res. 1980 Nov 1 [cited 2016 Mar 4];10(6): pp. 739–752. Available 
from: http://www.sciencedirect.com/science/article/pii/0008884680900022 
420.  Altun IA. Effect of CaF2 and MgO on sintering of cement clinker. Cem Concr Res. 1999 
Nov [cited 2016 Mar 4];29(11): pp. 1847–1850. Available from: 
http://www.sciencedirect.com/science/article/pii/S0008884699001519 
421.  Chen IA, Juenger MCG. Incorporation of waste materials into portland cement clinker 
synthesized from natural raw materials. J Mater Sci. 2009 Mar 6 [cited 2016 Mar 
4];44(10): pp. 2617–2627. Available from: 
http://link.springer.com/article/10.1007/s10853-009-3342-x 
422.  Chen IA, Juenger MCG. Incorporation of Waste Materials into Portland Cement Clinker 
Synthesized from Reagent-Grade Chemicals. Int J Appl Ceram Technol. 2009 Mar 1 
[cited 2016 Mar 4];6(2): pp. 270–278. Available from: 
http://onlinelibrary.wiley.com/doi/10.1111/j.1744-7402.2008.02267.x/abstract 
423.  Chen L, Shen X, Ma S, Huang Y, Zhong B. Effect of barium oxide on the formation and 
coexistence of tricalcium silicate and calcium sulphoaluminate. J Wuhan Univ Technol-
Mater Sci Ed. 2009 Jul 9 [cited 2016 Mar 4];24(3): pp. 457–461. Available from: 
http://link.springer.com/article/10.1007/s11595-009-3457-6 
424.  Chen L, Shen X, Ma S, Huang Y, Zhong B. Optimization of the content of tricalcium 
silicate of high cementing clinker. J Wuhan Univ Technol-Mater Sci Ed. 2011 Jul 26 
[cited 2016 Mar 4];26(3): pp. 578–582. Available from: 
http://link.springer.com/article/10.1007/s11595-011-0271-8 
425.  Murat M, Sorrentino F. Effect of large additions of Cd, Pb, Cr, Zn, to cement raw meal 
on the composition and the properties of the clinker and the cement. Cem Concr Res. 
1996 Mar [cited 2016 Mar 4];26(3): pp. 377–385. Available from: 
http://www.sciencedirect.com/science/article/pii/S0008884696850253 
426.  Odler I, Schmidt O. Structure and Properties of Portland Cement Clinker Doped with 
Zinc Oxide. J Am Ceram Soc. 1980 Jan [cited 2016 Mar 4];63(1–2): pp. 13–16. Available 
from: http://onlinelibrary.wiley.com/doi/10.1111/j.1151-2916.1980.tb10638.x/abstract 
427.  Puertas F, García-Díaz I, Barba A, Gazulla MF, Palacios M, Gómez MP, et al. Ceramic 
wastes as alternative raw materials for Portland cement clinker production. Cem Concr 
Compos. 2008 Oct [cited 2016 Mar 4];30(9): pp. 798–805. Available from: 
http://www.sciencedirect.com/science/article/pii/S0958946508000644 
428.  Ract PG, Espinosa DCR, Tenório JAS. Determination of Cu and Ni incorporation ratios 
in Portland cement clinker. Waste Manag. 2003 [cited 2016 Mar 4];23(3): pp. 281–285. 
Available from: http://www.sciencedirect.com/science/article/pii/S0956053X02000612 
Page 261 of 339 
 
429.  Telschow S. Clinker Burning Kinetics and Mechanism. Technical University of 
Denmark; 2012 [cited 2016 Apr 7]. Available from: 
http://orbit.dtu.dk/files/51216918/PhD_thesis_Samira_Telschow..PDF 
430.  Trezza MA, Scian AN. Waste fuels: their effect on Portland cement clinker. Cem Concr 
Res. 2005 Mar [cited 2016 Mar 4];35(3): pp. 438–444. Available from: 
http://www.sciencedirect.com/science/article/pii/S0008884604002510 
431.  Toby BH, Von Dreele RB. GSAS-II: the genesis of a modern open-source all purpose 
crystallography software package. J Appl Crystallogr. 2013 [cited 2016 Apr 6];46(2): pp. 
544–549. Available from: http://scripts.iucr.org/cgi-bin/paper?aj5212 
432.  pyGSAS - Revision 2196: /Tutorials. [cited 2016 Apr 6]. Available from: 
https://subversion.xray.aps.anl.gov/pyGSAS/Tutorials/ 
433.  Fennell PS, Florin NH, Napp T, Hills T. CCS from Industrial Sources. Sustain Technol 
Syst Policies. [cited 2016 Jun 14];2012(Carbon Capture and Storage Workshop :17). 
Available from: 
http://www.qscience.com/doi/abs/10.5339/stsp.2012.ccs.17@cop18.2012.2012.issue-1 
434.  Napp T, Sum KS, Hills T, Fennell PS. Attitudes and Barriers to Deployment of CCS 
from Industrial Sources in the UK. London: Grantham Institute for Climate Change, 
Imperial College London; 2014 [cited 2016 Apr 7]. Report No.: Grantham Report 6. 
Available from: http://www.imperial.ac.uk/grantham/publications/attitudes-and-
barriers-to-deployment-of-ccs-from-industrial-sources-in-the-uk---gr6.html 
435.  Hills T, Gambhir A, Fennell PS. The suitability of different types of industries for inter-
site heat integration. In: Retool for a competitive and sustainable industry. Arnhem, 
Netherlands: ECEEE; 2014 [cited 2016 Jun 14]. pp. 423–434. Available from: 
http://proceedings.eceee.org/visabstrakt.php?event=4&doc=4-027-14 
 
  
Page 262 of 339 
 
 Appendices 11
11.1  Derivation of the carbonation depth equation 
Fick’s first law of diffusion shows the amount of CO2 which diffuses through the concrete: 
𝑛 = −𝐷𝐴
𝐶𝑒𝑥𝑡 − 𝐶𝑓
𝑥
𝑑𝑡 
Where n is the number of moles of CO2 (g), D is the diffusion coefficient for CO2 through 
carbonated concrete (m2/yr), A is the penetrated area (m2), Cext is the bulk atmospheric 
concentration of CO2 on concrete (mol/m3), Cf is the concentration of CO2 at the carbonation 
front (mol/m3), t is the time (yr) and x is the distance from the edge of the concrete to the 
carbonation front (m). 
The mass of CO2 needed to move the carbonation front by a distance dx can be expressed as the 
product of dx, the theoretical amount of CO2 that can react with concrete per unit volume, Q 
(mol/m3), and the penetrated area, A (m2): 
𝑛 = 𝑄𝐴 𝑑𝑥 
The mass of CO2 diffusing through the concrete is equal to the amount of CO2 reacting with the 
concrete: 
−𝐷𝐴
𝐶𝑒𝑥𝑡 − 𝐶𝑓
𝑥
𝑑𝑡 = 𝑄𝐴 𝑑𝑥 
Rearranging: 
𝑥 𝑑𝑥 =  −
𝐷
𝑄
(𝐶𝑒𝑥𝑡 − 𝐶𝑓)𝑑𝑡 
Integrating: 
𝑥2 =
2𝐷
𝑄
(𝐶𝑒𝑥𝑡 − 𝐶𝑓)𝑡 
And rearranging: 
𝑥 = √
2𝐷
𝑄
(𝐶𝑒𝑥𝑡 − 𝐶𝑓)𝑡 
Page 263 of 339 
 
Using the ideal gas law to convert concentration to partial pressure, p (Pa), universal gas 
constant, R (J.K-1.mol-1) and absolute temperature, T (K): 
𝐶 =
𝑛
𝑉
=
𝑝
𝑅𝑇
 
Substituting this in to the equation for carbonation depth: 
𝑥 = √
2𝐷(𝑝𝑒𝑥𝑡 − 𝑝𝑓)𝑡
𝑄𝑅𝑇
 
 
  
Page 264 of 339 
 
11.2 Developing cement production forecasts 
There were several attempts at constructing a cement production (or demand) forecast based on 
econometrics. The lack of data and also the great spread of results for different countries made 
it difficult to develop one which explained the relationship between economic indicators and 
cement demand. 
The amount of data used varied as new sources were obtained. The USGS has large amounts of 
cement production data, but not in one file. The original model used only the cement production 
data for the largest cement producers. (Note that this is cement production, not consumption.) 
11.2.1 Modelling historical cement demand 
Choice of trend types 
Extrapolation of the exponential trend would quickly lead to infeasible levels of cement 
consumption; the world would reach over 26 Gt/year in 2050; even with a population of 10 
billion this far surpasses even China and Saudi Arabia’s current per capita consumption levels. 
A more suitable approach is to identify underlying reasons for the changes in cement demand, 
or at least identify some correlated variables (i.e. regression). Whilst not as rigorous a 
technique as regression, curve fitting can also be useful in the case of data where the trend does 
not seem to be immediately apparent. 
Possible indicators 
Prediction of cement production and consumption may be correlated to other properties of a 
country. For example, if a country is undergoing rapid urbanisation it may be assumed that a 
lot of construction materials are required for this change. The correlations between cement 
production and other metrics were studied for 22 countries and the results are shown below. 
From first glance, it is clear that cement consumption per capita does not correlate with most of 
the metrics tested here. Although the rate of urbanisation may be expected to influence cement 
demand quite significantly, there does not seem to be a trend for most countries. China seems 
to have a weak inverse correlation (R2 = 0.35) whilst Turkey has a positive one (R2 = 0.76). 
The relationship between degree of urbanisation and cement consumption does seem to show a 
positive correlation in most emerging economies (except Indonesia). This may suggest that 
there is some relation; indeed, if a higher percentage of the population are living in towns, this 
may account for the need for more cement. This hypothesis fails when developed countries are 
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examined, because they tend to have a higher degree of urbanisation and a lower consumption 
of cement per capita. 
 
Figure 73: Cement consumption per capita as a function of GDP per capita for several large cement 
producers, 1994-2010 
However, Figure 73 shows the relationship between GDP per capita and cement consumption 
per capita; there seems to be a trend. Many sources have identified that there is a correlation 
between GDP per capita and cement consumption per capita (107,296). Thus, cement 
production is correlated to GDP and population. The trends vary; WWF (107) suggests a linear 
relationship until a certain GDP per capita, at which point consumption per capita remains 
stable with increasing GDP (but it is susceptible to economic cycles). Mortelier & Sireyjol (296) 
provides a smoother trend, with a similar increase until about 15-20 000 $2010/cap and then a 
shallow decrease until around 35 000 $2010/cap. Jänicke et al (297) suggests that production 
grows until per capita GDP levels reach 5000–8000 $1995/y (8300–13 300 $2010/y) and then 
generally decrease at higher GDP levels. WWF does not provide its methodology, only sources; 
Mortelier appears to build a trend based upon statistics from one year only; this is similar to 
that shown by Aïtcin (298). Figure 73 shows data from 1994-2010 for several countries. The 
cement consumption data comes from the USGS (102) except for the UK (282). Population data 
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is taken from the UN (299) and GDP data from the United States Department of Agriculture 
(300). 
There are three main zones identified in Figure 73. Firstly there is a rapid increase in cement 
consumption per capita with GDP per capita. The spread is quite large; the gradient of China’s 
increase is high, whereas that of Mexico and Russia is much shallower. This trend appears to 
carry on until 10 000 – 15 000 $/cap/y, at which point cement demand is approximately 1.2 
t/cap/y. There is then a shallow, almost linear, decrease in cement consumption to about 0.4 
t/cap/y at about 40 000 $/cap/y. Beyond this income level, cement demand seems to remain 
relatively constant. This regression is denoted as the ‘by eye’ model. 
Several other methods were attempted, some with larger sets of data as they became available. 
These involved using variations of GDP per capita (e.g. its square, cube or square root) along 
with information about the rate of urbanisation, gross capital formation, the Gini index or rates 
of growth of various metrics. Some of these models had regression coefficients that were applied 
across the whole GDP per capita range, whereas others had different regression coefficients for 
the different ‘zones’ in a method similar to that in the ‘by eye’ model. 
Uwasu et al. (301) developed an econometric model which took GDP per capita and cement 
production per capita data for various geographical regions and attempted to build a model of 
cement demand for different countries. Figure 74 shows application of the various models to all 
the countries in the world compared with actual cement production. It can be seen that 
although the ‘by eye’ approach is the least scientific, it does the best job of following the trend 
in cement demand. The Uwasu et al. model does not follow the historical shape, missing the 
increase in production in the 2000s. The zonal regression has a strange shape because various 
countries move between zones, causing large changes in their cement demand. The overall 
model has the same issue as Uwasu, and is much higher than actual demand from 1980 until 
2000, but again does not identify the change in growth rate and ends up below actual 
production in 2013. From this analysis, it was decided to take the ‘by eye’ model through to use 
in Subsection 3.4.3.
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Figure 74: Actual global cement production, and various predictive models 
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11.3  Global absorption assumptions 
11.3.1 Absorption Model – Variables 
Use of SCMs; calculation of the clinker-to-cement ratio (CCR) 
In the nineteenth century, pure Ordinary Portland Cement (CEM I) was primarily used. GGBS 
was in use by 1900 during construction of the Paris Metro (302) and a notable research into the 
use of PFA as a supplementary cementitious material (SCM) was in the 1930s (303). The model 
contains three cement types: pure OPC, OPC-GGBS and OPC-PFA. The clinker-cement ratio 
(CCR) is dependent on not only the market penetration of these blends but also the weight 
fraction of SCM in each cement type. 
The market share of OPC-GGBS and OPC-PFA cement blends are assumed to be 0 in 1935, 
rising linearly to 20% and 55%, respectively, by 2012. Pure OPC is assumed to make up the 
rest of the market (i.e. there are only three cement types in the model). The GGBS- and PFA- 
content of the respective cements is assumed to rise from 5% in 1936 to 35% and 20%, 
respectively, in 2012. These amounts bring the average CCR to 77% by 2012, the value 
suggested by WBCSD (153). From 2012, OSCM is included in the Pure OPC blend. 
It was assumed that the gypsum content of all cement is 5% (97,185). 
Availability of SCMs 
The supply of GGBS and PFA was constrained between 2012 and 2050, necessitating the use of 
other SCMs (OSCM) to maintain the desirable CCR. The supply of GGBS and PFA was 
calculated from the ETP 2012 projections of steel production via the BF/BOF route and coal-
fired electricity generation in 2012 and 2050, following the 2DS scenario. It was assumed that 
0.24 t GGBS/t steel is produced (113). For PFA, it is assumed that the mean coal-fired power 
station efficiency was constant at 0.4, the coal had a LHV of 29.4 GJ/t and an ash content of 6.8 
wt.% (304), and that 80% of ash generated is fly ash and is all caught and suitable for use in 
cement manufacture. 
The majority of the OSCM would likely be limestone. It has a slight cementitious activity; 
Portland-limestone cement, which contains up to 35% limestone, has consistently been the 
best-selling cement type in the European Union since at least 2000 (305). Other SCMs are 
silica fume and natural and synthetic pozzolans. It is reasonable to suggest that the supply of 
these OSCMs is practically limitless; limestone is plentiful, and examples of natural pozzolans 
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are calcined clays (306); the USGS believes that “resources of all clays are extremely large” 
(307). 
Cement content of concrete 
The cement content of all concrete is assumed to be constant at 350 kg/m3 (187). 
M-factors (fractions of concrete in each ‘Type’) 
The M-factors are the market share of each of the 18 concrete ‘types’. The six use categories 
were determined from data collected by John Gajda from the Portland Cement Association 
(308) about use of concrete within the United States from 1984 to 1996 (101). Although he 
presented 48 categories, these have been simplified to 6 categories which were representative of 
the vast majority of concrete use in the USA. The ‘market share’ of each of these six categories 
was weighted according to the amount of concrete used for that purpose. 
Without any other information, it was assumed that this use was constant across countries and 
across time. These were then multiplied by the overall market shares of OPC, PFA and GGBS 
concrete to produce the eighteen categories overall. The market shares were affected by the 
constraint on PFA and GGBS supply and therefore had a knock-on effect on the M-factors. 
Representative concrete thickness and coating fraction 
The information given by Gajda also contained assumptions about the representative concrete 
thickness and coating fraction of the different categories of concrete use. These values are 
believed to be informed assumptions. The concrete thickness values for the six main categories 
used in this model were taken as representative values. The coating fractions were averages of 
the values of those of the 48 categories in each of the new categories, weighted by annual 
production. The original 48 categories, and into which of the new categories they fell, are shown 
in Table 41. 
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Table 41: Categorisation of concrete use, and properties of the categories 
Category 28-day 
Strength 
(MPa) 
Thickness 
(m) 
Fraction 
Coated 
Fraction 
of total 
concrete 
Original Category Orig. Cat. 
Fraction of 
total concrete 
1 21 0.15 0.45 0.432 Detached houses 0.187 
Semi-detached houses 0.006 
Low-rise flats 0.028 
Low-rise hotels 0.007 
Residential M&R 0.013 
Public building M&R 0.006 
Shops 0.044 
Low-rise offices 0.036 
Commercial M&R 0.011 
Farms 0.027 
Highway M&R 0.034 
Sewers 0.018 
Water & Sanitation M&R 0.009 
Other public M&R 0.004 
Miscellaneous 0.004 
2 35 0.15 0.31 0.21 High-rise flats 0.014 
High-rise hotels 0.007 
Dormitories 0.003 
Car Parks 0.036 
Commercial Warehouses 0.03 
Local urban highways 0.033 
Local rural highways 0.007 
Bridges 0.05 
Railways 0.002 
Parks & Stadiums 0.007 
Oil & Gas wells 0.02 
3 28 0.205 0.67 0.10 Classrooms 0.029 
Public administration 0.011 
Religious 0.006 
Low-rise health 0.017 
High-rise health 0.006 
Social & Recreational 0.014 
 0.002 
Water & sewer tunnels 0.001 
Waste treatment 0.014 
4 35 0.205 0.23 0.19 High-rise offices 0.018 
Industrial buildings 0.04 
State highways 0.132 
5 21 0.305 0.40 0.029 Water supply 0.023 
Mining 0.006 
6 35 0.4 0.47 0.037 River & Harbour 0.007 
Dams & Reservoirs 0.008 
Power Stations 0.002 
Petrochemicals 0.002 
Transmission 0.002 
Industrial M&R 0.002 
Airports 0.012 
Defence 0.002 
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Table 42: Estimations of average lifetimes of structures in various countries 
Reference Source Location Building type Lifespan (years) 
Bergsdal et al (311) Norway Not specified (N/S) 60–90 
Bribián et al (312) 
Netherlands 
Residential 75 
Office 20 
UK 
Residential & 
Commercial 
60 
Finland 
Residential & 
Commercial 
100 
Switzerland 
Residential & 
Commercial 
80 
Scheuer et al (313) 
Khasreen et al 
(314) 
Michigan, 
USA 
University building 75 
Adalberth (315) Sweden Residential 50 
Junnila et al (316,317) 
Finland & 
USA 
Office 50 
Xing et al (318) China Office 50 
Cole & Kernan (319) 
Sartori & Hestnes 
(320) 
Canada Office 50 
Fay et al (321) Australia Residential 50 
Feist (322) Germany Residential 80 
Hallquist (323) Norway Residential 40 
Mithraratne and Vale 
(324) 
New Zealand Residential 100 
Suzuki & Oka (325) Japan Office 40 
Treloar et al (326) Australia Residential 30 
Fridley et al (327) China All 30 
Wang (310) 
UK N/S 132 
USA N/S 74 
Hu et al (328) China Residential 15–100 
Muller et al (329) Netherlands 
Residential 
μ=60,90,120; 
σ=20 
Non-residential 20-55 
OECD (330) 
USA Residential 65-80 
 Office 36 
 Industrial 31 
 Highways and streets 60 
Canada Commercial 27–52 
Netherlands Dwellings 60–75 
 
Commercial & 
Government 
60 
Condeixa et al (331) Brazil Residential 50 
 
Representative building lifetime (RBL)  
The RBL is a function of construction year and concrete ‘Type’. This provides flexibility in the 
model to allow for increasing building lifetimes and the different uses of different types of 
concrete. The increase in ln (K) is halted when the concrete is 40 years old because it is a 
quadratic function with a positive age2 term, which leads to runaway increases in its value. The 
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data from the literature review which was used in the Model 1 statistical analysis (Subsection 
2.5) had only 6 points with an age greater than 40. 
A representative building lifetime is not easy to select. Aktas & Bilec (309) suggest that 
residential buildings in the USA have a mean lifetime of 61 years with a standard deviation of 
25 years. That said, they identified a trend of increasing building lifetime from 52 to 61 years 
between 1997 and 2009 (R2 = 0.85). Other values are shown in Table 42. 
There is a large range of lifetimes (20–100 years) and robust figures for developing countries 
are lacking; this makes those countries, where most construction is occurring, more difficult to 
study. Furthermore, the standard lifetime of 50 years, probably accurate twenty years ago (see 
Aktas & Bilec (309)) seems to be outdated for developed countries nowadays. However, there is 
evidence that buildings in the developing world do not last as long. An example is China, where 
the average building age is thought to be less than thirty years (310). Taking these facts into 
account, a typical average lifetime of fifty years was assumed to be acceptable, and was applied 
across all categories and years. A standard deviation of this average of ten years was assumed 
for the Monte Carlo analysis. 
Recycling of concrete & demolition waste (CDW) 
When concrete is demolished, it is assumed to increase in surface area because it is likely to be 
crushed to some extent. If the construction and demolition waste (CDW) is used as recycled 
concrete aggregate (RCA) it is crushed to sizes where the surface area will be significantly 
greater than that of the original concrete. Engelsen (332) undertook some accelerated 
carbonation tests and used data from the Scandinavian countries to determine total CO2 
uptake by concrete; however, he only used high CO2 pressure (350–3500 Pa) atmospheres, 
rendering his work of little use for comparison. The data he collected on grain sizes of RCA, 
however, is of use and is shown in Table 43. Evidence from Denmark shows that it is possible to 
reuse large fractions of CDW over extended periods of time; however, the percentage of CDW 
that is reused globally is unknown. The UK recycled 55% of its CDW in 2008–2010. In the EU 
approximately 60–70% of CDW is assumed to be concrete, but individual member states’ values 
may range from 20% to 80% (333) (see Table 44). In the model it is assumed that all recycled 
CDW is exposed to the atmosphere (and an atmospheric concentration of CO2) for a year before 
being turned into new concrete. 
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Table 43: Distribution of different grain sizes in weight percent of annually production of RCA. Note that Iceland 
currently landfills its CDW. 
Author & 
Country 
Weight percentage within grain size range 
(mm) 
 
Engelsen (332) <1 1-10 10-30 >30   
Norway 10 25 20 45   
Denmark 21 30 44 5   
Sweden 10 25 40 25   
Iceland 10 0 0 90   
Finland 10 24 40 26   
         
Collins (100) <0.075 0.075-
0.425 
0.425-2.36 2.36-4.75 4.75-
9.5 
9.5-
13.2 
13.2-
19.0 
19.0-
26.5 
Australia 6 12 22 12 22 13 11 1 
 
In this thesis, it is assumed that developed regions (Western Europe, North America, Asia 
Pacific) have a concrete recycling rate rising from 0% in 1960 at 0.5% per year until 2000, after 
which it rises at 1% per year, and less developed regions (Eastern Europe, Other Asia, China, 
India, Latin America, MENA, Sub-Saharan Africa) have a recycling rate rising from 0% in 2000 
at 1% per year. This fits with opinions suggesting approximately 15% of all CDW was recycled 
in 2008 (334). RCA is assumed to have a particle size distribution identical to that given by 
Collins (100) as shown in Table 43. This was then segmented into two roughly equal sized 
groups: one set containing concrete below 4.75 mm in size (52.5% of the concrete) and the other 
containing concrete greater than 4.75mm in size (47.5%). Assuming spherical rubble for 
simplicity, this generated two representative diameters of rubble. These could then be treated 
as the thicknesses. The average extent of carbonation of the crushed concrete is calculated and 
that percentage is removed from the RCC. Note that spherical rubble is a conservative 
assumption, as it has the minimum surface-to-volume ratio for any chosen representative 
diameter.  
Recycled concrete is assumed to be able to carbonate in such a form for a year. It is then 
assumed to be included in new concrete, and any remaining uncarbonated calcium in the 
recycled concrete acts as an increase in the reactive calcium content of the new concrete. 
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Table 44: Representative CDW recycling rates for several countries. Unless otherwise stated, values come from (335) 
and (336) 
Country Year % recovery of CDW Reference 
Australia 2002–2003 57 (337) 
Belgium  86  
Czech Republic  45  
Denmark 2010 90 (332) 
England & Wales 2005 51  
Finland 2010 70 (332) 
France  63  
Germany  89  
Iceland 2010 0 (332) 
Ireland  80  
Japan  80  
Netherlands  95  
Norway  50-70  
2010 70 (332) 
Portugal  Minimal  
Spain  10  
Sweden 2010 70 (332) 
Switzerland  ≈100%  
Taiwan  91  
United Kingdom 2008–2010 55 (338) 
USA  82  
 
11.3.2 Emission Model – Variables 
Thermal efficiency of clinker plants 
Clinker manufacture requires a large amount of thermal input to raise the raw materials’ 
temperature to above 1673 K and to drive calcination of calcium carbonate. The thermodynamic 
limit is around 1.6–1.85 GJ/t clinker, but losses in the process (such as from the kiln shell, or in 
the flue gas) limits practical energy efficiency. A thermal energy intensity of around 3.2 GJ/t is 
assumed to be achievable by 2050, down from 3.9 GJ/t in 2012. Significant improvements in 
thermal energy efficiency have been made in the last few decades as wet-process kilns have 
been phased out in preference for dry kilns, especially with preheaters. The former can have an 
energy intensity of up to 7.5 GJ/t clinker even today (223), whereas a dry kiln with 3–6 
preheater stages can have an energy intensity of as little as 3 GJ/t, depending on the state of 
the raw materials. It is assumed that a closer approach to the thermodynamic limit is unlikely. 
In this model, the thermal energy intensity of clinker production starts at 7.125 GJ/t clinker in 
1926, falling by 0.0375 GJ/t per year until reaching 3.9 GJ/t in 2012. It then falls linearly to 3.6 
GJ/t in 2020, 3.4 GJ/t in 2030 and 3.2 GJ/t in 2050. This assumption probably underestimates 
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energy use in the past because the relatively recent transition to the dry process has a large 
impact on the overall energy intensity. 
 Fuel mix 
The provision of thermal heat can come from a variety of sources, which are generally burned 
in the kiln and precalciner. The high temperatures present in the kiln allow for the combustion 
of fuels which would otherwise be unsuitable because of the emission of some compounds such 
as VOCs; at 1773 K, these compounds are destroyed. 
The traditional fuel to burn in cement kilns is coal; petroleum coke is often used as an 
alternative fuel but it is similar in emission intensity to coal and is a fossil fuel, so it is not 
treated separately in this model. The specific CO2 intensity of coal was assumed to be 0.96 t 
CO2/GJ (304). 
Other ‘alternative fuels’ (AFs) include refuse derived fuel (RDF), prepared industrial waste, 
sewage sludge, waste tyres and waste solvents. By assuming each of those fuels has an equal 
share of the AF market, a specific CO2 intensity of 0.35 t CO2/GJ was determined (304). 
The market share of AFs is assumed to rise by 0.5% per year from 0 in 1996 to 8% in 2012 and 
12% in 2020. It then rises at 1.2% per year to 24% of total thermal input in 2030. The rate of 
uptake falls to 0.8% per year to reach 40% in 2050. This is broadly in line with the GNR 
database and WBCSD/IEA roadmap (153,280). 
This standard projection was then multiplied by the AF factor to produce different versions of 
the trajectory. Note that the factor was only applied to future use rates, not to rates from the 
past (i.e. 2012 and before). 
SCM emission intensity 
The emission levels of GGBS and PFA were determined according to the emission intensity of 
the original process (t CO2/t GGBS or t CO2/t PFA) and the approximate fraction of the total 
income from the economic activity which creates them which is derived from their sale. These 
values were taken from van Heede et al. (175) and Chen et al. (113). In the case of GGBS, it is 
2.3% of the total revenue, corresponding to 0.130 t CO2/t GGBS and for PFA it is 1% of the total 
revenue, corresponding to 0.197 t CO2/t PFA. The emission level of gypsum was taken to be 
0.0115 t CO2/t gypsum (339). The OSCM intensity was assumed to be the mean of the PFA, 
GGBS and gypsum values (0.113 t CO2/t). 
Page 276 of 339 
 
Emissions arising from concrete (excluding cement) 
There are emissions associated with the sourcing and transport of aggregate, and of mixing the 
concrete, transporting it to site and placing it. This study uses the emission intensity of these 
activities given by Flower & Sanjayan (19), which is 0.0726 t CO2/m3 concrete. The cement 
content of concrete was assumed to be constant at 350 kg cement per m3 concrete, so the 
emission intensity of concrete, in terms of CO2 per tonne of cement, was 0.253 t CO2/t cement. 
It was assumed to decrease linearly by 80% from 2012 to 2050 in the mitigation and CCS 
scenarios. 
CCS 
Although not currently available, the application of CCS to the cement industry has the 
potential to drastically reduce CO2 emissions. It was assumed that a maximum of 75% of 
clinker production CO2 emissions could be mitigated with CCS, the other 25% being unsuitable. 
Furthermore, the capture rate would be 90%; these two constraints limited maximum emission 
savings to 67.5% of clinker-related emissions after other abatement actions had been applied. 
The adoption of CCS was measured as the fraction of suitable production capacity which had 
CCS operating in any particular year. Adoption was assumed to follow an S-curve, with slow 
adoption from 2020 at first, followed by a period of rapid installation which then tailed off over 
time. The equation used to determine this fraction was: 
Equation 23 
𝐶𝐶𝑆 𝐴𝑝𝑝𝑙𝑖𝑒𝑑 =  
1
1 + 𝑒27−0.22𝑖
 
Where i was the year of simulation (1926 being year 1). This fraction was only applied from 
2020 onwards, when the fraction was 0.0022. This rose to 0.020 by 2030, 0.154 by 2040 and 
0.622 by 2050. The derivative of the curve reached a maximum during 2047, at 50% adoption. 
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11.4  The effect of evolutionary measures upon specific CO2 
emissions from the cement industry 
This appendix shows a calculation presenting the reductions in specific emissions possible in 
the 2006 – 2050 time period using three of the four major options available to the Portland 
cement industry: energy efficiency, fuel switching and clinker substitution. 
11.4.1 Assumptions 
 2006 2050 
Cement production (Mt/y) 2 620 (102) 5 700 (108) 
Clinker-to-cement ratio (153) 0.78 0.71 
Alternative fuel use, Annex 1 (153) 0.16 0.60 
Alternative fuel use, non-Annex 1 (153) 0.5 0.35 
Fossil carbon fraction, alternative fuels 0.5 0.5 
Average gross carbon intensity of alternative fuels, t CO2/GJ (304) 0.088 0.088 
Average gross carbon intensity of fossil fuels, t CO2/GJ (304) 0.096 0.096 
Thermal energy requirements, GJ/t clinker (153) 3.9* 3.2 
* This value is for 2012. 
Other assumptions 
1. Two-thirds of cement production happens in non-Annex 1 countries 
2. All cement production is Portland cement. 
11.4.2 Results 
Measure Units 2006 2050 
Calcination emissions per tonne of clinker (t/t) t CO2/t 
clinker 
0.53 0.53 
Specific fuel emissions per tonne of 
clinker 
A1 0.34 0.21 
nA1 0.36 0.25 
Specific CO2 emissions (clinker) 0.88 0.76 
Specific CO2 emissions (cement) t CO2/t 
cement 
0.69 0.54 
Reduction in specific CO2 emissions   -21.5% 
Total emissions Mt CO2/y 1805 3082 
Rise in total emissions   +70.7% 
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11.5  Summary of Alternative cements 
11.5.1 Description of alternative cements 
This is not an exhaustive list but it does contain some of the more widespread and innovative 
cements. 
Lime-pozzolan cements 
Pozzolanic materials are glassy aluminosilicates which react with water in a high-pH 
environment. In the case of lime-pozzolan cements, the lime provides the base to cause this 
environment (i.e. it is the ‘activator’) and a mixture of CSH, CAH and CASH is produced (340). 
When PFA, a pozzolan, in mixed with Portland cement and hydrated, the alite and belite 
phases in the PC produce lime, providing the environment in which the PFA can react. The 
pozzolan hydration (also known as the ‘pozzolanic reaction’) is slow and so compressive 
strength evolves slowly, too. The benefit of using PC over lime is that the alite provides high 
early-age strength while the pozzolanic hydration strengthens the concrete later. 
Geopolymeric cements 
It is not necessary to use lime-based phases as the activator - other alkali metal compounds 
such as sodium silicate have been investigated. These are known as geopolymer cements and 
have been researched in depth. Note that the terms ‘geopolymer’ and ‘geopolymerisation’ do not 
have any scientific relevance. Many geopolymer cements are based on low-carbon and low-
energy materials such as PFA. Although dissolution is a required step, geopolymer cements do 
not really follow a hydration reaction mechanism like most cements, but a condensation-type 
reaction. This is an issue; to produce high final compressive strengths elevated temperatures 
are needed during setting/curing, and the working time (i.e. the duration of time before initial 
set) is much shorter than for PCs. Thus, they are unlikely to completely replace PC but could 
make a contribution in sub-sectors such as pre-cast concrete. 
Magnesium-based cements 
By replacing the calcium in lime-pozzolan cements with magnesium, different raw materials 
with lower carbon footprints can be used. They were first developed in 1867 and there have 
been recent (albeit failed) efforts to commercialise the technology (182,341). Generally, a 
magnesium silicate is carbonated at medium temperature (973 K) and high pressure (150 bar) 
and then calcined to form magnesium oxide. The CO2 from the calcination can be reused in the 
carbonation step, reducing the CO2 footprint (179). Significant investment is needed to ensure 
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that magnesium-based cements reach parity with calcium-based cements. Furthermore, this 
technology only has potential in regions where the price of carbon emissions is high, as the high 
pressures involved will cause the cost of large-scale production to be significantly higher than 
for PC, despite the fuel savings. 
Calera 
Patented in 2008 – 9, Calera (342) technology pumps flue gases into aqueous solutions of metal 
ions (i.e. Mg2+ and Ca2+) to produce carbonates: 
Equation 24 
𝑀2+ + 𝐶𝑂2 + 2𝑂𝐻
− → 𝑀𝐶𝑂3 + 𝐻2𝑂 
The precipitated carbonates would then settle and be collected for use as SCM. This venture 
attracted a lot of attention from the media, investors and scientists. However, Ken Caldeira, an 
academic at Stanford University whence the company was spun out, pointed out that when CO2 
is added to seawater, this actually causes calcium carbonate to form calcium bicarbonate, which 
is soluble in water (343). Therefore, the reaction as claimed by Calera, taking CaCO3 out of 
seawater, would in fact release CO2 from the seawater. This can be overcome by using highly 
alkaline solutions. However, making alkaline solutions is highly electricity-intensive – indeed, 
more electricity is required to make the alkali than is produced by the power station (344). 
Following these revelations, Calera shifted its focus to developing efficient, low-cost sources of 
alkalinity such as electrolysis. It was due to build a sub-commercial scale plant at Latrobe 
Valley power station in Victoria, Australia which used locally-available brines, but these were 
ultimately found to be unsuitable (345). 
Calcium sulphate-based cements 
Calcium sulphate hemihydrate (CŜH0.5), or plaster, is a zero-carbon raw material that is 
available in a few natural deposits but also as a by-product of flue gas desulphurisation (FGD), 
although it is usually converted to gypsum at the plant. The plaster hydrates further to form 
gypsum, or calcium sulphate dihydrate (CaSO4.2H2O). The hydration is fast, giving a fast set. 
However, calcium sulphate dihydrate is relatively soft, and dissolves in water, making it 
unsuitable for most applications. Addition of 25% PC can eliminate this problem, but this 
greatly increases the carbon footprint of what is a very low-carbon product. Furthermore, the 
lack of an alkaline environment within the concrete makes this cement unsuitable for use with 
steel reinforcement. 
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Calcium aluminate cements (Ciment fondu) 
Calcium aluminate cement was patented in 1908 by Lafarge. It sets in a similar manner to 
Portland cement but hardens rapidly, with strength after 24h being similar to that of Portland 
cement after 28 days. They were originally developed to be resistant to attack from sulphates. 
They have several other specialist uses: construction at low temperatures (due to most heat 
being given off and most setting occurring in the first day) and in high-temperature 
environments such as refractories (up to 2273 K). Typical ciment fondu is 38-40% Al2O3, 37-
39% CaO, 15-18% Fe2O3+FeO, 3-5% SiO2, 2-4% TiO2, <1.5% MgO although some compositions 
have over 80% alumina by weight. It is usually ground to 300m2/kg. Monocalcium aluminate 
(CA) is the main hydraulically active phase, but there is a whole range of CaO-Al2O3 phases. 
Most commercial cements contain a mixture of mainly CA and C12A7. The setting time of 
ciment fondu concrete tends to be around 2-3h but there is a peak between 298 & 308 K where 
it reaches about 6h. Mixing speed and time drastically affects setting time (185). It is generally 
produced from limestone and bauxite, which has global reserves of 28 Gt and resources of 
approximately 55–75 Gt (346). Thus there is plenty to use in the cement industry, at least in 
the medium term. 
Whilst similar and superior to Portland cement in many ways, Ciment Fondu has one major 
drawback – cost. It is significantly more expensive, which has restricted its use over the last 
century to specialist uses such as the ones mentioned above. The temperatures involved in 
clinkering (1723–1873 K) are higher than for Portland cement and so require more fuel. 
Calcium sulpho-aluminate cements & super-sulphated cements 
Calcium sulpho-aluminate (C4A3Ŝ) hydrates to form CAŜH, CAH and AH. C4A3Ŝ cements 
hydrate with gypsum and calcium hydroxide to form mainly ettringite, a large phase which 
causes expansion problems. This can be overcome by changing the raw materials slightly, to 
form what is known as super-sulphated cements (SSCs). Mainly GGBS high in alumina and 10-
20% gypsum, these cements use about 5% CH or Portland clinker as a catalyst to form mainly 
ettringite and CSH whilst minimising the expansion. They are generally more finely ground 
than PC (400–500 m2/kg vs >275 m2/kg (187). The ettringite needles in hydrated SSCs are up to 
120 µm long (185). 
 
There are some uses for which expanding cements such as C4A3Ŝ-based cements are useful; for 
example when shrinkage is not desired and expansion may actually be useful. When used with 
steel reinforcement the expansion puts the steel under tensile stress and the concrete under 
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compressive stress, producing a form of prestress (187). 
 
Super-sulphated cements are most popular in China even though lots of bauxite is required to 
make high-quality SSC, increasing its cost. They are known there as “Third Cement Series” 
(TCS). Outside China, tests of SSCs have low belite reactivity. 
11.5.2 LCA calculations for different cements 
Calculations of Cradle-to-Gate CO2 emissions of blended cements 
Literature values for CO2 emissions 
Cement type/name 
Carbon footprint (tCO2e/t 
cement) 
References 
Pure clinker 0.9–0.99 (174) 
Pure PFA 
0.2–2.44 
0.027 
(175) 
Pure GGBS 
0.130–1.1 
0.143 
(175) 
OPC (CEM I, 95% clinker) 0.78–0.88 (175–177) 
Pure lime 0.99–1.988 (340) 
Lime-pozzolan cements & Portland cement-pozzolan cements 
Most lime-pozzolan cements use about 10% lime or higher (340). The rest will be either PFA or 
natural pozzolan, assuming no grinding aids or setting agents (such as gypsum) are added. 
Here, a 10% lime blend and a 25% lime blend are used to represent low- and high-lime content 
cements, respectively. Identical replacement amounts (by weight) as for lime-pozzolan cements 
are used for Portland cement-pozzolan cements. 
Table 45: Calculated emission intensities of various blended cement types 
Cement Bound Component 
Emission 
intensity 
tCO2e/t) 
Mass fraction 
(t/t cement) 
Associated 
Emissions 
(tCO2e/t 
cement) 
Lime 
pozzolan 
Lower 
Lime 0.99 0.1 0.099 
PFA 0.027 0.9 0.024 
Total   0.123 
Upper 
Lime 1.988 0.25 0.497 
PFA 0.027 0.75 0.020 
Total   0.517 
PC pozzolan 
Lower 
CEM I 0.78 0.1 0.078 
PFA 0.027 0.9 0.024 
Total   0.102 
Upper 
CEM I 0.88 0.25 0.220 
PFA 0.027 0.75 0.020 
Total   0.240 
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11.6  Assumptions for Section 6 
11.6.1  Calculation of thermal efficiencies for new cement kilns, 2012 – 2055 
Equation 25 
𝜂𝑏𝑎𝑠𝑒 = 𝐴 + 𝐵(𝑡𝑘𝑖𝑙𝑛 𝑜𝑝𝑒𝑛 − 2011) 
Equation 26 
𝜂 = 𝜂𝑏𝑎𝑠𝑒 ∗ 𝐶
(𝑘𝑖𝑙𝑛 𝑎𝑔𝑒) 
Where tkiln open is the year the kiln is built and (kiln age) is in years, and η is measured in MJ/t clinker. 
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11.6.2  Assumptions and data 
Table 46: UK kiln capacities and ages. Where there are two kilns on one site (South Ferriby & Hope), it is assumed that each has half of the total reported site 
capacity. This information comes from http://www.cementkilns.co.uk/ (276) 
Kiln name 
Current 
owner 
Kiln 
start 
Assumed clinker 
capacity (Mt/y) 
South Ferriby 
A2 
Cemex 1967 0.25 
South Ferriby 
A3 
Cemex 1978 0.25 
Cookstown A1 Lafarge 1968 0.48 
Hope B1 Hope 1970 0.65 
Hope B2 Hope 1970 0.65 
Aberthaw A6 Lafarge 1975 0.5 
Ribblesdale A7 Hanson 1983 0.75 
Cauldon B1 Lafarge 1985 0.9 
Dunbar A3 Lafarge 1986 0.9 
Ketton A8 Hanson 1986 1 
Rugby A7 Cemex 2000 1.5 
Tunstead A2 Lafarge 2004 1.095 
Padeswood A4 Hanson 2005 0.82 
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Table 47: Historical and projected UK cement sector properties 
Year Cementitious 
material 
production 
Clinker-to-
cement 
ratio 
Clinker 
production 
Unabated 
plant 
energy 
intensity 
(historical) 
Direct CO2 
emissions 
Specific CO2 
intensity of 
clinker 
(MPA) 
Specific CO2 
intensity of 
clinker 
(DECC/BIS) 
 Mt/y t/t Mt/y MJ/t clinker Mt/y t CO2/t clinker 
1990 13.9 0.95 13.2 4800 13.3   
2000 13.4 0.83 11.1 4270 10.6   
2010 9.4 0.73 6.84 3810 6.0 0.83  
2012 8.5 0.70 5.91 3900 5.0   
2015 9.1 0.69 6.33    0.80 
2020 10 0.69 6.88   0.96 0.75 
2025 10 0.68 6.84    0.75 
2030 10 0.68 6.80   0.90 0.67 
2035 10 0.68 6.80    0.62 
2040 10 0.68 6.80    0.51 
2045 10 0.68 6.80    0.43 
2050 10 0.68 6.80   0.39 0.33 
 
Table 48: Assumptions regarding fuels in the top-down and bottom-up models developed in this paper (2) 
Property Fossil fuel (coal) Biomass (wheat straw) Alternative fuel (RDF) Natural gas Units 
Fossil carbon fraction  1 0 0.5 1 mol/mol 
Energy content 21 475 17 000 21 200 N/A MJ/t 
Overall carbon intensity 81.5 98.1 80.9 52.1 t CO2/TJ 
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Table 49: Properties of the UK cement sector decarbonisation scenarios, 2012 – 2055 
Property Unit Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6 
CCS properties  Base case Large plants Delayed Biomass Renovation Pipeline 
Minimum plant size for CCS Mt/y clinker 0 1 0 
Amine scrubbing availability date Year 2020 2030 2020 
Calcium looping availability date Year 2030 2040 2030 
Partial oxy-fuel availability date Year 2030 2040 2030 
Full oxy-fuel availability date Year 2035 2045 2035 
Direct capture availability date Year 2025 2035 2025 
Amine scrubbing capture rate t/t 0.9 
Calcium looping capture rate t/t 0.9 
Partial oxy-fuel capture rate t/t 0.65 
Full oxy-fuel capture rate t/t 0.9 
Direct capture capture rate t/t 0.6 
Amine scrubbing energy intensity MJ/t CO2 captured 2000 
Calcium looping energy intensity MJ/t CO2 captured 2000 
Partial oxy-fuel thermal demand factor MJ/MJ 0.08 
Full oxy-fuel thermal demand factor MJ/MJ 0 
Direct capture thermal demand factor MJ/MJ 0.02 
CHP thermal efficiency MJ/MJ 0.5 
Calcium looping calciner thermal efficiency MJ/MJ 0.85 
Plant properties  
Kiln effective lifetime Years 50 25 50 
Efficiency factor A MJ/t 3660 
Efficiency factor B MJ/t/y -11.795 -16.923 -11.795 
Efficiency factor C %/y 0.999 
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Table 50: Information about construction and closure durations for cement plants, refineries and blast furnaces. All links correct as of 15th January 2016 
Industry Location Activity Unit Length of time Source 
Cement Umm Bab, Qatar Construction New line, 5 800 tpd “20 months from mobilisation to first 
flame in kiln” 
(347)  
Cement Mangrol plant, 
India 
Construction New line, 5 000 tpd 12 months construction activity 
“Signing of the contract: 1st Aug 12; 
Site mobilisation (mechanical): 1st 
April 13; Expected commissioning: 2Q 
2014” 
(348) 
Cement Sumbe, Angola Construction New plant, 4 200 tpd 3-4 years (“a complex project lasting 
from 2009 to 2013”) 
(349) 
Cement Sarbottam, Nepal Construction New plant 
1200 tpd 
Total project: 26 months; installation: 
7 months  
“Effective date of contract: 15 October 
2012; Completion of engineering: 30 
December 2013; Supply of major 
equipment: 6 May 2014; Expected 
commissioning: December 2014” 
(350) 
Cement Sidhi, India Construction Brownfield construction (5000 tpd) 16 months for equipment erection & 
commissioning 
“Equipment erection commenced in 
May 2011…the plant produced the 
first clinker in September 2012” 
(351) 
Cement Karnatka, India Construction Greenfield (6 000 tpd) 28 months (commissioning after 25) 
“FLSmidth began installing the 
equipment…in October 2010…the first 
phase of the plant was commissioned 
in November 2012, and the plant 
began commercial operations in 
January 2013” 
(352) 
Cement Manikgarh 
Cement, India 
Construction Brownfield 8000 tpd 39 months between completion of 
engineering and plant commissioning 
“26 May 2010: Contract signed; May 
2011: completion of engineering; 
(353) 
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November 2011: Site mobilisation 
(mechanical); September 2012: Supply 
of major equipment; 17 August 2014: 
Plant commissioning” 
Cement Platin Works, 
Republic of Ireland 
Construction Kiln 3 Preheat tower installation “Contract duration: 5 months” (354) 
Cement Shitou & CUCC 
Jiyuan 
Renovation New cross-bar coolers “Installation was completed within 60 
days” 
(355) 
Cement Andhra Pradesh, 
India  
Renovation 3-phase modernisation of pyroprocessing Phases 2&3: 18 months 
Phase 1: unknown 
(356) 
Cement Nobsa, Colombia Renovation Cooler upgrade 20 days (during planned maintenance 
shutdown) 
“The shutdown, from flame-off to 
flame-on, lasted 20 days” 
(357) 
Cement Sebryakovcement, 
Russia 
Renovation New cross-bar coolers “In the autumn of 2010 Kiln No. 6… 
was stopped for 37 days” 
(358) 
Cement Tunstead Annual shutdown  “Tunstead cement plant undertakes 
an annual maintenance shutdown 
lasting about a month. Over 200 
contractors employing a range of 
specialist skills are used during the 
shutdown.” 
(359) 
Cement Göllheim, Germany Annual shutdown  1 month max 
“...Dyckerhoff’s annual maintenance 
stop in January 2013, with production 
planned to start again at the 
beginning of February 2013.” 
(360) 
Refinery 
(shale) 
North Dakota Construction Greenfield Around 2 years 
“Break ground first-half 2016, enter 
operation sometime in 2018” 
 
(361) 
Refinery Duqm, Oman Construction Greenfield (site prep only) 1 year 
“ …began during second-quarter 2015 
and is scheduled to be completed in 
second-quarter 2016” 
(362) 
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Refinery Sitra, Bahrain Construction Phased renovation 6 years 
“Initiated in 2012 and planned for 
execution in a series of phases over 6 
years” 
 
(363) 
Refinery Buseruka, Uganda Construction Greenfield Around 2 years 
“…final project agreement within 60 
days…March negotiations…first 
phase commissioned in 2018, with the 
plant due to reach its full capacity by 
2020” 
(364) 
Refinery Gdansk, Poland Upgrade Delayed coker (DCU), coker naphtha 
hydrotreater (CNHT), and hydrogen 
generation unit (HGU) 
2.5 – 3.75 years 
“Q4 2014: Execution of contracts…Q2 
2017:…completion of OGU…3Q 2018: 
Completion of tests and full 
commissioning of all EFRA units” 
 
(365) 
Refinery Northland, NZ Greenfield 
expansion 
2 M bbl/y increase in petrol production 
capacity 
4 years 
“the project, which took 4 years to 
complete” 
 
(366) 
Refinery Northland, NZ Maintenance Catalytic cracking reformer Every 6 years 
“CCR unit designed for planned 
maintenance every 6 years as 
compared with the decommissioned 
platformer’s required maintenance 
shutdown every 18 months” 
 
(366) 
Refinery Minatitlan , Mexico Modification and 
upgrade 
Hydrodesulphurisation, sulphur 
recovery, hydrogen plant 
27 months 
“a 14 month-long construction and 
installation” 
(367) 
Refinery Baku, Azerbaijian Phased 
modernisation & 
expansion 
Hydrotreaters, desulphurisation 4 years 
“Designed to be implemented in stages 
during 2015-19” 
(368) 
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Refinery Saint Nazaire, 
France 
Modernisation & 
overhaul; upgrade 
& expand 
Gasoline; VGO HDS (vacuum gas oil 
hydrodesulfurisation) 
Full contract & construction: 2 years 
“contracts for construction of new 
units to follow in 2017…due for 
startup sometime in 2019” 
 
(369) 
Refinery St Petersburg, 
Russia 
Greenfield 
expansion 
New water treatment plant 2 years 
(Article Oct 30 2015) “Once fully 
commissioned in 2017” 
 
(370) 
Refinery Rotterdam, NL Expansion Hydrocracker 2 years 
“receive final permits in early 2016, 
with construction to start soon 
after…plans to commission the 
expanded unit in 2018” 
 
(371) 
Methanol 
plant 
Louisiana, USA Greenfield 
construction by a 
refiinery 
Methanol plant 2 years 
“…expects to begin construction on the 
project during second-quarter 
2016…scheduled to be commissioned 
by yearend 2018” 
 
(372) 
Refinery Cartagena, 
Colombia 
“Long-planned 
expansion and 
modernisation 
project” 
Everything 18 months for full overhaul; total 
closure for > 7 months 
“The first hydrocarbons were 
introduced into the new unit for 
processing on Oct. 21 … Shuttered 
since Mar. 5, 2014 …Scheduled to 
become fully operational during 
second-quarter 2016” 
(373) 
Refinery Al-Zour, Kuwait Greenfield 
construction 
Refinery complex 45 months  
“The consortium’s scope of work under 
the contract, which is to last 45 
months” 
(374) 
Refinery Piura, Peru Modernisation & All 55 months (375) 
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expansion “Slated to be completed within 55 
months from the start of construction” 
Refinery Navodari, Romania Maintenance 
turnaround (no 
total shutdown) 
 >1 Month 
“…the refinery’s more than month-
long planned shutdown for execution 
of turnaround activities” 
(376) 
Refinery Mt Vernon, USA Maintenance 
turnaround 
 16 days 
“During the previous year’s 
turnaround, which lasted 16 days” 
(377) 
Refinery Vadinar, India Maintenance 
turnaround 
(complete 
shutdown) 
 30 days 
“The refinery resumed operations on 
Oct. 17 following completion of 
activities related to the scheduled 
turnaround, which started on Sept. 18 
and required a full shutdown of the 
site” 
(378) 
Refinery St John, Canada (complete 
shutdown) 
 6 weeks 
“Irving Oil Ltd. has started 6 weeks of 
scheduled maintenance on several 
processing units at its 250,000-b/d St. 
John refinery” 
(379) 
Refinery Porvoo, Finland (complete 
shutdown) 
 8 weeks 
“Neste Oil Corp. will begin a 2-month 
planned maintenance turnaround” 
(380) 
Oil sands 
upgrader 
Alberta, Canada (complete 
shutdown) 
 5 months 
(Article published June 8th) 
“it has completed the maintenance 
turnaround… which started in March” 
(381) 
Oil sands Ft McMurray, 
Canada 
Maintenance 
turnaround 
(complete 
shutdown) 
Coker only 2 months 
“The turnaround will take 2 months to 
complete” 
(382) 
Refinery Durban, SA Maintenance 
turnaround 
(complete 
 4 weeks 
“Engen Petroleum Ltd. has restarted 
its 125,000-b/d Enref 
(383) 
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shutdown) refinery…following a 4-week period of 
planned maintenance activities” 
Refinery Gujarat, India Maintenance 
turnaround 
(complete 
shutdown) 
Crude oil distillation unit 4 weeks 
“ RIL…will undertake a month-long, 
planned maintenance turnaround” 
(384) 
Gas-to-liquid 
(GTL) plant 
Ras Laffan, Qatar Maintenance 
turnaround 
(complete 
shutdown) 
One of two GTL trains 2 months 
“Planned maintenance activities at the 
train…will continue for about 2 
months” 
(385) 
Refinery Dung Quat, 
Vietnam 
(complete 
shutdown) 
“the repair of defects for thermal 
expansion joints in the refinery’s residue 
fluidized catalytic cracking unit and the 
connection of awaiting ends for a second 
sulfur recovery unit (SRU) at the site” 
57 days 
“The scheduled turnaround, which 
shuttered the refinery for 2 months 
beginning on May 19, lasted 57 days” 
(386) 
Refinery St Nazaire, France Maintenance 
turnaround 
(complete 
shutdown) 
All units 2 months 
“The maintenance shutdown is 
scheduled to begin on May 4 and will 
conclude on June 25, during which 
time all units will be shuttered” 
(387) 
Ironmaking Taranto, Italy Replacement Hot blast stoves, blast furnace top gas 
cleaning plant, granulated slag  
condensation system, de-dusting system 
in stockhouse 
12 months 
“A challenging schedule foresees 
project completion…within 12 
months.” 
(388) 
Ironmaking Gijon, Spain Replacement Coke oven batteries 2 years 
“The refurbishment work will start in 
mid-2016… expected to produce the 
first batch of coke in the first half of 
2018” 
(389) 
Ironmaking Odisha, India Blast furnace 
construction 
Complete blast furnace system 5 years in total 
“Engineering, supplies and 
construction of the Furnace have 
taken five years.” 
 
(390) 
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Table 51: Construction times for carbon capture plants 
Plant name Capture 
process 
Industry Construction time Status Source 
Boundary Dam, 
Canada 
Amine 
scrubbing 
Renovated coal-fired 
electricity generation 
13 months Completed (224)  
Quest, Canada  New-build refinery 2.5 years construction plus 6 months commissioning 
“Construction started in the fall of 2012 and finished 
in March [2015]. After the commissioning phase was 
completed in August, the testing phase began.” 
Completed (391) 
Kemper County 
Energy Facility, 
USA 
Pre-
combustion 
capture 
New-build Integrated 
Gasification Combined Cycle 
(IGCC) electricity generation 
Foundations, earthworks: ca. 1 year 
Above ground construction: ca. 2 years 
In 
commissioning 
(392) 
Emirates Steel, 
United Arab 
Emirates 
 New-build blast furnace-route 
steel production 
2.5 years from signing of Engineering Procurement 
& Construction (EPC) Contract to completion 
In construction (393) 
 
Note: The duration of construction of capture plants on new-build facilities may be shorter than those stated here because durations tend 
to encompass all construction on site.  
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11.6.3  Supplementary graphs for Section 6 
 
Figure 75: UK cement sector net direct CO2 emissions for different carbon capture technologies in the 2020–2055 period for the ‘Large Plants’ scenario 
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Figure 76: UK cement sector net direct CO2 emissions for different carbon capture technologies in the 2020–2055 period for the ‘Delayed Roll-out’ scenario 
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Figure 77: UK cement sector net direct CO2 emissions for different carbon capture technologies in the 2020–2055 period for the ‘Pipeline’ scenario 
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11.7  Detailed information regarding experimental equipment 
and the development of new synthesis and testing methods 
This subsection complements Section 7: ‘Assessing the quality of clinker made with looped 
calcium oxide sorbent’ by providing more detail about the development of the methods. 
11.7.1 Alterations to the calcium looping fluidised bed 
Original setup 
 
 
Figure 78: Diagram of the hot-rod fluidised bed reactor (FBR) and its heating system 
When inherited, the fluidised bed reactor was a ‘hot-rod’ reactor as described in Dean’s paper 
(234). This reactor type works by converting electrical resistance within a metal tube connected 
to an electrical supply. A quartz liner which contained the fluidised bed was placed within the 
tube and heat was transferred via a mixture of conduction and radiation. Copper electrodes 
were attached around the top and bottom of the tube, which in turn were attached to copper 
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electrodes leading to a transformer which provided a 2V supply. The transformer was 
connected to a power controller unit which determined how much power was supplied to the 
transformer. It was supplied from the mains. 
 
Figure 79: Photograph of the reactor system (not insulated) 
 
Figure 80: Photograph of the reactor system when insulated and with the extraction hood installed 
The connections between the copper cables and electrodes got quite warm, and this heat caused 
oxidation of the copper. To reduce this effect, cooling water was passed through copper tubes 
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wrapped around the end of the cables attached to the electrodes. The reactor body was 
insulated with Superwool HT (Morgan Thermal Ceramics) to improve performance. 
Figure 78 shows a diagram of the hot-rod reactor once adapted for the purposes of this work. 
Figure 79 is a photo of the reactor before insulation. Figure 80 shows the reactor once insulated 
and in operation. 
The liner comprised two quartz tubes of different diameter, 
connected with an inverted quartz conical hollow frustum (see 
Figure 78). At the top of the frustum a sintered quartz disc 
was attached, acting as the gas distributor for the fluidised 
bed. The liner was placed inside the hot rod tube and a flexible 
tube was attached to the bottom of the liner to provide a gas 
supply. A set of three thermocouples were placed in the liner, 
with the bottom one being suspended 10 mm above the centre 
of the sintered disc. One of the other thermocouples measured 
the temperature in the centre of the bed higher up, and the 
third measured the temperature near the wall of the liner at 
the same height as the first thermocouple. These 
thermocouples were connected to the power controller, which 
passed the signal to Agilent VEE on a PC. The program on 
Agilent VEE calculated the percentage power required based 
on a PID control algorithm using thermocouple temperature 
measurements and a set point determined by the operator. 
This percentage was sent to the power controller in the form of 
a voltage. The power controller then provided the correct 
amount of power to the hot rod. The set point, temperatures 
and power were recorded every second. 
The gases were provided from cylinders of CO2 and N2 (BOC), 
and the University’s compressed air supply which was passed 
through an Agilent MT400-4 moisture trap (44 mm o.d., 360 
mm length) filled 2 mm diameter spheres made of a mixture of  
SiO2, Al2O3, Na2O, MgO and CoCl2. The gases were controlled using point-of-use gas regulators 
(The Gas Safety Co), manual rotameters (Roxspur Measurement & Control Ltd). A 15%/85% 
 
Figure 81: Photograph of the winch 
system next to the extraction 
system. 
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CO2/N2 calibration gas was also connected to the system. The gases were mixed and passed to 
the flexible tube which connected to the quartz liner. An extraction hood was used to remove 
the flue gases from the reactor. A small amount of flue gas was removed from the top of the 
liner and passed through a particulate filter (glass wool) and a drying chamber containing 
calcium chloride to an FTIR unit where the absorbance of CO2 was measured. This provided an 
indication of the concentration of CO2 in the gas. The flow of gas was enabled by a vacuum 
pump, to which the gas flowed after passing through the FTIR. It then returned to the 
extraction hood. The set-up of the reactor meant it operated at atmospheric pressure. 
A continuous coal feeding system was also inherited. This comprised a hopper, cup feeder, 
electric motor, electric vibrator and water-cooled lance. The lance was required so that the coal 
could enter the bed without gasifying or combusting in the upper parts of the liner. 
Changes to the setup 
The support furnace was a Lenton Furnaces 12/50/150, as seen in Figure 79. The hot rod tube 
was changed to Incoloy 800 HT pipe 1.5” Schedule 40 as per ASTM B407 (394). The new liners 
had outside and inside diameters of 40 mm and 38 mm. They were 820 mm long in total and 
the sintered disc was 350 mm from the top. Figure 81 shows the reactor with the new winch 
attached, but not in operation. 
Temperature control 
A multi-point thermocouple was purchased from TC Ltd. It had a Grade 316 stainless steel 
outer sheath, with a thermocouple at the tip and then every 10 mm up the sheath. The power 
controller box only had connections for eight thermocouples, so every other thermocouple in the 
sheath was used. Two other thermocouples were used to measure the temperature at the 
outside of the bed; they were wrapped around the sheath. The mid-point outside thermocouple 
was pointed horizontally to the edge of the bed; the one for the bottom of the bed by the wall 
was curled around into a circle with a diameter slightly smaller than the quartz liner. This 
meant it could both measure the outside temperature but also act to ensure the multi-point 
thermocouple remained in the centre of the bed. The locations of the thermocouples in the bed 
are shown in Figure 82. 
The results for sample 012 are shown in Figure 83. The temperatures generally follow the set-
point, but T3 is around 100 K lower than the others during calcination. This is because it is in 
the centre of the reactor at the bottom, touching the sintered disc gas distributor plate. For this 
region to be cooler than the others is not a surprise; the rest of the thermocouples were within a 
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well-mixed fluidised bed, whereas this one was touching a solid which was being constantly 
cooled by gases flowing through the distributor plate. 
Unfortunately the data logging software was unable to hold all of the data for these relatively 
long experiments. Furthermore, it recorded each data point twice, meaning that the time 
recorded was effectively only half of what it should have been. However, most runs were similar 
to 012 in terms of their properties. 
 
Figure 82: Locations of the thermocouples within the reactor quartz liner. The red labels indicate which 
thermocouple is at which location. 
Table 52 shows the average temperatures in each calcination and carbonation stage in 
experiment 012. Calcination 1 is not included because it was not at the set point for long 
enough for a useful average to be calculated. T3, which is the thermocouple touching the 
distributor plate, is the most variable across both calcination and carbonation as can be seen by 
its standard deviations during both states. T7 is also quite variable but is not beyond what is 
expected due to experimental error. Other thermocouples, especially in calcination, are rather 
similar across cycles, with T2 having a standard deviation of 0.23 K and 1.04 K in calcination 
and carbonation respectively. It should be noted that the system control was a PID based on T2 
reaching the specified set point. 
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Figure 83: Temperature profile for experiment 012. T1 refers to thermocouple 1 
Table 52: Mean temperatures of various thermocouples for the various calcium looping cycles for experiment 012 
State 
T1_av T2_av T3_av T4_av T5_av T6_av T7_av 
Temperature (K) 
Calcination 2 1241 1222 1121 1215 1221 1225 1236 
Calcination 3 1239 1221 1119 1214 1220 1225 1237 
Calcination 4 1240 1222 1117 1214 1219 1224 1238 
Calcination 5 1239 1221 1123 1214 1219 1224 1238 
Calcination 6 1239 1221 1124 1214 1219 1224 1239 
Calcination mean 1240 1222 1121 1214 1220 1224 1238 
Calcination standard deviation 0.7 0.2 2.8 0.5 0.8 0.7 1.4 
        
Carbonation 1 914 923 908 917 915 914 909 
Carbonation 2 907 922 918 916 913 911 897 
Carbonation 3 913 921 906 916 915 914 899 
Carbonation 4 907 921 919 916 913 911 895 
Carbonation 5 914 923 911 918 917 916 900 
Carbonation mean 911 922 912 917 915 913 900 
Carbonation standard deviation 3.7 1.0 6.2 1.0 1.7 2.0 5.5 
 
Figure 83 shows the temperature profile for only T2, T3 and T7 for clarity. The temperatures 
have some oscillation at ‘steady state’ but the average difference between the maximum and 
minimum temperatures for any particular calcination or carbonation is only 13 K. The effect of 
the winch system can be observed in the different profiles of carbonation 2 and 3 versus 1, 4 
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and 5. In the former the winch was only used once carbonation had started (which manifests as 
a slower rate of temperature drop from around 1173 K), causing a drop to the set point 
immediately. In the latter, the winch was used as soon as the set point was set to 923 K; a fast 
drop to around 1023 K occurred, followed by carbonation from around this temperature to 953 
K and then a rapid decrease in temperature to the set point as carbonation activity diminished. 
11.7.2 Alterations to the cement synthesis method 
A method (Type A) for producing cement in the laboratory from pure metal oxides was 
inherited from a previous student (288). That work was primarily focussed on the 
determination of the fate of trace elements introduced by the combustion of various fuels; it 
concluded that the build-up of trace elements in the calcium looping cycle is not incompatible 
with good-quality cement synthesis. 
Potential alterations to the Type A method 
There are several drawbacks to the method described above. Firstly, it was very time-
consuming because of the manual grinding stages, the overnight evaporation and the long 
clinkering time. Secondly, it simulated the ‘wet process’ for cement manufacture, which is being 
superseded by dry processes (395,396); it is very unlikely that calcium looping would ever be 
applied to many wet process plants. Thirdly, the process only used pure oxide raw meal 
constituents; clinker manufacture usually involves the use of limestone, clay and small 
amounts of relatively pure oxides. 
Table 53: Summary of clinker production methods during method development 
Cement 
type 
CaO 
ground? 
Duration of 
homogenisation 
(minutes) 
Method of drying raw meal 
Duration of 
clinkering 
Clinker 
grinding 
method 
A By hand 120 Evaporation (water) 210 minutes PBM 
B No 120 Evaporation (water) 210 minutes PBM 
C No 120 Evaporation (water) 90 minutes PBM 
D No 30 Evaporation (water) 210 minutes PBM 
E No 30 
Filtration (water), then 
assisted evaporation 
N/A N/A 
F PBM 30* N/A (dry grinding) 210 minutes PBM 
G PBM 30* Evaporation (ethanol) 90 minutes PBM 
H PBM 120 Evaporation (ethanol) 90 minutes PBM 
I PBM 
30* 
 
N/A (dry grinding) 90 minutes PBM 
* Homogenisation was performed in the PBM rather than the rotary jar mill 
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Type B – Faster grinding 
 
Figure 84: Particle size distribution for two synthetic clinkers and Cemex CEM I 
 
Figure 85: Main resolvable alite XRD peak at 51.7° for Type A & B clinkers and Cemex CEM 1 
The acquisition of a Retsch PM 400 planetary ball mill (PBM) allowed for trials to replace the 
hand-grinding and jar-milling with a faster and drier alternative. Furthermore, tests to 
identify whether other stages could be shortened were undertaken. 
Table 53 shows a summary of the innovations attempted over the course of the method 
development. It is followed by an explanation of the differences of the various cement types 
made. 
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Figure 86: Main resolvable belite XRD peak at 31 ° for Type A & B clinkers and Cemex CEM 1 
The two grinding steps were time- and labour-intensive. Based on the PBM manufacturer’s 
suggestion, a laboratory clinker was ground for 10 minutes at 320 rpm in a stainless steel jar 
with four stainless steel balls and ten drops of methanol to prevent agglomeration. This 
produced clinker with a relatively similar particle size distribution as the commercial cement 
studied (see Figure 84). 
The grinding of CaO to less than 90 μm was originally introduced to ensure that the raw feed 
was fine enough to allow for intimate mixing of the particles. This requirement has been known 
for many years (289) and it is generally accepted that in a normal raw meal the calcareous 
components must be below 125 μm and the siliceous below 65 μm. However, CaO is friable and 
under the intense pressure of brick formation is crushed, probably reducing particle size. For 
this reason the effect of this grinding step was investigated. 
One cement was made using <90 μm CaO (cement A) and one with the CaO in the state in 
which it was recovered from the reactor (cement B). The resulting solid/liquid mixture when 
the ground sorbent was added was significantly different from that when non-ground sorbent 
was added; ground sorbent produced a watery suspension after homogenisation whereas the 
non-ground sorbent was more like a runny paste. The cements were then compared using XRD 
to determine the phases present; the peaks of importance for alite and belite are shown in 
Figure 85 and Figure 86. It can be seen that the intensities of the peaks are similar; however, 
the lab cements have less alite and more belite than the commercial cement. This is likely to be 
due to different elemental compositions. Nevertheless, based on the very similar properties of 
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the two cements it was concluded that the grinding of the CaO to less than 90 μm prior to brick 
production provided negligible benefits and could be removed from the process.  
The machine used for all XRD measurements in this thesis was a Perkin Elmer X’Pert Pro with 
a PW3050/60 goniometer. The scan step size was 0.017° 2θ, with a time per step of 40 s and the 
samples rotated at 15 rpm. Most measurements were performed between 25° and 55°. The tube 
current and voltage were set to 40 mA and 40 kV respectively.  
Atmospheric hydration of lime during cooling and grinding 
It was observed that the slaking (hydration) of the non-ground CaO was relatively violent and 
generated a lot of heat. Addition of water to the ground CaO produced no observable reaction; 
thus it is reasonable to assume that some of the lime had either hydrated or carbonated. To 
identify the extent of reactions during the cooling down period and the grinding period, 
thermogravimetric analysis (TGA) was performed on approximately 16 mg of the CaO taken 
directly from the reactor after cooling and also on 16 mg of CaO from the same batch directly 
after grinding to <90 μm. The analysis was done under 50 ml/min pure nitrogen to prevent 
carbonation or hydration during the experiment. Taylor (185) reports that calcium hydroxide 
decomposes from 643 K under dry, CO2-free nitrogen, and that this is 98% complete by 853 K 
for a 10 K/min ramp rate. Calcium carbonate decomposes in pure nitrogen at temperatures 
higher than this.  
Figure 87 shows the extent of decomposition in both samples. There seem to be two main mass 
loss events in both samples, at around 600 K and at 800–850 K. It is evident that the ground 
CaO has hydrated to a larger extent than the non-ground CaO, and has carbonated more too. 
The 5.2 wt% mass loss in the ground sample suggests an overestimation of moles calcium in the 
ground sorbent by 5.5%; the 1.75 wt% mass loss in the non-ground sample suggests that this 
overestimation is only 1.78% in the method. Although small, it was assumed that this 
hydration and carbonation level was identical for all future CaO samples and was taken into 
account when measuring the amount of other raw oxides required. 
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Figure 87: Thermogravimetric data for non-ground and ground CaO in the condition at which it is weighed to 
calculate the mass requirement of other raw meal oxides 
Type C - Duration of clinkering 
 
Figure 88: XRD patterns of Type B (bottom) and Type C (top) clinkers 
The original procedure used a clinkering time of three hours at 1773 K plus the time taken for 
the furnace to heat up from ambient (about 30 minutes). Few cement synthesis methods 
published use durations greater than 60 minutes (see Appendix Subsection 11.8). The effect of 
reducing the clinkering time to 90 minutes (i.e. 30 minutes reaching 1773 K and 60 minutes 
stable at 1773 K) was investigated (cement C). This had the potential to reduce the conversion 
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of the raw meal to the desired phases due to a lack of time. However, no significant differences 
in the phase composition of this clinker were identified, as is shown in Figure 88. 
Type D – Shorter Jar Mill Homogenisation 
In the original procedure the homogenisation step lasted two hours and took place in the rotary 
jar mill with water. It was assumed that increasing the time of homogenisation follows a law of 
diminishing returns; thus, it was possible that this could be reduced significantly without any 
large effect on the quality of the homogenous mixture. A cement raw meal with non-ground 
CaO but without the mass effects of hydration taken into account was homogenised for 30 
minutes (cement D). This was then fired to produce clinker and ground using the PBM. Figure 
89 compares the XRD patterns of this cement with type B clinker (i.e. identical except that its 
raw meal had 120 minutes of homogenisation). It can be seen that reducing the homogenisation 
time by 75% had no great effect on the phases within the cement; indeed, cement D has slightly 
higher levels of alite. 
 
Figure 89: XRD patterns of Type B (bottom) and Type D (top) clinkers 
Type E - Water removal 
After homogenisation in water, the raw meal was originally placed in the oven so that the 
water can evaporate. Whilst this was effective, it was time-consuming, taking more than twelve 
hours. To reduce the time required to evaporate off the water a vacuum filtration system was 
designed to separate the solids and liquids. Whatman 41 filters (20 μm) were used to separate 
the filter cake and filtrate. However, it was evident that a large portion of the solids were 
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passing through the filter as the filtrate was still red, albeit a lighter red than originally. 
Furthermore, the filter papers were delicate and could not be easily removed after use for 
recovery of the filter cake. 
To overcome this issue, tougher filter papers with a smaller critical particle size could have 
been used. However, it was decided to accelerate the water evaporation time by using a heater-
stirrer hotplate because the equipment was available and was likely to be simpler to operate. 
The filter cake and filtrate produced by vacuum filtration were re-mixed and then put on the 
hotplate in an 800 ml Pyrex beaker. By setting the temperature of the suspension to 
approximately 350–360 K, the evaporation time was reduced to 6 hours. This clinker synthesis 
was abandoned because the evaporation time was deemed to be too long for the effort of 
assisted evaporation. 
Types F, G & H – Alternative Homogenisation Methods 
Three other homogenisation methods were attempted: one simply replaced the water in the 
original method with ethanol (clinker H), one used ethanol but homogenised them in the PBM 
for 30 minutes (clinker G), and another eliminated liquids altogether by integrating the CaO 
grinding procedure and homogenisation step into a ten-minute stage in the PBM without water 
or ethanol. This meant that evaporation was not necessary (clinker F). 
 
Figure 90: XRD patterns for Type B (bottom) and Type F (top) clinkers showing the effect of homogenisation time 
All three produced satisfactory results, but method F was the fastest, cheapest and most 
suitable due to its lack of wet ingredients, and so was chosen above the other two methods. 
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Figure 90 and Figure 91 compare the results for Type B and Type F; little difference can be 
seen. A peak at 39° is present in Type B but not in Type F; this has not been conclusively 
identified but it could be calcite or quartz, suggesting that Type B did not fully clinker. Type F 
has a substantially higher alite peak (Figure 91). 
 
Figure 91: Resolvable XRD peak for alite at 51.7° for Type B and Type F clinkers showing the effect of 
homogenisation time 
Over time, 10 minutes at 320 rpm was altered to 250 rpm for 30 minutes. This was done 
because it was found that much material stuck to the walls of the jar at 320 rpm, hindering 
proper homogenisation. The homogenisation time was increased to compensate for the reduced 
grinding speed/energy. A few drops of methanol were also introduced as a grinding aid, 
something that was found to improve yield as less material stuck to the walls and balls. 
Type I - Effect of moulding pressure 
The original method used a large mechanical press available in the Department’s workshop; a 
smaller press, capable of producing a 10 tonne force, was available in the laboratory. Method D 
was altered by using this press to its limit of 10 tonnes to produce Method I. The bricks were 
produced and came out of the mould in a similar manner to the ones above, except that they 
were more liable to breaking up during handling (the first one produced by Method I did just 
this). However, with more care applied to its handling another was produced, weighed, 
photographed (Figure 92) and clinkered. 
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Eventually a procedure which resulted in less fragile bricks was developed. This involved 
pressing the brick to 2 tonnes, releasing the pressure and rotating the brick by 90°. This was 
done four times before a force of approximately 4 tonnes was applied once. The bricks rarely 
split along the largest plane as was common previously. 
 
Figure 92: A homogenised raw meal compressed brick 
Although a broken brick was difficult to handle, this did not seem to affect the final product; 
the colour, texture and hardness of the clinker appeared similar after clinkering. Considering 
the particle size distribution and homogeneity of the raw meal this is not surprising. The 
development of a procedure to produce good-quality bricks was mainly for the ease of handling 
and maximisation of yield (a broken brick often produced some small pieces and powder which 
could not be put in the platinum boat). 
Type I - Repeatability 
Type I combined many of the improvements made to the process in the previous methods, 
including dry grinding and homogenisation and a shorter firing time. Generally, samples 
appeared similar to each other. Samples 002, 006 and 007 in Section 7 were all made using 
exactly the same method. XRD gave alite concentrations of 58.5%, 55.6% and 62.5%. The 
differences between samples were deemed to be within acceptable ranges given the large 
potential for experimental error from the many steps involved in cement synthesis. Section 
11.10 provides details about how the quantification was performed using Rietveld refinement. 
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Type I (reduced) – Effect of an oxidising environment 
Due to a mistake with conditions in the tube furnace, three Type I HRM bricks were clinkered 
in pure nitrogen. It is known that an oxidising environment is required to make good-quality 
cement. Long (397) provides a good explanation of the effects of a reducing environment on 
clinkers: they are brown rather than green-black; Fe (III) is reduced to Fe (II) to produce FeO, 
which can replace CaO in alite and increase its susceptibility to decompose to belite; and the 
ferrite phase diminishes at the expense of the aluminate phase (as would be expected from the 
Bogue equation). 
This is exactly what was seen in these samples: the clinkers were brown and XRD showed 
relatively low levels of alite and high levels of aluminate. An example is shown in Figure 93. 
 
Figure 93: A brick clinkered in reducing conditions. Note the light grey colour and the light brown patches of 
gamma-belite 
Other attempted modifications and comments 
Cooling chamber alterations 
The cooling method was altered to try and improve safety. Originally, the cooling of the clinker 
brick took place in a separate tube to that which the clinkering occurred and so transfer of the 
white-hot (1723 K) boat was necessary. This was achieved by placing the steel cooling chamber 
tube around the end of the alumina tube of the furnace. The boat was then pushed, using a 
steel rod, into the chamber (Figure 94). There were two main issues with this: firstly, the 
transfer of such hot material is undesirable; secondly, the steel rod occasionally got stuck 
around the end of the alumina tube and the part of the rod in the centre of the furnace melted 
before it could be extracted. 
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Figure 94: The air cooling chamber for clinker, viewed from the entrance. 
A new furnace tube gas supply end piece was manufactured to try and provide both a seal and 
a suitable environment for cooling the clinker. The original piece, as shown in Figure 95a, 
simply had a tube attached to the outside centre of the end piece, and the gas supply for the 
furnace passed directly into the alumina tube. The gas exhaust end piece was of an identical 
design. To try and mimic the cooling chamber gas flow conditions, the new gas supply end piece 
had a distributor tube on the inside of the end piece, which was capped off at the end and had 
small holes in the bottom of this tube so that gas would be blown downwards (Figure 95b). To 
accommodate the full size of the boat and its clinkered contents, the tube was higher than 
centre on the end piece. 
This method appeared to cool down the clinker adequately, but cracking of the alumina furnace 
tube, which was relatively common before, became more frequent. It was assumed that this 
was because of the rapid cooling of the tube (25 L/min air) compared with before (no forced 
convection). After returning to the original method, the frequency of tube cracking reduced and 
for reasons of cost and convenience it was decided to return to the original method, but the 
cooling chamber was moved so that it surrounded the end of the alumina tube, making it easier 
to retract the steel rod because it could not get as stuck around the end of the tube as in the 
previous arrangement. 
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Figure 95 a (top) and b (bottom): The original end-piece (a) and the modified end-piece (b) for the horizontal 
tube furnace 
 
 
Figure 96: Expanded HRM brick 
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Brick storage 
The raw meal brick was sometimes made the day before clinkering. After being left in the 
atmosphere overnight, the brick was found to expand and fall apart as shown in Figure 96, 
presumably from hydration of calcium oxide. From then on, the bricks were kept in a desiccator 
unless being used within one or two hours of pressing.  
Process duration 
Table 54 shows the major steps in the original and final processes, and their typical durations. 
The total time to produce a batch of cement from CaO and other raw materials was reduced by 
over 80%. It should be noted that many of the processes required little supervision (e.g. 
homogenisation and evaporation) and that there were other necessary actions to perform, such 
as washing milling jars and balls. 
Table 54: Summaries of the durations of the original Type A clinker and the new Type I clinker 
Type A Type I 
Procedure Duration (hours) Procedure Duration (hours) 
Grinding CaO 0.75   
Weighing powders 0.25 Weighing powders 0.25 
Homogenisation 2 Homogenisation 0.5 
Evaporation 12   
Brick making 0.5 Brick making 0.33 
Clinkering + cooling 4 Clinkering + cooling 2 
Brick crushing 0.25 Brick crushing 0.25 
Brick grinding 1 Brick grinding 0.2 
Blending 0.125 Blending 0.125 
Total (rounded) 21 Total (rounded) 4 
 
Method alterations – conclusions 
The alterations to the method shown above cut the synthesis time by over 80%, allowing more 
clinker to be made in the same amount of time. Furthermore, it has identified some dead-ends: 
filtration is very difficult, for example. In general, however, it was found that Type I was the 
fastest method for making clinker while retaining the quality. The use of a separate clinker 
cooling chamber was found to be preferable over one integrated into the furnace tube. Further 
improvements to the method could include the use of a rotary furnace for producing the clinker, 
in order to better simulate the conditions in a kiln. 
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Final method - summary 
The raw materials (i.e. CaO particles from the reactor and Fe2O3, Al2O3 and SiO2) were ground 
for 30 minutes in a planetary ball mill at 250 rpm using four 25 mm diameter stainless steel 
balls, with a few drops of methanol used as a grinding aid. The powder was removed and 
pressed into a brick using the mould. A little pressure (20 kN) was added to the mould before it 
being released and the sample rotated 90° and repeated; this was done four times. The brick 
was then pressed with the final force of 40 kN. 
The brick was placed in the 95% Pt/5% Rh boat and placed in the centre of the tube furnace. 
The furnace was switched on with a set point of 1773 K and 3 L/min air passed through the 
tube. After the furnace had been at the set point for 60 minutes, the clinker was pushed out of 
the tube and into the cooling chamber, which blew 25 L/min air onto the sample until cool 
enough to handle. An example cooled clinker brick is shown in Figure 62 in Section 7.3.2. 
The clinker was then ground in the planetary ball mill using four 25 mm diameter stainless 
steel balls for ten minutes at 320 rpm, with a few drops of methanol used as a grinding aid. 
Before clinkering, samples were kept in air-tight containers covered in Parafilm within a 
desiccator at room temperature. After clinkering, the samples were kept in airtight containers 
covered in Parafilm on a shelf in the laboratory. 
11.7.3 Use of clay as a raw material for cement manufacture 
Definition and classification 
Clays and shales provide the alumina, ferrite and silica necessary for the formation of clinker 
at full-scale cement plants. However, the definition of a ‘clay’ or ‘shale’ is quite loose. Worrall 
defines a clay as  
“an earth that forms a coherent, sticky mass when mixed with water; when wet, this mass 
is readily mouldable, but if dried it becomes hard and brittle and retains its shape. 
Moreover, if heated to redness, it becomes still harder and is no longer susceptible to the 
action of water” (398). 
Shale is clay that has been compacted to form a rock-like material, and slate is shale that has 
been compressed further and heated. 
According to Bhatty et al., ‘clay’ is a synonym for ‘argillaceous materials’, which 
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“are essentially hydrous aluminium silicates, with magnesium or iron substitution wholly 
or in part for the aluminium in certain minerals, and with alkalis or alkaline earths also 
present as essential constituents in a few others” (188). 
It is quite obvious that there are several minerals which would fall in to one, but not both, of 
these categories. Grim, who provides a definition similar to Worrall’s, gives the example of flint 
clay, which does not develop plasticity when mixed with water (399). Thus, it is more useful for 
the cement chemist or engineer to consider those clays of significance to the industry. Taylor 
defines the chemical composition of suitable clays and shales being “in the region of 55–60% 
SiO2, 15–25% Al2O3, 5–10% Fe2O3 and smaller amounts of MgO, alkalis, H2O and other 
components”. 
Duda places deposits of clay, marl and limestone on a scale according to their calcium 
carbonate content (400). This scale is shown in Table 55. Although true clay is a relatively 
narrow band (0–4%), a significant fraction of limestone in clay is not a huge problem for cement 
production as the balance of raw materials in the raw meal can be altered to take it into 
account. In this thesis, clay is defined as by Grim as a fine-grained, natural argillaceous 
material (399). Thus it includes shales as well as the clays defined by other authors. 
Table 55: Categorisation of clay-limestone mixes (400) 
Name CaCO3 content 
High-grade limestone 96–100 % 
Marlaceous limestone 90–96 % 
Marlstone/calcareous marl 75–90 % 
Marl 40–75 % 
Clayey marl 10–40 % 
Marlaceous clay 4–10 % 
Clay 0–4 % 
 
Clay deposits are further classified as either residual or sedimentary (Worrall). Residual clays 
are metamorphs of igneous rock that are found with or beside the original rock; that is, they 
have not been transported from their origin. Sedimentary clays have been moved from their 
origin via natural processes of weathering and transport by water and wind. Thus, residual 
clays are often found to be purer than sedimentary clays, which are mixtures of different clay-
like materials which have been transported as well as non-clay materials such as calcium 
carbonate and quartz. 
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Grim provided a different classification based on structure, primarily into 
amorphous or crystalline clays. The crystalline clays are then classified 
as two-layer type, three-layer type, regular mixed-layer types, or chain 
structures. Combining these two classifications is useful as this gives a 
more complete description of both the genesis and structure of the clay 
materials in question. Preparation clay for use as a raw material 
 
Figure 97: The original clay before drying and grinding 
 
Figure 98: Results of the attempt to grind the wet clay 
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According to a BGS borehole survey of Southam Quarry there is a 25 m thick layer of clay 
(Bench A), with 2 m limestone underneath (Bench B) and 18 m clay under that (Bench C). A 
126 m thick layer of marl lies below (401). They are sedimentary strata formed around 200 
million years ago lain down in shallow seas. 
The clay was a dark-grey colour (Figure 97), with distinctive plates in many of the larger pieces 
although there were also some more ball-like pieces which did not seem to possess this 
structure to the same degree. The clay was speckled with white dots a few tens of microns wide. 
These could be small particles of calcium carbonate. The clay was around 11% CaO after 
ignition, equivalent to 19% before ignition assuming all calcium was in carbonate form. 
As with the other raw materials, a maximum particle diameter of 90 μm was desired. A range 
of processing techniques was attempted. The jar mill was chosen to be the tool of choice for this 
task because it would allow clay processing to take place whilst the grinding steps in cement 
synthesis were also underway. 
The first tests were performed with approximately 140 g wet clay in the jar mill for 90 minutes 
with 10 large grinding balls. The result was the coating of the balls with clay and a few other 
balls of clay (Figure 98). The issue was assumed to be the moisture content; the next test took 
place with pieces of clay which had been dried at 383 K in an oven with an air environment for 
15.5 hours. The clay took on a lighter appearance, with the white dots in particular appearing 
more distinctive (Figure 99). Grinding of this dried clay was more successful, with some powder 
being generated. However, some of the larger particles were not broken down by the balls, as 
shown in Figure 100. 
 
Figure 99: Dried clay 
 
Figure 100: Ground dried clay 
Page 319 of 339 
 
To overcome this issue, grinding of the dried clay in a ceramic pestle and mortar before milling 
for 150 minutes was attempted (type 3). The clay after grinding but before milling is shown in 
Figure 101. The results were much more satisfactory, with a large portion of the clay turning to 
powder (Figure 102). Sieving of the clay produced 25% <90 μm, 31% 90–355 μm and 44% >355 
μm. The effect of reducing milling time to 90 minutes was investigated (type 4); this led to a 
<90 μm fraction of 13.5%. 
 
Figure 101: Pestled dry clay in a mortar. The inside diameter of the top of the mortar is 130 mm 
 
Figure 102: Sieved ground clay, in different particle sizes 
Based on these relatively low yields given the milling time, the PBM was used to grind some 
clay. Grinding for 15 minutes at 150 rpm with 4 stainless steel balls and a few drops of 
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methanol provided a <90 μm yield of over 50%. Based on these results, the PBM was used from 
then on to grind the clay. 
The dried <90 μm clay was originally kept in the oven, but a lidded jar sealed with Parafilm 
was found to keep the clay in a suitable condition over the course of a few months. 
Determining a new raw material mixture including clay 
The method for making cement inherited from previous researchers at Imperial College 
required four oxides to be used: lime, silica, iron oxide and alumina, and is referred to as the 
‘oxide-derived’ method. However, cement plants tend to use clay or marl instead of pure iron 
oxide, silica and alumina because it is much cheaper and more widely available. The 
compositions of these raw materials are shown in Appendix Subsection 11.9. 
Mixing the correct proportions of raw materials is very important for the production of good-
quality cement. Generally, the proportions can be selected using three important terms: the 
lime saturation factor (LSF, Equation 27), the silica ratio (SR, Equation 28) and the alumina 
ratio (AR, Equation 29). 
Equation 27 (in mass fractions) 
LSF = CaO/(2.8 SiO2 + 1.2 SiO2 + 0.65 Fe2O3) 
Equation 28 (in mass fractions) 
SR = SiO2/(Al2O3 + Fe2O3) 
Equation 29 (in mass fractions) 
AR = Al2O3/Fe2O3 
Table 56 shows the values of these three factors recommended by Taylor (185), as well as 
values calculated from analyses in the literature of commercial cements (20,402), those for the 
raw mix developed by Charles Dean, those for Cemex CEM I clinker (derived from the original 
cement composition), those for a NIST reference sample and those for a newly-designed raw 
mix which includes clay. In order to control all three factors, four raw materials are required. 
In the case of the clay and limestone available, the remaining two raw materials are iron oxide 
and silica. 
The three rough target values chosen for the factors were shown in Table 28. These represent 
values close to those given in the literature. The alumina ratio was fixed first by determining 
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the iron oxide to clay ratio, because only these two raw materials contained significant amounts 
of iron. Next, the ratio of silica to the clay/iron oxide mixture was used to set the silica ratio. 
Finally, the LSF was fixed by controlling the ratio of limestone to the clay/iron oxide/silica 
mixture. These ratios were then turned into percentages. The small amounts of iron and 
alumina in the limestone and silica affected the AR and SR slightly, but they were close enough 
to the target (and well within the acceptable range) to be acceptable. 
Table 56: Lime saturation factors, silica ratios and alumina ratios for various quoted clinker specifications and 
reference clinkers 
Factor Lime saturation factor (LSF) Silica ratio (SR) Alumina ratio (AR) 
Taylor 0.92–0.98 2–3 1–4 
Lea 0.93 2.45 1.59 
Bye 0.98 2.45 1.59 
Dean 0.95 2.54 1.46 
Cemex 1.31 2.58 1.51 
NIST 2688 (measured) 0.90 2.39 0.96 
NIST 2688 (official) 0.92 2.53 1.20 
Target mix 0.95 2.50 1.50 
 
The alumina ratio in the measured NIST clinker is rather low, but the other two metrics are 
similar to both the Cemex clinker and the target mix. This may be due to the higher-than-
expected iron content from grinding; the official values provide a better LSF and AR. 
Differences between clay- and oxide-derived clinker 
  
Figure 103: HRM bricks – clay (left) and oxides (right) 
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Few differences were noticed in the synthesis procedure apart from the difference in colour, as 
mentioned in Subsection 7.3.3. This can be seen in Figure 103. 
After clinkering the brick had a different appearance from the equivalent oxide brick, as shown 
in Figure 104. As mentioned in Section 7.3.3, trace and minor elements can affect such 
properties. 
Table 57 shows that there is significantly more TiO2 in the clay-derived clinker (0.24 wt%). 1 
wt% TiO2 in clinker can reduce the melt initiation temperature by up to 100 K (403). This may 
be part of the reason behind the suspected increased melt volume. 
Table 57: Mass fractions of minor and trace elements in clay-derived clinker, and the difference compared with 
oxide-derived clinker 
 TiO2 Fe2O3 Mn3O4 MgO Na2O K2O P2O5 SO3 Cr2O3 
Mass fraction 0.0024 0.05726 0.0004 0.0104 0.0016 0.0067 0.0011 0.0087 0.0006 
Concentration as a 
multiple of that in the 
oxide-derived clinker 
18.3 1.4 2.1 4.0 N/A 17.2 N/A 67.0 3.1 
 
 
Figure 104: Clay clinker (left) and raw oxide clinker (right) 
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It is possible that these alterations were due to the chemical make-up of the raw meal and 
clinker. Table 57 shows the mass fractions of various important minor and trace elements in 
the clinker, as measured by XRF. The clay-derived clinker contains higher concentrations of 
titanium, sodium and potassium which reduce the melt temperature. The higher concentration 
of chromium may also have reduced the melt viscosity, too. These effects may have caused the 
change in appearance. Tsivilis & Kakali (404) found that 2% concentrations of titanium and 
vanadium reduce the clinker’s grindability. On the other side, chromium and manganese 
increase it. 
Tokyay mentions that Duda reports that an increase in the liquid fraction can lead to reduced 
grindability (405). Given the evidence that there was probably more liquid phase in the clay-
derived clinker, this is a more likely explanation for the increased hardness. 
11.7.4 Miniaturisation of the cement compressive strength test 
Introduction to cement property tests 
Many tests of cement properties are performed once the cement is hydrated, either as hcp or 
mortar. The most important ones, and the ones discussed here, are a) the compressive strength 
after 7 and/or 28 days; b) the consistency of a cement paste and the w/c ratio which achieves a 
specific consistency; and c) the setting time of the cement. The testing of these three properties 
is covered in the European standards EN 196-1 (291) (compressive strength) and EN 196-3 
(406) (setting time and consistency). The comparative American standards are ASTM C109 and 
C191, respectively (407,408).  Other tests include fineness, chemical composition and heat of 
hydration. 
A complete test of cement using EN 196-1 and EN 196-3 requires a minimum of 950 g 
(assuming that only one standard consistence test is required). Using American standards, at 
least 1800 g is required. Because the current lab-scale method of cement production produces 
batches of only 40–50 g, these standards are not suitable. However, the methods of testing 
(setting time and consistence via Vicat needle tests and destructive compressive tests) are 
relevant even at the small scales required. Thus, these tests need miniaturising. 
Current state of miniaturisation literature 
Little work has been undertaken on miniaturising cement property tests; most has been done 
on concrete samples of different sizes and shapes. When examining the strength properties of 
concrete structures, a common method is to remove a core of concrete from the structure for 
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testing. This core is usually 100–150 mm in diameter (409). Since most of these strength tests 
are done on structures with a strength level that is of concern, removing large cores of concrete 
is undesirable if smaller portions can be used instead. By reducing the size of the concrete 
performance tests and correlating their results to those of the original tests, a useful result can 
be obtained with a core of diameters of as little as 28 mm (93,410), reducing the volume of 
concrete removed by over 97% (assuming the aspect ratio of the core is retained). The 
differences in fracture mechanisms and strength measurements recorded from different sized 
cores are known as ‘size effects’. 
An alternative method is to use concrete cubes cast of the same concrete batch as used in a 
structure. They are exposed in the same environment as the structure itself, and are then used 
in strength tests at regular intervals as a proxy strength measurement for the bridge. However, 
due to the differences in fracture mechanisms for cylinders and cubes, their strength is not 
comparable to cylindrical cores taken from a structure except through correlations. For 
example, BS EN 13791 says that a cylinder of d = 150 mm, h = 300 mm will have the same 
compressive strength as a cube of height 100 mm (409). These differences are known as ‘shape 
effects’. 
Comparing mortar and concrete 
Since mortar and concrete are similar materials, it is possible to compare them to develop an 
idea of what effect the miniaturisation of mortar tests will have on the reported compressive 
strength. Concrete is basically a mixture of mortar and coarse aggregate. It is already 
understood that the weakest bond within concrete is that between the mortar and coarse 
aggregate, due to high porosity at the interface (411); therefore, it is expected that pure mortar 
will be stronger than concrete. Indeed, Lea (20) suggests that a 45 MPa concrete 100 mm cube 
strength is equivalent to a 55 MPa 40 mm high mortar prism tested over a 40×40 mm steel 
platens. 
Natural ‘scatter’ of results within single experiments 
Concrete can be considered homogeneous on a large scale, e.g. as a material in a large 
structure. On the scale of concrete compressive tests, however, this approximation is not 
suitable because of the large size of the coarse aggregate compared with the size of the concrete 
sample. This heterogeneity is the main reason for the scatter of the results of compressive tests 
on ‘identical’ samples. 
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Shape effects in concrete 
Since both cuboid and cylindrical specimens are often tested, the effect of shape on compressive 
strength is of interest. Relationships between the two have been reported for many years (412), 
with differing results. As mentioned before, BS EN 13791 considers a 100 mm cube to have the 
same compressive strength as a 150 mm × 300 mm cylinder. 
The most often suggested reasons for shape effects are friction between the presented faces (i.e. 
those normal to the direction of force) and the platens of the testing machine, and the 
deformation of the platens of the testing machine. 
BS EN 12390-3 (413) provides diagrams of suitable failure modes. In summary, suitable failure 
occurs in the region furthest from the platens (central region). This is because of the inability of 
the specimen to elongate laterally near the platens due to the friction present between the 
platens and the specimen, which reduces the production of microcracks. This region of low 
microcrack density is roughly conical in shape. 
As the stresses applied to the specimen increase, more microcracks appear in the central 
region. At a stress of approximately 70% of the ultimate tensile strength, these microcracks 
begin to increase in length. They then merge, producing macrocracks. The macrocracks 
propagate through the central region and follow the edge of the conical region at each end. 
According the BS EN 12390-3 (413), unacceptable failure may be caused by incorrect placement 
of samples in the testing machine, a fault within the machine, or absence of or insufficient 
capping of cylindrical specimens. These reasons agree with the literature mentioned above; all 
three can cause uneven loading of the specimen, which would cause unsatisfactory failure and 
the emergence of tensile macrocracks. 
The effect of fine aggregate size distribution on compressive strength 
As Figure 105 shows, the miniaturised samples in Charles Dean’s work did not have smooth 
surfaces on the top and bottom of the specimen. This was due to the production procedure and 
also the size of the largest sand particles. Reducing the size of the sand particles could improve 
the homogeneity of the specimens.  
There have been a few studies of the effect of sand grading on the strength of cement mortar. 
Lim et al. (414) tested mortars made with three grades: <1.18mm, <0.90mm and <0.60mm 
(fineness moduli of 2.01, 1.85 and 1.48, respectively). The mortars had w/c ratios ranging from 
0.61 to 0.67. Tests at 7 and 28 days showed definite trends towards higher compressive 
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strength with decreasing sand size. Water-cured <0.60 mm specimens were between 11 and 
31% stronger than their <1.18 mm counterparts between 7 & 120 days of age. 
 
Figure 105: Photograph of the end of an original design cylinder specimen for compressive strength testing 
This effect is minimised in BS EN 196-1 by the use of a standard reference sand, with grading 
characteristics as shown in the Table. The use of finer sand also affects the water demand 
(415). 
Table 58: Sand grade specifications in BS EN 196-1 (291) 
Square mesh size (mm) 2.00 1.60 1.00 0.50 0.16 0.08 
Cumulative sieve residue (%) 0 7 ± 5 33 ± 5 67 ± 5 57 ± 5 99 ± 1 
 
Development of miniaturised tests for cement in the literature 
Indelicato (416) provides advice on statistical methods for comparing indirect, non-destructive 
strength measurements with direct, destructive compressive strength measurements of 
concrete. Miniaturised compressive strength tests, while not non-destructive or indirect, are an 
alternative testing method and so the statistical methods and confidence levels suggested by 
Indelicato are good guidelines for this miniaturisation work. He suggests using fifteen concrete 
formulations, in order to provide suitable confidence intervals for estimating the strength of a 
single sample. 
Indelicato also undertook experimental work based on this method (417). He derived 
relationships between the compressive strength of concrete cubes, 28 mm cores, 45 mm cores 
and 70 mm cores. Because of the greater standard deviation of results within the core sample 
sets than the cube sample sets, few cubes were required for comparison with the cores (5, 6 and 
5 for twenty 28 mm, 45 mm and 70 mm cores, respectively). 
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Preliminary development tests 
Past development 
Previous work with the research group has concentrated on these cement tests and was 
published in Charles Dean’s thesis (288). The cement used was CEM 1, 32.5R. 
In this previous work a 31 mm ID cylinder of height 40 mm was used for the standard 
consistence and setting time tests. The standard consistence was found to increase from w/c = 
0.25 for full-scale tests to w/c = 0.275 for the miniaturised tests. This makes sense, since a large 
amount of the resistance to plunger insertion is from friction with the wall. These ‘wall effects’ 
are larger the closer to the wall the plunger is, and with a small sample the plunger is 
necessarily closer to the wall. 
The setting time of the mortar in the miniaturised moulds was not compared with full-scale 
results. However, the setting times of the commercial cement and the sorbent cement fell well 
within the limits specified by EN 196-3. 
31 mm ID, h/d = 2 cylinders were used for the compressive strength tests. There were problems 
with packing and the inclusion of air bubbles within the samples, which can be expected to 
greatly diminish the compressive strength of the mortar. 40 mm cubes were also tested, but 
were found to be too strong to be broken in the Chemical Engineering department’s 
compressive strength machine after 3 days of curing. The machine can only reach 45 kN; this 
corresponds to a compressive strength of only 28 MPa for the cubes. 45 kN on the cylinders 
corresponds to 59.6 MPa. After the seven day curing, the mortar should be less than 60 MPa in 
strength – the minimum required by EN 197-1 is 30 MPa for the strongest cements. 
Further development – silicone moulds 
Another issue with this test was that, although the test had been significantly shrunk, it still 
required 25 g of cement per cylinder. This meant that only one cylinder could be made per 
batch of cement produced via the method explained above. At the small sizes of the cylinders 
and cubes, the main issue was finding a suitable mould which could be easily dismantled to 
allow the specimens to be cured and tested. In the end, designing smaller moulds which could 
be dismantled was abandoned and flexible moulds were used instead. 
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The moulds used were: 
1) Casabella silicone mini cube ice cube trays, which could create 90 cubes at one time. 
Each cube was 12 mm in diameter (418) 
2) Casabella silicone cube ice cube trays, which could create 8 cubes at one time. Each cube 
was 34 mm in diameter. 
Some test hcp cubes were made and the force required to crush the cubes at 50 MPa was 
calculated. The results are shown in Table 59. No adverse reaction between the cubes and the 
moulds was observed, although some of the blue pigment used in the moulds transferred to the 
surface of the cubes, as can be seen in Figure 106. 
Table 59: Physical characteristics of the large and small cubes made in silicone moulds 
Property  Large cubes Small cubes 
Quantity tested  8 10 
Height Mean (mm) 33.8 12.1 
 
Coefficient of 
variation 
2.20% 1.71% 
Width Mean (mm) 32.6 11.5 
 
Coefficient of 
variation 
1.27% 3.27% 
All dimensions 
Coefficient of 
variation 
2.42% 3.66% 
Volume Mean (ml) 35.8 1.59 
Calculated mass 
(assuming w/c = 0.3) 
Mean (g) 58.0 2.57 
Force to break At 50 MPa (kN) 53.0 6.59 
 
 
Figure 106: Large and small cubes made from the silicone moulds 
The force required to break the large cubes was judged to be too large for these tests. 
Furthermore, significantly more cement was required per large cube (58 g) than for the smaller 
ones (2.6 g). Making the smaller cubes enabled the production of several cubes per batch of 
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cement, and therefore an understanding of the standard error associated with the cube casting, 
curing and testing procedure. It was decided to make twelve cubes in each batch. 
The method was tested using CEM I cement, and twelve batches of cubes were made. They 
were tested after seven days. The compressive strength tests were performed in a Lloyd EZ-50 
strength machine. The cubes were laid on their side because their tops were not always 
completely flat and this technique was assumed to lead to more uniform stresses across the 
cubes. 
Four batches were made in one day; Figure 107 shows that there was a definite trend in each 
set of four; the first batch tended to be the strongest, and the fourth the weakest. The reason 
for this is not understood; it may be from becoming less rigorous in the bubble removal stage or 
in mixing the batches. Coefficients of variation for the batches ranged from 6% to 24%, with a 
mean of 12%. Mean strengths varied from 18.3 to 30.5 MPa. Analysis of variance (ANOVA) 
found that the differences between the batches were significant (α = 95%). 
 
Figure 107: 7-day compressive strength results for the original cube casting method with Cemex CEM 1. The error 
bars signify one standard deviation above and below the mean. 
Some bubbles could be seen in the bottom corners of the cubes. This suggests that the jolting 
was not sufficient. The method was then altered to try and reduce the cubes’ variability and 
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comparability with full-scale tests. The cubes were made with silica sand (<500 µm diameter, 
Sigma Aldrich) and the ratio of cement, sand and water was 1:1:0.5 by mass. The jolting 
procedure was altered so that fewer bubbles would remain. The results are shown in 
Subsection 7.5. 
Although this method is not perfect, it did produce better quality cubes. Furthermore, there is 
always going to be some variation between batches produced at such a small scale with 
rudimentary tools and processes. It was decided that this method should be taken forward for 
the tests of lab-synthesised cements. 
Other tests – specific consistence and setting time 
 
Figure 108: Specific consistence results for two commercial cements for large and small samples 
The specific consistence of cement is important because it is a measure of how quickly the 
cement will react. In EN 196-3 the test is by trial-and-error. Tests according to the standard 
were undertaken with CEM I. Once the method had been practiced, it was altered so that both 
a standard size specimen and a miniaturised one could be tested at the same time. The 
miniaturised mould was a 40 mm diameter perspex cylinder with a h:d ratio of 1. The same 
batch of cement paste could be used to fill both moulds. 
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Figure 108 shows the results for different w/c ratios. It can be seen that, even for the large 
specimens, the same w/c ratio could give very different results, with some results being within 
the acceptable range but also above and below that range (e.g. 145 and 150 ml). Comparing the 
results for the large and small specimens, it appeared that there was also a large range of 
ratios of the results for the two sizes. A least-squares fit of all the results found a gradient of 
0.68 and an R2 value of 0.48. 
One possibility was that the mixing method was not adequate (despite its inclusion in the 
European Standard). To investigate whether this was indeed the issue, a mini mixer was used 
for produce the cement paste. This method was rather messy due to the set-up of the mini-
mixer, and required 80 g cement. The results were similarly unreliable to those for the other 
mixer. 
From these results it was concluded that the failure to get reliable results for the European 
Standard method, let alone results for a correlation for large versus small samples, meant that 
this test was not suitable to assess the quality of the cement. 
The setting time tests were slightly more successful. After determining a standard consistence 
of 147 ml per sample for CEM I, some large and miniaturised setting time tests were 
undertaken in the same moulds. Initial set was found to shorten by ten minutes for the 
miniaturised tests compared with the larger ones, and in two of three samples the final set was 
found to be identical, with a difference of twenty minutes in the other (see Table 60). 
Table 60: Setting times for large and small CEM 1 cubes. *Lack of testing meant that this setting time is not 
accurate. 
Initial set (minutes) Final set (minutes) 
Test number 1 2 3 Test number 1* 2 3 
Large 110 120 120 Large 254 225 240 
Small 120 130 130 Small 254 205 240 
 
Nevertheless, the setting time test is dependent upon the standard consistence being 
determined. Given that this test was deemed to unreliable to use, it was not possible to include 
the setting time test in the set of measuring techniques for the laboratory cement. 
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11.7.5 Belite sorbent synthesis 
As mentioned in the introduction, limestone is not the only sorbent precursor that can be used 
in the calcium looping process. The belite sorbent developed by Zhao et al. (258) could be 
suitable for use in such capture plants, and because of its composition waste sorbent could be 
used as a raw material for cement production. 
Zhao et al. made only small batches of the sorbent. Furthermore, it was only tested in relatively 
mild conditions in a TGA. Among others, there are four actions which could help to determine 
how promising the sorbent could be: 
1) Scale-up of sorbent synthesis  
2) TGA tests under harsher atmospheres; 
3) Preparation of particles for use in fluidised bed experiments; 
4) Incorporation of the sorbent into clinker. 
Scale-up of sorbent synthesis 
The original process produced around 10 g of sorbent per batch. By increasing the batch size, 
enough sorbent could be produced to provide material for clinker synthesis as well as the other 
tests. Figure 109 shows the calcined material’s structure and appearance. 
 
Figure 109: Belite sorbent after calcination, in the quartz furnace tube and an alumina boat 
The first yield, after all preparation steps and the removal of samples, was approximately 49% 
of the theoretical maximum. Part of the reason for this low yield may have been the boiling and 
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subsequent ejection of large quantities of material from the beaker during the evaporation step. 
The yield was higher in subsequent batches where less boiling occurred. 
Particle preparation for use in an FBR 
Several projects in the research group have prepared particles from iron oxide and other 
materials although the results have not yet been published. Those methods tended to use water 
as a plasticiser and binding agent. A major drawback of water in the case of the novel sorbent 
is that lime and belite react with water. Although the reaction with belite is rather slow, lime 
will react instantaneously with water to form calcium hydroxide. This could cause a major 
change in the structure of the sorbent since calcium hydroxide has a significantly larger molar 
volume than calcium oxide. 
Two production methods were attempted. The first was pelletisation of the jelly-like precursor 
followed by calcination. The second was calcination and grinding followed by pelletisation. 
 
Figure 110: Belite sorbent pelletised and then calcined 
For the first method, the precursor was pushed through a stainless steel sieve with a mesh 
diameter of 200 µm to produce roughly cubic particles. These particles were dried in an oven at 
323 K for a couple of minutes and then placed in a MBS 120 Multi Bowl Spheroniser (Caleva 
Process Solutions Ltd) for 3 minutes. The resulting particles were roughly spherical. They were 
placed in an alumina boat and calcined at 1223 K for 1 hour. However, they stuck together, 
forming a much larger particle (see Figure 110). This was not acceptable and so the second 
method was attempted. 
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Three binding agents were tested in the sorbent development: water, methanol and isopropyl 
alcohol (IPA). 6 g powdered sorbent was poured into a Mini Mixer (Caleva Process Solutions 
Ltd). The machine was turned on and the powder was mixed with the binding agent which was 
added batch-wise until a material with a suitable consistency was formed. This mixture was 
then pushed through the stainless steel sieve, and dried and spheronised as per the first 
method.  
 
Figure 111: Decay of Longcliffe limestone and various forms of the belite sorbent in harsh atmospheric conditions in 
the thermogravimetric analyser. Calcination conditions were 1173 K, 100% CO2 and carbonation conditions were 
15% CO2/85% N2 at 873 K. 
IPA was found to be too volatile for particle preparation because it all evaporated during the 
spheronisation stage, returning the sorbent to a powder form. Both water and methanol 
produced acceptable particles, despite methanol having a lower boiling point than IPA. The 
particles were stored in a similar manner to calcium oxide and homogenised raw meal samples. 
The TGA results mentioned in Section 7.3.5 are shown in Figure 111.
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11.8  Literature clinkering conditions 
Paper 
Da
te 
Mass fractions  LSF Compression Particle size 
Temperatur
e (K) 
Duratio
n 
Coolin
g 
  
CaCO3 
(CaO) 
Si
O2 
Al2
O3 
Fe2
O3 
Other       
Alimmaryi & 
Tamas (419) 
19
80      
0.95, 0.85, 
0.76 
Pellets, d = 20, h = 
8 mm 
<90 µm 1573 1623 1673 
5, 30, 60 
min 
Rapid, 
slow 
Altun (420) 
19
99     
CaF2, 
MgO 
0.93-0.97 None 
10% >90 µm, then 
granulated 
1683 40 min 
 
Chen & Juenger 
(421,422) 
20
09       
None 
Wet homogenisation, 
'fine powder' 
1623 8h 
 
Chen et al (423) 
20
09     
CaF2 
BaO   
6-8% >80 µm 1573–1673 30 min Rapidly 
Chen (424) 
20
11 
(42.8) 
13.
8 
3.65 2.15 
   
6-8% >80 µm 1623–1773 30 min 
Electric 
fan 
Murat & 
Sorrentino (425) 
19
96      
Raw mixes. 
  
1723 60 min 
 
Odler & Schmidt 
(426) 
19
80 
66.4 
24.
5 
5.9 3.3 ZnO 
 
Pellets 
 
1723 60 min 
Rapid in 
air' 
Puertas et al (427) 
20
08     
Ceramic tiles 
 
125 µm CaCO3, 45 µm 
others 
1543-1773 30 min Ambient 
Ract et al (428) 
20
03      
Raw meal 
  
1723 20 min 
 
Telschow (429) 
20
12      
Raw meal None Raw meal 1673–1773 
up to 60 
min  
Trezza & Scian 
(430) 
20
05      
Raw meal 
  
1723 60 min 
Controll
ed 
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11.9  XRF Results 
Quantitative XRF results from ITRI. Note that the official NIST SRM 2688 is reported by NIST, and Cemex after ignition, Cemex clinker 
(implied) and calcined Longcliffe are implied from the results. Results are on a mass basis. 
Element Cemex Cemex 
after 
ignition 
Cemex 
clinker 
(implied) 
NIST Clinker 
Standard 2688 
(Measured) 
NIST Clinker 
Standard 2688 
(Official) 
Clinker 
(oxides) 
Clinker 
(clay) 
Clay Iron 
oxide 
Silica Alumina Longcliffe 
as 
CaCO3 
Calcined 
Longcliffe 
Gypsum 
SiO2 0.20023 0.2068 0.2195 0.22905 0.2268 0.23499 0.21516 0.4141 0.00947 0.99 0.00013 0.00216 0.003873 - 
TiO2 0.00252 2.6E-05 2.76E-05 0.00254 0.0024 0.00013 0.00238 0.00711 0.00016 0.00046 - - 0 - 
Al203 0.04683 0.000484 0.000513 0.04702 0.0490 0.05164 0.05544 0.16666 0.00304 0.00457 0.99029 0.00065 0.001166 0.03981 
Fe2O3 0.03093 0.000319 0.000339 0.04896 0.0407* 0.04001 0.05726 0.05981 0.94971 0.00059 0.0057 0.00069 0.001237 - 
Mn3O4 0.00085 8.78E-06 9.32E-06 0.00017 0.0003** 0.00017 0.00036 0.00065 0.00309 - - - 0 - 
MgO 0.01171 0.000121 0.000128 0.00901 0.0098 0.00259 0.01040 0.02446 0.00048 0.00012 0.00012 0.0022 0.003945 - 
CaO 0.62395 0.006444 0.006642 0.65209 0.6650 0.66781 0.63616 0.10775 0.02966 0.00053 0.00118 0.55101 0.988004 0.36742 
Na2O 0.00222 2.29E-05 2.43E-05 0.00037 0.0011 - 0.00162 0.00566 - - 0.00257 - 0 - 
K2O 0.00738 7.62E-05 8.09E-05 0.00344 0.0035 0.00039 0.00669 0.02721 0.00016 0.00298 - - 0 - 
P2O5 0.00187 1.93E-05 2.05E-05 0.00072 0.0008 - 0.00041 0.00113 0.0003 - - - 0 - 
SO3 0.03298 0.000341 0 0.00144 0.0031 0.00013 0.00871 0.00104 0.00115 0.00092 - - 0 0.54717 
V2O5 0.00012 1.24E-06 1.32E-06 0.0001 - - 0.00012 0.00029 - - - - 0 - 
Cr2O3 - 0 0 0.00196 - 0.00020 0.00061 0.00012 0.00046 - - - 0 - 
SrO 0.0011 1.14E-05 1.21E-05 0.00144 - 0.00017 0.00033 0.00034 - - - 0.00023 0.000412 - 
ZrO2 - 0 0 - - - - 0.00012 - - - - 0 - 
BaO 0.00023 2.38E-06 2.52E-06 0.00027 - 0.00015 0.00021 0.00042 - 0.00019 - - 0 - 
NiO - 0 0 - - - - - 0.00017 - - - 0 - 
CuO - 0 0 - - - - - - - - - 0 - 
ZnO 0.00043 4.44E-06 4.71E-06 - - - - - - - - - 0 - 
PbO - 0 0 - - - - - - - - - 0 - 
HfO2 - 0 0 - - - - - - - - - 0 - 
LOI 0.0317 0 0 0.0006 0.0021 0.0007 0.0039 0.1717 0.0002 0.0008 0.0001 0.4423 0.793079 0.0485 
* The high value for Fe2O3 in the NIST Clinker Standard 2688 as measured by ITRI may be due to the grinding of the clinker in a stainless 
steel jar. ** The NIST standard value was quoted as Mn2O3 = 0.03%; this is equivalent to 0.029% Mn3O4.
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11.10  XRD phase quantification via Rietveld refinement 
Rietveld refinement on the XRD patterns were performed using GSAS-II, a piece of open-source 
software (431). Rietveld refinement involves simulating an XRD pattern based upon 
assumptions about the phases present within the irradiated sample. This is then compared 
with the actual pattern produced, and a least-squares method is used to try and make the 
simulated pattern as similar as possible to the pattern received from the spectrometer. There 
are many variables that can be altered and not all of these will be explained here, but examples 
are temperature-dependent variables, the molar fraction of the different phases, sample off-set 
from the nominal height in the spectrometer, and variables controlling the unit cells of the 
phases. An algorithm for reducing the least-squares was developed using tutorials available 
online (432). It is shown below. The quality of the refinement was assessed by viewing the 
difference between the observed and simulated patterns as well as through the quantitative 
‘Goodness of Fit’. Sometimes several attempts were necessary to get a good result. 
GSAS-II Algorithm
1. Install GSAS if not already installed. 
2. Open GSAS (gsasII.bat) 
3. Wait to load 
4. To import phase data: 
o For each relevant phase: 
o Import / Phase / from CIF file. Do the phases one at a time. 
5. To import XRD experimental pattern: 
o Import/Powder data/from GSAS powder data file 
o Cancel 
o Top default (Cu-Kα), OK 
o Select relevant phases, OK 
6. Background/ No coeff.  9 
7. Instrument parameters: Zero, ????? 
8. Controls/Max cycles  20 
9. Controls/Min delta  1E-9 
10. Constraints/”Histogram/Phase”/Edit/Add constraint 
11. Filter “scale”  0-0 scale 
12. Check box of “all 0-scale” 
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13. Calculate/Refine 
14. (If not converged, refine again) 
15. For each phase: 
o General/Refine unit cell 
o Data/Phase fraction 
16. Calculate/Refine 
17. Instrument parameters/X  Check box 
18. Instrument parameters/Y  Check box 
19. Calculate/Refine 
20. Instrument parameters/U  Check box 
21. Instrument parameters/V  Check box 
22. Instrument parameters/W  Check box 
23. Calculate/Refine 
24. Sample parameters/ Sample X displ. perp to beam (μm) 
25. Sample parameters/ Sample Y displ. perp to beam (μm) 
26. Calculate/Refine 
27. For each phase: 
28. Phases/Atoms/double click ‘refine’/X & U 
29. Calculate/Refine 
30. For each phase: 
31. Phases/Data/microstrain 
32. Calculate/Refine 
33. File/Save project 
34. Open .lst file in Notepad or Word 
35. Wt% at bottom of the file.
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11.11  List of published reports and peer-reviewed 
papers 
Table 61: List of authored reports and peer-reviewed journal articles 
Authors Title Location Year Reference 
Fennell, 
Florin, Napp 
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CCS from Industrial Sources 
Sustainable Technologies, 
Systems and Policies Issue 
17: Carbon Capture and 
Storage Workshop 
2012 (433) 
Dean, Hills, 
Florin, 
Dugwell & 
Fennell 
Integrating calcium looping 
CO2 capture with the 
manufacture of cement 
Energy Procedia 37, 7078–
7090 
2013 (234) 
Vallejo et al. 
Halving Global CO2 by 2050: 
Technologies and Costs 
Grantham Institute for 
Climate Change & Energy 
Futures Lab, Imperial 
College 
2013 (270) 
Napp, Sum, 
Hills & 
Fennell 
Attitudes and Barriers to 
Deployment of CCS 
from Industrial Sources in the 
UK 
Grantham Institute Report 
GR6 
2014 (434) 
Napp, 
Gambhir, 
Hills, Florin 
& Fennell 
A review of the technologies, 
economics and policy 
instruments for decarbonising 
energy-intensive 
manufacturing industries 
Renewable and 
Sustainable Energy 
Reviews 30, 616–640 
2014 (133) 
Hills, 
Gambhir & 
Fennell 
Carbon Capture in the Cement 
Industry: Technologies, 
Progress, and Retrofitting 
Proceedings of the 2014 
ECEEE Industrial 
Summer Study 
2014 (435) 
Hills, Gordon, 
Florin & 
Fennell 
Statistical analysis of the 
carbonation rate of concrete 
Cement and Concrete 
Research 72, 98–107 
2015 (16) 
Hills, Leeson, 
Florin & 
Fennell 
Carbon Capture in the Cement 
Industry: Technologies, 
Progress, and Retrofitting 
Environmental Science & 
Technology 50 (1), 368–377 
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