Biometric-based identification has drawn a lot of attention in the recent years. Among all biometrics, palmprint is known to possess a rich set of features. In this paper we have proposed to use DCT-based features in parallel with wavelet-based ones for palmprint identification. PCA is applied to the features to reduce their dimensionality and the majority voting algorithm is used to perform classification. The features introduced here result in a near-perfectly accurate identification. This method is tested on a well-known multispectral palmprint database and an accuracy rate of 99.97-100% is achieved, outperforming all previous methods in similar conditions.
INTRODUCTION
To personalize an experience or make an application more secure, we may need to be able to distinguish a person from others. To do so, many alternatives are available, such as keys, passwords and cards. The most secure options so far, however, are biometric features. They are divided into behavioral features that the person can uniquely create (signatures or walking rhythm), and physiological characteristics (fingerprints and iris pattern). Many works revolve around identification, verification and categorization of such data including but not limited to fingerprints [1] , palmprints [2] , faces [3] and iris patterns [4] .
Palmprint is among the most popular biometrics due to the many features it possesses and its stability over time. To use palmprints to such end, two widespread methods exist; either transforming the images into another domain like Fourier, DCT, wavelet or Gabor; or attempting to extract the lines and the geometrical characteristics from the palms. Many transform-based approaches exist, such as [5] , in which Zeng utilized two-dimensional Gabor-based features and a nearestneighbor classifier for palmprint recognition, [6] in which Wu presented a wavelet-based approach for palmprint recognition and used wavelet energy distribution as a discriminant for the recognition process and [7] in which Ekinci proposed a wavelet representation approach followed by kernel PCA for palmprint recognition. Among notable line-based approaches is [8] where Cook proposed an automated flexion crease identification algorithm using image seams and KD-tree nearestneighbor searching which results in a very high recognition accuracy.
There have also been notable developments in the more recent works. In [9] , Jia proposed a new descriptor for palmprint recognition called histogram of oriented lines (HOL) which is inspired by the histogram of oriented gradients (HOG) descriptors. The work presented in [10] by Xu involves a quaternion principal component analysis approach for multispectral palmprint recognition with a high accuracy. In [11] , Minaee proposed to use a set of statistical and wavelet features to perform the identification task. In [12] , Minaee proposed a set of textural features derived from the co-occurrence matrices of palmprint blocks and with the use of majority voting, achieved a highly accurate identification.
Most of the palmprint recognition systems consist of four general steps: image acquisition, preprocessing, feature extraction and template matching. These steps are shown in the block diagram in Figure 1 . Images can be acquired by different devices, such as CCD cameras, digital cameras and scanners. In our work, we have used the multispectral palmprint database which is provided by Polytechnic University of Hong Kong [13] , [28] . Four sample palmprints from this dataset are shown in Figure 2 . In the feature extraction step, we have used a combined set of DCT and wavelet features. PCA is applied to the features to reduce their dimensionality. In spite of the simplicity of these features, they prove to be quite effective for multispectral palmprint recognition. After feature extraction, we have used the majority voting scheme and minimum distance classifier to match and identify palmprints. The proposed algorithm is very fast and can be implemented in electronic devices in conjunction with energy-efficient algorithms [14] , [15] .
The following sections of this paper explain what and how features are used in this classification. Section 2 describes the proposed set of features. Section 3 contains an explanation of our classification technique. Results of our experiments and comparisons with other works are in Section 4 and the conclusion is in Section 5.
FEATURES
Feature extraction is a primary step in data analysis, and the information that features provide is correlated with the accuracy of the algorithm. Highly discriminating features usually have a large variance across different classes of target values and a small variance across samples of each class. There are many approaches used for feature extraction [16] . One approach is to attempt to automatically derive the useful set of features from a set of training data by projecting it onto discriminative components such as PCA and ICA. The other approach is to use hand-crafted features such as SIFT and HOG (Histogram of Oriented Gradients), or features from transform domain such as wavelet [11] . Geometric features are also popular in many medical applications [17] . Sparse representation has also been used for extracting features in image classification task [18] , [19] . One can also use dictionary learning framework to learn a good set of features from a set of training data [20] - [22] .
Here a combined set of DCT-and wavelet-based features is used to perform multispectral palmprint identification. These features are extracted from small patches of each image and subsequently, features of different patches are concatenated to form the final feature matrix of each image. PCA can also be applied to the features for dimensionality reduction.
DCT Domain Features
Discrete cosine transform (DCT) has many applications in various areas of image processing including compression and denoising [23] . Because of its energy compaction property, most of the image information tends to be concentrated in a few DCT coefficients and makes it favorable for image compression applications.
Suppose we have a 2D discrete function f (m, n) of size M × N . Its 2D DCT is defined as:
where 0 ≤ u < M − 1, 0 ≤ v < N − 1 and:
To extract DCT features from palmprints, every palmprint is divided into non-overlapping blocks of size 16×16 and the 2D DCT of each block is computed. As we know, for most of camera-captured images, the majority of the energy is contained in the upper right subset of DCT coefficients. Because of that, the first 9 DCT coefficients in the zig-zag order are selected as DCT features. These features are shown in the following matrix.
One can also keep more than 9 DCT coefficients or can also make use of all DCT coefficients. However, based on our experiments, using more than 9 coefficients does not provide us with significant improvement.
Wavelet Domain Features
Wavelet is a very popular tool for a variety of signal processing applications such as signal denoising, signal recovery and image compression [24] . Perhaps JPEG2000 [25] is one of the most notable examples of wavelet applications. In our feature extraction procedure, the images are first divided into 16×16 non-overlapping blocks. Then the 2D-wavelet decomposition is performed up to three stages, and in the end, 10 sub-bands are produced. The energy of wavelet coefficients in these subbands are used as the wavelet features (the LL subband of last stage is not used here). The summary of our wavelet feature extraction stage is presented in the following algorithm:
1. Divide each palm image into 16 × 16 non-overlapping blocks;
2. Decompose each block up to 3 levels using Daubechies 2 wavelet transform;
3. Compute the energy of each subband and treat it as a feature.
After computation, there will be a total of 18 different features (9 DCT plus 9 wavelet) for each block which can be combined in a vector together: f = (f 1 , f 2 , ..., f 18 ) . It is necessary to find the above features for each image block. If each palm image has a size of W × H, the total number of non-overlapping blocks of size 16 × 16 will be:
Therefore there are M such feature vectors, f (m) . Similarly, they can be put in the columns of a matrix to produce the feature matrix of that palmprint, F:
There are a total of 1152 features for each palmprint image. Using all of the 1152 features may not be efficient for some applications. In those cases, dimensionality reduction techniques can be used to reduce the complexity.
Principal Component Analysis
Principal component analysis (PCA) is a powerful algorithm used for dimensionality reduction [26] . Given a set of correlated variables, PCA transforms them into another domain such the transformed variables are linearly uncorrelated. This set of linearly uncorrelated variables are called principal components. PCA is usually defined in a way that the first principal component has the largest possible variance, the second one has the second largest variance and so on. Therefore after applying PCA, we can keep a subset of principal components with the largest variance to reduce the dimensionality. PCA has a lot of applications in computer vision and neuroscience. Eigenface is one representative application of PCA in computer vision, where PCA is used for face recognition. Without going into too much detail, let us assume we have a dataset of N palmprint images and {f 1 , f 2 , ..., f N } denote their features. Also let us assume that each feature has dimensionality of d. To apply PCA, we first need to remove the mean value of the features as
Then the covariance matrix of the centered images is calculated:
Next the eigenvalues λ k and eigenvectors ν k of the covariance matrix C are computed. Suppose λ k 's are ordered based on their values. Then each z i can be written as
By keeping the first k( d) terms in this summation, we can reduce the dimensionality of the data by a factor of k d and derive new feature representation asẑ i . By keeping k principal components, the percentage of retained energy will be equal
MAJORITY VOTING CLASSIFIER
After the features are extracted, a classifier is required to match the most similar image in the data set to the test subject. There are different classification algorithms that can be used. Some of the most widely used include minimumdistance classifier, neural networks and support vector machines. These algorithms usually have some parameters which need to be tuned. The parameter tuning is usually done by minimizing a cost function on the training set. If the dataset is large enough, the cost function is basically the training error. However if the data set is small, the cost function should have two terms: one term tries to minimize the error; and the other term tries to minimize the risk of over-fitting. One such a work is studied in [27] .
Here we have used the majority voting algorithm. It is performed by individual predictions by every feature followed by adding all the votes to determine the outcome. One can also use weighted majority voting where each feature is given a weight in the voting process. The weight of each feature is usually related to the single feature accuracy in the classification task; the more it can successfully predict on its own, the greater weight it is given. Here we have assigned similar weights to all features to make the algorithm parameters independent of the dataset.
In our classifier, first the training images' features are extracted. Then, the features of the test sample are extracted and the algorithm searches for a training image which has the minimum distance from the test image. Each time one feature is used to select a training sample with the minimum distance and that sample is given one unit of score and this procedure should be performed for all features. In the end, the training sample with the highest score is selected as the most similar sample to the test subject.
Let us denote the i-th feature of the test sample by f (t) i , the predicted match for the test sample using this feature will be:
is i-th feature of the k-th person in the training data.
Let us denote the score of the j-th person based on f i by
), where I(x) denotes the indicator function. Then the total score of the j-th training sample using all the spectra is found by the following formula:
Finishing the calculations, j * or the matched training sample will be:
RESULTS
We have tested the proposed algorithm on the PolyU multisprectral palmprint database [28] which has 6000 palmprints sampled from 500 persons (12 samples for each person). Each palmprint is taken under four different lights in two days resulting in a total of 24000 images. Each image is preprocessed and its ROI is extracted (with a size of 128 × 128). Images are acquired using four CCD cameras to take four images from each palmprint under four distinct lights: blue, green, red and near-infrared (NIR). Before presenting the results, let us discuss briefly about the parameters of our model. 18 features are derived locally from blocks of size 16 × 16 (18 features for each block). Features of different blocks are concatenated resulting in a total of 1152 features for each image. For wavelet transform, Daubichies 2 is used. The recognition task is conducted using both majority voting and minimum distance classifier. Based on our experiment, majority voting algorithm achieves higher accuracy rate than minimum distance classifier and its result is used for comparison with other previous works.
We have studied the palmprint identification task for two different scenarios. In the first scenario, we have applied PCA to reduce the dimensionality of the feature space and used minimum distance classifier to perform template matching. The recognition accuracy for different number of PCA features is shown in Figure 3 . As it can be seen, even by using 100 PCA features we are able to achieve very high accuracy rate. In the second scenario, we have used all 1152 features followed by weighted majority voting to perform palmprint recognition. Using all features enables us to achieve highly accurate results. The recognition rate for different fractions of training and testing data is shown in Table 1 . For instance, in the case that the fraction of training sample is 4/12, we have used 2000 palmprints as training and the remaining 4000 ones as test samples. Table 2 provides a comparison of the results of our work and those of three other highly accurate schemes. The reported result for the proposed scheme corresponds to the case where all features are used and majority voting algorithm is employed for template matching. It can clearly be observed that the proposed method can perform better than the others which can be the result of the compatibility of the proposed features in this procedure. [7] 95.17% Quaternion principal component analysis [10] 98.13%
Histogram of Oriented Lines [9] 99.97% Proposed scheme using majority voting algorithm 100%
CONCLUSION
This paper proposed a set of joint wavelet-DCT features for palmprint recognition. These features are extracted from nonoverlapping sub-images so that they capture the local information of palmprints. These features are sensitive to the small differences between different palmprints. Therefore they are able to discriminate different palms with very similar patterns. After the features are extracted, PCA is applied for dimensionality reduction and majority voting algorithm is used to match each template to the most similar palmprint. The proposed algorithm has significant advantages over the previous popular approaches. Firstly, the proposed features here are very simple to extract and the algorithm is very fast to compute. Secondly, it has a very high accuracy rate for small fractions of training samples. The same framework can be applied to other recognition tasks, such as fingerprint recognition and iris recognition.
