We consider the iterative solution of optimal control problems constrained by the time-harmonic parabolic equations. Due to the time-harmonic property of the control equations, a suitable discretization of the corresponding optimality systems leads to a large complex linear system with special two-by-two block matrix of saddle point form. For this algebraic system, an efficient preconditioner is constructed, which results in a fast Krylov subspace solver, that is robust with respect to the mesh size, frequency, and regularization parameters. Furthermore, the implementation is straightforward and the computational complexity is of optimal order, linear in the number of degrees of freedom. We show that the eigenvalue distribution of the corresponding preconditioned matrix leads to a condition number bounded above by 2. Numerical experiments confirming the theoretical derivations are presented, including comparisons with some other existing preconditioners.
Introduction
Consider the following optimization problem: find the state y(x, t) and the control u(x, t) that minimize the cost functional Here is an open and bounded domain in R d for d ∈ {1, 2, 3} with Lipschitzcontinuous boundary , Q T = × (0, T ) is the space-time cylinder and T = × (0, T ) is its lateral surface. Further, y d (x, t) is a given target state function and f (x, t) is a given function related to Dirichlet boundary condition, β > 0 is a regularization parameter. We assume that y d (x, t) and f (x, t) are both continuous functions in Q T and are T -periodic in time.
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Problems of the form (1.1)-(1.2) belong to the field of PDE-constrained optimization and appear when modeling and simulating numerous complex natural phenomena. For details of the theoretical aspects and the application of numerical optimization techniques for the solution of PDE-constrained optimization problems, see, for instance, [14, 18, 31] . In this paper, our primary interest is the fast and robust solution of the large-scale matrix systems arising after discretizing the problem (1.1)-(1.2).
Similarly to [5, 21] , we assume further that y d (x, t) and f (x, t) are time-harmonic, i.e., For the numerical solution of the problem (1.5)-(1.6), we use the discretize-thenoptimize approach, which is plausible as the problem is coercive. For details on this, we refer, for instance, to [12] . After discretizing the problem using equal order finite element spaces, we obtain the following finite dimensional problem: Here M and K are the mass and stiffness matrices, representing the L 2 -inner product and the discretized negative Laplacian, respectively. The vectors y, y d , u, and f denote, respectively, the discretized versions of y, y d , u, and f , i.e., coefficient vectors of the corresponding expansions in terms of the finite element basis functions used. A simple and general approach to solve the so-obtained constrained optimization problem is to construct the Lagrangian functional
where p denotes the Lagrange multiplier, associated with the constraints, and apply the first-order necessary optimality conditions, or Karush-Kuhn-Tucker (KKT) conditions, for stationarity. In detail, the first-order conditions are ∇L (y, u, p) = 0, leading to the following block system of linear equations:
The second row in (1.7) implies that u = 1 β p. In this particular problem formulation we can, hence, eliminate the Lagrange multiplier p and reduce (1.7) to
A simple scaling of the latter system leads to the following optimality system:
In addition, the linear system (1.8) can also be equivalently transformed to
and u = − √ βu. Compared with A I , the coefficient matrix A II loses the Hermitian property, but gains positive definiteness. This can be advantageous when using certain Krylov subspace methods, such as restarted GMRES; see [29, 30] . Linear systems of the form (1.8) and (1.9) belong to the class of saddle point problems. For a detailed account of the theory related to solution methods and preconditioning techniques for saddle point problems, we refer to [1, 8, 11, 24, 25] , to mention a few, and to [32] for more general block-factorization preconditioners. Owing to the large dimensions and sparse properties of saddle point problems, direct solution methods are often infeasible. The most suitable approaches are iteration methods, such as preconditioned Krylov subspace methods.
When ω = 0, the PDE-constrained optimization problem (1.1)-(1.2) reduces to the Poisson control problem. For this case, there have been several efficient developments on preconditioned iterative techniques using Krylov subspace methods, see [3, 4, 27, 28] and the reference therein. In this paper, we deal with the case ω = 0. To our knowledge, there are two computational techniques for solving this type of linear systems. The first is the so-called complex-to-real method, i.e., changing the original complex linear system (1.9) to a real one and taking advantages of some real-valued iteration methods, cf., e.g., [6, 10, 13] . This type of methods avoid complex arithmetic operations and may appear to be effective. However, generally four-by-four real block linear systems now need to be solved rather than the original two-bytwo ones, which may increase the computational workload. Indeed, if we denote y = y R + iy I , y d = y d R + iy d I , u = u R + i u I , and f = f R + i f I then the two-bytwo linear systems (1.8) and (1.9) can be equivalently transformed into the following four-by-four real form:
respectively. It is noticed that, in Section 2 of [5] , under the assumptions that the desired state y d (x) in (1.3) and the computed state y(x) in (1.4) are real-valued, the complex linear system (1.9) is equivalently transformed into a two-by-two real block linear system in [9] and an efficient preconditioner is considered to solve it. In this paper, in contrast to [5] , the case of (1.9) with complex valued y(x) and y d (x) is analysed. The alternative method for solving the linear systems (1.8) and (1.9), which is also our choice in this paper, tackles the complex linear system directly. Recently, some special preconditioning and iterative techniques have appeared in the literature to solve the linear system (1.8), see [21, 33, 34] . In this paper, based on the works in [3, 9] , we construct a new structured two-by-two block preconditioner, which is called P str-II , for the linear system (1.9). The implementation of P str-II is straightforward and the computational complexity is of optimal order. Furthermore, results for the eigenvalue distribution of the corresponding preconditioned matrix show that it leads to a condition number, bounded above by 2. Numerical results show also that, when the preconditioner P str-II is used in a Krylov subspace method, the performance is robust with respect to the related problem parameters. The paper is organized as follows. In Section 2, the new preconditioner is presented and some existing preconditioning techniques are summarized. In Section 3, implementation details of the new preconditioner P str-II are discussed and compared with those of some other preconditioners. In Section 4, the spectral properties of the preconditioned matrix P −1 str-II A II are analyzed. Results on the eigenvalue and eigenvector distributions are presented. In Section 5, numerical comparisons of the performance of the new preconditioner with that of the other preconditioners are given. Finally in Section 6, we end this paper with some concluding remarks.
The preconditioners
Due to the Hermitian property of A I , it is suitable to choose the MINRES method [26] to solve (1.8). We know that the fast solution of (1.8) by MINRES requires a good preconditioner, which must be Hermitian positive definite. In [21] , Krendl, Simoncini, and Zulehner proposed a block-diagonal preconditioner:
for the coefficient matrix A I in (1.8) . It is shown that the spectrum of P
It should be noted that, by means of the interpolation theory in [35] , a preconditioner similar to P diag-I is analysed when solving the multiharmonic parabolic optimal control problem [19, 22] and the time-periodic eddy current optimal control problem [20] . More recently in [34] , another slightly modified block-diagonal preconditioner is presented:
for A I . This preconditioner can result in tighter eigenvalue bounds than P diag-I . In fact, it is proved that the spectrum of P −1 diag-II A I is contained in the set
Both preconditioners P diag-I and P diag-II are symmetric positive definite, thus, they can be used within MINRES to solve (1.8). Their efficiency is guaranteed by the tight eigenvalue bounds in (2.2) and (2.4) and a convergence result for the preconditioned MINRES method in [17] . Alternatively, a block-triangular preconditioner is proposed in [34] , which is structured as
This preconditioner can be used to accelerate the performance of nonsymmetric Krylov subspace solvers for solving (1.8) . It is proven in [34] that the spectrum of P
. Moreover, in order to optimize the eigenvalue distributions, the two preconditioners P diag-II and P tri are further generalized in parameter-dependent forms in [34] . See [21, 34, 35] for more details.
In this paper, for A II in (1.9), based on the works in [3, 9] , we consider the following structured two-by-two block preconditioner
It is shown in [3, 9] that the spectrum of P −1 str-I A II is also contained in the interval [
Moreover, it is proved that the preconditioned matrix P −1 str-I A II is a normal matrix. Thus, it is diagonalizable, which is beneficial to the solution of preconditioned Krylov subspace methods. When ω = 0, the numerical experiments in [3, 9] show that the performance of the preconditioner P str-I within a nonsymmetric solver such as GMRES is robust and totally parameter independent. However, when ω = 0, the matrices of the involved systems arising in the implementation of P str-I become complex, which increase the computational burden to implement P str-I . More details about this preconditioner related to its implementation are discussed in the next section. The main concern of this paper is to overcome this drawback of P str-I . We construct and analyze the following more efficient structured preconditioner:
to be applied to A II in (1.9). It is obvious that, when ω = 0, the preconditioner P str-II reduces to the preconditioner P str-I in (2.7). Comparing P str-II with P str-I , almost the same eigenvalue distribution result for the preconditioned matrices P −1 str-I A II and P −1 str-II A II can be obtained. However, we show that the implementation of P str-II is more computationally cheap, since it does not involve any solutions with complex matrices. Thus, the preconditioner P str-II performs much better within nonsymmetric Krylov subspace solvers and can be viewed as an improved modification of the preconditioner P str-I .
Implementation aspects
In this section, we first present the algorithmic implementation of the preconditioner P str-I and the new preconditioner P str-II by using some practical expressions of their inverses. Then we discuss and compare the algorithm to implement P str-II with that of P str-I and the other preconditioners mentioned in Section 2.
Algorithmic implementation of P str-I
We first consider the solution of systems with P str-I in (2.7). The following linear system needs to be solved:
As derived in [3, 9] , the exact inverse of P str-I is as follows:
with
Then the action of P −1 str-I on a vector is implemented in the following steps:
We see, that two complex symmetric linear systems with coefficient matrices defined as (3.3) need to be solved at step (1) and step (2) of Algorithm 31. If we denote
then, based on the idea of solving complex valued systems in real arithmetic [6, 13] , these complex linear systems can equivalently be transformed into the following real forms:
respectively. It follows from [9] that the above two linear systems can be solved by GMRES with the following robust and efficient preconditioners:
For applying the preconditioners P 1 and P 2 , we follow the strategy in [5] . In fact, P 1 and P 2 can be factorized as
Then we obtain the following algorithms:
As stated in [5] , the above two algorithms are more efficient compared with those in [9] to implement P 1 and P 2 , which are based on their inverse expressions similar to (3.2). The major differences are that in Algorithm 32 and Algorithm 33, we perform a matrix-vector multiplication with M rather than M + √ βK, which is obviously much easier to handle. See [5, 9] for more details. Now, combining Algorithm 31 with Algorithm 32 and Algorithm 33, the implementation of P str-I within a Krylov subspace solver can be implemented as an inner-outer iterative procedure.
Algorithmic implementation of P str-II
We show next an explicit form of the inverse of P str-II using the block matrix factorization technique in [2, 8] for a two-by-two block matrix.
Theorem 34
Assume that M and K are symmetric positive definite matrices. Then, the inverse of the preconditioner P str-II in (2.8), is of the form:
and
Proof Note that P str-II can be factorized as
where the Schur complement matrix S is defined in (2.6). Then, based on (3.7), it is straightforward to verify that
A simple calculation leads to
(3.8) With the notations in (2.6), (3.5), and (3.6), we have S −1 = H −1 MH −1 and
Combining with (3.8), we obtain the form of the inverse in (3.4).
Having an explicit form of the inverse of P str-II , we are now in a position to derive an efficient implementation of the action of P −1 str-II on a vector, namely,
where
. In an algorithmic form,
Comparisons between the mentioned preconditioners
Next, we present the computational cost to apply the preconditioner P str-II , compared with that of the other preconditioners, defined in Section 2.
-Compared with the implementations of the two block-diagonal preconditioners P diag-I , P diag-II , it is evident that the workload for the related algorithms is almost the same except for one more matrix-vector multiplication in step (2) of Algorithm 35. However, it is shown in the next section that the preconditioned matrix P −1 str-II A has tighter eigenvalue distribution, which entails much fewer iteration steps.
-The block-triangular preconditioner P tri requires one more solution of a system with the matrix M and two more matrix and vector multiplication with M and K.
In the next section, we show that P Thus, from implementation point of view, the preconditioner P str-II is most efficient compared with the other considered preconditioners.
It is worth mentioning that, in each of the algorithms mentioned above, solutions with either systems with the matrix (1 + √ βω)M + √ βK or systems with the matrix 1 + βω 2 M + √ βK appear. The two matrices have the same structure up to a minor difference between the coefficient in front of M. Note that
thus, the two matrices are almost the same when β approaches 0. So we can expect that the workload for solving the related systems are almost the same.
Spectral properties
For completeness, we first analyze the eigenvalue distribution of the preconditioned matrix P 
where ξ > 0 is an eigenvalue of the matrix M −1 K. Also there holds that
independently of the parameters h, β and ω.
Proof Consider the matrix splitting A II = P str-I − R str-I with
then it follows from (3.2) that
with H 1 and H 2 defined as (3.3). It is straightforward to verify that
which leads to
Assume that {μ, u} is an eigenpair of I − 2 √ βH
Multiplying the above equation by M − 1 2 from both sides, we have
Then, utilizing that the symmetric positive definite matrix K is similar to M −1 K, we obtain the eigenvalue distribution result in (4.1). Here, we have used the fact that
with ξ = β(1 + ω 2 )ξ . Then, based on (4.1) and (4.3), we obtain the eigenvalue distribution result in (4.2).
Remark 42 Under the assumption that both K and M are symmetric positive definite and ω > 0, the obtained eigenvalue bound ( 
where ξ > 0 is an eigenvalue of the matrix
Proof Assume that {μ, u} is an eigenpair of S −1 S II , thus
Then, it is obvious that μ > 0 as S II and S are both symmetric positive definite matrices. Based on
and the fact that M is symmetric positive definite, we obtain the equality
After multiplying by M − 1 2 from both sides we obtain 
Proof Analogously to the proof of Theorem 41, based on (3.4), we have
with H defined as (3.6). In fact, .7), we obtain the eigenvalue distribution result in (4.6).
Remark 45
Compared with the related results in [21, 34] , it is evident that the spectral bounds for P 
(4.8) Now we consider the following two cases:
1. If v = 0, from the first equation of (4.8), we have λ = 1. Otherwise, it leads to u = 0, which contradicts with the requirement that the eigenvectors are nontrivial. Thus we obtain the result in (1); 2. If v = 0, it must hold that λ = 1. Otherwise, (4.8) reduces to
(4.9) Then, from the second equation of (4.9), we have Kv = 0. Considering the positive definiteness of K, it follows that v = 0, which contradicts the assumption that v = 0. Since λ = 1, it is easy to obtain the result in (2) .
Remark 47 Analogously to the discussions in [3] , utilizing the symmetric positive definiteness of S, we have seen that S −1 S II can be symmetrized by the similarity transformation S −1 S II = S str-II A II is a normal matrix and diagonalizable, which is beneficial in the Krylov subspace iteration framework.
Numerical experiments
In this section, we test the numerical performance of the new preconditioner P str-II and compare it with that of the preconditioners P diag-I , P diag-II , P tri , and P str-I . The 
We choose the bilinear quadrilateral finite element Q 1 to discretize the state, the control and the Lagrangian multiplier on uniform grid with meshsize h. In our implementations, the relevant finite element matrices are constructed using the IFISS software package [15, 16] . To solve the linear system (1.8), we use either MINRES, preconditioned by P diag-I and P diag-II , or GMRES, preconditioned by P tri . The linear system (1.9) is solved by GMRES, preconditioned using P str-I and P str-II . When using P str-I , an inner-outer solution framework is employed, as discussed in Section 3. The stopping tolerance for the outer MINRES or GMRES method is set to 10 −6 . For the P str-I preconditioned GMRES method, the stopping tolerance for the inner GMRES method is set to 10 −3 . As for the solution of the arising systems with matrices
we use the default AMG smoothing strategy of the IFISS software package, i.e., the coefficient matrix is approximated by the action of two AMG V-cycles with two analysis in Sections 3 and 4, the P str-II -preconditioned GMRES method performs best among all the tested methods, in terms of time. Compared with the P diag-I and P diag-II preconditioned MINRES methods and the P tri preconditioned GMRES method, the P str-II preconditioned GMRES method appears to offer advantages in terms of both iteration counts and execution time. In view of outer iteration steps, the P str-I preconditioned inner-outer GMRES method performs better; however, the P str-II preconditioned GMRES method exhibits much faster performance in terms of execution time.
Finally, in Fig. 1 , we plot the desired state y d (x, t) at time t = T for the problem on 64×64 grids with ω = 1. For comparisons, we plot the computed state y(x, t) and control u(x, t) obtained by the P str-II preconditioned GMRES method for the same problem with β = 10 −2 , β = 10 −4 , β = 10 −6 , and β = 10 −8 in Figs. 2, 3, 4 , and 5, respectively. Note that we only plot the real parts of y d (x, t), y(x, t) and u(x, t) in these figures. It shows that the computed state is quite different from the desired state when β is not sufficiently small, i.e., β = 10 −2 and β = 10 −4 . It becomes very close to the desired state when β is small enough, i.e., β = 10 −8 . However, the computed norm of the control becomes larger for smaller β, but multiplied by β the control still decreases. 
Conclusions
In this work, we construct and analyze a structured preconditioner for solving the discrete linear systems arising from the time-harmonic parabolic optimal control problem. It is proven that the eigenvalues of the corresponding preconditioned matrix are located in the interval [ , 1] and, depending on the parameters, can take value even closer to unity. Numerical experiments show that the new preconditioner is robust with respect to all the involved problem parameters and performs much faster than some other tested preconditioners.
The optimal control problem we considered in this paper involves heat equation. A natural extension of our work is to apply the new structured preconditioner to tackle some more difficult problems, such as the time-harmonic eddy current control problem in [7] . In addition, as discussed in [23] , the proposed preconditioner can also tackle more general algebraic problems with semidefinite or nonsymmetric matrix blocks.
However, it should be noted that the considered problem in this paper is with constant problem coefficients. In practice, more general problems with jumping coefficient arise in a wide range of scientific applications. We aim to generalize our preconditioner to solve these more difficult problems in future research.
