Guidelines are presented for specifying the design parameters of multi-level pseudo-random sequences in a manner useful for "plant-friendly" nonlinear system identification. These multi-level signals are introduced into a Rapid Thermal Processing wafer reactor simulation and compared against a well-designed pseudorandom binary sequence (PRBS). The resulting data serves as a database for a "Model on Demand" (MOD) predictor. MOD estimation is attractive because it requires less engineering effort to model a nonlinear plant, compared to global nonlinear models such as neural networks. The improved fit of multi-level signals over the PRBS signal, as well as the usefulness of the MOD estimator, is demonstrated on validation data.
Introduction
Pseudo-random binary sequences (PRBS) are widely used in the identification of linear systems. The advantages of the PRBS input include ease of implementation and an autocorrelation function similar to white noise. Since the PRBS is periodic and deterministic, it can be designed to possess excitation in a control-relevant frequency range over a single data cycle. Because the PRBS can be applied to a process multiple times, it provides the user with a convenient means for discarding corrupted segments of data and retaining the most informative data for model estimation and validation.
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The PRBS input, however, is not always well suited for nonlinear problems. Since the PRBS consists of only two levels, the resulting data may not provide sufficient information t o identify nonlinear behavior (e.g. y(k) = u2(k)). Additionally, a PRBS signal of too large a magnitude may bias the estimation of the linear kernel. Multi-level pseudo-random sequences (m-level PRS), in contrast, allow the user to highlight nonlinear system behavior while manipulating the harmonic content of the signal to enable unbiased estimation of the linear dynamics in the presence of nonlinearities [5] . In this paper the theoretical framework developed by Barker and Zhuang [l] is extended to include the use of a priori knowledge of the physical system and the goals of the control problem. "Plant-friendly" design of these multi-level PRS inputs is accomplished by incorporating a priori knowledge available to the engineer (such as the estimated dominant time constant and closedloop control requirements) into values for the design parameters of the input signal. The results are philosophically similar to the work performed by Gaikwad and Rivera [4] for PRBS and Schroeder-phased multisinusoidal input design. Various realizations of m-level PRS signals designed according to these guidelines are used to generate a database for a "Model on Demand" (MOD) predictor. "Model on Demand" or "Just-In-Time" (JIT) estimation is a novel paradigm first proposed by Cybenko [3] . The philosophy of MOD modeling is that a model is not estimated until it is really needed. All observations of the process are stored in a database, which is accessed to estimate a local model at the current operating point. The variance/bias tradeoff is optimized locally by adapting the number of data and their relative 
Generation of m-level PRS Signals
The theory behind the generation and application of m-level PRS inputs in system identification is well developed [5] . m-level PRS signals are generated in a similar manner to the PRBS using shift registers and modulo addition. As with the PRBS, m-level PRS inputs are periodic, deterministic signals and have an autocorrelation function similar to white noise. scaled or "mapped" to the relative levels of the input, based on the Galois field chosen, the multiple of harmonics t o be suppressed, and the number of terms in the candidate model [l] . Peak factor and uniformity of the power spectrum are also considerations when choosing mappings. Once the signal is mapped, it is then scaled with an acceptable amplitude and each element in the sequence is introduced into the plant after a predetermined switching time T,, has passed. Order of nonlinearity of plant and order of model to be fit.
Acceptable signal length and amplitude.
to systematically arrive at values for the design variables. Figure 2 summarizes the design procedure. In some cases, the user may be required t o ease constraints on signal amplitude or signal length in order to meet identification objectives. and Ogunnaike [6] . a and the number of levels may be used to adjust the shape of the signal.
The number of levels m should be at least one greater than the nonlinearity order in the candidate model. Finally, it is important to choose a "plant-friendly" amplitude for the signal. Since an m-level PRS signals can switch from minimum to maximum values in one switching time, the acceptable amplitude span must be selected to avoid actuator restrictions, product quality constraints, move size restrictions, and so forth.
Model-on-Demand Prediction
Consider a SISO process with nonlinear ARX structure, i.e.,
where m(.) is an unknown nonlinear mapping and e ( k )
is an error term modeled as i.i.d. random variables with zero mean and variance 02. The MOD predictor attempts to estimate a value y based on a local neighborhood of the regressor space cp(t) (Stenman [7] ). The is used and the model is linear in the unknown parameters, the estimate can be easily computed using simple and powerful least squares methods. We thus assume a local linear model structure, (8) the default choice in the rest of the paper. If and P1 denote the minimizers of (7) Each local regression problem produces a single prediction fi(t) corresponding to the current regression vector cp(t). To obtain predictions at other locations in the regressor space, the weights change and new optimization problems have to be solved. This is in contrast to the global modeling approach where the model is fitted to data only once. However, in a neighborhood around
cp(t), the local linear model per Equation 8 provides an input-output linearization of the form
where A(2-l) and B(z-') are polynomials in the backward time-shift operator-z-l pbtained from the components of 01, and a = po -plcp(t) is an offset term.
The bandwidth h controls the neighborhood size and has a critical impact on the resulting estimate since it governs a trade-off between the bias and variance errors of the estimate. Traditional bandwidth selectors produce a single global bandwidth; in MOD estimation, bandwidth is computed adaptively at each prediction. While various measures are available for this purpose [8] , the method used in this paper is the Akaike's Final Prediction Error (FPE).
Case Study
Honeywell Technology Center has developed a simplified model of a RTP wafer reactor [2] . Figure 3 For the multi-level signals, a variety of combinations are possible which meet the guidelines; some of these are summarized in Table 1 . In all cases presented q = 13 and n, = 2 which satisfied the low frequency limit while keeping signal length at a minimum (1512 seconds). Figures 4 and 5 show the time and frequency domain representations, respectively, for a 13-level signal with harmonics of multiple 2 suppressed. We evaluated 2 other variations of the signal, one with harmonics of 2 and 3 suppressed and one using only 5 levels. We chose to excite the plant between 5% and 99% of the lamp power, allowing an approximate output range between 730 K and 1425 K . The validation data ( Figure 6 ) was independently designed, based on temperature ramp rates and processing times normally experienced with this reactor [2] . The validation data exhibits ramp rates from 27.8 Klsec to 71.7 Klsec and processing times from 20 sec to 120 sec. 
