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Abstract: Wireless sensor network in the industrial environment [industrial wireless sensor network (IWSN)] has data delivery
time constraint. Due to the dynamic routing and transmission collision, the data delivery time is unpredictable. The authors
utilised time division multiple access (TDMA) MAC to avoid data collision and to provide bounded transmission delay. Moreover,
a linear programming model is proposed to construct the TDMA schedules, which is focused on spatial reuse and fixed routing
in IWSN. The objective function of the model is to minimise the time slot usage to increase the overall network bandwidth.
Finally, both simulated annealing algorithm and particle swarm optimisation are applied to approximate the optimal solution of
time slot usage.
1 Introduction
Industrial wireless sensor network (IWSN) has two important
issues: data delivery time constraint and sensor battery power limit.
The collision of data packets or the depletion of the power supply
of the sensor during the transmission may cause the sensing data to
be transmitted back to the central control centre outside the limited
time. If the control centre cannot immediately respond
appropriately to the above events, serious consequences may occur.
In recent years, some scheduling and analysing methods have been
proposed [1–19].
Scheduling algorithms or analysis for IWSN can be roughly
classified into two types: single criticality and mixed criticality. In
single criticality, authors in [1] proposed a real-time scheduling
algorithm with schedulability and with linear topology for IWSN.
In [2], authors proposed similar methods for binary-tree networks.
Based on the method proposed by Zhang et al. and Soldati et al. [1,
2], the authors of [3] applied the impact of packet copying to
enhance the channel utilisation. The method proposed by Chipara
et al. [4] supports spatial reuse to improve the schedulability. In
addition, the authors of [5–7] proposed a scheduling analysis, a
fixed priority scheduling algorithm and two dynamic priority
scheduling algorithms to meet the real-time requirement of
industrial applications.
In the mixed criticality, the authors of [8, 9] presented ways to
use some information to obtain a more precise schedulability
analysis and more efficient preemptive fixed priority scheduling.
However, uniprocessor systems and controller area networks in
[10] do not support data flows. In [11, 12], the authors focus on
homogeneous multiprocessor systems. When there is no
interference between executing tasks, they do not need to consider
how to avoid the interference. However, the interference must be
avoided in IWSN. Network-on-chips use wormhole switching. For
one data flow, the network-on-chip has to provide all nodes that the
data flow uses simultaneously [13, 14], whereas the IWSN only
provides two nodes for one hop. Wired networks [15, 16] and IEEE
802.11-based wireless networks [17] are based on the carrier sense
multiple access (CSMA) protocol, which is unacceptable by
reliable industrial systems. However, IWSN cannot adopt the
hybrid protocol due to the unpredictability of the CSMA protocol.
The authors of [18] consider a pure time division multiple access
(TDMA) protocol. They proposed the priority medium access
control (MAC) protocol, which is a distributed method and allows
critical data flows to be transmitted as soon as possible. A
scheduling algorithm is proposed to guarantee the real-time
performance and reliability requirements of data flows with
different levels of criticality in [19]. Their algorithm supports
centralised optimisation and adaptive adjustment so that they can
improve both the scheduling performance and flexibility.
However, the traditional TDMA [18, 19] allocates only one
node per time slot. When the number of nodes increases, the
number of time slots increases. Under the premise that each node
guarantees a fixed bandwidth, the time for the overall network to
collect data will also increase. Therefore, if more than two nodes
transmit at the same time point and do not interfere with each
other, they can be allocated on the same time slot, which can
reduce the number of time slots and improve the overall network
transmission efficiency. To achieve this goal in this work, we
proposed an optimisation-based system architecture which is
mainly divided into three stages: network topology mapping,
TDMA scheduling, and time synchronisation. First of all, a
neighbour list through neighbour exploration is established and
then the neighbour list was transmitted to the central control centre
to construct the entire network topology. Secondly, we utilised a
TDMA protocol to satisfy Quality of Service (QoS) requirements
and lower power consumption. Moreover, we apply simulated
annealing (SA) algorithm and particle swarm optimisation to
obtain optimal TDMA schedules. We also take the spatial reuse
into account to enhance the network transmission efficiency.
Finally, we use the proposed time synchronisation method to
achieve the synchronisation of the whole network. The proposed
system architecture is shown in Fig. 1 and the details are described
in Sections 2 and 3. 
The rest of this paper is organised as follows. Section 2
introduces the proposed protocol. In Section 3, we introduce the
proposed linear programming models and the corresponding
optimal solvers, SA algorithm and particle swarm optimisation.
Moreover, we also proposed a time synchronisation scheme.
Section 4 shows the simulation results. Finally, Section 5 concludes
this work.
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2 Proposed protocol
The entire system of wireless sensing networks includes control
centre, sink nodes, wireless networks, and a large number of
sensing nodes with communication capabilities as shown in Fig. 2. 
In the system, sensing nodes and wireless networks are the two
cores. Each sensing node contains four major units: a sensing unit,
a processing unit, a wireless transmission unit, and a power supply
unit. The sensing unit is composed of a wide variety of micro-
sensors which can measure temperature, humidity, brightness,
acceleration, pressure, sound etc. The collected analogue signal is
transmitted to the signal conversion element and converted into a
digital signal. The processing unit is similar to a central processor
in a personal computer and is responsible for executing code,
coordinating, sending back data, and controlling different units.
This unit also contains a small storage unit to store the collected
environmental information. The wireless transmission unit is
responsible for the communication between the sensing node and
other nodes, and transmits the sensor data to the data collector
(sink node). The power supply unit is mainly used to provide the
energy required for the sensor node hardware to operate. Generally,
a standard lithium battery or a solar battery that can draw energy
from the environment can be selected.
In addition, these sensing nodes have the ability to self-organise
the network, each representing a node in the network. The
information collected by the sensor can be stored in the
aggregation node (sink node) through the network and then
transmitted back to the host or control centre.
In order to obtain information about the neighbours of each
node (or transmitter) in sensor network, the SINK first broadcasts a
frame namely neighbour_discover containing the node's ID, node's
MAC, and SINK-Hop-Count, as shown in Fig. 3. Respectively,
node's ID and node's MAC stand for the transmitter's node ID and
MAC. SINK-Hop-Count means the distance between the
transmitter and SINK.
When a node received the frame neighbour_discover, it returns
a message ACK to the transmitter and records node's ID, node's
MAC, and SINK-Hop-Count into its neighbour table containing the
information for each of its neighbours. At the same time, if the
value of SINK-Hop-Count in neighbour_discover is less than the
minimum recorded, the node replaces self node's ID and MAC to
the neighbour_discover by adding one and broadcasts the frame
neighbour_discover. If a node does not receive any
neighbour_discover after a while, it sends the neighbour table to
the SINK. Finally, SINK collects all of neighbour table sent by
each node and thus constructs topology, namely IWSN topology.
Based on this topology, we denote adjacency nodes as interfered
nodes. Moreover, the Dijkstra algorithm can be applied to derive
the routing path from each node to SINK.
When each node does not receive any ACK message, it
transmits routing table, as shown in Fig. 4, to the sink and then the
sink forwards the information in routing table to control centre. As
shown in Fig. 5, the control centre constructs the neighbour table
according to the information. Moreover, we can build an adjacency
matrix to show the relationship between any two nodes, as shown
in Fig. 6. 
After the neighbour table and the adjacency matrix are
established, the control centre will then use the newly established
neighbour table and Dijkstra's algorithm to calculate the path
between each node and SINK shown in Figs. 7 and 8. 
3 Linear programming model and simulated
annealing
In this section, we introduce the proposed linear programming
model and then solve the optimal problem derived from this model
by SA.
3.1 TDMA scheduling and linear programming model
Traditionally, TDMA allocates only one node per time slot. When
the number of nodes increases, the number of time slots will also
increase so that the overall network time for collecting data will
increase if each node has a fixed bandwidth. In other words, the
frame length will increase with the number of slots and delay the
transmission in the network.
Therefore, if two or more nodes that do not interfere with each
other at the same time point can be allocated to the same time slot,
the number of time slots can be reduced to improve the overall
network transmission efficiency. These make the time slot
assignment to become an optimal problem that the TDMA
schedule has the smallest number of time slots.
Fig. 1  Proposed system architecture
 
Fig. 2  Entire system of a wireless sensing networks
 
Fig. 3  Frame containing the node's ID, node's MAC, and Sink-Hop-
Counts
 
Fig. 4  Routing table
 
Fig. 5  Neighbour table
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In order to solve this problem, we utilise two mechanisms
which are ‘Linear Programing Model’ and ‘SA’ to obtain the
optimal solution that we wanted. We first describe the proposed
linear programming model as follows.
Given parameters:
N: a set of nodes including sensor nodes and sink node in the entire
network;
N̄n: a set of interference node that we get from adjacency matrix;
any member in the set cannot transmit data at the same time
otherwise the receive node of node n may not receive data correctly
due to signal interference;
M: a big number which is set to |N| + 1;
T: T serves as an upper bound for the number of time slots in the
static allocation period.
Decision variables:
ynt: Binary variable. Its value is 1 if the sensor node n takes time
slot to transmit data; otherwise its value is 0.
at: Binary variable. Its value is 1 if the time slot t is assigned to at
least one sensor node; otherwise its value is 0.
The proposed linear programming model phase I (LP model I):
Minimise ∑t ∈ T at Subject to
(i) ∑t ∈ T ynt = 1, ∀n ∈ N, n ≠ 1 (sink node);
(ii) ynt ∈ 0, 1 , ∀t ∈ T;
(iii) (1 − at) + ∑i ∈ N̄n yit ≤ (1 − ynt)M, ∀n ∈ N, t ∈ T;
(iv) at ∈ 0, 1 , ∀t ∈ T .
N , where the constraints are explained as follows. Constraints (i)
and (ii) denote that all of nodes must be assigned at only one time
slot. Constraint (iii) is to avoid the spatial reuse by interference
nodes. That is, if the node n takes time slot t to transmit data then
ynt will be 1, which means the equation equals zero, the index set of
interference node yit cannot transmit data in time slot t, and at will
be 1 which means time slot t is assigned at least one slot. In this
equation, M needs to be greater than sum of N̄n, therefore we set M
to  + 1. The objective function in (i) is to minimise the value of at
or minimise the length of frame in TDMA schedule.
Since the time slot allocation of above linear programming
model does not consider the routing problem, it may cause the
scheduling of TDMA not to transfer data effectively. We illustrate
this problem with the following two situations.
Suppose there is a node A whose path for sensing data
transmission to Sink is A->B->C and the time slot allocation is
T1(A), T2(B), T3(C), as shown in Fig. 9. In this first situation, time
slot and routing work are at the same order. Since we use data
aggregation to transfer data, node A only needs to transmit data to
Sink within a single frame. However, if the time slot allocation is
changed to T1(C), T2(B), T3(A), nodes B and C will transmit data
in the slot before A, which causes the data of node A to pass
through three frames to be transmitted to Sink, as shown in Fig. 10. 
In other words, the transmission efficiency is reduced in the second
situation.
In order to enhance the transmission efficiency, we take the
route into time slot allocation by the following two methods.
3.2 Ordering by hop counts
In this method, we use hop counts to represent the distance
between the node and Sink. Then, the composition of the initial
sequence is sorted according to the hop counts value, and the nodes
of different hop counts cannot be arranged in the same slot. The
larger the hop counts the nodes can be prioritised. For example,
Fig. 11 shows that nodes A and C have the largest hop count 4 in
the network. We assign these two nodes to the head of order, and
then look for the second largest nodes, nodes B, D, and E, and then
assign them after nodes A and C. Finally, we obtain the order 「A、
C、B、D、E、F、G、H」.
For this consideration, we add two more given parameters and
one more term to constraint (iii) in the proposed linear
Fig. 6  Adjacency matrix
 
Fig. 7  Path between each node and sink
 
Fig. 8  Path list between each node and sink
 
Fig. 9  Time slot assignment that cooperate routing
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programming model phase I to obtain linear programming model
phase II.
Given parameters:
N: a set of nodes including sensor nodes and sink node in the entire
network;
N̄n: a set of interference node that we get from adjacency matrix;
any member in the set cannot transmit data at the same time
otherwise the receive node of node n may not receive data correctly
due to signal interference;
H: a set of nodes in the network that are not currently scheduled to
time slots and have the largest hop counts;
H̄n: the set of nodes of different hop counts, and any node in the set
cannot be arranged in the same time slot as node n;
M: a big number which is set to |N| + 1;
T: T serves as an upper bound for the number of time slots in the
static allocation period.
Decision variables:
ynt: Binary variable. Its value is 1 if the sensor node n takes time
slot to transmit data; otherwise its value is 0.
at: Binary variable. Its value is 1 if the time slot t is assigned to at
least one sensor node; otherwise its value is 0.
The proposed linear programming model phase II (LP model II):
Minimise ∑t ∈ T at Subject to
(i) ∑t ∈ T ynt = 1, ∀n ∈ N, n ≠ 1 (sink node);
(ii) ynt ∈ 0, 1 , ∀t ∈ T;
(iii) (1 − at) + ∑i ∈ N̄n yit + ∑ j ∈ H̄n yjt ≤ (1 − ynt)M, ∀n ∈ N, t ∈ T;
(iv) at ∈ 0, 1 , ∀t ∈ T .
3.3 Ordering by node input degree
In this method, we use each node's input degree. For example,
input degree table in Fig. 12 shows that nodes A, C, and F have
zero input degree, which means there are no nodes behind them. So
we first assign these three nodes to the head of order, and the input
degree of these three node's forwarding node will subtract one.
Next, input degree table in Fig. 13 shows the new table after the
first assignment. We find that nodes B and D have the zero input
degree and assign them after nodes A, C, and F. Repeat the step
mentioned before, finally we obtain the order 「A、C、F、B、D、
E、G、H」.
For this consideration, we add two more given parameters and
one more term to constraint (iii) in the proposed linear
programming model phase I to obtain linear programming model
phase III.
Given parameters:
N: a set of nodes including sensor nodes and sink node in the entire
network;
N̄n: a set of interference nodes that we get from adjacency matrix;
any member in the set cannot transmit data at the same time
otherwise the receive node of node n may not receive data correctly
due to signal interference;
I: a set of nodes in the network that are not currently scheduled to
time slots and have an input degree of 0;
Īn: a set of nodes with different input degree cannot be arranged in
the same time slot as node n;
M: a big number which is set to |N| + 1;
T: T serves as an upper bound for the number of time slots in the
static allocation period.
Decision variables:
ynt: Binary variable. Its value is 1 if the sensor node n takes time
slot to transmit data; otherwise its value is 0.
at: Binary variable. Its value is 1 if the time slot t is assigned to at
least one sensor node; otherwise its value is 0.
The proposed linear programming model phase III (LP model III):
Minimise ∑t ∈ T at Subject to
(i) ∑t ∈ T ynt = 1, ∀n ∈ N, n ≠ 1 (sink node);
(ii) ynt ∈ 0, 1 , ∀t ∈ T;
(iii) (1 − at) + ∑i ∈ N̄n yit + ∑i ∈ Īn yjt ≤ (1 − ynt)M, ∀n ∈ N, t ∈ T;
(iv) at ∈ 0, 1 , ∀t ∈ T .
3.4 Simulated annealing
SA is a generic probabilistic metaheuristic for the global
optimisation problem by using a good approximation algorithm to
find out the global optimum of a given function in a large search
space [20].
As shown in Fig. 14, there are several steps for SA to solve the
LP models which we build above. We describe the given
parameters setting and the details of each step are as follows.
Given parameters:
Fig. 10  Time slot assignment without cooperate routing
 
Fig. 11  Ordering by hop counts
 
Fig. 12  Ordering by input degree (a)
 
Fig. 13  Ordering by input degree (b)
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Ti: initial temperature. We set Ti to 500;
Tc: current temperature;
Tf: stopping temperature. When Tc < Tf, it means the SA is
completed;
L: the maximum iteration number at current temperature. We set L
to 50;
l: current iteration;
β: cooling rate, when cooling condition is met, the current
temperature will multiply the cooling rate. Cooling rate = 0.999 is
adopted for our system;
E: the energy function or cost function;
E = number of time slots;
P: probability function P is applied to accept the new solution or
not:
p =
1 if ΔE ≤ 0
exp −ΔEτc
if ΔE ≥ 0,
Step 1. Initial configuration setting: The configuration in SA for
our model is an order of sensor nodes which is generated randomly.
Step 2. Time slot assignment: Based on the order of sensor nodes in
step 1, we select one node at a time and then check time slot from
small to large for the constraints in the proposed LP model. If there
is conflict between nodes, then some nodes are assigned to a new
time slot.
Step 3. Iteration: To obtain the optimal solution, we change the
nodes' position in the current order to get the new order and thus
have a neighbour solution. Moreover, we generate the new cost
function nearby_E and calculate the difference between nearby_E
and current_E (E_nearby – E_current). If the difference is smaller
or equal zero which means the nearby_E is better than the
current_E, we will accept this solution to be a best solution.
Otherwise, the nearby_E is worse than the current_E. In order to
avoid being trapped in local minima, we will accept the solution
with a certain probability. This step will repeat until the iteration
number is satisfied.
Step 4. Cooling: If the iteration number in step 3 is satisfied, then
the current temperature will multiply the cooling rate, and step 3
will repeat again until met the stop condition.
Step 5. The stopping condition: When the current temperature is
down to the stopping temperature. At this point, we may meet the
global optimal solution that we want so that we will stop the
algorithm and output the current time slot assignment.
3.5 Particle swarm optimisation
Particle swarm optimisation (PSO) is a heuristic algorithm that
optimises a problem by having a population of candidate solutions,
here dubbed particles, and moving these particles around in the
search space to iteratively improve the candidate solutions
according to simple mathematical formula over the particle's
position and velocity [21, 22]. Suppose xj, h(t) and vj, h(t) are the
position and the velocity of hth dimension in jth particle at time t.
The algorithm of PSO can be expressed as
vj, h(t) = vj, h(t − 1) + c1r1(xj, h∗ − xj, h(t − 1)) + c2r2(xh# − xj, h(t − 1))
xj, h(t) = xj, h(t − 1) + vj, h(t)
where xj∗ and x# denote the best position solution of jth particle and
all particles as of time t −1; r1 and r2 are both random numbers; c1
and c2 are individuality coefficient and sociality coefficient, usually
Fig. 14  Flow chart of SA
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set to 2. There are several steps for PSO to solve the LP models we
build above.
Step 1: Determine the population size 20 and set the initial value
randomly for the position and velocity of each particle.
Step 2: Evaluate the fitness of the potential position solution for
each particle j. If the fitness of the position solution is found to be
better than the individual position solution in the previous memory,
then the individual position solution is updated.
Step 3: Find the new best position solution in the entire particle
swarm. If the fitness of this position solution is better than the
position solution in the previous memory, then the position solution
is updated.
Step 4: If the stopping condition has been met, the PSO is ended.
Otherwise, go to step 5.
Step 5: Apply the algorithm of PSO to update the velocity and the
position solution of each particle and go back to step 2 to continue.
4 Time synchronisation
Due to the fact that TDMA has a constraint which is sensor nodes,
it must be time synchronised with sink node, otherwise the
schedule will not work well or worse, therefore we proposed a time
synchronisation algorithm that cooperates with TDMA.
Sensor nodes are mostly equipped with a hardware oscillator-
assisted computer clock and the angular frequency of the hardware
oscillator determines the rate at which the clock runs. We can
implement an approximation C(t) of real time t. It can be
approximated with good accuracy by an oscillator with fixed
frequency [Z]. Then, for some node i in the network, we can
approximate its local clock as
Ci(t) = ωit + φi (1)
where ωi is the clock drift and φi is the offset of node i’s clock.
Drift denotes the frequency of the clock and offset is the difference
in value from real time t. Using (1), we can compare the local
clocks of two nodes in a network, say node 1 and node 2 as
C1(t) = ω12C2(t) + φ12 (2)
where ω12 is the relative drift between nodes 1 and 2, and the φ12 is
the relative offset between nodes 1 and 2, if two nodes are perfectly
synchronised, then their relative drift is 1 which means their
oscillator has the same frequency rate and relative offset is 0 which
means they have the same time at this moment.
The time synchronisation problem in sensor network of n sensor
nodes is trying to equalise Ci t  for i = 1..n, and it should repeatedly
correct the offsets to keep the node synchronised over a time
period.
As the network is consisted by lots of sensor nodes, the basic
idea is that the synchronisation starts at the sink, which
synchronises with each downstream nodes, and these nodes that are
synchronised by sink will synchronise their downstream nodes too,
and repeat it until all nodes are synchronised. In the following, we
utilised two schemes to synchronise the sensor network and the
details are described as follows.
4.1 Pair-wise synchronisation
As shown in Fig. 15, the basic scheme to synchronise a pair of
nodes, sink and sensor nodes is to synchronise their lock clock by
exchanging the timestamp packet with the following procedure: 
At first, sink transmits the first packet at T1, which this packet
containing the timestamp T1 respects the sink local clock.
When the sensor node received the first packet at the T2 and
records it, T2 is equal to T1 plus the D1, which is transmission
time from sink to sensor node, then the sensor node transmits the
second packet at T3, which contains the timestamps T1、T2、T3.
Next, sink received the second packet at T4 and records it. Then
transmit the third packet at T5, which contains T1、T2、T3、T4、
T5. After sensor node received the third packet at T6, firstly, the
sensor node calculates the relative clock drift ω12:
ω12 = (T5 − T1)/(T6 − T2) (3)
Secondly, we assume the transmit time is the same between sink to
sensor node, then we can calculate the relative clock offset φ12 by
subtracting t2 from t4:
φ12 = ((T3ω12 − T1) − (T4 − T2ω12))/2 (4)
Finally, sensor node has ω12 and φ12 now, so it can utilise (2) to
synchronise with sink if the relative clock drift is fixed.
4.2 Multi-hop synchronisation
Multi-hop is an extension of the pair-wise synchronisation
algorithm. Several important considerations for multi-hop
synchronisation are listed as follows:
• Synchronise route: Sink according to the routing table,
synchronises one downstream node at a time. Also these
synchronised nodes will synchronise their downstream node too.
• Global reference time (sink local clock): Due to the pair-wise
synchronisation we proposed that node synchronised by sink can
calculate approximate sink time, which means the sensor nodes
that are not single hop between sink can actually synchronise
with sink.
• Resynchronisation rate: In the actual environment, the
frequency of oscillator will change with time or affected by the
temperature、humidity etc., therefore the relative clock drift
between each node will not be fixed for good. The synchronised
errors on node must be increased when the work time increases;
for solving this problem, the sensor network must be
resynchronised again to regulate the relative clock drift.
Fig. 15  Timestamp packet exchange between two nodes
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We utilised ZigBee sensor's parameters for simulation, and built
four topologies for simulations. We list some parameters in Table 1
and Fig. 16.
5.2 Time slot assignment
As shown in Table 2, model I has the minimum number of time
slots under different number of nodes. For model I (random),
model II (hop counts), and model III (input degree), SA and PSO
have the same number of time slots.
Figs. 17 and 18 show the number of frames to collect the whole
data and the duration of whole data collection for different models. 
Since frame is the duration for collecting all sensing data once, it
can be seen from the figure that model III, which uses input degree,
not only achieves good time slot allocation and also improves the
network transmission efficiency. Accordingly, we compare model
III with the method [19], as shown in Table 3. One can see that the
proposed method has better performance than the method [19].
5.3 Time synchronisation
Time synchronisation is an important issue in TDMA. The
synchronisation errors directly affect the TDMA schedule
efficiently. We used the time slot assignment result by input degree
and the topology is 30 nodes. We list some parameters in Table 4
for simulated synchronisation errors. Figs. 19 and 20 perform the
average synchronisation errors in the different resynchronisation
rates in 30 and 300 s. The results were averaged over every
possible pair. We can see the average synchronisation errors in 30 s
results are only 0–5 μs, which means we utilised global reference
time that makes every sensor node directly synchronised with sink
works very well.
5.4 Power consumption
Finally, the last simulation is power consumption, which is very
important in the wireless sensor network. For the simulation of
power consumption, we used the time slot assignment result by
input degree; list time parameters are given in Table 5. 
As shown in Fig. 21, we can see that the network lifetime for
30–60 nodes can perform 6 years or more. As ZigBee sensor is a
low data and low consumption device and if the ZigBee sensor




 Sink node Sensor node
numbers 1 30–60
location (15, 15) random deployment
sensing radius 9 m 9 m
 
Fig. 16  30–60 nodes topologies
 
Table 2 Optimal number of time slots for different models obtained by SA and PSO
Number of nodes Number of time slots
Model I Model II Model III
SA PSO SA PSO SA PSO
30 7 7 14 14 9 9
40 18 18 25 25 18 18
50 12 12 26 26 12 12
60 15 15 28 28 15 15
 
Fig. 17  Number of frames to collect whole data for different models
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stays at the receive mode all the time, the battery (3 V, 1000 mAH)
will run down in 40 h, but if the ZigBee sensor can change to the
sleep mode when they are not scheduled to listen or transmit, the
consumption will be down to 1 µA from 24 mA, these make the
network lifetime prolong so much.
6 Conclusion
This work proposed three linear programming models to construct
TDMA frames which combine spatial reuse and routing problem.
The number of time slots in different models is minimised. A time
synchronisation algorithm is also proposed to make the sensor
work for all synchronised TDMA MAC. Experimental results
reveal that the model with input degree demonstrates advanced
outcomes in time slots assignment and network lifetime and the
time synchronisation algorithm demonstrates advanced
synchronisation errors. These results improve traditional TDMA in
IWSN.
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initial clock offset 0 sink time–sensor time
clock drift change rate 0 ±0.5–1 ppm/10
 
Fig. 19  Resynchronisation rate in 30 s
 
Fig. 20  Resynchronisation rate in 300 s
 
Table 5 Simulation parameters for power consumption
Resources
 Sink node Sensor node
power supply power cable battery powered (3 V, 1000 mAH)
data packet N/A 45 bytes
TDMA schedule
frame intervals 60 s






Fig. 21  Network lifetime for different nodes
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