Abstract. This paper shows that the matrix fraction description, given by a pair {A(z) B(z)} of matrix polynomials of z, for a linear time-invariant system may not be unique even if A(z) is monic, A(z) and B(z) have no common left factor, and the matrix coefficients corresponding to the highestorder terms of A(z) and B(z) are full row rank. The orders of all possible matrix fraction descriptions (MFDs) of a given system are completely characterized. Testing criteria for determining whether a matrix pair is an MFD of the system are derived, which involve rank tests of certain Toeplitz matrices derived from either the impulse response or output correlation functions of the system. A decision procedure is devised that generates sequentially all MFDs for a given system. Identification algorithms are introduced that estimate all MFDs of a given system from its input-output data or output data only. The results are then extended to cover ARMAX systems.
Introduction. Consider the following multi-input-multi-output (MIMO)
are matrix polynomials of the backward-shift operator z : zy k = y k−1 with A i ∈ R n×n , B j ∈ R n×m . The orders of the polynomials are denoted by (p, q). A(z) is assumed to be asymptotically stable, namely, det A(z) = 0 ∀|z| ≤ 1.
Typical system identification consists of several essential steps, including model structure selection, model order determination, input design, data acquisition, parameter estimation, model validation, etc. [16] . This paper will use the model structure (1.1) in which the pair {A(z) B(z)} of order (p, q) is a matrix fraction description (MFD) of the system's transfer matrix. This paper presents new results that completely characterize the orders of these MFDs for a given system, and algorithms for identifying the matrix coefficients after order selection.
(2.3)
Identifying coefficients for the same orders of z on both sides of (2.3) implies
A j H i−j , 0 ≤ i ≤ q, (2.4)
A j H i−j , i ≥ q + 1, (2.5) where A 0 = I and a ∧ b = min(a, b). Sweeping the index i ∈ {q + 1, . . . , q + np} in (2.5), we obtain Then, it follows from (2.6) that
if L(p, q) is full row rank. By solving (2.8) and (2.4) under fixed (p, q), an MFD of H(z) can be obtained.
A primary question is, is there another MFD {X(z) Y (z)} for the impulse response H(z), which is generated from {A(z) B(z)}? In other words, is {A(z) B(z)} unique for a given H(z)? This problem has been studied over several decades [21, 13, 5, 18] , but a complete answer remains elusive.
Starting from the matrix pair {A(z) B(z)} of orders (p, q) in (1.1) with its corresponding impulse response H(z) from (2.1), denote by M(p, q) the set of all matrix polynomial pairs {X(z) Y (z)} satisfying Downloaded 11/14/14 to 141.217.11.23. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
Obviously, {A(z) B(z)} ∈ M(p, q).
Without coprimeness constraints, M(p, q) contains infinitely many pairs. However, under coprime conditions, fixed orders, and constraint on the coefficients of the highest orders of A(z) and B(z), the pair becomes unique. The following conditions are equivalent in characterizing the uniqueness of {A(z) B(z)} in M(p, q).
Proposition 2.1 (see [18] ). The following statements are equivalent: It is straightforward to verify that they have the same H(z) and satisfy conditions (1) and (2 
Order characterization of MFDs.
We consider the ranges of orders of all pairs belonging to M, and the necessary and sufficient conditions for existence of more than one pair in M. We first state the following lemma.
Proof. Necessity:
is full row rank by Proposition 2.1. As a result, A p = X p is full rank.
Sufficiency: Suppose that {A(z) B(z)} ∈ M and is of orders (p, q). Then A(z) and B(z) have no common left factor. If the coefficient A p of the highest order of A(z) is full rank, then {A(z) B(z)} of orders (p, q + j) also belongs to M for any j ≥ 1 by Proposition 2.1 since [A p 0] is still full row rank and A(z) and B(z) have no common left factor, where B(z) = B(z) + 0z q+1 + · · · + 0z q+j . The proof for the case B q , the coefficient of the highest order of B(z), is of rank n is similar.
Based on Lemma 3.1, we call {A(z) B(z)} of orders (p, q) a distinct pair in M, if both the coefficients A p and B q of the highest orders of A(z) and B(z) are nonzero. Therefore, the number of the distinct elements in M is always finite and is determined by the system orders of any pair in M. This is illustrated by the following theorem. 
and the n × n matrix polynomial 
and the matrix polynomial
, it is impossible to have s ≥ p and t ≥ q, and by the uniqueness of {A(z) B(z)} ∈ M(p, q) it is not possible to have s < p, t ≤ q or s ≤ p, t < q. Therefore, only the cases s > p, t < q and s < p, t > q are possible. In the case s > p, t < q by the uniqueness of {X(z) Y (z)} ∈ M(s, t) there is only one X(z) with order s corresponding to a Y (z) with order t so that
As a result, the number of the whole distinct matrix pairs in M is no more than q + (p − 1) + 1 = p + q.
(ii) Necessity: Assume that {X(z) Y (z)} ∈ M with orders (s, t) : s > p, t < q, where 
where U (z) and V (z) are n × n unimodular matrices,
with p i (z) and q i (z) being coprime ∀i = 1, . . . , n. Putting the expression of K(z) given by (3.7) into (3.5) and (3.6) leads to
Noting that the right-hand sides of both equalities in (3.8) are matrix polynomials, we find that the ith rows of both P (z)U −1 (z)X(z) and P (z)U −1 (z)Y (z) must be divided by q i ∀i = 1, . . . , n. Noting that q i and p i are coprime ∀i = 1, . . . , n, we find that Q(z) must be a common left factor of U −1 (z)X(z) and U −1 (z)Y (z). In other words, both
are matrix polynomials. Noticing that Q −1 (z) and P (z) in (3.5) are commutative, we find that P (z) is a common left factor of V (z)A(z) and V (z)B(z). Since A(z) and B(z) have no common left factor, there exist matrix polynomials M (z) and
This means that V (z)A(z) and V (z)B(z) also have no common left factor. Consequently, P (z) is unimodular. Then, from (3.7) it is seen that K(z) is a matrix polynomial. Let us denote it by K(z)
. By carrying out similar treatment as above, K(z) is also a matrix polynomial. Noting
We now show deg K(z) = s−p. If the highest order r of K(z) is greater than s−p, then by comparing the coefficients of the highest order on both sides of (3.5) we have K r A p = 0. Noticing t < q, from (3.6), we have K r B q = 0. Since [A p B q ] is of full row rank, we obtain K r = 0. Similarly, we derive that
Noting deg Y (z) = t < q, and comparing the coefficients of the orders t + 1 ≤ i ≤ q on both sides of (3.6), we have KB(s, t) = 0. It is clear that the n rows of K are linearly independent. It remains to show that the n rows of K are a basis of the left kernel space of B(s, t) for the necessary part. Let α be a nonzero n(s − p + 1)-vector satisfying α T B(s, t) = 0. Assume the converse that α T is linearly independent of rows of K.
which is obtained from K by replacing its any row with α T . Since K is of full row rank and α T is linearly independent of rows of K, the matrix K is also of full row Downloaded 11/14/14 to 141.217.11.23. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
We now show that rank K(z) = n. If rank K(z) were less than n, then there would exist an n-vector γ = 0 such that γ T K(z) = 0 ∀z, and we would have γ
From the above definition it is seen that deg A(z) ≤ s, and by KB(s, t)
is of full rank, we have
order (s, t). In other words, {X(z) Y (z)} is unique in M(s, t). The contradiction shows that there does not exist any nonzero α T linearly independent of rows of K and satisfying
It is clear that 
This means that neither X(z)
Let S be an orthogonal matrix such that the first element of Sα is zero. Choose β so that the first element of Sβ is one and zero elsewhere. Then, the matrix polynomial 
Thus, { A(z) B(z)} has the same impulse responses as those of {X(z) Y (z)} or {A(z) B(z)}, and { A(z) B(z)}
On the other hand, from (3.10) it is seen that deg
Denote the matrix coefficients of
. By (3.9) and (3.10), we see that all row vectors of the matrix
belong to the left kernel space of the matrix B(s, t). By the assumption of the theorem the rows of [K
. . , I] compose a basis of the left kernel space of B(s, t).
Then there is an n × n matrix Γ such that
Comparing the last n × n matrix at both sides of the equality, we find Γ must be an identity matrix. However, this is impossible as can be seen from (3.9) and (3.10),
is full row rank, and the proof of sufficiency is completed for the case s > p and t < q.
(iii) For the case s < p, t > q we can similarly verify that deg K (z) = t − q, K A(s, t) = 0, and any nonzero n(t − q + 1)-row-vector β T for which β T A(s, t) = 0 must be a linear combination of rows of K .
The sufficiency for this case can be proved similarly to that for case (ii). 
if s > p and t < q; and
if s < p and t > q.
Proof. In the case s > p and t < q, as proved in Theorem 3.2 (in the necessity part of (ii)), K(z)
, and hence we have deg
We rewrite (3.5) and (3.6) as 
For the case s < p and t > q, the assertions (3.13) and (3.14) can be proved in a similar way.
Corollary 3.4. Assume that both the matrix pairs 
In other words, {A(z) B(z)} is the unique distinct pair in M. In particular, {A(z) B(z)} is always unique in M if the system (1.1) is scalar. Proof. We first show the assertion (1). If A p is nonsingular, then A(s, t) defined by (3.3) is full row rank. By Theorem 3.2(iii) the orders (s, t) of {X(z)
Y (z)} cannot fit the case s < p, t > q. So, by Theorem 3.2(i) we must have s > p, t < q. Then, the total number of distinct pairs in M is no more than q + 1 via the range of the index 0 ≤ t < q, and by (3.12) s ≤ p + (n − 1)q. The proof for (ii) and (iii) is similar.
Remark 3.1. When the number of distinct pairs in M is greater than 1, the user has a choice to take, for example, the one with the least number of system parameters, the one with the lowest order of the AR-part, or with the lowest order of the MA-part, etc.
Assume that {A(z) B(z)} of orders (p, q) belongs to M and is available. Theorems 3.2 and 3.3 together with Corollary 3.4 provide an access to find all the distinct pairs in M. By Theorem 3.2 the total number of distinct pairs in M is no more than p + q, and Theorem 3.3 and Corollary 3.4 give the range of possible orders. To be specific, either the possible orders are null or their range is located
p} by judging if A p and B q are of rank n. If the range of the possible orders is located in {p < s ≤ p + (n − 1)q, 0 ≤ t < q}, then whether a pair of orders (s, t) belongs to M or not depends on whether the dimension of the left kernel space of the matrix B(s, t) defined by (3.1) is n or is not. If a pair of orders (s, t) satisfies the condition, then it belongs to M and is equal to {K
2) in Theorem 3.2. Clearly, the possible pairs with orders (s, t) in the range {1 ≤ s < p, q < t ≤ q + (n − 1)p} belonging to M can be found in a similar way. 
where
is an nt × nt matrix with A 0 = I and A i = 0 for i < 0, and
is an nt × mt matrix with B i = 0 for i < 0.
Proof 
. We show that there is a bijection between the left kernel spaces of L(p, t) and Λ(t − q). As a consequence, these kernel spaces have the same dimension.
We first show that there exists an injection from the left kernel space of L(p, t) to that of Λ(t − q).
We want to show the following: 
Identifying coefficients for the same degrees of z on both sides of (4.7), we obtain
In the case that l = np + 1, we have
(4.9) Downloaded 11/14/14 to 141.217.11.23. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Thus (4.5) holds for l = np + 1. As a result, we can show inductively that (4.5) holds. From (4.5) it follows that (4.10) and the orders of d(z) and c(z) are strictly less than p and t, respectively. Consequently, we have
Since A(z) and B(z) have no common left factor and c T (z) is a vector polynomial, the zeros of A(z) must be canceled with d
By (4.4) and (4.11) we have
Comparing the coefficients of the highest order on both sides of (4.12) and (4.13), respectively, we have η 
which can be rewritten in the following matrix form: 
Λ(t − q). Define the vector polynomials
It is clear that the row vector η T satisfies the matrix equation (4.15), which implies that the coefficients of
T ∈ R np from the coefficients of d T (z). We are ready to show that x T L(p, t) = 0, and the linear mapping f : η → x is an injection. From (4.17) it follows that
The left side of (4.18) can be expressed as
It is clear that deg d T (z)H(z) = deg η T (z)B(z) < t, which implies the coefficients of
In other words, we have
to the left kernel space of L(p, t).
To prove that the linear mapping f is an injection, it suffices to show that η = 0 for any η belonging to the left kernel space of Λ(t − q) and f (η) = 0. Since x = f (η) = 0, we see that η T (z)A(z) = d T (z) = 0. This means that η T (z) = 0, and hence η = 0. Thus, we have shown that the left kernel space of L(p, t) and the left kernel space of Λ(t − q) are in one-to-one correspondence, and hence rank L(p, t) = n(p − (t − q)) + rank Λ(t − q) for t ≥ q + 1. The proof of (ii) is completed.
(
iii) We show rank L(s, t) = n(s−t+q)+rank Λ(t − s − (q − p)) when s−t < p−q, while the special case s = p has been proved in (ii). Since the matrix L(p, t−(s−p)) is the first nmp columns of the last np rows of L(s, t), rank L(s, t) ≥ rank L(p, t−(s−p)) by (ii).
On the other hand, let the rows of − p) ) is the first nmp columns of the last np rows of L(s, t), it is seen that all rows of G belong to the left kernel space of the last np rows of the matrix L(s, t) in terms of (4.8).
be linearly independent and compose a basis of the left kernel space of the matrix L(p, t − (s − p)). Noticing that L(p, t − (s
Consequently, by (2.5) all rows of the [n( 
(iv) The assertion of the theorem for the case s − t > p− q can be proved similarly to the case s − t < p − q.
Remark 4.1. The results of Theorem 4.1 are summarized in Table 1 when (4.22) where the last equation is obtained by (4.21) . Thus, inductively we are convinced that (4.21) is true for l ≥ 1. Therefore,
.2. Assume that {A(z) B(z)} of orders (p, q) belongs to M. Then, a matrix pair {X(z) Y (z)} of orders (s, t) belongs to M if and only if rank L(s+i, t+i) = ns for i = 0, 1, (or, equivalently, the dimension of the left kernel space of L(s + i, t + i)
Using the impulse responses {H i , i ≥ 0} and {X i , 1 ≤ i ≤ s} define the matrices {Y i , 0 ≤ i ≤ t} as follows: 
Noting that (4.23) is similar to (2.4), we find that the impulse responses 
We complete this by induction.
In the case that i = t + 1, we have
X j H t+1−j = H t+1 , Downloaded 11/14/14 to 141.217.11.23. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
where the first equality is by (4.27), the second equality is because we have proved that H i = H i for 0 ≤ i ≤ t, while the last equality is because (4.21) is valid for all l ≥ 1. Inductively, assume that
We have
where the first equality is by (4.27), the second equality is by the inductive assumption, while the last equality is because In the proof of Theorem 4.2 a concrete method of finding a pair in M is described. Therefore, all the pairs in M can be found by using the impulse responses {H i }. According to Theorem 4.2, to determine if a pair of orders (s, t) with s ≥ 1, t ≥ 0 is contained in M or not, we need only to check the rank conditions rank L(s, t) = ns and rank L(s + 1, t + 1) = ns. If the conditions are satisfied, then the pair of orders (s, t) belongs to M. Since the upper bound for orders of the pairs in M is unknown, we may try to first find a pair with orders (s, t), by searching along the lower and right edges of expanding squares as shown in Table 2 : (1,0); (2,0), (2,1) (1,1); (3,0), (3,1), (3,2), (2,2), (1,2); (4,0), (4,1), (4,2), (4,3), (3,3), (2,3), (1,3) ; and so on. The searching process continues until the rank conditions are satisfied by a pair, which will serve as the first pair in M. Then, the range of possible orders of other distinct pairs in M is obtained by Theorem 3.3 and Corollary 3.4. Thus, other distinct pairs can be found by checking the rank conditions given by Theorem 4.2 within the finite range.
In the following, pairs in M are numbered in the order of the above searching sequence; and the number of distinct pairs in M will be denoted by n a , and the ith distinct pair in M by Table 3 , and orders of the pairs in M are circled in Table 3 . The pairs of orders (3, 1 + j) for any j ≥ 1 are in M, and so are the pairs of orders (3, 1) and (4, 0) . This is consistent with our Downloaded 11/14/14 to 141.217.11.23. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 3 The ranks of the Toeplitz matrices. analysis. By the searching process given above, the orders of the first found pair are (3, 1), followed by (4, 0). 
whenever Γ(p, q) is full row rank, where
From (2.2) it follows that
while the spectral density of {y k } given by (
Since the right-hand side of (5.7) is equal to
we have
Therefore, to derive the coefficients of B(z) it is a matter of factorizing the righthand-side of (5.9). Similarly to Proposition 2.1, we have the following result.
Proposition 5.1 (see [18] 
Remark 5. 
where A(t) and B(t) are given by (4.1) and (4.2), respectively.
orders (s, t) belongs to N if and only if rank Γ(s + i, t + i) = ns for
In case N is nonempty, similarly to the previous section, all pairs in N can be found by using the correlation function {R i } on the basis of Theorems 5.1-5.3.
Remark 5.2. It is clear that the order estimation problem considered in this section contains as a special case the order estimation of the multivariate ARMA model in time series analysis, where n = m, B 0 = I, and B(z) is stable.
Estimating MFD.
In sections 4 and 5 we have seen that all MFD in M and in N can be found by using the impulse responses {H i } of the system and the correlation functions of the system output, respectively. We now discuss how to estimate MFD by using the input-output data or by the output data only.
Estimation by use of impulse responses.
In order to derive all pairs in M from the input-output data we face two problems: (1) how to estimate {H i } on the basis of input-output data; (2) how to estimate rank L(s, t) on the basis of estimated H i,k . The first problem can be solved by using the existing results [17] . We formulate them as propositions. is full row rank, and det A(z) = 0 ∀|z| ≤ 1. Then,
Motivated by (6.1), the stochastic approximation algorithm with expanding truncations Downloaded 11/14/14 to 141.217.11.23. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php After the consistent order estimation of the MA-part is obtained, by the method proposed in [8] we can obtain the strongly consistent estimate for the parameters of the MA-part and the covariance of the innovation process.
Estimation of ARMAX by correlation functions.
In this subsection, we use the correlation function method to estimate the ARMAX system (7.1). In this case, instead of C1-C5 we need the following set of conditions: D1: {u k } is a sequence of i.i.d. random vectors with Eu k = 0, E u k 2+δ < ∞ for some δ > 0, and Eu k u for the parameters of the MA-part and the covariance of the innovation process can also be produced by the method given in [8] .
Remark 7.3. The set W may be different from V. The conditions on the system structure, input signal, and innovation process for the two kinds of estimation methods have some distinctions. The main different points are C3 and D3 on the system structure, and there is no requirement on a prior upper bound on the order of the MA-part for the correlation function method, while this is needed for the impulse response method.
Concluding remarks.
We have shown how to determine all possible MFDs for a linear multivariable linear system. It is worth noting the following points:
1. There is no restriction on the dimensions of input and output of the system. 2. Determining MFDs of a given system includes finding both the orders and coefficients. No upper bound for orders is required. 3. MFDs may be determined by the impulse responses of the system or by the correlation functions of the system output. 4. MFDs can consistently be estimated by using either the input-output data or the output data only.
