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decomposition (POD)Abstract Aerothermoelasticity is one of the key technologies for hypersonic vehicles. Accurate and
efficient computation of the aerothermodynamics is one of the primary challenges for hypersonic
aerothermoelastic analysis. Aimed at solving the shortcomings of engineering calculation, compu-
tation fluid dynamics (CFD) and experimental investigation, a reduced order modeling (ROM)
framework for aerothermodynamics based on CFD predictions using an enhanced algorithm of fast
maximin Latin hypercube design is developed. Both proper orthogonal decomposition (POD) and
surrogate are considered and compared to construct ROMs. Two surrogate approaches named
Kriging and optimized radial basis function (ORBF) are utilized to construct ROMs. Furthermore,
an enhanced algorithm of fast maximin Latin hypercube design is proposed, which proves to be
helpful to improve the precisions of ROMs. Test results for the three-dimensional aerothermody-
namic over a hypersonic surface indicate that: the ROMs precision based on Kriging is better than
that by ORBF, ROMs based on Kriging are marginally more accurate than ROMs based on POD-
Kriging. In a word, the ROM framework for hypersonic aerothermodynamics has good precision
and efficiency.
 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The field of aerothermoelasticity plays an important role in the
analysis and optimization of hypersonic vehicles, impacting
the design of the aerodynamic, structure, control and propul-
sion systems at both the component and multi-disciplinary
levels. The aerothermoelastic analysis impacts several areas:
the selection of materials, structure design, thermal manage-
ment, aero-propulsion integration, and the controller
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management, the study of aerothermoelastic interactions is
required in order to accurately compute pressure and thermal
loads in the system.4–6 Accurate and efficient computation of
the aerodynamic heating is one of the primary challenges for
hypersonic aerothermoelastic modeling and analysis.
Presently, there are three general approaches, namely engi-
neering level approximations, CFD solution of the Navier–
Stokes equations, and experimental investigation to compute
the aerodynamic heating of hypersonic vehicles. Engineering
level approximation provides simple and efficient estimation
of the aerodynamic heating. But this approach is only reason-
able to good accuracy for relatively simple configurations and
flow fields.4,7,8 The second approach can obtain the prediction
of the aerodynamic heating over complex geometries and flow
conditions, such as real gas effects, shock-shock interactions,
shock-boundary layer interactions.4,9 Unfortunately, CFD
solutions are computationally expensive to be implemented
in engineering design at present. The third approach is usually
used for the component parts design of the hypersonic vehicles.
Furthermore, the cost of experimental investigation of hyper-
sonic flows is much higher than low-speed flows because of
the huge amount of energy that has to be used to reproduce
flight conditions.10,11 Based on the issues highlighted previ-
ously, it is clear that none of three approaches will be adequate
for aerothermoelastic analysis in hypersonic flows.
The shortcomings of the current approaches for aerody-
namic heating motivate research into reduced order models
(ROM) derived from high resolution analysis. ROMs are rela-
tively simple mathematical models, which provide quantita-
tively accurate descriptions of the dynamics of a system at a
computational cost that is substantially lower than that of a
full-order model. For the specific example of hypersonic
aerothermodynamic flow analysis, the full-order model con-
sists of a Navier–Stokes analysis. ROMs for aerodynamic
heating can represent the input–output relation of CFD sys-
tems and capture the dominant physical characteristics of the
original CFD system.
Proper orthogonal decomposition (POD) has been widely
applied to the representation of nonlinear compressible flows.
Lucia and Beran12 developed a hybrid approach by merging
POD and Volterra theory, which has been successfully applied
to subsonic flow-fields with fix boundaries. Tang et al.13 devel-
oped a POD-based reduced order modeling for predicting the
steady-state pressure and temperature distributions on the sur-
face of a rigid vehicle for Mach numbers ranging from 2 to 10.
Yang et al.14 proposed a new hybrid approach to construct
reduced-order of unsteady aerodynamics application to aeroe-
lastic analysis by using POD in combination with observer
techniques.
In order to improve the efficiency of computationally
expensive models involving high fidelity models, surrogate
models, also named metamodels, have been frequently
employed to replace computationally expensive models.15,16
McNamara et al.17,18 utilized Kriging to develop a ROM to
compute the aerodynamic heating within an aerothermoelastic
analysis, which showed to be promising for construction of
accurate surrogates for high-speed flows. Surrogate methods
and design of computer experiments (DoCE) methods are
two key techniques in surrogates.19 Different metamodeling
approaches and different DoCE methods have great impacts
on ROMs of aerodynamic heating, which is not discussed inthe above references. Therefore, there is still a need for further
development and application of aerothermodynamic ROMs in
hypersonic aerothermoelastic analysis by utilizing surrogates
with different metamodeling approaches and DoCE methods.
Latin hypercube design (LHD) is a popular modern DoCE
method that has found wide applications. The successive local
enumeration (SLE) algorithm has been proved to have better
efficiency than the other LHD methods without formal opti-
mization.20 But when the scale of sampling points and size of
sampling dimensions increase, the computational cost of the
SLE algorithm becomes obviously more and more expensive.
In this paper, we propose two modifications in the SLE algo-
rithm to improve its efficiency, namely ESLE and to extend
its application fields. Furthermore, the ESLE algorithm has
been successfully utilized in ROMs of aerodynamic heating.
In this paper, all the parameters including surrogate
approaches and DoCE methods have been taken into account
to construct a reduced order aerodynamic modeling frame-
work by both POD and surrogate method. The specific objec-
tives are: (A) to develop a reduced order aerodynamic
modeling framework using POD and surrogate methods for
hypersonic aerothermoelastic analysis of three-dimensional
surfaces in hypersonic flow; (B) to employ the diverse-start
sequential quadratic programming (DSQP) to optimize the
width factor of radial basis function (RBF) to improve the pre-
cision of ROMs; (C) to systemically compare and quantify the
differences of optimized radial basis function (ORBF) and
Kriging approaches in constructing ROMs; (D) to compare
and quantify the impact of DoCE methods on the precision
of ROMs.
This paper is organized as follows. Section 2 introduces the
methodology of POD and surrogate. An enhanced algorithm
of fast maximin Latin hypercube design is proposed in Sec-
tion 3. A reduced order aerothermodynamic modeling frame-
work for hypersonic vehicles is constructed in Section 4.
Conclusions are drawn in Section 5.
2. POD and surrogate methods
2.1. Proper orthogonal decomposition
POD, also denoted as the Karhunen–Loeve decomposition, is
a mathematical technique to establish an optimal basis that
adequately describes the behavior of the full-system dynam-
ics.21,22 For a spatially discretized flow-field using N nodes, a
fluid variable wðtÞ can be expressed according to the following
expansion series12:
wðtÞ ¼W0 þ
Xm
k¼1
akðtÞ/k ¼W0 þUw^ðtÞ ð1Þ
where a modal matrix U consists of fluid modes f/kg and the
modal coefficients fakg form a column vector w^ðtÞ which rep-
resents deviations of wðtÞ from a base solution W0.
For the aerodynamic heating, POD is used to represent the
temperature T of N nodes on the surface of hypersonic vehi-
cles. The POD method utilizes the method of snapshots in
order to assemble a set of system responses to the inputs of
interest. These snapshots which provide a good variety of
flow-field behaviors are collected to collocate into the n p
snapshot matrix S.
Table 1 Classical RBF functions.
Classical RBF Equation
Linear /ðrÞ ¼ cr
Cubic /ðrÞ ¼ ðrþ cÞ3
Thin plate spline /ðrÞ ¼ r2 lnðcrÞ
Gaussian /ðrÞ ¼ exp cr2 
Multiquadratic /ðrÞ ¼ r2 þ c2 1=2
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where T
ðjÞ
i indicates the ith nodal value of CFD output of tem-
perature for the jth snapshot, n the number of snapshots taken,
and p the number of nodal values of temperature in each
snapshot.
The basis identified via the POD minimizes the error in the
approximating members of the given snapshot ensemble with
basis vectors fewer than p. By solving the eigenvalue problem14
STSV ¼ SK ð3Þ
U is developed using14
U ¼ SV ð4Þ
where column of V is eigenvector of STS, and K is the corre-
sponding diagonal matrix of eigenvalues.
The POD basis modes are stored as column vectors in the
POD modal matrix. The number of modes retained in the
POD basis can be truncated leading to a reduced POD modal
matrix, which reduces the number of degrees of freedom of the
original problem. The basic principle of the number of retained
POD basis is to guarantee that the energy of the retained POD
basis is equivalent to the energy of the all POD basis.Pr1
i¼1niPr2
i¼1ni
 1 ð5Þ
where n is the POD eigenvalue, r1 the number of the retained
POD modal and r2 the number of the all POD modal.
2.2. Surrogate model
Surrogate models, also named metamodels, are a mathemati-
cal technique to establish a simplified mathematical approxi-
mation of the computationally expensive simulation and
analysis.15,16 Surrogate approaches and DoCE methods are
two key techniques in surrogate model. In this section, surro-
gate approaches are discussed, while DoCE methods will be
considered in Section 3. A variety of approximation models
exist, namely, polynomial response surfaces, Kriging models,
RBF and neural networks. Kriging and RBF are compared
and utilized in this paper, because these two methods are suit-
able to approximate nonlinear functions and do not require a
priori assumptions on the form of the full-order function that
is to be approximated.
2.2.1. Optimized radial basis function
RBF uses a weighted sum of simple functions in an attempt to
emulate complicated design landscapes.23 In RBF methods,
the interpolation of a surface sðxÞ is performed as a linear com-
bination of radial function as follows:
sðxÞ ¼
Xm
i¼1
kiu kx xik2ð Þ ð6Þ
where u is the function of the radial distance kx xik2 from
node i, ki the interpolation constraint to be determined, andm the number of samples or data points with known function
values Fi such that
sðxiÞ ¼ Fi ð7Þ
The Euclidean norm kx xik2 represents the radial dis-
tance of the point x from the center xi.
The unknown interpolation coefficients ki can be deter-
mined by minimizing the norm
J ¼ Fk 
Xm
i¼1
kiu kx xik2ð Þ
" #2
k ¼ 1; 2; . . . ;m ð8Þ
The minimization equation in matrix form can be written as
follows:
Aa ¼ R ð9Þ
with
aT ¼ ½k1; k2; . . . ; kn
RT ¼ ½F1;F2; . . . ;Fn

ð10Þ
The coefficient aij of the matrix A can be obtained by
aij ¼ uðkxi  xjk2Þ ð11Þ
There are m equations with m unknown constraints ki
(i ¼ 1; 2; . . . ;m). The resulting surface is an interpolating sur-
face. The most commonly used radial functions include cubic
function, thin plate spline function, Gaussian function and
multiquadratic function.24 The classical radial functions are
given in Table 1.
The radial distance r in Table 1 is defined as Euclidean dis-
tance kx xik. The width factor of RBF has a great influence
on the accuracy of RBF metamodel. Two widely adopted
methods for selecting the width factor are considered. One
takes the widths factor equal to a constant. The widths factor
is fixed and depends on the experience. The other results from
certain empirical formulation which is defined as the average
distance of samples in
c ¼ max Xmin X
ns
  1
nv
ð12Þ
where X is the set of all samples, ns is the number of samples
and nv is the dimension of design variables. This method is
widely adopted for RBF surrogate, but the accuracy of surro-
gate is affected by the inappropriate width factor. In this
paper, the optimal width factor is chosen to overcome the
drawbacks of the existing approaches. The optimization algo-
rithms such as global ones are considered based on the accu-
racy and computational burden.
To pursue the global optimal width factor, the diverse-start
sequential quadratic programming (DSQP) is employed to
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ation width factor influences the optimization results because
of the local searching property of SQP. For the approach of
DSQP, the optimal width factor and the corresponding mean
relative error (MRE) of current RBF surrogate are equal to
those provided by genetic algorithm (GA); moreover, the time
consumed in computation is acceptable, which is much less
than the one of the GA.25
An ORBF surrogate using DSQP for the purpose of
improving the global approximation capability of RBF surro-
gate with an affordable extra computational cost is utilized in
this paper.
2.2.2. Kriging
Kriging is an interpolation method useful for replacing expen-
sive computer models with computationally efficient approxi-
mations of nonlinear functions.15 A Kriging surrogate is
generated from training data, or snapshots, of the full-order
simulation of the computer model. A Kriging approximation
of the function of interest is characterized by local deviations
gðXÞ from a global approximation zðXÞ. A general form of
Kriging is shown as
fðXÞ ¼ gðXÞ þ zðXÞ ð13Þ
where gðXÞ is a polynomial regression function, which is
assumed to be either constant, linear, or quadratic, and the
constants of the polynomials are generally determined in a
least-squares sense; zðXÞ provides the local deviations by
means of a correlation function. Covariance matrix is shown
to be15
Cov½zðXiÞ; zðXjÞ ¼ r2R R Xi;X j
   ð14Þ
R Xi;X j
  ¼ exp hXd
k¼1
xik  x jk
		 		2 ! ð15ÞFig. 1 Flowchart of optimization for width factor with DSQP.25The difference between R and R should be seen in Ref.15.
Define rðxÞ as
rðxÞ ¼ R x; xð1Þ ;R x; xð2Þ ; . . . ;R x; xðnsÞ  T ð16Þ
Kriging is written as
fðxÞ ¼ bþ rTðxÞR1ðy gbÞ ð17Þ
where b and h are parameters to be defined, r2 and R are the
function of h, y is a set of columns consisting of system
responses to the inputs of interest. r^2 and b can be calculated
by
b ¼ ðgTR1gÞ1gTR1y
r^2 ¼ y bgð Þ
T
R1ðy bgÞ
ns
8><
>: ð18Þ
h will be obtained by solving the optimal formula:
max  n ln r^
2ð Þ þ ln jRj
2
st: 0 6 h 61
ð19Þ3. An enhanced algorithm of fast maximin Latin hypercube
design
The main concern of DoCE is actually to collect the informa-
tion as much as possible about the unknown engineering
design optimization problem with a minimum number of
expensive simulation evaluations. In this manner, a good
DoCE method is required to obtain sampling points with
favorite space-filling and projective behavior. Compared with
the other algorithms, the SLE algorithm has been proved to
have better efficiency and the sampling points obtained using
SLE have better space-filling and projective properties without
formal optimization.20
The SLE algorithm is quite different from the existing LHD
sampling methods in which no global objective functions are
employed, as shown in Fig. 2.
As shown in Fig. 2, the problem of selecting sampling
points in n-dimensional space by the SLE algorithm can be
described as positioning m points in a mn unit hypercube. An
approach of improvement for the SLE algorithm is presented
as follows.
Firstly, for the sth point, fsjs ¼ 1; 2; . . . ;mg, the existing
points fP1;P2; . . . ;Ps1g are all needed to calculate the eigen-
values of the remaining coordinates’ hyper-boxes at each step,
which makes computational cost larger and larger with the
steps going on. Actually, eigenvalues are defined as the nearest
distance between one of the remaining coordinates’ hyper-
boxes (where n= 2, coordinates’ hyper-boxes is equal to rows)
and all the existing points. So for the sth point, the exiting
points nearer to the remaining coordinates’ hyper-boxes have
more chances to be the eigenvalue’s point. In other words,
the existing points fP1;P2; . . . ;Ps1g are not all needed to cal-
culate the eigenvalues for the sth point. Secondly, to select the
point Ps, there are still ðm sþ 1Þn1 unit hypercube in the
design space to calculate the eigenvalues for the only one point
Ps. For example, for the point P2 in five-dimensional space
(n= 5, m= 100), there are still 994 ¼ 96059601 unit hyper-
cube in the design space to calculate the eigenvalues for the
only one point P2, which results in a very large computational
Fig. 2 Flowchart of SLE algorithm.
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with the sampling points and sampling dimensions increasing,
the computational cost of the SLE algorithm will grow obvi-
ously large, which limits the application of the SLE algorithm.3.1. Enhanced successive local enumeration algorithm
In the ESLE algorithm, as shown in Fig. 3, two modifications
named reservation criterion and space reducing criterion in the
ESLE algorithm are proposed, whose goal is available to
improve the efficiency of the SLE algorithm while preserving
the almost same precision.
3.1.1. Reservation ratio
As shown in Fig. 2 in the SLE algorithm, the exiting points
P ¼ fP1;P2; . . . ;Ps1g are all used to calculate the eigenvalues
for the sth point. But in the ESLE algorithm, only the 30% of
the m points, Ptr ¼ fPr;Prþ1; . . . ;Ps1g; r ¼ s 30%m
ðif r 6 0; r ¼ 1Þ, are utilized for the sth point, as shown in
Fig. 3. The reservation ratio (30% in ESLE) is concluded by
several comparative researches. By testing sampling points
for 50 times generated through the SLE algorithm with differ-
ent reservation ratios of the existing points. The average results
from various reservation ratios are shown in Fig. 4, /p is the
mean values of all criterion.
To illustrate the space-filling and projective properties of
the sampling points, a criterion is employed, namely, /p to
make a comparison study.26,27 The smaller the values of /p,
the better the sampling points. From the results shown in
Fig. 4, it is noted that the average values of /p produced by dif-
ferent reservation ratios of the SLE algorithm are relatively
close to the same when truncation ratios are larger than 20%.3.1.2. Space reducing criterion at each step
In order to highlight the space reducing criterion in detail, a
two-dimensional problem is firstly presented for demonstra-
tion and the same procedure can be surely extended to n-
dimensional problems.
(1) For the first column, the location of the first point is
selected randomly. Suppose that the first point P 1 is ran-
domly chosen at the point P 1ði1; 1Þ; i1 2 f1; 2; . . . ;mg.
The point P 1 is put in a sample set P ¼ fP 1g, as shown
in Fig. 5.
(2) The second point should be located in one of the remain-
ing rows. The distances between the first point and each
of the remaining rows in the second column are the
eigenvalues. Only points located in the boundary of
rows P 2ði2; 1Þ; i2 2 f1;mg are the points which satisfy
the maximin criterion. The row number i2; i2 2 f1;mg
corresponding to the maximum of the distances is iden-
tified for the point P 2ði2; 2Þ and that is
d2 ¼ maxðdðði2; 2Þ; P 1ÞÞ; i2 2 f1;mg. The point P 2ði2; 2Þ
is added to the sample set, which is updated to
P ¼ fP 1; P 2g.
(3) For the third column, the existing points are fP 1; P 2g,
which have occupied two rows, including fi1; i2g. The
third point should be located in one of the remaining
rows. Firstly we calculate the space distance Dði1; i2Þ in
the rows between point P 1 and P 2, which is an integer cal-
culated by Dði1; i2Þ ¼ ji1  i2j=2 in the row i ¼ 3, because
of dðP 1; P ðu; 3Þ < dðP 2; P ðu; 3ÞÞ, and dðP 2; P ðv; 3Þ <
dðP 1; Pðv; 3ÞÞ max dðP 1; P ðu; 3Þ < max dðP 2; P ðv; 3ÞÞ,
u 2 ½i2  Dði1; i2Þ; i2 þ Dði1; i2Þ, v 2 ½i1  Dði1; i2Þ; i1þ
Dði1; i2Þ, to ensure the maximin criterion, the points
P ðu; 3Þ are not satisfied. If there are negative values or
Fig. 3 Flowchart of ESLE algorithm.
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and exceeding values will be deleted. In other words, the
points located at the interval ½i2  Dði1; i2Þ; i2 þ Dði1; i2Þ
can be cut down when calculating the minimum of
distances between the existing points and one of the rest
rows in the third column. All eigenvalues of the rest rows
in the third column are calculated. The row number i3
corresponding to the maximum of all the eigenvalues of
the rest rows in the third column is identified for point
P 3ði3; 3Þ and d3 ¼ maxðminðdðði3; 3Þ; P ÞÞÞ; P ¼ fP 1; P 2g.
The sample set P is updated to P ¼ fP 1; P 2; P 3g.
(4) For the sth column, s 2 f3; 4; . . . ;mg the existing points
are fP 1; P 2; . . . ; P s1g, which have occupied ðs 1Þ rows,
including fi1; i2; . . . ; is1g. Therefore, the sth point
should be located in one of the remaining rows
fisjis ¼ 1; 2; . . . ;m and is–i1; i2; . . . ; is1g. Firstly the
space distance Ds ¼ minðDðis1; is2Þ;Dðis1; is3ÞÞ in the
row is calculated, which is an integer calculated by
Dðis1; is2Þ ¼ jis1  is2j=2 and Dðis1; is3Þ ¼
jis1  is3j=2. Secondly the points of the interval
½is1  Ds; is1 þ Ds are cut down. All eigenvalues of
the rest rows in the sth column are calculated. The
row number is corresponding to the maximum of all
the eigenvalues of the rest rows in the isth column is
identified for the point P sðis; sÞ. The sample set P is
updated to P ¼ fP 1; P 2; . . . ; Ps1; Psg.
(5) The process of the Step (4) is repeated until the
ðm 1Þth point is selected.(6) When determining the mth point, only one row is avail-
able. So the last point is selected as Pm. As an example in
Fig. 5, P ð5; 7Þ is identified.
When it goes to the n-dimensional problems, the points in
each coordinate will be cut down using space reducing crite-
rion as the two-dimensional problems, which can effectively
reduce the computational cost step by step due to the permu-
tation and combination.
3.2. Space-filling performance of ESLE
To illustrate the properties of the sampling points, several cri-
teria are employed, namely, /p, CL2, U, to make comparison
study with sampling methods.26,27 By testing sampling points
for 100 times generated through the SLE algorithm and the
ELSE algorithm, the mean values of all criterion /p, CL2, U
and time are calculated, as shown in Table 2.
From the results shown in Table 2, it is noted that the aver-
age values of CL2, /p and U produced by the SLE algorithm
and ESLE algorithm are very similar. At the same time, time
of the ESLE algorithm is obviously much less than that of
the SLE algorithm, especially with the sampling points and
sampling dimension increasing. The time consumptions of sam-
pling using SLE are at least two times of those using ESLE. For
various sizes, the time of ESLE tends to be much less than SLE,
especially with the sampling points and sampling dimension
increasing, which implies that ESLE is more efficient than SLE.
Fig. 4 Boxplots of /p criterion for SLE by reservation ratio
sampling points.
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study with BinGA28 and PermGA29 is given in Table 3. From
the comparative results of the number of the times to compute
distances by ESLE with BinGA, PerGA and SLE, the numbers
of calculating times to compute distances in ESLE algorithm
are less than BinGA and PerGA. Especially, comparing the
number of the times to compute distances with SLE, with
the sampling points and sampling dimensions increasing, the
number of times to compute distances of the ESLE algorithmFig. 5 Space reducing in two-dimensional sampling.becomes smaller and smaller. As shown in Table 3, when prob-
lem size is 2  120, the number of computing distances by
ESLE is 79.5% of that by SLE. While when problem size goes
to 5  120, the number of computing distances by ESLE is
1.7% of that by SLE.
Conclusively, the ESLE algorithm has successfully reduced
the computational cost compared with the SLE algorithm and
extended the application of the SLE algorithm.
4. A reduced order aerothermodynamic modeling framework for
hypersonic vehicles
A flowchart of the ROM aerothermodynamic modeling frame-
work is provided in Fig. 6. The aerothermodynamic ROM pre-
sented hereinafter includes:
(1) Input parameters and parameter boundaries.
(2) DoCE methods, lhsdesign function in MATLAB and
ESLE algorithm are selected and compared in this
paper.
(3) Snapshots of the hypersonic aerothermodynamics from
CFD solutions at each of the sampling points.
(4) ROM construction, both POD and surrogate methods
are utilized and compared in this paper.
(5) ROM evaluation. If further accuracy is desired, more
sampling points are added and the process is repeated.
The developed framework is applied to the low-aspect ratio
wing as an example as shown in Fig. 7, which is based on the
Lockheed F-104 Starfighter wing and is considered as a repre-
sentative of a control surface on hypersonic vehicles30, C is the
chord length of the wing in Fig. 7.
First the ROM parameter space of interest is defined for the
control surface. Next two different sampling strategies, namely
lhsdesign and ESLE, are used for generating ROM training
data. Furthermore, POD and surrogate methods are utilized
to construct the ROM. Finally, the accuracy and efficiency
of ROMs developed by POD and surrogate are quantified
and discussed.
For one complete aerodynamic configuration of hypersonic
vehicle, the number of parameters to describe the flow field is
the product of mesh grids and flow variables. For the specific
example of hypersonic aerothermodynamic flow analysis, the
temperature or heat flux on the surface of hypersonic vehicles
is scalar, which indicates that the number of the parameters to
describe the aerothermodynamic flow field is the number of
mesh grids on the surface. For the surrogate ROMs, if there
are p nodes on the surface of hypersonic vehicles, p surrogate
models will be constructed in order to describe temperature on
the surface of hypersonic vehicles.
4.1. ROM parameter space
A low-aspect ratio wing is shown in Fig. 7. The input param-
eters and parameter boundaries are shown in Table 4.
4.2. Computational model for control surface
The CFD-FASTRAN is used in this study for full-order CFD
solutions of the Navier–Stokes equations. CFD-FASTRAN is
a state-of-the-art density-based flow solver for modeling
Table 2 Comparison of sampling results between ELSE and SLE.
Parameter Method Number of variables  points (nm)
2  50 2  100 2  200 3  50 3  100 3  200 4  50 4  70 4  100
/p ESLE 8.13 12.48 18.38 5.00 7.64 10.17 3.94 4.59 5.33
SLE 8.05 12.06 18.68 4.78 7.52 10.19 3.51 4.51 5.31
CL2 ESLE 0.018 0.010 0.006 0.004 0.024 0.016 0.069 0.056 0.044
SLE 0.018 0.010 0.006 0.004 0.024 0.016 0.068 0.056 0.046
U ESLE 10500 52500 25200 4400 19700 85200 2860 5750 12000
SLE 10500 52500 25200 4390 19600 85100 2830 5740 12100
t (s) ESLE 0.006 0.016 0.02 0.012 0.254 3.284 0.485 2.121 11.672
SLE 0.008 0.022 0.07 0.057 0.759 13.254 2.169 11.552 65.127
Note: calculation was conducted on the HP workstation Z800 series, 32 GB RAM.
Table 3 Comparison of the number of computing distances.
n  m BinGA PermGA SLE ESLE
2  5 600 500 16 12
2  10 1.76  106 8.37  104 156 110
2  120 1.57  1011 9.32  108 2.88  105 2.29  105
3  5 5.26  104 1.92  104 46 40
3  10 7.47  106 1.75  106 816 548
3  120 4.22  1010 1.43  1010 1.73  107 5.97  106
5  50 3.43  1011 2.45  109 5.20  108 2.71  107
5  120 4.27  1011 1.43  1010 9.95  1010 1.71  109
A reduced order aerothermodynamic modeling framework for hypersonic vehicles based on surrogate and POD 1335compressible and turbulent flow problems by using structured
and/or unstructured grids. The thermal and chemical non-
equilibrium models are implemented to allow the finite rateFig. 6 Schematic diagram of aerothchemical reactions and consider vibrational/electron energy
for hypersonic flows.31 The high temperature in the shock layer
due to the shock causes intense chemical reactions, vibrational
and electronic energy excitation and gas ionization, which
should be paid enough attention.32 The chemical reactions
and the energy transfer processes between different energy
modes of the gas occur at finite rates that depend on inter-
molecular collisions which in turn depend on the gas density.
Xiang et al.33 found that the results with the consideration
of ionization and chemical reactions are more accurate than
that without ionization and chemical reactions. To accurately
predict such hypersonic air flows, 5-reaction chemical kinetics
and 5-species (O, O2, N, N2, NO) are exploited to describe the
complex process, i.e.,
N2 þM$ 2NþM ð20Þermodynamic ROM framework.
Fig. 7 Control surface.
Fig. 8 Temperature on control surface with altitude 30 km,
angle of attack 0, Mach number 5.0.
Fig. 9 Computational domain of control surface.
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NOþM$ NþOþM ð22Þ
N2 þO$ NOþN ð23Þ
NOþO$ O2 þN ð24Þ
Culler and McNamara4 demonstrated that aerothermal-
aeroelastic coupling is primarily quasi-static in nature due to
large differences in time scales between the heat transfer and
aeroelastic systems. Therefore, the full-order CFD snapshots
for this paper are computed using a steady-state flow analysis,
enabling a significant reduction in the expense of generating
the snapshots.
It is shown that the temperature distribution on control
surface by FASTRAN is accordant but in fair agreement
(especially at leading edge) with that by CFL3D as shown in
Fig. 8. The differences between the temperatures by CFL3D
and these by FASTRAN may be due to different mesh grid
models, especially at the leading edge. Nevertheless, the calcu-
lation results indicate that aeroheating temperatures obtained
by FASTRAN are acceptable results.
The fluid mesh for CFD computations is shown in Fig. 9.
The number of fluid mesh grid points has been tested for grid
independence, which is selected to be 819000, as shown in
Table 5. The aerodynamic heating is sensitive to the first gird
on the wall of wing33, defined as y-plus yþ ¼ qyur=l, q is the
density, y is the distance of first grid, ur is the friction velocity
of wall, and l is the viscosity coefficient. Great attention
should be paid to the quality of the mesh grids.
4.3. Validation of ROMs
Split sample (SS) is a model evaluation method widely used for
validating the accuracy of surrogates. In this approach, the
samples are divided into constructing group and testing group.
The former is used for constructing the surrogate and the latter
is for testing the generalization error.Table 4 Bounds of parameter space.
Mach number Angle of attack () Altitude (km)
5.0 6Ma1 6 10.0 8.0 6 a 6 8.0 20 6 H 6 40Cross-validation (CV) is an improvement on the split
sample scheme. In general, the data is divided into k subsets
(k-fold). The k-fold cross validation is used for validating the
surrogate accuracy which needs large number of samples. A
surrogate is constructed k times, each time leaving out one
of the subsets from training. Then the mean relative error
across all k trials is computed. If k equals the sample size ns,
the approach is called leave-one-out cross validation. This
means that during ns repeating times, the surrogate is
constructed by all the samples except one sample and a predic-
tion is made by that sample. Then the mean relative error is
computed and used to evaluate the accuracy of surrogate.
Obviously, leave-one-out cross validation is better than split
sample for the high fidelity analysis and simulation models
which are usually computationally expensive processes.Table 5 Comparison of different numbers of fluid mesh grid
points.
Number of grid points Stagnation temperature (K) Average yþ
420000 1078.6 3.82
819000 988.3 0.76
1580000 987.9 0.45
Fig. 10 Eigenvalues of POD.
Fig. 11 Average error of L1 and NRSME changing with the
number of modes by POD-Kriging and POD-RBF.
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In order to quantify the accuracy of the ROM framework, the
normalized root mean error (NRMSE) and maximum error
L1 are computed.
NRMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
s
Ps
i¼1ðROMi  FulliÞ2
q
maxðFullÞ minðFullÞ  100% ð25Þ
L1 ¼ maxðjROM FulljÞ
maxðFullÞ minðFullÞ  100% ð26Þ
where i corresponds to the ith nodal value of temperature on
the control surface for a single evaluation case, ROM repre-
sents the estimated temperature of surface by ROM and Full
represents the temperature of surface by CFD solutions.
4.4.1. Comparisons of width factor of ORBF
The width factor of standard RBF surrogate is resulted from
Eq. (12), while the width factor of ORBF surrogate is obtained
by DSQP. ROMs are constructed with the same sampling
starting with 100 snapshots obtained by LHS. The average
NRSME and L1 of aerodynamic ROMs using different radial
functions are shown in Table 6.
It is shown in Table 6 that the average NRSME and L1
using Multiquadratic radial function are smaller than those
using other radial functions, which indicates that Multi-
quadratic radial function is more feasible than other radial
functions in constructing aerodynamic ROMs in this paper.
Furthermore, comparing the average NRSME and L1
between standard RBF and ORBF, it is known that ORBF
can improve the precision of aerodynamic ROMs compared
with RBF.
4.4.2. POD modes
Both Kriging and POD ROMs are constructed with the same
sampling starting with 100 snapshots. More snapshots will be
added to ROMs if further accuracy is desired.
Each of the constructed ROMs is evaluated using leave-
one-out cross validation. It is shown that the first 20 POD
modes are enough for the POD ROMs, since the modal
weights for the higher modes are orders of magnitude smaller
than that of first 20 modes, as shown in Figs. 10 and 11. The
number of POD modes for POD ROMs will be thus chosen
to 20.
4.4.3. Average relative error of temperature for estimated cases
The average relative errors (ARE) of temperature on the top of
control surface for estimated cases are shown in Fig. 12.
Fig. 12 shows the ROM results constructed by surrogate withTable 6 Averaged error L1 and NRSME of standard RBF and ORBF.
Radial function RBF ORBF
NRSME (%) L1 (%) c NRSME (%) L1 (%) c
Cubic 31.53 57.77 1.02 28.45 53.16 2.81
Thin plate spline 20.89 43.68 1.02 18.74 35.78 2.68
Gaussian 20.12 46.29 1.02 17.56 38.61 2.43
Multiquadratic 13.53 17.34 1.02 11.21 13.87 2.99
Fig. 12 Average relative error (ARE) of temperature on the top of control surface for estimate cases by surrogate.
Fig. 13 Average relative error (ARE) of temperature on the top of control surface for estimated cases by POD.
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ORBF approaches are also selected and compared in
Fig. 12. Comparison between Fig. 12(a) and (c) indicates that
the average relative errors on the control surface obtained by
ESLE are lower than those by lhsdesign. The maximum aver-
age relative error of temperature on the control surface by
ESLE is 3.5%, while the maximum average relative error by
lhsdesign reaches 7% with the same ROMs sampling points
and estimate sampling points. The distributions of the average
relative errors by ESLE prove that ESLE is helpful to improve
the precisions of ROM. Furthermore, the average relative
errors on the control surface by Kriging approach in Fig. 12
(a) are lower than those by ORBF approach as shown in
Fig. 12(b). Comparison between Fig. 12(c) and (d) also shows
that the average relative errors by Kriging are lower than thoseFig. 14 Comparison of temperature for typical c
Table 7 NRSME and L1 of estimated cases by different sampling
Sampling method ROM method
lhsdesign Kriging
ORBF
POD-Kriging
POD-ORBF
ESLE Kriging
ORBF
POD-Kriging
POD-ORBFby ORBF, which indicates that the ROM precision based on
kriging is better than that based on ORBF.
Fig. 13 shows the ROMs results constructed by POD with
lhsdesign and SLE sampling methods. Comparison between
Fig. 13(a) and (c) indicates that ESLE is helpful to improve
the precisions of ROM. The average relative errors on the con-
trol surface by Kriging approach in Fig. 13(a) are lower than
those by ORBF approach as shown in Fig. 13(b), which also
indicates that the ROM precision based on Kriging is better
than that based on ORBF.
4.4.4. NRMSE and L1 of temperature for estimated cases
The average NRMSE and L1 of temperature on the control
surface for estimated cases with two sampling methods and
two surrogate approaches are shown in Table 7. From thease on control surface using ESLE algorithm.
methods and ROM construction methods.
NRMSE (%) L1 (%)
0.65–31.7(Avg.5.4) 0.63–36.7(Avg.8.5)
0.6–37.7(Avg.10.8) 0.17–42.4(Avg.10.5)
0.63–39.9(Avg.6.8) 1.8–52.2(Avg.9.9)
1.3–14.4(Avg.7.7) 0.19–45.6(Avg.12.0)
0.4–17.7(Avg.2.9) 0.75–38.4(Avg.6.0)
0.31–40.3(Avg.11.6) 0.16–42.1(Avg.9.9)
0.54–17.7(Avg.3.0) 0.92–33.1(Avg.6.2)
0.69–11.5(Avg.7.2) 0.11–34.8(Avg.9.5)
Fig. 15 Comparison of NRMSE and L1 for ROMS with the
number of snapshots increasing.
1340 X. Chen et al.Table 7, it is seen that the average NRMSE by Kriging
approach with surrogate and POD ROMs are lower than those
by ORBF approach. For example, the average NRSME by
Kriging approach using ESLE sampling algorithm with surro-
gate ROMs is 2.9%. While the average NRSME by ORBF
approach with surrogate ROMs reaches 11.6%, which are
much higher than those by Kriging approach. The average
L1 by kriging approach with surrogate and POD ROMs are
also lower than those by ORBF approach, as also shown in
Table 7. Furthermore, the minimum NRMSE and L1 of
ROMs by ORBF are lower than those by kriging as shown
in Table 7. The ORBF approach performs better in someTable 8 Comparison of efficiency with ROM and CFD.
Method Number of
snapshots
CPU time (s)
ROM Estimate
one case
Kriging 100 45.940 1.170
RBF 100 0.009 1.030
POD-Kriging 100 0.740 0.060
POD-RBF 100 0.007 0.005
CFD 100 18000
Note: calculation on i5-2320, 3.0 GHz, 4.00 GB RAMS.estimate cases especially in estimating maximum error L1. In
a word, results in Table 7 indicate that the surrogate ROMs
and POD ROMs precision based on Kriging is better than that
based on ORBF.
In terms of sampling methods, both the average NRMSE,
L1, and minimum NRMSE, L1 using the ESLE algorithm
by Kriging approach are lower than those using lhsdesign as
shown in Table 7, which proves that the ESLE algorithm is
helpful to improve the precisions of ROM by kriging approach
using the same sampling points. Based on the issues high-
lighted previously, the surrogate ROMs and POD ROMs pre-
cision based on Kriging approach is better than that based on
ORBF. The proposed ESLE algorithm provides a noticeable
improvement in ROM accuracy relative to lhsdesign function.
Comparison between the surrogate ROM and the POD
ROM in Table 7 indicates that the average and minimum
NRSMEs with the surrogate ROMs are marginally lower than
those with the POD ROMs. The average and minimum L1 are
similar to the comparison of the NRSME with the surrogate
ROMs and the POD ROMs, as shown in Table 7. The com-
parison results between the surrogate ROMs and the POD
ROMs in Table 7 show that the ROM based on Surrogate is
marginally more accurate than the ROMs based on POD.
4.4.5. Example of estimated cases
The temperature distribution of an estimated case is shown in
Fig. 14. The flight velocity of example case is 1784.5 m/s, the
flight altitude is 38.364 km and the flight angle of attack is
3.3.
It is evident that the estimate temperature obtained by
ROM is in agreement with the temperature by CFD at differ-
ent degrees. What’s more, the ROM precision by Kriging is
better than that by RBF as shown in Fig. 14. Comparison
between Fig. 14(a) and (c) indicates that the temperature by
Kriging ROM is in more agreement with temperature by
CFD than that by POD ROM.
4.4.6. Comparison between the number of snapshots, NRMSE
and L1
The variation in average NRMSE and L1 with increasing
number of snapshots is provided in Fig. 15. It is clear from
Fig. 15 that with the number of snapshots increasing, the aver-
age NRMSE and L1 will decrease radically to a constant.
Comparison of average NRMSE and L1 indicates that ROMs
by ESLE is much more accurate than ROMS by lhsdesign as
shown in Fig. 15. Furthermore, the Kriging ROMs perform
slightly better than the POD-Kriging ROMs.
4.4.7. Computational cost for control surface ROMs
The computational cost associated with ROM construction
and implementation is a critical concern for high-fidelity
reduced order modeling. The computational cost by surrogate
ROMs and POD ROMs associated with ROM construction
and implementation are quantified in Table 8 for the reduced
aerothermodynamic model of the control surface.
It is evident that the CFD-based aerothermodynamic
ROMs are several orders of magnitude more efficient to imple-
ment than a full-order CFD aerothermodynamic solution. The
most time consuming of construction and implementation
ROM are 45.94 s and 1.17 s by Kriging ROM using 100
sampling cases. But compared with the time consuming by
A reduced order aerothermodynamic modeling framework for hypersonic vehicles based on surrogate and POD 1341CFD, which is nearly 18,000 s, the ROMs are much more effi-
cient than a full-order CFD solution, as shown in Table 8.
5. Conclusion
A reduced order aerothermodynamic framework has been
developed for hypersonic aerothermoelastic analysis of the
three-dimensional configurations in this paper. This frame-
work is applied to a typical hypersonic control surface, using
both POD and surrogate methods with Kriging and ORBF
approaches. Furthermore, an enhanced algorithm of maximin
Latin hypercube design using successive local enumeration
algorithm is proposed, which proves to be helpful to improve
the precisions of ROMs. The results in this paper have shown
several useful conclusions:
(1) The developed aerothermodynamic ROM framework
provides a reasonably accurate and computationally
efficient approach for incorporating aerodynamic heat-
ing into a coupled aerothermoelastic analysis.
(2) The proposed ESLE algorithm provides improvement in
ROM accuracy relative to optimal LHS method lhsde-
sign function.
(3) Kriging approach using in both surrogate ROM and
POD ROM is much better than ORBF approach.
(4) Surrogate ROMs are marginally more accurate than
POD ROMs.
(5) More work is still warranted in order to improve the
accuracy and efficiency of the ROM framework, such
as strategies to add more sampling points in ROM
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