Neurophysiology is the branch of physiology concerned with understanding the function of neural 10 systems. Neural engineering (also known as neuroengineering) is a discipline within biomedical 11 engineering that uses engineering techniques to understand, repair, replace, enhance, or otherwise exploit 12 the properties and functions of neural systems. In most cases neural engineering involves the development 13 of an interface between electronic devices and living neural tissue. This review describes the origins of 14 neural engineering, the explosive development of methods and devices commencing in the late 1950s and 15 the present-day devices that have resulted. The barriers to interfacing electronic devices with living 16 neural tissues are many and varied and consequently there have been numerous stops and starts along the 17 way. Representative examples are discussed. None of this could have happened without a basic 18 understanding of the relevant neurophysiology. We will also consider examples of how neural 19 engineering is repaying the debt to basic neurophysiology with new knowledge and insight 20 21
IT COULD BE ARGUED that neural engineering commenced in the 1750s, when Jan Swammerdam 28 enclosed a muscle in a glass tube containing water and activated it by tugging on its nerve, in order to 29 determine whether its volume changed. In the same decade Leopoldo Caldani electrically stimulated 30 nerves with the use of an electrostatic machine (Brazier 1984) . By the end of the 18 th century, Giovanni 31
Aldini and others had begun stimulating the nervous system in humans with the use of surface electrodes 32 (Brazier 1988). First, Aldini performed what would now be called proof-of-principle experiments on the 33 freshly-severed heads of people who had just been guillotined, placing electrodes on the face, brainstem 34 or in the mouth. In the mid-19 th century Duchenne de Boulogne used electrical stimulation to study 35 human facial expressions (Duchenne (de Boulogne) 1862). Duchenne's photographs were used by 36
Charles Darwin in his arguments regarding the evolutionary nature of the expression of emotions (Darwin 37 1872). 38 39
Electrical stimulation was soon adopted by clinicians to elicit muscle twitches, presumably to impress 40 their patients rather than to treat their disorders (Licht 1971; McNeal 1977) . By the mid-19th century, 41 induction coils enabled trains of electrical current pulses to be delivered, which elicited smoother muscle 42
contractions. In the 1850s, the German inventor Isaac Pulvermacher marketed a belt comprised of a chain 43 of batteries which delivered mechanically-switched pulses of electrical current to the wearer's abdomen. 44
Pulvermacher's chain was initially supported by the medical community (Bird 1851). Electrical belts and 45 other garments became enormously popular, selling in their hundreds of thousands by the 1880s.
46
However, vendors began making outlandish medical claims, with the result that by 1920 the field had 47 become thoroughly discredited, as evidenced by articles in leading journals such as the Lancet and the 48
British Medical Journal (Editorial 1893).
50
By the mid-20 th century, electrical stimulation of the nervous system had seen a resurgence and it had 51 become an accepted clinical modality for pain mitigation, muscle strengthening and rehabilitation. In This article will focus mainly on neural engineering devices designed to treat nervous system dysfunction.
62
To illustrate the relationship between such devices and the neurophysiology that underpins them, let us 63 consider two examples: neurostimulators (NSs) and brain-computer interfaces (BCIs). 64 65
NSs, also known as neuroprostheses, are devices that activate neural tissue to help restore lost function. 66 Fig. 1 gives an idea of how rapidly this field is expected to grow over the next few years. 67 68
The best-known and most successful implantable NS is the cochlear implant, arguably the most advanced 69 neural engineering device in existence. As of 2012, cochlear implants had been implanted in over 320,000 70 people with severe sensorineural hearing loss world-wide (www.nidcd.nih.gov/health/statistics/quick-71 statistics-hearing). Sound vibrations are picked up by a microphone, typically located in an earpiece. The 72 vibrations are transduced into voltage signals that are amplified, filtered, digitized and resolved into 73 components by a microprocessor. The microprocessor encodes this information in a radio-frequency (RF) 74 signal and wirelessly transmits it to a pulse generator implanted under the scalp, which in turn delivers 75 interleaved or simultaneous trains of stimuli to the sensory endings of the auditory nerve via a delicate 76 multi-electrode array inserted into the scala tympani of the cochlea. The evoked neural activity results in 77 the hearing and discrimination of complex sounds such as speech and music. Parameters in the computer 78 algorithms that convert the incoming signals into patterns of stimulation are fine-tuned through trial-and-79 error testing, whereby the recipients report the sounds they hear. The development of the cochlear implant 80 relied on a detailed understanding of the neurophysiology of the auditory system, the physics of sound 81 signals, the components of speech, electronics, computer processing, RF transmission and electrode-tissue 82 interactions. From an engineering point of view, a large variety of technical problems had to be 83 overcome, not least those involving the multi-electrode array (Chouard 2015; Clark 1978; House 1976).
84
Unexpected societal barriers that soon arose are discussed below. 85 86
In a BCI, electrical activity is recorded from specific parts of the brain, either via penetrating 87 microelectrode arrays, electrode matrices resting on the brain surface, or electrodes attached to the scalp.
88
The recorded signals are amplified, digitized and resolved into components by a computer processor. For 89 example, in a person with paralyzed arms, neural activity signaling the intent to grasp and move external 90 objects is recorded from motor areas of the cerebral cortex. The above systems have two basic things in common: they sense one or more inputs and use this 99 information to control one or more outputs. The same is true of most neurophysiological control systems. 100
The inputs used in neural engineering devices can either come from artificial sensors such as 101 accelerometers, strain gauges and photoelectric devices, or they can come from the body itself, in the 102 form of electrical activity of muscle and neural tissues. The outputs can range from computer displays 103 and robotic arms to the recipient's own limbs.
105
After the cochlear implant, the second most widely deployed implantable NS is the spinal cord stimulator.
106
This is a fully implanted device that delivers trains of electrical pulses through an electrode array that is 107 implanted on the surface of the dura mater, the membrane covering the spinal cord, or on the surface of 108 the spinal cord itself (Iwahara et al. 1991; 1992 Visual systems in animals operate over an enormous range of light intensities, though some artificial 186 optical sensors surpass them in terms of the range of detectable wavelengths (infra-red to X-ray). Visual 187
NSs have been developed recently that operate either by stimulating the visual cortex through electrode 188 arrays implanted on the cortical surface, or via electrode arrays attached to the back of the retina (see 189  Table 2 for references). These devices receive inputs from miniature video cameras attached to goggles 190 or glasses worn by the user. As in cochlear implants, the signals are processed electronically to derive 191 trains of electrical pulses for delivery through multi-electrode arrays. Learning algorithms are used to 192 optimize this process through post-implant trial-and-error testing with the recipients.
194
Artificial sensors tend to be energy-intensive, so regular battery charging or replacement is required.
195
While this is not a major problem for sensors external to the body, it becomes a significant barrier for 196 fully implanted systems. The approach currently taken is to implant rechargeable batteries that are 197 charged through the skin by electromagnetic coupling. The external charger must regularly be held on, or 198 close to, the body for significant periods of time, which can be inconvenient.
200

Sensing the body's own neural signals 201 202
Inputs to NSs and BCIs may be obtained from the body's own neural input and output signals, for 203 example, by monitoring the activity of neurons in the cerebral cortex (Schwartz 2016 Implanted electrodes such as epimysial, intramuscular and nerve cuff electrodes with terminals adjacent 309 to, or attached to, the targeted nerves are much more selective, but they are subject to mechanical failure 310 in the long term. When targeted and untargeted nerve terminals are in close proximity, as in the cochlea, 311 selectivity is a major problem. This is currently the subject of intensive research and development (Roche 312 and Hansen 2015). Another example of the importance of selective activation of neuronal populations is provided by systems 336 designed to treat bladder-sphincter dyssynergia resulting from spinal cord injury. Here, the descending 337 drive from the pontine micturition center is absent, and a form of spasticity develops whereby instead of 338 relaxing when the bladder contracts to expel urine, the external urethral sphincter (EUS) also contracts, To the surprise of those not directly involved, segments of the deaf community opposed the cochlear 449 implant, particularly in relation to its application in children. Their greatest concern was that the cochlear 450 implant undermined Deaf Culture. To quote Blume: "membership in the Deaf Community is 451 psychologically and socially beneficial in itself….parents of children newly diagnosed as deaf may not 452 take the trouble to learn to sign language. However much or however little the child might ultimately 453 profit from the implant, it would be deprived of access to language for a vital period of its early life." The 454 contrary point of view is that a deaf child not in receipt of a cochlear implant would be deprived of a level 455 of hearing that in many cases has led to the acquisition of language through auditory means. The normal 456 procedure is to implant a device on one side first, which reduces the risk of abolishing residual hearing. derived from the signals from muscle spindle afferents, which supports the idea that muscle spindles 512 provide kinematic information. In addition, it became apparent from modelling studies that a crucial role 513 for proprioceptive feedback is to switch the locomotor pattern generator from generating stance to 514 generating swing and back at just the right time in positive feedback is usually avoided, because it can lead to instability. On the other hand, when muscles 531 shorten, they produce progressively less force in response to a given increase in neural drive and this has 532 the effect of reducing the loop gain of positive force feedback to below the level that results in instability.
533
From a theoretical point of view, positive force feedback to limb extensor muscles is in fact an effective 534 load compensating mechanism unless muscle length is constrained, as in isometric contractions 535 in BCI research, the firing of ensembles of motor cortical cells has been used to decode a variety of 563 behavioral states: intention to perform a mouse-click, attention, change in target direction, 564 forward/backward walking direction, hold/ release periods, grasp type and movement onset (Velliste et al. 565 2014) . When rest and active hold states in monkeys performing centre-out arm movement tasks were 566 compared, it was possible to distinguish these states from the firing of ensembles of neurons, but not from 567 those of single neurons. Furthermore, when neuronal population vectors were used to move displayed 568 cursors to targets, on occasion the monkey rested its arm while still controlling cursor movement 569 (Schwartz, A.B., personal communication). This is in line with a previous study, which showed that the 570 firing of neurons in motor areas of the cerebrum could be dissociated from actual movement performance, 571
indicating that some, perhaps most, neurons in the cortex do not directly control spinal motoneurons 572 (Alexander and Crutcher 1990). Rather, they might be the equivalent of "hidden layer" neurons in 573 artificial neural nets, which are indirectly involved in controlling input-output behaviour, but whose 574 activity is not obviously related either to the inputs or outputs. participants have provided insight into cortical feedback control (Willett et al. 2016 ). In center-out cursor-592 control tasks, neural population activity gradually declined as the cursor approached the target from afar, 593 then decreased more sharply as the cursor came into contact with the target. Predictive corrections to the 594 cursor's velocity were made during movement and feedback corrections continued after the cursor 595 reached the target. These observations are relevant to the basic question "what variable(s) does the 596 nervous system control in limb movements?" (Stein 1982) . Increasing the amplitude of electrical 597 stimulation in the midbrain of the decerebrate cat increases the velocity of locomotion (Shik et al. 1966 ).
598
Computer simulations have supported the idea that locomotor velocity is the basic command sent from 599 supraspinal areas to the spinal locomotor pattern generator (Prochazka and Ellaway 2012 
