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On badly approximable subspaces
Natalia Dyakova1
1. Introduction
In a remarkable paper [2] devoted to the dynamical approach to Dio-
phantine approximations on submanifolds D. Kleinbock among other
results observed the following phenomenon. If an affine subspace of Eu-
clidean space contains a vector which is "not very well approximable"
by rational vectors, then almost all vectors in this affine subspace are
"not very well approximable". A similar result holds for manifolds and
was generalized in different directions (see [3], [4] and [9]). In [5] N.
Moshchevitin gave a simple proof of the result by Kleinbock. In the
present paper we prove a general result about badly appriximable sus-
bpaces of a certain linear subspace of Rd. The result by Moshchevitin
from [5] is a particular case of our main theorem.
1.1. Badly approximable matrices and linear subspaces. Let
Θ =
 θ1,1 ... θ1,m... ... ...
θn,1 ... θn,m
 (1)
be a real matrix and ψ(t) be a real valued function decreasing to zero
as t→∞. Matrix Θ is called ψ-badly approximable if for any integer
vector x = (x1, ..., xm) ∈ Zm one has
max
1≤j≤n
||θj,1x1 + ...+ θj,mxm|| ≥ ψ(|x|).
Here ||ξ|| = minx∈Z |ξ − x| is the distance from real ξ to the nearest
integer and |ξ | = max1≤i≤m |ξi| stands for the sup-norm of the vec-
tor ξ = (ξ1, ..., ξm) ∈ Rm. The irrationality measure function ψΘ(t)
associated with matrix Θ is defined as
ψΘ(t) = min
x∈Zm
0<|x|≤t
max
1≤j≤n
||θj,1x1 + ...+ θj,mxm||, t ≥ 1. (2)
Then matrix Θ is ψ-badly approximable if and only if
ψΘ(t) ≥ ψ(t), ∀ t ≥ 1.
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2We should note that for any positive ε almost all matrices Θ are ψ-
badly approximable (with respect to Lebesgue (m × n)-dimensional
measure) with ψ(t) = ρt−m/n−ε, for some ρ > 0. Moreover the set
{Θ : Θ is ρt−m/n-badly approximable for some ρ > 0}
is of zero measure and has full Hausdorff dimension (see [6, 7]).
However, it will be more convenient for us to consider a little bit
different irrationality measure function.
Let d = m+ n and Rd be d-dimensional Euclidean space with coor-
dinates
z = (x,y) = (x1, ..., xm, y1, ..., yn).
For a proper linear subspace B ⊂ Rd we consider the function
ψB(t) = min
z∈Zd
1≤|z|<t
dist(z,B), (3)
where dist(A,B) denotes the Euclidean distance between the sets A
and B.
We define a proper linear subspace B ⊂ Rd to be ψ-badly approx-
imable if
ψB(t) ≥ ψ(t), ∀t ≥ 1.
Now, for the matrix Θ we consider the linear subspace
LΘ = {z = (x1, ..., xm, y1, ..., yn) ∈ Rm+n : y = Θx}. (4)
Here we should note that the projection z = (x1, ..., xm, y1, ..., yn) 7→
(x1, . . . , xm) gives a bijection between LΘ and coordinate subspace
{y1 = . . . = yn = 0}. It is clear that
κ1ψΘ(κ2t) ≤ ψLΘ(t) ≤ κ3ψΘ(κ4t)
with some positive κj depending on Θ.
So, if the subspace B = LΘ is of the form (4), then the property of
B to be ψ−badly approximable means that
ψΘ ≥ κ′ψ(κ′′t)
with certain positive κ′, κ′′. Similarly Θ is ψ-badly approximable ma-
trix means that
ψLΘ ≥ κ∗ψ(κ∗∗t)
with certain positive κ∗, κ∗∗.
31.2. Diophantine exponent. For a real matrix Θ we define the Dio-
phantine exponent as
ω(Θ) = sup{τ : lim inf
t→∞
tτψΘ(t) < +∞}.
From the discussion of previous subsection it is clear that if B = LΘ
then
ω(B) := sup{γ : lim inf
t→∞
tγ · ψB(t) <∞} = ω(Θ).
If B = LΘ, so the equality ω = ω(B) means that ∀τ < ω(B) there
exists infinitely many z = (x1, . . . , xm, y1, . . . , yn) ∈ Zd such that
max
1≤j≤n
|θj,1x1 + ...θj,mxm − yj| < ( max
1≤i≤m
|xi|)−τ ,
or
ω(B) = inf{γ : Θ is ρt−γ-badly approximable for some ρ > 0 }.
1.3. Parametrization of subspaces. Our results deal with the fol-
lowing situation. Given a linear a-dimensional subspace A ⊂ Rd we
want to get a statement about almost all c-dimensional linear sub-
spaces C ⊂ A. So for a fixed A we should give a parametrization of all
linear c-dimensional subspaces of A.
First of all we choose Euclidean coordinates
w = (u,v), u = (u1, ..., ua), v = (v1, ..., vd−a)
in Rd in such a way that the subspace A is defined by
v1 = ... = vd−a = 0.
We shall use these coordinates everywhere in our proofs. In these
coordinates the lattice of integer points in Rd will be denoted as Λ. It
is clear that its fundamental volume is equal to one.
Given a c-dimensional linear subspace C ⊂ A. There exists a coor-
dinate subspace
R
c = {ui1 = . . . = uia−c = 0}
of A such that the projection C → Rc is bijective. So we restrict
ourselves with the case when
C = C(Θ) = {u = (x,y) : x ∈ Rc,y ∈ Ra−c such that y = Θx} (5)
where Θ = (θij) is a (a− c)× c-matrix with real entries, as it was done
for example in [1]. If C satisfies (5) for the corresponding matrix Θ we
write Θ = Θ(C).
So in the present paper, when we speak about almost all c-dimensional
linear subspace C ⊂ A we mean almost all (a − c) × c-matrices with
respect to Lebesgue measure in R(a−c)×c. An alternative approach to
4consider the variety of all c-dimensional subspaces of A is connected
with Grassman coordinates (see [8], Ch. 1, §5).
1.4. The main result for Diophantine exponents. Here we for-
mulate our main results in terms of Diophantine exponents of linear
subspaces of Rd.
Theorem 1. Let A be a-dimensional linear subspace of Rd. Suppose
that B is b-dimensional linear subspace of A with ω(B) = ω.
1) If c < b, then
ω(C) ≤ ω + (ω + 1) · (c− b)
d− c =
ω · (d− b) + c− b
d− c
for almost all c-dimensional linear subspaces C ⊂ A.
2) If c ≥ b, then
ω(C) ≤ ω + (ω + 1) · (c− b)
a− c =
ω · (a− b) + c− b
a− c
for almost all c-dimensional linear subspaces C ⊂ A.
Theorem 1 means that if there exists b-dimensional linear subspace
B ⊂ A which doesn’t have good rational approximations then almost
all c-dimensional subspaces C ⊂ A don’t have good rational approxi-
mations either. Theorem 1 is a particular case of more general result
(Theorem 2), which will be formulated in the next section.
1.5. An example. We do not want to give here examples of applica-
tion our results for c = 1 as this case was completely considered in [5].
To illustrate our theorem we consider the following example.
Let us deal with 2-dimensional badly approximable subspace in R4.
It is clear that there exists T−β-badly approximable 2-dimensional sub-
space with β = 1.
However if we would like to find a badly approximable two-dimensional
subspace in a three-dimensional subspace A ⊂ R4, dim A = 3, it may
happen that we be able to find T−β badly approximable 2-dimensional
subspace with β = 2 only. Indeed, this happens if we take A ⊂ R4 to
be a completely rational 3-dimensional linear subspace.
Our Theorem 1 gives the following results. Suppose that A ⊂ R4 is
a 3-dimensional linear subspace of R4 such that there exists a vector
w = (1, w1, w2, w3) ∈ A satisfying
max
1≤i≤3
||wiq|| ≥ c
q1/3
for all q ∈ Z+ with some positive c (so, 1-dimensional linear sub-
space spanned by w is cT−
1
3 -badly approximable). Then almost all
52-dimensional linear subspace C ⊂ A are ρT−β-badly approximable
with any β > 5
3
and some positive ρ.
2. General result
2.1. Functions and examples. Let ψ(T ) and ϕ(T ), T ≥ 1 be two
positive valued functions monotonically decreasing to zero as T → ∞
satisfying special technical conditions. Here we deal with ψ-badly
approximable b-dimensional linear subspace B ⊂ Rd. We may suppose
that
ψ(T ) ≤ T− bd−b .
For these functions we define quantities µT = 0 for 0 ≤ T < 1 and
µT =
(
T
ψ(T )
)a−b
·max
{
1,
(
ϕ(T )
ψ(T )
)d−a}
=
=

(
T
ψ(T )
)a−b
, ϕ(T ) ≤ ψ(T )
Ta−b·ϕd−a(T )
ψd−b(T )
, ϕ(T ) ≥ ψ(T )
(6)
for T ≥ 1. For integer values of T we consider the quantities
M0 = 0, and MT =
[log2 T ]∑
j=0
µT/2j , λT =MT −MT−1, T ≥ 1,
so
MT =
T∑
j=1
λj . (7)
Theorem 2. Let all the functions satisfy conditions of this section and
the series
+∞∑
T=1
λT · ϕ
a−c(T )
T a−c
(8)
converge.
Suppose that B is b-dimensional ψ-badly approximable linear sub-
space. Then for each a-dimensional linear subspace A ⊃ B almost all
c-dimensional linear subspaces C ⊂ A are ϕ-badly approximable sub-
spaces.
Remark. For c = 1 the result of Theorem 2 is similar to the main
result form the paper [5].
To illustrate our Theorem 2 we consider the function ψ(T ) = T−β logB T.
Then we can choose ϕ(T ) = T−γ logC T with
6 
γ >
β · (d− b) + c− b
d− c where C and B are arbitrary
or
γ =
β · (d− b) + c− b
d− c and C(d− c)− B(d− b) < −1,
and γ < β for the case when c < b, or
γ >
β · (a− b) + c− b
a− c where C and B are arbitrary
or
γ =
β · (a− b) + c− b
a− c and C(a− c)− B(a− b) < −1,
for the case when c ≥ b (here we should note that under these in-
equalities we always have γ ≥ β).
In both cases the series (8) converges. Indeed, consider the case
c < b. Then we have ϕ(T ) > ψ(T ) and
µT = T
f logg T with
{
f = a− b− γ(d− a) + β(d− b)
g = C(d− a)− B(d− b) ,
MT =
[log2 T ]∑
j=0
(
T
2j
)f
logg
(
T
2j
)
,
λT =MT −MT−1 =
=
[log2(T−1)]∑
j=0
((
T
2j
)f
logg
(
T
2j
)
−
(
T − 1
2j
)f
logg
(
T − 1
2j
))
+O(1) =
= O(T f−1 logg T ).
So the summands from the series (8) are of the form
O(T f1 logg1 T ) with
{
f1 = −γ(d− c) + β(d− b) + c− b− 1 ≤ −1
g1 = C(d− c)− B(d− b) < −1
.
The case c ≥ b is similar.
We see that for the functions ϕ(T ) and ψ(T ) under consideration
the conclusion of the Theorem 2 is valid. In particular the choice of
ψ(T ) = t−ω(B)−ε, ε > 0
7shows that the Theorem 1 from the previous section follows from The-
orem 2.
3. Proofs
3.1. Simple lemmas. Consider the sets
ΩT = {w = (w1, . . . , wd) ∈ Rd : |w| ≤ T, inf
b∈B
dist (w, b) ≤ ψ(T )}
and
ΠT = {w = (w1, . . . , wd) ∈ Rd : |w| ≤ T, inf
a∈A
dist (w,a) ≤ ϕ(T )}.
Lemma 1. Let NT be the minimal number of points cj , 1 ≤ j ≤ NT
such that
ΠT ⊂
NT⋃
j=1
(
1
2
ΩT + cj
)
.
Then
NT ≪ µT , (9)
where µT is defined in (6).
Remark. The same bound (9) holds for the number of copies of
the set ΩT which is sufficient to cover any shifted set ΠT + z . So for
the number N ′T of copies of the set ΩT which is sufficient to cover Π2T
the bound (9) holds also.
Proof of Lemma 1. As ΠT ,ΩT ⊂ ET = {x : |x| < T}, by
O
((
T
ψ(T )
)a−b)
shifted sets 1
2
ΩT + cj we are able to cover
ψ(T )
4
neighbourhood of A ∩ ET .
So, in the case ϕ(T ) ≤ ψ(T ) by O
((
T
ψ(T )
)a−b)
shifted sets 1
2
ΩT +
cj we will cover the whole ΠT . So,
NT ≪
(
T
ψ(T )
)a−b
.
and in this case lemma is proved. In the case ϕ(T ) > ψ(T ), to cover
ϕ(T )-neighbourhood of A ∩ ET we need to cover O
((
ϕ(T )
ψ(T )
)d−a)
shifted copies of ψ(T )-neighbourhood of A ∩ ET . So in this case
NT ≪ T
a−b · ϕd−a(T )
ψd−b(T )
.
and everything is proved. 
8Lemma 2. Suppose that B is ψ-badly approximable. Then for any
T > 1 and for any c ∈ Rd the set 1
2
×ΩT + c consists of not more than
one point from the lattice Λ defined in Subsection 1.3.
Proof. Since B is a ψ−badly approximable subspace it is clear that
for any T
ΩT ∩ Λ = {0}.
Consider any translation of the 1/2−contracted set
1
2
× ΩT + c, c ∈ Rd.
If two different integer points w, t belong to the same set of this form,
then
0 6= w − t ∈ ΩT .
But this is not possible. 
3.2. Proof of Theorem 2. As was explained in the section 1.4 we are
dealing with a-dimensional space A with coordinates
x1, . . . , xc, y1, . . . , ya−c.
It is clear that any c-dimensional subspace under consideration C ⊂ A
can be defined by the system of a− c equations θ1,1x1 + . . .+ θ1,cxc = y1. . . . . . . . .θa−c,1x1 + θa−c,cxc = ya−c.
We take R > 1 and suppose that
max
i,j
|θi,j | ≤ R. (10)
Consider (a− 1)-dimensional subspaces
Cj = {(x, y) ∈ A : θj,1x1 + . . .+ θj,cxc = yj}.
Then
C =
⋂
1≤j≤a−c
Cj .
Let z ∈ Zd be an integer point. Denote by z∗ = z|A the orthogonal
projection of z onto A. Consider the neighbourhood
Uϕ(|z|)(z) = {z′ ∈ A : dist(z′ , z) < ϕ(|z|)}.
We are interested in those z for which
A ∩ Uϕ(|z|)(z) 6= ∅.
These z are close A and for them |z| ≍ |z∗|.
9Consider the set of c-dimensional subspaces
Lz∗ = {C = C(Θ) ⊂ A : Θ satisfies (10), dist(C, z∗) < ε}.
Our parametrization (see Section 1.4) allows to consider
Θ(Lz∗) = {Θ : Θ = Θ(C), C ∈ Lz∗}
as a subsets of R(a−c)×c. The condition dist(C, z∗) < ε leads to
dist(Ci, z
∗) =
|θi,1z∗1 + . . .+ θi,cz∗c − z∗c+i|√
θ2i,1 + . . .+ θ
2
i,c + 1
< ε ∀i = 1, . . . , a− c.
So
Θ(Lz∗) ⊂ L̂z∗ = L̂z∗(R, ε) =
= {Θ ∈ R(a−c)×c : dist(Ci, z∗) = |
c∑
j=1
θijz
∗
j − z∗c+i| <
√
c+ 1Rε
∀i = 1, . . . , a− c}.
Now we consider θij as a variables. Then equations
θi,1z
∗
1 + . . .+ θi,cz
∗
c − z∗c+i = 0 ∀i = 1, . . . , a− c.
define an affine (a− c) · (c− 1)-dimensional subspace
{Θ ∈ R(a−c)×c : dist(Ci, z∗) = 0 ∀i = 1, . . . , a− c }.
So the set Lz∗ is a neighbourhood of this affine subspace.
Now for (a− c)× c-dimensional Lebesgue measure we have
µ(L̂z∗)≪
(
Rε
max1≤i≤c |z∗i |
)a−c
Rc ≪ R
a+2εa−c
|z |a−c . (11)
In the last inequality we use the upper bound |z∗c+i| ≪ R(|z∗1 |+...+|z∗c |)
for all i ∈ {1, ..., a− c} which follows form (10).
Now we suppose that C ⊂ A is not a ϕ-badly approximable linear
subspace. Then there exist infinitely many z ∈ Λ\{0} such that
dist (z,C) < ϕ(|z|) and then C belongs to the set
{C = C(Θ) : Θ satisfies (10),
∀M ∈ N ∃z ∈ Λ\{0} : |z| > M such that Uϕ(|z|)(z) ∩ C 6= ∅} ⊂
⊂
⋂
M∈N
⋃
z∈Λ\{0}
|z|>M
Uϕ(|z|)(z)∩A 6=∅
L̂z∗(R,ϕ(|z|)) =
⋂
M∈N
⋃
T≥M
GT ,
10
where
GT =
⋃
z∈Λ\{0}
|z|=T
Uϕ(T )(z)∩A 6=∅
L̂z∗(R,ϕ(T ))
In order to prove Theorem 2 we must show that
µ
( ⋂
M∈N
⋃
T≥M
GT
)
= 0,
and it is enough to show that the series
∞∑
T=1
µ (GT ) (12)
converges.
By (11) for all T ∈ N for (a− c)× c-dimensional Lebesgue measure
we have
µ (GT ) ≤ Ra+2ϕ
a−c(T )
T a−c
KT ,
where KT = #{z ∈ Λ : |z| = T, A ∩ Uϕ(|z|)(z) 6= ∅} and the conver-
gence of the series (12) will follow from the convergence of the series
∞∑
T=1
ϕa−c(T )
T a−c
KT . (13)
We should note that∑
T/2<j≤T
Kj ≤ HT = #{z ∈ Λ : T/2 < |z| ≤ T,A ∩ Uϕ(|z|)(z) 6= ∅}.
We see that
{z ∈ Λ : T/2 < |z| ≤ T, A ∩ Uϕ(|z|)(z) 6= ∅} ⊂
⊂ {z ∈ Λ : |z| ≤ T, A ∩ Uϕ(T/2)(z) 6= ∅} ⊂ {z ∈ Λ : z ∈ 2ΠT/2},
by monotonicity of ϕ(·). So HT ≤ N ′T/2 by Lemma 2. But N ′T/2 ≪ µT
by Remark to Lemma 1. Now we have∑
j≤T
Kj ≪ µT + µT/2 + µT/22 + µT/23 + ... =MT .
We consider the partial sum of the series (13) and apply partial sum-
mation to get
W+1∑
T=1
ϕa−c(T )
T a−c
KT =
11
=
W+1∑
T=1
(
ϕa−c(T )
T a−c
− ϕ
a−c(T + 1)
(T + 1)a−c
)
·
T∑
j=1
Kj +
ϕa−c(W + 1)
(W + 1)a−c
W+1∑
j=1
Kj ≪
≪
W+1∑
T=1
(
ϕa−c(T )
T a−c
− ϕ
a−c(T + 1)
(T + 1)a−c
)
·MT + ϕ
a−c(W + 1)
(W + 1)a−c
MW+1 =
=
W+1∑
T=1
ϕa−c(T )
T a−c
λT .
Here we use that ϕ(T )
T
decreases and the equality (7). By the condition
of the Theorem 2 the series (8) converges, and so the series (13) and
(12) converge also. Theorem 2 is proved.✷
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