Given a permutation σ = σ 1 . . . σ n in the symmetric group S n , we say that σ i matches the quadrant marked mesh pattern MMP(a, b, c, d) in σ if there are at least a points to the right of σ i in σ which are greater than σ i , at least b points to the left of σ i in σ which are greater than σ i , at least c points to the left of σ i in σ which are smaller than σ i , and at least d points to the right of σ i in σ which are smaller than σ i . Kitaev, Remmel, and Tiefenbruck [13, 14, 15] systematically studied the distribution of the number of matches of MMP(a, b, c, d) in 132-avoiding permutations. The operation of reverse and complement on permutations allow one to translate their results to find the distribution of the number of MMP(a, b, c, d) matches in 231-avoiding, 213-avoiding, and 312-avoiding permutations. In this paper, we study the distribution of the number of matches of MMP(a, b, c, d) in 123-avoiding permutations. We provide explicit recurrence relations to enumerate our objects which can be used to give closed forms for the generating functions associated with such distributions. In many cases, we provide combinatorial explanations of the coefficients that appear in our generating functions.
Introduction
Given a sequence w = w 1 . . . w n of distinct integers, let red[w] be the permutation found by replacing the i-th smallest integer that appears in σ by i. For example, if σ = 2754, then red[σ] = 1432. Given a permutation τ = τ 1 . . . τ j in the symmetric group S j , we say that the pattern τ occurs in σ = σ 1 . . . σ n ∈ S n provided there exist 1 ≤ i 1 < · · · < i j ≤ n such that red[σ i 1 . . . σ i j ] = τ . We say that a permutation σ avoids the pattern τ if τ does not occur in σ. Let S n (τ ) denote the set of permutations in S n which avoid τ . In the theory of permutation patterns, τ is called a classical pattern. See [8] for a comprehensive introduction to patterns in permutations.
The main goal of this paper is to study the distribution of quadrant marked mesh patterns in 123-avoiding permutations. The notion of mesh patterns was introduced by Brändén and Claesson [2] to provide explicit expansions for certain permutation statistics as, possibly infinite, linear combinations of (classical) permutation patterns. This notion was further studied in [1, 7, 9, 10, 19] . Kitaev and Remmel [10] initiated the systematic study of distribution of quadrant marked mesh patterns on permutations. The study was extended to 132-avoiding permutations by Kitaev, Remmel and Tiefenbruck in [13, 14, 15] . Kitaev and Remmel also studied the distribution of quadrant marked mesh patterns in up-down and down-up permutations in [11, 12] .
Let σ = σ 1 . . . σ n be a permutation written in one-line notation. We will consider the graph of σ, G(σ), to be the set of points (i, σ i ) for i = 1, . . . , n. For example, the graph of the permutation σ = 471569283 is pictured in Figure 1 . Then if we draw a coordinate system centered at a point (i, σ i ), we will be interested in the points that lie in the four quadrants I, II, III, and IV of that coordinate system as pictured in Figure 1 . For any a, b, c, d ∈ N, where N = {0, 1, 2, . . .} is the set of natural numbers, and any σ = σ 1 . . . σ n ∈ S n , we say that σ i matches the quadrant marked mesh pattern MMP(a, b, c, d) in σ if in G(σ), there are at least a points in quadrant I, at least b points in quadrant II, at least c points in quadrant III, and at least d points in quadrant IV relative to the coordinate system which has the point (i, σ i ) as its origin. For example, if σ = 471569283, the point σ 4 = 5 matches the marked mesh pattern MMP(2, 1, 2, 1) since, in G(σ) relative to the coordinate system with the origin at (4, 5) , there are 3 points in quadrant I, 1 point in quadrant II, 2 points in quadrant III, and 2 points in quadrant IV. Note that if a coordinate in MMP(a, b, c, d) is 0, then there is no condition imposed on the points in the corresponding quadrant. Another way to state this definition is to say that σ i matches the marked mesh pattern MMP(a, b, c, d) in σ if there are at least a points to the right of σ i in σ which are greater than σ i , at least b points to the left of σ i in σ which are greater than σ i , at least c points to the left of σ i in σ which are smaller than σ i , and at least d points to the right of σ i in σ which are smaller than σ i .
In addition, we shall consider the patterns MMP(a, b, c, d) where a, b, c, d ∈ N ∪ {∅}. Here when a coordinate of MMP(a, b, c, d) is the empty set, then for σ i to match MMP(a, b, c, d) in σ = σ 1 . . . σ n ∈ S n , it must be the case that there are no points in G(σ) relative to the coordinate system with the origin at (i, σ i ) in the corresponding quadrant. For example, if σ = 471569283, the point σ 3 = 1 matches the marked mesh pattern MMP(4, 2, ∅, ∅) since, in G(σ) relative to the coordinate system with the origin at (3, 1) , there are 6 points in quadrant I, 2 points in quadrant II, no points in quadrants III and IV. We let mmp Next we give some examples of how the (two-dimensional) notation ofÚlfarsson [19] for marked mesh patterns corresponds to our (one-line) notation for quadrant marked mesh patterns. Given a permutation τ = τ 1 . . . τ j ∈ S j , it is a natural question to study the distribution of quadrant marked mesh patterns in S n (τ ). That is, one wants to study generating function of the form . Given a permutation σ = σ 1 σ 2 . . . σ n ∈ S n , we let the reverse of σ, σ r , be defined by σ r = σ n . . . σ 2 σ 1 , and the complement of σ, σ c , be defined by σ c = (n + 1 − σ 1 )(n + 1 − σ 2 ) . . . (n + 1 − σ n ). It is easy to see that the family of generating functions Q (t, x) so that such computations will cover all the cases of Q (t, x) which we will compute by other methods.
As it was pointed out in [13] , avoidance of a marked mesh pattern without quadrants containing the empty set can always be expressed in terms of multi-avoidance of (possibly many) classical patterns. Thus, among our results we will re-derive several known facts in permutation patterns theory as well as several new results. However, our main goals are more ambitious aimed at finding distributions in question.
The outline of this paper is as follows. In Section 2, we shall review the bijections of Krattenthaler [16] and Elizalde and Deutsch [5] . In Section 3, we shall prove (8) . We shall also prove that which were analyzed in [13, 14, 15] . Finally, in Section 4, we shall prove some general results about the coefficients of the highest power of x that occur in the polynomials Q (x, t). In Section 6, we will show how to compute generating functions of the form Q (∅,k,∅,ℓ) 123 (x, t). In Section 7, we will show how to compute generating functions of the form Q 2 Bijections from S n (132) and S n (123) to Dyck paths on an n × n Lattice
Given an n×n square, we will label the coordinates of the columns from left to right with 0, 1, . . . , n and the coordinates of the rows from top to bottom with 0, 1, . . . , n. A Dyck path is a path made up of unit down-steps D and unit right-steps R which starts at (0, 0) and ends at (n, n) and stays on or below the diagonal x = y. Given a Dyck path P , we let Ret(P ) = {i ≥ 1 : P goes through the point (i, i)} be the return positions of P , and we let ret(P ) = |Ret(P )| be the number of return positions of P . For example, for the Dyck path
shown on the right in Figure 2 , Ret(P ) = {4, 8, 9} and ret(P ) = 3.
It is well known that for all n ≥ 1, |S n (132)| = |S n (123)| = |D n | = C n where C n = 1 n+1 2n n is the n th Catalan number. In 2000, Christian Krattenthaler [16] gave a bijection between S n (132) and D n . Later in 2003, Sergi Elizalde and Emeric Deutsch [5] gave a bijection between S n (123) and D n . The main goal of this section is to review these two bijections because the recursions that we can derive from these bijections will help us develop recursions that allows us to compute generating functions of the form Q 
The bijection
In this subsection, we describe Krattenthaler's [16] bijection between S n (132) and D n . Given any permutation σ = σ 1 . . . σ n ∈ S n (132), we write it on an n × n table by placing σ i in the i th column and σ th i row, reading from bottom to top. Then, we shade the cells to the north-east of the cell that contains σ i . Then the path Φ(σ) is the path that goes along the south-west boundary of the shaded cells. For example, this process is pictured in Figure 2 in the case where σ = 867943251 ∈ S 9 (132). In this case, Φ(σ) = DDRDDRRRDDRDRDRRDR. Given σ = σ 1 . . . σ n , we say that σ j is a left-to-right mininum of σ if σ i > σ j for all i < j. It is easy to see that the left-to-right minima of σ correspond to peaks of the path Φ(σ), i.e., they occupy cells along the inside boundary of the Φ(σ) that correspond to a down-step D immediately followed by a right-step R. We call such cells, the outer corners of the path. Thus we shall often refer to the left-to-right minima of the σ as the set of peaks of σ and σ i 's which are not left-to-right minima as the non-peaks of σ. For example, for the permutation σ pictured in Figure 2 , there are 6 peaks, {8, 6, 4, 3, 2, 1}, and 3 non-peaks, {7, 9, 5}. The horizontal segments of the path Φ(σ) are the maximal consecutive sequences of R's in Φ(σ). For example, in Figure 2 , the lengths of the horizontal segments, reading from top to bottom, are 1, 3, 1, 1, 2, 1. We will be interested in the set of numbers that lie to the north of each horizontal segments in Φ(σ). For instance, in our example, {8} is the set associated with the first horizontal segment of Φ(σ), {6, 7, 9} is the set of numbers associated with the second horizontal segment of Φ(σ), etc.. Because σ is a 132-avoiding permutation, it follows that set of numbers above a horizontal segment must occur in increasing order. That is, since the cell immediately above the first right-step of the horizontal segment must be occupied with the least element in the set associated to the horizontal segment, then the remaining numbers must appear in increasing order if we are to avoid 132.
We shall also label the diagonals that go through corners of squares that are parallel to and below the main diagonal with 0, 1, 2, . . . starting at the main diagonal. In this way, each peak of the permutation corresponds to a diagonal. In the example in Figure 2 , we have 1 peak on the 0 th diagonal, 4 peaks on the 1 st diagonal and 1 peak on the 2 nd diagonal.
The map Φ −1 is easy to describe. That is, given a Dyck path P , we first mark every cell corresponding to a peak of the path with a "×". Then we look at the rows and columns which do not have a cross. Starting from the left-most column, that does not contain a cross, we put a cross in the lowest possible row without a cross that lies above the path. In this ways we will construct a permutation σ = Φ −1 (P ). This process is pictured in Figure 3 . Details that Φ : S n (132) → D n is a bijection can be found in [16] . However, given that Φ is a bijection, the following properties are easy to prove.
Lemma 3. Given any Dyck path P , let σ = σ 132 (P ) = Φ −1 (P ). Then the following hold.
(a) For each horizontal segment H of P , the set of numbers associated to H form a consecutive increasing sequence in σ and the least number of the sequence sits immediately above the first right-step of H. Hence the only decreases in σ occur between two different horizontal segments of P .
(b) The number n is in the column of last right-step before the first return.
(c) Suppose that σ i is a peak of σ and the cell containing σ i is on the k th -diagonal. Then there are k elements in the graph G(σ) in the first quadrant relative to coordinate system centered at (i, σ i ).
Proof.
(1) easily follows from our description of the bijections Φ and Φ −1 .
For (2), we consider two cases. First if 1 ∈ Return(P ), then P must start out DR . . . so that the first outer corner of P is in row n reading from bottom to top, which must be occupied by n so that n is in the column of the last right-step before the first return. If i > 1 is the least element of Return(P ), then there are i right-steps in the first 2i steps of P . The outer corners in the first 2i steps of P must all be occupied by numbers greater than n − i. Thus we can only place the numbers n, . . . , n − i + 1 in the columns above the horizontal segments that occur in the first 2i steps of P . After we place numbers in the outer corners of the first 2i steps, we always place ×'s in the lowest row that is above the path starting from the left-most column. This means that we will place ×'s in the rows n − 1, . . . , n − i + 1, before we place a × in row n, reading from bottom to top. It follows that the position of the × in row n is in column i.
For (3), suppose that σ i is a peak of σ and σ i is in the k th -diagonal. This means that the right-step that sits directly below σ i in P is the i th right-step in P and is preceded by i + k down-steps. Hence there are i + k − 1 rows above σ i in the graphs of σ. There are i − 1 elements that are associated with the horizontal segments to the left of σ i which means by the time that we get to σ i in the construction of σ 132 (P ) from P , there are i − 1 elements to the left of σ i in σ which are larger than σ i . Hence there must be exactly k elements to the right of σ i in σ which are larger than σ i .
In this section, we will describe the bijection Ψ : S n (123) → D n given by Elizalde and Deutsch [5] . Given any permutation σ ∈ S n (123), Ψ(σ) is constructed exactly as in the previous section. Figure  4 shows an example of this map, from σ = 869743251 ∈ S 9 (123) to the Dyck path DDRDDRRRD-DRDRDRRDR. Given any Dyck path P , we construct Ψ −1 (P ) = σ 123 (P ) as follows. First we place an "×" in every outer corner of P . Then we consider the rows and columns which do not have a ×. Processing the rows from top to bottom and the columns from left to right, we place an × in the i th empty row and i th empty column. This process is pictured in Figure 5 . The details that Ψ is a bijection between S n (123) and D n can be found in [5] .
We then have the following lemma about the properties of this map.
Lemma 4. Let P ∈ D n and σ = σ 123 (P ) = Ψ −1 (P ). Then the following hold.
(a) For each horizontal segment H of P , the least element of the set of numbers associated to H sits directly above the first right-step of H and the remaining numbers of the set form a consecutive decreasing sequence in σ. (b) σ can be decomposed into two decreasing subsequences, the first decreasing subsequence corresponds to the peaks of σ and the second decreasing subsequence corresponds to the non-peaks of σ.
(c) Suppose that σ i is a peak of σ and the cell containing σ i is on the k th -diagonal. Then there are k elements in the graph G(σ) in the first quadrant relative to coordinate system centered at
Proof. It is easy to see that parts (1) and (2) follow from the construction of Ψ −1 . The proof of part (3) is the same as the proof of part (3) of Lemma 3.
3 General results about Q First suppose that k > 0. Then since in a 123-avoiding permutation σ = σ 1 . . . σ n ∈ S n (123), no σ i can have elements in the first and third quadrants in G(σ) relative to the coordinate system centered at (i, σ i ), it follows that σ i matches MMP(k, ℓ, 0, m) in σ if and only if it matches MMP(k, ℓ, ∅, m) in σ. Thus Q (k,ℓ,0,m) 123
(t, x) for all k > 0 and ℓ, m ≥ 0.
Similarly, one can prove that
Next suppose that P is a Dyck path in D n and consider the differences between σ = Φ −1 (P ) and τ = Ψ −1 (P ). Clearly, the elements corresponding to the outer corners of P are the same in both σ and τ , thus σ and τ have the same peaks. The only difference is how to order the non-peaks. Note that, by construction, the non-peaks in σ and τ cannot match a quadrant marked mesh pattern of the form MMP(k, ℓ, ∅, m). That is, a non-peak σ i of σ must have at least one element occurring in the third quadrant of G(σ) relative to the coordinate system centered at (i, σ i ), namely, the least element of the set associated with the horizontal segment H whose associated set contains σ i . A similar statement holds for τ . Now suppose that the number σ j is a peak of σ. Thus σ j sits directly above the first right-step of some horizontal segment H of P in the graph of σ. By Lemma 3, if the cell containing σ i is in the r th -diagonal, then in G(σ), there are exactly r-elements in the first quadrant relative to the coordinate system centered at (j, σ j ). It is easy to see that the number of elements in the second quadrant in G(σ) relative to coordinate system centered (j, σ j ) is s = j − 1 where s is the sum of lengths of the horizontal segments to the left of H and, hence, the number of elements in the fourth quadrant in G(σ) relative to coordinate system centered (j, σ j ) is equal n − k − s − 1 = n − k − j. However, by Lemma 4, the exact same statement holds for σ j in the graph G(τ ) relative to the coordinate system center at (j, σ j ). It follows that for any k, ℓ, m ≥ 0, σ j matches MMP(k, ℓ, ∅, m) in σ if and only if σ j matches MMP(k, ℓ, ∅, m) in τ . For example, Figure  6 illustrates this correspondence. It follows that the map Ψ • Φ −1 : S n (132) → S n (123) shows that for all k > 0 and ℓ, m ≥ 0, Q
(x). 
It follows that the only generating functions of the form Q (t, x). In the series of papers [13, 14, 15] , the only generating functions of the form Q Before we compute the generating functions, we shall prove some general results about the constant terms and the coefficients of the highest power of x in the polynomials Q (x).
and
Proof. For (10), note that any permutation in S n (132) avoiding the pattern MMP(k, ℓ, 0, m) must also avoid the pattern MMP(k, ℓ, ∅, m). Thus to prove (10), we need to show that any permutation in S n (132) avoiding the pattern MMP(k, ℓ, ∅, m) must also avoid the pattern MMP(k, ℓ, 0, m). We know that only the peaks of σ can match patterns of the from MMP(k, ℓ, ∅, m). Thus we must show that if the peaks of σ do not match MMP(k, ℓ, 0, m), then the non-peaks of σ do not match MMP(k, ℓ, 0, m) either.
To show this, we appeal to part (a) of Lemma 3. That is, we know that on each horizontal segment H of Φ(σ), the elements in the columns above H form a consecutive increasing sequence in σ. But it is easy to see that if σ i < σ i+1 , then in the graph of G(σ), the number of elements in quadrant A relative to the coordinate system centered at (i, σ i ) is greater than or equal to the number of elements in quadrant A relative to the coordinate system centered at (i+1, σ i+1 ) for A ∈ {I, II, IV }. Thus if the peak corresponding to the horizontal segment H does not match MMP(k, ℓ, 0, m), then no other element associated with H can match MMP(k, ℓ, 0, m). For example, Figure 7 illustrates this observation for the horizontal segment corresponding to the set {6, 7, 9}. Thus we have proved that if the peaks of σ do not match MMP(k, ℓ, 0, m), then the non-peaks of σ do not match MMP(k, ℓ, 0, m) either. To prove (11) , suppose that σ = σ 1 . . . σ n ∈ S n (132) is such that there is exactly one σ i that match MMP(k, ℓ, 0, m). We claim that σ i must be a peak. That is, by our argument above, if σ i sits above a horizontal segment H of Φ(σ), then the peak corresponding to H must match MMP(k, ℓ, 0, m) as long as σ i matches MMP(k, ℓ, 0, m). Thus if σ i is the only element of σ that matches MMP(k, ℓ, 0, m), then it must be a peak and hence it also matches MMP(k, ℓ, ∅, m).
Clearly, there cannot be two elements of σ that match MMP(k, ℓ, ∅, m) as this would imply that these two elements of σ would match MMP(k, ℓ, 0, m). Thus (11) follows.
Thus we have the following corollary.
We note that [13, 14, 15] contain many results on special cases of the coefficients of x 0 and x 1 in polynomials of the form Q We shall start with analyzing the coefficients of the highest power of x in polynomials of the form Q (0,k,0,ℓ) n,123 (x). Clearly, in any permutation σ ∈ S n (123), none of the numbers 1, . . . , ℓ or n, n − 1, . . . , n − k + 1 can match MMP(0, k, 0, ℓ). It follows that the highest possible power of x that can occur in Q (0,k,0,ℓ) n,123 (x) is x n−k−ℓ and its coefficient can be non-zero only if n ≥ k+ℓ+1. Moreover,
. . n must be in positions 1, . . . , k, (b) ℓ + 1, . . . , n − k must be in positions k + 1, . . . , n − ℓ, and (c) 1, . . . , ℓ must be in positions n − ℓ + 1, . . . , n.
These observations lead to the following theorem.
To have a σ ∈ S n (123) where mmp (0,k,0,ℓ) (σ) = n − k − ℓ, we need only have σ 1 . . . σ k be any rearrangement of n − k + 1, . . . , n, which reduces to an element of S k (123) which we can choose in C k ways, σ k+1 . . . σ n−ℓ be any rearrangement of ℓ + 1, . . . , n − k, which reduces to an element of S n−k−ℓ (123) which we can choose in C n−k−ℓ ways, and σ n−ℓ+1 . . . σ n be any rearrangement of 1, . . . , ℓ, which is in S ℓ (123) which we can choose in C ℓ ways.
In the special case where ℓ = 0, we have the following corollary.
If we are considering the pattern MMP(0, k, ∅, ℓ), we can do a similar analysis. The only difference is that for the numbers ℓ + 1, . . . , n − k to match MMP(0, k, ∅, ℓ) in a 123-avoiding permutation σ, they must all be peaks of σ so that these numbers must occur in decreasing order. Thus we have the following theorem.
Theorem 10. For any n ≥ k + ℓ + 1,
Notice that the numbers that match the pattern MMP(0, k, ∅, ℓ) are on the diagonal under the maps Φ and Ψ which means that they also have nothing in their first quadrant. Thus we have the following corollary.
Next we continue our analysis of the coefficients of the highest power of x that can occur in polynomials of the form Q
(x). We start by considering the special case where m = 0. Again, the highest power of x that can occur in Q
Theorem 11. For all n ≥ k + ℓ + 1,
Proof. Given σ = σ 1 . . . σ n ∈ S n (132), if σ i matches MMP(k, ℓ, ∅, 0), it must be the case that σ i is a peak and there are k + ℓ numbers larger than σ i in σ. Thus if we want mmp (k,ℓ,∅,0) (σ) = n − k − 1, then the numbers {1, 2, . . . , n − k − ℓ} must be peaks and appear between the ℓ + 1 st position and n − k th position. Moreover, there should be k + ℓ numbers in the first k + ℓ rows, of which ℓ numbers appear before the numbers {1, 2, . . . , n − k − ℓ} and k numbers appear after the numbers {1, 2, . . . , n − k − ℓ}. In Figure 8 , the position of the numbers {1, 2, . . . , n − k − ℓ} are marked red while the position of the k + ℓ numbers are marked blue. The numbers {1, 2, . . . , n − k − ℓ} must appear in decreasing order since they are all peaks. The numbers in the blue region must reduce to a 132-avoiding permutation τ of size k + ℓ with an additional restriction that the numbers in the last k columns must be increasing. Thus, we must count the number of Dyck paths of length 2(k + ℓ) that end in k right-steps which is also equal to the number of standard tableaux of shape (ℓ, k + ℓ) which is equal to k+1 k+ℓ+1 k+2ℓ ℓ by the hook formula for the number of standard tableaux. This fact is also proved in [6, 17] .
Proof. Assume that n ≥ k + ℓ + m + 1 and k > 0. Then for σ i to match MMP(k, ℓ, ∅, m) in σ = σ 1 . . . σ n ∈ S n (132), σ i must be a peak of σ and σ i must have m numbers to its right in σ which are smaller than σ i , ℓ numbers to its left in σ which are larger than σ i , and k numbers to its right in σ which are larger than σ i . It follows that the maximum power of x that can appear in Q
. . , n − k − ℓ} must be peaks and appear between the ℓ + 1 st position and n − k − m th position in decreasing order. These positions are marked red in Figure 9 (a). There should be k + ℓ numbers in the first k + ℓ rows, of which ℓ numbers appear before the numbers {m + 1, m + 2, . . . , n − k − ℓ} and k numbers appear after the numbers {m + 1, m + 2, . . . , n − k − ℓ}; and there should be k + m numbers in the last k + m columns, of which m numbers appear under the numbers {m + 1, m + 2, . . . , n − k − ℓ} and k numbers appear above the numbers {m + 1, m + 2, . . . , n − k − ℓ}. In Figure 9 , the position of these k + ℓ + m numbers are marked blue. The numbers in the blue region must reduce to a 132-avoiding permutation τ of size k + ℓ with an additional restriction that the numbers in the last k + m columns and top k + ℓ rows (region A in Figure 9 (a)) must be increasing. It is easy to see that under the map Φ such permutations correspond to Dyck paths in the join of the 3 blue regions as pictured in Figure 9 (b). There have to be no peaks in region A since the numbers in region A are in an increasing order. It follows that the coefficient of
(x) equals the number of Dyck paths U of length 2(k + ℓ + m) which pass through the points P , Q and R in Figure 9 (b). For each such path U , we can uniquely associate two paths U 1 and U 2 where U 1 starts at P and goes to the point Q, and U 2 starts at Q and goes to the point R. By our results in the previous theorem the number of such P 1 is k+1 k+ℓ+1 k+2ℓ ℓ and the number of such P 2 is k+1 k+m+1
(x), the theorem follows.
The functions of form
In this section, we shall show how we can compute generating functions of the form Q (k,ℓ,0,m) 123
(t, x). In this case, it is easier to compute generating functions of the form Q 
Recall that Kitaev, Remmel, and Tiefenbruck [13] proved that
and, for k ≥ 1,
.
By Lemma 1, we have that Q (0,k,∅,0) 132
(t, x). Thus to complete our computations of the marginal distributions we need only compute Q (0,k,∅,0) 132
n (132) has the structure showed in Figure 10 (a). That is, in G(σ), the numbers to the left of n, A i (σ), have the structure of 132-avoiding permutation, the numbers to the right of n, B i (σ), have the structure of 132-avoiding permutation, and all the numbers in A i (σ) lie above all the numbers in B i (σ). If we apply the map Φ to such permutations, then for σ ∈ S (i) n (132), Φ(σ) will be a Dyck path of the form in Figure 10 (b) where the smaller Dyck path structures A i (σ) and B i (σ) are correspond to 132-avoiding permutation structures A i (σ) and B i (σ). Now assume that k > 0. Then we can derive a simple recursion for S n (132) based on the position of n in a permutation σ = σ 1 . . . σ n ∈ S n (132). That is, suppose σ i = n and A i (σ) and B i (σ) are as pictured in Figure 10 . Clearly σ i = n does not match MMP(0, k, ∅, 0) in σ. Then we have two cases.
has k elements to its right which are larger than it. However, an element
Case 2. i > k. Then elements in A i (σ) match MMP(0, k, ∅, 0) in σ if and only if the corresponding element matches MMP(0, k, ∅, 0) in the reduction of A i (σ). An element σ j in B i (σ) automatically has k elements in the graph G(σ) in the second quadrant relative to the coordinate system centered at (j, σ j ), namely, the elements in A i (σ) ∪ {n} so that σ j matches MMP(0, k, ∅, 0) in σ if and only if σ j is a peak of σ, or, equivalently, if and only if σ j matches MMP(0, 0,
It follows that for n ≥ k + 1,
Multiplying both sides of the equation by t n and summing for n ≥ 1 gives that
Thus, we have the following theorem.
Theorem 13.
We list the first 10 terms of function Q (0,k,∅,0) 132
, then σ i must be a peak of σ which has at least one element to its left which is larger than σ i . However, it is easy to see from our description of Φ −1 , the every peak except the first one in σ satisfies this condition. However such peaks are just the descents of σ so that (t, x) where both k and ℓ are nonzero. Again we will develop a simple recursion for Q (k,ℓ,∅,0) n,132 (x) based on the position of n in σ. That is, let σ = σ 1 . . . σ n ∈ S n (132) and σ i = n. Again σ i = n does not match MMP(k, ℓ, ∅, 0) in σ. Then we have two cases. Case 1. i < ℓ. Then no element in A i (σ) cannot match MMP(k, ℓ, ∅, 0) in σ since no element of A i (σ) has ℓ elements to its left which are larger than it. An element σ j in B i (σ) matches MMP(k, ℓ, ∅, 0) in σ if and only if it matches MMP(k, ℓ − i, ∅, 0) in B i (σ). Thus such permutations contribute
Case 2. i > ℓ. For an element σ j in A i (σ), since the number n is to its right and larger than it, σ j matches MMP(k, ℓ, ∅, 0) in σ if and only if, in the reduction of A i (σ), the corresponding element matches MMP(k − 1, ℓ, ∅, 0). An element σ j in B i (σ) automatically has ℓ elements to its left which are larger than it so that σ j matches MMP(k, ℓ, ∅, 0) in σ if and only if it matches MMP(k, 0, ∅, 0) in B i (σ). Thus such permutations contribute
It follows that for n ≥ k + ℓ + 1,
We list the first 10 terms of function Q (k,ℓ,∅,0) 132 (x), one observes that they are equal for k ≥ 1. Thus we make the following conjecture. 
We have verified the conjecture for k = 1, 2, 3 by directly computing the generating functions. That is, we can prove that
However, it is not obvious from the corresponding recursions for Q Case 3. i ≥ n − ℓ + 1. For each peak σ j ∈ A i (σ), there are n − i ≥ ℓ numbers in B i (σ) which are to its right and smaller than it so that σ j matches MMP(0, k, ∅, ℓ) in σ if and only if, in the reduction of A i (σ), its corresponding element matches MMP(0, k, ∅, 0). Clearly no element of B i (σ) can match MMP(0, k, ∅, ℓ) since it cannot have ℓ elements to its right which are smaller than it. Thus such permutations contribute
Multiplying both sides of the equation by t n and summing for n ≥ k + ℓ + 1 gives that
Note the first term of the last term t
C j t j ) on the right-hand side of the equation above is t(Q (0,k,∅,ℓ) 132
C j t j ), so we can bring tQ (t, x) to obtain the following theorem.
Theorem 15. For all k, ℓ > 0,
where
We list the first 10 terms of function Q (0,k,∅,ℓ) 132 
(t, x) in the case where a, k, ℓ > 0. Again, we shall show that the polynomials Q (a,k,∅,ℓ) n,132 (x) satisfy simple recursions.
When n ≤ a+ k + ℓ, there is no element of a σ ∈ S n (132) that can match MMP(a, k, ∅, ℓ) in σ. Thus Q (a,k,∅,ℓ) n,132 (x) = C n in such cases. Thus assume that n ≥ a + k + ℓ + 1 and σ = σ 1 . . . σ n ∈ S n (132) is such that σ i = n. Clearly σ i cannot match MMP(a, k, ∅, ℓ) in σ. We then have 3 cases. Case 1. i < k. Clearly no σ j in A i (σ) can match MMP(a, k, ∅, ℓ) since it cannot have k elements to its left which are larger than it. A σ j ∈ B i (σ) matches MMP(a, k, ∅, ℓ) in σ if and only if it matches MMP(a, k−i, ∅, ℓ) in B i (σ). Thus such permutations contribute
For each peak σ j ∈ A i (σ), there are n − i ≥ ℓ numbers in B i (σ) which are to its right and smaller than it. Moreover, the number n is to its right and is larger than it. Thus σ j matches MMP(a, k, ∅, ℓ) in σ if and only if, in the reduction of A i (σ), its corresponding element matches MMP(a − 1, k, ∅, 0). For each peak σ j ∈ B i (σ), there are ≥ k numbers in A i (σ) ∪ {n} which are to its left and larger than it so that σ j matches MMP(a, k, ∅, ℓ) in σ if and only if σ j matches MMP(a, 0, ∅, ℓ) in B i (σ). Thus such permutations contribute
Case 3. i ≥ n − ℓ + 1. For each peak σ j ∈ A i (σ), there are n − i ≥ ℓ numbers in B i (σ) which are to its right and smaller than it and the number n is to its right. Thus σ j matches MMP(a, k, ∅, ℓ) in σ if and only if, in the reduction of A i (σ), its corresponding element matches MMP(a − 1, k, ∅, ℓ − (n − i)). Clearly no element of B i (σ) can match MMP(0, k, ∅, ℓ) since it cannot have ℓ elements to its right which are smaller than it. Thus such permutations contribute
It follows that for n ≥ a + k + ℓ + 1,
and we have the following theorem.
We list the first few terms of function Q (a,k,∅,ℓ) 132 6 Quadrant marked mesh patterns and hills of S n (132)
In this section, we want to study the generating function Q (∅,k,∅,ℓ) 132
(t, x) where k, ℓ ≥ 0. Note that by part (c) of Lemma 3, a σ j can match MMP(∅, k, ∅, ℓ) in σ = σ 1 . . . σ n ∈ S n (132) if and only if σ j is a peak of σ which is on the 0 th diagonal (main diagonal). In terms of the Dyck path Φ(σ), this is the number of steps DR which start and end on the main diagonal which are called hills of the Dyck path [3, 4] . We will call such σ i , the hills of σ. Moreover, if σ i = n where i > 1, then there can be no hills in A i (σ) as one can see from Figure 10 . It follows that for n ≥ 1,
Thus,
Now we calculate Q (∅,k,∅,ℓ) 132
(t, x) for the case when k > 0 and ℓ ≥ 0. Notice by Lemma 1, Q (∅,k,∅,ℓ) 132
First we shall show that Q (∅,k,∅,ℓ) n,132 (x) satisfies a simple recursion. Clearly, if n ≤ k + ℓ, no element in a σ ∈ S n (132) can match MMP(∅, k, ∅, ℓ). If n ≥ k + ℓ + 1, then we have two cases. It follows that for n ≥ k + ℓ + 1,
Thus, we have the following theorem. 
By Corollary 4, we know that the highest power of x that appears in Q
We start out by listing the first 10 terms in Q (∅,k,∅,0) 132 n,132 (x) x 0 } n≥1 is the Fine numbers which is sequence A000957 in the On-line Encyclopedia of Integer Sequences(OEIS) [18] . Similarly, {Q (t, x) with respect to x, dividing it by 2, and setting x = 0. In this case, the generating function is n,132 (x) x 1 } n≥1 where 1 ≤ k ≤ 5 appear in the OEIS. In both cases, we can easily compute the generating functions of these sequences.
We list the first 10 terms of function Q (∅,k,∅,ℓ) 132 (t, x) for ℓ ≥ 1
In this section, we will discuss how to compute the generating functions Q (t, x) so that we will use the Ψ map to develop recursions for such functions. Since we are considering quadrant marked mesh patterns where neither the first nor third quadrants need to be empty, this means both peaks and non-peaks can match such patterns.
We start by considering generating functions of the form Q (0,k,0,0) 123 (t, x). In this case, it will be useful to separately track peaks and non-peaks. Thus if σ = σ 1 . . . σ n ∈ S n (123), then we will say that σ i matches the pattern MMP(0,
, 0, 0) if σ i is a peak of σ and it matches the pattern MMP(0, k 1 , 0, 0) or σ i is a non-peak of σ and it matches the pattern MMP(0, k 2 , 0, 0). We write MMP (a, b, c, d)-mch for short of MMP(a, b, c, d ) pattern match, then we define
First we will compute Q 
When k 1 and k 2 are not both nonzero, we need to analyze the difference between Ψ −1 (P ) where P a Dyck path in D n and Ψ −1 on the lift of the path P , lift(P ), which is the Dyck path DP R ∈ D n+1 . The lifting operation is pictured in Figure 11 . It is easy to see that the peaks of P and lift(P ) are labeled with the same numbers under Ψ −1 . Since we label the rows and columns that do not contain peaks from left to right with the numbers of non-peaks in decreasing order under the map Ψ −1 , it is easy to see that n+1 will be in the column of the first non-peak and that all the remaining shifts over one to the next column that does not contain a peak. This is illustrated in Figure 11 .
The change in the labeling of the non-peaks is as follows. It is easy to see from Figure 11 in the red cells in the case where Ψ −1 (P ) = σ = (8, 6, 9, 7, 4, 3, 2, 5, 1) ∈ S 9 (123) and Ψ −1 (lift(P )) = σ ′ = (8, 6, 10, 9, 4, 3, 2, 7, 1, 5). It is easy to see that the action of lift does not change the number of elements in the second quadrant of the peak numbers; but increases the number of elements in the second quadrant of the non-peak numbers by 1 since the number n + 1 is in the second quadrant of the non-peaks. In addition, the action of lift creates a new non-peak, namely, n + 1. For our convenience, we write lift(σ) for the permutation Ψ −1 (lift(P )).
With the lift action, we can apply the Dyck path recursion for permutations in S n (123). For any permutation σ ∈ S 123 , we suppose that the first return of the Dyck path Ψ(σ) of σ is located after the i th column. Then we can partition σ according to the structure A i (σ) before the return on a height 1 trapezoid and a Dyck path structure B i (σ) after the return as illustrated in Figure 12 (a). Note that if σ j is in B(σ i ), then σ j is a peak of σ if and only if it is peak of B i (σ). We first calculate the function Q (0,(
(x 0 , x 1 ). Note that when n ≤ k 1 , then no peak in a σ ∈ S n (123) can match
(1, x 1 ).
Next assume that n ≥ k 1 + 1. We are tracking the number of peaks matching MMP(0, k 1 , 0, 0) by x 0 and tracking the number of non-peaks by x 1 in the polynomial Q (0,(
(x 0 , x 1 ). We will classify the permutations σ ∈ S n (123) according to the column i of the first return of Ψ(σ). If the first return of Ψ(σ) occurs in i th column of σ, then we shall partition σ into lift(A i (σ)) and B i (σ) as pictured in Figure 12 . We then have three cases. Case 1. i = 1. In this case, σ 1 = n is a peak and the path Ψ(σ) starts out DR . . .. Thus σ 1 does not match MMP(0, k 1 , 0, 0) in σ in this case. For any σ j in B 1 (σ), n is always an element which is to the left of σ j which is larger than σ j so that σ j matches MMP(0, k 1 , 0, 0) in σ if and only if σ j matches MMP(0, k 1 − 1, 0, 0) in B 1 (σ). Thus such permutations contribute Q (0,(
In this case, the only thing that has changed with respect to matches of MMP(0, k 1 , 0, 0) for peaks and the matches of MMP(0, 0, 0, 0) for non-peaks in moving to lift(A i (σ)) from A i (σ) is that we have one more non-peak. Clearly, no peak of σ that is in lift(A i (σ)) can match MMP(0, k 1 , 0, 0) because it will automatically have less than k 1 elements to the left which is larger than it. Moreover, for any σ j in B i (σ), the elements in the lift(A i (σ)) are elements to the left of σ j which are larger than σ j so that a peak σ j of σ matches MMP(0, k 1 , 0, 0) in σ if and only if σ j matches MMP(0,
Thus such permutations contribute
Case 3. i > k 1 . Again, the only thing that has changed with respect to matches of MMP(0, k 1 , 0, 0) for peaks and the matches of MMP(0, 0, 0, 0) for non-peaks in moving to lift(A i (σ)) from A i (σ) is that we have one more non-peak. A peak σ j of σ that is in B i (σ) automatically matches MMP(0, k 1 , 0, 0) since all the elements in lift(A i (σ)) are to the left of σ j and greater than σ j . Thus such permutations
It follows that for n ≥ k 1 + 1,
Multiplying both sides of the equation by t n and summing for n ≥ k 1 + 1 gives that
(1,
(1, x 1 ))).
Simplifying the equation gives
(1, x 1 )) and
(1, x 1 )).
However, it is easy to see using our recursions for Q (0,(
(1, x 1 )) so that
(1, x 1 )) .
Next we will calculate the function Q (0,(
In this case, we are tracking the number of non-peaks matching MMP(0, k 2 , 0, 0) by x 1 and tracking the number of peaks by x 0 . We will classify the permutations σ ∈ S n (123) according to the column i of the first return of Ψ(σ). If the first return of Ψ(σ) occurs in i th column of σ, then we shall partition σ into lift(A i (σ)) and B i (σ) as pictured in Figure 12 . We then have three cases. Case 1. i = 1. In this case σ 1 = n is a peak and the path Ψ(σ) starts out DR · · · . For any σ j in B 1 (σ), n is always an element which is to the left of σ j which is larger than σ j so that σ j matches MMP(0, k 2 , 0, 0) in σ if and only if σ j matches MMP(0, k 2 − 1, 0, 0) in B 1 (σ). Thus such permutations contribute
In this case, the only thing that has changed with respect to matches of MMP(0, 0, 0, 0) for peaks and the matches of MMP(0, k 2 , 0, 0) for non-peaks in moving to lift(A i (σ)) from A i (σ) is that we have one more non-peak which is in the first row. This new non-peak will be to the left of and larger than any non-peak in σ. None of the non-peaks in lift(A i (σ)) match MMP(0, k 2 , 0, 0) in σ since no element in lift(A i (σ)) has k 2 elements to its left. For any σ j in B i (σ), all the elements in lift(A i (σ)) are elements to the left of and larger than σ j so that a non-peak σ j of σ matches MMP(0, k 2 , 0, ℓ) in σ if and only if σ j matches MMP(0, k 2 − i, 0, ℓ) in B i (σ). Thus such permutations contribute
Again, the only thing that has changed with respect to matches of MMP(0, 0, 0, 0) for peaks and the matches of MMP(0, k 2 , 0, 0) for non-peaks in moving to lift(A i (σ)) from A i (σ) is that we have one more non-peak which is in the first row. This new non-peak will be to the left of and larger than any non-peak in σ. For any remaining non-peak σ j in lift(A i (σ)), it will match MMP(0, k 2 , 0, 0) in σ if and only if its corresponding non-peak matches MMP(0, k 2 − 1, 0, 0) in A i (σ). A non-peak σ j of σ that is in B i (σ) automatically matches MMP(0, k 2 , 0, 0) since all the elements in lift(A i (σ)) are to the left of σ j and greater than σ j . Thus such permutations contribute
It follows that for n ≥ k 2 + 1,
From this recursion, one can compute in essentially the same way that we computed
Next we will show that the polynomials Q (x 0 , x 1 ). We first con-sider the case when k 1 ≥ k 2 ≥ 1. We will classify the permutations σ ∈ S n (123) according to the column i of the first return of Ψ(σ). If the first return of Ψ(σ) occurs in i th column of σ, then we shall partition σ into lift(A i (σ)) and B i (σ) as pictured in Figure 12 . We then have two cases. (1, 
It follows that
Similarly, for k 2 > k 1 ≥ 1, we can do similar analysis and obtain that
Theorem 18. For all k 1 , k 2 > 0, we have
Finally, we have
in σ. Given σ j in σ, consider the graph of G(σ) of σ relative to the coordinate system centered at the point (j, σ j ). Since σ is 123-avoiding, σ j cannot have elements in both its first and third quadrant. σ j is a peak if and only if it has no elements in its third quadrant and σ j is non-peak if and only if it has at least one element in its third quadrant and no element in its first quadrant. Now suppose that σ j is a peak that is not in the top k-rows or the left-most k columns and is not in bottom ℓ rows or right-most ℓ columns. The elements in its first quadrant are the elements to the north-east of (j, σ j ). Since σ j has no elements in its third quadrant, it follows that the elements of σ in the first k columns must all be in the second quadrant for σ j and the elements in bottom ℓ rows of σ must all be in the fourth quadrant for σ j . Thus σ j matches MMP(0, k, 0, ℓ). Next suppose that σ j is a non-peak that is not in the top k-rows or the left-most k columns and is not in bottom ℓ rows or right-most ℓ columns. Then σ j has no elements in its first quadrant and the elements in its third quadrant are the elements south-west of (j, σ j ). Again it follows that the elements of σ in the top k rows must all be in the second quadrant for σ j and the elements in right-most ℓ columns of σ must all be in the fourth quadrant for σ j . Thus σ j matches MMP(0, k, 0, ℓ). For example, in Figure 13 , we have pictured this situation in the case where k = 2 and ℓ = 1 where the red cells represent the cells that are not in the top k-rows or the left-most k columns and are not in bottom ℓ rows or right-most ℓ columns. Thus we have the following theorem. Thus, for any permutation σ ∈ S n (123), Theorem 19 tells that we need to count the numbers in the rectangle that are obtained by deleting the top k rows and bottom ℓ rows and deleting the left-most k columns and the right-most ℓ columns. We have pictured this region in red and its complement in blue in Figure 14 . We shall call the blue area the k, ℓ-frame area and the corners A ∪ B ∪ C ∪ D the k, ℓ-corner area. Now suppose that σ ∈ S n (123) and in the graph of σ, there are r elements in the k, ℓ-corner area and a total of s numbers in the k, ℓ-frame area. In Figure 14 , we have labeled the rectangles in the k, ℓ-frame area that are not part of the k, ℓ-corner area as E, F, G, H starting at the top and proceeding clockwise. Suppose that in σ there are a elements in region A, b elements in region B, c elements in region C, d elements in region D, e elements in region E, f elements in region F , g elements in region G, and h elements region H. Then a + e + b = k and c + g + d = ℓ since there are k elements of σ in the top k rows and ℓ elements of σ in the bottom ℓ rows. Similarly, a + h + c = k and b + f + d = ℓ since there are k elements in the left-most k columns and ℓ elements in the right-most ℓ columns. Adding these equation together we see that 2(k + ℓ) = 2a + 2b + 2c + 2d + e + f + g + h = r + s.
Thus we have the following theorem. Theorem 20. For any k, ℓ ≥ 0, n > k + ℓ and σ ∈ S n (123), suppose there are r numbers in the k, ℓ-corner area and s numbers in the k, ℓ-frame area the graph of σ. Then (t, x) t n have at most k + ℓ + 1 terms since the numbers in the k, ℓ-corner area can only range from 0 to k + ℓ. In particular, the coefficient Q (0,k,0,ℓ) 123 (t, x) t n x n−2(k+ℓ)+r equals the number of permutations in σ ∈ S n (123) with r numbers in the k, ℓ-corner area in the graph of σ. Figure 15 shows the squares in the k, ℓ-corner regions that we must consider for the generating functions Q Thus we must compute N A (n), N B (n), N C (n), N D (n), N A,D (n) and N B,C (n), which are different from Theorem 22. Assume that n ≥ 4. By our previous results, N A (n) = C n−1 . For N C (n), we are counting the number of σ = σ 1 . . . σ n ∈ S n (123) such that σ 1 = 1. The only such σ is σ = 1n(n−1) · · · 2 so that N C (n) = 1. For N B (n), we are counting the number of σ = σ 1 . . . σ n ∈ S n (123) such that σ n = n. The only such σ is σ = (n − 1) · · · 21n so that N B (n) = 1. For N D (n), we are counting the number of σ = σ 1 . . . σ n ∈ S n (123) such that σ n = 1. Clearly if we remove 1 from such a permutation and reduce the remaining numbers of 1, we obtain a 123-avoiding permutation in S n−1 (123). Thus N D (n) = C n−1 . For N B,C , we are counting the number of σ = σ 1 . . . σ n ∈ S n (123) such that σ 1 = 1 and σ n = n which is impossible for n ≥ 3. For N A,D , we are counting the number of σ = σ 1 . . . σ n ∈ S n (123) such that σ 1 = n and σ n = n. For such σ, we can remove 1 and n to and reduce the remaining numbers by 1 to obtain a 123-avoiding permutation in S n (123). Thus N A,D = C n−2 .
It follows that for n ≥ 4, (t, x) t n x n−6 = C n − 4C n−1 + 4C n−2 − C n−3 − 2n + 6, Q (0,2,0,1) 123 (t, x) t n x n−5 = 4C n−1 − 9C n−2 + 4C n−3 + 2n − 12, Q (0,2,0,1) 123 (t, x) t n x n−4 = 5C n−2 − 5C n−3 + 6, and Q (0,1,0,1) 123 (t, x) t n x n−3 = 2C n−3 .
Proof. To count the coefficients of function Q (0,2,0,1) 123 (t, x), we need to enumerate the 123-avoiding permutations that have 0, 1, 2 or 3 numbers in the 2, 1-corner area. Referring to Figure 15 (t, x), φ 0 (n) is the coefficient of t n x n−6 , φ 1 (n) is the coefficient of t n x n−5 , φ 2 (n) is the coefficient of t n x n−4 and φ 3 (n) is the coefficient of t n x n−3 .
There are 9 cells in the blue area denoted by A, B, C, D, E, F , G, H, I in Figure 15 (d). For any S ⊆ {A, B, C, D, E, F, G, H, I}, we let N S (n) denote the number of σ ∈ S n (123) such that there is an element in each cell of S in the graph of σ. Let N i (n) = S⊆{A,B,C,D,E,F,G,H,I},|S|=i N S (n). Then it follows from inclusion-exclusion that φ 3 (n) = N 3 (n),
To compute N 1 (n), we must compute N S (n) for 9 sets of size 1. To compute N 2 (n), we must compute N S for 18 allowable sets of size 2. To compute N 3 (n), we must compute N S for 6 allowable sets of size 3. It is tedious, but not difficult to carry out required calculations. For space reasons, we will not provide explanations for each N S (n), but we will simply list the results of our calculations.
For n ≥ 5, N A (n) = N B (n) = N D (n) = N I (n) = C n−1 , N E (n) = C n−2 , N C (n) = N G (n) = 1, N F (n) = N H (n) = n − 1, so N 1 (n) = 4C n−1 + C n−2 + 2n. N C,E (n) = N C,G (n) = N C,H (n) = N E,G (n) = N F,G (n) = N F,H (n) = 0, so N 2 (n) = 5C n−2 + C n−3 + 6. N A,E,I (n) = N B,D,I (n) = C n−3 , N A,F,H (n) = N B,F,G (n) = N C,D,H (n) = N C,E,G (n) = 0, so N 2 (n) = 2C n−3 , and element in each square of S. We let N i (n) = S⊆{A,...,P },|S|=i N S (n), then by inclusion-exclusion, φ 4 (n) = N 4 (n), φ 3 (n) = N 3 (n) − 4N 4 (n), φ 2 (n) = N 2 (n) − 3N 3 (n) + 6N 4 (n), φ 1 (n) = N 1 (n) − 2N 2 (n) + 3N 3 (n) − 4N 4 (n), φ 0 (n) = C n − φ 1 (n) − φ 2 (n) − φ 3 (n) − φ 4 (n).
There are huge number positions and combination of positions in the 2, 2-corner area. Since the selected letters should be in different rows and columns, we need to consider 4 i 2 i! combinations for calculation each N i (n), i.e. 16 singletons to calculate N 1 (n), 72 pairs to calculate N 2 (n), 96 groups of size 3 to calculate N 3 (n) and 24 groups of size 4 to calculate N 4 (n), totally 208 separate calculations. Again we shall simply list the results of the relevant calculations that we carried out. We use the results that we have calculated for the cases that were covered in Theorem 24 and only calculate the new combinations in this proof. We use "New" to represent the sum of the new computations.
2 , so N 1 (n) = 4C n−1 + C n−2 + 2n + New = 6C n−1 + 2C n−2 + 2n 2 − 4n + 6. To calculate N 3 (n), other than calculating the new combinations in the 96 enumerations, we calculate the cases by symmetry. Notice that there are 4 columns and rows, namely, column 1, 2, 3, 4 and row 1, 2, 3, 4 in the 2, 2-corner area, marked in Figure 15 (e). In any combination of three letters, we are taking 3 columns and 3 rows. We let N (c 1 c 2 c 3 ,r 1 r 2 r 3 ) (n) be the contribution that we are taking 3 letters from the columns With all N 1 (n), N 2 (n), N 3 (n) and N 4 (n) calculated, one can apply inclusion-exclusion and obtain that for n ≥ 7,
