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nika

Povzetek
Naslov: Operacijski sistem za mikrokrmilnik ARM Cortex M4
Avtor: Peter Hrovat
V diplomski nalogi predstavimo implementacijo operacijskega sistema za
mikrokrmilnike. Sistem je narejen po zgledu FreeRTOS operacijskega sis-
tema, ki je med najbolj priljubljenimi operacijskimi sistemi RTOS. Najprej
predstavimo implementacijo razvrsˇcˇevalnika in menjavanja konteksta, ki sta
kljucˇna dela RTOS operacijskega sistema. Nato predstavimo sˇe implemen-
tacijo funkcij, kot so medprocesna komunikacija in mehanizem za dinamicˇno
dodeljevanje pomnilnika. Operacijski sistem je napisan vecˇinoma v program-
skem jeziku C, z nekaj vrinjenega zbirnega jezika. Implementiran operacijski
sistem je napisan za razvojno plosˇcˇo STM32F4DISCOVERY, na kateri je
ARM Cortex-M4 procesor. Operacijski sistem tako lahko deluje na vseh
racˇunalniˇskih sistemih, ki imajo Cortex-M4 procesor.
Kljucˇne besede: RTOS, operacijski sistem, mikrokrmilnik, vgrajeni sis-
temi, STM32F4DISCOVERY, razvrsˇcˇevalnik, FreeRTOS, C, zbirni jezik.

Abstract
Title: An Operating System for the ARM Cortex M4 Microcontroller
Author: Peter Hrovat
In the following diploma thesis we describe an implementation of an oper-
ating system for microcontrollers. The system is inspired by the FreeRTOS
operating system which is one of the most popular RTOS operating systems.
Firstly we describe the implementation of the scheduler and context switch-
ing, the most important parts of an RTOS operating system. Secondly we
describe the implementation of functions, such as interprocess communica-
tion and dynamic memory allocation. The system is mostly written in the
C programming language with some inline assembly language. The system
is written for the STM32F4DISCOVERY development board, which uses
an ARM Cortex-M4 processor. Thus the operating system can run on any
computer which has an ARM Cortex-M4 processor.
Keywords: RTOS, operating system, microcontroller, embedded systems,
STM32F4DISCOVERY, scheduler, FreeRTOS, C, assembly language.
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Uvod
Vgrajeni sistemi predstavljajo 98% [16] vseh racˇunalniˇskih sistemov na svetu.
Najdemo jih v gospodinjskih aparatih, avtomobilih, prometni signalizaciji,
vse bolj pa se vgrajujejo v IoT sisteme [20] [21]. IoT sistem je termin za
vsakdanji predmet (npr. zˇlica), ki ima vgrajen mikrokrmilnik, ponavadi
z mozˇnostjo brezzˇicˇne komunikacije. Ker so ti sistemi ponavadi zaprti in
razprsˇeni po celem svetu, razvijalci do njih nimajo dostopa, zato je tezˇnja po
zanesljivosti sˇe vecˇja. RTOS operacijski sistemi razvijalcu aplikacije ponujajo
dodaten nivo abstrakcije strojne opreme, kar za razvijalca pomeni hitrejˇsi in
lazˇji razvoj aplikacije z manj napakami. Diplomska naloga se zgleduje po
operacijskem sistemu FreeRTOS [4]. FreeRTOS je eden izmed najbolj zna-
nih operacijskih sistemov tipa RTOS. Vzdrzˇuje ga Amazon in je popolnoma
odprtokoden.
Cilj diplomske naloge je implementacija takega operacijskega sistema,
katerega kljucˇna funkcija je prioritetno razvrsˇcˇanje procesov. Ima podporo
tudi za medprocesno komunikacijo v obliki sporocˇilnih vrst in semaforjev,
pravtako pa tudi mehanizem za dinamicˇno dodeljevanje pomnilnika.
Implementirani operacijski sistem bomo testirali, tako da bomo na mi-
krokrmilnik nalozˇili zagotovo delujocˇ program. Ta program bomo preuredili,
da bo uporabljal funkcije operacijskega sistema. Program mora izpisovati
rezultat v konzolo oziroma ga prikazati na vgrajenih LED diodah.
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Poglavje 2
Uporabljene tehnologije
V pricˇujocˇem poglavju opiˇsemo strojno opremo in programsko opremo, ki je
bila uporabljena za razvoj operacijskega sistema.
2.1 Strojna oprema
Operacijski sistem je napisan za razvojno plosˇcˇo STM32F4DISCOVERY [14],
ki vsebuje procesor ARM Cortex-M4 [1]. V tem razdelku podrobneje opiˇsemo
razvojno plosˇcˇo in arhitekturo Cortex-M4.
2.1.1 STM32F4DISCOVERY
Razvojna plosˇcˇa STM32F4DISCOVERY spada v druzˇino 32-bitnih mikrokr-
milnikov podjetja STM, ki vsebujejo jedro Cortex-M. Procesor na tej plosˇcˇi
ima lahko najviˇsji takt ure 168 MHz, privzeto pa tecˇe s 25 MHz. Hitrost
pri tej nalogi ni pomebna, zato frekvenco procesorja pustimo na privzeti
vrednosti. Plosˇcˇa vsebuje 1 MB brzinske shrambe (angl. flash) in 192 kB
dinamicˇnega pomnilnika. Na njej je 17 sˇtevcev, od katerih bomo uporabili
le sistemski sˇtevec, ki prozˇi prekinitve na 1 milisekundo. Slednjega bomo
uporabili za sˇtetje cˇasovnih rezin. Na plosˇcˇi je vgrajen programator in raz-
hrosˇcˇevalnik ST-LINK/V2-A, ki preko USB po serijskem protokolu prejme
program, ki ga nato nalozˇi v pomnilnik. Na plosˇcˇi so sˇtiri splosˇno namenske
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LED diode, s pomocˇjo razvojnega okolja pa podpira tudi pisanje v ukazno
vrstico. Plosˇcˇa vsebuje tudi pospesˇkometer, do katerega dostopamo preko
serijskega protokola SPI. Operacijski sistem je napisan tako, da ga je mozˇno
z minimalno modifikacijo (oziroma brez) prestaviti na popolnoma drugo ra-
zvojno plosˇcˇo. Razvojna plosˇcˇa je lahko tudi od drugega proizvajalca kot
STM, pogoj je le, da uporablja procesor ARM Cortex-M4.
2.1.2 ARM Cortex-M4 arhitektura
Procesor Cortex-M4 vsebuje 16 splosˇno namenskih registrov, med katerimi
so tudi kazalec na sklad (R13), povratni naslov (R14) in programski sˇtevec
(R15). Poleg teh registrov ima sˇe 7 posebnih registrov. Od teh so za nas
zanimivi registri MSP in PSP, BASEPRI in CONTROL.
Registra MSP (main stack pointer oziroma glavni kazalec na sklad) in
PSP (process stack pointer oziroma procesni kazalec na sklad) sta kazalca
na dva razlicˇna skladova. Kateri od kazalcev procesor trenutno uporablja
je odvisno od SPSEL (stack pointer select) bita, to je prvi (ne nicˇti) bit v
CONTROL registru. Vrednost 0 pomeni, da procesor trenutno uporablja
MSP, vrednost 1 pa, da trenutno uporablja PSP. S CONTROL registrom
lahko nastavimo sˇe dva druga bita. Drugi bit CONTROL registra vkljucˇi
oziroma izkljucˇi uporabo registrov za sˇtevila v plavajocˇi vejici. Nicˇti bit pa
nastavlja priviligiran nacˇin delovanja. Procesor v nepriviligiranem nacˇinu
ne dovoli izvedbe nekaterih ukazov in blokira dostop do nekaterih posebnih
registrov.
Pri operacijskem sistemu stremimo k temu, da uporabnik ne sme dosto-
pati do sistemskih virov. Zato opravilom damo locˇen sklad PSP, operacijski
sistem pa uporablja MSP. Pravtako opravilom odvzamemo priviligiran nacˇin
delovanja.
BASEPRI register dolocˇa najnizˇjo prioriteto prekinitve, ki lahko prekine
procesor. To pomeni, da se procesor odziva samo na prekinitve, ki imajo
viˇsjo ali enako prioriteto od tiste v BASEPRI. Ta register nam pride prav za
implementacijo kriticˇnih odsekov.
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Slika 2.1: Programski model jedra Cortex-M4. Vir: Cortex-M4 Generic User
Guide [2], stran 2-4.
Register, ki je potencialno zanimiv za uporabnike je PSR (program status
register). Ta vsebuje rezultate pogojnih stavkov in izjeme pri aritmeticˇnih
operacijah npr. preliv. Programski model je prikazan na sliki 2.1.
Nacˇini delovanja pri Cortex-M4
ARM Cortex-M4 ima poleg priviligiranega in nepriviligiranega nacˇina sˇe dva
nacˇina delovanja. Navadni nacˇin delovanja se imenuje Thread mode, obstaja
pa tudi Handler mode, ki je aktiven med servisiranjem prekinitveno servisnih
programov. Nacˇin Handler je priviligiran ne glede na bit v CONTROL
registru.
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Prekinitve pri Cortex-M4
Procesor je enota, ki izvaja ukaze sinhrono tj. enega za drugim. Prekinitve
so signali procesorju, ki znajo asinhrono prekiniti standardni tok procesorja.
Obicˇajno prekinitve prihajajo iz vhodno izhodnih naprav, lahko jih generira
strojna oprema, ko pride do izjeme npr. deljenje z nicˇ. Lahko pa se jih
generira tudi programsko.
Pri Cortex-M4 prekinitve delimo na tri razrede:
Prekinitve To so prekinitve, ki jih generirajo zunanje naprave. Obicˇajno
imajo nizˇjo prioriteto od prekinitev iz drugih dveh kategorij.
Napake Napake so tip prekinitev, ki nastanejo v procesorju. To so pre-
kinitve, kot so nedovoljen dostop do pomnilnika, nedovoljeno stanje
procesorja, uporaba nedefiniranih ukazov itd..
Sistemske prekinitve To so notranje prekinitve, ki jih generira procesor,
lahko pa se sprozˇijo tudi programsko. Te prekinitve so vecˇinoma na-
menjene operacijskemu sistemu. Mednje spadajo PendSV, SVCall in
SysTick.
SysTick je prekinitev, ki jo prozˇi sistemski sˇtevec, ko pride do 0. Sistem-
ski sˇtevec je 24-bitni sˇtevec, ki vsako urino periodo procesorja odsˇteva od
vrednosti, ki jo programer nastavi sam. Privzeto je ta vrednost nastavljena
tako, da sistemski sˇtevec SysTick prekinitev prozˇi na vsako milisekundo. To
pomeni, da v nasˇem primeru, kjer imamo procesor s taktom ure 25 MHz, ta
sˇtevec odsˇteva od 25000. To prekinitev potrebujemo za merjenje cˇasovnih
rezin v operacijskem sistemu.
PendSV je prekinitev, ki jo lahko prozˇimo le programsko. Namen te
prekinitve je, da jo procesor servisira, ko nobena druga prekinitev ne cˇaka
vecˇ na servisiranje. V operacijskem sistemu jo uporabimo za menjavanje
konteksta.
SVCall je prekinitev, ki jo prozˇimo z zbirniˇskim ukazom SVC. Namenjena
je izvajanju sistemskih klicev.
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Vstop v in izstop iz prekinitveno servisnega programa
Ob vstopu v prekinitveno servisni program gre procesor v nacˇin Handler in
shrani tako imenovani strojni okvir (angl. hardware stack frame) na sklad. To
so registri R0 do R3, R12, R14 in R15. Ko se procesor vrne iz prekinitveno
servisnega programa, te registre obnovi s sklada. Cˇe mislimo uporabljati
ostale registre, jih moramo sami shraniti in obnoviti, oziroma to za nas naredi
prevajalnik.
Takoj po vstopu v prekinitveno servisni program procesor v register s
povratnim naslovom (R14) shrani vrednost EXC RETURN. Ta vrednost na-
rekuje procesorju v kaksˇen nacˇin delovanja naj se vrne in kateri sklad naj
uporablja po izvajanju trenutnega prekinitveno servisnega programa. S tem
procesorju tudi povemo, s katerega sklada vzame shranjen strojni okvir re-
gistrov. Privzeto je ta vrednost nastavljena tako, da se procesor vrne v isti
nacˇin izvajanja in uporablja isti sklad, kot ga je uporabljal pred vstopom v
prekinitveno servisni program. Pri izstopu iz prekinitveno servisnega pro-
grama procesor povratni naslov napiˇse v programski sˇtevec, s tem pa zacˇne
izvajati proceduro za obnavljanje strojnega okvirja. Ta procedura ni pro-
gram, temvecˇ je strojno zapecˇena (angl. hardcoded) v procesor.
Prioritete prekinitev
Pri Cortex-M4 nekaterim prekinitvam lahko dolocˇamo prioriteto, kjer imamo
na voljo 16 prioritetnih nivojev. Posebnost prioritetnih vrednosti pri Cortex-
M4 je, da manjˇsa prioritetna vrednost pomeni viˇsjo prioriteto. Najviˇsja na-
stavljiva prioriteta je 0, najnizˇja pa 15. Obstajajo tudi negativne prioritetne
vrednosti, ki imajo viˇsjo prioriteto od prioritete 0. Te prioritete so rezervi-
rane za napake, npr. Reset ima prioritetno vrednost -3, ki je hkrati najviˇsja
prioriteta.
Prekinitve se lahko gnezdijo, kar pomeni, da se lahko med izvajanjem pre-
kinitveno servisnega programa sprozˇi prekinitev z viˇsjo prioriteto od trenutne
in prekine izvajanje prekinitveno servisnega programa.
Vecˇ o Cortex-M4 arhitekturi lahko izvemo v navodilih za uporabo [2].
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2.2 Programska oprema in razvojno okolje
Operacijski sistem je v vecˇjem delu napisan v programskem jeziku C. C je zˇe
skoraj 50 let star programski jezik, ki pa je danes sˇe vedno eden izmed najbolj
uporabljenih programskih jezikov. Vecˇina operacijskih sistemov je napisanih
v C, na podrocˇju vgrajenih sistemov pa se mu je prakticˇno nemogocˇe izogniti.
Njegova prednost je v hitrosti, pa tudi v velikosti prevedene kode, kar je za
mikrokrmilnike sˇe kako pomembno.
Za nekatere funkcije razvrsˇcˇevalnika smo uporabili zbirni jezik. Zbirni
jezik pride prav za odseke kode, kjer potrebujemo dostop do registrov, saj C
te funkcije nima. Slabost zbirnega jezika je v tezˇki berljivosti in vzdrzˇevanju
take kode. Za to nalogo smo uporabili zbirni jezik Thumb, ki je 16-bitna
razlicˇica 32-bitnega ARM zbirnega jezika. Ponuja podmnozˇico ukazov, ki jih
ponuja ARM zbirni jezik, je pa zato bolj enostaven za uporabo.
Operacijski sistem smo napisali s pomocˇjo integriranega razvojnega okolja
STM32CubeIDE [13]. STM32CubeIDE je razvojno okolje proizvajalca STM
namenjeno razvoju na njihovih 32-bitnih mikrokrmilnikih. Temelji na dobro
poznanem odprtokodnem integriranem razvojnem okolju Eclipse. Ponuja
urejevalnik teksta, razhrosˇcˇevalnik, precˇni prevajalnik in nalagalnik. Poleg
tega pa ponuja tudi graficˇni vmesnik za nastavljanje vhodno izhodnih na-
prav in nekaterih drugih parametrov na cˇipu, kot so takt ure in prioritete
prekinitev. Graficˇni vmesnik je prikazan na sliki 2.2.
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Slika 2.2: Integrirano razvojno okolje - graficˇni vmesnik za nastavitev vhodno
izhodnih naprav.
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Implementacija operacijskega
sistema
V sledecˇem poglavju opiˇsemo implementacijo operacijskega sistema, ki se
zgleduje po FreeRTOS operacijskem sistemu. Izvorna koda FreeRTOS je
dostopna na spletnem portalu GitHub [5]. Implementirali smo predkupni
prioritetni razvrsˇcˇevalnik (angl. preemptive priority scheduler), kar pomeni,
da v vsakem trenutku tecˇe opravilo z najviˇsjo prioriteto. Nato smo dodali
sˇe funkcijo zakasnitve opravila, dve vrsti medprocesne komunikacije in di-
namicˇno alociranje pomnilnika.
3.1 Struktura operacijskega sistema
Operacijski sistem lahko razdelimo na dva glavna dela, to sta uporabniˇski
del in jedro operacijskega sistema. Jedro operacijskega sistema, na sliki 3.1,
se nahaja desno od navpicˇne cˇrtkane cˇrte. Pod jedro spadajo razvrsˇcˇevalnik,
sporocˇilne vrste, semaforji in kopica. Do funkcij jedra lahko uporabnik do-
stopa le s priviligiranim nacˇinom. Razvrsˇcˇevalnik se za pravilno delovanje
zanasˇa na sistemske prekinitve SysTick, PendSV in SVCall. Prekinitveno
servisni programi za te prekinitve se nahajajo v datoteki stm32f4xx it.c, ki
jo lahko delno pripiˇsemo jedru. Ta datoteka namrecˇ vsebuje tudi ostale preki-
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Slika 3.1: Struktura operacijskega sistema.
nitveno servisne programe (za UART, cˇasovnike...), ki jih napiˇse uporabnik.
Ta del v resnici ne spada pod operacijski sistem, vendar ga lahko umestimo
v uporabniˇski del. Pod uporabniˇski del spadajo tudi opravila in sistemski
klici, ki se nahajajo v datoteki RTOS.c. Uporabnik, ki zˇeli uporabljati nasˇ
operacijski sistem mora uvoziti zaglavje RTOS.h, ki vsebuje prototipe za
vse sistemske klice.
3.1.1 Sistemski klici
Sistemski klici so edini nacˇin interakcije med uporabnikom in jedrom ope-
racijskega sistema. Ko uporabnik zˇeli narediti sistemski klic, poklicˇe zˇeleno
funkcijo iz datoteke RTOS.c. Funkcije, ki izvedejo sistemski klic imajo pred-
pono RTOS . Ta funkcija nato izvrsˇi zbirniˇski ukaz SVC, ki ima en 8-bitni
operand s katerim funkcija izbere sistemski klic. Sˇtevilke sistemskih klicev
Diplomska naloga 13
so definirane kot C enum, ki je prikazan na izpisu kode 3.2.
Zbirniˇski ukaz SVC sprozˇi prekinitev SVCall, ki ima prioriteto 1. Viˇsjo
prioriteto ima le SysTick prekinitev. Prekinitveno servisni program za SVCall
prekinitev smo napisali kot golo funkcijo (angl. naked function), kar pomeni
da prevajalnik za to funkcijo ne ustvari epiloga in prologa. Pomeni tudi, da
registri takoj po vstopu funkcije ostanejo taki kot so bili pred vstopom. To
potrebujemo, ker zˇelimo prenasˇati argumente za sistemske klice v registrih.
Argumente prenesemo v registrih R0 in R1. Ker pa sta registra R0 in R1 del
strojnega okvirja, ki ga procesor obnovi pri izstopu iz prekinitveno servisnega
programa, v njih ne moremo vrniti rezultata. V ta namen lahko uporabimo
register R4, ki ni del strojnega okvirja. Paziti moramo le, da register R4
pred ukazom SVC shranimo. Funkcije, ki naredijo sistemski klic (to so tiste,
ki imajo predpono RTOS), shranijo register R4 na sklad in ga po izvedbi
ukaza SVC obnovijo.
SVCall prekinitveno servisni program je gola funkcija sˇe z enim razlogom.
Da bi izvedeli, kateri sistemski klic je zˇelel klicatelj, moramo dobiti operand
SVC zbirniˇskega ukaza. Ta operand lahko dobimo samo iz lokacije v po-
mnilniku, kjer se nahaja ta ukaz. Postopek za pridobitev tega operanda je
sledecˇ:
1. Ugotovi, kateri sklad je procesor uporabljal pred vstopom v prekini-
tveno servisni program.
2. Iz sklada preberi programski sˇtevec, ki se nahaja v strojnem okvirju.
3. Ukaz SVC se nahaja na pomnilniˇski lokaciji 2 bajta (dolzˇina enega
ukaza) pred programskim sˇtevcem.
4. Operand SVC se nahaja v spodnjem bajtu ukaza.
Za delovanje tega postopka je potrebno, da je zadnji podatek na skladu
strojni okvir. Cˇe funkcija ne bi bila gola, bi prevajalnik na sklad ob vstopu v
funkcijo shranil registre in rezerviral prostor za lokalne spremenljivke, s tem
pa zadnja stvar na skladu ne bi bila vecˇ strojni okvir.
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enum SVC_command {
TASK_CREATE,
TASK_DELETE,
TASK_DELETE_FROM_ISR,
TASK_DELAY,
TASK_SUSPEND,
TASK_SUSPEND_FROM_ISR,
TASK_RESUME,
TASK_YIELD,
SCHEDULER_INIT,
SCHEDULER_START,
QUEUE_CREATE,
QUEUE_DELETE,
QUEUE_SEND,
QUEUE_SEND_FROM_ISR,
QUEUE_RECEIVE,
QUEUE_RECEIVE_FROM_ISR,
SEMAPHORE_CREATE_BINARY,
SEMAPHORE_CREATE_COUNTING,
SEMAPHORE_DELETE,
SEMAPHORE_TAKE,
SEMAPHORE_TAKE_FROM_ISR,
SEMAPHORE_GIVE,
SEMAPHORE_GIVE_FROM_ISR,
MEM_ALLOC,
MEM_FREE,
};
Slika 3.2: Izpis kode - enumeracija sistemskih klicev.
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Slika 3.3: Primer sistemskega klica, ki ustvari sporocˇilno vrsto.
Ko imamo sˇtevilko sistemskega klica, prekinitveno servisni program samo
sˇe izbere ustrezno funkcijo iz jedra in jo poklicˇe. Te funkcije imajo predpono
kernel.
Prednost uporabe sistemskih klicev namesto direktnega klicanja funkcij v
jedru je v varnosti. Interakcija uporabnika z jedrom preko sistemskih klicev
je nadzorovana. Uporabnik lahko klicˇe samo tiste funkcije, ki so definirane
kot sistemski klici, ne pa vseh v jedru. Pravtako s sistemskimi klici uporabnik
nikoli ne dobi priviligiranega dostopa, temvecˇ je priviligirano le jedro. Druga
prednost je, da se vsi sistemski klici izvedejo atomarno tj. en za drugim in
se ne prekinjajo.
Za pravilno delovanje sistemskih klicev v nasˇem operacijskem sistemu
morajo imeti vse prekinitve, ki jih uporabnik uporablja, strogo nizˇjo priori-
teto od prioritete SVCall. Torej najviˇsja dovoljena prioriteta uporabniˇskih
prekinitev je 2.
Na sliki 3.3 je prikazan primer poteka sistemskega klica, ki ustvari novo
sporocˇilno vrsto.
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3.2 Opravila
Opravilo je program vkljucˇno s podatki o samem stanju programa, ki ga lahko
damo v izvajanje v operacijskem sistemu. Opravilu pripada tudi dolocˇen
pomnilnik, ki se deli na del kjer se nahaja sam program in sklad, ki ga opravilo
uporablja tekom izvajanja. Vzporednica opravilom v klasicˇnih operacijskih
sistemih so procesi. Opravila so okrnjena razlicˇica procesov.
Podatki o stanju opravila so vsebovani v strukturi imenovani nadzorni
blok opravila. V nasˇem operacijskem sistemu smo nadzorni blok implemen-
tirali kot C strukturo, ki vsebuje naslednje podatke:
• Kazalec na vrh sklada (angl. stack pointer)
• Prioriteta opravila
• Stanje opravila
• Kazalec na konec podrocˇja rezerviranega za sklad
• Struktura s podatki o sredstvu, ki blokira opravilo
Prioriteta opravila je vrednost od 0 do 255. Enako, kot pri Cortex-M4
arhitekturi, tudi tukaj nizˇja vrednost pomeni viˇsjo prioriteto in obratno.
Tako ima prioritetna vrednost 0 najviˇsjo prioriteto, vrednost 255 pa najnizˇjo.
Nasˇ operacijski sistem podpira do 10 opravil naenkrat. Maksimalno
sˇtevilo opravil vsebuje konstanta N TASKS, ki se nahaja v datoteki ker-
nel.h. Programer lahko maksimalno sˇtevilo opravil spreminja. Omejitev je
le v pomnilniku, saj vecˇ opravil potrebuje vecˇ nadzornih struktur. Pravtako
lahko programer spreminja koliko sklada dobijo opravila. Vsako opravilo dobi
enako kolicˇino sklada, ki je definirana v konstanti TASK STACK SIZE.
Privzeto je nastavljena na 1024 besed oziroma 4096 bajtov. Prostor za nad-
zorne bloke opravil in skladove se rezervira zˇe v cˇasu prevajanja.
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3.2.1 Stanja opravil
Stanje opravila razvrsˇcˇevalniku pove ali pri menjavi konteksta opravilo vkljucˇi
v izbor, da nadomesti trenutno opravilo. Vsako opravilo je lahko v enem iz-
med petih stanj:
Neinicializirano Opravilo v tem stanju ne vsebuje veljavnih podatkov v
nadzornem bloku, nima programa za izvajanje in dodeljenega pomnil-
nika.
Pripravljeno Opravilo v tem stanju je pripravljeno za izvajanje vendar ga
procesor trenutno ne izvaja, ker trenutno izvaja drugo opravilo z viˇsjo
ali enako prioriteto.
V izvajanju Opravilo v izvajanju pomeni, da procesor trenutno izvaja pro-
gram tega opravila.
Ustavljeno Ustavljeno opravilo pomeni, da opravilo trenutno ne tecˇe in ga
razvrsˇcˇevalnik ne bo dal v izvajanje dokler opravilo ne bo oznacˇeno za
pripravljenega. Uporabnik ustavi opravilo s klicem funkcije za ustavi-
tev opravila. Nazaj v izvajanje ga da s klicem funkcije za nadaljevanje
izvajanja opravila.
Blokirano Opravilo je blokirano, cˇe iz njega naredimo klic na blokirajocˇo
funkcijo. Takega opravila razvrsˇcˇevalnik ne bo izbral za izvajanje, do-
kler ne dobi dogodka, ki opravilo prestavi v pripravljeno stanje. Opra-
vila so lahko blokirana zaradi zakasnitve opravila, zasedenega semaforja
ali pa prazne sporocˇilne vrste.
Ilustracija stanj opravil in prehodov med njimi je prikazana na sliki 3.4
3.3 Prioritetne vrste
Pri implementaciji prioritetnega razvrsˇcˇevalnika kmalu ugotovimo, da nam
manjka nek konstrukt, ki vsebuje vrstni red v katerem naj tecˇejo opravila.
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Slika 3.4: Prehodi med stanji opravil.
Lahko bi pri razvrsˇcˇanju vsakicˇ znova iterirali cˇez vse nadzorne bloke, da
ugotovimo, kateri ima najviˇsjo prioriteto. Druga mozˇnost je, da nadzorne
bloke po prioriteti razvrstimo v seznam. S tem pri razvrsˇcˇanju pogledamo
le prvi element seznama, ki ima najviˇsjo prioriteto. Za ta namen smo se
odlocˇili implementirati prioritetno vrsto. Element te vrste mora vsebovati
kazalec na nadzorni blok opravila in prioriteto po kateri so urejeni elementi v
vrsti. Poleg tega v nasˇi implementaciji element vsebuje sˇe kazalec na poljubne
dodatne atribute.
Prioritetne vrste smo implementirali z enosmernim povezanim seznamom
[17] v polju fiksne dolzˇine. To pomeni, da moramo vnaprej vedeti, koliksˇno je
maksimalno sˇtevilo elementov, ki jih lahko vsebuje vrsta. Ker elementi vse-
bujejo kazalec na nadzorni blok in pricˇakujemo, da se elementi ne bodo pod-
vajali v seznamu, rezerviramo toliko prostora, kolikor je maksimalno sˇtevilo
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opravil.
Jemanje elementa iz vrste vrne prvi element v vrsti. Vstavljanje elementa
v vrsto vstavi element na mesto za zadnjim elementom z enako prioriteto.
To pomeni, cˇe imamo vsa opravila z enako prioriteto, se bo opravilo, ki ga
zˇelimo na novo vstaviti v vrsto, vstavilo na konec vrste. S tem dosezˇemo
pravicˇno razvrsˇcˇanje med elementi z enakimi prioritetami.
Na sliki 3.5 je prikazan primer vstavljanja v prioritetno vrsto, kjer zˇelimo
vstaviti element s prioriteto 5. Vrsta zˇe vsebuje dva elementa s prioriteto
5, zato nov element vstavi med drugi element s prioriteto 5 in element s
prioriteto 8. Cˇe bi sedaj zˇeleli vzeti element iz vrste, bi ta vrnila element s
prioriteto 1.
Enako prioritetno vrsto smo uporablili tudi pri semaforjih, sporocˇilnih
vrstah in mehanizmu za zakasnitev opravil. Pri mehanizmu za zakasnitev
opravil smo morali implementirati nekoliko drugacˇno vstavljanje v vrsto, ki
ga opiˇsemo v razdelku 3.5.
3.4 Razvrsˇcˇevalnik
Kot uporabnik si zˇelimo, da bi na nasˇem sistemu tekla vsa opravila naenkrat.
Vendar to na sistemu z enim procesorjem zˇal ni mogocˇe, saj procesor lahko
izvaja le eno opravilo naenkrat. Ta problem resˇujemo z multiprogramiranjem.
Multiprogramiranje je princip pri katerem vsako opravilo izvajamo za nek
cˇasovni interval, nato ga zamenjamo z drugim. Cˇe je cˇasovni interval dovolj
majhen, lahko dosezˇemo, da se na videz izvajajo vsa opravila naenkrat. Da
pa opravilo ne bi cˇutilo posledic menjavanja, je potrebno vsakicˇ, ko opravilo
odstavimo iz izvajanja, shraniti njegovo stanje. Ko opravilo spet pride na
vrsto za izvajanje, to stanje obnovimo.
Razvrsˇcˇevalnik opravil opravlja najbolj pomembno nalogo operacijskega
sistema. Njegova naloga je, da zna iz seznama pripravljenih opravil izbrati
najprimernejˇsega za tek, odstaviti trenutno izvajano opravilo in ga zame-
njati z izbranim. Razvrsˇcˇevalnik nasˇega operacijskega sistema smo naredili
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Slika 3.5: Vstavljanje novega elementa v prioritetni seznam.
po zgledu razvrsˇcˇevalnika implementiranega pri predmetu Vgrajeni Sistemi
[9]. Po njem smo implementirali osnovno menjavanje konteksta in round ro-
bin princip razvrsˇcˇanja. Ta razvrsˇcˇevalnik smo nato nadgradili v prioritetni
razvrsˇcˇevalnik po zgledu FreeRTOS.
3.4.1 Shranjevanje in obnavljanje konteksta
Operaciji shranjevanja in obnavljanja stanja opravila se drugacˇe imenujeta
shranjevanje in obnavljanje konteksta. Shranjevanje konteksta procesor delno
zˇe naredi ob vstopu v katerikoli prekinitveno servisni program. Takrat pro-
cesor na sklad shrani strojni okvir (angl. hardware stack frame). To pomeni,
da imamo registre od R0 do R3 in R12, R14 in R15 zˇe shranjene. Shraniti
moramo le sˇe programski okvir (angl. software stack frame). To so registri
od R4 do R11.
Diplomska naloga 21
Slika 3.6: Vsebina sklada pri shranjevanju in obnavljanju konteksta.
Obnavljanje konteksta je inverzna operacija shranjevanju. Ob izstopu iz
prekinitveno servisnih programov procesor strojni okvir obnovi samodejno.
Pred tem pa moramo poskrbeti, da sami obnovimo sˇe programski okvir.
Na sliki 3.6 je prikazana vsebina sklada pri operacijah shranjevanja in
obnavljanja konteksta. Operacija shranjevanja konteksta na sliki poteka od
leve proti desni, obnavljanje konteksta pa v smeri od desne proti levi. Levi
sklad je sklad tik pred vstopom v prekinitveno servisni program. Potem
procesor shrani strojni okvir na sklad, kar prikazuje srednji sklad. Nato sˇe
sami naredimo shranjevanje konteksta, torej shranimo programski okvir. To
prikazuje desni sklad. Pri obnavljanju konteksta nato vzamemo programski
okvir s sklada in s tem dobimo srednji sklad. Za tem procesor vzame strojni
okvir s sklada in se vrne iz prekinitveno servisnega programa, kar prikazuje
levi sklad.
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3.4.2 Menjava konteksta
Menjava ali preklop konteksta je operacija, ki odstavi trenutno izvajajocˇe
opravilo, izbere najbolj primernega za tek in ga da v izvajanje. Za boljˇso
predstavo, je na sliki 3.7 prikazan postopek menjave konteksta. Z navpicˇno
cˇrtkano cˇrto so locˇeni posamezni koraki postopka.
Pred menjavo konteksta razvrsˇcˇevalnik izvede shranjevanje konteksta tre-
nutno izvajajocˇega opravila (na sliki 3.7 prvi in drugi korak iz leve). Izbira
naslednjega opravila za tek je s prioritetno vrsto enostavna. Razvrsˇcˇevalnik
preveri, ali je kaksˇno novo opravilo pripravljeno za tek in ga doda v vrsto pri-
pravljenih. V vrsto doda tudi trenutno izvajajocˇe opravilo, cˇe je pripravljeno.
Nato iz vrste pripravljenih izbere prvo opravilo, ki ima zagotovo najviˇsjo pri-
oriteto. Za tem PSP, ki kazˇe na sklad trenutnega opravila, shrani v nadzorni
blok trenutnega opravila. Iz nadzornega bloka novo izbranega opravila nato
vzame kazalec na sklad novega opravila in nastavi PSP na to vrednost (na
sliki 3.7 tretji korak iz leve). Na koncu izvede sˇe obnavljanje konteksta. Kon-
tekst sedaj obnovi iz novo nastavljenega sklada, kjer sta shranjena strojni in
programski okvir novega opravila (na sliki 3.7 cˇetrti korak iz leve).
3.4.3 Algoritem razvrsˇcˇanja
Algoritem razvrsˇcˇanja narekuje, katero opravilo naj tecˇe v danem trenutku.
Najbolj preprost algoritem za razvrsˇcˇanje je round robin. Pri tem algoritmu
vsako opravilo tecˇe za eno cˇasovno rezino, nato pa iz seznama izberemo
naslednje opravilo, ki bo teklo naslednjo cˇasovno rezino. Cˇasovna rezina je
sopomenka za kratek cˇasovni interval, obicˇajno jo merimo v milisekundah ali
v mikrosekundah. Opravila nimajo prioritet oziroma imajo vsa enako, torej
se po seznamu lahko gibljemo krozˇno, kjer vsako opravilo dobi enako sˇtevilo
prilozˇnosti za tek.
Za to nalogo smo izbrali algoritem s prioritetnim razvrsˇcˇanjem. Ta al-
goritem je nadgradnja round robin principa. Sˇe vedno uporabljamo cˇasovne
rezine, vendar vsako opravilo ne dobi enako prilozˇnosti za izvajanje. Kljucˇno
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Slika 3.7: Ilustracija menjave konteksta.
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sredstvo za izvedbo tega algoritma je prioritetna vrsta pripravljenih opravil,
ki jo opiˇsemo v razdelku 3.3. Poleg tega potrebujemo tudi cˇasovnik, ki sˇteje
cˇasovne rezine.
Za ta namen uporabimo SysTick cˇasovnik, ki prozˇi prekinitev na 1 mi-
lisekundo. Prioriteta SysTick prekinitve je nastavljena na 0, kar je najviˇsja
mozˇna prioriteta. Tako omogocˇimo, da SysTick prekinitev servisiramo v
najkrajˇsem mozˇnem cˇasu s cˇimer je sˇtetje milisekund bolj natancˇno.
V SysTick prekinitvi ne naredimo menjave konteksta, namrecˇ zˇelimo, da
procesor servisira vse prekinitve, preden zamenjamo kontekst. Razlog je v
cˇakajocˇih prekinitvah, od katerih lahko vsaka povzrocˇi menjavo konteksta.
S prelaganjem menjave konteksta na PendSV prekinitev, ki ji nastavimo
najnizˇjo mozˇno prioriteto, 15, dosezˇemo da menjavo konteksta naredimo le
enkrat, ko nobena prekinitev ne cˇaka vecˇ na servisiranje.
Ker pa ima prekinitveno servisni program za prekinitev PendSV najnizˇjo
prioriteto, jo lahko med izvajanjem prekine druga prekinitev. Ta prekinitev
je lahko tudi SVCall, ki ima dostop do jedra in njegovih virov. Cˇe je prekini-
tveno servisni program za PendSV uporabljal te iste vire, pride do tveganega
stanja (angl. race condition) v jedru. Da se izognemo temu pojavu, tukaj
uporabimo kriticˇni odsek, ki smo ga implementirali s pomocˇjo BASEPRI re-
gistra. Kot zˇe opisano v razdelku 2.1.2, procesor ignorira vse prekinitve, ki
imajo manjˇso ali enako prioriteto od tiste, ki je zapisana v registru BASE-
PRI. V ta register vpiˇsemo 1 in s tem SVC ne more vecˇ prekiniti preklopa
konteksta. Edina prekinitev, ki preklop lahko prekine je SysTick s prioriteto
0, vendar ta za nas ni nevarna, ker ne dostopa do jedra.
PendSV prekinitveno servisni program v kriticˇnem odseku shrani, zame-
nja in obnovi kontekst. Tudi PendSV prekinitveno servisni program smo
realizirali kot golo funkcijo, saj nocˇemo, da bi prevajalnik spreminjal vredno-
sti registrov preden jih shranimo in po tem, ko jih obnovimo.
Nasˇ prioritetni razvrsˇcˇevalnik je predkupni (angl. preemptive), kar po-
meni da preklopov konteksta ne izvaja le na koncu cˇasovnih rezin. Preklop
lahko naredi tudi, cˇe opravilo, ki je blokirano in ima viˇsjo prioriteto od trenu-
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tno izvajajocˇega, postane v nekem trenutku pripravljeno. To se pri nas lahko
zgodi v treh primerih. Opravilo lahko cˇaka na semafor in je blokirano, nato
se ta semafor sprosti in opravilo ga lahko vzame. Podobno je, cˇe opravilo
cˇaka na sporocˇilo iz sporocˇilne vrste. Tretji primer je, cˇe je opravilo usta-
vljeno, pa ga neko drugo opravilo da nazaj v izvajanje s klicem funkcije za
nadaljevanje opravila. Te koncepte bolj podrobno opiˇsemo v razdelkih 3.5 in
3.6.
3.4.4 Inicializacija razvrsˇcˇevalnika
Pred uporabo razvrsˇcˇevalnika moramo narediti inicializacijo le tega. Ini-
cializacija nastavi vse nadzorne bloke na neinicializirano stanje, inicializira
seznam pripravljenih opravil in seznam zakasnjenih opravil, inicializira vse
semaforje, sporocˇilne vrste in kopico. Poleg tega naredi sˇe eno opravilo, ki se
izvaja v primeru, da se ne more izvajati nobeno drugo. To opravilo vsebuje
samo eno zanko, ki ne dela nicˇesar in se izvaja neskoncˇno dolgo. Prioriteto
tega opravila nastavimo na najnizˇjo, 255. Na koncu nastavimo PSP na vrh
sklada tega opravila, ki mora za pravilen preklop vsebovati ustrezen strojni
in programski okvir. Za to poskrbi operacija ustvarjanja opravila.
3.4.5 Ustvarjanje opravila
Ustvarjanje opravila najprej poiˇscˇe prost nadzorni blok, ki bo drzˇal podatke
tega opravila. Nato moramo ta blok napolniti s podatki o opravilu. Funkcija
RTOS task create sprejme dva parametra. Prvi je kazalec na funkcijo, ki
naj jo opravilo izvaja, drugi pa prioriteta opravila. Funkcija, ki naj jo izvaja
opravilo, ne sme vracˇati nicˇesar (je tipa void) in ne sprejme parametrov. V
nadzorni blok napiˇsemo priroteto opravila in nastavimo stanje opravila na
pripravljeno.
Nato moramo v podrocˇju rezerviranem za skladove najti prostor, ki ga
dolocˇimo za sklad tega opravila. S tem lahko v nadzornem bloku nasta-
vimo kazalec na sklad in kazalec na konec podrocˇja rezerviranega za sklad.
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Pri Cortex-M4 arhitekturi sklad narasˇcˇa v smeri padajocˇih naslovov in ka-
zalec na sklad kazˇe na zadnji podatek na skladu. Zato moramo kazalec na
sklad nastaviti na eno besedo (4 bajte) nad najviˇsjim naslovom podrocˇja re-
zerviranega za sklad. Kazalec na konec podrocˇja rezerviranega za sklad pa
nastavimo na najnizˇji naslov tega podrocˇja.
Da pa bo razvrsˇcˇevalnik lahko izvedel preklop konteksta na to opravilo,
moramo na sklad tega opravila napisati strojni in programski okvir. Pro-
gramski okvir lahko vsebuje poljubne vrednosti, mi jih nastavimo na 0. Pri
strojnem okvirju pa moramo nastaviti programski sˇtevec, statusni register
(PSR) in register s povratnim naslovom. Programski sˇtevec moramo nasta-
viti na funkcijo, ki jo bo izvajalo opravilo. Dobimo jo kot prvi parameter
RTOS task create. PSR nastavimo na privzeto vrednost, register s povra-
tnim naslovom pa nastavimo na funkcijo task exit routine. Ta funkcija
odstavi opravilo iz izvajanja in ga izbriˇse. Ostale registre strojnega okvirja
nastavimo na 0.
Na koncu nadzorni blok uvrstimo sˇe v seznam pripravljenih. Sedaj je
opravilo pripravljeno, da ga izbere razvrsˇcˇevalnik.
Funkcija RTOS task create vrne identifikator ustvarjenega opravila.
Cˇe je pri ustvarjanju opravila priˇslo do napake, vrne -1, kar ni veljaven iden-
tifkator.
3.4.6 Zagon razvrsˇcˇevalnika
Ko smo inicializirali razvrsˇcˇevalnik in ustvarili zˇelena opravila, lahko zazˇenemo
razvrsˇcˇevalnik. Razvrsˇcˇevalnik zazˇenemo s funkcijo RTOS scheduler start.
Zagon razvrsˇcˇevalnika prestavi vrednost scheduler running iz 0 na 1. Ta
vrednost je indikator PendSV prekinitveno servisnem programu, da lahko
zacˇne s preklapljanjem konteksta. Nato funkcija za zagon zahteva menjavo
konteksta, kar povzrocˇi, da se sprozˇi PendSV prekinitev.
Tukaj je razvrsˇcˇevalnik na tocˇki prvega preklopa. Do te tocˇke ni teklo
nobeno opravilo, procesor je uporabljal glavni kazalec na sklad (MSP) in je
bil v priviligiranem nacˇinu. Pred vstopom v prekinitveno servisni program
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PendSV procesor shrani strojni okvir na MSP. Nato PendSV prekinitveno
servisni program shrani programski okvir na PSP, ki trenutno kazˇe na sklad
prvega opravila (tistega s prazno zanko). Razvrsˇcˇevalnik nato izbere opravilo
z najviˇsjo prioriteto in naredi menjavo konteksta. PendSV prekinitveno servi-
sni program potem obnovi programski okvir novega opravila in prestavi pro-
cesor v nepriviligiran nacˇin delovanja. Spremeni sˇe vrednost EXC RETURN,
tako da se bo procesor vrnil v nacˇin Thread in uporabljal PSP. Procesor nato
skocˇi na to vrednost in obnovi sˇe strojni okvir. S tem je opravilo v teku.
3.4.7 Odstranjevanje opravila
Cˇe zˇelimo opravilo izbrisati, poklicˇemo funkcijo RTOS task delete. Brisa-
nje opravila je operacija, ki odstavi opravilo iz izvajanja, cˇe se trenutno iz-
vaja, ga odstrani iz vrste pripravljenih, vrste zakasnjenih opravil in cˇakalnih
vrst pri semaforjih in sporocˇilnih vrstah. Na koncu nastavi stanje v nadzor-
nem bloku na neinicializirano, kar pomeni, da so podatki v njem neveljavni.
Funkcija RTOS task delete kot parameter sprejme identifikator opravila,
ki ga zˇelimo izbrisati. Cˇe kot identifikator podamo 0, bo funkcija izbrisala
trenutno opravilo. Funkcija ni varna za klice iz prekinitveno servisnih pro-
gramov. Za to obstaja varna razlicˇica RTOS task delete fromISR. Od
osnovne funkcije se razlikuje samo v tem, da ne sprejema 0 kot identifika-
tor. V prekinitveno servisnem programu ne vemo katero opravilo trenutno
tecˇe oziroma katero opravilo je bilo prekinjeno, zato v izogib napakam ne
dopusˇcˇamo izbrisa trenutnega opravila.
Trenutno opravilo lahko izbriˇsemo sˇe na en nacˇin. Lahko pustimo, da
se program opravila vrne (angl. return). S tem opravilo skocˇi na povratni
naslov, ki smo ga pri ustvarjanju opravila nastavili na task exit routine.
Ta procedura nato poklicˇe RTOS task delete s parametrom 0, s cˇemer
dosezˇemo isti ucˇinek, kot cˇe bi namesto vrnitve iz opravila na istem mestu
klicali RTOS task delete.
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3.4.8 Ustavitev in nadaljevanje izvajanja opravila
Ko zˇelimo opravilo za nedolocˇen cˇas ustaviti, se odlocˇimo za klic funkcije
RTOS task suspend. Operacija ustavljanja opravila je odvisna od stanja
opravila pred klicem. Ustavljanje trenutnega opravila ali pripravljenega opra-
vila je trivialno. V prvem primeru stanje opravila nastavimo na ustavljeno
in zahtevamo preklop konteksta. V primeru pripravljenega opravila moramo
to opravilo najprej odstraniti iz vrste pripravljenih opravil, nato nastavimo
stanje opravila na ustavljeno.
Pri blokiranem opravilu pa ima razvrsˇcˇevalnik vecˇ dela. Ugotoviti mora,
katero sredstvo blokira opravilo, nato ga mora vzeti iz cˇakalne vrste tega
sredstva. Podatke o sredstvu, ki blokira opravilo razvrsˇcˇevalnik napiˇse v
namensko strukturo v nadzornem bloku opravila. V primeru, da je bilo
opravilo zakasnjeno, v to strukturo napiˇsemo, koliko milisekund bi opravilo
moralo sˇe spati. Cˇe je bilo opravilo blokirano zaradi semaforja ali sporocˇilne
vrste, podatke o sredstvu, ki blokira opravilo, v strukturo zapiˇsemo tik preden
opravilo blokiramo. Pri obeh sredstvih si moramo zapomniti identifikator
semaforja oziroma sporocˇilne vrste. Pri sporocˇilni vrsti si moramo zapomniti
sˇe naslov, kamor naj sporocˇilna vrsta napiˇse sporocˇilo.
Funkcija RTOS task suspend sprejme en parameter, to je identifikator
opravila. Podobno, kot pri odstranjevanju opravila 3.4.7, lahko podamo iden-
tifikator 0, cˇe zˇelimo ustaviti trenutno opravilo. Funkcija RTOS task suspend
ni varna za uporabo v prekinitveno servisnih programih. Za ta namen ob-
staja razlicˇica RTOS task suspend fromISR, ki iz istih razlogov kot pri
odstranjevanju opravila 3.4.7, ne dopusˇcˇa identifikatorja 0.
Nadaljevanje opravila je obratna operacija ustavitvi opravila. Tukaj mo-
ramo spet obravnavati 5 razlicˇnih primerov. Cˇe je bilo opravilo pred ustavi-
tvijo pripravljeno ali se je izvajalo, ga dodamo na seznam pripravljenih. Cˇe
je bilo opravilo blokirano, poklicˇemo ustrezno blokirajocˇo funkcijo:
• V primeru zakasnjenega opravila je to kernel task delay anyTask, ki
ji podamo preostalo sˇtevilo milisekund, ki smo jih shranili v nadzornem
bloku.
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• V primeru semaforja je ta funkcija kernel semaphore take anyTask,
ki ji podamo identifikator semaforja iz nadzornega bloka.
• V primeru sporocˇilne vrste poklicˇemo kernel queue receive anyTask.
Kot prvi parameter ji podamo identifikator vrste, kot drugi pa naslov
kamor naj sporocˇilna vrsta napiˇse sporocˇilo. Oba podatka sta shranjena
v nadzornem bloku.
Zadnji parameter teh treh funkcij je identifikator opravila, ki ga zˇelimo
nadaljevati. Funkcije s pripono anyTask so razsˇiritve funkcij, ki nimajo te
predpone. Razlikujejo se v dodatnem zadnjem parametru - identifikatorju
opravila. Poleg tega te razsˇirjene funkcije niso dostopne izven jedra, tiste
brez pripone pa so dosegljive prek sistemskih klicev. Funkcije brez pripone
oziroma tiste, ki jih klicˇejo preko sistemskih klicev (s predpono RTOS ),
bolj podrobno opiˇsemo v razdelkih 3.5 in 3.6.
3.4.9 Prepusˇcˇanje cˇasovne rezine
Opravilo lahko v primeru, ko nima dela, prepusti cˇasovno rezino drugemu
opravilu. To stori s klicem RTOS task yield. Ta operacija je v osnovi le
zahteva za preklop konteksta. Cˇe obstajajo pripravljena opravila z enako
prioriteto, kot jo ima trenutno, bo po klicu te funkcije razvrsˇcˇevalnik izbral
eno od njih. Cˇe opravilo z enako prioriteto ne obstaja, s tem klicem ne
dosezˇemo nicˇ, ker bo razvrsˇcˇevalnik ponovno izbral isto opravilo.
3.5 Zakasnitev opravila
V vecˇini operacijskih sistemov najdemo nek mehanizem za zakasnitev opravil.
Pri Linuxu je to funkcija sleep(n), ki ustavi izvajanje procesa za n sekund.
Pri FreeRTOS je to vTaskDelay, ki ima podoben ucˇinek kot sleep pri Linux,
vendar tukaj namesto sˇtevila sekund podamo sˇtevilo cˇasovnih rezin.
Odlocˇili smo se implementirati zakasnitev opravila po zgledu FreeRTOS.
Implementirali smo funkcijo RTOS task delay(n), kjer parameter n pove,
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za koliko milisekund naj opravilo zaspi. Ker je dolzˇina cˇasovne rezine v nasˇem
operacijskem sistemu 1 milisekunda, lahko tukaj govorimo tudi o zakasnitvi
za n cˇasovnih rezin.
Mehanizem za zakasnitev se zanasˇa na spremenljivko uwTick. To 32-
bitno spremenljivko povecˇamo za 1 vsakicˇ, ko procesor izvede SysTick preki-
nitveno servisni program, torej vsako milisekundo. Vrednost te spremenljivke
nam pove sˇtevilo milisekund, ki je preteklo od zadnje RESET prekinitve
(od zagona mikrokrmilnika). Funkcija za zakasnitev vzame to vrednost in
ji priˇsteje sˇtevilo milisekund, ki jih dobi kot parameter. Tako smo dobili
cˇasovno tocˇko, ko se mora opravilo zbuditi. To vrednost bi lahko shranili
v nadzorni blok opravila, nato pa bi vsako milisekundo pregledali vse nad-
zorne bloke, cˇe je kateri od njih pripravljen na izvajanje. Namesto tega smo
se odlocˇili, da opravila dajemo v prioritetno vrsto, kjer namesto prioritete
podamo cˇasovno tocˇko bujenja.
Vstavljanje v prioritetno vrsto razvrsti opravila po prioriteti narasˇcˇajocˇe.
V vrsti z zakasnjenimi opravili pa zˇelimo, da so opravila razvrsˇcˇena narasˇcˇajocˇe
po oddaljenosti cˇasovne tocˇke bujenja od trenutne cˇasovne tocˇke (uwTick).
Z drugimi besedami, zˇelimo, da je na prvem mestu vrste opravilo, ki ga mo-
ramo najprej zbuditi. Cˇe bi sˇla spremenljivka uwTick v neskoncˇnost, bi
cˇasovna tocˇka z nizˇjo vrednostjo pomenila tudi manjˇso oddaljenost od trenu-
tne cˇasovne tocˇke. Ker pa so v svetu racˇunalniˇstva sˇtevila navzgor omejena
in prihaja do prelivov, temu ni tako. Zato smo morali implementirati novo
funkcijo za vstavljanje zakasnjenih opravil v prioritetno vrsto. Vstavljanje
opravila deluje po algoritmu prikazanem na izpisu kode 3.9. Opravilo se po
vstavljanju oznacˇi za blokiranega in zahteva se menjava konteksta.
Razvrsˇcˇevalnik nato pred vsakim preklopom konteksta pogleda prvi ele-
ment vrste zakasnjenih opravil. Cˇe je cˇasovna tocˇka bujenja tega opravila
enaka trenutni cˇasovni tocˇki uwTick, opravilo razvrsˇcˇevalnik oznacˇi kot pri-
pravljeno in doda na seznam pripravljenih. Ta postopek razvrsˇcˇevalnik po-
navlja, dokler je v vrsti zakasnjenih opravil opravilo, ki ima tocˇko bujenja
enako trenutni cˇasovni tocˇki.
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FreeRTOS implementacija je tu nekoliko drugacˇna. Namesto ene priori-
tetne vrste FreeRTOS uporablja dve. V eno vstavlja opravila s cˇasovnimi
tocˇkami bujenja, ki se niso prelile, v drugo pa vstavlja opravila s cˇasovnimi
tocˇkami bujenja, ki so se prelile. Razvrsˇcˇevalnik mora tako za bujenje opravil
spremljati le prvo prioritetno vrsto. Ob prelivu sistemskega sˇtevca milisekund
(pri nas uwTick) razvrsˇcˇevalnik kazalca na prioritetni vrsti zamenja. S tem
se FreeRTOS izogne problemu vstavljanja zakasnjenih opravil v prioritetno
vrsto.
Za boljˇso predstavo delovanja algoritma vstavljanja je na sliki 3.8 podan
primer. Tu za lazˇjo predstavo predpostavimo, da se sˇtevec uwTick prelije pri
vrednosti 1024, namesto 232. V vrsto zˇelimo vstaviti element, ki ga moramo
zbuditi cˇez 890 milisekund. uwTick je enak 221, torej moramo novo opravilo
zbuditi v
(221 + 890 mod 1024) = 87
Vemo, da se je cˇasovna tocˇka 87 prelila, ker je manjˇsa od vrednosti uwTick.
Zato lahko preskocˇimo vse elemente, ki imajo vrednost vecˇjo od uwTick in
vrednost 87 primerjamo samo z vrednostmi manjˇsimi od 221. Novi element
tako vstavimo med elementa s cˇasovnima tocˇkama bujenja 34 in 120.
3.6 Medprocesna komunikacija
Pri upravljanju mnogo opravil se nam pogosto pojavi potreba po komunika-
ciji med opravili. V okolju brez operacijskega sistema to obicˇajno resˇujemo z
globalno spremenljivko ali pa globalnim poljem v pomnilniku. S to resˇitvijo
pri manjˇsih projektih ni nicˇ narobe, z rastjo sˇtevila opravil pa se povecˇuje
nepreglednost kode in s tem tudi sˇtevilo napak. Poleg tega lahko pri vecˇ
opravilih, ki dostopajo do istega vira (spremenljivke ali polja), pride do tve-
ganega stanja (angl. race condition). Zato smo se v nasˇem projektu odlocˇili
implementirati sporocˇilne vrste in semaforje.
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Slika 3.8: Vstavljanje zakasnjenega opravila v prioritetni seznam.
3.6.1 Sporocˇilne vrste
Sporocˇilne vrste so podatkovne strukture, ki omogocˇajo posˇiljanje sporocˇil
med opravili. Pomnilniˇski prostor za sporocˇilne vrste rezerviramo v cˇasu
prevajanja. V nasˇi implementaciji lahko ustvarimo do 16 sporocˇilnih vrst,
kjer vsaka lahko drzˇi 2048 bajtov. Sˇtevilo vrst lahko uporabnik spreminja
s spreminjanjem konstante N QUEUES, velikost vrste pa s spreminjanjem
konstante QUEUE SIZE BYTES.
Sporocˇilno vrsto smo implementirali kot krozˇni seznam (angl. ring bu-
ffer ali queue) [17] v teh 2048 bajtih. Za implementacijo krozˇnega seznama
potrebujemo dva kazalca. Eden kazˇe na zacˇetek vrste, od koder jemljemo
sporocˇila. Temu kazalcu recˇemo glava vrste. Drugi pa kazˇe na konec vr-
ste, kamor posˇiljamo sporocˇila. Temu kazalcu recˇemo rep vrste. Bolj na-
tancˇno, glava kazˇe na prvo sporocˇilo, rep pa na prvo prosto mesto za zadnjim
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novi = element, ki ga zelimo vstaviti
stari = prvi element v vrsti
n = casovna tocka bujenja elementa novi
s = casovna tocka bujenja elementa stari
uwTick = trenutna casovna tocka
while(stari != NULL) {
if(uwTick > n) {
// casovna tocka bujenja novega se je prelila
if(s < uwTick) {
// n in s sta se prelila, lahko ju primerjamo
if(n < s) {
vstavi element na mesto stari;
break;
}
}
}
else {
// n in s se nista prelila, lahko jih primerjamo
if(n < s) {
vstavi element;
break;
}
}
stari = stari.naslednji;
}
Slika 3.9: Algoritem za vstavljanje zakasnjenega opravila v prioritetno vrsto.
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sporocˇilom. Vendar pa samo z dvema kazalcema naletimo na problem. Ne
znamo razlikovati med vrsto, ki je prazna in vrsto, ki je polna. Namrecˇ oba
kazalca v teh dveh primerih kazˇeta na isto mesto. V izogib temu problemu
tukaj uporabimo sˇtevec sporocˇil, ki so trenutno v vrsti.
Sporocˇilno vrsto moramo pred uporabo najprej ustvariti. To storimo s
klicem RTOS queue create. Sporocˇilna vrsta lahko hrani sporocˇila po-
ljubnega tipa in velikosti, zato moramo funkciji RTOS queue create po-
dati velikost sporocˇila v bajtih. Funkcija za ustvarjanje nove sporocˇilne vrste
najde prost blok v predhodno rezerviranem pomnilniku, kjer inicializira nad-
zorno strukturo za sprocˇilno vrsto in prioritetno vrsto za blokirana opravila.
Iz velikosti sporocˇila izracˇuna, koliko sporocˇil lahko drzˇi v vrsti po formuli:
QUEUE SIZE BYTES / velikost sporocˇila. Funkcija vrne identifikator
sporocˇilne vrste oziroma -1, cˇe je ni mogla ustvariti.
Brisanje sporocˇilne vrste izvedemo s klicem funkcije RTOS queue delete.
Funkcija pricˇakuje identifikator vrste kot parameter. Operacija brisanja samo
sprosti blok pomnilnika rezerviran za to vrsto.
Sporocˇilna vrsta za interakcijo podpira dve osnovni operaciji - jemanje
sporocˇil iz vrste in posˇiljanje sporocˇil v vrsto. Opravilo, ki zˇeli komunicirati
z drugim opravilom, posˇlje sporocˇilo v sporocˇilno vrsto. To stori s klicem
funkcije RTOS queue send. Ta funkcija sprejme dva parametra, prvi je
identifikator sporocˇilne vrste, z drugim pa podamo kazalec na sporocˇilo, ki ga
zˇelimo uvrstiti v vrsto. Funkcija za posˇiljanje sporocˇil v vrsto najprej preveri,
cˇe je vrsta polna. Cˇe je, mora prvo sporocˇilo odstraniti iz vrste. To naredi s
premikom glave za eno mesto naprej. Sedaj lahko funkcija prepiˇse sporocˇilo
iz kazalca, ki ga dobi v parametru, na mesto kamor kazˇe rep. Rep nato pre-
makne eno mesto naprej. Cˇe je v cˇakalni vrsti opravil kaksˇno opravilo, ga
vzame iz cˇakalne vrste in prepiˇse sporocˇilo na naslov, ki ga je cˇakajocˇe opra-
vilo podalo pri klicu funkcije RTOS queue receive. S tem opravilo ni vecˇ
blokirano in se oznacˇi za pripravljenega. Cˇe ima novo opravilo viˇsjo prioriteto
od trenutnega, zahtevamo preklop konteksta. Primer posˇiljanja sporocˇila v
vrsto je prikazan na sliki 3.10. V vrsto z identifikatorjem 3 opravilo posˇlje
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sporocˇilo, ki se nahaja na pomnilniˇskem naslovu, kamor kazˇe kazalec. To
sporocˇilo vrsta napiˇse na mesto, kamor kazˇe rep in premakne rep eno mesto
naprej.
Za razliko od FreeRTOS implementacije, posˇiljanje v vrsto v nasˇi imple-
mentaciji ni blokirajocˇ klic. FreeRTOS starih sporocˇil ne briˇse, cˇe je vrsta
polna, temvecˇ opravilo blokira, dokler se v vrsti ne pojavi prazno mesto.
Jemanje sporocˇil iz vrste izvrsˇimo s klicem RTOS queue receive. Ta
funkcija sprejme dva parametra - identifikator vrste in naslov, kamor naj
vrsta napiˇse sporocˇilo. Za razliko od funkcije za posˇiljanje, je ta blokirajocˇa.
Cˇe opravilo zˇeli vzeti sporocˇilo iz vrste, ki je prazna, bo to opravilo funkcija
blokirala. Sporocˇilna vrsta uvrsti tako opravilo na seznam cˇakajocˇih, zraven
zapiˇsemo tudi naslov, ki ga dobimo v drugem parametru. Tukaj v nadzorni
blok opravila zapiˇsemo sˇe podatke o sredstvu, ki blokira opravilo. Zapiˇsemo
tri vrednosti:
1. katero sredstvo je blokiralo opravilo - vrsta,
2. identifikator vrste,
3. naslov, kamor naj vrsta napiˇse sporocˇilo (drugi parameter funkcije).
Te podatke potrebujemo pri zaustavitvi opravila RTOS task suspend. Na
koncu opravilo oznacˇimo za blokirano in zahtevamo menjavo konteksta. V
primeru da vrsta ni prazna, ko opravilo iz nje zˇeli vzeti sporocˇilo, vrsta eno-
stavno prepiˇse sporocˇilo iz glave na naslov, ki ga poda opravilo, in premakne
glavo naprej. Na sliki 3.11 je prikazan primer prejemanja sporocˇila iz vrste.
Iz sporocˇilne vrste z identifikatorjem 3 opravilo zˇeli vzeti sporocˇilo. Kot para-
meter pri klicu funkcije RTOS queue receive opravilo posˇlje pomnilniˇski
prostor, kamor naj vrsta napiˇse sporocˇilo. Vrsta nato napiˇse sporocˇilo iz
glave na to mesto, glavo pa premakne za eno mesto naprej.
Za jemanje in posˇiljanje sporocˇil v sporocˇilno vrsto smo implementirali
tudi posebni funkciji za klice iz prekinitveno servisnih programov. Razlika
med temi funkcijami in navadnimi je, da te funkcije ne blokirajo klicatelja.
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Slika 3.10: Posˇiljanje sporocˇila v sporocˇilno vrsto.
Problem pri klicanju blokirajocˇih funkcij iz prekinitveno servisnih programov
je, da funkcija ne zna blokirati prekinitveno servisnega programa. Namrecˇ
prekinitveno servisni programi delujejo neodvisno od operacijskega sistema
in jih ne moremo blokirati. Ker funkcija za dodajanje sporocˇil zˇe v osnovi ni
blokirajocˇa, njena razlicˇica za klice iz prekinitveno servisnih podprogramov
enostavno klicˇe osnovno funkcijo. Funkcijo, ki jemlje sporocˇila iz vrste, smo
morali prepisati v neblokirajocˇo. Ta funkcija takoj vrne sporocˇilo ali pa
napako, cˇe je prazna. Funkcije za klice iz prekinitveno servisnih programov
imajo pripono fromISR.
3.6.2 Semaforji
Semaforji so bolj preprost nacˇin komunikacije med opravili od sporocˇilnih
vrst. V osnovi je semafor ena celosˇtevilska spremenljivka, do katere dostopi
pa morajo biti atomarni. Pri semaforju imamo dve osnovni operaciji - jema-
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Slika 3.11: Jemanje sporocˇila iz sporocˇilne vrste.
nje semaforja in vracˇanje semaforja. Jemanje semaforja je odsˇtevanje vre-
dnosti semaforja za 1, cˇe ima semafor vrednost vecˇjo od 0. Cˇe ima vrednost
0, bo semafor pri operaciji jemanja blokiral klicatelja. Vracˇanje semaforja je
priˇstevanje vrednost 1 semaforju in za razliko od jemanja ni blokirajocˇa ope-
racija. Semaforji so uporabni za sinhronizacijo dveh ali vecˇ opravil, s cˇimer
mislimo, da se vsa opravila v dolocˇeni tocˇki programa pocˇakajo.
Klasicˇen primer uporabe semaforjev je, ko imamo n procesov, ki zˇelijo
uporabljati nek vir, ki ga lahko naenkrat uporablja samo k procesov. V
primeru da je k vecˇji ali enak n nimamo tezˇav. Cˇe pa je k manjˇsi od n,
moramo belezˇiti, koliko procesov sˇe lahko uporablja ta vir. Semafor v tem
primeru nastavimo na vrednost k, nato pa vsak proces, ki zˇeli dostop do
vira, vzame semafor preden zacˇne uporabljati vir in ga vrne, ko ga neha
uporabljati. Prvih k procesov bo vir dobilo, ostali procesi pa bodo blokirani
dokler se vir ne sprosti.
Kot poseben primer semaforja lahko obravnavamo binarni semafor, ki
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lahko zavzame vrednost 0 ali 1. Ta nam pride prav v primeru, ko zˇelimo
narediti kriticˇni odsek.
Tako kot pri sporocˇilnih vrstah, tudi tukaj pomnilnik za semaforje rezer-
viramo vnaprej. Ustvarimo lahko do 16 semaforjev. S spremembo konstante
N SEMAPHORES lahko to vrednost programer nastavlja po zˇelji.
Za implementacijo semaforja smo uporabili navadno celosˇtevilsko spre-
menljivko. Da so semaforji atomarni poskrbimo tako, da uporabnik do njih
dostopa izkljucˇno preko sistemskih klicev. Za ustvarjanje semaforja obstajata
dve funkciji, RTOS semaphore create binary, ki ustvari binarni semafor
in RTOS semaphore create counting, ki ustvari sˇtevni semafor. Druga
funkcija sprejme en parameter, maksimalno vrednost, ki jo lahko zavzame
semafor. Prva funkcija tega parametra ne potrebuje. Obe funkciji najdeta
prost blok v prej rezerviranem pomnilniku, kjer inicializirata semafor. Ini-
cializacija nastavi vrednost semaforja na maksimalno vrednost in inicializira
prioritetno vrsto cˇakajocˇih opravil. Klicatelju vrne identifikator semaforja.
Semafor briˇsemo s klicem funkcije RTOS semaphore delete. Ta funk-
cija kot parameter sprejme identifikator semaforja, ki ga zˇelimo izbrisati.
Brisanje semaforja enostavno dealocira blok pomnilnika, ki ga je semafor
uporabljal.
Opravilo vzame semafor s klicem funkcije RTOS semaphore take. Ta
funkcija semaforju odsˇteje 1, cˇe ima vrednost vecˇjo od 0, sicer blokira opra-
vilo. Funkcija opravilo doda v vrsto cˇakajocˇih, izpolniti pa moramo sˇe po-
datke o sredstvu, ki blokira opravilo. Ti se nahajajo v nadzornem bloku
opravila. Vpisati moramo dva podatka:
1. katero sredstvo je blokiralo opravilo - semafor,
2. identifikator semaforja.
Te podatke potrebujemo pri zaustavitvi opravila RTOS task suspend. Na
koncu opravilo oznacˇimo za blokirano in zahtevamo menjavo konteksta.
Semafor vrnemo s klicem funkcije RTOS semaphore give. Funkcija
sprejme identifikator semaforja kot parameter. Funkcija za vracˇanje sema-
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forja najprej preveri, cˇe je kaksˇno opravilo, ki cˇaka na semafor. Cˇe je, opravilo
vzame iz seznama cˇakajocˇih in ga oznacˇi za pripravljenega. V primeru, da
ima opravilo viˇsjo prioriteto od trenutnega, zahteva menjavo konteksta. Cˇe
je vrsta cˇakajocˇih opravil prazna, semaforju priˇsteje 1. Tukaj preveri sˇe, da
semafor nima viˇsje vrednosti od maksimalne. Cˇe jo ima, vrednost nastavi na
maksimalno.
Tako kot pri sporocˇilnih vrstah, imamo tudi tukaj razlicˇice funkcij za
upravljanje s semaforji, ki so namenjene za klice iz prekinitveno servisnih
programov. To so istoimenske funkcije z dodano pripono fromISR. Funk-
cija za vracˇanje semaforja je zˇe sama po sebi neblokirajocˇa, zato moramo
v neblokirajocˇo razlicˇico prevesti le jemanje semaforja. Ta razlicˇica vzame
semafor, cˇe je vrednost vecˇja od 0, cˇe ne vrne napako.
Na slikah 3.12 in 3.13 sta prikazani operaciji jemanja in vracˇanja sema-
forja. V primeru jemanja semaforja (slika 3.12) ima semafor vrednost 0. Zato
jedro trenutno opravilo blokira, ga doda med cˇakajocˇe in v nadzornem bloku
trenutnega opravila izpolni podatke od sredstvu, ki ga blokira. Pri operaciji
vracˇanja semaforja (slika 3.13) pa opravila cˇakajo v vrsti cˇakajocˇih. Zato
takoj po prejemu semaforja jedro vzame prvo cˇakajocˇe opravilo. Ker ima na
sliki 3.13 to opravilo viˇsjo prioriteto od trenutnega, ga jedro da v izvajanje.
3.7 Dinamicˇno dodeljevanje pomnilnika
Dinamicˇno dodeljevanje pomnilnika je v kontekstu vgrajenih sistemov vprasˇljivo.
Vgrajeni sistemi imajo obicˇajno zelo omejeno kolicˇino pomnilnika. Ponavadi
se giblje med nekaj kilobajti ali nekaj megabajti. V sistemih, ki imajo malo
pomnilnika nam je vsak bajt pomemben, zato fragmentacija, ki jo s sabo
prinese dinamicˇno dodeljevanje pomnilnika, ni dobrodosˇla. Poleg tega pa pri
vgrajenih sistemih zˇe pri razvoju sistema vemo kateri programi bodo tekli
na njem in s tem tudi koliko pomnilnika bomo potrebovali. Torej lahko ves
pomnilnik zˇe rezerviramo v cˇasu prevajanja.
Pa vendar smo se za nasˇ operacijski sistem vseeno odlocˇili implementirati
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Slika 3.12: Operacija jemanja semaforja, ko ima vrednost 0.
dinamicˇno dodeljevanje pomnilnika. Odlocˇitev izhaja zgolj iz zanimanja za
algoritma malloc in free, po katerih smo naredili tudi nasˇo implementacijo.
Algoritma smo povzeli po malloc in free opisanih v knjigi The C programming
language [18].
Najprej smo rezervirali pomnilnik velikosti 20 kilobajtov. Nato smo nare-
dili strukturo, ki ji bomo rekli zaglavje prostega bloka. Ta struktura vsebuje
velikost bloka in kazalec na naslednje zaglavje prostega bloka. Na zacˇetku
rezerviranega pomnilnika smo inicializirali eno zaglavje, ki kazˇe samo nase,
velikost pa je 20 kB. S tem je inicializirana kopica, ki je v osnovi povezan
krozˇni seznam prostih blokov.
Funkcija RTOS mem alloc sprejme en parameter, to je velikost bloka
v bajtih, ki ga klicatelj zˇeli rezervirati. Osnovna enota nasˇe kopice je eno
zaglavje, ki je veliko 16 bajtov. Zato moramo te bajte pretvoriti v sˇtevilo za-
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Slika 3.13: Operacija vracˇanja semaforja, ko nanj cˇakajo opravila.
glavij, ki jih potrebujemo. Sˇtevilo potrebnih zaglavij izracˇunamo po formuli:
stZaglavij = (stBajtov + sizeof(zaglavje)− 1)/sizeof(zaglavje) + 1
Tukaj uposˇtevamo tudi zacˇetno zaglavje bloka. kernel mem alloc (funk-
cija v jedru) gre nato cˇez celoten seznam in ko najde blok, ki ima dovolj
prostora, vrne kazalec na ta blok. Tukaj moramo bolj natancˇno obravnavati
dva scenarija:
Blok, ki ga je algoritem nasˇel, je ravno prav velik V tem primeru eno-
stavno odstranimo zaglavje tega bloka iz seznama prostih.
Blok, ki ga je algoritem nasˇel, je vecˇji, kot potrebujemo V tem pri-
meru moramo blok deliti na dva dela. Na koncu bloka alociramo stZa-
glavij prostora, sedaj na prvo mesto alociranega prostora postavimo
zaglavje, ki ima velikost stZaglavij in ne kazˇe nikamor, saj je zaseden.
Seznam prostih tukaj ostane nespremenjen. Popraviti moramo le sˇe
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velikost v zaglavju prvotnega bloka. Torej od velikosti prvotnega bloka
moramo odsˇteti stZaglavij.
Kazalec, ki ga vrne kernel mem alloc, kazˇe na blok brez zaglavja, kar
je 16 bajtov za zaglavjem. Zaglavje mora ostati nedotaknjeno, zato je po-
membno, da uporabnik ne piˇse izven rezerviranega prostora.
Sprosˇcˇanje prostora izvedemo s funkcijo RTOS mem free, ki sprejme
en parameter. Ta parameter je kazalec na blok, ki ga zˇelimo sprostiti. ker-
nel mem free pricˇakuje zaglavje na naslovu 16 bajtov pred tem blokom.
Cˇe je uporabnik zaglavje prepisal, celotna kopica ni vecˇ zanesljiva.
kernel mem free iterira cˇez seznam prostih blokov, dokler ne pride do
dveh zaporednih blokov, od katerih ima prvi manjˇsi naslov, drugi pa vecˇji
naslov od tistega, ki ga zˇelimo sprostiti. Sedaj lahko zaglavje nasˇega bloka
enostavno dodamo med ta dva bloka v seznam prostih blokov. Ampak s tem
ustvarimo majhne proste bloke, oziroma povzrocˇamo fragmentacijo. Zato
optimiziramo in poskusˇamo zdruzˇiti z desnim blokom. Cˇe sta zadnji kos sre-
dnjega bloka in zaglavje desnega bloka sosednja, potem lahko desni blok od-
stranimo iz seznama prostih. Njegovo velikost priˇstejemo velikosti srednjega
bloka, kazalec na naslednji prosti blok desnega pa prepiˇsemo v kazalec sre-
dnjega. Poskusimo sˇe z levim blokom. Cˇe sta zadnji kos levega bloka in
zaglavje srednjega bloka sosednja, potem lahko iz seznama prostih odstra-
nimo srednji blok. Velikost srednjega bloka priˇstejemo velikosti levega bloka
in vzamemo kazalec srednjega bloka, ki ga prepiˇsemo v kazalec levega bloka.
Cˇe so bili vsi pogoji izpolnjeni smo iz treh blokov naredili en vecˇji blok.
Poglavje 4
Vrednotenje resˇitve in
primerjava s FreeRTOS
Za preverjanje delovanja operacijskega sistema smo najprej napisali krajˇsi
testni program, ki uporablja vecˇino funkcij operacijskega sistema. Testni
program smo zasnovali po programih iz vaj [6] [7] pri predmetu Organizacija
racˇunalniˇskih sistemov [8]. Operacijski sistem smo se odlocˇili sˇe primerjati
s FreeRTOS. Primerjali smo velikost in relativno hitrost obeh operacijskih
sistemov.
4.1 Krajˇsi test operacijskega sistema
Test, ki smo ga zasnovali, preko pospesˇkometra meri naklon razvojne plosˇcˇe in
to prikazˇe na LED diodah. Do pospesˇkometra na razvojni plosˇcˇi dostopamo
preko protokola SPI. Iz popesˇkometra beremo naklon v X in v Y smeri, ki jih
dobimo kot dve 7-bitni predznacˇeni sˇtevili. S poskusˇanjem smo nato dolocˇili
prag, pri kateri se prizˇge dolocˇena LED dioda. S tem smo nasˇo razvojno
plosˇcˇo spremenili v digitalno vodno tehtnico. To je osnovni program iz vaj
[6] predmeta Organizacija racˇunalniˇskih sistemov.
Za testiranje nasˇega operacijskega sistema smo prepisali ta program, tako
da uporablja funkcije operacijskega sistema. Najprej smo razdelili posamezne
43
44 Peter Hrovat
Slika 4.1: Ilustracija opravil pri testiranju delovanja operacijskega sistema.
funkcije programa na opravila. Ilustracija teh opravil je vidna na sliki 4.1.
Prvo opravilo bere vrednosti naklona v X in Y smeri iz SPI in jih shranjuje
v polje velikosti 1024. Ko je polje polno, ga posˇlje v sporocˇilno vrsto Q.
Opravilo 1 se nato ustavi za nedolocˇen cˇas. S tem razvrsˇcˇevalnik obudi
opravilo 3, ki je bilo do sedaj blokirano zaradi sporocˇilne vrste. Opravilo 3
prebere polje vrednosti X in Y in izracˇuna povprecˇno vrednost X in povprecˇno
vrednost Y. Cˇe je vrednost X nad pragom, prizˇge dolocˇeno LED diodo. Enako
velja za vrednost Y. Prekinitveno servisni program za SPI se prozˇi, ko sta
vrednost X in Y v pospesˇkometru pripravljeni za branje. Ta prekinitveno
servisni program obudi opravilo 1. S tem smo implementirali vodno tehtnico.
Kot dodatek, smo se odlocˇili implementirati sˇe krozˇno utripanje LED
diod ob pritisku gumba. Gumb na razvojni plosˇcˇi prozˇi prekinitve, ki jih
servisiramo v prekinitveno servisnem programu za gumb. Ta vrne semafor S,
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na katerega cˇaka opravilo 2. To opravilo vzame semafor in ustvari opravilo
4. Opravilo 2 nato zaspi za 5 sekund, medtem pa tecˇe opravilo 4, ki krozˇno
prizˇiga LED diode. Ko se opravilo 2 zbudi, odstrani opravilo 4, nato pa
spet zˇeli vzeti semafor, ki ga ne dobi, dokler se ponovno ne pritisne gumb.
Opravili 2 in 4 imata viˇsjo prioriteto od opravil 1 in 3, zato pritisk gumba
vedno prekine izvajanje vodne tehtnice.
S tem smo naredili vodno tehtnico z dodatkom krozˇnega utripanja LED
diod ob pritisku na gumb. Tukaj smo uporabili vse funkcije, ki jih ponuja
operacijski sistem, z izjemo prepusˇcˇanja cˇasovne rezine (RTOS task yield).
Uporabili smo celo dinamicˇno dodeljevanja pomnilnika za alokacijo polja,
kamor opravilo 1 shranjuje vrednosti X in Y.
4.2 Primerjava s FreeRTOS
V tem razdelku je predstavimo primerjavo nasˇega operacijskega sistema s
FreeRTOS. Primerjali smo velikost kode in hitrost izvajanja.
4.2.1 Primerjava velikosti
Pri vgrajenih sistemih imamo malo pomnilnika, zato stremimo k temu, da
bi bila velikost prevedene kode cˇim manjˇsa. Primerjavo velikosti preve-
dene kode smo naredili s pomocˇjo orodij v integriranem razvojnem oko-
lju STM32CubeIDE. STM32CubeIDE nam po prevajanju programa ponudi
okno, v katerem piˇse, koliko pomnilnika bo prevedena koda zasedla. Pove
nam zasedenost glavnega pomnilnika in brzinske zunanje shrambe. Nas za-
nima predvsem zasedenost brzinskega pomnilnika, saj se vsa prevedena koda
shrani vanj.
Da je primerjava pravicˇna, smo pri obeh operacijskih sistemih izmerili
samo velikost operacijskega sistema samega brez STMovih knjizˇnic. Ker pa
brez teh knjizˇnic ne moremo prevesti ne enega, ne drugega operacijskega
sistema, smo morali velikost knjizˇnic odsˇteti od velikosti celotnega projekta.
Velikost knjizˇnic smo izmerili, tako da smo v okolju STM32CubeIDE naredili
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velikost nasˇega operacijskega sistema 4,8kB
velikost FreeRTOS 4,1kB
velikost STMjevih knjizˇnic 8,8kB
Tabela 4.1: Primerjava velikosti prevedene kode.
prazen projekt. Vsak projekt, ki ga ustvarimo v STM32CubeIDE zˇe vsebuje
knjizˇnice. Nato smo ta projekt prevedli in odcˇitali velikost prevedene kode.
To velikost smo odsˇteli od velikosti celotnega nasˇega projekta. Tako smo
dobili velikost nasˇega operacijskega sistema. Za velikost FreeRTOS opera-
cijskega sistema smo pravtako ustvarili prazen projekt, ki smo mu dodali
FreeRTOS. Nato smo po enakem postopku priˇsli sˇe do velikosti FreeRTOS.
Izracˇunane velikosti so prikazane v tabeli 4.1.
Izkazˇe se, da je koda FreeRTOS manjˇsa od nasˇe za 0,7 kB, kljub temu,
da FreeRTOS ponuja vecˇ funkcij.
4.2.2 Primerjava hitrosti
Za primerjavo hitrosti operacijskih sistemov smo se po vzoru [19] posluzˇili
primerjalnega testa zmogljivosti Thread-Metric. Thread-Metric je produkt
podjetja Express Logic [3], stvariteljev operacijskega sistema ThreadX [12].
Od leta 2019 je podjetje pod vodstvom Microsofta. Thread-Metric je pri-
merjalni test zmogljivosti (angl. benchmark) namenjen izkljucˇno testiranju
RTOS operacijskih sistemov. Test je dostopen na uradni strani [15], ven-
dar se moramo za prenos registrirati. Mi smo ga dobili na spletnem portalu
GitHub [10], kjer ga je stvaritelj projekta uporabil za podoben namen.
Thread-Metric je skupek 8 testov, ki testirajo razlicˇne aspekte opera-
cijskega sistema tipa RTOS. Test meri sˇtevilo dogodkov, ki jih operacijski
sistem zmore sprocesirati v dolocˇenem cˇasovnem okvirju. Privzeto se test
izvaja 30 sekund.
Da bo test pripravljen za uporabo, moramo prej napisati prilagoditveni
sloj za klice funkcij izbranega operacijskega sistema. Predloga za prilagodi-
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tveni sloj nam je zˇe dana v datoteki tm porting layer.c. Datoteko samo
sˇe izpolnimo s klici funkcij za nasˇ operacijski sistem in naredimo sˇe eno za
FreeRTOS. Sedaj lahko zacˇnemo s testiranjem. V naslednjih nekaj razdelkih
opiˇsemo potek in velicˇino, ki jo meri posamezen test.
Osnovni test procesiranja
Prvi test ustvari eno opravilo, ki izvaja operaciji sesˇtevanje in ekskluzivni
ali nad vsakim elementom polja 1024 celih sˇtevil. Pri tem testu sˇtejemo,
kolikokrat pride opravilo cˇez celotno polje. Ta vrednost nam pove kako hiter
je procesor. Cˇe primerjamo operacijski sistem na vecˇih razvojnih plosˇcˇah,
moramo rezultate ostalih testov normalizirati glede na to vrednost.
Test sodelovalnega razvrsˇcˇanja
Sodelovalno razvrsˇcˇanje je nacˇin razvrsˇcˇanja, pri katerem operacijski sistem
nikoli ne prekine opravila. Opravila morajo sama predati cˇasovno rezino. Ta
test simulira tak tip razvrsˇcˇevalnika. Test naredi 5 opravil z enako prioriteto,
kjer vsako opravilo povecˇa svoj sˇtevec za 1 in nato preda cˇasovno rezino
drugemu opravilu. Na koncu test te sˇtevce sesˇteje in dobimo rezultat. S tem
testom merimo hitrost preklapljanja opravil.
Test predkupnega razvrsˇcˇanja
Ta test naredi 5 opravil, vsako z drugacˇno prioriteto. Na zacˇetku so vsa
opravila, razen tisto z najnizˇjo prioriteto, ustavljena. Vsa opravila izvajajo
enako funkcijo - povecˇajo svoj sˇtevec za 1 in zbudijo opravilo z naslednjo
najmanjˇso prioriteto. Vsa opravila, razen tistega z najmanjˇso prioriteto, se
po teh dveh operacijah ustavijo. Tako se najprej izvaja opravilo z najmanjˇso
prioriteto, nato opravilo z naslednjo najmanjˇso in tako dalje, dokler ne pri-
demo do opravila z najviˇsjo prioriteto. To opravilo sedaj ne zbudi nobenega
opravila in se ustavi. Tako se ustavljajo vsa opravila, dokler ne pridemo do
tistega z najmanjˇso prioriteto, ki cikel ponovi. Na koncu test sˇtevce vseh
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opravil sesˇteje v rezultat testa. S tem testom merimo hitrost predkupnega
razvrsˇcˇanja.
Test procesiranja prekinitev
Ta test naredi eno opravilo, ki prozˇi prekinitev in cˇaka na semafor. Preki-
nitveno servisni program za to prekinitev nato svojemu sˇtevcu priˇsteje 1 in
sprosti semafor. S tem razvrsˇcˇevalnik odblokira opravilo, ki ponovno prozˇi
prekinitev. Sˇtevec v tem testu meri, koliko prekinitev je procesor servisiral.
Namen tega testa je merjenje hitrosti servisiranja prekinitev.
Za ta test smo morali narediti manjˇso modifikacijo kode. Test za svoje
izvajanje potrebuje programsko prozˇeno prekinitev. V Cortex-M4 arhitekturi
so programsko prozˇene prekinitve samo SVCall, SysTick, PendSV in NMI
(non maskable interrupt). Problem je, da so za potrebe operacijskega sistema
te prekinitve zˇe vse zasedene. Tukaj je izjema prekinitev NMI, ki pa ni
primerna za to nalogo, saj ima najviˇsjo prioriteto (0). Zato smo vzeli zunanjo
prekinitev EXTI4, ki pa jo v prekinitvenem krmilniku (NVIC) programsko
prozˇimo.
Test procesiranja prekinitev in predkupnega razvrsˇcˇanja
Test ustvari dve opravili z razlicˇnima prioritetama. Opravilo z viˇsjo prioriteto
je na zacˇetku ustavljeno. Opravilo z nizˇjo prioriteto sprozˇi prekinitev, na
katero se odzove prekinitveno servisni program, ki zbudi opravilo z viˇsjo
prioriteto. To opravilo nato povecˇa svoj sˇtevec in se ponovno ustavi. Za
tem se spet izvaja prvo opravilo, ki pravtako povecˇa svoj sˇtevec in spet prozˇi
prekinitev. Sˇtevca obeh opravil na koncu sesˇtejemo in dobimo rezultat testa.
S tem testom merimo hitrost preklapljanja med prekinitvami v kombinaciji
s preklapljanjem med opravili.
Test procesiranja sporocˇil
V tem testu se ustvari eno opravilo, ki uporablja sporocˇilno vrsto. Opravilo
v zanki posˇlilja 16 bajtno sporocˇilo v sporocˇilno vrsto in nato sprejema isto
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nasˇ operacijski sistem [ciklov/30s] FreeRTOS [ciklov/30s]
osnovni test procesiranja 20462 21119
test sodelovalnega razvrsˇcˇanja 449996 328666
test predkupnega razvrsˇcˇanja 285905 2661143
test procesiranja prekinitev 634144 1118364
test procesiranja prekinitev in predkupnega razvrsˇcˇanja 209999 1919996
test procesiranja sporocˇil 329894 765093
test mehanizma za sinhronizacijo 847889 1226166
test alokacije dinamicˇnega pomnilnika 902566 781442
Tabela 4.2: Rezultati testiranja hitrosti operacijskih sistemov.
sporocˇilo iz vrste. Ko sporocˇilo prejme, opravilo povecˇa svoj sˇtevec. Ta
sˇtevec je rezultat testa, meri pa hitrost prenasˇanja sporocˇil v sporocˇilni vrsti.
Test mehanizma za sinhronizacijo
Ta test ustvari eno opravilo, ki v zanki vzame semafor in ga takoj tudi vrne.
Opravilo povecˇa sˇtevec, potem ko vrne semafor. Sˇtevec nam pove, kolikokrat
je opravilo uspelo vzeti in vrniti semafor. S tem testom merimo hitrost
mehanizma za sinhronizacijo oziroma hitrost semaforjev.
Test dinamicˇne alokacije pomnilnika
Ta test naredi eno opravilo, ki alocira 128 bajtov pomnilnika in ga takoj
sprosti, nato pa inkrementira svoj sˇtevec. Sˇtevec meri, kolikokrat je opravilo
alociralo in sprostilo kos pomnilnika. S tem testom merimo hitrost meha-
nizma za dinamicˇno dodeljevanje in sprosˇcˇanje pomnilnika.
Rezultati testov
Rezultati vseh 8 testov so prikazani v tabeli 4.2.
V osnovnem testu je FreeRTOS hitrejˇsi za 3%, kar pomeni, da ima ver-
jetno rahlo hitrejˇsi algoritem za preklop konteksta.
V sodelovalnem razvrsˇcˇanju se je nasˇ operacijski sistem odrezal bolje od
FreeRTOS za 37%. Tukaj nam razlog za tako veliko razliko ni znan, saj
funkcija, ki preda cˇasovno rezino, pri obeh operacijskih sistemih naredi le
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menjavo konteksta. Mogocˇe je pri nasˇem operacijskem sistemu izbira nasle-
dnjega opravila za izvajanje hitrejˇsa od FreeRTOS v primeru, ko imajo vsa
opravila enako prioriteto.
Pri testu predkupnega razvrsˇcˇanja je FreeRTOS 9-krat hitrejˇsi od nasˇega
operacijskega sistema. Tu se pokazˇejo mnoga leta razvoja, ki so sˇla v FreeR-
TOS.
V testu prekinitev je FreeRTOS hitrejˇsi za 76%. Test prekinitev uporablja
semaforje, zaradi katerih je nasˇ operacijski sistem gotovo pocˇasnejˇsi.
V testu prekinitev in predkupnega razvrsˇcˇanja je FreeRTOS spet hitrejˇsi
za 9-krat. Tukaj se spet izkazˇe mnogo hitrejˇsi predkupni razvrsˇcˇevalnik Fre-
eRTOS.
Pri testu procesiranja sporocˇil je FreeRTOS hitrejˇsi za 130%, pri testu me-
hanizma za sinhronizacijo pa za 45%. Ta razlika se je najverjetneje pojavila
zaradi uporabe sistemskih klicev pri nasˇem operacijskem sistemu. FreeRTOS
pusti opravilom do semaforjev in sporocˇilnih vrst dostopati direktno.
Pri testu za dinamicˇno alociranje in sprosˇcˇanje pomnilnika je nasˇ opera-
cijski sistem hitrejˇsi za 15%. Tukaj sumimo, da FreeRTOS pri alokaciji in
sprosˇcˇanju izvaja sˇe dodatne optimizacije, da varcˇuje s pomnilnikom. Verje-
tno ima boljˇsi algoritem za iskanje primernega bloka pomnilnika od nasˇega,
ki vedno alocira prvi dovolj velik blok (algoritem first fit).
Ugotovili smo, da je FreeRTOS v povprecˇju precej hitrejˇsi od nasˇega
operacijskega sistema, kar je razumljivo glede na cˇas, ki je bil vlozˇen vanj.
Presenetil nas je edino pri sodelovalnem razvrsˇcˇanju. Zanimivo nam je tudi,
da je pri testih, ki testirajo predkupno razvrsˇcˇanje, toliko hitrejˇsi. Zagotovo
je nasˇ sistem pocˇasnejˇsi zaradi sistemskih klicev in neoptimiziranosti , vendar
nismo mislili, da bo priˇslo do take razlike.
Poglavje 5
Sklepne ugotovitve
V tej nalogi smo predstavili implementacijo operacijskega sistema za mikro-
krmilnike. Najprej smo predstavili razvojno plosˇcˇo STM32F4DISCOVERY
in arhitekturo procesorja Cortex-M4. V tretjem poglavju smo predstavili im-
plementacijo operacijskega sistema. Operacijski sistem ima predkupni prio-
ritetni razvrsˇcˇevalnik, implementirali smo tudi sporocˇilne vrste, semaforje in
dinamicˇno alociranje pomnilnika. Predstavili smo tudi uporabniˇski vmesnik
za dostop do jedrnih funkcij. Na koncu smo se s kratkim testnim primerom,
ki prizˇiga LED diode, prepricˇali, da sistem deluje. Nato pa smo primerjali sˇe
velikost prevedene kode in hitrost izvajanja z dobro poznanim operacijskim
sistemom FreeRTOS. Ugotovili smo, da je nasˇ operacijski sistem v vecˇini te-
stov precej pocˇasnejˇsi od FreeRTOS, vendar je to razumljivo saj FreeRTOS
razvija ekipa programerjev zˇe od leta 2003 [11].
Cˇe bi sistem razvijali sˇe naprej, bi lahko naredili optimizacijo. Sistem
bi lahko nadgradili z dodajanjem ukazne vrstice, vendar bi za to morali na
razvojno plosˇcˇo namestiti ekran, poleg tega pa bi potrebovali sˇe tipkovnico.
Lahko bi tudi dodali podporo za zasˇcˇitene odseke pomnilnika s pomocˇjo MPU
(memory protection unit). Za razsˇiritev tega operacijskega sistema v klasicˇen
operacijski sistem pa tej plosˇcˇi manjka MMU (memory management unit).
Diplomska naloga lahko sluzˇi za ucˇenje implementacije operacijskih siste-
mov za mikrokrmilnike. Za prakticˇno uporabo pa raje posezˇemo po FreeR-
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TOS ali pa kaksˇnem drugem bolj poznanem operacijskem sistemu.
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