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The need for a quantitative tool to measure differences between tree structures is already 
apparent. (cf. Dobson (1975), Farris (1973), Sokal and Rohlf (1962) Bobisud and Bobisud 
(1972)). This paper takes the axioms for a distance function on the collection of partial orders 
given by Bogart and changes them to a form with more general applications. Axioms giving a 
unique distance function on any collection of binary relations are stated and the applications to 
tree structures and hierarchical classifications are discussed. 
1. Introduction 
The attempt in many areas of science to classify certain types of data in a hier- 
archical framework brought into existence a variety of algorithms and procedures 
for constructing such classifications. These procedures do not all give identical 
results when applied to a given set of data. Questions such as: ‘What assumptions 
are being made about the data when a certain algorithm is used?’ and ‘How well do 
the results of several algorithms agree?’ need to be answered to give the resulting 
classifications meaning and validity. Interpreting heirarchical classifications as 
binary relations and developing axiomatically a metric on this collection of rela- 
tions, provides a useful tool in answering these questions. Bogart [2] has developed 
an axiomatic system for a general class of relations, paralleling the work of Kemeny 
and Snell [6]. In this paper I summarize some of Bogart’s work, reduce his list of 
axioms, and generalize his results to any fixed class of binary relations. Because of 
their applications to classification, I will focus on tree structures. 
2. Distance axioms 
Bogart [2] lists the following axioms (Dl-D7) as reasonable conditions that a 
distance function d, on a set of partial orders (transitive, irreflexive relations) on a 
set Y into the real numbers, should satisfy. Throughout this paper the symbol Y will 
denote a finite collection of objects. 
Let P, Q, and R be partial orders on Y and 0 denote the empty relation. 
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Dl. d(P, Q) 2 0 with equality if and only if P = Q. 
D2. d(P, Q) = d(Q, P). 
D3. d(P, Q) + d(Q, R) 2 d(P, R). 
Axioms Dl-D3 are the usual metric axioms, Q is said to be between P and R (de- 
noted B(P, Q, R)) if P n R c Q C P U R. Q is strictly between P and R (B*(P, Q, R)) 
if B(P,Q,R) and P#Q and Q#R. If .V={1,2,3,4}, P=((l,2),(1,3),(2,3)}, Q= 
{(1,2), (1,4)3, and R = {(1,2), (1,4), (2,4)}, then B*(P, Q, R). 
The next axiom parallels a property of the usual metric in Euclidean space. The 
symbol U denotes disjoint union of sets. 
D4. B(P, Q, R) if and only if d(P, R) = d(P, Q) + d(Q, R). 
DS. Zf P = Q i, {(a, 6)) and P’ = Q’ cj {(a, b)}, then d(P, Q) = d(P’, Q’) for a, b in .Y 
anda+b. 
D6. d(0,{(a,b)})=d(0,{(c,d)})forafla,b,c,d~.Y, a#bandc#d. 
Dl. The minimum positive distance is 1. 
Partial orders P and Q are adjacent if they differ by exactly one ordered pair, i.e., 
lP~5Ql=l h w ere P LI Q = (P U Q)\(P fl Q). If 9; Q, and R are the sets defined 
above, then IQ a RI = 1 so Q and R are adjacent partial orders. In the proof of 
theorem 2 in [2], Bogart established the following fact which I state as a lemma 
because of its importance in the discussion which follows. 
Lemma 1. Zf P and Q are partial orders on .Y and IP Ll QI > 1, then there exists a 
partial order R such that B*(P, R, Q). 
The following theorem combines Theorems 2 and 3 of [2]. 
Theorem 1. Zf d is a distance function on the collection of partial orders on .Y which 
satisfies Dl-D7, then d(A, B) = IA LI Bl for all partial orders A and B. 
Bogart [2] noted that D3 was unnecessary and that weaker forms of Dl, D2, and 
D4 were sufficient to prove this theorem. 
D’l. d(P, Q) > 0 for some partial orders P and Q. 
D’2. d(O, {(a, b)}) = d({ (a, b)}, 0) for all a, b in 9; a # 6. 
D’3. B(P, Q, R) implies d(P, Q) + d(Q, R) = d(P, R). 
In the remainder of this section, I will reduce the list of axioms in another way. 
Keeping axiom D2 as before, the following result holds. 
Lemma 2. Zf d is a distance function satisfying D2 and D’4, then d also satisfies D5. 
Proof. Let P= Q i, {(a, b)}. Then the following betweenness relations hold: 
B({(a, b)}, P, Q), &{(a, b)), 0, Q), B(fl, {(a, b)l, P), and 40, Q, P). Using these and 
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d(P, Q) = d({(a, 611, Q) - d({@, b)lv PI 
= [d({ (a, b)}, 0) + d(fl, Q>l - M% 0 - d@X {<a, b)l)l
= 2dG3, {(a, 6))) - kW4 PI - d(0, Q)l 
= 240, {(a, 6))) - d(P, Q) 
so that d(P, Q) = d(O, {(a, 6))). Similarly if P’= Q’ cj {(a, b)}, then d(P’, Q’) = 
d(0, {(a, b)}) so d(P, Q) = d(P: Q’). 
Bogart [2] uses axioms D’l, D6, and D7 only to establish that the distance 
between adjacent partial orders is one. Now consider the following axiom: 
A’l. d(O, {(a, 6))) = 1 for all a, b in .r/; a # b. 
Assuming axioms D’4 and D2, A’1 is equivalent, by Lemma 2, to axiom Al. 
Al. If P and Q are adjacent partial orders, then d(P, Q) = 1. 
It is easy to see that any distance function satisfying Al, also satisfies D’l, D’2, 
and D6, and any function satisfying D’4 and Al must satisfy D7. The next theorem 
follows from Bogart’s comments on Theorem 1 and the preceding remarks. 
Theorem 2. If d is a distance function on the collection of partial orders on .Y which 
satisfies D2, D’4, and A’1 (or satisfying D’4 and Al), then d(A, B) = IA Ll Bl for all 
partial orders A and B. 
3. Distance functions and tree posets 
It often happens in applied problems that the relation under consideration has 
structure in addition to that of a partial order. For example, in attempts to estimate 
the evolutionary history of a group of species, a taxonomist might consider the rela- 
tion: ‘Is an ancestor of’. This relation is a partial order satisfying the additional 
property that makes it a tree poset. A tree poset on a set .Y = { 1,2, . . . n} is a transi- 
tive, binary relation P on .Y which satisfies: a P b and a Pc implies either b Pc or 
cP b for any a, b, c in .Z The restriction of the distance function given in Theorem 2 
to the collection of tree posets on Y will give a distance function on this collection 
that satisfies axioms Dl-D7. It is no longer clear that this is the only one. The proof 
of uniqueness depends heavily upon Lemma 1 which does not hold for tree posets as 
seen in Example 1. 
Example 1. Let Tl = ((1,3), (1,4), (2,3), (2,4), (3,4)} and T2 = {(1,4), (1,3), (2,4), 
(2,3),(4,3)). Then Tl n T2= {(1,3), (1,4),(2,3), (2,4)}. Now 1 Tl A T21=2 so Tl 
and T2 are not adjacent partial orders (Lemma 1), but there are no tree posets 
strictly between Tl and T2. Notice that this example show that the intersection of 
tree posets, although always a partial order, need not be a tree poset. 
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Example 1 suggests a new definition of adjacency. Thee posets Tl and T2 are 
adjacent treeposets if for every tree poset T satisfying B(T1, r T2), either T = Tl or 
T = T2. Note that this definition agrees with the previous definition of adjacency 
when the words ‘tree poset’ are replaced with ‘partial order’. 
Once a distance function on pairs of adjacent tree posets is determined, axioms 
D2 and D’4 allow it to be uniquely extended to the entire collection. There are two 
obvious choices for this function. The first is based on axiom D7. Since adjacent 
tree posets are intuitively a minimal distance apart, we might define d(T1, T2) = 1 
for all adjacent tree posets Tl and T2. Examples 2 and 3 illustrate the problems 
inherent in such an assignment. 
In the following examples it will be helpful to represent partial orders by their 
Hasse diagrams. For example, the relation R = {(1,2), (1,3), (2,3)) is represented by 
the Hasse diagram in Fig. 1. In Examples 2 and 3, I assume that the distance 
between adjacent tree posets is one. 
Fig. 1. Hasse diagram for {(1,2), (I, 3). (2,3)}. 
Example 2. Let Tl, T2, T3, T4, and T5 be the tree posets as defined by their Hasse 
diagrams in Fig. 1. Then {Tl, R}, (T2, T3}, {Tl, T4}, (T4, T5}, and {TS, T3) are 
pairs of adjacent tree posets. If d is a distance function satisfying axiom D3, then 
d(T1, T3) I d(T1, T2) + d(T2, T3) = 2. But B(TI, T4, T3) and B(T4, T5, T3) so if d 
also satisfies axiom D4, then 
d(T1, T3) = d(T1, T4) + d(T4, T5) + d(T5, T3) = 3. 
Example 3. Let Tl, T2, T3, and T4 be the tree posets defined in Fig. 3. Then 
{Tl, T2}, (T2, T3}, {Tl, T4), and { T4, T3) are pairs of adjacent tree posets and 
B(T1, T4, T3). If d also satisfied axiom D4, then 
d(T1, T3) = d(T1, T4) + d(T4, T3) = 2 = d(T1, T2) + d(T2, T3). 
Thus T2 should also be between Tl and T3. Since (1,2) is in T2 but not in Tl U T3, 
T2 is not between Tl and T3. 
T2 
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Fig. 2. Adjacent tree posets (see Example 2). 
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Fig. 3. Adjacent tree posets (see Example 3). 
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Defining the distance between adjacent tree posets to be one is incompatible with 
the combination of axioms D3 and D4. A second alternative is to define the distance 
between adjacent tree posets Tl and T2 to be their degree of adjacency, 
DA(T1, T2) = JTl a T2). (The degree of adjacency is a measure of how much 
adjacent tree posets differ.) Call this axiom Tl. 
Tl. If Tl and T2 are adjacent tree pose&, then 
d(T1, T2) = DA(T1, T2) = IT1 n T2). 
Notice that this axiom gives a distance function that agrees with the distance func- 
tion for preference relations (partial orders) on adjacent tree posets. The next 
theorem is proved in a more general context in Section 4. 
Theorem 3. If d is a distance function on the collection of tree posets on Y which 
satisfies Tl and D’4, then for all tree posets A and B, d(A,B) = JA a BJ. 
This criteria, since it is so mathematically simple and intuitively pleasing, has 
arisen several times independently and in different contexts. (cf. Bogart [3], Price 
[7], Restle [8], Zahn [lo]). 
For certain classes of binary relations on Y, it is possible to retain the axioms listed 
by Bogart and still obtain the existence and uniqueness results of Theorem 3. The 
following theorem is included by my Ph.D dissertation (Bowling Green State Uni- 
versity, 1980) and is stated here without proof. 
Theorem 4. Suppose %’ is a collection of binary relations on .Y which has the follow- 
ing properties: 
(1) Iwlr2. 
(2) If P is in K then there exists (x, y) in P such that P\ {(x, y)} is in V. 
(3) If P is in W and (a, b) is in P, then {(a, b)} is in Y. 
If d : %’ x V--t R satisfies D’l, D2, D’4, D6, and D7, then d(P, Q) = IP n Q I for all 
P, Q in ??. Furthermore, d satisfies Dl-D7. 
It is easy to verify that the collection of tree posets on Y’ is such a class of binary 
relations, thus the results of theorem 3 may be obtained directly from the original 
axioms. In the following section I will pursue the approach taken in Theorem 3 
because it leads to a more general result. 
4. Distances between classes of binary relations 
Let % be any collection of binary relations on .Ir: Since .Y is finite, %’ is finite. Let 
A and B be in K A and B are C-adjacent if for every relation D in %’ such that 
B(A, D, B), either D = A or D = B. Let d be a function from %’ x %’ into the non- 
negative real numbers, and consider the following axiom: 
Cl. If A and B are C-adjacent relations, then d(A, B) = IA n Bl. 
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Theorem 5. If d is a distance function on %? which satisfies D’4 and Cl, then 
d(A, B) = (A a BI for all A and B in K 
This is proved with the aid of a few lemmas. 
Lemma 2. Let P, Q E V and %7 = {R E V 1 B(P, R, Q)}. If R, S E 9J and A E %’ are such 
that B(R, A, S), then A E 9. 
Proof. PIIQcRCPUQ, PnQCSrPUQ, and RnScAcRlJS. Thus 
Pf?QrRflSCA~RUS~PUQsoB(P,A,Q). 
Lemma 3. Let P, Q E Y, not Y-adjacent. Then there exists a finite sequence {P = 
p,,pz, .-a, P,, = Q} c %’ satisfying 
(i) Piis W-adjacenttoP,+,fori=l,2,...n-1. 
(ii) B*(Pi,Pi+I,P,)fori=1,2 ,..., n-2. 
(iii) B*(PI,Pi,P,,)fori=2,3 ,..., n-l. 
Proof. Since P, and Q are not V-adjacent, there exists P2e B (.I as in Lemma 2), 
V-adjacent to P,. If P2 is not V-adjacent to Q, then P3 is chosen V-adjacent to P2 
and so that B(P2, P3, Q). Note that P3e 9 by Lemma 2. Continuing in this way a 
sequence {P,, P2, . . . . P,, = Q} is chosen which satisfies (i), (ii), (iii), and since 1 .‘A / is 
finite, n is finite. 
Lemma 4. Zf {P,, P2, . . . , P,,} c %’ is a sequence which satisfies condition (ii) of 
Lemma3, then(P,~P,+,)n(Pj~Pj+I)=Oforalli#j. 
Proof. Without loss of generality assume i< j. Then (ii) implies Pk fl P,, c Pk+ I c 
PkUP,,fork=i,i+l,...,jthus 
PJIP,CPi+IflP,C “‘CPjnP,~Pj.,~PjUP,~Pj~,UP,~“‘CPiUP,. 
IfxEPi\Pi+l, then x@P, since PiflP, c P;,,. Thus XEPi+I UP, and therefore 
XBPj+,OrPjsincePj+,cPjUP,~P;+IUP”SOX$(PjLlPj+I). 
lfxEPi+~\Pi,thenxEP~sincePi+~~PiUP,.Thusx~P,+~nPP,~P,nP,~P,+~ 
and thereforexEP,flPj+, sox~(PjnP,+,). 
Lemma 5. If {P,, P2, . . . , P,} c V satisfies (ii) and (iii) of Lemma 3, then P, n P,, = 
U::,’ (Pi n Pi+ ,) and this union is disjoint. 
Proof. Let ie {1,2, . . . . n-l} andxE(P,AP,+r). IfXEPi\Pi+l, thenx@P,,. NOW 
P,CPlUP,,, SOXEP~. HencexEP,\P,CP,nP,,. IfXEP;+l\Pi, thenxEP,and 
since P, n P, c Pi, x $ PI. Hence x E P,\ PI c P, a P,, . Therefore 
n-l 
(PinPi+r)c(PraPn) and U (PiAP,+r)cPrAPn. 
,=I 
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To show that PI A P,, c U::,’ (P, A P,+ ,), let x E PI A P,, . First supposex E PI\ P,, . 
If xcP,_,, then XEP,_~\P,,~P,_, AP,,, so we may assume that XC$P,_,. If 
xEP,_2,thenxEP,~2\P,_, c Pn-2A P,_,andagainwemayassumethatx$P,_2. 
Continuing in this way either x $ P, or x E P, A P;+ 1 for i = n - 3, n - 4, . . . ,2. But if 
x$P~,thenx~P~\P~~P,~P~sincex~P~.Thusx~(P;~P~+,)forsomei. 
In a similar manner it may be shown that if x E P,,\ P,, then x E (P, A Pi+ ,) for 
some i. Thus PI A P, = U:i,’ (Pi A Pi+ ,) and this union is disjoint by Lemma 4. 
Theorem 5 now follows by applying Lemmas 3, 4, and 5. For if A,B E Y are 
not V-adjacent, and {A = PI, Pz, . . . . P,, = B} c %’ is any sequence chosen as in 
Lemma 3, then 
d(P19P~)= C d(P~*Pi+l)= C lp, a pi+ll 
r=l 
n-l 
= i, (piapi+I) =Ip1apnl 
sod(A,B)=IA ABl. 
Theorem 5 shows that there is exactly one distance function on any given collec- 
tion of binary relations on Ythat satisfies axioms Cl and D’4. One might object that 
axiom Cl looks as if it were considered in order to obtain such a pleasing result. The 
previous section, however, showed why it was the natural choice in the context of 
tree posets and that for many collections of binary relations on Y, axioms Cl and 
D’4 are equivalent to the list of axioms given by Bogart. 
5. Comments on independence 
The following examples demonstrate the independence of axioms D’4 and C 1. 
Example 4 gives a metric satisfying Cl but not D’4. Example 5 gives one which 
satisfies D’4 but not Cl. The straightforward verifications are left to the interested 
reader. 
Example 4. Let Y be the collection of tree posets on .i/‘= ( 1,2, . . . , n}. Let R and R’ 
be the tree posets defined in Fig. 4. R and R’ are not c-adjacent. Define d’(P, Q) = 
IP A QI if P and Q are not R and R’, and 
d’(R’,R)=d’(R,R’)=IR’ARj-1. 
Then B(R, 0, R’) but 
d’(R, 0) + d’(O, R’) > d’(R, R’). 
Example 5. Let V be the collection of partial orders on .Y= { 1,2, . . . . n} and define 
d”(P, Q) = 2 IP A QI for all P, Q E V. 
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Fig. 4. Tree posets on { 1,2,3, . . . . n}. 
6. n-trees as tree posets 
Let .Y = { 1,2, . . . . n}. A binary relation T on Y(Y) (power set of 5“) is an n-tree if 
the following conditions hold: 
(i) If (A,B)eT, then.4 CBandAfB. 
(ii) ({i}, Y’) E T for all i E Y 
(iii) T is a transitive relation. 
(iv) If (A, B) E T, then (A, 3’) E T and if B # .x (B, Y) E T. 
(v) If(A,Y)E T, (B,Y’)e T, and_4 rl B#0, then (A, B)E T or (B,A)E T. 
Note that n-trees as defined here are tree posets (see Fig. 5 for an example). 
T: 
t1,2,3,4) 
Fig. 5. Hasse diagram for then-tree T= {({I}, ‘l), ({2), :I/), C(3), ‘), (14), :j), ((I), {1,2)), ({21,11,2))~ 
({1,2), .v,l. 
An n-tree is an example of a type of hierarchical classification of Y There are 
many methods of producing and comparing such classifications (cf. Bobisud and 
Bobisud [4], and Sokal and Rohlf [9]), however none have arisen from an axiomatic 
foundation. In order to meaningfully interpret information about axiomatic classi- 
fications given by a distance function, a taxonomist needs to know what assump- 
tions about the data are being made by the use of that function. These assumptions 
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are clear for any distance function which arises naturally from a collection of 
axioms. If n-trees are viewed as tree posets on S(Y), then the results of Section 4 
show that there is exactly one distance function on the collection of n-trees which 
satisfies D’4 and Cl. That distance function also satisfies Dl-D7 and is given by 
d(T1, T2) = 12-l n 7-21. 
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