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a b s t r a c t
If C is an [n, k, d]-linear code, computing its minimum distance,
d, leads to deciding if certain ideals I generated by products of
linear forms are Artinian or not (De Boer and Pellikaan, 1999).
In this note we show that when these ideals are Artinian, then
they must be powers of the maximal (irrelevant) ideal. We
discuss some theoretical consequences of this result in connection
to projective minimal codewords. In the end we compare the
De Boer–Pellikaan method with the Migliore–Peterson method
(Migliore and Peterson, 2004).
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let C be a linear code of length n and dimension k (k ≤ n), given by the matrix A of rank k
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
...
ak1 ak2 · · · akn
 ,
aij ∈ K, where K is any field.
A codewordw ∈ C is an element in the vector subspace generated by the rows of A.
Theminimum distance (or Hamming distance) of C is, by definition,
d = min
w∈C\{0} |w|,
where |w| is the number of nonzero entries inw (i.e., theweight ofw). The parameters of a linear code
are n, k and d, and the code is called a [n, k, d]-code.
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By projective codewords of weight d we will understand the equivalence class, under
multiplication by nonzero scalars, of codewords of weight d. The following criterion to compute
minimum distance is well known in the literature (see for example Tsfasman et al. (2007)):
Proposition 1.1. The linear code C has minimum distance d if and only if n− d is the maximum number
of columns in A such that they span a k− 1 dimensional vector space.
Since the rank of A is k, then we can find k − 1 linearly independent columns of A that will span
a k− 1 dimensional vector space. Therefore one can obtain the Singleton bound (see for example Cox
et al. (1998)):
d ≤ n− k+ 1.
1.1. The De Boer–Pellikaan method
In Pk−1 consider the hyperplanes given by the vanishing of the linear forms (with coefficients the
entries of each column of the matrix A):
L1 = x1a11 + · · · + xkak1
L2 = x1a12 + · · · + xkak2
...
Ln = x1a1n + · · · + xkakn.
In R = K[x1, . . . , xk] consider Ij ⊂ R, 1 ≤ j ≤ n the ideal generated by all the products
Li1Li2 · · · Lij , 1 ≤ i1 < · · · < ij ≤ n.
By De Boer and Pellikaan (1999), the minimum distance is:
d = min{j|Z(Ij+1) 6= ∅ as algebraic set in Pk−1}.
One can see this from the simple observation that if a vector has n− j entries equal to zero, then any
j+ 1 distinct products of its entries must be equal to zero.
Note that d becomes themaximal j such that R/Ij is an Artinian ring. Thismeans that the dimension
of R/Ij as a K-vector space is finite, or, equivalently, the height or the codimension of the ideal Ij is k.
If we denote bym = 〈x1, . . . , xk〉 themaximal (irrelevant) ideal in R, it becomes clear that if Ij = mj,
then Z(Ij) is empty. One may ask if the converse is true or not. The Examples 3.26 and 3.27 in De Boer
and Pellikaan (1999) head towards an affirmative answer, and therefore ourmain result Theorem 3.1:
Z(Ij) = ∅ ⇔ Ij = mj.
A first obvious consequence of our main result is that in order to show that V (Ij) = ∅, we do not
have to show that codim(Ij) = k, nor do we have to scan through all the elements in the Gröbner basis
of Ij to see that it equals mj. Since Ij is a homogeneous ideal generated in degree j, one has to check
that
dimK〈Ij〉 =
(
k+ j− 1
j
)
where 〈Ij〉 is the K-vector subspace of Rj generated by the corresponding products of linear forms.
A priori, the ideals Ij have
(n
j
)
generators and therefore from computational point of view everyone
would agree that the De Boer–Pellikaan method is not more effective than other methods for
computing minimum distance. One should not expect otherwise: in general, finding minimum
distance is an NP-hard problem (Dumer et al., 2003). Our belief is that the De Boer–Pellikaan method
is a more elegant way to find theminimum distance and it opens amore abstract perspective to study
this invariant. For example, in Tohaneanu (in press) we took advantage of this method to find an
effective algorithm that answers a question in hyperplane arrangements.
The coding theory literature gives very good estimates of the minimum distance for all types of
linear codes that are effectively used and applied in practice. The ultimate goal of these notes is to
have a deeper homological understanding of the minimum distance.
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The geometricmeaning of theminimumdistance is the following: if the generatingmatrix ofC has
no proportional columns nor zero columns and if we consider the columns of this matrix as points in
Pk−1, then Proposition 1.1 says that n−d is themaximumnumber of these points lying in a hyperplane.
A nice ‘‘differential’’ computational approach to answer this question is due to Migliore and Peterson
who use partial derivatives of Chow forms (Migliore and Peterson, 2004). Also, if the ideal of these
points has special properties: complete intersection, Gorenstein, linear position, etc. some partial
answers (lower bounds) relate the minimum distance to the Castelnuovo–Mumford regularity (Gold
et al., 2005; Tohaneanu, 2009; Ballico and Fontanari, 2006).
The paper is structured as follows. In Section 2, from De Boer–Pellikaan method we derive some
results concerning projective codewords of minimum weight. These special codewords are very
important in the decoding and error-correcting process of a linear code. Also, in the theory of
hyperplane arrangements, especially for the case of line arrangements in P2, since the minimum
weight codewords correspond to singularities of maximum multiplicity they contain valuable
combinatorial information about the arrangement. In Section 3 we prove our main result, and we
derive some corollaries that relate, yet again, the minimum distance to the regularity of zero-
dimensional schemes. In Section 4, we generalize the results in Section 2 to minimal codewords. In
Section 5 we review the results in Migliore and Peterson (2004), studying the minimum distance of
evaluation codes using Chow forms.
2. Projective codewords of minimumweight
Let C be an [n, k, d]-linear code with generating matrix A. Let I(C)j (or Ij) be the ideals considered
in Section 1.
Let p be a prime ideal minimal over Ij. Then any product Lm1 · · · Lmj with distinctmi is an element in
p. This means that at least one of the linear forms Lm1 , . . . , Lmj is an element in p. Since p is a minimal
prime, and an ideal generated by linear forms is a prime ideal, inductively we get that
p = 〈Li1 , . . . , Lin−j+1〉
for some 1 ≤ i1 < · · · < in−j+1 ≤ n. In most of the cases the linear forms Li1 , . . . , Lin−j+1 will not
minimally generate p.
Z(Id) = ∅ means that the only prime containing Id is the irrelevant ideal 〈x1, . . . , xk〉 whose
codimension is k.
Lemma 2.1. codim(Id+1) = k− 1.
Proof. We know that codim(Id+1) ≤ k− 1.
Suppose there exists p, a prime ideal minimal over Id+1 of codimension k − a, a ≥ 2. Then, from
above, we can assume p = 〈Ld+1, . . . , Ln〉with dimK Span{Ld+1, . . . , Ln} = k− a. But
Id ⊂ 〈L1 · · · Ld, Ld+1, . . . , Ln〉 ⊂ 〈L1, Ld+1, . . . , Ln〉.
Therefore dimK Span{L1, Ld+1, . . . , Ln} = k, which contradicts the assumption: if we add a vector to
the spanning set of a vector subspace, we increase the dimension with at most 1. Hence all the primes
minimal over Id+1 have codimension≥ k− 1. 
Also, Z(Id+1) 6= ∅means that there exists at least one point in this set. The ideal corresponding to
this point is a prime ideal, minimal over Id+1, it has codimension k−1 in R and it is of the form above:
〈Li1 , . . . , Lin−d〉 for some 1 ≤ i1 < · · · < in−d ≤ n.
By Lemma2.1, codim(Id+1) = k−1 and therefore Z(Id+1) is a finite collection of points {Q1, . . . ,Qm}
in Pk−1. In fact, if one of the Qj’s has homogeneous coordinates (c1 : · · · : ck), then c1r1 + · · · + ckrk,
where ri are the rows of the generating matrix A, is a codeword of weight precisely d. So, up to
multiplication by scalars, there is a one-to-one correspondence between the points of Z(Id+1) and
codewords of weight d.
Lemma 2.2. The primary decomposition of Id+1 is
Id+1 = q1 ∩ · · · ∩ qm ∩ J,
where qi are the prime ideals of the points Qi and codim(J) = k.
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Proof. Each qi is a minimal prime of codimension k − 1 over Id+1 so it should look like: qi =
〈Li1 , . . . , Lin−d〉. Consider Lin−d+1 , . . . , Lin the remaining d linear forms.
Let 〈Li1Lin−d+1 · · · Lin , . . . , Lin−dLin−d+1 · · · Lin〉 ⊂ Id+1. Localizing at qi, by Proposition 1.1, Lin−d+1 , . . . ,
Lin become units in Rqi and we have
〈Li1 , . . . , Lin−d〉Rqi ⊂ Id+1Rqi
so Id+1Rqi = qiRqi and hence the result. 
Corollary 2.3. The Hilbert polynomial of R/Id+1 equals the number of projective codewords of weight d.
Let us consider (Id+1)sat = {f ∈ R|f ∈ Id+1 : mn for some n} the saturation of the ideal Id+1. So
Id+1 = (Id+1)sat ∩ J,
and therefore the ideal (Id+1)sat = q1 ∩ · · · ∩ qm defines the variety of projective codewords of
minimum weight.
From Lemma 2.2, we have that {q1, . . . , qm} are the associated primes of codimension k− 1 of the
R-module R/Id+1. By Eisenbud et al. (1992), we have that
{q1, . . . , qm} = Ass(Extk−1R (R/Id+1, R)).
Since (Id+1)sat = q1 ∩ · · · ∩ qm we obtain that
(Id+1)sat =
√
ann(Extk−1R (R/Id+1, R)).
The following proposition gives a characterization for Maximum Distance Separable (MDS) codes
(i.e., d = n− k+ 1).
Proposition 2.4. Id+1 = (Id+1)sat if and only if C is an MDS code.
Proof. If d = n − k + 1, then any prime p minimal over Id+1 is of the form 〈Li1 , . . . , Lik−1〉 and from
Krull’s height ideal theorem it has codimension≤k−1. FromLemma2.1wehave that codim(p) ≥ k−1
and therefore from Lemma 2.2, the embedded component J must vanish.
If d < n− k+ 1, let L be a nonzero divisor in R/(Id+1)sat . And let us assume that 〈L1, . . . , Lk〉 = m.
So L = c1L1 + · · · + ckLk for some constants ci. Since d < n− k+ 1, there are Li1 , . . . , Lid linear forms
different from L1, . . . , Lk.
So LLi1 · · · Lid = c1L1Li1 · · · Lid + · · · + ckLkLi1 · · · Lid ∈ Id+1 ⊂ (Id+1)sat . So Li1 · · · Lid ∈ (Id+1)sat and
therefore (Id+1)sat has an element of degree d. Consequently, Id+1 ( (Id+1)sat . 
3. Main result
Let C be an [n, k, d]-linear code with generating matrix A. Let I(C)j ⊂ K[x1, . . . , xk] (or Ij) be the
ideals considered in Section 1. Denotewithm = 〈x1, . . . , xk〉 the irrelevant ideal in R = K[x1, . . . , xk].
IfC andC ′ are two linear codeswith the column spaces of their generatingmatrices the same, then
I(C)j and I(C ′)j are isomorphic as R-modules, and therefore the algebraic properties of these ideals
are the same (furthermore, if one of these ideals is a power of the maximal ideal, then so is the other
one). In these conditions, the two generating matrices are equal modulo the multiplication at the left
by a k× k invertible matrix. This invertible matrix will give the change of variables in R and therefore
the desired isomorphism. Also, if we permute two columns in the generating matrix of a linear code
C, the resulting linear code C ′ has in fact I(C ′)j = I(C)j. This is one instance when C ′ is said to be
equivalent to C.
Theorem 3.1. For 1 ≤ j ≤ d, I(C)j = mj.
Proof. First note that if d = 1 or j = 1, there is nothing to prove.
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The following lemma describes the parameters of the puncturing of a linear code, and it is useful
for our proof.
Lemma 3.2. (Pless, 1998, page 465) Let C be an [n, k, d] linear code with d ≥ 2. Then the linear code
C ′ obtained from the generating matrix of C by removing a column has parameters [n− 1, k, d′] with d′
equal to d or d− 1.
The proof of the theorem uses induction on n ≥ k.
If n = k, then from the Singleton bound d = 1 and there is nothing to show.
Suppose the result is true for any linear code with parameters [n− 1, k, d′].
We can assume that L1 = x1, . . . , Lk = xk. Let us consider the [n − 1, k, di]-linear codes Ci, 1 ≤
i ≤ k with generating matrices Bi obtained by removing the ith column from A. If the dimension of
one of the Ci is k− 1, from Lemma 3.2 we have d = 1.
CASE 1: For some i ∈ {1, . . . , k}, we have di = d. Say i = 1 and d1 = d. From the induction
hypothesis we have that for all 1 ≤ j ≤ d1 = d, I(C1)j = mj. From I(C1)j ⊂ I(C)j and since I(C)j is
homogeneous generated in degree jwe get that
I(C)j = mj.
CASE 2: For all i ∈ {1, . . . , k}, di = d− 1. Again, from induction we have that for all 1 ≤ j ≤ di =
d− 1, I(Ci)j = mj and therefore
I(C)j = mj, j = 1, . . . , d− 1.
We have to show that any monomial of degree d is in Id and we are done.
Let M = xn11 xn22 · · · xnkk , n1 + n2 + · · · + nk = d be a monomial of degree d in R = K[x1, . . . , xk].
Suppose na ≥ 1 for some a ∈ {1, . . . , k}.
We can write
M = xa · xn11 · · · xna−1a · · · xnkk = La · xn11 · · · xna−1a · · · xnkk ,
since we assumed La = xa.
ThemonomialN = xn11 · · · xna−1a · · · xnkk has degree d−1 and hence it is in the idealmd−1 = I(Ca)d−1
which is generated by all the (d − 1)-products of linear forms {L1, . . . , Ln} \ {La}. So M = LaN is
a polynomial combination of the d-products of linear forms {L1, . . . , Ln} and hence M ∈ Id. This is
exactly what we desired:
I(C)d = md. 
The first consequence of this theorem is an upper bound on the number of projective codewords
of minimum weight. The bound is attained when the linear code is an MDS code. Though the bound
is not that effective, the proof makes use of classical techniques in commutative algebra.
Corollary 3.3. Let C be an [n, k, d]-linear code. The number of projective codewords of minimum weight
is less or equal to
(k−1+d
k−1
)
. If C is an MDS code, we have equality.
Proof. Denote with D the number of projective codewords of minimum weight.
In Corollary 2.3 we saw that D = HP(R/Id+1, i), the Hilbert polynomial. Let I = (Id+1)sat .
Then HP(R/Id+1, i) = HP(R/I, i) = D. This means that the Hilbert function stabilizes in a certain
degree s:
HF(R/I, i) = D, for all i ≥ s
and
HF(R/I, s− 1) < D.
Let L be a non-zero divisor in R/I . Then L(Qi) 6= 0, where Z(qi) = Qi in Lemma 2.2. If A is the
generating matrix of C, the maximum number of columns of A spanning a k− 1 dimensional space is
n−d (Proposition 1.1). Assume that one set of such columns is {L1, . . . , Ln−d}. Then p = 〈L1, . . . , Ln−d〉
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is a prime ideal of codimension k − 1, minimal over Id+1, so it is the ideal of one of the points Qi. So
L /∈ p.
Let C¯ = C ∪ {L} be the code with generating matrix A to which we add the extra column
corresponding to L.We just saw above that themaximumnumber of columns of the generatingmatrix
of C¯ spanning a k− 1 dimensional is still n− d. So, by Proposition 1.1, since n+ 1− (n− d) = d+ 1
we have that C¯ is an [n+ 1, k, d+ 1]-linear code.
From Theorem 3.1 we get that I(C¯)d+1 = md+1. We have that
I(C¯)d+1 = LId + Id+1
and therefore
md+1 = L ·md + Id+1.
Since Id+1 ⊆ I , we have thatmd+1 ⊂ 〈L, I〉, where 〈L, I〉 denotes the sum of the ideal generated by
L and the ideal I . So any polynomial of degree≥ d+ 1 belongs to 〈L, I〉.
From the exact sequence of R-modules
0 −→ R(−1)/I : L ·L−→ R/I −→ R/〈L, I〉 −→ 0,
and since I : L = {f ∈ R|fL ∈ I} equals I as L is a nonzero divisor in R/I , we obtain that
HF(R/I, j) = HF(R/I, j+ 1), for all j ≥ d.
In particular we obtain that the Hilbert polynomial of R/I equals HF(R/I, d+ 1).
The equalitymd+1 = L ·md+ Id+1 gives the following inequality of dimensions ofK-vector spaces:
HF(Id+1, d+ 1) ≥ HF(md+1, d+ 1)− HF(L ·md, d+ 1) = dimK Rd+1 − dimK Rd.
Since Id+1 ⊆ I , from above we have that
HF(R/I, d+ 1) ≤ dimK Rd =
(
k− 1+ d
k− 1
)
.
The remaining part of the proposition follows from the fact that if C is an MDS code, then d =
n − k + 1 and from Proposition 1.1, k − 1 is the maximum number of columns of the generating
matrix of C, that span a k − 1 dimensional vector space. So any k − 1 of these columns are linearly
independent. The corresponding linear forms Li1 , . . . , Lik−1 generate
( n
k−1
)
distinct prime ideals of
codimension k− 1. These prime ideals are the ideals of the points that give the projective codewords
of minimum weight. 
Corollary 3.4. If R = K[x1, . . . , xk] then
reg(R/Id+1) ≥ d ≥ reg(R/(Id+1)sat).
Proof. In the proof of Corollary 3.3 we saw that d ≥ s, where s is the smallest integer such that the
Hilbert function of R/(Id+1)sat in degree s equals the Hilbert polynomial of R/(Id+1)sat . Since (Id+1)sat
is a saturated ideal, then R/(Id+1)sat is a Cohen–Macaulay R-module, and since codim((Id+1)sat) =
k−1, by Eisenbud (2005), Corollary 4.8, s equals reg(R/(Id+1)sat), the Castelnuovo–Mumford regularity.
Therefore
d ≥ reg(R/(Id+1)sat).
Observe that our Corollary 3.3 agrees with Eisenbud (2005), Exercise 4E.7.
Next, let us consider
0→ Fk → · · · → F1 → R→ R/I → 0
a graded minimal free resolution of R/J , where J is an ideal in R, with Fl =⊕Nli=1 R(−bi,l), 1 ≤ l ≤ k.
Then by Eisenbud (2005),
reg(R/J) = max{bi,l − l}.
In particular, if J = Id+1, since Id+1 is homogeneous generated in degree d + 1, then F1 =⊕
R(−(d+ 1)), and therefore
reg(R/Id+1) ≥ (d+ 1)− 1 = d. 
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4. Minimal codewords
Minimal codewords are the generalized version of codewords of minimum weight. By Massey
(1993) they can be used to find the ‘‘secret’’ of secret-sharing schemes introduced by Shamir. Because
of this connection to cryptography minimal codewords are studied intensively, especially for the
case of Reed–Muller codes: Ashkhmin–Barg, Borissov–Manev–Nikova, Kasami–Tokura, Scillewaert–
Storme–Thas, Wei, to cite just a few names. In what follows we are going to use the definition and the
properties of minimal codewords presented in Ashikhmin and Barg (1998).
Let C be an [n, k, d]-linear code with generating matrix A. If c = (c1, . . . , cn) ∈ C ⊆ Kn is a
codeword, define the support of c to be supp(c) = {i ∈ [n]|ci 6= 0}, where [n] = {1, . . . , n}. If
c, c ′ ∈ C with supp(c ′) ⊆ supp(c), we write c ′  c.
A nonzero codeword c ∈ C is called minimal codeword if for any c ′ ∈ C with 0 6= c ′  c , then
there is a ∈ K \ {0}with c ′ = ac.
Proposition 4.1. There is a one-to-one correspondence between the projective minimal codewords of
weight r and the isolated points of the scheme Z(I(C)r+1) ⊆ Pk−1.
Proof. Let c = (t1, . . . , tk)A be a minimal codeword with |supp(c)| = r . Then for every j ∈ [n] \
supp(c), we have that Lj vanishes at (t1, . . . , tk). If q is the ideal of the point Q = [t1 : · · · : tk] ∈ Pk−1,
then Q ∈ Z(I(C)r+1) and 〈{Lj}j∈[n]\supp(c)〉 ⊆ q.
By Ashikhmin and Barg (1998), r ≤ n−k+1 and therefore n−r ≥ k−1. If codim〈{Lj}j∈[n]\supp(c)〉 ≤
k − 2, since rank(A) = k, then there should exist i1, . . . , is ∈ supp(c), 1 ≤ s ≤ r − 1 with
codim〈{Lj}j∈[n]\supp(c)∪{i1,...,is}〉 = k− 1.
From this we get that Z(〈{Lj}j∈[n]\supp(c)∪{i1,...,is}〉) is a point of homogeneous coordinates [t ′1 : · · · :
t ′k]. The corresponding codeword c ′ = (t ′1, . . . , t ′k)A has supp(c ′) ( supp(c) which contradicts the
minimality of c .
So Q is an isolated point of Z(I(C)r+1).
From Section 2, a minimal prime over I(C)r+1 is of the form 〈Li1 , . . . , Lin−r 〉. Let p = 〈Li1 , . . . , Lin−r 〉
be such a prime ideal of codimension k − 1 (since n − r ≥ k − 1 and rank(A) = k). Then Z(p)
corresponds to a minimal codeword of weight r . 
From the proof of the above proposition one can conclude also the following: If I ⊂ [n] and if one
denotes with AI the submatrix of A with columns from I , then I is maximal with rank(AI) = k − 1 if
and only if there exists a projective minimal codeword c with supp(c) = [n] \ I .
We end this section with some considerations on the ideal I(C)n−k+2 ⊂ R = K[x1, . . . , xk]. Any
prime minimal over this ideal is of the form
〈Li1 , . . . , Lik−1〉,
and therefore, from Krull’s height ideal theorem it has codimension≤ k−1. Again, since the rank of A
is k, some of these ideals must have codimension k−1. LetP = {p1, . . . , ps} be the set of theminimal
primes of I(C)n−k+2 of codimension k− 1.
Our goal is to understand Z(P ) = {P1, . . . , Ps} ⊂ Pk−1, where Pi = Z(pi).
Proposition 4.2. If we denote with projM(C) the set of projective minimal codewords of the linear code
C, then there is a one-to-one correspondence between projM(C) and Z(P ).
Proof. If c ∈ projM(C) with |supp(c)| = r , then from Proposition 4.1, c corresponds to an isolated
point of Z(I(C)r+1). As r + 1 ≤ n − k + 2, then I(C)r+1 ⊇ I(C)n−k+2, and hence Z(I(C)r+1) ⊆
Z(I(C)n−k+2). So c corresponds to one of the points in Z(P ).
Let P = [t1 : · · · : tk] ∈ Z(P ). Assume that the ideal of P is p = 〈L1, . . . , Lk−1〉. Let us consider
the codeword c = (t1, . . . , tk)A. Suppose there exists a nonzero codeword c ′ = (t ′1, . . . , t ′k)A with
supp(c ′) ( supp(c). So there exists an index i0 ≥ kwith Li0(t ′1, . . . , t ′k) = 0.
If p′ is the ideal of [t ′1, . . . , t ′k], then we have
p ⊆ 〈L1, . . . , Lk−1, Li0〉 ⊆ p′.
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codim(p) = codim(p′) = k − 1 and therefore p = p′ which means that there exists a nonzero
a ∈ K \ {0}with
(t ′1, . . . , t
′
k) = a(t1, . . . , tk),
which means that c is a minimal codeword in C. 
A similar argument as in Section 2 will give the following symbolic method to find the minimal
codewords:
Corollary 4.3. We have the isomorphism of projective varieties
projM(C) ' Z(ann(Extk−1R (R/I(C)n−k+2, R))).
5. Chow forms and minimum distance
Let K be a field of characteristic zero, or sufficiently large characteristic. To a point P =
[a1, . . . , ak] ∈ Pk−1K , one can associate a linear form LP = a1x1 + · · · + akxk ∈ R = K[x1, . . . , xk].
This gives a one-to-one correspondence between points P ∈ Pk−1 and hyperplanes HP = ker(LP) ∈
(Pk−1)∗, the dual projective space.
If {P1, . . . , Pn} ⊂ Pk−1 is a (reduced) set of points, one can associate the Chow form:
F =
n∏
i=1
LPi ∈ R.
One of the main objectives in Migliore and Peterson (2004) is to determine F from the ideal of the
points, when one does not have knowledge of the coordinates of the points. In our case, we know
these homogeneous coordinates: they are the columns of the generating matrix of the linear code C;
we assume that this matrix has no zero nor proportional columns.
In R, consider Dj(F) the ideal generated by the partial derivatives of order j of F . First observe that
Dj(F) ⊂ I(C)n−j (most of the time the inclusion is strict). By Migliore and Peterson (2004), Corollary
11, we have:
Theorem 5.1 (Migliore and Peterson, 2004). The minimum distance d is the maximum j with Z(Dn−j(F))
= ∅ as a set in Pk−1.
Though the above result brings new perspectives to study the minimum distance, the De Boer–
Pellikaan method is more useful in practice for the following reasons:
(1) The constraint on the characteristic of the base field in the Chow form approach is too restrictive.
(2) In the case of the De Boer–Pellikaan method, the generating matrix can have proportional
columns.
(3) To find d, from Theorem 5.1 one needs to show that√
Dn−d(F) = 〈x1, . . . , xk〉 and
√
Dn−(d+1)(F) 6= 〈x1, . . . , xk〉,
whereas from Theorem 3.1 one needs to show that
I(C)d = 〈x1, . . . , xk〉d and I(C)d+1 6= 〈x1, . . . , xk〉d+1.
In terms of the ideal of codewords of minimumweight, by localizing at the associated primes, one
can show that
(Dn−(d+1)(F))sat = (I(C)d+1)sat .
These ideals are also radical ideals.
Chow forms give a very nice description for the minimum distance of evaluation codes of order a.
LetΓ = {P1, . . . , Pn} ⊂ Pk−1 be a (reduced) non-degenerate finite set of points. Let R = K[x1, . . . , xk]
be the homogeneous ring of polynomials with coefficients in the field K. Let a ≥ 1 be an integer and
f0 ∈ Ra, a homogeneous polynomial of degree a such that f0(Pi) 6= 0 for all i = 1, . . . , n.
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The evaluation code of order a associated toΓ is the linear code denotedC(Γ )a, which is the image
of the K-linear evaluation map:
φa : Ra → Kn, φa(f ) =
(
f (P1)
f0(P1)
, . . . ,
f (Pn)
f0(Pn)
)
.
The parameters of C(Γ )a are [n, ka, da].
If we denote with IΓ ⊂ R, the ideal of Γ , observe that ker(φa) = (IΓ )a, the degree a piece of the
homogeneous ideal IΓ . Hence
ka = dim(C(Γ )a) = HF(R/IΓ , a).
Also, from Hansen (1994), the minimum distance is
da = n− max
Γ ′⊂Γ
{|Γ ′| : dim(IΓ ′)a > dim(IΓ )a}.
So n− da is the maximum number of points of Γ lying on a hypersurface of degree a.
Migliore and Peterson (2004) gives information about ka and da in terms of Chow forms. First
consider the Veronese embedding of degree a:
Pk−1 → PNa , [a1, . . . , ak] 7→ [. . . , ai11 · · · aikk , . . .], i1 + · · · + ik = a,
where Na =
(k−1+a
a
)− 1.
Let S(a) = K[. . . , yi1,...,ik , . . .], i1+· · ·+ ik = a. To a point P ∈ Pk−1, consider its image P(a) ∈ PNa
under the above embedding, and to this new point associate its dual hyperplane
HP,a = ker(LP,a), LP,a =
∑
ai11 · · · aikk yi1,...,ik ∈ S(a).
The degree a Chow form of the set of points Γ = {P1, . . . , Pn} is
F(a) =
n∏
i=1
LPi,a.
Note that if one denotes with Ci1,...,ik(a) the combinatorial coefficient of x
i1
1 · · · xikk in the expression of
(x1+· · ·+xk)a, then bymaking yi1,...,ik = Ci1,...,ik(a)xi11 · · · xikk in the expression of F(a), one obtains F a,
where F is the (degree 1) Chow form of the points Γ we saw at the beginning of the section. With the
chain rule for partial differentiation, one may link the ideals Dj(F(a)) to Dj(F); the advantage of this
simple observation remains yet to be discovered, and it will constitute the goal of a future project.
Nevertheless, if we put togetherMigliore and Peterson (2004), Proposition 13 and Corollary 11, we
obtain an elegant way to describe the parameters of C(Γ )a:
Theorem 5.2 (Migliore and Peterson, 2004). With the above notations we have:
(1) ka = codim(⋂ni=1 HPi,a) and
(2) da is the maximum j such that Z(Dn−j(F(a))) = ∅ as a set in PNa .
Futurework and questions. Themain question that arises is how does the De Boer–Pellikaanmethod
apply to all types of linear codes over various finite fields. Over the Galois field with q elements,
K = GF(q), one must take advantage of the field equation: tq = t . The disadvantage is that we
would have to leave the ring of polynomials andwork in the algebra K[x1,...,xk]〈xq1−x1,...,xqk−xk〉
which is not graded
anymore (though it is filtered).
De Boer and Pellikaan (1999), Section 4, study the very important class of cyclic codes. Theorem
4.14 and Corollary 4.15 in this paper present a newmethod to find the codewords ofminimumweight
by using Gröbner basis to solve an ideal. In the spirit of our notes, we may ask about the homological
properties of the ideal of codewords of minimum weight for the case of cyclic codes. Also, if C is a
binary cyclic code with parameters [n, k, d], in the spirit of our Corollary 3.4 and based on maybe too
few examples, we conjecture that if k ≥ 2, then reg(R/I(C)d+1) = d.
If Γ ⊂ Pk−1 is a reduced non-degenerate finite set of points with ideal IΓ ⊂ R, is it true
that reg(R/IΓ ) gives a lower bound for the minimum distance of the linear code with generating
matrix having as columns the coordinates of the points? We answered this question affirmatively
in Tohaneanu (2009), for the case when Γ is (arithmetically) Gorenstein.
974 Ş.O. Tohaˇneanu / Journal of Symbolic Computation 45 (2010) 965–974
Acknowledgements
We are thankful to John Little and Juan Migliore for all the helpful comments and discussions. We
are very grateful to the anonymous referees for constructive suggestions and corrections; the first half
of the section about minimal codewords was suggested by one of the referees.
References
Ashikhmin, A., Barg, A., 1998. Minimal vectors in linear codes. IEEE Trans. Inform. Theory 44, 2010–2017.
Ballico, E., Fontanari, C., 2006. The Horace method for error-correcting codes. Appl. Algebra Engrg. Commun. Comput. 17,
135–139.
Cox, D., Little, J., O’Shea, D., 1998. Using Algebraic Geometry. Springer-Verlag, New York.
De Boer, M., Pellikaan, R., 1999. Grobner bases for codes. In: Some Tapas of Computer Algebra. Springer, pp. 237–259.
Dumer, I., Micciancio, D., Sudan,M., 2003. Hardness of approximating theminimumdistance of a linear code. IEEE Trans. Inform.
Theory 49, 22–37.
Eisenbud, D., 2005. The Geometry of Syzygies. Springer, New York.
Eisenbud, D., Huneke, C., Vasconcelos, W., 1992. Direct methods for primary decompositions. Invent. Math 110, 207–235.
Gold, L., Little, J., Schenck, H., 2005. Cayley–Bacharach and evaluation codes on complete intersections. J. Pure Appl. Algebra
196, 91–99.
Hansen, J., 1994. Points in uniform position and maximum distance separable codes. In: Zero-Dimensional Schemes (Ravello,
1992). de Gruyter, Berlin, pp. 205–211.
Huffman, W., Pless, V. (Eds.), 1998. Handbook of Coding Theory. Elsevier Science B.V, Netherldands.
Massey, J., 1993. Minimal codewords and secret sharing. In: Proceedings of the 6th Joint Swedish–Russian International
Workshop on Information Theory, Molle, Sweden, pp. 276–279.
Migliore, J., Peterson, C., 2004. A symbolic test for (i, j)-uniformity in reduced zero-dimensional schemes. J. Symbolic Comput.
37, 403–413.
Tohaneanu, S., A computational criterion for the supersolvability of line arrangements, Ars Combinatoria (in press).
Tohaneanu, S., 2009. Lower bounds on minimal distance of evaluation codes. Appl. Algebra Engrg. Commun. Comput. 20,
351–360.
Tsfasman, M., Vladut, S., Nogin, D., 2007. Algebraic Geometric Codes: Basic Notions. AMS, USA.
