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In recent years, the interest on lattice Boltzmann (LB) methods for simulation of fluid flows 
is increasing. The reason for this increasing interest is the capability of LB methods to simulate 
flows in complex geometries such as porous media. The explicitness of the governing equations is 
also one of the advantages of this method that facilitates parallelization to reduce computational 
time. With the success of single-phase LB methods, some researchers developed models that can 
handle multiphase flows. One of them is the color-gradient model. The color-gradient model can 
successfully simulate multiphase flows with various viscosity ratios. For systems with density 
ratios not equal to or near unity, however, it contains errors that were reported in several studies. 
Ba et al. (2016) presented a color-gradient model that can simulate systems with density ratios for 
D2Q9 (two dimensions and nine velocities) LB model by modifying the equilibrium distribution 
function and introducing source terms into multi-relaxation collision to rigorously recover Navier-
Stokes Equations (NSEs). In this study, I expanded the 2D procedure from Ba et al. (2016) to 3D 
systems that use the D3Q19 (three dimensions nineteen velocities) LB model. A new equilibrium 
distribution function and additional source terms in multi-relaxation collision were derived. This 
new model was validated with three cases with known analytical solutions, namely two-phase 
Poiseuille flow between two parallel plates, a static droplet, and deformation of a single droplet in 
Couette flows. Results from the first case showed clear improvements in the velocity profile. 
Results from the second case demonstrated the model’s capability to recover Young-Laplace 
equations. Results from the third case proved the accuracy of the model in a flowing system with 
a steadily deformed interface; the deformation is correlated to the interfacial tension between the 
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two phases and the viscosities. With this validated model, a simulation in a small porous medium 
was run to prove the capability of this new model in a complex geometry. This model captured 
several phenomena inside the porous medium such as the effect of wettability on the shape of 
droplets and interfaces, pressure distribution, formation of segmented flows at Y-junctions, gas 







TABLE OF CONTENTS 
ABSTRACT ................................................................................................................................... iii 
LIST OF FIGURES ...................................................................................................................... vii 
LIST OF TABLES ......................................................................................................................... xi 
ACKNOWLEDGMENTS ............................................................................................................ xii 
CHAPTER 1  INTRODUCTION .................................................................................................. 1 
CHAPTER 2  LITERATURE REVIEW ....................................................................................... 4 
2.1   Single-phase lattice Boltzmann methods ................................................................ 4 
2.2   Two-phase lattice Boltzmann methods ................................................................... 5 
2.3   Color-gradient lattice Boltzmann methods with density ratios............................... 6 
CHAPTER 3  SINGLE- AND MULTIPHASE LATTICE BOLTZMANN METHODS ............. 9 
3.1   Single-phase D3Q19 LBM ..................................................................................... 9 
3.2   Boundary condition ............................................................................................... 13 
3.3   Two-phase D3Q19 color-gradient LBM ............................................................... 16 
CHAPTER 4  MODIFICATION OF D3Q19 COLOR-GRADIENT LATTICE 
BOLTZMANN MODEL FOR FLOWS WITH DENSITY RATIOS .................. 21 
4.1  Modified equilibrium density distribution function .............................................. 21 
4.2   Macroscopic Navier-Stokes equations .................................................................. 28 
4.3   Derivation of the source term 𝐶𝑗𝑘 to recover NSEs ............................................... 31 
CHAPTER 5  VALIDATION CASES ........................................................................................ 73 
5.1   Body force-driven layered flows between parallel plates ..................................... 73 
5.1.1  Interface sensitivity ............................................................................................... 79 
5.2   Interfacial tension from static droplet test ............................................................ 81 
5.3   Deformation of a droplet in Couette flow ............................................................. 86 
vi 
 
CHAPTER 6  SIMULATIONS OF MULTIPHASE FLOWS IN A MICROFLUIDIC 
GEOMETRY MODEL ......................................................................................... 90 
6.1   Water displacing oil and oil displacing water ....................................................... 92 
6.2   Gas displacing oil and oil displacing gas ............................................................ 115 
CHAPTER 7  CONCLUSIONS AND RECOMMENDATIONS ............................................. 132 
7.1   Summary and conclusions .................................................................................. 132 
7.2   Limitations .......................................................................................................... 133 
7.3   Recommendations ............................................................................................... 134 







LIST OF FIGURES 
Figure 1.1  Schematic of different direct numerical simulation methods. ................................ 2 
Figure 3.1  D3Q19 velocity scheme. D3Q19 stands for three dimensions and nineteen 
velocities. Numbers 1-19 on the figure are the directions of discretized 
velocities. ...............................................................................................................10 
Figure 3.2  Modeling workflow of multiphase lattice Boltzmann simulations. The purple 
boxes are the primary tasks in the modeling process. ........................................... 19 
Figure 3.3  Simplified algorithm for the multiphase lattice Boltzmann method. .................... 20 
Figure 5.1  Setup for layered flows between two parallel plates. A body force moves the 
fluids from left to right. The blue fluid is placed at the center. ............................ 74 
Figure 5.2  Velocity profiles for Case 1 from: (a) the old model with 𝛼𝐵 = 0.3333, (b) 
the old model with 𝛼𝐵 = 0.2, and (c) the new model with 𝛼𝐵 = 0.2. ................. 77 
Figure 5.3  Velocity profiles for Case 2 from: (a) the old model with 𝛼𝐵 = 0.2 and (b) 
the new model with 𝛼𝐵 = 0.2. .............................................................................. 77 
Figure 5.4  Velocity profiles for Case 3 from: (a) the old model with 𝛼𝐵 = 0.2 and (b) 
the new model with 𝛼𝐵 = 0.2. .............................................................................. 78 
Figure 5.5  Velocity profiles for Case 4 from: (a) the old model with 𝛼𝑅 = 0.3333, (b) 
the old model with 𝛼𝑅 = 0.2, and (c) the new model with 𝛼𝑅 = 0.2. ................. 78 
Figure 5.6  Velocity profiles for Case 5 from: (a) the old model with 𝛼𝑅 = 0.2 and (b) 
the new model with 𝛼𝑅 = 0.2. .............................................................................. 79 
Figure 5.7  Velocity profiles for Case 6 from: (a) the old model with 𝛼𝑅 = 0.2 and (b) 
the new model with 𝛼𝑅 = 0.2. .............................................................................. 79 
Figure 5.8  The velocity profile with different values of 𝛽: (a) 𝛽 = 1.0, (b) 𝛽 = 0.7, (c) 𝛽 = 0.5, and (d) 𝛽 = 0.3. ..................................................................................... 80 
Figure 5.9  The interface thickness with different values of 𝛽: (a) all domain, (b) zoomed 
upper part. ............................................................................................................. 81 
Figure 5.10  Result of a static single droplet case. The figures show (a) pressure map and 
(b) saturation map through the center of the droplet. ............................................ 82 
Figure 5.11  Pressure difference 𝛥𝑃 vs. 2/𝑅. The slope is the simulated interfacial 
tension. Different symbols and colors present different density ratios. ................ 83 
viii 
 
Figure 5.12  Droplet deformation with different capillary numbers: (a) Ca = 0.118, (b) Ca = 0.088, (c) Ca = 0.044, (d) Ca = 0.022, (e) Ca = 0.018. ........................... 88 
Figure 5.13  Taylor deformation parameter 𝐷𝑓 as a function of Ca for different density 
ratios. The solid line is theoretical Taylor relation given by Eq. 5.9. ................... 89 
Figure 6.1  The numerically constructed microfluidic geometry model for this study. .......... 90 
Figure 6.2  Differential vaporization data for a black oil (McCain 1990). ............................. 91 
Figure 6.3  Viscosity data for a black oil from the same differential vaporization 
(McCain 1990). ..................................................................................................... 92 
Figure 6.4  Effect of total dissolved solid on the density of reservoir water (McCain 
1990). .................................................................................................................... 93 
Figure 6.5  Water viscosity at standard pressure with different temperatures (McCain 
1990). .................................................................................................................... 94 
Figure 6.6  Effect of pressure on the viscosity of water (McCain 1990). ............................... 94 
Figure 6.7  Two-phase distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 1. ......................................................................................................... 99 
Figure 6.8  Density distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 1. ....................................................................................................... 100 
Figure 6.9  Pressure distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 1. ....................................................................................................... 101 
Figure 6.10  x-velocity distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 1. ....................................................................................................... 102 
Figure 6.11  y-velocity distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 1. ....................................................................................................... 103 
Figure 6.12  YZ cross-sections after 256,000 timesteps at: (a) 𝑥 = 321 and (b) 𝑥 = 492, 
Case 1. ................................................................................................................. 104 
Figure 6.13  Two-phase distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 2. ....................................................................................................... 105 
ix 
 
Figure 6.14  Density distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 2. ....................................................................................................... 106 
Figure 6.15  Pressure distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 2. ....................................................................................................... 107 
Figure 6.16  x-velocity distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 2. ....................................................................................................... 108 
Figure 6.17  y-velocity distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 2. ....................................................................................................... 109 
Figure 6.18  YZ cross-sections after 256,000 timesteps at: (a) 𝑥 = 479 and (b) 𝑥 = 660, 
Case 2. ................................................................................................................. 110 
Figure 6.19  The effect of wettability on the shape of droplets and fluid segments: (a) 
phase distribution from Case 1 at 384,000th timesteps, (b) shape of oil 
droplets, (c) shape of fluid segments. ................................................................. 112 
Figure 6.20  The effect of wettability on the shape of water droplets and fluid segments: 
(a) phase distribution from Case 2 at 256,000th timesteps, (b) shape of water 
droplets, (c) shape of fluid segments. ................................................................. 113 
Figure 6.21  Trapped fluids inside a low-velocity pore: (a) trapped oil in Case 1 and (b) 
trapped water in Case 2. ...................................................................................... 114 
Figure 6.22  (a) phase distribution from Case 1 at 256,000th timesteps (b) enlarged view of 
the phase distribution to show the formation of fluid segments at a series of 
Y-junctions. ......................................................................................................... 115 
Figure 6.23  Two-phase distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 3. ....................................................................................................... 119 
Figure 6.24  Density distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 3. ....................................................................................................... 120 
Figure 6.25  Pressure distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 3. ....................................................................................................... 121 
x 
 
Figure 6.26  x-velocity distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 3. ....................................................................................................... 122 
Figure 6.27  y-velocity distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 3. ....................................................................................................... 123 
Figure 6.28  YZ cross-sections after 384,000 timesteps at: (a) 𝑥 = 202 and (b) 𝑥 = 512, 
Case 3. ................................................................................................................. 124 
Figure 6.29  Two-phase distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 4. ....................................................................................................... 125 
Figure 6.30  Density distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 4. ....................................................................................................... 126 
Figure 6.31  Pressure distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 4. ....................................................................................................... 127 
Figure 6.32  x-velocity distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 4. ....................................................................................................... 128 
Figure 6.33  y-velocity distributions at different time steps (𝑡 = 0.04 × 105, 0.32 ×105, 0.64 × 105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 ×105), Case 4. ....................................................................................................... 129 
Figure 6.34  YZ cross-sections after 640,000 timesteps at: (a) 𝑥 = 311 and (b) 𝑥 = 514, 
Case 4. ................................................................................................................. 130 






LIST OF TABLES 
Table 4.1  The moment’s expressions from previous studies and this study ......................... 26 
Table 5.1  Summary of cases of layered flows between two parallel plates.......................... 75 
Table 5.2  Summary of single-droplet simulations with density ratio of unity ..................... 84 
Table 5.3  Summary of single-droplet simulations with density ratio of two ........................ 84 
Table 5.4  Summary of single-droplet simulations with density ratio of four ....................... 85 
Table 5.5  Summary of single-droplet simulations with density ratio of eight ...................... 85 








I would first like to express my deepest gratitude to my advisor, Dr. Xiaolong Yin, for his 
support, encouragement, and guidance during my two years of study and finishing this thesis. I 
also like to express my appreciation to my committee members: Dr. Hossein Kazemi and Dr. Yilin 
Fan, for their valuable comments to improve this work. I also want to thank the Petroleum 
Engineering staff, especially Ms. Denise Winn-Bower and Ms. Rachel McDonald for helping me 
with administrative tasks during my study. 
My study and this work would not have been possible without the financial support from my 
sponsor, Indonesia Endowment Fund for Education (LPDP). I am extremely grateful to my sponsor 
for giving me the big opportunity to study at Colorado School of Mines. 
I must also thank my Indonesian friends from PERMIAS Golden (Indonesian Student 
Association in the United States) and my friends and colleagues in the Petroleum Engineering 
Department for their help and support in numerous ways. 
Finally, I would like to thank my parents and sisters for their love, encouragement, and belief 
in me to follow my dream. Most importantly, I am grateful to my loving wife, Marianik, who 





CHAPTER 1  
INTRODUCTION 
 
In oil reservoirs, multiphase flows exist in primary production of hydrocarbons as well as in 
secondary/tertiary recovery. Understanding of multiphase flow is critical to predict and control 
reservoir performance. Traditionally, multiphase flows in reservoirs are modeled and simulated 
using relative permeability function in Darcy’s law. Relative permeability for multiphase systems 
is determined through experimentation, which does not provide a good understanding of the 
dynamics of fluids inside the pores. The flexibility and control of fluid and rock parameters are 
also limited in the experiments because of difficulties in modifying rock and fluid samples. There 
is, therefore, increasing interest to directly simulate multiphase flows at the pore level. Direct 
simulations of fluids and flow at the pore level can use (1) traditional computational fluid dynamics 
(CFD), (2) lattice Boltzmann (LB), and (3) molecular dynamics (MD) methods. Traditional CFD 
methods assume fluid as a continuum and solve discretized classical fluid flow equations. The 
solution methods often need to handle implicit matrix operations. In LB methods, we assume fluids 
are groups of molecules with a specific mass and different velocities. Then, LB models track the 
evolution of the molecular velocity distribution through time. LB methods use essentially finite 
difference schemes explicit in time and are therefore easy to parallelize. MD methods focus on 
motions of many molecules. They are the most realistic but incur a very high computational cost. 





Figure 1.1 Schematic of different direct numerical simulation methods. 
 
Lattice Boltzmann methods have been successfully applied to single-phase flows. This 
motivates many researchers to expand LB methods to multiphase flows by introducing parameters 
that simulate phase separation and interfacial tension. One of these multiphase models is the color-
gradient model. Many studies show that this model has higher accuracy compared with other 
multiphase lattice Boltzmann models. The color-gradient model explored in this study is most 
directly connected to the works of Latva-Kokko and Rothman (2005) and Reis and Phillips (2007). 
The combination of those two works gives an algorithm for multiphase flows that has acceptable 
accuracy with decent computational cost. Recently, however, the use of this algorithm raised some 
critical issues about the ability of the color-gradient models in dealing with flows with density 
ratios (Huang et al. 2013). There were significant discrepancies between analytical and numerical 
solutions when simulating layered flows in channels with density ratios other than unity. In Ba et 
al. (2016), a modified D2Q9 equilibrium distribution function combined with Multiple Relaxation 
Time (MRT) collision scheme was specifically developed to correct the discrepancies.  
The objective of this study is to develop a 3D multiphase color-gradient lattice Boltzmann 
model with multi-relaxation collisions that can handle fluid flows with density ratios. Ability to 
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simulate fluid flows with density ratios is very important in petroleum engineering due to the 
various densities of reservoir fluids (oil, water, and gas). In this study, the author used the density 
distribution function recommended by Ba et al. (2016) to improve a 3D (D3Q19) color-gradient 
model. Implementation of this new density distribution function, however, requires additional 
source terms to recover the Navier-Stokes equations, the forms of which need to be derived. In 
this thesis, derivations for these source terms are provided. The new model was validated using 
several fluid flow problems with analytical solutions. In the end, the validated model was used to 
simulate immiscible displacements in a small network of microfluidic channels. 
The thesis is organized as follows: Chapter 1 introduces the background and objectives of 
this study. Chapter 2 reviews the previous work on the lattice Boltzmann method. Chapter 3 
describes the equations, methods, and formulas that are used in this study. Chapter 4 presents the 
derivation of the additional source terms to recover the Navier-Stokes Equations. Chapter 5 shows 
several cases to validate the new model. In Chapter 6, the validated model is used to simulate 
immiscible displacements in a network of microfluid channels. The last chapter, Chapter 7, 
concludes and summarizes the work. It also presents several recommendations that can be explored 









2.1 Single-phase lattice Boltzmann methods 
Lattice Boltzmann (LB) method is a direct method to simulate fluid flows. The development 
of the LB method started from the concept of lattice-gas automata (Frisch et al. 1987) and quickly 
it became a very attractive method due to the nature of its explicit operations. The basic idea of 
the LB method is that it tracks the evolution of a discretized molecular velocity distribution in time 
through separate propagation and collision steps. Propagation is a step in which the distribution 
function is redistributed in space to simulate the motion of molecules. Collision step simulates the 
viscous relaxation of the non-equilibrium part of the velocity distribution. There are two very 
popular collision schemes in LB methods: Single Relaxation Time (SRT) and Multiple Relaxation 
Time (MRT). SRT (Chen et al. 1991; Qian et al. 1992) is a simple method that adopts the 
Bhatnagar, Gross, and Krook (BGK) collision operator (Bhatnagar et al. 1954). Despite its 
simplicity, this method shows numerical instability in complex flows. Multiple Relaxation Time 
(MRT), first introduced by d’Humieres (1992), showed better numerical stability than SRT, and 
thus is a more popular choice in recent studies (Aslan et al. 2014).  
Additional critical aspects of the LB method are flow driving conditions and boundary 
conditions. The easiest method to initiate a flow in the LB method is to apply a uniform body force 
in the computational domain. However, applying the body force is not a realistic case especially 
for simulations of fluid flows in complex geometries. Simulations of many realistic flows require 
either pressure boundary conditions or velocity boundary conditions. Ladd (1994) in his paper 
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introduced a velocity boundary condition for moving solids.  Zou and He (1996) proposed a 
procedure to apply pressure or velocity boundary conditions based on the idea of bouncing back 
non-equilibrium part of velocity distribution. Maier et al. (1996) introduced pressure and velocity 
boundary conditions for a three-dimensional system where the number of condition-prescribing 
equations (density, normal velocity, and tangential velocities) is less than the number of unknown 
distributions that need to be determined on the boundaries. 
2.2 Two-phase lattice Boltzmann methods 
By modeling phase separation or interfacial dynamics of a multicomponent mixture, single-
phase lattice Boltzmann (LB) models can be extended to multiphase models. There exists four 
main types of multiphase lattice Boltzmann (LB) models: color-gradient model (Gunstensen et al. 
1991), pseudopotential model (Shan and Chen 1993, Kang et al. 2002), free energy model (Swift 
et al. 1996), and mean-field model (He et al. 1998, Zheng et al. 2014). The color-gradient model 
was first proposed by Gunstensen et al. (1991), who developed the model based on the cellular 
automata model for two-phase flows introduced by Rothman and Keller (1988). This model 
distinguishes the fluid phases by naming them with colors (red and blue). By applying perturbation 
and recoloring operators in addition to the collision operator from single-phase LBM, the modified 
model can simulate two-phase flows (Grunau et al. 1993). Latva-Kokko and Rothman (2005) 
introduced a modified algorithm for the recoloring operator to reduce lattice pining effect. Reis 
and Phillips (2007) proposed a new perturbation operator that can handle moderately high viscosity 
and density ratios. Those two operators become the standard operators to solve two-phase fluid 
flow problems in two dimensions (Leclaire et al. 2011). Three-dimensional color-gradient LBM 
was first introduced by Tölke et al. (2002) by using a 19 discretized velocity model (D3Q19). Liu 
et al. (2012) extended the two-phase model of Reis and Phillips (2007) and Latva-Kokko and 
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Rothman (2005) to three-dimensional systems. Recent studies from Ahrenholz et al. (2008) 
suggested that the color-gradient model has easier-to-adjust interfacial tension, contact angle, 
viscosity ratio, and density ratio compared to other multiphase LB models. This is the prime reason 
this study focuses on the color-gradient model.  
2.3 Color-gradient lattice Boltzmann methods with density ratios 
Color-gradient model continues to be used and improved by many researchers (Liu et al. 
2012, 2014; Gupta and Kumar 2010). In 2012, however, Leclaire et al. raised a critical issue on 
the ability of color-gradient models to simulate multiphase flows with density ratios. To resolve 
this issue, Leclaire et al. (2012) modified the recoloring step from the model of Reis and Philips 
(2007). Huang et al. (2013) identified a discrepancy on Leclaire’s modified model when simulating 
layered channel flows and proposed to add a source term into the collision step. Leclaire et al. 
(2013) developed an enhanced equilibrium distribution function to simulate 2D layered Couette 
flow for various density ratios.  This enhanced distribution function was based on the error terms 
obtained from the work of Holdych et al. (1998). All these works to improve the color-gradient 
model with density ratios used Single Relaxation Time (SRT) collision operator.  
To enhance numerical stability of color-gradient model, Leclaire et al. (2014) combined the 
enhanced equilibrium distribution function with the MRT collision operator. This combination 
enables their model to simulate both steady and unsteady multiphase flows. Ba et al. (2016) 
suggested modifying the equilibrium density distribution derived from the third order Hermite 
expansion for a D2Q9 LB model with MRT collision. This expansion was based on the work of 
Shan et al. (2006) and Li et al. (2012). In order to recover the Navier-Stokes equations, Ba et al. 
also introduced additional source terms that were derived by using multiscale analysis into the 
MRT LB equation. These modifications led to successful simulations of layered flows in channels. 
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Even though studies of Leclaire et al. (2014) and Ba et al. (2016) have similar objectives to present 
new equilibrium distribution functions, the expressions of the functions are distinctively different 
because of the different main ideas behind the derivations. Ba et al. (2016) derived their new 
equilibrium distribution function from Hermite expansion of the continuous Boltzmann equation 
following kinetic theory of fluid dynamics (Shan et al. 2006). Similar expansions have been 
utilized for simulations of thermal flows (Li et al. 2012). Leclaire et al. (2013, 2014) derived their 
enhanced equilibrium distribution function from error terms obtained from the free energy lattice 
Boltzmann model in the study of Holdych et al. (1998). Those error terms were adapted in their 
color-gradient lattice Boltzmann model as source terms in the equilibrium distribution function to 
improve the discontinuity problem on the interface between two phases. These MRT LB studies 
are all two dimensional.  
Only a few improved 3D color-gradient models have been reported. Liu et al. (2012) 
improved 3D color-gradient model’s ability for simulating 3D flows with density ratios by deriving 
a generalized perturbation operator that recovers the interfacial tension in the Navier-Stokes 
equations. The simple SRT scheme was used for collision. A most recent study from Leclaire et 
al. (2017) extended their 2D color-gradient model with enhanced equilibrium density distribution 
function and MRT collision scheme (Leclaire et al. 2014) to 3D D3Q15, D3Q19, and D3Q27 
lattice models. Besides presenting the enhanced equilibrium density distribution functions, the 
study also introduced a new methodology to impose the wetting boundary condition that can 
improve the ability to predict contact angle in complex geometries. Their 3D model was validated 
with Jurin’s law, Washburn’s law, and three-dimensional capillary wave problems. Their model 
can predict capillary rise from Jurin’s law for contact angles between 45° and 135°. For 
Washburn’s law, their model showed only very small discrepancies between numerical and 
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theoretical results at high density and viscosity ratios. Simulation of a three-dimensional capillary 
wave showed that the correlation between oscillatory Reynolds number, relative viscosity 𝜇𝑏 (𝜇𝑏 + 𝜇𝑟)⁄  and relative density 𝜌𝑏 (𝜌𝑏 + 𝜌𝑟)⁄  is as predicted from theoretical solutions. Their 
validated 3D model then was used to simulate a fluid displacement in a two-dimensional porous 
media network. The authors recovered three displacement regimes: (1) viscous fingering, (2) stable 
displacement, and (3) capillary fingering. In the end, the model was utilized to simulate two-phase 
imbibition and drainage in a Berea sandstone to showcase the capability of the model to simulate 
flows in a large and complex geometry with 440 × 400 × 400 lattice units. 
According to the review of literature presented above, although some notable progresses 
have been made, current availability of color-gradient MRT lattice Boltzmann models to simulate 
3D multiphase flows with density ratios is still limited. The color-gradient lattice Boltzmann model 
from Ba et al. (2016) demonstrated excellent results when simulating 2D multiphase flows with 
various density ratios and there is a promising potential to expand their model to 3D. With this 
main idea, in this study we carried out a procedure similar to Ba et al. (2016) that introduces a new 
equilibrium distribution derived from Hermite expansion and source terms from multiscale 







SINGLE- AND MULTIPHASE LATTICE BOLTZMANN METHODS  
 
This chapter provides the technical background behind lattice Boltzmann methods for single-
phase flows and furthermore, multiphase flows using the color-gradient model. All formulas, 
equations, and procedures that were used in this study are presented in this chapter. 
3.1 Single-phase D3Q19 LBM 
The lattice Boltzmann (LB) method for single-phase flows is a foundation for further 
modeling of multiphase flows. The basic idea of the LB method is modeling the evolution of 
discretized molecular velocity distribution in time by consecutive collision and propagation steps. 
The evolution is modeled by using an explicit finite difference technique. Collision step simulates 
the viscous relaxation of the non-equilibrium part of the velocity distribution. Propagation is the 
step where the distribution function is moved in space to simulate the motion of molecules. 
The collision and propagation steps are defined by the following equations: 
Collision: 𝑓𝑖𝑝𝑐(𝐱, 𝑡 + ∆𝑡) = 𝑓𝑖(𝐱, 𝑡) + Ω𝑖(𝐱, 𝑡) (3.1) 
Propagation: 𝑓𝑖(𝐱 + 𝐜𝑖∆𝑡, 𝑡 + ∆𝑡) = 𝑓𝑖𝑝𝑐(𝐱, 𝑡 + ∆𝑡) (3.2) 
Combining Eqs. 3.1 and 3.2, the general transport equation for LB method is 
𝑓𝑖(𝐱 + 𝐜𝑖∆𝑡, 𝑡 + ∆𝑡) = 𝑓𝑖(𝐱, 𝑡) + Ω𝑖(𝐱, 𝑡) (3.3) 
where 𝑓𝑖(𝐱, 𝑡) is the discretized molecular velocity distribution function, 𝐱 is the position vector 
of the fluid node, ∆𝑡 is the time step, 𝐜𝒊 is the discretized velocity of molecules in 𝑓𝑖, Ω𝑖 is the 
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collision operator in the LB method. 𝑓𝑖𝑝𝑐(𝐱, 𝑡 + ∆𝑡) is the velocity distribution after the collision 
step. 𝑓𝑖(𝐱 + 𝐜𝑖∆𝑡, 𝑡 + ∆𝑡) represents the velocity distribution after the propagation step that is 
located at 𝐱 + 𝐜𝑖∆𝑡 after ∆𝑡 time. 
In this study, the molecular velocity distribution function is discretized into nineteen velocity 
directions. Such a discretization is denoted as D3Q19, which stands for three dimensions and 
nineteen velocities. Fig. 3.1 shows the discretized velocity directions in the D3Q19 scheme. 
𝐜𝐢 = { (0,0,0); 𝑖 = 1(±1,0,0), (0, ±1,0)(0,0, ±1); 𝑖 = 2 − 7(0,±1, ±1), (±1,0, ±1), (±1,±1,0); 𝑖 = 8 − 19 (3.4) 
 
Figure 3.1 D3Q19 velocity scheme. D3Q19 stands for three dimensions and nineteen velocities. 























The collision operator, Ω𝑖, simulates the effect of fluid viscosity. Two of the most frequently 
used collision schemes are single-relaxation time and multiple-relaxation time (MRT) 
(d’Humieres et al. 2002) schemes. D’Humieres explained in his paper that the MRT collision 
scheme gives better stability and accuracy compared to the simpler single-relaxation time scheme. 
The MRT scheme can be written as 
Ω𝑖 = −∑(𝐌−𝟏𝐒)𝒊𝒋𝑗 [𝑚𝑗 −𝑚𝑗𝑒𝑞] (3.5) 
where 𝐌 is a transformation matrix that transforms the distribution function into the moment 
space: 
[  
   
   
   
   
   
 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1−30 −11 −11 −11 −11 −11 −11 8 8 8 8 8 8 8 8 8 8 8 812 −4 −4 −4 −4 −4 −4 1 1 1 1 1 1 1 1 1 1 1 10 1 −1 0 0 0 0 0 0 0 0 1 1 −1 −1 1 1 −1 −10 −4 4 0 0 0 0 0 0 0 0 1 1 −1 −1 1 1 −1 −10 0 0 1 −1 0 0 1 1 −1 −1 0 0 0 0 1 −1 1 −10 0 0 −4 4 0 0 1 1 −1 −1 0 0 0 0 1 −1 1 −10 0 0 0 0 1 −1 1 −1 1 −1 1 −1 1 −1 0 0 0 00 0 0 0 0 −4 4 1 −1 1 −1 1 −1 1 −1 0 0 0 00 2 2 −1 −1 −1 −1 −2 −2 −2 −2 1 1 1 1 1 1 1 10 −4 −4 2 2 2 2 −2 −2 −2 −2 1 1 1 1 1 1 1 10 0 0 1 1 −1 −1 0 0 0 0 −1 −1 −1 −1 1 1 1 10 0 0 −2 −2 2 2 0 0 0 0 −1 −1 −1 −1 1 1 1 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1 −1 10 0 0 0 0 0 0 1 −1 −1 1 0 0 0 0 0 0 0 00 0 0 0 0 0 0 0 0 0 0 1 −1 −1 1 0 0 0 00 0 0 0 0 0 0 0 0 0 0 −1 −1 1 1 1 1 −1 −10 0 0 0 0 0 0 1 1 −1 −1 0 0 0 0 −1 1 −1 10 0 0 0 0 0 0 −1 1 −1 1 1 −1 1 −1 0 0 0 0 ]  
   
   
   
   
   
 
 (3.6) 
and 𝐌−𝟏 is the inverse of 𝐌. 𝐒 is a diagonal matrix given by 
𝐒 = 𝑑𝑖𝑎𝑔(𝑠1, 𝑠2, 𝑠3, 𝑠4, 𝑠5, 𝑠6, 𝑠7, 𝑠8, 𝑠9, 𝑠10, 𝑠11, 𝑠12, 𝑠13, 𝑠14, 𝑠15, 𝑠16, 𝑠17, 𝑠18, 𝑠19)  
= 𝑑𝑖𝑎𝑔(0, 𝑠𝑒 , 𝑠𝜖 , 0, 𝑠𝑞 , 0, 𝑠𝑞 , 0, 𝑠𝑞 , 𝑠𝑣, 𝑠𝜋, 𝑠𝑣, 𝑠𝜋, 𝑠𝑣, 𝑠𝑣, 𝑠𝑣, 𝑠𝑚, 𝑠𝑚, 𝑠𝑚) (3.7) 
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where the parameters are chosen as 𝑠𝑒 = 1.19, 𝑠𝜖 = 1.4, 𝑠𝑞 = 1.2, 𝑠𝜋 = 1.4, 𝑠𝑚 = 1.98 and 𝑠𝑣 =1/𝜏 (d’Humieres et al. 2002). 𝜏 represents the relaxation parameter that relates to fluid’s kinematic 
viscosity by 
𝜇 = 𝜌0𝑐𝑠2 (𝜏 − 12)  (3.8) 
where 𝜌0 is the static fluid density and 𝑐𝑠 is the lattice sound speed. The values of distribution 
function in the moment space (𝑚𝑖 and 𝑚𝑖𝑒𝑞) are obtained by 
𝑚𝑖 =∑𝑀𝑖𝑗𝑓𝑗𝑗  (3.9) 
𝑚𝑖𝑒𝑞 =∑𝑀𝑖𝑗𝑓𝑗𝑒𝑞𝑗  (3.10) 
𝑓𝑖𝑒𝑞 is the equilibrium distribution function defined as 
𝑓𝑖𝑒𝑞 = 𝑤𝑖𝜌 [1 + 3𝐜𝐢. 𝐮𝑐2 + 9(𝐜𝐢. 𝐮)22𝑐4 − 𝟑(𝐮)𝟐2𝑐2 ]  (3.11) 
where 𝑐 is lattice velocity, 𝑐 = ∆𝑥∆𝑡. We used 𝑐 = 1 for this study. 𝑤𝑖 are weighting coefficients 
associated with discretized velocities: 
𝑤𝑖 = { 1 3⁄ ; 𝑖 = 11 18⁄ ; 𝑖 = 2 − 71 36⁄ ; 𝑖 = 8 − 19  (3.12) 
Fluid density 𝜌 and fluid velocity 𝐮 are calculated using the following relations: 
𝜌 =∑𝑓𝑖𝑖  (3.13) 
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𝐮 = ∑ 𝐜𝒊𝑓𝑖𝑖𝜌  (3.14) 
3.2 Boundary condition 
On boundaries of fluid, we impose boundary conditions to the distribution function. For a 
no-slip boundary, the equation below is applied (Ladd, 1994): 
𝑓𝑖′(𝐱, 𝑡 + ∆𝑡) = 𝑓𝑖(𝐱, 𝑡) − 2𝜌𝑤𝑖𝐜𝑖 ∙ 𝐮𝑏(𝐱𝑏, 𝑡)𝑐𝑠2  (3.15) 
where 𝑓𝑖(𝐱, 𝑡) is the incoming distribution, 𝑓𝑖′(𝐱, 𝑡 + ∆𝑡) is the outgoing distribution in the opposite 
direction of 𝑓𝑖(𝐱, 𝑡). 𝐱𝑏 and 𝐮𝑏 are the location and velocity of the boundary wall. We can see that 
when the boundary is stationary, 𝐮𝑏 = 0, and Eq. 3.15 is simplified into following equation: 
𝑓𝑖′(𝐱, 𝑡 + ∆𝑡) = 𝑓𝑖(𝐱, 𝑡) (3.16) 
Zou and He (1996) proposed a procedure to determine a pressure (density) boundary 
condition on inlet and outlet boundaries. Consider the node in Fig. 3.1 as an inlet node and flow is 
in the +x direction. Additionally, assume that 𝑢𝑦 = 𝑢𝑧 = 0 on the inlet. After streaming, all 
distributions 𝑓𝑖 are known except for 𝑓2, 𝑓12, 𝑓13, 𝑓16, and 𝑓17. From Eqs. 3.13 and 3.14, we can get 
the following equations: 
𝜌𝑖𝑛 = 𝑓1 + 𝑓2 + 𝑓3 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7 + 𝑓8 + 𝑓9 + 𝑓10 + 𝑓11 + 𝑓12 + 𝑓13 + 𝑓14 + 𝑓15 + 𝑓16  +𝑓17 + 𝑓18 + 𝑓19 (3.17) 
𝜌𝑖𝑛𝑢𝑥 = (𝑓2 + 𝑓12 + 𝑓13 + 𝑓16 + 𝑓17) − (𝑓3 + 𝑓14 + 𝑓15 + 𝑓18 + 𝑓19) 
⇒ (𝑓2 + 𝑓12 + 𝑓13 + 𝑓16 + 𝑓17) = 𝜌𝑖𝑛𝑢𝑥 + (𝑓3 + 𝑓14 + 𝑓15 + 𝑓18 + 𝑓19) (3.18) 
Combining Eqs. 3.17 and 3.18, 𝑢𝑥 can be obtained by 
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𝜌𝑖𝑛 = 𝑓1 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7 + 𝑓8 + 𝑓9 + 𝑓10 + 𝑓11 + 𝜌𝑖𝑛𝑢𝑥 
+2(𝑓3 + 𝑓14 + 𝑓15 + 𝑓18 + 𝑓19) 
⇒ 𝑢𝑥 
= 1 − 𝑓1 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7 + 𝑓8 + 𝑓9 + 𝑓10 + 𝑓11 + 2(𝑓3 + 𝑓14 + 𝑓15 + 𝑓18 + 𝑓19)𝜌𝑖𝑛  (3.19) 
After getting the value of 𝑢𝑥, the values of unknown distribution 𝑓2, 𝑓12, 𝑓13, 𝑓16, and 𝑓17 can be 
obtained by the equation below (Maier et al. 1996): 𝑓𝑖 = 𝑓𝑜𝑝𝑝𝑜 + (𝑓𝑖𝑒𝑞 − 𝑓𝑜𝑝𝑝𝑜𝑒𝑞 ) + 𝛼(𝑒𝑖𝑦𝛿𝑦 + 𝑒𝑖𝑧𝛿𝑧) (3.20) 
where 𝑓𝑜𝑝𝑝𝑜 is the distribution opposite of 𝑓𝑖. 𝑓𝑒𝑞 can be calculated using Eq. 3.11 and the values 
of 𝛼, 𝛿𝑦, and 𝛿𝑧 according to Maier et al. (1996) are: 
𝛼 = 12  (3.21) 𝛿𝑦 = 𝑓4 − 𝑓5 + 𝑓8 − 𝑓10 + 𝑓9 − 𝑓11 (3.22) 
𝛿𝑧 = 𝑓6 − 𝑓7 + 𝑓8 − 𝑓9 + 𝑓10 − 𝑓11 (3.23) 
Using Eqs. 3.20, 3.21, 3.22, and 3.23, we can obtain all of the unknown distribution: 
𝑓2 = 𝑓3 + 13𝜌𝑖𝑛𝑢𝑥  (3.24) 
𝑓12 = 𝑓15 + 16𝜌𝑖𝑛𝑢𝑥 − 12 (𝑓6 − 𝑓7 + 𝑓8 − 𝑓9 + 𝑓10 − 𝑓11) (3.25) 
𝑓13 = 𝑓14 + 16𝜌𝑖𝑛𝑢𝑥 + 12 (𝑓6 − 𝑓7 + 𝑓8 − 𝑓9 + 𝑓10 − 𝑓11) (3.26) 
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𝑓16 = 𝑓19 + 16𝜌𝑖𝑛𝑢𝑥 − 12 (𝑓4 − 𝑓5 + 𝑓8 − 𝑓10 + 𝑓9 − 𝑓11) (3.27) 
𝑓17 = 𝑓18 + 16𝜌𝑖𝑛𝑢𝑥 + 12 (𝑓4 − 𝑓5 + 𝑓8 − 𝑓10 + 𝑓9 − 𝑓11) (3.28) 
For the outlet node, the procedure is similar. In this case, we will use 𝜌𝑜𝑢𝑡 as the density on 
the outlet nodes. This time, the unknown distributions are 𝑓3, 𝑓14, 𝑓15, 𝑓18 and 𝑓19. From Eqs. 3.13 
and 3.14, we can get the following equations: 
𝜌𝑜𝑢𝑡 = 𝑓1 + 𝑓2 + 𝑓3 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7 + 𝑓8 + 𝑓9 + 𝑓10 + 𝑓11 + 𝑓12 + 𝑓13 + 𝑓14 + 𝑓15 + 𝑓16  
+𝑓17 + 𝑓18 + 𝑓19 (3.29) 
𝜌𝑜𝑢𝑡𝑢𝑥 = (𝑓2 + 𝑓12 + 𝑓13 + 𝑓16 + 𝑓17) − (𝑓3 + 𝑓14 + 𝑓15 + 𝑓18 + 𝑓19) 
⇒ (𝑓3 + 𝑓14 + 𝑓15 + 𝑓18 + 𝑓19) = (𝑓2 + 𝑓12 + 𝑓13 + 𝑓16 + 𝑓17) − 𝜌𝑜𝑢𝑡𝑢𝑥 (3.30) 
Combining Eq. 3.29 and Eq. 3.30, 𝑢𝑥 can be obtained by 
𝜌𝑜𝑢𝑡 = 𝑓1 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7 + 𝑓8 + 𝑓9 + 𝑓10 + 𝑓11 − 𝜌𝑜𝑢𝑡𝑢𝑥 
+2(𝑓2 + 𝑓12 + 𝑓13 + 𝑓16 + 𝑓17) 
⇒ 𝑢𝑥 
= 𝑓1 + 𝑓4 + 𝑓5 + 𝑓6 + 𝑓7 + 𝑓8 + 𝑓9 + 𝑓10 + 𝑓11 + 2(𝑓2 + 𝑓12 + 𝑓13 + 𝑓16 + 𝑓17)𝜌𝑜𝑢𝑡 − 1 (3.31) 
After getting 𝑢𝑥 the unknown distribution can be obtained by using Eqs. 3.20, 3.21, 3.22, 
and 3.23: 
𝑓3 = 𝑓2 − 13𝜌𝑜𝑢𝑡𝑢𝑥 (3.32) 
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𝑓14 = 𝑓13 − 16𝜌𝑜𝑢𝑡𝑢𝑥 − 12 (𝑓6 − 𝑓7 + 𝑓8 − 𝑓9 + 𝑓10 − 𝑓11) (3.33) 
𝑓15 = 𝑓12 − 16𝜌𝑜𝑢𝑡𝑢𝑥 + 12 (𝑓6 − 𝑓7 + 𝑓8 − 𝑓9 + 𝑓10 − 𝑓11) (3.34) 
𝑓18 = 𝑓17 − 16𝜌𝑜𝑢𝑡𝑢𝑥 − 12 (𝑓4 − 𝑓5 + 𝑓8 − 𝑓10 + 𝑓9 − 𝑓11) (3.35) 
𝑓19 = 𝑓16 − 16𝜌𝑜𝑢𝑡𝑢𝑥 + 12 (𝑓4 − 𝑓5 + 𝑓8 − 𝑓10 + 𝑓9 − 𝑓11) (3.36) 
3.3 Two-phase D3Q19 color-gradient LBM 
In the color-gradient two-phase model, Gunstensen et al. (1991) added two operators to 
simulate the interfacial tension and the force that separated the phases: 
Ω𝑖𝑘(𝐱, 𝑡) = (Ω𝑖𝑘)3 [(Ω𝑖𝑘)1 + (Ω𝑖𝑘)2]  (3.37) 
where superscript 𝑘 represents the fluid components: red (𝑘 = 𝑅) and blue (𝑘 = 𝐵), (Ω𝑖𝑘)1 is the 
single-component collision operator that simulates the effect of viscosity, (Ω𝑖𝑘)2 is the operator to 
simulate interfacial tension, and (Ω𝑖𝑘)3 is the operator to segregate phases. 
The single-component collision operator is the same as that in the single-phase method. The 
difference is in the expression of the equilibrium distribution function, 𝑓𝑖𝑘(𝑒𝑞): 




𝜙𝑖𝑘 = {  
  𝛼𝑘; 𝑖 = 11 − 𝛼𝑘12 ; 𝑖 = 2 − 71 − 𝛼𝑘24 ; 𝑖 = 8 − 19  (3.39) 
𝛼𝑘 is a free parameter related to the speed of sound of each fluid (𝑐𝑠𝑘): (𝑐𝑠𝑘)2 = 12 (1 − 𝛼𝑘) (3.40) 
𝑐𝑠𝑘 controls the hydrodynamic pressure for each phase 𝑝𝑘: 𝑝𝑘 = 𝜌𝑘(𝑐𝑠𝑘)2 (3.41) 
𝜌𝑘 is the density of each fluid. The pressure of the fluid mixture is calculated by 𝑝 =∑ 𝑝𝑘𝑘  (3.42) 
To get a stable interface and to avoid negative fluid density, from the equation below for the density 
ratio: 
𝛾 = 𝜌𝑅0𝜌𝐵0 = 1 − 𝛼𝐵1 − 𝛼𝑅 (3.43) 
where 𝜌𝑅0 and 𝜌𝐵0 are the initial densities of pure red and blue fluids, the values of 𝛼𝑅 and 𝛼𝐵 
should satisfy 0 < 𝛼𝑘 < 1. The above relation comes from the fact that in the single phase, both 
fluids will have same pressure. Thus, 
𝑝𝑅0 = 𝑝𝐵0 
⇒ 𝜌𝑅0(𝑐𝑠𝑅)2 = 𝜌𝐵0(𝑐𝑠𝐵)2 
⇒ 𝜌𝑅0 [12 (1 − 𝛼𝑅)] = 𝜌𝐵0 [12 (1 − 𝛼𝐵)] 
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⇒ 𝜌𝑅0𝜌𝐵0 = 1 − 𝛼𝐵1 − 𝛼𝑅  (3.44) 
To calculate the second and the third operators ((Ω𝑖𝑘)2 and (Ω𝑖𝑘)3), a phase field function 𝜌𝑁 
is introduced: 
𝜌𝑁 = ( 𝜌𝑅𝜌𝑅0 − 𝜌𝐵𝜌𝐵0) ( 𝜌𝑅𝜌𝑅0 + 𝜌𝐵𝜌𝐵0)⁄  (3.45) 
Superscripts 𝑅 and 𝐵 represent red and blue fluids, respectively. By using Eq. 3.45, we can identify 
single-phase red fluid when 𝜌𝑁 = 1 and single-phase blue fluid when 𝜌𝑁 = −1. Interface can 
therefore be tracked by finding the locations of 𝜌𝑁 = 0. Values of 𝜌𝑅and 𝜌𝐵 are related to the 
velocity distribution function: 
𝜌𝑘 =∑𝑓𝑖𝑘𝑖 ; 𝑘 = 𝑅, 𝐵 (3.46) 
Considering different viscosities of the two phases, the relaxation parameter 𝜏 is obtained from 
interpolation: 
𝜏 = {  
  𝜏𝑅; 𝜌𝑁 > 𝛿𝑔𝑅(𝜌𝑁); 𝛿 ≥ 𝜌𝑁 > 0𝑔𝐵(𝜌𝑁); 0 ≥ 𝜌𝑁 > −𝛿𝜏𝐵; 𝜌𝑁 < −𝛿  (3.47) 
where 𝛿 ≤ 1 is a free positive parameter. 𝑔𝑅(𝜌𝑁) = 𝑅1 + 𝑅2𝜌𝑁 + 𝑅3(𝜌𝑁)2, 𝑔𝐵(𝜌𝑁) = 𝐵1 +𝐵2𝜌𝑁 + 𝐵3(𝜌𝑁)2.  𝑅1 = 𝐵1 = 2𝜏𝑅𝜏𝐵 (𝜏𝑅 + 𝜏𝐵)⁄ , 𝑅2 = 2(𝜏𝑅 − 𝑅1) 𝛿⁄ , 𝑅3 = −𝑅2 2𝛿⁄ , 𝐵2 =2(𝜏𝐵 − 𝐵1) 𝛿⁄ , 𝐵3 = −𝐵2 2𝛿⁄ . 
The second operator, (Ω𝑖𝑘)2 can then be calculated using the following equation: 
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(Ω𝑖𝑘)2 = 𝐴𝑘2 |∇𝜌𝑁| [𝑤𝑖 (𝐜𝒊. ∇𝜌𝑁)2|∇𝜌𝑁|2 − 𝐵𝑖]  (3.48) 
where 𝐴𝑘 is the parameter that adjusts the interfacial tension. 𝐵1 = − 13 , 𝐵𝑖 = 118 ; 𝑖 = 2 − 7, 𝐵𝑖 =136 ; 𝑖 = 8 − 19 are the values according to the study of Liu et al. (2012). 
The third operator, recoloring operator (Ω𝑖𝑘)3, forces the separation of two fluids. The 
correlations from Latva-Kokko and Rothman (2005) are used to calculate this operator: 
(Ω𝑖𝑅)3(𝑓𝑖𝑅) = 𝜌𝑅𝜌 𝑓𝑖 + 𝛽 𝜌𝑅𝜌𝐵𝜌2 cos(𝜑𝑖) 𝑓𝑖𝑒𝑞(𝜌, 0) (3.49) 
(Ω𝑖𝐵)3(𝑓𝑖𝐵) = 𝜌𝐵𝜌 𝑓𝑖 − 𝛽 𝜌𝑅𝜌𝐵𝜌2 cos(𝜑𝑖) 𝑓𝑖𝑒𝑞(𝜌, 0) (3.50) 
where 𝛽 is a free parameter that controls interface thickness, 𝜑𝑖 is the angle between the phase 
field gradient ∇𝜌𝑁 and 𝐜𝒊 and cos(𝜑𝑖) = 𝐜𝒊.∇𝜌𝑁|𝐜𝒊|.|∇𝜌𝑁|. 
Fig. 3.2 shows the workflow of the simulation process in multiphase LBM. The process 
consists of a loop that calculates the evolution of the velocity distributions for each time step. Fig. 
3.3 shows the programming flow chart based on the workflow in Fig. 3.2. 
 
Figure 3.2 Modeling workflow of multiphase lattice Boltzmann simulations. The purple boxes 










MODIFICATION OF D3Q19 COLOR-GRADIENT LATTICE BOLTZMANN MODEL FOR 
FLOWS WITH DENSITY RATIOS 
 
To simulate flows with density ratios, Ba et al. (2016) present a modification procedure for 
D2Q9 systems. In this study, a similar approach was carried out for D3Q19 systems. Specifically, 
we (1) modified the equilibrium density distribution, and (2) added a source term into the first 
collision operator (Ω𝑖𝑘)1 to recover the correct Navier-Stokes Equations (NSEs). These two 
modifications are presented in this chapter. 
4.1 Modified equilibrium density distribution function 
For the first modification, instead of using Eq. 3.38 to calculate the equilibrium distribution, 
a new equilibrium distribution function is applied: 𝑓𝑖𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘𝜙𝑖𝑘 
+𝜌𝑘𝑤𝑖 {3𝐜𝑖 ∙ 𝐮𝑐2 [1 + 12(3(𝑐𝑠𝑘)2𝑐2 − 1)(3(𝐜𝑖)2𝑐2 − 𝐷 − 2)] + 9(𝐜𝑖 ∙ 𝐮)22𝑐4  
−3(𝐮)22𝑐2 } (4.1) 
The above expression was derived from a third order Hermite expansion of the Maxwellian 
distribution (Li et al. 2012). 𝐷 represents the dimension of the problem. By substituting 𝐷 = 3 into 




𝑓𝑖𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘𝜙𝑖𝑘 
+𝜌𝑘𝑤𝑖 {3𝐜𝑖 ∙ 𝐮𝑐2 [1 + 12(3(𝑐𝑠𝑘)2𝑐2 − 1)(3(𝐜𝑖)2𝑐2 − 5)] + 9(𝐜𝑖 ∙ 𝐮)22𝑐4  
−3(𝐮)22𝑐2 }  (4.2) 
Note that if we substitute (𝑐𝑠𝑘)2 = 13, Eq. 4.2 becomes the same as Eq. 3.38. This is because in 
previous studies, (𝑐𝑠𝑘)2 was set to 13, which is not correct for two phases with different densities. 
For simplicity, we will use term 𝑁𝑘 to represent the term (3(𝑐𝑠𝑘)2𝑐2 − 1).  
By using the definition of (𝑐𝑠𝑘)2 from Eq. 3.40, we can calculate the expression of 𝑁𝑘 as 
𝑁𝑘 = 3(𝑐𝑠𝑘)2𝑐2 − 1 = 3 [12 (1 − 𝛼𝑘)] − 1 
⇒ 𝑁𝑘 = 12 − 32𝛼𝑘 = 0.5 − 1.5𝛼𝑘 (4.3) 
Substituting 𝐜𝑖 from Eq. 3.4 into Eq. 4.2 generates the following expressions for 𝑓𝑖𝑘: 
𝑓1𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {𝛼𝑘 + 13 [−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4a) 
𝑓2𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)12 + 118 [3𝑢𝑥(1 − 𝑁𝑘) + 92𝑢𝑥2 − 32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4b) 
𝑓3𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)12 + 118 [−3𝑢𝑥(1 − 𝑁𝑘) + 92𝑢𝑥2 − 32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4c) 
𝑓4𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)12 + 118 [3𝑢𝑦(1 − 𝑁𝑘) + 92𝑢𝑦2 − 32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4d) 
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𝑓5𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)12 + 118 [−3𝑢𝑦(1 − 𝑁𝑘) + 92𝑢𝑦2 − 32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4e) 
𝑓6𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)12 + 118 [3𝑢𝑧(1 − 𝑁𝑘) + 92𝑢𝑧2 − 32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4f) 
𝑓7𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)12 + 118 [−3𝑢𝑧(1 − 𝑁𝑘) + 92𝑢𝑧2 − 32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4g) 
𝑓8𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(𝑢𝑦 + 𝑢𝑧) (1 + 12𝑁𝑘) + 92 (𝑢𝑦2 + 2𝑢𝑦𝑢𝑧 + 𝑢𝑧2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4h) 
𝑓9𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(𝑢𝑦 − 𝑢𝑧) (1 + 12𝑁𝑘) + 92 (𝑢𝑦2 − 2𝑢𝑦𝑢𝑧 + 𝑢𝑧2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4i) 
𝑓10𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(−𝑢𝑦 + 𝑢𝑧) (1 + 12𝑁𝑘) + 92 (𝑢𝑦2 − 2𝑢𝑦𝑢𝑧 + 𝑢𝑧2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4j) 
24 
 
𝑓11𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(−𝑢𝑦 − 𝑢𝑧) (1 + 12𝑁𝑘) + 92 (𝑢𝑦2 + 2𝑢𝑦𝑢𝑧 + 𝑢𝑧2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4k) 
𝑓12𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(𝑢𝑥 + 𝑢𝑧) (1 + 12𝑁𝑘) + 92 (𝑢𝑥2 + 2𝑢𝑥𝑢𝑧 + 𝑢𝑧2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4l) 
𝑓13𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(𝑢𝑥 − 𝑢𝑧) (1 + 12𝑁𝑘) + 92 (𝑢𝑥2 − 2𝑢𝑥𝑢𝑧 + 𝑢𝑧2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4m) 
𝑓14𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(−𝑢𝑥 + 𝑢𝑧) (1 + 12𝑁𝑘) + 92 (𝑢𝑥2 − 2𝑢𝑥𝑢𝑧 + 𝑢𝑧2) 




𝑓15𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(−𝑢𝑥 − 𝑢𝑧) (1 + 12𝑁𝑘) + 92 (𝑢𝑥2 + 2𝑢𝑥𝑢𝑧 + 𝑢𝑧2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4o) 
𝑓16𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(𝑢𝑥 + 𝑢𝑦) (1 + 12𝑁𝑘) + 92 (𝑢𝑥2 + 2𝑢𝑥𝑢𝑦 + 𝑢𝑦2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4p) 
𝑓17𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(𝑢𝑥 − 𝑢𝑦) (1 + 12𝑁𝑘) + 92 (𝑢𝑥2 − 2𝑢𝑥𝑢𝑦 + 𝑢𝑦2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4q) 
𝑓18𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(−𝑢𝑥 + 𝑢𝑦) (1 + 12𝑁𝑘) + 92 (𝑢𝑥2 − 2𝑢𝑥𝑢𝑦 + 𝑢𝑦2) 




𝑓19𝑘,(𝑒𝑞)(𝜌, 𝐮) = 𝜌𝑘 {(1 − 𝛼𝑘)24  
+ 136 [3(−𝑢𝑥 − 𝑢𝑦) (1 + 12𝑁𝑘) + 92 (𝑢𝑥2 + 2𝑢𝑥𝑢𝑦 + 𝑢𝑦2) 
−32 (𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]}  (4.4s) 
By multiplying the matrix 𝐌 (Eq. 3.6) by the vector containing the above equilibrium 
distribution functions 𝐟𝑘,(𝑒𝑞), following previous studies (Reis and Phillips 2007; Latva-Kokko and 
Rothman 2005), the moments 𝑚𝑖𝑘,(𝑒𝑞) can be obtained and they are summarized in Table 4.1. We 
can observe from the table that differences are in the fifth, seventh, and ninth moments. These 
moments are all related to the energy flux of fluids. 
Table 4.1 The moment’s expressions from previous studies and this study 
No. Name Previous model 
(Reis and Phillips, 2007) 
New Model 
1 𝜌 𝜌𝑘 𝜌𝑘 
2 𝑒 𝜌𝑘[−1.5 − 28.5𝛼𝑘+ 19(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)] 𝜌𝑘[−1.5 − 28.5𝛼𝑘+ 19(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)] 
3 𝜖 𝜌𝑘[−1.5 + 13.5𝛼𝑘− 5.5(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)] 𝜌𝑘[−1.5 + 13.5𝛼𝑘− 5.5(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)] 
4 𝑗𝑥 𝜌𝑘𝑢𝑥 𝜌𝑘𝑢𝑥 




Table 4.1 Continued 
No. Name Previous model 
(Reis and Phillips, 2007) 
New Model 
6 𝑗𝑦 𝜌𝑘𝑢𝑦 𝜌𝑘𝑢𝑦 
7 𝑞𝑦 −23𝜌𝑘𝑢𝑦 𝜌𝑘 (−23 + 53𝑁𝑘) 𝑢𝑦 
8 𝑗𝑧 𝜌𝑘𝑢𝑧 𝜌𝑘𝑢𝑧 
9 𝑞𝑧 −23𝜌𝑘𝑢𝑧 𝜌𝑘 (−23 + 53𝑁𝑘) 𝑢𝑧 
10 3𝑝𝑥𝑥 𝜌𝑘(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2) 𝜌𝑘(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2) 
11 3𝜋𝑥𝑥 𝜌𝑘(−𝑢𝑥2 + 0.5𝑢𝑦2 + 0.5𝑢𝑧2) 𝜌𝑘(−𝑢𝑥2 + 0.5𝑢𝑦2 + 0.5𝑢𝑧2) 
12 𝑝𝑤𝑤 𝜌𝑘(𝑢𝑦2 − 𝑢𝑧2) 𝜌𝑘(𝑢𝑦2 − 𝑢𝑧2) 
13 𝜋𝑤𝑤 𝜌𝑘(−0.5𝑢𝑦2 + 0.5𝑢𝑧2) 𝜌𝑘(−0.5𝑢𝑦2 + 0.5𝑢𝑧2) 
14 𝑝𝑥𝑦 𝜌𝑘(𝑢𝑥𝑢𝑦) 𝜌𝑘(𝑢𝑥𝑢𝑦) 
15 𝑝𝑦𝑧 𝜌𝑘(𝑢𝑦𝑢𝑧) 𝜌𝑘(𝑢𝑦𝑢𝑧) 
16 𝑝𝑥𝑧 𝜌𝑘(𝑢𝑥𝑢𝑧) 𝜌𝑘(𝑢𝑥𝑢𝑧) 
17 𝑚𝑥 0 0 
18 𝑚𝑦 0 0 
19 𝑚𝑧 0 0 
28 
 
4.2 Macroscopic Navier-Stokes equations 
By the above modifications to the equilibrium distribution functions, we now can simulate 
two-phase systems with different densities. However, in order to attain correct hydrodynamics, 
our model should satisfy the continuity and Cauchy momentum equations given below: 
Continuity equation: 
𝜕𝑡(𝜌) + ∇ ∙ (𝜌𝐮) = 0 (4.5) 
Cauchy momentum equation: 
𝜕𝑡(𝜌𝐮) + ∇ ∙ (𝜌𝐮𝐮) = −∇𝑝 + ∇ ∙ 𝛕 (4.6) 
Expanding Eqs. 4.5 and 4.6 for 3D systems, we can obtain the equations below: 
𝜕𝑡(𝜌) + 𝜕𝑥(𝜌𝑢𝑥) + 𝜕𝑦(𝜌𝑢𝑦) + 𝜕𝑧(𝜌𝑢𝑧) = 0 (4.7) 
𝜕𝑡(𝜌𝑢𝑥) + 𝜕𝑥(𝜌𝑢𝑥2) + 𝜕𝑦(𝜌𝑢𝑥𝑢𝑦) + 𝜕𝑧(𝜌𝑢𝑥𝑢𝑧) = −𝜕𝑥𝑝 + 𝜕𝑥𝜏𝑥𝑥 + 𝜕𝑦𝜏𝑥𝑦 + 𝜕𝑧𝜏𝑥𝑧 (4.8) 
𝜕𝑡(𝜌𝑢𝑦) + 𝜕𝑥(𝜌𝑢𝑥𝑢𝑦) + 𝜕𝑦(𝜌𝑢𝑦2) + 𝜕𝑧(𝜌𝑢𝑦𝑢𝑧) = −𝜕𝑦𝑝 + 𝜕𝑥𝜏𝑥𝑦 + 𝜕𝑦𝜏𝑦𝑦 + 𝜕𝑧𝜏𝑦𝑧 (4.9) 
𝜕𝑡(𝜌𝑢𝑧) + 𝜕𝑥(𝜌𝑢𝑥𝑢𝑧) + 𝜕𝑦(𝜌𝑢𝑦𝑢𝑧) + 𝜕𝑧(𝜌𝑢𝑧2) = −𝜕𝑧𝑝 + 𝜕𝑥𝜏𝑥𝑧 + 𝜕𝑦𝜏𝑦𝑧 + 𝜕𝑧𝜏𝑧𝑧 (4.10) 
Stress tensor 𝛕 for Newtonian fluids is 
𝛕 = [𝜏𝑥𝑥 𝜏𝑥𝑦 𝜏𝑥𝑧𝜏𝑥𝑦 𝜏𝑦𝑦 𝜏𝑦𝑧𝜏𝑥𝑧 𝜏𝑦𝑧 𝜏𝑧𝑧] = (𝜉 − 23𝜇) (∇ ∙ 𝐮)𝐈 + 𝜇[∇𝐮 + (∇𝐮)𝑇] (4.11) 
where 𝜉 is the bulk viscosity and 𝜇 is the dynamic viscosity. Expanding the matrix in Eq. 4.11 
gives the expression below: 
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𝛕 = [𝜏𝑥𝑥 𝜏𝑥𝑦 𝜏𝑥𝑧𝜏𝑥𝑦 𝜏𝑦𝑦 𝜏𝑦𝑧𝜏𝑥𝑧 𝜏𝑦𝑧 𝜏𝑧𝑧] 
= (𝜉 − 23𝜇) [𝜕𝑥𝑢𝑥 + 𝜕𝑦𝑢𝑦 + 𝜕𝑧𝑢𝑧 0 00 𝜕𝑥𝑢𝑥 + 𝜕𝑦𝑢𝑦 + 𝜕𝑧𝑢𝑧 00 0 𝜕𝑥𝑢𝑥 + 𝜕𝑦𝑢𝑦 + 𝜕𝑧𝑢𝑧] 
+𝜇 [ 2𝜕𝑥𝑢𝑥 𝜕𝑦𝑢𝑥 + 𝜕𝑥𝑢𝑦 𝜕𝑧𝑢𝑥 + 𝜕𝑥𝑢𝑧𝜕𝑦𝑢𝑥 + 𝜕𝑥𝑢𝑦 2𝜕𝑦𝑢𝑦 𝜕𝑧𝑢𝑦 + 𝜕𝑦𝑢𝑧𝜕𝑦𝑢𝑥 + 𝜕𝑥𝑢𝑦 𝜕𝑧𝑢𝑦 + 𝜕𝑦𝑢𝑧 2𝜕𝑧𝑢𝑧 ]  (4.12) 
Thus, we get the following equations for each stress: 
𝜏𝑥𝑥 = 𝜉(𝜕𝑥𝑢𝑥 + 𝜕𝑦𝑢𝑦 + 𝜕𝑧𝑢𝑧) + 23 𝜇(2𝜕𝑥𝑢𝑥 − 𝜕𝑦𝑢𝑦 − 𝜕𝑧𝑢𝑧) (4.13a) 
𝜏𝑦𝑦 = 𝜉(𝜕𝑥𝑢𝑥 + 𝜕𝑦𝑢𝑦 + 𝜕𝑧𝑢𝑧) + 23 𝜇(−𝜕𝑥𝑢𝑥 + 2𝜕𝑦𝑢𝑦 − 𝜕𝑧𝑢𝑧) (4.13b) 
𝜏𝑧𝑧 = 𝜉(𝜕𝑥𝑢𝑥 + 𝜕𝑦𝑢𝑦 + 𝜕𝑧𝑢𝑧) + 23𝜇(−𝜕𝑥𝑢𝑥 − 𝜕𝑦𝑢𝑦 + 2𝜕𝑧𝑢𝑧) (4.13c) 
𝜏𝑥𝑦 = 𝜇(𝜕𝑦𝑢𝑥 + 𝜕𝑥𝑢𝑦) (4.13d) 
𝜏𝑦𝑧 = 𝜇(𝜕𝑧𝑢𝑦 + 𝜕𝑦𝑢𝑧) (4.13e) 
𝜏𝑥𝑧 = 𝜇(𝜕𝑧𝑢𝑦 + 𝜕𝑦𝑢𝑧) (4.13f) 
Following a Chapman-Enskog expansion procedure (Succi 2001), the derivatives of time and 
space are expanded with a small parameter 𝜀: 
𝜕𝑡 = 𝜀𝜕𝑡0 + 𝜀2𝜕𝑡1,   𝜕𝛼 = 𝜀𝜕𝛼0 (4.14) 
By using the definitions in Eq. 4.14, Eq. 4.6 becomes: 
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𝜀𝜕𝑡0(𝜌) + 𝜀2𝜕𝑡1(𝜌) + 𝜀𝜕𝑥0(𝜌𝑢𝑥) + 𝜀𝜕𝑦0(𝜌𝑢𝑦) + 𝜀𝜕𝑧0(𝜌𝑢𝑧) = 0 (4.15) 
The stress equations (Eqs. 4.13a-f) are changed into: 
𝜏𝑥𝑥 = 𝜀 {𝜉(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧) + 23𝜇(2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)} = 𝜀𝜏𝑥𝑥(0) (4.16a) 
𝜏𝑦𝑦 = 𝜀 {𝜉(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧) + 23𝜇(−𝜕𝑥0𝑢𝑥 + 2𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)} = 𝜀𝜏𝑦𝑦(0) (4.16b) 
𝜏𝑧𝑧 = 𝜀 {𝜉(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧) + 23𝜇(−𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 + 2𝜕𝑧0𝑢𝑧)} = 𝜀𝜏𝑧𝑧(0) (4.16c) 
𝜏𝑥𝑦 = 𝜀{𝜇(𝜕𝑦0𝑢𝑥 + 𝜕𝑥0𝑢𝑦)} = 𝜀𝜏𝑥𝑦(0) (4.16d) 
𝜏𝑦𝑧 = 𝜀{𝜇(𝜕𝑧0𝑢𝑦 + 𝜕𝑦0𝑢𝑧)} = 𝜀𝜏𝑦𝑧(0) (4.16e) 
𝜏𝑥𝑧 = 𝜀{𝜇(𝜕𝑧0𝑢𝑦 + 𝜕𝑦0𝑢𝑧)} = 𝜀𝜏𝑥𝑧(0) (4.16f) 
Substituting Eqs. 4.16a-f and the definitions in Eq. 4.14 into Eqs. 4.8-4.10, we get the expressions 
for Navier-Stokes momentum equations (NSEs) with small parameter 𝜀: 
𝜀𝜕𝑡0(𝜌𝑢𝑥) + 𝜀2𝜕𝑡1(𝜌𝑢𝑥) + 𝜀𝜕𝑥0(𝜌𝑢𝑥2) + 𝜀𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) + 𝜀𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) 
= −𝜀𝜕𝑥0𝑝 + 𝜀2𝜕𝑥0𝜏𝑥𝑥(0) + 𝜀2𝜕𝑦0𝜏𝑥𝑦(0) + 𝜀2𝜕𝑧0𝜏𝑥𝑧(0) (4.17) 
   𝜀𝜕𝑡0(𝜌𝑢𝑦) + 𝜀2𝜕𝑡1(𝜌𝑢𝑦) + 𝜀𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) + 𝜀𝜕𝑦0(𝜌𝑢𝑦2) + 𝜀𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) 
=  −𝜀𝜕𝑦0𝑝 + 𝜀2𝜕𝑥0𝜏𝑥𝑦(0) + 𝜀2𝜕𝑦0𝜏𝑦𝑦(0) + 𝜀2𝜕𝑧0𝜏𝑦𝑧(0) (4.18) 
𝜀𝜕𝑡0(𝜌𝑢𝑧) + 𝜀2𝜕𝑡1(𝜌𝑢𝑧) + 𝜀𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) + 𝜀𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) + 𝜀𝜕𝑧0(𝜌𝑢𝑧2) 
=  −𝜀𝜕𝑧0𝑝 + 𝜀2𝜕𝑥0𝜏𝑥𝑧(0) + 𝜀2𝜕𝑦0𝜏𝑦𝑧(0) + 𝜀2𝜕𝑧0𝜏𝑧𝑧(0) (4.19) 
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Based on Eqs. 4.15, 4.17, 4.18, and 4.19, we can obtain four zeroth-order and four first-order 
equations in 𝜀: 
𝜀:    𝜕𝑡0(𝜌) + 𝜕𝑥0(𝜌𝑢𝑥) + 𝜕𝑦0(𝜌𝑢𝑦) + 𝜕𝑧0(𝜌𝑢𝑧) = 0 (4.20a) 
𝜀2:   𝜕𝑡1(𝜌) = 0 (4.20b) 
𝜀:    𝜕𝑡0(𝜌𝑢𝑥) + 𝜕𝑥0(𝜌𝑢𝑥2) + 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) + 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) =  −𝜕𝑥0𝑝 (4.20c) 
𝜀2:   𝜕𝑡1(𝜌𝑢𝑥) = 𝜕𝑥0𝜏𝑥𝑥(0) + 𝜕𝑦0𝜏𝑥𝑦(0) + 𝜕𝑧0𝜏𝑥𝑧(0) (4.20d) 
𝜀:    𝜕𝑡0(𝜌𝑢𝑦) + 𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) + 𝜕𝑦0(𝜌𝑢𝑦2) + 𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) =  −𝜕𝑦0𝑝 (4.20e) 
𝜀2:   𝜕𝑡1(𝜌𝑢𝑦) = 𝜕𝑥0𝜏𝑥𝑦(0) + 𝜕𝑦0𝜏𝑦𝑦(0) + 𝜕𝑧0𝜏𝑦𝑧(0) (4.20f) 
𝜀:    𝜕𝑡0(𝜌𝑢𝑧) + 𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) + 𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) + 𝜕𝑧0(𝜌𝑢𝑧2) =  −𝜕𝑧0𝑝 (4.20g) 
𝜀2:   𝜕𝑡1(𝜌𝑢𝑧) = 𝜕𝑥0𝜏𝑥𝑧(0) + 𝜕𝑦0𝜏𝑦𝑧(0) + 𝜕𝑧0𝜏𝑧𝑧(0) (4.20h) 
In order to recover NSEs, the eight equations are required to be satisfied in our model. 
4.3 Derivation of the source term 𝑪𝒋𝒌 to recover NSEs 
The other modification is the introduction of a source term, 𝐶𝑗𝑘, into the first collision 
operator. The purpose of this source term is to recover Navier-Stokes equations. Instead of using 
Eq. 3.5 as the single-component collision operator, a new operator is introduced as follows: 
(Ω𝑖𝑘)1 = −∑(𝐌−𝟏𝐒)𝒊𝒋𝑗 [𝑚𝑗𝑘 −𝑚𝑗𝑘,(𝑒𝑞)] +∑(𝐌−𝟏)𝒊𝒋𝑗 𝐶𝑗𝑘 (4.21) 
When the expression above is used to calculate the evolution of the distribution function for each 
fluid, we have 
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𝑓𝑖𝑘(𝐱 + 𝐜𝑖∆𝑡, 𝑡 + ∆𝑡) = 𝑓𝑖𝑘(𝐱, 𝑡) −∑(𝐌−1𝐒)𝑖𝑗 [𝑚𝑗𝑘(𝐱, 𝑡) − 𝑚𝑗𝑘,(𝑒𝑞)(𝐱, 𝑡)] +∑(𝐌−1)𝑖𝑗𝐶𝑗𝑘(𝐱, 𝑡)𝑗𝑗 (4.22) 
Summing Eq. 4.22 over 𝑘, we get 
𝑓𝑖(𝐱 + 𝐜𝑖∆𝑡, 𝑡 + ∆𝑡) = 𝑓𝑖(𝐱, 𝑡) −∑(𝐌−1𝐒)𝑖𝑗 [𝑚𝑗(𝐱, 𝑡) − 𝑚𝑗(𝑒𝑞)(𝐱, 𝑡)] +∑(𝐌−1)𝑖𝑗𝐶𝑗(𝐱, 𝑡)𝑗𝑗  (4.23) 
In the moment space, Eq. 4.23 can be expressed as 
𝐦(𝐱 + 𝐜𝑖∆𝑡, 𝑡 + ∆𝑡) = 𝐦(𝐱, 𝑡) − 𝐒[𝐦(𝐱, 𝑡) − 𝐦(𝑒𝑞)(𝐱, 𝑡)] + 𝐂(𝐱, 𝑡) (4.24) 
where the equilibrium moment functions are listed in Table 4.1.  
Apply Taylor expansions to LHS of Eq. 4.24, and we will get 
𝐦(𝐱 + 𝐜𝑖∆𝑡, 𝑡 + ∆𝑡) = 𝐌𝐟(𝐱 + 𝐜𝑖∆𝑡, 𝑡 + ∆𝑡) 
= 𝐌𝐟(𝐱, 𝑡) + 𝐌𝐃𝐟(𝐱, 𝑡)∆𝑡 + 12𝐌𝐃𝟐𝐟(𝐱, 𝑡)(∆𝑡)2 +𝑂(∆𝑡)3 (4.25) 
where 𝐃 = 𝜕𝑡 + 𝜕𝑥 diag(𝑐1𝑥, … 𝑐19𝑥) + 𝜕𝑦 diag(𝑐1𝑦, … 𝑐19𝑦) + 𝜕𝑧 diag(𝑐1𝑧, … 𝑐19𝑧) and 𝐟 =𝐌−𝟏𝐦. Combine Eqs. 4.25 and 4.24, and we get 
𝐌𝐟(𝐱, 𝑡) + 𝐌𝐃𝐟(𝐱, 𝑡)∆𝑡 + 12𝐌𝐃𝟐𝐟(𝐱, 𝑡)(∆𝑡)2 = 𝐦(𝐱, 𝑡) − 𝐒[𝐦(𝐱, 𝑡) − 𝐦(𝑒𝑞)(𝐱, 𝑡)] + 𝐂(𝐱, 𝑡)  
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⇒ 𝐦(𝐱, 𝑡) + 𝐌𝐃𝐌−𝟏𝐦(𝐱, 𝑡)∆𝑡 + 12𝐌𝐃𝟐𝐌−𝟏𝐦(𝐱, 𝑡)(∆𝑡)2= 𝐦(𝐱, 𝑡) − 𝐒[𝐦(𝐱, 𝑡) − 𝐦(𝑒𝑞)(𝐱, 𝑡)] + 𝐂(𝐱, 𝑡) 
⇒ 𝐌𝐃𝐌−𝟏𝐦∆𝑡 + 12𝐌𝐃𝟐𝐌−𝟏𝐦(∆𝑡)2 = −𝐒[𝐦−𝐦(𝑒𝑞)] + 𝐂 (4.26) 
Now, we expand the moment function, the derivatives of time and space, and the source term 
in consecutive scales of 𝜀 as follows: 
𝐦 = 𝐦(0) + 𝜀𝐦(1) + 𝜀2𝐦(2) +⋯,   𝜕𝑡 = 𝜀𝜕𝑡0 + 𝜀2𝜕𝑡1,   𝜕𝛼 = 𝜀𝜕𝛼0,   𝐂 = 𝜀𝐂(0) (4.27) 
By doing so, the operator 𝐃 is changed into 
𝐃 = 𝜕𝑡 + 𝜕𝑥 diag(𝑐1𝑥, … 𝑐19𝑥) + 𝜕𝑦 diag(𝑐1𝑦, … 𝑐19𝑦) + 𝜕𝑧 diag(𝑐1𝑧, … 𝑐19𝑧) 
⇒ 𝐃 = 𝜀𝜕𝑡0 + 𝜀2𝜕𝑡1 + 𝜀𝜕𝑥0 diag(𝑐1𝑥, … 𝑐19𝑥) + 𝜀𝜕𝑦0 diag(𝑐1𝑦, … 𝑐19𝑦)+ 𝜀𝜕𝑧0 diag(𝑐1𝑧, … 𝑐19𝑧) 
⇒ 𝐃 = 𝜀𝐃0 + 𝜀2𝜕𝑡1 (4.28) 
Combine Eqs. 4.26, 4.27, and 4.28, and we obtain 
⇒ 𝐌(𝜀𝐃0 + 𝜀2𝜕𝑡1)𝐌−𝟏(𝐦(0) + 𝜀𝐦(1) + 𝜀2𝐦(2) +⋯)∆𝑡
+ 12𝐌(𝜀2𝐃0𝟐 + 𝜀4𝜕𝑡12 )𝐌−𝟏(𝐦(0) + 𝜀𝐦(1) + 𝜀2𝐦(2) +⋯)(∆𝑡)2= −𝐒[(𝐦(0) + 𝜀𝐦(1) + 𝜀2𝐦(2) +⋯) −𝐦(𝑒𝑞)] + 𝜀𝐂(0) 
⇒ 𝜀𝐌𝐃0𝐌−𝟏𝐦(0)∆𝑡 + 𝜀2 [𝜕𝑡1𝐦(0)∆𝑡 + 𝐌𝐃0𝐌−𝟏𝐦(1)∆𝑡 + 12𝐌𝐃0𝟐𝐌−𝟏𝐦(0)(∆𝑡)2]= −𝐒𝐦(0) −𝐦(𝑒𝑞) + 𝜀[−𝐒𝐦(1) + 𝐂(0)] + 𝜀2[−𝐒𝐦(2)] + 𝑂(𝜀3) 
34 
 
⇒ 𝜀?̂?0𝐦(0)∆𝑡 + 𝜀2 [𝜕𝑡1𝐦(0)∆𝑡 + ?̂?0𝐦(1)∆𝑡 + 12 ?̂?0𝟐𝐦(0)(∆𝑡)2] 
= −𝐒(𝐦(0) −𝐦(𝑒𝑞)) + 𝜀[−𝐒𝐦(1) + 𝐂(0)] + 𝜀2[−𝐒𝐦(2)] + 𝑂(𝜀3) (4.29) 
where ?̂?0 = 𝐌𝐃0𝐌−𝟏, and 𝐃0 = 𝜕𝑡0 + 𝜕𝑥0 diag(𝑐1𝑥, … 𝑐19𝑥) + 𝜕𝑦0 diag(𝑐1𝑦, … 𝑐19𝑦) +𝜕𝑧0 diag(𝑐1𝑧, … 𝑐19𝑧). 
From Eq. 4.29, we get three equations in the zeroth-, first-, and second-order of 𝜀: 
𝜀0 ∶  𝐦(0) = 𝐦(𝑒𝑞) (4.30) 
𝜀1 ∶  ?̂?0𝐦(0) = −𝐒′𝐦(1) + 𝐂′(0) (4.31) 
𝜀2 ∶ 𝜕𝑡1𝐦(0) + ?̂?0𝐦(1) + ∆𝑡2 ?̂?0𝟐𝐦(0) = −𝐒′𝐦(2) (4.32) 
where 𝐒′ = 𝐒 ∆𝑡 ⁄  and 𝐂′(0) = 𝐂(0) ∆𝑡⁄ . 
Combining Eq. 4.31 and Eq. 4.32 generates 
𝜀2 ∶ 𝜕𝑡1𝐦(0) + ?̂?0 (𝐈 − 𝐒2)𝐦(1) + 12 ?̂?0𝐂(0) = −𝐒′𝐦(2) (4.33) 
Substitute the expressions of 𝐒′, 𝐂′(0), ?̂?0, and 𝐃0 into Eq. 4.31, and we get 
𝜕𝑡0𝐌𝐌−1𝐦(0) + 𝜕𝑥0𝐌diag(𝑐1𝑥, 𝑐2𝑥, … , 𝑐19𝑥)𝐌−1𝐦(0) 
+𝜕𝑦0𝐌diag(𝑐1𝑦, 𝑐2𝑦, … , 𝑐19𝑦)𝐌−1𝐦(0) 




⇒ 𝜕𝑡0𝐦(0) + 𝜕𝑥0𝐌diag(𝑐1𝑥, 𝑐2𝑥, … , 𝑐19𝑥)𝐟(0) + 𝜕𝑦0𝐌diag(𝑐1𝑦, 𝑐2𝑦, … , 𝑐19𝑦)𝐟(0) 
+𝜕𝑧0𝐌diag(𝑐1𝑧 , 𝑐2𝑧, … , 𝑐19𝑧)𝐟(0) = − 𝐒∆𝑡𝐦(1) + 𝐂(0)∆𝑡  (4.34) 
where 𝑐𝑖𝑥, 𝑐𝑖𝑦, and 𝑐𝑖𝑧 are the x, y, and z part of vector 𝐜𝑖 (Eq. 3.4). 
Using expressions of the equilibrium distribution functions in the discrete velocity space 𝑓𝑖𝑘 
and in the moment space 𝑚𝑖𝑘, we can expand Eq. 4.34 into several terms below: 
• 1st Left Term: 𝜕𝑡0𝐦(0) 
𝜕𝑡0𝐦(0) = 𝜕𝑡0
[  
   
   
   
   
   
   
   
   
  𝜌∑ 𝜌𝑘[−1.5 − 28.5𝛼𝑘 + 19(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]𝑘∑ 𝜌𝑘[−1.5 + 13.5𝛼𝑘 − 5.5(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]𝑘 𝜌𝑢𝑥∑ 𝜌𝑘 (−23 + 53𝑁) 𝑢𝑥𝑘 𝜌𝑢𝑦∑ 𝜌𝑘 (−23 + 53𝑁) 𝑢𝑦𝑘 𝜌𝑢𝑧∑ 𝜌𝑘 (−23 + 53𝑁)𝑢𝑧𝑘𝜌(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)𝜌(−𝑢𝑥2 + 0.5𝑢𝑦2 + 0.5𝑢𝑧2)𝜌(𝑢𝑦2 − 𝑢𝑧2)𝜌(−0.5𝑢𝑦2 + 0.5𝑢𝑧2)𝜌(𝑢𝑥𝑢𝑦)𝜌(𝑢𝑦𝑢𝑧)𝜌(𝑢𝑥𝑢𝑧)000 ]  
   
   
   
   
   
   
   





• 2nd Left Term: 𝜕𝑥0𝐌diag(𝑐1𝑥, 𝑐2𝑥, … , 𝑐19𝑥)𝐟(0) 
𝜕𝑥0𝐌diag(𝑐1𝑥, 𝑐2𝑥, … , 𝑐19𝑥)𝐟(0) 
= 𝜕𝑥0𝐌[0 𝑓2𝑘,(𝑒𝑞) −𝑓3𝑘,(𝑒𝑞) 0 0 0 0 0 0 0 0 𝑓12𝑘,(𝑒𝑞) 𝑓13𝑘,(𝑒𝑞) 
 −𝑓14𝑘,(𝑒𝑞) −𝑓15𝑘,(𝑒𝑞) 𝑓16𝑘,(𝑒𝑞) 𝑓17𝑘,(𝑒𝑞) −𝑓18𝑘,(𝑒𝑞) −𝑓19𝑘,(𝑒𝑞)]𝑇 
𝜕𝑥0𝐌diag(𝑐1𝑥, 𝑐2𝑥, … , 𝑐19𝑥)𝐟(0) = 𝜕𝑥0
[  
   
   
   
   
   
   
   
   
   
   
  𝜌𝑢𝑥∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘∑ 𝜌𝑘 (−23 + 53𝑁𝑘) 𝑢𝑥𝑘 𝜌𝑢𝑥2 + 𝑝−23𝜌𝑢𝑥2 + 56𝜌𝑢𝑦2 + 56𝜌𝑢𝑧2 − 23𝑝𝜌𝑢𝑥𝑢𝑦𝜌𝑢𝑥𝑢𝑦𝜌𝑢𝑥𝑢𝑧𝜌𝑢𝑥𝑢𝑧∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘∑ 𝜌𝑘 (−23 − 53𝑁𝑘) 𝑢𝑥𝑘 00∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘 0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑧𝑘𝜌(0.5𝑢𝑦2 − 0.5𝑢𝑧2)−𝜌𝑢𝑥𝑢𝑦𝜌𝑢𝑥𝑢𝑧 ]  
   
   
   
   
   
   
   
   
   





• 3rd Left Term: 𝜕𝑦0𝐌diag(𝑐1𝑦, 𝑐2𝑦, … , 𝑐19𝑦)𝐟(0) 
𝜕𝑦0𝐌diag(𝑐1𝑦, 𝑐2𝑦, … , 𝑐19𝑦)𝐟(0) 
= 𝜕𝑦0𝐌[0 0 0 𝑓4𝑘,(𝑒𝑞) −𝑓5𝑘,(𝑒𝑞) 0 0 𝑓8𝑘,(𝑒𝑞) 𝑓9𝑘,(𝑒𝑞) −𝑓10𝑘,(𝑒𝑞) −𝑓11𝑘,(𝑒𝑞) 
 0 0 0 0 𝑓16𝑘,(𝑒𝑞) −𝑓17𝑘,(𝑒𝑞) 𝑓18𝑘,(𝑒𝑞) −𝑓19𝑘,(𝑒𝑞)]𝑇 
𝜕𝑦0𝐌diag(𝑐1𝑦, 𝑐2𝑦, … , 𝑐19𝑦)𝐟(0) = 𝜕𝑦0
[  
   
   
   
   
   
   
   
   
   
   
 𝜌𝑢𝑦∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘∑ 𝜌𝑘 (−23 + 53𝑁𝑘) 𝑢𝑦𝑘 𝜌𝑢𝑥𝑢𝑦𝜌𝑢𝑥𝑢𝑦𝜌𝑢𝑦2 + 𝑝−23𝜌𝑢𝑦2 + 56𝜌𝑢𝑥2 + 56𝜌𝑢𝑧2 − 23𝑝𝜌𝑢𝑦𝑢𝑧𝜌𝑢𝑦𝑢𝑧∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘∑ 𝜌𝑘 (13 − 56𝑁𝑘) 𝑢𝑦𝑘∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘∑ 𝜌𝑘 (−13 + 56𝑁𝑘) 𝑢𝑦𝑘∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑧𝑘 0𝜌𝑢𝑥𝑢𝑦𝜌(−0.5𝑢𝑥2 + 0.5𝑢𝑧2)−𝜌𝑢𝑦𝑢𝑧 ]  
   
   
   
   
   
   
   
   
   





• 4th Left Term: 𝜕𝑧0𝐌diag(𝑐1𝑧, 𝑐2𝑧 , … , 𝑐19𝑧)𝐟(0) 
𝜕𝑧0𝐌diag(𝑐1𝑧, 𝑐2𝑧 , … , 𝑐19𝑧)𝐟(0) 
= 𝜕𝑧0𝐌[0 0 0 0 0 𝑓6𝑘,(𝑒𝑞) −𝑓7𝑘,(𝑒𝑞) 𝑓8𝑘,(𝑒𝑞) −𝑓9𝑘,(𝑒𝑞) 𝑓10𝑘,(𝑒𝑞) −𝑓11𝑘,(𝑒𝑞) 
 𝑓12𝑘,(𝑒𝑞) −𝑓13𝑘,(𝑒𝑞) 𝑓14𝑘,(𝑒𝑞) −𝑓15𝑘,(𝑒𝑞) 0 0 0 0]𝑇 
𝜕𝑧0𝐌diag(𝑐1𝑧, 𝑐2𝑧, … , 𝑐19𝑧)𝐟(0) = 𝜕𝑧0
[  
   
   
   
   
   
   
   
   
   
   
𝜌𝑢𝑧∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘∑ 𝜌𝑘 (−23 + 53𝑁𝑘) 𝑢𝑧𝑘 𝜌𝑢𝑥𝑢𝑧𝜌𝑢𝑥𝑢𝑧𝜌𝑢𝑦𝑢𝑧𝜌𝑢𝑦𝑢𝑧𝜌𝑢𝑧2 + 𝑝−23𝜌𝑢𝑧2 + 56𝜌𝑢𝑥2 + 56𝜌𝑢𝑦2 − 23𝑝∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘∑ 𝜌𝑘 (13 − 56𝑁𝑘) 𝑢𝑧𝑘∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘∑ 𝜌𝑘 (13 − 56𝑁𝑘) 𝑢𝑧𝑘 0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘 −𝜌𝑢𝑥𝑢𝑧𝜌𝑢𝑦𝑢𝑧𝜌(0.5𝑢𝑥2 − 0.5𝑢𝑦2) ]  
   
   
   
   
   
   
   
   
   




• Right term: − 𝐒∆𝑡𝐦(1) + 𝐂(0)∆𝑡  
− 𝐒∆𝑡𝐦(1) + 𝐂(0)∆𝑡 =
[  
   
   
   
   
   
   
   
   
   
   
   
0− 𝑠𝑒∆𝑡 𝑒(1)− 𝑠𝜖∆𝑡 𝜖(1)0− 𝑠𝑞∆𝑡 𝑞𝑥(1)0− 𝑠𝑞∆𝑡 𝑞𝑦(1)0− 𝑠𝑞∆𝑡 𝑞𝑧(1)− 𝑠𝜈∆𝑡 3𝑝𝑥𝑥(1)− 𝑠𝜋∆𝑡 3𝜋𝑥𝑥(1)− 𝑠𝜈∆𝑡 𝑝𝑤𝑤(1)− 𝑠𝜋∆𝑡 𝜋𝑤𝑤(1)− 𝑠𝜈∆𝑡 𝑝𝑥𝑦(1)− 𝑠𝜈∆𝑡 𝑝𝑦𝑧(1)− 𝑠𝜈∆𝑡 𝑝𝑥𝑧(1)−𝑠𝑚∆𝑡 𝑚𝑥(1)−𝑠𝑚∆𝑡 𝑚𝑦(1)−𝑠𝑚∆𝑡 𝑚𝑧(1) ]  
   
   
   
   
   
   
   
   
   
   
   
+
[  
   
   
   
   
   
   
   
   
   
   
  𝐶1(0) ∆𝑡⁄𝐶2(0) ∆𝑡⁄𝐶3(0) ∆𝑡⁄𝐶4(0) ∆𝑡⁄𝐶5(0) ∆𝑡⁄𝐶6(0) ∆𝑡⁄𝐶7(0) ∆𝑡⁄𝐶8(0) ∆𝑡⁄𝐶9(0) ∆𝑡⁄𝐶10(0) ∆𝑡⁄𝐶11(0) ∆𝑡⁄𝐶12(0) ∆𝑡⁄𝐶13(0) ∆𝑡⁄𝐶14(0) ∆𝑡⁄𝐶15(0) ∆𝑡⁄𝐶16(0) ∆𝑡⁄𝐶17(0) ∆𝑡⁄𝐶18(0) ∆𝑡⁄𝐶19(0) ∆𝑡⁄ ]  
   
   
   
   
   
   
   
   
   
   
  
 (4.39) 
Combining Eqs. 4.35,  4.36, 4.37, 4.38, and 4.39 and considering the 1st, 4th, 6th, and 8th 
equations, we get 𝐶1(0) = 𝐶4(0) = 𝐶6(0) = 𝐶8(0) = 0 from first-order mass and momentum balance 
equations (Eqs. 4.20a, 4.20c, 4.20e, 4.20g): 
40 
 
𝜕𝑡0(𝜌) + 𝜕𝑥0(𝜌𝑢𝑥) + 𝜕𝑦0(𝜌𝑢𝑦) + 𝜕𝑦0(𝜌𝑢𝑧) = 0 + 𝐶1(0)∆𝑡  (4.40) 
𝜕𝑡0(𝜌𝑢𝑥) + 𝜕𝑥0(𝜌𝑢𝑥2) + 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) + 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) = −𝜕𝑥0𝑝 + 𝐶4(0)∆𝑡 (4.41) 
𝜕𝑡0(𝜌𝑢𝑦) + 𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) + 𝜕𝑦0(𝜌𝑢𝑦2) + 𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) = −𝜕𝑦0𝑝 + 𝐶6(0)∆𝑡 (4.42) 
𝜕𝑡0(𝜌𝑢𝑧) + 𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) + 𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) + 𝜕𝑧0(𝜌𝑢𝑧2) = −𝜕𝑧0𝑝 + 𝐶8(0)∆𝑡 (4.43) 




   
   
   
   
   
   
   
   
𝜌∑ 𝜌𝑘[−1.5 − 28.5𝛼𝑘 + 19(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]𝑘∑ 𝜌𝑘[−1.5 + 13.5𝛼𝑘 − 5.5(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]𝑘 𝜌𝑢𝑥∑ 𝜌𝑘 (−23 + 53𝑁) 𝑢𝑥𝑘 𝜌𝑢𝑦∑ 𝜌𝑘 (−23 + 53𝑁) 𝑢𝑦𝑘 𝜌𝑢𝑧∑ 𝜌𝑘 (−23 + 53𝑁)𝑢𝑧𝑘𝜌(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)𝜌(−𝑢𝑥2 + 0.5𝑢𝑦2 + 0.5𝑢𝑧2)𝜌(𝑢𝑦2 − 𝑢𝑧2)𝜌(−0.5𝑢𝑦2 + 0.5𝑢𝑧2)𝜌(𝑢𝑥𝑢𝑦)𝜌(𝑢𝑦𝑢𝑧)𝜌(𝑢𝑥𝑢𝑧)000 ]  
   
   
   
   
   
   
   




The second term can be expanded into 
?̂?0 (𝐈 − 𝐒2)𝐦(1) = ?̂?0
[  
   
   
   
   
   
   
   
   
   
   
   
   
   
  𝜌(1)(1 − 𝑠𝑒2) 𝑒(1)(1 − 𝑠𝜖2) 𝜖(1)𝑗𝑥(1)(1 − 𝑠𝑞2 ) 𝑞𝑥(1)𝑗𝑦(1)(1 − 𝑠𝑞2 ) 𝑞𝑦(1)𝑗𝑧(1)(1 − 𝑠𝑞2 ) 𝑞𝑧(1)(1 − 𝑠𝜈2 )3𝑝𝑥𝑥(1)(1 − 𝑠𝜋2 )3𝜋𝑥𝑥(1)(1 − 𝑠𝜈2 )𝑝𝑤𝑤(1)(1 − 𝑠𝜋2 )𝜋𝑤𝑤(1)(1 − 𝑠𝜈2 )𝑝𝑥𝑦(1)(1 − 𝑠𝜈2 )𝑝𝑦𝑧(1)(1 − 𝑠𝜈2 )𝑝𝑥𝑧(1)(1 − 𝑠𝑚2 )𝑚𝑥(1)(1 − 𝑠𝑚2 )𝑚𝑦(1)(1 − 𝑠𝑚2 )𝑚𝑧(1) ]  
   
   
   
   
   
   
   
   
   
   
   
   





Since the conserved moments 𝑚1, 𝑚4, 𝑚6, 𝑚8 satisfy the following equation: 
𝜌(𝑛) = 𝑗𝑥(𝑛) = 𝑗𝑦(𝑛) = 𝑗𝑧(𝑛) = 0, 𝑛 > 0 (4.46) 
we have 
?̂?0 (𝐈 − 𝐒2)𝐦(1) = ?̂?0
[  
   
   
   
   
   
   
   
   
   
   
   
   
0(1 − 𝑠𝑒2) 𝑒(1)(1 − 𝑠𝜖2) 𝜖(1)0(1 − 𝑠𝑞2 ) 𝑞𝑥(1)0(1 − 𝑠𝑞2 ) 𝑞𝑦(1)0(1 − 𝑠𝑞2 ) 𝑞𝑧(1)(1 − 𝑠𝜈2 )3𝑝𝑥𝑥(1)(1 − 𝑠𝜋2 )3𝜋𝑥𝑥(1)(1 − 𝑠𝜈2 )𝑝𝑤𝑤(1)(1 − 𝑠𝜋2 )𝜋𝑤𝑤(1)(1 − 𝑠𝜈2 )𝑝𝑥𝑦(1)(1 − 𝑠𝜈2 )𝑝𝑦𝑧(1)(1 − 𝑠𝜈2 )𝑝𝑥𝑧(1)(1 − 𝑠𝑚2 )𝑚𝑥(1)(1 − 𝑠𝑚2 )𝑚𝑦(1)(1 − 𝑠𝑚2 )𝑚𝑧(1) ]  
   
   
   
   
   
   
   
   
   
   
   




Expand the term ?̂?0 = 𝜕𝑡0 + 𝜕𝛼0diag(𝑐1𝛼, 𝑐2𝛼, … , 𝑐19𝛼). 
?̂?0 (𝐈 − 𝐒2)𝐦(1) 
= 𝜕𝑡0
[  
   
   
   
   
   
   
   
   
   
   
0(1 − 𝑠𝑒2) 𝑒(1)(1 − 𝑠𝜖2) 𝜖(1)0(1 − 𝑠𝑞2 ) 𝑞𝑥(1)0(1 − 𝑠𝑞2 ) 𝑞𝑦(1)0(1 − 𝑠𝑞2 ) 𝑞𝑧(1)(1 − 𝑠𝜈2 ) 3𝑝𝑥𝑥(1)(1 − 𝑠𝜋2 )3𝜋𝑥𝑥(1)(1 − 𝑠𝜈2 ) 𝑝𝑤𝑤(1)(1 − 𝑠𝜋2 )𝜋𝑤𝑤(1)(1 − 𝑠𝜈2 ) 𝑝𝑥𝑦(1)(1 − 𝑠𝜈2 ) 𝑝𝑦𝑧(1)(1 − 𝑠𝜈2 ) 𝑝𝑥𝑧(1)(1 − 𝑠𝑚2 )𝑚𝑥(1)(1 − 𝑠𝑚2 )𝑚𝑦(1)(1 − 𝑠𝑚2 )𝑚𝑧(1) ]  
   
   
   
   
   
   
   
   
   
   
+ 𝜕𝑥0𝐌diag(𝑐1𝑥, 𝑐2𝑥, … , 𝑐9𝑥)𝐌−1
[  
   
   
   
   
   
   
   
   
   
   
0(1 − 𝑠𝑒2) 𝑒(1)(1 − 𝑠𝜖2) 𝜖(1)0(1 − 𝑠𝑞2 ) 𝑞𝑥(1)0(1 − 𝑠𝑞2 ) 𝑞𝑦(1)0(1 − 𝑠𝑞2 ) 𝑞𝑧(1)(1 − 𝑠𝜈2 )3𝑝𝑥𝑥(1)(1 − 𝑠𝜋2 )3𝜋𝑥𝑥(1)(1 − 𝑠𝜈2 )𝑝𝑤𝑤(1)(1 − 𝑠𝜋2 )𝜋𝑤𝑤(1)(1 − 𝑠𝜈2 )𝑝𝑥𝑦(1)(1 − 𝑠𝜈2 )𝑝𝑦𝑧(1)(1 − 𝑠𝜈2 )𝑝𝑥𝑧(1)(1 − 𝑠𝑚2 )𝑚𝑥(1)(1 − 𝑠𝑚2 )𝑚𝑦(1)(1 − 𝑠𝑚2 )𝑚𝑧(1) ]  
   
   
   
   
   
   
   
   
   
   
+ ⋯ (4.48) 
In the end, we arrive at this expression for the second term: 






   
   
   
   
   
   
   
   
   
   
   
   
   
  0(1 − 𝑠𝑒2) 𝑒(1)(1 − 𝑠𝜖2) 𝜖(1)0(1 − 𝑠𝑞2 ) 𝑞𝑥(1)0(1 − 𝑠𝑞2 ) 𝑞𝑦(1)0(1 − 𝑠𝑞2 ) 𝑞𝑧(1)(1 − 𝑠𝜈2 ) 3𝑝𝑥𝑥(1)(1 − 𝑠𝜋2 ) 3𝜋𝑥𝑥(1)(1 − 𝑠𝜈2 )𝑝𝑤𝑤(1)(1 − 𝑠𝜋2 )𝜋𝑤𝑤(1)(1 − 𝑠𝜈2 )𝑝𝑥𝑦(1)(1 − 𝑠𝜈2 )𝑝𝑦𝑧(1)(1 − 𝑠𝜈2 )𝑝𝑥𝑧(1)(1 − 𝑠𝑚2 )𝑚𝑥(1)(1 − 𝑠𝑚2 )𝑚𝑦(1)(1 − 𝑠𝑚2 )𝑚𝑧(1) ]  
   
   
   
   
   
   
   
   
   
   
   
   







   
   
   
   
   
   
  0……157 (1 − 𝑠𝑒2) 𝑒(1) + 13 (1 − 𝑠𝜈2 )3𝑝𝑥𝑥(1)…(1 − 𝑠𝜈2 ) 𝑝𝑥𝑦(1)…(1 − 𝑠𝜈2 ) 𝑝𝑥𝑧(1)…………………………… ]  
   
   
   
   
   





   
   
   
   
   
   
 0……(1 − 𝑠𝜈2 )𝑝𝑥𝑦(1)…157 (1 − 𝑠𝑒2) 𝑒(1) − 16 (1 − 𝑠𝜈2 )3𝑝𝑥𝑥(1) + 12 (1 − 𝑠𝜈2 ) 𝑝𝑤𝑤(1)…(1 − 𝑠𝜈2 )𝑝𝑦𝑧(1)…………………………… ]  
   
   
   
   
   







   
   
   
   
   
   
   
   
   
   
   
   
  0……(1 − 𝑠𝜈2 )𝑝𝑥𝑧(1)…(1 − 𝑠𝜈2 )𝑝𝑦𝑧(1)…157 (1 − 𝑠𝑒2) 𝑒(1) − 16 (1 − 𝑠𝜈2 ) 3𝑝𝑥𝑥(1) − 12 (1 − 𝑠𝜈2 )𝑝𝑤𝑤(1)…………………………… ]  
   
   
   
   
   
   
   
   
   
   
   
   
  
 (4.53) 




Similarly, for the third term we get the expression below: 




   
   
   
   
   
   
   
   
   
   
   
0𝐶2(0)𝐶3(0)0𝐶5(0)0𝐶7(0)0𝐶9(0)𝐶10(0)𝐶11(0)𝐶12(0)𝐶13(0)𝐶14(0)𝐶15(0)𝐶16(0)𝐶17(0)𝐶18(0)𝐶19(0)]  
   
   
   
   
   
   
   
   
   
   
   
                       ;                 𝐋𝑥 =
[  
   
   
   
   
   
   
   
   
   
   
  0……157 𝐶2(0) + 13𝐶10(0)…𝐶14(0)…𝐶16(0)…………………………… ]  
   
   
   
   
   
   
   
   
   







   
   
   
   
   
   
   
   
   
0……𝐶14(0)…157𝐶2(0) − 16𝐶10(0) + 12𝐶12(0)…𝐶15(0)…………………………… ]  
   
   
   
   
   
   
   
   
   
;    𝐋𝑧 = 
[  
   
   
   
   
   
   
   
   
   
0……𝐶16(0)…𝐶15(0)…157𝐶2(0) − 16𝐶10(0) − 12𝐶12(0)…………………………… ]  
   
   
   
   
   
   
   
   
   
 (4.56) 
Substituting the terms in Eq. 4.44, Eq. 4.49, and Eq. 4.54 into Eq. 4.33 and considering only the 
first, fourth, sixth, and eighth equations, we get 
𝜕𝑡1𝜌 = 0 (4.57) 
𝜕𝑡1(𝜌𝑢𝑥) + 𝜕𝑥0 [ 157 (1 − 𝑠𝑒2) 𝑒(1) + 13 (1 − 𝑠𝜈2 )3𝑝𝑥𝑥(1)] + 𝜕𝑦0 [(1 − 𝑠𝜈2 ) 𝑝𝑥𝑦(1)]+ 𝜕𝑧0 [(1 − 𝑠𝜈2 ) 𝑝𝑥𝑧(1)] +12 [𝜕𝑥0 ( 157𝐶2(0) + 13𝐶10(0)) + 𝜕𝑦0𝐶14(0) + 𝜕𝑧0𝐶16(0)] = 0 (4.58) 
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𝜕𝑡1(𝜌𝑢𝑦) + 𝜕𝑥0 [(1 − 𝑠𝜈2 )𝑝𝑥𝑦(1)] +𝜕𝑦0 [ 157 (1 − 𝑠𝑒2) 𝑒(1) − 16 (1 − 𝑠𝜈2 ) 3𝑝𝑥𝑥(1) + 12 (1 − 𝑠𝜈2 )𝑝𝑤𝑤(1) ] +𝜕𝑧0 [(1 − 𝑠𝜈2 ) 𝑝𝑦𝑧(1)] +12 [𝜕𝑥0𝐶14(0) + 𝜕𝑦0 ( 157 𝐶2(0) − 16𝐶10(0) + 12𝐶12(0)) + 𝜕𝑧0𝐶15(0)] = 0 (4.59) 
𝜕𝑡1(𝜌𝑢𝑧) + 𝜕𝑥0 [(1 − 𝑠𝜈2 )𝑝𝑥𝑧(1)] + 𝜕𝑦0 [(1 − 𝑠𝜈2 ) 𝑝𝑦𝑧(1)] +𝜕𝑧0 [ 157 (1 − 𝑠𝑒2) 𝑒(1) − 16 (1 − 𝑠𝜈2 )3𝑝𝑥𝑥(1) − 12 (1 − 𝑠𝜈2 ) 𝑝𝑤𝑤(1) ] 
+12 [𝜕𝑥0𝐶16(0) + 𝜕𝑦0𝐶15(0) + 𝜕𝑧0 ( 157𝐶2(0) − 16𝐶10(0) − 12𝐶12(0))] = 0 (4.60) 
Eq. 4.57 satisfies the second-order mass balance from Eq. 4.20b. In order to recover the remaining 
NSEs, momentum equation at 𝑡1 scale need to satisfy the remaining equations below (Eqs. 4.20d, 
4.20f, and 4.20h): 
𝜕𝑡1(𝜌𝑢𝑥) = 𝜕𝑥0𝜏𝑥𝑥(0) + 𝜕𝑦0𝜏𝑥𝑦(0) + 𝜕𝑧0𝜏𝑥𝑧(0)  
𝜕𝑡1(𝜌𝑢𝑦) = 𝜕𝑥0𝜏𝑥𝑦(0) + 𝜕𝑦0𝜏𝑦𝑦(0) + 𝜕𝑧0𝜏𝑦𝑧(0)  
𝜕𝑡1(𝜌𝑢𝑧) = 𝜕𝑥0𝜏𝑥𝑧(0) + 𝜕𝑦0𝜏𝑦𝑧(0) + 𝜕𝑧0𝜏𝑧𝑧(0)  
where 
𝜏𝑥𝑥(0) = 𝜉(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧) + 23 𝜇(2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧) (4.61) 
𝜏𝑦𝑦(0) = 𝜉(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧) + 23 𝜇(−𝜕𝑥0𝑢𝑥 + 2𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧) (4.62) 
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𝜏𝑧𝑧(0) = 𝜉(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧) + 23 𝜇(−𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 + 2𝜕𝑧0𝑢𝑧) (4.63) 
𝜏𝑥𝑦(0) = 𝜇(𝜕𝑦0𝑢𝑥 + 𝜕𝑥0𝑢𝑦) (4.64) 
𝜏𝑦𝑧(0) = 𝜇(𝜕𝑧0𝑢𝑦 + 𝜕𝑦0𝑢𝑧) (4.65) 
𝜏𝑥𝑧(0) = 𝜇(𝜕𝑥0𝑢𝑧 + 𝜕𝑧0𝑢𝑥) (4.66) 
By choosing the following definitions for bulk viscosity, 𝜉 and dynamic viscosity, 𝜇 
𝜉 = 23∆𝑡 ( 1𝑠𝑒 − 12) 𝑝 (4.67) 
𝜇 = ∆𝑡 ( 1𝑠𝜈 − 12) 𝑝 (4.68) 
and substituting these definitions into Eq. 4.61 – 4.66, we obtain 
𝜏𝑥𝑥(0) = 23∆𝑡 (1𝑠𝑒 − 12) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 
+23∆𝑡 ( 1𝑠𝜈 − 12) (2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 (4.69) 
𝜏𝑦𝑦(0) = 23∆𝑡 (1𝑠𝑒 − 12) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 
+23∆𝑡 ( 1𝑠𝜈 − 12) (−𝜕𝑥0𝑢𝑥 + 2𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 (4.70) 
𝜏𝑧𝑧(0) = 23∆𝑡 (1𝑠𝑒 − 12) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 
+23∆𝑡 ( 1𝑠𝜈 − 12) (−𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 + 2𝜕𝑧0𝑢𝑧)𝑝 (4.71) 
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𝜏𝑥𝑦(0) = ∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝 (4.72) 
𝜏𝑦𝑧(0) = ∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑦0𝑢𝑧 + 𝜕𝑧0𝑢𝑦)𝑝 (4.73) 
𝜏𝑥𝑧(0) = ∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑥0𝑢𝑧 + 𝜕𝑧0𝑢𝑥)𝑝 (4.74) 
Substitute Eqs. 4.69 – 4.74 into Eqs. 4.20d, 4.20f, and 4.20h, and we get 
𝜕𝑡1(𝜌𝑢𝑥) = 𝜕𝑥0 [23 ∆𝑡 ( 1𝑠𝑒 − 12) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝+ 23∆𝑡 ( 1𝑠𝜈 − 12) (2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝]+ 𝜕𝑦0 [∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝] +𝜕𝑧0 [∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑥0𝑢𝑧 + 𝜕𝑧0𝑢𝑥)𝑝] (4.75) 
𝜕𝑡1(𝜌𝑢𝑦) = 𝜕𝑥0 [∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝]+ 𝜕𝑦0 [23 ∆𝑡 ( 1𝑠𝑒 − 12) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝+ 23∆𝑡 ( 1𝑠𝜈 − 12) (−𝜕𝑥0𝑢𝑥 + 2𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝] +𝜕𝑧0 [∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑦0𝑢𝑧 + 𝜕𝑧0𝑢𝑦)𝑝]  (4.76) 
𝜕𝑡1(𝜌𝑢𝑧) = 𝜕𝑥0 [∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑥0𝑢𝑧 + 𝜕𝑧0𝑢𝑥)𝑝] +𝜕𝑦0 [∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑦0𝑢𝑧 + 𝜕𝑧0𝑢𝑦)𝑝] 
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+𝜕𝑧0 [23 ∆𝑡 ( 1𝑠𝑒 − 12) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 +23∆𝑡 ( 1𝑠𝜈 − 12) (−𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 + 2𝜕𝑧0𝑢𝑧)𝑝] (4.77) 
Through comparing Eqs. 4.75 – 4.77 and Eqs. 4.58 – 4.60, we find similarity between these sets 
of equation, specifically: 
157 [(1 − 𝑠𝑒2) 𝑒(1) + 12𝐶2(0)] = −23∆𝑡 ( 1𝑠𝑒 − 12) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 
⇒ (1 − 𝑠𝑒2) 𝑒(1) + 12𝐶2(0) = −38∆𝑡 (1𝑠𝑒 − 12) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 
⇒ (1 − 𝑠𝑒2) 𝑠𝑒∆𝑡 𝑒(1) + 𝑠𝑒2 𝐶2(0)∆𝑡  = −38 (1 − 𝑠𝑒2) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 
⇒ (1 − 𝑠𝑒2) 𝑠𝑒∆𝑡 𝑒(1) = −38 (1 − 𝑠𝑒2) (𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 − 𝑠𝑒2 𝐶2(0)∆𝑡  
⇒ − 𝑠𝑒∆𝑡 𝑒(1) = 38(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 + 𝑠𝑒2 ( 1(1 − 𝑠𝑒2)𝐶2
(0)∆𝑡 ) (4.78) 
13 [(1 − 𝑠𝜈2 ) 3𝑝𝑥𝑥(1) + 12𝐶10(0)] = −23∆𝑡 ( 1𝑠𝜈 − 12) (2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 
⇒ (1 − 𝑠𝜈2 )3𝑝𝑥𝑥(1) + 12𝐶10(0) = −2∆𝑡 ( 1𝑠𝜈 − 12) (2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 
⇒ (1 − 𝑠𝜈2 ) 𝑠𝑣∆𝑡 3𝑝𝑥𝑥(1) + 𝑠𝜈2 𝐶10(0)∆𝑡 = −2(1 − 𝑠𝜈2 ) (2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 
⇒ (1 − 𝑠𝜈2 ) 𝑠𝑣∆𝑡 3𝑝𝑥𝑥(1) = −2(1 − 𝑠𝜈2 ) (2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 − 𝑠𝜈2 𝐶10(0)∆𝑡  
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⇒ −𝑠𝑣𝜕𝑡 3𝑝𝑥𝑥(1) = 2(2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 + 𝑠𝜈2 ( 1(1 − 𝑠𝜈2 ) 𝐶10
(0)∆𝑡 )  (4.79) 
−16 [(1 − 𝑠𝜈2 ) 3𝑝𝑥𝑥(1) + 12𝐶10(0)] + 12 [(1 − 𝑠𝜈2 ) 𝑝𝑤𝑤(1) + 12𝐶12(0)] 
= −23∆𝑡 ( 1𝑠𝜈 − 12) (−𝜕𝑥0𝑢𝑥 + 2𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 (4.80) 
−16 [(1 − 𝑠𝜈2 ) 3𝑝𝑥𝑥(1) + 12𝐶10(0)] − 12 [(1 − 𝑠𝜈2 ) 𝑝𝑤𝑤(1) + 12𝐶12(0)] 
= −23∆𝑡 ( 1𝑠𝜈 − 12) (−𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 + 2𝜕𝑧0𝑢𝑧)𝑝 (4.81) 
Subtract Eq. 4.81 from Eq. 4.80, and we get 
(1 − 𝑠𝜈2 )𝑝𝑤𝑤(1) + 12𝐶12(0) = −2∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 
⇒ (1 − 𝑠𝜈2 ) 𝑠𝑣∆𝑡 𝑝𝑤𝑤(1) + 𝑠𝜈2 𝐶12(0)∆𝑡 = −2 (1 − 𝑠𝜈2 ) (𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 
⇒ (1 − 𝑠𝜈2 ) 𝑠𝑣∆𝑡 𝑝𝑤𝑤(1) = −2(1 − 𝑠𝜈2 ) (𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 − 𝑠𝜈2 𝐶12(0)∆𝑡  
⇒ − 𝑠𝑣∆𝑡 𝑝𝑤𝑤(1) = 2(𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 + 𝑠𝜈2 ( 1(1 − 𝑠𝜈2 ) 𝐶12
(0)∆𝑡 )  (4.82) 
(1 − 𝑠𝜈2 ) 𝑝𝑥𝑦(1) + 12𝐶14(0) = −∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝 
⇒ (1 − 𝑠𝜈2 ) 𝑠𝜈∆𝑡 𝑝𝑥𝑦(1) + 𝑠𝜈2 𝐶14(0)∆𝑡 = −(1 − 𝑠𝜈2 ) (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝 
54 
 
⇒ (1 − 𝑠𝜈2 ) 𝑠𝜈∆𝑡 𝑝𝑥𝑦(1) = −(1 − 𝑠𝜈2 ) (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝 − 𝑠𝜈2 𝐶14(0)∆𝑡  
⇒ − 𝑠𝜈∆𝑡 𝑝𝑥𝑦(1) = (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝 + 𝑠𝜈2  ( 1(1 − 𝑠𝜈2 )𝐶14
(0)∆𝑡 )  (4.83) 
Similarly, 
(1 − 𝑠𝜈2 )𝑝𝑦𝑧(1) + 12𝐶15(0) = −∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑦0𝑢𝑧 + 𝜕𝑧0𝑢𝑦)𝑝 
⇒ − 𝑠𝜈∆𝑡 𝑝𝑦𝑧(1) = (𝜕𝑦0𝑢𝑧 + 𝜕𝑧0𝑢𝑦)𝑝 + 𝑠𝜈2  ( 1(1 − 𝑠𝜈2 )𝐶15
(0)∆𝑡 ) (4.84) 
(1 − 𝑠𝜈2 )𝑝𝑥𝑧(1) + 12𝐶16(0) = −∆𝑡 ( 1𝑠𝜈 − 12) (𝜕𝑥0𝑢𝑧 + 𝜕𝑧0𝑢𝑥)𝑝 
⇒ − 𝑠𝜈∆𝑡 𝑝𝑥𝑧(1) = (𝜕𝑥0𝑢𝑧 + 𝜕𝑧0𝑢𝑥)𝑝 + 𝑠𝜈2  ( 1(1 − 𝑠𝜈2 ) 𝐶16
(0)∆𝑡 )  (4.85) 
The expressions of − 𝑠𝑒∆𝑡 𝑒(1), − 𝑠𝑣∆𝑡 3𝑝𝑥𝑥(1), − 𝑠𝑣∆𝑡 𝑝𝑤𝑤(1) , − 𝑠𝜈∆𝑡  𝑝𝑥𝑦(1), − 𝑠𝜈∆𝑡  𝑝𝑦𝑧(1) and − 𝑠𝜈∆𝑡  𝑝𝑥𝑧(1) now are 
substituted into the 2nd , 10th , 12th , 14th , 15th , and 16th equation of Eq. 4.34: 
• 2nd equation: 
𝜕𝑡0∑ 𝜌𝑘[−1.5 − 28.5𝛼𝑘 + 19(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]𝑘 + 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘
= 38(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 + 𝑠𝑒2 ( 1(1 − 𝑠𝑒2) 𝐶2
(0)∆𝑡 ) + 𝐶2(0)∆𝑡  
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⇒ 𝑠𝑒2 ( 1(1 − 𝑠𝑒2) 𝐶2
(0)∆𝑡 ) + 𝐶2(0)∆𝑡
= 𝜕𝑡0∑ 𝜌𝑘[−1.5 − 28.5𝛼𝑘 + 19(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]𝑘+ 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 − 38(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝 
⇒ 𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {𝜕𝑡0∑ 𝜌𝑘[−1.5 − 28.5𝛼𝑘 + 19(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]𝑘+ 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘  +𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 − 38(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝}  (4.86) 
• 10th equation: 
𝜕𝑡0[𝜌(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)] + 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘
= 2(2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 + 𝑠𝜈2 ( 1(1 − 𝑠𝜈2 )𝐶10
(0)∆𝑡 ) + 𝐶10(0)∆𝑡  
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)] + 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘  +𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 − 2(2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝}  (4.87) 
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• 12th equation: 
𝜕𝑡0[𝜌(𝑢𝑦2 − 𝑢𝑧2)] + 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘  
= 2(𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝 + 𝑠𝜈2 ( 1(1 − 𝑠𝜈2 ) 𝐶12
(0)∆𝑡 ) + 𝐶12(0)∆𝑡  
⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(𝑢𝑦2 − 𝑢𝑧2)] + 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘  +𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 − 2(𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝} (4.88) 
• 14th equation: 
𝜕𝑡0[𝜌(𝑢𝑥𝑢𝑦)] + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘
= (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝 + 𝑠𝜈2  ( 1(1 − 𝑠𝜈2 )𝐶14
(0)∆𝑡 ) + 𝐶14(0)∆𝑡  
⇒ 𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(𝑢𝑥𝑢𝑦)] + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘  
+𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘 − (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝} (4.89) 
• 15th equation: 
𝜕𝑡0[𝜌(𝑢𝑦𝑢𝑧)] + 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑧𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘
= (𝜕𝑦0𝑢𝑧 + 𝜕𝑧0𝑢𝑦)𝑝 + 𝑠𝜈2  ( 1(1 − 𝑠𝜈2 ) 𝐶15
(0)∆𝑡 ) + 𝐶15(0)∆𝑡  
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⇒ 𝐶15(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(𝑢𝑦𝑢𝑧)] + 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑧𝑘  +𝜕𝑧0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘 − (𝜕𝑦0𝑢𝑧 + 𝜕𝑧0𝑢𝑦)𝑝}  (4.90) 
• 16th equation: 
𝜕𝑡0[𝜌(𝑢𝑥𝑢𝑧)] + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑧𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘
= (𝜕𝑥0𝑢𝑧 + 𝜕𝑧0𝑢𝑥)𝑝 + 𝑠𝜈2  ( 1(1 − 𝑠𝜈2 )𝐶16
(0)∆𝑡 ) + 𝐶16(0)∆𝑡  
⇒ 𝐶16(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(𝑢𝑥𝑢𝑧)] + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑧𝑘  
+𝜕𝑧0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘 − (𝜕𝑥0𝑢𝑧 + 𝜕𝑧0𝑢𝑥)𝑝}  (4.91) 
From Eqs. 4.40 – 4.43, we get the following equations that correlate time derivatives to space 
derivatives: 
𝜕𝑡0(𝜌) + 𝜕𝑥0(𝜌𝑢𝑥) + 𝜕𝑦0(𝜌𝑢𝑦) + 𝜕𝑦0(𝜌𝑢𝑧) = 0 
⇒ 𝜕𝑡0(𝜌) = −𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑧) (4.92) 
𝜕𝑡0(𝜌𝑢𝑥) + 𝜕𝑥0(𝜌𝑢𝑥2) + 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) + 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) = −𝜕𝑥0𝑝 
⇒ 𝜕𝑡0(𝜌𝑢𝑥) = −𝜕𝑥0(𝜌𝑢𝑥2) − 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) − 𝜕𝑥0𝑝 (4.93) 
𝜕𝑡0(𝜌𝑢𝑦) + 𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) + 𝜕𝑦0(𝜌𝑢𝑦2) + 𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) = −𝜕𝑦0𝑝 
⇒ 𝜕𝑡0(𝜌𝑢𝑦) = −𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑦2) − 𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) − 𝜕𝑦0𝑝 (4.94) 
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𝜕𝑡0(𝜌𝑢𝑧) + 𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) + 𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) + 𝜕𝑧0(𝜌𝑢𝑧2) = −𝜕𝑧0𝑝 ⇒ 𝜕𝑡0(𝜌𝑢𝑧) = −𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) − 𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) − 𝜕𝑧0(𝜌𝑢𝑧2) − 𝜕𝑧0𝑝 (4.95) 
Before deriving the expression for 𝐶2(0), 𝐶10(0), 𝐶12(0), 𝐶14(0), 𝐶15(0) and 𝐶16(0), the following 
differential relations are very useful for helping with the derivation: 
𝜕(𝜌𝑢𝑥𝑢𝑦) = 𝑢𝑦𝜕(𝜌𝑢𝑥) + 𝑢𝑥 𝜕(𝜌𝑢𝑦) − 𝑢𝑥𝑢𝑦𝜕(𝜌) (4.96a) 
𝜕(𝜌𝑢𝑥2) = 2𝑢𝑥𝜕(𝜌𝑢𝑥) − 𝑢𝑥2𝜕(𝜌) (4.96b) 
𝜕(𝜌𝑢𝑦2) = 2𝑢𝑦𝜕(𝜌𝑢𝑦) − 𝑢𝑦2𝜕(𝜌) (4.96c) 
𝜕(𝜌𝑢𝑧2) = 2𝑢𝑧𝜕(𝜌𝑢𝑧) − 𝑢𝑧2𝜕(𝜌) (4.96d) 
Other equations that are very helpful are the correlations between 𝑁𝑘 , 𝜌𝑘 , and 𝑝𝑘 as follows 
𝑁𝑘 + 13 𝜌𝑘 = 𝑝𝑘 ⇒ (𝑁𝑘 + 1)𝜌𝑘 = 3𝑝𝑘 
⇒ (𝑁𝑘 + 1) = 3𝑝𝑘𝜌𝑘  
⇒ 𝑁𝑘 = 3𝑝𝑘𝜌𝑘 − 1 (4.97a) 
where 
𝑁𝑘 = 3(𝑐𝑠𝑘)2 − 1 = 12 − 32𝛼𝑘 (4.97b) (𝑐𝑠𝑘)2 = 12 (1 − 𝛼𝑘) (4.97c) 𝑝𝑘 = 𝜌𝑘(𝑐𝑠𝑘)2 = 𝜌𝑘 12 (1 − 𝛼𝑘) (4.97d) 
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• Derivation of 𝐶2(0) 
First, we need to find the correlation between (−1.5 − 28.5𝛼𝑘) and 𝑁𝑘 as shown below: 
−1.5 − 28.5𝛼𝑘 = −222 + (192 − 572 𝛼𝑘) = −11 + 19𝑁𝑘 (4.98) 
Recall Eq. 4.86, 
𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {𝜕𝑡0∑ 𝜌𝑘[−1.5 − 28.5𝛼𝑘 + 19(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)]𝑘+ 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 − 38(𝜕𝑥0𝑢𝑥 + 𝜕𝑦0𝑢𝑦 + 𝜕𝑧0𝑢𝑧)𝑝} 
Substitute (−1.5 − 28.5𝛼𝑘) from Eq. 4.98, 
⇒ 𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {∑ (−11 + 19𝑁𝑘)𝜕𝑡0(𝜌𝑘)𝑘 + 19𝜕𝑡0(𝜌𝑢𝑥2) + 19𝜕𝑡0(𝜌𝑢𝑦2) + 19𝜕𝑡0(𝜌𝑢𝑧2)+ 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 − 38𝑝𝜕𝑥0(𝑢𝑥) − 38𝑝𝜕𝑦0(𝑢𝑦) − 38𝑝𝜕𝑧0(𝑢𝑧)} 
Using Eqs. 4.96b - 4.96d, we get 
⇒ 𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {∑ (−11 + 19𝑁𝑘)𝜕𝑡0(𝜌𝑘)𝑘 + 38𝑢𝑥𝜕𝑡0(𝜌𝑢𝑥) − 19𝑢𝑥2𝜕𝑡0(𝜌) 
+38𝑢𝑦𝜕𝑡0(𝜌𝑢𝑦) − 19𝑢𝑦2𝜕𝑡0(𝜌) + 38𝑢𝑧𝜕𝑡0(𝜌𝑢𝑧) − 19𝑢𝑧2𝜕𝑡0(𝜌) 
+𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘  
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+𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 − 38𝑝𝜕𝑥0(𝑢𝑥) − 38𝑝𝜕𝑦0(𝑢𝑦) − 38𝑝𝜕𝑧0(𝑢𝑧)} 
Substitute 𝜕𝑡0𝜌, 𝜕𝑡0(𝜌𝑢𝑥), 𝜕𝑡0(𝜌𝑢𝑦) and 𝜕𝑡0(𝜌𝑢𝑧) from Eqs. 4.92 – 4.95, 
⇒ 𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {∑ (−11 + 19𝑁𝑘)[−𝜕𝑥0(𝜌𝑘𝑢𝑥) − 𝜕𝑦0(𝜌𝑘𝑢𝑦) − 𝜕𝑦0(𝜌𝑘𝑢𝑧)]𝑘+ 38𝑢𝑥[−𝜕𝑥0(𝜌𝑢𝑥2) − 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) − 𝜕𝑥0𝑝]− 19𝑢𝑥2[−𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑧)]+ 38𝑢𝑦[−𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑦2) − 𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) − 𝜕𝑦0𝑝]− 19𝑢𝑦2[−𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑧)]+ 38𝑢𝑧[−𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) − 𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) − 𝜕𝑧0(𝜌𝑢𝑧2) − 𝜕𝑧0𝑝]
− 19𝑢𝑧2[−𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑧)] + 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 − 38𝑝𝜕𝑥0(𝑢𝑥)− 38𝑝𝜕𝑦0(𝑢𝑦) − 38𝑝𝜕𝑧0(𝑢𝑧)} 
Rearrange the equation, 
⇒ 𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {∑ (−11 + 19𝑁𝑘)[−𝜕𝑥0(𝜌𝑘𝑢𝑥) − 𝜕𝑦0(𝜌𝑘𝑢𝑦) − 𝜕𝑦0(𝜌𝑘𝑢𝑧)]𝑘+ [−38𝑢𝑥𝜕𝑥0(𝜌𝑢𝑥2) + 19𝑢𝑥2𝜕𝑥0(𝜌𝑢𝑥)] + [−38𝑢𝑦𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) + 19𝑢𝑦2𝜕𝑥0(𝜌𝑢𝑥)]+ [−38𝑢𝑧𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) + 19𝑢𝑧2𝜕𝑥0(𝜌𝑢𝑥)]+ [−38𝑢𝑥𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) + 19𝑢𝑥2𝜕𝑦0(𝜌𝑢𝑦)]+ [−38𝑢𝑦𝜕𝑦0(𝜌𝑢𝑦2) + 19𝑢𝑦2𝜕𝑦0(𝜌𝑢𝑦)] 
61 
 
+[−38𝑢𝑧𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) + 19𝑢𝑧2𝜕𝑦0(𝜌𝑢𝑦)] + [−38𝑢𝑥𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) + 19𝑢𝑥2𝜕𝑧0(𝜌𝑢𝑧)]+ [−38𝑢𝑦𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) + 19𝑢𝑦2𝜕𝑧0(𝜌𝑢𝑧)] + [−38𝑢𝑧𝜕𝑧0(𝜌𝑢𝑧2) + 19𝑢𝑧2𝜕𝑦0(𝜌𝑢𝑧)]+ [−38𝑢𝑥𝜕𝑥0𝑝 − 38𝑝𝜕𝑥0(𝑢𝑥)] + [−38𝑢𝑦𝜕𝑦0𝑝 − 38𝑝𝜕𝑦0(𝑢𝑦)]
+ [−38𝑢𝑧𝜕𝑧0𝑝 − 38𝑝𝜕𝑧0(𝑢𝑧)] + 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘  +𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 } 
⇒ 𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {∑ (−11 + 19𝑁𝑘)[−𝜕𝑥0(𝜌𝑘𝑢𝑥) − 𝜕𝑦0(𝜌𝑘𝑢𝑦) − 𝜕𝑦0(𝜌𝑘𝑢𝑧)]𝑘− 19𝜕𝑥0(𝜌𝑢𝑥3) − 19𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦2) − 19𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧2) − 19𝜕𝑦0(𝜌𝑢𝑥2𝑢𝑦)− 19𝜕𝑦0(𝜌𝑢𝑦3) − 19𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧2) − 19𝜕𝑧0(𝜌𝑢𝑥2𝑢𝑧) − 19𝜕𝑧0(𝜌𝑢𝑦2𝑢𝑧)− 19𝜕𝑧0(𝜌𝑢𝑧3) − 38𝜕𝑥0(𝑝𝑢𝑥) − 38𝜕𝑦0(𝑝𝑢𝑦) − 38𝜕𝑧0(𝑝𝑢𝑧)
+ 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 } 
⇒ 𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {∑ (−11 + 19𝑁𝑘)[−𝜕𝑥0(𝜌𝑘𝑢𝑥) − 𝜕𝑦0(𝜌𝑘𝑢𝑦) − 𝜕𝑦0(𝜌𝑘𝑢𝑧)]𝑘− 19𝜕𝑥0 (𝜌𝑢𝑥(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2))  − 19𝜕𝑦0 (𝜌𝑢𝑦(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2))
− 19𝜕𝑧0 (𝜌𝑢𝑧(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2))  − 38𝜕𝑥0 (∑ 𝑝𝑘𝑘 𝑢𝑥) − 38𝜕𝑦0 (∑ 𝑝𝑘𝑘 𝑢𝑦)
− 38𝜕𝑧0 (∑ 𝑝𝑘𝑘 𝑢𝑧) + 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 } 
62 
 
⇒ 𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {∑ (−11 + 19𝑁𝑘)[−𝜕𝑥0(𝜌𝑘𝑢𝑥) − 𝜕𝑦0(𝜌𝑘𝑢𝑦) − 𝜕𝑦0(𝜌𝑘𝑢𝑧)]𝑘− 19𝜕𝑥0 (𝜌𝑢𝑥(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2))  − 19𝜕𝑦0 (𝜌𝑢𝑦(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2))
− 19𝜕𝑧0 (𝜌𝑢𝑧(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2))  − 38𝜕𝑥0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑥)
− 38𝜕𝑦0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑦) − 38𝜕𝑧0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑧)
+ 𝜕𝑥0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑦𝑘
+ 𝜕𝑧0∑ 𝜌𝑘 (53 + 193 𝑁𝑘) 𝑢𝑧𝑘 } 
⇒ 𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2) {−19𝜕𝑥0 (𝜌𝑢𝑥(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2))  − 19𝜕𝑦0 (𝜌𝑢𝑦(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2))
− 19𝜕𝑧0 (𝜌𝑢𝑧(𝑢𝑥2 + 𝑢𝑦2 + 𝑢𝑧2)) + 38𝜕𝑥0 (∑ −23𝑁𝑘𝜌𝑘𝑘 𝑢𝑥)+ 38𝜕𝑦0 (∑ −23𝑁𝑘𝜌𝑘𝑘 𝑢𝑦) + 38𝜕𝑧0 (∑ −23𝑁𝑘𝜌𝑘𝑘 𝑢𝑧)} 
𝐶2(0)∆𝑡 = (1 − 𝑠𝑒2 ) {38𝜕𝑥0 (∑ −23𝑁𝑘𝜌𝑘𝑘 𝑢𝑥) + 38𝜕𝑦0 (∑ −23𝑁𝑘𝜌𝑘𝑘 𝑢𝑦) 
+38𝜕𝑧0 (∑ −23𝑁𝑘𝜌𝑘𝑘 𝑢𝑧) + 𝑂(𝜌𝑢3)}  (4.99) 
• Derivation of 𝐶10(0) 
Recall Eq. 4.87, 
𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)] + 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘  
63 
 
+𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 − 2(2𝜕𝑥0𝑢𝑥 − 𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝} 
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {2𝜕𝑡0(𝜌𝑢𝑥2) − 𝜕𝑡0(𝜌𝑢𝑦2) − 𝜕𝑡0(𝜌𝑢𝑧2) + 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 − 4𝑝𝜕𝑥0(𝑢𝑥)+ 2𝑝𝜕𝑦0(𝑢𝑦) + 2𝑝𝜕𝑧0(𝑢𝑧)} 
Using Eqs. 4.96b – 4.96d, we get 
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {4𝑢𝑥𝜕𝑡0(𝜌𝑢𝑥) − 2𝑢𝑥2𝜕𝑡(𝜌) − 2𝑢𝑦𝜕𝑡0(𝜌𝑢𝑦) + 𝑢𝑦2𝜕𝑡(𝜌) − 2𝑢𝑧𝜕𝑡0(𝜌𝑢𝑧)
+ 𝑢𝑧2𝜕𝑡0(𝜌) + 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 − 4𝑝𝜕𝑥0(𝑢𝑥) + 2𝑝𝜕𝑦0(𝑢𝑦) + 2𝑝𝜕𝑧0(𝑢𝑧)} 
Substitute the expression of 𝜕𝑡0𝜌, 𝜕𝑡0(𝜌𝑢𝑥), 𝜕𝑡0(𝜌𝑢𝑦) and 𝜕𝑡0(𝜌𝑢𝑧) from Eqs. 4.92 – 4.95, 
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {4𝑢𝑥[−𝜕𝑥0(𝜌𝑢𝑥2) − 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) − 𝜕𝑥0𝑝]− 2𝑢𝑥2[−𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑧)]− 2𝑢𝑦[−𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑦2) − 𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) − 𝜕𝑦0𝑝]+ 𝑢𝑦2[−𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑧)]− 2𝑢𝑧[−𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) − 𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) − 𝜕𝑧0(𝜌𝑢𝑧2) − 𝜕𝑧0𝑝]
+ 𝑢𝑧2[−𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑧)] + 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘  
64 
 
+𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 − 4𝑝𝜕𝑥0(𝑢𝑥) + 2𝑝𝜕𝑦0(𝑢𝑦) + 2𝑝𝜕𝑧0(𝑢𝑧)} 
Rearrange the equation, 
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {[−4𝑢𝑥𝜕𝑥0(𝜌𝑢𝑥2) + 2𝑢𝑥2𝜕𝑥0(𝜌𝑢𝑥)] + [2𝑢𝑦𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) − 𝑢𝑦2𝜕𝑥0(𝜌𝑢𝑥)]+ [2𝑢𝑧𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) − 𝑢𝑧2𝜕𝑥0(𝜌𝑢𝑥)] + [−4𝑢𝑥𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) + 2𝑢𝑥2𝜕𝑦0(𝜌𝑢𝑦)]+ [2𝑢𝑦𝜕𝑦0(𝜌𝑢𝑦2) − 𝑢𝑦2𝜕𝑦0(𝜌𝑢𝑦)] + [2𝑢𝑧𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) − 𝑢𝑧2𝜕𝑦0(𝜌𝑢𝑦)]+ [−4𝑢𝑥𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) + 2𝑢𝑥2𝜕𝑧0(𝜌𝑢𝑧)] + [2𝑢𝑦𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) − 𝑢𝑦2𝜕𝑧0(𝜌𝑢𝑧)]+ [2𝑢𝑧𝜕𝑧0(𝜌𝑢𝑧2) − 𝑢𝑧2𝜕𝑧0(𝜌𝑢𝑧)] + [−4𝑢𝑥𝜕𝑥0𝑝 − 4𝑝𝜕𝑥0(𝑢𝑥)]+ [2𝑢𝑦𝜕𝑦0𝑝 + 2𝑝𝜕𝑦0(𝑢𝑦)] + [2𝑢𝑧𝜕𝑧0𝑝 + 2𝑝𝜕𝑧0(𝑢𝑧)]
+ 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 } 
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−2𝜕𝑥0(𝜌𝑢𝑥3) + 𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦2) + 𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧2) − 2𝜕𝑦0(𝜌𝑢𝑥2𝑢𝑦) + 𝜕𝑦0(𝜌𝑢𝑦3)+ 𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧2) − 2𝜕𝑧0(𝜌𝑢𝑥2𝑢𝑧) + 𝜕𝑧0(𝜌𝑢𝑦2𝑢𝑧) + 𝜕𝑧0(𝜌𝑢𝑧3) − 4𝜕𝑥0(𝑝𝑢𝑥)
+ 2𝜕𝑦0(𝑝𝑢𝑦) + 2𝜕𝑧0(𝑝𝑢𝑧) + 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 } 
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0(𝜌𝑢𝑥(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)) − 𝜕𝑦0(𝜌𝑢𝑦(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2))− 𝜕𝑧0(𝜌𝑢𝑧(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)) − 4𝜕𝑥0 (∑ 𝑝𝑘𝑘 𝑢𝑥) + 2𝜕𝑦0 (∑ 𝑝𝑘𝑘 𝑢𝑦) 
65 
 
+2𝜕𝑧0 (∑ 𝑝𝑘𝑘 𝑢𝑧) + 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 } 
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0(𝜌𝑢𝑥(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)) − 𝜕𝑦0(𝜌𝑢𝑦(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2))
− 𝜕𝑧0(𝜌𝑢𝑧(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)) − 4𝜕𝑥0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑥)
+ 2𝜕𝑦0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑦) + 2𝜕𝑧0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑧)
+ 𝜕𝑥0∑ 𝜌𝑘 (43 − 13𝑁𝑘) 𝑢𝑥𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑦𝑘
+ 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 } 
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0(𝜌𝑢𝑥(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)) − 𝜕𝑦0(𝜌𝑢𝑦(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2))
− 𝜕𝑧0(𝜌𝑢𝑧(2𝑢𝑥2 − 𝑢𝑦2 − 𝑢𝑧2)) + 𝜕𝑥0∑ −53𝑁𝑘𝜌𝑘𝑢𝑥𝑘 + 𝜕𝑦0∑ 56𝑁𝑘𝜌𝑘𝑢𝑦𝑘+ 𝜕𝑧0∑ 56𝑁𝑘𝜌𝑘𝑢𝑧𝑘 } 
⇒ 𝐶10(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑥0∑ −53𝑁𝑘𝜌𝑘𝑢𝑥𝑘 + 𝜕𝑦0∑ 56𝑁𝑘𝜌𝑘𝑢𝑦𝑘  
+𝜕𝑧0∑ 56𝑁𝑘𝜌𝑘𝑢𝑧𝑘 + 𝑂(𝜌𝑢3)}  (4.100) 
• Derivation of 𝐶12(0) 
Recall Eq. 4.88, 
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𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(𝑢𝑦2 − 𝑢𝑧2)] + 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘− 2(𝜕𝑦0𝑢𝑦 − 𝜕𝑧0𝑢𝑧)𝑝} 
⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0(𝜌𝑢𝑦2) − 𝜕𝑡0(𝜌𝑢𝑧2) + 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 − 2𝑝𝜕𝑦0(𝑢𝑦) + 2𝑝𝜕𝑧0(𝑢𝑧)} 
Using Eqs. 4.96c – 4.96d, we get 
⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {2𝑢𝑦𝜕𝑡0(𝜌𝑢𝑦) − 𝑢𝑦2𝜕𝑡(𝜌) − 2𝑢𝑧𝜕𝑡0(𝜌𝑢𝑧) + 𝑢𝑧2𝜕𝑡0(𝜌)+ 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 − 2𝑝𝜕𝑦0(𝑢𝑦)+ 2𝑝𝜕𝑧0(𝑢𝑧)} 
Substitute the expression of 𝜕𝑡0𝜌, 𝜕𝑡0(𝜌𝑢𝑦) and 𝜕𝑡0(𝜌𝑢𝑧) from Eqs. 4.92 – 4.95, 
⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {2𝑢𝑦[−𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑦2) − 𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) − 𝜕𝑦0𝑝]− 𝑢𝑦2[−𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑧)]− 2𝑢𝑧[−𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) − 𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) − 𝜕𝑧0(𝜌𝑢𝑧2) − 𝜕𝑧0𝑝]
+ 𝑢𝑧2[−𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑧)] + 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 − 2𝑝𝜕𝑦0(𝑢𝑦) + 2𝑝𝜕𝑧0(𝑢𝑧)} 
Rearrange the equation, 
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⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {[−2𝑢𝑦𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) + 𝑢𝑦2𝜕𝑥0(𝜌𝑢𝑥)] + [2𝑢𝑧𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧) − 𝑢𝑧2𝜕𝑥0(𝜌𝑢𝑥)]+ [−2𝑢𝑦𝜕𝑦0(𝜌𝑢𝑦2) + 𝑢𝑦2𝜕𝑦0(𝜌𝑢𝑦)] + [2𝑢𝑧𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧) − 𝑢𝑧2𝜕𝑦0(𝜌𝑢𝑦)]+ [−2𝑢𝑦𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) + 𝑢𝑦2𝜕𝑧0(𝜌𝑢𝑧)] + [2𝑢𝑧𝜕𝑧0(𝜌𝑢𝑧2) − 𝑢𝑧2𝜕𝑦0(𝜌𝑢𝑧)]+ [−2𝑢𝑦𝜕𝑦0𝑝 − 2𝑝𝜕𝑦0(𝑢𝑦)] + [2𝑢𝑧𝜕𝑧0𝑝 + 2𝑝𝜕𝑧0(𝑢𝑧)]
+ 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 } 
⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦2) + 𝜕𝑥0(𝜌𝑢𝑥𝑢𝑧2) − 𝜕𝑦0(𝜌𝑢𝑦3) + 𝜕𝑦0(𝜌𝑢𝑦𝑢𝑧2) − 𝜕𝑧0(𝜌𝑢𝑦2𝑢𝑧)
+ 𝜕𝑧0(𝜌𝑢𝑧3) − 2𝜕𝑦0(𝑝𝑢𝑦) + 2𝜕𝑧0(𝑝𝑢𝑧) + 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 } 
⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0 (𝜌𝑢𝑥(𝑢𝑦2 − 𝑢𝑧2)) − 𝜕𝑦0 (𝜌𝑢𝑦(𝑢𝑦2 − 𝑢𝑧2)) − 𝜕𝑧0 (𝜌𝑢𝑧(𝑢𝑦2 − 𝑢𝑧2))− 2𝜕𝑦0 (∑ 𝑝𝑘𝑘 𝑢𝑦) + 2𝜕𝑧0 (∑ 𝑝𝑘𝑘 𝑢𝑧) + 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 }  
⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0 (𝜌𝑢𝑥(𝑢𝑦2 − 𝑢𝑧2)) − 𝜕𝑦0 (𝜌𝑢𝑦(𝑢𝑦2 − 𝑢𝑧2)) − 𝜕𝑧0 (𝜌𝑢𝑧(𝑢𝑦2 − 𝑢𝑧2))
− 2𝜕𝑦0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑦) + 2𝜕𝑧0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑧)
+ 𝜕𝑦0∑ 𝜌𝑘 (23 − 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−23 + 16𝑁𝑘) 𝑢𝑧𝑘 } 
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⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0 (𝜌𝑢𝑥(𝑢𝑦2 − 𝑢𝑧2)) − 𝜕𝑦0 (𝜌𝑢𝑦(𝑢𝑦2 − 𝑢𝑧2)) − 𝜕𝑧0 (𝜌𝑢𝑧(𝑢𝑦2 − 𝑢𝑧2))
+ 𝜕𝑦0∑ −56𝑁𝑘𝜌𝑘𝑢𝑦𝑘 + 𝜕𝑧0∑ 56𝑁𝑘𝜌𝑘𝑢𝑧𝑘 } 
⇒ 𝐶12(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑦0∑ −56𝑁𝑘𝜌𝑘𝑢𝑦𝑘 + 𝜕𝑧0∑ 56𝑁𝑘𝜌𝑘𝑢𝑧 + 𝑂(𝜌𝑢3)𝑘 }  (4.101) 
• Derivation of 𝐶14(0) 
Recall Eq. 4.89, 
𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(𝑢𝑥𝑢𝑦)] + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘− (𝜕𝑥0𝑢𝑦 + 𝜕𝑦0𝑢𝑥)𝑝} 
Using Eq. 4.96a, we get 
⇒ 𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝑢𝑦𝜕𝑡0(𝜌𝑢𝑥) + 𝑢𝑥𝜕𝑡0(𝜌𝑢𝑦) − 𝑢𝑥𝑢𝑦𝜕𝑡0(𝜌) + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘 − 𝑝𝜕𝑥0(𝑢𝑦) − 𝑝𝜕𝑦0(𝑢𝑥)} 
Substitute the expression of 𝜕𝑡0𝜌, 𝜕𝑡0(𝜌𝑢𝑥), 𝜕𝑡0(𝜌𝑢𝑦) and 𝜕𝑡0(𝜌𝑢𝑧) from Eqs. 4.92 – 4.95, 
⇒ 𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝑢𝑦[−𝜕𝑥0(𝜌𝑢𝑥2) − 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) − 𝜕𝑥0𝑝]+ 𝑢𝑥[−𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑦2) − 𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) − 𝜕𝑦0𝑝]
− 𝑢𝑥𝑢𝑦[−𝜕𝑥0(𝜌𝑢𝑥) − 𝜕𝑦0(𝜌𝑢𝑦) − 𝜕𝑧0(𝜌𝑢𝑧)] + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘 − 𝑝𝜕𝑥0(𝑢𝑦) − 𝑝𝜕𝑦0(𝑢𝑥)} 
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Rearrange the equation, 
⇒ 𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {[−𝑢𝑦𝜕𝑥0(𝜌𝑢𝑥2) − 𝑢𝑥𝜕𝑥0(𝜌𝑢𝑥𝑢𝑦) + 𝑢𝑥𝑢𝑦𝜕𝑥0(𝜌𝑢𝑥)]+ [−𝑢𝑦𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦) − 𝑢𝑥𝜕𝑦0(𝜌𝑢𝑦2) + 𝑢𝑥𝑢𝑦𝜕𝑥0(𝜌𝑢𝑥)]+ [−𝑢𝑦𝜕𝑧0(𝜌𝑢𝑥𝑢𝑧) − 𝑢𝑥𝜕𝑧0(𝜌𝑢𝑦𝑢𝑧) + 𝑢𝑥𝑢𝑦𝜕𝑧0(𝜌𝑢𝑧)]+ [−𝑢𝑦𝜕𝑥0(𝑝) − 𝑝𝜕𝑥0(𝑢𝑦)] + [−𝑢𝑥𝜕𝑦0(𝑝) − 𝑝𝜕𝑦0(𝑢𝑥)]
+ 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘 } 
⇒ 𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0(𝜌𝑢𝑥2𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦2) − 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑦𝑢𝑧) − 𝜕𝑥0(𝑝𝑢𝑦) − 𝜕𝑦0(𝑝𝑢𝑥)+ 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘 } 
⇒ 𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0(𝜌𝑢𝑥2𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦2) − 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑦𝑢𝑧) − 𝜕𝑥0 (∑ 𝑝𝑘𝑘 𝑢𝑦)− 𝜕𝑦0 (∑ 𝑝𝑘𝑘 𝑢𝑥) + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘 } 
⇒ 𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0(𝜌𝑢𝑥2𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦2) − 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑦𝑢𝑧) − 𝜕𝑥0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑦)
− 𝜕𝑦0 (∑ 𝑁𝑘 + 13 𝜌𝑘𝑘 𝑢𝑥) + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘
+ 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘 } 
⇒ 𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {−𝜕𝑥0(𝜌𝑢𝑥2𝑢𝑦) − 𝜕𝑦0(𝜌𝑢𝑥𝑢𝑦2) − 𝜕𝑧0(𝜌𝑢𝑥𝑢𝑦𝑢𝑧) + 𝜕𝑥0∑ 𝜌𝑘 (−16𝑁𝑘) 𝑢𝑦𝑘+ 𝜕𝑦0∑ 𝜌𝑘 (−16𝑁𝑘) 𝑢𝑥𝑘 } 
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𝐶14(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑥0∑ 𝜌𝑘 (−16𝑁𝑘) 𝑢𝑦𝑘 + 𝜕𝑦0∑ 𝜌𝑘 (−16𝑁𝑘) 𝑢𝑥𝑘 + 𝑂(𝜌𝑢3)}  (4.102) 
• Derivation of 𝐶15(0) 
Similar with derivation of 𝐶14(0), we get 
𝐶15(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(𝑢𝑦𝑢𝑧)] + 𝜕𝑦0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑧𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑦𝑘− (𝜕𝑦0𝑢𝑧 + 𝜕𝑧0𝑢𝑦)𝑝} 
⇒ 𝐶15(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑦0∑ 𝜌𝑘 (−16𝑁𝑘) 𝑢𝑧𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−16𝑁𝑘) 𝑢𝑦𝑘 + 𝑂(𝜌𝑢3)}  (4.103) 
• Derivation of 𝐶16(0) 
Similar with derivation of 𝐶14(0) and 𝐶15(0) , we get 
𝐶16(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑡0[𝜌(𝑢𝑥𝑢𝑧)] + 𝜕𝑥0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑧𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (13 + 16𝑁𝑘) 𝑢𝑥𝑘− (𝜕𝑥0𝑢𝑧 + 𝜕𝑧0𝑢𝑥)𝑝} 
⇒ 𝐶16(0)∆𝑡 = (1 − 𝑠𝜈2 ) {𝜕𝑥0∑ 𝜌𝑘 (−16𝑁𝑘) 𝑢𝑧𝑘 + 𝜕𝑧0∑ 𝜌𝑘 (−16𝑁𝑘) 𝑢𝑥𝑘 + 𝑂(𝜌𝑢3)}  (4.104) 
By introducing variables 𝑄𝑥, 𝑄𝑦, and 𝑄𝑧 with the following definitions, 
𝑄𝑥 = −𝑁𝑘𝜌𝑘𝑢𝑥 = (1.5𝛼𝑘 − 0.5)𝜌𝑘𝑢𝑥 (4.105) 
𝑄𝑦 = −𝑁𝑘𝜌𝑘𝑢𝑦 = (1.5𝛼𝑘 − 0.5)𝜌𝑘𝑢𝑦 (4.106) 
𝑄𝑧 = −𝑁𝑘𝜌𝑘𝑢𝑧 = (1.5𝛼𝑘 − 0.5)𝜌𝑘𝑢𝑧 (4.107) 
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we can get simplified expressions for 𝐶2𝑘 , 𝐶10𝑘 , 𝐶12𝑘 , 𝐶14𝑘 , 𝐶15𝑘 , and 𝐶16𝑘 : 
𝐶2𝑘 = 763 (1 − 𝑠𝑒2) (𝜕𝑥𝑄𝑥 + 𝜕𝑦𝑄𝑦 + 𝜕𝑧𝑄𝑧)∆𝑡 (4.108) 
𝐶10𝑘 = 56 (1 − 𝑠𝜈2 ) (2𝜕𝑥𝑄𝑥 − 𝜕𝑦𝑄𝑦 − 𝜕𝑧𝑄𝑧)∆𝑡 (4.109) 
𝐶12𝑘 = 56 (1 − 𝑠𝜈2 ) (𝜕𝑦𝑄𝑦 − 𝜕𝑧𝑄𝑧)∆𝑡 (4.110) 
𝐶14𝑘 = 16 (1 − 𝑠𝜈2 ) (𝜕𝑥𝑄𝑦 + 𝜕𝑦𝑄𝑥)∆𝑡 (4.111) 
𝐶15𝑘 = 16 (1 − 𝑠𝜈2 ) (𝜕𝑦𝑄𝑧 + 𝜕𝑧𝑄𝑦)∆𝑡 (4.112) 
𝐶16𝑘 = 16 (1 − 𝑠𝜈2 ) (𝜕𝑥𝑄𝑧 + 𝜕𝑧𝑄𝑥)∆𝑡 (4.113) 
By including source terms as derived above, the new model can recover Navier-Stokes equations.  
4.4 Implication to pressure boundary condition 
By changing the equilibrium distribution function, the equation to calculate the unknown 
distribution function on boundary also need to be changed. On the pressure boundaries, velocity 
can be calculated using Eq. 3.19 for inlet boundary and Eq. 3.31 for outlet boundary. By using Eq. 
3.20 and new equilibrium distribution functions from Eqs. 4.4a – 4.4s, the new equations to 
calculate the unknown distribution function are listed below: 
Inlet Boundary: 
𝑓2𝑘 = 𝑓3𝑘 + 13𝜌𝑖𝑛𝑘 𝑢𝑥𝑘(1 − 𝑁𝑘) (4.114) 
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𝑓12𝑘 = 𝑓15𝑘 + 16𝜌𝑖𝑛𝑘 𝑢𝑥𝑘 (1 + 12𝑁𝑘) − 12 (𝑓6𝑘 − 𝑓7𝑘 + 𝑓8𝑘 − 𝑓9𝑘 + 𝑓10𝑘 − 𝑓11𝑘 ) (4.115) 
𝑓13𝑘 = 𝑓14𝑘 + 16𝜌𝑖𝑛𝑘 𝑢𝑥𝑘 (1 + 12𝑁𝑘) + 12 (𝑓6𝑘 − 𝑓7𝑘 + 𝑓8𝑘 − 𝑓9𝑘 + 𝑓10𝑘 − 𝑓11𝑘 ) (4.116) 
𝑓16𝑘 = 𝑓19𝑘 + 16𝜌𝑖𝑛𝑘 𝑢𝑥𝑘 (1 + 12𝑁𝑘) − 12 (𝑓4𝑘 − 𝑓5𝑘 + 𝑓8𝑘 − 𝑓10𝑘 + 𝑓9𝑘 − 𝑓11𝑘 ) (4.117) 
𝑓17 = 𝑓18𝑘 + 16𝜌𝑖𝑛𝑘 𝑢𝑥𝑘 (1 + 12𝑁𝑘) + 12 (𝑓4𝑘 − 𝑓5𝑘 + 𝑓8𝑘 − 𝑓10𝑘 + 𝑓9𝑘 − 𝑓11𝑘 ) (4.118) 
Outlet Boundary: 
𝑓3𝑘 = 𝑓2𝑘 − 13𝜌𝑜𝑢𝑡𝑘 𝑢𝑥𝑘(1 − 𝑁𝑘) (4.119) 
𝑓14𝑘 = 𝑓13𝑘 − 16𝜌𝑜𝑢𝑡𝑘 𝑢𝑥𝑘 (1 + 12𝑁𝑘) − 12 (𝑓6𝑘 − 𝑓7𝑘 + 𝑓8𝑘 − 𝑓9𝑘 + 𝑓10𝑘 − 𝑓11𝑘 ) (4.120) 
𝑓15𝑘 = 𝑓12𝑘 − 16𝜌𝑜𝑢𝑡𝑘 𝑢𝑥𝑘 (1 + 12𝑁𝑘) + 12 (𝑓6𝑘 − 𝑓7𝑘 + 𝑓8𝑘 − 𝑓9𝑘 + 𝑓10𝑘 − 𝑓11𝑘 ) (4.121) 
𝑓18𝑘 = 𝑓17𝑘 − 16𝜌𝑜𝑢𝑡𝑘 𝑢𝑥𝑘 (1 + 12𝑁𝑘) − 12 (𝑓4𝑘 − 𝑓5𝑘 + 𝑓8𝑘 − 𝑓10𝑘 + 𝑓9𝑘 − 𝑓11𝑘 ) (4.122) 












In this chapter, three test cases are presented as validations of our new model. These test 
cases are compared with known analytical solutions. First, we present body force-driven layered 
flows between two fixed parallel plates. Then, simulations with a static droplet are presented for 
examination of interfacial tension. The last case involves a droplet suspended in a Couette flow, 
the deformation of which reflects the balance between viscous shear forces and interfacial tension.  
5.1 Body force-driven layered flows between parallel plates 
The purpose of simulating two-phase flows between two parallel plates is to validate the 
model’s ability to simulate flows with two fluids of different densities and viscosities. By 
validating our model with this case, we can prove our claim that the new model can recover the 
Navier-Stokes equations. 
 Fig 5.1 shows the setup for these simulations. The computational domain is 16 × 126 × 16. 
The blue fluid is in the center and the red fluid is near the walls. The interfaces between red and 
blue fluids are located 32 nodes from the center. A body force 𝐺 was applied to move the fluids 
from left to right. The walls are located on the top and bottom and they are set to be red wet. The 






Figure 5.1 Setup for layered flows between two parallel plates. A body force moves the fluids 
from left to right. The blue fluid is placed at the center. 
 
When both fluids are Newtonian, the analytical solution for the velocity profile is 
𝑢(𝑦) = { 𝐴1𝑦2 + 𝐶1 0 ≤ |𝑦| ≤ 𝑎𝐴2𝑦2 + 𝐵2𝑦 + 𝐶2 𝑎 ≤ |𝑦| ≤ 𝑏  (5.1) 
where 
𝐴1 = − 𝐺2𝜇𝐵 
𝐴2 = − 𝐺2𝜇𝑅 
𝐵2 = 2𝐴2𝑎 + 2𝑀𝐴1𝑎 
𝐶1 = (𝐴2 − 𝐴1)𝑎2 − 𝐵2(𝑏 − 𝑎) − 𝐴2𝑏2 
75 
 
𝐶2 = −𝐴2𝑏2 − 𝐵2𝑏 
𝑀 = 𝜇𝐵𝜇𝑅 (5.2) 
where 𝐺 is body force. 𝜇𝑅 and 𝜇𝐵 are viscosities of fluid 𝑅 and fluid 𝐵, respectively.  
In the model, we can calculate the viscosity of fluid 𝜇𝑘 as the function of each fluid’s pressure 𝑝𝑘and the relaxation parameter 𝜏𝑘, where 𝑘 = 𝑅, 𝐵 denotes the red and blue fluids, using the 
equation below: 
𝜇𝑘 = 𝑝𝑘 (𝜏 − 12)  (5.3) 
where 𝑝𝑘 is defined as 𝑝𝑘 = 12𝜌𝑘(1 − 𝛼𝑘), for 𝑘 = 𝑅, 𝐵. 
Periodic boundary condition was applied on the left and right boundaries. For this validation, 
there are six cases and they are summarized in Tabel 5.1. Each of these cases was run using the 
new model and the previous model presented in Chapter 3. Obtained velocity profiles are displayed 
and compared with the analytical solution in Eqs. 5.1 and 5.2. 
Table 5.1 Summary of cases of layered flows between two parallel plates 
Case Density Ratio, 𝜌𝑅 𝜌𝐵⁄  Viscosity ratio, 𝜇𝑅 𝜇𝐵⁄  
1 1 4 
2 4 4 
3 16 4 
4 1 0.25 
5 0.25 0.25 




Fig. 5.2a shows the velocity profile from the old model with 𝛼𝐵 = 𝛼𝑅 = 0.3333 (Case 1). 
The old model can predict the velocity profile of this case very well. However, when the value of 𝛼𝐵 and 𝛼𝑅 were changed to 0.2, the old model could not get good agreement with the analytical 
solution (Fig 5.2b). Fig 5.2c shows the velocity profile from the new model with 𝛼𝐵 = 𝛼𝑅 = 0.2. 
Clearly, the new model successfully predicted the velocity profile with these different values of 𝛼𝐵 and 𝛼𝑅. 
The effect of 𝛼𝐵 is more important in systems with different densities. Cases 2 and 3 have 
density ratios of 4 and 16, respectively. By setting 𝛼𝐵 = 0.2, 𝛼𝑅 should be 0.8 and 0.95 for Case 
2 and Case 3. We can see that the old model cannot correctly predict the velocity profile (Fig. 5.3a 
and Fig. 5.4a). The blue fluid in the center with 𝛼𝐵 = 0.2 had much higher velocity than expected. 
On the other hand, the red fluid with 𝛼𝑅 = 0.8 for Case 2 and 𝛼𝑅 = 0.95 for Case 3 had much 
lower velocities compared with the analytical solutions. Again, for these cases, our new model 
demonstrated very good agreement with the analytical solutions (Fig. 5.3b and Fig. 5.4b). 
The next three cases, Cases 4, 5, and 6, (Fig. 5.5 – 5.7) are similar to Cases 1, 2, and 3, except 
that the properties of red and blue fluid are now swapped. In Case 4, the case with same density, 
the old model only can predict the velocity profile when 𝛼𝑅 = 𝛼𝐵 = 0.3333. When 𝛼𝑅 or 𝛼𝐵 are 
not equal to 0.3333, the old model could not get the correct velocity profile. When 𝛼 is greater 
than 0.3333, simulated velocities were lower than the analytical solution. The opposite was 
observed when 𝛼 is lower than 0.3333. On the other hand, our new model successfully predicted 





Figure 5.2 Velocity profiles for Case 1 from: (a) the old model with 𝛼𝐵 = 0.3333, (b) the old 
model with 𝛼𝐵 = 0.2, and (c) the new model with 𝛼𝐵 = 0.2. 
 
Figure 5.3 Velocity profiles for Case 2 from: (a) the old model with 𝛼𝐵 = 0.2 and (b) the new 




Figure 5.4 Velocity profiles for Case 3 from: (a) the old model with 𝛼𝐵 = 0.2 and (b) the new 
model with 𝛼𝐵 = 0.2. 
 
Figure 5.5 Velocity profiles for Case 4 from: (a) the old model with 𝛼𝑅 = 0.3333, (b) the old 




Figure 5.6 Velocity profiles for Case 5 from: (a) the old model with 𝛼𝑅 = 0.2 and (b) the new 
model with 𝛼𝑅 = 0.2. 
 
Figure 5.7 Velocity profiles for Case 6 from: (a) the old model with 𝛼𝑅 = 0.2 and (b) the new 
model with 𝛼𝑅 = 0.2. 
5.1.1 Interface sensitivity 
These results show that our new model can generate much better velocity profiles compared 
to the old model. The old model assumes 𝑁𝑘 = 0 or 𝛼𝑅 = 𝛼𝐵 = 13, which is not always true for 
fluids with different densities. Still, even with the new model, we observed unphysical velocities 
that emerged in the interface region of systems with high density ratios. Some sensitivity analyses 
were performed, and they generated a realization that parameter 𝛽 can be tuned to improve the 
velocity profile in the interface region. 𝛽 is the parameter that controls the thickness of the 
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interface, and its value is between 0 and 1. Fig. 5.8 shows that by lowering the value of 𝛽, 
unphysical velocity in the interface region can be suppressed. 
However, low value of 𝛽 gives an unwanted trade-off. Lowering 𝛽 leads to an increase in 
the thickness of interface (Fig. 5.9). This can be a problem because the size of computational 
domain needs to be increased to accommodate increased interface thickness. Based on Fig. 5.9, 
with 𝛽 = 1.0, the interface thickness is 6 lattice units. With lower values of 𝛽, the thickness 
increases to 9, 12, and 21 lattice units for 𝛽 = 0.7, 0.5, and 0.3, respectively. 
 
Figure 5.8 The velocity profile with different values of 𝛽: (a) 𝛽 = 1.0, (b) 𝛽 = 0.7, (c) 𝛽 = 0.5, 
and (d) 𝛽 = 0.3. 
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Figure 5.9 The interface thickness with different values of 𝛽: (a) all domain, (b) zoomed upper 
part. 
 
5.2 Interfacial tension from static droplet test 
The purpose of this test is to verify that the new model has an interfacial tension that satisfies 
the Young-Laplace equation for the pressure difference across the interface of a single static 
droplet. In 3D, the pressure difference across the surface of a spherical droplet is 
∆𝑝 = 2𝜎𝑅  (5.4) 
where ∆𝑝 is the pressure difference, 𝜎 is the interfacial tension, and 𝑅 is the droplet radius. In our 
model, the interfacial tension is related to parameter 𝐴𝑘 from Eq. 5.5. Leclaire et al. (2011) 
formulated an equation to predict the interfacial tension from parameter 𝐴𝑘(𝑘 = 𝑅, 𝐵): 
𝜎 = 29 (𝐴𝑅 + 𝐴𝐵)𝜏 (5.5) 
Simulations were initialized with a drop of red fluid of radius 𝑅 placed in the center of blue 




the density and saturation maps of a single static droplet through its center. Parameters used in this 
simulation, which serves as our base case, are 𝜌𝑅0 = 𝜌𝐵0 = 1, 𝛼𝑅 = 0.2, 𝑅 = 20, and 𝐴𝑅 = 𝐴𝐵 =0.001. Other cases with different density ratios were also run. The computational domain enclosed 64 × 64 × 64 nodes. The top and bottom boundaries (in the y-direction) were set to be solid. We 
consistently observed that the density inside the droplet is higher than that of outside. In color-
gradient LBM, density is proportional to pressure by the equation below: 
𝑝𝑘 = 12𝜌𝑘(1 − 𝛼𝑘) (5.6) 
  
Figure 5.10 Result of a static single droplet case. The figures show (a) pressure map and (b) 
saturation map through the center of the droplet. 
 
In these simulations, pressure inside the droplet was obtained by averaging the pressures of 
all nodes with 𝜌𝑁 = −1 or with single-phase blue fluid. The pressure outside was calculated in a 
similar way by averaging the pressures of all nodes with 𝜌𝑁 = 1 or with single-phase red fluid. 






Figure 5.11 Pressure difference 𝛥𝑃 vs. 2/𝑅. The slope is the simulated interfacial tension. 
Different symbols and colors present different density ratios. 
 
To understand the effects of various parameters, a number of simulations were run, and they 
are summarized in Tables 5.2 – 5.6. Interfacial tensions that emerged from these simulations were 
compared to Eq. 5.5. We note that in the tables, there are two values of radius 𝑅: 𝑅𝑖𝑛𝑖𝑡 and 𝑅𝑠𝑖𝑚. 𝑅𝑖𝑛𝑖𝑡 is the radius of the droplet when the simulation was initiated. 𝑅𝑠𝑖𝑚 is the radius of the droplet 
after the simulation reached steady state. 𝑅𝑠𝑖𝑚 was obtained by measuring the distance between 
two nodes, one at 𝑥 = 𝑦 = 32 (the droplet center) and another at the location where phase field 𝜌𝑁 = 0 (position of the interface). We can see from the table that for small 𝑅 (𝑅 < 12), the 
difference between 𝑅𝑖𝑛𝑖𝑡 and 𝑅𝑠𝑖𝑚 is relatively significant. For small droplets, color-gradient LBM 
cannot enforce that the fluid inside the droplet is purely red. Still, interfacial tensions that emerged 
from the slopes are in very good agreement with the analytical solution. 
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Table 5.2 Summary of single-droplet simulations with density ratio of unity 
𝜌𝑅0 𝜌𝐵0 𝑅𝑖𝑛𝑖𝑡 𝑅𝑠𝑖𝑚 𝜎𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝜎𝑡ℎ𝑒𝑜𝑟𝑦 Difference, % 
1 1 10 9.749948 4.60E-04 4.44E-04 3.46% 
1 1 12 11.75425 4.55E-04 4.44E-04 2.30% 
1 1 16 15.86443 4.50E-04 4.44E-04 1.20% 
1 1 20 19.88218 4.48E-04 4.44E-04 0.77% 
1 1 25 24.94889 4.47E-04 4.44E-04 0.61% 
 
Table 5.3 Summary of single-droplet simulations with density ratio of two 
𝜌𝑅0 𝜌𝐵0 𝑅𝑖𝑛𝑖𝑡 𝑅𝑠𝑖𝑚 𝜎𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝜎𝑡ℎ𝑒𝑜𝑟𝑦 Difference, % 
1 2 10 9.773848 4.61E-04 4.44E-04 3.81% 
1 2 12 11.77826 4.56E-04 4.44E-04 2.54% 
1 2 16 15.88553 4.50E-04 4.44E-04 1.32% 
1 2 20 19.90011 4.48E-04 4.44E-04 0.80% 




Table 5.4 Summary of single-droplet simulations with density ratio of four 
𝜌𝑅0 𝜌𝐵0 𝑅𝑖𝑛𝑖𝑡 𝑅𝑠𝑖𝑚 𝜎𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝜎𝑡ℎ𝑒𝑜𝑟𝑦 Difference, % 
1 4 10 9.784737 4.62E-04 4.44E-04 3.87% 
1 4 12 11.78684 4.56E-04 4.44E-04 2.55% 
1 4 16 15.88687 4.50E-04 4.44E-04 1.24% 
1 4 20 19.89445 4.47E-04 4.44E-04 0.57% 
1 4 25 24.94494 4.45E-04 4.44E-04 0.06% 
 
Table 5.5 Summary of single-droplet simulations with density ratio of eight 
𝜌𝑅0 𝜌𝐵0 𝑅𝑖𝑛𝑖𝑡 𝑅𝑠𝑖𝑚 𝜎𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝜎𝑡ℎ𝑒𝑜𝑟𝑦 Difference, % 
1 8 10 9.783483 4.61E-04 4.44E-04 3.74% 
1 8 12 11.78436 4.56E-04 4.44E-04 2.67% 
1 8 16 15.88187 4.49E-04 4.44E-04 1.08% 
1 8 20 19.88795 4.46E-04 4.44E-04 0.39% 
1 8 25 24.93619 4.44E-04 4.44E-04 −0.15% 
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Table 5.6 Summary of single-droplet simulations with density ratio of 16 
𝜌𝑅0 𝜌𝐵0 𝑅𝑖𝑛𝑖𝑡 𝑅𝑠𝑖𝑚 𝜎𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝜎𝑡ℎ𝑒𝑜𝑟𝑦 Difference, % 
1 16 10 9.774708 4.62E-04 4.44E-04 3.93% 
1 16 12 11.77726 4.58E-04 4.44E-04 3.16% 
1 16 16 15.88076 4.53E-04 4.44E-04 1.99% 
1 16 20 19.89393 4.49E-04 4.44E-04 1.03% 
1 16 25 24.9517 4.45E-04 4.44E-04 0.02% 
 
5.3 Deformation of a droplet in Couette flow 
Couette flow is laminar flow of a fluid between two surfaces that are moving tangentially 
relative to each other. A droplet placed in a Couette flow would be elongated by the shearing 
motion, yet the interfacial tension would try to maintain the drop’s spherical shape. This case, 
therefore, should validate our model for simultaneous handling of viscous flow and curved 
interface. At the beginning of simulations, a single red droplet was placed in the center of the blue 
fluid (Fig. 5.10b). Once the walls on the top and bottom of the domain were set to motion, the 
droplet began to deform. Deformation of the droplet can be analytically predicted when the 
Reynolds number is small (Stokes flow regime) as the function of shear rate, which is expressed 
as a capillary number (Liu et al. 2012). Reynolds number and dimensionless capillary number of 
this flow are defined as 
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Re = 𝛾𝑅2𝜌𝜇 ;  Ca = 𝛾𝑅𝜇𝜎  (5.7) 
where 𝛾 is the shear rate, 𝑅 is the initial radius of the droplet, 𝜇 = 𝜌𝜈 is the dynamic viscosity of 
the fluids (both fluids have same viscosities), 𝜌 is the density of the continuous fluid, and 𝜈 is the 
kinematic viscosity.  
After reaching the steady state, the initial droplet will deform to be ellipsoidal. The 
deformation is quantified by the deformation parameter, 𝐷𝑓: 
𝐷𝑓 = 𝑎 − 𝑏𝑎 + 𝑏  (5.8) 
where 𝑎 and 𝑏 are the lengths of major and minor axis, respectively. When Ca is small and the 
flow is in the Stokes regime, 𝐷𝑓 should follow the Taylor relation as 
𝐷𝑓 = 3532Ca (5.9) 
Simulations were set in a computational domain the size of which is 64 × 64 × 64 nodes. A 
red droplet with radius 𝑅 = 20 was placed in the center. The top and bottom walls move to 
opposite directions with constant velocity. The fluid viscosities were set to 𝜇 = 0.6. These values 
give a Reynolds number of 0.09. Simulations were run for 20,000 timesteps with different 
capillary numbers. By measuring the length of major and minor axis of the droplet, the deformation 
can be calculated using Eq. 5.8. Fig. 5.12 shows the deformation of the droplet with different Ca 
numbers. Deformation will be lower with decreasing capillary number Ca. 
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Fig. 5.13 plots the deformation parameter 𝐷𝑓 as a function of capillary number Ca. From the 
figure, we can see that the simulation results have a good match with the analytical solution for 
low capillary number Ca. Also, higher density ratio tends to have higher deformation parameter 
due to higher Reynolds number Re. 
 
Figure 5.13 Taylor deformation parameter 𝐷𝑓 as a function of 𝐶𝑎 for different density ratios. The 













SIMULATIONS OF MULTIPHASE FLOWS IN A MICROFLUIDIC GEOMETRY MODEL 
 
In this chapter, the validated model is used to simulate two-phase flows in a microfluidic 
porous medium with a small network of channels. The purpose of simulating flows inside this 
geometry model is to better observe the hydrodynamics of two immiscible fluids. The geometry 
model used in this simulation was numerically constructed with dimension of 768 × 376 × 12 
lattice units, which is equivalent to 640 μm × 313.3 μm × 10 μm in real-world units. The pore 
width is 12 lattice units or 10 μm with porosity, 𝜙, is 23.2%. Fig. 6.1 shows the middle slice of the 
model (𝑧 = 6) where the black colored polygons are the solid grains and the white colored space 
is the pore space. 
 





By simulating a single-phase fluid flow in the geometry, the absolute permeability was 
obtained. The absolute permeability for the geometry in Fig. 6.1 is 0.5322 lattice unit or 
equivalently 370 md. 
We simulated four cases in this study: 1) water displacing oil, (2) oil displacing water, (3) 
gas displacing oil, and (4) oil displacing gas. These cases were chosen to reflect the effect of 
wettability, density, and viscosity differences in settings typical to field applications. Oil and gas 
properties were obtained from a set of differential vaporization data as shown in Fig. 6.2 and Fig. 
6.3 (McCain 1990). Water properties were calculated based on the assumption of 8% total 
dissolved solid. The simulation time for each case was 8.6 days for 640,000 timesteps with 4 cores, 
which is roughly equivalent to 1.16 s per timestep. 
 




Figure 6.3 Viscosity data for a black oil from the same differential vaporization (McCain 1990). 
 
6.1 Water displacing oil and oil displacing water 
For these two cases, oil and water properties were taken from the pressure of 𝑃 = 2,620 psig = 2,634.7 psia = 18.2 MPa and 𝑇 = 220 ℉ = 679.67 R = 377.6 K. Based on the differential 
vaporization data presented in Fig. 6.2 and Fig. 6.3, the density and viscosity of oil are: 
𝜌𝑜 = 0.6562 g cm3⁄  (6.1) 
𝜇𝑜 = 0.373 cp (6.2) 
For water properties, with the assumption of 8% solid content, the density of water can be obtained 
from Fig. 6.4, also from McCain (1990): 




𝜌𝑤 = 1.0577 g cm3⁄  (6.4) 
Viscosity of water was estimated from Fig. 6.5 and Fig. 6.6 (McCain 1990). First, we obtained 
water viscosity at 220 ℉ at 1 atm from Fig. 6.5. Based on the chart: 
𝜇𝑤(@1 atm) = 0.35 cp (6.5) 
Then, from Fig. 6.6, at 2,634.7 psia: 
𝜇𝑤(@𝑃)𝜇𝑤(@1 atm) = 1.1 𝜇𝑤(@𝑃) = (1.1)(0.35 cp) = 0.385 cp (6.6) 
 




Figure 6.5 Water viscosity at standard pressure with different temperatures (McCain 1990). 
 
Figure 6.6 Effect of pressure on the viscosity of water (McCain 1990). 
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Based on those properties, the density and viscosity ratios for this case are: 
𝜌𝑜𝜌𝑤 = 0.65621.0577 = 0.62 (6.7) 𝜇𝑜𝜇𝑤 = 0.3730.385 = 0.97 (6.8) 
In order to convert real-world units to lattice units, we used the dimensionless correlation below: 
( 𝜇∆𝑡𝜌∆𝑥2)𝐿𝐵𝑀 = ( 𝜇∆𝑡𝜌∆𝑥2)𝑅𝐸𝐴𝐿  (6.9) 
We chose density of 1 lattice density unit for 1 g/cm3  and viscosity of 1 lattice viscosity units for 
1 cp. ∆𝑡 = 1, ∆𝑥 = 1. Based on the dimension of the pore geometry, 1 lattice length unit is 
equivalent to 
1012  μm. By using the properties of the oil, we get 
((0.373)(1)(0.66)(1) )𝐿𝐵𝑀 = ( (0.373 × 10−3)∆𝑡(656.2) (1012 × 10−6)2)𝑅𝐸𝐴𝐿 
0.565 = (8.18 × 105)(∆𝑡)𝑅𝐸𝐴𝐿 
∆𝑡 = 6.9 × 10−7 s (6.10) 
So, for each time step in the simulation, it is equivalent with 6.9 × 10−7 s in real-world. 
Dimensionless Reynolds number (Re) can be used to evaluate the correlation between lattice 
velocity and real velocity: 
𝜌𝑢𝐷𝜇 𝐿𝐵𝑀 = 𝜌𝑢𝐷𝜇 𝑅𝐸𝐴𝐿  (6.11) 
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𝑢𝑟𝑒𝑎𝑙 = 𝜌𝑢𝐷𝜇 𝐿𝐵𝑀 𝜇𝐷𝜌 = (0.66)(𝑢𝐿𝐵𝑀)(12)0.373 0.373 × 10−3(10 × 10−6)656 = 1.2𝑢𝐿𝐵𝑀 (6.12) 
By using the above conversions, below are water and oil’s properties in lattice units: 
𝜌𝑜 = 0.66 (6.13) 
𝜇𝑜 = 0.373 = 12𝜌𝑜(1 − 𝛼𝑜)(𝜏𝑜 − 0.5) (6.14) 
Choosing 𝛼𝑜 = 0.2 will be resulted on: 
𝜇𝑜 = 0.373 = 12 (0.66)(1 − 0.2)(𝜏𝑜 − 0.5) 
⇒ 𝜏𝑜 = 1.91 (6.15) 
For water: 
𝜌𝑤 = 1.06 (6.16) 
𝜇𝑤 = 0.385 = 12𝜌𝑤(1 − 𝛼𝑤)(𝜏𝑤 − 0.5) (6.17) 𝛼𝑤 is related with 𝛼𝑜 by 
𝜌𝑜(1 − 𝛼𝑜) = 𝜌𝑤(1 − 𝛼𝑤) 
⇒ 𝛼𝑤 = 1 − 𝜌𝑜𝜌𝑤 (1 − 𝛼𝑜) 





𝜇𝑤 = 0.385 = 12 (1.06)(1 − 0.5)(𝜏2 − 0.5) 𝜏𝑤 = 1.96 (6.19) 
Wetting angle between water and oil is set to 120° so the system is water wet. This wetting angle 
was applied in the model by setting the wetting parameter, 𝜌𝑤𝑁 to −0.5 by using following equation: 
𝜌𝑤𝑁 = cos 𝜃  (6.20) 
Simulation began with initial condition of oil fully saturating the porous medium, the first 
eight nodes on the inlet (left side) were set to be water. A pressure difference of 0.2 was applied 
to inlet and outlet nodes, with the pressure on the inlet 0.1 higher than the average pressure and 
the pressure on the outlet 0.1 lower. Water was continuously supplied from the inlet nodes. This 
case simulated the imbibition process where the wetting phase (water) displaces the non-wetting 
phase (oil). Interfacial tension for this case was 0.01 and this gave a capillary number, Ca = ∆𝑃𝐿 𝑘𝜎 , 
of 0.014. Fig. 6.7 – Fig. 6.11 show simulation results at the middle slice (𝑧 = 6) at different 
timesteps. Fig. 6.7 shows phase distributions in the porous medium. Density distributions are 
presented in Fig. 6.8. Pressure distributions can be observed from Fig. 6.9. The last two figures, 
Fig. 6.10 and Fig. 6.11, show the distributions of x- and y-velocities, respectively. In addition of 
the results at the middle slice, Fig. 6.12 shows two YZ cross-sections of phase distribution after 
256,000 timesteps. These cross-sections were taken at 𝑥 = 321 and 𝑥 = 492. These locations 
were specifically chosen to capture an instance where both oil and water are present in the pore. 
The case of oil displacing water is similar with Case 1 except that the oil now displaces the 
water from a water-saturated porous medium. All parameters were set to be the same with Case 1. 
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This case simulated a drainage process where the non-wetting phase (oil) displaces the wetting 
phase (water). Simulation results at different times are presented in Fig. 6.13 – Fig. 6.17. Fig. 6.13 
presents phase distributions, Fig. 6.14 presents density distributions, Fig. 6.15 presents pressure 
distributions, and Fig 6.16-6.17 show velocity distributions. All figures show distributions of 
properties at the middle slice (𝑧 = 6). Two YZ cross-sections of phase distribution at 𝑥 = 479 and 𝑥 = 660 after 256,000 timesteps can be seen in Fig. 6.18.  
From Fig. 6.7 for Case 1 and Fig. 6.13 for Case 2, we can observe distributions of the fluid 
phases inside the porous medium at different time steps. One interesting phenomenon is the effect 
of wettability on the shapes of droplets and interfaces. Both cases are water-wet, which led to 
rounder oil droplets than water droplets. This phenomenon can be clearly seen in Fig. 6.19(b) and 
6.20(b), where the shape of droplets was highlighted by white dashed lines. Another effect of 
wettability is the shape of fluid segments in the segmented flow regime, as in Fig 6.19(c) and Fig 
6.20(c). where the curvature of the interfaces between oil phase and water phase caused by wetting 
is obvious. The effect of wettability also can be observed on YZ cross-sections in Fig. 6.12 for 
Case 1 and Fig. 6.18 for Case 2. From those figures, we can see clearly that the oil phases have 
circular or curved shapes inside square-shaped pores. The water that is more wetting than oil 
occupies the corners of the pores. 
Fig. 6.8 shows density distributions across the pore network for Case 1. Water has higher 
density than oil. As a result, we expect that the average density should increase during the 
simulation. Fig. 6.8 shows clearly that the average density indeed increased across the porous 
medium. On the other hand, for Case 2, as oil gradually displaced water from the porous medium, 
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Figure 6.7 Two-phase distributions at different time steps (𝑡 = 0.04 × 105, 0.32 × 105, 0.64 ×105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 × 105), Case 1. 
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Figure 6.12 YZ cross-sections after 256,000 timesteps at: (a) 𝑥 = 321 and (b) 𝑥 = 492, Case 1. 
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Figure 6.13 Two-phase distributions at different time steps (𝑡 = 0.04 × 105, 0.32 × 105, 0.64 ×105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 × 105), Case 2. 
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Figure 6.18 YZ cross-sections after 256,000 timesteps at: (a) 𝑥 = 479 and (b) 𝑥 = 660, Case 2. 
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From the pressure distributions plots (Fig. 6.9 for Case 1 and Fig. 6.15 for Case 2), we 
observed propagation and equilibration of pressures. At the beginning (𝑡 = 4,000) of the 
simulations, because of initialization of higher inlet pressure and lower outlet pressure at the inlet 
and outlet nodes, respectively, high- and low-pressures only occurred near the inlet and outlet. The 
rest of the fluids still had the original pressure. As pressures propagated, at a certain time, we 
observed formation of stabilized pressure gradients in the pressure distributions. 
Fig. 6.10 and Fig. 6.11 show velocity distributions from Case 1. Fig. 6.16 and Fig. 6.17, on 
the other hand, show those from Case 2. At the beginning of the simulations (𝑡 = 4,000), we 
observed that the velocities near the inlet and outlet were very high. They are consequences of the 
high initial pressure gradients near the inlet and outlet. These high velocities are imposing limits 
to our simulations, because higher velocities tend to make the simulation unstable. In the future, 
initialization that avoids sudden change in pressure and velocity is recommended. 
Generally, we observed that distributions of velocities are far from uniform across the porous 
medium. The velocity in x direction was much higher than the velocity in y direction, as expected, 
because the mean flow is along the x direction. This results in lower fluid velocities inside 
vertically aligned pores and higher velocities inside horizontally aligned pores. Pores with lower 
velocities became traps of the displaced fluid, as can be observed from Fig. 6.21. In that figure, 
the fluid inside a pore with low velocity, circled by dashed line, is trapped behind the moving front. 
The last notable and interesting phenomenon that was discovered from Cases 1 and 2 is the 
formation of segmented flows. Fig. 6.22 shows that Y-shaped junctions of two different fluids are 
primarily responsible for the formation of segmented flows. The length of segments was controlled 




Figure 6.19 The effect of wettability on the shape of droplets and fluid segments: (a) phase 








Figure 6.20 The effect of wettability on the shape of water droplets and fluid segments: (a) phase 










Figure 6.21 Trapped fluids inside a low-velocity pore: (a) trapped oil in Case 1 and (b) trapped 








Figure 6.22 (a) phase distribution from Case 1 at 256,000th timesteps (b) enlarged view of the 
phase distribution to show the formation of fluid segments at a series of Y-junctions. 
 
6.2 Gas displacing oil and oil displacing gas 
In the gas-displacing-oil case, gas was injected into an oil-saturated porous medium. Similar 
to Case 2, this case simulates a drainage process. Due to the contrast in gas and oil properties, this 





density and/or viscosity differences. Properties of oil and gas were obtained from the PVT report 
(Fig. 6.2 and Fig. 6.3) at 𝑃 = 2,100 psig and 𝑇 = 220 °F. Based on the report, oil density, oil 
viscosity, gas z factor, gas specific gravity, and gas viscosity are: 
𝜌𝑜 = 0.6731 g cm3⁄  (6.21) 
𝜇𝑜 = 0.417 cp (6.22) 
𝛾𝑔 = 0.818 (6.23) 
𝑧 = 0.851 (6.24) 
𝜇𝑔 = 0.0180 cp (6.25) 
Gas density was calculated using the correlation below: 
𝜌𝑔 = 3.4834 𝛾𝑔𝑝𝑧𝑇 = 3.4834 (0.818)(14580.34)(0.851)(377.594) = 129.29 kg m3⁄ = 0.1293 g cm3⁄  (6.26) 
Thus, the density and viscosity ratios are: 
𝜌𝑜𝜌𝑔 = 0.67310.1293 = 5.2 (6.27) 
𝜇𝑜𝜇𝑔 = 0.4170.0180 = 23.2 (6.28) 
I chose 1 lattice density unit that is equivalent with density of 0.1 g/cm3 and 1 lattice viscosity 
unit that is equivalent with viscosity of 0.1 cp. Thus, in lattice units, density and viscosity of oil 
and gas phases are: 
𝜌𝑜 = 6.7 (6.29) 
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𝜇𝑜 = 4.17 (6.30) 
𝜌𝑔 = 1.3 (6.31) 
𝜇𝑔 = 0.18 (6.32) 
Viscosity, 𝜇, is related to the relaxation parameter, 𝜏. For gas viscosity: 
𝜇𝑔 = 0.18 = (𝜏𝑔 − 0.5)2 𝜌𝑔(1 − 𝛼𝑔) 
By choosing 𝛼𝑔 = 0.2, the relaxation parameter for gas, 𝜏𝑔, was obtained. 
𝜏𝑔 = 0.85 (6.33) 
For oil viscosity: 
𝜇𝑜 = 4.17 = 12𝜌𝑜(1 − 𝛼𝑜)(𝜏𝑜 − 0.5) 𝛼𝑜 is related by 𝛼𝑔 by 
𝜌𝑜(1 − 𝛼𝑜) = 𝜌𝑔(1 − 𝛼𝑔) 
⇒ 𝛼𝑜 = 1 − 𝜌𝑔𝜌𝑜 (1 − 𝛼𝑔) 
⇒ 𝛼𝑜 = 1 − 1.36.7 (1 − 0.2) = 0.84 (6.34) 
Thus, the relaxation parameter for oil, 𝜏𝑜, was obtained. 
𝜇𝑜 = 4.17 = 12 (6.7)(1 − 0.84)(𝜏𝑜 − 0.5) 
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⇒ 𝜏𝑜 = 8.52 (6.35) 
The wetting parameter in the model was set to −0.8, which is equivalent to an oil-wet contact 
angle of 143°. Simulation began with an initial condition that oil fully saturated the porous 
medium. The first eight columns of nodes on the inlet side (left side) of the domain were set to 
gas. A pressure difference of 0.4 was applied to inlet and outlet nodes. The pressure on the inlet 
was higher. Distributions of phases, density, pressure, x-velocity, and y-velocity at different 
timesteps are presented in Fig. 6.23 – Fig. 6.27. Fig. 6.28 shows the YZ cross-sections of phase 
distribution after 384,000 timesteps. Two cross-sections were taken at 𝑥 = 202 and 𝑥 = 512 to 
show the shape of fluid phases inside pores. 
In the oil-displacing-gas case, oil was used as the invading fluid to a gas-saturated porous 
medium. This case simulates a strong imbibition process where the saturation of a strongly wetting 
phase (oil) increases and that of the nonwetting phase (gas) decreases. Similar with previous cases, 
results from this case included phase, density, pressure, and velocity distributions that are 
presented in Fig. 6.29 – Fig. 6.33. Two YZ cross-sections for phase distribution after 640,000 
timesteps can be seen from Fig. 6.34 at 𝑥 = 311 and 𝑥 = 514. 
In general, all phenomena that were observed in Case 1 and Case 2 were also observed in 
Cases 3 and 4. We also can observe the effect of wettability to the curved shape of the gas phases 
from phase distribution at middle slice and YZ cross-sections. However, some new phenomena 
that are tied to the strong contrasts in density and viscosity between oil and gas were noted. The 
first is the clearer contrasts in density distributions. In Fig. 6.24 (Case 3) and Fig. 6.30 (Case 4), 
we can clearly distinguish oil and gas phases from their densities. 
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Figure 6.23 Two-phase distributions at different time steps (𝑡 = 0.04 × 105, 0.32 × 105, 0.64 ×105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 × 105), Case 3. 
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Figure 6.28 YZ cross-sections after 384,000 timesteps at: (a) 𝑥 = 202 and (b) 𝑥 = 512, Case 3. 
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Figure 6.29 Two-phase distributions at different time steps (𝑡 = 0.04 × 105, 0.32 × 105, 0.64 ×105, 1.28 × 105, 2.56 × 105, 3.84 × 105, 5.12 × 105, 6.4 × 105), Case 4. 
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Figure 6.34 YZ cross-sections after 640,000 timesteps at: (a) 𝑥 = 311 and (b) 𝑥 = 514, Case 4. 
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The second interesting phenomenon is gas channeling in Case 3. This phenomenon occurred 
because of the high viscosity ratio between oil and gas phases. Gas with very low viscosity formed 
a gas channel (Fig. 6.23) at 384,000th and 512,000th timesteps. This phenomenon caused 
accelerated gas velocities inside the channels with increasing timesteps. The increasing of velocity 
can be clearly seen from Fig. 6.26. This phenomenon did not occur in Case 4 because the displacing 
fluid, oil, had higher viscosity. In Case 4, oil in different channels moved with similar velocities 
(Fig. 6.29). Gas channeling is an important phenomenon to note on the pore scale as it is related 
to the displacement efficiency. If channeling occurs, displacement efficiency inside the pores 
decreases. Thus, it is better to inject high-viscosity fluid to get better displacement efficiency. 
Finally, a small phenomenon that could be easily missed is necking due to Plateau-Rayleigh 
instability (Rayleigh 1878) that separates a continuous body of non-wetting fluid. We can see this 
phenomenon from Case 3 between 32,000th timesteps and 64,000th timesteps. Fig. 6.35 highlighted 
the location of the occurrence of necking and provided an enlarged view.  
 





CONCLUSIONS AND RECOMMENDATIONS 
 
7.1 Summary and conclusions 
This thesis had the objective to develop a 3D multiphase flow simulator using the color-
gradient lattice Boltzmann method that can handle fluid flows with non-unity density ratios using 
the Multiple Relaxation Time (MRT) collision scheme. In order to handle non-unity density ratios, 
two modifications presented in a previous 2D model (Ba et al. 2016) were applied in this study. 
These modifications are: (1) modification to the equilibrium distribution function, and (2) addition 
of source terms in the MRT collision operator to recover the Navier-Stokes Equation. Although I 
followed the philosophy of Ba et al. (2016) for 2D systems, the complete derivation for 3D is new. 
To validate the derived model, several test cases were simulated. The first case involves 
layered flows between parallel plates. It was demonstrated that the new model can generate the 
correct velocity profiles at a range of density and viscosity ratios. The second case involves a static 
droplet, from which the agreement between the interfacial tension obtained from the simulations 
and that from the theory was verified. The last case is on deformation of a droplet in Couette flows. 
Deformations from the simulations were in good match with the analytical solution, established 
for flows with low capillary numbers. 
In the end, the validated model was applied to simulate two-phase flows inside a small porous 
medium with a network of microfluidic channels. Simulations captured several pore-scale 
phenomena, such as the effect of wettability on the shapes of droplets and interfaces, propagation 
133 
 
of pressures, formation of segments at Y-shaped junctions, gas channeling, and necking due to 
Plateau-Rayleigh instability. 
In conclusion, the newly developed 3D color-gradient lattice Boltzmann model can faithfully 
simulate fluid flows with density ratios. It was successfully validated with three cases with known 
analytical solutions. Its ability to simulate two-phase fluid flows in a porous medium and capture 
interesting hydrodynamic phenomena was preliminarily demonstrated. This new model has a full 
potential to be applied to predict fluid flows in more complex and highly resolved porous media. 
7.2 Limitations 
During this study, some limitations were found to hinder the new model from reaching its 
full potential. The main limitation is the computational time. Even for the small geometry of 768 × 376 × 12 lattice units, recorded computational times was on the order of a week (8.6 days 
for 640,000 timesteps or equivalently 1.16 s per timestep). This computational time, though in line 
with existing lattice Boltzmann studies, is very large and needs to be reduced. With this large 
computational time, simulations are limited to small cases with low-resolution geometries. 
A consequence of high computational cost is that users must use high pressure and/or high 
velocities to accelerate the displacement process. High pressure and/or high velocity often lead to 
numerical instabilities and higher numerical errors. High pressure and/or high velocities also lead 
to high capillary numbers that are not in good match with the low-capillary-number reality of most 
two-phase flows in geological porous media. 
Another limitation found in this study is the procedure to establish a pressure boundary at 
the outlet of the computational domain for systems with density ratios. Currently, the author 
implemented an ad-hoc scheme that converted one of the phases to another at the outlet, which 
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effectively reduced the boundary condition to that of a single phase. It was found that this scheme 
did not generate errors that propagate far upstream. However, a more rigorous scheme would be 
beneficial. 
7.3 Recommendations 
With the limitations and the potential of this new multiphase 3D lattice Boltzmann model, 
several research topics can be conducted as follow-up of this study: 
• With the on-going microfluidic experiments in our group, it should be possible to compare 
predictions of the LB model to the experiments. Parameters of simulations and those of 
experiments need to be carefully considered and/or controlled to enable this comparison. 
• Lattice Boltzmann method is not the only method for simulating fluid flows in pore scale. With 
the availability of traditional CFD software programs like ANSYS and OpenFOAM, the results 
of multiphase LB models in this study can be compared with predictions from these programs. 
• Parallel efficiency of this model as it is implemented into a code is essential to improving the 
computational time. Applying more efficient parallel computing algorithms will enable more 
processing cores to be efficiently used, which should offer tremendous improvements over the 
current code.  
• Research on pressure boundary conditions that can handle flows with different densities should 
be useful for better simulation of multiphase flows in porous media. Pressure-driven 
multiphase flows are very common, and they need to be better simulated. 
• This multiphase lattice Boltzmann model can be applied to problems beyond the realm of 
porous media. One of the studies that can utilize this lattice Boltzmann model is the study of 
the dynamics of droplets and suspensions / emulsions. An emulsion is a stable dispersion of 
one liquid in another in the form of droplets-in-continuous-phase. Emulsions can occur in oil 
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production where water and oil are produced together from a reservoir. Several publications 
demonstrated the ability of the original color-gradient lattice Boltzmann model to simulate 
flows of suspensions / emulsions (Liu and Zhang 2011; Montessori et al. 2018). Our new model 
showed good results in predicting interfacial tension and interface curvature. It is also capable 
of simulating segregation of fluids at Y-junctions. With better performance when simulating 
multiphase fluid flows with various density ratios, this model is certainly applicable to 
simulating bubbles, drops, suspensions, and emulsions, the last of which, however, would 
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