In the paper, a technique of the numerical inversion of multidimensional Laplace transforms (nD NILT), based on a complex Fourier series approximation is elaborated in light of a possible ralative error achievable. The detailed error analysis shows a relationship between the numerical integration of a multifold Bromwich integral and a complex Fourier series approximation, and leads to a novel formula relating the limiting relative error to the nD NILT technique parameters.
Introduction
Numerical inverse Laplace transform (NILT) techniques are widely used in various scientific areas, especially for a solution of relevant differential equations. In the field of an electrical engineering, many various approaches have been considered, mostly for a single variable (1D NILT), see at least [1] - [4] from many papers. Much less attention was paid to nD NILT methods, [5] , [6] , useful rather for more complex electromagnetic systems. The 2D NILT methods, e.g. [7] , [8] , can be used in a transmission line analysis, or nD NILT methods, n ≥ 2, in a nonlinear circuits analysis, if respective Laplace transforms are developed via Volterra series expansions, e.g. [9] - [11] . In the paper the nD NILT technique based on numerical integration of a multifold Bromwich integral, which is equivalent to a multifold complex Fourier series approximation, is elaborated as for a limiting relative error. A new formula giving its relation to the nD NILT method parameters is derived and verified.
Basic Formulae
First of all, we introduce symbols Σ and Π to indicate a summation and a product, respectively, over all indexes i = 1, 2, . . . , n, so the writing is simplified and well arranged. Then, an n-dimensional Laplace transform of a real function f (t), with t = (t 1 , . . . , t n ) as a row vector of n real variables, is defined as [6] 
where 
, with M real positive and α = (α 1 , . . . , α n ) being a minimal abscissa of convergence, and the nD Laplace transform F(s) defined on a region {s ∈ C n : Re[s] = c > α}, with c = (c 1 , . . . , c n ) as an abscissa of convergence, and the inequality taken componentwise, the original function is given by an n-fold Bromwich integral
where j means the imaginary unit. As has been shown in [4] , [8] and [11] for the 1D to 3D cases the rectangular method of a numerical integration leads to an approximate formula whose a relative error is adjustable, and corresponds to the complex Fourier series approximation of a respective dimension. This procedure will herein be generalized for an arbitrary dimension n.
Numerical Technique and Error Analysis
Substituting s i = c i + jω i into (2), and using a rectangular rule of the integration, namely ω i = m i Ω i , and Ω i = 2π/τ i as generalized frequency steps, with τ i forming a region of the
Besides, using the same
Now, if the integration ranges in (4) are split into infinite numbers of steps of the lengths τ i , ∀i, it follows from (4)
and g(t) is an original exponentially damped. When setting up index vectors l = (l 1 , . . . , l n ) and m = (m 1 , . . . , m n ), then
can be defined being a periodical function on the whole nD region, with the periods τ i , ∀i. Then (5) results in
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act as the coefficients of the nD complex Fourier series of the function (6), namely
After substituting (7) into (3) we can writẽ
Interchanging summations and considering (9) a result is
We have just found out that the approximate original function exponentially damped can be expressed as the infinite n-fold sum of newly defined periodical functions (6) . If the
is the one where a solution lays and (6) is expressed in its alternative form
the function f (t) occurs in the expression
with an index vector l 0 = (0, . . . , 0) containing n zeros only. We further introduce l k = (0, . . . , l k , . . . , 0) as the n-element index vector with the only nonzero element l k on the k-th position, after it l k1,k2 = (0, . . . , l k1 , . . . , l k2 , . . . , 0) with nonzero elements on k1-th and k2-th positions, and similarly it is true for a general index vector l k1,k2,...,kr , where r nonzero elements l k1 , l k2 , . . . , l kr are positioned, but always under the condition kr > . . . > k2 > k1. Then (11) can be rearranged tog
to separate the expression (13), and where the outer sums are done over all the combinations C(n, r) = n!/[(n − r)!r!] in the respective index vectors. If we introduce a notation (12), then substituting (12), (13), and considering (10), the last equation leads tõ
where sums in the exponents run over all i = 1, 2, . . . , r. This way we have found from (15) an absolute error
and we can further determine a limiting absolute error
Let us take into account the basic assumption of validity of (2), namely | f (t)| < M exp(αt T ) = Me α i t i , and substitute it into (15), while considering proper time arguments w.r. to (12) . Then, the limiting absolute error can be derived as
with
i = 1, . . . , n, where basic assumptions c i > α i and the formula for the sum of an infinite geometric series were considered. The sums in (18) are again done for all the combinations of indexes kr > . . . > k2 > k1 ∈ (1, 2, . . . , n). The limiting relative error is then formulated as
and we can see from (18), this error has a constant value over whole nD interval. For practical applications, however, it is useful to know how to set up the integration paths c i , ∀i, to achieve some relative error needed. To do it, we adopt a simplification as for an influence of individual terms in (18) on the limiting relative error δ M . We consider it as equivalent, which will be valid for τ 1 (c 1 − α 1 ) = τ 2 (c 2 − α 2 )= . . . = τ n (c n − α n ). Under this condition, and based on (18) and (20), we can write
with S = S 1 = S 2 = . . . = S n according to (19) . In compliance with a binomial formula, however, (21) can be rewritten into a form (1 + S ) n − 1 = δ M , with a real solution
Finally, considering (19), we can derive an equation
The last equation enables to choose parameters of the NILT method relating them to a limiting relative error δ M needed.
Experimental Error Analysis
It should be noticed that the formula (23) is valid, and a relative error supposed is really achievable by the nD NILT (3), if infinite numbers of terms are used in the series. In practice, it cannot sure be fulfilled, but a suitable technique for accelerating a convergence of infinite series is usable, as is e.g. a quotient-difference algorithm [12] . Besides, as has been already successfully used for cases of n ≤ 3, the formula (3) can be rearranged to enable using FFT/IFFT algorithms for an effective computation, and its evaluation is performed via recursive partial inversions as
sn [F(s 1 , s 2 , . . . , s n )] · · · . Herein, an experimental error analysis will be shown for the 3D NILT case, namely a 3D shifted unit-step function 
with ξ 1 = 1, ξ 2 = 2 and ξ 3 = 3 so that a correctness of results can easily be identified. The originals corresponding to 3D Laplace transforms cannot fully be displayed graphically, of course, however, for one variable chosen constant, three respective 2D cuts in 3D space can be, see Fig. 1 [11] . It is obvious that α i = 0, i = 1, 2, 3, and a computation was done with a limiting relative error δ M = 10 −8 based on (23), on the PC under a Matlab environment. The errors gained are very close to expected ones, except vicinities of discontinuities.
