A new strategy based on numerical homogenization and Bayesian techniques for solving multiscale inverse problems is introduced. We consider a class of elliptic problems which vary at a microscopic scale, and we aim at recovering the highly oscillatory tensor from measurements of the fine scale solution at the boundary, using a coarse model based on numerical homogenization and model order reduction. We provide a rigorous Bayesian formulation of the problem, taking into account different possibilities for the choice of the prior measure. We prove well-posedness of the effective posterior measure and, by means of G-convergence, we establish a link between the effective posterior and the fine scale model. Several numerical experiments illustrate the efficiency of the proposed scheme and confirm the theoretical findings.
Introduction
Inverse problems for partial differential equations (PDEs) play an important role in the sciences and the engineering, with numerous applications as geoscience or medical imaging for example. In this work we are interested in PDEs characterized by the presence of variations on a very fine scale, which can be found for example in the study of composite materials or pourous media. Let 
The tensor A ) emphasizes that the tensor (the solution) varies on a fine scale proportional to ε, which is usually much smaller than the domain Ω considered for application. The inverse problem we are interested in, is to recover the highly oscillatory tensor A ε based on observations originating from (1) . Often standard numerical techniques such as the Finite Element Method (FEMs) are not appropriate to approximate (1) since mesh resolution at the finest scale is required to provide a reliable solution. Mesh resoultion down to the ε scale can be prohibitively expensive when ε is small. This issue is even more dramatic when solving inverse problems, since one typically needs multiple evaluations of (1) , and thus an alternative approach is required. From the theory of homogenization [11, 13, 17] we know that there exists an effective tensor A 0 such that (up to a subsequence) the solution of (1) 
where A 0 is referred to as the homogenized tensor. An explicit form of A 0 is usually not known, and so numerical homogenization [1, 2, 5] is needed to obtain the homogenized solution u 0 based on data defining problem (1) . Our strategy to efficiently retrieve the conductivity A ε , based on observations originating from (1) , relies on the reduced model (2) . In [4] we analyzed and solved the inverse problem in the case where the observed quantities were defined by the Dirichlet to Neumann map associated to (1),
where ν denotes the exterior unit normal to ∂Ω.
In this paper, as in [4] , we consider a class of parametrized multiscale locally periodic tensors of the form A : Ω → | has to be determined to recover the whole tensor.
A typical example of this setting could be represented by a multi-phase medium, whose constituent materials are known, but their respective volume fraction or marcoscopic orientation are unknown.
Departing from [4] , where in order to ensure well-posedness we solved the problem by means of Tikhonov regularization, we recast here the problem into a statistical framework, and develop a multiscale numerical method based on Bayesian techniques. In addition in contrast to [4] , instead of considering observed data as living in some functional space, e.g. H we mention [12, 19] . For a rigorous Bayesian formulation of the inverse conductivity problem, known also as electrical impedance tomography (EIT), we also mention [14] . We mention that Bayesian multiscale inverse problems have also been addressed in [18] . The contribution of this paper can be summarized as follows:
• because of the prohibitive cost of the forward problem in a multiscale context, we introduce an effective forward problem and a related effective posterior measure. The modeling error introduced in this framework can be quantified in terms of G − convergence and we provide an offline algorithm to correct for the model discrepancy;
• our numerical algorithm makes use of multiscale methods and model order reduction techniques to tackle computationally challenging multi-dimensional multiscale problems;
• our methodology allows to effectively recover a multiscale conductivity tensor through partial observations on the boundary of the domain.
Following [12, 19] , we give a rigorous Bayesian formulation of the multiscale problem, and prove the well-posedness of the effective posterior measure for our setting. We employ different kind of prior measures, considering log-Gaussian and level set priors. Moreover, we establish a link between the effective posterior measure and the fine scale model in terms of Hellinger distance, using G-convergence, to quantify the discrepancy between the homogenized data and the data originating from (1) . The numerical method builds on the reduced basis heterogenenous multiscale method developed in [3] . Finally, inspired by [9] , we approximate numerically the modelling error distribution and we verify that including the modelling error distribution in the definition of the posterior measure can improve significantly the results, especially when ε is relatively large.
The outline of the work is as follows. In Section 2 we describe our setting for the observed data and we recall some useful tools for the Bayesian approach to inverse problems. In Section 3 we state some preliminary results on well-posedness of the posterior measure and homogenization theory and we introduce two types of prior measures that will be used throughout the work. Our main results are presented in Section 4. We prove existence and well-posedness of the effective posterior, and establish the convergence of the Hellinger distance between the effective posterior and the posterior measure based on the full fine scale model. In Section 5 we give a brief survey on the Markov chain Monte Carlo method used to sample from the posterior distribution, while in Section 6 we explain how to approximate numerically (2) by a model order reduction multiscale method. Numerical experiments that illustrate our multiscale inverse method and confirm our theoretical findings are presented in Section 7.
Preliminaries: problem definition, homogenization and Gconvergence
Let Ω be an open and bounded set in |
d
. We consider a class of parametrized multiscale locally periodic tensors of the type A ε σ * (x) = A(σ * (x), x/ε), where σ *
: Ω → |. Our aim is to recover A ε σ * from measurements originating from the model
Our unknown is represented by σ * , while we assume to know the map (t,
x ∈ Ω. Let us consider then the following admissible set for the unknown σ *
:
We consider J ∈ ◆ boundary portions of ∂Ω, and we denote them as Γ j ∈ ∂Ω, j = 1, . . . , J,
These portions of the boundary represents the locations at which the measurements are carried out. Moreover the same experiment is reproduced for L ∈ ◆ different Dirichlet data, which we denote as g l , l = 1, . . . , L. Hence we have J × L observations. Then we may introduce the forward operator
where Λ A ε σ is the Dirichlet to Neumann map (3) associated to the tensor A ε σ (x) = A(σ(x), x/ε), and
In the following setting, we assume to Ω Γ j Figure 1 : Picture representing the computational domain Ω and the boundary portions Γ j used to compute the observations. dispose of a finite number of observations, corrupted by some noise, so that
where C e is a given covariance matrix. Based on these measurements we would like to recover σ be useful later on to build different kind of prior measures on the admissible set U . Introducing this abstract framework is also useful to perform a rigorous analysis about the validity of our approach, which will be carried out in Section 3. Let us define the potential function Φ
which measures the distance between the observed data and the values produced by the observation model for some θ ∈ X as
Simply trying to minimize (7) leads to an ill posed problem. To ensure well posedness we may add some regularization term (e.g. Tikhonov regularization) or recast the problem into a statistical framework, where all the quantities involved are treated as random variables (Bayesian approach). Differently from standard regularization techniques which produce as solution a single point estimate of the unknown, with the statistical approach the solution is represented by a probability measure, so called the posterior probability measure. The posterior measure can then be used to infer about the parameter values and quantify their uncertainties. In Bayesian theory, it is assumed that all the prior informations we dispose about the unknown we are seeking for, can be described by what is called the prior measure, which we denote here as µ pr . Using (6) and applying Bayes' formula we obtain that the posterior measure of θ given z, denoted as µ ε (θ|z), is related to µ pr through the Radon-Nikodym derivative
Unfortunately trying to explore µ ε (θ|z) via sampling techniques as Markov chain Monte Carlo methods (MCMC) is infeasible, due to the high computational effort needed to evaluate the model G ε even for few realizations of θ ∈ X. Hence, to drastically reduce the computational cost we combine the inverse problem with a coarse graining strategy. To do so let us recall briefly some results from homogenization theory [7, 13, 17] , in particular the concept of G-convergence. (
is such that
where u 0 is the unique solution of
A consequence of G-convergence is the weak convergence of the flux
Theorem 1.
(See for example [11, 17] 
In particular we consider for a σ ∈ U the sequence of Y -periodic matrices defined by 
, which is elliptic and is given by
The micro functions χ j , j = 1, . . . , d, are defined to be the unique solutions of the cell problems:
where {e j } Hence using homogenization theory, we may introduce the operator 
where P is a map such that P : X → U . As for the full fine scale model we can invoke Bayes' formula to define a posterior measure µ 0 (θ|z) associated to the potential function (13) which satisfies
We note that this new measure is much easier to explore via sampling techniques since the homogenized forward model 3 Well-posedness of the posterior measure
In this section we recall some theoretical results about existence and well-posedness of the posterior measure. It is important to underline that existence and well-posedness of the posterior measure is typically determined from continuity properties of the forward operator entering in the definition of the potential function. Then it is necessary to build prior measures such that every proposal lies in the function space on which the continuity properties of the forward operator are satisfied. Hence, some analysis on regularity properties of the forward operator is needed. This is carried on in what follows. We assume to have a prior Gaussian measure µ pr = N (θ pr , C pr ) defined on a Banach space X. Let µ 0 (θ|z) be a posterior measure that we assume as in Section 2 to satisfy
where Φ 0 (θ, z) is the potential defined in (13) and C 0 (z) is the normalization constant
so that µ 0 (θ|z) is actually a probability measure. 
The next theorem gives sufficient conditions on Φ
0
: X × | JL → | and µ pr for the posterior measure defined in (15) to be well-defined.
Theorem 2. (Theorem 2.3 from [14]). Assume the function Φ

0
: X × | JL → | and the probability measure µ pr on the probability space (X, Σ) satisfy the following properties: 
For any fixed
We consider the case where µ pr is a Gaussian probability measure on the Banach space X = C 0 (Ω), and we will show in Section 4 that assumptions 1-3 are satisfied by µ pr and G 0 = F 0 • P , where
either uniformly or in measure. In particular we consider two different definitions of P , which we denote as P 1 and P 2 , described in what follows.
Prior measure
The map P 1 is simply defined as P 1 (θ) = exp(θ). By continuity of P 1 we see that if θ ∈ C 0 (Ω) and
Moreover note that since θ is distributed according to a Gaussian measure, P 1 (θ) is distributed according to a log-Gaussian measure. The map P 2 , which in [16] is referred to as level set prior, is defined instead in the following way.
Let n ∈ ◆ and fix constants
In particular we will consider f i which are constant on Ω. For the continuity of the map P 2 , we have the following theorem (we denote by |Ω j | the measure of Ω j ). 
Proposition 1. (Proposition 2.6 and 2.8 in [16]). Let {θ
n } n>0 ⊂ C 0 (Ω) converge to some θ ∈ C 0 (Ω) uniformly. Then {P 2 (θ n )} n>0 converges to P 2 (θ) in L q (Ω), 1 ≤ q < ∞, if
Main results
Here we discuss our main contributions. We recall first a regularity result for the class of d , and we analyse the modelling error switching from multiscale observations to the ones produced by the homogenized model.
Theorem 3. (See [4]). Let
x/ε = y ∈ Y . Consider the class of d × d symmetric matrix functions (t, y) → A(t, y), where a ij is Y -periodic, ∀i, j = 1, . . . , d, t ∈ [σ − , σ + ], 0 < σ − < σ + . Assume that there exist E 1 , α, β > 0 such that A ∈ W 1,∞ ([σ − , σ + ] × Y, Sym d ) , ||A|| W 1,∞ ([σ − ,σ + ];W 1,∞ (Y )) ≤ E 1 .(16)∂ t A ∈ W 1,∞ ([σ − , σ + ] × Y, Sym d ) , ||∂ t A|| W 1,∞ ([σ − ,σ + ];W 1,∞ (Y )) ≤ E 1 .(17)α|ξ| 2 ≤ A(t, y)ξ · ξ , |A(t, y)ξ| ≤ β|ξ|, for a.e. y ∈ Y and ∀t ∈ [σ − , σ + ], ξ ∈ | d . (18) ∂ t A(t, y)ξ · ξ ≥ E −1 1 |ξ| 2 , for a.e. y ∈ Y and ∀t ∈ [σ − , σ + ] , ξ ∈ | d . (19) Then there exist E 2 , α, β > 0 such that homogenized map t → A 0 (t) satisfies |∂ t A 0 (t)| + |∂ 2 t A 0 (t)| ≤ E 2 , ∀t ∈ [σ − , σ + ] .(20)α|ξ| 2 ≤ A 0 (t)ξ · ξ , |A 0 (t)ξ| ≤ β|ξ| , ∀t ∈ [σ − , σ + ] , ξ ∈ | d .(21)∂ t A 0 (t)ξ · ξ ≥ E −1 2 |ξ| 2 , ∀t ∈ [σ − , σ + ] , ξ ∈ | d .(22)
Continuity of the forward operator
The following theorem establish the continuity of our forward operator. 
Proof. The first part pf the result has been proved in [4] . For convenience we briefly recall the arguments. Let us define
Observing that w ∈ H(Ω, div) and using the continuity of the map
Using Cauchy-Schwarz inequality and (20)- (21) we obtain
It follows from the weak formulation of u
(Ω) and using Cauchy-Schwarz inequality, (20) , (21) we obtain
Inserting (24) into (23) we obtain
and by using Holder's inequality and Lax-Milgram we finally obtain
Now, if ||σ − σ n || L ∞ (Ω) → 0 the result follows from (26). On the other hand if |σ − σ n | → 0 in measure, since |Ω| < ∞ and ∇u
, we have also that the integrand of (25) [8] for example). Now, since |σ − σ n | is uniformly bounded by assumptions, the whole integrand is bounded by a scalar multiple of
. Therefore by applying the Lebesgue's dominated convergence theorem, we obtain that
(Ω), and the result follows.
Remark 1. The Lebesgue's dominated convergence theorem is stated for sequences converging almost everywhere. However, convergence almost everywhere can be replaced in this case by convergence in measure, since |Ω| < ∞.
Remark 2. The result given in Theorem 4 is stronger than the one we obtained in Lemma 4.1 in [4] , since it states continuity of the flux with respect to the convergence in measure of {σ n } n>0 to σ. There continuity of the flux with respect to the L r (Ω) topology on U , with 1 ≤ r < ∞, was obtained by asking for higher regularity of the solution u 0 .
We can deduce the following corollary that establishes the contnuity of the effective forward operator.
Corollary 1.
Let the assumptions of Theorem 3 be satisfied. Let the sequence {σ n } n>0 ⊂ U converge to some σ ∈ U either uniformly or in measure. Then the sequence {F
Proof. We have that
and the result follows from Theorem 4.
Finally we establish that the posterior measure (14) based on the potential function Φ 0 is well defined and Lipschitz contnuous in the data with respect to the Hellinger distance.
Corollary 2. Let the assumptions of Theorem 3 be satisfied. Let µ pr be a Gaussian probability measure on C
0
(Ω), and let P :
Proof. We have that F 0 : U → | JL is bounded, since from Corollary 1 we obtain
while if P = P 2 , ||G 0 (θ)|| Ce is bounded by a constant since P 2 is uniformly bounded. Using the triangle inequality we have that
Ce ) and therefore assumption 1 follows. To fulfill assumption 3 we note that we have
and the result follows. It remains to show that assumption 2 is also satisfied. Assume that P is some map such that if ||θ − θ n || L ∞ (Ω) → 0 then P (θ n ) → P (θ) uniformly or in measure. Then by Corollary 1 we have that G 0 = F 0 • P is continuous at θ. The continuity assumption on P is true for P = P 1 . By Proposition 1 it is true for P = P 2 at the points where the level sets have measure zero. However since we are assuming θ ∼ µ pr and µ pr is a Gaussian probability measure on C 0 (Ω), it follows from Proposition 1 that θ has µ pr -almost surely this property and therefore assumption 3 is satisfied also in the case P = P 2 .
Remark 3.
Using the same arguments, we can prove that when P = P 1 also for G ε (θ) we have that
while when P = P 2 , ||G ε (θ)|| Ce is bounded by a constant independent of θ. Hence the posterior measure (8) based on the potential function Φ ε is also well defined and Lipschitz contnuous in the data with respect to the Hellinger distance.
Modelling error and convergence analysis
Before moving to the numerical aspects of the problem, an investigation of the validity of our approach is necessary. First we observe that (6) can be rewritten as
The quantity m(σ * ) represents the modelling error capturing the mismatch between the full multiscale model and the homogenized one. In particular (29) suggests that the observed data originating from the full multiscale model can be seen as data originating from the homogenized model, which are affected by two sources of errors: the noise and the modelling error. Both sources of errors can affect our predictions and we must take them into account when solving inverse problems to obtain good approximations of the unknown, especially when ε is relatively large. For the modelling error we can show that we have in our case that m(σ) → 0 as ε → 0 for every σ ∈ U , as stated in the following theorem. 
Proof. We have that for arbitrary j and l and ∀σ ∈ U
Since supp(φ j ) ⊆ Γ j , we have that
and using integration by parts
whereφ j is some function in H Proof. From the definition of the Hellinger distance we have that
where C 0 and C ε are the two normalization constants such that µ 0 (θ|z) and µ ε (θ|z) are probability measures, i.e.,
Let us notice that
From (31) we get that
where
We have that
and 
The interpretation of the result is that when ε is small we can neglect the modelling error, since it will be close to zero, and we do not need to take into account its probability distribution in the inversion process. However for larger values of ε, the mismatch between the observations and the data produced by the homogenized model might not be negligible, and using the coarse grained approach without taking into account the modelling error distribution may lead to bad predictions. In order to avoid that, we can correct the likelihood function, by approximating the probability distribution of the modelling error. We do so by using Algorithm 1 proposed in [9] , which aims at approximating the mean m and the covariance C m of the modelling error distribution.
Algorithm 1:
Approximation of modelling error distribution input : prior measure, sample size M , map P : θ → σ output : mean m and covariance C m of the modelling error 1 Draw from the prior measure a sample of realizations
We assume a Gaussian distribution for the modelling error, so that m ∼ N (m, C m ) for all σ, and we can rewrite (29) as
Then as illustrated in Algorithm 1 the modelling error distribution is approximated offline. Only M evaluations of the full multiscale model are needed. Hence, we use this approximation to modify the cost functional as in (34), and sample from the posterior by evaluating only the coarse homogenized model. We note that in (33) to apply the Bayesian framework for inverse problem, we still assume the independence of e and θ, despite the introduction of the modelling error in e. Nevertheless the practical uselfulness of such algorithm has been shown in numerous works (see [6, 9] ). Then we may define the new likelihood as
where z = z − m. Note that conclusions about existence and well-posedness of the posterior measure are still valid under this definition of the potential function, which is equivalent to the one in (13), apart from the fact that observations z are shifted by m, and the covariance matrix is given by C e + C m .
Numerical approximation of the posterior density
The output of the Bayesian approach consists in the posterior measure. However in practice numerical sampling is needed to approximate the distribution, in order to obtain some meaningful informations (such as expected value or variance of the unknown, confidence intervals). As mentioned in Section 3.1 we consider as prior a Gaussian measure µ pr = N (θ pr , C pr ) on C
0
(Ω), and a map
(Ω) → U , i = 1, 2, such that each draw from µ pr is mapped into the admissible set U . In numerical experiments to reduce the dimensionality of the unknown we use a truncated Karhunen-Loève expansion. Indeed, each draw θ ∼ N (θ pr , C pr ) can be represented as
is an orthonormal set of eigenfunctions and eigenvalues of C pr , and {ξ k } ∞ k=1 is an i.i.d. sequence with ξ 1 ∼ N (0, 1). We can then consider the truncated Karhunen-Loève expansion
is the orthonormal set of eigenfunctions and eigenvalues of C pr corresponding to the K largest eigenvalues. The unknown parameter is then parametrized by the K coeffiecients {ξ k } K k=1 , which are a priori i.i.d. as N (0, 1) , and the inverse problem consists in approximating the posterior distribution of the K coefficients by sampling from the posterior density π 0 (ξ|z) which is given by
To sample from the posterior density we employ the Marcov chain Monte Carlo techniques (MCMC). Many algorithms belonging to the family of MCMC sampling methods are available in the literature. We decide to use the Metropolis Hastings (MH) method, which we illustrate just below. With this approach at each iteration we generate a new candidate η ∈ | K from a proposal density q(ξ k , η),
, where ξ k is the current value of the variable. This new candidate is accepted with probability
Otherwise the candidate is rejected and the chain remains at the current position ξ k . Note that if the proposal density is symmetric, i.e. q(ξ
In our experiments we consider the random walk proposal distribution to explore the density. Then
which is symmetric, and leads to Algorithm 2. The approximation of the target distribution improves as the numbers of samples N sample increases, and asymptotic convergence is guaranteed as N sample → ∞ under certain regularity properties of the target distribution and the proposal density. Therefore the results may be strongly dependent on the number of samples required, but also on the proposal density. In particular is a difficult task to establish when a sample is large enough. At the same time another general issue for MH is the choice of s in (38), whose magnitude affects the speed at which the posterior distribution is explored and the number of rejected realizations.
Numerical approximation of the forward model
At each MH iteration we need to evaluate π 
Numerical homogenization
Since given A ε σ the analytic solution for the corresponding A 0 σ is often not known, numerical homogenization is needed. We employ the Finite Element Heterogeneous Multiscale Method (FE-HMM) which approximates the homogenized problem originating from (9) taking as input only the multiscale data. For a detailed analysis about FE-HMM we refer to [1, 2, 5] . We state here the simplest version involving only piecewise linear macro and micro simplicial elements. The method is based on a macro finite element space
where T H is a partition of Ω in simplicial elements K of diameter H K , and P 1 (K) is the space of linear polynomials on K. Then the homogenized tensor is approximated at each integration point by solving a micro problem on a sampling domain
. For a sampling domain K δ we define a micro finite element space
in case we ask for periodic coupling, or
for a coupling with Dirichlet boundary conditions. Let u H be the approximate solution to problem (10) . The numerical method reads as follows: find u
(Ω), and
and
Model order reduction
The main cost of the FE-HMM comes from the repeated solution of cell problems, whose number increases as we refine the macro mesh to obtain an appropriate approximation of the homogenized solution. This is particularly undesirable when solving inverse problems, since by using e.g. MH method one needs multiple evaluations of the cost functional for different realizations of the parameters of interest. We therefore combine the reduced basis methodology with the FE-HMM to drastically reduce the computational effort. For a detailed description and analysis of the method, called the Reduced Basis Finite Element Heterogeneous Multiscale Method (RB-FE-HMM), we mention [3] . The main idea is the following. During what is called the offline stage we select a small number N of carefully precomputed micro solutions to construct a small subspace of microscopic functions which we call S N (Y ). Then in the online stage we use these precomputed solutions to obtain fast evaluations of the homogenized tensor at the macroscopic quadrature points. The basis of S N (Y ) are selected by using a greedy procedure. We randomly define a training set 
It can be shown [3] that
To select the micro problems in the offline stage, we start by computing the first basis function by solving the micro problem
where (t n , η n ) is some point randomly drawn from Ξ T rain , and we initialize the space S 1 (Y ) = span{ζ h 1 }. We then successively we continue to add new basis functions to S 1 (Y ) until convergence of an a posteriori error indicator below a certain tolerance. The output of the offline stage is then the reduced space
An efficient way to both implement the greedy algorithm and compute residuals for the a posteriori error control is crucial. A crucial assumption is that for a given t n ∈ [σ − , σ + ], the tensor A(t n , y) is available in the affine form
Let us denote as S
Set-up
The computational domain is the unit square
We approximate the solution to problem (1) by means of the Finite Element Method (FEMs) using a very fine discretization h obs << ε. The forward homogenized problem is instead computed using a macro mesh size H = 1/64. The problem is solved for different Dirchlet conditions
are the L eigenpairs corresponding to the L smallest eigenvalues associated to the one dimensional discrete Laplacian operator. Each g l is then projected on the boundary ∂Ω to define the corresponding Dirichlet condition. This procedure ensures that the functions {g l } L l=1 are smooth and orthonormal, so that each experiment contributes differently one from another. Moreover ||∇g l || L 2 (∂Ω) < C, where C is a constant independent of L. Finally, we consider J = 12 boundary portions Γ j ⊂ ∂Ω, three for each side of the computational domain as shown in Figure 1 . Each Γ j has length equal to 0.2. The functions . The covariance matrix in the prior
while the prior mean θ pr is some function in C 0 (Ω). We set different values for γ, λ and θ pr depending on the macroscopic parametrization we want to retrieve. In particular λ > 0 is a correlation length that describes how the values at different positions of the functions supported by the prior measure are related, while γ > 0 is the amplitude scaling factor.
2D affine parametrization (amplitude of oscillations)
In this first set of numerical experiments we consider the tensor A ε σ * given by
The task of the problem is to retrieve the function σ * , which is shown together with the component a ε 11 of the tensor, ε = 1/64, in Figure 2 .
Sensitivity with respect to ε
We start by studying how different choices of ε can affect our predictions. The computations are reported in Figure 4 . We briefly describe the setting. We compute numerically by means of a resolved (Ω) → U , we denote as P # µ pr the pushed forward prior on the admissible set U under P . We then push each draw θ into the admissible set through the function P 1 : θ → exp(θ). Example of realizations from the pushed forward prior P . With this choice of the parameters we obtain an acceptance rate of about 27% for all choices of ε. In Figure 4 we plot for each ε the quantities (Ω) and then pushing it into the admissible set U through P 1 : C 0 (Ω) → U . Moreover we also show the approximation of the posterior density for the first three coefficients in the truncated Karhunen-Loève expansion. We notice that with ε = 1/4 we get inaccurate predictions about the quantity of interest, while already with ε = 1/8 the approximation of the posterior mean is in good agreement with Figure 2 . The source of error for large ε comes from the discrepancy between the multiscale model from where the observations are obtained and the homogenized model used for solving the inverse problem.
Approximation of the modelling error distribution
As seen in Figure 4 for large values of ε the modelling error (the discrepancy between the fine scale and the homogenized problems) pollutes the posterior prediction. Therefore, we perform again the same experiment for ε = 1/4, but taking into account the modelling error as described in Section 4.2. We approximate the modelling error distribution, by computing its mean and covariance using Algorithm 1 and include these quantities into the posterior density definition according to 34. We perform the experiment for various number of sample sizes M to approximate the modelling error distribution, namely M = {5, 10, 20}. The parameters such as K and L are identical to the previous numerical test. Numerical results are shown in Figure 5 . In particular we can observe how already with M = 5 we can manage to significantly improve the results reported in Figure 4 for ε = 1/4. 
Sensitivity with respect to L (number of Dirichlet data)
Next we investigate the sensitivity of the approximated solution with respect to the parameter L, denoting the number of different Dirichlet conditions used to produce the observations. The setting is the same as in the previous numerical experiments, except that ε is fixed and equal to 1/64, while L = {2, 4, 6}. Numerical results are shown in Figure 6 . We notice that for L = 2 the variance is significantly larger than for L = 4 or L = 6, which indicates more uncertainty about the approximated solution. This is also visible from the approximation of the posterior density obtained for the three first coefficients of the Karhunen-Loève expansion.
Sensitivity with respect to K (number of terms in the truncated KL expansion)
Finally we examine how the size of the truncated Karhunen-Loève expansion affects our predictions. We perform experiments for K = {10, 20, 30, 40, 50, 60}, while L and ε are fixed, set to 6 and 1/64 respectively. In particular we mention that for smaller K, a coarser mesh can be used for the forward discrete problem, leading to a significant saving of the computational cost. The results are shown in Figure 7 . We can observe how the lowest Karhunen-Loève modes are able to determine the main geometric structure of the parameter of interest, while by increasing the number of eigenvalues/eigenfunctions we obtain a better sampling of the quantity of interest. This can be noticed from the plot of the posterior mean and variance we obtain with K = {40, 50, 60}. Such a result suggests the possibility of investigating the implementation of a Metropolis-Hastings algorithm on multiple levels, with an approximation of the distribution of the lowest modes on a coarse mesh, while performing fewer samples for the highest modes on a finer mesh to guarantee a proper sample of the posterior density. 
2D non-affine parametrization (orientation of oscillations)
Now we consider the case where the function σ * controls the angle of the oscillations which characterize the full tensor A ε σ * . The tensor is defined as
where Q = Q(σ * (x)) is a rotation matrix depending on σ *
We consider the case where D is the circle defined as
In Figure 8 we show the function σ * and the first component of the tensor a where 
Four examples of draws from the pushed forward prior P # 2 µ pr are reported in Figure 9 . We obtain data for ε = 1/64 and approximate the modelling error distribution 
2D non-affine parametrization (volume fraction)
We 
Conclusion
We have presented a new strategy for solving Bayesian multiscale inverse problems based on numerical homogenization and model order reduction. Our method allows to recover the full fine scale tensor under the assumption that the microscopic structure of the fine scale tensor is known to us but its macroscopic behaviour is unknown. Practical examples include multi-phase mediums, whose constituents are known, but their respective volume fraction or macroscopic orientation are unknown. We then proved the existence and well-posedness of the effective posterior measure obtained by homogenization of the forward operator. By means of G-convergence we showed that the fine scale posterior measure converges to the homogenized posterior mesure. At fixed size of the microstructure, we discussed a procedure to account for the modelling error. We also proposed an efficient algorithm to sample from the posterior measure combining numerical homogenization and reduced basis techniques. Several numerical examples illustrating the efficiency of the proposed method and confirming our theoretical findings were also given.
