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Entangled two-mode Gaussian states are a key resource for quantum information technologies such
as teleportation, quantum cryptography and quantum computation, so quantification of Gaussian
entanglement is an important problem. Entanglement of formation is unanimously considered a
proper measure of quantum correlations, but for arbitrary two-mode Gaussian states no analytical
form is currently known. In contrast, logarithmic negativity is a measure straightforward to calculate
and so has been adopted by most researchers, even though it is a less faithful quantifier. In this work,
we derive an analytical lower bound for entanglement of formation of generic two-mode Gaussian
states, which becomes tight for symmetric states and for states with balanced correlations. We
define simple expressions for entanglement of formation in physically relevant situations and use
these to illustrate the problematic behavior of logarithmic negativity, which can lead to spurious
conclusions.
Entanglement is a non-classical physical property,
emerging from the quantum mechanical superposition
principle. Theoretically, it can be described as the in-
ability to separate a global quantum state of a composite
system into a product of individual subsystems. Exper-
imentally, it is manifested as the correlations of the ob-
servables of different subsystems, which cannot be clas-
sically reproduced.
In order to quantify entanglement of bipartite systems,
we employ the axiomatic theory of entanglement mea-
sures [1, 2], where an entanglement measure, E , should
satisfy the following postulates: i) E vanishes on sepa-
rable states, and ii) E does not increase on average un-
der local operations and classical communication (strong
monotonicity). Besides the above postulates, there are
several other mathematical properties that it is desirable
for E to satisfy, such as additivity, strong superadditivity,
convexity and asymptotic continuity.
For pure states, entropy of entanglement is the
bona fide measure of quantum correlations, defined as
E(|ψ〉):=S(trB |ψ〉〈ψ|), where S(ρ):=−tr(ρ log2 ρ) is the
von Neumann entropy, and trB denotes the partial
trace over subsystem B [3]. For mixed states, en-
tanglement can be measured via different quantifiers,
which, in general, do not coincide with each other.
One of them is entanglement of formation, defined as
the convex-roof extension of the von Neumann entropy,
EF (ρ):=inf{
∑
ipiS(trB |ψi〉〈ψi|)}, where the infimum is
taken over all ensembles {pi,ψi} of ρ:=
∑
ipi|ψi〉〈ψi| [4].
Specifically, for two-mode Gaussian states, where EF has
been proven to be additive [5] (and thus strongly super-
additive as well [6]), it coincides with the entanglement
cost, EC(ρ):= lim
n→∞EF (ρ
⊗n)/n [7]. For a given state ρ,
entanglement cost has a clear operational meaning, since
it quantifies the minimum entanglement needed (cost of
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quantum resources) to produce ρ [7], which is of great im-
portance in quantum technologies. In discrete-variables
(DV) bipartite systems, an explicit form of entanglement
of formation has been found for generic states (qubits)
[8], while in the continuous-variables (CV) regime, and
specifically for two-mode Gaussian systems, there are
only two families where the entanglement of formation
can be analytically calculated: a) for symmetric states
[9], and b) for non-symmetric extremal (maximally and
minimally) entangled states for fixed global and local pu-
rities (GMEMS/ GLEMS) [10–13]. An explicit form of
the measure for arbitrary two-mode Gaussian states is
yet considered an open problem.
The inability to define entanglement of formation
through an explicit closed form for arbitrary states, led
researches to use other, more easily computable mea-
sures. Specifically, in two-mode Gaussian systems the
most widely used quantifier is the logarithmic negativ-
ity, EN (ρ):=log2‖ρ˜‖, where ρ˜ denotes the partially trans-
posed density matrix ρ, and ‖x‖:=tr
√
x†x is the trace
norm [14–16]. However, unlike EF , EN does not satisfy
convexity, asymptotic continuity and strong superaddi-
tivity [1, 2, 17]. Asymptotic continuity and strong super-
additivity are requirements for an entanglement measure
to satisfy the widely accepted extremality of Gaussian
states, i.e., for a given covariance matrix the entangle-
ment is minimized by Gaussian states [17, 18]. Loga-
rithmic negativity not only fails to satisfy those require-
ments, but counterexamples have also been found, show-
ing that EN can actually defy the extremality of Gaussian
states, leading to an overestimation of entanglement [17].
Furthermore, since logarithmic negativity is not asymp-
totically continuous, it does not reduce to the entropy of
entanglement on all pure states [1], which is the reason
why it is usually referred to as a monotone, instead of a
measure.
In this work we provide a clear physical interpretation
of the entanglement of formation and we derive an an-
alytical lower bound of it for arbitrary two-mode Gaus-
sian states, which saturates for symmetric states and for
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2states with balanced correlations. For the rest of the
states, the bound provides a measure of necessary cor-
relations needed to construct the state, closely approx-
imating the exact value (computed numerically) of the
entanglement of formation. Our approach leads to simple
exact expressions for the EF of two-mode squeezed states
after passage through typical communication channels,
that we use to illustrate significant qualitative differences
between EN and EF .
We begin by briefly reviewing two-mode Gaussian
states [19, 20]. Any two-mode state can be fully described
by a covariance matrix (assuming for simplicity that its
mean value is zero), that in standard form [21, 22], is
written as
σsf =
[
A C
C B
]
, (1)
which is a real and positive definite matrix, with
A=diag(a,a), B=diag(b,b), and C=diag(c1,c2). Its
elements are proportional to the second-order mo-
ments of the quadrature field operators, xˆj :=aˆj+aˆ
†
j and
pˆj :=i(aˆ
†
j−aˆj), where aˆj and aˆ†j are the annihilation and
creation operators, respectively, with [aˆi,aˆ
†
j ]=δij . In CV
optical systems entanglement is manifested by the cor-
relations of the field operators xˆ and pˆ, and it is typi-
cally created by pumping a nonlinear crystal in a non-
degenerate optical parametric amplifier. This process is
described by a Gaussian unitary known as the two-mode
squeezing operator defined as S2(r):=exp[r(aˆbˆ−aˆ†bˆ†)/2],
where r ∈ R is the squeezing parameter. By apply-
ing S2(r) to a couple of vacua, we obtain a pure state
called the two-mode squeezed vacuum (TMSV), with
a=b= 1+χ
2
1−χ2 and c1=−c2= 2χ1−χ2 , where χ= tanh r ∈ [0,1).
For any covariance matrix σ, there exists a sym-
plectic transformation S, such that σ=SνST , with
ν=ν−1⊕ν+1, where 1≤ν−≤ν+. The quantities νi are
called symplectic eigenvalues [15]. The necessary and
sufficient separability criterion for a two-mode Gaussian
state σ has been shown to be the positivity of the par-
tial transposed state σ˜ [21–23]. This is equivalent to
checking the condition ν˜−≥1 [10], where ν˜− is the lowest
symplectic eigenvalue of σ˜.
Any state σsf can be decomposed (proof can be found
in the Appendix A) as
σsf = L(r1, r2)S2(r)σcS
T
2 (r)L
T (r1, r2) , (2)
where L(r1, r2)=S(r1)⊕S(r2) is the local squeezing oper-
ation S(r):=exp[r(aˆ2−aˆ†2)/2] on each mode, and σc≥1
is a classical state (see Fig. 1a). We call optimum the de-
composition with the least amount of two-mode squeez-
ing, ro, i.e., σ
sf=L(r1o , r2o)S2(ro)σcoS
T
2 (ro)L
T (r1o , r2o).
Gaussian entanglement of formation [24], which has
been proven to be equal to the general entanglement
of formation in two-mode Gaussian systems [12], is
equal to the von Neumann entropy [25] of the pure
state with the minimum amount of two-mode squeez-
ing, σp(ro)=L(r1o , r2o)S2(ro)1S
T
2 (ro)L
T (r1o , r2o) (with
the corresponding symplectic eigenvalue, ν˜o−=e
−2ro),
and thus EF (σ):=S[σp(ro)], so we have
EF (σ) = cosh2rolog2(cosh2ro)−sinh2rolog2(sinh2ro) .
(3)
Thus, entanglement of formation quantifies the minimum
amount of two-mode squeezing needed to prepare an en-
tangled state starting from a classical one. The optimum
decomposition, and consequently ro, cannot in general
be found analytically [5, 12, 24, 26]
Another way to decompose a state is the following
σsf = S2(r˜)L(r˜1, r˜2)σ˜cL
T (r˜1, r˜2)S
T
2 (r˜) , (4)
since we can always disentangle a state by anti-squeezing
it and then apply the corresponding local squeezing
to make the separable state classical, i.e., σ˜c≥1 (see
Fig. 1b). In order to make a state separable we have
to solve the inequality ν˜−
[
S2(−r˜)σsfST2 (−r˜)
]≥1, which
is satisfied for a range of r˜−≤r˜≤r˜+, with
r˜± =
1
2
ln
√
κ±√κ2 − λ+λ−
λ−
, (5)
where we have set κ=2(detσ+1)−(a−b)2 and
λ±= detA+ detB−2 detC+2[(ab−c1c2)±(c1−c2)(a+b)].
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FIG. 1. State decompositions. Any state, σsf, can be con-
structed by applying a sequence of a) two-mode squeezing
S2(r) followed by local squeezing S(ri) on a classical state σc
or reversely, b) local squeezing S(r˜i) followed by two-mode
squeezing S2(r˜) on a classical state σ˜c.
3The physical meaning of r˜− is that it quantifies the
minimum amount of two-mode squeezing needed to
disentangle a state (in its standard form). For sym-
metric states, i.e., a=b, and for states with balanced
correlations, i.e., c1=−c2, we have r˜−=ro, but in general
r˜−≤ro (the proof of that statement can be found in the
Appendix B), and thus we have a lower bound of the
entanglement of formation
E˜F (σ) := S[σp(r˜−)] ≤ S[σp(ro)] := EF (σ) . (6)
We note that for fixed global and local purities, the more
imbalanced the correlations the larger the deviation of
the lower bound E˜F (σ) from the real value EF (σ).
In Fig. 2 we compare the entanglement of formation
(calculated numerically) and its lower bound for ran-
domly generated states. The significant progress over
the previously known lower bounds of the measure de-
rived in [27] and [28] is also depicted. As we see, former
lower bounds deviate significantly from the real value,
and sometimes even imply separability for an entangled
state.
For many quantum communication protocols, Gaus-
sian channels describe the decoherence introduced by the
⌫˜o =e
 2ro
e 2r˜ 
FIG. 2. Lower bound for entanglement of formation. We
plot with black dots • the optimum symplectic eigenvalue
ν˜o−=e
−2ro against the corresponding value based on r˜−,
i.e., e−2r˜− , for randomly generated states. The symplectic
eigenvalue is a bounded value ∈ (0, 1], which shows that a)
E˜F (σ)≤EF (σ) and b) that the bound is also tight for separa-
ble and infinite entangled states. We also depict with blue •
[27] and red • [28] dots the corresponding values we get from
the previously known lower bounds. The closer the dots are
to the diagonal the smaller the deviation from the real value
of entanglement. It is clear that our bound is, on average,
tighter that previous bounds.
environment on a quantum state, and represent the basic
models of communication lines such as optical fibres [19].
Let us assume that a single mode of a TMSV state, i.e.,
a=b= 1+χ
2
1−χ2 and c1=−c2= 2χ1−χ2 , with χ= tanh r ∈ [0, 1),
is sent through a Gaussian channel. One-mode Gaussian
channels can be defined as the transformation of the co-
variance matrix of the mode γ, i.e., γ → Uγ UT+V [19].
Typically, these channels are phase invariant and so pro-
duce states with balanced correlations that saturate the
lower bound, i.e, r˜−=ro. The value of ro, derived from
r˜− in Eq. 5, for three fundamental Gaussian channels is
presented below:
• Lossy channel, L(τ), is defined as U=√τ1 and
V=(1−τ)1, with transmissivity 0≤τ≤1. Thus we
have
ro =
1
2
ln
1 + χ
√
τ
1− χ√τ .
• Amplifier channel, A(τ), is defined as U=√τ1 and
V=(τ−1)1, with transmissivity τ≥1. Eq. 5 takes
the form
ro =
1
2
ln
√
τ + χ√
τ − χ .
• Classical noise channel, C(v), is defined as U=1 and
V=v1, with v≥0. The optimum squeezing param-
eter for 0≤v≤2 is
ro =
1
2
ln
2 + v + χ(2− v)
2 + v + χ(v − 2) ,
while for v>2, ro vanishes, i.e., entanglement-
breaking bound.
The deterministic upper bound of entanglement for a
channel, i.e., the amount of entanglement assuming an
infinitely squeezed state is sent through the same chan-
nel [29], is reached for χ → 1. This bound allows us
to investigate physical limits, like the calculation of the
maximum possible amount of quantum correlations that
can possibly exist after a specific decohering channel.
As mentioned before, besides entanglement of forma-
tion, other quantifiers have also been used to compute
entanglement for these kinds of states, so it would be
interesting to give a direct comparison with the most
popular of those (due to its computability), i.e., the loga-
rithmic negativity, which is defined, for two-mode Gaus-
sian states, as EN (σ):=max[0,−log2ν˜−] [10, 14–16]. In
order to have a clear operational meaning of this mono-
tone, we can define the generalized EPR correlations
uˆ= xˆ1−gxxˆ2√
1+gx2
and vˆ=
pˆ1+gppˆ2√
1+gp2
, where gx, gp ∈ R are experi-
mentally variable gains. For those operators the separa-
bility criterion [23] takes the form β=
VxVp
(1+gxgp)2
≥1, with
Vx=〈(xˆ1−gxxˆ2)2〉 and Vp=〈(pˆ1+gppˆ2)2〉 being the con-
ditional variances. For β<1 we have an entangled state,
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FIG. 3. Comparison between entanglement of formation and
logarithmic negativity. Assuming a TMSV state with r=1
is sent through a lossy channel of transmissivity 0≤τ≤1, we
compare the two measures. The deterministic bounds, i.e.,
the amount of entanglement assuming an infinitely squeezed
state is sent through the same channel, are also depicted with
the corresponding dashed lines, since they provide further
insight regarding the qualitative differences between entan-
glement of formation and logarithmic negativity. The de-
terministic bound for logarithmic negativity can be found in
ref. [29]. Specifically, for logarithmic negativity, the determin-
istic bound of a state with transmissivity value τa, can also be
reached by sending the squeezed state (r=1) through a chan-
nel of transmissivity τb, with τb>τa. However, in contrast,
entanglement of formation predicts that we cannot reach the
deterministic bound with a squeezed state (r=1) regardless of
how much we raise the transmissivity. This is a critical differ-
ence, since the two quantifiers disagree on whether a physical
upper bound has been reached or not.
and its minimum value β− is equal to ν˜2− [30]. We should
note that this equality, i.e., β−=ν˜2−, holds for any two-
mode Gaussian state. So, logarithmic negativity quan-
tifies the maximum possible violation of the separability
criterion.
Logarithmic negativity is, in general, not directly re-
lated to the squeezing of the state, which is a major draw-
back, since squeezing is considered as the resource of the
quantum correlations in the system and is, experimen-
tally, the primary figure of merit. Furthermore, in Fig. 3
it is apparent that EN fails, in general, to satisfy the
extremality of entanglement cost (which coincides with
entanglement of formation in these systems), i.e., Ei≤EC
[31], which was expected since logarithmic negativity is
not asymptotically continuous. That results in an incon-
sistent behavior of EN , which, for finite squeezing, can
either be an upper or lower bound of EF , depending on
the channel that the state is sent through. A specific
example of how EN can lead to a qualitatively different
evaluation of the entanglement sent through a physically
relevant channel compared to EF is shown in Fig. 3. To
sum up, logarithmic negativity is a quantifier widely used
in the literature, since it has the merit of being analyti-
cally computable in various quantum systems, but from
a information-theoretic point of view is inferior to entan-
glement of formation.
In conclusion, we have found a lower bound of en-
tanglement of formation which serves as the minimum
amount of correlations needed to construct a state. This
lower bound is tight for symmetric states and for states
with balanced correlations, while it deviates from the
real value for states with asymmetric correlations. The
deviation, though, is relatively small, which practically
makes this lower bound an analytical approximation of
the entanglement of formation for experimental purposes.
We also showed via physical examples that this mea-
sure should be favored compared to logarithmic negativ-
ity. We also introduced an alternative interpretation of
the measure in Gaussian systems, proving that entangle-
ment of formation is intrinsically related to the amount
of anti-squeezing needed to disentangle a state up to the
point that the state becomes classical, which might also
be helpful for the quantification of entanglement of sev-
eral other families of states, e.g., multipartite Gaussian
or non-Gaussian states.
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6Appendix A: State decomposition
Any two-mode Gaussian state can be written in the standard form as [5, 12, 26]
σsf = L(r1, r2)
[
σsfp (r) +ϕ
]
LT (r1, r2) , (A1)
where L(r1, r2)=S(r1)⊕S(r2) is the local squeezing operation S(r):=exp[r(aˆ2−aˆ†2)/2] on each mode, and ϕ is a
positive semidefinite matrix. So, we have
σsf = L(r1, r2)
S2(r)1ST2 (r)︸ ︷︷ ︸
σsfp (r)
+S2(r)S2(−r)ϕST2 (−r)︸ ︷︷ ︸
θ
ST2 (r)
LT (r1, r2) . (A2)
Since ϕ has a structure identical to a covariance matrix, but not necessarily in the standard form, i.e.,
ϕ =
n1 0 d1 00 n2 0 d2d1 0 m1 0
0 d2 0 m2
 , (A3)
then θ=S2(−r)ϕST2 (−r) is also in the same form as ϕ, and thus a Hermitian matrix, so, based on Wigner’s theorem
[32], we know that θ≥0. So, we can write
σsf = L(r1, r2)
S2(r){1+ θ︸ ︷︷ ︸
σc
}ST2 (r)
LT (r1, r2) , (A4)
but 1+θ can always represent a classical state, σc, where θ is interpreted as the random correlated displacements
applied on a couple of vacua, and thus we have
σsf = L(r1, r2)S2(r)σcS
T
2 (r)L
T (r1, r2) . (A5)
Appendix B: Lower Bound
Any state can be decomposed as
σsf = S2(r˜)L(r˜1, r˜2)σ˜cL
T (r˜1, r˜2)S
T
2 (r˜) , (B1)
since we can always disentangle a state by anti-squeezing it and then apply the corresponding local squeezing to
make the separable state classical, i.e., σ˜c≥1. In order to make a state separable we have to solve the inequality
ν˜−
[
S2(−r˜)σsfST2 (−r˜)
]≥1, which is satisfied for a range of r˜−≤r˜≤r˜+, with
r˜± =
1
2
ln
√
κ±√κ2 − λ+λ−
λ−
, (B2)
where we have set κ=2(detσ+1)−(a−b)2 and λ±= detA+ detB−2 detC+2[(ab−c1c2)±(c1−c2)(a+b)]. Given a r˜
which disentangles σsf, the local squeezing parameters r˜1 and r˜2 needed to remove any non-classicality are
7r˜1 =
1
2
ln
[
1
2 (2 sinh(2ro) (abc2 − c2c21 + c1) + (a+ b) cosh(2ro) (ab− c21 − 1)− (a− b) (ab− c21 + 1))
×
×
(
− 2 + 2 (ab− c21) (ab− c22)− 2(a− b)((a+ b) cosh(2ro) + (c2 − c1) sinh(2ro))−
−
√
2 (a2 (b2 − 1)− ab (c21 + c22)− b2 + c1c2(c1c2 − 2) + 1)×
×
√
a2 (2b2 − 1)− 2ab (c21 + c22 − 1) + 2(a+ b)(c1 − c2) sinh(4ro)− cosh(4ro) ((a+ b)2 − 4c1c2)− b2 + 2c21c22 + 2
)]
,
(B3)
and
r˜2 =
1
2
ln
[
1
2 (2 sinh(2ro) (abc2 − c2c21 + c1) + (a+ b) cosh(2ro) (ab− c21 − 1) + (a− b) (ab− c21 + 1))
×
×
(
− 2 + 2 (ab− c21) (ab− c22)+ 2(a− b)((a+ b) cosh(2ro) + (c2 − c1) sinh(2ro)) +
+
√
2 (a2 (b2 − 1)− ab (c21 + c22)− b2 + c1c2(c1c2 − 2) + 1)×
×
√
a2 (2b2 − 1)− 2ab (c21 + c22 − 1) + 2(a+ b)(c1 − c2) sinh(4ro)− cosh(4ro) ((a+ b)2 − 4c1c2)− b2 + 2c21c22 + 2
)]
.
(B4)
The entanglement needed to construct a state for an arbitrary decomposition of this form is equivalent to the
entanglement of the corresponding pure state
σp = S2(r˜)L(r˜1, r˜2)1L
T (r˜1, r˜2)S
T
2 (r˜) , (B5)
but the covariance matrix of this pure state is always identical to the covariance matrix constructed in the following
way
σp = L(r
′
1, r
′
2)S2(r
′)1ST2 (r
′)LT (r′1, r
′
2) , (B6)
where
r′(r˜, r˜1, r˜2) = cosh−1
(
1
2
√
e−r˜1−r˜2
√
cosh(2r˜) (e2r˜1 + e2r˜2) + e2r˜1 − e2r˜2
√
cosh(2r˜) (e2r˜1 + e2r˜2)− e2r˜1 + e2r˜2 + 2
)
,
(B7)
r′1(r˜, r˜1, r˜2) = log
e r˜1+r˜22 4
√
e2r˜1 cosh2(r˜) + e2r˜2 sinh2(r˜)
4
√
e2r˜1 sinh2(r˜) + e2r˜2 cosh2(r˜)
 , (B8)
8and
r′2(r˜, r˜1, r˜2) =
1
(e2r˜1 + e2r˜2) 4
√
e2r˜1 cosh2(r˜) + e2r˜2 sinh2(r˜)
×
× log
(
csch(r˜)sech(r˜)e
3(r˜1+r˜2)
2
4
√
e2r˜1 sinh2(r˜) + e2r˜2 cosh2(r˜)×
×
√
e−r˜1−r˜2
√
e2r˜1 sinh2(r˜) + e2r˜2 cosh2(r˜)
√
e2r˜1 cosh2(r˜) + e2r˜2 sinh2(r˜)− 1×
×
√
e−r˜1−r˜2
√
e2r˜1 sinh2(r˜) + e2r˜2 cosh2(r˜)
√
e2r˜1 cosh2(r˜) + e2r˜2 sinh2(r˜) + 1
)
. (B9)
Let assume that we have the optimum decomposition for the entanglement of formation, i.e.,
σsf=L(r1o , r2o)S2(ro)σcoS
T
2 (ro)L
T (r1o , r2o), which corresponds to σ
sf=S2(r˜o)L(r˜1o , r˜2o)σ˜coL
T (r˜1o , r˜2o)S
T
2 (r˜o), with
r˜−≤r˜o≤r˜+. We know that ro must be a function of r′, i.e., ro=r′(r˜o, r˜1o , r˜2o). It is straightforward to prove that
r′(r˜, r˜1, r˜2)≥r′(r˜, r˜1=r˜2), since ∂r′∂r˜1 = ∂r
′
∂r˜2
=0⇒ r1=r2 and ∂2r′∂r˜21 ≥0,
∂2r′
∂r˜22
≥0 for any r˜>0. So, for the case of r˜1o=r˜2o=0,
r′(r˜o, r˜1o , r˜2o)≥r′(r˜o, r˜1o=r˜2o=0) should hold as well. It is apparent that r′(r˜o, r˜1o=r˜2o=0)=r˜o, and thus
r˜− ≤ ro ⇒ E˜F (σ) := S[σp(r˜−)] ≤ S[σp(ro)] := EF (σ) , (B10)
where E˜F (σ) is the lower bound of entanglement of formation. The reason why this lower bound is tight for balanced
states is because for those states the local squeezing parameters of the optimum decomposition are found to be
r1=r2=0 [5, 12, 26], and thus the two decompositions, i.e., Eq. A5 and Eq. B1, coincide. For symmetric states, where
the local squeezing parameters of the optimal decomposition are r1=r2=
√
a+c2
a−c1 [5, 12, 24, 26], the bound is tight
since the operation L(r1, r2)S2(r)S
T
2 (r)L
T (r1, r2) is identical to S2(r)L(r1, r2)L
T (r1, r2)S
T
2 (r) for r=r1=r2, so again
the two decompositions (Eq. A5 and Eq. B1) coincide.
