Abstract. For a nonzero ideal
Introduction
The topological, motivic and p-adic Igusa zeta function are invariants originally associated to polynomials or analytic functions in several variables over C, an arbitrary field of characteristic zero and a p-adic field, respectively. Intriguing conjectures, motivated by results in classical complex integration theory, link the poles of these rational functions to monodromy eigenvalues and the roots of Bernstein-Sato polynomials.
For an analytic function germ f : (C n , 0) → (C, 0), the 'monodromy conjecture' of Denef and Loeser predicts that every pole of the topological zeta function Z top f of f induces one of its local monodromy eigenvalues. Another conjecture of Denef and Loeser asserts that every such pole is a root of the Bernstein-Sato polynomial (also called b-function) b f of f . (There are motivic and p-adic versions of these conjectures, the p-adic ones due to Igusa.)
These three zeta functions (topological, motivic and p-adic) have been generalized in a straightforward way to polynomial mappings or ideals in polynomial rings. Not so obvious was the generalization of the concepts of local monodromy and b-functions to several polynomials, this was done by Verdier [25] for local monodromy and by Sabbah [20] and more recently by Budur et al. [6] for Bernstein-Sato polynomials. The conjectures we mentioned can still be stated in this broader context.
The monodromy conjecture has been proved in full generality for n = 2 by Loeser [16] (for one analytic function, originally in the context of p-adic Igusa zeta functions) and by Van Proeyen and Veys [24] (for polynomial ideals); in higher dimension there are various partial results, e.g. [2, 3, 9, 15, 17, 26, 27] . The converse of the conjecture is certainly not true. In fact, generally, only a few monodromy eigenvalues are induced by poles of the corresponding zeta function. This led Veys to Date: May 15, 2012. consider zeta functions associated to an analytic function germ f : (C n , 0) → (C, 0) and a differential n-form ω, and pose the following question. Can one find a family Ω of differential forms, such that, for all ω ∈ Ω, every pole of the topological zeta function Z top f,ω of f and ω induces a monodromy eigenvalue of f , and such that all monodromy eigenvalues of f are obtained this way? In [18] Némethi and Veys give an affirmative answer to this question for an arbitrary curve singularity f .
The situation is very similar for the stronger 1 conjecture of Igusa-Denef-Loeser, expecting zeta function poles to be roots of the corresponding b-function. The conjecture has been verified by Loeser for one analytic function in two variables [16] and (under some extra conditions) for non-degenerated polynomials in several variables [17] , but for polynomial ideals, not much is known yet. In [14] , Howald, Mustaţȃ and Yuen proved the conjecture for monomial ideals in arbitrary dimension in the context of p-adic Igusa zeta functions, but their argument can easily be adapted to cover the topological and motivic versions of the conjecture as well (see Remark 1.10). Again, examples show that the poles of a zeta function generally cover only a small part of the roots of the corresponding Bernstein-Sato polynomial. The positive result of Veys and Némethi for the monodromy conjecture provides motivation to study the analogous question for the second conjecture. In this paper, we conclude negatively for the topological zeta function of a monomial ideal I ⊳ C[x 1 , x 2 ] in dimension two, and provide a counterexample for the one polynomial case as well. A partial positive result is obtained in Section 3.
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The author would like to thank Wim Veys for proposing the problem and for many useful suggestions and comments about the paper. . In A n (C), we consider the support of I and the volume form gdx = gdx 1 ∧ · · · ∧ dx n . By an embedded resolution of (I, gdx), we mean in this paper a composition
(a) for all i ∈ {1, . . . , t}, the exceptional divisor of the morphism
is a simple normal crossings divisor, having simple normal crossings with C i for i < t, and (b) the total transform (pull-back) h * (I) of I is the ideal of a simple normal crossings divisor F on Y , (ii) h is an embedded resolution of singularities of the locus g −1 (0) ⊂ A n (C), where we denote by G = div g • h the (principal) simple normal crossings divisor on Y , associated to g • h, and (iii) F + G is (still) a simple normal crossings divisor on Y . Remark 1.2. With the notations of Definition 1.1, let h be an embedded resolution of (I, gdx) and denote by E the exceptional divisor of h on Y . If the support of I has no components of codimension one, then F is a linear combination (with nonnegative integral coefficients) of the prime divisors of E. Otherwise, we can factor h * (I) into a product of two (locally principal) ideals: the support of the first one is contained in the exceptional locus supp E, while the support of the second ideal (called the weak transform of I) is the union of the strict transforms of the codimension one irreducible components of the support of I.
Analogously, the divisor G can be written as a sum G e + G s , where supp G e ⊂ supp E and the support of G s is the strict transform of g −1 (0) under h. Remark 1.3. Let I and g be as above. An embedded resolution of (I, gdx) can be obtained as the composition h ′ • h ′′ of a principalization h ′ of I and an embedded resolution of singularities h ′′ of the union of the supports of (h ′ )
The existence of both maps is guaranteed by Hironaka's Theorem.
Definition 1.4 (Numerical data of an embedded resolution)
. We use the notations of Definition 1.1. Let h be an embedded resolution of (I, gdx). Denote by E i , i ∈ S the prime divisors of F + G, i.e. the irreducible components of the support of F + G, and put S = {E i | i ∈ S}. On Y , we consider the ideal sheaf h
For each E i ∈ S, denote by N i 0 and ν i − 1 0 the multiplicities of F and h * (gdx), respectively, along E i . The (N i , ν i ) are called the numerical data of E i . We usually write
For all b ∈ Y , we then have the following. Suppose E i1 , . . . , E ir ∈ S, 0 r n are the (distinct) irreducible components of supp(F + G) passing through b. Then there exists an open neighborhood U ⊆ Y of b and local coordinates (y 1 , . . . , y n ) on U , centered at b, such that y 1 = 0, . . . , y r = 0 are local equations of E i1 , . . . , E ir , respectively, on U , and such that
N ij · {y j = 0} and For I ⊂ S, denote E I = i∈I E i and E
• I = E I \ i ∈I E i . Based on the embedded resolution h and the corresponding numerical data, one associates to I and gdx the (local) topological zeta function
which is a meromorphic function in the complex variable s. Here χ(·) denotes the topological Euler-Poincaré characteristic. We obtain a global version Z top,gl I,gdx of the topological zeta function replacing E
. Remark 1.6. Since the topological zeta function only depends on the prime divisors that meet h −1 (0), to define the function, it is actually sufficient to consider a local embedded resolution of (I, gdx), i.e. an embedded resolution in some open neighborhood of the origin in A n (C).
Remark 1.7. The topological zeta function was originally defined by Denef and Loeser in [12] for a principal ideal I = (f ) and the usual volume form dx = dx 1 ∧ · · · ∧ dx n . Considering it as a kind of limit of Igusa's p-adic zeta functions, they proved the remarkable fact that the topological zeta function
does not depend on the embedded resolution (which is just an embedded resolution of singularities in this case) by which it is defined. Later they obtained the same result considering the topological zeta function as a specialization of the motivic zeta function [13] . Veys and Zúñiga-Galindo generalized this argument to arbitrary ideals [29, (2.4) ]. Another way to prove it (for ideals) is by comparing two embedded resolutions by means of The Weak Factorization Theorem of W lodarczyk et al. [1] . One can further adapt these arguments to prove the independence result in our setting of ideals and polynomial volume forms.
We use the notations of Definition 1.5 and we put S = {E i | i ∈ S}. The candidate-poles of Z top I,gdx are the negative rational numbers −ν i /N i , i ∈ S, N i = 0. So each prime divisor E i ∈ S, with N i = 0, gives rise to a candidate-pole. In general, some of these numbers will be poles and others will not. We define the expected order of a candidate-pole s 0 as the maximal number e of prime divisors E i1 , . . . , E ie ∈ S, with associated candidate-pole −ν ij /N ij = s 0 , j = 1, . . . , e, for which
As the E i have normal crossings, the expected order of a candidate-pole is at most n. Clearly, the order as a pole of a candidatepole is always less than or equal to its expected order.
Let us now look closer to the dimension two case. Since for s 0 ∈ C, the limit lim s→s0 (s − s 0 ) 2 Z top I,gdx (s) equals the sum of the positive contributions of the intersection points in h −1 (0) ⊂ Y of two prime divisors in S with associated candidatepole s 0 , it follows that a candidate-pole of expected order two is always a pole of order two.
Let E i ∈ S be a prime divisor with numerical data (N i , ν i ), N i = 0 and an associated candidate-pole s 0 = −ν i /N i of expected order one. We define the contribution of E i to the residue of Z 
Clearly, the residue of Z top I,gdx at s 0 is the sum of the contributions to this residue of the prime divisors in S with associated candidate-pole s 0 , and s 0 is a pole of Z top I,gdx if and only if this residue is different from zero. Let E i1 , . . . , E ir be the prime divisors in S \ {E i } that intersect E i , and put m j = #(E i ∩ E ij ), j = 1, . . . , r. Note that m j = 1 if both E i and E ij are exceptional. Denote by m = j m j the total number of intersection points between E i and other divisors in S, and put
. . , r. Note that since s 0 has expected order one, all α j differ from zero. Now we can formulate the contribution of E i to the residue of Z top I,gdx at s 0 , as
It follows from the observations above that in concrete examples (in dimension two), the intersection diagram of an embedded resolution 2 of (I, gdx), together with the numerical data associated to the prime divisors, allows us to decide quickly which candidate-poles are poles of Z top I,gdx , and which are not.
1.2.
A formula for the topological zeta function of a monomial ideal and a non-degenerated polynomial volume form. We introduce a combinatorial formula for the topological zeta function of a monomial ideal and a volume form gdx, where g is a polynomial that is non-degenerated over C with respect to its global Newton polyhedron. A simplified version of the formula will be used in Section 3.
In [14] , Howald, Mustaţȃ and Yuen provide a formula in terms of Newton polyhedra for Igusa's p-adic zeta function associated to a monomial ideal I ⊳Z[x 1 , . . . , x n ]. Letting it meet the older and similar one of Denef and Hoornaert [11] for Igusa's local zeta function of a single non-degenerated polynomial, in [5, Theorem 2.5], we obtained a formula for the p-adic zeta function Z I,gdx of a monomial ideal I ⊳ Z p [x 1 , . . . , x n ], where Z p denotes the ring of p-adic integers, and a volume form gdx on A n (Q p ), where g is a polynomial over Z p that is non-degenerated over F p with respect to its Newton polyhedron. Considering the motivic analogue of this formula, and specializing it to the topological version, one proves a similar formula for the topological zeta function Z top I,gdx , in the case that I is monomial and g is non-degenerated over C with respect to its global Newton polyhedron. We state this formula in Theorem 1.8 below.
In fact the formula is heuristically obtained from the one in [5, Theorem 2.5] by letting p tend to one. The formula is also the analogue of a formula Denef and Loeser obtained in [12, Théorème 5.3] for the topological zeta function of a single non-degenerated polynomial. Their direct proof, associating an embedded resolution of singularities to the polynomial's Newton polyhedron, could also be adapted to demonstrate Theorem 1.8.
In order to state the theorem, we recall some definitions and notations from [11, 14, 5, 12] . For ω = (ω 1 , . . . , ω n ) ∈ N n , we denote by
0} and denote by supp(g) = {ω ∈ N n | a ω = 0} the support of g. The global Newton polyhedron Γ polyhedron of g. Similarly we define the Newton polyhedron Γ I of I as the convex hull in R n 0 of the set {ω ∈ N n | x ω ∈ I}. We say that g is non-degenerated over C with respect to (all the faces of) its global Newton polyhedron Γ gl g , if for every face 3 τ of Γ gl g , the locus of g τ = ω∈τ a ω x ω has no singularities in (C × ) n , i.e. if g τ and its partial derivatives ∂g τ /∂x i , i = 1, . . . , n have no common root in (C × ) n . We say that g is nondegenerated over C with respect to the compact faces of its (local) Newton polyhedron Γ g , if for every compact face τ of Γ g , the locus of g τ has no singularities in
the (convex) cone strictly positively spanned by the vectors k 1 , . . . , k r . When the k 1 , . . . , k r are in Z n , we call it a rational cone. If k 1 , . . . , k r are linearly independent over R, ∆ is called a simplicial cone. If ∆ is rational and {k 1 , . . . , k r } is a subset of a Z-module basis of Z n , we call ∆ a simple cone. There always exists a finite partition of ∆ into cones ∆ i , such that each ∆ i is strictly positively spanned by a R-linearly independent subset of {k 1 , . . . , k r }. We call such a decomposition a simplicial decomposition of ∆ without introducing new rays. If ∆ is a rational simplicial cone, we can partition ∆ into a finite number of simple cones. (In general, such a decomposition requires the introduction of new rays.)
where · denotes the usual inner product on R n . We define the first meet locus F I (k) of k as the face
; otherwise let γ 1 , . . . , γ r be the facets of Γ I that contain τ , and denote by k 1 , . . . , k r the unique primitive 4 vectors in N n \ {0} perpendicular to γ 1 , . . . , γ r , respectively, then ∆ I (τ ) is the cone strictly positively spanned by k 1 , . . . , k r . Note that ∆ I (τ ) has dimension n − dim τ , and that the function m I is linear on the cone's topological closure. The cones ∆ I (τ ), being the classes of the equivalence relation on R n 0 that considers k and k
, form a partition of R n 0 that we denote by ∆ I . We have of course analogous definitions and results for m g (k), F g (k) and ∆ g , associated to g.
To both I and g, we associate a partition ∆ I,g of R n 0 , consisting of all the non-empty intersections of cones in ∆ I with cones in ∆ g , i.e.
Equivalently, ∆ I,g can be obtained as the quotient of R n 0 by the equivalence relation considering k and k ′ equivalent if and only if
. For a cone δ ∈ ∆ I,g , we denote by τ δ the unique face of Γ g , such that δ can be written as δ = ∆ I (τ ) ∩ ∆ g (τ δ ) for some face τ of Γ I .
For k 1 , . . . , k r Q-linearly independent vectors in Z n , we define the multiplicity of k 1 , . . . , k r as the index of the lattice Zk 1 + · · · + Zk r in the group of points with integral coordinates in the subspace spanned by k 1 , . . . , k r of the Q-vector space 3 By a face of a polyhedron we mean the polyhedron itself or one of its proper faces, which are the intersections of the polyhedron with a supporting hyperplane (see e.g. [19] ). 4 We call a vector k ∈ R n primitive if its components are integers with greatest common divisor one.
Q n . This number mult(k 1 , . . . , k r ) equals the cardinality of the set Z n ∩{ r i=1 λ i k i | 0 λ i < 1 for i = 1, . . . , r}. Note that a rational simplicial cone is simple if and only if the multiplicity of its generators equals one. Let τ be a face of Γ g . We define the volume Vol(τ ) of τ as follows. If dim τ = 0, we put Vol(τ ) = 1. Otherwise, we define Vol(τ ) as the volume of τ ∩ Γ gl g = Γ gl gτ , with respect to the volume form on the affine hull 5 aff(τ ) of τ , normalized such that the parallelepiped, spanned by a lattice basis of Z n ∩ aff(τ ) has volume one. Let k 1 , . . . , k r be primitive vectors in N n and δ the rational cone, strictly positively spanned by them. We associate in the following way, to I, g and δ, a rational function J I,g,δ with integer coefficients in one complex variable. If k 1 , . . . , k r are linearly independent over R, the function is defined as
, where σ(k j ) denotes the sum of k j 's components. In the other case, we consider a partition of δ into rational simplicial cones δ i , i ∈ I, without introducing new rays, and define J I,g,δ as
In [12, Lemme 5.1.1], one proves that the definition of J I,g,δ does not depend on the chosen partition. Finally, note that J I,g,δ is identically one for δ = {(0, . . . , 0)}. 
Note that codim δ = n − dim δ = dim τ δ . For g non-degenerated over C with respect to the compact faces of its local Newton polyhedron Γ g , we obtain a local analogue of this formula by summing only over the δ ∈ ∆ I,g that are not contained in any coordinate hyperplane, these are precisely the cones associated to compact faces of Γ I and Γ g . Remark 1.9. For g = a ω x ω a monomial (a special case that we will need in Section 3), the above formula simplifies drastically to 
n in this case. 5 The affine hull of a subset S ⊂ R n is defined as the intersection of all affine subsets of R n that contain S. has the form −σ(k)/m I (k) for some primitive generator k of a ray in ∆ I . In [14] , one explains that for every such ratio, there is a torus-invariant divisor E on the normalized blowing-up of A n along I, with numerical data (N, ν) with respect to (I, dx), such that σ(k)/m I (k) = ν/N . From the description of the roots of the Bernstein-Sato polynomial of a monomial ideal, provided in [8] , it then follows that every pole of Z top I is a root of b I , confirming the conjecture. 
Notice that
of f is defined to be the monic polynomial of minimal degree in C[s], for which there exists an operator P ∈ D[s], such that [6] , one generalizes this notion to an arbitrary ideal I = (f 1 , . . . , f r ) of C[x]. For j = 1, . . . , r, define the action t j on
by putting t j (s i ) = s i + 1, if i = j, and t j (s i ) = s i , otherwise, for i = 1, . . . , r. Put s = i s i and s i,j = s i t −1 i t j for i, j = 1, . . . , r, and denote by D[s i,j ] i,j the abelian ring generated by D and the s i,j . Then the Bernstein-Sato polynomial b I (s) of I is defined to be the monic polynomial of minimal degree in C[s], for which there exist operators P 1 , . . . , P r ∈ D[s i,j ] i,j , such that
In the case of a single polynomial, the existence and uniqueness of the Bernstein-Sato polynomial was proved by Bernstein [4] and Sato [22] . In the case of an ideal, this follows from the theory of the V -filtration of Kashiwara and Malgrange. Budur, Mustaţǎ and Saito [6] proved that the definition of b I does not depend on the choice of generators for the ideal I. We refer to [21] for an introduction to the theory of b-functions.
The paper [7] by Budur, Mustaţǎ and Saito provides a nice combinatorial description of the roots of the Bernstein-Sato polynomial in the case of a monomial ideal. We will use this description in terms of Newton polyhedra several times in this text.
1.4.
Formulation of the problem. The following question is the subject of this paper. Although we will be dealing mostly with the dimension two case, we formulate the question for arbitrary dimension. As an example, we show that for principal monomial ideals I, one obtains a positive answer to the question above. Let ω = (ω 1 , . . . , ω n ) ∈ N n and I = (x ω ) be the principal ideal of C[x 1 , . . . , x n ] generated by the monomial
It is well-known that the Bernstein-Sato polynomial b I of x ω is given by
From the formula obtained in Remark 1.9, it follows that the topological zeta function Z top I,gdx , associated to I = (x ω ) and a monomial g = x γ , is explicitly given by
, and its poles are −(γ i + 1)/ω i , i = 1, . . . , n. Now we solve the question easily, considering -for example -the following collection of monomials:
In the general case, we will give a negative answer to Question 1.13. More precisely, we will show the following facts.
(i) In general, it is not possible to attain every root of b I as a pole of Z top I,gdx for some g ∈ G. This means that the inclusion "⊃" of Equality (2) does not hold in general. We present a counterexample in dimension two, where I is generated by three monomials. (ii) In dimension two, when we restrict to ideals I that can be generated by one or two monomials, every root of b I can be attained as a pole of Z top I,gdx for some g ∈ G. This is even possible when we only consider monomials g. (iii) Attaining all the roots of b I in (ii), can generally not be done without creating "unwanted" poles. I.e. there exist ideals I, generated by two monomials in two variables, and roots s of b I , such that every polynomial g ∈ C[x 1 , x 2 ] that makes s a pole of Z top I,gdx , gives rise to "bad" poles, i.e. poles of Z top I,gdx that are not roots of b I . Thus, for ideals in dimension two, generated by two monomials, Inclusion "⊃" of (2) holds, but then "⊂" fails in general. 1) (a) Numerical data for g = 1, and, more generally, for g(0) = 0. In Sections 2 and 4, we provide counterexamples illustrating (i) and (iii), respectively. The positive result (ii) will be discussed in Section 3.
2.
Generally, not all roots of b I can be poles of Z
To prove the assertion in the title, we consider the ideal I = (xy
, which is also mentioned in the paper of Budur, Mustaţǎ and Saito [7, Example 4.3] . Using the authors' combinatorial description for monomial ideals, we find easily that the roots of the Bernstein-Sato polynomial b I of I, are given by − i 13 , i = 5, . . . , 17 and − j 5 , j = 2, . . . , 6.
We will focus on the root −6/13 and prove that there exists no g ∈ C[x, y], such that −6/13 is a pole of Z top I,gdx . To know the poles of Z top I,gdx for a general g, we need an embedded resolution of (I, gdx) in some open neighborhood of the origin in A 2 (C). We obtain such a local resolution by first principalizing I (the origin is the only point of A 2 (C) where I is not yet locally principal), and next resolving singularities and non-normal crossings of the strict transform of g −1 (0) in the exceptional locus of the principalization. Figure 1(a) shows the intersection diagram of the minimal principalization of I = (xy)(y 4 , x 2 y, x 3 ), which is a composition
The numerical data shown are in the case g = 1. Divisors E and E ′ denote the strict transforms of {y = 0} and {x = 0}, respectively, in all Y i , and E i denotes the exceptional divisor in Y i of the ith blowing-up h i , as well as its strict transforms in Y j , j > i, for i = 1, 2, 3.
Let us denote the numerical data of E, E ′ , E i by (N, ν), (N ′ , ν ′ ), (N i , ν i ), respectively. While the ν, ν ′ , ν i depend on g, the N, N ′ , N i only depend on I, and are, independently of g, as shown in Figure 1(a) . If the locus of g does not contain the origin, then the minimal principalization of I is already a local embedded resolution of (I, gdx) and all numerical data are as shown in Figure 1(a) . The number −6/13 is not a candidate-pole, and so, we're done.
Suppose from now on that g(0) = 0 and write g = x n y mg , withg a polynomial not divisible by x or y. Then ν = 1 + m 1, ν ′ = 1 + n 1 and ν 1 = ν + ν ′ + mult P0 (g) 3, with P 0 = (0, 0) ∈ A 2 (C), the center of the first blowing-up. It follows that ν 2 = ν ′ + ν 1 + mult P1 (g) 4 and ν 3 = ν 1 + ν 2 + mult P2 (g) 7, where P 1 is the intersection point of E ′ and E 1 in Y 1 , P 2 is the intersection point of E 1 and E 2 in Y 2 , andg denotes -by abuse of notation -also the strict transforms ofg in O Y1 (Y 1 ) and O Y2 (Y 2 ). The minimal principalization diagram with minimal ν, ν ′ , ν i , is shown in Figure 1(b) .
Notice that all candidate-poles, arising from the minimal principalization, are strictly smaller than −6/13. However, we may not yet have a local embedded resolution of (I, gdx). Generally, we still need to perform a series of blowing-ups with centers in the exceptional locus. Two types of blowing-ups must be considered. If we blow up in a point P on an exceptional divisor E i (N i , ν i ) , that is not contained in any other relevant divisor (exceptional, E or E ′ ), then the resulting exceptional divisor E j will have numerical data (N i , ν i + 1 + mult P (g)), and the new candidatepole will be strictly smaller than the one belonging to E i . If we blow up in the intersection point P of an exceptional divisor E i (N i , ν i ) and another relevant divisor E * (N * , ν * ), then the resulting exceptional divisor E j will have numerical data (N i + N * , ν i + ν * + mult P (g)), and the new candidate-pole will be strictly 6 smaller than the maximum of the candidate-poles belonging to E i and E * .
Those facts imply that the maximum of our set of candidate-poles will not increase by performing the blowing-ups that are still needed to obtain a local embedded resolution of (I, gdx), and so, none of the candidate-poles will equal −6/13. Remark 2.1. Using Singular's gaussman.lib library [10, 23] , we verified that −6/13 is also a root of the Bernstein-Sato polynomial b f of f = xy 5 +x 3 y 2 +x 4 y ∈ I. The series of blowing-ups that principalized I, also gives an embedded resolution of f −1 (0) ⊂ A n (C), having a single singularity in the origin. (We call f −1 (0) a generic curve of I.) Therefore, the same argumentation yields a counterexample for the analogue of Question 1.13 in the case of one polynomial as well.
Remark 2.2. It may be an interesting question for further study to ask, given a monomial (or arbitrary) ideal I, which roots of b I can be obtained as a pole of Z top I,gdx for some g, and which cannot, and what is the 'nature' of the latter? 3. A partially positive result for ideals in dimension two generated by two monomials For ideals I generated by two monomials in two variables, we show that every root of b I can be obtained as a pole of Z top I,gdx for some polynomial g. This proves one inclusion of (2) from Question 1.13 in the present case. In dimension two, this result is in some sense optimal: on the one hand it follows from Section 2 that the result cannot be generalized to more than two generators; on the other hand we will see in Section 4 that we cannot expect the other inclusion of (2) to hold in general (in the present case).
Let
be an ideal, generated by two monomials. In view of the affirmative answer to Question 1.13 in the principal ideal case, we may suppose that I cannot be generated by only one monomial, i.e. we may assume a < c and b > d. Figure 2(a-b) shows the Newton polyhedron of I and the associated partition of R n 0 . Following the combinatorial description of Budur, Mustaţǎ and 6 Although this is not necessary for the current argumentation, we may assume this inequality to be strict, because, if mult P (g) were zero, there would be no reason for this blowing-up. 
Saito [7] , we find the roots of b I :
roots associated to face τ 1 (if a = 0):
roots associated to face τ 3 :
is the unique linear function on R 2 with rational coefficients that is identically one on τ 3 , and S τ3 is the set of solutions (x, y) ∈ R 2 to the following system of inequalities (cfr. Figure 2 (c)):
We want to show that every root of b I can be obtained as a pole of Z top I,gdx for some monomial g = x n y m ∈ C[x, y]. We calculate Z top I,gdx (s) explicitly for g = x n y m , using the formula obtained in Remark 1.9:
.
The candidate-poles of Z top I,gdx are
bc − ad and
Suppose a = 0. If s 1 = s 2 , then the limit
otherwise is a positive rational number, and consequently, s 1 is a pole of order two. Otherwise, the residue has a single pole −1, while the roots of b I are −i/5, i = 5, . . . , 9, again following [7] . The roots −1, −6/5 and −9/5 can be obtained as poles of Z top I,gdx , without unwanted poles being created. For −1, this is clear, for the other two, we can take g = x + y 4 . This is not possible for root s 0 = −7/5, as we will show. 
Consider a general polynomial g = (i,j) c i,j x i y j ∈ C[x, y] and the minimal principalization of I, whose intersection diagram and numerical data (with respect to dx and gdx) can be found in Figure 3 . We will concentrate first on those g for which ν 4 = 7 and thus Z top I,gdx has a candidate-pole −7/5, and prove that those g cause Z top I,gdx to have poles that are non-roots. In a second step, we will prove that Z top I,gdx can never have −7/5 as a pole, if ν 4 = 7, and then we're done.
Step I: ν 4 = 7. Since ν 4 = 5 + min{i + 4j | (i, j) ∈ supp g} and we may assume that g has a term in y n for some n (otherwise Z top I,gdx would have a pole −2), we are looking at g of the form
with n ∈ N \ {0}; a, b ∈ C \ {0} and S n a finite subset of Now the goal is to calculate a local embedded resolution of (I, gdx) (with g of the above form), starting from the minimal principalization of I, in order to determine the poles of Z top I,gdx . To do so, it turns out we need to distinguish between two main cases, depending on the shape of g's Newton polyhedron:
Case 1: c 1,j = 0 for all j < n/2; Case 2: the complementary case, where
In the first case, we will show that −(3n + 2)/(n + 2) is a pole of Z Case 1. Starting from the minimal principalization of I, we perform the necessary extra blowing-ups to obtain a (local) embedded resolution of (I, gdx). We further distinguish three subcases: Case 1.1: n = 1; Case 1.2: n = 2k + 1 odd, k 1; Case 1.3: n = 2k even, k 1. In Case 1.1 the minimal principalization is already an embedded resolution. The corresponding intersection diagram and numerical data are shown in Figure 4 . In Case 1.2 we need to blow up k+1 more times to obtain an embedded resolution. For Case 1.3 there are two possibilities: dependently, k − 1 or k + 1 extra blowing-ups are needed. Intersection diagrams and numerical data can be found in Figures 5-7 .
Calculating the residues of candidate-poles we conclude these are the poles of Z top I,gdx we were looking for. Case 2. After two consecutive series of (extra) blowing-ups (of lengths m and n − 2m−1), we find an embedded resolution of (I, gdx) (see Figure 8 for the intersection diagram and numerical data). The strict transform of {g = 0} intersects two exceptional divisors, E the ones we announced above.
Step II: ν 4 = 7. Let g be a polynomial such that ν 4 = 7. We prove that Z has only one pole, namely −1. If ν 4 = 6, we know g does not have a constant term and does have a term in x. Consequently, ν 0 ∈ {1, 2}, ν 1 = 3, ν 2 = 4 and ν 3 = 5, and all candidatepoles, arising from the minimal principalization of I, differ from −7/5. Moreover, the strict transform of {g = 0}, under this principalization, does not intersect exceptional divisors E 2 , E 3 and E 4 , and does not intersect E It follows that all candidate-poles, created in going -in a minimal way -from the minimal principalization to a local embedded resolution of (I, gdx), come from an exceptional divisor lying above E 0 ∩ E 1 .
Recall from Section 2 that (i) if we blow up in a point P on an exceptional divisor E i (N i , ν i ), that is not contained in any other relevant divisor (exceptional or E 0 ), then the resulting exceptional divisor E j will have numerical data (N i , ν i + 1 + mult P (g)), and the new candidate-pole will be strictly smaller than the one belonging to E i , and (ii) if we blow up in the intersection point P of an exceptional divisor E i (N i , ν i ) and another relevant divisor E * (N * , ν * ), then the resulting exceptional divisor E j will have numerical data (N i + N * , ν i + ν * + mult P (g)), and the new candidate-pole will be strictly 7 smaller than the maximum of the candidate-poles belonging to E i and E * . If ν 4 8, it follows that ν 0 1, ν 1 3, ν 2 5 and ν 3 7, and all candidatepoles, except for −ν 0 /N 0 , arising from the minimal principalization of I, are strictly smaller than −7/5. Consequently, exceptional divisors lying above E • 1 ∪E 2 ∪E 3 ∪E 4 , also give candidate-poles strictly smaller than −7/5. So, also in this case, we only have to be concerned with exceptional divisors lying above E 0 ∩ E 1 .
Suppose ν 4 ∈ {5, 7}. We have to check if a candidate-pole, coming from an exceptional divisor lying above E 0 ∩ E 1 , can equal −7/5. We know −ν 0 /N 0 −1 and −ν 1 /N 1 −3/2 < −7/5. Blowing-up in E 0 ∩ E 1 results in a new candidatepole 8 −5/3 < −7/5. This makes that, from now on, we only have to consider exceptional divisors lying above the intersection of E 0 and this last created exceptional divisor. Blowing up in this intersection point gives a new candidate-pole, being maximally −7/4 < −7/5. Proceeding in this way, we obtain a sequence of candidate-poles, the nth being smaller than or equal to −(3 + 2n)/(2 + n), which is strictly smaller than −7/5 for all n. We conclude −7/5 can never be a pole of Z top I,gdx .
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