Public awareness of and concerns about companies' social and environmental impacts have seen a marked increase over recent decades. In parallel, the quantity of relevant information has increased, as states pass laws requiring certain forms of reporting, researchers investigate companies' performance, and companies themselves seek to gain a competitive advantage by being seen to operate fairly and transparently. However, this information is typically dispersed and non-standardized, making it complicated to collect and analyze. To address this challenge, the WikiRate platform aims to collect this information and store it in a standardized format within a centralized public repository, making it much more amenable to analysis. In the context of WikiRate, this article introduces easIE, an easy-to-use information extraction (IE) framework that leverages general Web IE principles for building datasets with environmental, social, and governance information from the Web. To demonstrate the flexibility and value of easIE, we built a large-scale corporate social responsibility database comprising 654,491 metrics related to 49,009 companies spending less than 16 hours for data engineering, collection, and indexing. Finally, a data collection exercise involving 12 subjects was performed to showcase the ease of use of the developed framework.
easIE: Easy-to-Use Information Extraction for Constructing CSR Databases From the Web 45:3
There are three ways in which WikiRate is producing this comprehensive resource: (1) organizations or individuals who produce company-relevant data can create metrics to represent their data and import it in bulk; (2) any user can add a new metric value for a company, and this method is being used to extract information from semistructured sources such as CSR report documents; and (3) there are many existing publicly accessible and semistructured sources of company-relevant data scattered across the Web sites of different organizations. Without any technical support, the collection and integration of these data into the WikiRate platform would be a challenging and time-consuming task, as it requires one to build custom information extraction (IE) logic (also known as a wrapper) for each Web source. Web pages are semistructured documents, and different Web pages follow different structures. This article addresses the problem of extracting data from the Web into a structured format without the need to implement from scratch a separate wrapper for each source.
To this end, an easy-to-use open-source framework is proposed, named easIE, for extracting data from external sources related to companies. The framework supports easy generation of Web wrappers to perform IE from user-designated Web sources. As a result, users with little or no programming skills can contribute to the process of data gathering more actively by extracting data from both static and dynamic HTML pages simply by defining a configuration file. This is an important development for WikiRate, because the capacity to bring data to the platform at scale affords one some influence over what the resource has to say about ESG performance. By enabling additional users, without necessarily having technical expertise, to extract data from public sources and import this to WikiRate at scale, easIE helps to democratise this process, allowing the depiction of ESG performance that emerges from the data on the platform to be a better reflection of how the community wishes to assess this performance.
In a more direct and practical sense, the requirement to represent the source of every data point on WikiRate means that when data is extracted using easIE, the record must be augmented with details of where it came from so that this can be cited as the source on WikiRate and a user can follow this link to see where the data came from. Having companies as the subject raises an additional issue in that the precise name of the same company may vary between sources, and many legal entities may bear similar names. This introduces a step whereby as the data is imported to WikiRate, each entity represented must be matched to the appropriate WikiRate company and these matches verified. Otherwise, the process could distort the representation of what the source says about company performance by associating the data with an incorrect company.
Using this framework, we have extracted financial and CSR data from several external sources about several companies and integrated this within the WikiRate database. The proposed framework can be used to create large CSR databases, but it is possible to be adapted for extraction of data from Web sources related to different disciplines. The easIE data model is developed around the notion of companies. The remaining entities of the model are tied on companies. Adapting easIE to different domains should be straightforward, as the approach behind metrics extraction from Web sources remains the same and the only change pertains to the central entity of the model. For instance, if one is interested in environmental data about cities, the main model entity would be the city. The contributions of our work are not referred with regard to the easIE data model but to the overall work. To this end, we suggest to present the contributions as follows:
Overall, the contributions of this work can be summarized in the following points:
-easIE, an easy-to-use open-source 2 framework that extracts data about companies from heterogeneous Web sources in a semi-automatic manner.
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-a large database of over 650,000 metric values about more than 49,000 companies, generated with only minimal configuration effort for easIE in very short time. -a unified data model for representing company and CSR information and a Web API that makes the collected data available to third parties.
To the best of our knowledge, easIE is the first framework that addresses the problem of extracting CSR data from Web pages in a well-structured format. Users with limited programming skills can easily create large CSR databases, as demonstrated in Sections 4.1 and 4.2. Finally, in Section 4.3, we conduct a few data exploration exercises by visualizing parts of the collected data to demonstrate the potential of the framework for assisting CSR research.
RELATED WORK
This article touches upon two areas that typically have been studied separately in the past: CSR reporting and data extraction from the Web.
CSR Reporting
Adam and Shavit [1] proposed a theoretical model that evaluates the conditions under which corporations increase their CSR efforts to be included in a CSR ranking. Belkaoui and Karpik [3] researched which factors affect corporate decisions to communicate CSR information to stakeholders, and they developed a model that assesses the correlation between social information disclosure and corporate social and financial performance. Wanderley et al. [32] assessed whether CSR communication on the Web is influenced by the country or industry of corporations. Their analysis concluded that corporate communication on the Web is indeed influenced by country and less by the industry sector. Finally, Scalet and Kelly [26] investigated the impact of CSR rankings on corporate behavior. They discovered that corporations usually do not try to improve their rankings as reported by several CSR rating agencies, but they are mostly focusing on demonstrating their CSR plans and actions. The WikiRate approach posits that the effectiveness of ratings as a means of incentivizing companies to improve their performance can be significantly increased by producing these ratings in a more transparent and open manner. A popular method for quantifying CSR performance is content analysis of corporate communication reports. For instance, Widiarto Sutantoputra [34] performed content analysis on reports that were written using the global reporting initiatives (GRI) framework and used standardized measures to allow comparison of CSR performance between different companies. Tate et al. [30] performed content analysis on CSR reports to discover the factors that CSR-aware companies address to improve their ESG performance relatively to their internal functionality and supply chain management.
There are some existing services that ingest company-related ESG information from many sources and use this to produce ratings of company behavior following certain themes (e.g., CSRhub.com, ethicalconsumer.org). WikiRate differs from these services in two ways. First, WikiRate is a public platform and all information is available at no cost, whereas most similar services are subscription based. Second, other services do not show the precise workings of how data of different types is turned into a rating. In contrast, ratings on WikiRate are entirely transparent, as any reader can understand how a particular rating works, see the raw data the rating for on which any company is based, and links to the sources that this raw data comes from.
To return to the example of Sutantoputra's framework for ratings based on GRI indicators [34] , WikiRate's approach is to define metrics that capture this indicator-level data and populate these metrics with data so that one can see the data a company reported for every indicator. WikiRate's rating system can be used to reproduce Sutantoputra's scoring methodology, and once in place, that rating will be dynamically calculated and displayed for every company where the relevant data is available, allowing for easy comparisons between companies' performance through this framework. A reader who opens this rating will see how the rating is calculated, what the company reported for each indicator, and how that affected their score. This rating could then be incorporated into a higher-level rating alongside other methods of rating companies' ESG performance, each weighted according to the level of importance afforded by that metric's designer.
Web Data Extraction
The problem of extracting data from the Web is also known as Web data extraction (WDE) [10] . WDE techniques allow collecting large amounts of data from the Web and are used in a wide range of research fields. To extract data from a particular Web source, a Web wrapper needs to be created (i.e. a procedure that seeks a set of data of interest and automatically extracts it from the page into a structured format) [10] . The Web wrapper life cycle consists of three stages: (1) wrapper generation, in which the wrapper is fully defined for a source of interest; (2) wrapper execution, in which the wrapper is executed on a set of target pages and the underlying data are extracted and stored; (3) wrapper maintenance, where the wrapper is updated due to changes in the HTML structure of the Web source.
Building hand-coded Web wrappers requires effort and is time consuming. A plethora of research studies have been conducted in the field of WDE and specifically in the automation of wrapper generation. Wrapper induction is the task of generating wrappers automatically by learning extraction rules from a set of manually labeled HTML documents. Kushmerick [16] was the first to introduce a wrapper induction algorithm for automatic data extraction. His algorithm requires a number of labeled instances based on which a wrapper is constructed, and to ensure the quality of the produced wrapper, probably approximately correct (PAC) analysis is used. After Kushmerick, numerous researchers studied the problem of supervised wrapper induction [2, 8, 14, 22, 35] .
One of the main downsides of supervised wrapper induction is the amount of human effort required in the process of labeling. Several studies tried to eliminate human effort by proposing unsupervised methods. Crescenzi et al. [7] proposed RoadRunner, a system for automatic wrapper generation that seeks patterns that are repeated between different but similar-structured pages to extract the data of interest. Wang and Lochovsky [33] tried to uncover part of the Hidden Web by proposing DeLa, a system that sends queries through HTML forms to obtain parts of back-end databases and extract important part of data into well-structured tables. DeLa generates wrappers automatically based on HTML-tag structures and by discovering continuous repeated patterns. Liu et al. [18] also tried to uncover part of the Hidden Web by utilizing the visual features of the hidden Web pages. Gentile et al. [12] proposed an unsupervised data extraction methodology that generates dictionaries from Linked Data repositories based on the type of information to extract. Then, these dictionaries are used to annotate given Web pages and discover repeated patterns. Wong and Lam [35] proposed a framework based on Bayesian learning and expectation-maximization for addressing the problem of wrapper adaptation, which leverages previously learned wrappers to extract data from unseen Web sources.
The implementation of WDE tools comes with several challenges. For instance, there are numerous cases that the aforementioned methodologies fail or are unable to extract important pieces of information and therefore require ad hoc post-processing logic, which makes their use complicated for users with few programming skills. Our goal is to create a generally applicable WDE tool, but the design process of such a tool needs to take into consideration our application domain (collecting data about companies' ESG performance). In particular, an important challenge that we needed to address has been the maximum possible reduction of user effort by providing a high degree of automation. The objective of this tool has been to enable users with few programming 45:6 V. Gkatziaki et al. skills, to contribute more actively to the process of data collection. The design of easIE was inspired by Ducky [15] , a system where data extraction is implemented by means of a set of rules that are serialized in a configuration file. Compared to Ducky, easIE also supports the IE from dynamic HTML pages.
FRAMEWORK DESCRIPTION
The easIE framework 3 enables users with limited programming skills to contribute more actively to the process of data collection by only defining a configuration file for each Web source of interest. The framework then generates and executes a wrapper for each source and achieves high accuracy and adaptivity to any Web page structure.
Data Model
We model CSR data around three main entities: companies, metrics, and articles:
• Companies represent corporations and are associated with a name, a set of aliases, country, and Web site.
• Metrics are pieces of information (quantitative or qualitative) related to companies; metrics are primarily defined by their name and value, the year to which they refer, and information related to the source that was used to derive them.
• Articles refer to online resources (posts) that refer to CSR activities and issues in relation to a company or a set of companies.
Architecture
To tackle the diversity of Web sources where CSR information resides, easIE employs a semiautomatic WDE approach that generates a custom wrapper for a particular Web source based on a set of handcrafted data extraction rules. Users only need to define these rules and store them in a configuration file for easIE to generate and execute a custom wrapper to collect the target data from the selected Web source. Defining these rules is a simple process and makes the collection of CSR data possible from both static and dynamic HTML pages. Figure 1 provides an illustration of the easIE architecture. A configuration file is provided as input by the user, and the Configuration File Validator checks for inconsistencies. In case such inconsistencies are detected, appropriate messages are generated to guide users to necessary corrections. Once the validation is successful, the Configuration Parser translates the configuration file and provides input (settings and extraction rules) to the Web Wrapper Generator, which creates a custom wrapper for the target Web source. If a navigation step is defined in the configuration file (Table 1) , then the Web Wrapper Generator produces a new wrapper for the new source. This wrapper (or wrappers in case navigation is required) is then applied on the page by the Wrapper Executor. As a final step, the Data Handler performs data integration by matching records referring to the same company and updating the CSR database. The Data Handler is also responsible for handling the different units of measure in case of numeric values. Note that easIE supports the extraction of text in UTF-8 encoding, and thus it supports multiple languages in all types of metric.
Two types of wrapper are generated depending on whether the HTML content is static or dynamic. Each of them executes the following processing flow: page fetching, data extraction, data postprocessing, and start-over-that is, identifying the next page to fetch from within the currently processed Web page. In case of static pages, the executor applies the wrapper on a sequence of Web pages that is defined either through a pagination operation (Pagination Iterator) or through easIE: Easy-to-Use Information Extraction for Constructing CSR Databases From the Web 45:7 In case of dynamic pages, the executor launches a browser emulator and executes a set of user events (as specified in the configuration file), namely click and scroll events, to fetch and extract the target data.
Wrapper maintenance is an important stage in the Web wrapper's life cycle. When changes occur in the HTML structure of a Web page, this may require that users redefine the extraction rules in the configuration file. To this end, proper messages are displayed and prompt users to check the validity of the extraction rules or for possible changes in the Web page in cases where it is not possible to detect the defined elements or to extract content from them.
The framework was developed in Java. JSoup 4 and Selenium 5 were used to automatically build the wrappers capable of extracting data from both static and dynamic HTML pages, respectively. More specifically, JSoup is a Java HTML parser and offers an API for manipulating data using document object model (DOM) 6 and CSS queries. Selenium is a Java library for browser automation, and we used it to automate the construction of wrappers for dynamic HTML pages and automate click and scroll down events. Additionally, the underlying database for storing the collected data is mongoDB, 7 a schema-free document-oriented database using BSON (binary JSON) as the serialization format. This offers the required flexibility allowing us to easily extend the framework in the future and add or remove more fields or nested fields where needed. Finally, we make the collected data available through a RESTful API that was developed based on the Java Servlets framework [6] .
Configuration File
To extract and collect data from a Web source, a configuration file needs to be prepared by the user. This is defined in JSON format and consists of a set of elements (listed in Table 1 ) that specify (1) the type of data that is to be extracted and (2) details about the steps of the wrapper processing workflow (fetching, data extraction, post-processing, start-over).
The entry point for a wrapper is the url field that determines the seed Web page that the wrapper will first fetch to start the data collection process for the source under source_name (i.e., a label referring to the particular source). Note that users need to define the base and relative URL of the seed page on the url field of the configuration file for all relative URLs of the page to be easily converted to absolute ones based on the base_url. Then, the configuration file should specify the (1) attributes that can be extracted for each company (Web site, country, sector, etc.) through the company_info elements and (b) the metrics that will be extracted and associated with each company (these will be further described in the following).
Another essential configuration element is a Boolean flag (dynamic_page) indicating whether the target page should be handled by the wrapper as static or dynamic. In case of static pages, the target data are available upon page load; instead, for dynamic pages, the configuration file should also specify the set of user events (click or scroll) that are required to load the necessary HTML snippets in the browser emulator. Algorithm 1 describes the wrapper processing workflow for static Web pages, and Algorithm 2 describes the corresponding one for dynamic Web pages.
The actual data extraction process is initiated by pointing the wrapper to the DOM subtree specified by the list_selector field. This is a CSS selector that points the wrapper to the set of HTML elements that contain the target information about company attributes and metrics. The wrapper iteratively visits all elements of the selected subtree and applies the data extraction rules specified by metrics and company_info ( the third column to a metric with the name "Newsweek Global Rank 2014" the respective CSS selector would be {'label':'Newsweek Global Rank 2014', 'selector':'td:nth-child(3)', 'type':'text'}. In addition to text, the type field can also take one of the following values:
• boolean: Transforming the corresponding value of the selected element to Boolean In several cases, it is necessary to extract parts of the selected text element. To address this requirement, easIE supports processing the selected pieces of text by a simple declarative 45:10 V. Gkatziaki et al. Specifies when to invoke the data extraction, one after each event (AFTER_EACH_EVENT) or once at the end (AFTER_ALL_EVENTS) specification (replace) comprising a set of regex patterns accompanied by a set of string values (with) to replace the detected patterns. For instance, the specification 'replace': {'regex':[':.*'],'with':['']} removes the part of a string after and including the colon. Note that the find and replace operations are performed sequentially starting from left to right, and the number of the defined regular expressions should match the number of the defined replaces (in the 'with' field). In numerous cases, a source of interest contains multiple pages with data. In such cases, instead of defining different configuration files and only changing the url field, the user needs to define an array of URLs (group_of_urls) to be collected by the same wrapper. Navigation within the page is enabled if the crawl field is defined. The user needs to declare a nested configuration file that takes as input the URL(s) obtained by the field named crawl_to. Another multi-page data collection scenario pertains to paginated data (i.e., entries spanning multiple pages with paging controls available to browse from one to the next). To enable paginated access to such data, one needs to specify the next_page_selector field by a CSS selector pointing to the element where the "next" button is located in the page.
A final option of page processing concerns the fetching and processing of HTML elements from dynamic Web pages. In such cases, the fetching and processing workflow is specified by the events field (Table 3 ). There are two types of event that can be executed by the browser emulator:
• CLICK: In this case, users have to also define the selector of the element to which the event will apply, as well as the number of times that the event will be executed (times_to_repeat).
• SCROLL_DOWN: In this case, the wrapper will execute the event until no more data can be further loaded from the page. Users may also specify the times to repeat the scroll down event, as there are pages that are based on an "infinite scroll" design.
If the times_to_repeat field is specified, then one also needs to specify the extraction_type field declaring whether data extraction should be performed after the execution of each event (AFTER_EACH_EVENT) or after the execution of all events (AFTER_ALL_EVENTS). Finally, users can add annotations to the configuration file in the metadata field based on the Dublin Core schema. 8 More specifically, they can provide a small description about the configuration file, the date, creator, contributor, and so on. Additional details about the framework, several tools to facilitate the understanding of easIE, and several examples of configuration files can be found online in the Web page of the framework. 9 
EVALUATION
The two primary performance aspects of easIE that we evaluate include (1) flexibility in terms of different Web sources that can be handled and (2) ease of use, quantified with respect to the required effort by non-experts to ingest new sources. To this end, the framework was tested on the real-world task of collecting CSR metrics to contribute as input to the WikiRate platform. As a starting point, an extensive list of Web sources for CSR data was compiled by the WikiRate consortium and was made available to us. Potential sources were identified (1) from previous experience of researching companies' ESG performance, (2) through Google searches, and (3) by browsing the source lists of established aggregators of CSR information (e.g., CSRHub). Out of this list, several sources (Table 4) were selected as targets for data collection based on several criteria: sources needed to have company-level data that was immediately interesting to the audience of WikiRate users or lower-level data that could later be productively used in the rating system. Sources were prioritized based on the ease of extraction, the number of companies they covered, and the relevance of the information they contained.
We conducted two experiments: (1) collection effort, a controlled experiment on a set of 16 sources to measure the ease of use and speed of data collection, and (2) collection scale, a largerscale data collection exercise to assess the flexibility of easIE. In addition, we conducted a few data exploration exercises by visualizing parts of the collected data to showcase their potential for additional insights regarding the CSR performance of companies. Finally, a data-driven hypothesis testing task was performed on three samples of data extracted by easIE, and three hypotheses were studied.
Collection Effort
In the first experiment, we assessed the effort required for learning and using the proposed framework, as well as the time required for the data collection and indexing. To this end, we asked 12 researchers from our research lab (nine male and three female, between ages 25 and 37 years) to perform a data collection exercise involving 16 CSR sources using easIE. All 12 researchers are computer scientists and familiar with the concepts of HTML, CSS, and DOM. They have also had some limited previous experience with extracting information from Web pages, but only by means of custom scripts and code. None of them was involved in any way in the development of easIE, nor was any familiar with the WikiRate project.
The subjects were given a short (15-minute) introduction to the concept of easIE, they were presented with a few example configuration files, and they were familiarized with the concepts of CSS selectors, as well as with the possibility of quickly forming appropriate selector expressions with the use of the browsers' built-in inspection tools. Overall, this learning phase lasted approximately half an hour. Then, they were handed the list of 16 selected sources and were asked to prepare one configuration file for each of them while recording the required time for creating each file. In the end, they returned the prepared configuration files so that we could test their validity and correctness. It is noteworthy that four of the subjects managed to create all configuration files without any help, whereas the rest required some help with a couple of cases. Table 4 (upper part) presents the results of this experiment. For each of the 16 tested sources, the table presents the number of lines, extraction rules, and extracted metrics, along with the time (in seconds) required by the subjects on average to create the respective configuration files and its correctness measured as the percentage of correct extraction rules. For comparison reasons, we also report the time that an expert (the lead easIE developer) spent on the creation of the corresponding configuration files. Finally, we report the execution time for extracting and storing the desired data into the database. In total, the expert spent approximately 35 minutes to build the configuration files, whereas the nonexpert subjects spent on average a total of approximately 155 minutes for the same task and managed to compose correctly 92.6% of the extraction rules. Given the amount of collected information (52,688 metrics), this is certainly a reasonable amount of manual effort, which attests to the fact that easIE is a straightforward framework to use with an easy learning curve.
The most complex configuration file in terms of number of extraction rules and time required by an expert is the one associated with the Newsweek 2015 Global Green List. Furthermore, looking into the individual performance of the 12 subjects, we noted that there was limited intersubject variation. The majority of subjects required between 100 and 200 minutes to complete the task (one took only 50 minutes, whereas two took a bit more than 200 minutes); six (half) of the subjects achieved an accuracy (percentage of correct rules) of about 96% or higher, and the lowest accuracy among the subjects was 74%.
Collection Scale
In the second experiment, we assessed the scalability of the data collection mechanism by targeting additional sources, most of which were of higher complexity compared to the ones tested in the first experiment. Here, 17 new Web sources were targeted, eight of which required navigation within the Web page to obtain the data of interest. In particular, 6 Web sources had one or more dedicated company pages that included more information about the companies; Forbes, UN Global Compact, Climate Counts, Influence Map, BCorporations, and EU Transparency contained such dedicated Web pages. The aforementioned sources required one navigation step, except for UN Global Compact, which required two. As already mentioned, easIE allows users to navigate within Web pages and obtain additional information by declaring nested configuration files in the field crawl of the configuration file. Forbes was also included in the previous collection effort experiment, but in this case we also extracted the data that exists in the dedicated company pages.
Some additional sources were addressed that required important modifications in the framework. These sources were included in our study because of the rich CSR data they contained. More specifically, extracting data from Wikipedia, Ethical Guide, and the SEC required major adaptations in the data extraction logic. For Wikipedia, this was due to the fact that there is no uniform way of accessing lists of companies, and hence some custom crawling logic was built to extract a comprehensive list of Wikipedia URLs pointing to company articles. Then, for each article, structured information was extracted from the company infobox; however, the linking to the sources where the data came from (i.e., citations) was not consistent, and hence it required developing a custom technique to address this inconsistency. Extracting CSR data from the Ethical Guide Web page required extensive adaptations to the WDE logic mainly due to the fact that the HTML content was often not consistently structured. Last, obtaining financial and conflict minerals reports from the SEC required to search for the reports by company name.
The second experiment was performed by the lead developer of easIE. Combined, the data collection tasks conducted within the first and second experiments resulted in a database of 654,491 metrics related to 49,009 companies and required a total of less than 16 hours of data engineering (configuration file creation, tweaks in the WDE approach by the expert) and collection. It is noteworthy to point out that only extracting data from the SEC required more than 5 hours due to the rate limits of their Web site. The next slowest collection time is observed in case of Wikipedia, which took 3 hours. In total, 47% of the collected metric data points are numerical, 5% categorical, 39% textual, and 9% Boolean.
The main goal of WikiRate is to make the information accessible to everyone and use it to push for improved ESG performance by the companies. Thus, to integrate the extracted data to the WikiRate platform and expose them to third parties, we made all collected data available through a RESTful API 10 that consists of two endpoints: companies 11 and metrics. 12 It is noteworthy that this database constituted 92% of the total number of metrics that were available in the WikiRate platform (the rest were manually contributed by members of the community) according to measurements that were carried out at the end of October 2015.
Data Exploration
Exploratory data analysis and visualization are becoming increasingly important means of summarizing and gaining insights from data. The CSR metrics collected with the help of easIE are leveraged by the WikiRate platform and community to produce useful insights regarding the CSR performance of companies.
Data Visualizations.
A first type of valuable insights that can be gleaned from the large database of collected metrics relate to the positioning of a company's CSR practices with respect to the rest. This can be achieved by visualizing the distribution of a selected metric across the full set of companies in our collection and highlighting the value for the company of interest.
This provides a quick and easily digestible view on how the company performs in terms of the given metric relative to other companies. For instance, Figure 2 depicts the performance of Apple Inc. in terms of eight different metrics. In the case of the seven numeric metrics, larger values correspond to better performance. The last bar chart (Figure 2(h) ) depicts the participation of Apple Inc. in several non-governmental organizations related to sustainable activities; out of the four such organizations, Apple Inc. participates in the highlighted three, and the height of each bar corresponds to the number of companies that participate in the respective organization. Overall, Apple Inc. seems to have moderate to good CSR performance in most of the depicted metrics. Nevertheless, it could improve its performance in terms of the number of women on the board of directors and the number of persons involved in the EU transparency activities. Such insights can be very useful both for the company management and for investigators and analysts who are interested in rating the company's practices.
Moreover, several interesting visualizations and insights can be gleaned from the associations between companies and topics that can be exported from CSR articles (see the data model in Section 3.1). As a proof of concept, we conducted a collection of 8,541 articles from the Business and Human Rights Resource Centre 13 based on easIE. 14 Since in many cases multiple companies may be discussed in the same article, it is possible to generate a graph among companies that depicts this type of co-occurrence. To help explore such relations, we developed a simple Web application (snapshot depicted in Figure 3 ). By selecting a node (company), the connections between this and other companies are presented along with a list of articles from where these relationships were extracted. Given that such articles typically discuss the CSR practices of multiple companies as an ensemble, this graph could help discover similarities among companies in terms of CSR practices. In addition, one may leverage the power of social network analysis methods, such as centrality analysis [5] and community detection [23] , to obtain a more nuanced image of the interplay and relative position of companies with respect to CSR practices.
A second type of visualization that can be generated from CSR articles depicts the associations among companies, Web sources, topics, and geographical regions. An interactive Web application that visualizes such associations is available online. 15 For instance, Figure 4 depicts the focused graph around Google. It appears that Google is often discussed in the same articles with Hewlett Packard, Microsoft, General Electric, and Oracle, and the most popular tags of the articles that refer to Google include Environment, Health, Poverty, Labour, Security, Privacy, and Access to information. The most popular sources that publish articles about Google include Reuters, New York Times, Washington Post, Financial Times, Associated Press, BBC, and Huffington Post. Finally, geographical regions that are mentioned in articles about Google include USA, China, India, United Kingdom, Myanmar, Australia, and Vietnam. 
Data Analysis.
Except for the useful visualizations, the collected data could be leveraged to extract useful data analytics, inferences, and prediction models related to companies' CSR behavior. In the past 40 years, a plethora of studies have been conducted that examine the relationship between corporate social performance (CSP) and corporate social profitability (CFP) [4, 9, 20, 29] . In the early 1970s, Bragdon and Marlin [4] were among the first to study this relationship from [19] conducted a meta-analysis on 167 studies to define which aspects of CSR are more effective in CFP, and they discovered a small but positive effect of CSP on CFP but a more important effect of specific aspects of CSP on CFP.
Numerous studies have also investigated the relationship between social responsibility disclosure and company size [25, 31] . Bigger companies tend to disclose more information about their social responsibility than smaller ones. Stanwick and Stanwick [28] studied the relationship between CSP and organizational size, financial, and environmental performance. To demonstrate the usefulness of ESG data analysis for conducting such inferences, we performed data analysis on three datasets collected with easIE to investigate three hypotheses. Note that the size of the samples that we study is highly dependent on the available data in our database regarding the tested variables.
The first dataset that we analyzed comprised collected data about companies that have been active participants in the UN Global Compact initiative or were in the past. In particular, we studied a set of 10,868 companies, being interested in the following hypothesis.
Hypothesis 1. There is no difference in the achieved communication status of companies (Active, Non-communicating) between the different company types (small, small-medium, medium, etc.).
The cross tabulation (Table 5) shows that among the different types of companies, larger companies tend to have higher percentage of active communication with the UN Global Compact initiative than smaller ones. More specifically, large companies have the highest percentage of active communication status at 94.2%, followed by medium companies at 83.9%. Consequently, smaller companies tend to be less consistent in their communication process. Companies with no employees have the highest percentage of non-communicating status at 86.3%, followed by small companies at 37.7%. The chi-square tests led to χ 2 (4, n = 10,868) = 934.53, p < .001, and the result indicates that there is a strong association between company type and communication status. Therefore, the result does not support null hypothesis 1, and there is a significant difference in the achieved communication status of companies between the different company types.
Next, a sample of 1,094 companies located in the United States was studied. More particularly, we wanted to study the following hypothesis. The Spearman's correlation coefficient was used to check hypothesis 2 and discover the direction and strength of the relationship between the two variables (if such relationship exists). We preferred Spearman's Rho correlation coefficient since the distribution of the variables are not normal. Spearman's correlation coefficient is the non-parametric equivalent of the Pearson correlation, and as Field [11] stated, "Spearman's correlation coefficient is a non-parametric statistic and so can be used when the data have violated parametric assumptions such as non-normally distributed data." The Spearman's correlation coefficient indicated that there is a strong relationship between the percentage of women on the board of directors and the net income of the company (r s = 0.238, p < .001). This suggests that the higher the net income of the company, the higher the percentage of women on the board of directors. Consequently, we could claim that companies with higher net income tend to employ more women on the board of directors.
Finally, a sample of 115 companies that have been scored in the Newsweek Top Green Companies List in 2015 was studied. The headquarters of the selected companies are located in one of these four countries: Germany, France, China, or Japan. We chose only these four countries for demonstration purposes. The last hypothesis we wanted to investigate was the following.
Hypothesis 3. There is no difference between the means of the CSR performance of companies according to Newsweek in different countries.
To investigate the aforementioned hypothesis, we performed one-way analysis of variance (ANOVA), which is used to compare means of three or more groups by using the F distribution, which is a right-skewed probability distribution. The ANOVA results indicated a significant difference between the means of the CSR performance and the rejection of null hypothesis 3. As our data did not meet the homogeneity of variances assumption, we performed the Games-Howell post hoc test to reveal between which groups the differences in the mean of CSR performance are significant. The results of the post hoc test are presented in Table 6 . The mean of the CSR performance of companies located in China presents a significant negative mean difference from the means of the other three countries. However, France presents a positive significant mean difference of the CSR performance with China and Japan. The mean of the CSR performance of companies located in Germany displays a significant positive difference only with that of companies from China. Finally, Japan presents a significant positive difference with China and a negative one with France. The results showed that companies from China tend to environmentally perform worse compared to companies from all studied countries (France, Germany, and Japan) in 2015, whereas companies from France outperformed companies from Japan and China but performed similarly with companies from Germany. This is a preliminary work on data analysis of the collected data by easIE. The proposed framework enables users to collect a large amount of company-related data and increases the confidence in the analysis results due to the amount of the available information. The aggregated information from multiple sources allows us to investigate more complex hypotheses. Our follow-up work in this area is presented in Gkatziaki et al. [13] .
OPEN ISSUES AND FUTURE WORK
The development of easIE is a work in progress and leaves several issues open for future work. Our main goal is to extend easIE so that users, WikiRate community members, with no programming skills will be able to contribute more actively in the process of data collection. Consequently, we are planning to implement a graphical interface that will allow users with no programming skills to interactively build Web wrappers, thus further reducing the barriers of entry to the framework. Such extensions would enable crowd-sourcing data collection and adding value to collective awareness platforms for sustainability and social innovation. 16 It is noteworthy that easIE is already used within the WikiRate, 17 ChainReact, 18 and hackAIR 19 projects.
In the future, we are also going to extend easIE to provide domain-specific IE for supporting the automatic extraction of data from Web sources by leveraging Linked Open Data related to corporate financial data and CSR performance. Another area of interest concerns the task of company mapping, a data integration task where company-related data residing at different sources need to be matched. Our goal is to exploit state-of-the-art relation extraction methodologies to achieve high precision and recall on data integration.
Finally, we plan to extract more useful analytics and inferences similar to the ones presented in Section 4.3. Our goal is to create regression models by exploiting the collected data to predict companies' behavior regarding certain aspects of CSR performance.
CONCLUSIONS
This article addressed the problem of gathering corporate ESG performance data from diverse Web sources and integrating it into an open CSR database. To this end, easIE, an easy-to-use framework, was proposed that enables users to extract information of interest from selected Web sources by creating appropriate configuration files using simple sets of rules. To demonstrate the ease of use of the framework, a user study was carried out on 12 non-experts and showed that using easIE can be learned in very short time and that the majority of users could create almost 100% accurate configuration files for performing data extraction. In addition, to demonstrate the scale of data collection that is possible with the help of the framework, a selected set of Web sources were processed to collect approximately 650,000 metrics related to more than 49,000 companies, spending only a few hours of data engineering, collection, and indexing. A first set of statistics and visualizations was also presented on top of the collected data, and a first set of analysis results were presented on the collected data to showcase the potential of extracting useful inferences regarding corporate ESG performance. 16 https://ec.europa.eu/digital-single-market/en/collective-awareness. 17 http://wikirate.org/. 18 http://chainreact.org/. 19 http://hackair.eu/.
