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Resumo 
Neste trabalho desenvolvemos a Teoria de Morse 
para funções de baixa diferenciabilidade (de classe C1), com se-
gunda derivada nos pontos críticos isolados e, possivelmente de-
generados. 
Aplicamos os resultados obtidos ao problema de 
geodésicas fechadas de urna métrica de Finsler, os quais permi-
tem usar os argumentos originais do Teorema de Grornoll-Meyer 
para demonstrar a existência de infinitas geodésicas fechadas 
não constantes, geometricamente distintas, em variedades Finsle-
rianas compactas, cu.ia cohornologia (real) não seja urna álgebra 
gerada por um só elemento. 
Introdução .................................................................................................. . 
Capítulo l: Teorza dos Pontos Críticos e o Problema das Geodésicas 
Fechadas . . . ... . . . . . . .. . .. .. .. . . . . . . . . . .. . . ... . . . . . . . . . . .. . . . .. . . . . . . . . . . . . . . . . . .. . . . . . . . .. 4 
Capítulo li: Lema de Morse Generalizado para Pontos Críticos Isolados .. 35 
Capítulo !ll: A Variedade das Curvas Fechadas............. .......................... 63 
Capitulo IV: Teoria do Índice.................................................................... 96 
Bibliografia .. .. .. .. .. . . .. . . . .. . . . . . . . . . . . . . .. . . .. .. .. . . . . . . . . . .. . ... . .. . . .. . . . . . . . . . . .. . .. . .. . . . . . .. .. . .. . . 191 
Apêndice: hmções Fortemente Dzferenciáveis .......................................... 196 
~ 
INTRODUÇAO 
Um famotlo teorema de Gromol L-Mey~:r garante a 
existência de infinita~:> geoilé.s i c as fechadas, geometricamente 
distintas e não constantes, em Ullli:i variedade Riemanniana compacta 
cuja cohomologia (real) não seja uma álgebra em um gerador {isto éj 
a cohomologia não seja isomorfa à· cohomologia de uma esfera ou um 
espaço projetivo complexo, qu.aterniônico ou de Cayley}. A existéncia 
ou não, de in f in i tas geodésicas fechadas sObre uma variedade 
Riemanniana com a colwmologia gerada por um so elemento, é ainda um 
problema ent aberto. 
Em 1973 KHtock con~truiu e.xtmp!os de n~·tricas 
nétrica 
Ri~mannianu cun6nicu 1 que adwil..:m somunte duu.:.:; gcodé;sicu::< fttctw.da.s.. 
Posteriormente Ziller COIH>truiu cxo:mpio:,.; de 11étricas Finsleríanas 
nos espaços projetivos comp1exos 1 quaternl6nico e de Cayley com um 
número finito de geodésicas fechadas. 
t:: portanto uma questão bastante interessante entender 
se o teorema de Gromol 1-Mcye:r vale para métricas Finslerianas. De 
fato isto é o caso, e a primeira demonstração ê devida a Mathias. A 
demonstraç::iio de Mathias é baseada sôbre uma teoria de "aproximaçã'o 
de dimensão finita'' da teoria de Morse para o problema das 
geodésicas fechadas~ teoria inspirada no tratamento de Milnor do 
1 
problema das geodésicas ligando dois pontos. Esse tipo de argumento 1 
extremamente elegante ~ Hf'icuz nos casos ucima 1 u::>a de mun<::o-iru 
essencial a geometria da métrica e nos parece não ser adequado ao 
c~tudo de outros problemu~ variacionuls l-dimensionais mui~ gerais. 
A finalidade deste trabalho é estender alguns resultados da teoria 
dos pontos criticas que permitem usar os argumentos originais dç 
Gromoll-Meyer para demonstrar a existência de infinitas geodésicas 
fechadas em variedades Finslerianas compactas cuja cohomología não é 
gerada por um s6 elemento. uma das dificuldades principais é devida 
ao fato que a energia Finsleriana não é um funcional 
(na variedade das curvas fechadas de classe H1 ). 
de classe Cz 
Isto é uma peculiaridade das !Tétricas Finslerianas 
pois a energia é C2 se, e somente se~ a métrica for Riemanniana. 
Porém, a energia Flnsleriana é duas vezes diferen-
ciávet nos pontos críticos e para este tipo de funç.ão demonstraremos 
um "Lema de Morse'' em um contexto bastante geral, que além de 
permitir adaptar os argumentos de Gromoll-Meyer ao nosso caso, terà 
provavelmente utilidade no tratamento de problemas variacionais mais 
gerais. O trabalho é organizado da seguinte forma: 
-No 1'2 Capitulo recofdaremos os fatos básicos da 
teoria dos pontos cri ticos~ tendo em vista o problema das geodésicas 
periódicas dando uma idéia da demonstração do Teorema de 
Gromoll-Meyer e pondo em evidência os resultados a serem demonstra-
dos para utilizá-los no caso FinsJeriano. 
2 
-
No 2~ Capítulo demonstraremos o Lema de Morse 
generalizado para funções não necessariamente C2 • 
o 
--No 3- Capitulo provaremos alguns resultados sobre 
diferenciabilidade da energia Finsleriana, most~ando que verifica as 
hipóteses do Lema de Morse demonstrado no Cupitulo anterior. 
-
o No 4- Capitulo demonstraremos um teorema do indíct! 
para geodésicas fechadas em variedades de Finsler que permite 
concluirj juntamente com os resultados anteriores, a existência de 
infinitas geodésicas fechadas nâo triviais em variedades de Finsler 
compactas, cuja cohomologia não é gerada por um único elemento. 
Faust-o Mat·çal de Souza 
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CAPITULO l; 
Teoria dos pontos críticos 
e o problema das geodésicas fechadas 
Por teoria dos pontos criticas entende-se um conjunto 
de resu 1 tados que relacionam a topologia de uma variedade 
diferenciável M com a "estrutura" do conjunto do~ pontos criticas de 
uma função diferenciável f : M ---4 IR. 
A idéia geral atras destes resultados é estudar como 
varia a topologia do espaço AI = {x E M : f(x) ~ a} ao variar a E R. 
Obviamente o tipo de informação depende das várias 
hipóteses feitas sôbre f e/ou M. Antes de discutir os principais 
resultados vamos fixar algumas hipóteses sôbre f e M que assumiremos 
cons t an temente ao longo deste trabalho. Essas são hipóteses 
essencialmente comuns a todos os resultados deste tipo. 
H - M será sempre variedade Riemanniana completa modelada sôbre um 
1 
espaço de Hilbert e de Classe c!, k ~ 2. 
H- A função f será sempre de classe pelo menos C1 , limitada 
2 
infer io:rmente. 
Assumiremos, .Por simplicidade, que o gradiente de f, 
Vfj ·seja localmente Lipschítziano. 
H
3
- A função f verifica a seguinte condição de "Compacidade 11 : 
(C} Seja S c M tal que f é 1 imí tada s6bre S e 
inf{!(Vf)(xll : x E S} =O. Então existe x E S tal que (Vf)(X) =O. 
4 
Observação: A condição de Compacidade (C) compensa, no caso de 
variedade de dimensão infinita, a falta de compacidade. 
Voltando às idéias básicas da teoria, o primeiro 
resultado que se demonstra é o seguinte: 
1.1. Teorema: {Lema de deformaçao}: 
Se {x E M: a :s:: f(x) s: b} não con-tem pontos críticos 
de f, então ftf e ftf são homeomorfos e ftf é um retrato por deformação 
forte de JJ'. 
As mesmas idéias usadas na demonstração do lema de 
deformação, isto é deformar Af sôbre ftf ao longo das linhas 
integrais do campo -Vf1 permitem demonstrar a seguinte generaliza-
ção. 
1.2. Teorema: 
Seja c E lR um valor crítico isolado, K ={x E M:f(x)=c, 
c 
(Vf)(x) = O} e U uma vizinhança de K. 
c 
Existe então um e > O e uma deformação forte de ftf+e_U 
.}0-€ 
sôbre M -
O Teorema 2 leva naturalmente ao princípio do minimax 
para localizaÇão dos valores críticos: 
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1.3. Teorema (Principio do minimax): 
Seja $uma família de subconjuntos de M invariantes 
por isotopias (família a l-parâmetro de difeomorfismosL isto é, se 
M x (-c,E) --J. M é uma isotopia, então IP(A, t) E <P, 
Vt E (-t,E:). 
Então 
c(<f>J = sup f(x) 
xEA 
é um valor critico de f. 
Aplicando o teorema 3 a familias 
subconjuntos obtemos o seguinte resultado: 
1.4. Teorema (Lusternik - Schnirelmann}: 
Suponhamos que f ver i f i que H_, i = 1, 2, 3. 
' 
oportunas de 
Então existem pelo menos ca.t(M) pontos criticas de f, 
onde cat(M} é a categoria de M. 
Observaçao: A categoria de um espaço topológico X é o menor inteiro 
K, eventualmente infinito, tal que X pode ser coberto com K abertos 
A1 , ••• , Ak, cada um contrat i l em X. 
Trata-se de um invariante topolõgico estimâvel em 
termos da álgebra de cohomologia de X. 
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Todos os resultados acima são bem conhecidos e urna 
ótima referência é o 3! capitulo do [P.T.] 
Antes de prosseguir com esta "panorâmica" sôbre teoria 
dos pontos críticos vamos analiSar um exemplo motivador do nosso 
trabalho. 
Seja M uma var,iedade Riemanniana compacta, conexa, e 
que suporemos isométricamente mergulhada em RN e sejam p, q E M. 
Lembremos que uma função c : [O, 1-1 ---4 IRN é de classe 
ff se c for contínua, derivável quase sempre, e tal que 
1 J {lc(tJ!z + ~~(tllz}dt < "'· 
o 
O espaço das funçães de classe H1 é então um espaço de 
1 N Hílbert H ([0,1], R} em relação ao produto escalar 
1 
(c,d) =I {< c(t), d(t) > + < ~(t), à(t) >}dt. 
o 
O conjunto 
Q(p,q,M) ={c E H1{[0,1], IRN) : c(O) = p, c(!)= q, 
c(t) EM, Vt E [O,!]} 
é uma subvariedade de H1([0,1], RN) e claramente fechada e portanto 
uma variedade completa. 
Temos uma função natural E O(p,q,M) ~ R, a ação ou 
energia Riemanniana, definida por 
1 
E(cl =I lêrtJH 2 at 
o 
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e é bem conhecido que: 
a) Q{p,q,M) e E verificam H1 ~ H2 , H3 (e claramente E:<!: 0). 
b) Os pontos críticos de E são as geodésicas de M que unem p e q. 
Portanto estamos nas hipóteses do Teorema 4. Além 
disso é também conhecido que a categoria de Q(p,q,M) ê infinito e 
portanto obtemos: 
1. 5. Teorema: 
Para cada variedade Riemanniana compacta e conexa M, 
existem infinitas geodésicas em M que unem dois pontos fixados. 
Para uma demonstração de a) e b) indicamos ainda 
[P.T.]. 
Outros problemas variacionais mais gerais podem ser 
atacados com a mesma técnica. 
Por exemplo, se F : TM ---lo IR é uma métrica Finsleriana 
(veja definição 3.8.), F induz uma ação ou energia, que denotaremos 
ainda por E Q(p,q,M}---* IR 
1 J i'(c(t)J dt 
o 
E( c) 1 = -2-
e E é ainda uma função que verifica H2 } e H3 ). Uma demonstração 
destas propriedades acha-se em [M.] onde é também observado que as 
condições valem para uma classe mais ampla de problemas variacionais 
que permite a presença de uma energia potencial, ou seja de uma 
função u : M --J> IR, e o problema variacional é o problema de "energia 
total minima 1', isto é, de achar os pontos críticos do funcional 
8 
E( c) = 1 2 
1 1 I Y(~(t)dt- I u(c(t))dt. 
o o 
Observaçao: Os problemas variacionais do tipo Finsler são interes-
santes por vários motivos entre os quais o uso em Física. 
Por exemplo: Dd 
º 
IR3 a o um corpo ç; com índice de 
refração v, as trajetórias dos raios de luz em Q são, pelo principio 
de Fermat, as geodésicas da métrica 2 vds , onde ds 2 é a métrica 
euclidiana. 
métrica 2 vds 
Se v depende somente do ponto (meios isotrópicos) a 
é uma métrica riemanniana. Se v depende também da 
direção (meios anisotrópicos), então vds2 é uma métrica Finsleriana. 
Outras razões para o interesse destas métricas serão 
descritos mais adiante. 
Uma variação do problema anterior é o problema das 
geodésicas fechadas. 
Dada, como anteriormente, uma variedade riemanniana. 
compacta M procuramos as geodésicas periódicas em M. 
Este problema pode ser tratado com a mesma estratégia 
do anterior~ 1 R 21tit Consideramos o círculo unitário S =-z-={ZElt':Z=e 
1 1 N N 
tE [0 1 1]} e o espaço H (S, IR} das curvas fechadas em IR de classe 
H1 • O subconjunto 
A= {c E H1 (S1 , IRN) c(t)EM, 
ê uma subvariedade fechada de H1 (S1 ~ lRN) portanto uma variedade 
completa na métrica induzida e os pontos críticos da energia 
E(c) = 1 2 I' o lê(t)Ü 2 dt são as geodésicas periódicas de M. 
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As condições do Teorema 4 são satisfeitas e portanto 
temos a menos de uma demonstração que catA :::: a:>, neste caso mai::. 
complexa: 
Pseudo Teorema: Em cada variedade riemanniana compacta existem 
infinitas geodésicas periódicas. 
O resultado enunciado acima é um pseudo teort:mro. por 
três razões: 
1) 2 clarn que todas as curvas constantes são geodésicas periódicas 
{e sl1o infinitas!) 
Se c( t) é uma geodésica pe~";ódica então c( t + para 
é também uma geodésica periódica. Geometricamente isso 
corresponde a uma "rotação" da geodésica periódica. 
3) Se c(t) é uma geodésica periódica a curva c{n)(t) = c(nt) é 
também uma geodésica periódica. Geometricamente isso corresponde 
a percorrer c, n vezes. 
Os problemas 1) e 2) podem ser ainda resolvidos no 
âmbito da Teoria de Lusternik Schnirelmann. Para evitar as 
curvas constantes se considera a Teoria ''relativa", isto é, uma 
variação da teoria que relaciona os pontos criticas de E na 
variedade M, fora da subvariedade A0 = E- 1 {0), com a cohomologia 
relativa n*(A,A0 }. Para evitar as translações do parâmetro t, 
1 
considera-se o~quociente de A pela ação natural de s sobre A. 
E é s 1-invariante e portanto induz uma função no 
quociente. Este quociente não é na realidade uma variedade pois a 
1 
ação de S não é "boa", mas ainda, a menos de dificuldades 
10 
técnicas, é possível mostrar um teorema de tipo Lusternik -
Schnirelmann para esta situação, 
O problema 3 não pode, porém~ ser resolvido a nivel da 
teoria de Lusternik - Schnirelmann e requer, para ser tratado, 
uma teoria mais fina~ a teoria de Morse. 
A teoria de Morse "clâssica" preocupa de estabelecer 
relaÇÕes entre a topologia de M e a "estrutura" do conjunto de 
pontos críticos de f quando estes são não-degenerados. Lembremos 
algumas definições: seja Q ç ~ um aberto de um espaÇo de Hilbert 
lH e f ; Q ___, IR uma função diferenciável. Seja X E Q um ponto 
c r i ti co de f e suponhamos f duas vezes di ferenc iáve 1 em x. 
A diferencial segunda em x é então uma aplicação 
bilinear simétrica (d2 f)(X} : M X ru ~ m ou equivalentemente uma 
aplicação linear simétrica (d2f)(i): ii---}lH*!:l!!:lH. 
Definiçoes: 
Chama-se índice do ponto cr.itico X 1 Ã(f,i) 1 a dimensão 
(possivelmente infinita) de um subespaço maximal de IH sóbre o qual 
(i'fJ(x) é definida negativa. 
b) Chama-se nulidade do ponto crítico x, v(f,X), a 
dimensão do espaço Ker(crf)(x) ={X E IH:(crf)(x)(X,Y) =O, Vy E IH}. 
c) O ponto -crítico x é dito um ponto crítico não 




1) Os pontos críticos não degenerados são isolados, 
~ ~ ru* ~H tem derivada inversivel nos pontos críticos 
não degenerados. 
2) no caso que dim E < w, x é não degenerado se, e 
somente se, v(f,X) =O. 
A estrutura local de f em uma vizinhança de um ponto 
cr.ítico não degenerado é descrita pelo Lema de Morse: 
1.6. Teorema: 
Seja f de classe c! e O E: Q ç; !H um ponto critico não 
degenerado de indice l = A(f,O). Existe então uma vizinhança 'U de 
O E Q, uma de composição ortogonal IH = IH e lH ,e um difeomorfismo 
• 
~ U ~ U com ~(O) = O e dW(O) = I~ tal que 
f(~(x)) = f( O) - !P_xl 2 + !P,xll 2 onde P± 
são as projeções, e dim IH = l. 
Para uma função com um ponto critico isolado O, 
f(O} = O, define-se os grupos de Morse do ponto 
H (O) = H. (U~ u- - {O}) 
' ' 
onde Ué uma vizinhança de O, 
u- = {x E u f(x) ~ O), e H.{X,Y) 
' 
é a homologia singular com 
coeficientes em um corpo fixado F. Também~ os números de Betti do 
ponto crítico são definidos pOr 
12 
O lema de deformação (Teoremas 1 e 2} e argumentos 
padrões de topologia algébrica garantem: 
1.7. Teorema: 
SeM e f verificarem as condições H1 , H21 H3 e c E .IR é 
um valor crítico isolado de f, com pontos críticos isolados 
No caso parti cu 1 ar que a função seja, a menos de um 
homeomorfismo, da forma dada pelo teorema 6, um cálculo explicito 
fornece 
~ { O, 
1 ' 




(0}::::;: O, 'Vi, se À.= ro). Isto permite concluir: 
1. 8. Teorema: 
Seja f : A --;. IR uma função c! que verifica H
1
, H2 , H3 • 
supondo que os pontos críticos sejam não degenerados e denotando por 
C,.. o nUmero de pontos críticos de índice À de f. Então b;l {A) := 
di"''f H,l(A) $ C\. 
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No espírito da discussão anterior queremos obsetvar 
que o Teorema 8 é "mais fino" que o teorema 4 (Lusternik 
Schnirelmann), não somente porque a soma dos números de Betti de A~ 
bk(A) ~ é maior ou igual a categoria de A, mas também porque 
relacionam pontos críticos de um dado índice K, com os números de 
Betti em dimensão K. Na realidade existem versões mais finas ainda 
do Teorema 8 e ainda [P.T.] é uma ótima referência. 
Voltando ao caso do funcional energia de uma variedade 
riemanniana 
E(c) = 1 2 I , 
s 
observamos que não podemos utilizar o teorema 8 na forma acima pois 
certamente as geodésicas fechadas não são pontos criticas nilo 
degenerados. De fato 1 se c IR __,. M é uma geodésica fechada, 
ct (t) := c(t + t 0 ) 
o 
é, ao variar t 0 E lR! uma subvariedade de A 
formada por pontos críticos. Esta observação conduz a considerar 
Variedades Críticas, isto é, subvariedades conexas de uma variedade 
de Hilbert formada por pontos críticos. 
Definiçao: Dizemos que uma variedade crítica S ~ A é não degenerada 
j_ 
se para cada x E S, ( cf f) ( x) (T S) é inversível (com inversa 
X 
continua). Neste caso, definimos o índice de f ao longo de S como 
j_ 
sendo o índice de (cff)(x) 
o caso se f for d). 
( T S) se for constante (que ê sempre 
X 
No caso do problema das geodésicas fechadas as 
subvariedades críticas são: a subvariedade das curvas constantes 
(dífeomorfa a M) e as órbitas, pela ação do círculo, de geodésicas 
periódicas, e estas são naturalmente dífeomorfas a círculos. 
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Como no caso de pontos criticas isolados podemos 
introduzir os grupos de Morse e os números de Betti de uma subvarie-
dade critica (conexa} K tal que f(K) = c 
H (K) :=H (U; U-- K), b"(K) =di"'"' (H,(K)) 
1< * l ll' ~ 
onde Ué uma vizinhança de K eu-= {x EU: f(x) ~c}. 
No caso de subvariedade criticas não degeneradasj 
podemos demonstrar usando ainda argumentos padrões de Topologia 
algébrica o seguinte resultado: 
1. 9. Teorema: 
H1 (U-, u- - K) "' H1_). (K) 
onde À é o índice de f em K. 
Observaçao: Se K é um ponto o Teorema 9 se reduz ao Teorema 7. 
Neste trabalho desenvolveremos a teoria dos pontos 
críticos de Morse em um espaço de Hilbert para funções de baixa 
diferenciabilidade, cujos pontos críticos (isolados} podem ser 
degenerados~ e nesta teoria provamos o Lema de Morse Generalizado. 
O Lema de Morse clâssico para funções com pontos 
críticos não-degenerados foi extendido por Falais [Pa.] para espaÇos 
de Hilbert. 
Devido a perda de duas ordens de diferenciabílidade, o 
método usado por Falais é aplicável somente para funções de classe 
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Usando o método de Liapunov-Schimidt e a abordagem de 
Falais, D. Gromoll e W. Meyer [G.M.l] provaram o Lema. de Morse 
Generalizado para o caso de pontos criticas, possivelmente degenera-
dos, quando a segunda derivada da função é uma perturbação compacta 
da identidade. 
Por outro lado Kuiper [Kuí.] e Cambini [Ca.], indepen-
dentemente, provaram o Lema. de Morse para um ponto critico não dege-
nerado d-e uma função de classe c!. Este r e sul tad-e foi extendido para 
o caso degenerado por Hofer [Ho.) quando a segunda derivada é uma 
perturbação compacta da identidade. 
J. Mawhín eM. Willem [Ma., Will.] provaram o Lema de 
Morse Generalizado para funções de classe r! com pontos críticos 
(isolados} possivelmente degenerados e cuja segunda derivada é um 
operador de Fredholm. 
F. Mercuri e G. Palmier i [Mer. j Pa., 3] provaram o 
Lema de Morse para funções com baixa diferenciabilidade, isto é, de 
1 
classe C , com segunda derivada nos pontos críticos não-degenerados. 
Neste trabalho provamos o Lema de Morse Generalizado 
para funções de baixa diferenciabilidade, isto é, funções de classe 
c1 com pontos críticos isolados possivelmente degenerados 1 e cuja 
segunda derivada em cada ponto critico é um operador de Freàholm, e 
o campo gradiente Çf é fortemente diferenciável nos pontos criticas. 
1.10. Teorema: Lema de Morse Generalizado: 
Seja IH um espaço de Hilbert, Q c IH uma vizinhança 
Q --;. iR uma função de classe c 1 , f( O) = O, 
satisfazendo: 
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a) (Vf)(O) = O e (17f}(x) tO, Yx E Q - {O) (isto é, O 
é um ponto crítico isolado); 
b) Vf é fortemente diferenciável em O e sua diferen-
cial d(Vf)(O) :=A: IH---:. Ri é um operador de Fredholm. 
Então existem uma vizinhança aberta V c IH de zero, uma 
vizinhança aberta em~ = Ker A, B c~ de zero, um homeomorfismo 
Jl · V~ U = il(U) c IH 
U aberto, A( O) = O e uma função continua g : B ___.,_E::::: JN.L = ImA, tais 
que: 
i) P(Vf}(g(y), .v) =O, onde P IH ___, E é a projeção 
ortogonal e IH = E GJ IN; 
ciável em O; 
ii} g(O) =-O, {dg)(O):::: O e g é fortemente diferen-
iii) f(u) = f(il(u)) = 1 2 < Ax, X > + f( y + g( y) ) , 
onde x = Pu~ y = u - Pu, < , > é o produto escalar de Ri; 
iv) Jt é diferenciável em O e (dfi.){O) = Inr 
Para uma função f com um ponto critico isolado O, 
f(O) = O, os grupos de Morse do ponto são definidos por 
H,(o) = H,(f, O) := Hk([U n (f< O)] u {0}, U n (f< O)) 
onde Hk(X, Y) significa grupos de homologia singular relativa com 
coeficientes em um corpo fixado F, U uma vizinhança aberta de O, tal 
que, O é· o único ponto critico de f em U e por notação 
(f< a)= {uEQ: f(u) <a). 
Utilizando argumentos padrões de topologia algébrica 
os grupos de Morse do ponto critico isolado O podem ser escritos na 
forma 
17 
H, (O) o H, ( f, O) o H, ( (f ~ O) n 'U, [ ( f ~ O) - {O} ] n U) . 
De acordo com a propriedade de excisão dos grupos de 
homologia singular relativa, os grupos de Morse estão bem definidos, 
isto é, êles não dependem da escolha especial da vizinhança U, 
Do Lema de Morse Generalizado e usando propriedades da 
topologia algébrica obtemos como conseqüência o cálculo dos grupos 
de Morse de um ponto critico isolado, possivelmente degenerado da 
seguinte maneira: 
Denotemos por u=x+y=x +x 
+ 
+ y um ponto de 
IH o lH m lH e~ decomposição ortogonal de lli em subespaços invarian-
+ 
tes por A= d(Vf){O), A definida positiva em IH+, A definida negativa 
em IH_, 1N = Ker A, e seja BE uma bola aberta de centro O e raio E:>0 1 
suficientemente pequeno, tal que Bê c U. 
Seja D ::::: D ta D 61 D c B c IH = lH $ lH te IN a soma 
+ - o E + 
direta de 3 discos abertos: 
tem centro O , 
+ 
D 
c B n :IH D c B.,. n IN, 
E - o "' 
tem centro O e D 
Q 
tem centro O!N com 
O =- (O+, O_, OIN} • 





, OIN) = H,(f
0
, OIN) 
onde f = fiD , f (y) = f(y + g(y)) e S = II.(D ) é uma subvariedade 
() {)() {) 
topológica de fl para f em O, denominada subvariedade característica. 
Agora vamos enunciar o teorema que reduz os grupos de 
Morse de um ponto crítico isolado) possivelmente degenerado 1 para os 
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grupos de Morse da função f restrita à subvariedade característica 
S=il(D). 
Q 
1. 11. Teorema: 
Hk(f,O) = lf,;_,.(f,O), k =O, 1, 2, 
( Hk J:oJ O para k < O) l onde À = dim D é o índice de Morse do ponto 
crítico O E Q e os grupos Hk(f,O) são finitamente gerados e se 
anulam ~ara k suficientemente grande. 
Invariantes homológicos associados a uma subvariedade 
crítica K de f : M ~R, possivelmente degenerada: 
Suponhamos que f : M ~ R é uma função definida em uma 
variedade de Hilbert M e K c M é uma subvariedade critica, conexa, 







enunciadas no início deste capítulo e com as condições: 
(l) K é subvariedade critica isolada; 
(2) f admite segunda derivada j'lf(x) para todo x E K 
que depende continuamente de x e o operador auto-adjunto A associa-
' 
do à segunda derivada é um operador de Fredholm; 
( 3) 
<> If(x), 
na decomposição ortogonal de H
1
(x) = (TxK).L=H-(x)m 
onde A = d2 f{x) é definida positiva em H+(x), 
X 
definida negativa em 
Jf(xJ mantem preservadas as dimensões quando x varia em K. 
(4} o gradiente de f, gradf(x), é fortemente diferen-
ciável nos pontos x E K. 
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Pela condição (3) temos a decomposição de fibrados 
onde 
xEk xEk xEk 
e o índice de K ê a dimensão da fibra H-{x} e a nulidade de K é a 
dimensão da fibra Jf(:x). 
Sendo K subvariedade compacta de M, podemos contornar 
K por uma vizinhança tubular, suficientemente pequena~ da seguinte 
maneira: 
Seja Dr(x) o D;(x) <!l D;(x) e D~(x) c H1(x) o (T,K)• o 
::: H-(x) Ef! H+(x) e !f(x), a soma direta de 3 discos abertos de raios 
iguais a E > O, suficientemente pequeno, onde 
D~(x) o D
0
(x) n H(x), v;(x) o Dr(x) n H'(x), v;(x) " DE(x) n If(x) 
e tal que fx E f!Dc(x) satisfaz o Lema de Morse Generalizado 
?'(u) =(f o 4\.)(u) = - 2
1 
<Av, v>+ f(w + g(u)) 
X X 
onde li ; DE(x) c H1 (x) --+ Jl(DE(x)) c H1 (x} é homeomorfismo, ltED~(x), 
v E D;(x) <!> v;(x) c H'(x) <!> H-(x) = (If(x))•, u = v+ w. 
Denotemos por De 
de K, onde D~ = U v;(x), 
xEk 
D0 a vizinhança tubular [ 
= U v;(x). 
xEk 
Destas construções, à subvariedade critica K de 
f M ~ R associamos o invariante homológico 
H.e_(K) = H.e_(f,K) := H.e_( [Dé n (f< O)] u {k), D0 n (f< O)) 
e o invariante homológico 
Ht{K) = Ht(f, K) := H.e_([D~ n (f< O)] u {K), D~ n (f< O)) 
onde f(u) = f.{ul para u E D0 (x). 
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Agora enunciamos o teorema que reduz os grupos de 
Morse de uma subvariedade critica isolada, possivelmente degenerada~ 
para os grupos de Morse da função f restrita ao fibrado D~. 
1.12. Teorema: 
H{(f, K) = Jtt_),(f, K) 
onde~ é o indice da subvariedade critica K. 
Neste trabalho pretendemos demonstrar o Teorema de 
Gromoll-Meyer para o funcional energia de Finsler 
E AM-> IR, E(c) =I 1 i'(ê(t))dt 
s 
onde F : TM ~IR+ é uma métrica de Fínsler, 
AM = {c E H1 (S1 , JRN) : c(t) EM, Vt E S1 } é uma variedade de Hilbert 
com o produto escalar 
I 1 < ô( t), TJ( t) >dt + " ô{ t), '<IT)( t) > dt 
o c c 
onde V é a derivada covariante em TM, obtida da conexão de 
Levi-Cev-ita da variedade Riemanniana compacta (!I', <,>). 
Mostraremos que o funcional "energia'' 
E(c) = J 1i"(c(t))dt 
s 
possui várias propriedades q·ue são necessárias para o desenvolvimen-
to da teoria dos pontos críticos (tipo de Morse). 
As propriedades a demonstrar são as se.;'.lintes: 
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1.13. Teorema; 
O funcional energia E AM ~ IR é de classe 1 C e a 
derivada é localmente Lipschitziana. 
1.14. Teorema: 
O funcional E AM ___,_ IR satisfaz a condição (C) de 
compacidade de Palais-Smale: 
-seja (c), c E AM, uma seqüência 4e curvas tais que: 
n n 
(a) E(c) :S: K, limitada; 
n 
( b I I 'li E( c ) I ---7 O j onde 'ílE denota o gradiente de E. 
n 1 
Então (c) admite um ponto de acumulação, que é, portanto um ponto 
n 
crítico de E". 
1.15. Teorema: 
O funcional energia de Finsler E AM __, IR possue 
segunda derivada nos pontos criticas e nas curvas regulares. 
1.16. Teorema: 
A derivada da função energia de Fins ler E : AM ---1- R ê 
fortemente diferenciável nas curvas regulares e em particular nas 
geodésicas fechadas. 
1.17. Teorema: 
Seja c um ponto crítico da função energia E: AM~ IR, 
1 
E( c) = J pZp:( t))dt, c #. Const. Então o operador auto-adjunto 
o 
A T AM.........,. T AM associado ã segunda derivada 
c c c 
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é da forma A = id + K , onde K 
c c c 
( T 1\M, 
c 
( T AM, 
um operador compacto com relação a norma joJ onde 
1 
1 
I XI~ = I < X, 
o 
1 
X >dt + J <'~eX, VCX > dt, 
o 
e portanto A é um operador de Fredho!~n 
c 
c 
H l é 1 
Observemos que os pontos criticas do funcional energia 
de Finsler E: 1\M---'~'iR, E(c):::: J 1 ?(é{t))dt são as geodésicas s 
fechadas, que podem ser degenerados, e de modo análogo ao do funcio-
nal energia de uma métrica Riemanniana, as geodésicas fechadas de 
uma métrica de Fins ler F : TM ~ IR~ estão distribuidas em subvarieda 
des críticas a saber: a subvariedade das curvas constantes (difeomoL 
fa a M), e as órbitas criticas 
1 Zltir 1 S . c = {z. c : ( z. c} ( t) = c( t+r), z = e E S , O ~ r~ 1} 
pela acão do círculo S 1 1 formada por geodésicas periódicas. As 
orbitas críticas 1 S .c são difeomorfas a círculos e deixa a energia 
invariante; E(c) = E(z.c). 
Usaremos os resultados anteriores para obter informa-
ções sobre invariantes homológicos de órbitas críticas (isoladas) do 
funcional energia de Finsler 
E : AM _, IR' E( c) = I 1 i' ( c ( t) ) d t 
s 
1 
estudando a energia E em uma vizinhança tubular D = D( S • c) de uma 
orbita crítica S 1 .c, que é um fibrado de discos normais tal que a 
1 
ação de S nesse fibrado transforma fibra, de modo equivariante, em 
outra fibra. 
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O espaço normal em c de 1 S • c é o espaço tangente da 
1 para z E S . 
Para obtermos os invariantes homolôgicos de órbitas 
criticas isoladas necessitamos de alguns conceitos preleminares: 
Se c : IR ---? M é uma geodésica fechada, c( t+l) = c( t), 
a m-ésima iterada em de c é definida por em( t) = c(mt}, tE IR, m:::: 1 
natural, 
Seja c E AM uma F-geodésica fechada de multiplicidade 
m ~ 1 (isto é, c: [0,1)---? M é percorrida m vezes). 
Denotemos por T' AM = o subespaço do espaço tangente 
c 
T AM, de codimensão 1, que é ortogonal a C. 
c 
Da decomposição ortogonal do espaço tangente 
nos subespaços gerados pelos autovetores de A = tfE{ c) associados 
aos autovalores < O, > O, e := O, respectivamente, temos que 
onde 
T'tJAM = ~AM n 1''AM consiste dos campos de Jacobí periódicos ao 
c c c 
longo de c que são ortogonais a ê. 
dim T' 0 AM 
c ' 
O índice de c e a nulidade de c são dim T-AM e 
c 
respectivamente, e a geodésica fechada c pode ser 
1 degenerada. A órbita critica S .c pode ser também degenerada. 
Consideremos o fibrado normal de 1 S .c sôbre s', 
u = u( s 1 • c) 1 N ~ S , induzido pelo mergulho 
1 1/m z E S ---? z . c E 1\.M 
1/ro 21Hr/m 
z .c(t) =e .c(t) = c(t +_L) 
m ' 
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onde m é a mu 1 ti p 1 i c i da de de c, e O s r s 1. 
Seja u • u + u <ll o u a decomposição 
normal, determinado pela decomposição na fibra 
T'AM = T-AM Ef.l T+AM e T' 0 AM. 
c c c c 
do fi brado 
Considerando em M uma métrica Riemanniana <,>, temos 
que o fibrado tangente 
u 
cEAM 
1 • H (c TM) 
tem de modo natural uma estrutura Riemanniana. dada por 
< X, Y>0 +<V.X,V.Y> c c o 
onde < X, y > - I < X( t) , o -
8
1 Y(t} > dt, para X, YE TAM. c c 
Utilizando a aplicação exponencial da métrica <,>, 
podemos i den ti .f i c ar o espaço to ta 1 D = D( S1 • c} de um f i brado de 
discos suficientemente pequenos e normais a 1 S • c (que é uma 
vizinhança tubular de S1 .c) com uma vizinhança tubular da seção sero 
1 S c N. 
No caso que a F-geodésica fechada c tem multiplicidade 
m, definimos em Da seguinte métrica Riemanniana 
< X, y > 
m 
2 
= m < X, 
No espaço tangente a cada X E D, a nova métrica <,> é 
m 
equivalente à métrica <,>
1
; onde o índice e a nulidade de c não são 
modificados por esta troca de métrica. 
1 Para cada z E S , denotemos por D a fibra de Du sôbre 
' 
z e por E a restrição da energia de Finsler E a D 
z z 
E • EID. 
z z 
Com estas construções, obtemos então: 
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1.18. Teorema (Lema de Morse generalizado para E ::: E!D ): 
z z 
nseja c uma geodésica fechada de uma métrica de 
Finsler F TM~ R+~ de nulidade t ~O e multiplicidade m ~ 1. 
Seja u = • u "' u $ U0 a decomposição do fibTado 
norma 1, determinado pela decomposição na fibra T'AM~ 
c 
T'AM = T+AM tí:l T-AM $ r• 0 AM. 
c;: {; c c 
A dimensão da fibra de u0 é ~. 
Denotemos u+ <a> u ' por u , isto ' ê,11-=u$ o u , e deno-
o temos por Ot-, O_, 0
0 
e O* as seções nulas dos fibrados ' u , u , u e 
u*, respectivamente. 
Então, existe um homeomorfismo local lf de D e uma 
1 
seção z E s --J. P E L( u*, u*) sendo P a projeção ortogonal 
z z 
P: XE De v -'>PXE D 
z + - z + 
tal que para (X, Y) E D* $ D
0 
onde D* -= D+ E! D_, 
E <x, Y) =<E o 'l')(x, v)= IP <xJf- uu- p J<xJi 2 +E (g(Y), Y) 
z z z ro z m z 
onde g : D
0 
~ D* é uma função fortemente diferenciável em Oz E D
0
, 
dg(O ) = O, g(O ) = O e o homeomorfismo 
z z 
'l'jD : D -> 'l'(D) c D/('l'jD )(Y) = g(Y) + Y, d('l'iD )(O )=I, III:T' 0 AM, 
o o o o ooN c 
define uma subvariedade topológica V(D ) c D, denominada subvarieda-
o 
de característica em c. 
1.19. Invariantes homológicos de uma F-geodésica fechada iterada em: 
Denotamos por E (X, Y) a representaÇão local 
z 
E =E!D dada pelo Lema de Morse Generalizada: 
z z 
E ( D ( S1 • c") , O ( S1 • em) ) _, (IR, K ) 
z z z m 
E (X,Y) =(E o '!')(X,Y) = IP (X)jj"-- ii(I-P )(X)i 2 +E (g(Y), Y) 
z z z 'h'\ z m z 
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de 
e por E a função dada por 
o,z ' 
( 1 m , 1 m E : D <S .c l, O (S .c ))-'>(IR,K ), 
o,z o,z o,z m 
E ( Y) 
o,z 
= E (g(Y), 
z 
m 2 1 m Y), onde K = E( c} = mE( c), O (S .c) denota a 
m z 
origem da 
Os grupos de homologia definidos por 
Hi(E, em) := H1 ([Bz,E:(cm) n (Ez < Km)] u {O}, Bz,e(cm} n (E z < K ) ) m 
ff(E,cm) := H.([D0 ,(em) n (E0 < K '1 u {O} ! 1 Z,<:. ,z m 1 ' ' 
m 
, (c ) " (E <K ) ) 
z,.., o,z m 
são os invariantes homolôgicos associados à .F-geodésica fechada 
iterada m c c e H. (E, 
' 
é o invariante C2-"·a.cteristíco, B (em) é um 
z ' E-
disco aberto de centro na origem da fibra D e raio € > O, suficien-
z 
temente pequeno, o ( m eDz,f.c) é um pequeno disco aberto em (D ) de o z 
mesmo centro que (D ) . 
o z 
Os números b, {em) = dím H, (E, em) são denominados 
' ' 
números tipicos, e b0. (em) -- d1'm H0. (E, m) ã · t · · c s o os numeres .1p1cos 
' ' 
singulares da F-geodésica fechada m c ' Como todas as construções são 
1 1 m feitas de modo equivariante pela ação de S em D(S .c) os grupos de 
homologia e os números típicos de em são independentes da escolha de 
1 
z E S . 
1.20. Invariantes homológicos de uma orbita crítica S1 • c do funcio-
nal energia de Finsler E: AM~ IR+: 
Para definirmos os invariantes homológicos de uma 
órbita critica s1 .c do funcional energia de Fins ler E; AM ~ JR~ nós 
fixamos um certo m ;;:. 1, e escrevemos c, no 1 ugar de m c0 onde 
c :[0,1] __, M é uma F-geodésica fechada percorrida uma só vez. Seja 
o 
u(S.c) o fibrado normal sôbre s1 induzido pelo mergulho 
27 
e seja 
( 1 '( 1 ) -( 1 o 1 uS.c)=u S.c eu S.c)eu(S.c) 
a decomposição ortogonal de acordo com o sinal dos autovalore.s, 
introduzidos anteriormente. 
são definidos 
Os invariantes homológicos de uma órbita critica s1 .c 
1 por H1 (El S .c) ::::: 
n (E( s'. c) < K)] u 1 1 1 O(S .c), Bc(S .c) n (E(S .c) < K)) 
onde B (S1 . c} :::: U E c( z. c) é uma vizinhança t.ubular, que é um 
é E 1 ', z s 
fibrado de discos normais, O(S1 .c) denota a seção zero 1 E(c}:::: K. 
O número típico da órbita S 1 ,c é o número 
b (S1 .c) = dim H.(E, s 1 .c). 
' ' 
O invariante característica If(E,c) de uma F-geodésica 
' 
fechada c juntamente com o índice Ã. :::: dim T-AM de 
c 
.H. (E 1 c) completamente pelo teorema do deslocamento 
' 
H. , (E, c) = If(E, c). 
l +11. 1 
c, 
O número típico b_(S1 .c) da órbita critica 
' 
determina 
1 s . c e o 
número típico singular b"(c) = dim If(E,c) de c estão relacionados 
' ' 
pela desigualdade: 
b,(s1 .c)" 2[b~_;_(c) + $,_1._ 1 (c)] 
que é obtida fazendo uso da teoria homológica da aÇão de grupos 
finitos e todos os invariantes homológicos são tomados num corpo de 
caracteristíca zero. 
1.21. Lema: 
Sejam M compacta, e b o único valor critico da energia 
de Finsler E: AM........,) IR+ no intervalo [b-0 1 b+O] para algum 8 >O. 
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Supondo que o nível f- 1 (b) contém somente um número 
finito de órbitas criticas isolados 
... ' 
1 S • c da ação 
1 1 1 do grupo S em AM = H ( S , M) . 
Então 
H, (E~ b + o, E< b - ó) = 




Sejam a< b valores regulares para-a função energia de 
= J 1 ..2 -1 Fins ler E( c) F (ê( t)dt tal que o conjunto crítico em E [a,b] o 




, ... ' 
1 




o,<A", A•) < l: 
i=l 
bk(Av, A8 ) = dim Hk(Ab, A8 ), 
Ab = {eEAM: E(e) < b), Aa = {eEAM: E(e) <a). 
Os números típicos de uma F-geodésica periódica satis-
fazem as seguintes propriedades: 
1.23. Teorema: 
Seja c uma F-geodésica fechada em AM tal que a órbita 
s 1 .cm é uma subvariedade crítica isolada e que nuJ(c):::: nul(cm} para 
algum inteiro positivo m, onde nuJ(c) = nulidade de c. Então 
b:(c)=b~(c!'), para todo K. 
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1.24. Corolário 
Seja c uma F-geodésica fechada em AM, e suponhamos que 
todas as órbitas críticas s1 .cm são isoladas. 
Então é uniformemente limitada, ou seja, 
b:(cm) ~ B para quaisquer K, me para uma certa constante B. 
Além disso, existe um número K0 tal que b:(cm) = O 
para todo K > K e o todo m. Em particular as nulidades de 
m 
c ' 
possuem somente um número finito de valores. 
Com estas propriedades dos nUmeras típicos de uma 
F-geodésica fechada c, estamos em condições de enunciar o lema que 
será de fundamental importância para provarmos o teorema de 
G I I M 't ' d F' I F T'" -~ IR+, onde .,n e· ramo - eyer para uma me r1ca e 1ns er : m ---- M 
uma variedade diferenciãvel compacta de dimensão n e simplesmente 
conexa\ pois neste caso os números de Be t ti bk (AM) = d íro Hk (AM) são 
finitos, onde os coeficientes de homologia são tomadas num corpo de 
caracteristica zero. 
1.25. Lema~ 
Seja c uma F-geodésica fechada em AM e suponhamos que 
todas as iteradas em, m = 1, 2, 3, ... ,dão origem a órbitas crítí-
1 m 
cas isoladas S .c. 
Sejam B e K0 as constantes obtidas no corolário 
· d d b:(cm) anter1or e mo o que " ;s; B para quaisquer K, m e = o 
par a K > K0 , e rn = 1 i 2, 3 , 
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Então os números tipicos 
limitados por 4B. 
Além disso, dada K > K + o 
são uniformemente 
1' o número de órbitas 
, 1 111 • b ( 1 m) . criticas S .c ta1s que k S .c #-O e limitado por uma constante C 
que não depende de K, [ver capítulo IV]. 
1. 26. Teorema de Gramo 11-Meyer 
Seja (!/, F) variedade de Fins ler compacta 1 n ~ 2, 
simplesmente conexa. 
Supõe que a seqüência ( bkAM) dos números Betti da 
variedade AM = H
1 (51 , M), cujos coeficientes de homologia são tomados 
num corpo de característ íca zero, possui uma subseqüência bi< AM -3- ro, 
n 
Então M admite, infinitas geodésicas fechadas n~o-con~ 
tantes (geometricamente distintas). 
PROVA: 
Suponhamos que existe um número finito de geodésicas 
fechadas não constantes e geometricamente distintas. 
Então podemos escolher um número finito de geodésicas 
... ' c de modo que qualquer outra geodésica 
' 
fechada não constante em AM pertence a alguma órbita critica 1 m S • C., 
' 
i := 1 1 2, ... , r; m = 1~ 2, 3 1 
Para facilitar a visualização do problema desenhamos o 
seguinte quadro onde o retângulo representa o espaço AMe dentro do 
retângulo dispomos em r colunas as órbitas das geodésicas 
iteradas c~ para i = 1, 2, 
' 
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i = 1 , 2, ... ' r; 
m=:;1,2,3, são isoladas, Ab = {c E AM 2{c) :S. b} contém 
soment~ um nUmero finito dessas órtivas para qua~quer b. 
Sendo os números tipicos bk(S1.c7) uniformente limita~ 
dos para cada i fixado, 1 ;:5; i :S. r; e quaisquer K, m, K=1,2~3, 
... ' ' 
2. seja B = 
Sejam K e o C duas 
para 
naturais tais que para 
qualquer K > K0 + 1, C é um limite superior para o nUmero de órbitas 
s1 .c7 satisfazendo bk(s\c7) ':J{:. O. 
Sejam a < b valores regulares do funcional energia 
1 
E: 1\M--+ IR, E( c) = J F 2 (C( t))dt cujo conjunto critico em 
o 
consiste de um número finito de órbitas criticas 




.c8 , após uma reordenação dos índices (inferiores e superiores 
i 1 m) • 
Então pelas desigualdades de Morse em termos dos 
1 
números -típicos das órbitas criticas S .c1 
Aa;::: E- 1 [0,a]. 
1 bx(S .c 1 } 
b (1s k , 
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1 
s . cs ... ) 
= s . c.), 
' 
Para K > K + 1 temos que 
" 
b,(Ab, Aa) ,; L 
i:;1 
Seja ê > O~ suficientemente pequeno, tal que a varied~ 
de das curvas pontuais M -1 = E (O) seja um retrato por deformação de 
-1 J . E [O,.s . Para 1sto, basta considerar t::. > O de modo que o conjunto 
-1 E [O, E] não possua nenhuma F-geodésica fechada não-constante. 
Para O < a < .s vale que 
bk(Ab, A3 ) ::: bk(Ab, A0 )~ onde fí 0 ::: M::: E- 1(0). 
Sendo M de dimensão finita n, um argumento na seqüên-
cia exata de homologia do par (Ab, A0 } mostra que 
bk{Ab, A0 ) = bk(Ab), "'K > n + 1 
pOIS 
~O= H (A0 ) ___..,H (f/')~ H (Ab, A0 } ~H (A0 ) ::: O~ 
k k k k-1 
quando K > n + 1. 
Agora escolhemos b valor regular, suficientemente 
grande, de modo que todas as órbitas criticas s 1.c7 com bk{S1 .c7):tO, 
b K > K0 + 1, estejam contidas em A. Seja d valor regular~ d ~ b, das 
1 . ld d d b,.(Ad, Ab) - \:' b,.( S1 . em,) ces1gua a es e Morse ~ ~L ~ para subvariedade 
1 m d b 
críticas cuja energia b < E(S .c.} < d segue então que b (A 1 A )=O, 
' ' 
K > K + 1, para todos os valores regulares d :<:! b, e além disso 
o 
bk(Aj Ah) = O, K > K
0 
+ 1. 
Portanto bk (A) = bk (Ab), K > K
0 
+ 1, e para isto usar 
b 
a seqüência exata de homologia do par (A, A): 
~ O • H (A,Ab) ~ H (Ab) __, H (A) __, H,(A,Ab) • O _, H (Ab) __, 
k+1 k k k-1 
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Combinando estas conclusões com aquelas das desiguald~ 
des de Morse, obtemos para quase todo K (K > max{K + 
o 1 ' n + 1} ; a 
suficientemente pequeno, b suficientemente grande, a < b valores 
regulares que 
contradição com a hipótese do Teorema. 
• 
Para encerrar êste capitulo, observemos que até a 
presente data era duvidosa a possibilidade de extensão da Teoria dos 
pontos críticos (tipo de Morse) em dimensão infinita, para ser 
aplicada ao funcional energia de Finsler 
E( C) c I , :: F2(ê(t))dt, conforme 
o 
comentários de 
w. Klingemberg no livro: "Lectures on Closed Geodesies, Springer-
-Verla.g Berlin Heidelberg N. Y. (1978). Porém, esta dificuldade foi 
contornada com a demonstração do Lema de Morse Generalizado para 
funções de baixa diferenciabilidade, o que permitiu provar o Teorema 
de Gromoll-Meyer para uma variedade de Finsler compacta (M, F). 
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CAPITULO I I 
2.1. Lema de Morse generalizado para pontos críticos isolados 
Seja IH um espaÇo de Hilbert, Q c IH uma vizinhança 
aberta de O E M e 1 f : Q ~ IR uma função de classe C, f(O) ::- O. 
Queremos estudar a estrutura de f perto de O E .Q sob as seguintes 
condições: 
i) (H)(O) =O e (V'f)(x) #-O, Vx E Q- {0}, (isto é, O é um ponto 
crítico isolado). 
i i) V[ é fortemente diferenciável em O e sua diferencial 
d("lf) (O):= A : IH--. IH 
é um operador de Fredholm. 
pbservaçao; 
a} Se g: IH__, H:l é continua e fortemente diferenciável 
em O E JH e se (dg)(O) é inversível, g é localmente inversivel, com 
inversa local (continua) e fortemente diferenciável em g(O} (ver 
ap{h11.Iu:e ) . :este é o único fato que usaremos sõbre funções 
fortemente diferenciãveis. 
b) Se f é c! em uma vizinhança de O, então 'Vf é 
fortemente diferenciável em zero. 
Comecemos com algumas consideraÇÕes: 
J_ 
Seja IN:; KerA e 1E;: IN =- ImA (A é simétrica). 
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O operador A induz um isomorfismo AI~ ~ --+ 1E e êste 
determina uma decomposição ortogonal 
+ 
em subespaços 
A-invariantes tais que AjfE_ é definido negativo e A\rE+ é definido 
positivo. 
Em ~ definimos a forma bilinear simétrica 
<<.,.>> 
« x,y » = - <Ax , y > + <Ax , y > 
- - + + 
onde x = x + x+ e y = y_ + y+ são as decomposições induzidas pela 
decomposição ~ = ~ $ tE , e < . , . > é o produto escalar de IH e cuja 
+ 
norma indicamos por I· I· 
2.2. Lema: 
A forma bilinear « . , . » é um produto escalar em IE? 
equivalente a< . ,. > Ce denotemos por 11· ~a norma de«.,. »em fE). 
~ 
l)e.monstr-açao: Claramente « . . . » é um. produto escalar 
em E. Em particular 
1 
I« x,y »I :5 « x,x )} /2 
Agora~ pela continuidade de A. « x:tx >~ IA! <x.x>. 
Queremos uma estimativa oposta. 
Observamos que a decomposição ~ = ~ e ~ é ortogonal 
+ 
em relação a << • ~ • ». Seja x e~. Temos 
+ 
= sup I« x, y »I :S sup [« • i jAxj = supj< Ax,y >I /Z )} /2] :S x,x » « ),1.)1 
jyj=1 jyl=1 IY\=1 
l [« X, X i • ·/·] • 1 ~ sup »/•JAI/2 IAI /2 > /2 < y, y > = (( x.x > . 
IYI = 
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Sendo AliE um homeomorfismo, iAZj ?: CUZII• C> O, 
i 
< x.x > /Z ~ c-~!Axl :s; ' /2 x. X » 
Anal ogament.e par a x e !E . A c anel usão segue então 
facilmente. No caso de decompos:i ção ortogonal IH = !E e !E <!> IN, 
• 
temos o produto escalar 
« x:,y » = -< Ax .y > + < Ax ,y > + < X ,y >J onde 
- - + + o o 
x = x + x + x ~ y = y + y + y , cuja nor-ma indicamos por 
+ o + o 
Vamos agora provar o resultado principal deste 
capitulo: 
2. 3. Teorema C Lema. de Horse GeneraLizado): 
Nas hipóteses acima i) e ii) existem uma vizinhança 
aberta V c ~ de zero, uma vizinhança aberta em ~' ~ c ~ de zero) um 
homeomorfismo 
h : V ~ U = hCV) c IH 
U aberto, e uma função continua 8 : $ ~ !E, tais que: 
O PC"'f)CB(y), y) = O, onde P : IH -+ !E é a projeção ortogonal. 
iO 8(0) = O, Cdé')CO) = O e 8 é fortemente diferenciável em O. 
ííO /ChCw) = ~ < Ax,x > + fCy+B(y)), onde x =Pu, y = u- Pu. 
ív) h é diferenciável em O e Cdh)(0) = IIH. 
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Demonstraçao: 
A parte i) é conseqüência do Teorema da função 
implícita, que vale para o nosso caso já que temos a diferenciabíli-
dade forte de Vf em O. 
Seja lfJ IE e IN--> IE <J) IN, ~(x,y) = (P(Vf) (x,y), y). 
Então q:; é fortemente diferenciável em (0,0) e 
Portanto I{J é localmente inversível perto de (0,0) e 
$(0,0) :::: (0,0)~ e rp é um homeomorfismo de um aberto U
1 
contendo 
(0,0) sôbre um aberto W = rp(U
1
) contendo {0,0) 1 e o homeomorfismo 
. -1 1nverso lp 
restrição 
W ---:oU é fortemente diferenciâvel em {0,0}. Assim a 
1 
de ao conjunto W n IN define uma função 
rp- 1 jwn lN: wn IN-.:;. '11.
1 
que é fo;:otemente diferenciável em y =O. 
A equação 
~- 1 (0,y) = (g(y), y) - P(Vf) (g(y), y) = O 
define urna função g B c lN -1 --> IE, g(y) = P(~ (O,y)), onde ::S é um 
aberto em fi contendo O E W, g(O) = O e E, g fortemente diferenciável 
em O E lN 
(O,y) = ~o~- 1 (0,y) = (P(Vf)(q>- 1 (0,y)), y) = (P(Vf)(FlJl- 1 (0,y)),y) = 
= (P(Vf)(g(y), y), y); portanto P(Vf)(g(y), y) s O, 
perto de y =O. Além disso, <P(g(y), y) = (P(Vf)(g(y), y), y) = (O,y). 
Derivando tp(g(y), y) ::; (O,y) no ponto y = O temos 
(O, IJN) 
(dg)(O) 
= dtp (o , o) ., ( dg( o) , IIN) e sendo (d<p)(O,O) inversível então 
O. E para r 1 > O, suficientemente pequenos, podemos 
escolher $ 2 2 = ~ (O)niN, onde~ (O) = {(x,y) E 1E "'IN:Ix! + IYI < r}. ~ ~ , 
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Isto prova i) e i i). 
Vamos demonstrar iií). 
Definimos h
1 
: lE e 53..........,) !E s JN, h1 (x,y) = (x + g(y) ,y). 
h 1 é fortemente diferenciável em (0,0) e dh1 (0,0)=I1w 
Pelo Teorema da função inversa para funções fortemente diferenciá-
veis, h 1 é um homeomorfismo local de um aberto V1 da origem 









: :li (O) r, ~h(:Ji (O)) 1 r 1 
é um homeomor. 
Agora vamos provar a existência de r, O < r < r
1 
e de 
um homeomorfismo h 2 , h 2 : :li (O) c IE <>IN_, h (:li (O)) c 2 c c IE e IN tal que 
1 






(x,y) = (1 + Ã(x,y))x. + (1 - Ã(x,y))x_ + y = 
'!'(u) = 




< Ax, X > + f(g(y), y); <l>(u) = '!'(u)- f(x+ g(y), y). 
Afirmaçao: f(h
1
<- h2 {u)) = lf(u) se, e somente se, vale: 
" ÃHxi 2 ++<lx.ft" -lx_! 2 ) = <l>(x+ Ã(x•- x_), y), 








(u)) = f(x+ l.(x,- x_) + g(y), y) = 
='!'(x+Ã(x -x),y)-</>(x+l.(x -x),y)= 
+ - + -
1 
= --2- < A(X + À(X - X), X+ À(x -X) > + + + -
+ f(g(y), y) - </>(x + l.(x, - x_), y) = 
= +( lx,l 2 - ixJ 2 J + f(g(y), .v) + l.lixll 2 + 
- IP(x + t..(x+- x_), y). 
Agora procuramos À 
seja satisfeita. 
-1 1 [-2-, -2-J tal que 0 
É claro que se x; O, $(ú,y) = O e portanto l(O,y) = O 
é so 1 ução de 0. 
Se x * O, À é solução de ® se, e somente se, À é ponto 




Observemos que r é uma função c 1 da variável Ã. e 
queremos estimar j ~ f().,x,y) I· 
A f i rmaçao; Se 1).1 
pequeno, então 





e é suficientemente 
Demonstraçao: 
Observemos que i) e í i) implicam: 
a) P(ípP)(x,y)=V <P(x,y)=Ax- PJf(x + g(y), y) = Ax- 'V f(x + g(y), y) 
X X 
em particular: 
P(V<P)(O,y) =O, d(P('V<P))(O,O) =O. 
Pela diferenciabilidade forte de 'V(jl em (0,0), dado 
E > O existe 6 > O tal que se 
llui <o tem-se IF"'<P(x,yJI = !F"'<P(x,y)- F"'<P(O,y)jj "cjxll. 
Portanto 
:h rp,,x,.v) =:h {uxr2 [<~><x + '-(x,- x_), .v)- ~2 [1xY- lx_II 2)J} = 
= lxl- 2 [< F'i71>(x + Ã(x,- x_), y), (x,- x_) >- Ã(ftx.JI 2 - lxJ 2)} 
e pelo lema 
l:h f(X,x,y)j" 1"1 + Jx,- x_i lxr2 • IF"'<P(x + À(x - x ), .vll" . -
" Jll + •lxi-2 Hx -
• 
" J:'-1 + Elxr2 • lxl 
x_l . lx + Ã(x,- x_)jj" 
. 2lxl = jxj + 2o 
onde I x! = !x - x I = Hx + x I-+ ~ + -
Quando se tem Jlj " 
pequeno, então I~ f(l,x,y)j s -±-· 
1 
4 e E > 0 é suficientemente 
Observaçao: lím 
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$(x,y) = O. Isto decorre dos seguintes fatos; 
lxH 2 
1 Hx,y) = - 2- < Ax, x > + f(y + g(y))- f(x +.v+ g(y)), 
1 4J de classe C na variável x, $(0,y) = O, 
P(V<P)(O,y) = (V <J>)(O,y) =O, d(P('V$))(0,0) = d(V 4>)(0,0) =O. X X 
e pela disigualdade do valor médio 
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I<P(x,y)l = I<P(x,y)- <P(O,y)lsffxll sup{ld <P(tx,y)iJ s l";>(tx,y)l!.!xl 
Q;5:t:S1 X 
onde d;/H tx 1 y)x = <A( tx) - 'il xf( tx + y + g{y)), x > = <."1 4l( tx,y), 
X 
x>. 
Pela diferenciabilidade forte de V'$ em (0,0), dado 
X 
qualquer E > O existe 6 > O tal que se g(x,y)W < 8 temos 
Assim, I<P(x,y) I "rllxll 2 e portanto lim 
- X-'JO 
Seja agora x ~O e l\x,y)j suficientemente pequeno de 
tal modo que 
em À = O e 
1 
8 
Temos então que f(Ã,xjy) é uma função que vale 
que tem módulo da der i v a da $ 1 2 em [ 
-1 
'~' 
portanto vale a desigualdade 
jr(Ã,x,xl - ru.,,x,xl 1 "+1À- Ã1 1, IÀI "+· I À, I " 
lf(Ã,x,y) -










Tornando I À I ,;; 2 I<P(x,y) I 
Jxf temos O " lf(Ã,x,y) I ,;; 2n. 
Portanto f(. 1 x,y), x *O, aplica o intervalo [-2~, 2n] 
em s1 mesmo e é uma contração. 
42 
Segue então que f(.,x,y), x i:- Ot tem um único ponto 
f i x.o Ã em [- 2'11., 2.n J • 
Observaçao: 
a) A construção de À = Ã(x,y) mostra que À é limitada em uma 
vizinhanÇa de (0,0). 
Além disso, ela é contínua nesta vizinhança, excepto 
nos pontos (O,y), pois podemos aplicar a- f(.,x,y) a mesma 
demonstraÇão do Teorema da contração uniforme. 
Também [-2!<P(x,y)! lxl 2 ' 
z!<Hx,y) IJ 
llxll 2 ' 
o que implica que 1 é continua em (0~0). 
b} O fato que À é limitada perto de (0,0) garante que, mesmo não 
sendo contínua nos pontos {(O,y), y t. O}, h2 é contínua nestes 
pontos e portanto em toda uma vizinhança de (0,0)~ pois 






)ft S - 2-(lxJ +ixJ +IY-Y0 !) = - 2-IJ<x,y-y0 )1!. 
A aplicação h
1 
é claramente diferenciável em zero e 
(dh1 )(0,0) = Ili" 
Vamo~ mostrar agora que o mesmo acontece com h
2
• De 
:f a. to 
iih2 (x,y)- (x + xlll = ll.(x,y)(x,- x li= o(!!x + x!l). 
Em geral, porém, h2 não é fortemente diferenciável em 
(0,0) e portanto não podemos garantir a sua inversíbilidade local 
via o teorema da função inversa. 
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Para mostrar a invers ibi l idade local de h
2 
vamos 
construir explicitamente uma inversa. 
Procuramos uma inversa de h 2 da forma 
h3 (w,z) = [1 + k(w,z)]-
1
w+ + [1- k(w,z)]- 1w_ + z. 





(v)) se, e somente se 1 vale: 
k 4 ,z 
-J(Iw n -2 • ( *. ) 





(v)) *9 f(w + z + g(z)) = 
1 ~1 -1 -1 -1 
= - 2- <A[(1+k) w, + (1-k) w_], (l+k) w, + (1-k) w_>+f(z+g(z)) = 
:::--2
1 (l+k)- 2 < Aw ,w > + - 1-(1-k)- 2 < Aw_t w > + f(z+g(z)). 
• • 2 
Assim temos que 
2(1- k 2 ) 2 f(w+z+g(z)) = (1-k)'"lw i 2 - (!+kl 2 iw 12 + 
. -
+ 2(1-k2 /f'( ;;c +g(z)) 
2 2 2(1-k) f(w+z+g(z)) = I w f - I w 12 - 2 kl wl 2 + . -
+ k2 (jw 12 - lw l2 l + 2(1-k2 ) 2 f(z+g(z)) 
. -
klwl 2 = +(l+k2 )(lw,l 2 - lw_D 2 J + (1-k2 ) 2 [f(z+g(z))- f(w+z+g(z))]. 
Somando e subtraindo +(! - k2 ) 2 (jwJ 2 - !wJ 2 ) e 
levando em conta que $( w, z) = + <Aw, w> + f( z+g( z)) - f( w+z+g( z)) = 
= +<lw,l 2 - lw_i 2 ) + f(z+g(z))- f(w+z+g(z)) obtemos 
2 3 2 k 4 2 2 2 z k!wl = (-2-k - 2Hiw,ll - llwJ) + (1- k) <P(w,z). 
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Agora procuramos k -1 1 [-2-, -2-] tal que ( **) 
seja satisfeita. 
Do fato que w = O, 4>(0,z} = O temos que k(O)z) = o é 
solução de (**). 
Se w i- O, k é solução de (**) se, e somente se, k é 
ponto fixo da função G(.,w,z) : R~ R dada por 
G(k,w,z) = lwr2 [+(3k2 - k 4 i(lwJ 2 - llw_fl + (1 - k I <I>( w, z) • 2 2 J
G é uma função c 1 da variável k e queremos estimar 
~~k G(k,w,z) I· 
Afirmaçao: se 
então [~k G(k,w,z}! 
I kl " 
"_!_ 
1 




d G{kjw,z} llwH- 2 [< 3k dk = -
d G(k,w,z) (3k- 2k3 ) [! = dk 
Supondo I kl " 1 2 
temos: 
2 . 
em relação a k temos 
2k3 )(Üw 12 - I w_l 2 ) - 4k(!-k2 )<1>(w,z)]. 
• 
_ 2jw_i 2 ] 
+ (4k3 - 4k) $ ( w, z} 
I wl 2 I wl 2 
e usando que lim 
W'O 
~~k G(k,w,z)\" 13k- 2k31 . I 2Hw 1
21 I 3 I 1 - -2 + 4k - 4k . 
I wft 
j<P(w, z) I " 
I wl 2 
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~ l3k- 2k3 j.3 + j4k'> - 4kl . 
*9 o< se< 1- 21jkj 
Tomando -1 1 22 :::. k ~ 22 
onde 
temos 
j<P(w,z) I " 




Ü <E>< 110• 
1 
2 
Seja agora w -1- O, j{w,z)/ suficientemente pequeno de 
tal modo que 1 =a.:< 110. 
Então G{k,w,z) é uma função que vale em k = O 
e que tem módulo da derivada :$ + em r;~, 2~] e portanto vale a 
t I desigualdade jG(k,w,z)- G(k1 ,w,z)i "-2-ik- k 1 • 
Fazendo k
1 
= O temos 
jG(k,w,z) - <P(w,z) I 
I wft 2 
"_1_ 





--lkl " IG(k w zll " j<P(w,z)l 
2 ' ' iwlz 
Tomando I kl " 2 jrt;(w,z)!, temos 
I wil 2 
O" IO(k,w,z)i "2«. 
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Portanto G{.,w,z), w'#O, aplicao intervalo [-2cr:) 2o:] 
em si mesmo e é uma contração. Então G(.,w,z} tem um único ponto 
fixo k em [ -2o:, za::J, que depende continuamente de ( w, z}, w '# O, para 
todo {w,z) E onde ~ (o) 
r3 
denota uma bola 
aberta de centro O e raio r 3 > O. 
Também k E [- 2 J<P(w,z)j 2j<P(w,z)j] 
1•1 2 , 1•1 2 , 
o que implica que k é continua em (0,0). 
Afirmaçao: h3 é continua em :ll (0)-e (d h)(O,O) = IIH r3 
onde 
-1 -1 
= (1 + k(w,z)) w + (1- k(w,z)) w + z 
+ -
e k(O,z) = O. 
pemonstraçao: h
3 






pontos ( w, z) E :ll (0), 
r3 
w te O, pois k :::: k( w, z) é continua 
pontos, e I+ k(w,z) *O, 1- k(w,z)- O onde jt(w,z)j s 1 22 
Usando o fato que !kj < 
w 
ih3 (w,z) ho(O, zo) 12 = i 1 
+ 
- k( w, z) + + 
lw f 
+ 
= J! + k(w,z)j 2 











k( w, z) + z - zo 
lw_l 2 I z -+ 
- k(w,z)j 2 
nesses 
= 
zo I 2 s 
h é 3 
Vamos mostrar agora que (d h)(O,O) = I IH" 
De fato: 
z)~z w w wJz jh
3
(w,z) ( w + H 1 ' -- = k(w,z) - w + k( w, z) = + 
' 
1 -
(k(w,z)) 2 jw 12 
' 
(k(w,z)) 2 fiw_ll 2 
= + ( 1 2 ( 1 2 + k(w,z)) - k(w,z)) 
< 4(k(w,z)i 2 lw ft 2 + 4(k(w,z) ) 2 fiw_ ~2 = 
' 
. z z 
4(k(w,z)) 2 ilw + zBz. = 4(k(w,z)) Bwl < 
jjh
3
(w,z) - ( w + zll 
Então 1 im lw + z! " o. {w,z}-HO,O) 
Afirmaçao: h
3 
é a função inversa (local) de h 2 . 
Demonstraçao: 
Para provarmos que h3 é seguramente a função inversa 
(local) de h2 , basta provarmos que ~(x,y) = k(w,z) 1 pois 
= 
e k = k(w,z). 
(1 + À(x,y)) 
1 + k(w,z) w + 
' 
(1- À(x,y)) 
w 1 - k(w,z) 








)(x+y) = .-:: + y{=l:o Ã(x,y) = k(w,z). 
Para facilitar os cálculos, usamos a notação Ã=Ã{x,y) 
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Tomemos as equações que define~ as contrac5es f(·,x,y) 
e G( ~ , 1r, z) , x t: O, w i- o: 
ro.,x,y) 
G(k 1 w,z) 




X , 1 k • + 
w 
-
X , 1 k 
y, z 
Observemos que X* o ... w :F O, 
w+ z , X + X{x 
• 
- X ) + y, ixi 2 
I w U
2 lwJ 2 
+ , + 
( 1 + k)z ( 1 - k)2 
Suponhamos que w = w + w #- O . 
• 
W , ( 1 + À) X 
• • 
z = y 
, lx 12 + lxJ 2 + 
No caso w =O temos x =O e Ã(O,y) =k(O,z) =O~ 
Da equação À= r(Ã,x,y), X* 0, temos 
, 
À , - À z [-(_1_-_k_)-::2,--n_w,_J-;2;--__ ( _1_+_k--)-,;z_l_cw_:.-,12] + ( 1- k) 2 (l + k) 2<i> ( w, z) 
2 (1 - kl 2 lw 12 + (1 + kl 2 lw 82 (1-kl 2lw l 2+(1+kl 2 lw U2 
+ - + -
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2 k)<l>(w+z) 
dividindo os dois membros por Uwl 2 # O 
+ X(Z- >.)(1 + k) 2 llwJ 2 ] = 
e usando a equação k; G(k,w,z) obtemos 
À(2 + À)(l 
= 2klwl 2 + 
- k) 2 jwJ 2 + X(2- À)(l + k) 2 Üw_i 2 = 




[X(2+À)(1-k) 2 +3t"-k4 -Zk]lw I 2 +['-(2-À)(1+k) 2-3k2 +k4 -2k]lw ! 2 =O 
' -
(k-1) 2 (X+k+2)(>.-k)!wJ 2 + (k + 1) 2 (-k-X+2)(X-k)ftw_l 2 = O 
(1-k)[(k-1) 2 (A+k+Zllw,f + (k + 1) 2 (-k-H2)lwJ 2] =O, 
Usando que ~ _1_ 2 e 
1 
:::;; ~ temos que a 
expressão entre colchetes é estritamente positiva e portanto 
Ã. = Ã(x,y) = k(w,z) = k, e h
3 
é realmente a inversa local de 11
2
• 
Para encerrar a demonstração vamos mostrar a 
existência de r, 0<r<r1 , tal que h2 :~r(O) c IE$lN ~ h 2 (!ir(O)) c 1EG:4N é 
um homeomorfismo. Sendo h
2 
e !.. = Ã(x,y) continuas em (0,0}, com 
h
2
(ü,O) = O, À(O,O) = O e llh
2
(x,y)j ~ +Bx,y)l, podemos escolher 
r 
1 
< -2-, tal que 
e I x(x,yJ I ~ - 1- para (x,y) E$ (O), 2 r 2 
Como antes, h3 e k = k(w,z) são continuas em (0,0), 
com h
3 
(O, O) = O, k( O, O ) = O e llh3(w,zlll " zll(w,z)jl, podemos 
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c ~ (O) 
rz 
e 
ta 1 que 
I k( w, z J I 1 
"TI 
Sendo lk(w,z) I " 2 ~ para (w,z) E 
para (x,y} E 
morfismo de sôbre o aberto h3 (':S (O}). r3 




Agora podemos escolher r, O < r < r 2 , tal que 
:lJ (O) c h3 (:ll (O)), e temos que h,: :ll (O) r r 3 "" r 
morfismo de :i! (O) sôbre o aberto h (::B (O)) 
c 2 r 
-> h2(:llc(O)) 




2.4. Cálculo dos grupos de Morse de um ponto crítico isolado, 
possivelmente degenerado: 
Seja Q c Hi um conjunto aberto, a origem O e: .Q e 
f : Q.........,... JR, f(O} :::: O, 'Vf(O) ::: O, e Vf(x) '# O, Vx E Q - {O}, uma 
função satisfazendo as hípoteses do Lema de Morse generalizado, 
então existem uma vizinhança aberta V c lH de zero) uma vizinhança 
aberta em~ = Ker A, B c~ de zero, um homeomorfismo 
h : U = h( V) c IH 
e uma função contínua g : B ~E, tais que: 
.L 
i} p(V[)(g(y), y) s O, onde P: IH~ IE =IN = Jm A é a projeção 
ortogonal. 
ii) g(O) = O, (dg)(O) =O e g é fortemente diferenciável em O. 
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í i i) f( u) = f( h( u)) 
y = u - Pu. 
= _1 __ 
2 < Ax, X > + f( y + g( y) ) ' 
iv-) h é diferenciãvel em O e (dh)(O) ::: JIH. 
onde x = Pu, 
Denotemos por x + x + y um ponto de lH ::: !E Gl lE e IN 1 + + 
onde X ::: ,_. + X E lE ::;::; !E + JE 
"+ + 
e y E iN. Seja ~E: a bola aberta de 
centro O, de raio E > O, suficientemente pequeno, tal que $c c V. 
Seja D ::: D e D e D c ~"' c JH = IE e lE e lN a soma 
+ - o <;.- + 
direta de 3 discos abertos: 
D c :E€ n IE +, + nc::SniE, Do 
c $ n IN, 
- € -
e 
onde D tem centro o 
+' 
D tem centro o e Do tem centro OIN' com + - -
o = (o , o 
' 
OIN) E IE $ IE "' lN • + - + 
Com estas notações e usando argumentos padrões de 
topologia algébrica valem os seguintes resultados: 
i) O par de espaços topológicos 
- -
([(D_ 9 D0 ) n (f< O)) u {0}, (D_ $ D0 ) n (f< O)) 
é um retrato por deformação do par 
-([Dn (f< O)} u {O}, Dn (f< O)) 
onde {f < a) = {p E D f(p) < a} 
-
ii) O par ([D_ e D0 ) n (f< O)] u {O}, (D_ e D0 ) n (f< O)) é homo-
logicamente equivalente ao produto 
- - -(D_ n (f<O), D_ n (f<O)) x ([D0 n (f<O)] u {O), D0 n (f<O)) 
íii) Sendo O o único ponto critico de f em Q, e como os grupos de 
homologia são invariantes por homeomorfismos, então valem os 
isomorfismos Hk(O) = Hk{f1 0) .- Hk(f "!'>E, f~ -e.:)= 
= H,([h(D) n (f< O)] u (O), h(D) n (f< O))= 
- -
= H, ([ D n (f < O)] u (O}, D n (f < O) ) = 
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onde À= dim D = Ã(f,O) e sendo o espaço D
0 
limitado e contido 
no espaço vetorial de dimensão finita IN = Ker A os grupos 
H,_,([D0 n (f < O)] u {ON}, D0 n (f < O)) são finitamente 
gerados e se anulam para k suficientemente grande. 
Observaçao 1): No caso que o ponto critico O E Q é não degenerado, 
va.le o re·sultado acima 1 pois D0 = {ON} e D0 n (f :t:. O) = <P {vazio} ou 
seja. 
H,(O) = H,(f,O):=H,(f ~c, f ~-E)=H,([D n (f<O)] u {O}, D n (f<O)) = 
= H,_,({ON}, $) = Hk-À({ON)) = Õk\G = { g; k = À k # À 
onde G é o grupo dos coeficientes da teoria de homologia. 
Observaçao 2): Em virtude da fôrmu.la e.cima Hk(O) = Hk(f1 0) = 
Hk(f;:; E, f::> -E) = O para qualquer k inteiro, k {.. {'). 1 Â..+l, ..• ,A+u} 
onc,-. 1 = dim D e u =- dim D0 < ro. 
Ao ponto critico O associamos o invariante homológico 
~(O) = ~(f,O) := 
-
= H,(fjD0 , ON) = 
H,([D0 n (f< O)] u {ON}, D0 n (f< O)) = 
H,(f0 ,0,) onde f 0 (y) = f(y + g(y)), e 
denominado invariante caracteristico. 
~(O) é 
No caso que o.s coeficientes de homologia singular são 
tomados Dum corpo F, temos o número de Betti bk(O} = dí"iF Hk{O) e 
b~(O) := di'"IF ~(O) e vale que 
o bk+À(O) = b,(O) onde>.= dim D = \(f,O), 
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De h!D0 :D0 ___. h(D0 )cD, h(y)=y+g(y) e d(h!D0 )(0N) =IN, 
S = h(D0 ) é uma subvaríedade topologica de M para f em O denominada 
subvariedade característica. 
2.5. Desigualdades de Morse: 
Sejam c
1
, c 2 , ... , cN os valores críticos (isolados) 
de f em [a, b] onde a e b são valores regulares àe f, então valem as 
desigualdades de Morse 
~ b, f~ a) ~ 1 '2' •.. ' N 
bk (f s b, f s a) s 
+ E' f ~ C. 
J 
E)' para E > o' suficientemente 
pequeno, tal que c é o único valor critico em [c.- E, c.+ t:]. j J J 
2.6. Subvariedades criticas possivelmente degeneradas de uma 
variedade de Hilbert 
Dizemos que uma subvariedade conexa K de uma variedade 
de Hilbert M é crítica para uma função f : M ---t lR de classe c1 se 
df(x) = -0 , Yx E K . Se f satisfaz a condição de compacidade (C) de 
Palais-Smale, então K é compacta. 




TxM = TxK Gl H1 (x) 
T K. 
= (T K) é o complemento ortogonal de 
X 
X 
Supondo f duas vezes diferenciável nos pontos de K 1 
colocamos para todo x E K, A 
X 
2 
" d f(x) onde 
rff(x) (X, Y) ; <A X, 
X 
Como A TM -7 TM 
X X 
Y.> ; <x, A Z>. 
X 
é um operador auto-adjunto, 
então A (H (x))cH (x). 
X 1 1 
Pela definição de subvariedade cr.Ltica temos que 
T K c Ker A • 
X X 
Para verificarmos que T K c Ker A , suponhamos que a 
X X 
subvariedade critica K é modelada a um espaço de Hilbert Y, então 
para cada x E K existe uma vizinhança aberta V de O E Y , e uma 
vizinhança aberta W de x em Me um difeomorfismo $ : V c Y --!t W n K 
e o espaço tangente de K em x escreve 
Para cada y E V c Y temos df($(y)) = O, 
Então, 
a2 f(<j>(y)) d<j>(y) v ; O , por a todo y E V e v E Y. 
Em particular, d2 f{x)d<j>(<jl- 1 (x))v =O para todo v E Y, 
então T K c Ker A . 
X X 
Definição: Dizemos que K é uma subvariedade crítica 
não-degenerada se A /H (x) é um isomorfismo para todo x E K. 
X 1 
No caso contrário dizemos que a subvariedade K é 
critica degenerada. 
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Suponhanos para o restante deste parágrafo, que 
1 f : M ~ 1R é de classe C 1 duas vezes diferenciável ao longo de uma 
subvar iedade critica possiv-elmente degenerada K 1 tal que A ê um 
X 
operador de Fredholm que depende contínuamente de x em K e f 
satisfaz a condição (C). 
Com estas hipôteses sobre f temos que uma subvariedade 
critica KcM para f M ---0- IR satisfaz dim K = dim T K -s; dim Ker A <G:l. 
X X 
Se a subvar i edade crítica KcM é não-degenerada então 
TK= Ker A para todo X E K, e a nulidade de cada X E K é igual a 
X X 
dimensão de K, e sendo A um operador de Fredholm, o Teorema 
X 
Espectral implica que H1 ( x) = ( T K)_L admite uma decomposição X 
ortogonal em soma direta H1 ( x) = H- ( x) " 
H+ ( x}, tal que H- ( x) e 
são subespaços invariantes por A A definida negativa em 
X X 
A definida positiva em H+(x) 
X 
e a de campos i ção depende 
contLI.\,uamente de x E K. 
o índice de Morse de uma subvariedade crítica 
não-degenerada K c M é definido como sendo o índice de Morse de 
cf f( X), X E K. 
O indice de Morse de um ponto crítico .'t E K é o 
supremo das dimensões dos subespaços vetoriais de H1 (x} nos quais 
é definida negativa. Por continuidade este número é 
independente de x, pois K é conexa~ portanto H-(x) tem dimensão 
constante. 
No caso de uma subvaríedade crítica K c M 
possivelmente degenerada, o subespaço H
1
(x} admite uma decomposição 
ortogonal em soma direta 
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ta I que e 
H (x) = H-(x) "H'(x) "If'(x) 1 




+ definida positiva em H (x) if(x):: Ker(A jH(x)) e quando x varia 
X 1 
em K pode acontecer que as dimensões - o I de H (x) e H (x)=Ker(A H (x)) 
X 1 
não sejam preservadas ao longo de K. 
A aplicação A 
X 
2 
a d f(x) define uma aplicação 






(K) = u 
xEK 
Suponhamos daqui para frente que f : M -----» !R é uma 
função definida em uma variedade de H i ibert M e K c M é uma 
subvariedade crítica, conexa, possivelmente degenerada, satisfazendo 
as seguintes hipóteses: 
1 (1) f é de classe C j e f f1i. O em K. 
{2) K é uma subvariedade crítica isolada. 
( 3) f admite segunda derivada d 2 f( x} para todo x E K que depende 
contínuamente de x e o operador auto-adjunto associado à 
segunda derivada é um operador de Fredholm. 
(4) Na decomposíção ortogonal de 
os subespaÇos H- { x) H' ( x) 
H1 (x) =( TxK)-'- = H-(x)eH'(x)eJ!'(x) 
tf{x) mantém preservadas as 
dimensões quando x var1a em K, isto é, H*(x) isomorfo a J/(y) 
'Vx , y E K , onde * = + , o 
{5} f satisfaz a condição {C} de compacidade de Palais-Smale. 
{6) O gradiente de f, gra.df(x) é fortemente diferenciável nos 
pontos x E K. 
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Observaçao 1): Pela condição (4) temos a decomposição de fibrados 
onde 
xEK xEK xEK 
Neste caso o índice de Morse de K é a dimensão da 
fibra H-(x) e a nulidade de K é a dimensão da fibra If(x}. 
Observaçao 2}: Como o conjunto Fred(H) dos operadores de Fredholm de 
um espaço de Hilbert H é um conjunto aberto no espaço dos operadores 
1 ineares contínuos ..C(H H) , na topologia uniforme, e o índice i(A) 
dado por 
í(A) = dim Ker A - dim Coker A 
é constante nas componentes conexas, temos que 
i(A ) = dim Ker A - dim Coker A 
X X X 
é constante quando x varia na subvariedade crítica K , possivelmente 
degenerada. 
2.7. Invariantes homológicos associados a uma subvariedade crítica 
K de f : M ~IR possivelmente degenerada. 
Seja f : M --Jo lR uma função satisfazendo as hipóteses 
(1), (2}, (3), (4L (5) e (6) enunciadas anteriormente. Passaremos 
agora a descrever a maneira como determinar os invariantes 
homológicos da subvariedade cri.tica K. 
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Sendo K subvariedade compacta de M, podemos contornar 
K por uma vizinhança tubular, suficientemente pequena. Para obtermos 
essa vizinhança consideramos o fibrado vetorial n E ---'1 K 1 onde 




(x) fi brado normal de K em M, e em seguida uma 
vizinhança v ó da seção zero em H1 (K). 
Como K é compacte::.: podemos escolher /j > o suficiente-
mente pequeno 1 tal que, a aplicação exponencial dá um difeomorfismo 
exp: v5 __,. U = exp (v,;:) => K, para isto, ' v '-'~T - (La. 2], Lang, s.: 
~!i fferent ial ?>iani folds. 
Agora passamos a fazer uso desta identificação. 
escrevendo f no lugar de f<>exp 
v8 escreve como umc. '-lníão de discos abertos v8 (x) de 
centro x E K e raio õ ;:. O , v5 = u v0 (x) 
xEK 
v0 (x) c H1(x) , e tomemos 
8 suficientemente pequeno tal que f satisfaz o lema de Morse 
generalizado em v0 (x) , Vx E K. 
Seja DE(x} :::: D~(x) Gl D~(x} e D~(x) c v8 (x) c H1(x) :::: 
= H-(x) 9 H+(x) EB Ff{x) j a soma direta de 3 discos abertos de raios 
iguais a E, O < c < ó , onde 
Denotemos por Do E O subfibrado de 
cujas fibras são de dimensão u = u(K) = nulidade de K, e denotemos 
por D~ o subfibrado de v8 ,D~ cujas fibras são de dimensão 
"- = l.(K) =- índice de K. 
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A função fx = fj v0 (x} , v6 (x) c H1 (x), é de classe d 
e duas vezes diferenciável em O E H
1
(x) {que corresponde a x E K , 
pela identificação feita anteriormente), e que tem O como ponto 
critico de índice À e nulidade u e f satisfaz o lema de Morse 
X 
Generalizado e seja 
-
f (u) = (f oh)(u) = 
X X 
1 i<Av v> + f( w + g( w)) 
onde h : De c H
1
(x) ___,. h(Dc) c H1 (x) é homeomorfismo, w E D~(x), 
v E n;(x) "'D~(x) c H+(x) "H-(x) = (if(x))-'-. 
Da prova da propriedade b} que determina os grupos de 
Morse, para uma função f M ----1 IR de classe C1 , duas vezes 
diferenciável em O, sendo O um ponto crítico de índice À e nulidade 
u,ef(O)=O 
sobre o par 
do par 
sobre o par 
produto 
nós obtemos um retrato por deformação R do par 
X 
- -([D (x)n(f <O)]u{o} , D (x)n(f <O)) f: X f:- X 
Estas retrações determinam um retrato por deformação 
-{[D6n(f <O)]u{K} 
( [ (D~ <ll D~)n(f<O) )u{K} 
u D~(x) 
xEK 
e u D~(x). 
xEK 
Sendo este último par homologicamente equivalente ao 
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Então temos o isomorfismo dos grupos de homologia: 
-
H{( ( (D,n( f<O) ]u{K} 
onde À= dim D~(x) , u = dim D~(x} < ro . 
A subvariedade critica K de f M ---; IR K 
possivelmente degenerada, associamos o invariante homológico 
-
H<; (f', K) = H<;( ( (D/l{f<O )Ju{K} 
e o invariante homológico 
e pela fórmula acima vale 
Como a subvar i edade c r i ti c a K é compacta temos que o 
fi brado D0 
E 
é limitado pois u = dim D~(x} < ro 
Então H.e;.(f,K) é finitamente gerado e se anula para 1 
suficientemente grande. 
Em particular H.{(f,K) ::;: O para f 1/. {"-, "-+1, ... , À+u}. 
Denotemos por b;;(K) e por b~(K) , b<;(K) = dím H<:(f,K), 
b~(K) = dím J!l(f,K), também denominados números típicos e números 
típicos singulares, associados à subvariedade crítica K, respectiva-
mente. 
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2.8. Desigualdades de Morse em termos dos números típicos bt(K) e 
em termos dos números típicos singulares b~(K) associados às 
subvariedades críticas {isoladas): 
Sejam c
1 
c2 , ••• , cN os valores críticos (isolados) 
de f em [a , b] , onde a e b são valores regulares de f, então temos 
as desigualdades de Morse: 
Para todo inteiro q ~ O 
b ( fsb 
q 
f'-'a) s l: b.(c) 
{c } J J 
onde b (c.) = dim H (fsc.+E 




1,2, ... ,N 
J=1,2, .•. ,N 
para E > O suficientemente 
pequeno 1 tal que c. é o único valor crítico em [c.-E , c.+E] . J J J 
As desigualdades de Morse podem ser escritas em termos 
de números tipicos b (K) : 
q 
fsa) s í: 
KEO 
~· (K) ' 
onde o= conjunto das subvariedades críticas de f em r 1 [a ' b]. 
Pelo teorema do deslocamento que relaciona os números 
típicos singulares de cada subvariedade crítica~ juntamente com o 
seu índice, as desigualdades de Morse escrevem-se: 
t ( -l)q-{b{_Ã<Kl (K) 
.t:.o 
b:-À{K)(K) 
onde Ã(K) é o índice de f ao longo de K. 
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CAPÍTULO !!! 
3.1. A variedade das curvas fechadas 
Seja M uma variedade riemanniana e S = IR/Z o circulo 
unitário parametrizado em [0~1]. Consideremos 
AM = {c c é contínua, ê( t) existe para q. t. t E: s' 
Nesta seção vamos desenvolver uma estrutura de 
variedade riemanniana (modelada em um espaço de Hilbert) para AM. 
Antes de descrever os detalhes vamos dar a idéia da 
construção: se c : "' M é uma curva fechada C e X( t) um campo 
11 pequeno'' ao longo de c, a curva c ( t) 
X 
= expc(t.JX( t) é próxima a c, 
também toda curva próxima de c é obtida desta maneira pois exp é 
localmente inversível. Assim as curvas perto de c são descritas por 
campos "pequenos" ao longo de c que constituem um aberto em um 
espaço de Hilbert oportuno. Pela densidade de c?(s,M) em C0 (S,M), 
temos um atlas em AM. 
"' Seja c E C {S,M) e consideremos o diagrama "pull back" 
• 
" c 






A métrica riemanniana e a conexão de Levi Cevita de M 
• induzem urna métrica e uma conexão em c TM que denotaremos por < , > 
e V, respectivamente, e para d dt usamos a notação 
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1 ' ' d c ass1ca dt X=X'. 
Seja o espaço vetorial das seções 
necessariamente continuas). 
Definimos os subespaços 
onde é a relação que declara equivalentes duas 
coincidem em quase todos os pontos de S. 
H1 (n*) = {X E: i::(:n:""') : X' ( t) existe q. s. e 
c c 
Kx' !tlO E L 2 (s)J 
C0 \n""') = {X E: [(n*) : X é continuo}. 
c c 





~(n*), 1 = 0,1, são espaços de Hilbert em relação clOS 
c 
produtos internos 
>o = I < X( t) l 
s 
Y( t) >dt 
< x, Y > 
1 
= < xl Y > 
0 
+ < )t , Yl > 
0 
e é um espaço Banack em relação 
Kxl,, = sup{!X( t) K : t E s}. 
O seguinte fato ê bem conhecido: 
3.2. Proposiçao: 
< b l I K o " H 1., " 12 i i, 
a norma 
(c} A inclusão H1 (n*} <---,) c0 (n*) é compacta (isto ê, 
c c 
conjuntos são relativamente compactos em 
Co(n•)). 
c 
Seja exp : TM ~Ma aplicação exponencial e 
Exp : TM --4 M x M, Exp( v) = (n{ v), exp v}. 
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É bem conhecido que Exp é um difeomorfismo de uma 
vizinhança U da seção nula de TM sobre uma vizinhança da diagonal 
A s M x M. 
Seja 'U ' -1 = (c~) U. Então U é uma vizinhanÇa aberta da 
c " c 
ã l * . d sec o nu a em rr . Cons1 eremos 
c 
H1 ('U) = {XE H1(n'): X(t) EU, Vt E S}. 
c c c 
É então claro que H' (!l ) 
c 
é um aberto 
Hilbert H1 (n') e 
c 
definimos a aplicação 
~ ~ 
H1 (U ) ~ AM, $ (X)( t) * <P : = exp( cnX( t)). 
c c c 
do 




1-1. Além disso, pela densidade de Cro(S,M) em C0 (S,M) o conjunto 
~ 
{$ (H1 (U )) 
c c "' 
: c E C ( S, M)} 




Temos assim um atlas para AM e temos que analizar as 
mudanÇas de cartas 
Para tanto vamos mostrar um resultado de carácter mais 
geral que utilizaremos também mais adiante. Sejam E, F fibrados 
vetoriais sobre S, A s E uma vizinhança da seção nula e Q:l : A ~ F 
uma função diferenciàvel que preserva fibras, isto é, para Vt E S, 
~P!At é diferenciável e IP(At) c Ft =n- 1 (t), onde At= An p- 1 (t) '#<ll, 
p : E ---) s é a projeção do fíbrado E, :n: F ---) S é a projeção do 
fíbrado F. 
$ : A -4 F índuz uma aplicação $ entre as seções de E 
(com valores em A) e as seções de F, cJI(X) ( t) = 4>(X( t)). 
Seja agora K : TE~ E uma conexão. 
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Então K determina uma decomposição TE = T'E e TvE 
sendo 
(-/'E) = Ker(KjTE); (TvE) = Ker(dp). 
X X X X 
( d<P) = ( d,<Pl + ( d2<P) 
X X X 
nas partes horizontal e vertical, respectivamente, ~·é portanto de 
uma vizinhança da seção nula de v TE em TF. Indutivamente podemos 
considerar a derivada vertical r-ésima de $, que vamos indicar por 
~ 
~<P e denotamos por (d;<P) a aplicação induzida por d;<P a nível de 
seções. 
Consideremos agora métricas em E e F e assim podemos 
definir H1(U), H1(E}, H1(F) em analogia com o que foi feito acima. 
3.3. Proposiçao: 
Se <P é de classe d', k ~ 1, então 
~ 
$(H1 (U)) s;; H1 (F) e 
~ 
$ ; H1 (U)-+ H1 (F), 
<P (X)( t) = 4> (X( t) } , é de 
Demonstraçao: 
Seja 'U uma vizínhanca da -seção nula de E. Mostremos 
~ 
primeiramente que cJ;r : H1 (U) ~ H1 (F) é continua e que H1 ('U} é aberto 
de H1(E). 
fíbrado p 
Seja_ C0 ('U) o conjunto das seções continuas X do 
E ~ S, com X( t) E U t. 
Então existe p > O tal que X E C0 ('U}, 
Y E c"(E), ftX- Yiro < p ,. Y(t) Eu,, Vt E S. 
Então c0 (U) é um aberto de c0 (E). 
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lf' (U) é a imagem Inversa de C0 (U) pela inclusão 
contínua H1 (E) '-> C0 (E) e portanto H1 (U) é aberto. 
~ 
Para mostrar que <i> é contínua notemos que nv - xn, 
pequeno, implica IIY- xDro e ffVY- 'V'XUo também pequenos. 
/V A}' I'V ,IV 
De ft<t>(Y)- 4>(X)! 0 ~ !HY)- <i>{X)!., temos que, quando 
IY- xJI, ~ O, também li<P( Y) - <I>(X)U 0 --> O. 
Seja agora Y'(t) = Y'(t)h + Y'(t)v a decomposição nas 
partes horizontal e vertical, respectivamente. 
Y'(t) é cononicamente identificado com VY(t). Se 
v 
= denota a decomposição segundo às 
restrições de &P aos subespaços horizontal e vertical, respectivame~ 
te, temos 
V<P(Y) ( t) - ll<P(X) ( t) = V<P( Y( t)) - V$( X( t)) = 
= ( d2 <P) Y< tJ (17 Y( t) -v X( t) ) + ( ( dz'l>) Y 1 tJ- ( d 2 <P) x <t , ) . 17 X( t) , 
(módulo termos que tendem a zero quando IY- xRro ~ O)j o que mostra 
~ ~ 
que quando i y - xl, --> o também I"<P ( Y) - , .. (X) lo --> o. 
Assim temos mostrado que Ux - Yl 1 ----" O implica 
!<P(Y) 
rv >V 1 1 
- $(X)Q
1 
_,.O e portanto$ : H ('U)----) H (F) é contínua. 
~ 
Mostremos agora que $ : H1 (U) ~ H1 (F) é continuamente 
diferenciável com derivada dada por d$ = (d2$) e obsevemos que a 
diferenciabilidade para ordens superiores é provada da mesma 
maneira,_ começando com a aplicação diferenciável que preserva fibras 
Pelos cálculos acima temos que $ é contínua. Pela 
fórmula de Taylor 
$( Y( t) )-<P(X( t)) - ( d2$) xltl ( Y( t)-X( t)) = r(X( t), !'( t)). ( Y( t) - X( t)), 
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1 
onde r(X(t). Y(t)) = J
0 
{d2$)Y(t)+s{X{d-Y{t))ds- (d2 4>)X{t}' O<s<l, 
é uma aplicação que preserva fibras de algum U'xU'cuxU, U' 
aberto, convexo, no fibrado L(p,n) : L(E,F) ---t S. 
Considerando a aplicação contínua associada 
r H1 (U' x 'U') _, H1(L(E,F)) H1(U') _, H1 (L(E,F)) 
rv rv rv rv 







Como r(X,X)=O temos lr(X,Y)I! 1 _,O quando Hx-Yj 1 _,O, 
isto é, E H1(L(H1 (E); H1 (F)) ) tem a propriedade de uma 




Da mesma maneira pode-se mostrar que dr~ = 
3.4. Corolário: 
As mudanÇas de coordenadas 
"' são de classe C . 
Demonstraçao: 
X( t) __.. * (c, 
" 
Q ç H1 (U ) 
c 
é induzida pela aplicação 
) - 1 -1 * exp ( exp c, X( t) ) . 
c(t) c(t) 
O Corolârio acima garante então que 
~ 
{(H1(U) <i>) : c E c"'(S,M)) 
c ' c 
~ 
(de ") z ~ . 
• 
é um atlas díferenciâvel (c?') para AMe isso determina uma topologia 
e uma estrutura de variedade diferenciável em AM. 
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3. 5. Espaço Tangente a AM. 
Para i = o, 1 definimos: 
fi' (AJ/ TM) = uH' (1<*) e c E AM c 
fi' (AJI TM) ~ AM, * X) P, : Pi ( cn = c 
* X) ( t) n(X(c(t)) onde Pi ( cn = = c ( t) ' tem uma estrutura de fi brado 
vetorial (Hilbert) sobre AMe P. : H1 (AJ/ TM) ____,. AM é isomorfo aTAM. 
' 
Produziremos uma estrutura local para 
lf' (A!/ TM) , i = O, 1. Para x E TM, j = 1, 2 definimos 
('7. exp) ( x) : Tn(x)M--> T exp(x)M por J 
('7 exp)(x).y (d exp)(x).(dn I -I -1 = TM) .y 1 
(9 exp) (x) .y = (d -1 exp)(x).k(x) .y 
2 
onde k(x) TV 
X 
TM _, Tlt(x)M é a identificação canônica. Temos a 
seguinte interpretação geométrica de v. exp, j::: 1, 2: 
J 
(V1 exp) (x} .y é o transporte paralelo de y, de p até expx ao longo 
de J{t) = exp tx e; 
('V
2 
exp)(x).y é o valor em expx do único campo de Jacobí ao loogo 
de y( t) = exr tx. que se anula em t = O e cuja derivada em t = O é 
y. 
Para x E UcTJl:f~ (\1 2 exp)(.y) e {'V 1 exp)(x) são isomorfis 
mos; e as aplicações onde i= O, 1: 
~-
$' H1('U) x lf'(n') --> lf'(AM' TM) 







exp)(c X(t)).(c Y(t)) 
dão a estrutura solicitada. 
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3.6. Proposiçao: 
O campo tangente Oe( t) = ê( t) ao longo de uma curva 
e E AM, é uma seção diferenciável no fibrado p 0 J' (Ai/ TM) _, AM. 




H1 (O ) 
U -1 1 sobre = exp H (O ) , 
c c c 
"' c E C (S,M), a parte principal de 8 
c c 





(X)(t) • (c;)- 1 o 8(c; X(t)).Bc(t), XE H'cn:) 
-1 
e 8(x) o [Ç
2 
exp(x)) o [V1 exp(x)], X E TM. 
Demonstras;ao: 
Seja e(t) = exp(c; X(t)), Be(t) = é(t) = 
* * * * * = dexp( cn X(t)). (c, X' ( t)) • d exp( c, X( t)). ( cn X' (t)h + c,x' ( tl) 
onde temos a decomposição nas componentes horizontal e vertical. 
De 
K • c; X' ( t} v = V (c; X( t) ) 
obtemos 
ae(t) = V 1 exp(c; X(t)).Bc(t) + V 2 exp(c; X(t)).V(c; X(t)) • 
= '<
2
exp(c;x(t))[vcc;x(t)) + V 2 exp(c;x(t))-
1
.V1 exp(c;x(t)).8c(t)] = 
= ç 2 exp( c;x( t) o c; . [V c X( t) + ;;'c (X( t) ) J 
que dá a_ expressão para aC-x( t). 
• 
Enunciamos agora o seguinte teorema que descreve uma 
estrutura Riemanniana. canonica em P. : i/(AM' TM) -4 AM, í = O, 1. 
' 
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3. 7. Teorema: 
O fibrado P. : ti(M/ TM} _,. AM~ i = O, 1, admite uma 
' 
(única} métrica Riemanniana caracterizada pela seguinte propriedade: 
Para c E 
escalar < 
d"(S,M) a métrica -1 em p
1 
(c) 
>, , i = O, 1 onde , 
<X,Y> 0 =J <X(t),Y(t)>dt, 
s 
< X, y > = < X, 1 
é dada pe 1 o produ to 
Em particular,'T'i\M fM !?(AJ;/' TM) admite uma estrutura 
Ríemanniana que ainda denotamos por < , >1 . 
3.8. Métrica de Finsler 
Definíçao: 
Uma variedade de Finsler (M,F) é um par constituído de 
uma variedade diferenciável M de dimensão n, juntamente com uma 
função contínua F TM _,.R+ tal que: 
1} F(x,X) ~O e F(x,X) = O ~ X= O; 
2) F(x, tX) = tF(x,X), para todo t 2 O; 
"' 3) F é de classe C em TM- S0 (TM), onde S0 (TM) é a seção nula de 
TM. 
n 





yj é uma forma quadrática 
não degenerada e definida positiva, onde Y, V E T M, 
X 
e 
d: denota a segunda derivada na direção da fibra. 
A função jl é de classe 
classe Ct:SJ fora de S0 ( TM)). 
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1 C em TM (e naturalmente de 
Se a função ?' é de classe no fi brado tangente 
inteiro TM, então por um resultado jã conhecido, a métrica de 
Fins ler F satisfaz Ç(W) ::: < W, W > para uma métrica Riemanniana 
< , > e qualquer W em TM. A função ?' é também chamada de energia. 
3.9. Integral da energia de Finsler 
Seja M uma variedade Riemanniana compacta e 
L = ?' : TM ~ IR+ a energia de uma métrica de Finsler F. A função 
L = ?' induz uma aplicação E : AM--'> IR 
E(c) • J L(b(t))dt 
s 
chamada integral da energia ou simplesmente energia. 
O funcional energia possue várias propriedades que são 
necessárias para o desenvolvimento da teoria dos pontos críticos 
(tipo de Morse). As propriedades do funcional E : AM--'> lR são as 
seguintes: 
( 1 ) O funcional E AM ---;. IR é de classe c' e a 
derivada é localmente Lipschitziana; 
(2) O funcional E: AM~ R satisfaz a condição (C) de 
Compacidade de Pala.is-Smale: 
"Seja (c) c e: AM, uma seqüência de curvas tais que; 
n ' n 




~ O, onde 'VE denota o gradiente de E. 
Então (c ) admite um ponto de acumulação, que é, naturalmente, um 
n 
ponto crítico de E". 
72 
(3) O funcional E : AM ~ lR possue segunda derivada 
nos pontos críticos e a sua derivada {ou o gradiente ~E) é fortemen-
te diferenciável nos pontos criticas. 
Em primeiro lugar descrevemos as provas das proprieda-
des (1) e (2)l conforme está no trabalho [Mer.] e depois damos a 
prova da propriedade (3). 
3.10. Teo-rema: 
E: AM ~ IR é de classe c1 e a derivada é localmente 
Lipschitziana. (ver,[Mer.]) 
Prova: 
H1 (U )) um sistema de 
coordenadas ao redor de ceE=Eo<P, 
c c 
onde 




= ( • ) -1 cn U, 




r x a 









* À : U X C TM -----? S X IR, 
c c 
Então é suficiente provar que À 
c 
1 é de classe C 
derivada localmente Lipschitziana. 
Notemos que À está bem definido em todo 
c 
H1 (U )xif(c'TM). 
c 
De fato, para(X, Y) 
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E H1 (11) x If'(c'TM) 
c 
e com 
I (L(92exp(c; X(t)).c; Y(t)))dt ~ K I 1"2 exp 
s s 
que é limitada já que IX( t)l, é pequeno e Y( t) E ff(c'TM)= L2(c'TM). 
Para todo t E S, consideremos a restrição de i.. à 
c 
fibra 
Àt : ( U ) e( c* TM) ----> IR. 
c t t 
onde x e y denotam a variável no primeiro e no segundo fator, 
respectivamente. 
em y; 
3. 11. Lema: 
Neste caso temos o seguinte: 
â\, 
e Ox são positivamente 1) \ homogeneas de grau 
2) é positivamente homogenea de grau 1 em y. 
Provemos o seguinte lema para funções homogeneas. 
2 
Seja f: Rn ~ Rm contínua, e de classe C00 em R0 - {0}, 
e positivamente homogenea de grau~. 
n Então para quaisquer x, y E R : 
{a) Se~~ 1, então existe uma constante K >O tal que 
lf(x) - f(y)l ~ Klx- .v!. 
(b) Se a:= 2, então existem constantes N1 > O e N2 > O tais que 
I .v 11. 
(c) Se o::= O, f é limitada. 
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Prova: 
(a) De fato, se tx + (1 - t)y i- O, para todo tE [0,1], então pelo 
Teorema da desigualdade do valor médio temos 
!f(x)- f(.v)! ~ sup !f'(tx + (1- t)y)i. !x- .vi. 
O'!> t_:=;; 1 
Sendo oc=l, temos que f( sx)=sf(x), implica r ( sx)=f' (x} 
x#O,s>O. 
Então f' é limitada, para ver isto restringir f' 
à esfera unitária s"'- 1 , pois f'(u;g} = f'(z), z i- O. Logo 
if'(zll ~ K
1
, para todo z E IR"- {O} e portanto if(x)-f(Y)Ü~K1 ilx-yfi. 
Se x # O, y # O, com y - tx, t < O temos 
lx- Y! = nx- txll = (1 - t)ixl = !x! - tHxll = !xl + ll.vll 
e 
itCxl - rc.vJII = 111.\i rc 11 ~ 11 l - i.va rcl;lil/1 ~ 
~ lx!lll f(II~IIH + !.vi li f(mlll ~ Kz(llxll + I cll) = Kziix .vi 
pois sendo f contínua, f!ff'"- 1 é limitada por uma constante K > O. 
2 
Se x = y = O, temos f(O} = O e a desigualdade passa a 
ser uma igualdade. 
Se x # O e y = O, então 
Assim, para todo x,y E IR" , 
K = max{K1 ,K) e portanto ftf(x)- f(y)j ~ Kjx- yj. 
basta considerar 
{b) No caso a: = 2 ~ temos que f' é homogenea de grau 1. Sendo f de 
classe Cro em lRn- {O} então f'!i'- 1 é limitada, isto é, existe 




Então para todo z :;f:. O, M ~ I f' ( z ) I 
1 lZif 
portanto ftf'(z)ft < M1ftzft, z #O. 
Se tx + (1 - t)y :;f:. O, para todo tE (O,lL então pelo 
Teorema da desigualdade do valor médio temos 
e 
jjf(x)- f(y)ft < sup lt'(tx + (I- t)y)jj . Hx- YÜ = 
o~ t-5.1 
= sup if'(y + (x- y)t)l . Nx- Yl < M1 IY + (x- y)tft . lx- YH < 
o:; t:f 1 
Se x # O, y :;f:. O, com y = tx, t < O, temos 
lfx- Yl . !Y! = lx- txl . ltxl = (I - t)(-t)jfx! 2 = 
= t 2 Uxl 2 - t!xl 2 = jyft 2 - tQxft 2 implica que ftyft 2 < lx - Yi !Yi. 
Assim, se x :;j:. O, y # O 1 com y = tx, t < O, 
jjf(x) - f(y)ft = 10xl 2 f(ll~l) - flyf f(~)l < 
< M2 [lixft
2 
+ IYII 2 ] " M2 [lx - Yl
2 
+ lx - yfl · ftyl], 
pois f/s"- 1 é limitada por uma constante M2 >O. 
Se x = y = O, a desigualdade torna uma igualdade. 
Se x #O e y =O temos ftt(x) - f(y)l = if(xll = 
= lxl 2 lr(II~IH "M2 ixn' = MJ!x- Yi 2 + llx- Yl . ftyft]. 
Então o caso geral está resolvido, e podemos 
considerar a existência de constantes N1 > O e N2 > O tais que 
(C) Se o:= O, então f(z) = f(lfzJ), z #O. 
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Logo 11 f( z) 11 = 11 f(~)i $ M1 , para todo z E IR" - {O} e 
!lf(zlll $ M, Vz E IR", onde M = max{M1 , !lf(Ollll. 
Observaçao: 
Observemos que neste lema estamos trabalhando com 
funções f IRn .. ~ lRro t . ___....., con 1nuas, positivamente homogeneas para 
n ~ ro quaisquer x E IR e t >O de grau a:, f(tx) = t f{x), e de classe C 
em IR"- (O}. 
No caso o:: = 1, se ti vermos f 
em todo JRn, f( tx) = tf(x}, qualquer t E IR, então f necessariamente 
será uma transformação linear. Neste caso f' ( tx}x = f(x), que para 
t =O da f(x) = f'(O).x. 
No caso o:: = 2, se f : IRn -->- lRm é de classe C00 em todo 
!Rn, f(tx) = t 2 f(x), qualquer t E IR, então f é uma aplicação 
quadrática, isto é, existe B que 
f(x) = B(x,x), para todo x E IRn. Neste caso, derivando f(tx):;::t 2 f{x} 
duas vezes com relação a t, temos 
e fazendo t =O, 
f' ( tx)x = 2tf(x), 
f"(tx)(x,x) = Zf(x), 
f"(O)(x,x) = Zf(x) 
f(x) = + f"(O)(x,x). 
Por exemplo, a função f : IR 2 IR f(x,y) = /x• + .. y 
satisfaz f( tx, ty) = z t f(x,y), mas não ê quadrática, pois f não é 
sequer diferenciável na origem. 
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1.:_) Afirmação: À é diferenciável e 
c 
-(d :>.)(X,Y)(t) = (dr :>.)(X(t), Y(t)), 
onde dr denota derivada na fibra. 
De fato, seja (x1 , Y1) E H'(u) x H"(c'TM) pequeno. 
Então para algum sE (0,1], 
. . 
IÀc(x+ X1 , Y+ Y1 )- "JX,Y)- (dr:>.)(x(t), Y(t))(X1 (t),Y1 (t))l 1 = 
L 
= I i[Ca?J(x(t)) + sx1 (t), y(t) + sy1 (t)) 
s 
I ÔÃ $ lilx' (X( t) s 
I ÔÀ + llay' (x< t) s 
- (dr:>.J(X(t), Y(t))(X1 (t), Y1 (t))]11 dt 
ÔÀ 




(t), Y( t) + s Y1 ( t)) - a/ (X( t) , Y( t)) 11. ft Y1 ( t) li dt 
(X(t) + sX1 (t), Y(t) + sY1 (t))- (X(t), Y(t))idt 
ÔÃ 
--'(x(t) ôy ' Y(t))fat)'!z 
pelo lema para funções homogeneas 
$ llx,l"' {I k1 lx1 (tllldt + J k2 IIY1 (tl![IIY1 (t)ft + IIYitll]at} + 
s s 
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Observação: Segue agora a seguinte fórmula 
-(dE) c X) . c Y) = I (di:) ( xc t) , a c xc t) ) . ( Y( t) , (v c v) ( t) + (ae )(X)(Yl)dt. 
c 
s 










ldÃ 0 (X1 ,Y,)- dÃc(X2 ,Y2 )1 = 
-
Ef(c'TM) 
sup {H&:)x1 , v,) 1} = - dÃ c (X2 , Y2 )) ( Z, W) 11 L 1 ICZ,W)I = = 1 o 
supU 
-
= l{dÃ, (x1 , Y1 ) 
s 
s: sup 








- dÃ t ( X2, Y)) ( Z, W) ft dt i(Z,W)j = 1} 





+ (s,Rx, - X2 [[~ + B2 [[ v1 - v2 i~) 12 ~ 
~ Ai(X1 - X2 , V1 - V2 )1H1 X Ef . 
• 
Antes de provarmos a condição (C) para a função 
E: AM---? IR, E{ c) = J ?(C) dt, veremos a seguinte proposição: 
s 
3.12- Píoposiçao: 
A função E:AM ~R ê própria com respeito a topologia 
da convergência uniforme em 
(limitada), ent ã o {c } 
n 
admite uma subseqüência uniformemente 
convergente no espaÇo (1\M, d00 ), onde dm(c, e)= sup dM(c(t), e(t)), 
tE I 
c, e E AM e dM denota a função distância na variedade Riemanniana 
(M",<.>). 
Prova: 
Sendo a variedade Riemanniana (hf,<.>) compacta estão 
o fibrado tangente unitário 
T
1 
M = { ( p, v) E TM: p E M e v E T M, <v, v> :::: 1} 
p p 
é também compacto, e portanto existem constantes K
1 
> O e 
tais que 
qualquer wE TM, w;t Oj onde 8wl 2 ; <w,w>. 
Assim, K1 iwft 2 ~ r(w) ~ K2 [[wft 2 , qualquer w E TM. 
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Tomando ê; w e integrando de O a 1: 
1 
K1 I lél 2 dt ~ E(c) 
o 
1 
=I r(i,)dt ~ 
o 





{c } é 
n 
uma seqüência 
(M',<.>) compacta, o conjunto {c ( t) n = 
n 
[0,1], é relativamente compacto em (Jf,dM), 
pela Teorema de Arzela.-Ascoli. 
3.13- Teorema: 
equícontínua e 
1 '2' 3 j ••• } c M, 





O funcional integra 1 da Energia E AM ----+ JR, 
E{c}=J r(ê)dt satisfaz a condição (C) de Palais-Smale. (ver, [Mer. ]). 
s 
Prova: 
Pela proposição anterior nós podemos assumir 




que {c } 
n 
Seja c E Cro(S,M) uniformemente próximo de c . o, e 
podemos supor que todo c pertence a uma vizinhança coordenada 
n 
$ (H1(u )). 
c c 
Seja X = $- 1 (c ). 
n c n 
~ suficiente provar que 
IX - X 12 ~ nx - X 12 + IÊÍ (x) -n m1 n mO c n e (X )11 2 + lo X - B X 11 2 c m O c n c m O 
tende a zero, quando n, m ~ ro. 
Mas, ~X -X H --,tO implica que 
n m "' 
'
X - X §2 + •ê (X ) - e (X ) 12 ---> O 
n mO llcn cmO 
Então é suficiente provar que na x-a X 11 2 __,O. Além 
c n c m O 
disso, na X 12 ~ kE (X) ~ ks então lo X- 8 X 0 é limitado. Agora 
cnO cn O cn cmO 
- -(a E )(x )(x - x)- (a E )(x )(x - x) = 
cnn m cmn m 
= I (d -À )(x , a x)(o, a x - a x) c n c n c n c m 
s 
-I (d -'l. )(x , a x )(o, a x - a x) c m c m c m c m 
s 
I (ai:)(xn,acxJ(xn-Xm' - - -+ e (x) - e (x) + (ae )(x )(x -x)) c m c n c n n m 
s 
I (ai:c)(x.,acxm)(xn-Xm, - - -e (x) - e (x) + (ae )(x )(x-x )) c m c n c m n m 
s 
Olhando para a expressão de dÀ vemos que as duas 
c 
últimas integrais tendem a zero juntamente com nx 
n. 
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segunda integral pode ser aproximada, a menos de termos que tendem a 
zero, com llx -X L, por I (ifÀ )(x ,il X )(ü,il X -il X). Alem disso, 
nm"" c nem cncm 
s 
I (ifÀ )(x ,a x )(o, a x - iJ x ) - I (ifÀ )(x ,iJ x )(o,iJ x - a x ) = c rocn cn em c nem cn em s s 
A menos de uma aproximação uniforme nós podemos supor 
t 1 SE [0,1] 
fica sendo 
sôX(t) + (1-s)ilX(t) #O. 
c n c m 
Então pelo Teorema do valor medio, a ultima diferença 
I 8 2Ã --"ex (t),sô x (tl+(t-s)a x (t)). a2 n cn em s y 
. (ô X (t)-8 X (t))(ô X (t)-8 X (t)) 
c n c m c n c m 
~ I ciacxn ( t) - acxm (t) .z • 
s 
ciil x - a x 12 
c n c m O 
onde a ultima desigualdade é 
regularidade sobre L= ;2. 
conseqüência da condição de 
• 
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A função E: AM ____.,. IR induz um campo localmente 
Lipschitziano, o campo gradiente gradE em AM, dado por 
< gradE( c), n >
1 
= dE(c).n para c E AM, n E T AM. 
c 
Nós estamos interessados nos pontos críticos de 
E; AM -------7 IR. A condição (C) é necessária para estabelecermos um 
limite inferior para o número de pontos críticos de E em termos de 
invariantes topológicos de AM. 
Como - gradE é localmente LipschitZiano, -gradE é int~ 
grável localmente e por cada ponto passa uma única curva integral. 
Seja ~t(c) uma curva integral de -gradE inciando em 
c E AM para t ::: O e [0,13] denotando o inervalo maximal no qual 4\ 
está definido. Então valem as seguintes propriedades: 
2) Se dA denota a função distância em AM, então 
dA(~t (c), ~,2 (c)) 2 $E( c) I t 1 - t 2 l. 1 • 
3) lflt(c) está definida para todo t >O, isto ê, ~ = ro 
4) Se K = {c E AM : -gradE(c) = 0}, então para a <t O 
·"' -1 A = K n E (O,a] é campacto. 
5) Para a :2: O e U uma vizinhança aberta de K(c) = K nE- 1(a) existe 
c = c{ a, U) > O e • -1 5 = u(c} > O tal que para c E E [a-c, 
nós temos 
11-gradE(c)ii ~ ó. 









li gradE( c) 11 2 
em AM- K. Seja 'I' (c) 
t 
a curva integral 
maximal àe Ç
1 
iniciando em c. Então o/t(c) estâ definida em [o,~) 
com {3 ::.; ;;:r c) . Se [a,b] não contem valores críticos de E, então 
-1 -1 
'f\ induz uma isotopia de E [o,b] em E [o,a]. 
3.14. Segunda derivada da energia integral em uma subvariedade 
crítica 
Seja M uma variedade compacta Riemanniana e 
L = ? : TM --> IR' 
a energia de uma métrica de Finster regular; então L = ?' induz uma 
função E: AM ~ R 
E( c) L(é(t))dt 
denominada energia integral. 
Seja c E dD(S,M} e (<Pc, H1 (U)) um sistema de coordena 
nadas em c e E :::: E . $ . 
c ç 




I X 8 
c f, c H1(U) X Ji'(c'TM) 
c 
À 




À • U e c TM---7 Sx !R 
c c 
É suficiente mostrar que ). admite segunda derivada. 
c 
Notemos que À está bem definida em H1 (U) x If(c*TM). De fato, para 
c c 






exp(c'X( t)) . c; Y( t)dt s k 2 I 
s' 
é limitada, pois IX(t)!l., é pequeno e Y(t) E If'(c' TM) = L2(c' TM). 
Para todo t E S, consideremos a restrição de À. na 
c 
fibra; 
Denotemos por x, y a primeira é segunda variável, 
respectivamente, temos que: 
o À 
1 ) À t são positivamente homogêneas de 2 Y. t , -- grau em 
8x 2 
ilÀ 82 À 82 À 
2) t t t são positivamente homogêneas de 
ay ilx ay , $y 8x 
grau 1 em Y. 
3) é positivamente homogênea de grau O em Y. 
Já foi provado em [Mer.] que 
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3.15. Teorema: 
A função energia de Finsler 
E:AM-----> IR, E( c) = J r(é)dt 
s 




Provemos agora que: 
onde (x1 , Y1 ), (X2 , Y) E: H
1 (UJ x H0 (c' TM), pequenos. 





- ôxô~(x, Y) v,xz 
o2 À 
- aya~(x, v)x1 Y2 
~JR[az> (x+ 
ôx 
(x, v) Y1 x2) + 
[a 2 À ô 2 Ã (x, v)x1 Y2 ) aya~ (x + sX2 ,Y+ sY2 )X1 Y2 - t + ÔyOX + 
[ÔZÀ o2À (x,v)Y1 Y2 ] --' (x + sXz' Y + sYz) Y1 Yz t ldt s + ---ôyz ayz 
(X+ sX2 ,Y + sY2 )- iJxz 
+ J• 
o2 À ô 2 Ã 
t (X+ sX2 ,Y + sY.,)- axa~ (x,Y)ii.IY1 (tJI.jX2 (tlftdt + ôxôy 
JH 
a2x ô 2 Ã 
t (x + sx2 , Y + sYJ - aya~ (x,v)i.Bx,(tli.HY2 (tJidt + + ayax 
+ J• ô
2 Ã ô 2 Ã 
t (X+ sX2 ,Y + sY)-
t (X, Y)ll. i Y
1 
(t) i .j Y
2 
( t) i d t s 
ayz ôyz 
fazendo uso agora de 
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( b ) J 
b 














À }"2 (X+ sX2 , Y + sY2) - BxB~ (X, Y) !2dt + 
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+ M. ~Y1 II 0 • IIY2 l 0 ~ 
~ 11 X1 1a,IIX2 il 0 u~ ::~ t (X+sX2 , Y+ sY2 ) 
(x,Y)j 2 dt + }




(x, Y)il 2dt + 
}
1/2 
8 2 Ã 
- --'(x Y+sY) 
2 ' 2 ax 
8 2 Ã 
- axa~(x, Y+sYz) 
8 2 À 
- aya~(x, Y+sY2 ) 
a2;.. 
+ ~(X, Y+sY2 ) ax 
a2 À 
+ axa~(x, Y+sY2) -
8 2 À 
+ aya~(x, Y+sY2 ) -
Aplicando desigualdade triangular e o lema de funÇÕes 
homogêneas: 
s IIX11., lix2 il 0 {HK1 jX2( t)jdt + K2IY2 (t)!(iY2(t)j + jY( t)H)r dtr
12 
+ 




+ M • i Y, 10 • H ~ lb 
regulares. 
Então À é duas vezes diferenciável nas 
c 
3.16- Teorema: 
A derivada da função energia de Finsler 




é fortemente diferenciável nas curvas regulares e em particular nas 
geodésicas fechadas. 
Prova: 
!R(X-w,Y-ZliL = Hdr\(X,Yl](X1 ,Y1)- [dr\(W,Z)](x1 ,Y1)-
1 
-[~" (A, E)] (x-w, Y-Z) (x,, v,) UL = 
c 1 
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= ja"À (X+s(X-W), Y+s( Y-Z)) (X-W, Y-Z)(X , Y) -
f c 1 1 
B2 Ã 







+ axa~ (X+s(X-W),Y+s(Y-Z)j(Y-Z)Y1 (X+s(X-W), Y+s( Y-Z)) (X- W) Y1 + 
82 Ã 
+--












- 0 ,.;, (A,B)(X-W)Y1 yvX (A,B)(Y-Z)Y, IL 
(X+s(X-W), Y+s(Y-Z))-
Y+s(Y-Z)) -






'-' jY1ft., {I ~::>(X+s(X-W), Y+s( Y-Z)) 
s 
+ jY1 0, {I}:~~(X+s(X-W),Y+s(Y-Z)) 
{ 
o2 À 
+ IY1 11, Lllaya~(X+s(X-W),Y+s(Y-Z))-
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1 
(A,B)O.Ix-wjj.ftv,O at + 
(A,B)I!.Ov-wjj.UY
1
0 dt + 
{ 




+ llv-ZII 0 -IIY1 II"' llaxa~c(X+s(X-W),Y+s(Y-Z)) 
s 
+ f211x-w!I,.IIY111ro{J ~::~:(x+s(X-W),Y+s(Y-Z)) 
s 
{I iJz). ~ f2Uv,lro·II<X-W,Y-Z)!i 1 _JJ 11---z"-(X+s(X-W),Y+s(Y-Z))-H Xft s Bx 
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A prova de que a derivada da funÇão energia de Finsler 
E:AM ~R, E( c) = J ?(C)dt, é fortemente diferenciável nas curvas 
s 
regulares e em particular nas geodésicas fechadas, estará concluída 
se mostrarmos que as expressões 
(X+s(X-W), Y+s(Y-Z)) - (A,B) ~ 2 dt e 
I 11 
s 
(X+s(X-W), Y+s( Y-Z)) -
tem limite igual a zero quando (Xl Y) ~ (A, E) e (W,Z) ~ (A, E). 
Por um lado 




+ 8--' (X+s(X-W), B) -
ax2 2 ôx 
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(X+s(X-W), B)l + 
dt" I [K1 JI(Y-B) + s(Y-Z)! 2 + 
3 
Por outro lado 
a2 Ã I o
2 À 
I axa~ (x+s(X-W), 
s 
) t ,z Y+s(Y-Z) - axa/A,B)u dt ~ 
[ 
a2 Ã I I axa.~ (x+s(X-W), 
s 
o2 À 
Y+s(Y-Z))- (X+s(X-W), B)li + 
I axa~ (X+s(X-W), azÀ ] z B)il - axa~< A, B) I dt ~ 
<I [K,!(Y-B) + s(Y-Zll + Ksjj(X-A) + s(X-W)Ir dt < 
s 





4.1. Teoria do Indice 
Para desenvolvermos a teoria do índice associado a uma 
geodésica + fechada de uma métrica de Fins ler F: TM ~ IR , onde M é 
uma variedade difer.enciável de dimensão n, M coffipacta~ é necessário 
descrever a noção de Derivada Absoluta tipo Ca.rtan e o Lema de 
Ri cci. 
Relembremos que uma Variedade de Finsler (M,F) é um 
par constituído de uma Variedade diferenciável M juntamente com uma 
função continua F:TM ~R+ tal que: 
1) F( x, x) ~ O e F( X, x) = O ... x = O. 
2) F{x~ tX) :::: t F(x,X), para todo t ~O. 
3) F é de classe CC!J em TM-S0 (TM}, onde s0 (TM) é a seção nula de TM . 
.. Z-2 n 1 B2Y(x,x) 4) arl'(V)(Y,Y} =L - 2- - yiyj é uma forma quadrâtica não i~J='l ax..~ axJ 
degenerada e definida positiva, onde Y, V E T M, V 't O, onde d2 
X f 
denota a segunda derivada na direÇão da fibra. 
A função pz é de classe C1 em TM (e naturalmentte de 
"' classe c fora de S0 ( TM)). 
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Definição: 
Seja F: IR ' ™~ uma métrica de Fins ler. Para 
V, X, Y, E T M com V 'f. O, onde T M denota o espaço tangente a M em p, p p 
definimos 
<X, !'> = v 
1 
2 x."Y.r(v) = 1 2 ~r( V) (X, Y), 
onde X, Y são campos locais extensões de X e Y, rêspectivamente. 
z.F' é a derivada usual de Lie de r sobre o espaço 
tangente. 
Das propriedades da métrica de Finsler segue que <, > 
v 
é uma forma bilinear não-degenerada e simétrica; em outras palavras 
a cada direção V 'f. O 1 V E T M é associado um produto escalar. p 
No caso Riemanniano naturalmente <, > = 
v 
<, 
todo V #- O. 
Definiçao: 
> para 
Para cada região G c M, WG indica o espaço dos campos 
vetoriais diferenciáveis sobre G1 WG+ c WG indica o subespaço dos 
campos vetoriais diferentes de zero em todos os pontos de G, assim 
denominados campos vetoriais direcionais. 
Nós definimos ainda as formas multilineares: 
K ;;: 3, 
v E wd 
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No caso K 2 3 estas formas mui ti 1 ineares não são 
necessariamente simétricas, a não ser no caso em que F é a norma de 
uma métrica Riemanniana (Ver o próximo lema). 
4.2. Lema: 
Seja F a norma de uma métrica Riemanniana, isto é, 
F = I< >' assim <Xt ' ... ' Xk> V = o para todo- x, ' ... ' x, E WG, 
VE wa' K ~ 3. 
Prova: 
No caso Riemanniano temos 
Xk_ 1 .Xk.r!'(V} = a:?(v}(Xk,Xk_ 1) = <Xk-t' Xk>V::: constante para todo 
v • o. 
Então <X1 = x, x, f' (V) = o, para 
K ~ 3. 
• 
4.3. Derivada Absoluta {tipo Cartan) 
Definição: 
Seja (M,F) uma Variedade de Finsler, < >V o produto 
escalar definido acima. 




D V y em G c M é uma 
X 
D: WG+ x WG x WG ~ WG 
com as propriedades: 
1} Para cada V E WG+, DV é urna conexão afim em WG, isto é, 
y) = 
2 
e para cada função f: WG ~ ~ diferenciável 
2) D~Y- n0- [X,Y] =O (Torsão livre) 
v 3) 2<DXY' Z>V:::: Y<X,Z>V + X<Y,Z>V- Z<X, Y>V + 
+ <[X,Y],Z>V + <[Z,Y],X>V + <[Z,X], Y>V-
- 2<Y,Z, v DXV> V - 2<X, Z, 
v 
DyV> V + 2<X, Y, 
A unicidade desta derivada resulta para cada V E wd 
como no caso Ríemanniano, e para sua existência ver [Ru.]. 
Pelo lema visto acima a definição da derivada Absoluta 
de Cartan no caso Riemanniano se reduz à definição da conexão de 
Levi-Cevita. Pa1a estes fatos ver [Mat.]. 
4.4. Lema de Ricci: 
Prova: 
X < Y Z > = < DVY 
' V X ' 
v Z >V + < Y, D.~ >'V + 2< Y, Z, 




v 2< DXY,Z >V= Y< .~:,z >v+ X< Y,Z >v- Z< X, Y >v+ 
+ < [X,Y],Z >v+< [Z,Y],Z >v+< [Z,X],Y >v 
- 2< v 2< X, Y,D2 V >v 
v 2 < Dj_;Z, Y >V = Z < X, Y >V + X< Z, Y >V - Y< X, Z >V + 
4.5. Lema: 
+ < [X: Z], Y >V + < ( Y, Z], X >V + < [ Y, X]) Z >V 
- 2< v X,Y,D2V>V+ 
• 
Para campos vetoriais V, V' E WG+ com V(p) :::: V' (p) e 
campos vetoriais X, Y E WG vale (D;Y) (p) = V' (DX Y)(p). Isto é, a 
derivada de Cartan depende em p E M, apenas do vetor direcional 
V(p}, mas não da extensão. Para prova ver [Ru.]. 
4.6. Lema: 
Para X X 1' z' e a > O, 
ou seja o produto escalar < , >v depende somente da direç.ão V, e não 




.r(av) = d dt d dt 
100 






onde s = at. 
• 
f(a) = X1.X2 .?(aV} é constante pelo lema anterior para a>O, estão 
f'(a) =O para a> O. 
Por outro lado para a = t + 1 
O=f'(l)= (aV) = ~t (V+tV)= 
e por isso 
• 
Observação: 
Se a função V~ r{v} é de classe c!' no fibrado 









>v é constante, isto é, < 
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>v não 
depende de V e portanto a métrica de Finsler F satisfaz 
-?'(W) = <W, W> para uma métrica Riemanniana < , > e qualquer W em TM. 
Definição: 
Uma geodésica de uma métrica de Finsler F: TM ~IR+ é 
1 
uma curva c: [a,b] ~ M de classe C que minimiza o funcional 
b J F'(x,X)dt, isto é, c:(a,b] ~ Mé solução da êquação de Euler 
a 
i'(x,x)] = a F 2 (x,x) ax, k=1,2, ... ,n. 
Na próxima seção veremos, usando o cálculo 
variacional, que uma curva c:[a,b] ~ M é uma F- geodésica se~ e 
só se, para toda variação prõpria de c, tem-se ~s E(O) = O onde E é 
o funcional E(c) 
b 
=I i'(x,x)dt e b E( s) =I i' (X( t' s ) ) d t para qualquer 
a a 
variação própria de c 
V:[a,b] X {-E,E) ----7 M, V(a,s) = c(a), V(b,s} = c(b), V(t,O) = c(t), 
onde X(t,s) = ~t V(t,s). 
E neste caso temos que c:[a,b] ~ M é uma F-geodésica 
se, e só se, Dê ê = O, onde D é a derivada absoluta de Cartan 
é 
associada à métrica de Fínsler F:TM~ IR+, e Dê C =O é a equação 
ê 
de Euler de c. 
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4.8. As fórmulas da primeira e segunda Variaçoes da Energia Finsle-
riana 
Definição: 
Seja c:[0,1] ~ M uma curva diferenciável por partes 
em uma Variedade Finsleríana (M,F}. Uma variação de c é uma 
aplicaçãO contínua V: [0,1] x (-E,E) ~ M tal que: 
a) V(t,O) = c(t), tE [0,1], 
b) Existe uma subdivisão de [0,1] por pontos O=t0 < t 1 < ..• < t =1, k+1 
tal que a restrição de V a cada [t.,t. 1] x (-E,E), i= O,l, ... ,K 
' " 
é diferenciável. 
Uma variação diz-se própria se 
V( O, s) = c(O) e V(l,s) = c(l), 
para todo sE(-E,E). Se V é diferenciável, a variação diz-se 
diferenciável. 
Para cada t fixado, a curva parametrizada 
diferenciável Vt:(-E,E) ~ M é chamada uma curva transversal da 
variação. 
ou seja, Y( t) 
O vetor velocidade de uma curva transversal em s = O, 
=arr(tOJ as , é um campo vetorial (diferenciável por 
partes) ~o longo de c(t) e é chamado campo variacianal de V. 
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4.9. Formula da primeira Variação da Energia Finsleriana de uma 
curva. 
Sejam c:[0,1] ~ M uma curva diferenciável por 
partes e V:(O,l] x (-E~E)------:. Muma variação de c. Seja 
< t ::::: 1 
k>1 
a subdiVisão de [o ' 1 l tal que a restriç-ão de V a cada 
e F(é(t:)) #O, onde F(c(t•)) = Iim F(é(t)) e 












Seja E: (-E,E) ~ lR a energia Finsleriana de v, isto é, 
~ i'(X(t,s))dt onde X(t,s)= ~tV(t,s)=V,(~,), X(t,O)=t (t). 
a a Assim Y(t,s) = a
8
V(t,s) = v.(08 ), e Y(t,O) = Y(t) o 
campo variacional ao longo de c(t). 
Der í v ando em s 
1 





I <X( t,s),X(t,s)>grlt = 
o 
= 
1 • I ,i +1 
2 Í: <X(t,s),X(t,s)>xdt í ;::Q 
ti 
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E'(s) = 1 2 
8 
i!s<X,X>;(lt = 
1 k I ti + 1 k I '1•1[ X X J = L Y<X, X> ;t~t = L <Dj7, X>x + <X, X, Dyx> X dt 2 i"' o t i=O t , , 
,ti '"1 X X> X dt, = <DX.Y, 
t. , 
pois v;x- DXY = X [X, Y] = o e <X, X, ify» X= o. 
E' ( s) I t. 1 [ ,. d dt <Y,.x>x-t. < Y, D~ X -2 < Y, X, v;:x> x] dt 
E'(s) , I , i + 1 = L < Y, X> X • -
i =O t i 
1 I <Y,D~;(i' 
o 
k 
E'(s) ::: l: < Y{ t, s) , X( t, s) >X 
j;,Q 
1 J < Y( t, s) , v?'< t, s 1 > .0 t 
o 
= 
Fazendo s :::: O te mos Y( t) = Y{ t, O) e X( t, O) = é ( t), 
k 




E' (O) = <Y( t),Dé ê ( t) > dt 
ê ê 
- < Y( O) , é (o) > + < Y(;), é 
é 
1 I < Y( t) , Dê c ê o 
k 





( t) > dt 
ê 
( t ~ ) - é ( t ~) > , , . 
c 
Observação 1): 
Quando a curva c:[O,l] ~ M é regular e a variação V 
é própria, isto é, V(O,s)~c(O), V(1,s)~c(1) então i) Y( 1 , s) ~a 
8 
V( 1 , s) ~O , 
i) 
Y(O,s) = ôs V(O,s} =-O e 
1 
E'(i>) ~- J <Y(t,s), 
o 
X D);X(t,s)>X dt e paras= O 
E' (O) 
r 1 • 
' c 
=- - ! < Y( t, O) , D 
' 
.Jo ê 
c > dt 
é 
Observação 2) : 
Se a curva c:[O,l] ~ M é regular, fechada e 
t(0)=-6 (l),e a variação V é constituída de curvas fechadas, isto é, 
1 
V(O,s} = V(l,s), então E'(s} =- J <Y(t,s), 
o 
X DXX(t,s)>~t e para s~o 
E' (O ) ~ 
1 





1) Seja c:[O,l] ~ M uma curva diferenciável por partes e regular 
(isto é, em todos os pontos do intervalo [0,1] onde t existe, t é 
diferente de zero), então para toda variação própria V de c, 
temos E'{O} =O se~ e somente se, 
geodésica) . 
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v6 C= O (isto é, 
é 
c é uma 
Prova; 
Suponhamos que Dê ê=O. Mostremos primeiramente que 
é 
é r e gu 1 a r . Seja X( t, s) = ~ t V( s ~ t) 
De~~ i'(x( ti) = 
t < t < ti+ 1 , 1 = O,l, ... ,k. 
a 
ôt 
Para s = O temos 
r(X(t,sl)i = 2 <é ,De c 
! 'S"'Ú t 
a 
ãt 
> = o, t < t < t. 1 , i=O, 1, ... , k. ' ,. 
c 
Portanto F(X( t,O)) = F(ê) :::: constante #: O em cada 
intervalo (t.,t. 
1
). Sendo c contínua, F(é) #:O em [0,1]. Logo c é 
' H 
regular. 
Portanto se a variação v é própria, V(O,si=O, 
V(l,si=O e todos os termos de 
L 
1 
n" ' E' (o I = < Y( tI ' ê> dt 2: <Y(t), c ( r;J - é ( t ~) > 
c é ' ' . i "'1 c 
- < Y( o I ' é (o I > + < Y( 1 I ' é ( 1 ) > ' 
são nulos. 
Reciprocamente, suponhamos que E' (O) = O, para toda 
variação própria de c. 
Seja Y( t} = g( t) Dê ê ( t) onde g; (O, 1] --+- IR é uma 
é 
func~o diferenciãvel por partes com g(t) >O se t * t. e g( t ) = O, 
' ' 
i= O~ 1, ... , k + 1, onde O = t 0 < t 1 < ••• < tk+ 1 = 1. Construindo 
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uma variação V de c tendo Y( t) como campo variacional (tal variação 
sempre existe, por exemplo~ tomar V(t,s} = expc{t)(sY)), temos 
1 
o = E' (o) = - I g( t) < D~ ê ' Dê c > d t. 
Logo De ê =- O, 
é 
o c ê ê 
para cada intervalo (t. 
1
, t.). 
' - ' 
Para ver o que acontece nos ponto§ t
1
, consideremos 
um outro campo variacional Y(t) tal que Y(O)= Y(l)= O e Y(t) =O 
para t E 
ou seja, 
( t ' 
' 
e Y(t) = é (t') - ê (t~). i* O 




O = E' (O) = - ); < 
i "'1 
ê(t')- ê(t~), é(t')- ê(t~) >. 
l 1 l l c 
K 
= - l: 
i=1 
1 




Obs: Dê é = O é a equação de Euler para geodésicas. 
i; 
• 
2) Seja c:[O,l] ~ M uma curva fechada diferenciavel por partes e 
regular (isto é, em todos os pontos do intervalo [0 1 1] onde é 
existe, 6 é diferente de zero), então para toda variação V de c 
por curvas fechadas temos E'(O) =O se, e somente se, n6 ê =O. 
é 
Prova: A prova é analoga ao caso anterior. 
• 
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4.10. Segunda Variação da Energia Finsleriana 
Calculemos a segunda Variação da Energia Fínsleriana. 
Adotemos a seguinte notação, enquanto não existe confusão, DX = D, 
X = X( t, s) , Y = Y( t, s} , 
1 
E'(s) =I < ifyX, 
o 
t 
x >x dt =jJ ,.1 < !00, x >x dt. 
t 
Derivando em s temos: 
-I 1 E"(s) 
o 
E"(s) =tJ t,.l if/0,x >x+ < v?",v?" >x + 2<if0,x,if0 >x]at = 
t 
• J r,., 
= z 
Í"'-Ü 
=,~J ti+l [ < D~XY,X >X+< DyX,DyX >x] dt 
t, 
pois v;v- v?"= [X,Yl =o e < DyX, x, DyX>x= O, 
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Usando que 
X< DyY, X >x = < D D Y X > + < D Y D v > + "< D y v D v > 
. .1: y' X y' x'\ X ... y ,L~, ]()._ X 
=, ~.0Jr t ,. 1 [< E"(s) ," DyiJXY- DxDyY,X>X+ X< DyY,X>X- < DyY,DxY>X 
t 
- 2 < DyY,X,D~ >X+ < DyY,Dy>: >x] dt. 
U'l' 
i t-1 
t< t i+1 
Analogamente ao caso Riemanniano definimos o tensor de 
curvatura tipo Rund para o campo variacional V, por 
WGx WGx WG~ WG 
K( V) (X, Y) Z = Diz;~.z - D~l$ -
qu0 depende, ao contrário do caso Riemanniano, ainda de ll. 
Então vale: 
<K(X)(X,Y)Y,X>x]dt 
Seja c:[O,l] ----4 M uma F-geodésica (fechada ou não). 
No caso de termos um segmento de geodésica as variações V( t,s) 
consideradas são as próprias, e no caso em que c:[O,l] ---4 M é uma 
geodésica fechada as variações V( t,s) são constituídas por curvas 
fechadas. Então temos: 
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E"(O) = LlD~ Yt) , De Y( t) > é é + <K(e)(Y(t),i: (t))Y(t),c (t)>J dt + 
k 
< Dê ti .. 1 + \' Y( t) , c ( t) > ~ y 
i "'o c ,. 
E" (O) = I lD: Y( t) , Dt Y( t) > c é 
o 
< D~ Y( t 1 ) , - c ( t ~) > ' . c 
E"(O) =I lD: Y( t) ,De Y( t)> ê é + <K( é) ( Y( t) , é ( t)) Y( t) , é ( t) > J dt. 
o 
No caso em que a curva c: [0 1 1] ----t M é uma F-geodé-
sica (fechada ou não) é conveniente escrever a expressão de E"(O) da 
maneira seguinte~ 
Como, em cada intervalo onde V é diferenciável, temos 
!L< Y( t) ,Dê Y( t) > = < Y( t) , De Dé Y( t) > + < Dê Y( t), De Y( t) > + dt i: é é é i: é é 
+ 2<Y( t) ,Dé Y( t) ,Dé c'(t)> i: =<Y( t) ,D Dé Y( t) > +<Dê Y( t) ,Di: Y( t) > 
é é é é é é é é é 
Tomando a F-geodésica c:[O,l] ----t M e a partição 
O = t 0 < t 1 < ••. < tk < tk+l = 1, podemos escrever: 
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1 I <Y( t), [D~)\(t) + K(é)(Y( t) ,é( t)) é( t)> dt = o c ê 
= ~ [ I ,i+1 
1 =O t 
i 
__!j < Y( t), D0 Y( t)> 
dt é ê 
dt - J '••1[ . <De t c 
i 
Y( t) ,D0 Y( t)> 
é 
t. 
, + 1 
t 
Jl Dé Y( t) , Dé Y( t) > + < K( é) ( Y( t) , é ( t)) Y( t ),é ( t} ê é ê o 
k Dt Dt 
- ([ < Dt Dt = - L < Y( t ) , Y( t) - Y( t~) > Y( t) , Y( t) , 
é é 
, . é é i= o c 
+ < K\t )(Y(t),é (t))Y(t),ê (t)>é] dt. 
Agora E"(O) é dada por 
1 




- L <Y(t),Dé , 
é 
+ 
- < Y(O), Dê Y(O.)> 






onde O = t0 < t 1 < ... < tk< tk+ 1 = 1 são os pontos de descontinuida 
desde D0 Y(t). 
é 
4.11- Forma do Indice de uma geodésica fechada de uma Variedade 
onde Mn é uma Variedade Diferenciável 
compacta de dimensao n. 
Seja (M, < , > ) uma Variedade Ríemanniana compacta de 
p 
dímensão n é S = R/Z o circulo parametrizado entre O e 1. 
Denotemos por AM = H1(S,M) o espaço de curvas fechadas 
c:S ~ M~ absolutamente continuas na metrica < 1 > e tais que p 
I 1< c· ( t), C ( t) > dt < ro. o 
AM admite neste caso uma estrutura de variedade 
diferenciável modelada a um espaço de Hilbert, e que está associada 
de modo natural à métrica Riemanniana de M. 
Denotemos por T AM o 
c 
espaço tangente à V ar íedade de 
Hilbert AM. TAM é 
c 
constituído dos campos X, periódicos, 
absolutamente contínuos na métrica < , > , ao longo de c, tais que a p 
derivada covariante V X existe em quase toda parte e 
ê 
1 I I" x[ 2 a t«<>. o é 





= I < X, y > dt +I < v 
o o c 
e denotemos por I . !1 a respectiva norma. 
X, 'V X > dt 
é 
Consideremos agora o funcional E:AM 
1 
____, 
E( c) = I ?(é) dt, onde F:TM~ IR' é uma métrica de Fins ler 
o 
e c:S ~ M é uma F-geodésica fechada não-constante. 
A forma do índice de c é definida por 
I: TAMx TAM~IR 
c c 





'Y> dt+L <Dé 
t i"'1 é 
x( t~) - Dê x( t'), Y( t )> dt + 
l • 1 l • 
c c 
+<Di; X(!'}, Y(l)> -<Di; x(o'), Y(O)> 
c ê é ê 
é 
= ± d~f"'(t)(X, Y), onde < X, Y > 
D é a derivada absoluta de Cartan e K(ê) é o tensor de curvatura 
tipo Rund. 
I é uma forma bilinear simétrica. 
Se o campo X E: TAM é diferenciável e diferenciavel-
c 
mente fechado, então a forma do índice escreve: 
I( X, Y) = d2 E(c) (X, Y) yf\ + K(ê) (X,é)é , Y> dt. 
) é 
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Seja c um ponto critico (geodésica fechada) não 
constante da função energia 
1 
E: AM~ JR+, E(c) =I i"(é)dt. 
o 
Da forma do índice cfE(c) nós obtemos um operador 
auto-adjunto A : TAM ~ TAM dado pela ident1d~de: 
c ç- c 
< A X, Y > 
c 
= < X, A Y > 
c 
= I( X, Y) = rfE(c) (X, Y), 
1, é 1' é 
onde < , > denota o produto interno 
1 l é 
< X, y > < X, y > dt + dt 
é 
"' Seja c E C (S,M) uma curva regular, isto é, C (t) if:. O, 
'iftE [0,1], e consideremos o diagrama 
* c TM 
< l 
s c M 
Seja-L (n*) o conjunto de todas as seções do fibrado 
c 
• n e consideremos 
c 
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H1 (c*TM) :::: TAM:::: {X E d"(n*): X é absolutamente continua na métrica 
c c 





X,Dé .K> dt<ro}. 
c é 
No caso de uma F-geodésica fechada c:S ~ M, 
c# constante, temos os respectivos produtos intermos; 
< X, y > = I 1 < X, y > dt, para X, Y E If(c'TM), 
o,é o ê 
< X, y > = I 1< X,Y > dt + < Dé X, é y > dt, para 
1,ê o ê ê ê ê 
X, Y E H1(c'TM) = T AM 
c 
e denotemos por I a norma supremo em C0 (c*TM): 
ro,c 
lxl = sup I X( t) I 
w, ê tES ê 
onde I X( t) I < x,x > 1/Z [ 1 ~ F"(ê)(x,xJJ'12 = = 
é c 2 
4.12. Variedade de Finsler completa e aplicaçao exponencial 
Seja (~,F) uma Variedade de Finsler e consideremos as 
equaÇÕes de Euler das geodésicas 
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à L ôxi =O, 1 = 1,2, ... ,n 
As equações de Euler determinam um Campo de Vetores W~ 
no fibrado tangente TM {Campo de Euler) que gera um semi-grupo local 
a 1-parâmet ro de difeomorfismos 
11 orientado" em TM. 
Em particular para s ;;::: o' 
onde n TM -----7 M é a projeção canônica. 
temos 
induz 
no~ ( sY) 
t 
um fluxo 
= nolf) {Y), 
st 
Nós dizemos que a Variedade de Finsler é completa 
quando o Campo de Euler WL é um Campo de Vetores Completo. 
Se Y E TM (e Y "pequeno 1' se (M,F} não é completa) nós 
definimos a aplicação exponencial: 
exp : TM ~ M, exp ( Y) = norp ( Y} 
p p 1 
para todo p EM, e no caso em que (M,F) não é completa definimos 
exp; {YE TM: L(Y) <E}------. M 
p p 
exp ( Y) = no<p ( y) 
p 1 
tal que as imagens dos raios em TM são as geodesicas para L=~. p 
Alem disso exp é de classe C1 e em fora da seção nula; 
e usamos a identificaÇão T(TM) ~ TM; (dexp)(O} = idTM' 
o p p p 
p 
Para uma curva diferenciável por partes c:(a,b] ~ M 
definimos as funÇÕes: 
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(c) = F2 (c( t)) dt. 
' 
Analogamente ao caso Riemanniano vale a seguinte 
4.13. Proposição: 
Para p e M existem uma vizinhança aberta U e E>O tal 
p 
que dois pontos quaisquer (em uma dada ordem) em U são unidos por 
p 
uma única geodésica 1 tal que 
b 
L2(1) =I r(t( t)) dt <E, y: [a,b] --; M. 
' 
Alem disso, esta geodésica depende c 1-diferencialmente 
"' dos pontos extremos e de modo C quando estes pontos são distintos. 
4.14. 11 Função distânciau d M X M ~ lR. 
Nós definimos agora a "funÇão distância" d:M X M ~ !R. 
por d(p,q) = inf { I,bF(c(t))dt} onde c percorre as curvas 
diferenc-iáveis por partes unindo p e q, com c(a) = p e c{b) = q. 
As seguintes propriedades são imediatas 
(a) d(p,q) ~O e d(p,q) =O se, e só se, p = q. 
(b) d(p,q) + d(q,r) ~ d(p,r) 
(c) d é contínua. 
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Observemos que d é simétrica se (M,F) é uma Variedade 
de Fins ler Simétrica e neste caso d define uma métrica em M que dá a 
topologia original. 
Definição: Seja (~,F) uma Variedade de Finsler. A 
distância d(p,q); p,q E M é definida por d(p~q) = ínfimo dos 
comprimentos de todas as curvas 1 diferenciáveis por partes contidas 
em M e unindo p e q, e sendo que y pode ser d~ ponto inicial p e 
final q, ou que y pode ser de inicial q e final p. 
Observemos que com esta definição a função distância é 
simétrica. 
Agora passaremos a construir um importante exemplo de 
espaço métrico, que será útil na demonstração do próximo lema. Esse 
tal espaço será (c*TM, d). 
Para construirmos a distância d em 
construiremos em primeiro lugar uma métrica de Fins ler ' em c TM. 
Seja (p,v} = (c(t ),v) um ponto de c*TM e consideremos 
o 
* 2 curvas diferenciâveis por (p,v) contidas em c TM: 
s--> (c(a:(s)), v(s) e s -->(c(~(s)), w(s)) 




Consideremos os vetores tangentes em (p,v)=(c(t ),v): 
o 
V: (é («(O))a:' (O), v' (O)) 
W: (é (ll(O))P'(O), w'(O)), 
E definimos o seguinte produto interno 
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e 
«V, W>>( )="'' (O)P' (O)<é p,v ( t ) , é ( t ) > +<D"'' é v( O),~' é w( O) > o o • ,. Ql• • 
c ~ c p c c 
Para uma curva diferenciável ' J:[a,b] --lo c TM, 
1(s) = (c(a:(s)), v(s) temos y'(s) = (a:'(s)c' («(s)), v'(s)) 
h'(s)f = «'(s) 2 lé(c:(s))l 2 
é 
(('i;; 2 
+ ID v(s)l 
((' ê ê 
O comprimento de 1 é dado por L(Y)=J 
• 
A função distância d em 
definida por 










), quer seja "i com ponto inicial (p2 , v2 ) e final em 
(p,,v,). 
4.15. Lema: 
Seja c uma F-geodésica fechada não constante, 
c: [O , 1 ] _., M. 
As seguintes inclusões são contínuas 
e a primeira inclusão é compacta, isto é, a imagem de uma seqüência 
limitada de H1(c""TM) tem fêcho compacto em C0 (c:~:.TM). 
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(a) se XE c•(c*rM), então lXI ~ lXI 
O~ê "' . ,c
( b) Se XE H1(c'TM), então lxl ~12 lxl 
ro, ê 1' é 
Prova: 





= I X(t) I z 
é 
~ I X( t) 12 
é 
S < X, X > 
1 




X( t) > 
é 






+ < X, X > + < ~é \' Dê ;/ • l X> 
o,t 
< 21x1 
o,ê 1 'é 
_Q I X( t) 12 d <X(t),X(t)> = dt dt é + 2<X, X, D ê > = é é é é é é 
é Dê é O, <X,D X> e = 
2 2 2ab s a + b . 
é é é 
A compacidade da inclusão H1 (c*TM) <...--..;> d'(c"'ru) segue 
do Teorema de Arzelá-Ascoli, pois: Dada uma seqüência {x} c 
n 
H1(c"'TM), IX! < K, K >O, temos pelo item b) que 
n • 
1, c 




Então para cada tE [0,1) o conjunto 
A(t) ={X (t): n = 1,2,3, ... } 
n 
é relativamente campacto, como subconjunto da bola fechada de raio 
/2 K do espaço tangene Tc{UM com norma l . 
i; 
A seqüência {x} c H1 (c'rM) é 
n 
equ i continua pois: a 
curva Y(t) = (c(t), Xn(t)) que está contida em c"'*{TN) :::: os!fs 1 Tc(tJM 
e une os pontos (c(t ), X(t )) e (c(t), X(t)) satisfaz 
o n o n 
1 1 1 
J IHtlQ 2 dt = J lc (tll: dt + J ID~ o o o c dt S E( c) + 





))) s (L<1ll 2 = (J,'Il(tll atr s 
o 
1
2 dt )[ J,' jt(t)fdt J s (E(c) + K) 
o 
I t - t I 
o 
1 
d((c(t),X (t)), ( c(t ),x (t )) s (E(c) + K) 1 2 
n o n o 





Seja c um ponto crítico da função energia E: AM ~R, 
1 
E(c) z J f'(é )dt e c#- const. 
o 
O operador auto-adjunto A : T AM ~ T AM associado à 
c c c 
forma do índice 
<A X, Y> 
c 
1 ' ê 
:;;: <X, A Y> 
c 
1 'é 
é da forma A :;;: id + k , onde k :;;: 
c c c 
(K + id) é um 
c 
operador compacto caracterizado pela identidade 




z - J < (Kc + 
o 
id)X, Y > 
onde K (X)( t) = K(é)(X,é)é 
c 
1 1 
< X, y > = I < X, y > dt + I < 
k : ( T AM, 
c c 
Prova: 
o ê o 






~ suficiente considerar campos diferenciáveis XET AM, 
pois esses elementos são densos em T AM. 
c 
Temos que J 1 • <D~ o c 
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ê ê c ê c c é 
X, Y> 
é ê ê 
Para campos diferenciáveis X,Y E TAM 
c 
I 1 ' • c c = <D X, D Y> o ê ê é 
1 





dt + <X, Y> 
o é 
dt = 
+~n c X, Y> e portanto vale o,ê 
~ j;a- (v~JT . Jxl 2 
c o,c o,é 
e I XI ~ cons t I XI 
1,ê o,é 
Por continuidade, esta relação vale para todo TAM. 
c 
Então para X, Y E T AM 
c 
d 2 E( c) (X, Y) =I 1 <Dê 'DC. dt-I 1 <K(é)(x,ê)é, I( X, Y) = Y> Y> dt = 
o ê c c o é 
1 




<K(c) (x, c)ê 
·I Y> dt + <X, Y> dt - +X, Y> dt = o é é c é é 
1 'é 
+ id] (X), Y> 
1 ' ê 
= <X, Y> 











A prova de que k ê compacto é a seguinte: 
c 
Consideremos a identidade 
< k X, k X > 
c c 
1, é 
= - < K + id) x, k X > 
c c 
o,é 




IK + idl 
c 
o,ê 




s I K + ídl 
c o:>~ ê 
lk xl 
c • O>, C 
lxl S cons lk xl 
c 
1, é o, é 
lxl 
o,ê 
Logo I k XI const i XI Pelo lema anterior temos 
c 1, ê o,ê 
que: Se {X} é uma seqüência limitada em 
n 








Usando o fato que I k X I 
c n • 
1, c 




~ const I X \ , temos que 
n • 
o,c 
= H1 (c""TM) munido da norma 
• 
4.17. Corolário: 
O operador auto-adjunto A tem somente 
c 
um número 
finito de autovalores incluindo 1, ou os autovalores formam um 
conjunto infinito discreto tendo 1 como ponto de acu~~~lação. 
Seja T AM ~ 
c 
a decomposição 
F-ortogona 1 do espaço tangente T 1\M nos 
c 
subespaços gerados pelos 
aut:Jvet(;res de A associados aos autova lorees < O 1 > O l e = O, c 
respecti~amente. Então e dim T"AM 
c 
são finitos. 
Nós chamamos dim T-AM 
c 
nulidade de C 1 respectivamente. 
e dim T0 AM-1 de índice e 
c 
Notação: indl\(c) = indice de c, nu/1\(c) :::=nulidade de 
c no espaço AM. 
4.18. Definição: 
Seja c:[O,l] _______, M uma F-geodésica fechada de M. Um 
campo de vetores X ao longo de c é um campo de Jacobi se satisfaz a 
equação diferencial 
(D~)\ + K(é)(X,é}é ~O com X(O) ~ X(l) e é X(O) ~ Dé X(l). 
c ê ê 
Os campos de Jacobi X ao longo de uma F-geodésica 
fechada c: (0,1 J ~M são os elementos de r"'AM = Ker A . 
c c 
Na definição de nulidade de uma F-geodésica fechada c 
o o 
tomamos nul(c)::dim T AM -1, porque C é um campo de Jacobi e éETAM. 
c c 
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4.19. Índice de geodésica fechada iterada 
Agora veremos uma importante generalização do índice 
de uma F-geodésica fechada c E AM, c '# const. Seja pE <L, IPI = L 
Denotemos por TA : T AM p c p c o espaço de H i 1 bert dos H
1 
campos de 
Vetores X(t) complexos ao longo de c, satisfazendo X(l) = pX(O), com 
o produto escalar: 
onde 
nós 
< x~ Y > • 
1' c 
1 
x,Y>dt+J< o6 x, DêY> dt 
< X, y > 
obtemos 
é o ê - c é 
No espaço PTcA obtemos a forma do p-indice 
o,ê 
1 : J < X, 
o 
y- > dt. 
ê 
- < (K + id)X, 
c 
De maneira análoga a da forma 
a" E( c): 
um operador 
T AM x T AM----;. JR, 
c c 
auto-adjunto A p c 








k um operador compacto. Em particular, a dimensão do autoespaço 
c 
negativo de PAc e a dimensão do núcleo de pAc são finitas. Estas 
dimensões são denominadas de p - índice de c, e p - nulidade de c. 
Aqui assumi nos p '# 1; Para P = 1, nós de f in i mos a 
p- nulidade de c, como sendo a dimesão do núcleo de A menos um. 
c 
Seja 
é, em( t) = c(mt). 
m 




Seja p uma m-ésima raiz primitiva da unidade. Seja 
c{t}, O ~ t ~ 1) uma F-geodésica fechada. Então existe um 
isonorfismo linear 
x _____, (x, 
' ••• ! X) 
m 
com = 1 z P ;';( 1-J) x( t + ~ - 1) . 
m j"'1 
A aplicação inversa ê a composição ffi J{ das aplica-
ções: 
Prova: 
{T A ____, 
p c 
Facilmente verificamos que 
linear. A inversa é dada por 






Necessariamente, 1 {-,f;; - p 
m 
X(t+i-1) = X(t), 





i = 1. 
128 
m > 1 




Seja c uma F-geodésica fechada e em a sua iterada. 
" L m p =1 p-índice (c) e nulA(cm) = J p =1 p-nu lí da de (c) . 
Escrevemos X( t) =L Xk(mt) e Y( t) =L Y.e.(mt), com p 
k ~ 
raiz m-ésíma primitiva da unidade, conforme a proposição anterior. 
Então: 
1/m 
á'E(cm)(x,Y)= L I (<n~xk(mt),D~Y.e(mtJ>.-<Kc(x.(mt)),Ye(mt)>.)dt x 
k,.t o c c c c 
às parcelas 
+ ... + 
Então dzE(c"') é soma direta das restrições 
á'E(cm)jjk( kTA) de d2E(cm) p c 
da soma direta de T A conforme a proposição anterior. 
m 
c 
4.22. Índice de uma F-geodésica iterada. 
• 
Seja c: R~ M uma F-geodésica tal que c = c/[0,1] 
o 
é uma F-geodésica fechada, isto é, t(O} = t(l)- O. 
Seja O < < •.. < = 1 uma partição do 
intervalo [0,1], suficientemente fina, de modo que não exista pares 
de pontos conjugados em cj[t ,t 1). 
' H 
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Denotemos por J o espaço vetorial dos Campos Contínuos 
X ao longo de c tais que xl [ t. 
' 
+ K, t. 
"' 
+ K] é um Campo de Jacobí 
ortogonal a t para todo i e todo K E Z. 
Denotemos por J~ a complexifícação de J, isto é, 
J![ = J ®<C= J $ iJ. Para q E IN e z E <C definimos: 
finita. 
J ={XEJ<C:X(t+q)=zX(t), VtEIR}. I q, zJ 
Temos que J [q, z] é um subespaço de J<C, de dimensão 
Para q E N definimos a forma bilinear simetríca 
H (X, Y) 
q 
q 
= J (<n~ x, 
o c 
+ < K(ê)(X,é)Y, ê>.)dt. 
é c 
Extendemos < , > a uma forma Hermitiana e K(é) a um 
é 
tensor 1 inearcomplexo de TM e> li:. 
Isto extende Hq a uma forma Hermitiana em J!L que 
também denotemos por H . 
q 
É c Iara que o índice e a nulidade de cq sãoiguais ao 
o 
índice e a nulidade de 
H restrita a {XE J: X(t) = X(t + q), vt E IR}. 
q 
o índice e a·nulidade de uma forma bilinear simétrica 
em um espaço vetorial real não se alteram sob a extensão Hermitiana 
da forma ao espaço vetorial complexo. 
Além disso, ind(cq) e nul(cq) são iguais ao indice e 
o o 
nulidade de Hq em Jtq, 11 . 
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Notemos que JU_,_zl c J[q,lJ para umaq-ésíma raiz z da 
unidade. 
É facil ver que a aplicação canônica 
é injetiva 1 e como estes éspaÇos tem a mesma dimensão então 
Se 
' 
YE , onde 
z
1 
e z 2 são raizes q-ésimas da unidade 1 então 
= { o 
q H1 (X, Y) 
se 
se 
Então a soma direta 
"" 
J = J 
Zq::::1 [1' z] [q_,. 1] 
é ortogonal 
com respeito a forma H . 
Denotemos por H a 
z 
restrição de H, a J[l,zJ' isto é 
J X J [1,zl [1,zl 
e definimos I( z) = ind Hz N( z) = dim Ker Hz, e l
0 
( z) = I{ z) + N( z). 
Notemos que I ( 1 ) 
N( 1) 
= ind( c ) 
o 
= nul(c ) 
o 
I(1)=ind(c). 
o o o 
131 
A derivada P da aplicaÇão ~ de Poincaré de c é um 
o 
automorfismo linear de E e E 1 onde E é o complemento F-ortogonal de 
C
0
(0) em Tc((>}M. 
Denotemos a complexificação de E por E~ e extendemos P a 
um automorfismo linear complexo de Eq:: $ Eq;· 
4.23. Teorema {Bott): 
i) ind(cq) = l: 
o 
I( z) e N( z) 
Zq_' 
- ' 
il) :V{z) = âim Ker(P-z. id) 
iii) I é constante nos pontos em que N(z) =O, lim 
os saltos 
i"(z) = lim 
<»±o 
·e I(ze' ) - I(z) 
e I(ze' ) " T(z) e 
de I em z são não-negativas e limitadas por N(z). 
i v) I( z) = I(z) e N( z) = N(z). 
4.24. Corolário: 
Seja c uma F-geodésica fechada e hiperbólica (isto 
Q 
é,a aplicação de Poincaré associada não possue autovalores de 
módulos_!}, então índ {c:)= q ind(c
0
). 
Prova do Teorema 
O caso (i) segue imediatamente do fato que a soma 
é ortogonal com relação a forma H . 
z 
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(ií) Se X,YE J[ 1 , então pela fórmula 1,z da segunda 
variaÇão 
k-1 
H (X, Y) = 
z L 
i=1 
X(t'), Y(t) > 
l 1 é + 
ê ê ê 
k -1 
= L 
i = 1 
x(t')-> 
' ê 
Y( t ) > 
' ê 
Se X E Ker H nôs podemos escolher y E J de z f1,z] 
que H (X, Y) ~ o se X não é di f e rene iáve 1. 
z 
Se X é diferenciável e 
(X( 1 ) , Dê X(l)) = z(X(O), Dê X( O)) 
ê é 
que significa 
(X( O), Dê X( O)) E Ker(P-z. id)). 
ê 
Reciprocamente, se (X 'X') E Ker(P - z. id), então o o o 
Campo de Jacobi X com X( O) = [, J?ê X( O) = ·f, 
c 






(iíi) X E J[t,zl é determinado de maneira única e pode 
ser iden-tificado com X(O} , ... , X(tk_ 1). 
H é uma fami 1 ia de formas hermi t ianas que varia 
z 
continuamente em um espaço fixado. 
Então os autovalores variam continuamente com respeito 
a um produto interno. 
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Por {ii) o número de autovalores negativos é constante 
nos intervalos que não contem um autovalor de P, e que dão um 
salto em um ponto z no máximo igual a multiplicidade de O como 
autovalor de H ~ isto é, por N( z). 
' 




Seja M uma Variedade Riemanniana modelada a um espaço 
de Hilbert H real e separável e F:M ~R uma função satisfazendos 
as hipóteses ( 1 ) ' ( 2) , ( 3 ) , ( 4 ) do lema de Morse generalizado, e 
seJa p um ponto critico (isolado} de f. Seja M c M uma subvariedade 
fechada de 
espaço nulo 
Hilbert de M tal que o espaço tangente TM contém 
do 
p 
Hessiano A(p), isto é, Kernel A(p) ç TM onde 
p 
d 2 f(p)(u,v) = <A(p)u,v> = <u, A(p)v>. 
Suponhamos que grad f( q} E: T M para todo q E: M. 
q 
o 
Se N c M é uma subvariedade suficientemente pequena e 
~ 
caracteristica para f = fjM em p, então N é também subvariedade 
caracteristica para f, e 
IfU,pl = If<t,p). 
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Prova: 
Pelo lema de Morse generalizado existe um 
homeomorfirmo local ~ de M definido em uma vizinhaça aberta 
A 
Bc M= E$ TN ao redor da origem, cP {O}= p, $ (Bn TN) = N, p p p p 
B c T M = E " T N __!___. $(Ê) c M ___t__. IR. 
p p p 
(f o $)(x,y) = ~Pxll 2 - HI- P)xf + f (y). 
• Q 
Nós podemos assumir, que o fibrado normal v(M) de M em 
A o 
M restrito a cP (B) é trivial. 
. 
Usando a aplicação exponencial de M em v(M), podemos 
extender $ a um homeomorfismo ~ de uma vizinhança de N em M definido 





'!' = (<P, exp ). p 
B c T M = T M X ( T M)~' 
p p p 
T M x ( T ~1)~ __!__. <P(E) X 
p p 
exp U c N c M L- !R 
p 
Considerando a decomposição T M = E s T N, temos que 
p p 
f o '!' E$ {O} admite O ; (0,0} como ponto crítico não degenerado. 
Então pelo lema de Morse generalizado, existe um homeomorfismo local 
4> de T M, <P( O) = O, tal que 
p 




Ut i I i zando o Teorema de Bot t obteremos a 1 guns I emas 
que fornecem estimativas para o índice e a nulidade de uma 
F-geodésica fechada iterada. 
Denotemos por P a derivada da aplicação ~de Poincaré 
associada a uma F-geodésica fechada c. Os autovalores de P de módulo 
1 são denominados pontos de Poincaré. A aplicação P é um 
automorfismo linear de E$ E, onde E é o comPlemento F-ortogonal 
Denotemos a complexificação de E por E~ e extendemos p 
a um automorfismo linear complexo de E~ m E~. 
Então P: Eq: $ E<C ~ E«: $ EQ; é obtido da seguinte 
maneira: Para u tfl tr E Eq: EB EJt' seja Y o único Campo de Jacobi 
complexo satisfazendo 
Y(O) = u e D0 Y(O) =v, então P(u <ll v)= Y(l) <ll Y'(l) 
i; 
onde Y'(t) = D0 Y(t). 
i; 
Pelo Teorema de Bott, parte (íi) temos 
N(z)::: dimç Ker(P- z. id). 
Então para um número complexo z E 51 c d::, temos N(z) ::: O, exceto 
para os pontos de Poincaré, que são no máximo 2n pontos onde 
dímM::: n+l. 
Agora, nós escrevemos os autovalores de P na forma 




l~j~,!:-1, onde a 
o 
Aqui nós não excluímos a possibilidade de que .f.-1 = O, 
isto é, que P não possue autovalor de modulo 1 (P hiperbólica). 
Pelo Teorema de Bott) parte (iii), temos que o índice 
I( z) de c' considerado como função em s'' é constante nas 
componentes conexas de S 1 - {zj 1 zj 1~j~.C-1}. 
os números 
Poincaré. 
Denotemos por I . o valor de 
C,j 
l~js.C-1 e definimos 
,[ 
"'=2l: c j=1 Ic~j(a-j - aj_ 1 ), 
I ( z) 
c-
para z = 
I 
a 1SJ·s.C-! j ' são denominados expoentes de 
Destas considerações nós obtemos a seguinte estimativa 
m para o indice de uma F-geodesica fechada iterada c, nr-1,2 1 ••• ,de c. 
4.26. Lema 




para todo m. 
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Yrova: 
Pelo item ( iii) do Teorema de Bott I(z) é constante 
nos pontos em que N{z) = O e ll·m I( ze'9 ) ~ I( z) ~ ' Jogo I(z) s I(z), J e~±o 
para z suficientemente próximo de zJ onde (zJ,Zj) são os autovalores 
de P, de módulo 1. 
Pelo item (i) do Teorema de Bott, 
I( z) . 
Seja K o número das m-ésimas raizes da unidade 
satisfazendo a. 
J - 1 








[m(a.- a. ) - 1] "K . ;;; [m(a -a. 1 ) + 1]. J J-1 m,J J J-
.t 
L: I . [m(a - a. ,) - 1] " L: c, j J ]- zm=1 j:1 
.t 
L: I . [m(a - a ,) + 1) ;;; 
""' c, j J J- c j:d 
Aqui usamos o fato que se 
I( z) = 





I ocorre em C-J 
_E J(z), zm = 1, isto é, zm
1






Seja c uma F-geodésica fechada e suponhamos que 
ind(cm) >O para algum m ~ 1. 
138 
Então existem constantes ~ > O e ~ ~ O tais que para 
quaisquer inteiros m0 , m1 <! 1 
m +,;J 
ind(c 0 1 ) m cr:. - /3. 
1 
Prova: 
Da hipótese segue que o número 
c 
definido por 
pois no caso contrario I 
c' J 
::::. O, para todo j, e então I(z) = O, para 
todo z, jzj =L 
Aplicando o lema anterior, temos 
m •m 
(mo + m,) 
" 
- ~c ~ ind(c 0 1 ) ~ (mo+m)cr:.c + ~c c 
mo 
m« ~c ~ ind( c ) ~ m« + ~ o c o c c 




+ m )oc - ~ ~ ind( c 0 1 ) 
1 c c 
Temos que 
mcr:.+m!X o c 1 c ~ + c 
mo 
m " - 2 ~ + ind( c ) ~ 1 c c 
Logo 
m •m 
ind(c 0 1 ) 
" m " 1 
mo 










4. 28. Lema: 
Seja c uma F-geodésica fechada percorrida uma só vez. 
(a) nul(cm) = O para todo m sel e só sel todos os expoentes de 
Poincaré são irracionais. 
(b) Existe uma seqüência de inteiros positivos 
... ' m , com s s 
• 
n 
2 ' dimM:::.: n + 1, 
e pára cada inteiro J com 1 :s> j ::;; s eXiste uma seqüência 
estritamente crescente {q j i ' = 1,2, ... } de inteiros positivos 
tal que os conjuntos N 
J 
= {ml q j i ' i = 1,2,,.} 
m. q,. m. 
partição de IN• = IN - {O] e nul(c J J ' ) = nul(c J) ' 
Os pontos de Poincaré contidos em {z 
m. 
extamente os pontos de Poincaré contidos em {z : z J :::.: 1}. 
Prova; 
(a) Segue do fato que nul (em} = E N(z) 
zm=l 
formam uma 
1 < j < s. 
são 
onde z 2ni k /m e k = O , 1, 2, • ~ • , m e do fato que : N( z) = O par a to do 
z E s 1 exceto no máximo nos 2n pontos de Poincaré. 
Para o caso (b}. relembremos que 
= L N( z) 
m 
2 :1 
e que N( z) = dimensão do autoespaço da derivada p da ap 1 i cação 
de Poincaré, associado a c, para o autovalor z, isto é, 
!40 
N( z) = dim<r(P- z. id). 
-21lia Consideremos aquelas raízes z = 2:Jtia e z = e que 
são autovalores de P, o < 
primos entre si. 
1 a ,; -2' onde a = E é q racional, com p e q 
Denotemos por D (que pode ser vazio) o conjunto dos 
denominadores destes a's. 
Para cada subconjunto E c D, seja m(E) o mínimo 
múltiplo comum de todos os elementos em E. 
No caso em que E = <P, colocamos m($) ::: 1. 
Seja 
... ' m} o conjunto dos nUmeras 
• 
distintos tais que 
. . . ' m } = {m(E) 
• 
: E c D} u { 1} . 
Claramente, s ~ 2n. Nós podemos assumir que m
1 
= 1. 
Para cada jE{1,2, ••• j s}' nós escolhemos a 
subseqtiência máximal {q . ,, 1 = 1 '2, •.. } de inteiros positivos 
satisfazendo ink -tm,q .. , para k '# j 
J J' 
ro. m. 
Então nul(c J 
q .. 
'') = nul (c 1 ). 
Além disso, todo inteiro positivo m pode ser escrito 
como m = mjq, com q inteiro positivo, onde J é determinado pela 
condição de que mj é o maior divisor de m entre os elementos 
• 
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Observaçao: Uma conseqüência da parte (a) deste lema é que 
nul(cm) =O, quando os autovalores da aplicação de Poincaré 
c 
associada à geodésica fechada c, não são raizes da unidade. Uma 
conseqüência da parte (b) deste mesmo lema é que as nulidades de 
m ~ 1~ possuem somente um número finito de valores. 
4.29. Comportamento das curvas curtas 
• mé-trica de Finsler F: TM ____,. lR • 




Seja E: AN -~ lR o funcional energia associado a uma 
métrica de Finsler 
1 
F: TM ___,IR', onde E(c) =I i'(ê)dt, 
o 
M Variedade Riemanniana compacta de dimensão n com métrica < , >, e 
AM ::: H1(S1 ,M) é o conjunto das curvas fechadas absolutamente 
continuas c: s1 = [0,1]/{0,1} M tais que lê(t)l E L2 (s1 ). 
X, Y e: TAM 
c 
e 




<x,D 1= I <x,Dat 
o 
1 
+ I <"~X,'VDdt, 
o 
V é a conexão Riemanniana associada à métrica < , >. 
(AM, < >
1
) é uma Variedade Riemanníana de dimensão 
infinita (Variedade de Hilbert). 
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Consideremos agora o funcional energia 
~(c) =I 1< é, é >dt 
o 
associado à métrica Riemanníana < >. 
Agora enunciaremos e demos traremos um teorema 
importante que descreve o comportamento das curvas curtas no caso da 
métrica Riemanniana < >. Este teorema está provado no livro 
''Lectures on Closed Geodesics'', W.Klingemberg, ver [K.], e que diz o 
seguinte: 
4. 30. Teorema: 
1~) Seja grad 8(c) o campo gradiente do funcional 
8(c) = J 1 < é, é >dt dado por 
o 
< grad 6(c), X >1 = d li:( c) .X, VX E TAM. c 
Então existem E > O e ~ = ~ (é) > O tais que 
[grad& (c)i~ ~«. o{c), 
para todo 
c E ~Ç 1 [0,E] :::{c E AM o(c) $E}= (ll $E). 
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2°-) Ex1"ste - > O, f" . t t c. su 1c1en emen e pequeno, tal que 
-1 para todo c E ~ [O,&] :::: (6 :$, c), a trajetória rP c do campo -grad'iJ, 
o 
com ponto inicial em c, tem um único ponto limite que pertence a 
M = S- 1 (0) = conjunto das curvas constantes. As trajetórias de 
são de comprimento finitos, -1 e M = ~ (O) é um retrato por 
-1 deformação de X [O,c] = (I s &). 
Prova: 
temos 
!~) De o(c) = I 1 < é, é >dt 
o 
e u(c) = QgradE(c) - é 
I gradO( c) I~= dO(c).(gradO(c)) -- I 1 < Vgrad'lJ,(c), c >dt = 
Q 
= < V grad g (c) t é > 0 = < u (c} + C, ê > = o 
= < ê, C >
0 
+ <u(c), ê >0 = l(c) + < u(c), ê >0 • 
Agora obteremos a seguinte estimativa: 
I< é, u(O) >0 1 ~ ~ /ll(c) Ígrad ll(c) : 1 
para algum ~ < 4 e para 6(c) suficientemene pequeno. 
Para provarmos (*) nós assumi!"'OS primeiramente queM 
admite coordenada~ Euclidianas em uma vizinhança de c(O) = c(1). 
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De ~u(c) = grad ~(c} obtemos 
t 
u( t) • u(O) +I grado o c(s)ds. 
o 
Sejam grad 6 o c{s) = y(s), 
t I y(s)ds • z( t). 
o 
De IZI"' = max lz(t)l s max IY(t)l • IYI., s 2IYI 1 O~t~1 O~t~1 
e do fato que c(l) = c(O}, obtemos: 
1 1 
l<é, u>0 I = I <é( t), u(O)>dt + I <ê( t), z( t)>dtl • 
o o 
1 
•I I <ê(t), z(t)>dtl s /o(c) lzl., s 1\f(c)lgrad E(c)l 1 
o 
isto é, (*) vale para j3 = 1. 
No caso geral, em que as coordenadas Euclidianas podem 
não existirem localmente, observamos que, para ~(c) suficientemente 
pequenol a curva c pertence a uma vizinhança suficientimente pequena 
da origem c(O) em M: o comprimento 
1 
L(c) • I <é, é>112 dt s ,nf(C). 
o 
Por isso, as coordenadas normais em uma vizinhança de 
c(O) diferem muito pouco das coordenadas Euclidianas quando ~(c) é 
escolhido arbitrariamente pequeno. Isto é uniformemente verdadeiro 
para todo c já que M é compacta. 
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Então temos provado a estimativa(*). 
Usando a desigualdade 2ab S a2 + b2 obtemos que 
/liTCT. !grad 8(c) I,< !grad S(c) I~+ o~ c) 
Agora fazendo uso da desigualdade la+ bj ~ !ai - /bJ 
temos: 
)grad 8(c))~ < S(c) - l<ê, u(c)>0 1 ~o( c) - PlliTCT)grad S(c) 11 ~ 
Logo 
(I + p).)gred S(c) I~~ ( 1 - ~) o( c) 
!grad õ(cll~ ~ (:: j) . o(c), 
que é resultado desejado. 
2°) Escolhemos c > O, f' · t t d - ~ su 1c1en emen e pequeno, e 
acordo com o ítem 1~) e de modo que não existem pontos críticos de g 
em ~- 1 [0,~:::] - M. Esta última condição estará satisfeita para toda 
E>O suficientemente pequeno visto que ~(c) ~ € implica que 
1 




ê> 12 dt s; 
variedade compacta (M, 
arbitrariamente pequenas, ver [G.K.M.]. 
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e não existem geodésicas 
< >) de comprimentos 
Para C E 8- 1 [0,€:) temos: 
" 
ro 
L($ c) ~ { I d~ $.c I ds ~ L lgrand S(c) I, ds ~ • 1 
ao 
~ L lgrad~(c)l~'· I grad E (c) I~ ds ~ 
ro 
L lgrad g(c)l~' (- d '0 ($,c)) ds < = ds 
0 
< "'-1/2 I g-1/2 d g = ;2oo-1/Z ,fil(C), 
o 
já que 8($00c)= O. 
Deste último resultado temos que o conjunto de todos 
os pontos limites da trajetoria $c está contido em M = 0- 1 (0). 
' 
Tal conjunto limite é constituído de um único ponto de 
pois se a trajetória 




possuísse 2 pontos 
se tornaria infinito, contradizendo o resultado anterior. 
1 ími tes em 
M = 0- 1 (0} é retrato por deformação de 6- 1 [0~t] e para 









c E S- 1[0,E) - 8- 1(0) onde 
s(t) = tg(~ 1), O~ t ~ 1 
c E ç'(o). 
e f depende continuamente de c e t, ver [K]. 
• 
Para descrevermos o comportamento das curvas curtas em 
AE = AcM = E- 1 [0,E] relativas a uma métrica de Fins ler F: TM ~ IR"~-, 
nós consideramos a variedade Riemanniana compacta de diemensão n 
(fif, < . >) munida de um atlas A finito de classe C00 : 
e o correspondente atlas 
.t " I, 2, ... , p} 
para o fibrado tangente TM. 
As representaÇÕes locais de F e de uma curva 
diferenciável 1 ( t) E U.e, na carta local (U.t, <~>.e) são dada por 
F.e(x, x) 
" 
F o (a <>.er'(x, k)' .e = 1, 2' ... 'p 
x( t) = <P.;:oY 
' 
.e = 1 '2' ... 'p 
(x(t), x( t)) 
" 
( d <>.e) 1 
' 
.e = 1' 2\ ... 'p 
A função F" é 1 de classe C em TM e de classe c(J:.l fora 
da seção nula S0 (TM). 
fZ é de classe c! se, e só se, F é a norma de uma 
métrica Riemanniana. 
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Agora no próximo teorema obteremos uma estimativa 
entre os funcionais: 
1 
E(c) =I JÍ'(é)dt e 
o 
4.31. Teorema: 
~(c) =I 1 <é, i: >dt. 
o 
a} Dada uma carta (U.e;, <P.e) de A e correspondente carta ( T'U,e., d<P.e;) de 
TA, consideremos nessas cartas as coordenadas locais (x , ... , x ) 1 n 
de Me (x , ... ,x ,X , ... ,X) de 
1 n 1 m 
Então a função ~:TM ~R+ nessas coordenadas locais 
vem dada por 
ri (X • x) í: 1 a
2 ri(x,x) 
x. _y. 1 
" 
= 1 , J 2 8.\· B.Y. ' J i j 
J 
onde 
t( x')=l gi j X' 2 
são os coeficientes da métrica de Fins ler F: TM ~IR+. 
'<!c E AM :;:: 1 H(S,M), 
convenientes constantes K
1 
:> O e K2 > O. 





onde K1 é a constante do item b}. 
-1 1 d) Existe ~ > O, suficientemente pequeno tal que ~ (0) = M = E- {O) 
-1 é um retrato por deformação de E [O,E]. 
Prova: 
a} ~(x,k) é positivamente homogênea de grau 2 com relação a X, isto 
é, ~(x, tk) ; t2 ~(x,x), t >o. 
t, temos: 
onde 
Derivando t 2 r:é_(x,X} = Fi<x, tX) duas vezes em relação a 
Zt ~(x;x) , Z o ~(x,z) az 
oz. 
' at 
x = (x , ... ,x ), X= (X
1
, ... ,k ), z, = tx., 1 s; i s n. 
1 n n l 1 







ot I < 
e fazendo t = 1 
~(x,x) l: I 
o
2 ~(x, k) 
x .x .. = 2 ax. a· ' J j j X. 
' 
J 
b) Os coeficientei 
!50 
são positivamente homogêneos de grau zero com relação a X, isto é, 
para t > O. 
Para X ~ O temos que 
-t x -t g (x,--) = g (x,x), 
lxl 
onde lx.l2=<""> x,x . 
Sendo M compacta, o fibrado tangente unitário 
T1M = {(x,x) E TM 
da Variedade Riemanníana (Mt < 
< x,x > = 1 } 
>) é também compacto, e os 
coeficientes g.t (x X} são limitados e portanto atingem um máximo e 
i j ' 
um minimo em T
1
M. 
Como a forma quadrática 
í: 1 
8 2 ti(x,x) 
2 w. w. i j a· ax. J X. , J 
é definida positiva para 
e 
(x,X) E TM- S0 (TM) e WE TM, 
TM= {(x,x) E TM: < x,x> = 1} 
1 
é compacto e os coeficientes g~j{x,X} são limitados, então existem 
constantes K1 > O e K2 > O, tais que 
g_,(x,X) w.w. :s; K2 !w!
2
, -t = 
1 J 1 J 
1,2, .•. ,p 
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n 
onde w = 1: 
i"' 1 
e I wl 2 = < w, w >. 
Sejam h . . 1 1 !:0: i s n e 1 s -t s p os coeficientes da 
'J 
métrica Riemanniana < > de M na Carta (U,e,, <P,e,), e pela 
desigualdade acima obtemos 
K I xl 2 = K 1 1 
j j 
s ~(x,x) = E g~;(x x)x,x; < 
ij 
s K2 /: h~j(X)\.tj = K2 lxl 2 
i j 
Logo 
.f. =-1, ... lP· 
K
1
< W,W> s i'(W) s K2< W,W>, VWE TM. 
Tomando c E AM e ê= W, e integrando ambos os membros 
da desigualdade anterior obtemos 
1 
= K1 J <é, é>dt s E( c) = 
o 
1 J i'(C)dt 
o 
1 
S K2J <t,t>dt = 
o 
-1[ ] -1 c) Mostremos agora que E ü,K1t c ~ [O,t::J, 'iE > O. 
Logo õ( c) s E~c) s c 
1 




d) Seja O> O, suficientemente pequeno, de modo que M = 8- 1 (0) seja 
-1 < 
um retrato por deformação de 0 [O,u]. 
Pelo item c) temos que: 
Logo M é também um retrato por deformação de 
-1 E [O,c], onde E= Ko 1 • 
dimensão n e F:TM ~ R+ urna métrica de Finsler. 
• 
No espaço tangente T AM à Variedade das curvas fechadas 
c 
de classe H1 , onde c E AM é uma F-geodésica fechada não-constante, 
temos os seguintes produtos intermos associados às métricas 
Riemanniana e Finsleriana, < . >e F, respectivamente: 
L 
1 
J'< < X, y > 1 = < X, Y >d t + 'V. X, "l.Y >dt, c c 
o 




J'< < X, y > = <X, y > dt + Dê X, DêY > dt, 1 1 é é é é é o 
L 1 < X,Y > < X,Y > dt, o' c = é 
onde < X, y > :::: 
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"V é a conexão Riemanniana associada a < 
derivada absoluta tipo Cartan associada a F:TM~ R+. 





( 1 ) 




Em TAMConsideramos as seguintes normas: 
c 
I xl ~ = I xl ~ + I" c xt ~ 
1 
txl~ = I lxl 2 dt, onde IXI 2 = <XIX> 
o 
I X( t) I 
(l$U;;1 
= IXI 2 + !Dê xt 2 
o,C i; o,c 
1 
[ 1 r2 
= I IXI 2 dt, ond lxl = "2 <f,.r(t)(X,X) 
o c ê 
= sup I X( t) I 
o:::;;t!>:1 c 
VX E. T AM satisfaz: 
c 
I xt, " 121 xt, e 
" !xl "12txl 
o,ê ro,ê 1 > ê 
4.33. Teorema; 
>, e D é a 
Seja (Af, < . >)uma Variedade Riemanniana compacta e c 
uma F-geodésica fechada não-constante. 
Então das normas consideradas em T AM: 
c 
r.r,. 1·1 0 • r.r"'. r.r , r.r , 1,ê o_,C I · I 
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temos que: 
i) I· I o e I . I são normas equivalentes em T AM; 
o~é c 
i i} j.j"'e I . I são normas equivalentes em T 1\M; 
m,é c 
i i i) I . I, e I . I são normas equivalentes em T AM. 
1 \é c 
Prova: 
Na prova do item b) do Teorema anterior temos que exi&tem 
constantes K 1 > O e K2 > O tais que 
K1<. w,w> :z=;L g~j(x!X)wiwj ::>: K1< w~w>. 
i j 




1 1 1 
<X(t).X(t)>dt<jr "é (c(t),é(t))X(t)X (t)<K2J <X(t),X(t)>dt, L. lJ l J 
o o 
K I Xj 2 " I xl 2 " K I xj 2 , 1 o . z o 
o, c 
( 3 I ff, IXI 0 " !XI . < liÇ 
o,c 
Se ainda na desigualdade acima tomarmos W= X(t) E TAM, 
c 
x = c( t)._, X ::::: C( t} e o supremo quando O :S: t S 1 obtemos 
( 4) ff, I xl., " I xl . " liÇ I x!,. 
"''c 
Sendo &f variedade compacta com as métricas Riemanniana e 
Finsleriana 1 < > e < > respectivamente, podemos definir as 
seguintes métricas no fibrado tangente TM da seguinte maneira: 
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Sejam t -7 (p( tL v( t)), ~(q(s), w(s)) curvas diferen-
ciáveis em TM com p(O)=q(O)=p v(O)=w(O)=v e V=(p'(O), v'(O)), 
W= (q'(O), w'(O)). 
Definimos os produtos internos em r, l TM por p,v 
<< V,W >>, , = < v(O), w(O) > + < '> ,v(O), 'VP,w(O) > p,v p p p 
onde V é a conexão Riemanniana e D é a derivada absoluta de Cartan. 
As normas induzidas são dadas, respectivamente, por: 
U VÜ 2 = I v( O I I 2 + I<> , v( O) I 2 p 
llvl = lv(O)j + I D , v( O I I p 
Escrevemos y(t) = (p(t), v(t)) E TM, 
~ 
y (O) = ( p( O) , v( O) ) onde I v( O) I = r, I v( O) I = s, 
com v(O) '#: O, temos pela compacidade de fof que existem constantes 
N> O, M> O, tais que 
Nl v( O li s I v( O ) I s Ml v( O) I r s s M. 
Seja a:( t) = (p(t), v(;)) E TM e o:(O) = (p(O), v( O I I E T M 
r 1 
fibrado unitário tangente da métrica < , >, o qual é compacto, pois 
!1'- é compacta. 
Assim o:' (O)=(p' (O), v'(~) )E To:< o> ( T1M) e o:'(O) '"" E io:'(O)Ü 
~ ~ 




onde T1 ( T1M) é também compacto. 







2 II«'(O)II 2 , temos h'(Olll = rlla:'(O)II. 











h' (O) 11 
/'V 
h' (O) 11 
~ ~ 
N K1 h' ( 0) 11 ~ h' ( ()) 11 " M K2 h' (O) 11 
No caso que r(O) = (p(O), v(O)) = (p(O),O), r'(O) = 
::::: (p'(O), v'(O)) temos 
h'<Oll 
~ 
h' (O li 




onde 'V ,v{O)::::: v'{O) = D ,v(O) E TM. 
p p p 
~ ~ 
Portanto Nh' (O) 11 ~ h' (O) I ~ Mil r' (O) I . 
Tomando K = min{N, NK1} e L ::::: max{M, MK2} obtemos que: 
~ ~ ~ 
Kh'(O)! ~ h'(O)I ~ Lh'(O)! , assim as normas 11-11 e 1-11 são 
equivalentes. 
Fazendo p( t) = c( t) e v( t) = X( t) E T AM, onde c = c( t) é 
c 









2 I h'<tll dt ~ 
o 
r!<x~x> :::><x,x>1 ~L2<x,x> t,C t,ê 
Uma conseqüência deste Teorema é o se~uinte 
4.34. Corolário: 
Seja c um ponto crítico da função energia 
1 
E(c) =I r(!;)dt e c* const. 
o 
' E: AM ---'~' !R , 
Então o operador auto-adjunto A : T AM ----7 T 1\M associado 
c c c 
ã forma do índice 
J'E(c) (X, Y) = <AX c , Y> = < X, A Y > c 
1' ê 
é da forma A = id + k, onde k: (TAM, 1.1 1)---> (T0 AM, 1.1 1 ) é um c c c c 
operador compacto com relação a norma j.j 1 onde 
lXI~ 
1 
= I < x,x >dt + 
o 
!58 
'V X, 'V X >dt. 
ê é 
4.35. Existência de uma Subvariedade Característica associada a uma 
geodésica fechada c de uma métrica de Finsler F:TM ~ ~+ 
Antes veremos alguns conceitos preliminares. 
Seja c uma geodésica fechada de multiplicidade m <:: 1~ de 
uma métrica de Fins ler F: TM • )IR 1 onde M é uma variedade 
diferenclével compacta, o-dimensional. 
Denotamos por T' AM ::: o subespaço de 
c 
T AM de codimensão 1 
c 
que é ortogonal a C E. r AM. 
c 
Da decomposiÇão ortogonal do espaço tangente 
r AM::: T-AM e T+AM EEl T0 AM 
c c c ç 
nos subespaços gerados pelos autovetores de A associados aos 
autovalores < O, > O, e ::: út respectivamente, onde 
< AX, 2 Y >=<X, AY> = d E(c)(X,Y), 
temos que: 
onde T' 0 AM::: 'f'AM n T'AM consiste dos Campos de Jacobi periódicos ao 
c c c 
longo de c que são ortogonais a é. 
O índice de c e a nulidade de c são dim T-AM e dim r' 0 AM 
c c ' 
respectivamente, 
Não assumimos aqui que a nulidade de c é zero, isto é, c 
pode ser degenerada. A órbita 1 s . c pode ser também uma 
subva.riedade crítica degenerada; pOlS neste parágrafo faremos 
aplicação da Teoria de Morse de funções com pouca diferenciabilidade 
159 
em Variedade de Hilbert que tem somente pontos criticas isolados, 
mas que podem ser degenerados. 
Usaremos os resultados dessa teoria para obter 
informações sobre invariantes homológicos de órbitas 
isoladas da função energia de Finsler 
E:AM ---->- lR, E( c) = J F (c) d t, AM = H1 ( S, M) 
s' 
criticas 
e vamos estudar a energia E em uma vizinhança tubular de uma órbita 
1 1 
crltíca S .c, pela ação de S. 
Seja u = u(s1.c): N ___,. s 1 o fíbrado normal de c sobre 
1 1/m induzido pelo mergulho z E S --7 z .c E AM, 
1/m 21tír/m ( f! 
z .c(t)=e .c(t)=ct+-;:;r, 
onde m é a multiplicidade de c, e O::::; r:!> L 
Seja u := u + o e u e u a decomposição do fibrado normal, 
determinado pela decomposícão na fibra 
Considerando em .M uma métrica Riemanniana < 
que o fibrado tangente 
tem de modo natural uma estrutura Riemanniana dada por 
onde < X, Y >o 
< X, Y > 1 = < X, Y > 0 + < "il X, c 




" y > é o 
Y E T AM. 
c 
>, temos 
Utilizando a aplicação exponencial da métrica < >. 
podemos identificar o espaço total D = n(s1 .c) de um fi brado de 
discos suficientemente normais 1 (que é pequenos e a s .c uma 
vizinhança tub:.-' lar de 1 s . c) com uma vizinhança tubular aberta da 
seção zero s 1 c N. 
Nós usamos a aplicação exponenc!a! da métrica< > l para 
defi~i~mos a métrica de Finsler F e a energia El induzidas em D. 
Para z E denotamos por a fibra de sobre e 
observemos que a ação de s 1 em !~M transforma as fibras D de modo 
z 
equivariante em outra fibra, isto é, o: 1 E S , <X. D 
z 
:::: Do: • 
. ' 
A restrição EID da energia de Finsler a D denotamos por 
z ' 
E e o campo gradiente de E com respeito à métrica Riemanniana 
z z 
< , >1 de V\M denotamos por gradEz: 
< gradE (a), Y > = dE (a) Y, Y E T~AM. 
z 1 z v 
Para os nossos propósitos é conveniente definir uma nova 
métrica Riemanniana em D. Seja m a multiplicidade da geodésica 
fechada c da métrica de Finsler F:TM ~R+ 
Definimos em D a seguinte 
Riemanniana < , >1 de TAM: 
< X,Y > :::: 
ro 
2 
m < X, Y >0 + < 
modificação da métrica 
No espaço tangente a cada X E D, a nova métrica < , > é 
• 
equivalente à métrica< , >1 . 
O indice e a nulidade de c não são modificados por esta 
troca de métrica, ver[K.]. 
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Denotamos por grad E o 
m ' 
campo gradiente da energia de 
Fins ler E : D ---t lR com respeito a < , > : 
' ' m 
< grad E, X> =dE (a).X, 
m z m z 
Para X E N 1 onde N é o fi brado normal sobre S
1
, induzido 
pelo mergulho z s' 1/m z . c E AM,denotamos por 
subespaço do espaÇo tangente, que é tangente à fibra. 
T'N c 
X 
T N o 
X 
Utilizando os conceitos dados anteriormente, podemos 
então enunciar a seguinte proposição que garante a existência de uma 
subvariedade característica W associada a uma geodésica fechada c 
c a 
da métrica de Finsler F:TM ~IR+, e de multiplicidade m 2:. 1. 
4.36. Proposição {Lema de Morse Generalizado para E =EID ) 
z z 
Seja c uma geodésica fechada de uma métrica de Finsler 
F:TM--;. IR+, de nulidade -f. 2:. O e multiplicidade m 2:. 1. 
Seja u = u+ e u a;. u{) a decomposição do fibrado normal, 
determinado pela decomposição da fibra T'AM; 
c 
T'AM::: T+AM $ T-AM $ T' 0 AM. 
c c c c 
A dimensão da fibra de u0 é ~. 
Denotemos • u <!> u ' por u isto é u = ' o u "' u 
por O e O ~ as seÇÕes nulas dos fibrados 
o ' 
* u ~ respectivamente. 
e denotemos 
• 
u ' u ' 
o 
u e 
Então, existe um homeomorfismo local 1P de D e uma seÇão 
z E s1 ------?- p E L(u"'-, u*) sendo P a projeção ortogonal 
' ' 
P: XED t!>D __,.PXED 
z + z + 
!62 
tal que para 
(X, Y) E D $ D onde D = D $ D , 
* o * + -
(E.TP)(X,Y) = I!P(X)0 2 - i(r- P)(X)il 2 + E(g(Y), Y) 
z z m :z m z 
onde g: D ~ D é uma função fortemente diferenciável em O E D 
o * z o 
e dg(oJ = O, e o homeomorfismo 'l'jD0 :D0 _, 'l'(D0 ) c D, ('l'jD0 )(Y) = 
= g(Y) + Y, d(1fiD0 )(0) = IN, N::;;: T~
0AM, define uffia subvariedade top.2_ 
logica 1f(D) c D, denominada subvariedade caracterítica em c. 
o 
Prova: 
A prova desta proposição é conseqüência imediata do Lema 
de Morse generalizado: 
(E .tp)(X,Y) = d 2 E (o )(X,X) +E (g(Y),Y) = 
z ]{ z z z 
= < A (O, O) X, X > + E (g( Y), Y), onde (X, Y) E D <> D 
z m z * o 
onde A (0,0) é o operador auto-adjunto representando cfE (o), 
Z X Z Z 
relativamente ao produto interno < . > . 
m 
Escrevendo X::;;: {X+, X-) E D+ $ D_, temos que 
<A (O,O)(X' +X-), X'+ X-> =<A (O,O)X' ,X'> +<A (O,O)X-,X-> 
z m z m z m 
Usando agora a norma dada por 
lxjj 2 =<A (O,O)X',x' > - < A_(O,O)X-,X- >m 




(E . 'i') (X, Y) = I p (X) 12 - KC I - p ) (X) I 2 + E ( g( Y) , Y) 
z z m z m z 





Consideremos as hipóteses da proposição anterior e 
suponhamos ainda que S 1 .c é um conjunto isolado de pontos críticos. 
Então E = EjD 
' ' 
D ---; IR 
' 




4.38. Invariantes homológicos de órbitas críticas isoladas da função 
energia de Finsler 
1 
E:AM = H1 (S 1 ,M) ~IR, onde E( c) = J F2(é)dt. 
o 
Utilizaremos nesta seção os resultados da Teoria de Morse 
para funÇÕes com pouca diferenciabilidade em Variedades de Hilbert 
que têm somente pontos críticos isolados, mas que podem ser 
degenerados. 
Estes resultados são para obter informaÇÕes sobre 
invariantes homológicos de órbitas críticas isoladas da função 
energia de Finsler E em AM = H1(s1 , M). 
Consideremos em AMa ação do grupo s1, 
s1 ~ o ( 2) c o( 2) = o ( 2) u o_ ( 2) , 
+ + 
(grupo ortogonal 0(2)), mesmo que a métrica de Fins ler F: TM ---t IR+ 
seja simétrica (reVersível) ou não: 
s1 x TAM~ TAM 




Seja c= c(t) uma F-geodésica fechada de multiplicidade 
m :<:: 1 e denotemos por T' AM o subespaço de T AM de codimensão 1 que é 
c c 
F-ortogonal a é E T AM. 
c 
Seja a decomposi-ção ortogonal do espaço tangente 
T AM = T-AM E& T+-AM Gl T0 AM nos subespaços gerados pelos autovetores 
c c c c 
correspondentes aos autovalores< O, >O e = O, associados ao 
operador auto-adjunto A(c) onde 
d 2 E(c)(X,Y) = < A(c)X, Y > = < X} A( c) Y > , X, 
é é 
Y E T AM, 
c 
respectivamente. 
Da decomposição acima obtemos a seguinte decomposição 
T'AM = T-AM e T+AM e T' 0 AM 
c c c c 
onde T' 0 AM = T0 AM n T'AM consiste dos F-Campos de Jacobi ao longo de 
c c c 
c que são F-ortogonais a ê. 
Relembremos que ind(c) = dim T-AM e nul(c) = dimT' 0 AM, e 
c c 
que não assumiremos nul(c) = O, isto é, c pode ser degenerada. 
Seja u = u( 8 1 • c): N ----t S1 o fi brado normal de c sobre 
s'' 
1 1/m induzido pelo mergulho z E S ~ z c E AM1 
1/m 21tir/m ( ) ( r) 
z c(t); e c t =c t + m' 
onde m é a multiplicidade de c, e O :s- r::> 1 e observemos que a 
1 
subvarieâade crítica S .c pode ser degenerada. 
Seja u = u e u+- G). u0 a decompos i cão do fi brado normal, 
determindo pela decomposição na fibra: 
T'AM:::: T-AM 1:1'> TTAM e T' 0 AM 
c c c c l 
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e usando aplicação exponencial podemos identificar o espaço total 
D = D(S1 .c) de um fibrado de discos pequenos com uma vizinhança 
aberta de s 1 c N. 
Seja c uma F-geodésica fechada percorrida uma só vez e 
assumimos que para todo m = 1,2,3, ... , as órbitas críticas s 1 .cm são 
conjuntos isoladas de pontos criticas em AM. 
= m
2 E( c) = K • 
m 
Para um m fixado, seja u = u(S1 .cm) o fibrado normal 
1 
sobre S induzido por 
1 1/m m 
Z E S ----? Z • c E AM 
= -c 1 m) u s . c a decomposição 
de acordo com o sinal dos autovalores introduzidos anteriormente. 
1 <"' f --Para z e S , consi~eremos a unçao 
E : ( D ( s"- em) , O ( S1 • em)) ~ (IR, 
z z z 
F é a restrição de Eã fibra D(s1.cm)_ 
z z 
onde 
Em D (s1 _cm) consideramos a métrica Riemanniana. < , z >: 
<X, 2 Y > = m < X, 
m Y >o + < 'V X, 
<) " Y> ' ó o 
m 
X, 
Pelo Lema de Morse generalizado para E = EID 1 temos que z z 
existe um homeomorfismo local W de De uma seção 
sendo p a projeção ortogonal P: X ED 
"' 
D ___, p (X) E D tal que 
z z • z • 
para (X, Y) E D, <ll D onde D = D $ D_, o 
* • 
(E o ll>)(X,Y) = IP (Xll 2 - U(I - P )(X)i 2 + Ez(g(Y), Y) z z m z m 
onde g:D ~ D ::: .D. $ D 
o * -
é uma função fortemente diferenciável em 
0 E D e dg( 0 ) = 0 , g( 0 ) = 0 . 
z o z z 
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Denotemos, por E a funÇão dada por O,z 
(IR, K ) 
m 
Como todas as construções são feitas de modo equivariante 
com respeito a ação de S1 em D( S1 , c"'), os grupos de h o mo 1 ogi a e os 
números típicos são independentes da escolha de 1 z ES l e denotemos 
por 
m 
singulares da F-geodésica fechada c . 
números ti picos 
Denotemos por E (X, Y) a representação 
z 
local de E ~E I D 2 z 
dada pelo Lema de Morse generalizado, isto ê, 
E (X,Y) ~(E o'!') (X,Y) ~ HP (XlU 2 - U<I-
z z z n 
P ) (X) 11 2 + E ( g( Y) , Y) · 
z m z 
Usando esta notação temos: 
b (em) ~ dim H ([E c(c'") n (E < K )] U {O}, 
1 1 z,... z m 
B (em) n (E < K ) ) , 
z~t: z m 
b"(em) ~ dim H ([D" c( em) n (E < K)] u {O}, 
l t z,._ z m 
D0 (em) n (E < K ) ) , 
z 1 €: z m 
onde B (em) é uma bola aberta de Z,€ centro na origem da fibra D , e z 
raio c > O suficientemente pequeno e D0 (em) é um pequeno disco ,Z 
aberto contido em (D) de mesmo centro que (D) . 
o z o z 
4.39. Invariantes homológicos de uma órbita crítica S1 .c 
Para determinarmos os invariantes homológicos H. (E,S1.c); 
' 
~ H,([B,(s1.c) n (E(s'-c) < K)] u o(s'-c), B,(s1.c) n (E(s'-e) < K)) 
de uma órbita crítica isolada s 1 .c da energia de Finsler E:AM-? IR+l 
fazemos uso dos resultados da Teoria homológica da ação de grupos 
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finitos. Agora todos os invariantes homológicos são tomados num 
corpo de característica zero. 
O principal teorema que utilizaremos aqui é o seguinte: 
"Seja K um O-complexo simpl icial regular com grupo G 
finito. Seja L c K um sub-complexo invariante pela ação de G. Se A é 
um corpo de característica zero, então os seguintes grupos: 
H.(K,L; A)G e H.(K/G, L/G; A) 
' ' 
são isomorfos, onde H. (K, L; A)G é constituído pelos elementos de 
' 
H. (K~L; A) que são fixados pela ação induzida por G em homológia". 
' 
Este teorema pode ser encontrado em Bredon: Introduct íon 
to transformation groups, Teorema 2.4, página 120, ver[Br.]. 
Consideremos agora o invariante homológico 
H i (E, s 1 • c)=H1 ( [Bc(s
1
. c )n(E( s1. c)<K)]uo( 51. c), Bc( s1. c)n(E( s'. c)<K)] 
associado à órbita crítica S 1 .c, e o invariante homológico 
onde E (z.c) 
z 
1 
::: K, Z E S , e 
E: ((D(S1 .c), 
z z 
o (s1 .c))--> (IR, K) 
' 
Em D (s1 .c) consideremos a métrica Riemanniana < , >: 
' m 
< X, y X,Y>0 + < 
o X, X, 
se a multiplicidade de c for m. Logo pelo Lema de Morse generalizado 
para E , temos que existe um homeomorfismo l)J de D e uma seção 
z 





tal que para (X, Y) E D «~ 0° onde D = D+ m D, 
* (I * ~ 
(E .1J')(X,Y) = IIP (x)l 2 - I(I-
c z m 
P ) (X) 12 + E ( g( Y) , 
c m z 
Y) 
onde g:D ----+ D = D+ <Il D é uma função fortemente diferenciável em 
o < 
o E D e dg(O ) = o, g( o ) = o. Agora passamos a escrever E no c z o c 
lugar de E .1J'. 
z 
Denotemos por w e w- os conjuntos 
c c 
onde E(c) = K e por W e w- os conjuntos 
mente, 
Agora podemos escrever o par 
(w, 
denota o grupo de isotropia, 






que atua no 
é constituído 
1 -
e S • W, 
c 







pelos elementos de 
S 1 xW-) ã r· d que s o txa os 
c 
pela ação induzida de r em 
homológia. 




5 1 • c) = H ( w, w-) = H ( s' x w ) Ir , 
' ' c 
= H.(s1 x w, 
' c 
s1 x H. ( S1 ) 0 H. ( W , 
' ' c 
H(S1) 0 H(E,c). 
' ' 
O invariante H.(E,S1.c) é do tipo finito, assim como 
' 
Hi(E,c), isto é 1 Hi é de dimensão finita e H1 =O para quase toda i. 
O número b.(s1 .c) = 
' 
dim H,(E,S1 .c) é chamado número tipico da órbita 
' 
1 
s . c. 
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Agora o invariante característico H~(E,c) 
' 
juntamente com 
o índice Ã. de c determina H. completamente pelo teorema do 
deslocamento H . ..,_(E,c) = Ef(E,c). 
1 +A. 1 
Este último fato e a relação 
Hi(E,s1 .c) = H1 (s
1) 0 H.(w, W}f c H.(S1) ® H.(E,c), 
l c c 1 1 
fornece que 
HJE,s1 .c) c vi e V1 
e portanto o número tipico 
} VJ. = Jt;__À(E,c) s R7-"A.-t(E,c} 
b.(s1 .c) da órbita crítica 
' 
1 s .c e o 
número típico singular b0 (C) = dim JI'(E,c) de c satisfazem a 
' ' 
desigualdade 
4. 40. Lema: 
Sejam M compacta, e b o único valor crítico da energia de 
Fins ler: E:IIM ~IR""" no intervalo [b- ó, b + ó] para algum ó >O. 
Supondo que o ;:.í-~·e I f"- 1 ( b) contem somente um número 
finito de orbitas c:ríticas isoladas 1 1 S . c 2 .••• , S • c :r da ação 
c 
H, (E ,;; b + ó, E ,;; b - o) = L H (E, s1 .c.) 
* ' 1=1 
Prova: 
AM é completo e a condição (C) de campacidade vale para a 
função energia E pela compacidade de M. Definimos W por 
W = S1 • W onde 
c 
Wc = [B0 (c) n (E< K)] u (c}, e w = s'.w: 
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com W e W contidos na fibra D no ponto 
c c c 
critico isolado cl e E{c) = K. 
A seguir tomamos uma vizinhança tubular, suficientemente 
pequena, da seção zero no fibrado normal X da órbita 1 s .c, 
determinada pela decomposição na fibra: 
T' AM :::: T-AM $ T+ AM e T' 0 AM (; c c c 
e essa vizinhança tubular é levada difeomorÍicamente em alguma 
vizinhança V de pela aplicação exponencial 
usando para isto a exponencial de M. A equação 
c 
H,(Es b + ó, ES b- ó) =): H,(E, S 1 .ci) 
j"'1 
é agora obtida pelas mesmas técnicas usadas para a obtenção dos 
grupos críticos 
c 
H(fSd+Ó, [sd-ó)=L H(f,P), 
* • ' i:1 
para uma função f com pouca díferenciabilidade, satisfazendo as 
hipóteses (1),(2),(3),(4} do Lema de Morse generalizado, onde d é o 
único valor crítico em [d - ó, 
pontos críticos de f no nível r 1 (d). 
171 
... , P são os 
c 
• 
4.41. Desigualdades de Morse 
Sejam a < b valores regulares para a função energia de 
1 
Finsler E(c) = J i'-(ê)dt tal 
o 
consiste de um número 
que o conjunto 




1 1 S .c, ... ,S .c, então nós obtemos as desigualdades de Morse em 
1 r 
termos dos números tipicos bk{S1.ci), 1:::: 1,2, ... 1 r, das órbitas 
criticas: 
bk(A ~A, = dim H,(Ab, A•), 
A b = {e E AM : E( e) " b} , A a = {e E AM E(e) "a}, 
A prova das desigualdades de Morse em termos dos números 
típicos bk(s1 .ci), segue as mesmas linhas da prova das desigualdades 
de Morse feitas para funÇÕes com pouca díferenciabilidade com pontos 
críticos isolados. 
r 
pois Hk(Ab,Aa)= Z Hk(E,S1 ,c1), 
Para o caso ger-al, sejam a
1 
< a 2 < 
criticas da energia E em [a,b]. 
< a os valores 
' 
Sejam a :::: a 
o 
e 
i = 1, 2, ••• 1 
aS+ 1 :::: b, e escolhemos E.- > O tal que 
s + 1. 
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A = 1\M; 
Então temos uma seqüência crescente de subespaços em 
a a +E a +€ a 
,1cA1 As- a+1 
11 c .•• cn cA 
Claramente, 
a •E 
H (A 1 
' 
a. ""E.: a •< 
A l -1 ) = H (A ' 
k 
a •E 
= H (A 1 
' 
a -E 
A 1 ) 
a -E a. +E 
H (A ' 
k 
1\. i ) ' 
par a 1 = 1 , 2, ... ~ s , e 
a +E 
H (A ' 
k 
a>< 
A ' ) = O. 
Todos estes espaços vetoriais são de dimensão finita, 




H (A ' 
k 
a -E 
A ' ) =)::!!,(E, 
j 
b,(s1 .c) ~ Z[b:.Ã(c.)(c) + 
x(c.) = índice 
J 
J 
s' . c . ) 
J 
Como bk é função sub-aditiva então valem as desigualdades 
• 
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4.42. Números típicos de uma F-geodésica periódica. 
Para todo inteiro m > O introduzimos a aplicação 
i te raÇão m:AM ------" AM, que será uma ferramenta importante para a 
Teoria de Morse em AM. Um ponto c em AM pode ser considerado como a 
restrição de uma curva periódica c : IR ~ M com c(k + t) ::: c( t) 
As iteradas c de c, c (t) = c(mt),determinam pontos 
~m 
em = c 1 [O, 1] em AM. 
Nós também referimos a em como a m-ésima iterada de c, 
Agora a aplicação iteração 
ê definida por m(c) = c m 
A aplicação energia de Finsler 
E:AM ___, 11. E( c) 
1 
-I F 2 (é)dt, satisfaz 
- o 
Im ~ d r(m c(s)) ms o ds 
2 isto é, a aplicação m é equivariante a menos do fator constante m. 
dm( c) . Y( t) 
Além disso, m é um mergulho de Variedades de Hilbert. 
Mostremos agora que a derivada de m em c, é dada por 
= Y( mt), para todo Y E T AM. 
c 
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Sejam c E AM e Y E TAM. Consideremos uma variação 
c 
V:[Orl] x (-t::,E}------+ M~ da curva c, satisfazendo V{t,O) = c(t), 
V(O,s) = V(l,s), 0 Vá!'s) = Y(t,s) Y( t' o I = Y( tI ' 
Derivando m(V(t,s)) com relação as temos 
8~(m(V(t,sl)) =a~ V(mt,s) = dm(v(t,sl). 0 V( t, s) as 
e para s = O 
dm(c). Y( t) = Y(mt). 
Consideremos agora a variedade M com uma métrica 
Riemanniana < , >. 
Em AM temos a considerar as seguintes métricas 





X, y > 
c 





". y >c] dt 
c 
e V é a conexão Riemanniana associada à métrica < , >. 
Observemos que a aplicação iteração 
é uma aplicação conforme, pois, 
m: AM------? m(AM} c AM, m c -----Jo c e par a 
X,YE TAM temos que dm(ci.X(tl = X(mt), dm(c).Y(t) = Y(mt), 
c 
< dm( c) . X( t) , dm( c) . Y( t) > = < X( mt) , Y( m t) > = 
m m 
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= ( (mz< X(mt), Y(mt) > + < "' X( mt) , m é m ( t) c 
o 
= X( s) , 
"' 
X( s), 'V I m(mz< Y( s) >c ( s) + < 
me ( s) 
o 
1 
=I [m2< X(s), Y(s) 
o 
2 





c ( s) 
"' 
Y( mt) > 1 dt = 
CU\ ( t) em; 
Y(s) >c( s)) ds = 
me ( s) m 
"- Y( s) 
c ( s) 




E(c) = I r(t)dt 
o 
com relação às metricas RiemaiJ.'1ianas < 
respectivamente. 
> de AM, 
m 
A prova de que ::r•d E(c•) e' , = ~ u a segu1nte: 
= < gradE( em), Y(mt) > 
. m m 
2 




, em virtude de *. 
2) dE(cm)J(mt) = m2 .dE(c).Y(t), pois: 
de E(cm) = m2 E(c} temos E o m = To E pelo diagrama comutativo 






C _!em_, em 
E J. J. E 
2 
= m E( c) 
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Derivando ambos os membros de E<> m::: To E, temos 
d(Eom)(c).Y = dE(m(c)).dm(c).Y = dE(cm).Y(mt) 
d( To E) (c) . Y = dT( E( c)) . dE( c) . Y = To dE( c). Y = m2 • dE( c) . Y 
Logo dE( em). Y( mt I = m2 . dE( c) . Y. 
De 1) e 2) 
m






= < grad E(cm),- Y(mt) > = 
m m 
2 2 
= m dE(c).Y= m< gradE(c), y(t) >
1 
= 
= < gradE(cm), Y(mt) > 
m 
Logo 
Dos resultados obtidos anteriormente temos o seguinte 
lema: 
4.43. Lema: 
gradE é tangente a m(AM} c AMe 
grad (E(cm)) = dm(c) .gradE( c) = gradE( em). 
m 
• 
Os números típicos bk(s1 .c) da orbita S1 .c podem ser 
chamados_ de números típicos da correspondente geodésica fechada. 
Seja c uma F-geod~sica fechada em AM, o fato principal 
que consideraremos agora é a estudo da seqüência bk(s1.cm) dos 
números tipícos associados às iteradas m c de c, com a hipótese de 
que todas as órbitas s 1 .c são subvariedades críticas isoladas pela 
ação do grupo s 1 • 
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Como as seqüências ind(cm) dos índices das iteradas m c 
jâ foram estudadas, agora passaremos a considerar as seqüências 
dos números típicos singulares associados às iteradas m c , 
4.44. Teorema: 
Seja c uma F-geodésica fechada em AM ta 1 que a órbita 
crítica 5 1 m . c é uma subvariedade crítica isolada e que 
nul(c) = nul(cm) para algum inteiro positivo m. 
Prova: 
Consideremos uma vizinhanÇa 1 tubular 2J=S .1J 
c 
da órbita 
S1 .c, que é um fi brado de discos normais, de modo que a ação de s 1 
em AM transforma cada fibra de modo equivariante em outra fibra. 
:ti em c e 
c 
~ 
J( d 1 . f O espaço normal e S .c e o espaço tangente a ibra 
c 
para U:: E S1 • Como s1 atua por isometrias, 
então podemos tomar 1J como a imagem difeormorfa de uma vizinhança 
tubular, suficientemente pequena, da seÇão nula no fibrado normal N 
1 de S .c pela aplicação exponencial em AM. 
onde T' 0 AM ::: 
"'.c 
de codimensão 
A fibra de K em ~.c é 
T0 AM n T' AM • ~.c ~.c e 
1 que é ortogonal 
T' AM 
«.c 
a o:. c 




T' 0 AM 
".c 
é 
constítuido pelos Campos de Jacobi ao longo de a:.c e ortogonais a 
a:.c. 
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Consideremos agora o fibrado normal K de mW em AM com 
respeito a métrica < , > . 
m 
A aplicação exponencial exp de IlM com respeito a IlM, 
leva uma vizinhanÇa da seÇão zero em K difeormorfícamente em uma 
v i z i nhança de rrflj em AM. 
A imagem pela exponencial exp de uma conveniente 
vizinhança da seção zero em XI rrfJJ será um disCo XI m contendo nfiJ 
c c c 
como uma subvariedad.e. 
Para isto observemos também que a aplicação iteração 
m: (AM, < , >1 ) ___, (AM, < , >m) 
é uma aplicação conforme. 
Se l'l tem sido escolhido pequeno) 
m 
fíbrado diferenciável de discos normais sobre S1 m <c 
= S t, ~ < JJ e um 
m 
c 
com respeito a 
métrica < , > e com respeito a métrica < m > 1 , e além disso 
nt!l c :!l = S1 .21 
m m 
c 
A diferencial dm{c} transforma o espaço nulo Kernel 
.2 Ac, onde a Ec(X1 Y) :::: < Ac.X' Y >1 = < X,Ac. Y >1 e E c 
injetivamente e pela nossa hipótese sobre as nulidades, 
mente sobre o espaço nulo Kernel A , onde 
m 
cfE m(X,Y)=<A m,X,D 1=<X,A m,D 1 , 
c c c 
= 
isomorfica-
Além disso, em um ponto crítico isolado de E !m2l , 
m c 
c 
. 1 1 m ""' - b't , , po1s S .c e S .c Sc:tO or 1 as cr1t1cas isolados. 
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e a subvariedade mOOc c ~ 
c" 
satisfazem as hipóteses do lema 4.33, então obtemos que 
Por outro lado 
= If(E mlm;Jc' c"). 
c 





é um difeormorfísmo e E(C"') = m2E(c) 
teorema está demonstrado. 
4.45. Corolário: 




Seja c uma F-geodésica fechada em AM, e suponhamos que 
todas as órbitas críticas 51 m .c são isoladas. Então é 
·f 1 · · d j b0,(c") <_ E pa•a todo k, m e pa•a uma un1 ormente 1m1ta a, ou se a, _._ ... 
certa constante B. 
Além disso 1 existe um número k ta 1 que = o Q 
para todo k > k
0 
e todo m. 
Prova: 
Sendo c uma F-geodésica fechada em II.M, então existe 




, ••• l m, 
' 
dim M = n + 1, e para cada inteiro 1 ::;; j ::G s existe uma seqüência 
estritamente crescente {q j i ' i = 1, 2, ... } de inteiros positivos tal 
que os conjuntos 
IN* = lN {O} e 
N1 = {m.q .. , m.q._JJl 
nul(c J Jl) = 
i = 1,2, ... } formam uma partição de 
m. 
nu 1( c J), 1 ::;. j s S e portanto os 
m 
nulidades de c, m ~ 1 1 possuem somente um número finito de valores. 
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Segue do Teorema anterior que os números típicos 
m_q .. 
bok(c J ") e singulares são iguais para cada j, 1 ~ j ~ s. 
m. 
Agora tomemos B := max{b~(c J), 1 s.: j::;; s}. 
Portanto b:(cm) ::i B, para todo k, m. 
• 
Agora nós podemos provar o 1 ema que será de 
fundamental importância e decisivo para provarmos o Teorema de 
• Gromoll-Meyer para uma métrica de Finsler F:TM -t IR ,onde M é uma 
variedade diferenciável compacta de dimensão n e simplesmente 
conexa. 
4.46. Lema: 
Seja c uma F-geodésica fechada em AM e suponhamos que 
todas as iteradas m c , m = 1' 2, ... , dão origem a órbitas críticas 
isoladas 1 m s . c . Sejam E e 
k > k em= 1,2,3~. 
o 
k as constantes obtidas no corolário 
o 
E t - · t' · bk(S1 .cm) são un1'formemente n ao os numeras 1p1cos 
limitados por 4B. Além disso, dado k > k + 
o 
1 , o número de orb i tas 
críticas S1 .cm tais que bk(S1 .!.-m) '#-O é limitado por uma constante C 




Em primeiro lugar suponhamos que a seqüência dos 
índices das iteradas r..( em) = ind(cm) = O para m = 1,2,3, ... Então 
pela desigualdade que :relaciona os números tipicos e os típicos 
singulares 
onde À= Ã(cm), temos que: 
bk ( s1 • em) = O, para k > k + 1. 
o 
Suponhamos agora que o índice de alguma iterada de c 
seja diferente de zero e seja m 
o 
>0 o menor inteiro tal que 
Então nós podemos obter uma estimativa para o número 
de órbitas críticas S1 .cm satisfazendo 
bo (em) + 
k-ind(cm) 
b0 (em) # O. 
k-índ(cm)-1 
Agora b:(cm) = O quando k > k
0 
ou k < O. 
A estimativa que estamos procurando é equivalente a 
estimar o número de órbitas críticas s1. em que satisfazem a 
desigualdade: 
o < k - 1 k ~ ind(c") ,; k, 
o 
isto é, 
k - ind( c") < k e k - índ( c") - 1 " k 
o o 
Então existem constantes ~ > O e ~ ~ O, tais que, 
m " m ind( c o ) , ind(c 0 ) +s~-f3. 
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Para s >f temos: 
" m 
k - 1 - k 5 ind(c 0 } 
o 
m.s 
+ scr: - ~ 5 ind(c 0 } 
Logo ~ < s < 
m 
;;; k ;;; k + in d( c "} 
o 
+ 1 
Portanto o nú: me r o de órbitas 1 m s . c ' satisfazendo 




Obs. 1 ) Uma outra maneira para encontrar 
estimativa para o número de órbitas s' m • c satisfazendo 
k + ~ + 1 
o k 1 k ind(cm) k, é tomar o < - - ;;; ;;; s > 
o 
"' 
Então temos que a desigualdade 
m +s m 
ind(c o ) 2 ind(c o} + sco - ~, 
passa a ser 
m +s m m 
ind(c o ) 2 ind(c o) + soe - ~ > ind(c o) + k + L o 
De O < k - 1 - k s; ind(cm) s k temos 
o 
m'" 




(c o ) = 
k-ind(c o ) 
m 
ind( c 0 ) - k - 1 5 o. 
o 
m +S 
b0 (c 0 ) = O. 
m +s 






m" b,(s1 .c o ) =o, para s > k o + ~ + I 
Então o número de órbitas críticas s 1 .cm satisfazen-
do bk(s1 .cm) :#O é limitado por 
c = 
k + 1 + ~ 
o 
+ 1. 
Obs. 2) Se no lema anterior assumirmos que todas as 
em, m::: 1,2,3, ... , são não-degeneradas, então este lema é trivial, e 
isto é conseqüência da fórmula: 
m +s m 
ind(c 0 ) ~ ind(c 0 ) + s~- ~. onde~> O e ~~O, 
( m) I b"k (em) quando ind c > O para a gum m
1 
~ 1, e neste caso para 
todo me k > O, onde 
Neste ponto agora não há mais dificuldade para 
obtermos o Teorema de Gromoll-Meyer. 
Para formularmos o Teorema de Gromoll-Meyer nós 
denotamos por hipótese GM a seguinte propriedade na seqüência {bkAM} 
dos números de Betti da Variedade AM = H1(S1 , M) cujos coeficientes 
de homologia são tomados num corpo de característica zero, e 
bkAM = dim Hk (AM): 
Hipótese GM: "Se {bkAN} denota o k-ésimo número de 
Betti de AM, então existe uma seqüência kn -1 ~S; tal que br.AM ~ ro''. 
n 
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4.47. Teorema de Gromoll-Meyer: 
Seja (t.f,F) uma Variedade de Fins ler compacta 
simplesmente conexa e suponhamos que a hipótese GM é satisfeita. 
Então M admite infinitas geodésicas fechadas não-constantes 
(geometricamente distintas). 
Prova: 
Suponhamos que exista um número finito de geodésicas 
fechadas não-constantes e geometricamente distintas. Então nós 
podemos escolher geodésicas fechadas c
1
, ••• l de modo que 
qualquer geodésica fechada não-constante em AM pertence a alguma 
ôrbita ' . 1 In cr1t1ca s .c., 
' 
i ::: 1 ' 2' ... ' r. 
isoladas, 
Como as órbitas, críticas 1 m s . c.' 
' 
1 = 1 '2' ... ' 
Ab contem somente um número fíni to dessas órbitas 
r são 
para 
qualquer b, onde 
Ab = {c E AM 
Sendo os 
dos para cada i= 1,2, 
1 
E(c) ~ b} e E(c) =I r(ê)dt. 
o 
números 
... ' r, 
típicos bk(S1 .c7) uniformente 
tomamos E ::::: max bk (51 • c7). 
i~ k, m 
limita-
Para cada geodésica fechada c., escolhemos constantes 
' 
k: e Ci, de modo que os números típicos singulares b:(c7) satisfaçam 
e m = 1,2,3, . . . e que o número de órbitas 
!85 
críticas s1 .c7 (i fixado) tais que bk(s1.c7) * o é limitado por c 
quando k > i k + 1. 
o 




c o z 
i=1 
Agora para qualquer k > k + 
o 
1 , a constante C é um 
limite superior para o número de órbitas criticas s1 .c~ satisfazendo 
, 
Sejam a < b valores regulares do funcional energia 
E:AM -4 IR, E( c) 
-1 
e cujo conjunto critico em E [a,b] consiste de um número finito de 
órbitas criticas 1 S • c após uma reordenação dos 
' 
índices. Então nós temos as desigualdades de Morse, em termos dos 
números típicos das órbitas criticas S1 .c., , i .:::: ... ' 
onde 
s ~ r 
e 
Para k > k + 1, temos que. 
o 
b,(s1 .c,) ~ C.B. 
Considerando em AM = H1 (s1 , M) os funcionais 
1 
E(c) =I i'(é)dt 
o 




-onde < > é a métrica Riemaníanna de M, temos que existe uma 
constante K> O tal que E(c) 2: J('g(c). 
Seja ó > O, suficientemente pequeno, de modo que 
seja um retrato por deformação de ·1 ~ [O,ó]. Usando a 
desigualdade E(c) ~ J(g(c), temos que 
M c E- 1[o,.&<>l c g·'[o,ó] 
e portanto M é um retrato por deformação de E- 1[0,K5]. 
Seja a >0, suficientemente pequeno, satisfazendo 
O< a< m.in{E(c)} u {RS}. 
, ' 
Sendo M de dimensão finita n, um argumento na 
seqüência exata de homologia do par (Ab ,A"') mostra que b:k(Ab,M) = 
bK(Ab) para quase todo k. Para ver isto, basta tomar k > n + 1 na 
seqüência exata 
Agora escolhemos b suficientemente grande de modo que 
todas as geodésicas c:m ::-:~;n 
b (s'.cm) #O e b (s1 .cm' *O 
k 1 K+1 iJ 
b (Ad Ab) = O para todos os k+ 1 • 
valores regulares d ~ b, e além disso b,(A,A") = O e bk+ 1(A,A") =O, 
e para isto usar a seqüência exata de homologia do terno de espaços 
(A ,d ,b) ·. ~ n , n 
187 
Portanto onde A = AM, o que se 
b 
obtem da seqüência exata do par {A~A ): 
---'l- Hk+ 1 (1\,Ab) ---t Hk (Ab) ---> Hk (A) __, Hk (A 1 Ab) -> 
Combinando estas conclusões com aquela das 
desigualdades de Morse obtemos bk(A} ~ C.B, para quase todo k, o que 
contradiz a hipótese do Teorema. 
• 
Observaçao: Ver no próximo parágrafo 4.48 que os números de Betti 
b!<:(A) são finitos quando o corpo de coeficientes de homologia é de 
característica zero e M é compacta, simplesmente conexa, de dimensão 
n 2 2 e sem bordo. 
4.48. Agora passamos a descrever algumas propriedades referentes 
aos números de Betti bk(A) e condições topológicas para que 
verifique a hipótese (GM} do Teorema de Gramoll-Meyer, onde 
A= AM = H1{s1 ,M), conforme está em [G.M.2]. 
1 ~} Seja ( M, <,>) uma Variedade Ríemannia.na 
simplesmente conexa, compacta, de dimensão n ~ 2 e sem bordo. Então 
o espaço AM é conexo e o tipo de homotopia de A = AM depende 
somente do tipo de homotopia de M. 
De fato, a inclusão de A= AM no espaço C0 (S1 , M) de 
todas as aplicações continuas S1 'M t l" ~ , com a opo og1a 
compacto-aberta é uma equivalência homotópica. Os números de Betti 
bk(A) são finitos quando o corpo dos coeficientes de homologia é de 
característica zero. (ver por exemplo [P,iJ ._/?'.)), 
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o 2-) Suponhamos sempre que o corpo dos coeficientes de 
homologia é de característica zero. Observemos que a propriedade da 
seqüência do números de Betti bk(A) ser limitada ou não, é um 
invariante homotópico de M. Exemplos: 
i) Seja G um grupo de Lie simplesmente conexo e 
compacto então A =- G x Q e 
• 
espaço de laÇos de M com ponto base fixado. 
onde Q é o 
• 
Como é uma álgebra polinomial com número de 
geradores igual a posto(G), temos que bk(A) é ilimitado se, e só se, 
posto ( G} 2 2 1 isto é, G :t s (1) = s 3 • p 
Quando M tem o tipo de homotopia de um tal grupo G, a 
hipótese (GM) é válida. 
ii) Para a esfera S' a cohomologia de A =- AM é dada 
por J!(AM) = J!(s") 0 J!(o.), M = s", se n é ímpar. 
O anel tf(Q ) é bem conhecido: 
• 
dim H"(Q) = 1, para k ~ O (mod(n-1)) e 
if(n ) =- O, no caso contrário . 
• 
No caso de esferas de dimensão par tem-se 
{ 
bo(A) :_ b{2i-1Hn-1)(A):::: b{Zi-1Hn-1lot-1(A);:: l, para j 
bk(A) O, no caso contrário. 
" 1 
iii) De um modo geral, a hipótese (GM) para os números 
de Betti bk(A) é satisfeita quando uma das seguintes propriedades é 
satisfeita: 
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a) o menor inteiro k > O com 
Q 
bk (M) #- O é impar e bk (M) ~ 2. 
o 
b) n*(M) é um produto tensorial de pelo menos duas 
álgebras polinomiais truncadas e possivelmente álgebras exteriores. 
Casos especiais de a) e b) são as variedades com a 
cohomologia de um produto de esferas ou espaços projetivos. 
iv) Alguns exemplos de variedades M simplesmente 
conexas e compactas, cuja seqüência de números de Betti bk(A) é 
limitada são as que tem o tipo de homotopia de um espaço simétrico 
de posto 1 (em particular as esferas), e portanto não se aplica o 
Teorema de Gromoll-Meyer. 
Denotemos por ( GM)ro a hipótese ( GM) no caso em que o 
corpo de característica zero dos coeficientes de homologia é o corpo 
~ dos números racionais. 
Sullivan e Tligué [V.S.] dão uma completa caracteri-
zação das variedades M para as quais a hipótese (GM)
00 
é satisfeita: 
"SejaM variedade diferenciável compacta, simplesmente 
conexa de dimensão n. A hipótese (GM) 00 está satisfeita se, e só sej 
o anel de cohomologia racional a*(M,f!l) não é um anel polinomial 
truncado. 
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FUNÇOES FORTEMENTE DIFERENCIÁVEIS 
Sejam IE 1 [f espaços de Banach 1 O c IE um aberto e 
f :0 ~ IF. 
N 
J)efiníçao: f é fortemente diferenciável em).~ E 0 se j. 
··o 
e diferenciável f ·~ ~ ( em x e a unçao T X 1y) = /(X) - f(y) - j .' (x ) (x-v) 
o o .. 
satisfaz: 
·~ J~(.l-:',y);;: 
llx - Yll o. 
Em outras palavras, f é fortemente diferenciável em .'1( 
o 
se, e só se, ela é diferenciável em x e para V.!: 
o 
> o, existe ó > o 
tal que dx) =f(:<) f(:< ) - f' (:< ) (x 
o o 
x ) é lipschitziana com 
o 
de centro x e 
" 
raio ô. Em 
Observemos que se f é diferenciável em todo um aberto 
O que contem x 1 então f é fortemente diferenciável no ponto x se, o o 
e somente se, a aplicação derivada 




se f é C1 em uma vizinhança de x o' 
fortemente diferenciável em x . 
o 
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então f é 
O conceito de diferenciabllidade forte é mais fraco 
que o cone e i to de de classe 
,. 
{p- ' mas suficiente para 
demonstrar o Teorema da função inversa. 
Funçôes fortemente diferenciá-veis- em um ponto com 
derivada inversível no ponto, slío localmente inversivcis. Neste caso 
a diferenciabilidade forte é exigida somente em um ponto. 
Demonstremos por completo este fato seguindo literalmente a 
demonstraçào clâssica do Teorema da função inversa. 
N 
Teor-e :ma (da furu;:ao inver-sa). 
Seja f : n--+ [f continua e fortemente diferenciável em 
x E O. Se f' (X ) é um isomorfismo existe uma vizinhança aberta 
o o 
U c O de x tal que f e homeomorfismo d~ U sObre f(U) = V, V aberto 
o 
V -7 'U ê for-tem~nte diferenciável em j(x ) 
o 
' [/-1 ] (j(x )) = 
(> 
-i [f'(x )] . ,, 
~ 
Demon.st1~açao: Podemos obviamente supor x = o~ f{O) = O, íE = 
o 




Seja 6 > O suficient~rnente pequeno de tal modo que 
r(x) = j(x) - x seja lipschitziana com constante c 
Seja y E :JL 
ó 
a 
<jl(x) =·y- r(x). 
(O) fixado e definimos 
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\\<!;(< l - <!;<z l \\ = 
-
• 9 
__::__ " 2 . 
+c 3 u<-3-1.>. 
\\ r-(x l - r· (z li\ 1 <.2 jjx -zjj. 
De fato, dado ;1 com 11»11 ,;; + 6, por 2) existe 
-3 
4) \\f(x)- /(y)jj = \\f'(O)(x- y) + dx)- r(yl\\ = 
= jj(x- y) +(r(:<)- r(yll\\:?. jjx- Y\\- \jdx)- r(ylj\ 
:?. ~jjx - Y\\· 
• 
- -
3 • 3 
é um homeomorfismo. 
(urn único) 
-1 
6) De 4) temos \\f (y) - Y\\,;; 2\\Y- j(ylll = 1\dylj\ < U\\YI\ portanto 





















:;: 2<•11'", - "'zll (veja 4)). 
Portanto j-1 é fortemente diferenciável em O. 
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