A semiempirical AM1/d Hamiltonian is developed to model phosphoryl transfer reactions catalyzed by enzymes and ribozymes for use in linear-scaling calculations and combined quantum mechanical/molecular mechanical simulations. The model, designated AM1/d-PhoT, is parametrized for H, O, and P atoms to reproduce high-level density-functional results from a recently constructed database of quantum calculations for RNA catalysis (http://theory.chem.umn.edu/Database/QCRNA), including geometries and relative energies of minima, transition states and reactive intermediates, dipole moments, proton affinities, and other relevant properties. The model is tested in the gas phase and in solution using a QM/MM potential. The results indicate that the method provides significantly higher accuracy than MNDO/ d, AM1, and PM3 methods and, for the transphosphorylation reactions, is in close agreement with the density-functional calculations at the B3LYP/6-311++G(3df,2p) level with a reduction in computational cost of 3-4 orders of magnitude. The model is expected to have considerable impact on the application of semiempirical QM/MM methods to transphosphorylation reactions in solution, enzymes, and ribozymes and to ultimately facilitate the design of improved nextgeneration multiscale quantum models.
Introduction
Phosphorylation and dephosphorylation reactions play a central role in biochemical systems. 1 The formation and hydrolysis of ATP constitute a central mechanism for the storage and utilization of chemical energies in metabolic pathways. 2, 3 Furthermore, transphosphorylations provide a key regulatory mechanism in eukaryotic cellular signaling. 4 These processes are catalyzed by enzymes such as the proton gradient-driven ATPases and protein kinases and phosphatases. Of particular interest is the study of RNA enzymes or ribozymes. 5 The understanding of the molecular mechanisms of ribozyme catalysis has been greatly facilitated by the study of small prototype self-cleaving RNA 6 such as the hammerhead, 7, 8 hairpin, 9, 10 and hepatitis delta virus [11] [12] [13] ribozymes.
The importance of transphosphorylation reactions has stimulated extensive theoretical and experimental investigations aimed at the identification and characterization of the underlying catalytic mechanisms. 3, [14] [15] [16] [17] Experimentalists have widely used small model compounds, such as phosphate mono-and diesters with variety of leaving groups, to carry out kinetic experiments. Many different types of experiments led to the consensus that, in solution, hydrolysis of phosphate monoesters follows a predominantly unimolecular dissociative mechanism, whereas phosphate diesters and triesters are hydrolyzed by a bimolecular associative mechanism via pentacovalent intermediates, transition states, or both. 3, 14, [16] [17] [18] Although these general conclusions have been drawn for phosphoryl-transfer reactions in solution, there is no consensus about the mechanism in enzymes and ribozymes. Unfortunately, kinetic models are not always able to discern between multiple mechanistic pathways that fit experimental data equally well, [19] [20] [21] which underscores the need for theoretical studies to help interpret experimental data.
Ab initio electronic structure methods and density functional theory (DFT) have been widely used to study phosphoryl-transfer mechanisms and to help interpret kinetic data. However, most of these calculations have been performed on small model reactions in the gas phase or with the aid of implicit solvation models. Although these approaches provide insight into the nature of the reactions, it is of great interest to study the reactions using explicit models in aqueous solution and in the active sites of enzymes or ribozymes, where specific electrostatic interactions, hydrogen bonds, and solvent dynamics are particularly important. [43] [44] [45] [46] [47] [48] [49] [50] Phosphoryl-transfer reactions typically involve highly charged species that undergo considerable changes in hybridization along the reaction path. This necessitates the use of a large, explicit solvation and counterion environment coupled with an accurate quantum mechanical treatment of biological phosphates that includes a d-orbital description of phosphorus. The computational cost of the calculations, however, currently precludes simulations using high-level densityfunctional methods if sufficient sampling is carried out.
Semiempirical quantum methods such as the modified neglect of diatomic overlap (MNDO), 51, 52 Austin model 1 (AM1), 53 and parametric method 3 (PM3) 54 methods are typically 3-4 orders of magnitude faster than DFT methods but currently are not sufficiently accurate to model phosphoryl-transfer reactions. This is, in part, because the parametrization of these models does not include transition state data in the training set and because of the lack of d orbitals for phosphorus. Nonetheless, the remarkable computation efficiency of these methods allows very large scale problems to be addressed using linear-scaling electronic structure methods [55] [56] [57] [58] and explicit solvent dynamics through molecular dynamics (MD) simulations using combined quantummechanical/molecularmechanical(QM/MM)potentials. 48, [59] [60] [61] [62] The d orbital extension of the MNDO method (MNDO/d) 63, 64 has recently been applied to QM/MM simulations of phosphoryl transfer reactions in solution. 45, 46, 65 Other recently developed semiempirical methods that show promise include the OMx models, 66, 67 the PDDG/PM3 model, [68] [69] [70] the PM3-MAIS and PM3-PIF models, 71, 72 the SCC-DFTB method, [73] [74] [75] [76] and the very recent NO-MNDO model. 77 One problem that is prevalent in almost all semiempirical models that utilize a minimal valence basis methods is that they typically underpredict molecular polarizabilities as a function of charge. Recently a method has been proposed that greatly improves the modeling of charge-dependent response properties without increasing the atomic orbital basis and with minimal computational overhead. 78 Although there were efforts to design semiempirical models for specific reactions in phosphatases, 79, 80 currently, none of these models yet provides sufficient accuracy for the phosphoryl-transfer reactions of interest in the present work. An important step toward the development of new-generation quantum models that afford significantly greater accuracy and transferability is to first identify and quantify the accuracy limits of existing models for important biological reactions. It is the hope that in this way complementary quantum models for QM/MM calculations such as semiempirical and SCC-DFTB methods can be directly compared and their advantages and disadvantages characterized and understood. These efforts will ultimately help lay the groundwork for the design of more robust and efficient quantum models for biocatalysis. The aim of the present work is to develop a new semiempirical Hamiltonian model, designated AM1/d-PhoT, that will allow accurate calculation of a wide range of phosphoryltransfer reactions by determination of a set of specific reaction parameters (SRP) 81 for phosphoryl transfer within the AM1 formulation with d-orbital extension. The new model has been designed to accurately reproduce high-level DFT results such as geometries, dipole moments, proton affinities, and relative energies for a large set of molecules, complexes, and chemical reactions relevant to biological phosphoryl transfer. These data were taken from a recently constructed database of quantum calculations for RNA catalysis (QCRNA). 82, 83 The resulting AM1/d-PhoT Hamiltonian is tested in the gas phase and in solution using a combined QM/MM potential and is demonstrated to provide a very good agreement with high-level DFT results for transphosphorylation reactions and offers a considerable improvement over the AM1, PM3, and MNDO/d methods.
Theory
Semiempirical MNDO and AM1 types of Hamiltonians share many common features and have been discussed extensively elsewhere. [84] [85] [86] [87] In this section, the major differences of these models are outlined, and a description of the slightly modified AM1/d-PhoT model is provided.
2.1. Semiempirical Core-Core Repulsion Term. The MNDO, AM1, PM3, and MNDO/d semiempirical models discussed here are all based on the neglect of the diatomic differential overlap (NDDO) approximation, as is the new AM1/d-PhoT model. The MNDO and MNDO/d Hamiltonians differ from the AM1/PM3 Hamiltonians in the way that core-core repulsion interactions are treated. Additionally, the MNDO/d method includes a set of d orbitals on second-row elements. In the MNDO and MNDO/d methods, the repulsion between two nuclear cores (A and B) is determined by where Z A and Z B are the effective core charges, 〈s A s B |s A s B 〉 is a Coulomb repulsion integral between two s orbitals centered on atoms A and B, and R A and R B are parameters that decrease screening of the nuclear charge by the electrons at small interatomic distances. For the O-H and N-H bonds, a slightly different screening form is used, a detailed description for which is provided in the original paper 51 and elsewhere. 88 In the AM1 and PM3 Hamiltonians, the core-core term includes an additional set of Gaussian terms that depend parametrically on the nature of atoms and takes the form
The addition of Gaussian core-core terms leads to significant improvements in the performance of semiempirical models in energies, especially for interactions at the hydrogenbonding distances. 54 The MNDO and MNDO/d models are known to be problematic in the description of noncovalent intermolecular interactions because of the excessive repulsion just outside bonding distances. The Gaussian core-core terms in eq 2 compensate for these undesirable repulsions. The Gaussian core-core terms are empirical adjustments to the potential devoid of any rigorous physical meaning. Previous studies showed that serious artifacts can be introduced if one only changes the empirical Gaussian corecore repulsion functions. 72, 89 Nevertheless, several new corecore interaction potentials or parameters have been proposed, including the PDDG/PM3 model, 68 the PM3-MAIS and PM3-PIF models, 71, 72 and the PM3 BP model. 88 These models have been designed to offer improvements in the description of proton-transfer reactions and hydrogen bonds.
AM1/d-PhoT Model
Employing the Modified AM1 Formalism. It has been well-established that the study of hypervalent phosphates, such as the transition states and reactive intermediates formed in biological transphosphorylation, require an explicit d orbital representation. 63, 64, 90 In particular, transphosphorylation reactions typically involve a change of valency on phosphorus along the reaction path: it changes from tetracovalent to tricovalent in the dissociative mechanism or changes from tetracovalent to pentacovalent in the associative and concerted mechanisms (Scheme 1). The MNDO/d model 63, 64 has been demonstrated to perform reliably in the study of transphosphorylation under basic conditions, 45, 46 where there is no hydrogen bonding or proton transfer that occurs within the quantum region. However, the MNDO/d model was found to be of limited reliability for transphosphorylation reactions in the neutral to acidic pH range where hydrogen bonding and proton transfer play major roles.
The derivation of a new model for phosphoryl transfer reactions under more general conditions requires components of both the AM1/PM3 and MNDO/d models. The AM1 and PM3 models offer a significant improvement for hydrogen bonding relative to MNDO and MNDO/d models but have the problem that they over-stabilize hypervalent structures because of the artificially attractive core-core interactions. 64, 70, 90 Therefore, in the design of an AM1/d model for phosphoryl transfer reaction, it is desirable to keep the corecore interactions for hydrogen bonding but to turn these interactions off for phosphorus bonding where the d orbitals allow proper hybridization and accurate representation of hypervalent species. In this way, a balanced model may be achieved that accurately models reactive intermediates in transphosphorylation with, at the same time, improved treatment of hydrogen bonding. Toward this end, a scale factor was introduced into the Gaussian core-core terms in the present AM1/d-PhoT model as where G scale A and G scale B are scaling parameters for atoms A and B, and in the present work, they vary from zero to one (values of 0 recover the conventional MNDO core-core model, whereas values of 1 recover the AM1 core-core model). Alternatively, the product G scale A G scale B can be made into pairwise terms for specific atom pairs. It is worthwhile to mention here that setting Gaussian core-core parameters a Ak to be zero for a certain atom, such as P, would not eliminate the Gaussian core-core interactions involving P atoms since all terms from the other atoms would remain. The G scale scaling parameters hence provide the flexibility to attenuate (or even shut off) Gaussian core-core interactions between certain atoms and offers a simple mechanism for interconverting between AM1-like models and MNDO-
Scheme 1. Reaction Schemes of Dissociative Mechanism and Associative Mechanism for Transesterification Reaction
like models. As will be shown below, adjustment of the G scale parameter allows significantly improved behavior of AM1/ d-PhoT model for phosphoryl transfer reactions along with the specific reaction parametrizations.
Parametrization Procedure
This section describes the methods and procedures employed to develop the specific reaction parameters for the AM1/ d-PhoT model. The first subsection describes the DFT dataset used as the reference data. The second subsection describes the details of the parameter optimization procedure. The final parameters for the AM1/d-PhoT model are listed in Table 1 . 3.1. Density Functional Calculations. All of the DFT datasets in this work, including the full structural and thermodynamic quantities, are available in the recently constructed QCRNA database 82 which is available on-line. 83 All DFT calculations were carried out using Kohn-Sham density functional theory with the three-parameter hybrid exchange functional of Becke 91, 92 and the Lee, Yang, and Parr correlation functional 93 (B3LYP). Energy minimum and transition state geometry optimizations were carried out with default convergence criteria, while the stability conditions of the restricted closed-shell Kohn-Sham determinant for each final structure were verified. 94, 95 Frequency calculations were performed to establish the nature of all stationary points and to evaluate thermodynamic quantities. The 6-31++G-(d,p) basis set was used in the calculations.
Electronic energies and dipole moments were refined by single-point energy calculations using the 6-311++G-(3df,2p) basis set and the B3LYP hybrid density functional at the optimized geometries. All single-point calculations were run with the convergence criteria on the SCF wave function tightened to 10 -8 au to ensure high precision for properties sensitive to the use of diffuse basis functions. 96 The protocol applied to obtain the (refined energy)// (geometry and frequencies) is designated by the abbreviated notation B3LYP/6-311++G(3df,2p)//B3LYP/6-31++G-(d,p). All DFT calculations were performed with the GAUSSIAN03 suite of programs. 97 This density-functional protocol has been extensively tested and applied to model biological phosphorus compounds. [23] [24] [25] 47, 98, 99 The gas-phase proton affinities at 298.15 K for the DFT dataset were calculated by the procedure described by Range et al. without empirical correction. 100 3.2. AM1/d-PhoT Parameter Optimization. This section presents details for the AM1/d-PhoT parametrization procedure for biological phosphorus compounds. The first section describes the construction of a set of compounds and their properties that are used as the target in the parameter optimization. The second subsection describes the construction of 2 merit function that was used in the parametrization procedure. The third subsection briefly outlines the parametrization strategy that was applied to arrive at the final optimized semiempirical parameters (Table 1) . 3.2.1. Construction of Training Dataset. The primary focus of the current work is to develop specific reaction parameters that accurately reproduce the structures, energetics, and other properties for the transphosphorylation reactions. Taking into account of the catalytic mechanisms of several ribozymes, protein kinases, and phosphatases, which involve general acid and base catalysis, we produced a molecular set which was used to construct the training set for parametrizations and which includes the following list of properties.
Molecules. Eleven non-phosphorus-containing molecules and polyatomic ions and 16 phosphorus-containing molecules and polyatomic ions that included metaphosphates, phosphates, and phosphoranes in various protonation states, and one diphosphate ion were included in the training set. (See Scheme 2 for the nomenclature convention for phosphoruscontaining compounds.)
Complexes. Three hydrogen-bonded complexes involving water with water, methanol, and acetate were included in the dataset.
Reaction Mechanisms. Three dissociative reactions and five associative reactions of various phosphates and all stationary points of these reactions were included.
Potential Energy Surfaces. One hundred fifty intermediate configurations along both one and two-dimensional potential energy surfaces (PES) for three reactions were included in the final stages of parameter refinement, one of which was chosen from the five associative reactions mentioned above, and two additional reactions were added.
All compounds and structures selected in the parameter training sets, energies, and relevant other properties are available from the on-line QCRNA database via the Internet (see ref 83). The properties considered in the parametrizations included the following.
Heat of Formation. Fourteen experimental values of heats of formation were used, including three phosphorus containing compounds. They are listed in Table 2 .
Proton Affinity. Seven experimental gas-phase proton affinity (PA) values were included. In addition, 14 relative PA values for phosphate and phosphorane compounds calculated with DFT were used. These values are shown in Table 3 .
Dipole Moment. The dipole moments for 11 neutral molecules and four hydrogen-bonded complexes determined from DFT calculations were used and are shown in Table 4 .
Structure. Geometrical parameters including bond lengths, angles, and dihedrals were considered for all molecules in the training set. If the molecules or complexes form hydrogen bonds, the hydrogen bond distances and angles were also included in the parametrizations. The results are summarized in Table 5 .
Intermolecular Interaction Energy. The intermolecular interaction energies of three hydrogen-bonded complexes were included and are listed in Table 6 .
RelatiVe Reaction Energy. The relative energies of intermediates and transition states for all reactions in the training set were considered in the parameter optimization. The reference data were relative "adiabatic" DFT energies. The strategy here is to have the semiempirical model reproduce adiabatic potential energy surfaces from which quantum mechanical zero-point corrections, tunneling effects, and thermodynamic corrections can be accounted for explicitly in QM/MM simulations. [101] [102] [103] [104] The relative reaction energies are listed in Tables 8-13 . It should be noted that, in the final parameter refinement procedure, all structures (including transition states) in the training set were explicitly optimized along all unconstrained degrees of freedom for every trial semiempirical parameter set. For structures that were minima, all degrees of freedom were fully optimized; transition state structures were fully optimized (transition state search using gradient norm minimization) to a first-order saddle point (with the exception of the dianionic dissociative reactions that, for stability, had the cleaved P-O bond constrained to the DFT values), and for PESs all degrees of freedom excluding the PES variables were fully optimized (i.e., the PESs were adiabatic). DFT proton affinity is computed as a sum of adiabatic energy contribution at B3LYP/6-311++G(3df,2p) level and the enthalpic correction computed from B3LYP/6-31++G(d,p) level. The geometries are optimized at the level of B3LYP/6-31++G(d,p) as described in section 3. g The MSE and MUE values are computed for molecules with known experimental values indicated with vs exptl.
Construction of
nonlinear optimization methods were used 90 that included (1) a genetic algorithm and (2) a direction set of minimization methods. Genetic algorithms 105, 106 have been demonstrated elsewhere to be useful in semiempirical parameter optimization. 81, [107] [108] [109] The implementation of the genetic algorithm was based on the description by Goldberg 105 and used tournament selection and multidimensional phenotypic (parameter set) niching. The quadratically convergent direction set optimization utilized the method of Powell and has been described in detail elsewhere. 110 In the present work, we follow a stepwise approach of (1) initial coarse-grained parameter optimization, followed by (2) final parameter refinement and testing. The final optimized parameters are listed in Table 1 . All properties were computed using a modified version of the MNDO97 program. 111 3.2.3.1. Initial Coarse-Grained Parameter Optimization. On the basis of the original AM1 parameters, the hydrogen and oxygen atomic parameters were adjusted first. The optimization was carried out using a quadratically convergent direction set optimization method 110 with narrow parameter bands to avoid large changes in atomic parameters from their starting AM1 values (approximately within 10%). In the present specific reaction parameter optimization, although we restrict the computed absolute heats of formation to be close to the experimental values, it is important to obtain a good estimate of the absolute proton affinities and to balance the quality of relative energies for acid-base reactions to model general acid and base catalysis. Since the H and O atoms are directly involved in the protonation reaction in the PA calculations, we decided not to change the AM1 parameters for carbon. It was also assumed that the Gaussian core-core parameters on H and O atoms were sufficiently well balanced in the original AM1 model. Thus, the scaling parameters G scale H and G scale O were held fixed at 1.0.
After obtaining an initial optimized set of parameters for hydrogen and oxygen, we turned into the optimization of the phosphorus atomic parameters, which includes a set of functions for d orbitals. In view of the fact that the MNDO/d model was successful in transphosphorylation reactions in the absence of H-bonding and proton transfer, the initial phosphorus parameters were taken from the MNDO/d model except two one-center two-electron integral parameters (G sp and H sp ) and the Gaussian core-core parameters, which were taken from AM1 for the consistency with the other atoms. The starting G scale P value was set to 1.0. Starting from this set of initial parameters, we performed several steps of direction set optimization, followed by optimization using a genetic algorithm to optimize the Gaussian core-core parameters and the G scale value of P. The details of the implementation of genetic algorithms for nonlinear parameter optimizations will be described elsewhere. 112 In the present work, genetic algorithm runs were performed using population sets of 128 members that were allowed to evolve over 100 generations. The parameter sets with the highest fitness were then refined with the quadratically convergent direction set method for 100 iterations. During the optimizations, parameters were typically allowed to vary by only around 5-10% of their initial values. This combined genetic algorithm-direction set optimization procedure was repeated, sometimes adjusting the parameter value bounds, until satisfactory results were obtained. It should be mentioned that in the process of nonlinear optimizations, multiple minima in the parameter space were identified and systematically eliminated on the basis of further testing and evaluation using the extended (testing) dataset.
Final Parameter Refinement.
Up to this point, the training set only included stationary and transition state geometries. After the coarse-grained parameter optimization passed, additional geometries taken from the relaxed potential energy surfaces were included in the training set to map the potential energy surface along the reaction pathway explicitly. Because of the extreme sensitivity of the reaction energy profile and the existence of phosphorane intermediates on the protonation and alkyl substitution level, the parametrizations only with stationary point geometries do not guarantee the correct curvature and shape of potential energy surface for the reactions, except in the most simple reactions. 81 Therefore, the inclusion of geometries from potential energy surfaces for the reactions is critical to improve the accuracy of AM1/d-PhoT model with correct energy curvature near the transition states. All H, O, and P atomic parameters were refined simultaneously under narrow parameter bounds (typically 5% or less) using the direction set optimization scheme to arrive at the final optimized parameter set. a All error values are computed as Propcalcd -PropDFT, where reference geometries are from B3LYP/6-31++G(d,p) optimized geometries. the unit for the bond length is angstroms, and for the angle, it is degrees. b Nuc and LG are the oxygen atom in the nucleophilic and leaving group, respectively, and Nuc/LG stands for either nucleophile or leaving group. c Ac and Do are the hydrogen bond acceptor and donor group, respectively. d ax and eq are the oxygen atoms at the axial and equitorial position of phosphorane geometry, respectively. e Do and Ac are the donor and acceptor at the transition state for the proton transfer. a Bold complexes are included in parametrization as a training set hydrogen bond complexes. b B3LYP/6-311++G(3df,2p) evaluated adiabatic hydrogen bond energy. c AM1 water dimerization energy is for the bifurcated geometry. In the case of nonplanar Cs structure, the interaction energy is -3.3 kcal/mol. d Experimental hydrogen bond energy of water dimer. 138 e Benchmark ab initio hydrogen bond energy of water dimer. 139 f Errors are computed as Ecalcd -EDFT, where E is hydrogen bond energy.
Results and Discussion
This section presents an analysis and discussion of the results from the semiempirical AM1/d-PhoT parametrizations for biological transphosphorylation described above. The optimized AM1/d-PhoT parameters for the H, O, and P atoms are shown in Table 1 , along with the original AM1 parameters for comparison. The results are compared with experimental data, high-level DFT calculations from the QCRNA database, 82 and results from other semiempirical models including AM1, PM3, and MNDO/d. In some cases, convergence problems in transition state optimizations were encountered with the MNDO/d model, particularly for reaction steps that involved proton transfers, which disallowed comparison with the present results. In all tables and figures, the AM1/d-PhoT model is simply referred to as AM1/d.
Heats of Formation.
The main focus of this paper is to develop a semiempirical model that is highly accurate in describing phosphoryl transfer reactions, including the structures and relative energies of the transition state and reactive intermediates. Nonetheless, to create a more robust model, we included a selected set of experimental heat of formation data. Table 2 kcal/mol. This offers rather significant improvement but still underscores the need to consider functional forms that allow a more balanced treatment of the stability and response properties of small anions. 78 4.2. Gas-Phase Proton Affinity. The protonation states, pK a values, and pH-dependent rate profiles are major issues in the identification of the underlying catalytic mechanisms of biological transphosphorylation both in enzymatic and in nonenzymatic systems. Hence, the inclusion of the absolute and relative proton affinities of molecules into the semiempirical parametrization is important in the study of biological phosphoryl transfer. 100 The calculated proton affinities (PAs) are compared with experimental and CBS-QB3 113, 114 calculated values in Table 3 , and Figure 1 shows the distribution of computed PA values of neutral and monoanionic species against reference CBS-QB3 calculated PAs. Previous studies have shown that the CBS-QB3 calculations have high chemical accuracy in computing absolute proton affinity. 100 The computed results from the standard AM1, PM3, and MNDO/d models, as well as DFT calculations, are also shown for comparison. The AM1/ d-PhoT results exhibit considerable improvement over other semiempirical models. For the molecules with available experimental PA values, the performance of the AM1/ d-PhoT, PM3, and DFT is similar in term of MSE values, which are 0.7, 0.9, and -1.6 kcal/mol, respectively, whereas the AM1 and MNDO/d models have MSE values greater than 5 kcal/mol. However, the comparisons of MUE values show that the AM1/d-PhoT model (3.4 kcal/mol) considerably outperforms the other semiempirical models (6.7 kcal/ mol or greater). For molecules with phosphorus, which lack experimental PA values, the calculated proton affinities are compared against the CBS-QB3 results. The MSE and MUE values from AM1/d-PhoT calculations are only slightly worse (1.0 and 2.3 kcal/mol, respectively) than the DFT results (-0.7 and 0.9 kcal/mol, respectively), whereas other semiempirical methods shows much larger errors (over 10 kcal/ mol in magnitude). When the potential inaccuracy in the evaluation of the energies of highly negatively charged molecules from semiempirical models employing minimal basis is considered, the error analysis with exclusion of the PO 4 3-/HPO 4 2-pair, which shows a maximum error in PA, further decreases the MSE and MUE values to 0.3 and 1.6 kcal/mol, respectively. The AM1/d-PhoT model is even more encouraging in the comparison of the relative PA values. For example, the proton transfer from acetic acid to the phenolate ion, which is found in several enzymatic reactions including protein tyrosine phosphatase, 79 is exothermic from the experiment, CBS-QB3, DFT, and AM1/d-PhoT calculations, while the AM1, PM3, and MNDO/d models yield endothermic reaction energies. Table 3 also includes phosphorane compounds and the PA results at the axial and equitorial protonation sites. The phosphorane compounds are formed as intermediates in the associative reaction paths. Overall, the PAs are larger in phosphoranes than in similar phosphate compounds. The relative trends of absolute PAs between phosphorane and phosphate pairs are correctly reproduced from the AM1/ d-PhoT model, whereas the other semiempirical methods show larger variations. The AM1 and PM3 models are reasonably reliable for the relative PAs between similar phosphorane/phosphate pairs. However, for proton transfers between dissimilar functional groups, as in enzymes, ribozymes, and solution reactions, the predictive capability of the methods is considerably reduced. It is paramount to have a quantum model that is able to predict correct absolute PA values to ensure transferability between diverse sets of proton donor-acceptor pairs. In addition, the AM1 and PM3 models show larger error with increasing negative charge on the phosphate compounds, but the AM1/d-PhoT model has smaller, more balanced errors.
Dipole Moments.
The calculated dipole moments for 14 molecules and 9 hydrogen bond complexes are shown in Table 4 , and Figure 2 shows the scatter plot of predicted dipole moments against reference dipole moments from the DFT calculations. In the parametrizations, the DFT dipole moments were used in the reference dataset. The error analysis shows that the MSE and MUE values for the dipole moments of isolated molecules from the AM1/d-PhoT model are 0.51 and 0.65 debye, respectively. The results are comparable to values from other semiempirical methods. The MSE and MUE values are 0.18 and 0.42 debye from AM1, -0.08 and 0.91 debye from PM3, and 0.08 and 0.47 debye from MNDO/d, respectively. The MNDO/d method is best compared to DFT dataset, while the AM1/d-PhoT model slightly overestimates the dipole moments of isolated molecules. It is sometimes the case that the deviation of the dipole moments with respect to the DFT dataset values arises from the differences in the optimized geometries at the semiempirical level. It is known that the semiempirical methods systematically underestimate the molecular polarizability because of the limitations inherent in the use of a minimal valence basis set. 78 Thus, in the absence of a quantum model that predicts accurate polarization response, it might be desirable to have the dipole moment slightly overestimated in the gas-phase such that the semiempirical models reproduce correct interaction energy in the condensed phase. 78 would be a preferable alternative. It should be noted here that proper optimizations of the QM/MM van der Waals parameters are also critical to reproduce correct relative solvation free energies from condensed-phase simulations using combined QM/MM potentials. [115] [116] [117] This aspect will be addressed in more detail in future work in the application of the AM1/d-PhoT model to study biological transphosphorylation reactions.
Geometries.
In Table 5 , the analysis on the structures of phosphorus compounds are presented for the reactions in training and test sets. (For details of the reactions, refer to section 4.6 and Tables 8-11 .) The AM1/d-PhoT, AM1, and PM3 optimized geometries are compared with DFT optimized geometries. Since the MNDO/d model fails at the optimization of transition states for most reactions, they are not compared in this section. The geometries are compared separately at the reactant and product states, phosphorane intermediates, and transition states.
For phosphate geometries of reactants and products, the AM1/d-PhoT model performs better than the AM1 and PM3 models, but the geometries are well reproduced from all three methods tested ( Table 5 ). The situation for the hydrogen bond geometries is somewhat different among various models at reactant and product complexes. In particular, the angle of O Nuc -P-O LG , in which the O Nuc and O LG are the nucleophilic and leaving oxygens in the reaction, has large deviation from the DFT values for all three models tested ( Table 5 ). The hydrogen bond lengths in the complexes are reasonably close to the DFT geometries for the AM1/d-PhoT and PM3 models, but the errors in bond angle are large. For hydrogen bond angles, the PM3 model performs better than the AM1/ d-PhoT and AM1 models. For phosphoranes, the three methods reproduce DFT geometry accurately. The AM1 model yields the smallest MSE and MUE, which is followed by the AM1/d-PhoT model, whereas the PM3 model underestimates the bond angle by as much as 20°in some cases (Table 5) .
For the transition state, the most important geometrical parameters are the bond lengths of the P atom from the oxygen atoms of the nucleophile or the leaving group for nucleophilic substitution and addition-elimination reactions, and the distance from the transferring proton to donor and acceptor atoms (H-O Ac/Do ). reactions, the errors in P-O Nuc/LG bond are too large. For example, the maximum error of PM3 for P-O Nuc/LG bond length is 1.255 Å, while the maximum error for the P-O Nuc/LG bond from AM1/d-PhoT model is 0.347 Å.
4.5. Hydrogen-Bonding Energy and Geometry. For bimolecular complexes, the performance of the AM1/d-PhoT model is compared with other semiempirical models. Although the semiempirical interaction energies are considered to be the enthalpies of association, 51, 53, 54, 68 we compare the results with adiabatic interaction energies without including temperature and zero-point vibrational energies. Our purpose in the development of the present specific reaction parameters is to use a semiempirical model to accurately reproduce the potential energy surfaces for transphosphorylation reactions in condensed phase simulations. The results are presented in Tables 6 and 7 . The AM1/d-PhoT model shows an improvement in the hydrogen bond geometries and interaction energies compared to the standard AM1, PM3, and MNDO/d methods. The MUE for the intermolecular interaction energy with the AM1/d-PhoT model is 1.5 kcal/mol, whereas the AM1, PM3 and MNDO/d models have corresponding MUE values of 2.6, 3.4, and 9.7 kcal/mol, respectively. Importantly, the AM1/d-PhoT model overcomes the well-documented problem in the AM1 dimer structure for water, which has bifurcated geometry. The interaction energy for a water dimer is -4.2 kcal/mol from the AM1/ d-PhoT model, and the hydrogen bond distance between hydrogen bond donor and acceptor is 2.97 Å, which is comparable to the 2.89 Å value from DFT dataset. Table 6 presents six other hydrogen bond complexes including four phosphorus-containing complexes. In particular, the hydrogen bond energy of water with an ion increases with the increase of charge of ions, and the AM1/d-PhoT model performs better than other semiempirical models, in which existing semiempirical models considerably underestimate the interaction energy between H 2 O and
The results from an error analysis of the hydrogen bond geometries are presented in Table 7 . The AM1/d-PhoT model results in more accurate hydrogen bond geometries. The MSE and MUE values from the AM1/d-PhoT model are 0.010 and 0.073 Å for the hydrogen bond distance and -9.40 and 9.62°for the angle formed by hydrogen bond donor, H atom, and acceptor. The AM1 and MNDO/d models predict quite different hydrogen bond geometries from the reference geometries. However, compared with Table 5 , the PM3 model performs quite reliably, although it is problematic in balancing the geometries and the interaction energies. One example is the hydrogen bond between P(O)(O)(O)(OCH 2 -CH 2 O)
-and the water molecule. The DFT and AM1/d-PhoT model predict a doubly hydrogen-bonded complex, while the PM3 model predicts a singly hydrogen-bonded complex and causes a large error in angle.
4.6 Reaction Energetics. The reaction energies from the AM1/d-PhoT model for a series of reactions with total charge ranging from 0 to -2 are listed in Tables 8-11 . The reaction dataset includes reaction energies, barrier heights, and relative energies of intermediates for over 19 associative reactions and 3 dissociative reactions. Note that although these reactions cover a fairly broad range of mechanisms in the gas phase, they do not consider more complex reaction mechanisms that may occur in the aqueous phase, such as water-assisted pathways 37, 118, 119 or complex water relays. 120 These mechanisms often require fairly sophisticated transition path sampling techniques 121, 122 and sometimes intricate bridging water chains that are currently not amenable to efficient automated parameter optimization. The computed values from the AM1 and PM3 models are also compared with the calculated DFT values. Although the MNDO/d model was successful in the transphosphorylation reaction in the absence of hydrogen bond and proton transfer, this model fails in optimizing the geometries at the transition state involving proton transfers, which makes it difficult to compare the performance with other semiempirical methods and is not included in the comparisons. The results from error analysis are summarized in Tables 12 and 13 , and Figure 3 shows a scatter plot of computed energies against the DFT reference values. The reactions are classified on the basis of the total charge and mechanism. Thus, associative (neutral, monoanionic, and dianionic) and dissociative (monoanionic) mechanisms are considered (Scheme 1). It is assumed that all associative reactions proceed via in-line reaction pathways, whenever the reaction involves a proton transfer from a nucleophile or to a leaving group. Figure 4 shows the reaction energy profiles of representative reactions for each reaction type. In this figure, the calculations using the MNDO/d model are carried out from relaxed potential energy surface scans constrained at different values of the P-O Nuc/LG and H-O Ac/Do lengths to obtain an approximate transition state, while the direct transition state optimizations are carried out for other semiempirical models. The dianionic dissociative reactions are not listed because of the failure of semiempirical methods in locating the products after the formation of the P-O bond.
The AM1/d-PhoT model performs noticeably better than the AM1 and PM3 models in the associative reactions (see Table 12 ). The PM3 method severely underestimates the barrier heights. In contrast, the AM1 model performs well for certain reactions and poorly for others. The computed MSE values for neutral and monoanionic reactions are 3.28 and 0.24 kcal/mol for the AM1 model and -18.76 and -13.01 kcal/mol from the PM3 model, respectively. In this regard, the MSE values are 0.76 and -1.12 kcal/mol from the AM1/d-PhoT model for both reaction types. The same conclusion is drawn from comparison of the MUE values. The relative energies of intermediates with respect to the reactant complexes are fairly satisfactory from the AM1/dPhoT calculations, but they are severely underestimated using AM1 and PM3 models. These two methods produce a huge stabilization in the energy of phosphorane compounds, resulting from the use of a minimal valence basis and the unbalanced use of Gaussian core-core interactions for phosphate and phosphorane. The artificial stabilizations of the pentacoordinate phosphorus compounds are transferred into the energy at the transition state. This causes systematic underestimation of barrier heights for most reactions using the PM3 model and several reactions from the AM1 model (Tables 8, 9 , and 12). This is further exacerbated in the relative energies between hydrogen-bonded reactant complexes and reaction intermediates. On the other hands, the AM1/d-PhoT model accurately reproduces the energetics from DFT calculations within several kilocalories per mole in the reaction energies, barrier heights, and relative energies of reaction intermediates. This shows the importance of the d orbitals in the handling of hypervalent phosphorus compounds and the effectiveness of scaled Gaussian core-core interactions.
For dianionic associative reactions, similar artificial stabilizations of hypervalent phosphorus compounds from the AM1 and PM3 calculations are observed (Table 10 ). The barrier heights from the AM1 and PM3 models are still underestimated considerably. Again, the AM1/d-PhoT model performs well in the prediction of reaction energies and barrier heights.
It is interesting to note that there are large deviations of reaction energies for the associative reactions computed from the semiempirical AM1 and PM3 models and that many reactions in the reaction set consist of a water and methanol pair as nucleophile and leaving group. The errors of these two molecules in heat of formation coincide with the errors in the computed reaction energies from the AM1 and PM3 models. Even though the errors are smaller than other semiempirical methods tested, there exist similar errors from the AM1/d-PhoT model. Other defects of the AM1 and PM3 models are also evident. For example, there is a systematic increase of error in the calculated heats of formations as the charge on phosphorus containing compounds increase (Table 3). The errors in predicted PA values increase with the increase of charge on phosphorus compounds. This explains the relatively large error in the last reaction presented in Table 10 .
The performance of the AM1/d-PhoT model on dissociative reactions is less impressive than for the associative reactions, which might be related to the slight unbalance of the heats of formation of metaphosphate and phosphate compounds. All the semiempirical methods, however, perform considerably poorly. Nonetheless, the AM1/d-PhoT model is more accurate than AM1 and PM3 by a factor of 2-3. The MSE values are 5.25 and 3.56 kcal/mol from the AM1/d-PhoT, -23.24 and 3.66 kcal/mol from the AM1, and -12.35 and -14.17 kcal/mol from the PM3 calculations for reaction energy and reaction barrier, respectively. If the dissociation reaction is the reverse reaction presented in Table  11 , the reaction barriers from AM1/d-PhoT model are comparable to DFT dataset.
Free-Energy Simulations in Water.
Although the AM1/d-PhoT model has been developed and tested for gasphase processes, our goal is to study transphosphorylation reactions in aqueous solution and in enzymes or ribozymes. Thus, it is necessary to demonstrate an application of the AM1/d-PhoT model in condensed phase QM/MM simulations. To this end, molecular dynamics simulations employing umbrella sampling 123 have been carried out to compute potentials of mean force (PMF) for a model transphosphorylation reaction in water.
The transphosphorylation reaction model tested is the A 7 -1 reaction presented in Table 9 . The solute molecule, which has a total charge of -1 e, is embedded in a 40 × 40 × 40 Å 3 cubic box consisting of 2039 TIP3P water molecules. 124 In addition, we include one Na + ion to neutralize the charge of the system. The solutes were represented quantum-mechanically by the AM1/d-PhoT model, and the rest of the system constitutes the classical region. The geometry of water was held rigid by using the SHAKE algorithm in all simulations. 125 To handle long-range electrostatic interactions, the QM/MM-Ewald scheme 65 was used along with the particle mesh Ewald (PME) method 126, 127 for the electrostatic interactions between pure MM atom pairs and a 10.0 Å cutoff with potential shift in computing van der Waals interactions (refer ref 65 for further details on the simulations).
The reactions are divided into two steps: intramolecular nucleophilic attack and exocyclic cleavage. Each step involves a proton transfer, the first from the nucleophile to the nonbridging oxygen and the second from the nonbridging oxygen to the leaving group. The reaction is assumed to follow an in-line reaction pathway. Thus, each step requires a 2-dimensional umbrella sampling run to cover the entire free-energy surface. The computed results are shown in Figure 5 . The contours are computed from 338 separate umbrella sampling windows, each consisting of over 30 ps averaging with at least 5 ps equilibration. Thus, the freeenergy contour was constructed from a total of 12 ns of MD simulation. The computed barrier for the first step of the reaction (TS 2′ ) portant in modeling phosphoryl transfer reactions that might undergo alternate reactions after pseudorotation of the phosphorane (e.g., RNA migration). 25, 47 The computed results are in reasonably good accord with the results from the B3LYP/6-311++G(3df,2p) calculations with implicit solvation modeled with the polarizable continuum model (PCM) 128, 129 and a conductor-like screening model (COSMO). 130 These calculations yielded the barriers with respect to the unimolecular reactant for TS 2′ and TS 5′ of 28.2 and 38.0 kcal/mol, respectively, with PCM and 26.9 and 37.8 kcal/mol, respectively, with COSMO. 24 The DFT results identify a stable intermediate with barrier to collapse to reactants and products of 2.0 and 11.8 kcal/mol, respectively, with PCM and 2.1 and 13.0 kcal/mol, respectively, with COSMO. These values are in reasonable agreement with the QM/MM results, the main difference being that the TS 2′ transition state and I intermediate in the QM/MM calculations are shifted relative to the DFT values by approximately 3-5 kcal/mol.
Conclusion
A specific reaction parameter AM1/d Hamiltonian, AM1/ d-PhoT, has been developed to model transphosphorylation reactions. The model is parametrized for H, O, and P atoms to reproduce high-level density-functional results from a recently constructed database of quantum calculations for RNA catalysis, including geometries and relative energies of minima, transition states and reactive intermediates, dipole moments, proton affinities, and other relevant properties. The model has been tested in the gas phase and in solution using a QM/MM potential, and demonstrated to provide overall very good accuracy with respect to the DFT results for a reduction of over 3-4 orders of magnitude in computational cost. The model offers a significant improvement over the MNDO/d, AM1, and PM3 methods for the transphosphorylation reactions. The ultimate goal of this work is to make strides toward the development of highly accurate semiempirical quantum models for biological reactions that can be used in conjunction with linear-scaling electronic structure and combined QM/MM methods to address complex problems of biocatalysis that simultaneously span large spatial domains and long time scales. The current work makes considerable progress in the development of fast, accurate quantum models for phosphoryl transfer reactions in solution and catalyzed by enzymes and ribozymes. Future work will involve critical comparison of AM1/d-PhoT with new SCC-DFTB models to assess the advantages and disadvantages of each method and facilitate the design of more robust quantum models for QM/MM calculations. It is the hope that through continued development and testing of semiempirical and SCC-DFTB models over a broad range of biological applications the next-generation of improved quantum methods for multiscale modeling of biocatalytic processes may emerge. 
