In this study, two-state Markov switching count data models are proposed as an alternative to zero-inflated models, in order to account for preponderance of zeros typically observed in accident frequency data. Similar to zero-inflated models, two-state Markov switching models assume an existence of two states of roadway safety. One of the states is a zero-accident state, which is safe. The other state is an unsafe state, in which accident frequencies can be positive and are generated by some given counting process (Poisson or negative binomial). Contrary to zeroinflated models, Markov switching models explicitly consider switching by roadway entities (roadway segments) between the states over time. An important advantage of Markov switching models over zero-inflated models is that the former allow a direct statistical estimation of what states specific roadway segments are in, while the later do not. To demonstrate the applicability of the approach presented herein, a two-state Markov switching negative binomial model and standard zero-inflated negative binomial models are estimated using five-year accident frequencies on Indiana interstate highway segments. The Markov switching model result in a superior statistical fit relative to the zero-inflated models.
Introduction
An accident count data frequently exhibits a preponderance of zero-accident observations. The excess of zeros observed in the data can be explained by an existence of a two-state process for accident data generation (Shankar et al., 1997; Carson and Mannering, 2001 ; Lee and Mannering, 2002) . In this case, roadway segments belong to one of the two states of roadway safety. One of the states is a safe, zero-accident state. No accidents happen on a roadway segment when it is in this state. The other state is an unsafe state, in which accidents can happen and accident frequencies are generated by some given counting process (Poisson or negative binomial). To account for the two-state phenomena, zero-inflated Poisson (ZIP) and zero-inflated negative binomial (ZINB) models are usually used in roadway safety studies (Miaou, 1994; Shankar et al., 1997; Washington et al., 2003) . These models explicitly account for an existence of the two states for accident data generation and allow modeling of the probabilities of being in these states.
An application of ZIP and ZINB models was a major advance in statistical modeling of accident frequencies. However, zero-inflated models suffer from two important drawbacks. First, these models do not deal directly with the states of roadway segments, instead they consider probabilities of being in these states. As a result, zero-inflated models do not allow a direct statistical estimation of what states of roadway safety roadway segments are in. For example, suppose a given roadway segment has zero accidents observed over a given time interval. Then, this segment could truly be in the zero-accident state, or it may be in the unsafe state and just happened to have zero accidents over the considered time interval (Shankar et al., 1997) . Distinguishing between these two possibilities is not straightforward in the zero-inflated models. The second drawback of zero-inflated models is that, although they allow roadway segments to be in different states during different observation periods, zero-inflated models do not explicitly consider switching by the segments between the states over time. This switching is important from the theoretical point of view because it is unreasonable to expect any roadway segment to be safe all the time and to have the long-term mean of accident frequency equal to zero (Lord et al., 2007) .
In this study, we propose two-state Markov switching count data models that consider the zero-accident state and the unsafe state of roadway safety. Similar to zero-inflated models, the Markov switching models are intended to explain the preponderance of zeros observed in accident count data. However, contrary to zero-inflated models, the Markov switching models allow a direct statistical estimation of states of roadway segments and explicitly consider changes in these states over time. This study is a continuation of our earlier work on Markov switching models . The motivation for this study comes from an excellent critical review of zero-inflated models by Lord et al. (2005 Lord et al. ( , 2007 .
Model specification
Two-state Markov switching count data models of accident frequencies were first presented in our earlier paper Malyshkina et al. (2008) , which we will refer to as Paper I. We will see that, although there are several important difference between Paper I and this study, these differences are not crucial, and many ideas and methods developed in Paper I apply in this study as well.
Markov switching models are parametric and can be fully specified by a likelihood function f (Y|Θ, M), which is the conditional probability distribution of the vector of all observations Y, given the vector of all parameters Θ of model M. In our study, we observe the number of accidents A t,n that occur on the n th roadway segment during time period t. Thus Y = {A t,n } includes all accidents observed on all roadway segments over all time periods. Here n = 1, 2, . . . , N and t = 1, 2, . . . , T , where N is the total number of roadway segments observed (it is assumed to be constant over time) and T is the total number of time periods. Model M = {M, X t,n } includes the model's name M (for example, M = "ZIP" or "ZINB") and the vector X t,n of all roadway segment characteristic variables (segment length, curve characteristics, grades, pavement properties, and so on).
To define the likelihood function, we first introduce an unobserved (latent) state variable s t,n , which determines the state of the n th roadway segment during time period t. Without loss of generality, we assume that the state variable s t,n can take on the following two values: s t,n = 0 corresponds to the zeroaccident state, and s t,n = 1 corresponds to the unsafe state (n = 1, 2, . . . , N and t = 1, 2, . . . , T ). We further assume that, for each roadway segment n, the state variable s t,n follows a stationary two-state Markov chain process in time, 1 which can be specified by time-independent transition probabilities as
Here, for example, P (s t+1,n = 1|s t,n = 0) is the conditional probability of s t+1,n = 1 at time t + 1, given that s t,n = 0 at time t. Transition probabilities p
0→1 and p
1→0 are unknown parameters to be estimated from accident data (n = 1, 2, . . . , N). The stationary unconditional probabilities of states s t,n = 0 1 Markov property means that the probability distribution of s t+1,n depends only on the value s t,n at time t, but not on the previous history s t−1 , s t−2 , . . .. Stationarity of {s t,n } is in the statistical sense. and s t,n = 1 arep
and, on average, for roadway segment n state s t,n = 0 occurs more frequently than state s t,n = 1. If p
1→0 , then state s t,n = 1 occurs more frequently for segment n.
Next, consider a two-state Markov switching negative binomial (MSNB) model that assumes a negative binomial (NB) data-generating process in the unsafe state s t,n = 1. With this, the probability of A t,n accidents occurring on roadway segment n during time period t is
Here, Eq. (3) is the probability mass function that reflects the fact that accidents never happen in the zero-accident state s t,n = 0. Eq. (4) is the standard negative binomial probability mass function, Γ( ) is the gamma function, and prime means transpose (so β ′ is the transpose of β). Parameter vector β and the over-dispersion parameter α ≥ 0 are unknown estimable model parameters.
3 Scalars λ t,n are the accident rates in the unsafe state. We set the first component of X t,n to unity, and, therefore, the first component of β is the intercept.
If accident events are assumed to be independent, the likelihood function is
Here, because the state variables s t,n are unobservable, the vector of all estimable parameters Θ must include all states, in addition to all model parameters (β-s, α) and transition probabilities. Thus, 2 These can be found from stationarity conditionsp
To ensure that α is non-negative, we estimate its logarithm instead of it.
Eqs. (1)-(6) define the two-state Markov switching negative binomial (MSNB) model considered here. Note that in this model the estimable state variables s t,n explicitly specify the states of all roadway segments n = 1, 2, . . . , N during all time periods t = 1, 2, . . . , T .
In this study, in addition to the MSNB model, we also consider the standard zero-inflated negative binomial (ZINB) models. In this case, the probability of A t,n accidents occurring is (Washington et al., 2003 )
q t,n = 1 1 + e −τ log λt,n ,
where we use two different specifications for the probability q t,n that the n th roadway segment is in the zero-accident state during time period t. The righthand-side of Eq. (7) is a mixture of zero-accident distribution I(A t,n ) given by Eq. (3) and negative binomial distribution N B(A t,n ) given by Eq. (4). Scalar τ and vector γ are estimable model parameters. Accident rate λ t,n is given by Eq. (5). We call "ZINB-τ " the model specified by Eqs. (7) and (8). We call "ZINB-γ" the model specified by Eqs. (7) and (9). Note that q t,n depends on the estimable model parameters and gives the probability of being in the zero-accident state s t,n = 0, but it is not an estimable parameter by itself and does not explicitly specify the state value s t,n .
Model estimation methods
Statistical estimation of Markov switching models is complicated by unobservability of the state variables s t,n . 4 As a result, the traditional maximum likelihood estimation (MLE) procedure is of very limited use for Markov switching models. Instead, a Bayesian inference approach is used. Given a model M with likelihood function f (Y|Θ, M), the Bayes formula is
Here f (Θ|Y, M) is the posterior probability distribution of model parameters Θ conditional on the observed data Y and model
is the joint probability distribution of Y and Θ given model M. Function f (Y|M) is the marginal likelihood function -the probability distribution of data Y given model M. Function π(Θ|M) is the prior probability distribution of parameters that reflects prior knowledge about Θ. The intuition behind Eq. (10) is straightforward: given model M, the posterior distribution accounts for both the observations Y and our prior knowledge of Θ.
In our study (and in most practical studies), the direct application of Eq. (10) is not feasible because the parameter vector Θ contains too many components, making integration over Θ in Eq. (10) extremely difficult. However, the posterior distribution f (Θ|Y, M) in Eq. (10) is known up to its normalization con-
As a result, we use Markov Chain Monte Carlo (MCMC) simulations, which provide a convenient and practical computational methodology for sampling from a probability distribution known up to a constant (the posterior distribution in our case). Given a large enough posterior sample of parameter vector Θ, any posterior expectation and variance can be found and Bayesian inference can be readily applied. A reader interested in details is referred to our Paper I or to Malyshkina (2008) , where we describe our choice of the prior distribution π(Θ|M) and the MCMC simulation algorithm. 5 Although there are several differences between this study and Paper I, they are not essential for the Bayesian-MCMC model estimation methods. In fact, we used the same our own numerical MCMC code, written in the MATLAB programming language, for model estimation in both studies. Let us list three most important differences between this study and Paper I.
• First, in Paper I, all roadway segments were assumed to be in the same state at the same time, and the state variable s t depended on time t only. On the contrary, in this study, separate roadway segments can be in different states at the same time, and the state variable s t,n depends on both segment number n and time t. To overcome this difference, it is convenient to introduce an auxiliary "time" indext ≡ t + (n − 1)T , where t = 1, 2, . . . , T , n = 1, 2, . . . , N andt = 1, 2, . . . , (T N). Then, the state variable depends on the auxiliary timet, and the double product in the likelihood Eq. (6) can be replaced by a single product overt. However, one should remember that in this case, there are no Markov transitions between states of roadway safety as the auxiliary time index changes fromt = nT tot = nT + 1 for all n = 1, . . . , N − 1. In addition, the transition probabilities, given by Eq. (1), depend on n = ⌈t/T ⌉ (here ⌈x⌉ is the function that returns the smallest integer not less than x). As a result, for this study, the equation (A.3) of the appendix of Paper I should be modified accordingly.
• Second, while in Paper I both states were unsafe, here the state s t,n = 0 is a safe, zero-accident state. This difference is not essential for model estimation because in the limit λ t,n → 0 the negative binomial distribution, given by Eq. (4), reduces to the distribution of accidents for the zero-accident state, given by Eq. (3).
• Third, contrary to Paper I, here we do not impose inequalities p
1→0 for the transition probabilities. As a result, for this study, the equations (A.2) and (A.6) of the appendix of Paper I should not contain the terms that reflect these inequalities.
For comparison of different models we use a formal Bayesian approach. Let there be two models M 1 and M 2 with parameter vectors Θ 1 and Θ 2 respectively. Assuming that we have equal preferences of these models, their prior probabilities are π(M 1 ) = π(M 2 ) = 1/2. In this case, the ratio of the models' posterior probabilities, P (M 1 |Y) and P (M 2 |Y), is equal to the Bayes factor. The later is defined as the ratio of the models' marginal likelihoods (see Kass and Raftery, 1995) . Thus, we have
where f (M 1 , Y) and f (M 2 , Y) are the joint distributions of the models and the data, f (Y) is the unconditional distribution of the data. As in Paper I, to calculate the marginal likelihoods f (Y|M 1 ) and f (Y|M 2 ), we use the harmonic mean formula f (Y|M)
, where E(. . . |Y) means posterior expectation calculated by using the posterior distribution. If the ratio in Eq. (11) is larger than one, then model M 2 is favored, if the ratio is less than one, then model M 1 is favored. An advantage of the use of Bayes factors is that it has an inherent penalty for including too many parameters in the model and guards against overfitting.
To evaluate the performance of model {M, Θ} in fitting the observed data Y, we carry out a χ 2 goodness-of-fit test (Maher and Summersgill, 1996; Cowan, 1998; Wood, 2002; Press et al., 2007) . We perform this test by Monte Carlo simulations to find the distribution of the χ 2 quantity, which measures the discrepancy between the observations and the model predictions (Cowan, 1998) . This distribution is then used to find the goodness-of-fit p-value, which is the probability that χ 2 exceeds the observed value of χ 2 under the hypothesis that the model is true (the observed value of χ 2 is calculated by using the observed data Y). For additional details, please see Paper I.
Empirical results
Data are used from 5769 accidents that were observed on 335 interstate highway segments in Indiana in 1995-1999. We use annual time periods, t = 1, 2, 3, 4, T = 5 in total.
6 Thus, for each roadway segment n = 1, 2, . . . , N = 335 the state s t,n can change every year. Four types of accident frequency models are estimated:
(1) First of all, for the purpose of explanatory variable selection, we estimate an auxiliary standard negative binomial (NB) model, which is not reported here. We estimate this model by maximum likelihood estimation (MLE) method with the help of the LIMDEP software package. To obtain a parsimonious standard NB model, we choose the explanatory variables and their dummies by using the Akaike Information Criterion (AIC) 7 and the 5% statistical significance level for the two-tailed t-test (for details on our variable selection methods, see Malyshkina, 2006) . In order to make comparison of explanatory variable effects in different models straightforward, in all other models, described below, we use only those explanatory variables that enter the standard NB model.
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(2) We estimate the standard ZINB-τ model, specified by Eqs. (6)- (8). First, we estimate this model by maximum likelihood estimation (MLE) and use the 5% statistical significance level for evaluation of the statistical significance of each β-parameter. Second, we estimate the same ZINB-τ model by the Bayesian inference approach and MCMC simulations. As one expects, the Bayesian-MCMC estimation results turned out to be similar to the MLE estimation results for the ZINB-τ model. (3) We estimate the standard ZINB-γ model, specified by Eqs. (6), (7) and (9).
First, we estimate this model by MLE and use the 5% statistical significance level for evaluation of the statistical significance of each β-parameter. Second, we estimate the same ZINB-γ model by the Bayesian inference approach and MCMC simulations. The Bayesian-MCMC and the MLE estimation results for the ZINB-γ model turned out to be similar. (4) We estimate the two-state Markov switching negative binomial (MSNB) model, specified by Eqs. (1)- (6), by the Bayesian-MCMC methods. We 6 We also considered quarterly time periods and obtained qualitatively similar results (not reported here). 7 Minimization of AIC = 2K −2LL, were K is the number of free continuous model parameters and LL is the log-likelihood, ensures an optimal choice of explanatory variables in a model and avoids overfitting (Tsay, 2002; Washington et al., 2003) . 8 A formal Bayesian approach to model variable selection is based on evaluation of model's marginal likelihood and the Bayes factor (11). Unfortunately, because MCMC simulations are computationally expensive, evaluation of marginal likelihoods for a large number of trial models is not feasible in our study.
consecutively construct and use 60%, 85% and 95% Bayesian credible intervals for evaluation of the statistical significance of each β-parameter in the MSNB model. As a result, in the final MSNB model some components of β are restricted to zero. 9 No restriction is imposed on the over-dispersion parameter α, which turns out to be significant anyway.
The model estimation results for accident frequencies are given in Table 1 . Continuous model parameters, β-s and α, are given together with their 95% confidence intervals (if MLE) or 95% credible intervals (if Bayesian-MCMC), refer to the superscript and subscript numbers adjacent to parameter estimates in Table 1 .
10 Table 2 gives summary statistics of all roadway segment characteristic variables X t,n (except the intercept). Based on the results presented in Table 1 , we find the following important results.
The estimation results show that the MSNB model is strongly favored by the empirical data, as compared to the standard ZINB models. Indeed, from Table 1 we see that the MSNB model provides considerable, 335.69 and 263.12, improvements of the logarithm of the marginal likelihood of the data as compared to the ZINB-τ and ZINB-γ models.
11 Thus, from Eq. (11), we find that, given the accident data, the posterior probability of the MSNB model is larger than the probabilities of the ZINB-τ and ZINB-γ models by e 335.69 and e
263.12
respectively.
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9 A β-parameter is restricted to zero if it is statistically insignificant. A 1 − a credible interval is chosen in such way that the posterior probabilities of being below and above it are both equal to a/2 (we use significance levels a = 40%, 15%, 5%). 10 Note that MLE assumes asymptotic normality of the estimates, resulting in confidence intervals being symmetric around the means (a 95% confidence interval is ±1.96 standard deviations around the mean). In contrast, Bayesian estimation does not require this assumption, and posterior distributions of parameters and Bayesian credible intervals are usually non-symmetric. 11 We use the harmonic mean formula to calculate the values and the 95% confidence intervals of the log-marginal-likelihoods given in , 2001) . Models with smaller DIC are favored to models with larger DIC. We find DIC values 5037.3, 4891.4, 4261.5 for the ZINB-τ , ZINB-γ and MSNB models respectively. This means that the MSNB model is favored over the standard ZINB models. However, DIC is theoretically based on the assumption of asymptotic multivariate normality of the posterior distribution, in which case DIC reduces to AIC (Spiegelhalter et al., 2002) . As a result, we prefer to rely on a mathematically rigorous and formal Bayes factor approach to model selection, as given by Eq. (11). τ -and γ-parameters in Eqs. (8) and (9) The model parameter τ in Eq. (8 c Two-state Markov switching negative binomial (MSNB) model where all reported parameters are for the unsafe state s = 1.
d The pavement quality index (PQI) is a composite measure of overall pavement quality evaluated on a 0 to 100 scale.
e PSRF/MPSRF are calculated separately/jointly for all continuous model parameters. PSRF and MPSRF are close to 1 for converged MCMC chains. Number of changes per vertical profile along a roadway segment .522 .908 0 0 6.00
a The pavement quality index (PQI) is a composite measure of overall pavement quality evaluated on a 0 to 100 scale.
Let us now consider the maximum likelihood estimation (MLE) of the standard ZINB-τ and ZINB-γ models and an imaginary MLE estimation of the MSNB model. Referring to Table 1, Referring to Table 1 , the MLE gave the maximum log-likelihood values −2502.67 and −2426.54 for the ZINB-τ and ZINB-γ models. The maximum log-likelihood value observed during our MCMC simulations for the MSNB model is equal to −2049.45. An imaginary MLE, at its convergence, would give MSNB log-likelihood value that would be even larger than this observed value. Therefore, the MSNB model, if estimated by the MLE, would provide very large, at least 453.22 and 377.09, improvements in the maximum log-likelihood value over the ZINB-τ and ZINB-γ models. These improvements would come with no increase or a decrease in the number of free continuous model parameters (β-s, α, τ , γ-s) that enter the likelihood function.
To evaluate the goodness-of-fit for a model, we use the posterior (or MLE) estimates of all continuous model parameters (β-s, α, p
1→0 ) and generate 10 4 artificial data sets under the hypothesis that the model is true. 13 We find the distribution of χ 2 and calculate the goodness-of-fit p-value for the observed value of χ 2 . For details, see Paper I. The resulting p-values for our models are given in Table 1 . For the ZINB-γ and MSNB models the p-values are sufficiently large, around 20%, which indicates that these models fit the data reasonably well. At the same time, for the ZINB-τ model the goodness-of-fit p-value is only around 0.5%, which indicates a much poorer fit.
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The estimation results also show that the over-dispersion parameter α is higher for the ZINB-τ and ZINB-γ models, as compared to the MSNB model (refer Table 1 ). This suggests that over-dispersed volatility of accident frequencies, which is often observed in empirical data, could be in part due to the latent switching between the states of roadway safety. Now, refer to Figure 1 , made for the case of the MSNB model. The four plots in this figure show five-year time series of the posterior probabilities P (s t,n = 1|Y) of the unsafe state for four selected roadway segments. These plots represent the following four categories of roadway segments:
• For roadway segments from the first category we have P (s t,n = 1|Y) = 1 for all t = 1, 2, 3, 4, 5. Thus, we can say with absolute certainty that these segments were always in the unsafe state s t,n = 1 during the considered five-year time interval. A roadway segment belongs to this category if and only if it had at least one accident during each year (t = 1, 2, 3, 4, 5). An 13 Note that the state values S are generated by using p
1→0 . 14 It is worth to mention that for the auxiliary standard negative binomial (NB) model, which we do not report here, the goodness-of-fit p-value was also very poor, ≈ 0.3%. This is an expected result because of a preponderance of zeros in the data, not accounted for in the NB model. example of such roadway segment is given in the top-left plot in Figure 1 . For this segment the posterior expectation of the long-term unconditional probabilityp 1 of being in the unsafe state is large, E(p 1 |Y ) = 0.750.
• For roadway segments from the second category P (s t,n = 1|Y) ≪ 1 for all t = 1, 2, 3, 4, 5. Thus, we can say with high degree of certainty that these segments were always in the zero-accident state s t,n = 0 during the considered five-year time interval. A roadway segment n belongs to this category if it had no any accidents observed over the five-year interval despite the accident rates given by Eq. (5) were large, λ t,n ≫ 1 for all t = 1, 2, 3, 4, 5. Clearly this segment would be unlikely to have zero accidents observed, if it were not in the zero-accident state all the time. 15 An example of such roadway segment is given in the top-right plot in Figure 1 . For this segment E(p 1 |Y ) = 0.260 is small.
• For roadway segments from the third category P (s t,n = 1|Y) is neither one nor close to zero for all t = 1, 2, 3, 4, 5.
16 For these segments we cannot 15 Note that the zero-accident state may exist due to under-reporting of minor, low-severity accidents (Shankar et al., 1997) . 16 If there were no Markov switching, which introduces time-dependence of states via Eqs.
(1), then, assuming non-informative priors π(s t,n = 0) = π(s t,n = 1) = 1/2 for states s t,n , the posterior probabilities P (s t,n = 1|Y) would be either exactly equal to 1 (when A t,n > 0) or necessarily below 1/2 (when A t,n = 0). In other words, we would have P (s t,n = 1|Y) / ∈ [0.5, 1) for any t and n. Even with Markov switching existent, in this study we have never found any P (s t,n = 1|Y) close but determine with high certainty what states these segments were in during years t = 1, 2, 3, 4, 5. A roadway segment n belongs to this category if it had no any accidents observed over the considered five-year time interval and the accident rates were not large, λ t,n 1 for all t = 1, 2, 3, 4, 5. In fact, when λ t,n ≪ 1, the posterior probabilities of the two states are close to one-half, P (s t,n = 1|Y) ≈ P (s t,n = 0|Y) ≈ 0.5, and no inference about the value of the state variable s t,n can be made. In this case of small accident rates, the observation of zero accidents is perfectly consistent with both states s t,n = 0 and s t,n = 1. An example of a roadway segment from the third category is given in the bottom-left plot in Figure 1 . For this segment E(p 1 |Y ) = 0.496 is about one-half.
• Finally, the fourth category is a mixture of the three categories described above. Roadway segments from this fourth category have posterior probabilities P (s t,n = 1|Y) that change in time between the three possibilities given above. In particular, for some roadway segments we can say with high certainty that they changed their states in time from the zero-accident state s t,n = 0 to the unsafe state s t,n = 1 or vice versa. An example of a roadway segment from the fourth category is given in the bottom-right plot in Figure 1 . For this segment E(p 1 |Y ) = 0.510 is about one-half. Thus we find a direct empirical evidence that some roadway segments do change their states over time.
not equal to 1, refer to the top plot in Figure 2 .
Next, it is useful to consider roadway segment statistics by state of roadway safety. Refer to Figure 2 , made for the case of the MSNB model. The top plot in this figure shows the histogram of the posterior probabilities P (s t,n = 1|Y) for all N = 335 roadway segments during all T = 5 years (1675 values of s t,n in total). For example, we find that during five years roadway segments had P (s t,n = 1|Y) = 1 and were unsafe in 851 cases, and they had P (s t,n = 1|Y) < 0.2 and were likely to be safe in 212 cases. The bottom plot in Figure 2 shows the histogram of the posterior expectations E[p (n)
1 |Y], wherep
1→0 ) are the stationary unconditional probabilities of the unsafe state (see Section 2). We find that 0.2 ≤ E[p (n)
1 |Y] ≤ 0.8 for all segments n = 1, 2, . . . , 335. This means that in the long run, all roadway segments have significant probabilities of visiting both the safe and the unsafe states.
Finally, it is also worth mentioning that, in addition to negative binomial models, we estimated Poisson models for the same accident data and obtained similar results (Malyshkina, 2008) . In particular, we found that a two-state Markov switching Poisson (MSP) model, which has the Poisson likelihood function instead of the NB likelihood function in Eq. (4), is strongly favored by the empirical data as compared to standard zero-inflated Poisson models.
Conclusions
Our major conclusions are as follows. First, Markov switching count data models provide a much superior statistical fit for accident frequencies as compared to the standard zero-inflated models. Second, the Markov switching models explicitly consider transitions between the zero-accident state and the unsafe state over time, and permit a direct empirical estimation of what states roadway segments are in at different time periods. In particular, we found evidence that some roadway segments changed their states over time (see the bottom-right plot in Figure 1 ). Third, note that the Markov switching models avoid a theoretically implausible assumption that some roadway segments are always safe because, in these models, any segment has a non-zero probability of being in the unsafe state. Indeed, the long-term unconditional mean of the accident rate for the n th roadway segment is equal top (n) 1 λ t,n t , wherē p
) is the stationary probability of being in the unsafe state s t,n = 1 and λ t,n t is the time average of the accident rate in the unsafe state [refer to Eq. (5)]. This long-term mean is always above zero (see the bottom plot in Figure 2 ), even for segments that were probable to be in the zero-accident state over the whole observed five-year time interval. Finally, we conclude that two-state Markov switching count data models are likely to be a better alternative to zero-inflated models, in order to account for excess of zeros observed in accident frequency data.
