Graphical modeling explores dependences among a collection of variables by inferring a graph that encodes pairwise conditional independences. For jointly Gaussian variables, this translates into detecting the support of the precision matrix. Many modern applications feature high-dimensional and contaminated data that complicate this task. In particular, traditional robust methods that down-weight entire observation vectors are often inappropriate as high-dimensional data may feature partial contamination in many observations. We tackle this problem by giving a robust method for sparse precision matrix estimation based on the γ-divergence under a cell-wise contamination model. Simulation studies demonstrate that our procedure outperforms existing methods especially for highly contaminated data.
Introduction
Let Y = (Y 1 , . . . , Y p )
T be a p-dimensional random vector representing a multivariate observation. The conditional independence graph of Y is the undirected graph G = (V, E) whose vertex set V = {1, . . . , p} indexes the individual variables and whose edge set E indicates conditional dependences among them. More precisely, (i, j) ∈ E if and only if Y i and Y j are conditionally independent given Y V \{i,j} = {Y k : k = i, j}. For a Gaussian vector, the edge set E corresponds to the support of the precision matrix. Indeed, it is well known that if Y follows a multivariate Gaussian distribution N p (µ, Σ) with mean vector µ and covariance matrix Σ, then (i, j) ∈ E if and only if Ω ij = 0, where Ω = Σ −1 .
Inference of the conditional independence graph sheds light on direct as opposed to indirect interactions and has received much recent attention (Drton & Maathuis, 2017) . In particular, for high-dimensional Gaussian problems, several techniques have been developed that exploit available sparsity in inference of the support of the precision matrix Ω. Meinshausen & Bühlmann (2006) suggested fitting node-wise linear regression models with ℓ 1 penalty to recover the support of each row. Yuan & Lin (2007) , Banerjee et al. (2008) and Friedman et al. (2008) considered the graphical lasso (Glasso) that involves the ℓ 1 penalized log-likelihood function. Cai et al. (2011) proposed the constrained ℓ 1 minimization for inverse matrix estimation (CLIME), which may be formulated as a linear program. Yet other approaches can be found in Yuan (2009) , Peng et al. (2009) , Zhang & Zou (2014) , Kahre et al. (2015) , Liu & Luo (2015) , and Lin et al. (2016) .
In fields such as bioinformatics and economics, data are often not only high-dimensional but also subject to contamination. While suitable for high dimensionality, the above mentioned techniques are sensitive to contamination. Moreover, traditional robust methods may not be appropriate when the number of variables is large. Indeed, they are based on the model in which an observation vector is either without contamination or fully contaminated.
Hence, an observation vector is treated as an outlier even if only one of many variables is contaminated. As a result these methods down-weight the entire vector regardless of whether it contains 'clean' values for some variables. Such information loss can become fatal as the dimension increases. As a more realistic model in high dimensional data, Alqallaf et al.
(2002) considered cell-wise contamination: The observations X 1 , . . . , X n with p variables are generated by
Here, I p is the p × p identity matrix and each E i = diag(E i1 , . . . , E ip ) is a diagonal random matrix with the E ij 's independent and Bernoulli distributed with P (E ij = 1) = ε j . The random vectors Y i and Z i are independent, and Y i ∼ N p (µ, Σ) corresponds to a clean sample while Z i makes contaminations in some elements of X i .
Our goal is to develop a robust estimation method for the conditional independence graph G of Y i from the cell-wise contaminated observations X i . Techniques such as nodewise regression, Glasso and CLIME process an estimate of the covariance matrix. Our strategy is thus simply to apply these procedures using a covariance matrix estimator that is robust against cell-wise contamination. However, while many researchers have considered the traditional 'whole-vector' contamination framework (see, e.g., Maronna et al., 2006, Chapter 6) , there are fewer existing methods for cell-wise contamination. Specifically, we are aware of three approaches, namely, use of alternative t-distributions (Finegold & Drton, 2011 , 2014 , use of rank correlations (Loh & Tan, 2015; Öllerer & Croux, 2015) , and a pairwise covariance estimation method by Tarr et al. (2016) who adopt an idea of Gnanadesikan & Kettenring (1972) . In contrast, in this paper, we provide a robust covariance matrix estimator via γ-divergence as proposed by Fujisawa & Eguchi (2008) . The γ-divergence can automatically reduce the impact of contaminations, and it is known to be robust even when the number of contaminations is large.
The rest of this paper is structured as follows. We review some graph estimation methods in Section 2.1 and the γ-divergence in Section 2.2. In Section 3, the robust covariance matrix estimator via γ-divergence is proposed and some of the existing competitors are introduced.
Numerical experiments that illustrate the benefits of our new method are presented in Section 4. Concluding remarks are given in Section 5.
Preliminaries

Graph estimation
For concise presentation, we focus on node-wise regression, Glasso and CLIME. LetΣ be an estimator of Σ. For index sets A and B, defineΣ A,B as the sub-matrix ofΣ with the rows in A and the columns in B. We use the shorthand \j for the set V \{j}, so thatΣ \j,\j denotes the sub-matrix with both rows and columns in V \{j}. In ℓ 1 penalized node-wise regression, one findŝ
where the tuning parameter λ > 0 controls the strength of the penalty β 1 . Large λ yields high sparsity ofβ (j) . After obtainingβ (1) , . . . ,β (p) , the edge set E is estimated by the "AND"
. Node-wise regression is well-defined for any positive semidefinite estimateΣ.
The Glasso estimator is obtained by solvinĝ
where Ω 1 is the element-wise ℓ 1 norm of Ω and λ > 0 is a tuning parameter that controls the sparsity of Ω. The edge set may be estimated byÊ = {(i, j) :Ω ij = 0}. Efficient algorithms for the Glasso are given in Friedman et al. (2008) and Hsieh et al. (2011) . For convergence, the former requiresΣ + λI p to be positive semidefinite while the latter requires the same forΣ.
Finally, we review the CLIME method. Let
where · ∞ means the element-wise infinity norm. Generally,Ω 0 = (ω 0 ij ) is not symmetric. The CLIME is defined through a simple symmetrization, namely,
and the edge set is estimated as in Glasso. Cai et al. (2011) translated the matrix optimization problem from (3) into p vector optimization problems. Each of them can be solved by linear programming. The CLIME essentially needs the positive definiteness ofΣ. Without it, the optimization problem may be infeasible or return inadequate solutions.
Robust inference via γ-divergence
Let f and f n be the data generating and empirical densities, respectively. In robust inference one typically assumes that f = (1 − ε)g + εh, where g is the density of clean data, h is the density of contamination, and ε ≥ 0 is the contamination level. For estimation of g, consider a model with densities g θ indexed by the parameter θ. The Kullback-Leibler (KL) divergence between f n and g θ results in a biased estimate unless ε = 0. To overcome it, Fujisawa & Eguchi (2008) proposed the γ-divergence given by
where γ > 0 is a constant that controls the trade-off between efficiency and robustness. In fact, the γ-divergence is equivalent to the KL divergence when γ → 0. The estimator given by minimizing d γ (f n , g θ ) over a possible parameter space is highly robust. Roughly speaking, in the limiting case n → ∞, d γ (f n , g θ ) can be regarded as d γ (f, g θ ), and
where ν(θ; γ) = h(x)g θ (x) γ dx. The γ-divergence successfully provides robust estimates whenever ν(θ; γ) ≈ 0 over the parameter space considered. In such a case, we see that
, where the contamination density h is automati-cally ignored, so that the minimizer of d γ (f, g θ ) is approximately equal to the minimizer of
This is a favorable property, because when g = g θ * , the minimizer of d γ (g, g θ ) is θ * . Fortunately, ν(θ; γ) is close to zero when h lies in the tail of g γ θ . To illustrate this fact, assume for a moment that g θ is the density of N(θ, 1). If h is the density of N(α, 1), then ν(θ; γ) = c 1,γ exp{−c 2,γ (α − θ)
2 } for some c 1,γ , c 2,γ > 0. Thus, ν(θ; γ) is small whenever α is not too close to the set of parameters θ that determine the better fitting densities g θ .
Methods
Proposed methodology
As noted in Section 2.1, we seek a robust covariance estimateΣ for use in graph estimation.
In this section, we construct such an estimate via the γ-divergence. Our estimatorΣ is constructed in an element-wise fashion and exhibits robustness to cell-wise contamination.
We begin by writing each covariance as
where
Here,
T is the i-th unobserved clean sample in (1). We now derive estimates of the variances and the correlation in (4) based on the observations
which under cell-wise contamination may have some of their elements corrupted.
Fixing a coordinate j ∈ {1, . . . , p}, let g (µ j ,σ jj ) be the density of N(µ j , σ jj ), and let f (j) n be the empirical density of X 1j , . . . , X nj . The robust estimators of µ j and σ jj based on γ-divergence are given by
Fujisawa & Eguchi (2008) gave an efficient iterative algorithm to compute (μ j ,σ jj ). Let µ 
where the weights are updated as
We take the median of X 1j , . . . , X nj as µ 0 j and the median absolute deviation (MAD) as σ 0 jj . Afterμ j andσ jj are obtained for j = 1, . . . , p, we estimate each correlation ρ jk from the standardized observations Z ij = (X ij −μ j )/ σ jj . Let h ρ jk be the bivariate standardized normal density with correlation ρ jk , and let f (j,k) n be the empirical density of (Z 1j , Z 1k ), . . . , (Z nj , Z nk ). Our correlation estimator iŝ
The required univariate optimization problem can be solved with standard techniques. We provide a projected gradient descent algorithm in Appendix A. Finally, we obtain the estimator of Σ jk asΣ jk = σ jj √σ kkρjk . following the pairwise approach of Gnanadesikan & Kettenring (1972) , which is based on the identity
Existing works
where α j = 1/ Var(Y j ). Tarr et al. (2016) proposed to estimate the population variance from the contaminated data using robust scales such as Q n , the τ -scale of Maronna & Zamar (2002) , and P n from Tarr et al. (2012) .
Projection of covariance matrix estimate
We cannot directly plug an estimate of Σ into the methods introduced in Section 2.1 if it is not positive semidefinite. The node-wise regression and Glasso require a positive semidefinite estimate, and CLIME needs a positive definite one. The estimate proposed byÖllerer &
Croux (2015) is always positive semidefinite, but this may not be true for the other estimates including the one we proposed. However, if an estimateΣ is not positive semidefinite, we may project it onto the set of positive (semi)definite matrices. Different approaches to this projection have been considered (Zhao et al., 2014) . We will simply proceed by solving the problem min S S −Σ F subject to S ≥ δI p , where δ ≥ 0, · F denotes the Frobenius norm and S ≥ δI p means that S − δI p is positive semidefinite. The solution can be calculated by applying the singular value decomposition toΣ and then replacing the singular values λ j by max(λ j , δ) for each j = 1, . . . , p. We set δ = 0 throughout the paper. 4 Empirical results
Simulations
We provide some simulation results to illustrate the effectiveness of our method for the graph estimation problem. 1 We generated 200 observations from the cell-wise contamination model
(1) with p = 100, µ = 0 and the equal contamination level ε := ε 1 = · · · = ε p . Both asymmetric and symmetric contaminations are considered, that is, 100ε% of observations in each variable are corrupted by samples from N(10, 1) in the asymmetric scenario, while half of the corruption are from N(−10, 1) in the other case. The true covariance matrix Σ determines the true graph structure via Ω = Σ −1 . We considered four types of true graphs as shown in Figure 1 . The chain, hub and scale-free graphs were generated by huge package , and the random graph was made as in .
Scale−free Scale−free First, we compare our estimator to the existing ones that we described in Section 3.2.
Performance is evaluated using the measure Σ − Σ ∞ that the accuracy of the resulting graph depends on (Cai et al., 2011; Jeng & Daye, 2011; Ravikumar et al., 2011) . Figure   2 shows boxplots based on 100 simulations with ε = 0.25. Our estimator can be seen to greatly outperform the others in all cases. Kendall's tau and Spearman's rho prefer the symmetric contaminations, while the opposite holds for the Gaussian rank. The pairwise approach performs poorly unless Q n is used.
Next, we consider graph estimation. We focus on the better performing competitors, namely, Kendall's tau, Gaussian rank and Q n . Spearman's rho is omitted as it behaved similarly to Kendall's tau. Furthermore, we restrict attention to Glasso-the other methods are discussed in the supplement, with similar conclusions. The Glasso was implemented using the QUIC package of Hsieh et al. (2011) . Figure 3 illustrates edge recovery via an averaged ROC curve from 100 simulations. Each individual ROC curve is a plot of (FPR(λ), TPR(λ)) versus the tuning parameter λ in (2). Here, for the estimated edge setÊ =Ê(λ) and the true Figure 3 , we can see that our method strongly outperforms the competitors for all graphs considered, particularly when observations are highly and symmetrically corrupted. It is also
shown that the recovery performance of our method hardly changes as the contamination level increases (ε = 0.05, 0.15, 0.25).
In order to realize the strengths of our method in practice, a specific value of the tuning parameter λ in Glasso needs to be selected. We studied this for a 2-fold cross validation approach in which the observations are randomly split into two folds with nearly equal size.
A robust covariance matrixΣ k is calculated on each fold k = 1, 2. Let
be the negative log-likelihood withΩ 1 (λ) estimated only fromΣ 1 . We then select the tuning parameter by minimizing L(λ) over a grid of choices for λ. The main reason for the small number of folds is that the γ-divergence needs a sufficient sample size in each fold for the
the procedure in high-dimensional covariance estimation. Table 1 summarizes the performance of Glasso with tuning parameter selection when ε = 0.25. Similar experiments for ε = 0.05 and ε = 0.15 are described in the supplement.
The grid for λ is chosen as 10 equally spaced values on the log scale between λ max = Σ − diag(Σ) ∞ and 0.05λ max . Table 1 reports the mean squared error (MSE) given by Ω − Ω F /p in addition to TPR and FPR. Our method and Q n show high TPR and low FPR, which suggests that the tuning parameter is appropriately selected. Compared with Q n , our method has lower FPR while keeping TPR high. Moreover, our method entirely outperforms the competitors in MSE.
Real data analysis
We consider two applications to gene expression data with smaller dimension and stock data with large dimension. Both data sets have heavy tailed distributions in some variables. The first example, an Arabidopsis thaliana data set, is from Wille et al. (2004) The estimated graphs are shown in Figure 4 . Before robust covariance estimation, we standardized the data using median and MAD. The tuning parameter of Glasso was selected to obtain 30 edges which is roughly number of edges considered in Wille et al. (2004) . We can see from Figure 4 that our method and Q n identify a connection between the MEP and MVA pathways but Kendall's tau and Gaussian rank do not. There are slight differences between our method and Q n . Our method outputs more dense networks within both MEP and MVA pathways, while Q n connects AACT1 and HDS. The two methods agree that AACT1 is the hub connecting the two pathways. Though Wille et al. (2004) have reported that HMGR1 is also a hub, if we trust our robust analysis, HMGR1 may link to the MEP pathway just through AACT1.
The second example is data on the daily closing prices of the S&P 500 stocks from January 1, 2003 to January 1, 2008. Preprocessing as in , there are n = 1257 observations for p = 452 stocks. The stocks are divided into 10 Global Industry Classification Standard (GICS) sectors. We proceeded as in the previous application but selected the tuning parameter to have a total of 2,500 edges, which results in well-clustered structure. Figure 5 illustrates the results, now also considering γ = 0.1. Stocks in the same GICS sector are shown in the same color. Although the estimated graphs are quite similar, only our method with γ = 0.1 identifies a direct connection between a stock in the "Utilities"
(blue) sector and a stock in the "Materials" (red) sector.
Concluding remarks
We have introduced novel methodology for robust estimation of a conditional independence graph via γ-divergence. The method is designed for cell-wise contamination and is able to extract available information from multivariate data even when they are high-dimensional with corrupted values in many/most observations. Our method strongly outperformed competitors in our simulations. In particular, it showed very good behavior across different levels of contaminations.
A noteworthy result was found for the pairwise approach with Q n ; recall (6). For asym- Kendall's tau Gaussian rank Qn
Figure 5: Graphs estimated with Glasso based on our estimator (γ = 0.1, 0.3), Kendall's tau, Gaussian Rank and the pairwise approach with Q n for the S&P 500 stock data set. Each graph has 2,500 edges. Each node represents a stock, and stocks from the same GICS sector have the same color. A stock in the "Utilities" (blue) sector links to a stock in the "Materials" (red) sector only for our method with γ = 0.1. This edge is drawn bold.
metric contamination it performed well even at high contamination levels, but it performed poorly for symmetric scenario. This imbalance can be explained as follows. For univariate samples X 1 , . . . , X n , the Q n is based on the first quantile of {|X i − X j | : i < j}. If both X i and X j are contamined as a N(10, 1) draw, then the difference X i − X j ∼ N(0, 2) behaves as it does for clean observations. However, this is not the case for symmetric contamination with, say, X i ∼ N(10, 1) and X j ∼ N(−10, 1).
Our experiments in Section 4 show that our method can achieve good results with a fixed default value for divergence parameter γ. Of course, further improvements are possible by tuning this parameter. This, however, is challenging because an optimal choice of γ would depend on the typically unknown contamination density and level. 
Appendix A Projected gradient descent algorithm
We outline the projected gradient descent algorithm for computation ofρ jk from (5). To avoid numerical singularity, we replace the restriction |ρ jk | < 1 by |ρ jk | ≤ R with R ≈ 1.
The gradient of this function is
The objective function d γ (ρ jk ) is locally approximated around ρ
where s > 0 is the step size parameter. We select sufficiently large s such that 
S1 Additional simulations
This supplementary article provides additional simulation results. The data generating process is the same as the article, except that we restrict the dimension to p = 50 for the CLIME simulation due to long computation time. The node-wise regression was carried out using the huge package of and CLIME was computed with the clime package of Cai et al. (2011) . We used the perturbation default set in the clime package. Negative definite robust covariance matrices were projected to positive semidefiniteness using the procedure from the main article.
S1.1 ROC curves
The ROC curves for the node-wise regression and CLIME are provided in Figure S1 and Figure S2 . We observe behavior similarly to that discussed for the Glasso in the main article.
S1.2 Quantitive performances
Tables S1 and S2 summarize the performance of Glasso with the tuning parameter selected by the 2-fold cross validation when ε = 0.05 and ε = 0.15, respectively. The result for ε = 0.25 is reported in the article. For the low contamination level ε = 0.05, the five methods are comparable, but our method outperforms the competitors for higher contamination level. Tables S3-S5 show the results of node-wise regression. The edge set was estimated by the "OR" rule, and the tuning parameter was selected by the Stability Approach for Figure S1 : ROC curves for node-wise regression based on our estimators with γ = 0.3 and γ = 0.5, Kendall's tau, Gaussian rank and pairwise approach with Q n , for asymmetric and symmetric contaminations at the different levels (ε = 0.05, 0.15, 0.25). Figure S2 : ROC curves for CLIME based on our estimators with γ = 0.3 and γ = 0.5, Kendall's tau, Gaussian rank and pairwise approach with Q n , for asymmetric and symmetric contaminations at the different levels (ε = 0.05, 0.15, 0.25). Table S1 : Quantitative performances of Glasso based on the 5 methods when ε = 0.05 and the tuning parameter is selected by 2-fold cross validation. Each value shows the mean (standard deviation) on 100 simulated data set.
Chain Hub  Scale-free  Random  MSE  TPR  FPR  MSE  TPR  FPR  MSE  TPR  FPR  MSE  TPR Table S6 : Quantitative performance of CLIME based on the 5 methods when ε = 0.05 and the tuning parameter is selected by 2-fold cross validation. Each value shows the mean (standard deviation) on 100 simulated data sets. Table S8 : Quantitative performance of CLIME based on the 5 methods when ε = 0.25 and the tuning parameter is selected by 2-fold cross validation. Each value shows the mean (standard deviation) on 100 simulated data sets. 
