In this research, we developed a new search direction in the conjugate gradient algorithms by using combined convex property. The developed algorithm becomes converged by assuming some hypothesis. The numerical results show the efficiency of the developed method for solving test unconstrained nonlinear optimization problems.
INTRODUCTION
Conjugate gradient methods represent an important class of unconstrained optimization algorithms with strong local and global convergence properties and modest memory requirements. An excellent survey of the development of different versions of nonlinear conjugate-gradient methods, with special attention to global convergence properties, is presented by Hager and Zhang [8] . This family of algorithms includes a lot of variants, well known in the literature, with important convergence properties and numerical efficiency. The purpose of this chapter is to present these algorithms as well as their performances to solve a large variety of large-scale 
In (3) k β is known as the conjugate gradient parameter,
Consider . the Euclidean norm and define
Impact Factor (JCC): 5.9876 NAAS Rating: 3.76 based on the standard Wolfe conditions:
Where k d is a descent direction and 0 1 ρ σ < ≤ < . For some conjugate-gradient algorithms, stronger versions of the Wolfe conditions are needed to ensure convergence and to enhance stability. According to the formula for k β computation, the conjugate-gradient algorithms can be classified as classical, hybrid, scaled, modified and parametric.
In the following, we shall present these algorithms and insist on their numerical Dolan and Moré's performances profiles for solving large-scale unconstrained optimization problems. Nocedal [7] . The idea is to bound the change
which is used to conclude, by contradiction, that the gradients cannot be bounded away from zero.
CLASSICAL CONJUGATE GRADIENT ALGORITHMS
These algorithms are defined by (2) and (3), where the parameter k β is computed as in Table ( 
These methods are susceptible to jamming. They begin to take small steps without making any significant progress to the minimum. On the other hand, the HS, PRP and LS methods, with This paper is organized as following. In section 3,newalgorithms for CG to solve Unconstrained Optimization Problems. In section, 4 we will show that our algorithm satisfies descent condition for every iteration. Section 5,we will show that our algorithm satisfies Global convergence condition for every iteration. Section6,presents numerical experiments and comparisons.
NEW ALGORITHM FOR CG TO SOLVE UNCONSTRAINED OPTIMIZATION PROBLEMS
We candefined the new search direction by the following: Step 2: Test for continuation of iterations. If 
THE DESCENT PROPERTY OF THE NEW METHOD
Below we have to show the descent property for our proposed new Scaled conjugate gradient algorithm, denoted by:
In the following theorem (1).
Theorem (1)
The search direction defined by (1 (1 
GLOBAL CONVERGENCE ANALYSIS
Next we will show that CG method with 1 k β + converges globally. We need the following assumption for the convergence of the proposed new algorithm.
Assumption (1) [4]
1-Assume f is bound below in the level set
In some Initial point.
2-f is continuously differentiable and its gradient is Lipshitz continuous, there exist 0 L > such that:
3-f is uniformly convex function, then there exists a constant 0 µ > such that and
On the other hand, under assumption (1), it is clear that there exist positive constants B such
Lemma(1) [4,5 and 10] Suppose that Assumption (1) and equation (17) More details can be found in [3 and 6] .
Theorem (2)
Suppose that assumption (1) and equation (17) 
