Abstract-This paper presents novel analysis results for input-to-state stability (ISS) that utilise dynamic programming techniques to characterise minimal ISS gains and transient bounds. T b w characterisations naturally lead to computable necessary and sufficient conditions for ISS. Our results make a connection between ISS and optimisation problems in nonlinear dissipative systems theory (including Lygain analysis and nonlinear H, theory).
I. INTRODUCTION
Among the many stability properties for systems with disturbances that have been proposed in the literature, the input-to-state stability (ISS) property proposed by Sontag in 1989 [13] deserves special attention. Indeed,
ISS is fully compatible with Lyapunov stability theory
[IS] while its other equivalent characterizations relate it to robust stability, dissipativity and input-output stability theory [14] , [16] , [19] . The ISS property has found its main application in the ISS small gain theorem that was first proved by Jiang, Tee1 and p a l y in [lo] . Several different versions of the ISS small gain theorem that use different (equivalent) characterizations of the ISS property and their various applications to nonlinear controller design can be found in [ll] , [12] , [20] and references defined therein.
The ISS property and the ISS small gain theorems naturally lead to the concept of nonlinear disturbance gain functions or simply "nonlinear gains". In this context, obtaining sharp estimates for the nonlinear gains is an important issue. Indeed, the better the nonlinear gain estimate that we can obtain, the larger the class of systems to which the ISS small gain results can be applied. Currently, the main tool for estimating the nonlinear gains are the so called ISS Lyapunov functions that typically produce rather conservative estimates (over bounds) for the ISS nonlinear gains.
It is the main purpose of this paper to present several results that provide a computational framework based on dynamic programming for obtaining minimum ISS nonlinear gains. These results are related to optimization based methods in nonlinear dissipative systems For a full version of this paper please refer to [7] . Consider the following dynamical system
where zk E Rn, uk E Rm, and f : R" x R m -t Rn is continuous and satisfies f ( 0 , O ) = 0. For any zo E R" and any input U, we denote by z(.,zo,u) the solution of (1) with initial state 20 and input U.
The following definitions are taken from ISS related literature. It was shown in [SI that these definitions of ISS are qualitatively equivalent. However, the gains in different definitions are not the same and since we are interested in minimum disturbance gains for different characterizations, we find it useful to introduce different notation for each of the different characterizations. 
(4)
for all 50 E Rn and all k E Z+.
Definirion 2.4:
(Input-to-state stability with asymptotic gain formulation) The system (1) is ISSAG (with (P, y ) ) if it is AG (with gain y) and 0-GAS (with p). is of class K if it is continuous, strictly increasing and 3) There exist Pmax E K L and ymax E k: such that the system (1) is ISS,,, with (Pm,,ymSl).
In the sequel we use the non-standard notation from Theorem 2.8 since it is important to distinguish between different characterizations and the related functions. Indeed, the functions PAC, P+,P,.. each of these properties is an important problem for the following reasons: (i) the smaller the estimates of gains functions, the larger the class of systems to which the small gain theorem can be applied; (ii) better estimates of the functions P,y for subsystems produce (via the small gain theorems) sharper bounds on solutions of the composite system; (iii) the smallest functions will be different in general for each of the properties ISSAC, ISS, and IS,, (this further motivates our notation). In the sequel, we provide a framework for the computation of minimum functions PAG, P+, P, , and TAG,?+, ymax via dynamic programming.
DYNAMIC PROGRAMMING
In this section we define a value function that is used in the derivation of our subsequent results, and present a dynamic programming equation to compute it.
For z E Rn, 6 2 0, integer k E 2 , . denote The Dynamic Programming Equation (DPE) for
1~156 with the initial condition
In the next section, we show how V 6 ( z , k ) can be used to compute the functions P, y needed in different characterizations of ISS.
IV. NECESSARY AND SUFFICIENT CONDITIONS FOR ISSAG, ISS+, AND ISS,,
The main results of this section are necessary and sufficient conditions for ISSAG. I S + , and ISS,,. i.e. rm(s) has a jump point at s = 10; it is not a continuous function. The rw calculated by the dynamic programming method in Section IV is given by Figure  I . Since we can only calculate the values on finite points, it looks like that the function is continuous from Figure 1 (drew by MATLAB). But the jump at point s = 10 is clear.
and any K-function with y(9) 2 21. However, system Renurk I/: System (19) is ISS, for P ( s , k) = s p 1
Fig. I . ~~( s )
obtained by dynamic programming (19) can not be ISS+ for +ym and any P ( s , k ) E EL!
The reason is that it is impossible to find a p(s, k) E KL? such that p ( s , k) 2 (1 -.$5)ks for all 1 > 6 > 0.
In another word, this example shows that yw is not a good candidate of y+.
B. Example 2: A, c h s of scalar linear systems
Consider the class of scalar linear systems given by
where 0 < a < 1 and b 2 0. By direct calculation, DPE (7) and initialisation (8) for V6 imply that for any k 2 0 ,
ISSAC property: Applying definitions (Y), (lo) , and (12) of respectively V,"(z), rm(6) and Pa(s, k),
Since that system (20) is ISSAG with (Pa,ym 
ISS,,
property:
Using ya as a candidate (fixed) gain in testing ISS,, (i.e. y m , = ya), we have j p " -( S , k ) = s, 
C. Example 3: A scalor nonlinear system
Consider the scalar nonlinear system (24) The results about the ISS+ property and the ISS,,, property are omitted due to the space limitation. 
VI. CONCLUSIONS
We have presented results for verifying different characterizations of ISS via dynamic programming. Formulas for minimum nonlinear gains and bounds on transients for different characterizations are presented.
