Context. The determination of chemical abundances constitutes a fundamental requirement for obtaining a complete picture of a star. Particularly in massive stars, CNO abundances are of prime interest, due to the nuclear CNO-cycle and various mixing processes which bring these elements to the surface. The precise determination of carbon abundances, together with N and O, is thus a key ingredient to understanding different phases of stellar evolution. Aims. We aim at enabling a reliable carbon spectroscopy for our unified NLTE atmosphere code FASTWIND. Methods. We develop a new carbon model atom including C ii/iii/iv/v, and discuss specific problems related to carbon spectroscopy in O-type stars. We describe different tests performed to examine the reliability of our implementation, and investigate which mechanisms influence the carbon ionization balance. By comparing with high-resolution spectra from six O-type stars, we check in how far observational constraints can be reproduced by our new carbon line synthesis. Results. Carbon lines are even more sensitive to a variation of T eff , log g, andṀ, than hydrogen/helium lines. We are able to reproduce most of the observed lines from our stellar sample, and to estimate those specific carbon abundances which bring the lines from different ions into agreement (three stages in parallel for cool objects, two for intermediate O-types). For hot dwarfs and supergiants earlier than O7, X-rays from wind-embedded shocks can have an impact on the synthesized line strengths, particularly for C iv, potentially affecting the abundance determination. Dielectronic recombination has a significant impact on the ionization balance in the wind. Conclusions. We have demonstrated our capability to derive realistic carbon abundances by means of FASTWIND, using our recently developed model atom. We found that complex effects can have a strong influence on the carbon ionization balance in hot stars. For a further understanding, the UV range needs to be explored as well. By means of detailed nitrogen and oxygen model atoms available to use, we will be able to perform a complete CNO abundance analysis for larger samples of massive stars, and to provide constraints on corresponding evolutionary models and aspects.
Introduction
Quantitative spectroscopy provides decisive constraints on our understanding of stellar evolution, chemical composition, and nucleosynthesis. The analysis of stellar spectra using atmospheric models tests the accuracy of present theoretical knowledge in this regard. Therefore, any further theoretical development relies, to a significant part, on the accuracy of data which describe the atomic processes present in a thermodynamic system. Any inconsistency or imprecision of the data directly affects a realistic representation of nature.
However, the calculation of atmospheric models is complex. In our working field -hot stars -the strong radiation field leads to non-LTE effects and causes a radiation-driven wind. This situation can be handled by different codes, as for example CMFGEN (Hillier & Miller 1998) , PHOENIX (Hauschildt 1992) , PoWR (Gräfener et al. 2002) , WM-basic (Pauldrach et al. 2001) , and FASTWIND (Puls et al. 2005 , Rivero González et al. 2012a . A brief comparison of these different codes is given by Puls (2009) .
Precise spectroscopic analysis (by means of accurate atmospheric models) can lead to important conclusions about the chemical composition of galaxies (Chiappini 2001 (Chiappini , 2002 and corresponding metallicity gradients , especially when performed using observations of early-type stars. Furthermore, it can also give insights into mixing processes. At least in single stars, the surface chemical composition is controlled by the efficiency of mixing processes, which to a large part are associated with stellar rotation. A high rotational velocity favors the transport of metals from the stellar core to the surface, and consequentially the chemical enrichment of the photosphere .
In massive stars, nitrogen is a decisive indicator of such enrichment. Rivero González et al. (2011) investigated the formation of N iii 4634-4640-4642, and derived nitrogen abundances of O stars in the Magellanic Clouds with a set of N ii-iii-iv lines. However, even more precise constraints on stellar evolution can be obtained using the N/C ratio, since it is less sensitive to the initial metal content, compared to N/H . Especially the combination of N/C vs. N/O (see Przybilla et al. 2010 , Maeder et al. 2014 gives strong constraints on the enrichment and mixing history of CNO material (Martins et al. 2015a) , and allows individual spectroscopic abundances to be tested.
For these (and other) objectives, we have developed a new carbon model atom to be used in spectroscopic analysis by means of FASTWIND, suitable for the early B-and the complete O-star regime.
Carbon plays a special role within the light elements. It is the basis of all organic chemistry, but it is also essential for the nucleosynthesis of H into He through the CNO cycle in massive hot stars. Unfortunately, however, the analysis of carbon in such stars is complicated, mainly because the number of carbon lines detectable in O-type spectra is even smaller to the number of nitrogen lines. Unsöld (1942) pioneered the analysis of carbon spectra from early-type stars. Since then, numerous studies aimed at the same objective, and we highlight here the contribution by , which is the last in a series of three publications dedicated to developing and applying a carbon model atom within the spectrum analysis code detail/surface (Giddings 1981 , Butler & Giddings 1985 . Later on, Martins & Hillier (2012) explored the formation of C iii 4647-50-51 and C iii 5696 in detail, and found a tight coupling of these lines to UV-transitions that regulate the population of the associated levels.
Though data and observations improved with time, some "classical" problems are still discussed and partly an issue even to-date, particularly regarding the establishment of a consistent ionization equilibrium for C ii/iii/iv: Often, C ii provides solar, but also sub-solar abundances in early-type main sequence stars (Daflon et al. 1999 or Daflon et al. 2001a ); C iii might display solar abundances in OB dwarf stars and O supergiants (Daflon et al. 2001b and Pauldrach et al. 2001) ; and C iv can lead to all sorts of results, mostly because of the very restricted number of lines (four in the optical, but only in the rarely observed range between 5,000 and 6,000 Å; furthermore, two of these four lines are weak, and seldom, if at all, discussed/analyzed). Differences in abundance from C ii vs. C iii can reach a factor of 5 to 10 (Hunter et al. 2007) , and even when considering C ii lines alone, there can be significant line-by-line variations. In B4-O6 stars, C ii 4267 might indicate a very low abundance when compared with weaker lines such as the doublet at 6578-6582 Å (Kane et al. 1980) .
Recent studies have called the attention to the importance of implementing precise atomic data when some of these classical problems are addressed: Problematic data might produce systematic discrepancies in the final results, independent of the specific atmospheric model used, since these data describe interactions governed by the laws of quantum mechanics, independent of their environment.
On the other hand, this dependence can be used to test specific atomic models regarding their capability to reproduce the observed spectral features. Prior to this final proof of reliability, though, a series of tests should be performed, including a comparison with alternative models, in order to investigate the impact of the various components of the model atom on the final result. For our purpose, the atmospheres of late to early O-type stars represent suitable testbeds, because within this temperature range the main ionization stage of carbon changes drastically. Therefore, a grid of representative O-type stars permits us to examine the quality of the results produced by our newly developed carbon model atom.
Obviously, a spectroscopic analysis does not only depend on the atomic data and the atmospheric model, but also on the quality of the observational data. This even more for the tests outlined above: High S/N spectra are needed, preferably from slowly rotating single stars. The projected rotational velocity, v sin i, is one of the major broadening agents capable of making the majority of carbon lines almost invisible in the entire optical spectrum, recognizing that these are mostly weak lines (Wolff et al. 1982) . v sin i also affects the blending of a set of diagnostic lines by lines from other atoms, (e.g., the strong C iii 4647-50-51 complex blended by many O ii lines).
As already pointed out, the optical diagnostics of carbon in O-type stars is also influenced by a variety of UV transitions. Thus, a proper treatment of the UV radiation is necessary, both for the optical analysis and for an independent or combined investigation of UV carbon lines. If at least part of these lines are formed in the wind, the inclusion of X-rays and extreme ultraviolet (EUV) emission from wind-embedded shocks becomes essential. As a first step of this complex analysis, we can identify those optical lines that have levels pumped by UV transitions, and investigate how strong the radiation from wind-embedded shocks must be to influence the line shapes significantly.
Besides the X-ray emission, the UV region is also influenced by micro-and macro-clumping, and porosity in velocity space, which makes the analysis even more complex. This issue, however, will be addressed in a forthcoming study, after we have convinced ourselves of the reliability of our carbon model. This paper is organized as follows. Sect. 2 summarizes important characteristics of our atmosphere code, FASTWIND, and details our newly developed carbon model atom, the set of diagnostic lines used, and the model grid adopted as testbed. In Sect. 3 we provide various tests performed to check our model atom. Sect. 4 presents all relevant results from comparing synthetic carbon spectra with observed ones, for the case of six slowly-rotating O-type stars of various spectral type and luminosity class. Moreover, we discuss the potential impact of Xray/EUV radiation from wind-embedded shocks on the optical carbon lines. In Sect. 5 we conclude with an overview of the present work as the basis for a more detailed future analysis.
Prerequisites for a carbon diagnostics
All the calculations described in this work have been performed with the latest update (v10.4.5) of the NLTE model atmosphere/spectrum synthesis code FASTWIND (Puls et al. 2005 , Rivero González et al. 2012a . It includes the recent implementation of emission from wind-embedded shocks and related physics, which will be used here to investigate potential effects of X-rays/EUV radiation on the selected optical carbon lines. A detailed description of the X-ray implementation in FASTWIND is given by Carneiro et al. (2016) .
The code
For the diagnostics of early-B and O-type stars, FASTWIND thus far used models atoms for H, He, N (developed by Puls et al. 2005 and Rivero González et al. 2012b ), Si (see Trundle et al. 2004) , while data for C, O, and P have been taken from the WM-basic database (Pauldrach et al. 2001) . We call these elements 'explicit' (or foreground) elements. Briefly 1 , such foreground elements are used as diagnostic tools and treated with high precision by detailed atomic models and by means of comoving frame radiation transport for all line transitions. Most of the other elements up to Zn are treated as so-called background elements. Since these are necessary 'only' for the lineblocking/blanketing calculations, they are treated in a more approximate way, using parameterized ionization cross-sections in the spirit of Seaton (1958) . Only for the most important lines from background elements, a comoving frame transfer is performed, while the multitude of weaker lines is calculated by means of the Sobolev approximation. The latter approximation is applicable for the wind regime, but it may fail for regions with a curved velocity field (transition between photosphere and wind!), and in the deeper photosphere. The Sobolev approximation, when applied to regions with a pronounced velocity field curvature, yields too highly populated upper levels in line transitions (see, e.g, Santolaya-Rey et al. 1997 ). This could directly affect our carbon analysis, and is one more reason to use carbon as an explicit element and to develop a corresponding, more detailed carbon model.
The carbon model atom
The first step regarding the development of a new model atom concerns the decision of how many and which states shall be included into each ion. We established a sequence of criteria to define our choice of levels. At first, as suggested by Hubeny (1998) , the gap of energy between the highest ion level and the ground state of the next ionization stage should be less than kT . Since our conventional O-star grids include a minimum T eff of ∼28 kK, this temperature was chosen to establish a first guess for the uppermost levels of C iii and C iv. In the case of C ii, we used a temperature of 22 kK to obtain a better representation of this ion in B stars.
With a first list of levels, the second criterium was to account for all levels within a given subshell, up to and including the subshell considered by criterium one, which extends our previous list by a few more levels. Subsequently, a third and final criterium was to re-check the Grotrian diagram and to include higher lying levels with multiple transitions downward.
At this point, the uppermost considered level has an energy far beyond the limit established by the first criterium. Even though, the second criterium was revisited for completeness, and few more levels (partly with very weak cross-sections) included as a final step.
Basically, the list/configuration and energies of levels were taken from NIST 2 , but we cross-checked with other databases relying on independent calculations. In particular, the list of levels used in this work agrees to a large part with the WM-basic database 3 and also with the OPACITY Project online database 4 (TOPbase hereafter, see Cunto & Mendoza 1992 for details). The order of levels may appear, in few cases, interchanged in different databases, due to slightly different energies.
Oscillator strengths were mainly taken from NIST, though this database only provides data for allowed transitions. For a given radiative bound-bound transition, the gf-values are very similar in the different databases inspected by us: NIST, WMbasic, and data from an application of the Breit-Pauli method (Nahar 2002) . Data for forbidden transitions were essentially taken from the WM-basic database. Radiative intercombinations have been neglected, because of negligible oscillator strengths.
TOPbase displays photoionization cross-section data from calculations by Seaton (1987) for almost all the levels included in our model atom. Already presented a comparison between the radiative bound-free data from TOPbase and Nahar & Pradhan (1997) , concluding that the use of TOPbase reproduces more accurately the C ii 4267, 6151 and 6462 transitions, which are also of our interest. On the other hand, within the OPACITY Project no data were calculated for highly excited terms (e.g., C2 37: Table  A .1), because the quantum defect is zero, which means that such levels can be approximated as hydrogen-like. For these cases, we 2 http://www.nist.gov/physlab/data/asd.cfm, described in Kelleher et al. (1999) 3 See Pauldrach et al. (1994) . Briefly, the atomic structure code superstructure (Eissner & Nussbaumer 1969 , Eissner 1991 has been used to calculate all bound state energies in LS and intermediate coupling as well as related atomic data, particularly oscillator strengths including those for stabilizing transitions.
4 http://cdsweb.u-strasbg.fr/topbase/topbase.html used the resonance-free cross-sections provided in terms of the Seaton (1958) approximation
with α 0 the threshold cross-section at ν 0 , and β and s fit parameters, all taken from the WM-basic database.
The radiative bound-free data from TOPbase, which is our primary source, include the numerous complex resonance transitions relevant for the description of dielectronic recombination and reverse ionization processes. For the few levels where no data are present (see above), we used the "explicit" method accounting for individual stabilizing transitions (see, e.g., Rivero González et al. 2011) , with data from WM-basic (a further discussion on this approach will be provided in Sect. 3).
Collisional ionization rates are calculated following the approximation by Seaton (1962) . The corresponding threshold cross-sections are taken from WM-basic and Nahar (2002) , which present similar values for the majority of levels, and these also in agreement with TOPbase.
For collisional excitations, we used a variety of suitable datasets, discussed in the following together with particularities for each carbon ion:
C ii is described by 41 LS-coupled levels, roughly up to principal quantum number n = 7 and angular momentum l = 5, with all fine-structure levels being packed 5 . These levels are displayed in Table A .1. For the 16 lowermost levels of this boron-like ion, effective collision strengths were taken from R-matrix computations by Wilson et al. (2005 Wilson et al. ( , 2007 . For the remaining transitions without detailed data, collisional excitation is calculated using the van Regemorter (1962) approximation for optically allowed transitions, and by means of the Allen (1973) expression for the optically forbidden ones. For the latter, corresponding collision strengths Ω vary from 0.01 (∆n ≥ 4) to 100 (∆n = 0). Over 300 radiative and 1000 collisional transitions have been included.
C iii consists of 70 LS-coupled levels, until n = 9 and l = 2, with fine-structure levels being packed. The levels are detailed in Table A .2. For electron impact excitation of the lowest 24 levels, we used the Maxwellian-averaged collision strengths calculated by Mitnik et al. (2003) through R-matrix computations. The collisional bound-bound data for the other levels were treated in analogy to corresponding C ii transitions. This Be-like ion comprises approximately 700 radiative and 2000 collisional transitions.
C iv includes 50 LS-coupled terms, until n = 14 and l = 2, with fine-structure levels again being packed, and described in Table A .3. Aggarwal & Keenan (2004) provide electron impact excitation data for the lowest 24 fine-structure levels, which have been added up in such a way as to be applicable for our first 14 terms. All remaining collisional bound-bound transitions were treated in analogy to C ii. Overall, this Li-like ion is described by roughly 200 radiative and 1000 collisional transitions.
Thus far, C v consists of only one level, the ground state (C5 1: 1s 2 1 S), required for ionization/recombination processes from and to C iv. Anyhow, this is a suitable description, since (i) a further ionization is almost impossible under O-star conditions, due to a very high ionization energy, and (ii) the excitation energies of already the next higher levels are also quite large, so that C v should remain in its ground state. Table 1 . Diagnostic carbon lines in the optical spectra of early B-and O-type stars, together with potential blends. Lines with wavelengths written in bold-face are visible in a wide temperature range, and quite sensible to carbon abundance variations. Therefore, they are most important for an optical carbon analysis (see also Sect. 4.3). The labels displayed in column 3 ("transition") are detailed in Tables A.1 To summarize, our carbon model atom comprises 162 LScoupled levels, basically ordered following NIST. In few cases, we interchanged the order and adapted the corresponding energies, to obtain a compromise with the level-lists from WMbasic and TOPbase, which have been used for a large part of bound-bound and the majority of bound-free data, respectively. We note that such a task has to be done with specific care, since any wrong labeling would lead to spurious results. The definition of C ii/iii/iv/v accounts all together for more than 1000 radiative and 4000 collisional transitions.
Diagnostic optical carbon lines
We selected a set of 43 carbon lines visible (at least in principle) in the optical spectra of OB-stars, which allow us to approach some of the "classical" problems already mentioned in Sect. 1, as for example: (i) inconsistent carbon abundances implied by C ii 4267 and C ii 6578-82 (Grigsby et al. 1992 , Hunter et al. 2007 ), (ii) abundances derived from C ii and C iii may differ by a factor of 5-10 ( Daflon et al. 2001b , Hunter et al. 2007 ), (iii) the difficulty to establish a consistent ionization equilibrium for C ii/iii/iv (Nieva & Przybilla 2006 .
NIST identifies all relevant lines in the spectrum, together with corresponding oscillator strengths. This was our first source for building a prime sample of lines. We inspected various observed spectra (partly described below) to identify which of these lines are blended, and to find additional lines not included so far. In the end, we defined a set of lines similar to the ones used by , with some relevant additions. For the final synthetic spectra, we adopt Voigt profiles, with central wavelengths from NIST, radiative damping parameters from the Kurucz database 6 , and collisional damping parameters computed according to Cowley (1971) . Table 1 presents three different blocks, divided into C ii, C iii, and C iv. The second column displays the wavelengths of the lines, followed by the lower and upper level of the considered transition. Columns 4, 5 and 6 display the oscillator strengths, the log(g f )-values, and potential blends. The last column provides a short comment relevant for each line.
Model grid
In this study, we use the "theoretical" O-star model grid originally designed by Pauldrach et al. (2001, their Table 5) 7 , revisited by Puls et al. (2005) to compare results from an earlier version of FASTWIND with the outcome of WM-basic calculations, and again revisited by Carneiro et al. (2016) to test our recently developed X-ray implementation. Table 2 displays the stellar and wind parameters of the grid models. The adopted models allow us to study, for a certain range of spectral types, how changes in stellar parameters (e.g, T eff , log g, carbon abundance) will affect the shape and strength of significant carbon lines. At the same time, these models define a reasonable testbed for a series of tests described in Sect. 3.
We adopt solar abundances from Asplund et al. (2009) , together with a helium abundance, by number, N He /N H = 0.1. Carbon abundances different from the solar value are explicitly mentioned when necessary.
The main focus of this work is set on the analysis of photospheric carbon lines, which should not be affected by wind clumping. In the scope of this work, we thus only consider homogeneous wind models. Even though, our unclumped models with mass-loss rateṀ uc roughly correspond to (micro-)clumped models with a lower mass-loss rate,Ṁ c ,
where f cl ≥ 1 is the considered clumping factor.
Observational data
In Sect. 4, we will use optical spectra (kindly provided by Holgado et al. 2017 , submitted to A&A) from prototypical Otype stars, to compare with the carbon line profiles as calculated using our new model atom. These stars are included in the grid of O-type standards, as defined in Maíz Apellániz et al. (2015) 8 . From the observed sample, we selected six presumably single stars in different ranges of temperature and with low v sin i. The spectra have been collected by means of three different instruments: HERMES (with a typical resolving power of R = 85,000, see Raskin et al. 2004 ) at the MERCATOR 1.2 m telescope, FEROS (R = 46,000, see Kaufer et al. 1997 ) at the ESO 2.2 m telescope, and FIES (R = 46,000, see Telting et al. 2014) at the NOT 2.6 m telescope. Table 3 lists the instrument and S/N ratio of each spectrum analyzed in this work. More details are provided in Sect. 4.2.
For the temperature range considered in this work, we expect that carbon line profiles from ionizations stages C ii/iii/iv Table 2 . Stellar and wind parameters of our grid models with homogeneous winds, following Pauldrach et al. (2001) . For all models, the velocity field exponent has been set to β= 0.9, and a micro-turbulent velocity, v turb = 15 km s −1 , has been used. are visible around ∼30 kK. On the other hand, for the hottest objects (∼50 kK), we will have to rely on estimates using C iv lines alone.
Testing the atomic model
After having constructed a new carbon model atom using high quality data, this section describes some of the tests we performed to investigate the outcomes from using this model atom in an atmospheric code, for various stellar conditions. Specific tests are briefly summarized in the following: (i) As outlined in Sect. 2.1, previous FASTWIND calculations used the carbon model atom from the WM-basic database, independent of whether carbon was treated as a foreground or background element. Thus we are able to compare the results from our former practice and our new (and more detailed) description. As expected, in terms of ionization fraction, both methods display exactly the same results in the stellar photosphere. Irrespective of wind-strength, differences appear only in the outer wind (e.g., for model S30, around τ Ross 10 −4
, corresponding to r 6 R * or v(r) 0.8 v ∞ ) for all considered ions except for C ii, for which differences begin to appear deeper in the wind (again for model S30, around τ Ross 10 −2 , corresponding to r 3 R * or v(r) 0.2 v ∞ ). Our new carbon description displays consistently less C ii for a wide range of temperatures (for both dwarf-and supergiant-models), where the maximum difference (0.7 dex) is reached in our coolest model at 30 kK. This behaviour is due to less C iii and C iv(see below), though the differences for these ions are lower (less than 0.5 dex), and appear only in the outer wind.
(ii) In our model atom, we use the expression from Allen (1973) , with individual Ω values from 0.01 to 100, to describe those collisional bound-bound transitions where the radiative ones are forbidden and where we lack more detailed data (usually, between quite highly excited levels). We tested the impact of uncertainties in Ω on the final results, by setting Ω = 1.0 for all these transitions, and found that this has a negligible impact on our results regarding the optical lines. Indeed, the "exact" value of the collisional strength is only important for a specific part of the atmosphere in between the LTE regime and the much lesser dense wind. Since we use Allen's expression only for those transitions where the radiative ones are forbidden, i.e., which have a very low oscillator strength ( 10 −5 ), the weak impact of Ω is understandable when considering the dominating effect of the other radiative transitions included in the model atom. We expect, however, that specific IR-transitions might be influenced though.
(iii) We also tested a possible interplay between nitrogen and carbon, which might arise when combining different foreground elements in FASTWIND. To this end, we considered three different model series: one with H/He + carbon + nitrogen as foreground elements, one with H/He + only carbon, and one with H/He + only nitrogen. In the latter two cases, either nitrogen or carbon are used as background elements, respectively, with atomic data from WM-basic. These tests resulted in irrelevant differences regarding the carbon ionization stratification (∼ 0.1 dex in the outer wind), when comparing the HHeCN and the HHeC models. The same, now regarding nitrogen, holds when comparing HHeCN vs. HHeN: we found no visible difference in the nitrogen description, whether carbon is included or not. We emphasize though that this test does not consider potential C/N line overlap effects, particularly regarding the EUV resonance lines from C and N at ∼321 Å 9 . This issue deserves a separate investigation.
These first tests confirmed our expectations, illuminating specific aspects that have low interference on the final results.
Of course, we have tested our model atom much more. In the following, some of these tests are discussed in more detail.
Dielectronic Recombination
One advantage for testing our carbon description is the availability of two independent codes in our scientific group (FASTWIND and WM-basic), which can be used to calculate the same atmospheric models but employing different atomic models. A comparison of the carbon ionization stratification then, for a set of models calculated with FASTWIND and WM-basic, gives a quick overview about differences between our results and former work (see Pauldrach et al. 1994 Pauldrach et al. , 2001 .
In this spirit, we calculated all grid models described in Table 2 also with WM-basic. After comparing these models with corresponding FASTWIND ones, we found a rather similar run of C iv and C v, both in the stellar photosphere and also in the wind. In contrast, C ii and C iii displayed a recurrent difference for all the models: in the wind part, our results lay consistently one or two dex below the outcome from WM-basic. Though this finding does not allow for premature conclusions (at least at this stage, we do not know what is the better description), it nevertheless caught our attention, especially since the same discrepancy had been found for a wide range of temperatures. We thus recalculated the FASTWIND models, but this time using the complete WM-basic dataset for carbon. Comparing with our initial models, we found the same difference in C ii and C iii as described just above. Thus the differences need to be attributed to the different datasets and not to the different atmospheric models, and we set out to compare both datasets in detail.
In the end, we identified the origin of the discrepancy within the radiative bound-free transitions, where each of both datasets describes these transitions differently. While within our new model atom we use an implicit method to define the dielec- ) data within the photoionization cross-sections, the WM-basic database adopts an explicit method. Both methods are implemented into FASTWIND: Within the implicit method, the resonances appear "naturally" in the photoionization cross-sections (from OPACITY Project data, Cunto & Mendoza 1992) , whereas the explicit method considers explicitly the stabilizing transitions from autoionizing levels together with the resonance-free cross-sections. As an example, Fig. 1 displays the data available from the OPACITY Project (black line) with the numerous complex resonances for the ground state of C iii, together with the Seaton (1958) approximation using data from WM-basic (red line), to which the stabilizing transitions (data input: frequencies and oscillator strengths) would need to be added.
For further details, and advantages and disadvantages of both methods, we refer to Hillier & Miller (1998) and Rivero González et al. (2011) . The important point with respect to this work is the following: Since in the explicit method one defines each stabilizing transition by corresponding data, we have the possibility to remove any of those transitions by setting the corresponding oscillator strengths to a very low value. Fig. 2 shows the ionization fraction of different carbon ions in the atmosphere, for model D45 (see Table 2 ). We calculated three different models, where only the bound-free dataset for carbon was changed, leaving all other data at their original value, defined by our new carbon model atom. In the first model, we used the implicit method with bound-free cross-sections from OPACITY Project data (black line), in the second we used corresponding WM-basic data (explicit method -red line), and in the third model we discarded the DR-processes in the WM-basic data, i.e., used only the resonance-free cross-sections by excluding all stabilizing transitions (green line). As displayed in Fig. 2 , the effect of DR is irrelevant in the stellar photosphere, where due to the high temperatures and densities the "normal" ionization/recombination processes dominate. In the wind part, the impact of DR remains irrelevant for C iv, but becomes crucial for a precise description of C iii. In the case of C ii, the difference is mostly a consequence of changes in C iii: Without DR, less ions are recombining from C iv to C iii, and thus also from C iii to C ii, due to the lower population. Thus, the differences seen in C iii are reproduced in C ii, whether DR is present or not. Since C iv is the main ionization stage, the slight increase in its ionization fraction (without DR) is almost invisible.
All models described in Table 2 produce the same effect for C iii and C ii when DR data are removed. Here we have concentrated on model D45, since for this model we already investigated the effect of DR on the ionization of oxygen in a previous study (Carneiro et al. 2016) .
Of course, we investigated which transitions (regarding their lower levels -C iii) are responsible for such a change in the wind ionization. It turned out that almost all of the first 40 states are involved, but that levels C3 19, C3 29, and C3 30 (for configuration and term designation, see Table A .2) are responsible for already half of the total effect, where these levels ionize to the second state of C iv.
Finally, we note that also the models calculated with WMbasic show the same reaction when DR is excluded (with respect to all or individual stabilizing transitions). We conclude that the two codes independently show a lower degree of C ii and C iii, once DR is neglected. On the other hand, when actually accounting for DR, the detected differences can be attributed to different strengths of the stabilizing transitions/resonances, where according to our tests all recombining states are relevant, though specific transitions (see above) have a particularly strong impact. As a last test on this issue, we explicitly compared the strengths for the latter transitions (see also Rivero González et al. 2011, Sect. A3), finding a discrepancy of roughly a factor of two (with WM-basic data providing larger values).
Further comparison with WM-basic
Once the importance of DR in transitions from C iv to C iii and its indirect impact on C ii has been understood, we can continue in our comparison between FASTWIND and WM-basic results.
We remind that both codes are completely independent (except that FASTWIND uses WM-basic data for the background elements, i.e., for all elements different from H, He, and C in the case considered here), and use different methods and assumptions. In addition to the different treatment of metal-line blocking, WM-basic calculates the velocity field from a consistent hydrodynamic approach, leading to certain differences particularly in the transonic region. Furthermore, while WM-basic uses the Sobolev approximation for all line transitions and depths, FASTWIND uses a comoving-frame transport for the transitions from explicit elements and for the strongest lines from the background ones. As already pointed out, this can lead to significant discrepancies for those lines that are formed in the region between the quasi-static photosphere and the onset of the wind. Figure 3 displays the comparison of ionization fractions for carbon ions in the photosphere and wind (as a function of τ Ross ) for our S45 model (see Table 2 ). Red lines represent the carbon ionization stratification as derived by WM-basic, black lines show the FASTWIND solution using our new model atom, and blue lines display FASTWIND models, where the carbon boundfree transitions including DR are calculated using the explicit method with WM-basic data.
For this grid model, C iii and C iv (the main ionization stage in the wind) are of major relevance regarding a carbon line diagnostics, though we also display C ii (irrelevant at this T eff ) and C v, approximated by only one ground-state level in our atomic model. Within the photosphere, all solutions are quite similar, though at certain depths differences become visible, mostly because of deviations in the local velocity and density, and due to differences in the line transfer (see above). In the wind, however, the standard FASTWIND and the WM-basic solution diverge, not only for S45, but also the other grid-models. This differences have been already described in Sect. 3.1, and are due to the different description of DR. When we now manipulate our new model atom to use the bound-free data from WM-basic with their larger strengths for the stabilizing transitions (blue curves), we indeed see much more similar fractions also in the outer wind.
In conclusion, we find a satisfactory agreement between results from FASTWIND and WM-basic, if a similar treatment of DR is performed. The differences apparent at first glance are due to the fact that the stabilizing transitions in WM-basic are larger (or considerably larger for specific transitions) than implied by the resonances provided by the OPACITY Project data.
Since we are no experts in this field, we cannot judge which data set is the more realistic one, but until further evidence we prefer to use the OPACITY Project data, since they are well documented, tested, and applied within a variety of codes and studies.
Optical carbon lines -dependence on stellar parameters
The typical precision of a spectral analysis of massive stars using H/He lines is on the order of ±1.5 kK in effective temperature and ±0.1 dex in log g (e.g., Repolust et al. 2004 ). Since we aim at a non-LTE carbon abundance determination by line profile fitting, we need to test the sensitivity of our set of strategic lines to a variation of these parameters.
Due to the distinct complexity in each line formation process, almost each of the carbon lines will react differently. Fig. 4 (and analogous figures) displays one spectral line per each carbon ion in each of the three columns. The first column shows C ii 5145, the middle column C iii 5696, and the third one C iv 5801. These lines have been chosen because they are strong (highlighted in Table 1 ), often discussed in the literature (e.g., , and visible in different temperature ranges (see Figs. 6 to 11).
In each panel of Fig. 4 , the black profiles refer to model D35. In the upper panels, red profiles correspond to the same model, however with T eff increased by 1.5 kK, while the green profiles, in turn, correspond to a T eff reduced by 1.5 kK. Thus, we are able to study the variation of important carbon lines within the typical uncertainty of T eff . Moreover, the upper panels also display profiles colored in blue, which also correspond to model D35, but now with a mass-loss rate (Ṁ) reduced by a factor of three, to estimate the impact of variations in this parameter. The effect of this reduction becomes most obvious for supergiant models (as for example displayed in Fig. 5 ).
In the lower panels, we study the reaction to variations in log g. Here, the red lines display profiles for models with log g increased by 0.2 dex, while the green lines correspond to an analogous reduction.
As shown in the upper left panel, the decrease of temperature leads to a deeper C ii absorption (green line), while rising T eff results in a shallower C ii profile (red line). This effect is easily understood: lower temperatures increase the fraction of low ionized stages, while higher temperatures favor the presence of higher ions, in this case C iv. From the lower left panel, we see that for the C ii profile a decrease of log g (green line) leads to a shallower line (less recombination), while the opposite is seen once log g increases (red line).
The panels on the right present the reversed effects for C iv, as expected. For C iii 5696 (middle panel), on the other hand, the behaviour is quite complex, and has been explored comprehensively by Martins & Hillier (2012) . Briefly, the strength of C iii 5696 depends critically on the UV C iii lines at 386, 574, and 884 Å, because these lines control the population of the lower and upper levels of specific optical C iii lines including C iii 5696. Indeed, we find a very sensitive reaction of this line on small variations in T eff (upper middle panel), and a similar effect when varying log g (lower middle panel). Without going into further details, during our tests we were able to reproduce all basic effects described by Martins & Hillier (2012) , both regarding C iii 5696, and also for the triplet C iii 4647-50-51.
The consequences of a reduction inṀ are clearly seen in the corresponding ionization fractions, where our D35 model with lowerṀ displays less C ii and C iii (less recombination) in the wind (∼ 1 dex). Though these differences do not affect the line profiles in a notable way, the weak effect seen in the middle and right panel indicates that these lines are not completely photospheric. Fig. 5 displays a similar study on the reaction of specific carbon lines, now for the supergiant model S35. Since for supergiants the C ii lines are already very weak or absent in this temperature range, we display another important C iii line instead of the C ii profile. Indeed, C iii 4068-70 behave similarly to what has been discussed for the C ii line in the previous figure. C iii 5696 (the one with complex formation!) is now in emission, for all cases shown, and C iv 5801 starts to display a P-Cygni shape. For this specific model, a reduction of log g by 0.2 dex brings the model very close to the Eddington limit (Γ e ≈ 0.77 already for a pure Thomson scattering opacity). The corresponding stratification becomes very uncertain, and we refrain from displaying corresponding profiles.
Since a supergiant (model) exhibits a denser wind than a dwarf, the effects of a mass-loss reduction on the line profiles are more obvious than for model D35. Also here, the model with reducedṀ displays a lower fraction of C ii and C iii in the outer wind. Particularly in the line forming region, however, the ionization fractions of all ions become larger. The leftmost panel shows that a reduction ofṀ leads to a stronger C iii 4068-70 absorption, where the effect is even more pronounced than the effect of the temperature reduction or the gravity increase. In the middle panel, the effect is similar, now acting on an emission profile. Again, we see a larger response than on the temperature decrease, which is also true for the right panel. Additionally, the P-Cygni shape almost vanishes, due to the inward shift of the line-forming region.
Finally, and for completeness, Appendix B provides the same analysis, now for the cooler and hotter dwarf/supergiant models at 30 kK and 40 kK, and for partly lower changes in T eff and log g. In addition to mostly similar reactions as described above, we note the different reaction of C iii 5696 on the variation of log g in the supergiant models: While for largest log g (red lines) both S30 and S35 yield the lowest emission, this behaviour switches for S40, where the highest log g results in the largest emission. Again, this non-monotonic behaviour is due to the complex formation process of this line.
Overall, the tests performed in the section indicate that most of our strategic carbon lines are quite sensitive to comparatively small variations of the stellar parameters, variations that are within the precision of typical atmospheric analysis of massive stars performed by means of H and He. Moreover, some of them depend on UV transitions (as, e.g., C iii 5696). Since X-ray emission affects UV lines, we need to check which of our optical lines indirectly depend on the strength of the X-ray emission (see Sect. 4.4).
We conclude by the end of this test that even in those cases where the stellar parameters are "known" from a H/He analysis, a small model grid needs to be calculated for each stellar spectrum which should be analyzed with respect to carbon. This grid needs to be centered at the (previously) derived T eff and log g values found from H/He alone, and should extend these values in the ranges considered above 11 . One of these models should then allow for a plausible fit for the majority of our C ii/iii/iv lines (and not destroy the H/He fit quality), for a unique abundance and micro-turbulent velocity, v turb .
Finally, we emphasize that all the tests discussed thus far only give a first impression on the capabilities of our new model Fig. 4 . C ii 5145, C iii 5696, and C iv 5801 line profiles for model D35 (black lines) and similar models with relatively small changes in effective temperature (T eff ) and gravity (log g). In the upper panels, the red lines correspond to a D35 model with T eff increased by 1500 K, the green lines to a model with T eff decreased by the same value, while the blue lines display the reaction to a decrease ofṀ by a factor of three. In the lower panels, the red lines correspond to a D35 model with log g increased by 0.2 dex, and the green lines with log g decreased by 0.2 dex. atom. The quality and reliability of these results can be estimated only via a detailed comparison with observations, for a large range of stellar parameters. A first step into this direction is the main topic of the next section.
A first comparison with observed carbon spectra
After having thoroughly tested our new model atom as far as it is possible without relying on reality, we will now take a first step towards a comparison with observations. This will be done using the philosophy just outlined above. At the end of this section, we study the impact of X-rays on the optical carbon lines as a preview for a future analysis.
Basic considerations
For our comparison with observations and a first analysis, we used six spectra of presumably single O-type stars in different temperature ranges, all of them relatively slow rotators.
The reduced and normalized spectra were kindly provided and extracted from the work by Holgado et al. (2017, submitted to A&A) . In this work, the parameters of a large sample of Galactic O-stars were obtained by quantitative H/He spectroscopy using FASTWIND, where we have already summarized some observational details in Sect. 2.5.
For our sub-sample, we double-checked their results by an independent FASTWIND analysis (fitting by-eye, contrasted to the semi-automatic fitting method applied by Holgado et al. using pre-calculated grids of synthetic spectra and the GBAT-tool, Simón-Díaz et al. 2011) , and found values agreeing on a 1-σ level. We also checked the radial velocities using the H/He lines, and confirmed the values provided by Holgado et al. for almost all stars (differences less than 10 km s As shown in Sect. 3.3, the error bars on the stellar/wind parameters derived from H/He alone are quite large when accounting for the sensitivity of the carbon lines. Therefore, after having defined a first guess of these parameters, there is still a sufficiently large interval in T eff and log g to vary those parameters and to find the best matching carbon ionization balance (in those cases where more than one ion is present), while preserving the overall fit-quality of the H/He lines. To this end, we varied T eff and log g inside intervals of ±1,000 K and ±0.1 dex, respectively, centered at the initial values derived by Holgado et al..
These authors also estimated the wind-strength parameter, Q =Ṁ/(R * v ∞ ) 1.5 (e.g., Puls et al. 2005) for each star in their sample, though they did not provide individual values forṀ, R * , and v ∞ as required for the FASTWIND input. We estimated these quantities using their Q-values, an estimate of v ∞ (via v esc , using log g, R * , and T eff , see Kudritzki & Puls 2000) , and an adopted stellar radius, R * , prototypical for the considered spectral type.
Because of the weakness of most lines and the blending problem, rotational broadening is of major concern for a meaningful comparison of synthetic and observed spectra. Usually, hot massive stars are fast rotators (e.g., Simón-Díaz & Herrero 2014), and any large value of v sin i (particularly in combination with a significant extra-broadening due to "macroturbulence", v mac ) makes the majority of carbon lines very shallow or even too shallow to be identified. Thus, we restricted our subsample to comparatively slow rotators, and double-checked also the v sin i and v mac values derived by Holgado et al. (indeed, we found very similar results). Table 3 summarizes the final values derived from our fits to the optical H/He 12 and C-lines, for all objects considered.
As we have double-checked all stellar and wind-parameters (but varied T eff and log g to improve on the carbon ionization balance), and these parameters turned out to be sufficient to reproduce the H/He and C profiles, we have not performed an independent error analysis, and refer to the values suggested by Holgado et al.. On the other hand, since we additionally derive the carbon abundances, we need to estimate their uncertainties. This was done by using the finally derived values, and then calculating two more models with a carbon abundance varied by ±0.2 dex (or more, for specific models). This allowed us to obtain a rough estimate on the associated uncertainty, as displayed in Table 3 and Figs. 6 to 11.
Our sub-sample comprises three dwarf and three supergiant O stars, observed with different instruments. However, all spectra cover the wavelength range relevant for this work. As in our previous tests, we cover the same interval of temperature, from ∼30 kK to ∼50 kK. Thus, we expect to analyze C ii/C iii for the coldest stars, while the hotter stars provide an opportunity to check our precision in reproducing C iii and C iv lines.
In the following, each of the spectra and corresponding fits will be discussed in fair detail. Figs. 6 to 11 present the observed spectra and our best solution (in black), corresponding to the parameters as given in Table 3 . The red and the blue lines refer to a carbon abundance increased and decreased by 0.2 dex, respectively. These profiles provide us with an estimate on the error of our finally derived abundance (see above), and also allow us to identify which of the lines are more or less sensitive to abundance variations.
We remind here that lines sensitive to significant X-ray emission from wind embedded shocks (discussed in Sect. 4.4) have been marked as "X-ray dependent" in the last column of Table 1.
Details on individual spectra
HD 36512 (υ Ori) is an O9.7V slow rotator, observed with the HERMES spectrograph (see Fig. 6 ). We fitted the H/He and C lines with a temperature of 33.8 kK and log g = 4.02. The obtained stellar parameters agree well with the values derived by Holgado et al. This is one of the stars where all the carbon ions have well-defined observable lines.
Our synthetic spectra reproduce quite well the C ii and C iv lines. C ii 4637 is absent (O ii 4638.9 dominates the range), as well as C ii 5133. For C iii, basically all lines are reproduced, except for C iii 6744, C iii 5272, and the C iii 4068-70 doublet, which always seems to indicate a lower carbon abundance than inferred from the other lines, and in parallel is strongly influenced by O ii 4069.8. At least for this object, the discrepancy seems to be stronger for the C iii 4068 component than for its λ4070 Å companion.
We derive a carbon abundance of [C/H] = log C/H + 12 = 8.25 dex 13 , which brings most carbon lines into agreement. Few of our lines point to slightly different abundances (e.g., C iii 5696-6744-8500), and therefore we estimate a range of ±0.22 dex for the involved uncertainties. This spectrum/object is an example for an ideal scenario, mainly due to the low rota-12 including H α and He ii 4686 13 (i) in terms of number density. (ii) for reference, the solar carbon abundance is 8.43±0.15 dex according to Asplund et al. (2009) , while Przybilla et al. (2008) estimated, from quantitative spectroscopy of Bdwarfs, a carbon abundance of 8.32±0.03 dex as a cosmic abundance standard for the solar neighborhood. ), where our carbon model produces very satisfactory results. Martins et al. (2015a) have analyzed this star as well, and they derived, in addition to rather similar stellar parameters, also a carbon abundance ([C/H] = 8.38 ± 0.15) that is consistent with our result.
HD 303311 is an O6V star with 47 km s −1 projected rotational velocity, and a macroturbulence of 61 km s −1 (Fig. 7) . The spectrum has been collected with the FEROS spectrograph. We obtained a final value of 41.2 kK for the temperature and of 4.01 for log g, both slightly adjusted after the reproduction of the H/He lines to the best agreement with the different carbon lines. At this temperature (and rotational velocity), the lines of C ii already vanish, and the C iii profiles are weak, while the C iv lines are still easily detectable. Our synthetic lines show a good reproduction of the C iii lines. Once more, C iii 4068-70 indicate a lower abundance when compared to the other C iii profiles, however the difference is not larger than 0.2 dex. C iii 6731 surprisingly displays an emission profile. There seems to be a disagreement between the carbon abundance indicated by the C iii and C iv lines. Both C iv profiles point to a higher [C/H]-value, but again the difference is not larger than 0.22 dex. The best compromise was found for a carbon abundance of 8.33±0.25 dex.
HD 93128 is an O3.5V star rotating with 58 km s , and was observed with the FEROS spectrograph (Fig. 8) . The temperature has been decreased by 300 K from the value obtained from the pure H/He analysis, but is still in agreement with the value from Holgado et al. when considering their 1-σ interval. We used 48.8 kK for the temperature, and 4.09 for log g. In this temperature regime, some weak signs of C iii might be seen only by chance. Furthermore, also the C iv-analysis becomes complicated, because the lines start to switch from absorption to emission, and a distinction from the continuum is difficult in this case.
Anyhow, at least a rough estimate for the carbon abundance might be provided, both from C iii and C iv. The black line in Fig. 8 fits the weak sign of C iii 4650, and also C iv 5812, and we infer [C/H] ≈ 8.23 dex. Due to the very low number of available lines, we adopt a larger uncertainty in our estimate, ± 0.3 dex.
HD 188209 is an O9.5Iab star with v sin i of 54 km s , and has been observed with the HERMES spectrograph (Fig. 9) . The temperature and gravity obtained from fitting the H/He lines agree with the stellar parameters derived from Holgado et al., and were also used in our final model including the carbon line diagnostics (T eff = 30.3 kK, log g = 3.03). C iii and C iv lines are easily identified, while C ii lines are not present in this case, except a subtle sign of C ii 4267, which is well reproduced by our synthetic profile. The C iii and C iv lines, even being weak, are well described by the synthetic profiles, and the discrepancy of C iii 4068-70 is somewhat lower than found in the cases above. Here, C iii 4650 shows the largest deviations. Our final solution for [C/H] is 8.23 dex, and due to non-fitting lines we increase our error budget to ±0.25 dex. Also this star has been analyzed by Martins et al. (2015a) . Again, the stellar parameters are in very good agreement, but here the derived carbon abundance ([C/H] = 7.85 ± 0.3 dex) only marginally overlaps with our value within the quoted error intervals.
HD 169582 (O6Ia) rotates with v sin i = 66 km s
, has a macroturbulence of 97 km s −1
, and was observed with the FEROS spectrograph (Fig. 10) . A temperature of 39 kK and log g of 3.7 were used to synthesize the carbon lines. Both values agree with the ones suggested by Holgado et al.. C iii is very weak and almost invisible, and only the C iv profiles are easily visible. Firm conclusions about C iii are not possible, though we note that the synthetic lines indicate a weak signal. A carbon abundance of 8.33 dex gives a fair compromise for the C iii/C iv lines, though C iv seems to indicate a slightly higher abundance than C iii. We note however that none of the lines requires an abundance outside the ±0.2 dex interval.
CygOB2-7 is one of the few O3I stars in the Milky Way. Its spectrum (Fig. 11) has been recorded by the FIES-spectrograph, and extends "only" to a maximum of 7000 Å, so that C iii 8500 is not available. We note that this spectrum has the lowest S/N within our sub-sample. A T eff of 51 kK and a log g of 4.09 (together with v sin i = 75 km s −1 and v mac = 10 km s −1 (!)) enable a satisfactory fit to the H/He lines. In this temperature regime, only C iv is visible, switching from absorption to emission (at least at the givenṀ). This behaviour complicates the reproduction of the C iv profiles, and forbids any stringent conclusions. Especially in this case, one would also need to analyze the UV spectrum. If we believe in the ionization equilibrium and the mass-loss rate, we derive an abundance around [C/H] ≈ 8.0, which would be the lowest value in our sample. From the fit quality and since we have to firmly rely on our theoretical models (no constraint on the ionization equilibrium), we adopt an asymmetric error interval, −0.4 and +0.3 dex.
As mentioned in Sect. 2.3, one of the "classical" problems in carbon spectroscopy is an inconsistent abundance implied by C ii 4267 and C ii 6578-82. These lines are clearly visible and well reproduced with the same value of [C/H] in our coldest dwarf, HD 36512. This provides strong evidence that our present data are sufficient to overcome this issue. Also for our coldest supergiant, HD 188209, C ii 4267 is present and well reproduced. On the other hand, C ii 6578-82 is absent, and thus no further conclusions can be asserted.
We finish this section by noting that part of the problems in fitting certain lines might be related to our assumption of a smooth wind. Effects due to clumping will be investigated in a forthcoming paper. As Fig. 7 , but for CygOB2-7 (O3I), and a carbon abundance of 8.03 dex.
Which lines to use?
After our first analysis, we acquired enough experience to judge in which lines to "trust" when deriving carbon abundances. In Table 1 , we provided a comprehensive list, comprising many more lines than previously studied, which are strong enough to be easily identified in different temperature ranges. Instead of describing which of these lines are the most useful, we summarize which may be discarded, since this results in a shorter list.
For C ii, the range around C ii 4637 is dominated by O ii 4638, and therefore the carbon lines are barely visible. C ii 5648-62 are isolated lines which can be important, but are not visible in the range of spectral types studied in this work (O9-O3). The same is true for C ii 6461. The lines at 5139 and 6151 Å are formed by transitions with low oscillator strength, and might be too weak for a meaningful spectral diagnostics. Excluding these lines, we were able to identify all the other C ii lines as listed in Table 1 in the observed spectra (for the cooler spectral types), and to use them within our analysis.
C iii provides us with the largest number of lines, when considering the complete O-star range. Particularly, all the listed lines are visible in the coldest dwarf of our sample (Fig. 6 ). C iii 4068-70 always (i.e., for the complete temperature range) point to lower abundances (compared to the majority of other lines), and it might be that particularly the λ4068 Å component is either mistreated by our approach, or that there is a problem with its oscillator strength. The lines at 4650 and 5696 Å always deserve special attention, because of their complicated formation process, even though we were able to reproduce these lines well in the majority of cases studied here. The lines at 5826, 6731, and 6744 Å are also good diagnostics, but vanish quickly for spectral types earlier than O9.
For C iv, basically four lines are available in the optical range, but the ones at 5016-18 Å are outshone by He i 5015. Therefore, and to our knowledge, all optical C iv analysis performed until to-date have concentrated on C iv 5801-12, and this most likely will not change in future.
Discarding the lines quoted above, we end up with a list of 27 lines from C ii/iii/iv that are useful for determining reliable carbon abundances, indicated in bold-face in Table 1 .
Impact of X-rays
In a previous paper (Carneiro et al. 2016) , we already discussed the impact of X-ray radiation on the ionization stratification of different ions, including carbon. Here we investigate which of the optical lines are affected by emission from wind-embedded shocks, and how intense the X-ray radiation must be to have a relevant impact on the lines. As pointed out before, purely photospheric lines without any connection to UV-transitions should not be affected by X-rays, at least in principle. However, lines that are purely photospheric for thin winds are partly formed in the wind when the mass-loss rate becomes larger, and also the lower boundary of the X-ray emitting volume is important in controlling how much X-ray/EUV radiation can reach the photosphere. Even more, since the X-ray luminosity scales with the mass-loss rate (or, equivalently, with the stellar luminosity, e.g., Owocki et al. 2013) , carbon lines in high-luminosity objects might become affected by X-ray emission even when they are not connected with UV-transitions.
The main idea of our study is to adopt the strongest possible (and plausible) shock radiation, and to check which lines will change. For the present analysis, few parameters will describe the shock radiation in each model, leaving the others at their default (see Carneiro et al. 2016 for details) . These are the X-ray filling factor, f x , which is related to (but not the same as) the (volume) fraction of X-ray emitting material, and the maximum shock temperature, T . Another important parameter is the onset of X-ray emission, R min . Guided by theoretical models on the line-instability and/or by constraints from X-ray line diagnostics, R min is conventionally adopted as ∼1.5 R * (e.g., Hillier et al. 1993 , Feldmeier et al. 1997 , Cohen et al. 2014 ). Since we want to maximize any possible effect from the X-ray radiation, we set R min = 1.2 R * .
Before turning to the general results of our simulation, we remind on the sensitivity of C iii 5696 and C iii 4647-50-51, showing significant changes in strength and shape for small variations of local conditions in the 30-40 kK regime (see Fig. 4 and for a thorough analysis). As expected (both transitions are connected to UV resonance lines), these lines are indeed sensitive to the presence of X-rays.
After checking all lines tabulated in Table 1 regarding a potential influence of X-ray emission, no changes were found for the 30 kK and 35 kK dwarf and supergiant models. Even for C ii in these coolest models, no impact was seen, which indicates that either the X-ray radiation is still to weak (because of low mass-loss rates), or that it cannot reach the photosphere.
From 40 kK on, however, the situation changes. In almost all cases, only the C iv lines become weaker, and by a considerable amount for supergiants (see below) and our D50 model. Most C iii lines become only marginally stronger or weaker, if at all, and the only more significant reaction is found for the "complicated" C iii 4647-50-51 and C iii 5696 lines. When including shock radiation, their strength increases at hottest temperature(s), comparable to an increase in carbon abundance of 0.1 dex, Beyond 40 kK, the ionization fraction of C iv decreases (both in the line-forming region and the wind) when the X-ray emission is included. For dwarfs, the corresponding line-strengths of C iv 5801-5811 (in emission) decrease in parallel, by an amount still weaker than 0.1 dex in [C/H].
For the supergiants, this effect becomes stronger in the 40 to 45 kK regime, while for S50, finally, the impact of X-rays on the C iv lines becomes weak again, presumably because in this temperature range the stellar radiation field dominates in controlling the ionization equilibrium. Note that for the D50 dwarf model the changes remain considerable though.
In Fig. 12 , we detail this behaviour, for our S40 model, where the effect is strongest. The black line represents a model without X-rays, the green continuous line corresponds to a model with intermediate shock radiation, and the red continuous line displays the model with our strongest X-ray emission. The dotted profiles give an impression of a corresponding decrease in carbon abundance which would be necessary to mimic the Xray effect, which is 0.3 and 0.6 dex, respectively. The other way round, for stars that have been analyzed without X-rays but exhibit a strong X-ray radiation field, the originally derived carbon abundance might need to be increased by such an amount to compensate for the missing X-ray field. Our investigation clearly indicates that X-rays may be important for the C iv analysis of supergiant stars with temperatures around 40 to 45 kK (e.g., the prototypical ζ Pup) and for (very) hot dwarfs, in particular if no lines from other carbon ions are present. Fig. 12 . Impact of X-ray radiation on the C iv 5801-12 lines, for a supergiant model with T eff = 40 kK (S40). Black: Line profiles for the "standard" model without shocks; green: model with an intermediate X-ray strength; red: model with strong X-ray radiation. The dotted profiles refer to alternative, no-shock models with reduced carbon abundance, mimicking the effect of shock radiation. We note that the displayed sensitivity is strongest for the considered lines and parameter range, see text.
Summarizing, the changes are marginal for not too hot dwarfs, and affect only a few C iii lines (the triplet at 4650, and C iii 4665, 5696, 5826, 8500 Å) which might be used with a lower weight in abundance analysis.
In contrast and at least for supergiants in the range between 40 to 45 kK, various lines become substantially modified when accounting for strong emission from wind-embedded shocks, in particular the "complicated" C iii lines and the C iv lines. The potential differences in abundances derived from these lines (∼0.1 dex from C iii 4647-50-51 and C iii 5696, and ∼0.3 to 0.6 dex from C iv 5801-5811) may complicate the analysis considerably, and we conclude that the carbon analysis of supergiants earlier than O7 should include X-ray radiation using typical default values, as already standard for CMFGEN-modelling. We note (i) that this problem might have also affected our analysis of HD 169582, and (ii) that X-rays might need to be considered in the analysis of (very) hot dwarfs as well, due to their impact on C iv.
Summary and conclusions
In this work, we aimed at enabling a reliable carbon spectroscopy by means of our unified NLTE atmosphere code FASTWIND. To this end, we developed a new carbon model atom using high-accuracy data from different databases. The data adopted to describe the radiative/collisional transitions have been crosschecked (with similar data from alternative databases) to ensure their reliability. We implemented an adequate number of levels following certain rules, though additional levels might be required for the analysis of IR-transitions in future studies. In total, we considered 162 LS-coupled levels, more than 1000 radiative, and more than 4000 collisional transitions.
One major issue of this study was a rigorous test of our new model atom. For this purpose, we calculated a sufficiently spaced grid of atmospheric models, to investigate the carbon ionization structure, and to compare with previous results using more simplified model atoms.
Interestingly, dielectronic recombination (DR) turned out to be of major importance for the description of C ii and C iii in the wind, for almost all temperatures 14 . When DR is neglected, we find less recombination from C iv to C iii, and consequently also less C ii. Typical differences amount to 1 dex. Similar results were reproduced with WM-basic, though we found an important difference between the underlying data: The strengths of the stabilizing transitions used in WM-basic are typically larger (up to a factor of ∼ 2) than those corresponding to the strengths of the resonances included in the OPACITY Project data we have used, leading to stronger recombination in WM-basic models. Even though this potential uncertainty will not affect the majority of optical lines formed in the photosphere, it can be influential in upcoming analysis of UV wind lines. In the end, we prefered to use the OPACITY Project data, for reasons outlined in Sect. 3.1.
Unfortunately, optical carbon lines are rare, and often blended by other lines, which hampers the spectral diagnostics, particularly for large v sin i and/or v mac . Thus, we compiled and selected a maximum set of potential diagnostic lines, including blended ones and also those with a complex formation mechanism controlled by UV transitions (as decribed by .
Since the majority of metal lines are weak, they are very sensitive to comparatively small variations of stellar parameters, and this is particularly true for carbon lines. A change of ±1000 to 1500 K in effective temperature, or ±0.2 dex in log g, results in considerable changes of line strength. Additionally, some of the lines are also sensitive toṀ variations. Mainly in supergiants (and hot dwarfs), due to their dense winds, a decrease inṀ by a factor of three produces an effect stronger than a decrease of 1500 K in T eff or an increase of 0.2 dex in log g. Thus one needs to precisely determineṀ by reproducing, e.g., H α and He ii 4686, before aiming at a carbon analysis.
As a first application of our "new" capability to analyze carbon lines by means of FASTWIND, using our newly developed model atom, we investigated the spectra of a sample of six Otype dwarfs and supergiants, kindly provided to us by Holgado et al. (2017, submitted to A&A) . We first convinced ourselves that the stellar/wind parameters derived by Holgado et al. are reproduced by our own H and He analysis. Thereafter, we varied T eff and log g inside a range where the fit quality of the H/He lines could be preserved (roughly, ±1000 K and ±0.1 dex, respectively), while fitting the carbon lines from different ions in an optimum way, with an (almost) unique abundance. From the reaction of the carbon lines when varying the abundances, we obtained a rough estimate on the corresponding error, typically in the range ±0.2 to ±0.3 dex.
Only for the coolest (O9.7) dwarf, lines from all three ionization stages are present in parallel, and our analysis resulted in a satisfactory reproduction of the ionization balance. In most other stars, only C iii and C iv are visible in parallel. For one object with T eff ≈ 40 kK (HD 169582), these C iii/ iv lines disagree by ∼0.2 dex in [C/H], which might be related to the influence from X-ray radiation (see below). The hottest (O3) supergiant, CygOB2-7, displays only C iv, which renders the analysis quite uncertain (and there are only two suitable C iv lines in the optical!).
Anyhow, we were able to derive carbon abundances for all the considered objects, and found in most cases a moderate depletion compared to the solar value by Asplund et al. (2009) , ex-14 except for T eff > ∼ 50 kK cept for CygOB2-7, where a larger depletion by 0.4 dex was derived (though more uncertain than the other values). Two of our cool objects had already been analyzed by Martins et al. (2015a) . For both of them we confirmed rather similar stellar parameters, but only for one of them (a dwarf) also the carbon abundances are quite similar, while for the other (a supergiant), there is a only marginal overlap within the errors.
To obtain further constraints on the reliability of our new set of synthetic carbon lines, we have to repeat the same exercise in particular for cooler stars, since C ii already disappears for T eff > ∼ 30 to 35 kK, in dependence of luminosity class.
From our accumulated experience of analyzing basically all optical carbon lines, we finally provided a list of more than 25 lines of different strength and from different ions, which we consider as reliable carbon abundance indicators.
As a first step towards future work, we studied the direct and indirect (via UV-lines) impact of X-ray emission from windembedded shocks onto our sample of optical carbon lines, by simulating an X-ray radiation field that is at the upper limit of realistic values.
For the dwarf models, we found an almost negligible impact, except for very hot objects ( > ∼ 50 kK). In contrast, carbon lines from supergiants with T eff ≈ 35 kK already show changes due to shock radiation, and at 40 to 45 kK the impact of X-rays is strong enough to complicate a reliable abundance measurement. Mostly, the C iii lines become stronger (corresponding to an increase of up to 0.1 dex in [C/H]; the largest changes occur in the "problematic" C iii 5696 and C iii 4647-50-51), and the C iv lines become weaker (corresponding to a decrease of 0.3 to 0.6 dex in [C/H]). Consequently, it might become more difficult (or even impossible) to find a value of [C/H] which brings different carbon lines into agreement, when strong X-ray emission would be present. Thus we concluded that in the spectral regime earlier than O7 I, it might be necessary to include the impact of X-rays by default (though a deeper understanding of typical X-ray parameters might be required as well). For supergiants with T eff > ∼ 50 kK, the X-rays lose their impact, since direct ionization due to the stellar radiation field dominates over Auger-ionization and ionization from the EUV-component of the shock radiation (see Carneiro et al. 2016) .
This study has been performed as a first step towards a complete CNO analysis. Particularly the investigation of the ratio N/C vs. N/O (as already begun by Martins et al. 2015a,b) will allow us to derive better constraints on the mixing history and chemical enrichment in massive stars than from a pure nitrogen analysis alone. We intend to continue such work, also by including the information provided by UV carbon lines, and by investigating the impact of wind inhomogeneities, which might play an important role also in the UV range, due to porosity effects and because of affecting the ionization balance in the wind. Table 2 ) and similar models with relatively small changes in effective temperature (T eff ) and gravity (log g). In the upper panels, the red lines correspond to a D30 model with T eff increased by 1000 K, the green lines to a model with T eff decreased by the same value, while the blue lines display the reaction to a decrease ofṀ by a factor of three. In the lower panels, the red and green lines correspond to a D30 model with log g increased and decreased by 0.15 dex, respectively 
