We present a systematic method of approximating, to an arbitrary accuracy, a probability measure on 0; 1] q ; q 1, with invariant measures for Iterated Function Systems by matching its moments. There are two novel features in our treatment: (1) An in nite number of xed a ne contraction maps on X; W = fw 1 ; w 2 ; : : :g, subject to an \ -contractivity" condition, is employed. Thus, only an optimization over the associated probabilities p i is required. (2) We prove a Collage Theorem for Moments which reduces the moment matching problem to that of minimizing the \collage distance" between moment vectors. The minimization procedure is a standard quadratic programming problem in the p i which can be solved in a nite number of steps. Some numerical calculations for the approximation of measures on 0,1] are presented.
Introduction
This paper is concerned with the approximation of probability measures on a compact metric space X by invariant measures for Iterated Function Systems (IFS): systems of contraction mappings on X; w = fw 1 ; w 2 ; : : :; w N g, with associated probabilities p = fp 1 ; p 2 ; : : :; p N g, introduced in 19] and developed further in 4, 5] . The approximation of measures and functions with IFS and related methods has received much interest, especially in the context of data compression. As reported in the case of image processing 21] , it is desirable to be able to represent a target measure or function with a rather small number of IFS parameters, thus achieving a large \compression factor".
The inverse problem of measure construction using IFS may be posed as follows:
Let (X; d) denote a compact metric space and M(X) the set of probability measures on B(X), the -algebra of Borel subsets of X. Then, given a target measure 2 M(X) and an > 0, nd an IFS (w,p) whose invariant measure satis es d H ( ; ) < , where d H denotes the Hutchinson metric (de ned in Eq. (2.1) below).
Most of the work on the inverse problem with IFS 1,2, 4-8, 13, 14, 18, 22, [24] [25] [26] (to name but a few representative papers) has been based on a knowledge of the moments of the target measure . Some form of \moment matching" is applied, roughly as follows: Given a target measure (with X l R for simplicity) with moments h k Z x k d ; k = 1; 2; 3; ; nd an IFS invariant measure whose respective moments g k Z x k d , are \close" to the h k . In practical applications, moment matching is performed on a nite sequence of moments. For example, given an M > 0, one minimizes the distance between the vectors (g 1 ; g 2 ; ; g M ) and (h 1 ; h 2 ; ; h M ). In the case of an IFS with a ne maps, the moments g k of its invariant measure may be computed recursively from the coe cients of the a ne contraction maps as well as the associated probabilities. Hence moment matching becomes an optimization problem in terms of the IFS parameters.
The method described in this paper yields a systematic algorithm to approximate measures with IFS invariant measures to arbitrary accuracy. Our method di ers from previous e orts in two signi cant aspects:
1. We rst begin with an in nite set W = fw 1 ; w 2 ; g of xed a ne contraction maps w i : X ! X which must satisfy an \ -contractivity condition". As such, we consider the w i to form a basis for the representation of compact subsets of X. From this set we construct sequences of N-map IFS with probabilities (w N ; p N ). For each such IFS, only an optimization over the probabilities p N i ; i = 1; 2; N, is required. The probabilities p i can be loosely considered as \Fourier coe cients" of the basis functions w i .
The moment matching is accomplished by means of a Collage Theorem for Moments.
This is in contrast to a minimization of distances between moment vectors of, respectively, target and approximating measures as was done, for example, in [24] [25] [26] . Since the IFS maps are xed, the minimization of the collage distance in moment space need only be performed with respect to the probabilities p i . Moreover, the squared collage distance between moment vectors is quadratic in the p i and the minimization becomes a quadratic programming problem which can be numerically solved in a nite number of steps. In many cases, the minimum collage distance is achieved on a boundary point of the simplex N = f(p 1 ; ; p N ) j P N i=1 p i = 1g, which means that one or more of the p i are zero. In such cases, super uous maps w i are essentially eliminated from the set W. A density theorem ensures that as N ! 1, the collage distance in moment space tends to zero.
The layout of this paper is as follows. In Section 2, after a brief glossary of notation, we discuss a ne IFS and introduce the idea of an in nite set of contraction maps which satisfy the -contractivity condition mentioned above. In Section 3, we derive the collage theorem for moments and then prove that the method can be used to approximate measures to arbitrary accuracy. Section 4 contains some applications and numerical computations. In Section 5, a few nal remarks are made.
Iterated Function Systems and their Invariant Measures

Glossary of Notation
In this paper, the following notation will be employed: (X; d) a compact metric space. (In applications, where X is the \base space" of the IFS, X will be a compact subset of l R n , e.g. 0; 1]; 0; 1] 2 .) C(X) = ff : X ! l R; f is continuousg. Lip(X) = ff : X ! l R; jf(x) ? f (y) j d(x; y); x; y 2 Xg. Con(X) = fw : X ! X; d(w(x); w(y)) cd(x; y), for some c 2 0; 1); 8 x; y 2 Xg the set of contraction maps on X. We shall refer to c as the contractivity factor of w.
H(X) the set of non-empty compact subsets of X. M(X) the set of probability measures on B(X), the -algebra of Borel subsets of X. In either of the above cases, for a given i 1, the sets fw i j (X); j = 1; 2; j max g overlap with each other only at single points. This is not necessary and, in special cases, it might be advantageous to let these sets overlap on subintervals of X.
Moment Relations for A ne IFS
A primary motivation for the use of a ne IFS maps is the simplicity of relations involving moments of probability measures. Given an N-map IFS (w,p) with associated Markov operator M, let 2 M(X) and = M . Then from Eq. (2.5), for any continuous function f : X ! l R, In the case where = = M , i.e.
is the invariant measure of the IFS, then h n = g n ; n = 0; 1; 2; ; and g 2 D(X) is the xed point of A. A rearrangement of Eq.
(2.10) produces the following well-known relation, " 1 ?
p i s k i a n?k i # g k ; n = 1; 2; : : : : (2:12) which allows the moments g n to be computed recursively in terms of the IFS parameters s i ; a i ; p i .
Finally, if any of the IFS maps w i in w are polynomial of degree 2, it is not di cult to see that the linear operator A : D(X) ! D(X) is not represented by a lower triangular matrix. As well, the relations for moments of the IFS invariant measure, unlike Eq. (2.12), are not complete, and the moments may not be computed recursively.
A Collage Theorem for Moments and the Inverse Problem
Moment matching for the approximation of measures on 0; 1] q ; q = 1; 2; : : : ; can be justied by the fact that the convergence of moments is equivalent to the weak convergence of measures. Since we are working on compact spaces, the latter convergence is equivalent to convergence in Hutchinson metric d H . This is summarized in the following theorem which is formally proved in 10]. Then the following are equivalent:
n ! g n as j ! 1; 8 k ;
(ii) the sequence of measures (j) converges weak to , i.e. for any
The results of this theorem can easily be extended to X = 0; 1] q ; q 2 :
The idea of using IFS and moment matching for the inverse problem of fractal/measure construction was rst suggested in 5, Sect. For a xed number N > 0 of a ne IFS maps on l R with probabilities, cf. Eq. (2.6), and a given number M > 0 of moments to be matched, impose the conditions g n (s; a; p) = h n ; n = 1; 2; : : : ; M ; (3:1) and use the moment recursion relations in Eq. (2.12) to solve for the IFS parameters s i ; a i ; p i directly. However, the g n are complicated nonlinear functions of the IFS parameters and approximation schemes such as the Newton-Kantorovich method are unstable. In 24-26] moment matching was performed by minimizing the following truncated`2 distance between target and IFS moment vectors:
(g n (s; a; p) ? h n ) 2 :
Since the g n are di erentiable with respect to the IFS parameters s i ; a i ; p i , gradient methods for optimization can be used. This method was also tested for target measures/images in l R 2 . In the one-dimensional case, the method works reasonably, although a considerable amount of computation may be required for the optimization of the 3N IFS parameters. These di culties are further enhanced in the two-dimensional case. As well, the graph of the function D N M can be very complicated, especially as N or M increases. Local methods such as gradient schemes are not guaranteed to converge to global minima or even reasonable minima.
The modi ed moment matching approach which we now outline represents a signi cant improvement because of two major changes:
( We shall consider, in particular, the following subset: Thus, j n j = ja nn j c n < 1 for n 1. A little algebra shows that for any u,v2 D(X); kA(u ? v)k`2 c ku ? vk`2, which implies the contractivity of A. Corollary 3.6: The operator A has a unique (attractive) xed point g 2 D(X).
The components g n of g are the moments of , the invariant measure of the IFS (w,p), cf. Eq. (2.12). We have now arrived at the major result of this section. where g is the moment vector corresponding to , the invariant measure of the IFS (w,p).
Thus, given a target measure with moment vector g, the inverse problem becomes one of nding an IFS (w,p) such that the \collage distance" d 2 (g,h), where h= Ag, is small. Our main result -Theorem 3.9 below -ensures that for IFS constructed from a set W which satis es the -contractivity property the collage distance may be made arbitrarily The contractivity factor of this IFS is max Remarks:
1. Theorem 3.9 is a density result establishing that the set of invariant measures for all N-map IFS (w N ; p N ) where p N 2 N ; N = 1; 2; : : : ; is dense in (M(X); d H ). This result can be extended to 0; 1] q ; q 2. 2. Although not explicitly stated in the proof, the collage distances N and, in particular, the sequence N min , are also dependent on the ordering of the w i maps in the in nite set W. However, at this point, we are not interested in any questions about the \optimal" ordering of the maps in W nor how N-map subsets w N should be chosen.
The Inverse Problem as a Quadratic Programming Problem
Let us now consider the square of the collage distance, cf. Eq. This represents a signi cant simpli cation of the moment matching problem since quadratic programming problems can be solved computationally in a nite number of steps.
Applications and Numerical Computations
In the applications to be described below, X = 0; 1]. The moments of the target measure will be denoted as fg n g 1 n=0 . ; M = 1; 2; 3; : : : ; (4:1) subject to the linear constraints in Eq. (3.23).
The minimization of the function S N M (x) in Eq. (4.1) was performed with a quadratic programming (QP) algorithm developed by Best and Ritter 9] . (See the acknowledgements at the end of this paper.) The QP method is superior to gradient projection (GP) method of minimizing our objective function (such as the Davidon method employed in [24] [25] [26] for the following reasons: (1) QP locates the minimum of S N on the simplex N in a nite number of steps, whereas GP converges only to a local minimum of S N and is sensitive to the initial point from where the search begins. Furthermore, the convergence of GP may be extremely slow, especially when the graph of the objective function is quite at near a minimum. (2) In many of the problems we have studied, the minimum of S N is achieved on a boundary point of N , which implies that one or more probabilities p N i are zero. This, in turn, implies that the IFS maps w i associated with these vanishing probabilities are super uous. QP essentially discards these maps. In general, we have found that GP rarely converges to such a minimum on the boundary of N . As a result, many of these super uous IFS maps are kept in the set.
We show below not only the minimum (truncated) collage distances N M achieved for a particular truncation (w N ; p N ) but also the following (truncated) distances in D(X): where c is the contractivity factor of the IFS (w N ; p N ).
In the following calculations, we used the \wavelet-type" a ne maps of Eq. 
A Simple Target Measure with Continuous Density
We consider a target measure with continuous probability density function, namely, (x) = 6x(1 ? x). The moments of this measure are g n = Z 1 0 x n (x)dx = 6 (n + 2)(n + 3) ; n = 0; 1; 2; : : : :
The convergence of IFS measures to the target measure will be demonstrated not only in terms of moments but also with regard to convergence to the distribution function F(x), de ned as F(x) = In order to compute F N (x), we generate a discrete approximation K N to N on subintervals I k ; k = 1; 2; : : : K, formed by the equipartition on 0,1] generated by the points x i = i=K; i = 0; 1; 2; : : : ; K. In these calculations K = 1000. (For further details of this procedure of obtaining a discrete measure, see Ref. 25] .) The discrete measure is represented by an array M k ; k = 1; 2; : : : ; K, where
In Table 1 , we summarize the results of of minimization procedure, using M = 30 moments. The collage distance N M as well as the distance ? N M between moments of the target measure and the approximating IFS measure are given. In each case, we list N, the number of maps in the truncation w N over which the QP optimization was performed, as well as N QP N, the actual number of nonzero probabilities at the minimum point in N . For purposes of comparison, we also list the minimum collage distances N M yielded by GP as well as N GP , the number of nonzero probabilities at the minimum. For small values of N, the GP results are consistent with QP. However, as N increases, the GP method does not converge to minima found by QP to lie on the boundary of N . As a result, (i) more IFS maps are required for the approximation of the target measure and (ii) the accuracy of the approximation, in terms of moment distance, is poorer, especially as N gets larger.
In Figure 1 are presented some approximations to the distribution function F(x) = x 2 (3 ? 2x) yielded by the IFS invariant measures u n . The convergence of the F N (x) to F(x) with increasing N is evident.
IFS Reconstruction of the Spectral Measure of an FCC Crystal Lattice
We now apply our approximation method to a typical problem from theoretical physics which requires the computation of integrals over a measure which is not explicitly known. In such problems, the moments of these measures are usually available and a standard approach is to employ Pad e approximants to reconstruct the measures. Bessis and Demko 8] (henceforth BD) rst showed that IFS invariant measures could also be used to approximate the measure for a speci c problem involving crystal lattices.
The problem is to determine thermodynamic averages of crystal models as integrals over distributions. The simple model which they studied was the face-centered cubic (FCC) lattice. The zero-point energy of this lattice is given by the integral u 0 = 1 2 Z 1 0 p xG(x)dx ; (4:8) where G(x)dx is the fraction of vibrational modes in the interval x; x+dx]. The function G(x) is not known in closed form. However, the moments g n of G(x) were rst calculated to order n = 34 by Isenberg 20] . Wheeler and Gordon 27] then constructed Pad e approximants from these moments in order to numerically approximate this integral. Using 30 moments, they obtained the bounds 0:3408807 < u 0 0 0:3408883 : (4:9) With only 10 moments, their approximation was correct to 1 part in 10 4 . Using additional information about G(x) they were able to improve the bounds in Eq. The relative error of this approximation is 3:5 10 ?5 , an improvement over the Pad e bounds using 10 moments. In 24], these results were improved slightly by minimizing the functions in Eq. (3.2) with M = 9, using gradient optimization. However, the use of a higher number of moments, e.g. M = 20 or 30, was not investigated at that time.
In Table 3 , we list the results of minimizing the moment collage distance S N M in Eq. The evaluation of this quantity involves the enumeration of an N-tree to n generations.
Final Remarks
In this paper, we have proved a Collage Theorem for Moments which can greatly simplify the calculations involved in moment matching procedures using IFS. Moment matching becomes the minimization of a moment collage distance. A further simpli cation is achieved by using a xed, in nite set of a ne IFS maps satisfying an -contractivity condition. In this case, the minimization is performed only with respect to the IFS probabilities p i . Note from Eq. (3.16) that the squared moment collage distance , S N (as well as its truncation, S N M Eq. (4.1)) is a quadratic function of the p i . The optimization problem may be performed by quadratic programming (QP) which locates a minimum on the simplex N in a nite number of steps. In many cases, the minimum occurs on the boundary of N so that \useless" IFS maps w i are removed. The additional condition that we use an in nite number of IFS maps which satisfy an -contractivity condition ensures that the collage distance S N ! 0 as N ! 1.
We have paid little attention to the question of choosing a set of a ne IFS maps satisfying the -contractivity condition and which may be \optimal" for a given problem. The \wavelet-type" functions of Eq. (2.7) represent a convenient choice of IFS maps. The question of using other maps which may be better suited to particular problems is beyond the scope of this paper. Note that the use of a xed set of IFS maps has already become a standard tool in image compression methods 21]. Our method di ers in that it allows room for increasing degrees of re nement on the bases space X, as guaranteed by the -contractivity condition. We have also not given much attention to the question of the ordering of the contraction maps w i in the in nite set W. The \wavelet-type" IFS maps of Eq. (2.7) admit a natural ordering. Nevertheless, one may wish to exclude maps representing certain regions of X or, alternatively, to insert maps to permit additional re nement in certain regions. From a practical perspective, it will be important to develop optimal algorithms which are based on the problem at hand.
The present work involving IFS with measures was motivated, in part, by an ongoing study of the inverse problem of function approximation using IFS-type methods. Our construction of IFS-type methods over function spaces begin with Iterated Fuzzy Set Systems (IFZS) 11,15]: a variation of IFS which is formulated over an appropriate subset of functions from the class of functions F (X) = fu : X ! 0; 1]g, often referred to as the class of fuzzy sets on X. However, the IFZS approach still employs a Hausdor metric which is very restrictive from both practical as well as theoretical perspectives. By making two modi cations to the IFZS approach 16], one arrives at an IFS with \grey level maps"(IFSM) over the space L 1 (X; ). This, in turn, serves as the motivation to formulate IFS over the general function spaces L p (X; ). Our solution to the inverse problem for function and image approximation in L p (X; ) employs a strategy similar to the one described in this Eq. (4.1) to approximate the measure with probability density function (x) = 6x(1 ? x). Table 2 . Results of moment matching via minimization of the collage distance S N M in Eq. (4.1) applied to the FCC lattice problem of Section 4.2. M = 30 moments were used and the optimization was performed using a quadratic programming algorithm. The quantity u 0 denotes the approximation to the integral in Eq. (4.11) which is obtained by integrating over the IFS invariant measure. The next column lists the relative error of each approximation. The integrals were computed using the iteration scheme described in Eqs. (4.12-14) . N denotes the number of maps in w N with nonzero probabilities, i.e. the actual number of IFS maps used to generate the approximating measure. The nal column lists the indices of those maps. The nal row, designed \BD", gives the moment distances and estimate u 0 yielded by the four homogeneous IFS maps (9 parameters) obtained by Bessis 
