This paper reviews the recent developments in the field of the variance-ratio tests of random walk and martingale hypothesis. In particular, we present the conventional individual and multiple VR tests as well as their improved modifications based on power-transformed statistics, rank and sign tests, subsampling and bootstrap methods, among others. We also re-examine the weak-form efficiency for five emerging equity markets in Latin America.
Introduction
There exists a long tradition in the literature concerning the test of the random walk and martingale hypothesis, both in macroeconomics and finance. For instance, the random walk hypothesis [RWH] provides a mean to test the weak-form efficiency -and hence, non-predictability -of financial markets (Fama, 1970; , and to measure the longrun effects of shocks on the path of real output in macroeconomics (Campbell and Mankiw, 1987; Cochrane, 1988; Cogley, 1990) .
Given a time series {y t } T t=1 , the RWH correspond to φ = 1 in the first-order autoregressive model
where µ is an unknown drift parameter and the error terms ε t are, in general, neither independent nor identically distributed (i.i.d.) 1 .
Many statistical tests 2 were designed to test the RWH but a class of test, based on the variance-ratio [VR] methodology, has gained tremendous popularity in the recent years (see, e.g., Campbell and Mankiw, 1987; Cochrane, 1988; Lo and MacKinlay, 1988 ; Poterba and Summers, 1988) . The VR methodology consists of testing the RWH against stationary alternatives, by exploiting the fact that the variance of random walk increments is linear in all sampling intervals, i.e., the sample variance of k-period return (or k-period differences), y t − y t−k , of the time series y t , is k times the sample variance of one-period return (or the first difference), y t − y t−1 . The VR at lag k is then defined as the ratio between (1/k)th of the k-period return (or the kth difference) to the variance of the one-period return (or the first difference). Hence, for a random walk process, the variance computed at each individual lag interval k (k = 2, 3, . . . ) should be equal to unity.
The use of the VR statistic can be advantageous when testing against several interesting alternatives to the random walk model, most notably those hypotheses associated with mean reversion. In fact, a number of authors (e.g., Lo and MacKinlay, 1989; Faust, 1992 ; Richardson and Smith, 1991) found that the VR statistic had optimal power against such alternative.
However, while the intuition behind the VR test is rather simple, conducting a statistical inference using the VR test is less straightforward. What makes thing complicated is that the VR test typically uses overlapping data in computing the 1 When the error terms are not an i.i.d. sequence, the random walk process is denominated martingale process, whereas the sequence {ε t } T t=1 is the so-called martingale difference sequence (m.d.s.). refers to the "random walk 3". 2 Daniel (2001) explores a wider range of possible test statistics.
variance of long-horizon returns. The use of overlapping was suggested by Lo and MacKinlay (1988) because it can potentially improve power of the VR test, but the use of overlapping data also adds to the difficulties of analyzing the exact distribution of the VR test statistic. However, virtually nothing is often known about the exact distribution of the VR test statistic that uses overlapping data, and not even its moments are known 3 . In practice, asymptotic distribution instead of exact distribution is often used for conducting statistical inference on the VR test, for fixed k and the sample size T increasing to infinity. Lo and MacKinlay (1988) proposed two statistics for testing an individual VR estimate which are robust under homoscedasticity and heteroscedasticity. In practice, it is customary to examine the VR statistics for several k values. The null is rejected if it is rejected for some k value. However, as stressed by Chow and Denning (1993) , this sequential procedure leads to an oversized testing strategy. In this context, multiple VR tests have been suggested such as multiple comparison tests (Chow and Denning, 1993) and Wald-type joint tests (Richardson and Smith, 1989; Cecchetti and Lam, 1994) . Even though the individual Lo-MacKinlay and multiple VR tests are quite powerful testing for homoscedastic or heteroscedastic nulls, it is critical to note that these tests are asymptotic tests in that their sampling distributions are approximated by their limiting distributions. Indeed, the sampling distribution of the VR statistic can be far from normal in finite sample, showing severe bias and right skewness. These finite sample deficiencies may give rise to serious size distortions or low power, which can lead to misleading inferences. This is especially true when the sample size is not large enough to justify asymptotic approximations (Cecchetti and Lam, 1994 
Individual variance ratio tests
The VR test is often used (see Cochrane, 1988; Lo and MacKinlay, 1988; Poterba and Summers, 1988 ; among others) to test the hypothesis that a given time series or its first difference (or return), x t = y t − y t−1 , is a collection of i.i.d. observations or that it follows a martingale difference sequence. Define the VR of k-period return as 
One can therefore think of VR test as a specification test of H 0 : ρ 1 = · · · = ρ k = 0, i.e., returns are serially uncorrelated.
A test can be constructed by considering statistic based on an estimator of V (k)
whereσ 2 (1) is the unbiased estimator of the one-period return variance, using the one-period returns x t , and is defined aŝ
For the estimator of k-period return varianceσ 2 (k), using k-period returns (x t + · · · + x t−k+1 ), there are many ways to do it. Due to limited sample size and the desire to improve the power of the test, this estimator is often performed using overlapping long-horizon returns (k-period), as advocated by Lo and MacKinlay (1988) 5 , and it is defined aŝ
. The value of m is chosen such asσ 2 (k) is an unbiased estimator of the k-period return variance when σ 2 t is constant over time. Following Wright (2000) , the VR statistic can be written as
Moreover, Cochrane (1988) showed that the estimator of V (k) can be interpreted in terms of the frequency domain. This estimator which uses the usual consistent estimators of variance is asymptotically equivalent to 2π the normalized spectral density estimator at the zero frequency which uses the Bartlett kernel. Formally, we
have
where f ∆y (0) represents the estimator of the spectrum evaluated at frequency 0 with
where λ j = 2π jT −1 , j = 1, . . . , T − 1, I ∆y denotes the periodogram, d y is the discrete Fourier transform,μ is an estimate of the mean of ∆y t , and W (λ j ) is the Bartlett window.
If the data-generating process of time series is a random walk, the expected value of V R(x; k) should be equal to unity for all horizons k. If returns are positively 5 Lo and MacKinlay (1988) and argued that using overlapping data in estimating the variances allowed to obtain a more efficient estimator and hence a more powerful test.
(negatively) autocorrelated, the VR should be higher (lower) than unity. Time series (in level) is said to be mean-reverting if V R(x; k) is significantly lower than unity at long horizons k. On the contrary, time series is mean averting, i.e. explosive, if V R(x; k) is significantly higher than unity at long horizons (Poterba and Summers, 1988) .
We describe the most popular individual VR tests developed by Lo and MacKinlay (1988) as well as some of its improvements. Lo and MacKinlay (1988) proposed the asymptotic distribution of V R(x; k) by assuming that k is fixed when T → ∞. They showed that if x t is i.i.d., i.e. under the assumption of homoscedasticity, then under the null hypothesis that V (k) = 1, the test statistic M 1 (k) is given by
Lo and MacKinlay (1988) tests
which follows the standard normal distribution asymptotically. The asymptotic variance, φ(k), is given by
To accommodate x t 's exhibiting conditional heteroscedasticity, Lo and MacKinlay (1988) proposed the heteroscedasticity 6 robust test statistic M 2 (k)
which follows the standard normal distribution asymptotically under null hypothesis
The M 2 (k) test is applicable to x t 's generated from a martingale difference time series (see Appendix for a discussion on the assumptions). The usual decision rule for the standard normal distribution is applied to both tests. 6 It has been argued that misleading conclusions may be obtained with VR statistics when time-varying volatility is present in the data. See, for example, Startz (1991, 1998) and who also proposed a solution based on a Bayesian approach and the use of a Gibbs sampler.
The finite-sample properties of the VR test were studied by Lo and MacKinlay (1989) , who found that the two-sided test has size generally quite close to the nominal level, as long as the test is robustified against any conditional heteroscedasticity.
The VR statistic has been found by several authors (e.g., Richardson and Smith, 1991; Faust, 1992) to be particularly powerful when testing against mean reverting alternatives to the random walk model, particularly when k is large. Kan (2006) presented the exact distributions of the VR test with overlapping data. Moreover, Tse, Ng and Zhang (2004) suggested a modified VR statistic and proposed to approximate the small-sample distribution of this statistic using a beta distribution that matches the exact mean and the asymptotic variance. 8 Richardson and Stock (1989) showed that the VR statistic, without any normalization, converges to a functional of Brownian motion.
Chen and Deo (2006) test
properties under the Richardson and Stock (1989) framework, and characterized the maximal possible power by taking a continuous-time limit given a fixed data span T .
However, Deo and Richardson (2003) argued that the VR statistic is inconsistent against an important class of mean reverting alternatives under this framework when the horizon k is increasing proportional to the sample size, i.e. k/T → δ > 0. Chen and Deo (2006) also showed that the k/T → δ > 0 asymptotic distribution cannot approximate the finite-sample distribution of the VR statistic when k/T is small and is sensitive to conditional heteroscedasticity.
Chen and Deo (2006) suggested a simple power transformation of the VR statistic that, when k is not too large 9 , provides a better approximation to the normal distribution in finite samples and is able to solve the well-known right skewness problem. They showed that the transformed VR statistic leads to significant gains in power against mean reverting alternatives. Furthermore, the distribution of the transformed VR statistic is shown, both theoretically and through simulations, to be robust to conditional heteroscedasticity 10 .
First, they defined the VR statistic based on the periodogram as
where I ∆y (λ j ) and W k (λ j ) are defined as in (4) . This expression of the VR statistic is precisely the normalized discrete periodogram average estimate of the spectral density of a stationary process at the origin (Brockwell and Davis, 1996) . To obtain their transformed VR statistic, noted V R β p (k), they applied the following power transformation 11 
Wright (2000) tests
As already noted, the Lo-MacKinlay tests, which are asymptotic tests whose sampling distribution is approximated based on its limiting distribution, are biased and rightskewed in finite samples. In this respect, Wright (2000) proposed a nonparametric 9 Deo and Richardson (2003) advocated that large values of k should not be used when testing for the mean reversion using the VR statistics. 10 To adjust for conditional heteroscedasticity, Chen and Deo (2006) proposed a modified version of the standard deviation of the transformed VR statistic (even for standard VR statistic). 11 Given T observations of first differences of a variable, {x 1 , . . . , x T }, and let r(x) be the rank of x t among (x 1 , . . . , x T ). Under the null hypothesis that x t is generated from
is a random permutation of the numbers of 1, . . . , T with equal probability. Wright (2000) suggested the R 1 and R 2 statistics, defined as
where the standardized ranks r 1,t and r 2,t are given by (6), and Φ −1 is the inverse of the standard normal cumulative distribution function. The R 1 and R 2 statistics follow the same exact sampling distribution. The critical values of these tests can be obtained by simulating their exact distributions.
The tests based on the signs of first differences are given by 
where p i j is the p-value corresponding to the VR test j computed for an individual k value, and m is the number of k values.
• They also employed the Hochberg (1988) adjusted p-values which are obtained asp (H)
Given a significance level α, the decision rule states that, using the VR test j, the null is rejected ifp
However, these methods assume that the test statistics computed at different intervals are uncorrelated. In order to take into account possible correlations among the statistics, Belaire-Franch and Contreras (2004) and Belaire-Franch and Opong (2005) suggested to compute bootstrap-adjusted p-values as described in Psaradakis (2000) . The goal of the procedure is to obtain an approximation to the null sampling distribution of min 1≤i≤m p i j by resampling with replacement from the original returns 12 . 12 Note that the p-value adjustments can be applied to other VR tests for a joint hypothesis.
Choi (1999) test
When implementing the VR tests, the choice of holding period k is important.
However, this choice is usually rather arbitrary and ad hoc. To overcome this issue, Choi (1999) proposed a data-dependent procedure to determinate the optimal value of k. Choi (1999) suggested a VR test based in frequency domain since Cochrane (1988) showed that the estimator of V (k) which uses the usual consistent estimators of variance is asymptotically equivalent to 2π the normalized spectral density estimator at the zero frequency which uses the Bartlett kernel. However, Choi (1999) employed rather the Quadratic Spectral [QS] kernel because this kernel is optimal in estimating the spectral density at the zero frequency (Andrews, 1991) . The VR estimator is defined as
whereρ(i) is the autocorrelation function, and h(x) is the QS window defined as
The standardized statistic is
Under the null hypothesis the test statistic V R f follows the standard normal distribution asymptotically 13 . Note that it is assumed that T → ∞, k → ∞ and T /k → ∞.
Various methods for optimally selecting the truncation point for the spectral density at the zero frequency are available (Andrews, 1991 
where M 1 (k i ) is defined in (5) . This is based on the idea that the decision regarding the null hypothesis can be obtained from the maximum absolute value of the individual VR statistics. In order to control the size of the multiple VR test and because the limit distribution of these statistics is complex, they applied the Sidak Similarly, the heteroscedasticity-robust version of the Chow-Denning test MV 2 can be written as
where M 2 (k i ) is defined in (7) , and it has the same critical values as MV 1 To test the joint null hypothesis, Whang and Kim (2003) considered the statistic
where
is as defined in (2). The sampling distribution function for the MV T statistic is written as
Whang and Kim (2003) showed that the asymptotic null distribution of the statistic is that of a maximum of a multivariate normal vector with unknown covariance matrix, which is complicated to estimate. Therefore, they proposed to approximate the null distribution by means of the subsampling approach.
Consider a subsample (x t , . . . , x t−b+1 ) of size b for t = 1, . . . , T − b + 1. The statistic MV T calculated from the subsample is denoted as g T,b,t = g b (x t , . . . , x t−b+1 ). Then, G T (x) is approximated by the distribution function obtained by the collection of g T,b,t 's calculated from all individual subsamples. It can be written aŝ
where l(.) is the indicator function that takes 1 if the condition inside the bracket is satisfied and 0 otherwise. 
The ranks-based procedures are exact under the i.i.d. assumption whereas the signsbased procedures are exact under both the i.i.d. and martingale difference sequence assumption. Belaire-Franch and Contreras (2004) showed that the ranks-based tests CD (R 1 ) and CD (R 2 ) are more powerful than their signs-based counterparts, CD (S 1 ) and
Moreover, Colletaz (2005) 
where VR is the (k × 1) vector of sample k variance ratios, 1 k is the (k × 1) unit vector, and Φ is the covariance matrix of VR. The joint RS(k) statistic follows a χ 2 distribution with k degrees of freedom. 
where E is the expectation operator, VR a column vector sequence of VR statistics VR(k) = [V R(2), . . . ,V R(q)], and Σ(k) is a measure of the covariance matrix of VR.
tests in the definition of Richardson and Smith (1991) procedure but found that these tests were inferior to rank and sign-based CD (.) tests.
The joint VR S(k) statistic follows a χ 2 distribution with k degrees of freedom.
Cecchetti and Lam (1994) studied the empirical distribution of S(k) using Monte Carlo techniques. For each simulation, they computed a value for the statistic S(k), using the mean vector and covariance matrixṼ R(k) andΣ(k) taken as the true population values, and tabulate the distribution 16 .
However, as suggested by Cecchetti and Lam (1994) , the empirical distributions of the VR have large positive skewness, suggesting that inference based on the χ 2 distribution will be misleading.
Chen and Deo (2006) test
Chen and Deo (2006) also proposed a joint VR test based on their individual power transformed VR statistic. They define the following Wald statistic
the power transformed VR as in (9), µ β and Σ(k) β are a measure of the expectation and covariance matrix of V p,β , respectively. The joint VR QP(k) statistic follows a χ 2 distribution with k degrees of freedom. Moreover, Chen and Deo (2006) showed from Monte Carlo simulations that their joint VR test displayed much higher power.
Note that the Chen-Deo (2006) test is a joint test with one-sided alternative (H 1 : Richardson-Smith (1991) and Cecchetti-Lam (1994) tests are joint tests with two-sided alternative (H 1 : V (k i ) = 1). Therefore, at α level of significance, the null hypothesis that V (k i ) = 1 is rejected if the test statistic is greater than the upper 2α critical value of a χ 2 distribution for the Chen-Deo (2006) test and than the upper α critical value of a χ 2 distribution for the Richardson-Smith (1991) and Cecchetti-Lam (1994) tests.
Bootstrapping variance ratio tests
As already noted, Wright (2000) , based on ranks and signs, and Whang and Kim (2003) , using the subsampling method, proposed the VR tests which do not rely 16 Note that Cecchetti and Lam (1994) showed that the empirical distribution of the statistic S(k) is numerically identical to the quadratic sum of the deviations of the first (k − 1) autocorrelations from their population values, weighted by their covariance matrix. asymptotic approximations in order to overcome the difficulties due to using VR tests based on asymptotic approximations (severe bias and right skewness). As an alternative, some researchers proposed to employ a bootstrap method, which is a resampling method that approximates the sampling distribution of a test statistic (Efron, 1979) , to the VR test statistic. The bootstrap is a distribution-free randomization technique, which can be used to estimate the sampling distribution of the VR statistic, when the distribution of the original population is unknown. We describe the two most used bootstrapping VR tests, i.e. those suggested by Kim (2006) in a theoretical framework and by Malliaropulos and Priestley (1999) in an empirical framework 17 . Kim (2006) used the wild bootstrap which is a resampling method that approximates the sampling distribution of the VR statistic, and is applicable to data with unknown forms of conditional and unconditional heteroscedasticity (see Mammen, 1993; Davidson and Flachaire, 2001 ). Kim (2006) (ii) Calculate MV * = MV 2 (X * ; k i ), the MV 2 (X * ; k i ) statistic obtained from the bootstrap sample generated in stage (i). test can be implemented in a similar manner as a two-tailed test, where we obtain M * = M 2 (X * ; k) in stage (ii) and {M 2 (X * ; k j ; j)} m j=1 in stage (iii). Conditionally on X t , X * t is a serially uncorrelated sequence with zero mean and variance X 2 t . As such, M * and MV * have the same asymptotic distributions as M 2 (k) and MV 2 (k i ), respectively. Since X * t is a serially uncorrelated sequence, 
Kim (2006) test

Malliaropulos and Priestley (1999) test
Malliaropulos and Priestley (1999) used a weighted bootstrap method proposed by Wu (1986) which is robust to the presence of heteroscedasticity, which is done by resampling normalized returns instead of actual returns. Basically, the returns are normalized by multiplying each observation of actual returns, for each one of the time series of returns, by a corresponding random factor and resample from these normalized returns 19 . The bootstrap scheme can be summarized with the following algorithm (i) For each t, draw a weighting factor z * t (t = 1, . . . , T ) with replacement from the empirical distribution of normalized returns z t = (r t −r)/σ(r), wherer = T −1 ∑ T t=1 r t is the mean and σ(r) = T −1 ∑ T t=1 (r t −r) 2 is the standard error of return.
(ii) Form the bootstrap sample of T observationsr * t = z * t r t (t = 1, . . . , T ) by multiplying each observation of actual returns with its corresponding random weighting factor.
(iii) Calculate the VR statistic V R * (k) from the pseudo data r * t for k = 1, . . . , K. Using this procedure, resampling from normalized returns instead from actual returns, the weighted bootstrap method accounts for the possible non-constancy of the variance of returns. The strongest difficulty with resampling schemes, such as bootstrap, is that they may generate data that is less dependent than the original data. The main idea of the weighted bootstrap scheme is to overcome this difficulty 20 .
Malliaropulos and Priestley (1999) and Cajueiro and Tabak (2006) 
Empirical applications
The There have been many studies that tested efficiency of Latin American stock markets. However, the results are overall mixed and scattered over studies that employ different sample periods, methods and data frequencies. Urrutia (1995) The holding periods (k) considered are (2, 5, 10, 30 22 We do not apply the S 1 test suggested by Wright (2001) since it assumes a zero drift which need not be satisfied in practice as well as the multiple signs-based tests developed by Belaire-Franch and Contreras (2004) since the rank-based tests are more powerful. 23 Following Kim (2006) , we use the standard normal distribution for η t to implement the wild bootstrap test. He reports that other choices provided qualitatively similar sample results.
Conclusion
This paper reviewed the recent developments in the field of the variance-ratio tests of random walk and martingale hypothesis. In particular, we presented the conventional individual and multiple VR tests as well as their improved modifications based on power-transformed statistics, rank and sign tests, subsampling and bootstrap methods, among others.
We also re-examined the weak-form efficiency for five emerging equity markets in Latin America. We found that Argentina, Brazil, Chile and Mexico follow reject the random walk hypothesis and, consequently, these four Latin American markets are not weak-form efficient. We do not conclude for Ecuador because the results are mixed.
We did not deal with the possible presence of structural breaks, due to financial or economic events, which can affect the VR tests. We left this issue to further research which can be conducted even by applying VR tests using a moving subsample window (Yilmaz, 2003; Kim and Shansuddin, 2007) or by modifying VR tests to take into account structural changes (Lee and Kim, 2006) .
Appendix: Assumptions on the VR tests
We present some of the main assumptions for the underlying time series which drive the VR tests. Their test is then robust to violations of this assumption.
The Wright (2000) tests are driven by Assumption A in which it is considered that
x t = µ + z t and z t = σ t ε t . Letting I t = {x t , x t−1 , x t−2 , . . . }, the assumptions are A1: z t is i.i.d.
A2: σ t and ε t are independent, conditional on I t−1 .
A3: E(ε t |I t−1 ) = 0 and 1(ε t > 0) is an i.i.d. binomial variable that is 1 with probability 1 2 and 0 otherwise.
Assumption A1 stipulates that the first-differences are i.i.d. while the combination of Assumptions A2 and A3 is sufficient, but not necessary, for x t to be a martingale difference sequence. Moreover, Assumption A2 is satisfied in a GARCH model and also by a stochastic volatility model in which the innovations to volatility are independent of ε t . Assumption A3 allows to ε t to be t-distributed with time-varying degrees of freedom. The rank-based tests of Wright (2000) and Belaire-Franch and Contreras (2004) on Assumption A1 while their sign-based tests are based on Assumptions A2 and A3.
Finally, the Chen and Deo's (2006) assumptions on the martingale difference sequence are also different B1: {ε t } is ergodic and E(ε t |F t ) = 0 for all t, where F t is a sigma field, ε t is F t measurable, and F t−1 ⊂ F t for all t.
B2: E(ε 2 t ) = σ 2 < ∞.
B3: For any integer q, 2 ≤ q ≤ 8, and for q nonnegative integers s i , E ∏ q i=1 ε s i t i = 0 when at least one s i is exactly one and ∑ q i=1 s i ≤ 8.
B4: For any integer r, 2 ≤ r ≤ 4, and for r nonnegative integers s i , E ∏ r i=1 ε s i t i |F t = 0 when at least one s i is exactly one and ∑ r i=1 s i ≤ 4, for all t < t i , i = 1, 2, 3, 4.
B5: lim
T →∞ Var E ε 2 t+T ε 2 t+T + j |F t = 0 uniformly in j for every j > 0.
B6: lim
T →∞ E ε 2 t ε 2 t−T = σ 4 .
Assumptions B1-B6 allow the innovations ε t to be a martingale difference sequence with conditional heteroscedasticity. Chen and Deo (2006) showed that the stochastic volatility and GARCH models satisfy Assumptions B1-B6. Assumptions B3-B4 state that the series {ε t } shows product moment behavior similar to that of an independent white noise process. Assumptions B5-B6 state that ε t and ε t−T are roughly independent for large lags T . tests whereas the VR statistic is reported for the others tests.
