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In the former paper [1] we have made investigations on the systems which have
restricted exchange rules. In this sequel we introduce restricted weakening rules and
restricted contraction rules, and prove the cut-elimination theorems for the systems
based on $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{*1*})$ . These include new cut-elimination results for the well-known
relevance logics $\mathrm{E}_{arrow}$ and $\mathrm{S}4_{arrow}$ . The detailed proofs of the cut-elimination and other
theorems appear in the authors’ research report [2].
6 Restricted weakening and contraction
We introduce restricted weakening rules and restricted contraction rules as follows.
(In those figures, the difference between the lines around (the combinations of) the
rules shows equivalence explained below.)
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We have six combinations (including the null combinations) of the weakenings and
six combinations of the contractions:
It is known that $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{*1*})+(\mathrm{c})00$ is a system for the relevance logic $\mathrm{E}_{arrow}$ , and
$\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{*1*})+(\mathrm{W}^{01})+(\mathrm{c}^{0})0$ is a system for the the relevance logic $\mathrm{S}4_{-}$ (see [2]).
Theorem 6.1 The rule $(\mathrm{c}^{10})$ is derivable in $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{111})+(\mathrm{c}^{11})$ and in $\mathrm{F}\mathrm{L}_{arrow}+$
$(\mathrm{w}^{11})+(\mathrm{c}^{11})$ . Therefore the rules $(\mathrm{c}^{11})$ and $(\mathrm{C}^{10})$ are rule-equivalent over $\mathrm{F}\mathrm{L}_{arrow}+$
$(\mathrm{e}^{111})$ and over $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{w}^{11})$ ; and if $(\mathrm{e}^{111})$ or $(\mathrm{w}^{11})$ is $der\dot{\tau}vable$ in a system $L$ , then
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the two $\mathit{8}ys\iota_{ems}L+(\mathrm{c}^{11})$ and $L+(\mathrm{c}^{10})$ are theorem-equivalent and the two systems
$L+(\mathrm{c}^{01})$ and $L+(\mathrm{c}^{10})+(\mathrm{c}^{01})$ are theorem-equivalent.
Proof Let $\alpha\equiv\alpha_{1}arrow\alpha_{2}$ . The sequent $\alpha,\alpha_{2}arrow\alpha_{2}\Rightarrow\alpha$ is provable in $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{111})$
(by Lemma 3.1 in [1]) and in $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{w}^{11})$ (by one application of $(\mathrm{w}^{11})$ to an initial
sequent). Then the derivability of
$\frac{\Gamma,\alpha\alpha\Rightarrow parrow,arrow}{arrow}(\mathrm{c}^{10})$
$\Gamma,$ $\alpha\Rightarrow p$





$\Gamma,$ $\alpha\Rightarrow p$ .
1
Theorem 6.2 Suppose $(\mathrm{e}^{100})$ or $(\mathrm{W}^{10})$ is derivable in a system L. Then the rule
$(\mathrm{e}^{000})$ is derivable in $L+(\mathrm{e}^{111})$ , the rule $(\mathrm{w}^{00})$ is derivable in $L+(\mathrm{w}^{11})$ , and the
rule $(\mathrm{c}^{00})$ is derivable in $L+(\mathrm{c}^{11})$ . In other words, the existence of $(\mathrm{e}^{100})$ or $(\mathrm{w}^{10})$
makes the restrictions ineffective.
Proof Let $\overline{p}\equiv(parrow p)arrow p$. The sequents $p\Rightarrow\tilde{p}$ and $\tilde{p}\Rightarrow p$ are provable in $L$ . That
is, each propositional variable is equivalent to an implication in $L$ . Then, the nonre-
stricted structural rules are derivable by using the restricted rules and the cut rule. 1
7 Cut-elimination for $\mathrm{E}_{arrow},$ $\mathrm{S}4_{arrow}$ , and their sub-
systems
In this section, we make thorough investigations on the cut-elimination property of
the systems $\mathrm{F}\mathrm{L}_{arrow}+e+w+c$ where
$e\in\{(\mathrm{e}^{111}), (\mathrm{e}^{011}), (\mathrm{e})110, (\mathrm{e})110+(\mathrm{e}^{0})11, (\mathrm{e}^{0})10\}(=(\mathrm{e}^{*1*}))$,
$w\in$ {null, $(\mathrm{w}^{11}),$ $(\mathrm{w}^{01})$ }, and
$c\in$ {null, $(_{\mathrm{C}^{11}}),$ $(\mathrm{C}^{1})0,$ (c)ol, $(\mathrm{c}^{0})1+(\mathrm{c}10),$ $(\mathrm{c})00$ }.
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We will name them $\mathrm{L}_{y}^{x}$ , in which $x$ denotes a combination of the weakening and
contraction rules and $y$ denotes a combination of the exchange rules as displayed in
the folowing figure.
For example, $\mathrm{L}_{1}^{1}=\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{111}),$ $\mathrm{L}_{4}^{r}=\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{110})+(\mathrm{e}^{011})+(\mathrm{c}^{01})$ , and $\mathrm{L}_{5}^{12}=$
$\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{010})+(\mathrm{w}^{01})+(\mathrm{c}^{00})$ . Note that, for each $x\in\{1, \ldots, 12\}$ , the five or ten
systems $\{\mathrm{L}_{y}oe, \mathrm{L}_{\mathrm{y}}^{l^{l}}\}(y=1, \ldots, 5)$ are theorem-equivalent (by Theorem 3.2 in [1] and
Theorem 6.1). $\mathrm{L}_{y}^{1},$ $\mathrm{L}_{y}^{3},$ $\mathrm{L}_{y}^{10}$ , and $\mathrm{L}_{y}^{12}$ are systems for the relevance logics $\mathrm{E}_{arrow}-\mathrm{W}$ ,
$\mathrm{S}4_{arrow}-\mathrm{w},$ $\mathrm{E}_{arrow}$ , and $\mathrm{S}4_{-}$ respectively. If we add $(\mathrm{w}^{10})$ to those systems, the restriction
on the inferences becomes ineffective (Theorem 6.2). Therefore those are all the
considerable systems for $\mathrm{E}_{arrow},$ $\mathrm{S}4_{arrow}$ and their subsystems in our setting.
Our results on the cut-elimination property are summarized as follows.
Cut-elimination holds (denoted by O):
$\mathrm{L}^{1}\mathrm{L}^{2}-\mathrm{s}’ \mathrm{L}^{3}3-5’ 33-5’ \mathrm{L}43-5’ \mathrm{L}_{1}^{5}-5’ \mathrm{L}\epsilon 1-5’ 8\mathrm{L}5’ \mathrm{L}_{5}9,$ $\mathrm{L}10\mathrm{L}_{15}-\mathrm{s}’-,$$\mathrm{L}^{1}3111-52$ .
Cut-elimination does not hold (denoted $\mathrm{b}\mathrm{y}\cross$ ):
$\mathrm{L}^{1}\mathrm{L}^{2}1,2’ 1,2’ \mathrm{L}_{1}3,\mathrm{L}1,2’ \mathrm{L}_{1}4,4\prime 7,r\mathrm{L}^{8,8}2’ 5’ 1-\prime 4’ \mathrm{L}^{\mathfrak{g},9}1-4’ \mathrm{L}11’,02$
Unknown (denoted by ?):
$\mathrm{L}_{3-5}^{4}.,$ $\mathrm{L}^{\epsilon’}1-5’ \mathrm{L}_{1-}6^{\cdot}\mathrm{L}_{5}8’,$$ ma hrm{L}_{\mathrm{s}}5’ 9’$ .
190
191
Before the proofs of the cut-eliminations, we note a fact which will be implicitly
used below. Let $L$ and $L^{+}$ be systems such that
(1) $L$ and $L^{+}$ are theorem-equivalent;
(2) $L^{+}$ is “stronger” than $L$ ; that is, each proof in $L$ is also a proof in
$L^{+}$ .
Then the cut-elimination for $L$ implies the cut-elimination for $L^{+}$ : Suppose a se-
quent $S$ is provable in $L^{+}$ . By the condition (1) and the cut-elimination for $L$ , there
is a cut-free proof $P$ of $S$ in L. Then $P$ is also a cut-free proof in $L^{+}$ by the con-
dition (2). For example, the cut-elimination for $\mathrm{L}_{3}^{1}$ implies the cut-elimination for
$\mathrm{L}_{4}^{1}$ and $\mathrm{L}_{5}^{1}$ , and failure in cut-elimination for $\mathrm{L}_{4}^{9}$ implies the failure for $\mathrm{L}_{y}^{9}$ and $\mathrm{L}_{y}^{9’}$ for
$y=1,$ $..,4$ .
$\mathrm{N}\dot{\mathrm{o}}\mathrm{w}$ we start proving the cut-elimination theorems.
Lemma 7.1 (Inversion Lemma) Let $L=\mathrm{L}_{y}^{x}$ ($x$ and $y$ are arbitrarily fixed). If
$\Gamma\Rightarrow\alphaarrow\beta$ is cut-ffee provable in $L$ , then also $\Gamma,$ $\alpha\Rightarrow\beta$ is cut-free provable in $L$ .
Proof By induction on the cut-free proof in L. 1
Lemma 7.2 (Atomic Cut-Elimination) Let $L=\mathrm{L}_{y}^{x}(x$ and $y$ are arbitrarily
fixed). For any propositional variable $p$ , the rule (p–cut) ($i.e.$ , the cut rule whose
cut-formula is $p$) is admissible in cut-free $L$ .
Proof By induction on the left upper subproof of ($p$-cut). I
We first show the cut-elimination for the systems $\mathrm{L}_{5}^{8}$ and $\mathrm{L}_{5}^{9}$ , for which the
cut-elimination fails if $(\mathrm{e}^{010})$ is replaced by “weaker” exchange rules. In the cut-
elimination procedure, the following lemma plays an important role like Lemma 3.6
in [1].
Lemma 7.3 (Key Lemma for $\mathrm{L}_{5}^{8}$ and.. $\mathrm{L}_{5}^{9}$) Let $L=\mathrm{L}_{5}^{8}$ or $\mathrm{L}_{5}^{9}$ . If there is a cut-
free proof $P$ of $\Phi,$ $\Psi\Rightarrow\psi$ in $L$ and if $\Psi\Rightarrow\psi$ is an implication, then there are a
sequence $\dot{\Phi}^{-}$
. and a proof $P^{-}$ which satisfy the following conditions.
(1) $P^{-}$ is a cut-free proof of $\Phi^{-},$ $\Psi\Rightarrow\psi$ in $L$ .
(2) $\Phi^{-}$ is a (possibly empty) sequence of implications. If $\Phi$ does not contain an
implication, then $\Phi^{-}$ is empty.
(3) The rule of inference
$\frac{\Gamma,\Phi^{-},\Delta\Rightarrow\alphaarrow}{\Gamma,\Phi,\Delta\Rightarrow\alpha}(A_{\Phi}^{\Phi^{-}})$
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is cut-free derivable in L. That is, for any sequence $(\Gamma, \Delta, \alpha)$ , if $\Delta\Rightarrow\alpha$ is an
implication, then there is a cut-free derivation from $\Gamma,$ $\Phi^{-},$ $\Delta\Rightarrow\alpha$ to $\Gamma,$ $\Phi,$ $\Delta\Rightarrow\alpha$
in $L$ .
(The sequences $\Phi$ and $(\Psi,\psi)$ , which are components of the last sequent of the given
proof $P$ , will be called respectively a redex and an invariant.)
(Note: The rule $R_{\Phi^{-}}^{\Phi}$ in Lemma 3.6 in [1] is stronger $\mathrm{t}\mathrm{h}\mathrm{a}\mathrm{n}..A_{\Phi^{-}}^{\Phi}$ , and it win be $\mathrm{a}\mathrm{p}.\mathrm{p}$
.
ear
in Lemma 7.11 as $C_{\Phi}^{\Phi^{-}}.$ )
Proof Similar to the
$\mathrm{p}.$.roof of Lemma 3.6. Here we show a case of $(\mathrm{w}^{11}).:P$ is ofthe for..m
$,., \frac{\Pi\Sigma 1\Sigma^{arrow}2Q\Rightarrow\psi}{\Pi,\sqrt,\Sigma 1,\Sigma 2\Rightarrow\psiarrow},\cdot.\cdot..,$
$(\mathrm{w}^{11})$$-$
and the redex $\Phi$ is $(\Pi,\beta, \Sigma_{1})$ . In this case, the required proof $P^{-}$ is
$\Lambda^{-},$
$\Sigma_{2}.\cdot.\cdot\Rightarrow\psi Q^{-}$
and the required sequ.ence $\Phi^{-}$ is $\Lambda^{-}$ where $Q^{-}\mathrm{i}\mathrm{S}$ a proof obtained by the induction
hypothesis for $Q$ in which the redex is $\Lambda\equiv(\Pi, \Sigma_{1})$ . The condition (2) is obviously




$\Gamma,$ $\Pi,$ $\beta,$ $\Sigma_{1},$ $\Delta\Rightarrow\alpha$ .
Note that the condition “$\Delta\Rightarrow\alpha$ is an implication” on $A_{\mathbb{I}^{-}}^{\Lambda_{\Sigma_{1}}}$, is necessary for the
application of $(\mathrm{w}^{11})$ if $\Sigma_{1}$ is empty. I
Now we show the cut-elimination for $\mathrm{L}_{5}^{8}$ and $\mathrm{L}_{5}^{9}$ . The “atomic cut” is eliminable
by Lemma 7.2, and then we will show the “non-atomic cut-elimination”. For this,
we introduce a rule named (mix) which is of the form
$\frac{\Phi_{1}\Rightarrowarrow\cdotsarrow\ldots,’arrow,arrow\phi\Phi_{n}\Rightarrow\phi\Psi 0\phi\Psi_{1},\ldots,\phi}{\Psi_{0},\Phi_{1},\Psi_{1},\Phi n’\Psi n^{\Rightarrow}\psi}$
, $\Psi_{n}\Rightarrow\psi$
(mix)
where $n\geq 0$ . Note that the “mix formula” $\phi$ must be an implication.
Lemma 7.4 (Mix-Elimination for $\mathrm{L}_{5}^{8}$ and $\mathrm{L}_{5}^{9}$ ) Let $L=\mathrm{L}_{5}^{8}$ or $\mathrm{L}_{5}^{9}$ . The rule
(mix) is admissible in cut-free $L$ .
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Proof Let $P$ be a proof
$\frac{\Phi_{1}\Rightarrow\phi\Phi Q1\cdot Q_{n}arrow\ldotsarrow n^{\Rightarrow}\phi\Psi\Rightarrow\psi R}{\Psi^{\mathrm{O}}\Rightarrow\psi}$
(mix)
where $Q_{i}$ and $R$ are cut-free proofs in $L$ , and $\Psi^{\mathrm{O}}$ denotes the sequence obtained
from $\Psi$ by replacing certain occurrences of $\phi$ by $\Phi_{1},$ $\ldots,$ $\Phi_{n}$ . (The superscript $0$ will
be used similarly.) We define the grade $g$ of this mix to be the length of the formula
$\phi$ and the rank $r$ of this mix to be the length of the proof $R$ . If $n=0$, we define
$g=0$ . We prove, by double induction on the grade and rank of this mix, that there
is a cut-free proof of $\Psi^{\mathrm{O}}\Rightarrow\psi$ in $L$ . We distinguish cases according to the form of $R$ ,
and here we show some nontrivial cases concerning the weakening and contraction.
(The other cases are easy; we use the Inversion Lemma 7.1 for the case of $(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$
and use the Key. Lemma 7.3 for the case of $(\mathrm{e}^{010})$ similarly to the proof of Theorem
3.8 in [1].)
(Case 1): The last inference of $R$ is $(\mathrm{w}^{11})$ , and $P$ is of the form
.$\cdot$.
$\cdot$
$Q_{1}$ :.$\cdot$ $Q_{n}$ $\frac{\Gamma,\Delta\Rightarrow\psirightarrow:R_{0}}{arrow}.\cdot(\mathrm{w}^{11})$
$\Phi_{1}\Rightarrowarrow\phi$ ... $\Phi_{n}\Rightarrowarrow\phi$ $\Gamma,$ $\phi,$ $\Delta\Rightarrow\psi$
$\overline{\Gamma^{\mathrm{o}},\Phi_{k},\Delta^{\mathrm{o}}\Rightarrow\psi.}$
(mix)
(Subcase 1-1): $\Delta^{\mathrm{O}}\Rightarrow\psi$ is an implication. We apply the Key Lemma 7.3 to $Q_{k}$
in which the redex is $\Phi_{k}$ , and we get a sequence $\Phi_{k}^{-}$ of implications and cut-free
derivability of the rule $A_{\Phi_{k}^{k}}^{\Phi^{-}}$ . Then, by the induction hypothesis, the required proof
is obtained from the proof









(Subcase 1-2): $(\Delta^{\mathrm{O}},\psi)$ is a single atom. In this case, $P$ is of the form
.$\cdot$.
$\cdot$
$Q_{1}$ .$\cdot$.. $Q_{k}$ .$\cdot$.$\cdot$ $Q_{k+1}$ ..$\cdot$. $Q_{k+m}$ $\frac{\Gamma,\Delta\Rightarrow pR_{0}}{arrow}.\cdot.\cdot(\mathrm{w}^{11})$







and $m\geq 1$ . Then the required proof is obtained from the proof
.$\cdot$.$\cdot$ $Q_{1}$ ..$\cdot$. $Q_{k}$ ..$\cdot$. $Q_{k+1}$ .$\cdot$.. $Q_{k+}m-1$ .$\cdot$.$\cdot$ $R_{0}$
$\Phi_{1}\Rightarrowarrow\phi$ ... $\Phi_{k}\Rightarrowarrow\phi$ $\Rightarrowarrow\phi$ $\Rightarrowarrow\phi$
$\ldots\frac{\Gamma,\Delta\Rightarrow p}{\mathrm{r}^{0},\Phi_{k}\Rightarrow p}\ldots$ (mix)
by the induction hypothesis.
(Case 2): The last inference of $R$ is $(\mathrm{w}^{11})$ , and $P$ is of the form
.$\cdot$.
$\cdot$
$Q_{1}$ ..$\cdot$. $Q_{n}$ $\frac{\Gamma,\Delta\Rightarrow\psiarrow R_{0}}{arrow}.\cdot.\cdot(\mathrm{w}^{11})$
$\Phi_{1}\Rightarrow\phi$ .. $\Phi_{n}\Rightarrow\phi$ $\Gamma,$ $\alpha,$ $\Delta\Rightarrow\psi$
$\ldots\overline{\Gamma^{\mathrm{o}},\alpha,\Delta^{\mathrm{O}}\Rightarrow\psi.-}$ (mix)
If $\Delta^{\mathrm{O}}\Rightarrow\psi$ is an implication, the required proof is easily obtained by the induction
hypothesis. If $(\Delta^{\mathrm{o}}, \psi)$ is a single atom, $P$ is of the form
:.. $R_{0}$..$\cdot$. $Q_{1}$ .$\cdot$.$\cdot$ $Q_{k}$ ...$\cdot$ $Q_{k+1}$ .$\cdot$.. $Q_{k+m}$ $\frac{\Gamma,\Delta\Rightarrow p}{arrow}(\mathrm{w}^{11})$
$\Phi_{1}\Rightarrowarrow\phi$ $\Phi_{k}\Rightarrowarrow\phi$ $\Rightarrowarrow\phi$ $\Rightarrowarrow\phi$
$\ldots\frac{\Gamma,\alpha,\Delta\Rightarrow p}{\Gamma^{\mathrm{o}},\alpha\Rightarrow p}\ldots$ (mix)
where
$\Delta\equiv\frac{m}{\phi,\ldots,\phi}$













Then the required proof is obtained by the induction hypothesis.








$Q$ $\Phi_{k}\Rightarrowarrow\phi$ $Q’$ $\Gamma,$ $\phi,$ $\Delta\Rightarrow\psi$
$\overline{\mathrm{r}^{0},\Phi_{k},\Delta^{\circ}\Rightarrow \mathrm{p}\psi}$
(mix)
where 2 and 2’ are sequences of cut-free proofs of $\Phi_{:}\Rightarrow\phi(i=1,$ $\ldots,$ $(k-1),$ $(k+$
$1),$ $\ldots,n)$ . We apply the Key Lemma 7.3 to $Q_{k}$ in which the redex is $\Phi_{k}$ , and we
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get a sequence $\Phi_{k}^{-}$ of implications, a cut-free proof $Q_{k}^{-}$ of $\Phi_{k}^{-}\Rightarrow\phi$ , and cut-free
derivability of the rule $A_{\Phi_{k}}^{\Phi_{k}^{-}}$ . . $-$.
(Subcase 3-1): $\Phi_{k}^{-}$ is empty. By the $\mathrm{i}\mathrm{n}\mathrm{d}\mathrm{u}_{3}\mathrm{c}$ tion hypothesi-s, the required proof is










(Subcase 3-2): $\Delta^{\mathrm{O}}\Rightarrow\psi$ is an implication. By the induction hypothesis, the














(Subcase $3-\cdot 3$) $:\Phi_{k}^{-}$ is not empty and $(\Delta^{\mathrm{O}}, \psi)$ is a single atom. The condition
(2) in the Key Lemma 7.3 implies the fact that $\Phi_{k}$ contains an implication, $\mathrm{s}\mathrm{a}\mathrm{y}\alphaarrow$.





















The required proof is obtained from this by the induction hypothesis.
(Case 4): The last inference of $R$ is $(\mathrm{c}^{01})$ , and $P$ is of the form
:.$\cdot$ $R_{0}$
$\Phi_{1}.\cdot.\cdot\Rightarrow\phi Q_{1}$ ... $\Phi_{n}.\cdot.\cdot\Rightarrow\phi Q_{n}$ $\frac{\Gamma,\alpha,\alpha,\Delta\Rightarrow\psiarrow}{\Gamma,\alpha,\Delta\Rightarrow\psi}(\mathrm{c}^{01})$
$\overline{\Gamma^{\mathrm{o}},\alpha,\Delta^{\circ}\Rightarrow\psi.}.(\mathrm{m}\mathrm{i}\mathrm{X})$
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If $\alpha$ or $\Delta^{\mathrm{O}}\Rightarrow\psi$ is an implication, the required proof is easily obtained by the induc-
tion hypothesis and ( $\mathrm{c}^{10}$ or $\mathrm{c}^{01}$ ). Suppose $\alpha$ is atomic and $(\Delta^{\mathrm{O}},\psi)$ is a single atom.










$\phi\wedge m-$ and $m\geq 1$ . Now we consider two cases:





















Then the required proof is obtained by the induction hypothesis.
(Case B): $\Gamma^{\mathrm{o}}$ does not contain implications. Consider the proof
$\underline{\Phi_{1}\Rightarrow\phi Q_{1}}\Gamma^{\mathrm{O}}.\Rightarrow,\phi\Gamma,p,p,$$\Delta\Rightarrow qp,pQ_{k}+\Righta row m\wedge q..R_{0}
(mix)
Then, by the induction hypothesis, there is a cut-free proof $P’$ of $\Gamma^{\mathrm{o}},p,p\Rightarrow q$ in $L$ .
This sequent consists of atomic formulas, and therefore the only possible inferences
in $P’$ are $(\mathrm{w}^{01})$ and $(\mathrm{c}^{01})$ . If $L=\mathrm{L}_{5}^{8}$ , then $L$ does not have $(\mathrm{w}^{01})$ and there is no
such proof in $L$ . This means that Case $\mathrm{B}$ never happen for $\mathrm{L}_{5}^{8}$ . If $L=\mathrm{L}_{5}^{9}$ , then the
fact $p\equiv q$ is easily verified by the form of $P’$ , and we get the required proof
$\Gamma^{\mathrm{O}},p.\cdot..\Rightarrow pp\Rightarrow(\mathrm{w}^{0}.)p1$
I
Theorem 7.5 ( $\mathrm{C}\mathrm{u}\mathrm{t}_{-}\mathrm{E}\mathrm{l}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{n}.\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\sim$ for $\mathrm{L}_{5}^{8}$ and $\mathrm{L}_{5}^{9}$) The rule (cut) $i\mathit{8}$ admissible in
cut-free $\mathrm{L}_{5}^{8}$ and cut-free $\mathrm{L}_{5}^{9}$ .
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Proof By Lemmas 7.2 (for atomic cut) and 7.4 (for non-atomic cut). I
Note that the rules $(\mathrm{e}^{010}),$ $(\mathrm{w}^{11})$ and $(\mathrm{c}^{10})$ are used in the Cases 3 and 4 in the
proof of the above Lemma 7.4. Therefore this procedure does not work for the sys-
tems $\mathrm{L}_{5}^{\tau},$ $\mathrm{L}_{4}^{8},$ $\mathrm{L}_{4}^{9},$ $\mathrm{L}_{5}8’$ , and $\mathrm{L}_{5}^{9’}$ . Indeed we will show that the cut-elimination fails for
$\mathrm{L}_{5}^{7},$ $\mathrm{L}_{4}^{8}$ , and $\mathrm{L}_{4}^{9}$ . (The authors do not know whether the cut-elimination hol..d$\mathrm{s}$ for
$\mathrm{L}_{5}^{8’}/\mathrm{L}_{5}^{9’}.)$
Let $S$ be a sequent $\alpha^{1},$ $\ldots,$ $\alpha^{n}\Rightarrow\alpha^{0}$ where $n\geq 0,$ $\alpha^{:}\equiv\alpha_{1^{arrow}}^{\dot{\iota}}\cdots-\alpha^{1}arrow pf(:)\cdot$ ,
$f(i)\geq 0$ , and $p_{*}$. are propositional variables $(i=0, \ldots,n)$ . We say that a propositional
variable $v$ occurs badly in $S$ if the following conditions are satisfied.
(1) $p:\equiv v$ for some $i\geq 1$ .
(2) If $p_{0}\equiv v$ , then $p:\equiv p_{j}\equiv v$ for some $i>j\geq 1$ .
(3) $v$ does not occur in $\alpha_{j}^{i}$ for any $i,j$ .
Lemma 7.6 Let $L=\mathrm{L}_{y}^{x}$ where $x\in\{1,4,4’, 7,7’, 10\}$ and $y$ is arbitrary ($i.e.,$ $L$ is a
system which has no weakening rule). If a seque..nt $s$ is $.cui$-free provable in $L$ , then
no propositional variable occurs badly in $S$ .
Proof By induction on the cut-free proof of $S$ in $L$ . I
In the following, $\alpha^{+_{\mathrm{W}\mathrm{i}\mathrm{l}1}}$ denote a $\mathrm{n}\mathrm{o}\mathrm{n}\mathrm{e}\mathrm{m}_{\mathrm{P}^{\mathrm{t}\mathrm{y}}}\sim$ sequence of $\alpha$ .




provable in $\mathrm{L}_{5}^{7}$ but not cut-fiee provable in $\mathrm{L}_{5}^{7}$ .
Proof Let $S\equiv parrow parrow Iarrow q,p\Rightarrow q$ where $I\equiv rarrow r$ and $p,$ $q,$ $r$ are mutually distinct
propositional variables. We have $\mathrm{L}_{5}^{7}\vdash S$:
’. :.$\cdot$ .... . $-$
$. \cdot.\cdot\frac{\Rightarrow I\frac{parrow parrow Iarrow q,p,p,.I\Rightarrow q}{parrow parrow Iarrow q,p,I\Rightarrow q}}{parrow parrow Iarrow q,p\Rightarrow q}(\mathrm{c}\mathrm{u}(\mathrm{c})01\mathrm{t})$
We will show that $S$ is not cut-free provable. Suppose there is a cut-free proof $P$ of
$S$ in $\mathrm{L}_{5}^{7}$ . By Lemma 7.6, the last inference in $P$ must be either $(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$ or $(\mathrm{e}^{010})$ (con-
traction of $parrow parrow Iarrow q$ never happens). In the former case, two candidates for the
pair of upper sequents of this $(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$ contain $\mathrm{n}\mathrm{o}\mathrm{n}- \mathrm{t}\mathrm{a}\mathrm{u}\mathrm{t}\mathrm{o}\mathrm{l}\mathrm{o}\mathrm{g}\mathrm{i}\mathrm{e}\mathrm{S}\Rightarrow p$ and $parrow Iarrow q\Rightarrow q$ ;
therefore this cannot happen. In the latter case, Lemma 7.6 implies that $P$ must be
of the form
$. \cdot..\frac{\Rightarrow pp^{+},parrow Iarrow q\Rightarrow q::}{p^{+},parrow parrow Iarrow q\Rightarrow q}(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$..$\cdot$. $(\mathrm{c}^{01})$




However, this cannot happen $\mathrm{b}\mathrm{e}\mathrm{c}\mathrm{a}\mathrm{u}\mathrm{S}\mathrm{e}\Rightarrow p$ is not provable. I
This counterexample $\mathrm{a}\mathrm{J}\mathrm{s}\mathrm{o}$ shows the $\mathrm{f}\mathrm{o}\mathbb{I}_{0}\mathrm{W}\mathrm{i}\mathrm{n}\mathrm{g}$.
Theorem 7.8 (Failure of Cut-Elimination for $\mathrm{L}_{4}^{8}$ and $\mathrm{L}_{4}^{9}$) There is a sequent
which is provable in $\mathrm{L}_{4}^{8}$ and in $\mathrm{L}_{4}^{9}$ but neither in $cut- fi\cdot ee\mathrm{L}^{8}4$ nor cut-ffee $\mathrm{L}_{4}^{9}$ .
Proof Take the same sequent $S$ as Theorem 7.7. We show that $S$ is not cut-free
provable in $\mathrm{L}_{4}^{9}$ . Suppose there is a cut-free proof $P$ of $S$ in $\mathrm{L}_{4}^{9}$ . Then, since $p\Rightarrow q$ is
not an initial sequent, $P$ must be of the form
$\overline{(parrow parrow Iarrow q)^{+},p\Rightarrow q}(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$
$-$.:: $(\mathrm{e}^{011}),(\mathrm{e})110,(\mathrm{W}^{1})1,(\mathrm{w}^{01}),(\mathrm{c}^{10}),(\mathrm{C}^{01})$ ; for $parrow parrow Iarrow q$
$parrow parrow Iarrow q,p\Rightarrow q$ .
However, this cannot happen because ffi the candidates for the pair of upper
$\mathrm{s}\mathrm{e}_{1}$
quents of this $(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$ contain non-tautologies.
Next we show the cut-elimination for the systems $\mathrm{L}_{3}^{l}$ for $x=1,$ $\ldots,$ $6,10,11,12$ .
Consider the following proof in $\mathrm{L}_{3}^{3}$ .
..
$\alpha\Rightarrow\alpha$ $q\Rightarrow q$
$.. \frac{p\Rightarrow I\frac\Rightarrow I(_{\mathrm{W}^{0}}1)\overline{\frac{Iarrow\alphaarrow q,I,\alpha\Rightarrow q}{Iarrow\alphaarrow q,\alpha,I\Rightarrow q\alpha,pq}}:}{Iarrow\alphaarrow q,\Rightarrow}(\mathrm{c}\mathrm{u}\mathrm{t}(\mathrm{e}^{110}))$
$I^{\cdot}\Rightarrow I$
$\overline{\alphaarrow q,\alpha\Rightarrow q}$
where $I\equiv rarrow r$ and $\alpha$ is an implication. To get a cut-free proof of this sequent, we
must move the application of $(\mathrm{w}^{01})$ to an ancestor of the right upper sequent of the
cut:
$. \cdot..\frac{\Rightarrow I\frac{\frac\alpha,p\Rightarrow\alpha(\alpha\Rightarrow\alpha \mathrm{w})01.q\Rightarrow q}{\alphaarrow q,\alpha,p\Rightarrow q}}{Iarrow\alphaarrow q,\alpha,p\Rightarrow q}$
Such transformation is not described in the cut-elimination procedure for $\mathrm{L}_{5}^{8}$ and
$\mathrm{L}_{5}^{9}$ , and then we need some preparations for $\mathrm{L}_{3}^{x}(x=1, \ldots, 6,10,11,12)$ .
Lemma 7.9 (Weakening Lemma for $(\mathrm{w}^{11})$ ) Let $L=\mathrm{L}_{y}^{x}$ where $x\in\{2,5,5’,$ $8$ ,
$8’,$ $11\}$ and $y$ is arbitrary ($i.e.,$ $L$ is a system which has $(\mathrm{w}^{11})$). Then, the inference
$\frac{\Gamma,\alpha\Deltaarrow,\Rightarrow\beta}{\Gamma,\alpha\gammaarrow,arrow,\Delta\Rightarrow\sqrt}.(B_{1})$
is admissible in cut-free $L$ .
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Proof $(B_{1})$ is an instance of $(\mathrm{w}^{11})$ if $\Delta\Rightarrow\beta$ is an implication. Therefore we prove,
by induction on the cut-free proof of $\Gamma,\alphaarrow\Rightarrow p$ , that there is a cut-free proof of
$\Gamma,\alpha\gammaarrow,$$arrow\Rightarrow p$ . The only nontrivial case is that the proof is of the forni
$. \cdot.\cdot\frac{\Rightarrow\alpha_{1}\Gamma,\alpha_{2}\Rightarrow P_{1}\cdot P_{2}p}{\Gamma,\alpha_{1}arrow\alpha_{2}\Rightarrow p}..\cdot.(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$
In this
$\mathrm{c}\mathrm{a}s.\mathrm{e},$$\alpha_{1}\backslash$
is an implication because.. $P1$ is a $\mathrm{c}_{\vee}\mathrm{u}.$t-fr.ee proof. Th.en. $\mathrm{t}$.he requiredproof is
..
$\cdot.\frac{\frac{\Rightarrow\alpha_{1}:arrow P_{1}}{arrowarrow\gamma\Rightarrow\alpha_{1}}(\mathrm{w}^{11})\Gamma,\alpha_{2^{\Rightarrow}}pP2}{arrow}.\cdot.\cdot(arrow 1\mathrm{e}\mathrm{f}\mathrm{t})$
: .., $\sim$ . $t$
$\Gamma,$ $\alpha_{1^{arrow}}\alpha_{2},$ $\gamma\Rightarrow p$ .
I
Lemma 7.10 (Weakening Lemma for $(\mathrm{w}^{01})$ ) Let $L=L_{y}^{x}$ where $x\in\{3,6,6’$ ,
9, $y,$ $12$} and $y$ is arbitrary ($i.e.,$ $L$ is a system which has $(\mathrm{w}^{01})$). Then, the inference
$\frac{\Gamma,\alpha\Deltaarrow,\Rightarrow\sqrt}{arrow}(B_{0})$
$\Gamma,$ $\alpha,\gamma,$ $\Delta\Rightarrow\beta$
is admissible in cut-free $L$ .
Proof Similar to the previous Lemma 7.9. I
Lemma 7.11 (Key Lemma for $\mathrm{L}_{3}^{1},\mathrm{L}_{3’ 3’ 3’ 3}^{2}\mathrm{L}3\mathrm{L}4\mathrm{L}5,\mathrm{L}\epsilon \mathrm{L}_{3’.3^{1}}^{1}3’ 0\mathrm{L}1$ and $\mathrm{L}_{3}^{12}$ ) Lemma 7.3
(Key Lemma for $\mathrm{L}_{5}^{8}$ and $\mathrm{L}_{5}^{9}$) holds for $L=\mathrm{L}_{3}^{x}$ where $x\in\{1, \ldots, 6,10,11,12\}$ . More-
over, the sequence $\Phi^{-}$ sati.sfies the follo.w.i.ng conditions in addition to the conditions
(1)$-(3)$ .
(4) The rule of inference
$\frac{\Gamma,\theta\Phi^{-},\Delta\Rightarrowarrow,\alpha}{arrow}(\beta_{\Phi}^{\Phi^{-}})$
$\Gamma,$ $\theta,$ $\Phi,$ $\Delta\Rightarrow\alpha$ ’
is admissible in $cut- fi\cdot ee$ L. That is, for any sequence $(\Gamma, \theta, \Delta, \alpha)$ , if the sequent
$\Gamma,$ $\theta,$ $\Phi^{-},$ $\Delta\Rightarrow\alpha$ is $Cut_{-}fiee$ provable in $L$ an.d if $\theta$ is an implication, then also
$\Gamma,$ $\theta,$ $\Phi,$ $\Delta\Rightarrow\alpha$ is cut-free provable in $L$ .
(5) If $\Phi^{-}$ is not empty, then the rule of inference
$\frac{\Gamma,\Phi^{-},\Delta\Rightarrow\alpha}{\Gamma,\Phi,\Delta\Rightarrow\alpha}(C_{\Phi}^{\Phi^{-}})$
is admissible in cut-free $L$ .
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(Note: $A_{\Phi}^{\Phi^{-}}:$ a condition is imposed After $\Phi^{-}$ . $B_{\Phi}^{\Phi^{-}}:$ a condition is imposed Before
$\Phi^{-}$ . $C_{\Phi}^{\Phi^{-}}:$ no Condition is imposed. Each instance of $B_{1}$ and $B_{0}$ (Lemmas 7.9 and
7.10) is an instance of $B_{\Phi}^{\Phi^{-}}$ where $\Phi^{-}\mathrm{i}\mathrm{S}$ empty and $\Phi$ is a formula.)
Proof The construction of the required proof $P^{-}$ and the required sequence $\Phi^{\backslash }-$ is
the same as that in the proof of Lemma 3.6 in [1] and Lemma 7.3. Then, to prove
this lemma, we add proofs of the conditions (4) and (5) to each cases. Here we show
some critical cases.
(Case 2-2 in Lemma 3.6): $\mathrm{A}\mathrm{d}\mathrm{m}\mathrm{i}\mathrm{s}\mathrm{s}\mathrm{i}-\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{y}$ of $B_{\mathrm{I}\mathrm{I},\beta \mathrm{A}_{1}}^{\mathbb{I},\rho\gamma,\Lambda_{1}}.-arrow\gammaarrow,-\mathrm{a}\mathrm{n}\mathrm{d}C^{\mathrm{I}}\mathrm{I}\mathrm{I}\mathrm{I},-,\beta\rhoarrow\gamma,\Lambdaarrow\gamma,\Lambda_{1}1^{-}$ is shown
by
$\frac{\mathrm{r},(\theta,)\Pi-,\sqrtarrow\gamma,\Lambda^{-},\Delta\Rightarrow 1.\alphaarrow}{\frac{\Gamma,(\theta,)\Pi^{-},\sqrtarrow\gamma,\Lambda_{1},\Delta\Rightarrow\alpha}{\Gamma,(\theta,)\Pi,\sqrtarrow\gamma,\Lambda_{1},\Delta\Rightarrow\alpha}}(B_{\Lambda_{1}})(\mathrm{i}\mathrm{n}\mathrm{d}.\mathrm{h}\mathrm{y}\mathrm{p}.)(A_{\mathbb{I}^{-}}^{\Pi})(\mathrm{i}\mathrm{n}\Lambda_{1}-\mathrm{d}.\mathrm{h}\mathrm{y}\mathrm{p}.)$
(Case 4-2 in Lemma 3.6): Admissibility (derivabihity) of $B_{\Pi,\gamma}^{\mathbb{I}^{-_{\gamma}}}$’ and $C_{\mathrm{n}_{\gamma}’}^{\mathrm{n}^{-}},\gamma$ is shown
by using $A_{\mathrm{n}}^{\Pi^{-}}$ .
(The case described in the proof of Lemma 7.3): When $\Sigma_{1}$ is not empty, admis-
sibility of $B_{\mathrm{I}\mathrm{I},\beta}^{\Lambda^{-}},\Sigma_{1}$ and $c_{\mathrm{n},\beta}^{\Lambda^{-}},\Sigma_{1}$ is shown by
$\frac{}{arrow}(\mathrm{w}^{11})\frac{\Gamma,(\thetaarrow,)\Lambda^{-},\Delta\Rightarrow\alpha}{\Gamma,(\theta,)\Pi,\overline{\Sigma_{1},\Delta\Rightarrow\alpha}}(\beta_{\mathrm{I}}^{\Lambda^{-}}\mathrm{I},\Sigma_{1})$
or $(C_{\mathrm{n}^{-}}^{\Lambda},\Sigma_{1})(\mathrm{i}\mathrm{n}\mathrm{d}. \mathrm{h}\mathrm{y}\mathrm{p}.)$
$\Gamma,$ $(\theta, )\Pi,$ $\beta,$ $\Sigma_{1},$ $\Delta\Rightarrow\alpha$ .




$\Gamma,$ $(\theta, )\Pi,$ $\beta,$ $\Delta\Rightarrow\alpha$ .
(\dagger We use another Weakening Lemma 7.10 in the case that the last inference of $P$
is $(\mathrm{w}^{01}).)$ 1
Lemma 7.12 (Mix-Elimination for $\mathrm{L}_{3}^{1},\mathrm{L}_{3’ 3}^{2}\mathrm{L}^{3},\mathrm{L}43’ \mathrm{L}3’ 35\mathrm{L}^{6},\mathrm{L}^{10},\mathrm{L}^{11}33$ and $\mathrm{L}_{3}^{12}$) $LetL$
$=\mathrm{L}_{3}^{x}$ where $x\in\{1, \ldots, 6,10,11,12\}$ . The rule (mix) is admissible in cut-fiee $L$ .
Proof Similar to the proof of Lemma 7.4 (mix-elimination procedure for $\mathrm{L}_{5}^{8}$ and $\mathrm{L}_{5}^{9}$ ).





of $R$ is $(\mathrm{e}^{110})$ , and $P$ is of the form .
:.$\cdot$ $R_{0}$
$.\sim\backslash \cdot.:_{\vee}\triangleright$
. .. $\cdot$ .
.$\cdot$.. $Q_{1}$ ..$\cdot$. $Q_{n}$ $\frac{\Gamma,\phi)arrowarrow\sqrt,\Delta\Rightarrow\psi}{arrowarrow}(\mathrm{e}^{110})$
..$\cdot$
$-$




We apply the Key Lemma 7.11 to $Q_{k}$ in which the redex is $\Phi_{k}$ , and we get a sequence
$\Phi_{k}^{-}$ of implications, a cut-free proof $Q_{k}^{-}$ of $\Phi_{k}^{-}\Rightarrow\phi$ , and cut-free admissibility of the


























where 2 and $Q’$ are sequences of cut-free proofs of $\Phi_{:}\Rightarrow\phi\langle i=1,$ $\ldots,$ $(k-1),$ $(k+$
$1),$ $\ldots,n)$ . We apply the Key Lemma 7.11 to $Q_{k}$ in which the redex is $\Phi_{k}$ , and we
get a sequence $\Phi_{k}^{-}$ of implications, a cut-free $\mathrm{P}^{\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}}.Qk-$ of $\Phi_{k}^{-}\Rightarrow.\phi$, and cut-free
admissibility of the rule $C_{\Phi_{k}}^{\Phi_{k}^{-}}$ if $\Phi_{k}^{-}$ is nonempty.
(Subcase 2-1): $\Phi_{k}^{-}$ is empty. This is the same as Subcase 3-1 in Lemma 7.4.
(Subcase 2-2): $\Phi_{k}^{-}$ is not empty. By the induction $\mathrm{h}.\mathrm{y}\mathrm{p}_{\mathrm{o}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{s}\mathrm{i}}..\mathrm{s}.$ ’ the required proof
is obtained from the proof
.
$\cdot$.. $Q_{k}^{-}$ ..$\cdot$. $Q_{k}^{-}$ . $.\cdot.\cdot R_{0}$





Theorem 7.13 (Cut-Elimination for $\mathrm{L}_{3}^{1},\mathrm{L}_{3’ 3}^{2}\mathrm{L}3,\mathrm{L}_{3’ 3}^{4}\mathrm{L}5,\mathrm{L}3’ \mathrm{L}_{3’ 3^{1}}^{1}\epsilon 0\mathrm{L}1$ and $\mathrm{L}_{3}^{12}$) Let $L$
$=\mathrm{L}_{3}^{x}$ where $x\in\{1,\ldots,6,10,11,12\}$ . The rule (cut) is admissible in cut-ffee $L$ .
Proof By Lemmas 7.2 (for atomic cut) and 7.12 (for non-atomic cut). I
This cut-elimination theorem c..a.n.. be exten..ded to the. systems $\mathrm{L}_{1}^{x}$ if $(\mathrm{w}^{11})$ and
$(\mathrm{c}^{10})$ exist:
202
Theorem 7.14 (Cut-Elimination for $\mathrm{L}_{1’ 1}^{5}\mathrm{L}^{6},\mathrm{L}_{1^{1}}^{1}$ and $\mathrm{L}_{1}^{12}$ ) $LetL=\mathrm{L}_{1}^{l}$ where $x\in$
$\{5,6,11,12\}$ . The rule (cut) is admissible in cut-free $L$ .
Proof The folowing proof shows the fact that the rule $(\mathrm{e}^{110})$ is admissible in cut-free
$L$ .
$\frac{\Gamma,\alpha\sqrtarrow,\Rightarrow parrow}{arrow}$ ( $B_{1}$ or $B_{0}$ ) (Weakening Lemma 7.9 or 7.10)
$\frac{\Gamma,\alpha\sqrtarrow,,\alpha\Rightarrowarrow p}{arrow}(\mathrm{e}^{111})$
$\frac{\Gamma,\sqrt,\alpha\alpha\Rightarrow parrow,arrow}{arrow}(\mathrm{C}^{10})$
$\Gamma,$ $\beta,\alphaarrow\Rightarrow p$ .
Now suppose a sequent is provable in $\mathrm{L}_{1}^{l}$ . It is also provable in $\mathrm{L}_{3}^{x}$ , and then the
cut-elimination for $\mathrm{L}_{3}^{x}$ (Theorem 7.13) and the above fact imply that it is cut-free
provable in $\mathrm{L}_{1}^{l}$ . I
On the other hand, we cannot extend Theorem 7.13 if the $\mathrm{s}\mathrm{y}$.stem lacks $($. $\mathrm{w}^{11})$ or
$(\mathrm{c}^{1})0$ :
Theorem 7.15 (Failure of Cut-Elimination for $\mathrm{L}_{2}^{1},\mathrm{L}_{2’ 2}^{2}\mathrm{L}^{3},\mathrm{L}_{2}^{4}$ and $\mathrm{L}_{2}^{10}$) Let $L=$
$\mathrm{L}_{2}^{x}$ where $x\in\{1,2,3,4,10\}$ . There is a sequent which is provable in $L$ but not
cut-free provable in $L$ .
Proof Let $S\equiv parrow q,$ $(p-q)arrow r\Rightarrow r$ where $p,q,r$ are mutually distinct propositional
variables. We have $L\vdash S$ (Theorem 3.2 in [1]). Here we show that $S$ is not cut-free
provable in $L$ . Since $\mathrm{L}_{2}^{3}$ has no contraction rule, it is easily verified that $S$ is not
cut-free provable in $\mathrm{L}_{2}^{3}(\mathrm{L}_{2}^{2}, \mathrm{L}_{2}^{1})$. Now suppose there is a cut-free proof $P$ of $S$ in $\mathrm{L}_{2}^{10}$
$(\mathrm{L}_{2}^{4})$ . By Lemma 7.6, $P$ must be of the form
$\overline{(parrow q)+,(parrow q)arrow r\Rightarrow r}(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$
.$\cdot$ $(\mathrm{c}^{00})$ and $(\mathrm{e}^{011})$ , for $parrow q$
$parrow q,$ $(parrow q)arrow r\Rightarrow r$ .
However, this cannot happen because all the candidates for the pair of upper se-
quents of this $(arrow \mathrm{l}\mathrm{e}\mathrm{f}\iota)$ contain non-tautologies. I
By using our cut-elimination theorems, we can separate the twelve logics.
Theorem 7.16 (Separation of $\mathrm{L}^{1},\ldots,\mathrm{L}^{12}$ ) The twelve classes $\mathrm{L}_{y}^{1},\ldots,\mathrm{L}_{y}^{12}$ are com-
pletely separated. That is, there are sequents $S_{1},$ $\ldots,$ $S_{5}$ which satish the following $(y$
is arbitrary).
(1) $\mathrm{L}_{y}^{3}\dot{?}S_{1}$ , and $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{c}^{11})\vdash S_{1}$ (therefore $\mathrm{L}_{y}^{4}\vdash S_{1}$).
(2) $\mathrm{L}_{y}^{6}\forall^{s_{2}}$ , and $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{c}^{01})\vdash S_{2}$ (therefore $\mathrm{L}_{y}^{7}\vdash S_{2}$).
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(3) $\mathrm{L}_{y}^{9}VS_{3}$ , and $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{c}^{00})\vdash S_{3}$ (therefore $\mathrm{L}_{y}^{10}\vdash_{-}S_{3}$).
(4) $\mathrm{L}_{y}^{10}\psi s4$ , and $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{w}^{11})\vdash S_{4}(theref_{\mathit{0}oe}\mathrm{L}_{y}^{2}\vdash S_{4})$.
(5) $\mathrm{L}_{y}^{11}\nu S_{5}$ , and $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{w}^{01})\vdash S_{5}$ (therefore $\mathrm{L}_{y}^{3}\vdash S_{5}$).
Proof Let $p,$ $q,r,$ $s$ be mutualy distinct propositional variables.
(1) Take $S_{1}---(parrow q)arrow(parrow q)arrow rarrow s,parrow q,r\Rightarrow s$ . Since $\mathrm{L}_{y}^{3}$ has no contraction
rule, it is easily verified that there is no cut-free proof of $S_{1}$ in $\mathrm{L}_{3}^{3}$ .
(2) Take $S_{2}\equiv S$ which appears in the proofs of Theorems 7.7 and 7.8. $\mathrm{L}_{3}^{6}\psi S$
is shown similarly to Theorem 7.8.
. (3) Take $S_{3}\equiv parrow parrow q,p\Rightarrow q$ . We need a preparation to show $\mathrm{L}_{5}^{9}\mu_{S_{3}}$ . If a
sequent is of the form $\Gamma,\alphaarrow\Rightarrow v$ ( $v$ is a propositional variab..le), then we say this
sequent is bad. We have the following fact: If a sequent $S$ is cut-fiee provable in $\mathrm{L}_{5}^{9}$
and if $S$ consists of only subformulas of $parrow parrow q$ , then $S$ is not bad. This is proved
by induction on the cut-free proof $P$ of $S$ . Then we show $\mathrm{L}_{5}^{9}\mu_{S_{3}}$ . Suppose there is
a cut-free proof $P$ of $S_{3}$ in $\mathrm{L}_{5}^{9}$ . By the above fact, $P$ cannot contain a bad sequent,
and $P$ must be of the form
$\overline{(parrow parrow q)^{+},p\Rightarrow q}(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$
: $(\mathrm{e}^{010}),(\mathrm{w}^{01}),(\mathrm{C}^{10}),(\mathrm{C}^{01})$ ; for $parrow parrow q$
$parrow parrow q,p\Rightarrow q$.
However, this cannot happen because all the candidates for the pair of upper se-
quents of this $(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$ contain non-tautologies.
(4) Take $S_{4}\equiv parrow q,$ $r\Rightarrow r$ . Suppose there is a cut-free proof $P$ of $S_{4}$ in $\mathrm{L}_{3}^{10}$ .
Then $P$ must be of the form




$parrow q,r\Rightarrow r$ .
However, this cannot happen because all the candidates for the pair of upper se-
quents of this $(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$ contain non-tautologies.
(5) Take $S_{5}\equiv p,$ $q\Rightarrow q$ . There is no cut-free proof of $S_{5}$ in $\mathrm{L}_{y}^{11}$ because atomic
formulas cannot arise by $(\mathrm{w}^{11})$ and $p^{+},$ $q^{+}\Rightarrow q$ is not an initial sequent. 1
We can also separate the logics from $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{001})$ .
Theorem 7.17 (Separation of $\mathrm{L}^{12}$ from ($\mathrm{e}^{001}\rangle\rangle.There-$ is a $s..e$quent $which...i.s$ prov-
able in $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{001})$ but not provable in $\mathrm{L}_{y}^{12}$ .
Proof Let $S\equiv p,parrow Iarrow q\Rightarrow q$ where $I\equiv rarrow r$ and $p,q,$ $r$ are mutualy distinct
propositional variables. $\mathrm{F}\mathrm{L}_{arrow}+(\mathrm{e}^{001})\vdash S$ is shown in Theorem 4.4 in [1], and here
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we show $\mathrm{L}_{y}^{12}\mu S$ . Suppose there is a cut-free proof $P$ of $S$ in $\mathrm{L}_{3}^{12}$ . Then $P$ must be
of the form
$\overline{p^{*},(parrow Iarrow q)^{+}\Rightarrow q}(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$
:.. $(\mathrm{e}^{110}),(\mathrm{W}^{01}),(\mathrm{c}^{00})$
$p,parrow Iarrow q\Rightarrow q$
where $p^{*}$ denotes either $p^{+}$ or the empty sequence. This cannot happen because all
the candidates for the pair of upper sequents of this $(arrow \mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t})$ contain non-tautologies.
1
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