Introduction
Material objects-whether complex-geometry parts designed to fit into assemblies or simple-geometry artifacts designed 10 be calibrated as standards of length-have dimensions which vary with temperature. The size of the variation depends upon the specific matenal. For example, for aluminum, steel, and silicon, typical coefficients of thermal expansion are respectively, in units of parts per million per degree Celsius, 23,1 ppm/°C, 11,5 ppm/°C, and 2.6 ppni/°C.
Because of the effects of thermal expansion, by national and international agreements lengthbased dimensions-including those specified, for example, on engineering drawings -are defmed to be those which exist at a standard reference temperature of 20 'C [1, 2] . Figure 1 illustrates one of two recent developments which have made the issue of thermal-expansion effects in part metrology a matter of increased concern. TTie figure shows the on-going trend in the manufacture of discrete-part products to increasingly tighter dimensional tolerances in state-of-the-art manufactured goods from aircraft and automobiles to compuiers and electronics [3] . According to this trend, such tolerances have been decreasing in size by a factor of approximately three every I en years, so that there are today, for example, automobile pistons with tolerances of 6 ji.m-7 jLm and quantum-well electronic devices with tolerances of 0.5 nm [4] ,
The second development is a proposal to the International Organization for Standardization, subsequently unadopted but of technical import, to change the international standard reference temperature for dimensional measurements from 20 "C to 23 ''C [5] . Since referring measurements to a Standard temperature serves to reduce actual variations in dimensions of parts due to thermal-expansion effects as well as uncertainty in measurements, a shift in reference temperature can increase each, that is, both variations and uncertainties. This paper looks at possible errors and likely uncertainties in dimensional measurements due to thermal-expansion effects where those measurements are made away from the reference temperature, either the specific interval of 3 "C due to a change to the proposed 23 °C or an arbitrary interval due, for example, to the settling of a temperature control system at other than the standard reference temperature.
Uncertainties Due to Thermal Expansion
Contributions to uncertainty in measurements of length'based dimensions due to measurements made at nonstandard temperatures are a function of the length of the object being measured, its temperature, its coefficient of thermal expansion, and the uncertainties in each of these quantities.
The coefficient of linear thermal expansion (CTE) of a material, a, is defined to be
where dLIL is the fractional change in a characteristic linear dimension and dT is the change in temperature. For a sample with length Lu at temperature Tfc the length L at temperature T is found by integration to be If ci{T) is assumed to vary only slightly over the temperature range T -Ta, it may be replaced by an average value a and Eq. (2) becomes
For typical materials and for changes of temperatures from room temperature to their melting points, Eq. (3) is approximated to within less than l%by
Equation (4) is the standard expression used to correct dimensional measurements made at a uniform temperature other than the one desired.
Uncertainties and Error Relative to Tolerances
This report will use two different methods for examining the effects of thermal expansion relative to tolerances of measurements made at nonstandard temperatures. The first method follows the recommended practice of an international standards body and deals with propagated uncertainties. The second method follows the recommended practice of a national standards body and deals with estimated maximum error. Each method compares resulting uncertainties to a tolerance, that is, to a specified limit of permissible error.
Thermal Uncertainty Index (TUI)
The first method-which is based upon the approach recommended by the International Committee for Weights and Measures (CIPM), which is the basis of a guideline published by the International Organization for Standardization, and which has been adopted as NIST policy-uses root-sumof-squares (RSS) propagation of uncertainty [6] , In this approach, the combined standard uncertainty associated with the correction for thermal expansion given by Eq. (4) is the positive square root of the estimated variance uj^ given by -Vi)wi)^ (5) where there is assumed to be no correlation between the variations in temperature and the varia-tions in the coefficients of thermal expansion. FoJlowing the CIPM approach, in this first method results are expressed as an expanded uncertainty:
with U determined from a coverage factor k and the combined standard uncertainty Uc, the estimated standard deviation given by Eq. (6). To be consistent with current international practice, the value of k used by NIST for calculating U is, by convention, k ^2 [7] . Hence, with partial derivatives from Eq. (4), substitution of Eq. (5), and ur, = 0, Eq, (6) becomes U = 2'«,=2V(at o"r)-+ {uXuiT-T,,))\
In parallel with the method to be described in the next section, this paper defines a ratio of expanded uncertainty to tolerance, that is, the limit of permissible error, called the Thermal Uncertainty Index (71//):
where U is the expanded uncertainty defined by Eq. (7) and T is an engineering tolerance specific to a given situation.
3^ Thermal Error Index (TEX)
The second method, based on the approach recommended by the American National Standard Institute (ANSI) in its standards dealing with environmental conditions for dimensional measurements, involves linear addition of absolute values to estimated limits of error [2] . In this approach, the estimated worst-case limit of error e^ associated with the correction for thermal expansion given by Eq, (4) is
which, with partial derivatives from Eq. (4), becomes
where ej and e" are worst-case errors in temperature and thermal-expansion coefficients and the terms proportional to each are the errors in the correction for thermal expansion due respectively to nominal differential expansion and the temperature variation.
In the ANSI standard which specifies the temperature conditions for dimensional measurements. Thermal Error Index (TEI) is defined and represented formally by:
where TEI is the thermal error index, UNDE is the stated uncertainty (no further specification) of nominal differential expansion times the temperature difference, TVE is a temperature variation error (defined by a maximum range of temperature drift), and WT is the working tolerance for a specific test. According to ANSI-standard procedures for evaluating the performance of dimensional measuring machines, the TEI should be less than 50% [8] .
The parallelism of the two terms of the Thermal Error Index given by Eq. (U) with those of the variational form of thermal-expansion errors on length given by Eq. (9) suggests that a useful basis for estimating the significance of thermal-expansion effects in dimensional measurements in a specific situation is to determine whether the ANSI-specified condition on TEI is met, that is, whether the worst-case limit of error defined by Eq. (10) meets the following condition:
where WT, the symbol for the working tolerance used in the standard, has been replaced by T, the symbol for the specified tolerance introduced in the definition of Thermal Uncertainty Index defined in Eq. (8).
Interpretation of Statements of Accurate, Uncertainty, and Error
This report follows the NIST poli<7 on statements of uncertainty associated with measurement results which gives procedures for combining various statements of accuracy, uncertainty and limits of error from other sources, including published measurement data, manufacturer's specifications, data in calibration and other reports, and reference-data handbooks [9] , Throughout this report, unless otherwise noted, unqualified statements of accuracy, uncertainty and limits of error that are taken from other sources are indicated as "stated uncertainty" (des-ignated in Tables by the symbol A) and discussed as such, but, when combined, are converted to the standard-uncertainty representation by assuming a uniform or rectangular probability distribution with tJ==2u=~a=lA55a, (13) where a is the stated accuracy, uncertainty or estimated hmit of error in the reported source and the half width of the assumed distribution. Thus a value given in some source as "Y±X%" is quoted here as a stated uncertainty of X but when combined to give an expanded uncertainty is repre* sented as "y ±1.155 xA'%." Note for comparison that this method of conversion to an expanded uncertainty yields a result which is within 15% of both the unqualified original statement and a value reported at the 95% level of confidence, which is converted to the 2cr expanded uncertainty by multiplication by 2/1.96. but is that much outside the assumed uniform distribution and is, therefore, non-physical. Note, however, that since both are so converted, the ratio of the uncertainty to a tolerance is the same whether in the stated or expanded forms.
Uncertainties Due to Variations in Coefficient a
An uncertainty in measurement results from uncertainty in the particular value of the CTE, a, used to calculate a part's dimension at the reference temperature when measurements are made at another temperature. The uncertainty in the nominal CTE, while seldom considered in conventional dimensional metrolo^, has long been recognized as important for large parts (large aLo) and for large temperature extrapolations (large T -Tu) [2, 10] , Due to the trends which have made micrometer and nanometer tolerances more commonplace, errors and uncertainties due to thermalexpansion effects are now an important consideration for part sizes and temperature extrapolations not previously considered large. • Source identifies stainless steels only by type, e.g. austenitic, fcrrjtic, and age-hardcnable.
Range of Reference Values of a
' Certain cofDmcrdal equipment, instruments, or materials are identified in this paper to specify adequately the experimental procedure. Such identification does not imply recommendation or endorsement by the National Institute of Standards and Technology, nor does it imply that the materials ur equipment identified are necessarily the hest available for the purpose. glass) and low-«xpansion inaterials, including vitreous silica (fused palycrystalline quartz) and Zerodur (a mixture of crystalline and polycrystalline quartz) [11] [12] [13] [14] [15] [16] [17] . Inspection of Table 1 shows the problem of determining a value of CT'E for a specific object by looking up a value for a material, namely the variety of values likely to be encountered.
Variations among the values for the various materials frtmi the references shown in Table 1 include, for example, 4.5 ppm/*C or 35% of the mid-range value for carbon steel, 7.0 ppm/°C or 50% of the mid-range value for the stainless steel (which includes CTEs for SS-301 and others from a reference which gives CTEs only for generic types of SS), and 11.2 ppniTC or 75% of the mid-range for cast-iron. Table 2 illustrates some likely causes for such variations in tabulated values of CTEs, with the 35% range of the extremes from the mid-value CTE encountered for carbon steel taken as an example. As with other materials, these causes of variations are differences in chemical composition, the physical processing to which the specific sample has been subjected, and the value or range of temperatures for which the coefficient is specified.
The first likely cause of differences in reported values of CTEs for nominally the same material is differences in chemical composition. In general, the name carbon steel encompasses a range of carbon concentration from a few tenths of one percent to nearly 1.5% and includes various small amounts of other elements such as Mn, P, S, Si, Cr, Ni, or Mo, with the values of CTE of annealed samples of Carbon steels reported by one source ranging from 11.1 ppm/°C to 12.6 ppm/°C depending on composition [14] .
The second likely cause of differences in reported values of CTEs for nominally the same material is differences in microstructure associated with the physical processing to which the sample ot material has l>een subjected, lliese processes include combinations of mechanical working and heat treatment, such as hot rolling, cold rolling, drawing, casting and annealing. For example, the range of variation of the CTE of steel has been reported to be ±2% (0.2 ppm/°C) among samples cut from different locations in a large piece of steel that has been fully annealed, ±3% (0.3 ppm/°C) among many heats of nominally the same chemical content, ±5% (0.5 ppm/'C) between hot and cold rolling, and ±10% (l.l ppm/°C) among several heat treatments [18] . For the carbon steel (AISl 52100) of gage blocks, the annealed and hardened states of the material have reported CTEs (20 "C to 100 "C) of 11.9 ppmrC and 12.6 ppm/^C, respectively [15] .
In the case of Invar, Table 1 shows a range of values of CTE from 0.13 to 2,0 ppm/°C for various types of mechanical working and heat treating. Such processing can increase or decrease CTEs and can yield positive, negative or zero values, each of which can vary with time. As indicated by Table  3 , annealing of Invar can increase the CTE and quenching can decrease it. Cold working after quenching can reportedly produce a negative coefficient, with very low CTEs usually reverting with time to the normal value for the material [15] .
The third likely cause of differences in reported values of CTEs for nominally the same material are differences in the values or range of temperatures for which the CTEs are given. Among the sources cited here the most typical situation is an average value for a range of temperature from 20 "C up to 100 °C or as much as 1000 'C. That such average values can be significantly different than the 20 °C standard-temperature value is shown by Table 4 , which compares with its 20 °C value the mean CTE for the range 20 "C to 107 °C and also shows the temperature derivative of the CTE at 20 °C in both a ppin/(°C)^ and %rC form [16, 17] , Note that for some materials the difference between the CTE at 20 "C and an average value, such as that for the range 20''C-IQ7''C shown, can be substantial, including ] ppm/'C (5%) for aluminum and its alloys, 0^ ppmAC (20%) for silicon, and 0.43 ppmTC (300%) for Invar.
A further consideration in assigning a value of CTE to a particular object is whether the material of the object is homogenous. An obvious situation is that of a compound object, that is, an assembly consisting of materials with different coefficients. One example of such is a commercial bait-plate for performance evaluation of coordinate measuring machines, which consists of ceramic balls mounted in a steel plate [19] . Less obvious is the situation of casehardened parts, where the surface to some depth has a different CTE than that of the interior. Due to such inhomogeneities, measured values of CTE for steel gage blocks have been observed to be length-dependent, ranging from an asymptotic 12.0 ppm/'C for lengths less than 50 mm to an asymptotic 10.6 ppmrC for lengths greater than 500 mm, with a value of 11.5 ppm/°C for lengths near 100 mm [20] .
Uncertainty in Specific Values of a
Given that the CTE of an object depends upon its homogeneity, chemical composition, history of thermal-mechanical processing (such as heat treatment cold working, and hardening), and temperature, a basis for estimating the degree to which even wellcharacterized values of CTE are known is given by Table 5 , which shows the stated uncertainties in CTEs for some calibration artifacts, standard reference data and standard reference materials.
As indicated in the first row of Table 5 , the American National Standard ANSI/ASME B89.1.2 for gage blocks specifies that the CTEs of gage blocks conforming to the standard are stated to be "accurate to within ±10% of value slated for the blocks between 15 °C and 30 "C" [21] . The parallel international standard specifies that the CTE of steel gage blocks in the temperature range 10 "C and 30 °C be within the limits (11.5 i 1.0) ppm/°C, an 8.7% tolerance [22] .
Shown in the second row of Table 5 are the stated values of uncertainty specified with standard-reference-data values of CTE for materials covering a wide range of values [16] . As indicated by Table 5 , typical reported uncertainties for what are averages over a number of well-annealed samples of specificcomposition alloys are 5% and 7%.
In the third row of Table 5 are the stated uncertainties assigned to the values of CTEs of standard reference materials produced and sold as standards of thermal expansion for use in calibrating dilatometers [23] . As indicated, the stated uncertainty associated with each of these specific welUannealed samples of specific-composition reference materials is ± 0.03 ppmrC, which for materials such as steels with coefficients of the order of 10 ppmAC corresponds to approximately 0.3%. Finally, in the fourth row of Table 5 are the stated uncertainties of recent djlatomeier measurements by a national standards laboratory on a range of materials, including, for example, one of the standard reference materiuls shown in the third row [24] . As indicated, the reported uncerlainlies for each of these materials vary from a high of 0.086 down to a low of 0.006 ppm/^C. Representative of the stated uncertainties in the CTEs of these standard reference materials is the 0.36% value for the materials other than the zero-expansion glass-ceramic.
Taken together, Tables 1, 2 , and 5 provide a basis for some generalizations about the expanded uncertainties of values of CTEs: First, with no further information about composition or history, the expanded uncertainty of the CTE for materials simply described as carbon steel, stainless steel or cast iron can be from 5 ppm/°C to greater than 10 ppm/°C (as indicated by Table 1 which includes ranges of reported values of 4.5 ppm/°C or 35% of the mid-range value for carbon steel, 7.0 ppm/°C or 50% of the mid-range value for stainless steel 304, and 11.2 ppmTC or 75% of the mid-range for casttron).
Second, knowing only that a material is gagequality carbon steel, tungsten carbide or chromium carbide, the expanded uncertainty of the material's CTE is likely to be of the order of 10% or 1 ppnV Third, with information about chemical composition, the expanded uncertainty in the tabulated values of CTEs of a variety of standard-composition substances including metals, allays and non-metallic materials are usually of the order of 6% to 9%. (With this generalization, one should keep in mind that the standard reference data are usually for well-annealed specimens of a class of materials and sometimes includes an average over a range of compositions.) Lastly, with direct measurements of CTEs obtained by dilatometry on particular specimens of materials with coefficients in the range of, say, 3 ppmTC (such as silicon) to 23 ppm/°C (such as aluminum and its alloys), the expanded uncertainties in CTE are of the order of 0.3%.
Uncertainty in Temperature
Uncertainty in the measurement of the length of a part also results from the uncertainty in the value of the temperature of the part, because the temperature must be measured and used to calculate the part dimension at the reference temperature. Table 6 shows representative limiting uncertainties, stated {AT) and expanded {UT), associated with the use of the major types of NIST-ca)ibrated temperature sensor systems for the determination of an object's temperature and, for reference, the absolute limit of temperature measurement at 20 "C. This limit is the 0.0002 "C expanded uncertainty of a primary calibration of a SPRT, which is also the uncertainty with which the melting point of gallium, a defining point on the International Temperature Scale, can be realized [25] .
Sensor-Limited Uncertainty in Temperature Measurement
In order of decreasing values, the stated (and expanded) uncertainties are: 1) O.I "C (0.12 "C) for 3 Type-T thermocouple with a reference junction in an ice bath and read-out with a digital voltmeter Figure 2 shows schematically the types of locations at which temperature measurements are made: (A) in the air (or liquid) medium surrounding the object or part the temperature of which is to be determined; (B) on the walls of the temperature-control enclosure surrounding the measuring machine; (C) on the measuring machine; or (D) on the object itself.
Object Temperature Measurement
Because combinations of radiation, convection, and conduction within this overall system can produce differential heating or cooling, the temperature of the part as a whole is not necessarily the same as that of any these points of measurement, including a single point on the object. Uncertainty also results from nonuniformity of the temperature distribution over the part, or nonequilibrium of the part with the environment at which temperature is measured.
SJ3 State-of-the-Art Temperature Facilities Table 7 shows, for state-of-the-an measuring and manufacturing systems, the stated temperature "stability" of each (taken to be the temporal variation about a mean temperature) and reported temperature "accuracy" (taken to be the stated uncertainty in that mean temperature). In each case, stated stabilities and accuracies are each treated as otherwise-unspecified single-component uncertainties obtained from quantities with uniform distribution and converted to expanded uncertainties by multiplication by 1.155.
In the order of decreasing expanded uncertainty, these systems include: (1) conventional metrology facilities with temperatures controlled to 0.12 °C; (2) two commercial laser-interferometer microelectronics mask measurement systems with stabilities 6. Thermal-Expansion Analyses of Stateof-ttae-Ait Engineering Measurement Systems Table 8 shows reported results of analyses of thermal expansion effects in three state-of-the-art engineering measurement systems. The systems are: 1) a specialized measuring machine for inspecting the mating features of the sohd rocket motor of the U.S. Space Shuttle; 2) a commercial 
