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A DISCRETE THEORY OF SEARCH II*) 
IGOR VAJDA 
(Received November 10, 1967) 
3. ASYMPTOTIC* PROPERTIES OF STRATEGIES 
Let us consider the classical statistical decision problem with a (uniformly distrib­
uted random) parameter 6 e Q and with a sample (Ci- C2- • • •» CJV) which is supposed to 
be distributed by 
(3-1) pci...c»l« = Qo ® Qe ® ••• ® 2a (-V times) , 
where Q0 is a probability distribution on a sample space Z = (1,2, ..., k} of the 
random variables £/• Next let us consider Bayes' estimator QN : ZN -+ Q of 6 and 
denote by 
<*) = - І Pгi...{,„[ðw * e(] 
n i = i 
the average probability of error corresponding to 0N. 




r = l 
Obviously, Ha(2, Q) is an analytic and convex function of a in the domain a e (0, 1). 
Let us denote 
(3.2) X(Q9 Q) = inf Ha(Q, Q). 
ae(0,l) 
It is easy to see that 0 = X(Q9 Q) = 1, where A(g, Q) = 0 or 1 iff Q 1 Q (singularity) 
*) Part I of this paper has been published in the preceding issue of this journal. The sections, 
formulas and references are numbered accordingly. 
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o r Q = Q respectively. The following property of A(Q, Q) introduced here for later 
references has been established in Th. 2 and (c) of [7]. 




(3.3) A = max 1(6*., Q0k) e [0, 1] . 
i * * 
In Th. 2.2 it has been shown that the probability of error ed,N corresponding to an 
optimum strategy 6' (if it exists) converges to zero at least exponentially (see (2.31)). 
According to the following theorem the convergence of eyN to zero cannot exceed an 
exponential rate. 
Theorem 3.1. For any (Q, <f, b) it holds 
m 
(3.4) esN = [max fT 1(1 J i, fc)]"
+0(W), 
i*fc 1 = 1 
where 
(3.5) A(j|/,fc) = A(P,(. \6t), Pt(.\0k)). 
Proof. Let Z = Am, 
Qe= ® P , ( - \0), 
i.e. let £_, be a random vector, £,- = (£,}U £,]2,..., £Jm) e A
m, j = 1,2, . . . According to 
Lemma 3.1, e(N) = XN+°m, where X = max A(g9j, Q-J- By (/) in [7], 
A(Q9i, e j ^ fho M 
i = i 
and, consequently, 
m 
(3.6) e(N) £ [max LJ ^(l | »", fc)]N+0(W) • 
i*fc i = l 
If now <5l5 <52,... is a realization of strategy S, then £ = (£1(3l, £2t5/, ...) satisfies (2.6) 
and, consequently, £7 = < î5j for any j . Since ^ = (£Jdj, Sj) results from £ ; (by an 
application of the statistic dfai), d2(., n2), . . . ) , it holds e(N) ^ edN. This together 
with (3.6) implies (3.4) Q.E.D. 
Denote 
(3.7) tfa(/|.,fc) = tfa(P,(. | ^ , I'.(-K))-
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Theorem 3.2. If S = /* is a random strategy, then 
(3.8) e,N - ^ + o O T 
for any (Q, $), where 
(3.9) X = max [ inf f JI, Ha(J1 i, k)] e [0, 1] . 
i#fc ae(0,l) .-=1 
If holds X < 1 iff {Pj(. I 0) : / j , > 0} c <f separates Q. 
Proof. If iyl9 f72, . . . are defined by 5 = /i as described in Sec. 2 and if we put 
Cy = rjj then, by (2A0), assumptions of Lemma 3A are satisfied for 
(3.10) 0,(1, r) = PnAe[m = (/, r)] = ft P,(r | 0 ) . 
Thus e^N = e(N) and (3.8) follows from Lemma 3.L Relation (3.9) holds too, 
because Qe defined by (3A0) satisfies the following relation: 
m 
(3.11) Hx(Q9l, Q6k) = Y. ft -*-(. | i> *) 
i = l 
and it remains to apply (3.3), (3.4). 
The parameter X in (3.8) is, in general, a function of (Q, S, S), X = X(Q, S, S). The 
following condition characterizes a very important case where X(Q, S, 5) can be 
relatively very easily evaluated or estimated. 
We shall say that a random strategy 3 = \i is homogeneous with a parameter /? 
(relative to (;Q, $)), if the /^-probability of the set of all experiments Pt(. | 0) non-
separating 0f =t= 6k does not depend on i, k, i.e. 
P = YJ Vi f ° r a ^ i 4= fc , 
IeM(i,fc) 
where M(i, k) = {I e M : P-(. | 0..) = P,(. | 0*)}. 
Obviously, 0 _ /> :g 1 and /? = 0 or 1 iff every experiment Pf(. | 0) e <£* separates 
D or no pair 0t #= 0fc is separated by $ respectively. In this sense 1 — fi numerically 
measures how frequently a random design of experiments performed at every time 
j = 1, 2, ... independently and in accordance with the ditsribution fi yields experi-
ments Pdj(. | 0) separating a pair of points from Q. The homogeneity means that the 
frequency do not depend on the concrete pair considered. 
E x a m p l e 3.1. Let (Q, S) be the same as in Example 1.1 and let 6 = /x be a random 
strategy w'th \i = (2~n, 2~n, ..., 2""). Here a half of the functions ft e $ satisfies 
f.(f9.) 4= ft(6k) independently of 6t 4= 6k. Therefore S is homogeneous with /? = 1/2. 
Example 3.2. Let (Q, S) be the same as in Example 1.2 and let <5 = \i be a random 
strategy with \x = (n"1, n'1, ..., n - 1 ) . Then S is homogeneous with P = (n — 2)/n. 
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Example 3.3. Let Q = {0U ..., 04}, S = {fu . . . , / 5 } , where the matrix of values 
/-(0,), i = 1,...,4, l = l , . . . , 5 , i s 
If <5 == /z with /i = (1/5, 1/5, ..., 1/5), then b is not homogeneous. If, however, \x = 
= (1/3, 1/3, 0, 0, 1/3), then b is homogeneous with p = 2/3. 
Theorem 3.3. If b is a random homogeneous strategy with a parameter /?, then X 
which appears in (3.8) satisfies the inequality X ^ p. The equality holds iff all 
Pt(. | 0) such that fit > 0 and all pairs 9t # 0fc satisfy either the relation Pt(. | 0) = 
= P-(. | 0k) or P f(. | 0,) ± P-(. | 0,). I/ rf = {fuf2, . . . , / „ } , tl7en the lOSl condifton 
is satisfied and X = /?. 
Proof. (3.7) and (3.8) yield 
(3.12) A = max [jB + inf £ ^ Ha(l I i, k)] , 
i*fc ae(0,l) leM(i,k) 
where M(i, k) = M — M(i, k). This immediately implies the inequality X ^ /? as 
well as the necessary and sufficient condition for the equality (notice that Ha(l I i, k) = 
= 0 or 1 iff P f(. | 0t.) 1 P-(. | 0,) or P,(. f 0,) = P<(. | 0,) respectively). 
4. CODING MODEL 
If Q is arbitrary and <f = {fuf2> . . . ? /m} contains arbitrary mutually different 
functions / : .Q -> A, we shall say that (Q, S) defines a coding (noiseless) model. 
This terminology is motived by the fact that any strategy b considered in the frame-
work of this model defines a code 
(4.1) -ei=(M0d>fstfi)>->f*M) 
h = {fsie2),h2(e2),...,fdli(e2)) • 
Z« =(fsA0.)>fs2(0.\->fsM))> 
The code of size n and length N (N = 1, 2, ...) will be denoted in the sequel by s(n, N). 
Since in this case it is supposed that the experimenter observes values which are equal 
to one of the code-words, namely (£ l5 £ 2 , . . . , £N) = (fdX
e)^fs2(
e)> •••-/awO9))- w e 
speak about a noiseless model. 
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A more general (noisy) coding model of the theory of search can be obtained if we 
suppose 
(4.2) Zj = fSj(6) + tj(mod a) j= 1,2,..., 
where Ci? t2, . • • are mutually and on 6 independent random variables assuming values 
0, 1, ..., a — 1 from A with the corresponding probabilities 1 — p, p\(a — I),... 
..., p J (a — 1), p e [0, 1). In this case the experimenter observes the input code-word 
(fdi(0)> •••>/<5iv(0)) a t t r i e o u t P u t of a symmetric memoryless channel defined by the 
following channel probabilities matrix 
(4.3) 
1 - p 
p ... 
a - 1 
P 
a 1 
\a 1 1 7 
Thus the coding model of the theory of search is defined by a triple (Q, S, p)9 
where $ = {fl9 ...,fm}, p e [0 ,1). If p = 0, the model reduces to the noiseless one. 
Now we will discuss in more detail the relation between strategies and coding for 
symmetric memoryless channels in the framework of this simple model. At the same 
time, this discussion will also indicate relations between the search theory arid the 
information theory. 
First we notice that if 5l9 S2,... are not defined uniquely by the strategy S, then 
also the code e(n, N) is not defined uniquely by d. If, for example, S ~ p is a random 
strategy, then e(n, N) should also be interpreted as a random code defined by fi. 
Denote by e(e(n, N)) an average probability of error (taken with respect to ?d) corres-
ponding to the code e(n, N). Obviously, 
(4.4) e(e(n, N)) = esN . 
Thus, for example, a necessary condition for edN = 0 is p = 0 and 
(4.5) n < aN . 
Equality (4.4) means that if 5 is an (asymptotically) "efficient" strategy, then e(n, N) is 
an (asymptotically) "efficient" code. The converse is not verbally true. Indeed, if e(n, N) 
is an efficient code (defined for N = 1, 2, ...) it need not necessarily mean that there 
exist Sl9 S2,..., SN or a strategy S = (S1, d2, ...) such that (4.1) is satisfied. 
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If 
(4.6) i = ( e ц , ß 1 2 , . . . , eцv) 
£ 2 ~ ( Є 2 Ь Є 22> •••? £ 2 iv ) 
£ n ~~ Venl> £ " 2 ' •••» enivj 
is a code of size n and length N with a code-alphabet A, then the converse is true only 
if for every j = 1, 2, ... , N there exists fl e $ such that 
(4.7) (fh(ei),fiJ(e2), ...,/.,(0„)) = (e1J, e2J,.... eBJ). 
If this is the case, we can define £. = l7-, j = 1, 2, ... , N. But if the class $ is not 
ample enough, the condition (4.7) need not be satisfied for every j . Therefore, for 
a general $, •& strategy 3 can be optimum (with respect to (Q, <?)) even if the corre-
sponding code e(n, N) is not optimum in the class of all codes at the input of the 
channel (4.3), 
In view of this relation between the theory of search and the information theory, 
it is clear that every coding problem or coding theorem of the information theory 
can be interpreted in the framework of the theory of search (see a generalized coding 
model below) but not conversely. Because of various restrictions concerning $ imposed 
by real experimental restrictions in the praxis, problems of the theory of search are 
more specific and cannot be solved by a direct application of coding theorems. Any 
concrete form of $ (see Examples 1.1. —1.3.) restricts a structure of codes for which 
the "isomorphism" condition (4.7) can be satisfied. Thus some optimisation problems 
of the search theory seem to be not interesting from the point of view of the informa-
tion theory (cf. Sec. 6, in particular Example 6.2), although in the information theory 
some codes with a specific structure are also studied (e.g. linear codes). 
Let us remark that a further generalization of the coding model (Q, $, p) is also 
possible. Instead of the symmetric channel (4.3) with input and output alphabet A 
one can consider a general noiseless channel with input alphabet A, output alphabet 
B = [0, 1 , . . . , b — 1} and a channel probabilities matrix 
(4-8) 
Poo Poi ••• Poь-i 
Pю Píl • • • Píb-1 
Pa-10 Pa-11 • • • Pa-lb-
Here the noise is non-additive and (4.4) must be replaced by 
(4.9) P w , . . , . . f o = s-] = Pl(s\e) = Prs, where r = f,{9), seB. 
Thus the generalized noisy coding model is defined either by a pair (£>, S) where 
Pi(. | 0) e $ satisfy (4.9), or by a triple (Q, S, 9) where $ = {/i,/2 . . . -,fm} and & is 
a stochastic matrix (4.8). Clearly, the generalized model also admits the asymmetric 
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"isomorphism" between strategies of search for (Q, S) and codes for the channel 
(A, 0, B) as described above. In the framework of this model the Shannon's problem 
of transmissibiiity of a source through a memoryless channel can be interpreted as 
a special problem of a more general statistical problem of the theory of search (see 
Sec. 6 below). 
Example 4.1. If (Q, S) is defined as in Example 1.1, then the condition (4.7) can 
be satisfied for any code {zx, £2 , . . . , en}. If this code is random, i.e. if etj in (4.6) are 
independent realizations of a random variable assuming values 0 and 1 with prob-
abilities 1/2, 1/2, then the strategy d = (O\, <52,...,) defined by (4.1) is random = \x, 
where \il = 2~
n, I — 1, 2, ..., 2". Using (4.4), all results concerning random codes can 
be applied to random strategies d in the framework of a coding model (Q, $, 0) with 
_ ÍPoo Poi ••• Poь-Л 
VPIО Pll ••• Píb-lJ 
arbitrary. In the special case 
(4-10) 
1 - p p 
p i - V 
the model reduces to (Q, S, p), where the corresponding communication channel is 
binary symmetric. 
Theorem 4.1. If in the framework of a coding model (Q, S, p), 5 is a homogeneous 
random strategy with a parameter /?, then X in (3.8) is given by 
Proof. By (4.9) and (4.3), the distributions P,(. | 6) are of the form 
p I 1 n
 p p 
- , . . . , , 1 - p, 
a — 1 a — 1 
The position of 1 — p in this probability vector depends on 0 and /. If Qt #= 6k and. 
/ G M(i, k), then the position corresponding to /, 6t and /, 6k is different and conse-
quently (see (3.7)) 
Bfi|,-,*) - ifc=i) + f-i-Yo - , ) - + o - ,)• f-i-Y-. 
a — 1 \a — 1/ \a — 1/ 
This yields 
inf Hx(l\i,k) = 2 ^E(LzA] + P±^l, 
ae(0,l) V L a ~ l J a " 1 
where the infimum is attained for a = 1/2. This together with (3A2) yields (4.11). 
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Corollary. If(Q, S) is a noiseless coding model and S is homogeneous with a para-
meter /?, then 
(4A2) edN = /?*+'<">. 
This result also follows from Th. 3.3., because in the noiseless case the condition 
P,(. | 0t) = P,(. | 6k) or P-(. | 9t) ± P-(. | 0k) is satisfied. 
In the rest of this section we shall consider the noiseless coding model. Our aim 
will be to give more precision to the expression O(N) in (4.12). 
Lemma 4.1. Let us consider a noiseless coding model and let S be an arbitrary 
strategy of search. If MNk c M
N is the set of all (<5, <52, ..., SN) e M
N such that there 
exist exactly k values of 9 such that 
(4.B) (UelfsM-JsM) = (U(°i),f»(o,)> -,f*M) 
then 
(4.14) e5N = I £ £ (l - I) P^rlfr ...SN)eM
N
k] . 
n i==1 k=i\ kj 
Proof. Let 9 = 0% and let (nu n2,..., nN) = ((6l9 Q, ..., (SN, £„)). If (Su ..., SN) e 
e MNk, then the maximum in (2.26) is attained for all 9 satisfying (4.13) because for all 
these 9 it is ^ = fdj(9), j = 1, 2, ..., N with probability 1. If the value of @N is chosen 
from these 9 randomly with a uniform distribution, the probability of error is 
1 — l/fe. In symbols, 
P*...«W|..........,[0* * 0J = i - 7 
fe 
for all (S!,..., O^) e M^. Hence 
P,,..,W|A * *d = I f
1 - , ) P̂ ,.̂ |«I(«5i .- «»)eMa . 
* = i \ fey 
This together with (2.27) implies (4.17). 
Corollary. It holds 
(4.15) — £ p(d, N, i) S edN ^ - £ p(5, N, i) for every <5 , 
2rc i=i n i=i 
where 
(416) p(5, N, 0 = P, , . .^„,[(«, ...dN)eM»- M?,] . 
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Example 4.2. Let (Q, S, 3) be the same as in Example 3 1 or 4.1. It follows from 
the definition of 3 that Pdl...dN\di[(^i •••
 SN) G Mn] = (1 - 2~N)n~x independently 
of i so that, by (4.15), 
(4.17) i [ l - (1 - 2~ ] 7 ' - 1 ] ^ e5N <: 1 - (1 - 2~
JV)"-1 . 
Hence e5N = 2~~
N+o(N). This is in accordance with (4.12) and with the fact that 3 is 
homogeneous with ft = 1/2. 
Example 4.3, Let (Q, S, 3) be the same as in Example 3.2 and suppose that 
3U S2, ..., SN is a realization of a strategy 3 and that 6 = 6t where 9t is fixed. Two 
different cases will be considered: (a) f e {fdl9fdl9...9fdN}9 (b) ft $ {fdl9fd29 . . . , / *„} . 
In the case (a), (£u £ 2 , . . . , £N) = (0, 0, ..., 0, 1,0,..., 0) where the position of 1 de-
pends on the position (or positions) of the experiment ft in the vector (fdl9fdl9 ... 
...,fdN). In the case (b), £j are identically zero. If (2.26) is respected, then 6Nj= 6 
may appear (with probability 1 — n"1) in the case (b) only. The probability of the 
case (b) is (1 — n " 1 ) ^ so that 
(4.18) edN = (l 
This is also in accordance with (4A2) and with the result of Example 3.2. 
Using relation (4.15), asymptotic formulas for edN can be obtained from analogous 
formulas for p(3, N, i). We will show that a somewhat strengthened condition of 
homogeneity of random strategies makes it possible to find out more precise asym-
ptotic formulas for p(3, N, i) than those of the form (4A2). 
We shall say that a random strategy S = fi is homogeneous with parameters fi, y 
if it is homogeneous with the parameter ($ and 
(4.19) y= £ (i, 
leM(i,k,r) 
holds for all mutually different i, k, r, where M(i, k, r) = {/ e M :fi(0^) = fi(0k) = 
= fl(6r)}. Obviously, 1 — y numerically measures how frequently a random design 
of experiments performed at every time j = 1,2, ... independently and in accordance 
with the distribution \i yields experiments fd.e$ separating triplets of points from Q. 
Lemma 4.2. If S = \i is homogeneous with parameters /?, y, then f$ g: y. If A = 
= (0, 1}, ji = (l/m, l/m, ..., l/m) is uniform and S is homogeneous with a para-
meter fi, then it is homogeneous with paarmeters ft, y as well. In this case ft ^ 
^ (n - 2)/2(n - 1) and if p ^ 1/2, then 
(4-20) y ^ P2 . 
Proof. The first statement is evident, the other one has been proved in Lemma 3a 
and Lemma 4 of [2]. 
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n 
Example 4. 3. The strategy from Example 3.1 is homogeneous with parameters 
P, y. This follows from Lemma 4.2 and from the fact that P = 1/2. It is easy to see 
that y = 1/4. The strategy from Example 3.2 is homogeneous with parameters 
P = (n — 2)/n, y = (n — 3)jn. 
Lemma 4.3. If d is a homogeneous random strategy with parameters P, y, then 
(4.21) (n-l)fl»-(n-l)y»Sp(8,N,i)^(n-i)pN, . - - 1 , 2 , . . . , . 
Proof. Let i, N be arbitrarily fixed and define Mk = {fd.(6t) = f3.(6k), j = 
= l,2,...,N}cz MN. Obviously 
(4.22) (J Mk = M
N - MN} 
fe*i 
and by the definition*) of P, y, 
(4.23) P , 1 . . . ^ [ (<5 1 . . . ^ )eM t ] = / 5
w , k+i, 
(4.24) P*....aw[(«i • • • SN) e Mk n M r ] = y» , k * i ± r . 
Since every class of events Mh from an algebra on which a measure P is defined 
satisfies the inequalities 
£ P(Mk) - £ P(Mk n M,) ^ P ( U M ^ > : J^M,,) , 
fc*i fc4=r*i fc*i fc*i 
(4.21) follows from (4.22)-(4.24). 
Theorem 4.2. Lef (.Q, (f) be a noiseless coding model and S a random strategy of 
search homogeneous with a parameter p. Then 
(4.25) e3N ^ (n - 1) p
N N = I, 2, ... 
holds. If moreover S is homogeneous with parameters p, y, then 
(4-26) e ^ ^ / J " - ! ^ - 1 ) / i V = l , 2 , . . . 
Proof. See Lemma 4.3 and its proof and (4.15). 
5. MODEL WITH INCREASING £2 
As we emphasized in the preceding sections, a large number n of elements in Q is 
one of the implicit assumptions of our model. In our exposition above n fixed and 
N tending to infinity have been considered. In this section we will study the asymptotic 
*) For random strategies Pd^.^^e = ^di...5N holds. 
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behaviour of e^N under the assumption that both n and N tend to infinity, but N 
functionally depends on n, N = NB (we suppose Nt g N2 ^ • •-, l in\Nn = +oo). 
From the point of view of the practice, there is a need for small rates of convergence 
of Nn to infinity but, on the other hand, if the rate were too small, the probability of 
error e6N„ might converge to zero slowly or might not converge to zero at all. 
In general, we shall assume that $ as well as 3 may depend on n, & — S(n), 
3 = 3(n). More precisely, we shall assume that S(n) = {P(/°(. | 6), I = V 2, ..., mn) 
and 3(n) = n(n) = (/4w), fi("\ •••, /*££), where P(/°(. | 0) are conditional probability 
distributions on A = {0, 1, ..., an —• 1} and ii\
n) > 0 are elements of a probability 
distribution /j(n) (we emphasize that in the rest of this paper only random strategies 
3 = 3(n) will be considered). 
Any triple (O, $(ri), d(n)), n = 1, 2, ... (or n = rc0, n0 + 1, ...) defines a model of 
search with increasing Q (i.e. with n ~> oo). In the same manner as above we can de-
fine a probability of error e8(n)Nn. In what follows we shall be interested in the be-
haviour of ed(n)Nn (rate of convergence to zero) for n -> oo. In particular, we shall be 
interested in the problem of the minimum rate of Nn -» oo for which 
(5.1) lim„^(n)N„ = 0 
holds or for which the convergence in (5.1) is exponential. As it will be shown in 
Sec. 6, under some assumptions concerning $(n) this problem reduces to the well-
known Shannon's problem of transmissibility of information sources through com-
munication channels. In the present section some general results will be stated. 
Let us define (cf, (3.7), (3.9)) 
(5.2) H?Xl\Uk) = H*(P\%\e^ P(/%K)), *e(0,l) , 
mn 
(5.3) Xn = max [ inf X W ^ ( l | i, *)] , 
i*fc «G(0,1) 1=1 
(5.4) X = lim inf„ Xn . 
The case 
(5.5) X = lim„ Xn 
will be of special interest for us. 
We shall say that edin)Nn converges to zero exponentially if there exists X0 e [0, 1) 
such that e3(n)Nn ^ A0" for all sufficiently large Nn. 
Theorem 5.1. The sequence e3(n)Nn converges to zero exponentially for all suf-
ficiently fast increasing sequences Nn iff X < 1. If X = 1, sd(n)Nn does not converge 
to zero exponentially for any Nn satisfying the following condition 
(5.6) l i m „ - ^ - - = +oo . 
log n 
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n) Pj(k | 0) ^ c > 0 uniformly with respect to k, J, 0 , 
eS(n)Nn converges to zero exponentially. If (5.5) holds, then 
(5.9) e,(n)N„ = A»"+ »<»">. 
Proof. For the sake of simplicity we shall suppose that (5.5) holds., The corre-
sponding modification will be obvious. Let iM, kn be the value of i, k for which Xn ~ 
— X(Qin, Qfcn) holds in (5.3), where Q,'s are probability distributions defined on 
{1, 2, .."., m„] ® A by &(/, s) = /x(-B) P(/°(s | 0) (cf. (3.10)). According to (h) in [7], 
l - [ i V a r ( < 2 i n e J ]
2
 = A„. 
Thus, if lim„ Xn — 1 then for any e > 0 there exists n0 such that for n > n09 
Var(Qfn, Qfcn) ̂  2e/(2 + e). According to the second inequality on p. 493 in [7], 
1 - i Var « £ » , Q»») l [1 - i Var (o,(n, g J f " 
(by QN we denote the Cartesian product g ® .. . , ® Q (N times)), so that 




By (2.12) in [6] it holds 
(5.11) 
~ max [1 - i Var (gf", Q*«)] ^ ed(n)Nn ^ n max [1 - \ Var (6?", 6?")] . 
2ft f*fe i*fc 
The left-hand part of this inequality and (5.10) yield 
1 1 AT ^ £ log 2ft 
- - l o g W V . S - 4 . - — . 
By (5.6) there exists nx such that for n > nu (log 2n)JNn < e/2 and, consequently, 
ed(n)Nn converges to zero exponentially Q.E.D. The second statement of Th. 5.L 
easily follows from the following fact proved in § 8 of [ l ] : If (5.6) —(5.8) hold, then 
it holds for every i, k 
i log [1 - i Var (27, Qř)] + log A(g;, 2,) 
N 
lilTljv 
Analogously as Th. 3.3, the following theorem can be proved 
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= 0. 
Theorem 5.2. If 5(n) is homogeneous with a parameter /?„, then for Xn in (5.3) or 
X in (5.4) the following inequalities hold 
(5.12) l^P„, X ^ lim infn fin . 
The inequalities take place iff for all P(n)(. 
p?X.\e^p\%\ek)orP\%\6}±p?X. 
6) e S(n) and i + k it holds either 
ek). 
The applicability of this theorem can be illustrated by the following 
Example 5.L Let S(n) = $, d(n) = S be defined as in Example 3.2 for n = 
= 1, 2, ... Then S(n) is homogeneous with f}n = (n — 2)jn and, by (5A2), X = 1. 
Hence, by Th. 5.1 ed(n)Nn does not converge to zero exponentially (cf. (4.18)). 
6. CODING MODEL WITH INCREASING Q 
Throughout this section we shall consider a model of search g:ven by (O, $(n), S(n), 
Nn). Here S (n) is described by a class {f/
n), I = 1, 2, ..., m„}, /<B) : Q -> A = {0, 1, . . . 
,.., a — 1} (i.e. A does not depend on n), and by a stochastic matrix defined either 
by (4.3) (model with additive noise) or by (4.8) (general coding model), which is also 
supposed to be independent of n. In other words, 
(6.1) P(n)(s | 6) = prs where r = fj
n)(6) (see (4.9)) 
holds for every P(n)(. | 6) e S(n). The strategy d(n) is supposed to be random, 
S(n) = jii(n) and N„ is a non-decreasing with l"m„ Nn = +oo. Under these, assump-
tions the following variant of Th. 1 obviously holds: 
Theorem 6.1. Let us consider a model with an additive noise (Q, S(n) = 
= {fi"\ ^ = 1, 2, ..., m„}, p). If S(n) is homogeneous with a parameter /?n, then Xn 
defined in (5.3) satisfies the relation 
(6.2) X„ = ßn + (1 - ßn) 2 l(p(LiA\ + áf_zA~\ 
V V a - 1 / a - 1 _]' 
This theorem combined with (5.9) enables us usually to find out an asymptotic 
expression for ed(n)Nn. 
Example 6.1. Let Q, S(n) = <f, S(n) = S be the same as in Example 4.1, n = 
= 1, 2, ... Since 5(n) is homogeneous with /?„ = 1/2, (6.2) and (5.4) imply 
(6.3) X = i [ l + 2 V(p(l - p))] . 
Thus, by (5.9) for all sufficiently fast increasing Nn the following asymptotic formula 
holds: 
(6.4) e3nNn = 2~
Nnll~log{X + 2^pii~p)))+oil)'1. 
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Let us now consider the general model (Q, {f/w), l = 1, 2, ..., mn), 0, S(n)). In view 
of the correspondence between the random strategies and the random codes discussed 
in Sec. 4, one of the problems of Sec. 5, namely, for which Nn relation (5.1) holds, can 
be considered as a generalization of Shannon's problem on random coding at the 
input of a memoryless channel (A, 0, B). The generalization consists in the fact in our 
case the structure of the class {f/w), I — 1,2, ..., mn] must be respected (see the con-
dition (4.7)). In the special case when mn = a
n (i.e. when {f/n), / = 1, 2, ..., mn} con-
tains all mappings Q -> A) both the problems are identical. In this case a theorem of 
Shannon asserts that for an appropriately chosen fi(n) there exists a constant 
C(0) > 0 such that (5A) holds or not depending on whether 




(6.6) lim sup„ - ^ - < C(0)~x 
log n 
respectively. 
To compare this result with what was said above let us consider a simple model 
with an additive noise where a = 2, \i(n) = (2~n, 2~n, ...,2"n) and (4.10) holds. 
As it is shown for example in Chap. 9 of [8], in this case the above stated result holds 
with C(0) = 1 - H(p), where H(p) = -p log p - (1 - p) log (1 - p). If 
(6.7) l i m / l 7 ^ - = K-
1, 
logn 
then at the same place formulas for cc(R), R E (0, 4- oo) can be found such that 
(6.8) eHn)Nn = 2-™°™
+°™. 
a(R) is a non-decreasing function of the parameter R called a rate of transmission in 
the information theory. If R > C(0), then a(R) = 0. Let us notice that it follows from 
(6.4) (relation (6.4) has been proved under the assumption (5.6), i.e. for R = 0) that 
(6.9) a(0) = l - l o g [ l + 2 V ( P ( - p ) ) ] . 
In the noiseless case (see Example 4.1) we obtain from (4.17) for N = Nn satisfying 
(6.7) that a necessary and sufficient condition for (5.1) is that R < 1. This is in ac-
cordance with what was said above, because in the noiseless case C{0>) = 1. 
Remark at this place that our asymptotic formula (5.9), analogous to (6.8), has 
been derived under the condition of zero transmission rate. This is obviously a very 
strong condition and the case R = 0 is not very interesting for the information theory 
itself. But in the theory of search, in view of various restrictions concerning the class 
S, there exist situations where (5.1) can be satisfied only under the zero transmission 
rate condition. This is illustrated by the following 
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Example 6.2. Let (Q, $(n), S(n)) be the same as in Example 5.1. According to 
(4.18), 
i ( l_i)W„ s ( l_iy-
holds for N = Nn. Hence (5.1) holds iff 
(6.10) lim«— = +oo . 
n 
Hence if R > 0, (5.1) does not hold. 
In the following theorem Lemma 4.2 and Th. 4.2 are applied to the coding model 
with increasing £2. 
Theorem 6.2. Let (Q, S(n) = {f}tt\ I = 1, 2, ..., mn}) be an arbitrary coding 
noiseless model and let 5(n) == fi(n) be homogeneous with a parameter f$n. If 
(6.11) lim. (N„ log 1 - log n J = + oo , 
then (5.1) ho/ds. If A = {0, 1}, /x(n) = ( m ~ \ m " \ ..., m" 1 ) , and 
(6.12) lim. /N„ log - ~ log n J = o , 
then 
(6.13) exp ( - 0 ) - i exp (-2D) = lim inf. ed(n)Nn ^ 
= lim supn ed(n)Nn = exp (~e ) . 
7. CONCLUDING REMARKS 
a) Let N„ satisfy (6.7) and let us consider the noiseless model (£>, ef(n)) with 
A = {0, 1}. As it has been said above, for jR > 1, (5.1) cannot be satisfied by any 
random strategy, S(n) = ji(n) = ( m ~ \ m ~ \ ..., m" 1 ) . The question is what is the 
maximum K, say K0 = jR0(<f(n)) for which (5.1) holds or, more precisely, under 
which conditions such R0 e [0, 1] exists. For example, if mn — 2", i.e. if S(n) contains 
all mappings Q -* {0, 1}, then R0 = 1. If $(n) is such that S(n) is hcmogeneous w'th 
parameters P,y,< /?, then _R0 = — log/?. The R0 is an analogy of the capacity 
C(&) in the noisy case. 
b) As it has been shown in Sec. 6, if S(n) — {f}n\ / = 1, 2, ..., mn} is ample 
enough, the random search gives asymptotically the same probability of error as the 
"best possible" systematic (sequential) search. In particular, it follows frcm (6.13) that 
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if fin « 1/2, log n + O random experiments in question make it possible to determine 
6 with the probability 1 — exp ( —O) while the best systematic strategy requires at least 
log n experiments. It can be seen that for relatively small values of O the probability of 
error ^ exp ( — O) is satisfactorily small. 
c) Two basic concepts of the paper, namely, the separability of Q by $ and the 
homogeneity of random strategies have been used for the first time, in a some­
what different form and in the framework of the coding noiseless model, by A. Renyi 
[2]. Their generalization given in the present paper seems to be fruitful. 
d) Theorems 3.2, 3.3, 4.1, 5.1, 5.2 and 6.1 have been first stated (without proofs) in 
[1]. Lemma 4.2 and 4.3 are due to A Renyi [2] (Th. 6.2 is also a modification of 
a result in [2]). The remainder is new. 
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S o u h r n 
DISKRÉTNÍ TEORIE VYHLEDÁVÁNÍ II 
IGOR VAJDA 
První část této práce byla uveřejněna v předchozím čísle Aplikací matematiky. Tam 
byla hlavní pozornost věnována formulacím základních modelů a studiu strategií, 
jejichž optimálnost je měřena středním počtem pozorování, nutných k bezchybnému 
vyhledání hodnoty neznámého parametru 6. Zde se studují vlastnosti strategií, 
jejichž optimálnost se posuzuje podle asymptotického chování bayesovské chyby. 
Mějme m jednoparametrických populací výběrových rozložení $ = {Pi(. I 0), ... 
..., Pm(. | 0)}. Předpokládá se, že při strategii 3 = (óu 52, ...) je poslouponst pozo­
rování £uá29... rozložena podle Pdí(. \0)®PÓ2(. | 0 ) ® . . . Kvalita strategií se 
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posuzuje podle chování průměrné chyby eóN Bayesova estimátoru B(5Í9 ..., $N, <.fl5 ... 
..., £„) při N~> co. 
V kap :tole 3 je dokázáno, že pro žádnou d nemůže edN konvergovat k nule rychleji 
než exponenciálně a že exponenciální rychlosti se dosahuje při náhodných strategiích. 
Pro náhodné strategie je odvozen vzorec (3.9) pro výpočet parametru X($, S) expo­
nenciální konvergence. Dále je tam vyčleněna třída homogenních strategií, pro které 
se velmi snadno odhadne anebo vypočte X($, S). V kapitole 5 jsou tyto výsledky zo­
becněny na případ, kdy N = Nn roste v závislosti na počtu hodnot n parametru 6. 
V kaptole 4 je definován kódovací model teorie vyhledávání, kde Pt(. | 9) e $ 
mají jistou speciální strukturu. Zde se za jistých podmínek statistické úlohy nalézt 
optimální náhodnou strategii, resp. náhodnou strategii, při kterých N„ roste, za pod­
mínky edNn -* O, co nejpomaleji do nekonečna, redukují na Shannonovy úlohy 
o optimálním kódování, resp. o přenesitelnosti informačních zdrojů kanály. Jsou 
také nalezeny jednoduché vzorce pro X(S, S) příslušné homogenním náhodným 
strategiím ((4.11), (6.2)). Ve (4.25), (4.26), (6.13) jsou upřesněny asymptotické výrazy 
pro edN za předpokladu, že S vyhovuje silnější podmínce homogenity. V rámci kó­
dovacího modelu se rovněž ukazuje, že kvalita náhodných strategií může být asymp­
toticky blízká anebo dokonce identická kvalitě nejlepších systematických strategií. 
Authoťs address: Igor Vajda, CSc.s Ústav teorie informace a automatisacé ČSAV, Vyše­
hradská 49, Praha 2. 
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