This paper deals with some classical problems about the projective geometry of complex algebraic curves. We call locally toric a projective curve that in a neighbourhood of every point has a local analytical parametrization of type (t a 1 , . . . , t an ), with a 1 , . . . , a n relatively prime positive integers. In this paper we prove that the general tangent line to a locally toric curve in P 3 meets the curve only at the point of tangency. This result extends and simplifies those of the paper [6] by H.Kaji where the same result is proven for any curve in P 3 such that every branch is smooth. More generally, under mild hypotesis, up to a finite number of anomalous parametrizations (t a 1 , . . . , t an ), the general osculating 2-space to a locally toric curve of genus g < 2 in P 4 does not meet the curve again. The arithmetic part of the proof of this result relies on the Appendix [3] to this paper. By means of the same methods we give some applications and we propose possible further developments.
Introduction
Let C be a smooth connected complex complete curve and let φ : C → P 3 be a morphism such that φ is birational onto its image. In [6] H.Kaji proved that if φ is unramified then the tangent line to the general point does not meet again the curve. This gives a partial answer to a problem posed by A.Terracini in a paper of 1932 [10] . Our paper is a sort of revival of the beautiful Kaji's argument, which is by way of contradiction. The proof of [6] splits in two parts. In the first part one proves the existence of a flex point on φ(C) such that the tangent line deforms to a trisecant tangent line; the associated infinitesimal condition provides simpler equations. We noticed that this procedure realizes a non-trivial reduction of the problem to the case of some special rational curves. This perspective allows us to generalize the viewpoint. In fact in [6] the author considered only curves C ⊂ P such that the normalization morphism C ′ → C is unramified, whereas we allow also some ramification. More precisely, the curves that we will study are of the following type.
Definition 0.1. We say that φ : C → P n is locally toric if for any point of C, there are n positive relatively prime integers a i , i = 1, ..., n, such that 0 < a i < a i+1 and a local analytical parametrization of φ of the form:
(t a 1 , ..., t an ).
Remark 0.2. By relatively prime integers a i we always mean that (a 1 , ..., a n ) = 1 as an ideal of Z.
We will often speak of a locally toric curve when referring to a curve with a locally toric morphism to a projective space P n . We remark that locally toric with a 1 = 1 means exactly that the normalization is unramified. Furthermore the affine curve in (1) has a natural toric action. Our first main result is the following:
Theorem 0.3. Let C be a connected smooth complete algebraic curve. If φ : C → P
is a morphism birational onto its image that is locally toric then the tangent line to the general point does not meet again the curve.
The second part in [6] is more computational and it relies on a classical, non-trivial result of Eneström and Kakeya [7] about the zeros of a polynomial with real coefficients. We find a completely elementary proof of a more general result as an application of Rolle's theorem. Furthermore we remark that in the case of locally toric curves the computation reduces to counting the integer zeroes of an exponential diophantine equation. The paper is organized in the folllowing way. In section 1 we prove our basic lemma. In section 2 we perform the Kaji reduction. As it was already pointed out by Kaji by giving explicit examples in positive characteristic, the hypothesis of working in characteristic zero is essential. In fact if the general tangent line were a trisecant then the principal parts bundle P 1 of O C (1) would split, which is impossible in characteristic zero. The technical problem in our case is that, while Kaji used the principal parts bundle, we need to build a vector bundle that is a sub-sheaf of the principal parts bundle of C. In the third section we discuss some applications of the same methods, studying the problem of whether the span of the tangent lines at two general points of a locally toric curve in P 4 containes the tangent line to a third point. Then we discuss a more general "dual problem" concerning the osculating linear spaces to a couple of general points. Finally in section 4 we consider the problem of whether the (n − 2)-linear osculating space at a general point of a locally toric curve in P n intersects again the curve. If g < 2, under some mild technical assumptions (see Thm. 0.5) we are able to reduce this problem to that of calculating the rank of the following n × (n − 1) matrix, where z ∈ C.
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In fact the general (n − 2)-linear osculating space does not intersect again the curve if and only if the rank of matrix 2 is n − 1, for z = 1. We will call anomalous (see Definition 1.3 and 1.4) a n-plet of relatively prime integers 0 < a 1 < · · · < a n such that A a 1 ,...,an (z) has rank smaller than n − 1 for some z = 1 and anomalous locally toric curve a locally toric curve with an anomalous n-plets of exponents in its parametrization.
Remark 0.4. In the appendix to this paper [3] , Pietro Corvaja and Umberto Zannier prove, via methods related to the paper [2] A (partial) answer to the problem of (n − 2)-osculating spaces is our second main result. Let P n the bundle of principal parts of order n, we have the following theorem.
Theorem 0.5. Let C ⊂ P n = PV be a locally toric curve and g(C) = 0 or 1. If g(C) = 1, we suppose moreover that the natural evaluation map
is surjective. Then, if C is not anomalous, the general osculating (n − 2)-plane does not intersect the curve in a second point different from the osculating one.
We remark that, despite this generalization, the case of singular curves is still widely open. We can formulate the following: Conjecture 0.6. Let X ⊂ P 3 be a non-degenerate singular complex curve. Then the general tangent line does not meet again the curve.
Moreover, from the enumerative point of view, the problem of tangent lines intersecting again the curve C ⊂ P 3 has been studied in [9] , where the number of such lines is given, once one supposes that it is finite. We believe that section 1.2 of this paper could open interesting perspectives under an enumerative point of view as well. The arithmetic part of section 4 relies heavily on the results by P.Corvaja and U.Zannier contained in the appendix [3] . We would like to thank Enrico Schlesinger for many fruitful conversations, Pietro Corvaja and Umberto Zannier for the intense and interesting E-mail correspondence we had while writing this paper. 1 Ranks of polynomial matrices.
An elementary lemma
Let a, b and c be positive integers, with 0 < a < b < c. let f = GCD(a, b, c), note that f = 1 if and only if the numbers are relatively prime. We take z in the complex numbers field. Let us consider now the matrix:
If we define v(z) := (z a , z b , z c ), u := (1, 1, 1) and w := (a, b, c), we have that A(z) has rank 1 when v − u is proportional to w. Proof. If the rank of A(z) is 1, both the real and the immaginary part of (z a −1, z b − 1, z c − 1) have to be proportional to w. We have :
with λ and γ ∈ R. If we can prove that λ = γ = 0, this would imply v = u, that is
This in turn would mean that z f = 1. Let ρ = |z| be the modulus of z if the rank of the matrix A(z) is one then we have z a = λa + 1 + iγa. This means that ρ 2a = (λa + 1) 2 + γ 2 a 2 and the same computation holds for b and c. This allows us to say that the following function
has 4 distinct zeroes at a, b, c, and 0. The third derivative f ′′′ (x) has then the following expression:
The function f ′′′ (x) is rational over R and by its analytical expression it is clear it has no zeroes if ρ = 1. If f has 4 zeroes, by Rolle's theorem, f ′′′ should have at least 1 zero. This means that ρ = 1 and f ′′′ (x) is identically zero. Moreover we get that
Equation 4 implies that for λ, γ = 0 f has at most 2 zeroes but f has 4 zeroes in 0, a, b, c. This implies that λ = γ = 0. The converse is clear.
We notice that the previous lemma for a = 1 was proven in [6] . A possible generalization is the following conjecture. Conjecture 1.2. Let 0 < a 1 < a 2 < . . . a n be postive integers. Set f := GCD(a 1 , . . . , a n ), then the n × (n − 1) matrix
should have rank smaller than n − 1 if and only if z f = 1.
The computation of this rank reduces to finding the number of positive integer zeroes of an equation of the following type
where z ∈ C is fixed and p(x) is a polynomial. We remark that this generalization would open the way towards more general results on, for instance higher osculating spaces on varieties of dimension bigger than one.
A particular case of Conjecture 1.2 appears in [4] , where the case n = 4 is treated. In the paper [4] the calculation are performed by MAPLE but we must confess that we could not decide if this process is correct.
We close this section giving two definitions related to Conjecture 1.2.
Definition 1.3.
A n-plet 0 < a 1 < · · · < a n of integers satisfying the condition GCD(a 1 , . . . , a n ) = 1 such that there exists a z = 1 such that A a 1 ,...,an (z) has rank smaller than n − 1 is called an anomalous n-plet.
Definition 1.4.
A locally toric curve φ : C → P n such that the n-plet defining its local parametrization is anomalous is called an anomalous locally toric curve.
Rational curves
In this section we give a geometric interpretation of Lemma 1.1.
Consider the affine rationally parametrized curve in C
The only singular point of B if a > 1 is the origin. We have v(1) = u = (1, 1, 1). Let us consider the tangent line L to the curve at u ∈ B. We have that
where t ∈ C and w is like in the preceding section. Let us suppose that L has another point of intersection with the curve B and let us call it v(z). The secant line to B passing by u and v(z) is
for t ∈ C. This is the line L if and only if v(z) − u and w are proportional, that is, using the notation of lemma 1.1, A(z) has rank 1. This means that Lemma 1.1
assures that, sincez = 1, for such a curve with GCD(a, b, c) = 1 the tangent line at (1, 1, 1) is not a trisecant.
Moreover we can make the following observation. Let us consider the following morphism
Performing for λ ∈ C, λ = 0 the affine transformation
on the affine line and
on C 3 , we remark that the following diagram commutes.
This implies that the tangent line at any smooth point p ∈ B does not intersect B outside p.
We remark that the projective curve B ⊂ P 3 such that B is its restriction to an affine open set is the image of the following morphism
This means that set-theoretically we have that B = B ∪ s, where s = (0, 0, 0, 1).
Kaji reduction
Let C be a connected smooth complete algebraic curve and let
be a morphism birational onto its image. Assume φ(C) nondegenerate. For any point p such that φ(p) is smooth, let t p be the tangent line. For any (p, q) such that φ(p) = φ(q) we let s p,q be the the secant line joining the two points.
Moreover let V be the vector space H 0 (P 3 , O P 3 (1)) and
. We recall that we have the following commutative diagram.
Moreover, the bundles of principal parts of O C (1) of higher order realize exact sequences of the following type.
We recall that P 1 is not generated by sections s ∈ V exactly over the points of C where rk(dφ) = 0. Let us denote S(φ) the locus where the differential has rank zero. Let us consider now the evaluation map
As we have just remarked, this map is not surjective. Let us then consider the image sheaf E := Im(ev): we have that E ⊂ P 1 as a subsheaf but E is also a globally generated rank 2 vector bundle. Let now O S(φ) be the skyscraper sheaf supported on the ramification locus of φ, then we have the following exact sequence.
Furthermore we have the following commutative diagram
for some line bundle M. Let PE be the projective bundle associated to E. Basically we have that PE ⊂ C × P 3 and the fiber PE x ⊂ P 3 over a smooth point x ∈ C is the tangent line to φ(C) at φ(x).
Lemma 2.1. We have a map
Proof. We recall from diagram 6 that we have a surjection
that gives us four global sections of P 1 . Let π : PE → C the natural projection and let us pull-back diagram 8 via π. Then we recall that π * E is a globally generated subsheaf of π * P 1 . Let S be the tautological vector bundle over PE, we are now in the following situation over PE.
This implies that the four sections of O
⊕4
PE surject to O PE * (1). Since π * E is globally generated, also O PE * (1) is globally generated, thus giving us the map we were looking for.
Let us consider the map we have just defined. Let us call Y ⊂ P 3 the image of ν, set theoretically Y is the closure of the union of tangent lines of C. This surface is known in the literature as the tangential surface of C. 
Proof. See [1] .
Let us now consider diagram 8. Twisting by O C (−1) and passing to cohomology we get a map
We remark that both spaces can be interpreted as parameter spaces for extension classes. 
If we take cohomology we find the following commutative square.
Remark that Proposition 2.3 implies that if E were the trivial extension, then also P 1 would split.
Definition 2.4.
A projective curve φ : C → P n is tangentially degenerate if, for a general point P ∈ φ(C), there exists another point Q ∈ φ(C) that lies on the tangent line to φ(C) at P .
Let us consider now the map
and let us denote C 0 the image of diagonal ∆ via ρ. Moreover, let π : PE −→ C be the natural projection, we define a map
as the product map π × ν. Let us denote by A the section of PE corresponding to the surjection E → O C (1). Remark that we have σ −1 (C 0 ) = A. Then let D ⊂ C ×C be the following subset:
If a curve C is tangentially degenerate then D has positive dimension. Moreover in this case σ −1 (ρ(D)) ⊂ PE is an effective divisor in the projective bundle. Now we need to recall the following Proposition. Proposition 2.5. Let C be a curve, let E be a rank 2 vector bundle over C, and let L be a line bundle over C. Let N be a section of the ruled surface PE → C corresponding to a surjection E → L. If there exists an effective divisor F on PE such that N and F are disjoint, then the surjection E → L splits Proof. See [6] .
Furthermore, by combining Lemma 2.2 with Proposition 2.5, we get the following Corollary.
Corollary 2.6. Let φ : C → P 3 be a projective space curve. If C is tangentially degenerate, then the section A of PE → C intersects every component of the curve
The key point here is that if a component does not intersect A then the vector bundle E splits, which is not the case.
Proposition 2.7. Let C be a non degenerate complex projective algebraic curve that is locally toric and let φ : C ֒ → P 3 be the morphism in question. Then C is not tangentially degenerate.
Proof. We suppose by contradiction that dim(D) > 0. Let D be the closure of D in C × C. We assume that D does contain an irreducible complete curve X. LetX be the normalization of X and ψ :X → C × C be the induced map. By Corollary 2.6 σ −1 (ρ(D)) ∩ A = ∅. This is equivalent to saying that D ∩ ∆ = ∅, hence there exists p ∈X and q ∈ C such that
We take now two local analytical parameters: respectively, t on an open set containing q ∈ C and x on an open neighbourhood of p ∈X. We take t and x such that:
, for a scalar k = 0 and a function g regular in a neighourhood of zero.
We can also make a choice of the coordinates of P 3 and of the open set where the parameter is t such that we have φ(0) = (1, 0, 0, 0) and such that in affine coordinates we have:
where 0 < a < b < c, and α and β are functions regular at zero.
Composing φ with ψ 1 and ψ 2 , the two components of ψ, we have the following parametrized curves:
where higher terms stands for the terms of higher degree.
Let γ ′ (x) be the first derivative of γ, then we have: γ ′ (x) = (arx ar−1 , brx br−1 + higher terms, crx cr−1 + higher terms), since γ ′ (x) gives the tangent line to φ(C) at φ(ψ 1 (x)). By definition of D we have:
We have denoted by ∧ the exterior product in C 3 . More precisely, the sub-scheme of C × C defined by the equation
is the union D ∪ ∆, because the diagonal locus is contained in its zero locus, and scheme-theoretically with multiplicity 2. In fact, the Taylor development of for instance φ(w) in a neighbourhood of the diagonal gives
where R(y, w) is a holomorphic function on C × C. If we substitute equation 12 in equation 11 we find that ∆ has indeed multiplicity 2 in the zero locus of equation 11. Furthermore, substituting in equation 11 the lower terms of the parametrized curves we get that the matrix
First we show that we are forced to have s = r. Let us suppose in fact that s > r: we get that
has rank one for all x, which is false (consider for instance the first 2×2 determinant). If instead r > s, we have the lower terms matrix
which has clearly rank 2 for general x.
We have then to consider only the case s = r. In this case, by multiplying by x the first column and dividing the first (respectively, the second and the third) line by x ar (respectively by x br and x cr ), we obtain the following matrix.
Remark that if k = 1 the rank drops. However this corresponds to imposing the condition y = w in Equation 12, and this condition defines ∆ with multiplicity at least 2. Moreover, if we substitute γ(x) and η(x) in R(y, w) we find that locally in a neighbourhood of the diagonal, D is defined by the equation R(y, w) = 0. Hence the solution k = 1 is irrelevant to our problem because for k = 1 we have R(0, 0) = 0. By Lemma 1.1 the matrix A(k) has rank one only if k f = 1, where GCD(a, b, c) , so we have a contradiction. This concludes the proof.
Applications and Open Problems
In this section we would like to prove, in the same spirit of the preceding section, a result about the span of two general tangent lines to a locally toric curve (Proposition 3.2) in P 4 . Moreover we make a conjecture about the sections of a linear system that have zeros with given multiplicity in two given points of a curve (Conjecture 3.6). Proposition 3.2. Let C ⊂ P 4 be a locally toric curve. Let x and y be general points of φ(C) and z ∈ φ(C), then the tangent lines t x , t y and t z span the whole P 4 .
Tangent lines in
Proof. Let us consider a standard affine subset of P 4 isomorphic to C 4 and let us assume that x, y and z are in this subset. Let us now consider the product S 2 C × C. We suppose by contradiction that there exists an irreducible surface U ⊂ S 2 C × C defined in the following way.
Remark that in our construction it is not necessary to take C × C × C, in fact, since the span of t x and t y is indipendent from the order of the two points. Now we reduce this problem to the one of Proposition 2.7, thus in the second part of this proof we will omit the details already stated in the proof of Proposition 2.7. Let us consider now the partial diagonal ∆ ′ ∼ = C × C, i.e. the set of points of the type (p + p, q), p = q and the intersection curve K := U ∩ ∆ ′ ⊂ ∆ ′ . Remark that, since x = y = p, the curve K is the set D ⊂ C × C ∼ = ∆ ′ of section 2 and the one dimensional diagonal ∆ ′′ , i.e. the set of points of the type (p + p, p), is the curve ∆ ⊂ C × C of section 2. The fact that dim(K) > 0 contradicts Remark 3.1 thus concluding the proof.
The Two Osculating Points Problem
Let us now consider again a curve C of arbitrary genus and a line bundle L on C. Let n be a positive integer and let us set a (n + 1)-dimensional vector sub-space V ⊂ H 0 (C, L) such that the associated linear series is base point free. We suppose moreover that the morphism ϕ V : C → PV ∼ = P n is non degenerate and birational onto its image. We recall that, given an effective divisor F on C, the notation V (−F ) indicates the intersection
of the natural evaluation map in F . The theory of the Wronskian assures that for a general point p ∈ C we have that dim(V − (n + 1)p) = 0.
This is equivalent to saying that the sub-scheme of points of C such that dim(V − (n + 1)p) = 0 has dimension zero. A point such that dim(V − (n + 1)p) = 0 is commonly called a flex point [5] . Now let us consider the same problem for a couple of general points p, q ∈ C, i.e. evaluate the dimension of the following sub-scheme of the symmetric product S 2 C. Definition 3.3. We set
We remark that this definition has sense only for curves of degree deg(C) ≥ n 1 + n 2 .
One expects that Γ n 1 ,n 2 has dimension zero for n 1 + n 2 = n + 2.
In this case we have a plane curve C of degree at least four and we have either n 1 = 1 and n 2 = 3 or n 1 = n 2 = 2. We see that Γ 1,3 has dimension zero by the finiteness of flex points [5] and Γ 2,2 is the set of bitangents, which is finite.
Let us now consider the case of n = 3. In P 3 we have the sub-schemes Γ 4,1 and Γ 3,2 . The fact that Γ 4,1 has dimension zero is a corollary of equation 13. Let D ⊂ C × C be the tangentially degenerate locus defined in Equation 9 . For the case of Γ 3,2 we have the following proposition. 
Proof. Let p t , q t be points of C, for any t ∈ C. Let us suppose that we have a family of sections S(t) ∈ V (−3p t − 2q t ), t ∈ C. Remark that by developing S(t) we can write
Now S(0), S(t) ∈ V , thus we have S ′ (t) ∈ V too. Moreover S(t) ∈ V (−3p t − 2q t ) and S ′ (t) ∈ V (−2p t − q t ), hence S(t) ∩ S ′ (t) is a trisecant line that cuts out a couple of points (p t , q t ) ∈ D. Let us now suppose that we have a family of couples of points (p t , q t ) ∈ D and let us take the trisecant l t line that cuts out the divisor 2p t + q t . Let p * t , q * t ∈ P 3 * be the images of p t and q t via the dual map of C. The dual variety of l t is an hyperlane that cuts out 2p * t + 3q * t on C * . By repeating the construction of the first part of the proof then implies of a line l ′ t ∈ P 3 * that cuts out p * t + 2q * t on C * . Via dualization again we find an hyperplane in P 3 that cuts out 3p t + 2q t on C, thus concluding the proof. Let C be a curve of arbitrary genus. Let moreover L be as before and V ⊂ H 0 (C, L) an (n + 1)-dimensional sub-space such that the associated linear series is base point free. Let ϕ V : C −→ P n be the associated map. More generally we have the following conjecture.
Conjecture 3.6. The Two Osculating Points Problem Let C be a smooth complete complex curve such that the morphism ϕ V : C −→ P n is locally toric and let n 1 , n 2 be two positive integers such that n 1 + n 2 = n + 2. Let us moreover suppose that deg(C) ≥ n + 2, then the sub-scheme Γ n 1 ,n 2 has dimension zero.
We remark that in the case of n 1 = n and n 2 = 2 a costruction similar to the one used in the proof of Proposition 3.4 reduces the problem to finding osculating (n − 2)-dimensional linear subspaces of P n that intersect the curve in a second point different from the osculating one. This is the problem that we study in the next section. Remark that, for affine rational curves with an analytical parametrization of type
proving that the general osculating space does not meet again the curve is equivalent to proving Conjecture 1.2.
A few results in higher dimension: osculating spaces in P r
In this section C will be a locally toric curve like in section 2, but we will consider only the genus 0 and 1 case. The aim of this section is to generalize Proposition 2.7 to the case of (r − 2)-dimensional osculating spaces, i.e. to show that the general osculating (r − 2)-plane at a point of a locally toric curve does not meet the curve in a second point. When we consider non anomalous curves (see Definition 1.4) we are able to perform the reduction and show the result for every r. Unluckily up till now we only know that the number of anomalous 4-plets (that are in natural bijection with local analytical parametrizations of anomalous locally toric curves in P 4 ) is finite and possibly zero. However it is very likely that it will be possible to show the finiteness of the anomalous r-plets for every r (see Remark 0.4). Let p ∈ C, the projective fibre PP r−2 p is the osculating (r − 2)-plane at the point p. Let us give the following definition,
Before giving the main theorem of this section we need some technical Lemmas. Let now (α, β) ∈ C × C and let ∆ α,β the translated diagonal Proof. Let us suppose that ∆ α,β ∩ ∆ = ∅. Hence there exist two points p, q ∈ C such that p + α = q and p + β = q. This is true only if α = β = 0 and p = q. Remark that, since C × C is an abelian variety, every divsor in C × C is NEF, thus it is ample or it has autointersection equal to zero. The curve ∆ α,β is not ample and this concludes the proof.
Lemma 4.2. Let C be an elliptic curve, L ∈ P ic 0 (C) and ϕ V : C → PV as before. Let P n * be the bundle of principal parts of order n of O C (1) (see diagrams 6 and 7), then
Proof. By dualizing and twisting by O C (1) ⊗ L the second row of diagram 6 we get
C ⊗ L) = 0 and passing to cohomology we find that h 0 (C,
. Now, by dualizing and twisting by O C (1) ⊗ L the exact sequence 7, by induction we get that h 0 (C,
is an isomorphism. This implies that h 0 (C, P 1 * ⊗O C (1) ⊗L) = 1. Now, by dualizing and twisting by O C (1)⊗L the exact sequence 7, by induction we get that h 0 (C, Proof. By contradiction we suppose that D r−2 has dimension 1. LetD be the image in C × C of the normalization of one irreducible component of D r−2 . Let ∆ be as usual the diagonal. If we are able to show thatD ∩ ∆ = ∅ then, since we suppose that C is non anomalous, we have a contradiction. In fact this would imply that, by repeating the proof of Proposition 2.7, that the matrix (2) has rank r − 2 for all z. This is very easy when g(C) = 0. In fact it is well known that in this case ∆ is ample as a divisor of C × C and thus it intersects every curve in the product. Now we come to the genus 1 case. Here we have that ∆ 2 = 2 − 2g = 0 and ∆ is NEF. Now let us suppose that the curveD has no point in common with the diagonal ∆. By Lemma 4.1 this means that there exist two points α, β ∈ C such thatD = ∆ α,β .
Let us denote ϕ V : C → PV the locally toric morphism. We have a rank 2 vector bundle overD defined in the following way:
i.e. the projectivized fiber over every couple of points inD is the secant line joining the two points. More precisely, let us denote Gr(2, r + 1) the Grassmannian of 2-spaces in V and let
be the secants map. We have the tautological rank 2 vector bundle T on Gr (2, 5) and N is the restriction of τ * T toD. Now let us denote π 1 (respectively π 2 ) the projection fromD on the first factor (respectively the second). We have a natural inclusion PN ֒→ Pπ * 1 P 2 that comes from the fact that if (p, q) ∈D then the secant
p . This is equivalent to a surjection
Moreover we have two natural sections D 1 and D 2 of PN overD. In fact the curve D 1 (resp. D 2 ) represents the image in PN of the first (resp. the second) component ofD ⊂ C × C. Thus we have two surjections
and both factorize via g. This implies that we have a third surjection
We remark that sinceD = ∆ α,β we have forcely deg(π 1 ) = deg(π 2 ) = 1 and thus
Now Lemma 4.2 implies that the last arrow of the exact sequence 19 cannot be a surjection. This in turn implies thatD cannot be a curve of type ∆ α,β and thus the intersectionD ∩ ∆ is not empty. This concludes the proof for g(C) = 1.
APPENDIX: On the rank of certain matrices

Pietro Corvaja & Umberto Zannier
The aim of this note is to prove the following result, motivated by Conjecture 1.2 of Bolognesi and Pirola [B-P].
Theorem. There are only finitely many points
Also, these points can be effectively determined.
Clearly, the condition of coprimality is just a normalization condition: from a solution (ξ, a, b, c, d) with h = gcd(a, b, c, d) one gets the "primitive" solution (ξ h , a/h, b/h, c/h, d/h) and conversely.
The underlying geometrical problem appeared also in papers previous to [B-P] (see the references therein). This also leads to an analogous problem for (n + 1) × n matrices, whose natural formulation is given in [B-P, Conjecture 1.2], the present case corresponding to n = 4. The case n = 2 is clear, whereas for n = 3 Bolognesi and Pirola show by the following simple but ingenious argument that there are indeed no solutions at all: any solution gives rise to equations ξ m = f (m) for m = 0, a, b, c, where f (x) = αx + β is a suitable linear complex polynomial. Taking complex conjugates and multiplying yields |ξ| 2m = q(m) for the same values of m, where q = |f | 2 is a real polynomial of degree ≤ 2. But now Rolle's theorem, applied three times to the real function |ξ| 2x − q(x) with four distinct zeros, shows this is impossible. (A similar proof has been given independently also by Elkies in January 2005, as an answer to a question by Izzet Coskun, and Joseph Harris, and we thank Elkies for forwarding us his solution.) This method however does not work for n > 3. Conjecture 1.2 of [B-P] states that for any n there are no solutions, i.e. no (n+1)×n matrices as in (*) with rank < n. Our theorem reduces the case n = 4 to a finite computation (see the remarks at the end on how this can possibly be implemented in practice). We believe that the present method is able to yield an analogue of the above theorem for every n, however with a finite number of exceptions depending possibly on n. such that
These equations also yield a parametrization of the plane L by the parameters x, y.
In particular, no two of the coordinates x a , . . . , x d satisfy a linear equation identically in L.
We are interested in the points
In order to apply Lemma 1, we need an upper bound for the degree of ξ, which shall be obtained via geometry of numbers. Let · denote any norm on R 4 , e.g. the euclidean length; let Λ ⊂ Z 4 be the lattice of vectors orthogonal to (a, b, c, d). Minkowski's second Theorem [B-G, Thm. C.2.11] provides the existence of a basis λ 1 , λ 2 , λ 3 for Λ satisfying
with a constant B 3 depending only on the chosen norm. We remark that a careful choice of the norm may produce values of B 3 more convenient for actual computations, as we shall observe at the end.
Let now G ⊂ G 4 m be the (two dimensional) torus defined by
This torus corresponds to the primitive lattice generated by λ 1 , λ 2 , in the sense that a point x is in G if and only if x λ = 1 for every λ in the said lattice. Let us suppose first that L ∩ G is finite, as expected by dimensional considerations. In this case, by Bézout's theorem, ♯(L ∩ G) ≤ B 4 d 2/3 ; since both varieties L and G are defined over Q, the degree (over Q) of the point (ξ . We follow some of the arguments therein.
Step 2. We prove that C is a conic or a line in L. The non degeneracy of L implies that C has dimension ≤ 1: otherwise, L would be equal to G, so in particular x a , x b , x c would be multiplicatively dependent on L, but the above representation (2) excludes this, by the non-proportionality of the linear forms which appear. So we can suppose that C is a curve.
Since the equations of the plane L and the equations x λ 1 = 1, x λ 2 = 1 hold identically on C, the corresponding jacobian determinant vanishes on C.
Due to the nondegeneracy of L, i.e. equations (2), no 2 × 2 minor of the first two rows vanishes. So, by the linear independence of λ 1 , λ 2 , this determinant does not vanish identically as a function of four independent variables. Actually, substituting x a , x b , x c , x d by their representation (2) valid on L, the determinant does not vanish identically on L, since the linear polynomials in (2) are pairwise non proportional. After clearing the denominators and using the parametrization (2), this becomes a non trivial quadratic equation in x, y. We then obtain the statement of the Step 2.
Step 3. Conclusion. If C is a line, then each coordinate x a , . . . , x d is a linear function of a parameter t. Using the equations for G, we obtain that the ratio between two suitable coordinates is constantly a root of unity on C. But then P ξ cannot lie on C (otherwise ξ itself would be a root of unity). If C is a conic things are similar: looking at zeros and poles of the four coordinates (viewed as rational function on C of degree ≤ 2) we conclude as before.
This concludes the sketch of the proof. We remark that Step 3 does not follow [B-M-Z]. An alternative but more involved argument would follow [B-M-Z] more closely: using the fact that deg(C) is bounded, we would first prove that λ 1 has bounded length. This would allow a finite number of parametrizations of a, b, c, d in terms of three unknowns which would be the first step for an induction. Perhaps in case of higher dimension this last method will be necessary. §2 Quantification. In fact, we prove as follows that we can disregard reciprocal numbers ξ. If ( * ) is verified there exists a non zero polynomial f (X) ∈Q[X] of degree ≤ 2 such that f (m) = ξ m for m = 0, a, b, c, d. If ξ is reciprocal, there exists a Galois automorphism σ such that ξ σ = ξ −1 . Then applying σ and multiplying we obtain that the polynomial f (X)f σ (X) − 1 has five distinct zeros which may happen only if f is constant, which is a case easily dealt with.
A more explicit version of Lemma 2 will lead to explicit quantitative bounds: Lemma 3 unless a 0 , a t are both small, i.e. ξ is 'almost' a unit. (Note that already if max(|a 0 |, |a t |) ≥ 2 we replace 0.28 by log 2 > 0.69.) If this is the case however we can gain on refining Lemma 4. For instance note that if ξ is actually a unit using the above equations we find for each conjugate
. For a 'general' choice of r, s this ratio on the right will be absolutely bounded, providing a further saving. Finally, the right norm to consider in applying Minkowski comes from an estimation for the degree of the closure in P 4 of a hypersurface defined by x m 1 1 · · · x m 4 4 = 1, where m i ∈ Z. The degree equals the maximum between the sum of the positive, or − negative, entries of (m 1 , . . . , m 4 ). This quantity defines actually a norm, and yields better constants than the above choice.
To perform this program however leads to several computing verifications and distinction into cases, which we have by now not performed, hoping that some expert of such matters can be interested enough to do this job. In this respect we remark that for the geometric application in the paper, it is substantial to pass from finitely many solutions to no solution at all.
