INTRODUCTION
For a second-order elliptic boundary problem in two or more independent variables, with only the Dirichlet or the Neumann condition specified, to what subset of the complexified boundary can the missing Cauchy datum be continued analytically? In view of existence results such as the theorem of Cauchy-Kovalevsky [5, Theorem 9.4.5], or the propagation of singularities of solutions to the analytic Cauchy problem [24] , this question is central in the à priori estimation of the domain of analytic continuability of solutions across the boundary. This, in turn, is applicable, e.g., in the stability and convergence analysis of 'interior source methods', which is a family of promising numerical methods for direct and inverse elliptic boundary problems [2, 3, 8, 9, 10, 11] .
In Millar [14, 15, 16, 17, 18, 19, 20, 21, 22 ], boundary integral representations of the solution are used to relate the Cauchy data, and the domain of analytic continuability of the missing boundary datum is estimated globally, essentially by analytic continuation of the integrals to complex space. This is done for general linear, elliptic, second-order, analytic, exterior boundary problems in two independent variables and with piecewise analytic boundary in [18] , for such interior and exterior problems with analytic boundary in [21] , as well as for exterior three-dimensional Helmholtz problems in a half-space [19] or with axisymmetric boundary [20] . Another global approach can be found in Section 4 of Sternin and Shatalov [25] , for three-dimensional Helmholtz problems with Neumann datum given on an algebraic surface; see Sternin and Shatalov [24] for a more general treatment. More recently, Kangro, Kangro and Nicolaides [23] proposed a local approach to the à priori analytic continuation of solutions of two-dimensional Dirichlet boundary problems for the Helmholtz equation across analytic pieces of the boundary. Implicit in the method (see the comment immediately after Lemma 1 on p. 594 of [23] ) is a regularity result regarding the missing Neumann datum, given essentially as follows: if both a parametrisation 2010 Mathematics Subject Classification. Primary 35S05 Pseudodifferential operators.
c XXXX American Mathematical Society 1 of the considered piece of the boundary and the (localised) Dirichlet datum can be analytically continued to a complex rectangle {t + iη ∈ C, t ∈ [a, b], η ∈ [−c, c]}, then so can the missing (localised) Neumann datum. Kangro and Kangro [7] suggest a method analogous to that of [23] to handle locally the analytic continuation of solutions to threedimensional Dirichlet problems for the Helmholtz equation across planar pieces of the boundary. There, they propose that if the Dirichlet datum can be analytically continued to the complex polyrectangle {(x + iξ 1 , y + iξ 2 ), x ∈ [a 1 − 2r, a 1 + 2r], y ∈ [a 2 − 2r, a 2 + 2r], ξ 1 , ξ 2 ∈ [−r, r]} in C 2 , then the missing Neumann datum is analytically continuable to the set (x + iξ 1 , y + iξ 2 ), x ∈ [a 1 − r, a 1 + r], y ∈ [a 2 − r, a 2 + r], ξ
The method of [23, 7] is, in principle, extendible to higher dimensions. However, as stated on p. 592 of [23] , '[. . . ] in more than two dimensions the computations become quite involved. ' We here estimate the domain of analytic continuation of the missing Cauchy datum on open planar subsets of the boundary for Dirichlet and Neumann problems for the Helmholtz equation in n + 1 independent variables, for any n ∈ N. The analysis is à priori (that is, it does not require a solution of the boundary problem) and local, and in particular it uses no information about the boundary or about the Cauchy data outside the planar subset. To prove the main result, we identify and characterise a special subspace of the standard pseudodifferential operators on R n × R n . The standard pseudodifferential operators are described, e.g., in Chapter XVIII of Hörmander [6] . The remainder of this section contains some notational conventions, a precise statement of the main result, and an overview of the rest of the paper.
In the following, n is a fixed positive integer. A function f defined on an open subset Ω of R n , or of C n , is here said to be real-analytic in Ω, respectively analytic in Ω, if for every point x in Ω there is a nonempty neighbourhood of x (in R n or C n , respectively,) in which the Taylor series of f about x is convergent and agrees with f . Elements z of C n are written (z 1 , . . . , z n ), and we adopt the notation z (j) = (z 1 , . . . , z j−1 , z j+1 , . . . , z n ). Multiindices are understood to be n-tuples of nonnegative integers. For every multiindex α, the convention is that |α| = α j . The operator ∆ is the Laplacian on R n+1 , ∆ = n+1 j=1 ∂ 2 j , and ∆ + k 2 is the Helmholtz operator on R n+1 . The constant k is assumed positive. Finally, L (A, B) is the vector space of continuous linear maps from A to B. Now fix n-tuples a, b 
Fix l ∈ {0, 1} and λ > 0, and assume
The C 1 regularity above is meant as one-sided, from the interior of the domain, and in the case of traces of the solution u, it is understood w.r.t. the variables Re z j , Im z j . The function U l is the given boundary datum on τ (a). The main result here is the following. Theorem 1.1. The missing boundary datum U 1−l = lim xn+1 0 ∂ 1−l n+1 u is analytically continuable to each complex polyrectangle T ( a, b ± ) with
The Helmholtz operator is invariant under translation and rotation in R n+1 . Therefore, the setup of Theorem 1.1 can, without loss of generality, be understood as the localisation of a Helmholtz boundary problem about a point of the boundary where the latter is a subset of a hyperplane. The functions U 0 and U 1 are localisations of the corresponding Dirichlet and Neumann boundary datum, respectively.
The rest of this paper is organised as follows. In Section 2, we show a mapping property of a subspace of the standard pseudodifferential operators that are specially suited for a proof of Theorem 1.1. That section is inspired in part by the analysis of Boutet de Monvel [1] . Section 3 contains a proof of Theorem 1.1 and involves the development on pp. Recall that a function p is in the standard symbol space S m (R n ) if and only if p ∈ C ∞ (R n ) and for each multiindex α ∈ N n 0 there is a constant C α satisfying (2.1)
In the following, we write S m for S m (R n ). Also, S −∞ = µ∈R S µ . With α ∈ N n 0 , the map taking each p ∈ S m to the smallest number C α that satisfies (2.1) is a seminorm on S m ; write · Fix R ≥ 0 and ε ∈ ]0, 1[, and let
That a function p is 'analytic on K n ε ' means in the following that for any j ∈ {1, . . . , n} and any ζ (j) = (ζ 1 , . . . , ζ j−1 , ζ j+1 , . . . , ζ n ) ∈ K n−1 ε , the function ζ j → p(ζ 1 , . . . , ζ n ) is analytic on the interior K r−a is that induced by T m , and it is in particular generated by the sets
r−a and δ > 0. Given ζ ∈ K n ε with ζ j ∈ [−R, R] for j ∈ I ⊆ {1, . . . , n}, and Re ζ j > R for j ∈ J = {1, . . . , n} \ I, Taylor's formula implies, with ξ = Re ζ and η = Im ζ,
there is a natural µ and a positive t such that the open ball
{ p (m) * < δ} ∈ T m * includes the set |α|≤µ { p (m) α < t} ∈ T m rel .
Real-analytic operators.
Here we use the symbols in S m,ε r−a to define a family of operators. The operators are expressed in terms of integrals over certain complex contours in C n × C n , described first. Let a, a , b − , b + and c be n-tuples of elements of ]0, ∞] such that a j < c j < a j and
With R a positive constant, let ψ ∈ C ∞ (R) be an even 'excision function' satisfying
Also, let for j = 1, . . . , n and for all real t and t :
Fix an odd positive integer N , write
for all y and ξ in R n , introduce the map
and define the corresponding family of complex contours by
As shown in the proof of Theorem 2.6 below, the mapping R n × R n (y, ξ) → σ(t, y, ξ) is orientation-preserving for each fixed t ∈ [0, 1]. Every contour C t is in the following given the orientation induced by its parametrisation σ(t, ·, ·).
and it is readily verified that Im We equip the space O(a , b ± ) with the topology of uniform convergence on compact subsets of T (a , b ± ), and the space O(a, b ± ) with the topology induced by the usual C
of continuous linear mappings are equipped with the corresponding topologies of bounded convergence and are thus made locally convex (see pp. 131-133 of Köthe [12] .) In particular, the topologies on these spaces are defined by the systems of seminorms
and
respectively, where W is a bounded subset of O(a, b ± ) and κ is a compact subset of
is complete.
Theorem 2.6. The maps
are linear and continuous when S m,ε r−a is equipped with the natural topology T
Proof. Let δ Kr be the 'Kronecker delta'; that is, for all integers j, l set δ 
Thus, for each t ∈ ]0, 1], the Jacobi determinant of the mapping (y, ξ) → σ(t, y, ξ) is at most polynomially increasing with respect to |ξ 1 |, . . . , |ξ n |, and, in view of Remark 2.3, the function (w, ζ) → e iζ(z−w) p(ζ)u(w) is absolutely integrable over the contour C t when z ∈ τ (c) or z ∈ T (a , t N b ± ), as well as t ∈ ]0, 1], p ∈ S m,ε r−a and u ∈ O(a, b ± ). In particular, we have for all p ∈ S m,ε r−a and u ∈ O(a, b ± ) that
where
is a continuous function independent of p and u (see part (a) of Theorem (2.27) on p. 54 in Folland [4] ). Thus the linear map OP(p) : 
Furthermore, for every p ∈ S m,ε r−a and every compact subset κ of T (a , b ± ), there exists a positive C κ , depending only on κ, such that
Finally, for every bounded subset W of O(a, b ± ) and every compact subset κ of T (a , b ± ) we have sup
so the linear map
is continuous w.r.t. the topology T m * , and hence also w.r.t. T m rel . This finishes the proof of the first part of Theorem 2.6.
We now prove the validity of (2.4) using Stokes's theorem. Fix ρ > R and write
The closure D ρ is a compact, smooth and oriented 2n + 1-manifold with corners, and the map σ is smooth and injective on an open neighbourhood of D ρ . The injectivity follows from the fact that the functions s and η are real-valued, and N is odd. Indeed, if y + it N s(y, ξ) = y + i t N s( y, ξ) and ξ + it N η(y, ξ) = ξ + i t N η( y, ξ), then y = y and ξ = ξ, and hence t = t. It is here of interest to study the rank of σ and of some of its restrictions. The matrices (Re ∂ yj σ l ) l,j and (Re ∂ ξj σ l+n ) l,j are the identity matrix, and the matrices (Re ∂ ξj σ l ) l,j and (Re ∂ yj σ l+n ) l,j are the zero matrix, so for every t in an open neighbourhood of [0, 1] the Jacobian of the map (y, ξ) → σ(t, y, ξ) has rank 2n, and each contour
, is a 2n-dimensional immersed smooth submanifold of C 2n . For each (t, y, ξ) in D ρ , the quantity ∂ t σ(t, y, ξ) is nonzero and purely imaginary, since |ξ l | > R for some l = 1, . . . , n, and since χ l (y l ) and χ l (y l ) − 1 are never both zero. Thus, the Jacobian of the map σ has full rank on D ρ , so σ is an injective immersion there and the set M ρ is a smooth, (2n + 1)-dimensional immersed submanifold of C 2n . Similarly, each element of the contour
is a 2n-dimensional immersed smooth submanifold of C 2n . The map σ induces an orientation on M ρ , where the ordered basis of T M ρ given by (dσ 
The restrictions of the forms dy j and dξ j to those subsets of ∂D ρ where y j or ξ j is constant, respectively, are identically zero. Since s j (y j , ξ j ) and ∂ ξj s j (y j , ξ j ) equal zero when |y j | = a j , the restriction of dσ j to any subset of ∂D ρ where t ∈ ]0, 1[ and |y j | = a j is identically zero. Also, since η j (y j , ξ j ) and ∂ yj η j (y j , ξ j ) equal zero when |ξ j | = R, the restriction of dσ n+j to any subset of ∂D ρ where t ∈ ]0, 1[ and |ξ j | = R is identically zero. Finally, each component of the boundary ∂D ρ where two or more of the quantities t, y 1 , . . . , y n , ξ 1 , . . . , ξ n are constant has dimension less than 2n, so restrictions of differential 2n-forms to such components of ∂D ρ are identically zero. Now fix p ∈ S −∞,ε r−a , u ∈ O(a, b ± ) and x ∈ τ (a ). The function
where the last equality follows from Stokes's theorem on manifolds with corners, given, e.g., as Theorem 14.20 on p. 367 in Lee [13] . Since C 0,ρ and C 1,ρ both include the set τ (a) × [−R, R] n but have mutually opposite Stokes orientation, (2.8) implies (2.9)
For t ∈ {0, 1} we have
The function G is absolutely integrable over C 0 since C 0 = R n × R n , p ∈ S −∞ , and u ∈ L ∞ (R n ) is compactly supported. In view of the discussion near the beginning of this proof, the function G is thus absolutely integrable over each contour C t , t ∈ [0, 1]. Therefore, in particular,
It remains to estimate the integrals over the contours D ± j,ρ in (2.9). Using repeated integration by parts, we first note that, for each ν ∈ N 0 and ρ > 1,
As seen from (2.5) , |α| ≤ M , such that for all ρ > 1
and, in conclusion, lim ρ→∞ D ± j,ρ µ = 0 for sufficiently large N . This completes the proof of the second part of Theorem 2.6.
The mapping P :
) is linear and continuous. Indeed, there is a nonnegative C such that
Lemma 2.7. OP is the unique extension of P that is linear and continuous as a map
for every fixed real m.
Proof. We first show the uniqueness of the extension. Pick p ∈ S µ,ε r−a for some real µ, and consider the family of functions f λ (ζ) = e
and f λ p ∈ S −∞,ε r−a . Since f 1 ∈ S 0 , it follows from Proposition 18.1.2 on page 66 of Hörmander [6] that lim λ 0 f λ = f 0 = 1 in S t for every positive t, so lim λ 0 f λ p = p in S µ+t for t > 0. Now if P 1 and P 2 are extensions of P as described above, then
, so the first part of Theorem 2.6 implies that OP maps S m,ε
) for each real m. Finally, the second part of that theo-
Write OPS(p) for the standard pseudodifferential operator with symbol p, as defined in Section 18.1 of Hörmander [6]. Lemma 2.7 implies the following. Proof. The mapping OPS is by definition the unique linear continuous extension of the mapping P :
r−a . Thus, by Lemma 2.7, we have for all p ∈ S m,ε r−a and all u ∈ O(a,
Finally, as shown in the first part of Theorem 2.6, OP(p)u ∈ O(a , b ± ).
Now follows the main result of this section. Let f , g − and g + be n-tuples of elements of ]0, ∞], and assume p ∈ S m,ε
Proof. The result follows by Corollary 2.8 and the fact that, in the definition of OP(p)u, each c j < f j can be chosen arbitrarily close to f j . Remark 2.10. If m j is real and p j ∈ S mj ,ε r−a for j = 1, 2, then the symbol of the compound OPS(p 1 )OPS(p 2 ) is in S m1+m2,ε r−a . Indeed, the symbols p j only depend on the cotangent variable ξ ∈ R n , so the symbol of the compound OPS(p 1 )OPS(p 2 ) is the function p 1 p 2 . By the standard calculus of pseudodifferential operators, p 1 p 2 ∈ S m1+m2 . The function p 1 p 2 is analytic on K n ε , and finally we have
3. PROOF OF THEOREM 1.1
To prove Theorem 1.1, we first relate the Cauchy data 
, and let χ be an element of C ∞ (R n+1 ) satisfying
The function χ − 1 is an element of the space S −∞ (R n+1 ) of rapidly decreasing symbols. We readily find by iteration that, for each
is an element of the space S −2 (R n+1 ). The corresponding pseudodifferential operator Q = OPS(q) is a left parametrix of the Helmholtz operator on R n+1 , in that the symbol of the compound Q(∆ + k 2 ) is the function χ (the symbol of the compound actually is χ and is not merely asymptotically equivalent to χ, since the symbol k 2 − |ξ| 2 of the Helmholtz operator depends only on the cotangent variables ξ 1 , . . . , ξ n+1 .) In the sense of distributions in D (R n+1 ), we have
Applying the compound γ + 0 Q to both sides of (3.1) gives (3.2)
, where the operators
are components of the Calderón projector associated with the setup of Theorem 1.1, and where
as well as 
We shall use (3.3) to relate the domains of analytic continuability of the Dirichlet datum U 0 and the Neumann datum U 1 . To this end, we first show that the inverses (I − Π −1 exist and have suitable real-analytic symbols. Fix j ∈ {1, . . . , n + 1}, l ∈ {0, 1} and C ∈ R.
is analytically continuable in s to the domain {s ∈ C, Re s = 0}.
In particular, the mapping R \ {0} s → π l,j (ξ (j) , s) is analytically continuable to the complex plane without the imaginary axis. Also, for |ξ (j) | > ρ and s ∈ R \ {0} we have
where + t Res and − t Res signify the sum of residues w.r.t. t in the upper and in the lower complex half-plane, respectively. Thus, for nonzero real s, the symbol π l,j (·, s) is in S −∞ . There is a jump discontinuity in (3.4) across s = 0, but we readily find that both lim s 0 π l,j (·, s) and lim s 0 π l,j (·, s) are in S l−1 . Also, if the real part of a component of
so the right-hand side in (3.4) is analytic on K n ε . Finally, for such ζ (j) , we have
r−a for every real s. Proof. For ξ ∈ R n with |ξ | > √ 1 − ε 2 R, we have
Thus, the symbols R 
and in conclusion the symbol of (Π
We next estimate the analytic continuability of terms of the forms (3.5) By Remark 2.10, Lemma 3.1 and Lemma 3.3, for each fixed x j the symbol R n ξ → d(ξ , 0)π l,j (ξ , x j −C) is in S l,ε r−a , and it is analytically continuable to {x j ∈ C, Re x j = C}. Finally, using Theorem 2.9, we obtain at least the same estimates on the analytic continuability of the terms (3.5) as in the case j = n + 1.
It remains to estimate the analytic continuability of the terms • is analytically continuable to the 'polystrip' T (a , ±∞). Theorem 1.1 now follows from (3.3) and the fact that the constant ε can be chosen arbitrarily close to 1 in the analysis in this section.
OUTLOOK
We expect that the method of proof of Theorem 1.1 presented here can be extended to handle general linear, second-order, analytic, elliptic differential operators in two or more independent variables, as well as general analytic pieces of the boundary. This requires an analysis similar to that of Section 2, but done on a subset of standard pseudodifferential operators with symbols that are real-analytic and dependent on the full variable set (x, ξ).
