Abstract. We introduce and study a property of groups which could be regarded as a broad generalization of the Cauchy-Davenport theorem and which turns out to be useful in investigation of the intersection of subgroups in free products of groups.
Introduction
Let F be a finitely generated free group, let rðF Þ denote maxðrðF Þ À 1; 0Þ, where rðF Þ is the rank of F , and let H, K be finitely generated subgroups of F . In 1957, Hanna Neumann [24] proved that rðH V KÞ c 2rðHÞrðKÞ and conjectured that rðH V KÞ c rðHÞrðKÞ. This Hanna Neumann conjecture has received much attention, see [4] , [7] , [9] , [10] , [13] , [25] , [26] , [29] , [30] , [31] , but is still far from being settled. Indeed, despite all of the e¤orts made over 50 years, it is still unknown whether there exists an e > 0 such that rðH V KÞ c ð2 À eÞrðHÞrðKÞ. This weakened version of the Hanna Neumann conjecture now seems to be of especial interest.
In this article, we pursue the direction of research in the articles [8] , [14] , [15] , [16] inspired by the Hanna Neumann conjecture. We introduce an abstract property Cðd; KÞ of groups, which could be regarded as a broad generalization of the Cauchy-Davenport inequality (1) , that was discovered by Cauchy [5] in 1813, and, independently, by Davenport [6] in 1935, and which may be of independent interest in group theory and in number theory.
Let us introduce this property Cðd; KÞ, state several results and conjectures on it and explain how it applies to bound the rank of the intersection of factor-free subgroups in free products of groups.
Let G be a group, d d 0 be an integer and K d 1 be a real number. We say that two finite subsets A, B of G satisfy the condition Cðd; KÞ if either minðjAj; jBjÞ < d, where jAj is the cardinality of A, or where the summation P þ extends over non-negative terms jA V Bgj À d, g A G,
only.
We say that a group G has the property Cðd; KÞ if every pair of finite subsets A, B of G satisfies the condition Cðd; KÞ. The minimal real number K 0 d 1 such that a group G has the property Cðd; K 0 Þ is denoted by K 0 ¼ Kðd; GÞ. The existence of such a number K 0 c d þ 1 follows from Theorem 1.1 (a).
The Cauchy-Davenport theorem [5] , [6] claims that if A, B are subsets of a cyclic group C p of prime order p, then jABj d minðjAj þ jBj À 1; pÞ;
where AB ¼ fab j a A A; b A Bg is the product set. By Lemma 2.1 below, the condition Cð1; 1Þ for subsets B, A À1 of a group G can equivalently be stated in the form jABj d jAj þ jBj À 1. In view of this equivalence, one could regard the property Cðd; KÞ as a generalization of the Cauchy-Davenport inequality for arbitrary groups.
Let q n ðGÞ denote the minimum of the orders > n of finite subgroups of a group G and q n ðGÞ :¼ y if there are no such subgroups. Clearly, q 1 ðGÞ is either a prime or q 1 ðGÞ ¼ y if G contains no non-trivial elements of finite order. If q n ðGÞ ¼ y, then we set q n ðGÞ q n ðGÞ À n :¼ 1:
Several results on the property Cðd; KÞ are listed in the following theorem. (c) Every group G has the property C 1;
(d) Every group G has the property C 2;
Note that
However, even for abelian groups, Conjecture 1.3 can only be proven in special cases and it fails already for cyclic groups for each d d 3. Part (c) of Theorem 1.4 indicates that finding a formula for the number Kðd; GÞ, where d d 3, might be di‰cult even for cyclic and abelian groups and this could be an interesting problem. To prove parts (a)-(b) of Theorem 1.4, we will modify arguments of the proof of Pollard's theorem [28] , which is another generalization of the Cauchy-Davenport theorem.
It follows from Theorem 1.1 (a) that Kðd; GÞ c d þ 1 for every group G. The following theorem improves upper bounds for Kðd; GÞ in some special cases. (b) A group G has the property C d;
(c) A group G has the property C d;
In particular, by Theorem 1.5 (c), a torsion-free group G has the property C d; Recall that a group G is called locally indicable if every finitely generated nontrivial subgroup of G has an infinite cyclic quotient. Burns and Hale [3] proved that every locally indicable group G is right orderable, i.e., a total order c can be defined on G so that a c b implies ac c bc for every c A G. In particular, free groups, onerelator torsion-free groups, nilpotent torsion-free groups and their free and direct products are locally indicable and, by Theorem 1.1 (b), possess the property Cðd; 1Þ, which gives some evidence in support of Conjecture 1.2.
We wish to emphasize that we introduce the property Cðd; KÞ as a natural generalization of the property Cð2; KÞ which turned out to be useful in bounding the rank of the intersection of factor-free subgroups in a free product of groups; see Theorem 1.6 below. To give details, we consider a free product Q Ã a A I G a of a family fG a j a A I g of groups. According to the classical Kurosh subgroup theorem [20] , [21] (see also [22] 
where H a; b is a subgroup of G a , S a; b A Q Ã a A I G a , and F ðHÞ is a free subgroup of
, we will say that H is a factor-free subgroup of a free product
Since a factor-free subgroup H of Q Ã a A I G a is free, we can define the reduced rank rðHÞ ¼ maxðrðHÞ À 1; 0Þ of H when H is finitely generated.
Now we state the result that explains the introduction of the property Cðd; KÞ and our interest in it. Theorem 1.6. Suppose that every factor G a of a free product Q Ã a A I G a has the property Cð2; KÞ and that H 1 , H 2 are finitely generated factor-free subgroups in Q Ã a A I G a . Then
Combining Theorems 1.1 (c) and 1.6, we obtain the estimate
of [8] , where q Ã is the minimum of the orders > 2 of the finite subgroups of the factors G a , and q Ã :¼ y if there are no such subgroups. Arguments similar to the proof of Theorem 1.6 can be found in [8] , [14] , [16] and one could obtain the inequality (2) by recycling those arguments. For the reader's convenience, we will give a short selfcontained proof of Theorem 1.6 in Section 4 using the idea of Stallings' foldings [29] .
Five lemmas
First we introduce the notation that will be used throughout this section.
Suppose that A, B are finite non-empty subsets of a group G. 
SðA; B; dÞ :
where d is an integer with 0 c d c minðjAj; jBjÞ. We also write
Clearly, ZðA; B; dÞ ¼ ZðB; A; dÞ and SðA; B; dÞ need not equal SðB; A; dÞ.
Lemma 2.1. In the foregoing notation, 
Hence, it follows from the definitions that
it follows from (3)-(4) and the definitions that
ðd À iÞK i ¼ jAj jBj À SðA; B; dÞ;
as claimed. Hence, the condition Cðd; 1Þ for the sets B, A À1 is equivalent to the inequality
which transforms into
Similarly, the condition C d; Proof. Note that each term in the sum of (6) does not exceed jBj À d. Hence, if the number r 0 of these terms is at most jAj, then the inequality (6) is true. On the other hand, if r 0 d jAj then
Thus, in each case the inequality (6) is proved. Now let q satisfy d < q c jAj. If jAj ¼ d, then the sum in (6) equals zero and A, B satisfy the condition C d;
and, by the proven inequality (6), we have
Exchanging A and B, we also get the inequality Proof. If SðA; B; dÞ d dðjAj þ jBj À dÞ, then, by Lemma 2.1, the sets B, A À1 satisfy Cðd; 1Þ and, hence, they satisfy C d;Àd . In view of inequality (7), we may suppose that SðA; B; dÞ d dq. By Lemma 2.2, we can assume that maxðjAj; jBjÞ < q: ð8Þ
By Lemma 2.1,
Hence, to prove the condition C d;Àd for B, A À1 , it su‰ces to verify that
or, equivalently, ðq À dÞðjAj jBj À dqÞ c qðjAj À dÞðjBj À dÞ. Since
in view of (8) , it follows that B, A À1 do satisfy the condition C d;Àd and Lemma 2.3 is proved. r
The following lemma is reminiscent of Kneser's theorem [18] that states that if A, B are finite subsets of an abelian group G, then either jABj d jAj þ jBj or jABj ¼ jALj þ jBLj À jLj, where L :¼ fg j ABg ¼ ABg.
Lemma 2.4. Let A, B be finite subsets of a group G, 0 c d c minðjAj; jBjÞ and let the subgroup hBi J G generated by the elements of B be abelian. Then either SðA; B; dÞ d dðjAj þ jBj À dÞ ð 9Þ
or there exist a non-trivial finite subgroup H J hBi and a subset C J AB such that CH ¼ C and SðA; B; dÞ d djHj.
Proof. We will use arguments of the proof of Pollard's theorem [28] and will prove 
By the induction hypothesis applied to the sets U, T, either
which, in view of (11), proves (9), or there exist a non-trivial finite subgroup H J hTi and a subset D J UT such that DH ¼ H and SðU; T; dÞ d djHj. Now the inclusions T J B, UT J AB and (11) show that H is a subgroup with the desired properties for the sets A, B as well, and the case d c jTj is complete. Now suppose that jTj < d. From (10) and the inequality
we obtain
It follows from the induction hypothesis applied to the sets A 0 , B 0 that either 
Suppose that (13) holds. Then, in view of (12), we have
as desired in (9) . Hence, we may assume that there exists a subgroup H 0 as described above. Note that H 0 J hB 0 i J hBi and
Moreover, it follows from (12) and (14) that
Thus, H 0 is also a suitable subgroup for the sets A, B and the case jTj < d is also complete, and so Lemma 2.4 is proved. r Lemma 2.5. Let A, B be finite subsets of a group G, let H be a subgroup of G that contains A and let B ¼ B 1 U Á Á Á U B k be the partition of B induced by right cosets of G by H. Then
In addition, the sets A, B satisfy the condition Cðd; KÞ if H has the property Cðd; KÞ.
Proof. To prove (15) 
Now let H have the property Cðd; KÞ and B j ¼ B V Hc j , j ¼ 1; . . . ; k, be the partition of B by the right cosets Hg, g A G. Then 
. . . ; a m g, B ¼ fb 1 ; . . . ; b n g and that, with respect to a right ordering of G, we have a 1 < Á Á Á < a m and b 1 < Á Á Á < b n . We need to show that
To do this, we will argue by induction on m, where m d d and n is fixed. The base step is obvious. To make the induction step, consider a set A 0 ¼ fa 1 ; . . . ; a m ; a mþ1 g, where a 1 < Á Á Á < a m < a mþ1 . Note that the element a mþ1 lies in the intersection A 0 V Bg only when g ¼ b
À1
i a mþ1 for some i A f1; . . . ; ng. Since right multiplication by g preserves the order, we have
and it follows from the induction hypothesis that
as required. (c) By Lemma 2.3, it su‰ces to check that, for arbitrary finite subsets A, B of a group G,
where q 1 ðGÞ is the minimum of the orders of the non-trivial finite subgroups of G. The inequality (17) was proved by Károlyi [17] for any finite group G and, for every group G, by Hamidoune [11] , [17, p. 242] . For torsion-free groups, the estimate jABj d jAj þ jBj À 1 was obtained by Kemperman [19] ; see also [1] , [12] . 
Consider a subgroup H of C n with jHj ¼ d À 1 and let a be an element of C n of order p.
Assume that A, B satisfy the condition C d;
In view of (19), we get
Since jHj ¼ d À 1, we further have ð p À dÞðd À 1Þ c pðd À 2Þ or, equivalently, p c dðd À 1Þ. This contradiction to the assumption (19) proves that the property 
Since ZðA; B; dÞ ¼ ZðB; A; dÞ, we may also assume that jBj c jAj.
Since BC J A it follows from (17) that
Since q 
it follows from Theorem 1.4 (a) that H has the property C d; Case 2. Now suppose that if g 1 ; g 2 A C are distinct, then A V Bg 1 0 A V Bg 2 . Then the map from C to A given by g 7 ! a g , where a g is the only element of the set AnBg, is injective and so jCj c jAj. According to (22) ,
On the other hand, we have To prove Theorem 1.6, we will use labeled graphs, associated with subgroups of free products, as suggested in [14] , [15] . First we recall basic definitions of [14] (in a simplified version adjusted to factor-free subgroups as in [15] ).
Let C 0 be a connected (finite) graph whose vertices have two types: primary and secondary. If e is an oriented edge in C 0 then the initial vertex e À of e and the termi-nal vertex e þ of e have di¤erent types. Such a graph C 0 is termed a Q Ã a A I G a -graph if C 0 is equipped with a labeling function j from the set of all oriented edges of C 0 to 6 a A I G a , where (R3) There is at most one vertex of degree c 1 in C 0 which, if it exists, is primary.
Let V be a word in the alphabet G ¼ 6 a A I G a , where
Recall that a syllable of V is a maximal non-empty subword of V all of whose letters belong to the same factor G a , a A I . The syllable length jV j of V is the number of syllables of V , whereas the length kV k of V is the number of letters in V . A nonempty word V in G is called reduced if every syllable of V consists of a single letter (note that the letter 1 A G belongs to every G a ). Clearly, jV j ¼ kV k if V is reduced. An arbitrary non-trivial element of the free product Q Ã a A I G a can uniquely be written as a reduced word. We write U ¼ V if words U, V are equal as elements of Q Ã a A I G a . A base vertex o of a Q Ã a A I G a -graph C 0 is a distinguished primary vertex of C 0 which has degree c 1 if C 0 is reduced and has a vertex of degree c 1; see (R3).
The following two lemmas are almost obvious and can be easily proved by making use of Stallings' foldings; see [14] , [15] . Lemma 4.1. Suppose that H ¼ hV 1 ; . . . ; V k i is a factor-free subgroup of a free product Q Ã a A I G a , generated by elements V 1 ; . . . ; V k . Then there exists a finite reduced Q Ã a A I G a -graph CðH; oÞ with a base vertex o such that a reduced word W in the alphabet G ¼ 6 a A I G a belongs to the subgroup H if and only if there is a closed path p in CðH; oÞ such that p starts at o, jðpÞ ¼ W , and jjð pÞj ¼ jW j. Lemma 4.2. Let C be a finite reduced Q Ã a A I G a -graph with a base vertex o and H ¼ HðC; oÞ be a subgroup of Q Ã a A I G a that consists of all words jð pÞ, where p is a closed path in C starting at o. Then H is a factor-free subgroup of Q Ã a A I G a and rðHÞ ¼ maxðÀwðCÞ; 0Þ, where wðCÞ is the Euler characteristic of C. Now suppose that H 1 , H 2 , are finitely generated factor-free subgroups of Denote the set of primary (resp. secondary) vertices in C i by PðC i Þ (resp. by SðC i Þ) for i ¼ 1; 2. Now we construct a new labeled graph C 0 whose vertices also have two types: primary and secondary. First, the set PðC 0 Þ of primary vertices of C 0 is PðC 1 Þ Â PðC 2 Þ. In order to construct edges in C 0 , we pick two vertices a 1 A PðC 1 Þ and a 2 A PðC 2 Þ. Suppose that e 1 A C 1 , e 2 A C 2 are edges with ðe i Þ À ¼ a i for i ¼ 1; 2 and jðe 1 Þ; jðe 2 Þ A G a for some a A I . Next, suppose that there are edges , where e, f are edges, whose terminal vertex e þ ¼ f þ is secondary, and put jðeÞ ¼ g 1 and jð f Þ ¼ g 2 , where elements g 1 ; g 2 A G a satisfy the equality Turning now to the proof of Theorem 1.6, we assume that all groups G a , a A I , have the property Cð2; KÞ. Our goal is to prove the inequality (2) .
Without loss of generality, we may assume that for i ¼ 1; 2 the graph C i of H i has no vertices of degree c 1. Indeed, otherwise, the inequality (2) would be either trivial if deg o i ¼ 0 or we could use conjugations of H i that eliminate possible vertices of degree 1 and do not change any of rðH 1 Þ, rðH 2 Þ, rðH 1 V H 2 Þ. Hence,
where E i , V i stand for the numbers of edges, vertices in C i , respectively, deg a i is the degree of a vertex a i of C i and the summation extends over the set PðC i Þ U SðC i Þ of all vertices of C i for i ¼ 1; 2. It follows from the construction of C that there is at most one primary vertex a ¼ ða 1 ; a 2 Þ, where a i A PðC i Þ is primary for i ¼ 1; 2 and deg a c minðdeg a 1 ; deg a 2 Þ. Hence, by this inequality and K d 1, we have 
We say that a secondary vertex w of C has the form ðu 1 ; u 2 Þ, where u i A SðC i Þ, i ¼ 1; 2, correspond to the same factor G a (see (P2)), if there is a primary vertex ða 1 ; a 2 Þ A PðCÞ, adjacent to w in C, so that a i is adjacent to u i in C i for i ¼ 1; 2. It follows from the construction of C 0 and properties (P2), (R1)-(R2) that this form ðu 1 ; u 2 Þ is defined correctly for any secondary vertex w A SðCÞ. As in [14] , [15] , we observe that, unlike the situation with primary vertices of C, if u i A SðC i Þ, then there could be multiple secondary vertices in C of the same form ðu 1 ; u 2 Þ.
Let e 1 ; . . . ; e m be all of the edges of C 1 that end in u 1 and f 1 ; . . . ; f n be all of the edges of C 2 that end in u 2 . Then every secondary vertex in C of the form ðu 1 ; u 2 Þ is incident to a vertex ððe i Þ À ; ð f j Þ À Þ A PðCÞ.
Let w be a secondary vertex in C of the form ðu 1 ; u 2 Þ and t be an edge with t þ ¼ w, where t þ is the terminal vertex of t. It follows from the definitions that t À A PðCÞ and t À ¼ ðeðtÞ À ; f ðtÞ À Þ, where eðtÞ A fe 1 ; . . . ; e m g and f ðtÞ A f f 1 ; . . . ; f n g. 
where gðwÞ is an element of G a that depends on the vertex w. Writing down equalities (25) for all vertices w A SðCÞ of the same form ðu 1 ; u 2 Þ, we observe that every product jð f ðt i ÞÞ À1 jðeðt i ÞÞ in (25) corresponds to a unique primary vertex ðt i Þ À ¼ ðeðt i Þ; f ðt i ÞÞ and hence occurs in equalities (25) where the first summation extends over all vertices w A SðCÞ of the form ðu 1 ; u 2 Þ.
Since G a has the property Cð2; KÞ, we further have X 
