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Abstract If a non-periodic sequence X is the image by a morphism of a fixed
point of both a primitive substitution σ and a primitive substitution τ , then
the dominant eigenvalues of the matrices of σ and of τ are multiplicatively
dependent. This is the way we propose to generalize Cobham’s Theorem.
1 Introduction
In 1969 A. Cobham [5] proved the following result (latter called Cobham’s
Theorem): Let p and q be multiplicatively independent positive integers and
E a subset of IN. The set E is recognizable by both a p-automaton and a
q-automaton if and only if E is ultimately periodic.
Later A. Cobham [6] showed that a subset E of IN is p-recognizable for
some integer p if and only if its characteristic sequence (xn)n∈IN (i.e. xn = 1
if n belongs to E and 0 otherwise) is p-substitutive (i.e. the image by a letter
to letter morphism of a fixed point of a substitution of constant length p).
There are several equivalent definitions of p-substitutive sequences, see for
instance [6], [4] and [1].
Hence Cobham’s Theorem can be formulated as follows: Let p and q be
multiplicatively independent positive integers and X be a sequence on a finite
alphabet. The sequence X is both p-substitutive and q-substitutive if and only
if it is ultimately periodic.
A classical result concerning matrices asserts that a square matrix with
non-negative coefficients always has a real eigenvalue which is larger (not
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necessarily strictly) than the modulus of all other eigenvalues ofM ; moreover
such an eigenvalue is a Perron number (see for instance [15]). We say that it
is the dominant eigenvalue of M .
One can check that the dominant eigenvalue of the matrix of a substi-
tution of constant length p is p. To extend the notion of p-substitutive
sequences we will say that a sequence is α-substitutive if and only if it is the
image by a letter to letter morphism of a fixed point of a substitution σ such
that α is the dominant eigenvalue of the matrix of σ.
Consequently a natural generalization of Cobham ’s Theorem is:
Let α and β be two multiplicatively independent Perron numbers and X
a sequence on a finite alphabet. The sequence X is both α-substitutive and
β-substitutive if and only if it is ultimately periodic.
An answer to this conjecture has been given by S. Fabre [8, 9, 10] in the
case where α is a pisot number and β a positive integer. Recently, using the
formalism of the first order logic A. Be`s [2] and I. Fagnot [11] obtained a
partial answer in the case where α and β are pisot numbers.
In this paper we give a positive answer to this conjecture in the case
where the substitutions are primitive without any assumption concerning
the eigenvalues α and β:
Let α and β be two multiplicatively independent Perron numbers and X
a sequence on a finite alphabet. If a sequence X is both α-substitutive and
β-substitutive then X is periodic.
There are other ways to generalize Cobham’s Theorem, some of them can
be found in [2], [9], [11], [17] and [21]. Related works can be found in [3], [13]
or [16].
Section 2 of this paper contains the basic definitions we need. In Section
3 we define the main notion of this paper, the return word, which was first
introduced in [7]. We review some properties of return words obtained in [7].
Section 4 is an intermediate step to prove the main result where we establish
helpful morphism relations. Section 5 is split into two subsections. In the
first one we prove a result (Theorem 13) stronger than our main theorem
though only valid for fixed points:
If two primitive substitutions have the same non-periodic fixed point, then
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they have some powers which have the same eigenvalues, except perhaps 0
and the roots of the unity.
In the second one we prove the main theorem. An example is used to show
that for substitutive primitive sequences we cannot have a better result. The
aim of Section 6 is to show that there is more than only relations between
eigenvalues. Primitive substitutions sharing a same fixed point have some
powers which coincide on some sets of return words.
2 Definition and terminology
2.1 Words and sequences
We call alphabet a finite set of elements called letters. Let A be an alphabet,
a word on A is an element of the free monoid on A, denoted by A∗, i.e. a
finite (possibly empty) sequence of letters. Let x = x0x1 · · ·xn−1 be a word,
its length is n and is denoted by |x|. The empty-word is denoted by ǫ, |ǫ| = 0.
The set of non-empty words on A is denoted by A+. The elements of AIN
are called sequences. If X = X0X1 · · · is a sequence (with Xi ∈ A, i ∈ IN),
and l, k are two non-negative integers, with l ≥ k, we denote the word
XkXk+1 · · ·Xl by X[k,l] and we say that X[k,l] is a factor of X . If k = 0, we
say that X[0,l] is a prefix of X and we write X[0,l] ≺ X . The set of factors of
length n of X is written Ln(X), and the set of factors of X , or language of
X , is represented by L(X). If u is a factor of X , we will call occurrence of u
in X every integer i such that X[i,i+|u|−1] = u. When X is a word, we use the
same terminology with the similar definitions. Let u and v be two words, we
denote by Lu(v) the number of occurrences of u in v. A word u is a suffix of
the word v if v = xu for some x belonging to A∗.
The sequence X is ultimately periodic if there exist a word u and a non-
empty word v such that X = uvω, where vω is the infinite concatenation of
the word v. Otherwise we say that X is non-periodic. It is periodic if u is
the empty-word.
A sequence X is uniformly recurrent if for each factor u the greatest
difference of two successive occurrences of u is bounded.
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2.2 Morphisms and matrices
Let A, B and C be three alphabets. A morphism τ is a map from A to
B∗. Such a map induces by concatenation a map from A∗ to B∗. If τ(A) is
included in B+, it induces a map from AIN to BIN. All these maps are written
τ also.
To a morphism τ , from A to B∗, is naturally associated the matrix
Mτ = (mi,j)i∈B,j∈A where mi,j is the number of occurrences of i in the word
τ(j). To the composition of morphisms corresponds the multiplication of
matrices. For example, let τ1 : B → C
∗, τ2 : A → B
∗ and τ3 : A → C
∗ be
three morphisms such that τ1τ2 = τ3, then we have the following equality:
Mτ1Mτ2 = Mτ3 . In particular if τ is a morphism from A to A
∗ we have
Mτn =M
n
τ .
A non-negative square matrix M always has a non-negative eigenvalue r
such that the modulus of all its other eigenvalues do not exceed r. We call
it the dominant eigenvalue of M (see for instance [12]). A square matrix is
called primitive if it has a power with positive coefficients. A morphism from
A to A∗ is called primitive if its associated matrix is primitive. In this case
the dominant eigenvalue is a simple root of the characteristic polynomial, and
is strictly larger than the modulus of all other eigenvalues. This is Perron’s
Theorem ([12], p. 53).
2.3 Substitutions and substitutive sequences
Definition 1 A substitution is a triple τ = (τ, A, a), where A is an alphabet,
τ is a morphism from A to A+ and a is a letter of A such that the first letter
of τ(a) is a.
Let τ = (τ, A, a) be a substitution. There exists a unique sequence X =
(xn)n∈IN of A
IN such that x0 = a and τ(X) = X (for more details we refer the
reader to [20]). We will say that X is the fixed point of τ and we will denote
it by Xτ .
In this article we only consider primitive substitutions, i.e. substitutions
with primitive associated matrices. If τ = (τ, A, a) is a primitive substitution
it is not difficult to see that its fixed point is uniformly recurrent (see [20]).
Let A and B be two alphabets, we say that a morphism σ from A to B∗
is a letter to letter morphism when σ(A) is a subset of B. A sequence Y
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is substitutive if there exist a primitive substitution τ and a letter to letter
morphism φ such that Y = φ(Xτ ). We will also say that Y arises from τ . It
is α-substitutive if α is the dominant eigenvalue of τ . We can remark that
each substitutive sequence is uniformly recurrent. In particular, it is periodic
whenever it is ultimately periodic.
From the proof of Proposition 9 in [7] we deduce the following proposition:
Proposition 1 Let A and B be two alphabets, X be a α-substitutive sequence
on A and ϕ : A→ B+ be a morphism. There exists a positive integer k such
that the sequence ϕ(X) is αk-substitutive.
This proposition allows us to consider only letter to letter morphisms without
loss of generality.
3 Return words
In this section we define the main notion used in this paper, the return words.
It was introduced in [7] where we stated and proved some of its properties
we recall here. We will use them very often in the sequel.
3.1 Definition
Let X be a uniformly recurrent sequence on the alphabet A and u a non-
empty prefix of X . We call return word on u every factor X[i,j−1], where i
and j are two successive occurrences of u in X . For example let
X = ababcababbbabababcababbbababaccababacc · · ·
be a sequence. The words ababc, ababbb, ab, ababacc are return words on
abab of X .
The reader can check that a word v is a return word on u of X if and only
if vu belongs to L(X), u is a prefix of vu and u has exactly two occurrences
in vu. For the details we refer the reader to [7]. The set of return words on
u is finite, because X is uniformly recurrent, and is denoted by RX,u. The
sequence X can be written naturally as a concatenation
X = m0m1m2 · · · , mi ∈ RX,u, i ∈ IN,
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of return words on u, and this decomposition is unique. We enumerate the
elements of RX,u in the order of their first appearance in (mn)n∈IN. This
defines a bijective map
ΘX,u : RX,u → RX,u ⊂ A
∗
where RX,u = {1, · · · ,Card(RX,u)}.
The map ΘX,u defines a morphism and the set ΘX,u(R
∗
X,u) consists of
all concatenations of return words on u. We denote by Du(X) the unique
sequence on the alphabet RX,u characterized by
ΘX,u(Du(X)) = X.
We call it the derived sequence of X on u. It is clearly uniformly recurrent.
We remark that
L(X)
⋂
ΘX,u(R
∗
X,u) = ΘX,u(L(Du(X))).
When it does not create confusion we will forget the “X” in the symbols
ΘX,u, RX,u and RX,u.
3.2 Some properties of return words
The following proposition points out the basic properties of return words
which are of constant use throughout the paper.
Proposition 2 (Proposition 6 in [7]) Let X be a uniformly recurrent se-
quence and u a non-empty prefix of X.
1. The set RX,u is a code, i.e. ΘX,u : R
∗
X,u → ΘX,u(R
∗
X,u) is one to one.
2. If u and v are two prefixes of X such that u is a prefix of v then each
return word on v belongs to ΘX,u(R
∗
X,u), i.e. it is a concatenation of
return words on u.
3. Let v be a non-empty prefix of Du(X) and w = ΘX,u(v)u. Then
• w is a prefix X,
• ΘX,uΘDu(X),v = ΘX,w and
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• Dv(Du(X)) = Dw(X).
Lemma 3 (Lemma 10 in [7]) Let X be a non-periodic uniformly recurrent
sequence, then
mn = Inf{|v|; v ∈ RX,X[0,n]} → +∞ when n→ +∞.
3.3 Substitutive sequences and return words
When we apply return words to primitive substitutions we obtain some useful
results. The following proposition states that each derived sequence of a fixed
point of a primitive substitution is a fixed point of a primitive substitution
too.
Proposition 4 (Proposition 19 in [7]) Let τ = (τ, A, a) be a primitive sub-
stitution and u be a non-empty prefix of Xτ . The derived sequence Du(Xτ )
is the fixed point of a primitive substitution τu = (τu, Ru, 1) where τu satisfies
Θuτu = τΘu.
The map Θu being one to one the previous equality completely charac-
terized τu. Such a substitution is called return substitution (on u). Moreover
we can remark that (τ l)u = (τu)
l.
The two following theorems were established in [7] to obtain a charac-
terization of substitutive sequences: A non-periodic uniformly recurrent se-
quence Y is substitutive if and only if the set of its derived sequences is
finite.
Theorem 5 (Theorem 18 in [7]) Let Y be a non-periodic substitutive se-
quence. There exist three positive constants H1, H2 and H3 such that: For
all non-empty prefixes u of Y ,
1. for all words v belonging to RY,u, H1|u| ≤ |v| ≤ H2|u|, and
2. Card(RY,u) ≤ H3.
Theorem 6 (Theorem 20 in [7]) Let τ = (τ, A, a) be a primitive substitution.
The set of the return substitutions of τ is finite.
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4 Eigenvalues and return words
We establish some morphism relations between the substitutions and their
return substitutions, then we find their common eigenvalues.
In this section τ = (τ, A, a) will be a primitive substitution and u, v two
prefixes of Xτ such that |u| < |v|. We recall that we have
Θuτu = τΘu and Θvτv = τΘv. (1)
The word u is a prefix of v, hence a return word on v is a concatenation of
return words on u. This allows us to define the morphism λ, from Rv to R
+
u ,
by Θuλ = Θv. Thus we obtain the relation
τuλ = λτv.
Let k be an integer such that |v| < |τk(u)|. The image by τk of a return
word on u is a concatenation of return words on v. We define a new morphism
κ, from Ru to R
+
v , by Θvκ = τ
kΘu. We deduce the following morphism
relations:
τvκ = κτu,
κλ = τkv and
λκ = τku .
Consequently we have the following proposition:
Proposition 7 Let τ = (τ, A, a) be a primitive substitution and u, v be two
prefixes of Xτ such that |u| < |v|. Then there exist an integer k ≥ 1 and two
morphisms λ : Rv → R
+
u and κ : Ru → R
+
v such that
τvκ = κτu, τuλ = λτv, κλ = τ
k
v and λκ = τ
k
u .
Corollary 8 All the return substitutions of a primitive substitution have all
the same non-zero eigenvalues.
Proof: This is a straightforward consequence of Proposition 7. The details
are left to the reader. ✷
By primitivity, there exists an integer n0 such that for all n ≥ n0 all
images by τn of letters have at least two occurrences of u. Let l be an integer
larger than n0 and Kl be the matrix defined by
Kl = (LΘu(c)u(τ
l(b)u))c∈Ru,b∈A;
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we recall that LΘu(c)u(τ
l(b)u) is the number of occurrences of Θu(c)u in τ
l(b)u.
Let b be an element of A. We set τ l(b)u = a0a1 · · · akak+1 · · · ak+|u|. Let
i be the first occurrence of u in τ l(b) and j the greatest occurrence of u in
τ l(b)u such that ai · · · aj−1 is a concatenation of elements of RXτ ,u. We set
x = a0a1 · · · ai−1, y = ajaj+1 · · · ak+|u| and w = aiai+1 · · · aj−1. The word w
is a concatenation of return words on u and LΘu(d)u(wu) = LΘu(d)u(τ
l(b)u).
We remark that the length of x is less than H2|u| and that the length of y is
less than (H2 + 2)|u| where H2 is the constant given by Theorem 5.
Let c be a letter of A,
Lc(τ
l(b)) = Lc(x) +
∑
d∈Ru
Lc(Θu(d))LΘu(d)u(wu) + Lc(y)
= Lc(x) +
∑
d∈Ru
Lc(Θu(d))LΘu(d)u(τ
l(b)u) + Lc(y).
We observe that the number of occurrences of c in both x and y is less
(H2 + 2)|u|. Then we have
Mτ l = M
l
τ = MΘuKl +Ql, (2)
where Ql is a non-negative integral matrix whose coefficients are less than
(H2 + 2)|u|. For this reason the set {Ql; l ∈ IN} is finite.
Let b and c be two elements of Ru. We set
pc,b = LΘu(c)u(τ
l(Θu(b))u)−
∑
d∈A
LΘu(c)u(τ
l(d)u)Ld(Θu(b)) .
We can bound pc,b independently of l. Let xy be a word of length 2 occurring
in Θu(b). We set τ
l(xy) = v0 · · · vk−1vk · · · vn where k = |τ
l(x)|. Let j be the
greatest occurrence of u in τ l(xy) less or equal to k− 1 and i be the smallest
occurrence of u in τ l(xy) larger or equal to k. We have
|LΘu(c)u(vi · · · vj−1u)− (LΘu(c)u(vi · · · vk−1u) + LΘu(c)u(vk · · · vj−1u))| ≤
2(H2 + 1)|u|
H1|u|
=
2(H2 + 1)
H1
.
Where H1 is the constant given by Theorem 5. Hence
pc,b ≤
2(H2 + 1)
H1
|Θu(b)| ≤
2(H2 + 1)H2|u|
H1
.
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Moreover we have
Lc(τ
l
u(b)) = LΘu(c)u(τ
l(Θu(b))u) =
∑
d∈A
LΘu(c)u(τ
l(d)u)Ld(Θu(b)) + pc,b .
Consequently we have
Mτ lu = M
l
τu
= KlMΘu + Pl . (3)
where Pl is an integral matrix; the absolute values of its coefficients are less
than 2(H2 + 1)H2|u|/H1. Therefore the set {Pl; l ∈ IN} is finite.
Proposition 9 Let τ be a primitive substitution and u a prefix of Xτ . The
substitutions τ and τu have the same eigenvalues, except perhaps 0 and roots
of the unity.
Proof: Let u be a prefix of Xτ and α a non-zero eigenvalue ofMτ which is not
a root of the unity. There exists a vector x 6= 0 such that (Tx)Mτ = α(
Tx).
According to the relation (1), we have
(Tx)MΘuMτu = α(
Tx)MΘu .
We have to prove that (Tx)MΘu is different from zero.
Suppose it is false. From equality (2) it follows that αl(Tx) = (Tx)Ql for
all integers l larger than n0. But the set {Ql, l ∈ IN} is finite. Hence there
exist two distinct integers l1 and l2, larger than n0, such that Ql1 = Ql2 . And
finally we have α = 0 or αl1−l2 = 1, which contradicts our assumption on α.
In the same way, it follows from equality (3) that if µ is a non-zero
eigenvalue of Mτu which is not a root of the unity, then µ is an eigenvalue of
Mτ . This completes the proof. ✷
It is easy to check that if τ : {0, 1} → {0, 1}+ is the Fibonacci substitu-
tion, i.e. τ(0) = 01 and τ(1) = 0, then we have τ = τ01. Hence τ and τ01
have the same eigenvalues. On the other hand the set of eigenvalues of the
Morse substitution, σ(0) = 01 and σ(1) = 10, is {0, 2} and the eigenvalues
of σ011 are 0, 0,−1 and 2.
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5 A generalization of Cobham’s Theorem
The proof of the generalization we announced requires several steps. In
Proposition 10 and Proposition 11 we work under special assumptions. Propo-
sition 11 shows why these assumptions are relevant for our purpose and
Lemma 12 proves that it is always possible to work under these assumptions.
This leads to a stronger theorem than the generalization though only valid
for fixed points as announced in the introduction.
For convenience in the sequel we will use alphabets {1, 2, · · · , k}.
5.1 Some technical results
Proposition 10 Let τ = (τ, A, 1) be a primitive substitution and u be a
prefix of Xτ such that:
1. For all letters b of A, τ(b) begins by 1,
2. The substitutions τ and τu are defined on the same alphabet and are
identical,
3. The fixed point of τ is non-periodic,
4. For all letters b and c of A, b has at least one occurrence in Θu(c).
Let J be an infinite set of positive integers. Then there exist an infinite
subset I of J , a strictly increasing sequence of positive integers (lp)p∈I and a
morphism γ : A→ A+ such that for all p in I.
Θlpu γ = γΘ
lp
u = τ
p.
Proof: Hypothesis 2 says that A = Ru. It is easy to check that the morphism
Θu : A → A
∗ defines a substitution Θu = (Θu, A, 1). We put Θ = Θu.
Hypothesis 4 implies that this substitution is primitive.
As the substitutions τu and τ are identical (hypothesis 2), they have the
same fixed point Xτ and we have seen that the fixed point of τu is Du(Xτ )
(Proposition 4), hence Du(Xτ ) = Xτ . Consequently, we have Xτ = Θ(Xτ ),
i.e. Xτ is the fixed point of Θ = (Θ, A, 1).
Moreover we can remark that τΘ = Θτ .
The word u is a prefix of Du(Xτ ), hence we can consider the sequences
(Dnu(Xτ ))n≥1 defined by
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D1u(Xτ ) = Du(Xτ ) and D
n+1
u (Xτ ) = Du(D
n
u(Xτ )) for all n ≥ 1.
Let us prove by induction that for all n ≥ 1 we have:
i) Dnu(Xτ ) = Dwn(Xτ ) = Xτ , with wn = Θ
n−1(u) · · ·Θ(u)u,
ii) Θn = Θwn and
iii) τ = τwn.
For n = 1 it suffices to remark that w1 = u.
Now suppose that points i), ii) and iii) are satisfied for some positive
integer n. We have
Dn+1u (Xτ ) = Du(D
n
u(Xτ )) = Du(Xτ ) = Xτ
and Proposition 2 implies that:
• Dn+1u (Xτ ) = Du(Dwn(Xτ )) = Dw(Xτ ) and
• Θw = ΘwnΘDwn(Xτ ),u = Θ
nΘXτ ,u = Θ
n+1
where
w = Θwn(u)wn = Θ
n(u)Θn−1(u) · · ·Θ(u)u = wn+1.
Hence points i), ii) are satisfied for n+ 1.
The substitution τwn+1 is the return substitution on u of τwn consequently
Θτwn+1 = τwnΘ; that is to say Θτwn+1 = τΘ. But Θτu = τΘ and the map Θ
is one to one hence τwn+1 = τu = τ . This completes the proof by induction
of points i), ii) and iii).
We denote the dominant eigenvalues ofMτ andMΘ respectively by α and
β. We recall (see for instance [20]) that there exists a positive number r such
that for all b in A and all k in IN
1
r
αk ≤ |τk(b)| ≤ rαk and
1
r
βk ≤ |Θk(b)| ≤ rβk.
From this we deduce that there exists two constants c1 and c2 such that for
all positive integers n
c1β
n ≤ |wn| = |Θ
n−1(u) · · ·Θ(u)u| ≤ c2β
n.
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From hypothesis 1 it follows that there exists an integer k0 such that u is a
prefix of all images of letters by τk0 . For every integer k, larger than k0, we
define lk to be the greatest integer n such that wn is a prefix of τ
k−1(1). For
all positive integers we have
c1β
lk ≤ |wlk| ≤ |τ
k−1(1)| ≤ |wlk+1| ≤ c2β
lk+1.
Thus we obtain
|τk−1(1)| ≤
βc2
c1
c1β
lk ≤
βc2
c1
|wlk|.
Let k be an integer larger than k0. For all letters b of A the word wlk is a
prefix of τk(b). Hence all images by τk of words are concatenations of return
words on wlk . This remark allows us to define the morphism γk, from A to
A+, by Θwlkγk = τ
k. We have:
ΘwlkγkΘwlk = τ
kΘlk = Θlkτk.
The map Θwlk = Θ
lk is one to one hence γkΘwlk = τ
k and finally
Θwlkγk = γkΘwlk . (4)
Moreover for all b in A
|γk(b)| = Lwlk (τ
k(b)wlk)− 1 ≤
|τk(b)|+ |wlk |
H1|wlk |
≤
2βc2|τ
k(b)|
H1c1|τk−1(1)|
≤
2c2r
2αβ
H1c1
,
where H1 is the constant of Theorem 5. We have proved that the length of
the images by γk of letters are bounded independently of k. Hence the set
{γk; k ≥ k0} is finite. Thus there exists an infinite set I, included in J , such
that γp = γq for all elements p and q of I.
Let p be an element of I, we write γ = γp. Equality (4) gives Θ
lpγ =
γΘlp = τ p. From this last equality it follows that the sequence (lp)p∈I is
strictly increasing. ✷
Proposition 11 Let τ = (τ, A, 1) be a primitive substitution and u be a
prefix of Xτ satisfying the hypothesis of Proposition 10. Let J be an infi-
nite set of positive integers. Then there exist an infinite subset I of J and
a strictly increasing sequence of positive integers (lp)p∈I such that, for all
distinct integers p and q belonging to I, p < q, we have:
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• The non-zero eigenvalues of τ q−p are eigenvalues of Θlq−lpu ,
• Θu is a primitive substitution and the non-zero eigenvalues of Θ
lq−lp
u ,
except perhaps roots of the unity, are eigenvalues of τ q−p.
Proof: We set Θ = Θu. As in the proof of Proposition 10 we can remark that
Θ defines a primitive substitution Θ = (Θ, A, 1). There exist an infinite set I
of integers, a strictly increasing sequence of integers (lp)p∈I and a morphism
γ from A to A+ such that for all p in I
Θlpγ = γΘlp = τ p.
Let p < q be two elements of I. From the previous equalities and from the
fact that Θτ = τΘ (because τ = τu) we obtain
τ q = Θlq−lpΘlpγ = Θlq−lpτ p = τ pΘlq−lp. (5)
Let α be a non-zero eigenvalue of Mτq−p = M
q−p
τ and x one of its eigen-
vectors. Equality (5) implies
M
lq−lp
Θ M
p
τ x =M
q
τ x = αM
p
τ x.
But the vector M (q−p)pτ x is different from zero and therefore so is M
p
τ x. Thus
α is an eigenvalue of Θlq−lp. This completes the first part of the proof.
It remains to prove the second part. Let k0 be an integer such that
minb∈A|Θ
k0(b)| > 2maxb∈A|τ
p(b)|. Let k be a positive integer such that k(lq−
lp) > k0. For all letters b of A we can write Θ
k(lq−lp)(b) = uτ p(w)v, where
u and v are respectively a suffix and a prefix of an element of τ p(A), and w
is a non-empty word of L(Xτ ). Hence there exist two integral matrices with
non-negative coefficients, Sk and Pk, such that
M
k(lq−lp)
Θ =M
p
τ Sk + Pk, (6)
where the coefficients of Pk are less than 2maxb∈A|τ
p(b)|. The set {Pj; j >
k(lq − lp)} is finite because the coefficients are bounded independently of k.
Consequently there exist two integers k1 and k2 such that Pk1 = Pk2.
Let α be a non-zero eigenvalue of M
lq−lp
Θ which is not a root of the unity,
and x one of its associated left eigenvectors. Equality (5) leads to
xMpτM
q−p
τ = xM
q
τ = xM
lq−lp
Θ M
p
τ = αxM
p
τ .
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But Pk1 = Pk2 , so xM
p
τ is different from zero. Otherwise, by equality (6) we
would have αk1x = αk2x. Which contradicts our hypothesis on α. ✷
Lemma 12 Let (τ, A, 1) and σ = (σ,A, 1) be two primitive substitutions
having the same non-periodic fixed point X. There exist an integer l, a prefix
v of X, and an arbitrarily long prefix u of Dv(X) such that the word u and
the substitution τ lv , and u and the substitution σ
l
v, both satisfy the hypothesis
of Proposition 10.
Proof: Let (X(n))n∈IN be the sequences defined by: X
(0) = X and X(n+1) is
the derived sequence of X(n) on the prefix 1 (the first letter of X(n)). For all
integers n we call A(n) the alphabet of X(n). Let (u(n))n≥1 be the sequence
of words defined by:
u(1) = 1 and u(n+1) = ΘX,u(n)(1)u
(n).
According to Proposition 2, for all integers n larger than 1, the word u(n) is
a prefix of Xτ such that
ΘX,1ΘX(1),1 · · ·ΘX(n−1),1 = ΘX,u(n) and X
(n) = Du(n)(X).
The sets {τu, u ≺ X} and {σu, u ≺ X} are finite by Theorem 6. Hence,
there exists an infinite set I of positive integers such that for all integers p
and q of I, we have τu(p) = τu(q) and σu(p) = σu(q) . We remark that the fixed
point of the substitutions τu(p) = (τu(p), A
(p), 1) and σu(p) = (σu(p) , A
(p), 1) is
X(p) = Du(p)(X).
Let p and q be two elements of I with p < q. By definition of (X(n))n∈IN
we have
X(q) = D1 · · ·D1︸ ︷︷ ︸
(q−p) times
(X(p))
Hence (Proposition 2) there exists a prefix u of X(p) such that
• Du(X
(p)) = X(q),
• ΘX(p),1ΘX(p+1),1 · · ·ΘX(q−1),1 = ΘX(p),u ,
• ΘX(p),uτu(q) = τu(p)ΘX(p),u and ΘX(p),uσu(q) = σu(p)ΘX(p),u.
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From the last equalities it is clear that (τu(p))u = τu(q) and (σu(p))u = σu(q) ;
where (τu(p))u and (σu(p))u are respectively the return substitutions on u of
τu(p) and σu(p).
From the definition of (u(n))n≥1 we deduce that the sequence (|u
(n)|)n≥1
is strictly increasing. Thus it follows from Lemma 3 that
lim
j→+∞
min{|ΘX(0),u(j)(b)| = |ΘX(0),1ΘX(1),1 · · ·ΘX(j),1(b)|; b ∈ A
(j+1)} = +∞.
and consequently that
lim
j→+∞
min{|ΘX(p),1ΘX(p+1),1 · · ·ΘX(j),1(b)|; b ∈ A
(j+1)} = +∞.
Therefore we can suppose that q, and consequently u, is such that each letter
of A(p) (the alphabet of X(p)) has at least one occurrence in each return
word on u of X(p). (We recall that the set of return words on u of X(p) is
{ΘX(p),u(b) = ΘX(p),1ΘX(p+1),1 · · ·ΘX(q−1),1(b); b ∈ A
(q)}.)
The word ΘX,u(p)(1)u
(p) is a prefix of X hence we can choose an integer l
such that the word ΘX,u(p)(1)u
(p) is a prefix of τ l(1) and σl(1). Thus the first
letter of each image of τ l
u(p)
and σl
u(p)
is 1.
We set v = u(p) and γ = τ lv. The substitution (γ, A
(p), 1) and the prefix
u of X(p) (which is the fixed point of γ) fulfill the hypotheses of Proposition
10. Indeed we chose the integer l to satisfy hypothesis 1. Hypothesis 2 is
also satisfied because
γu = (τu(p))u = τu(q) = τu(p) = γ,
where γu is the return substitution on u. Hypothesis 3 does not set any
difficulty. Hypothesis 4 follows from the choice of q.
It is clear that σl
u(p)
and u also satisfy the same hypotheses. ✷
Theorem 13 If two primitive substitutions have the same non-periodic fixed
point, then they have some powers which have the same eigenvalues, except
perhaps 0 and roots of the unity.
Proof: It follows from Lemma 12, Proposition 11 and Proposition 9. ✷
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5.2 Proof of the main result
Theorem 14 Let X be a substitutive sequence arising from τ = (τ, B, 1),
and also from σ = (σ, C, 1). If X is non-periodic then the dominant eigen-
values of τ and of σ are multiplicatively dependent.
Proof: Let A be the alphabet of X . There exist a morphism φ, from B to
A, and a morphism ϕ from C to A such that φ(Xτ ) = ϕ(Xσ) = X .
Recall that by Theorem 6, if a sequence is substitutive then its set of
derived sequences is finite. Hence there exist three sequences, (u(n))n∈IN,
(v(n))n∈IN and (w
(n))n∈IN, of prefixes of respectively Xτ , X and Xσ such that
for all integers n we have:
• Du(n)(Xτ ) = Du(n+1)(Xτ ),
• Dv(n)(X) = Dv(n+1)(X),
• Dw(n)(Xσ) = Dw(n+1)(Xσ),
• φ(u(n)) = ϕ(w(n)) = v(n) and |v(n)| < |v(n+1)|.
Let n be an integer. The images of words by φΘu(n) are concatenations
of return words on v(n). The map Θv(n) : R
∗
v(n)
→ A∗ being one to one, this
allows us to define a morphism λn by Θv(n)λn = φΘu(n). In the same way we
define the morphism γn by Θv(n)γn = ϕΘw(n). In the proof of Theorem 21
in [7], it is proved that the set {λn;n ∈ IN}, and also the set {γn;n ∈ IN},
are finite. For this reason we can suppose that for all integers n we have
λn = λn+1 and γn = γn+1.
Let i be an integer. The sequence Xτ (resp. Xσ) is uniformly recurrent
hence, according to Lemma 3, there exists an integer j larger than i such that
each word wu(i), where w is a return word on u(i), has at least one occurrence
in each return word on u(j). Consequently we can define a primitive substitu-
tion δ by Θu(i)δ = Θu(j). In the same way we define a primitive substitution
ρ by Θv(i)ρ = Θv(j) . We have ρλj = λjδ. Indeed
Θv(i)ρλj = Θv(j)λj = φΘu(j) = φΘu(i)δ = Θv(i)λiδ = Θv(i)λjδ.
A standard application of Perron’s Theorem ([12], p. 53) shows that δ
and ρ have the same dominant eigenvalue.
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We recall that Du(i)(Xτ ) = Du(j)(Xτ ). Hence δ has the same fixed point
as τu(i) , that is to say Du(i)(Xτ ). It follows from Theorem 13 and Proposition
9 that the dominant eigenvalues of δ and τ are multiplicatively dependent.
In the same way we prove that ρ and σ have multiplicatively dependent
dominant eigenvalues. This completes the proof. ✷
Could we obtain a result analogous to Theorem 13? That is to say con-
cerning all eigenvalues. The answer is negative. Here is a counterexample:
Let τ = (τ, {a, b}, a) and σ = (σ, {a, b, c}, a) be two substitutions defined
respectively by
{
a → abab
b → abbb
and


a → abab
b → accc
c → abbc
.
Eigenvalues of the substitution τ are 1 and 4. Those of σ are 1, -2 and
4. Let φ : {a, b, c} → {a, b} be the morphism defined by φ(a) = a and
φ(b) = φ(c) = b, then φ(Xσ) = Xτ . The sequence Xτ arises from two
substitutions, one has the eigenvalue -2 and the other does not.
To prove the reciprocal of Theorem 14 we need a result due to D. Lind
(Theorem 15). A Perron number is an algebraic integer that strictly domi-
nates all its other algebraic conjugates. It follows easily from Perron’s Theo-
rem that the dominant eigenvalue of an integral primitive matrix is a Perron
number. The following theorem shows the reciprocal is true.
Theorem 15 ([14]) If α is a Perron number then there exists a primitive
integral matrix with dominant eigenvalue α.
Here is the reciprocal of Theorem 14.
Proposition 16 Let Y be a periodic sequence on the alphabet B and α a
Perron number. There exists an integer k such that Y is αk-substitutive.
Proof: There exists a word m such that Y = mω. According to Theorem
15 there exists an integral primitive matrix M with dominant eigenvalue α.
There exists an integer k such that:
1. The matrix Mk has strictly positive coefficients and
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2. The sum of the coefficients of any column of Mk is larger than the
length of m.
It is easy to construct a primitive substitution τ = (τ, A, 1) with associ-
ated matrix Mk. The dominant eigenvalue of this substitution is αk.
Let D be the alphabet {(b, i); b ∈ A , 0 ≤ i ≤ |m| − 1}. We define the
morphism ψ : A → D+ by ψ(b) = (b, 0) · · · (b, |m| − 1). The length of an
element of τ(A) is larger than |m|. This allows us to define the substitution
ζ = (ζ,D, (1, 0)) in the following way: For all (b, k) of D
ζ((b, k)) = ψ(τ(b)[k,k]) if k < |m| − 1,
ζ((b, |m| − 1)) = ψ(τ(b)[|m|−1,|τ(b)|−1]) otherwise.
These morphisms are such that ζψ = ψτ . Hence the substitution ζ is
primitive. Its fixed point is ψ(Xτ ) and its dominant eigenvalue is α
k.
Let ϕ : D → B be the letter to letter morphism defined by ϕ((b, i)) =
m[i,i]. It is easy to see that ϕ(Xζ) = Y . It follows that Y is α
k-substitutive.
✷
6 Substitutions sharing the same fixed point
In this last section we use the circularity of primitive substitutions, proved in
[18, 19], to obtain further results about substitutions sharing the same fixed
point.
Definition 2 Let τ = (τ, A, 1) be a substitution and x a factor of Xτ . We
say that (u, w, v) is an interpretation of x if x = uτ(w)v and u, v are re-
spectively a suffix and a prefix of the image, by τ , of some letters and w is a
factor of Xτ .
Definition 3 We say that a substitution τ is circular with synchroniza-
tion delay D when: If a factor of Xτ admits two distinct interpretations,
(u, w, v) and (x, y, z), and i is an integer such that |uτ(w[0,i−1])| > D and
|τ(w[i+1,|w|−1])v| > D, then there exists an integer j such that uτ(w[0,i−1]) =
xτ(y[0,j−1]) and wi = yj.
Theorem 17 ([18, 19]) A primitive substitution is circular.
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In the following proposition we prove that a primitive substitution is one
to one on the set of return words on a sufficiently long prefix of its fixed
point.
Proposition 18 Let τ be a primitive substitution with a non-periodic fixed
point X. There exists an integer n0 such that for all prefixes u of X of length
larger than n0 the substitution τ is one to one on L(X)
⋂
ΘX,u(R
∗
X,u).
Proof: The substitution τ is circular with synchronization delay D (Theorem
17). According to Lemma 3, there exists an integer n0 such that for all
prefixes u satisfying |u| > n0 the length of all return words on u is larger
than D.
Let u be a prefix of X larger than max(n0, D) and v, w be two elements
of L(X)
⋂
ΘX,u(R
+
X,u) such that τ(v) = τ(w). Let l be the smallest integer n
such that |τ(v[0,n])| > D. This integer is smaller than |u| because
l ≤ |τ(v[0,l−1])| ≤ D < |u|.
It follows that v[0,l] is a prefix of u. Hence we have v[0,l] = w[0,l]. Moreover
we have τ(vu) = τ(wu) and |τ(u)| ≥ D, thus according to Theorem 17 we
obtain v[l+1,|v|−1] = w[l+1,|w|−1] and consequently v = w. ✷
Corollary 19 Let τ be a primitive substitution with a non-periodic fixed
point X. There exists an integer n0 such that, for all prefixes u of X of
length larger than n0, the substitution τu is one to one on L(X).
Proof: It follows directly from Proposition 18. ✷
To obtain the main result of this section we need an intermediate lemma.
Lemma 20 Let τ = (τ, A, 1) be a primitive substitution, with fixed point X,
and u be a prefix of X satisfying the hypothesis of Proposition 10. Let J be
an infinite set of positive integers. There exist a subset I of J and a strictly
increasing sequence of positive integers (lp)p∈I such that for all integers p and
q, p < q, belonging to I, we have τ q−p = Θlq−lpu .
Proof: There exist an infinite subset of J , and a strictly increasing sequence
(lp)p∈I such that for all integers p and q, p < q, we have
τ q = τ pΘlq−lpu .
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This follows from equality (5) obtained in the proof of Proposition 11. Let
p and q be two elements of I. It follows from Proposition 2 that Xτ has a
prefix w such that Θw = Θ
lq−lp
u . Remark that the substitutions τ and τw are
identical. From Lemma 3 and Corollary 19 we deduce that we can choose q
sufficiently large in order that τw is one to one on L(Xτw). But τ = τw, hence
τ is one to one on its language. This implies that τ q−p = Θlq−lpu . ✷
To end this paper we prove a strong relation between two primitive sub-
stitutions sharing the same fixed point.
Proposition 21 Let τ and σ be two primitive substitutions having the same
non-periodic fixed point X. There exist a prefix u of X and two integers i
and j such that
τ iu = σ
j
u.
Proof: There exist a prefix u of X and a prefix v of Du(X) such that τu
and v, and σu and v, both satisfy the hypothesis of Proposition 10. This is
Lemma 12. It follows from Lemma 20 that there exist two integers i and j
such that τ iu = σ
j
u. ✷
With the same hypothesis an equivalent formulation of the previous result
is: There exists a prefix u and two integers i and j such that τ i and σj coincide
on L(X)
⋂
ΘX,u(R
∗
X,u).
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