Abstract. The aim of this note is to give two structure theorems on Nori's fundamental group scheme of a proper connected variety defined over a perfect field and endowed with a rational point.
Introduction
For a proper connected reduced scheme X defined over a perfect field k endowed with a rational point x ∈ X(k), Nori defined in [8] and [9] a fundamental group scheme π N (X, x) over k. It is Tannaka dual to the k-linear abelian rigid tensor category C N (X) of Nori finite bundles, that is bundles which are trivializable over a principal bundle π : Y → X under a finite group scheme. The rational point x endows C N (X) with a fiber functor V → V | x with values in the category of finite dimensional vector spaces over k. This makes C N (X) a Tannaka category, thus by Tannaka duality ([1, Theorem 2.11]), the fiber functor establishes an equivalence between C N (X) and the representation category Rep(π N (X, x)) of an affine group scheme π N (X, x) (see Section 2 for an account of Nori's construction), that is a prosystem of affine algebraic k-group schemes, which turn out to be finite group schemes. The purpose of this note is to study the structure of this Tannaka group scheme.
To this aim, we define two full tensor subcategories Cé t (X) and C F (X). The objects of the first one areétale finite bundles, that is bundles for which the finite group scheme isétale, while the objects of the second one are F -finite bundles, that is bundles for which the group scheme is local. As sub-Tannaka categories they are representation categories of Tannaka group schemes πé t (X, x) and π F (X, x). Our first main theorem (see Theorem 4.1) asserts that the natural homorphism of k-group schemes π N (X, x) → πé t (X, x) × π F (X, x) (1.1) is faithfully flat, so in particular surjective. To have a feeling for the meaning of the statement, it is useful to compare πé t (X, x) with the more familiar fundamental group π 1 (X,x) defined by Grothendieck in ( [4, Exposé 5] ), wherex is a geometric point above x. Grothendieck's fundamental group is an abstract group, which is a pro-system of finite abstract groups. One has πé t (X, x)(k) ∼ = π 1 (X × kk ,x) (1.2) (see Remarks 3.2 for a detailed discussion), thus theétale piece of Nori's group scheme takes into account only the geometric fundamental group and ignores somehow arithmetics. On the other hand, π F (X, x) reflects the purely inseparable covers of X. That k is perfect guarantees that inseparable covers come only from geometry, and not from the ground field.
However (1.1) is not injective, and we give in Remark 4.3 an example based on Raynaud's work [10] on coverings of curves producing a new ordinary part in the Jacobian.
The central theorem of our note is the determination by its objects and morphisms of a k-linear abelian rigid tensor category E, which is equivalent to the representation category of Ker((1.1)) (see Definition 5.4 for the construction and Proposition 5.5 and Theorem 5.7 to see that it computes what one wishes). This is the most delicate part of the construction. If S is a finite subcategory of C N (X) withétale finite Tannaka group scheme π(X, S, x), then the total space X S of the π(X, S, x)-principal bundle π S : X S → X which trivializes all the objects of S has the same property as X. It is proper, reduced and connected. However, if S is finite but π(X, S, x) is notétale, then Nori shows that X S is still proper connected, but it is not the case that X S is still reduced. We give a concrete example in Remark 2.4, 2), which is due to P. Deligne. However, in order to describe E, we need in some sense an extension of Nori's theory to those non-reduced covers. We define on each such X S a full subcategory F (X S ) of the category of coherent sheaves, the objects of which have the property that their push down on X lies in C N (X) (see Definition 2.5). We show that indeed those coherent sheaves have to be vector bundles (Proposition 2.8), so in a sense, even if the scheme X S might be bad, objects which push down to Nori's bundles on X are still good. In particular, C N (X S ) = F (X S ) if π(X, S, x) isétale (Theorem 2.10), so the definition generalizes slightly Nori's theory. For given finite subcategories S and T of C N (X), with π(X, S, x)étale and π(X, T, x) local, one defines in Definition 5.2 a full subcategory E(X S∪T ) ⊂ F (X S∪T ) on the total space X S∪T of the principal bundle π S∪T : X S∪T → X consisting of those bundles V , the push down of which on X S is F -finite. Now the objects of E are pairs (X S∪T , V ) for V an object in E(X S∪T ). Morphisms are subtle as they do take into account the whole inductive system of such T ′ ⊂ C F (X). We now describe our method of proof. We proceed in three steps. To see that π N (X, x) → πé t (X, s) is surjective is very easy, thus we consider the kernel L(X, x) and determine its representation category in Section 3. The computation is based on two results. The first one of geometric nature asserts that sections of an F -finite bundle can be computed on any principal bundle X S → X with finiteétale group scheme (see Proposition 3.4). The second one is the key to the categorial work and comes from [3, Theorem 5.8] . (For the reader's convenience, we give a short account of the categorial statement in Appendix A). It gives a criterion for a k-linear abelian rigid category Q, endowed with a tensor functor q : T → Q, to be the quotient category of the full embedding of k-linear rigid tensor categories S ι − → T , in the sense that if the three categories are endowed with compatible fiber functors to the category of k-vector spaces, then the Tannaka group schemes G(?) are inserted in the exact sequence
The objects of Rep(L(X, x)) are pairs (X S , V ) where X S → X is a principal bundle under anétale finite group scheme and V is a F -finite bundle on X S . Morphisms are defined naturally via Proposition 3.4. The second step consists in showing surjectivity L(X, x) → π F (X, x) (see Theorem (4.1)). To this aim, one needs a strengthening of Proposition 3.4 (see Theorem 4.2) which asserts that not only sections can be computed on finiteétale principal bundles, but also all subbundles of an F -finite bundle. Finally the last step consists in showing that the category E constructed in Section 5 is indeed the right quotient category, for which we use the already mentioned criterion [3, Theorem 5.8] .
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Nori's category
Let X be a proper reduced scheme defined over a field k, which is connected in the sense that H 0 (X, O X ) = k. We assume that k has either characteristic 0 or that k is perfect of characteristic p > 0. In [8] , [9] , Nori defines a category of "essentially finite vector bundles" which we recall now.
A vector bundle on X is called semi-stable if it is semi-stable of degree 0 while restricted to each proper curve in X. This is a full subcategory of the category Qcoh(X) of quasi-coherent sheaves on X, is abelian [8, Lemma 3.6] and will be denoted by S(X). A vector bundle V on X is called finite if there are polynomials f = g whose coefficients are non-negative integers such that f (V ) and g(V ) are isomorphic. Nori proves that finite bundles are semi-stable [8, Corollary 3.5] and defines C N (X) to be the full subcategory of S(X) generated by all of the finite bundles on X in the following sense.
Definition 2.1. The category C N (X) is defined as a full subcategory of the category S(X). Its objects are semistable bundles V on X which have the property that there is a finite collection of finite-bundles W 1 , ..., W t and semistable bundles
such that V is isomorphic to V 2 /V 1 . These are the so called essentially finite bundles on X.
If X is a scheme of finite type over k, recall that for an affine group scheme G over k, j : P → X is said to be a principal G-bundle on X if (1) j is a faithfully flat affine morphism (2) φ : P ×G → P defines an action of G on P such that j•φ = j•p 1 (3) (p 1 , φ) : P × G → P × X P is an isomorphism. Given such a principal G-bundle P , one defines a tensor functor
Conversely, any tensor functor η : Rep(G) → Qcoh(X) yields a principal G-bundle on X, which is the spectrum of the O X -algebra η(k[G]), where k[G] denotes the affine algebra on G. See [8, Chapter I] for details.
It is proved that C N (X) is an abelian, rigid k-linear tensor category [8, Proposition 3.7] . We sssume that X has a k-rational point x, and we fix it throughout the article. Then one has a fiber functor
with values in the category of finite dimensional vector spaces, which defines a Tannaka structure on C N (X). We denote by π N (X, x) the corresponding Tannaka group scheme over k. By Tannaka duality ([1, Theorem 2.11]), one has an equivalence of categories
We denote by η the inverse functor
It determines uniquely a (universal) principal π N (X, x)-bundleπ : X → X and a k-rational pointx ∈ X(k) over x ∈ X(k) such that the functor η sends any representation E of π N (X, x) to the associated vector bundle X × π N (X,x) E. Nori's construction is more precise. Let S be a full tensor subcategory of C N (X) generated by finitely many objects and denote its Tannaka group by π(X, S, x). Then π(X, S, x) is a finite group scheme and
Furthermore, the functor η applied to the affine algebra k[π(X, S, x)] of the group scheme π(X, S, x) yields a π(X, S, x)-principal bundle
The scheme X S is connected in the sense that
. Functoriality of η with respect to morphisms Y → X, while applied to x → X, yields that
Thus the unit element x S of this trivial principal bundle, viewed as a closed point of X S , is a rational point
Furthermore, π S is universal in the following sense: For a finite bundle V , denote by V the full tensor subcategory generated by V . Definition 2.3. Anétale finite bundle is a Nori finite bundle for which π(X, V , x) isétale (equivalently is smooth). If k has characteristic p > 0, an F -finite bundle is a Nori finite bundle for which π(X, V , x) is local. We denote by Cé t (X), resp. C F (X), the full tensor subcategory of C N (X) ofétale, resp. F -finite bundles.
The categories Cé t (X) and C F (X) are both tensor subcategories, thus via the fiber functor at x they yields Tannaka group πé t (X, x) and π F (X, x), respectively. Furthermore, one has
where {trivial objects} means the full subcategory of C N (X) consisting of trivializable bundles, that is isomorphic as bundles to a direct sum of O X . 2) If S ⊂ C N (X) is a finite subcategory, with π(X, S, x)étale, then X S is still proper, reduced and connected. However, if π(X, S, x) is finite but notétale, X S is still proper and connected [9, Chapter II, Proposition 3], but not necessarily reduced. Indeed there are principal bundles Y → X under a finite local group scheme, so that the total space Y is not reduced. We reproduce here a example due to P. Deligne. Let k be algebraically closed of characteristic p > 0, and let X ⊂ P 2 be the union of a smooth conic X ′ and a tangent line
. For example, one may take the non-constant section
Then Y is projective, non-reduced, and yet fulfills the condition
If X S is not reduced, there is no good notion of semistable vector bundles on X S . However, for later use of this article, we need a category F (X S ) similar to C N (X) on the principal π(X, S, x)-bundle π S : X S → X where S ⊂ C N (X) is a finitely generated full tensor subcategory.
Definition 2.5. Let S ⊂ C N (X) be a finitely generated full tensor subcategory. Then F (X S ) ⊂ Qcoh(X S ) is defined to be the full subcategory of Qcoh(X S ), the objects of which are quasi-coherent sheaves
It is clear that F (X S ) is an abelian category. We will show below that objects of F (X S ) come from representations of finite group schemes. In particular, they are vector bundles on X S , and in fact F (X S ) is an abelian rigid k-linear tensor category. When π(X, S, x) is reduced, we will show that F (X S ) coincides with C N (X S ). Let S ⊂ S ′ ⊂ C N (X) be finitely generated full tensor subcategories. Then one has the following commutative diagram
Further one has a faithfully flat homomorphism
Lemma 2.6. The morphism π S ′ ,S : X S ′ → X S is a principal bundle under a group G S ′ ,S which is the kernel of the homomorphism (2.14).
Proof. Since X S is the principal bundle induced from X S ′ [8, Proposition 3.11] via the homomorphism (2.14), it is enough to check that the homomorphism G S ′ → G S in (2.14) makes G S ′ into a principal G S ′ ,S -bundle over the scheme G S , which we omit.
The principal bundle π S ′ ,S : X S ′ → X S yields a tensor functor
S is isomorphic to the Tannaka group of the category im(η S ′ ,S ).
Proof. It is enough to check that η := η S ′ ,S is full, i.e., any morphism 
Proof. For any V ∈ F (X S ), we first show that there are
, and defines V 1 to be the kernel of the surjection π *
Let S ′ ⊂ C N (X) be the full tensor subcategory generated by W 1 , W 2 and S. Then the pullbacks of π *
By Lemma 2.6, the functor η S ′ ,S is fully faithful, thus V = coker(f ) is also in the image of η S ′ ,S . In particular, V is a vector bundle.
Next we show F (X S ) = C N (X S ) when π(X, S, x) is reduced. To this aim, recall that a bundle V on X is said to be strongly semistable if for any nonsingular projective curve C and any morphism f : C → X, the pullback f * V is semistable of degree 0 on C. It is to be noticed that strongly semistable bundles on X define a full tensor subcategory of Qcoh(X) which is k-linear, and that C N (X) is a full subcategory of it.
Lemma 2.9. If π(X, S, x) is a smooth finite group scheme, and if
. To show that W := π * V is strongly semistable, one has to consider curves C mapping to X. This defines the fiber square
is semistable of degree 0, which implies that f * W is semistable of degree 0.
Theorem 2.10. When π(X, S, x) is a smooth finite group scheme,
and there is an exact sequence of group schemes
Proof. By Lemma 2.9, W := π S * V strongly semistable and π * S W ∈ C N (X S ). Let W ∪ S (resp. π * S W ) be the full tensor subcategory generated by W and objects of S (resp. by π * S W ). Equipped with the fiber functor at x (resp. at x S ), the Tannaka category W ∪ S (resp. π * S W ) yields a Tannaka group scheme G (resp. π(X S , π * S W , x S )). To show W ∈ C N (X), it suffices to show that G is a finite group scheme. The full subcategory of W ∪ S whose objects become trivial when pulled-back to X S is precisely S (see (2.11)). The functor
yields the sequence of homomorphisms of group schemes
which we claim to be exact.
Indeed, the surjectivity of G → π(X, S, x) and the injectivity of 
Hence π S * M lies in W ∪ S. Now we have surjective map π * S (π S * M) → M and we can take N = π S * M. As for (ii) we use projection formula
By comparing the ranks, we see that π * S N 0 is the maximal trivial subbundle in π * S N. Thus the sequence in (2.25) is exact. Since π(X S , π * S W , x S ) and π(X, S, x) are finite group schemes, so is G.
It is clear that Proposition 2.8 implies F (X S ) ⊂ C N (X S ) when X S is reduced. Then what we have proved above implies F (X S ) ⊃ C N (X S ). The sequence (2.23) follows from exactness in (2.25) by taking projective limits on W ∪ S .
The aim of our article is to understand the relationship between the groups π N (X, x), πé t (X, x) and π F (X). Let us start with the following simple lemma.
, with compatible fiber functor, are faithfully flat.
Proof. By [1, Proposition 2.21 (a)], the homomorphism r (with decoration) is faithfully flat if the inclusion of categories is fully faithful, which is clear, and if any subobject in C N (X) of an object of the subcategory is indeed a subobject in the subcategory, which is also clear.
3. The representation category of the difference between Nori's fundamental group scheme and it'ś etale part
We continue to assume in this section that X is a proper reduced scheme defined over a field k which is assumed to be perfect if of characteristic p > 0. Most of the interest of this section is in the case when k is a perfect field of characteristic p > 0. Further, X is assumed to be reduced, connected in the sense that H 0 (X, O X ) = k, and X(k) = ∅. The purpose of this section is to determine the representation category of L(X, x) (see Notation 2.12). To this aim, we first observe the following.
Lemma 3.1. Let S be a full tensor subcategory of C N (X) generated by finitely many objects. Then
is a full tensor subcategory generated by finitely many objects. The fiber functor defined by x identifies the Tannaka group of Sé t with the maximal reduced quotient of π(X, S, x).
Proof. Fullness is trivial, and again we apply [1, Proposition 2.21 (a)] to see that the Tannaka group π((X, Sé t , x)) of Sé t is a quotient of π N (X, S, x). In particular it is a finite group scheme over k, hence by Tannaka duality, Sé t is finitely generated. Tannaka duality shows that any quotient map π(X, S, x) ։ H of group schemes over k yields a fully faithful functor from Rep(H) to C N (X) with image, say (H), lying in S, and consequently yielding an H-principal bundle π (H) : X (H) → X which is proper, connected, with a rational point x (H) mapping to x so that V ∈ (H) if and only if π π(X, S, x) → π(X, Sé t , x) → H. This shows that π(X, Sé t , x) is the maximal reduced quotient of π(X, S, x).
Remarks 3.2. 1) Any representation V of an affine group scheme G over k can be embedded into a direct sum of copies of the regular representation of G, i.e. the representation of G on its function algebra k [G] . Tannaka duality applied for a finitely generated tensor subcategory S ⊂ C N (X) shows that S is generated by the sheaf (π S ) * (O X S ) on X.
2) In fact, πé t (X, x) is defined by Grothendieck ([4, Exposé 5]) in the following sense.
Let us recall Grothendieck's definition. We assume as before that X is proper connected (i.e. H 0 (X, O X ) = k) over k perfect. Ifx ∈ X is a geometric point, (that isx = Spec(K) with K algebraically closed), then Grothendieck defines the fundamental group π 1 (X,x) as the automorphism group of the fiber functor Gr := {finiteétale coverings of X defined over k} → {Sets}, (π :
He shows that it is a pro-finite group, and that Gr is equivalent to the category of finite π 1 (X,x)-finite sets. The natural action of π 1 (X,x) on a finite quotient π 1 (X,x) ։ H corresponds via the equivalence to a Galois covering π H : X H → X with Galois group H. Recall here that a Galois covering is a finiteétale covering π : Y → X with the property that Y × X Y is isomorphic over k to a product Y × k H, where H is a constant group, and the constant group H acts on Y with quotient X.
In order to compare the notions, let us first observe that if k is perfect but not necessarly algebraically closed, and X = Spec(k) with the rational point point x = X ∈ X(k), then Cé t (X) is equivalent via the fibre functor to Vect k and consequently πé t (X, x) = {1}. On the other hand, Grothendieck's fundamental group is then Gal(k/k), which is highly nontrivial. Thus we assume k =k, X proper connected over k, x =x ∈ X(k) andk = K. Then
This means in particular that the category Gr is uniquely determined by the Galois coverings π H : X H → X and Cé t (X) is uniquely determined by the principal bundles π S : X S → X under a smooth finite group overk = k, and their transition morphisms. Thus given π(X, S, x) finite reduced, then π(X, S, x)(k) is a Galois group. Vice-versa, given a Galois group H, understood as a constant k-algebraic group, one has a surjection π N (X, x) ։ H ([9, I, Proposition 3]). This shows
On the other hand, if k is perfect but not necessarily algebraically closed, X is proper connected over k and x ∈ X(k), it is quite elementary to see that πé t (X, x) satisfies base change, i.e. the natural k-homomorphism
is an isomorphism. Nori proves this with πé t (X, x) replaced by π N (X, x) in [9, II, Proposition 5], but his argument applies here (a fortiori) as well. So we conclude in general
] is functorial in the following sense. Given S and T two finitely generated full tensor subcategories in C N (X), denote by S ∪ T the category generated by objects of S and T . Then it is also finitely generated and Lemma 2.6 shows that in the following commutative diagram all maps are principal bundles
Let now S 1 , S 2 , S 3 be finitely generated full tensor subcategories in C N (X). Denote by X ijk the scheme X S i ∪S j ∪S k and by π ijk,ij the map π S i ∪S j ∪S k ,S i ∪S j . Then we have the following commutative cube 
In the rest of this section, S will denote a finitely generated tensor full subcategory of Cé t (X). Thus π S : X S → X isétale and X S is reduced.
Proposition 3.4. Let X be a proper reduced connected scheme defined over a perfect field k of characteristic p > 0. Let π S : X S → X be ań etale principal bundle, and let V be an F -finite bundle on X. Then if
is an isomorphism, so is
To simplify notation, let Y := X S , π := π S in the proof.
Let V 0 be the maximal trivial subobject of V . Since π isétale, the bundles associated to π * O Y , and therefore to (π * O Y ) ∨ , areétale finite. The image under a morphism of (π * O Y ) ∨ to V is therefore at the same timeétale-and F -finite, hence (see (2.12)) lies in V 0 . By projection formula we have
so one has everywhere equality.
Definition 3.5. The category D has for objects pairs (X S , V ) where S ⊂ Cé t (X) is a finitely generated full tensor subcategory, V ∈ C F (X S ), and for morphisms
with notations as in Remark 3.3.
Proposition 3.6. The category D is an abelian, rigid k-linear tensor category with the following structures. The composition rule for
is defined by
The additive structure is defined by
and the tensor structure is defined by
The functor
endows D with the structure of a Tannaka category.
Proof. We check that D is a category. The composition rule is well defined as indicated thanks to Proposition 3.4 which implies
Distributivity of the Hom with respect to the additive structure is obvious. Then the unit object is
that is S = O X and the endomorphism ring of the unit object is k. The Hom-sets are finite dimensional k-vector spaces. So D is an additive category. The dual object is defined by
Since the X S is reduced, connected, and endowed with the canonical k-rational point, kernel, image and cokernel of a morphism in D are still objects in D. This endows D with an abelian structure, and then a tensor structure as well. Furthermore, we observe
More generally, for S and T finitely generated full tensor subcategories of Cé t (X),
Denote by V the full tensor subcategory in C N (X) generated by V . Then the assignement
) defines a functor of k-linear rigid abelian tensor categories which commutes with the fiber functors
Proof. The proof is obvious.
We denote by G(D) the Tannaka group scheme over k defined by Proposition 3.6 via Tannaka duality. Then Lemma 3.7 induces a homomorphism of group schemes and we have to show that (3.13) is an isomorphism. Let (X S , V ) be an object in D. Then, by Theorem 2.10, W := (π S ) * V is an object in C N (X). Moreover one has a surjection in D
Thus every object of D is a quotient of the image by q of an object in C N (X). Since we can apply (3.14) to (X S , V ∨ ) as well, we conclude that every object of D is also a sub object of the image by q of an object in C N (X). This shows in particular that the map (3.12) is injective, according to Theorem A.1. Thus the map in (3.13) is also injective.
We want to show that the map in (3.13) is also surjective. First notice that if V ∈ C N (X) is such that q(V ) is trivial in D, then V is, in fact, in Cé t (X). Furthermore, for V ∈ C N (X) let A : ∼ = ⊕ r 1 I ֒→ q(V ) be the maximal trivial subobject in D. Then one has, applying projection formula and setting
∨ isétale finite, Vé t isétale finite and π * S Vé t is a trivial bundle by (2.11) . On the other hand, by the definition of Vé t , one has
Applying the projection formula again, one has
Thus we conclude that A = (X S , π * S (Vé t )). (3.19) This shows that the maximal trivial subobject of q(V ) is equal to q(Vé t ). Now we are in the situation of the assumption of Theorem A.1, and we conclude that (3.13) is an isomorphism.
4. Nori's fundamental group scheme surjects onto the product of itsétale part with its local part
The aim of this section is to prove the following Theorem 4.1. Let X be a reduced proper scheme defined over a perfect field k of characteristic p > 0, which is connected, i.e. H 0 (X, O X ) = k, and let x ∈ X(k). Then the group scheme homomorphism
over k defined in Lemma 2.11 is faithfully flat. Equivalently, the group scheme homomorphism
over k is faithfully flat.
We will need the following theorem, which is a generalization of Proposition 3.4 where W = O X S . Theorem 4.2. Let X be a proper reduced connected scheme defined over a perfect field k of characteristic p > 0. Let π S : X S → X be a principal bundle under anétale finite group scheme G, let V be a F -finite bundle over X, and let ϕ : W ֒→ π * V be an inclusion of an
Proof. To simplify notation, we set Y := X S , π := π S in the proof. We first assume that W is simple. The bundle V has a decomposition series V 0 ⊂ V 1 ⊂ . . . ⊂ V N = V . This means that the graded pieces V i /V i−1 are simple. Assume W = 0, so ϕ = 0. Let M ≤ N be the largest index for which the image of ϕ(W ) in π
is F -finite as well, we may assume that V itself is simple. Then we have to show that if ϕ = 0, then it is an isomorphism and we take i = identity. Further we can replace W by its maximal subobject which is simple. So both W and V are simple now. Projection formula says
The projection π
and one has commutative diagram
On the other hand, as π is principal bundle under a finite smooth group scheme, one has the fiber square diagram
where µ is the action of G on Y . Flat base change theorem implies
We now make base change from k to its separable closurek (which is its algebraic closure as k is perfect). Then
and consequently
Now we assume ϕ = 0. Since V is simple, and since by Theorem 2.10,
is surjective. This implies that
is surjective as well. So we conclude that over k s one has
On the other hand, since the Nori's fundamental group π N (X, x) respects base change by a separable extension of k (see [9, II, Proposition 5]), W being simple over Y /k implies that W × kk remains simple. We conclude that in C F (X × kk ) the object π * V × kk is a quotient of a sum of simple objects, thus is a sum of simple objects itself. Thus we have
On the other hand, one has
Consequently some g∈G(k)\1
W g = 0 (4.14) and we conclude ϕ × kk = isomorphism, thus ϕ isomorphism. 
We treat now the general case. Let W 0 ⊂ W be a proper subbundle of maximal rank so that W 1 = W/W 0 is simple. Since ϕ| W 0 : W 0 ֒→ π * V , induction on the length of a decomposition series for W says there is an F -finite subobject U 0 ⊂ V with W 0 = π * (U 0 ) and the inclusion ϕ(W 0 ) ⊂ V being the inclusion π * (U 0 ) ⊂ π * (V ). This implies that the induced map ϕ 1 : W 1 → π * (V /U 0 ) is injective as well. By (4.16), we know that there is an F -finite bundle U 1 ⊂ V /U 0 so that the inclusion
This finishes the proof.
Proof of Theorem 4.1. Notice that the functor q| C F (X) : C F (X) → D, which is Tannaka dual to r F | L(X,x) , is particularly easy to understand. To an F -finite bundle V on X, it assigns the pair (X, V ) as
is faithfully flat if the inclusion of categories is fully faithful, which is then clear, and if any subobject in D of an object coming from the subcategory C F (X) is indeed coming from the subcategory. This is precisely Theorem 4.2. 
for some Létale finite of rank 1 over X and of order ℓ, thus π = π L and Y = X L . We conclude that there are p-power torsion rank 1 bundles on X L which do not come from X. Consequently,
is not trivial in general. The purpose of the next section is to determine the structure of its representation category.
The quotient category
The aim of this section is to describe the representation category of the kernel of the homomorphism ré t ×r F studied in Theorem 4.1. Recall that X is a reduced proper scheme over a perfect field of characteristic p > 0 with a rational point x ∈ X(k) and is connected in the sense that H 0 (X, O X ) = k. We first need some notations. Consider the inductive system T ℓ of finitely generated tensor full subcategories T ⊂ C F (X), which yields the projective system of k-schemes
Similarly we define the inductive system Sé t of finitely generated full tensor subcategories S ⊂ Cé t (X).
Let S ⊂ C N (X) be a finitely generated tensor full subcategory and let π S : X S → X be the corresponding principal bundle as in (2.7). For any bundle V on X S , we define the inductive system of finite dimensional k-vector spaces
where the structure map for an inclusion T ⊂ T ′ is defined by
and is endowed with a k-linear
Proof. Recall from (2.10) that one has the constant projective system of rational points x S∪T ∈ X S∪T (k). Using Proposition 2.8, it is easy to see π * S∪T,S (V ) ∈ F (X S∪T ) and
Since the structure map in (5.4) of our inductive system are all injective, the claim of Lemma 5.1 follows from (5.5).
In the rest of the section, S will denote a finitely generated tensor full subcategory of Cé t (X) and T will denote a finitely generated tensor full subcategory of C F (X).
Definition 5.2. For S a finitely generated tensor full subcategory of Cé t (X) and T a finitely generated tensor full subcategory of C F (X), one defines E(X S∪T ) ⊂ F (X S∪T ) to be the full subcategory whose objects V have the property that (π S∪T,S ) * V ∈ C F (X S ).
Lemma 5.3. Let S ⊂ S ′ be in Sé t and T ⊂ T ′ be in T ℓ , and V be an object in E(X S∪T ). Then 1) The following commutative diagram is cartesian
5) the canonical homomorphism
is an isomorphism.
Proof. 1) We first show the following commutative diagram
is cartesian. Indeed, π S : X S → X is a principal bundle under π(X, S, x), and similarly for π T , π S∪T . So the assertion is equivalent to show that the natural homomorphism
induced by the embeddings S ⊂ (S ∪ T ), T ⊂ (S ∪ T ) of categories is an isomorphism. By Theorem 4.1 and the profinite property of the various Tannaka group schemes involved, the homomorphism
is faithfully flat. Thus so is its factorization (5.8). On the other hand, by definition, every object in S ∪T is a subquotient of tensors of objects in S and objects in T , thus by [1, Proposition 2.21], (5.8) is injective. Therefore we have
That is we have the cartesian product
2) Note that π S∪T,S : X S∪T → X S is a principal π(X, T, x)-bundle since (5.7) is cartesian, thus (π S∪T,S ) * O X S∪T is F -finite on X S . The pullback by π S∪T,S of any F -finite bundle on X S lies in E(X S∪T ). Then it is easy to write any V ∈ E(X S∪T ) as a cokernel of a morphism π * S∪T,S W 1 → π * S∪T,S W 2 , where W 1 , W 2 ∈ C F (X S ), thus 2) follows. 3) and 4) are easy by playing diagram game and using projection formula, as we did already many times.
To show 5), one use Proposition 3.4 and projection formula
Of course (5.10) remains valid under base change X S∪T ′ → X S∪T for any T ′ ∈ T ℓ containing T . The claim follows when taking limit on T ′ .
Definition 5.4. We define the category E by its objects and its morphisms.
1) The objects of E are pairs (X S∪T , V ) where S ∈ Sé t , T ∈ T ℓ and V ∈ E(X S∪T ).
2) The morphisms of E are defined as follows. Set S ′′ := S ∪ S ′ and T ′′ := T ∪ T ′ and define
Proposition 5.5. The category E defined in Definition 5.4 is a k-linear abelian, rigid tensor category, with tensor product defined by
It has a fiber functor
defining a Tannaka group scheme G(E, x) over k.
Proof. We first show that E is a category. We just have to see that we can compose morphisms. Let ϕ : A → A ′ be a morphism in E. Then according to Lemma 5.3 we can write A = (X S∪T , V ) and A ′ = (X S∪T ′ , V ′ ) and find a category T ′′ ∈ T ℓ , containing both T and T ′ , such that ϕ is represented by a morphism
It is easy to see that this presentation allows us to define the composition of morphisms in E. The kernel and image of ϕ T ′′ are defined to be X S∪S ′ ∪T ′′ equipped with the kernel and image of ϕ T ′′ , respectively. One might notice that the kernel (image) of ϕ does depend on the choice of T ′′ . However notice that for an object (X S∪T , V ) in E, and for any
It is clear how to define the tensor product in E. The dual of an object is defined by
Definition 5.6. We define the functor q : D → E, (X S , V ) → (X S , V ) which is clearly compatible with the fiber functors of D and E.
Theorem 5.7. The k-group scheme homomorphism
) and consequently is isomorphic to
In other words the representation category of Ker(ré t ×r F ) is equivalent to E.
Proof. We follow again the method in [3, Section 5] which is recalled in the Appendix A. By means of Theorem 4.2, C F (X) is a full subcategory of D. Furthermore, if V ∈ C F (X), then its pull back on X V is trivializable, thus via the composite functor
every object in C F (X) is trivializable. This implies the factorization
and since (X S , (π S∪T,S ) * V ) is an object of D, every object of E is the quotient of an object coming from D via q. Thus, according to Theorem A.1, (5.18) is injective. In order to conclude that (5.18) is an isomorphism, one is led to show the following facts:
In fact, by definition (see the proof of Proposition 5.5), B is defined in terms of a category T ∈ T ℓ as the pair (X S∪T , V 0 ) where V 0 is the maximal trivial subobject of π * S∪T,S (V ) in E(X S∪T ). Proposition 5.8 below (which holds in fact for any T ), shows that there exists an Ffinite bundle W ∈ T on X and an inclusion j : π * S W ֒→ V such that
This implies both properties (i) and (ii) above.
Proof. Using the cartesian diagram (5.7), we have
Then W is trivializable by π T and in particular W ∈ T is F -finite. We show that the map j : π * S W → V induced from the inclusion i : W ֒→ π S * V is injective. Indeed, by definition, π S * j composed with the canonical injection W → π S * π * S W gives back i
′ be the image of j in V . Thus V ′ is a quotient of the pull-back by π S of the F -finite bundle W on X and according to Theorem 4.2 applied to W ∨ , we conclude that there is a quotient q : The map u W is non-zero whenever W is non-zero. Indeed, since Ind is faithfully exact, Ind(W ) is non-zero whenever W is non-zero. Thus, if u W = 0, then both sides of (A.2) are zero for any V . On the other hand, for V = Ind(W ), the right hand side contains the identity map. This show that u W can't vanish. The composition Ind(W ) ։ Ind(T ) → T is 0, therefore Ind(T ) → T is a zero map, implying T = 0. Since Ind(W ) is a union of its finite dimensional subrepresentations, we can therefore find a finite dimensional G-subrepresentation W 0 (W ) of Ind(W ) which still maps surjectively on W . In order to obtain the statement on the embedding of W , we dualize W 0 (W ∨ ) ։ W ∨ . Conversely, assume that (a), (b), (c) are satisfied. Then it follows from (a) that for U ∈ Rep(A), q * p * (U) ∈ Rep(L) is trivial. Hence pq : L → A is the trivial homomorphism. Recall that by assumption, q is injective, p is surjective. Letq :L → G be the kernel of p. 
