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ON HIGHER FITTING IDEALS OF IWASAWA MODULES OF
IDEAL CLASS GROUPS OVER IMAGINARY QUADRATIC FIELDS
AND EULER SYSTEMS OF ELLIPTIC UNITS II
TATSUYA OHSHITA
Abstract. In our previous work, by using Kolyvagin derivatives of elliptic units,
we constructed ideals Celli of the Iwasawa algebra, and proved that the ideals C
ell
i
become “upper bounds” of the higher Fitting ideals of the one and two variable
p-adic unramified Iwasawa module X over an abelian extension field K0 of an imag-
inary quadratic field K. In this article, by using “non-arithmetic” specialization
arguments, we prove that the ideals Celli also become “lower bounds” of the higher
Fitting ideals ofX . In particular, we show that the ideals Celli determine the pseudo-
isomorphism class of X . Note that in this article, we also treat the cases when the
p-part of the equivariant Tamagawa number conjecture (ETNC)p is not proved yet.
In the cases when (ETNC)p is proved, stronger results have already been obtained
by Burns, Kurihara and Sano: under the assumption of (ETNC)p and certain con-
ditions on the character ψ on Gal(K0/K), they have given a complete description of
the higher Fitting ideals of the ψ-component of X by using Rubin–Stark elements.
In our article, we also prove that the ψ-part of Celli coincide with the ideals con-
structed by Burns, Kurihara and Sano in certain cases when (ETNC)p is proved.
As a corollary of this comparison results, we also deduce that the annihilator ideal
of the ψ-part of the maximal pseudo-null submodule of X coincides with the initial
Fitting ideal in certain situations.
1. Introduction
Let K be an imaginary quadratic field, and K0/K a finite abelian extension. We
put ∆ := Gal(K0/K). For each prime ideal l of K, we denote by D∆,l the decom-
position group of ∆ at l. We fix a prime number p not dividing #∆ · #(O×K0)tor.
Let K∞/K be an abelian extension such that K∞ contains K0, and the Galois group
Γ := Gal(K∞/K0) is isomorphic to Zp or Z
2
p. We put G := Gal(K∞/K) = ∆ × Γ,
and define the completed group ring Λ˜ := Zp[[G]].
We put ∆̂ := Hom(∆,Q
×
p ). For any ψ ∈ ∆̂, we define Oψ := Zp[Imψ] to be the
Zp[∆]-algebra where ∆ acts via the character ψ. We put Λψ := Oψ[[Γ]]. Since p ∤ #∆,
we have the direct product decomposition
Λ˜ = (Zp[[Γ]])[∆] ≃
∏
GQpψ∈GQp\∆̂
Λψ,
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where the group GQp := Gal(Qp/Qp) acts on ∆̂ by σψ := σ ◦ ψ for any σ ∈ GQp and
ψ ∈ ∆̂. For any Λ-module M , we define Mψ := M ⊗Λ Λψ.
For any number field F , we denote the ideal class group of OF by Cl(F ), and
put A(F ) := Cl(F ) ⊗Z Zp. Let IF be the set of all intermediate fields F of K∆∞/K
satisfying [F : K] < ∞. We define the unramified Iwasawa module X by X :=
lim←−F∈IF A(K0F ). Note that X is a finitely generated torsion Λ-module.
In this article, we study the pseudo-isomorphism class of the Λψ-module Xψ. The
pseudo-isomorphism class of a finitely generated torsion Λψ-module is determined by
the higher Fitting ideals. In our paper, by using Kolyvagin derivatives of elliptic
units, we study the higher Fitting ideals {FittΛψ ,i(Xψ)}i∈Z≥0 of the Λψ-module Xψ.
Note that in this article, we also treat the cases when the p-part of the equivariant
Tamagawa number conjecture (ETNC)p is not proved yet, namely the cases when p
does not split in K, or the cases when p divides the class number of K. (As we shall
see later, under assumption of (ETNC)p, Burns, Kurihara and Sano have already
given the description of FittΛψ,i(Xψ) by using Rubin–Stark elements.)
In order to state the assertion of our results, let us introduce the following notation.
Let I and J be ideals of Λ. We write I ≺ J if and only if there exists an ideal A
of Λ of height at least two satisfying AI ⊆ J . We write I ∼ J if and only if I ≺ J
and J ≺ I. Note that by the structure theorem, the equivalent classes of the higher
Fitting ideals with respect to the relation ∼ determine the pseudo-isomorphism class
of a finitely generated torsion Λψ-module. (For instance, see [Oh2] Remark 2.4.)
In our previous work [Oh1], by using the Kolyvagin derivatives of the Euler system
of elliptic units, we defined the ideals Celli,ψ for each i ∈ Z≥0. (For details, see [Oh1]
Definition 4.5. See also Definition 4.5 and Remark 4.6 in our article.) By using the
Euler system arguments developed by Kurihara in [Ku1] and [Ku2], we proved that
(1) FittΛψ ,i(Xψ) ≺ C
ell
i,ψ
for any i ∈ Z≥0 under certain assumptions. (For details, see [Oh1] Theorem 1.1.) In
this article, we shall prove the opposite inequality of (1).
Theorem 1.1. Let ψ ∈ ∆̂ be a character satisfying ψ|D∆,p 6= 1 for any prime p of
OK above p, If K0 contains µp, we also assume that ψ 6= ωψ−1 and ψ|D∆,p 6= ω|D∆,p
for any prime p of OK above p, where ω : ∆ −→ Gal(K(µp)/K) −→ Z
×
p denotes the
Teichmu¨ller character. Then, for any i ∈ Z≥0, we have
Celli,ψ ≺ FittΛψ ,i(Xψ).
Note that in the setting of Theorem 1.1, the inequality (1) also holds since under
the assumption that ψ|D∆,p 6= 1 for any p | p, the ideal IT,ψ appearing in [Oh1]
Theorem 1.1 is equal to Λψ. Hence by combining with Theorem 1.1 in our article, we
obtain the following corollary.
Corollary 1.2. Let ψ ∈ ∆̂ be as in Theorem 1.1. Then, for any i ∈ Z≥0, we have
FittΛψ,i(Xψ) ∼ C
ell
i,ψ. In particular, the pseudo-isomorphism class of the Λψ-module
Xψ is determined by the collection {Celli,ψ}i≥0.
EULER SYSTEMS OF ELLIPTIC UNITS AND THE PSEUDO-ISOMORPHISM CLASS 3
The strategy of the proof of Theorem 1.1 is as follows.
(I) First, by using standard arguments of Euler systems as in [Ru1] §4, we shall
prove Proposition 5.1, which is the “non-variable” version of Theorem 1.1 for
general one dimensional Galois representations.
(II) As in [Oh2], by using the arguments in [MR] §5.3, we shall reduce the proof
of Theorem 1.1 in the one variable cases, namely the cases when Γ ≃ Zp,
for general one dimensional Galois representations to the results on the non-
variable cases. (See §6.1.)
(III) Finally, by specializing at a “good” height one prime, we shall reduce the proof
of Theorem 1.1 for the two variable cases to that for one variable cases. Note
that in this step, use a lemma close to [Oc] Lemma 3.5 in order to choose a
good hight one primes. (See §6.2.)
In the steps (II) and (III), we may use “non-arithmetic” specializations in the following
sense: the module obtained after the specialization is not “the dual fine Selmer group”
of (a Galois deformation containing) a Galois representation coming from a motive.
So, in the steps (I) and (II), we need to work in the setting of general one dimensional
Galois representations.
Note that a certain “weak specialization compatibility” of Celli,ψ (Lemma 4.9 and
Lemma 4.10) is a key of the proof of Theorem 1.1. By using weak specialization
compatibility and the class number formula in terms of elliptic units, we can also
obtain the following Theorem 1.3, which implies that the ideal Celli,ψ is “close” to
FittΛψ,i(Xψ) in the different sense form the relation ∼. (For the proof of Theorem
1.3, see §5.4.)
Theorem 1.3. We denote by I(Γ) the augmentation ideal of Λψ = Oψ[[Γ]]. Let
ψ ∈ ∆̂ be as in Theorem 1.1. Then, for any i ∈ Z≥0, we have
FittΛψ ,i(Xψ) + I(Γ) = C
ell
i,ψ + I(Γ).
By Theorem 1.3, we immediately obtain the following corollary, which says that
the ideals Celli,ψ determines the cardinality of a minimal system of generators of Xψ.
Corollary 1.4. Let ψ ∈ ∆̂ be as in Theorem 1.1. Let r ∈ Z≥0. We have FittΛψ ,r =
Λψ if and only if C
ell
r,ψ = Λψ. In particular, the cardinality of a minimal system of
generators of the Λψ-module Xψ is equal to the minimum of {r ∈ Z≥0 | Cellr,ψ = Λψ}.
In the cases when (ETNC)p holds, stronger assertions were proved by Burns, Kuri-
hara and Sano. By using (higher order) Rubin–Stark elements, they constructed ideals
which coincides with the higher Fitting ideals of (a quotient of) ray class group. (See
[BKS] Corollary 1.7.) Bley proved (ETNC)p over imaginary quadratic fields in the
case when p splits completely in K/Q, and does not divide the class number of K.
(The case when p does not split, equivariant Tamagawa number conjecture is still
open.) In this paper, when p splits completely in K/Q, we compare our ideals Celli,ψ
Burns–Kurihara–Sano’s ideals ΘRSS,T,i(M/K)ψ (written in our notation, see Definition
7.15), and proved that our ideals coincides with the ideal ΘRSS,T,i(M/K)ψ. Roughly
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speaking, the assertion of the comparison result is as follows. (For the precise state-
ment, see Theorem 7.19.)
Theorem 1.5. Suppose that p splits completely in K/Q, and p is prime to #Cl(K).
Let F ∈ IF be any element. We take a character ψ and finite sets S, T of places of
K suitably. Then, for any i ∈ Z≥0, we have
Celli (F/K)ψ = Θ
RS
S,T,i(K0F/K)ψ.
Here, Celli (F/K)ψ is the finite layer version of C
ell
i,ψ. (See Definition 4.5.) By this
comparison, the following corollary immediately follows from [BKS] Corollary 1.7.
Corollary 1.6. Suppose that p splits completely in K/Q, and p is prime to #Cl(K).
Let ψ ∈ ∆̂ be a non-trivial faithful character such that ψ|D∆,v 6= 1 for any finite place
v in S. Moreover we assume that if K0 contains µp, then ψ 6= ω. We have
FittΛψ,i(Xψ) = C
ell
i,ψ
for any i ∈ Z≥0.
By combining Theorem 7.19 with our previous result ([Oh1] Theorem 1.1), we
obtain a results on the structure of the pseudo-null part of the unramified Iwasawa
module in one-variable cases. Keep the notation and assumptions as in Corollary
1.6. Furthermore, we assume that Γ ≃ Zp. Let Xfin,ψ be the maximal pseudo-null
Λψ-submodule of Xψ. In [Oh1], we proved that
annΛψ(Xfin,ψ) FittΛψ ,0(Xψ/Xfin,ψ) ⊆ C
ell
0,ψ.
Since we have
FittΛψ ,0(Xψ) = FittΛψ ,0(Xfin,ψ) FittΛψ,0(Xψ/Xfin,ψ)
⊆ annΛψ(Xfin,ψ) FittΛψ ,0(Xψ/Xfin,ψ)
Theorem 7.19 implies the following corollary, which constrains the structure of the
pseudo-null part Xfin,ψ.
Corollary 1.7. Let (K0/K, p, ψ) be as in Corollary 7.17. We assume that Γ ≃ Zp.
Then, we have FittΛψ ,0(Xfin,ψ) = annΛψ(Xfin,ψ).
Since the philosophy of construction is very close, the proof of Theorem 7.19 is
given by “translation” of generators. The keys of the proof of the comparison results
are Mazur–Rubin–Sano conjecture, which is valid if (ETNC)p holds, and the explicit
description of Stark units.
Remark 1.8. Let L/Q be any totally real finite abelian extension. Then, the Stark
units of L are given by circular units, and (ETNC)p for L/Q was proved by Burns
and Greither [BG]. (Moreover, the 2-part (ETNC)2 for L/Q was proved by Flach
[Fl].) The arguments in the proof of Theorem 7.19 work when we have an Euler
system consisting of Stark units, and when (ETNC)p holds. So, in particular, similar
comparison results to Theorem 7.19 hold for L/Q. Namely, under suitable conditions,
the higher cyclotomic ideals Ci,χ defined in [Oh2] coincide with (the limit of) Burns–
Kurihara–Sano’s ideals.
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Let us see the contents of our article. In §2, we introduce Selmer groups and
Iwasawa modules which we study. In §3, we recall the definition of Euler systems
and their Kolyvagin derivatives. In §4, we construct certain ideals Ci(Z) of the
Iwasawa algebra by using Kolyvagin derivatives, and show some basic properties of
Ci(Z) including the specialization compatibility. In §5, we address the step (I) in
the above strategy, and prove Theorem 1.3. In §6, we deal with the steps (II) and
(III), and completes the proof of Theorem 1.1. In §7, we compare our ideals with
Burns–Kurihara–Sano’s ideals.
Notation. Throughout this paper, we fix K0/K and K∞/K be the extensions of an
imaginary quadratic field introduced in §1, and let define G = ∆×Γ similarly. We fix
an algebraic closure Q = K of Q (and K). In this article, an algebraic number field
is an intermediate field of Q/Q which is finite over Q. For any field F , we denote by
GF the absolute Galois group F .
We fix embeddings Q →֒ C and Q →֒ Qp, and we regard Q ⊆ C and Q ⊆ Qp via
the fixed embedding.
For any number field F , we denote by P (F ) the set of all places of F . Let L/F be
a finite extension of number fields, and n a non-zero ideal of OF . We denote P (L)n
be the set of all places of F prime to n, and PrimeL(n) be the set of all prime ideals
of OL dividing n. For simplicity, we write Prime(n) := PrimeF (n).
Let F be an algebraic number field, and L/F a Galois extension. Let λ be a prime
ideal of OF , and λ′ a prime ideal of L above λ. We denote the completion of F
at λ by Fλ. If λ is unramified in L/F , the arithmetic Frobenius at λ
′ is denoted
by (λ′, L/K) ∈ Gal(L/K). We fix a collection of embeddings {lK : K →֒ K l}l:prime
satisfying the condition (Chb) as follows:
(Chb) For any subfield F ⊂ K which is a finite Galois extension of K and any
element σ ∈ Gal(F/K), there exist infinitely many primes l such that ℓ is
unramified in F/K and (lF , F/K) = σ, where lF is the prime ideal of OF
corresponding to the embedding lK |F .
We can easily show the existence of the collection satisfying the condition (Chb) by
using the Chebotarev density theorem.
Let R be a commutative ring and ρ : GK −→ O× a continuous character. We
denote by R(ρ) a free R-module of rank one with a fixed basis eR,ρ equipped with
a continuous action of GK via ρ. (We often write eρ := eR,ρ for simplicity.) For
any R-algebra S, we identify S ⊗R R(ρ) with S(ρ) by the isomorphism defined by
1⊗ eR,ρ 7→ eS,ρ. We define a GK-equivariant pairing
R(ρ)×R(ρ−1) −→ R; (aeρ, beρ−1) 7−→ ab.
By this pairing, we identify the R[GK ]-module O(ρ) with the contragredient R[GK ]-
module HomO(O(ρ),O). For two R×-valued characters ρ1 and ρ2 of GK , we identify
R(ρ1)⊗R(ρ2) with R(ρ1ρ2) via the R[GK ]-isomorphism sending eρ1 ⊗ eρ2 to eρ1ρ2 .
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For each N ∈ Z>0, we denote the group of N -th roots of unity contained in Q
by µN := µN(Q), and put ζN := e
2πi/N ∈ Q ⊆ C. (Recall that we have fixed an
embedding Q →֒ C.) Then, we obtain a basis (ζpn)n ∈ lim←−n µp
n. We denote by
χcyc : GK −→ Z×p the cyclotomic character. We identify the Zp[[GK ]]-module lim←−n µp
n
with Zp(χcyc) via the isomorphism defined by (ζ
n
p )n 7→ eχcyc .
Let M,N be R[GK ]-modules, and f : M −→ N an R[GK ]-linear map. We write
M⊗ρ :=M⊗RR(ρ), andm⊗ρ := m⊗eρ for anym ∈ M . We define a homomorphism
f ⊗ ρ : M ⊗ ρ −→ N ⊗ ρ by m⊗ ρ 7→ f(m)⊗ ρ for any m ∈M .
Let R be a commutative ring, and M an R-module. For any a ∈ R, let M [a] be
the R-submodule of M consisting of all a-torsion elements. For each x ∈ M , the
annihilator ideal of x is denoted by annR(x;M). We denote the ideal of R consisting
of all annihilators of M by annR(M). Let G be a group, and suppose that G acts on
the R-module M . Then, we denote by MG the maximal subgroup of M fixed by the
action of G.
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2. Selmer groups and Iwasawa module
Here, we set the notations of Selmer groups and Iwasawa modules which we study.
Throughout this section, we use the same notations as in the previous section. For
instance, we fix K0/K and K∞/K be the extensions of an imaginary quadratic field
introduced in §1, and put G := Gal(K∞/K) = ∆×Γ. We denote by IF the set of all
intermediate fields F of K∆∞/K satisfying [F : K] <∞. We fix a finite extension field
L of Qp, and define O to be the ring of integers in L. We fix a uniformizer π ∈ O,
and put k := O/πO. We define Λ := O[[Γ]].
In §2.1, we set our notation of Selmer group, and in §2.2, we introduce the Iwasawa
modules arising from our Selmer groups.
2.1. Selmer groups. Here, we recall the notation of Selmer groups, and review some
basic properties briefly.
Let ρ : GK −→ O× be a continuous character. Let Σ(ρ) be the set of primes of OK
consisting of all primes above p and all primes above where the character ρ is ramified.
We denote by ρ¯ : GK −→ k
× the modulo-π reduction of ρ. Let χ¯cyc : GK −→ k
× is
be the modulo-π cyclotomic character. We assume the following hypotheses:
(C1) We have ρ¯ 6= χ¯cycρ¯−1 as characters on GK .
(C2) For any prime p of OK dividing pOK , we have ρ¯|GKp 6= 1 and ρ¯|GKp 6= χ¯cyc|GKp .
(C3) If ρ¯ is unramified at a place v ∈ PK , then ρ is unramified at v.
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Here, we denote by W the O[GK ]-module (L/O)⊗χcycψ−1 or (O/πNO)⊗χcycψ−1
for some N ∈ Z>0.
Definition 2.1. Let F be any algebraic number field containing K, and n a non-zero
ideal of OF . We define
Seln(F,W ) : = Ker
H1(F,W ) −→ ∏
v∈P (F )n
H1(Fv,W )
H1f (Fv,W )
 ,
Seln(F,W ) : = Ker
Seln(F,W ) −→ ∏
w∈PrimeF (n)
H1(Fw,W )

where H1f (Fv,W ) is the finite local condition onH
1(Fv,W ) in the sense of Bloch–Kato
[BK] §3. We put
X(F, ρ)O : = HomO(SelpOK(F, (L/O)⊗ ρ),L/O)
XN(F, ρ)O : = HomO(SelpOK(F, (O/π
NO)⊗ ρ),O/πNO).
If no confusion arises, we write X(F, ρ) := X(F, ρ)O and XN(F, ρ) := XN(F, ρ)O.
Let F ∈ IF . For each N1, N2,∈ Z>0 with N1 < N2, we define
νN1,N2 : O/π
N1O −→ O/πN2O; a 7→ aπN2−N1.
Since [F : K] is a power of p, the assumption (C2) implies that H0(K, k ⊗ ρ) = 0.
So, the map νN1,N2 induces an injection
H1(νN1,N2) : H
1(F, (O/πN1O)⊗ ρ) →֒ H1(F, (O/πN2O)⊗ ρ).
Lemma 2.2. Let F ∈ IF be any element, and n a non-zero ideal of OK.
(i) Let N1, N2,∈ Z>0 be positive integers satisfying N1 < N2. The restriction of the
injection H1(νN1,N2) induces an isomorphism
Seln(F, (O/πN1O)⊗ ρ)
≃
−−→ Seln(F, (O/πN2O)⊗ ρ)[πN1 ].
(See [Ru5] Lemma 1.5.4.)
(ii) We have natural isomorphisms
lim−→
N
Seln(F, (O/πNO)⊗ ρ) ≃ Seln(F, (L/O)⊗ ρ),
lim−→
N
Seln(F, (O/π
NO)⊗ ρ) ≃ Seln(F, (L/O)⊗ ρ),
where the inductive limits are taken with respect to the systems given by the restriction
of the injections H1(νN1,N2). (See [Ru5] Lemma 1.3.6.)
Lemma 2.3. For any F ∈ IF , we have X(F, ρ) ≃ H2(KΣ(ρ)/F,O(ρ)).
Proof. Let l ∈ Σ(ρ) be any element prime to p, and w a place of F above l. Note that
the prime l is ramified in K0/K. By the assumption (C3), we have H
0(F urw , (L/O)⊗
ρ) = 0. So, by [Ru5] Lemma 1.3.5 (iii), we obtain H1f (Fw,O(ρ)) = 0. Moreover,
if w′ ∈ PF is a place above p, or if w
′ ∈ PF is a place where ρ is ramified, then
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it follows from the local duality and the assumptions (C2) and (C3) on ρ that we
have H2(Fw′,O(ρ)) = 0. Hence by the Poitou-Tate exact sequence, we obtain the
isomorphism as desired. 
Example 2.4. Let ψ ∈ ∆̂ be a character as in Theorem 1.1. We set Oψ := Zp[Imψ].
Then, the character χcycψ
−1 : GK −→ O× satisfies the conditions (C1)–(C3). Let
F ∈ IF be any element. Namely, let F be an intermediate field of K∆∞/K satisfying
[F : K] < ∞. By the global class field theory and the Poitou–Tate exact sequence,
we have H2(FΣ(ρ)/F,O(χcycψ
−1)) ≃ X(χcycψ−1) ≃ AF,ψ.
2.2. Iwasawa modules. Now, let us recall some basic facts in the Iwasawa theoret-
ical setting. First, let us define the Iwasawa module which we mainly study.
Definition 2.5. We define
X(K∆∞/K, ρ)O := HomO
(
lim−→
F∈IF
SelpOK(F, (L/O)⊗ ρ),L/O
)
.
Note that X(K∆∞/K, ρ) is a finitely generated Λ-module. If no confusion arises, we
write X(K∆∞/K, ρ) := X(K
∆
∞/K, ρ)O for simplicity.
Let ρ′ : Γ −→ 1+ πO ⊆ O× be a continuous character. Since the extension K∆∞/K
is unramified outside p, we have Σ(ρ) = Σ(ρρ′). Note that the assumptions (C1)–(C3)
on the character ρ imply that the character ρρ′ : GK −→ O× also satisfies (C1)–(C3).
The following lemma plays an important role in the reduction arguments.
Lemma 2.6. Let ρ′ : Γ −→ 1 + πO be a continuous character.
(i) Suppose that Γ ≃ Zp. Let γ be a topological generator of Γ. Then, we have a
natural O-isomorphism
X(K∆∞/K, ρ)⊗Λ Λ/(γ − ρ
′(γ)) ≃ X(K, ρρ′).
(ii) Suppose that Γ ≃ Z2p, and γ1, γ2 are topological generators of Γ with ρ
′(γ2) =
1. For each i ∈ {1, 2}, we denote by Γi the closed subgroup of Γ topologically
generated by γi. We put Λ := Λ/(γ1−ρ′(γ1)) ≃ O[[Γ2]]. Then, we have a natural
Λ-isomorphism
X(K∆∞/K, ρ)⊗Λ Λ ≃ X(K
∆×Γ1
∞ /K, ρρ
′).
Proof. We omit the proof of the first assertion since it is proved similarly to the
second one. Suppose that Γ ≃ Z2p. We denote ρ or ρρ
′ by χ. Then, by Lemma 2.3,
Shapiro’s lemma and [Ta] Corollary 2.2, we have
X(K∆∞/K, χ) ≃ lim←−
F∈IF
H2(KΣ(ρ)/F,O(χ)) ≃ H
2(KΣ(ρ)/K,Λ⊗ χ).
Since the p-cohomological dimension of GK,Σ(ρ) is 2, we obtain
H2(KΣ(ρ)/K,Λ⊗ χ)⊗Λ (Λ/(γ − 1)) ≃ H
2
(
KΣ(ρ)/K,O[[Gal(K
∆×Γ1
∞ )]](χ)
)
.
Hence we obtain X(K∆∞/K, χ)⊗Λ (Λ/(γ − 1)) ≃ X(K
∆×Γ1
∞ /K, χ).
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Let tw : Λ −→ Λ be the continuous homomorphism of topological O-algebras de-
fined by tw(σ) = ρ′(σ)−1σ for any σ ∈ Γ. Let Λ′ = (Λ, tw) be the Λ-algebra whose
underlying ring is Λ, and whose structure map is tw. Then, we have a Λ′-isomorphism(
lim←−
F∈IF
H2(KΣ(ρ)/F,O(ρ))
)
⊗Λ Λ
′ ≃ lim←−
F∈IF
H2(KΣ(ρ)/F,O(ρρ
′)),
where we regard the right hand side as a Λ′-module via the equality Λ = Λ′ of the
underlying rings. Hence we obtain X(K∆∞/K, ρ) ⊗Λ Λ
′ ≃ X(K∆∞/K, ρρ
′). Since we
have Λ ≃ Λ′ ⊗ Λ/(γ1 − 1), we obtain the isomorphism as desired. 
3. Euler systems
In this section, we recall the notion of Euler systems (in the sense of [Ru5]) for one
dimensional Galois representations, and their Kolyvagin derivatives. We use the same
notations as in the previous section. Let ρ : GK −→ O× be a continuous character
satisfying the conditions (C1), (C2) and (C3) introduced in §2.1. We fix a finite set
Σ of primes of OK containing Σ(ρ).
In §3.1, we recall the definition of Euler systems. In §3.2, we recall the Kolyvagin
derivatives of Euler systems. In §3.3, we recall the Euler systems of elliptic units.
3.1. Euler systems. In this section, we recall the definition of Euler systems. We
denote by N the set of all ideals of OK decomposed into square-free products of prime
ideals not contained in Σ. For each prime ideal l ∈ N , we denote the p-ray class field
modulo l by K〈l〉. Then, for any n ∈ N with prime ideal decomposition n = l1 · · · lr,
we define the composite field K〈n〉 := K〈l1〉 · · ·K〈lr〉. For any n ∈ N and F ∈ IF ,
we define F 〈n〉 := F ·K〈n〉 to be the composite field.
Definition 3.1. We call a family
c :=
{
cF (n) ∈ H
1(F 〈n〉,O(ρ))
}
(F,n)∈IF×N
of cohomology classes an Euler system for (K∆∞/K,Σ, ρ) if c satisfies the following
conditions:
(ES1) For any F, F ′ ∈ IF with F ⊆ F ′ and n ∈ N , we have
CorF ′〈n〉/F 〈n〉 (cF ′(n)) = cF (n).
(ES2) Let F ∈ IF and n ∈ N . Then, for any prime divisor l of n, we have
CorF 〈n〉/F 〈n/l〉 (cF (n)) = (1−N(l)
−1ρ(Frl)Fr
−1
l ) · cm(n/l),
where Frl ∈ Gal (F 〈n/l〉/K) is the arithmetic Frobenius element at l.
We denote by ESΣ(K
∆
∞/K;O(ρ)) the set of all Euler systems for (K
∆
∞/K,Σ,O(ρ)).
Twist of Euler systems is a key in the specialization arguments in §6.
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Definition 3.2. Let c := {cF (n)}F,n ∈ ESΣ(K∆∞/K;O(ρ)) be any Euler system, and
ρ′ : Γ −→ 1 + πO a continuous character. Then, we can define an Euler system
c ⊗ ρ := {(c ⊗ ρ)F (n)} ∈ ESΣ(K∆∞/K;O(ρρ
′)) such that (c ⊗ ρ)F (n) is equal to the
image of
(cF ′(n))F ′∈IF ⊗ ρ ∈ lim←−
F ′∈IF
H1(F ′〈n〉,O(ρ))⊗ ρ′ ≃ lim←−
F ′∈IF
H1(F ′〈n〉,O(ρρ′))
in H1(F 〈n〉,O(ρρ′)) for each F ∈ IF and n ∈ N . We call c⊗ρ the twist of the Euler
system c by the character ρ.
3.2. Kolyvagin derivatives. Let us recall the definition of Kolyvagin derivatives.
For any prime l of OK not contained in Σ, let Il be the ideal of O generated by
N(l)− 1 and N(l)−1ρ(Frl)− 1.
Let n ∈ N be any element. Suppose that n ∈ NN has prime factorization n =
l1 · · · lr. We define the ideal In :=
∑r
i=1 Ili of O. We define Hn := Gal (K〈n〉/K〈OK〉).
We define Hn := Gal (K〈n〉/K〈OK〉). For any F ∈ IF , we have natural isomorphisms
Gal(F 〈n〉/F 〈OK〉) ≃ Hn ≃ Hl1 × · · · ×Hlr .
These groups are identified via the above natural isomorphisms.
Definition 3.3. Let N ∈ Z>0 and F ∈ IF be any element. We define a set PF,N(ρ)
of prime numbers by
PF,N(ρ) :=
{
l ∈ P (K)
∣∣∣∣ l splits completely in F 〈OK〉/K,l /∈ Σ, andIl ⊆ πNO.
}
.
Then, we define
NF,N(ρ) :=
{
r∏
i=1
li
∣∣∣∣ r ∈ Z>0, li ∈ PF,N(ρ) (i = 1, . . . , r)and li 6= lj if i 6= j
}
∪ {OK}.
For simplicity, we write PF,N := PF,N(ρ) and NF,N := NF,N(ρ). We also write
PN := PK,N and NN := NK,N .
Remark 3.4. If ρ = χcycψ
−1, then our PF,N coincides with the set S
prime
N (F ) defined
in [Oh1] §3.1.
Let l ∈ PN be any element. We shall take a generator σl of Hl as follows.
Definition 3.5. Let Nl be the positive integer satisfying (N(l)− 1)Zp = pNlZp. Note
that l splits completely in K(µpNl )/K, so by the fixed embedding lK : K →֒ K l, we
can regard µpNl as a subset of Kl. Let λ0 := lK〈O〉 be the place of K〈O〉 below lK ,
and λ1 := lK〈l〉 be the place of K〈l〉 below lK . We identify Gal
(
K〈l〉λ1/K〈O〉λ0
)
with
Hl by the isomorphism induced from the natural embeddings of fields. Let ̟ be a
uniformizer of K〈l〉λ1. We fix a generator σl of Hl such that
̟σl−1 ≡ ζpNl (mod mλ1),
where mλ1 is the maximal ideal of K〈l〉λ1 . Note that the definition of σl does not
depend on the choice of ̟.
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In order to review the definition of Kolyvagin derivatives, we need to introduce
Kolyvagin operators.
Definition 3.6. For l ∈ PN , we define Dl :=
∑#Hl−1
i=1 i · σ
i
l ∈ Z[Hl]. Let n ∈ NN
be any element with prime factorization n =
∏r
i=1 li. Then, we define the Kolyvagin
operator Dn ∈ Z[Hn] by Dn :=
∏r
i=1Dli.
Take any F ∈ IF and n ∈ NF,N .
Lemma 3.7 ([Ru5] Lemma 4.4.2). The image of DncF (n) in H
1(F 〈n〉, (O/πNO)⊗ρ)
is fixed by the action of Hn.
By (C2) and Hochschild–Serre spectral sequence, the restriction map
Res
(n)
F,N,ρ : H
1(F, (O/πNO)⊗ ρ) −→ H1(F 〈n〉, (O/πNO)⊗ ρ)Gal(F 〈n〉/F )
is an isomorphism.
Definition 3.8 (Kolyvagin derivative). Let N˜F ∈ Z[Gal(F 〈n〉/F )] be a lift of the
norm element
NF :=
∑
σ∈Gal(F 〈OK〉/F )
σ ∈ Z[Gal(F 〈OK〉/F )].
We define
κF,N(n; z) := (Res
(n)
F,N,ρ)
−1
(
N˜FDncF (n)
)
∈ H1(F, (O/πNO)⊗ ρ).
By Lemma 3.7, the definition of the cohomology class κF,N(n; z) is independent of the
choice of the lift N˜F . We call the cohomology class κF,N(n; c) the Kolyvagin derivative.
Proposition 3.9 ([Ru5] Theorem 6.5.1). For any F ∈ IF and any n ∈ NF,N , we
have κF,N(n; c) ∈ Sel
pn(F, (O/πNO)⊗ ρ).
3.3. Elliptic units. Here, we recall Euler systems of elliptic units briefly, and set
some notation. We consider the following conditions on the pair (a, g) of ideals of
OK .
(I)1 The ideal a is prime to 6g, and the natural map O
×
K −→ (OK/g)
× is injective.
(I)2 The ideal g is a divisor of the conductor f of K0/K.
Suppose that a pair (a, g) satisfies the condition (I)1. Let K(g) be the ray class field
of K modulo g. Then, we have an elliptic unit azg ∈ K(g)
× in the sense of [Oh1]
Definition 2.3. The element azg satisfies the following properties.
Proposition 3.10. Let (a, g) and (b, g) be pairs the conditions (I)1.
(i) The element azg is a f-unit of K(f). Moreover, if g is not a power of a prime of
OK , then, azg becomes a unit. (See, for instance, [dS] 2.4 Proposition.)
(ii) Let l be a prime of OK not dividing a, then, we have
NK(gl)/K(g)(azgl) =
{
azg (l | g),
(1− Fr−1l ) · azg (l ∤ g),
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where we write the scalar action of 1−Fr−1l ∈ Z[Gal(K(g)/K)] to K(g)
× in the
multiplicative way. (See, for instance, [dS] 2.5 Proposition.)
(iii) We have
(Nb− τb) · azg = (Na− τa) · bzg,
where for any ideal c of OK prime to g, we write τc := (c, K(g)/K). (See, for
instance, [dS] 2.4 Proposition, or [Ka] the equality (15.4.4) in page 253.)
Definition 3.11 (elliptic units). We denote by Σ(K0/K) by the set of primes of OK
consisting of all primes dividing pOK , and all ramified primes in K0/K. Let ψ ∈ ∆̂
be any element, and put Oψ := Zp[Imψ]. Let F ∈ IF , and (a, g) a pair of ideals of
OK satisfying the conditions (I)1 and (I)2. We denote by h by the conductor of F/K.
For any ideal n of OK prime to a, we define
cag(F ; n) := NK(pgnh)/(K0F 〈n〉∩K(pgnh))(azpgnh) ∈ K0F 〈n〉
×.
Then, we obtain an Euler system
c
a
g,ψ :=
{
cag(F ; n)ψ ∈
(
OK0F 〈n〉
[
p−1
]×
⊗Z Zp
)
ψ
⊆ H1
(
F,Oψ
(
χcycψ
−1
))}
F,n
for (K∆∞/K,Σ(K0/K) ∪ Prime(a),Oψ (χcycψ
−1)). We define the set Zell of Euler
systems of elliptic units by
Zellψ :=
{
c
a
g,ψ | the pair (a, g) satisfies (I)1 and (I)2
}
.
4. Construction of the ideal Ci(Z)
Let ρ : GK −→ O
× be a continuous character satisfying the assumptions (C1), (C2)
and (C3). We fix a finite set Σ of primes of OK containing Σ(ρ). We fix a non-empty
set Z =
⋃
a Za of Euler systems, where a runs through all ideals of OK not divided
by primes contained in Σ, and Za ⊆ ESΣ∪Prime(a)(K∆∞/K;O(ρ)).
In this section, we shall construct ideals Ci(Z) of the Iwasawa algebra Λ = O[[Γ]]
by using Kolyvagin derivatives, and show some basic properties of Ci(Z).
In §4.1, we define the ideals Ci(Z), and in §4.2, we show some basic properties of
the ideals Ci(Z).
4.1. Construction of Ci(Z). First, we fix F, F
′ ∈ IF with F ⊆ F ′, and N ∈ Z>0.
We put RF,N := O/πNO[Gal(F/K)]. We shall construct an ideal CF
′
i,F,N(Z) of RF,N
for each i ∈ Z≥0. We need the following notion introduced by Kurihara [Ku1].
Definition 4.1. An element n ∈ NF ′,N(ρ)O is well-ordered if and only if n has a
prime factorization n =
∏r
i=1 li such that li splits completely in K(
∏i−1
j=1 lj) for each
i ∈ {1, 2, . . . , r}. We denote by n ∈ N woF ′,N the subset of NF,N consisting of all the
well-ordered elements.
Let n ∈ N woF,N(ρ)O with the prime factorization n =
∏r
j=1 lj. We write Z
n =⋃
a Za, where a runs through all ideals of OK not divided by any prime contained in
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Σ ∪ Prime(n). Let c ∈ Za be any element. We denote the number of prime divisors
of n by ǫ(n), that is, ǫ(n) := r. We define an ideal CF,N(n; c)O of RF,N by
CF,N(n; c)O :=
{
f(κF,N(n; c)) | f ∈ HomRF,N (H
1(F, (O/πNO)⊗ ρ), RF,N)
}
.
Definition 4.2. For any i ∈ Z≥0, we denote by CF
′
i,F,N(Z)O the ideal of RF,N generated
by
⋃
n
⋃
c∈Zn CF,N(n; c)O, where n runs through all the elements of N
wo
F,N satisfying
ǫ(n) ≤ i, and a+ n = OK .
Now, we shall vary F and N , and construct the ideal Ci(K
∆
∞/K, Z)O of Λ. As
[Oh1] Claim 4.4 and [Oh2] Lemma 4.13, the following lemma holds.
Lemma 4.3. Suppose that F1, F2 ∈ IF and N1, N2 ∈ Z>0 are elements satisfying
F2 ⊇ F1 and N2 ≥ N1. We put Wi := (O/πNiO)⊗ ρ for each i ∈ {1, 2}.
(i) For any RF2,N2-linear map f2 : H
1(F2,W2) −→ RF2,N2, there exists an RF1,N1-
linear map f1 : H
1(F1,W1) −→ RF1,N1, which makes the diagram
H1(F2,W2)
f2 //
CorF2/F1

RF2,N2

H1(F1,W1)
f1 //❴❴❴ RF1,N1
commute, where the left vertical arrow CorF2/F1 is the corestriction map, and
the right one is the natural projection.
(ii) Assume that N1 = N2, and put W := W1 = W2. Then, For any RF1,N -linear
map g1 : H
1(F1,W ) −→ RF1,N , there exists an RF2,N-linear map
g2 : H
1(F2,W ) −→ RF2,N
which makes the diagram
H1(F2,W )
g2 //❴❴❴
CorF2/F1

RF2,N,ψ

H1(F1,W )
g1 // RF1,N,ψ
commute.
Proof. By (C2), the restriction map H1(F1,W2) −→ H1(F2,W2)Gal(F2/F1) is an iso-
morphism. Moreover, by (C2) the map H1(×πN2−N1) : H1(F2,W1) −→ H1(F2,W2)
becomes an injection. Note that the RF2,N -module RF2,N is injective since the injec-
tive RF2,N -module HomZp(RF2,N ,Qp/Zp) is free of rank one. By taking care of these
facts, we can prove Lemma 4.3 by similar arguments to those in the proof of [Oh2]
Lemma 4.13. Indeed, the proof of Lemma 4.3 is reduced to the following two cases:
(A) F1 = F2 and N2 = N1 + 1,
(B) [F2 : F1] = p and N1 = N2.
In each case, we can deduce the assertions as desired similarly to loc. cit. by using
the facts noted above. 
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Let F1, F2, N1, N2 and n be as above. Then, Lemma 4.3 and the norm compatibility
(ES1) of the Euler systems imply that the image of CF2i,F2,N2(Z)O in RF1,N1 is contained
in CF1i,F1,N1(Z)O. We obtain the projective system of the natural homomorphisms{
CF2i,F2,N2(Z)O −→ C
F1
i,F1,N1
(Z)O
∣∣ F2 ⊇ F1 and N2 ≥ N1}
of Λ-modules. We define Ci(Z) as follows.
Definition 4.4. For any i ∈ Z≥0, we define the ideal Ci(K∆∞/K, Z)O of Λ = lim←−RF,N
by the projective limit Ci(K
∆
∞/K, Z)O := lim←−F,N C
F
i,F,N(Z)O. If no confusion arises,
we denote Ci(K
∆
∞/K, Z)O by Ci(Z) or Ci(K
∆
∞/K, Z) for simplicity. For each i ∈ Z≥0
and F, F ′ ∈ IF with F ⊆ F ′, we also define
CF
′
i (F/K,Z) := lim←−
N
CF
′
i,F,N(Z) ⊆ lim←−
N
(O/πNO)[Gal(F/K)] = O[Gal(F/K)].
We put Ci(F/K,Z) = C
F
i (F/K,Z). When F = K, we write C
F ′
i (K,Z) := C
F ′
i (K/K,Z),
and Ci(K,Z) := C
K
i (K,Z).
The definition of the ideal Celli,ψ is as follows.
Definition 4.5. Let ψ ∈ ∆̂ be any element, and Zellψ be the set of Euler systems of
elliptic units introduced in Definition 3.11. We put Oψ := Zp[Imψ]. Then, for any i ∈
Z≥0, we define the ideal C
ell
i,ψ := Ci(K
∆
∞/K, Z
ell
ψ )Oψ . For each i ∈ Z≥0 and F, F
′ ∈ IF
with F ⊆ F ′, we define Cell,F
′
i (F/K)ψ := C
F ′
i (F/K,Z
ell
ψ )Oψ ⊆ Oψ[Gal(F/K)]. We put
C
ell,F ′
i (F/K)ψ = C
ell,F ′
i (F/K)ψ. When F = K, we write C
ell,F ′
i (K)ψ := C
ell,F ′
i (K/K)ψ,
and Celli (K)ψ := C
ell,K
i (K)ψ.
Remark 4.6. Under the assumption that ψ|D∆,p 6= 1 for any prime p above p, we
have cag(F ; n) ∈
(
OK0F 〈n〉 [p
−1]
×
⊗Z Zp
)
ψ
=
(
O×K0F 〈n〉 ⊗Z Zp
)
ψ
for any F ∈ IF , any
pair (a, g) and any n. So, the Euler systems of elliptic units which we use coincides
with those in [Oh1]. By the fact noted in Remark 3.4, we can easily show that our
ideals Celli,ψ coincides with those defined in [Oh1] Definition 4.5.
Remark 4.7. Let F ∈ IF , and N ∈ Z>0. Let ψ ∈ ∆̂ be a character such that
ψ|D∆,l 6= 1 for any l ∈ Σ(K0/K), and ψ 6= ω as a character of GK . In this situation,
we can write Ci,F,N(Z
ell
ψ ) in simpler form. Let f be the conductor of the extension
K0/K, and gψ the conductor of ψ. By Chebotarev density theorem, we can choose
a prime l of OK satisfying ψ|GKv 6= ω|GKv . Then, we have N(l) − ψ(Frl) ∈ O
×
ψ .
Moreover, by the assumption of ψ, we have N(l) − ψ(Frq) ∈ O
×
ψ for any prime q
dividing pfg−1ψ . So, by Proposition 3.10, for any pair (a, h) satisfying the condition
(I)1 and (I)2, there exists x ∈ Oψ[Gal(F/K)] such that c
a
h(F ;O) = x ·c
l
f(F ;O). Hence
for any i ∈ Z≥0 and any N ∈ Z≥0, we have Ci,F,N(Zellψ ) = Ci,F,N({c
l
f,ψ}).
4.2. Basic Properties of Ci(K
∆
∞/K, Z). Here, we show two basic properties of the
ideals Ci(K
∆
∞/K, Z), namely the compatibility for scalar extension of the coefficient
ring and that for specialization via the character of Γ.
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First, let us show the property on the scalar extension of the coefficient ring. Let
L′ be a finite extension field of L, and O′ the ring of integers of L′. We naturally
regard ESΣ(K
∆
∞/K; ρ)O as a subset of ESΣ(K
∆
∞/K; ρ)O′. So, we can define the ideal
Ci(K
∆
∞/K, Z)O′ for each i ∈ Z≥0.
Lemma 4.8. For each i ∈ Z≥0, we have O′Ci(K∆∞/K, Z)O = Ci(K
∆
∞/K, Z)O′.
Proof. Let F ∈ IF and N ∈ Z>0 be any elements. We denote by e the ramification
index of L′/L. By definition, we have N w.o.F,N (ρ)O = N
w.o.
F,eN(ρ)O′. Let n ∈ N
w.o.
F,N (ρ)O
be any element, and and take any c ∈ Zn. In order to prove Lemma 4.8, it suffices
to show that O′CF,N(n; c)O = CF,eN(n; c)O′ . By definition, we have O
′CF,N(n; c)O ⊆
CF,eN(n; c)O′ obviously. So, it is sufficient to show that O′CF,N(n; c)O ⊇ CF,eN(n; c)O′.
Let π be a prime element of O, and π′ that of O′. We put R := O/πNO[Gal(F/K)]
and R′ := O′/π′eNO′[Gal(F/K)]. We identify R′ with O′ ⊗O R. We put [L′ :
L] := n, and fix a basis B := {b1, . . . , bn} of the free O-module O′. Then, the
image B := {b¯1, . . . , b¯n} of B in R′ forms a basis of the free R-module R′. Let
f : H1(F, (O′/πeNO′)⊗ ρ) −→ R′ be any R′-linear map, and put
f (κF,N(n; c)O) = f (κF,eN(n; c)O′) =:
n∑
i=1
y¯ibi,
where yi ∈ R for any i ∈ {1, . . . , n}. We put
W := R · κF,N(n; c)O ⊆ H
1(F, (O/πNO)⊗ ρ).
Then, for each i ∈ {1, . . . , n}, we can define the R-linear map
gi : W −→ R; a¯ · κF,N(n; c)O 7−→ a¯yi.
Since R is an injective R-module, for each i ∈ {1, . . . , n}, we the exists an R-linear
map g˜i : H
1(F, (O/πNO)⊗ ρ) −→ R satisfying g˜i|W = gi. So, we obtain
f (κF,N(n; c)O) =
n∑
i=1
bigi(κF,N(n; c)O) ∈ O
′CF,N(n; c)O.
This completes the proof of Lemma 4.8. 
Next, let us study the (weak) stability of Ci(K
∆
∞/K, Z) under the specialization
via O×-valued continuous characters of Γ. For each continuous character ρ′ : Γ −→
1 + πO, we put Z ⊗ ρ′ := {c⊗ ρ′ | c ∈ Z}. First, we state the two-variable version.
Lemma 4.9 (The weak specialization compatibility). Suppose that Γ ≃ Z2p, and let
γ1, γ2 be topological generators of Γ. For each i ∈ {1, 2}, we define Γi to be the closed
subgroup of Γ topologically generated by γi, and identify Γ2 with Gal(K
∆×Γ1
∞ /K). Let
ρ′ : Γ := Gal(K∆∞/K) −→ 1 + πO be a continuous character satisfying Ker ρ
′ ⊆
Γ2. Then, the image of Ci(K
∆
∞/K, Z) in Λ/(γ1 − ρ
′(γ1)) = O[[Γ2]] is contained in
Ci(K
∆×Γ1
∞ /K, Z ⊗ ρ
′).
Proof. We denote by ordL : L× ։ Z the additive valuation. We put u := ρ′(γ1), and
m := ordp(u− 1) ∈ Z>0. For each n1, n2 ∈ Z≥0, let Kn1,n1 be the maximal subfield of
16 TATSUYA OHSHITA
K∆∞ fixed by γ
pn1
1 and γ
pn2
2 . Fix n ∈ Z≥0. The character ρ
′ induces a character
ρ¯′n : Gal(Kn,n/K) = Gal(Kn,0/K)×Gal(K0,n/K) −→ (O/π
mnO)×,
given by ρ¯′n(σ¯) = ρ
′(σ) mod πmn, where σ denotes a lift of σ¯ in Γ. We put Rn :=
O/πmnO[Gal(Kn,n/K)] and Rn := O/πmnO[Gal(K0,n/K)]. By definition, we have
natural isomorphisms O[[Γ]] ≃ lim←−nRn and O[[Γ2]] ≃ lim←−nRn. We can extend the
character ρ¯n to a homomorphism
evρ′n : Rn = Rn[Gal(Kn,0/K)] −→ Rn
of Rn-algebras, and obtain an O[[Γ2]]-algebra homomorphism
evρ′ := (evρn)n : O[[Γ]] = O[[Γ2]][[Γ1]] −→ O[[Γ2]]; γ1 7−→ ρ(γ1)
whose kernel is (γ1 − u). In order to prove Lemma 4.9, it suffices to show that
evρ′(Ci(K
∆
∞/K, Z)) ⊆ Ci(K
∆×Γ1
∞ /K, Z ⊗ ρ
′).
Note that we have PKn,n,mn(ρ) = PKn,n,mn(ρρ
′). Indeed, if a prime l of OK
splits completely in Kn,n/K, then we have ρ
′(Frl) ∈ 1 + πmnO. Hence we obtain
N w.o.Kn,n,mn(ρ) = N
w.o.
Kn,n,mn(ρρ
′) ⊆ N w.o.K0,n,mn(ρρ
′).
Let n ∈ N w.o.Kn,n,mn(ρ) be any element. Take any element c ∈ Za ⊆ Z
n. We fix an
Rn-linear map f : H
1(Kn,n, (O/πmnO)⊗ ρ) −→ Rn. In order to prove Lemma 4.9, it
is sufficient to prove that evρ¯′n(CKn,n,mn(n; c)) ⊆ CK0,n,mn(n; c⊗ ρ
′). By the definition
of c⊗ ρ′ and Kolyvagin derivatives, we have κKn,n,mn(n; c⊗ ρ
′) = κKn,n,mn(n; c)⊗ ρ¯
′
n
under the natural identification
H1(Kn,n, (O/π
mnO)⊗ ρρ′) = H1(Kn,n, (O/π
mnO)⊗ ρ)⊗ ρ¯′n.
By Lemma 4.3 (i), we have an Rn-linear map g : H
1(K0,n, (O/πmnO) ⊗ ρρ′) −→ Rn
which makes the diagram
(2) H1(Kn,n, (O/π
mnO)⊗ ρ)
f⊗ρ¯′n //
CorKn,n/K0,n

Rn ⊗ ρ¯
′
n
evρ¯′n

twρ¯′n // Rn
pr
{{✇✇
✇
✇
✇
✇
✇
✇
✇
✇
H1(K0,n, (O/πmnO)⊗ ρρ′)
g // Rn
commute, where pr is the projection, and twρ¯′n denotes the homomorphism of O-
modules given by twρ¯′n(σ⊗ ρ¯
′
n) = ρ¯
′
n(σ)
−1σ for each σ ∈ Gal(Kn,n/K). So, we obtain
evρ¯′n(f(κKn,n,mn(n; c))⊗ ρ¯
′
n) = g(CorKn,n/K0,n(κK0,n,mn(n; c⊗ ρ
′)))
∈ CK0,n,mn(n; c⊗ ρ
′).
This completes the proof Lemma 4.9. 
Similarly, we obtain the following one variable version.
Lemma 4.10 (The weak specialization compatibility). Suppose that Γ ≃ Zp, and
let γ be a topological generator of Γ. Let ρ′ : Γ := Gal(K∆∞/K) −→ 1 + πO be a
continuous character. Then, the image of Ci(K
∆
∞/K, Z) in Λ/(γ − ρ
′(γ)) = O is
contained in Ci(K,Z ⊗ ρ
′).
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By the arguments in the proof of Lemma 4.9, we immediately obtain the following.
Corollary 4.11. Let Γ be isomorphic to Zp or Z
2
p. Let I(Γ) be the augmentation
ideal of Λ = O[[Γ]]. Then, the image of Ci(K∆∞/K, Z) in O = Λ/I(Γ) coincides with⋂
F∈IF C
F
i (K,Z).
5. Preliminary results on the ground level
In this section, we introduce a preliminary result on non-variable cases, namely
Proposition 5.1. In this section, all notations follow to those in 4. In particular, we
fix a character ρ : GK −→ O× satisfying the assumptions (C1), (C2) and (C3), and
fix a set Z =
⋃
a Za of Euler systems for (K
∆
∞/K,O(ρ)). The following proposition is
obtained by standard arguments of Euler systems.
Proposition 5.1. Suppose #X(K, ρ) <∞. For any i ∈ Z≥0 and F ∈ IF , we have
CFi (K,Z) ⊆ FittO,i(X(K, ρ)).
Moreover, if we have C0(KZ) = FittO,0(X(K, ρ)), then it holds that
CFi (K,Z) = FittO,i(X(K, ρ))
for any i ∈ Z≥0 and F ∈ IF .
Proposition 5.1 is a well-known fact, which is a variant of [Ru1] Theorem 4.4 for
one dimensional representations of GK . The proof of Proposition 5.1 is also similar
to that of [Ru1] Theorem 4.4. The author does not know the reference which treat
the assertion of Proposition 5.1 in our setting, we review the proof of Proposition 5.1.
In §5.1, we recall the evaluation maps which map elements of the Galois group to
linear forms on Selmer groups. In §5.2, we prove Proposition 5.7, which becomes a
key of the induction arguments using Euler systems. In §5.3, we complete the proof
of Proposition 5.1. In §5.4, we prove Theorem 1.3 by using Proposition 5.1 and the
analytic class number formula.
5.1. Evaluation maps. In this and the next subsections, we fix a positive integer
N ∈ Z>0. Here, we introduce some “evaluation maps” from a Galois groups to
the dual of a Galois cohomology groups. Note that various important maps in the
theory of Euler systems, like finite singular comparison maps, are described in terms
of evaluation maps.
Let ρ¯N : GK −→ (O/πNO)× be the modulo-πN reduction of ρ, and χ¯cyc,N the
modulo-πN reduction of the cyclotomic character. We define ΩN to be the composite
field of K(µpN ) and (KΣ)
Ker ρ¯N . By (C2), the restriction maps
H1(K, (O/πNO)⊗ ρ) −→ Hom(GΩN , (O/π
NO)⊗ ρ)
H1(K, (O/πNO)⊗ χcycρ
−1) −→ Hom(GΩN , (O/π
NO)⊗ χcycρ
−1)
are injective. By the identifications
(O/πNO)⊗ ρ = O/πNO = (O/πNO)⊗ χcycρ
−1
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via the choice of basis, the restriction maps induce the group homomorphisms
EvN : GΩN −→ HomO
(
H1(K, (O/πNO)⊗ ρ),O/πNO
)
,
Ev∗N : GΩN −→ HomO
(
H1(K, (O/πNO)⊗ χcycρ
−1),O/πNO
)
called the evaluation maps. Note that the assumption (C2) implies that
H1(ΩN/K, (O/π
NO)⊗ ρ) = H1(ΩN/K, (O/π
NO)⊗ χcycρ
−1) = 0.
So, the following lemma follows from similar arguments to those in the proof of [Ru5]
Lemma 7.2.4.
Lemma 5.2. For any integer N0 satisfying N ≥ N0, we have
OEvN0(GΩN ) = HomZp
(
H1(K, (O/πN0O)⊗ ρ),O/πN0O
)
,
OEv∗N0,X(GΩN ) = XN0(K, ρ)
Let l ∈ PK,N . By the Hochschild–Serre spectral sequence, we have isomorphisms
H1f (Kl, (O/π
NO)⊗ ρ) ≃ H1(OK/l, (O/π
NO)⊗ ρ),
H1s (Kl, (O/π
NO)⊗ ρ) ≃ Hom(Gal(Kabl /K
ur
l ), (O/π
NO)⊗ ρ),
where Kabl (resp. K
ur
l ) denotes the maximal abelian (resp. unramified) extension field
of Kl So, we have the following lemma.
Lemma 5.3 ([Ru5] Lemma 1.4.7). Let l ∈ PK,N . Fix a lift Frl ∈ Gal(K l/Kl) of Frobe-
nius element and a lift σ˜l ∈ Gal(K l/Kl) of σ ∈ Gal(K〈l〉lK〈l〉/Kl) = Hl. Evaluating
cocycles on Frl and σl induces isomorphisms
Evl,fF,N(Frl) : H
1
f (Kl, (O/π
NO)⊗ ρ)
≃
−−→ (O/πNO)⊗ ρ = O/πNO,
Evl,sF,N(σ˜l) : H
1
s (Kl, (O/π
NO)⊗ ρ)
≃
−−→ (O/πNO)⊗ ρ = O/πNO
of O-modules respectively. The definition of EvF,N(Frl) and EvF,N(σ˜l) is independent
of the choice of the lifts Frl and σ˜l, but depends on the choice of e.
Definition 5.4. Let l ∈ NK,N be any element. We call the composite map
(·)l,sN, : H
1(K, (O/πNO)⊗ ρ)
res.
−−−→ H1(Kl, (O/π
NO)⊗ ρ)
−→ H1s (Kl, (O/π
NO)⊗ ρ)
Evl,sF,N (σ˜l)
−−−−−→ O/πNO
the localization map, and the composite map
φlN : Ker(·)
l,s
N
res.
−−−→ H1f (Kl, (O/π
NO)⊗ ρ)
Evl,fN (Frl)−−−−−→ O/πNO
the finite-singular comparison map.
Remark 5.5. Let l ∈ PN (ρ). Then, we have σ˜l,Frl ∈ GΩN , and the following hold.
(i) For any element x ∈ H1(K, (O/πNO)⊗ ρ), we have (x)l,sN = EvN (σ˜l)(x).
(ii) For any element x ∈ Ker(−)l,sN , we have φ
l
N(x) = EvN (Frl)(x).
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Proposition 5.6 ([Ru5] Theorem 4.5.1 and [Ru5] Theorem 4.5.4). Let n ∈ NN .
Then, for any prime divisor l of n, we have (κK,N(n; c))
l,s
N = φ
l
N (κK,N(n/l; c)) .
5.2. Application of the Chebotarev density theorem. Recall that we have fixed
a collection of embeddings {lK : K →֒ K l}l satisfying the condition (Chb) in §1. We
can deduce the following lemma by the standard arguments using the choice (Chb).
Proposition 5.7. Let N and N0 be integers satisfying N ≥ N0 > 0, and F ∈ IF
any element. Let n ∈ N w.o.F,N (ρ). Suppose that the following are given:
• an element [c] ∈ Ev∗N (GΩN ) ⊆ XN(K, ρ).
• an O/πN0O-submodule W of H1(K, (O/πN0O)⊗ ρ) of finite order;
• an O/πN0O-linear map ψ : W −→ O/πN0O.
Then, there exist infinitely many q ∈ PF,N(ρ) satisfying the following.
(i) The prime q splits completely in F 〈n〉/K.
(ii) We have Ev∗N,X(Frq) = [c].
(iii) The group W is contained in the kernel of (−)q,sN0, and there exists an element
u ∈ O× satisfying ψ(x) = uφqN0(x) for any x ∈ W .
Proof. Let L1 be the maximal subfield of K fixed by the kernel of the evaluation
map Ev∗N,X : GΩN −→ XN(K, ρ), and L2 that fixed by the kernel of
EvN0,W : GΩN −→ HomZp
(
W,O/πN0O
)
; σ 7−→ EvN0(σ)|W .
We put L3 := F 〈n〉 · ΩN (µpN ). The extensions L1, L2 and L3 are Galois over K, and
Gal(L1/ΩN ), Gal(L2/ΩN ) and Gal(L3/ΩN ) are abelian p-groups equipped with the
actions of Gal(ΩN/K). We define the composite field L := L1 ·L2 ·F (µpN ). Note that
the extension L/K is Galois. By (C1) and (C2), the fields L1, L2 and L3 are linearly
disjoint over ΩN . Indeed, the Jordan–Ho¨lder constituents of the O[Gal(ΩN/K)]-
module Gal(L1/ΩN ) ⊗Zp O (resp. Gal(L2/ΩN ) ⊗Zp O and Gal(L3/ΩN) ⊗Zp O) are
isomorphic to k(χ¯cycρ¯
−1) (resp. k(ρ¯) and k). Hence by Lemma 5.2, we have an element
σ ∈ Gal(L/L3) satisfying Ev
∗
N,X(σ) = [c] and uEvN,W (σ) = ψ for some u ∈ O
×.
(Note that since W is a cyclic O-module, there exists a unit u ∈ O× such that
u−1ψ ∈ EvN0(GΩN ).) Let Σ
′ be a finite set of prime ideals of OK contained in Σ
consisting of that contained in Σ, that dividing n, and that ramified in L/K. By
the choice of the collection {lK : K →֒ K l}l, there exist infinitely many primes q not
contained in Σ′ such that the arithmetic Frobenius at qL in Gal(L/K) coincides with
σ. Such primes q are contained in PF,N(ρ), and satisfy (i), (ii) and (iii). 
5.3. Proof of Proposition 5.1. Now let us complete the proof of Proposition 5.1.
We assume that the order ofX(K, ρ) is finite, and let E be the length of the O-module
X . Fix F ∈ IF . We put N > 2E. For each pair (m1, m2) ∈ Z2>0 with m1 ≥ m2, let
prm1,m2 : O/π
m1O −→ O/πm2O be the projection.
Fix i ∈ Z≥0. Let n ∈ N
w.o
F,N(ρ) be an element satisfying ǫ(n) = i, and take any
element c ∈ Za ⊆ Z
n. We denote by Y the quotient O-module of X(K, ρ) by the
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submodule generated by the subset {Ev∗N(Frl) | l ∈ Prime(n)}. The O-module Y is
decomposed into a direct sum of finitely many cyclic O-submodules of finite order. We
write Y =
⊕r
j=1Oc¯j and Oc¯j ≃ O/π
ejO. We may assume that ej ≥ ej+1 for each j.
By Lemma 5.2, we may assume that there exists the sequence {c′j}
r
j=1 ⊆ Ev
∗
N,X(GΩN )
satisfying the following property.
(A) For any j, the image of c′j in Y/
∑j−1
ν=1Oc¯ν coincides with that of c¯j .
Take any O-linear map f : H1(F, (O/πNO) ⊗ ρ) −→ O/πNO. In order to prove the
first assertion of Proposition 5.1, it suffices to show that
(3) (prN,N−E ◦ f)(κK,N(n; c)) ∈ FittO,0(Y ) · Cr+i,K,N−E(Z).
Indeed, by the definition of higher Fitting ideals, we can easily show the following.
Lemma 5.8. Let R be a commutative ring, and M a finitely presented R-module.
Let s ∈ Z>0 be any positive integer, and M ′ an R-submodule of M generated by s
elements x1, . . . , xs ∈M . Then, we have FittR,0(M/M ′) ⊆ FittR,s(M).
We put W0 := O · κK,N(n; c). By Proposition 5.7, there exists an element l1 ∈
PF,N(ρ) prime to a satisfying Ev
∗
N (Frl1) = c1 and f |W0 = u1φ
l1
N |W0 for some u1 ∈ O
×.
Let us take l2, . . . , lr+1 ∈ PF,N(ρ) not dividing a satisfying the following properties.
(a) For each j ∈ {2, . . . , r + 1}, the prime lj splits completely in F 〈nj−1〉/K, where
we put nj−1 := n
∏j−1
ν=1 lν .
(b) For each j ∈ {2, . . . , r + 1}, we have Ev∗N(Frlj) = c
′
j. (Here, we put c
′
r+1 := 0.)
(c) Let j ∈ {2, . . . , r+1}. Put nj−1 := n
∏j−1
ν=1 l and Nj−1 := N −
∑j−1
ν=1 eν . We define
Wj−1 := OκK,Nj−1(nj−1; c). Then, there exists an element uj ∈ O
× such that
(·)
lj−1,s
Nj−1
= ujπ
ej−1φ
lj
Nj−1
|Wj−1.
In order to take such a sequence {lj}
r+1
j=1, we need to prove the following lemma.
Lemma 5.9. Let j be an integer with 2 ≤ j ≤ r, and l2, . . . , lj ∈ PF,N(ρ) primes
satisfying the conditions (a), (b) and (c) above. Then, there exists an O-linear map
ψ¯j : Wj −→ O/π
NjO satisfying (·)
lj,s
Nj
|Wj = π
ej ψ¯j.
Proof. Put x := κK,Nj−1(nj ; c) and x¯ := κK,Nj(nj ; c). Let
ν : O/πNjO
≃
−−→ πejO/πNj−1O
be the isomorphism of O-modules defined by a 7→ aπej . We shall define the map
ψ¯j : W −→ O/πNjO by ψ¯j(ax¯) = ν−1((ax)
lj ,s
Nj
) for any a ∈ O. Once such ψ¯j is
defined, the map ψ clearly satisfies the desired condition. In order to prove Lemma
5.9, it is sufficient to show that ψ¯j is well-defined.
Suppose that an element a ∈ O satisfies ax¯ = 0. Then, we have
πejax = H1(ν ⊗ ρ)(ax¯) = 0,
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where H1(ν ⊗ ρ) : H1(K, (O/πNjO) ⊗ ρ) −→ H1(K, (O/πNj−1O) ⊗ ρ) is the map
induced by ν ⊗ ρ : (O/πNjO) ⊗ ρ −→ (O/πNj−1O) ⊗ ρ. Let d ∈ Z>0 be the integer
such that annO(x;H
1(K, (O/πNj−1O)⊗ ρ)) = πdO. Then we obtain
(4) a ∈ πd−ejO.
Put m := max{d−Nj , 0}. Then, by definition, we have 0 ≤ m ≤ ej . By Lemma 2.2,
we have a surjection
H1(ν ⊗ ρ) : Selpnj(K, (O/πNjO)⊗ ρ) // // Selpnj(K, (O/πNj−1O)⊗ ρ)[πNj ].
There exists an element y¯ ∈ Selpnj(K, (O/πNjO)⊗ρ)) such that H1(ν⊗ρ)(y¯) = πmx.
We obtain ν((y¯)
lj ,s
Nj
) = (H1(ν ⊗ ρ)(y¯))
lj ,s
Nj−1
= πm(x)
lj ,s
Nj−1
.
For each ν ∈ {j−1, j}, let Yν be the (O/πNjO)-submodule of XNj (K, ρ) = X(K, ρ)
generated by {Ev∗N(Frl) | l | nν}. Since Yj/Yj−1 is generated by cj, we have
ann(O/πNjO)(Yj/Yj−1) = ann(O/πNjO)(c¯j; Y ) = π
ejO/πNjO.
Since y¯ ∈ Selpnj(K, (O/πNjO) ⊗ ρ), the global duality of Galois cohomology implies
that (y¯)
lj ,s
Nj
∈ πejO/πNj . (For instance, see Theorem 1.7.3.) So, we have
πm(x)
lj ,s
Nj−1
∈ π2ejO/πNj−1 .
Since d−Nj ≤ m ≤ ej < 2ej, we have
(x)
lj ,s
Nj−1
∈ π2ej+Nj−dO/πNj−1 = πej−d+Nj−1O/πNj−1 .
Hence by (4), we obtain (ax)
lj ,s
Nj−1
= a(x)
lj ,s
Nj−1
= 0. This implies that the map ψ¯j is
well-defined. 
Proof of Proposition 5.1. Let j ∈ {1, 2, . . . , r}. Suppose that we have taken primes
l1, . . . , lj ∈ PF,N(ρ) satisfying (a), (b) and (c). Let us take the next prime lj+1.
By Proposition 5.7, we can take a prime ideal lj+1 ∈ PF,N(ρ) splitting completely in
F 〈nj〉/K, and satisfying Ev
∗
N(Frlj+1) = c
′
j+1 and ψ¯ = uj+1φ
lj+1
Nj
|Wj for some uj+1 ∈ O
×,
where ψ¯j : Wj −→ O/πNjO is the map introduced in Lemma 5.9. This prime lj+1
clearly satisfies (a), (b) and (c). By using the sequence {lj}j, we have
(prN,N−E ◦ f)(κK,N(n; c)) = u1 · · ·ur+1π
e1+···+erφ
lr+1
N−E(κK,N−E(nr; c))
∈ πe1+···+erCi+r,K,N−E(Z)
= FittO,0(Y ) · Ci+r,K,N−E(Z).
Hence we obtain (3), and complete the proof of the first assertion of Proposition 5.1.
Let us show the second assertion. Suppose that the ideal C0(K,Z) is equal to
FittO,0(X(K, ρ)). We take an integer N satisfying N > 3E. Since any ideal of
O/πNO is principal, we have an element c ∈ Z and a homomorphism
f0 : H
1(F, (O/πNO)⊗ ρ) −→ O/πNO
of O-modules satisfying
f0(κK,N(OK ; c)) · O/π
NO = FittO,0(X(K, ρ)).
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We put n := OK , and Y := X(K, ρ). We newly write X(K, ρ) =
⊕r
j=1Oc¯j and Oc¯j ≃
O/πejO. We may assume that there exists a sequence {c′j}
r
j=1 ⊆ Ev
∗
N,X(GΩN ) satisfy-
ing the condition (A) for the present {c¯j}
r
j=1. We take a sequence of primes {lj}
r+1
j=1 ⊆
PF,N(ρ) satisfying the conditions (a)–(c) for the new tripe (n(= O), {cj}j, f0). Then,
for any i ∈ Z with 0 ≤ i ≤ r, we have an equality
(5) (prNi,N−E ◦ φ
li+1
Ni
)(κK,N(ni; c)) = u
′
iπ
∑r
j=i+1 ejφ
lr+1
N−E(κK,N−E(nr; c))
in O/πN−2EO, where u′i is a unit of O. Since we assume that C0(K,Z) is equal
to FittO,0(X(K, ρ)), it follows from the equality (5) for i = 0 that the element
φ
lr+1
N−E(κK,N−E(nr; c)) belongs to (O/π
NO)×. So, by the equality (5), we obtain
Ci(K,Z) ⊇ FittO,i(X(K, ρ))
for any i ∈ Z≥0. Hence by combining with the first assertion, we obtain the second
assertion of Proposition 5.1. 
5.4. Proof of Theorem 1.3. Let ψ ∈ ∆̂ be a character satisfying ψ|D∆,p 6= 1 for any
prime p above p. IfK0 contains µp, we also assume that ψ 6= ωψ−1 and ψ|D∆,p 6= ω|D∆,p
for any prime p above p. Recall that we put Oψ := Zp[Imψ] and Xψ = X(χcycψ−1)
in §1. Here, we shall prove Theorem 1.3, namely the assertion that for any i ∈ Z≥0,
we have
FittΛψ ,i(Xψ) + I(Γ) = C
ell
i,ψ + I(Γ).
First, let us recall a result related to the analytic class number formula. Let C
be the Zp[∆]-subgroup of E := OK0 [p
−1]× ⊗Z Zp consisting of elliptic units. Namely,
Cψ is an Zp[∆]-submodule generated by all the roots of unity contained in K0 and
cag(K;O)ψ for any pair (a, g) satisfying (I)1 and (I)2. Note that we have a natural
isomorphism Eχ ≃ (O
×
K0
⊗Z Zp)ψ, which is written by E(K0)ψ in [Ru3], since ψ|D∆,p
is non-trivial for any prime p above p. We also note that our Cψ coincides with
the Oψ-submodule C(K0)
ψ of E(K0)
ψ in the notation of [Ru3]. Recall that we write
A(K0),ψ := X(K,χcycψ
−1) in the notation of §1. By Proposition 5.1 for i = 0 and
ρ = χcycψ
′−1 (with general non-trivial ψ′ ∈ ∆̂) combined with the analytic class
number formula described in terms of elliptic units, we have
(6) FittOψ ,0(A(K0)ψ) = C0(K,Z
ell
ψ ).
(See [Ru3] Theorem 1.)
Proof of Theorem 1.3. Let i ∈ Z≥0. By Lemma 2.6 (for ρ = 1), the image of
FittΛψ,i(Xψ) in Oψ = Λψ/I(Γ) coincides with FittOψ,0(A(K0)ψ). By Corollary 4.11,
the image of Celli,ψ in Λψ/I(Γ) coincides with
⋂
F∈IF C
ell,F
i (K)ψ. Note that by the second
assertion of Proposition 5.1 and (6), we have FittOψ ,i(A(K0)ψ) = C
ell,F
i (K)ψ for any
F ∈ IF . Hence the image of Celli,ψ in Λ/I(Γ) coincides with that of of FittΛψ ,i(Xψ). 
EULER SYSTEMS OF ELLIPTIC UNITS AND THE PSEUDO-ISOMORPHISM CLASS 23
6. Proof of Theorem 1.1
Here, let us complete the proof of Theorem 1.1. Let ψ ∈ ∆̂ be a character satisfying
ψ|D∆,p 6= 1 for any prime p above p. If K0 contains µp, we also assume that ψ 6= ωψ
−1
and ψ|D∆,p 6= ω|D∆,p for any prime p above p. We put Oψ := Zp[Imψ], and Λψ :=
Oψ[[Γ]]. Then, for any i ∈ Z≥0, we have defined an ideal Celli,ψ of Λψ in Definition 4.5.
Our goal is the proof of the inequality Celli,ψ ≺ FittΛψ,i(Xψ).
In 6.1, we prove Theorem 1.1 for one variable cases, and in 6.2, Theorem 1.1 for
two variable cases.
6.1. One variable cases. In this subsection, suppose that Γ ≃ Zp, and fix a topo-
logical generator γ of Γ. Let L be a finite extension field of Qp, and O the ring of
integers in L. We identify the Iwasawa algebra Λ = O[[Γ]] with the ring O[[T ]] of
formal power series by the isomorphism Λ ≃ O[[T ]] of O-algebras given by γ 7→ 1+T .
Let ρ : G −→ O× be a character satisfying the assumptions (C1), (C2) and (C3). We
put X := X(K∆∞/K, ρ)O. We fix a finite set Σ of primes of OK containing Σ(ρ).
Let Z be a non-empty finite subset of ESΣ(K
∆
∞; ρ)O. Theorem 1.1 for one variable
cases follows from the following theorem on general characters, which is a goal of this
subsection.
Theorem 6.1. Suppose that the Iwasawa µ-invariant of X is 0. Let i ∈ Z≥0, and P a
height one prime ideal of Λ containing FittΛ,i(X). We define two integers α = αi(P)
and β = βi(P) by FittΛP,i(XP) = P
αΛP and Ci(K
∆
∞/K, Z)ΛP = P
βΛP respectively.
Then, we have βi(P) ≥ αi(P).
Proof. We shall prove Theorem 6.1 by using the method developed in [MR] §5.3.
Since the µ-invariant of X is 0, we may assume that P 6= πΛ, namely, the ideal P is
a principal ideal generated by an irreducible distinguished polynomial f(T ) ∈ O[T ].
Let c ∈ L be a root of f(T ), and put L′ := L(c). By Lemma 4.8, we may replace L
by L′, and let f(T ) = T − c. For each n ∈ Z>0, we put fn(T ) = T − c − πn, and
Pn := fnΛ.
Definition 6.2. Let {xn}n∈Z≥0 and {yn}n∈Z≥0 be sequences of real numbers. We
write xn ≺ yn if and only if lim supn→∞(yn − xn) <∞. We write xn ∼ yn if and only
if we have xn ≺ yn and yn ≺ xn.
By the structure theorem of finitely generated torsion Λ-modules, we can deduce
the following lemma immediately.
Lemma 6.3. Let Y be a finitely generated Λ-module, and C a non-negative integer
satisfying FittΛP,i(Y ) = P
CΛP. For each n ∈ Z>0, we define C(n) ∈ Z≥0 by
FittO,i(Y ⊗Λ Λ/Pn) = π
C(n)O.
Then, we have C(n) ∼ Cn.
Let ρ′n : Γ −→ 1+πO the unique continuous character satisfying ρ
′
n(γ) = 1+c+π
n.
By Lemma 2.6 (i), we have X⊗Λ (Λ/Pn) ≃ X(K, ρρ
′
n) and by Lemma 4.10, the image
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of Ci(K
∆
∞/K, Z) in Λ/(T − c) = O is contained in Ci(K,Z ⊗ ρ
′
n). We put
FittΛ,i(X(K, ρρ
′
n)) = π
α¯(n),
Ci(K,Z ⊗ ρ
′
n) = π
β¯(n).
By Proposition 5.1 and Lemma 6.3, we have
αi(P)n ∼ α¯(n) ≤ β¯(n) ≺ βi(P)n.
Hence we obtain αi(P) ≤ βi(P). This completes the proof. 
6.2. Two variable cases. Here, let us consider the two-variable cases, that is,
the case when Γ ≃ Z2p. Here, we put O := Oψ = Zp[Imψ], and X := Xψ =
X(K∆∞/K, χcycψ
−1). Let Z := Zellψ be the set of Euler systems of elliptic units intro-
duced in Definition 3.11, and we write Ci := C
ell
i,ψ = Ci(K
∆
∞/K, Z)O for each i ∈ Z≥0.
In order to prove Theorem 1.1, it is sufficient to show that Ci ≺ FittΛ,i(X) for any
i ∈ Z≥0.
We fix topological generators γ1 and γ2 of the group Γ ≃ Z2p. We define
E := {(a1, a2) ∈ Z
2
p | a1Zp + a2Zp = Zp}.
By definition, for any (a1, a2) ∈ E , the closed subgroup H topologically generated by
γa11 γ
a2
2 satisfies H ≃ Zp and Γ/H ≃ Zp. Conversely, a closed subgroup H satisfying
H ≃ Zp and Γ/H ≃ Zp is generated by an element γ
a1
1 γ
a2
2 with (a1, a2) ∈ E .
Lemma 6.4. Let (a1, a2) and (b1, b2) be any elements of E . Suppose that the ideal
(γa11 γ
a2
2 − 1, π) of Λ coincides with (γ
b1
1 γ
b2
2 − 1, π). Then, there exists an element
e ∈ Z×p satisfying (b1, b2) = (ea1, ea2).
Proof. Take topological generators γ′1, γ
′
2 of Γ satisfying γ
′
1 = γ
a1
1 γ
a2
2 . Let (b
′
1, b
′
2) ∈ E
be the unique element satisfying γ′1
b′1γ′
b′2
2 = γ
b1
1 γ
b2
2 . Then, we have
Λ/(γ′1 − 1, π) = Λ/(γ
a1
1 γ
a2
2 − 1, γ
b1
1 γ
b2
2 − 1, π) = Λ/(γ
′
1 − 1, γ
′
2
b′2 − 1, π).
Let Γ2 be the closed subgroup of Γ topologically generated by γ
′
2. Then, we have
Λ/(γ′1 − 1, π) ≃ k[[Γ2]] ≃ k[[x]]; γ
′
2 ←→ 1 + x.
On the other hand, the O-algebra Λ/(γ′1−1, γ
′
2
b′2−1, π) ≃ k[[Γ2]]/(γ′2
b′2−1) is isomor-
phic to k[[Γ2]] if and only if b
′
2 = 0. Hence we obtain (b1, b2) = (b
′
1a1, b
′
1a2). Moreover,
since (b′1, 0) ∈ E , we also have b
′
1 ∈ Z
×
p . This completes the proof of Lemma 6.4. 
Lemma 6.5. Let I and J be ideals of Λ whose heights at least two. Then, there
exists an element (a1, a2; u) ∈ E × (1 + πO) such that the images of I and J in
Λ/(γa11 γ
a2
2 − u) are ideals of Λ/(γ
a1
1 γ
a2
2 − u) whose heights are at least two.
Proof. In order to prove Lemma 6.5, we shall introduce some notations. Let I be an
ideal of Λ. We denote by Assoc(I) be the set of associated ideals of the Λ-module Λ/I
whose height is two. Since the ring Λ is Noetherian, the sets Assoc(I) is a finite set
consisting of all minimal prime ideals containing I. We define the subset Assoc0(I)
of Assoc(I) to be the collection of all the elements written in the form (γa11 γ
a2
2 − 1, π)
for some (a1, a2) ∈ E .
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For each p ∈ Assoc0(I)∪Assoc0(I), we fix an element (a1(p), a2(p)) ∈ E satisfying
p = (γ
a1(p)
1 γ
a2(p)
2 − 1, π). Since #P
1(Zp) =∞, we can take an element (a1, a2) ∈ E not
contained in ⋃
p∈Assoc0(I)∪Assoc0(J )
Z×p · (a1(p), a2(p)).
Let q ∈ Assoc(I) ∪Assoc(J ) be any element, and put
S(q) := {u ∈ 1 + πO | γa11 γ
a2
2 − u ∈ q}.
Let us show the following claim.
Claim 6.6. We have #S(q) ≤ 1.
Proof of Claim 6.6. Suppose that there exist two elements u0, u1 ∈ 1+ πO satisfying
γa11 γ
a2
2 − ui ∈ q for each i = 1, 2. Then we have u1− u0 ∈ q. If u1 6= u0, then we have
q ∈ Assoc0(I) ∪ Assoc0(J ). However, by Lemma 6.4 and the choice of (a1, a2) ∈ E ,
the prime ideal q never belongs to Assoc0(I) ∪ Assoc0(J ). Hence we deduce that
u1 = u0. 
Let us complete the proof of Lemma 6.5. We put
S :=
⋃
q∈Assoc(I)∪Assoc(J )
S(q).
It follows from Claim 6.6 that S is a finite set. Let u ∈ (1 + πO) \ S be any element.
Then, by definition, for any q ∈ Assoc(I) ∪ Assoc(J ), we have γa11 γ
a2
2 − u /∈ q. This
implies that the images of I and J in Λ/(γa11 γ
a2
2 − u) are ideals of Λ/(γ
a1
1 γ
a2
2 − u)
whose heights are at least two. Hence we obtain Lemma 6.5. 
Proof of Theorem 1.1. Let i ∈ Z≥0. We fix F,G ∈ Λ satisfying FittΛ,i(Xψ) ∼ FΛ and
Ci ∼ GΛ. By the inequality (1) following from [Oh1] Theorem 1.1, there exists an
element A ∈ Λ satisfying F = AG. Put I := F−1 FittΛ,i(Xψ) and I := G
−1Ci,ψ. Let
(a1, a2; u) ∈ E × (1 + πO) be as in the the assertion of Lemma 6.5, and let F¯ (resp.
G¯ and A¯) denotes the image of F (resp. G and A) in Λ := Λ/(γa11 γ
a2
2 − u). We have
IΛ ∼ JΛ ∼ Λ. We fix topological generators γ′1, γ
′
2 of Γ satisfying γ
′
1 = γ
a1
1 γ
a2
2 . There
exists a unique continuous character ρ′ : Γ −→ 1 + πO ⊆ O× satisfying ψ′(γ′1) = u
and ψ′(γ′2) = 1. By Lemma 2.6 (ii) and Lemma 4.9 imply that we have
F¯Λ ∼ FittΛ,i(X(K
∆×Γ2
∞ /K, χcycψ
−1ρ′)),
G¯Λ ≺ Ci(K
∆×Γ2
∞ /K, Z ⊗ ρ
′).
By Theorem 6.1 for ρ := χcycψ
−1ρ′, there exist an element B¯ ∈ Λ satisfying G¯ = B¯F¯ .
So, we obtain G¯ = B¯A¯G¯. Since Λ is an integral domain, we have B¯A¯ = 1¯. This
implies that A ∈ Λ×. Hence FΛ = GΛ. 
Remark 6.7. In Ochiai’s article [Oc], he used linear elements (of the ring of power
series) in the specialization arguments. Instead of linear elements, we use continuous
characters of Γ ≃ Z2p in order to keep the Iwasawa algebra to be the completed group
ring after the specialization.
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Remark 6.8. The inequality (1) allows us to simplify the arguments in this subsec-
tion significantly. In general, without the inequality like (1), we need to take infinitely
many specializations in order to reduce a two variable problem to one variable prob-
lems. (For instance, see [Oc] Proposition 3.6.) However, we have just seen that thanks
to the inequality (1), we may take only one good height one prime in order to reduce
the problem in the two-variable case to that in the one-variable case.
7. Burns–Kurihara–Sano’s ideals and Celli
All the notation of this section follows §1. We fix an imaginary quadratic field K,
and the extension K∞/K.
Under the assumption of the equivariant Tamagawa number conjecture in a certain
form, by using Rubin–Stark elements, Burns, Kurihara and Sano constructed certain
ideals which is equal to the higher Fitting ideals of an S-truncated, T -modified Selmer
group. In this section, we compare our ideals Celli (F/K) with the ideals constructed
by Burns–Kurihara–Sano. When p is a prime number splitting in K/Q, and not
dividing #Cl(K), we shall prove that Celli (F/K)ψ coincides with the ψ-part of Burns–
Kurihara–Sano’s ideal for certain characters ψ ∈ ∆̂.
In §7.1, we introduce the p-part of three conjectures (restricted to our setting): the
leading term conjecture LT(M/K)p, the Rubin–Stark conjecture RS(M/K, S, T, V )p
and the Mazur–Rubin–Sano conjecture MRS(L/M/K, T,W )p, where M and L are
certain abelian extension fields of K satisfyingM ⊆ L, and S, T, V andW are subsets
of PK satisfying certain conditions. Note that LT(M/K)p is a conjecture equivalent
to the p-part of the equivariant Tamagawa number conjecture ([BF] Conjecture 4
(iv)) for the pair (h0(Spec(M),Z[Gal(M/K)])). As we review later, Burns, Kurihara
and Sano proved that the conjectures RS(M/K, S, T, V )p andMRS(L/M/K, T,W )p
follow from LT(L/K)p. (See [BKS] Theorem 5.11 and Theorem 5.15.) In §7.2, we
recall Bley’s result ([Bl] Theorem 4.2) on the equivariant Tamagawa number conjec-
ture over imaginary quadratic fields. In §7.3, we recall the results ([BKS] Corollary
1.7) on higher Fitting ideals by Burns, Kurihara and Sano. In §7.4, we compare our
ideals Celli (F/K) with the ideals constructed by Burns–Kurihara–Sano.
7.1. Equivariant Tamagawa number conjecture and related conjectures.
Here, we set the general notation used in this section. Let M/K be a finite abelian
extension. We put G := Gal(M/K). For any subset Q of PK , we denote by QM the
set of all places of M lying above a place contained in Q. Let S be a finite set of
places of K containing all infinite places and all ramified places in M/K. Let T be a
non-empty finite set of finite places of K such that
O×M,S,T := {u ∈ O
×
M,S | u ≡ 1 mod w for all w ∈ TM}
is a torsion free Z-module. We denote by ClTS (M) the quotient group of the ray class
group of M modulo
∏
w∈TM
w by the subgroup generated by all the classes of the
prime ideals in SM .
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We define YM,S :=
⊕
w∈SM
Z · w to by a free abelian group generated by SM .
We put XM,S := Ker(YM,S
Σ
−→ Z), where Σ is the total sum of coefficients. (Do not
confuse XM,S with the Iwasawa module Xψ.) The abelian groups XM,S and YM,S have
Z[G]-module structure naturally. After taking R⊗Z (−), we have an isomorphism
λM,S : RO
×
M,S,T
≃
−−→ RXM,S; u 7−→ −
∑
w∈SM
log |u|w
called the regulator map.
Let A be a commutative ring. We denote by P(A) the category of graded invertible
A-modules in the sense of [KM] Chapter I. We denote by Dpis(A) be the subcategory
of the derived category D(M≀⌈R) of R-module whose objects are perfect complexes,
and whose morphisms are quasi-isomorphisms. In [KM], the determinant functor
detA : D
pis(A) −→ P(A). is defined. For details, see [KM] Chapter I, in particular
Definition 1.
Let us recall the definition of L-functions which we consider. Let Ĝ := Hom(G,Q)
be any character, and we regard χ as a C-valued character via the fixed embedding
Q →֒ C. Then, we define
LK,S,T (χ, s) :=
∏
v∈T
(1− χ(Frv)Nv
1−s)
∏
v/∈S
(1− χ(Frv)Nv
−s)−1.
Note that this product absolutely converge in the domain defined by Re(s) > 1. The
function LK,S,T (χ, s) can be meromorphically continued to the whole plane C, and
holomorphic on C \ {1}. Let rχ,S be the vanishing order of LK,S,T (χ, s) at s = 0. For
each positive integer r ≤ rχ,S, we define
L
(r)
K,S,T (χ, 0) := lims→0
srχ,SLK,S,T (χ, s).
Then, we put
θ
(r)
M/K,S,T (0) :=
∑
χ∈Ĝ
L
(r)
K,S,T (χ
−1, 0)eχ ∈ C[G],
where eχ is the idempotent of C[G] corresponding to the χ-component. We define
‘the leading coefficient’ θ∗M/K,S,T (0) at s = 0 by
θ∗M/K,S,T (0) :=
∑
χ∈Ĝ
L
(rχ,S)
K,S,T (χ
−1, 0)eχ ∈ C[G].
Note that θ
(r)
M/K,S,T (0) and θ
∗
M/K,S,T (0) belongs to R[G].
7.1.1. Leading term conjecture. First, we introduce a variant of Tamagawa number
conjecture called the leading term conjecture.
Let RΓc,T ((OM,S)W ,Z) be the complex of Z[G]-modules called the ‘Weil-e´tale co-
homology’ complex in the sense of [BKS] Proposition 2.4. We define
RΓT ((OM,S)W ,Gm) := RHom(RΓc,T ((OM,S)W ,Z),Z)[−2].
28 TATSUYA OHSHITA
Here, we endow this complex with the contragredient action of G. In our setting, the
complex RΓT ((OM,S)W ,Gm) is perfect, and concentrated in degrees zero and one:
H iT ((OM,S)W ,Gm) =
{
O×M,S,T (i = 0),
StrS,T (Gm/K) (i = 1),
where StrS,T (Gm/M) is a Z[G]-module which has a canonical exact sequence
0 −→ ClTS (M) −→ S
tr
S,T (Gm/M) −→ XM,S −→ 0.
(For details, see [BKS] Proposition 2.4 (iii), (iv) and Remark 2.7.) In particular, after
taking R⊗Z (−), we have the regulator map
λM,S : RH
0
T ((OM,S)W ,Gm) = RO
×
M,S,T
≃
−−→ RXM,S = RH
1
T ((OM,S)W ,Gm).
By using this isomorphism, we can define the map
ϑλM,S : R detG(RΓT ((OM,S)W ,Gm)) −→ R[G]
to be the composite
R detG(RΓT ((OM,S)W ,Gm))
≃
−−→
⊗
j∈Z
det
(−1)j
R[G] RH
j
T ((OM,S)W ,Gm)
==detR[G]RH
0
T ((OM,S)W ,Gm)
⊗ det−1R[G]RH
1
T ((OM,S)W ,Gm)
≃
−−→ detR[G]RH
1
T ((OM,S)W ,Gm)
⊗ det−1R[G]RH
1
T ((OM,S)W ,Gm)
≃
−−→R[G],
where we regard R[G] as a module of degree zero.
Let zM/K,S,T ∈ R detG(RΓT ((OM,S)W ,Gm)) be the unique element satisfying
ϑλM,S(zM/K,S,T ) = θ
∗
M/K,S,T (0).
The element zM/K,S,T is called the zeta element of Gm for (M/K, S, T ). (See [BKS]
Definition 3.5.) The following conjecture LT(M/K) is the p-part of the leading term
conjecture.
Conjecture 7.1 ([BKS] Conjecture 3.6, LT(M/K)p). We have
Z(p)[G] · zM/K,S,T = Z(p) detZ[G](RΓT ((OM,S)W ,Gm)).
Remark 7.2. The validity of LT(M/K)p does not depends on S and T . (See [BKS]
Proposition 3.4.)
Remark 7.3. If LT(M/K)p holds then LT(M
′/K ′)p also holds for any extension
M ′/K ′ satisfying K ⊆ K ′ ⊆M ′ ⊆ M . (See [BF] Proposition 4.1.)
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7.1.2. Rubin–Stark conjecture. We denote by PK(M) be the set of all the places of
K splitting in M/K. We fix a subset V = {v1, . . . , vr} ⊆ S ∩ PK(M), and put
S = {v0, v1, . . . , vr}. For each vi ∈ S, we fix a place wi ∈ SM above vi. The regulator
map λM,S induces an isomorphism
∧rλM,S : R
r∧
R[G]
O×M,S,T =
r∧
R[G]
RO×M,S,T −→
r∧
R[G]
RXM,S = R
r∧
R[G]
XM,S.
We define the r-th order Rubin-Stark element to be the unique element
ǫVM/K,S,T ∈ R
r∧
R[G]
O×M,S,T
such that
(∧rλM,S)(ǫ
V
M/K,S,T ) = θ
(r)
M/K,S,T (0)
r∧
i=1
(wi − w0) ∈ R
r∧
R[G]
XM,S.
In order to review the statement of Rubin–Stark conjecture, we need to introduced
by the notion of “exterior power biduals”.
Definition 7.4 ([BS] Definition 2.1.). Let R be a commutative ring, and X an R-
module. Then for each i ∈ Z, we define
i⋂
R
X := HomR
(
i∧
R
HomR(X,R), R
)
The R-module
⋂i
RX is called the i-th exterior biduals of X . Note that we have a
natural map
ξiX :
i∧
R
X −→
i⋂
R
X ;
i∧
ν=1
xν 7−→
(
i∧
ν=1
Φν 7→ det(Φµ(xν))1≤µ,ν≤i
)
.
Remark 7.5. Let R be a Noetherian commutative ring, and X a finitely generated
R-module. If X is a projective R-module, then the map ξiX becomes an isomorphism.
(See [BS] Lemma A.1.) In particular, If R isomorphic to the group ring Z[H ] of an
abelian group H , then
⋂i
RX is regarded as an R-lattice of
∧i
QRQX (= Q
∧i
RX)
containing the image of
∧i
RX via the natural embedding. The lattice
⋂i
RX is called
Rubin lattice.
Remark 7.6. The R-module
⋂i
RX is first introduced by Rubin in [Ru4] in a different
manner from Definition 7.4 when R is an O-order of a semisimple Q-algebra where O
is a Dedekind domain, and Q is the quotient field of O. (Note that
⋂i
RX is denoted
by
∧i
0X in [Ru4].) In such cases, Rubin defined it as an O-lattice of Q
⋂i
RX . In [BS],
Burns and Sano generalized Rubin’ lattice over general commutative rings by using
“exterior power biduals”. In this paper, we follow Burns–Sano’s definition. Note that
later, we need to treat the case when R is a group ring over Z/pNZ.
The following conjecture RS(M/K, S, T, V )p is called Rubin–Stark conjecture.
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Conjecture 7.7 ([BKS] Conjecture 5.1, RS(M/K, S, T, V )p). We have
ǫVM/K,S,T ∈ Z(p)
r⋂
Z[G]
O×K,S,T .
Burns–Kurihara–Sano proved that the p-part of the leading term conjecture implies
the p-part of the Rubin–Stark conjecture.
Theorem 7.8 ([BKS] Theorem 5.11). If the conjecture LT(M/K)p holds, then the
conjecture RS(M/K, S, T, V )p also holds for any (S, T, V ).
7.1.3. Mazur–Rubin–Sano conjecture. Here, we shall introduce the assertion of (the
p-part of) Mazur–Rubin–Sano conjecture in our setting. Recall that we have fixed an
extension K∞/K in §1. Let F ∈ IF be any element. We put M := K0F 〈OK〉, and
G := Gal(M/K). We take any N ∈ Z>0 and any n ∈ N woF,N(χcycψ
−1) \ {OK}. We
write n = l1 · · · li, where lν is a prime of OK for each ν, and put W := PrimeK(n) We
define L :=M〈n〉. We put G˜ := Gal(L/K), and
H := Gal(L/M) = Hn = Hl1 × · · ·Hli.
Suppose that S consists of all infinite places and all ramified places in M/K. We
put S ′ := S ∪ W . We also put U := {∞}, and V := U ∪ W . Note that we have
U = S ′∩PK(L), and V = S
′∩PK(M). Here, we assume that bothRS(M/K, S
′, T, V )p
and RS(L/K, S ′, T, U)p hold.
Recall that for each prime l, we fixed an embedding lK : K →֒ K l, and denoted by
lM the prime of OM corresponding to lK |M . For each lν ∈ W , we write Dlν be the
decomposition subgroup of G˜ at lν . Since n is well-ordered, we may assume that
Hlν ⊆ Dlν ⊆
i∏
j=ν
Hlj ⊆ H.
For each subgroup G′ ⊆ G˜, we denote by I(G′) the augmentation ideal Z[G′]. We
write Ilν := I(Dlν)Zp[G˜] and IH := I(H)Zp[G˜]. We write Ilν := I(Dlν)Zp[H ] and
IH := I(H)Zp[H ]. We define an ideal JW of Z[H ] by JW :=
∏i
ν=1 Ilν , and JW :=
JWZp[G˜]. Let rec(lν)M : M
×
(lν)M
−→ Dlν be the local reciprocity map, and define the
Z[G]-linear map
Reclν : O
×
M,S′,T ⊗Z Zp −→ (Ilν)H := Ilν/IHIlν ; a 7−→
∑
τ∈G/H
τ−1(rec(lν)M (τa)− 1).
Then, the maps Reclν induce the Z[G˜]-linear map
RecW : Zp
i+1⋂
Z[G]
O×M,S′,T −→
1⋂
Z[G]
O×M,S′,T ⊗Z[G] JW/IHJW = O
×
M,S,T ⊗Z (JW )H ,
where we regard (JW )H := JW/IHJW as a trivial G-module. We have a natural
injective Z[G]-linear map
ν : O×M,S′,T ⊗Z (JW )H →֒ O
×
L,S′,T ⊗Z Zp[H ]/I(H)JW ,
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where we declare that the action of G on Zp[H ]/I(H)JW is also trivial. We define a
Z[G]-linear map
NH : O
×
M,S′,T ⊗Z Zp −→ O
×
M,S′,T ⊗Z Zp[H ]/I(H)JW
by NH(a) =
∑
σ∈H σa⊗ σ
−1.
In our setting, the assertion of the Mazur–Rubin–Sano conjecture is as follows.
Conjecture 7.9 ([BKS] Conjecture 5.4, MRS(L/M/K, T,W )p). We have
NH
(
ǫVM/K,S′,T
)
∈ Im(ν),
and it holds that
NH
(
ǫUL/K,S′,T
)
= (−1)i · ν
(
RecW
(
ǫVM/K,S′,T
))
.
The following lemma implies that the map NH is closely related to the Kolyvagin
operator Dn ∈ Z[H ].
Lemma 7.10 ([BS] Lemma 4.27 and Lemma 4.28). We put
J◦W :=
(
i∏
ν=1
I(Hν)
)
Zp[H ].
For each ideal d of OK dividing the ideal n, we denote by
πd : Zp[H ]/IHJW −→ Zp[H ]/IHJW
the endomorphism induced by the projection map H = Hn −→ Hd ⊆ H. We define
the endomorphism sn on Zp[H ]/IHJW by sn :=
∑
d|n(−1)
ǫ(n/d)πd. Then, the following
hold.
(i) The endomorphism sn is a projector of J
◦
W/IHJ
◦
W in the following sense: the
image of sn coincides with J
◦
W/IHJ
◦
W , and the restriction of sn on JW/IHJW is
the identity map.
(ii) Let X be a Zp[H ]-module. Then for any x ∈ X, the map
idX ⊗ sn : X ⊗Zp Zp[H ] −→ X ⊗Zp Zp[H ]
sends the element
∑
σ∈H σx⊗ σ
−1 to
(−1)ǫ(n)Dnx⊗
i∏
j=1
(σlj − 1) ∈ X ⊗Zp[H] J
◦
W/IHJ
◦
W ,
where Dn is the Kolyvagin operator.
Burns–Kurihara–Sano proved that the p-part of the leading term conjecture implies
the p-part of the Mazur–Rubin–Sano conjecture.
Theorem 7.11 ([BKS] Theorem 5.15). If the conjecture LT(L/K)p holds, then the
conjecture MRS(L/M/K, T,W )p also holds for any T .
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7.2. Conjectures over imaginary quadratic fields. In [Bl], Bley proved the equi-
variant Tamagawa number conjecture over imaginary quadratic fields in certain cases.
Here, we review this work briefly.
Keep K to denote an imaginary quadratic field. Bley proved the following theorem.
Theorem 7.12 ([Bl] Theorem 4.2). Let p be a prime number splitting in K/Q,
and not dividing #Cl(K). Then, for any abelian extension M/K the conjecture
LT(M/K)p holds.
Let p be a prime number, and K∞/K be the-extension fixed in §1. For each non-
zero ideal a of OK , we define w(a) := #{ζ ∈ (O
×
K)tor | ζ ≡ 1 mod a}. We have an
explicit description of Stark units, namely the first rank Rubin–Stark element with
V = {∞}, in terms of elliptic units in certain situations.
Theorem 7.13. Let ψ ∈ ∆̂ be a character satisfying ψ¯|D∆,p 6= 1 for any prime ideal p
of OK above p. We assume that the conductor f of K0/K satisfies w(f) = 1. Take any
element F ∈ IF , and put M := K0F . Let S be the set of places of OK consisting of
all places dividing p∞ and all unramified places in K0/K. Let l be a prime of OK not
contained in S, and satisfying w(l) = 1. Let n be a square-free ideal of OK prime to
all elements of S∪{l}, and splitting completely in K/Q. We put S ′ := S∪PrimeK(n).
Then, we have
ǫ
{∞}
M〈n〉/K,S′,{l},ψ = u · c
l
f(F ; n) ∈ (O
×
M〈n〉,S′,{l} ⊗ Zp)ψ
for some u ∈ Zp[Gal(M〈n〉/K)]×, where the scalar action of Zp[Gal(M〈n〉/K)] on
the unit group O×M〈n〉,S′,{l} ⊗ Zp is written in multiplicative manner.
Remark 7.14. The existence of the Stark units (namely the integrality of the Rubin–
Stark elements for V = {∞}) of (arbitrary) abelian extension fields of imaginary
quadratic fields is proved in [St]. Note that Theorem 7.13 follows form (for instance)
Proposition 3.10 and [Bl] the equality (10) in page 90.
7.3. Higher Fitting ideals and Rubin–Stark elements. Here, we recall the work
on higher Fitting ideals by Burns, Kurihara and Sano in [BKS] focused on our setting.
We use the same notation as above.
As in §1, we fix an extension K∞/K. Fix F ∈ IF , and put M := K0F . Suppose
that S consists of all infinite places and all ramified places in M/K. Let T be a
non-empty finite set of finite places of K such that
O×M,S,T := {u ∈ O
×
M,S | u ≡ 1 mod v for all v ∈ T}
is a torsion-free Z-module. We define AT (M) := ClT (M) ⊗Z Zp. As in §1, we put
A(M) := A∅(M).
Let ψ ∈ ∆̂ be a non-trivial faithful character such that ψ|D∆,v 6= 1 for any finite
place v in S. We put Rψ := Oψ[Gal(F/K)], and Hψ := HomRψ((O
×
M,S,T ⊗ZZp)ψ, Rψ).
By the assumption on ψ, we have Rψ-isomorphisms A
T (M)ψ ≃ (Cl
T
S (M)⊗ZZp)ψ and
(O×M,T ⊗Z Zp)ψ ≃ (O
×
M,S,T ⊗Z Zp)ψ.
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For any i ∈ Z≥0 and any subset Q of PK , we define V
Q
i (M/K) to be the set of all
the subset W of PK(M) satisfying #W = i and W ∩ Q = ∅. We put U := {∞} =
S ∩ PK(M). (Note that by the assumption on ψ, the primes above p do not split
completely in M/K.)
Definition 7.15. For any i ∈ Z≥0 and any subset V
′ of VS∪Ti (M/K), we define
ΘRSS,T,i(M/K;V
′) :=
Φ (ǫU∪WM/K,S,T,ψ)
∣∣∣∣ W ∈ V ′, Φ ∈ i+1∧
Rψ
Hψ
 .
We write ΘRSS,T,i(M/K) := Θ
RS
S,T,i(M/K;V
S∪T
i (M/K)).
Burns, Kurihara and Sano obtained the following result.
Theorem 7.16 ([BKS] Corollary 1.7). Let ψ ∈ ∆̂ be a non-trivial faithful character
such that ψ|D∆,v 6= 1 for any finite place v in S. Suppose that LT(M/K)p holds after
taking (−)⊗Z[∆] Oψ. Then, for any i ∈ Z≥0, we have
FittRψ ,i(A
T (M)ψ) = Θ
RS
S,T,i(M/K)ψ.
Suppose that ψ 6= ω as characters of GK . Then, the Chebotarev density theorem
implies that there exists a finite place v of K with w(v) = 1, not contained in S and
satisfying ψ|GKv 6= ω|GKv . We can take T as a singleton containing such v. Then, we
obtain AT (M)ψ = A(M)ψ. By combining Theorem 7.16 with Proposition 7.12, we
obtain the following corollary.
Corollary 7.17. Suppose that p splits completely in K/Q, and p is prime to #Cl(K).
Let F ∈ IF be any element. Let ψ ∈ ∆̂ be a non-trivial faithful character such that
ψ|D∆,v 6= 1 for any finite place v in S. Moreover we assume that if K0 contains µp,
then ψ 6= ω. ψ 6= ω as characters of GK. Let l be an ideal of OK with w(v) = 1, not
contained in S and satisfying ψ|GKl 6= ω|GKl . We put T := {l}. Let N be any positive
integer, and put V li(F ;N) := {PrimeK(n) | n ∈ N
wo
F,N(χcycψ
−1)} ∩ VS∪{l}i . Then, for
any i ∈ Z≥0, we have
FittRψ ,i(A(K0F )ψ) = Θ
RS
S,T,i(K0F/K;V
l
i(F ;N))ψ
Remark 7.18. In the arguments in proof of [BKS] Theorem 7.9 using Chebotarev
density theorem, the sets V ′ are taken from V ′. However, after taking the ψ-part,
more careful arguments implies that it suffices to take the sets V ′ from V li(F ;N). (For
instance, see [Oh1] Proposition 3.15, which is the “over F version” of Proposition
5.7.) Consequently, we can use V li(F ;N) in the assertion of Corollary 7.17 in stead
of VS∪Ti (M/K).
7.4. Comparison of ideals. Let K∞/K be as in §1. Fix F ∈ IF , and put M :=
K0F . We denote by S the subset of PK consisting of all infinite places and all ramified
places in M/K. We put U := {∞} = S ∩ PK(M). Here, let us show the following
theorem, which says that the ideal Celli (F/K)ψ coincides with Θ
RS
S,T,i(M/K) in the
situation of Corollary 7.17.
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Theorem 7.19. Suppose that p splits completely in K/Q, and p is prime to #Cl(K).
Let ψ ∈ ∆̂ be a non-trivial faithful character such that ψ|D∆,v 6= 1 for any finite place
v in S. Moreover we assume that if K0 contains µp, then ψ 6= ω. Let l be an ideal
of OK with w(v) = 1, not contained in S and satisfying ψ|GKl 6= ω|GKl . We put
T ; = {l}. Then, for any i ∈ Z≥0 and any F ∈ IF , we have
Celli (F/K)ψ = Θ
RS
S,T,i(M/K)ψ.
Let us introduce some notation. We put G := Gal(M/K), and put R := Zp[G].
Let ψ ∈ ∆̂ and T := {l} be as in Theorem 7.19. We put Rψ := Oψ[Gal(F/K)]. Let
ν ∈ Z>0 ∪ {∞} be any element. We put Rν := R/p
νR, and Rν,ψ := Rψ/p
νRψ. Let
N ∈ Z>0 be any element, and n ∈ N woF,N(χcycψ
−1) an element prime to l. We put
Un,ν :=O
×
M,S∪PrimeK(n),T
⊗Z Zp/p
νZp,
U˜〈n〉ν :=O
×
M〈n〉,S,T ⊗Z Zp/p
νZp.
Note that since we assume that p | #Cl(OK), we have U˜〈OK〉ν,ψ = UOK ,ν,ψ. For any
Rν-module A, we write A
∗ν := HomRν (A,Rν).
Let us consider the modulo pν reduction of the ideal ΘRSS,T,i(M/K). We need the
following lemma.
Lemma 7.20. Let X be a Zp[G]-module which is torsion free as a Zp-module. We
put Xν := U
× ⊗Z Zp/pνZp. for any ν ∈ Z>0 ∪ {∞}. Then, for any ν ∈ Z>0, the
modulo pν map X∗∞ −→ (Xν)∗ν becomes a surjection. In particular, we have an
Rν-isomorphism X
∗∞ ⊗Z Z/pνZ ≃ (Xν)∗ν .
Proof. Let ν ′ ∈ Z>0 ∪ {∞} be any element. We define a projection map
prν′ : Rν′ −→ Zp/p
ν′Zp;
∑
g∈G
agg 7−→ aeG,
where eG denotes the identity element of G, and define
Pν′ : (Xν′)
∗ν′ −→ HomZp/pν′Zp(Xν′,Zp/p
ν′Zp); f 7−→ prν′ ◦ f.
Note that Pν′ is a bijection since the map
Q : (Xν′)
∗ν′ −→ HomZp/pν′Zp(Xν′ ,Zp/p
ν′Zp)
h 7−→
(
x 7−→
∑
g
h(g−1x)g
)
becomes the inverse of Pν′ . Since X is a torsion free Zp-module, we have a commu-
tative diagram
X∗∞
mod pν

P∞
≃
// HomZp(X,Zp),Zp)
mod pν

(Xν)
∗ν Pν
≃
// HomZp/pνZp(Xν ,Zp/p
νZp),
whose right vertical map is surjective. This implies the assertion of Lemma 7.20. 
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Corollary 7.21. We have a natural Rν-isomorphism(
i+1⋂
R
Un,∞
)
⊗Zp Zp/p
νZp ≃
i+1⋂
Rν
Un,ν .
Proof. By the definition of exterior power biduals, the R-module
⋂i+1
R Un,∞ is torsion
free. So, by Lemma 7.20, we have(
i+1⋂
R
Un,∞
)
⊗ Z/pνZ ≃
((
i+1∧
R
(Un,∞)
∗∞
)
⊗ Z/pνZ
)∗ν
Since the exterior power commutes with the base change, we have((
i+1∧
R
(Un,∞)
∗∞
)
⊗ Z/pνZ
)∗ν
≃
(
i+1∧
Rν
((Un,∞)
∗∞ ⊗ Z/pνZ)
)∗ν
Finally, since O×M,S′,T ⊗ Zp is a torsion free, we obtain(
i+1∧
Rν
((Un,∞)
∗∞ ⊗ Z/pνZ)
)∗ν
≃
i+1⋂
Rν
Un,ν ,
by Lemma 7.20. Hence we obtain the isomorphism as desired. 
We put W := PrimeK(n). We define V := U ∪W , and S ′ := S ∪W . By Corollary
7.21, the image of the Rubin–Stark element ǫVM/K,S′,T,ψ by modulo p
ν reduction can
be naturally regarded as an element of
⋂i+1
Rν
Un,ν .
Definition 7.22. We define
Θν(n) :=
Φ (ǫVM/K,S′,T,ψ)
∣∣∣∣ Φ ∈ i+1∧
Rν,ψ
Hn,ν,ψ
 ,
where we write Hn,ν,ψ := HomRν,ψ (Un,ν,ψ, Rν,ψ). We define an ideal Θi,N,ν of Rν,ψ to
be the one generated by ⋃
n∈NwoF,N (χcycψ
−1)
Θν(n).
Since O×M,S,T⊗ZZp is a torsion free Zp-module, we immediately obtain the following
lemma from Lemma 7.20.
Lemma 7.23. The image of Θ∞(n) in Rψ coincides with Θν(n).
On the one hand, by Corollary 7.21, we have
ΘRSS,T,i(M/K;V
l
i(F ;N))ψ = lim←−
ν
Θi,N,ν
for any N ∈ Z>0. On the other hand, by Corollary 7.17, we have
ΘRSS,T,i(M/K)ψ = Θ
RS
S,T,i(M/K;V
l
i(F ;N))ψ
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for any N ∈ Z>0. Therefore, we obtain
ΘRSS,T,i(M/K)ψ = lim←−
ν,N
Θi,N,ν = lim←−
N
Θi,N,N .
By Remark 4.7, we have Ci,F,N(Z
ell
ψ ) = Ci,F,N({c
l
f,ψ}) for any i ∈ Z≥0 and any N ∈ Z>0.
In order to prove Theorem 7.19, it suffices to show that Ci,F,N({clf}) = Θi,N,N for any
i ∈ Z≥0 and N ∈ Z>0. So, it is sufficient to prove that
CF,N(n; c
l
f) ⊆ ΘN(n),(7)
Θi,N,N ⊆ Ci,F,N({c
l
f,ψ})(8)
for any N ∈ Z>0 and any n ∈ N woF,N(χcycψ
−1).
Proof of Theorem 7.19. First, let us show the inequality (7). Again, we fix any N ∈
Z>0 and any n ∈ N
wo
F,N(χcycψ
−1). We write n = l1 · · · li, where lj is a prime of OK for
each j. Here, we assume that p ∤ #Cl(K). So, we have a natural decomposition
H := Gal(M〈n〉/M) ≃ Hl1 × · · · ×Hli.
We put G˜ := Gal(M〈n〉/K). Then, we have G = G˜/H . Similarly to as above, we
define Un,ν , U˜〈n〉ν , W , V and S ′. We define an integer N(n) by
⊗i
j=1Hlj ≃ Z/p
N(n)Z.
Note that we have N(n) ≥ N .
By Theorem 7.12, the conjecture MRS(M〈n〉/M/K, T,W )p holds. The assump-
tion that ψ|D∆,v 6= 1 for any finite place v contained in S implies that if ψ is unramified
at p, then 1− ψ(Frp) ∈ O
×
ψ . So, by Theorem 7.13, there exists a unit u
′
ψ ∈ Rψ[Hn]
×
such that ǫUM〈n〉/K,S′,T,ψ = u
′
ψ · c
l
f(F ; n)ψ ∈ U˜〈n〉∞,ψ. By Lemma 7.10, we have
(9)
(
NH
(
ǫ
{∞}
M〈n〉/K,S′,{l}
))
= (−1)ǫ(n)u′ψDnc
l
F (n)⊗
i∏
j=1
(σlj − 1)
Since the conjectureMRS(M〈n〉/M/K, T,W ) holds, the left hand side of (9) is fixed
by the action of H .
In order to prove (7), we need to study the map RecW appearing in the statement
of MRS(M〈n〉/M/K, T,W ). Let lj ∈ W be any element, and denote by Dlj the
decomposition subgroup of G˜ at lj . In Definition 3.5, we have fixed a generator σlj
of the cyclic group Hlj . The projection map map Dlj −→ Hlj ⊆ Dlj induces the
surjection πlj : Ilj/IljIH
// // I(Hlj)/I(Hlj)
2 . We have an isomorphism
rlj : I(Hlj)/I(Hlj)
2 ≃−−→ Hlj ; σ − 1 7−→ σ
of abelian groups. We define Reclj ,N,ψ : Un,N,ψ −→ RN,ψ to be the unique map which
make the diagram
Un,N,ψ
Reclj ,ψ mod p
N
//
Reclj,N,ψ⊗σlj **❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
RN,ψ ⊗ Ilj/IljIH
id⊗(rlj◦πlj )

RN,ψ ⊗Hlj
EULER SYSTEMS OF ELLIPTIC UNITS AND THE PSEUDO-ISOMORPHISM CLASS 37
commute, where Reclj ,ψ mod p
N denotes the modulo pN reduction of the ψ-component
of the map Reclj defined in §7.1.3. These maps induce the natural map
i∧
j=1
Reclj ,N,ψ :
i+1⋂
RN,ψ
Un,N,ψ −→
1⋂
RN,ψ
Un,N,ψ = HomRN,ψ
(
Hn,N,ψ, RN,ψ
)
by sending an element u ∈
⋂i+1
RN,ψ
Un,N,ψ to the map(
(Un,N,ψ)
∗N ∋ ϕ 7−→
(
i∧
j=1
Reclj ,N,ψ ∧ ϕ
)
(u) ∈ RN,ψ
)
Let J◦W be as in 7.10. Then, we have an isomorphism
rn : J
◦
W/J
◦
W IH
≃
−−→
i⊗
j=1
Hlj ; (σ1 − 1) · · · (σi − 1) 7−→
⊗
j
σj .
By the definition of the RecW and Corollary 7.21, we obtain the commutative diagram
⋂i+1
RN,ψ
Un,N,ψ
(sn◦RecW ) mod p
N ++❲❲❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲
∧i
j=1Reclj ,N,ψ //
(⋂1
RN,ψ
Un,N,ψ
)
⊗Z
⊗i
j=1Hlj
(⋂1
RN,ψ
Un,N,ψ
)
⊗Z J◦W/J
◦
W IH .
≃ id⊗rn
OO
Now, let us complete the proof of (7). Let f : H1(F, (Z/pNZ) ⊗ χcycψ−1) −→
RN,ψ be any RN,ψ-linear map, and denote by f0 the restriction of f to Un,N,ψ. By
Hochschild–Serre spectral sequence, we have an natural injection ιn,N,ψ : Un,N,ψ →֒
U˜〈n〉HN,ψ. Recall that we have an RN,ψ[H ]-isomorphism
νH : RN,ψ
≃
−−→ RN,ψ[H ]; x 7−→ NHx.
By the injectivity of the RN,ψ[H ]-module RN,ψ[H ], there exists an RN,ψ[H ]-linear map
g : U˜〈n〉N,ψ −→ RN,ψ[H ] which makes the diagram
U˜〈n〉N,ψ
g //❴❴❴ RN,ψ[H ]
Un,N,ψ
?
ιn,N,ψ
OO
νH◦f0
99
s
s
s
s
s
s
s
s
s
s
commute. Then, we obtain
νH
(
i∧
j=1
Reclj ,N,ψ ∧ f0
(
ǫVM/K,S′,T,ψ
))
= g
(
NH
(
ǫUM〈n〉/K,S′,T
))
= g
(
(−1)ǫ(n)u′ψDnc
l
f(F ; n)ψ
)
= u¯′ψ · (νH ◦ f0)
(
κF,N(n; c
l
f)
)
,
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where u¯′ψ denotes the image of u
′
ψ ∈ Rψ[H ]
× in R×N,ψ. Hence we obtain
f0
(
κF,N(n; c
l
f,ψ)
)
= (u¯′ψ)
−1 ·
(
i∧
j=1
Reclj ,N,ψ ∧ f0
)(
ǫVM/K,S′,T,ψ
)
∈ ΘN(n).
This implies the inequality (7).
Next, let us show (8). Again, we fix n = l1 · · · li ∈ N
wo
F,N(χcycψ
−1). We take arbitrary
maps Φν ∈ Hn,N,ψ with 1 ≤ ν ≤ i+ 1.
We follow the arguments in the proof of [BKS] Theorem 9.6. By the Chebotarev
density theorem, we can take an ideal r = q1 · · · qi+1 ∈ N woF,N(χcycψ
−1), which is prime
to n satisfying the following properties.
(i) For any ν ∈ Z with 1 ≤ ν ≤ i, the class [l′ν ]ψ in A(M)ψ coincides with [lν ]ψ.
(ii) There exists a sequence {zν}iν=1 ⊆M
× satisfying the following properties.
• We have (zνOM )ψ = (qνl−1ν )ψ ∈ (IF ⊗Z Zp)ψ for any ν ∈ Z with 1 ≤ ν ≤ i,
where IF denotes the group of the fractional ideals of OF .
• We have Recqµ,N,ψ(zν) = 0 for any distinct µ and ν.
(iii) For any ν ∈ Z with 1 ≤ ν ≤ i + 1, we have Φν(x) = Recqν ,N,ψ(x) for any
x ∈ Un,N,ψ.
(See [Oh1] Proposition 3.15.)
For each j ∈ Z with 1 ≤ j ≤ i, we put nj ; =
∏j
ν=1 qν
∏i
µ=j+1 lµ, and define
Wj := PrimeK(n
′
j). We put S
′
j := S ∪Wj , and Vj := U ∪Wj . We also put n0 := n,
and define S ′0 := S
′ and V0 := V .
Lemma 7.24. For any j ∈ Z with 0 ≤ j ≤ i, we have
(10)
(
i∧
ν=1
Φν
)(
ǫVM/K,S′,T
)
≡
(
i+1∧
ν=1
Recqν ,N,ψ
)(
ǫ
Vj
M/K,S′j ,T
)
mod Θi,N,N .
Proof of Lemma 7.24. Let us prove the congruence (10) by induction on j. When
j = 0, the congruence (10) follows from the property (c) of r.
Let j0 ∈ Z with 1 ≤ j ≤ i, and suppose the congruence (10) holds for j = j0 − 1.
Then, let us prove the congruence (10) for j = j0. We denote by m the order of the
ideal class [lj0 ] in Cl
T (M), and let a ∈ O×M,S′j0 ,T
be such that [lj0 ]
m = (a). We put
W ◦j0 := Wj0 \ {qj0} = Wj0−1 \ {lj0}. We set S
◦
j0
:= S ∪W ◦j0 , and V
◦
j0
:= U ∪W ◦j0. Then,
by the characterization of the Rubin–Stark elements, we have
ǫ
Vj0−1
M/K,S′j0−1
,T =
(−1)j0
m
· a ∧ ǫ
V ◦j0
M/K,S◦j0
,T ∈ Q
1+i⋂
R
O×M,S′j0−1,T
.
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By using this presentation, we obtain the equality
ǫ
Vj0−1
M/K,S′j0−1
,T + (−1)
j0 · zj0 ∧ ǫ
V ◦j0
M/K,S◦j0
,T(11)
=(−1)j0
(
1
m
· a+ zj0
)
∧ ǫ
V ◦j0
M/K,S◦j0
,T ,(12)
in Q
⋂1+i
Z[G]O
×
M,S◦j0
∪W˜ ,T
, where W˜ is a finite subset of PK such that a and zj0 belong
to O×
M,S◦j0
∪W˜ ,T
, and satisfying S◦j0 ∩ W˜ = ∅. Fix an isomorphism C ≃ Qp, and regard
ψ as a C-valued character. The ψ-component of the right hand side (12) belongs to
(C
i+1⋂
Z[G]
O×M,S′j0 ,T
)ψ =
i+1⋂
C[Gal(F/K)]
(CO×M,S′j0 ,T
)ψ
since we have(
1
m
· a+ x
)
ψ
∈ Ker
 ⊕
w|v∈W˜ ◦
ordw : CO
×
M,S◦j0
∪W˜ ,T
→ CXM,W˜

ψ
=
(
CO×M,S′j0 ,T
)
ψ
,
where we put W˜ ◦ := W˜ \{qj0}. By computing the image of (12) via the regulator, we
deduce that the ψ-component of (12) coincides with that of the Rubin–Stark element
ǫ
Vj0
M/K,S′j0
,T,ψ ∈
C i+1⋂
Z[G]
O×M,S′j0 ,T

ψ
.
On the other hand, the left hand side (11) belongs to Zp
⋂i+1
Z[G]O
×
M,S◦j0
∪W˜ ,T
, so we can
apply the map
(∧i+1
ν=1Recqν ,N,ψ
)
to (11). By the property (b) of r, we obtain(
i+1∧
ν=1
Recqν ,N,ψ
)(
ǫ
Vj0−1
M/K,S′j0−1
,T,ψ + (−1)
j0 · zj0,ψ ∧ ǫ
V ◦j0
M/K,S◦j0
,T,ψ
)
=
(
i+1∧
ν=1
Recqν ,N,ψ
)(
ǫ
Vj0−1
M/K,S′j0−1
,T,ψ
)
± Recqj0 ,N,ψ(zj0,ψ) ·
(
j0−1∧
µ=1
Recqµ,N,ψ ∧
i+1∧
ν=j0+1
Recqν ,N,ψ
)(
ǫ
V ◦j0
M/K,S◦j0
,T,ψ
)
≡
(
i+1∧
ν=1
Recqν ,N,ψ
)(
ǫ
Vj0−1
M/K,S′j0−1
,T,ψ
)
mod Θi,N,N .
This congruence and the induction hypothesis imply (10) for j = j0. 
Let us show (8) by induction on i. When i = 0, the inequality (8) clearly holds.
Let i0 ∈ Z≥1, and suppose that (8) for i = i0 − 1 holds. We take any element
n ∈ N woF,N(χcycψ
−1) with ǫ(n) = i0. In order to prove (8) for i = i0, it suffices to show
that ΘN(n) ⊆ Ci0,F,N({c
l
f,ψ}).
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Let r be as in Lemma 7.24 (corresponding to present n), and putH ′ := Hr. Similarly
to the proof of (7), there exists an RN,ψ[H
′]-linear map h : U˜ 〈r〉N,ψ −→ RN,ψ[H ′] which
makes the diagram
U˜〈r〉N,ψ
h //❴❴❴ RN,ψ[H
′]
Ur,N,ψ
?
ιr,N,ψ
OO
νH′◦Recqi+1,N,ψ
99
s
s
s
s
s
s
s
s
s
s
commute. So, by By Lemma 7.10 and By Lemma 7.24, we obtain(
i+1∧
ν=1
Φν
)(
ǫVM/K,S′,T,ψ
)
≡
(
i+1∧
ν=1
Recqν ,N,ψ
)(
ǫViM/K,S′i,T
)
mod Ci,F,N({c
l
f,ψ})
≡ Recqi+1,N,ψ
(
κF,N(r; c
l
f,ψ)
)
mod Ci,F,N({c
l
f,ψ})
≡ 0 mod Ci,F,N({c
l
f,ψ}).
Hence we obtain (8). This completes the proof of Theorem 7.19. 
References
[Bl] Bley, W., Equivariant Tamagawa number conjecture for abelian extensions of a quadratic
imaginary field, Documenta Mathematica 11 (2006), 73–118.
[BF] Burns, D, and Flach, M., Tamagawa numbers for motives with (non-commutative) coeffi-
cients, Documenta Mathematica 6 (2001), 501–570.
[BG] Burns, D. and Greither, C., On the Equivariant Tamagawa Number Conjecture for Tate
motives, Invent. math. 153 (2003) 303–359.
[BK] Bloch, S. and Kato, K., L-functions and Tamagawa numbers of motives, The Grothendieck
Festschrift, Vol. I, 333–400, Progr. Math. 86, Birkhu¨ser Boston, Boston, MA, 1990.
[BKS] Burns, D., Kurihara, M., and Sano, T., On zeta elements for Gm, Documenta Mathematica
21 (2016), 555–626.
[BS] Burns, D. and Sano, T., On the theory of higher rank Euler, Kolyvagin and Stark systems,
preprint, arXiv:1612.06187, [v1].
[dS] de Shalit, E., Iwasawa Theory of Elliptic Curves with Complex Multiplication, Perspect.
Math. 3, Academic Press, Boston, 1987.
[Fl] Flach, M., On the cyclotomic main conjecture for the prime 2, J. reine angew. Math. 661
(2011) 1–36.
[Ka] Kato, K., p-adic Hodge theory and values of zeta functions of modular forms, in Cohomologies
p-adiques et applications arithme´tiques, III, Aste´risque 295, Soc. Math. France, Montrouge,
2004, 117–290.
[KM] Knudsen, F., and Mumford, D., The projectivity of the moduli space of stable curves I: Pre-
liminaries on ‘det’ and ‘Div’, Math. Scand. 39 (1976) 19–55.
[Ku1] Kurihara, M., Refined Iwasawa theory and Kolyvagin systems of Gauss sum type, Proceedings
of the London Mathematical Society (3) 104 (2012), 728–769.
[Ku2] Kurihara, M., Refined Iwasawa theory for p-adic representations and the structure of Selmer
groups, Mu¨nster J. Math. 7 (2014), 149–223.
[MR] Mazur, B., and Rubin, K., Kolyvagin systems, Memoirs of the AMS Vol 168, Number 799
(2004).
[Oc] Ochiai, T. Euler system for Galois deformations, Ann. Inst. Fourier (Grenoble), 55 (1), 113–
146, (2005).
[Oh1] Ohshita, T., On higher Fitting ideals of Iwasawa modules of ideal class groups over imaginary
quadratic fields and Euler systems of elliptic units, Kyoto Journal of Mathematics 53 (4),
845–887 (2013).
EULER SYSTEMS OF ELLIPTIC UNITS AND THE PSEUDO-ISOMORPHISM CLASS 41
[Oh2] Ohshita, T., On the higher Fitting ideals of Iwasawa modules of ideal class groups over real
abelian fields, J. Number Theory 135 (2014), 67–138.
[Ru1] Rubin, K., Kolyvagin’s system of Gauss sums, Arithmetic algebraic geometry, 309–324, Progr.
Math., 89, Birkha¨user, 1991.
[Ru2] Rubin, K., The “main conjectures” of Iwasawa theory for imaginary quadratic fields, Invent.
Math. 103 (1991), 25–68.
[Ru3] Rubin, K., More “main conjectures” for imaginary quadratic fields in Elliptic Curves and
Related Topics, ed. H. Kisilevsky and R. Murty, CRM Proc. Lecture Notes 4, Amer. Math.
Soc., Providence, 1994, 23–28.
[Ru4] Rubin, K., A Stark Conjecture ‘over Z’ for abelian L-functions with multiple zeros, Ann. Inst.
Fourier 46 (1996), 33–62.
[Ru5] Rubin, K., Euler systems, Hermann Weyl lectures, Ann. of Math. Studies, vol. 147, Princeton
Univ. Press (2000).
[St] Stark, H. M., L-functions at s = 1. IV. First Derivatives at s = 0, Adv. Math. 35 (1980),
197–235.
[Ta] Tate, J., Relation between K2 and Galois cohomology Invent. Math. 36 (1976), 257–274.
Department of Mathematics, Graduate School of Science and Engineering, Ehime
University 2–5, Bunkyo-cho, Matsuyama-shi, Ehime 790–8577, Japan
E-mail address : ohshita.tatsuya.nz@ehime-u.ac.jp
