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Abstract
We describe an algorithm to identify a minimal set of “braid relations” which span and
preserve all sets of involution words for twisted Coxeter systems of finite or affine type. We
classify the cases in which adding the smallest possible set of “half-braid” relations to the
ordinary braid relations produces a spanning set: in the untwisted case, this occurs for the
Coxeter systems which are finite with rank two or type An, or affine with rank three or type
A˜n. These results generalize recent work of Hu and Zhang on the finite classical cases.
1 Introduction
Let (W,S) be a Coxeter system with length function ℓ : W → N. Define a word to be any finite
sequence of elements of S. There exists a unique associative operation ◦ : W ×W → W such
that v ◦ w = vw if ℓ(vw) = ℓ(v) + ℓ(w) and s ◦ s = s if s ∈ S [12, Theorem 7.1]. One way of
defining a reduced word for w ∈ W is as a word (s1, s2, . . . , sn) of minimal possible length n such
that w = s1 ◦ s2 ◦ · · · ◦ sn. Let R(w) be the set of reduced words for w. It is a fundamental result
of Matsumoto (see [3, §1.2]) that R(w) is spanned and preserved by the braid relations of (W,S),
which one defines as the symmetric relations on words of the form
( — , s, t, s, t, s, . . .︸ ︷︷ ︸
m terms
, — ) ∼ ( — , t, s, t, s, t, . . .︸ ︷︷ ︸
m terms
, — ) (1.1)
for s, t ∈ S with m = m(s, t) < ∞, where m(s, t) is the order of the product st ∈ W and the
corresponding “ — ” symbols on the left and right stand for arbitrary, identical subsequences.
Let ∗ ∈ Aut(W ) be an involution with S = S∗. We write w∗ for the image of w ∈ W under
∗, and call (W,S, ∗) a twisted Coxeter system. Consider the following variation of R(w): define
Rˆ∗(w) as the set of words (s1, s2, . . . , sn) of minimal possible length n such that w = s
∗
n ◦ · · · ◦ s
∗
2 ◦
s∗1 ◦ s1 ◦ s2 ◦ · · · ◦ sn. This set is nonempty if and only if w belongs to the set of twisted involutions
I∗ = I∗(W ) = {w ∈ W : w
∗ = w−1}. The sequences in Rˆ∗(w) are the appropriate “involution”
analogue of reduced words, and have been studied in a few different places under various names and
left/right conventions. See, for example, the papers of Richardson and Springer [17, 18], Hultman
[9, 10, 11], Hu and Zhang [6, 7], and Hamaker, Marberg, and Pawlowski [4, 5]. Following [4], we
refer to the elements of Rˆ∗(w) as involution words. These objects naturally come up in the study
of certain symmetric varieties [1, 2, 19] and Iwahori-Hecke algebra modules [13, 14, 15].
Some recent papers [5, 6, 7, 8] have considered the problem of finding a set of “involution braid
relations” which span and preserve Rˆ∗(w) for all w ∈ I∗. The associativity of the product ◦ implies
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that each of these sets is preserved by the ordinary braid relations (1.1), but these usually fail
to span Rˆ∗(w). For example, suppose s, t ∈ S and m ≥ 1 are such that the m-element words
(s, t, s, t, . . . ) and (t, s, t, s, . . . ) both belong to Rˆ∗(z) for some z ∈ I∗. As explained in Section 3,
this occurs if and only if m = m∗(s, t) as defined by (3.1), in which case m is either
1
2m(s, t) or
1
2m(s, t) +
1
2 or
1
2m(s, t) + 1 or m(s, t). Under this condition, the symmetric word relation
(s, t, s, t, . . .︸ ︷︷ ︸
m terms
, — ) ∼ (t, s, t, s, . . .︸ ︷︷ ︸
m terms
, — ) (1.2)
preserves Rˆ∗(w), but not necessarily R(w). We refer to the relations of this type with m < m(s, t)
as the half-braid relations of (W,S, ∗).
Example 1.1. Suppose W is the symmetric group S4 and S = {s1, s2, s3} where si = (i, i + 1),
so that (W,S) has type A3. Let ∗ = id. The half-braid relations of (W,S, ∗) are (s1, s2, — ) ∼
(s2, s1, — ) and (s2, s3, — ) ∼ (s3, s2, — ). These and the braid relations of (W,S) span Rˆ∗(w)
for all w ∈ I∗. The elements of Rˆ∗(4321) are (1, 3, 2, 1) ∼ (3,1, 2, 1) ∼ (3,2,1,2) ∼ (2,3, 1, 2) ∼
(2,1,3, 2) ∼ (1,2, 3, 2) ∼ (1,3,2,3) ∼ (3,1, 2, 3), where we write (i, j, . . . ) in place of (si, sj, . . . ).
We define (W,S, ∗) to be perfectly braided if, as in the preceding example, each set Rˆ∗(w) for
w ∈ I∗ is an equivalence class under the transitive relation generated by the ordinary and half-braid
relations (1.1) and (1.2). The following, surprising fact is equivalent to [6, Theorem 3.1].
Theorem 1.2 (Hu and Zhang [6]). If (W,S) has type An and ∗ = id, then the twisted Coxeter
system (W,S, ∗) is perfectly braided.
A more general, but weaker result is shown in [5]. Let s, t ∈ S be distinct elements and
suppose r1, . . . , rk ∈ S and m ∈ P are such that (k +m)-element words (r1, . . . , rk, s, t, s, . . . ) and
(r1, . . . , rk, t, s, t, . . . ) belong to Rˆ∗(z) for a common element z ∈ I∗. The symmetric word relation
(r1, r2, . . . , rk, s, t, s, . . .︸ ︷︷ ︸
m terms
, — ) ∼ (r1, r2, . . . , rk, t, s, t, . . .︸ ︷︷ ︸
m terms
, — ). (1.3)
then preserves Rˆ∗(w) for all w ∈ I∗. We refer to the relations arising in this way as the generalized
half-braid relations for (W,S, ∗). The following is equivalent to [5, Theorem 7.9].
Theorem 1.3 (Hamaker, Marberg, and Pawlowski [5]). In any twisted Coxeter system (W,S, ∗),
each set Rˆ∗(w) for w ∈ I∗ is spanned and preserved by the generalized half-braid relations (1.3).
The relations prescribed by this theorem are usually highly redundant and not easily determined
from the Coxeter diagram of (W,S). Our main result gives a substitute for Theorem 1.3 without
these defects for the cases whenW is a finite or affine Coxeter group. Let Γ be the Coxeter diagram
of (W,S). Define an induced copy of 2A3 in (W,S, ∗) to be an induced subgraph of Γ of the form
a x b
A3
with a∗ = b and b∗ = a and x∗ = x. Similarly, let an induced copy of B3 or H3 or D4 in (W,S, ∗)
refer to an induced subgraph of Γ of one of the respective forms
a x b
4
B3
or a x b
5
H3
or a x
c
b
D4
2
whose vertices are fixed pointwise by ∗. We define the exceptional braid relation of each of these
induced subgraphs to be the symmetric word relation given (somewhat arbitrarily) by:
• (x, a, b, x, — ) ∼ (x, a, x, b, — ) in type 2A3.
• (x, a, b, x, a, b, — ) ∼ (a, b, x, a, b, x, — ) in type B3.
• (x, a, b, x, a, b, x, a, b, — ) ∼ (a, b, x, a, b, x, a, b, x, — ) in type H3.
• (x, a, b, c, x, a, b, c, — ) ∼ (a, b, c, x, a, b, c, x, — ) in type D4.
Let B = B(W,S) be the set of braid relations for (W,S), let Bˆ = Bˆ(W,S, ∗) be the union of B
with the set of half-braid relations for (W,S, ∗), and let Bˆ+ = Bˆ+(W,S, ∗) be the set of exceptional
braid relations associated to every induced copy of 2A3, B3, H3, and D4 in (W,S, ∗). The following
is our main theorem.
Theorem 1.4. Let (W,S, ∗) be a twisted Coxeter system and suppose each irreducible component
of (W,S) is of finite or affine type. Then every set Rˆ∗(w) for w ∈ I∗ is an equivalence class under
the transitive relation generated by Bˆ ∪ Bˆ+.
When ∗ = id and (W,S) has type An, Bn, Dn, or F4, this statement is equivalent to the main
results of Hu, Wu, and Zhang in [6, 7, 8]. Our proof of the theorem is computational, and derives
from a general algorithm for reducing the set of generalized half-braid relations for (W,S, ∗) to a
finite superset of the braid relations B. This algorithm is described in Section 4.
Remark. The set Bˆ∪Bˆ+ technically includes redundant relations when (W,S, ∗) contains induced
copies of 2A3 or D4, but one can easily exclude these to obtain a minimal spanning set.
Example 1.5. Suppose (W,S) is the affine Coxeter system of type C˜n, with S = {s0, s1, . . . , sn}.
If ∗ is the involution with si ↔ sn−i for all i, then Bˆ
+ = ∅ for n ∈ {2, 3} and all odd n ≥ 5.
For n = 4 the Coxeter diagram 0
4
== 1 — 2 — 3
4
== 4 contains two induced copies of 2A3 and Bˆ
+
consists of the relations (2, 1, 3, 2, — ) ∼ (2, 1, 2, 3, — ) and (2, 3, 1, 2, — ) ∼ (2, 3, 2, 1, — ).
A twisted Coxeter system (W,S, ∗) is irreducible if ∗ acts transitively on the connected compo-
nents of the Coxeter diagram of (W,S). As a corollary, we get this generalization of Theorem 1.2:
Corollary 1.6. Suppose (W,S, ∗) is an irreducible twisted Coxeter system of affine or finite type.
Then (W,S, ∗) is perfectly braided if and only if either (i) s∗ 6= s for all s ∈ S, (ii) ∗ = id and
(W,S) has type An or A˜n, or (iii) (W,S) has type A˜2, C˜2, G˜2, or I2(m) for 3 ≤ m ≤ ∞.
Proof. Combine Theorem 1.4 with the classification of Coxeter graphs of positive type in [12].
Theorem 1.4 and Corollary 1.6 are nice enough to inspire some general conjectures.
Conjecture 1.7. A twisted Coxeter system (W,S, ∗) is perfectly braided if s∗ 6= s for all s ∈ S.
Conjecture 1.8. There exists a finite subset C of the generalized half-braid relations for (W,S, ∗)
such that the relations Bˆ ∪ C span and preserve Rˆ∗(w) for each w ∈ I∗.
Call a subset J ⊂ S a neighborhood if J = {t ∈ S : m(s, t) 6= 2} for some s ∈ S.
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Conjecture 1.9. Let C be a subset of the generalized half-braid relations for (W,S, ∗). Suppose
the relations Bˆ ∪C span Rˆ∗(w) for each neighborhood J ⊂ S with J = J
∗ and each w ∈ I∗ ∩WJ .
Then the same relations span Rˆ∗(w) for all w ∈ I∗.
We note one other result. For w ∈ I∗ define HRˆ∗(w) as the union
⋃
vR(v) over v ∈ W with
(v−1)∗ ◦ v = w. We refer to elements of HRˆ∗(w) as involution Hecke words. Such words were
studied in [5]; in type An, they are closed related to the so-called Chinese monoid. Clearly HRˆ∗(w)
contains Rˆ∗(w) and is preserved by the usual braid relations. When s, t ∈ S and n ∈ P are such
that m∗(s, t) ≤ n < m(s, t) <∞, define ∼ and ≈ as the symmetric word relations with
(t, s, t, . . .︸ ︷︷ ︸
n terms
, r1, r2, . . . , rk) ∼ (s, t, s, . . .︸ ︷︷ ︸
n terms
, r1, r2, . . . , rk) ≈ (s, t, s, t, . . .︸ ︷︷ ︸
n+1 terms
, r1, r2, . . . , rk) (1.4)
for each (r1, r2, . . . , rk) ∈ R(v) and v ∈ W with ℓ(sv) = ℓ(tv) > ℓ(v). Let Bˆ = Bˆ(W,S, ∗) be the
union of the set of relations ∼ and ≈ arising in this way and the usual set of braid relations B for
(W,S). It follows from Theorem 1.3 that the relations Bˆ preserve the sets HRˆ∗(w). The following
is a consequence of Proposition 3.3. In type An, this statement is equivalent to [5, Theorem 6.4].
Proposition 1.10. If (W,S, ∗) is perfectly braided, then Bˆ spans HRˆ∗(w) for each w ∈ I∗.
In Section 2 we review a few standard facts about Coxeter systems. Section 3 describes some
more detailed properties of generalized half-braid relations. Section 4 defines our main algorithms,
and Sections 5 and 6 indicate how we use their output to verify Theorem 1.4.
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2 Preliminaries
We write Z, N, and P for the sets of all, nonnegative, and positive integers, and define [n] =
{1, 2, . . . , n} for n ∈ N. Let (W,S, ∗) be a twisted Coxeter system. Our main reference for the
following material is [12, Chapter 5].
Define V as the vector space over R with a basis given by αs for s ∈ S. Write (·, ·) for the
symmetric, bilinear form on V with (αs, αt) = − cos
(
pi
m(s,t)
)
for s, t ∈ S, where m(s, t) is the order
of st ∈ W . The formula sv = v − 2(αs, v)αs for s ∈ S and v ∈ V extends to a faithful action
of W on V which preserves (·, ·). We refer to V with this W -module structure as the geometric
representation of (W,S). The root system of (W,S) is the set Φ = {wαs : w ∈ W, s ∈ S}. This
set is the disjoint union Φ = Φ+ ⊔ Φ− where Φ+ = Φ ∩ R+-span{αs : s ∈ S} and Φ
− = −Φ+.
We write < for the Bruhat order on W . Recall that if w ∈ W and s ∈ S then the following
are equivalent: (1) ws < w, (2) sw−1 < w−1, (3) ℓ(ws) = ℓ(w) − 1, and (4) wαs ∈ Φ
−. Let
DesR(w) = {s ∈ S : ws < w} and DesL(w) = {s ∈ S : sw < w}.
Lemma 2.1. If w ∈W and s, t ∈ S then ws = tw if and only if wαs ∈ {αt,−αt}.
Proof. This is a straightforward consequence of [12, Proposition 5.6 and Lemma 5.7].
Corollary 2.2. If w ∈W and s ∈ S then ws = s∗w < w if and only if wαs = −αs∗ .
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Recall that I∗ = I∗(W ) = {w ∈W : w
−1 = w∗}.
Lemma 2.3. If w ∈ I∗ and s ∈ S then ℓ(s
∗ws) = ℓ(w) if and only if s∗ws = w.
Proof. This follows from the exchange condition; cf. [10, Lemma 3.4].
Corollary 2.4. If w ∈ I∗ and s ∈ S then s
∗ws < w if and only if wαs ∈ Φ
− \ {−αs∗}.
Proof. Since s∗ws < w if and only if s∗w 6= ws < w, the result follows from Corollary 2.2.
Suppose w ∈ I∗ and s ∈ DesR(w). Corollaries 2.2 and 2.4 imply that a unique element v ∈ I∗
exists with v < s∗ ◦v ◦s = w. It follows by induction that the set Rˆ∗(w) is nonempty, and moreover
that w ∈ I∗ has an involution word ending in s whenever s ∈ DesR(w). We write ℓˆ∗ : I∗ → N for
the function which assigns to w ∈ I∗ the common length of each element of Rˆ∗(w).
3 Relations
Let (W,S, ∗) be a twisted Coxeter system, and recall the definition of the generalized half-braid
relations (1.3). Fix elements s, t ∈ S and suppose θ is a map {s, t} →W . Define
mθ(s, t) =


1
2m(s, t) +
1
2 if m(s, t) is odd and θ({s, t}) = {s, t}
1
2m(s, t) + 1 if m(s, t) is even and θ(s) = s and θ(t) = t
1
2m(s, t) if m(s, t) is even and θ(s) = t and θ(t) = s
m(s, t) otherwise.
(3.1)
If m(s, t) = ∞ then mθ(s, t) = ∞. If mθ(s, t) < m(s, t), then θ extends to an involution of
W{s,t} = 〈s, t〉 and mθ(s, t) = ℓˆθ(∆) for the longest element ∆ ∈ Iθ(W{s,t}) [5, Proposition 7.7].
Proposition 3.1. There exists z ∈ I∗ such that Rˆ∗(z) contains both of the words
(r1, r2, . . . , rk, . . . , s, t, s, t, s︸ ︷︷ ︸
m terms
) and (r1, r2, . . . , rk, . . . , t, s, t, s, t︸ ︷︷ ︸
m terms
) (3.2)
if and only if there exists y ∈ I∗ such that (r1, r2, . . . , rk) ∈ Rˆ∗(y), {s, t} ⊂ S − DesR(y), and
m = mθ(s, t) <∞ where θ : W → W denotes the map w 7→ (ywy
−1)∗.
Proof. Let w ∈ W . When m(s, t) < ∞, define ∆ as the longest element of W{s,t}. If {s, t} ⊂
DesR(w), thenm(s, t) <∞ and ℓ(w∆) = ℓ(w)−ℓ(∆) [3, Lemma 1.2.1], while if {s, t}∩DesR(w) = ∅
and m(s, t) <∞, then ℓ(w∆) = ℓ(w) + ℓ(∆). Similar left-handed properties hold.
Suppose m(s, t) <∞ and y ∈ I∗ is such that {s, t}∩DesR(y) = ∅, so that y
′ = ∆∗y has length
ℓ(y′) = ℓ(y)+ ℓ(∆). The exchange condition implies that if s ∈ DesR(y
′) then ys ∈ {s∗y, t∗y} while
if t ∈ DesR(y
′) then yt ∈ {s∗y, t∗y}. Writing s′ = (ysy−1)∗ and t′ = (ysy−1)∗, we deduce that there
exists a unique element z ∈ I∗ such that one of the following occurs:
(1) z = ∆∗y∆, ℓ(z) = ℓ(y) + 2ℓ(∆), and {s′, t′} ∩ {s, t} = ∅.
(2) z = y∆ = ∆∗y, ℓ(z) = ℓ(y) + ℓ(∆), and {s′, t′} = {s, t}.
(3) z ∈ {∆∗ys∆,∆∗yt∆}∩{∆∗s∗y∆,∆∗t∗y∆}, ℓ(z) = ℓ(y)+2ℓ(∆)− 1, and |{s′, t′}∩{s, t}| = 1.
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Define θ(w) = (ywy−1)∗. In each case, one checks that if (r1, r2, . . . , rk) ∈ Rˆ∗(y) then both words
in (3.2) belong to Rˆ∗(z) when m = mθ(s, t).
Assume conversely that both words in (3.2) belong to Rˆ∗(z) for z ∈ I∗. Then (r1, r2, . . . , rk) ∈
Rˆ∗(y) for some y ∈ I∗. We must have {s, t} ∩ DesR(y) = ∅ and m(s, t) < ∞ since m > 0 and
{s, t} ⊂ DesR(z). Again define θ(w) = (ywy
−1)∗. The argument above shows that the (k+mθ(s, t))-
element words (r1, r2, . . . , rk, . . . , s, t, s) and (r1, r2, . . . , rk, . . . , t, s, t) both belong to Rˆ∗(z
′) for some
z′ ∈ I∗. Since {s, t} ⊂ DesR(z) ∩DesR(z
′), we must have z = z′ and m = mθ(s, t).
In the course of the preceding proof, we established the following:
Corollary 3.2. Let s, t ∈ S and z ∈ I∗. If {s, t} ⊂ DesR(z), then there is a unique positive integer
m ≤ m(s, t) <∞ such that the words in (3.2) both belong to Rˆ∗(z) for some r1, r2, . . . , rk ∈ S.
Recall the definition of HRˆ∗(w) and Bˆ and Bˆ from Theorem 1.4 and Proposition 1.10.
Proposition 3.3. Suppose (W,S, ∗) is perfectly braided. Let z ∈ I∗ and s ∈ HRˆ∗(z). There exists
a sequence ∼1, ∼2, . . . , ∼l of relations in Bˆ and a sequence s0, s1, . . . , sl ∈ HRˆ∗(z) of reduced
words with weakly decreasing lengths such that s = s0 ∼1 s1 ∼2 · · · ∼l sl ∈ Rˆ∗(z).
In the following proof, we write ab for the concatenation of two words a and b.
Proof. Let s = (s1, s2, . . . , sk) ∈ HRˆ∗(z). Assume k > 0 and (s1, s2, . . . , sk−1) ∈ HRˆ∗(y) for
y ∈ I∗. By induction there are relations ∼1, ∼2, . . . , ∼l in Bˆ and words a0, a1, . . . , al ∈ HRˆ∗(y)
with weakly decreasing lengths such that (s1, s2, . . . , sk−1) = a0 ∼1 a1 ∼2 · · · ∼l al ∈ Rˆ∗(y). Let
b = (sk). Note that if ai−1b and aib are both reduced words, then we also have ai−1b ∼i aib.
If y < s∗k ◦ y ◦ sk = z then each aib is reduced and alb ∈ Rˆ∗(z), so the result holds with
si = aib. Suppose y = z so that sk ∈ DesR(z). Since the relations Bˆ span Rˆ∗(z), we may assume
that al ∈ Rˆ∗(z) has sk as its last entry. Let i ∈ [l] be minimal such that ai−1b is reduced but
aib is not reduced. The relation ∼i cannot belong to B, so ai−1 must be an (n+ j)-element word
ai−1 = (s, t, s, . . . , r1, . . . , rj), where s, t ∈ S and n ≤ m(s, t) <∞ and (r1, . . . , rj) ∈ R(v) for some
v ∈W with ℓ(sv) = ℓ(tv) > ℓ(v), and ai must be the (n+ j) element word (t, s, t, . . . , r1, r2, . . . , rj)
or the (n + j − 1)-element word (s, t, s, . . . , r1, . . . , rj). Let ∆ be the longest element in W{s,t}.
Then ℓ(∆v) = ℓ(∆)+ ℓ(v) and sk belongs to DesR(∆v) but not DesR(v), so the exchange principle
implies that ∆vsk ∈ {∆sv,∆tv} = {s∆v, t∆v} and vsk ∈ {sv, tv}. It follows that a sequence
of braid relations transforms ai−1b to the (n + j + 1)-element word (s, t, s, t, . . . , r1, r2, . . . , rj). A
relation in Bˆ transforms this word to ai−1, so the desired property follows.
4 Algorithms
The goal of this section is to describe an algorithm which can be used to verify Theorem 1.4 by
a computer calculation. Choose a twisted Coxeter system (W,S, ∗) and write I∗ = I∗(W ). We
assume S is finite, and fix an arbitrary total ordering of its elements. Everything in this section will
be defined relative to these choices, though this dependence is often suppressed in our notation. A
word is a finite sequence (s1, s2, . . . , sn) with si ∈ S. An involution word is a word in Rˆ∗(w) for
some w ∈ I∗. As in the introduction, we often write (s1, s2, . . . , sn, — ) ∼ (t1, t2, . . . , tn, — ) as a
shorthand for the symmetric relation on words with a ∼ b if there exist any number of elements
ci ∈ S such that a = (s1, s2, . . . , sn, c1, c2, . . . , cm) and b = (t1, t2, . . . , tn, c1, c2, . . . , cm).
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For each p, q ∈ P with q ≥ 2, let Ap,q = Ap,q(W,S, ∗) be the subset of generalized half-braid
relations (1.3) for (W,S, ∗) with p = k +m and q = m(s, t). Define
A = A (W,S, ∗) =
⋃
p∈P
⋃
2≤q<∞
Ap,q (4.1)
and also let A•,≥q =
⋃
i∈P
⋃
q≤j<∞Ai,j and A≤p,• =
⋃
i∈[p]
⋃
2≤j<∞ Ai,j. By Theorem 1.3, the
relations in A span and preserve Rˆ∗(w) for all w ∈ I∗. Suppose ∼ is a word relation and X ⊂
A ∪ B. We write X ⇒ ∼ if there are relations ∼1, ∼2, . . . , ∼n in X such that whenever two
involution words a, b satisfy a ∼ b, there are involution words a0, a1, . . . , an with a = a0 ∼1
a1 ∼2 · · · ∼n an = b. If Y ⊂ A ∪B then we write X ⇒ Y when X ⇒ ∼ for all ∼ ∈ Y .
Lemma 4.1. Let r = (r1, . . . , rk), s = (s1, . . . , sn), and t = (t1, . . . , tn) be words with n > 0.
Set p = k + n and q = m(sn, tn). Define C and D as the equivalence classes of rs and rt under
the transitive relation generated by A≤p−1,• ∪ B. Suppose both (a) some z ∈ I∗ exists with
{rs, rt} ⊂ Rˆ∗(z), and (b) some u ∈ C and v ∈ D exist with right-most entries s and t such that
s = t or q < m(s, t) < ∞. It then holds that A≤p−1,• ∪A•,≥q+1 ∪B ⇒ ∼ for the word relation ∼
defined by (r1, . . . , rk, s1, . . . , sn, — ) ∼ (r1, . . . , rk, t1, . . . , tn, — ).
Proof. Let≈, ∼1, and ∼2 be the transitive relations respectively generated byA≤p−1,•∪A•,≥q+1∪B,
A≤p−1,• ∪ B, and A•,≥q+1 ∪ B. By Theorem 1.3, it suffices to show that u ≈ v. Since {s, t} ⊂
DesR(z), it follows by Corollary 3.2 that there exist x,y ∈ Rˆ∗(z) with either x = y (if s = t) or
x ∼2 y (if q < m(s, t)) and such that x ends in s and y ends in t. Let x
′, y′ ∈ I∗ be the elements
with x′ < s∗ ◦x′ ◦s = z and y′ < t∗ ◦y′ ◦ t = z, and let u′,v′,x′,y′ be the words formed by omitting
the last entries in u,v,x,y respectively. By construction, {u′,x′} ⊂ Rˆ∗(x
′) and {v′,y′} ⊂ Rˆ∗(y
′),
so u′ ∼1 x
′ and v′ ∼1 y
′ by Theorem 1.3. It follows that u ∼1 x and y ∼1 v, so u ≈ v.
Lemma 4.2. Let r1, . . . , rk, s, t ∈ S. Assume k > 0 and m(s, t) = 2 and suppose the words
(r1, . . . , rk, s), and (r1, . . . , rk, t) both belong to Rˆ∗(z) for some z ∈ I∗. Then A≤k,•∪A•,≥3∪B ⇒ ∼
for the word relation ∼ defined by (r1, . . . , rk, s, — ) ∼ (r1, . . . , rk, t, — ).
Proof. Let y ∈ I∗ be such that (r1, . . . , rk) ∈ Rˆ∗(y). Since k > 0 we have y 6= 1. It follows from
Proposition 3.1 that {s, t}∩DesR(y) = ∅ and ysy
−1 = t∗ and yty−1 = s∗. Lemma 2.1 implies that
yαs = αt∗ and yαt = αs∗, and hence z = s
∗ ◦ y ◦ s = s∗t∗y. Let r = rk ∈ DesR(y). One checks that
zαr = s
∗t∗yαr ∈ Φ
−, so {r, s, t} ⊂ DesR(z). Therefore both m(r, s) and m(r, t) are finite.
Define ≈, ∼1, and ∼2 as the transitive relations respectively generated by A≤k,• ∪A•,≥3 ∪B,
A≤k,• ∪ B, and A•,≥3 ∪ B. Let u = (r1, . . . , rk−1, r, s) and v = (r1, . . . , rk−1, r, t) so that u,v ∈
Rˆ∗(z). It suffices to check that u ≈ v. For this, it is enough to find a,b ∈ Rˆ∗(z) which both end
in r and satisfy u ≈ a and v ≈ b, since then a ∼1 b by Theorem 1.3. If m(r, s) = 2 then we can
take a = (r1, . . . , rk−1, s, r). If m(r, s) ≥ 3 then it follows from Corollary 3.2 that Rˆ∗(z) contains
two words of the form u′ = (r′1, . . . , r
′
j , . . . , s, r, s, r, s︸ ︷︷ ︸
m terms
) and a = (r′1, . . . , r
′
j , . . . , r, s, r, s, r︸ ︷︷ ︸
m terms
) where
j ≤ k − 1 and m ≥ 2. In this case, we have u ∼1 u
′ by Theorem 1.3 and u′ ∼2 a by definition, so
u ≈ a as desired. The word b ∈ Rˆ∗(z) with v ≈ b is constructed by a similar argument.
Given J ⊂ S, let VJ = R-span{αs : s ∈ J} ⊂ V and WJ = 〈s ∈ J〉 ⊂ W , where V is defined
as in Section 2. We write R[S] = R[xs : s ∈ S] for the polynomial ring over R in a commuting set
of indeterminates indexed by S, and frequently consider the free R[S]-module V ⊗R R[S], whose
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elements are just linear combinations of the simple roots {αs : s ∈ S} with polynomial coefficients.
We view each w ∈ W as a linear automorphism of this module by identifying w with w ⊗R 1, and
extend (·, ·) to an R[S]-bilinear form on V ⊗R R[S] with values in R[S] in the obvious way.
Definition 4.3. A braid system for (W,S, ∗) consists of the following data:
• Two words s = (s1, s2, . . . , sn) and t = (t1, t2, . . . , tn) of the same length.
• An R-linear map σ : VJ → V ⊗R R[S] for some subset J ⊂ S.
• A set of constraints C, consisting of equalities and inequalities involving elements of R[S].
We write ({s, t}, σ, C) to succinctly refer to this data. The sequences s and t are the words of the
braid system, and the set J ⊂ S is the system’s domain.
Let B = ({s, t}, σ, C) be a braid system with domain J . The system B is constant if σVJ ⊂ V
and C = ∅. We write α < 0 (respectively, α > 0) to indicate that α ∈ V is a nonzero linear
combination of simple roots with nonpositive (respectively, nonnegative) coefficients. Say that a
map f : VJ → V is root-preserving if f(αs) < 0 or f(αs) > 0 for each s ∈ S. Every w ∈W acts on V
as a root-preserving linear transformation. A solution to B is a ring homomorphism R[S]→ R which
transforms all constraints in C to true statements, and which is such that (1⊗R ψ) ◦ σ : VJ → V is
a root-preserving map. A braid system is valid if its words are both reduced and it has a solution.
The following property has a slightly more involved definition.
Definition 4.4. Let σ be a map VJ → V ⊗R R[S]. Suppose r, s ∈ J are such that σαr = αθ(r)∗
and σαs = αθ(s)∗ for a bijections θ : {r, s} → {r, s}, and mθ(s, t) < m(r, s) < ∞. In this case,
for each t ∈ J we refer to (r, s, r, s, r, . . .︸ ︷︷ ︸
mθ(s,t) terms
, t, — ) ∼ (s, r, s, r, s, . . .︸ ︷︷ ︸
mθ(s,t) terms
, t, — ) as a σ-relation. The σ-
equivalence class of a word is its equivalence class under the transitive relation generated by B and
the σ-relations just described. A braid system B = ({s, t}, σ, C) is redundant if there is a word in
the σ-equivalence class of s (respectively, t) with right-most entry s′ ∈ S (respectively, t′ ∈ S) such
that s′ = t′ or m(s, t) < m(s′, t′) <∞, where s and t denote the right-most entries of s and t.
Lemma 4.5. Let B be a braid system with words s = (s1, . . . , sn) and t = (t1, . . . , tn). Suppose
y, z ∈ I∗ are such that {rs, rt} ⊂ Rˆ∗(z) for some r = (r1, . . . , rk) ∈ Rˆ∗(y). Assume n > 0, and let
p = ℓˆ∗(z) = k + n and q = m(sn, tn). If B is redundant, then A≤p−1,• ∪A•,≥q+1 ∪B ⇒ ∼ for the
word relation ∼ given by (r1, . . . , rk, s1, . . . , sn, — ) ∼ (r1, . . . , rk, t1, . . . , tn, — ).
Proof. If B is redundant, x 7→ rx maps the σ-equivalence classes of s and t into the equivalence
classes of rs and rt under the relation generated by A≤p−1,•∪B, so this follows from Lemma 4.1.
We describe five operations on braid systems. Fix a braid system B = ({s, t}, σ, C) with domain
J ⊂ S. Define ∂J as the set of s ∈ J − S such that m(s, t) > 2 for some t ∈ J .
(1) When B is constant and r ∈ ∂J , define B ↓ r = ({s, t}, σ′, C ′) where σ′ : V{r}∪J → V ⊗R R[S]
is the unique linear map with σ′|VJ = σ and σ
′αr = −
∑
s∈S αs ⊗R xs, and C
′ consists of the
constraints xs ≥ 0 for s ∈ S, (σ
′αr, σ
′αs) = (αr, αs) for s ∈ J , and |detσ| = 1 if {r} ∪ J = S.
The constraints (σ′αr, σ
′αs) = (αr, αs) for s ∈ J in B ↓ r form a system of linear equations involving
only the variables xs for s ∈ ∂J ∪ J . The only constraint in the system B ↓ r which involves any
variable xs for s /∈ ∂J ∪ J is the inequality xs ≥ 0. We intentionally exclude from B ↓ r the natural
constraint (σ′αr, σ
′αr) = (αr, αr) = 1 to preserve this property. Below, let r = (r).
8
(2) Define r •asc B = ({s, t}, σ, C ∪ C
′) where C ′ = {σαr ≥ 0}.
(3) Define r •des B = ({rs, rt}, σ
′, C ∪ C ′) where σ′ = r∗σ and C ′ = {σαr = −αr∗}.
(4) Define r •ˆdesB = ({rs, rt}, σ
′, C ∪ C ′) where σ′ = r∗σr|VJ and C
′ = {−αr∗ 6= σαr ≤ 0}.
Note that if α ∈ V ⊗R R[S], then writing α ≤ 0 or α ≥ 0 is equivalent to a system of inequalities
involving the coefficients of α in the basis of simple roots.
(5) Given a ring homomorphism ψ : R[S] → R[S], define B[ψ] = ({s, t}, σ′, C ′) where σ′ =
(1 ⊗R ψ) ◦ σ and C
′ is formed by applying ψ to all elements of C and then omitting any
trivially true constraints. Observe that if ψ is a solution of B then B[ψ] is constant.
Our main algorithm is now given in three parts.
Algorithm 4.6 (Expand into constant systems). Suppose we are given as inputs a constant braid
system B0 with domain K ⊂ S, and an element r ∈ ∂K. Let J = {r} ∪ K. Return as output
the tree of braid systems T (B0 ↓ r) whose root vertex is B0 ↓ r, in which the children of a vertex
B = ({s, t}, σ, C) are computed as follows:
1. If B is constant, invalid, or redundant, then B has no children.
2. If B has a finite number of solutions ψ1, ψ2, . . . , ψn : R[S]→ R, then the children of B are the
constant systems B[ψ1], B[ψ2], . . . , B[ψn].
3. Otherwise, let σst ∈ R[S] be such that σαs =
∑
t∈S αt ⊗R σst for s ∈ J . Say that s ∈ J is
a conditional descent (respectively, unconditional descent) if for some t ∈ S the augmented
constraints C∪{σst > 0} (respectively, C∪{σst ≥ 0}) are infeasible. If the set of unconditional
descents is nonempty, then let s be the least such descent and define the children of B to be
s •des B and s •ˆdesB. If the set of unconditional descents is empty, then let s be the least
conditional descent (if any exist) and define the children of B to s•ascB, s•des B, and s •ˆdesB.
Otherwise let B be its own child, so that the tree is infinite.
Remark. Each of these steps can be implemented as a linear programming problem in a small
number of variables, which can be solved by various methods.
Define the descent set of a braid system B = ({s, t}, σ, C) with domain J to be Des(B) = {s ∈
J : σαs ∈ V and σαs < 0}. Note that if σ = w|VJ for some w ∈W then Des(B) ⊂ DesR(w).
Algorithm 4.7 (Eliminate descents). Suppose we are given as input a constant braid system B
with domain J ⊂ S. Execute the following loop, starting with i = 0 and B0 = B:
1. Given Bi = ({si, ti}, σi,∅), the algorithm terminates with no output if the system Bi is invalid
or redundant, or descent-periodic in the sense defined below.
2. If instead Des(Bi) = ∅ then the algorithm terminates with output Bi.
3. Otherwise, let r be the least element of Des(Bi). Set Bi+1 = r •des Bi if σiαr = −αr∗ , and
otherwise set Bi+1 = r •ˆdesBi. The constraints added to Bi+1 are trivially satisfied, so we
consider Bi+1 to again be a constant braid system. Replace i by i+ 1 and return to step 1.
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This loop may fail to terminate. When it does terminate there still may be no output returned.
It remains to clarify step 1. There, we define Bi to be descent-periodic if there exists a quasi-
polynomial formula for σi which shows that the sequence of minimal descents in Des(Bj) for j ≥ i
is infinite and periodic. More precisely, we consider Bi to be descent-periodic if for some p, q ∈ P
with q ≥ 2 and pq ≤ i and some r1, r2, . . . , rp ∈ S, the following procedure returns True:
i. If si and ti do not both begin with the word (rp, . . . , r2, r1) repeated q times, return False.
Otherwise, let f jst ∈ R[x] for (s, t, j) ∈ J × S × [p] be the unique polynomials of degree less
than q such that if λj(n) : VJ → V is the linear transformation with αs 7→
∑
t∈S f
j
st(n)αt
then σ(i−pq)+j+np = λj(n) for j = 1, 2, . . . , p and n = 0, 1, . . . , q − 1.
ii. For each j ∈ [p] define βj = αrj+1 and Nj = {λj(n)βj : n ∈ N}, where we set rp+1 = r1. If for
some j ∈ [p] there exists α ∈ Nj with α 6< 0, or if −β
∗
j ∈ Nj 6= {−β
∗
j }, again return False.
iii. For a linear map λ : VJ → V and r ∈ J , define λ • r to be r
∗λ if λαr = −αr∗ and r
∗λr|VJ
otherwise. Return True if for all n ∈ N it holds that λ1(n+ 1) = λp(n) • r1 and λj(n + 1) =
λj−1(n+ 1) • rj for j = 2, 3, . . . , p. Otherwise, return False.
If Bi is descent-periodic then we cannot have σi = w|VJ for any w ∈ I∗, since then it would hold
that wj > wjr1 > wjr1r2 > · · · > wjr1r2 · · · rp = wj+1 for all j ∈ N where wj = w(r1r2 · · · rp)
j.
Remark. Getting the outer loop to terminate is the bottleneck in all of our computations. We
should do this as soon as we can determine that σi 6= w|VJ for all w ∈ I∗. Checking whether Bi is
descent-periodic gives a computable sufficient condition for this to occur, and this check is the only
part of Algorithm 4.7 which relies implicitly on (W,S) being a finite or affine Coxeter system.
Given s, t ∈ S and a bijection θ : {s, t} → {s, t}, define Bθs,t = B
θ
s,t = ({s, t}, σ,∅) as the
constant braid system in which s = (. . . , s, t, s, t, s) and t = (. . . , t, s, t, s, t) are words with length
mθ(s, t), and σ is the linear map V{s,t} → V{s∗,t∗} ⊂ V with σαs = αθ(s)∗ and σαt = αθ(t)∗ .
Algorithm 4.8 (Reduce spanning relations). Suppose we are given as inputs distinct s, t ∈ S. The
output of the algorithm is the forest of constant braid systems Fs,t = Fs,t(W,S, ∗) whose roots are
the two systems Bθs,t, in which the children of a vertex B with domain J are computed as follows:
1. If ∂J = ∅ then B is a leaf.
2. Otherwise, apply Algorithm 4.6 to construct T (B ↓ r) for each r ∈ ∂J . Apply Algorithm 4.7
to each constant leaf in the resulting trees, and include any braid systems that are returned
as children of B. If there is no output for all of these systems, then B is again a leaf.
The construction of Fs,t fails if any application of Algorithm 4.6 does not yield a finite tree or any
application of Algorithm 4.7 fails to terminate.
We say that Fs,t exists if Algorithm 4.8 terminates successfully when given s, t ∈ S as input.
Example 4.9. Suppose (W,S) is the Coxeter system of type A3 and ∗ = id as in Example 1.1.
Let s = s1 and t = s2. The forest Fs,t exists and its two roots are the constant braid systems
B =


s (2, 1)
t (1, 2)
σ
α1 7→ α1
α2 7→ α2
and B′ =


s (2, 1)
t (1, 2)
σ
α1 7→ α2
α2 7→ α1
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We first compute T (B ↓ s3). The root of the tree is
B ↓ s3 =


s (2, 1)
t (1, 2)
σ
α1 7→ α1
α2 7→ α2
α3 7→ −x1α1 − x2α2 − x3α3
C
0 ≤ x1, x2, x3
0 = 12 +
1
2x1 − x2 +
1
2x3
0 = −x1 +
1
2x2
1 = |x3|
This system already has a unique solution, given by the ring homomorphism ψ : R[x1, x2, x3]→ R
with x1 7→
2
3 , x2 7→
4
3 , and x3 7→ 1. Thus, T (B ↓ s3) is a path of length two with leaf
(B ↓ s3)[ψ] =


s (2, 1)
t (1, 2)
σ
α1 7→ α1
α2 7→ α2
α3 7→ −
2
3α1 −
4
3α2 − α3
Executing Algorithm 4.7 with this braid system as input gives B0 = (B ↓ s3)[ψ] and
B1 = s3 •ˆdesB0 =


s (3, 2, 1)
t (3, 1, 2)
σ
α1 7→ α1
α2 7→ −
2
3α1 −
1
3α2 +
2
3α3
α3 7→
2
3α1 +
4
3α2 +
1
3α3
which is invalid since σα2 has both positive and negative coefficients. Hence Algorithm 4.7 termi-
nates with no output, and B has no children in Fs,t. On the hand, we have
B′ ↓ s3 =


s (2, 1)
t (1, 2)
σ
α1 7→ α2
α2 7→ α1
α3 7→ −x1α1 − x2α2 − x3α3
C
0 ≤ x1, x2, x3
0 = 12x1 − x2 +
1
2x3
0 = 12 − x1 +
1
2x2
1 = |x3|
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which also has a unique solution, given by the ring homomorphism ψ′ : R[x1, x2, x3] → R with
x1 7→ 1, x2 7→ 1, and x3 7→ 1. The tree T (B
′ ↓ s3) is again a path of length two, now with leaf
(B′ ↓ s3)[ψ
′] =


s (2, 1)
t (1, 2)
σ
α1 7→ α2
α2 7→ α1
α3 7→ −α1 − α2 − α3
Executing Algorithm 4.7 with this braid system as input gives B0 = (B
′ ↓ s3)[ψ
′], and then
B1 = s3 •ˆdesB0 =


s (3, 2, 1)
t (3, 1, 2)
σ
α1 7→ α2 + α3
α2 7→ −α2
α3 7→ α1 + α2
B2 = s3 •des B1 =


s (2, 3, 2, 1)
t (2, 3, 1, 2)
σ
α1 7→ α3
α2 7→ α2
α3 7→ α1
which is valid and has no descents. Algorithm 4.7 therefore terminates with B2 as output. In Fs,t,
this braid system is the unique child of B′ but has no children itself, since its domain is S.
Define a braid system B = ({s, t}, σ, C) with domain J to be realizable if for some y, z ∈ I∗
there exists a solution ψ with (1 ⊗R ψ) ◦ σ = y|VJ and it holds that {rs, rt} ⊂ Rˆ∗(z) for any
(equivalently, every) r ∈ Rˆ∗(y). In this case, the pair (y, z) ∈ I∗ × I∗ realizes the system.
Lemma 4.10. Suppose (y, z) ∈ I∗ × I∗ realizes a constant braid system B with domain J . Let
r ∈ ∂J . Then r ∈ DesR(y) if and only if (y, z) realizes B ↓ r. In this case, if the tree T (B ↓ r) is
finite, then it has a leaf which is realized by (x, z) ∈ I∗ × I∗ for some x ∈ I∗ with x ≤ y.
Proof. The first assertion is evident. Let r ∈ ∂J ∩DesR(y), assume T (B ↓ r) is finite, and suppose
A = ({s, t}, σ, C) is a non-leaf vertex realized by (v, z) ∈ I∗×I∗. It suffices to show that a child of
A in T (B ↓ r) is realized by (u, z) for u ∈ I∗ with u ≤ v, and this is straightforward.
Lemma 4.11. Suppose (y, z) ∈ I∗ × I∗ realizes a constant braid system B with words s =
(s1, . . . , sn) and t = (t1, . . . , tn). Let r = (r1, . . . , rk) ∈ Rˆ∗(y) and define ∼ as the relation
(r1, . . . , rk, s1, . . . , sn, — ) ∼ (r1, . . . , rk, t1, . . . , tn, — ). Assume n > 0, and let p = ℓˆ∗(z) = k + n
and q = m(sn, tn). Suppose we execute Algorithm 4.7 with B as input. If the algorithm terminates
with output B′, then B′ is realized by (x, z) for some x ≤ y. If the algorithm terminates with no
output, then A≤p−1,• ∪A•,≥q+1 ∪B ⇒ ∼.
Proof. Let B = B0, B1, B2, . . . be the sequence of braid systems defined in Algorithm 4.7 for the
input B. If Bi is realized by (xi, z) ∈ I∗ × I∗ and r is the common first entry of the words of
Bi+1, then Bi+1 is realized by (xi+1, z) for the element xi+1 ∈ I∗ with xi+1 < r
∗ ◦ xi+1 ◦ r =
xi. The first assertion follows from this observation. Since each Bi is thus realizable, it can-
not occur that Bi is invalid or descent-periodic. Therefore, the only way Algorithm 4.7 can
terminate with no output is if some Bi is redundant. In this case, Lemma 4.5 implies that
for some (r′1, . . . , r
′
k) ∈ Rˆ∗(y) we have A≤p−1,• ∪ A•,≥q+1 ∪ B ⇒ ≈ where ≈ is the relation
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(r′1, . . . , r
′
k, s1, . . . , sn, — ) ≈ (r
′
1, . . . , r
′
k, t1, . . . , tn, — ). Since we have A≤k,• ∪ B ⇒ ∼1 and
A≤k,• ∪ B ⇒ ∼2 for the relations (r
′
1, . . . , r
′
k, s1, . . . , sn, — ) ∼1 (r1, . . . , rk, s1, . . . , sn, — ) and
(r′1, . . . , r
′
k, t1, . . . , tn, — ) ∼2 (r1, . . . , rk, t1, . . . , tn, — ) by Theorem 1.3, and since it evidently
holds that {≈,∼1,∼2} ⇒ ∼, it follows that A≤p−1,• ∪A•,≥q+1 ∪B ⇒ ∼ as desired.
We refer to (s1, . . . , sn, — ) ∼ (t1, . . . , tn, — ) as the word relation corresponding to a braid
system B = ({s, t}, σ, C) if s = (s1, . . . , sn) and t = (t1, . . . , tn). Say that B is trivial if {s, t} ⊂
Rˆ∗(z) for some z ∈ I∗ and σ acts as the identity map on its domain.
Definition 4.12. When s, t ∈ S are distinct and Fs,t exists, we define Rs,t = Rs,t(W,S, ∗) as
the set of word relations corresponding to the trivial vertices in Fs,t. The elements of Rs,t are all
generalized half-braid relations for (W,S, ∗), which we refer to as the relations induced by Fs,t.
Algorithms 4.6, 4.7, and 4.8 each depend on a fixed total order on S. For each pair of generators
s, t ∈ S with 2 < m(s, t) < ∞, choose such an order independently and suppose Algorithm 4.8
(executed with respect to this choice) succeeds in constructing Fs,t, so that Rs,t is defined. Let
Bˆ = Bˆ(W,S, ∗) be the union of B with the set of half-braid relations (1.2) of (W,S, ∗). Define
R = R(W,S, ∗) as the union of Rs,t over all s, t ∈ S with 2 < m(s, t) < ∞, and let Rmin be any
minimal subset of R with Bˆ ∪Rmin ⇒ R. Note that Bˆ ∩Rmin = ∅.
Theorem 4.13. Assume the construction of Rmin just given is defined. Each set Rˆ∗(w) for w ∈ I∗
is then an equivalent class under the transitive relation generated by Bˆ ∪Rmin.
Proof. The relations in Bˆ ∪ Rmin preserve each set Rˆ∗(w) for w ∈ I∗ by definition. Choose
r1, . . . , rk, s, t ∈ S and m ∈ P such that the relation ∼ defined by (1.3) is contained in Ap,q for
p = k+m and q = m(s, t). We may assume by induction that Bˆ ∪Rmin ⇒ A≤p−1,• ∪A•,≥q+1. By
Theorem 1.3, it suffices to show that Bˆ ∪Rmin ⇒ ∼. If k = 0 then ∼ is a half-braid relation in Bˆ.
On the other hand, if k > 0 and q = 2, then Lemma 4.2 implies that A≤p−1,• ∪A•,≥q+1 ∪B ⇒ ∼.
Assume that k > 0 and 2 < q < ∞. By Proposition 3.1 there are unique elements y, z ∈ I∗
such that w 7→ (ywy−1)∗ is a bijection θ : {s, t} → {s, t} and (y, z) realizes the root vertex Bθs,t in
Fs,t. We claim that either A≤p−1,• ∪ A•,≥q+1 ∪B ⇒ ∼ or (1, z) realizes some descendant of B
θ
s,t
in Fs,t. This alternative implies the theorem since in the first case it follows that Bˆ ∪ Rmin ⇒
A≤p−1,• ∪A•,≥q+1 ∪ Bˆ ⇒ ∼, while in the second case R contains a relation ≈ of the form
(r′1, . . . , r
′
k, . . . , s, t, s︸ ︷︷ ︸
m terms
, — ) ≈ (r′1, . . . , r
′
k, . . . , t, s, t︸ ︷︷ ︸
m terms
, — ) (4.2)
for some (r′1, . . . , r
′
k) ∈ Rˆ∗(y), and when this occurs we can deduce that Bˆ ∪ Rmin ⇒ Bˆ ∪ R ⇒
{≈} ∪A≤k,• ∪B ⇒ ∼ by the argument in the proof of Lemma 4.11.
To prove the claim, let y0 = y < z, B0 = B
θ
s,t, and J0 = {s, t}. If y0 = 1 then the claim holds
immediately. By construction DesR(y0) is disjoint from J0. If y0 has a right decent r ∈ S − ∂J0,
then Lemma 4.1 implies that A≤p−1,• ∪ A•,≥q+1 ∪ B ⇒ ∼. If y0 has a right descent r ∈ ∂J0,
then by Lemma 4.10 there exists y′0 ∈ I∗ with y
′
0 ≤ y0 and a leaf vertex B
′
0 in T (B0 ↓ r) realized
by (y′0, z). If Algorithm 4.7 applied to B
′
0 has no output, then Lemma 4.11 implies that for some
(r′1 . . . , r
′
k) ∈ Rˆ∗(y) we have A≤p−1,• ∪ A•,≥q+1 ∪ Bˆ ⇒ ≈ where ≈ is the word relation (4.2), in
which case Bˆ ∪ Bˆ+ ⇒ {∼}. If Algorithm 4.7 applied to B′0 terminates with output B1, then B1 is
realized by (y1, z) for some twisted involution y1 ≤ y
′
0 by Lemma 4.11. When this occurs, define
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J1 = J0 ∪ {r} so that B1 has domain J1 and both words of B1 involve only elements of J1. Then
B1 is a child of B0 in Fs,t which is realized by (y1, z), and it necessarily holds that y1 < y0.
By repeating the argument above, we deduce that either (1) y1 = 1, (2) A≤p−1,•∪A•,≥q+1∪Bˆ ⇒
∼, or (3) there exists a child B2 of B1 in Fs,t, with domain J2 ⊃ J1, whose words both involve
only elements of J2, and which is realized by (y2, z) for a twisted involution y2 < y1 < y0 = y.
Continuing in this way, we deduce by induction that our claim can only fail if there exists an infinite
descending sequence of twisted involutions y = y0 > y1 > y2 > . . . , which is impossible.
We have implemented Algorithm 4.8 in a few thousand lines of Python code [16]. This imple-
mentation successfully computes Rmin whenever (W,S) is a finite or affine Coxeter system of not
too large rank. In type E˜8, for example, our code calculates Rmin in about twenty minutes.
5 Reductions
Here, we discuss how one can efficiently reuse the output of Algorithm 4.8. A morphism of twisted
Coxeter systems φ : (W,S, ∗) → (W ′, S′, ⋄) is a group homomorphism φ : W → W ′ with φ(S) ⊂
{1} ∪ S′ and φ(w∗) = φ(w)⋄ for all w ∈W . If a morphism φ is injective, then it induces a natural
map A (W,S, ∗)→ A (W ′, S′, ⋄) between the corresponding sets of generalized half-braid relations
(4.1): this is defined by applying φ to the first k+m terms in a given relation (1.3). Given J ⊂ S,
write ∂KJ for the set of s ∈ K − J such that m(s, t) > 2 for some t ∈ J .
Definition 5.1. A bounded Coxeter system is a quadruple (W,S, J, ∗) where (W,S, ∗) is a twisted
Coxeter system, J = J∗ ⊂ S, and ∂SJ ∪ J 6= S. We say that φ : (W,S, J, ∗) → (W
′, S′, ⋄) is a
bounded embedding if φ is an injective morphism φ : (W,S, ∗)→ (W ′, S′, ⋄) and ∂S′φ(J) = φ (∂SJ).
Suppose (W,S, J, ∗) is a bounded Coxeter system and s, t ∈ S. Let V be the geometric repre-
sentation of (W,S) and fix a total order on S. We call (W,S, J, ∗ |s, t) a parabolic configuration if
Algorithm 4.8 succeeds in constructing Fs,t = Fs,t(W,S, ∗), and for each vertex B = ({s, t}, σ,∅)
in Fs,t it holds that (∂SK ∪K) ⊂ J and σ(VK) ⊂ VJ where K is the domain of B.
Theorem 5.2. Let φ : S → S′ be an order-preserving map between totally ordered finite sets,
choose distinct s, t ∈ S, and set s′ = φ(s) and t′ = φ(t). Suppose (W ′, S′, ⋄) is a twisted Cox-
eter system, (W,S, J, ∗ |s, t) is a parabolic configuration, and φ extends to a bounded embed-
ding (W,S, J, ∗) → (W ′, S′, ⋄). The forests Fs,t(W,S, ∗) and Fs′,t′(W
′, S′, ⋄) then both exist,
and φ induces a bijection between the sets of generalized half-braid relations Rs,t(W,S, ∗) and
Rs′,t′(W
′, S′, ⋄) which each induces. Moreover, (W ′, S′, φ(J), ⋄ | , s′, t′) is also a parabolic system.
Proof. We may assume that S ⊂ S′, W =W ′S , ∗ = ⋄|W , and that φ is the inclusion map W →֒W
′,
so s = s′ and t = t′ and ∂SJ = ∂S′J . Let V be the geometric representation of (W
′, S′). By
definition, F = Fs,t(W,S, ∗) exists and K ⊂ J and σ(VK) ⊂ VJ for each vertex B = ({s, t}, σ,∅)
with domain K. Each vertex in F may be regarded as braid system relative to (W ′, S′, ⋄), and it
suffices to show that under this identification F = Fs′,t′(W
′, S′, ⋄).
We first examine Algorithm 4.6. Suppose B0 is a non-leaf vertex of F with domain K. Note
that ∂SK = ∂S′K ⊂ J . Regard B0 as a braid system relative to (W,S, ∗), and let B
′
0 consist of the
same data, but considered as a braid system relative to (W ′, S′, ⋄). Choose r ∈ ∂SK and define
braid systems B = B0 ↓ r and B
′ = B′0 ↓ r for (W,S, ∗) and (W
′, S′, ⋄). Let T = T (B) and
T ′ = T (B′) be the outputs of Algorithm 4.6 applied to B and B′. Fix u ∈ S − (∂SJ ∪ J), and let
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A = ({s, t}, σ, C) and A′ = ({s′, t′}, σ′, C ′) be vertices of T and T ′. The following properties hold
by induction, since all elements of {r} ∪K ⊂ J and S′ − (∂SJ ∪ J) commute with each other:
(1) Let U = VS−{u}⊗RR[S−{u}] and define Υ = αu⊗Rxu and Υ
′ = αu⊗Rxu+
∑
v∈S′−S αv⊗Rxv.
The images of σ and σ′ are contained in the sets U ⊕ RΥ and U ⊕ RΥ′.
(2) The set C may be partitioned into a set of constraints which do not involve the variable xu
at all, and a set of constraints which specify that this variable is zero, nonnegative, and/or
nonpositive. The set C ′ may likewise be partitioned into a set of constraints which do not
involve any of the variables xu or xv for v ∈ S
′ − S, and a set of constraints which specify
that all of these variables are simultaneously zero, nonnegative, and/or nonpositive.
These observations make the following operation well-defined. Let ε : U ⊕ RΥ → U ⊕ RΥ′ be the
linear map which is the identity on U and which maps Υ 7→ Υ′. For each vertex A = ({s, t}, σ, C)
in T , define λ(A) as the braid system given by replacing σ with εσ, and then adding to each
constraint in C of the form xu = 0 or xu ≤ 0 or xu ≥ 0 the analogous identity for xv for all
v ∈ S′ − S. Regard λ(A) as a braid system for (W ′, S′, ⋄) and define λ(T ) as the tree given by
applying λ to each vertex of T . It holds by definition that λ(B) = B′. Using properties (1) and
(2), it is straightforward to deduce by induction that in fact λ(T ) = T ′.
The leaf vertices in T = T (B0 ↓ r) which are not invalid or redundant may be trivially
identified with the leaf vertices in λ(T ) which are not invalid or redundant. Since Algorithm 4.7
has no dependence on the ambient Coxeter system, the children of B0 in F may be identified with
the children of B′0 in Fs,t(W
′, S′, ⋄). By induction, we have F = Fs,t(W
′, S′, ⋄) as needed.
Type Coxeter Diagram Type Coxeter Diagram
An 1 2
· · · n A˜n 1 2 3 · · · n
0
Bn
1 · · · (n− 1) n B˜n
1 2 · · · (n− 1) n
0
Cn
1 · · · (n− 1) n C˜n
0 1 2 · · · (n− 1) n
Dn
1 · · · (n − 2) (n − 1)
n
D˜n
1 2 · · · (n− 2) n− 1
0 n
Table 1: Coxeter systems of classical type. Single (double) edges have weight three (four).
Example 5.3. Suppose (W˜ , S˜) is the Coxeter system of type A˜n (n ≥ 2) with Coxeter dia-
gram as in Table 1, so that S˜ = {s0, s1, . . . , sn}. Let (W,S) be the Coxeter system of type A8
and define J = {s2, s3, . . . , s7} and (s, t) = (s4, s5). We have checked that (W,S, J, id |s, t) is a
parabolic configuration using [16]. The corresponding forest Fs,t induces no word relations inde-
pendent of the half-braid relations in type A8. When n > 8, there exists a bounded embedding
φ : (W,S, J, id) → (W˜ , S˜, id) with φ(s) = s′ and φ(t) = t′ for any s′, t′ ∈ S˜ with m(s′, t′) > 2. It
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follows by Theorems 4.13 and 5.2 that (W˜ , S˜, id) is perfectly braided in the sense of Corollary 1.6
when n > 8. When n ≤ 8, the same conclusion can be checked directly using [16].
Let An (n ≥ 1), Bn (n ≥ 2), and Dn (n ≥ 4) refer to the Coxeter systems (W,S) in which
S = {s1, s2, . . . , sn} and the corresponding Coxeter diagrams are as in Table 1. When (W,S)
is a Coxeter system with S = {s1, s2, . . . , sn}, let (W,S) × (W,S) denote the Coxeter system
whose simple generators are {s1, s2 . . . , sn} ⊔ {s˜1, s˜2, . . . , s˜n}, in which m(si, sj) = m(s˜i, s˜j) and
m(si, s˜j) = 2 for all i, j ∈ [n]. We write
2(W ×W ) to denote the twisted Coxeter system given
by (W,S) × (W,S) with the involution ∗ satisfying s∗i = s˜i for i ∈ [n]. When (W,S) has type An,
Bn, or Dn, we write
2(An × An),
2(Bn × Bn), and
2(Dn ×Dn) in place of
2(W ×W ). Order the
generators of the product system as s1 < s2 < · · · < sn < s˜1 < s˜2 < · · · < s˜n. The following
describes several common parabolic configurations.
1. Define the configuration of type An (n ≥ 5), Bn (n ≥ 5), and Dn (n ≥ 7) to be (W,S, J, ∗ |s, t)
where (W,S) is the Coxeter system of type An, Bn or Dn, respectively; ∗ = id; {s, t} =
{s4, s5}; and J is either {s2, s3, s4, s5} in types A5 and B5, {s2, s3, s4, s5, s6} in types A6 and
B6, {s2, s3, s4, s5, s6, s7, s8} in type D8, or {s2, s3, s4, s5, s6, s7} in the other cases.
2. Define the configurations of types 2An (n ≥ 8) and
2Dn (n ≥ 7) exactly as in types An and
Dn, but let ∗ be the unique nontrivial automorphism of the corresponding Coxeter diagram.
3. LetX be the letter A, B, orD. Fix n ∈ P such that the parabolic configuration (W,S, J, id |s, t)
of type Xn is defined. The configuration of type
2(Xn×Xn) is then (W
′, S′, J ′, ⋄, |s, t) where
(W ′, S′, ⋄) has type 2(Xn ×Xn), J
′ = J ⊔ J⋄, and {s, t} = {s4, s5}.
4. Define the configurations of types D′7,
2D′7, and
2(D7×D7)′ in the same way as D7, 2D7, and
2(D7 ×D7), but in each case let {s, t} be {s5, s6} instead of {s4, s5}.
Proposition 5.4. Relative to the implementation [16] of Algorithm 4.8, the configurations of types
An, Bn, Dn,
2An,
2Dn,
2(An×An),
2(Bn×Bn),
2(Dn×Dn), D
′
7,
2D′7, and
2(D7×D7)
′ defined above
are all parabolic. Suppose (W,S, J, ∗ |s, t) is one of these parabolic configurations, and consider the
word relations Rs,t induced by the corresponding forest Fs,t. In types
2A9, B5, D7, D
′
7,
2D7, and
2D′7, there exists a single relation ∼ ∈ Rs,t such that Bˆ ∪ {∼} ⇒ Rs,t; Table 2 shows possible
values for this relation. In all of the other types, it holds that Bˆ ⇒ Rs,t. In either case, we have
Bˆ ∪ Bˆ+ ⇒ Rs,t with Bˆ
+ = Bˆ+(W,S, ∗) as in Theorem 1.4.
Proof. We have checked (a) and (b) by computer [16] in type 2An when n ≤ 16 and in the other types
when n ≤ 8. In any other type the desired result follows by Theorem 5.2. The last assertion follows
by checking that each relation ∼ in Table 2 is implied by Bˆ ∪ Bˆ+, which is straightforward.
6 Proof of Theorem 1.4
A twisted Coxeter system (W,S, ∗) is irreducible if ∗ acts transitively on the connected components
of its Coxeter diagram Γ. If J = K∪K∗ whereK ⊂ S is the set of vertices in a connected component
of Γ, then (WJ , J, ∗) is an irreducible component of (W,S, ∗). The group W is the direct product
of the parabolic subgroups corresponding to its irreducible components. If J = J∗ ⊂ S, then every
word in Rˆ∗(z) for z ∈ I∗(WJ) = I∗ ∩WJ is a sequence of elements of J [5, Proposition 2.10]. It is
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Type Relation
2A9 (5, 6, 4, 5, — ) ∼ (5, 6, 5, 4, — )
B5 (5, 4, 3, 4, 5, 4, — ) ∼ (5, 4, 3, 5, 4, 5, — )
D7 (6, 4, 5, 7, 5, 6, 4, 5, — ) ∼ (6, 4, 5, 7, 5, 6, 5, 4, — )
D′7 (6, 4, 5, 7, 5, 4, 5, 6, — ) ∼ (6, 4, 5, 7, 5, 4, 6, 5, — )
2D7 (6, 5, 4, 3, 7, 4, 5, 6, 5, 7, 4, 5, — ) ∼ (6, 5, 4, 3, 7, 4, 5, 6, 5, 7, 5, 4, — )
2D′7 (5, 7, 5, 6, — ) ∼ (5, 7, 6, 5, — )
Table 2: Values for the word relation ∼ ∈ Rs,t in Proposition 5.4.
straightforward to deduce from this property that Theorem 1.4 holds if and only the result holds
for each irreducible twisted Coxeter system of finite or affine type. If (W,S, ∗) is irreducible but Γ
is not connected, Theorem 1.4 reduces to the following:
Proposition 6.1. A twisted Coxeter system of type 2(W ×W ) is perfectly braided.
Proof. The result follows as a simple exercise; the details are left to the reader.
Similarly, when Theorem 1.4 holds for (W,S, ∗), it follows that the result also holds for (WJ , J, ∗)
for any J = J∗ ⊂ S. Since Theorem 1.3 implies Theorem 1.4 in rank two, we therefore just need
to prove Theorem 1.4 when (W,S) is of type A˜n (n ≥ 2), B˜n (n ≥ 3), C˜n (n ≥ 2), D˜n (n ≥ 4), E˜6,
E˜7, E˜8, F4, F˜4, G˜2, or H4. We refer to [12, Chapter 2] for the definitions of these Coxeter systems.
Our proof of Theorem 1.4 reduces to two propositions:
Proposition 6.2. Theorem 1.4 holds for any twisted Coxeter system (W,S, ∗) in which (W,S) is
an irreducible Coxeter system of type E˜6, E˜7, E˜8, F4, F˜4, G˜2, or H4.
Proof. Using [16], we have calculated a set of relations spanning the sets Rˆ∗(z) in each type. On a
basic laptop these computations take between 15 seconds (in type G˜2) and 20 minutes (in type E˜8).
The resulting relations in each type are easily seen to be equivalent to the desired set Bˆ ∪ Bˆ+.
Proposition 6.3. Theorem 1.4 holds for any twisted Coxeter system (W,S, ∗) in which (W,S) is
an irreducible affine Coxeter system of classical type.
We say that a twisted Coxeter system (W ′, S′, ⋄) is covered by a collection of parabolic config-
urations P if for each s′, t′ ∈ S′ with 2 < m(s′, t′) < ∞ there exists (W,S, J, ∗ |s, t) ∈ P and a
bounded embedding φ : (W,S, J, ∗ |s, t)→ (W ′, S′, ⋄) with φ(s) = s′ and φ(t) = t′.
Proof. We may assume that (W,S) has type A˜n, B˜n, C˜n, or D˜n and n ≥ 2. Label the elements of
S as in Table 1. For each type, we can consider just one involution ∗ from each conjugacy class in
the group of S-preserving automorphisms of (W,S). In type A˜n there are four cases:
(A1) Suppose (W,S) has type A˜n and ∗ = id. This case was already discussed in Example 5.3,
where we saw that (W,S, ∗) is perfectly braided, as Theorem 1.4 predicts.
(A2) Suppose (W,S) has type A˜n and s
∗
i = sn−i for all i. If n > 9, then (W,S, ∗) is covered by the
parabolic configurations of type 2A8,
2A9,
2A10, . . . ,
2A16, and
2(A8 ×A8).
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(A3) Suppose (W,S) has type A˜2n−1 and s
∗
i = s2n−i for i ∈ [n] and s
∗
0 = s0. If n > 8, then (W,S, ∗)
is covered by the parabolic configurations of type 2A9,
2A11,
2A13,
2A15, and
2(A8 ×A8).
(A4) Suppose (W,S) has type A˜2n−1 and s
∗
i = si+n for 0 ≤ i < n. If n > 8 then (W,S, ∗) is covered
by the single parabolic configuration of type 2(A8 ×A8).
In each case, if n is sufficiently large then (W,S, ∗) is covered by a finite set of parabolic configu-
rations, and the desired result follows by combining Theorems 4.13 and 5.2 and Proposition 5.4.
For the remaining values of n we have checked Theorem 1.4 directly by computer, using our imple-
mentation [16] of Algorithm 4.8. We conclude that Theorem 1.4 holds in type A˜n. Our analysis in
types B˜n, C˜n, and D˜n is similar. There are two cases for each type:
(B1) Suppose (W,S) has type B˜n and ∗ = id. If n > 10 then (W,S, ∗) is covered by the parabolic
configurations of type A8, B5, B6, B7, B8, D7, D
′
7, D8, and D9.
(B2) Suppose (W,S) has type B˜n and ∗ is nontrivial. If n > 10 then (W,S, ∗) is covered by the
parabolic configurations of type A8, B5, B6, B7, B8,
2D7,
2D′7,
2D8, and
2D9.
(C1) Suppose (W,S) has type C˜n and ∗ = id. If n > 9 then (W,S, ∗) is covered by the parabolic
configurations of type A8, B5, B6, B7, and B8.
(C2) Suppose (W,S) has type C˜n and ∗ is nontrivial. If n > 18 then (W,S, ∗) is covered by the
parabolic configurations of type 2(A8×A8),
2(B5×B5),
2(B6×B6),
2(B7×B8),
2(B8×B8),
and either 2A8,
2A10, . . . ,
2A16 (if n is odd) or
2A9,
2A11, . . . ,
2A15 (if n is even).
(D1) Suppose (W,S) has type D˜n and ∗ is a diagram involution which fixes s2, s3, . . . , sn−2. There
are four choices for ∗. If n > 11, then (W,S, ∗) is covered by (a subset of) the parabolic
configurations of type A8, D7, D
′
7, D8, D9,
2D5,
2D6,
2D7,
2D′7,
2D8, and
2D9.
(D2) Suppose (W,S) has type D˜n and s
∗
i = sn−i for 0 ≤ i ≤ n. If n > 20 then (W,S, ∗) is covered
by the parabolic configurations of type 2(A8 × A8),
2(D7 × D7),
2(D7 × D7)
′, 2(D8 × D8),
2(D9×D9), and either
2A8,
2A10, . . . ,
2A16 (if n is even) or
2A9,
2A11, . . . ,
2A15 (if n is odd).
In all of these cases, we obtain the desired result either from Theorems 4.13 and 5.2 and Proposi-
tion 5.4 when n is sufficiently large, or by direct computation [16].
Together, the results in this section imply Theorem 1.4.
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