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Abstract
This paper contains a characterization of /nite algebras which generate a variety having a
cardinal bound on its subdirectly irreducible algebras with non-Abelian monolith. The result
shows that the property to not have such a bound is a recursively enumerable property of /nite
algebras of /nite type. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 08A05; 08A40; 08B05
1. Introduction
The residual bound of a variety V, or resb(V), is the least cardinal  which
exceeds the cardinal of each subdirectly irreducible (SI) algebra in V, if there is such
a cardinal, and resb(V) is set equal to ∞ if there is no such cardinal. A variety V is
said to be residually small (or residually bounded) i9 resb(V) = ∞. For an algebra
A; resb(A) is de/ned as the residual bound of the variety V (A) generated by A.
In this paper, we are concerned with a related cardinal invariant of a variety. By
resb?(V) we mean the least cardinal  which exceeds the cardinal of S whenever S
is an SI algebra in V with non-Abelian monolith. If there is no such cardinal, then
we put resb?(V) =∞. We write resb?(A) for resb?(V (A)) where A is any algebra.
It is a consequence of Theorem 10:1 in Freese and McKenzie [2] that if A is a /nite
group, ring, non-associative algebra or more generally, a /nite algebra in a congruence
modular variety, then resb?(A)6 |A|.
In McKenzie [9], examples are presented showing that even for a four-element alge-
bra A; resb(A) can be any /nite cardinal other than 1 or 2, and can be !; !1 (the least
uncountable cardinal), (2!)+ (the cardinal successor to the cardinal of the continuum),
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or ∞. There are no other possibilities. In these examples, all the SI algebras of more
than two-elements in V (A) have non-Abelian monolith, and so resb(A)= resb?(A). It
is known that resb?(A), for /nite A, must also be always one of the /nite cardinals
or !; !1; (2!)+ or ∞.
It is proved in McKenzie [12] that there is no algorithm to determine if a /nite
algebra with /nitely many operations generates a residually bounded variety (i.e., if
resb(A) =∞). It is a consequence of the method of [12] that there can be no algorithm
to determine if resb?(A) =∞. Thus the values resb?(A) may attain are known, while
the function resb?(A) has been shown to be a non-computable function of a /nite
algebra.
Certainly, it is interesting that the class of A for which resb?(A) =∞, while not
recursive, is recursively enumerable—as will be shown in this paper. We characterize
the property resb?(A) = ∞, in terms of a structural property which should hold in
all /nite algebras of V (A). The result of this paper was half-proved in 1986 and that
result was reported in Kiss and PrFohle [7]. The second half of the proof was found in
1993. Once found, this characterization of the condition resb?(A) = ∞ turned out to
be very helpful in guiding our search for /nite algebras that satisfy !6 resb(A) =∞.
The serendipitous discovery of the undecidability proofs published in [9–13] was the
pleasant reward for these e9orts.
Kearnes [6] has proved a characterization of /nite algebras A for which V (A) has
a cardinal bound on subdirectly irreducible algebras with monolith of type 2 (Abelian
but not strongly Abelian). His result is very similar to the result in this paper. This
author recently proved that it is undecidable to determine if V (A) has a cardinal bound
on this type of subdirectly irreducible algebras. The decidability and characterization
questions regarding bounds on subdirectly irreducible algebras with type 1 monolith
remain open.
The paper Kearnes [5] contains an excellent discussion of current knowledge and
open questions about residual bounds of /nitely generated varieties.
2. Non-Abelian monoliths, genes and rectangulation
Let  be a strictly meet irreducible congruence of a /nite algebra A and  be its
unique cover. The resulting SI algebra S=A= has = for its monolith. The monolith
of S is non-Abelian i9 there is a term operation (or a polynomial operation) t( Jx; Jy)
of A and elements Ja1; Ja2; Jb
1
; Jb
2
such that Ja1 ≡ Ja2 (mod ); Jb1 ≡ Jb2 (mod ); and
t( Ja1; Jb
1
) ≡ t( Ja1; Jb2) (mod ); while t( Ja2; Jb1) ≡ t( Ja2; Jb2) (mod ). It follows easily from
the results in Hobby and McKenzie [3] (especially Lemmas 4:14, 4:15, 4:17) that when
= is non-Abelian, then there exists an idempotent unary polynomial e(x) of A (i.e.,
e = e2 ∈ Pol1 A), elements 0 and 1, and a binary polynomial x ∧ y so that:
(g1) e(0) = 0 = 1 = e(1);
(g2) e(A) is closed under ∧ and x ∧ x = x and x ∧ 1 = x = 1 ∧ x for all x ∈ e(A);
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(g3) for all u ∈ e(A)−{1}, and for all unary polynomials f on the algebra A; ef(u)=
1↔ ef(u ∧ 0) = 1;
(g4)  is the largest congruence of A which makes 1 congruent to no element of e(A)
other than itself.
Denition 2.1. If A is an algebra (not necessarily /nite) and e is an idempotent unary
polynomial of A;  is a congruence of A; 0; 1 are elements of A and there exists a
binary polynomial of A; ∧, such that (g1)–(g4) are satis/ed, then we say that (e; 0; 1)
is a gene of A with kernel .
Lemma 2.1. If (e; 0; 1) is a gene of an algebra A; then its kernel  is a strictly
meet irreducible congruence of A;  = Cg(0; 1) ∨  is its unique cover, and = is
non-Abelian. On the other hand; if  is a strictly meet irreducible congruence of a
7nite algebra A and A= has non-Abelian monolith, then A has a gene (e; 0; 1) with
kernel .
Proof. Suppose that (e; 0; 1) is a gene. De/ne a binary relation R on A by xRy i9 for
all unary polynomials f we have ef(x) = 1 i9 ef(y) = 1. Now R is a congruence,
since it is an equivalence relation and whenever xRy and g is a unary polynomial,
then g(x)Rg(y). In fact, R = . To see this, note /rst that if x ∈ e(A) \ {1} then
ee(x) = x = 1 = ee(1); hence 1=R ∩ e(A) = {1} and it follows that R is a subset of .
On the other hand, suppose that  is a congruence larger than R, say (x; y) ∈  \ R.
There is a polynomial f such that {ef(x); ef(y)}={1; u} with u = 1. This shows that
1= ∩ e(A) = {1}. Thus, indeed, R is the largest congruence which isolates 1 inside
e(A).
De/ne  to be Cg(0; 1) ∨ —that is, the smallest congruence containing  and the
pair 〈0; 1〉. Clearly, ¿. Let  be any congruence properly containing . Then 
contains some pair 〈1; a〉 with a= e(a) = 1. By (g3), and the fact that = R, the pair
(a; a ∧ 0) belongs to , thus to . Also, (1 ∧ 0; a ∧ 0) ∈ , hence by transitivity, (0; 1)
belongs to . We have shown that every congruence strictly larger than  contains .
Thus  is strictly meet irreducible and  is its unique cover.
The relations 0 1; 0∧ 1= 0∧ 0; 〈1∧ 1; 1∧ 0〉 ∈  witness that = is non-Abelian.
The /nal assertion in the lemma is an integral part of the theory developed in Hobby
and McKenzie [3]. See Lemmas 4:15 and 4:17 in [3] for this result.
Corollary 2.1. If (e; 0; 1) is a gene of an algebra A and  is its kernel, then two
elements x; y of A are congruent modulo  i9 for every unary polynomial f of
A; ef(x) = 1 i9 ef(y) = 1.
Denition 2.2. Let G=(e; 0; 1) be a gene of an algebra F. Let R; S be binary relations
over the universe of F. We say that R and S rectangulate one-another modulo G i9
whenever f( Jx; Jy) is an m+ n-ary polynomial operation of F for some m; n; Ja1R Ja2 and
Jb
1
S Jb
2
then ef( Ja1; Jb
1
) = ef( Ja2; Jb
2
) = 1 implies ef( Ja1; Jb
2
) = ef( Ja2; Jb
1
) = 1.
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An n-ary relation over the universe of an algebra F is said to be a compatible
relation of F if it is a subalgebra of Fn. By a tolerance of an algebra F we mean a
compatible binary relation of F which is symmetric and reMexive. If R is a tolerance
of F and X is any set, we denote by FX (R) the subalgebra of FX consisting of all
functions f ∈ FX such that 〈f(x); f(y)〉 ∈ R for all x; y ∈ X . The next two lemmas
were reproduced in Kiss and PrFohle [7] as Lemma 3:5.
Lemma 2.2. Let G = (e; 0; 1) be a gene of an algebra A and R be a tolerance of
A such that R rectangulates {0; 1}2 modulo G. Let X be a set, B = AX (R) and Je
denote the polynomial of B which is the product of e in A at every coordinate. Let
J0; J1 denote the constant functions with values 0; 1 respectively (members of B). Then
JG = ( Je; J0; J1) is a gene of B.
Proof. We de/ne ˆ to be the congruence of B so that (p; q) ∈ ˆ i9 for all polynomials
f, we have Jef(p)= J1 i9 Jef(q)= J1. It is clear that JG=( Je; J0; J1) satis/es properties (g1)
–(g2) of a gene and that ˆ is a congruence (the kernel of JG if JG satis/es (g3)). To
prove that (g3) is satis/ed, assume that u ∈ Je(B)− { J1} and f is a unary polynomial
of B. We wish to show that Jef(u) = J1 i9 Jef(u ∧ J0) = J1.
We can express f(z) as
f(z) = t(z; p1; : : : ; pm);
where t is a term and p1; : : : ; pm ∈ B. For x ∈ X write p˜(x) for the n-tuple 〈p1(x); : : : ;
pn(x)〉. We choose y0 ∈ X with u(y0) ∈ e(A)− {1}. Let y1 be any member of X .
Now we know that et(u(y0)∧ 1; p˜(y0)) = 1 i9 et(u(y0)∧ 0; p˜(y0)) = 1, as a conse-
quence of (g3) for G. Assuming that Jef(u) = J1, then we have
et(u(y0) ∧ 0; p˜(y0)) = 1;
et(u(y1) ∧ 1; p˜(y1)) = 1:
Since R rectangulates {0; 1}2 modulo G, we can conclude from the displayed equations
that
et(u(y1) ∧ 0; p˜(y1)) = 1:
Thus we have Jef(u∧ J0)(y1)=1; and since y1 is arbitrary, it follows that Jef(u)= J1⇒
Jef(u∧ J0)= J1. The reverse implication follows by the same argument, switching u(yi)∧0
with u(yi) ∧ 1 in the displayed equations.
Lemma 2.3. Let G=(e; 0; 1) be a gene of an algebra A. Assume that resb?(A) =∞.
If a tolerance R of A rectangulates {0; 1}2 modulo G then R rectangulates itself
modulo G.
Proof. We form the algebra B = AX (R) where X is any set. Consider the SI algebra
S=B=ˆ where ˆ is the kernel of the gene JG= ( Je; J0; J1) (from Lemma 2.2). Assuming
that R does not rectangulate itself modulo G, we shall demonstrate that there is a
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positive integer n such that the cardinality of Sn is not less than 2|X |, implying that
the cardinality of S is no less than 2|X | if X is in/nite. Then by Lemmas 2.1 and 2.2
it will follow that resb?(A) =∞.
Let the polynomial f( Jx; Jy) and tuples Ja1; Ja2; Jb
1
; Jb
2
witness the fact that R does not
rectangulate R modulo G. We can assume that these tuples all have the same length
n. Thus we have a1i Ra
2
i and b
1
j R b
2
j for all 16 i; j 6 n and
ef( Ja1; Jb
1
) = ef( Ja2; Jb
2
) = 1 while; say
ef( Ja2; Jb
1
) = 1:
Consider the set Q of all n-tuples Jp= 〈p1; : : : ; pn〉 of elements of AX such that for all
x ∈ X; Jp(x) ∈ { Ja1; Ja2}. Since Ja1R Ja2 then Q ⊆ Bn. Using the above displayed equations,
it is easy to see that when Jp = Jp′; { Jp; Jp′} ⊆ Q, then we can /nd Jq ∈ Bn such that
Je Jf( Jp; Jq) = J1↔ Je Jf( Jp′; Jq) = J1. Hence where Jp= 〈p1; : : : ; pn〉; Jp′ = 〈p′1; : : : ; p′n〉, there
must be an i such that (pi; p′i) ∈ ˆ. This implies that |S|n ¿ 2|X |, as we claimed.
Lemma 2.4. Let G= (e; 0; 1) be a gene of the algebra A with kernel ; and let $ be
a congruence of A such that Cg(0; 1)∧$6 . If resb?(A) =∞ then $ rectangulates
itself modulo G.
Proof. Assume that f is a polynomial and we have ef( Ja1; Jb
1
) = ef( Ja2; Jb
2
) = 1 where
{ Ja1; Ja2} ⊆ {0; 1}m and Jb1$ Jb2. Then ef( Ja2; Jb1) is congruent to 1 modulo Cg(0; 1) ∧ $,
hence it is equal to 1 by (g4). Thus $ rectangulates {0; 1}2 modulo G. Now this lemma
follows from the previous one.
3. Partial semilattice decompositions
A tolerance D of an algebra A is -decomposable, where  is a cardinal, if D =
⋃
$¡ A$ × A$ for some sets A$ ⊆ A; $¡.
An algebra A is -semilattice-decomposable if A has a tolerance D, a compatible
partial order 6, and a compatible partial binary operation ∧ (i.e., {〈x; y; z〉 ∈ A3 | x ∧
y = z} is a subuniverse of A3) such that
(d1) D is the domain of ∧ and D =⋃$¡ A$ × A$, where
(d2) each set A$ is closed under ∧ and for x; y ∈ A$; x∧y is the greatest lower bound
of x and y with respect to the order 6.
Here is the main result of this paper.
Theorem 3.1. Let V=V (A) where A is a 7nite algebra. The following are equivalent:
(1) resb?(V)¡∞;
(2) resb?(V)6 (2!);
(3) every subdirectly irreducible algebra S in V with non-Abelian monolith can be
embedded into an algebra B in V which is |A|-semilattice-decomposable;
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(4) every 7nite subdirectly irreducible algebra S in V with non-Abelian monolith
admits an essential embedding into a 7nite subdirectly algebra S′ in V which is
|A|-semilattice-decomposable;
(5) if G = (e; 0; 1) is any gene in a 7nite algebra F ∈ V; with kernel ; and if $
is a congruence of F such that $ ∧ Cg(0; 1) 6 ; then $ rectangulates itself
modulo G.
Proof that (3) implies (2). Let S be an SI algebra and assume that S 6 B and B is
N -semilattice-decomposable where N is a natural number. Thus we have a tolerance
D of B; D =
⋃
16i6N Bi × Bi, a compatible partial order 6 of B and a compatible
partial binary operation ∧ with domain D satisfying (d1) and (d2).
Our goal is to prove that S has no more than 2! elements. So we assume that
in fact |S|¿ 2! and work toward a contradiction. Choose distinct elements a; b in S
congruent modulo the monolith. Let 〈c; d〉 ∈ S2 be any pair with c = d. By Maltsev’s
characterization of principal congruences, there is a positive integer n and a /nite
sequence of n terms t1(x; y; Ju); : : : ; tn(x; y; Ju) in n+ 2 variables and elements ui; j ; 16
i; j 6 n in S such that these equations are valid:
t1(c; d; u1;1; : : : ; u1; n) = a;
tn(d; c; un;1; : : : ; un;n) = b and for all 16 i¡n;
ti(d; c; ui;1; : : : ; ui;n) = ti+1(c; d; ui+1;1; : : : ; ui+1; n): (1)
Let pi;j ∈ {1; : : : ; N} be integers such that ui; j ∈ Bpi; j and choose integers r; s such
that c ∈ Br and d ∈ Bs. To the pair 〈c; d〉 we attach an object (c; d) which is the
tuple 〈r; s; n; t1; : : : ; tn; p1;1; : : : ; pn;n〉. We can assume that the language of V has only
countably many terms, since the /nite algebra A has only countably many distinct term
operations. Thus there is a countable set P of /nite sequences such that (c; d) ∈ P for
all c = d in S. We now apply the ErdFos–Rado theorem (see [1]), using that |S|¿ 2!,
and obtain the existence of an in/nite sequence c0; c1; : : : ; cn; : : : of distinct elements
of S with the property that (c; d) remains constant while 〈c; d〉 ranges over all pairs
〈ci; cj〉 with i¡ j¡!. Let
= (c0; c1) = 〈r; s; n; t1; : : : ; tn; p1;1; : : : ; pn;n〉
be this constant value. Notice that when i¡ j,
(ci; ci+1) = (cj; cj+1) = (ci; cj) = 
implies that ci ∈ Br for all i, and so we can assume that r = s.
For every pair of natural numbers i¡ j¡! we now choose n-tuples
ui; jk = 〈ui; jk;1; : : : ; ui; jk;n〉; 16 k 6 n;
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with ui; jk;‘ ∈ Bpk; ‘ , to satisfy the Eq. (1) for a; b; ci; cj—i.e., we have
t1(ci; cj; u
i; j
1 ) = a;
tn(cj; ci; u i; jn ) = b and for all 16 k ¡n;
tk(cj; ci; u
i; j
k ) = tk+1(ci; cj; u
i; j
k+1): (2)
Now inductively on k; 1 6 k 6 n, we prove that for all k 6 i¡ j¡! we have
a6 tk(cj; ci; Ju
i; j
k ). The purpose of this exercise is to allow us to conclude that
a6 tn(cn+1; cn; u n;n+1n ) = b:
For k = 1, let 16 i¡ j, and note that
a = t1(c0; ci; u
0; i
1 ) ∧ t1(ci; cj; u i; j1 ) ∧ t1(cj; cj+1; u j; j+11 )
= t1(c0 ∧ ci ∧ cj; ci ∧ cj ∧ cj+1; u 0; i1 ∧ u i; j1 ∧ u j; j+11 )
= t1(cj; ci; u
i; j
1 ) ∧ t1(c0 ∧ ci; cj ∧ cj+1; u 0; i1 ∧ u j; j+11 )
6 t1(cj; ci; u
i; j
1 ):
Suppose that the desired inclusion has been proved for a value of k that is less than n.
Let k + 16 i¡ j¡!. Using the induction assumption, we calculate
a6 tk(ci; ci−1; u
i−1; i
k ) ∧ tk(cj; ci; ui; jk ) ∧ tk(cj+1; cj; uj; j+1k )
= tk+1(ci−1; ci; u
i−1; i
k+1 ) ∧ tk+1(ci; cj; u i; jk+1) ∧ tk+1(cj; cj+1; u j; j+1k+1 )
= tk+1(ci−1 ∧ ci ∧ cj; ci ∧ cj ∧ cj+1; ui−1; ik+1 ∧ ui; jk+1 ∧ uj; j+1k+1 )
= tk+1(cj; ci; u
i; j
k+1) ∧ tk+1(ci−1 ∧ ci; cj ∧ cj+1; ui−1; ik+1 ∧ uj; j+1k+1 )
6 tk+1(cj; ci; u
i; j
k+1):
Thus, we have established that a 6 b. Clearly it follows that b 6 a by just the
same argument, reversing the roles of a and b. But then a = b, which is the desired
contradiction.
Proof that (5) implies (4). Let S be a /nite SI algebra in V with non-Abelian monolith
and assume that V satis/es (5). We can further assume that S = B= where B 6
An; n is a positive integer, and  is a strictly meet irreducible congruence of B. By
Lemma 2.1, B has a gene G = (e; 0; 1) with kernel . From the theory developed in
[3], speci/cally Lemmas 4:15 and 4:17 of [3], we can assume that the congruence /
generated by the pair (0; 1) has the property that whenever a congruence 0 satis/es
06 / and 0  then 0= /. We will need this assumption.
Let 1i; i¡n, be the kernels of the projections of B into A. Since the intersection of
the 1i is the identity relation, there exists i¡n such that where $=1i we have / $.
Then / ∧ $ 6  by the minimality of /. Hence by our assumption (5), we have that
$ rectangulates itself modulo G. Of course, $ ∧ / 6  implies that $ rectangulates
{0; 1}2 modulo G, as we saw in the proof of Lemma 2.4.
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Let N = |B| and consider the algebra P = BN ($) and its gene JG = ( Je; J0; J1) with
kernel ˆ (see Lemma 2.2). We have the diagonal embedding 2 :B → P; 2(b) = Jb,
and it is easily veri/ed that b0b1 ↔ 2(b0)ˆ2(b1) holds for b0; b1 ∈ B. This yields
an embedding 2 :B= → P=ˆ, where B= = S and S′ = P=ˆ is SI with non-Abelian
monolith by Lemma 2.2. That this embedding is essential means that for every non-zero
congruence 3 of S′; 2−1 (3) is a non-zero congruence of S. That this is indeed true
becomes obvious when one observes that a congruence  ¿  of B is strictly larger
than  i9 it contains 〈0; 1〉 and a congruence  ¿ ˆ of P is strictly larger than ˆ i9
it contains 〈 J0; J1〉.
It remains to be shown that S′ is |A|-semilattice-decomposable. To verify this, we
take for D the relation de/ned by x=ˆDy=ˆ i9 there exists u ∈ x=ˆ and v ∈ y=ˆ
such that u J$v where u J$v means that u(i)$v(j) for all i; j ¡N (or equivalently, that
u(0)$v(0)). Clearly, D is a tolerance of S′. (Actually, it is the image under the natural
surjection P→ P=ˆ of the congruence J$.) Notice that J$ is a congruence on P having
at most |A| equivalence classes, since B=$ is isomorphic to a subalgebra of A. Letting
P = p1= J$ ∪ · · · ∪ pk= J$; k = |A|, we put
Ai = {x=ˆ ∈ S ′ | (∃y ∈ P)(xˆy J$pi)}
for i = 1; : : : ; k. Now it should be clear that D =
⋃
16i6k Ai × Ai.
For the compatible partial order on S′, we de/ne x=ˆ 6 y=ˆ to mean that for all
unary polynomial functions f of P; Jef(x) = J1 → Jef(y) = J1. In view of the way ˆ
is de/ned, it is obvious that 6 is well-de/ned, independently of the choice of the
elements x; y to represent x=ˆ; y=ˆ, and is a partial order on S ′. That 6 is compatible
(is a subalgebra of S′ × S′) is easily checked.
The partial meet is de/ned as follows. Suppose that x=ˆDy=ˆ. Obviously, we can
assume that 〈x; y〉 ∈ J$. We have x = 〈x1; : : : ; xN 〉 and y = 〈y1; : : : ; yN 〉 where all the
elements x1; : : : ; yN belong to one $-equivalence class in B. Since N = |B|, there is an
element z = 〈z1; : : : ; zN 〉 in P such that
{z1; : : : ; zN}= {x1; : : : ; xN ; y1; : : : ; yN}: (3)
We shall establish below the fact that for any unary polynomial f of P, we have that
Jef(z) = J1 i9 Jef(x) = J1 and Jef(y) = J1: (4)
This implies that z=ˆ is the greatest lower bound of x=ˆ and y=ˆ with respect to 6,
which implies in turn that z=ˆ is uniquely determined by x=ˆ and y=ˆ and independent
of the apparently arbitrary choice of z and the choice of x and y to represent the
equivalence classes. Then we shall de/ne x=ˆ∧ y=ˆ to be z=ˆ, where z is any element
satisfying Eq. (3).
Now let x; y; z ∈ P satisfy (3). We wish to prove (4). So let f be any unary
polynomial of P. We write f(x) = t(x; p1; : : : ; pm) for some term t and sequence of
elements p˜= (p1; : : : ; pm) ∈ Pm. For 16 i 6 N , put p˜(i) = (p1(i); : : : ; pm(i)). Notice
that we have x J$y J$z and p˜(i)$p˜(j) for all 1 6 i 6 j 6 N—i.e, pr(i)$pr(j) for all
1 6 r 6 m. Now Jef(x) = J1 is equivalent to et(xi; p˜(i)) = 1 for all 1 6 i 6 N , and
similar statements hold for y and z.
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Suppose /rst that Jef(x)= J1= Jef(y). Then let i ∈ {1; : : : ; N} be arbitrary. Since zi=xj
or zi=yj for some j, then et(zi; p˜(j))=1 for some j. Also we have et(xi; p˜(i))=1. Now
since $ rectangulates itself modulo G, these two equations imply that et(zi; p˜(i)) = 1.
Since i was arbitrary, we conclude that Jef(z) = J1.
Suppose next that Jef(z) = J1, and let i ∈ {1; : : : ; N} be arbitrary. Now xi = zj for
some j and so et(xi; p˜(j)) = 1. We also have et(zi; p˜(i)) = 1, and since xi $ zj and
p˜(i) $ p˜(j), we conclude from the rectangulation property that et(xi; p˜(i)) = 1. Since i
was arbitrary, we obtain that Jef(x) = J1. A similar proof works for y. This concludes
the proof that Eq. (3) above implies (4) above.
Thus 6 restricted to a set Ai has greatest lower bounds for any two elements,
provided by the operation ∧. It remains to be shown that ∧ is compatible with the
operations of S′. So assume that F is one of the basic operations of S′, say it has m
arguments, and let xi=Dyi= for 16 i 6 m. We can assume that xi J$yi for all i; and
we take zi to be an element of P whose range is the union of the range of xi and the
range of yi, so that xi=ˆ ∧ yi=ˆ= zi=ˆ. We need to show that
F(z1=ˆ; : : : ; zm=ˆ) = F(x1=ˆ; : : : ; xm=ˆ) ∧ F(y1=ˆ; : : : ; ym=ˆ);
or equivalently,
F(z˜)=ˆ= F(x˜)=ˆ ∧ F(y˜)=ˆ: (5)
Since 6 is compatible with F , and zi=ˆ 6 xi=ˆ for all i, it follows that F(z˜)=ˆ 6
F(x˜)=ˆ and likewise F(z˜)=ˆ6 F(y˜)=ˆ. To complete the proof, let f be any unary poly-
nomial of P such that Jef(F(x˜))= J1 and Jef(F(y˜))= J1. We must show that Jef(F(z˜))= J1.
Write f(x) = t(x; p˜) where p˜ is a /nite sequence of elements of P and t is a term.
Now for all i; j ∈ {1; : : : ; N}; 1 = ef(F(x˜(i))) = ef(F(x˜(j))), or
1 = et(F(x˜(i)); p˜(i)) = et(F(x˜(j)); p˜(j));
yielding, by rectangulation, 1= et(F(x˜(j)); p˜(i)); and the same holds for y˜ for all i; j.
We must show that et(F(z˜(i)); p˜(i)) = 1 for all i. We do this for i = 1. Recall that
for each r ∈ {1; : : : ; m} we have zr(1)=xr(j) or zr(1)=yr(j) for some j ∈ {1; : : : ; N}.
Thus from the previous paragraph, we have an equation
et(F(ar1; a
r
2; : : : ; a
r
m); p˜(1)) = 1;
where ars$zs(1)$xs(1)$ys(1) for all s ∈ {1; : : : ; m} and arr = zr(1). Now inductively,
using the rectangulation property, we see that for all r,
et(F(z1(1); z2(1); : : : ; zr(1); arr+1; : : : ; a
r
m); p˜(1)) = 1:
For r=m this is the desired equation, et(F(z˜(1)); p˜(1))= 1. This concludes our proof
of Eq. (5) above and also our proof that (5) implies (4) in Theorem 3.1.
Proof that (4) implies (3). Assume that (4) holds and that S is an SI algebra in V
with non-Abelian monolith. According to Lemma 10:2 in Freese and McKenzie [2], S
can be embedded into an ultraproduct of /nite SI’s which are homomorphic images
of /nite subalgebras of S. One can arrange that these /nite SI’s have non-Abelian
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monolith. Thus by (4), S can be embedded into an ultraproduct of /nite |A|-semilattice-
decomposable algebras from V. So let
∏
i∈I Si=U be an ultraproduct of Si, having
a subalgebra isomorphic to S, where each Si is |A|-semilattice-decomposable. Say,
Di; 6i ;
∧
i witnesses the |A|-semilattice-decomposability of Si and Di=
⋃
16j6|A| A
i
j×
Aij is the domain of
∧
i which gives greatest lower bounds with respect to 6i in A
i
j.
Expand each algebra Si to a structure
Ti = (Si ; Di; Ai1; : : : ; A
i
k ;6i ;∧i)
where k = |A|. The fact that this is a |A|-semilattice-decomposable structure is ex-
pressed by a set of /rst order sentences. Hence the ultraproduct
∏
i∈I Si=U can be
expanded to a structure
∏
i∈I Ti=U which satis/es the conditions making
∏
i∈I Si=U a
|A|-semilattice-decomposable algebra.
Proof of Theorem 3.1 concluded. We have proved that (5) ⇒ (4) ⇒ (3) ⇒ (2). It is
obvious that (2) ⇒ (1). That (1) ⇒ (5) is the content of Lemma 2.4.
Corollary 3.1. The class of 7nite algebras A of 7nite similarity type such that
resb?(V (A)) =∞ is recursively enumerable.
Proof. By the equivalence of (1) and (5) in Theorem 3.1, resb?(V (A))=∞ is equiva-
lent to the existence of some /nite algebra F in V (A) having a gene G=(e; 0; 1), with
kernel , and a congruence $ such that $ ∧ Cg(0; 1)6  and $ does not rectangulate
itself modulo G. There is an algorithm de/ning a procedure which, accepting A as
input, constructs a list L(A) of all tuples (F; e; 0; 1; ; $) consisting of a /nite algebra F
in V (A) (up to isomorphism), a gene G=(e; 0; 1) in F with kernel , and a congruence
$ of F. The construction proceeds until such a tuple where $∧Cg(0; 1)6  and $ does
not rectangulate itself modulo G is found, at which point the construction terminates. If
(5) holds for A, then the construction de/ned by the algorithm does not terminate. The
class of all /nite algebras of /nite type, whose universe is a set of natural numbers,
and for which the construction of L(A) terminates, is clearly a recursively enumerable
class.
4. Compatible semilattice operations
I invented the “rectangulation” property in 1986 and showed it to Emil Kiss, Matthew
Valeriote and Peter PrFohle at the Budapest Workshop on Tame Congruence Theory
in 1988. Someone else, probably Emil, supplied the terminology, derived from the
rectangle picture implicit in the concept. The property /rst appeared in print in [7].
In Kearnes and Szendrei [4], an algebra A is said to be self-rectangulating i9 A2
rectangulates A2 modulo every gene. The authors prove that if a locally /nite variety
omits the Abelian types and consists entirely of self-rectangulating algebras, then every
algebra in the variety is 1-semilattice-decomposable and the semilattice operation ∧ is
equal to a single term operation over the entire variety.
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We conclude by proving a related theorem which characterizes the algebras which
can be embedded into a 1-semilattice-decomposable algebra.
Theorem 4.1. For any algebra A the following are equivalent:
(i) A is embeddable into an algebra B which admits a compatible semilattice
operation (over the universe of B).
(ii) A is embeddable into an algebra B which admits a compatible semilattice
operation and belongs to V (A).
(iii) There is a partial order 6 on the universe of A with the property that when
t( Jx; Jy) is a term and u 6 t( Ja; Jb) and u 6 t( Jc; Jd) for some elements u; Ja; Jb; Jc; Jd in A;
then u6 t( Ja; Jd).
(iv) The least re<exive, transitive relation on the universe of A which has the
property expressed in (iii) is a partial order.
Proof. To see that (i) ⇒ (ii), let A 6 B and ∧ :B2 → B be a compatible operation
such that 〈B;∧〉 is a semilattice. Then let C be the subuniverse of 〈B;∧〉 generated by
A. It is easy to check that C is a subuniverse of B and that the algebra C formed on
this set satis/es every equation that is valid in A—i.e., C belongs to V (A).
To see that (ii) (or (i)) implies (iii), let A6 B as above. Let 6 be the semilattice
order in B. Suppose that t( Jx; Jy) is a term of A and p 6 t( Ja; Jb) and p 6 t( Jc; Jd) for
some elements p; Ja; Jb; Jc; Jd in A. Then
p6 t( Ja; Jb) ∧ t( Jc; Jd) = t( Ja ∧ Jc; Jb ∧ Jd) = t( Ja; Jd) ∧ t( Jc; Jb)6 t( Ja; Jd);
so the restriction of 6 to A is a partial order satisfying (iii).
It is clear that (iii) and (iv) are equivalent. To see that they imply (i), assume that
A satis/es (iii) and let 6 be the least transitive, reMexive relation on A satisfying
the rectangular property. If f is any polynomial function of A, it is easy to verify
that {〈x; y〉 ∈ A2: f(x)6 f(y)} is a reMexive, transitive relation with the rectangular
property. Hence x 6 y implies f(x)6 f(y). This implies, since 6 is reMexive, that
6 is compatible with the operations of A. We now de/ne the rectangular /lters of A:
a subset F ⊆ A is a rectangular /lter i9 F = ∅; x 6 y and x ∈ F imply y ∈ F , and
whenever t is a term and t( Ja; Jb) ∈ F and t( Jc; Jd) ∈ F then t( Ja; Jd) ∈ F . Let P be the
set of all rectangular /lters of A.
For a ∈ A let ’(a) ∈ 2P be the function such that ’(a)(F) = 1 if a ∈ F and
’(a)(F)= 0 when a ∈ F . The rectangular property is the statement that each principal
upset {x ∈ A : x ¿ a} is a rectangular /lter. Hence the rectangular /lters separate
points of A—i.e., the function ’ is injective. We are going to make 2P the universe
of an algebra similar to A so that ’ becomes an embedding of algebras. But /rst, we
must investigate how the operations of A behave with respect to rectangular /lters.
So let f be one of the basic operations of A, say f is n-ary. Let F ∈ P and suppose
that f−1(F) = ∅. For each i ∈ {1; : : : ; n} let Fi be the set of all elements a ∈ A such
that f( Jx) ∈ F for some Jx ∈ An with xi = a. An easy argument, using that F ∈ P and
6 is compatible, establishes that f−1(F) = F1 × · · · × Fn and that {F1; : : : ; Fn} ⊆ P.
220 R. McKenzie / Journal of Pure and Applied Algebra 163 (2001) 209–220
Thus we have that for any a1; : : : ; an ∈ A,
’(f(a1; : : : ; an))(F) = ’(a1)(F1) ∧ · · · ∧ ’(an)(Fn);
where 〈{0; 1};∧〉 is the two-element meet-semilattice. Now de/ne an n-ary operation
fB on 2P . If x1; : : : ; xn ∈ 2P and F ∈ P then de/ne fB(x1; : : : ; xn)(F) to be 0 if
f−1(F)=∅ in A, and to be x1(F1)∧· · ·∧xn(Fn) if f−1(F)=F1×· · ·×Fn, {F1; : : : ; Fn} ⊆
P.
With all operations of the type of A de/ned on 2P as above, then ’ is an embedding
of A into the resulting algebra B=〈2P; : : :〉. The algebra B has a compatible semilattice
operation, which is just the operation of the semilattice 〈{0; 1};∧〉P .
We remark that if the algebra A is /nite and satis/es the equivalent conditions of
this theorem, then the prime congruence quotients of A are all of type 1 or 5.
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