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Indistinguishable single photons are key ingredient for a plethora of quantum information pro-
cessing applications ranging from quantum communications to photonic quantum computing. A
mainstream platform to produce indistinguishable single photons over a wide spectral range is
based on biphoton generation through spontaneous parametric down-conversion (SPDC) in nonlin-
ear crystals. The purity of the SPDC biphotons, however, is limited by their spectral correlations.
Here, we present a design recipe, based on a machine-learning framework, for the engineering of
biphoton joint spectrum amplitudes over a wide spectral range. By customizing the poling profile
of the KTiOPO4 (KTP) crystal, we show, numerically, that spectral purities of 99.22%, 99.99%,
and 99.82% can be achieved, respectively, in the 1310-nm, 1550-nm, and 1600-nm bands after ap-
plying a moderate 8-nm filter. The machine-learning framework thus enables the generation of
near-indistinguishable single photons over the entire telecommunication band without resorting to
KTP crystal’s group-velocity-matching wavelength window near 1582 nm.
I. INTRODUCTION
Quantum information science is an emerging area
of study that creates new opportunities for the next-
generation communication, computing, and sens-
ing applications. Photons are unique quantum-
information carriers as they can be transmitted over
long distances for entanglement distribution [1, 2],
secure communication [3, 4], and sensing [5, 6]. In
addition, single photons would be critical resources
in near-term quantum-computing devices for, e.g.,
Boson Sampling [7–11], to demonstrate a perfor-
mance advantage over any classical computing plat-
forms, a.k.a., the quantum supremacy.
Specifically, the quantum internet [12, 13] will
be empowered by single photons that herald the
creation of entanglement between network nodes
at a distance [14]. Such a capability underpins
distributed quantum computing [15–17] and dis-
tributed quantum sensing [18–21]. The quality of the
heralded entanglement, produced by interfering two
single photons on a beam splitter to erase the which-
way information, is critically dependent on the indis-
tinguishability of the two photons. To ensure high
indistinguishability, each interfering photon needs to
∗ email: chaohancui@email.arizona.edu
be in a pure state in the spectral, temporal, spatial,
and polarization domains. In addition, it is desirable
that the single photons situate in the telecommuni-
cation band to leverage the abundant modulation,
transmission, and detection devices for long-distance
quantum communications.
Nonlinear crystals are widely employed to pro-
duce entangled and heralded single photons [22–
25]. Compared to solid-state single-photon emit-
ters such as quantum dots and nitrogen-vacancy cen-
ters, nonlinear crystals enjoy room-temperature op-
erations, the capability of generating photons in the
telecommunication band, and the absence of spec-
tral diffusion that degrades the purity of the pro-
duced photons. KTiOPO4 (KTP), in this regard, is
a widely used nonlinear crystal material by virtue
of its high nonlinearity and broad transparency win-
dow. In particular, KTP possesses a group-velocity-
matching (GVM) wavelength around 1582 nm [23]
vouchsafed by its material dispersion. Such a unique
property has been harnessed to generate spectrally-
uncorrelated biphotons near the telecommunication
c-band at 1550 nm. To achieve phase matching,
two crystal poling strategies have been pursued. In
the conventional periodic-poling strategy, shown in
Fig. 1 (top), the positive and negative polarities
each constitutes half of the duty cycle in each pol-
ing period, resulting in a sinc phase-matching pro-
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file whose side lobes limit the spectral purity. As
a result, a narrowband filter is typically employed
to cut off the side lobes, at the cost of reducing
the flux and the heralding efficiency. To mitigate
the limitation of periodic poling, Dixon et al. in-
troduced a customized aperiodic poling profile, il-
lustrated in Fig. 1 (bottom), to achieve a Gaussian
phase-matching profile at the GVM wavelength [26].
In conjunction with a Gaussian-spectrum pump, a
99.5% spectral purity was measured after apply-
ing a 8.5-nm full width at half maximum Gaussian
spectral filter. The spectral purity of the bipho-
tons produced in Dixon et al.’s scheme, however,
degrades to 97.12% after applying a 40-nm filter in
the 1550-nm band due to the deviation from the
GVM wavelength. In follow-up works [27–32], sev-
eral poling-design optimization approaches were in-
troduced to improve upon Ref. [26]’s spectral purity.
Like Dixon et al.’s scheme, these approaches require
operating in the vicinity of the GVM wavelength,
which precludes them from designing crystals for
spectrally-uncorrelated biphoton generation over the
entire telecommunication window from ∼1300 nm to
1600 nm. In addition, these approaches rely on bi-
nary optimization that limits the achievable purity,
due to a lack of access to the full parameter space.
To generate high purity biphotons at wavelengths
apart from 1582 nm, KTP’s output spectral purity
is limited to merely ∼81% [33], which is insufficient
for many applications. Apart from KTP, References
[34–36] complied a list of other nonlinear materials,
each operating at a specific wavelength dictated by
its GVM property. However, a scheme for gener-
ating high spectrally-uncorrelated biphotons at any
target wavelength remains elusive.
Here, we present a general machine-learning
framework that seeks the optimum poling design for
the generation of spectrally-uncorrelated biphotons.
Unlike prior works, our approach exploits an opti-
mization fully empowered by machine learning to
obviate the need for the GVM property of nonlin-
ear crystals. This yields a purity in excess of 99.8%
with a 8-nm filter over 1310 nm to 1600 nm. In par-
ticular, a 99% spectral purity in the 1550-nm band
is achieved after applying a 40-nm wideband filter
that nicely maintains the flux and the heralding ef-
ficiency. Our result demonstrates the power of ma-
chine learning in tackling hard quantum-information
problems.
II. BIPHOTON JSA AND PHASE
MATCHING
In spontaneous parametric down-conversion
(SPDC), the generated biphotons can be repre-
sented in the frequency domain as a superposition
of different frequency modes:
|ψ〉SI =
∫∫
dωSdωIf(ωS , ωI)aˆ
†
ωS aˆ
†
ωI |0〉S |0〉I . (1)
Here, aˆ†ωS is the creation operator for the signal
photon, aˆ†ωI is the creation operator for the idler
photon, and f(ωS , ωI) is the biphoton joint spec-
trum amplitude (JSA) that entails complete infor-
mation about the spectral-temporal properties of the
photon pair. The biphoton JSA is determined by
the pump spectrum and the properties of the non-
linear crystal by f(ωS , ωI) ∝ α(ωP )G(∆k), where
ωP = ωS + ωI relates the pump, signal, and idler
frequencies by energy conservation, α(ωP ) describes
the pump spectral profile, and G(∆k) encompasses
information about the phase-matching properties of
the nonlinear crystal [23]. Specifically, the phase-
matching function
G(∆k) =
1
L
∫ L
0
g(z) exp(−i∆kz)dz, (2)
where g(z) = {1,−1} describes the poling profile
along the propagation z axis. The phase mismatch
∆k(ωS , ωI) = kP (ωP )− kS(ωS)− kI(ωI)
= 2pin(ωP )/λP − 2pin(ωS)/λS − 2pin(ωI)/λI , (3)
where n(ω) is the frequency-dependent refractive in-
dex that determines the material dispersion, and
λP , λS , and λI are the pump, signal, and idler
wavelengths [23, 26, 31]. To quantitatively de-
scribe the spectral correlation between the sig-
nal and idler, the JSA is decomposed [26, 32] to
f(ωS , ωI) =
∑
n ξnβS,n(ωS)βI,n(ωI). Upon this,
the purity is defined as P = ∑n ξ4n/(∑n ξ2n)2. If
f(ωS , ωI) = βS(ωS)βI(ωI), i.e., P = 1, the JSA then
describes a product state of spectrally-uncorrelated
two photons, which are particularly useful for Boson
sampling, entanglement distribution, and photonic
quantum information processing [10, 24, 37].
To engineer a desired biphoton JSA f(ωS , ωI), one
has two tunable knobs: the pump spectral profile
α(ωP ) and the crystal poling profile g(z). In this
paper, we introduce a general recipe that harnesses a
machine-learning framework to automate the design
for α(ωP ) and g(z). Let us first formulate the JSA
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FIG. 1. Poling profiles for a L-mm-long nonlinear crys-
tal with N poling periods: (top) periodic poling with a
period of Λ; (bottom) customized poling with a profile
embedded in the array A.
engineering problem and provide some insights into
its connection with machine learning.
The poling profile embedded in g(z) involves the
poling period Λ and an array A = {Ai} that spec-
ifies the duty cycle in each of the N periods. Λ is
given by the phase-matching condition at pump’s
central frequency ωP0 when signal and idler photons
are wavelength degenerate at ωP0/2: Λ = 2pi/∆k0,
where ∆k0 = ∆k(ωS = ωI = ωP0/2). g(z) thus
relates to Λ and A by
g(z,A) = −1+2
N−1∑
j=0
[Θ(z − jΛ)−Θ(z − (j +Aj)Λ)]
(4)
where Θ is the unit step function (see Fig. 1). Plug-
ging g(z), given by Eq. 4, into the phase-matching
function yields
G(∆k,A) =
1
iL∆k
N−1∑
j=0
[e−iΛj∆k
+ e−iΛ(j+1)∆k − 2e−iΛ(j+Aj)∆k]
(5)
In practice, the design of g(z) is limited by the
minimum poling length Λmin. To accommodate the
practical limitation, we modify the duty cycles as
Ai ∈ [Λmin/Λ, 1− Λmin/Λ] (the ratio of the positive
polarity portion within each poling period) in tuning
the JSA.
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FIG. 2. Phase mismatch ∆k(ωS , ωI) with fixed idler
(solid) or signal (dashed) wavelengths in the 1200-nm
to 1800-nm range. The intersection points between the
solid and the dashed lines of the same color are where
a first-order approximation for the phase mismatch is
performed. The black dotted line is formed by all inter-
sections at different wavelengths, giving the phase mis-
match, ∆k0, at the degenerate wavelengths.
A. The GVM condition and Gaussian
phase-matching profile
To generate spectrally-uncorrelated biphotons, we
desire f(ωS , ωI) = α(ωS + ωI)G(∆k(ωS , ωI)) =
βS(ωS)βI(ωI). A conventional approach to engineer
such a product-state wave function is picking the sig-
nal and idler wavelengths, ωS0 and ωI0 , that satisfy
∂∆k/∂ωS |ωS0 = −∂∆k/∂ωI |ωI0 = γGVM, known as
the GVM condition. Around ωS0 and ωI0 , the phase
mismatch is fully determined by the frequency dif-
ference between the signal and idler photons, i.e.,
∆k ≈ ∆k0 + γGVM(ωS −ωI). This leads to a phase-
matching function G(∆k) that is solely a function of
ωS−ωI , viz. G(ωS−ωI). Under the GVM condition,
it is possible to engineer a Gaussian phase-matching
function
G(ωS − ωI) ≈ G0 exp
[
− (ωS − ωI)
2
σ2C
]
, (6)
where σC is determined by the poling profile
g(z|AGVM). In conjunction with a Gaussian pump
spectral profile
α(ωP ) = a0 exp
[
− (ωS + ωI − ωP0)
2
σ2P
]
(7)
3
and by choosing σP = σC , one obtains
f(ωS , ωI) = α(ωS + ωI)G(ωS − ωI)
∝ exp
[
−2(ωS − ωS0)
2
σ2P
]
exp
[
−2(ωI − ωI0)
2
σ2P
]
,
(8)
i.e., a spectrally-uncorrelated product state of bipho-
tons.
The JSA engineering approach based on GVM
and Gaussian phase matching, albeit ingenuous, is
limited by the dispersion properties of the nonlin-
ear materials, resulting in only a handful of GVM
wavelengths, each associated with a specific nonlin-
ear optical material. For example, the GVM wave-
lengths are ∼1582 nm for KTP, ∼830 nm for KDP
(KH2PO4), and ∼922 nm for ADA (NH4H2AsO4)
[36]. Such a restriction impedes the generation
of spectrally-uncorrelated biphotons that covers the
entire telecommunication band from ∼1300 nm to
∼1600 nm and precludes interfacing SPDC photons
with solid-state quantum emitters in the visible to
near-infrared wavelength range, as a means to en-
tangle qubits at a distance. To engineer spectrally-
uncorrelated biphoton JSAs over a wide spectral
range, let us further understand the limitations of
the GVM approach.
B. General phase matching without the GVM
condition
Let us now consider working at non-GVM wave-
lengths. Let the phase mismatch at the degenerate
wavelength be ∆k0. The phase mismatch at any
wavelengths in the vicinity of the degenerate wave-
length can be expressed, in a first-order approxima-
tion, as ∆k − ∆k0 ≈ γSωS − γIωI , where γS 6= γI
for a non-GVM case. Without loss of generality,
both γS and γI are chosen positive. The validity
of the first-order approximation is verified in Fig. 2,
which shows the linearity of ∆k around the degen-
erate wavelengths at the intersections between the
solid and dashed lines. Applying the poling profile
AGVM developed at the GVM wavelengths,
G(∆k,AGVM) ≈ G′0 exp
[
− (∆k −∆k0)
2
γ2GVMσ
2
C
]
×
[
1 +
∆k −∆k0
∆k0
+O((∆k −∆k0))2
]
≈ G′0 exp
[
− (γSωS − γIωI)
2
γ2GVMσ
2
C
]
×
[
1 +
γSωS − γIωI
∆k0
+O((γSωS − γIωI)2)
]
,
(9)
where the second term includes high-order contri-
butions. Since (γSωS − γIωI)/∆k0 is small but
not negligible, it causes a reduced spectral pu-
rity. The spectral purity will, nonetheless, still
be high after applying narrowband filters as the
higher-order term primarily contribute to areas of
large detuning from the central wavelength. It
appears that by choosing the pump bandwidth
σP = γGVMσC/
√
γSγI , one obtains, in a non-
GVM regime, a product-state JSA f(ωS , ωI) ∝
exp
[
− (ωS−ωS0 )2
σ2S
]
exp
[
− (ωI−ωI0 )2
σ2I
]
, where
σS =
σCγGVM√
γS(γS + γI)
σI =
σCγGVM√
γI(γS + γI)
.
(10)
However, a number of caveats about this result need
be noted. First, a practical phase-matching func-
tion G(∆k,AGVM) is only approximately Gaussian
due to the finite number of periods and the mini-
mum duty cycle Λmin that induces discretization er-
rors; and second, the higher-order Hermit-Gaussian
terms in Eq. 9 generate side lobes, which should be
accounted for in an effective design. As a result,
a 99.5% filtered spectral purity [26] at the GVM
wavelength and Gaussian phase matching reduces to
97.13% in the 1550-nm band after applying a 40-nm
filter.
III. THE MACHINE-LEARNING
FRAMEWORK
We introduce a machine-learning framework to
cope with the limitations associated with the
GVM and Gaussian-phase-matching approach. The
machine-learning framework enables the suppres-
sion of higher-order terms and compensations for
discretization errors, leading to high-spectral-purity
biphotons over a wide range of wavelengths. In ad-
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FIG. 3. A general machine-learning model. I: input
data; O: output data; P : updatable parameters; P 0:
initial parameters; F (I,P ) nonlinear function; OTGT:
target output data; C(O,OTGT): cost function that de-
termines the distance between the present output data
and the target output data; Learning process is an algo-
rithm that updates the parameters based on the cost.
dition, the machine-learning framework is capable
of designing a poling profile that corrects deviations
from a perfect Gaussian-spectrum pump.
A general machine-learning framework is com-
prised of multiple building blocks, as illustrated in
Fig. 3. A nonlinear function F is characterized by a
set of updatable parameters P . F takes input data
I and produces output data O = F (I,P ). The ob-
jective of learning is to seek the optimum P so that
O converges to the target output data OTGT for
different I. To this end, we define a cost function,
C(O,OTGT), that quantifies the distance between
O and OTGT. P is initialized by a preset of param-
eters P 0 and updated by a learning process supplied
with the calculated cost in each iteration.
The most common class of learning processes are
based on gradient descent, in which P is updated
based on a linear scaling of the negativity of the
gradient of the cost function [38, 39]. The linear
scaling is defined as the learning rate. Adam is
an upgraded version of the gradient-descent learn-
ing process. Adam introduces the adaptive momen-
tum method that adjusts the learning rate based on
the learning history [40, 41]. Such a feature differ-
entiates Adam from a conventional gradient-descent
learning process with a fixed learning rate.
To date, several optimization approaches based
on forwardpropagation have been employed to de-
sign the poling profile for JSA engineering [27–29].
These approaches rest upon equal poling periods and
static strategies to optimize the poling profile. In
contrast, gradient descent and Adam fall into back-
propagation learning processes because the gradient
of the cost function is calculated as a partial deriva-
tive over elements in P . Critically, the backpropa-
gation approach in our machine-learning framework
automates the optimization procedure. Moreover,
the search time in the parameter space is signifi-
cantly reduced by virtue of Adam’s adaptive param-
eter update strategy.
Iterations
Co
st
0.008
0.006
0.004
0.002
0.000
0 20 40 60 80 100
FIG. 4. The evolution of the cost during pol-
ing optimization for the generation of spectrally-
uncorrelated biphotons in the 1550-nm band. The
cost approaches 0 after 100 iterations, indicating near-
spectrally-uncorrelated biphotons can be produced with
the optimized crystal poling.
To utilize the machine-learning framework to engi-
neer the JSAs for spectrally-uncorrelated biphotons,
we assume that a pump with an ideal Gaussian spec-
trum and bandwidth is available at the desired wave-
length, with the understanding that deviations from
the ideal conditions can be accommodated by the
machine-learning framework. Consider the function
H(ωS ,A) ≡ |G(∆k(ωS , ωP0 − ωI),A)|, i.e., a slice
of the phase-matching function |G(∆k(ωS , ωI),A)|
along the ωS + ωI = ωP0 axis, where ωP0 is the
central frequency for the pump. If H(ωS ,A) is
Gaussian, |G(∆k(ωS , ωI),A)| will have the form as
the first term in Eq. 9. Therefore, Our objective
is to seek the optimum poling profile A such that
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FIG. 5. Poling profiles for the generation of spectrally-
uncorrelated biphotons in the 1550-nm band. Red curve:
the initial poling profile prior to applying machine learn-
ing, obtained from the GVM condition and Gaussian
phase matching [26]; Blue dots: the optimized poling
profile obtained by the machine-learning framework.
H(ωS ,A) → H0 exp
[
− (ωS−ωT0 )2
2σ2T
]
, where ωT0 and
σT is the central frequency and the standard devi-
ation for this Gaussian target. The purity of the
biphotons ties to distance between H(ωS ,A) and an
ideal Gaussian form. In the machine-learning frame-
work, the input data I consist of an array of sampled
signal frequencies: ωS = {ωS1 , ωS2 , ..., ωSk}. The
updatable parameters P include the duty cycle ar-
ray A, the target central frequency ωT0 , and the
target bandwidth σT . With the updatable parame-
ters, the nonlinear function returns the output data
O = F (I,P ) = H(ωS ,A), which aims to approach
the target output data
OTGT = H0 exp
[
− (ωS − ωT0)
2
2σ2T
]
(11)
The cost is then defined as the distance between the
output data and an ideal Gaussian function as
C(O,OTGT) =
k∑
l=1
{
H(ωSl ,A)
−H0 exp
[
− (ωSl − ωT0)
2
2σ2T
]}2 (12)
IV. POLING-DESIGN RECIPE
We customize the poling for an L = 10-mm KTP
crystal comprised of ∼200 poling periods. Such a
size of the parameter space would be a challenge for
any analytic attempt to devise the optimum poling
profile. The machine-learning framework, by con-
rast, optimizes the duty cycle array A by gradually
minimizing the cost function over each iteration. In
doing so, the optimization does not rely on any ap-
proximation, nor does it place any requirement on
the pump profile. It can thus cope with any target
output data under any pump profile. In what fol-
lows, we describe the four main steps of our poling-
design recipe.
Step 1: Initialization Set the target wave-
length and the bandwidth of interest. Set the poling
period Λ = 2pi/∆k0 at the target wavelength. Set
the minimum poling length Amin allowed by the
fabrication processes. As a reference, Amin = 0
is an upper bound for the performance. Initialize
A = AGVM and choose the maximum number of
machine-learning iterations.
Step 2: Cost function calculation Obtain
and normalize O = H(ωS ,A). Calculate the cost
function C(O,OTGT).
Step 3a: Pump optimization Use Adam with
learning rate ra to update ωT0 and σT and reduce
the cost function.
Step 3b: Poling optimization Use Adam with
learning rate rb to update A and reduce the cost
function. Repeat from Step 2 until the maximum
number of iterations is reached or the cost function
converges to the minimum.
Step 4: Poling period adjustment Fine
tune Λ without modifying A to eliminate the non-
degeneracy between the signal and idler photons.
V. SIMULATION RESULTS
The machine-learning framework for the poling
design is realized in Python with the TensorFlow
library [42]. The material dispersion profile of KTP
is derived by the Sellmeier equation reported in
Ref. [43]. The employed learning rates are ra =
0.005 and rb = 0.015.
Working in the 1550-nm band, the cost con-
verges after 100 machine-learning iterations, shown
6
          Wavelength / µm 1.31 1.40 1.50 1.55 1.60
          OPKTP 4nm filter 99.9952% 99.9988% 99.9968% 99.9998% 99.9950%
          OPKTP 8nm filter 99.9218% 99.9770% 99.9341% 99.9933% 99.8161%
          OPKTP 40nm filter 98.7385% 99.4621% 98.7314% 99.2212% 98.1998%
          PPKTP 4nm filter 99.7420% 99.8279% 99.7450% 99.8784% 99.8787%
          PPKTP 8nm filter 94.9478% 92.4118% 94.4211% 95.7955% 97.1583%
          PPKTP 40nm filter 86.1561% 83.4430% 82.6080% 82.4762% 82.5538%
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FIG. 6. Simulated purities at different wavelengths after applying filters of different bandwidths. Circles: purities
with our machine-learning-based poling design; Crosses: purities with periodic poling. For PPKTP, a larger wave-
length yields larger bandwidth for the biphotons. A 8-nm filter then eliminates the first side lobe to increase the
purity goes. Inset: a table that summarizes the purities for both PPKTP and OPKTP.
in Fig. 4. Fig. 5 displays the initial poling profile
and the optimized poling profile obtained by the
machine-learning framework. The periodic peaks
in the machine-learned poling profile may be re-
sponsible for the compensation of discretization er-
rors. After applying filters with various band-
widths, the spectral purity of the produced bipho-
tons is calculated by the coefficients of Schmidt
decomposition[26, 32]. We apply our recipe to gener-
ating spectrally-uncorrelated biphotons in the 1310-
nm, 1400-nm, 1500-nm, and 1600-nm bands. The
spectral purities with filters with various bandwidth
are derived for both optimized-poling KTP (OP-
KTP) and PPKTP, as depicted in Fig. 6 and sum-
marized in the inset. The machine-learning-based
poling design clearly improves the purity of bipho-
tons.
To further illustrate the poling optimization pro-
cedure, Fig. 7 shows the joint spectral intensity, de-
fined as |f(ωS , ωI)2|, in the 1550-nm band after each
step. One observes that side lobes are suppressed
after Step 2 & 3, and Step 4 eliminates the non-
degeneracy between the biphotons.
Table. I collects key metrics reported in this
and prior works of poling design for spectrally-
uncorrelated photon generation. Since different
works employ filters of different bandwidths and set
different resolutions for JSAs in calculating the pu-
rity, the highest purity numbers do not accurately
reflect the performance for different schemes. No-
tably, our machine-learning framework is able to
compensate higher-order terms by direct calculat-
ing the cost function from the sampled biphoton
JSA, whereas prior works are all based on first-order
approximations, as discussed in Sec. II B. Because
our machine-learning framework relies on neither a
first-order approximation nor the GVM condition,
high spectral purity can be achieved over the entire
telecommunication band from 1300 nm to 1600 nm.
We should note that the biphoton JSA centered at
non-GVM wavelengths, e.g., a central wavelength at
1310 nm, is elliptical since σS 6= σI . The unequal
bandwidth of the signal and idler photons however
does not prevent signal or idler photons from inde-
pendent sources to interfere, as a building block for
entanglement swapping and quantum teleportation.
VI. DISCUSSION
The machine-learning framework represents a gen-
eral optimization strategy particularly suitable for
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FIG. 7. Plot for |f(ωS , ωI)|2, and log |f(ωS , ωI)|2 after each design step. Step 1 takes a prior poling design,
which, without any optimization, suffers from side lobes that degrade the purity. After Step 2&3, the side lobes
are suppressed by the machine-learning framework while leaving the biphotons non-degenerate. After Step 4, the
biphotons become degenerate at 1550 nm. The logarithm scale amplifies the visibility of the side lobes.
Reference Poling strategy Optimization method Centralwavelength
Domain
number
Crystal
length
Filter type
& bandwidth
Achieved
highest purity
M. Brańczyk et al. [25] Customized
poling order
Analytic design 1576 nm ∼900 24.2 mm N/A 99.0%
P. B. Dixon et al. [26] Customized
duty cycle
Analytic design 1582 nm ∼520 12 mm Gaussian8.5 nm 99.5%
J. Tambasco et al. [28] Customized
orientation
Binary coordinate descent 1550 nm ∼532 12 mm Rectangular∼16 nm [44] 99.6%
A. Dosseva et al. [27] Customized
orientation
Binary simulated annealing 1582 nm 1300 ∼14.1 mm Rectangular∼10 nm [44] 99.9%
F. Graffitti et al. [29] Customized orientation
+ tuning periods
Binary coordinate descent
& simulated annealing 1582 nm ∼870 2 mm N/A 99.0%
F. Graffitti et al. [29] Sub-coherence
engineering
Binary coordinate descent 1582 nm ∼870 2 mm N/A 99.4%
This work Customized duty cycle+ tuning periods Adam
1300nm
-1600 nm
∼400
-∼500 10 mm
Rectangular
8 nm >99.8%
TABLE I. Performance-metric comparison for prior works and the present work.
complex problems that have clear objectives but
cannot be tackled by approximation methods due
to the sensitivity to small variations in their solu-
tions. This kind of problems typically involves a
large parameter space that is hard to solve by con-
ventional optimization methods. Intriguingly, the
solutions sought by the machine-learning framework
may in turn offer new insights for the complex prob-
lems in hand.
The machine-learning framework utilizes Adam as
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the learning process. Since Adam converges at a
zero-gradient minimum point, the poling profile is
robust against small fabrication errors. Adam has
shown great performance in many non-convex op-
timization problems. To fully unleash the poten-
tial of Adam, it sometimes requires careful choice
of the learning rate. Since one cannot ensure the
convergence of the machine-learning algorithm to
the global optimum, it is recommended to set ini-
tial parameters based on a good existing design and
subsequently leverage machine learning to achieve
substantial improvement. In this work, we set a
known Gaussian poling profile obtained at the GVM
wavelength as the initial parameters for the machine-
learning framework. In the learning process, a finer
sampling resolution will slightly improve the per-
formance at the cost of requiring more computa-
tional resources. Apart from KTP, our machine-
learning-based design recipe is applicable to nonlin-
ear crystals, as long as a first-order approximation
dominates higher-order terms in the phase-mismatch
function at the working wavelength.
The machine-learning framework can also be used
to seek poling profiles for other forms of biphoton
JSAs by simply modifying the target JSA in the cost
function. For example, non-degenerate biphoton
states and non-Gaussian states can be engineered by
our approach, as a means for entangling solid-state
qubits at a distance [45–47]. To engineer an arbi-
trary biphoton JSA, a learning process solely based
on sampling the signal frequencies becomes insuffi-
cient. In such a general situation, one should sample
both the signal’s and the idler’s frequencies, in ωS
and ωI , and feed to the nonlinear function to ob-
tain H(ωS ,ωI |A) as the output. The cost function
should also be modified accordingly. There is, how-
ever, no fundamental constraints that prevent the
machine-learning framework from engineering an ar-
bitrary biphoton JSA, but given a finite number of
poling periods, the machine-learning framework may
only approach a target biphoton JSA down to a cer-
tain precision [48].
VII. CONCLUSIONS
We have developed a machine-learning framework
to solve the problem of the generation of indistin-
guishable biphotons in the telecommunication band
over 1300-nm to 1600-nm. Our approach leads to
a spectral purity in excess of 99.99% for bipho-
tons in the 1550-nm band after applying a 8-nm fil-
ter. This work demonstrates machine learning’s po-
tential of advancing quantum information science.
We hope that this work will spur the pursuits of
other machine-learning-enhanced quantum commu-
nication, sensing, and information processing appli-
cations.
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