ABSTRACT Optimizing pseudo-linear performance measures has gained increasing interest in recent years. Compared with the existing works focusing on L2-norm, it is more challenging to design the model with L1-norm, especially, when data are of large scale. To address the issue, in this paper, we propose a sparse stochastic method to optimize the pseudo-linear metrics. The algorithm begins by formulating the problem as a cost-sensitive classification with L1 regularization, then composite objective mirror descent (COMID) is adopted for the inner optimization, which can obtain a sparse solution with promising performance. However, the original COMID method only has O(log(T )/T ) convergence rate with the strong convex objective. To this end, a simple yet efficient polynomial-decay average strategy is suggested. We prove that with this strategy, the proposed algorithm can not only achieve the optimal convergence rate of O(1/T ) but also obtain the classifier with higher sparsity. The empirical studies on several public benchmark data sets demonstrate the superior performance of the proposed algorithm in terms of both efficiency and sparsity.
I. INTRODUCTION
Classification under imbalance situation where one class is rare compared to another is a common yet important problem in supervised learning. It arises in many applications, ranging from medical diagnosis and text retrieval to credit risk prediction and fraud detection [1] - [4] . The usual error rate is ill-suited as a performance measure in such settings, as they may cause a bias towards the majority class and result in a lower sensitivity in detecting the minority class. Therefore, a variety of performance measures have been proposed, which include F-measure, AUC (Area Under the ROC Curve), AM (A-Mean), QM (Q-Mean) and Jaccard Coefficient etc [5] .
In machine learning area, people often design classifiers under imbalanced setting by optimizing these performance measures, thus various algorithms have been proposed, which are mainly categorized into two groups: the direct method and the indirect method. The first group is the direct one, and most
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of the existing imbalanced algorithms belong to this category. The basic idea of this approach is to obtain the classification model by directly defining objective function oriented to a specific imbalanced measure. As a consequence, a number of direct algorithms have been proposed, e.g., F-measure based algorithms [6] - [8] , AUC based algorithms [9] - [11] , AM based algorithm [12] , and QM based algorithm [13] . Although the first group of algorithms are effective, there still exists one disadvantage that most of them are only designed for a certain metric, and can not be extended to other metrics. Therefore, recently, researchers propose to use the indirect method instead. Different from the first type, this method focuses on a family of the performance measures which have common properties, and designs classifier for the whole family. One representative work is the cost-sensitive approach proposed by Parambath et al. [14] . In their work, the authors first analyzed the theoretical properties of a subset of these imbalanced measures, which included F-measure, Jaccard Coefficient, AM etc. Then they pointed out that these measures were all pseudo-linear measures, and can be reduced to a cost-sensitive classification problem. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ Based on this work, Koyejo et al. [15] further proposed two algorithms for estimating the optimal classifiers with pseudo-linear measures, and proved their consistencies from the view of statistics. Although those two works are effective, their computational costs are expensive. To this end, Cheng et al. [16] , Narasimhan et al. [17] and Yan et al. [18] designed different accelerating algorithms, which had high computational efficiency as well as good generalization performances. The studies above are worthwhile, nevertheless, none of them touch on the issue of obtaining sparse stochastic model, which is also an important yet challenging problem in imbalanced classification.
To fill the gap, in this paper, we focus on the indirect method, and present the first work on designing a sparse stochastic algorithm with optimal convergence rate for pseudo-linear metrics. The main contributions of our work can be summarized as follows:
1) Based on Parambaths' work [14] , we propose a cost-sensitive algorithm with L1 regularization to optimize the family of pseudo-linear performance measures. For the problem that simply adding L1 regularization cannot necessarily lead to sparsity, COMID algorithm is adopted as the inner optimizer, which can obtain effective sparse model with promising performance.
2) The existing COMID only has O(log(T )/T ) convergence rate for the strongly convex objective function. To further improve the convergence rate of the proposed algorithm, a simple yet efficient average scheme, named polynomial-decay averaging is suggested. We prove with this scheme, our algorithm can not only achieve O(1/T ) optimal convergence rate but also obtain classifier with high sparsity. 3) We evaluate the proposed algorithm on the large scale imbalanced data sets, and experimental results demonstrate the competitive performance of the proposed algorithm in terms of both sparsity and computational efficiency. The remainder of the paper is organized as follows. In Section II, the related work is presented. Section III gives the details of our proposed algorithm and the empirical results on the benchmark data sets are reported in Section IV. Section V concludes the paper and discusses the future work.
II. RELATED WORK A. PROBLEM SETUP AND NOTATIONS
In this paper, we consider the binary classification problem. Given a training data set
, where x i ∈ R d is the i-th example and y i ∈ {−1, +1} is the corresponding class label. The binary classification problem is to construct a classifier function f (x) with good generalization performance. We assume that the classifier function is linear, which has the form of f (x) = w·x, and w ∈ R d is the linear parameter. Note that we have not included bias term in the classifier function for notational convenience. However, it can be incorporated in a straightforward way. The decision function y = sign(f (x)) is used to find the label of an unseen example. Given the parameter w, the performance of the classifier can be evaluated by using 
In binary classification, error rate is often used to evaluate the performance. However, in class imbalance settings, error rate is ill-suited, since a default classifier predicting the majority class does well under this measure [5] . Therefore, a variety of imbalanced measures that combine the quantities in the Table 1 and seek to balance errors on two classes have been proposed. Those measures include F-measure, AUC, AM, QM and Jaccard Coefficient etc. In machine learning communities, there are many works on developing algorithms to optimize the imbalanced measures, most of them belong to the direct method. Although the effectiveness of direct algorithms is promising, they have a common limitation that their expansibility is poor. Thus recently, researchers turn to the indirect method instead, which focuses on a family of the performance measures that have similar properties. In this paper, we are also interested with the indirect method. More specifically, we are concerned about the family of pseudo-linear metrics, which can be expressed as:
where 4 are the weighting coefficients. It should be noted that since FPR = 1−TNR and FNR = 1 − TPR, in some work such as Narasimhan's [11] , the formula (2) is simplified with TPN and TNR. However, for the convenience of analysis, in this paper, we still adopt formula (2), and Table 2 enumerates some popular pseudo-linear performance measures.
B. RELEVANT BACKGROUND
Pseudo-linear functions are named so, since their level sets can be defined using linear half-spaces. More specifically, each function over R d has an associated level-finder function:
where , is the inner product of two vectors. For more detail of these functions and their properties, interested reader can refer to the work [20] . Historically, pseudo-linear functions have enjoyed a fair amount of interests in the optimization area [21] , [22] , while for the imbalanced classification, it is Parambath et al., who presented the first work in 2014. The main contribution of their work is that they analyzed the properties of pseudo-linear function, and pointed out that optimizing these pseudo-linear measures can be reduced to a cost-sensitive problem. Empirical results demonstrated the promising performance of their approach [14] . Furthermore, Koyejo et al. considered how to design the optimal classifiers for the pseudo-linear measures [15] . Specifically, they proposed two different statistical consistent algorithms, which identified the optimal classifiers as the sign of the thresholded conditional probability of the positive class. Those two works are worthwhile in the endeavor of achieving competitive generalization performances, nevertheless, they both suffer from the high computational costs. To improve the computational efficiency, Cheng et al. designed a fast algorithm based on bundle method. The algorithm was accelerated by avoiding the fluctuations during iterations, and experimental results showed it can deal with imbalanced data set with large size [16] . Narasimhan et al. solved the scalability with a stochastic alternate maximization procedure [17] . In their work, the authors exploited the pseudo-linear structure to linearize function and developed a technique to alternately optimize the combination weights and the classifier model via stochastic updates. Based on the works of Cheng et al. [16] and Narasimhan et al. [17] , Yan et al. further presented a general framework with optimizing these complex measures, which can not only be applied to both batch and online learning, but also create linear and non-linear models [18] . Although those three approaches can obtain comparable or better prediction performance with greatly reduced running time, they still only focusing on L2 norm, which are same as the previous works of Parambath et al. [14] and Koyejo et al. [15] . However in the real world, many imbalanced classification applications have a large number of features as well as huge data. How to design sparse and efficient algorithm under this situation is an important yet challenging issue.
To address the issue, in the following, we will extend the work of optimizing pseudo-linear measures to the L1 norm with stochastic learning. More specifically, we propose a sparse stochastic method with O(1/T ) optimal convergence rate for optimizing pseudo-linear metrics.
III. THE PROPOSED ALGORITHM A. THE FRAMEWORK AND OBJECTIVE FUNCTION
The framework of our algorithm follows the work of [14] , which reduces the pseudo-linear measures maximization problem to a cost-sensitive classification, and can be demonstrated as:
where R(w) is a regularization term. C p + C n = 1 and 0 ≤ C p , C n ≤ 1 are the mis-classification cost parameters for the positive and negative classes, respectively. (x i , y i , w) is a convex loss function which measures the discrepancy between a true label y i and a predicted value from using parameter w. λ > 0 is a constant that controls the trade-off between training loss and regularization term.
Since in this work, we focus on sparse model, thus L1 constraint is adopted as the regularization. For the loss function, we select square hinge loss which is often used in stochastic learning [23] . Then the formula (3) can be re-written as:
where m is the total number of examples, and
We can solve OP1 efficiently by Quasi-Newton method [24] , Cutting Place method [25] , or Projected Subgradient method [26] . However, these batch methods may scale poorly with the large size of examples, since evaluating one single gradient of the objective function in formula (4) requires going through the whole data set. A well known alternative approach is to use SGD (Stochastic Gradient Descent) method, where at each iteration, one example is picked from the training set randomly, and the weight w is updated based on this chosen example. The attractiveness of SGD method is that its running time does not depend on the number of examples, and scales well on the data with a large size [27] . Unfortunately, directly using SGD fails to produce sparse solutions, since it belongs to black-box method, and has limited capability of exploiting problem structure in solving L1 regularized learning problem [28] .
B. THE OPTIMIZATION METHOD
To overcome this problem, in this paper, we propose to use the COMID method [29] , which can exploit the regularization structure, and obtain sparse solutions effectively. The idea behind COMID is that it regards the objective function of VOLUME 7, 2019 formula (4) as two parts. The first part is λ||w|| 1 , which is L1 regularization and termed as (w). The second part is
. During the inner optimization, COMID only takes the derivative of˜ t (w), while keeps the regularization (w) unchanged. By doing so, it achieves both good sparsity and desirable performance. The main update of COMID is written as:
where η is the step-size parameter, andl t (w) denotes an arbitrary (sub)gradient ofl t (w). B ϕ (w, w t ) is a Bregman divergence function, which forces the next iterate w t+1 to lie close to w t . In this paper, we adopt B ϕ (w, w t ) = 1 2 ||w − w t || 2 2 . With formula (6), we can solve OP1 effectively. The whole algorithm is described as follows:
Although using COMID to solve OP1 can create sparse model. There still exists two limitations that can be further improved. First, even˜ t (w) is a strongly convex function, the optimal convergence rate of COMID is only O(log(T )/T ). While recent results of stochastic gradient method with the L2 norm have shown that for the strongly convex function, the optimal rate achieves O(1/T ) [30] , which means that the O(log(T )/T ) convergence rate may be sub-optimal, and can be improved to O(1/T ). Second, as shown in Algorithm 1, COMID method adopts the total averagew T = (w 1 + w 2 + . . . + w T )/T as the output, which means the sparsity of our algorithm may be deteriorated.
To tackle the problems above, a modified optimization strategy is presented, which adopts a similar technique of polynomial-decay averaging proposed by Shamir et al. [31] . It should be stressed that in the work of [13] , the polynomial decay averaging technique is originally proposed to solve the problem with L2 regularization. In the following section, we will prove that by using a similar strategy, our algorithm with L1 regularization can not only achieve O(1/T ) convergence rate but also obtain more sparse solution. The details of the proposed algorithm (termed as L1-PseuoLinear), are described in Algorithm 2.
Algorithm 2 L1-PseuoLinear Algorithm for Solving OP1
Input:
In Algorithm 2, ρ is the polynomial-decay averaging parameter, σ is the strongly convex factor of the˜ t (w). β (β ∈ (0, 1)) a parameter that adopts the average of the last β · T weights as the final output. In the next section, we will prove that the proposed L1-PseuoLinear has the optimal convergence rate of O(1/T ).
C. CONVERGENCE ANALYSIS
Before we analyze the convergence rate of L1-PseuoLinear, we should emphasize that Algorithm 2 can be applied to any strongly convex objective with L1 regularization, thus in the following process, instead of using our˜ (w), we present the convergence analysis with a more general σ -strongly convex function f (w). Let g t denote an arbitrary (sub)gradient of f (w) at w t−1 , which means g t ∈ ∂f (w t−1 ).
We begin the analysis by rewriting the formula (5) of Algorithm 2 as:
For a solution vector w t = w t,1 , . . . , w t,d ∈ R d , we can compute each w t,j independently, where j ∈ {1, . . . , d}. It means:
For the new Eq.(9), its solution is presented in Lemma 1. Lemma 1: The solution of Eq. (9) is
The proof of Lemma 1 is given in Appendix A, and with the solution of Eq. (9), we have the following results.
Lemma 2:
Let k be an element in {1, 2, . . . T /2 }, and
The detail proof of Lemma 2 can be found in Appendix B. Then the idea of extending the bound above to whole objective function of OP1 is pursued, and the conclusion is presented in Lemma 3.
Lemma 3:
Let k be an element in {1, 2, . . . T /2 }, and 2 ] ≤ G 2 , and denoting F(w) ≡ (w) + f (w). We have the following result:
The readers can refer to Appendix C for the detail proofs. It should be noted that the result of Lemma 3 has a subtle difference with the traditional convergence analysis of SGD, which often focuses on the bound of E F(w ρ T − F(w * )) . We will show in Appendix D, this difference can bring benefit to the proof of Theorem 1, which is the main theoretical result of this paper. 
The proof of Theorem 1 combines the technique of polynomial-decay averaging [31] as well as the analysis of Lemma 3, and the complete proof is shown in Appendix D. From Theorem 1 above, we can conclude that the convergence rate of proposed L1-PseudoLinear is O(1/T ).
IV. EXPERIMENTS
In this section, we will empirically study how our algorithm (L1-PseudoLinear) performs by comparing it with several state-of-the-arts. More specifically, we firstly present the experimental setting (including comparison algorithms and data sets), then report the comparison results between the proposed algorithm and the baselines. Thirdly, the convergence and the sparsity of L1-PesudoLinear is evaluated, and finally we discuss the sensitivity of parameter β in the proposed algorithm. 
A. EXPERIMENTAL SETTING

1) COMPARISON ALGORITHMS
The performance of L1-PseudoLinear is compared with four representative algorithms, namely, L1-COMID [29] , L2-PolyAvg [31] , L1-COMID+CS and L2-PolyAvg+CS, which are all SGD based algorithms. The first two are closely related to our work, as our L1-PseudoLinear adopts the optimization framework of L1-COMID [29] , and uses a similar polynomial-decay averaging technique of L2-PolyAvg [31] . However, L1-COMID and L2-PolyAvg are proposed for the balanced binary classification, and to make the effectiveness of experiments more convincing, we modify them with pseudo-linear objective function. The new algorithms are termed as L1-COMID+CS, L2-PolyAvg+CS, respectively, and in the following experiments they are included as the other two comparison algorithms.
For fair comparisons, the parameter λ in all the algorithms are chosen from 2 −8 , . . . , 2 8 , the parameters C p , C n in all the cost-sensitive algorithms (L1-COMID+CS, L2-PolyAvg+CS and L1-PseudoLinear) adopt the suggested settings in [14] . Other parameters in the comparison algorithms use the recommended values in their original papers. For the proposed algorithm, the parameters ρ = 1, σ = 1 and the polynomial-decay averaging parameter β is set as β = 0.01. All the algorithms run 10 times on each data set, and the final result is reported over the average of 10 times.
2) DATA SETS
Since the aim of this paper is to obtain a sparse stochastic model for the imbalanced measures (pseudo-linear measures), we select five large-scale data sets with varying degrees of class imbalance, taken from the LIBSVM data set repository, 1 which named A3a, Mnist, Real-sim, Sector and News20. The characteristics of those data sets are summarized in Table 3 .
In Table 3 , ''#Examples'' and ''#Features'' denote the number of examples and features, respectively. ''Min'' represents the proportion of examples in the minority class. With the data sets above, we compare the proposed algorithm with four baselines, and report the results from the following three aspects. 
B. THE COMPARISON RESULTS OF DIFFERENT ALGORITHMS
The pseudo-linear measure we adopted is F1 [6] , and the comparison results of different algorithms are reported in terms of F1 and sparsity, which are listed in Table 4 and  Table 5 , respectively. Noted that in both tables, the best F1 value and the highest sparsity on one data set are indicated in bold.
From Table 4 , we can find that when measured by F1, three algorithms (L1-COMID+CS, L2-PolyAvg+CS and L1-PseudoLinear) with the cost-sensitive frameworks perform much better than the non-cost-sensitive ones (L1-COMID and L2-PolyAvg), which indicates that optimizing pseudo-linear measure by indirect method is effective. Here, we just report some comparison results between our L1-PseudoLinear and L1-COMID. On A3a, Mnist and Real-sim data sets, the F1 values of L1-PseudoLinear increases 2.90%, 5.59% and 2.91% than those of L1-COMID. While on Sector and News20 sets, the corresponding improvements achieve 7.03% and 6.07%, respectively. Moreover, on all five data sets, L1-PseudoLinear performs best on four sets, and is the second best algorithm on A3a set (which is slightly worse than L2-PolyAvg+CS).
The statistics in Table 4 demonstrate the effectiveness of L1-PseudoLinear in dealing with the imbalanced situation.
Meanwhile, it can be seen from Table 5 that when measured by sparsity, three L1 based algorithms (L1-COMID, L1-COMID+CS and L1-PseudoLinear) are better than the L2 based algorithms (L2-PolyAvg and L2-PolyAvg+CS). More specifically, our L1-PseudoLinear is the best one, and it wins other methods on all the data sets. Combining the results in Table 4 and Table 5 , we conclude that the proposed L1-PseudoLinear is a promising algorithm on large-scale imbalanced data sets, which achieves both good accuracy and high sparsity.
C. THE CONVERGENCE RATE AND THE SPARSE RATE OF L1-PSEUOLINEAR
As mentioned before, the aim of this paper is to design a sparse stochastic method with O(1/T ) convergence rate, thus in the second part of experiments, we focus on the convergence rate and the sparse rate of the proposed method.
First of all, we shall verify the convergence rate of our L1-PseuoLinear. Since in Section III, we have proved L1-PseuoLinear had a convergence rate of O(1/T ) with the strongly convex objective function, and to verify this theoretical finding, we compare the proposed algorithm with L1-COMID [29] and L2-PolyAvg [31] , which are known have the convergence rate of O(log(T )/T ) and O(1/T ). To this end, we plot the convergence results of those three algorithms on the experimental data sets, which are reported in Figure 1 . It should be noted that due to space limitation, we only list the results on A3a and Mnist data sets, however, the convergence results on other data sets are similar.
In the figures above, X-axis is the log-number of rounds log(T ), and Y-axis denotes the value of (F(w T )−F(w * ))×T , where is the T -th round output weight of the algorithm. The scaling by T means that a constant graph corresponds to a rate of O(1/T ), whereas a linearly increasing graph corresponds to the O(log(T )/T ) rate. From the figures, we can observe that on both two data sets, L1-COMID does have O(log(T )/T ) convergence rate, and L2-PolyAvg also roughly has O(1/T ) convergence rate, which are consistent with the existing theories in [29] , [31] . Meanwhile, for the algorithm we proposed, it seems that L1-PseudoLinear indeed achieves the O(1/T ) convergence rate, which matches our theoretical analysis in Theorem 1.
Secondly, we verify the sparse rate of the proposed method by comparing it with L1-COMID and L2-PolyAvg, and Figure 2 plots the curves of sparsity as a function of training iterations with different algorithms on the experimental sets. Just like the comparison results of convergence rate, we only list the sparse rate of different algorithms on A3a and Mnist data sets, and the sparse rate results on others data sets are similar.
Based on Figure 2 , we can make the following observations. First, as the figures demonstrate that during the optimization, the proposed L1-PseudoLinear and L1-COMID have much better sparsity than the L2-PolyAvg, which indicates that we can obtain good sparsity by inducing the L1 regularization, and the similar conclusion has also been made in the first part of experiments. Second, by taking a close look at our method and L1-COMID, we can find that L1-PseuoLinear has higher sparse rate than L1-COMID on all the iterations. The reason lies in the fact that the algorithm we proposed adopts the technique of polynomial averaging, which only use the average of a few weights as the final output, while for L1-COMID, it averages for all the weights, which deteriorates the sparsity of the classifier.
The comparison results on the second part of experiments have shown that the proposed L1-PseuoLinear can achieve both good convergence rate and high sparse rate.
D. THE SENSITIVITY OF PARAMETER β IN L1-PSEUDOLINEAR
As mentioned in Section III, there is an important parameter β in the proposed algorithm, which uses the average of the last β · T weights as output. In the following, we investigate the influence of β on the performance of L1-PseudoLinear for different data sets, and experimental results are plotted in Figure 3 .
It can be observed from Figure 3 (a) that with the value of β increasing, the sparsity of L1-PseudoLinear decreases a lot on all the data sets. The reason is intuitive, since the larger value of β means more weights are averaged as the output, which degrades the sparsity of the proposed algorithm. Therefore, the parameter β should set to a small value. Meanwhile, the results in Figure 3(b) show that if the value of β is set too small (such as 0.001), the F1 values on several data sets (such as Sector and New20) are low. Thus, in this paper, the parameter β is suggested to set as β = 0.01.
V. CONCLUSION AND FUTURE WORK
In this paper, we considered the problem of optimizing the pseudo-linear performance measures with sparse model, and presented the first work on designing a sparse stochastic algorithm with optimal O(1/T ) convergence rate. Specifically, we first regarded the problem as a cost-sensitive classification with L1 regularization, then adopted COMID to obtain the sparse solution. For the problem that the existing COMID algorithm only achieved O(log(T )/T ) convergence rate, a simple polynomial-decay averaging scheme has been introduced, with which the algorithm we proposed can not only achieve the optimal convergence rate, but also obtain the classifier with high sparsity. The experimental results on benchmark data sets justified the significant advantage of the proposed algorithm in comparison with several baseline methods.
In the future, we will continue to study the sparse stochastic model under the imbalanced settings. For example, we plan to extend our approach from the linear classifier to the non-linear classifier. In addition, besides the pseudo-linear performance measures, there also exist many other imbalanced measures (such as GM, GTP/PR etc.), how to find their common properties and design efficient algorithms for these metrics is also an interesting work to be further investigated. proof . We take the derivative of Eq.(9) with respect to w to zero and denote sgn(w) as the sub-gradient of |w| 1 , then have
where
Note that the parameter in Eq. (11) and (12) corresponds to the w j ∈ R in Eq. (9), and in the following, we will discuss three cases for finding the solution of Eq. (11) proof: The proof of Lemma 2 mainly consists of two steps. Firstly, we will show that for ∀j ∈ {1, . . . d}, it holds:
(w t−1 ) j − (w t ) j ≤ λ 2 η t + λ|g t,j |η t . Secondly, with results above, we can make the conclusion of Lemma 2.
We begin our proof with first step. Like the proof of Lemma 1, we consider the following three cases in turn: (10), we have w t,j = 0. Thus
Since |w t−1,j − η t g t,j | ≤ λη t , we have |w t−1,j | − |η t g t,j | ≤ |η t g t,j − w t−1,j | ≤ λη t , which means:
According to (13) and (14), we have
2) If w t−1,j −η t g t,j < −λη t , we have w t,j = w t−1,j −η t g t,j + λη t , and
Combining three cases, we can conclude for ∀j ∈ {1, . . . d}, it holds:
and base on the result above, we have
Which proves the result.
APPENDIX C PROOF OF LEMMA 3
proof: As mentioned before, (w) is a general convex function and f (w) is a σ -strongly convex function. Let (w) ∈ ∂ (w), we have
Thus,
which means
Based on the Lemma 2, we can obtain
For the formula above, we adopt the same trick as Shamir [31] , which pick w = w T −k , and use their result that 
Combing formula (17) with (18), we obtain 
We have
Which proves the results. It is worth noting that during the proof above, we just set ρ = 1. For the case that ρ > 1, we can use the similar proof techniques, and obtain the same convergence rate.
