The syntactic monoid of a language is generalized to the level of a symmetric monoidal closed category D. This allows for a uniform treatment of several notions of syntactic algebras known in the literature, including the syntactic monoids of Rabin and Scott (D " sets), the syntactic semirings of Polák (D " semilattices), and the syntactic associative algebras of Reutenauer (D = vector spaces). Assuming that D is an entropic variety of algebras, we prove that the syntactic D-monoid of a language L can be constructed as a quotient of a free D-monoid modulo the syntactic congruence of L, and that it is isomorphic to the transition D-monoid of the minimal automaton for L in D. Furthermore, in case the variety D is locally finite, we characterize the regular languages as precisely the languages with finite syntactic D-monoids.
Introduction
One of the successes of the theory of coalgebras is that ideas from automata theory can be developed at a level of abstraction where they apply uniformly to many different types of systems. In fact, classical deterministic automata are a standard example of coalgebras for an endofunctor. And that automata theory can be studied with coalgebraic methods rests on the observation that formal languages form the final coalgebra. The present paper contributes to a new category-theoretic view of algebraic automata theory. In this theory one starts with an elegant machine-independent notion of language recognition: a language L Ď X˚is recognized by a monoid morphism e : X˚Ñ M if it is the preimage under e of some subset of M . Regular languages are then characterized as precisely the languages recognized by finite monoids. A key concept, introduced by Rabin and Scott [13] (and earlier in unpublished work of Myhill), is the syntactic monoid of a language L. It serves as a canonical algebraic recognizer of L, namely the smallest X-generated monoid recognizing L. Two standard ways to construct the syntactic monoid are:
(1) as a quotient of the free monoid X˚modulo the syntactic congruence of L, which is a two-sided version of the well-known Myhill-Nerode equivalence, and (2) as the transition monoid of the minimal automaton for L. In addition to syntactic monoids there are several related notions of syntactic algebras for (weighted) languages in the literature, most prominently the syntactic idempotent semirings of Polák [12] and the syntactic associative algebras of Reutenauer [14] , both of which admit constructions similar to (1) and (2) . Note that monoids, idempotent semirings and associative algebras are precisely the monoid objects in the categories of sets, semilattices and vector spaces, respectively. Moreover, these three categories are symmetric monoidal closed w.r.t. their usual tensor product.
This observation suggests to develop a theory of algebraic recognition in a general symmetric monoidal closed category D " pD, b, Iq, which is the main purpose of our paper. Following Goguen [8] , a language in D is a morphism L : X f Ñ Y where X is a fixed object of inputs, Y is a fixed object of outputs, and X f denotes the free D-monoid on X. And a D-automaton is given by the picture below: it consists of an object of states Q, a morphism i representing the initial state, an output morphism f , and a transition morphism δ which may be presented in its curried form λδ.
This means that an automaton is at the same time an algebra I`X bQ ri,δs ÝÝÑ Q for the functor F Q " I`X b Q, and a coalgebra Q xf,λδy Ý ÝÝÝ Ñ YˆrX, Qs for the functor T Q " YˆrX, Qs. It turns out that much of the classical (co-)algebraic theory of automata in the category of sets extends to this level of generality. Thus Goguen [8] demonstrated that the initial algebra for F coincides with the free D-monoid X f , and that every language is accepted by a unique minimal D-automaton. We will add to this picture the observation that the final coalgebra for T is carried by the object of languages rX f , Y s. In Section 3 we introduce the central concept of our paper, the syntactic D-monoid of a language L : X f Ñ Y , which by definition is the smallest X-generated D-monoid recognizing L. Assuming that D is an entropic variety of algebras, we will show that the above constructions (1) and (2) for the classical syntactic monoid adapt to our general setting: the syntactic D-monoid is (1) the quotient of X f modulo the syntactic congruence of L (Theorem 3.15), and (2) the transition monoid of the minimal D-automaton for L (Theorem 4.6). As special instances we recover the syntactic monoids of Rabin and Scott (D " sets), the syntactic semirings of Polák (D= semilattices) and the syntactic associative algebras of Reutenauer (D " vector spaces). Furthermore, the generality of our categorical setting yields new kinds of syntactic algebras "for free". For example, we will identify monoids with zero as the algebraic structures representing partial automata (the case D " pointed sets), which leads to the syntactic monoid with zero for a given language. Similarly, by taking as D the variety of algebras with an involutive unary operation we obtain syntactic involution monoids.
Most of the results of our paper apply to arbitrary languages. In Section 5 we will investigate D-regular languages, that is, languages accepted by D-automata with a finitely presentable object of states. Under suitable assumptions on D, we will prove that a language is D-regular iff its syntactic D-monoid is carried by a finitely presentable object (Theorem 5.4). We will also derive a dual characterization of the syntactic D-monoid which is new even in the "classical" case D " sets: if D is a locally finite variety, and if moreover some other locally finite variety C is dual to D on the level of finite objects, the syntactic D-monoid of L dualizes to the local variety of languages in C generated by the reversed language of L.
Related work. Our paper gives a uniform treatment of various notions of syntactic algebras known in the literature [12, 13, 14] . Another categorical approach to (classical) syntactic monoids appears in the work of Ballester-Bolinches, Cosme-Llopez and Rutten [3] . These authors consider automata in the category of sets specified by equations or dually by coequations, which leads to a construction of the automaton underlying the syntactic monoid of a language. The fact that it forms the transition monoid of a minimal automaton is also interpreted in that setting. In the present paper we take a more general and conceptual approach by studying algebraic recognition in a symmetric monoidal closed category D. One important source of inspiration for our categorical setting was the work of Goguen [8] .
In the recent papers [1, 2] we presented a categorical view of varieties of languages, another central topic of algebraic automata theory. Building on the duality-based approach of Gehrke, Grigorieff and Pin [7] , we generalized Eilenberg's variety theorem and its local version to the level of an abstract (pre-)duality between algebraic categories. The idea to replace monoids by monoid objects in an entropic variety D originates in this work.
Preliminaries
Throughout this paper we work with deterministic automata in an entropic variety D of algebras, where an object X (of inputs) and an object Y (of outputs) are fixed. "Entropic" means that, for any two objects A and B of D, the set DpA, Bq of all homomorphisms from A to B carries a subobject rA, Bs B |A| of the product of |A| copies of B. § Example 2.1. 1. Set is an entropic variety with rA, Bs " B A .
2.
A pointed set pA, Kq is a set A together with a chosen point K P A. The category Set K of pointed sets and point-preserving functions is an entropic variety. The point of rpA, K A q, pB, K B qs is the constant function with value K B . 3. An involution algebra is a set endowed with an involutive unary operation x Þ Ñ r x, i.e., r r x " x. We call r x the complement of x. Morphisms are functions f with f pr xq " Ć f pxq. The variety Inv of involution algebras is entropic. Indeed, the set rA, Bs of all homomorphisms is an involution algebra with pointwise complementation: r f sends x to Ć f pxq.
4.
All other examples we treat in our paper are varieties of modules over a semiring. Given a semiring S (with 0 and 1) we denote by ModpSq the category of all S-modules and module homomorphisms (= S-linear maps). Three interesting special cases are:
a. S " t0, 1u, the boolean semiring with 1`1 " 1: the category JSL 0 of join-semilattices with 0, and homomorphisms preserving joins and 0; b. S " Z: the category Ab of abelian groups and group homomorphisms; c. S " K (a field): the category VecpKq of vector spaces over K and linear maps. § Notation 2.2. We denote by Ψ : Set Ñ D the left adjoint to the forgetful functor |´| : D Ñ Set. Thus ΨX 0 is the free object of D on the set X 0 . § Example 2.3. 1. We have ΨX 0 " X 0 for D " Set and ΨX 0 " X 0`t Ku for D " Set K .
2.
For D " Inv the free involution algebra on X 0 is ΨX 0 " X 0`Ă X 0 where Ă X 0 is a copy of X 0 (whose elements are denoted r x for x P X 0 ). The involution swaps the copies of X 0 , and the universal arrow X 0 Ñ X 0`Ă X 0 is the left coproduct injection. 3. For D " ModpSq the free module ΨX 0 is the submodule of S X0 on all functions X 0 Ñ S with finite support. Equivalently, ΨX 0 consists of formal linear combinations ř n i"1 s i x i with s i P S and x i P X 0 . In particular, ΨX 0 " P f X 0 (finite subsets of X 0 ) for D " JSL 0 , and ΨX 0 is the vector space with basis X 0 for D " VecpKq. § Definition 2.4. By a bimorphism from A, B to C is meant a function f : |A|ˆ|B| Ñ |C| such that the maps f pa,´q : |B| Ñ |C| and f p´, bq : |A| Ñ |C| carry morphisms of D for every a P |A| and b P |B|. A tensor product of A and B is a universal bimorphism t : |A|ˆ|B| Ñ |A b B|, which means that for every bimorphism f : |A|ˆ|B| Ñ |C| there is a unique morphism 
We denote by MonpDq the category of D-monoids and their homomorphisms. In the following we will freely work with D-monoids in both categorical and algebraic disguise.
The above definition makes sense in any monoidal category D. In our setting, since I " Ψ1, the morphism i chooses an initial state in |Q|. Moreover, if X " ΨX 0 for some set X 0 (of inputs), the morphism δ amounts to a choice of endomorphisms δ a : Q Ñ Q for a P X 0 , representing transitions. This follows from the bijections 
The setting D " Set K with X " X 0`t Ku and Y " tK, 1u gives partial deterministic automata. Indeed, the state object pQ, Kq has transitions δ a : pQ, Kq Ñ pQ, Kq for a P X 0 preserving K, that is, K is a sink state. Equivalently, we may consider δ a as a partial transition map on the state set QztKu. The morphism f : pQ, Kq Ñ tK, 1u again determines a set of final states F " f´1r1s (in particular, K is non-final). And the morphism i : tK,˚u Ñ pQ, Kq determines a partial initial state: either ip˚q lies in QztKu, or no initial state is defined. 3. In D " Inv let us choose X " X 0`Ă X 0 and Y " t0, 1u with r 0 " 1. An Inv-automaton is a deterministic automaton with complementary states x Þ Ñ r x such that (i) for every transition p a Ý Ñ q there is a complementary transition r p a Ý Ñ r q and (ii) a state q is final iff r q is non-final. 4. For D " JSL 0 with X " P f X 0 and Y " t0, 1u (the two-chain) an automaton consists of a semilattice Q of states, transitions δ a : Q Ñ Q for a P X 0 preserving finite joins (including 0), an initial state i P Q and a homomorphism f : Q Ñ t0, 1u which defines a prime upset F " f´1r1s Ď Q of final states. The latter means that a finite join of states is final iff one of the states is. In particular, 0 is non-final. 5. More generally, automata in D " ModpSq with X " ΨX 0 and Y " S are S-weighted automata. Such an automaton consists of an S-module Q of states, linear transitions δ a : Q Ñ Q for a P X 0 , an initial state i P Q and a linear output map f : Q Ñ S. § Remark 2.14. 1. An algebra for an endofunctor F of D is a pair pQ, αq of an object Q and a morphism α :
Throughout this paper we work with the endofunctor F Q " I`X b Q; its algebras are denoted as triples pQ, δ, iq with δ : X b Q Ñ Q and i : I Ñ Q. Hence D-automata are precisely copointed F -algebras, that is, F -algebras equipped with an output morphism f : Q Ñ Y . Moreover, automata homomorphisms are precisely F -algebra homomorphisms preserving outputs. 2. Analogously, a coalgebra for an endofunctor T of D is a pair pQ, γq of an object Q and a morphism γ : Q Ñ T Q. Throughout this paper we work with the endofunctor T Q " Yr X, Qs; its coalgebras are denoted are triples pQ, τ, f q with τ : Q Ñ rX, Qs and f : Q Ñ Y . Hence D-automata are precisely pointed T -coalgebras, i.e., T -coalgebras equipped with
Automata homomorphisms are T -coalgebra homomorphisms preserving initial states. § Definition 2.15. Given a D-monoid pM, m, iq and a morphism e : X Ñ M of D, the F -algebra associated to M and e has carrier M and structure
In particular, the F -algebra associated to the free monoid X f (and its universal arrow η X ) is
In Set every monoid M together with an "input" map e : X Ñ M determines an F -algebra with initial state i and transitions δ a "´‚ epaq for all a P X. The F -algebra associated to X˚is the usual automaton of words: its initial state is ε and the transitions are given by w a Ý Ñ wa for a P X. § Proposition 2.17 (Goguen [8] ). X f is the initial algebra for F . § Remark 2.18. Given any F -algebra pQ, δ, iq the unique F -algebra homomorphism e Q : X f Ñ Q is constructed as follows: extend the morphism λδ : X Ñ rQ, Qs to a D-monoid morphism pλδq`: X f Ñ rQ, Qs. Then
where ev is the 'evaluation morphism', i.e., the counit of the adjunction´b Q % rQ,´s. § Notation 2.19.
Recall from Rutten [15] that the final coalgebra for the functor T Q " t0, 1uˆQ
X on Set is the coalgebra PX˚-rX˚, t0, 1us of all languages over X. Given any coalgebra Q, the unique coalgebra homomorphism from Q to PΣ˚assigns to every state q the language accepted by q (as an initial state). These observations generalize to our present setting. The object rX f , Y s of D carries the following T -coalgebra structure: its transition
and its output morphism
Proof sketch. Given any coalgebra pQ, τ, f q, let δ : X b Q Ñ Q be the uncurried version of τ : Q Ñ rX, Qs, see Remark 2.14. Then the unique coalgebra homomorphism into rX f , Y s is
Note that if X " ΨX 0 (and hence X f " ΨX0 ) for some set X 0 , one can identify a language
where LpKq " K.
where e Q is the F -algebra homomorphism of Remark 2.18. § Example 2.25. 1. In D " Set with Y " t0, 1u, the homomorphism e Q : X˚Ñ Q assigns to every word w the state it computes in Q, i.e., the state the automaton reaches on input w. Thus L Q pwq " 1 iff Q terminates in a final state on input w, which is precisely the standard definition of the accepted language of an automaton. For general Y , the function L Q : X˚Ñ Y is the behavior of the Moore automaton Q, i.e., L Q pwq is the output of the last state in the computation of w. 2. For D " Set K with X " X 0`t Ku and Y " tK, 1u, we have e Q : X0`tKu Ñ pQ, Kq sending K to K, and sending a word in X0 to the state it computes (if any), and to K otherwise. Hence L Q : X0`tKu Ñ tK, 1u defines (via the preimage of 1) the usual language accepted by a partial automaton. 3. In D " Inv with X " X 0`Ă X 0 and Y " t0, 1u, the map L Q : X0`Ă X0 Ñ t0, 1u sends w P X0 to 1 iff w computes a final state, and it sends r w P Ă X0 to 1 iff w computes a non-final state. 4. In D " JSL 0 with X " P f X 0 and Y " t0, 1u, the map L Q : PX0 Ñ t0, 1u assigns to U P P f X0 the value 1 iff the computation of at least one word in U ends in a final state. 5. In D " ModpSq with X " ΨX 0 and Y " S, the map L Q : SrX 0 s Ñ S assigns to ř n i"1 cpw i qw i the value ř n i"1 cpw i qy i , where y i is the output of the state Q reaches on input w i . The restriction of L Q to X0 is is the usual language of a weighted automaton. § Remark 2.26. By Remark 2.14 every D-automaton pQ, δ, i, f q is an F -algebra as well as a T -coalgebra. Our above definition of L Q was purely algebraic. The corresponding coalgebraic definition uses the unique coalgebra homomorphism c Q : Q Ñ rX f , Y s into the final T -coalgebra and precomposes with i : I Ñ Q to get a morphism c Q¨i : 
Algebraic Recognition and Syntactic D-Monoids
In classical algebraic automata theory one considers recognition of languages by (ordinary) monoids in lieu of automata. One key concept is the syntactic monoid which is characterized as the smallest monoid recognizing a given language. There are also related concepts of canonical algebraic recognizers in the literature, e.g. the syntactic idempotent semiring and the syntactic associative algebra. In this section we will give a uniform account of algebraic language recognition in our categorical setting. Our main result is the definition and construction of a minimal algebraic recognizer, the syntactic D-monoid of a language. § Definition 3.
We use the notation of Example 2.23.
This is the classical notion of recognition of a language L 0 Ď X˚by a monoid, see e.g. Pin [11] .
and Y " t0, 1u: for an idempotent semiring M a morphism f : M Ñ Y defines a prime upset F " f´1r1s, see Example 2.13. Hence L is recognized by a semiring homomorphism e :
Here we identify X0 with set of all singleton languages twu, w P X0 . This is the concept of language recognition introduced by Polák [12] (except that he puts F " f´1r0s, so 0 and 1 must be swapped, as well as F and M zF ). 5. D " ModpSq with X " ΨX 0 , X f " SrX 0 s and Y " S: given an associative algebra M , the language L is recognized by e : SrX 0 s Ñ M via f : M Ñ S iff L " f¨e. For the case where the semiring S is a ring, this notion of recognition is due to Reutenauer [14] . § Remark 3.3. 1. Since D and MonpDq are varieties, we have the usual factorization system of regular epimorphisms (= surjective homomorphisms) and monomorphisms (= injective homomorphisms). Quotients and subobjects are understood w.r.t. this system. We are now ready to give an abstract account of syntactic algebras in our setting. In classical algebraic automata theory the syntactic monoid of a language is characterized as the smallest monoid recognizing that language. We will use this property as our definition of the syntactic D-monoid. § Definition 3.5. The syntactic D-monoid of language L : X f Ñ Y , denoted by SynpLq, is the smallest X-generated monoid recognizing L.
, that is, the left-hand triangle below commutes for some D-monoid morphism h:
Note that the right-hand triangle also commutes since e is epimorphic and f¨e " L " f L¨eL .
The universal property determines SynpLq, e L and f L uniquely up to isomorphism. A construction of SynpLq is given below (Construction 3.13). We first consider a special case: § Example 3.6. In D " Set with Y " t0, 1u, the syntactic monoid of a language L Ď Xc an be constructed as the quotient of X˚modulo the syntactic congruence, see e.g. [11] :
We aim to generalize this construction to our categorical setting. First note the following § Lemma 3.7. Let D be any symmetric monoidal closed category with countable coproducts. Then the forgetful functor MonpDq Ñ D preserves reflexive coequalizers. § Notation 3.8. Let pM, m, iq be a D-monoid and x : I Ñ M . We write x ‚´and´‚ x for the following morphisms, respectively:
Recall that in our setting, where D is an entropic variety, we have I " Ψ1 and so the morphism x is the adjoint transpose of an element of M (see Remark 2.6). In the following we shall often write x ‚ y, identifying x, y : I Ñ M with their corresponding elements of M . § Definition 3.9. The syntactic congruence of a language L : X f Ñ Y is the following relation on the underlying set of X f :
The projection maps are denoted by l, r : E Ñ X f . § Lemma 3.10. The set E carries a canonical D-algebraic structure making it a D-object.
Proof sketch. Just observe that E " Ş E x,y where for fixed x, y P X f the object E x,y is the kernel of the
That the name syntactic congruence makes sense follows from Lemma 3.11 below. First recall that a D-monoid congruence on a given D-monoid M is an equivalence relation in MonpDq, that is, a jointly monic pair c 1 , c 2 : C Ñ M of D-monoid morphisms (equivalently a Dsubmonoid xc 1 , c 2 y : C MˆM ) which is reflexive, symmetric and transitive. Congruences on M are ordered as subobjects of MˆM , i.e., via inclusion. § Lemma 3.11. E is a D-monoid congruence on X f .
We can give an alternative, more conceptual, description of E: § Lemma 3.12. Let l 0 , r 0 :
f is the largest D-monoid congruence contained in K. § Construction 3.13. Let L : X f Ñ Y be a language and l, r : E Ñ X f its syntactic congruence. We construct the D-monoid SynpLq as the coequalizer of l and r in MonpDq:
14. We need to show that SynpLq has the universal property of Definition 3.5, which first requires to define the morphism f L : SynpLq Ñ Y with L " f L¨eL . To this end consider the diagram below, where l 0 , r 0 is the kernel pair of L and m witnesses that E is contained in K, i.e., l " l 0¨m and r " r 0¨m (see Lemma 3.12).
By Lemma 3.7 the morphism e L is also a coequalizer of l and r in D. Proof sketch. This follows from the correspondence between kernel pairs and regular quotients: since l, r : E Ñ X f is the largest congruence contained in the kernel pair of L by Lemma 3.12, the coequalizer e L of l, r is the smallest quotient of X f recognizing L. đ § Remark 3.16. Our proof of Theorem 3.15 is quite conceptual and works in an arbitrary symmetric monoidal closed category D. On this level of generality one would use Lemma 3.12 to define the syntactic congruence E as the largest D-monoid congruence contained in the kernel of L : X f Ñ Y . However, it is unclear whether such a congruence exists in this generality and so its existence might have to be taken as an assumption. Hence we restricted ourselves to the setting of an entropic variety D. § Example 3.17. Using the notation of Example 2.23 we obtain the following concrete syntactic algebras:
1. In Set K with X " X 0`t Ku and Y " tK, 1u the syntactic monoid with zero of a language L 0 Ď X0 is pX0`tKuq{ " where, for all u, v P X0`tKu,
The zero element is the congruence class of K. 2. In Inv with X " X 0`Ă X 0 and Y " t0, 1u the syntactic involution monoid of a language L 0 Ď X0 is the quotient of X 0`Ă X0 modulo the congruence " defined for words u, v P X0 as follows:
3. In ModpSq with X " ΨX 0 and Y " S the syntactic associative S-algebra of a weighted language L 0 : X0 Ñ S is the quotient of SrX 0 s modulo the congruence defined for U, V P SrX 0 s as follows:
Indeed, since L : SrX 0 s Ñ S is linear, (2) implies LpP U Qq " LpP V Qq for all P, Q P SrX 0 s, which is the syntactic congruence of Definition 3.9. 4. In particular, for D " JSL 0 with X " P f X 0 and Y " t0, 1u, we get the syntactic (idempotent) semiring of a language L 0 Ď X0 introduced by Polák [12] : it is the quotient P f X0 {" where for U, V P P f X0 we have
5.
For D " VecpKq with X " ΨX 0 and Y " K, the syntactic K-algebra of a K-weighted language L 0 : X0 Ñ K is the quotient KrX 0 s{I of the K-algebra of finite weighted languages modulo the ideal I " tV P KrX 0 s | for all x, y P X0 : LpxV yq " 0u.
Indeed, the congruence this ideal I generates (U " V iff U´V P I) is precisely (2). Syntactic K-algebras were studied by Reutenauer [14] . 6. Analogously, for D " Ab with X " ΨX 0 and Y " Z, the syntactic ring of a Z-weighted language L 0 : X0 Ñ Z is the quotient ZrX 0 s{I, where I is the ideal of all V P ZrX 0 s with LpxV yq " 0 for all x, y P X0 .
Transition D-Monoids
In this section we present another construction of the syntactic D-monoid of a language: it coincides with the transition D-monoid of the minimal D-automaton for this language.
Recall that for any object Q of a closed monoidal category D, the object rQ, Qs forms a D-monoid w.r.t. composition. § Definition 4.1. The transition D-monoid TpQq of an F -algebra pQ, δ, iq is the image of the D-monoid morphism pλδq`: X f Ñ rQ, Qs extending λδ : X Ñ rQ, Qs:
TpQq 9 9 m TpQq 9 9 s s s § Example 4.2. 1. In Set the transition monoid of an F -algebra Q (i.e., an automaton without final states) is the monoid of all extended transition maps δ w " δ an¨¨¨¨¨δa1 : Q Ñ Q for w " a 1¨¨¨an P X˚, with unit id Q " δ ε and composition as multiplication. 2. In Set K with X " X 0`t Ku (the setting for partial automata) this is completely analogous, except that we add the constant endomap of Q with value K. 3. In Inv with X " X 0`Ă X 0 we get the involution monoid of all δ w and Ă δ w . Again the unit is δ ε , and the multiplication is determined by composition plus the equations xr y " Ă xy " r xy. 4. In JSL 0 with X " P f X 0 the transition semiring consists of all finite joins of extended transitions, i.e., all semilattice homomorphisms of the form δ w1 _¨¨¨_ δ wn for tw 1 , . . . , w n u P P f X0 . The transition semiring was introduced by Polák [12] . 
D-Regular Languages
Our results so far apply to arbitrary languages in D. In the present section we turn our focus towards regular languages, which in D " Set are the languages accepted by finite automata, or equivalently the languages recognized by finite monoids. For arbitrary D the role of finite sets is taken over by finitely presentable objects. Recall that an object D of D is finitely presentable if the hom-functor DpD,´q : D Ñ Set preserves filtered colimits. In a variety D the finitely presentable objects are precisely the algebras presentable with finitely many generators and relations. § Definition 5.1. A language L : X f Ñ Y is called D-regular if it is accepted by some D-automaton with a finitely presentable object of states.
To work with this definition, we need the following § Assumptions 5.2. We assume that the full subcategory D f of finitely presentable objects of D is closed under subobjects, strong quotients and finite products. § Example 5.3. 1. Recall that a variety is locally finite if all finitely presentable algebras (equivalently all finitely generated free algebras) are finite. Every locally finite variety satisfies the above assumptions. This includes our examples Set, Set K , Inv and JSL 0 .
A semiring S is called
Noetherian if all submodules of finitely generated S-modules are finitely generated. In this case, as shown in [6] , the category ModpSq satisfies our assumptions. Every field is Noetherian, as is every finitely generated commutative ring, so VecpKq and Ab " ModpZq are special instances. The semiring N of natural numbers is not Noetherian: ModpNq is the category of commutative monoids, and submonoids of finitely generated commutative monoids are not necessarily finitely generated. Indeed, the additive monoid NˆN is generated by the elements p0, 1q and p1, 0q, but the submonoid tp0, 0qu Y tpm, nq : 0 ď m ă n ă ωu has no finite set of generators. We conclude this section with an interesting dual perspective on syntactic monoids, based on our previous work [1, 2] . For lack of space we restrict to the case D " Set. This category is predual to the category BA of boolean algebras in the sense that the full subcategories of finite sets and finite boolean algebras are dually equivalent. Indeed, this is a restriction of the well-known Stone duality: the dual equivalence functor assigns to a finite boolean algebra B the set AtpBq of its atoms, and to a boolean homomorphism h : A Ñ B the map Atphq : AtpBq Ñ AtpAq sending b P AtpBq to the unique atom a P AtpAq with ha ě b.
How do the concepts we investigated in Set -languages, automata and monoids -dualize to BA? Let us start with the observation that RegpXq, the boolean algebra of regular languages over the alphabet X, can be viewed as a deterministic automaton: its final states are the regular languages containing the empty word, and the transitions are given by L a Ý Ñ a´1L for a P X, where a´1L " tw P X˚: aw P Lu is the left derivative of L w.r.t. the letter a. (Similarly, the right derivative of L w.r.t. a is La´1 " tw P X˚: wa P Lu.) This makes RegpXq a coalgebra for the endofunctor T " t0, 1uˆId
X on BA. Since the two-chain t0, 1u is dual to the singleton set 1, finite coalgebras for T dualize to finite algebras for the functor F " 1`XˆId -1`š X Id on Set. Based on this, we proved in [1] that further (i) finite subcoalgebras of RegpXq dualize to finite quotient algebras of the initial F -algebra X˚, and (ii) finite local varieties of languages (i.e., finite subcoalgebras of RegpXq closed under right derivatives) dualize to finite X-generated monoids -more precisely, to F -algebras associated to X-generated monoids, see Part (b) of this theorem yields the following construction of SynpLq:
Hence V L is the closure of the (finite) set of all both-sided derivatives u´1L rev v´1 " tw P X˚: uwv P L rev u (u, v P X˚) under union, intersection and complement.
Compute the F -algebra x
V L dual to the coalgebra V L . The states of x V L are the atoms of V L , and the initial state is the unique atom i P V L containing the empty word. Given atoms z, z 1 P V L and a P X, there is a transition z
The resulting monoid (with multiplication ‚ and unit i) is SynpLq.
All the above considerations generalize from BA{Set to arbitrary pairs C{D of predual locally finite varieties of algebras. Examples include the self-predual varieties C " D " JSL 0 and C " D " VecpKq for a finite field K.
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Conclusions and Future Work
In this paper we proposed the first steps of a categorical theory of algebraic language recognition. The reader will have noticed that, despite our assumption that the category D be an entropic variety, the bulk of our definitions, constructions and proofs works in any symmetric monoidal closed category with enough structure. However, the construction of the syntactic monoid via the syntactic congruence, and the proof that it coincides with a transition monoid, required the concrete algebraic setting.
It remains an open problem to develop a genuinely abstract framework for our theory. In particular, such a generalized setting should provide the means for incorporating ordered algebras, e.g. the syntactic ordered monoids of Pin [11] . We expect this can be achieved by working with (order-)enriched categories, where the coequalizer in our construction of the syntactic monoid is replaced by a coinserter. A more general theory of recognition might also open the door to treating algebraic recognizers for additional types of behaviors, including Wilke algebras [16] (representing ω-languages) and forest algebras [5] (representing tree and forest languages).
One of the leading themes of algebraic automata theory is the classification of languages in terms of properties of their syntactic algebras. The prototypical result is Schützenberger's theorem, which states that a regular language is star-free iff its syntactic monoid is aperiodic. We hope that our categorical understanding of syntactic monoids (in particular, their dual characterization in Theorem 5.7) can contribute to a new duality-based approach to such results, possibly leading to generalizations and more conceptual proof techniques.
A Proofs
This Appendix contains all proofs and additional details we omitted due to space limitations.
Details for Example 2.1.4.
A semiring S " pS,`,¨, 0, 1q consists of a commutative monoid pS,`, 0q and a monoid pS,¨, 1q such that 0x " x0 " 0, xpy`zq " xy`xz and px`yqz " xy`yz.
A module over a semiring S is a commutative monoid pM,`, 0q together with a scalar multiplication¨: SˆM Ñ M such that the following laws hold:
pr`sqa " ra`sa, rpa`bq " ra`rb, prsqa " rpsaq, 0a " 0, 1a " 1, r0 " 0.
Proof of Corollary 2.10
A constructive proof can be found in [1] . Here we give a more conceptual argument, using the universal property of the tensor product. Observe that the functor Ψ : Set Ñ D is strongly monoidal, i.e., it preserves the unit and tensor product up to natural isomorphism. Indeed, we have Ψ1 " I by definition. To see that ΨpAˆBq -ΨA b ΨB for all sets A and B, consider the following bijections (natural in D):
This implies ΨpAˆBq -ΨA b ΨB by the Yoneda lemma. Using the fact that Ψ preserves coproducts, being a left adjoint, we conclude
Alternatively one can show that the right adjoint |´| : D Ñ Set is a monoidal functor. This implies that Ψ preserves free monoids.
Details for Remark 2.18
First we recall the D-monoid structure on rQ, Qs. Let ι 
Now all we have to show is that the morphism in (1) is an F -algebra homomorphism. It then follows that it is the unique one e Q . Indeed, the diagram below commutes: 
Let us first prove that h is indeed a coalgebra homomorphism. Preservation of outputs is shown by the following commutative diagram:
And the following diagram shows that h¨pQ b i n`1 q is determined by h¨pQ b i n q (again we omit b, in particular we write X n for X bn ): 
B Dual Characterization of Syntactic Monoids
Here we give a more detailed account of the dual view of syntactic monoids indicated in Section 5. This section are largely based on results from our papers [1, 2] where a categorical generalization of Eilenberg's variety theorem was proved. We work with the following § Assumptions B.1. From now on D is a locally finite entropic variety whose epimorphisms are surjective. Moreover, we assume that there is another locally finite variety C such that the full subcategories C f and D f of finite algebras are dually equivalent. (Two such varieties C and D are called predual.)
The action of the equivalence functor C op f » Ý Ñ D f on objects and morphisms is written Q Þ Ñ p Q and f Þ Ñ p f . Letting I P C f denote the free one-generated object of C we choose the output object Y P D f to be the dual object of I. Moreover, let Y P C f be the dual object of I P D f , the free one-generated object of D. Finally, we put X " ΨX 0 for a finite alphabet X 0 . Note that the underlying sets of Y and Y are isomorphic:
To simplify the presentation, we will assume in the following that Y and Y have a two-element underlying set t0, 1u. This is, however, inessential -see Remark B.14 at the end of this section. § Example B.2. The categories C and D in the table below satisfy our assumptions. The case BA/Set is a restriction of Stone duality: the dual equivalence functor BA op f » Ý Ñ Set f assigns to a finite boolean algebra B the set AtpBq of its atoms, and to a homomorphism h : A Ñ B the map Atphq : AtpBq Ñ AtpAq sending b P AtpBq to the unique atom a P AtpAq By dropping right derivatives and using the correspondence between finite subcoalgebras of T and finite quotient algebras of X f , one also gets the following dual characterization of minimal D-automata: § Theorem B.13. For every regular language L the minimal D-automaton for L is dual to the smallest subcoalgebra of T containing L rev § Remark B.14. Our above assumption that Y and Y have two elements is inessential. Without this assumption, the rational coalgebra T is not carried by regular languages, but more generally by regular behaviors, i.e, functions b : X0 Ñ |Y | realized by finite Moore automata with output set |Y |. The coalgebra structure is given by the output map b Þ Ñ bpεq, and transitions b a Ý Ñ a´1b for a P X 0 , where a´1b is the (generalized) left derivative of b defined by a´1bpwq " bpawq. (Right derivatives are defined analogously.) A local variety of behaviors over X 0 in C is a subcoalgebra of T closed under right derivatives. All results of this section hold for this more general setting, see Section 5 of [2] for details. In particular, this allows us to cover the case C " D " VecpKq for an arbitrary finite field K. In this case Theorem 5.7 states that the syntactic associative algebra of a rational weighted language L : X0 Ñ K dualizes to the smallest set of rational weighted languages that contains L rev and is closed under scalar multiplication, addition and left and right derivatives.
