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ABSTRACT
The principles of tomography are well-established, and geotomography has 
been in use for several decades. Seismic tomography has previously been used 
principally in the oil and nuclear industries, but it has occasionally been 
applied in civil engineering site investigation (SI). The technique can provide 
a qualitative or a quantitative representation of the distribution of the seismic 
velocity properties within a surveyed region. Seismic tomography has been 
successfully used to image, for example, zones of fracturing. The technique 
has been less successful when used to detect cavities.
This thesis presents a theoretical and experimental examination of the 
usefulness — or otherwise — of seismic tomography in SI. It is found that 
geotomography has a rôle to play when one is interested in, for example, 
general subsurface variability. An explanation is offered for the low success 
rate of cavity detection surveys utilizing seismic velocity tomography.
It is shown that, of the numerous and diverse fields of application of the 
tomographic method, geotomography offers what is, perhaps, the most 
inherently ill-posed form of the reconstruction problem. Significant difficulties 
are encountered because, in general, measurements can be acquired from only 
a restricted set of positions. Additional problems are introduced through the 
use of seismic wave energy, which follows hard-to-predict routes across the 
surveyed zone. Observational errors lead to inconsistencies within a 
tomographic system. In consequence, the geotomographic reconstruction 
problem is typically under-determined, inconsistent and non-linear. An 
heuristic method of reconstructing seismic velocity tomograms from typical 
field data is developed and presented.
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Figure 6.3.6 Schematic representation of the sequence of excavation 359 
within the chalk cavern (from Barla et al., 1991)
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“right” . The outline of the tomogram at BH D3 is shown shaded.
Figure 6.3.8 Extract from the fracture maps of the chalk cavern survey, 361
in the vicinity of BH D3. This shows the cavern as viewed from the 
“left”. The outline of the tomogram at BH D3 is shown shaded.
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Figure 6.3.11 Schematic representation of the cavern (a cylinder) 364
intersected by a fault (a plane), showing how the zone of intersection 
appears in different views.
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Figure 6.3.13 Comparison of the results of the excavation of the chalk 366
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of BH D3. Only the principal fractures are indicated, with the “left” and 
“right” hand views superimposed.
Figure 6.3.14 Investigation of the structural resolution of a tomographic 367
survey to image an inclined feature, using the three common acquisition 
geometries:— (a) cross-hole; (b) well-surface-well; (c) up-hole.
Tomograms reconstructed by applying SIRT to the travel time data 368 
synthesised across each model are shown in (d), (e) and (f).
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Figure 6.4.5 (a) Tomogram of P-wave velocities at Purton. 370
(Reconstructed, under an assumption of seismic isotropy, using SIRT 
with straight rays)
Figure 6.4.5 (b) Tomogram generated from synthetic travel times 370
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reconstructed under an assumption of seismic isotropy
Figure 6.4.5 (c) Tomogram of velocities of vertically-propagating P- 371
waves at Purton. (Reconstructed, under an assumption of “global” 
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Figure 6.4.8 Schematic representations of the five forms of borehole 373
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Figure 6.4.9 (a) Sketch of deviating boreholes, showing component 373
lateral shift and cumulative divergence
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Figure 6.4.9 (b) Definition of notation used in the analysis of the Type 373
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NOTATION
A amplitude of seismic signal
Ai amplitude of energy incident at a boundary
Ao amplitude of seismic signal at source
Ar amplitude of energy reflected at a boundary
As pore pressure coefficient
B pore pressure coefficient
Cÿ(q) slowness correction, due to i*^  ray, for j* cell
Cj(q) slowness correction for cell
Cnns ratio of at (q+1)^ and q* iterations
D  assumed separation between two parallel boreholes
Do true separation between two parallel boreholes
d distance; spacing between two surface geophones
d Euclidean distance between two vectors
djj distance travelled by i* ray within cell
do overall nearness, between two vectors
d \  change in solution vector, per iteration
E  energy; strain energy
E Young’s modulus
Eh modulus of elasticity in the horizontal plane
Ev modulus of elasticity in the vertical plane
Eu 0.01 undrained secant Young’s modulus, at 0.01% axial strain 
Ci travel time residual for i* ray
e j^a minimum travel time residual
e^ ax maximum travel time residual
Cnns root mean square of residuals
/  signal frequency; relaxation factor
maximum shear modulus 
Gy shear modulus in the vertical plane
h thickness of casing
Ag depth of source
Ar depth of receiver
K bulk modulus
Ko coefficient of earth pressure at rest
k damping factor
A anisotropy factor (=Vh/VJ
k Boltzmann’s constant
k rank of D
kj local anisotropy factor, for the cell
local anisotropy parameter for ray at angle 4> in the j* cell 
i  distance between source and receiver
f j,/i length of i* projection
L  length of the source borehole; stress-strain linearity
LL liquid limit
-XX-
m number of projections (rays)
rriy velocity gradient, with depth
n number of reconstruction cells
Wg number of “stacks” on a seismograph record
P acoustical path length
Pi observed travel time for i* ray
p ' mean effective stress
suction in a soil sample 
p'o mean effective stress before shearing
p's mean effective stress in situ
p  average of p„ for m rays; a function of Poisson’s ratio
Pi number of duplicate records acquired for the i*^ ray
PL plastic limit
Q quality factor for seismic attenuation
q deviator stress
q^ ax peak deviator stress
R  size of a square inclusion
R  a random number
r internal radius of casing
r mean relative error
S entropy
s arc length along ray
SujOb minimum cell-by-ceU difference between two tomograms
Smax maximum cell-by-cell difference between two tomograms
T  travel time; temperature
To time elapsed between starting seismograph and shot
Tp time elapsed between starting seismograph and P-wave event
Tg time elapsed between starting seismograph and S-wave event
t,/ travel time
tavc average of the standard deviations of multiply-acquired picks
feiT estimate of errors in travel time observations
ti calculated travel time for i'*^ ray
t;(q) calculated travel time for i'^ " ray, at the q**’ iteration
tj' modified travel time for i^ ray
Lnax peak of the standard deviations of multiply-acquired picks
tmod median of the standard deviations of multiply-acquired picks
toi observed travel time for i*^  ray, in anisotropic media
fpMk maximum travel time error imposed on simulated data
ty threshold, used in selective smoothing
Vp velocity of propagation of compressional waves
Vr velocity of propagation of Rayleigh waves
Vg velocity of propagation of shear waves
Vtuhe velocity of propagation of tube waves
Vsh velocity of propagation of horizontally-polarized shear waves
Vgv velocity of propagation of vertically-polarized shear waves
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Vh v e lo c ity  o f  propagation in  horizontal d irections
Vv v e lo c ity  o f  propagation in  the vertica l d irection
Vz horizontal propagation  v e lo c ity  at depth z
group v e lo c ity  o f  a  ray at a n g le  <}) to the horizontal 
Vo horizontal propagation v e lo c ity  at z = 0
v ,v  se ism ic  propagation v e lo c ity
Vhj horizontal se ism ic  propagation  v e lo c ity  w ith in  j*  c e ll
Vj reconstructed se ism ic  propagation v e lo c ity  w ith in  c e ll
Vqj true se ism ic  propagation  v e lo c ity  w ith in  ce ll
Vg,ox m axim um  reconstructed  v e lo c ity  va lu e
Vniin m inim um  reconstructed  v e lo c ity  va lu e
v'qmax m axlm um  c e ll-b y -c e ll ch an ge, b etw een  iterations
v'qmin m iuim um  c e ll-b y -c e ll ch an ge, b etw een  iterations
Vyj vertica l se ism ic  propagation  v e lo c ity  w ith in  ce ll
v^j v e lo c ity  o f  ray at a n g le  0 ,  across ce ll
V. m ean o f  reconstructed v e lo c ity  va lu es
var variance o f  reconstructed v e lo c ity  va lu es
Wk w eigh tin g  factor for  c e ll in  a  sm ooth ing cluster
w w ater content
Wj reconstructed  s lo w n ess (reciprocal v e lo c ity ) w ith in  c e ll
Woj true s lo w n ess in  j*  c e ll
X dimensions of reconstruction cell, parallel to x-axis
V  d im en sion s o f  reconstruction  c e ll, parallel to  y -a x is
z depth
D w x«  matrix of dij values
dj i*^  row of D
e w-element vector of travel time residuals
H inverse, or pseudo-inverse, of D
I identity matrix
L diagonal matrix of the singular values of D
n(5) refractive index
p m -elem en t vector  o f  ob served  travel tim es
R  m xm  diagonal w eigh tin g  m atrix
r(5) p osition  vector
S(r) w a v e  surface
t w-element vector of calculated travel times
U m x n  matrix with columns which are eigenvectors of DD^
V nXn  m atrix w ith  co lu m n s w h ich  are e igen vectors o f
V M-element vector  o f  reconstructed  v e lo c it ie s
Vo M -element vector  o f  v e lo c it ie s  in  orig inal fie ld
w  M -element vector  o f  s lo w n esses
Wo M -element vector o f  s lo w n esses  in orig inal fie ld
Wr M-element vector  o f  reconstructed s lo w n esses
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a  seismic attenuation coefficient
7  angle between the plane of constant phase and the vertical
7  shear strain
Caxiai axial strain
I/o unit vector
X wavelength of seismic signal
X(r) velocity gradient
X,jw Lamé parameters
p Poisson’s ratio
ï/fah Poisson’s ratio for the effect of horizontal stress on normal horizontal strain
Poisson’s ratio for the effect of horizontal stress on vertical stress
Poisson’s ratio for the effect of vertical stress on horizontal strain
$ angle subtended at the centre of a circle by arc of length d^ j
p mass density
ffpi standard deviation of the travel time picks for the i*^  ray
ff'v vertical effective stress
(f) ratio of seismic path length within fluid phase, to total path length
<f> angle of inclination of a ray to the horizontal
<f) phase difference between signals (in degrees)
Suhscnpts
i i*^  projection (ray)
j j* reconstruction cell
k k* cell in a smoothing cluster
<!) ray at angle (j) to the horizontal
q iteration number
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APPLICATIONS OF SEISMIC TRANSMISSION 
TOMOGRAPHY IN CIVIL ENGINEERING
Chapter 1 Introduction
Tomography (from the Greek, tomos: a slice or section) is a technique whereby an 
image of the distribution of a physical property within an enclosed region is produced 
without direct access to the zone. This is achieved by acquiring measurements of a 
parameter that is affected by the property of interest, between points bordering the 
area to be imaged. The form of tomography that is probably most familiar is 
computerized tomography, or CT scanning, as used in diagnostic medicine. An 
image, termed a tomogram, of the X-ray opacity of a body is derived from 
measurements of the attenuation of numerous X-rays that have traversed the body 
from many directions. Medical tomography has a long record of development and 
has been a well-established technique for two decades (Weinbren, 1946; Cormack, 
1963; Hounsfield, 1972). Seismic tomography has also been in use for some years: 
amongst the first applications of geotomography was a survey by Bois et al. (1972).
Seismic transmission tomography is used to form an image of the seismic properties 
of soils and rocks. The term “transmission” is included to emphasise that the seismic 
energy utilized in geotomographic surveys is transmitted through the ground without 
undergoing reflection from subsurface features. Two seismic properties have been 
imaged using geotomography:- seismic propagation velocity and seismic attenuation. 
The velocity properties of the ground can be deduced from measurements of the time 
taken by (artificially-induced) seismic waves to travel between seismic sources and 
receivers. The attenuation properties of the ground can be derived from 
measurements of the depletion of energy from waves which have travelled between 
sources and receivers. If a subsurface object is to be imaged using geotomography, 
a contrast must exist between the seismic propagation velocity properties, or the 
attenuative characteristics, of the feature and the surrounding formation.
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In this work, emphasis is given to seismic velocity tomography. There are several 
difficulties associated with practical implementation of the method of seismic 
attenuation tomography. (These problems involve the measurement and subsequent 
interpretation of the necessary data, and have greatly restricted the adoption of the 
technique.)
Seismic velocity tomography is most commonly applied between coplanar sources 
and receivers. Thus, in practice, the method yields a two-dimensional tomogram of 
the seismic propagation velocity properties of the surveyed region. A seismic 
velocity tomogram can be interpreted in three ways. Firstly, it can be regarded 
simply as a qualitative image, or picture, of the subsurface formations. Under this 
approach, only the relative magnitudes of the reconstructed seismic velocities are 
utilized. This can be useful in, for example, a survey of a fractured rock formation, 
in which the fracture zones would be expected to appear as relatively low-velocity 
regions. Secondly, a tomogram can be viewed as a quantitative image of the 
subsurface. That is, the absolute magnitudes of the reconstructed velocities may be 
interpreted directly. One could use this approach to identify the presence of 
particular soil types which have characteristic seismic propagation velocity properties. 
Thirdly, as an extension of the quantitative interpretation, one could use the 
reconstructed velocity values to derive stiffness tomograms. This approach assumes 
elastic behaviour, and requires estimates of bulk density and, in certain cases. 
Poisson’s ratio. Dynamic moduli are of direct use in the analysis of soil response to 
dynamic loadings such as earthquakes, wind and waves, machine vibrations and 
traffic. It is widely accepted that the propagation velocity of a shear wave can be 
used to calculate a value for the shear modulus at small strains, for the host 
medium (for example, Hardin and Dmevich, 1972). Stiffness parameters derived 
from seismic data have been found to be comparable with the small-strain moduli that 
are derived from (static) laboratory tests that incorporate local strain measurements. 
Small-strain moduli determined by local strain measurements have been shown to be 
in close agreement with expected deformation parameters, as calculated by back- 
analysis of various existing structures (refer, for example, to the review by Burland, 
1989). Non-linear stress-strain models which incorporate high stiffnesses at small
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strains have been shown to improve significantly the accuracy of predictions of soil- 
structure interaction in many situations (refer, for example, to Jardine et al,, 1986).
In this work, the method of seismic velocity tomography is assessed in order to 
determine whether it can play a useful rôle in civil engineering site investigation (SI). 
As indicated above, the geotomographic technique has the potential to:—
(i) delineate boundaries between strata and other features;
(ii) identify particular materials having distinctive seismic properties;
(iii) estimate soil stiffness parameters.
These three activities — profiling, classification and parameter determination — are 
the principal endeavours of civil engineering site investigation. Therefore, 
geotomography warrants close examination as a potentially useful tool for use in SI.
Conventional borehole investigations and direct-sampling techniques are inherently 
localised methods. These procedures result in the examination of a very small 
proportion, for example a few parts per million (Broms, 1980), of the total volume 
of material present in a region that is to be investigated in a SI survey. A reliable 
and interpretable image of the section of ground between a pair of boreholes would 
be of great advantage. Geotomography is usually implemented as a cross-borehole 
technique. It therefore offers a means of extending the region that is surveyed when 
exploratory boreholes are drilled as part of a site investigation.
There have been few reported applications of seismic tomography within projects 
that can be regarded as civil engineering site investigation surveys (see Table 2.1 of 
Chapter 2). The majority of previous applications of the geotomographic method 
have been in the nuclear waste disposal and oil industries. These projects have 
involved large-scale surveys of relatively deep rock formations. In SI, 
geotomographic surveys would usually be smaller in size and would be performed 
within near-surface deposits. The size of the features of interest would be less than 
those in most previous industrial applications. Therefore, the tomographic imaging 
technique would be required to have a higher spatial resolution than is usually found
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to be necessary in deep-rock surveys. SI can be considered to be a particularly 
testing field of application for the geotomographic technique.
Implementation of the method of seismic velocity tomography is not straightforward. 
Many of the techniques employed in geotomography were derived from strategies 
developed for use in other branches of tomography, particularly medical imaging. 
In the latter application, the reconstruction problem is well-posed. Data can be 
acquired between points which completely surround the region to be imaged. The 
energy that is used to probe the subject is of negligible wavelength, compared with 
the dimensions of the objects to be imaged, and this energy propagates in straight 
lines, i.e. along known paths. In geotomography, seismic instruments are usually 
deployed within a pair of boreholes spanning the zone of interest, although it is 
sometimes possible to station additional instruments along the ground surface (see 
Figure 2.1). In consequence, access to the zone of interest is usually restricted to two 
or, at most, three sides of the region. Seismic waves deviate at contrasts of density 
or stiffness. Therefore, in a survey to investigate the distribution of seismic velocity 
properties, the route that is taken by a seismic wave will itself be a function of that 
distribution. Furthermore, seismic energy that can be generated artificially within 
boreholes often has wavelengths which are similar to the dimensions of features that 
may be of interest in a SI survey (for example, 1 to 2 metres or more).
Since the publication of the report of an early geotomographic survey by Bois et al. 
(in 1972), a sizeable body of literature has arisen on the subject of geophysical 
tomography (for examples, refer to Table 2.1). Whilst often acknowledging the 
problems that are inherent in geotomography, a significant number of these papers 
have not considered geotomography in a rigorous manner. Many of the solution 
techniques that have been adopted are heuristic, and have not been investigated or 
assessed thoroughly. Certain strategies have been transferred from other fields of 
tomography, sometimes without making full allowance for the various difficulties that 
are peculiar to geotomography. There appears to be a need to rationalise the use of 
certain geotomographic techniques that are now widely accepted and which have, it 
seems, sometimes been adopted rather uncritically.
Civil engineering site investigation has been identified as being a particularly 
sensitive application for the geotomographic method. Therefore, much of the 
following work is concerned with evaluating existing geotomographic practices in 
order to identify methods that are suitable for use in seismic tomography for site 
investigation purposes. In addition, this study considers whether geotomography can 
indeed provide qualitative and/or quantitative information concerning subsurface 
physical parameters that would be of interest in a site investigation survey.
The remainder of this work is organised as follows:—
Chapter 2 presents a review of current methods in geotomography. The Chapter also 
serves as an introduction to seismic down-hole acquisition techniques and the method 
of tomographic processing, as these disciplines are, perhaps, unfamiliar to a civil 
engineer. Several aspects of the geotomographic method are not straightforward. 
Potentially problematic areas are emphasised and discussed.
Chapter 3 is concerned with the manner in which the geotomographic reconstruction 
problem can be solved using a computer. For clarity, the three stages in this process 
are considered separately, namely:—
(i) posing geotomography as a discrete, two-dimensional problem;
(ii) setting up a system of tomographic equations;
(iii) solving these equations to generate a tomogram.
An attempt is made to identify suitable or, preferably, optimal techniques to ceirry out 
each of these tasks.
Chapter 4 considers the resolution of a tomographic image. The ability to detect the 
existence, size, position and velocity properties of individual features is examined. 
The terms spatial, structural and velocity resolution are used to distinguish between 
various aspects of the resolution of a tomographic image. Possible causes of low 
resolution are discussed. It is suggested that, in general, the velocity resolution of 
a seismic tomographic survey to identify cavities and voids will be low.
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Chapter 5 describes a field experiment in which several full-sized tomographic 
surveys were conducted in the London Clay. The aims of this experimental 
investigation are three-fold:—
(i) to study practical aspects of the geotomographic method;
(ii) to determine whether the tomographically-determined velocities are 
comparable with those obtained by other seismic field techniques;
(iii) to compare stiffnesses derived from these velocities with moduli 
obtained by other methods, including laboratory tests with local axial 
strain measurements.
Chapter 6 describes four field surveys. These are:—
(i) a survey to identify suspected voids at a brine extraction works;
(ii) a survey to locate a (known) tunnel in chalk;
(iii) a survey to image fractured zones in chalk;
(iv) a survey in a clay that is thought to exhibit seismic anisotropy.
In each case, the field data acquired in the surveys are processed using the preferred 
techniques identified in the preceding chapters. Emphasis is given to the use of 
analytical techniques which can help a geotomographer to interpret a tomogram 
derived from field data. The results of the four surveys are assessed in order to judge 
whether the method of seismic tomography can be considered to offer a useful 
contribution to civil engineering site investigation, in each case.
Chapter 7 presents a discussion of the results of the work described in the preceding 
chapters. Conclusions are presented in Chapter 8.
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Chapter 2
Introduction to geophysical tomography
The tomographic reconstruction problem — namely, the problem of determining the 
spatial variation of a property of interest from external measurements influenced by 
that property — was originally addressed by Radon (1917). In tomography, there is 
required to be a line integral relation between the parameter of interest and the 
measurements that are acquired, and Radon’s work was a theoretical treatment of the 
problem of determining a continuous function from its line integrals. To achieve this 
would, in general, require an infinite number of line integrals. It was several decades 
before tomography was posed in a tractable form: the determination of a discrete 
estimate of a (continuous) function from a finite number of line integrals.
One of the earliest examples of tomographic reconstruction was by Bracewell 
(1956). Bracewell addressed the problem of determining the distribution of radio 
emissions of celestial objects from measurements acquired from scans along thin 
strips, at various orientations. Cormack (1963) considered how the reconstruction 
problem could be posed in a tractable manner for practical application in medical 
imaging. Cormack restricted the zone of interest to lie within a plane of the object. 
This region was divided into a series of discrete cells. Under such restrictions, an 
estimate of the distribution of the energy absorption coefficients, assumed constant 
within each cell, could be made using a finite number of line integrals, which are 
termed projections. Hounsfield (1972) patented the first medical scanner, which was 
soon followed by many other such devices. One of the earliest applications of 
tomography in cross-hole seismic surveying was described by Bois et al. in 1972.
Tomographic processing occurs in three distinct stages. Firstly, the necessary 
projections are measured across the zone of interest. Secondly, the parameter to be 
imaged is expressed in terms of the observed data, via a line integral incorporating 
the physical relationship between the two. Thirdly, the distribution of the parameter
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is reconstructed from the equations so formed. The latter stage is a problem in data 
fitting: one attempts to determine a function having line integrals which are the 
observed projections. This Chapter is a review of the three stages of geotomography: 
data acquisition, numerical modelling and reconstruction. Preceding this is a 
presentation of a selection of the published descriptions of geotomographic surveys.
2.1 FIELD APPLICATIONS OF GEOTOMOGRAPHY
Table 2.1 summarises the major published references to geotomographic field 
surveys. A selection of the reports is discussed below, in terms of three categories 
of application:— (i) general velocity imaging;
(ii) surveys to delineate fractures;
(iii) surveys to detect cavities.
General imaging has been applied in order to:— indicate the geology or structure of 
the ground; monitor temporal variations; study stress fields in mines; determine 
small-strain, dynamic in situ elastic moduli. The study of fracturing by tomography 
has been largely instigated by research into the long-term storage of radioactive waste 
material. There have been few reports of geotomographic surveys to detect voids.
Tomography has been applied in geotechnical laboratories. For example, Arthur 
(1971) used X-ray tomography to image granular material. Colliat-Dangus et al. 
(1988) and Desrues et al. (1991) used this method to investigate density variations 
across shear bands in sands. Small-scale, laboratory-based imaging of soil samples 
using electromagnetic energy is not within the scope of this work, which is concerned 
with in situ geotomography utilising seismic energy, particularly between boreholes.
2.1.1 Imaging of the seismic velocity field
Bois et al. (1972) reported one of the earliest applications of cross-hole seismic 
tomography, in a survey to determine a compressional (P) wave velocity image of an 
oil field in France. The survey was intended to identify an unconformity between an 
oil reservoir and the overburden, by imaging the contrast in the velocity properties
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of these features. The technique was successful when employed between boreholes, 
at 500 m spacing, positioned such that the structure of interest was normal to the 
plane of reconstruction. The least squares reconstruction method described by Bois 
et al. (1971) was used, and account was taken of refraction effects during the iterative 
processing. La Porte et al. (1973) used the same computer software as Bois et al., 
in an investigation of the site for an underground hydroelectric plant at a dam. 
Reconstruction of the compressional wave velocities within a planar region bordered 
by three access galleries included compensation for the effects of anisotropy. Zones 
of low seismic velocity were found to coincide with weaker regions, identified using 
other survey methods within the galleries.
Cottin et al. (1986) used the techniques developed by the preceding authors, in a 
survey of a dam. Thirteen collinear boreholes, at about 50 m centres, were sunk 
across the width of the site. This resulted in twelve abutting images of compressional 
wave velocity. The reconstructed velocities at the edges of adjacent tomograms were 
found to be within 3% (0.1 m/ms) of their neighbours. A montage of the twelve 
tomograms revealed several problematic regions across the site of the proposed dam, 
including a silt layer extending between two basaltic flows. The presence of the silt 
was confirmed by samples obtained when drilling one of the survey boreholes. 
Bertrand et al. (1987) reviewed some of the numerous tomographic projects with 
which the French group has been involved. These include a cross-hole compressional 
wave survey below an existing nuclear power installation to determine the dynamic 
elastic properties of the soil below the foundations of the structure. Images of both 
Young’s modulus and shear modulus were derived from a compressional wave 
velocity tomogram. Comparison of the Young’s modulus within a sandy layer below 
the centre of the structure with values obtained at some distance from the plant 
showed the former to be approximately 20% higher than the latter.
Smith and Dyer (1990) described a tomographic survey of a concrete dam 
undergoing gradual alkali aggregate reaction. Earlier seismic transmission 
measurements across the dam had indicated that affected regions had lower 
compressional wave velocities than did the intact concrete. Resolution of a velocity
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variation of approximately 10% was required in order to discriminate between the 
affected and the unaffected concrete. The field acquisition consisted of hammer 
blows to the down-stream face of the dam, with the signals being picked up by 
receivers attached to the up-stream face. The resulting tomogram was found to be 
in general agreement with the earlier, non-tomographic seismic surveys, and may also 
have provided additional details of the extent of the problem.
Oliveira et al. (1990) described tomographic surveys at two dam sites. The surveys 
were intended to investigate the condition of the rock mass which formed the 
foundations of existing dams. More than twenty boreholes were drilled from drainage 
galleries below each dam, and cross-hole tomographic surveys were conducted 
between neighbouring pairs of boreholes. For each dam, this resulted in a series of 
abutting P-wave tomograms spanning the foundation from bank to bank. At the first 
site, the reconstructed P-wave velocities varied from 4.1 to 5.4 m/ms, with the lower­
valued velocities appearing in the tomograms of the side of the valley that was known 
to consist of more highly fractured and weathered granite. At the second site, the 
range of reconstructed P-wave velocities was 3.2 to 5.0 m/ms. The lower seismic 
velocities were found in regions of the tomographic images that were known to 
correspond to areas which included zones of faulting.
Worthington et al. (1989) described a cross-hole seismic survey in a strongly 
stratified sequence. The aim of the survey was to determine the usefulness of 
tomography in the monitoring of an oil extraction process that involves injection of 
carbon dioxide from an existing oil well (termed enhanced oil recovery, or EOR). 
The presence of the gas was expected to reduce the velocity of propagation of 
compressional waves by a very small amount (for example, by 3%). By using cross­
hole tomography “before” and “during” the injection of the carbon dioxide, the 
difference between the resulting images may indicate the progress of the gas flood. 
Unfortunately, Worthington et al. presented the pre-flood tomogram only. Problems 
were encountered which were associated with picking (first-arriving) head waves and 
treating them as direct waves in the reconstruction processing.
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There is observed to be a monotonie relation between seismic propagation velocity 
and in situ confining stress in rocks, up to high pressures — beyond which an 
increase in confining stress causes no further increase in propagation velocity (for 
example: King (1966), Carroll (1969) and Wyllie et al. (1956, 1958)). A seismic 
velocity tomogram of a rock formation can be used to investigate stress fields 
although, when interpreting such images, account must be made for velocity 
variations arising from fracturing or changes in lithology. The approach has been 
used in coal mines with some success. Mason (1981) described a survey between two 
parallel galleries, separated by about 400 m. The resulting tomogram included a 
prominent feature which could be attributed to the known geology. Kormendi et al. 
(1986) described an extensive series of surveys in a coal mine, in which tomographic 
acquisition was repeated on several occasions to investigate temporal changes. The 
seismic source was a hammer, and the 1 to 2 kHz signals were received by 
piezoelectric transducers in a gallery 80 m away. Kormendi et al. monitored an 
accumulation of stresses — or rather, higher seismic velocities — which occurred 
when recommencing work on a coal face which had been left unworked for a period 
of time. Re-starting a coal face is known to miners to be a particularly dangerous 
situation. Kormendi et al. were able to image the gradual build-up of stresses, 
parallel to the face, that is associated with this danger.
Although this work is mainly concerned with seismic velocity tomography, results 
obtained using electromagnetic attenuation tomography are of interest. Unlike a 
seismic image, an e.m. attenuation tomogram cannot yield quantitative information 
concerning the mechanical properties of the ground, but it can give an interpretable 
qualitative picture of the subsurface and, therefore, is within the scope of this Section. 
Dines and Lytle (1979) employed a 50 MHz continuous wave electromagnetic source 
in a survey of a proposed tunnel route. They considered the resulting e.m. 
attenuation tomogram to be more informative than a compressional wave velocity 
image also acquired at the site. Laine (1987) used high frequency e.m. waves to 
image an oil-sand and shale sequence. Again, the method was compared with seismic 
velocity tomography. The e.m. attenuation image was found to provide more details 
of the geology of the site than did the results from the seismic method. Laine noted
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that the field acquisition of the e.m. data had been considerably faster than that of the 
seismic records, but the seismic waves had greater range of penetration than did the 
electromagnetic energy. Laine et al. (1980) and Ramirez and Daily (1990) reported 
e.m. tomographic surveys to monitor grouting. Laine et al. described a very shallow 
(5 m) survey in sand before and after the injection of grout. The two sets of 
tomograms showed differences which were attributed to the penetration of the grout 
through the sand. The interpretation of the images was confirmed by excavation. 
Ramirez and Daily described high frequency e.m. attenuation surveys in fractured 
granite before and after grouting. Two, independent data sets were acquired across 
the ungrouted section. These “before” tomograms were arithmetically subtracted 
from each other, to produce an image which indicated the possible scale and 
magnitude of the effects of observational errors. “Before” and “after” images were 
also subtracted in this manner. The magnitudes of the latter difference values 
exceeded those of the former, and were attributed to the effects of grouting. The 
significant features in the “difference” image coincided with known fracture patterns 
at the site, obtained from borehole logs.
2.1.2 Mapping fractures by tomography
The published reports described below all concern surveys in which fractures within 
crystalline rocks, usually granite, were investigated for the purpose of studying the 
suitability of the rock as a means of storing radioactive waste.
Wong et al. (1983) used P-wave first-arrival times and signal amplitudes to produce 
images of propagation velocity and attenuation, respectively. The borehole separation 
was 175 m. The seismic source was a piezoelectric transducer, producing a signal 
of 1 to 6 kHz. The attenuation tomogram corresponded closely with what was 
already known of the fracture patterns at the site, as obtained from core logging. 
Features having dimensions of 10 m and over were resolved. Five skewed planar 
sections were surveyed, from which an assessment of the three dimensional pattern 
of fracturing was made (Wong et al., 1985).
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Results from tomographic surveys conducted in the granite of the Stripa mine in 
Sweden have been presented by Peterson et al. (1985), Cosma (1987) and others. 
Peterson et al. described a cross-hole tomographic survey between straight, parallel 
boreholes separated by 10 m. Compressional and shear (S) wave travel times were 
obtained. The data were considered to be of high quality. Instrument locations were 
stated to have been measured to within 1 mm. Tomographic surveys were carried out 
“before”, “during” and “after” heating of the rock to simulate the effects of a 
canister of hot radioactive waste. On cooling, a reduction in seismic propagation 
velocity properties was observed in the zone around the heating element. This was 
interpreted as evidence of thermal fracturing. Cosma also described a survey which 
formed part of the Stripa project. Both compressional and shear wave data were 
acquired between a pair of diverging boreholes. The velocity tomograms derived 
from these data both showed similar, diagonal zones across the region. These 
features were attributed to fracturing.
Gustavsson et al. (1986) described two field surveys: one to map an ore body and 
another to map fracture zones in a crystalline rock. In the latter experiment, 
projections were acquired from three sides of the region of interest. Using several 
likely models of the distribution of seismic velocity properties, based on the borehole 
logs and the field tomogram, forward modelling was used to aid interpretation of the 
tomographic image. Allowance was made for the effect of anisotropy, which was 
considered to be significant.
Of interest are two surveys described by Ramirez (1986). These were 
electromagnetic attenuation surveys to detect fracture patterns in granite. Water in 
such fractures affects significantly the dielectric properties of the bulk material, giving 
a contrast suitable for imaging. High frequency (40 MHz) e.m. radiation was used 
in a cross-hole survey between a pair of boreholes separated by 5 m. Lower 
frequency (2 MHz) energy was used in a survey spanning 30 m. The results obtained 
were compared with borehole logs and the results of an (independent) hydraulic 
conductivity survey, respectively. Ramirez concluded that the e.m. tomograms were 
able to identify water-filled fractures within the granite. Ramirez suggested a method
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for monitoring flow paths through fractured material using e.m. tomography, in 
which brine solution (which has dielectric properties different to those of non-saline 
ground water) is injected into the survey region and acts as a tracer which can be 
tracked by repeated tomographic acquisition at various time intervals.
2.1.3 Detection of cavities by tomography
There have been few recorded instances of geotomography being employed in cavity 
detection surveys. Moreover, there have been even fewer reports of successful 
applications of the method to this problem.
New (1985) described a tomographic survey of a rectangular region of granite, 
bounded on three sides by mine galleries. The survey was ostensibly concerned with 
fracture mapping, but several problems associated with void detection surveys were 
indicated during the survey. The central region of the compressional wave velocity 
tomogram generated by New consisted of a generally uniform field. The velocities 
that were reconstructed along the sides of the image bordered by the access galleries 
were lower than those reconstructed elsewhere in the tomogram. This was attributed 
to disturbance of the rock associated with the excavation of the galleries. A known 
artificial void in the rock mass, of about 5 m ,^ did not result in a region of low­
valued reconstructed velocities in the tomogram. A large heading, which extended 
about one third of the way across the imaged region and which lay within the plane 
of the image, also did not appear in the velocity tomogram.
Miranda (1989) reported a tomographic survey conducted in a mine. The surveyed 
section spanned a tunnel, of diameter 6 m, in a configuration similar to that of the 
heading present in the survey described by New. Miranda observed that seismic 
arrivals for waves in the vicinity of the known tunnel were of a reduced frequency 
content and had marginally lengthier travel times, as compared with signals recorded 
for waves that did not propagate in the neighbourhood of the feature. A velocity 
tomogram generated from the field data did not show the tunnel.
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In the survey at the Stripa mine by Cosma (1987), described in Section 2.1.2, a 
tunnel, perpendicular to the reconstruction plane, was situated midway between the 
boreholes. Unfortunately, this tunnel coincided with one of the two major low- 
velocity features, visible in both the P- and S-wave tomograms, which had been 
attributed to fracturing. The presence of the tunnel may have caused a reduction in 
the reconstructed velocities in this region, but any such effect was masked by the 
more extensive influence of the zone of fractures. Without prior knowledge of the 
existence of the tunnel, it could not be identified from the velocity tomograms 
presented by Cosma.
By et al. (1988), using the same tomographic computer code as Cosma (1984, 
1987), achieved some success in a survey to locate karst features in marble at a 
proposed dam site. Seven adjacent sections were imaged using P-waves. A montage 
of the surveyed sections showed several distinct, low-velocity regions. By et al. 
interpreted these velocity features as indicating extensively karstified regions, and 
fractured areas associated with karstification. Some of the low-velocity regions in the 
tomograms intersected the ground surface at points where evidence of karsts was 
visible. Small, localised, subsurface low-velocity zones in the tomograms were also 
attributed to karst features, but unfortunately direct verification of this interpretation 
was not attempted. The reconstructed velocities within the suspected karst features 
were of the order of 3.0 m/ms or more. This value is distinctly less than the 
reconstructed P-wave velocity of the intact rock (6.0 m/ms), but it is much higher 
than the velocity of compressional waves in air (0.33 m/ms) or in water (1.5 m/ms). 
Rubble in the karsts may have caused the high velocities within the features. An 
alternative explanation for the observed velocities is offered in Section 4.3, where it 
is suggested that the magnitudes of the propagation velocities reconstructed in a 
tomogram at the position of a cavity are, in general, insufficiently low. The results 
presented by By et al. may be regarded as evidence in support of this suggestion.
Goulty et al. (1990) considered several seismic methods to detect the presence of 
abandoned mine-workings. Goulty et al. suggested that, below the water table, the 
presence of workings may not be discernible by seismic velocity tomography because
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the travel time differences that would be brought about by water-filled features would 
be relatively small. (They gave a numerical example in which the travel time of a 
ray which crosses 1 m of water bounded by coal was compared with the travel time 
of a ray that travels through coal only. The velocity of propagation of a 
compressional wave in water is approximately 1.5 m/ms and in coal is 2.2 m/ms. 
The difference between the travel times of the two routes is 0.2 ms, which is of the 
order of the typical experimental error in P-wave cross-hole field work.) Goulty et 
al. conjectured that subsidence above old mine-workings will result in reduced 
seismic velocities above such features, and they suggested that the presence of 
workings could be inferred from observation of tomographic features which were, in 
some way, characteristic of the disturbed ground. Goulty et al. presented velocity 
images of coal strata obtained from a field data set of direct arrival travel times. 
Unfortunately, no indication was given of the appearance to be expected of a velocity 
tomogram that spans a cavity, or secondary effects caused by mine-workings.
Clayton et al. (1990) described a survey performed at an abandoned salt works in 
an attempt to locate possible voids. P-wave velocity tomograms delineated the strata 
documented in the borehole records. The magnitudes of the reconstructed seismic 
velocities were of the correct order. There was no indication of disturbed ground 
above a migrating void, and no conclusive evidence of either the presence or of the 
absence of voids could be derived from the images obtained. Forward modelling 
from plausible velocity models which included a cavity and from models which did 
not include a cavity, showed that the presence of a void would have little effect on 
a reconstructed image. (This survey is reconsidered in Section 6.1.)
Of interest here are two non-tomographic geophysical methods which have been 
used to locate cavity features. Both techniques rely on the presence of a “shadow 
zone” behind a cavity. Dresen (1977) described two mechanisms by which the 
amplitude of a wave incident on a cavity could be reduced:— (i) by non-transmission 
of energy through the feature; and (ii), as a lesser secondary effect, by increased 
signal attenuation in any disturbed or fractured material surrounding the cavity. Due 
to diffraction and interference, the shadowing effect actually takes the form of a series
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of maxima and minima in the amplitude of the signal at points behind the cavity. The 
form of this pattern will depend on, inter alia:— the distance of the receivers behind 
the cavity; the wavelength of the signal; the form and size of the cavity. Dresen 
noted that the presence of rubble or fill in a cavity will reduce the level of signal 
attenuation, perhaps to the extent that the characteristic shadow patterns cannot be 
perceived. Dresen described a field experiment to locate abandoned mine-shafts 
concealed below 4 to 10 m of overburden. Receivers were arrayed in a borehole 
whilst an impact-type surface source was deployed along an arc about the receiver 
well. The multiple shadow patterns, taken from various directions, were used to 
locate the position of the shafts by triangulation. Two abandoned mine-shafts were 
successfully located by this method: the results were confirmed by drilling. Lytle et 
aL (1979) described a procedure, based on the principle used by Dresen, which made 
use of high frequency electromagnetic energy to locate tunnel features. Lytle et al. 
deployed sources and receivers in a cross-hole configuration to obtain sufficient 
shadow data to pinpoint the location of a tunnel by triangulation. Field tests were 
carried out which successfully located a (known) tunnel of about 8 feet by 5 feet in 
cross section.
By searching in a near-horizontal plane for a vertical shaft, or in a vertical plane for 
a horizontal tunnel, Dresen and Lytle et al. were applying the shadow zone method 
to locate features of considerable lateral extent. Out-of-plane energy transmission 
routes could be neglected in both cases. Whether the shadow method — or a 
tomographic variant of the technique — could be applied to locate an “enclosed” 
cavity of limited three-dimensional extent is not certain. Planar tomography will be 
ineffective if a cavity-like target lies outside the plane of the boreholes, and in a 
search using randomly-located borehole pairs, the boreholes are unlikely to span a 
cavity. In Chapter 4, it is suggested that the route taken by first-arriving seismic 
wave energy (P or S) may by-pass a relatively small, enclosed, low-velocity inclusion 
— even if it lies directly between the boreholes. Both two-dimensional and three- 
dimensional tomography would be adversely affected by this circumstance.
-17-
2.2 DATA ACQUISITION FOR GEOTOMOGRAPHY
In velocity tomography, a “projection” is the travel time taken by a seismic wave 
to cross between a given source and receiver (Bois et aL, 1972). In attenuation 
tomography, a projection represents the diminution of the energy of the wave in 
transit (Wong et aL, 1984). In “diffraction” or “wave” tomography, it is the full 
wave train recorded between a source-receiver pair (Witten et aL, 1992). In each 
case, the set of tomographic data consists of the observed projections and the 
positions of the source and receiver. A multiplicity of projections, acquired between 
points surrounding the area of interest, is required. The nature, distribution, number 
and accuracy of projections are the subject of this Section. For reasons to be given 
in Section 2.3, the succeeding discussion concentrates on aspects of data acquisition 
for velocity tomography only.
Use is made of both compressional and shear waves in geotomography. All travel 
times in a projection set should be for waves of a similar propagation mode, i.e. 
compressional waves or shear waves. If one seeks both P- and S-wave velocity 
images of a particular section, then the appropriate travel time data sets must be 
treated separately. With anisotropic media, one should further discriminate between 
vertically- and horizontally-polarised shear waves (Sv and Sh; refer to Appendix I).
(Note: Compressional waves are frequently referred to as P-waves, and are 
sometimes termed dilational, longitudinal or irrotational waves. Shear waves are 
often referred to as S-waves, and are also termed transverse, rotational, distortional 
or equivoluminal waves. These expressions will be used as convenient. Of note is 
the origin of the abbreviations “P ” and “S”. These denote primary and secondary 
arrivals, respectively: where both modes exist, P-waves travel faster than S-waves.)
Travel time picking is the process of determining the time elapsed between the firing 
of the source and the arrival, at the receiver, of the initial onset or “kick”, termed 
the first break, of the first-arriving pulse of the wave mode of interest. Usually, 
travel time picks are made from displays on computer screens, or paper prints of
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seismograph records. Automated picking routines are in use, but have certain 
disadvantages (refer, for example, to Worthington et aL, 1989). The first break is 
often made ambiguous by background noise. It is problematic that, for a given 
source and receiver, the first break that would be identified from signals having 
differing amplitudes, or from signals received under differing conditions of ambient 
noise, might not be the same. In surveys in which the onsets are not clear, some 
authors have chosen to pick at a consistent later phase event, for example the first- 
arriving peak or trough (for example. Bishop and Styles, 1990). This strategy 
introduces a systematic offset into the travel time projection data set, and results in 
an inconsistent tomographic system. Furthermore, the magnitudes of the calculated 
propagation velocities will not correspond with the velocity properties of the ground. 
The first break is, therefore, the preferred reference.
An alternative to explicit picking of the first onset is the cross-correlation method 
(Scarascia et aL, 1976; Falls et aL, 1992). Under this approach, the cross-correlation 
function of pairs of associated seismograph records (for example: recordings of the 
same shot, acquired at neighbouring receivers) is analysed to determine the time shift 
between the signals, at the estimated dominant frequency of the mode of interest (P 
or S). Seismic noise can lead to “cycle skipping”. This occurs when the peaks of 
the cross-correlation function are not clear and, as a result, the calculated travel times 
are in error by the period of the wave, or multiples of the period (Rothman, 1986).
P-waves are utilised in the majority of tomographic surveys (for example: Bois et 
aL, 1972; la Porte et aL, 1973; New, 1985; Smith and Dyer, 1990), although some 
S-wave surveys have been performed (Cosma, 1987). The dominant factor in the 
popularity of compressional waves over shear waves is that the former can be 
identified and picked from seismic traces more easily and reliably than the latter; 
when present, the P-wave will be the first event on a trace. Another reason for the 
greater popularity of P-wave surveys in the relative speed of acquisition of field data. 
The need to clamp both source and receiver in order to allow shear wave emission 
and reception means that S-wave surveys are slower to perform than are P-wave 
surveys, in which instruments may simply be suspended in water-filled boreholes.
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The onset of a S-wave event can be masked by the tail-end of the preceding P-wave 
train. Numerous authors have reproduced “wiggle” traces of seismic records 
displaying both P- and S-wave arrivals: the latter are often obscure. Ballard and 
McLean (1975) presented some striking examples of traces which showed a shear 
wave which was almost masked by a preceding coherent event. To identify correctly 
the onset of the S-wave, from these traces, would demand considerable skill and 
experience. The property of signal reversal can be exploited to aid identification of 
shear waves. The “direction” of the first peak of a shear wave signal corresponds 
to that of the force causing the pulse, and so a pair of traces produced from impulsive 
forces acting in opposing directions will show signals which are 180° out of phase 
(Mooney, 1974; Stokoe and Hoar, 1977; Ballard et aL, 1983). Any P-waves that are 
also produced by the source will not display a reversal.
S-waves are, in general, more rapidly attenuated within a given distance than are 
P-waves, and, thus, are less suitable for long-range surveys (Toksoz et aL, 1979). 
Artificially generated S-waves are sometimes found to have shorter wavelengths than 
P-waves, and so can allow a survey to be conducted to a higher spatial resolution. 
(Although slower than P-waves, S-waves tend to be generated with lower frequencies 
and, as a result, can have comparatively short wavelengths (Stiimpel et aL, 1984).)
In saturated, uncemented soils, the speed of propagation of P-waves is affected 
significantly by the presence of water and depends on, inter alia, the bulk modulus 
of the ground water (Shirley and Hampton, 1978). In water-saturated media, there 
are two, coupled compressional waves; one travels via the fluid phase, the other 
propagates via the soil “skeleton” or “frame”. The existence of such wave pairs has 
been predicted (Frenkel, 1944; Paterson, 1956) and observed (Schultheiss, 1981; 
Bonnet et aL, 1988). Where the stiffness of the host material is such that the skeletal 
wave is slower than the fluid-phase wave, the former will be difficult to perceive. 
Only the fluid-phase wave would be identifiable on a seismic trace, and so this would 
be declared to be the compressional wave arrival. In such cases, compressional 
waves travel at the speed of sound in water and cannot indicate changes in lithology 
within the saturated zone. Shear waves are less sensitive than P-waves to the
-2 0 -
presence of ground water (Toksoz et aL, 1976). On balance, it is preferable that 
seismic sui"veys are carried out using both shear and compressional waves in order 
to obtain the fullest seismic information concerning the soil mass.
In general, seismic borehole sources produce both compressional and shear waves 
(Heelan, 1953), although some sources are richer in P- or in S-waves. Considerable 
ingenuity goes into the design of such sources, which are usually based on either an 
explosively rapid volumetric expansion, or a directed hammer blow. In both cases, 
the signal is pulse-like, and of relatively short duration. An unusual exception is the 
source used by Wong et al. (1983, 1984, 1985). This device is a piezoelectric 
transducer which generates a continuous signal consisting of a pseudo-random binary 
sequence of pulses. The impulse response of the formation is determined by cross- 
correlating the received signal with the (known) binary input sequence.
Three types of receiver are in common use in cross-hole seismics — hydrophones, 
geophones and accelerometers. Hydrophones measure pressure changes, and are 
omni-directional. Geophones measure particle velocities. Geophones and 
accelerometers are axial devices: particle motions normal to the active axes of these 
instruments go undetected. P-waves can be received by a hydrophone suspended in 
water. In a P-wave, particle motion is parallel to the direction of propagation, so a 
P-wave can be detected by an axial device having its axis parallel or almost parallel 
to the ray. Although shear waves cannot propagate through water, the phenomenon 
of S—to—P mode conversions at the borehole wall enables the detection of S-waves 
using a hydrophone suspended within borehole fluid (Mooney, 1974). Due to the 
axial nature of geophone receivers, it is preferable to use clusters of three orthogonal 
geophones station (Lüdeling, 1977): a single-component axial device is unable to 
indicate the amplitude of a wave incident at an oblique angle.
Timing errors result in an inconsistent tomographic data set. Certain erroneous 
travel times can be identified by repetitive field acquisition. In some surveys, repeat 
acquisitions have been made after reversing the locations of each source and receiver 
(for example, Gustavsson et aL, 1986). In a survey described by New (1985), travel
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time picks for reversed acquisitions were repeatable to within 60 fxs. The strategy of 
instrument reversal is based on an assumption of source-receiver reciprocity, that is, 
that each category of device will exhibit unchanged response if the respective 
locations of the instruments are reversed. Plots of travel time or apparent velocity 
(see below) against, for example, source-receiver separation can be used to inspect 
acquired data. Mason (1981) used this approach to identify a systematic triggering 
error on all travel times within a field data set. Gelbke et al. (1989) used the 
graphical method to identify outlying projections, which were re-picked, and then 
assessed again. The basis of this technique is the recognition that neighbouring 
projections should have similar apparent velocities and, therefore, a ray which lies 
outside the trend shown by its neighbours is likely to be a rogue pick. If using this 
approach, it is necessary to specify a means of discriminating between inherent 
variability and observational error. (Note: the apparent velocity of a seismic arrival 
is the quotient of the straight line separation of a source-receiver pair and the transit 
time of a wave passing between the two.)
Anscombe (1960) noted that an outlier can be defined as an observation which gives 
rise to a large residual (refer to Section 2.4). Ray path elimination (Balanis et aL, 
1983) aims to reject this category of outlying projections, despite the resulting loss 
of ray coverage. When applying the ray path elimination method during iterative 
tomographic reconstruction processing, rays having residuals which exceed an 
assigned threshold are, temporarily, excluded from the set of projections. The basis 
of this strategy is the assumption that the highest-residual rays are associated with 
rogue field data, which could corrupt a tomogram. This assumption is not necessarily 
valid. For example, in a (noise-free) simulation study in which a cross-hole geometry 
was used to image a diagonal velocity feature, Bregman et al. (1989a) observed that 
the ray which ran along this inclined feature possessed by far the highest residual. 
The feature was adequately, but not accurately, reconstructed. This suggests that a 
ray may display a large residual because it crosses a poorly-reconstructed region of 
a tomogram. In the case described by Bregman et al., the least well-imaged area was 
the feature of interest, and the projection that traversed this object would have made 
an important contribution to the velocities that were reconstructed within this zone.
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It is problematic that the method of ray path elimination can act to omit part of the 
useful information content of a tomographic data set.
In seismic surveys of near-surface deposits, the seismic transmission and reception 
devices are usually deployed in boreholes or along the ground surface. Deeper 
surveys have been carried out between mine galleries, and also between boreholes. 
The common acquisition configurations are shown in Figure 2.1. These are the 
“cross-hole” , “well-surface-well”, and “up-hole” (or “down-hole”) geometries. 
Cross-hole acquisition (Figure 2.1 (a)) is the most widely applied configuration. It 
has been used by, for example. Bois et al. (1972), Wong et al. (1983), Ramirez 
(1986) and Goulty et al. (1990). The geometry has been exploited, without 
boreholes, in situations in which access to opposite sides of the zone of interest is 
available, for example, in surveys in mine galleries and in a survey between the up- 
and down-stream faces of a dam (Mason, 1981; Kormendi et al., 1986; Smith and 
Dyer, 1990). Acquisition from three sides of the zone of interest (Figure 2.1 (b)) can 
be accomplished in certain situations, for example in some mine galleries. A near­
surface cross-hole survey can be extended to a three-sided geometry by deploying 
surface instrumentation to provide well-to-surface (or surface-to-well) measurements. 
The three-sided configuration has been applied by, for example, la Porte et al. 
(1973), New (1985), Peterson et al. (1985) and Gustavsson et al. (1986). The up- 
hole configuration (Figure 2.1 (c)), which is also termed offset vertical seismic 
profiling (OVSP), has the advantage that it requires a single, possibly isolated, well. 
OVSP has been considered by Ivansson (1986) and Lo et al. (1988).
In theory, an infinite number of projections are required to determine uniquely a 
continuously varying function across a region (Radon, 1917; Frieder and Herman, 
1971; Mersereau and Oppenheim, 1974). When imaging with seismic waves, the 
ability to resolve objects is limited by the wavelength of the energy used (Section 
2.3): it is of no benefit to have an excessive coverage of projection endpoints at 
spacings significantly less than the order of one wavelength. Witten and Long 
(1986), discussing diffraction tomography, suggested that the ratio of the size of 
feature to be resolved to the wavelength should be greater than 0.25, as given by the
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Rayleigh resolution criterion. Further, they suggested that the smallest size of feature 
that may be discerned reliably in an image was at least twice the distance between 
adjacent receivers. Goitein (1972), discussing X-ray tomography for which 
wavelength considerations are not problematic, suggested that the minimum included 
angle between adjacent projections should be that which subtends, across the width 
of the reconstruction zone, the minimum spatial resolution that is sought by the user.
Data acquisition in the examples of Figure 2.1 is restricted to two or three sides 
only of the planar region. Such configurations cannot, in general, uniquely determine 
the velocity field within the zone of interest, regardless of the density of projection 
coverage. Sakayama et al. (1987) demonstrated this problem using a simulated 
velocity model incorporating a vertical strip. This feature was well reconstructed 
when projection data were acquired from all four sides of the velocity field. The 
image was less distinct when reconstructed from data acquired on three sides of the 
zone, and the reconstructed image was indistinct when derived from projections 
measured between the sides parallel to the feature. The latter geometry is equivalent 
to conventional cross-hole acquisition. The work of Sakayama et at. was repeated 
in ISRM (1988), where it was extended to include investigations of models 
incorporating predominantly horizontal features. An acceptable tomographic image 
of the horizontal pattern was obtained using a (horizontal) cross-hole acquisition 
geometry. McMechan (1983) provided a descriptive explanation of the importance 
of a full angular range in the projection data set. Menke (1984) showed that using 
closely-spaced instruments within each well of a cross-hole survey can improve 
vertical and, to a lesser extent, horizontal resolution, as compared with less closely- 
spaced instruments deployed along the same length of borehole. Increasing the length 
of well along which a survey is performed, i.e. increasing the aspect ratio of the 
tomogram, can cause a slight improvement to the resolution within the area of 
interest, because this will introduce steeply angled rays across the zone.
The acquisition geometries of Figure 2.1 result in projections between co-planar 
points. To determine a three-dimensional (3D) velocity distribution within a volume 
of ground would require many boreholes around the perimeter of the region: this is
-24-
a costly and unusual situation. This work is concerned with planar tomography only, 
but it is recognised that the three-dimensional case is an extension of two-dimensional 
imaging. Three-dimensional seismic tomographic surveys, in which velocities were 
determined within discrete blocks of ground, have been described by Aki et al. (1977) 
and Nercessian et al. (1984). In the absence of fully three-dimensional tomographic 
analysis, a pseudo-3D method can be adopted. Under this strategy two-dimensional 
tomograms are obtained for parallel sections of ground. A stack of such images, akin 
to a deck of playing cards, can reveal more three-dimensional information than could 
a single planar tomogram. This approach is common in medical imaging, where out- 
of-plane transmission routes are insignificant. Wong et al. (1985) described a seismic 
survey in which two-dimensional tomograms were obtained in several intersecting 
vertical planes. Inspection of the combined images, in their correct relative positions, 
indicated the three-dimensional structure of fracture zones at the site.
2.3 NUMERICAL MODELLING OF SEISMIC WAVE BEHAVIOUR
A seismic wave is a three-dimensional dynamic stress wave which exhibits complex 
wave behaviour, including refraction, diffraction, reflection, head wave events, wave­
mode conversions and various forms of energy depletion. Artificial seismic sources 
generate multi-frequency pulses of finite duration and non-spherical radiation patterns. 
The wave train that arrives at a seismic receiver is a compound of various types of 
wave behaviour along all possible routes of energy transfer from source to receiver. 
An attempt to determine fully the details of the propagation of a general seismic wave 
through inhomogeneous ground is an extremely complex problem. In both velocity 
tomography and attenuation tomography, it is necessary to approximate or to neglect 
several aspects of wave behaviour.
2.3.1 The ray approximation in velocity tomography
In velocity tomography, it is the first arriving seismic event, of a particular mode, 
that is of interest. (Head waves and diffracted events may be considered to be 
exceptions to this statement, as described later.) In reconstruction processing, it is
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necessary to determine the minimum theoretical travel time T between source S and 
receiver R across a velocity field v, as given by the line integral:
R . 1T == 1. V .ds [2.1]
where s is measured along the minimum travel time route.
The commonest model of wave behaviour is the ray-optic approximation, which is 
also termed the high-frequency approximation because the wavelength of the energy 
is assumed to be small. This approximation states that the route taken by a wavefront 
can be described by the normal to the wavefront, which is termed the ray. The 
seismic wavefront is the surface that separates the material that has been affected by 
the passage of the wave from that which is yet to be set in motion by the wave. The 
ray approximation lends itself to the planar nature of tomography between boreholes. 
Furthermore, the ray approximation conveniently satisfies the requirement that an 
integration path is identified for a projection (Equation [2.1]): the line integral is 
determined along the ray path between a source and receiver. The ray approximation 
can accommodate refraction, reflection and head wave phenomena, but it cannot 
model diffraction effects. The assumption that a ray is normal to a wavefront is 
invalid within an anisotropic material.
The simplest model of ray behaviour is the straight-ray assumption: a ray travels 
from source to receiver without undergoing deviation at velocity inhomogeneities. 
The straight ray approximation is a very common approach (for example: Dines and 
Lytle, 1979; Mason, 1981; Wong et al., 1983; New, 1985). As an approximation, 
the straight ray method is of general validity when the velocity contrasts across the 
field are low: that is, when there is only slight ray-bending due to refraction. (Note: 
velocity contrast is used here to denote the percentage ratio of the difference between 
the highest and lowest velocities present in the whole velocity field, normalised by 
the highest velocity.) Estimates for acceptably low velocity variations vary: 
McKinnon and Bates (1980) gave a value of 10%; Dines and Lytle (1979) specified
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a limit of 16%; Wong et al. (1983) suggested a maximum velocity contrast of 20%; 
ISRM (1988) suggested that the acceptable range is up to 20%.
To trace a refracted ray path requires a known velocity field. In tomography, this 
is only possible when using an iterative reconstruction technique. Such algorithms 
act by generating a succession of velocity distributions having travel time projections 
which are increasingly close to the observed travel times (Smith et al., 1980; 
Bregman et al., 1989a). According to Fermat’s principle of stationary times 
(Appendix B), the travel time of a ray is stationary with respect to perturbations in 
the path of the ray from its correct position. Hence, rays undergoing refraction can 
be traced across the velocity field that was determined during the previous iteration 
of reconstruction processing. The influence of wrongly locating the rays should be 
a second order effect, and so these approximate ray paths can be used to derive the 
next estimate of the velocity distribution (Nolet, 1985; Cottin et al., 1986). This 
approach can become invalid if the current estimate of the velocity field is so 
inaccurate that the (second order) influence of the ray path position on the travel time 
can no longer be ignored.
Computationally, the ray tracing problem can be approached as a boundary value 
problem or as an initial value problem.
The boundary conditions of the problem are the known endpoints of the integration 
paths, namely the source and receiver stations. A ray can be described by the 
stationary travel time criterion due to Fermat. Several rays having stationary travel 
times may exist: it is necessary to determine the minimum travel time (i.e. first- 
arriving) ray for each source-receiver pair (Anderson and Kak, 1982). This approach 
is often referred to as the “bending” method, as it involves searching for a suitable 
ray by investigating different ray path positions. Descriptions of techniques based on 
this approach have been given by Julian and Gubbins (1977), Pereyra et al. (1980) 
and, in a simplified implementation, by Côte et al. (1988). The methods given by 
Julian and Gubbins and Pereyra et al. involve expressing the differential equations of 
the ray in terms of perturbations to the ray path and then iterating to a solution of the
-27-
resulting (linearized) system of algebraic equations. Côte et al. based their simple 
ray-bending method on the recognition that the straight-ray assumption is not strictly 
tenable, but that rigorous ray tracing across a velocity field having small, localised 
inhomogeneities, such as a tomogram, may prove unstable. They restricted “rays” 
to be circular arcs, having the source and receiver at the ends of a chord.
In posing the ray tracing problem as an initial value problem, the origin or source 
of the ray and its initial direction of propagation are assumed to be known. It is usual 
to trace a fan of rays at various angles from a source in order to identify a ray which 
crosses from source to receiver. Several such rays may exist, and it is again 
necessary to search for the minimum travel time ray path. This method is termed the 
“shooting” method of tracing rays. Various implementations of this approach have 
been described; for example, by Julian and Gubbins (1977), Anderson and Kak 
(1982) and Langan et al. (1985). It has been applied by Bois et al. (1971), Lytle and 
Dines (1980), Radcliff and Balanis (1981) and Bishop et al. (1985). Two categories 
of solution approach are found in the literature:—
(i) to express a ray in terms of its angular displacement (Smith et al., 1980;
Lytle and Dines, 1980; Anderson and Kak, 1982; Eliseevnin, 1965);
(ii) to express a ray in terms of a length parameter along the ray (Anderson
and Kak, 1982; Langan et al., 1985; Radcliff and Balanis, 1981).
Both techniques can be derived from either the ray equation or the eikonal equation: 
various authors have used quite different developments to derive similar ray tracing 
algorithms from these differing origins. (Refer to Appendix B for brief descriptions 
of the ray equation and the eikonal equation.)
Of the two ray tracing methods, ray shooting is more commonly implemented in 
geotomography than is ray bending. Julian and Gubbins (1977) compared the 
computing time for their ray-bending algorithm with one based on an initial value 
approach and found the former to be ten times faster than the latter. Nevertheless, 
ray bending methods of the type used by Julian and Gubbins have not been adopted 
in geotomography. A possible explanation for the lack of popularity of the rigorous 
ray bending algorithms is that, in implementing the technique, the calculations
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become abstracted from the underlying physical principle: successfully tracing a ray 
depends on the convergence to a solution of a large system of equations.
It can be argued that high accuracy in the rays produced by a ray tracing method 
is less important than is the need for a robust implementation. Anderson and Kak 
(1982) noted, as did Côte et al. (1988), that “noisy” or sharp features within a 
velocity field (common in tomographic images) can cause a ray tracing routine to 
become computationally unstable. Most of the authors cited here tested their 
algorithms by tracing rays across velocity fields for which analytical solutions are 
available (for example, as given in Barnes and Solomon, 1973). Anderson and Kak 
extended these tests to include velocity fields which incorporated various “noise” 
features in order to investigate the reliability of ray tracing algorithms in this more 
realistic situation. Numerical failure during the tracing of a ray for which field data 
have been successfully acquired is wasteful, as that projection cannot then be included 
in the reconstruction processing.
Head waves can be first arrival events and, therefore, may be picked for inclusion 
in a set of tomographic data. Without prior knowledge of head wave refractor 
locations, these data will be treated as straight or (non-critically) refracted rays during 
tomographic processing. Worthington et al. (1989) used examples of both real and 
simulated data to demonstrate the artefacts that can be introduced into a tomogram 
by erroneously assuming head wave travel times to be those of non-critically refracted 
waves. Worthington et al. used this as a warning against automated travel time 
picking, and suggested that it is necessary to ensure that head waves, which will be 
prevalent in strongly stratified geologies, are identified and excluded from the 
projection data. Goulty et al. (1990) presented tomograms of coal strata derived from 
first arrival times and from direct arrival times. Only the latter displayed the known 
strata clearly. Examples of seismic traces displaying head waves and other arrivals 
were presented. The former were of low amplitude and partially obscured the later, 
non-critically refracted signal. This suggests that, in practice, it may be difficult to 
prevent head wave arrivals from contributing to a travel time data set.
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Reflected waves are always amongst the later arrivals on a seismic record, and so 
these events can be neglected in velocity tomography. Indeed, reflected waves are 
often not present in the short-duration seismic records that are usually acquired in 
cross-hole surveys within near-surface deposits. It is usual in reflection seismics for 
surface-based, rather than down-hole, instruments to be used to delineate subsurface 
features, particularly (deeper) strata. In propagating from source to reflector to 
receiver, reflected waves traverse a greater bulk of material than do more direct 
waves. Therefore, reflected waves could be of interest to geotomographers as a 
means of extending the angular range of the projection coverage. The term 
tomography has been applied to surface reflection surveys, for example by Chiu et 
al. (1986) and by Bishop et al. (1985), although this usage was criticised by 
Worthington (1984); here, the method will be referred to as reflection tomography. 
In reflection tomography, the reconstruction problem is to determine reflector 
locations, as well as the velocity properties between them. Nercessian et al. (1984) 
used a priori information to fix the reflector in a three-dimensional survey of a 
volcano. Bording et al. (1987) and Dyer (1988) described reflection tomographic 
methods in which tomographic reconstruction of the velocity field was alternated with 
the determination of the reflector locations using a conventional seismic migration 
technique. Williamson (1986) investigated the problem in three parts:— ability to 
determine the velocity field above a known reflector; ability to fix a reflector below 
a known velocity field; fixing a reflector below an unknown velocity field. The 
latter, which is the usual case in practice, proved difficult.
Due to the extensive angular range of a cross-hole tomographic survey, anisotropy 
of seismic propagation velocity properties, where present, is likely to influence 
projection data. Methods of taking account of seismic anisotropy, particularly that 
of P-waves in cross-anisotropic materials, are well-established although approximate 
(Dunoyer de Segonzac and Laherrere, 1959; vander Stoep, 1966; Helbig, 1983). 
Comparatively little attention has been paid to anisotropy in geotomography, although 
the work that has been published suggests that seismic anisotropy has a significant 
influence on tomograms. Gustavsson et al. (1986), using simulated travel time data 
from an anisotropic velocity model, demonstrated the extent of the artefacts that can
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be generated if the subsequent tomogram is reconstructed assuming isotropic 
behaviour. La Porte et al. (1973) compared a tomogram, produced from field data, 
under an assumption of anisotropy with one derived assuming isotropy. The former 
was considerably more uniform than the latter, which displayed small, localised 
velocity features. That the degree of anisotropy introduced by la Porte et al. was 
small suggests that tomographically-processed results are sensitive to anisotropy.
2.3.2 Approximations to the wave equation
The exclusive use of first-arrival events in ray-based analysis leads to certain 
limitations of the geotomographic method. The “ray” approximation cannot model 
several wave phenomena, notably diffraction. According to Huygens’ principle, wave 
energy is transmissible along, as well as normal to, a wavefront. In consequence, 
seismic energy can propagate around objects in a manner that is not modelled by 
Snell’s law of refraction. Diffraction effects are considered to become significant 
when the dimensions of a velocity inhomogeneity, or the dimensions of the roughness 
of a feature, are less than one or two wavelengths of the transmitted energy (refer, 
for example, to the texts by Morse and Ingard (1968) and Telford et al. (1976)).
In order to accommodate purely wave-like phenomena, and in order to exploit some 
of the information that is held within the latter portions of a seismic trace, one must 
perform tomography using the full waveform, rather than simply the travel time of 
an initial onset. Here, such tomography will be referred to as wave tomography, to 
distinguish it from ray-based imaging. In literature of wave tomography, it is found 
that two distinct approaches have been adopted. The earliest methods, referred to 
here as diffraction tomography, attempt to take account of wave diffraction and 
scattering. More recently, a technique has been developed which uses the method of 
finite differences to model the full wave and, thereby, to take account of, inter alia, 
P-waves, S-waves, head waves, diffracted waves and mode conversions. This 
technique will be referred to as waveform tomography.
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Several investigations have discussed the possible inadequacy of ray tomography in 
the presence of diffraction or scattering. Devaney (1983) found that ray tomography 
gave low quality images when applied to numerically-synthesized data for which the 
wavelength was of the order of the dimensions of the velocity anomaly. Lo et al.
(1988) presented images based on data obtained across small-scale laboratory models. 
For models which included objects smaller than one wavelength, the tomograms that 
were produced using the diffraction tomographic method of Devaney were noticeably 
superior to images generated using a curved-ray implementation of SIRT (refer to 
Section 2.4.4). Wielandt (1987), using data simulated for an exact solution of the full 
wave equation, concluded that diffraction phenomena will bias a velocity tomogram 
which has been reconstructed using ray tomography to be an over-estimate of the 
actual field. This is because picked first breaks will be wrongly interpreted as 
refracted events rather than diffracted events and will be assigned erroneous ray 
paths. Williamson (1991) was interested in determining the “cut-off” at which one 
should switch from ray-based tomography to wave-based tomography, and presented 
a theoretical analysis from which he concluded that the “one wavelength” lower 
bound on the applicability of ray tomography was an under-estimate of this lower 
limit. Williamson considered the case of mono-frequency waves insonifying a region 
containing small velocity perturbations lying in a uniform host medium. Williamson 
suggested that, for this specific case, the smallest feature that can be imaged by ray- 
based velocity tomography would have dimensions given by V^(fX), where f is the 
distance travelled by the seismic energy, and X is the wavelength of the energy.
Exact analytical solutions of the wave equation are available in only a few specific 
cases; for example, an infinitely long cylinder in a uniform host medium that is 
insonified by plane waves. Two approximations to the wave equation which have 
been widely studied in the literature of diffraction tomography are the (first) Bom 
approximation and the Rytov approximation. Descriptions of these methods have 
been given by, for example: Mueller et al., 1979; Kaveh et al., 1981; Greenleaf, 
1983; Pan and Kak, 1983; Devaney, 1984; Lo et ah, 1988; Pratt and Worthington, 
1988. The Bom and the Rytov approximations differ in their fundamental 
assumptions, and in their applicability to particular situations (Devaney, 1984).
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Slaney et al. (1984) and Pratt and Worthington (1988) found the Bom approximation 
to be the best at delineating the edges of features, whereas the Rytov method 
permitted reconstruction of the core of the velocity anomaly. Pratt and Worthington 
suggested that the two methods should be used in conjunction.
There are several problems associated with the use of the Bom and Rytov 
approximations in geotomography. Both methods are applicable only in regions 
having very low velocity contrasts (Slaney et al., 1984). For example, a velocity 
contrast of only 4% was used in the (independent) wave tomography laboratory 
experiments conducted by Lo et al. (1988) and Pratt & Worthington (1988). Features 
having such low contrasts are not usually of interest in civil engineering applications. 
The Bom and Rytov approximations are applicable only to the case of isolated 
scatterers lying in uniform host media; this is, of course, a rare situation in practice. 
Pratt and Worthington (1990) found that neither the Bom nor the Rytov 
approximation could be applied effectively in cases involving non-uniform host media, 
for example fields which include an increase of propagation velocity with depth. 
Reconstruction methods based on the Bom or Rytov approximations assume that the 
region of interest is insonified by monotonie, plane waves but, in practice, seismic 
sources are point-like pulse sources which generate multi-frequency signals having 
spherical or directionally-varying wavefronts. Furthermore, when using a wave 
tomographic method based on either the Bom or the Rytov approximation, the down- 
hole instrument spacing is required to be less than half a wavelength, in order to 
avoid aliasing problems. In consequence, many more projections would be required 
to image a given region using these methods than would be needed in performing a 
ray-based velocity tomography survey of the area.
Abandoning the Bom and Rytov methods, Pratt (1990a,b) and Pratt and 
Worthington (1990) described a method of generating an approximate solution to the 
elastic wave equation, in which the method of finite differences is used to model the 
propagation of elastic waves across a gridded representation of the elastic properties 
of the region of interest. The method of waveform tomography acts by iteratively 
adjusting a good initial estimate of the properties of the zone of interest so that
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forward-modelled simulated waveforms, traced across the estimate of the field, are 
progressively more in accordance with the waveforms that were acquired across the 
original field. Several tomograms are obtained from a reconstruction, since separate 
images are produced of the density, P-wave velocities and S-wave velocities within 
the region. (A satisfactory initial estimate of the region can usually be obtained by 
conventional ray tomography; both P- and S-wave velocity tomograms are required.)
Waveform tomography does not impose any restrictions on the scale or magnitude 
of the features in the region to be imaged. There is no requirement that the host 
medium is uniform. The method can be utilised in cases where the instrument 
spacing exceeds half a wavelength. Pratt and Goulty (1991) successfully applied the 
waveform method to ultrasonic projection data acquired across relatively complicated 
small-scale models. The data obtained from the models included a range of complex 
wave phenomena and noise, and can, therefore, be considered to have been a quite 
thorough test of the method. To date, the method has not been applied to field data.
A problem which is common to all the methods of wave-based tomography 
described above is that they act on the “difference” wave field. This can be 
considered as the energy, arriving at a receiver station, which has been deflected or 
otherwise affected, in some manner, by the intervening media whilst in transit, rather 
than the energy that has passed directly from source to receiver. In practice, it is not 
a straightforward matter to determine the “difference” field. This is the main reason 
why wave-based tomography has not been widely applied, despite the research 
interest in the subject. In a laboratory study using a gelatin cylinder in water, Lo et 
ah (1988) surveyed the region first with and then without the cylindrical feature 
present. Subtracting the unperturbed field from the perturbed field yielded the 
“difference” field. This “before and after” approach cannot often be utilised in 
practice, except, perhaps, when investigating temporal variations at a site. In more 
conventional surveys, in which a single tomographic scan is acquired, determination 
of the “difference” field must exclude or compensate for:— noise contamination of 
the recorded signals; the directional nature of sources and receivers; the (large
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amplitude) direct waves from source to receiver. The latter can corrupt an image 
generated using wave tomography (Pratt and Goulty, 1991).
Pratt and Worthington (1988) attempted to estimate the “difference” field from the 
full “perturbed” data set acquired in a laboratory model study. A problematic 
characteristic of the pattern of energy emitted by a seismic source is its directional 
nature. Pratt and Worthington sorted the set of recorded waveforms into common 
ray-angle groups. The median amplitude and phase of the signals for each group 
were selected as being characteristic of the output of the source in each particular 
direction. This approach could be applied to field data although it assumes that, in 
crossing from source to receiver, amplitude and phase are not strongly affected by the 
intervening geology. Pratt and Goulty (1991) used a common ray-angle technique in 
order to extract the direct wave data, that is, the signal that would be observed in the 
absence of any seismic anomalies. This approach took advantage of the differing 
levels of moveout (see below) exhibited by different wave events when this form of 
presentation is used. It was found to be particularly difficult to extract the S-wave 
direct arrivals, since these were often masked by the preceding P-wave train. Pratt 
and Goulty presented wiggle traces of the resulting “difference” field. These traces 
were of very low amplitude. It would appear that an attempt to extract a “difference” 
field from traces acquired on site would be vulnerable to errors at this rather 
indefinite stage of the processing.
(Note: by plotting several different but associated seismic traces side-by-side, 
particular phase events on the wiggle traces will form cross-trace patterns which, for 
example, can be correlated and perceived by eye. The variation in the time at which 
common events occur is termed moveout. “Normal” moveout is caused by the 
systematic variation of the (straight) ray length of the acquisitions selected for 
display. Observation of moveout other than normal moveout can indicate the 
presence of various interesting wave phenomena (see, for example. Chapter 5).)
A further difficulty common to all of the wave-based tomographic methods arises 
because seismic events are three-dimensional phenomena. In particular, problems
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occur because seismic sources are essentially point-like, and do not behave as the 
“line sources” that are assumed in the theoretical analyses of the previously cited 
authors. All of the methods of wave tomography described above are two- 
dimensional only. A two-dimensional wave-based tomographic analysis of (three- 
dimensional) seismic field data can provide a qualitative indication of the subsurface, 
but it cannot yield an accurate quantitative representation (Pratt and Worthington, 
1988; Pratt, 1990b). In practice, therefore, distributions of elastic parameters cannot 
be deduced from an image obtained using wave tomography. The conclusion of 
Wielandt (1987), that neglecting diffraction effects may result in an over-estimate of 
the magnitude of the velocity field, describes a problem that may not be easily 
remedied in practice. Pratt and Goulty (1991) recommended that, when used, wave 
tomography should complement, rather than replace, ray tomography.
Although there has been considerable interest in the development and analysis of 
wave-based tomography, published references describing field applications of the 
method are very scarce. A rare report of an application of wave-based tomography 
to field data was provided by Witten et al. (1992). Witten et al. used the diffraction 
tomographic method (incorporating the Rytov approximation) to image the partially- 
excavated fossilized bones of a dinosaur. The fossils existed as high-velocity 
inclusions within a generally homogeneous sandstone, and so the adopted imaging 
technique was appropriate in this case. A well-to-surface acquisition geometry 
(Figure 2.1 (c)) was used with a very dense ray net; sources were positioned at 0.6 m 
centres, and receivers at were located at 0.15 m centres. The (uncalibrated) grey 
scale images generated by Witten et al. showed high velocity features in locations in 
which it was believed that the unexcavated portions of the dinosaur lay.
2.3.3 Numerical modelling for attenuation tomography
In attenuation tomography, it is the amplitude of the signal that is of interest. The 
signal amplitude can be taken to be either the maximum of the peak-to-peak amplitude 
of a P- or a S- wave train, or the spectral amplitude, at a particular frequency, of a 
multi-frequency signal (Wong et al. , 1983 & 1984; Neumann-Denzau and Behrens,
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1984; Miranda, 1989; Schneider, 1990). Assuming linear elastic behaviour, the 
square of the amplitude of a wave is proportional to the energy associated with the 
wave. Therefore, the energy attenuation properties of the ground can be imaged from 
measurements of amplitude. Two parameters are widely used to indicate seismic 
attenuation properties: a quality factor, Q, and an attenuation coefficient, a . Both Q 
and O' quantify what is sometimes termed the intrinsic attenuation properties of soils 
and rocks; that is, the anelastic behaviour of the ground as seismic energy, which 
consists of particle motions, propagates through a formation. Tomograms of 
attenuation parameters have been referred to as transparency or transmissivity images 
(Wong et ah, 1983; Worthington et ah, 1983).
The quality factor, Q, can be defined by its reciprocal, the dissipation factor:
AE '1Q 2irE [2.2]
where E  is peak strain energy associated with the wave and -AE is the energy lost in 
each wave cycle due to hysteretic phenomena. Q is assumed to be independent of 
strain amplitude in seismic applications and also to be independent of frequency 
(Johnston et al., 1979). The attenuation coefficient is not independent of frequency: 
the product of a. and the wavelength can be assumed to be constant within a particular 
medium (Telford et al., 1976). The parameter a. is related to the quality factor thus:
OL = l £Q.y [2.3]
where v is the wave propagation velocity in the host medium and /  is signal 
frequency. Physically, a is the energy loss per wavelength for a particular frequency 
of energy. (It has units of, for example, decibels per metre. The relevant signal 
frequency should be quoted when specifying a value for a.) The quality factor, Q, 
is perhaps the more appropriate parameter to present in a tomographic image, but Q 
and O' are effectively interchangeable if the wavelength is known (Equation [2.3]).
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The amplitude of a plane wave in a uniform medium at a distance s from the 
source, is given by:
A  = ri^exp(-a.j) [2.4]
where Ao is the amplitude of the signal at source. This leads to the fundamental 
equation for attenuation tomography which relates the observed projection data (/4) 
to the parameter to be imaged (a), in terms of a logarithmic decrement:
In
R
= f a.ds [2.5]
•'s
where S and R are the endpoints of the projection. In this form, the line integral in 
Equation [2.5] has direct parallels with Equation [2.1], which relates observed travel 
times to propagation velocity.
For a non-planar wave in a non-uniform medium, energy can be depleted from the 
seismic signal by several mechanisms other than the anelastic behaviour that gives rise 
to the intrinsic attenuation of the wave energy. These mechanisms include spatial 
spreading, wave mode conversions, energy partitioning (including back-reflection), 
interference and scattering. Numerical modelling for attenuation tomography attempts 
to correct for some, but not all, of these factors. Schneider (1990) suggested that, 
in the absence of thorough numerical modelling which takes account of all methods 
of energy depletion from a seismic signal, an attenuation tomogram should be termed 
a “pseudo-tomogram”. This is because the influence of factors other than intrinsic 
attenuation would have contributed to the reconstructed values.
For a non-planar wave, spatial spreading of the wave front causes a decrease in the 
amplitude of the wave with distance from the source. (This phenomenon can be 
explained by invoking the law of conservation of energy.) For a spherical wavefront, 
the amplitude reduces in proportion to the reciprocal of the distance from the source, 
and losses due to spherical divergence can be accounted for by adjusting amplitude 
according to ray length. Rays can be assumed to be straight or curved. In the latter 
case, an estimate of the velocity field is required to determine the refracted ray path.
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Julian and Gubbins (1977) and Cassell (1982) indicated formulations to determine 
amplitude variation under refraction for divergent spherical wavefronts. Cerveny et 
al. (1974) gave formulae which permitted the determination of the geometrical 
spreading of a non-spherical wave as it encounters an interface. Cerveny et al. noted 
that there are fifteen differential equations involved in the determination of the 
spreading of a three-dimensional wave, and they considered geometrical spreading to 
be the most complex aspect of the calculation of the amplitude of a seismic wave. 
As an additional complexity, in two-dimensional tomographic surveys where there are 
significant velocity gradients perpendicular to the reconstruction plane, these will 
affect the form of the geometrical spreading of the seismic energy.
At fractures and at interfaces across which density or soil stiffness vary, 
transmission losses occur when a proportion of the signal is reflected rather than 
transmitted. Cassell (1982) described a method to determine seismic amplitudes in 
which the phenomenon of energy partitioning at interfaces was accommodated. In 
geotomography, it is usual to divide the section to be imaged into discrete, cellular 
zones (Section 2.4). Balanis et al. (1983) gave a formulation to account for 
transmission losses at cell boundaries, using reflection coefficients specified for each 
cell. This strategy requires that accurate a priori data for reflection coefficients are 
available. Further, it is assumed that the reflector interfaces are known, or that the 
arbitrary assignment of the edges of cells as interfaces is valid.
For a seismic wave incident at an interface at an oblique angle, mode conversions 
between different body-wave types will occur (Mooney, 1974). This phenomenon can 
be seen to arise from the requirement that four boundary conditions are to be satisfied 
in such cases, namely that there is tangential and normal continuity of stresses and 
of displacements at the interface (Telford et al., 1976). Cassell (1982) suggested a 
ray tracing method which could accommodate wave mode conversions. As with 
energy partitioning, any attempt to account for loss of signal energy by mode 
conversions will be sensitive to the accuracy of the selection of interfaces.
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A seismic wave undergoes scattering on encountering irregularities and 
inhomogeneities in the velocity field (Aki and Richards, 1980). Energy is deflected 
away from the principal route of energy transfer in erratic directions. In the 
literature, no method of quantifying this form of energy loss is indicated. Neumann- 
Denzau and Behrens (1984) attributed discrepancies between observed and calculated 
amplitude data in a model study to, inter alia, the neglect of the effects of scattering. 
Another wave effect that is difficult to model or to investigate usefully is interference. 
In a survey using P-waves in granite, Gelbke et al. (1989) noticed amplitude 
variations of up to 500% between certain pairs of adjacent receiver stations. These 
variations were attributed to interference effects.
Seismic attenuation tomography has not received wide application. Despite the 
complexities described above, the major obstacle preventing implementation of the 
method is generally regarded to be an inability to determine A^, the source datum 
amplitude, with sufficient accuracy. Seismic sources are strongly directional in nature 
(Mooney, 1974; Fehler and Pearson, 1984) and so it is not sufficient to use, for 
example, a single sensor adjacent to the source to indicate the reference signal 
amplitude. Further, when using clamped instruments, the energy radiated from the 
source and recorded at the receivers will depend on the secureness of the clamping 
of each. In practice, it is often found that a similar level of clamping is not achieved 
when an instrument is relocated. Bregman (1986) reported that amplitudes measured 
from seismogram traces varied by up to 50% in tests which involved repeatedly re­
clamping (the same) instrument at the same location within a borehole. Gelbke et al.
(1989) noted amplitude variations of up to 20% when re-clamping instruments. The 
datum amplitude, A^ ,, will also depend on the acoustic coupling, usually via grout, 
between the borehole casing and the surrounding formation. This can vary along the 
borehole, and is unlikely to be known in detail.
In one of the few reported field applications of seismic attenuation tomography, 
Wong et al. (1983) used the method to image fractured granite. Piezoelectric 
transducers were used as the seismic source, and an estimate was made of the source 
radiation pattern based on theory rather than measurement. Corrections were made
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for spreading, but not for scattering or other modes of signal loss. The resulting 
transparency image was compared with the cores logged for the source and the 
receiver borehole. “Opaque” regions of the image coincided with the more fractured 
sections of the logged core.
Miranda (1989) described a seismic attenuation survey in fractured granite. 
Miranda applied several rather complex forms of correction and normalisation to the 
amplitude data set in order to reduce the influence of the uncertainty with which the 
value of Aq had been determined. Two attenuation tomograms were presented, each 
rather different from the other. These differences were brought about by the specific 
form of the normalisation method used in each case. Miranda concluded that the 
interpretation of these images, which could be compared with existing knowledge of 
the site, was not straightforward.
In electromagnetic attenuation tomography, the power, frequency and radiation 
pattern of the signal can be better controlled and quantified than in seismic surveys. 
Furthermore, no contact is required between the instruments and the borehole wall 
(Laine, 1987). The method has been applied with some success to real field data by, 
for example, Dines and Lytle (1979), Laine (1987), Laine et al. (1980) and Ramirez 
and Daily (1990) (refer to Section 2.1).
Neumann-Denzau and Behrens (1984) investigated seismic attenuation tomography 
using amplitude data acquired from a small-scale laboratory model constructed from 
aluminium with bituminous inclusions. Corrections were made for geometrical 
spreading but not for scattering or energy partitioning. The velocity contrast across 
the model was 10% and, therefore, Neumann-Denzau and Behrens adopted a straight 
ray approximation. The geometry of the acquisition was such that data were gathered 
within a narrow range of angles from each source station. This perhaps reduced the 
directional dependence of the amplitude observations. Images of the (pseudo-) 
attenuation coefficients of two attenuative laboratory models — a simple arrangement 
and a more complex configuration — were produced. The former yielded satisfactory 
images. The latter was not particularly well reconstructed. Neumann-Denzau and
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Behrens noted the presence of certain image artefacts; these anomalies were attributed 
to refraction and diffraction effects. They suggested that the technique of seismic 
attenuation tomography should be used, with care, in conjunction with velocity 
tomography. Schneider (1990) also generated an attenuation tomogram using data 
acquired from a small-scale laboratory model. The method of attenuation tomography 
was found to be vulnerable to data errors, which were common. As with Neumann- 
Denzau and Behrens, Schneider concluded that attenuation tomography could, if 
successful, complement but not replace velocity tomography.
2.4 RECONSTRUCTION ALGORITHMS
There are numerous methods of determining a function from its line integrals. For 
example, Budinger and Gullberg (1974) suggested thirteen categories of algorithm. 
Gordon and Herman (1974) used four groupings to classify reconstruction 
algorithms:— summation techniques; Fourier transform methods; analytic solutions; 
series expansion methods. Some of these techniques were developed for specific 
applications and have features which are not relevant in geotomography. For 
example, the need for real-time imaging of the heart-lung system has created an 
interest in the development of very fast algorithms (Herman et ah, 1975).
Not all reconstruction methods can be applied in geotomography. To be of use in 
geotomographic applications, a reconstruction algorithm must be capable of 
accommodating a sizeable system of tomographic equations. Typically, several 
hundred projections will be acquired in a medium-sized tomographic survey, and the 
zone of reconstruction will usually be divided into a similar number of cells, in each 
of which velocity parameters are to be determined.
A reconstruction algorithm must be able accommodate any inconsistencies that are 
present within the data, and which can arise from, for example, observational errors. 
In consequence of such inconsistencies, and with reference to Equations [2.6] to 
[2.11] below, the vector of the observed projections does not necessarily lie in the
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column-space of the tomographic system. In general, therefore, there is no unique 
solution that “fits” the acquired data.
An algorithm that is to be used in geotomography should accommodate a system of 
equations that is singular or nearly singular. A tomographic system can be both over­
constrained, if the number of data values exceeds the number of unknown parameters, 
and under-determined, if there exist several solutions which ambiguously fit the 
observed data. A tomographic system based on projection data acquired using 
conventional geotomographic field geometries (Figure 2.1) will usually be under­
determined: this is, perhaps, the key difference between geophysical and other 
established forms of tomography.
An algorithm should not demand a priori information, concerning the region to be 
imaged, in order to function. Nevertheless, one should be able to take advantage of 
such information if it is available. An example of this is the imposition of a 
restriction that reconstructed velocities should be positive in value, or that the 
velocities should not exceed specified physical limits.
The criteria described above restrict the adoption of several well-established 
reconstruction methods, most notably the Fourier transform technique (refer, for 
example, to Mersereau and Oppenheim, 1974). Fourier-based methods require a 
dense and uniform coverage of straight projections. Such methods have rarely been 
applied to geotomographic data. Unusually, Miranda (1989) presented seismic 
tomograms generated by a Fourier-based method in which a linear interpolation 
algorithm was used to extend artificially a sparse projection data set. Images 
produced from noise-free and from noisy simulated travel time data contained similar 
artefacts, which suggests that these features were caused by the incompleteness of the 
data set in conjunction with the interpolation processing. Despite this, Miranda found 
the Fourier tomograms “surprisingly good” (Miranda (1989), p .86). The method has 
not been adopted by other geotomographers.
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Below, a general formulation of the reconstruction problem is presented, using 
matrix notation. This gives a useful basis for the later discussion of reconstruction 
algorithms. To avoid abstract descriptions, reference is made to velocity tomography. 
Comparison of Equations [2.1] and [2.5] indicates that the succeeding discussion can 
equally well be applied to attenuation tomography.
Let p be a column vector of the m observed travel times acquired in a tomographic 
field survey. Assume that the surveyed region can be modelled as a field consisting 
of n cells. Let be an w-element column vector of the reciprocal velocities, or 
“slownesses”, in the discretized version of the true velocity field. In the absence of 
observational errors, the following summation expresses the relation between travel 
times, distances and propagation velocities at the site:
Ej=i % = Pi [2.6]
where pj is the observed travel time for the i* ray; v„j is the velocity of seismic 
propagation within the of the n cells; and djj is the length of the i*^  ray across the 
cell. The m such summations can be expressed in matrix form as:
D Wo = p [2.7]
where D is an w x «  matrix with elements of the form djj_ and the element of w<, is
(1/Voj).
During reconstruction, the calculated travel time, tj, of the P  ray traced across a 
tomogram of n reconstruction cells is given by:
Ej=i = t, [2.8]
where dy is the length of the i*^ ray crossing the cell having a reconstructed velocity 
value of Vj uniformly across the cell (Figure 2.2). For a projection set of m rays, 
there are m such summations, which may be expressed in matrix form as:
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D w, = t [2.9]
where w, is an w-element column vector containing the reconstructed “slowness” 
values (reciprocal velocities); t  is the column vector of the m travel times calculated 
across the image field; and the matrix D is as defined above.
(With reference to Section 2.3.3: in attenuation tomography, would contain the 
cell attenuation coefficients; t  would consist of elements of the form where
A^i is the datum signal amplitude for the i* ray and A, is the calculated amplitude for 
the i* ray across the current estimate of the solution; and p would be a column vector 
containing elements given by the logarithm of the ratio of the observed amplitude and 
the datum amplitude for each projection.)
The reconstruction problem is to determine the model parameters — the elements 
of Wf. Ideally, one would obtain the solution In general, however, this
solution does not exist, since the assumption that the true seismic velocity field is 
formed from n discrete cells is generally invalid and, therefore, has no actuality. 
Furthermore, the vector p does not, in general, lie in the column-space of D. 
Inconsistencies will exist in the data set due to observational errors in travel times and 
instrument positions. Additional inconsistencies will usually be introduced into a 
tomographic system through the arbitrary discretization of the tomographic image into 
reconstruction cells. In consequence, there will be a discrepancy, e, between the 
observed travel times, p, and the travel times, t, calculated across the current 
estimate of the slowness field:
p - 1 =  e [2.10]
where e is not, in general, a null vector. The m elements of the column vector e are 
termed the travel time residuals of the tomographic system. The reconstruction 
problem can, therefore, be usefully expressed as the determination of a solution 
vector w such that, in some way, the residual vector, e, is minimised:
D w = p e [2.11]
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It is emphasised that, although the reconstruction problem can be expressed as a set 
of linear equations, in practice it is a non-trivial computational problem to determine 
a satisfactory solution to a typical geotomographic system.
2.4.1 Least squares methods
Least squares (LSQ) methods of data fitting have been widely applied as a means 
of obtaining a solution to Equation [2.11], through reduction of the residual vector 
e to its minimum Euclidean norm, such that the norm of the solution vector is also 
minimised. Bois et al. (1972) used a least squares, minimum norm approach in one 
of the earliest applications of cross-hole seismic tomographic imaging.
One widely-used least squares method is based on the Lanczos or “generalised” 
inverse approach, in which singular value decomposition is used to express a matrix 
in terms of the product of three subsidiary matrices which incorporate the 
eigenvectors and eigenvalues of the original system (Lanczos, 1958 & 1961; Jackson, 
1972; Lines and Treitel, 1984). The approach was applied to real data by Aki et al. 
(1977) in a three-dimensional survey of P-wave velocity properties. Two variations 
of the technique were used:- the Lanczos inverse and a damped version of the 
method. The latter technique, which is an implementation of the Marquardt- 
Levenberg damped least squares (DLSQ) technique (Lines and Treitel, 1984; 
Levenberg, 1944; Marquardt, 1963), yields a more stable although less well-resolved 
solution than does the former method (Jupp and Vozoff, 1975; Chiu et al., 1986). 
DLSQ utilizes an empirical “damping” coefficient which acts to reduce the influence 
of eigenvalues having magnitude less than the damping factor (Aid et al., 1977; 
Neumann, 1981; Neumann-Denzau and Behrens, 1984; Chiu et al., 1986). This is 
desirable since the relatively small eigenvalues tend to make the solution vector 
sensitive to errors in the projection data (Jackson, 1972).
Bregman et al. (1989a) applied DLSQ to synthesised travel time data, and 
demonstrated the influence of using low, medium and high damping factors. In the 
under-damped case, the reconstruction displayed extensive velocity artefacts,
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introduced through the inclusion of the smaller eigenvalues of the system, but the 
travel time residuals showed rapid convergence to low values. In the over-damped 
case, the image was generally featureless, and the travel time residuals were relatively 
high. The medium-valued damping factor was considered to show the optimum 
performance, since it gave a tolerable reproduction of the velocity field and the travel 
time residuals converged gradually to low values. DLSQ was applied by Neumann- 
Denzau and Behrens (1984) to data obtained from a small-scale laboratory model. 
Tomograms generated by the algorithm were compared with images obtained using 
BPT, ART and SIRT (see below). The performance of DLSQ was comparable to 
those of ART and SIRT. Neumann-Denzau and Behrens suggested that the optimum 
damping factor for a particular tomographic system should be found experimentally, 
and would depend on, inter alia, the degree of indeterminacy of the system and the 
levels of error in the projection data.
Dyer (1988) solved the normal equations of a (damped) least squares formulation 
directly. The damping factor used by Dyer was, as suggested by Bishop et al.
(1985), the average of the diagonal elements of D ^ ,  where  ^denotes the transpose 
of a matrix. An implementation of the Gauss-Seidel method (Forsythe, 1953) was 
applied to solve the damped normal equations. The performance of the method was 
compared with that of ART and SIRT. To generalise the results obtained: in the 
absence of noise on the tomographic data, ART was superior to the least squares 
method and to SIRT; in the presence of data errors, SIRT gave results superior to 
those of the least squares method and ART.
2.4.2 Back projection technique
The Back Projection Technique (BPT) was one of the earliest methods of 
tomographic reconstruction. An early analogue implementation, involving exposure 
of photographic film, was described by Kuhl and Edwards (1963), who referred to 
the method as transverse section scanning. Gordon and Herman (1974) classified 
BPT as a summation technique.
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BPT is the most straightforward and the simplest reconstruction algorithm. It 
involves redistributing each projection back along its (straight) ray, usually with a 
weighting in proportion to the length of the ray within a particular cell. For example, 
an implementation of BPT may consist of determining, for the j'  ^cell:
Wj = — — i _  [2.12]J m
where /j is the total (straight line) length of the P  ray (Neumann-Denzau and Behrens, 
1984). The back projection method is not iterative. No attempt is made to solve the 
system of equations in [2.11] when applying BPT.
BPT, although generally unable to reconstruct a clear image, has received quite 
wide application. One explanation for this popularity is its ease of implementation. 
Dyer (1988) mentioned a particularly simple version of unweighted BPT in which the 
reconstructed velocity within a cell was given by the average of the apparent 
velocities of the rays that traverse the cell. New (1985) described a form of BPT in 
which the contributions of individual rays were weighted in proportion to their 
perpendicular distance from the point of interest. New used this method to produce 
an image of the P-wave velocity properties of granite in a region between mine 
galleries. Wong et al. (1983) used BPT to generate velocity and attenuation images 
of fractured granite. The method was chosen because of its speed of processing and 
for the stability of the image it produced. Often, the effects of BPT are described by 
authors as a “smearing” of the image (for example, Neumann-Denzau and Behrens 
(1984), p .307). Theoretical analyses of this behaviour have been presented by 
Vainshtein (1971), Gilbert (1972b) and Budinger and Gullberg (1974). For iterative 
techniques which require an initial estimate value for the reconstructed field, the 
distribution produced by an application of BPT has been widely employed as the 
starting point of a reconstruction (refer, for example, to:- Hounsfield, 1972; 
Herman, 1975; Kashyap and Mittal, 1975; Mason, 1981; Sakayama et al., 1987; 
Dyer and Worthington, 1988; Bregman et al., 1989a).
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2.4.3 Algebraic reconstruction technique
The Algebraic Reconstruction Technique (ART) was proposed by Gordon et al.
(1970), but the basis of the method had been originated by Kaczmarz (1937) for 
solving square, non-singular systems of simultaneous linear equations. Gordon et al. 
introduced two algorithms applicable to rectangular systems:- additive ART and 
multiplicative ART. An early X-ray body scanner used a version of Kaczmarz’s 
method (Hounsfield, 1972). ART has been classified as a series expansion technique 
(Gordon and Herman, 1974).
Lager and Lytle (1977) gave the following formulation of additive ART. For a 
particular ray, i, the parameter, Wj, for each cell traversed by the ray is corrected to:
m
w/ = Wj + :=1
(Pi V'Aj
± 4j=i
[2.13]
Each ray is considered individually, and the correction to a cell is determined in the 
absence of a direct influence from the other rays in the data set. Since rays are 
considered in isolation, ART is a row action method and does not require explicit 
storage of the full matrix D (Censor, 1981). It can, therefore, be applied to large 
tomographic systems. The method is iterative: a complete iteration consists of the 
calculation of correction factors, due to each ray, for each cell. A cell may be 
updated several times during one iteration, if more than one ray crosses it.
The action of additive ART can be given a geometrical interpretation (Herman et 
al., 1973; Censor et al., 1983). ART acts by successive orthogonal projections onto 
the hyperplanes (multi-dimensional planes) defined by:
di w =  Pi (i= l,m ) [2.14]
where the i* row of D is denoted by the row vector di, and p; is the i*^  element of the 
vector of observed travel times, p. Kaczmarz (1937) used this geometrical analogy 
to describe ART in the original description of the technique.
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There are numerous variations of ART (for examples: Herman et ah, 1973; 
Gordon, 1974). Of note is the fully constrained version, in which the new cell value, 
Wj', is required to remain within box constraints. These values are usually related to 
plausible physical limits. Application of a relaxation factor,/, (where 0 < /<  2) to the 
correction term in Equation [2.13] modifies the performance of the algorithm; under­
relaxation is preferred (Hounsfield, 1972; Censor et ah, 1983). A non-unity 
relaxation factor causes the orthogonal projections of ART to either fall short of or 
to overshoot the hyperplanes of Equation [2.14].
The convergence properties of ART are well-understood and, in practice, are not 
particularly good. When applied to fully-determined and consistent system, 
unconstrained ART (Equation [2.13]) converges to the correct, null-residual solution 
(Tanabe, 1971; Herman et ah, 1973; Marti, 1979). Herman et ah (1978) showed 
that this behaviour is also shown by unconstrained ART with a non-unity relaxation 
factor. When applied to consistent data, constrained ART converges to a solution, 
but this vector does not necessarily have any specific characteristics or qualities 
(Marti, 1979; Gordon, 1974). When applied to under-determined systems, the 
solution generated by ART will depend on the row (ray) sequence in D. (Hounsfield 
(1972) was aware of this problem, and suggested that it may be alleviated by 
presenting projections to ART in a sequence such that spatially-close rays were not 
offered consecutively.) ART does not converge to a solution when applied to 
inconsistent, under-determined systems (Tanabe, 1971; Censor et ah, 1983) of the 
type common in geotomography. This can be explained with the geometrical 
description of the action of ART (Equation [2.14]): when there is no unique solution 
to Equation [2.11] (i.e. no unique hyperplane target), the sequence of orthogonal 
projections will identify the family of solutions (hyperplanes) that satisfy the 
tomographic equations. In practice, it is frequently observed that ART performs well 
with data having low noise levels, but shows unstable, divergent behaviour when 
applied to noisy systems (for example: Gilbert, 1972a; Herman et ah, 1973).
Multiplicative ART (MART) (Gordon et ah, 1970) has not received wide use. It 
has been shown to converge to a maximum entropy solution, where the “entropy” of
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an image is given by the summation of the product [W j.ln(W j)], summed for all the 
cells (Lent, 1976; Gull and Daniell, 1978). Maximising the entropy of the solution 
is equivalent to minimising the information in the solution and, thereby, suppressing 
the introduction of noise artefacts in the image. A maximum entropy solution can be 
considered to provide the most uniform image consistent with the data (Censor, 1983; 
Gull and Daniell, 1978). Lent (1976) suggested reasons for the lack of use of the 
MART algorithm, by comparing it with the ART2 algorithm. ART2 is a variation 
of additive ART that provides a minimum variance solution: that is, it also produces 
a smooth image (Herman et al., 1973). Images obtained with ART2 appeared to be 
similar to those from MART, but were produced at five times the speed.
2.4.4 Simultaneous iterative reconstruction technique
The Simultaneous Iterative Reconstruction Technique (SIRT) was originally 
proposed by Gilbert (1972a), in both additive and multiplicative forms, and was 
intended for use in determining the three-dimensional structure of objects from 
electron micrographs. At the end of an iterative cycle of SIRT, the parameter in each 
cell is corrected using a value determined from all rays that traverse that cell. Lager 
and Lytle (1977) noted that this is the major difference between SIRT and ART: the 
individual contributions of rays to the cell corrections are calculated in a similar way.
Originally developed in an heuristic manner, the solutions to which additive SIRT 
and multiplicative SIRT converged were not readily apparent to, or considered by, 
early workers. Herman and Lent (1976b) cast the reconstruction problem as a 
generalised quadratic minimisation problem and gave a general iterative procedure 
which converged to its solution. They showed that additive SIRT is a special case 
of this quadratic optimisation procedure. Lakshminarayanan and Lent (1979) 
presented additive SIRT in a manner that permitted direct comparison with a least 
squares algorithm and showed that the two methods were approximately equivalent. 
Ivansson (1983) and van der Sluis & van der Vorst (1986) showed that SIRT will 
converge to a weighted least squares solution of Equation [2.11]. Specifically, SIRT 
acts to determine the least squares solution to the following weighted system:
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w = R - p  [2.15]
where R is an mX/w diagonal matrix containing elements which are the denominators 
of the SIRT slowness correction factors (Equation [3.3.6]; Chapter 3). The scaling 
that is introduced into SIRT by the weighting matrix R was regarded by van der Sluis 
& van der Vorst to be a disadvantage because one has no control over this aspect of 
the algorithm. They suggested that it is preferable to use an unweighted least squares 
method, such as conjugate gradients, within which one can intentionally introduce a 
specified weighting, if required.
Multiplicative SIRT, as with multiplicative ART, has not received as much attention 
as has the additive form of the algorithm, but is likely also to provide a maximum 
entropy solution to the reconstruction problem (Censor, 1983). Unusually, East et 
al. (1988) have implemented multiplicative SIRT, in a laboratory-based study in 
which they wished to compare the performance of the convolutional back projection 
method with another algorithm. Multiplicative SIRT did not perform particularly 
well. Krajewski et al. (1989) investigated the performance of additive SIRT, also 
using data derived from laboratory models, and found it to perform satisfactorily.
The application of a simultaneous and averaged correction in the SIRT algorithm 
has the result that noise on the projection data has less effect using SIRT than when 
using ART (refer, for example, to Gilbert, 1972a; Herman et at., 1973; Herman and 
Rowland, 1973; Lager and Lytle, 1977). Miranda (1989) found SIRT to perform 
better than implementations of ART, BPT, a Fourier-based method, CG and LSQR 
(see below), particularly in the presence of noise. With SIRT, the solution that is 
generated will not depend on the sequence in which the rays (equations) are treated.
2.4.5 Convolutional method
The convolutional method was originated by Bracewell and Riddle (1967) and 
popularised with a variation developed by Ramachandran and Lakshminarayanan
(1971). Bracewell and Riddle used the technique in radio astronomy, and formed an 
image of the moon from measurements acquired along narrow strips. Ramachandran
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and Lakshminarayanan were concerned with electron microscopy and radiology. The 
convolutional method imposes strict limitations regarding the regularity of projection 
coverage, although these restrictions were generally admissible in the applications 
mentioned; for example, the algorithm can be applied only to parallel, equally-spaced 
projections.
Herman et al, (1973) compared the performance of the convolutional method with 
ART and SIRT. The technique performed satisfactorily only when the ray coverage 
was dense and noise levels were low. East et al. (1988) described an application of 
the convolutional method, using data derived from a small-scale model. The 
algorithm was shown to be computationally fast, but it required that rays should be 
assumed to be straight. Parallel rays were required to be of equal length: that is, the 
line of sources was required to be exactly parallel to the line of receivers. This 
condition imposes severe, indeed generally impractical, limits on the geometry of a 
seismic survey. Worthington et al. (1989) applied the algorithm to field data acquired 
at a strongly stratified site. The straight ray, convolutional method produced images 
of similar quality to those obtained when a curved-ray SIRT algorithm was applied 
to the data. Despite these results, the restrictions that the convolutional method 
imposes on permissible acquisition geometries appear to have prevented the adoption 
of the algorithm by any geotomographers other than those cited above.
2.4.6 Conjugate gradient methods
The method of conjugate gradients (CG) is a technique which searches for the 
minimum of a function using optimally-directed vectors along the gradient of the 
function (Hestenes and Stiefel, 1952). Numerous variations of the method of 
conjugate gradients have been introduced since the original algorithm of Hestenes and 
Stiefel. Recent CG-type methods generate a least squares, minimum norm solution 
(Scales, 1987). Paige and Saunders (1975, 1982) introduced several variants of CG, 
notably the LSQR algorithm.
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In practice, CG may unreliable when applied to strongly ill-conditioned systems. 
Kawata and Nalcioglu (1985) found that the solution generated by CG from an 
inconsistent, under-determined system gradually diverged from an early optimum 
solution. Paige and Saunders presented numerical results in which LSQR out­
performed the original CG algorithm in particular cases. They suggested that LSQR 
should be used in preference to CG if the system of equations is ill-conditioned.
Use of CG-type methods in seismic imaging is a relatively recent development. 
Nolet (1985) was the first to apply conjugate gradient methods in geotomography. 
He used simulated data to compare the performances of three reconstruction 
algorithms: the generalised DLSQ method, LSQR and SIRT. When applied to noise- 
free data, LSQR provided the most satisfactory image the most rapidly. Ivansson
(1986) also used simulated data in a comparison of SIRT, ART and a conventional 
CG algorithm (rather than the LSQR variant). Again, CG was considerably faster 
than the other algorithms. Scales (1987) carried out a more detailed study comparing 
CG, LSQR and ART. CG was found to perform adequately, and used the least 
C.P.U. time. Spakman and Nolet (1988) applied LSQR to real tomographic data to 
obtain a P-wave velocity image of the Earth’s surface. A slightly differing image was 
obtained using SIRT. The discrepancies between the results were explained in terms 
of the inherently different actions of the two algorithms.
2.4.7 Choice of reconstruction algorithm
The reconstruction techniques described above differ fundamentally in their action, 
in the parameters they minimise and, hence, in the solutions each would produce 
when acting on a particular tomographic data set. Their behaviour and convergence 
properties when reconstructing from inconsistent and under-determined systems are 
not always well-defined, and may differ markedly between techniques. An illustration 
of the dependence of a tomographic image on the choice of reconstruction algorithm 
was provided by Miranda (1989), who presented tomograms generated by six 
different algorithms from one field data set. Each image differed from the other 
tomograms. Which of the algorithms generated the “correct” image cannot be stated.
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Where algorithms act to generate a specified class of solution (for example:— least 
squares, minimum norm solutions; minimum variance solutions; maximum entropy 
solutions), it should be recalled that artificially-imposed reconstruction criteria may 
not necessarily lead to the generation of the true velocity field if the original, 
observed projection data set is under-determined and/or inconsistent. In such cases, 
all that one can say of a particular tomogram is that it is, for example, the least 
squares, minimum norm solution vector given by the field data.
There is no one measure of the quality of a tomographic image (Gordon, 1974). 
Various statistical measures have been suggested, none of which is a thorough 
description of the full image. (A review of such parameters is presented in Section 
3.3.3.) The final arbiter — visual inspection of the image — involves a degree of 
subjectivity. Moreover, in real tomographic surveys, the correct solution is unknown. 
Comparative tests between algorithms are best carried out using either simulated 
projection data generated with a computer by tracing theoretical rays across a 
numerical model of a velocity field, or data derived from a small-scale laboratory test 
in which a physical model can be constructed from known materials. These 
alternative approaches have been used by various researchers to investigate the ability 
to reconstruct velocity fields of differing contrasts and complexity, and also the 
influence of errors added to the travel time data set. Such studies have suggested that 
amongst the better algorithms, there is not one technique that is consistently the best 
in all situations encountered (for example: Herman, 1972; Herman and Rowland, 
1973; Sweeney and Vest, 1973; Neumann-Denzau and Behrens, 1984). It has been 
suggested that several algorithms should be applied to a field data set to obtain 
various possible solutions to Equation [2.11]. Any similarities between the resulting 
tomograms would suggest the presence of a corresponding genuine feature in the 
ground: for example, the six tomograms presented by Miranda (1989) do show, albeit 
indistinctly, some common features.
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2.5 SUMMARY
Tomography is now a well-established technique. The principles of the method 
have been developed over the past thirty years or more, by workers who have applied 
the technique in several fields. The earliest published references to geotomography 
date from the early 1970’s (notably. Bois et al., 1972). Since the latter part of that 
decade, geotomography has become a quite widely-applied method (Table 2.1). The 
geotomographic method has been used, variously, to image the seismic velocity and 
the seismic attenuation properties of the ground and also to image the electromagnetic 
attenuation properties of the ground. The majority of previous geotomographic field 
surveys have not been associated with civil engineering site investigation projects.
The continued use of the geotomographic method over a prolonged period of time 
suggests that the technique has been found to be of use in practice. Indeed, many of 
the published descriptions of field applications of tomography concern surveys that 
were considered to have been successful. Nevertheless, examination of the 
geotomographic literature reveals that there are numerous practical difficulties 
associated with implementation of the geotomographic technique. Therefore, the 
method requires assessment before it is adopted in civil engineering practice.
In practice, geotomography is found to be limited by, inter alia:-
(i) difficulties arising from inadequate acquisition of projection data;
(ii) problems caused by the complexities of seismic wave behaviour.
These factors are considered below.
The problem of inadequate projection coverage is inherent in geotomography 
(Figure 2.1). It is an aspect of a proposed field survey that can be investigated 
beforehand and which, perhaps, can be usefully quantified. Deficient acquisition 
results in an under-determined system of tomographic equations. The use of 
incomplete ray coverage limits the scale of detail and, in certain cases, the form of 
features that can be resolved.
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The tomogram that is generated from an inconsistent, under-determined tomographic 
data set will depend on the reconstruction algorithm that is adopted. The tomogram 
that is reconstructed from field data will also depend on the way in which the 
parameter to be imaged is expressed in terms of the observed projections. Several 
relevant wave phenomena are not easy to model numerically. Head waves and 
diffracted waves have been identified as being first-arrival events that can be difficult 
to incorporate within geotomographic reconstruction processing. Seismic traces that 
include such forms of wave behaviour should be identified, in order either that these 
projections can be excluded from the data set, or that some allowance can be made 
for the influence of the unaccounted wave behaviour when interpreting the subsequent 
tomographic image. Identification of traces that have been affected by such wave 
phenomena would probably require a degree of a priori knowledge of the geology of 
the site; specifically, one should be aware of the location of zones in which head 
waves or diffracted wave events are expected to be prevalent.
Three areas of application for geotomography have been identified in the 
literature:—
•  imaging of the seismic velocity field;
•  fracture mapping;
•  the identification of cavities.
Velocity imaging projects and fracture mapping surveys have, in general, been found 
to be successful. Cavity detection surveys have been rather less successful. Existing 
site investigation methods to locate the position of subsurface voids are far from 
adequate, and there is considerable interest in this potential field of application for 
geotomography. The poor results that have been reported to date suggest that cavity 
detection surveys are sensitive to limitations of the geotomographic method.
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Table 2.1
Chronological summary of major published 
references to field applications of geotomography
REFERENCE TYPE OF SURVEY 
AND LOCATION
Wave
mode
Recons.
algor.
Ray
tracing
Span
Bois et al. 
1972
oil field 
SW France
P Isq curved 550m
la Porte et al. 
1973
dam site 
Zaire
P Isq curved 100m
Lager & Lytle 
1977
coal seam 
Wyoming
e.m. ART
SIRT
BPT
straight 9m
Dines & Lytle 
1979
proposed tunnel 
Washington DC
e.m. SIRT straight 6m & 
12m
Davis et al. 
1979
bum front in coal 
Wyoming
e.m. - - 15m
Laine et al. 
1980
soil grouting 
Maryland
e.m. - - 3.4m 
& 3m
Mason
1981
coal mine 
Nottinghamshire
P ART straight 425m
Daily et al. 
1982
oil shale 
Colorado
e.m. SIRT straight 12m
Gustavsson et al. 
1982
radioactive dump in granite 
Sweden
P - straight 625m
Wong et al. 
1983, 1985
radioactive dump in granite 
Manitoba, Canada
P BPT straight 175m
330m
450m
Cosma et al. 
1984
nuclear plant over granite 
Loviisa, Finland
P ART&
SIRT
curved 60m
Somerstein et al. 
1984
oil shale 
Colorado
e.m. ART straight 17m
Nercessian et al. 
1984
3D of volcano 
France
P Isq straight 20km^
New
1985
fractures in granite, 
Cornwall
P BPT straight 30m
continued.
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Table 2.1 (continued)
Reference Type of survey 
and location
Wave
mode
Recons
algor.
Ray
tracing
Span
Peterson et al. 
1985
collapse zones in salt mines 
New York
P ART curved 500m
radioactive dump in granite 
Stripa, Sweden
P &
S
ART curved 10m
Cottin et al. 
1986
dam site 
Reunion Island
P Isq curved 50m
Gustavsson et al. 
1986
ore body 
Sweden
P CG straight 165m
radioactive dump in granite 
Sweden
P CG straight 450m
Kormendi et al. 
1986
coal mine 
Hungary
P SIRT curved 80m
Ramirez
1986
radioactive dump in granite 
Arizona
e.m. SIRT straight 30m
Cosma
1987
radioactive dump in granite 
Stripa, Sweden
P & 
S
SIRT curved 20-
50m
Bertrand et al. 
1987
nuclear plant 
Belgium
P Isq curved 120m
Laine et al. 
1987
enhanced oil recovery 
USA
e.m. SIRT straight 8m
By et al. 
1988
karsts near dam 
Norway
P SIRT straight 50m
Dyer
1988
fractures at hot dry rock 
site, Camborne
P Gauss-
Seidel
straight 20m
diagonal dyke 
North Wal%
P SIRT straight 80m
East enhanced oil recovery P CONV straight 45m &
1988 Canada (S) (SIRT) (curved) 13.5m
continued
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Table 2.1 (continued)
Reference Type of survey 
and location
Wave
mode
Recons
algor.
Ray
tracing
Span
Macrides et al. 
1988
enhanced oil recovery 
Canada
P Isq
ART
straight 180m
By
1989
proposed tunnel 
Oslo
P SIRT straight 45m
Bregman et al. 
1989b
EOR & fire flood 
Canada
P LSQR curved 51m
Gelbke et al. 
1989
radioactive dump in granite 
Switzerland
P SIRT straight 75m
145m
220m
Clayton et al. 
1990
solution voids in rock salt 
Cheshire
P SIRT
ART
BPT
curved
&
straight
25m
Oliveira et al. 
1990
dam foundations 
Portugal
P SIRT straight 20m
Goulty et al. 
1990
coal mine 
Yorkshire
P SIRT curved 55m
Witten et al. 
1992
fossil dinosaur 
New Mexico
P diffracted 10m
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(a) (b)
Figure 2.1
Common acquisition geometries used in geotomography:
(a) cross-hole (well-to-well)
(b) well-to-surface-to-well
(c) up-hole (well-to-surface, or surface-to-well)
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i'Vay
s
Figure 2.2
Schematic representation of a grid of tomographic 
reconstruction cells, showing one projection (“ray”)
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Chapter 3
Implementation of computerized tomography
There are numerous methods, reported in the general tomographic literature, of 
producing tomograms but it is not clear which techniques are most suited to use in 
geophysical tomography. The aim of this chapter is to identify a strategy of 
tomographic reconstruction that is appropriate for use in geotomography. This is 
achieved by conducting numerical tests to investigate and compare the performance 
of several of the reconstruction techniques reported in the literature. The author 
implemented these computerized methods in the manner described in Appendix A.
The geotomographic reconstruction problem is invariably found to be ill-posed, and 
it must be re-cast into a tractable form in order to be solved. This is not, in general, 
a straightforward process, and it requires certain simplifying assumptions. Some 
broad examples are presented below.
If an exactly two-dimensional acquisition geometry is used on site, then the 
tomographic image will lie within a well-defined area of a known plane. In practice, 
seismic instrument stations, particularly when located in boreholes, are unlikely to be 
co-planar. In such cases, an appropriate plane of reconstruction must be specified.
In general, a continuously-varying function cannot be reconstructed from a finite 
number of projections. Therefore, a discrete approximation of the tomographic 
problem is required. It is usual to divide the reconstruction plane into cells, within 
each of which an estimate of the seismic propagation properties of the corresponding 
region of ground is to be determined.
By applying the ray approximation of wave propagation across a discretized 
representation of the ground, the problem of reconstructing velocities can be
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expressed as a system of tomographic equations having the form Dw =p. In order 
to determine the elements of the matrix D, it is necessary to calculate the length of 
each ray within each reconstruction cell. For an inhomogeneous velocity field, the 
route followed by a ray will be a function of that (unknown) field.
In geotomography, the set of tomographic equations is, typically, inconsistent and 
under-determined. This precludes the possibility of obtaining an exact — or even a 
unique — tomographic solution, and necessitates the adoption of arbitrary solution 
criteria, such as the requirement that residuals are minimised.
As suggested by the preceding descriptions, a computerized implementation of the 
geotomographic reconstruction technique must incorporate the following elements:—
■ the facility to set up a discrete, two-dimensional approximation of 
what is, usually, a continuous and three-dimensional problem
■ a means of tracing rays across the plane of reconstruction, in order 
to determine the elements of D
■ a method of solving the resulting system of equations, which is 
usually under-determined and inconsistent.
The influence of these components is closely linked. For example, the use of an 
inadequate ray tracing algorithm will adversely affect the matrix D and, hence, the 
tomogram that is eventually reconstructed. Similarly, the use of a deficient iterative 
reconstruction algorithm will lead to a low quality interim estimate of the tomographic 
field, across which even a high quality ray tracing algorithm will trace wrongly- 
positioned rays — leading to a further deterioration of the tomographic image.
The Chapter is arranged as follows:—
Section 3.1 discusses methods of forming of a discretized image field in an optimum 
reconstruction plane. This is a relatively trivial stage in the process, and usually the 
methods that are adopted are obvious approaches to the problem. Some tomographers 
have reported the use of variants of certain techniques; these are discussed. Emphasis
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is given to the practical implications of the assumption of two-dimensionality which 
is inherent in “planar” geotomographic reconstruction.
Section 3.2 compares the performance of four methods of tracing rays across a 
discretized velocity field. The ray tracing methods tested are:— the straight ray 
method; the method of circular arcs; the step-wise refraction method; the method of 
simulated annealing. These techniques are compared by examining the performance 
of each when used to trace rays across a variety of velocity fields.
In Section 3.3, the reconstruction algorithms that have been used most widely in 
geotomography are investigated. These are:— the algebraic reconstruction technique 
(ART); the simultaneous reconstruction technique (SIRT); the back projection 
technique (BPT); various least squares methods (LSQ); and two conjugate gradient 
methods (CG and LSQR). Certain variants and “enhancements” of the algorithms are 
studied in detail. The suitability of each algorithm for use in geotomographic 
reconstruction processing is assessed by examining its performance when applied to 
a variety of simulated tomographic systems.
Section 3.4 presents a summary of the preferred strategy for geotomographic 
reconstruction. This scheme is adopted for the tomographic processing of field data 
described in succeeding chapters.
3.1 TWO-DIMENSIONAL, DISCRETE TOMOGRAPHY
In most surveys pertinent to civil engineering site investigation, stations are located 
within boreholes or along the ground surface (Figure 2.1). Such surveys image a 
nominally planar region of the ground. The assumption of two-dimensionality is 
questionable when a survey involves non-coplanar projection endpoints, and when a 
survey includes significant lateral wave propagation routes. These aspects are 
considered in Section 3.1.1. Section 3,1.2 presents a review of methods of 
discretizing the reconstruction problem.
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3.1.1 Out-of-plane effects
The use of a “best fit” plane, to accommodate projections acquired between (almost) 
coplanar endpoints, is an obvious and sensible approach. It has been adopted by, for 
example, Bregman (1986) and By (1989). A suitable category of best fit plane is the 
plane situated such that the sum of the squares of the perpendicular distances of the 
instrument stations to the plane is minimised. The modified (coplanar) positions of 
the instrument stations are obtained by projecting the station points orthogonally onto 
the defined plane of reconstruction (Figure 3.1.1). The essential information which 
characterises a travel time projection can be transferred using the apparent velocity 
of the wave. The “best fit” strategy can also be applied to markedly non-parallel 
boreholes, but the validity of any two-dimensional tomogram derived from a survey 
having such a configuration would be suspect, regardless of the choice of plane.
As a result of projecting instrument stations onto the chosen plane, the modified ray 
path position will not coincide with the true ray. This will be problematic if there are 
significant variations in the velocity field normal to the plane, because the assumption 
that the apparent velocity of the true ray matches the apparent velocity along the 
modified ray will not be justified. These difficulties cannot be overcome directly. 
The extent of the problem can be reduced by careful planning when designing a 
survey: the eventual plane of reconstruction of a tomographic survey should be such 
that known lateral inhomogeneities will have a negligible influence. This can be 
achieved by, for example, setting boreholes such that the survey plane is parallel to 
the strike of any dipping strata.
Even in uniform host media, a wave of finite wavelength will “sample” material 
that is outside the plane of reconstruction. This phenomenon can be explained using 
Fresnel’s principle, which can be summarised, with reference to Figure 3.1.2, as 
follows. At some point P on the ray between source, 5, and receiver, R, let the wave 
front be given by the surface, W. Let the point g  be a member of a set of points on 
W such that the difference between the distance travelled from S to R  via f  or Q is 
less than a quarter wavelength. That is:
- 6 6 -
(SQR -  SPR) ^  (X/4) [3.1.1]
where X is the seismic wavelength. When this condition is satisfied, the signals 
received at R  via Q and P will interfere constructively. Thus, the set of points such 
as Q can be considered to form part of the “ray” or wave from S to R. Points P  and 
Q are said to lie in the first Fresnel zone of the wave.
The finite width of the Fresnel zone suggests that a nominally planar tomogram is 
more realistically conceived of as a “slab”, rather than a plane. The width of the 
Fresnel zone can be regarded as providing an upper bound limit on the amount by 
which out-of-plane events can be tolerated. For example, it is preferable that the 
distance by which a source or receiver station is “projected” onto the preferred plane 
of reconstruction (z ,^ in Figure 3.1.1) is less than the dimension that characterises the 
width of the Fresnel zone for a particular survey. This limitation on the maximum 
acceptable projection distance can be used to identify pairs of boreholes which are so 
non-planar that no suitable plane of reconstruction can be specified.
3.1.2 Discretization
With a finite number of tomographic projections, utilising wave energy of finite 
wavelength, it is not, in general, possible to reconstruct the spatial variation of the 
velocity of propagation of seismic waves in the ground as a continuous function. It 
is necessary to discretize the function to be reconstructed in order to allow the 
tomographic reconstruction problem to be posed in a manner that can be solved. 
(Any discussion of the discretization of a continuous function should include some 
reference to resolution: this aspect of the discretization problem is examined in 
Chapter 4.) Usually, discretization of a tomographically-surveyed zone takes the 
form of dividing the region of interest into non-overlapping square or, less 
commonly, rectangular cells or pixels. This approach has been adopted in the present 
work, and by most other geotomographers, largely because it is straightforward both 
conceptually and computationally. In some cases, triangular or circular elements have 
been used. For example, Bregman (1986) adopted the use of triangular cells in order 
to trace rays in a particular manner. (With a triangular element, the velocity gradient
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across the cell is such that the ray path within the cell is a circular arc.) Circular 
reconstruction cells were used by Mason (1981) and New (1985). Such “cells” , 
which may overlap slightly, can be considered as circular zones of influence around 
each point on a rectangular grid of points. If a ray falls within the radius of influence 
of a grid point, it will contribute to the velocity reconstructed at that point.
A quite different approach to the discretization of the reconstruction problem is the 
method of natural pixels (Buonocore et al., 1981; Michelena and Harris, 1991). This 
method uses “fat” rays which have a cross-section governed by the Fresnel zone for 
the wave. The apparent velocity of a seismic projection is considered to be associated 
with the volume of material in each beam-like ray. The intersections of these “fat” 
rays are termed natural pixels. Michelena and Harris (1991) described a back 
projection-type reconstruction algorithm which generated a velocity field using natural 
pixels. Michelena and Harris used simulated data to compare their implementation 
of the method of natural pixels with a cellular technique (specifically, the LSQR 
algorithm with square pixels). Their results did not suggest that the method of natural 
pixels was superior to the more conventional cell-based approach.
3.1.3 Summary
It has been suggested that two-dimensional tomography and the use of a plane of 
reconstruction is, unavoidably, an approximation. Out-of-plane seismic wave 
propagation can adversely affect a geotomographic survey, but it can be mitigated 
through careful design of the survey. The assumptions underlying implementation of 
“two-dimensional” geotomography can be summarised as follows:—
(i) that the Fresnel zone is narrow: in practice, this is equivalent to a requirement that 
the seismic wavelength is small and that the source-receiver separation is small;
(ii) that the seismic waves remain within the first Fresnel zone from the plane of 
reconstruction: that is, that the influence of lateral velocity variations is negligible;
(iii) that the instrument stations are coplanar, or, at worst, are within the width of the 
first Fresnel zone from the chosen plane of reconstruction.
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Various methods of discretizing the reconstruction problem have been identified 
from the literature. The commonest method is to divide the region to be imaged into 
square, non-overlapping cells; this straightforward technique has been adopted in the 
present work. With the exception of the use of triangular cells to allow the use of 
a particular ray tracing algorithm, it does not appear that other methods of image 
discretization offer notable benefits in two-dimensional geotomography.
3.2 RAY TRACING FOR VELOCITY TOMOGRAPHY
Ray tracing is a deterministic problem: given a velocity field and a set of physical 
rules for wave or ray propagation, it should be possible to trace a wave or a ray 
across that field. In practice, encoding an implementation of a ray tracing algorithm 
that is simultaneously robust and efficient — and which generates rays having travel 
times and ray paths that correspond with those that would be encountered on site — 
is neither a straightforward nor a trivial task. Different geotomographers have made 
use of two physical rules to model a first-arriving seismic event:— Snell’s law of 
refraction and Fermat’s principle of least time. Snell’s law can be derived from 
Fermat’s principle: the former is a corollary of the latter. However, Snell’s law does 
not express the full range of wave phenomena that are governed by Fermat’s 
principle, including diffraction. Wielandt (1987) stated that application of Snell’s law 
to trace a seismic event will not necessarily give rise to the minimum travel time 
wave across a velocity field, although it should yield the minimum travel time ray.
In this numerical study, various ray tracing techniques are investigated and 
compared. In Section 3.2.1, four selected methods of tracing rays are specified. In 
Section 3.2.2, the performances of computerized implementations of the techniques 
are compared, with the aim of identifying the method or methods which can be 
considered to be most suited to use in geotomography. Section 3.2.3 presents a brief 
discussion of whether “curved ray” (“non-linear” as it is sometimes termed) 
reconstruction processing is necessarily advantageous in all cases.
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3.2.1 Implemented methods of ray tracing
The methods selected for implementation and study were chosen on the basis of 
their general applicability to the problem of tracing rays for velocity tomography. 
In velocity tomography, it is the travel time of the first-arriving event that is of 
interest. The form of the ensuing wave train and the amplitude of the signal are not 
relevant when reconstructing a velocity tomogram. Numerical modelling techniques 
which supply these additional data are not considered here. Ray tracing has two 
fields of application in geotomographical processing — simulation analysis (“forward 
modelling”) and reconstruction. The typical velocity field encountered when forward 
modelling is relatively “smooth” and is likely to contain regular, large-scale velocity 
variations. The type of field usually encountered in a tomographic reconstruction has 
a more “speckled” appearance, with many small, irregular inhomogeneities.
The ray tracing techniques that have been selected for assessment are:— 
o the straight-ray method 
o the method of step-wise refraction 
o the method of circular arcs 
o the method of simulated annealing.
Descriptions of the algorithms, and their implementation, follow.
3.2.1.1 Straight ray
Under the straight ray method, a seismic wave is modelled as a ray which follows 
a straight path from source to receiver, regardless of the intervening velocity field. 
The method disregards refraction, diffraction and head wave generation. In general, 
the straight ray method cannot provide the minimum travel time path across a 
heterogeneous velocity field. Despite this disadvantage, the straight ray method 
remains popular, largely because it is simple to encode and quick to apply.
Implementation of the straight ray method is straightforward: the problem of 
determining the position of a ray and its length within a particular cell (in order to
-70-
form an element, dy, of the matrix D) is one of simple geometry. The nominal 
velocity, Vj, for the cell is assumed to be associated with the full area of the cell. 
Therefore, the travel time taken, by the i*** ray, to cross an individual cell is given by 
dij/vj. The total travel time for the ray to cross the field is given by the summation 
of such terms (Equation [2.8]).
Some attention must be given to the status of a ray which runs along the edge of a 
cell. This situation arises quite frequently in practice, because instrument spacings 
are often set to be integer values and one tends to select integer values for cell 
dimensions. Dyer (1988) suggested that non-integer cell sizes should be selected for 
the express purpose of avoiding this potential problem, or that affected rays should 
be omitted from the data set. Omission of good quality field data should be avoided, 
if possible. The problem can be overcome by instigating a consistent method of 
accommodating ambiguous rays that could be assigned to either one of a pair of 
adjacent cells. In this work, a ray that travels horizontally along the interface 
between two cells is assigned to the lower cell. If travelling vertically between two 
adjacent cells, the ray is assigned to the left-most cell.
3.2.1.2 Step-wise refraction
The ray tracing method that is here referred to as step-wise refraction is based on 
an approach given by Langan et al. (1985). In the method of step-wise refraction, 
rays are traced across a cellular velocity field, following routes governed by Snell’s 
law of refraction. Refraction is suppressed at cell boundaries, but ray deviation is 
permitted to occur within a cell. The extent of this ray path deviation is governed by 
the velocity gradient across the cell, which is influenced by the cell velocity values 
of its immediate neighbours. A description of the method is set out in Appendix E.
Step-wise refraction is an initial value technique: the initial position of the ray is the 
seismic source; the initial direction of the ray can be varied. In order to trace a ray 
to the required endpoint (the receiver), a search is canied out by “shooting” trial rays 
at various angles to determine the minimum travel-time ray from source to receiver.
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In practice, the search starts with a coarsely-spaced fan of rays which are traced 
outwards, in turn, from the source. In the implementation used here, a nominal 
receiver “borehole” target is defined by an imaginary line through the receiver, 
perpendicular to the source-receiver line. Pairs of rays in the coarse fan which 
intersect this line at points bracketing the receiver are identified. Subsequently, a 
more finely-spaced fan of rays is traced between each such pair of bracketing rays. 
The method of bisection, acting on the initial angle of propagation of the ray, is used 
to identify efficiently the minimum travel time ray which intersects the position of the 
receiver to within some acceptable tolerance.
Ray-linking, which is the process of searching for and identifying the minimum 
travel time ray that links a particular source-receiver pair, is a potential weakness of 
the method of step-wise refraction and, indeed, of all ray-shooting strategies. Ray- 
linking may be difficult across a velocity field which displays small-scale 
inhomogeneities because such features can act as “lenses” which can cause a ray to 
deviate from its general path. Consider the illustrative example of a single rogue 
reconstruction cell in an otherwise uniform field. If this cell lies near to a receiver, 
it may be difficult to trace rays to that instrument because approaching rays will be 
deflected at the velocity contrast.
3.2.1.3 Circular arcs
The method of circular arcs is based on a suggestion by Côte et al. (1988). It is 
a ray bending method in which the ray shapes that are considered in the search for 
the minimum travel time ray path are restricted to be arcs of circles. The method of 
Côte et al. can be considered to invoke Fermat’s principle, as it is designed to 
identify the (arc-shaped) minimum travel time route between a source and receiver.
In the implementation of the method of Côte et al. that has been used here, each 
source-receiver pair is considered to lie at the ends of a chord of a circle (refer to 
Figure 3.2.1). Various trial circles, having centres lying along the perpendicular 
bisector of the source-receiver line, are generated. Both the minor and the major arc
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of each chord are considered as possible ray paths, and the travel time along each is 
determined. Circular arcs which pass beyond a region bordered by the instrument 
stations (“the edge of the tomogram”) are discarded. The length (djj) of a trial ray 
within a cell is calculated as follows. The points of intersection (if any) of the trial 
circle and the sides of a cell are determined. The angle {d, in Figure 3,2.1) that this 
pair of circumferential points subtends at the centre of the circle is calculated. 
Multiplying this angle with the known radius of the circle gives the arc length (djj), 
which is the distance travelled by the i* “ray” within the j* cell. The travel time 
along each arc of the circle is determined from the sum of the contributions from all 
the cells traversed (Equation [2.8]).
The search for the minimum travel time ray is performed in two stages. Firstly, 
relatively coarsely-spaced circles are generated. (Circle “spacing” is defined as the 
distance between the centres of the circles along the perpendicular bisector of the 
source-receiver line.) From the set of trial circles, the circular arc (major or minor) 
having the least travel time is identified. A more finely-spaced search is performed 
in the neighbourhood of this arc-ray, using the method of bisection on the centres of 
the circles. The search is halted when the difference between the travel times of the 
trial rays falls below a pre-set “tolerance” value: beyond this, further searching would 
be unproductive. The straight ray from source to receiver is also traced, in order to 
determine whether this provides the minimum travel time route in a particular case.
3.2.1.4 Simulated annealing
The method of simulated annealing is a general technique of combinatorial 
optimisation which has been applied by the author to solve the ray tracing problem, 
using ray-bending. The basis of the method of simulated annealing and details of the 
manner in which it has been applied to the ray-bending problem are presented in 
Appendix F.
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3.2.2 Comparisons of implemented methods of tracing rays
In this Section, the four methods of ray tracing of Section 3.2.1 are compared 
quantitatively with regard to several aspects of their performance. The aim of these 
comparisons is to examine the characteristics of each technique which can be 
considered preferable when tracing rays for seismic velocity tomography. The bases 
for comparison are:—
•  the travel times that are generated;
•  the positions of the traced ray paths;
•  the “robustness” of the methods;
•  the speed of processing.
These criteria are discussed, in sequence, in the succeeding sub-sections.
Three numerical velocity models are used in this comparative study:—
Model (i): a two-layer field with a 1:2 velocity contrast;
Model (ii): a square, low-velocity inclusion in a uniform field;
Model (ill): a chessboard pattern.
Figure 3.2.2 specifies the test fields in more detail. Models (i) and (ii) are intended 
to characterize certain component features that are commonly encountered within the 
patterns of variation of the seismic properties of the ground. These “smooth” fields 
provide, in particular, a test of the applicability of the ray tracing methods to data 
simulation. Model (iii) is intended to represent a “noisy” velocity field and, 
therefore, provides a specific test of the usefulness of the ray tracing algorithms in 
tomographic reconstruction processing.
In the numerical tests described below, the various ray tracing methods specified in 
Section 3.2.1 were used to trace 100 rays across the numerical velocity fields of 
Figure 3.2.2. The rays were arranged in a typical cross-hole tomographic 
configuration. The positions of the endpoints of the rays, relative to the velocity 
fields, are indicated in Figure 3.2.2.
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3.2.2.1 Travel times
A minimum travel time ray which has been traced accurately across a numerical 
velocity field will have a travel time that matches the first-arrival time that would be 
observed for a seismic wave traversing the same field. In reconstruction processing, 
calculated travel times are required to be accurate because reconstructed cell velocities 
are computed using, inter alia, the vector of theoretical travel times, t  (Equation 
[2.9]). If accuracy of travel times cannot be achieved, a ray tracing algorithm for use 
in curved ray reconstruction processing should be capable of providing rays having 
travel times which are accurate to within the estimated observational errors in the 
field data. This imprecision is acceptable because the current tomographic estimate 
of the velocity field across which rays are being traced will itself be in error. When 
forward modelling, accurate calculated travel times are essential because, in a 
simulation study, one is often interested in investigating the influence of travel time 
errors in a data set. A simulated data set ought to be free of errors or inconsistencies 
unless these are intentionally superimposed on the synthesised data.
To assess the travel times calculated by the ray tracing algorithms of Section 3.2.1, 
it is necessary to have a set of travel times which can serve as a datum or reference 
by which the performance of the algorithms can be compared. The reference data set 
need not itself be correct, although that would be most useful.
For the two-layer model. Model (i), two reference sets were formed using travel 
times obtained by applying Snell’s law of refraction directly to the two-layer case. 
Some non-general computer code was written specifically for this task. (This code 
was fully independent of the ray tracing software under investigation here.) The 
exact, analytical code permitted rays to refract at the interface between the two 
velocity zones, and also included the facility to identify possible head wave events 
along the interface. One reference set for Model (i) incorporated minimum travel 
times selected from straight rays, non-critically refracted rays and critically refracted 
rays (head waves). The other reference set incorporated straight rays or non-critically 
refracted rays only. The set of reference travel times for Model (ii), the square
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inclusion in an otherwise uniform field, was obtained using the same analytical code. 
Thus, refracted events were included in the reference data set for Model (ii). For the 
chessboard model. Model (iii), the reference travel time data set was generated under 
an assumption of straight ray propagation. In this case, straight rays provide an 
arbitrary reference with which to compare the “curved ray” algorithms.
The results of the investigation of the travel times calculated using the four ray 
tracing algorithms of Section 3.2.1 are presented in Figures 3.2.3 to 3.2.5. The 
travel time for each ray in the relevant reference set is plotted along the x-axis. The 
travel time for the corresponding traced ray is plotted along the y-axis. If the times 
are equal, the points will lie along the line y=x (which is displayed as a dotted line 
across each plot). If a traced ray has a travel time that is less than that in the 
reference set, then the plotted point will fall below the line y=x; conversely, a higher 
calculated travel time is manifested as a point lying above the line.
Figures 3.2.3 (a) to (d) present the travel times calculated across Model (i) using 
the four methods. These times are compared with the reference set which includes 
travel times for head waves, direct and refracted events. Figures 3.2.3 (e) to (h) also 
present the travel times calculated across Model (i), but these data are compared with 
the reference set which includes direct and refracted rays only.
The straight ray method was unable to generate the full set of minimum travel time 
routes across the two-layer field (Figures 3.2.3 (a) and (e)). Data points in Figures
3.2.3 (a) and (e) which fall on the line y=x are associated with rays that are distant 
from the velocity interface and which, therefore, are unaffected by refraction. The 
method of circular arcs generated travel times which are close to the reference set 
produced from the analytical code incorporating an exact head wave model (Figure
3.2.3 (b)). The method of simulated annealing also identified propagation routes 
having travel times which are generally close to those of exact head waves (Figure
3.2.3 (d)). These conclusions are reinforced by Figures 3.2.3 (f) and (h): the 
methods of circular arcs and simulated annealing both identified a number of ray 
paths which are quicker than those provided by permitting only non-critical refraction
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at the interface. The paths of these rays follow, approximately, those of head waves 
(refer to Figure 3.2.7; Section 3.2.2.2). Figure 3.2.3 (c) is, approximately, a 
reflection of Figures 3.2.3 (f) and (h) in the line y=x: the method of step-wise 
refraction is able to generate non-critically refracted ray paths, but is unable to 
generate head-wave ray paths. The latter observation is confirmed by inspecting 
Figure 3.2.3 (g): the travel times of the rays traced by the method of step-wise 
refraction coincide closely with those obtained when using exact analytical code which 
permits only non-critical refraction at the velocity interface.
Figures 3.2.4 (a) to (d) present the travel times calculated across Model (ii), the 
low-velocity inclusion. These values are compared with a reference data set which 
incorporates travel times for direct rays and refracted events: head waves were not 
encountered in this example.
The travel times of the rays traced under an assumption of straight ray propagation 
are similar to those in the (refracted) datum set (Figure 3.2.4 (a)). The slight 
differences between the two sets of travel times result from the refiraction and, hence, 
deviation, at the boundaries of the low-velocity feature, of certain of the rays in the 
reference set. The method of circular arcs identified some propagation routes which 
are faster than those given by applying Snell’s law of refraction to the Model (ii) 
(Figure 3.2.4 (b)). The arc-rays in the vicinity of the inclusion by-passed the feature, 
and are comparable with diffraction events. The method of simulated annealing also 
identified propagation routes which by-passed the low-velocity inclusion (Figure 3.2.4
(d)). Figure 3.2.4 (c) displays a combination of the features shown in Figures 3.2.4
(a), (b) and (d). The method of step-wise refraction generated a number of high­
speed propagation routes which skirted the low-velocity zone. However, some of the 
rays traced by the step-wise method followed paths which refracted across the 
inclusion and, in consequence, these rays acquired lengthy travel times. Thus, the 
set of rays traced across Model (ii) by the method of step-wise refraction include 
several categories of propagation route. It is suggested in Section 3.2.2.3 that 
arbitrary “mixing” of categories of traced ray should be avoided because it results in 
an inconsistent set of travel times.
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Figure 3.2.5 (a) presents the travel times calculated by the method of circular arcs 
across the “noisy”, chessboard field (Model (iii)) compared with travel times 
calculated assuming straight-ray propagation. The method of circular arcs was able 
to seek out certain propagation routes across the checkered field that were speedier 
than those given by straight paths. This is a valuable characteristic of the method of 
circular arcs: it suggests that the circular arcs algorithm would be suitable for use in 
curved ray tomographic reconstruction processing.
Figure 3.2.5 (b) presents travel times calculated across the checkered field using the 
method of simulated annealing, compared with values determined assuming straight 
ray propagation. The times obtained using simulated annealing are, in all cases, less 
than those calculated by the straight ray method and, moreover, less than those 
calculated by the method of circular arcs (Figure 3.2.5 (a)). The method of simulated 
annealing identified ray paths which zigzagged across the velocity field, via cell 
comers, in such a manner that each ray travelled within the higher velocity zones for 
the majority of its length. Such thoroughness in the search for a minimum travel time 
path is not necessarily a useful characteristic for a ray tracing algorithm that is to be 
used in seismic tomographic processing. In a tomogram, a lone high-velocity cell is 
likely to be a rogue cell. It is undesirable that a ray tracing algorithm should act to 
seek out unrealistically convoluted minimum travel time paths which cross such 
artefacts, because it is unlikely that the corresponding seismic energy, of finite 
wavelength, would have traversed the associated region of ground. It is problematic 
that rays are assumed to be of infinitesimal thickness whereas, according to Fresnel’s 
principle, a wave must be considered to have some “width”.
The method of step-wise refraction failed to identify any propagation routes across 
the chessboard field (Model (iii)). Ray tracing failures of this type are considered in 
Section 3.2.2.3, in a discussion of robustness.
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3.2.2.2 Ray paths
In tomographic processing, it is necessary to determine the path followed by a ray 
in order to form the matrix of ray segment lengths, D. Ray paths should be located 
in their correct general position within the zone of reconstruction. If a ray is wrongly 
positioned to a marked degree, it is likely that the wrong reconstruction cells will 
assigned propagation velocities of a magnitude governed by that ray. Some latitude 
in the position of a ray traced during reconstruction processing is permitted because 
the intermediate estimate of the velocity field across which the ray is traced will itself 
be in error.
There is no very succinct method of displaying or comparing the positions of traced 
ray paths. A picture of a full pattern of tomographic ray coverage is usually 
impenetrably black when printed on paper, and the paths of individual rays cannot be 
discerned. Here, rays between two source-receiver pairs spanning Model (i), the 
two-layer field, are used as representative examples with which to demonstrate the 
performance of the four algorithms.
Figure 3.2.6 shows sketches of the rays traced between a deep source and a shallow 
receiver, using the straight ray method, the method of circular arcs, the method of 
step-wise refraction and the method of simulated annealing. The Figure also shows 
the position of the ray that was traced across the two-layer model using the computer 
code which incorporated an exact analytical implementation of SnelTs law. The latter 
ray coincided closely with the ray that had been traced using the method of step-wise 
refraction. The rays generated by the methods of circular arcs and simulated 
annealing did not coincide with the exact, refracted ray path position. Nevertheless, 
both of these algorithms acted to reduce the length of the ray path which was located 
within the slow (upper) layer of the model. In comparison, a significant proportion 
of the length of the ray traced using the straight-ray method fell within the low- 
velocity region: this ray is not a minimum travel time ray.
-79-
The ray that was traced using the method of simulated annealing included several 
“kinks” . The scale and frequency of such defects is dependent on the annealing 
schedule that is used (refer to Appendix F). Unfortunately, it is impractical to specify 
an annealing schedule which allows ultra-slow “cooling”, as this approach demands 
excessive amounts of C.P.U. time (refer to Section 3.2.2.4 and Geman & Geman, 
1984). This is a weakness of the method of simulated annealing.
Figure 3.2.7 presents sketches of the rays traced between a source-receiver pair 
located just above the interface of the two-layer model. In this case, the first-arriving 
event is a head wave. The exact ray path of the analytically-determined head wave 
is indicated in the diagram. The straight ray method and the method of step-wise 
refraction failed to generate rays in the vicinity of the head wave ray path. The 
method of circular arcs and, most successfully, the method of simulated annealing 
generated rays having positions which were acceptably close to that of the exact (head 
wave) solution. The latter two methods gave rise to rays which “dipped” into the 
high-velocity layer and then moved back into the lower velocity layer. The position 
and travel times of these rays could serve as satisfactory approximations of a true 
head wave. Neither method requires that the refractor horizon is smooth or distinct. 
In a partially completed reconstruction, a refractor horizon will not be distinct, and 
so these methods could be used in the processing of a field data set which 
incorporates head wave arrivals (refer to Section 2.3.1).
S.2.2.3 Robustness
If a particular seismic event existed or could exist in reality, then a robust ray 
tracing package would not fail to trace the corresponding ray between the relevant 
source and receiver during reconstruction processing or forward modelling. In 
addition to software blunders, common causes of lack of robustness or poor ray- 
linking capability in a ray tracing package include the following:—
•  the use of a too-approximate or an inappropriate ray tracing 
algorithm, which does not incorporate the physical laws which can 
define the ray path;
-8 0 -
•  noisy or erroneous intermediate estimates of the velocity field;
•  inadequate searching routines to identify ail possible “candidate” 
rays, as well as the final, preferred, minimum travel time ray;
•  the use of inappropriately tight numerical tolerances in calculations 
(for example, one may demand that a traced ray passes exactly through 
a receiver target, rather than allowing it to pass within, say, a few 
centimetres of the target station).
Failure to trace a ray in a reconstruction of field data is wasteful of resources. 
Moreover, failure to trace a significant proportion of the rays in a projection data set 
can adversely affect a tomographic image, since the tomogram may include a bias 
arising from the inclusion of only those rays that could be traced successfully.
Some means of quantifying the robustness of a ray tracing algorithm is required. 
Here, ray-tracing robustness is defined as:—
(number o f ravs successfully traced) x  100 [3.2.1]
(total number o f rays in the data set)
The robustness of the four methods of ray tracing of Section 3.2.1, when applied to 
the three test fields (Models (i) to (iii); Figure 3.2.2), are presented in Table 3.2.1.
The straight ray method, the method of circular arcs and the method of simulated 
annealing are robust (Table 3.2.1). When using these algorithms, a ray is defined as 
passing through the source and the receiver station, regardless of the intervening 
media. Therefore, the ability to trace a ray — albeit perhaps an inaccurate ray — 
is not vulnerable to “noise” in the velocity field. The method of step-wise refraction 
is not robust (Table 3.2.1). Model (iii), the “chessboard” field, was intended to 
provide a test in which the ray tracing algorithms were presented with a noisy field. 
The failure of the method of step-wise refraction in this case suggests that this method 
is unsuited to use in tomographic reconstruction processing.
It is possible that the straight ray algorithm could be used in conjunction with a non- 
robust curved ray tracing method in order to supply any missing rays which the latter 
technique failed to trace. A straight ray “over-ride” facility would also serve to
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provide exactly straight rays in situations in which a curved ray tracing algorithm is 
incapable of producing such rays. (For example, in an heterogeneous field, the 
method of step-wise refraction and the method of simulated annealing may generate 
nominally “straight” rays which actually include many small kinks (refer to Figures 
3.2.6 and 3.2.7). The method of circular arcs would be required to generate a circle 
of infinite radius in order to form a straight ray.) The use of a “straight ray over­
ride” is not recommended for use with non-robust curved ray algorithms, since it 
could result in a t  vector (Equation [2.9]) which contains an irregular assortment of 
incompatible travel times, as provided by the straight or curved ray methods. It 
would be difficult to discriminate between the following two cases:—
(a) a traced ray that is straight because this is the correct answer;
(b) a traced ray that is straight because the ray tracing algorithm failed 
to find the correct (curved) minimum travel time ray.
The inadvertent inclusion of inappropriate straight ray travel times within t would 
have a deleterious effect on the resulting tomographic image. The use of a “straight 
ray over-ride” should not cause any complications when incorporated within a robust 
curved ray tracing scheme.
This Section has been concerned with the numerical ruggedness of the ray tracing 
routines. It was stated in the Introduction to Section 3.2.2.3 that the rays of interest 
“existed or could exist in reality” . The preceding discussion of robustness should not 
be interpreted as suggesting that a ray tracing routine must always successfully 
generate rays for all source-receiver combinations. In the field, there can exist 
“shadow zones” which the energy from a particular seismic source cannot reach. 
Under certain circumstances, a shadow can be encountered on the lee side of an 
inclusion (refer, for example, to Wielandt, 1987). If a receiver lies within a shadow 
zone, no seismic arrival will be detected at that instrument station. Therefore, there 
can be situations in which no ray should be traceable between a given source and 
receiver. A computerised ray tracing algorithm which permits the calculation of a ray 
path and a travel time between such a source-receiver pair would be in error. This 
error would have arisen because no suitable constraint was imposed within the 
formulation of the algorithm to preclude the generation of the ray. Three of the four
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algorithms described here, namely the straight ray method, the method of circular 
arcs and the method of simulated annealing, are particularly vulnerable to this form 
of error. These algorithms generate ray paths which are governed, in the first 
instance, by geometrical considerations which do not adhere closely to the physical 
laws of wave propagation. The problem of generating theoretical rays which could 
not exist as seismic waves in the ground does not affect tomographic reconstruction 
as significantly as it does forward modelling. A geotomographic data set will contain 
null entries corresponding to source-receiver pairs for which no field projection data 
were available. Therefore, only those rays in a tomographic data set for which 
projection data were successfully acquired in the field should be expected to be 
traceable. When forward modelling, which sub-set of rays from the entire 
combination of source-receiver pairs should be traceable is less well-defined.
3.2.2.4 Speed of processing
The three curved ray tracing methods tested here — circular arcs, step-wise 
refraction, simulated annealing — are “searching” techniques. An inefficient 
searching algorithm or an inefficiently encoded implementation of such an algorithm 
can result in software which takes hours to run. The time required to apply a 
reconstruction algorithm is, typically, a few minutes only. The time required to trace 
rays across a tomographic velocity field usually dominates the C.P.U. demands of 
curved-ray tomographic reconstruction.
Strictly, a curved ray reconstruction will require a new estimate of the D matrix at 
each iteration since the reconstructed field will change at each cycle. In general, the 
overall form of the reconstructed field will be produced within the first few iterations, 
and some authors have reported that they re-use a hard-earned D matrix over several 
consecutive iterations. In either case, the ray tracing routine will be re-applied at 
least once during processing: the need for a fast routine is clear.
Table 3.2.2 presents the average C.P.U. requirements of the four ray tracing 
methods of Section 3.2.1 in the numerical tests based on Figure 3.2.2. The values
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given in Table 3.2.2 have been normalised (with respect to the C.P.U. time required 
by the straight ray algorithm) because the absolute processing time needed by any 
depends on the computing hardware that is used. The tabulated values for the curved 
ray algorithms are sensitive to the thoroughness — or zeal — with which the search 
for minimum travel rays is conducted in each case. Nevertheless, these figures do 
serve as a guide to the relative C.P.U. demands of these algorithms.
The three curved ray methods take considerably longer to run than does the straight 
ray method. The method of circular arcs and the method of step-wise refraction 
require similar amounts of C.P.U. time. Therefore, any decision in favour of one 
or other of these techniques should be based on some criterion other than processing 
time. The method of simulated annealing requires an excessive amount of computer 
processing time, as compared with the three other ray tracing methods tested here. 
Moreover, the processing time required by the method of simulated annealing will 
depend on the annealing schedule (Appendix F) that is used: the schedule that was 
adopted for this work was modest — hence the “kinks” in Figures 3.2.6 and 3.2.7. 
On this basis, it appears that the method of ray tracing by simulated annealing would 
be most unsuited to implementation in a geotomographic processing package that was 
intended for use in a commercial environment.
3.2.3 Discussion of curved ray reconstruction processing
It is, perhaps, useful to review why it is necessary for a tomographic software 
package to include the facility to trace non-straight rays. The manner in which rays 
deviate from a straight path due, for example, to refraction and diffraction at stiffness 
or density contrasts has already been described in Chapter 2. With reference to the 
plots of Section 3.2.2.1, the magnitudes of the timing discrepancies which arise from 
neglecting such phenomena can be significant. It is necessary to show that a curved 
ray tracing method can, when used in conjunction with an iterative reconstruction 
algorithm, lead to the generation of a tomographic image that is superior to one 
produced using straight rays. It is emphasised that this superiority should not be 
assumed.
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Where refraction effects are thought to be slight, a straight ray reconstruction may 
be found to be adequate. In this case, the effort required to perform a curved ray 
reconstruction would be unjustified. Chapter 5 and Section 6.3 present tomograms 
generated from travel time projection data acquired at sites at which velocity 
variations are low: the use of curved ray processing did not yield tomographic images 
significantly different from those produced assuming straight ray propagation.
Results presented in Section 6.1 illustrate the effects that significant ray path 
deviation can have on the appearance of tomograms generated from data acquired at 
stratified sites where velocity contrasts are high. For this site, application of curved 
ray reconstruction processing yielded tomograms having a more realistic form than 
those generated by straight-ray processing. As described in Chapter 2, the basis of 
curved ray iterative reconstruction is the assumption that errors in the calculated 
travel times (t. Equation [2.9]) which arise from errors in the position of the traced 
ray are negligible in comparison with the effects of the inaccuracy of the current 
estimate of the velocity field. If, in a particular case, this assumption is invalid, then 
curved ray reconstruction may not provide a satisfactory tomogram.
Regardless of whether or not one is able to improve a tomographic reconstruction 
by incorporating possible refraction effects, the facility to trace curved rays should 
be available in any well-equipped geotomographic computer package in order to 
permit a full and thorough forward modelling (data simulation) analysis. When 
pleuming a survey, it is most important to quantify effects such as, for example, 
refraction, which can affect the feasibility of a survey.
3.2.4 Summary and conclusions
In this Section, four methods of tracing rays across a velocity field have been 
investigated in order to determine their suitability for use in forward modelling and 
tomographic reconstruction processing. These techniques are:— the straight ray 
method; the method of circular arcs; the method of step-wise refraction; the method
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of simulated annealing. Of these algorithms, the method of circular arcs appears to 
be the technique that is most suited to use in reconstruction processing.
The straight ray method is robust (that is, it does not fail to trace rays, even across 
“noisy” velocity fields). In general, when applied to heterogeneous fields, the 
straight ray method generates rays having inaccurate positions and inaccurate 
calculated travel times. The method is quick to apply.
The method of circular arcs is also robust. Further, the method of circular arcs has 
been found to trace rays having paths and travel times which are, in general, 
acceptably close to those of refracted rays and, if present, head waves. The manner 
in which the method of circular arcs mimics a “head wave” is such that the procedure 
would not be susceptible to irregularities along the refracting interface. This is useful 
since, during reconstruction processing, an interface between strata may not yet have 
been imaged clearly as a smooth horizon. The method of circular arcs requires 
acceptably moderate levels of C.P.U. time and, therefore, it can be incorporated 
within commercially-applied software.
The method of step-wise refraction is not robust: the technique failed to trace any 
rays across a noisy velocity field. The method of step-wise refraction can trace rays 
across a relatively smooth velocity field consisting of spatially-extensive 
inhomogeneities. These rays follow the paths of refracted rays, but not the (critically 
refracted) paths of head waves. The method of step-wise refraction has relatively 
modest C.P.U requirements, of a similar order of magnitude to those of the method 
of circular arcs.
The method of simulated annealing has been found to be robust. The technique 
generated rays with paths and travel times which match closely those of refracted rays 
and, where appropriate, head waves. As with the method of circular arcs, the 
manner in which the method of simulated annealing approximates the ray paths of 
head waves is such that the disruptive influence of irregularities along a tomographic 
estimate of a refracting horizon would be slight. However, when applied to a very
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“noisy” field, the method of simulated annealing can act to find minimum travel time 
ray paths which have unrealistically convoluted forms. The processing time of the 
method of simulated annealing is extremely prolonged. The considerable C.P.U. 
requirements of the technique would, probably, prevent the commercial adoption of 
the method with currently-available hardware.
For forward modelling, all three curved ray methods offer certain useful properties, 
since the velocity fields used in data simulation exercises are usually free from 
inhomogeneities of the type that have been shown to cause problems for the methods 
of step-wise refraction and simulated annealing. The method of step-wise refraction 
can provide non-critically refracted rays, and the methods of circular arcs and 
simulated annealing can generate ray paths similar to those of head waves. 
Therefore, when forward modelling, it may be useful to make use of more than one 
curved ray algorithm, and then to select, for each projection, the appropriate 
(minimum travel time) ray. The methods of circular arcs and simulated annealing can 
identify minimum travel time routes which by-pass low-velocity inclusions in a 
manner that is not supported by Snell’s law. In Chapter 4, it is suggested that 
seismic first-arrivals may by-pass low-velocity features in certain circumstances, and 
so this aspect of these methods can usefully be exploited.
3,3 RECONSTRUCTION ALGORITHMS
The following reconstruction algorithms are investigated in this study:— 
o the algebraic reconstruction technique (ART) 
o the simultaneous iterative reconstruction technique (SIRT) 
o the back projection technique (BPT) 
o the method of conjugate gradients (CG) 
o the LSQR algorithm of Paige and Saunders (1982) 
o a variety of least-squares methods (LSQ)
Emphasis is given to finding the optimum practical method or methods which could 
be incorporated in a geotomographic software package. In cases in which no clear- 
cut optimum can be identified, preference would be given to the method that can be
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implemented and applied with most ease. For example, if two techniques produce 
comparable tomograms, the method that is most easily used (e.g.: fewest a priori 
assumptions; lowest C.P.U. demands) would be preferred. The rigour of the 
comparison between the algorithms is moderated by the need to identify a 
reconstruction strategy that can be used in practice.
AU the methods can be considered to be well-established (Chapter 2). However, 
the performance of some of the algorithms when applied to inconsistent, under­
determined systems is not well-defined. This uncertainty has not always been fully 
acknowledged in the geotomographic literature of recent years, and so it is of use to 
reconsider the performance of all the methods in basic terms.
The algorithms each have differing approaches to the reconstruction problem and 
each has a correspondingly different mathematical basis. Some variants of the 
algorithms include aspects which cannot be incorporated within the other methods. 
An attempt to compare the algorithms by re-casting their respective formulations in 
terms common to all of the methods would, therefore, necessitate a degree of 
simplification which may invalidate such a comparison. Here, the comparative 
assessment of the algorithms takes the form of an investigation of their respective 
performances when applied to simulated numerical examples. This approach has 
many advantages over tests based on field data, not least that the model used in a 
simulation study is known. It can be divided into cells which correspond with those 
used in the reconstruction, thereby avoiding the introduction, into the tomographic 
system, of inconsistencies associated with trying to reconstruct a continuous field 
using a discretized model. The use of a cellular simulation field allows a cell-by-cell 
comparison between the original (correct) model and tomogram (see Test 1, Section 
3.3.4.1). Cellular discretization errors can be introduced intentionally into an 
analysis, thus permitting an investigation of their influence, under controlled 
conditions (see Test 2, Section 3.3.4.2). In a simulation study, travel time projection 
sets can be edited to mimic the influence of travel time picking errors. Such errors 
can be introduced in a controlled manner and to a known degree (Tests 1 and 2).
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Section 3.3 is organised as follows:—
□ In Section 3.3.1, the formulations of the BPT, ART, SIRT, CG, LSQR and LSQ 
algorithms used in this investigation are specified.
□ Section 3.3.2 discusses the types of solution generated by different algorithms.
□ Section 3.3.3 describes and defines various statistical measures which allow 
quantitative comparisons to be made between tomograms.
□ In Section 3.3.4, two numerical simulations are used to study and compare the 
performance of the algorithms.
□ In Section 3.3.5, some enhancements and algorithm variations which may improve 
the performance of the reconstruction methods are discussed and investigated.
□ In Section 3.3.6, the computing time required to run a reconstruction is compared 
for the various algorithms. Methods of monitoring the convergence of iterative 
reconstruction algorithms are considered.
□ Section 3.3.7 summarises the results obtained and the conclusions that were 
reached within Section 3.3. A subject that was discussed inconclusively in Chapter 2, 
namely “choosing a reconstruction algorithm”, is re-addressed in the light of the 
preceding results.
3.3.1 Descriptions of implemented algorithms
The algorithms investigated in this study are ART, SIRT, BPT, LSQ, CG and 
LSQR. These abbreviations are used as generic names, and so it is necessary to be 
precise when specifying the details of an implementation of an algorithm. 
Descriptions of the specific forms of the algorithms that have been used here, with 
several variations, are presented in the succeeding sub-sections.
3.3.1.1 BPT
Two variations of the back projection technique have been used in this study. The 
first is the weighted form of back projection specified in Equation [2.12]. This 
method will be referred to as BPT. The second is the simple, unweighted technique 
described by Dyer (1988). This method (here, called SBPT) sets the propagation
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velocity within a cell to be the average of the apparent velocities of rays which cross 
the cell. Each ray contributes equally to the calculated velocity, regardless of 
whether the length of the segment of the ray within the cell is large or small. The 
reconstructed slowness in the cell is given by SBPT as:
w. =
Eisl
Pi
/: [3.3.1]
where p; is the observed travel time of the i“* ray which crosses the j*^  cell; /j is the 
straight line length of that ray; and is the number of rays that traverse the cell. 
The back-projection methods are not iterative.
3.3.1.2 ART
The following is the formulation of ART that has been implemented in this study. 
An extension of the notation of Section 2.4.3 is used. Let the initial estimate of the 
slowness (reciprocal velocity) field be an arbitrary vector, w. Let pj be the observed 
travel time for the i* ray across the true velocity field. Let tj^ q) be the calculated time 
for the i*^  ray across the q* estimate of the field (Equation [2.8]). Let the correction, 
due to the i* ray, for the slowness within the cell of the q^ estimate of the velocity 
field be given by:
[3.3.2]
E W )j=i
During the q^ iteration, the slowness within the j* cell, Wj^ q), is updated to w'j(q) using 
the correction due to the i**" ray, thus:
W'j(q) =  Wj(q) 4- C[j(q) [3.3.3 (i)]
Correction terms for a cell (Equation [3.3.2]) are determined using each ray in turn, 
and Equation [3.3.3 (i)] is applied, up to m times, as each correction term is 
calculated. The (q-f-1)*^  estimate of the slowness field is obtained when all cells have 
been updated using all rays, so:
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j^(q+i) j^(q) 52 i^j(q) [3.3.3 (ii)]i=l
This defines an iteration of ART.
Herman et al. (1973) specified three forms of ART. These variants address the 
permissible physical limits on reconstructed velocities (or slownesses): reconstructed 
values can be unconstrained; values can be constrained to be non-negative; or values 
can be constrained to lie within a specified band. Herman et al. described thèse 
algorithm variants as unconstrained reconstruction processing (abbreviated to URP), 
partially constrained reconstruction processing (PRP) and fully constrained 
reconstruction processing (FRP). Equations [3.3.3 (i)] and [3.3.3 (ii)] express 
ART-URP. In ART-PRP:
{0 if (Wj(^+C,(^)<0 [3.3.4]
In ART—FRP, between slowness limits of a and b (where a<b):
{b if
w/(« = if p.3.5]
{a if
A variation of ART involves the introduction of a relaxation factor, / ,  to modify the 
magnitude and, hence, influence of the cell correction terms. This factor lies within 
the range 0 and 2. It is applied by replacing the terms in Equations [3.3.3 (i)], 
[3.3.4] and [3.3.5] by (/iQj^q)). A value of /between zero and unity is termed under­
relaxation, whilst a value of/betw een 1 and 2 is described as over-relaxation.
3.3.1.3 SIRT
The following is the formulation of SIRT that has been used in this study. Let the 
correction, C;j(q), to the slowness of the cell due to the i* ray be given by:
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[3.3.6]
E W )j=i
The average of the correction terms, C/q), for the cell is given by
m
'ij(q)_ :=1
"j(q)C,., = 2 ± _  [3.3.7]
and where nj is the number of rays which traverse the cell, and nj>0. This 
averaged correction is applied to the current estimate of the slowness field, Wj(q) to 
give the (q+1)’^  estimate of the slowness within the j* cell, Wj(q+D, thus:
j^(q+i) ” i^(q) ''' j^(q) [3.3.8]
An iteration is completed when all cells have been corrected in this manner once.
As with ART, three levels of constraint can be imposed on the magnitudes of the 
reconstructed values: URP, PRP and FRP. Equation [3.3.8] expresses SIRT-URP. 
In SIRT-PRP, Equation [3.3.8] is replaced by:
{w* + if
{0 if (W jw+q^)<0 [3.3.9]
For SIRT-FRP between slowness limits a and b (a<b). Equation [3.3.8] becomes:
{b if
if a<(Wj,^+Cj,^)<b [3.3.10]
{a if
The averaged cell correction term can be modified by a relaxation factor, / ,  where 
(0 < /< 2 ) . This is accomplished by replacing the cell correction terms, Cj^ qj, in 
Equations [3.3.8] to [3.3.10] by /.Cj^q)).
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3.3.1.4 CG
The CG algorithm used in this study is that given by Press et al. (1986). 
Specifically, their FORTRAN 77 subroutine “SPARSE” has been implemented, with 
some superficial modifications incorporated in the code. The routine uses the method 
of conjugate gradients to determine the least squares, minimum norm solution to 
equations having the form of Equation [2.11]. Hestenes and Stiefel (1952) and Scales 
(1987) gave detailed descriptions of the method of conjugate gradients; these details 
will not be repeated here.
3.3.1.5 LSQR
The CG-variant that is termed LSQR was developed by Paige and Saunders (1982). 
The implementation of LSQR that has been encoded here is based on the step-by-step 
description, published by Paige and Saunders, of the action of the algorithm.
3.3.1.6 LSQ
Two “least squares” methods have been implemented in this study. Two versions 
of each approach have been used — one damped, the other undamped. Derivations 
of the following formulations are given by, for example. Lines and Treitel (1984).
Using Gauss-Jordan elimination
The normal equations for a system of tomographic equations are:—
(D^D) w =  D ^p [3.3.13]
To determine the solution vector, w, directly would require the determination of the 
inverse of D ^ .  In cases where is singular or nearly singular, a modified form 
of the normal equations can be generated (Marquardt, 1963):
(D^D +  Id) w =  p [3.3.14]
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where I  is an appropriately-dimensioned identity matrix, and k is a non-zero scalar 
termed the damping factor (Levenberg, 1944). The additional term, kl, in Equation 
[3.3.14] adds a constant to each element along the diagonal o fD %  Therefore, there 
will be no zero-valued eigenvalues in this system: an inverse can be found for the 
matrix ( D ^  + kl). The modifying scalar k should be chosen with care, as it will 
influence the solution that is obtained.
In this study, the method of Gauss-Jordan elimination, with column pivoting, was 
used to invert matrices when solving Equations [3.3.13] and [3.3.14]. In subsequent 
references to the methods specified above, the techniques will be referred to as 
LSQ—GJ and DLSQ—GJ; that is, least squares using Gauss-Jordan inversion and 
damped least squares using Gauss-Jordan inversion, respectively.
Using singular value decomposition
D can be expressed in terms of the product of three matrices using the method of 
singular value decomposition (Section 2.4.1; Golub and Reinsch, 1970; Jackson, 
1972; Press et ah, 1986). The m Xn  matrix D can be expressed as the product:
D = U L V ^  [3.3.15]
where U is a mXw matrix having columns which are the eigenvectors of D D \ and 
is, thus, associated with the “observation” space; V is a MX» matrix having columns 
which are the eigenvectors of D ^ ,  and is, thus, associated with the solution space; 
and L  is a diagonal matrix having elements which are the non-negative square roots 
of the eigenvalues of DT), i.e. these are the singular values of the system. The 
pseudo-inverse, D " \  (or Lanczos, or Moore-Penrose, or “generalised” inverse) of 
D is given by:
D -i =  V [3.3.16]
where L"^ is a diagonal matrix, with elements which are the reciprocals of the 
corresponding elements of L (Lanczos, 1961; Penrose, 1955).
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The relations expressed in Equations [3.3.15] and [3.3.16] can be substituted into 
Equations [3.3.13] and [3.3.14] to yield undamped and damped least squares methods 
based on singular value decomposition. The least squares algorithms obtained in this 
manner provide minimum norm solution vectors (Golub and Reinsch, 1970; Jackson, 
1972). The undamped version, derived from Equations [3.3.13], [3.3.15] and 
[3.3.16], is:
w = V L - p [3.3.17]
The damped version, derived using Equations [3.3.14], [3.3.15] and [3.3.16], is:
w = V (L  ^ +  k l)-i L U ^ p  [3.3.18] 
where k is the non-zero scalar used in Equation [3.3.14].
A zero-valued singular value would cause the pseudo-inverse of D — or, more 
exactly, the inverse of L — to be non-existent. To eliminate this problem, each term 
along the diagonal of L“  ^which corresponds to a zero-valued diagonal element in L 
can be set to zero, rather than infinity (Press et ah, 1986). (The terms in L “* which 
correspond to zero-valued singular values represent solutions in the null space of D.) 
In Equation [3.3.18], L“  ^ is replaced by the product (L  ^ 4- kT)“^L. This diagonal 
matrix has elements of the form Xj/(X/4-k), where Xj is the element along the 
diagonal of L. If the singular value Xj is zero, this term remains well-behaved. If 
k is small, this approach is almost equivalent to the method of Press et ah: the 
schemes differ by the presence of the damping term, k, in the denominator of the 
non-zero diagonal elements of (L  ^ 4- kI)”^L.
The least squares algorithms of Equations [3.3.17] and [3.3.18] will be referred to 
as LSQ—SVD and DLSQ—SVD, respectively. These abbreviations denote undamped 
least squares using singular value decomposition (LSQ-SVD) and damped least 
squares using singular value decomposition (DLSQ-SVD). The singular value 
decomposition routines used in this study are those given by Press et al. (1986). 
Specifically, their FORTRAN 77 subroutine “SVDCMP” has been implemented.
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3.3.2 Preferred solutions
A geotomographic system can be characterised as being ill-determined (that is, over- 
or under-determined) and inconsistent. More explicitly, one can state that generally 
D is not of full rank, and that the vector of measured travel times, p, is not in the 
column-space of D. The tomogram, i.e. the solution vector, that will be generated 
from an under-determined, inconsistent system will depend on the reconstruction 
algorithm that is chosen for the task: different algorithms can generate differing 
solution vectors from the same data. When attempting to generate a discretized image 
of a continuously-varying seismic velocity field, particularly when using noisy, ill- 
determined data, there will be no unique solution vector which can be declared to be 
correct. Furthermore, it is not obvious how one should define a class of solution 
vector which, although not “correct”, is, in some manner, to be preferred.
Several of the reconstruction algorithms described in Section 3.3.1 generate a least 
squares, minimum norm solution vector. As indicated above, this is not necessarily 
the correct solution: if the original velocity field is not the least squares, minimum 
norm vector satisfying Equation [2.11] — which is the usual case in practice — then 
the original field will not be reconstructed when this solution criterion is adopted. 
(Examples of this are presented in Section 3.3.4.) Other classes of solution vector, 
although also incorrect, may be considered to be acceptable or preferable categories 
of solution. For example, some authors have specified a maximum entropy or a 
minimum variance solution as the preferred class of solution. In both cases, this 
solution criterion leads to the generation of a smooth tomogram, with “speckled” 
noise artefacts largely suppressed.
In the following numerical tests, whether a solution vector belongs to a rigorously- 
defined class of vectors will be considered less important than is the quality of the 
tomogram. The tomograms generated by the various reconstruction methods will be 
compared with the velocity field used in the data simulation, as this is the field that 
one would hope to recreate — if that were possible.
-96-
3.3.3 Measures of the performance of reconstruction algorithms
When investigating the performance of a reconstruction algorithm using simulated 
data, this tomogram can be compared with the original field in order to assess its 
accuracy. The residual vector can provide additional information concerning “fit” 
of the reconstruction: an acceptable reconstruction will have low travel time residuals. 
In the succeeding sub-sections, various measures of the quality of the performance of 
reconstruction algorithms are described. These utilize the residual vector (Section 
3.3.3.1) and the reconstructed field (Section 3.3.3.2).
3.3.3.1 Using travel times
If the reconstructed velocities of a tomogram match the true velocity field, then the 
travel time residual vector (e; Equation [2.10]) will be a null vector. The problem 
of discriminating between different velocity fields which give similarly low residuals 
is the subject of Section 3.3.3.2.
The root mean square of the residuals, en^ s, indicates the magnitude of the vector:
e =nns
E e ?
[3.3.19]m
where m is the number of rays. The following parameters indicate the magnitude of 
extreme or outlying residuals. The maximum, e^ g^x, and minimum, e ^ ,  elements of 
a residual vector are given by:
&max =  m ax(ej for l< i^ /w  [3.3.20]
= min ( e j  f o r l ^ i ^ w  [3.3.21]
These parameters preserve the sign of a residual, and so are able to indicate whether 
a reconstructed field is an over- or an under-estimate of the true velocity field.
From the literature, it is apparent that a low value of e^ n; is often used as the 
criterion for halting processing by an iterative algorithm. Bishop and Styles (1990)
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considered a steady value of to be a sufficient indicator. They defined a 
parameter (here, c) which they termed the convergence criterion or response per 
iteration, and which was given by (for example):
[3.3.22]
®rms(q)
where enm(q+i) and e^ nscq) are the root mean square of the residual vector for the 
(q+1)**' and the q* iteration, respectively. If there is no change in the magnitude of 
the residual vector between successive cycles, then Cn^ s would have a value of unity.
3.3.S.2 Using velocities
Ideally, the reconstructed velocity within each cell of a tomographic image would 
be of a magnitude equal to the seismic velocity properties at the corresponding 
position in the surveyed section of ground. If the original velocity field can be 
expressed as a vector v^ , and the reconstructed solution vector is v, then the error 
vector (Vq—v) would be null for an exact reconstruction. In practice, variations in 
the seismic properties of the ground are continuous and do not necessarily correspond 
with the arbitrary and artificial boundaries that are introduced by the discretization 
of the plane of reconstruction into cells: v„ has no actuality in practice. In a 
numerical study, the velocity field that is used in a computer simulation can be 
divided into blocks which coincide with the intended reconstruction cells: v^  does 
exist, in this case. A cellular simulation model permits direct comparison between 
the original (correct) velocity and the reconstructed velocity, within each cell. In this 
Section, several methods of summarising such comparisons are presented.
Let Vqj be the velocity within the of the n “cells” of the original field v .^ Let Vj 
be the reconstructed velocity within the j**" of the same pattern of n reconstruction 
cells. The following parameters, many of which were used in early assessments of 
algorithms for medical imaging and electron microscopy, can be defined:—
(i) The mean of the reconstructed velocities across the whole field, v., is given by:
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V .  = i ±n [3.3.23]
In a simulation study, comparing v* with a similar value calculated for indicates 
whether v is, in general, an over- or an under-estimate of the original velocity field.
(ii) The variance, var, of the reconstructed velocity field is given by:
var = n [3.3.24]
It indicates the “smoothness” or lack or variation within the reconstructed image, and 
has been used by several authors (for example: Gaarder and Herman, 1972; Herman 
et al., 1973; Gordon, 1974; Lakshminarayanan and Lent, 1979).
(iii) The Euclidean distance, d, between the tomogram and the original field is:
d  =
1/2
[3.3.25]
This parameter has been widely used, for example, by: Gordon et ah, (1970); 
Gordon and Herman (1971); Herman (1972); Gaarder and Herman (1972); Gordon 
(1974); Lakshminarayanan and Lent (1979); Philips and Fehler (1991).
(iv) The overall nearness criterion, d^, is given by:
d. = E  (V j-V 'j=i_______
Ê ( v . - Vi=i
1/2
[3.3.26]
This is the root mean square of the distance of the reconstruction from the original 
field, normalised by the standard deviation of the original. It measures the closeness
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of the image and the original, as compared with a uniform field (Crowther and Klug, 
1974). Gordon and Herman (1971) suggested that is not a useful measure if the 
original field, v ,^ is itself uniform. Herman et al. (1978) suggested that d  ^ is a 
sensitive measure of large errors spread over a small area. The parameter has been 
used by Gilbert (1972a), Herman and Rowland (1973) and Herman et al. (1973), in 
addition to the previously cited authors.
(v) The mean relative error, or normalised average difference, r, is given by:
E  IVj-v^l
r = ±!-----------  [3.3.27]
M .V .
Herman et al. (1978) suggested that r is a means of measuring of small errors 
extending over large areas of the image.
(vi) The “entropy”, S, of an n-ceM image can be defined according to various 
conventions, for example (after Gordon et al., 1970):
S  = -In 1
n
E L . m L 'n [3.3.28]
Entropy was used by early medical tomographers as one possible measure of the 
quality of a reconstructed image. A maximum entropy solution has been used as a 
preferred class of reconstruction, particularly in radio astronomy, where signal-to- 
noise levels are low (Gull and Daniell, 1978). The entropy parameter is utilized 
infrequently in geotomography (exceptions include Peterson et al. (1985) and Miranda 
(1989)).
(vii) A measure of the extent of the deviation of a reconstructed image from the true 
velocity field can be defined by:
( IS jS n )  [3.3.29]
The closeness of the reconstructed and real velocity fields can be expressed by:
“1 0 0 -
S „*  =  m i n  |V j -  [ 3 . 3 . 3 0 ]
These parameters give the upper and lower bound of the cell-by-cell reliability of a 
reconstruction.
(viii) The maximum, and the minimum, reconstructed velocity, from 
amongst all the cells across an image, are given by:
Vmax =  max (Vj) ( l^ j :^ « )  [3.3.31]
Vmin =  min (Vj) ( l< j< « )  [3.3.32]
Both Vniax and can be compared against plausible physical limits and can, thereby, 
help to identify certain types of unrealistic reconstruction.
(ix) An iterative algorithm converges to a solution v if:
-  Vjjq,) = 0 (for all j= l,n) [3.3.33]limq->oo
where Vq is the q*^  estimate of the solution vector and q is the iteration number. 
Equation [3.3.33] defines convergence. To determine whether reconstruction 
processing by an iterative algorithm is convergent, stationary or divergent, it is 
necessary to compare the fields which are formed at successive iterations. The 
difference between the tomogram at the (q + 1)* and the q* iteration can be monitored 
using, for example, d \ ,  where:
<  =
1/2
[3.3.34]
where Vj^ q+D is the reconstructed velocity within the reconstruction cell at the 
(q+1)'^ cycle and Vj(q) is that velocity at the q* iteration (Herman et al., 1973). The 
parameter d \  indicates the overall magnitude of the velocity corrections that are 
applied at a particular cycle.
-101 -
(x) Another convenient way of monitoring the extent of the change at each cycle is 
to determine the magnitude of the outliers given by:
= max (Vj(q+1) - Vj(q)) ( l5 j^ M ) [3.3.35]
v'qmin = min (Vj(q+1) - Vj(q)) (1 < j < «) [3.3.36]
In a convergent system, v'qn,ax and v'qmm will tend to zero as q increases.
3.3.4 Numerical tests of the performance of reconstruction algorithms
The performance of a tomographic reconstruction algorithm depends on (Gordon 
and Herman, 1974):—
o the form of the velocity field; 
o the contrasts in the velocity field; 
o the level of errors in the projection data; 
o the determinacy of the system of tomographic equations.
The last is, in turn, governed by the projection coverage across the chosen grid of 
reconstruction cells. To investigate all six of the algorithms introduced in Section
3.3.1, and also the associated variants of each, with respect to all of the above factors 
would be a vast undertaking. Moreover, it could be neither a definitive nor an 
exhaustive study because, for example, it would not be possible to investigate all 
possible velocity field patterns and contrasts.
Two velocity fields have been used in this appraisal: Test 1 and Test 2. Test 1 
involves a small-scale tomographic system incorporating 9 projections and 9 
reconstruction cells. Two forms of the system are investigated — one fully- 
determined, the other under-determined. The influence of varying levels of travel 
time errors are examined. Test 2 involves 100 projections traversing approximately 
100 reconstruction cells. This larger system is used to extend the investigation of the 
influence of timing errors, and also to examine the influence of the choice of the 
position of the grid of reconstruction cells.
(No units are specified when presenting results which relate to Test 1. This 
configuration is not intended to model a realistic situation, and so the particular units
- 1 0 2 -
that have been used in the calculations are not relevant. It should be apparent from 
the context whether velocities, distances or travel times are under discussion. Of the 
parameters defined in Section 3.3.3, the mean relative error, r; the entropy, S; the 
residual parameter Cnns; and the normalised Euclidean distance, d,,, are dimensionless 
ratios. The parameters e^ ^^ , and e^ ^^ . have units of time. The parameters v., d, 
Smax, Smm, d \ ,  v^ i^ax and v \ ^  have units of velocity. The variance, var,
has units of velocity squared.)
3.3.4.1 TEST 1: a small tomographic system.
The numerical model that is used in Test 1 is illustrated in Figure 3.3.1. It consists 
of nine cells only, each of unit dimensions. A tomogram of this field can be 
presented in terms of a 3x3 array of numbers, thus:
1 2 2 
1 1 1 
1 1 1
The system is small by geotomographic standards. Calculations can be checked by 
hand. The simplicity of the model should aid assessment of the tomograms.
Two projection patterns are used in Test 1 (Figures 3.3.2 and 3.3.3). The coverage 
in Figure 3.3.2 models the usual cross-hole acquisition geometry. For this 
configuration, the 9x9 D matrix is of rank 7: two of the nine equations are not 
independent of the others. The ray coverage pattern in Figure 3.3.3 is atypical of 
practical acquisition configurations, and it gives rise to a system of equations of full 
rank (that is, rank 9). The two Test 1 systems will be referred to as rank—7 and 
rank—9. An algorithm acting on the fully-determined system ought to be able to 
reconstruct an acceptable tomogram. An algorithm will not necessarily be able to 
reconstruct an accurate image from the under-determined system.
Three levels of error (“noise”) on the travel time data are used in Test 1:—
(i) no noise;
(ii) ±10% error on all nine rays;
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(iii) +10% error on one ray only.
To simulate “scattered” errors in (ii), odd-numbered rays in a list of the nine 
simulated noise-free travel times received +10% added noise, whilst even-numbered 
rays received —10% noise. With two sets of projection coverage and three noise 
levels, six tomographic systems are used in this study. These are referred to as Cases 
A to F, and are summarised in Table 3.3.1. Throughout the succeeding discussions, 
it should be recalled that Cases E and F are similar to the systems that are usually 
encountered in geotomography; that is, under-determined and “noisy”.
The algorithms of Section 3.3.1 were applied to the six simulated travel time data 
sets, Cases A to F. Tables 3.3.2 to 3.3.10 present aspects of the results obtained.
Least squares methods
Table 3.3.2 presents the tomograms that were obtained by applying the “least 
squares” algorithms LSQ—SVD, CG and LSQR to Cases A to F. Table 3.3.3 gives 
various measures (Section 3.3.3) of the reconstructions.
For the fully-determined systems (Cases A, B and C), the least squares, minimum 
norm solutions coincided with the exact solution in each case. (Exact solutions were 
obtained by using Gauss-Jordan elimination to invert D, and then calculating D" p.) 
Of the rank-7 systems, it might be supposed that the noise-free data set (Case D) 
would yield the original velocity field (Figure 3.3.1). Certainly, the original velocity 
field satisfies the Case D tomographic equations exactly. However, other vectors also 
satisfy these equations. The secondary solution criterion inherent in LSQ, CG and 
LSQR (namely, that the preferred least squares solution is the one having a minimum 
norm) prevented the generation of the original field in Cases D to F.
Aside from the Case A image, the least squares tomograms (Table 3.3.2) do not 
coincide with the original field (Figure 3.3.1). The values in Table 3.3.3, 
particularly d, and s^ x^, serve to quantify the extent to which the reconstructions 
have been affected by:—
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(i) the addition of noise to the original travel times;
(ii) the indeterminacy of the rank—7 system;
(iii) the adoption of a “least squares, minimum norm” solution criterion.
It is of interest to note that the noise artefacts in the tomograms generated from the 
under-determined, noisy systems (Cases E and F) are more modest than those in the 
images based on the fully-determined, noisy systems (Cases B and C).
Damped least squares
When applied to Cases A to F, the LSQ-SVD algorithm incorporating the method 
of Press et al. (1986) (refer to Section 3.3.1.6) yielded the tomograms shown in 
Table 3.3.2. Table 3.3.4 indicates the results of applying DLSQ—SVD, with various 
damping factors, to Cases A to F. The Euclidean distance (refer to Equation
[3.3.25]) between the DLSQ-SVD and LSQ-SVD solutions is used to compare these 
categories of reconstruction. High values of k give tomograms which are far from 
the least squares, minimum norm solution. For low values of k, the agreement is 
improved. An explanation for this observation was given in Section 3.3.1.6. From 
these results, one could perhaps conclude that the use of LSQ-SVD with the 
“zeroing” method of Press et al. (1986) is to be preferred over DLSQ-SVD, because 
it is the most straightforward of the two. However, this would be ill-advised because 
the Test 1 systems do not contain any relatively small eigenvalues, other than the 
zero-valued entries. In the numerical example in Section 3.3.4.2, the ratio of the 
highest eigenvalue to the lowest non-zero eigenvalue is large. The superiority of 
DLSQ-SVD over the undamped version in this circumstance will be demonstrated.
LSQ—GJ generated least squares, minimum norm solutions in Cases A, B and C 
(Table 3.3.2). This is because D "‘ exists for these full-rank systems. It was 
necessary to invoke DLSQ—GJ in order to obtain a reconstruction from the rank- 
deficient systems (Cases D, E and F). With low damping factors, the solution vector 
generated by DLSQ-GJ was in poor agreement with the least square solutions given 
in Table 3.3.2. As the damping factor was increased, this agreement became better 
until, as some apparently optimal value was exceeded, the reconstructed fields again
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diverged from the least squares solution. The root mean square of the residuals, e^ ng, 
tracked this behaviour closely (Table 3.3.5). The optimum damping factor appears 
to be about 0.001, in this numerical example. Neumann-Denzau and Behrens (1984) 
stated that the optimum damping factor should be determined empirically. The results 
presented here suggest that production of a table of e^ n, values, for various values of 
k, could provide a means of estimating a suitable damping factor. Dyer (1988) 
recommended that the average of the diagonal elements of provides a suitable 
damping factor. In the rank-7 case, this would result in a factor of (36/9) =  4. 
Reconstructions using a damping factor of 4.0 were attempted with the Case D data 
(Tables 3.3.5). In this case, the strategy suggested by Dyer gives an over-estimate 
of the optimum damping factor.
Back projection methods
Table 3.3.6 shows the tomograms that were obtained when SBPT and BPT were 
applied to Cases A to F. Tables 3.3.7 and 3.3.8 give some measures of these 
reconstructions. Both algorithms generated images comprising of cell velocities 
within the maximum and minimum limits of the velocity values present in the original 
field (Vnûn and Vg,g%; Tables 3.3.7 and 3.3.8). Neither algorithm generated excessive 
velocity artefacts but, equally, neither algorithm reproduced the full range of 
velocities present in the original model. The results obtained do not suggest that 
either of the back-projection algorithms is consistently superior to the other. Neither 
SBPT nor BPT produced a solution having a null residual vector, even for the noise- 
free, fully-determined system (Case A; Tables 3.3.7 and 3.3.8). The root mean 
square values of the residual vectors, e^ ns, are relatively large in all cases.
SIRT
Table 3.3.9 gives the tomograms reconstructed by SIRT—URP, when applied to the 
Test 1 systems. Various measures of the SIRT reconstructions are given in Table
3.3.3 (Cases A to C) and Table 3.3.10 (Cases D to F).
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SIRT—URP generated exact solutions (see above) when applied to the fully- 
determined systems (Cases A to C). When applied to the under-determined systems 
(Cases D to F), SIRT—URP generated tomograms having the same residuals as the 
least squares images (Table 3.3.2). These tomograms are close, but not quite 
identical, to the least squares, minimum norm solutions. The resemblance is reflected 
in the parameters d, d^, r, s^ ^^x and s^^ in Tables 3.3.3 and 3.3.10. As with the least 
squares solutions, the noise artefacts in the tomograms generated by SIRT from the 
under-determined, noisy systems (Cases E and F) are less extreme than those in the 
images based on the fully-determined, noisy systems (Cases B and C). Observation 
of a similarity between the behaviour of SIRT and “overt” least squares methods is 
in accord with the theoretical analyses of SIRT, by Ivansson (1983) and van der Sluis 
& van der Vorst (1986), in which has been suggested that SIRT—URP produces a 
weighted least squares solution (refer to Chapter 2).
ART
Table 3.3.9 presents the tomograms that were reconstructed using ART—URP. 
Measures of the ART-URP image for Case D are given in Table 3.3.10.
ART—URP successfully produced the exact solution vector for each of the rank-9 
systems (Cases A to C). Of the rank-7 cases, a solution vector was obtained for the 
noise-free example only (Case D). When applied to the noisy (inconsistent) and ill- 
determined systems (Cases E and F), the velocity fields generated by ART fluctuated 
with increasing iteration number.
The erratic and non-convergent behaviour of ART in Cases E and F is illustrated, 
in Figure 3.3.4, with a plot of v^ ax and v,„in against iteration number for the Case E 
ART-URP reconstruction. A convergent iterative system would show and v^ .^ 
reaching steady values as the iteration number increased. Although the solution 
vectors of the Case E and F ART-URP reconstructions displayed unstable behaviour, 
the elements of the residual vectors, e, achieved constant values after a few initial 
iterations. This is illustrated in Figure 3.3.5, with a plot of and against
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iteration number for the Case E ART-URP reconstruction. (The parameter c^ ns 
attained a steady value of unity in this case. Therefore, this is not a reliable indicator 
of convergence, as has been claimed by Bishop and Styles, 1990.) Since 
geotomographic data sets are usually under-determined and include errors, these 
results suggest that ART-URP is not suited to application to seismic field data.
The solution generated by ART-URP when applied to an under-determined system 
is affected by the sequence in which data are “presented” to the algorithm. To 
demonstrate this phenomenon, ART-URP was re-applied to Case D, but the nine 
projections were presented to the algorithm in reversed order. All other aspects of 
the processing were similar. The following tomogram was reconstructed:—
1.0220 1.9602 1.9557
1.0220 0.9899 0.9888
1.0220 0.9899 0.9888
This tomogram differs from the ART-URP Case D solution given in Table 3.3.9.
(The magnitude of the oscillations of the solution vector generated by ART-URP 
suggest that this is, perhaps, a situation in which ART—FRP could be applied. A 
major disadvantage of FRP-type algorithms is that they require a priori knowledge: 
an estimate of the maximum and minimum velocities that are expected to be present 
in a reconstruction must be supplied. Balanis and Bentley (1986) suggested that 
values of and (using the notation of this work) determined by application of 
a BPT-type algorithm to the data can indicate suitable limits. Results presented here 
(Tables 3.3.6, 3.3.7 and 3.3.8) suggest that this approach would lead to an under­
estimation of the permissible velocity range. Misjudging the values of the upper and 
lower permissible limits would have a significant effect on the solution that 
ART—FRP would reconstruct from a system such as Case E or F. In the author’s 
opinion, use of ART—FRP is an essentially artificial attempt to force ART to have 
wider applicability. Since there are several competent reconstruction algorithms 
which are able to accommodate noisy data sets, it seems preferable to adopt these 
methods, rather than to introduce questionable adjustments to an algorithm which has 
been shown to perform badly in noisy conditions.)
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In summary, four reconstruction algorithms were found to perform satisfactorily in 
this small-scale numerical test. LSQ-SVD, LSQR and CG provided least squares, 
minimum norm solutions; and, in the case of Test 1, this class of solution vector was 
acceptably close to the original field. When applied to full-determined systems, SIRT 
generated least squares, minimum norm solutions. When applied to under-determined 
systems, SIRT produced tomograms which were similar, but not identical to those 
generated by the “least squares” methods. The two BPT-type algorithms 
reconstructed tomograms which were of the order of the original field, but which 
were not particularly accurate. The back projected solutions had relatively high 
residuals. ART performed the least satisfactorily of all the algorithms tested. In 
particular, ART was unable to accommodate inconsistent, under-determined systems. 
It is emphasised that these results are neither definitive nor general, but are specific 
to the velocity field and the small tomographic systems used in Test 1.
3.3.4.2 TEST 2: a full-sized tomographic system.
For Test 2, the simulated projection data set consisted of 100 straight rays traced 
between 10 sources and 10 receivers, each at 1 m down-hole spacing. The “borehole 
separation” was set to 9 m, resulting in a square region of interest. The velocity 
model was a simple two-layer field, with a layer having propagation velocity 
properties of 1 m/ms overlying a region with a propagation velocity of 2 m/ms 
(Figure 3.3.6). Straight ray propagation is assumed, for both data synthesis and 
tomographic reconstruction, in order that no complications associated with curved ray 
propagation are introduced into the investigation. The reconstruction grid 
incorporates 90 or 100 (see below) cells of 1 m x 1 m square. The resulting D 
matrix has dimensions of 100x90 or 100x100, and is of rank 75 and rank 68, 
respectively.
Test 2 was thought to be required in addition to Test 1 for several reasons. The 
eigenvalue spectra of the D matrices of Test 2 are likely to be closer to that of a field 
survey than are those of Test 1: the larger matrices will be similarly ill-conditioned, 
with a significant number of relatively small eigenvalues in addition to the zero­
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valued eigenvalues. In Test 1, the number of arithmetical operations necessary to 
process the 9x9 D matrix was relatively small. Therefore, the influence of rounding 
errors, in particular the accumulation of such errors, may not have become apparent 
during Test 1.
The influence of observational errors is investigated in Test 2 using simulated 
“noisy” data, as in Test 1. Noisy projections were obtained by modifying a set of 
exact (straight ray) travel times generated across the Test 2 velocity model (Figure
3.3.6). The following data sets were formed:—
(i) the exact, noise-free simulated data set;
(ii) a data set with a few intentionally-erroneous travel times, 
specifically +0.5 ms or —0.5 ms added to 3 of the 100 projections;
(iii) a data set with random errors of up to +0.5 ms added to the 
travel time of each ray in the projection data set.
“Random” errors were generated with the algorithm:
ti^  =  tj +  (Isign-^ peak *^l) [3 .3 .3 7 ]
for Isign = +1 if /?2 ^  V2 
and Isign =  —1 if R2 < Vi
where tj' is the (artificially) erroneous travel time for the i* ray, expressed in
milliseconds; t; is the original travel time for the i*^  ray; R  ^ and R2  are unassociated,
randomly-generated numbers, each between 0 and 1 in value. Figure 3.3.7 shows the
distribution of errors that [3.3.37] will impose. The variable was set to 0.5 ms.
The influence of the inconsistencies that can arise in a tomographic system due to 
cellular discretization (Section 3.1.2) is investigated in Test 2 using the following 
grids of reconstruction cells:—
(i) a system in which the boundaries between a pair of adjacent rows 
of reconstruction cells coincide with the interface between the two- 
layers of the original velocity model (Figure 3.3.8);
(ii) a system in which the interface in the two-layer model passes 
through the centre of a row of reconstruction cells (Figure 3.3.9).
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In the latter case, it would be uncertain whether the reconstructed velocities within 
this row of cells should be assigned the value 1 or 2 — or 1.5
Table 3.3.11 specifies the six test configurations which result from combining the 
above variations. These configurations will be referred to as G to L. In Cases G and 
J, there are no travel time errors. In Cases H and K, there are three known rogue 
rays. In Cases I and L, there are low-level, random travel time errors on all the 
projections. In Cases G, H and I, there is no discretization error. In Cases J, K and 
L, a discretization error equivalent to half a cell-height has been imposed.
Each of the reconstruction algorithms of Section 3.3.1 were applied to the 
tomographic systems G to L. A selection of these tomograms are presented, in 
Figures 3.3.10 to 3.3.14, as contoured images which have been coloured with a 
gradated range of hues. For clarity of scale, reconstructed velocities between 0.0 and 
3.0 m/ms only are presented. Velocities below 0.0 m/ms are shown as white areas 
and values above 3.0 m/ms are shown black. (Table 3.3.12 provides explicit 
quantitative information concerning the range of velocities generated in each case.)
Case G presents each algorithm with what can be regarded as ideal (and idealised) 
cross-hole tomographic data, that is:— straight ray projections only; no transverse 
(i.e. in-plane, cross-hole) variations in the velocity field; no lateral velocity 
variations; no data errors; no discretization errors. Case L offers a rather more 
realistic situation, as it includes random, low-level errors on all of the projections, 
and a discretisation error in the reconstruction grid. Thus, Cases G and L can be 
considered to present two extremes in the test of the algorithms. A satisfactory 
reconstruction of the Case G system is the minimum standard of achievement. A 
satisfactory reconstruction of a system such as Case L is usually sought in practice. 
The succeeding discussion of the tomograms in Figures 3.3.10 to 3.3.14 concentrates 
on the performance of the algorithms when applied to Cases G and L.
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Case G
Figure 3.3.10 (a) presents the tomogram generated by applying SIRT-URP to 
Case G. The general form of the two layers of the original model have been 
successfully reproduced. Near the base of the (unsmoothed) SIRT image, there is a 
region in which the reconstructed velocities are too high by up to 0.334 m/ms 
Table 3.3.12). This localised feature — or artefact — is frequently observed in SIRT 
reconstructions of cross-hole data sets. Examples can be seen in the field tomograms 
presented in Chapters 5 and 6. The SIRT artefacts appear to have a characteristic and 
distinctive form. It may, therefore, be possible to identify and discount these features 
when they are encountered in field tomograms. Nevertheless, the generation of such 
features is a weakness of the SIRT algorithm.
Figure 3.3.11 (a) presents the tomogram that was generated when ART-URP was 
applied to Case G. The image shows the two layers of the original model. The faint 
irregularities that are visible within each layer can, perhaps, be explained by noting 
that the travel time data presented to the algorithm were given to 4 decimal places. 
Rounding errors at the fourth decimal place would have resulted in a slight 
inexactness within the nominally “noise-free” data set.
Figure 3.3.12 (a) presents the tomogram that was generated by application of BPT 
to the Case G data. (The SBPT reconstructions were similar to those of BPT, and 
so do not warrant explicit inclusion.) The layers of the original model have been 
distorted in the back-projected reconstruction. A “blurring” of the comers of the 
layers, in the vicinity of the interface, gives rise to an X —shaped pattern. This type 
of artefact is present in many back-projected reconstructions of cross-hole data 
acquired across heterogeneous velocity fields. It can explained thus:— In general, 
projections traverse a variety of velocity zones when crossing a non-uniform field. 
The travel times of certain rays will be correspondingly affected by this variety of 
propagation velocities: the measured travel time will be neither relatively high nor 
relatively low, but will acquire some intermediate value. Velocities reconstructed by 
BPT or SBPT from such projections will also be of intermediate magnitude: distinct
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velocity features appear blurred and etiolated in a back-projected tomogram. The X- 
shape in the tomograms in Figure 3.3.12 is the form that this blurring takes when 
reconstructing a two-layer field from cross-hole data.
Figure 3.3.13 (a) presents the tomogram generated by LSQR when applied to Case 
G. The image displays the two layers of the original Test 2 velocity field distinctly. 
The slight fluctuations that are present in this (unsmoothed) image can, perhaps, again 
be explained by noting that the travel time data were stored to 4 decimal places only. 
(The images produced by LSQ-SVD and CG were sufficiently similar to the LSQR 
tomograms of Figure 3.3.13 to not warrant inclusion.)
Case L
Figure 3.3.10 (f) presents the SIRT-URP reconstruction of the Case L system. The 
two layers of the original field are visible and are satisfactorily distinct. The image 
is slightly marred by the presence of a few localised artefacts of up to 0.956 m/ms 
in magnitude (Table 3.3.12: Had an image smoothing routine been applied to
the reconstruction, it is likely that these features would have been greatly diminished.
Figure 3.3.11 (f) shows the ART-URP reconstruction of the Case L data set. As 
with the SIRT image of Figure 3.3.10 (f), the ART reconstruction ran for 20 
iterations; at this stage, the value of d \  became negligible. In the ART tomogram, 
the two layers can be discerned, but they are less clear than in the SIRT image. 
Noise artefacts are more prevalent, and are of greater magnitude than those in the 
SIRT tomogram. For example, is over twice the value of the peak velocity in 
the original field (Table 3.3.12).
Figure 3.3.12 (f) gives the BPT reconstruction for Case L. Comparing this image 
with the BPT Case G tomogram (Figure 3.3.12 (a)), it is apparent that the imposition 
of random data noise and discretisation errors has caused little difference to the 
tomogram produced with BPT. The magnitudes of the residuals of the BPT 
reconstructions of Test 2 are relatively large (Table 3.3.12). The back projected
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tomograms are of low accuracy, although the general form of the original field has 
been reproduced.
Figure 3.3.13 (f) presents the LSQR reconstruction of Case L. The image is of 
very low quality, and is most unrealistic. The noise artefacts that have been 
generated are of large magnitude (Table 3.3.12), and it is unlikely that these could 
be alleviated satisfactorily by applying a post-reconstruction smoothing routine. The 
residuals of the systems are low (Table 3.3.12): the algorithm did seek a solution 
vector which satisfies, albeit in a “least squares” sense, the tomographic equations.
The poor performance of the “least squares” methods can be attributed to the 
influence of small eigenvalues in the system of equations (Chapter 2). DLSQ-SVD 
was applied to Cases G to L in order to determine whether images more satisfactory 
than those in Figure 3.3.13 could be generated by reducing the influence of the 
smaller eigenvalues through adjustment of the damping factor. The preferred (see 
below) results of this analysis are presented in Figure 3.3.14 and are summarised in 
Table 3.3.12.
For each system, G to L, it was necessary to determine a damping factor (Section
3.3.1.6). Suitable factors were determined empirically, by running reconstructions 
with a variety of trial k values. It was found that as the damping factor was 
increased, the travel time residuals of the solutions increased. However, in all cases 
(G to L) it was observed that there was a small range of k for which a i^d v^ o* 
reached values which were known, a priori, to be acceptable. A uniquely optimal 
value for k was not always clearly identifiable: it was found that achieved a local 
maximum and attained a local minimum, but often these events did not quite 
coincide. In general, was found to be the more useful guide. For damping 
factors outside the “optimal” range, the tomograms generated by DLSQ-SVD were 
as inaccurate and unrealistic as those presented in Figures 3.3.13. The damping 
factors obtained by identifying the local minimum of v^ a^x ^ 6  given in Figure 3.3.14 
in terms of the peak singular value for each system.
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The optimal Test 2 tomograms generated by DLSQ-SVD are comparable to or 
better than those produced using SIRT (Figures 3.3.10 and 3.3.14; Table 3.3.12). 
However, SIRT has the significant advantage over DLSQ-SVD that it does not 
require lengthy empirical investigations in order to determine a parameter that is 
essential before one can proceed with a reconstruction. The requirement of a 
specified damping factor is a profound weakness of the DLSQ-SVD method. 
Moreover, in the numerous analyses that were carried out to identify the optimal 
factors, it was apparent that the solution generated by DLSQ-SVD depends strongly 
of the choice of the damping factor. Therefore, one would be ill-advised to “skimp” 
on this stage of the DLSQ-SVD procedure. It appears that monitoring of v^^ and 
Vnûn offers a simple and practical way of determining a suitable factor.
In summary, a numerical test involving a large tomographic system incorporating 
various levels of errors and inconsistencies has been performed. It has been found 
that BPT and SIRT are the least affected by errors and inconsistencies in the 
tomographic system: these methods were the most robust of the algorithms 
investigated. The BPT tomograms were, however, of low accuracy. The SIRT 
solutions were of an acceptable level of accuracy, but did include certain distortions, 
which may take a characteristic form. ART and, most particularly, LSQR, CG and 
LSQ -SVD were susceptible to errors and inconsistencies in the tomographic system. 
The “least squares” approach was made more robust by excluding the effects of small 
eigenvalues in the tomographic system. This was achieved using the DLSQ-SVD 
algorithm. DLSQ-SVD was found to generate results comparable to those of SIRT. 
DLSQ-SVD requires a damping factor to be specified. An empirical method of 
determining a suitable factor was described here. The method is not rigorous and is 
time-consuming to implement. The solutions that are generated by DLSQ-SVD are 
sensitive to the value of this parameter. From the results presented in this Section, 
it is concluded that SIRT is, when applied to noisy and inconsistent tomographic data, 
the most robust, accurate and practicable of the algorithms tested.
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3.3.5 Algorithm variants and enhancements
Modifications can be made to reconstruction algorithms, in order to attempt to 
improve the tomograms that are generated. Herman and Lent (1976a) designated 
such modifications as “tricks”. Herman (1980) noted that “tricks” are used to:—
(i) incorporate a priori knowledge;
(ii) accelerate convergence;
(iii) reconstruct a tomogram — other than the formally accepted solution —
which possesses attributes that can be considered preferable in practice.
These are useful facilities, and it does seem that “trick” is a rather dismissive 
reference to algorithm variations that can achieve these objectives.
Herman (1980) includes constraint of velocity values within the category of tricks, 
as implied by (i) above. The limited usefulness and validity of this particular 
algorithm modification are discussed elsewhere. In this Section, three other “tricks” , 
or algorithm variations, are considered:- 
o smoothing the image; 
o the use of relaxation factors;
o the choice of the initial estimate of the solution field.
3.3.5.1 Image smoothing
Smoothing can eliminate the speckled appearance of a tomogram generated from 
inconsistent (“noisy”) data. This seemingly cosmetic change can have a profound 
influence on the quality of a reconstruction. Rogue cell values exist at the expense 
of other cells, within which the reconstructed velocities will be diminished or 
increased in compensation. Furthermore, a “noisy” tomogram is problematic when 
performing a non-linear (curved ray) reconstruction, because rays can become 
“trapped” by velocity anomalies (Herman et al., 1975; Dines and Lytle, 1979; Smith 
et a l., 1980). This situation leads to progressive deterioration of the tomogram, since 
wrongly positioned rays will contribute to the reconstructed velocities of inappropriate 
cells.
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A review of the literature reveals that the use of smoothing routines is widespread. 
Smoothing can be considered to be a “common sense” solution to the problem of 
speckled tomograms. As such, it is not surprising that similar forms of smoothing 
routine have been developed independently by various tomographers (for example, 
see Bishop and Styles, 1990). Individual authors have not, in general, attempted to 
determine whether a particular implemented smoothing routine is optimal. Moreover, 
possible secondary effects of the application of smoothing techniques have not always 
been considered thoroughly. Exceptions to this statement include the studies 
described by Balanis and Bentley (1986) and by Gersztenkom and Scales (1988). 
Balanis and Bentley applied 3 x 3  smoothing windows to numerical velocity fields 
which consisted of features smaller than these windows. Small features of this type 
are characteristic of noise artefacts, and, ideally, a smoothing routine would act to 
eliminate such irregularities. A thorough test of a smoothing routine should examine 
the consequences of applying the routine to spatially extensive, near-uniform features, 
especially the boundaries between adjacent objects of this kind. Such an investigation 
was performed by Gersztenkom and Scales, who studied the effects of various 
smoothing routines on the appearance of simulated tomograms. The ability to retain 
true interfaces whilst destroying small-scale noise artefacts was explored.
Williamson (1986) and Lytle and Dines (1980) discussed the influence of smoothing 
on spatial resolution. Williamson considered the effect that a change to the velocity 
field, caused by smoothing, may have on the travel time residual vector and the cell- 
by-cell accuracy of the reconstruction (that is, the projection data misfit and the model 
parameter misfit). In general, smoothing an image will cause the magnitude of the 
residual vector (as measured here by ennJ to increase; indeed, the opposite effect is 
most unlikely. Williamson suggested that for low-noise systems, smoothing will 
probably cause the parameter fit to diminish. This is because a (nearly-accurate) 
reconstructed velocity field will, on smoothing, be altered to some other, more 
uniform but less correct field. According to Williamson, with noisy systems, 
smoothing may cause the parameter fit to increase, because the suppression of noise 
artefacts can lead to an improvement in the image. Lytle and Dines emphasised that 
such gains would be achieved at the expense of spatial resolution.
-117-
Three forms of smoothing routine can be identified from the literature:—
(i) averaging methods; (ii) selective smoothing; (iii) median filtering methods. The 
methods can operate on any size of cluster having an odd-number of cells along each 
side. Nevertheless, clusters of cells other than 3x3  have not been widely used in 
geotomography. Unusually, Gersztenkom and Scales (1988) used 3x5  cell clusters 
in an attempt to emphasise horizontal layering present in a simulated model. 
Smoothing can be incorporated within any of the reconstruction methods of Section
3.3.1. With non-iterative algorithms, the process can be applied only on completion 
of reconstruction processing. For iterative methods, smoothing can be applied 
between cycles, as well as at the end of processing.
(i) Averaging and weighted averaging methods
Let the nine cells within any 3x3 cluster be denoted by the labels 1 to 9, where the 
spatial configuration is:—
Vl V2 Vg
V4 V5 Vfi
V7 Vg V9
and Vjc denotes the velocity within the k'^  cell of a cluster (where 1 < k < 9 ). The 
velocity within the central cell of the cluster, V5, is to be modified. Under the 
averaging scheme, the new velocity value within cell number 5, V5',  is given by:
v; = ^ -------  [3.3.38]
E w .
where W  ^is a fixed weighting factor for the k* cell within the cluster. In the most 
straightforward averaging routine, all cells in a cluster are awarded an equal 
weighting: {Wk=l for k=  1,9}. Alternatively, the contribution of the central cell can 
be enhanced. The array {W$=8 ; W2=W4=W 6=Wg=2 ; W i=W 3=W 5=W7= l}  was 
used by Herman et al. (1975). Bishop and Styles (1990) used {Wg=5; 
W2=W 4=Wg=Wg=3 ; Wi=Wg=Wg=:W7= 2 }. They referred to the averaging 
techniques as low-pass spatial filters because such methods leave relatively large
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velocity features (here, objects which extend beyond an area of 3 x 3  cells) almost 
unaffected, yet cause changes to features which have dimensions that are less than 
those of the smoothing windows.
(ii) Selective smoothing
For non-zero (where k = l,4 ; k=6,9), Equation [3.3.38] will have an inherent 
blurring or spreading effect. One may prefer to retain boundaries between distinct 
regions in a pristine, unsmoothed state. A means of achieving this is through the use 
of “selective smoothing” (Herman et al., 1975). The aim of the technique is to 
permit smoothing within features, but not across boundaries, thus:
v; =   [3.3.39]
E  frW .
where ^  =  1 if jv^ -  Vg| < t^  
but fk = 0 otherwise
and ty is a pre-set threshold. Smoothing occurs only between neighbouring cells 
which already have similar velocity values.
The threshold value, t^ , of the level of acceptable velocity differences is critical. 
Herman et al. suggested that a suitable value could be determined empirically, for 
particular cases. The manner in which this can be achieved is not readily apparent. 
One could perhaps use a priori knowledge of the properties of the materials that are 
likely to be encountered at a site in order to estimate a suitable threshold value. 
Alternatively, inspection of a trial reconstruction could indicate the levels of contrast 
that are likely to be present between adjacent cells. In a simulation study, Balanis 
and Bentley (1986) set the threshold to be one-sixth of the difference between the 
maximum and minimum velocities present in the original numerical velocity field. 
In general, however, cells having “intermediate” velocity values are often generated 
along a tomographic image of even a distinct boundary. The choice of an appropriate
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threshold parameter is, therefore, even less certain than it would at first appear. In 
the absence of a reliable method to determine this key parameter, the method of 
selective smoothing will not be considered further.
(iii) Median filtering methods
The method of median filtering is implemented by replacing the velocity within the 
central cell of a cluster by the median value of the cell velocities in the cluster. 
Thus, for a nine-cell cluster, the central cell is assigned the 5* entry in a ranked list 
of the velocities in the cluster. A median filter method was applied by Bording et 
al, (1987) between iterations of a reconstruction algorithm. Miranda (1989) applied 
a variant of the median smoothing method (specifically, a —trimming; see below) at 
the end of reconstruction processing, and used no smoothing between iterations. 
Balanis and Bentley (1986) were critical of median methods because, they suggested, 
these techniques can eliminate thin-line features (for example, features that are the 
width of one reconstruction cell).
Three variants of the median method are:—
(i) to use the (median +  1) cell value (Balanis and Bentley, 1986);
(ii) to use a weighted median technique;
(iii) the method of a —trimming (Gersztenkom and Scales, 1988).
Under the weighted median method, a cell which is assigned a weighting of, say, 3 
will appear three times in the ordered list of the cell velocities in the cluster. As with 
the weighted averaging methods, the median weighting array is influential, and should 
be selected with care. Under the method of a —trimming, the velocity within the 
central cell of a smoothing cluster is modified to a value determined using only a few 
of the surrounding cell values (a “trimmed” list). Gersztenkom and Scales (1988) 
found this approach to be less effective than using the full complement of 
neighbouring cells.
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When smoothing a tomogram, one wishes to eradicate anomalous velocity artefacts 
and yet preserve genuine features. In general, the latter category of object will 
extend over several cells, whereas the former will be more limited in spatial extent. 
(In cases where anomalies are spatially extensive, this will usually have arisen 
because there exist profound problems associated with the reconstruction, which the 
essentially superficial technique of image smoothing would be unable to remedy.) 
Recognising that there are two cases of interest — genuine features and noise 
artefacts — a suitable pair of test velocity fields are presented in Table 3.3.13. 
These are:—
■ a distinct interface between two extensive (and genuine) velocity features;
■ a noise artefact, which is modelled as a single, rogue cell.
Table 3.3.13 presents the results of applying, once only, each of the three averaging 
arrays (specified in (i) above) to the two schematic velocity fields. Repeated 
application of the arrays would progressively blur and spread the “width” of the 
interface further into the (uniform) zones lying to either side of the boundary. If one 
accepts that this is undesirable, then the array {Wg=8; W2=W4=W6=Wg=2; 
W i=W 3=W 5=W7= l}  performs best. On repeated application of the arrays, the 
spiked noise feature would spread out across the surrounding cells. If one accepts 
that the intention is to eradicate the rogue cell, then the unweighted array {Wk=l, for 
k= l,9} shows the best smoothing performance of the three arrays tested. It is 
problematic that the blurring of the spike gives rise to a sizeable zone of intermediate 
cell velocities: this could be mistaken for a genuine feature.
Table 3.3.13 gives the results obtained after a single application of a uniform 
median filter to the two test fields. The median smoothing technique has displayed 
the properties that were defined as being the preferred characteristics of an image 
smoothing method — namely, preservation of interfaces between extensive velocity 
zones but elimination of isolated, small irregularities. Furthermore, repeated 
application of the median method will not cause any additional alteration to either 
field. This technique causes less blurring than do any of the averaging methods.
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In conclusion, in these tests, the method of median filtering has been found to be 
the superior method of smoothing a tomographic image, as compared with methods 
which are based on weighted averages. Of the weighted averaging methods, an 
approach in which an equal weighting is assigned to all cells in a cluster was found 
to be the most effective method of eliminating noise artefacts. However, a weighting 
array which assigns greatest weight to the central cell of a cluster caused least 
distortion to a genuine boundary.
3.3.5.2 Relaxation factors
The manner in which relaxation factors are incorporated in ART and SIRT was 
indicated in Sections 3.3.1.2 and 3.3.1.3. Relaxation factors were introduced by 
early tomographers, notably Hounsfield (1972). As an algorithm modification, the 
use of a non-unity factor was developed in an essentially heuristic manner. The 
action of relaxation factors did not receive any theoretical analysis until quite 
recently, when Censor et al. (1983) considered the use of very low relaxation factors 
when applying ART to both consistent and inconsistent systems. Censor et al. 
suggested that an oscillatory convergence will be attained in such cases. In addition, 
they showed that a non-unity relaxation factor will not affect the eventual convergence 
of an ART reconstruction of consistent data. The latter result is to be expected from 
the geometrical analogy of the action of the ART algorithm (Equation [2.14]): only 
the length of each orthogonal “projection” onto the hyperplane is affected. More 
general theoretical analyses of the use of non-unity relaxation factors with iterative 
reconstruction algorithms, particularly SIRT, have not been noticeably forthcoming. 
Indeed, the results presented in this Section suggest that the mechanism by which 
relaxation factors operate is unlikely to be straightforward. Below, the influence of 
non-unity relaxation factors is demonstrated using numerical examples rather than the 
thorough analysis which is, strictly, now required. Several important trends are 
indicated. In particular, it will be shown that the value of a (non-unity) relaxation 
factor should be selected with care. This observation does not appear to have 
received emphasis in the previous literature.
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In the literature, it is found that under-relaxation has been preferred for ART, 
whereas over-relaxation has been preferred for SIRT. Under-relaxed ART was used 
by Hounsfield (1972) and Herman et al. (1975). Hounsfield suggested that the use 
of a relaxation factor of less than unity would reduce the sensitivity of ART to noise 
in tomographic data. In the approach described by Hounsfield, the magnitude of the 
relaxation parameter was reduced between successive cycles. Over-relaxed SIRT was 
used by Lakshminarayanan and Lent (1979) and Ivansson (1985, 1986). Ivansson 
(1985) suggested the use of a relaxation factor of 1.8 in order to speed up the 
convergence of an implementation of SIRT. Lakshminarayanan and Lent suggested 
that over-relaxed SIRT was effective only when applied in conjunction with an initial 
velocity estimate given by back-projection of the data. This is investigated below.
To investigate the effects of relaxation factors, reconstructions were performed 
using ART-URP and SIRT-URP on the six simulated systems. Cases A to F, of 
Test 1 (Table 3.3.1). Processing was performed using a relaxation factor,/, in the 
range 0.01 to 1.99 (inclusive). The Euclidean distance from the original field (Figure 
3.3.1), d, is an appropriate parameter with which to monitor the influence of a 
relaxation factor on the reconstructed solution. To gauge rates of convergence, 
{/-values are presented for the reconstructions generated after 5, 10, 50,100 and 200 
iterations.
Representative results from the numerical analyses are presented in Figure 3.3.15. 
The plots show the Euclidean distance between the original velocity field and the 
tomogram that had been reconstructed at the number of cycles indicated. Unless 
otherwise stated. Figure 3.3.15 shows results from reconstructions for which the 
initial estimate of the velocity field was uniform, with a magnitude equal to the 
average of the apparent velocities of the projections in the relevant data set.
Figure 3.3.15 (a) summarises the results obtained when ART-URP, with various 
relaxation factors, was applied to the (noise-firee, full rank) Case A system. The 
form of these curves characterises the results that were obtained with ART for all the 
rank-9 systems. For these fully-determined systems, no very marked improvement
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in the performance of ART-URP is obtained by use of a non-unity relaxation factor. 
Furthermore, the use of a low ( f  < 0.2) or a high ( f > 1.8) factor causes a 
deterioration in the reconstruction.
Figure 3.3.15 (b) shows results obtained by applying relaxed ART—ÜRP to the 
(noise-free, rank-7) Case D data. There is a range of relaxation factors, at about 
/= 0 .2 , which act to increase greatly the rate of processing of ART—URP, in this 
case. This optimum window is narrow. The assignment of a relaxation factor which 
is below the optimum causes the performance of the algorithm to deteriorate rapidly, 
and to become inferior to th e /=  1 situation.
Figure 3.3.15 (c) presents results obtained by applying ART-URP to the (noisy, 
under-determined) Case E system. Similar results were obtained for Case F. There 
is a range of (under-) relaxation factors which cause the solution to show 
(comparatively) stable behaviour (at least, up to 200 iterations). In comparison, the 
/= 1  results are beyond the scale of the graphs, indicating that ART-URP has 
generating a tomogram which is far from the preferred image. These observations 
support, perhaps, Hounsfield’s (1972) use of under-relaxation with ART. The 
theoretical analyses of Censor et al. (1983) suggested that the use of low relaxation 
factors could permit ART to be applied to noisy data sets. The work by Censor et 
al. implied that very low relaxation factors (i.e. just above zero) would be effective. 
The results in Figure 3.3.15 (c) indicate that, in this numerical example, the use of 
extremely low relaxation factors caused the performance of the ART algorithm to be 
inferior to the performance obtained when using mid-range under-relaxation.
Figure 3.3.15 (d) shows results obtained by applying SIRT-URP to the (noise-free, 
fully-determined) Case A system. The form of the curves is very similar to those 
obtained when SIRT was applied to Cases B and C, for which results are not 
presented. There is an over-relaxation factor (f—l . l ,  approximately) which, in this 
case, gives rise to an improvement in the rate of processing of the SIRT—URP 
algorithm. However, use of a relaxation factor which exceeds this optimum results 
in an image that is far from the preferred solution: the range of acceptable values is
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narrow. Figure 3.3.15 (d) is almost a mirror image of Figure 3.3.15 (a). This 
observation is in accord with the widely accepted use of under-relaxation for ART but 
over-relaxation for SIRT.
Figure 3.3.15 (e) gives results obtained when SIRT-URP was applied to the (noisy, 
ill-determined) Case F system, with a uniform initial estimate of the velocity field. 
Figure 3.3.15 (f) shows results that were generated under a similar reconstruction 
scheme, except that the initial velocity estimate was given by application of BPT to 
Case F. The plots characterise the general trends in the results that were obtained 
with SIRT for all of the rank-7 data sets. For (f < 1.8), approximately, the curves 
in Figures 3.3.15 (e) and (f) have very similar forms. For ( f  > 1.8), the 
reconstruction using a BPT initial model shows superior behaviour, particularly at low 
numbers of iterations. These results are in agreement with the results and conclusions 
of Lakshminarayanan and Lent (1979). No explanation of the origin of the 
phenomenon is offered here. It is noted, however, that the tomogram produced by 
SIRT, from a particular data set, is a function of the initial estimate of the solution 
field, unless a uniform field is used (Section 3.3.5.3). The tomograms generated 
when using a BPT-based relaxed SIRT reconstruction did not coincide with those 
obtained when SIRT was supplied with a uniform initial estimate of the velocity field.
On the basis of this numerical test, it is concluded that it is not, in general, of 
benefit to use a non-unity relaxation factor. In certain cases, an improvement in the 
performance of the ART or SIRT reconstruction algorithms can be brought about 
through the incorporation of an appropriately-valued relaxation factor. Where such 
improvements are observed, it is through the use of under-relaxation for ART and 
over-relaxation for SIRT. The tomograms generated in this manner were found to 
be sensitive to the value of the relaxation factor used: a slight under- or over-estimate 
of the factor caused the reconstructed field to deviate markedly from the preferred 
solution. The results presented here suggest that non-unity relaxation factors should, 
in general, be used with care, if at all.
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3.3.S.3 Assignment of the initial estimate of the solution
CG, LSQR, ART and SIRT require an initial estimate of the velocity field from 
which to begin processing. Here, it will be shown that, particularly in the case of 
under-determined systems, this starting vector can have a significant influence on the 
solution to which an iterative algorithm eventually converges. This Section presents 
a summary of a numerical investigation using the Test 1 systems (Table 3.3.1) to 
determine whether there are optimal initial velocity models for the CG, ART, LSQR 
and SIRT algorithms.
The twelve initial velocity vectors that were used in this study are specified in Table 
3.3.14. It has been suggested (Artzy et al., 1979) that it is a necessary condition that 
the initial estimate of the solution vector should be in the range of the D matrix; 
results presented below confirm this suggestion. Other than Model (8), the initial 
estimates of the solution field under examination are in the column space of both the 
rank—9 and the rank—7 D matrices. Nevertheless, it is appropriate to emphasise that 
Models (5) to (7) incorporate the vertical structure that is characteristic of vectors in 
the null space of the rank—7 D matrix (refer to Section 4.2). That is. Models (5), 
(6) and (7) contain, inter alia, linear combinations of vectors in the null space of the 
rank—7 D matrix.
Using these twelve fields as initial estimates of the solution vector, ART-URP, 
SIRT—URP, LSQR and CG were used to reconstruct from the rank—9 and rank—7 
systems of Test 1. The results of this procedure are described below.
LSQR
LSQR was found to be extremely sensitive to the choice of initial velocity model. 
For all levels of determinacy (here, as characterised by the rank—9 and rank—7 
systems of Test 1) and for all noise levels, LSQR required that a null slowness vector 
(see below) be used as the initial estimate of the solution field. Use of any other
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initial vector with the LSQR algorithm resulted in inaccurate and often highly 
unrealistic reconstructions.
ART, SIRT and CG
With the fully-determined systems (Cases A, B and C), the tomograms generated 
by SIRT—URP, ART-URP and CG were unaffected by the initial velocity estimate: 
these algorithms generated the results presented in Table 3.3.2, regardless of the 
starting model supplied. With the under-determined systems (Cases D, E and F), it 
was found that the choice of starting vector did affect the tomograms generated by 
SIRT, ART and CG. This behaviour is detailed below.
SIRT
SIRT generated the tomograms of Table 3.3.9 when starting from each of the 
uniform initial fields (Models 1 to 4). The magnitude of the uniform initial model 
did not affect the solution, and it had no influence on the intermediate velocity fields 
(i.e. prior to full convergence) that were generated. The tomograms generated by 
SIRT when supplied with Models (5) to (8) differed in each case and were all of low 
quality; for example, some of these fields included negatively-valued velocities. The 
tomograms generated by SIRT when starting from Models (9) to (12) also differed 
from each other, but were of a generally higher quality. These images were close to, 
but not coincident with, the least squares, minimum norm solutions (Table 3.3.2).
ART
The ART-URP reconstructions of the Case E and Case F systems became erratic 
and unrealistic with increasing iteration number (Section 3.3.4.1). This behaviour 
was not improved by using any of the fields given in Table 3.3.14 (Models (1) to
(12)) as the starting vector. The following descriptions of the performance of ART 
is restricted to the Case D system only.
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1.0661 1.9540 1.8173
1.0661 0.9884 0.9521
1.0661 0.9884 0.9521
1.0347 1.9530 1.9177
1.0347 0.9881 0.9790
1.0347 0.9881 0.9790
A RT-U RP reconstructed differing tomograms when presented with each of Models 
(1) to (4). For example, the following dissimilar tomograms were formed when 
starting from the essentially similar initial fields indicated:
(ART, starting from Model 1)
(ART, starting from Model 2)
When supplied with the initial models containing a vertical stripe (Models 5 to 8), 
ART generated poor results. In each case, the solution was far from the expected 
tomogram. In some cases, negative velocities were reconstructed. The ART Case 
D reconstructions based on Models (9) to (12) were of an acceptable quality, although 
the solutions differed from each other. The image formed by ART-URP when 
starting from a field given BPT (Model 10) was closer to the least squares, minimum 
norm solution than were the other tomograms reconstructed by ART-URP.
(The negative velocities present in some of the reconstructions described above are 
unrealistic and unacceptable. This is an example of a situation in which ART—PRP 
or SIRT-PRP (Section 3.3.1), rather than ART-URP and SIRT-URP, may be 
thought to be applicable. In this author’s opinion, use of PRP-type algorithms is not 
a solution to the problem. Adjusting a velocity field to eliminate negative values is 
cosmetic. There is a more profound problem present that PRP does not attempt to 
address. Moreover, constraining a particular reconstructed cell velocity to be positive 
will affect the velocities within the other cells of an image. This influence may not 
be easily monitored or quantified. For the latter reason in particular, it seems 
preferable that URP-versions of algorithms are used. When using a URP algorithm, 
it should be readily apparent whether a tomographic system is giving rise to negative 
velocities. If, in a field survey, negative seismic velocities are generated in an image 
which has been generated using a familiar and usually reliable URP algorithm, then 
this suggests that there is something amiss with the projection data supplied to the 
algorithm. PRP- or FRP-type algorithms may generate suspiciously unrealistic-
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looking images in such cases, but the observation of negative velocities in a URP- 
reconstruction would be an immediate and unambiguous indication of a problem.)
CG
The CG method successfully generated the least squares, minimum norm solutions 
of Table 3.3.2 from the uniform initial fields (Models 1 to 4), regardless of the 
magnitude of the velocity. Hestenes (1975) suggested that the initial estimate of the 
solution for a least squares CG algorithm should be a uniform zero-valued field, that 
is, a null vector. (Certainly, implementation of Hestenes suggestion was found, by 
numerical experiment, to be a necessity for LSQR.) A null slowness is not physically 
realistic since this implies infinite propagation velocities but, computationally, it is 
possible use zero-valued slownesses. This procedure was found to generate the least 
squares, minimum norm solution of Table 3.3.2, which had also been produced using 
the uniform fields of Models (1) to (4).
The CG reconstructions of the rank—7 systems when starting from Models (5) to 
(8) were of the low quality that had also been observed with ART and SIRT. In all 
cases, the residuals produced by the algorithms matched those of the tomograms given 
in Table 3.3.2: the solution vectors satisfied the tomographic equations in a least 
squares sense. When applied to Models (9) to (12), CG generated the least squares, 
minimum norm solution vector in each case.
In summary, the following observations can be made on the basis of this numerical 
study of the effect of the initial estimate of the velocity field on the solution generated 
by the iterative algorithms ART-URP, SIRT—URP, LSQR and CG:—
(i) LSQR requires that the initial estimate of the velocity or slowness field 
be a null vector.
(ii) For a fully-determined tomographic system, the tomograms generated by 
ART, SIRT or CG is not a function of the initial estimate of the velocity field.
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(iii) For an under-determined tomographic system, the tomograms generated 
by ART, SIRT and CG are a function of the initial estimate of the solution. 
If the initial estimate is in the null space of the D matrix, or if it is in the 
column space of D but incorporates linear combinations of vectors in the null 
space, then the tomograms generated by ART, SIRT or CG are a function of 
this vector and, typically, are of unacceptable quality.
In (iv), (v) and (vi) below, it is assumed that the initial model is unassociated with 
the null space of the D matrix.
(iv) When applying SIRT to an under-determined system, it was found that 
a consistent and repeatable solution could be generated only when using a 
uniform initial estimate of the velocity field.
(v) When applying ART to an under-determined system, the tomogram that 
is generated depends strongly on the choice of initial estimate of the velocity 
field. An initial velocity model based on a back-projected reconstruction was 
found to provide a useful starting point. This initial model did not, however, 
prevent the eventual divergence of the solution when ART was applied to an 
inconsistent system.
(vi) When applying CG to an under-determined system, the solution vector 
was not found to be sensitive to the choice of initial estimate of the velocity 
field, provided this field was unassociated with the null space. Since it is a 
time-consuming task to identify the null-space of a matrix, the use of a 
uniform initial field is recommended for CG.
3.3.6 Rates of processing and convergence
The rate determining steps in a geotomographic survey are the field acquisition and 
the picking of the first arrival travel times from the seismic records. These activities 
usually take several days. In comparison, “straight ray” reconstruction processing 
usually takes a few minutes, and “curved ray” reconstruction processing usually takes 
some tens of minutes. In the author’s opinion, rapid reconstruction is less important 
in geotomography than is the quality of the tomogram that is generated. 
Nevertheless, in a commercial environment, processing times may be considered to
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be important. Section 3.3.6.1 considers the processing time required by each 
algorithm, and discusses methods of increasing the rate of processing. Methods of 
monitoring the convergence, or otherwise, of the iterative algorithms are treated in 
Section 3.3.6.2.
3.3.6.1 Rates of processing
Table 3.3.15 indicates the relative C.P.U. times required to process the Test 2 
systems using each of the reconstruction algorithms under examination. The tabulated 
values have been normalised, since absolute C.P.U. times are dependent on hardware. 
It should be noted that not all of the software was written by the same programmer 
(refer to Section 3.3.1), and so one would expect to see some difference in the 
optimality in the way in which the algorithms have been encoded.
The speed of processing of an algorithm depends on the size of the matrix D. To 
a lesser extent, processing times are affected by the structure and the sparseness or 
“infill” of D. It is a reasonable initial assumption that the processing time of an 
algorithm will depend on both m and n, where m is the number of projections and n 
is the number of reconstruction cells. As m and n increase, then the processing time 
required by a reconstruction algorithm will increase also. However, by adopting a 
suitably prudent approach when encoding an algorithm, this increase need not 
increase in direct proportion to m or n. For example. Scales (1987) described a 
version of CG which was modified to take advantage of the sparsity of tomographic 
matrices. This algorithm ran at 60 times the rate of an (unmodified) SVD algorithm.
If attempting to process a very large tomographic system, the ability to 
accommodate all the data may be considered more important than a high speed of 
processing. By using an indexing system to access the non-zero elements of D, there 
is no necessity to store explicitly the zero-valued entries. This approach has the dual 
advantages that storage requirements are reduced and an efficient means of accessing 
the important, non-trivial elements of D is provided. CG, ART and SIRT act on one 
row of D at a time, and so the full matrix need not be stored explicitly when using
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these algorithms. A flexible implementation of a row-action method would be 
programmed to identify systems which are of a sufficiently small size that the 
necessary matrices can be stored explicitly, and also to recognise and accommodate 
larger systems for which the elements of D should be re-calculated as needed.
3.3.6.2 Monitoring convergence
ART and SIRT are iterative, and the number of repetitive applications necessary to 
gain convergence to a steady, unchanging solution is not known a priori. In practice, 
one can terminate ART or SIRT processing early, by which stage the algorithm will 
usually have succeeded in generating a reconstruction which is an adequate 
approximation of the ultimate solution field, to within several significant figures. It 
is necessary to determine a means of identifying when an approximate solution, of 
sufficient accuracy, has been generated.
Table 3.3.16 summarises several factors which must be considered when 
determining whether any of the parameters specified in Section 3.3.3 could be used 
to monitor the convergence of an iterative reconstruction. The first column of Table 
3.3.16 indicates whether a priori knowledge of the ti*ue velocity field is required in 
order to calculate the value of the parameter listed in the table. The second column 
indicates that all the parameters attained steady values as SIRT (Cases A to F) and 
ART (Cases A to D, only) achieved convergence. The third column indicates those 
parameters which also attained steady values for reconstructions which did not show 
convergence (ART, Cases E and F). Ideally, the columns of Table 3.3.16 would 
read: “negative, positive, negative”. Eight parameters satisfy this requirement:— 
V , ,  var, S, Vnux, v ' q ^  and v \ .^ .
Based on the reconstructions of the Test 1 systems, Table 3.3.17 shows the number 
of iterations of ART and SIRT required to reach the extremal value (minimum or 
maximum) for the eight parameters of interest, as well as various measures of the 
residual vector. Within each reconstruction (Cases A to F), the majority of 
parameters attained their respective extreme values at a similar point in the processing
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(refer to the penultimate row of Table 3.3.17). The final row of Table 3.3.17 records 
the number of iterations required to generate a solution which had converged to at 
least 5 decimal places, in each case. It is concluded that, where there is convergence, 
most of the listed parameters attain extremal values on convergence.
When an iterative algorithm has formed a sufficiently accurate tomogram, several 
conditions will be satisfied. Firstly, e^ is will have reached a steady value with 
increasing iteration number, q. The attainment of a steady state by e^ ms can be 
premature (Table 3.3.17) and so and are useful additional indicators. Steady 
behaviour by these parameters are necessary, but not sufficient, indicators of 
convergence. The second, key criterion is that Equation [3.3.33] is satisfied, or is 
nearly satisfied. That is, d \ ,  v'qg,^ and must attain low values, ideally zero. 
Thus, if at successive iterations, e^ ns, e ^ ,  d \ ,  and v 'q ,^  are all observed
to remain at (low) steady values, then processing may be terminated. One would 
expect to observe steady behaviour of v., var, S, and coinciding with this 
event. Oscillatory behaviour, with increasing q, by any of these parameters indicates 
that a system has not converged.
3.3.7 Summary: choice of reconstruction algorithm
In Section 2.4.7, based on a review of the general tomographic literature, it was 
suggested that it is difficult to differentiate between the performance of the various 
reconstruction algorithms that are available. In Section 3.3, using numerical tests 
relevant to geotomography, it has been found that SIRT is particularly suited to use 
in this application. Detailed summaries of the findings for each algorithm are 
presented below.
ART
ART was found to be competent when applied to noise-free or fully-determined 
systems, but its performance was unstable and erratic when applied to noisy, ill- 
determined systems. The tomogram that is generated by ART from an under­
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determined system will depend on the choice of the initial estimate of the slowness 
vector. A back-projected starting model was found to be an effective starting point 
for ART processing. The use of relaxation factors is not recommended, although 
under-relaxation can improve the performance of ART in certain cases. The use of 
ART-URP is favoured, as ART-PRP and ART-FRP can introduce image distortions, 
and may mask problems with a reconstruction. The convergence or non-convergence 
of ART can be monitored using various statistical parameters.
BPT
The back-projection methods are robust; that is, a tomogram generated by BPT is 
largely insensitive to noise on the tomographic data, or the indeterminacy of the 
system. Reconstructions by BPT have relatively high residuals, and the accuracy of 
the reconstructed velocities are low. BPT tomograms present a “smeared” or blurred 
version of the true velocity field, with no excessive noise artefacts. As such, a back- 
projected tomogram can provide a rough, initial guide to the pattern of seismic 
velocities within the surveyed section.
SIRT
SIRT was found to be effective when applied to noise-free and to noisy tomographic 
systems. The performance of the algorithm was satisfactory when applied to fully- 
determined and to under-determined systems. SIRT tomograms displayed certain 
low-level distortions, which appear to have a characteristic form. The use of a 
uniform starting model is recommended. The use of relaxation factors is not 
recommended in general, but over-relaxation can enhance the performance of SIRT 
in certain cases. SIRT-URP is adequate, and the use of SIRT-PRP or SIRT-FRP 
should not be necessary. The convergence of SIRT can be monitored using various 
statistical parameters. These parameters can be used to assess whether SIRT 
processing can be terminated before full convergence is attained.
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Least squares
CG, LSQR and LSQ-SVD gave least squares, minimum norm solutions. When 
applied to under-determined, noisy systems of a type characteristic of geotomographic 
systems, these algorithms generated unacceptable images, with numerous artefacts. 
LSQ-GJ could be applied only to fully-determined systems.
Damped least squares
Damping, in order to reduce the influence of relatively small eigenvalues, was 
found to improve significantly the performance of LSQ when applied to noisy, under­
determined systems of the type common in geotomography. For DLSQ-SVD, a 
suitable estimate of the damping factor, k, was obtained by identifying the range of 
k values for which v^ ax is a minimum and is a maximum. For DLSQ-GJ, a 
suitable damping factor was obtained by identifying the value of k for which is 
a minimum. Both procedures are time-consuming. The solutions generated by 
DLSQ-SVD and DLSQ-GJ are sensitive to the choice of the factor k.
3.4 CONCLUSIONS; RECONSTRUCTION STRATEGY
The aim of this chapter was to identify a reconstruction strategy that is suited to use 
with typical seismic tomographic systems, and which can process geotomographic 
travel time data effectively.
Three facilities which should be present in a software package for geotomographic 
reconstruction processing have been identified. These are the ability to:—
(i) form a discrete, two-dimensional approximation 
of the reconstruction problem;
(ii) generate a system of tomographic equations which 
expresses this problem, and to form the matrix D;
(iii) solve the system of equations.
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Section 3.1 discussed the selection of the plane of reconstruction, and the 
parameterization of the geotomographic reconstruction problem into discrete form. 
Based on a review of common practice, as reported in the literature, it is 
recommended that the chosen reconstruction plane be the plane positioned such that 
the sum of the squares of the perpendicular distances, from the plane, of the 
instrument stations is minimized. The use of square, non-overlapping reconstruction 
cells is recommended.
Section 3.2 used numerical tests to compare the performance of several ray tracing 
techniques. Based on the results of these analyses, summarised in Section 3.2.4, it 
is recommended that:
■ straight ray tracing is used in the case of low-contrast fields;
■ the method of circular arcs is used in the case of high-contrast 
fields, including fields which may give rise to head waves;
in order to set up the D matrix for use in tomographic reconstruction processing.
Section 3.3 compared the performance of several reconstruction algorithms that have 
been used previously by other authors to process seismic tomographic data. Based 
on the numerical tests that were conducted on the algorithms, summarised in Section 
3.3.7, it is recommended that SIRT-URP be applied to solve geotomographic 
equations. When using SIRT, the use of a relaxation factor of unity and a uniform 
initial estimate of the velocity field is advised. Application of a median smoothing 
routine, between iterations of SIRT, can eliminate small-scale noise artefacts. SIRT 
processing should be continued until d'q, v'q^y,, and v 'q ^  reach low, steady values.
It is suggested that this set of procedures is able to generate acceptable tomograms 
from inconsistent, under-determined systems. It should, therefore, be applicable to 
seismic field data acquired in a typical geotomographic survey. The strategy of 
reconstruction described above was used to process the tomographic data acquired in 
the field surveys reported in Chapters 5 and 6.
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Table 3.2.1
“Robustness” of the implemented ray tracing 
algorithms, when applied to various velocity fields. 
(Refer to Section 3.2.2.3).
Straight
ray
Circular
arcs
Step-wise
method
Simulated
annealing
Model (i)
TWO LAYERS 100% 100% 100% 100%
Model (ii) 
INCLUSION
100% 100% 77% 100%
Model (iii) 
CHESSBOARD
100% 100% 0% 100%
Table 3.2.2
Relative C.P.U. requirements of the ray tracing algorithms 
(Normalised to dimensionless units, through division 
by the straight ray duration.)
Straight ray 1
Circular arcs 143
Step-wise refraction 193
Simulated annealing 8100
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Table 3.3.1
Summary of the Test 1 configurations, Cases A to F
CASE Type of projection error System determinacy 
(rank of 9X9 D matrix)
A none fully determined (rank 9)
B random noise on all rays fully determined (rank 9)
C one rogue ray fully determined (rank 9)
D none ill-determined (rank 7)
E random noise on all rays ill-determined (rank 7)
F one rogue ray ill-determined (rank 7)
Table 3.3.2
Tomograms reconstructed by LSQR, CG 
and LSQ-SVD from Cases A to F
CASE Tomogram
A
1.0000 2.0000 2.0000 
1.0000 1.0000 1.0000 
1.0000 1.0000 1.0000
B
1.0345 1.3333 2.0690 
1.7647 0.9091 1.8750 
0.8571 1.1111 0.8180
C
1.0000 1.6667 2.5000
1.0000 0.9091 1.1111
1.0000 1.2500 0.8333
D
1.1250 1.8000 1.8000
1.1250 0.9474 0.9474
1.1250 0.9474 0.9474
E
1.1681 1.7647 1.9305 
1.2500 0.7747 1.0526 
0.9823 1.2245 0.8291
F
1.0249 1.8750 1.8938 
1.1538 0.8795 0.9677 
1.1609 0.9677 0.8754
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Table 3.3.3
Various measures of the “least squares” tomograms in Table 3.3.2
(Each image is compared with the original velocity field of Figure 3.3.1; 
travel times are compared with the relevant projection data set; and e„ 
are also given as a percentage of the travel time of the appropriate ray.)
CASE A B C D E F
® m w 0.0000 0.0000 0.0000 0.0000 0.1747 0.0548
®njax 0.0000 0.0000 0.0000 0.0000 0.2593 0.0805
as % * 11.8 t  3.6
® in in 0.0000 0.0000 0.0000 0.0000 -0.137 -0.047
as % *-4.5 t- -1.7
v« 1.2222 1.3072 1.2522 1.1961 1.2196 1.1999
var 0.1728 0.2037 0.2481 0.1102 0.1379 1.1430
d 0.0000 0.4567 0.2290 0.1238 0.1778 0.1102
4 0.0000 0.9946 0.4589 0.3717 0.4788 0.2907r 0.0000 0.2676 0.1320 0.0896 0.1285 0.0800
S 2.9685 2.8554 2.6908 3.3399 3.1201 3.0908
®max 0.0000 0.8750 0.5000 0.2000 0.2500 0.1609
^ m t n 0.0000 0.0345 0.0000 0.0526 0.0177 0.0249
m^flx 2.0000 2.0690 2.5000 1,8000 1.9305 1.8938
V „ i n 1.0000 0.8108 0.8333 0.9474 0.7747 0,8754
* no correlation between the sign and magnitude of the imposed travel 
time errors, and the sign and magnitude of the travel time residuals 
$ the ray displaying the extreme residual is not the known “rogue” projection
Table 3.3.4
Euclidean distance, d, from the “least squares” solutions (Table 3.3.2), of the 
tomograms reconstructed using DLSQ-SVD with various damping factors, k.
d
k Case A Case B Case C Case D Case E Case F
0.000001 4.0E-6 2.5E-5 1.5E-5 2.1E-5 2.8E-5 3.3E-5
0.00001 4.0E-6 2.6E-5 1.6E-5 2.1E-5 2.8E-5 3.3E-5
0.0001 1.3E-5 4.4E-5 3.5E-5 2.0E-5 2.8E-5 3.3E-5
0.001 1.3E-4 2.6E-4 3.1E-4 2.5E-5 7.7E-5 4.6E-5
0.01 1.3E-3 2.5E-3 3.0E-3 2.2E-4 7.3E-4 2.5E-4
0.1 1.2E-2 2.3E-2 2.9E-2 2.2E-3 7.0E-3 2.3E-3
1.0 l.lE -1 1.8E-1 1.9E-1 1.6E-2 4.9E-2 1.6E-2
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Table 3.3.5
Root mean square of travel time residuals, e„ for reconstructions
of the rank-7 systems by DLSQ-GJ, at various damping factors, k.
®nns
k Case D Case E Case F
0.000001
0.00001
0.0001
0.001
0.01
0.1
1.0
4.0
0.2871
0.0579
0.0077
0.0006
0.0028
0.0272
0.2481
0.7912
0.5177
0.1787
0.1747
0.1746
0.1747
0.1770
0.3045
0.4637
0.0735
0.0551
0.0547
0.0548
0.0613
0.2583
Table 3.3.6
Tomograms generated using SBPT and BPT
CASE SBPT -reconstructed 
tomograms
BPT-reconstructed 
tomograms
A
1.1250 1.3846 1.3333
1.1250 1.1250 1.2000 
1.0588 1.0588 1.0435
1.1082 1.3887 1.3237 
1.1302 1.1174 1.2000 
1.0742 1.0565 1.0382
B
1.0976 1.3333 1.3333 
1.2500 1.0227 1.3333 
1.0286 1.0286 1.0390
1.0706 1.3435 1.3135 
1.2557 1.0159 1.3333 
1.0358 1.0315 1.0273
C
1.0843 1.3846 1.3333 
1.1250 1.0843 1.2000 
1.0588 1.0588 1.0169
1.0596 1.3887 1.3237 
1.1302 1.0731 1.2000 
1.0742 1.0565 1.0056
D
1.2000 1.3846 1.3846 
1.1250 1.0588 1.0588 
1.0588 1.0000 1.0000
1.1725 1.3807 1.3635 
1.1302 1.0656 1.0611 
1.0715 1.0000 1.0000
E
1.1613 1.4400 1.3333 
1.1538 0.9626 1.0909 
1.0286 1.0345 0.9677
1.1294 1.4429 1.3080 
1.1653 0.9687 1.0989 
1.0381 1.0397 0.9646
F
1.1538 1.3846 1.3846 
1.1250 1.0227 1.0588 
1.0588 1.0000 0.9677
1.1199 1.3807 1.3625 
1.1302 1.0252 1.0611 
1,0715 1.0000 0.9615
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Table 3.3.7
Values of e^ g^ ,, m^ax) ^mîn> 
for tomograms reconstructed using SBPT
" i ; ^m ax  ^ H d  V min
CASE A B C D E F
®nu3 0.2592 0.3281 0.3201 0.2167 0.3447 0.2778
®max 0.3732 0.6344 0.6677 0.3141 0.5185 0.5970as % 8.8 13.6 14.3 7.4 14.5 12.8
®mm -0.404 -0.559 -0.403 -0.373 -0.477 -0.453
as % -18.1 -27.8 -18.1 -16.7 -22.6 -21.0
^m ax 1.3846 1.3333 1.3846 1.3846 1.4400 1.38461.0435 1.0227 1.0169 1.0000 0.9626 0.9677
Table 3.3.8
Values of e,nns9 ^max? ^min? •^max ^ n d  V m in
for tomograms reconstructed using BPT
CASE A B C D E F
®rnM 0.2576 0.3201 0.3100 0.2231 0.3465 0.2763
®max 0.3387 0.5772 0.6081 0.2950 0.4995 0.5538as % 8.0 12.4 13.0 6.9 15.1 11.9
Spiip -0.403 -0.561 -0.419 -0.383 -0.481 -0.463
as % -18.0 -27.9 -21.0 -17.1 -22.9 -21.5
y max 1.3887 1.3435 1.3887 1.3807 1.4429 1.3807
y  min 1.0382 1.0159 1.0056 1.0000 0.9646 0.9615
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Table 3.3.9
Tomograms reconstructed using SIRT-URP and ART-URP
Case SIRT-reconstructed 
tomograms
ART-reconstructed 
tomograms
A
1.0000 2.0000 2.0000 
1.0000 1.0000 1.0000 
1,0000 1.0000 1.0000
1.0000 2.0000 2.0000 
1.0000 1.0000 1.0000 
1.0000 1.0000 1.0000
B
1.0345 1.3333 2.0690 
1.7647 0.9091 1.8750 
0.8571 1.1111 0.8180
1.0345 1.3333 2.0690 
1.7647 0.9091 1.8750 
0.8571 1.1111 0.8180
C
1.0000 1.6667 2.5000
1.0000 0.9091 1.1111
1.0000 1.2500 0.8333
1.0000 1.6667 2.5000
1.0000 0.9091 1.1111
1.0000 1.2500 0.8333
D
1.1206 1.8581 1.7561
1.1206 0.9632 0.9351
1.1206 0.9632 0.9351
1.0347 1.9530 1.9177
1.0347 0.9881 0.9790
1.0347 0.9881 0.9790
E
1.1525 1.8724 1.8554 
1.2321 0.7948 1.0299 
0.9713 1.2754 0.8149
(see text)
F
1.0191 1.9544 1.8379 
1.1464 0.8966 0.9529 
1.1534 0.9885 0.8633
(see text)
Details:
Relaxation factor: 
Initial velocity model: 
Number of iterations:
/= 11.2222, all cells
until convergence to 4“* decimal
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Table 3.3.10
Various measures of the tomograms
reconstructed using SIRT-URP and ART-URP
Case D E F D
Alg: SIRT SIRT SIRT ART
®mM 0.0000 0.1747 0.0548 0.0000
®max 0.0000 0.2593 0.0805 0.0000as % 11.8 3.6
®min 0.0000 -0.137 -0.047 0.0000
as % -5.5 -1.7
V* 1.1970 1.2221 1.2014 1.2110
var 0.1126 0.1422 0.1472 0.1505
d 0.1222 0.1726 0.1082 0.4631
0.2938 0.4153 0.2600 0.9921
r 0.0883 0.1256 0.0763 0.1716
S 3.3079 3.0927 3.0685 2.9383
®mflx 0.2439 0.2754 0.1621 0.0823
Smin 0.0368 0.0287 0.0115 0.0119
^ m ax 1.8581 1.8724 1.9544 1.95310.9351 0.7948 0.8633 0.9790
Table 3.3.11
Summary of the Test 2 configurations, Cases G to L
CASE Type of projection error Discretization errors present
G none no
H three rogue rays no
I random noise on all rays no
J none yes
K three rogue rays yes
L random noise on all rays yes
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Table 3.3.12
Various measures of the Test 2 reconstructions
CASE C^Tiin
(m/ms) (m/ms) ®nns ®m!n(ms) (ms) ®max(ms)
SIRT 0.916 2.334 0.054 -0.317 0.252
ART 0.984 2.062 0.014 -0.075 0.051
BPT 1.000 2.000 0.571 -1.250 1.715
G LSQR 0.970 2.097 0.007 -0.032 0.031
CG 0.970 2.095 0.007 -0.032 0.031
LSQ-SVD 0.973 2.100 0.007 -0.032 0.031
DLSQ-SVD 0.970 2.095 0.007 -0.032 0.031
SIRT 0.899 2.289 0.083 -0.348 0.311
ART 0.916 2.385 0.110 -0.396 0.398
BPT 0.982 2.000 0.575 -1.251 1.717
H LSQR -11.825 5.758 0.056 -0.202 0.206
CG -2.336 13.854 0.056 -0.200 0.205
LSQ-SVD -2.327 14.058 0.056 -0.201 0.205
DLSQ-SVD 0.884 2.392 0.057 -0.242 0.206
SIRT 0.845 3.634 0.209 -0.419 0.543
ART 0.722 5.670 0.290 -0.932 0.552
BPT 0.981 2.204 0.612 -1.250 1.862
I LSQR -13.742 801.351 0.142 -0.473 0.361
CG -206.697 16.064 0.136 -0.479 0.360
LSQ-SVD -292.708 14.744 0.136 -0.478 0.360
DLSQ-SVD 0.844 2.629 0.221 -0.522 0.401
SIRT 0.941 2.212 0.194 -0.465 1.725
ART 0.983 2.060 0.310 -2.201 2.186
BPT 1.000 2.000 0.805 -1.078 4.500
J LSQR -78.280 76.948 0.189 -0.553 1.638
CG -79.093 75.534 0.189 -0.553 1.638
LSQ-SVD -80.762 83.066 0.189 -0.553 1.638
DLSQ-SVD 0.944 2.208 0.195 -0.483 1.711
SIRT 0.925 2.252 0.204 -0.469 1.722
ART 0.947 2.303 0.327 -2.201 2.185
BPT 1.000 2.000 0.813 -1.083 4.500
K LSQR 0.641 90.168 0.199 -0.553 1.638
CG 0.641 92.321 0.199 -0.553 1.638
LSQ-SVD 0.643 74.680 0.199 -0.553 1.638
DLSQ-SVD 0.931 2.253 0.296 -0.482 1.713
SIRT 0.848 2.956 0.310 -0.739 1.961
ART 0.673 4.140 0.473 -2.712 2.322
BPT 0.986 2.067 0.814 -1.190 4.084
L LSQR -56.330 26.084 0.279 -0.701 1.998
CG -17.305 287.675 0.279 -0.699 2.001
LSQ-SVD -16.086 59.272 0.279 -0.700 1.999
DLSQ-SVD 0.869 2.533 0.308 -0.731 1.968
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Table 3.3.13
Velocity fields obtained after a single application the specified 
smoothing routines to two idealised numerical velocity fields:-
(a) an interface between two genuine features
(b) a spike-like noise artefact
Genuine features Spiky noise artefact
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Original 1.00 1.00 1.00 1.00 1.00 2.00 1.00 1.00
Held: 2.00 2.00 2.00 1.00 1.00 1.00 1.00 1.00
2.00 2.00 2.00 1.00 1.00 1.00 1.00 1.00
2.00 2.00 2.00
Smoothing 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
array: 1.00 1.00 1.00 1.00 1.10 1.10 1.10 1.00
1 1 1 1.33 1.33 1.33 1.00 1.10 1.10 1.10 1.00
1 1 1 1.66 1.66 1.66 1.00 1.10 1.10 1.10 1.00
1 1 1 2.00 2.00 2.00 1.00 1.00 1.00 1.00 1.00
2.00 2.00 2.00
Smoothing 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
array: 1.00 1.00 1.00 1.00 1.05 1.05 1.05 1.00
1 2 1 1.20 1.20 1.20 1.00 1.05 1.40 1.05 1.00
2 8 2 1.80 1.80 1.80 1.00 1.05 1.05 1.05 1.00
1 2 1 2.00 2.00 2.00 1.00 1.00 1.00 1.00 1.00
2.00 2.00 2.00
Smoothing 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
array: 1.00 1.00 1.00 1.00 1.08 1.08 1.08 1.00
2 3 2 1.28 1.28 1.28 1.00 1.08 1.20 1.08 1.00
3 5 3 1.72 1.72 1.72 1.00 1.08 1.08 1.08 1.00
2 3 2 2.00 2.00 2.00 1.00 1.00 1.00 1.00 1.00
2.00 2.00 2.00
Median 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
filter 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1.00 1.00 1.00 1.00 1,00 1.00 1.00 1.00
2.00 2.00 2.00 1.00 1.00 1.00 1.00 1.00
2.00 2.00 2.00 1.00 1.00 1.00 1.00 1.00
2.00 2.00 2.00
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Table 3.3.14
Initial velocity fields used in an investigation of the influence of 
the starting vector supplied to an iterative reconstruction algorithm
Initial estimate Notes
Model (1)
1.0000 1.0000 1.0000 
1.0000 1.0000 1.0000 
1.0000 1.0000 1.0000
uniform field, given by minimum velocity present 
in original field
Model (2)
1.2222 1.2222 1.2222 
1.2222 1.2222 1.2222 
1.2222 1.2222 1.2222
uniform field, given by 
mean apparent velocity 
of projection data set
Model (3)
2.0000 2.0000 2.0000 
2.0000 2.0000 2.0000 
2.0000 2.0000 2.0000
uniform field, given by 
maximum velocity present 
in original field
Model (4)
10.000 10.000 10.000 
10.000 10.000 10.000 
10.000 10.000 10.000
uniform field, unassociated 
with original field
Model (5)
10.000 1.0000 1.0000 
10.000 1.0000 1.0000 
10.000 1.0000 1.0000
arbitrary field, 
unassociated with original 
field
Model (6)
100.00 10.000 10.000 
100.00 10.000 10.000 
100.00 10.000 10.000
arbitrary field, 
unassociated with original 
field
Model (7)
1.0000 0.1000 0.1000 
1.0000 0.1000 0.1000 
1.0000 0.1000 0.1000
arbitrary field, 
unassociated with original 
field
Model (8)
2.1213 -4.243 -4.243
2.1213 -4.243 -4.243
2.1213 -4.243 -4.243
3 x 3  representation of a 
vector in the null space 
of the D matrix
Model (9)
1.0000 2.0000 2.0000 
1.0000 1.0000 1.0000 
1.0000 1.0000 1.0000
original field
Model (10)
1.2000 1.3846 1.3846 
1.1250 1.0588 1.0588 
1.0588 1.0000 1.0000
solution given by 
application of BPT
Model (11)
1.1250 1.8000 1.8000
1.1250 0.9474 0.9474
1.1250 0.9474 0.9474
solution given by 
application of least 
squares algorithm
Model (12)
1.5000 1.5000 1.5000 
1.0000 1.0000 1.0000 
1.0000 1.0000 1.0000
horizontal layers, with 
velocities given by apparent 
velocities of cross-hole rays
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Table 3.3.15
Relative C.P.U. requirements for the six reconstruction algorithms
Algorithm C.P.U. time
SIRT 1 *
ART 1 *
BPT 2 t
LSQR 9 t
CG 13 t
LSQ-SVD 35 t
* relative duration of one iteration or cycle of the algorithm only, 
including time taken to set up the tomographic equations 
t  relative duration of full procedure, including time taken to set 
up the tomographic equations
Table 3.3.16
An assessment of the suitability of the parameters defined 
in Section 3.3.3 for use with ART-URP and SIRT-URP
Requires 
Vp field
Constant on 
convergence
Constant on 
divergence
®fm$ no yes yes
®max no yes yes
®min no yes yes
®rai3 no yes yesV* no yes no
var no yes no
d yes yes no
4 yes yes nor yes yes no
S no yes no
®niioc yes yes no
Smin yes yes nono yes no
Vnun no yes nono yes no
v'* q max no yes no
y  qtn!n no yes no
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Table 3,3.17
Number of iterations required to attain maximum (or minimum) of the specified 
parameters, when applying ART-URP and SIRT-URP to the Test 1 systems.
Number of iterations required to attain convergence to ultimate solution vector 
in each case, to within 5 decimal places.
Algorithm: SIRT SIRT SIRT SIRT SIRT SIRT ART ART ART ART
Case: A B C D E F A B C D
®itn3 930 996 986 469 294 169 256 276 279 158989 995 998 499 607 462 262 307 292 174
®min 981 996 1000 492 603 469 256 300 301 172
V* * 998 989 429 * 509 * 280 294 *
var * 998 1002 462 * 488 * 294 302 *
S 1016 1167 1163 526 638 511 266 305 304 176* 1002 1002 516 » 512 * 309 304 *
Vmm 996 996 * * 4* 256 * * 163
800 937 961 378 522 385 233 259 264 158
v'^ qm ax 835 998 934 414 542 424 232 267 273 162
y  q tn ln 867 952 978 394 553 396 234 263 265 163
Mean t 917 1003 1001 457 486 437 249 286 288 166
SP Devil 77 56 55 49 111 103 13 18 15 7
Actual no.
cycles t 999 1109 1068 491 521 401 244 286 252 168
* maximum and minimum values were attained within the first few iterations of processing 
t  statistical mean and standard deviation of the preceding column of figures 
$ number of cycles required to attain convergence to 5 decimal places
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z#  true position of instrum ent station
#  projected position of station , 
on plane of reconstruction
Figure 3.1.1
Diagrammatic representation of the projection of non- 
coplanar instrument positions onto the chosen plane of 
reconstruction, here xy, such that the sum of the squares 
of the orthogonal projection distances, here is 
minimised.
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QR
Figure 3.1.2
Schematic representation of a Fresnel zone: 
S: source position 
R: receiver position 
W: surface of a wave from S to R 
P, Q: points on the wave surface W.
centre
grid of cells
perpendicular 
bisector of SR \  
(line of centres)
Figure 3,2,1 Representation of the method tracing rays using circular 
arcs, showing a trial circle for one source-receiver pair, and the line 
of centres for these instruments.
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Figure 3.2.2 (a)
Model (i): a two-layer field
1.0 m /m s
2.0  m /m s
Figure 3.2.2 (b)
Model (ii): a low-velocity inclusion
0.1 m /m s
I  2 .0  m /m s
J 1m
Figure 3.2.2 (c)
Model (iii): a chessboard pattern
1.0 m /m s
-  2 .0  m /m s
Figure 3.2.2 Velocity fields used in the tests of the performance of 
ray tracing methods. (Dots indicate the positions of the endpoints of 
the rays used in the cross-hole simulation.)
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•Ë 10
5 6 7 8 9 10 11
datum time (ms) datum  tim e (m s)
Figure 3.2.3 (a)
Plot of straight ray travel times against 
straight ray, refracted ray or head wave 
travel times, traced across Model (i)
Figure 3.2.3 (b)
Plot of circular arc travel times against 
straight ray, refracted ray or head wave 
travel times, traced across Model (i)
ElO
C L  8
5 6 7 8 9 10 11
10T3
5 6 7 8 9 10 11
datum  tim e (ms) datum  tim e (m s)
Figure 3.2.3 (c)
Plot of step-wise travel times against straight 
ray, refracted ray or head wave travel times, 
traced across Model (i)
Figure 3.2.3 (d)
Plot of annealed travel times against straight 
ray, refracted ray or head wave travel times, 
traced across Model (i)
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D)
5 6 7 8 9 10 11
datum tim e (m s)
5 6 7 a 9 10 11
datum  tim e (ms)
Figure 3.2.3 (e)
Plot of straight ray travel times against 
straight ray or refracted ray travel times, 
traced across Model (i)
Figure 3.2.3 (f)
Plot of circular arc travel times against 
straight ray or refracted ray travel times, 
traced across Model (i)
Q.
5 6 7 8 9 10 11
,11
10
9
8
7
6
5
5 6 7 8 9 10 11
datum  tim e (m s) datum  tim e (m s)
Figure 3.2.3 (g)
Plot of step-wise travel times against straight 
ray of refracted ray travel times, traced 
across Model (i)
Figure 3.2.3 (h)
Plot of annealed travel times against straight 
ray or refracted ray travel times, traced 
across Model (i)
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£  30
20 30
datum  tim e (ms)
E 30
20
20 30
datum  tim e (m s)
Figure 3.2.4 (a)
Plot of straight ray travel times against 
straight ray or refracted ray travel times, 
traced across Model (ii)
Figure 3.2.4 (b)
Plot of circular arc travel times against 
straight ray or refracted ray travel times, 
traced across Model (ii)
. i  30
10
20
datum  tim e (ms)
30
30■D
5  20
20 30
datum  tim e (m s)
Figure 3.2.4 (c)
Plot o f step-wise travel times against straight 
ray or refracted ray travel times, traced 
across Model (ii)
Figure 3.2.4 (d)
Plot of annealed travel times against straight 
ray or refracted ray travel times, traced 
across Model (ii)
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CO
11
10
g
8
7
6
5
6 7 8 9 10 11
datum: straight ray time (ms)
5
Figure 3.2.5 (a) Plot of circular arc travel times against 
straight ray travel times, traced across Model (iii)
10"O
6 7 8 9
datum: straight ray time (ms)
5 10 11
Figure 3.2.5 (b) Plot of annealed travel times against 
straight ray travel times, traced across Model (iii)
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method of circular arcs 
straight ray method 
step-wise method 
method of simulated annealing 
ray path given by Snell’s law
1.0 m/ms
2.0 m/ms
Figure 3.2.6
Ray paths traced using various ray tracing algorithms across 
the two-layer velocity model shown in Figure 3.2.2 (a)
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1.0 m/ms
  method of circular arcs
—  ~ straight ray method 
  step-wise method
  method of simulated annealing
  path of exact head wave
2.0 m/ms
Figure 3.2.7
Ray paths traced using various ray tracing algorithms across 
the two-layer velocity model shown in Figure 3.2.2 (a)
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velocity: 1 unit 
velocity: 2 units
Figure 3.3.1
Nine-cell velocity field used in Test 1.
Figure 3.3.2
Pattern of ray coverage across the 
Test 1 field giving rise to a rank- 
deficient tomographic system.
Figure 3.3.3
Pattern of ray coverage across the 
Test 1 field giving rise to a 
tomographic system of fiill rank.
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500
ART Case E
> 400- max
min
TJ
100-
-100 0 200 400 600 800 1000
num ber of iterations
Figure 3.3.4
Variation of v„ and Vnûn with iteration number,
for ART-URP reconstruction of Case E data set.
o '  0 .8EV-
^  0.6 Hc3
- 0.2
-0.4 -
- 0.6
f ART Case E
®max
®min------
/
200 400 600 800 1000 
num ber of iterations
Figure 3.3.5
Variation of e ^  and e^ ûn with iteration number, 
for ART-URP reconstruction of Case E data set.
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I  ' - ' - ' - ' - velocity 1.0 m/ms 
velocity 2.0 m/ms 
•  source station
■ receiver station
h~H 1.0 m distance
probability
1/2tp^
»
Figure 3.3.6
Two-layered field used in Test 2.
Figure 3.3.7
Distribution of errors imposed by 
application of Equation [3.3.37].
*Siti
Figure 3.3.8
Grid of reconstruction cells which 
gives rise to no discretization 
errors in the Test 2 system.
Figure 3.3.9
Grid of reconstruction cells which 
gives rise to discretization errors 
in the Test 2 system.
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(a) (b)
(c) (d)
m/ms
2.85
2.70
2.55
2.40
2.25
2.10
1.95
1.80
1.65
1.50
1.35
1.20
1.05 
0.90
(e) (0
Figure 3.3.10 SIRT-URP reconstructions of the Test 2 systems:
(a) Case G; (b) Case H; (c) Case I; (d) Case J; (e) Case K; (f) Case L.
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(a) (b)
(c) (d)
m/ms
2.85 
2.70  
2.55 
2.40 
2.25 
2.10 
1.95 
1.80 
1.65 
1.50 
1.35 
1.20 
1.05 
i  0.90
I| 0..
|-0 .6 0
I.... 0.45 
0.30 
0.15
(e) (f)
Figure 3.3.11 ART-URP reconstructions of the Test 2 systems:
(a) Case G; (b) Case H; (c) Case I; (d) Case J; (e) Case K; (f) Case L.
- 1 6 2 -
(a) (b)
(c) (d)
m/ms
2.85
2.70
2.55
2.40
2.25
2.10
1.95
1.80
1.65
1.50
1.35
1.20
1.05 
0.90I| 0 . 7 5
h$ 0 .6 0
îf  0.45 
0.30 
• 0.15
(e) ( t )
Figure 3.3.12 BPT reconstructions of the Test 2 systems:
(a) Case G; (b) Case H; (c) Case I; (d) Case J; (e) Case K; (f) Case L.
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(a) (b)
(c) (d)
m/ms
2.85 
2.70
2.55 
2.40 
2.25 
2.10 
1.95 
■ 1.80 
. 1.65 
1.50 
1.35 
1.20 
1.05 
0.90I| 0 . 7 5
0.60If -  0.45 
I  0.30 
0.15
(e) (f)
Figure 3.3.13 LSQR reconstructions of the Test 2 systems:
(a) Case G; (b) Case H; (c) Case I; (d) Case J; (e) Case K; (f) Case L.
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m/ms
(a) (b)
(c) (d)
2.85
2.70
2.55
2.40
2.25
2.10
1.95
1.80
1.65
1.50
1.35
1.20
1.05
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Figure 3.3.14 DLSQ-SVD reconstructions of the Test 2 systems: 
(a) Case G, with k=0; (b) Case H, with k=1.6% of
(c) Case I, with k=1.5% of ; (d) Case J, with k=1.3% of ; 
(e) Case K, with k= 1.3% of ; (f) Case L, with k= 1.1 % of .
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Chapter 4
Resolution of reconstructed images
Resolution is a term that is used in widely different senses and which, therefore, 
requires clarification before it can be applied without ambiguity in any particular 
context (refer, for example, to the review of the general literature presented by 
Frieder and Herman, 1971). In the geotomographic literature, it is found that the 
term resolution is often used idiomatically, without a specified formal definition. 
Here, “resolution” will be used in reference to the analysis of three aspects of 
geotomographic performance:— spatial resolution, structural resolution and velocity 
resolution. In certain respects, these categorisations are arbitrary and sometimes 
overlap. Nevertheless, distinguishing between these facets of the overall “resolution” 
of a tomogram provides a useful frame within which one can analyse several 
important aspects of a geotomographic survey.
Sections 4.1 and 4.2 address the subjects of spatial resolution and structural 
resolution. Analysis of the spatial resolution of a particular acquisition geometry is 
concerned with the minimum dimensions of the reconstruction cells in a tomographic 
image. Analysis of tomographic resolution of structure is concerned with the ability 
to image (large-scale) objects of a particular shape and orientation, when using a 
particular acquisition geometry. Section 4.3 discusses the ability to determine 
correctly the seismic propagation velocity properties within a given region of a 
tomogram, as this is affected by the deviated routes followed by seismic waves when 
crossing an heterogeneous field. A possible explanation for the low success rate of 
geotomographic cavity detection surveys (Chapter 2) is presented.
4.1 SPATIAL RESOLUTION
The spatial resolution of a tomographic survey is the smallest size of feature that 
can be reliably distinguished in a reconstructed image derived from the survey. In
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a pixellated tomogram, no feature that is smaller than the size chosen for the 
reconstruction cells will be perceptible in the image. Reconstruction cells should, 
therefore, be set to have dimensions which correspond with the estimated optimum 
spatial resolution of a survey. Several factors can influence the spatial resolution of 
a survey:— the wavelength of the seismic energy utilised in a survey; errors in the 
measurement of the projections; inadequacies in the “density” of the (straight ray) 
projection coverage across the survey zone.
The wavelength of a seismic wave can affect the minimum permitted dimensions of 
the cells used in a ray-based reconstruction because wave scattering and diffraction 
phenomena dominate transmission when the dimensions of inhomogeneities in the host 
medium are of the order of one wavelength or less (for example: Rayleigh, 1888; 
Morse and Ingard, 1968). Chapter 2 included a review of theoretical and 
experimental analyses of diffraction effects in seismic tomography.
Travel time picking errors can impose a check on the minimum dimensions of the 
features which can be resolved in a survey. The uncertainty that is introduced by 
observational errors are summarised in Equation [4.3] of Section 4.3. In that Section, 
this relation is introduced as an indicator of the ability to resolve the velocity 
properties within a feature of a certain size. Equally, however, it can be interpreted 
as signifying that, in the presence of timing errors, a feature having a particular 
propagation velocity will not be resolved if its dimensions faU below a certain limit.
Analysis of the spatial resolution of a survey, as far as this is governed by the 
projection coverage across the imaged region, is concerned with the “fineness” of the 
discretization of the estimate of the sought-after, continuously-varying function (that 
is, the seismic propagation properties of the ground) which can be “supported” by the 
acquired projections. The number of reconstruction cells which make up a particular 
tomogram can be considered as the number of “unknowns” in the reconstruction 
problem, and the number of rays acquired is the number of “known” values in the 
problem. It is not sufficient to say that the number of rays should equal or exceed 
the number of cells. One can devise many trivial examples in which the number of
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rays is greater than or equal to the number of cells but, due to the particular 
disposition of these rays relative to the cells, the cell parameters are not “fixed” by 
the acquired projections. For example, one would be unable to resolve the velocity 
within a pair of adjacent cells that are both traversed by the same rays only, 
regardless of the number of rays involved. In this case, the two separate cells ought 
to be combined to form one larger cell. It is cumbersome to use reconstruction cells 
of varying size across a tomographic image. One therefore seeks some optimum cell 
size that is acceptable for use in all or most regions of a tomogram.
When determining the minimum cell dimension that can be used with a particular 
acquisition geometry — or, more probably, determining whether a chosen cell size 
is acceptable — the properties of the matrix D (Section 2.4) are of key importance. 
Recall that each row of D corresponds to a ray and that each column of D 
corresponds to a cell. Let H  be the inverse of D. Extending the notation of Equation 
[2.7], and using simple substitution:
D Wo = p [2.7] bis
w = H p 
w =  H D Wo
where w is the reconstructed solution vector, and Wq is the true slowness vector. 
These vectors are identically equal if HD = I. In practice, D is often singular: 
H =  does not exist. D tends to be ill-conditioned due to column degeneracies, 
and columns that are almost degenerate, because of the pattern of rays across the grid 
of cells. In cases in which the inverse of D cannot be computed, one can obtain some 
other matrix, H, such that HD is diagonally-dominant and is close to the identity 
matrix. The rows of HD can be considered to act as weighting functions by which 
the true field, w ,^ is distorted into the calculated result, w. HD has been termed the 
resolution matrix by, for example, Jackson (1972) and Aid & Richards (1980). 
Altering the size of the reconstruction cells will change the elements of D and will, 
therefore, affect HD.
Re-inspecting Figure 2.1 will establish that, in geotomography, the ray coverage 
across a survey zone is not of uniform density. Some areas are crossed by an
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abundance of rays — many of which intersect with other rays — whereas other 
regions are sparsely covered. The resolution of the image will vary across the 
tomogram because of the non-uniformity of projection coverage. This irregularity is 
reflected in the form of the resolution matrix, HD, in a manner which has been 
visualised effectively and usefully by several authors (including, for example, 
Ivansson (1986) and Gustavsson et al. (1986)). They adopted the following approach. 
Each row of HD corresponds to a specific reconstruction cell, and each element along 
the row indicates the “resolution” of the other cells in relation to that cell, for a 
particular pattern of ray coverage. For each cell in a tomogram, one can select the 
appropriate row of HD. The value of each element along that row can be assigned 
to the spatial position of the corresponding cell. In this manner, an “image” of the 
resolution at and around the chosen cell can be produced by “looking at” the 
particular row of HD which acts as the weighting function for the cell of interest. 
Ideally, HD is an identity matrix, in which case any row of HD would appear as a 
single “cell” having value unity, surrounded by zero-valued “cells”. In practice, 
there is usually found to be a significant smearing of this preferred compact “spiked” 
or “delta”-like feature in regions where ray coverage is inadequate, i.e. as HD 
deviates from an identity matrix to include significant off-diagonal elements. This 
form of analysis assumes straight ray behaviour and, thus, is carried out without 
reference to the velocity field. It can be performed at the design stage of a proposed 
survey in order to investigate the spatial resolution properties of the planned 
projection pattern.
To illustrate the type of resolution analysis described above, the technique has been 
applied to the “Test 1” tomographic systems of Section 3.3.4.1. It will be recalled 
that these numerical models consist of 9 cells traversed by 9 projections. One system 
is fully determined (i.e. D is of rank 9), whereas the other is under-determined, with 
a D matrix of rank 7. In this analysis, H was assumed to be the pseudo-inverse of 
D. (H was determined via the singular value decomposition of D.)
For the rank-9 system, the matrix product HD is a 9 x 9  identity matrix: each cell 
in a tomographic image generated from this system is fully “resolved” with respect
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to all of the other cells in the image. Further, the cells are equally well-resolved. 
For the rank-7 case, HD is a diagonally-dominant matrix rather than an identity 
matrix: the “resolution” of this (under-determined) system is deficient. In Figure 
4.1, the resolution of the cells, with respect to a given cell of interest, is made 
apparent using the presentation technique described above. Each row of HD has been 
rearranged into a 3 x 3  grouping, to correspond with the original pattern of cells.
Menke (1984) described a method of performing spatial resolution analysis in a 
slightly different manner to that described above. The analysis performed by Menke 
can be considered to be an extension of the ideas behind the “balancing” method used 
by Bording et al. (1987) and Dyer (1988), in which the number of ray intersections 
within cells are counted. In essence, Menke analysed the extent to which a pattern 
of rays forms an interlinked network, and this was used as a means of quantifying the 
resolution of the reconstructed value at a particular point on a tomogram. Menke 
carried out a limited parametric study in which the number and spacing of instruments 
were varied. Menke found that resolution is highest where there is a large number 
of rays intersecting with each other and where these intersecting rays are inclined at 
a wide range of angles. These results serve to confirm an intuitive approach to ray 
coverage which is, perhaps, founded on the recognition that tomographic processing 
acts by a form of “triangulation” of projections to their points of intersection with 
other rays. Therefore, a high density of intersection points is desirable. Further, on 
recognising that a cross-hole acquisition geometry cannot be used to image vertical 
or near-vertical features which extend beyond the reconstruction zone (for examples, 
see Sakayama et al. (1987) and Ivansson (1986)), it is apparent that vertical or near­
vertical rays are required to enhance the resolution of a cross-hole survey. Thus, in 
general, a full range of ray angles is required. Menke considered well-to-well 
acquisition arrangements only. Nevertheless, the generalised results of Menke are 
applicable to other geometries, including single-well and well-surface-well surveys. 
The latter will be particularly likely to display the benefit of high-angle rays. It 
seems unnecessary to extend the work of Menke here to consider other, specific 
acquisition geometries. Rather, certain shortcomings of the underlying assumptions
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of spatial resolution analysis are to be discussed in Section 4.3, notably the 
assumption of straight ray propagation.
4.2 RESOLUTION OF STRUCTURE
Bregman (1986) observed that spatial resolution analysis using the resolution matrix 
(here, HD) is not particularly able to indicate a significant limitation of the 
geotomographic acquisition geometries that are used in practice (Figure 2.1). This 
inadequacy was characterised in the preceding paragraph with the statement that a 
cross-hole acquisition geometry cannot be used to image between-well vertical 
features that extend beyond the reconstruction zone. In more general terms, a feature 
that intersects an edge of a tomogram along which there are no source or receiver 
stations will not be imaged or “resolved” as a distinct entity. Since geotomographic 
reconstruction zones are not, in general, fully enclosed by projection endpoints, this 
is a situation that arises quite frequently. The phrase “resolution of structure” is used 
here to denote this particular aspect of tomographic resolution analysis, since it is the 
gross form or structure of the velocity field that is under discussion. Structural 
resolution problems are caused by the disposition of a velocity object in relation to 
the ray or projection coverage across the image. An example of inadequate structural 
resolution has been presented by Dyer (1988), who described a cross-hole survey in 
which an inclined dyke, intersecting with one borehole and the ground surface, was 
not well imaged. A problem with a similar geometry is discussed in Section 6.3.
An inability to resolve a particular velocity structure is, here, regarded as being 
quite distinct from the inability to distinguish an object because of its (small) size. 
The ability to image both wide and narrow vertical features would be affected by the 
use of cross-hole acquisition geometries. Although lack of spatial resolution and 
structural resolution are both caused by inadequate projection coverage, in the former 
case this inadequacy is generally associated with the quantity of rays in a survey as 
compared with the number and disposition of the reconstruction cells, whereas in the 
latter case it is the angular range of the projections and the disposition of the 
endpoints of the projections which most significantly affect the resolution. Poor
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spatial resolution can be considered to arise because, as has been discussed, one is 
unable to resolve the velocity within a pair of adjacent cells which are both traversed 
by the same set of rays. Poor structural resolution of certain features arises because 
the reconstruction cells that form these multi-cell objects are crossed only by 
projections which also traverse the cells bordering these features.
The form of the velocity structures that a particular acquisition geometry would be 
unable to resolve can be determined a priori by inspecting the eigenvalues and 
eigenvectors of the solution space of the system of tomographic equations in order to 
identify the null space of the system. It will be recalled that a matrix such as D can 
be decomposed into the product of three (defined) matrices, using the method of 
singular value decomposition (refer to Section 3.3.1.6). One of these matrices, 
usually denoted V, is associated with the solution space of Equation [2.11] and 
consists of the n eigenvectors of D D \ If the mXw matrix D is of rank k  (where 
k<n)f  then the (n—k) of these eigenvectors which correspond to the (n—k) zero­
valued eigenvalues of the system are vectors in the null space of D. Any linear 
combination of these (n—k) vectors could be added to a solution vector of Equation 
[2.11] without affecting the projection data fit. Bregman (1986) showed that the form 
of the eigenvectors that are associated with the zero-valued eigenvalues indicate 
velocity structures which cannot be imaged using a particular acquisition geometry.
Structural resolution analysis using eigenvectors is illustrated here with the “Test 1” 
systems of Section 3.3.4.1. Tables 4.1 and 4.2 give the eigenvectors taken from the 
columns of the V matrices of the rank-9 and the rank-7 D matrices, respectively. The 
eigenvectors are column vectors, but since each element corresponds to an individual 
reconstruction cell, the vectors have been presented in a 3x3  configuration to allow 
direct comparison with the original field. The tabulated values are slownesses. For 
each eigenvector, the corresponding singular value is also presented. An indication 
of the magnitude of the travel times that would be calculated across each eigenvector 
slowness field is provided in the form of the average of the absolute values of the 
nine projections across the slowness fields. These values are included in order to 
demonstrate whether or not the corresponding eigenvector (slowness) field could be
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combined with another velocity field without affecting the travel time residuals across 
the resulting field. Two of the rank-7 eigenvector fields have zero-valued projections 
and zero-valued singular values. These vectors are in the null space of the rank-7 D 
matrix: any linear combination of these fields, singly or together, could be added to 
a reconstruction of the rank-7 data without affecting the travel time residuals of the 
tomogram. Both fields have a “vertical” structure, which is in contrast with the 
predominantly horizontal pattern of the projections forming the rank-7 ray coverage.
With an awareness aware of the results of Menke (1984) and Bregman (1986), an 
effective qualitative assessment of both the spatial and structural resolution for a 
particular projection coverage can be made by a simple visual inspection of diagrams 
such as those in Figure 2.1. Regions of high spatial and structural resolution will 
occur where there is a dense population of rays which intersect with other rays at a 
range of angles. The cell size should be selected such that there are, for the majority 
of cells, an adequate number of ray intersections of this type within each cell. In 
practice — and despite the preceding mathematical discussions — this can often be 
achieved by using the simple rule-of-thumb that the cell size should be set to equal 
the down-hole instrument spacing. (Usually, the choice of the down-hole station 
spacing would in turn have been governed by an estimate of the wavelength of the 
seismic energy to be used in the survey.) From inspection of the geotomographic 
literature, it is evident that this empirical approach is in widespread use. It is an 
effective and easy way of ensuring that the cell size is not over-large but, equally, 
that the chosen size is not so small that cells fall within the “interstices” of the ray 
net. One should be aware that structures or objects which intersect with the 
unenclosed edges of the tomogram will be poorly resolved. These simple qualitative 
approaches avoid the “somewhat messy” (Menke (1984), p. 106) mathematics of the 
method used by Menke, and, indeed, of the method of singular value decomposition. 
Moreover, the results of the succeeding Section suggest that an over-elaborate 
analysis of straight-ray coverage is inappropriate in certain cases.
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4.3 RESOLUTION OF VELOCITY
Two circumstances in which reconstructed seismic velocities may be assigned 
incorrect magnitudes are:—
(i) situations in which an (accurately picked) travel time data set does 
not contain the necessary information from which to reconstruct 
correctly-valued velocities, because seismic wave energy did not 
traverse all parts of the surveyed section;
(ii) cases in which picking errors in a projection data set mask the 
influence of seismic velocity features on measured travel times.
Investigation of the former will be referred to as velocity resolution analysis. 
Examination of the effects of timing errors will be referred to as noise analysis.
Section 3.3 included examples of another mechanism whereby erroneous velocities 
may be reconstructed. This occurs when a reconstruction algorithm acts to generate 
a defined class of solution from an under-determined system of tomographic equations 
but, in reality, the true seismic velocity field is not a member of this class of vectors. 
This form of error is brought about by the adoption of particular processing methods, 
in conjunction with inadequate provision of instrument stations.
The projection data used in velocity tomography are the travel times of the seismic 
waves which followed the fastest route from source to receiver. Consider a velocity 
field which has a distinct low-velocity region. It is unlikely that many, or indeed 
any, of the first-arriving seismic events would, whilst crossing the field, have 
followed paths which traversed the slower zone. Therefore, this region may not have 
been sampled by any of the first-arriving waves (minimum travel time rays) and, 
thus, would not have contributed directly to the projection data. It follows that the 
propagation velocity within the zone could not be reconstructed with a similar degree 
of confidence to that held for the other, well-sampled areas of the tomographic image. 
It is possible that the presence of the low-velocity feature could be inferred from the 
slight increase in the travel times of rays which followed a longer route in order to 
skirt the zone, in comparison with the journey times which might be expected in the
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absence of the feature. In practice, this difference may not be perceptible or usefully 
interpretable. These statements are expanded below.
“Velocity resolution” is used here to refer to aspects of the analysis of the contrasts 
in velocity and dimensions of velocity inhomogeneities which can be imaged in a 
particular situation. The term has been used before, by Schneider (1990), and this 
will be discussed in detail later. The problem of velocity resolution, which is 
essentially the problem described in the previous paragraph, has not received wide 
acknowledgement or emphasis. Ivansson (1986) briefly considered the problem, but 
only in terms of some of the mathematical implications of the inability to reconstruct 
the velocity field within an enclosed region inside the nominal boundaries of a 
tomographic image. Ivansson did not extend the discussion further, for example to 
consider that one cannot determine the spatial extent of the unsampled region (see 
below). Dyer and Worthington (1988) considered unsampled zones caused by low 
velocity features. They presented simulated ray coverage diagrams for a small 
trapezoidal velocity inhomogeneity having half the propagation velocity of the 
surrounding medium. The density of the (refracted) ray coverage across this slower 
zone was less than that given by the straight-ray projection coverage, but a number 
of rays did traverse the feature. Two regions of the inclusion were not crossed by 
any first-arriving rays. Dyer and Worthington presented a tomogram produced from 
the curved-ray data, processed assuming refracted ray paths. Since the true refracted 
ray paths were known. Dyer and Worthington constructed their D matrix directly and 
exactly from these a priori data. In the resulting tomographic images, velocities were 
assigned to the two regions that were not traversed by any rays. The manner in 
which these velocities were determined was not explained.
Wielandt (1987), using an exact solution of the wave equation for the case of a 
sphere in a uniform host medium, showed that energy which “skirts” a low-velocity 
zone, i.e. diffracted energy, can be the first-arriving seismic event at a receiver, 
under particular combinations of velocities, dimensions and distances. Moreover, 
Wielandt demonstrated that diffracted waves can have amplitudes and waveforms 
which 2U"e comparable to those of direct arrivals.
-176-
McKinnon and Bates (1980), working in the field of medical ultrasonic imaging, 
considered the implications of unsampled regions of the reconstruction plane. 
McKinnon and Bates termed these areas forbidden zones which minimum travel time 
rays will not enter. They concluded that these regions exist at localised low velocity 
zones, and that the extent of a forbidden region will be affected by the velocity 
contrast, the size of the inhomogeneity and the source-receiver separation. Here, the 
approach taken by McKinnon and Bates is generalised and extended in an attempt to 
quantify the problem of velocity resolution.
Consider an inhomogeneity of propagation velocity V2 in a uniform velocity field 
Vi, where V^ (Figure 4.2 (a)). For computational simplicity, this analysis 
concerns an (infinitely long) prismatic inclusion, with a square cross-section of 
dimensions R. The influence of the cross-sectional shape of the velocity inclusion on 
the results presented here is discussed below. In practice, the minimum size of 
feature that can be imaged will be affected by spatial resolution limits, as described 
in Section 4.1. This limitation on R  is not considered further here. Let the distance 
between the source and receiver of interest be D. For the square inhomogeneity 
symmetrically disposed between the instruments, as shown, the minimum travel time 
ray from source to receiver will follow one of two routes. It will travel either around 
or through the square inclusion, as shown in Figures 4.2 (b) and 4.2 (c). The travel 
time, 7i, for the ray which skirts the inclusion is given by:
- 1/2
r , = 2 • D R 2 2
2+ R2
2
+ R [4.1]
The travel time, 7^, for the ray which passes directly through the feature is given by:
D -R R
y. ] [4.2]
The minimum travel time ray traverses the feature if > 7 .^ There will be 
particular ranges of Vj, V2, R and D for which this condition is met. In these cases, 
the ray will directly “sample” the inclusion. It is necessary to consider whether any
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useful information regarding these parameters can be deduced if < 7 ;^ that is, in 
cases when the first-arriving ray (or wave) does not actually cross the feature.
The following normalised parameters are used in this analysis:— 
size ratio: RID 
velocity ratio: 
minimum travel time ratio: TiipiV^
where T  is the travel time of the first arrival, i.e. Tis the minimum of 7^  and 7 .^ In 
an analysis of low-velocity inclusions, the size ratio and velocity ratio can usefully 
take values between zero and unity. Figure 4.3 presents plots of the minimum travel 
time ratio against the velocity ratio, for various size ratios. Each curve has two 
distinct regions. Firstly, at low values of there is a plateau: the minimum 
travel time is unaffected by the value of the propagation velocity within the inclusion, 
V2 . Within this regime, the minimum travel time is governed by Equation [4.1]: the 
ray does not traverse the feature. The value of V2 cannot be fixed in these cases, 
even if T, /? and D  are known. For each value of RiD, there is a changeover 
point at which Equation [4.2] becomes active. This leads to the second regime in 
which the ray crosses the inclusion and the travel time is directly affected by the 
value of the propagation velocity within the inclusion. The changeover points are 
shown as a dotted line in Figure 4.3, for values of RiD between 0 and 1.
(For low-velocity features other than the symmetrically-positioned square inclusion, 
there are theoretical minimum travel time paths other than the two shown in Figures
4.2 (b) and (c). For example, for a circular inclusion of radius R, there will exist 
some combination of R, D, and V2  for which a path that involves a chord of the 
circle will give the minimum travel time route. In such cases, the form of the curves 
shown in Figure 4.3, particularly the plateau sections, would be modified. It is 
suggested that the trends in the results shown in Figure 4.3, and the conclusions to 
be derived from them are of general validity for seismic waves propagating in the 
vicinity of other shapes of low-velocity inclusion.)
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Below, the velocity resolution properties of four categories of seismic field which 
are likely to be encountered in civil engineering site investigation are considered. 
These are:—
(i) relatively uniform fields, with modest velocity variations and
contrasts within and between strata;
(ii) layered soils with stronger velocity contrasts between strata;
(iii) air- or water-filled cavities;
(iv) high-velocity inclusions.
(i) Near-uniform fields: velocity resolution and noise analysis
Figure 4.3 suggests that, for spatially extensive inhomogeneities, velocity contrasts 
of up to 50% can be tolerated. A near-uniform velocity field which contains large- 
scale features is unlikely to be adversely affected by problems arising from velocity 
resolution considerations. On producing a tomogram (of a region that is not thought 
to contain voids) which shows large structures having seismic velocities which vary 
within a small range, one might be justified in supposing that, on the basis of Figure 
4.3, the velocity resolution of the image is satisfactory.
Observational errors may cause any smaller features in a near-uniform field to be 
less well resolved. Small-scale inhomogeneities of this type will cause only slight 
differences to the observed travel times: the second term on the right hand side of 
Equation [4.2] will be close to (R/Vj) in magnitude. (In the case of low-contrast 
features, it is assumed that Equation [4.2], and not Equation [4.1], is applicable.) 
The difference between {RIV-^ and (jR/FJ may be of the order of the errors in the 
picked travel times and, therefore, the presence of a small feature may not be 
perceptible over this noise. A numerical example of this situation was given in 
Section 2.1.3, for a water-filled cavity within coal. A second effect of errors within 
the projection data set is to produce a tomogram which has a “speckled” appearance. 
This phenomenon can be mitigated slightly through the use of an appropriate 
reconstruction algorithm (Section 3,3). Noisy artefacts in a tomographic image may
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be indistinguishable from any genuine features which correspond to small-scale 
variations in propagation velocity.
In order to determine the velocity contrast of features, of a paiticular size, which 
can be reliably resolved over data “noise”, an estimate of the errors in the travel time 
data is required. By repeated field acquisition of one or more projections, the 
variance of the (non-systematic) errors within the picked data can be determined 
statistically. (A fuller description of such a procedure is given in Chapter 5.) The 
following inequality, which generalises the example given in Section 2.1.3, can be 
used to estimate the propagation velocity, V2 , that can be discerned within a low- 
contrast feature that is assumed to have dimensions
^  [4-3]
where the experimentally-determined parzuneter characterises the level of error or 
uncertainty in the travel time picks. If [4.3] is satisfied, then a velocity feature of 
dimensions and seismic propagation properties 1^  may be perceptible in a host 
medium having velocity properties Fj.
The estimate of 4rr can be used in a more elaborate form of noise analysis to 
investigate the effect of projection errors, across the whole tomogram. This approach 
has been used by, for example, Ramirez and Daily (1987). A set of noise-free travel 
times is simulated across a numerical model of an estimate of the likely velocity field. 
A second, “noisy” set of projections is generated by adding a random value, limited 
by the observed noise level, t^ rrf to each of the simulated travel times of the first data 
set. Using a preferred reconstruction algorithm, both simulated data sets are used to 
produce tomograms. By subtracting, cell-by-cell, the images reconstructed from the 
noise-free and the noisy data, an indication of the magnitude and extent of the 
velocity artefacts that are introduced by the noise on the observed data can be 
obtained. For example, if the “difference” tomogram shows variations of, say, 5 % 
between adjacent cells or regions, then any such variations in a field tomogram can, 
perhaps, be attributed to observational errors in the data. The susceptibility of a
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tomographic system to errors depends on the eigenvalue spectrum of the system, 
which is dependent on the acquisition geometry and reconstruction grid that are used 
in a particular situation. Therefore, when designing a survey, noise analysis ought 
to be repeated for each newly proposed acquisition geometry.
(ii) Strata: velocity resolution analysis
Where high velocity contrasts of sufficient magnitude exist between distinct strata, 
the generation of head waves along the interface between the layers can result in 
significant unsampled zones within the area of a tomographic survey. Examples of 
this phenomena are presented in Sections 6.1 and 6.2: in both cases, the resolution 
of the surveys was affected by poor ray coverage arising from the formation of head 
waves at the interface between highly contrasting velocity zones. In the case of 
stratified fields, R  exceeds D, and the analysis summarised in Equations [4.1] and 
[4.2] is no longer applicable. In order to determine the extent of the localised 
depletion of first-arrival projection coverage due to the formation of head waves, it 
is necessary to carry out a data simulation exercise (incorporating head wave 
synthesis) across an estimate of the seismic velocity field. The size of the unsampled 
zone reduces as the borehole spacing, D, is decreased (see Sections 6.1 and 6.2).
(iii) Cavities: velocity resolution and noise analysis
For cavity detection surveys, it is the lower magnitudes of RID that are relevant. 
For example, a value of RID of 0.3 means that the dimensions of the cavity are 
approximately one third of the instrument separation. Values at or below this are 
likely to be of interest in practice. If it is found that a size ratio of, say, 0,8 or more 
is required to identify reliably a cavity using seismic velocity tomography, then the 
technique cannot be said to offer many advantages over the conventional “borehole 
intersection” method of cavity detection. From Figure 4.3, for low values of RID, 
the value of V2  must be nearly that of before the first arriving ray will sample the 
velocity inclusion. Furthermore, as previously stated, within the “plateau” sections 
of the curves plotted in Figure 4,3, knowledge of T, R, D and Vi is insufficient to fix
-181-
V2 . Thus, a rubble-filled cavity may behave in a similar manner to an air-filled 
cavity. In addition, for a cavity for which R/V  is small, the effect of the cavity on 
the value of the minimum travel time is slight. It is possible that, in practice, this 
small difference in travel times could be hidden by observational errors in the 
projection data set, as quantified by the experimentally determined value Thus, 
any relatively small cavity, whether air-filled or partially in-filled, may be 
imperceptible due to noise on the projection data.
The influence of travel time data errors on a cavity detection survey can be 
quantified by following an approach similar to that which yielded Equation [4.3]. 
When Equation [4.1] is active, a cavity will have no perceptible influence on 
projection data unless the travel time of a ray which skirts the cavity exceeds the 
travel time of a ray propagating in the absence of the cavity, by an amount greater 
than the travel time picking error For the square cavity of dimensions R, unless 
the following condition is satisfied:
D R  
2 2
R
2
1/2
R D
F [4.4]
the void will have no discernible effect on the data to be used in the reconstruction.
Assuming that data errors are negligible, it is useful to consider in what manner a 
hollow cavity might appear in a velocity tomogram. Unless very large, the cavity 
would have caused the first-arriving events to follow paths around the feature, and, 
thus, to take slightly longer routes than would otherwise be expected. Therefore, the 
arrival times of rays having paths in the vicinity of the cavity would be greater than 
the general trend; that is, there would be an apparent slowing of these rays. On 
starting to reconstruct a velocity tomogram, it is usual to trace the rays across an 
arbitrary, uniform initial estimate of the velocity field (Section 3.3). Such rays are 
straight. As the reconstruction proceeds, a region of slightly low-valued velocities 
would appear where the slowed (straight) rays intersected with each other. In a 
“curved” ray reconstruction, as the processing continues, rays in the vicinity of this 
zone would either cross or not cross the area, depending on the specific velocities and
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dimensions involved. In the former case, the rays would be likely to have geometries 
similar to those of the initial, straight rays and, in consequence, the reconstructed 
velocities in the region corresponding to the cavity would be unlikely to vary much 
below the values that had been assigned at the start of reconstruction processing. In 
the latter case, with rays in the vicinity of the low velocity zone deviating to avoid 
the area, the velocity in this region would not be altered further during processing.
Could the resulting low-velocity region in the tomogram be interpreted as the image 
of a cavity ? The magnitude of the depression in reconstructed velocities in the 
region of the cavity is unlikely to be great; it might well be of the order of the 
variations across the image arising from ground variability. Since the position of the 
cavity would be unknown, one could not attribute special significance to one region 
of slightly-low-velocities over another region having similar values. Moreover, in the 
presence of observational errors, localised fluctuations in reconstructed velocity are 
likely to be frequent, with the result that small, low velocity zones would be so 
common that they could not all reliably be declared to indicate the presence of a 
cavity. In effect, there are at least two geological models which fit the reconstructed 
image: a cavity and a near-uniform field. It is emphasised that these ambiguities do 
not arise because of any inadequacy in the methods of ray tracing or reconstruction 
that are used. Rather, the poor tomographic velocity resolution of a cavity arises 
because such features do not have a perceptible influence on the observations: if a 
feature does not influence the projection data, it cannot be imaged.
McCann et al. (1986) published field data which can be used to assess the theory, 
proposed above, which attempts to account for the low success rate encountered in 
geotomographic surveys to image cavities. Two cross-hole surveys, using P-waves, 
were carried out. One spanned an abandoned, brick-lined, cut-and-cover railway 
tunnel, the other was a few metres distant from the tunnel. The apparent velocity- 
depth profile obtained from the second survey was assumed to indicate the “original” 
seismic velocity properties which existed before the tunnel was constructed. It was 
assumed that there were no significant natural velocity variations in horizontal planes 
at the site. McCann et al. presented the “original” velocity—depth profile and the
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profile for the tunnel section on the same plot. The velocities in the latter were less 
than those in the former. The discrepancy between the profiles was at most 
0.35 m/ms, at any particular elevation. The disturbed ground above the cut-and- 
cover tunnel resulted in lower-than-expected velocities above the crown of the tunnel, 
as compared with the “original” profile; this reduction in velocities was of similar 
magnitude to that observed at the crown and mid-height of the tunnel (0.35 m/ms, 
approximately). The profile for the tunnel section showed increasing velocity with 
depth, with no sudden “falling off” of the cross-hole apparent velocities at the 
elevation of the tunnel: without the control data available from the second scan to 
indicate that the velocities observed across the tunnel were on the low side, one would 
not suspect that the survey spanned a tunnel. In the notation of the present work: D ~  
15 m; R =  5 m; 1.6 m/ms (at the mid-height of the tunnel, 10 m below ground 
level); and 1^= 0.33 m/ms (for P-waves in air). According to Equation [4,1], the 
apparent velocity of a wave which had skirted the tunnel (which, for convenience, is 
assumed square in cross-section) would be 1.48 m/ms. According to Equation [4.2], 
the apparent velocity of a wave which had crossed the tunnel would be 0.7 m/ms. 
McCann et al. reported an apparent velocity of 1.25 m/ms, at the mid-height of the 
tunnel. This value is closer to the estimate obtained by assuming that the seismic 
energy skirted the tunnel, than it is to the estimate obtained under the assumption that 
the seismic energy traversed the air-filled tunnel. This similarity can be interpreted 
as evidence in support of the suggestion that, under certain circumstances, first- 
arriving seismic waves will skirt a cavity.
(iv) High-velocity inclusions: velocity resolution analysis
There is evidence in the literature that high-volociiy inclusions (i.e. 1 )^ are
relatively well-reconstructed; for example. Bishop and Styles (1990) reported a survey 
in which a buried concrete target was identified using seismic velocity tomography. 
That propagation velocities which are reconstructed in regions corresponding to high- 
velocity anomalies of limited spatial extent are found to be of the correct order of 
magnitude is to be expected because travel time projection data will contain “direct” 
information concerning the seismic velocity properties within such regions.
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High-velocity inclusions could cause localised unsampled regions in the surveyed 
section, with corresponding distortions in the resulting tomogram. This is because 
first-arriving rays which travel in the neighbourhood of a high-velocity feature may 
traverse this zone rather than the slower, surrounding media. Such projections will 
have higher apparent velocities than would have been expected had these rays had 
followed straight-line paths. In a straight ray reconstruction, and perhaps in a curved 
ray reconstruction, these rays will be wrongly positioned when tracing ray paths to 
calculate the D matrix. As a result, the tomographic image of the high-velocity 
inclusion may appear over-sized, since the velocity properties of the region 
surrounding the feature will be over-estimated. The velocities within the genuine core 
of the (enlarged) reconstructed feature ought to be of the correct order of magnitude, 
allowing for the difficulty of generating wholly accurate seismic propagation velocities 
from an under-determined tomographic system (Section 3.3).
As has been mentioned, the term velocity resolution has been used elsewhere, 
specifically by Schneider (1990). Schneider was particularly interested in imaging 
tunnels. He recognised that a first-arriving ray would probably skirt an air-filled 
tunnel and, thus, would show only a slight delay, as compared with a ray that had not 
passed within the vicinity of a tunnel. Further, Schneider recognised that the travel 
time of a ray that had deviated around a tunnel may be similar to the travel time of 
a ray that had passed through a material having mid-range propagation velocity 
properties. Thus far, Schneider had expressed arguments that are similar to those 
which have been developed here also. The problem, in Schneider’s view, was that 
when starting to reconstruct from a uniform initial estimate of the velocity field, an 
image consisting of medium-valued propagation velocities would be produced from 
the projection data, thus preventing the generation of a tomogram which showed the 
true cavity feature. Schneider did not acknowledge that, in general, it would be 
unrealistic to suppose that an accurate image of a low-velocity tunnel or cavity feature 
could be retrieved from a first-arrival data set because, it has been suggested here, 
the seismic propagation velocity properties of the material within such features would 
not directly influence the travel time projection data.
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Schneider presented contoured and coloured P-wave velocity tomograms derived 
from projection data acquired across small-scale laboratory models of tunnels (drilled 
holes) in concrete and in plexiglass. In all cases, the reconstructed velocities at the 
“tunnel” locations were only a few per cent below the velocities in the surrounding 
media. It seems that the “tunnel” features were made perceptible in the tomograms 
presented by Schneider only through judicious use of contrasting colours for a very 
narrow band of velocities. For example, the coloured tomograms, presented by 
Schneider, of the concrete sections used colour—velocity assignments in the range
12.5 to 13.6 feet per millisecond (i.e. 3.8 to 4.1 m/ms, approximately). This range 
of velocities should be compared with the velocity of propagation of compressional 
waves in air and in concrete, which are about 0.33 m/ms and 4.0 m/ms, respectively. 
The inability to retrieve the full velocity contrasts present in the original field can be 
interpreted as offering experimental evidence in support of the arguments presented 
in this Section concerning the poor velocity resolution of cavities. That 3.8 to
4.1 m/ms is a relatively small range of velocities can be assessed by comparing it 
with the considerably more extensive range of reconstructed velocities to be found in 
any of the field tomograms presented in this work.
Schneider did not consider the interpretative problems which could be introduced 
by the natural heterogeneity of the host media. The small depression in the 
reconstructed velocities at the position of a tunnel or cavity would, very probably, be 
similar to or overshadowed by other velocity variations within the reconstructed 
image. In this author’s experience, such fluctuations in a tomogram are usually 
attributed to travel time picking errors or to insignificant “background” variations in 
the seismic properties of the formation. The concrete block used by Schneider had 
not cured uniformly. Slight velocity variations were displayed within the bulk of the 
material. It is this author’s opinion that, without a priori knowledge, the location of 
the model tunnel features in the images of the concrete could not be distinguished 
reliably above the variations in the background velocity.
In closing this Section, several remarks should be made. First, no discussion of the 
amplitudes of seismic arrivals has been presented. Although excluded from the scope
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of this work for reasons indicated in Chapter 2, the amplitude of a seismic wave has 
the potential to yield valuable information — qualitative, if not quantitative — 
concerning the ground traversed. For example, in cases where propagation routes 
around a hollow feature do exist, the amplitude of a wave which by-passes (for 
example, by diffraction) the low-velocity inclusion is likely to be reduced below the 
trend shown by direct arrivals. For example, McCann et al. (1986) presented an 
amplitude-depth profile from a parallel scan across an abandoned tunnel: the 
measured amplitudes dipped noticeably at the elevation of the tunnel. Schneider 
(1990) presented traces, obtained in small-scale laboratory tests, which showed a 
reduction in the amplitude of arrivals which had passed within the vicinity of 
relatively small tunnel features (/?/D~ 1/15). As Schneider acknowledged, and as has 
been discussed in Chapter 2, there are many practical problems associated with using 
amplitude data in tomographic analysis. It may prove to be possible to use a simple 
triangulation method, such as has been applied by Dresen (1977) and Lytle et al. 
(1979) (Chapter 2), to make use of “amplitude dimming” (Schneider (1990), p. 148) 
to pinpoint the location of a tunnel. As was suggested in Section 2.1.3, this technique 
may be applicable to tunnels only, and not to cavities having negligible lateral extent.
Second, for size ratios, RID, which are close to unity, that is, when the cavity 
almost fills the gap between the boreholes, the route of seismic wave propagation 
would be most unlikely to be that shown in Figure 4.2 (c). In such cases, a 
“skirting” wave between the source and receiver may not exist. Further, it is likely 
that the amplitude of any (direct) waves received at a station located beyond the far 
side of a large cavity would be extremely low. By virtue of the high contrast in the 
acoustic impedances (Section 6.1) of, for example, soil and air, the energy content 
of a wave which passes through an air-filled void would be severely attenuated on 
both entrance to and exit from the cavity. The non-arrival of seismic waves to a 
group of receiver stations could be interpreted as indirect evidence of the presence of 
an intervening void.
Third, the preceding analysis has concerned rays and first-arrival events, i.e. ray- 
based velocity tomography. Later arrivals that are recorded on a seismic trace may
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be affected by the presence of a cavity feature, perhaps in a manner that is less 
ambiguous than is the effect of such a feature on the first-arrival event. Wielandt 
(1987) has presented simulated seismic traces which show these phenomena. To 
make use of this additional seismic information would require full-waveform 
tomography. Such methods were considered in Chapter 2, and it was apparent that 
these techniques are not yet at a stage of development from which they may be 
applied routinely to field data sets.
4.4 SUMMARY
Three aspects of the resolution of a geotomographic image have been discussed. 
These aspects or properties of a seismic tomogram image are;—
(i) the size of imaged features;
(ii) the location and structure of the features;
(iii) the seismic propagation properties of the material within the
features.
The terms spatial resolution, resolution of structure and velocity resolution have been 
used in relation to these aspects of the resolution of a seismic velocity tomogram.
For a given acquisition geometry (for example, access restricted to two straight, 
parallel or near-parallel boreholes) the spatial resolution of an image can be improved 
by using more-closely spaced instrument stations, particularly if these are arrayed 
along a greater length of borehole in order to introduce steeply-angled projections. 
(A limit on the increase in spatial resolution that be achieved in this manner is 
imposed by the wavelength of the seismic signal and the errors in the travel time 
picks of the projections.)
The structural resolution of a cross-hole survey may gain slight benefit by deploying 
sources and receivers along a greater length of borehole, again in order to increase 
the number of high-angle rays. In general, however, significant improvements to the 
structural resolution of a survey can only be achieved by acquiring projections 
between more of the sides of the region to be imaged. For example, in a well-to-well
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survey, the structural resolution of the image could be improved by incorporating 
well-to-surface (or surface-to-well) projections. Ideally, all sides of a tomogram 
would include projection endpoints.
Investigation of the resolution of the velocities in a geotomographic image is 
concerned with the ability to determine correctly the magnitudes of the velocity 
properties within the surveyed region. Methods of analysing two aspects of the 
resolution of velocities in a tomogram have been discussed. These are:- (i) the 
influence of travel time errors in the projection data set; and (ii) the effects of non­
sampling of features by seismic waves.
Analysis of the former, which is here referred to as noise analysis, is concerned 
with assessing, by numerical experiment, the extent to which a particular tomographic 
reconstruction is likely to be affected by estimated errors in the projection data. In 
addition to the obvious step of minimising observational errors, the use of a suitable 
reconstruction algorithm can reduce the adverse influence of data errors (Section 3.3).
The velocity resolution of a survey is governed by the velocity contrasts and 
(relative) dimensions of the features to be imaged. Some increase in velocity 
resolution may be achieved by using shorter projections, which can be effected by 
using more closely-spaced boreholes. Velocity resolution is not an aspect of 
geotomography that has received wide attention although, it is suggested, poor 
velocity resolution can be a limiting factor on the usefulness of velocity tomography 
in practice. Four situations have been considered in detail:— (i) a near-uniform
velocity field; (ii) a strongly stratified field; (iii) a cavity or low-velocity inclusion; 
and (iv) a high-velocity inclusion. It has been suggested that the velocity resolution 
of a cavity-like feature will, in general, be low. Previously published descriptions 
of tomographic surveys to detect cavities have not been conspicuously successful 
(Chapter 2). In particular, the reconstructed velocities within voids have not been 
quantitatively accurate. It is suggested that these observations can be regarded as 
providing a degree of confirmation for the suggestions presented in Section 4.3.
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Table 4.1
Eigenvectors of D D \ singular values and averaged absolute travel times 
across the eigenvector slowness fields, for the rank-9 system of Test 1
Eigenvector of DD^ 
(in 3x3  form)
Singular
value
Average tt 
projection 
(units: time)
-0,3424 -0.2415 -0.4322 
-0.2524 -0.4543 -0.0727 
-0.3424 -0.2415 -0.4322
3.5894 1.1544
0.0871 -0.3618 -0.6013 
0.0000 0.0000 0.0000 
-0.0871 0.3618 0.6013
2.3976 0.6503
-0.2039 0.3625 0.0706 
0.5877 -0.5451 0.0387 
-0.2039 0.3625 0.0706
2.1560 0.5777
0.6308 0.3058 -0.0926 
0.0000 0.0000 0.0000 
-0.6308 -0.3058 0.9026
1.9057 0.4679
-0.4714 0.2357 0.2357 
-0.4714 0.2357 0.2357 
-0.4714 0.2357 0.2357
1.7321 0.3143
0.0000 -0.4082 0.4082 
0.0000 -0.4082 0.4082 
0.0000 -0.4082 0.4082
1.7321 0.2722
0.3351 0.2887 0.0046 
-0.5941 -0.5013 0.0669 
0.3351 0.2887 0.0046
1.0667 0.2911
-0.0819 -0.0688 0.2932 
-0.1253 -0.1515 -0.8755 
-0.0819 -0.0688 0.2932
0.5746 0.1714
0.3074 -0.5250 0.3604 
0.0000 0.0000 0.0000 
-0.3074 0.5250 -0.3604
0.3460 0.0893
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Table 4.2
Eigenvectors of D D \ singular values and averaged absolute travel times 
across the eigenvector slowness fields, for the rank-7 system of Test 1
Eigenvector of DD^ 
(in 3 x 3  form)
Singular
value
Average tt 
projection 
(units: time)
-0.3607 -0.2569 -0.3607 
-0.2569 -0.4645 -0.2569 
-0.3607 -0.2569 -0.3607
3.5097 1.1332
0.3465 0.5097 0.3465 
0.0000 0.0000 0.0000 
-0.3465 -0.5097 -0.3465
2.5611 0.6928
-0.5000 0.0000 0.5000 
0.0000 0.0000 0.0000 
0.5000 0.0000 -0.5000
2.2913 0.5627
-0.0938 0.3953 -0.0938 
0.3953 -0.5829 0.3953 
-0.0938 0.3953 -0.0938
2.2207 0.6576
-0.2887 0.0000 0.2887 
0.5774 0.0000 -0.5773 
-0.2887 0.0000 0.2887
1.9365 0.4303
-0.2357 -0.2357 -0.2357 
0.4714 0.4714 0.4714 
-0.2357 -0.2357 -0.2357
1.7321 0.3143
0.3604 -0.4901 0.3604 
0.0000 0.0000 0.0000 
-0.3604 0.4901 -0.3604
0.4365 0.1157
0.0000 -0.4082 0.4082 
0.0000 -0.4082 0.4082 
0.0000 -0.4082 0.4082
0,0000 0.0000
0.4714 -0.2357 -0.2357 
0.4714 -0.2357 -0.2357 
0.4714 -0.2357 -0.2357
0.0000 0.0000
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Row 1 of HD Row 2 of HD Row 3 of HD
1.00 0.14 0.14
0.28 0.14 0.14
0.28 0.14 0.14
Row 4 of HD
0.28 0.14 0.14
1.00 0.14 0.14
0.28 0.14 0.14
Row 7 of HD
0.28 0.14 0.14
0.28 0.14 0.14
1.00 0.14 0.14
0.14 1.00 0.14
0.14 0.28 0.14
0.14 0.28 0.14
Row 5 of HD
0.14 0.28 0.14
0.14 1.00 0.14
0.14 0.28 0.14
Row 8 of HD
0.14 0.28 0.14
0.14 0.28 0.14
0.14 1.00 0.14
0.14 0.14 1.00
0.14 0.14 0.28
0.14 0.14 0.28
Row 6 of HD
0.14 0.14 0.28
0.14 0.14 1.00
0.14 0.14 0.28
Row 9 of HD
0.14 0.14 0.28
0.14 0.14 0.28
0.14 0.14 1.00
Figure 4.1
Resolution analysis of the rank-7 system of Test 1, 
using the resolution matrix method.
(Each entry in a cluster gives the resolution of that cell 
with respect to the cell indicated by bold typeface. Values 
have been normalised by the peak entry in each cluster.)
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receiversource
(a)
(b)
(C)
Figure 4.2
Numerical model used in the analysis of the 
velocity resolution of a low-velocity inclusion:
(a) a square inclusion centrally located between a source and receiver;
(b) a ray that crosses the inclusion;
(c) a ray that by-passes the inclusion.
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Figure 4.3
Plot of the minimum travel of the ray between the 
source and receiver of Figure 4.2, against the ratio 
of the propagation velocities within the inclusion 
and the host medium, for various size ratios.
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Chapter 5 
Full-scale field experiment
A series of full-scale tomographic surveys were performed at a site in the London 
Clay. The aims of the experiment were three-fold. Firstly, to investigate practical 
aspects of the field implementation of the geotomographic method. Secondly, to 
determine whether the quantitative results of the tomographic surveys, that is, the 
reconstructed seismic propagation velocities, were accurate. Thirdly, to compare 
stiffness parameters derived from tomographically-determined seismic velocities with 
moduli values obtained by other methods.
5.1 FIELD EXPERIMENT: EXPERIMENTAL DETAILS
In this Section, aspects of the choice of the test site are considered. Details of the 
selected site are presented. The design of the installation that was established at the 
site is discussed. The various stages of the experiment are described, and details of 
the field equipment used in the seismic surveys are specified.
5.1.1 Elements in the design of the experiment
The aims of the experiment were stated above. In pursuit of these aims, there are 
advantages to be gained by conducting the experiment at a relatively uniform site, 
especially one that displays only slight lateral variation of seismic properties. Firstly, 
a tomogram of a relatively straightforward velocity field, for example a horizontaUy- 
invariant field, is easier to assess than is an image of a more complex field. 
Secondly, non-tomographic surveys can provide velocity—depth profiles only. The 
adoption of such techniques to corroborate tomographic results is justified only if the 
inhomogeneity of the seismic velocity field is confined to variations of velocity with 
depth only. Thirdly, when attempting to determine stiffness parameters by laboratory
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tests on samples taken from various depths within a single borehole, it is preferable 
that the in situ material displays only slight variation in horizontal directions. 
Chattenden was chosen as the site for the experiment because it was assumed to offer 
a suitable level of uniformity, to the depth of interest.
The following tests were carried out, in order to provide sufficient information to 
pursue the three goals outlined above:—
•  cross-hole tomographic surveys using P- and S-waves
•  up-hole (well-to-surface) tomographic surveys using P-waves
•  parallel cross-hole surveys to determine P- and S-wave profiles
•  surface refraction surveying
•  continuous surface wave testing (Rayleigh wave testing)
•  unconsolidated, undrained triaxial tests using local axial strain 
devices, with mid-plane pore pressure measurements, to determine the 
small-strain stiffness of the clay.
Table 5.1 is a summary of the seismic field work conducted at Chattenden.
5.1.2 Details of the site
The site is a field located within the Lodge Hill Camp of the Royal Military School
of Engineering, near Chattenden in Kent (Figure 5.1 (a); Ordnance Survey reference
TQ 758732; Geological Sheet 272). The site is of London Clay to the depth of
interest in this investigation (16 m, approximately). During the boring of the weUs
used in the seismic surveys, it was observed that the clay changed from stiff brown
silty clay to stiff grey silty clay at approximately 11 to 12 m below ground level.
Crilly et al. described the clay at the site thus (Crilly et al., (1992) p .313):
“a silty clay which is quite brecciated at depths of less than 2 m ... the 
transition between the weathered brown clay and the unweathered grey 
clay occurs at about 12 m. Desiccation cracks observed in the sides 
of trial pits typically do not extend beyond about 1 m”
Chandler et al. noted that the site slopes, and gave this description of the clay:
“a shallow layer of soliflucted London Clay, with associated shear 
surfaces, overlies the in situ but oxidized brown London Clay ....
Below the soliflucted layer, from a depth of about 1.5 m, the in situ
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London Clay is closely fissured and shows some indication of 
bedding”
(from: Chandler et al., (1992) p.578). The water table at the site is approximately
1.5 m below ground level (Chandler et al., 1992).
Results of Atterberg tests on samples from the site are presented in Table H. 1 of 
Appendix H. Crilly et al. (1992) reported the following mean values for the site:— 
liquid limit 88%; plastic limit 25%; plasticity index 63%; specific gravity of soil 
particles 2.75; clay fraction 62%. The natural water contents reported by Crilly et 
al. and Chandler et al. (1992) were of the order of 35% to 32% (to depths of 8 m).
Seismic waves can follow paths affected by deeper strata, and so it is necessary to 
ascertain whether the London Clay extends to an adequate depth below the survey 
zone. In addition to the relevant geological map (Sheet 272) and memoirs (Dines et 
al., 1954), two sources of local information can be cited to show that this is the case. 
First, Crilly et al. (1992) stated that, at the site, the London Clay exists to a depth 
of 44 m below ground level. Second, the records of a well, sunk within the barracks 
during the last century, give the thickness of the surface outcrop of the London Clay 
as 101 feet (30.8 m) (Well 272/31, Cooling et al., 1964). It is concluded that the 
strata underlying the London Clay at Chattenden (specifically, the Oldhaven, 
Woolwich, and Thanet beds) commence at a sufficient depth that none of the seismic 
results reported here would have been affected by these strata.
5.1.3 Installation of the test site
Six cased boreholes, suitable for acoustical geophysics, were installed at the 
Chattenden site by the Building Research Establishment in July, 1989. A plan of the 
configuration of the boreholes is presented in Figure 5.1 (b). The rows of wells were 
set parallel to the strike of the field, which had a 1:15 slope. Only the four 100 mm 
(internal) diameter boreholes were used in this work. By setting these wells at 
separations of 5 m, 10 m and 15 m, the boreholes could be used selectively to give 
effective inter-well spacings of 5 m, 10 m, 15 m, 25 m and 30 m.
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The boreholes were sunk to 16 m below ground level, and were lined with a 
reinforced polypropylene flush-jointed casing. The lining was grouted into place in 
order to ensure acoustic coupling between the seismic instruments and the surrounding 
formation. A quantity of bentonite-cement grout was poured into each newly-drilled 
well, and then the casing (which had been sealed with an end-cap) was pushed into 
the borehole. The sealed casing displaced the grout, which flowed between the liner 
and the formation. Some effort was required to overcome the buoyancy of the hollow 
casing. (For this reason, the grout displacement method would be inappropriate for 
use with deeper wells.) Access covers were installed at the top of the boreholes to 
prevent accidental blockage of the wells by debris.
The boreholes were surveyed for vertically, in order that the positions of seismic 
instruments within the wells could be determined. It was found that, at its base 16 m 
below ground level, one of the wells had deviated laterally by approximately 1 m. 
Had the borehole verticality survey not been conducted, this deviation may have gone 
undetected which would have resulted in borehole separation errors of, for example, 
3% for a 30 m span and 20% for a 5 m borehole span. The necessity of conducting 
a borehole deviation survey is, thus, demonstrated.
5.1.4 Equipment used in the experiment
The list of equipment that is essential in a cross-hole seismic survey is:— 
o a seismic source; 
o one or more seismic receivers; 
o a seismograph.
5.1.4.1 Seismic sources
Two seismic sources were used in the experiment. Both are bi-directional hammers, 
and serve as sources of compressional waves and (vertically polarised) shear waves. 
The “Bison” hammer is available commercially and is widely used by geophysicists.
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The second hammer was developed by the British Geological Survey in conjunction 
with Wimpey Laboratories Limited (Carreyette et al.^ 1989).
The “Bison” hammer (Model 1465-1) is activated manually, by dropping or pulling 
a weighted shuttle against a hydraulically-clamped, static anvil. The mass of the 
shuttle striker is 5.4 kg, and it can slide 0.38 m. The shuttle can be allowed to fall 
under gravity (a “down” blow), or raised briskly by means of a rope to provide an 
“up” blow. A weakness of the design of the “Bison” hammer is the method by 
which the seismograph (i.e. the timing device) is triggered. The “Bison” hammer 
was originally designed for use in conventional parallel cross-hole surveys, in which 
the time at which the hammer strikes the anvil is assumed to be unknown (refer, for 
example, to Ballard and McLean, 1975). To use the “Bison” hammer in a two-well 
configuration, it is necessary to find a means of reliably and accurately triggering the 
seismograph at the instant at which the shuttle strikes the anvil. In early trials, during 
the parallel cross-hole testing (Table 5.1), two techniques were investigated:—
(i) suspending a hydrophone just above the hammer;
(ii) attaching a geophone to the anvil.
Neither technique was found to be acceptable (Appendix D). A third means of 
triggering the seismograph from the “Bison” hammer was therefore developed. The 
basis of the trigger is a Hall effect proximity switch is activated when the shuttle and 
anvil come into close contact. Appendix D presents fuller details of the modifications 
that were made to the “Bison” hammer.
The second source used at Chattenden also incorporates a moving shuttle which 
strikes against one of two anvils. In this case, the shuttle is driven by an 
electromagnetic force, and so the source is referred to as the e.m. hammer. In 
appearance, the e.m. hammer is a 1.5 m-long rubber-sleeved cylinder of 70 mm 
diameter. Inside, there are three assemblies (Figure 5.2 (a)):— the shuttle-anvil 
unit; the pneumatic clamping unit; a geophone sensor. The shuttle-anvil unit 
incorporates two solenoids, each with the anvil as a “backstop” behind it. The shuttle 
is a rod of mild steel, with a brass insert half way along its length. This (non­
ferromagnetic) insert serves to divide the rod into, in effect, two shuttles — one for
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each solenoid. When a solenoid is activated, the rod is pulled against the 
corresponding anvil. In this way, “up” and “down” blows can be generated.
Figure 5.2 (b) gives a schematic representation of the triggering circuit and the 
sequence of operation of the e.m. hammer — seismograph system. The key aspect 
of the design is that the seismograph is pre-triggered, that is, the seismograph is 
activated before the hammer is fired. The hammer control box sends the triggering 
signal to the seismograph a few milliseconds before firing the hammer. The “extra” 
geophone that is mounted within the e.m. hammer senses the impact of the shuttle 
against the relevant anvil. The signal from this internal geophone is recorded on the 
seismograph, along with the signals from the distant receiver stations. The “time 
zero” or datum of the shot is taken to be the first break of the signal received at the 
built-in geophone. The kick of this signal is typically sharp and so, in practice, the 
timing datum can be determined with precision.
5.1.4.2 Seismic receivers
Three types of geophone receivers were used in the experiment:— a string of 
down-hole three-component geophone units; a set of individual down-hole three- 
component geophone units; a set of surface geophones.
(Geophones incorporate a loosely-suspended coil of wire in the field of a permanent 
magnet. As the unit is vibrated by an external stimulus, the motion of the wire 
relative to the magnetic field results in the generation of a potential difference across 
the coil. It is this analogue voltage that is supplied to and recorded by the 
seismograph. A three—component geophone unit incorporates a cluster of three 
orthogonal geophones. These are oriented such that, when the unit is correctly 
clamped into place in a vertical borehole, one geophone senses ground motion in the 
vertical plane, and the two other geophones respond to motion in horizontal directions 
normal (“transverse”) and parallel (“in-line”) to the plane of the survey.)
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The “string” of geophones is a 9 m-long, sleeved, flexible cylinder incorporating 
four sets of three—component geophone assemblies, positioned at 2 m centres. The 
individual geophone elements are “Sensor” SM—4 units. A section of hose separates 
each of the four triplets; this serves to decouple acoustically each unit from the 
others. By means of orientation rods, attached to the top of the string, the direction 
of the pairs of orthogonal horizontal geophones can be controlled, or merely 
monitored, when the string is out of view within the borehole. Two lines enter the 
top of the string: one line carries air for the pneumatic clamping system, and the 
other is a multi-core cable which carries the (twelve) signals to the seismograph.
The second set of down-hole geophones are, in essence, similar to the geophone 
string described above, with the exception that each unit contains only a single cluster 
of three orthogonal geophones. Three such units were available for use. Further 
details of the design of these receivers are given in Barnes (1984). Surface 
geophones were required for the up-hole tomographic surveys and the continuous 
surface wave surveys. The geophones used were standard “Sensor” SM—6 Model 
“A” geophones, which were oriented to respond to vertical motion.
5.1.4.3 Seismograph
An ABEM Mark III “Terraloc” was used. The particular “Terraloc” used in the 
experiment is capable of the simultaneous digital recording of 14 incoming data 
channels. The data are sampled; each recorded trace consists of 1000 samples, 
acquired at known time intervals, of the digitized amplitude of the wave. (The latter, 
it will be recalled, is received as an analogue voltage.) The rate of sampling depends 
on the chosen duration of the recording. This can be varied, in pre-set steps, from 
24 ms to 5 s. For the experiments at Chattenden, records of 48 ms and 200 ms 
duration were acquired in order to examine P- and S-wave arrivals, respectively, with 
optimum resolution. The sampled data are stored on 3.5" floppy disks, via a built-in 
disc drive. The “Terraloc” incorporates a graphics screen which can display the 
signals received by the seismograph. By this means, traces can be previewed before 
storing to disk, and unacceptable records can be discarded immediately.
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The “Terraloc” is a signal enhancement seismograph, and so is able to stack. When 
stacking, separate but similar recordings for a particular source-receiver pair are 
added, sample by sample. The aim is to enhance the required signal — which should 
show constructive interference — whilst progressively reducing the contribution of 
noise. Incoming noise, if random, will interfere destructively with the random noise 
that is already present on the recording. Statistically, stacks are required to reduce 
the level of such noise by the square root of n^ . Underlying the method of signal 
enhancement by stacking is the assumption that the system trigger is reliable and 
repeatable, so that the (true) seismic arrival will appear at the same instant in the time 
domain of each repeated acquisition. If this is not the case, the sought-after seismic 
signals can act to cancel each other as stacking proceeds.
5.2 FIELD EXPERIMENT; TOMOGRAPHIC SURVEYS
A number of tomographic surveys were conducted at Chattenden (Table 5.1). In 
Section 5.2.1, the acquired data are considered in general terms. In Section 5.2.2, 
tomograms of P- and S-wave propagation velocities are presented and discussed. 
Certain complexities were encountered when processing both the P- and the S-wave 
data. In the case of the P-wave data, it was found that a (conjectured) low-velocity 
layer near the ground surface caused problems when attempting to generate a 
tomogram using cross-hole and up-hole measurements combined. The S-wave 
tomograms displayed distinctive, diagonal, high-velocity features which were judged 
to be artefacts. It is conjectured that these anomalies originated, indirectly, from tube 
waves generated within the water column in the source borehole.
5.2.1 Data and quality
In this Section, the methods by which travel time projection data were extracted 
from the seismic records acquired at the site are described. The quality of the 
seismic traces and — intimately associated with this — the reliability of the times 
picked from the traces are discussed. The “raw” projection data are inspected 
through presentation in the form of apparent velocities.
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5.2.1.1 Seismograph traces
An example of a set of “wiggle” traces, from a 200 ms-duration “Terraloc” record 
of a shot between the e.m, hammer positioned at 8 m below ground level (see Section 
5.2.1.3) in BH 4 and the string of geophones in BH 3, is given in Figure 5.3. 
Twelve of the traces are from the four sets of three-component geophones in the 
receiver string. The orientation and depth of each geophone are indicated in the 
annotation of the Figure. The thirteenth seismic trace originates from the “extra” 
geophone located inside the e.m. hammer. The kick of this trace gives the datum or 
time zero of the other traces (Sections 5.1.4.1 and 5.2.1.2). The seismograph traces 
of shots from the modified “Bison” hammer were similar to these traces, with the 
distinction that the records for the “Bison” consisted of the response for each of the 
twelve down-hole geophones only, since the thirteenth, internal geophone is peculiar 
to the e.m. hammer system.
The accuracy with which a first arrival can be picked is affected by, inter alia, the 
signal-to-noise ratio of the recording. In Figure 5.3, the signal-to-noise ratio is 
adequately high. These traces are representative of the records acquired during the 
experiment: levels of background noise were generally low at the site. Noise from 
vehicles which occasionally passed the installation caused a degradation of the signal- 
to-noise ratio that was clearly visible on the seismograph screen. Aircraft and heavy 
rain were found to reduce the signal-to-noise ratio of surface-planted geophones. In 
order to preserve a regular and acceptable signal-to-noise ratio, seismic acquisition 
was halted until such disturbances had abated.
Records of 48 ms and 200 ms duration were acquired in the tomographic surveys. 
For the dimensions and propagation velocities obtaining at Chattenden, a 48 ms 
record yielded a more precise P-wave pick than could a 200 ms record, by virtue of 
the reduced sampling interval and, hence, increased reading precision in the former 
case. (A 48 ms “Terraloc” record of 1000 samples has a sampling interval of 
48x10"^ ms, compared with intervals of 200x10“  ^ms for a 200 ms record.) The 
longer record was necessary to capture the later, S-wave arrival.
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The dominant frequency of a seismic wave can be deduced from a seismograph 
record by determining the period of the wave, or by applying Fourier analysis to the 
waveform. By measurement of the periods of the waves emitted from the e.m. 
hammer, the dominant frequency of the P-wave train was determined to be between 
700 and 1200 Hz, and the range of frequencies of the S-wave train was 70 to 100 Hz, 
approximately. In the case of the “Bison” hammer, the frequency of the P-wave train 
was found to be within the band 600 to 1000 Hz, and the frequency of the S-wave 
train was in the range 40 to 60 Hz, approximately. The Nyquist frequencies of the 
48 ms and the 200 ms duration 1000-sample records are 10.4 kHz and 2.5 kHz, 
respectively. The (band limited) seismic waveforms have frequencies below these 
values and so, by the sampling theorem, the “Terraloc” records express the P- and 
S-waveforms in full and without aliasing. Figure 5.4 shows the Fourier spectrum of 
a wave from the e.m. hammer, clamped at a depth of 5 m, that was received at a 
vertically-oriented geophone at the same elevation 15 m away. The spectral analysis 
of the seismograph trace confirms the values of signal frequency that were derived 
from estimates of the period of the waves.
In conjunction with an estimate of the velocity of propagation, the dominant 
frequency of a wave can be used to calculate its wavelength. In later Sections, it will 
be shown that the velocities of the P-waves and S-waves at the Chattenden site are 
approximately 1.5 m/ms and 0.2 m/ms, respectively. Hence, the wavelengths of the 
P-waves utilised in the tomographic surveys at Chattenden are estimated to be 1.25 
to 2.5 m. The wavelengths of the shear waves are estimated to be 2 to 5 m.
5.2.1.2 Travel time picks
When using the e.m. hammer, the travel times of P- and of S-waves are determined 
thus. The time zero for each seismograph record — that is the instant at which the 
hammer had been fired — is assumed to be given by the first-break of the recorded 
trace from the extra, thirteenth geophone mounted within the hammer unit. In 
general, the onset of this reference signal is sharp, and it can be picked with a 
precision that is limited mainly by the sampling interval of the seismograph. With
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reference to Figure 5.3, let be the time elapsed between the start of the 
seismograph record and the first-break on the thirteenth trace.
A P-wave arrival is declared to be the onset of the first-arriving coherent signal 
observed at the vertically- and/or radially-oriented geophones in each three-component 
cluster. Referring to Figure 5.3, let this event occur at time Tp relative to the 
arbitrary zero of the trace. The travel time of the P-wave is given by (Tp-TJ.
The identification of the onset of an S-wave is more demanding, as there is usually 
some ambiguity as to where the first-break or onset of the S-wave train lies. The 
technique of observing phase reversals between opposing pairs of traces reduces the 
difficulty of the task. With reference to Figure 5.3, if the shear wave onset occurs 
at time T,, relative to the origin of the record, then the travel time of the S-wave is 
given by (T ^-T J.
When using the modified “Bison” source (Appendix D), the start of the seismograph 
record is assumed to coincide with the instant at which the hammer was fired. That 
is, it is assumed that Tq=0.
To pick travel times from the seismograph traces, the author wrote a graphics-based 
FORTRAN 77 program which displayed “wiggle” traces on a high-resolution 
computer screen. To aid the identification of S-wave arrivals, the program included 
a facility to overlay pairs of selected traces having suitably opposing polarities (refer 
to Section 2.2). The ability to “zoom” into segments of the traces was also 
incorporated within the software. This permitted the user to pick the selected position 
of the first-break of an arrival to within at best the sampling interval of the seismic 
record. This level of graphical resolution does not mean that the picked travel times 
were accurate to this degree: for example, ambient noise could mask the true arrival 
and cause the user to pick mistakenly — but with high precision — at another point 
on the trace.
-205-
Factors which can lead to inaccurate observed travel times include:— 
o mis-triggering the recording system; 
o erroneous picking of the datum or “time zero” of a record; 
o wrongly identifying a wave, or its onset, through misinterpretation; 
o difficulty in identifying the onset of a wave which shows a gradual 
increase in amplitude with time; 
o masking of the onset of an arrival by seismic noise; 
o masking by an earlier, or a simultaneous, event (affects S-waves); 
o use of an overlong sampling interval on the seismograph, resulting 
in a low reading precision.
If a systematic timing error exists, it will be difficult to recognise the presence of the 
error and assess its magnitude. In cases where errors are non-systematic, one can 
attempt to determine the “best” travel time pick on a statistical basis.
The quality of a travel time data set — as this is reflected in the precision of the 
picks — can be assessed statistically. At Chattenden, several seismographic records 
were acquired between each source-receiver pair (usually, at least 6  separate 
recordings were made for each “ray”). Therefore, for each projection, there were 
several opportunities to identify the first-arriving wave event, and to pick its travel 
time. If the picked times are close, then this suggests that this measurement is 
reliable — and, perhaps, correct. (If a regular, systematic timing error is present, 
then even a unanimously selected time travel will be inaccurate.) In practice, some 
deviation from the preferred state of concurrence is encountered. A statistical 
procedure to quantify this deviation, for whole data sets, is described below.
Assume thatpi seismograph records are acquired repetitively for the i'^  ray. Hence, 
a population of p  ^ estimates of the travel time of this ray is available. Let ffpi be the 
standard deviation of the travel time picks made for the i*** ray. A value for Upj is 
determined for each of the rays which form the full set of m projections. The 
following parameters can usefully be defined to summarise the set of m standard 
deviations, for the full data set:—
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•  the average of the standard deviations of the picks:
m
^  [5.11
•  the peak of the standard deviations of the picks:
W  = max|(Tp;| for all i= l,m  [5.2]
•  the median of the standard deviations of the picks:
Led = median (Up.) for i= l,w  [5.3]
Ideally, each travel time error indicator, t^ e^, Lax and t^ ed would be zero. In practice, 
none of these parameters is likely to be zero, and one would be satisfied for them to 
be of a low magnitude. It is preferable that t^ ed is less than t^ ve, as this indicates that 
more than half of the standard deviations of the travel time picks are relatively small.
Table 5.2 presents values of t^ ve, Led and t^ ax determined for the field surveys 
conducted at Chattenden. The tabulated values provide a guide to the overall 
precision of the surveys. Table 5.2 includes the average size, p , of the population 
of repeat-acquisitions of individual rays from which t^ vc were calculated
With tavc, Led and t^ a^ , the extent of the non-systematic errors on the travel time 
picks are characterised. It remains to be determined which, if  any, of the set of p^
travel time picks made for the i^ ray will be entered into the vector, p, of observed
travel time to be used in the tomographic reconstruction. There are two obvious 
candidates for the travel time of a ray:—
(i) the mean of the picks made from the Pi records for the ray;
(ii) the median of these picks.
Medians are less vulnerable to the influence of “long-tail” outliers than are averages 
(refer, for example, to Claerbout and Muir, 1973). Therefore, the median of the 
times picked for each multiply-acquired ray was designated the travel time of that ray.
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5.2.1.3 Instrument stations
Borehole inclination surveys were carried out by an external contractor, who used 
a down-hole inclinometer consisting of a three-axis fluxgate magnetometer and a pair 
of accelerometers. The magnetometer measured the bearing, relative to magnetic 
North, of the instrument. The accelerometers permitted measurement of the 
inclination of the tool, which was lowered down-hole at a steady rate. The resulting 
measurements of the azimuth and the vertical tilt of the borehole at various depths, 
relative to the top of the borehole, were converted to a three-dimensional Cartesian 
coordinate system using simple geometry. The contractors quoted the azimuthal 
accuracy of the surveys to be +1° and the inclination accuracy as ±0.25°. These 
estimated error bands can be used to gauge the potential influence of errors in the 
borehole deviation surveys on the tomographic projection data.
For a sub-vertical borehole that has drifted by at most 1 m laterally (Section 5.1.3), 
an azimuthal error of ±1° would cause of the order of ( Ix  tan 1.0) =  0.0175 m 
uncertainty in the lateral position of the well. An inclination error of 0.25° for a 
16 m —deep, sub-vertical borehole is equivalent to an uncertainty of approximately 
(16xtan0.25) =  0.070 m in the lateral position at the base of the well. The latter 
deviation is less than half of one per cent of the (15 m) borehole separations used in 
the tomographic surveys. In comparison with the uncertainty with which the down- 
hole positions of the instruments were known (see below), these error bands of 
roughly 2 cm and 7 cm are negligible.
Seismic sources and receivers are of finite size. There is, therefore, some 
ambiguity in the definition of the “point of action” of a seismic instrument. The 
down-hole instruments used in the Chattenden surveys were clamped into place, and 
so the source and receiver units were in contact with well-defined zones on the 
borehole wall. The part of a source which actively imparts seismic energy to the 
surrounding formation is the clamping pad. Similarly, a geophone cluster receives 
energy from the formation via the clamping block. In the analyses to be presented 
here, the nominal instrument stations are assumed to coincide with the geometrical
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centres of the clamping pads of the devices. The locations of seismic stations lying 
between surveyed points were estimated by linear interpolation between the two 
neighbouring survey points.
The depths of the seismic instruments within the boreholes, and the radial positions 
of the surface-based devices relative to the tops of the wells, were measured using a 
metric tape, to within about a centimetre, at best. The elevations of the surface 
geophones were estimated by interpolating between the (levelled) spot heights of the 
tops of the boreholes (Figure 5.1 (b)). This rather inexact approach was not thought 
to have introduced significant errors, as there were no “bumps” or mounds along the 
ground surface between the boreholes.
5.2.1.4 Apparent velocities
The apparent velocity of a seismic wave is obtained by dividing the distance 
between the source and receiver by the picked travel time. The apparent velocity of 
a ray can be thought of as characterising, in an approximate manner, the properties 
of the ground traversed. To be of use, apparent velocity data can require a degree 
of well-informed interpretation. For example, unless one is aware that a particular 
ray had followed the deviated path of a head wave, then the relatively high apparent 
velocity of such a projection could be misconstrued.
Analysis of apparent velocity data affords a degree of quality control of tomographic 
data. As described in Chapter 2, plots of apparent velocities can be used to identify 
outlying, “rogue” projections. Rogue projections are usually caused by gross travel 
time picking errors and other blunders. In this work, all the data sets used to 
generate field tomograms were checked for outliers. One or two rogue values were 
identified by this process. These travel times were re-picked.
Figure 5.5 shows P- and Sv-wave apparent velocity—depth profiles derived from 
the cross-hole tomographic scans between BH 1 and 3 and BH 4 and 3. Figures 5.6 
and 5.7 show plots of apparent velocity against the angle of inclination of the ray to
-209-
the horizontal. (A “clockwise—negative” convention is used throughout this work.) 
Figure 5.6 (a) shows the variation of the apparent velocity with ray angle to the 
horizontal for P-waves acquired between BH 4 —3. Figure 5.6 (b) presents P-wave 
results for the up-hole survey from BH 4 to the ground surface. Figures 5.7 (a) and 
(b) show apparent velocities of Sv-waves acquired between BH 4 —3 and BH 1-3 
when these wells were filled with water (Table 5.1). Figure 5.7 (c) shows Sv-wave 
apparent velocity data, acquired between BH 1—3 after the wells had been drained.
Figure 5.8 (a) presents a polar plot of the apparent velocities of P-waves acquired 
between BH 4 —3, with the apparent velocity of each projection being plotted at the 
angle of inclination of that ray. (For convenience, all data have been plotted in the 
first quadrant by making appropriate adjustments to the signs of the angles of the 
down-going rays.) Figure 5.8 (b) gives a polar plot of the apparent velocities of Sv- 
waves measured between BH 1—3 when these boreholes were empty of water. As 
described in Section 6.4, an elliptically-shaped polar plot of P- or Sh-wave cross-hole 
apparent velocities can be construed as an indication of, inter alia, transverse isotropy 
— which might be anticipated for the London Clay. The fitting of ellipses to the 
plots in Figure 5.8, in the manner described in Section 6.4, reveals that a slight 
eccentricity is present in the P- and Sv-wave polar plots. (A quarter circle, having 
a radius equivalent to the average of the apparent velocities in each case, has been 
drawn over the plots in order to allow the reader to assess the ellipticity of the plots.)
Fitting an ellipse to the P-wave data (Figure 5.8 (a)) indicates that horizontally-  ^
travelling P-waves have a mean propagation velocity of 1.68 m/ms, whereas 
vertically-travelling P-waves have an estimated propagation velocity of 1.55 m/ms. 
That the velocity of horizontal P-wave propagation is found to exceed the velocity of 
vertical propagation is characteristic of a tranversely isotropic material, and is in 
accord with previously-published reports in which it is stated that overconsolidated 
clays are stiffer in horizontal directions than in the vertical direction (refer to the 
Discussion in Section 5.4.2). For the Sv-waves (Figure 5.8 (b)), the calculated “best 
fit” horizontal and vertical propagation velocities are 0.224 m/ms and 0.216 m/ms, 
respectively. This difference is uncharacteristic of a transversely isotropic material
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(refer to Appendix I). It appears that the estimated horizontal and vertical proagation 
velocities for vertically-polarized shear waves have been affected by the variability 
of the shear wave properties within the surveyed region: the heterogeneity of the 
shear wave properties of these near-surface deposits may have masked or distorted 
the influence, if any, seismic anisotropy, (Note: The quoted P- and Sv-wave 
velocities for vertical propagation are uncertain because the angular range of the 
acquired projections is such that these values were obtained by extrapolation.)
5.2.2 Tomograms
The reconstruction scheme recommended in Chapter 3 was adopted to process the 
tomographic data acquired at Chattenden. For each surveyed section, the plane of 
reconstruction was defined as the plane positioned such the sum of the squares of the 
distances of the instrument stations from the plane was minimised. This plane was 
discretised into non-overlapping, square cells. The dimensions of the cells were 
chosen to be 1 m x  1 m (refer to Section 4.1). Reconstruction was performed using 
the SIRT-URP algorithm. A 3x3  median smoothing window was applied between 
iterations of SIRT. The latter procedure eliminated high-frequency speckled patterns 
that were occasionally visible in the unsmoothed images.
5.2.2.1 P-wave tomograms: accommodating a low-velocity surface layer
Figure 5.9 (a) presents a compressional wave velocity tomogram of the cross-hole 
section BH 4 to 3. Straight ray propagation was assumed during reconstruction: the 
use of “curved ray” (non-linear) processing caused very little change to the image, 
in consequence of the low velocity contrasts that are present in the tomograms. 
Figure 5.9 (b) presents a compressional wave velocity tomogram of the up-hole 
section from BH 3 to the ground surface (towards BH 4). Figure 5.10 indicates the 
geometry of the cross-hole and up-hole acquisitions. Table 5.3 gives values for e,^s, 
Smax» Ggjn, v^ a^x and for the reconstructions described in this Chapter. (The 
tomograms obtained for the cross-hole section BH 1-3 and the up-hole sections from 
BH 3 and BH 1 were sufficiently similar to those shown to not warrant inclusion.)
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Interpretation
The cross-hole P-wave tomogram in Figure 5.9 (a) shows velocities similar to the 
speed of sound in water (1.5 to 1.6 m/ms, approximately). This suggests that the 
imaged clay at Chattenden is saturated since, in such cases, first-arriving 
compressional wave energy can propagate via the saturating fluid rather than the soil 
skeleton (refer to Chapter 2). In contrast, the reconstructed P-wave velocity values 
in the up-hole tomogram in Figure 5.9 (b) are rather less than that of the speed of 
sound in water. A possible explanation for the discrepancy between the magnitude 
of the velocities reconstructed in the up-hole and the cross-hole tomograms is that 
there is a layer of material, at or near the ground surface, which has relatively low 
P-wave velocity properties. The existence of such a layer is in accord with the 
descriptions of the near-surface geology at Chattenden given by Crilly et al. (1992) 
and Chandler et al. (1992) (Section 5.1.2).
Waves utilized in the up-hole surveys would have travelled through the conjectured 
low-velocity region in order to reach the surface geophones. In consequence, such 
waves would have been “slowed” in comparison with waves which did not enter the 
low-velocity layer whilst in transit, such as cross-hole rays. The apparent velocities 
of the up-hole rays would be less than those of the cross-hole rays and, indeed, a 
difference between the apparent velocities of up-hole and cross-hole is observed. The 
average of the P-wave apparent velocities in the up-hole survey from BH 4 to the 
surface was 0.94 m/ms, whereas that of the cross-hole data set between BH 4 and 
BH 3 was 1.66 m/ms. When reconstructing a well-to-surface tomogram, the ray 
coverage pattern is such that the conjectured low-velocity, near-surface layer would 
be “smeared out” across the image (refer to Figure 5.10 (b)). As a result, a 
tomogram reconstructed from an up-hole scan would display lower-than-expected 
velocities: this behaviour is found in Figure 5.9 (b).
The geometry of an up-hole tomographic survey is such that the acquired travel time 
data can be analysed to give slant interval velocities. Slant interval velocities are 
calculated thus:- a pair of neighbouring downhole stations are selected, and the travel
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times of the rays between these instruments and a common point on the ground 
surface are used to deduce a seismic velocity value which is representative of the 
horizontal band of material lying between the downhole stations. By this means, part 
of the influence of shallower layers can be eliminated. The process is repeated for 
“bands” between other pairs of downhole stations.
Application of this technique to data from the up-hole surveys conducted at 
Chattenden provides quantitative evidence in support of the suggestion that there a 
near-surface low-velocity layer is present. For example, the up-hole data from BH 4 
yield a set of slant interval velocities having a mean value of 1.37 m/ms for depths 
below 2 m (with a standard deviation of 0.19 m/ms). That is, at depths below 2 m, 
the average of the interval velocities of up-going P-waves is closer in value to the 
anticipated result (1 .6  m/ms, roughly) than it is to the average of the apparent 
velocities of the up-going P-waves (that is, 0.94 m/ms). This suggests that it is the 
material at depths of less than 2  m which gave rise to the relatively low observed up- 
hole apparent velocities.
One ought to be able to combine cross-hole and up-hole projection data to form a 
well-surface-well data set. Figure 5.10 (c) shows the three-sided ray coverage 
diagram for the combined projections of the BH 4 —3 section. Figure 5.11 (a) 
presents the tomogram generated when these data were supplied to the SIRT 
algorithm. The distorted pattern that is visible in this image is most certainly not due 
to genuine seismic velocity features in the ground, and it should be compared with 
the ray coverage diagram for the combined data set (Figure 5.10 (c)). It would 
appear that SIRT has acted to generate a velocity field in accordance with the two 
seemingly incompatible categories of projection, up-hole and cross-hole. 
Unfortunately, this solution vector probably has little basis in reality.
Here, a method is introduced whereby the up-hole and the cross-hole data sets 
acquired at the Chattenden site can be successfully merged. The technique is based 
on the observation that the (conjectured) low-velocity surface layer would have 
affected the well-to-surface projections, but would not have affected the cross-hole
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rays. Therefore, during reconstruction, cells traversed by cross-hole rays and cells 
traversed by up-hole rays should be treated differently. The following scheme was 
developed and adopted. Two categories of cell are defined:—
(i) cells that are traversed by cross-hole rays;
(ii) cells that are not traversed by any cross-hole rays.
During reconstruction, if a cell is of type (i), then only cross-hole rays are used to 
update the velocity within the cell. If a cell is of type (ii), and so is entered only by 
up-hole rays, then only up-hole rays are used to alter the cell velocity value. (Within 
the computer program, a simple system of “flagging” was used to distinguish between 
the two classes of cell.)
By applying this technique to the Chattenden P-wave survey, the 2 metre-wide band 
which lies between the ground surface and the topmost edge of the cross-hole 
tomogram is isolated from the influence of the cross-hole rays. Furthermore, the 
material below 2 m is isolated from the influence of the up-hole rays. Figure 
5.11 (b) presents a SIRT reconstruction of the combined well-surface-well P-wave 
data set of the BH 4 - 3  section, generated using the modification described above. 
The tomogram can be interpreted as a representation of a saturated clay, overlain by 
a shallow layer of low-velocity material.
5.2.2.2 S-wave tomograms: the influence of tube waves
The first set of tomographic surveys that were conducted at Chattenden used the 
e.m. hammer, which was deployed in water-filled boreholes (Table 5.1). Tomograms 
reconstructed from the shear wave travel times picked from the records acquired in 
these surveys are presented in Figures 5.12 (a) and (b). The images show the 
velocity of propagation of vertically-polarized shear waves for the cross-hole sections 
BH 4 to 3 and BH 1 to 3, respectively. Straight ray propagation was assumed. Table
5.3 presents various parameters which summarise aspects of the reconstructions.
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Interpretation
The Sv-wave tomograms both contain a diagonal region of higher-than-average 
velocities. In each case, this feature runs diagonally from the top of the source 
borehole to the base of the receiver borehole (which was BH 3, in both surveys). 
The form of the inclined feature, and its repetition in both images, is suggestive that 
it is unlikely to have been due to genuine velocity variations within the ground. 
However, careful re-checking and re-picking of the first-arriving shear waves 
indicated that no obvious errors had been made.
Figures 5.7 (a) and (b) gave the Sv-wave apparent velocities of the projections 
acquired in the tomographic surveys between BH 4 - 3  and BH 1—3, plotted against 
the angle of inclination of the rays to the horizontal. The most distinctive anomaly 
in the trend of the apparent velocities is displayed by the rays which travelled between 
the shallowest sources and the deepest receivers. These projections have apparent 
velocities above the common trend: the waves travelled more quickly than expected. 
This serves to explain the immediate origin of the high-velocity diagonal feature 
present in the tomograms in Figures 5.12 (a) and (b). It is, then, necessary to offer 
an explanation for the anomalously high apparent velocities (i.e. the anomalously 
brief travel times) of these particular rays.
The boreholes used in the original BH 4 —3 and BH 1—3 surveys were filled with 
water (Table 5.1). This was to ensure acoustic coupling for the transmission of P- 
waves. Acoustic coupling for S-waves occurs via the clamping mechanism. As has 
been described in the geophysical literature, “tube waves” are generated within the 
fluid in boreholes when a seismic source is fired (see, for example. White, 1965). 
These waves are piston-like water hammers which cause some radial deformation of 
the surrounding casing and formation (Biot, 1952).
Tube wave energy can be converted to body wave energy when a tube wave 
encounters an obstruction or anomaly within the borehole (White, 1965; Lee et aL, 
1984). This energy then propagates out into the formation as P- and S- body waves.
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Suitable obstructions and features include, for example:— breaks in the casing; 
changes in casing thickness; changes in casing diameter; sharp changes in lithology 
or soil properties; and the base of the host borehole.
There is experimental evidence that a significant part — indeed, perhaps the 
majority — of the energy that is generated by a borehole-based seismic source goes 
into a fluid-borne wave in the borehole. For example. White and Sengbush (1953) 
presented seismograph traces recorded from receivers that were located in the same 
(fluid-filled) well as an explosive seismic source. Their traces show relatively low- 
amplitude signals having travel times which indicate passage via the formation, and 
also high-amplitude signals having arrival times appropriate to a tube wave. The low 
amplitudes of the formation-borne arrivals may be attributable to transmission losses 
at the borehole wall and attenuation within the formation. Nevertheless, the sizeable 
amplitudes of the fluid-borne arrivals indicate that tube waves are energetic.
It is proposed that, on firing, a proportion of the energy from the source is 
expended in the formation of a tube wave within the fluid in the borehole. On 
striking the base of the well, a portion of this tube wave energy is converted into 
compressional and shear wave energy. These body waves then travel through the 
formation, and can reach receiver stations where they are of sufficient magnitude to 
be detected. The alternative routes of propagation — direct and indirect — are 
shown in Figure 5.13. With reference to Figure 5.13, the following simple numerical 
analysis can be performed. Let the speed of propagation of a tube wave within the 
fluid of the source borehole be Let the inter-well spacing be D, Let the length 
of the source borehole be L. Let the depths of the source and receiver of interest be 
and h„ respectively. Assume that the velocity of propagation of shear waves 
within the formation is uniform, isotropic, and of magnitude V .^ The travel time of 
the direct ray is given by:
V"^ucct =   —  [ 5 .4 ]
The travel time of the indirect ray is given by:
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{L-h;) i(L-hy*D^) 1/2
’'indirect ' Vtube s
[5.5]
At Chattenden: D = 15 m; L = 16 m; and V, ~  0.2 m/ms. When these values are 
incorporated in Equations [5.4] and [5.5], it is found that i^ndirect< d^irect first occurs 
when the condition Vtubc >0.5 m/ms is satisfied. The affected rays pass between 
shallow sources and deep receivers. Table 5.4 presents some tube wave velocities 
that have been reported in the literature. It is evident that previously observed values 
for Vbibc have exceeded 0.5 m/ms.
White (1965) gave the following theoretical formula, based on Lamb’s (1898) 
analysis, for calculating the velocity of tube waves within fluid-filled, cased, 
cylindrical boreholes:
Vtube
( - 1/2)
^fluid ^  P f lu id '^ ^
^fluid  ^casc'i^
[5.6]
where p^ uid and Kn^ id are, respectively, the density and bulk modulus of the borehole 
fluid; h and r are the thickness and the internal radius of the casing, respectively; and 
Ecase is the Young’s modulus of the casing material. For a water-filled borehole, 
Pfiuid =  1000 kg/m^ and K^ uid 2.25 x 10^  Nm” .^ For the casing used at Chattenden: 
h =  0.009 m; 2r =  0.095 m; and £^,5^  3.5x10^ Nm“  ^ (source: Palin, 1967).
Substitution of these values into Equation [5.6] yields a theoretical estimate of Vtube, 
at Chattenden, of 0.53 m/ms. (It is emphasised that this estimate is dependent on the 
value of Ecasej which is not known with certainty.)
Sharpe (1942) recognised that Lamb’s (1898) analysis showed that the velocity of 
a tube wave is given by the velocity of compressional wave propagation within the 
borehole fluid, reduced by an amount governed by the properties of the borehole wall 
(also, refer to Equation [5.6]). Indeed, the reported propagation velocities of tube 
waves listed in Table 5.4 are less than or roughly equal to the velocity of propagation 
of compressional waves in water. Thus, at Chattenden, the first-arriving P-wave 
between any source-receiver pair could not have followed the lengthier, indirect tube-
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wave route shown in Figure 5.13. A faster alternative propagation route via the fluid 
in the borehole is available only for shear wave arrivals, since >  V, is plausible.
The calculations described above provide indirect evidence in support of the 
suggestion that tube waves gave rise to the diagonal anomalies visible in Figures 5.12 
(a) and (b). The seismic traces acquired at Chattenden offer direct evidence for this 
interpretation: the “secondary” shear waves which emanated from the base of the 
source borehole can be identified on the field records.
A common receiver gather (i.e. an assortment of seismograph traces, recorded at 
one receiver, but emanating from various source positions) can be used to display 
shear waves that arise from tube waves in the source borehole. Figures 5.14 to 5.16 
present common gathers for the receivers at 3 m, 8 m and 15 m below ground level, 
respectively, for the BH 4 —3 section. These multi-trace gathers are annotated to 
indicate:— direct compressional wave arrivals (“P”); direct shear wave arrivals 
(“S”); and conjectured indirect shear wave arrivals (marked “T”, to indicate that it 
is conjectured that these shear waves originated from tube waves).
The presumed indirect shear wave arrivals (“T”) show a straight-line moveout. 
This is strikingly different from the normal moveout that is displayed by the direct 
P- and S-wave arrivals. (Examination of Figure 5.13 and Equation [5.5] provides the 
explanation for this difference in behaviour.) For an equidistant down-hole spacing 
of sources, the slope of the moveout of the indirect shear waves (“T”) is a function 
of Vn.be (Equation [5.5]). Using the constant phase picks shown by the dots in 
Figures 5.14 and 5.15, an estimate of Vn.be can be made. This procedure yields a 
field value for Vn.be at Chattenden of 0.55 m/ms, to within ±0.01 m/ms, 
approximately. This is comparable with the estimate of Vn.bc of 0.53 m/ms that was 
obtained by applying White’s theoretical formulation to the cased boreholes.
Using synthesized seismograms, one can further demonstrate the validity of the 
interpretation that the waves marked “T” in Figures 5.14 to 5.16 are indirect shear 
wave arrivals arising from tube waves. The following simple strategy was adopted.
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The previous numerical model was used (Figure 5.13). The propagation speed of a 
tube wave was assumed to be 0.55 m/ms. The simulated direct shear wave pulse was 
declared arbitrarily to consist of one complete wave cycle only, of duration (and 
period) 20 ms. This pulse was assumed to be sinusoidal in form. The waveforms 
of the simulated indirect shear waves were assumed to be identical to those of the 
direct shear waves in all respects, including phase. The travel time of the first- 
arriving event for direct and indirect waves, between a particular source-receiver pair, 
were calculated using Equations [5.4] and [5.5], respectively. By this means, the 
position, along the time axis, of the onset of each wave pulse was determined. The 
resulting pair of synthetic seismograms, for the direct and indirect events, were then 
superposed. Figures 5.17 and 5.18 show common gathers of the superposed 
seismograms that were synthesised for rays to “receivers” at 2 m and 15 m below 
ground level, respectively. The onsets of each type of simulated arrival — direct and 
indirect — are indicated.
Several features are common between the field data and the synthetic traces in 
Figures 5.14 to 5.18. The indirect shear wave arrivals (“T”) show straight-line 
moveout in both cases, whereas the direct shear waves show normal moveout. For 
rays between the shallowest source and the deepest receivers, the shear wave energy 
which originated as tube wave energy is the first shear wave to arrive at the receiver.
To show more directly that the diagonal features in the S-wave tomograms of 
Figures 5.12 (a) and (b) arose from tube waves borne in the borehole fluid, a fresh 
tomographic scan between BH 1—3 was conducted after first removing the water 
from the wells (Table 5.1). Water was extracted from both the source borehole 
(BH 1) and the receiver borehole (BH 3), although it is recognised that, according to 
the preceding arguments, the latter procedure was superfluous. Unfortunately, 
various circumstances necessitated the use a seismic source — namely, the trigger- 
modified “Bison” hammer (Appendix D) — different from that which had been used 
in the earlier tomographic surveys. With reference to Appendix D, this difference 
should not invalidate the comparison of the seismic velocity surveys conducted 
between the water-filled and the air-filled boreholes.
-219-
Figure 5.7 (c) shows a plot of the S-wave apparent velocities of projections acquired 
in the survey between the air-filled wells, plotted against angle of inclination. Figure 
5.7 (c) should be compared with Figures 5.7 (a) and (b). The distribution of apparent 
velocities in Figure 5.7 (c) is symmetrical about the centre line. No anomalously 
high apparent velocities are found between shallow sources and deep receivers.
Figure 5.19 shows a common receiver gather acquired, in the second survey, at the 
receiver station 8 m below ground level. Comparing this multi-trace display with 
Figure 5.15, it is evident that the third category of arrival (previously labelled “T ”) 
is not present in the seismic traces acquired between the air-filled wells. (The lack 
of prominence of the compressional wave events in Figure 5.19 reinforces the earlier 
statement that the boreholes had been filled with water in order to permit the 
transmission and reception of energetic P-waves.)
Figure 5.12 (c) shows the SIRT-reconstructed tomogram of the BH 1—3 section, 
generated from the data acquired between air-filled boreholes. The tomogram does 
not include any significant diagonal features of the kind found in the previous S-wave 
reconstructions. The image shows a velocity field which is roughly symmetrical 
about its vertical centre line. The tomogram shows a variation of velocity with depth 
which matches closely the Sv-wave velocity—depth profile that was determined in the 
cross-hole parallel scan at the site (Section 5.3.1).
The diagonal anomalies in Figures 5.12 (a) and (b) “taper” at mid-height. Forward 
modelling exercises were conducted, in which minimum travel time shear waves — 
direct or indirect — were traced across a numerical simulation of water-filled 
boreholes spanning likely S-wave velocity fields. “Narrowing” of the diagonal 
anomaly was seen in tomograms reconstructed from data synthesied across a shear 
wave velocity field based on the velocity—depth profile shown in Figure 5.5 (b).
Some authors have suggested routes of propagation for tube wave energy other than 
the one shown in Figure 5.13. Macrides et al. (1988) observed tube wave events in 
a cross-hole seismic survey at an oil field. They proposed the following propagation
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path for this energy:— tube wave energy in the fluid column in the source borehole 
travels to the top of the well, where it generates Rayleigh waves at the ground 
surface; these surface waves propagate radially outwards, and excite a second tube 
wave within the fluid in the distant receiver borehole; this tube wave event is then 
picked up by the sensors stationed in the receiver well. De Bruin and Huizer (1989) 
suggested that, if Vtubc > Vs, a tube wave that is propagating along a borehole will 
cause a conical wave, centred axially on the borehole, to propagate into the 
formation. The conical wavefront propagates along the axis of the borehole at Vtubc: 
the propagation velocity of the wavefront into the formation is Vg, normal to the 
wavefront. The routes of propagation suggested by Macrides et ah and de Bruin & 
Huizer were investigated numerically to determine whether the field measurements 
made at Chattenden were consistent with either model. Neither approach offered a 
satisfactory explanation of the observations.
5.3 ADDITIONAL DATA ACQUIRED FROM THE SITE
To establish whether the quantitative results of the tomographic surveys were 
acceptable estimates of the seismic properties of the ground, it was necessary to 
determine the seismic propagation velocities and the soil stiffnesses at the Chattenden 
site by other methods. The following techniques were used:—
•  “parallel” cross-hole scanning;
•  the continuous surface wave (“Rayleigh wave”) method;
•  the surface refraction technique;
•  small strain stiffness measurements in the laboratory.
Each of these methods have been used on previous occasions by other workers and, 
as such, can be considered to be “established” techniques. The validity of 
formulating comparisons between seismic velocities or elastic moduli derived from 
these diverse methods is discussed in Section 5.4.
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5.3.1 Parallel cross-hole surveys
Figure 5.20 shows the configuration of the parallel cross-hole experiment performed 
at Chattenden. The seismic source was clamped within BH 1 at a known elevation, 
A single three-component geophone cluster was clamped, at the same elevation, in 
each of boreholes 2, 3 and 4. On firing the hammer, seismograph traces were 
acquired from each geophone cluster. Then, all the instruments were moved 
downwards, through the same distance, to new stations and the process was repeated. 
Records were acquired from 2 m to 15 m below ground level, at 1 m centres. Two 
separate surveys were conducted, one using the e.m. hammer, the other using the 
unmodified “Bison” hammer (Appendix D).
Travel times picked from the records acquired in the parallel surveys were analysed 
as follows. Let To be the time at which the hammer was fired in BH 1. Let Tg be 
the time at which the onset of the wave type of interest (P or S) reached the 
geophones in BH 2. Let Tg and T4 be the arrival time at BH 3 and BH 4, 
respectively. The absolute travel times are given by:
To2 =  T2 - To (BH 1 to BH 2)
To3 = T3 - To (BH 1 to BH 3)
To4 =  T4 - To (BH 1 to BH 4) [5.7 (a)]
The following relative travel times can also be defined:
T23 =  T3 - T2 (BH 2 to BH 3)
T34 = T4 - T3 (BH 3 to BH 4)
T24 = T4 - T2 (BH 2 to BH 4) [5.7 (b)]
(refer to Figure 5.20). The latter are particularly useful if the trigger time. To, is in 
doubt. When using an unmodified “Bison” hammer (Appendix D), To is unknown. 
Therefore, for the parallel survey using the “Bison”, only the relative travel times 
defined in [5.7 (b)] could be determined.
The distance between the source and receiver stations at Chattenden were 
determined from the borehole deviation surveys, enabling the calculation of apparent
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velocities from the travel time data obtained in the parallel cross-hole scans. The 
following apparent velocities can be calculated (refer to Figure 5.20):—
Vo2 =  D,2/To2 (BH 1 to BH 2)
Vo3 =  D13/T03 (BH 1 to BH 3)
Vm = D14/T04 (BH 1 to BH 4) [5.8 (a)]
V23 =  D23/T23 (BH 2 to BH 3)
V34 =  D34/T34 (BH 3 to BH 4)
V24 =  D24/T24 (BH 2 to BH 4) [5.8 (b)]
where, for example, 0^2 denotes the distance between BH 1 and BH 2, at the 
elevation of the scan.
Figure 5.21 shows the apparent velocity—depth profile for horizontally-propagating 
P-waves, from the e.m. hammer survey. There is little variation of P-wave velocity 
with depth: the apparent velocity of P-waves at the Chattenden site is generally 
constant at about 1.6 m/ms, at depths between 2 m and 15 m below ground level.
Figure 5.22 shows apparent velocity—depth profiles for horizontally-propagating 
vertically-polarized shear waves, based on the data acquired in the parallel surveys 
using the e.m. hammer and the unmodified “Bison” hammer. A rough, initial 
interpretation of these profiles is that, between 2  m and 10 m below ground level, the 
Sv-wave velocity properties of the clay show a gradual increase with depth, with the 
propagation velocity increasing from about 0.15 m/ms at 2 m to 0.24 m/ms at 10 m, 
approximately. Below this zone, the Sv-wave velocity properties are more uniform, 
at about 0.24 to 0.25 m/ms.
In consequence of the increase of velocity with depth displayed in the shear wave 
profiles, it is likely that the calculated apparent velocities for Sv-waves do not 
correspond with the Sv-wave propagation properties of the ground. This is because 
waves which, in the field, followed paths which dipped into deeper, higher velocity 
material would, when calculating apparent velocities, have been treated as straight, 
horizontal rays. At a particular elevation, the calculated apparent velocity would be 
an over-estimate of the actual seismic properties at that depth. A simple method of
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taking account of the ray path curvature and, thereby, Improving the estimate of the 
shear wave velocity profile has been used here. It is based on an approach described 
by Hryciw (1989) which generates a velocity—depth model consistent with the travel 
times measured between instruments positioned at a particular elevation.
Hryciw (1989) presented analyses for various velocity models; the following simple 
velocity—depth function is used in this analysis;
Vz =  Vo +  m^.z [5.9]
where Vq is the propagation velocity at the elevation of the acquisition; z  is the depth 
with respect to an origin at that elevation; is the propagation velocity at depth z; 
and niy, expresses the velocity gradient. Hryciw developed equations (not repeated 
here) with which values for niy and Vq can be calculated, at each elevation, using the 
observed travel times between two source-receiver pairs.
Figure 5.22 (a) includes the Sv-wave velocity—depth profile that was obtained by 
applying Hryciw’s method, of correcting for velocity—depth variations, to the Sv- 
wave travel times acquired in the e.m. hammer parallel survey. The profile 
delineates the average of the calculated Vq values for vertically-polarized shear waves, 
at each elevation. The overall shape of the Vq profile is similar to that of the mean 
apparent velocity profile, but the mean Vq values are marginally less than the mean 
apparent velocities. From the preceding description of the effects of dipping rays, 
this difference is to be expected.
5.3.2 Surface wave measurements
The continuous surface wave method, which is also termed the Rayleigh wave 
method, utilises surface waves to determine a shear wave velocity — depth profile. 
Variants of the surface wave method have been in use for several decades. Here, the 
technique that has been adopted is the relatively simple approach described by, for 
example, Jones (1958) and Abbiss (1981) rather than the more complex form of 
analysis due to Thomson (1950) and Haskell (1953).
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In the simplest configuration of the Rayleigh wave test, a source of continuous 
surface waves is placed on the ground and is driven at a (known) frequency/. Two 
collinear geophones, separated by a known distance, d, are planted radially from the 
source. The phase difference, <f) (in degrees), between the signal of frequency /  
recorded at each geophone is determined. If the test is arranged such that d < \ ,  then 
the following condition holds (by simple proportions):
\  d.(360/<!>) [5.10]
where X is the wavelength of the surface wave. The velocity of propagation of the 
Rayleigh wave, Vr, is given by V r= /.X . The velocity of propagation of a (vertically- 
polarised) shear wave, V„ can be determined from elastic theory:
V, =  Vr./> [5.11]
where p  is a. function of Poisson's ratio, p. For 0.25, p  =1.088; for y=0.5, p  
=  1.047 (Jones, 1958).
It is necessary to determine at what depth is the calculated velocity, V r , 
representative of the Rayleigh wave velocity properties of the ground. Gazetas (1982) 
estimated that, in an heterogeneous formation showing an increase of velocity with 
depth, the major portion of the energy associated with a surface wave can be 
considered to be “active” at a depth of X/3 below the ground surface. He noted, 
however, that X/2 also gave a reasonable estimate of the representative depth. A 
depth of X/2 was used by Abbiss (1981). As a small part of the Chattenden 
experiment, the author monitored the variation of amplitude of surface waves with 
depth by deploying the string of three-component geophones within a borehole 
adjacent to the surface source. It was observed that the attenuation of surface wave 
amplitude with depth was marked: indeed, at an estimated depth of one wavelength, 
the amplitude of both the radial and vertical components of the signal became 
negligible. On the basis of these field measurements, it is suggested that, at the 
Chattenden site, there is no clear distinction to be made between the relative merits 
of declaring the representative depth to be X/3 or X/2.
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Two sources of Rayleigh waves were used at Chattenden (Table 5.1):— a “Ling 
Dynamics” V406 vibration generator (“shaker”); and a system of counter-rotating 
weights. The shaker is, in essence, a mass (14 kg) on a spring. The latter is fixed 
to a base-plate (200 mm square), which is embedded in the shallow topsoil. The unit 
is driven at a known frequency, to produce continuous, sinusoidal, vertical vibrations. 
The lowest frequency of oscillation which can be generated by the shaker is about 
5 Hz, although the coherence of the signals obtained at such frequencies is poor. The 
second source, developed at the Building Research Establishment, consists of two 
driven counter-rotating weights, attached to a base plate. Through adjustment of 
appropriate gearing, the source was used to generate signals at frequencies between 
5 and 12 Hz. (The latter method of surface wave generation is well-established; 
refer, for example, to Hertwig and Lorenz (1935).)
Phase differences were determined by two methods:—
(i) using a dual-channel spectrum analyzer (Hewlett-Packard Model HP 3582A), 
which analyses simultaneously the signals received from both geophones and returns 
values for the phase difference and coherence between the two signals, at the 
specified frequency. The coherence is used to assess the quality of the reading.
(ii) using the “Terraloc” seismograph to make recordings from the geophones. These 
time-domain data are later subjected to Fourier analysis to determine the phase 
differences between the signals, at the relevant frequency. (Discrete Fourier analysis 
using fast Fourier processing was applied to the data. The FFT code utilized in the 
present work was that given by Press et al. (1986). It uses the method of decimation- 
in-time and requires that the number of data be a power of 2. A “Terraloc” acquires 
1000 samples, and so it was necessary to “pad” the end of the data array with 24 
zeroes, to give a total of 1024 samples. Numerical tests using a simulated sinusoidal 
waveform suggested that this padding procedure did not influence noticeably the 
accuracy of the phase angles computed with the FFT routine. “Padding”, when 
necessary, is advocated by Aki and Richards, 1980)
A perceived advantage of using the seismograph is that numerous incoming channels 
can be treated. Various enhanced acquisition geometries were investigated which 
made use of this capacity. For example, surveys were carried out using two sets of
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six collinear geophones, planted diametrically to either side of the Rayleigh wave 
source. Geometries based on a cruciform arrangement were also deployed. A benefit 
of the multi-receiver approach is the possibility of averaging the phase angle 
difference between geophones, and thereby reducing the influence of observational 
errors on the calculated results.
Figure 5.23 presents a statistical summary of the results of the numerous Rayleigh 
wave surveys conducted at Chattenden (Table 5.1). In Figure 5.23 (a), it is assumed 
that X/2 is the representative depth. In Figure 5.23 (b), it is assumed that X/3 gives 
the representative depth. Shear wave velocities were calculated under the assumption 
that Poisson’s ratio is 0.25. Least-squares analysis of the mean velocity—depth 
profiles yielded the following results:—
Vg = O.OOSz +  0.075 i f z  is given by X/2
Vg = 0.01 Iz +  0.078 i f z  is given by X/3
where z is the depth, in metres, below ground level, and Vg is the velocity of 
propagation of shear waves, in metres per millisecond.
Several sources of error can affect the results presented in Figure 5.23:—
•  wrongly estimating v and, hence, p: this will affect V, by up to about 4%;
•  arbitrarily assuming the representative depth to be given by X/2 or X/3: this 
imposes a 16.67% uncertainty on the calculated depth of a data point;
•  mismeasurement of the signal frequency;
•  mismeasurement of phase angles.
The magnitude of the signal frequency was established using two independent 
means:— by noting the driving frequency of the power oscillator, and by identifying 
the peak in the Fourier spectrum of the trace. The signal frequencies determined by 
these methods agreed to within 0.1 Hz, in all cases. To investigate whether the phase 
differences yielded by the two acquisition techniques coincided, some trials were 
conducted in which signals from a pair of geophones were sent simultaneously to both 
the spectrum analyzer and the seismograph. The average of the absolute differences 
between 0 —values determined by each method was 2°, in the frequency range 5 to 
30 Hz. The disparity between the two sets of phase angle differences fluctuated in
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sign: neither method gave consistently higher, or lower, phase angles. (The average 
variation in the phase angles determined from duplicated seismograph acquisitions was 
of the order of 0.5°.) The significance of a 2.0° uncertainty on the angular 
measurements will vary in accordance with the absolute magnitude of the phase 
difference. For example, at 10 Hz, the phase angle difference was about 30°: a 2° 
error on this measurement is equivalent to a 6 % error in the calculated wavelength 
(Equation [5.10]) and, hence, in the calculated depth and velocity, too. At 20 Hz, 
the phase difference was roughly 80°: in this case, a 2° error is equivalent to a 2.5% 
error in the calculated depth and velocity. It is unfortunate that the influence of the 
angular error is greatest for the data acquired at low frequencies — i.e. those relating 
to the deeper formation — since these data are the most uncertain, due to the poor 
coherence of Rayleigh wave signals at low frequencies.
5.3.3 Surface refraction survey
Figure 5.24 (a) shows the configuration of the P-wave refraction survey that was 
conducted at Chattenden. The spread was 50 m long, and ran parallel to the line of 
the boreholes (i.e. normal to the slope of the hill). The centre of the spread was 
adjacent to BH 3. The source of seismic energy was a metal plate, of diameter 
0.25 m, which was embedded in the topsoil and struck by a sledge hammer. The 
seismograph was triggered by a surface-type geophone implanted immediately 
adjacent to the plate. This rather primitive triggering system appears to have 
performed adequately. Eleven surface geophones were positioned along the spread 
at 5 m centres. Only compressional wave arrivals could be identified and picked 
from the acquired traces.
The survey was performed in two parts: firstly, with the source at one end of the 
spread (labelled “A” in Figure 5.24 (a)) and, secondly, with the source at point “B” 
at the opposite end of the spread. Figure 5.24 (b) shows the time-distance plots of 
the “A” and “B” gathers. Each plot shows two distinct sections and, therefore, these 
data can be interpreted as indicating the presence of a two-layered velocity field. The 
horizontal symmetry of the time-distance lines suggests that the perceived strata at the
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site did not dip parallel to the spread. (Note: The standard methodology for 
interpreting a surface refraction survey is used.)
The method of least squares analysis (linear regression) was used to fit a straight 
line to each of the four segments. These best-fit lines are shown in Figure 5.24 (b). 
With reference to the Cartesian coordinate system of Figure 5.24 (b), the equations 
of the best-fit lines were found to be:—
t — 2 .8 6 9 a : +  71.731 for Line 1
t =-2.913% + 72.827 for Line 2
t =  0 .6 7 9 a: + 30.090 for Line 3
t =-0.716%: 4- 30.283 for Line 4
where t and x  are the travel time of the wave, and the horizontal distance along the 
spread, respectively. The coefficient of correlation exceeded 0.9 in each case.
The inverse of the gradients of Lines 1 and 2 give the P —wave propagation 
velocity, Vi, within the conjectured upper layer. Averaging these values gives 
Vi =  0.345 m/ms. The inverse of the gradients of Lines 3 and 4 give Vj, the 
P —wave velocity within the lower layer. Hence, V2 = 1.437 m/ms. The thickness 
of the upper layer, Zi, is given by:
 ^ ‘ [5.12]V I ' ,
where is the distance between the x-coordinate of the relevant shot point and that 
of the point of intersection of Lines 1 and 3 or Lines 2 and 4. From the pairs of 
equations given above, the average value of Xj is 5.81 m. Substituting Vj, V2 and 
into Equation [5.12] gives the thickness of the upper layer, Zi, as 2.27 m.
In summary, the surface refraction survey suggested the following two-layered 
distribution of compressional wave propagation velocity properties:—
■ a near-surface layer, of thickness 2.27 m, and velocity 0.35 m/ms
■ a lower layer, of unknown thickness, and velocity 1.44 m/ms.
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5.3.4 Static laboratoiy tests
Soil samples from 7, 9, 13 and 15 m below ground level were supplied by B.R.E.. 
The 97 mm-diameter samples were obtained from a seventh borehole, adjacent to the 
geophysics wells (Figure 5.1 (b)). Undrained, unconsolidated (UU) triaxial tests, 
incorporating the measurement of local axial strain and mid-height pore pressure were 
conducted on the samples. Such tests are non-standard. Results obtained from any 
laboratory tests are affected strongly by the way in which the soil specimens are 
acquired, stored, treated and tested. Therefore, details of these aspects of the tests 
performed on the samples taken from Chattenden are given in Appendix H.
Table 5.5 presents values for undrained, secant Young’s moduli at 0.01 % and 0.1% 
axial strain, for the samples taken from the Chattenden site. (These data are 
extracted from Appendix H.) The tabulated secant moduli have been normalised by 
p / ,  the mean effective stress before shearing, in the manner recommended by Wroth 
(1971) and Jardine et al. (1984). Other authors have normalised the secant modulus 
by the undrained shear strength of the sample (for example, Simpson et al. , 1979) or 
by the product of p^' and the specific volume of the specimen (for example, O’Brien 
et al., 1992). Normalisation by p^' is used in the present work because a value for 
this parameter was available for all the samples tested. Table 5.5 includes values of 
L, the ratio of the moduli at 0.1% and 0.01% axial strain. This parameter is a 
widely-used indicator of the (non-) linearity of stiffness properties (for example. 
Jardine et al., 1985). The averages of the tabulated (normalised) moduli are 601.8 
(at 0.01% axial strain) and 344.7 (at 0.1% axial strain), giving L  =  0.57.
5.4 DISCUSSION OF RESULTS
Section 5.4.1 presents a comparison of the seismic propagation velocities measured 
in the tomographic, parallel, Rayleigh and refraction surveys. Elastic moduli 
measured in the UU tests are compared with stiffnesses deduced from the seismic 
velocities measured in the tomographic surveys. Section 5.4.2 considers the
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information that has been provided by the tomographic surveys, and discusses 
whether it is of value to a geotechnical engineer.
5.4.1 Compaiison of results
Figure 5.25 (a) shows compressional wave velocity—depth profiles derived from 
the tomographic, parallel and refraction surveys. Figure 5.25 (b) shows shear wave 
velocity—depth profiles from the tomographic, parallel and Rayleigh wave surveys. 
The differences — and similarities — within each set of profiles are examined below. 
The validity of formulating comparisons between seismic propagation velocities, and 
moduli, derived from these diverse techniques is discussed. Table 5.6 lists some of 
the ways in which the tests differ: the dissimilarities are fundamental and extend to 
all aspects of the tests.
Parallel cross-hole survey
The apparent velocity—depth profiles obtained from the parallel scans were similar 
to the profiles extracted from the set of measurements taken during the tomographic 
surveys (Figure 5.25). The differences between the profiles can be attributed to 
observational errors, and are negligible.
It can be argued that the parallel scans revealed as much information about the 
properties of the clay at Chattenden as did the tomographic surveys, since there is 
little horizontal variation at the site. In general, at a site where the geology consists 
of planar horizontal strata with no lateral discontinuities, parallel surveying would 
provide as much seismic information about the soil as could tomography. Parallel 
surveys are less costly than tomographic surveys. Although the financial outlay on 
boreholes and seismic equipment is similar in each case, the time spent in the field 
is much less for a parallel scan than it is for a tomographic survey. For example, a 
parallel scan at k  elevations would involve k  acquisitions, whereas a tomographic 
survey between k source stations and k receivers would involve projections. A 
correspondingly greater time would be required to pick the first-arrival travel times
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for the tomographic survey. The processing costs for a parallel survey are minimal, 
as a velocity profile can be determined using a hand-held calculator. To process 
tomographic data requires dedicated software of the type described in Chapter 3.
Rayleigh wave survey
The S-wave velocity profiles derived from the Rayleigh wave data from Chattenden 
show, at each elevation, calculated velocities which are consistently and considerably 
less than the shear wave apparent velocities that were obtained directly from cross­
hole measurements of horizontally-propagating vertically-polarized shear waves 
(Figure 5.25 (b)). The shapes of the profiles obtained from the cross-hole and the 
surface wave surveys are similar. As stated in Section 5.3.2, the S-wave profiles 
derived from Rayleigh wave data are not certain, and estimates of the possible error 
bands were made in that Section. These estimated error bands do not account for the 
full extent of the difference between the two categories of profile. For example, at 
5 m below ground level, the shear wave propagation velocities derived from Rayleigh 
wave measurements are in the range 0.11 to 0.13 m/ms whereas the lowest measured 
(average) Sv-wave apparent velocity at that depth is 0.18 m/ms.
Table 5.6 lists several ways in which the Rayleigh waves and the shear waves 
utilised at Chattenden differ, including mode of deformation and signal frequency. 
Powell and Butcher (1991) suggested that, in the case of an anisotropic medium, the 
differing modes of deformation of Rayleigh waves and shear (body) waves would 
affect the S-wave velocities that could be determined through observation of each 
wave type. The difference between the frequency of the shear waves and the 
Rayleigh waves (Table 5.6) would be significant in a dispersive material. In this 
work, for convenience, it has been tacitly assumed that host media are non-dispersive 
to body waves; that is, that P- and S-wave propagation velocities are independent of 
signal frequency. This assumption is an approximation: there is experimental 
evidence that high frequency waves propagate faster than do low frequency waves, 
under certain circumstances (refer, for example, to Winkler, 1986). Moreover, any 
attenuating material must display some dispersion (Aki and Richards, 1980). Another
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possible explanation for the difference between the profiles obtained from the cross­
hole and the surface wave surveys is that there is a fundamental flaw in the rather 
simplistic way in which phase—frequency data have been used to derive velocity- 
depth data (Section 5,3.2). To investigate the validity of this suggestion would 
require further work in the field and, perhaps most usefully, on a computer.
Refraction survey
The surface refraction survey delineated a low-velocity layer of material at the 
ground surface, of thickness 2.27 m and P-wave velocity 0.35 m/ms. This presence 
of this layer is consistent with the descriptions of the near-surface geology at 
Chattenden given by Crilly et al. (1992) and Chandler et al. (1992), as well as the 
tomographic reconstruction of the combined up-holeand cross-hole P-wave projection 
data acquired between BH 3, BH 4 and the ground surface (Section 5.2.2.1).
Below 2.27 m depth, the results of the surface refraction survey indicated the 
presence of material (of unknown thickness) having P-wave propagation velocity 
properties of 1.44 m/ms. This value is slightly less than the P-wave velocities 
obtained in the cross-hole surveys (1.6 m/ms, approximately) but is, nevertheless, of 
a similar order of magnitude. To determine the thickness of the second layer would 
require a longer refraction “spread” (Section 5.3.3).
Laboratory tests
According to elastic theory, for an isotropic elastic material:
G = p V g 2  [5,13]
V =
2
V p ' -2
2% - [5.14]
E =  2(l +  z/)G [5.15]
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where G and E are shear and Young’s modulus, respectively; p is the mass density; 
V is Poisson’s ratio; and Vp and V, are the velocity of propagation of compressional 
and shear waves, respectively. Using these relations, the P- and S-wave velocities 
measured at Chattenden can be used to deduce values for G, p and E. Table 5.7 
presents stiffnesses calculated from (interpolated) apparent velocities measured at 
depths between 7 and 15 m below ground level. The mass density has been assumed 
to be 2030 kg/m^, which is the average of the densities of the samples from the site.
The moduli derived from the UU tests were normalised by the mean effective stress 
prior to shearing (Section 5.3.4). Before one can compare these data with the moduli 
obtained from the seismic surveys, it is necessary to normalise the latter by pg% the 
mean effective stress in situ. For this, the depth profile of the coefficient of earth 
pressure at rest, K„, is required. This is not known for Chattenden. There are 
available various empirical methods of estimating Kq. However, for overconsolidated 
clays, these formulations require an estimate of the overconsolidation ratio and this 
information is also unavailable. Alternative solutions to this impasse are either:— 
(i) to make use of the K^ , values that have been reported for the London Clay, notably 
the profiles given by Skempton (1961) for Bradwell (K,, in the range 2.6 to 1.5, 
approximately) and by Bishop et al. (1965) for Ashford Common (K^ ,: 3.4 to 2.0); 
or (ii) to deduce a K^ , profile from a suction—depth profile by applying the following 
formulation due to Skempton (1961):
A  = (Tv'{Ko-A g(K ,-l)} [5.16]
where is the suction; a f  is the in situ vertical effective stress; and Ag is the pore 
pressure parameter associated with the removal of the deviator stress. Under an 
assumption of elastic behaviour. A, is taken to be Vs.
Fortuitously, Crilly et al. (1992) have published a suction-depth profile for the upper 
5 m of material at the Chattenden site. (Suction values were determined by the filter 
paper method due to Chandler.) Table 5.8 presents the K<, profile that was deduced 
from the suction data presented by Crilly et al., under the assumptions that 
Skempton’s relation is applicable and that Ag^Va. These Kq values appear high, 
particularly when compared with estimates of the coefficient of passive failure for
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London Clay, but are of the order of those reported by Skempton and by Bishop et 
al.. In the absence of a full, wholly reliable K„ profile, the moduli derived from 
seismic measurements have been normalised by p,' values obtained by assuming that 
Ko is in the range 1,5 to 3.0.
Table 5.7 includes Young’s modulus values normalised by the estimated in situ 
mean effective stress for the two cases Ko =  1.5 and Ko = 3.0. (In calculating the 
in situ vertical effective stress, it has been assumed that the water table is at 1.5 m, 
and that the unit weight of the soil is 20 kN/m^.) Table 5.9 compares the normalised 
stiffnesses derived from the seismic data (Table 5.7) with the normalised moduli 
obtained from the laboratory tests (Table 5.5). The former exceed the latter in all 
cases, although it is emphasised that the in situ mean effective stresses, pg', which are 
incorporated within Table 5.9, are uncertain because the Ko values are estimates only. 
The results presented in Table 5.9 are discussed in detail in Section 5.4.2, below.
5.4.2 Discussion of tomographic results
This Section considers what has been measured in the seismic tomographic surveys 
at Chattenden, and discusses whether knowledge of the measured parameters would 
be of value to a geotechnical engineer.
The P- and the S-wave cross-hole velocity tomograms appear to be accurate, as far 
as this can be judged by comparing the tomographically-reconstructed propagation 
velocities with the (apparent) velocities determined from the parallel cross-hole 
surveys. In making this assessment, it is assumed that there is no horizontal variation 
of seismic propagation properties at Chattenden. The observation that, in practice, 
SIRT produced tomograms in which the seismic propagation velocities were of 
accurate magnitude extends the results of Section 3.3, in which SIRT generated 
acceptably accurate velocity distributions from synthesised data.
The compressional wave cross-hole surveys measured the speed of sound in the 
saturating ground water: these surveys provided no direct information about the soil.
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other than that it was highly saturated. The value of Poisson’s ratio which can be 
cedculated, under the assumption of elasticity, from the P- and S-wave velocities at 
the site is the undrained value of almost 0.5 (Table 5.7). By combining the cross­
hole P-wave data with the travel times acquired in the up-hole surveys, a somewhat 
distorted image of the desiccated, near-surface material was generated.
After taking account of the influence of tube waves, the cross-hole sheeir wave 
surveys provided plausible images of the velocity of propagation of (vertically- 
polarized) shear waves in the London Clay. The depth profile of S-wave propagation 
velocity initially showed an increase of velocity with depth, with less variation from 
about 10 m or more below ground level. This alteration in behaviour coincided, 
approximately, with the change from brown London Clay to grey London Clay. The 
shear wave propagation velocities are of the order of 0.2 to 0.25 m/ms, which is 
characteristic of an overconsolidated clay (Dobry and Vucetic, 1987).
A number of authors have reported laboratory evidence of anisotropy, specifically 
transverse isotropy, of stiffness and strength properties for the London Clay (for 
example: Ward et ah, 1959; Bishop et ah, 1965; Atkinson, 1975). Other clays have 
also been reported as displaying anisotropy of stiffiiess properties, such as Winnipeg 
Clay (from triaxial tests by Graham and Houlsby, 1983) and Oxford Clay (from 
seismic measurements, as described in Section 6.4). In all cases, the clays have been 
found to be stiffer (or stronger) in horizontal directions than in the vertical direction. 
For example, Atkinson (1975) reported London Clay to be twice as stiff horizontally 
as vertically, and Bishop et ah (1965) recorded undrained Young’s moduli for 
horizontal specimens of London Clay to be 1.28 to 1.41 times those of vertical 
specimens. The anisotropic behaviour of clays has been variously attributed to 
preferential orientation of plate-like clay particles in sub-horizontal directions (for 
example: Ward et ah, 1959; Graham and Houlsby, 1983) and to confinement of 
horizontal deformations in overconsolidated clays (for example: Wood, 1990).
Compressional and shear wave propagation velocities can be used to determine the 
five independent elastic parameters which characterise the elastic properties of
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transversely isotropic media (Appendix I). By fitting ellipses to the polar plots in 
Figure 5.8, it could be concluded that the London Clay at Chattenden is more stiff 
horizontally than vertically (refer to Section 5.2.1.4). However, the tomographic 
surveys were carried out in heterogeneous, near-surface material which showed a 
relatively large variation of shear wave velocity with depth. The velocity of 
propagation of vertically-travelling shear waves would have been affected by this 
variation to the extent that the influence of anisotropy, if any, would have been made 
imperceptible. Horizontally travelling waves, at any depth, would have been less 
affected by this vertical velocity gradient. The shear moduli, given in Table 5.7, 
which were derived from propagation velocities of horizontally-propagating shear 
waves are values of Gv, the shear modulus in vertical planes.
That the stiffnesses derived from the seismic data are higher than the moduli 
measured in triaxial tests conducted on samples from the site (Table 5.9) is in accord 
with experimental results published by a number of other authors, as noted in reviews 
presented by, for example, Atkinson and Sallfors (1991), Simpson (1992) and 
O’Brien et al. (1992). These published data indicate that stiffness diminishes with 
increasing strain: the difference between the values of E/p' derived from seismic and 
laboratory tests arises because the latter are conducted at higher strains than the 
former (but, see Chapter 7).
A number of researchers have published experimental data which can be used to 
assess qualitatively the results presented in Tables 5.5, 5.7 and 5.9.
Jardine et al. (1985) gave the following average values for intact specimens of 
London Clay, based on undrained tests with local axial strain measurements:—
For Bell Common: E  ^gec/Po' =  687 at 0.01% strain; L  =  0.45 
For Canons Park: — 587 at 0.01% strain; L  =  0.39
These mean values are comparable with the averages reported in Section 5.3.4 
(Euscc/po' =  601.8 at 0.01% strain; L — 0.57). Examining the individual entries in 
Table 5.5 shows that several of the (E  ^ values are of below-average magnitude. 
Specifically, this is observed for Tests 1 to 4, but not for Tests 5 to 8 . It is, perhaps,
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significant that Tests 1 to 4 were conducted on brown London Clay, whereas Tests 
5 to 8 were conducted on grey London Clay. The range of normalised secant moduli 
reported by Jardine et al. were, approximately, 500 to 800 (for Bell Common) and 
450 to 800 (for Canons Park), at 0.01% axial strain. For the eight UU tests 
conducted on samples from Chattenden, the range of normalised secant moduli were 
384 to 756, at 0.01% axial strain (Table 5.5).
Results of resonant column tests are often presented in the form of plots of 
(G /^G^ax) against the applied cyclic shear strain, 7 , where G  ^is the shear modulus at 
a particular strain level, and G^ j^ x is the modulus at the lowest measurable strain (in 
practice, approximately 10“^%). Under the following assumptions:—
(i) Gg^ ax is the stiffness that would be determined using seismic data (that is, 
it is equivalent to the parameter G in Equations [5.13] and [5.15]);
(ii) the moduli that are derived from seismic data are secant values;
(iii) G.y is comparable with secant moduli, rather than tangential moduli (this 
suggestion has also been made by Georgiannou et al., 1991),
direct comparison between (G^G^aJ and (E  ^scc/Po')/(E/psO is justified. Shear strains 
can be converted to equivalent axial strains using the relation (refer to
Georgiannou et al., 1991). Table 5.10 presents a summary of the results of several 
resonant column tests, taken from the literature. Comparing these data with the 
(Eu sec/po')/(E/ps') values given in Table 5.9 indicates that, at strains greater than 10“  ^
to 1 0“^%, the trends in the data are similar: there is a comparable diminution of 
stiffness with increasing strain. The resonant column data and the results presented 
in Table 5.9 are of comparable magnitude only in the case of the grey London Clay 
(Tests 5 to 8 ), under the assumption that Ko=3.0. In all other cases, the ratio 
(E  ^sec/poO/(E/ps') is less than the corresponding (G^ /G^ a^x) value.
It could be argued that resonant column data should not be compared directly with 
the results of seismic surveys or triaxial tests since, inter alia, the mode of 
deformation differs in each case. Dyvik and Madshus (1986) compared shear moduli 
from resonant column tests on Drammen Clay and Haga Clay with shear moduli from 
measurements of shear waves generated using piezoceramic bender elements (Shirley,
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1978; Shirley and Hampton, 1978) inserted within samples of the clay. Their results 
showed close agreement between the moduli determined with these different methods. 
That bender element data are comparable with resonant column data suggests, 
perhaps, that seismic results can be compared with resonant column results. 
Georgiannou et al, (1991) reported agreement between shear moduli derived from 
resonant column tests and triaxial tests (which incorporated local axial strain 
measurements) within the strain range 0 .0 1 % to 0 . 1 %.
As described in the review by Burland (1989), the practical basis for the interest in 
the small strain behaviour of soils, and the non-linearity of this behaviour, is that:—
(i) aside from localised concentrations, strains around excavations and 
foundations are less than 0.1% (for example, Simpson et al. (1979) 
and Jardine et al. (1986));
(ii) back-analysis of existing structures indicates that a non-linear 
elastic model, with soil behaving more stiffly at small strains than at 
large strains, gives a better “fit” to observed deformations than does 
a linear model (Simpson et al., 1979).
In order to make routine use of soil models incorporating non-linear behaviour, it is 
necessary to have a practicable method of determining the stiffness of soil at very 
small strains (e^ xw < 10“^%) and at small strains (10"^% < Caxiai <  10“^%). In 
contemporary commercial geotechnical laboratories, it is rare for axial strains of less 
1 0 “^% to be measured with accuracy — and, indeed, to attempt to measure strains 
less than 10"^% is unusual. Notwithstanding reports of advances in strain gauge 
instrumentation (for example. Goto et al., 1991) it is unlikely that axial strains of less 
than 1 0 “^% will be measured routinely using commercial triaxial apparatus. 
Therefore, other means of determining the stiffness properties of soils at very small 
strains are required. Three possible techniques are:— resonant column tests; 
measurement of shear wave velocities within soil specimens using piezoceramic 
elements; in-situ seismic surveying. Moduli derived using these techniques could be 
incorporated within a non-linear numerical model of stress-strain behaviour as an 
estimate of the stiffness at very small strains.
-239-
Table 5.1
Summary of seismic field surveys conducted at Chattenden
SURVEY LOCATION WAVE
MODE
SOURCE NOTES DATE
Parallel
cross-hole
BH 1 to 
BH 2,3,4
P
& S
e.m. & 
“Bison”
April 90
Surface
refraction
parallel 
to BH’s
P sledge
hammer
Sept. 90
Cross-hole
tomographic
BH4-3 P&s e.m. water in boreholes May 90
Up-hole
tomographic
B H 4 to
surface
p e.m. May 90
Up-hole
tomographic
BH3 to 
surface
p e.m. May 90
Cross-hole
tomographic
BH 1-3 p&s e.m. water in boreholes July 90
Up-hole
tomographic
BH 1 to 
surface
p e.m. July 90
Up-hole
tomographic
BH 3 to 
surface
p e.m. July 90
Cross-hole
tomographic
BH 1-3 s modified
“Bison”
no water in 
boreholes
March 92
Rayleigh midpoint 
BH 3-4
R shaker seismograph 
& analyzer
March 90
Rayleigh midpoint 
BH 3-4
R shaker seismograph June 90
Rayleigh midpoint 
BH 3-4
R shaker 
& c/wt
seismograph 
& analyser
July 90
Rayleigh midpoint 
BH 3-4
R shaker seismograph Nov. 90
Rayleigh midpoint 
BH 3-4
R shaker seismograph March 92
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Table 5.2
Statistical measures of the travel time picking accuracy 
for the tomographic surveys conducted at Chattenden 
(refer to Section 5.2.1.2 for definitions).
(Figures in parentheses express the travel time residual 
parameters as a percentage of the average travel time 
encountered in each survey.)
SURVEY
SECTION
SEISMIC
SOURCE
WAVE
TYPE
Mean
P (ms)
tgvo(ms) n^ux(ms)
BH 1-3 e.m. S 8 1.381
(1.8)
1.785
(2.4)
5.408
(7.2)
BH4-3 e.m. S 8 1.021
(1.3)
1.566
(2.1)
7.243
(9.6)
BH 1-3 “Bison” S 6 0.730
(1.0)
0.790
(1.1)
3.987
(5.3)
BH 1-3 e.m. P 6 0.238
(2.4)
0.246
(2.5)
0.634
(6.3)
BH 4-3 e.m. P 10 0.216
(2.1)
0.231
(2.3)
0.832
(8.3)
BH 1 to surface 
(towards BH 3)
e.m. P 4 0.120
(1.9)
0.177
(2.9)
0.716
(11.6)
BH 3 to surface 
(towards BH 4)
e.m. P 4 0.132
(2.1)
0.187
(3.0)
0.624
(10.1)
BH 4 to surface 
(towards BH 3)
e.m. P 4 0.172
(2.8)
0.197
(3.2)
0.506
(8.2)
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Table 5.3
Various measures of the tomograms reconstructed 
from data acquired at Chattenden.
(Figures in parentheses express the travel time residual parameters 
as a percentage of the average travel time encountered in each survey.)
TOMOGRAM m^in(m/ms) Vmax(m/ms) ®min(ms) (ms)
®max
(ms)
BH 4-3 (P) 
Figure 5.9 (a)
1.5355 1.7080 -0.2825
(2.8)
0.1430
(1.4)
0.3897
(3.9)
BH 3 to surface (P) 
Figure 5.9 (b)
0.7053 1.4707 -3.9307
(63)
1.2852
(21)
5.1125
(82)
BH 4-3 +  surface (P) 
Figure 5.11 (a)
0.6223 2.5620 -5.8334
(79)
1.0389
(14)
2.1461
(29)
BH 4-3 +  surface (P) 
Figure 5.11 (b)
0.5887 1.9419 -3.7568
(51)
1.5067
(20)
3.5043
(47)
BH 1-3 (S) 
Figure 5.12 (a)
0.1542 0.2595 -3.4382
(4.6)
1.6095
(2.3)
3.7405
(5.0)
BH 4-3 (S) 
Figure 5.12 (b)
0.1379 0.2453 -3.6847
(4.9)
1.6780
(2.2)
4.9466
(6.6)
BH 1-3 (S) 
Figure 5.12 (c)
0.1458 0.2600 -3.4816
(4.6)
1.3041
(1.7)
3.7291
(5.0)
Table 5.4
Velocities of tube wave propagation, reported in the literature.
REFERENCE Vmhe (m/s)
Sharpe, 1942 1219
White & Sengbush, 1953 1130 *
762 t
Riggs, 1955 1341
Hardage, 1981 1463
Lee et al. , 1984 1585
de Bruin & Huizer, 1989 1200
* borehole in a chalk formation 
t  borehole in a shale formation
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Table 5.5
Stiffnesses obtained in UU tests on samples of London Clay from Chattenden. 
Undrained, secant Young’s moduli, at 0.01% and 0.1% axial strain, normalised 
by Po', the mean effective stress before shearing.
TEST depth
(m) Po'(kPa) Eu*c/Po' at 0.01% strain KscciVo at 0.1 % strain
Linearity,
L
(1) 7.1 244.5 560.2
(2) 7.4 294.1 511.1 318.6 0.62
(3) 9.1 404.0 384.9 219.0 0.57
(4) 9.4 318.7 471.2 302.7 0.64
(5) 13.1 355.7 842.9 378.3 0.49
(6) 13.4 336.2 663.7 345.1 0.52
(7) 15.1 277.0 756.6 438.0 0.58
(8) 15.4 336.1 623.9 411.5 0.66
Table 5.6
Differences between the test methods used at Chattenden
Tomography Parallel
scanning
Rayleigh
wave
Refraction
surveying
Laboratory
testing
Strain level low (seismic) low (seismic) low (seismic) low (seismic) 0.001 % to 1 %
Mode of 
deformation
both shear & 
compression
both shear & 
compression
includes 
shear modes $
compression shear
Bulk, in situ 
or sampled
in situ bulk in situ bulk in situ bulk in situ localised
sample
Waveform pulse pulse continuous pulse ---
Frequency P:600-1200Hz 
S:40-100 Hz
P:600-1200Hz
S:40-100Hz
5-30 Hz 100 Hz Static
$ the velocity of propagation of a Rayleigh wave is a function of shear modulus, density and Poisson’s ratio
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Table 5.7
Shear modulus, Poisson’s ratio and Young’s modulus values derived from 
measurements of the velocity of propagation of compression and shear waves.
depth
(m) Vp(m/ms)
V.
(m/ms)
G
(MPa)
V E
(MPa) P s(Ko-1.5)(kPa)
E P b(Ko=3)(kPa)
E
P^ (Ko=1.5) P s(Ko=3)
7.1 1.66 0.205 85.3 0.496 255.2 115 2220 201 1270
7.4 1.66 0.213 92.1 0.496 275.6 119 2316 208 1325
9.1 1.66 0.227 104.6 0.495 312.8 141 2218 247 1266
9.4 1.66 0.226 103.6 0.495 309.8 145 2137 254 1219
13.1 1.66 0.225 102.8 0.495 307.4 195 1576 341 901
13.4 1.66 0.227 104.6 0.495 312.8 199 1572 348 899
15.1 1.66 0.237 114.0 0.495 340.9 221 1543 387 881
Table 5.8
Kq profile estimated from suction values, 
using Equation [5.16] (Skempton, 1961)
depth
(m)
suction
(kPa)
ffv
(kPa)
u
(kPa) <(kPa)
Ko
1.3 63 26 0 26 3.1
1.9 93 38 6 32 3.8
2.5 76 50 12 38 2.5
3.1 101 62 18 44 2.9
3.7 118 74 24 50 3.0
4.3 118 86 30 56 2,6
4.8 160 96 35 61 3.4
Notes
•  Suction data taken from Crilly et al., p.314 (1992)
•  Water table assumed to be at 1.3 m below ground level
•  A, assumed to be Va (elastic behaviour)
•  Material bulk density: 20 kN/m?
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Table 5.9
Comparison of undrained secant Young’s moduli from UU tests, normalised 
by the mean effective stress before shearing, at 0 .0 1  % and 0 .1 % axial strain, 
with values of Young’s modulus derived from measurements of P- and S-wave 
propagation, normalised by estimates of the mean effective stress in situ.
Ko = 1.5 K o = 3.0
T E S T depth
(m)
E u  se c /n o '
E / p /
for 0.01 % strain
E u  se c /n o '
E / p /  
for 0.1% strain
E u  se c /p o '
E / p /  
for 0.01 % strain
E u  se c /o o '
E / p /
for 0.1 % strain
1 7.1 0.25 — 0.44 —
2 7.4 0.22 0.14 0.39 0.24
3 9.1 0.17 0.10 0.30 0.17
4 9.4 0.22 0.14 0.39 0.25
5 13.1 0.53 0.24 0.93 0.42
6 13.4 0,42 0.22 0.74 0.38
7 15.1 0.49 0.28 0.86 0.50
8 15.4 — — — —
Table 5.10
Summary of results of some resonant column tests on clays, as reported in the literature.
Equivalent axial Anderson & Richart Dobry & Vucetic Burghignoli et al.
strain (%) (1975) * (1987) t (1991) t
0.0001 __ 1.0 1.0
0.001 1.0 1.0 1.0
0.01 0.75 - 0.95 0.65 - 0.9 0.95
0.1 0.2 - 0.6 0.2 - 0.7 0.4
* range of values derived from tests on a variety of North American clays 
t  from tests on normally consolidated clays, of various plasticities 
$ for Fucino Clay
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Figure 5.1 (a) Plan of the Chattenden site
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Figure 5.1 (b) Plan of the boreholes at Chattenden
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20 40 60 80 100 120 140 160 180 ms
radial geophone at 2m 
transverse geophone at 2m
n ---------
vertical geophone at 2mI —-----
radial geophone at 4m 
transverse geophone at 4m 
vertical geophone at 4m
7
radial geophone at 6m
transverse geophone at 6m 
vertical geophone at 6m
radial geophone at 8m 
Ttransverse geophone at 8m 
vertical geophone at 8m 
“trigger” geophone
»It
Figure 5.3
An example of a seismograph record. A shot from the e.m. hammer at 8 m 
below ground level in BH 4 has been received at orthogonal geophones 
positioned at 2, 4, 6  and 8 m below ground level in BH 3.
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Figure 5.4 Frequency spectrum of a seismograph record 
between the e.m. hammer in BH 1 and a vertical geophone in 
BH 3 (both at 5 m below ground level).
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Figure 5.5
Variation of apparent velocity with depth, determined from the tomographic surveys:
(a) horizontally-propagating compressional waves;
(b) horizontally-propagating vertically-polarized shear waves.
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Figure 5.6
Variation of apparent velocity with the angle of inclination of the 
projection, to the horizontal, for compressional waves acquired in:—
(a) a cross-hole tomographic survey between BH 4-3;
(b) an up-hole tomographic survey from BH 4, towards BH 3.
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Figure 5.9 (a)
Tomogram of compressional wave propagation 
velocities for the cross-hole section BH 4-3
BH 3
Figure 5.9 (b)
Tomogram of compressional wave propagation 
velocities for the up-hole survey from BH 3
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Figure 5.13
Schematic representation of the path of an indirect shear wave 
originating from a tube wave in the fluid in the source borehole
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Figure 5.14
Common receiver gather of shots from source stations in BH 4, 
received at a vertical geophone 3 m below ground level in BH 3 
(seismic source: e.m. hammer; boreholes: water-filled)
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Figure 5.15
Common receiver gather of shots from source stations in BH 4, 
received at a vertical geophone 8 m below ground level in BH 3 
(seismic source: e.m. hammer; boreholes: water-filled)
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Figure 5.16
Common receiver gather of shots from source stations in BH 4, 
received at a vertical geophone 15 m below ground level in BH 3 
(seismic source: e.m. hammer; boreholes: water-filled)
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Figure 5.17
Synthetic seismograms of a simulated common receiver gather for a 
receiver at 2 m below ground level. (Red arrows indicate the arrival 
of indirect events; black arrows indicate the arrival of direct events.)
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Figure 5.18
Synthetic seismograms of a simulated common receiver gather for a 
receiver at 15 m below ground level. (Red arrows indicate the arrival 
of indirect events; black arrows indicate the arrival of direct events.)
-262-
20 40 60 80 100 120 140 160 180 ms
source at 2m 
source at 3m 
source at 4m 
source at 5m 
source at 6m
source at 7m
source at 8m 
source at 9m 
source at 10m 
source at 11m 
source at 12m 
source at 13m 
source at 14m 
source at 15m
Figure 5.19
Common receiver gather of shots from source stations in BH 4, 
received at a vertical geophone 15 m below ground level in BH 3 
(seismic source: “Bison” hammer; boreholes: air-filled)
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Figure 5.20 Schematic representation of the 
geometry of the “parallel” cross-hole survey
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Figure 5.21 Variation with depth of the apparent propagation velocity 
of horizontally-travelling compressional waves, from data acquired in 
the parallel cross-hole survey using the e.m. hammer
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Figure 5.24 (a) Schematic representation of 
the configuration of the surface refraction survey
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Figure 5.24 (b) Measurements acquired in the surface 
refraction surveys, presented as time—distance plots.
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Chapter 6
Applications of velocity tomography: field surveys
This Chapter describes four field surveys in which the method of seismic velocity 
tomography has been applied. The surveys were conducted by commercial groups, 
who have made their data available. These examples of realistic field surveys are 
used to test and, in some cases, to extend the various suggestions and conjectures that 
have been made in the preceding Chapters. The success — or lack of success — of 
each survey is assessed, in order to gauge the applicability of geotomography in each 
case. The surveys are:—
(i) a survey to locate possible solution cavities at a brine works;
(ii) a survey to locate a tunnel of known size and position in chalk;
(iii) a survey to delineate fractures in chalk that was later excavated;
(iv) a compressional wave survey in the Oxford Clay.
A considerable amount of interpretative effort is required to understand the 
reconstructed tomographic images: the “message” or significance of a tomographic 
representation is not always clear-cut. In a commercial setting, it is rarely possible 
to return to a site to gather additional information to advance the interpretation of a 
“difficult” survey. It is, therefore, of use to develop techniques that can assist in the 
interpretation of field tomograms. The technique of forward modelling is a valuable 
interpretive tool which can be used variously to verify, to limit and, on occasions, to 
extend an interpretation of a seismic velocity tomogram. Analysis of the apparent 
velocities of a projection data set can provide useful interpretative insight.
6.1 SURVEY TO LOCATE SUSPECTED VOIDS AT A BRINE WORKS
Two tomographic scans were performed at the site of an abandoned brine extraction 
works, with the aim of determining the presence or absence of subsurface voids
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brought about by the dissolution of rock salt. The site had been actively used as a 
brine works from the nineteenth century until the mid 1980’s, and was to be 
converted into an industrial museum. There was strong evidence of subsidence at and 
around the site. A site investigation, of which seismic tomography formed a part, 
was performed in order to determine whether any significant subsurface cavities were 
present which may affect the planned development of the site. Aspects of the site and 
the seismic surveys have been discussed previously by Clayton et al. (1990) and 
Adams et al. (1991).
Compressional wave tomographic surveys were performed across two adjacent 
sections having a common borehole. Both surveys successfully delineated the 
(known) strata present at the site, but no feature that was visible in either tomogram 
could be reliably attributed to the influence of subsurface cavities. Forward 
modelling techniques will be used to examine the surveys. It will be shown that the 
absence of images of cavities in the velocity tomograms should not be interpreted as 
an indication that there are no cavities at the site. Rather, it will be suggested that 
seismic velocity tomography is insufficiently sensitive to the presence of voids at the 
site. Moreover, the generation of head waves, along the upper boundary of the rock 
salt, further diminished the possibility of detecting cavities using this technique.
6.1.1 Site data
The site of the survey was located in the village of Marston in Cheshire, at the 
disused Lion Salt Works. The site consisted of a rough, flat field of approximately 
two acres, bounded by residential properties and the Trent and Mersey canal. Figure
6.1.1 gives a plan of the site, and shows the positions of the boreholes used in the 
cross-hole tomographic surveys.
There was considerable evidence of subsidence at the site. Small surface hollows 
of a few metres in diameter, and also some larger features, were visible at various 
points in the field. These depressions can be attributed to subsidence caused by 
upward migration and collapse of subsurface cavities. The brickwork of the buildings
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on the site showed evidence of differential settlement. Attempts had been made to 
shore-up and re-level the buildings. On the opposite bank of the canal there was a 
large flooded area, termed a “flash”, caused by the dramatic subsidence of a 
neighbouring salt works which had employed room-and-pillar workings at deep levels 
to mine halite in the early part of this century.
The geology of the site consists of interbedded marls and rock salts, of the Mercia 
Mudstone (Keuper marl) and the Northwich Halite formations. At the depth of the 
seismic survey, two strata are relevant: a layer of marl overlying the topmost layer 
of rock salt. Figure 6.1.2 presents a schematic columnar representation of the 
assumed geology, based on the drillers’ records made when installing the boreholes. 
This assumed stratigraphy is in close agreement with other available information 
concerning the geological sequence at Marston, such as that reported by de Rance 
(1894) for a borehole located approximately 100 m west of the site.
The water table at the site was at about 10 m below ground level. Any cavities at 
the depth of the tomographic sections would be water- or brine-filled. Of interest is 
the drillers’ report of rapid ingress of water, in all the boreholes, at the level of the 
marl-salt interface. This observation can be associated with the existence of brine 
streams at the rock head (see below), which are thought to be a primary cause of 
subsurface cavities at the site.
Under normal conditions, a (mobile) layer of dense, saturated brine would form at 
the marl-salt interface, termed the “wet rockhead” (Earp, 1986; Bell, 1975). This 
brine layer protects the rock salt from further dissolution by incoming supplies of 
less-dense, fresh water. The salt extraction method employed at the Lion Salt Works 
was the method of natural brine pumping, in which salt water from the naturally- 
occurring subterranean brine streams was pumped to the ground surface. (There it 
was heated in large pans, causing the deposition of salt crystals.) Brine pumping acts 
to remove the protecting layer of dense brine at the wet rockhead and, therefore, it 
promotes uncontrolled dissolution of the halite, leading to the formation of 
increasingly extensive and unsupported cavities. For example, at the known position
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of an abandoned extraction well at Marston was a roughly elliptical surface 
depression, approximately 15 m by 30 m in plan and several metres deep. Smaller 
cavities, associated with a network of small brine runs which link the main points of 
brine extraction (Earp, 1986), are also likely to be present. During the drilling of the 
geophysics boreholes at the site, it was reported that a void-Uke feature was 
encountered in BH 2 at the marl-salt interface between depths of 40.75 and 41.35 m 
below ground level.
6.1.2 Seismic projection data
Figure 6.1.3 shows the acquisition geometries of the two tomographic surveys, with 
relevant dimensions. BH 3 was used as the source borehole for both surveys. The 
seismic source and receivers were stationed at 2 m centres at depths between 12 and 
48 m below ground level. All site work for the pair of cross-hole surveys was 
completed within two working days.
From measurement of the period of the recorded waveforms, it was estimated that 
the frequency spectra of the received waves were in the range 800 to 1000 Hz. The 
propagation velocities were within the approximate range 2 to 4 m/ms (see below). 
Hence, the wavelengths of the seismic signals were between 2 m and 4 m. Thus, the 
chosen down-hole instrument spacing was satisfactory. The number of full wave 
cycles between each source-receiver pair was such that the receivers cannot be 
considered to fall within the near-field of the seismic source (Yan and Byrne, 1990).
The boreholes were 150 mm in diameter and were cased with a plastic liner of 
100 mm internal diameter and 4 mm waU thickness. The casing was required to 
prevent the possible collapse of the borehole wall, with the associated loss of access 
or instruments. The casing was not grouted into place. Ground water filled the 
casings, and also the spaces in the annulus between the formation and the liner. In 
this manner, satisfactory acoustic coupling for transmission of P-waves was achieved.
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The seismic source used in the surveys was a compressional wave “sparker” source. 
Descriptions of versions of this instrument were given by McCann et al. (1975) and 
McCann et al. (1986). In brief, a high voltage (4 kV) capacitor is discharged across 
a gap between two electrodes in a (brine) electrolyte inside a flexible chamber within 
the device. The expansion and implosion of the resulting bubble acts as a source of 
compressional wave energy. As the discharge occurred, a trigger pulse was sent to 
the seismograph which initiated recording of the signals from the hydrophones; this 
provided the “time zero” for the seismic traces.
The receiver array consisted of a string of ten hydrophones (omni-directional 
pressure transducers), suspended at 2 m centres. An ABEM Mark III “Terraioc” 
signal enhancement seismograph was used. Seismic records of 24 ms duration were 
acquired. In each 24 ms acquisition period, 1000 data samples were recorded from 
each of the active reception channels. The frequency spectrum of the recorded 
waveforms ranged from 800 to 1000 Hz, approximately. Therefore, this sampling 
interval was adequate for the acquisition, without aliasing, of the seismic signals.
Table 6.1,1 presents the values of tave» W  and t^ ed (Chapter 5) for the two 
tomographic surveys. The parameter t^ a^x, when expressed as a percentage of the 
mean travel time, gives a particularly clear guide to the upper bound on the reliability 
of picked arrival times which show non-systematic errors. Here, t^ ax was of the order 
of 6% of the average of the observed travel times: the arrival time data sets for both 
surveys performed at Marston can be considered to be of quite high quality.
The quality of a projection data set for velocity tomography depends not only on the 
accuracy of the picked travel times, but also on the accuracy with which the 
instrument locations are measured. Borehole deviation surveys were carried out in 
the same manner as those performed at the Chattenden site (Chapter 5). Once again, 
the contractors quoted the azimuthal accuracy of the surveys to be +1° and the 
inclination accuracy as ±0.25°. One can use these error bands to assess the potential 
influence of errors in the borehole deviation surveys on the tomographic data.
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At the base of one borehole there was up to 2 m lateral deflection in the horizontal 
plane. For a sub-vertical borehole that has drifted by at most 2 m laterally, an 
azimuthal error of ±1® would cause of the order of (2 x tan 1.0) = 0.035 m 
uncertainty in the lateral position of the well. An inclination error of 0.25° for a 48 
m deep, sub-vertical borehole is equivalent to an uncertainty of approximately 
(48 X tan 0.25) = 0.21 m in the lateral position at the base of the well. This latter 
deviation is almost 1 % of the borehole spacing. Its significance is assessed below.
At a depth of 48 m, the tomographically-reconstructed P-wave velocities (v) were 
of the order of 4 m/ms (see below). For a borehole spacing id) of, say, 25 m, the 
observed travel time of a ray travelling at 4.0 m/ms between a pair of instruments at 
the 48 m level would be:
t = dfv = 25.0/4.0 = 6.250 ms 
With two coplanar wells, errors in the measurement of the inclination of the 
boreholes would be most influential if the following conditions are all met:—
(i) the measured inclinations for both wells are in error by the maximum amount;
(ii) these angular errors lie within the plane of the boreholes;
(iii) the errors are in opposite senses for each well.
Under this unfortunate combination, the resultant error in the assumed length of the 
conjectural ray of this numerical example would be (2x0.21) =  0.42 m. In this 
circumstance, the observed travel time for the ray could be either: 
t =  dlv — (25.0+0.42)/4.0 = 6.355 ms 
or t =  dN — (25.0—0.42)/4.0 — 6.145 ms
depending on whether the inclined wells diverged or converged. The maximum 
timing error that could be brought about by mismeasuring the inclination of the both 
wells by ±0.25° is, by subtraction, ±0.105 ms. This travel time error is of the 
order of t^ vc for the picked first arrival times of the field surveys (Table 6.1.1). It is 
emphasised that the value of ±0.105 ms was obtained by analysing the most 
pessimistic configuration by which borehole inclination errors could influence the 
observed travel times at the site. In practice, the effects of borehole deviation survey 
errors will be less extreme than is calculated above: ±0.105 ms is likely to be an 
excessive over-estimate. It is concluded that the influence of errors in the locations
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of the instrument stations on the accuracy of the projection data sets would be 
unlikely to be as significant as the influence of travel time picking inaccuracies.
Figure 6.1.4 shows the apparent velocities of the P-wave projections acquired in the 
survey between BH 3 and BH 2, plotted against the angle of inclination, to the 
horizontal, of each (straight) ray. (The pattern for the data acquired in the scan 
across BH 3 —4 was similar.) The shape and “in-flll” of the pattern will be used later 
to assess indirectly the nature of the velocity field at the site.
Figure 6.1.5 presents the apparent velocity—depth profiles for horizontally- 
propagating P-waves, in the sections BH 3 —2 and BH 3—4. It is inferred from 
Figure 6.1.5 that the marl-salt interface is between 40 m and 41 m below ground 
level. Within the salt layer, the apparent propagation velocity of P-waves is quite 
uniform, at about 4.4 m/ms. Within the marl, the seismic velocity properties are 
more variable, and are within the range 2.0 to 3.0 m/ms. A striking feature of 
Figure 6.1.5 is the similarity of the (independently acquired) profiles for the two 
sections. The detailed correspondence between the small-scale velocity variations 
within the marl in both profiles suggests that these fluctuations are due to genuine 
features in the ground, such as narrow bands stretching across the areal extent of the 
survey. There is no obvious evidence of a cavity to be seen in Figure 6.1.5. It had 
been reported that BH 2 intersected a cavity at about 40 m, but the BH 3 —2 profile 
does not appear to have been affected by this feature. (The possibility that there was 
another, unreported cavity which affected the BH 3 —4 scan to a similar degree, thus 
making the influence of the known cavity obscure, is unlikely.)
6.1.3 Tomographic results
Figures 6.1.6 (a) and 6.1.7 (a) present tomograms of the distribution of P-wave 
velocity properties for the BH 3—2 and BH 3—4 sections, respectively. These 
images were generated using SIRT, with 2 m x 2 m reconstruction cells. Straight 
ray propagation was assumed. A 3x3 median smoothing routine was applied to the 
images between each cycle of SIRT processing. Figures 6.1.6 (b) and 6.1.7 (b)
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present non-linear (“curved ray”) reconstructions of the BH 3 —2 and BH 3 —4 
sections, respectively. The method of circular arcs (Section 3.2.1.3) was used to 
trace rays across each velocity field during reconstruction processing. Other than the 
method of ray tracing used in each case, all aspects of the reconstruction procedures 
used to generate the tomograms presented in Figures 6.1.6 (b) and 6.1.7 (b) were 
similar to those in Figures 6.1.6 (a) and 6.1.7 (a). Table 6.1.2 presents values of the 
parameters v,^, v ^ ,  e„^ and (Section 3.3.3), for each reconstruction.
6.1.4 Interpretation and analysis of results
Figures 6.1.6 and 6.1.7 are interpreted here as tomographic representations of the 
following distribution of seismic velocity properties: a two-layer seismic velocity 
field with a P-wave propagation velocity of 2.0 m/ms at depths shallower than 40 m, 
and a P-wave propagation velocity of the order of 4.0 m/ms at depths below 40 m.
The linearly-reconstructed tomograms of Figures 6.1.6 (a) and 6.1.7 (a) actually 
display a dome-like velocity structure at the expected location of the conjectured 
lower layer, rather than the image of a distinct stratum topped by a horizontal 
interface. In Section 6.1.4.1, it will be demonstrated that the domed feature is an 
artefact that is encountered in “straight ray” reconstructions of first-arrival time data 
acquired across two-layer models of the type specified above.
None of the field tomograms display evidence of the presence of cavities at the 
marl-salt interface. Nevertheless, it is suggested that this observation should not be 
interpreted as indicating that voids were absent. In Section 6.1.4.2, a simple forward 
modelling procedure will be used to demonstrate that one would not expect to detect 
such features clearly from the tomographic surveys reported here.
6.1.4.1 Use of straight or curved ray tracing
Three simulated data sets were generated across a numerical model of the assumed 
velocity field for the Marston site. (The model consisted of an upper layer having
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velocity properties of 2.0 m/ms, over a layer of 4.0 m/ms. The interface between 
the layers was at 40.5 m below ground level; the borehole spacing was assumed to 
be 25 m.) Using an acquisition geometry similar to those shown in Figure 6.1.3, 
three minimum travel time data sets were formed from the following categories of ray 
types (refer to Section 3.2):—
(a) straight rays only;
(b) rays which refracted according to Snell’s law, together
with certain (minimum travel time) straight rays;
(c) head waves, with certain refracted rays and straight rays.
Figure 6.1.8 shows plots of apparent velocity against ray angle for each simulated 
data set. The general outline of each of the simulated scatter plots (Figure 6.1.8) is 
similar to that of the field data (Figure 6.1.4), but only Figure 6.1.8 (c) has a similar 
degree of “in-fill” to the plot of the field data. This suggests that the field data 
include contributions from straight rays, refracted rays and head waves. Figure 6.1.9 
shows, relative to the two-layer model, the position of the synthesised rays (straight, 
refracted and head waves) for this simulated data set.
Figure 6.1.5 includes the apparent velocity—depth profile for the simulated data set 
which incorporates head waves (as shown in Figures 6.1.8 (c) and 6.1.9). Between 
depths of 32 m and 42 m, the generation of head waves at the interface (at 40.5 m) 
has resulted in projections having apparent velocities that are intermediate in 
magnitude to the propagation velocities within the two layers.
Figures 6.1.10 (a) and (b) show, respectively, “straight ray” and “curved ray” 
reconstructions of the simulated “head wave” data set of Figure 6.1.8 (c). Table
6.1.2 presents various parameters which summarise aspects of both reconstructions. 
Figure 6.1.10 (a) should be compared with the “straight ray” reconstructions of the 
Marston field data (Figures 6.1.6 (a) and 6.1.7 (a)): all three tomograms show a 
“dome”-like feature at the base of each image. Figure 6.1.10 (b) should be compared 
with the “curved ray” reconstructions of the field data (Figures 6.1.6 (b) and 
6.1.7 (b)): these tomograms show a more clearly-defined two-layer structure.
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The interface between the two layers of the numerical model was most accurately 
imaged in the “curved ray” reconstruction (Figure 6.1.10 (b)). The peak 
reconstructed velocity (v^aJ is greatest in the “curved ray” reconstruction, but in both 
the straight ray and the curved ray tomograms the value of this parameter exceeds the 
maximum velocity present in the true velocity field (Table 6.1.2). The “fit” of the 
reconstructions, as indicated by the travel time residuals of the tomographic system, 
is similar in the linear and non-linear reconstructions (Table 6.1.2).
Figure 6.1.10 (a) demonstrates that certain features that are visible in the tomograms 
in Figures 6.1.6 (a) and 6.1.7 (a) can be attributed to the influence of artificial 
distortions by the chosen strategy of processing, rather than genuine seismic features. 
The origin of the “dome”-like anomaly in the straight ray reconstructions can be 
explained by considering the way in which a head wave which had passed between 
a source and a receiver located a few metres above the marl-salt interface would be 
treated during straight ray reconstruction. In the field, the wave would have 
travelled, for part of its journey, at the marl-salt interface at the speed of P-wave 
propagation in the salt. The apparent velocity of this arrival would, in consequence, 
be higher than that of a wave that had propagated solely in the marl: the projection 
would have a higher (apparent) velocity than is displayed by the material lying in the 
direct line between the source and receiver. During reconstruction, the ray path for 
the projection would be assumed to lie along the straight line from source to receiver. 
By virtue of the relatively high apparent velocity of the projection, the tomographic 
cells along the assumed ray path would acquire erroneously high reconstructed 
velocity values. The “dome”-shaped features in Figures 6.1.6 (a), 6.1.7 (a) and
6.1.10 (a) can be attributed to the influence of contributions from all of the head 
waves in each data set.
In conclusion, the non-linear (“curved” ray) reconstructions are found to be superior 
to the linear (“straight” ray) reconstructions, in this case. This superiority can be 
attributed to the influence of the high P-wave velocity contrast between the marl and 
the salt, which resulted in a dominance of refraction effects, especially head waves, 
in the region of the interface between these strata.
-278-
6.1.4.2 Forward modelling of water-filled voids
The “two-layer” interpretation of the seismic velocity tomograms of the Marston 
site does not include any mention of cavities. Moreover, the tomograms in Figures
6.1.6 and 6.1.7 do not display any features that can be interpreted as indicating the 
presence of voids. In this Section, the methods of velocity resolution analysis and 
noise analysis (Chapter 4) are used to estimate a possible lower bound on the size of 
void that can be perceived at the Marston site.
In Section 4.3, it was suggested that a low-velocity inclusion, such as a water-filled 
cavity in marl or rock salt, is unlikely to be well-imaged by seismic velocity 
tomography because first-arriving wave energy will by-pass the feature of interest. 
It was suggested that the time taken by a wave to follow a route around such an 
object would be only slightly greater than that of a wave that had propagated in the 
absence of the feature. Equations [4.1] and [4.2] gave expressions for the travel 
times of rays which, respectively, by-pass and traverse a square low-velocity 
inclusion (Figure 4.2). In practice, the poor resolution of a low-velocity inclusion is 
further diminished by the influence of travel time picking errors: data “noise” can 
mask the subtle differences between travel times of rays in the vicinity of a low- 
velocity feature. Equations [4.3] and [4.4] expressed conditions that must be satisfied 
if the influence of an inclusion is to be perceived above timing errors.
The following strategy has been adopted in order to estimate the minimum size of 
cavity which could be perceived at Marston, as far as this dimension is governed by 
velocity resolution and data noise considerations acting in combination. For 
simplicity, the target cavity is assumed to be square, and centrally located in a 
uniform host medium (Figure 4.2). The notation of Section 4.3 is used. For a given 
set of Vi, D and parameters, one wishes to find the minimum value of R  such 
that the delaying influence of a low-velocity feature of this size would exceed the 
travel time picking error, A trial-and-error searching method was used to find 
a value of R that satisfies this criterion. For each trial value of R^ the travel times 
of the direct and the indirect rays were calculated (Equations [4.1] and [4.2]), and the
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minimum was selected. The relevant inequality relation of [4.3] or [4.4] was then 
invoked to determine whether an object of this size would be perceptible above 
If so, the required value of R had been identified and the search was halted.
The following possibilities were considered to be plausible:—
(i) that cavities could exist in the marl or the salt;
(ii) that the parameter was expressed by the average, Le, or 
by the peak, t^ ax, of the travel time picking errors (Chapter 5).
Thus, it was thought necessary to consider the cases:- Vj and also V-^  =Vgak ;
hn =tave Well as t^ j^^x. The following numerical constants were assumed in the 
analysis:- D =25 m; =2.0 m/ms; Vs^ it =4.0 m/ms; =Vwater =1*5 m/ms; 
tavc “ 0* 1 ms; tnuix =0.7 ms. The latter timing parameters are taken from Table 6.1.1. 
(The assumption that the velocity of propagation of P-waves in brine is roughly 
similar to that of P-waves in non-salty water is supported by the results of 
experiments conducted by Wyllie et al. (1956), in which it was found that, at 10°C, 
the speed of P-waves in distilled, de-aired water is 1.447 m/ms, and in concentrated 
salt solution (0.2 kg 1"*) it is 1.676 m/ms.)
Table 6.1.3 presents the results of the analysis. It gives minimum values of R 
— the dimensions of a square, central, water-filled cavity — such that the travel time 
of a first-arriving wave travelling in the vicinity of the feature would be affected by 
its presence by an amount that exceeds In all cases, the first-arriving event 
skirted around the inclusion, rather than crossed through it directly. The minimum 
dimensions of a perceptible brine-filled void in the marl are, at best (i.e. with a low 
value), about 3 m. The minimum size of a detectable cavity in the salt is greater 
than 4 m. Features having the dimensions given in Table 6.1.3 will just affect the 
observed travel time data.
Table 6.1.3 gives values for R only as far as this parameter is governed by the 
velocity resolution of the survey and the error levels in the observed data. As was 
stated in Section 4.1, several other factors can affect the minimum dimensions of 
features that can be imaged reliably in a seismic velocity tomogram: in addition to
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velocity resolution and noise analysis, one must also consider the significance of the 
wavelength of the seismic signal and the “density” of projection coverage across the 
surveyed zone. The wavelengths of the seismic energy utilized at Marston were in 
the range 2 to 4 m (Section 6.1.2). The instrument stations were located at 2 m 
centres, and this dimension can be regarded as providing a working characterisation 
of the density of the ray coverage “net” (Section 4.1). The effective lower bound on 
the spatial resolution of a tomographic survey is the maximum size that is permitted 
by the various factors. It can be concluded that, from all considerations, the 
minimum size of water-filled cavity in the marl or salt that could be perceived 
— however faintly — is 3 to 4 m, approximately.
The influence of head waves on the pattern of projection coverage in the region of 
the interface can adversely affect the ability to resolve cavities at the marl-salt 
interface. Figure 6.1.9 shows the ray coverage diagram, for minimum travel time 
rays, across the two-layer velocity model of the Marston site (refer to Section 6.1.4.1 
for details of the model). There is a zone, about 6 to 8 m high, above the interface 
within which the density of rays is diminished. Features in this region, such as brine- 
filled cavities at the rock head, could not be well-imaged using seismic tomography.
Taken severally, each of the above factors (by-passing of low-velocity features; data 
errors; finite seismic wavelengths; inadequate density of projection coverage; 
influence of head waves) would have an adverse effect on the viability of this cavity 
detection survey. The combined influence of these factors is profoundly detrimental 
to the feasibility of detecting voids.
6.1.5 Amplitudes
One would expect a cavity or the disturbed ground that is associated with cavity 
migration to affect the amplitude of a seismic signal. Therefore, an attempt has been 
made to analyse the amplitudes of the seismic records obtained at the Marston site.
-281-
The amplitude of a recorded wave was taken to be the peak amplitude within the 
first-arriving compressional wave packet. The measured amplitude values reported 
here incorporate appropriate compensation for the following factors:— the signal 
gains used within the seismograph recorder; the number of repeat shots used for 
stacked acquisitions; the straight ray path length of the waves. In making the latter 
correction, it is assumed that the wavefront undergoes spherical expansion with 
increasing distance from the source.
The measured amplitudes were of low repeatability. Just as it is possible to define 
parameters such as and t^ ve (Chapter 5) in order to indicate the precision of a 
travel time data set, so one can also quantify the variability of picked amplitude data, 
for repeated acquisitions. At Marston, the mean of the standard deviations of the 
amplitudes measured for multiple shots was 18% of the average of the amplitudes 
measured at the site, and the peak of the standard deviations of the amplitudes 
measured for multiple acquisitions exceeded 50% of the average observed amplitude.
Despite the variability of the amplitude data, certain trends can be perceived. For 
example, patterns within the data can be discerned by plotting, as common source 
gathers, the amplitude measured at a receiver against the depth of that station. In 
viewing such plots, the eye is able to disregard some of the more outstanding 
fluctuations in the measurements taken at neighbouring instrument positions, although 
it should be recalled that the error bars on the data are sizeable (see above). Figure
6.1.11 gives plots of receiver depth against (corrected) amplitude for signals from 
source stations at 12 m, 30 m and 48 m below ground level in the BH 3 —2 survey. 
(The legend of Figure 6.1.11 clarifies which projections are under discussion.)
A feature in Figure 6.1.11, which is common to all three profiles, is the reduction 
in amplitude of waves which crossed the marl-salt interface. Waves which traversed 
the marl-salt interface had amplitudes well below those of waves which propagated 
solely within the marl, or solely within the salt. A reduction in amplitude is observed 
for waves travelling both upwards and downwards across the boundary. An obvious 
initial interpretation of these observations is that the seismic energy was attenuated
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when traversing cavities or disturbed ground in the vicinity of the interface. 
However, such an interpretation might be incorrect.
Sizeable transmission losses are to be expected across an interface between marl and 
salt, and would occur even if the interface were a smooth horizontal plane entirely 
free from cavities. Losses are brought about by the unavoidable (back-) reflection of 
a proportion of the seismic energy that is incident at the boundary. The magnitude 
of the transmission losses due to reflection at an interface is governed by, inter alia, 
the contrast in the acoustic impedance of the materials on either side of the interface. 
The compressional wave acoustic impedance of a material is given numerically by the 
product p.Vp where p is the bulk density and Vp is the velocity of P-wave propagation 
within the material. (Physically, compressional wave acoustic impedance can be 
considered as the ratio of the compressional stresses in the direction of wave 
propagation and the particle velocity within the wave.) For marl, the bulk density 
varies between 2100 to 2600 kg/m^, and the P-wave propagation velocity lies in the 
range 2.0 to 3.0 m/ms, approximately. Hence, the acoustic impedance of the marl 
may vary between 4.2 to 7.8 X10® kg/m^s. For salt, the density is generally within 
the range 2100 to 2300 kg/m^ and the P-wave velocity is of the order of 4.0 to
5.5 m/ms. The acoustic impedance of the rock salt would be expected, therefore, to 
be vary from 8.4 to 12.7 xlO® kg/m^s, approximately.
The back-reflection of a seismic wave incident on a plane interface depends, in a 
rather complex manner, on the angle of incidence at which the wavefront impinges 
on the boundary and the acoustic impedance properties on either side of the interface 
(Telford et al., 1976). In the simplest analytical case, which is a plane wave with 
normal incidence at a plane interface, the ratio of the reflected, A%, to the incident, 
Ai, signal amplitudes is given by:
\  = "^2^ 2 -  PlVl [6.1.1]
A, P2V2 + P.V,
where piVj and pjS i are the acoustic impedances of the media on the incident and 
transmission sides of the boundary, respectively. Substituting the range of acoustic
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impedances for marl and salt, estimated above, into Equation [6.1.1] reveals that the 
change in amplitude of a P-wave with normal incidence at the marl-salt interface 
could be as high as 50%. The observed changes in signal amplitude across the marl- 
salt interface exceed 50% (Figure 6.1.11). The discrepancy between the estimated 
level of back reflection and the observed losses should not be interpreted as evidence 
of the presence of cavities, since the influence of the angle of inclination of the 
seismic rays has not been addressed in this simple assessment. In addition, this 
analysis has not considered the various hard-to-quantify mechanisms by which energy 
can be depleted from a seismic wave at an interface; for example, mode conversions 
of waves that are obliquely incident at the boundary.
6.1.6 Conclusions
The tomographic surveys at Marston successfully delineated the known strata 
present at the site. The surveys did not reveal the presence of any cavities, although 
it was known that a brine-filled void had been intersected by one of the boreholes 
used in the seismic acquisition. The following remarks and conclusions are based on 
the surveys conducted at Marston:—
•  Analysis and inspection of the apparent velocities of tomographic projections is 
a useful approach. By plotting apparent velocities against a suitable parameter (here, 
the angle of inclination of the straight ray), characteristically-shaped patterns are 
revealed. Such plots can be used to compare tomographic data sets. It is a necessary 
condition of acceptability that an interpreted velocity model should display a pattern 
of simulated apparent velocities which is similar to that of the field data set. If this 
criterion is adopted, it is essential that the data simulation is conducted using an 
adequate and appropriate data synthesis strategy.
•  Forward modelling is a useful tool. With the Marston surveys, forward 
modelling indicated weaknesses in the (refracted) pattern of projection coverage 
across the surveyed region. At Marston, the most poorly insonified zones coincided 
with the areas of the surveyed sections that were of most interest to the client.
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•  Reconstruction from a forward-modelled data set can be used to assess whether 
features that are visible in a field tomogram are artefacts of the tomographic 
processing, rather than images of genuine objects in the ground. Based on the 
Marston survey, it is suggested that an interpretation of a field tomogram which 
attempts to incorporate every feature that is visible in the image may be invalid. One 
can, perhaps, tentatively extend this statement to suggest that, at the first stages of 
the interpretation of a field tomogram, one should select the simplest interpretative 
model which, however roughly, “fits” the tomographic image (and is in agreement 
whatever is known of the geological conditions). Forward modelling using this 
elementary model should indicate whether any refinements to the interpretation are 
required.
•  Forward modelling analyses need not involve the synthesis of a whole data set 
of simulated projections. In certain circumstances, such as the example in Section 
6.1.4.2, the analysis can usefully be concentrated on a few representative projections 
in the vicinity of the feature of interest. This is a valuable observation, since it 
requires much less computational effort to synthesise and analyse one or two typical 
rays than a full tomographic data set of several hundred projections.
•  An assessment should be made of the possible influence of errors in the 
measurement of the locations of the seismic stations. Using an estimate of the likely 
velocity of propagation of seismic waves at the depth of interest, an estimated 
borehole deviation error can be converted into an equivalent timing error. The latter 
value should be less than the estimated picking errors of the seismic arrivals. If this 
condition is not satisfied, station errors will dominate the reconstruction.
•  In the case of the Marston surveys, there were found to be significant differences 
between tomograms that were generated under an assumption of straight ray 
propagation, and those that were produced by taking account of ray path deviation. 
Using forward modelling techniques, it was demonstrated that the “curved ray” 
tomograms gave more accurate representations of the presumed distribution of seismic 
velocity properties at the site.
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# The amplitudes of the seismic signals acquired at the Marston site showed 
significant variations. Amplitude data were examined using depth profiles of common 
source gathers. This form of presentation revealed the extent of the attenuation of 
seismic energy on crossing the marl-salt interface. It was suggested that, in the main, 
this energy loss from the seismic signal could be attributed to back-reflection at the 
interface. Attenuation of the signal on crossing the interface may have masked the 
attenuative influence of any voids in the vicinity of the interface.
•  The method of seismic velocity tomography was, in this case, able to prove 
neither the presence nor the absence of subsurface voids. The latter incapacity is of 
particular concern since, in practice, a contractor would much prefer to be able to 
declare a tract of land to be definitely free of cavities.
6.2 SURVEY TO LOCATE A KNOWN TUNNEL IN CHALK
A series of compressional wave tomographic surveys were performed to investigate 
whether seismic tomography could reveal the presence of abandoned chalk workings. 
Old mine workings pose a subsidence risk, and the locations of such tunnels are often 
not fully documented. The test site featured an underground tunnel of known size 
and position. An aim of the survey was to determine whether the appearance of a 
tomogram that incorporated the tunnel feature was characteristically different from 
that of a tomogram that did not span the tunnel position.
The method of seismic velocity tomography was unable, in this case, to confirm 
either the presence or the absence of the tunnel feature. Here, the design of the 
survey will be analysed. It will be suggested that prior planning, including forward 
modelling, could have indicated the non-feasibility of the survey before 
commencement of field work. Forward modelling requires a certain amount of a 
priori knowledge or, rather, well-informed estimates of relevant site information. In 
this case, knowledge of the level of the water table and/or the diameter of the tunnel 
target could have revealed, through forward modelling, that the compressional wave 
survey deployed at the site was unlikely to be successful. In general, relevant site
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information will often be available from a client during the planning stage of a 
project, if requested. If it is not, there is a significant risk that expectations for the 
outcome of a survey will be over-optimistic.
6.2.1 Site data
The site was located in Norwich in an area of gently-sloping rough ground at the 
edge of a public park. Figure 6.2.1 gives a schematic columnar representation of the 
relevant aspects of the geology at the site. The boreholes were drilled to 25 m, and 
encountered chalk to that depth. The near-surface deposits consisted of made ground 
overlying sand and sand with gravel. These deposits lay between about 1 to 3 m 
above the tomographically-surveyed sections, and need not be considered further.
Estimates of the grade of the chalk were made based on the Wakeling system of 
classification, in which Standard Penetration Test V—values are used to deduce the 
weathering grades of chalk (Wakeling, 1970; Ward et ah, 1968). Considered solely 
on the basis of the measured SPT values, the chalk would appear to consist of 3 m 
of Grade VI chalk (iV—values of 3 to 5) overlying Grade V chalk (iV—values 6 to 13) 
to 15 m. The high porosity of the intact chalk that is typically encountered in 
relatively shallow deposits in the Norwich area was thought to have resulted in an 
under-estimate of the grade of the chalk, as determined using the SPT method. This 
supposition was confirmed by direct visual inspection of the chalk from within the 
tunnels below the site. This in-situ sub-surface investigation yielded the following 
description of the chalk at the level of the tunnels:
“White chalk rock with persistent sub-horizontal 
bedding, stained brown on major joints, the blocky 
fabric corresponding to grade III, but the chalk is very 
weak. Persistent bands of flints can be seen at intervals 
of more than 1 m. Two major joint sets (a) subvertical 
at 0.02—0.10 m spacing, dip 078°, dip direction 248° 
and (b) vertical at 0.08—0.15 m and occasionally at 
+  1 m spacing, dip direction 020°.”
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(source: Wardell Armstrong (1990), p. 122). The site investigation report concluded 
that low quality (Grade V or VI) chalk was present closer to the surface, whilst, at 
depth, the chalk was as described above. This material shall be referred to as Grade 
III chalk, although neither the presence of joints at 0.02 m spacing nor the weakness 
of the intact material are quite in keeping with the accepted definition of Grade III 
chalk (as given in Ward et ah, 1968, and Grainger et al., 1973).
The level of the water table at the tunnel site was approximately 17 m below ground 
level (Figure 6.2.1). This information was derived from the drillers’ site records for 
two of the three geophysics boreholes. These boreholes were sunk four weeks before 
the seismic tomographic surveys were performed.
In cross-section, the target tunnel was arch-shaped. It was 2.8 m in height and
2.2 m in width at its widest point. The tunnel was dry, and it ran approximately 2 m 
above the assumed level of the water table (Figure 6.2.1). The survey boreholes 
were positioned such that the tunnel was, approximately, centrally located within both 
of the tomographic sections that spanned the feature (Figures 6.2.2 and 6.2.3). 
Figure 6.2.2 gives schematic diagrams of the projections acquired for each survey. 
The position of the tunnel relative to the boreholes and the projections acquired 
between the wells is indicated using a correctly-scaled silhouette of the tunnel section.
6.2.2 Seismic projection data
Figures 6.2.2 and 6.2.3 show the configuration of the tomographic surveys between 
the three boreholes, and also indicate certain relevant dimensions. The tunnel crossed 
sections BH 2 —1 and BH 3 — 1. The three sections were surveyed between depths 
of 5 m and 25 m below a site datum at ground level. One of the sections was 
surveyed twice, with the source and receiver positions reversed (BH 3 —1 and 
BH 1—3). Down-hole instrument stations were set at 1 m centres, except for one 
survey in which 0.5 m spacings were used (BH 2 — 1). All seismic field work was 
completed within three working days by two operators.
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The compressional wave sparker source, hydrophone receivers and signal 
enhancement seismograph employed in this project were the same items that had been 
used during the brine works survey (Section 6.1). The three boreholes were lined 
with plastic casing (I.D. 100 mm; wall thickness 8 mm), which was grouted into 
place. The boreholes were filled with water, as required when using hydrophone 
receivers. The boreholes were surveyed for verticality. In the subsequent analyses 
of the acquired data, it is assumed that errors in the station positions are negligible.
In general, the signal-to-noise ratio was low: the seismic records were of poor 
quality. For some source-receiver pairs, the onset of the compressional wave arrival 
could not be discerned from the traces, although ten-fold signal stacking had been 
used in an attempt to enhance the signal-to-noise ratio. In the field, there was scant 
repeat acquisition of individual projections. Nevertheless, there was sufficient 
repetition to generate a rather small statistical population from which an indication of 
the possible range of errors in the picked travel time data could be derived. Table 
6.2.1 presents the values of the parameters t^ vc t ^  and t^ ed (Chapter 5) for each of 
the four tomographic scans. The data cannot be considered to be of high quality; in 
particular, t^ ax is rather large.
The frequency of the received compressional waves was of the order of 400 to 
500 Hz. This value was determined by direct measurement of the period of the 
waveforms on the recorded seismic traces. (The use of a Fourier-based analysis to 
determine the frequency spectra of the signals was not possible due to the 
predominance of high-frequency noise contamination.) The reconstructed velocities 
at the site were found to lie within the range 1 to 2 m/ms, approximately. Therefore, 
the compressional waves of frequency 500 Hz that were used in the survey had 
wavelengths of the order of 2 to 4 metres.
6.2.3 Tomographic results and interpretation
Figures 6.2.4 to 6.2.7 show tomograms of the imaged sections, reconstructed using 
the SIRT algorithm under an assumption of straight ray propagation. Figures 6.2.8
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to 6.2.11 present “curved ray” SIRT reconstructions, in which the method of circular 
arcs was used to trace rays between each iteration of SIRT. For all the tomograms 
in Figures 6.2.4 to 6.2.11, 20 iterations of SIRT were applied. After 20 cycles, the 
change per cycle of v'qmin and the travel time residual vector were
negligible (Section 3.3). The use of 1 m X 1 m reconstruction cells was supported 
by the down-hole instrument spacing, but not by the wavelength of the seismic 
energy. Cells of 1 m x  1 m were used because it was thought unlikely that a 
3 m X 2 m tunnel could appear distinctly in a relatively coarse tomographic image 
formed using, for example, 2 m x  2 m pixels.
The tomograms in Figures 6.2.4 to 6.2.11 are interpreted as representations of two 
horizontal velocity layers. The topmost “layer” consists of material having a 
compressional wave propagation velocity of approximately 1 m/ms. The lower 
“layer” has velocity properties of about 2 m/ms. The interface between the layers 
is, approximately, 17 m below ground level. The site investigation survey had not 
indicated the presence of an abrupt change in chalk properties or lithology within the 
depth range of the tomographic surveys (Section 6.2.1). The interface between the 
perceived “layers” coincides closely with the level of the water table at the site, at 
about 17 m below ground level. It seems that the P-wave tomographic surveys 
imaged the water table within the fractured chalk at the site. This suggestion is 
examined further in Section 6.2.5.
The pair of tomograms presented for each section (Figures 6.2.4 to 6.2.7 and 
Figures 6.2.8 to 6.2.11) show differences, but the overall “structure” or “pattern” 
is quite similar in the straight- and the curved-ray reconstructions. Results presented 
in Section 6.1, for another “two-layer” case, demonstrated that discrepancies between 
curved ray and straight ray reconstructions are to be expected when velocity contrasts 
between strata are significant. In Section 6.1, these discrepancies were attributed to 
the influence of head waves along the interface, and to the differing ways in which 
the “ray paths” for head wave arrivals are accommodated in “curved ray” and 
“straight ray” reconstructions.
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To establish the “two-layer” interpretation, Figure 6.2.12 presents plots of the 
apparent velocities of the horizontally-propagating projections acquired in the 
tomographic scans. These depth profiles have a form that is characteristic of a two- 
layer case. Moreover, the profiles have the form characteristic of a 1.0 m/ms-over-
2.0 m/ms two-layer field. Figure 6.2.12 includes the results of a computer-based 
simulation in which minimum travel time rays, including head waves, were traced 
across a numerical model of the conjectured 1.0 m/ms-over-2.0 m/ms two-layer 
interpretation. (The borehole spacing in the simulation was assumed to be 20 m, and 
the interface between the layers was assumed to be at 17 m below ground level.) The 
similarity of the profiles derived from the field data acquired at Norwich and the 
profile formed from data synthesised across the assumed model of the seismic 
properties at the site is most striking.
The configuration of the survey permitted a quantitative comparison between the 
reconstructed cell velocities for a plane that was intersected by the tunnel (BH 2 —1) 
and a plane that was not known to be crossed by any tunnel features (BH 2 —3). 
Figure 6.2.13 (a) shows a “difference” tomogram for the BH 2 —1 and BH 2 —3 
sections. It was obtained by arithmetically subtracting, cell-by-cell, the velocities in 
the tomogram of Figure 6.2.6 from those in the tomogram of Figure 6.2.7. (The 
adoption of this approach is justified because the surveyed sections share a common 
borehole (BH 2) and have roughly the same linear dimensions.) The main “feature” 
in Figure 6.2.13 (a) is a zone of positive velocity differences (of the order of 
+0.3 m/ms) on the left-hand side of the “difference” image, that is, in the vicinity 
of BH 2. Aside from observational errors and/or natural variations in the chalk, an 
explanation for this feature is not obvious.
If the tunnel had appeared as a low-velocity area in the BH 2 —1 tomogram, then 
this would be manifested as a region of negative values in the middle of Figure 
6.2.13 (a). Such a zone is not present. (Subtraction of the curved ray tomograms 
of Figures 6.2.10 and 6.2.11 also did not reveal a low-velocity region in the BH 2 —1 
image.) In the Introduction to this Section, it was noted that the design of the survey 
conducted at the site offered an unusual opportunity to perform the comparison
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embodied in Figure 6.2.13. It was stated that an aim of the project was to determine 
whether the tunnel feature had a distinct and characteristic influence on a velocity 
tomogram, as compared with an image of a region that was not intersected by the 
tunnel. Figure 6.2.13 (a) demonstrates that the tunnel feature did not have a 
perceptible effect on the tomographically-reconstructed velocities for the region. In 
practice, one would rarely have a second, control tomogram available. Therefore, 
if a tunnel is to be visible in a velocity tomogram, it must have an appearance that 
is both striking and, in some manner, characteristic of the feature, in order to permit 
a clear interpretation of the image. This is not the case here.
The repetition of the seismic acquisitions between BH 1 and BH 3 resulted in two 
independent tomograms for this section. These separate scans yielded similar but not 
identical results (Table 6.2.1). The sets of field data acquired between boreholes 1 
and 3 were obtained within two days of each other. Therefore, any differences 
between the two data sets were probably due to observational errors in the travel time 
picks rather than changes in the velocity field. Figure 6.2.13 (b) shows a 
“difference” tomogram generated by subtracting, cell-by-cell, the tomogram in Figure 
6.2.9 from that in Figure 6.2.8. (The former was reflected about its vertical centre 
line, to permit spatial compatibility.) The “difference” tomogram shows 
discrepancies of up to 0.17 m/ms (absolute value) between the velocities reconstructed 
in each case. (Subtraction of the “straight ray” images given in Figures 6.2.4 and
6.2.5 showed velocity differences of up to 0.27 m/ms between the reconstructions of 
BH 1—3 and BH 3 — 1.) The cell-by-cell variations shown in Figure 6.2.13 (b) can 
be interpreted as quantifying — albeit in a rough way — the influence of travel time 
picking errors on the tomograms: in this case, the “difference tomogram” technique 
provides a particularly thorough, empirical form of noise analysis (Section 4.3). If 
the tunnel had been imaged as a zone of lower-than-average velocities, then the 
depression in velocities brought about by the feature would be required to exceed 
0.17 m/ms (or 0.27 m/ms) in order to be discernible above the error-induced 
fluctuations across the tomographic image.
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6.2.4 Suggestions for an alternative survey configuration
It is of use to consider alternative survey configurations which may enhance the 
contrast between the reconstructed velocities in the tunnel and the surrounding media. 
An effective starting point for the design of an alternative survey is an examination 
of the causes of the failure of the original survey. There are three significant 
problems with the survey that has been described here:—
(i) the wavelength of the seismic energy and the tunnel dimensions were similar;
(ii) the water table can act as a refracting horizon to P —wave energy, which would 
severely affect the projection coverage across the surveyed region;
(iii) the travel times of waves that skirted the hollow target were insufficiently 
different from those of waves that were unaffected by the tunnel, particularly when 
allowing for first-arrival picking uncertainties.
These factors are considered sequentially below.
Wavelength
The wavelength of the compressional wave energy used in the surveys was of the 
order of 2 to 4 m. Seismic energy having wavelengths of this magnitude is unsuitable 
for use in a tomographic survey which utilises ray-based analysis in order to image 
a feature having dimensions of 3 m by 2 m (Section 2.3.2). Seismic energy with 
wavelengths that are less than 2 m should be used in any improved configuration for 
a survey at the site. A high frequency source should, therefore, be used. As 
described in Chapter 2, shear wave energy generated by borehole sources may, in 
certain circumstances, have shorter wavelengths than the P-waves that are produced.
Head waves
Regardless of the physical cause of the perceived horizontal strata, the velocity 
contrast between these layer-like features is sufficient to set up significant head waves 
within the surveyed area. Furthermore, in the field, such head waves would have a 
severe and unfortunate influence on the pattern of tomographic projection coverage
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across the surveyed region. Below, it is shown that, due to the presence of a 
refractor horizon at about 17 m, the P-wave tomographic survey that was performed 
at the site could not have imaged a tunnel located immediately above the water table.
With a two-zone velocity field, particularly one having a horizontal interface, it is 
a straightforward matter to produce a computer program which incorporates Snell’s 
law of refraction and which, in addition, can generate critically-refracted “head 
waves” along the interface (Section 3.2), Figure 6.2.14 shows the pattern of ray 
coverage that was obtained when such code was applied to the 1.0 m/ms-over-
2.0 m/ms velocity model, using an acquisition configuration consisting of a borehole 
spacing of 20 m and a down-hole instrument spacing of 1 m. There is a sizeable 
“forbidden zone” (to borrow the terminology of McKinnon and Bates, 1980) which 
minimum travel time events do not traverse. The simulated set of first-anival travel 
times contains no direct information concerning this region. Unfortunately, the 
forbidden zone coincides with the position of the tunnel, which is displayed in outline 
for clarity. (It is emphasised that Figure 6.2.14 is the ray coverage diagram across 
the two-layer model; no cavity features were introduced into the simulation.)
Any alternative design for a compressional wave survey at the site must attempt to 
lessen the size of the forbidden zone. To reduce the extent to which rays deviate 
from a straight path due to the formation of head waves, it is necessary to decrease 
the borehole spacing. Further numerical and visual analysis (not presented here) 
indicated that, for a 1.0 m/ms-over-2.0 m/ms two-layer velocity model, and a i m  
down-hole instrument spacing, the borehole spacing would be required to be reduced 
to of the order of 5 m for the forbidden zone to be eradicated. (Note: A borehole 
spacing of 5 m may be found to be impracticable when utilizing seismic energy 
having wavelengths of 2 to 4 m (Section 6.2.2), due to the complexity of seismic 
wavefronts in the “near-field” of a seismic source (refer, for example, to Yan and 
Byrne (1990) and Aid and Richards (1980)). This additional factor must be 
considered when selecting a suitable borehole spacing for cross-hole seismic work.)
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It has been suggested that the problematic head waves arose from the interaction of 
P-waves with the surface of the water table at the site. A viable possible alternative 
to the adoption of a small-span compressional wave survey would be to design a 
survey which utilizes shear waves, since this mode of seismic body wave is largely 
unaffected by saturating ground water.
Data errors, and ray paths
The techniques of velocity resolution and noise analysis (Section 4.3) can be 
combined to quantify the third possible reason why the P-wave tomographic surveys 
at the Norwich site did not image the known tunnel successfully. It is suggested that 
the first-arriving seismic energy skirted the tunnel. Furthermore, it is suggested that, 
due to picking errors, the travel times for such rays could not be distinguished from 
the travel times that would be expected for similar waves propagating in the absence 
of a tunnel in the chalk. Therefore, no image of the tunnel would appear distinctly 
in a velocity tomogram. These ideas are quantified below.
If the tunnel were not present, the travel time of a P-wave travelling horizontally 
through the chalk (for which Vp— 1 m/ms) would be:
t =  dlv =  15.0/1.0 =  15.0 ms fo r  a 15 m spacing
t =  div — 20.0/1.0 = 20.0 ms fo r  a 20 m spacing
(Borehole spacings of 15 m and 20 m characterise the spans of the various sections 
surveyed at the Norwich site.) With a 3 m x  2 m air-filled tunnel present, the 
conjectural first-arriving wave of this numerical example could follow one of two 
routes: either through or around the feature. Using Equation [4.2] of Section 4.3, the 
time taken by a P-wave to cross from source to receiver via the 2 m —wide air-filled 
feature would be given by:
t =  ((15.0-2.0)/1.0) +  (2.0/0.33) =  19.061 ms for a 15 m spacing
t =  ((20.0-2.0)/1.0) +  (2.0/0.33) =  24.061 ms fo r a 20 m spacing
since Vpair = 0.33 m/ms. The travel time of a wave that by-passes the tunnel can be 
calculated by modifying Equation [4.1] to take account of the rectangular cross
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section of the tunnel. This procedure yields the travel times for rays that skirt a 
centrally-located 3 m x  2 m feature at a speed of 1.0 m/ms:
t = 15.342 ms fo r  a 15 m spacing
t = 20.248 ms fo r  a 20 m spacing
The latter pair of travel times are less than those calculated for a wave travelling
directly across the tunnel. First-arriving compressional waves would not traverse
and, thus, would not directly sample the tunnel, in this case.
The difference between the travel times calculated for rays which skirt the tunnel 
and for those that propagate in the absence of the tunnel are relatively small: for a 
15 m borehole separation, this difference is (15.342—15.0) =  0.342 ms; for a 20 m 
separation, this difference is (20.248—20.000) =  0.248 ms. These values are of the 
order of the estimated uncertainty of the picked travel times (for example, values for 
Le between 0.14 ms and 0.42 ms were quoted in Table 6.2.1). The influence of the 
tunnel on travel times measured in the field could be hidden by an inability to pick 
the first breaks of the seismic traces with sufficient accuracy.
If using shear waves in an alternative survey configuration, one could take 
advantage of both the short wavelengths of S-waves and the useful property that S- 
waves are unaffected by ground water. Shear wave arrivals are frequently masked 
by preceding P-wave events, and so S-wave travel time data can include sizeable 
(absolute) picking errors. Before one could recommend the utilisation of shear wave 
energy in an alternative tomographic survey at the site, it would be necessary to 
determine whether the influence of the tunnel target on the measured travel times of 
shear wave arrivals would be perceptible over such data errors. This assessment 
would comprise of three stages.
Firstly, it would be necessary to determine the level of picking errors in the shear 
wave data set. Strictly, this would require preliminary field trials in order to gain an 
indication of t^ ve etc. for shear waves at the site. This would involve the use 
boreholes which, of course, would not be available if one were planning a wholly 
new survey. In a more pragmatic approach, one may perhaps use estimates of Le
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etc. based on experience of the values of these parameters obtained in previous shear 
wave surveys at other sites. The parameters t^ ve etc. are a function of, inter alia, 
borehole spacing and ambient noise at a particular site.
In the second stage of the analysis, one would investigate the travel time difference 
that could be caused by a cavity target, for various borehole spacings. Since S-waves 
due not propagate in fluids. Equation [4.1] is applicable. An estimate of the velocity 
of propagation of the shear waves in the host medium is required to calculate the 
travel times of the waves. One would select the borehole spacing for the proposed 
survey such that the difference between the travel times of rays that skirt the hollow 
feature, and the travel times of rays that propagate in the absence of the feature 
significantly exceed the estimates of t^ vc etc., for that borehole separation.
Finally, one would combine the methods of forward modelling and noise analysis 
(Section 4.3) to determine whether the tunnel target could indeed be perceived within 
a tomographic image derived from a shear wave survey using the proposed borehole 
separation. A simulated travel time data set, which had been generated across a 
numerical model of the likely velocity field, would be modified to include random 
noise on the data (within limits governed by, for example, tg^J. The form of ray 
tracing used in the data simulation would be required to mimic the form of the ray 
paths which would probably be found in the field; for example, ray paths should be 
able to “skirt” rather than traverse a hollow target. In this manner, one could 
generate a tomographic data set which would be quite similar to that which would be 
acquired in the field. If one were unable to perceive the tunnel feature in a tomogram 
reconstructed from the synthetic data set, then a full field survey would be most 
unlikely to succeed in practice.
6.2.5 Discussion of P-wave velocities in the chalk, 
above and below the water table
The compressional wave velocity tomograms obtained from the Norwich site all 
display a quite sharp increase in seismic velocities, from about 1.0 m/ms to about
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2.0 m/ms, at roughly 17 m below ground level (Figures 6.2.4 to 6.2.11). This 
tomographic feature coincides with the known level of the water table at the site, of 
which it might be presumed to be an image since no lithological variations were 
recorded at that elevation.
Grainger et al. (1973) reported compressional wave velocities obtained in surface 
refraction surveys across the chalk at Mundford. Table 6.2.2 reproduces the P-wave 
velocities that were measured by Grainger et al. in various grades of chalk above the 
water table at Mundford. Higher compressional wave velocities were encountered in 
the Grade IV and Grade V chalk below the water table. The P-wave propagation 
velocity within the Grade V chalk at Mundford increased from a value of 0.7 m/ms 
above the water table to a value of 1.95 m/ms below. Comparing these values with 
the corresponding velocities measured at the Norwich site (that is, 1.0 m/ms and
2.0 m/ms, respectively) reveals a marked similarity of behaviour in each case. At 
Mundford, the presence of the water table caused no measurable difference to the 
seismic properties of the Grade III chalk. The compressional wave velocity of this 
material remained in the range 1.6 to 1.8 m/ms both above and below the water table.
Grainger et al. used the time-average equation (Wyllie et ah, 1956) to analyse the 
compressional wave velocities measured above and below the water table in the 
Grade V chalk at Mundford. In using the time-average equation, Grainger et al. 
assumed that the seismic behaviour of chalk could be modelled as blocks of intact, 
saturated chalk, surrounded by air or by water (akin to bricks in mortar).
The time-average equation expresses the net, or measured, propagation velocity of 
a wave that travels through a combination of solid and fluid phases, thus:
1 + i-<f)V^ net V„,J J [6.2.1]
where is the measured velocity and and V^ oi are the velocities within the fluid 
and solid phases, respectively. The parameter </> is the ratio of the path length within
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the fluid to the total path length. The fluid phase can be either air or water, but not 
both: partial saturation is not accommodated in the time-average equation.
Grainger et al. (1973) assumed that the intact blocks of chalk in their “bricks-and- 
mortar” model were saturated, and that these blocks had the same seismic properties 
as the intact Grade II chalk from Mundford (Vp=2.3 m/ms; see Table 6.2.2). 
Grainger et al. used their field data and the time-average equation of Wyllie et al. 
(1956) in order to estimate 4>- They substituted the following values into Equation
[6.2.1]:—  Vnrt=0.7 m/ms; Vod = V ^ =0.33 m/ms; and Vsoi=2.3 m/ms. From 
which, <j> = 0.38 (rather than 0.29, as reported by Grainger et al. (1973), p.230).
For Norwich, there is no a priori or independent estimate of Vg^ , available. 
Nevertheless, if the assumption that was made by Grainger et al. — that the seismic 
properties of the intact blocks (i.e. the properties of the “bricks”) are the same above 
and below the water table — stands, then a value for Vgoi is not needed a priori in 
order to estimate </>. If the intact blocks of chalk above and below the water table are 
fully saturated, then Vgo, can be assumed to be constant in value above and below the 
water table, and Equation [ 6 . 2 , 1 ]  can be used to form two simultaneous linear 
equations in 0  and Vgo,. Assuming that V^d is 0 .3 3  m/ms in air and 1 .5 0  m/ms in 
water, this approach yields the following pair of equations for Norwich:
(1/1.00) =  (<^/0.33) +  ((l-0)/Vg,^ (air)
(1/2.00) =  (0/1.50) +  ((l-0)/VgJ (water)
Solving these equations (by subtraction followed by substitution) leads to the 
following numerical result for the Grade III chalk at Norwich:
Vgoi =  2.17 m/ms; 0 =  0.21 
Applying this approach to the field data for the Grade V chalk at Mundford, reported 
by Grainger et al. (1973), gives:
(1/0.70) =  (0/0.33) +  ((l-0)/Vg,J (air)
(1/1.95) =  (0/1.50) +  ((l-0)/V ,J (water)
From which: Vgoi = 2.47 m/ms; 0 = 0 .3 9
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The calculated estimates of W^ox for P-waves at Norwich (2.17 m/ms) and at 
Mundford (2.47 m/ms) are of the correct order of magnitude (refer to Table 6.2.2). 
That Vgoi is less at Norwich than at Mundford can, perhaps, be interpreted as evidence 
that the intact chalk at Norwich is less stiff and/or less dense than that at Mundford.
The calculated estimates of 0 are extremely high. In the preceding calculations 
based on the analysis due to Grainger et al. (1973), 0 is assumed to be the ratio of 
the seismic path length within the fluid phase to the total path length. Thus, 0 has 
been assumed to be a measure of the “gaps” between the intact blocks of chalk (that 
is, the amount of “mortar” between the “bricks”). A value of 0 of 0.21 means that 
over 20% of a unit length of the in situ fractured chalk is made up of “fractures” 
rather than “chalk”. This is most implausible, particularly in the light of results of 
the visual inspection of the chalk at Norwich, made from inside the long-excavated 
tunnel (Section 6.2.1).
It appears that the assumption that the gaps that separate the intact blocks of chalk 
have the sole influence on the P-wave velocity of the bulk material is put into 
question. It is plausible that the seismic properties of the chalk are influenced by 
contributions from the pores in the intact material, as well as by contributions from 
the joints between intact blocks. To determine the relative influence of pores and 
joints would require, at least, the following measurements to be taken from samples 
from the site:—
(i) the degree of saturation of the chalk above the water table;
(ii) the porosity of the chalk;
(iii) the velocity of P-wave propagation in an intact specimen taken 
from above the water table;
(iv) the velocity of P-wave propagation in an intact specimen taken 
from below the water table.
(It is critical that the latter pair of specimens should be tested at their natural water 
contents.) In conjunction with tomographically-determined values for P-wave 
velocities in the bulk material above and below the water table, these data should 
provide enough information to clarify the origin of experimental value of 0 — or.
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perhaps, to lead to a different model of the variation of the seismic properties of the 
chalk above and below a water table. Without these data, further discussion the 
origin of the calculated result 0=0.21 would be speculative.
6.2.5 Conclusions
The field experiment at Norwich was intended to investigate whether a 
compressional wave velocity tomographic survey could reveal the presence of a 
known tunnel in chalk. The P-wave velocity tomograms of the region did not exhibit 
any indication the presence of the subsurface tunnel that was known exist at the site. 
Therefore, the survey cannot be said to have successfully imaged the tunnel. Several 
reasons for the failure of the geotomographic method in this case have been 
suggested. These include the following:—
(i) the wavelengths of the compressional waves and the dimensions of 
the target feature were similar;
(ii) the water table, 17 m below ground level, acted as a refracting 
horizon along which head waves formed: this affected severely the 
projection coverage across the surveyed region, especially in the 
vicinity of the tunnel itself;
(iii) as discussed in Section 4.3, in general one would not expect an 
air-filled tunnel to affect significantly first-arrival travel times;
Although unable to image the tunnel, the Norwich survey yields some useful 
conclusions and general guidelines concerning the geotomographic method:—
•  The project offers an illustrative example of how to plan a geotomographic field 
survey. One should attempt to gain as much prior knowledge as possible of the site 
and the site conditions. Such information enables a realistic and thorough forward- 
modelling analysis of the viability of a proposed survey configuration before any site 
work, including drilling, is performed. If one is unable to generate an interpretable 
and unambiguous tomographic image from a simulated data set, then a field survey
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would be unlikely to succeed. In practice, one may well re-design a survey as more 
site information is made available.
•  The site was inappropriate for the use of compressional wave tomography 
because of the presence of a water table within the surveyed section. At Mundford, 
Grainger et al. (1973) found the water table to act as a refracting horizon in a 
fractured rock mass, and concluded that the position of the water table at a site should 
be determined before carrying out a surface-based seismic refraction survey. From 
the results presented here, it is apparent that the water table in a fractured rock mass 
can affect severely the viability of a cross-hole compressional wave tomographic 
survey. One should determine the ground water conditions at a site before 
commencing a P-wave tomographic survey; this inquiry should always form part of 
the preliminary desk study that is performed when planning a survey. In situations 
in which the presence of ground water precludes the use of compressional waves, one 
should consider the adoption of a shear wave survey.
•  “Difference” tomograms can be used to reveal and to quantify subtle 
discrepancies between tomograms. The method is most appropriate for use in 
comparing pairs of tomographic images of neighbouring or coincident sections.
•  The results of the survey appear to provide some confirmation of the conjectures 
of Section 4.3, in which it was suggested that a cavity-like feature would not affect 
a travel time data set in such a way that the void would appear distinctly in a 
tomographic image. However, at this site, the influence of head waves at a refracting 
horizon near the tunnel dominated the pattern of ray paths in the vicinity of the tunnel 
target. The failure to image the tunnel, in this case, cannot be regarded as 
experimental evidence in support of the theories of Section 4.3, since these were not 
tested.
•  One should be aware of the aim or “target” of a proposed survey. The target 
of a survey can be considered to be, for example, the information that a client would 
wish to derive from the survey. It is necessary to assess whether the proposed survey
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can reveal the information that the client seeks. This assessment will incorporate an 
appraisal of the estimated resolution (Chapter 4) of the survey.
6.3 SURVEY TO LOCATE FAULTS IN CHALK
Whilst driving the pilot tunnel for a subsurface storage cavern, four major faults 
were encountered. The faults were listiic, so it was not possible to use extrapolation 
to predict — with confidence — the line of a fault. Limited exploratory excavations 
were carried out along certain of the faults and some wide openings were discovered. 
(Where found, these cavities were remedied with shotcrete.) It was thought likely 
that other, undetected voids existed beyond the range of direct inspection. A suitably 
penetrating yet indirect means of assessing the faults was required. A series of 
tomographic surveys were commissioned to delineate the positions of the faults and 
to assess the extent of the faulting within the chalk.
The chalk within parts of several of the surveyed sections was subsequently 
excavated, and the fractures and faults thus revealed were logged. The seismic 
velocity tomograms therefore constituted Class “A” predictions (Lambe, 1973) of the 
fault lines across the surveyed regions. The possibility of explicit and direct 
verification of the results of a geotomographic survey is a most unusual situation: the 
chalk cavern survey offers a valuable opportunity to validate the effectiveness of 
geotomography as a means of obtaining a qualitative image of the subsurface.
No detailed site information was made available at the time that the seismic 
tomographic data were originally processed. To mimic the sequence of processing, 
details of the tomographic surveys will be given before a description of the geology 
of the site.
6.3.1 Seismic projection data
Four “surface-to-well” (OVSP) tomographic surveys were performed along the floor 
of the cavern, and four surveys were performed across the roof of the cavern. (The
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configuration of some of the surveys are shown in Figures 6.3.1 and 6.3.2). An 
array of three-component geophones, strung at 1 m centres, was lowered or raised, 
by means of a rigid rod, to various positions within each (dry) receiver borehole. 
The geophones were clamped into place pneumatically. The source of seismic energy 
was a 6 kg sledge hammer which was struck on the floor, or ceiling, of the cavern. 
The hammer source was deployed at known points, at 2 m centres, along a 
diametrical line crossing the top of each receiver well and running parallel to the axis 
of the cavern. Rubble was cleared from the site of each hammer blows to facilitate 
acoustic coupling.
The receiver boreholes were assumed to be straight and vertical: borehole deviation 
surveys were not conducted. The spot heights of the source stations along the floor, 
or roof, of the cavern were determined by levelling.
The water table was at about 20 m below the deepest borehole used in the surveys. 
Thus, all of the tomographic surveys were conducted within dry chalk — more 
specifically, within unsaturated chalk, with no water filling the joint openings.
Seismic acquisitions were recorded using an ABEM “Terraloc” seismograph. When 
using a manual sledge hammer source, there is some difficulty in determining the 
“time zero” of the seismic traces; that is, the instant at which the seismic pulse 
emanates from the source. The following arrangement was used to trigger the 
seismograph:- Two reference geophones were planted in the surface of the chalk 
adjacent to the point of each hammer blow. One of these geophones was placed close 
by the source point, whereas the second geophone was positioned approximately 
0.5 m from the point of action of the hammer. (Both geophones were replanted at 
their respective fixed distances from each successive source point.) The geophone 
planted closest to point of the hammer blow provided the signal that triggered the 
seismograph. The completeness or incompleteness of the trace recorded from the 
second, more distant geophone was assessed in order to judge whether the system had 
triggered early or late (for example, external noise could provoke early triggering).
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The configuration described above is far from ideal. There would be a finite delay 
between the impact of the hammer and the arrival of the seismic energy at this 
geophone. Therefore, the datum geophone would not activate the seismograph at the 
appropriate instant (i.e. when the hammer was struck). The time taken to travel the 
fixed distance from the point of the hammer blow to the trigger geophone could vary 
at each source station, due to localised variations in the seismic propagation properties 
of the chalk. Nevertheless, analysis of the apparent velocities of the observed 
projections showed that the inadequacies of the arrangement were not too problematic 
in practice. Figure 6.3.3 gives the apparent velocities of the projection data for two 
of the “downwards” surveys (BH D1 and BH D3), plotted against the angle of 
inclination of the rays to the horizontal. These data are self-consistent and are of a 
reasonable order of magnitude. No further method of assessing the field data is 
possible (for example, by the calculation of etc.), as the original seismic traces 
were not made available to the author.
6.3.2 Tomographic results
For reasons of space, the results of only the five largest tomographic surveys will 
be presented. The tomograms examined here are those from the “downward” 
boreholes D1 and D3 and the “upward” boreholes U l, U3 and U4. Figures 6.3.1 
and 6.3.2 indicate the position and span of the tomograms, relative to the walls and 
floor of the cavern. The areas of chalk which were subsequently excavated, and for 
which fracture maps were made available, are shown shaded.
(In order to site the boreholes, it was necessary to estimate the position of the 
inclined faults. Figures 6.3.1 and 6.3.2 show the surveyed areas relative to the 
approximate positions the faults. The approximate location, dip and dip direction of 
the faults were inferred from evidence visible within the pilot tunnel, before the 
boreholes were drilled.)
Figures 6.3.4 and 6,3.5 show tomograms of the velocity of compressional wave 
propagation within the surveyed sections at boreholes U l, D l, U3, D3 and U4.
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Table 6.3.1 presents summaries of the travel time residuals of the reconstructed 
systems, and the range of P-wave velocities present in the images. The tomograms 
were generated using SIRT, under an assumption of straight ray propagation. The 
reconstruction cells were 1 m x  1 m in size. A 3x3  median smoothing routine was 
applied to the images between cycles of SIRT.
The OVSP geometry is such that the projections in each “half” of a “two-lobed” 
survey, for example as depicted in Figures 6.3.1 and 6.3.2, can be treated 
independently of the rays acquired in the other “half” of the scan. Nevertheless, 
there is an advantage to be gained by basing a reconstruction on the full set of data 
since the column of cells along the borehole is common to both “halves”. All the 
OVSP tomograms presented in Section 6.3 were reconstructed using both “halves” 
of the projection data together.
6.3.3 Site data
Barla et al. (1991) presented a description of various aspects of the site investigation 
at the cavern. McDowell et al. (1992) described the seismic refraction surveys that 
were performed along the length of the cavern, and the laboratory-based ultrasound 
tests of intact samples from the site.
The geology of the site consisted of chalk of the Lower Eocene Zora formation 
(Flexer et al., 1990). The chalk contained flint bands and zones of silicification. 
The dominant jointing set had a 130 to 310° dip direction and a 85 to 90° dip. There 
was a minor joint set, normal to the dominant set, which also dipped vertically (Barla 
et al. , 1991; McDowell et al., 1992). The joints in the dominant system were widely 
spaced (75 to 120 cm). The minor jointing system was very widely spaced. In 
general, the joints were tight, with some localised openings due to solutioning. These 
were of the order of a centimetre in width, and were filled with a weak material 
(Barla et al., 1991).
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The eventual form of the cavern was roughly circular in cross-section and 14 m in 
diameter. The cavern was excavated gradually: successive layers of the walls and 
floor of an initial pilot tunnel were excavated in stages. Figure 6.3.6 gives a 
schematic representation of the sequence of excavation (taken from Barla et al., 
1991). The “upward” tomographic surveys were performed along the crown of the 
cavern, which was not excavated further. Some of the “downward” tomographic 
surveys were carried out along the floor of the pilot tunnel, and some were performed 
between two of the benching stages, specifically, after Stage IV and before Stage V 
(refer to Figures 6.3.1, 6.3.2 and 6.3.6).
On completion of certain stages of the excavation, the fractures visible along the 
roof and sides of the cavern were mapped. By this means, a record of the pattern of 
fractures in the vicinity of the tomographic surveys was obtained. The information 
gathered in the mapping surveys was made available in the form of “unwrapped” 
representations of the fractures observed around the walls and roof of the cavern. 
Cut-down versions of the results of the fracture mapping surveys conducted along two 
lengths of the cavern are depicted in Figures 6.3.7 to 6.3.10. The extent of the 
relevant tomographic scans are shown in silhouette in the Figures.
Figures 6.3.7 to 6.3.10 show the pattern of fractures along the left- and the right- 
hand walls of the cavern, as these would appear if viewed from the right-hand side 
of the cavern. (“Left” and “right” are relative to an observer facing into the cavern: 
refer to Figure 6.3.6). The faults which crossed the cavern were inclined relative to 
the (horizontally aligned) longitudinal axis of the cavern, and the strike directions of 
the faults did not run normal to this axis. Figure 6.3.11 shows a representation of 
a cylinder (the cavern) intersected by a skewed plane (a non-listric fault). The 
intersection of the cylinder and the plane delineates an ellipse. When viewed from 
above or from the side, the ellipse appears rotated or “skewed”. “Skewness” of the 
type shown in Figure 6.3.11 (a) is present in Figures 6.3.7 to 6.3.10: this should be 
borne in mind when comparing the fracture maps with the results of the tomographic 
surveys, which were conducted along the centre line of the cavern.
-307-
A consequence of the perceived skewness of the cutting ellipse is that, when viewed 
from the side, the points of intersection of the ellipse with the walls of the cavern at 
a particular elevation (e.g. points such as those marked A and B in Figure 6.3.11 will 
not coincide. The apparent axial distance between such points is given by L.tan B 
where L  is the width of the cavern at that elevation, and B is the acute angle between 
the direction of dip of the fault and the principal axis of the cavern. Table 6.3.2 
presents values for the apparent axial length of AB, calculated under the assumption 
that the angles of dip of the (assumed planar) faults are as stated in Figures 6.3.1 and 
6.3.2. Table 6.3.2 also gives values for the apparent length of AB taken directly 
from the mappings of the observed fractures. The tabulated (apparent) AB-values are 
for the deepest level for which fracture maps were available, namely between Stages 
VIB (or VIC) and VID of the excavation (Figure 6.3.6).
Barla et al. (1991) reported the results of a series of laboratory tests that were 
conducted on chalk samples taken from the cavern. Values for density, water 
content, porosity, compressive strength and tangential moduli were presented. Of 
particular relevance here are the results of laboratory tests to measure the velocity of 
compressional waves within intact samples of the chalk. The “sonic” compressional 
wave velocity in the chalk was found to range from 1.85 to 3.80 m/ms, with an 
average value of 2.43 m/ms. (Note: the sound waves used in the laboratory test 
would have been of a higher frequency than those used for the in situ seismic surveys 
in the cavern. In a dispersive medium, this difference would affect the velocities 
measured in each case.) Barla et al. and McDowell et al. (1992) reported the results 
of compressional wave seismic refraction surveys performed along the longitudinal 
axis of the cavern. P-wave velocities in the bulk material were in the range 1.8 to 
2.9 m/ms, with a mean propagation velocity of 2.3 m/ms. Barla et al. considered the 
measured P-wave velocities to be “remarkably uniform ... [which] is an indication 
of a very limited potential variability of the rock mass characteristics along [the] 
cavern length” (Barla et al. (1991), p. 1070).
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6.3.4 Interpretation of tomograms: comparison with results of excavations
The basis for the use of seismic velocity tomography to image faults and fractures 
is the assumption that the affected regions will appear in the tomographic image as 
areas of lower-than-average reconstructed velocities. Indeed, numerous authors have 
used in-situ seismic wave velocities within rocks to gain an indication of the degree 
of fracturing of the rock, especially when the in-situ velocity can be compared with 
laboratory-derived measurements of the wave propagation speed across intact 
specimens of the rock (see, for example: Sjogren et al., 1979; Paulsson and King, 
1980; New, 1985). The reduction in the wave speed within fractured zones has been 
reported to be as high as 50% of the wave velocity within the intact material (Sjogren 
et a l., 1979; New and West, 1980). Oliveira et al. (1990) reported P-wave velocities 
of 4.1 m/ms in weathered, fractured granite, and velocities of 5.4 m/ms in the 
unweathered material.
The range of reconstructed compressional wave propagation velocities in the 
tomograms in Figures 6.3.4 and 6.3.5 is, approximately, 1.7 to 2.5 m/ms (Table
6.3.1). These values are comparable with the minimum and mean propagation 
velocities measured in the in-situ seismic refraction surveys and the laboratory-based 
ultrasound tests (Section 6.3.3).
Figures 6.3.12 and 6.3.13 present montages of the reconstructed seismic velocity 
tomograms and the mapped fractures within the cavern. The tomograms are to the 
same scale as the fracture maps, and have been presented in the correct relative 
location (given that the tomographic plane runs along the centre line of the cavern). 
For clarity, only the principal faults are presented. “Left” and “right” hand side 
views of the faults are superimposed (refer to Section 6.3.3 and Figure 6.3.11).
The tomogram in Figure 6.3.12 shows a marked, inclined area of low-valued 
seismic propagation velocities in the vicinity of BH D l. This feature does not, 
however, coincide with the position of the fractures observed during the mapping 
survey; it is displaced approximately 10 m from the position it would be expected to
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hold. No obvious explanations for this discrepancy present themselves, other than 
unverifiable speculations that observational errors may have occurred.
The tomogram in Figure 6.3.13 shows a zone of lower-than-average seismic 
propagation velocities in a region which, from direct observation during excavation, 
is known to be highly fractured. The spatial correspondence between the low-velocity 
zone and the area of fracturing is close. The low-velocity region does not extend to 
the full depth of the tomogram, as did the rather stronger feature in Figure 6.3.12. 
This can be attributed to a deficiency of the structural resolution of the survey (refer 
to Section 6.3.5, below, and Figure 6.3.14), or it can be taken as evidence that the 
zone of fracturing narrows or the density of fracturing diminishes, at depth.
6.3.5 On the use of a single-well geometry
The choice of a surface-to-well (OVSP) acquisition geometry requires comment. 
Figure 2.1 indicated the three possible geometries which can be used in a borehole- 
based geotomographic survey. The cross-hole geometry (Figure 2.1 (a)) can be used 
to considerable depths. Due to limitations of seismic penetration, the two geometries 
which incorporate surface-based instruments (Figures 2.1 (b) and (c)) can only be 
used in near-surface surveys. Any of the geometries could, potentially, have been 
used in the chalk cavern survey. Here, a discussion is presented which considers the 
optimum acquisition geometry for this survey.
Figures 6.3.14 (a) to (c) show schematic representations of the target of the survey 
(that is, a low-velocity region associated with an inclined fault) positioned in relation 
to the three candidate geometries. (Of course, it is assumed that the position of 
boreholes would be chosen such that the target feature would lie somewhere within 
the span of the tomogram.) The discussion of the structural resolution of the feature 
will be restricted to a qualitative assessment of the geometries: the more detailed, 
quantitative style of analysis described in Section 4.2 is not necessary.
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If using the purely cross-hole geometry shown in Figure 6.3.14 (a), the inclined 
feature would not be well-resolved. In the example shown, all the projections in the 
vicinity of the top, right-hand comer of the surveyed section would traverse the low- 
velocity region. Hence, the apparent velocities of all these rays would be slowed 
below the average of the apparent velocities of the other projections. During 
reconstruction, a sizeable zone of marginally-low valued velocities would be 
generated at the top of the tomogram, with the lowest-valued velocities on the right- 
hand side. The line-like form of the fault would not be perceived: the image would 
be blurred.
The situation could be improved by the inclusion of the surface-based stations shown 
in Figure 6.3.14 (b). The fault would be better resolved because of the contribution 
of the inclined rays between the surface-based instruments and those in the right-hand 
borehole. The projections which lie roughly parallel to the fault would provide an 
especially valuable contribution, as these rays would ensure that the velocity 
properties of the formation to either side of the fault would be reconstructed with 
some accuracy. As a result, the fault would appear as a more distinctive, line-like 
feature.
The structural resolution properties of the single-well geometry displayed in Figure 
6.3.14 (c) are a combination of those of Figures 6.3.14 (a) and (b). With reference 
to the inclined feature shown, the OVSP acquisition geometry can be considered in 
two parts: left-hand side and right-hand side. On the left-hand side of the example 
shown, the inclined fault would be well-resolved. In addition to the projections which 
cross and, hence, sample the feature, there are many rays which run outside and 
parallel to the feature and which, therefore, are affected only by the surrounding 
formation. On the right-hand side of the triangle, most of the projections traverse the 
feature and are, roughly, normal to it. Therefore, this sub-set of projections would 
acquire similarly middle-valued apparent velocities: none of the projections would 
incorporate direct, “uncorrupted” information about the velocity properties within the 
inclined feature or the surrounding medium. One could not expect to resolve the 
velocity properties of the feature clearly on this side of the tomogram: the feature
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would appear blurred. It is problematic that this blurring occurs in the part of the 
tomogram which could reveal how deep the fault extended.
Figure 6.3.14 (d) to (f) present three tomograms which illustrate the behaviour 
described above. The following simulation study was conducted. Rays, which were 
assumed to be straight, were traced across the numerical velocity fields shown in 
Figures 6.3.14 (a) to (c), using each acquisition geometry. (The propagation velocity 
within the inclined, low-velocity, “fracture” feature, shown red in the Figure, was 
set arbitrarily to 0.5 m/ms; the velocity within the host medium (shown white) was 
set to 2.0 m/ms.) Tomograms were reconstructed from these simulated data sets 
using SIRT, with rays assumed to be straight. The tomograms include velocities 
ranging from 0.8 m/ms (blue) to 3.0 m/ms (dark green).
In the author’s opinion, the quantitative results given in Figure 6.3.14 (d), (e) and 
(f) provide evidence in support of the qualitative predictions, made above, of the 
structural resolution properties of each type of acquisition geometry, in relation to an 
inclined feature. In particular, as predicted, the single-well geometry (Figure 6.3.14 
(f)) has provided a distinct image of the inclined feature within the left-hand side of 
the tomogram. The right-hand side of the image is blurred. Both two-well 
geometries were less effective than the single-well configuration, with the purely 
cross-hole geometry being notably ineffective. Figures 6.3.14 (d) and (e) include 
sizeable zones of higher-than-average velocities. Smaller zones of this type are also 
present in Figure 6.3.14 (f), but only at the periphery of the image.
In general at other sites, unless one intends to image a horizontally-invariant field, 
the acquisition geometries in Figures 6.3.14 (b) and (c) are most suitable for use in 
practice. In addition to the results of a structural resolution analysis of the target of 
the survey in relation to the candidate geometries, three factors will influence the 
choice of geometry:—
■ The two-well geometries require the provision of a pair of boreholes, compared 
with the need for one well in the case of an OVSP-type survey. The economic factor
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is a significant point in favour of OVSP, as drilling costs and on-site disruption would 
be less if this form of acquisition is adopted.
■ A well-to-well or a three-sided survey can image twice the area surveyed by a 
comparable OVSP geometry. (If the span of both surveys in b and the depth h, then 
a two-well survey would image an area b.h whereas the triangular geometry would 
encompass an area of Vib.h.) In a survey to image an inclined fault, one is most 
interested in the material in the vicinity of the fault. It could, perhaps, be argued 
that, in such cases, a significant portion of the area of an inter-well tomogram is of 
limited value. The problem of the truncation of the image of the deeper reaches of 
the fault in the OVSP tomogram was described above. In general, it is preferable to 
obtain too large an image, rather than too small an image.
■ The number of projections required in a three-sided survey is higher than is 
necessary in a well-to-well survey or a single-well survey of similar size. (If k 
stations are positioned along each “side” of the surveyed zone, projections would 
be acquired in a three-sided survey, whereas k ^  rays would be acquired in an OVSP 
survey or a well-to-well survey.) The acquisition time spent at the site and the time 
required to process the projection data would be correspondingly greater for a three­
sided geometry.
In summary, in the case of the chalk cavern site, the single-well or “OVSP” 
acquisition geometry offered several advantages over the other available schemes. 
The structural resolution properties of the single-well geometry, in relation to the 
inclined target features, were superior to those of two-well geometries. The relatively 
modest on-site requirements of single-well surveys were suited to use on an active 
construction site.
6.3.6 Conclusions
A series of compressional wave tomographic surveys using the single-well 
acquisition geometry were carried out along the floor and roof of a chalk cavern. 
The aim of the surveys was to delineate faults. The chalk in parts of the 
tomographically-surveyed sections was later excavated, and the fractures encountered
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during excavation were logged. The following summaries and conclusions are based 
on the work at the chalk cavern site:—
•  The tomographic surveys delineated zones of lower-than-average seismic 
propagation velocities. These were interpreted as representations of the inclined 
faults which intersected the cavern. The tomograms were interpreted qualitatively.
•  Two of the compressional wave velocity tomograms presented here constituted 
Class “A” predictions of the faulting patterns within the chalk, since these images 
spanned material that was subsequently excavated. One of these images showed close 
agreement with the fracture map: a zone of lower-than-average propagation velocities 
coincided with the documented position of a fault.
•  The survey was carried out in difficult environment, using a primitive trigger 
mechanism. That interpretable and useful tomographic results were obtained from 
the survey can be construed as evidence that the geotomographic method is robust 
when it is applied in a situation to which it is suited.
•  The single-well acquisition geometry was the method of choice at the site. The 
convenience and economy associated with the need for only one borehole for each 
tomogram were important factors in the decision to use the single-well geometry. 
The principal benefit of using a single-well geometry is that, when imaging an 
inclined feature, the single-well geometry has better structural resolution properties 
than does a cross-hole geometry.
•  Seismic velocity tomography had a pre-defined rôle in the site investigation: 
geotomography was included in the schedule in order to delineate faults (Barla et al. , 
1991). Thus, in this example of a field survey, the method of seismic tomography 
was an integral — and significant — part of a site investigation. Unlike the other 
surveys described in this Chapter, use of the tomographic method was neither 
tentative nor speculative. Rather, the technique was utilised in a commercial — and 
realistic — fashion.
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6.4 SURVEY IN AN ANISOTROPIC CLAY
A cross-hole tomographic survey using compressional wave energy was performed 
at a site in the Oxford Clay. The reconstructed velocity tomogram contains certain 
features which cannot be associated with what is the known of the geology at the site. 
Other researchers have conducted seismic surveys at the location, and have reported 
that the Oxford Clay displays seismic anisotropy with a vertical axis of symmetry. 
Below, it is shown that the anomalies in the field tomogram may have been due to 
seismic anisotropy, but that these features can also be attributed to the influence of 
an undocumented deviation of the survey boreholes. Cosma (1987) noted that a 
systematic timing error (for example, a regular trigger offset) or an error in the 
measurement of the position of either borehole in a cross-hole survey can lead to an 
angular variation within a set of tomographic data which has, roughly, the appearance 
of having been influenced by seismic anisotropy. In both cases, a polar plot of the 
apparent velocities of affected projections would be almost elliptical. Here, the 
ambiguity of the “polar plot” method — is a plot elliptical because of observational 
errors or seismic anisotropy ? — is emphasised.
6.4,1 Site data
The site is located on farm land near Purton in Wiltshire. The formation consists 
of generally homogeneous, but reportedly anisotropic, Oxford Clay to a depth of 
107 m below ground level (Dyer, 1988). A sandy layer, extending from 28 to 35 m 
below ground level, has been identified using natural gamma logging (Barnes, 1984).
Other researchers have conducted surveys at the site, and have published their 
results. Table 6.4.1 presents P-wave propagation velocities at Purton derived from 
independent surveys by Barnes (1984), Dyer (1988) and McCann et dl. (1989), as 
well as cross-hole apparent velocities determined as part of this work. The four sets 
of reported velocities differ from each other, but the values determined in the present 
work are higher than any previous velocity estimates obtained from the site. (Note: 
The cross-hole survey by Barnes was conducted between the two wells used in the
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present survey, and the same borehole verticality data were used.) The surveys 
summarised in Table 6.4.1 were conducted using differing methods, to differing 
standards (refer to: Barnes, 1984; Dyer, 1988; McCann et aL, 1989; and Section 
6.4.2). Without further field work, it cannot be stated whether a particular set of 
results is correct, or reliable. For example, a systematic trigger error would have 
resulted in under- or over-estimates of the seismic velocity properties of the ground. 
As has been emphasised by Stokoe and Hoar (1977), the quality and reliability of a 
seismic survey is strongly dependent on the procedures that are adopted on site, as 
well as the equipment that is employed. “After the event”, and without personal 
knowledge, the standard of on-site work is difficult to gauge. This is a problem that 
a purely office-based geotomographer might encounter.
None of the previous studies reported strong P-wave anisotropy at Purton. Dyer
(1988) suggested that the P-wave properties of the Oxford Clay at Purton displayed 
a 10% anisotropy in vertical and horizontal propagation velocities. McCann et al.
(1989) found that, by assuming 10% anisotropy, the seismic velocity tomogram they 
generated from their data had a more realistic appearance than did a tomogram 
reconstructed under an assumption of isotropy. The value of 10% anisotropy selected 
by McCann et al. was based on earlier (unpublished) results from a London Clay site.
6.4.2 Seismic projection data
The tomographic survey was performed between depths of 19 m and 40 m below 
ground level, with instruments stationed at 1 m centres (Figure 6.4.1). The boreholes 
(designated P2 and P3) were separated horizontally by 10 m, approximately. 
Verticality surveys had been carried out within both boreholes, and a set of results 
were available to the author. The geotomographers who performed the field work 
were advised that little confidence should be placed in the inclination data. Three 
independent surveys had been conducted, none of which were in accord (King, 1993).
The seismic source used at Purton was the electro-mechanical (“e.m .”) hammer 
(Chapter 5). During the Purton survey, a fault in the pneumatics system prevented
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the clamping of the device to the borehole wall. Therefore, the e.m. hammer was 
used solely as a source of compressional wave energy, rather than a mixed P- and S- 
wave source. The seismic receivers used in the survey consisted of a (clamped) array 
of four three-component geophones. An ABEM “Terraloc” seismograph was used 
to record the received seismic signals.
Figure 6.4.2 presents a polar plot of the apparent velocities of the compressional 
wave projections acquired during the tomographic survey at the Purton site, plotted 
at the angle of inclination of the (straight) ray to the horizontal. In the field, the 
inclination of the acquired projections, to the horizontal, lay within the range —65° 
to +65° (Figure 6.4.1). For convenience when producing Figure 6.4.2, the signs of 
the angles of downward-dipping rays were adjusted so that all the plotted points fell 
within the first quadrant. It is observed that the trend shown by the apparent 
velocities of the steep, down-going waves differs from that of the steep, up-going 
waves. This difference in behaviour causes a “double crescent” pattern to appear in 
the polar plot. To facilitate an assessment of the extent of the eccentricity of the 
polar plot, a quarter circle, of radius equivalent to 2.109 m/ms, has been drawn. In 
the author’s opinion, the plotted points do show a slightly elliptical trend. (A radius 
of 2.109 m/ms was used because this value is the average of the apparent velocities 
of the acquired projections.)
Figure 6.4.3 presents the apparent velocities of the acquired projections as a scatter 
plot of apparent velocity against the (unadjusted) angle of inclination of the ray to the 
horizontal. The asymmetry of this plot is associated with the “double crescent” 
pattern observed in the polar plot (Figure 6.4.2). A possible explanation for these 
features is presented in Section 6.4.5.
The apparent velocities of horizontally-propagating P-waves varied from 2.0 to
2.6 m/ms, approximately (Figures 6.4.2 and 6.4.3). In the context of the anticipated 
P-wave properties of the formation at Purton, this velocity range is extensive. Figure
6.4.4 presents the apparent velocity—depth profile for horizontally-propagating P- 
waves (see Table 6.4.1); the apparent velocities were perceptibly higher in the region
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of the previously-reported sandy horizon, between about 28 m and 35 m below 
ground level. The range of velocities for horizontally-propagating P-waves within the 
clay strata (from 19 to 28 m and 35 to 40 m) was, approximately, 2.0 to 2.2 m/ms.
6.4.3 Tomographic results, and observed anomalies
Figure 6.4.5 (a) presents the P-wave velocity tomogram generated by applying 10 
iterations of SIRT to the Purton field data. The reconstruction cells were 1 m x  1 m 
in size. A 3x3  smoothing window was applied to the image between iterations. No 
attempt was made to compensate for the effects of anisotropy. The location of the 
source and receiver stations were assumed to be as given by the borehole deviation 
surveys. For this tomogram, and for all of the reconstructions to be presented in 
Section 6.4, straight ray propagation has been assumed. Table 6.4.2 gives values of 
the parameters v,^, v ,^ , and e ^  for the tomograms in Figure 6.4.5.
Figure 6.4.5 (a) shows several asymmetric features which are unexpected, given the 
previous description of the anticipated stratified geology at the site, notably:—
•  low-velocity zones in the upper right- and lower left-hand comers;
•  high-velocity zones in the lower right- and upper left-hand comers.
No indication of the documented, sandy, horizontal, high-velocity, central zone can 
be seen in the tomogram. The remainder of Section 6.4 attempts to account for the 
apparently anomalous tomographic features.
6.4.4 Accommodating the effects of anisotropy
The influence of seismic anisotropy is seldom considered in geotomography, and so 
some discussion of the subject is appropriate. Only anisotropy with a vertical axis 
of symmetry — rather than full, asymmetric anisotropy — will be addressed here. 
This is because azimuthal anisotropy of seismic properties would not be discemible 
in a planar survey between vertical boreholes. This limitation of scope is not a 
serious shortcoming because asymmetric anisotropy, which involves twenty-one 
independent elastic parameters (Love, 1944), is rarely considered.
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The seismic velocity value that is calculated by division of the ray path length by 
the first-arrival time is the ray or group velocity of the wave (Thomsen, 1986). It 
is the phase velocity of a wave that is directly affected by material properties such 
as elastic moduli. In an isotropic, non-dispersive medium, phase and group velocities 
coincide. In media that display stress-strain anisotropy, phase and group velocities 
differ. Further, in such media, the direction of energy propagation (i.e. the ray) 
differs from that of the wave front (refer, for example, to: By un, 1982; White et al. 
1983). For horizontally-polarized shear waves (Sh) in transversely isotropic media, 
there is a simple relation (specifically, an elliptical relation) between phase and group 
velocities (refer to Equation [6.4.1], below). For P-waves, the elliptical model offers 
a working approximation to the actual relation between phase and group velocities in 
transversely isotropic media (see below). For vertically-polarized shear waves (Sv) 
in anisotropic media, ellipticity is an inadequate representation of the relation between 
phase and group velocities, which, in certain circumstances, includes various 
singularities and cusps (Jolly, 1956; Helbig, 1979; White, 1982; Crampin, 1989).
V
(In anisotropic media, unless propagating normal or parallel to an axis of symmetry, 
the particle motions in compressional waves are not purely longitudinal and the 
particle motions in shear waves are not purely transverse. In this situation, the modes 
are usually referred to as quasi-compressional and quasi-shear waves (Levin, 1979; 
Crampin, 1989). For brevity, in the succeeding discussion, quasi-P waves will be 
referred to as P-waves.)
\
The model of P-wave seismic anisotropy used here is the elliptical approximation. 
Helbig (1979) presented a proof that the elliptical approximation cannot be exact for 
P-waves, but that an ellipse will provide a close approximation within weakly 
anisotropic formations. Jolly (1956) described the P-wave surface in an anisotropic 
formation as “smooth and oval-shaped” (Jolly (1956), p.928), and noted that an 
ellipse was an adequate representation of this form. The elliptical approximation was 
originally adopted by geophysicists when most seismic surveys were surface-based 
and the range of ray angles encountered in a survey was limited: the elliptical model 
provided a satisfactory approximation within a narrow zone about the vertical (vander
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Stoep, 1966; Helbig, 1979). Thomsen (1986) criticised contemporary usage of the 
elliptical approximation for P-waves, since modem computing facilities are able to 
accommodate more detailed models of the behaviour of P-waves in anisotropic 
formations. Thomsen suggested an alternative model which required the specification 
of three “anisotropy parameters”. Two of the parameters can be estimated from 
straightforward field measurements, but Thomsen could not recommend any practical 
means of determining the third parameter. Thomsen’s model of P-wave anisotropy 
was adopted by Pratt and Chapman (1992) and Chapman and Pratt (1992).
In the elliptical model, the velocity of propagation, V^, of a wave for which the ray 
is at angle 0 to the horizontal is given by:
J _  = + S2É± r6.4.nvl
where and Vj, are the phase and group velocities of wave propagation in the 
vertical and horizontal directions, respectively (refer, for example. By un, 1982). 
Equation [6.4.1] expresses an ellipse in polar form: a polar plot of the group velocity, 
Vÿ, at various ray angles 0, is an ellipse (see Figure 6.4.6). Estimates of and 
can be derived from a polar plot of seismic tomographic data, such as Figure 6.4.2. 
Vh is the propagation velocity at 0=0°; is the propagation velocity at 0=90° 
(refer, for example, to Gelbke et al., 1989).
Two means of accommodating the effects of elliptically-varying seismic anisotropic 
have been developed as part of the present work. These are the global and the local 
methods. Appendix G presents descriptions of the techniques. The global method 
— or close variants of it — appear to have been utilised by other geotomographers, 
although the schemes to compensate for anisotropy that have been used by some 
authors have not always been stated explicitly (refer, for example, to la Porte et al. 
(1973) and Gelbke et al. (1989)). Methods of accommodating seismic anisotropy 
which exhibits localised variation have been described by Stewart (1988), Chapman 
and Pratt (1992) and Pratt and Chapman (1992). These authors did not demand full 
a priori estimates of the anisotropy of the host media: in pait, the anisotropy was
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treated as an extra “unknown” in the reconstruction processing (in addition to the 
seismic velocities). This approach increases the indeterminacy of the system of 
tomographic equations, since a multiplicity of propagation velocity tomograms and 
anisotropy factor tomograms will “fit” the field data. Pratt and Chapman (1992) 
developed an SVD-based reconstruction algorithm (Section 3.3) which required one 
aspect of the degree of anisotropy to be specified a priori. Pratt and Chapman 
applied this method to the tomographic data acquired at Purton by McCann et al.
(1989). They discriminated between the images formed when using different 
estimates of the outstanding anisotropy parameter on the basis of geological 
plausibility. Stewart did not present examples of the application of his method.
6.4.5 Interpretation and analyses of results
In the succeeding discussions, it will be suggested that the Purton tomographic data 
set can be interpreted as displaying the influence of anisotropy (Section 6.4.5.1), but 
it will also be suggested that there is another plausible interpretation of the data, 
based on an assumption of isotropy (Section 6.4.5.2).
6.4.5.1 Modelling the influence of anisotropy
In this Section, the compressional wave tomographic data acquired at the Purton site 
are processed using the modified SIRT algorithm described in Appendix G. Both 
“global” and “local” anisotropy are considered. A non-general method of 
determining local anisotropy factors is used.
It is useful to demonstrate the type of image distortion that can occur in a tomogram 
reconstructed assuming isotropy when, in fact, the seismic properties of the surveyed 
ground displayed anisotropic variation. A simulated projection data set was generated 
across a homogeneous field with Vv= 1.94 m/ms and an anisotropy factor, 
of 1.129 (see below for the reasons behind the choice of these values). A ray 
coverage pattern similar to that of the Purton survey was adopted. Figure 6.4.5 (b) 
shows the tomogram that was reconstructed, using SIRT, under an (erroneous)
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assumption of isotropy. (That is, k was assumed to be 1.) The X —shaped feature 
in Figure 6.4.5 (b) arises from a combination of:—
(i) relatively high velocities caused by the (fast) horizontal and sub-horizontal rays;
(ii) lower-valued velocities caused by the (slower) steeply-inclined projections. 
Comparing the ray coverage diagram in Figure 6.4.1 with the tomogram in Figure
6.4.5 (b) indicates that the regions of low-valued reconstructed velocities occur in 
zones crossed by steeper rays. The higher-valued velocities are in the regions of the 
tomogram which were not traversed by such rays.
To obtain an estimate of a global anisotropy factor, k, (refer to Appendix G) which 
is suitable for application to the Purton data, an ellipse-fitting procedure was applied 
to the polar plot of the field data (Figure 6.4.2). Values for and Vj, (Equation
[6.4.1]) were determined such that the sum of the perpendicular distances of the 
plotted data points firom the ellipse was minimised. The following global parameters 
were determined:— Vv=1.94 m/ms; Vh==2.19 m/ms; and, hence, k —1.129. The 
mean deviation of the fit was 0.121 m/ms, which is about 6% of V .^
Figure 6.4.5 (c) shows the tomogram, derived from the Purton field data, that was 
reconstructed using SIRT after first adjusting each observed travel time using the 
global method (Appendix G) to “remove” the influence of an assumed global 
anisotropy factor of &;= 1.129. The velocity values in the image are velocities of 
vertically-propagating compressional waves (i.e. VJ.
(The estimate of the global value for k  of 1.129 can be compared with Dyer’s 
estimate of a 10% P-wave anisotropy at the Purton site (Dyer, 1988). Recalling the 
differences between the propagation velocities determined by Dyer and those reported 
here (Table 6.4.1), this similarity could, perhaps, be thought to be coincidental.)
To obtain estimates of the locally-varying anisotropy factors necessitates a degree 
of a priori knowledge of the geology of a site. For Purton, it is known that there are 
three strata within the surveyed zone: clay over sandy material over clay (Section
6.4.1). An obvious strategy is to consider the seismic properties of each of these
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layers in isolation of the other strata, and to determine a k  value for each. For the
purposes of this estimation, the full projection data set was split into three non­
intersecting sub-sets (Figure 6.4.7). Projections which crossed between layers were 
excluded: each sub-set consisted of rays which had propagated only within a 
particular stratum. (The velocity contrasts between the sandy horizon and the clay 
were sufficiently low that head waves were not considered to be problematical.) The 
ellipse fitting procedure described above was applied, in turn, to each sub-set of rays. 
The following numerical results were obtained:—
For the upper clay layer (19 m to 28 m):
Vy =2.06 m/ms; Vj, =2.05 m/ms; A:=0.995; with a mean error of 4.3% of 
For the central, sandy layer (28 m to 35 m):
Vv =2.16 m/ms; =2.41 m/ms; ^=1.116; with a mean error of 4.5% of 
For the lower clay layer (35 m to 40 m):
Vv =2.02 m/ms; V  ^=2.17 m/ms; /:= 1.074; with a mean error of 2.2% of Vy
It is recognised that lateral variations in the seismic velocity properties at a site would 
cause difficulties for this method of estimating local representative anisotropy factors 
from field data. A strategy that is suitable for use in such situations is not obvious.
Figure 6.4.5 (d) shows the tomogram that was generated when the above estimates 
of the localised anisotropy within the three layers were supplied (along with full 
set of projections) to the modified SIRT algorithm of Equation [G. 14] (Appendix G).
(The above estimates of the localised anisotropy factors can be compared with the 
results obtained by Pratt and Chapman (1992) for Purton. They reported a “pattern 
of increasing anisotropy from top to bottom ... [with a] sharp increase in anisotropy 
below the high velocity layer” (Pratt and Chapman (1992), p.34).)
The anisotropically-reconstructed tomograms (Figures 6.4.5 (c) and (d)) and the 
isotropically-reconstructed tomogram of the simulated anisotropic data (Figure
6.4.5 (b)) can be compared with the isotropic reconstruction of the Purton data
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(Figure 6.4.5 (a)). Figure 6.4.5 (b) is unlike Figure 6.4.5 (a) in its detailed form. 
Both images show high-velocity side-lobes at mid-height, but the field tomogram 
(Figure 6.4.5 (a)) has an asymmetric form whereas the synthetic image (Figure
6.4.5 (b)) is strongly symmetrical. Figures 6.4.5 (c) and (d) share the asymmetry of 
the field tomogram (Figure 6.4.5 (a)). The global reconstruction (Figure 6.4.5 (c)) 
is the “smoothest” of the tomograms under consideration here, and it shows the 
smallest velocity contrasts and the least range of reconstructed velocities (Table
6.4.2). This tomogram has the closest “fit” to the projection data, as this is 
measured by the travel time residuals of the tomographic system (Table 6.4.2). The 
local reconstruction (Figure 6.4.5 (d)) shows a greater range of velocities than does 
the global reconstruction, and it has higher residuals. The residuals of the anisotropic 
reconstructions of the Furton field data (Figures 6.4.5 (c) and (d)) are less than those 
of the isotropic reconstruction (Figure 6.4.5 (a)).
In none of the tomograms of the section between boreholes P2 and P3 can the sandy 
horizon be perceived. This is in contrast with the anisotropically-reconstructed 
images generated by McCann et al. (1989) and Pratt and Chapman (1992), using the 
data acquired by McCann et at. between another pair of boreholes at the site, 
specifically P3 and P4. Their independently-produced tomograms showed a distinct, 
horizontal band of high-valued velocities at the reported elevation of the sandy zone.
One could continue refining the model of the seismic anisotropy at the Purton site, 
in an attempt to improve the “fit” and to remove the remaining anomalies in the 
tomograms. However, any model which consists solely of uniform horizontal strata 
— anisotropic or otherwise — can give rise only to a symmetrically-distributed set 
of apparent velocities. The scatter plot of the apparent velocities of the field data 
(Figure 6.4.3) was asymmetric. To account for this lack of symmetry, one must 
either begin to consider laterally-varying velocity models, or adopt a quite different 
strategy. There is no documentary evidence that, for example, the sandy horizon is 
inclined or that it tapers (Barnes, 1984; McCann et al. , 1989). Therefore, in Section 
6.4.5.2, the second alternative is pursued.
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6.4.S.2 Modelling the influence of borehole deviation errors
Figure 6.4.8 shows the forms of borehole location error that are considered here:— 
Type (a) mismeasuring the separation between parallel wells;
Type (b & c) in which the source borehole deviates “outwards” 
or “inwards”, respectively, but the wells are assumed to be parallel;
Type (d & e) in which the receiver borehole deviates “outwards” 
or “inwards”, respectively, but the wells are assumed to be parallel.
In Figure 6.4.8, continuous lines indicate the true positions of the boreholes, broken 
lines indicate the positions that are (erroneously) assumed during reconstruction.
Type (a)
Mistaking the separation between two boreholes is an error which should be judged 
a blunder. Nevertheless, this type of error can, in part, be brought about indirectly 
by errors of the kind (b) to (e) (Figure 6.4.8). To clarify this assertion, consider the 
sketch in Figure 6.4.9 (a). This shows that, when a tomographic survey is carried 
out at depth in an inclined well, then the influence of neglecting the inclination of a 
borehole can be considered to be formed of two component parts. Firstly, there is 
a lateral “shift” which is common to all the stations along the section of the borehole 
utilised in the survey. Secondly, there is a deviation error which increases with 
depth. The former is an error of Type (a); the latter is an error of Type (b), (c), (d) 
or (e). At Purton, the survey was conducted at depth (specifically, from 19 m to 
40 m below ground level). Analysis of the Type (a) geometry is, therefore, relevant.
Figure 6.4.9 (b) shows the geometry of the Type (a) problem. It is assumed that 
the velocity field has a uniform value of Vq, and is isotropic. Let the correct spacing 
between the parallel boreholes be D^. Let D  be the parallel spacing that is (wrongly) 
assumed during reconstruction, where D>D^ or D<D^. Let H  be the vertical 
distance between the source and receiver. Let and <j) be the angles of inclination 
(to the horizontal) of the rays, in each case. Thus, tan0o=fl/Do and tan<j>—HID. 
The observed travel time, t^^, of the ray is given by:
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troc \ 7 [6.4.2]
The apparent velocity of this ray, V^ pp, is believed to be given by:
■V.app f [6.4.3]
In consequence of this error, the resulting set of apparent velocities would be 
indistinguishable from a set of projection data which had been acquired at a site 
displaying anisotropy of seismic propagation properties. This can be demonstrated 
as follows. Squaring Equation [6.4.3] gives:
y 2  _ y  2
1 + HD -.v:
d : 1 + H
[6.4.4(f)]
Substituting tan 0 —HID, and invoking standard trigonometrical relations:
app
_D
D_
( l  + tan^ <f>)
< > 2
1+ D tan^0
.v;
_D
D.
1 + sin^<i>
COS^<f)
■ 1 2
1 + D ' sin^ <f> '
l^ o ] COS^ 0
.V: [6.4.4(z0]
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Hence,
app
COS^(j) +
D
D~
D
D~
 V
1/2* o [6.4.5]
.sin^0
Comparing Equation [G.2] (Appendix G), which expresses elliptical seismic 
anisotropy, with Equation [6.4.5] indicates a similarity of form. Further, the 
borehole error ratio (D/DJ has a counterpart in the anisotropy factor, k. This result 
has practical implications. The apparent velocities of projections acquired in a survey 
(at an isotropic site) for which the borehole spacing is mistakenly assumed to be 
D, will be indistinguishable from the apparent velocities of projections acquired at a 
site at which the formation exhibits an anisotropy factor k, where k=D!D^. In both 
cases, polar plots of the apparent velocities would show ellipses of similar 
eccentricity.
Type (b) to (e)
In consequence of borehole deviations of the type shown in Figures 6.4.8 (b) to (e), 
the lengths of the main diagonal projections across the survey zone will differ from 
each other. In general, this will cause steep, down-going rays to acquire apparent 
velocities different from those of steep, up-going rays. This is demonstrated here 
with a numerical example. Four sets of projection data were synthesised across a 
uniform velocity field between pairs of deviating boreholes, of the type shown in 
Figures 6.4.8 (b) to (e). The velocities and dimensions involved in the simulation 
were chosen to model aspects of the Purton case. The uniform velocity field was of 
magnitude 2.0 m/ms. The borehole spacing was 10 m at the top of the wells. The 
lateral deviation at the base of the “rogue” borehole was set, arbitrarily, to be +3 m 
or —3 m.
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Assume that the geotomographer was unaware of the ±3 m deviation of the 
boreholes, and supposed that the wells were parallel and vertical, with a spacing of 
10 m. In this circumstance, plots of the apparent velocities of the simulated 
projections, against the angle of inclination of the ray to the horizontal, would be as 
shown in Figure 6.4.10. The similarities between Figure 6,4.10 (iii) (that is, “Type 
(d)”) and Figure 6.4.3 are striking, particularly the shared asymmetry of the plotted 
data.
Figure 6.4.11 shows the simulated apparent velocities for the Type (d) simulation 
as a polar plot, with angles adjusted so that all points lie in the first quadrant. A 
“double crescent” pattern, of the type found in the plot of the field data (Figure
6.4.2), is present. The resemblance of the angular variation apparent velocities of 
the field data and of those generated in the Type (d) simulation suggests that the 
Purton data set may have been affected by borehole deviation survey errors of the 
form shown in Figure 6.4.8 (d).
Figure 6.4.5 (e) shows a tomogram reconstructed (isotropically) from the synthetic 
data set of the Type (d) borehole deviation model. The tomogram was generated 
under the mistaken assumption that the two boreholes were straight, parallel and 10 m 
apart. The tomogram ought to display a uniform field of magnitude 2.0 m/ms: the 
imposed borehole deviation errors have given rise to certain velocity anomalies in the 
tomogram. Figure 6.4.5 (e) should be compared with the field tomogram of Figure
6.4.5 (a). There are similarities between the anomalies present in each case. 
Notably, the images share an asymmetry of form. In conjunction with the misgivings 
that had been expressed concerning the validity of the borehole deviation surveys, this 
numerical analysis does, in part, substantiate the suggestion that the anomalies visible 
in the tomogram of Figure 6.4.5 (a) can be attributed to borehole deviation errors.
The suggestion that the anomalies in Figure 6.4.5 (a) can be attributed to an 
undocumented deviation of the boreholes is not in conflict with the comment, made 
in Section 6.4.5.1, that the “global” reconstruction (Figure 6.4.5 (c)) is superior to 
the other Purton tomograms presented in Figure 6.4.5. With reference to Figure
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6.4.9, it is suggested that, because the Purton survey was carried out at depth, the 
anomalies in Figure 6.4.5 (a) can be considered to have arisen from two categories 
of borehole deviation, specifically Type (a) and Type (d) as defined in Figure 6.4.8. 
The use of global reconstruction processing, with a suitable estimate of k taken from 
the polar plot of the data, would have acted to mitigate the influence of the Type (a) 
error. This, perhaps, explains why Figure 6.4.5 (c) is a “better” tomogram than is 
Figure 6.4.5 (a). That only the Type (a) error has been accommodated explains, 
perhaps, why Figure 6.4.5 (c) still includes some distortions, and why it does not 
show the anticipated sandy layer. The unchecked influence of the Type (d) error 
could have been sufficient to mask the sandy horizon.
A question remains: Is it possible to quantify the extent of the predicted borehole 
deviation from the available tomographic data ? Dyer (1988) presented a method by 
which the travel times of two neighbouring rays can be used determine the horizontal 
distance between the source and receiver borehole. Unfortunately, Dyer’s method is 
applicable only in certain, rather restricted, circumstances. Specifically, the following 
conditions must apply:—
(i) rays are straight;
(ii) one borehole is assumed to be vertical;
(iii) the rays must pass through common regions of the velocity field
(iv) the picked travel times are accurate.
Restrictions (i) and (ii) are not problematic at Purton. Velocity contrasts are not great 
at the site, and refraction effects are likely to be low. The previous numerical 
example (Figure 6.4.8 etc.) suggested that the source borehole can be assumed to be 
vertical. Restriction (iii) can be accommodated at Purton by dividing the surveyed 
section into three regions (an upper clay layer; an intermediate sandy layer; a lower 
clay layer), and then considering non-intersecting sub-sets of consisting of rays which 
travel only within each of these zones (Figure 6.4.7). Restriction (iv) is a problem. 
Dyer noted that his method was sensitive to errors in the picked travel times. Indeed, 
applying Dyer’s method to the Purton compressional wave data indicated the extent 
of this sensitivity; for example, there were jumps of ±1 m in the calculated 
horizontal spacing for neighbouring down-hole stations. Thus, no interpretable and
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reliable information could be obtained by this approach. The true deviation of 
boreholes P2 and P3 at Purton cannot be determined from the available data.
6.4.6 Conclusions
The P-wave velocity tomogram generated from field data acquired at the Purton site 
showed certain features which were unexpected, given that the surveyed region is 
believed to consist of Oxford Clay crossed by a single, horizontal, sandy horizon. 
The latter feature was not imaged, although it had a perceptible influence on the 
travel times of horizontally-propagating cross-hole waves. Previous surveys at Purton 
have indicated that the clay exhibits seismic anisotropy. Apparent velocities derived 
from the seismic arrival-time data utilized in this study are quantitatively different 
from the data obtained in earlier surveys at the site; moreover, these other data are 
not in accord. Despite the questionable validity of the tomographic data under 
discussion here, examination of aspects of the field data and the images reconstructed 
from these data yielded several useful results. The following summaries and 
conclusions are derived from analysis of the Purton data set:—
•  Analysis of the apparent velocities of the projection data was found to be a 
useful tool. Three methods of analysis were used in this study:—
(i) a plot of the variation of apparent velocity with depth, using the
horizontally-propagating rays only;
(ii) a polar plot of the variation of apparent velocity with ray angle;
(iii) a scatter plot of apparent velocity against ray angle.
The depth profile confirmed the presence of the sandy horizon, and provided a guide 
to the magnitude of the velocity properties within the clay and the sandy material. 
The polar plot displayed a slight ellipticity, and a “double crescent” pattern. The 
scatter plot was asymmetrical. The process of attempting to account for the latter 
characteristics (ellipticity, “crescents”, asymmetry) aided the interpretation of the 
tomographic image generated from these data.
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•  The ellipticity of the polar plot of P-wave apparent velocities could have been 
due to an anisotropic variation of the seismic propagation properties within the host 
media. However, it has been shown that an elliptical polar plot can also result from 
the mismeasurement of the distance between the pair of boreholes used in the survey. 
Furthermore, a roughly elliptical polar plot will be obtained if a survey is carried out 
at depth between two diverging (or converging) wells that are mistakenly assumed, 
during reconstruction processing, to be parallel.
•  The “double crescent” pattern observed in the polar plot of apparent velocities 
has the form that is encountered when a cross-hole survey is performed between 
converging boreholes which are wrongly assumed to be parallel. The asymmetry of 
the scatter plot of apparent velocities is that which would be encountered if the base 
of the wells were closer together than assumed.
•  Observation of all of the following traits, in a cross-hole survey, should be 
regarded as strong evidence that there exists an undocumented deviation of the 
boreholes used in a cross-hole survey:— (i) an elliptical polar plot of apparent 
velocities; and (ii) a “double crescent” pattern in the polar plot; and (iii) an 
asymmetric scatter plot of apparent velocities against ray angle.
•  Observation of only item (i) above is evidence of either the presence of seismic 
anisotropy, or mismeasurement of the spacing between a pair of parallel boreholes.
•  The influence of P-wave seismic anisotropy can be accommodated in 
tomographic processing using techniques that incorporate an elliptical model of P- 
wave anisotropy. (Since these techniques are founded on an assumption of an 
elliptical variation of seismic properties with ray-angle to the vertical, the methods 
are not, in general, suited to use with Sv-wave data, but are applicable to Sh- and P- 
wave data.) Two methods have been used here — the “global” and the “local” 
method (Appendix G). In the global method, a single anisotropy factor (defined as 
the ratio of the velocity of propagation in horizontal directions to the velocity of 
propagation in vertical directions) is assumed to be effective across the whole of the
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surveyed section. An estimate of the global anisotropy factor can be made using 
estimates of the velocity of wave propagation in horizontal and vertical directions, 
deduced from an (extrapolated) polar plot of the apparent velocities of the 
tomographic data. Under the local method, differing anisotropy factors can be 
assigned to different areas of the surveyed region. The manner in which local 
anisotropy factors are estimated is not straightforward: the method adopted will 
depend on the particular situation encountered, and will require a priori information.
V
•  It is concluded that the perceived anisotropy at the Purton site may be due to 
genuine seismic anisotropy within the Oxford Clay, but it may be a spurious effect 
caused by borehole positional errors. The anisotropic explanation — that the 
measured P-wave properties of the clay display a directional variation — is in accord 
with work that has been performed previously at the site. Indeed, the magnitude of 
the perceived anisotropy at the site is in close agreement with previous estimates of 
the P-wave anisotropy at Purton. However, a purely anisotropic model cannot 
account for three aspects of the Purton study:—
(i) an asymmetry in the tomographic image;
(ii) a “double crescent” pattern in the polar plot of apparent velocities;
(iii) asymmetry in the scatter plot of apparent velocities.
These features are associated with a difference in the (apparent) velocities of up- and 
of down-going waves. This behaviour is unexpected in a cross anisotropic, stratified 
velocity field, but it is consistent with the presence of an undocumented deviation of 
the survey boreholes such that the wells are closer, at depth, than expected.
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Table 6.1,1
Average, maximum and median of the standard deviations of the travel 
time picks for duplicated acquisitions, at the brine extraction works
(Figures in parentheses express these values as a percentage 
of the mean observed travel time for each data set)
SECTION Average, Maximum, Median,
(ms) (ms) (ms)
BH 3-2 0.105 0.791 0.048
(0.9) (6.7) (0.4)
BH 3-4 0.097 0.684 0.001
(0.8) (5.9) (0.0)
Table 6.1.2
Various statistical parameters for the tomograms 
of Figures 6.1.6, 6.1.7 and 6.1.10.
(Figures in parentheses express travel time residual parameters as a 
percentage of the mean of the observed travel times, for each data set)
TOMOGRAM t^pin
(m/ms) (m/ms) ®nB3(ms)
®min
(ms) ®max(ms)
Figure 6.1.6(a) 1.703 5.671 0.490 -1.419 1.659
BH 3-2, linear (4.1) (12.0) (14.1)
Figure 6.1.6(b) 1.784 6.066 0.534 -1.496 1.800
BH 3-2, curved (4.5) (12.7) (15.3)
Figure 6.1.7(a) 1.691 5.584 0.465 -1.283 1.526
BH 3-4, linear (4.0) (11.1) (13.2)
Figure 6.1.7(b) 1.652 6.035 0.501 -1.316 1.473
BH 3-4, curved (4.3) (11.3) (12.7)
Figure 6.1.10(a) 1.948 4.800 0.246 -0.772 0.906
simulated, linear (2.0) (6.4) (7.6)
Figure 6.1.10(b) 1.967 5.285 0.247 -1.079 0.737
simulated, curved (2.2) (9.8) (6.7)
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Table 6.1.3
Calculated estimates of the minimum dimensions, R, of a. square water-filled 
cavity which could be perceptible in marl or salt, if the picking error on 
the observed travel times is 0.1 ms or 0.7 ms.
ten (ms)
F, (m/ms) 0.1 * 0.7 *
2.0 (marl) 3.0 m 7.2 m
4.0 (salt) 4.1 m 9.7 m
* From Table 6.1.3: t„^^»0.1 ms; ms
Table 6.2.1
Average, maximum and median of the standard deviations of the travel time 
picks of the duplicated acquisitions from the chalk tunnel site. (Figures in 
parentheses express these values as a percentage of the average of the 
observed travel times for each data set)
SURVEYED Average, Maximum, Median,
SECTION (ms) (ms) (ms)
BH 2-1 0.145 1.790 0.058
(1.3) (16.0) (0.5)
BH 2-3 0.164 1.254 0.070
(1.5) (11.0) (0.6)
BH 3-1 0.344 3.763 0.111
(2.4) (26.0) (0.8)
BH 1-3 0.423 3.103 0.206
(2.9) (21.0) (1.4)
Table 6.2.2
Compressional wave velocities in various grades of chalk above 
the water table, at Mundford. (From Grainger et al., 1973)
Chalk grade Range of P-wave 
velocities (m/ms)
Mean P-wave 
velocity (m/ms)
V 0.65 - 0.75 0.7
IV 1 .0 - 1.2 1.1
III 1.6 - 1.8 1.7
II 2.2 - 2.3 2.3
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Table 6.3.1
Values for various statistical parameters for the 
field tomograms of Figures 6.3.4 and 6.3.5
(Figures in parentheses express the travel time residual 
parameters as a percentage of the average of the measured 
arrival times for that data set)
TOMOGRAM Vmin(m/ms) (m/ms) ®rnJ3(ms)
®niin(ms) ®max(ms)
Figure 6.3.5 (a) 1.7903 2.5010 0.2429 -0.8831 0.5651
(BH U l) (5.1) (18.5) (11.6)
Figure 6.3.4 (a) 1.8546 2.3298 0.2988 -0.8044 1.1080
(BH D l) (6.5) (17.4) (24.0)
Figure 6.3.5 (b) 1.8198 2.3766 0.2492 -0.9113 0.6591
(BH U3) (5.3) (19.4) (14.0)
Figure 6.3.4 (b) 2.1230 2.4802 0.1703 -1.0304 0.6508
(BH D3) (3.7) (22.6) (14.3)
Figure 6.3.5 (c) 1.6584 2.4788 0.2945 -1.3401 0.6060
(BH U4) (6.1) (27.6) (12.5)
Table 6.3.2
Observed and estimated “skewness” of the ellipse at 
the intersection of the cavern and the inclined faults, 
when viewed from the side.
FAULT: Dip
direction
Dip AB observed 
(m)
AB calculated 
(m)
near BH U l N131° 40® 4.3 6.6
near BH U3 N186® 45® 4.1 5.6
near BH U4 N168® 37® 1.3 1.7
Notes
•  Azimuthal direction of longitudinal axis of cavern: N160^
•  Elevation of interest: between Stages VIB/C and VID of the excavation
•  Horizontal width of cavern at elevation of interest: 11.8 m
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Table 6.4.1
Apparent velocities of horizontally- and vertically-propagating 
compressional waves, reported for surveys at the Purton site
DEPTH (m)
From Barnes 
(1984)
horizontal
(m/ms)
From Dyer 
(1988)
vertical
(m/ms)
From McCann 
et al. (1989)
horizontal
(m/ms)
present
work
horizontal
(m/ms)
14
17
19
20 
21 
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
44
47
49
50
1.70
1.72
1.79
1.76
1.91
2.09
1.75
2.19
1.88
1.96
1.80 1.98
1.96
1.99
2.04
1.80
2.048
2.092
2.083
2.064
2.056
1.988
2.101
2.069
2.342
2.094
2.499
2.560
2.423
2.421
2.462
2.294
2.115
2.159
2.183
2.206
2.126
2.217
2.13
sandy
horizon
Oxford
Clay
-336-
Table 6.4.2
Various measures of the tomographic reconstructions
associated with the Purton data set
(Figures in parentheses expresses residual parameters 
as a percentage of the mean of the travel times.)
TOMOGRAM V^in
(m/ms)
m^ax
(m/ms)
®nns
(ms)
®tnin
(ms)
®max(ms)
Figure 6.4.5 (a): “isotropic” 1.651 2.581 0.292
(4.2)
-0.699
(10.2)
1.037
(15.1)
Figure 6.4.5 (c): “global” 1.494 2.280 0.199
(2.9)
-0.690
(10.0)
0.714
(10.4)
Figure 6.4.5 (d): “local” 1.557 2.482 0.260
(3.8)
-0.744
(10.8)
0.858
(12.5)
Figure 6.4.5 (b) (simulated 
anisotropic data set)
1.959 2.340 0.147
(2.2)
-0.203
(3.1)
0.311
(4.7)
Figure 6.4.5 (e) (with an 
imposed deviation error)
1.864 2.867 0.199
(3.0)
-0.315
(4.8)
0.506
(7.7)
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Figure 6.1.1
Plan of site at Marston, showing the positions of 
the three boreholes used in the crosshole surveys.
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Figure 6.1.2
Columnar representation of the known geology at the Marston 
site, based on drillers’ records and previous reports.
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depth 12m
48m
Figure 6.1.3
Schematic representation of the crosshole projections 
acquired at the Marston site, shown as straight rays.
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Figure 6.1.4
Apparent velocities of the projections acquired between BH 3 —2, plotted 
against the angle of inclination to the horizontal of the (straight) rays.
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Figure 6.1.5
Variation of apparent velocity with depth, for horizontally-propagating 
compressional waves acquired between BH 3-2 and BH 3—4.
The simulated profile was derived from first-arrival travel times for rays 
traced across a two-layered velocity model consisting of an upper layer having 
propagation velocity properties 2.0 m/ms and a lower layer of 4.0 m/ms. The 
interface between the layers was at 40 m; the borehole spacing was 25 m.
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Figure 6.1.8
Variation of apparent velocity with angle of inclination to the horizontal, for sets of 
simulated minimum travel time rays traced across a two-layer numerical velocity 
model consisting of a 2.0 m/ms layer over a 4.0 m/ms layer, with the interface 
between the layers at 40 m and a borehole spacing of 25 m:
(a) straight rays only permitted 
refracted rays and straight rays 
(c) head waves, refracted rays and straight rays
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Figure 6.1.9
Pattern of ray coverage for the 
simulated “head wave” data set 
of Figure 6.1.8 (c)
(a) (b)
Figure 6.1.10
Tomograms generated from the simulated data of Figures 6.1.8 (c) and 6.1.9 
(a) reconstructed with SIRT, using straight rays 
0)) reconstructed with SIRT, using curved rays
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Figure 6.1.11
Amplitudes of signals received at various depths in BH 3, from source 
positions at 12 m, 30 m and 48 m below ground level in BH 2.
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Figure 6.2.1
Columnar section of the near-surface geology at the site of 
the tomographic surveys to locate a known tunnel in chalk.
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Figure 6.2.2
Schematic straight-line representations of the projections for which first-arrival compressional 
wave travel times were acquired in the four surveys at the chalk tunnel site. The relative 
location and dimensions of the tunnel are indicated using an outline of the cross-section.
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Figure 6.2.3
Plan of the positions of the boreholes used in the tomographic 
surveys to locate a known tunnel in chalk. The subsurface 
route of the tunnel is indicated.
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Figure 6.2.4 P-wave velocity 
tomogram of BH 1-3 (straight ray 
propagation assumed)
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Figure 6.2.6 P-wave velocity 
tomogram of BH 2-3 (straight ray 
propagation assumed)
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Figure 6.2.5 P-wave velocity 
tomogram of BH 3-1 (straight ray 
propagation assumed)
Figure 6.2.7 P-wave velocity 
tomogram of BH 2-1 (straight ray 
propagation assumed)
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Figure 6.2.8 P-wave velocity 
tomogram of BH 1-3 (curved ray 
propagation assumed)
Figure 6.2.10 P-wave velocity 
tomogram of BH 2-3 (curved ray 
propagation assumed)
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Figure 6.2.9 P-wave velocity 
tomogram of BH 3-1 (curved ray 
propagation assumed)
Figure 6.2.11 P-wave velocity 
tomogram of BH 2-1 (curved ray 
propagation assumed)
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-351-
apparent velocity Vp (m/ms)
0.5 1.0 1.5 2.0 2.5
0.0
A BH 1-3 
O BH 2-3 
•  BH 3-1 
■ BH 2-1 
- • sim ulated
5.0 -
10.0  -
—IOJQ
E
15.0 -I8
CD 17.0 -
cco8 20.0 -3
S
*6
Q.
CD"O 25.0 -
Figure 6.2.12
Depth profile of apparent velocities of horizontally-propagating 
compressional waves, acquired in the cross-hole surveys at the 
Norwich site
Dotted line shows the profile obtained in a simulation study in 
which the velœity field was modelled as a 1.0 m/ms layer over 
a 2.0 m/ms layer at 17 m. The borehole spacing was 20 m.
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Figure 6.2.13 “Difference” tomograms obtained by cell-by-cell subtraction:
(a) BH 2-1 minus BH 2-3 (straight ray reconstructions)
(b) BH 1-3 minus BH 3-1 (curved ray reconstructions).
< 20m >
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17m (1.0 m/ms) 
(2.0 m/ms)
Figure 6.2.14 Diagram of minimum travel time rays, including head waves, 
traced across a two-layer numerical model consisting of an upper layer of 
velocity 1.0 m/ms, and a lower layer of velocity 2.0 m/ms.
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Figure 6.3.3
Apparent velocities of the projections acquired at BH D1 and 
BH D3 in the chalk cavern survey, plotted against the angle of 
inclination, to the horizontal, of the (straight) rays.
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Figure 6.3.4
Compressional wave velocity tomograms for the 
“downward” surveys at:— (a) BH D l; (b) BH D3
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Figure 6.3.5
Compressional wave velocity tomograms from the “upward” 
surveys at:— (a) BH U l; (b) BH U3; (c) BH U4
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Figure 6.3.6
Schematic representation of the sequence of excavation 
within the chalk cavern (from Barla et al., 1991)
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Figure 6.3.11
Schematic representation of the cavern (a cylinder) intersected by a fault 
(a plane), showing how the zone of intersection appears in different views.
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Figure 6.3.14
Investigation of the structural resolution of a tomographic survey 
to image an inclined feature, using the three common acquisition 
geometries:— (a) cross-hole; (b) well-surface-well; (c) up-hole. 
Tomograms reconstructed by applying SIRT to the travel time 
data synthesised across each model are shown in (d), (e) and (f).
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BH P2 BH P3
depth 19m
40m
Figure 6.4.1
Schematic representation of the crosshole 
projections acquired at the Purton site, 
shown as straight rays.
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Figure 6.4.2
Polar plot of the apparent velocities of the projections acquired 
at Purton, plotted in the first quadrant against the angle of 
inclination to the horizontal of the (straight) rays.
-368-
2.6
Q .
2.4 • • •
2.2  -
2 *1.8
-75 25 75-50 -25 0 50
angle of inclination (degrees)
Figure 6.4.3 Apparent velocities of the projections acquired 
at Purton, plotted against the angle of inclination to the horizontal.
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Figure 6.4.4 Variation of apparent velocity with depth, for 
horizontally-propagating compressional waves acquired at Purton.
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Figure 6.4.6
Schematic representation of a polar plot of the apparent velocities of projections 
acquired across a uniform velocity field which displays elliptical seismic anisotropy.
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Figure 6.4.7
Schematic representation of the three 
sets of (straight) rays used to determine 
the local anisotropy factors within the 
clay and sandy layers at the Purton site.
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(a) (b) (c)
(d) (e)
Figure 6.4.8 Schematic representations of the five forms 
of borehole deviation error considered in Section 6.4.5.2
/ / / \ \ \
H
Figure 6.4.9 (a) Sketch of deviating 
boreholes, showing component lateral 
shift and cumulative divergence
Figure 6.4.9 (b) Definition of notation 
used in the analysis of the Type (a) 
configuration
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Figure 6.4.11
Polar plot of the apparent velocities of the projections traced 
across the Type (d) deviated boreholes (Figure 6.4.8 (d)), 
plotted in the first quadrant against the angle of inclination to 
the horizontal of the (straight) rays.
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Chapter 7 DISCUSSION
The broad aims of this work, as outlined in Chapter 1, were:—
■ to assess the usefulness and applicability of the method of seismic 
tomography in civil engineering site investigation, and to determine 
whether the technique can provide qualitative and/or quantitative 
information which would be of interest to a geotechnical engineer;
■ to identify an implementation of the tomographic method that is 
suited to geophysical tomographic processing (which was identified as 
a particularly testing field of application for the technique).
The usefulness - or otherwise - and applicability o f geotomography
In the literature, it is found that geotomography has been used in three categories 
of survey:— to obtain a “picture” of the seismic velocity properties within a region; 
to delineate faults; and to detect cavities. In the main, the geotomographic surveys 
reported previously were not carried out for civil engineering site investigation (SI) 
purposes. Nevertheless, from the literature, one could perhaps conclude that seismic 
velocity tomography has the potential to be used in SI in order to:—
□ determine ground variability;
□ identify zones of differing stiffnesses;
□ determine absolute stiffness values;
□ locate fractures, faults and cavities.
Geotomographic surveys in which the goal is to image ground variability, rather 
than specifically to delineate fractures or to locate cavities have, in the main, been 
successfully applied in previously-reported surveys. This is also the experience in the 
present work. For example, tomograms in accord with the documented stratigraphy 
were generated for the Marston site (Section 6.1), and, after taking account of certain 
complications in both the P-wave and the S-wave surveys, plausible tomographic
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images of the distribution of the seismic propagation properties of the London Clay 
at Chattenden were produced (Chapter 5). Aside from some localised tomographic 
anomalies, the magnitude of the reconstructed seismic propagation velocities were of 
the correct order, and these velocity values can be assumed to be accurate.
At Marston and Chattenden, there was only slight, if any, variation of seismic 
properties in horizontal directions. It can be strongly argued that the tomograms of 
these sites do not furnish any information which could not have been obtained by 
other (less costly) techniques (e.g. parallel cross-hole scanning), or which could not 
have been inferred from the drillers’ logs or samples. A horizontally-invariant field 
does not warrant a geotomographic survey, yet this is the type of seismic velocity 
field that is most well imaged by cross-hole tomography. Cross-hole surveying is less 
able to recover a laterally varying field, for which other acquisition geometries must 
be considered (see Figure 2.1). The absence of lateral variations in a tomogram 
based on cross-hole data should not interpreted as evidence that such variations are 
absent in the surveyed section. Nevertheless, where such variations are observed in 
a tomogram, this suggests that similar variation is probably present in the ground.
The latter statements can be generalized to encompass the spatial, structural and 
velocity resolution (Chapter 4) of a tomogram, as follows. If the resolution of a 
survey is deficient, then one cannot state that because a particular feature is not 
visible in a tomogram, that it is absent in the ground. Discounting tomographic 
artefacts arising from the use of under-determined tomographic systems (Section 3.3), 
if the resolution of a survey is adequate, then the presence of a seismic velocity 
feature in a tomogram suggests that a corresponding object exists in the ground.
The phenomenon that, in saturated media, the speed of propagation of first-arriving 
compressional waves can be influenced by the speed of propagation of sound in the 
saturating fluid was encountered twice in the present work: in the London Clay at 
Chattenden, and below the water table in the chalk at Norwich. This behaviour can 
limit the usefulness of P-wave tomography in site investigation, as it restricts both the
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qualitative and quantitative information concerning soil properties that can be derived 
from a compressional wave survey.
Geotomography is a geophysical technique and, therefore, it involves indirect 
observation and inference. Independent, direct verification of an interpretation based 
on geophysical results is, strictly, required (Engineering Group Working Party, 
1988). In practice, it is often not possible to obtain “ground truth” at the site of a 
cross-hole seismic survey. Of the surveys described in Section 2.1, in some cases a 
self-consistent and repeatable set of results was considered to be satisfactory (Cosma, 
1987; Bertrand et ah, 1987). In other cases, borehole descriptions have been used 
to provide some control at the edges of imaged regions (Wong et al., 1983; Clayton 
et al., 1990). To date, there have been no published case studies which have offered 
direct quantitative evidence in support of a fuU seismic velocity tomogram generated 
from field data.
Quantitative results presented in Chapter 5 serve as a contribution to the well- 
established body of evidence that soil is stiffer at relatively small strains than at larger 
strains (refer, for example, to Hardin and Dmevich, 1972). The geotechnical 
significance of this behaviour has been recognised by, for example, Simpson et al. 
(1979) and Jardine et al. (1986), and non-linear stress—strain relations are 
incorporated within computerized models of soil. The “S-curve” (to use Simpson’s 
(1992) convenient nomenclature) relation between modulus and strain unifies the 
results of seismic and (static) laboratory tests, for both cohesive and non-cohesive 
materials: indeed, what were once termed “dynamic” parameters are now often 
referred to simply as “small strain” parameters (refer, for example, to Dyvik and 
Madshus (1986) and Thomann and Hryciw (1990)).
When incorporating moduli derived from seismic data into the S-shaped moduli- 
strain curve, a rather grey area is encountered when one attempts to specify the strain 
levels within seismic waves. In triaxial tests, the magnitude of the applied strains are 
measured directly, and are of the order of 10”^% to 10%. It is difficult to measure 
the strains associated with the passage of a seismic wave. From a (limited) search
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of the literature, it is found that the consensus is that the magnitude of the strains 
within artificially-induced seismic waves used in cross-hole geophysics is of the order 
of 10""^ % or less. However, in none of the references which offer this quantitative 
estimate is the source of the information cited (refer, for example, to Schultheiss, 
1981; Dyvik and Madshus, 1986; O’Brien et al., 1992). The uncertainty about the 
strain level within seismic waves is important because one needs to know whether it 
is Gmax (the shear modulus at very small strains, also known as G J that is actually 
being measured. G ,^  ^ is the shear modulus in the initial, plateau region of the S- 
curve, in which stress—strain behaviour is linear. Anderson and Richart (1975), 
using data from resonant column tests, put the strain level at which the plateau starts 
to “fall away”, that is, the limit of linear behaviour, at between 10“^% and 10“^%.
The surveys reported in the literature in which the intention was to delineate 
fractures were largely successful. An example of such a survey was presented in 
Section 6.3. The seemingly inadequate timing system used at the cavern site was 
found to work well in practice. The configuration was adopted because the 
geotomographer was operating in a far from ideal environment: excavation of other 
sections of the cavern proceeded as the geophysical survey took place, and seismic 
acquisition was carried out between work shifts. The other field surveys described 
in Chapters 5 and 6 were conducted at a relatively leisurely pace which would rarely 
be encountered in a commercial setting. In the latter circumstance, a geotomographic 
survey would be required to be carried out within a fixed time period using a 
restricted budget. If, for example, an item of equipment fails or the site conditions 
are found to be unexpectedly hostile, then one may well have to devise “on the spot” 
strategies to circumvent these problems. These procedures may not be of the 
standard that one would prefer. In practice, therefore, it is important that 
geotomography is not applied at its limit of resolution, since any degradation in the 
quality of the acquired data will lead to an unreliable, ill-resolved tomogram.
In general, the cavity detection surveys reported in the literature were unsuccessful. 
A possible explanation for this was presented in Section 4.3, in which it was 
suggested that, in certain circumstances, first-arriving seismic energy will by-pass a
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low-velocity inclusion and, therefore, will not “sample” the material within the 
cavity. No experimental evidence in support of this theory has been offered as part 
of the present work. The surveys conducted at the brine works (Section 6.1) and the 
chalk tunnel site (Section 6.2) were intended to investigate the presence of void-like 
features but, in both cases, a refracting horizon immediately below the cavity 
feature(s) caused the first-arriving seismic energy which travelled near the voids to 
propagate as head waves along the interface. The proposed theory addresses the case 
of a low-velocity inclusion in a generally homogeneous host medium, and considers 
the paths of rays in the vicinity of the feature. The refracting horizons within the 
span of the cited surveys meant that the assumptions underlying the proposed theory 
were not satisfied, and so the theory was not tested.
It would be difficult and costly to use a full-scale seismic survey to test the proposed 
explanation for the poor resolution of tomographic cavity detection surveys. Ideally, 
the theory would be tested by performing a “before and after” experiment in which 
a seismic tomographic survey would be conducted between boreholes it was known 
did not span a cavity or tunnel, and then seismic acquisition would be repeated with 
a (known) void introduced between the wells. If the artificial cavity was produced 
by the cut-and-cover method, then the disturbed ground above the feature could 
invalidate the “before” and “after” comparison, as the soil in this zone would 
probably have lower velocity of propagation properties than the undisturbed material. 
The experiment should be carried out at a site without strong refracting horizons and, 
if a P-wave survey is planned, the experiment should be conducted at a site at which 
it is known that the water table would not act as a refracting horizon. More 
pragmatically, a small-scale, laboratory-based study could be used to investigate the 
proposed theory. This approach should be adopted with care, as it would be 
necessary to ensure that various aspects of cross-hole seismic surveying were 
modelled or accounted for in the small-scale version; for example:— that the ratio 
of the wavelength of the insonifying energy and the diameter of the target cavity was 
comparable to values typically encountered in practice; that the travel time picking 
errors, as a proportion of the observed travel times, were similar to that which is 
typically met in full-scale surveys; that the radiation pattern of the energy emitted by
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the miniature source was similar to that of seismic sources used in the field; that the 
directional response of the small-scale receivers was comparable to that of the seismic 
sensors used in the field. An advantage of a laboratory-based study is that the ratio 
RID (to use the notation of Section 4.3) could varied with ease.
An aspect of seismic tomography that has not received emphasis in this work, but 
which will affect whether the technique is adopted in site investigation practice is the 
matter of cost, and cost effectiveness. Previously, geotomography has been deployed 
principally in the nuclear waste disposal and oil industries, where the financial 
environment is rather different to that which is typical in SI. Restriction of budget 
must be considered to be a relevant factor when assessing the viability of 
geotomography in SI. An engineer who is deciding whether to commission a 
geotomographic survey must consider, inter alia:—
•  the geophysicists’ fees;
•  the hire or purchase cost of specialised equipment;
•  the depth and spacing of the required boreholes;
•  the cost of casing the wells;
•  the cost of borehole inclination surveys;
•  the necessity of quietening machines on-site during the survey.
On the question of cost effectiveness, the engineer must be satisfied that the planned 
geotomographic survey has the potential to provide the information that is sought, and 
that this information cannot be obtained by other, less expensive means.
Practical implementation o f  the method
A pragmatic, workable geotomographic reconstruction scheme was proposed in 
Section 3.4, based on numerical analyses of various possible techniques taken from 
the literature. Although this assessment of the available methods could not be 
exhaustive, it is suggested that, of the available strategies, the scheme presented in 
Section 3.4 is the most able to accommodate typical geotomographic data. Other 
techniques reported in the literature may out-perform the stated method in specific 
situations but these methods do not offer satisfactory “all-round” performance. In
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particular, the preferred reconstruction strategy is not overly affected by data errors 
and inconsistencies of the kind inherent in tomographic systems based on seismic 
measurements acquired in the field.
In practice, the geotomographic method is restricted because of the difficulty 
— indeed, usually the impossibility — of acquiring projections between points 
completely surrounding the region of interest. The phrase resolution o f structure was 
used to clarify certain ideas associated with this limitation (Section 4.2). An example 
of inadequate structural resolution was encountered in a well-to-surface-to-well survey 
at Chattenden. Here, problems arose from a deficiency in the ray coverage across 
the upper 2 m of soil, and these were solved heuristically by isolating that area of the 
tomogram from the influence of a particular sub-set of the acquired projections. The 
principle of the isolation method may have general applicability in situations in which 
swathes of cells are traversed by certain rays, whilst other cells are not; the technique 
could be converted to accommodate specific problems experienced at other sites.
A powerful tool which can help ensure that a geotomographic survey is practicable 
and, eventually, successful, is the technique of forward modelling or data simulation. 
It can be used at the earliest planning stage of a project in order to assess the overall 
feasibility of a proposed survey. It can also be used during the later, design stages 
of an approved survey to ensure that the configuration of the survey is optimal. To 
make full use of the method of forward modelling, it is important that all relevant site 
information is made available, such as water levels and anticipated geology. 
Furthermore, it is essential that the full range of relevant wave phenomena, such as 
head waves and diffraction effects, are incorporated in the analysis.
From the experience gained during the field surveys reported in the present work, 
it can be stated that, in practice, various ambiguities and complications will probably 
be encountered when interpreting a seismic velocity tomogram derived from field 
data. Chapters 5 and 6 described several analytical techniques, including forward 
modelling, and methods of data presentation which can help the process of
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understanding and interpreting a seismic tomogram. These techniques would be of 
particular use in cases in which a return visit to a site is not possible.
The problems encountered at Chattenden when conducting S-wave surveys between 
water-filled boreholes could arise at other sites. Various methods of identifying the 
presence of problematic tube wave events have been described here. These are:—
(i) the characteristic appearance of an affected tomogram, which will 
show a diagonal, high-velocity feature stretching from the shallowest 
sources to the deepest receivers;
(ii) a corresponding asymmetry in a plot of apparent velocities against 
ray angle;
(iii) common receiver gathers of the type shown in Figure 5.15 rather 
than of the type shown in Figure 5.19.
All these symptoms must be present before one can reliably diagnose the presence of 
tube waves. The best solution to the tube wave problem is to remove the fluid from 
the source borehole. In practice, it may not be possible to empty a borehole of water 
for the duration of a survey. (The casings of the wells at Chattenden were quite 
tightly sealed, and any water ingress from the clay formation would have been slow.) 
In situations in which the source borehole cannot be drained, one may be able to 
salvage useful data from the field survey by using common receiver gathers to 
identify and to discard all traces in which the indirect shear wave is seen to arrive 
before the direct shear wave.
Bois and his co-workers achieved a high level of sophistication in their solution to 
the geotomographic problem, as described in their series of seminal papers published 
in the early nineteen seventies (Bois et al., 1971; Bois et al., 1972; la Porte et al., 
1973). They recognised several of the problematic and, sometimes, limiting factors 
which can affect geotomography including, inter alia:— wave refraction; the 
assumption of two-dimensionality; stress-strain anisotropy; non-uniqueness of the 
tomographic solution; the adverse influence of outliers in the travel time data set. 
Visual comparison of the tomograms produced by Bois et al. with images presented 
in a number of more recent publications, including some of those cited in Table 2.1,
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suggests that there has not been a marked improvement in the quality of 
geotomographic images during the two decades for which geotomography has been 
applied. In this time, seismic field equipment has improved greatly: higher frequency 
seismic signals can be generated, received and recorded, and the reading precision 
of seismographs can no longer be considered to limit the accuracy of a seismic 
survey. Closer examination of some of the recent tomographic literature reveals that 
many authors have not matched the thoroughness — and, perhaps, freshness of 
approach — that was shown by Bois et al.. As has been emphasised throughout this 
work, the geotomographic problem is not clear-cut. One would be ill-advised to 
attempt to carry out seismic tomography by rote, as each site and each survey will 
present its own complications.
Although a rigid, codified approach to geotomography is inappropriate, there are 
several essential procedures which should be followed to ensure the best chance of 
success for a proposed seismic tomographic survey. At the planning stage, one 
should, as a minimal requirement:
■ be clear what information one hopes to gain from a survey;
■ gather as much relevant data concerning the site as is possible, and always 
attempt to ascertain the likely geology, including details of soil types and 
boundaries, the position of the water table, and the level of environmental 
noise (e.g. traffic);
■ decide whether a compressional wave or a shear wave survey is 
appropriate — or indeed whether it is worthwhile to make use of both modes;
■ use estimates of the seismic propagation properties of the soil to estimate 
the wavelength of the seismic energy that would be generated by the source;
■ compare the estimated seismic wavelength with the dimensions of the 
features that one would wish to resolve, and assess this aspect of the spatial 
resolution of the survey;
■ conduct thorough forward modelling exercises to determine whether the 
goal of the survey can be achieved. The available site information should be 
used to set up a numerical model of the zone of interest, and the data 
simulation routine should incorporate all relevant aspects of wave behaviour,
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■ using forward modelling, investigate suitable values, or validate selected 
values, for the borehole separation and the down-hole station spacing;
■ assess the likelihood, and possible influence, of “out-of-plane” seismic 
inhomogeneities;
■ use an estimate of the observational errors on the travel time projections 
to carry out a noise analysis of the proposed survey, based on the forward- 
modelled data;
■ confirm that the spatial, structural and velocity resolution of the planned 
survey are adequate: if any aspect of the resolution of the proposed survey is 
deficient, then the survey must be re-designed to achieve a configuration that 
is well-resolved.
If the proposed survey is considered to have the potential to provide the information 
that is sought, then the site work can begin:
■ on site, it is essential that all field procedures are of a high standard;
■ the seismic source should be capable of producing high-frequency waves 
of the required mode (P or S), which have sufficient energy that the signal-to- 
noise ratios of the recorded traces are adequate;
■ if conducting a shear wave survey, check that energy originating from tube 
waves in the source borehole does not arrive at receiver stations before S- 
wave energy which has travelled directly through the formation;
■ obtain a sufficiency of duplicated seismograph records that a statistical 
estimate of the systematic observational errors can be made later;
■ carry out borehole deviation surveys.
After the field survey is completed, and the travel time projections have been picked 
from the seismograph traces, tomographic reconstruction processing can commence:
■ examine the “raw” projection data, in the form of travel times or, more 
satisfactorily, as apparent velocity values, in order to identify rogue outliers;
■ use a reconstruction scheme which has been found to perform satisfactorily 
when tested on simulated projection data and which, preferably, does not 
demand a priori information;
■ try both “straight” and “curved” ray reconstruction. If there is little 
difference between the resulting tomograms, this suggests that straight ray
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processing is adequate. If the tomograms differ, then it is important that the 
cause of the difference is understood, so that the appropriate ray tracing 
method can be selected;
■ sketch out an initial interpretation of the distribution of seismic velocity 
properties that is represented in the field tomogram;
■ attempt to generate a similar-looking tomogram, by simulating travel time 
data across the interpretation of the velocity distribution. It is important that 
the data simulation routine incorporates an adequate model of relevant seismic 
wave behaviour;
■ check that the projection data from the field survey and the simulation 
exercise are comparable (this can be done using, for example, scatter plots of 
apparent velocity against ray angle);
■ if necessary, refine the interpretation of the field tomogram until agreement 
between it and the forward-modelled image is achieved;
■ using an estimate of the (systematic) observational errors, taken from the 
multiply-acquired seismograph records, carry out a noise analysis based on the 
simulated data in order to assess the extent of noise-induced artefacts in the 
field tomogram;
■ if difficulties are encountered when interpreting a field tomogram, useful 
insight can be derived by examining the original seismograph records. 
Common source and common receiver gathers are particularly helpful methods 
of presentation;
■ examination of the apparent velocities of the acquired projections can also 
aid the interpretation of a field tomogram. In the present work, it has been 
found that apparent velocity—depth profiles, scatter plots of apparent velocity 
against ray angle, and polar plots of apparent velocity against ray angle are 
particularly useful ways of looking at tomographic projection data.
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Chapter 8 CONCLUSIONS
This thesis has considered seismic tomography, and the rôle that it may play in civil 
engineering site investigation.
Chapter 2 presented a review of the literature of geophysical tomography. The 
following conclusions were reached:—
•  Seismic velocity tomography has been little used in civil engineering site 
investigation (SI), but it has often been applied in the nuclear waste and oil industries. 
Seismic tomography appears to have the potential to be exploited in several ways in 
site investigation practice.
•  Geotomography is a relatively recent development; earliest reports of its 
use date from circa 1972. It is an inherently complicated technique. The existing 
literature does not offer definitive guidance on reconstruction strategies appropriate 
for use in SI applications.
•  Three aspects of a seismic wave can be utilized in tomography. These 
are:— the travel time taken by the first-arriving event of the wave mode of interest 
(compressional or shear); the amplitude of this wave; and the fiill waveform of the 
received signal. Travel time and amplitude data can be analysed by assuming that a 
seismic wave propagates as a straight or a curved ray. Waveform tomography 
necessitates a more complex model of seismic wave behaviour which encompasses, 
for example, diffraction effects.
•  Despite considerable research interest in the subject, seismic diffraction 
tomography has rarely been used in practice. The principal obstacles to the adoption 
of the technique are associated with difficulties in acquiring appropriate projection 
data, and incorporating an adequate numerical model of various complex wave 
phenomena, such as diffraction, within tomographic reconstruction processing.
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•  Seismic amplitude tomography has also provoked interest, but it too has 
rarely been applied in practice. One limitation on the use of the technique arises 
from the difficulty of determining the amplitude of the signal that is emitted by a 
seismic source. Further difficulties are met when attempting to account for the 
multitude of ways by which energy can be depleted from a seismic wave.
•  Previously-reported ray-based seismic velocity tomography surveys which 
were conducted with the aim of delineating fractures within rocks, or simply with the 
aim of generating a qualitative or a quantitative “picture” of the subsurface (provided 
that one did not intend to image any cavity-like features present within the survey 
zone), have largely been successful. Success in these categories of geotomographic 
survey is, in general, the experience in the present work also.
•  Previously-reported cavity detection surveys utilizing seismic velocity 
tomography have been largely unsuccessful. In particular, the magnitude of the 
seismic propagation velocities that have been tomographically reconstructed at the 
location of voids have been an over-estimate of the seismic propagation properties of 
the material within the cavities.
Chapter 3 addressed the problem of identifying a reconstruction scheme that is 
appropriate for use in SI applications:
•  A set of FORTRAN programs were written. These included routines to 
reconstruct propagation velocities from travel time projection data, and also to 
synthesise travel time data across user-defined velocity distributions. A variety of 
reconstruction algorithms and ray tracing methods were encoded, in order to 
investigate which techniques are best suited to use in seismic velocity tomography.
•  In a comparative study, based on numerical tests, of the relative merits of 
the BPT, ART, SIRT, CG, LSQ-type and LSQR reconstruction algorithms, it was 
found that, of these algorithms, SIRT is the most suited to use in geotomography.
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•  The literature reports several variants and modifications of SIRT. It was 
found that the use of a non-unity relaxation factor did not, in general, improve the 
performance of SIRT. The use of unconstrained SIRT (that is, without any 
limitations on the magnitude of reconstructed values) was satisfactory. The use of a 
uniform initial estimate of the solution is recommended.
•  “Curved” (non-linear) ray tracing during reconstruction processing has 
been found to be advantageous in some situations. For example, in cases where 
velocity variations were sufficient that head waves formed, the use of curved ray 
processing yielded tomograms which were more geologically plausible than those 
produced under an assumption of straight ray propagation. In other circumstances, 
the straight ray approximation was found to be adequate, and the use of curved ray 
processing did not yield tomograms much different from those produced by the 
straight ray method. It is essential that a ray tracing algorithm imitates all relevant 
aspects of seismic wave behaviour.
•  Of the four ray tracing algorithms tested, the method of circular arcs (Côte 
et al. , 1988) was found to offer the most satisfactory performance, and to be most 
suited to use in practice in situations in which the assumption of straight ray 
propagation is considered to be untenable.
Chapter 4 distinguished between three aspects of the resolution of a seismic 
tomographic survey, namely spatial, structural and velocity resolution:
•  Spatial resolution analysis of a survey is concerned with the smallest 
features that can be reliably discerned in a tomographic image. This lower bound can 
be influenced by several factors:— the wavelength of the seismic energy; the level 
of observational errors in the travel time projection data; and the density of projection 
coverage, in relation to the parameterization of the surveyed zone into discrete cells.
•  The structural resolution of a survey is concerned with the ability to image 
(large-scale) objects using a particular acquisition configuration. In practice, in
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borehole-based tomography it is usually only possible to acquire projections between 
three sides, or two opposing sides, or two adjacent sides of any given rectangular 
target zone. Certain patterns of seismic propagation velocity distributions cannot be 
resolved with these geometries. The commonest acquisition geometry is the cross­
hole arrangement, which is carried out between two vertical or sub-vertical boreholes. 
This configuration is not good at resolving lateral velocity variations. Where a 
seismic velocity field is horizontally invariant, a full tomographic survey is 
unnecessary, since a simple, “parallel” scan will suffice.
•  The velocity resolution analysis of a survey is concerned with assessing the 
ability — or inability — to reconstruct correctly-valued seismic propagation velocities 
within zones of a tomogram corresponding to areas of the ground which, during the 
seismic field survey, were not insonified by first-arriving seismic energy. Common 
examples of situations in which the velocity resolution of a seismic tomographic 
survey may be deficient include surveys to image low-velocity inclusions, and surveys 
in which head waves are generated along a refracting horizon.
•  It is conjectured that the low success rate of previously-reported 
tomographic cavity detection surveys can be attributed to an inherently low resolution 
of velocity of such surveys. It is suggested that the first-arriving seismic energy to 
reach a receiver station will, under ordinary conditions, by-pass any low-velocity 
inclusions, such as cavities, which lie in the path between the source and the receiver. 
The travel time of an “indirect” arrival of this type will not be much less than that 
of a wave which had propagated in the absence of any intervening cavities. It is 
suggested that, when reconstructing from a set of travel times measured across a field 
which contains a cavity, the tomogram that is generated from the data will show, at 
most, a zone of slightly lower-than-average velocities at the location of the cavity. 
This localised depression is unlikely to be great and so it may be mistakenly attributed 
to natural, low-level velocity variations within the host medium. In cases in which 
the diameter of the cavity is such that it almost fills the span of the boreholes, the 
above analysis is probably inappropriate.
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Chapters 5 and 6 reported on a variety of full-scale tomographic field surveys:
•  Compressional (P) wave surveys carried out within dry, fractured chalk in 
order to image inclined faults were found to be effective; the interpretation of the 
resulting tomograms was, in part, confirmed by subsequent excavation. P-wave 
surveys conducted at sites where ground water was present were complicated by the 
propagation of first-arriving P-wave energy within the saturating fluid. For example, 
P-wave velocity tomograms of a second chalk site showed a “two-layer” pattern. The 
lower layer coincided with the water table, of which it is presumed to be an image. 
In the case of near-surface P-wave surveys at a saturated clay site, the reconstructed 
P-wave velocities values were the speed of propagation of sound in water.
•  Shear (S) wave surveys conducted at the clay site were considered to have 
been complicated by the generation and propagation of tube wave energy within the 
column of water in the source borehole. Calculations suggested that this energy 
propagated to the base of the host well, where it gave rise to shear waves which, 
under certain circumstances, arrived at a receiver before the “direct” shear wave from 
the source. Affected tomograms showed a high-velocity diagonal strip stretching 
from the shallowest sources to the deepest receivers. A S-wave survey conducted 
between air-filled boreholes yielded a tomogram in which this feature was absent.
•  At a site which displays an elliptical variation of seismic anisotropy for the 
utilized wave mode, cross-hole acquisition of P- or Sh-waves will give rise to travel 
time projection data indistinguishable from those that would be acquired in a survey 
(at an isotropic site) between parallel boreholes separated by a mismeasured distance. 
In both cases, a polar plot of apparent velocity at the angle of inclination of each 
(straight) projection would display an elliptical trend.
•  Two methods by which elliptical anisotropy of seismic properties can be 
accommodated in geotomographic processing have been presented. These methods 
require a priori estimates of the degree of elliptical anisotropy within the surveyed 
zone. Under the global method, a single estimate of the anisotropy is assumed to be
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active throughout the imaged region; under the local method, differing estimates of 
the anisotropy can be specified for different areas of a tomogram.
•  When planning a geotomographic survey, forward modelling (that is, data 
simulation followed by tomographic reconstruction of the synthetic data) can be used 
to investigate whether the technique has the potential to provide the information that 
is sought from the survey. It is crucial that the velocity field that is used in a forward 
modelling exercise includes all known, or anticipated, geological features at the site, 
including the water table (in the case of P-wave surveys). It is also essential that the 
data simulation procedure mimics all relevant aspects of seismic wave behaviour. 
The significance of potentially limiting factors such as observational errors and 
resolution considerations should be assessed when planning a survey.
•  Forward modelling is a valuable tool in the process of interpreting a 
velocity tomogram. Data simulation across the preferred interpretation of the seismic 
velocity field, followed by tomographic processing using the chosen reconstruction 
scheme should yield a tomogram which is similar to the original image. In order to 
be of value, it is essential that a forward modelling exercise that is to be used to 
validate a field tomogram should incorporate a data synthesis routine which 
encompasses all relevant seismic wave phenomena which could have arisen on-site.
•  Experimental data presented here are consistent with other published results 
in which it is observed that soil is stiffer at small strains than at large strains. 
Specifically, it has been found that shear moduli calculated from seismic wave 
propagation velocities (under an assumption of elasticity) are greater than shear 
moduli determined in undrained, unconsolidated triaxial tests incorporating local axial 
strain measurements. The tests were conducted on London Clay. Moduli were 
normalised by the estimated mean effective stress in situ, in the case of the seismic 
data, and by the mean effective stress before shearing, in the case of the laboratory 
data. It has been assumed, but it has not been shown, that strains associated with 
seismic waves are less than 10“^%.
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APPENDIX A
Notes on the tomographic software 
implemented in this work
The tomograms presented in this work were processed using a tomographic 
reconstruction package called XH, which was developed and written by the author. 
The package included facilities allowing:— data input, file management, tomographic 
reconstruction, forward modelling, analysis of results, presentation of tomographic 
images and printing of tomograms. “Straight” and “curved” ray reconstruction and 
data simulation were available. Three routines in XH were not original. These were 
the routines used for:— singular value decomposition; conjugate gradients; and 
contouring.
XH ran on a Hewlett-Packard 9000 Series Model 330 workstation. The package 
was written in FORTRAN 77 with a menu-driven user interface incorporating GKS 
graphics. The package had a modular structure, with separate FORTRAN programs 
assigned specific tasks. These individual programs communicated information via 
external data files. The FORTRAN programs were controlled and multiple 
processing requests were queued using a further program which was written in the 
shell programming language that is available within the UNIX operating system.
As with all software, the possibility exists that errors were present in the code. 
Such errors would have affected the reconstructions presented in this work. Several 
techniques, of varying degrees of effectiveness, were used to validate the code. 
Firstly, tomograms generated from simulated data were examined for their overall 
plausibility. Secondly, a range of calculations were checked by hand. In addition, 
matrix-based operations were checked against results from the MATLAB software 
package, which incorporates a subset of the EISPACK and LINPACK routines. 
Thirdly, an opportunity arose to compare the performance of the XH code with 
results generated by a geotomographic package that is available on the commercial 
market. The field data used to generate the tomograms published in Smith and Dyer 
(1990) were made available by Soil Mechanics Limited. When applied to these data, 
XH produced images which were strikingly similar to those given by Smith and Dyer.
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APPENDIX B
The ray equation and the eikonal equation
In this Appendix, expressions for the equation of a ray and the equation of 
a wavefront (the eikonal equation) are presented. Both forms have been 
utilised by various authors as the basis for algorithms in which rays are traced 
by the method of ray shooting (refer to Sections 2.3 and 3.2). The ray 
equation can be derived from Fermat’s principle, which is stated here for 
completeness. The eikonal equation can be derived using the geometrical 
definition of a wavefront as the surface that is normal to a ray. Full 
derivations not presented here, as most textbooks on optics provide detailed 
descriptions of both equations (for example, refer to Bom and Wolf, 1965, or 
Stavroudis, 1972).
Fermat’s principle of least time can be paraphrased with the statement that 
a ray will follow the quickest path between two points. The principle is 
represented more fully with the statement that the acoustical path length 
between two points is a minimum along the ray between those points, provided 
the ray travels within a limited neighbourhood such that it does not intersect 
other ray paths in transit (Bom and Wolf, 1965). (The necessity of the latter 
condition can be understood by considering the status of a focal point of a 
lens.) The acoustical path length, P, of a ray between A and B is defined by:
P = |n ( j) .d s  [B.l]
where n(j) is the refractive index of a medium having propagation velocity 
properties v(j), relative to a datum velocity value, c; and the distance s is the 
length measured along the ray. The acoustical path length of a ray between 
A and B is equivalent to the transit time, t, of the ray between those points, 
since (Bom and Wolf, 1965):—
B B B
I n(f).dj = I  (c/v).dj = j  c.dr [B.2]
It follows that the ray between two points for which the acoustical path is 
minimised is also the least-time path.
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The use of the Euler equation to find an extremum of Equation [B. 1] yields 
a differential equation termed the ray equation (Stavroudis, 1972):
A ( n .^ )  = Vn [B.3]ds OS
where r  is the position vector for a point on the ray.
The eikonal equation specifies the equation of a wavefront in an isotropic 
medium. For a wavefront to be orthogonal to a ray, the following cross 
product should be satisfied:
V X (n .^ )  = 0  [B.4]OS
where dr/ds is the unit vector which is tangential to the ray. Hence, there 
must be a function S(r) for which:
n . ^  = VS [B.5]ds
The squaring of [B.5] yields the eikonal equation of the wavefront in terms of 
the surface S(r):
IVS^I = n2 [B.6]
The characteristics of this non-linear equation are rays (Cerveny et aL, 1974).
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APPENDIX D
Modification of a * Bison’* shear hanuner 
to allow accurate triggering
The following modifications were made to a “Bison” shear wave hammer (Model 
1465 — 1) to attempt to trigger a “Terraloc” seismograph at the instant at which the 
hammer shuttle strikes the anvil of the “Bison”.
The basis of the modification is the use of a proximity switch which functions by 
the Hall effect (H.E). To form the trigger, a Hall effect switch is attached to the 
anvil, and a steady voltage is applied across the H.E. device. A magnet is attached 
to the shuttle. WTien the H.E. device and the magnet come into close proximity 
(<  5 mm), the output voltage from the H.E. element switches from zero volts to the 
voltage applied across the device. A step-like voltage change of this type can be used 
to trigger a “Terraloc” seismograph. The speed of response of the Hall effect device 
is less than 100 ns (source: Radio Spares (R.S.) Data Sheet 5500).
Figure D-1 shows the spatial arrangement of the modifications that were made. 
Figure D-2 presents the circuit diagram of the configuration. Two Hall effect devices 
and two magnets are used — one at each end of the “Bison” hammer. In this way, 
a modified “Bison” can be used in both “up” and “down” mode.
The following components were used:—
•  two Hall effect I.C. switches (R.S. 307-446)
•  two centre pole magnets (R.S. 260-369)
•  six-core cable (minimum length: sufficient to reach base of borehole)
•  two on/off switches
•  one red L.E.D. (power on/off indicator)
•  two green L.E.D.s (indicators for selection of “up” or “down” mode)
•  A.B.S. circuit box
•  one 9 V battery (PP3)
•  double-core cable (sufficient to reach seismograph trigger port)
•  rubberised sealant (to encapsulate the H.E. devices for water-proofing)
•  rubberised adhesive (to attach the encapsulated elements to the anvü)
•  method of mounting the magnets to the shuttle (e.g. shaped wooden blocks)
Notes
(i) The Hall effect devices are sensitive to the polarity of the magnets, and so these 
should be installed with the correct orientation. During assembly, one should ensure 
that the H.E. elements and the magnets are fixed in positions which will result in the 
optimum sensitivity of the switch.
(ii) The magnets should be mounted such that, when the shuttle is in contact with the 
anvil, the magnet and the encapsulated Hall effect device are almost touching. This 
will reduce wear and tear on the protective encapsulation material.
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(iii) If one wishes to make these modifications permanent, one may decide to run the 
various wires through the body of the “Bison”. This should be attempted only with 
great care, as the “Bison” unit includes a network of ducts which carry oil for the 
pneumatic clamping system. In the prototype developed by the author, cables were 
run along the outside of the hammer. These were secured and protected with the 
rubberised adhesive that was also used to attach the H.E. elements. This proved to 
be most adequate and robust in the field.
(iv) A potential weakness in the design is that the seismograph is triggered as the 
active Hall effect element and its corresponding magnet become separated, as well as 
when these elements approach each other. The selection switch is included in the 
configuration to ensure that the seismograph need not be activated as the shuttle and 
anvil separate at the start of a shot. No multiple triggering due to unexpected 
division of the H.E. device and magnet was encountered: in “down” blow mode, no 
“bounce” of the shuttle was experienced; in “up” blow mode, it was easy to hold the 
shuttle, via a rope, firmly against the anvil for the time necessary to store the 
seismographic record to disk.
Validating the trigger modification
The accuracy and reliability of the H.E. trigger switch should be investigated using 
an independent timing mechanism but, due to various unavoidable circumstances, a 
full validation of this type could not be performed. It is possible to gain an indication 
of the performance of the modified “Bison” hammer using seismic data acquired at 
Chattenden. Specifically, travel times measured in the tomographic survey between 
BH 1-3, in which the modified “Bison” was used, can be compared with travel times 
measured in the parallel survey (between, BH 1-3), in which the unmodified “Bison” 
was used (refer to Table 5.1).
Table D-1 presents the S-wave travel times acquired in the tomographic survey and 
the parallel scan, for instruments at an elevation of 5 m below ground level. The 
Table gives measured travel times for S-waves travelling between the “Bison” source, 
clamped in BH 1, and a vertical geophone receiver installed 15 m away, in BH 3. 
The Table shows (absolute) travel times for the following cases:—
(i) triggering by a geophone strapped to the body of the hammer;
(ii) triggering by a hydrophone suspended in the borehole fluid above
the hammer;
(iii) with a Hall effect trigger switch attached to the hammer.
The differences between the times reported in Table D-1 are likely to have been due 
to one or both of the following factors:— (i) triggering errors; (ii) “picking” errors 
caused by misreading the first break of the seismic arrival. It is suggested that the 
relatively small timing fluctuations, of up to ±0.5 ms approximately, can be 
attributed to mis-picking the S-wave arrivals. It is suggested that the gross timing 
variations, of 10 ms and more, can be attributed to mis-triggering.
The geophone trigger was simple to use. However, the rattle of the shuttle, when 
in motion, sometimes caused a triggering signal to be sent prematurely to the
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seismograph. The hydrophone trigger was less convenient. The cable, from which 
the sensor was suspended, frequently became entangled with the rope that was used 
to operate the hammer shuttle. The hydrophone often triggered the seismograph 
when the operator was adjusting the rope in preparation for a shot. No problems 
were encountered when using the H.E. switch trigger (see Note (iv) above).
Results presented in Chapter 5 (specifically, the Sv-wave velocity—depth profiles 
given in Section 5.2.1.4) suggest that the modified “Bison” system gives travel times 
which are consistently lower than those obtained when using the e.m. hammer 
system. Without further measurements, an attempt to account for this discrepancy, 
or to state that either system gives the correct arrival time, would be conjecture. 
Nevertheless, the modification of a “Bison” hammer to include an H.E. switch 
appears to provide a robust, reliable and, most importantly, a suitably accurate 
triggering system (to within the requirements of cross-hole seismic surveying).
Table D-1
Comparison of three methods of triggering a “Terraloc” seismograph from a “Bison” 
hammer: shear wave travel times, and apparent velocities, between a “Bison” shear 
wave hammer in BH 1 and a vertical geophone in BH 3, both at 5 m below ground 
level, at Chattenden.
TRIGGER
TYPE
Observed 
travel 
time (ms)
Apparent
velocity
(m/ms)
85.53 0.175
85.99 0.174
geophone 86.00 0.174
108.04 0.139
211.22 0.071
222.03 0.068
169.43 0.089
181.97 0.082
hydrophone 188.03 0.080
207.51 0.072
221.90 0.068
247.98 0.060
84.81 0.177
84.92 0.177
H.E. switch 85.25 0.176
85.58 0.175
85.59 0.175
85.96 0.174
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Figure D-1 Views of a modified “Bison” hammer:—
(a) side view of upper hammer; (b) front view of upper hammer; 
(c) side view of upper anvil; (d) section showing upper anvil.
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Figure D-2 Schematic representation of the circuit used to trigger the “Terraloc” 
seismograph from the H.E. switches attached to the modified “Bison” hammer
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APPENDIX E
Description of the method of step-wise refraction
The method of step-wise refraction for ray tracing, investigated in Section 3.2, is 
based on an approach described by Langan et al. (1985). A brief summary of the 
method is set out below.
Let s indicate the path length along the ray. Let r/(r) be the unit vector which is 
tangential to the direction of the ray at position r. Let c(r) be the velocity of 
propagation at r. Using this notation, the ray equation (Equation [B.l] of 
Appendix B) can be written as:
[E.l]d 1 dr = V, 1 "ds c(r) ds r _c(r)_
Double integration of [E.l] yields an expression for r(j):
r(î) = r + )) f . c(rQc(r<) .ds^
S '
l« .1  [ V , c(r'0 [E.2]
where r^ is the position of the source of the ray, and % is a unit vector expressing the 
direction of the ray as it emanates from the source. The primes in [E.2] indicate 
variables for integration.
Langan et al. considered the case in which the velocity c(r) can be described by:
c(r) =  c. +  X.r [E.3]
where c. is the velocity of wave propagation at the origin, and the velocity gradient 
vector, X, is given by:
X =  V, (c(r)) [E.4]
The second integral in Equation [E.2] requires an expression for the reciprocal of the 
velocity, c(r). Langan et al. used a Taylor expansion to obtain an approximate
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expression for the slowness, and neglected terms higher than the second order in X:
+ O(X') [E.5]1 _ 1 c(r) c .
r • 2
1 - x.r -h X.rc . c7
This approximation assumes that the velocity gradients are not large. That is, the 
method is applicable to cases for which:
I (X.r/c.) I <  1 [E.6 ]
Differentiation of Equation [E.5] gives an expression for the slowness gradient:
1 ' 1 _ ^  + 2X X.r_c(r) c . c . c . c . + O(X') [E.7]
It is assumed that the velocity is known at the point r ,^ and that it has the value c^ . 
Equation [E.2] can then be expanded using substitutions from Equations [E.3] and 
[E.7]. This results in the expression:—
i(s) = To
Xs^
6cJ
2 c.
[E.8]
To implement this step-wise ray tracing method across a series of discrete cells. 
Equation [E.8] could be applied successively, at each cell that is encountered, by 
treating the local point of entry into a cell to be the point r^ ,. However, Equation 
[E.8] is not in a form that is convenient for numerical application. Fortunately, 
Equation [E.6] can be extended to generate an approximation of [E.8] which does 
allow a numerical approach. (Henceforward, the subscript O will indicate reference 
to the local point of entry of a ray, for a particular cell.) Let the dimensions of each 
cell be X and Y. If the change in velocity across a cell is small, that is if:
|X|v^x2+y2 [E.9]
then Equation [E.8] can be re-written excluding terms of the second order and higher 
in X:
-4 2 0 -
r(5) = 2c.
+ V  + r + 0(K^) [E.IO]
Recalling that the tangent to the ray, i/(r), is given by the derivative of r(s) with 
respect to 5 , then the direction of the ray can be determined from [E.IO] by 
differentiation:
V(s) = Vo 1 + (\.V)s \ sCo 0{\^) IE. 11]
The travel time along the ray path can be determined by integrating a suitable time- 
distance equation which relates travel time to velocity of propagation and the distance 
travelled. This integration, neglecting terms higher than the first order in X, yields 
an expression for the accumulated travel time, t(j) along an arc of length s:
t(s) = s 1 -
1 .
+ 0 (XJ [E.12]
Equation [E.IO] is a quadratic which expresses the position of the ray, r(5), in terms 
of the arc length along the ray, s. The point of egress of the ray from a particular 
cell can be located by determining the minimum positive value of s which satisfies 
Equation [E.IO]. It is necessary to consider all four sides of the cell: exit is most 
likely to occur via the side through which the straight ray would emerge and, in 
practice, this side is considered first in the search. By repeatedly applying the three 
equations [E. 10], [E. 11] and [E.12] for each cell encountered, and by setting the point 
of egress from one cell to be the point of entry into the next cell, a ray can be traced 
progressively across the cellular velocity field in a step-wise fashion.
Some discussion of the velocity-gradient vector X is required. In planar 
tomography, X will have two components; specifically, the velocity gradients in the 
X- and the y- directions. It is usual for reconstruction cells to be rectangular (say, X 
by Y) and for the sides of cells to be parallel to the Cartesian axes. In this case, X(l) 
for a cell can be determined as, for example:
X(l) =  (Vw+,rVo,M,)/ 2X [E.13]
where V is a two-dimensional array containing the cell velocities ordered to 
correspond with their appropriate spatial locations, and a conventional (I,J) notation 
is used to denote an array element. A similar expression can be determined for X(2). 
It is necessary that the inequality in [E.9] is not violated as each new cell is 
encountered.
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APPENDIX F
Description of an implementation of the method of 
simulated annealing to trace minimum travel time rays 
across a cellular velocity field
The method of simulated annealing was originally introduced by Metropolis et al. 
(1953) to determine equations of state for cooling substances. The basis of the 
method is the observation that a liquid that is cooled (annealed) slowly will form a 
more regular crystalline structure than will a similar liquid that is cooled rapidly: at 
any temperature, the molecules must be given the opportunity to assume a low- 
energy, crystalline configuration. Metropolis et al. introduced a numerical algorithm 
to achieve a slow-cooling model. Their approach took the following form:—
Stage:
(i) the initial configuration of the molecules is specified
(ii) a random change in the configuration is proposed
(iii) the change in energy, dE, that would be caused by this alteration 
is calculated
(iv) if ÛE is negative, the proposed change is implemented; if 6E is not 
negative, the change is implemented only if a random number (between 
0 and 1) is less than exp(—dE//:7), where T is the current temperature, 
and k  is Boltzmann’s constant
(v) Stages (ii), (iii) and (iv) are repeated in sequence, until a sufficient 
number of changes have been successfully generated and accepted at 
Stage (iv)
(vi) the temperature, T, is then reduced, and the procedure is repeated 
from Stage (ii), at the new, lower temperature.
The key aspect of the Metropolis algorithm is the possibility of making, at Stage
(iv), a change to the system that increases the energy of the system. By virtue of this 
strategy, the method is unlikely to become “trapped” numerically by any local minima 
which could prevent the determination of the global optimum. Geman and Geman 
(1984) presented a proof of the convergence of the Metropolis algorithm to the 
minimum energy state, given adequately slow “cooling”.
The form of the function exp(—dE//:7), for non-negative dE, is significant. If 
then exp(—dE/^7) is almost unity, and so a random number between 0  and 
1 will probably be less than exp(—dE/^7). As dE exceeds kT, the exponential 
function tends to zero. When ÙE>kT, it is improbable that a random number 
between 0 and 1 will be less than the (low) value of exp(—dE/^7) in this case.
Kirkpatrick et al. (1983) discussed how the Metropolis algorithm can be generalised 
to be applied to any problem in combinatorial optimisation. In particular, they cited 
the well-known problem of the “travelling salesperson”, in which a salesperson must 
travel to all points on an itinerary by following the shortest possible route. The
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physical basis of this problem is quite different to that of a cooling liquid. 
Nevertheless, there are strong analogies between the two problems. By determining 
which parameters of a specific optimisation problem can be regarded having 
correspondence with the system configuration, energy and temperature of the cooling 
problem of Metropolis et ah, the Metropolis algorithm can be applied in situations 
which are fundamentally dissimilar to the cooling problem. The term “simulated 
annealing” is widely used to describe the method of Metropolis et ah. Simulated 
annealing has been applied elsewhere in geophysical data processing, for example to 
generate velocity—depth profiles from seismic reflection data (Basu and Frazer, 1990; 
Mosegaard and Vestergaard, 1991; Sen and Stoffa, 1991). Rothman (1986) used a 
variant of the Metropolis algorithm to determine statics corrections (timing 
adjustments) to be applied to seismic reflection data.
Tracing minimum travel time rays across a velocity field is a problem in 
combinatorial optimisation: the journey time of the ray is required to be minimised, 
and the ray could follow any path across the field, such that it starts at the source and 
ends at the receiver. A method of solving the ray tracing problem using simulated 
annealing has been developed by the author. To achieve this, it was necessary to 
“translate” the ray tracing problem into a form that is appropriate to solution by the 
method of simulated annealing.
The parameter to be minimised is the travel time of the ray from source to receiver. 
Thus, the travel time of the ray is a homologue of the energy {E) in the cooling 
problem of Metropolis et ah . The system configuration is the disposition of the ray 
across the velocity field. Making a change to this configuration will cause a change 
to the travel time of the ray: this process is comparable with generating and 
calculating dE. A homologue of the temperature, T, of the system is less obviously 
defined. In the ray tracing problem, the “temperature” of the system is a control 
variable having dimensions of time. Initially, the magnitude of this variable should 
be greater than that of any positive “energy” change, dE, that would be generated by 
a change to the ray configuration; when this condition is met, the value of the 
function exp(—dE/7) will be near to unity. A method to determine an appropriate 
value for the “temperature” of the ray tracing problem is described later. (Since both 
dE and T  are equivalent to time-based parameters, (—dE/7) is dimensionless. There 
is no requirement to introduce a parameter to correspond with Boltzmann’s constant.)
Some restrictions are necessary in order to formulate the ray-bending problem in a 
tractable manner, as it would not be practicable to consider all routes between a 
source and receiver. The constraints are concerned with the shape of the rays, but 
it is intended that the restrictions should not prevent the generation of any form of ray 
path that is commonly encountered in geotomographic surveying. In a cross-hole 
seismic scan, a first-arriving wave is unlikely to “double back” in a horizontal 
direction at any point along its route. However, a U —shaped or a n  —shaped ray 
path will be common. Therefore, a ray-bending algorithm for use with cross-hole 
geometries may allow a ray to be “flexible” in the vertical direction, but “inflexible” 
in the horizontal direction. Hence, in the simulated annealing ray tracing algorithm, 
rays are constrained to move, in sequence, from column to column of the cellular
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velocity field. Each ray may intersect once only with a particular column of cells. 
This point of intersection can occur at any point iong  the length of that column, with 
the restriction that the endpoints of the ray intersect the source and receiver positions. 
These conditions are illustrated in Figure F-1. (Restraints which concern passage 
between vertical columns would require adjustment when using the method with a 
well-to-surface acquisition geometry (refer to Figure 2.1).)
The initial configuration of the ray path is set to be the straight ray from source to 
receiver. Random changes to the ray shape (that is, Stage (i) of the Metropolis 
algorithm) are generated in two steps. Firstly, a random number is used to select a 
column of reconstruction cells lying between the source and receiver. Secondly, 
another random number (between -1  and + 1) is used to determine the proposed 
change in the vertical position of the point of intersection of the ray with the column 
of interest. (The magnitude of the permissible change in vertical position is restricted 
to not exceed a proportion of the overall straight ray length. By this means, trial ray 
configurations usually remain inside the borders of the tomogram.)
The difference between the travel time along the ray with the new proposed 
configuration and along the ray with the existing configuration is calculated. This 
value corresponds to dE. If (dE<0), the change in the position of the ray at the 
chosen column is accepted and implemented. If (dE>0), the change is accepted if:
T?3 <  exp(—dE/7) [F.l]
where is a third random number, between 0 and 1 in value. (“Random” numbers 
were generated with a library function on the computer used; this proved adequate in 
practice.)
Stages (ii), (iii) and (iv) of the Metropolis algorithm are re-applied many times, with 
T  fixed at a particular value. This repetition is important because, by this means, the 
system is provided with the opportunity to search for and to assume a low (or, 
ideally, the minimum) “energy” state for that particular “temperature” . When an 
adequate (see below) number of changes to the ray configuration have been 
implemented at a particular “temperature”, then T is reduced. Stages (ii), (iii) and
(iv) are repeated, many times, at each new, cooler “temperature”.
The frequency and extent of the “temperature” reductions is termed the annealing 
schedule. The magnitude of the “temperature”, at each stage, is critical. It will 
dictate whether or not the second category of change to the system (that is, when 
dE^O) will occur frequently. In practice, the choice of annealing schedule is 
arbitrary. A variety of advice — some of it conflicting — on the optimal 
specification of an annealing schedule is offered in the literature. The consensus is 
that it is important to start from an adequately high temperature, and to allow cooling 
to proceed sufficiently slowly (refer, for example, to:— Nulton and Salamon, 1988; 
Geman and Geman, 1984; Sen and Stoffa, 1991; Kirkpatrick et ah, 1983; Rothman, 
1986). Various authors have recommended different starting temperatures, and some 
have suggested that “jumps” can be tolerated in the annealing schedule, in order to
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reduce processing times. The use of trial-and-error methods to identify a suitable 
annealing schedule for each case is widely advocated, despite the high C.P.U. 
demands of this approach (for example: Rothman, 1986; Basu and Frazer, 1990; Sen 
and Stoffa, 1991; Mosegaard and Vestergaard, 1991).
A relatively straightforward approach to the problem of determining an annealing 
schedule, based on the recommendations of Kirkpatrick (1984), has been adopted in 
this work. Kirkpatrick suggested that a suitable starting “temperature” is the “melting 
point”, Taxciu of the system. Kirkpatrick defined a system as being in a “liquid” state 
if T  is such that 80% or more of a set of proposed random changes to the system 
would be accepted at Stage (iv) of the Metropolis algorithm, at that “temperature” . 
As encoded for this work, the method of Kirkpatrick has taken the following form. 
The travel time for the straight ray from source to receiver is determined. The initial 
estimate of the “melting temperature” is set to a fraction of this value. Increasing 
values of T are investigated in order to identify the value, which would cause 
at least 80 out of 100 proposed changes to the ray path to be accepted at Stage (iv) 
of the Metropolis algorithm. is used as the starting value for T  in the search for 
the minimum travel time ray between a source-receiver pair. After completion of a 
number of cycles of Stages (ii), (iii) and (iv) of the Metropolis algorithm (for 
example, at least 100 cycles) the value of T is reduced by a set amount (for example, 
to 90% of its current value). Kirkpatrick suggested that if the value of E  is observed 
to be dropping rapidly, the rate of cooling should be reduced. This avoids the 
generation of “frozen-in” imperfections of the kind described by Nulton and Salamon 
(1988). Kirkpatrick recommended that processing should be halted when no change 
to the system is made at three successive “temperature” levels.
PERMUTED CROSS-HOLE RAY SHAPE FORBIDDEN RAY SHAPE
Figure F-1 Representations of the forms of ray which are permitted and which are 
not permitted when using simulated annealing to trace rays for a cross-hole geometry.
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APPENDIX G
Description of the global and local methods of accommodating 
elliptical seismic anisotropy in tomographic reconstruction
The global method acts by adjusting the travel time data before reconstruction 
processing commences. The method is, therefore, implemented as a “prefix” routine 
which is applied before invoking any of the reconstruction algorithms considered in 
Section 3.3. The local method acts by adjusting cell velocities individually. The 
technique is, therefore, easily incorporated within implementations of ART and SIRT.
The global and the local methods are presented below with the assumption that ray 
paths are straight. Under this assumption, the angle of inclination of a ray is obvious. 
In a “curved ray” reconstruction, the angle of inclination of a ray within a cell can 
be determined, but this is a less trivial task. The notation of Sections 3.3 and 6.4 is 
used.
Global method
In the global method, all the travel times in a projection data set are adjusted to 
“remove” the effects of anisotropy before reconstruction processing begins. The 
global method is implemented as follows:- Estimate suitable values for and Vj, 
from a polar plot of the field data set. Define an anisotropy factor, k, where:
k =  Vfa/V, [G.l]
It is assumed that this anisotropy factor is global. That is, it is assumed that the 
factor describes the level of anisotropy across the whole of the surveyed region. 
Substituting [G.l] into Equation [6.4.1], and rearranging, yields:—
" {03s^4> +
Each observed, “anisotropic” travel time, toi, is adjusted to a “non-anisotropic” 
travel time, t \ ,  using the following procedure. The apparent group velocity, V ;^, of 
the i^ projection is given by its apparent velocity:
V,i =  fi/toi [G.3]
where is the (straight line) source-receiver separation for that ray. Substituting 
[G.l] and [G.3] into [G.2] results in an equation in fj, toi, K and V .^ From this, 
a value for can be calculated. The adjusted or effective travel time, t \ ,  for a 
particular ray at angle 0  is obtained with the relation:
t'i =  fi/V, [G.4]
Tomographic processing using these modified data will yield a tomogram of the 
seismic wave propagation velocity properties in the vertical direction.
-426-
Local method
The “local” method of geotomographic reconstruction, introduced here, eliminates 
the potentially restrictive assumption that a single anisotropy factor must apply across 
an entire tomogram. This facility would be of use if, for example, one suspected that 
a layer of strongly anisotropic material was overlain by a weakly anisotropic or 
isotropic layer. The local method requires that separate anisotropy factors are 
specified a priori for each reconstruction cell in the tomogram. In practice, identical 
anisotropy factors would probably be assigned to sizeable blocks of neighbouring 
reconstruction cells.
Let Vvj be the reconstructed velocity of vertical wave propagation within the 
reconstruction cell. Let v^ j and v j^ indicate the propagation velocities, within the j*** 
cell, in the horizontal directions and at ray angle 0  to the horizontal, respectively. 
Let kj be the (known or assumed) anisotropy factor for the cell, such that:
= Z li [G.5]
v .j
Define a further anisotropy parameter, for a ray at angle 0 within the j**" cell 
(refer to Equation [G.2]):\ [G .g
\cos^ <f> + kj sin^ <^ )
Substitution of [G.5] and [G.6] into an equation having the form of [6.4.1] yields: 
v*j = *'^ j.Vvj [G.7]
Using Equation [G.7], one can translate between the (reconstructed) phase velocity 
for vertical wave propagation, within the region of a cell, and the (observed) group 
propagation velocity of a ray at angle <j>.
The cell slowness correction factors used in both ART and SIRT require calculation 
of (Pi—tj(q)), where p^  is the picked travel time of the P  ray and tj(q) is the theoretical 
travel time for the i* ray, as calculated across the q*^  estimate of the reconstructed 
image (Section 3.3.1). It is assumed that the value of p; is (irretrievably) affected by 
anisotropy. One must incorporate the supposed influence of anisotropy when 
calculating ti(q), in order that the two are compatible. The value of ti(qj is given by the 
sum of the travel times of segments of the i^ ray, at angle across the grid of n 
reconstruction cells:
W  = t  [G.8]
where d;j is the length of the i* ray that lies within the cell.
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Substituting the modified value for tj^ qj, calculated from Equation [G.8], into 
Equation [3.3.2] (for ART) or into Equation [3.3.6] (for SIRT) will result in a cell 
slowness correction value which is associated with the group velocity at ray angle 0 . 
That is, the cell correction value will incorporate the influence of anisotropy. Each 
cell correction value must be adjusted to remove this effect before it is used to update 
the estimate of the cell velocity (that is, Vyj).
For ART, Equation [3.3.3] can be re-written as:
(where C;j(q) is as defined in Equation [3.3.2]). Substitution of Equation [G.7] into the 
preceding relation gives:
1 1 [G.IO]
^F^vj(q+1) *^j*^ vj(q)
Rearranging:
[G.ll]
vj(q+l) vj(q)
Equation [G .ll]  expresses the ART algorithm incorporating the local method of 
anisotropic compensation. It would replace Equation [3.3.3] in a modified 
implementation of ART.
For SIRT, a slightly different line of argument leads to a similar result. In SIRT, 
each ray, i, is used to determine a slowness correction, within a particular cell, 
j (Equation [3.3.6]). Cy(q) is a function of (p;-t;(q)) and is, therefore, affected by 
anisotropy. The cell correction, Cj^ q), that is actually applied to the cell is the average 
of the cell corrections, C ^^qj, that are due to the various rays that cross the cell 
(Equation [3.3.7]). The influence of anisotropy is ray-angle dependent and so will 
vary for each ray in the population used to form C j(q ). If the effects of anisotropy are 
to be “removed”, then the cell correction values, Qj^ qj, must be modified before Cj^ q) 
is calculated. A suitable modification to C^^q) can be derived as follows. The cell 
slowness correction due to a particular ray can be thought of as:
C w  = 7 ^ - 7 ^  [G.12]
ÿ  new 4> old
where v^ ^ ew is the velocity that a ray crossing the cell at angle (j) would possess if the 
cell slowness correction due to the ray, Cy(q), were to be applied to the cell. The 
velocity v^ is the velocity of the ray across the cell before application of the cell 
correction. We wish to identify a modified cell slowness correction, Cjj^ qj', such that:
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C m  = 7 ^ - 7 ^  [G-13]
V new V old
where ou and new are vertical propagation velocities before and after application 
of the cell slowness correction Cij(q)'. Substitution of the relation expressed in 
Equation [G.7] into Equation [G.12], and further substitution into Equation [6.4.14] 
yields the following result:
Q j(q)' ~  'Q j(q ) [ G .1 4 ]
To eliminate the local effects of anisotropy when using the SIRT algorithm, Equation 
[G.14] should be incorporated within an implementation of SIRT as an additional 
stage between application of Equations [3.3.6] and [3.3.7]. (It is emphasised that 
v^ newj Vvnew s^d Vy «Id huvc no cxistcnce within the SIRT algorithm: these
parameters are adopted here only for conceptual convenience within this explanation.)
(Note: Implementation of the global or local methods specified above would result 
in a tomographic image of the velocity of seismic wave propagation in the vertical 
direction (i.e. V J. An image of Vj, may be preferred. This could be derived by 
means of some quite straightforward alterations to the methods given above. 
Alternatively, an image of Vi, can be obtained by multiplying the reconstructed values 
in the tomogram by the appropriate anisotropy factor, that is, the assumed ratio 
Vh/Vv for the cell or tomogram.)
To study the influence of anisotropy at a site, it is useful to possess the facility to 
replicate and to quantify anisotropic effects in a forward modelling (data simulation) 
exercise. It is a straightforward task to include a “k—factor” model of anisotropy in 
forward modelling schemes. Both the global (one value only) and the local (many 
k—values) methods can be adapted for use in travel time synthesis routines.
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APPENDIX H 
Details of laboratory testing procedures
Soil samples taken from 1, 9, 13 and 15 m below ground level at Chattenden were 
made available by the Building Research Establishment. The specimens were of very 
stiff clay, with occasional shell fragments, selenite crystals, fossilized worm tracks 
and vertical and horizontal fissures (some stained). The samples from 7 and 9 m 
were brown London Clay and those from 13 and 15 m were grey London Clay.
Sampling
Soil specimens were obtained using the thin-wall sampling technique that has been 
described by, for example, Harrison (1991). The steel sampling tubes were 700 mm 
long, with an internal diameter of 97 mm and a wall thickness of 1.6 mm. The angle 
of the taper on the cutting edge was 12.5°. There was no internal clearance (i.e. the 
cutting edge was of diameter 97 mm, also).
Aspects of the sampling techniques used at Chattenden deviated from the 
recommendations given by Harrison concerning thin-wall acquisition. For example:
•  water was added whilst advancing the bore to the next sampling elevation;
•  the base of hole was not cleaned and levelled before taking a sample;
•  the thin-walled tube was driven into ground more rapidly than recommended;
•  the tube was driven with a jerked motion rather than a continuous pushing motion;
•  there was no relaxation time before removing the tube plus sample from the well;
•  samples were left in the sun, before being sealed in batches;
•  the ends of the tubes were sealed with only one layer of wax.
In the author’s opinion, the use of these procedures does not invalidate the relevance 
of the laboratory tests that were conducted on the specimens. It can be argued that 
there are two categories of soil sampling:— (i) very high quality acquisition, which 
takes place under supervision, usually for research purposes; and (ii) everyday, 
commercial, unsupervised practice. The present work examines thin-wall samples 
obtained by the latter approach.
Storage and preparation
The samples were stored, in their original tubes, at 20°C until tested. Each sample 
was extruded, and trimmed in humid environment at 20°C, and sealed within a pre­
soaked membrane on the base platen of the testing rig as rapidly as possible. Two 
200 mm-long, 97 mm-diameter test specimens could be obtained from each sampling 
tube. After the first specimen was taken from a tube, the remaining material was re­
sealed within the tube using a low-shrinkage wax.
There is published experimental evidence that the time elapsed between sampling 
and testing can affect the values of the parameters that are derived from tests (for 
example: Marsland, 1973; la Rochelle et al., 1976). Arman and McManus (1976) 
recommended that tests should be carried out within 15 days of removing the soil
-430-
sample from the ground. A delay of approximately 5 months occurred between 
sampling and testing the clay from Chattenden.
UU testing
Unconsolidated, undrained tests were carried out under strain control using a 
Wykeham Farrance 50 kNT stepless compression machine. The soil specimens were 
tested using conventional triaxial equipment, with a few minor variations and 
enhancements. Cell pressures were applied via an air-water interface. Axial load 
was applied via a ram with a fixed hemispherical end-piece, in contact with a flat 
loading cap atop the specimen. The applied load was measured using load cell inside 
the triaxial cell, thereby avoiding the need to account for ram friction or the 
compliance of the loading system. No side drains were used. Pore pressure 
measurements were made using two methods:
(i) at the base of the sample, through a saturated high air entry value 
stone in the base pedestal;
(ii) at the mid-height of the sample, using a pore pressure probe 
inserted approximately 2 0  mm into the specimen.
(The mid-height probe is made from a high air entry value ceramic. The design of 
the probe is similar to that described by Sodha (1974), but it incorporates certain 
improvements which permit the device to be flushed of air bubbles caused by 
cavitation.) A perceived advantage of taking measurements of pore pressure at mid­
height is that total stresses are known and uniform within the central zone of a 
cylindrical test specimen (Hight, 1982). Axial strains were measured in two ways:
(i) with a displacement transducer (LVDT) external to the triaxial cell;
(ii) using two Hall effect (H.E.) strain gauges (Clayton & Khatrush, 1986). 
The pair of H.E. gauges were placed on opposing sides of the sample such that 
strains local to the middle third, approximately, of the specimen were measured. The 
use of local strain measurements, rather than external strain measurements, is widely 
advocated as a means of avoiding the influence of bedding and seating errors. 
Double-sided local strain measurements are less vulnerable to the effects of tilting 
than are external displacement measurements.
The following testing procedure was followed:—
(1) measurement of the initial mean effective stress (suction) in the 
free-standing sample, using the mid-height probe;
(2 ) application of a starting cell pressure, of a magnitude governed by 
the estimated mean effective stress which had acted on the sample in 
situ. This was followed by 2 cell pressure increments, each of 
100 kPa. The three cell pressures were each held for about 24 hours;
(3) measurement of the mean effective stress in the sample, before 
beginning the shearing stage;
(4) strain-controlled shearing at 0.0067 mm per minute.
This strain rate is equivalent to 5% per day, and gives a time to failure of, 
approximately, 24 hours. The measurement of the initial suction within the sample 
provides an indication of the degree of sample disturbance (in effect, maltreatment) 
and de-saturation that has taken place (Hight, 1986). Suctions of up to 1 atmosphere 
could be measured; more negative pressures caused cavitation within the probe. The
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prolonged cell pressure stages allowed equilibration of any pore pressure gradients 
which may have been set up across the specimen during the extrusion and preparation 
stages, or through water absorption from or loss to the membrane or porous stone.
During the shearing stage, data were logged automatically every minute. The 
following measurements were taken:—
•  applied load;
•  cell pressure;
•  base pore pressure;
•  mid-height pore pressure;
•  local axial strain;
•  external axial strain.
Load and pressure transducers were calibrated using a Budenberg calibration tester 
before the series of tests commenced. The instruments were re-calibrated between 
some tests: no drift (beyond 1 or 2 bits) was encountered. Displacement transducers 
were calibrated using a vernier micrometer mounted in a suitable jig: again, no 
significant drift was observed over the course of the tests. Assuming a reading 
precision of 1 bit on the data logger, each category of measurement device displayed 
the following approximate reading precision values:— load cell, 1 N; pressure 
transducers, 0.025 kPa; H.E. local strain devices, 0,001 mm; external displacement 
transducer, 0.006 mm.
Results
Figure H-1 shows the undrained, secant Young’s modulus, Euscc, normalised by the 
mean effective stress before shearing, p / ,  plotted against the logarithm of the axial 
strain (as a percentage) measured using the H.E. local strain gauges. Figure H-2 
shows the stress paths of the eight tests in q—p' space, where q is the deviator stress 
and p ' is the mean effective stress. Table H-1 presents a summary of the results of 
the UU tests that were conducted on the London Clay samples from Chattenden.
Failure was taken to occur at the peak deviator stress, q 0,^ %. In all cases, failure 
took place along an inclined shear plane. In calculating the results presented above, 
account was made for the change, during shear, in the cross-sectional area of the 
sample by assuming that it deformed as a right cylinder. No membrane corrections 
were made. The pore pressure within the sample was assumed to be the value given 
by the measurement at the mid-height of the specimen.
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Figure H-1 Results of the UU tests on 8 samples of London Clay from Chattenden. 
Plots of undrained, secant Young’s modulus, normalised by the mean effective stress 
before shearing, plotted against the logarithm of the percentage local axial strain.
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Figure H-2 Stress paths followed in the 8 UU tests, in q—p' space. 
(Asterisks indicate tests not taken to failure)
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APPENDIX I
Elastic parameters for transversely isotropic media
The elastic properties of a transversely isotropic medium can be characterised using 
5 independent elastic parameters. Differing sets of parameters are commonly used 
in the geophysical and the geotechnical literature.
In the geophysics literature, the notation of Love (1944) is widely adopted, and the 
five parameters are chosen to be C, F, L and N, where:
yy
A (A-2N) F 
(A-2N) A F 
F F C
N
-
6X X
6yyezzexye „yzezx■
[1.1]
with the z-axis as the axis of radial symmetry, and xy as the plane of symmetry (refer, 
for example, to White, 1965). In an isotropic material, A = C —\+2fji,; L —N=fi and 
F —\ ,  where X,ju are Lamé’s parameters.
The velocity of propagation of compressional (P), horizontally-polarized shear (Sh) 
and vertically-polarized shear (Sv) waves are given by:
Vp =  [(P +  q)!2pŸ'^
Vgh = [(Nsin^7 + Lcos^ 7)/p]*^ ^
V s v  =  l i p  -  q ) ! 2 p f '^
where
p  = A  sin^7 H- Ccos^7 +  L
q =  {[(/4 ” L)sin^7  — (C—L)cos^7 ]^  +  4 (F+L)^sin^7 COS^ 7 }^ ^^
and p is the mass density, and 7  is the angle between the plane of constant phase and 
the z-axis (refer, for example, to White et al., 1983). Horizontal propagation 
(7 = 9 0 °) and vertical propagation (7 = 0 °) are the simplest cases to examine:—
For horizontal transmission:- Vphoz= V(^/p); ^ p ) \  Vsv,hoz= \A(L/p)
For vertical transmission:- Vp,y^= ^ (C/p); Vsh,vn= {Llp)\ V {Lip)
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(refer, for example, to Mandai and Mitchell, 1986). To determine the fifth 
parameter, F, necessitates the measurement of waves propagating at inclined 
directions.
In the geotechnical literature, a variety of notations have been used to express 
transverse isotropy, but all incorporate a selection of five independent parameters 
based on Young’s moduli, Poisson’s ratios and, sometimes, shear moduli, for loads 
and deformations in particular directions (refer, for example, to: Barden, 1963; 
Pickering, 1970; Poulos and Davis, 1974; Atkinson, 1975; Bishop and Hight, 1977). 
Here, the notation favoured by Barden, in which the subscripts indicate horizontal and 
vertical directions explicitly, is used.
The following definitions are required:—
Eh: the modulus of elasticity in the horizontal plane;
By: the modulus of elasticity in vertical planes;
G :^ the shear modulus in vertical planes;
î^ hh* Poisson’s ratio for the effect of horizontal stress on normal horizontal strain;
h^v: Poisson’s ratio for the effect of horizontal stress on normal vertical strain.
For convenience, a sixth, non-independent parameter will also be used:
Pvh: Poisson’s ratio for the effect of vertical stress on normal horizontal strain,
where
Using these coefficients, strains can be expressed in terms of stresses thus:—
yy
xy
yz
1 "bb "vb
E , Eb E ,
"u. 1 "vb
E , Eb E ,
"bv "b. 1
Eb Eb E .
J_
G.
2
G.
yy
[1.2]
where z is again the axis of symmetry, and it is vertical. Stresses can be expressed 
in terms of strains thus (after Poulos and Davis, 1974):
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Ek(1 - " kvO E|,(<'bh + ‘’i „ 0 Eh>'.i.
Eh(yhb + ''w^h)_________ Ei.(l -  v J  E^y.b
(l+>'J(l->'bh-2 v J  ( l+ > 'h h ) ( l - ' 'h h - 2 » ’hv>'vi.) ( l - ' ' u . - 2 V v b )
E , ( l - VEh^ 'vh Eh*^ vh
( l - < ' b h - 2 V v h )  ( l-" u .-2 v ,h )
E,
G.
yy
xy
yz
... [1.3]
Comparing similar terms in Equations [1.1] and [1.3] shows that, for example, / / i s  
equivalent to Eh/(l4-yhh), L is equivalent to G ,^ and so forth.
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