We consider a multi-product distribution network design problem arising from a case-study in the automotive industry. Based on realistic assumptions, we introduce minimum volume, maximum covering distance and single sourcing constraints, making the problem difficult to solve for large-size instances. We thus develop several heuristic procedures using various relaxations of the original MIP formulation of the problem. In our numerical experiments, we analyze the structure of the obtained network as well as the impact of varying the problem parameters on computation times. We also show that the implemented heuristic methods provide good quality solutions within short computation times on instances for which a state-of-the-art MIP solver does not produce any feasible solution.
difficult to find feasible solutions). This is why we develop efficient heuristic methods based on various relaxations approximation, i.e. expressing continuous functions to characterize the customer demand distribution and their Table 1 : Literature review on facility location and network problems featuring minimum volume constraints (NM=Not Mentioned).
or "last-mile" transport links). Products to be distributed may wait on manufacturing sites or on DCs until they 94 are shipped but a maximum waiting time at each facility is imposed in order to reduce the total delivery time.
95
In the present work, this maximum waiting time is considered as given for each plant and each DC; it typically 96 amounts to a few days.
97
The company chose an organization using DCs to benefit from economies of scale for long-distance transport from 
109
Distribution costs involve the costs of primary transport, secondary transport and the transit through DCs.
110
These costs are obtained by multiplying unit costs by quantities. No inventory costs are included as only make-
111
to-order products are considered in the study. Moreover, as the management of the distribution centres and the 112 related activities are outsourced to logistics suppliers, there are no fixed opening costs to be charged to the car 113 maker. There is only a unit transit cost (considered as given in our study) to be paid to the logistics supplier each 114 time a car goes through a DC. The unit transport cost on each transport link is computed by dividing the cost of 115 a truck by its load. The cost of a truck depends on the traveled distance, which consists for primary transport in 116 the length of a direct trip from a plant to a DC. For secondary transport, it is equal to the length of the shortest 117 route starting from a DC, visiting a cluster of customers then coming back to the DC.
118
To make the model as close to reality as possible, these are the operational constraints that we also consider:
119
• Maximum covering distance constraints: as mentioned in §1, a DC cannot be situated farther than a given 120 distance from a cluster that it serves. In fact, deliveries are usually made by drivers that have to come back to 121 the distribution centre at the end of the working day. The traveled distance per delivery trip thus should not 122 be greater than a given limit, allowing the driver to comply with the legal daily driving time. In the reference 123 dataset used in §5.1, the value of the maximum covering distance parameter is computed as the driving time 124 multiplied by a constant average speed.
125
• Minimum volume constraints on transport links: maximizing the loading of trucks is one of the priorities 126 in car distribution as cars are voluminous products transported by specific trucks with limited capacities,
127
typically, a truck can carry up to 8-10 small cars. Thus, if it is not fully loaded, the unit cost per transported 128 car could significantly increase. Products to be distributed to the same destination have to wait on the plant 129 or the distribution centre until a full truckload is consolidated. If the total flow rate on a given transport link each link has to be greater than the volume ensuring on average a full truckload within a fixed maximum 134 waiting time allowed at the sourcing point. Using this lower bound, we can assume that the transport of 135 products is made through full truckloads and thus the unit transport cost on the link is computed as the cost 136 of a truck divided by the truck capacity. Exact definitions of the parameters involved in the minimum volume 137 constraints can be found in §3.4.1.
138
• Minimum volume and maximum capacity constraints on DCs: The unit transit cost above mentioned results
139
from a commercial negotiation between the car maker and the logistics supplier managing the DC. It only 140 applies if the total throughput of the DC is between a minimum volume and a maximum capacity.
141
• Single sourcing restrictions: for a given cluster, all the products manufactured in a same plant should go 142 through a single DC. This is an operational feature that facilitates day-to-day operations. The idea of the clustering-based method is to form groups of customers, which will be allocated to the same 180 truck routes. Fig. 2 4. Solve a distribution network design problem using clusters as customers instead of the original car dealers.
186
Figure 2: The clustering based approach
In step 1, we consider as input of the clustering algorithm the total demand of each customer, including all 187 product types. This is due to the possible combination of different car types in a same secondary transport 188 truckload. In step 2, we use a simple enumeration procedure to determine the shortest route starting from a DC,
189
visiting all the customers of a cluster then coming back to the DC. In fact, a particular feature of car distribution is 190 that a route consists of a small number of customers (usually between one and three). This makes solving the TSP 191 problem through complete enumeration possible. In step 3, we use a classical formula with fixed and kilometric
192
components to compute the cost of a truck for a given route. Then, we divide the truck cost by the average truck 193 capacity to deduce the unit transport cost.
194
When using this sequential approach, we have to ensure consistency between the clustering step and the opti-195 mization step. We have then to make sure that the minimum volume required for each cluster is greater than the 196 minimum volume required for secondary transport. 
Algorithm
The proposed algorithm is a heuristic approach which consists in grouping the close customers into clusters (an 199 assessment of the quality of the solutions produced by the heuristic clustering is provided in §5.3.2).
200
The maximum number of customers per cluster is imposed by the decision maker and has to be strictly met by 201 the algorithm. The total demand of a cluster has to be greater than a given lower bound. For instance, we can 202 consider as a lower bound, the volume ensuring on average one or two full truckloads every week (if the maximum
203
waiting time allowed at DCs is one week). The clustering produced by the algorithm has also to meet, as far as proximity between the customers of a same cluster. However, these two constraints are not mandatory and may be 209 relaxed in order to find feasible solutions.
210
Input distances between customers are calculated using a Geographic Information System (GIS) to form a customer corresponds to a cluster). We chose the following distance definition between two clusters p and q: 
216
Once the first phase of the clustering algorithm has been completed, a second phase has to be applied in order
217
to consider the clusters discarded in the first phase due to the different constraints. In the second phase, only the 218 minimum volume and the maximum number of customers constraints are imposed. We check that each cluster 219 has a total demand greater than the minimum demand required. If it is not the case for some cluster q then we 220 attach each of its customers to the nearest cluster having fewer customers than the maximum allowed number of 221 customers. 
226
In classical facility location problems, one of the main purposes of optimization is to decide about the number
227
of DCs to open so as to achieve the best possible trade-off between fixed-charge opening costs and transport costs.
228
In our problem, in addition to minimizing transport costs, we have also to cope with maximum covering distance constraints. This could lead to opening many DCs in order to be close to customers. 
set of plant nodes, V DC is the set of DC nodes and V CL is the set of cluster nodes.
where
Total demand of cluster q for the product manufactured in plant i during the whole planning horizon.
252
totP rod i Total volume of cars produced by plant i.
253
minV ol j Minimum volume of cars that has to go through DC j if it is chosen.
254
maxV ol j Maximum volume of cars that can go through DC j if it is chosen.
255

P T C ij
Cost of a truck going from plant i to DC j (Primary Transport Cost).
256
ST C jq Cost of a truck starting its route at DC j and visiting all the customers of cluster q before going 257 back to j (Secondary Transport Cost).
258
T C j Unit transit cost for a car going through DC j.
259
W i Average truck capacity for the cars manufactured in plant i.
260
W Average truck capacity for the whole volume of cars.
N W D Number of working days in the planning horizon.
263
T max (i) Maximum waiting time allowed at plant i before shipping to distribution centres.
264
T Maximum waiting time allowed at a distribution centre before shipping to car dealers.
265
CD Maximum covering distance parameter (i.e. the maximum length of a route starting at a DC, visiting 266 the customers of a given cluster then coming back to the DC).
267
P I ij Low volume penalty amount for primary transport from plant i to DC j.
268
R(j, q)
Length of the optimal route starting at DC j and visiting the customers of cluster q before coming 269 back to j.
270
V min (i) Minimum volume of cars that has to go through any opened primary transport link starting at 271 plant i. It has to be equal at least to the minimum volume ensuring on average a full truckload within
V min Minimum volume of cars that has to go through any opened secondary transport link. It has to be 274 equal at least to the minimum volume ensuring on average a full truckload within T from a DC to of violation of the minimum transport quantity on a given primary transport link (i, j) ∈ A P R . It has to be 286 less than V min (i) and will be minimized, set to zero if possible, as it is penalized in the objective function. The multi-product distribution network design problem:
Minimize:
(Low volume penalties f or primary transport)
Subject to:
The objective function consists in the total distribution cost, i.e. primary transport cost, secondary transport cost, of cluster q for each product of plant i is satisfied and is routed through a single DC (as x are binary variables).
296
Constraints (2)-(5) enable us to compute the violation of minimum volume constraints and to penalize it in the 297 objective function. Constraints (6) state that if DC j is selected (y j = 1), then the flows going through j have to 298 be greater than the corresponding minimum volume limit. Constraints (7) stipulate that:
299
• If DC j is selected (y j = 1) then the flows going through j must not exceed its maximum capacity.
300
• If DC j is not selected (y j = 0) then there is no flow transiting by it (all x ijq have to be set equal to 0).
301
Constraints (8) ensure that if the link between j and q is selected (a jq = 1) then the corresponding total volume 302 has to be greater than the minimum volume V min . Constraints (9) stipulate that if the link between j and q is 303 not selected (a jq = 0) then all of the variables x ijq have to be set equal to 0. Constraints (10) stipulate that if DC 304 j is not opened (y j = 0) then all of the variables z ij have to be set equal to 0. Constraints (11) and (12) are the 305 integrality and non negativity constraints.
306
Notice that maximum covering distance constraints are implicitly modeled when defining assignment variables x ijq .
In fact, assignment of cluster q to DC j for the products of plant i is not allowed if the route distance between j 308 and q exceeds the maximum covering distance CD. In this section, we propose a heuristic solution approach for the MIP problem presented in the previous modeling 311 section. For small-size instances of the problem, we can use a MIP commercial solver such as CPLEX to obtain 312 an optimal solution. However, computation times become prohibitively high for large-size real-life instances not 313 only for getting optimal solutions but even for getting the first feasible solutions. Therefore, we had to consider the 314 development of a specific and possibly more efficient heuristic solution method. 
340
In order to solve the second-stage assignment problem, three distinct methods were studied. The method S2M1 reintroduces the integrality constraints for all the free assignment variables x just after the 343 location stage then solves the resulting MIP using a commercial solver. This is much quicker than directly solving 344 the original MIP as the number of binary variables is reduced after fixing the location variables. The method S2M2 consists in gradually reintroducing the relaxed integrality constraints. As previously men-347 tioned, in the first stage, we fix the location variables y. Then, we add the integrality constraints to all the secondary 348 transport related variables, namely, x and a. We solve the resulting MIP using a commercial solver and we fix x and sure that after closing (j, q), the throughput of DC j will be kept above its minimum volume minV ol j and that there 369 is another DC k able to deliver the demand of q without exceeding its maximum volume of throughput maxV ol k .
370
We repeat this procedure for all the secondary transport links then we solve the resulting linear problem. In 371 case the problem becomes infeasible, we remove the lately added fixing constraints and stop the loop. Otherwise,
372
we iterate the procedure until there are no further flows that can be fixed at 0 or the problem becomes infeasible.
373
The second step of the fixing strategy is to reintroduce the 0-1 constraints for all the free assignment variables and 374 to solve the resulting MIP with a commercial solver.
375
As detailed in the literature review, we found only four papers dealing with linear relaxation based heuristics for 376 facility location or network problems with minimum volume constraints. The management of feasibility is among 377 the main differences between our fixing algorithm and the solution methods implemented in these papers. In the 378 present work, through the tests introduced before setting flows to 0, we try to keep feasibility while fixing assignment 379 variables. In [31] , an infeasible solution is corrected after running the fixing algorithm using a feasibility pump. V jq : Volume going through the secondary transport link (j, q) ∈ A SE during the planning horizon; ∀j ∈ J ∀q ∈ Q such as R(j, q) ≤ CD V jq = i∈I D qi x ijq ;
V j : Volume going through the DC j during the planning horizon;
nbF lows 0 : The number of flows that can be set to 0 according to volume tests (Initialization: nbF lows 0 = 1);
Algorithm:
Step 1 while nbF lows 0 > 0 do nbF lows 0 = 0; for each opened transport link (j, q) from DC j to cluster q do Step 2
Reintroduce the integrality constraints for all the free variables then solve the resulting MIP; 
Numerical results
384
In this section, we aim at discussing the numerical experiments of our model based on real-life data from our 385 case-study. We employed the C++ language to implement the MIP model and the commercial solver ILOG CPLEX 
396
Based on the preferences of the decision maker, we defined a reference dataset where the planning horizon is 397 fixed at one year, the maximum covering distance is set to 460 kilometres. The minimum and maximum volumes per 
Test instances 407
In order to test the performance of exact and heuristic solutions, we constructed 60 test instances by varying 408 the main parameters of the problem in the reference dataset.
409
• Instances A.1 to A.12: we vary the value of the maximum covering distance from 460 kilometres to 680 410 kilometres while fixing the other parameters of the reference dataset. This leads to increasing the number of 411 binary variables (see fig. 4 ).
412
• Instances B.1 to B.20: we vary the demand of customers. In each instance, we assign to each customer a 413 different pseudo-random coefficient lying between 0.5 and 1.5. The new customer demand is computed as the 414 reference demand (used in the reference dataset) multiplied by the pseudo-random coefficient.
415
• Instances C.1 to C.8: we vary the minimum volume parameters for primary transport, secondary transport
416
and DC throughputs as well as the maximum capacities for DCs (see Table. 2). In two instances (C.5 and 417 C.6), we also change the maximum covering distance value because tight minimum volume constraints lead 418 to an infeasible problem. In the present subsection, we study the solution given by the commercial solver CPLEX for the proposed MIP problem. Different tests showed that proving the optimality, in some cases, is very time-consuming. Consequently,
424
we limited the optimality gap of CPLEX to 0.2% in order to reduce the computational effort (the optimality gap is As already suggested in the modeling section, we handle the minimum volume constraints on primary transport 432 links using penalties. We penalize each unit below the targeted minimum volume by a given amount in the objective 433 function. In our context, we can study two alternatives to evaluate this amount. The first one is to set the penalty 434 to a huge value (10 9 for example), which means that the constraint will be violated only when there is no other case. This situation means that if the volume on a given primary transport link (i, j) ∈ A P R is greater than the shipping trucks with the same frequency T max (i) even if they are not fully loaded.
444
The computational experiments that we carried out using test instances A showed that when the unit penalty 445 is fixed at 10 9 , the computation time is prohibitively high regardless of the value of the maximum covering distance
446
(for instance, it is about 14 hours when the maximum distance is set to 460 kilometers and 20 hours when it is 447 equal to 480 kilometers). When the unit penalty is set to the unit transport cost, we found optimal solutions for 448 all the test examples except the one with a maximum distance set to 700 kilometers, that we aborted after 4 days In the subsequent experiments reported in this paper, we fix the penalty value for each primary transport link 452 at the unit transport cost on this link. Table. 3. The figures show that the 459 increase in total cost due to the use of heuristic clustering rather than the exact clustering is only about 0.63% on 460 average, which confirms the good quality of the solutions produced by the heuristic.
461
We note here that one of the limitations of the exact approach is that the set-partitioning model possibly 462 requires the enumeration of a potentially huge number of candidate clusters (there are more than 60000 of these 463 in the instances shown in Table. 3, where no more than 3 customers per cluster are allowed). This may lead
464
to numerically intractable problems when the number of customers or the maximum number of customers per 465 cluster increase. By contrast, an advantage of the heuristic clustering is that it is far less dependent on these two Table 3 : Distribution cost increase when using a heuristic clustering rather than an exact one on instances (B) varying customer demand.
Distribution network 468
The first step of our location-routing procedure is the application of the heuristic clustering algorithm over the DCs are specialized by region and that transport flows assigned to them are related to close customers.
478
Figure 5: Secondary transport in the optimal solution given by CPLEX. Plant locations are represented using triangles, opened DCs using squares, and cluster barycentres using dark circles. As the figure is focused on secondary transport, some plants do not appear. DCs. This is why the number of single assignments is important (34% of clusters are assigned to only one DC).
483
Other clusters are assigned to several DCs either because the problem is highly constrained or because sometimes
484
it is better to use a farther facility which costs less in terms of primary transport. 
508
This is why implementing a heuristic method appeared to be the best way to find a near-optimal solution in a 509 reasonable runtime, so that the decision making process is facilitated without deteriorating the solution quality. In the present subsection, we study the performance of the heuristic approach investigated in section 4 as 512 compared to the reference solution given by CPLEX for the original MIP. The optimality gap was limited to 0.2% 513 for the reference solution and for all the mixed integer programs solved within the heuristic methods (using CPLEX 514 also). The parameter setting was based on the reference dataset defined in §5.1.
515
As previous tests with CPLEX (based on default settings) show some difficulties in finding feasible solutions, we 516 tried to emphasize feasibility over optimality in the branching procedure using the "MIPEMPHASIS" parameter 517 of CPLEX. Nonetheless, this approach did not lead to significant improvements in computation times. We then 518 examined another alternative using the "setPriorities" function, which drives CPLEX to give priority to location 519 variables over assignment variables during branching. Location decisions have indeed a structural role in our network 520 design problem. This change in the settings of CPLEX resulted in a noticeable decrease in the computational effort.
521
The first part of Table. 4 shows computation times in minutes for CPLEX applied to the original MIP both with 522 default settings (6 th column) and with priorities assigned to location variables (7 th column) on instances A varying 523 the value of the maximum covering distance.
524
It is seen that CPLEX behaves much better when using priorities, on average CPU is half the initial value. This 525 is why in the subsequent tests, we will keep using priorities. The resulting figures are compared with those given Table. 4 ). This could be explained by the fact that the MIP optimality gap was limited 537 to 0.2%. In return, the computation times obtained with S2M1 could increase up to 133 minutes. Thus, to achieve 538 a trade-off between time and value, we should apply the fixing strategy S2M3, which is indeed better than S2M1 539 in terms of running time and which solution is less expensive than the one provided by S2M2. According to the 540 choice of the decision maker, it is possible to prioritize the solution speed (S2M2), the solution quality (S2M1) or 541 a trade-off between these two features (S2M3).
542
In summary, using the two-stage heuristic approach appears to be significantly more competitive than running 543 the solver on the whole MIP model of section 3.4.3. We can indeed notice according to the last two columns of 544 Table 4 : CPU (min) and solution quality (%) as a function of the maximum covering distance (instances A). CPU of CPLEX solutions is mentioned in 2 cases: when using default settings and when higher priorities are assigned to location variables during the branching procedure. Solution quality is measured as the relative difference between the heuristic solution and the solution produced by CPLEX applied to the original MIP within 0.2% of optimality. The heuristic uses one of the methods S2Mi, i = 1..3 in the 2 nd stage. Optimality gap for any MIP used in the heuristics was limited to 0.2%. NFS means that no feasible solution was found within the allowed time limit.
Conclusion and future research
550
In this paper, we studied a multi-product distribution network design problem arising in the context of car 551 distribution. We proposed a modeling approach considering several realistic assumptions. This led to the for-552 mulation of a large-size MIP with minimum volume, maximum covering distance and single sourcing constraints.
553
We analyzed the main trade-offs related to the network structure and provided numerical results using real-life 554 data. These results showed that it is possible to handle problems featuring about 500 customers, 15 products, 50 potential locations for DCs and, for each product, an average of 6 possible assignments of customers to DCs. The corresponding MIP models, which can be solved within 0.2% accuracy in less than 2 hours CPU, typically involve 557 45100 0-1 variables and 15000 constraints.
558
In order to improve the computational performance of the solution procedure, several heuristic methods using 559 various relaxations of the original MIP formulation of the problem have been described. They were validated through 560 extensive computational experiments where the produced solutions have been compared with those obtained using 561 an efficient state-of-the-art exact MIP solver. To the best of our knowledge, it is the first time that this kind 562 of approach is applied to determine both optimal location and assignment decisions in a supply chain network 563 design problem subject to minimum volume and distance constraints. All the related papers that we found in the for which a state-of-the-art MIP solver does not produce any feasible solution.
568
In terms of future research, it would be interesting to study other possible approaches to constructing heuristic designed for tackling problems of larger sizes.
