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A SYMMETRIC RANDOM WALK DEFINED BY THE TIME-ONE MAP OF
A GEODESIC FLOW
PABLO D. CARRASCO AND TÚLIO VALES
Abstract. In this note we consider a symmetric random walk defined by a (f, f−1)
Kalikow type system, where f is the time-one map of the geodesic flow correspond-
ing to an hyperbolic manifold. We provide necessary and sufficient conditions for
the existence of an stationary measure for the walk that is equivalent to the volume
in the corresponding unit tangent bundle. Some dynamical consequences for the
random walk are deduced in these cases.
1. Introduction and Main Theorems
For the purposes of this work, a dynamical system consists of a compact metric
space M together with a homeomorphism f : M → M . The set of continuous
functions on M is denoted by C(M), and we consider the uniform norm on it.
The Borel σ-algebra on M is denoted BM ; all measures considered on M are Borel
probability measures, and we denote this set by P(M).
The problem that we are interested in is the following: given a continuous map
p : M → (0, 1), the map f determines a random (Markov) process on M where for
a given point x the probability of transition to f(x) is p(x), and the probability of
transition to f−1(x) is 1−p(x). This way, each x defines a random walk in Z: denote
by Sxn the position of a particle starting in the origin 0 ∈ Z at time n ≥ 0, and let
Xxn : Z→ {−1, 1} be the random variable that indicates whether the particles have
jumped left or right at this time n. Then
Prob(Xxn+1 = 1|Sxn = k) = p(fkx)(1)
Prob(Xxn+1 = −1|Sxn = k) = 1− p(fkx)(2)
The resulting process is (a subclass of) what is called a Random Walk in Random
Environment (RWRM); choosing a point x is considered as to fix some environment
of the walk. We will summarize the parts of the theory needed in Section 2, and
refer the interested reader to [22] for a throughout introduction to the topic.
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For now we will state that the variation of the random walks with the environments
is characterized by the Markov Operator Pf : C(M)→ C(M),
(3) Pfψ(x) = p(x) · ψ(fx) + (1− p(x)) · ψ(f−1x).
Since Pf preserves continuous functions, it induces P ∗f : P(M)→ P(M) with
(4)
∫
ψ · dP ∗f µ =
∫
Pfψ · dµ ψ ∈ C(M), µ ∈ P(M).
If the environments are initially distributed with some probability µ, the measure
(P ∗)nµ gives the distribution of the environments after n units of time.
Definition 1.1. A measure ν ∈ P(M) is P - stationary if P ∗f ν = ν.
By a direct fix point argument one deduces the existence of at least one P -
stationary measure. Nevertheless, assuming that we start with a dynamically defined
distribution µ (in other words, µ is f - invariant) we are interested in the existence
of a P - stationary distribution that has some resemblance to µ, in other words we
want to address the following.
Problem: for an f - invariant measure µ find a P - stationary measure ν that is
absolutely continuous/equivalent to µ.
Questions of this type were first studied by Y. Sinai [20] for irrational translations
on tori, and put in a general framework by JP. Conze and Y. Guivarc [4]. The case
of Anosov diffeomorphisms is considered in [10] by V. Kaloshin and Y. Sinai. For a
more recent article, and a up-to-date bibliography we direct the reader to the work
of D. Dolgopyat and B. Fayad and M. Saprykina [5].
In this note we consider a different type of example that the ones already considered
in the literature (either uniquely ergodic or completely hyperbolic), namely we will
study the referred problem above when f = f1 : M → M the time-one map of
the geodesic flow corresponding to an hyperbolic manifold, whereas µ will be the
Liouville (Lebesgue) measure. It seems that the available methods are not effective
for studying this kind of map, particularly in what is called the symmetric case, i.e.
when ∫
log
p
1− p · dµ = 0.
Here we use a geometrical approach to the problem. To state our result let us
recall that in this case there exist a codimension-one distribution of the form Es ⊕
Eu transverse to the flow direction. Although this distribution is non-integrable,
both Es, Eu are and define what they are called the stable and unstable horocyclic
foliations (in dimension they are the well known horocycles of hyperbolic geometry).
The leaves of these foliations are invariant by the action of the flow, and in particular
of f . Moreover, f contracts exponentially intrinsic distances for points in the stable
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horocycles, while expands exponentially distances between points in the unstable
one. It is a well known fact (recalled in Section 3) that the existence of this type
of foliations persists by small C1 perturbations of f ; for g close to f we call its
contacting foliation W sg its stable foliation, and its expanding foliation W ug will be
called its unstable foliation.
Definition 1.2. Let g : M →M be a small C1 perturbation of f so that its stable and
unstable foliations Wsg ,Wug are defined.
(1) A set C = {x0, . . . , xN−1, xN = x0} is a s− u loop (or periodic cycle) for g if
xi, xi+1 belong to the same leaf of Wsg or Wug , for all i = 0, . . . , N − 1.
(2) If ϕ : M → R is Hölder we define F (C)(ϕ) = ∑N−1i=0 F (C;xi → xi+1)(ϕ) where
F (C;xi → xi+1) :=

+∞∑
n=0
ϕ(gnxi)− ϕ(gnxi+1) xi+1 ∈ Wsg (xi)
−
−∞∑
n=−1
ϕ(gnxi)− ϕ(gnxi+1) xi+1 ∈ Wug (xi)
In the definition above, observe that since distances between points in the stable
(unstable) foliations are contracted by g (resp. g−1) and ϕ is Hölder, the series
converge absolutely and F (C)(ϕ) is well defined. The functionals F (C) on the space
of Hölder functions were introduced by A. Katok and A. Kononenko in [11], and
provide an generalization of Livschitz’ theory for hyperbolic systems. We are ready
to state our main theorem.
Theorem A. Consider S a compact hyperbolic manifold, M = T 1S its unit tangent
bundle, µ the Liouville measure on M and let f : M → M be the time-one map of
the geodesic flow. Consider also p : M → (0, 1) a Hölder continuous function such
that ∫
logϕ · dµ = 0 , ϕ = p
1− p.
Then there exists N a C2 neighborhood of f such that for every g ∈ N the follow-
ing holds: the Random Walk on M defined by (g, p) has a P - stationary measure
equivalent to µ if and only if for every s− u loop C it holds F (C)(ϕ) = 0.
Moreover, the density of the P - stationary measure is continuous. If furthermore
p is differentiable, then the P - stationary measure is a smooth volume on M .
This theorem will be deduced from a more general result (Theorem B) that, in
pursuit of conciseness for this part, we will state later. The organization of the
rest of the article is as follows. In Section 2 we discuss the relevant probability
background for understanding the proof of our result; economy in the presentation
is sought, however we include a discussion comparing this with the ergodic theory
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approach, for convenience of the more dynamical inclined reader. Then in Section
3 we introduce the necessary geometrical tools that we will use, and in particular
discuss some basic of Partially Hyperbolic Systems. In Section 4 we present the
proof of our main result, and then in the next section we give some applications to
the dynamics of the Random Walk. We also include an Appendix indicating how to
adapt our results to the completely hyperbolic case.
2. Random Walks determined by dynamical systems
We start by a formal description of the Random Walk on M . Let Σ := {f, f−1}Z+
considered as the topological product of discrete spaces: it is a compact metrizable
space. Extend p to p˜ : {f, f−1} ×M → (0, 1) with
p˜(f, x) = p(x)
p˜(f−1, x) = 1− p(x).
By using for example the Hahn-Kolmogorov extension theorem, one establishes for
each x ∈ M the existence of a unique probability measure Px on Σ satisfying for
every N ≥ 0, for every cylinder
[a1, · · · , aN ] = {(fn)n≥1 ∈ Σ : f1 = a1, · · · , fN = aN}
the equality
Px([a1, · · · , aN ]) = p˜(a1, x) · p˜(a2, a1x) · · · p˜(aN , aN−1 · · · a1x).
This way, (Sxn)n∈N is a Markov Chain on (Σ,Px), that represents all possible random
walks starting from the point x with the corresponding probabilities 1. Observe that
there exist natural passages among walks corresponding to different points (from the
walk α starting at x to the walk σ(α) starting at α1(x), where σ : Σ→ Σ is the shift
map); from the dynamical system point of view is natural then to consider a skew
product construction F : X = Σ×M → X,
(5) F (α, x) = (σ(α), α1(x))
that encodes the aforementioned passages. This approach however is not very useful
in the context that we are considering (where the transition probabilities depend on
the point), so we will present an alternative construction and indicate its relation
with the skew-product construction later.
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Observe that we can use the collection {Px} to induce a process on M , by defining
the Markov operator Pf = P : C(M)→ C(M)
Pφ(x) =
∫
Σ
φ ◦ Sx1dPx = p(x)φ(fx) + (1− p(x))φ(f−1x)
=
∫
{f,f−1}
φ(α(x))p˜(dα, x).
By direct computation, for n ≥ 1
P nφ(x) =
∫
Σ
φ ◦ Sxn · dPx.
As mentioned in the introduction, after determining the operator P we can act by
duality on P(M). It is worth bringing to the attention of the reader that P (as any
Markov operator) defines a probability kernel1 P : M × BM → [0, 1] with
P (x,A) = P (χA)(x),
where χA denotes the characteristic function of A ∈ BM .
Denote by Ω := MN equipped with its product topology, and let BΩ be its Borel
(= product) σ-algebra. For n ∈ N we write Xn : Ω→M the projection
Xn(ω) = ωn,
and let B(n)Ω be the sub-σ-algebra of BΩ generated by {X0, . . . , Xn}. If A ∈ BM and
n ∈ N we write
[A]n := {ω ∈ Ω : ωn ∈ A} = X−1n (A).
Before going any further let us recall the concept of conditional expectation and
disintegration of measures.
2.1. Conditional expectation. Given a probability space (Ω,BΩ,Q) and B′ ⊂ BΩ
a sub-σ-algebra, there exists a positive linear operator E(·|B′) : L1(Ω,BΩ,Q) →
L1(Ω,B′,Q) such that for ψ ∈ L1(BΩ), E(ψ|B′) is characterized by:
(1) E(ψ|B′) is B′ measurable.
(2)
∫
A
E(ψ|B′)dQ = ∫
A
ψdQ for all A ∈ B′.
It follows that for every p ≥ 1, ‖E(ψ|B′)‖p ≤ ‖ψ‖p. When ψ = χA, A ∈ BM we write
Q(A|B′) = E(χA|B′) :
and call Q(A|B′) the conditional measure of A relative to B′.
We have the following (see for example [14] chapter V).
Theorem 2.1. Given µ ∈ P(M) there exists a unique probability Qµ on BΩ such that
1The use of the same letter for both the Markov operator and its associated probability kernel
is common practice.
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• (X0)∗Qµ = µ.
• A ∈ BΩ, n ∈ N⇒ Qµ([A]n+1|B(n)Ω )(w) = P (ωn, A).
Example 1. In the case when µ = δx, x ∈ M one obtains by induction that Qδx is
supported on {ω : ω0 = x} and
Qδx({ω : ω0 = x, ω1 = α1(x), ω2 = α2α1(x), · · · , ωn = αn · · ·α1(x)})
= Px([α1, · · · , αn]).
Consider T : Ω→ Ω the shift map. Using the uniqueness part of Theorem 2.1 we
obtain
T∗Qµ = QP ∗µ,
and thus for every P - stationary measure ν on M we get a dynamical system
T : (Ω,Qν)→ (Ω,Qν).
Definition 2.1. The dynamical system T : (Ω,Qν) → (Ω,Qν) will be referred as the
dynamical system associated to the random walk (defined by P and the stationary
measure ν).
Let us elucidate the relation between T and the skew-product construction (5).
Define Φ : X → Ω,
(6) Φ(α, x) = (x, α1(x), α2α1(x), · · · )
For A0, · · · , An ∈ BM note that
Φ−1(A0 × A1 × · · · × An ×M ×M × · · · ) =
n⋂
k=0
F−k(Σ× Ak)
= {(α, x) : x ∈ A0, α1(x) ∈ A1, · · · , αnαn−1 · · ·α1(x) ∈ An} ∈ BX .
Note that Φ is invertible, except when ω contains a point x ∈M satisfying f 2x = x.
The set of periodic orbits for (perturbations of) the geodesic flow has zero Lebesgue
measure, so if the stationary measure ν is equivalent to Lebesgue then we can ignore
these periodic points. We define BC := Φ−1(BΩ), and use Φ to induce measures
mC ,mx = Px ∈ P(X) such that Φ∗mC = Qν ,Φ∗mx = Qδx ; in particular, the maps
Φ : (X,BC ,mC)→ (Ω,BΩ,Qν)
Φ : (X,BC ,Px)→ (Ω,BΩ,Qδx)
are measure-theoretic isomorphisms.
Finally, note that F : (X,BC)→ (X,BX) is measurable, and since Φ ◦ F = T ◦Φ,
we have that F∗mc = mc and:
Proposition 2.1. The map Φ : (X,BC ,mC) → (Ω,BΩ,Qν) is an conjugacy between
(F,mc) and (T,Qν), in the sense that
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(1) Φ measure-theoretic isomorphism.
(2) Φ ◦ F = T ◦ Φ.
The Proposition above tell us we can use the skew-product (5) to study the dy-
namics of the random walks defined by P , but we have to use a different σ-algebra
on X. Now we want to understand the relation between the measures mx and mC .
Let us recall the following construction.
2.2. Disintegration of measures. Consider a Lebesgue probability space (Ω,BΩ, µ);
that is, measure theoretic isomorphic to the unit interval equipped with its Lebesgue
σ-algebra and the Lebesgue measure. Let Ω/H be the set of atoms, and pi : Ω→ Ω/H
the map that assigns to each x the unique atom where is contained; pi is well defined
for µ-almost every point. We equip Ω/H with BˆΩ the largest σ-algebra making
pi : (Ω,BΩ)→ (Ω/H, BˆΩ) measurable, and let µˆ = pi∗µ.
Definition 2.2. The partition H is said to be a measurable partition if (Ω/H, BˆΩ, µˆ)
is a Lebesgue space.
See [19] for more complete discussion of these topics, in particular for the proof of
the following result.
Theorem 2.2 (Rohklin). Let H be a measurable partition of (Ω,BΩ, µ). Then there
exists a disintegration of µ relative to H, i.e. there exists a family {µH}H∈Ω/H, where
each µH is a probability measure on H satisfying: for any A ∈ BΩ the set A ∩ H
is measurable with respect to the σ-algebra generated by H, for µˆ-almost every H ∈
Ω/H. Moreover the function H → µH(A ∩H) is measurable and
µ(A) =
∫
Ω/H
µH(A ∩H)dµˆ(H)
It follows directly from the properties that disintegrations are essentially unique:
if {µH}H∈Ω/H, {µ˜H}H∈Ω/H are disintegrations of µ relative to H then µH = µ˜H for µˆ
- almost every H.
In our case we have the following.
Proposition 2.2. Let H = {Σ× {x}}x∈M . Then {Px}x∈M is the disintegration of mC
in the partition H, and the quotient measure on X/H ≈M is ν.
Proof. It suffices to observe that the disintegration of Qν by the partition {{ω : ω0 =
x}}x∈M is given by {Qδx}x∈M , with quotient measure ν. This follows by Theorem
2.1, as it leads to Qν =
∫
Qδxdν(x), which is easily seen to imply the claim. 
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Example 2. Assume that p(x) ≡ p constant. Then Px = P does not depend on x,
and is given by the Bernoulli (product) measure (p, 1− p)Z+ on Σ. This implies that
mC = P × ν is the product measure, and thus extends to the whole σ-algebra BX .
The extension is F -invariant.
The resulting system is called a (locally constant) random dynamical system, and
is by far much more studied than its T counterpart. See for example [12].
2.3. Absolutely continuous stationary measures. We now focus our attention to the
problem of the existence of P - stationary measures with additional dynamical prop-
erties. Let us observe that by the form of the operator P one readily verifies that if
ν is P - invariant, then in particular is f - quasi-invariant, namely f∗ν is absolutely
continuous with respect to ν. Now given a quasi-invariant measure ν, f−1∗ ν = hν, if
ν is equivalent to µ (the f -invariant measure) with density ρ, then
ν = ρ · µ⇒ f−1∗ ν = f−1∗ (ρ · µ) = ρ ◦ f · µ = hν = hρµ
⇒ h = ρ ◦ f
ρ
and in particular log h = u ◦ f − u is a coboundary for f . It is (par of) a result due
to J.P. Conze and Y. Guivar’c that in the symmetric case the fact of log p
1−p being a
coboundary is equivalent to the existence of a P - stationary measure ν equivalent
to µ (assuming ergodicity of µ).
For the rest of this work we fix
• µ an f -invariant ergodic measure.
• p : M → (0, 1) continuous satisfying the following symmetry condition∫
logϕ(x)dµ(x) = 0
where ϕ(x) := log p(x)
q(x)
, q(x) := 1− p(x)
The following Theorem is proved in [4].
Theorem 2.3. In the hypotheses above, there exists a P - stationary measure ν equiv-
alent to µ if and only if logϕ = log p
1−p is a (measurable) coboundary over f , i.e.
there exists φ ∈ L1(µ), φ > 0 such that
logϕ = φ ◦ f − φ.
In [4] the result is stated changing ‘logϕ = log p
1−p is coboundary over f ’ by
‘there exists ψ measurable such that p
q◦f =
ψ◦f
ψ
’, but it is easy to see that these are
equivalent. Indeed, if
(7)
p
q ◦ f =
pi ◦ f
pi
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then
p
q
=
(pi · q) ◦ f
pi · q ,
whereas if
(8)
p
q
=
ψ ◦ f
ψ
then
p
q ◦ f =
(ψ
q
) ◦ f
ψ
q
.
It is also worth pointing out that if (7) holds, then ν = piµ is P - invariant.
Concerning the uniqueness of the P - stationary measure ν equivalent to µ, it is
direct consequence of Hopf’s ergodic theorem. See Proposition 2.3 in [4] for details.
3. Partial Hyperbolicity and Invariant Foliations
As in the introduction, consider an hyperbolic closed manifold S and letM = T 1S,
f : M → M the time-one map of the geodesic flow. This map is an example of a
partially hyperbolic diffeomorphism, whose definition is recalled below.
Convention: all manifolds considered are connected and paracompact. By a subman-
ifold we mean an immersed submanifold. IfM,N are submanifolds then Embr(M,N)
denotes the set of embeddings of differentiability class Cr from M to N .
Definition 3.1. A diffeomorphism f : M →M of a compact Riemannian manifold M
is partially hyperbolic if there exists an integer n ≥ 1 and a nontrivial, a continuous
splitting of the tangent bundle TM = Es ⊕ Ec ⊕ Eu and constants C > 0, 0 < λs ≤
νs < λc ≤ νc < λu ≤ νu satisfying
(1) νs < 1, λu > 1.
(2) ∗ = s, c, u and x ∈M then Dfx(E∗(x)) = E∗(x).
(3) For every n ≥ 0, x ∈M and unit vectors vs ∈ Es(x), vc ∈ Ec(x), vu ∈ Eu(x),
1
C
λns ≤ ‖Dfnx (vs)‖ ≤ Cνns
1
C
λnc ≤ ‖Dfnx (vc)‖ ≤ Cνnc
1
C
λnu ≤ ‖Dfnx (vu)‖ ≤ Cνnu
The bundles Es, Ec and Eu are referred to as the stable, center and unstable
bundles for f respectively. Partial hyperbolic is a C1-open condition, that is, there
is an open neighborhood C1 of f where any g partially hyperbolic diffeomorphism in
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that neighborhood is also partially hyperbolic. For more details and a introduction
to Partial Hyperbolicity see [15].
Let us recall also the concept of foliation.
Definition 3.2. LetM be a manifold of dimensionm andW = {W (x)}x∈M a partition
into Cr submanifolds of the same dimension d. We say that F is a foliation if there
exists an open covering U = {U} of M , and for each U ∈ U a continuous function
φU : (−1, 1)m−d → Embr
(
(−1, 1)d,M) satisfying the following
(1) If x ∈ U then there exists unique v ∈ (−1, 1)m−d and h ∈ (−1, 1)d such that
φU(v)(h) = x. Moreover, the image of φU(v) is the connected component of
W (x) ∩ U containing x.
(2) If U∩U ′ then the change of coordinates map φU ′,U : (−1, 1)m−d → (−1, 1)m−d,
φU(v) = v
′ if and only if φU(v)(h) = φU(v)(h′) is continuous.
Moreover, if the change of coordinates above is differentiable we say that W is a
differentiable foliation.
If W is a foliation then its atoms W (x) are the leaves of the foliation.
U
Rm-d
dR
ϕ
Remark 3.1. To be precise, our definition is what in the literature is known as a C0+,r
foliation. The reader can consult [3] for more information and a introduction to the
topic.
If W is a foliation then TW = ⊔x TW (x) is a sub-bundle of TM that is (by
definition) tangent to the leaves. Conversely:
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Definition 3.3. A sub-bundle E ⊂ TM is said to be integrable if there exists a
foliation W on M such that TW = E
We now return to the Partially Hyperbolic context. By the classical Stable Mani-
fold Theorem of Hadamard-Perron (cf. [9]) both Es, Eu are integrable to f - invari-
ant foliations Ws,Wu; here, invariance means that f permutes the leaves of W∗ for
∗ = s, u. In addition, if dW ∗(x) denotes the intrinsic distance induced by the Rie-
mannian metric in the leafW ∗(x), then it is direct to verify that for λ = max{νs, 1λu}
(λ < 1) it holds
y, y′ ∈ W s(x)⇒ dW s(fnx)(fny, fny′) ≤ CλndW s(x)(y, y′) ∀n ≥ 0(9)
z, z′ ∈ W u(x)⇒ dWu(f−nx)(f−nz, f−ny′) ≤ CλndW s(x)(z, z′) ∀n ≥ 0.(10)
On the other hand, the bundle Ec is not always integrable (not even if dimEc = 1,
[18]). We say that a partially hyperbolic diffeomorphism f is dynamically coherent
if the subbundles Ecs := Es ⊕ Ec and Ecu := Ec ⊕ Eu integrable to f - invariant
foliations Wcs and Wcu. If f is dynamically coherent, then Ec is tangent to the
foliation Wc :=Wcs ∩Wcu obtained intersecting the leaves of Wcs and Wcu.
Note the the time-one map of the geodesic flow referred before is dynamically
coherent, with one dimensional center tangent to the flow lines. Not only that, its
center foliation is in fact differentiable. This is seldom the case; in fact if a small
volume preserving perturbation of f has differentiable center, then in particular it
is the time-one of a conservative (hyperbolic) flow, which imposes a very strong
constrain on the existence of such maps. See [2].
Nonetheless, small C1 perturbations of the geodesic flow are dynamically coherent.
See the proof of Theorem B below.
A partially hyperbolic diffeomorphism f is said to be accessible if every pair x, y ∈
M can be connected by a s − u path, that is, a path composed of segments that
always lie in Ws or Wu. We say f is Cr-stably accessible if every g sufficiently Cr -
close to f is accessible. It was originally proved by Katok and Kononenko [11] that
the time-one map of a geodesic flow corresponding to a hyperbolic manifold is Cr
stably accessible.
We end this part by noting that if C is an s− u loop corresponding to a partially
hyperbolic map f (cf. Definition 1.2) then the functionals F (C;xi → xi+1) appearing
in the definition of F (C) are well defined on the space of Hölder continuous functions,
in virtue of (9) (10).
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4. Proof of the Main Result
In this part we put everything together and establish a result that will imply the
Main Theorem. Let us fix M a compact manifold and let us also fix µ a smooth
volume on M . The set Diffr(M) consists of the Cr - diffeomorphisms of M .
Theorem B. Suppose that f : M → M is C∞, accessible partially hyperbolic diffeo-
morphism satisfying
(1) dimEc = 1.
(2) For some Riemannian metric Df |Ec is an isometry.
(3) f preserves the measure µ.
Let p : M → (0, 1) be a Hölder continuous function, q = 1 − p, ϕ = p
q
and assume
that
∫
logϕ · dµ = 0. Then there exists N a C2 open neighborhood of f such that if
g ∈ N, g∗µ = µ then the Random Walk on M defined by (g, p) has a P - stationary
measure equivalent to µ if and only if for every s− u loop the functional associated
to C vanishes.
Moreover, the density of the P - stationary measure is continuous. If furthermore
p is differentiable, then the P - stationary measure is a smooth volume on M .
Proof. We start by noting that due to Corollary 7.6 in [8], the map f is dynamically
coherent, and used in conjunction with Theorem 7.4 in [9], we obtain the same is
also valid for C1 small perturbations. It is proven in [17] that f is also Cr stable
accessible, for any r ≥ 2.
In this context, we also have that f is C2 - stably-ergodic; meaning that there exists
a C2 neighborhood N of f such that every g ∈ N preserving µ is (partially hyperbolic
and) ergodic (in particular, µ is an ergodic measure for f). See Theorem A in [16]
(we remark that the technical condition of center bunching in the hypotheses of that
Theorem are immediate for perturbations of partially hyperbolic maps that act as
an isometry on their centers).
As a consequence of the facts enumerated before there exists N a C2 neighborhood
of f such that if g ∈ N and g∗µ = µ then
• µ is an ergodic measure for g.
• g is accessible.
Let us fix g ∈ N preserving µ. On the one hand, by Theorem 2.3, the existence
of an P - stationary measure ν equivalent to µ, is equivalent to the existence of a
measurable solution of the cohomological equation
logϕ = φ ◦ g − φ.
On the other hand, since ϕ is Hölder (and positive away from zero), then its logarithm
is also Hölder and then by Theorem A of [21] (see also [11]) we have:
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(1) the existence of a continuous solution to the previous equation is equivalent
to the vanishing on logϕ of any functional Fg(C) associated to an s− u loop.
(2) The existence of a measurable solution equation implies the existence of a
continuous solution.
From here follows the first part.
Assuming further that p is differentiable, we obtain by Corollary 0.2 of [21] that
solutions of the cohomological equation are automatically smooth. As explained after
the proof of 2.3, the density of the stationary measure can be computed from the
solution of the equation above, hence smooth. 
We finish by bringing the attention to the reader that if f : M → M is the
geodesic flow corresponding to an hyperbolic, then it satisfies the hypotheses of the
above theorem, and thus the Main Theorem is direct Corollary of this.
5. Dynamical consequences
In this part we deduce some consequences for the dynamics of T of the existence
of an stationary measure equivalent to Lebesgue. The set of P - stationary measures
is a simplex, thus by standard methods, if ν is P - stationary for f one deduces the
existence of a extremal P - stationary measure; this implies that Qν is ergodic for
T , and we assume this to be case in this part. We also suppose that (as given by
Theorem B), the density of ν with respect to µ is continuous.
Let us start with a simple remark: given φ ∈ Lr(M, ν), r ≥ 1 the function φ˜ =
φ ◦X0 is in Lr(Ω,Qν) and∫
φ˜(ω)dQν(ω) =
∫
φ(x)dν(x).
In the skew-product representation referred before, we think φ˜ as a function depend-
ing only on M coordinates in X. We then have the following.
Theorem 5.1. Let φ : M → R be a measurable function. Then for Lebesgue almost
every x ∈M it holds:
(1) if φ ∈ L1(M,µ) then
1
n
n−1∑
k=0
φ (αk · · ·α1(x)) −−−→
n→∞
∫
φdν Px − a.e.(αk)k≥1 ∈ Σ
(2) If φ = ψ−Pφ (or, more generally, φ = (I −P )1/2ψ) for some ψ ∈ L2(M,µ),
then
1√
n
n−1∑
k=0
φ (αk · · ·α1(x)) dist−−−→
n→∞
N (0, σ2) Px − a.e.(αk)k≥1 ∈ Σ
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where N (0, σ2) denotes the normal standard distribution centered at zero,
with variance σ2 = ‖ψ‖2L2(ν) − ‖Pψ‖2L2(ν).
Proof. Note that since the density of ν with respect to µ is continuous, in particular
any φ ∈ Lr(µ) represents a function in Lr(ν) which we denote by the same letter;
thus with no loss of generality we consider φ ∈ Lr(ν). The first part is direct conse-
quence of Birkhoff’s ergodic theorem to the dynamical system (T,Qν) together with
Proposition 2.2. The second part follows from the same referred Proposition, and a
by now classical result of Gordin and Lifsic [6] (respectively, Kipnis and Varadhan
[13] when φ = (I − P )1/2ψ; note that P ∗ : L2(ν)→ L2(ν) is self-adjoint). 
Given the skew-product F (α, x) = (σ(α), α1(x)) defined in (5), for each fixed
α ∈ Σ, we define Fα : M →M by the projection on the second coordinate of F, that
is, Fα(x) = pi2(F (α, x)). Thus F nα (x) = αn . . . α1(x) for all n ∈ N. We say that x is
recurrent for Fα if x ∈ ωFα(x) := {y ∈M : ∃(nk)k →∞ such that limk→∞ F nkα (x) =
y}.
Let Of (x) denote the orbit of x, and by OFα(x) the orbit of x by projection on
the second coordinate the of skew-product F .
Proposition 5.1. Let f time-one map of the geodesic flow whose Markov chain deter-
mined by (f, p) admit stationary measure ν equivalent to µ. Then for ν-almost every
x ∈M we have that:
(1) x is recurrent for Fα, for Px-almost every α ∈ Σ.
(2) The orbit OFα(x) is dense in M for Px-almost every α ∈ Σ.
Proof. The first part follows for example by Theorem 2.1 in [22], which implies that
in the symmetric case, for ν almost every x (and hence for µ almost every x) it
holds that lim infn→∞Xn = −∞ and lim supn→∞Xn = ∞ with full Px probability.
Note that for Px−almost every α ∈ Σ there are an infinity of nk ∈ N, such that
αnk . . . α1(x) = x. Then limnk→∞ F nkα (x) = x.
For the second part, observe that since f is conservative and topologically tran-
sitive, it holds µ
({x ∈ M : Of (x) is dense in M}) = 1 and, by the previous part
µ
({x ∈ M : x is recurrent for Fα for Px-almost every α ∈ Σ.}) = 1. It follows
that for ν-almost every x ∈ M the orbit OFα(x) is dense in M for Px-almost every
α ∈ Σ. 
To simplify the presentation for the last part we assume now that S is a two-
dimensional compact hyperbolic surface, and f : M = T 1S → M is the time-one
map of the geodesic flow; in particular dimE∗ = 1∀∗ = s, c, u. For (α, x) ∈ X define
Au(α, x) = Au(α1, x) by
Au(α, x) := ‖Dfα1x |Eux‖
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Then Birkhoff’s ergodic theorem guarantees the existence of mC-almost every (α, x)
of the Lyapunov exponent
lim
n→∞
1
n
n−1∑
k=0
logAu(F k(α, x)) =
∫
logAudmC
Using (6) and Theorem 2.1 we obtain,∫
logAudmC =
∫
logAuΦ−1(ω)dQν(w)
=
∫
log ‖Dfx|Eux‖p(x)dν(x) +
∫
log ‖Df−1x |Eux‖q(x)dν(x)
On the other hand, the existence of the limit together with the recurrence given in
Proposition 5.1 implies that this limit has to be zero, which in turn leads to
(11)
∫
log ‖Dfx|Eux‖p(x)dν(x) = −
∫
log ‖Df−1x |Eux‖q(x)dν(x)
If N is an algebraic surface, then the derivative of f has constant exponents and the
above implies (quite indirectly) that∫
p(x)dν(x) =
∫
q(x)dν(x)
Question: If ν is the P - stationary measure equivalent to µ, does necessarily the
previous equality hold?
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Appendix: Anosov Case
Here we indicate how the discussion in this article is also valid when f is a (C2.
conservative) Anosov diffeomorphism. Since this case was already studied in the
literature (cf. [4], [10]) we limit to point out succinctly the necessary modifications.
Theorem 5.2. Let f : M → M be a conservative Anosov diffeomorphism of class C2
and let p : M → (0, 1) be a Hölder continuous function, q = 1−p, ϕ = p
q
. Then there
exists a C2 neighborhood N of f such that if g ∈ N is conservative then the Random
Walk defined (g, p) has a P - stationary measure equivalent to the volume of M , if
and only if for every g-invariant probability measure η it holds
∫
logϕdη = 0.
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Moreover, the density of the P - stationary measure is continuous. If furthermore
p is differentiable, then the P - stationary measure is a smooth volume on M .
The proof of this result follows exactly the same lines of Theorem B by using
Livshitz’ theory for hyperbolic maps instead of [21]; see [7] for a discussion of these
(classical) results. We point out that C2 conservative Anosov diffeomorphisms are
(C2 - stably) ergodic, as proven by Anosov [1].
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