Abstract. The standard three-point discretization applied to the numerical solution of linear boundary value problems for second order systems with a singularity at the origin is investigated. A number of numerical examples illustrating the theoretical results are presented.
1. Introduction. We consider the three-point difference method applied to the linear boundary value problem (1.1a)
y"(t) -^p-y'(t) -^±y(t)=f(t), 0 < t < 1, (Lib) B0y(0) + B,y(l) = j8, where Y(t) = (y(t), y'(t))T. Here, y and/are vector-valued functions of dimension n, A0(t) and Ax(t) are n X n matrices, B0 and B{ are m X In constant matrices and ß is an »i-vector, where m < In. The numerical solution of scalar equations of this type has been investigated by several authors; see Jamet [5] , Natterer [10] , Rüssel and Shampine [15] . The finite difference method discussed here has been applied by Natterer [10] to the scalar problem. Jamet [5] and Rüssel and Shampine [15] study the problem in a form which often occurs in chemistry or physics, viz., A0 = 0 while/is a function of t and j'.
First order systems with singularity of the first kind have been discussed by Brabston and Keller [1] and de Hoog and Weiss [2] . Our investigations are based on the techniques developed in [2] and therefore we transform the second order system (1.1a) to the first order one; see (3.2a) . In practical applications nonlinear versions of (1.1) also arise; some examples from mechanics and chemistry may be found in Keller and Wolfe [7] , Parter, Stein and Stein [12] and Rentrop [14] .
It is the main aim of this paper to present the basic ideas of the treatment of second order systems, using the spectral decomposition (proposed in [2]) of the matrix M = M(0), cf. (3.2a), and the contraction arguments. The basic analytic properties of (1.1) like existence, smoothness and uniqueness of solutions have been studied by the author in [16] .
The outline of the paper is as follows. In Section 3 we briefly discuss the analytical results for the continuous solutions of (1.1), which we require for the investigations of the numerical scheme in Section 4.
Here, as in the analysis of problem (1.1), see [16] , we transform the difference equations for (1.1a) to first order difference equations. The order of convergence depends on the smoothness of y and the eigenvalues of M. For / e C2, it can be shown that the order of convergence is /¡'[In h\p, p ^ 0, where h is the equidistant gridspacing on [0, 1] . If all eigenvalues of M have nonpositive real parts, then q = 2; otherwise q depends on the smallest positive real part a+ and q = min(a+, 2).
In Section 5, we present a number of numerical experiments illustrating the theory.
2. Notations and Preliminary Results. We use the following notation: X" is the space of complex-valued vectors of dimension n, and we use | -j to denote the maximum norm in X", \x\ = \(xux2,...,x")T\ = max \x¡\. where for each XA, i0 is a fixed number and xk = (xki, xkl,..., xkn)T e X", k = i0(l)N. The norm on XA is defined by W¡= max \xm\.
Finally, we denote by RA: C -* X^ the bounded hnear map such that R*y = (y(tio),y{tio+l),...,y(tN)).
We now prove the following results.
Lemma 2.1. Given a complex number X = a + /k, a > 0 and ß(X) = 0t| |A -Ml < 0/2}.
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We define for p e ß(A) n,
Tftew there exists an r¡ > 0 íwc/z í/iaí |zty(fO| < const(í,/í7)\ k <j,j = \(\)N, for all p e Q(A).
Proof. Since f, = A/ for every /, we have (/, -ph)/t, = (/ -p)/l. By the linear transformation z = (y(t),ty'(t))T, applied to (3.1), we obtain the following boundary value problem of the first order
We now consider the case, when/ g C and A0(t), Ax(t) can be written as (3. 3) A0(t) = A0 + fC0(t), Ax{t) = Ax + t>Cx{t), v> 1, where A0, Ax are constant n X n matrices and C0, Cx e C. By (3.3) the system (3.2) is equivalent to
We denote by R the spectral projection onto the eigenspace of M = M(0), corresponding to an eigenvalue A = 0, and by 5 the spectral projection onto the invariant subspace of M associated with the eigenvalues with positive real parts. We set P = R + S, Q = I -P.
Finally, we define
where U is the spectral projection onto the eigenspace of M corresponding to the eigenvalue A = 1, and V is the spectral projection onto the invariant subspace associated with eigenvalues, whose real parts are greater than one. Let E be the In x In matrix of (generalized) eigenvectors of M such that M = EJE~\ Additionally, for any 2n X 2n matrix G we denote by Gx the n X In matrix consisting of the n first rows of G and by G2 the n X In matrix consisting of the n last rows of G.
We make the following asumptions: where T0 = (j0, y¿)T, YN = (j^, ^)r, and where by j^, y'N we denote approximations for y'(0) and y'(\), respectively. Without loss of generality, we assume that the boundary conditions, which are necessary for the solution of (3.1) to be continuous (and equivalent to Qz(0) = 0), are given by
where Q is a constant r X In matrix and r = rank[OJ. For a wide class of problems appearing in practice, we typically have either y(0) = 0 or/(0) = 0; see [7] , [14] . To approximate y'(\) we choose^ = (yN+x -yN_x)/2h and complete the difference scheme (4.1a) by one more equation for i = N. The choice of y¿ is not that simple, because we cannot include the point i_, = -h into the scheme. However, we can remedy the situation if the solution y is smooth enough, which is valid for many practical problems. Now we study the case when the coefficient matrices A0(t) and ^4,(0 are constant. Let>> e C2. Then Taylor's theorem applied to Eq. Provided that the last conditions hold and A'x exists, the natural approximation for /(0) is
If (4.2a) is not well defined, another approximation must be taken; for instance, by the polynomial interpolation we obtain immediately
Both (4.2a) and (4.2b) are 0(h2) approximations for/(0), if y e C3. We saw in Section 3 that the fundamental properties of (3.1) have been deduced via an investigation of the associated first order system (3.2). This is also the case for the numerical scheme, and therefore we introduce the transformation
From (4.3) we have immediately
We now rewrite (4.1a) as follows (4.6) (/ -±)yi+x -{ll + £) Ä + (/ + ±)y¡_x = h2f(t,),
and substitute (4.3) and (4.5) into (4.6) obtaining
We now make the following assumption. A.4.1. The matrices
exist. We note that ||/4,/2/'|| < 1 for each \\Ax\\/2 < i ^ N, and thus the matrices / -Ax/2i are regular.
We now rewrite (4.7) and have
This implies "*., = -('• +l)(Ji3f1 + «u-i)
For 0, and 02 we have
and finally (4.9) «2, = (t + £ei(0)«.,-, + (/+ y(/ + ^,) + ^e2(/))«2, 
As a first step in the analysis of (4.12) we study the growth of solutions of the system of difference equations (constl^lôl + A«rr+2||rA||}, y < -2.
Finally, we consider the iteration scheme, which is implied by (4.12) and has the form (ii)(a) Consider the system (3.2). Let <p(f) = E~xz(t). Then <p is a solution of the following problem, (g\t) = E'lf(t)) (4.31) <p'(t)= ^Mt) + tg(t), SGC. LetO < a < 1. Then (4.32) is \Lj(yA -R*y)\ < const{Ar;-3|lnA|2"_1 + AVIlnAl2""' + »(/,*)}, and the first estimate in (ii)(a) follows by (4.23) for a = 1, y = a -3 < -2; a = a, 7 = -2 and a = 7 = 0, respectively. Let 1 < a < 2. Then we can write (4.32) as follows |£,(>a -*a.v)| < const{Az;-3|lnA|2""1 + Af/2|ln A|2n"' + «(/,*)}, and the result holds by (4.23) for a = 1 and 7 < -2. For a = 2 we need only to replace |ln A|2"-1 by |ln A|2" and if a > 2, then (0(9, A) < const A, and the result follows in a very similar fashion.
(ii)(b) Since in this case y g C4(0, l], we can differentiate (3.1a) and obtain by [16, Lemma 3.3] {const A2f/~4|lnA|2""1, 0 < a < 2, const A2f/2|ln A|2" a = 2, i = 1(1)N, const A2f/2, a > 2.
The estimates in ( (ii) We shall now extend the results of Lemma 4.4 to problem (4.1). We first assume that the associated analytical problem (3.1) has a unique solution y g C n C2(0, l] and recall that the necessary condition for the solution y of (3.1) to be continuous is given by QY(0) = 0. To show that the results of Lemma 4.4 hold also for the solution of (4.1) we have to consider two problems:
(ii)(a) We have to prove that the solution ma of the difference equation (4.11) subject to the boundary conditions Qu0 = 0, PuN = 8N yields the solution jA of the difference equation (4.1a) subject to the boundary conditions (4.1b) and (4.1c).
Before proceeding further we briefly recapitulate how we have treated the analogous problem in the analytical case; cf. [16, Section 3] . First, we have considered the three cases where a < 0, X = 0, and a > 0, separately, and in each case we have given the conditions that are necessary for the solution to be continuous and the conditions that are required to make the solution unique. Using the spectral projections, we have constructed the general solution (for the case when M has different eigenvalues) by superposition of continuous components pertaining to different eigenvalues. We have shown that the condition Qu(0) = 0 is necessary for u to be in C[0,1] and the condition Pu(\) = Py yields to m = rank[P] equations for the constants that have to be specified to make the solution unique. This solution has the form z(t) = (Hf)(t) + <i>(t)Py, Clearly, for problem (1.1a) the m conditions which we need íor y to be unique have to be given by (Lib). It has been shown in [16, Theorem 3 .1] that the m constants can be uniquely determined from (Lib) if and only if the inverse of a certain mXm matrix which we obtain by substituting the solution y(t) = zx(t) and its derivative into (1.1b) exists.
We can use this idea again in the case of difference equations. Comparing the representations for the analytical and discrete solutions in each of the three cases mentioned above, and, finally, in the general case, we can show that the solution of the difference system can be written in a way which is a discrete analogue of that of the analytical case. To see this we define *a7= (/(0),/(A), f(2h),...,f(ih),...,/(!)), License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use and then the solution tzA of (4.11) can be written as uA = HA(R°j) + %Pu". This form corresponds to that given above. Substituting this general solution into the boundary conditions, we obtain a system of equations for m constants that uniquely determines the discrete solution of (4.1). This system is uniquely solvable if and only if the same m x m matrix as in the analytical case is nonsingular.
(ii)(b) The second problem is how to pose the boundary conditions at the left point of the interval if i0> 1.
We We now consider the linear system (4.1a) with The convergence rate of A3/2 is illustrated in Table 5 .1, where the corresponding results for the first example are also tabulated. For both examples z0 = 0. 
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Since the error behavior does not depend on the component of these solutions, we list in the following tables the global error in the first component and the error at a fixed point f = 0.5 in the second component of each solution. In both cases z0 = 0.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Since the problem has a solution y G C n C1 (0, l], it follows from Lemma 4.5(ii) that the convergence rate is 0({h). The error behavior follows by Lemma 4.4 on noting that there are no logarithmic terms in the second components of both solutionsy(t). 
