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THE EIGHTH MOMENT OF DIRICHLET L-FUNCTIONS
VORRAPAN CHANDEE AND XIANNAN LI
Abstract. We prove an asymptotic for the eighth moment of Dirichlet L-functions aver-
aged over primitive characters χ modulo q, over all moduli q ≤ Q and with a short average
on the critical line, conditionally on GRH. We derive the analogous result for the fourth
moment of Dirichlet twists of GL(2) L-functions. Our results match the moment conjectures
in the literature; in particular, the constant 24024 appears as a factor in the leading order
term of the eighth moment.
1. Introduction
There has been substantial and sustained research into moments of L-functions on the
critical line. Much of this interest is generated by the presence of numerous applications, but
moments are also studied for their own intrinsic interest. As well, understanding moments of
L-functions involves developing tools which better elucidates the nature of the approximate
orthogonality of the family of L-functions under consideration.
The first moments studied were those of the Riemann zeta function, which are averages
of the form
Ik(T ) :=
∫ T
0
|ζ(1
2
+ it)|2kdt.
Here, asymptotic formulae were proven for k = 1 by Hardy and Littlewood and for k = 2 by
Ingham (see [19] VII). Despite extensive further work, including various refinements of the
result of Ingham, no such result is available for any other values of k.
A well known folklore conjecture states that Ik(T ) ∼ ckT (log T )k2 for constants ck de-
pending on k. The values of ck were mysterious for general k until the work of Keating and
Snaith [9] which related these moments to circular unitary ensembles and provided precise
conjectures for ck. The choice of group is consistent with the Katz-Sarnak philosophy [8],
which indicates that the symmetry group associated to this family should be unitary. Based
on heuristics for shifted divisor sums, Conrey and Ghosh derived a conjecture in the case
k = 3 [2] and Conrey and Gonek derived a conjecture in the case k = 4 [3]. Further con-
jectures including lower order terms, and for other symmetry groups are available from the
work of Conrey, Farmer, Keating, Rubinstein and Snaith [1] as well as from the work of
Diaconu, Goldfeld and Hoffstein [6].
In support of these conjectures, lower bounds of the the right order of magnitude are
available due to Rudnick and Soundararajan [12], while good upper bounds are available
conditionally on RH, due to Soundararajan [15], of the form Ik(T )≪ T (log T )k2+ǫ .
The situation for other families of L-functions is very similar; asymptotics are only avail-
able for small values of k. While the asymptotic for the sixth moment of ζ(1/2+ it) remains
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out of reach, Conrey, Iwaniec and Soundararajan [4] have recently derived an asymptotic for-
mula for the sixth moment of Dirichlet L-functions with a power saving error term. Instead
of fixing the modulus q and only averaging over characters χ (mod q), they also average
over the modulus q ≤ Q, which gives them a larger family of size Q2, and further they
include a short average on the critical line. Since the family they consider is also unitary, the
asymptotic is very similar to the conjectured asymptotic for the sixth moment of ζ(1/2+ it).
To be more precise, let χ (mod q) be a primitive even Dirichlet character, and let (for
Re s > 1),
L(s, χ) =
∞∑
n=1
χ(n)
ns
=
∏
p
(
1− χ(p)
ps
)−1
be the L-function associated to it. Then the completed L-function Λ(s, χ) satisfies
Λ
(
1
2
+ s, χ
)
=
( q
π
)s/2
Γ
(
1
4
+ s
2
)
L
(
1
2
+ s, χ
)
= ǫχΛ
(
1
2
− s, χ),
where |ǫχ| = 1.
Let
∑♭
χ (mod q)
denote a sum over primitive even Dirichlet characters with modulus q,
and φ♭(q) denote the number of primitive even Dirichlet characters with modulus q. Then
Corollary 1 in the work of Conrey, Iwaniec, and Soundararajan [4] states∑
q≤Q
∑♭
χ (mod q)
∫ ∞
−∞
∣∣Λ(1
2
+ iy, χ
)∣∣6 dy
∼ 42a3
∑
q≤Q
∏
p|q
(
1− 1
p
)5
(
1 + 4
p
+ 1
p2
)φ♭(q)(log q)9
9!
∫ ∞
−∞
∣∣∣∣Γ(1/2 + iy2
)∣∣∣∣6 dy,
where
a3 =
∏
p
(
1− 1
p4
)(
1 +
4
p
+
1
p2
)
.
This is consistent with the conjecture in [1], and fits with the analogous conjecture for
ζ(1/2 + it) in [3]. The authors of [4] later state a more precise technical result which gives
the asymptotic for the sixth moment including shifts with a power saving error term. The
average over y is fairly short due to the rapid decay of the Γ function along vertical lines,
but deriving an analogous result without the average over y remains an open problem which
involves understanding certain unbalanced sums. Here, the restriction to even characters is
a technical convenience, and the analogous result may be derived for odd characters using
the same method.
In this paper, we shall derive asymptotics for the eighth moment of Dirichlet L-functions
and for the fourth moment of Dirichlet twists of certain GL(2) L-functions, conditionally on
GRH.
From [1], we may derive the conjecture that as q →∞ with q 6= 2 (mod 4),
1
φ♭(q)
∑♭
χ (mod q)
∣∣L(1
2
, χ
)∣∣8 ∼ 24024 a4∏
p|q
(
1− 1
p
)7
(
1 + 9
p
+ 9
p2
+ 1
p3
) (log q)16
16!
,
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where
(1) a4 =
∏
p
(
1− 1
p
)9(
1 +
9
p
+
9
p2
+
1
p3
)
.
Towards this conjecture, we shall prove that∑
q≤Q
∑♭
χ (mod q)
∫ ∞
−∞
∣∣Λ(1
2
+ iy, χ
)∣∣8 dy
∼ 24024 a4
∑
q≤Q
∏
p|q
(
1− 1
p
)7
(
1 + 9
p
+ 9
p2
+ 1
p3
)φ♭(q)(log q)16
16!
∫ ∞
−∞
∣∣∣∣Γ(1/2 + iy2
)∣∣∣∣8 dy(2)
conditionally on GRH.
Our result (2) follows immediately from the following theorem.
Theorem 1.1. Assume GRH. Let Ψ be a smooth function compactly supported in [1, 2].
Then, we have∑
q
Ψ
(
q
Q
) ∑♭
χ (mod q)
∫ ∞
−∞
∣∣Λ(1
2
+ iy, χ
)∣∣8 dy
= 24024 a4
∑
q
Ψ
(
q
Q
)∏
p|q
(
1− 1
p
)7
(
1 + 9
p
+ 9
p2
+ 1
p3
)φ♭(q)(log q)16
16!
∫ ∞
−∞
∣∣∣∣Γ(1/2 + iy2
)∣∣∣∣8 dy
+O(Q2(logQ)15+ǫ).
Remark 1. The main term in the theorem is of the order Q2(logQ)16.
Our method also allows us to compute the fourth moment of Dirichlet twists of a GL(2)
automorphic L-function. To be precise, let f be a holomorphic modular form of weight k
and full level1. We write
L(s, f) =
∑
n
a(n)
ns
=
∏
p
(
1− αp
ps
)−1(
1− βp
ps
)−1
,
normalized so that the critical line is at Re s = 1/2. Then the twisted L-function L(s, f×χ)
has Dirichlet series
L(s, f × χ) =
∑
n
a(n)χ(n)
ns
,
and satisfies the functional equation
(3) Λ
(
1
2
+ s, f × χ) := ( q
2π
)s
Γ
(
s+ k
2
)
L
(
s+ 1
2
, f × χ) = ωχΛ (12 − s, f × χ) ,
where ωχ = i
k τ(χ)
2
q
. Here, τ(χ) is the Gauss sum and so |ωχ| = 1. Now let
f2 :=
∏
p
(
1− a(p)
2 − 2
p
+
1
p2
)−3(
1 +
a(p)2 + 2
p
− 4a(p)
2 − 2
p2
+
a(p)2 + 2
p3
+
1
p4
)
,
1Our methods apply to other GL(2) forms; we restrict our attention to this case to ease notation.
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and Bp(f, 1/2) be defined by
(4)(
1− 1
p
)−4(
1− 1
p2
)(
1− a(p)
2 − 2
p
+
1
p2
)−3(
1 +
a(p)2 + 2
p
− 4a(p)
2 − 2
p2
+
a(p)2 + 2
p3
+
1
p4
)
.
Then we have the following
Theorem 1.2. Assume GRH. Let Ψ be a smooth function compactly supported in [1, 2].
Then, we have∑
q
Ψ
(
q
Q
) ∑∗
χ (mod q)
∫ ∞
−∞
∣∣Λ(1
2
+ iy, f × χ)∣∣4 dy
=
1
2π2
f2
∑
q
Ψ
(
q
Q
)
φ∗(q)(2 log q)4
∏
p|q
1
Bp(f, 1/2)
∫ ∞
−∞
∣∣∣∣Γ(k/2 + iy2
)∣∣∣∣4 dy
+O(Q2(logQ)3+ǫ).
Remark 2. The main term in the theorem is of the order Q2(logQ)4.
This is consistent with the conjectures for the fourth moment of a unitary family of L-
functions, as in [1]. The proof of Theorem 1.2 is similar to that of Theorem 1.1. In the sequel,
we will focus on proving Theorem 1.1 and indicate how to modify the proof for Theorem 1.2
in Section 11.
1.1. A sketch of the proof. As the proof contains a number of technical details, we first
provide a sketch which will hopefully indicate the main features. Roughly speaking, after
applying the approximate functional equation, we need to understand sums of the form
Q
∑
q
Ψ
(
q
Q
) ∑
m≤Q2
∑
n≤Q2
m≡n(mod q)
τ4(m)τ4(n)√
mn
,
where τ4(n) =
∑
n=n1n2n2n4
1. The diagonal contributionm = nmay be extracted and is fairly
easy to understand. In the case of the sixth moment (and in their study of the asymptotic
large sieve), Conrey, Iwaniec and Soundararajan [4] use the complementary divisor trick, to
writem−n = hq and replace the congruence condition modulo q with a congruence condition
modulo h. In the case of the sixth moment, the critical range is m ≍ n ≍ Q3/2 and since h is
of size |m− n|/Q, this results in a massive reduction in conductor in the work [4]. However,
in our case, the critical range is m ≍ n ≍ Q2, so that applying the complementary divisor
trick immediately is futile. Thus before switching to the complementary divisor, we truncate
our sums in m and n to Q2−ǫ, directly using the multiplicative large sieve (see Section 3).
After switching to the complementary divisor, we express the congruence condition modulo
h using characters modulo h, so that roughly, we want to study
Q
∑
h
1
φ(h)
∑
χ(mod h)
∑
m≤Q2−ǫ
∑
n≤Q2−ǫ
τ4(m)τ4(n)χ(m)χ(n)√
mn
Ψ
( |m− n|
hQ
) |m− n|
hQ
V (m,n).
In the above, the principal characters give a main term contribution while the rest should
be absorbed into the error term. If the essentially smooth factor Ψ
(
|m−n|
hQ
)
|m−n|
hQ
V (m,n) did
not exist, one may separate m and n and apply the large sieve again to give a satisfactory
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bound. Unfortunately, separating the variables m and n using Mellin transforms (see §6.2)
comes at a high cost. To be more precise, note that the kth derivative of Ψ
(
|m−n|
hQ
)
with
respect to m is of size
(
1
hQ
)k
. In order for the Mellin transform to decay rapidly we would
like this to be
(
1
m
)k
, which is only true when the complementary divisor h is of size around
Q1−ǫ (the reader should think of m being around size Q2−ǫ as this is the critical range).
It is impossible to ignore the smaller values of h; for instance, they genuinely contribute
to the main term. Technically, GRH is used to bound an eighth moment of Dirichlet L-
functions in the t-aspect, which appears since the Mellin transform does not decay rapidly.
Less technically, GRH guarantees significant cancellation in the sums over m and n even in
short intervals - visibly, for fixed n, the appearance of Ψ
(
|m−n|
hQ
)
restricts m to an interval
much shorter than Q2−ǫ when h is small.
In this description, we have neglected to mention the effect of the inclusion-exclusion
within the orthogonality over primitive characters, a number of coprimality conditions, and
a rather lengthy list of technical manipulations.
2. Notation and preliminary lemmas
In this section, we introduce some notation and record some standard results. Define
Λ(s, χ; t) := Λ4(s+ it, χ)Λ4(s− it, χ),
and
G(s, t) := Γ4
(
s
2
+ it
2
)
Γ4
(
s
2
− it
2
)
.
We then have
Λ
(
1
2
, χ; t
)
= G
(
1
2
, t
)
L4
(
1
2
+ it, χ
)
L4
(
1
2
− it, χ) .
Therefore for Re (s) > 1, we write
L4 (s+ it, χ)L4 (s− it, χ) =
∞∑
m,n=1
τ4(m)τ4(n)
msns
χ(m)χ(n)
( n
m
)it
.
Moreover, define
(5) W (x, t) :=
1
2πi
∫
(1)
G(1/2 + s, t)x−s
ds
s
,
P (χ, t) :=
∞∑
m,n=1
τ4(m)τ4(n)χ(m)χ(n)√
mn
W
(
mnπ4
q4
, t
)
,
(6) V (ξ, η;µ) =
∫ ∞
−∞
(
η
ξ
)it
W
(
ξηπ4
µ4
, t
)
dt,
and
Λ1(χ) =
∞∑
m,n=1
τ4(m)τ4(n)√
mn
χ(m)χ(n)V (m,n; q).
Our first Lemma is an approximate functional equation.
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Lemma 2.1. With notation as above, we have
(7) Λ(1/2, χ; t) = 2P (χ, t),
and
(8)
∫ ∞
−∞
Λ(1/2, χ; t) dt = 2Λ1(χ).
Proof. We begin by writing
P (χ, t) =
1
2πi
∫
(1)
Λ(1/2 + s, χ; t)
ds
s
.
Shifting contours of integration to Re s = −1, we pass a simple pole at s = 0 with residue
Λ(1/2, χ; t). Upon applying the functional equation, the remaining integral is
1
2πi
∫
(−1)
Λ(1/2− s, χ; t)ds
s
= − 1
2πi
∫
(1)
Λ(1/2 + s, χ; t)
ds
s
= −P (χ, t).
This proves (7). Integrating both sides of (7) gives (8). 
The integration of Λ(1/2, χ; t) in t is needed to restrict the range of m,n. From the
following lemma, we see that the main term of Λ1(χ) comes from when m,n are both at
most q2+ǫ.
Lemma 2.2. The weight function W (x, t) defined in (5) is a smooth function of x ∈ (0,∞)
and moreover, for any x > 1 and any non-negative integer ν,
W (ν)(x, t)≪ν exp(−c0x1/4)
for some absolute constant c0 > 0. This in term gives us that the function V defined in (6)
satisfies
V (ξ, η;µ)≪ exp
(
−c1
(
max(ξ, η)2
µ4
))1/4
.
Proof. This lemma is the same as Lemma 1 in [4]. 
Next, we introduce some notation which will be used when calculating the arithmetic
factor a4 in (1). Let
Bp(s) =
∞∑
r=0
τ 24 (p
r)
p2rs
, Bq(s) =
∏
p|q
Bp(s),
and
Ap(s) =
(
1− 1
p2s
)16
Bp(s), A(s) =
∏
p
Ap(s).
Lemma 2.3. With notation as above, we have that for Re (s) > 1/2,
Bp(s) =
(
1− 1
p2s
)−7(
1 +
9
p2s
+
9
p4s
+
1
p6s
)
,
and ∞∑
n=1
(n,q)=1
τ 24 (n)
n2s
=
ζ16(2s)A(s)
Bq(s) ,
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where A(s) converges absolutely when Re (s) > 1/4.
Proof. This is a standard proof which involves writing out both sides in terms of Euler
products. See Section 2 of [1] for similar proofs. 
The next lemma is required to compute the main term of the fourth moment of Dirichlet
twists of a GL(2) automorphic L-function. We define
Bp(f, s) =
∞∑
r=0
σ2f (p
r)
p2rs
, Bq(f, s) =
∏
p|q
Bp(f, s),
and
A(f, s) =
∏
p
(
1− 1
p2s
)4
Bp(f, s).
Lemma 2.4. With notation as above, we have for Re (s) > 1/2,
(9)
∞∑
n=1
(n,q)=1
σ2f(n)
n2s
=
ζ4(2s)A(f, s)
Bq(f, s) ,
where Bp(f, 1/2) is as in (4) and
Ap(f, 1/2) =
6
π2
∏
p
(
1− a(p)
2 − 2
p
+
1
p2
)−3(
1 +
a(p)2 + 2
p
− 4a(p)
2 + 2
p2
+
a(p)2 + 2
p3
+
1
p4
)
,
converges absolutely when Re (s) > 1/4.
Proof. Let
∮
denote the contour integral around the unit circle. The proof of (9) can be
found in [1], where Bp(f, 1/2) is given by
Bp(f, 1/2) =
∫ 1
0
(
1− αpe(θ)
p1/2
)−2(
1− βpe(θ)
p1/2
)−2(
1− αpe(−θ)
p1/2
)−2(
1− βpe(−θ)
p1/2
)−2
dθ
=
p2
2πi
∮
z3
(
z − p1/2
αp
)−2 (
z − p1/2
βp
)−2
(
z − αp
p1/2
)2 (
z − βp
p1/2
)2 dz
= p2
(
Res
z=
αp
p1/2
+ Res
z=
βp
p1/2
)
z3
(
z − p1/2
αp
)−2 (
z − p1/2
βp
)−2
(
z − αp
p1/2
)2 (
z − βp
p1/2
)2 .
Using that αpβp = 1, the sum of the residues is
1
p6
(
1 +
1
p
)(
1− 1
p
)−3(
1− α
2
p
p
)−3(
1− β
2
p
p
)−3
×
× [(1 + 2p+ 2p2 + 2p3 + p4) + (αp + βp)2(p− 4p2 + p3)] ,
where gives the desired form for Bp(f, 1/2) upon using that αp + βp = a(p). 
Next, we record the classical multiplicative large sieve as well as its direct consequence for
the eighth moment which are used in Section 3 and 5. The proofs can be found in [7].
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Lemma 2.5. For any complex number an with M < n < M + N , where N is a positive
integer, we have∑
q≤Q
q
φ(q)
∑∗
χ (mod q)
∣∣∣∣∣ ∑
M<n<M+N
anχ(n)
∣∣∣∣∣
2
≤ (Q2 +N)
∑
M<n<M+N
|an|2.
Lemma 2.6. For any t ∈ R, we have∑
q≤Q
∑∗
χ (mod q)
∣∣L (1
2
+ it, χ
)∣∣8 ≪ Q2(t2 + 1)(logQ(|t|+ 2))17,
where the implied constant is absolute.
We also need orthogonality relations for characters.
Lemma 2.7. If m,n are integers with (mn, q) = 1 then∑∗
χ (mod q)
χ(m)χ(n) =
∑
q=dr
r|(m−n)
µ(d)φ(r),
and ∑♭
χ (mod q)
χ(m)χ(n) =
1
2
∑
q=dr
r|(m±n)
µ(d)φ(r).
Proof. The first claim follows from the orthogonality of all characters and Mobius inversion,
while the second claim follows from the first by detecting even characters with 1+χ(−1)
2
. 
Lemma 2.8. Let y, t and S > 0 be real numbers and q and k be natural numbers with
yk ≤
√
φ(q)(S+1)
log(q(S+1))
. For any complex numbers a(p), we have that
∑
χ mod q
∫ 2S
S
∣∣∣∣∣∑
p≤y
a(p)χ(p)
p1/2+it
∣∣∣∣∣
2k
dt≪ φ(q)(S + 1)k!
(∑
p≤y
|a(p)|2
p
)k
,
where the implied constant is absolute.
Proof. Write (∑
p≤y
a(p)χ(p)
p1/2+it
)k
=
∑
n≤yk
ak,y(n)χ(n)
n1/2+it
,
where ak,y(n) =
∑
p1...pk=n
pi≤y
a(p1)...a(pk). Then by orthogonality of Dirichlet characters
∑
χ mod q
∫ 2S
S
∣∣∣∣∣∑
p≤y
a(p)χ(p)
p1/2+it
∣∣∣∣∣
2k
dt = φ(q)
∑
m,n≤yk
(mn,q)=1
q|m−n
ak,y(m)ak,y(n)√
mn
∫ 2S
S
( n
m
)it
dt
= φ(q)S
∑
n≤yk
(n,q)=1
|ak,y(n)|2
n
+O
φ(q) ∑
m,n≤yk
m6=n,q|m−n
|ak,y(m)ak,y(n)|√
mn| log(m/n)|
 .
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The sum in the diagonal term is bounded by
≤
∑
n≤yk
|ak,y(n)|2
n
=
∑
p1,...,pr≤y
∑
α1,...,αr≥1∑
αi=k
(
k
α1, ..., αk
)2 |ap1|2α1 ...|apr |2αr
pα11 ...p
αr
r
≤ k!
∑
p1,...,pr≤y
∑
α1,...,αr≥1∑
αi=k
(
k
α1, ..., αk
) |ap1|2α1 ...|apr |2αr
pα11 ...p
αr
r
= k!
(∑
p≤y
|a(p)|2
p
)k
.
Now we return to the error term. Since yk ≤
√
φ(q)(S+1)
log(q(S+1))
, either yk ≤ φ(q)
log(q(S+1))
or yk ≤
S+1
log(q(S+1))
.
If yk ≤ φ(q)
log(q(S+1))
, then q|m− n if and only if m = n so there are no additional terms. If
yk ≤ S+1
log(q(S+1))
, then the error term is bounded by
≪ φ(q)
∑
m≤yk
|ak,y(m)|2
m
∑
n 6=m
n≤yk
1
| log(m/n)| ≪ φ(q)y
k log(yk)
∑
m≤yk
|ak,y(m)|2
m
≪ φ(q)(S + 1)k!
(∑
p≤y
|a(p)|2
p
)k
.

Finally, the following propositions estimate the moments of Dirichlet L-functions and
Dirichlet twists of a GL(2) automorphic L-function. They are crucial tools in bounding
off-diagonal terms in Section 7.
Proposition 2.9. Assume GRH. For q ≥ 3, S > 0 and for any positive real number k and
any ǫ > 0 we have
∑
χ (mod q)
∫
S≤|s|<2S
∣∣∣∣L(12 + s, χ
)∣∣∣∣2k ds≪k,ǫ φ(q)(S + 1)(log q(S + 1))k2+ǫ,
where the integration over s is taken to be on a vertical line with 0 ≤ Re (s) ≤ 1
logQ
.
Proof. To prove the Theorem, it is enough to show that
(10)
∑∗
χ (mod q)
∫
S≤|s|<2S
∣∣∣∣L(12 + s, χ
)∣∣∣∣2k ds≪k,ǫ φ(q)(S + 1)(log q(S + 1))k2+ǫ
9
since we can deduce the result for sum over all characters as the following.∑
χ (mod q)
∫
S≤|s|≤2S
∣∣∣∣L(12 + s, χ
)∣∣∣∣2k ds
≤
∑
q1|q
∑∗
χ1 (mod q1)
(∫
S≤|s|≤2S
∣∣∣∣L(12 + s, χ1
)∣∣∣∣2k ds
)∏
p|q
p∤q1
(
1 +
1
p1/2
)2k
≪k,ǫ (S + 1)(log qS)k2+ǫ
∑
q1|q
φ(q1)
∏
p|q
p∤q1
(
1 +
1
p1/2
)2k
.
≪k,ǫ q(S + 1)(log q)k2+ǫ ≪k,ǫ φ(q)(S + 1)(log q)k2+ǫ,
where the first inequality comes from∑
q1|q
φ(q1)
∏
p|q
p∤q1
(
1 +
1
p1/2
)4k
=
∏
pe||q
[(
1 +
1
p1/2
)4k
+ φ(p) + φ(p2) + ....+ φ(pe)
]
=
∏
pe||q
[(
1 +
1
p1/2
)4k
+ pe − 1
]
=
∏
pe||q
pe
(
1 +O
(
1
p3/2
))
≪ q,
and the last inequality comes from φ(q)≫ q
log log q
.
The proof of (10) is carried by the same arguments as the proof of Corollary A in [15],
but here we use the orthogonality relation in Lemma 2.7 instead of Lemma 3 in [15].

Similarly we have
Proposition 2.10. Assume GRH. For q ≥ 3, S > 0 and for any positive real number k and
any ǫ > 0 we have∑
χ (mod q)
∫
S≤|s|<2S
∣∣∣∣L(12 + s, f × χ
)∣∣∣∣2k ≪ φ(q)(S + 1)(log q(S + 1))k2+ǫ,
where the integration over s is taken to be on a vertical line with 0 ≤ Re (s) ≤ 1
logQ
.
3. Truncation
From Lemma 2.1, we want to study the moment
M =
∑
q
Ψ
(
q
Q
) ∑♭
χ (mod q)
∫ ∞
−∞
∣∣Λ (1
2
+ iy, χ
)∣∣8 dy = 2∆(Ψ, Q),
where
∆(Ψ, Q) =
∑
q
∑♭
χ (mod q)
Ψ
(
q
Q
)
Λ1(χ).
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By orthogonality as in Lemma 2.7, we obtain that
∆(Ψ, Q) =
1
2
∞∑
m,n=1
τ4(m)τ4(n)√
mn
∑
d,r
(dr,mn)=1
r|m±n
φ(r)µ(d)Ψ
(
dr
Q
)
V (m,n, dr).
The first step to prove Theorem 1.1 is to slightly truncate the sums over m and n in ∆(Ψ, Q).
This type of procedure has appeared in the contexts of moments in other situations (see for
instance, the works of Soundararajan [16] and Soundararajan and Young [17]). For a fixed
α > 0, define
∆˜(Ψ, Q) =
∑
q
∑♭
χ (mod q)
Ψ
(
q
Q
) ∞∑
m,n=1
τ4(m)τ4(n)√
mn
χ(m)χ(n)V
(
m,n;
q
(logQ)α
)
.
Note that we expect (and will later show) that ∆(Ψ, Q) ≍ Q2(logQ)16. In this section, we
prove that ∆˜(Ψ, Q) is a sufficiently close approximation to ∆(Ψ, Q). This will allow us to
apply the complementary divisor trick to ∆˜ and reduce the conductor in Section 6.
Proposition 3.1. Preserve notation as above. Then for any ǫ > 0,
∆(Ψ, Q)− ∆˜ (Ψ, Q)≪ Q2(logQ)15+ǫ,
where the implied constant depends on ǫ and α.
The key ingredient for proving the proposition is the large sieve (Lemma 2.5).
Proof. First, we introduce a smooth partition of unity. Let
∑d
denote a dyadic sum, and
let FM be a smooth function supported in [M/2, 3M ] satisfying F
(j)
M (x)≪j 1Mj for all j ≥ 0,
and such that 1 =
∑d
M
FM(x).Moreover the sum overM is such that
∑d
M≤X
1≪ logX .
By the change of variables from s to v+z
2
and t to v−z
2i
, and applying the smooth partition
of unity, we have that ∆(Ψ, Q)− ∆˜ (Ψ, Q) is
2π
(2πi)2
∑d
M
∑d
N
∫
(1)
∫
(1)
Γ4
(
1
4
+
v
2
)
Γ4
(
1
4
+
z
2
)[(
Q
π
)2v+2z
−
(
Q
π(logQ)α
)2v+2z]
·
·
∑
q
Ψ
(
q
Q
)(
q
Q
)2v+2z ∑♭
χ mod q
∞∑
m
τ4(m)χ(m)
m1/2+v
FM(m)
∞∑
n
τ4(n)χ(n)
n1/2+z
FN (n)
dv dz
(v + z)
.
(11)
To evaluate the integrals above, we shift contour integrals according to the size of M and
N . After shifting the integrals, we bound the sum over q and χ by using Cauchy-Schwarz
11
inequality and then applying the large sieve. In particular, we have∑
q
Ψ
(
q
Q
) ∑♭
χ mod q
∞∑
m
τ4(m)χ(m)
m1/2+v
FM (m)
∞∑
n
τ4(n)χ(n)
n1/2+z
FN(n)
≪
∑
q
Ψ
(
q
Q
) ∑♭
χ mod q
∣∣∣∣∣
∞∑
m
τ4(m)χ(m)
m1/2+v
FM(m)
∣∣∣∣∣
2
 12 ∑
q
Ψ
(
q
Q
) ∑♭
χ mod q
∣∣∣∣∣
∞∑
n
τ4(n)χ(n)
n1/2+z
FN (n)
∣∣∣∣∣
2
 12
≪ (Q2 +M) 12 (Q2 +N) 12
∣∣∣∣∣∣
∑
M/2≤n≤3M
τ 24 (m)
m1+2Re(v)
∣∣∣∣∣∣
1
2
∣∣∣∣∣∣
∑
N/2≤n≤3N
τ 24 (n)
n1+2Re(z)
∣∣∣∣∣∣
1
2
≪ (Q2 +M) 12 (Q2 +N) 12 1
MRevNRez
(logM)
15
2 (logN)
15
2 .
Now, we consider the following cases.
Case 1: M > Q2. (By symmetry, the case N > Q2 is the same.) We do not shift the integral
over v. The contour integration over z is shifted to the line Re(z) = ℓ, where ℓ = −1/4 if
N ≤ Q2, and ℓ = 1 otherwise. For fixed M and N , the integral appearing in (11) is bounded
by
≪
∫
(1)
∫
(ℓ)
∣∣∣∣Γ4(14 + v2
)
Γ4
(
1
4
+
z
2
)∣∣∣∣ Q2+2ℓMN ℓ (Q2 +M) 12 (Q2 +N) 12 (logM) 152 (logN) 152 d|v| d|z|
≪ Q
2+2ℓ
MN ℓ
M
1
2 (Q2 +N)
1
2 (logM)
15
2 (logN)
15
2 .
Hence the contribution to (11) is
≪
∑d
M>Q2
∑d
N>Q2
Q4
MN
M
1
2N
1
2 (logM)
15
2 (logN)
15
2 +
∑d
M>Q2
∑d
N≤Q2
Q
3
2N
1
4
M
M
1
2Q(logM)
15
2 (logN)
15
2
≪ Q2(logQ)15.
Case 2: Q
2
(logQ)2α
< M ≤ Q2 and N ≤ Q2. (By symmetry, this is the same case as when
Q2
(logQ)2α
< N ≤ Q2 and M ≤ Q2). We shift the contour integral over v to Re(v) = 0.
Moreover we shift the contour in z to Re(z) = ℓ where ℓ = 0 if Q
2
(logQ)2α
< N ≤ Q2 and
ℓ = −1/4 otherwise. We remark that
1
v + z
[(
Q2
π2
)v+z
−
(
Q2
π2(logQ)2α
)v+z]
is entire in v and z. For fixed M and N , the integral appearing in (11) is bounded by
Q2(logQ)15+ǫ Q
2ℓ
(logQ)2αℓNℓ
. Hence the contribution to (11) from this case is
≪
∑d
Q2
(logQ)2α
<M≤Q2
∑d
Q2
(logQ)2α
<N≤Q2
Q2(logQ)15+ǫ +
∑d
Q2
(logQ)2α
<M≤Q2
∑d
N≤ Q2
(logQ)2α
Q
3
2 (logQ)15+ǫ+
α
2N
1
4
≪ Q2(logQ)15+ǫ.
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Case 3: M ≤ Q2
(logQ)2α
and N ≤ Q2
(logQ)2α
. For this case we shift integrals in both v and z
to the line with real part −1/4. Since the integrand is holomorphic, we encounter no poles.
The contribution to (11) from this case is
≪ Q2(logQ)15
∑d
M≤ Q2
(logQ)2α
∑d
N≤ Q2
(logQ)2α
M
1
4N
1
4 (logQ)α
Q
≪ Q2(logQ)15.
Case 1 - Case 3 gives that Equation 11 is bounded by Q2(logQ)15+ǫ. 
4. Splitting off the diagonal terms
From the previous section, it is sufficient to consider
∆˜ (Ψ, Q) =
1
2
∞∑
m,n=1
τ4(m)τ4(n)√
mn
∑
d,r
(dr,mn)=1
r|m±n
φ(r)µ(d)Ψ
(
dr
Q
)
V
(
m,n,
dr
(logQ)α
)
.
Let D = (logQ)δ for δ > 0 a parameter to be determined (eventually we pick δ = 130) and
split
(12) ∆˜ (Ψ, Q) = D(Ψ, Q) + S(Ψ, Q) + G(Ψ, Q)
where the diagonal term D(Ψ, Q) consists of the terms withm = n, the term S(Ψ, Q) consists
of the remaining terms with d > D and G(Ψ, Q) consists of the rest of the terms with d ≤ D.
The diagonal terms D(Ψ, Q) can be computed as in the following Proposition
Proposition 4.1. Let Ψ˜ be the Mellin transform of Ψ, which is defined by
(13) Ψ˜(s) =
∫ ∞
0
Ψ(u)us
du
u
.
Then
D(Ψ, Q) = 216
∑
q
φ♭(q)Ψ
(
q
Q
)
(log q)16
16!
A(1/2)
Bq(1/2)
∫ ∞
−∞
G(1/2, t)dt+O(Q2(logQ)15+ǫ).(14)
Moreover we can write the sum of the main term in (14) as
216Q2
(logQ)16
16!
Ψ˜(2)
A(1/2)
2
∏
p
(
1− 1
p
)(
1 +
1
Bp(1/2)
(
1
p
− 1
p2
− 1
p3
))∫ ∞
−∞
G(1/2, t)dt.
(15)
Proof. We have that
D(Ψ, Q) = 1
2
∞∑
n=1
τ 24 (n)
n
∑
d,r
(dr,n)=1
φ(r)µ(d)Ψ
(
dr
Q
)
V
(
n, n,
dr
(logQ)α
)
=
∑
q
φ♭(q)Ψ
(
q
Q
)
1
2πi
∫ ∞
−∞
∫
(1)
 ∞∑
n=1
(n,q)=1
τ 24 (n)
n1+2s
G(1/2 + s, t)( q
2π(logQ)α
)4s
ds
s
dt.
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From Lemma 2.3,
∞∑
n=1
τ 24 (n)
n1+2s
= ζ16(1 + 2s)
A(s+ 1/2)
Bq(s+ 1/2) ,
where A is analytic when Re s > −1/4.
Thus the integrand has a pole of order 17 at s = 0 in the region Re s > −1/4 + ǫ, and
shifting s to Re (s) = −1/4 + ǫ gives a residue of
416
21616!
A(1/2)
Bq(1/2)
G(1/2, t)(log q)16 +O((log q)15+ǫ),
and we obtain (14).
To obtain (15), we use the fact that φ♭(q) = 1
2
φ∗(q) +O(1), and the function φ∗ is multi-
plicative with φ∗(p) = p− 2 and φ∗(p) = pk−2(p− 1)2 for k ≥ 2.

5. The off-diagonal term: the sum S(Ψ, Q)
Recall that
S(Ψ, Q) = 1
2
∞∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
d,r
(dr,mn)=1
r|m±n
d>D
φ(r)µ(d)Ψ
(
dr
Q
)
V
(
m,n,
dr
(logQ)α
)
.
We express the condition r|m± n using the even characters χ (mod r). Specifically,
S(Ψ, Q) =
∑
d,r
d>D
µ(d)Ψ
(
dr
Q
) ∑
χ (mod r)
χ(−1)=1
∞∑
m,n=1
m6=n
(d,mn)=1
χ(m)χ(n)τ4(m)τ4(n)√
mn
V
(
m,n,
dr
(logQ)α
)
.
The contribution to the principal character χ = χ0 gives a main term, and the non-
principal characters contribute to an acceptable error term.
Proposition 5.1. There exists an absolute constant A such that
S(Ψ, Q) =MS(Ψ, Q) +O
(
Q2(logQ)16+A+ǫ
D1−ǫ
)
,
where
(16) MS(Ψ, Q) = −
∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
(q,mn)=1
Ψ
(
q
Q
)∑
dr=q
d≤D
µ(d)
V (m,n; q(logQ)α
)
.
Note that taking D > (logQ)A+1 gives us an acceptable error term.
Proof. The principal character gives
∑
q
∑
dr=q
d>D
µ(d)
Ψ( q
Q
) ∞∑
m,n=1
m6=n
(q,mn)=1
τ4(m)τ4(n)√
mn
V
(
m,n,
q
(logQ)α
)
.
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Since
∑
dr=q µ(d) = 0 for q > 1, the above equals toMS stated in the proposition.
Now we consider the contribution to the non-principal characters. We first reintroduce
the terms m = n. This gives an acceptable error since
∞∑
n=1
τ 24 (n)
n
∑
d,r
(dr,n)=1
d>D
φ(r)µ(d)Ψ
(
dr
Q
)
V
(
n, n,
dr
(logQ)α
)
=
∑
d,r
d>D
φ(r)µ(d)Ψ
(
dr
Q
)
1
2πi
∫
(1)
∫ ∞
−∞
∞∑
n=1
(dr,n)=1
τ 24 (n)
n1+2s
G(1/2 + s, t)
(
dr
2π(logQ)α
)4s
ds
s
dt.
From the calculation of the diagonal term, the double integral is≪ (log dr)16. Therefore the
above is
≪ (logQ)16
∑
d,r
d>D
φ(r)Ψ
(
dr
Q
)
≪ (logQ)16
∑
d>D
∑
r<2Q/d
r ≪ Q
2(logQ)16
D
.
Now we bound the resultant sum
S1(Ψ, Q) =
∑
d,r
d>D
µ(d)Ψ
(
dr
Q
) ∑
χ (mod r)
χ(−1)=1
χ 6=χ0
∞∑
m,n=1
(d,mn)=1
χ(m)χ(n)τ4(m)τ4(n)√
mn
V
(
m,n,
dr
(logQ)α
)
=
∑
d,r
d>D
µ(d)Ψ
(
dr
Q
) ∑
χ (mod r)
χ(−1)=1
χ 6=χ0
1
2πi
∫
(1)
∫ ∞
−∞
∞∑
m,n=1
(d,mn)=1
χ(m)χ(n)τ4(m)τ4(n)
m1/2+s+itn1/2+s−it
·
·G(1/2 + s, t)
(
dr
2π(logQ)α
)4s
ds
s
dt.
We have
∞∑
m,n=1
(d,mn)=1
χ(m)χ(n)τ4(m)τ4(n)
m1/2+s+itn1/2+s−it
=
L4(1/2 + s + it, χ)L4(1/2 + s− it, χ)
L4d(1/2 + s + it, χ)L
4
d(1/2 + s− it, χ)
,
where Ld(s, ψ) =
∏
p|d
(
1− ψ(p)
ps
)−1
≪ dǫ. Since χ is non-principal, we can shift the line of
integration to Re (s) = 1
logQ
without passing any poles. We write s = 1
logQ
+ iv, and let
t1 = v + t and t2 = v − t. Also, we can write
∑
χ (mod r) =
∑
ℓ|r
∑∗
χ′ mod ℓ
, and
L
(
1
2
+ 1
logQ
+ it, χ
)
= L
(
1
2
+ 1
logQ
+ it, χ′
)∏
p|r
p∤ℓ
(
1− χ
′(p)
p
1
2
+ 1
logQ
+it
)
≪ τ
(r
ℓ
) ∣∣∣L(12 + 1logQ + it, χ′)∣∣∣
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Then, since G (1/2 + s, t)≪ exp(−|t1| − |t2|), we apply Cauchy-Schwarz to obtain
S1(Ψ, Q)≪ logQ
∑
d>D
dε
∫ ∞
−∞
∫ ∞
−∞
exp(−|t1| − |t2|)
∑
ℓ≤ 2Q
d
∑
r
ℓ|r
τ 8
(r
ℓ
)
×
×
∑∗
χ′mod ℓ
χ(−1)=1
{∣∣∣L(12 + 1logQ + it1, χ′)∣∣∣8 + ∣∣∣L(12 + 1logQ + it2, χ′)∣∣∣8} dt1 dt2.
We have
∑
r
ℓ|r τ
8
(
r
ℓ
) ≪ ∑h≤ 2Q
dℓ
τ 8(h) ≪ 2Q
dℓ
(logQ)A for an absolute constant A, where τ is
the divisor function. Using this and Lemma 2.6, we get
S1(Ψ, Q)≪ Q(logQ)A
∑
d>D
1
d1−ε
∫ ∞
−∞
∫ ∞
−∞
exp(−|t1| − |t2|)
∑d
L≤ 2Q
d
1
L
∑
ℓ∼L
×
∑∗
χ′mod ℓ
χ(−1)=1
{∣∣∣L(12 + 1logQ + it1, χ′)∣∣∣8 + ∣∣∣L(12 + 1logQ + it2, χ′)∣∣∣8} dt1 dt2
≪ Q(logQ)A
∑
d>D
1
d1−ε
∑d
L≤ 2Q
d
L≪ Q
2(logQ)A
D1−ǫ
,
where A is an absolute constant.

6. Treatment of G(Ψ, Q)
6.1. The complementary divisor. Recall that
G(Ψ, Q) = 1
2
∞∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
d,r
(dr,mn)=1
r|m±n
d≤D
µ(d)φ(r)Ψ
(
dr
Q
)
V
(
m,n,
dr
(logQ)α
)
.
We write g = (m,n) and m = gM , n = gN , so that (M,N) = 1, and write φ(r) =∑
al=r µ(a)l. The latter identity extracts the arithmetic information from φ(r) so that we
may eventually sum smoothly over the essential parts of the modulus. Then the sum over d
and r is ∑
d,a,l
(d,mn)=1
(al,g)=1
al|M±N
d≤D
µ(d)µ(a)lΨ
(
dal
Q
)
V
(
gM, gN,
dal
(logQ)α
)
.
In the above, we have used that (r,mn) = 1 if and only if (r, g) = 1 since r|m± n. We let
|M ± N | = alh. We want to replace the condition modulo r = al with a condition modulo
h, which will be small when r is large. Thus we replace l with |M±N |
ah
. To do so, we express
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the condition (l, g) = 1 by
∑
b|(l,g) µ(b). Writing l = bk, the sum becomes∑
d≤D
(d,gMN)=1
µ(d)
∑
(a,g)=1
µ(a)
∑
b|g
µ(b)
∑
k≥1
|M±N |=abkh
bkΨ
(
dabk
Q
)
V
(
gM, gN,
dabk
(logQ)α
)
.
We substitute k = |M±N |
abh
to get
Q
∑
d≤D
∑
(a,g)=1
∑
b|g
∑
h>0
M≡∓N (mod abh)
µ(d)µ(a)µ(b)
ad
(17)
×
(
d|M ±N |
Qh
)
Ψ
(
d|M ±N |
Qh
)
V
(
gM, gN ;
d|M ±N |
hQ(logQ)α
)
.
For non-negative real numbers u, x, y and for each choice of sign, we define
W±(x, y; u) = u|x± y|Ψ(u|x± y|)V (x, y; u|x± y|).
Since
V (m,n;µ) =
∫ ∞
−∞
( n
m
)it
W
(
mn
(
π
µ
)4
, t
)
dt,
we have
(18) V (cm, cn;
√
cµ) =
∫ ∞
−∞
( n
m
)it
W
(
mn
(
π
µ
)4
, t
)
dt = V (m,n;µ).
Thus (17) becomes
Q
∑
d≤D
∑
(a,g)=1
∑
b|g
∑
h>0
M≡∓N (mod abh)
µ(d)µ(a)µ(b)
ad
W±
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
;
Qd
gh(logQ)2α
)
.
Note that (MN, abh) = 1. We express the condition M ≡ ∓N( mod abh) using characters χ
(mod abh). We then separate the principal character contribution, which is the main term,
and the non-principal characters which contribute to an acceptable error term. Specifically,
G(Ψ, Q) =MG(Ψ, Q) + EG(Ψ, Q),
where
MG(Ψ, Q) = Q
2
∞∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
d≤D
(d,gMN)=1
∑
(a,g)=1
∑
b|g
∑
h>0
(abh,MN)=1
µ(d)µ(a)µ(b)
adφ(abh)
(19)
×W±
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
;
Qd
gh(logQ)2α
)
,
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and
EG(Ψ, Q) = Q
2
∞∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
d≤D
(d,gMN)=1
∑
(a,g)=1
∑
b|g
∑
h>0
(abh,MN)=1
µ(d)µ(a)µ(b)
adφ(abh)
(20)
×
∑
χ (mod abh)
χ 6=χ0
χ(M)χ(∓N)W±
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
;
Qd
gh(logQ)2α
)
.
6.2. Mellin transforms of W±. A simple heuristic estimate of MG tells us that it is, up
to a factor of a power of logQ, of size Q2 (for this estimate, note that h is the essential part
of the modulus abh). Since we expect cancellation in the sum when χ is non-principal, we
expect EG to be small.
To evaluate MG(Ψ, Q) and EG(Ψ, Q) more precisely, we write W± in terms of its Mellin
transforms. There are three different types that we shall consider. They come from taking
Mellin transforms in the variable u for when we need to sum over the modulus h, the variables
x, y for when we need to sum over M and N , and all three variables for when we need to sum
over M , N , and h. (In the description above, we have neglected to mention the conceptually
less important sums over d, a, b and g.)
We collect the properties of the various Mellin transforms in the following three lemmas.
The proofs of the lemmas are the same as the ones in Section 7 of [4], but using the bounds
of Lemma 2.2 instead.
Lemma 6.1. Given positive real numbers x and y, define
W˜±1 (x, y; z) =
∫ ∞
0
W±(x, y; u)uzdu
u
.
Then the functions W˜±1 (x, y; z) are analytic for all z ∈ C. We have the Mellin inversion
formula
(21) W±(x, y; u) = 1
2πi
∫
(c)
W˜±1 (x, y; z)u−z dz,
where the integral is taken over the line Re (z) = c for any real number c. The Mellin
transforms W˜±1 (x, y; z) satisfy for any non-negative integer ν
|W˜±1 (x, y; z)| ≪ν |x± y|−Re z
ν∏
j=1
|z + j|−1 exp (−c1max(x, y)1/4)
for some absolute constant c1.
Lemma 6.2. Given a positive real number u, we define
W˜±2 (s1, s2; u) =
∫ ∞
0
∫ ∞
0
W±(x, y; u)xs1ys2 dx
x
dy
y
.
Then the functions W˜±2 (s1, s2; u) are analytic in the region Re (s1),Re (s2) > 0. We have
the Mellin inversion formula
W±(x, y; u) = 1
(2πi)2
∫
(c1)
∫
(c2)
W˜±2 (s1, s2; u)x−s1y−s2 ds1 ds2,
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where c1, c2 are positive. The Mellin transforms W˜±2 (s1, s2; u) satisfy, for any k ≥ 1
|W˜±2 (s1, s2; u)| ≪
(1 + u)k−1
max(|s1|, |s2|)k exp
(−c1u−1/4) .
Lemma 6.3. We define
W˜±3 (s1, s2; z) =
∫ ∞
0
∫ ∞
0
W±(x, y; u)uzxs1ys2 du
u
dx
x
dy
y
,
and
W˜3(s1, s2; z) = W˜+3 (s1, s2; z) + W˜−3 (s1, s2; z).
Let ω = s1+s2−z
2
and ξ = s1−s2+z
2
. For Re (s1),Re (s2) > 0, and |Re (s1 − s2)| < Re (z) < 1
we have
(22) W˜3(s1, s2; z) = Ψ˜(1 + 4ω + z)
2ωπ4ω
∫ ∞
−∞
H(ξ − it, z)G
(
1
2
+ ω, t
)
dt,
where Ψ˜ is defined in (13), and
H(u, v) = π1/2 Γ
(
u
2
)
Γ
(
1−v
2
)
Γ
(
v−u
2
)
Γ
(
1−u
2
)
Γ
(
v
2
)
Γ
(
1−v+u
2
) .
Moreover we have the Mellin inversion formula
W±(x, y; u) = 1
(2πi)3
∫
z
∫
s1
∫
s2
W˜±2 (s1, s2; z)u−zx−s1y−s2 ds2 ds1 dz,
where all of the paths are taken to be the vertical lines with increasing imaginary parts and
real parts satisfying the constraints given above, and the integrals over s1 and s2 are to be
interpreted as being over |Im(s1)| ≤ T1 and |Im(ss)| ≤ Ts and letting T1, T2 tend to infinity.
Finally the Mellin transform W˜3(s1, s2; z) satisfies the bound
(23) |W˜3(s1, s2; z)| ≪ (1 + |z|)−A(1 + |ω|)−A(1 + |ξ|)Re (z)−1.
7. Bounding the error term EG(Ψ, Q)
In this section and later, we write β for the absolute positive constant, which may stand
for different values from line to line.
First we show that we can restrict the sum over a to a ≤ 2Q. Since M 6= N , if a > 2Q
and M ≡ ∓N (mod abh) then
Qd
gh(logQ)2α
|gM ± gN |(logQ)2α
Q2
≥ dab
Q
≥ 2,
so W±
(
gM(logQ)2α
Q2
, gN(logQ)
2α
Q2
; Qd
gh(logQ)2α
)
= 0. Therefore
EG(Ψ, Q) = EG1(Ψ, Q)− EG2(Ψ, Q),
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where
EG1(Ψ, Q) = Q
2
∞∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
d≤D
(d,gMN)=1
∑
(a,g)=1
a≤2Q
∑
b|g
∑
h>0
(abh,MN)=1
µ(d)µ(a)µ(b)
adφ(abh)
×
∑
χ (mod abh)
χ 6=χ0
χ(M)χ(∓N)W±
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
;
Qd
gh(logQ)2α
)
,
and
EG2(Ψ, Q) = Q
2
∞∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
d≤D
(d,gMN)=1
∑
(a,g)=1
a>2Q
∑
b|g
∑
h>0
(abh,MN)=1
µ(d)µ(a)µ(b)
adφ(abh)
×W±
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
;
Qd
gh(logQ)2α
)
.
Since Ψ is supported in [1, 2], |M±N |d
Qh
∈ [1, 2]. From Lemma 2.2, we have that
W±
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
;
Qd
gh(logQ)2α
)
≪ exp
(
−c
(
max(m,n)(logQ)2α
Q2
))
,
so W±
(
gM(logQ)2α
Q2
, gN(logQ)
2α
Q2
; Qd
gh(logQ)2α
)
is small unless m,n ≤ Q2
(logQ)α
. Moreover, φ(abh)≫
abh log log(abh), and
∑
m≤x
τ4(m)√
m
≪√x(log x)3. Therefore
EG2(Ψ, Q)≪ Q(logQ)ǫ
∑
m,n≤ Q2
(logQ)α
τ4(m)τ4(n)√
mn
∑
d≤D
∑
a>2Q
∑
b≤Q2
∑
h≤Q/d
1
a2bdh
≪ Q(logQ)ǫ
∑
m,n≤ Q2
(logQ)α
τ4(m)τ4(n)√
mn
∑
a>2Q
1
a2
≪ Q
2
(logQ)α−1
,
(24)
which is an acceptable error term. Next we will show that EG1(Ψ, Q) gives an acceptable
error term as in the following Lemma.
Lemma 7.1. Assume GRH. We have
EG1(Ψ, Q)≪ Q
2
logQ
.
Proof. By Lemma 6.2, we can write EG1(Ψ, Q) as
Q
2
∑
a≤2Q
b,h>0
∑
χ (mod abh)
χ 6=χ0
∑
g
b|g,(a,g)=1
∑
d≤D
(d,g)=1
µ(a)µ(b)µ(d)
adgφ(abh)
1
(2πi)2
∫
(1/2+ǫ)
∫
(1/2+ǫ)
W˜±2
(
s1, s2;
Qd
gh(logQ)2α
)
×
(
Q2
g(logQ)2α
)s1+s2 ∞∑
M,N=1
M 6=N,(M,N)=1
(MN,d)=1
τ4(gM)τ4(gN)
M1/2+s1N1/2+s2
χ(M)χ(∓N) ds1 ds2.
20
We write the inner sum over M and N as
χ(∓1) (L4(1/2 + s1, χ)L4(1/2 + s2, χ)λ(g, s1, s2, χ)θ(g, s1, s2, χ; d)− τ 24 (g)) ,
where λ(g, s1, s2, χ) is holomorphic when Re (s1),Re (s2) > ǫ. If Re (s1),Re (s2) =
100
logQ
,
λ(g, s1, s2, χ) is
∏
p
1 + ∑
k,l≥1
χ(pk)τ4(p
k)
pk(1/2+s1)
χ(pl)τ4(p
l)
pl(1/2+s2)
(
1 +
∑
k≥1
χ(pk)τ4(p
k)
pk(1/2+s1)
+
∑
k≥1
χ(pk)τ4(p
k)
pk(1/2+s2)
)−1−1
≪ (logQ)16.
Also, for these values of s1, s2, θ(g, s1, s2, χ; d) is
τ4(g)
∏
p|dg
(
1 +
∑
k≥1
χ(pk)τ4(p
k)
pk(1/2+s1)
+
∑
k≥1
χ(pk)τ4(p
k)
pk(1/2+s2)
)−1 ∏
pr||g
(∑
k≥0
τ4(p
r+k)
pk(1/2+s1)
+
∑
k≥1
τ4(p
r+k)
pk(1/2+s2)
)
≪ τ 3(dg)τ 24 (g),
where τ(n) is the usual divisor function. Since χ is not principal, we can shift contours to
Re (s1) = Re (s2) =
100
logQ
without passing any poles. There, EG1(Ψ, Q) is bounded by
≪ Q(logQ)16
∑
a≤2Q
b,h>0
∑
χ (mod abh)
χ 6=χ0
∑
g
b|g,(a,g)=1
∑
d≤D
(d,g)=1
τ 3(d)τ 3(g)τ4(g)
adgφ(abh)
×
∫
( 100
logQ
)
∫
( 100
logQ
)
(∣∣L4(1/2 + s1, χ)L4(1/2 + s2, χ)∣∣+ τ 24 (g)) ∣∣∣∣W˜±2 (s1, s2; Qdgh(logQ)2α
)∣∣∣∣ ds1ds2.
(25)
From Lemma 6.2, we have that for any k ≥ 1 and t = 1 or 3,
∑
g
b|g
τ 3(g)τ t4(g)
g
∑
d≤D
τ 3(d)
d
∣∣∣∣W˜2(s1, s2, Qdgh(logQ)2α
)∣∣∣∣
≪
(
1 + QD
bh(logQ)2α
)k−1
max(|s1|, |s2|)k (logD)
6
∑
g
b|g
τ 3(g)τ t4(g)
g
exp
(
−c
(
gh(logQ)2α
QD
)1/4)
≪
(
1 + QD
bh(logQ)2α
)k−1
max(|s1|, |s2|)k
(logQ)βτ 3(b)τ 34 (b)
b
exp
(
−c
(
bh(logQ)2α
QD
)1/4)
.
(26)
Now examine dyadic intervals S1 ≤ |s1| < 2S1, S2 ≤ |s2| < 2S2, A ≤ a < 2A, B ≤ b < 2B,
and H ≤ h < 2H. We write ℓ = abh. Note that φ(abh)≫ abh log log(abh), and τ 3(b)τ 34 (b) ≤
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τ 3(ℓ)τ 34 (ℓ). Thus, the contribution to such a dyadic block is Q(logQ)
β times a quantity
≪
(
1 + QD
BH(logQ)2α
)k−1
logǫ(ABH)
A2B2Hmax(S1, S2)k
exp
(
−c
(
BH(logQ)2α
QD
)1/4) ∑
ABH≤ℓ<8ABH
τ 6(ℓ)τ 34 (ℓ)
×
∑
χ (mod ℓ)
χ 6=χ0
∫
S1≤|s1|<2S1
∫
S2≤|ss|<2S2
(
1 +
∣∣L4(1/2 + s1, χ)L4(1/2 + s2, χ)∣∣) ds1 ds2.
(27)
Let S = max(S1, S2). By Proposition 2.9,∑
χ (mod ℓ)
χ 6=χ0
∫
S1≤|s1|<2S1
∫
S2≤|ss|<2S2
(
1 +
∣∣L4(1/2 + s1, χ)L4(1/2 + s2, χ)∣∣) ds1 ds2
≤
∑
χ (mod ℓ)
χ 6=χ0
∫
S1≤|s1|<2S1
∫
S2≤|ss|<2S2
(
1 + |L(1/2 + s1, χ)|8 + |L(1/2 + s2, χ)|8
)
ds1 ds2
≪ lS1S2 log16+ǫ(l(S + 1)).
(28)
We let
∑d
denote a dyadic sum. By (26), (27), and (28) above, (25) is bounded by
Q logβ Q times
∑d
A,B,H,S
(
1 + QD
BH(logQ)2α
)k−1
log16+ǫ(ABH(S + 1))
ABSk−2
exp
(
−c
(
BH(logQ)2α
QD
)1/4)
×
×
∑
ABH≤ℓ<8ABH
τ 6(ℓ)τ 34 (ℓ)
≪
∑d
B,H,S
H
(
1 + QD
BH(logQ)2α
)k−1
logβ((S + 1)QBH)
Sk−2
exp
(
−c
(
BH(logQ)2α
QD
)1/4)
,
where we have removed the sum over A by using that A ≤ 2Q. We take k = 1 if S ≤
1 + QD
BH(logQ)2α
and k = 4 otherwise. The contribution from S ≤ 1 + QD
BH(logQ)2α
is
≪
∑d
B,H
H
(
1 +
QD
BH(logQ)2α
)
logβ(QBH) exp
(
−c
(
BH(logQ)2α
QD
)1/4)
≪
∑d
L
L
(
1 +
QD
L(logQ)2α
)
logβ(QL) exp
(
−c
(
L(logQ)2α
QD
)1/4)
≪ QD
(logQ)2α−β
.
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When S > 1 + QD
BH(logQ)2α
, picking k = 4 and excuting the dyadic sum over S gives that the
contribution is also bounded by
∑d
B,H
H
(
1 +
QD
BH(logQ)2α
)
logβ(QBH) exp
(
−c
(
BH(logQ)2α
QD
)1/4)
≪ QD
(logQ)2α−β
.
To summarize our work, we have obtained that EG1(Φ, Q)≪ Q2D(logQ)2α−β . If D = (logQ)δ for
a fixed number δ independent of α, then
EG1(Φ, Q)≪ Q
2
logQ
,
provided we pick α large enough.

From (24) and Lemma 7.1, assuming GRH, we obtain that
EG(Φ, Q)≪ Q
2
logQ
.(29)
8. Evaluating MS(Ψ, Q) +MG(Ψ, Q)
We recall that MS(Ψ, Q) and MG(Ψ, Q) are defined in (16) and (19) respectively. To
evaluateMS(Ψ, Q)+MG(Ψ, Q), we use the Mellin transform of W˜±1 in Lemma 6.1 to write
MG(Ψ, Q) in term of an integral on the vertical line with real part −ǫ < 0. Shifting the
contour to Re(z) = ǫ > 0, we pick up a pole at z = 0. We will show that the contribution of
this pole cancels with MS(Ψ, Q).
Lemma 8.1. We have
MS(Φ, Q) +MG(Ψ, Q) = Q
2
∞∑
m,n=1
τ4(m)τ4(n)√
mn
1
2πi
∫
(ǫ)
W˜±1
(
m(logQ)2α
Q2
,
n(logQ)2α
Q2
; z
)
× ζ(1− z)F(−z, g,MN)
ζ(1 + z)φ(gMN, 1 + z)
(
Q
g(logQ)2α
)−z
dz +O
(
Q2
logQ
)
.
(30)
Proof. We first simpify the sum over a, b in MG(Ψ, Q) by letting r = ab so that
A(h, g,MN) =
∑
(a,gMN)=1
∑
b|g
(b,MN)
µ(a)µ(b)
aφ(abh)
=
∑
(r,MN)=1
µ(r)(r, g)
rφ(rh)
.
Next we will evaluate sum over h, which is given by∑
(h,MN)=1
A(h, g,MN)W±
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
;
Qd
gh(logQ)2α
)
.
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Using the Mellin transform of W˜±1 given in Lemma 6.1 with c = −ǫ < 0, we obtain that the
above sum is
(31)
∞∑
h=1
(h,MN)=1
A(h, g,MN) 1
2πi
∫
(−ǫ)
W˜±1
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
; z
)(
Qd
gh(logQ)2α
)−z
dz.
We can interchange the sum and the integral since the sum over h is absolutely convergent
for ℜ(z) < 0. Writing out the Euler product, we obtain that
∞∑
h=1
(h,MN)=1
A(h, g;MN)
hs
= ζ(s+ 1)F(s, g,MN),
where
(32)
F(s, g,MN) = φ(MN, s+1)
∏
p∤gmN
(
1− 1
p(p− 1) +
1
p1+s(p− 1)
) ∏
p|g
p∤MN
(
1− 1
p1+s
− 1
p− 1
(
1− 1
ps
))
,
and
φ(r, s) =
∏
p|r
(
1− 1
ps
)
.
Therefore (31) is
1
2πi
∫
(−ǫ)
W˜±1
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
; z
)
ζ(1− z)F(−z, g,MN)
(
Qd
g(logQ)2α
)−z
dz
(33)
= −(Residue at z = 0)+
+
1
2πi
∫
(ǫ)
W˜±1
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
; z
)
ζ(1− z)F(−z, g,MN)
(
Qd
g(logQ)2α
)−z
dz.
By the definition of F(0, g,MN), we have that −(Residue at z = 0) is
W˜±1
(
gM(logQ)2α
Q2
,
gN(logQ)2α
Q2
; 0
)
ζ(1− z)F(0, g,MN)
=
φ(mn)
mn
∫ ∞
0
Ψ(u)V
(
m(logQ)2α
Q2
,
n(logQ)2α
Q2
; u
)
du.
Therefore the contribution to the residue term at z = 0 is
(34) Q
∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
d≤D
(d,mn)=1
µ(d)
d
φ(mn)
mn
∫ ∞
0
Ψ(u)V
(
m(logQ)2α
Q2
,
n(logQ)2α
Q2
; u
)
du.
We will show that the sum
(35) Equation (34) +MS(Ψ, Q) = O
(
DQ2(logQ)β
(logQ)α/2
)
.
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The bound above is an acceptable error term when we choose appropriate values for D and
α. We recall the definition ofMS(Ψ, Q) is
−
∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
d≤D
(d,mn)=1
µ(d)
∑
(r,mn)=1
Ψ
(
dr
Q
)
V
(
m,n;
dr
(logQ)α
)
.
By elementary arguments, we have∑
r≤x
(r,mn)=1
1 =
φ(mn)
mn
x+O(τ(mn)),
where τ is the divisor function. By partial summation, the main contribution fromMS(Ψ, Q)
is
−Q
∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
∑
d≤D
(d,mn)=1
µ(d)
d
φ(mn)
mn
∫ ∞
0
Ψ(u)V
(
m,n;
uQ
(logQ)α
)
du = − Equation (34)
by relation (18). Since V is small unless max(m,n) ≤ Q2
(logQ)α/2
, we then obtain that
MS(Ψ, Q) + Equation (34) is bounded by DQ2(logQ)β
(logQ)α/2
, where β does not depend on α,
and this proves (35).
Therefore the main term ofMS(Ψ, Q) +MG(Ψ, Q) is
Q
2
∑
m,n=1
m6=n
τ4(m)τ4(n)√
mn
1
2πi
∫
(ǫ)
W˜±1
(
m(logQ)2α
Q2
,
n(logQ)2α
Q2
; z
)
× ζ(1− z)F(−z, g,MN)
(
Q
g(logQ)2α
)−z ∑
d≤D
(d,gMN)=1
µ(d)
d1+z
dz.
Now we shift the contour to Re(z) = 1 − 1
logQ
. We extend the sum over d to all positive
integers. By Lemma 6.1, W˜±1 is small unless m,n and g ≤ Q2. By Equation (32), the error
term in extending is
≪ Q
∑
m,n=1
m6=n
τ4(m)τ(M)τ4(n)τ(N)τ
2(g)√
mn
∫
(
1− 1
logQ
)
∣∣∣∣(m± n)(logQ)2αQ2
∣∣∣∣−1+1/ logQ |z|−10
× exp
(
−c
(
max(m,n)(logQ)2α
Q2
)1/4)(
Q
g(logQ)2α
)−1+1/ logQ
1
D
|dz|
≪ Q
2
D
∑
g≤Q2
τ 24 (g)τ
2(g)
g
∑
m,n≤Q2
m6=n
τ4(m)τ(m)τ4(n)τ(n)√
mn
1
|m± n| .
(36)
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Since m+ n ≥ 2√mn, we have∑
m,n≤Q2
m6=n
τ4(m)τ(m)τ4(n)τ(n)√
mn
1
|m+ n| ≪
∑
m,n≤Q2
τ4(m)τ(m)τ4(n)τ(n)
mn
≪ (logQ)16.
For the other term, we may assume by symmetry that m < n and applying Cauchy-Schwarz
inequality, we have∑
m,n≤Q2
m<n
τ4(m)τ(m)τ4(n)τ(n)√
mn|m− n| ≪
∑
m≤Q2
τ4(m)τ(m)√
m
∑
ℓ≤Q2
τ4(m+ ℓ)τ(m+ ℓ)
ℓ
√
m+ ℓ
≪
∑
ℓ≤Q2
1
ℓ
∑
m≤Q2
τ 24 (m)τ
2(m)
m
1/2∑
m≤Q2
τ 24 (m+ ℓ)τ
2(m+ ℓ)
m+ ℓ
1/2
≪ (logQ)65.
Therefore (36) is bounded above by Q
2(logQ)129
D
.
We now move the contour back to Re(z) = ǫ and reinsert the termsm = n with a negligible
error of O(Q1+ǫ). Hence up to the error term of DQ
2(logQ)β
(logQ)α/2
+ Q
2(logQ)129
D
, MS(Ψ, Q) +
MG(Ψ, Q) is
Q
2
∞∑
m,n=1
τ4(m)τ4(n)√
mn
1
2πi
∫
(ǫ)
W˜±1
(
m(logQ)2α
Q2
,
n(logQ)2α
Q2
; z
)
× ζ(1− z)F(−z, g,MN)
ζ(1 + z)φ(gMN, 1 + z)
(
Q
g(logQ)2α
)−z
dz.
Choosing D = (logQ)130 and α large enough, we obtain that the error term is O
(
Q2
logQ
)
. 
9. The off-diagonal contribution
In this section, we will evaluate the main term in (8.1) as the following Proposition.
Proposition 9.1. Assume the Lindelo¨f hypothesis. 2 We have that
MS(Ψ, Q)+MG(Ψ, Q) = −53524
16!
Q2(logQ)16
Ψ˜(2)
2
K (1
2
, 1
2
; 1
)
ζ(2)
∫ ∞
−∞
G
(
1
2
, t
)
dt+O(Q2(logQ)15).
Proof. First we use a Mellin transform in Lemma 6.3 and obtain that (30) is
Q
2
1
(2πi)3
∫
(ǫ)
∫
(1/2+ǫ)
∫
(1/2+ǫ)
W˜3(s1, s2; z)ζ(1− z)
ζ(1 + z)
Q2s1+2s2−z
(logQ)2α(s1+s2−z)
J (s1, s2; z) ds2 ds1 dz,
(37)
where
J (s1, s2; z) =
∞∑
m,n=1
τ4(m)τ4(n)
m1/2+s1n1/2+s2
gzF(−z, g,MN)
φ(gMN, 1 + z)
.
2The Lindelo¨f hypothesis states that |ζ(1/2 + it)| ≪ǫ (|t| + 1)ǫ and is a well known consequence of the
Riemann Hypothesis.
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The coefficients above are multiplicative, so we can write J (s1, s2; z) =
∏
p Jp(s1, s2; z),
where
Jp(s1, s2; z) =1 + p
z − 1
p(p− 1) +
∑
a,b≥0
max(a,b)≥1
τ4(p
a)τ4(p
b)
pa(1/2+s1)pb(1/2+s2)
pzmin(a,b)
1− 1
p1−z
1− 1
p1+z
(38)
+
1
(p− 1)
pz − 1
1− 1
p1+z
∞∑
k=1
τ 24 (p
k)
pk(1+s1+s2−z)
.
Thus J (s1, s2; z) as
ζ(2− z) ζ
4
(
1
2
+ s1
)
ζ4
(
1
2
+ s2
)
ζ4
(
3
2
+ s1 − z
)
ζ4
(
3
2
+ s2 − z
)ζ16(1 + s1 + s2 − z)K(s1, s2; z),
where K(s1, s2; z) =
∏
pKp(s1, s2; z) is absolute convergent in Re (s1) > 0,Re (s2) > 0 and
Re (s1 + s2) > Re (z)− 1/2.
Before moving the line of integration, we first truncate the integrals in s1 and s2 at a
height T = Q2. Using the bound for W˜3 from Equation (23), we obtain that the error
term from the truncation is O(Q1+ǫ). Now we move the line of integration in s1 and s2 to
Re (s1) = Re (s2) =
2
logQ
, encountering poles of order four at s1 = 1/2 and s2 = 1/2. Using
the Lindelo¨f hypothesis and the bound (23) for W˜3, the remaining integral is also O(Q1+ǫ),
so we need only study the contribution from the residues.
Recall that
W˜3(s1, s2; z) = Ψ˜(1 + 2s1 + 2s2 − z)
(s1 + s2 − z)π2s1+2s2−2z
∫ ∞
−∞
H
(
s1 − s2 + z
2
− it, z
)
G
(
1
2
+
s1 + s2 − z
2
, t
)
dt.
Thus the residue from s1 = s2 = 1/2 is
Q
2
1
2πi
∫
(ǫ)
Ψ˜(3− z)
π2−2z
(∫ ∞
−∞
H
(z
2
− it, z
)
G
(
1
2
+
1− z
2
, t
)
dt
)
ζ(1− z)
ζ(1 + z)
ζ(2− z)K (1
2
, 1
2
; z
)
ζ8(2− z)
(39)
×
(
Ress1=s2=1/2
ζ4
(
1
2
+ s1
)
ζ4
(
1
2
+ s2
)
ζ16(1 + s1 + s2 − z)
(s1 + s2 − z)
Q2s1+2s2−z
(logQ)2α(s1+s2−z)
)
dz.
Note this contributes a factor of log6Q to the leading term. From the definition of H in
Lemma 6.3, we have
H
(z
2
− it, z
)
= π1/2
Γ
(
z
4
− it
2
)
Γ
(
1−z
2
)
Γ
(
z
4
+ it
2
)
Γ
(
1
2
− z
4
+ it
2
)
Γ
(
z
2
)
Γ
(
1
2
− z
4
− it
2
) .
We now move the integration in z to Re (z) = 3
2
− 1
logQ
. The remaining integral gives an
acceptable error term, and we encounter a pole of order 11 at z = 1 (there is a simple pole
from H ( z
2
− it, z), a zero of order 7 from 1
ζ7(2−z) and a pole of order 17 from the expression
Ress1=s2=1/2). Therefore the leading term of the residue at z = 1 has order Q
2(logQ)16. By
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Maple (or a tedious calculation by hand), we obtain that the leading term is
13381
2615348736000
Q2(logQ)16ζ(0)
Ψ˜(2)
2
K (1
2
, 1
2
; 1
)
ζ(2)
∫ ∞
−∞
G
(
1
2
, t
)
dt
=
−53524
16!
Q2(logQ)16
Ψ˜(2)
2
K (1
2
, 1
2
; 1
)
ζ(2)
∫ ∞
−∞
G
(
1
2
, t
)
dt.
This concludes the proof of the proposition.

10. Conclusion of the proof of Theorem 1.1
The proof of Theorem 1.1 will follow from the lemma below.
Lemma 10.1. Assume GRH. We have
D(Ψ, Q) + S(Ψ, Q) + G(Ψ, Q)
=
12012
16!
Q2(logQ)16
Ψ˜(s)
2
A(1/2)
×
∏
p
(
1− 1
p
)(
1 +
1
Bp(1/2)
(
1
p
− 1
p2
− 1
p3
))∫ ∞
−∞
G(1/2, t)dt+O(Q(logQ)15).
Proof. From Proposition (5.1), Equation (29), and Proposition (9.1), we obtain that
S(Ψ, Q)+G(Ψ, Q) = −53524
16!
Q2(logQ)16
Ψ˜(2)
2
K (1
2
, 1
2
; 1
)
ζ(2)
∫ ∞
−∞
G
(
1
2
, t
)
dt+O(Q2(logQ)15+ǫ).
Moreover, by Equation (15) in Proposition 4.1, we have that D(Ψ, Q), up to error term of
O(Q2(logQ)15+ǫ), is
216Q2
(logQ)16
16!
Ψ˜(2)
2
A(1/2)
∏
p
(
1− 1
p
)(
1 +
1
Bp(1/2)
(
1
p
− 1
p2
− 1
p3
))∫ ∞
−∞
G(1/2, t)dt.
To derive an expression for D(Ψ, Q) + S(Ψ, Q) + G(Ψ, Q), we first show that
K (1
2
, 1
2
; 1
)
ζ(2)
= A(1/2)
∏
p
(
1− 1
p
)(
1 +
1
Bp(1/2)
(
1
p
− 1
p2
− 1
p3
))
.
It suffices to check that
(40) Kp
(
1
2
,
1
2
; 1
)(
1− 1
p2
)
= Ap(1/2)
(
1− 1
p
)(
1 +
1
Bp(1/2)
(
1
p
− 1
p2
− 1
p3
))
.
By the definition of Ap, Bp, and using Lemma 2.3 ,
Kp
(
1
2
,
1
2
; 1
)
= Jp
(
1
2
,
1
2
; 1
)(
1− 1
p
)(
1− 1
p
)16
,
and
Jp
(
1
2
,
1
2
; 1
)
= 1 +
1
p
+
(
1− 1
p2
)−1 ∞∑
k=1
τ 24 (p
k)
pk
,
from which (40) follows. We then obtain the lemma.

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Hence, up to error term of O(Q2(logQ)15+ǫ)
∑
q
Ψ
(
q
Q
) ∑♭
χ (mod q)
∫ ∞
−∞
∣∣Λ (1
2
+ iy, χ
)∣∣8 dy = 2(D(Ψ, Q) + S(Ψ, Q) + G(Ψ, Q))
= 2 · 12012
16!
Q2(logQ)16
Ψ˜(s)
2
A(1/2)
×
∏
p
(
1− 1
p
)(
1 +
1
Bp(1/2)
(
1
p
− 1
p2
− 1
p3
))∫ ∞
−∞
G(1/2, t)dt
=
24024
16!
a4
∑
q
Ψ
(
q
Q
)
φ♭(q)(log q)16
∏
p|q
Bp(1/2)
∫ ∞
−∞
G(1/2, t)dt.
This concludes the proof of Theorem 1.1.
11. The fourth moment of Dirichlet twists of a GL(2) automorphic
L-functions
In this section, we will discuss how to modify the proof of Theorem 1.1 to prove Theorem
1.2. The proof may be carried in the same manner, and indeed is slightly easier as the main
term contribution comes solely from the diagonal term.
Define
Gf(s, t) := Γ
2
(
k − 1
2
+ s+ it
)
Γ2
(
k − 1
2
+ s− it
)
; σf(n) =
∑
n=n1n2
a(n1)a(n2);
Wf(x, t) :=
1
2πi
∫
(1)
Gf(1/2 + s, t)x
−sds
s
;
Vf(ξ, η;µ) =
∫ ∞
−∞
(
η
ξ
)it
Wf
(
ξη(2π)4
µ4
, t
)
dt;
and
Λ1(f × χ) =
∞∑
m,n=1
σf (m)σf (n)√
mn
χ(m)χ(n)Vf (m,n; q).
By using the functional equation in (3) and following the same arguments as Lemma 2.1
, we can write
Mf =
∑
q
Ψ
(
q
Q
) ∑∗
χ (mod q)
∫ ∞
−∞
∣∣∣∣Λ(12 + iy, f × χ)
∣∣∣∣4 dy = 2∆f(Ψ, Q),
where
∆f(Ψ, Q) =
∑
q
∑∗
χ (mod q)
Ψ
(
q
Q
)
Λ1(f × χ).
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By orthogonality relation of
∑∗
in Lemma 2.7, we obtain that
∆f(Ψ, Q) =
∞∑
m,n=1
σf (m)σf (n)√
mn
∑
d,r
(dr,mn)=1
r|m−n
φ(r)µ(d)Ψ
(
dr
Q
)
Vf(m,n, dr).
By the same arguments as Section 3, we can truncate the sum with acceptable error term
by invoking Lemma 2.5. Therefore we consider
∆˜f (Ψ, Q) =
∞∑
m,n=1
σf (m)σf (n)√
mn
∑
d,r
(dr,mn)=1
r|m−n
φ(r)µ(d)Ψ
(
dr
Q
)
Vf
(
m,n,
dr
(logQ)α
)
,
We can write
∆˜f (Ψ, Q) = Df(Ψ, Q) + Sf (Ψ, Q) + Gf(Ψ, Q)
where the diagonal term Df(Ψ, Q) consists of the terms with m = n, the term Sf(Ψ, Q)
consists of the remaining terms with d > D and Gf (Ψ, Q) consists of the rest of the terms
with d ≤ D.
Since L(s, f×χ0) is an entire function, we can treat L(s, f×χ0) in the same way as treating
non-principle character twists. Therefore, we bound Sf (Ψ, Q) and Gf(Ψ, Q) in the same
way as bounding non-principal character contributions of S(Ψ, Q) (Section 5) and G(Ψ, Q)
(Section 7 and using Proposition 2.10). Moreoever, there is no main term contribution from
off-diagonal terms.
For the diagonal term Df(Ψ, Q), the argument is the same as in Section 4.1, but we use
Lemma 2.4 instead. This completes the proof of Theorem 1.2.
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