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THE KERNEL 12 + ⌊ 1xy ⌋ − 1xy (0 < x, y ≤ 1) AND MERTENS SUMS
N. Watt
§1. Introduction.
In our recent joint work [HW] with Huxley, it was observed that when N is a positive
integer one has
M
(
N2
)
= 2M(N)−
(
N∑
n=1
µ(n)
n
)2
N2+
(M(N))
2
2
−
N∑
m=1
N∑
n=1
K
(m
N
,
n
N
)
µ(m)µ(n) , (1.1)
where µ(n) is the Mo¨bius function, M(x) is the Mertens function (given by M(x) =∑
n≤x µ(n) when x ∈ R) and
K(x, y) =
1
2
−
{
1
xy
}
for 0 < x, y ≤ 1, (1.2)
with {α} := α − ⌊α⌋ = α − max{n ∈ Z : n ≤ α}, for α ∈ R: see, in particular, [HW,
Equations (1.3), (1.5) and (3.5)].
Assume N is given. The final sum in (1.1) (the sum over m and n) is a quadratic
form in µ(1), . . . , µ(N): we may write it as mTZm, where m is the column-matrix
(µ(1), . . . , µ(N))T and Z = Z(N) is the N ×N matrix with elements zmn = K(mN , nN ). If
Λ 6= 0 is an eigenvalue of Z (so that det(Z−ΛI) = 0 when I is the N ×N identity matrix)
then, for the kernel K† = K†,N given by
K†(x, y) =
{
1
2 −
{
N2
⌈Nx⌉⌈Ny⌉
}
if 0 < x, y ≤ 1,
0 if 0 ≤ x, y ≤ 1 and xy = 0,
(1.3)
where ⌈α⌉ := min{n ∈ Z : n ≥ α}, there exists some eigenfunction φ†(x) satisfying both
∞ >
∫ 1
0
|φ†(x)|2dx > 0 (1.4)
and
φ†(x) = λ†
∫ 1
0
K†(x, y)φ†(y)dy (0 ≤ x ≤ 1), (1.5)
where λ† is the non-zero constant NΛ , and so, by the relevant definition given in [Tr], the
number λ† = NΛ is an eigenvalue of the kernel K
†. Indeed, given the definition (1.3), it is a
corollary of the discussion in [Tr, Section 1.2] (concerning kernels that are step-functions)
that (1.4) and (1.5) hold if and only if, for some choice of constants b1, . . . , bN such that
Zb† =
(
N
λ†
)
b† 6= 0 (b† = (b1, . . . , bN )T), (1.6)
1
one has, for 0 ≤ x ≤ 1,
φ†(x) =
{
b⌈Nx⌉ if 0 < x ≤ 1,
0 if x = 0.
(1.7)
We therefore have a one-to-one mapping, λ† 7→ N
λ†
, from the set of eigenvalues of the
kernel K† = K†,N onto the set of non-zero eigenvalues of the matrix Z = Z(N), and,
together with that, a one-to-one correspondence (made explicit by (1.7)) between the set
of eigenspaces of K† and the set of those eigenspaces of Z that are associated with non-zero
eigenvalues. In this paper we deal mainly with kernels, and matrices, that are real and
symmetric: the eigenvalues of such kernels, or matrices, are real numbers (and in the case
of the kernels, the eigenvalues are, by definition, non-zero).
We are interested in the eigenvalues and eigenvectors of the matrix Z due to their rele-
vance in respect of (1.1): it being natural to consider the application, there, of the spectral
decomposition of the quadratic formmTZm (see [HW, Section 3] for some discussion of this
matter). The eigenvalues and eigenfunctions of the kernel K† = K†,N are of equal interest
to us, for any information regarding these is translatable (by means of the correspondences
noted in the previous paragraph) into information concerning the eigenvalues and eigen-
vectors of Z. When N is large, one may view the relevant kernel K†,N : [0, 1]× [0, 1]→ R
as being a step-function approximating the unique kernel K : [0, 1]× [0, 1]→ R defined by
(1.2) and the relations K(x, 0) = K(0, x) = 0 (0 ≤ x ≤ 1). One of our aims, in this paper,
is to investigate the approximation of eigenvalues of this symmetric kernel K by non-zero
eigenvalues of Z(N).
We also investigate how the eigenvalues of K are distributed, as regards their size.
This leads us to consider an alternative family of step-function approximations to the
kernel K, different from those in the sequence K†,1, K†,2, K†,3, . . . : we construct these
new approximations to K in the next paragraph. The results of this second investigation
will be shown to have implications concerning the distribution of the eigenvalues of the
matrix Z(N) (N = 1, 2, . . . ).
Let N be a positive integer (preferably quite a large one). We take ε = ε(N) to be
the unique real solution of the equation
2 sinh(ε) = e−Nε . (1.8)
This implies ε > 0. Next, we put
δ = e−ε , (1.9)
and
xi = δ
i−1 for i = 1, . . . , N + 1. (1.10)
Then, putting xN+2 = 0, we have:
1 = x1 > x2 > · · · > xN+1 > xN+2 = 0 . (1.11)
When (x, y) ∈ [0, 1]2 is such that the sets {x, y} and {x1, x2, . . . , xN+2} are not disjoint,
we put K⊳(x, y) = K⊳,N (x, y) = 0. In all other cases (where, still, (x, y) ∈ [0, 1]2), there
will exist a unique ordered pair (i, j) ∈ {1, 2, . . . , N + 1}2 such that the open rectangle
Ri,j := (xi+1, xi)× (xj+1, xj) (1.12)
2
contains the point (x, y). If, here, i+ j > N + 1, then we put K⊳(x, y) = 0 (as before). If,
however, i+ j ≤ N + 1, then we put K⊳(x, y) = µi,j, where
µi,j = µi,j(N) :=
(∫ ∫
Ri,j
dxdy
)−1 ∫ ∫
Ri,j
K(x, y)dxdy (1.13)
(so that µi,j is a real number, and depends only on i, j and N). Since the kernel K is
symmetric, the substitution of x for y (and vice versa) in (1.13) shows that, given (1.12),
we have
µi,j = µj,i (i, j ∈ N and i+ j ≤ N + 1). (1.14)
In order to make clear the reason for (1.8), and for the distinction (in the preceding)
between the cases with i+ j > N + 1 and those with i+ j ≤ N + 1, we remark that (1.8)
and (1.9) ensure that 1− δ2 is equal to δN+1, so that it follows by (1.10) that one has
1
xi+1xj+1
− 1
xixj
=
1− δ2
δi+j
= δN+1−(i+j) ≤ 1 ⇔ i+ j ≤ N + 1 , (1.15)
when i, j ∈ N. Thus, when i and j are positive integers satisfying i + j ≤ N + 1, the
set Si,j := {⌊ 1xy ⌋ : (x, y) ∈ Ri,j} will contain no more than two elements (i.e. either Si,j
is a singleton, and the kernel K(x, y) is continuous on the open rectangle Ri,j , or else
Si,j = {m,m− 1} for some integer m > 1, and the set of points of Ri,j at which K(x, y)
is not continuous is the intersection of the hyperbola xy = 1m with Ri,j).
In Section 6 we shall discuss the kernel K⊳ = K⊳,N in greater detail. Here we make
just a few observations.
Our first observation is that K⊳ is a symmetric kernel (as follows by (1.16)-(1.18),
below, and (1.14)).
Secondly, we note the existence of a correspondence between eigenvalues and eigen-
functions of K⊳,N and eigenvalues and eigenvectors of a certain N ×N matrix H = H(N),
similar to the correspondence between eigenvalues and eigenfunctions of K†,N and eigen-
values and eigenvectors of the N×N matrix Z(N) that was mentioned below (1.7). Indeed,
by our above definition of the kernel K⊳, we have
K⊳(x, y) =
N∑
i=1
N∑
j=1
hijψi(x)ψj(y) (0 ≤ x, y ≤ 1), (1.16)
where
ψi(x) :=
{
1√
xi−xi+1
if xi+1 < x < xi,
0 otherwise,
(1.17)
and
hij :=
{√
(xi − xi+1)(xj − xj+1) · µi,j if i+ j ≤ N + 1,
0 otherwise,
(1.18)
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and so any eigenfunction of K⊳ is necessarily of the form
φ⊳(x) =
N∑
i=1
viψi(x) (1.19)
(where v1, . . . , vN denote real constants), and must be associated with a real eigenvalue
λ⊳ 6= 0 such that
N∑
i=1
viψi(x) = λ
⊳
∫ 1
0
N∑
i=1
N∑
j=1
hijψi(x)ψj(y)
N∑
k=1
vkψk(y)dy
= λ⊳
N∑
i=1
ψi(x)
N∑
j=1
hij
N∑
k=1
vk
∫ 1
0
ψj(y)ψk(y)dy = λ
⊳
N∑
i=1
ψi(x)
N∑
j=1
hijvj · 1 ,
for 0 ≤ x ≤ 1 (the last equality following by virtue of (1.17) and (1.11)). It follows (using,
again, (1.17) and (1.11)) that φ⊳, as given by (1.19), will be an eigenfunction of K⊳ if and
only if one has
N∑
j=1
hijvj =
vi
λ⊳
for i = 1, . . . , N , (1.20)
so that v⊳ := (v1, . . . , vN )
T is an eigenvector of the N × N matrix H = H(N) with
elements hij , and the corresponding eigenvalue of H is the real number 1/λ
⊳ 6= 0. We
therefore have a one-to-one mapping, λ⊳ 7→ 1/λ⊳, from the set of eigenvalues of the kernel
K⊳ = K⊳,N (x, y) onto the set of non-zero real eigenvalues of the N×N matrix H = H(N).
By (1.18) and (1.14), the matrix H is symmetric, and so does not have any eigenvalues
that are not real; it is, in fact, easily seen to be a Hankel matrix (see Section 6). This
fact is undoubtedly related to the (quite straightforward) connection that exists between
K and the Hankel operator Γh with kernel
h(s) = e−
1
2 sK
(
e−s, 1
)
= e−
1
2 s
(
1
2 − {es}
)
(0 ≤ s <∞). (1.21)
Given any (Lebesgue) measurable function v : [0,∞)→ C that satisfies ∫∞
0
|v(s)|2ds <∞,
the Hankel operator Γh maps v to the function Γhv : [0,∞)→ C given by:
(Γhv) (s) =
∫ ∞
0
h(s+ t)v(t)dt (0 ≤ s <∞). (1.22)
In order to obtain the connection with the kernel K, one need only substitute e−t = y in
(1.22): given (1.2) and (1.21), one finds thereby that the relation (1.22) is equivalent to
having
(Γhv) (s) = e
− 12 s
∫ 1
0
K
(
e−s, y
)
y−
1
2 v (− log y)dy (0 ≤ s <∞).
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Thus, if φ(x) is an eigenfunction of the kernel K, and λ the relevant eigenvalue of K, then,
by putting v(t) = e−t/2φ (e−t) (0 ≤ t <∞), one finds that
(Γhv) (s) = e
− 12 s
∫ 1
0
K
(
e−s, y
)
φ(y)dy = e−
1
2 sλ−1φ
(
e−s
)
= λ−1v(s) (1.23)
for s ≥ 0, so that 1
λ
is an eigenvalue of the operator Γh, while v lies in the associated
eigenspace (i.e. one can verify, directly, that v(t) does have the requisite property of being
‘square integrable’). We remark that K is obviously a real symmetric kernel, and that Γh
is Hermitian, in that one has
∫∞
0
(Γhv1) (s)v2(s)ds =
∫∞
0
v1(s)(Γhv2) (s)ds for all square
integrable v1, v2 (this following by virtue of (1.22) and the fact that h is real valued).
The above mentioned connection between K and Γh is something of an afterthought in
this paper: the author currently knows very little about Hankel operators. The discussion
of this connection will therefore be limited to the few brief observations which follow.
Our first observation is that (1.21) implies that one has∫ ∞
0
|h(s)|ds ≤
∫ ∞
0
1
2e
− 12sds <∞ , (1.24)
so that it follows by [Pa, Corollary 7.2] that Γh is compact. By (1.21) and [Pa, Theo-
rem 7.3], we find also that Γh is a ‘Hilbert-Schmidt’ operator, with Hilbert-Schmidt norm:
∥∥Γh∥∥HS := (∑
i
σ2i
)1
2
=
(∫ ∞
0
|h(s)|2 sds
)1
2
= ‖K‖ <∞ , (1.25)
where σi is the i-th singular value of Γh, while ‖K‖ is the positive number defined in (2.1),
below (note that the rightmost equality in (1.25) is obtained by substituting x = e−
1
2 (s+t),
y = e−
1
2 (s−t) in the double integral there). Since Γh is Hermitian, and since its eigenvalues
are the reciprocals of those of K, the result (1.25) has an equivalent formulation that is
the case K∗ = K of Lemma 2.1 (below).
By (1.24) and [Pa, Corollary 7.10] (a corollary of a result that V.V. Peller [Pe] and
R.R. Coifman and R. Rochberg [C-R] discovered), it follows that if Γh were a ‘trace-class’
operator (i.e. if it were ‘nuclear’) then there would exist both a set E ⊂ (0,∞) having
Lebesgue measure 0 and a continuous function h0 : (0,∞) → C satisfying h0(s) = h(s)
for all s ∈ (0, 1)\E . If this were the case then, for any given s ∈ (0,∞), one could find
a pair of convergent real sequences, (s′n), (s
′′
n) (say), that each have s as their (common)
limit, and that satisfy the conditions s′n, s
′′
n ∈ (0,∞)\E and s′n < s < s′′n, for all n ∈ N:
considering (for example) the special case s = log 2, one would then have limn→∞ h (s′n) =
limn→∞ h0 (s′n) = h0(log 2) and (similarly) h0(log 2) = limn→∞ h0 (s
′′
n) = limn→∞ h (s
′′
n),
and so would obtain limn→∞ h (s′n) = limn→∞ h (s
′′
n), which is absurd, since (1.21) implies
that lims→(log 2)− h(s) and lims→(log 2)+ h(s) differ (the first being −1/
√
8; the second:
1/
√
8). By this reductio ad absurdum we may conclude that the kernel h(s) in (1.21)-
(1.22) is discontinuous in a way that precludes Γh from being a trace-class operator. One
therefore has
∑
i σi =∞, and so (bearing in mind our earlier observations) we deduce that
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any sequence λ1, λ2, . . . of eigenvalues of K in which each eigenvalue of K occurs just as
many times as there are elements in a basis of the corresponding eigenspace is necessarily
an infinite sequence satisfying
∞∑
i=1
|λi|−1 =∞ . (1.26)
This observation supplies some context for our result in Theorem 6 (below): see also the
Remark following that theorem.
The principal tools used in our proofs, in this paper, are certain well-known elements
of the theory of linear homogenous Fredholm equations (of the second kind) that involve
a real symmetric L2 kernel: see especially [Tr, Chapter III] for the relevant theory and
terminology. We need, in particular, the result from the Hilbert-Schmidt theory that
is stated in Lemma 2.3 (below). Also very significant for our work are the inequalities
(involving eigenvalues of real symmetric kernels) that were obtained by Weyl [We]: see
Lemma 2.2, (2.7) and the beginning of Section 3 (up to Lemma 3.1) regarding these
inequalities.
Machine computations, especially of approximations to eigenvalues and eigenvectors of
the matrices Z and H (for selected values of N), have stimulated and informed the (mostly
theoretical) work reported in this paper. Much of our earlier computational work, however,
has been superseded by our (later) theoretical results: further such computational work
might well be worthwhile, but we feel that this would require either additional theoretical
input, or else the ability to carry out those computations for some choice of N considerably
greater than 106 (something that this author has little hope of doing, at present). We
therefore report just those numerical results that are mentioned in Section 7.
The organisation of the paper is as follows. In Section 2 we define some notation and
terminology (to be used in stating our results, and throughout the paper) and state three
previously known results that have a fundamental part to play in our proofs. Our principal
new results (Theorems 1 to 7) are stated in Section 3. All but three of these are either
corollaries, or else have short proofs that we include in Section 3: the three exceptions are
Theorems 1, 3 and 4, which are proved in Sections 4, 5 and 6 (respectively). In Section 7
we briefly discuss a computational application of certain of our lemmas, along with some
of the numerical results that are thereby obtained.
§2. Notation and Lemmas.
The kernel K defined in our Introduction is (in the terminology of [Tr]) a real symmet-
ric, non-null L2-kernel. Thus the function K(x, y) is real and measurable on [0, 1]× [0, 1],
and one has both K(x, y) = K(y, x) ∈ R, for 0 ≤ x, y ≤ 1, and
0 < ‖K‖ :=
(∫ 1
0
∫ 1
0
(K(x, y))2dxdy
)1/2
<∞ . (2.1)
It is known (see [Tr, Section 3.8], for example) that the set of eigenvalues of such a kernel
is a non-empty countable subset of R\{0} that has no accumulation point in R. Moreover,
for each eigenvalue of such a kernel, the associated set of eigenfunctions spans a vector
6
space (over C) of some finite dimension m = m(λ,K) ∈ N: Tricomi [Tr] calls this m the
‘index’ of the eigenvalue, and we shall follow him in this.
Let K∗ = K∗(x, y) be an arbitrary real symmetric L2 kernel with domain [0, 1]× [0, 1].
We take λ∗k+ (k ∈ N and k ≤ p∗) to be that monotonically increasing sequence of positive
eigenvalues of K∗ in which each λ > 0 that is an eigenvalue of K∗ occurs exactly m(λ,K∗)
times. It may be supposed that we have here: p∗ =∞, if K∗ has infinitely many positive
eigenvalues; p∗ ∈ N ∪ {0}, otherwise. Similarly, we take λ∗k− (k ∈ N and k ≤ q∗) to
be that monotonically decreasing sequence of negative eigenvalues of K∗ in which each
λ < 0 that is an eigenvalue of K∗ occurs exactly m(λ,K∗) times. We may assume that
q∗ ∈ N ∪ {0,∞}.
Definition 2.1. Let k ∈ N. We put: ν∗k+ = 1/λ∗k+, if the condition k ≤ p∗ is satisfied;
ν∗k+ = 0, otherwise; ν
∗
k− = 1/λ
∗
k−, if the condition k ≤ q∗ is satisfied; ν∗k− = 0, otherwise.
The number ν∗k+ (resp. ν
∗
k−) is the k-th reciprocal positive eigenvalue (resp. reciprocal
negative eigenvalue) of K∗: note that we use this terminology even in cases where ν∗k+, or
ν∗k−, has the value zero, which is never the reciprocal of an eigenvalue.
The notation used in Definition 2.1 is easily adapted for use in connection with a
variety of differently named real symmetric L2 kernels, including the kernels K, K
† (or
K†,N) andK⊳ (orK⊳,N) that were defined in Section 1, as well as several other such kernels
K ′, K ′′, . . . that are yet to be defined: in each case the superscript to the kernel (or the
absence thereof) transfers to the ‘λ’, ‘ν’, ‘p’, or ‘q’ in question. For example, the reciprocal
positive eigenvalues of K ′′(x, y) will be ν′′1+, ν
′′
2+, . . . , while those of K are ν1+, ν2+, . . . .
One immediate consequence of Definition 2.1 is that, when k ∈ N one has:
(0,∞) ∋ ν∗k+ ≥ ν∗(k+1)+ , if 1 ≤ k ≤ p∗ ; ν∗k+ = 0 , if k > p∗ ; (2.2)
(−∞, 0) ∋ ν∗k− ≤ ν∗(k+1)− , if 1 ≤ k ≤ q∗ ; ν∗k− = 0 , if k > q∗ . (2.3)
Another consequence is that one can find two sequences of eigenfunctions, φ∗k+ (k ∈ N
and k ≤ p∗) and φ∗k− (k ∈ N and k ≤ q∗), say, such that, for k ∈ N, x ∈ [0, 1], one has:
(ν∗k+)φ
∗
k+(x) =
∫ 1
0
K∗(x, y)φ∗k+(y)dy, if the condition k ≤ p∗ is satisfied; (ν∗k−)φ∗k−(x) =∫ 1
0
K∗(x, y)φ∗k−(y)dy, if k ≤ q∗. Clearly we may assume that these eigenfunctions are real,
for if one is not, then either its real part, or else its imaginary part, will be a satisfactory
replacement for it. As is shown in [Tr, Section 3.8], these eigenfunctions φ∗k± may be
selected in such a way that the set {φ∗k+ : k ∈ N and k ≤ p∗} ∪ {φ∗k− : k ∈ N and k ≤ q∗}
is orthonormal with respect to the (semi-definite) inner-product
〈α, β〉 =
∫ 1
0
α(x)β(x)dx
(defined whenever α and β lie in L2([0, 1]), the semimetric space of those Lebesgue mea-
surable functions f : [0, 1]→ R that satisfy the condition ∫ 1
0
(f(x))2dx <∞).
Wherever it might relevant in what follows, we shall assume (without further com-
ment) that the eigenfunctions φ∗k± are chosen in just such a way. Note that, unless K
∗ be
a null kernel (i.e. one with ‖K∗‖ = 0), the pair of sequences φ∗k+ (k ∈ N and k ≤ p∗) and
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φ∗k− (k ∈ N and k ≤ q∗) will not be uniquely determined by K∗ (even if all eigenvalues of
K∗ have index equal to 1), for any member of either sequence is capable of being replaced
by −1 times itself.
In [Wa] (to appear) we show that the kernel K, in particular, has infinitely many
eigenvalues that are positive, and also infinitely many that are negative. Thus we have
p = q =∞, and so
0 < λ1+ ≤ λ2+ ≤ · · · and 0 > λ1− ≥ λ2− ≥ · · · , (2.4)
and, by (2.2) and (2.3) (for K∗ = K),
∞ > νk+ ≥ ν(k+1)+ > 0 > ν(k+1)− ≥ νk− > −∞ (k ∈ N). (2.5)
Lemma 2.1. We have
∞∑
k=1
((
ν∗k+
)2
+
(
ν∗k−
)2)
=
∫ 1
0
∫ 1
0
(K∗(x, y))2 dxdy = ‖K∗‖2 ,
where the definition of ‖K∗‖ is analogous to that of ‖K‖, in (2.1).
Proof. The second equality is trivial. The first only restates (using our terminology) a
well-known result, the case m = 2 of [Tr, Section 3.10, (8)], and may also be obtained as
a fairly direct consequence of the (more fundamental) relation [Tr, Section 3.9, (3)]. 
Remark. By (2.2), (2.3) and Lemma 2.1 one has, when m ∈ N,
(
ν∗m+
)2
+
(
ν∗m−
)2 ≤ 1
m
m∑
k=1
((
ν∗k+
)2
+
(
ν∗k−
)2) ≤ ‖K∗‖2
m
,
and so
‖K∗‖m− 12 ≥ ν∗m+ ≥ 0 ≥ ν∗m− ≥ −‖K∗‖m−
1
2 . (2.6)
Lemma 2.2 (Weyl, [We, Satz III]). Let the functions K∗, K ′ and K ′′, defined on the
common domain [0, 1]× [0, 1], each be a real symmetric L2 kernel for that domain. Suppose
moreover that
K∗(x, y) = K ′(x, y) +K ′′(x, y) ( 0 ≤ x, y ≤ 1).
The relevant reciprocal positive eigenvalues then satisfy the relations
ν∗(m+n−1)+ ≤ ν′m+ + ν′′n+ (m,n ∈ N).
Proof. The proof is sketched in Weyl’s paper [We]: it is (essentially) an elaboration of
the detailed proof that Weyl does supply for the result [We, Satz I]. 
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Remark. Subject to the hypotheses of the above lemma, one has also
ν∗(m+n−1)− ≥ ν′m− + ν′′n− (m,n ∈ N), (2.7)
which follows by Lemma 2.2, the observation that one has ν•k+ = −ν∗k− (k ∈ N) when
K• = −K∗, and similar observations in respect of the reciprocal eigenvalues of the kernels
−K ′ and −K ′′.
Lemma 2.3 (Hilbert-Schmidt). Let φ, ψ ∈ L2 ([0, 1]) and put
J∗ = J∗(φ, ψ) =
∫ 1
0
∫ 1
0
K∗(x, y)φ(x)ψ(y)dxdy .
Then
J∗ =
∑
N∋k≤p∗
〈φ, φ∗k+〉〈φ∗k+, ψ〉ν∗k+ +
∑
N∋k≤q∗
〈φ, φ∗k−〉〈φ∗k−, ψ〉ν∗k−
and the sums over k that appear in this equality are absolutely convergent (when not finite
or empty).
Proof. See [Tr, Section 3.11], where this result is deduced from a theorem of Hilbert and
Schmidt (for which see [Tr, Section 3.10]). 
Definitions 2.2. When φ ∈ L2 ([0, 1]) we define ‖φ‖ (the ‘norm’ of φ) by: ‖φ‖ =√〈φ, φ〉.
This ‖φ‖ should not be confused with the notation ‖K∗‖ defined earlier, in which K∗ =
K∗(x, y), being a function of two variables, is not a member of L2 ([0, 1]).
Note that one has ‖φ‖ = 0 if and only if the set {x ∈ [0, 1] : φ(x) 6= 0} has Lebesgue
measure 0: thus ‖φ‖ is, in fact, only a seminorm on L2 ([0, 1]).
When φ ∈ L2 ([0, 1]) and ‖φ‖ > 0, we put φˆ = ‖φ‖−1φ (so that ‖φˆ‖ = 1).
§3. Statements of the main results.
By (2.1) and the definition of K given in Section 1, one certainly has ‖K‖ < 12 . We
may therefore deduce from (2.5) and the case K∗ = K of (2.6) that one has:
1
2
√
m
> νm+ > 0 > νm− > − 1
2
√
m
(m ∈ N). (3.1)
Note that it can be shown that ‖K‖2 = 34 − π
2
24 − (log(2π)−1)
2
2 +
γ20
2 + γ1, where (−1)nγn/n!
is the coefficient of (s− 1)n in the Laurent series expansion of the Riemann zeta function,
ζ(s), about the pole at s = 1. We omit the proof of this result, since our main results is this
paper are obtained independently of it. By this result, and known approximations for π,
γ1 and γ0 (Euler’s constant), we estimate that ‖K‖ is approximately 0.286. This estimate
would therefore yield, via (2.6), a modest strengthening of the first and last bounds in
(3.1). In respect of cases where the positive integer m is sufficiently large, we obtain, by
Theorem 6 (below), a more significant strengthening of the same bounds.
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Let N be a positive integer, and let the kernels K, K† = K†,N and K⊳ = K⊳,N be
as defined in Section 1. Put K‡ = K‡,N = K − K† and K⊲⊳ = K⊲⊳,N = K − K⊳. We
suppose henceforth that K = K,N is one member of the pair K†, K⊳, and that we have
K# = K#,N = K − K: we therefore have K# ∈ {K‡, K⊲⊳}, with K# = K‡ holding if
and only if K = K†. Since K = K +K#, it follows by Weyl’s inequalities, Lemma 2.2
and (2.7), that we have:
νm+ + ν
#
n+ ≥ ν(m+n−1)+ and ν(m+n−1)− ≥ νm− + ν#n− (m,n ∈ N). (3.2)
Since we have K = K+(−K#), it therefore follows (by the observation used in justifying
(2.7)) that Weyl’s inequalities imply also that one has
νm+ − ν#n− ≥ ν(m+n−1)+ and ν(m+n−1)− ≥ νm− − ν#n+ (m,n ∈ N). (3.3)
Now, by (1.6) and (1.7), if K = K† (and otherwise by (1.19) and (1.20)), we must
have p + q ≤ N , with p + q = N holding if and only if the relevant N × N matrix
(which is either Z(N), or H(N)) is non-singular. Since p and q have been defined (just
prior to Definition 2.1) in such way as to ensure that each is a member of the set N∪{0,∞},
we may conclude now that they are non-negative integers satisfying p, q ≤ N . By this
conclusion and (2.2) and (2.3), it is certainly the case that
νm± = 0 for m = N + 1, N + 2, . . . . (3.4)
By the special case m = N + 1 of (3.4), combined with the same case of (3.2), we find
that, for all n ∈ N, one has both ν#,Nn+ ≥ ν(N+n)+ and ν#,Nn− ≤ ν(N+n)−. By this and (2.5),
it follows that
ν#n+ > 0 > ν
#
n− (n ∈ N). (3.5)
Thus K# shares with the kernel K the property of having infinitely many positive eigen-
values and infinitely many negative eigenvalues, and so we have p# = q# =∞.
By (3.2) and (3.3), with n = 1, we have (immediately) the following result.
Lemma 3.1. Let N ∈ N. Suppose that K ∈ {K†,N , K⊳,N}, and that K# = K −K.
Then, for either (consistent) choice of sign (±), one has
ν#1+ ≥ νm± − νm± ≥ ν#1− (m ∈ N).
By Lemma 3.1 and the case K∗ = K#, m = 1 of (2.6), we obtain the bounds∣∣νm± − νm±∣∣ ≤ ‖K#‖ (m ∈ N). (3.6)
In view of (3.6), it is natural to seek a good estimate for ‖K#‖: our first theorem deals
with the cases in which K = K†,N , with N ∈ N sufficiently large.
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Theorem 1. Let N be an integer satisfying N ≥ 25. Then
‖K‡,N‖2 <
(
2
√
logN +
(
1 +
1√
N
)8 (
4
9
+ 23
30
N−1/6
)
+
log log(N) + 9√
logN
)
N−1/2 .
By Theorem 1 and (3.6), we immediately obtain the following result.
Theorem 2. Let m ≥ 1 and N ≥ 25 be integers. Then, for either (consistent) choice of
sign (±), one has
∣∣νm± − ν†,Nm± ∣∣ <
(
2
√
logN +
(
1 +
1√
N
)8 (
4
9
+ 23
30
N−
1
6
)
+
log log(N) + 9√
logN
)1
2
N−
1
4 .
Our proof of Theorem 1 requires a certain elementary estimate, which we obtain in
Lemma 4.2. Aided by the same elementary estimate, we are able to deduce from (1.1) the
following result (to be proved in Section 5).
Theorem 3. Let N ∈ N and δ ∈ R satisfy the condition
δ >
√
1 + logN
N
. (3.7)
Then
M
(
N2
)
=
∑
j∈N
|νj−|>δ
(
N∑
n=1
µ(n)φj−
( n
N
))2 ∣∣νj−∣∣ − ∑
j∈N
νj+>δ
(
N∑
n=1
µ(n)φj+
( n
N
))2
νj+
+
(M(N))
2
2
−
(
N∑
n=1
µ(n)
n
)2
N2 +O
(
δN2
)
.
Remarks.
1. By Theorem 6 (below), the sums over j occurring in Theorem 3 contain no more than
O
(
1 + δ−1| log δ|3/2) summands.
2. In [Wa2] (in preparation) we show that each eigenfunction φj±(x) is continuous on the
interval [0, 1], and differentiable at every point of the set (0, 1]\{ 12 , 13 , 14 , . . . }.
Our next theorem is an estimate for the size of ‖K#‖ in cases where, for some suffi-
ciently large positive integer N , one has K = K⊳,N (and so K# = K −K⊳,N = K⊲⊳,N ).
Theorem 4. Let N be an integer satisfying N ≥ 3. Then
‖K⊲⊳,N‖2 ≤
(
7
60 +O
(
(logN)−
2
3
))
·N−1 log3N .
11
We prove Theorem 4 in Section 6. By Theorem 4 and (3.6), we have the following
result (analogous to Theorem 2).
Theorem 5. Let m ≥ 1 and N ≥ 3 be positive integers. Then, for either (consistent)
choice of sign (±), one has
∣∣νm± − ν⊳,Nm± ∣∣ ≤ (√ 760 +O ((logN)− 23)) ·N− 12 log 32 N .
By (2.5), Lemma 2.1 and the case K# = K⊲⊳,N (K = K⊳,N ) of the same inequalities,
ν#,Nn+ ≥ ν(N+n)+ and ν#,Nn− ≤ ν(N+n)−, that led us to (3.5) we have
∥∥K⊲⊳,N∥∥2 = ∞∑
n=1
((
ν⊲⊳,Nn+
)2
+
(
ν⊲⊳,Nn−
)2) ≥ ∞∑
n=1
((
ν(N+n)+
)2
+
(
ν(N+n)−
)2)
. (3.8)
Note that this is just a special case of the result [We, Satz VIII] (attributed to Schmidt
[Sch, Chapter 4, Section 18], in [We]). Using one of the simpler ideas occurring in the
proof of [We, Theorem IX], we deduce from (3.8) and Theorem 5 the following result.
Theorem 6. Let k ≥ 9 be an integer. Then
(νk+)
2
+ (νk−)
2 ≤
(
21
40
+O
(
(log k)−
2
3
))
· k−2 log3 k .
Proof. Let k, M and N , be positive integers, with k ≥ 9. By (3.8) and (2.5), we have
∥∥K⊲⊳,N∥∥2 > M∑
n=1
((
ν(N+n)+
)2
+
(
ν(N+n)−
)2) ≥M ((ν(N+M)+)2 + (ν(N+M)−)2) .
By this and Theorem 4, it follows that when N ≥ 3 one has
(
ν(N+M)+
)2
+
(
ν(N+M)−
)2 ≤ ( 760 +O ((logN)− 23)) ·( log3NMN
)
,
for both choices of sign (±).
By specialising the above to the cases in which one has N = ⌈k3 ⌉ ≥ k3 ≥ 3 and M =
k−N ≥ 2
3
(k−1) > 5, we find that (νk+)2+(νk−)2 ≤
(
7
60
+O
(
(log k)−
2
3
)) · (log k)3/(2
9
k2
)
,
which is equivalent to the result stated in the theorem 
Remark. Theorem 6 is, in a certain sense, nearly best-possible. For if one had, say,
(νk+)
2
+ (νk−)
2
= O
(
k−2(log k)−(2+2ε)
)
(k = k0 + 1, k0 + 2, . . . ),
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for some positive integer k0 ≥ 8, then this, together with (3.1), would imply that
∞∑
k=1
(|νk+|+ |νk−|) ≤
k0∑
k=1
(|νk+|+ |νk−|) +O
( ∞∑
k=k0+1
k−1(log k)−(1+ε)
)
≤
k0∑
k=1
k−
1
2 +O
(∫ ∞
k0
x−1(log x)−(1+ε)
)
≤ k0 +O
(
1
ε(log k0)ε
)
<∞ ,
and so would contradict (1.26) (given that the infinite series occurring there is, by Def-
inition 2.1, just some rearrangement of the series |ν1+| + |ν1−| + |ν2+| + |ν2−| + · · · ).
Since we trust our earlier derivation of (1.26) (based on [Pa, Corollary 7.10]), we therefore
conclude that, for any fixed choice of C, ε with C ≥ 1 and ε > 0, there must exist in-
finitely many distinct positive integers k for which the sum (νk+)
2
+(νk−)
2
is greater than
Ck−2(log k)−(2+2ε). Thus the upper bound in Theorem 6 falls short of being best-possible
by no more than a factor (log k)5+o(1).
Our final result is a consequence of the bounds obtained in Theorems 1, 4 and 6.
Theorem 7. Let the symbol ± denote an arbitrary choice of sign. Let c > 0. Then there
exists integers k1 = k1(c) ≥ 25, k2 = k2(c) ≥ 9 (each depending only on c) such that,
whenever the kernel K and numbers N, k satisfy
k,N ∈ N, K ∈ {K†,N , K⊳,N} (3.9)
and
N ≥ k ≥
{
k1 if K
 = K†,N ,
k2 if K
 = K⊳,N ,
(3.10)
one has ∣∣νk±∣∣ ≤ ec ·min
{
S
θk
+
1√
(1− θ)Tk : 0 < θ < 1
}
, (3.11)
where
S = S(k) :=
√
21
40 · (log k)
3
2 (3.12)
and
T = T
(
K
)
:=

√
N
4 logN
if K = K†,N ,
60N
7 log3 N
if K = K⊳,N .
(3.13)
The minimum in (3.11) is attained when θ = θ1 = θ1(κ), where
κ =
k
4S2T
> 0 (3.14)
and θ1 ∈ (0, 1) is determined (uniquely) by the equation
(1− θ1)3 θ−41 = κ . (3.15)
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When (3.9), (3.10) and (3.12)-(3.15) hold, and 0 < κ ≤ 2, one has:
∣∣νk±∣∣ ≤ ecSk ·
(
1 + 2 (κθ1)
1
3
θ1
)
≤ e
cS
k
·min
{
6 , exp
(
3κ
1
3
)}
. (3.16)
When (3.9), (3.10) and (3.12)-(3.15) hold, and κ ≥ 2, one has:
∣∣νk±∣∣ ≤ ec√
Tk
·
1 + 12(κ (1− θ1))− 14
(1− θ1)
1
2
 ≤ ec√
Tk
·min
{
3√
2
, exp
(
(2/κ)
1
4
)}
. (3.17)
Proof. We begin by taking note of certain relevant consequences of results that were
stated earlier in this section. By Theorem 1, and a short calculation, one finds that
‖K‡,N‖2 <
(
1 +
4√
logN
)(
N
4 logN
)− 12
(N = 25, 26, 27, . . . ), (3.18)
while Theorem 2 implies (similarly) the existence of an absolute constant A0 > 0 such that
‖K⊲⊳,N‖2 ≤
(
1 +
A0
(logN)
2
3
)(
60N
7 log3N
)−1
(N = 3, 4, 5, . . . ). (3.19)
Theorem 6 implies the existence of an absolute constant A1 > 0 such that
(νm±)
2 ≤ 2140
(
1 +
A1
(logm)
2
3
)
·m−2 log3m
≤ 2140
(
1 +
A1
(log k)
2
3
)
·m−2 log3 k (m, k ∈ N and 9 ≤ m ≤ k). (3.20)
In cases where m < 9 we may appeal instead to (3.1), which implies that
(νm±)
2
<
1
4m
<
log3 k
4m2
(m, k ∈ N and m < 9 ≤ k). (3.21)
We put A2 = max{A0, A1}, k1 =
⌈
exp
(
max
{
log(25) , 4c−2 ,
(
2A−11 c
)− 32})⌉ and
k2 =
⌈
exp
(
max
{
log(9) ,
(
2A−12 c
)− 32})⌉. By (3.18)-(3.21) (and the definitions of the
kernels K‡,N and K⊲⊳,N ) we find that, subject to both (3.9) and (3.10) holding, one will
have
‖K#‖2 < e
2c
T
(3.22)
and
(νm±)
2 ≤ e
2cS2
m2
(m = 1, . . . , k), (3.23)
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where K# = K −K, and S and T are as stated in (3.12) and (3.13). We shall assume
henceforth that k, N and K satisfy the conditions (3.9) and (3.10) (there is, otherwise,
nothing for us to prove), that K# = K −K, and also that S, T , κ and θ1 are as specified
in (3.12)-(3.15).
By (3.3) and (3.5), one has∣∣νk±∣∣ ≤ |νm±|+ ∣∣ν#n∓∣∣ (m,n ∈ N such that m+ n = k + 1), (3.24)
where ∓(±1) = −1. By (2.6) and (3.22), one obtains the bounds∣∣ν#n∓∣∣ ≤ ‖K#‖√n < ec√Tn (n ∈ N). (3.25)
By (3.23), (3.24) and (3.25) applied with m = ⌈θk⌉ ≥ θk > 0 and n = k + 1 − m >
(1−θ)k > 0 (θ here denoting an arbitrary member of the open interval (0, 1)), one obtains
a set of upper bounds for
∣∣νk±∣∣ from which the result (3.11) directly follows.
As for the remainder of the proof, we note firstly that elementary calculus allows one
to determine that the minimum of the function f(θ) := (S/k)θ−1+(Tk)−1/2(1−θ)−1/2 on
the interval (0, 1) is attained when θ = θ1: the details of this are straightforward, and so are
omitted here. It is similarly straightforward to show by elementary algebra that, in both
(3.16) and (3.17), the first inequality is equivalent to the inequality
∣∣νk±∣∣ ≤ ecf(θ1) (with
f(θ) as defined in the preceding sentence): those inequalities therefore follow immediately
from (3.11), since θ1 must (by its definition) satisfy 0 < θ1 < 1.
We consider now the final inequalities in (3.16) and (3.17). If 0 < κ ≤ 2 then it
follows by (3.15) that the number θ1 ∈ (0, 1) must lie in the shorter interval
[
1
2 , 1
)
: for the
function of θ1 on the left-hand side of Equation (3.15) is strictly monotonic decreasing for
0 < θ1 < 1, and is equal to 2 when θ1 =
1
2
. For the same reasons, one has θ1 ∈
(
0, 1
2
]
if
κ ≥ 2. Thus, if one supposes that κ ≤ 2, then (using (3.15)) one finds that
1
θ1
= 1 +
1− θ1
θ1
= 1 +
(
κθ1
) 1
3 ≤ min
{
2 , 1 + κ
1
3
}
,
and so (also) that 1+2
(
κθ1
) 1
3 ≤ 2 ·min{2, 1+κ 13}−1 = min{3, 1+2κ 13}; since (2)(3) = 6
and
(
1 + κ
1
3
)(
1 + 2κ
1
3
)
< exp
(
κ
1
3
)
exp
(
κ
2
3
)
= exp
(
3κ
1
3
)
, we may therefore conclude that
the final inequality in (3.16) is valid. Suppose now that one has instead κ ≥ 2, so that
1
2 ≤ 1− θ1 < 1. Then one has both
1
1− θ1 = 1 +
θ1
1− θ1 ≤ 1 +
θ1(
1
2
) 1
4 (1− θ1) 34
= 1 +
(
2
κ
) 1
4
≤ min
{
2 , exp
(
2
1
4κ−
1
4
)}
(using (3.15) for the second equality here) and 1 + 12κ
− 14
(
1 − θ1
)− 14 ≤ 1 + 2− 34κ− 14 ≤
min
{
3
2 , exp
(
2−
3
4κ−
1
4
)}
; since
(
3
2
)(
2
1
2
)
= 3/
√
2 and exp
(
2−
3
4κ−
1
4
)
=
(
exp
(
2
1
4κ−
1
4
)) 1
2 , we
therefore are able to conclude that the final inequality in (3.17) is valid. This completes
the proof of the theorem 
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Remarks.
1. The bounds in (3.17) (when applicable) will imply
∣∣νk±∣∣ ≤ e2c√
Tk
, (3.26)
provided that the number κ (defined in the theorem) satisfies κ ≥ 2c−4. Given (3.14),
this last lower bound on κ is equivalent to the relation k/ log3 k ≥ 215 c−4T , and so is
certainly satisfied if, in addition to (3.9) and (3.10), one has k ≥ 215 c−4T log3N . In the
case K = K⊳,N , the bound k ≥ 215 c−4T log3N would combine with the upper bound on
k in (3.10) to give 1 ≥ k/N ≥ 36c−4, and so would imply that log k differs from logN
by at most O(| log c|). Therefore, given that we expect that in any practical application
of Theorem 7 one would fix c, and so have | log c| = O(1), we find it more interesting to
observe that, when one has instead K = K†,N , the bound (3.26) becomes
∣∣∣ν†,Nk± ∣∣∣ ≤ e2c · ( N4 logN
)− 14
k−
1
2 ,
and is valid for all N, k ∈ N satisfying N ≥ k ≥ max{k1(c), 2110c−4N 12 (logN) 52}.
2. The bounds in (3.16) (when applicable) will imply
∣∣νk±∣∣ ≤ e2cSk = e2c ·
(
21
40
) 1
2 log
3
2 k
k
, (3.27)
provided that κ (given by (3.12)-(3.14)) satisfies κ ≤ (c/3)3. This last upper bound on κ
holds if and only if
k
log3 k
≤ 790c3T . (3.28)
We remark that, given that min
{
k1(c), k2(c)
} ≥ 9, it may be shown that (3.28) will hold
if one has both (3.10) and exp
(
c−
3
2
) ≤ k ≤ 7
90
T logT .
In the particular case where c =
(
3
2
) 1
3 and K = K⊳,N , one finds (using (3.13)) that
the condition (3.28) becomes k/ log3 k ≤ 2
3
c3N/ log3N = N/ log3N , and so is satisfied
whenever e3 ≤ k ≤ N . By this and (3.27), it follows that one has
∣∣∣ν⊳,Nk± ∣∣∣ ≤ exp
(
12
1
3
) · ( 2140) 12 log 32 k
k
<
8 log
3
2 k
k
,
for all k,N ∈ N satisfying N ≥ k ≥ max{e3, k2((3/2) 13 )}.
§4. Proof of Theorem 1.
We assume that N is a positive integer and that K‡ = K‡,N is the kernel given by
K‡ = K − K†, where the kernels K and K† = K†,N are as defined in Section 1. Our
definition of ‖K‡‖ is analogous to that of ‖K‖, in (2.1).
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Definition 4.1. We put
U(N) =
⋃
m∈N
{
(p, q) ∈ Z× Z : 0 ≤ p, q < N and pq
N2
<
1
m
<
(p+ 1)(q + 1)
N2
}
.
Remark. This definition implies that when N = 1 the set U(N) is just the singleton
{(0, 0)}. We therefore have |U(1)| = 1.
Lemma 4.1. Let N be an integer satisfying N ≥ 25. Then
∥∥K‡∥∥2 < |U(N)|N−2 +(1 + 1√
N
)8 (
4
9
+ 23
30
N−1/6
)
N−1/2 .
Proof. We have
∥∥K‡∥∥2 = N−1∑
r=0
N−1∑
s=0
∫ r+1
N
r
N
(∫ s+1
N
s
N
(
K‡(x, y)
)2
dy
)
dx =
N−1∑
r=0
N−1∑
s=0
Ir,s(N) (say). (4.1)
Let r and s be integers satisfying 0 ≤ r, s < N . For points (x, y) that lie in the open square
Qr,s(N) =
(
r
N
,
r + 1
N
)
×
(
s
N
,
s+ 1
N
)
⊂ (0, 1)× (0, 1) , (4.2)
we have, by (1.2) and (1.3),
K‡(x, y) = K(x, y)−K†(x, y)
=
{
N2
⌈Nx⌉⌈Ny⌉
}
−
{
1
xy
}
(4.3)
=
{
N2
(r + 1)(s+ 1)
}
−
{
1
xy
}
=
N2
(r + 1)(s+ 1)
−
⌊
N2
(r + 1)(s+ 1)
⌋
−
(
1
xy
−
⌊
1
xy
⌋)
=
(
N2
(r + 1)(s+ 1)
− 1
xy
)
+
(⌊
1
xy
]
−
[
N2
(r + 1)(s+ 1)
⌋)
. (4.4)
Since fractional parts always lie in the interval [0, 1), it follows by (4.3) that we have
−1 < K‡(x, y) < 1 for all (x, y) ∈ Qr,s(N). It is therefore trivially the case that
Ir,s(N) ≤
∫ r+1
N
r
N
(∫ s+1
N
s
N
12dy
)
dx =
1
N2
. (4.5)
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For (x, y) ∈ Qr,s(N), we plainly have 0 ≤ rs/N2 < xy < (r + 1)(s + 1)/N2, and
so ∞ > 1/(xy) > N2/((r + 1)(s + 1)). Hence, supposing (x, y) ∈ Qr,s(N), the relation⌊
1
xy
⌋ ≥ ⌊ N2(r+1)(s+1)⌋ holds, and we must either have⌊
1
xy
⌋
=
⌊
N2
(r + 1)(s+ 1)
⌋
, (4.6)
or else:
N2
(r + 1)(s+ 1)
< m ≤ 1
xy
, for some m ∈ Z.
In the latter case we have
(r + 1)(s+ 1)
N2
>
1
m
≥ xy > rs
N2
,
and so the point (r, s) ∈ Z×Z is an element of the set U(N) that is given by Definition 4.1.
Therefore, when (r, s) 6∈ U(N), the relation (4.6) holds for all (x, y) ∈ Qr,s(N).
Suppose now that (r, s) 6∈ U(N), so that (4.6) holds when (x, y) ∈ Qr,s(N). Then, in
view of (4.1) and (4.4), we find that
Ir,s(N) =
∫ (r+1)/N)
r/N
(∫ (s+1)/N
s/N
(
N2
(r + 1)(s+ 1)
− 1
xy
)2
dy
)
dx . (4.7)
Note, in addition, that since we suppose (r, s) 6∈ U(N) and r, s ∈ [0, N)∩Z, it follows from
Definition 4.1 that r and s must both be (strictly) positive integers, and that there can be
no integer contained within the open interval
(
N2
(r+1)(s+1)
, N
2
rs
)
. We therefore must have
N2
rs
− N
2
(r + 1)(s+ 1)
≤ 1 ,
and so (r + s+ 1)N2 ≤ rs(r + 1)(s+ 1), which (as we have 0 < r, s < N) implies:
min{r + 1, s+ 1} > N√
max{r + 1, s+ 1} ≥
√
N > 1 . (4.8)
We rewrite the double integral in (4.7), by means of the substitutions:
r + 1
Nx
= 1 +
θ
r
,
s+ 1
Ny
= 1 +
φ
s
.
This gives us
Ir,s(N) =
N2
r(r + 1)s(s+ 1)
∫ 1
0
∫ 1
0
(
1−
(
1 +
θ
r
)−1 (
1 +
φ
s
)−1)2
dφ
 dθ
<
N2
r(r + 1)s(s+ 1)
∫ 1
0
(∫ 1
0
(
θ
r
+
φ
s
)2
dφ
)
dθ
=
N2
3r3(r + 1)s(s+ 1)
+
N2
2r2(r + 1)s2(s+ 1)
+
N2
3r(r + 1)s3(s+ 1)
.
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By this and (4.8), we obtain (after putting m = r+1, n = s+1, and then exploiting some
symmetries) the upper bound:
∑ ∑
0≤r,s<N
(r,s)6∈U(N)
Ir,s(N) ≤
(
1− 1√
N
)−4
N2
(
2
3S2,4 +
2
3S4,2 + S3,3
)
, (4.9)
where
Sα,β =
∑
N2/3<n≤N
1
nα
∑
N/
√
n<m≤n
1
mβ
.
Using the bounds
∑
ℓ>L
1
ℓσ
<
1
Lσ
+
∫ ∞
L
dx
xσ
=
(
1 +
σ − 1
L
)
L1−σ
σ − 1 (L > 0 and σ > 1),
we find that
S3,3 <
∑
N2/3<n≤N
1
n3
(
1 +
2
N/
√
n
)
(N/
√
n)−2
2
≤
(
1 +
2√
N
)(
1
2N2
) ∑
n>N2/3
1
n2
<
(
1 +
2√
N
)(
1
2N2
)(
1 +
1
N2/3
)
N−2/3 <
(
1 +
1√
N
)3(
1
2N8/3
)
(say).
We obtain, similarly, the bounds
S4,2 <
∑
N2/3<n≤N
1
n4
(
1 +
1
N/
√
n
)
(N/
√
n)−1
≤
(
1 +
1√
N
)(
1
N
) ∑
n>N2/3
1
n7/2
<
(
1 +
1√
N
)(
1
N
)(
1 +
5/2
N2/3
)(
1
(5/2)N5/3
)
<
(
1 +
1√
N
)3 (
2
5N8/3
)
and
S2,4 <
∑
N2/3<n≤N
1
n2
(
1 +
3
N/
√
n
)
(N/
√
n)
−3
3
<
(
1 +
1√
N
)3 (
1
3N3
) N∑
n=1
1√
n
.
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Since N > 1 we have
N∑
n=1
1√
n
< (−1) +
N∑
n=1
2√
n+
√
n− 1 = (−1) + 2
N∑
n=1
(√
n−√n− 1) = 2√N − 1 ,
and so may deduce from the above bounds for S2,4 that
S2,4 <
(
1 +
1√
N
)3(
2
3N5/2
)
.
By (4.9) and the estimates just obtained, we find that
∑ ∑
0≤r,s<N
(r,s)6∈U(N)
Ir,s(N) ≤
(
1− 1√
N
)−4
N2
(
1 +
1√
N
)3 (
4
9
N−5/2 +
(
4
15
+ 1
2
)
N−8/3
)
<
(
1 +
1√
N
)8 (
4
9
N−1/2 + 23
30
N−2/3
)
, (4.10)
with the last inequality here holding by virtue of our having
√
N ≥ 5, and so:(
1 +
1√
N
)5(
1− 1√
N
)5
=
(
1− 1
N
)5
> 1− 5
N
≥ 1− 1√
N
.
By (4.1), (4.5) and (4.10), the lemma follows 
Lemma 4.2 Let N be an integer that is greater than 1. Then
|U(N)| <
(
2 +
log log(N) + 9
logN
)
N3/2
√
logN .
Proof. We recall the definition, in (4.2) (within our proof of Lemma 4.1), of the open
square Qr,s(N). By Definition 4.1, the number of elements (p, q) of U(N) is equal to the
number of those open squares in the set
B(N) = {Qr,s(N) : r, s ∈ Z and 0 ≤ r, s < N}
that are crossed by one or more members of the sequence of hyperbolae
C(m) =
{
(x, y) ∈ R× R : xy = 1
m
}
(m ∈ N).
We therefore consider, for an arbitrary choice of m ∈ N, the number
ν(m,N) = |{Q ∈ B(N) : Q ∩ C(m) 6= ∅}| .
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Note firstly that the union of all the open squares in the set B(N) is a subset of the
open square (0, 1) × (0, 1). Hence we can safely ignore all points (x, y) on the hyperbola
C(m) that have max{x, y} > 2 (say). That is, we have only to consider the finite part
of this hyperbola that has endpoints ( 1
2m
, 2) and (2, 1
2m
). Let the point P travel at a
fixed speed along the hyperbola C(m), starting at the coordinates ( 12m , 2) and ending its
journey at (2, 1
2m
). The number of open squares in the set B(N) that are crossed by P
during its journey will then be equal to ν(m,N). We note that P starts from a point
not lying in any of these open squares, and that in entering any one such square it must
cross either the topmost or the leftmost of the four straight line segments forming the
boundary of that square (for the slope of the hyperbola is negative at any given point on
it). Consequently, given the definition of the open squares Qr,s(N) that are the elements
of B(N), and given that P moves only within the first quadrant of the x, y-plane (without
touching or crossing the y-axis in particular), we find that ν(m,N) ≤ Tm + Lm, where
Tm = |{(x, y) ∈ C(m) : 0 < x < 1, 0 < y ≤ 1 and Ny ∈ Z}| and Lm = |{(x, y) ∈ C(m) :
0 < x < 1, 0 < y < 1 and Nx ∈ Z}|. Given the definition of the hyperbola C(m), we
deduce that Lm ≤ Tm = |{y ∈ R : 1m < y ≤ 1 and Ny ∈ Z}| = |(Nm , N ] ∩ Z| = N − ⌊Nm⌋
(with the initial inequality following as a consequence of the fact that one has (x, y) ∈ C(m)
if and only if (y, x) ∈ C(m)). We conclude that one has:
ν(m,N) ≤ 2
(
N −
⌊
N
m
⌋)
(m ∈ N). (4.11)
We suppose now that M is some positive integer, and that M ≤ N . By the preceding
discussion we have
|U(N)| =
∣∣∣∣∣ ⋃
m∈N
{Q ∈ B(N) : Q ∩ C(m) 6= ∅}
∣∣∣∣∣
≤
∣∣∣∣∣∣∣
⋃
m∈N
m>M
{Q ∈ B(N) : Q∩ C(m) 6= ∅}
∣∣∣∣∣∣∣+
M∑
m=1
ν(m,N) . (4.12)
When m > M and r and s are integers satisfying 0 ≤ r, s < N (so that the open square
Qr,s(N) is one of the elements of B(N)), the set Qr,s(N)∩ C(m) is non-empty if and only
if one has ( rN )(
s
N ) <
1
m < (
r+1
N )(
s+1
N ), and so is empty if one does not have rs/N
2 < 1/M .
We therefore have∣∣∣∣∣∣∣
⋃
m∈N
m>M
{Q ∈ B(N) : Q∩ C(m) 6= ∅}
∣∣∣∣∣∣∣ ≤
∑ ∑
0≤r,s<N
rs<N2/M
1
≤ (2N − 1) +
∑ ∑
0<r≤s<N
rs<N2/M
2
= (2N − 1) +
∑
0<r<N/
√
M
∑
r≤s<min{N,N2/(rM)}
2
≤ 2S1 + 2S2 + 2N − 1 ,
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where
S1 =
∑
0<r<N/M
∑
r≤s<N
1
≤
∑
0<r≤N/M
(N − r) =
⌊
N
M
⌋(
N −
⌊
N
M
⌋
+ 1
2
)
<
N2
M
(
1− 1
2M
)
and
S2 =
∑
N/M≤r<N/
√
M
∑
r≤s<N2/(rM)
1
<
∑
N/M≤r<N/√M
(
N2
Mr
− (r − 1)
)
<
∫ N/√M
N/M
(
N2
Mx
− (x− 1)
)
dx+
N2
MN/M
− (N/M − 1)
=
N2 logM
2M
−
(
1
2
)(
N√
M
+
N
M
− 2
)(
N√
M
− N
M
)
+N + 1− N
M
=
(
N2
2M
)(
logM +
1
M
− 1
)
+N
(
1 +
1√
M
− 2
M
)
+ 1 ,
and so may conclude that∣∣∣∣∣∣∣
⋃
m∈N
m>M
{Q ∈ B(N) : Q∩ C(m) 6= ∅}
∣∣∣∣∣∣∣ <
(
N2
M
)
(1 + logM) +N
(
4 +
2√
M
− 4
M
)
+ 1 .
(4.13)
At the same time, it follows by (4.11) that we have
1
2
M∑
m=1
ν(m,N) ≤
M∑
m=1
(
N −
⌊
N
m
⌋)
≤ (−1) +
M∑
m=1
(
N + 1− N
m
)
≤ (N + 1)M −N
(
1
M
+ logM
)
− 1 .
By this, together with (4.12) and (4.13), we obtain the bound
|U(N)| <
(
N2
M
)
(1 + logM) +N
(
2M − 2 log(M) + 4 + 2√
M
− 6
M
)
+ 2M
≤
(
N2
M
)
(1 + logM) + 2NM + 8N (4.14)
(with the latter inequality following since we assume that 1 ≤M ≤ N).
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In order to extract from this last bound for |U(N)| a result that is close to optimal,
we specify now that
M =
⌈(
1
2
)√
N logN
⌉
. (4.15)
Note that, since N > 1, we have here N logN > 0, and so (4.15) makesM a positive integer
(as we have been assuming all along). We have also (1/2)
√
N logN ≤ (1/2)√N(N − 1) <
N/2 ≤ N − 1 ∈ Z (given that N is a positive integer greater than or equal to 2), and
from this it follows that (4.15) makes M ≤ N − 1 (so that we do indeed have M ≤ N ,
as was assumed in (4.12) and our subsequent working). We may therefore conclude that,
with M as specified in (4.15), the bound (4.14) will hold. We may note also that, since
N ≥ 2, we have N logN > 1, so that the choice (4.15) implies: (12)√N logN ≤ M <(
1
2
)√
N logN + 1 <
(
3
2
)√
N logN . Hence, by (4.14) and (4.15), we obtain
|U(N)| <
(
log
((
3
2
)√
N logN
)
+ 1
)
N2(
1
2
)√
N logN
+
(√
N logN + 10
)
N
=
(
2 +
log log(N) + 2 + 2 log
(
3
2
)
logN
+
10√
N logN
)
N3/2
√
logN .
The lemma follows from this, since we have here (N logN)/(logN)2 = N/ logN ≥ 3/ log 3
and 2 + 2 log(3/2) + 10/
√
3/ log 3 < 9. 
The result of Theorem 1 follows as an immediate consequence of those of Lemmas 4.1
and 4.2, and so Theorem 1 has now been proved. 
§5. Proof of Theorem 3.
Let N ∈ N be given. For 0 ≤ x ≤ 1, we put
θ(x) =
{
0 if x = 0,
µ (⌈Nx⌉) if 0 < x ≤ 1,
where µ(n) is the Mo¨bius function. The function θ so defined is an element of the space
L2 ([0, 1]) with norm ‖θ‖ satisfying:
‖θ‖2 =
∫ 1
0
|θ(x)|2 dx ≤
∫ 1
0
12dx = 1 .
Taking the kernel K†(x, y) to be as defined in Section 1, we find that the quantity
J† = J†(θ, θ) =
∫ 1
0
∫ 1
0
K†(x, y)θ(x)θ(y)dxdy
satisfies:
J† =
N∑
m=1
N∑
n=1
∫ m/N
(m−1)/N
(∫ n/N
(n−1)/N
K
(m
N
,
n
N
)
µ(n)dy
)
µ(m)dx
=
1
N2
N∑
m=1
N∑
n=1
K
(m
N
,
n
N
)
µ(n)µ(m) ,
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so that N2J†(θ, θ) is equal to the sum over m and n that occurs on the right-hand side of
the identity (1.1). We therefore may rewrite (1.1) as:
M
(
N2
)
=
(
1
2
)
(M(N))
2
+ 2M(N)−N2
(
N∑
n=1
µ(n)
n
)2
−N2J†(θ, θ) . (5.1)
If we now put also
J = J(θ, θ) =
∫ 1
0
∫ 1
0
K(x, y)θ(x)θ(y)dxdy ,
then we have
J − J† =
∫ 1
0
∫ 1
0
K‡(x, y)θ(x)θ(y)dxdy , (5.2)
where K‡(x, y) = K(x, y)−K†(x, y) (as was the case in Sections 3 and 4).
Lemma 5.1. We have
J − J† = O
(√
1 + logN
N
)
.
Proof. By our definition of θ(x) we have |θ(x)| ≤ 1 for 0 ≤ x ≤ 1, and so (5.2) implies
that ∣∣J − J†∣∣ ≤ ∫ 1
0
∫ 1
0
∣∣K‡(x, y)∣∣dxdy
=
N−1∑
r=0
N−1∑
s=0
∫ r+1
N
r
N
(∫ s+1
N
s
N
∣∣K‡(x, y)∣∣dy)dx
=
N−1∑
r=0
N−1∑
s=0
Lr,s(N) (say).
(5.3)
We note that the term Lr,s(N) in (5.3) is similar to the integral Ir,s(N) that occurs in the
proof of Lemma 4.1 (though the integrand of Ir,s(N) is the square of that of Lr,s(N)). We
are therefore able to make use of some facts already noted in our proof of Lemma 4.1.
By (4.4) and the observations in-between (4.5) and (4.7), we find that when r and s
are integers satisfying both 0 ≤ r, s < N and (r, s) 6∈ U(N) (with U(N) being the set of
points given by Definition 4.1) one will then have:
Lr,s(N) =
∫ r+1
N
r
N
(∫ s+1
N
s
N
(
1
xy
− N
2
(r + 1)(s+ 1)
)
dy
)
dx
= log
(
r + 1
r
)
log
(
s+ 1
s
)
− 1
(r + 1)(s+ 1)
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(note that one cannot have rs = 0 here, else one would have (r, s) ∈ U(N) - contrary to
the conditions we are assuming here). For t > 0, one has
log
(
t+ 1
t
)
= − log
(
1− 1
t+ 1
)
=
∞∑
n=1
1
n(t+ 1)n
<
(
1
t+ 1
)(
1 +
∞∑
m=1
1
2(t+ 1)m
)
=
(
1
t+ 1
)(
1 +
1
2t
)
,
and so we are able to deduce that, subject to the above mentioned conditions on r and s,
one has:
0 ≤ Lr,s(N) <
(
1
r + 1
)(
1
s+ 1
)((
1 +
1
2r
)(
1 +
1
2s
)
− 1
)
≤ (5/2)
(min{r + 1, s+ 1})2max{r + 1, s+ 1} .
In the remaining cases, where (r, s) is an element of the set U(N), we simply note that,
similarly to (4.5), one has:
0 ≤ Lr,s(N) ≤
∫ r+1
N
r
N
(∫ s+1
N
s
N
1dy
)
dx =
1
N2
.
By (5.3) and our observations following it, combined with (4.8) (which applies when
(r, s) 6∈ U(N)), we find that
∣∣J − J†∣∣ ≤ |U(N)|
N2
+
∑ ∑
1≤m≤n≤N
m>N/
√
n
5
m2n
=
|U(N)|
N2
+
∑
N2/3<n≤N
(
1
n
)
·O
(√
n
N
)
=
|U(N)|
N2
+O
(
1√
N
)
.
To complete the proof we need only appeal now to Lemma 4.2 (and, in the case N = 1, to
our Remark immediately below Definition 4.1). 
In view of the above lemma, we may modify the equation (5.1) by substituting
−N2J(θ, θ) + O(N3/2√1 + logN) in place of the term −N2J†(θ, θ) that occurs there.
The next step is to note that, by Lemma 2.3, one has:
J(θ, θ) =
∞∑
j=1
(
〈θ, φj+〉2 νj+ + 〈θ, φj−〉2 νj−
)
. (5.4)
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Suppose now that δ is some positive number. By Bessel’s inequality,∣∣∣∣∣∣∣∣
∑
j∈N
νj+≤δ
〈θ, φj+〉2 νj+ +
∑
j∈N
|νj−|≤δ
〈θ, φj−〉2 νj−
∣∣∣∣∣∣∣∣ ≤ δ
∞∑
j=1
(
〈θ, φj+〉2 + 〈θ, φj−〉2
)
≤ δ‖θ‖2 ≤ δ . (5.5)
We have also the following result.
Lemma 5.2. For j ∈ N, one has both
〈θ, φj+〉2 νj+ =
(νj+
N
)
S2j+ + 2 〈θ, φj+〉Ej+ −E2j+ν−1j+ (5.6)
and
〈θ, φj−〉2 νj− =
(νj−
N
)
S2j− + 2 〈θ, φj−〉Ej− −E2j−ν−1j− , (5.7)
where, for either (consistent) choice of sign, one has
Sj± =
1√
N
N∑
n=1
µ(n)φj±
( n
N
)
and
Ej± =
∫ 1
0
∫ 1
0
K%(x, y)θ(x)φj±(y)dxdy ,
with K% being the (non-symmetric) kernel that is given by:
K%(x, y) = K(x, y)−K
(⌈Nx⌉
N
, y
)
(0 ≤ x, y ≤ 1).
Proof. It suffices to show (5.6): one obtains (5.7) similarly. We have
〈θ, φj+〉2 νj+ = 〈θ, νj+φj+〉2 ν−1j+ (5.8)
and
〈θ, νj+φj+〉 =
∫ 1
0
θ(x) (νj+φj+(x)) dx
=
N∑
n=1
µ(n)
∫ n
N
n−1
N
νj+φj+(x)dx
=
N∑
n=1
µ(n)
(νj+
N
)
φj+
( n
N
)
+
N∑
n=1
µ(n)
∫ n
N
n−1
N
(
νj+φj+(x)− νj+φj+
( n
N
))
dx
=
(
νj+√
N
)
Sj+ +
N∑
n=1
µ(n)
∫ n
N
n−1
N
(∫ 1
0
(
K(x, y)−K
( n
N
, y
))
φj+(y)dy
)
dx
=
(
νj+√
N
)
Sj+ + Ej+ .
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By the last five equalities, one has(
νj+√
N
)
Sj+ = 〈θ, νj+φj+〉 − Ej+ ,
and so (
ν2j+
N
)
S2j+ = 〈θ, νj+φj+〉2 − 2 〈θ, νj+φj+〉Ej+ + E2j+ ,
which implies:
〈θ, νj+φj+〉2 =
(
ν2j+
N
)
S2j+ + 2νj+ 〈θ, φj+〉Ej+ − E2j+ .
By this last equality and (5.8) we get (5.6), as required. 
By (5.4), (5.5) and the results of Lemma 5.2, we find that
J(θ, θ) = F+ + 2G+ −H+ + F− + 2G− −H− +O(δ) , (5.9)
where (for each consistent choice of sign) one has:
F± =
1
N
∑
j∈N
|νj±|>δ
νj±S
2
j± , G± =
∑
j∈N
|νj±|>δ
〈θ, φj±〉Ej± , H± =
∑
j∈N
|νj±|>δ
E2j±
νj±
.
Lemma 5.3. For either choice of sign, we have
max
{
|G±|2 , δ |H±|
}
≤ D ,
where
D =
∫ 1
0
(∫ 1
0
|K%(x, y)|dx
)2
dy (5.10)
(K% here being the non-symmetric kernel that is defined in the statement of Lemma 5.2).
Proof. Referring back to the definitions made in the statement of Lemma 5.2, we find
that, for either choice of sign,
G± =
∑
j∈N
|νj±|>δ
〈θ, φj±〉
∫ 1
0
∫ 1
0
K%(x, y)θ(x)φj±(y)dxdy
=
∫ 1
0
∫ 1
0
K%(x, y)θ(x)θ˜±(y)dxdy ,
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where
θ˜±(y) =
∑
j∈N
|νj±|>δ
〈θ, φj±〉φj±(y)
(we need not consider the question of convergence here, since we know by (3.1), for example,
that the relevant summation is finite). Since |θ(x)| ≤ 1 for 0 ≤ x ≤ 1, we may deduce
(with the help of the Cauchy-Schwarz inequality) that one has
|G±|2 ≤
〈
κ , |θ˜±|
〉2
≤ ‖κ‖2 ‖θ˜±‖2 , (5.11)
where
κ(y) =
∫ 1
0
|K%(x, y)|dx (0 ≤ y ≤ 1),
so that, by (5.10),
‖κ‖2 = D . (5.12)
In connection with the preceding, we note that the assumed orthonormality of the
relevant set of eigenfunctions implies that we must have here:
‖θ˜±‖2 = 〈θ˜±, θ˜±〉 =
∑
j∈N
|νj±|>δ
〈θ, φj±〉2 ≤ ‖θ‖2
(the final inequality being an instance of Bessel’s inequality). We found earlier that one
has ‖θ‖ ≤ 1, and so these last observations, together with (5.11) and (5.12), yield the
bounds |G±|2 ≤ D. To complete our proof of the lemma we have now only to show that
|H±| ≤ D/δ.
According to the definitions of Lemma 5.2, and those below (5.9), we have
|H±| =
∣∣∣∣∣∣∣∣
∑
j∈N
|νj±|>δ
(∫ 1
0
∫ 1
0
K%(x, y)θ(x)φj±(y)dxdy
)2
(νj±)
−1
∣∣∣∣∣∣∣∣
≤ 1
δ
∑
j∈N
|νj±|>δ
(∫ 1
0
∫ 1
0
K%(x, y)θ(x)φj±(y)dxdy
)2
=
1
δ
∑
j∈N
|νj±|>δ
〈κ∗ , φj±〉2 ,
where
κ∗(y) =
∫ 1
0
K%(x, y)θ(x)dx (0 ≤ y ≤ 1).
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It follows from this, by way of Bessel’s inequality, that one has
|H±| ≤ δ−1‖κ∗‖2 . (5.13)
Since |θ(x)| ≤ 1 for 0 ≤ x ≤ 1, we have
|κ∗(y)| ≤
∫ 1
0
|K%(x, y)|dx = κ(y) for 0 ≤ y ≤ 1
(κ here denoting the same function that it does in (5.11)). We therefore find that one has
‖κ∗‖ ≤ ‖κ‖, and so, given (5.12) and (5.13), the required bound, |H±| ≤ D/δ, follows. 
Lemma 5.4. The quantity D defined in (5.10) satisfies
0 ≤ D ≤ 49 (1 + logN)
N
.
Proof. Let
V(y) =
{⌊
N/y
ℓ
⌋
: ℓ ∈ N
}
(0 < y ≤ 1),
and let K%(x, y) be the non-symmetric kernel defined in the statement of Lemma 5.2. One
then has, for each non-negative integer r < N ,∫ r+1
N
r
N
|K%(x, y)|dx ≤
{ 1
N
if r ∈ V(y),
1
(r+1)ry otherwise.
(5.14)
Indeed, assuming that r ∈ [0, N) ∩ Z, and that (x, y) ∈ ( rN , r+1N )× (0, 1), one has
|K%(x, y)| =
∣∣∣∣K(x, y)−K (r + 1N , y
)∣∣∣∣
=
∣∣∣∣{ N(r + 1)y
}
−
{
1
xy
}∣∣∣∣ (5.15)
=
∣∣∣∣( N(r + 1)y −
[
N
(r + 1)y
])
−
(
1
xy
−
⌊
1
xy
⌋)∣∣∣∣
≤
∣∣∣∣ N(r + 1)y − 1xy
∣∣∣∣+ ∣∣∣∣⌊ 1xy
⌋
−
⌊
N
(r + 1)y
⌋∣∣∣∣
=
(
1
x
− N
r + 1
)
y−1 +
∑
N
(r+1)y
<ℓ≤ 1xy
1 . (5.16)
Given an integer ℓ satisfying the conditions of summation in (5.16), one would have ℓ > 0
and r + 1 > N/yℓ ≥ Nx > r, and so r =
⌊N/y
ℓ
⌋ ∈ V(y). We therefore find that if r 6∈ V(y)
then (5.16) leads to the bounds:
|K%(x, y)| ≤
(
1
x
− N
r + 1
)
y−1 ≤
(
N
r
− N
r + 1
)
y−1 =
N
(r + 1)ry
.
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In respect of the remaining cases, where r is an element of the set V(y), we simply observe
that, by (5.15), one is certain to have |K%(x, y)| < 1. As we have∫ r+1
N
r
N
cdx =
c
N
(c ∈ R independent of x),
the preceding two observations lead one immediately to the bound in (5.14).
Now clearly one has, for 0 < y < 1,
V(y) =
{⌊
N/y
ℓ
⌋
: ℓ ∈ N and ℓ <
√
N/y
}
∪
{⌊
N/y
ℓ
⌋
: ℓ ∈ N and ℓ ≥
√
N/y
}
⊆
{⌊
N/y
ℓ
⌋
: ℓ ∈ N and ℓ <
√
N/y
}
∪
{
m ∈ Z : 0 ≤ m ≤
√
N/y
}
,
and so:
|V(y)| ≤ 1 + 2
⌊√
N/y
⌋
≤ 3(N/y)1/2 . (5.17)
One has also
N/y
ℓ
− N/y
ℓ+ 1
=
N/y
(ℓ+ 1)ℓ
< 1 when ℓ ≥√N/y,
and so, for 0 < y < 1, the set V(y) will contain all non-negative integers m that are less
than or equal to (N/y)/
⌈√
N/y
⌉
. Noting that, for N ≥ 1 > y > 0, one has
N/y
⌈√N/y ⌉ > N/y√N/y + 1 =
√
N/y
1 +
√
y/N
>
(
1−
√
y
N
)√
N
y
=
√
N
y
− 1 > 0 ,
we may conclude that
r ≥ max
{√
N
y
− 1 , 1
}
≥ (12)
√
N
y
if 0 < y < 1, r ∈ N ∪ {0} and r 6∈ V(y). (5.18)
By (5.14), (5.17) and (5.18), we are able to conclude that, for 0 < y < 1, one has:
∫ 1
0
|K%(x, y)|dx =
N−1∑
r=0
∫ (r+1)/N
r/N
|K%(x, y)|dx
≤
∑
0≤r<N
r∈V(y)
1
N
+
∑
1
2
√
N/y≤r<N
1
(r + 1)ry
≤ N−1min {N , |V(y)|}+
{
1
⌈ 12
√
N/y ⌉y if y >
1
4N ,
0 otherwise,
≤ min
{
1 ,
3√
Ny
}
+min
{
4 ,
2√
Ny
}
≤ 7min
{
1 ,
1√
Ny
}
.
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Using this we find, by (5.10), that one has
0 ≤ D ≤
∫ 1/N
0
72dy +
(
7√
N
)2 ∫ 1
1/N
dy
y
=
49 (1 + logN)
N
,
as the lemma states. 
By (5.9) and Lemmas 5.3 and 5.4, we obtain:
J(θ, θ) = O(δ) + F+ + F− +O
(√
D
)
+O
(
δ−1D
)
= F+ + F− +O
(
max
{
δ , δ−1D
})
= F+ + F− +O
(
max
{
δ ,
1 + logN
δN
})
.
By this and Lemma 5.1 it follows that
J† = J†(θ, θ) = F+ + F− +O(δ) , (5.19)
provided that we have δ >
√
(1 + logN)/N (which is the hypothesis (3.7) of Theorem 3).
Assuming that (3.7) holds (and given that N ≥ 1), it is trivially the case that the
absolute value of the term 2M(N) occurring in (5.1) will be less than 2δN2. We therefore
obtain, by (5.1), (5.19) and the relevant definitions (for which, see below (5.7), and below
(5.9)), the result that is stated in Theorem 3. 
§6. Proof of Theorem 4.
We assume throughout this section that N is an integer satisfying N ≥ 3, and that ε
and δ satisfy both (1.8) and (1.9) (and so are both positive). We put ∆ = eε > 1, so that,
by (1.9),
∆ =
1
δ
. (6.1)
We shall also use the notations xj (j = 1, . . . , N +2), Ri,j (i, j ∈ {1, . . . , N +1}) and µi,j
(i, j ∈ N and i+ j ≤ N +1) that were defined in Section 1; we shall, in particular, take the
kernel K⊳(x, y) = K⊳,N (x, y) to be as defined in the paragraph containing (1.8)-(1.14).
Lemma 6.1. Subject to the assumptions just above, one has:
√
3 < eNε <
1
2ε
, (6.2)
0 <
(
63
256
)(
logN
N
)
< ε < min
{
1
4
,
logN
N
}
(6.3)
and
1
1 + ε
<
1− δ
ε
< 1 <
∆− 1
ε
<
1
1− ε . (6.4)
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One has, in particular, 0 < ε < 1/4,(
4
5
)
ε < 1− δ < ε < ∆− 1 <
(
4
3
)
ε and
3
4
< δ < 1 < ∆ <
4
3
. (6.5)
Proof. By (1.8) sinh(ε) > 0, and so ε > 0. The existence and uniqueness of ε (given
N) follows from the facts that the left and right sides of (1.8) are continuous and strictly
monotonic functions of ε (for ε > 0, that is); since 2 sinh(0) = 0 < e−0N = 1, while
2 sinh(1/4) > 2/4 > e−3/4 ≥ e−N/4, the continuity of the two functions therefore guaran-
tees that (1.8) holds for some ε ∈ (0, 1/4); the strict (and opposite) monotonicities of the
two functions ensure that there cannot be two distinct choices of ε > 0 that both satisfy
(1.8), so we may conclude that ε (satisfying (1.8)) is a function of N ≥ 3, and satisfies
0 < ε < 1/4 (for all such N).
Since ε > 0, we have sinh(ε) = ε+ ε3/3! + · · · > ε; by this and (1.8), we obtain the
rightmost inequality of (6.2), which is equivalent to the relation:
Nε < log
(
1
2ε
)
. (6.6)
For the other inequality in (6.2), we argue that, since N > 2 and ε > 0, the equation (1.8)
implies that we have e−Nε = 2 sinh(ε) < 2 sinh(ε) cosh(ε) = sinh(2ε) < sinh(Nε), and so
2e−Nε < eNε − e−Nε, from which the desired result follows.
The fact that ε > 0 also ensures that we have sinh(ε)/ε = 1 + ε2/3! + · · · <
exp
(
ε2/6
)
= 1 + (ε2/6)/1! + (ε2/6)2/2! + · · · , and so it follows from (1.8) that e−Nε <
2ε exp
(
ε2/6
)
. We therefore have Nε > log(1/(2ε))−(ε2/6), which (as one has 0 < ε < 1/4,
and consequently log(1/(2ε)) > log 2 > 2/3) implies that
Nε >
(
1− ε
2
4
)
log
(
1
2ε
)
>
(
63
64
)
log
(
1
2ε
)
>
(
63
64
)
log 2 >
1
2
. (6.7)
It follows that we have 1/(2ε) < N , and so may deduce from (6.6) that ε < (logN)/N .
Thus, the rightmost inequality of (6.3) holds. An immediate consequence is that one has
1/(2ε) > N/(2 logN), and so
log
(
1
2ε
)
>
(
1− log(2) + log log(N)
logN
)
logN . (6.8)
By elementary calculus, the maximum value attained by the function x−1 log(2x) (x >
0) is the number 2/e < 3/4, and so (as logN > 0) it follows from (6.8) that we have
log(1/(2ε)) > (logN)/4; by this and the first two inequalities of (6.7), we obtain the
middle inequality of (6.3). With the leftmost inequality of (6.3) being a consequence of
having N ≥ 3 > e (and so logN > 1 > 0), our proof of (6.3) is complete.
The results (6.2) and (6.3) have been proved. Since it has been shown that 0 < ε < 14 ,
each relation in (6.5) follows directly from what is asserted in (6.4). The proof of the
lemma will therefore be complete once we have demonstrated that (6.4) holds.
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For (6.4), we note firstly that, by (1.9), one has 1 − δ = 1 − e−ε = ∫ 0−ε eydy, and so
(0− (−ε))e−ε < 1 − δ < (0− (−ε))e0. Thus we have ε > 1− δ and 1 − δ > e−εǫ = δε =
(1− (1− δ)) ε, which implies that (1+ε)(1−δ) > ε: we are therefore able to conclude that
the first two inequalities in (6.4) are satisfied. By similar reasoning, the number defined
in (6.1) (that is, ∆ = 1/δ = eε) must satisfy ε < ∆− 1 < εeε = ∆ε = (1 + (∆− 1)) ε. It
follows that we have both ∆ − 1 > ε and (1 − ε)(∆ − 1) < ε, and so we find (given that
0 < ε < 1/4 < 1) that the final two inequalities of (6.4) are satisfied: this completes the
proof of (6.4) and, with that, the proof of the lemma 
Lemma 6.1 is useful for simplifying some of the estimates that we shall obtain, later
in this section. We take a first step towards the proof of Theorem 4 by noting that
‖K⊲⊳‖2 = ‖K −K⊳‖2 =
∫ 1
0
∫ 1
0
(K(x, y)−K⊳(x, y))2 dxdy
=
N+1∑
i=1
N+1∑
j=1
∫ ∫
Ri,j
(K(x, y)−K⊳(x, y))2 dxdy = V0 + V1 ,
(6.9)
where, with Ii,j(κ) defined, for κ ∈ R and i, j ∈ {1, . . . , N + 1}, by
Ii,j(κ) :=
∫ ∫
Ri,j
(K(x, y)− κ)2 dxdy =
∫ xi
xi+1
(∫ xj
xj+1
(K(x, y)− κ)2 dy
)
dx , (6.10)
we have:
V0 =
∑∑
i,j≥1
i+j≤N+1
Ii,j (µi,j) and V1 =
∑∑
i,j≤N+1
i+j>N+1
Ii,j(0) . (6.11)
The next two lemmas take care of the estimation of the sum V1. Before stating them,
we remark that, by its definition in (1.2), the kernel K is such that
K(x, y) = −B˜1
(
1
xy
)
(0 < x, y ≤ 1),
where B˜1(t) := {t} − 12 is the ‘periodic Bernouilli function’ associated with the Bernouilli
polynomial of degree 1. For later reference, we recall here (from [OLBC, Section24.2]) that
B˜n(t) = Bn ({t}) (n ∈ N and t ∈ R),
and that the Bernouilli polynomials of degrees 1 and 4 are:
B1(X) = X − 12 and B4(X) = X4 − 2X3 +X2 − 130 .
Lemma 6.2. Let s ≥ 0. Then, for some θ = θ(s) satisfying −1 ≤ 36√3 θ ≤ 1, one has:∫ s
0
(
B˜1(u)
)2
du =
s
12
+ θ .
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Proof. Let n = ⌊s⌋ and σ = {s}, so that n ∈ Z, n ≥ 0, 0 ≤ σ < 1 and s = n+ σ. Then,
by the periodicity of B˜1(u),∫ s
0
(
B˜1(u)
)2
du = n
∫ 1
0
(
B˜1(u)
)2
du+
∫ σ
0
(
B˜1(u)
)2
du .
For 0 ≤ τ ≤ 1, we have∫ τ
0
(
B˜1(u)
)2
du =
∫ τ
0
(
u− 1
2
)2
du =
(
τ − 1
2
)3
+ 1
8
3
.
By this and the previous equation, one has∫ s
0
(
B˜1(u)
)2
du = 112(s− σ) +
(
σ − 12
)3
+ 18
3
=
s
12
+
P (σ)
3
,
where P (τ) =
(
τ − 1
2
)3 − 1
4
τ + 1
8
. One has P ′(τ) = 0 only if
(
τ − 1
2
)2
= 1
12
, and in this
case P (τ) =
(
1
2 − τ
)
/6 = ± 1
12
√
3
; since we have also P (0) = P (1) = 0, it therefore follows
(by elementary principles of calculus) that the maximum and minimum values attained by
P (τ) on the interval 0 ≤ τ ≤ 1 are 1
12
√
3
and − 1
12
√
3
, respectively, and so we obtain what
the lemma states (with θ(s) = 13P ({s}) ∈
[
−1
36
√
3
, 1
36
√
3
]
) 
Lemma 6.3. The sum V1 given by (6.11), (6.10) and (1.2) satisfies
V1 ≤
(
Nε+ 1
12
)
∆−N +
(
Nε
18
√
3
)
∆−2N .
Proof. By (1.11) and (1.12), the sets Ri,j (i, j ∈ {1, . . . , N + 1}) are pairwise disjoint
open subsets of the square [0, 1]× [0, 1]. It therefore follows from (6.10), (6.11), (1.10) and
(1.12) that
V1 =
∫ ∫
T
(K(x, y))
2
dxdy ,
where
T =
N+1⋃
i=1
N+1⋃
j=N+2−i
Ri,j ⊂
N+1⋃
i=1
N+1⋃
j=N+2−i
(
0, δi−1
)× (0, δj−1) ⊂ (0, 1)× (0, 1) .
We have here (x, y) ∈ T only if (x, y) ∈ (0, 1)× (0, 1) and there exists some pair of positive
integers i, j such that i + j ≥ N + 2 and δi+j−2 = δi−1δj−1 > xy. It follows (given
that 0 < δ < 1, as was shown in Lemma 6.1) that each point (x, y) ∈ T must satisfy
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xy < δN+2−2 = δN (as well as 0 < x, y < 1). This, together with the remarks preceding
Lemma 6.2, leads us to the conclusion that one has:
V1 ≤
∫ 1
0
∫ min{1,δN/x}
0
(
B˜1
(
1
xy
))2
dydx .
By making the change of variables 1/(xy) = s, y/x = t and noting that δN = ∆−N , we
find that this last upper bound on V1 becomes:
V1 ≤
∫ ∞
∆N
∫ s
1/s
(
B˜1(s)
)2
(2t)−1dts−2ds =
∫ ∞
∆N
(
B˜1(s)
)2
s−2 log(s)ds . (6.12)
By Lemma 6.2, we find that the application of integration by parts gives:∫ ∞
∆N
((
B˜1(s)
)2
− 1
12
)
s−2 log(s)ds = −
(
log
(
∆N
)
∆2N
)
θ
(
∆N
)−∫ ∞
∆N
(
1− 2 log s
s3
)
θ(s)ds ,
where θ(s) is the (periodic) function of s that appears in Lemma 6.2. Therefore it follows
by Lemma 6.2 (again), together with the first inequality of (6.2) (which implies that
2 log s > log 3 > 1 if s > ∆N ), that we have:∫ ∞
∆N
((
B˜1(s)
)2
− 1
12
)
s−2 log(s)ds ≤ log
(
∆N
)
18
√
3∆2N
.
By this, combined with (6.12) and the observations that∫ ∞
∆N
s−2 log(s)ds =
1 + log
(
∆N
)
∆N
and log
(
∆N
)
= N log∆ = Nε ,
we obtain (after a very short calculation) just what the lemma states 
We shall next consider the terms Ii,j (µi,j) occurring in the sum V0, in (6.11): we
assume (accordingly) that i and j are positive integers satisfying the condition
i+ j ≤ N + 1 . (6.13)
We therefore have i, j ∈ {1, . . . , N}, and so (by (1.10)-(1.12)) have also: Ri,j = (δi, δi−1)×
(δj , δj−1) ⊂ (0, 1)×(0, 1). It is a special property of the mean value µi,j (defined in (1.13))
that, with Ii,j(κ) defined by (6.10), one has:
Ii,j(κ) = Ii,j (µi,j) + (µi,j − κ)2
∫ ∫
Ri,j
dxdy (κ ∈ R). (6.14)
We omit the (very straightforward) proof of this, but note that (6.14) is an instance of
the ‘parallel axis theorem’: see [Li, Section 2.3.1] for a relevant discussion concerning the
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variance of a random variable. As µi,j is a real number, while the double integral appearing
in (6.14) is positive (being, in fact, equal to (1− δ)2δi+j−2), it is therefore an immediate
corollary of (6.14) that one has
Ii,j (µi,j) ≤ Ii,j(κ) (κ ∈ R), (6.15)
so that Ii,j (µi,j) is the minimum of the function Ii,j(κ).
Putting κ = 0 in (6.14), and then recalling (6.10), we obtain the identity
Ii,j (µi,j) =
∫ ∫
Ri,j
(K(x, y))
2
dxdy − µ2i,j
∫ ∫
Ri,j
dxdy , (6.16)
which will appear somewhat familiar to statisticians: see [Li, Page 118], for example.
Note that µi,j and Ii,j (µi,j) are completely determined by the values of the three double
integrals that occur in the pair of equations (1.13), (6.16). By (6.14), those three values
also determine the real function κ 7→ Ii,j(κ). It is therefore significant that, if p is a
non-negative integer, then, given the definition (1.2), it follows by the change of variables
x = δi−1u, y = δj−1v, that one has∫ ∫
Ri,j
(K(x, y))
p
dxdy = δn−1
∫ 1
δ
∫ 1
δ
(
K
(
δn−1uv, 1
))p
dudv ,
where
n = i+ j − 1 ∈ {1, . . . , N} . (6.17)
Note that the last double integral above depends only on δ (itself determined by N), p
and n. Bearing in mind what was deduced from (6.16), we conclude that, since the above
holds for p = 0, 1, 2 (in particular), the real function κ 7→ Ii,j(κ), and numbers Ii,j (µi,j)
and µi,j, must each be completely determined by just N and the integer n in (6.17). We
therefore have (for n as defined in (6.17)):
µi,j = µ˜n := µn,1 ∈ R , (6.18)
Ii,j(κ) = I˜n(κ) := In,1(κ) (κ ∈ R) (6.19)
and (consequently) Ii,j (µi,j) = I˜n (µ˜n). By (6.15), (6.18) and (6.19), it follows that
I˜n (µ˜n) ≤ I˜n(κ) (κ ∈ R and n ∈ {1, . . . , N}). (6.20)
Remark. By (1.18), (1.10) and (6.17)-(6.19), the elements hij of the N×N matrixH(N)
satisfy hij = ηi+j−1 (i, j ∈ {1, . . . , N}), where, for n = 1, . . . , 2N − 1, one has:
ηn =
{(
δ
n−1
2 − δ n+12 )µ˜n if n ≤ N ,
0 otherwise.
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Thus H(N) is indeed a Hankel matrix, as was mentioned in our Introduction.
In the preceding we have assumed only that i and j are integers satisfying (6.13) and
i, j ≥ 1, which are precisely the conditions of summation for the sum V0, defined in (6.11).
We therefore deduce from (6.11), (6.17), (6.18) and (6.19) that one has
V0 =
∑∑
1≤i≤n≤N
I˜n (µ˜n) =
N∑
n=1
n · I˜n (µ˜n) . (6.21)
In order to estimate V0 we require upper bounds for the numbers I˜1 (µ˜1) , . . . , I˜N (µ˜N ).
The next lemma is a preliminary step towards obtaining such bounds. Following it we
have another lemma (really a corollary) stating a formula that, for N ∈ N, facilitates
the numerical evaluation of µ˜1, . . . , µ˜N . In relation to our proof of Theorem 4, the latter
lemma (i.e. Lemma 6.5) is merely incidental: see the Remark following its proof for some
observations justifying its inclusion in this paper.
Lemma 6.4. Let n ≤ N be a positive integer. Then, for κ ∈ R, one has
I˜n(κ) = ε
2e−nε
(∫ σn
−1
(
κ+ e(σ+n)ε − (kn − 12))2 (1− |σ|) e−σεdσ
+
∫ 1
σn
(
κ+ e(σ+n)ε − (kn + 12))2 (1− |σ|) e−σεdσ
)
,
where
kn :=
⌊
e(n−1)ε
⌋
+ 1 and σn := min
{
1 , ε−1 log (kn)− n
} ∈ (−1, 1] . (6.22)
Proof. Let κ ∈ R. By (6.19), (6.10) and (1.2), we find that
I˜n(κ) = In,1(κ) =
∫ xn
xn+1
(∫ x1
x2
(κ−K(xy, 1))2 dy
)
dx .
By (1.9) and (1.10), we have also xi = e
(1−i)ε for i = 1, . . . , N + 1. Therefore, upon
applying the substitions x = e(θ−n)ε, y = e(φ−1)ε to the last integral above, we obtain:
I˜n(κ) = ε
2e−(n+1)ε
∫ 1
0
∫ 1
0
(
κ−K(e(θ+φ−(n+1))ε, 1))2 e(θ+φ)εdθdφ .
Then, by means of another pair of substitutions, φ = 12 ((1− σ) + τ), θ = 12 ((1− σ)− τ),
we find that
I˜n(κ) = ε
2e−(n+1)ε
∫ 1
−1
∫ 1−|σ|
|σ|−1
(
κ−K(e−(σ+n)ε, 1))2 e(1−σ)ε · 12dτdσ
= ε2e−nε
∫ 1
−1
(
κ−K(e−(σ+n)ε, 1))2 (1− |σ|) e−σεdσ . (6.23)
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By (1.2) we have here:
−K(e−(σ+n)ε, 1) = e(σ+n)ε − (⌊e(σ+n)ε⌋+ 12) .
The stated result of the lemma will therefore follow from (6.23) if it can be shown that
one has both ⌊
e(σ+n)ε
⌋
= kn − 1 for − 1 < σ < σn , (6.24)⌊
e(σ+n)ε
⌋
= kn for σn < σ < 1 , (6.25)
and also −1 ≤ σn ≤ 1.
Regarding the last mentioned requirement (proof that −1 ≤ σn ≤ 1), we observe that,
by the first part of (6.22), one has kn > e
(n−1)ε, and so ε−1 log(kn)−n > (n−1)−n = −1;
it therefore follows by the second part of (6.22) that σn ≤ 1 and σn ∈ {1, ε−1 log(kn)−n} ⊂
(−1,∞), so that one has, in fact, −1 < σn ≤ 1.
For (6.24) we observe that, when σ ∈ (−1, σn), one has
e(n−1)ε < e(n+σ)ε < e(n+σn)ε ≤ kn =
(⌊
e(n−1)ε
⌋
+ 1
)
∈ Z
(the last two relations holding by virtue of (6.22)), and so
kn − 1 =
⌊
e(n−1)ε
⌋ ≤ ⌊e(n+σ)ε⌋ ≤ kn − 1 ,
by which we must have
⌊
e(n+σ)ε
⌋
= kn − 1 (as was required to be shown).
Finally, for (6.25) we begin by noting that, when σn < σ < 1, one must have σn < 1,
and so (by (6.22)) σn = ε
−1 log(kn) − n, which implies that kn = e(n+σn)ε. Therefore,
assuming that σn < σ < 1, we will have
e(n+1)ε > e(σ+n)ε > e(σn+n)ε = kn ,
and so (given that we have Z ∋ k > e(n−1)ε, as has already been noted) may deduce that
e(n+1)ε >
⌊
e(σ+n)ε
⌋ ≥ kn > e(n−1)ε .
Since n ≤ N , it follows by this last sequence of three inequalities and (1.8) that
0 ≤ ⌊e(σ+n)ε⌋− kn < 2 sinh(ε)enε ≤ 2 sinh(ε)eNε = 1 ,
when σn < σ < 1: as two integers that differ by less than 1 must be equal, this completes
the proof of (6.25), and, with that, the proof of the lemma also 
Lemma 6.5. Let n ≤ N be a positive integer. Let µ˜n be the real number defined by (6.18)
and (1.13). Then
µ˜n = kn −
ε2eεn + sinh(ε)− (|1− e−εσn |+ εe−εσn (1− |σn|))
2 (cosh(ε)− 1) ,
38
where kn and σn are as in (6.22).
Proof. By (6.20), the real function κ 7→ I˜n(κ) attains its global minimum at the point
κ = µ˜n, and so (bearing in mind that I˜n(κ) is a polymial in κ) we must have have
I˜ ′n (µ˜n) = 0. By this and Lemma 6.4, we find that one has
0 =
∫ σn
−1
(
µ˜n + e
(σ+n)ε − (kn − 12)) (1− |σ|) e−σεdσ
+
∫ 1
σn
(
µ˜n + e
(σ+n)ε − (kn + 12)) (1− |σ|) e−σεdσ ,
and so:
(µ˜n − kn)X(ε,−1) + enεX(0,−1) = 12X (ε, σn) , (6.26)
where
X(ω, α) :=
∫ 1
α
(1− |σ|) e−σωdσ −
∫ α
−1
(1− |σ|) e−σωdσ (6.27)
for ω ∈ R, α ∈ [−1, 1]. Here X(0,−1) is the area of the triangle with vertices at (−1, 0),
(0, 1) and (0, 1), which is, of course, equal to 1. By elementary calculus, we have also:
X(ω,−1) = 2 (cosh(ω)− 1)
ω2
=
(
sinh
(
1
2ω
)
1
2ω
)2
(R ∋ ω 6= 0). (6.28)
By (6.26), (6.27), (6.28) and the equality X(0,−1) = 1, we have:
µ˜n − kn =
1
2ε
2X (ε, σn)− ε2enε
2 (cosh(ε)− 1) .
Therefore the stated result of the lemma follows if it can be shown that one has:
1
2
X (ε, σn) =
e−εσn (1− |σn|)
ε
+
|1− e−εσn | − sinh(ε)
ε2
. (6.29)
We begin the verification of (6.29) with the observation that, if 0 ≤ α ≤ 1 and
R ∋ ω 6= 0, then, by (6.27) and (6.28), one has:
1
2
X(ω, α) = 1
2
(
2
∫ 1
α
(1− σ)e−σωdσ −X(ω,−1)
)
=
(1− α)e−αω
ω
+
e−ω − e−αω
ω2
− cosh(ω)− 1
ω2
=
e−αω(1− α)
ω
+
(1− e−αω)− sinh(ω)
ω2
. (6.30)
Given that we have ε > 0, it follows immediately from (6.30) that (6.29) is valid when
0 ≤ σn ≤ 1. In dealing with the remaining cases (where −1 < σn < 0) we find that
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the substitution σ = −τ (in (6.27)) gives X(ε, σ0) = −X(−ε,−σ0), and so, by (6.30) for
ω = −ε ∈ R\{0}, α = −σ0 ∈ (0, 1), we obtain
1
2X (ε, σn) = −
(
e−εσ0(1 + σ0)
(−ε) +
(1− e−εσ0) + sinh(ε)
ε2
)
,
=
e−εσ0(1 + σ0)
ε
+
(e−εσ0 − 1)− sinh(ε)
ε2
,
which is in exact agreement with (6.29), given we are supposing here that σ0 < 0, and
ε > 0. This completes the proof of the lemma 
Remark. Lemma 6.5 is not part of our proof of Theorem 4, but is of use in computing
eigenvalues of the kernel K⊳,N : see Section 7 for some details of this.
It can be shown that, when σn (as defined in (6.22)) is equal to 1, one has
I˜n (µ˜n) = ε
2enε
(
sinh2
(
1
2ε
)(
1
2
ε
)2 −
(
1
2ε
)2
sinh2
(
1
2ε
)) , (6.31)
which (by virtue of (1.9) and the identity 4 sinh2 x = e2x + e−2x − 2) is a certain rational
function of δ, δn and ε2. With more work one can compute a rational function of δ, δn, ε,
n, kn and σn (the last two being given by (6.22)) that is equal to I˜n (µ˜n) if 0 ≤ σn < 1,
as well as another such function that is equal to I˜n (µ˜n) if −1 < σn ≤ 0. The latter
two exact results (pertaining to cases where −1 < σn < 1) are complicated enough to
dissuade us from using them in our proof of Theorem 4, and so it would serve no purpose
to provide more details of those results in this paper. We seek instead to work with
simpler approximate results, and (what is more) do not believe that the complicated exact
results are an ideal starting point from which to make our way to a satisfactory ‘simple’
approximation to I˜n (µ˜n). For these reasons we take a different approach: our goal becomes
a reasonably sharp upper bound on I˜n (µ˜n), to be obtained by the application of the
inequality (6.20) for a suitably chosen κ ∈ R (which, in light of (6.14), must necessarily
be an approximation to µ˜n).
In order to arrive at a suitable choice for κ, in applying (6.20), we revisit the equations
(6.26)-(6.28) that occur in the proof of Lemma 6.5. By (6.26) and (6.27), we have(
µ˜n + e
(n+σn)ε − kn
)
X(ε,−1)
=
∫ 1
−1
(
e(n+σn)ε − e(n+σ)ε
)
(1− |σ|) e−σεdσ + 12X (ε, σn)
= e(n+σn)ε
∫ 1
−1
(
1− e(σ−σn)ε
)
(1− |σ|) e−σεdσ + 12X (ε, σn)
We next modify the above equation, replacing each term of form X(ε, α) by X(0, α),
while replacing µ˜n by some µ
′
n. Note that X(0,−1) = 1, and that by (6.28) we have
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X(ε,−1) = 1 + O (ε2) = (1 +O (ε2))X(0,−1). By (6.22) and (6.27), we have also
X(ε, σn) = X(0, σn)+O(ε). Thus, given the result (6.3) of Lemma 6.1, we see that if N is
large enough then X(0,−1) and X(0, σn) will be quite good approximations for X(ε,−1)
and X (ε, σn), respectively, and so the number µ
′
n satisfying
µ′n + e
(n+σn)ε − kn = e(n+σn)ε
∫ 1
−1
(
1− e(σ−σn)ε
)
(1− |σ|) e−σεdσ + 1
2
X (0, σn) (6.32)
will then be a reasonable approximation for µ˜n.
We note that the integrand occurring in the last equation has, as a factor, the product:(
1− e(σ−σn)ε
)
e−σε =
(− (σ − σn) ε+O (ε2)) (1 +O(ε)) = − (σ − σn) ε+O (ε2) .
By this, (6.32), (6.27), and a short calculation, we arrive at a second, simpler, approxima-
tion to µ˜n:
µ′′n :=
(
kn − e(n+σn)ε
)− εe(n+σn)ε ∫ 1
−1
(1− |σ|) (σ − σn) dσ + 12X (0, σn)
=
(
kn − e(n+σn)ε
)
+ εσne
(n+σn)εX(0,−1) + 12X (0, σn)
= kn + (εσn − 1) e(n+σn)ε − 12χ (σn) ∈ R , (6.33)
where
χ(α) := −X(0, α) = (2− |α|)α (−1 ≤ α ≤ 1). (6.34)
Our application of the inequality (6.20) will, in all cases, be made with κ = µ′′n. The
following lemma is therefore central to the completion of our proof of Theorem 4.
Lemma 6.6. Let n ≤ N be a positive integer. Then
I˜n (µ
′′
n) ≤ (
1−χ2(σn))
4
ε2e(1−n)ε + ψ (σn) ε3e(1+σn)ε + 16ε
4e(n+1+2σn)ε +
(
1
6
+ σ2n
)
e2εε4 ,
where
ψ(α) := −23 |α|3 + α2 − 13 (−1 ≤ α ≤ 1), (6.35)
while kn, σn, µ
′′
n and χ(σ) are as defined in (6.22), (6.33) and (6.34).
Proof. By (6.33) and Lemma 6.4, one has
I˜n (µ
′′
n) = ε
2
∫ 1
−1
(
(εσn − 1) e(n+σn)ε + e(σ+n)ε − φ (σn, σ)
)2 ( 1− |σ|
e(n+σ)ε
)
dσ
= ε2
∫ 1
−1
(
φ (σn, σ) + e
(n+σn)ε̺
(
(σ − σn) ε
)− e(n+σn)εεσ)2 ( 1− |σ|
e(n+σ)ε
)
dσ , (6.36)
where:
φ(x, y) := 12χ(x) +
⌊
1
2 (y − x)
⌋
+ 12 (−1 < x, y ≤ 1) (6.37)
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and
̺(t) := 1 + t− et (t ∈ R). (6.38)
By ‘Taylor’s formula with remainder’, one has here ρ(t) = −12 t2eϑ(t)t, where the range of
the function ϑ(t) is contained in the interval (0, 1). It follows that
0 ≥ ̺(t) ≥ −12 t2emax{0,t} (t ∈ R). (6.39)
As a preliminary to the application of (6.39), we consider now the range of the function
f(σ) := φ (σn, σ) + e
(n+σn)ε̺
(
(σ − σn) ε
)− e(n+σn)εεσ (−1 < σ < 1),
the square of which is a factor of the integrand seen in (6.36). We note firstly that, when
−1 < σ < σn ≤ 1, it follows by (6.37) and (6.38) that one has both
φ(σn, σ) =
1
2
χ(σn)− 12 and ̺
(
(σ − σn)ε
)− εσ = 1− σnε− e(σ−σn)ε > −σnε ,
and so
f(σ) > −
(
e(n+σn)εσnε+
1
2
− 1
2
χ(σn)
)
. (6.40)
When −1 < σn ≤ σ < 1, one finds instead that
φ(σn, σ) =
1
2χ(σn) +
1
2 and ̺
(
(σ − σn)ε
)− εσ > −(σnε+ e(1−σn)ε − 1) .
Therefore, given that one has
e(n+σn)ε
(
e(1−σn)ε − 1) = (eε − eσnε) enε < 2 sinh(ε)enε = e(n−N)ε ≤ 1
(the penultimate relation here following by (1.8)), we may conclude that the inequality
(6.40), shown (earlier) to hold for all σ ∈ (−1, σn), does in fact hold for all σ ∈ (−1, 1).
We observe, secondly, that −1 < σn ≤ 1, and that if σn < 0, so that σn ∈ (−1, 0),
then it follows by (6.34) that
e(n+σn)εσnε+
1
2 − 12χ(σn) < 12 − 12χ(σn) < 12 − 12χ(−1) = 1 ;
if instead 0 ≤ σn ≤ 1, then, by (1.8), (1.9), (6.1) and the result (6.5) of Lemma 6.1, one
has
e(n+σn)εσnε+
1
2 − 12χ(σn) ≤ e(N+1)εσnε+ 12 − 12σn
=
(
∆ε
sinh(2ε)
− 1
2
)
σn +
1
2
<
(
∆− 1
2
)
σn +
1
2 ≤
(
∆− 1
2
)
(1) + 12 =
∆
2
< 23 .
By these observations, together with (6.40), we deduce that
f(σ) > −1 (−1 < σ < 1). (6.41)
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By (6.39) and the definition of f(σ), we have
f(σ) ≤ g(σ) := φ (σn, σ)− e(n+σn)εεσ (−1 < σ < 1),
and so it follows by (6.41) that, for −1 < σ < 1, we have:
f2 ≤ f2 + (f − g)2 = g2 − 2 (g − f) f < g2 + 2 (g − f) (f = f(σ), g = g(σ)).
By (6.39) (again), we have here
g(σ)− f(σ) = −e(n+σn)ε̺((σ − σn) ε) ≤ 12ε2 (σ − σn)2 e(n+max{σn,σ})ε (−1 < σ < 1),
and so may deduce that
f2(σ) ≤ g2(σ) + ε2 (σ − σn)2 e(n+1)ε (−1 < σ < 1). (6.42)
Since we have∫ 1
−1
(σ − σn)2 e(n+1)ε
(
1− |σ|
e(n+σ)ε
)
dσ ≤ e2ε
∫ 1
−1
(σ − σn)2 (1− |σ|)dσ
= 2e2ε
∫ 1
0
(
σ2 + σ2n
)
(1− σ) dσ = ( 16 + σ2n) e2ε ,
it follows from (6.36) and (6.42) that
I˜n (µ
′′
n) ≤ ε2
∫ 1
−1
g2(σ)
(
1− |σ|
e(n+σ)ε
)
dσ +
(
1
6 + σ
2
n
)
e2εε4
=
(
1
6 + σ
2
n
)
e2εε4 + ε2
∫ 1
−1
(
φ (σn, σ)− e(n+σn)εεσ
)2 ( 1− |σ|
e(n+σ)ε
)
dσ
≤ ( 16 + σ2n) e2εε4 + ε2e(1−n)ε ∫ 1−1
(
φ (σn, σ)− e(n+σn)εεσ
)2
(1− |σ|)dσ . (6.43)
By (6.37), the value of the integral occurring in the last inequality above is:∫ σn
−1
(
1
2χ (σn)− 12 − e(n+σn)εεσ
)2
(1− |σ|) dσ
+
∫ 1
σn
(
1
2χ (σn) +
1
2 − e(n+σn)εεσ
)2
(1− |σ|)dσ
=
∫ 1
−1
((
1
2
χ (σn)− e(n+σn)εεσ
)2
+ 1
4
)
(1− |σ|)dσ
+
∫ 1
σn
(
1
2
χ (σn)− e(n+σn)εεσ
)
(1− |σ|)dσ
−
∫ σn
−1
(
1
2χ (σn)− e(n+σn)εεσ
)
(1− |σ|)dσ = J1 + J2 − J3 (say). (6.44)
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Since
∫ 1
−1 σ(1− |σ|)dσ = 0, we have here
J1 =
1
4
(
χ2 (σn) + 1
) ∫ 1
−1
(1− |σ|)dσ + ε2e2(n+σn)ε
∫ 1
−1
σ2 (1− |σ|) dσ
= 14
(
χ2 (σn) + 1
)
(1) + 16ε
2e2(n+σn)ε . (6.45)
We have, moreover,
J2 − J3 = 12χ (σn)X (0, σn)− εe(n+σn)εY (σn) ,
where X(ω, α) is given by (6.27), while
Y (α) :=
∫ 1
α
σ (1− |σ|)dσ −
∫ α
−1
σ (1− |σ|)dσ (−1 ≤ α ≤ 1).
Use of the substitution σ = −τ reveals that the function Y (α) is even: we find that, for
−1 ≤ α ≤ α, one has
Y (α) = Y
(|α|) = 2 ∫ 1
|α|
σ (1− |σ|) dσ −
∫ 1
−1
σ (1− |σ|)dσ = 2
∫ 1
|α|
σ (1− |σ|)dσ = −ψ(α) ,
with ψ(α) as defined in (6.35). By these observations and (6.34), it follows that
J2 − J3 = ψ (σn) εe(n+σn)ε − 12χ2 (σn) .
This, combined with (6.43), (6.44) and (6.45), yields the stated result of the lemma 
Lemma 6.6 will (shortly) be used to bring us a step nearer to completing our proof
of Theorem 4. Another, different, use for Lemma 6.6 is its application to the problem of
computing, for a chosen (sufficiently large) positive integer N , a useful numerical upper
bound on the real number ‖K⊲⊳‖2 = ‖K⊲⊳,N‖2. Indeed, one solution of this problem of
numerical computation is to appeal to (6.9), Lemma 6.3 and (6.21), and then bound each
term of the sum over n in (6.21) through separate applications of Lemma 6.6 (combined
with the case κ = µ′′n of (6.20)): the bound obtained for that sum over n is then just the
sum of the N separate numerical bounds computed for its terms. In the context of such
‘computational’ applications, the result in Lemma 6.6 has the practical advantage of it
being (essentially) the strongest upper bound on I˜n(µ
′′
n) that we are able to prove, and
this outweighs the minor drawback of its being a somewhat complicated result to state. In
our approach to the proof of Theorem 4, however, we are happy to give up some degree
of the precision offered by Lemma 6.6 in exchange for a simpler upper bound on I˜n(µ
′′
n).
At the same time, we aim to be precise enough to ensure that the ‘leading term’ in the
resulting upper bound for ‖K⊲⊳‖2 is essentially optimal, subject to the constraints imposed
by our method of obtaining this bound.
Our first simplification of the result of Lemma 6.6 is based on the observation that the
definition (6.35) implies that the range of the function ψ(α) (−1 ≤ α ≤ 1) is the interval
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[ψ(0), ψ(1)] = [−13 , 0]. It follows that the second term in the bound of Lemma 6.6 for
I˜n(µ
′′
n), which is the term ψ (σn) ε
3e(1+σn)ε, is always less than or equal to 0, so that one
may omit this term from the inequality stated in Lemma 6.6: the inequality will remain
valid. To simplify the result further, we observe that (since ε > 0) it follows by (6.22) that
one has 16 +σ
2
n ≤ 76 and max
{
e(n+1+2σn)ε, e2ε
} ≤ e(n+3)ε, for n = 1, . . . , N : by (1.9), (6.1)
and (6.5), we have here 1 < eε = ∆ < 4
3
, and so may conclude that, as a consequence of
Lemma 6.6, (6.33) and (6.20) (for κ = µ′′n), one has
I˜n (µ˜n) ≤ I˜n (µ′′n) ≤
(
1− χ2 (σn)
)
ε2
4e(n−1)ε
+O
(
ε4enε
)
, (6.46)
for n = 1, . . . , N .
By (6.34), 1 − χ2(α) = 0 if α = ±1: in particular, 1 − χ2(σn) = 0 if σn = 1. It
follows, by virtue of the definitions (6.22), that if kn ≥ e(n+1)ε then one may omit the
first term on the right-hand side of the rightmost inequality in (6.46) (for that term will
then be equal to 0); if instead kn < e
(n+1)ε, then, by (6.22), kn is a positive integer lying
in the open interval
(
e(n−1)ε, e(n+1)ε
)
=
(
∆n−1,∆n+1
)
, so that e(n−1)ε > ∆−2kn, while
σn = ε
−1 log(kn)− n. It therefore follows from (6.46) that, for n = 1, . . . , N , one has
I˜n (µ˜n) ≤ O
(
ε4enε
)
+ 14∆
2ε2
∑
∆n−1<k<∆n+1
1− χ2
(
log k
ε
− n
)
k
(6.47)
(we use here the fact that, since ∆ = eε > 1, the definition (6.34) ensures that every term
of the last sum is defined and greater than or equal to 0). We remark that, when n ≤ N ,
it follows by (1.8), (1.9), (6.1) and (6.5), that one has ∆n+1 −∆n−1 ≤ ∆n−N ≤ 1, so that
the sum over k in (6.47) contains at most one term. When there exists a unique integer
k satisfying ∆n−1 < k < ∆n+1, that integer must then be the least integer greater than
∆n−1, and this (given (6.22)) implies that k = kn. We conclude that, for n = 1, . . . , N ,
the bound in (6.47) is never more than a factor of ∆2 greater than the upper bound on
I˜n (µ
′′
n) in (6.46): since (6.3) and (6.5) give us ∆ = 1+O
(
(logN)/N)
)
(as N →∞), what
we lose by using (6.47) instead of (6.46) is so little as to be insignificant.
The next lemma is an upper bound for the term V0 that occurs in (6.9). To prove it
we shall use of (6.47), combined with the observation in (6.21).
Lemma 6.7 Let B˜4(t) be the periodic Bernouilli function associated with the Bernouilli
polynomial B4(X) of degree 4. Then one has
V0 ≤
(
7
60 +O
(
1
logN
))
N−1 log3(N) + 12εR ,
where
R := −
∑
1<k<∆N+1
(log k)k−1B˜4
(
log k
ε
)
. (6.48)
45
Proof. By (6.21) and (6.47), one has
V0 = P +
1
4
∆2ε2Q , (6.49)
where
P =
N∑
n=1
n ·O (ε4enε)≪ Nε4eNε
1− e−ε ≪ Nε
2 (6.50)
(the last two relation following by virtue of (6.2) and the inequalities 0 < ε < 14 ), while
Q =
N∑
n=1
n
∑
∆n−1<k<∆n+1
1− χ2
(
log k
ε − n
)
k
=
∑
1<k<∆N+1
1
k
∑
log k
ε −1<n≤ log kε +1
(
1− χ2
(
log k
ε
− n
))
n (6.51)
(the last of these equalities following by virtue of (6.1), (6.5), (1.9) and (6.34), the last of
which ensures that summand in the last sum over n occurring in (6.51) is equal to 0 in
any cases where n = ε−1 log(k) + 1).
Now a given n ∈ N satisfies the conditions of summation seen in the final line of
(6.51) if and only if n lies in one of the two disjoint intervals
(
ε−1 log(k) − 1, ε−1 log(k)],(
ε−1 log(k), ε−1 log(k)+1
]
. The integer n lies in the first of these two intervals if and only
if n = ⌊ε−1 log(k)⌋; it lies in the second interval if and only if n = ⌊ε−1 log(k)⌋ + 1. We
conclude that, in the final line of (6.51), the sum over n may be expressed as the sum(
1− χ2(β))m+ (1− χ2(β − 1))(m+ 1) = (2− χ2(β)− χ2(β − 1)) ε−1 log k +O(1) ,
where β = {ε−1 log(k)} ∈ [0, 1) and m = ε−1 log(k)− β = ⌊ε−1 log(k)⌋: note that we have
here used the fact that (6.34) implies that |χ(α)| ≤ 1 for −1 ≤ α ≤ 1. By (6.34) (again),
we find that when 0 ≤ β < 1 one has: χ2(β)+χ2(β− 1) = (2−β)2β2+(1+β)2(β− 1)2 =
2β4 − 4β3 + 2β2 + 1 = 2B4(β) + 1615 .
By (6.51), (1.9), (6.1), (6.2) and the points noted in the preceding paragraph, it follows
that
Q = O
(
log
(
∆N+1
))
+
1
ε
∑
1<k<∆N+1
(
14
15 − 2B4
({
log k
ε
}))
k−1 log k
= O ((N + 1)ε) + 1415ε
−1 (O(1) + 12(N + 1)2ε2)− 2ε ∑
1<k<∆N+1
B˜4
(
log k
ε
)
k−1 log k
= 715εN
2 + 2ε−1R +O
(
ε−1
)
,
with R as defined in (6.48). By this, together with (6.49) and (6.50), we find (given (6.2)
and (6.5)) that
V0 =
(
7
60ε
3N2 + 12εR
)
∆2 +O
(
ε2N
)
. (6.52)
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By (6.3) and (6.5), we have here
ε3N2 < N−1 log3N , ε2N < N−1 log2N = (logN)−1N−1 log3N
and
∆2 = (1 +O(ε))
2
= 1 +O(ε) = 1 +O
(
logN
N
)
= 1 +O
(
1
logN
)
,
and so also:(
∆2 − 1) εR≪ ε2R≪ ε2 log2 (∆N+1) = ε4(N + 1)2 ≪ N−2 log4N ≪ N−1
(the bound R≪ log2 (∆N+1) being an essentially trivial consequence of (6.48)). With the
help of these observations we find that (6.52) implies what is stated in the lemma 
As noted in the above proof, the term R defined by (6.48) certainly satisfies R ≪
log2
(
∆N+1
)
, and so (given (1.9), (6.1) and (6.3)) one has: 12εR ≪ ε3N2 < N−1 log3N .
Thus Lemma 6.7 implies the (weaker) result that V0 satisfies V0 ≪ N−1 log3N . In com-
pleting the proof of Theorem 4 we shall need to sharpen the above mentioned bound on R
(which is essentially a trivial estimate). We seek a bound on R that will, at the very least,
enable us to deduce from Lemma 6.1 that
V0 ≤
(
7
60 + o(1)
)
N−1 log3N (N →∞). (6.53)
A first step towards (6.53) is the observation that the periodic function B˜4(x) has the
Fourier expansion
B˜4(x) = − 4!
(2πi)4
∞∑
ℓ=−∞
ℓ6=0
e2πiℓx
ℓ4
= − 3
π4
· Re
( ∞∑
ℓ=1
e−2πiℓx
ℓ4
)
,
which (see [OLBC, 24.2(iii) and 24.8.3]) is valid for all real x. By application of this
observation in respect of each term log(k)k−1B˜4
(
ε−1 log k
)
that occurs in the sum in
(6.48), we find that
R =
3
π4
∑
1<k<∆N+1
(log k)k−1 · Re
( ∞∑
ℓ=1
e−2πiℓε
−1 log k
ℓ4
)
=
3
π4
∞∑
ℓ=1
ℓ−4 · Re
( ∑
1<k<∆N+1
(log k)k−1−2πℓε
−1i
)
. (6.54)
We recall that ζ ′(s), the first derivative of the Riemann zeta-function, has the Dirichlet
series expansion
ζ ′(s) = −
∞∑
k=2
log k
ks
(Re(s) > 1),
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which suggests that ζ ′
(
1 + 2πℓε−1i
)
might be a useful approximation for the value of the
sum over k that occurs in the last line of (6.54): that this is indeed the case is shown by
the following lemma.
Lemma 6.8. Let ℓ ∈ N. Then, given what we assume in respect of N , ε and ∆, one has
−
∑
1<k<∆N+1
(log k)k−1−2πℓε
−1i = ζ ′
(
1 + 2πℓε−1i
)
+O
(
ℓ1/2N−1/2 log3/2N
)
,
where the implicit constant is absolute (and so is, in particular, independent of ℓ).
Proof. We let x = ∆N+1 and define f(s) to be the function defined, for s ∈ C\{1}, by:
f(s) = ζ(s)−
∑
k<x
k−s .
We put also σ0 = 1, t0 = 2πℓε
−1 and s0 = σ0+ it0. It suffices for proof proof of the lemma
that we show that one has f ′(s0)≪ ℓ1/2N−1/2 log3/2N (with an implicit constant that is
absolute). This will follow if it is shown that, with
r :=
1
4 log x
,
one has
f(s)≪ ℓ1/2N−1/2 log1/2N (|s− s0| ≤ r), (6.55)
with an implicit constant that is absolute: for, by the residue calculus, one will then have
f ′ (s0) =
1!
2πi
∫
C
f(s)ds
(s− s0)2
when C is the (positively oriented) circle with radius r and centre at s0, and so, by (6.55)
(again), may deduce that
|f ′ (s0)| ≤ 1
2π
∫
C
|ds| ·max
{∣∣∣f(s) (s− s0)−2∣∣∣ : s ∈ C and |s− s0| = r}
= r · r−2 ·max {|f(s)| : s ∈ C and |s− s0| = r}
≪ r−1ℓ1/2N−1/2 log1/2N ,
with the factor r−1 satisfying r−1 = 4 logx = 4(N + 1)ε < 6Nε < logN (the last three
relations following by virtue of (1.9), (6.1), (6.3) and our assumption that N ≥ 3).
We now work to establish (6.55) (and so complete the proof of the lemma). The
bounds
t0 > 8πℓ ≥ 8π (6.56)
and
r <
1
4Nε
<
1
4 log
√
3
<
1
2
(6.57)
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will be helpful: they are consequences of (6.2) and (6.3). We suppose that s ∈ C satisfies
the condition in (6.55). It follows that s = σ+ it for some real numbers σ, t such that one
has both r ≥ |σ − σ0| = |σ − 1| and r ≥ |t− t0|. Upon combining this with (6.56), (6.57)
and the definition of r, we find that
1
2
< 1− 1
4 log x
≤ σ ≤ 1 + 1
4 logx
<
3
2
(6.58)
and (similarly)
2t0 > t >
t0
2
> 4π . (6.59)
By (6.59), (1.9), (6.1), (1.8) and (6.5), the number y := (2πx)−1t = (2π)−1∆−N−1t
satisfies
y >
t0
4πx
=
ℓ
2ε∆N+1
=
(
sinh(ε)
ε
)(
ℓ
∆
)
>
1
∆
>
3
4
, (6.60)
while, by (6.5), we have also x = ∆N+1 > 1. It therefore follows, by application of the
case (H,K) = ( 32 ,
3
4 ) of the approximate functional equation obtained in [H-L], that
f(s) = χ(s)
∑
n<y
ns−1 +O
(
x−σ
)
+O
(
yσ−1t
1
2−σ
)
, (6.61)
where χ(s) = ζ(s)/ζ(1−s) = 2sπs−1 sin (π2 s)Γ(1−s) (Γ(z) being Euler’s Gamma-function)
and both implicit constants are absolute. By (6.58) we have∣∣∣∣∣∑
n<y
ns−1
∣∣∣∣∣ ≤∑
n<y
nσ−1 ≤ 2yσ
and may also deduce (given (6.59)) that the estimate in [Ti, (4.12.3)] implies that we have
χ(s) ≪ t 12−σ. By these observations, combined with (6.60) and (6.61), we may conclude
that f(s)≪ x−σ + yσt 12−σ. Here, by (6.58), (6.5), (6.3) and (6.59), we have both
x−σ ≪ x−1 = ∆−N−1 < ∆−N = 2 sinh(ε)≪ ε
and
yσt
1
2−σ = t
1
2 (2πx)−σ ≪ t 120 ε = (2πℓε)
1
2 ,
and so, given (6.3), and given that ℓ ≥ 1, we are able to verify that (6.55) does indeed hold
(and thereby complete this proof) 
Since
∑∞
ℓ=1 ℓ
− 72 = ζ( 7
2
) <∞, we may deduce from the results in (6.54) and Lemma 6.8
that the term R (given by (6.48)) satisfies:
R = − 3
π4
∞∑
ℓ=1
ℓ−4 · Re (ζ ′ (1 + 2πℓε−1i))+O (N− 12 log 32 N) . (6.62)
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It is known that one has ζ(1+ it)≪ (log t) 23 and ζ ′(1+ it)/ζ(1+ it)≪ (log t) 23 (log log t) 13
for t ≥ 2 (see [Ti, Section 6.19] for a relevant discussion, including references to the papers
in which these bounds were obtained). An obvious consequence of these estimates is that
one has ζ ′(1 + it) ≪ (log t) 43 (log log t) 13 for t ≥ 2. Although this last bound might well
be considered adequate, in respect of its application in bounding the sum in (6.62), we
shall nevertheless take the trouble to sharpen it very slightly, by removal of the factor
(log log t)
1
3 . The key to this small improvement is the estimate
ζ(σ + it)≪ t
√
104(1−σ)3 log
2
3 t ( 12 ≤ σ ≤ 1, t ≥ 2), (6.63)
which is a special case of bounds for the Hurwitz zeta-function obtained in a paper [Ri] of
Richert. Note that (6.63) features in the above mentioned discussion in [Ti, Section 6.19].
The implicit constant in (6.63) is absolute (i.e. independent of both t and σ). The following
is a corollary of (6.63): we state it as a lemma (requiring proof), since we were unable to
find a statement of this result in the existing literature.
Lemma 6.9. One has ζ ′(1 + it)≪ log 43 t for t ≥ 17.
Proof. By [Iv, Lemma 1.3], it follows that, for 1 < σ ≤ 32 and t ≥ 1, one has ζ(σ+ it)≪
1 + |ζ (1 + i(t+ v))| (with an implicit constant that is absolute), for some real v = v(σ, t)
satisfying |v| ≤ log2 t. Therefore, given that 0 ≤ log2 t ≤ (2/e)2t < 3
5
t for t ≥ 1, it may be
deduced from the case σ = 1 of (6.63) that one has:
ζ(σ + it)≪ log 23 t (1 < σ ≤ 32 , t ≥ 5). (6.64)
Let t ≥ e
√
8. By an application of the residue calculus similar to that seen in the proof
of Lemma 6.8, we find that |ζ ′(1 + it)| ≤ ̺−1 ·max {|ζ(s)| : s ∈ C and |s− (1 + it)| = ̺},
provided only that 0 < ̺ < t. One may, in particular, specify that ̺ = (log t)−
2
3 here:
note that this choice ensures that 0 < ̺ ≤ 12 . Then, when s = 1 + it + ̺eiθ for some
θ ∈ (−π2 , π2 ), it follows by (6.64) that ζ(s) ≪ log
2
3 t = ̺−1. When s = 1 + it + ̺eiθ for
some θ ∈ [π
2
, 3π
2
], one finds, by (6.63), that
ζ(s)≪ (2t)
√
104̺3 log
2
3 (2t) = (2t)100/ log t log
2
3 (2t) ≤ 225
√
2e100(2 log t)
2
3 .
The last two observations show that max {|ζ(s)| : s ∈ C and |s− (1 + it)| = ̺} ≪ ̺−1,
so that (by the application of the residue calculus mentioned earlier) one must have
|ζ ′(1 + it)| ≪ ̺−2 = log 43 t: as e
√
8 < 17, the lemma has been proved 
Remark. If the Riemann Hypothesis is true then the upper bound in Lemma 6.9 can
be improved to O
(
(log log t)2
)
: this would follow from certain conditional estimates for
log ζ(s) that are mentioned in [Ti, Section 14.33]. Based on preliminary calculations, we
believe it therefore follows that the result stated in Theorem 4 could, on the Riemann
Hypothesis, be refined to:∥∥K⊳,N∥∥2 ≤ ( 7
60
(εN)3 + 1
12
(εN)2 +O
(
(log logN)2εN
))
N−1
≤ 7
60
(
1− 3 log log
(
Nβ
)
logN
+O
((
log logN
logN
)2))
N−1 log3N ,
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with β = 2e−
5
21 . We omit the details of those calculations, except to mention that they
involve asymptotic estimation of the contribution of the term ψ(σn)ε
3e(1+σn)ε occurring
in the statement of Lemma 6.6, rather than the use of the bound ψ(σn)ε
3e(1+σn)ε ≤ 0.
The proof of Theorem 4. By (6.9), we have ‖K⊲⊳‖2 = V0 + V1, where, by Lem-
mas 6.3 and 6.7, and (1.8), (1.9), (6.1), (6.2) and (6.3), one has: V1 ≤ 16 (Nε+1) sinh(ε) +
2
9
√
3
Nε sinh2(ε) ≪ Nε2 < N−1 log2N and V0 ≤ 760N−1 log3N + O
(
N−1 log2N
)
+ 12εR,
with R as defined in (6.48). Thus∥∥K⊲⊳∥∥2 ≤ 7
60
N−1 log3N +O
(
N−1 log2N
)
+O (ε|R|) . (6.65)
We have shown (above) that R satisfies (6.62). In each term of the sum that occurs
in (6.62) one has 2πℓε−1 > 8πℓ ≥ 8π (by virtue of (6.3) and the fact that the summation
in (6.62) is over ℓ ∈ N). We are therefore able to apply the result of Lemma 6.9 to each
term of the sum in (6.62), and find (thereby) that
|R| ≤ 3
π4
∞∑
ℓ=1
ℓ−4 ·O
(
log
4
3
(
2πℓε−1
))
+O
(
N−
1
2 log
3
2 N
)
≪ 1 +
∑
ℓ≤2π/ε
ℓ−4 log
4
3
(
4π2ε−2
)
+
∑
ℓ>2π/ε
ℓ−4 log
4
3
(
ℓ2
)
≤ 1 + 2 43 ζ(4) · log 43 (2πε−1)+ 2 43 ∞∑
ℓ=2
ℓ−4 log
4
3 ℓ≪ log 43 (ε−1) .
By this and (6.3) we have, in the second O-term of (6.65),
ε|R| ≪ ε log 43 (ε−1)≪ ( logN
N
)
· log 43
(
N
logN
)
≪ N−1 log 73 N
(using that N ≥ 3), and so we obtain what the theorem states 
§7. Numerical Results.
As already noted (in the paragraph below the proof of Lemma 6.6) Lemmas 6.3 and 6.6
may be used in computing, for a chosen integer N , a numerical upper bound on ‖K⊲⊳,N‖.
Lemma 6.5, on the other hand, enables one to compute the numerical values of the elements
of the corresponding Hankel matrix H(N), which (by (1.19) and (1.20)) has as its non-
zero eigenvalues the reciprocal eigenvalues of the kernel K⊳,N = K −K⊲⊳,N . Thus, given a
suitable machine (and software including the necessary algorithms), one can compute good
numerical approximations to the reciprocal eigenvalues of K⊳,N : such approximations,
when combined with a numerical upper bound on ‖K⊲⊳,N‖, lead (via (3.6)) to numerical
bounds (both upper and lower) for the corresponding reciprocal eigenvalues of K.
In putting the above observations into practice, we have made use of the ‘GNU Octave’
software, installed on a desktop computer. We found that, whenN = 106 andK⊲⊳ = K⊲⊳,N ,
one has V0 < 0.000135821302 and V1 < 0.000021043522, so that it follows by (6.9) that
‖K⊲⊳‖ =
√
V0 + V1 < 0.012524569 . (7.1)
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We also computed (again, for N = 106) the following table of approximations to the twelve
largest (in absolute value) of the reciprocal eigenvalues of the kernel K⊳ = K⊳,N .
k ν⊳k− ν
⊳
k+
1 −0.0690165028 0.0796889109
2 −0.0566761531 0.0690322925
3 −0.0506170103 0.0552247168
4 −0.0441382847 0.0458979695
5 −0.0417049532 0.0440302591
6 −0.0370487294 0.0377564244
Although we think it likely that the entries in this table are accurate to at least 8
decimal places, we admit to some uncertainty on this point, as we have not given due
consideration to, for example, the possible effect of accumulated rounding errors (not to
mention other potential sources of error). Assuming that these approximations are indeed
accurate to 8 decimal places, it follows by (3.6), (7.1) and the first row of data in the above
table that one has 0.0815411 > −ν1− > 0.0564919 and 0.0922135 > ν1+ > 0.0671643. Upon
comparing these bounds with the second row of data in the above table, we are forced to
concede that, even if it were reliable, the numerical data presented here would seem to be
insufficient to establish (for certain) that one does not have both ν2+ = ν1+ and ν2− = ν1−.
We can, at least, make slightly more efficient use of our data by observing that it
follows by Lemmas 3.1, the Cauchy-Schwarz inequality and Lemma 2.1 that one has:
ν1+ − ν3+ ≥
(
ν⊳1+ + ν
⊲⊳
1−
)− (ν⊳3+ + ν⊲⊳1+)
≥ ν⊳1+ − ν⊳3+ − 2
1
2
((
ν⊲⊳1−
)2
+
(
ν⊲⊳1+
)2)12
≥ ν⊳1+ − ν⊳3+ − 2
1
2 ‖K⊲⊳‖ .
By this, along with (7.1) and the data from the above table, we arrive at the bound
ν1+−ν3+ > 0.0067517. We find (similarly) that |ν1−|−|ν3−| > 0.0006870. It therefore would
appear that each one of the numbers λ1+ = 1/ν1+, λ1− = 1/ν1− is an eigenvalue (of K)
that has index less than or equal to 2: if this is not so, then our computed approximations
to the relevant eigenvalues of K⊳ must be disappointingly inaccurate.
The results of the numerical computations just described could certainly be improved
by means of similar computations in respect of a significantly increased value of N . How-
ever, our attempts to carry out such computations have essentially failed. This is due
partly to limitations on the precision with which arithmetic operations are carried out in
GNU Octave, and partly to limitations on working memory (when running Octave under a
Windows operating system). Taking a different approach, one may instead seek to utilise
the information on eigenvectors of the matrix H(N) that one obtains as a by-product of
the computation of the eigenvalues of that matrix. We have had some success with this
second approach (without needing to consider any N > 106). The present paper, however,
is not the right place for a full discussion of this matter, as such a discussion would (ideally)
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have to extend to questions concerning the degree of accuracy of certain computed approx-
imations to eigenfunctions of K: rather than lengthen the present paper any further, we
reserve that discussion for another occasion.
References.
[C-R] R.R. Coifman and R. Rochberg, ‘Representation theorems for holomorphic and har-
monic functions in Lp’, Asterisque 77 (1980), 11-66.
[H-L] G.H. Hardy and J.E. Littlewood, ‘The approximate functional equation in the theory
of the zeta-function, with applications to the divisor problems of Dirichlet and Piltz’,
Proc. London Math. Soc. (2), 21 (1922), 39-74.
[HW] M.N. Huxley and N. Watt, ‘Mertens sums requiring fewer values of the Mo¨bius func-
tion’, preprint (to appear).
[Iv] A. Ivic´, The Riemann zeta-function: theory and applications, Dover Publications, Inc.,
Mineola, New York (2003); originally published by Wiley, New York (1985).
[Li] B.W. Lindgren, Statistical Theory (2nd edition), The Macmillan Company, New York
(1968).
[OLBC] F.W.J. Olver, D.W.L. Lozier, R.F. Boisvert, C.W. Clark (editors), NIST Handbook of
Mathematical Functions, Cambridge University Press, New York 2010.
[Pa] J.R. Partington, An Introduction to Hankel Operators, London Math. Soc. Student
Texts 13, Cambridge University Press, Cambridge (1988).
[Pe] V.V. Peller, ‘Hankel operators of class Cp and their applications (rational approxima-
tion, Gaussian processes, the problem of majorizing operators)’, Math. USSR Sbornik
41 (1982), No. 4, 443-479.
[Ri] H.-E. Richert, ‘Zur Abscha¨tzung der Riemannschen Zetafunktion in der Na¨he der
Vertikalen σ = 1’, Math. Ann. 169 (1967), 97-101.
[Sch] E. Schmidt, ‘Zur Theorie der linearen und nicht linearen Integralgleichungen. I. Teil:
Entwicklung willku¨rlicher Funktionen nach Systemen vorgeschriebener’, Math. Ann.
63 (1907), 433-476.
[Ti] E.C. Titchmarsh (revised by D.R. Heath-Brown), The Theory of the Riemann Zeta-
function, Oxford Univ. Press, 1986
[Tr] F.G. Tricomi, Integral Equations, Dover Publications, New York (1985).
[Wa] N. Watt, ‘On eigenvalues of the kernel 12 + ⌊ 1xy ⌋ − 1xy (0 < x, y ≤ 1)’, preprint;
arXiv:1811:05246v1 [math.NT].
[Wa2] N. Watt, ‘On eigenfunctions of the kernel 12 + ⌊ 1xy ⌋ − 1xy (0 < x, y ≤ 1)’, preprint (in
preparation).
[We] H. Weyl, ‘Ueber did asymptotische Verteilung der Eigenwerte’, Nachrichten von der
Gesellschaft der Wissenschaften zu Go¨ttingen, Mathematisch-Physikalische Klasse
(1911), pages 110-117
53
