In this paper, we show that for any two bases B and B ′ of a regular matroid, there is an element e ∈ B such that there is a unique element f ∈ B ′ for which both (B\{e}) ∪ {f } and (B ′ \{f }) ∪ {e} are bases of M. This solves a problem posed by White in 1980.
Introduction
Let M be a matroid and let B and B ′ be bases of M. We say that the triple (M, B, B ′ ) has the unique exchange property (UE) if there exists an element e ∈ B for which there is a unique element f ∈ B ′ such that both (B\{e}) ∪ {f } and (B ′ \{f }) ∪ {e} are bases of M. We say that these bases are obtained from B and B ′ by a unique exchange. In this paper, we resolve a problem of White from 1980 in the affirmative by showing the following:
Theorem
For any regular matroid M and any pair of bases B, B ′ , the triple (M, B, B ′ ) has the unique exchange property.
White's problem is also listed as Problem 14.8.11 in Oxley's list [2] . Note that the answer to the above problem is negative for binary matroids in general. To see this, take two disjoint bases in the affine geometry AG (3, 2) as shown in Figure 1 . Then it is seen that these bases do not have the unique exchange property.
Until now, little progress had been made on this problem, although related work in [1] and [8] can be found. To give a bit of background on the origins of the problem, we give the following definitions introduced in [7] . Let B = (B 1 , B 2 , . . . , B k ) be a sequence of bases
Blue base
Red base . . , B ′ k ), we write B ≃ B ′ whenever the sequence B ′ may be obtained from B by a composition of unique exchanges and permutations of the bases. We say that the sequences B and B ′ are compatible if for each e ∈ M, the sets {B i ∈ B e ∈ B i } and {B ′ i ∈ B ′ e ∈ B ′ i } have the same cardinality. Clearly if B ≃ B ′ , then B and B ′ must be compatible. In [7, Conjecture 8] , it was conjectured that if B and B ′ are compatible sequences of bases in a regular matroid, then B ≃ B ′ . The motivation behind this conjecture comes from the study of the bracket ring of a matroid (see [5] and [6] ). Very little progress has be made on this conjecture, and indeed, just showing that any pair of bases in a regular matroid has the unique exchange property is hard. This was mentioned as an open problem in [7] .
To prove Theorem 1.1, we shall use the minimum counterexample approach. That is, we shall assume that the theorem is false, and let (M, R, B) be a triple not having the property (UE) where M is regular, R and B are bases, and |E(M )| is minimum among all such triples. An easy proof shows that M can not be graphic or cographic. In Section 2.1, we show that M must be 3-connected. From this point onwards, the proof of the above theorem relies heavily on the structure of regular matroids given by Seymour's decomposition theorem [3] which implies that 3-connected regular matroids other than R 10 can be built up via 3-sums of graphic or cographic matroids. Among other things, this implies that M can be written as a 3-sum M = M 1 ⊕ M 2 where M 1 is either graphic or cographic. The basic strategy of the proof is to first determine what the matroid M 1 looks like in the graphic case. Much of the proof is spent doing this (in Section 5) . It turns out that M 1 ≃ M (K 5 \e). This can then be used to show that M 1 ≃ M * (K 3,3 ) in the cographic case.
In Sections 7 and 8, we complete the proof of the theorem. Here we exploit the fact the the "leaves" of M (defined in Section 7) have a specific structure. Of particular importance here are the restrictions imposed on the circuit-cocircuit intersections in M 2 given in Section 5.4. 
Lemma

The ∆-Y Exchange
In this section, we shall describe a property which makes use of the the so-called ∆-Y exchange operation on a matroid. For more details on this operation see [4] . Let M be a binary matroid and let T = {e 1 , e 2 , e 3 } be a coindependent triangle of M. Let N be a graphic matroid where N ≃ M (K 4 ) and E(N )∩E(M ) = T. Let M ′ = P T (N, M )\T where P T (N, M ) is the generalized parallel connection of N and M. We say that M ′ is obtained from M by performing a ∆-Y operation on M . We denote such a matroid M ′ by ∆ T (M ). Effectively we have exchanged the triangle T for the triad T ′ = E(N )\E(M ). Observe that if M is regular, then ∆ T (M ) is also regular. We also note that if M is graphic, then ∆ T (M ) is graphic. To see this, suppose that M = M (G) and T = {e 1 , e 2 , e 3 } is a triangle of M. Let v 1 , v 2 , v 3 be the vertices of the cycle in G corresponding to T. Let G ′ be the graph obtained from G by first deleting the edges of T and then adding a vertex v and edges e ′ i = vv i , i = 1, 2, 3. Then we see that ∆ T (M ) ≃ M (G ′ ) and M ′ is graphic.
We shall now describe a simple observation which will be very useful later on. Suppose M = M 1 ⊕ 3 M 2 is a 3-sum where the 3-sum occurs along a triangle T. For i = 1, 2, 3 ∆ T (M i ) is the matroid obtained from M i by a ∆-Y exchange on T . For i = 1, 2 let T ′ = {e ′ 1 , e ′ 2 , e ′ 3 } be the triad created in ∆ T (M i ) in the ∆-Y exchange. Then T ′ is seen to be a triangle in (∆ T (M i )) * . An important observation here is that we may, after an appropriate ordering of the elements of T ′ in (∆ T (M i )) * , take a 3-sum of (∆ T (M 1 )) * and (∆ t (M 2 )) * on T ′ in such a way that M * = (∆ T (M 1 )) * ⊕ 3 (∆ T (M 2 )) * .
The Minimum Counterexample M and Bases R and B
To prove Theorem 1.1, we will use the minimum counterexample approach. Let M be a regular matroid and let R (the red base) and B (the blue base) be bases of M for which the triple (M, R, B) does not have the property (UE). Among such triples, we shall assume that M has fewest elements. As is demonstrated by Lemma 1.3, the bases R and B must be disjoint and E(M ) = R ∪ B. If |E(M )| = 2, then M is seen to be both a circuit and cocircuit and (M, R, B) has the property (UE). Thus |E(M )| > 2. It is also clear that M must be connected.
By Lemma 1.4, we see that (M * , R, B) does not have the property (UE) and it is also a minimum counterexample. As such, all the properties which we shall prove for M, R and B shall also apply to M * .
For the remainder of the paper, we shall simplify our notation by letting
Reduction to 3-Connected Matroids
In this section, we show that M must be 3-connected.
Proof By contradiction. Suppose M is not 3-connected. Then by [2, Theorem 8.3.1] , M can be written as a 2-sum
. By (2.1), it follows that
Similarly,
We define bases R 1 , R 2 of M 1 and M 2 , respectively, in the following way:
•
We define bases B 1 and B 2 similarly.
Proof It suffices to show that
. We shall use a proof by contradiction.
) has the property (UE). Thus there exists x ∈ R 1 for which cc * M ′ 1 (x, R 1 , B 1 ) = 2. We observe that This gives a contradiction. If
Thus (M, R, B) has the property (UE), This gives a contradiction.
By (A), we have that for i = 1, 2, |R i | and |B i | are not both equal to r(M 1 ) − 1. Thus either
The next assertion eliminates these possibilities.
induces a 3-separation of M . Moreover, this 3-separation corresponds to a 3-sum
According to Claim (2.1), M is a 3-connected. The reader can check that R 10 has the property (UE) for any pair of bases. Thus M ≃ R 10 . By Theorem 3.1, we can express M as a 3-sum
where M 1 is either graphic or cographic, and |E(M i )| ≥ 9, i = 1, 2. Thus we have:
The matroid M can be written as a 3-sum M = M 1 ⊕ 3 M 2 where M 1 is either graphic or cographic and |E(M i )| ≥ 9, i = 1, 2.
The Bases
Then M 1 and M 2 intersect in a common 3-circuit which we denote by T (M 1 , M 2 ). We shall denote the elements of
, and
of M i in the following way:
, where e and f are two arbitrarily chosen elements of T (M 1 , M 2 ) .
We define bases B i (M 1 , M 2 ), i = 1, 2 in a similar way, by replacing R i with B i in the above definition. For the remainder of the paper, when the pair of matroids (M 1 , M 2 ) is implicit, we shall shorten our notation by letting
Some properties of
We observe that by the definition of R i , for any e ∈ R i ∩ T there is a circuit C ⊆ R 3−i ∪ {e} in M 3−i containing e; in fact, C = C M 3−i (e, R 3−i ). A similar observation applies to e ∈ B i ∩ T.
To begin with, we shall need the following lemma. Its proof is straightforward and we shall omit it.
Lemma
Let e ∈ R i for some i ∈ {1, 2}. Then either
Proof By symmetry, we need only prove the assertion when i = 1. Suppose
) has the property (UE). Thus there exists e ∈ R 2 such that cc *
Now we can repeat the previous argument with M 1 in place of M 2 to get a contradiction. Claim 3.5 Suppose for some i ∈ {1, 2} there exists e ∈ R i \ B i such that cc *
For i = 1, 2 we have the following:
Proof By symmetry, it suffices to prove the lemma for i = 1. We observe that R 1 is coindependent in M 1 since R is both a base and cobase in M. Suppose R 1 contains a cocircuit C * . Then C * ⊆ R 1 , and hence C * ∩ T = Ø. Consequently, |C * ∩ T | = 2 and thus
Thus we may choose e, f ∈ T such that e, f ∈ B 1 ∩ T. Redefining R 1 as
To prove (ii), suppose that M 1 is either graphic or cographic and R 1 is not coindependent.
This contradicts Claim 3.2. Thus R 1 is coindependent. This proves (ii).
R, B-Complementary Pairs
Suppose (M 1 , M 2 ) is an ordered pair of regular matroids where
. In this section, we shall introduce some notation and a few basic observations regarding R, B-complementary pairs. Throughout, we shall assume that (M 1 , M 2 ) is an R, B-complementary pair where
To facilitate these definitions, we shall use two permutations α = (1 2 3) and
For i, j ∈ {1, 2, 3}, we let
Normally when the pair (M 1 , M 2 ) is implicit, we shall drop it from our notation. For example, we shall just write
Lemma
We have the following basic lemma:
Proof We observe that C i △C j △T ⊆ B 2 ∪ {e k } and C i △C j △T is either a circuit or a disjoint union of circuits which contains e k . Since B 2 ∪ {e k } contains a unique circuit which is C k , it must be that
However, B 2 is coindependent (and contains no cocircuits) and thus it must be that (
Restrictions on cc * ij for R, B-Complementary Pairs
A vital part of the proof of Theorem 1.1 is showing that for an R, B-complementary (M 1 , M 2 ), the numbers cc * ij (M 1 , M 2 ) must satisfy certain inequalities. Before we do this, we shall need the following lemma:
is an R, B-complementary pair. Then we have the following:
we can (by definition) choose any two elements of T to be elements of
has the property (UE). Thus there exists
(e 2 ) = 2 iff cc * 22 = 2. Thus (i) holds. Similarly, when R 2 = R 2 ∪ {e 1 , e 3 } we see that (ii) holds, and when R 2 = R 2 ∪ {e 2 , e 3 }, (iii) holds.
Suppose Figure 2 . Let R ′ and B ′ be as defined above. As before, we have that cc * M ′ (g i , R ′ , B ′ ) = 2 for some i ∈ {1, 2, 3}. This in turn implies that either cc * 11 = 2, or cc * 31 = 0, or cc * 33 = 2. Thus (v) holds. Likewise, if we replace
, then one can show that(vi) holds, and if we replace
Using similar arguments as before, we obtain:
, one can show that (ix) holds using similar reasoning.
Suppose that |E(M 1 )| > 11. In this case, we replace
, and B ′ = {e 4 , e 5 , e 6 } ∪ B 2 . Then R ′ and B ′ are seen to be bases of
By Lemma 4.3, it follows that cc * M ′ (g i ) = 2 for some i ∈ {1, 2, 3, 4, 5}. We observe that {g 3 , e 5 , e 6 } ⊆ CC * M ′ (g 3 ), and thus cc * M ′ (g 3 ) ≥ 3. We also have {g 4 , e 4 , e 5 } ⊆ CC * M ′ (g 4 ), and thus cc * M ′ (g 4 ) ≥ 3. Thus cc M ′ (g i ) = 2 for some i ∈ {1, 2, 5}. By straightforward calculations we see that cc
) and performing similar calculations, one also sees that (xi) holds. 
The Graphic Case
By Claim 3.1, M can be written as a 3-sum M = M 1 ⊕ M 2 , where M 1 is graphic or cographic, and |E(M i )| ≥ 9, i = 1, 2. In this section, we shall assume that M 1 is graphic and M 1 = M (G). Our goal in this section, and the biggest task in this paper is to show that G is a specific graph and R 1 and B 1 are specific bases. We shall show that G ≃ G 1 3 and R 1 and B 1 are specific bases as illustrated in Figure 3 (where g 1 , g 2 , g 3 , g 4 represent the elements of R 1 and e 4 , e 5 represent the elements of B 1 ).
Let
We define the following subgraphs of G:
e 2 v 3 e 3 v 1 be the triangle of G corresponding to T. For i = 1, 2, 3 let H R (i) be the component of H R containing v i and let H B (i) be the component of H B containing v i . We note that G R and G B are spanning trees of G.
or (ii) G R is the union of three paths P 1 , P 2 , P 3 which meet only at a vertex v ∈ {v 1 , v 2 , v 3 } where P i , i = 1, 2, 3 is a path from v to v i .
Proof Let u be a pendant vertex of G R ; it has at least two since it is a tree. Let e be the pendant edge of G R incident with u. Then it is seen that cc *
However, this contradicts Claim 3.2. Thus u ∈ {v 1 , v 2 , v 3 }, and consequently any pendant vertex in G R must belong to {v 1 , v 2 , v 3 }. From this, we conclude that G R has at most three vertices of degree one. Now it is seen that either (i) or (ii) must hold for G R .
) has the property (UE) and hence there exists e ∈ R 2 for which cc *
2 ) has the property (UE), and noting that R 2 ∩ B 2 contains at most one element (otherwise,
and cc * M 2 (e ′ ) = 2. This demonstrates that we may assume that e ∈ R 2 \ B 2 and cc * M 2 (e) = 2. If for some i ∈ {1, 2, 3} the vertex v i is a pendant vertex of G R , then we let
denote the pendant edge incident with v i . For such an edge f i we have that cc *
The Three Paths Case
In this section, we shall that G R is a spanning path of G. By Claim 5.1, we need only show that G R is not the union of three disjoint paths P 1 , P 2 , P 3 which meet at a vertex v (as specified in Claim 5.1 (ii)).
Claim 5.2 G R is not the union of three paths.
Proof Suppose to the contrary that such three paths as described above exist. Then v = v 1 , v 2 , v 3 and we may assume that for i = 1, 2, 3 the path P i terminates at v i . Then each vertex v i , i = 1, 2, 3 is a pendant vertex of G R . See Figure 4 . We see that R 1 contains no edges of T , and thus H R = G R and
We shall first show that |B 1 | = r(M 1 ) − 2. Suppose to the contrary that Figure 4 : G R a union of three paths P 1 , P 2 , and P 3 .
and without loss of generality, we may assume e 2 = v 2 v 3 ∈ B 1 . Then H B = G B \{e 2 } and given that G B is a spanning tree, H B has two components which are H B (2) and H B (3). In particular, H B (1) = H B (i) for some i ∈ {2, 3}. Without loss of generality, we may assume H B (1) = H B (2) . Then e 1 ∈ cl M 1 (B 1 ), and hence e 1 ∈ B 2 (by definition). Let R 2 = R 2 ∪ {e 1 , e 2 }. Recall that the element e is such that e ∈ R 2 \ B 2 and cc M 2 (e) = 2. Since |R 2 | = r(M 2 ) − 2, Claim 3.5 implies that e ∈ T. Thus e = e 2 , and cc M 2 (e 2 ) = 2. In addition, 
Consequently, cc * M (f 2 ) = cc * 11 . By Claim 4.1 (ii), either cc * 11 = 2 or cc * 32 = 2. If cc * 11 = 2, then cc * M (f 1 ) = 2, a contradiction. Therefore we have cc * 32 = 2 and cc * 11 ≥ 4. By Lemma 4.2, Lemma 4.2) , it follows from the fact that |CC 23 ∩ (C * 1 △C * 3 )| ≥ 1 and
This gives a contradiction, since cc * 32 = 2.
The Path Case
In this section, we shall assume M 1 is graphic and G R is a path, as specified by Claim 5.1 (ii).
Without loss of generality, we shall assume that the path has endvertices v 1 and v 3 (where v 2 is an internal vertex). Then v 1 and v 3 are pendant vertices of G R . We observe that G R contains at most one edge of T, possibly e 1 or e 2 . As such,
Proof Recall e ∈ R 2 \ B 2 is such that cc * M 2 (e) = 2. The proof is divided into four parts.
Furthermore, e is the unique element of M 2 for which cc * M 2 (e) = 2.
Proof Assume |R 1 | = r(M 1 ) − 1 (and |R 2 | = r(M 2 ) − 1). Thus e 1 ∈ R 1 or e 2 ∈ R 1 , but not both. Without loss of generaltiy, we may assume e 2 ∈ R 1 (and e 1 , e 3 ∈ R 1 ). Then f 3 = e 2 . Moreover, G R \{v 3 } is a path from v 1 to v 2 . Thus e 1 ∈ cl M 1 (R 1 ) and e 1 ∈ R 2 (by definition of R 2 ). This also means that R 2 ∩ T = {e 1 }. We shall show by contradiction that e = e 1 . Suppose e = e 1 . Then e ∈ R 2 . By Claim 3.2, it follows that C M 2 (e) ∩ T = Ø and c *
Thus equality holds throughout and
Furthermore, it is seen that cc * M (e ′ ) = 2. This gives a contradiction. Suppose C M 2 (e) ∩ T = {e 2 }. Then e 2 ∈ B 2 and hence e 2 ∈ cl M 1 (B 1 ) (by definition of B 2 ). Thus C M 1 (e 2 )∩T = {e 2 }. We also have C * M 1 (e 2 )∩T = {e 2 , e 3 } and C * M 2 (e)∩T = {e 2 , e 3 } (since
Suppose C M 2 (e) ∩ T = {e 3 }. Then e 3 ∈ B 2 and hence e 3 ∈ cl M 1 (B 1 ). This implies that
(e 2 )| = 2. So the above now implies that cc * M (e) = 2, a contradiction. We conclude that e = e 1 .
. Then e ∈ {e 1 , e 2 } by (A) . It suffices to show that if e = e 1 , then C M 2 (e) ∩ T = {e 1 }. Suppose to the contrary e = e 1 and C M 2 (e) ∩ T = {e 1 }. Then e 1 ∈ cl M 1 (R 1 ) and hence e 1 ∈ R 1 . Given e 3 ∈ R 1 and
, and hence e 1 ∈ B 1 . This in turn implies that 2)) and hence v ′ 1 ∈ V (H B (3)). In particular, this means
contains no edges of ∂ G (v 3 ); otherwise, H B contains a path between v 2 and v 3 , contradicting the fact H B (2) = H B (3). This together with the fact that C * 3) ). See Figure 5 (i). We shall exchange M 1 for the graphic matroid M ′ 1 = M (G ′ ) where G ′ is the graph given in Figure 5 (ii). Let R ′ = R 2 ∪ {g 1 , g 2 } and B ′ = B 2 ∪ {e 4 }. Then R ′ and B ′ are seen to be bases of
) has the property (UE). There exists e ′ ∈ R ′ such that cc * M ′ (e ′ ) = 2. By Lemma 4.3 e ′ ∈ {g 1 , g 2 }. If e ′ = g 1 , then it is seen that cc * M (f 1 ) = cc * M ′ (g 1 ) = 2, a contradiction. Thus e ′ = g 2 and cc * M ′ (g 2 ) = 2. Since |B 2 | = r(M 2 ), we have that e 2 ∈ cl M 2 (B 2 ), and hence
(e 1 ) = 2 (by assumption) and
This yields a contradiction. We conclude that C M 2 (e 1 )∩ T = {e 1 }. (ii) G'
Figure 5
Proof By contradiction. Suppose |R 1 | = r(M 1 ). Then |R 1 | = r(M 1 )−1 and |R 2 | = r(M 2 )−1. By (A), e ∈ {e 1 , e 2 }. Without loss of generality, we may assume e = e 1 . Then e 1 ∈ R 1 . Consequently, e 2 ∈ R 1 and e 2 ∈ cl M 2 (R 2 ). By (B), C M 2 (e 1 ) ∩ T = {e 1 }. Thus e 1 ∈ cl M 2 (B 2 ) and e 1 ∈ B 1 . In the remainder of the proof, we shall examine the two possibilities for
Then e 2 ∈ B 2 and hence e 2 ∈ cl M 1 (B 1 ) (and e 2 ∈ B 1 ). Then H B (2) = H B (3) . Now e 1 , e 2 ∈ B 1 and hence e 3 ∈ B 1 and
△T and e 2 ∈ cl M 2 (B 2 ). This means that e 2 ∈ B 1 and hence e 2 ∈ R 1 ∩ B 1 . Since e 3 ∈ B 2 , it follows that e 3 ∈ cl M 1 (B 1 ). 2)) and hence
(e 1 ) = 2, it follows that CC * M 2 (e 1 ) = {e 1 , e 3 } and hence
(f 1 ) = 2, yielding a contradiction. From the above cases, we conclude that |R 1 | = r(M 1 ).
Suppose first that e 1 ∈ B 2 (and e 2 , e 3 ∈ B 2 ). Then e 1 ∈ cl M 1 (B 1 ), and
Since |R 2 | = r(M 2 ) − 2, it follows from Claim 3.5 that e ∈ T. Since e 1 ∈ B 2 , it follows that e = e 1 and hence e = e 2 . Thus cc * M 2 (e 2 ) = 2. Since |B 1 | = r(M 1 ) − 1, it follows that either e 2 ∈ B 1 , or e 3 ∈ B 1 (noting that e 1 ∈ B 1 since e 1 ∈ B 2 ). Suppose e 2 ∈ B 1 . Then e 2 ∈ cl M 2 (B 2 ) and hence
(e 2 ) = 2). We conclude that e 2 ∈ B 1 , and hence e 3 ∈ B 1 . Then e 3 ∈ cl M 2 (B 2 ) and C M 2 (e 3 ) ∩ T = {e 3 }. Given that e 1 ∈ B 2 , it follows that C M 2 (e 2 ) ∩ T = {e 1 , e 2 }. Thus we have
(e 2 ) ∩ T. This contradicts Claim 3.3. We conclude that e 1 ∈ B 2 . By interchanging the roles of e 1 and e 2 , one can show by similar arguments that e 2 ∈ B 2 .
Finally, we suppose e 3 ∈ B 2 (and e 1 , e 2 ∈ B 2 ). Then e 3 ∈ cl M 1 (B 1 ) and hence e 3 ∈ B 1 . We also observe that H B (1) = H B (3) = H B (2). Since |B 1 | = r(M 1 ) − 1, either e 1 ∈ B 1 or e 2 ∈ B 1 , but not both. Without loss of generality, we may assume e 1 ∈ B 1 . Then e 1 ∈ cl M 2 (B 2 ) and
By Claim 3.5, e ∈ {e 1 , e 2 }. Suppose e = e 1 .
(e 1 ) = 2). Thus e = e 2 . Now it is seen that C M 2 (e 2 ) = C M 2 (e 1 )△T and C M 2 (e 2 ) ∩ T = {e 2 , e 3 }. Now we have
(e 2 ) ∩ T. This contradicts Claim 3.3. From the above, we conclude that |B 2 | = r(M 2 ) and hence 
Proof The proof of the claim is divided into three parts. 
(f 1 ) − 1 + cc * 13 − 1 = cc * 13 . Thus if cc * 13 = 2, then c M (f 1 ) = 2, giving a contradiction. Therefore cc * 13 = 2, and hence cc * 13 ≥ 4 and cc (2)) and thus v ′ 1 ∈ V (H B (3)).
be the edges of G R incident with v ′ 1 and v ′ 3 , respectively, where 
Proof By symmetry, it suffices to show that if (1))). See Figure  6 . Then |R 1 | ≥ 5, |B 1 | ≥ 3, and consequently |E(M 1 )| ≥ 11. Now by Claim 4.1 (vi), either cc * 33 = 2 or cc * 23 = 0 or cc * 22 = 2. We note that (2) H B (1) (2) H B (1) 
f ′ 3 in place of f ′ 1 shows that cc * 12 = 0. With this, we reach a contradiction. Therefore, it must hold that |E(M 1 )| = 9 and hence |R 1 | = 4, and
This completes the proof of Claim 5.4.
M 1 Graphic: Summary
Using Claims 5.1, 5.2, and 5.4, we obtain a unique description of M 1 in the graphic case. (ii) H R = G R and H R is a spanning path of G having endvertices v i and v j , for some i, j ∈ {1, 2, 3}.
Restrictions on cc
We can assume that the edges of G have the same labelling as G 1 3 in Figure  3 and B 1 = {e 4 , e 5 }, R 1 = {g 1 , g 2 , g 3 , g 4 }. By Claim 5.5 (i), (M 1 , M 2 ) is a R,B-complementary pair. Our aim is to show that the cc * ij 's must satisfy certain inequalities for various pairs i, j.
The Cographic Case
In this section, we shall deal with the case where
. We shall first show using a duality argument that if T is a trivial 3-edge cut of G, then G ≃ K 3 3 . To begin with, G R , G B , H R , and H B shall be as defined in Section 5. Suppose that T is a trivial 3-edge cut of G; that is, the edges of T are incident with a vertex, say v, where e i = v i v, i = 1, 2, 3. Let G ′ be the graph obtained from G by replacing T with by a 3-
and let T ′ be the triad created in the ∆-Y exchange. Then T ′ is a triangle of (M ′ 2 ) * . Now by a suitable permutation of e ′ 1 , e ′ 2 , e ′ 3 and taking the 3-sum across T ′ , we obtain that
Since M is a minimum counterexample, we also see (by Lemma 1.4) that M * is a minimum counterexample and the triple (M * , R, B) does not have the property (UE). Thus the properties established for M, R and B apply equally well to M * , R and B. Consequently, we may apply Claim 5.5 to M * with (M ′ i ) * , i = 1, 2 and G ′ in place of M i , i = 1, 2 and G. By doing this, we obtain that |R 1 | = 4, |B 1 | = 2, H R is a spanning path of G ′ , H B consists of two nonadjacent edges, and
Thus we have the following:
and T is a trivial 3-edge cut of G. Then the following hold:
(ii) H R = G R , and H R is a path of G having endvertices v i and v j , for some i, j ∈ {1, 2, 3}.
To deal the case where T is not a trivial 3-edge cut, we shall show that M 1 is graphic, and hence the structure of M 1 is given by Claim 5.5. In other words, if M 1 is cographic but not graphic, then T is a trivial 3-edge cut. Claim 6.2 Suppose M 1 is cographic but not graphic and let M 1 = M * (G). Then T is a trivial 3-edge cut of G and (i)-(iv) of Claim 6.1 hold.
Proof Suppose to the contrary that T is a non-trivial 3-edge cut of G where T = ∂ G (X), |X| ≥ 2, and |V (G)\X| ≥ 2. Given that M is 3-connected, no two edges of T are incident.
It is straightforward to show that M can be expressed as a 3-sum
, and the edges of R 1 ∩ E(G 1 ) induce a spanning path of G 1 having four edges. Suppose |E(G ′ 2 )| ≥ 9 as well. By similar reasoning, we have that G ′ 2 ≃ G 2 3 , and the edges of R 1 ∩ E(G 2 ) induced a spanning path with four edges. Then |R 1 | = 8. However, since G is seen to have 10 vertices and 15 edges, we obtain that r(M 1 ) = 15 − 9 = 6. This is contradicted by |R 1 | = 8. We conclude that |E(G ′ i )| ≥ 9 for at most one i ∈ {1, 2}. Suppose |E(G ′ i )| ≥ 9 for some i ∈ {1, 2}. We may assume that this holds for i = 1. From the above discussion we have that G ′ 1 ≃ G 2 3 and the edges of R 1 ∩ E(G 1 ) induce a spanning path of G 1 . Now we must have that |E(G ′ 2 )| ≤ 8 and hence |E(G 2 )| ≤ 5. From this it follows that
Let e be the (unique) edge of R 1 in G 2 . Then e must be incident with both vertices of V (G 2 )\{v 1 , v 2 , v 3 } and it is easy to see that cc * M (e) = 2. This yields a contradiction. Suppose
, then for the (unique) edge e of R 1 in G 2 we again have cc * M (e) = 2. Thus we must have |R 1 ∩ E(G 2 )| = 2 and hence |E(G 2 )| = 5 also. Let R 1 ∩ E(G 2 ) = {e, f }. Now both edges e and f are pendant edges of G R and as such, we have cc *
(e) ∩ T = Ø and this contradicts Claim 3.2. From the above, we see that |V (G 2 )| = 3 and r(M 1 ) = 9 + |E(G 2 )| − 7 = |E(G 2 )| + 2 ≤ 5. If |E(G 2 )| = 3, then r(M 1 ) = 5 and G 2 is a triangle containing exactly one edge of R 1 , say e. We now see that e is a pendant edge of G R and hence cc * From the above, we conclude that |E(G ′ i )| ≤ 8, i = 1, 2. Now we shall show that M 1 must also be graphic, yielding a final contradiction. Suppose to the contrary that M 1 is not graphic. Then it contains M * (K 3,3 ) as a minor. Thus G contains K 3,3 is a minor. Since K 3,3 is cyclically 4-edge connected (no non-trivial 3-edge cuts), it follows that K 3,3 is either a minor of G ′ 1 or G ′ 2 . This yields a contradiction since |E(G ′ i )| ≤ 8. Thus M 1 is graphic.
Final Steps: Part I
In this section and the one to follow, we shall complete the proof of the main theorem. From Seymour's decomposition theorem for regular matroids (Theorem 3.1), we know that M can be built up by taking 3-sums of graphic and cographic matroids, each such matroid (or "piece") being "glued" onto the previous contruction. The pieces in the construction form a tree-like structure. Up to this point, we have determined what the outermost pieces of the construction look like -they are either isomorphic to M (G 1 3 ) or M * (G 2 3 ), depending on whether the matroid 
Proof We shall use induction on |E(M )|. If M is graphic or cographic, then the lemma is seen to be true by taking N = M and L = Ø. Suppose now that M is neither graphic nor cographic. By Theorem 3.1, M can be written as a 3-sum M = L ⊕ 3 M ′ where |E(L)| ≥ 9 and L is graphic or cographic. We may assume that L is a leaf of M. Strictly speaking, M ′ may not be 3-connected given that the elements of the triangle E(L) ∩ E(M ′ ) may have parallel elements. To avoid overcomplicating the proof, we shall assume that M ′ is 3-connected; in the case where it is not, one considers si(M ′ ), the simplification of M ′ . If M ′ is graphic or cographic, then taking N = M ′ and L = {L}, (i) is seen to hold. Therefore, we may assume that M ′ is neither graphic nor cographic. We also have that M ′ ≃ R 10 , given that R 10 is a splitter for regular matroids. Since |E(M ′ )| < |E(M )| and M ′ ≃ R 10 it follows by our assumptions that there exists a regular matroid N ′ and a (possibly empty) disjoint collection of leaves
We shall choose L ′ to be a minimum such collection.
Thus |L ′′ | < 9 and hence L ′′ is both graphic and cographic. This in turn means that L ′ is both graphic and cographic. However, since N ′ is either graphic or cographic, it is seen that
Suppose (ii ′ ) holds. In consideration of the arguments above, we may assume that
(ii) is seen to hold. In each case, the lemma is seen to hold for M , and the proof follows by induction.
We shall now apply the above lemma to the counterexample M . Let L ⊆ L(M ) (possibly empty) and let N be as described in the previous lemma. Claims 5.5, 6.1, and 6.2 
. Among all such pairs N, L, we may assume that |L| is minimum. In this section and the ones to follow, we shall assume that (ii) holds in Lemma 7.1; the proof in the case where (i) holds is implied by the arguments we shall use.
Suppose L⊕ 3 N 1 is graphic or cographic for some L ∈ L. If L\{L} = Ø, then we can replace Claims 5.5, 6.1, and 6.2 imply 
We may assume that the elements of T L are labeled in such a way that the edges e Lj , j = 1, 2, 3 correspond to the edges e j , j = 1, 2, 3 in G 1 3 or G 2 3 , depending on whether
e M3 e L1 e L2 e L3 L Figure 8 : The matroids L, N 1 , and N 2 .
We shall define bases R N and We shall now define bases R N 1 and
We shall express our notation more compactly by using the following:
Thus for all L ∈ L and i ∈ {1, 2, 3} it is evident that C Li ∈ C(N ) and C * Li ∈ C * (N ). Therefore, we can write C Li as the symmetric difference C Li = C 1 Li △C 2 Li where C 1 Li ∈ C(N 1 ) and C 2 Li ∈ C(N 2 )∪{Ø}. Similarly, for i = 1, 2, 3, we can write C * Li as C * Li = C 1 * Li △C 2 * Li where C 1 * Li ∈ C * (N 1 ) and C 2 * Li ∈ C * (N 2 ) ∪ {Ø}. As a consequence of Lemma 4.2, we have the following lemma whose straightforward proof is left to the reader:
Final Steps: Part II
To complete the proof of the main theorem, we shall show that (M 1 , M 2 ) is a pair of matroids having the desired properties as described in Part I. Although the matroid N 1 is either graphic nor cographic, we may assume that N 1 is cographic. To see this, suppose that N 1 is graphic and
* is cographic and (L ′ ) * is graphic for all L ∈ L. Now given that M * is also a minimum counterexample with the same properties as M, it is clear that the same arguments we apply to M in the case where N 1 is cographic could be applied to M * where (N ′ 1 ) * is cographic. Because of this, we need only consider the case when N 1 is cographic.
Suppose
In Appendix A, we show that one may assume that there is an L ∈ L such that T L is a trivial 3-cutset of G; that is, T L is the set of edges incident with a vertex, say v L , in G.
Recall that
Li corresponds to the edges of a cycle of G and the circuit C 1 Li corresponds to the edges of a cocycle. Given that Lemma 7.2) , it is straightforward to show that for all i < j, C 1 * Li ∩ C 1 * Lj corresponds to a path in G having v L as one terminal vertex. Thus (C 1 * Li ∩ C 1 * Lj )\T L corresponds to the edge set of a path which we denote by P ij (noting that P ij = P ji ). The paths P ij , i < j are seen to be internally vertex-disjoint but meet at a single common vertex denoted by v. The vertices v L1 , v L2 , v L3 are terminal vertices of the paths P 13 , P 12 , and P 23 , respectively. See Figure 9. Since B N 1 is a base of N 1 = M * (G), it follows that E(G)\ B N 1 is the edge set of a spanning tree of G (which contains T L ). Thus G\( B N 1 ∪T L ) has four components, one of which is v L and the other three which contain v L1 , v L2 , and v L3 , respectively For i = 1, 2, 3, let V Li be the set of vertices of the component of
where v i ∈ V, and v i ∈ V (G)\V. As mentioned before, L is graphic and hence L ≃ M (G 1 2 ) (by Claim 5.5). Now Claim 5.6 (ix), (x), and (xi) apply to the pair (L, L) and we have the following equations: C L1 ∩ CC * * L13 = {e L1 } and |C L1 ∩ CC * * L12 | = |C L1 ∩ CC * * L23 | = 1. Furthermore, we also have C L2 ∩ CC * * L12 = {e L2 }, |C L2 ∩ CC * * L13 | = |C L2 ∩ CC * * L23 | = 1, and |C L3 ∩ CC * * L12 | = |C L3 ∩ CC * * L13 | = 1. We shall exploit the above equations in the subproofs below.
Proof By contradiction. Suppose v ∈ V. Then any path P ij which intersects T = {e M 1 , e M 2 , e M 3 } does so in exactly two edges. Hence at most one such path intersects T, and at least one of the paths P 12 or P 13 is contained in G(V ). Without loss of generality, we may assume that
, it must be that v ∈ V L1 . Now we have that v ∈ V L1 ∩ V L2 , contradicting the fact that V L1 and V L2 are disjoint. We conclude that v ∈ V (G)\V.
Since v ∈ V (G)\V (by (A)), the paths P ij , i < j each contain distinct edges of T. By reindexing if necessary, we may assume that e M 1 ∈ E(P 13 ), e M 2 ∈ E(P 12 ), e M 3 ∈ E(P 23 ). See Figure 9 .
Proof Since C L1 ∩CC * * L13 = {e L1 } (by the above equations) we have that
We shall show that v 3 ∈ V L3 . Suppose to the contrary that Figure 9
Proof Suppose v 1 ∈ V L1 . Then e M 1 ∈ C 1 L1 = ∂ G (V L1 ). However, since |C L1 ∩CC * * L13 | = {e L1 }, it follows that |C 1 L1 ∩ E(P 13 )| = 0. This implies that V (P 13 ) ⊆ V L1 and in particular, v ∈ V L1 . Since C L2 ∩ CC * * L12 = {e L2 }, it follows by similar reasoning that if v 2 ∈ V L2 , then v ∈ V L2 . Suppose v 3 ∈ V L3 but v ∈ V L3 . Then e M 3 ∈ C 1 L3 and C L3 = C 1 L3 = ∂ G (V L3 ). Since |C L3 ∩ CC * * L12 | = 1, it follows that C 1 L3 ∩ E(P 12 ) = Ø. This in turn implies that v 2 ∈ V L3 ; for otherwise, it is seen that |C 1 L3 ∩ E(P 12 )\{e M 2 }| ≥ 2 and hence |C L3 ∩ CC * * L12 | ≥ 2 (a contradiction). Also, since |C L3 ∩ CC * * L13 | = 1, we obtain that v 1 ∈ V L3 by similar reasoning. Now v i ∈ V L3 , i = 1, 2, 3 and it follows that V L1 ∪ V L2 ⊂ V and hence v ∈ V L1 ∪ V L2 . Thus it must be that v ∈ V L3 , a contradiction. We conclude that if v 3 ∈ V L3 , then v ∈ V L3 .
(D) v i ∈ V Li for at most one i ∈ {1, 2, 3}.
Proof Since the sets V Li , i = 1, 2, 3 are pairwise-disjoint, v belongs to at most one of these sets. Now it follows from (C) that v i ∈ V Li for at most one i ∈ {1, 2, 3}.
(E) (M 1 , M 2 ) is an R, B complementary pair.
Proof By (D), v i ∈ V Li for at most one i ∈ {1, 2, 3}. Thus there exist distinct i, j ∈ {1, 2, 3} such that v i ∈ V Li and v j ∈ V Lj . This implies that e M i , e M j ∈ B N 1 and |B 1 | = r(M 1 ) − 2 Furthermore, since e M 1 ∈ E(P 13 ), e M 2 ∈ E(P 12 ) and e M 3 ∈ E(P 23 ), it follows that e M 1 , e M 2 , e M 3 ∈ R N 1 and |R 1 | = r(M 1 ). Thus (M 1 , M 2 ) is seen to be an R, B-complementary pair.
For all i, j ∈ {1, 2, 3}, let CC * ij = CC * ij (M 1 , M 2 ) and cc * ij = cc * ij (M 1 , M 2 ). We shall now use (A)-(E) to show that (M 1 , M 2 ) is the desired R, B-complementary pair. If v i ∈ V Li for i = 1, 2, 3, then e M i ∈ C 1 Li = ∂ G (V Li ), i = 1, 2, 3 (since v i ∈ V Li , i = 1, 2, 3 by (B)). However, this would mean that e M i ∈ B N 1 , i = 1, 2, 3, which is impossible. Thus v i ∈ V Li for some i ∈ {1, 2, 3}.
Suppose v 1 ∈ V L1 . Then (C) implies that v ∈ V L1 and hence v ∈ V L2 ∪ V L3 . Now by (D), it follows that v 2 ∈ V L2 and v 3 ∈ V L3 . This means that V L2 ∪ V L3 ⊂ V and hence V (G)\V ⊂ V L1 . Since C L2 ∩ CC * * L12 = {e L2 }, it follows that C 1 L2 ∩ (E(P 12 )\{e M 2 }) = Ø and V (P 12 ) ∩ V ⊆ V L2 . Similarly, since C L1 ∩ CC * L13 * = {e L1 }, it follows that C 1 L1 ∩ (E(P 13 )\{e M 2 }) = Ø and hence V (P 13 ) ∩ V ⊆ V L1 . Since |C L1 ∩ CC * * L23 | = |C L2 ∩ CC * * L23 | = 1, the set V (P 23 ) ∩ V contains no vertices of V L1 ∪ V L2 and consequently, V (P 23 ) ∩ V ⊆ V L3 . Now it is seen that CC * L33 = (CC * 33 \{e M 3 }) ∪ {e L3 }, and cc * L33 = cc * 33 . Furthermore, we also see that cc * L23 = cc * 23 , cc * L12 = cc * 12 , and cc * L32 = cc * 32 . Thus (M 1 , M 2 ) is the desired R, B-complementary pair. To finish the proof, since |E(M 1 )| > 9, Claim 4.1 (viii) implies that either cc * 33 = 2 or cc * 23 = 0 or cc * 12 = 0 or cc * 32 = 2. Thus either cc * L33 = 2 or cc * L23 = 0 or cc * L12 = 0 or cc * L32 = 2. This means that one of the inequalities in Claim 5.6 (i)-(iv) does not hold for the pair (L, L) and we arrive at a contradiction.
If instead, v 2 ∈ V L2 , or v 3 ∈ V L3 , then we obtain a contradiction in a similar fashion.
Appendix A
In this section, we shall show that we may pick L ∈ L for which T L is trivial 3-cocycle of G. Proof Suppose to the contrary that there exist L, L ′ ∈ L such that T L and T L ′ cross. Let
Since L ∩ L ′ = Ø, we see that there are no edges between the sets V 1 and V 4 , and there are no edges between V 2 and V 3 . Thus T L ∪T L ′ = ∂ G (V 1 )∪∂ G (V 4 ) = ∂ G (V 2 )∪∂ G (V 3 ). Since |L∪L ′ | = 6, we also see that |∂ G (V i )| = 2 for some i ∈ {1, 2, 3, 4}, and we may assume that
Since R N 1 contains no cocycles of G, we have that ∂ G (V i ) ⊂ R N 1 , i = 1, 2, 3, 4. If ∂ G (V 1 )∩A = Ø, then ∂ G (V 4 ) = A, which is not possible. Thus |∂ G (V 1 ) ∩ A| = 1 and we may assume that ∂ G (V 1 ) ∩ A = {e L } where e L is incident with vertices in V 1 and V 3 . Now we see that e L ′ , e ′ L ′ ∈ ∂ G (V 3 ), and given that e L ∈ ∂ G (V 3 ) and ∂ G (V 3 ) ⊆ A, it must be that |∂ G (V 3 )| = 4 and |∂ G (V 2 )| = 2. It is seen that {e L ′ , e ′ L ′ , e ′ L } ⊂ ∂ G (V 4 ) and hence |∂ G (V 3 )| = |∂ G (V 4 )| = 4. However, this would mean that |T L | = |∂ G (V )| = 2, yielding a contradiction. Thus T L and T L ′ do not cross.
For L ∈ L we say that a set U ∈ {V L , V L } is minimal if V L ′ ⊂ U and V L ′ ⊂ U for all L ′ ∈ L\{L}. We say that L is minimal if either V L or V L is minimal. Given that no two cutsets T L , L ∈ L cross (by the previous claim), it follows that that there exists L ∈ L which is minimal. Without loss of generality, we may assume that V L is minimal. If T = ∂ G (V ) and T L cross, then one can show that there is a cutset {e, f } of G where e ∈ T and f ∈ T L . Furthermore, such a cutset must be trivial since M is 3-connected. We can un-cross T and T L by exchanging e and f ; that is, let T ′ = (T \{e}) ∪ {f } and T ′ L = (T L \{f }) ∪ {e}. Then T ′ and T ′ L do not cross. In addition, T ′ L does not cross any of the cutsets T L ′ , L ′ ∈ L\{L} and it is seen to be minimal. Thus we may assume that T L and T do not cross. We may also assume that V L ⊂ V ; otherwise, if V ⊂ V L , then one could easily find a minimal L ′ ∈ L for which either V L ′ ⊂ V and V L ′ is minimal, or V L ′ ⊂ V and V L ′ is minimal. Then one could simply switch the roles of V and V and use L ′ in place of L.
Let e Li = u Li v Li , i = 1, 2, 3 where u Li ∈ V L and v Li ∈ V L . Let G R = G ( R N 1 ) , G B = G ( B N 1 ) , H R = G R \T, and H B = G B \T.
