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PREFACE
　　　　Thisthesis deals with theoretical　studies　on　the　adaptive　arrays
toward their wider applications.　The efficient Ｕti:lization　of　frequency
spectrum　is　one　of　the　recent　important　topics　in　the　field　　of
conununication.　From this viewpoint, the receiving systems are required to
reject the unwanted waves in:ａ　complicated　radio　environment.　　Passive
countermeasi!re such as shielding　～Ｏｒ　uniformly　１０Ｗ　sidelobes　has been
conventiona:Lly used against the interference.　While the　strength,　angle
of arrival and other parameters　of　the　interference　are　-ｎｏt上known‘a
priori,　such an approach must prepare for　all　possibilities, which　may
lead ｔ０unnecessary redundant, expensive system.　0n the　other　hand, an
adaptive array is an ”active” system that suppresses the　unwanted　signal
while maiりtaining the desired signal. We strongly propose applications of
the adaptive array.　In future, it is ｅχpected that the ･adaptive ･array　is




investigated in detail, but the further investigations remain　which　will
make the adaptive arrays applicable to　the　conditions　under　which　the
conventional algorithms have not functioned well.　The　subjects ｡0f　｡our
study toward wider applications of adaptive arrays are as follows:





(3) remedy for degradation of performance in the presence of setting error
　　　in the constraint conditions.
(4) improvement toward broadband adaptation (where the desired signal　and
　　　interferences are broadband signals).
(5) pursuitﾋﾟof the optimum initial values in the optimiza£ion　algoritﾆhms
　　　based on the steepest gradient method.
　　　After survey of the previous works on the adaptive arrays, the concept
of the adaptive array with the directional　constraints　is　described　at
first.　Afterward, the above subjects are examined individually in detail.
Theoretical and numerical analyses give　the　good　understanding on　the
devised and improved adaptive array system in　each　subject,　which　will
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　　　　Recently,an increase of amounts of communication has complicated ・ the
radio environments, so interference among　communications　is　becoming　ａ
serious　problem.　Accordingly,　it　is　expected　that　improvement　　of
characteristics of antennas which play important roles in transmitting and
receiving informative electromagnetic waves will contribute　to　effective
and efficient utilization　of　frequencies.　For　the　transmitters,　the
antennas are desired which intensively radiate waves toward the　receivers
while not emitting them to the unnecessary directions.　For the receivers,
０ｎthe other hand。the antennas are expected to extract only　the　desired
wave from noisy radio environments, and hence applications of ａ nature　of
the antenna as ａ spatial filter (selection　of　incident waves　based　on
directivity of antennas) is given much attention as significant means。
　　　　Asfar as the　receiving　antennas　are　concerned.　they　have　been
designed to increase the gain　of　mainbeam　while　preserving　the　whole
sidelobe levels to be uniformly １０ｗfor the case of no　knowledge　。０ｎ　the
interfering waves.　For this purpose, signal reception　using　an　antenna
array has long been an attractive solution.　It ・is　because　an　antenna
array has many advantages over ａ single antenna in terms of　the　mainbeam
direction, beamwidth, sidelobe level and pattern　null　directions, which
can be　easily control:Led by choosing the phase and amplitude of electrical
excitation of ／each　element　antenna.　As　the　representative　pattern-
synthesized arrays, the Dolph-Chebyshev array［1], Taylor　array［２］(which
is more applicable for continuous　distributions)　and　so　on,　are　well
- １　－
known｡
　　　　Ifthe incident directions of interferences are　fixed,　deterministic
design　procedures　as　mentioned　above　can　be　applicable　to　　reject
interferences by steering nulls toward them.　　工ｎ　general,　however,　the
incident directions and the time of occurrence　of　interferences　may　be
undeterministic.　Therefore, the conventional procedure for　array　design
fails to　reject　interferences　selectively　and　must　prepare　for　all
possibi｡lities. For the purpose, it requires ａ　large　number　of　antenna
elements on the large aperture and　hence　is　inefficient　for　the　more
realistic case where the interferences impinge from specific directions｡
　　　‘Itis the adaptive antenna arrays that have appeared　as　the　systems
more f:Lexibly coping with this problem.　The term,”adaptive”, is used to
describe the　ability　of　ａ　system　to　change　its　characteristics　in
accordance with the condition, especially radio environments　under　which
it is ･operating.　Adaptive arrays are composed of antennas that detect the
signals of interest and　･ａ　real-time　adaptive　signal　processor　which
automatically adjusts the array pattern so that ａ measure　of　quality　of
the array performance is improved. In　addition.　the　advent　of　highly
compact, inexpensive and speedy digital computers has now made it possible
to exploit well-known results ･from statistical　detection　and ｌestimation
theory　and　from　control　theory　to　developト adaptive･array　systems.
Adaptive arrays require the a priori knowledge on the characteristics　of
the desired signal.　Using this knowledge, the adaptive arrays distinguish
the desired signal from the unwanted interferences and noise, and　extract
only the desired signal from the noisy radio environments｡
　　　　Sofar the detailed characteristics of the adaptive arrays　have　been
clarified, but the further investigations　remain　with us　so that　the
adaptive arrays may become applicable to the conditions under　which　they
- ２－
have not functioned well as yet.　In this thesis, we proceed to studies on
the adaptive arrays toward their wider applications｡
　　　　InChapter 2, we first make　survey　of　the　previous　works　on　the
adaptive arrays and grasp the transition of them ,systematically.　　　≒
　　　　InChapter 3, we.introduce the adaptive array　under　the　directional
constraints that will　be　adopted　throughout　・ this　thesis　and　present
derivation of the optimum weights and the algorithms for　controlling　the
weights.　Our method of ａｎａ!ysismakes　use　of　the　well-known　Lagrange
multipliers.　As for　the　optimization　algorithms,　the　asymptotic　and
iterative algorithm based on the steepest gradient method and　the　direct
calculation　algorithm　by　sampled　matriχ　　inversion are　　presented.
Numerical ｅχamples are also shown.｡　　　ヽI
　　　　In,Chapter 4, an adaptive antenna array system with phase-only control
and under the principle of directionally constrained minimization of power
(DCMP) is discussed. A new penalty function is introduced for the　system
in order to take into consideration the protection of the　desired　signal
Whj｡le minimizing the unwanted interference and/or noise.　Because　of　the
analytical limitation, computer　simulation　experiments　･are　extensively
carried out.　The constraint coefficient that is the most important factor
of the　penalty function is especially investigated, and the optimum choice
is given.　］:ｔis also shown that the theoretical　consideration　leads ・to
ｔl!ｅ　same　value.　Finally,　the　quantization　　of　　phase-shifters　　is
attempted｡
　　　　InChapter 5, the adaptive array under the　directionally　constrained
minimization ｡０ｆpower (DCMP) algorithm is improved by injecting a　”pseudo
noise.”］:ｔis effective to protect the desired signal from cancellation or
distortion in　such　cases　, as;　（1）　where　ａ　coherent　interference　is
incident,　or (2) where the desired signal　direction　for　the　constraint
- ３－
contains　some　pointing　error, ０ｒ　（3）　when　the　desired　signal　　is
broadbanded. The optimum amount of pseudo noise tｏ･be　injected　is　also
discussed and its formula is given. We name this system　”tamed　adaptive
antenna array”since its killing capability is somewhat　moderated so　･as
not to hurt the desired signal.　Next, extending the problem　of　pointing
error, we study the effects ６ｆgeneral setting errors　in　the　constraint
conditions.　In practice, if this setting contains some error, the desired
signal will be taken for the unwanted one and hence　become　ａ　target　of
suppression.　To prevent this malfunction, we employ　the　tamed　adaptive
array again and　demonstrate　its　effectiveness　against　such　imperfect
constraint. We consider two examples that cause such effects,　i.e.,　the
mutual coupling and random input errors。
　　　　Chapter6 deals with ａ technique which enables the adaptive　array to
suppress the coherent interferences.　The　conventional　adaptive　arrays
which work under　the　guiding　principles　of　output　minimization　have
difficulties:　If the interference is coherent with the desired signal such
as in ａ multipath environment, the system　tends　to　cancel　the　desired
signal by using the coherent interference, which is also discussed on　the
directionally constrained minimization of power (DCMP) adaptive　array　in
Chapter 5.　:Inthe new technique, the array is　divided　into　sub-arrays,
whose input correlation matrices are adaptively averaged so as to　produce
ａ Toeplitz matrix which would be obtained when the　interference　did　not
correlate with the desired signal.　The averaged matrix is now　free　from
corre:Lation　terms　between　the　desired　signal　and　interference,　and
therefore may be used to derive the optimum weight for the　array　element




numerical examples show how　highly　the　adaptive　array　with　this　new
technique　is　capable　　to　　suppress　　the　　coherent　　and　　incoherent
interferences.　Nextﾆ, this technique is coupled with　the　sampled　matrix
inversion (SM工) algorithm and the transient performance is observed by the
computer simulation｡
　　　　Chapter7 is devoted to introducing an alternative principle of　power
minimization under ａ　correlation　constraint.　Unlike　the　conventional
directional constraints, this new principle sets the constraint　condition
on the cross correlation value between the input desired　signal　and　its
array output.　This principle is applied to　reception　of　the　broadband
desired signal and to countermeasure against the pointing error that is　a
problem peculiar to the conventional directional　constraints.　Numerical
results　show　the　performance　of　the　adaptive　array　with　this　new
principle。
　　　　］:nChapter 8l　the effect of initial weight　values　on　the　transient
characteristics is investigated on three kinds of　adaptive　arrays　under
different principles, i.e., the directionally constrained minimization　of
power (DCMP), the least mean square (LMS) and the maximum　signal-to-noise
ratio　(MSN).　Analysis　and　computer　simulation　demonstrate　how　the
convergence rate is affected by the initial setting.　Afterward, the　best
choice of the initial value is discussed｡
　　　　InChapter 9， summary and conclusions are　described to　declare　the




A SURVEY OF THE PREVIOUS WORKS ON THE ADAPT工VE ARRAYS
　　　According to "IEEE standard definitions　of　terms　for　antennas" in
Ref.[3], adaptive arrays are defined as ”ａsystem having circuit　elements
associated with its radiating elements　such　that　some　of　the　antenna
properties are controlled by the received signal.” Adaptive arrays　derive
from the fields where wave motions are treated, such as retrodirective or
self-phasing　arrays[41，[5], sidelobe　cancellers[6], adaptive　filters
[71，[8], acoustic or　sonar　arrays[･10],[11], and　seismometers[12],[131.
The　functions　of　the　adaptive　arrays　are　classified　into　ａｄａ‘ptive
beamforming and adaptive null steering according　to　their　purposes[14].'
Adaptive beamforming is to automatically steer the mainbeam of　the　array
to the direction of　the　object,　which　is　also　called　auto二focusing･
Adaptive null steering, on the other hand, is to produce the pattern nulls
in the directions of unwanted waves.　Recently,　most　researches　on　the
adaptive arrays concentrate on the latter subject.
　　　The first system of adaptive null steering　is　ａ　sidelobe　canceller
proposed by Howells[6].　This system consists of ａ main, high gain antenna
and several auxiliary antennas as shown in Fig.2.1.　The auxiliary antenna
gains are normally designed to be comparable with the　sidelobe　level　of
the main antenna gain pattern, and the amount　of　desired　target　signal
received by the auxiliaries is negligible compared with the desired signal
in the main antenna.　The purpose of the auxiliary antennas is to　provide
independent replicas of interferences in the sidelobes of the main pattern
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Fig.2.1　Structure of sidelobe canceller
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directions of the interferences in the synthetic pattern｡
　　　Asunderstood from performance of the　sidelobe　canceller,　the　most
significant function of adaptive null steering is to flexibly control　the
amplitudes and　phases　of　the　interferences　in　the　individual　array
elements and synthesize those channel outputs so　that　the　interferences
may be　cancelled　at　the　array　output.　　Therefore,　tapped-delay-line
(transversal) filters with variable gain amplifiers associated　with　each
element are generally used to achieve cancellation of　the　interferences.
which is shown in Fig.2.2.　This system composes the　combined　fi:Lter　in
spatial and time domain by connecting the　filters　with　ｔhe･　array.　　工ｎ
narrowband applications, a phase shifter and an　amplifier　with　variable
gain can be employed in place of ａ tapped-delay-line filter｡
　　　］:ｎthe adaptive array systems, the apriori knowledge　on　the　desired
signal,　1.ｅ・.　thecenter frequency, incident direction, modulation　method
and so ｏｎ。are effectively utilized　for　extracting　the　actual　desired
signal from noisy radio environments.　Learning　the　information　on　the
radio environments, the adaptive array systems change　their　spatial　and
frequency characteristics to match the environments.　Therefore,　they　do
not require in advance the knowledge　about　the　conditions　of　unwanted
noises (interferences　and　isotropic　noise).　For　adaptation,　various
criteria have been proposed.　Among them are
(1) maximum signal-to-noise ratio （MSN），
(2) least mean square error (LMS),
(3) maximum likelihood ratio （ＭＬＲ），
(4) constrained minimization of power (CMP),
and so ｏｎ｡
　　　Adaptive nulling based on the　MSN　criterion　was　developed　for　an
intermediate frequency (IF) radar sidelobe canceller as represented by the
８
#1




patent of Howells[6】.　Applebaum analyzed this　approach　and　established
the control-law theory governing the operation of an adaptive control 100p
for each array element[15].　The Applebaura algorithm maximizes the　output
signal-to-noise ratio (SNR) with the assumptions that the　desired　signal
is absent most of the time and the direction of　arrival　0f　the　desired
signal is known.　Thereforeﾔ　this algorithm is frequently applied　to　the
fields of pulsed radar or　sonar　systems　where　the　desired　signal　is
negligible compared with the jamming signals, and in　practice　the　noise
correlation matrix required for processing is approximated by the received
signals at each element.　His scheme is shown in Fig.2.3.　The control law
can be approximated by the actual implementations　only　if　' the　feedback
１００ｐgain is sufficiently high.　As he pointed out, however, instabilities
in feedback loops may occur if　the　１００ｐ　gains　are　allowed to　become
excessive.　Furthermore, Brennan and Reed developed this MSN algorithm　as
an adaptive radar[16], and they presented the　effects　of　control　loops
noise on the performance of the MSN adaptive array, i.e., the　degradation
of the output signal-to-noise ratio[171.　They derived the expressions for
the first and the second order loops.　For reducing the effects of control
１００ｐnoise, they introduced the concept of hard limiting　in　the　control
loops and demonstrated the effectiveness of this technique[18]。
　　　Array signal processing scheme based on the least　mean　square　error
(LMS) criterion was developed for the adaptive filter presented by　Widrow
et　a1.[8].　They　applied　this concept　to　the　adaptive　arrays　and
established the LMS algorithm for the adaptive　array[9].　　Fig.2.A　shows
the LMS adaptive　array　system.　　This　adaptive　algorithm　adjusts　the
weights to minimize the error between the reference signal and　the　array
output.　It is performed either by the digital feedback control based on ａ
steepest gradient method or by the analogue feedback control.　With　those
- 10　－
















Fig.2.A　Weight control scheme of least　mean square (LMS) adaptive
　　　　　　　　　array.
- １２ －
controls, the weights converge asymptotically to their optimum condition.
The LMS algorithm has ａ merit of carrying out the adaptive　null　steering
and adaptive bearaforming at the same time, namely,　it　can　automatically
track the desired signal while also nulling interferences.　0n　the　other
hand,　there is ａ contradiction that the desired signal itself is　required
for the　best　reference　signal.　　In　practice,　artificia:Lly　generated
(pilot) signal which is also known to the receiver is transmitted with the
desired signal and used as ａ reference signal in　the　LMS　array　system,
thus the minimization of the　error　between　the　array　output　and　the
reference signa:Ｌ causes pattern nulls in the directions of interferences.
For the case of the　amplitude　modulated　(AM)　signal,　its　carrier　is
frequently used as ａ reference signal, but it　was　reported　in　Ref.[19]
that the gain of the beamforming is degraded according to　the　degree　of
modulation.　To make matters worse, it was shown in Ref.[19]that the　LMS
algorithm is unable to be applied to the other modulation methods such as
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　I　　lfrequency modulation (FM).　Griffiths pointed out the limitation　of　the
above methods with the reference signal, i.e., the fact that the　presence
of the actual desired signal in adaptation processing may cause ａ bias　of
weights from their optimum　solution[201.　He　proposed　the　ａ:lternative
adaptive algorithm for LMS　processing　using　the　estimated　correlation
vector　between the received signals at　each　channel　and　the　reference
signal.　　Estimation I of　the　correlation　vector　requires　the　apriori
knowledge on the spectral　density　and　the　incident　direction　of　the
desired signal.　Thus, although his method cannot carry out　the　adaptive
beamforming,　it　may　be　effective　for　real-time　processing　if　　the
estimations could be performed easily.　Chang and Tuteur also proposed the
adaptive algorithm based on the　LMS　method　which　resembles　Griffiths'
concept[211.　工t is evident that these alternative algorithms are　similar
- １３ －
to the MSN algorithm with the steering vector・　Zahm, however, pointed out
that　it　results　in　the　large　amount ・　of　deteriorations　in　　output
signal-to-noise ratio if the estimation of the incident direction　of　the
desired signal includes some errors[22].
ｊ　　　Inthe field of seismology, Capon et ａ１．　proposed the procedures　for
designing the maximum-likelihood estimator in time　domain　and　frequency
domain[23].　Their method is,　however,　so　used　for　the　seismometers゛
records that off-line processing may be significant.　Lacoss presented the
adaptive algorithm based on the minimum-variance estimate which　converges
to the maximum-likelihood estimator[13].　This algorithm is　designed　for
minimizing the system output power subject to ａ constraint by　ａ　steepest
gradient method.　He　also　proposed　the　clipped　gradient　method　for
reducing the influences of significantly anomalous data on the weights　of
processor.　His method required the occurrence of the same waveform of the
desired signal at the same time at each element, thus　spatial　correction
filter which compensates the misalignment between the　wavefront　and　the
array geometry.was indispensable.　This method resembles the hard limiting
in the MSN　system.　The　above　described　methods　made　ｔｈｅ･･　real-time
processing of the MLR possible.　The MLR algorithm is very similar to　the
algorithm based on the constrained minimization of power　(ＣＭＰ)　which　is
mentioned later。
　　　　Griffithsalso proposed the adaptive algorithm based　on　the maximum
likelihood ratio (MLR) criterion and　the　maximum　signal-to-noise　ratio
(MSN) criterion[２４]．　The algorithm for achieving　the　MLR　processor　is
derived based on the　fact　that　under　the　high　signal-to-noise　ratio
environment,　the LMS processor may tend to the MLR processor.　Thus,　the
high power pilot signal was　used　for　adaptation.　The　algorithm　for
achieving the MSN processor also uses the steepest gradient method in　the
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following　manner.　　At　first,　negative　gradient　　direction　　of　　the
performance measure (the output power in this case) with　respect　to　the
weights may be chosen.　Then, the gradient components which　minimize　the
desired signal may be estimated and be subtracted　from　the　gradient　to
which the　output　power　may　be　reduced.　Detailed　analysis　for　MSN
processor　was　not　performed　because　of　the　complexity　due　to　the
nonlinearity of the problem. Computer simulabions　were　carried　out　to
compare the performances of the systems obtained by the LMS, MLR　and　MSN
algorithms.　These results showed that the MSN algorithm gives the　higher
output signal-to-noise ratio than the LMS and MLR algorithm, however,･　the
frequency characteristics is poorer than the others｡
　　　　Applebaumintroduced the MSN adaptive array　with　the　constraint　of
mainbeam to prevent the above degradation of frequency characteristics　to
the desired signal［251.　Booker and Ong discussed the adaptive method　for
processing the seismometer array data　subject　to　constraints[26].　The
examples of some constraint conditions were ｅχpressed and analyzed.　They
suggested the possibility of the constraint condition which　utilizes　the
information on the expected incident　direction　of　the　desired　signal・
Thus,　some constraint conditions of the desired signal had been given much
attention｡
　　　　Frostsummarized and analyzed in detail　the　LMS　method　subject　to
constraints and considered　some　applications　of　this　ｍｅthod［27].　He
presented the new constraint　condition　which　designates　the　frequency
characteristics of the system in digital　filter　form　in　the　broadside
direction to which the mainbeam is steered by ａ spatial correction filter.
It is　often called　”fidelity　constraint”［281.　He　also　presented　the
method to prevent the accumulation of errors in the Iterative　application
of algorithm due to the truncation or quantization　in　digital　computer.
- １５ －
Furthermore, Frost proposed ａ method of minimizing the output power　under
the linear constraint　condition　and　estab:lished　the　CMP　(constrained
minimization of power) criterion［29]. Takao et a1.　paid attention to the
redundancy of the spatial correction filter, and proposed the princip:Le of
directionally constrained minimization of power (DCMP) which　incorporates
the directional information into　the　constraint　condition　without　the
spatial correction filter［301.　Since the characteristics　of　the　system
･with the DCMP are determined only by the weights, it is more flexible　and
feasible toward wider applications｡
　　　　Asshown above, various types of adaptive arrays have　been　developed
by many researchers.　As the　algorithms　for　real-time　processing,　the
digital ０ｒanalogue feedback contro:Ｌbased on the steepest gradient method
is mainly adopted.　Zahm presented the analytical　method　for　evaluating
the dynamic behavior of the LMS　adaptive　array　based　on　the　feedback
control when exposed to the actual environment［31].　He　showed　that　the
time constant of decrease of the output interference power depends on　its
input power.　Later, Reed proposed the direct calcu:lation of　the　optimum
weights　with　the　estimated　input　correlation　by　the　sampled　input
data[32].　:It is ａ so-called sampled　matrix　inversion　（SMI）　algorithm.
Although the SMI algorithm depends on accuracy of estimation of the　input
correlation matrix, the　convergence　to　the　optimum　condition　is　not
affected by the radio environments and hence　rapid　optimization　can　be
attained compared with the gradient ｍｅthod｡
　　　　工n1964, the first ”special issue on active and adaptive antennas” was
published by:IEEE Transactions on Antennas and Propagation.　At that time,
it　was　a　fledgling　field　and　characterized　by　retrodirective　　and
self-steering or self-focusing array systems.　These were largely based on
phase-lock １００ｐand phase-conjugate network schemes.　In　197O's,　further
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investigation was performed, leading to the second publication of ”special
issue on adaptive antennas” by the same IEEE　Transactions　in　1976.　It
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　lincluded the adaptive interference nulling as　the　key　capability.　　The
passage of another decade brought us to the third　special　issue　in　the
series on adaptive antennas in 1986.　Just as　the　second　special　issue
differed markedly from the first,
so the third issue differs markedly from
the second due to inclusion of ’ the　key　capability　for　high-resolution
spatial spectrum estimation.　Another marked difference between the　third
issue and the second is the scope and level of　research　and　development
activity.　In the third issue,　four　major　groupings　were　chosen:　（ａ）
spatial spectrum estimation; (b) adaptive look-direction constraints;　（ｃ）
adaptive algorithms/techniques; (d) applications　oriented　contributions.
Also, recently, some authors have
paid attention to the adaptive array for
multipath　environments　where　coherent　interferences　exist.　In　　the
following,　the outlines of
recent studies on the adaptive arrays and their
applications are given.
　　　　The high resolution　algorithms　for　direction　finding　of　incident







C:Lassification) aleorithm, which provides estimates of number of　signals,
directions of arrival, and so
ｏｎ［36],［37].　He　showed　the　examples　and
comparisons with methods based on　maximum　likelihood　（ML）　and　maximum
entropy
(ME),　as well as conventional
beamforming.　Gabriel also presented
the method of direction finding
using spectral　estimation　techniques　in
adaptive processing antenna systems［421.　Haber　and　Zoltowski　addressed
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the investigation of spatial spectrum estimation in　ａ　coherent　multiple
signal environment, utilizi‘ng an array in motion[431｡
　　　　For　constraining　the　broadband　desired　signal,　Er　and　　Cantoni
introduced the directional derivatives constraints[44]. They demonstrated
the effects of introducing derivative constraints to the optimum processor
by computer studies.　Further, they concluded that the　beamwidth　in　the
100k direction can be made as broad as desired at the　price　of　reducing
array gain.　Buckley and Griffiths extended the works of Er　and　Cantoni,
and they presented　an　adaptive　broadband　structure　which　employed　a






minimization algorithm, they demonstrated effectiveness　of　their　system
and pointed out dependence of the system on　the　location　of　the　phase
reference point for the array.　In addition, they developed　an　efficient
orthogonal representation for impinging broadband sources and used　it　to
specify ａ minimal set of　constraint　equations　for　the beainformer[471.
Takao and Ishizaki carried out comparison of three　broadband　techniques,
namely, derivative constraints, multiple constraints,　and　ａ　correlation
constraint[481，[49], and clarified their respective　characteristics.　Er
and Cantoni also presented ａ new set of linear constraints　for　designing
broadband time domain element-space array processors. The set　of　linear
constraints were used to ensure that the desired response of the processor
over a frequency band of interest in a specified look direction　could　be
approximated. This approach enabled the adaptive array system to　achieve
１８　－
the much-desired robustness against presteering　vector　error,　and　also
other types of errors and mismatches[50].
　　　　Theearliest prior work on the problem of signal cancellation　due to
coherence is that　of　Gabriel[51]　and　Widrow[52],　who　discussed some
”spatial dither” techniques for destroying coherence by moving the antenna
elements in some way.　However, this techniques are not very specific　and
do not provide ａ clear general procedure.　Therefore, additional　research
was necessary・
　　　　Shanand Kailath developed an adaptive array bearaformer able　to　work
well even when the desired signal and the interference are coherent, which
is based on the uniform spatial smoothing technique[53],[541.　The spatial
smoothing was originally suggested by Evans et a1.[55]to resolve coherent
sources.　However, as we point out later, this technique has an　essential
limitation of suppressing coherent interferences.　Similar　to　Evans　et
　　　　　　　　　　　　●al., Shan and Kailath also applied their scheme to　direction　finding　of
coherent sources in conjunction　with　eigenstructure　techniques[56],[57]
and showed high resolution of the technique by　simulation　studies.　Su,
Shan and Widrow addressed this　difficult　coherent　sources　problem　and
presented ａ parallel spatial　processing　structure　which　results　in　ａ
spatially smoothed maximum-likelihood estimate[581.
　　　　Duvallproposed the beamformer structures that　separate　the　desired
signal and the coherent interference through subtractive　preprocessor　in
the adaptive beamformer[52], which makes use　of　two　beamformers,　i.e.,
master (Frost) beamformer and slaved beamformer as shown in Fig.2.5.　This
beamformer　was　named　”Duvall　beamformer”.　Komiyama　and　Takao　also
independently presented the same　bearaformer　structure[59].　Citron　and
Kailath presented ａ new eigenvector technique with Duvall　beamformer　and














pointed out by Luthra, this Duvall beamformer is unable to null more　than
one　coherent　interference［61].　In　Ref.［61],　Luthra　　presented an
alternative technique that does not require the spatial smoothing　and　is
capable of nulling coherent or incoherent interferences while　maintaining
a fixed gain in the 100k direction.　The architecture of this approach　is
similar to the Duvall　beamformer,　except　instead　of　using　the　Frost
beamformer in the master array, his original beamformer is introduced that
calculates the array　weights　such　that　nulls　are　guaranteed　in　the
directions of the interferences｡
　　　　Surveyingthe studies summarized briefly　in　this　chapter,　we　will
employ mainly the adaptive array under the DCMP (directionally constrained
minimization of power) principle.　］:ｎ　the　following　chapters,　we　will
present the detailed analysis and improvement on this DCMP system and some




ADAPT工VE ARRAY UNDER DIRECTIONAL CONSTRAINTS
３．１　工ntroduction
　　　　Inthis chapter, we pay attention to the adaptive array which operates
under the principle of the directionally constrained minimization of power
(DCMP).　First, we describe the　general　configuration　of　the　adaptive
array system and present　the　definition　and　notation　of　controllable
system parameters and signals･ in Section 3.2.　:I:ｎSection 3.3, we　explain
the constraint condition for the　DCMP　principle　and　give　the　optimum
solution which can be derived　by　ＳＯ:Lving　the　constrained　minimization
problem with the method of　the　Lagrange　multipliers.　　Section　3.4　is
devoted to the description of two representative algorithms　for　sampling
control system by which we can obtain the optimum solution in actual radio
environments.　工ｎ Section 3.5, we analyze the optimum performance　of　the
adaptive array and show it numerically　for　the　simple　case　where　the
narrowband signals are incident on the array・
3.２　Description of the Concept
3.2.1　Receiving System of an Array and Processor
　　　　Priorto the main discussion on the adaptive　array,　descriptions　of
the　receiving　system　are　in　order　here.　Fig.3.1　shows　ａ　general
configuration of　ａ　K-element,　L-tap　adaptive　array　with　transversal
filters.　In this figure, the　adaptive　processor　is　not　depicted　for
- ２２ －
#1
X:input･ y:output, W:weight. Ｔ:time delay












Fig.3.2　The coordinates on tﾆhe baseline of the linear array・
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simplicity.　The time delay between the adjacent taps,て. is equal to　one
quarter of the period of the center frequency of the desired　signal,　f091
1．ｅ・９　て1/（4fo）.　Thus,　the phase of the signal at this frequency is　made
　　　　　　　　　　　　　　　　　　　　　　％　　　　　　　j　　　　　　　　　｡　1　　　　●t0 lag through the time delay by the amour!ｔ of it/2, so that　’ delayed　and
undelayed signal are orthogonal to each other. The　ｗp｀゛s(p=l,　2,..,　KL）
represent the variable ｗei‘ghts which　are　usually　positive　or　negative
gains of the amplifiers attached to each tap point.　A11 the　weights　are
real.　For convenience of the following formulationsｱ　we　adopt　vectorial
expression,　and denote the weights in the form of column vector as
　　　　　　　Ｗ°［Wi.　ｗ２１　’‥９　ｗＫＬ］Ｔ　　・　　　　　　　　トI　　　　　　　　　　　　　　（3.1）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　｀s
where the superscript Ｔ means the transpose.　Hereafter, we　will　call　W
the weight vector.　0n the other hand, the ｘp゛Ｓ（p°1, 2,.., KL) in　Fig°3’1
represent the input signals at the tap point and they are connected to the
corresponding weights.　According to the same manner as　the　weights, we
express the input signals in ａ vectorial･ form as ｆ０１１０ＷＳ:
X°［xi.　ｘ29　‥゜9　XKL］T (3.2)
which will be called the input vector hereafter.　Thus, the output of　the
array, y, can be given in the form of ａ scalar product of χ and Ｗ as
　　　　　ｙ＝χＴＷ＝Ｗｒχ　　　　　　　　　　　　　　　　　　　　　　　　（３●３）
The above descriptions are independent of the arrangement of　the　antenna
elements so that we do not refer to the antenna array itself.
3｡2.2　Models of Signals　　　　　　　　　　　　　　’
　　　　］:ｎgeneral,　the input vector ｘ consists　of　the　desired　signal　and
undesired noise.　Besides, the undesired noise　includes　three　kinds　of
components;　（ａ）　the　　coherent　　interference,　（b）　the　　incoherent
interference, (c) the internal (thermal) noise.　For simplicity,　we　will
call　the　waves　of　（ａ）　and　（b），　c-interference　and　i-interference,
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respectively, in this thesis.　The c-interference has the same　source　as
the desired signal, but arrives through a different path, which is usually
seen in multipath　propagation.　The　i-interference,　ｅ.g･，　jammer,　is
uncorrelated with the desired signと11.　The internal (thermal) noise　which
appears at each tap with the equal average power.　It is　independent　not
only of the external waves but also of each other at different　taps.　　We
denote the input components of the desired signal, the c-interference, the
i-interference and the internal noise at the p-th tap point as Ｓｐ゛cp゛　ip

















　　　　Here,　weintroduce various input　parameters　such as　SNR(signal-to-
noise ratio),　SIRf sisnal-to-interference ratio) and CSR(coherent-to-signal
power ratio) which are defined by the following:
(1) Input SNR is the power ratio　of　the　input　desired　signal　to　the
　　　　internalnoise both of which are defined at each tap.
(2) Input SIR is the power ratio of the input desired　signal　to　the　i－
　　　　interferenceboth of which are defined in terms of the wave field.
(3) Input CSR（ｄｅｎｏｔedby r) is the power ratio of the　c-interference to
　　　　thedesired signal both of which are defined　in　terms　of　the　wave
　　　　field.
　　　　Next,　we　treat　the　input　signals　statistically.　The　correlation
matrix　of the input signals at tap points is defined as ｆ０１１０ＷＳ:
- ２５　－
　　　　　Rχχ＝E【χχＴ】　　　　　　　　　　　　　　　　　　　　　　　(3.9)
where E[ ] denotes the expectation.　Under the assumption　of　ergodicity,
the correlation matrix is normally estimated by temporal averaging.　It is
to be noted that ^xx is ａ KL-dimensional ｓy”1万万”1万etricraa χ，　which　can　be
easily　proved　by　the　direct　application　of　transpose　operation　on
ｅq.（3.9）.　Under　consideration　of　the　correlation　between　the　input






where Rdd is ａ correlation matrix of　both　the　desired　signal　and　the
c-interference,　Rii is a correlation matrix of the i-interference,　Pn　is
the input power of the internal noise at each tap, and u is　the　identity
matrix.　Kdd and Rii are positive semidefinite and Pn is　positive　(i.e..
PnU is positive definite).　Therefore, Rχχis positive definite as well as
symmetric.
3.３　Constraint Condition and Optimum Solution
　　　　Weintroduce DCMP (Directionally Constrained　Minimization　of　Power)
approach［３０１．　Thesystem tries to minimize the　output　power　under　the
constraint that it must maintain　ａ　constant　response　to　the　incoming
signal from ａ specified direction at ａ　certain　frequency.　　Ｔｈ‘ｅ　general





where Cd is ａ［KLxN］matrix called the constraint matrix provided N is the
number of constraints, and Ｈ is ａ N-th　order　column　vector　called　the
constrained response vector｡
　　　　Now,　weill derive the simplest　constraint.　Suppose　ａ　K-element,
L-tap array receives ａ cw signal with　the　unit　amplitude,　the　arrival






whereΨkq(6d) represents the phase of the signal at the k-th element, q-th
tap with respect to the reference point, and multiplication of i/≫/l means
that the input signal at each　channel　is　divided　by　the　passive　and
lossless power-divider and supplied to each tap.　In this system.　Ψkq（ed）
has the following relationship:
　　　　　Ψkq（ed）゜ΨklOd) - (2TrT)(q-l)　(k=l,..･K;q°1・‥･L）　　　　(3.16)
Particularly, with the linear array,Ψkq（Od）ｉＳ expressed as　　Ｉ
　　　　　Ψkq（Od）゜－（271dk/λ) sin Qd － (27rT)(q-l) (k°1・‥･K;q=l・‥･L) (3.17)
whereλis the wavelength,　and　dk　is　the　distance(either　positive　or
negative) measured from the　reference　point　which　is　defined　in　the
coordinates shown by Fig.3.2. Here, we will constrain this signal so that
its array output may have the fo:Llowing waveform:
　　　　　yd＝Ａ ｃｏｓ（27Tfdｔ＋こ）　　　　　　　　　　　　　　　　　　　　　　　　(3.18)
where Ａ and £ are the amplitude　and　phase　of　the　specified　response,
respectively.　Therefore,　0d　and　fd　will　be　called　the　constrained
direction and constrained frequency, respectively.　Identifying　eq.(3.15)
with eq.(3.18), we obtain the following two equations:
k
l






Thus, we can express eq's.(3.19) and (3.20) in the form given by eq.(3.14)






H＝［Ａ COS こ，Ａ sin £］Ｔ
(3.21)
(3.22)
As seen from the above two equations, the number of the constraints　is　2
（N＝2）foｒ the simplest constraint condition.　We will call the　constraint
condition given by eq's.(3.21) and (3.22)”the　single　constraint.”　　For
simplicity, we set A=l, and こ＝Othroughout this paper.　］:n　addition, we
can set the constraints for multiple od゛S　and　fn's　by　using the　same
straightforward manner and extending the column of Cd and　correspondingly
the row of Ｈ｡
　　　The total output power of the array system,　Pout'　is given by
Pout °Ｅ［y2］゜wTRvxW (3.23)
Pout is ａ quadratic　form　with　respect　to　Ｗ.　Since　^xx is　positive
definite as stated　previouslyタ　Pout　grows　up　when　every　term　of　Ｗ
increases.
　　　Now, the problem is to find W which minimizes the output power subject
to the　given constraint condition and the formulation is given below:
　　　　　mlSn（P。ut = wTrχχＷ）　　　　　　　　　　　　　　　　　　　　(3.24)
　　　　　subject to ＣｄＴＷ＝Ｈ　　　　　　　　　　　　　　　　　　　　　　　　(3.25)
Constrained minimization problem can be solved by the well-known method of
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Lagrange multipliers.　The following analysis is after Frost[27],[291｡
　　　The cost function Q(W) is defined as follows by introducing N-th order
column vector consisting of undetermined Lagrange multipliers, A:
　　　　　　Q(W)=ﾂﾞﾚWTRχχＷ十AT(CdTW －Ｈ)　　　　　　　　　　　(3.26)
where　coefficient　1/2　is　introduced　　for　　mathematical　　simplicity・
Eq.(3.26) is ａ quadratic function　of　Ｗ　with　positive　definite　matrix
coefficient so that it　has　ａ　unique　minimum.　Therefore,　taking　the
gradient of Q(W) with respect to Ｗ and equating the result to zero, we can
obtain the optimum solution.　That is,
　　　　　∇wQ(W)= RχχＷ＋ＣｄＡ＝０
and thus the optimum weight vector, Wopt, can be written as ｆ０１１０ｗＳ：
　　　　　"opt゛ ‾ＲＸＸ‾１ＣｄＡ




must determine the expression of Ａin　terms　of　the　previously　defined
vectors and matrices.　Considering that the　optimum　weight　vector　must
also satisfy the constraint condition given by eq.(3.14),　we　obtain　the
following equation by substituting eq.(3.28) into eq.(3.14):
Cd^Wopt ゛‘｀CdTRｘｘ‾1CdA ° Ｈ (3.29)
Solving eq.(3.29) with　respect　to　A， we　can determine　the　Lagrange
multipliers vector which is written as ｆ０１１０ｗＳ:　　　　　　　　　　　.
A゛－（CdTRχχ-1Cd）－1Ｈ (3.30)
The existence ｏｆ（CdTRXX‾1Cd）‾１　can　be　proved　easily　because　^xx　is
positive definite and Cd has full rank.　Thus, substituting eq.(3.30) into
ｅq°（3‘28) gives the expression of *'opt as ｆ０１１０ＷＳ:
　　　　　Ｗｏｐｔ（Rｘｘ‾1Cd（CdTRｘｘ‾1Cd）‾1H　　　　　　　　　　　　　　　　　　　　　(3.31)
　　　Hereヤwe ｗi1:L investigate the DCMP principle furtやr. The output power
Pout consists of the desired signal component (including　c-interference),
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i-interference component and internal　noise　component.　Denoting　these




We can interpret geometrically that　the　optimum point minimizing Q(W)
exists on the N-dimensional hyperplane given by
Σ＝｛Ｗ･I CdTW＝Ｈ｝ (3.35)
which will be called constraint plane.　If we denote the gradients of　the
^ out≫　P^out and P"out on the　constraint plane　Σ　by　Ｇｄ゛　Gi　and　Ｇｎ゛
respectively,　then the optimum weight ^opt is such that makes
Gd十Gi十Ｇｎ°O　aｔＷ°･･opt (3.36)
Namely, it is the three gradients that cancel each other　at　the　optimum
point.　Consider the special case that the c-interference　is　absent　and
also that the constraint condition is　accurately　settled.　Then,　since
Ｐｄｏｕｔis kept constant on the constraint plane, we　have　Gd ° Ｏ　on　this
plane and eq.(3.36) turns to be
　　　　　　Ｇｉ十Ｇｎ°０　at W = Wopt　　　　　　　　　　　　　　　　　　　　　　(3.37)
Thus,　Gi and Gji are　shown　to　be　equal　in　magnitude.　It　Ｓｈｏｕ:Ld　ｂ９
　　　　　　　　　　　　　　　　　　　　　　　　　●emphasized that the powers P^out and P%ut are not necessarily balanced at
the optimum point.　Fig.3.3　shows　conceptually　the　relation　given　by
eq.(3.37)・




In general, the higher value of S］:NR brings about the　better　performance









一 0 (at optimum point)
P^'out
P'-out ゛ output power of interference
P"out ゛ output power of｡ thermal noise
Gi = power gradient of interference
Gn = power gradient of thermal noise
Fig.3.3　The relation between the interference　and　internal　noise
　　　　　　　　　outputpowers at the optimum point on the constraint plane.
3.4　Algorithms for Sampling Control System
　　　　Inthis section,　we introduce two algorithms for the sampling　control
system to get the optimum weight vector given　by　eq.(3.31).　Since　the
speed of operation of digital computers has increased over　the　last　few
years and their costs have also ｆａ１:Len,digital implementation of adaptive
arrays has attracted much interest.　This makes the　DCMP　principle　more
useful.　Accordingly,　flexible processing algorithms must be　incorporated
for the accurate control ０ｆeach weight.
３。４．１　TheSteepest Gradient Method
　　　　The　steepest gradient method　is　often　adopted to　iteratively　and
asymptotically converge the weight vector to its optimum.　工ｎ this method,
the weight vector is changed toward the direction to which the gradient of
the cost function with respect to　the　weight　vector　is　the　steepest・
Thus, the basic algorithm can be expressed as follows：
　　　　　　Ｗ（ｍ＋１）＝Ｗ（ｍ）－μ∇ｗＱ［W(m)］　　　　　　　　　　　　　　　　(3.39)
where ｍ is an iteration number and μｉＳ ａ parameter　called　ａ　step　size
which determines the amount of change of weight vector　and　controls　the
stability and rate of convergence.　In the following analysis, the　method
of Lagrange multipliers is also employed for the formulation　and　^xx　is
temporarily assumed to be known.　The cost function is ａ function of Ｗ and
Ｗ varies with iteration, so that　Lagrange　multip:Liers　are　function　of
iteration number ｍ．　The cost function is expressed in place of　eq.(3.26)
as ｆｏ１:Loｗｓ:
　　　Q[W(m)]゜i- wT(m)RxxW(m)十ＡＴ(ｍ)[ＣｄＴＷ(ｍ)－Ｈ]　　　　(?．４０)
where A(m) is ａ vector of undetermined Lagrange multipliers　at　the　m-th
- ３２　－
iteration. Thus, the gradient of eq.(3.40) with respect to W(m) is given
by
　　　　∇ｗQ[Ｗ(ｍ)]＝RχχＷ(ｍ)＋CdA(ｍ)　　　　　　　　　　　　　　　(3.41)
Substituting eq.(3.41) into eq.(3.39), we obtain the following algorithm:
　　　　Ｗ(ｍ＋1)＝Ｗ(ｍ)－U[RχχＷ(ｍ)＋CdA(ｍ)]　　　　　　　　　　　　　　　(3.42)
In the above algorithm, however,　the　undetermined　Lagrange　multipliers
vector　is　still　included.　Since　the　constraint　condition　must　be
satisfied for Ｗ(ｍ＋1)，ｗlehave the following equation:
CｄＴＷ(ｍ゛1)＝CdTW(ｍ)－1｣[CdTRχχＷ(ｍ)十CdTCdA(ｍ)]＝Ｈ (3.A3)
Solving eq.(3.43) with　respect　to　A(m),　we　can　obtain　the　Lagrange
multipliers vector which is written as ｆ０１１０ＷＳ:
　　　　　A(ｍ)＝十(CdTCd)－1[CdTW(ｍ)－Ｈ]－(CdTCd)－1CdTRχχＷ(ｍ)　(3.A4)
where it is noteworthy that[CdTW(ｍ)－Ｈ]in eq.(3.44) is not　assumed　to
be zero.　This intention will　be　explained　later.　　Then,　substituting
eq.(3.A4) into eq.(3.42) and　operating　some　arithmetical　manipu:Lations








where Ｐ is the projection matrix onto the constraint plane Σand Ｆ is　the
orthogonal vector to that plane, the latter fact of which is easily proved
by operating Ｐ to Ｆ and getting zero vector as the result.　In　addition,
since the relation ChTf °Ｈ holds, F is found to be　the　shortest　vector
that satisfy the constraint condition.　In fact, F is the　uniform　weight
vector　with　the　mainbeam　of　the　array　pointed　to　the　constrained
direction, which is cleared in Section 3.5.　Therefore, using Ｐ and Ｆ， we
- 33
Fig.3.4　Division of ａ weight vector into the　components　parallel to





can express W(m) as follows:
　　　　　Ｗ(ｍ)＝PW(ｍ)十Ｆ　　　　　　　　　　　　　　　　　　　　　　　　　　(3.48)
where ＰＷ(ｍ)ａｎｄＦ are orthogonal to each other.　The relation of eq.(3.A8)
is illustrated in Fig.3.4 for simple two-dimensional weight vector.
　　　Next,　in the actual system‘ﾀ　the correlation matrix ･^xx is　not　known,
and it is necessary to adopt some estimate of this matrix.　We approximate
Rχχin eq.(3.45) by ｘ(ｍ)XT(ｍ)ｗheｒｅ X(in) represents the sampled value of
the input vector at the m-th iteration.　Thus, the practical form　of　the





iteration.　Here, the following should be noticed： The relation ＣｄＴＷ(ｍ)＝Ｈ
is not assumed to hold and the ｒｅｌａｔｉｏｎＣｄＴＷ(ｍ＋1)゜Ｈis　always　guaranteed
throughout the derivation of the algorithm shown by eq.(3.49).　This means
that even if once the weight vector at the ra-th iteration does not satisfy
the constraint condition because of some errors, the weight vector at　the
next (m+l)-th iteration does not　run　away　from　the　constraint　plane.
Therefore,　even ａ large　number　of　the　iterative　application　of　this
algorithm does not accumulate the errors in each　weight　value.　Fig.3.5
shows the geometrical interpretation of　this　adaptive　algorithm,　which
demonstrates the function of error correction。
　　　　Inａ digital loop, the problem of stability must be argued.　The　loop
stability in ａ digital １００ｐdepends on the １００ｐgain which corresponds to
ａ step　size U in our problem.　After　Frost[27],[291.　for　the　proof　of
convergence of the algorithm, the behavior of the Euclidian　norm　of　the
difference vector between the actual weight vector and the optimum　weight
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vector is examined which must converge to zero　as　the　iteration　number
increases.　Taking the expectation of both sides of　eq.(3.49)　gives　the
following equation:
　　　　　Ｅ[Ｗ(ｍ＋1)]＝P{E[Ｗ(ｍ)]－μRχχE[W(m)]}十Ｆ　　　　　　　　　　　　(3.51)
We define the difference vector ｖ(ｍ)by
　　　　　V(m)゜Ｅ[Ｗ(゜)]~ *'opt　　　　　　　　　　　　　　　　　　　　　　　　(3.52)
Subtracting the optimum weight vector from both　sides　of　eq.(3.51)　and
using eq's.(3.A8) and (3.52) and　the　ｒｅｌａｔionPRｘｘＷｏｐt°09　we　get　the
following equation in terms of ｖ(ｍ):
　　　　　Ｖ(ｍ＋1)＝[U一口PRχχP]Ｖ(ｍ)
　　　　　　　　　　＝[U - uPRχχP]rll＋1V(O)　　　　　　　　　　　　　　　　　　(3.53)
From eq.(3.53),　it follows that　the　matrix　PRxxP　determines　both　the
convergence and steady-state performance of this algorithm.　PRχχP　is　a
KL-dimensional symmetric matrix because both　P　and　Rχｘ　are　symmetric・
Therefore, KL eigenvectors of this　matrix　are　all　orthogonal　to　each
other.　Since direct calculation shows that PRｘｘPCd°O and N column vectors
of the constraint matrix Cd are linearly independent of　each　other,　the
matrix PRxxP has N zero eigenvalues,　corresponding to the　column　vectors
of Cd[27].]:ｔ is also shown in Ref.[27]that the matrix PRχχP has KL-N
nonzero eigenvalues.　Therefore, the N eigenvectors whose eigenvalues　are
zero　are　normal　to　the　constraint　plane　and　the　　remaining　　KL-N
eigenvectors　whose　eigenvalues　are　nonzero　lie　entirely　within　the
constraint plane･，0n the other hand,　if　W(O)　is　such　that　satisfies
CdTW(O)=Ｈ，foｒ example, Ｗと0)=F, then we can confirm PV(O)=V(O) easily.工t
means that Ｖ(O)ａ１Ｓ０lies within the constraint plane.　Consequently,　the
initial difference vector ｖ(O)Ｃａｎ be expressed by ａ linear combination of
the KL‾N eigenvectors of PRxvP whose associated eigenvalues　are　nonzero.








manipulations,　we obtain the following expression:
V（ｍ＋1）＝
(3.55)
whereλp゛Ｓ are eisenvalues associated with the eigenvectors Ｇｐ゛Ｓ’　If　we
　　　　　　　－
choose u to satisfy the relation O く(1 - U入p）＜1　for　all　p（゜1゛　2,..,
KL-N), convergence of eq.(3.55) to zero vector, namely, that of　eq.(3.49)
to the optimum weight vector may be guaranteed in　an　expectation　sense.
Thus, u must be chosen as follows for the convergence of the algorithm:
　　　　　　0 < u < -･λy二　　　　　　　　　　　　　　　　　　　　　　　　　　　　(3.56)
　　　　　　　　　　　　　λｍａχ
whereλmax is the maximum eigenvalue of PRxxP and proved in Ref.［27］to be
related to the ｍａχimum eigenvalue of RχX'　i.ｅ･9（７ｍａｘby
　　　　　　Oくλｍａχ≦（Ｊｍａχ　　　　　　　　　　　　　　　　　　　　　　　　　　　I（3●57）
In practice,　since the calculation of 入max needs much labor　and　we　must
keep the ultimate weight vector　obtained　by　the　algorithm　from　being
misadjusted　by　some　additional　noise,　the　sufficient　condition　　of





where ”trace” denotes the sum of the　diagonal　elements　of　the　matrix.
Therefore,　tｒａＣｅ（ＲＸＸ）ｉｎ eq.(3.58) means the sum of the powers of the　tap
voltages and evidently satisfies
- 37　－
　　　　(Ｊｍａｘ≦trace(Rxx)　　　　　　　　　　　　　　　　　　　　　　　　　　(3.59)
　　In addition, to attain the　more　stable　performance　in　the　steady
state, we can smooth the feedback amount of ｘ(ｍ)y(ｍ)in the　algorithm　of







where Ｊ is the number of smoothing and mi denotes the i-th　side-iteration
number between the m-th iteration and the following（ｍ＋1）－ｔｈiteration.
3.4.2　Direct Method by Sampled Matrix Inversion
　　　An alternative to the steepest gradient method in the previous section
is a direct method by sampled matrix inversion (SMI)[32],[63],[641.　　The
gradient method has the difficulty that the convergence is　slow　for　the
smaller eigenvalues of the matrix P^xxP'　as is easily seen from eq.(3.55).
Thus, the requirement for algorithms which　make　convergence　more　rapid
　　I　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・　　　軋●;even for the smaller eigenvalues　has stimulated researとhes aiming at
efficient methods of performing more direct matrix inversion.　In the　SMI
method, an estimate　of　the　correlation　matrix　is　made　by　averaging
successive data samples, and this estimated　correlation　matrix　is　used
directly in eq.(3.31) to get the optimum weight vector.
　　　The general algorithm for the estimate can be expressed as follows:
　　　　　Rｘｘ(1)＝Ｘ(1)ＸＴ(1)I
Rｘｘ(ｍ)＝(1-6)Ｒχχ(ｍ-1)十日X(m)xT(m) (m=2, 3,...)　　　　　　(3.62)
where ６ is ａ parameter which satisfies O ＜6＜１　and　controls　the　time





Eq.(3.63) means that the correlation matrix is estimated　by　the　uniform
averaging of X(i)xT(i)'s(i=l, 2,..,m). We will call　this approach　”the
simple SMI” hereafter.　If, on the other hand,　6　is constant　at　every
iteration,　eq.(3.62) can be rewritten by
Rｘｘ(ｍ)＝(1一日)m-lRχχ(1) + 3.Z (l-B)m-ix(i)xT(i) (m=2, 3,.-.) (3.64)
　　　　　　　　　　　　　・=2
From the above algorithm, it follows that the older data samples have　the
less contribution to Ｒｘｘ(ｍ)ｉｎ an exponential manner.　　This　approach　is
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●
called the deweighting matrix estimate and is　useful　for　nonstationary
radio environments.
　　　Using the estimated matrix of eq.(3.62) in eq.(3.31), we obtain　the
weight vector at the m-th iteration which is expressed as follows：
W(ｍ)＝Rｘｘ‾1(ｍ)Cd[CdTRχχ-1(ｍ)Cd]－1Ｈ (3.65)
If the Rxx(ni) is ill-conditioned or singular, we may render it　invertible
by augmenting its diagonals by ａ small amount.








In this way, we need not calculate Rxx"'''　straightforward,　so the　total
time of　calculation for the weight vector is reduced.
　　　　工naddition, we may smooth the second term of eq.(3.62) or　eq.(3.66)
by using some data samples before adding it to each first one.　After this
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smoothing, the optimum weight vector is obtained by　using　the　resultant
matrix in eq.(3.65).　This aim is to efficiently attain the more　accurate
estimate and the more stable performance, which　is　In　common　with　the
gradient method.
３．５　Analysis of Optimum Performance
3.5.1　Complex Expression for Analysis
　　　When the input signals are cw or narrowband, we　can treat　them　in
complex expressions and evaluate the performance of the antenna system　in
terms of the response to cw.　In this case,　each　channel　０ｆ　the　array
system has only to have two taps and　thus　each　two-tap　filter　can　be
expressed by one complex weight as shown by　Fig,3.6.　1n　the　following
analysis, this complex notation is　introduced.　Then,　from　eq's.(3.1),
(3.21) and (3.22), matrices W, Cd and Ｈ must be modified as follows:
　　　　　　ｗ°[゛1十卜1十K･ ゛2十知2十K･‥・・゛'K十j゛゛2K]Ｔ　　　　　　　　　　　　　　　(3.67)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　F
　　　　　　Cd＝(1//Σ)[exp{ jΨl(9(l)} ,..., exp{ jΨK(Od)月Ｔ　　　　　　　(3.68)
　　　　　H = 1 (scalar)　　　　　　　　　　　　　　　　　　　　　　　　　　(3●69)
where
Ψk（Od）＝Ψk1（Od）（ｋ=1，2，‥，K） (3.70)
which represent the phase of the signal from the constrained direction　Qd
at each array element with respect　to　the　reference　point.　Thus,　the
constraint condition of eq.(3.14) is modified as
　　　　　　ＣｄＴＷ゛＝Ｈ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(3.71)
where superscript *　denotes　the　complex　conjugate.　With　the　complex








the complex array output is expressed as ｆ０１１０ｗＳ：
ｙ° XTW* = W十Ｘ (3.73)
where superscript十denotes the complex　conjugate　transpose.　The real
array output can be obtained by taking the real part of the　complex　one.
It is to be noted here that the inner product of two complex vectors is in







^xx is ａ complex　correlation　matrix　which　is　Hermitian　and　positive
definite.
　　　　Now,we will derive　the　Ｃｏｍｐ:Lex　optimum　weight　vector.　The　cost
function Q(W) is defined as follows:
Q(W) = W十RｘｘＷ十A(ＣｄＴＷ゛ － Ｈ) (3.76)
where A is the complex undetermined Lagrange multiplier.　The gradient　of
eq.(3.76) with respect to W* is given by
　　　　　∇φQ(W) = RχχＷ＋CdA　　　　　　　　　　　　　　　　　　　　(3.77)
where concerning the　･operation　of　complex　differentiation, we　follow
Ref.［651.　Ａ necessary condition for eq.(3.76) to be minimized is that the
gradient be equal to zero so that
　　　　　ＲχχＷ十CdA＝Ｏ　　　　　　　　　　　　　　　　　　　　　　　　　　　　(3.78)
Therefore, the optimum weight vector is given by
　　　　　^opt ° ‾Rχχ‾1CdA　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(3.79)
where A remains to be determined.　This value may now　be　evaluated　from
the conjugate constraint condition of eq.(3.71):
　　　　　　Cd十"opt°‾Cd十Rｘｘ‾1CdA°Ｈ§




Combining eq.(3.79) and eq.(3.81), we can obtain the complex　optimum
weight vector which is written as f0110ｗＳ:
^opt ° Rｘｘ‾1Cd(Cd十Rｘｘ‾1Cd)‾1H゛ (3.82)
　　Likewise, the complex　expressions　of　two　algorithms　for　sampling
control system given by eq's.(3.49), (3.62), (3.65) and (3.66) are derived
as follows:
(a) Steepest gradient method

























Hereﾀ　it should be noticed that　the　vector　Ｆ　of　eq.(3.85) offers　the
uniform complex weight with the mainbeam　of　the　array　steered　to　the
constrained direction, which is easily seen from the elements of Cd　given
by eq.(3.68) and the ｒｅｌａｔｉｏｎＣｄＴＦ外゜H.
- ４３　－
3｡5.2　Performance Analysis and Numerical Eχamples
　　　Next, we consider the optimum performance for the　simple　case　where
two narrowband signals, the desired signal　and one　i-interference,　are
incident on the array and the thermal noise exists at　each　weight.　The
complex input vectors of the desired signal　and　the　i-interference　are
given by
　　　　　　S(ｔ)＝ｓ(ｔ)Ｚｓ＝(1/万)ｓ(ｔ)[ｅｘpりΨ1(Oｓ)}，‥，ｅｘp{jΨK(Oｓ)}]T (3.89)
　　　　　　I(t) = i(t)Zi = (l//2)i(t)[exp{jΨl(9i)}
I.-.
exp{jΨK(Oi)}]Ｔ(3.90)
where s(t) and i(t) represent the complex　instantaneous　signals　at　the
reference　point　of　the　　desired　　signal　　and　　the　　i-interference,
respectively,　and Zs and Zi their phasor　vectors.･　03　and　oi　are　the
angles　of　arrival　0f　the　desired　signal　and　　the　　i-interference,
respectivelyタ　ａｎｄΨk(OS)ａｎｄΨｋ(Oi)ａｒｅtheir phases at the k-th element.
Since the desired signal arrives from the　constrained　direction　en.　it
holds that Ｚｓ°Ch.　　Thus,　the complex　corre:Lation　matrix　^xx can　be
expressed as follows by using eq's.(3.10)-(3.13), (3.89) and (3.90):
^xx °ＰｎＵ十PｓCdCd十十PiZiZi十 (3.91)
where Ps and Pi are the　input　powers　of　the　desired　signal　and　the








No＼)，we define the following matrix:
　　　　　　Rn°ＰｎＵ十PiZiZi十
which is ａ correlation matrix of the　unwanted　noise　components








Ther eforeﾀ　using the matrix inversion formula[63],　the inversion of '^xx of





































In the　optimum state with the weight　vector　of　eq.(3.101),　the　output
power Pout is given by
Pout ゛ Ｗｏｐｔ十^xx^'opt (3.102)
This output power can be divided　into　the　three　components　which are
contributed by the desired signal, i-interference and thermal noise,





















where ZiTF* represents the response in the direction of the i-interference
of the directional pattern by the uniform weight Ｆ.　Especially　when　the
linear equispaced array with the element spacing of ”d”is used,　the ＺｉＴＦ§
is expressed as follows:
ZｉＴＦ§゛AdiH
Adi °
sin{(Kπd/入)(ｓin Qd － sin oi)}
Ksin{ (TTd/入)(sin 6(1 － sin oi)}
(3.106)
(3.107)
Assuming that the strong i-interference arrives within the sidelobe region
of the array so that we can set （ＩＺｉＴＦ゛゛12/IH12）<くｌand　2Pn くくKPi,　we





Eq.(3.108) designates that the output power of the i-interference,　P out>
is nearly in inverse proportion to its input power,　Pi-　　This　effect is
called　”power inversion” . Furthermore,　in　eq.(3.108),　ＰｉｌＺｉＴＦ゛12
represents the output power of the i-interference in the case of receiving





This parameter is called ”processing gain”which represents the degree　of
suppression of the i-interference by　the　adaptive　optimum　weight　with
－　４６　－
reference to that by the uniform weight.　The higher value of it means the
better performance of the system.　From eq.(3.110), it turns out that　the
stronger i-interference over the thermal noise　level　yields　the　higher
processing gain and that the more number of array elements also　leads to
the higher one.　０ｎ the other hand. (２／Ｋ)ＰｎｌＨｏｉｎeq.(3.109) is equal　to
the output power of the thermal noise by the uniform weight system and the
additional term (２／Ｋ)ＰｎｌＺｉＴＦ１゛２ is its increment for　the suppression　of
the strong i-interference in the optimum state. The ratio of　both terms
is expressed as follows：
　　　　　　£で1ぶ回ぷ昔ﾝこ
＝ＩＺｉＴＦＴ/IH12<く1　　　　　　　　　(3.111)
which is found to be very small under the present assumption｡
　　　Thus, it is proved that with the　DCMP　adaptive　array,　the　desired
signal can be preserved and the strong i-interference can be suppressed at
the expense of slight increment of the thermal noise at the array　output,
resulting in the high output S工NR｡
　　　Next, we will show the numerical examples.　They are carried out on　ａ
4-element (K=4), 2-tap (L=2) equispaced linear array with isotropic　array
elements and the element spacing of a half wavelength.　The desired signal
and i-interference are narrowband plane waves.　The　parameters　of　input
used in the following examples are shown in Table 3.1.　Fig.3.7 shows　the
directional patterns and frequency characteristics in the direction of the
i-interference. (a) and (b) in Fig.3.7 correspond to the results　of　the
uniform　weight　system　and　　the　　adaptive　　optimum　　weight　　system,
respectively.　］:ｎ the uniform weight system of（ａ），　the　system　has　the
finite　response in the direction of the i-interference, which　results　in
the 10ｗ output S工NR of -5.61dB.　In the optimum weight system of　（b），　０ｎ
the contrary,　we can see that while the desired signal is preserved at the
- ４７
prescribed level, the null point is created in the direction and frequency
of the i-interference.　Therefore, a higher output SINR is obtained　which
is 22.85dB.　As　the　reference,　the　values　of　output　power　of　each
component are shown in Table 3.2.　We can find that the　output　power　of
the i-interference is very small compared with that of the　thermal　noise
in the adaptive optimum system.　The reason for　this　is　that　the　DCMP
principle　tries　to　balance　both　output-power　gradients　of　the　　i－
interference and the thermal noise　on　the　constraint　plane,　not　both
output powers themselves.




















































































reproduction of phase adjustment.　0n　the　other　hand,　adaptive　array
systems usually require the control 0f both amplitude and phase to achieve
the　optimum　weighting　to　suppress　the　interferences.　Ａ　suboptimum
adaptive system, however, may 'ｂｅconstructed with phase-only control after
the analogy of deterministic array synthesis.　工ｎ　fact,　several　papers
have reported the efforts along this line[66]－[691.　A11 0f them, however,
either adopted the guiding principle of the least mean square error　(ＬＭＳ)
or followed the power minimization algorithm in the absence of the desired
signal.　As to how to　preserve　the　desired　signal,　an　algorithm　is
proposed which works to minimize the　weight　perturbation[701，　but　this
assumes the known positions where to place the pattern　nulls. Thus,　we
have yet to seek for　the　answer　to　compose　the　adaptive　array　with
phase-only control under the mainbeam constraint.　:In the present chapter,
we will show the results of the adaptive　array　under　the　principle　of
directionally constrained minimization of power (DCMP)　with　the　weights
solely consisting of phase-shifters[301，[711｡
　　　　工ｎSection 4.2, we discuss　the　basic　principle　and　define　ａ　new
- ５０ 。
penalty function for phase-only　control　with　the －mainbeam　constraint.
Because of the analytical limitation, computer simulation　experiments　on
this type of adaptive array are extensively carried out　in　Section　4.3.
Afterward, the results obtained in Section 4.3 are reviewed　theoretically
in Section 4.4.　１ｎSection 4.5, the　quantization　of　phase-shifters　is
attempted. Finally, Section 4.6 states concluding remarks.
4.2　The Basic Princip:Le
　　　　Wetreat input signals in the complex expression.　Fig.4,1　shows　the
structure of　the　linear　adaptive　array　ＳＯ:Lely　consisting　of　phase-
shifters.　The system is assumed to be　composed　of　K-element　isotropic
antennas, each of which is accompanied ゛゛ith８ phase-shifter denoted byφ1・
φ2･・‥・ol｀φK in the figure.　Also・φk shall represent the status of each
phase-shifter.　Let the complex signals at the input and output　terminals
of each channel ｂｅx1゛X2゛‥”　XK;　and pi' ^P2' ■■･'　xpK;　respectively
as shown in the figure.　Thus, the array output y is given by the　sum　of
Xpl,　Xp2, ..., and Xpj^ which is written as ｆ０１１０ＷＳ:
　　　K　　　　K
y ゛kElxpk ゛kElxｋ exp(-jφk) (4.1)
Now,　wewill let Y(9) represent the complex response of the array　to　the
signal with the unit amplitude arriving from the direction 0.　Then,　the






　　　ψk（0）＝（27Tdk/λ)sin e十φk　(k=l, 2,.., K)　　　　　　　　　　（4.3）













Fig.4.2 Vector diagram of element contribution to the output
　　　whereψk⇒k（Od）（k=1，‥，K）.
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phase-shifters with respect to the array center.　ｄｋ（ｋ＝１，　゜●・,K) is　the
position of the k-th element antenna with the reference at the center, and
λis the wavelength。
　　　　First, we consider the case where the external　interferences　do　not
exist.　It　is　ａ　matter　of course　that　the　optimum　(i.e.,　maximum
signal-to-noise ratio) condition requires　ａ１１　channels to　produce　the
outputs of the equal amplitudes and the same phases in　this　case.　　This
situation corresponds to the ^out in Fig.4.2 and it can　be　expressed as
follows：
　　　　　Soｕｔ＝Y（Od）＝1十・・・+ 1 = K　　　　　　　　　　　　　　　　　（4.4）
by setting
　　　　　4Jk（Od）＝0，ｎａｍｅｌy　φk＝－（27Tdkハ)sin 9d (k=l, 2..., K)　　（4.5）
　　　When the interferences are present, the condition　given　by　ｅq.（4.5）
must be abandoned because the phase-shifter should be readjusted to　form
nulls in the pattern in order to suppress the interferences to attain　the
maximum　signal-to-interference-plus-noise　ratio (S工NR).　The　complex
response to the desired signal in this case　is designated　as　Ｓ゛ＯＵｔ in
Fig,A.2, which can be expressed as follows in general:
S'out ゛ Y(Od)゛klle゛p{‾jψk(Od)} (4.6)
In Fig.4.2, for simplicity, those vl;j,(9d)'sare denoted　as　ﾙk゛s(k=l,2,..,
K).　Here,　it should be kept in mind that the principle of minimizing　the
output　works to suppress the desired signal as ｗe1]り　andthis S゛ｏｕt　tends
to be　ｎｕ:llified.　Unfortunately,　the　rigid　constraint　condition　for
protection of the desired signa:L adopted in　the　ordinary　DCMP　adaptive
array, i.e., specifying the response of the system　to　the　input　coming
from ａ　prescribed direction, cannot be used in this case.　That is because
such ａ　rigid condition may determine the status of the　phase-shifters　by
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itself.　This problem is not encountered in the LMS system which has　only
to imitate the reference signal｡
　　　　Noｗﾀ　wewill impose penalty on the increase of the deviation of S゛ｏｕt
from ^OUt'　i.ｅ･, ,D=|S゛ｏｕt-Soｕｔ［　in　Fig.4.2,　in　order　to　protect　the
desired signal.　As the penalty function to be minimized, the sum　of　the
output power and the squared Ｄ occurs to us readily.　However,　since　the
algorithm based on this penalty function is a little complicated, we adopt
an alternative penalty function denoted by（l.　:［ｔis defined as the sum of
the output　power　and　the　squares　of　the　distances　of　the　useless
components in the contribution to　the　output　by　ａ１１　channels　in　the



















where superscript Ｔ denotes transpose and Ps　and　Pout　are　the　desired
signal input and total　output,　respectively.　　６ is　named　”constraint
coefficient”which is non-negative.　The value of this 6　is　decisive　on
the performance of the system and the target of our discussion.　　We　Ｗｉ:11
define
φｋｏ＝－（2TTdk/入)sin Qd (k=l, 2,.., K)
- ５４
(4.11)
which are the phase-shifts giving equi-phase　condition　for　the　desired
signal as discussed in eq's.(4.A) and (4.5).　Then, eq.(4.8) becomes
Q(Φ)゜Pout + 2 6 Ps
kl111‾ｃｏｓ(φk‾φko)}
(4.12)
which reflects directly the effect of the phase-shift of each　channel ０ｎ
the deviation from equi-phase condition.




where ｍ is the number of iteration and Ｕ is the step size. In　eq.(4.13),
the partial derivative of the penalty function, Q in eq.(4.12),　in　terms








+ 23PsSin(φｋ－φk。）　(k=l, 2,.., K)
We must investigate 9Pout/3φｋin eq.(4.l4) further.
















































Using the vectors given by eq's.(4.15) and (4.17), the array output　y　of
eq.(4,l) can also be expressed as
y°ＸΓφご゜Φｅ十Ｘ (4.22)
where superscripts ゛ and t stand for conjugate　and　conjugate　transpose,
respectively.　Thus, the output power is given by
　　　　　　ＰＯＵt＝Ｅ［y゛y］＝Φｅ十E[XX十］Φｅ＝ΦjRｘｘΦｅ　　　　　　　　　　　(4.23)
where E[ ] denotes the expectation and ^xx is the　correlation　matrix　of
the inputs defined by
　　　　　　Rχχ＝E［χχ十］　　　　　　　　　　　　　　　　　　　　　　　　(4.24),



























Applying the vectorial notation to eq.(4.25), we obtain
　　　∇pPout °jφ∇e^out－ jΦ゛∇ｅ゛Poｕｔ
　　　　　　　°jΦRｘｘ゛Φｊ－jΦ゛RχｘΦｅ
















Therefore, eq.(4.26) can be expressed as follows by using eq's.(4.28)　and
(4.29):
∇p^out °‾E[Xp*-y']‾E[Xp-y'*]














]:ｎeq.(4.32), the expected values ｏｆxpk§゜y'　andXpk'y'* are included, but
in practice they may be approximated by their instantaneous values, as　is
usually the case with the gradient algorithm of the ordinary DCMP system.
Thus,　with the initial phase-shifts satisfying　the　equi-phase　condition





Fig.4.3　Block diagram representation of the　adaptive algorithm　with






　where xpk(ｍ)゛s(k=l,2,゜. ,K) and y'(ni) represent the sampled values　at　the
　m-th iteration of xpk゛ｓ(k°1,2,..,K) and y゛y　respecにively°　Block　diagram
　representation of the above algorithm is shown in　Fig.4.3.　Furthermore,
　for the sake of preventing the　system　behavior　from　the　instantaneous
　fluctuation, we can average several sampled data　and　update　the　phase-
　shifters with this averaged one instead of updating them sample by sample･








where Ｊ is the number of data　for　smoothing　and　mi　denotes　the　i-th
side-iteration number between the ra-th iteration　and　the　next　(ｍ＋1)－ｔｈ
iteration.
４．３　Computer Simulation
　　　The problem of the algorithm proposed in the previous section are　（i）
that the relation･ between the variables,φk's(k=l K), and the penalty
function Q is nonlinear as　discussed　in　Ref.［70], and　(ii)　that　the
constraint is not rigid.　The absence of ａ　closed-form　solution　is　the
greatest difficulty to analyze the general characteristics of the system.
Therefore, computer simulation experiments on the basis of eq's.(A.34) and
- 59
(4.35) are carried out in place of the theoretical analysis.　Especially,
the optimum choice of the value ６ is extensively pursued since it　decides
the point of compromise between the suppression of the　interferences　and
protection of the desired signal。
　　　　Inthe following computer simulation, we adopt　a　4-element,　equally
spaced linear array with the element spacing of ａ half wavelength as　the
standard array system.　As to the inputs, we consider two external　waves,
the desired signal and one i-interference, are incident on the array,　and
the　thermal　noise　with　equal　power　exists　at　each　channel.　　For
convenience, we will call the i-interference merely the interference here.
Table 4.１　shows the radio environment we used as the　standard　throughout
the computer simulation.　In this table,　Po　represents　the sum　of　the
input　powers　at　each　channel.　工ｎ　the　later　examples,　only　those
parameters that are different from this table　will　be　clarified,　while
other parameters not mentioned are the same as shown in　the　table.　For
adaptation by samp]Ling feedback,　the step-size,μ　and　the number of the
Table A.I Input data used in the computation.
desired signal （S）
interference　（I）
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Fig.4.4 3-value (constraint weight) and attained SINR （K=4，Pi＝100）:
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Fig ｡4.6　3-value (constraint weight) and attained SINR (K=4. Pi=l):







































experience in the ordinary types of adaptive arrays, and also confirmed by
various ｅχperiments on this type.　The figures shown in Table 4.1 are　the
results selected after these trials｡
　　　Fig.4.4 shows the process of　adaptation　in　terras　of　the　temporal
variation of the sienal-to-interference-plus-noise　ratio　（SINR）　of　the
output for various values of B. (a), (b) and (c) represent　the　results
where　3=1,　a＝4　and　3=50,　respectively.　The　　directional　　patterns
corresponding to Fig.4.4 are shown　in　Fig.4.5.　The　dashed　and　solid
curves in Fig,4.5 describe the initial and final　patterns,　respectively.
工t is c:Learly observed in (c) that too large ６ cannot give a good SINR due
to insufficient suppression of the interference.　0n the other hand, (a),
the case of small ６ may seem excellent, but ａ close １００ｋwill reveal　that
the desired signal is slowly diminishing.　Fig.4.6 shows　the　process　of
adaptation in the case of the smaller value　of　the　interference　power,
i.ｅ･， P-i=l. (a), (b) and (c) correspond to the same case of ６ as shown in
Fig.4.4.　The directional patterns for Fig.4.6 are shown in Fig.A.7　where
the curves are described in the same manner　as　Fig.4.5.　The　trend　of
diminishing　of　the　desired　signal　is　more　remarkably　observed　　in
Fig's.4.5(a) and A.6(a), demonstrating low SINR by small a. In (c)'s　of
Fig゛s.4.5 and 4.6 where 6 is too ］Large, on the other hand, the　adaptation
is hardly performed.　After all, we have found too large or　too　small　６
brings about unsatisfactory performance.　　　　　　　　　　　　　　　　　　　　　　　　’
　　　Next, Fig.4.8 demonstrates the relationship between ６ and output　SINR
for four different values ofP:iﾌﾟs,　ｎａｍｅｌy9（ａ）Pi゛0.19（b）Pi°1, (c) Pi=10
and (d) P-i=100.　The S］:NR゛Ｓare read after 29000 times of　iteration. In
Fig.4.8, we learn that the value of ６ is ａ decisive factor on　the　output






































Fig.4.8 Search for optimum g (K=4):
　　　(a) Pi=0.1, (b) Pi=l, (c) Pi=10, (d) Pi=100.
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seem to depend on the magnitude of Pi・
　　　Anumber of computer simulations were carried oｕtﾆfor other values　of
Q±s,　the angles of arrival of the interference, and we　obtained　similar
results Ｓ０long as Qi :Lies outside of the mainbeam.
4.４　Theoretical Discussion
　　　　In this section, we will consider the meaning of the results　obtained
just above.　First, the output ｗｉ］．１be divided into　three　components　as
the ｆｏ１:Lowing.
　　　　　　^out ゛ P^out 十Ｐ１０ｕｔ十P"out　　　　　　　　　　　　　　　　　　　　　　　　(4.36)
where　the　superscripts　ｓ，　ｉ　and　ｎ　stand　for　the　desired　signal,
interference and noise components, respectively. The partial　derivatives


















Now,　the output voltage of the desired signal shall be given by
7ｓ°/町7(0(1)゛瞑べしポ‾仇(0(1)} (4.38)






























In eq.(A.41),　only the third term contains the desired　signal　component
Now, let
　　　e = e K (£≧O）
and name the third term in eq.(4.41) D3 which can be expressed as
















then eq.(4.A3) becomes the derivative of　the　deviation　from　the　ideal
situation for the desired signal in the absence of the interference.　With
this meaning of the third term, we have finally come　to　understand　the
significance of eq.(4.41).　The first and second terms respond　to　reduce
the interference and noise, respectively, while the third　term　works to
protect the desired signal.　This is the interpretation　of　the　previous
results by computer simulation｡
　　　　Inorder to verify this consideration, further computation is done for
various numbers of elements Ｋ other than K=4,　The　results　of　6 versus
S］:NR are shown in Fig.4.9. (a), (b) and (c)　correspond　to　the　results
where K=3, K=6 and K=8, respectively.　The　SINR's are　the　values　read































Fig.4.9　Opti°urn 6 for various element numbers (Pi=l):
　　　　　　(a)K=3, (b) K=6, (c) K=8.
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evident that the ６ satisfying eq.(4.44) gives the best performance。
　　　　Inpractice,　the apriori knowledge on the desired signal input　Ps　is
necessary when we adopt the penalty　function　of　ｅq.(4.7).　　Ps　may　be
estimated by the power of the transmitter of the desired　signal　and　the
distance between the transmitter and receiver.　Since the　estimation　may
not be accurate enoughﾀ　we should not expect　the　optimum　choice　of　６・
According to the previous discussion, the value of ６ which is smaller than
the optimum is fatal for it is destined to cancel the　desired　component.
Therefore, a somewhat larger value of　6　than　the　optimum　value　Ｋ　is
advisable for safety.　Fortunately, the dependence ｏｆ･SINR on　6　is　not
very sensitive as shown in the Fig's.4.8　and　4.9,　and　thus　the　above
treatment does not sacrifice the performance seriously・
4.5 QｕE!ntizationof Phase-Shifters
　　　　Inco ventional phased arrays, quantized phase-shifters are frequently
used because of various reasons such‘as cost or controllability.　工ｔwould
be advantageous if this sort of implementation could　be　adopted　in　our
adaptive array without・serious sacrifice of its capability.　工ｎ　order　to
get ａ rough idea of how many bits of quantization of phase are　necessary,
we kept the same algorithm in　the　computer　simulation　as　before,　and
replaced the analogue phase-shifters with quantized ones　only　after　the
system reached convergence.　Fig.4,10 demonstrates the dependence　of　the
output SINR on the bit numbers　for　various　angles　of　arrival　０ｆ　the
interference.　The dashed lines ｉｒ!the figure correspond　to　the　results
obtained by the analogue　phase-shifters.　Many　other　experiments　with
different power of interference, though whose figures are not　shown　here


































Bit numbers and attained SINR
（K＝4）:
　（ａ）Oi＝-20°, (b) 6i=-40°，
　(c) ei=-5o°, (d) ei=-60°，
　(e) ei=-70°.
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Fig.4.11　Performance of the quantized phase-shifter system:
　　　　　　　　　(a)u=2×10-2/P。, (b) y=1.5×10-2/Ｐ。, (c) U=l×10-2/P。
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in the worse SINR.　This is against the general fact of　adaptive　arrays,
and should be interpreted that　the　delicate　discrepancy　of　the　phase
values fails to cancel the interference｡
　　　The inspection of Fig.4.10 leads us to conclude that at least seven or
eight bits of quantization are necessary for the adaptive　arrays.　　Next,
the behavior during the process　of　adaptation　is　examined　with　8-bit
phase-shifters, while the same algorithm for the analogue system is used.
Fig.4.11　shows the results for three different choices of　the　step-size.
(a), (b) and (c) correspond to the cases where u=2×10‾2/P。, y=i.5×10-2/P。
and u=l×10‾2/Poy　respective:Ly.　It is remarkable that the step-size　about
ten times that for the analogue system whose results are already shown　in
Fig.4.4(b) is necessary for the quantized system.　Also,　the　performance
of the system is very sensitive on this choice　of　the　step-size.　This
means that the compromise between the transient and static characteristics
of the system control must be made with very narrow margin.
4.6　Concluding Remarks
　　　　Inthis chapter, an adaptive　antenna　array　system　with　phase-only
control　and　under　the　principle　of　DCMP　(directionally　constrained
minimization of power) was discussed.　工ｎ this case, the rigid　constraint
condition for protection of the desired signal　such　as　adopted　in　the
ordinary　DCMP　adaptive　array　could　not　be　　employed　　successfully.
Therefore, a new penalty function had to be devised for the system,　which
must take into consideration the more flexible protection of　the　desired




coefficient that is the most important factor of the penalty function　was
especially investigated.　As the results, it turned out that too large　or
too small constraint coefficient yields 10ｗ　SINR　and　that　its　optimum
value exist:Ｓwhich offers compromise between the protection of the desired
signal and suppression of the interference.　Thus, the optimum　choice　of
the constraint coefficient was given numerically.　It was also shown　that
the theoretical consideration leads　to　the　same　value.　Finally i　the
attempt to quantize the phase-shifters was reported, and it is shown to be
unsatisfactory for practical ｕＳｅ｡
　　　　Atthe end of this chapter, we ｗi1:Ladd the following remarks.　It　is
clear that we can also apply our new algorithm to the directional　pattern
‘synthesis with phase-only control,　similar　to　techniques　discussed　' in
Ref.[70]・Unlike the adaptive null steering,　the　radio　environment　is
specified for design in this case･ and we can use this･ algorithm to　obtain
the optimum phase-shifts for the given specification.　One of the greatest
advantages of this algorithm is to be able to attain the 10ｗ sidelobes　at
ａ partial angular sector by assuming that the interferences･　impinge　from
the intended directions.　Besides, since we　have　only to　quantize　the
phase-shifts after ｔhe･ optimum ones are obtained in the analogue means, we
do not have such difficu:Lties about quantization as in the　adaptive　null
steering.　　Thus,　the　quantized　　phase-shifters　　can　　be　　introduced




TAMED ADAPTIVE ANTENNA ARRAY
　　　An adaptive array requires some instruction on how to discriminate the
desired signal from the　unwanted　interferences.　In　the　case　of　the
adaptive　antenna　under　the　algorithm　of　　directionally　　constrained
minimization of power(DCMP)[30], the system is　taught　the　direction　of
arrival 0f the desired signal,　and　forced　to　make　ａ　constant　voltage
response of its transfer function to this signal.　Several　problems　such
as the following arise from this guideline:
(ａ)工ｆan interference which is coherent with the desired signal　arrives,
　　　as is usually the case in multipath propagation, the system　tends to
　　　utilize this interference to cancel the desired　signal　in　order to
　　　minimize the outputンpower[55],[72]－[75]・
(b) When the prescribed angle of arrival 0f　the　desired　signal　is　not
　　　accurate enough, the system takes　the　desired　signal　for　unwanted
　　　Interference and tries to suppress ｉt[301.
(c) When the desired signal is broadbanded, its sideband　component　which
　　　does not satisfy the above constraint becomes ａ target for the　system
　　　to suppress[48],[76],[77]・
　　　All (a), (b) and (c) result from the excessive fidelity of the　system
to the　given mission to minimize the output power.　In those　cases　where
nulls must be formed in the　vicinity　of　the　constrained　direction　or
frequency, the control algorithm usually guides the　variable　weights　to
- ７５－
extremely large values in magnitude.　This　may　be　compared　to　super-
directive arrays.　By analogy, it is expected that the cancelling can　be
moderated if we add some amount of internal noise to　prevent　the　system
from being too super-directive, i.e., not so fierce as to harm the desired
signal.　The idea of taming the adaptive　array　by　injecting　additional
noise(internal ０ｒthermal) is not new, but　simply　turned　down　for　the
following reasons：
(1) the contamination of the desired signal by the added noise.
(2) the reduction of the capability to suppress the interference。
　　　　Fortunately,the nature of the DCMP system allows us to　add　”pseudo”
noise, instead of real noise, during its feedback processing so　that　we
may avoid deteriorating the SNR of the output, solving　the　problem　（１）．
The second concern comes　from　the　misbelief　that　the　adaptive　array
balances the internal and external noises.　In fact, it is their gradients
in terms of the weights that are balanced as discussed in Chapter ３．　When
we １００ｋat the components of the output of the adaptive antenna, we notice
that the external interference is very　much　smaller　than　the　internal
(thermal) noise component.　Therefore, we can　moderate　the　cancellation
capability of this system and still　have　good　suppression　against　the
external interference.　This is how we reached the concept of　the　”Tamed
Adaptive Antenna Array”［７８］‘,［７９］。
　　　　Asanother cancellation problem, we will study the effects　of　mutual
coupling and random input errors on the steady-state　performance　of　the
DCMP adaptive array.　Most analyses on the performance of adaptive　arrays
assume the uniform reception of the incoming plane waves by each element・
Several papers, however,　reported　the　effect　of　the　mutual　coupling
between the array elements of the various　adaptive　arrays　such as　the
least　mean　square　(LMS),　　Howells-Applebaum　　and　　power　’ inversion
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principles[80ト[82]Some other papers[83]－[85]dealt with the random
errors of the　ａｍｐ:Litudes　or　phases　of　the　received　signals　at　the
elements.　These papers reported significant effects on the performance of
the adaptive arrays.　If the DCMP adaptive array has such　effects,　there
arises some discrepancy between the desired signals actually　received　by
the elements and those assumed in setting the　constraint.　Consequently,
the desired signal may be regarded as　the　unwanted　one　and　becomes　ａ
target of suppression, which is similar to the cancellation problem of the
ａｂｏｖｅ(b).　Therefore, it reminds us to adopt the tamed adaptive array　of
the present interest to protect the desired signal in cases of the　mutual
coupling and random input errors.　We shall see the improvement　over　the
conventional DCMP adaptive array。
　　　In the next section, we describe　system　and　input　models　for　the
analysis.　In Section 5.3, we analyze the performance of the DCMP adaptive
array in adverse radio environments such as　the　problems (a) and (b)
mentioned above, and afterwards we introduce the tamed adaptive　array as
the improved DCMP system in　Section　5.A.　Section　5.5　is　devoted to
evaluating the broadband performance of the tamed adaptive array which we
deal with as the problem (Ｃ).　Sections ５.6 and 5.7 are concerned with the
performance under the effect of mutual coupling between array elements and
under　the effect of random input errors, respectively, and the results　of
the conventional DCMP system and the tamed system are　compared.　　Section
5.8 states the conclusions.
5.２　Description of Models for Analysis
　　　Let us consider a K-element, L-tap adaptive array shown by Fig.3.1 and
assume　that the elements are　isotropic　and　spaced　equal:ly　by　ａ　half
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wavelength.　There are three kinds of external wave fields arriving at the
system; (1) the desired　signal, (2)　the　c-interference,　and　（3）　the
i-interference.　Their angles of arrival and average powers are denoted by
es.　0C.　e:D　Ps.　Pcand Pi.　respectively.　　Another　input,　the　internal
(thermal) noise appears at each tap with the equal average　power　of　Pn.
Therefore, various input parameters defined in Chapter 3 such as SNR,　SIR











Throughout this chapter, we assume that ｒ is equal ０ｒless than o dB.
　・As the guiding principle,　we　adopt　DCMP　approach　with l　the　single
constraint where the constraint matrix Cd　and　the　constrained　response
vector Ｈ are given by eq's.(3.21) and (3.22).
5.3　Protection of the Desired Signal in Adverse Environments
5.3.1　The Effect of the Coherent Interference[73],[８６]
　　　　Wetake an example of 4-element, 2-tap system, and calculate eq.(3.31)
to obtain the optimum weight.　Table ５．１shows the parameters of the input
model and constraint we use.　Fig.5.1 shows the results　of　the　relation
between　the　input　SNR　and　the　output　SINR　while　changing　the　Ｃ－
interference power expressed in terms of the input CSR,　ｒ．　Itis　clearly
seen that the output SINR deteriorates as ｒ increases.　　Moreover,　it　is
interesting that there is an optimum value　of　the　internal　noise　that
Table ５．１　Inputmodel and constraints under the　effect　of　coherent
　　　　　　　　　　interference.








angle of arrival　:　9i ° -50°
power　　　　　　　　　:　Pi＝100
















Fig.5.1　The relation between the input SNR and the output SINR　under
　　　　　　theffect of coherent interference, (see Table 5.1)
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maximizes the output SINR, and that this optimum input SNR depends on　the
power of the c-interference.　Next, we　examined　its　dependence　on　the
i-interference input, and found out that neither the power nor　the　angle
of arrival of the i-interference have remarkable　effect　except　for　the
vicinity of e =e-i(=60°).　This means that we　can　determine　the　optimum
internal noise without the　knowledge　on　the　i-interference｡
　　　　NoＶ,　＼iewill denote the above　optimum　internal　noise　by　Pno≫　and
obtain　its　formula　analytically　by　assuming　that　no　i-interference
arrives.　For ａ narrowband input signals,　L゛2 is sufficient,　and hence　we
can adopt the complex expression defined in Section 3.５　here　again.　By




　　　　Ψk(Oχ)＝7T{ｋ－(K＋1)/2}ｓin Oχ, (x=s or c; k=l,.., K)　　　(5.6)
we can express the complex correlation matrix as follows:
　　　　Rχχ ゜ PnU十χdχd十　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(5●7)
　　　　ｘd＝/昭Ｚｓ十/司ｅｘp(－jφｓｃ)Ｚｃ　　　　　　　　　　　　　　　(5.8)
whereφsc denotes the phase difference of the desired　and　c-interference
measured at the reference point(the center of the array).　　Since　we　can
obtain ＲＸＸ‾1 by applying the matrix inversion formula[63]to eq.(5.7), the
complex optimum weight vector given by eq.(3.80) can be derived　for　this
case as follows:






















+2KPｎ Pｃ(1 － Adc2)CIH12(Pｓ十Adc2Pc＋2Adc/罵司COSφｓｃ)
　　　　　　　　　　　　　　　　　　　　　　　　(5.14)
Thus,　equating the derivative of SNRout by Pn to be zero,　we have
^no = (K/2 c(Pｓ十Pc＋2AdcPｓＰｃｃｏｓφsc)(l － Adc2) (5.15)
Unless the angle of arrival 0f the c-interference is close to that of　the




With further approximation, we have　　　　　　　　　　　　　　　　　　，.
　　　　°no ２（K/2）y町でPs + Pc)　　　　　　　　　　　　　　　　　　　　　(5.18)
For K=4, and Ps=Pc=l, we obtain from eq.(5.18)
　　　　Pno - 3　　　　　｡一　　　　　　　　　　　　　　　　　　　　　　　　　　(5.19)
Review of the curve for r=OdB in Fig.5.1 showing the optimum input SNR　of
about -7.8dB (i.e･. Pn amounts ｔ0 3.01) confirms that eq.(5.19) is ａ good
estimate.
- ８１　－






































Fig.5.2　The relation between the input SNR and the output SINR　under




　　　Using the same 4-element,　2-tap system, we　calculate　the　effect　of
pointing error of the constraint direction.　The parameters of　the　input
model and constraint are shown in Table 5.2.　Fig.5.2 shows　the　relation
between the input SNR and the output SINR while varying the pointing error
6.　With a high input SNR, i.e・, weak internal noise, the output　S]:NR　is
sensitively affected by the　error　of　the　constraint　direction.　With
stronger internal noise, however, the decrease of the output SINR is　more
gradual although the best possible output SINR obtained at the　error-free
condition is somewhat 10ｗ compared with the case of weak　internal　noise.
5｡4　The Improved System Using the Pseudo Noise （ＴａｍｅｄAdaptive Antenna)
　　　　Aswe discussed in the previous section, we　can　improve　the　output
SINR by Intentionally adding　some　amount　of　internal　noise　when　the
c-interference is strong or when the setting of the　constraint　direction
is not accurate enough.　This method, however, brings about ａ problem that
the internal noise component in the output increases.　Here, we　can　take
advantage of the DCMP algorithm that the feedback signal is　generated　by
the matrix manipulation in ａ feedback route as will　be　discussed　later.
工ｎshort,　we do not inject any real　internal　noise　in　the　signal-flow
route, but add some pseudo noise in　the　feedback　route　to　affect　the
calculation of the optimum weight.　Thus, we can　escape　from　increasing
the noise component in the signal-flow route output.
5.4.1　The Method of Injecting the Pseudo Noise
　　　Wedenote the pseudo noise power by（X（≧O），　and　modify　the　input
－　８３　－
correlation matrix ^xx s　i.ｅ･ s　we　use　R l
XX
in　place　of　^XX　when　we
calculate the optimum weight.　R゛XX is given by
　　　　　R゛χχ ゜ Rχχ 十(χU　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(5●20)
The optimum weight vector Ｗ' opt is now given by
　　　　　" opt ° R゛ｘｘ‾1Cd(CdTR゛ｘｘ‾1Cd)‾1H　　　　　　　　　　　　　　　　　　　　(5.21)
Let us consider two extreme cases.　With a°09　the above " opt　corresponds
to ^opt of ｅq°(3°31) and
･we
have an ordinary DCMP array° With　a　tending
to infinity,
　　　　　" opt ° Cd(CdTCd)‾1H°Ｆ　　　　　　　　　　　　　　　　　　　　　　　　(5.22)
and we have the pattern of ａ uniformly excited　array　with　its　mainbeam
pointed to the constrained direction.　工ｎ　order　to　get　ａ　mathematical




For the improved system, we have






Thus, we have effectively introduced an additional constraint on the　norm
of Ｗso that it may not become excessively large.
5｡4.2　New Gradient Algorithm
　　　The description of the new algorithm for the improved system using the
pseudo noise is now given on the basis of the conventional DCMP algorithm.
The new ａ:Lgorithm is first given by
　　　　　　Ｗ(ｍ＋1)＝Ｗ(ｍ)－Ｕ∇ｗQ゛[Ｗ(ｍ)]　　　　　　　　　　　　　　　(5.25)
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Therefore, tracing the same process　as　the　conventional　one　shown　in
Chapter 3, we obtain the following equation from eq.(5.25):
　　　　　Ｗ(ｍ＋1)＝P[W(in) - uR゛χχＷ(ｍ)]＋Ｆ　　　　　　　　　　　　　　　　　(5.26)
which is equal to the form of eq.(3.45) where Rχχis　merely　replaced　by
R'χｘ.　Substituting eq.(5.20) into eq.(5,26) gives
　　　　　W(m+1) = PrW(in) - V』(Rχχ十aU)W(m)]＋Ｆ
　　　　　　　　　　＝Ｐ[(１一回)W(m) - uRχχＷ(ｍ)]十Ｆ　　　　　　　　　　　　(5.27)
Thus,　approximating ^xx in eq.(5.27) by ｘ(ｍ)ＸＴ(ｍ)9we obtain the practical
algorithm for the improved system which is written as ｆ０１１０ｗＳ:
　　　　　W(m+1) = P[(1－μａ)Ｗ(ｍ)－μＸ(ｍ)y(ｍ)]＋Ｆ　　　　　　　　　　　　(5.28)
Eq.(5.28) shows that the system tries to decrease the norm of　the　weight
by compression factor, (1 - uot),　at　every　iteration.　The　geometrical
interpretation of this new　algorithm　is　shown　in　Fig.5.3,　which　is
compared with the conventional one　shown　in　Fig.3.5.
　　　The convergence condition of this algorithm can　be　obtained　in　the











where　λ゛ｍａｘrepresents the maximum eigenvalue of PR'xxP　and,　similar　to
the conventional case, it is related to the maximum eigenvalue　of　Ｒ’ＸＸ９
（Ｊ゛maxby
Ｏく入゛ｍａｘ≦（Ｊ゛ｍａｘ
Also, it is clear from eq.(5.20) that the relation o'^ax °Ｏｍａｘ十（x　holds
where '-'maxis the maximum eigenvalue of ^xx-　　Therefore,　the　sufficient
condition of eq.(5.29) is ｅχpressed as
-
max




Fig.5.3　Geometrical interpretation of the algorithm of tamed adaptive
　　　　　　　　array.
- ８６　－






A-element, 2-tap array.　Various characteristics of　the　array are　then
derived from them.
Case Ａ　the presence of the coherent interference-
　　　We use the values of the parameters of input and constraint　shown　in
Table 5.1.　Fig.5.4 shows the adapted pattern for three　different　values
　　　　　　　　　　　　　　　　　　・　　　　　　卜　　　　　●　　　　.of ot, the pseudo noise-, with ,ｒ being odB.･　The output components and　SINR
corresponding to these patterns are summarized in Table 5.3.　For the case
(a) which is actually the conventional　system,　the　suppression　of　the
i-interference is best while the desired signal is also cancelled　by　the
c-interference.　Comparing the output components of the i-interference and
internal noise,　we notice that the former is　unnecessarily　low.　As　we
increase a,　as　in　case(b),　the　suppression　capability　is　somewhat
moderated, and the signal is saved from cancellation.　lf･　we　increase a
too muchﾀ　however,　as in case(c), the system does not make ａ null　in　the
direction of the i-interference and loses　its　function　as　an　adaptive
antenna.　This suggests that there is an　optimum　value　for　the　pseudo
noise.　Fig's.5.5 and 5.6　show　the　investigation　of　how　the　optimum
internal noise is affected by CSR and Pi,・respectively.　]:n　Fig.5.5,　the
meaning of the abscissa is twofold.　For the solid curves, it is　the　sum
of real and pseudo noiseﾀ　ｉ．ｅ･タ　Pn＋(xwith an assumed　value　of　Pn=0.01・
For the dashed curves,　the abscissa means true value of Pn-　　They　differ
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Fig.5.4　The directional patterns for various levels　of pseudo　noise
　　　　　　　　power(a)where I. S and C in the figure　show the　angles　of
　　　　　　　　arrival0f the incoherent　interference, desired　signal　and
　　　　　　　　coherent　interference,　respectively:　(a) a°0，　(b) a°1。
　　　　　　　　(c)a=100. (see Table ５.1）
Table ５．３　Outputcomponents and SINR corresponding to the patterns
　　　　　　　　　　　　　　　　　　　　　　　　inFig.5.4.

































　　　　　　　　　power(a)and the output SINR while　dashed　curves　show that
　　　　　　　　　betweenthe real internal noise　and　the　output　SINR.　The
　　　　　　　　　inputcoherence-to-signal　ratio(r)　1S　varied:　(a) r=OdB,














　　　　　　　　　power(a)and the output SINR while　dashed　curves　show that







OUTPUT SINR 15.18 dB
-90 -60 -30　0　30 60 90
AＮＧＬＥ（de9rｅｅ）
Fig.5.7　The directional pattern obtained by using the　optimum pseudo
　　　　　　　　　noisepower of a=3. I, S and Ｃ in the figure show the angles
　　　　　　　　　ofarrival ０ｆ the incoherent interference, desired signal and
　　　　　　　　　coherenti erference, respectively, (see Table 5.1)
90－
solid curve in (c), the case of weak c-interference, shows　ａ　plateau　of
the output SINR which means ａ wide region of the pseudo noise can　produce
ａ good Ｓ工NR. Therefore, the setting of a for the worst case, i.e., r=OdB,
will guarantee good performance for other cases of　ｒくOdB.　Now,　we　fix
r=OdB, and vary the power of the i-interference,　Pi-　　Fig.5.6　shows　the
results.　The abscissa has the same twofold meanings as in Fig.5.5.　This
figure designates that the optimum pseudo noise　is　almost　constant　for
different Pi's.　Alsoﾀ　the optimum values of Pn corresponding to the　peak
of the dashed curves give high SINR's of the solid curves in all cases　of
Ca) through (c). Although eq.(5.15) is for the real internal　noise, the
above results suggest that we can utilize　it　to　determine　the　optimum
pseudo noise, a as well.　Thus, a may be Ｃａ:Lculatedby　the　approximation
of eq.(5.18) for Pc＝Pｓ（ｏｒｒ＝OdB）:
(゛opt ° KPｓ/万 (5.33)
(Ｘｏｐｔis proportional to the number of elements, K and the input　power　of
the desired signa:L,　Ps.　We only need a rough estimate　of　Ps　since　the
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゝrange of the pseudo noise for good ：SINR　is　quite wide　as　demonstrated
above.　For the case of 4-element system,　and ＰＳ°１ｌ　weuse　eq.(5.33)　and
approximately decide･
　　　　　"opt = 3　　／　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(５●３４)
Fig.5.7 shows the adapted pattern where the parameters are the same as　in
Fig.5.4 except that a is chosen to be ３．　By the obtained optimum　weight,
the output SINR is calculated to be 15.18dB, in contrast to　-26.51dB　for
the conventional system (a=0).
　　　　We　carried out numerous calculations with various combinations of　the
Ｃ－ and　i-interferences.　The results conclude that the performance of　the











Fig.5.8　The relation between the pseudo noise power(a) and the output
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Fig.5.9　The relation between the　pointing　error(6)　and　the output
　　　　　　　　　SINR.　Thesolid curve is　by　the　tamed　system, while　the
　　　　　　　　　dashedone, the conventional system, (see Table 5.2)
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interferences falls into the vicinity of the desired signal.
Case Ｂ　Pointing error of the constrained direction-
　　　We used the parameters shown in Table 5.2　for　the　same　4-element,
2-tap system.　Fig.5.8 shows the relation between the pseudo　noise　power
and the output SINR for different values of the pointing error, 6.　工ｔ　is
seen that the pseudo noise of the same order of the desired　signal　again
gives high SINR throughout.　We adopt the same value　of a=3　as　in　the
previous case, and calculate the relation between the pointing　error　and
the output SINR. ’The solid curve in Fig.5.9 show the result.　The　dashed
curve in the same figure is the result　by　the　conventional　system　and
shown here for comparison.　:It　is　demonstrated　that　the　tamed　system
allows us wide margin for the pointing error.
5.5　Broadband Performance of the Tamed Adaptive Antenna
　　　　Then xt topic is the frequency characteristics of an　adaptive　array
in terms of the desired signal[881.　In most　DCMP　adaptive　arrays,　the
sideband component of　the　desired　signal　is　taken　for　the　unwanted
interference and becomes ａ target of suppression.　This　results　in　the
uneven　passband characteristics of the system　transfer　function,　hence,
distortion of the desired signal.　By analogy of space to　frequency,　the
favorable effect shown in the previous section in terms　of　the　pointing
error is expected to solve this problem.　Our numerical results did　prove
that this is true. We use ａ 4-element , 4-tap system[89]and　the　desired
signal　is assumed to have ａ flat spectrum over its specified band as shown
by Fig.5.10.　We denote the center frequency and bandv゛idthby fo　and　6f9
respectively.　In the following calculation, the fractional　bandwidth　is






Fig.5.10　Frequency spectrum of broadband signal.





















































Fig.5.11　The frequency characteristics　for　the broadbanded　desired
　　　　　　　signal.　The solid curves　are the　results by　the　tamed
　　　　　　　system,while　the　dashed ones　are by　the　conventional
　　　　　　　system.　The former gives 20.99dB in SINR, and　the　latter,
　　　　　　　7.46dB. (see Table ５.4）
-
zksi (5.36)Ｓ
Table 5.4.　The i-interference is assumed to　be narrowbanded.　Fig.5.11
compares the frequency　responses　to　the　signal　from　the　constrained
direction.　The amplitude and phase curves of the tamed system are flatter
and straighter, respectively, than those of the conventional　system.　　We
also obtain higher output SINR of 20.99dB by the tamed system, in contrast
t0 7.46dB by the conventional system.
5.6　Performance under the Effect of Mutual Coupling
5.6.1　Description of Input Models
　　　Sincewe treat only the narrowband signals hereafter, we will　express
them in complex notation.　Then, the complex optimum weight vector of　the
tamed adaptive array is given by
^opt ゛（Rｘｘ゛aU)-lCd［Cd十（Rｘｘ十aU)-lCd］‾1H゛ (5.35)
where the pseudo noise a is given by eq.(5.33).　The　expression　for　the
element output voltages under the effect of the　mutual　coupling　between
array elements must be derived.　After Ref.[81], the　required　expression
can be obtained by considering　the K-element　array as　ａ Ｋ＋1　terminal
linear, bilateral　network　responding　to　an　outside　source　as　shown
by Fig.5.12. In Fig.5.12, each port of the K-element array is shown to be
terminated in ａ known load impedance ｚL‘　The array　has　as　its　driving
source ａ generator with open circuit voltage ｖg and internal impedance ｚg'






















Fig.5.12　Antenna array as ａＫ＋1　terminalnetwork.
- 97 －
　　　　　　ｖK° ^Kl^l 十’゜十ｚKkik＋゜゜十ｚKKiK十^Ks^s
where Zi]^ represents the mutual impedance between the i-th　and　the　k-th
ports (in the special case of i=k, it is　the　self-impedance).　　Further,
making use of the relationship between terminal current and load impedance
gives
(k=l, 2..., K) (5.37)
If all the elements in the array are in an open circuit condition,　then
　　　　ik千O　（ｋ°19　2,..,　K）





















Zo is the impedance matrix normalized by the load impedance ^h'　andＶ　and
Vo are the vectorial expressions of the element output　voltages　and　the
open circuit voltages　at　antenna　terminals,　respectively.　　Since　the
matrix Zo is nonsingular, eq.(5.40) is reformed as ｆ０１１０ｗＳ:
- ９８ －
　　　　　V＝Zo‾ＩＶｏ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(5.A4)
　　　If we ignore the mutual coupling　between　array　elements,　then　the
matrix Zo becomes the identity matrix multiplied by ａ scaling factor since
the self-impedance Zkk's(k=l,..・IK)　are　identical.　Therefore,　let　v゛
represent the element output voltage vector in the absence of　the　mutual
coupling, which can be expressed as
　　　　　V = 6‘｀1ｖｏ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(5.45)
where　6=1+Zkk/ZT　and　is　８　complex　constant.　　Eliminating　Vo with
eq's.(5.44) and (5.45), we obtain the following equation:
　　　　　Ｖ＝6 Zo‾1 V゛　　　　　　　　　　　　　　　　　　　　　　　　　　　　(5●46)
We can use 3Zo-l in eq.(5.46) as ａ transformation matrix which　transforms
the element output voltage vector without the effect　of　mutual　coupling
into the ｅχpression under that effect.　By using the above　transformation




Consequently, the complex correlation matrix is expressed as follows:
　　　　　Rｘｘ＝E[ＸＸ十]
　　　　　　　＝圈２ ＺＯ‾１Ｅ[Ｖ゛Ｖけ](ZO‾1)十十PnU　　　　　　　　　　　　　　　　(5.48)
E[Ｖ'V゛十]in eq.(5.48) corresponds to the correlation matrix of　the input
signals in the absence of mutual coupling.　If we suppose that the desired
signal and only one i-interference are incident on the array,　it　can　be
expressed in the following manner after eq.(3.91):
　　　　　E[Ｖ゛Ｖけ]＝PｓCdCd十十PiZiZi十　　　　　　　　　　　　　　　　　　　　　　(5.49)
5.6.2　Numerical Examples
　　　　Numericalcalculation is carried out on ａ linear, equi-spaced adaptive
- ９９ －
array consisting of four, half-wavelength,　center-fed　dipoles　with　the
adjacent spacing of a half wavelength.　The configuration of the array　is
shown in Fig.5.13.　The system　adopts　side-by-side　arrangement　of　the
vertical dipoles.　The desired signal and interferences are assumed to　be
vertically polarized and incident in the horizontal plane.　The self-　and
mutual　impedances　between　the　dipoles　are　computed　by　the　induced
electromotive force (ＥＭＦ)ｍｅthod[901.　The load impedance is equal to　the
complex conjugate of the　self　impedance　of　the　single　dipole,　i.e.,
ＺＬ°ｚkk曇゜　The parameters for radio environment are shown in Table 5.5.
　　　We obtain the optimum weight by ｅq゛s.(5.35), (5.48) and (5.49), and
calculate the directional pattern in the horizontal plane of the array　by
using
　　　　　　Ｄ(e)゜|{6Zo‾1S(0)}ＴＷｏｐＪ１２　　　　　　　　　　　　　　　　　　　　　(5.50)
where s(e) is ａ scanning vector which is expressed as follows:
　　　　　　S(0)＝(1/万)[ｅｘpりΨi(0)},..., exp{jΨK(o)}]Ｔ　　　　　　　(5.51)









　　We show the directional　patterns　in　the　horizontal　plane　of　the
conventional DCMP adaptive array (a=0) in Fig.5.14, and those of the tamed
adaptive array (a=3) in Fig.5.15, where (a) and (b) in each figure
correspond to the patterns in the absence and presence of mutual coupling,





Fig.5.13　An array of　four,　center-fed,　half-wavelength　dipoles in
　　　　　　　　　　side-by-sidearrangement.
Table 5.5 Input model　and　constraints　in　the　presence
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Fig.5.14　The　directional　patterns　of conventional　DCMP　adaptive
　　　　　　　　　array,where l and S in　the　figures　show　the　angles　of
　　　　　　　　　arrival　　0f　　the　　interference　　and　　desired　　　signal,
　　　　　　　　　respectively:(a) pattern in the absence of mutual　coupling
　　　　　　　　　(SINR=22.69dB), (b) pattern　in　the　presence　of　mutual

























Fig.5.15　The directional patterns　of　tamed　adaptive array (a=3),




　　　　　　　　　　coupline(SINR=21.41dB). (see Table 5.5)
- １０３　－
the direction of the desired signal　due　to　the　effect　of　the　mutual
coupling.　As the result, the output SINR of this conventional DCMP system
degrades from 22.69dB for Fig.5.14(a) down to 2.53dB for Fig.5.14(b). On
the other hand, the tamed system is little affected by the mutual coupling
as shown in Fig.5.15(a) and (b). Good output SINR of 21 .AldB is kept even
in the presence of mutual coupling･
5.7　Performance under the Effect of Random Input Errors
　　　　Themutual coupling is one of the causes of errors in the constraint.
Wavefront distortion or array geometry errors are other　possible　causes.




signal and i-interference.　Ｌｅｔｖ’Ｓｋrepresent an output　voltage　of　the
desired signal at the k-th array element in the absence of random　errors,
and Vsk the output voltage in the presence of　those　errors. Then,　Vsk
shall be expressed as ｆ０１１０ＷＳ：
　　　　　Vsk ゛（1十esak)V'skexp(j2Trespk)・・ k゛1・‥・・K　　　　　　　　(5.56)
where e^ai^ and ^spk represent the error components in　the　amplitude　and
phase of the desired signa:L　of　the　k-th　array　element,　respectively.








diagonal.　Likewise, we assume that the element　output　voltages　of　the
i-interference,　vik(k°1タ..,K),　include similar　random　error　components,
which is expressed in the vectorial notation as follows:
where
Vi ° Diｖ'i (5.61)
　　　　　Vi °［vi1・vi2･‥・ｖiK］T　　　　　　　　　　　　　　　　　　　　　　　(5.62)
　　　　　Ｖ゛i °［V’iP V i2> ･ ･ > V゛iK］Ｔ　　　　　　　　　　　　　　　　　　　　　(5.63)
　　　　　Di ° diag{(l十eia1）ｅＭ）（j271eipl）・‥・（1十eiaK）ｅ）ｑ）（j271ｓipK）｝　　(5.64)
where v゛ik represent an output voltage of the i-interference at　the k-th
array element in the absence of random errors, and EiaV and ^ipk　are　the
error components in the amplitude and phase of the i-interference　of　the
k-th array element,　respective:ly.　Ｖ゛Ｓ and V'-;^ are equal　to　the　desired
signal and the　i-interference　input　vectors　S（ｔ）　and　l（ｔ）　given　by
eq's.(3.89) and (3.90), respectively.　工ｎ this discussion, we assume　that
all those error components are statistically independent random　variables






Now, in　this situation, the input vector ｘ is given by
　　　　　χ＝ｖｓ十ｖi十Ｎ　　　　　　　　　　　　　　　　　　　　　　　　　　(5.69)
where Ｎ is　the　thermal　noise　input　vector.　　Therefore,　the　complex





　　＝DｓＥ[V'sV's十]Dj＋DiE[v v ■十]Di゛十PnU (5.70)
Considering E[Ｖ'ＳＶ゛Ｓ十]＝PSCdCd十　and　E[Ｖ'iｖ゛i十]゜　PiZiZi十・゛゛ｅ　obtain
further from eq,(5.70)
^xx ° PｓDｓCdCd十Ｄｊ十PiDiZiZi十Di§十PnU (5.71)
For the case where more than one interferences arrives, we can　apply　the
same input modeling as the above to them.
5.7.2　Numerical Results
　　　　Wewill show the numerical results of the output SINR in the　presence
of random errors described above. The calculation are carried　out on　ａ
four-element, linear, equi-spaced adaptive array of the isotropic elements
with the element spacing of a half wavelength.　The parameters　for　radio
environment in Table 5.5 are used here again.　In　this　situation,　after
the optimum weight is obtained by using　eq.(5.71)　in　eq.(5.35),　P out*
P^out and P"out are respectively given by
　　　　P^out °Ｅ[I"s "opt I]“Ｐｓl(ＤｓCd)ＴＷｏｐｔ゛12
　　　　P^out ° E[IｖｉＴＷｏｐご12]゜Pil(DiZi)ＴＷｏｐｔ引２
　　　　P"out °ＰｎｌＷｏｐｔｌ２





functions of variances, o^ and（7p2°　Twenty　independent trials　of　the
random errors were used to obtain the average output SINR at each point in
Fig.5.16.　1ｔ is seen from Fig.5.16 that the conventional　system　suffers
from severe deterioration by the random input errors, especially sensitive
to phase errors.　For examp:Le, the Ｓ工NR degradation from its optimum value
























Fig.5.16　Output SINR of conventional DCMP adaptﾆive array as functions
　　　　　　　　　ofboth amplitude variance,　aa^　and　phase　variance, aJ^
　　　　　　　　　inthe presence of random input errors.　Output SINR at each
　　　　　　　　　pointis an averaged value using twenty　independent　trials


















　　　　　　　in the presence of random input errors.　Output SINR at each
　　　　　　　point is an averaged value using twenty　independent　trials
　　　　　　　of the random errors. (see Table 5.5)
- １０８　－
（7a2°O゛005and（Jp2゛O’　Fig.5.17 shows the results of　the averaged　output
SINR of the tamed system that are obtained by the same method as Fig.5.16.
The deterioration of SINR due to those errors is　very　smal:Ｌ．　　Comparing
Fig.5.17 with Fig.5.16, we can see that the　tamed　system　is　much more
robust against the random input errors.
5.8　Concluding Remarks
　　　　Inthis chapter, we discussed　the　steady-state　performance　of　the
adaptive array under the DCMP algorithm　suffering　from　cancellation　or
distortion of the desired signal in such cases ａＳ;
(a) the presence of ａ coherent interference,
（b）tｈｅ pointing error of constﾆrained direction, and
（Ｃ）the broadband desired signal.
As the results of numerical calculation and theoretical analysis, we found
out that we can improve the　output　SINR　by　intentionally　adding some
amount･･of internal noise when the c-interference is　strong　or　･when　the
setting of the constrained direction is not accurate enough. This method,
however,　brings about a problem that the internal noise component　in　the
output increases.　Then, we took advantage of the DCMP algorithm that　・the
feedback signal is generated by the　matrix　manipulation in　ａ　feedback
route.　:［ｎshortﾀ　we do not add any real internal noise in the signal-flow
route, but inject some ”pseudo noise" in the feedback route to affect　the
calculation of the optimum weight.　Thus, we have　succeeded　in　escaping
from increasing the noise component in the signal-flow route output.　　The
optimum amount of pseudo noise to be injected was also discussed　and　its
formula is given by eq.(5.33).　We named this improved DCMP system　”Tamed
Adaptive　Antenna　Array.”　The　tamed　adaptive array　has　been　proved
- １０９　－
effective to protect the desired signal from　the　adverse　cases　of　（ａ）
through (c)。
　　　All examples concerning the above are for　the　case　of　ａ　4-element
array.　Though　not　shown　here,　other　cases　were　also　studied.　To
summarize the results in short, the array becomes more　sensitive　to　the
pointing error and bandwidth of the desired signal as the　number　of　its
elements increases(as the natural results of larger aperture).　The　need
of ”tami!ｌｇ”will be more urgent in such cases.　Also, the tamed system　is
more effective against the coherent interference in ａ larger array。
　　　As the extension of the above problem (b), we studied the　effects　of
mutual coupling and　general　random　input　errors　on　the　steady-state
performances　of　the　conventional　and　tamed　DCMP　　adaptive　　arrays・
Concerning the mutual coupling.　we　examined　the　performance　by　using
the four-dipole linear array system and　EMF　(the　induced　electromotive
force) method for the self- and mutual impedances.　As to the random input
errors, Gaussian　random　variables　are　employed　in　computation.　The
results of　numerical　examples　show　that　such ‘ effects　cause ．serious
deterioration of the performance of the conventional　system　due　to　the
suppression of the desired signal.　０ｎ the other hand, the tamed system is
shown to be robust against such effects by providing ａｇｏｏｄ几protection　of
the desired signal。
　　　Ａsimilar problem resulting from the　effect　of　mutual　coupling　is
treated　in Ref.［８１］andａ countermeasure is proposed which can be　adopted
in the Howells-Applebaum adaptive array.　　This　scheme　requires　precise
modification of the steering vector based on the exact knowledge about the
mutual impedances.　工ｔ is evident by the results presented in this chapter
that our tamed system is much simpler and　suited　for　wider　variety　of
circumstances.
- １１０　－
　　　　Asstated above, only simple operation of injecting some pseudo　noise
in the feedback route brings about various　remarkable　improvements　over
the performance of the DCMP adaptive array.　　It　is　one　of　noteworthy







　　　　Anadaptive array working under the guiding principle of directionally
constrained　minimization　of　power　(ＤＣＭＰ)　usually　assumes　that　　the
interference is not coherent with the desired signal[27],[30].　I恥　on the
other hand, the interference is coherent with the desired signal,　which is
usual:1-ythe case in multipath environments, the system　tends　to　utilize
this　interference　to　cance:L　the　desired　　signal　　under　　the　　DCMP
algorithm[72],[73],[78],[79],[91].　The tamed adaptive array we proposed
in Chapter 5 is an improved system against the coherent interference,　but
its objective is to protect the desired signal from such cancellation,　not




identical sensor elements, we have found out the following.　　In the　case
of incoherent interference, the correlation matrix is Toeplitz, as well as
positive definite and Hermitian, because there　is　no　cross　correlation
between the desired signal and the incoherent interference.　工ｎ　the　case
of coherent interference, on the other hand, the correlation matrix is not
Toeplitz since each element　of　the　matrix　is　affected　by　the　cross
correlation term between the coherent　waves　arriving　through　different
１１２ －
propagation paths.　Therefore,　it is expected that if by　some　means　the
correlation matrix is made Toeplitz, then this modified matrix can be used
to determine the weights of the array elements to　suppress　the　coherent
interferences as well as the incoherent ｏｎｅＳ｡
　　　　Recently,　the　techniques　of　spatially　averaging　the　correlation
matrices have been reported in the fie:Lds　of　adaptive　nulling[72],[53],
[54],[92],[93]and direction finding[56],[94]. They divide the array into
sub-arrays and average the input correlation matrices of these　sub-arrays
to get ａ resultant matrix whose size is the same as that of one sub-array・
Thus, the size of the full array is sacrificed in order　to　”decorrelate”
the incoming coherent　waves.　The　published　results　claim　that　this
technique　can　suppress　the　cross　correlation　term　　and　　obtain　　ａ
well-behaved correlation matrix.　Particularly in the　case　of　direction
finding　of　coherent　sources.　this　method　brings　about　satisfactory
performance　in　conjunction　with　eigenstructure　　techniques　　of　　the
correlation matrix[33]－[411，[56],[571.　However, as shown in this chapter,
the　interference　suppression　obtained　using　this　techniques　is　not
perfect.　The reason for this is that the resultant matriχ is not close to
Toeplitz by the simple averaging over the finite array aperture｡
　　　　:[ｎthis chapter, we will introduce ａ toeplitzization algorithm for the
adaptive array which adopts ａ new spatial averaging technique and produces
ａ pattern with deep nulls in the direction of each coherent,　as　well as
incoherent,　interference[95],[961.　It　is named　an　adaptive　spatial
averaging since it adapts the variable weights to average the　correlation
matrices according to the radio environment｡
　　　　InSection 6.2,　we　introduce　the　spatial　averaging　technique　for




algorithm to the sampled matrix inversion DCMP　adaptive　array.　　Section
6.5 states conclusions.
6.2　A Method and Effect of Spatial Averaging
　　　　Inthe present discussion,　we　assume　that　the　input　signals　are
narrowband and can be treated by complex expression.　As　for　the　array
system, we consider ａ linear, equally　spaced array　with　the　isotropic
sensor elements.　For controlling the element weights, we ｗi].1　adopt　the
DCMP method in this chapter.
　　　　Weuse a direct method of estimating　^xx　and　determining　^opt　by
eq,(3.82) which is written as follows here again:
^opt ゛ Rｘｘ’ICd(CdtRｘｘ‾ICd)‾IH゛ (6.1)
The correlation matrix,　'^XX'　is　normally　obtained　by　simple　temporal
average.　Then, the cross correlation between the desired signal　and　the
c-interference is non-zero since　their　phase　relation　stays　constant･
Therefore, the system regards the sum of them as one　wave　and　tries to
minimize the output, resulting in the cancellation of the desired signal.
That is already demonstrated in Chapter 5｡
　　　　Thephase relation between the desired signal and　c-interference　can
be randomized by spatia:L:Ly moving the　receiving　point[51],[521.　１ｆ one
moves the receiving array as ａ whole in　estimating　'^XX'　the　phases　of
those waves at ａ particu:Lar element change differently according to　their
respective directions of arrival.　Thus their phase　relation　fluctuates.
]:f we measure their cross correlation at several points, it will　tend to
be nullified by　averaging.　　This　is　the　concept　of　suppressing　the
－１１４
correlation by spatial averaging.　In the following, we will explain it in
detail｡
　　　　Insteadof actually moving the whole M-element array, the array can be
divided into partially overlapping K-element sub-arrays(KくM) as　shown　by
Fig.6.1.　工ｎ this case, the cross correlation between the　desired　signal
and c-interference ･can be suppressed by　averaging over　the　sub-arrays･
Let Ｎ denote the total number　of　sub-arrays,　and　it　is　expressed as
follows:
　　　　　N = M - K + 1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6●2）
We put the common phase center for a11 sub-arrays at　the　center　of　the
full array.　Then the full M-element input vector is given by
　　　　　χ゜Ｄ（1・）（2･‥●・）（Ｍ）T･　　　　　　　　　　　　　　　　　　　　　　（6●3）
and the K-element input vector for the　n-th　sub-array,　which　shall　be
denoted by ^n>　is expressed as ｆ０１１０ｗＳ:
　　　　　Xn ゛［^n'　ｘｎ十Ｐ‥・9　ｘｎ十K－1］T　(n=l,..・9N）　　　　　　　　　　　　　　（6.4）
Accordingly, the correlation matrix　of　the　n-th　sub-array,　ＲＸＸ°ｎ夕　is
expressed as ｆ０１１０ｗＳ:
　　　　　Ｒｘχ･ｎ－E［xｎｘｎ十］　　(n=l...・，N）　　　　　　　　　　　　　　　　　(6.5)
Fig.6.2　shows the relation between Ｒｘｘ°n and p　the　latter　being　the






where vn's(n°11‥・,N)are averaging weights for the　correlation　matrices
























Fig.6.2　The relation between the　correlation　matrices　of the　full
　　　　　　　　　arrayand e ch sub-array.
- １１６ －
interference, are incident on the array and we will examine the effect　of
spatial averaging.　The thermal noise shall be neglected　here.　In　this




　　　　Ψｍ(Oχ) = (2TTdハ){ｍ－(Ｍ＋1)/2}ｓin eχ (x=s or c; m=l M) (6.9)
where Ps and Pc are the　input　powers　of　the　desired　signal　and　the
c-interference,　0S and ec are their angles of arrival, andφＳ and　φＣ　are
their phases at the phase center, respectively, d and 入are　the element
spacing and the wavelength of the desired signal, respectively.　Then, we
obtain the (p,q) element of Rｘｘ°ｎ'I｀p,q'ng　by using eq゛s.(6.4)・(6.5)　and
(6.8):
　　　　ｒpgq°ｎ ゛ E[χp十ｎ-1°χ§q十ｎ-1]　　　　　　　　　　　　　　　　　　　　　　　　　　；I　'
　　　　　　　　= (Ps/2) exp[J(2Trdハ)(p-q)sin oｓ]
　　　　　　　　　十(Pc/2)ｅｘp[j(2Trd/λ)(p-q)sin ec]
　　　　　　　　　十(ｊﾜﾌ/2)(Zｓｃ十Zcｓ)　　　i　　　　　(p, q=l K) (6.10)
　　　　Zｓｃ＝ｅｘp[j{φｓ-φc+(27rd/入){(p十n-l)sin Qs － (q+n-l)sin ec
　　　　　　　　　　　　　　－(Ｍ＋1)(ｓin Qs － sin ec)/2}}]　　　　　　　　(6.11)
　　　　Zcs = exp[j{φｃ-φｓ十(2TTd/λ){(p十n-l)sin Qc － (q十n-l)sin Qs
　　　　　　　　　　　　　　－(Ｍ＋1)(ｓin Qc － sin es)/2}}]　　　　　　　　(6.12)
　　　　　　　　　　　　　　　　　　　　　　　　　　　(n=l N)
The third term of ｅq.(6.10)　is　the　cross　correlation　of　the　present
interest.　Now, the (pﾀq) element of R゛ＸＸ゛　ｒ゛p,q゛，　can　be　derived　from









　十(/iﾜﾌT/2)(p z゛ｓｃ十p゛z゛ｃｓ) (p, q=l,..・,K）　(6.13)
Zlｓｃ＝ｅｘp[j{φｓ-φｃ十(2TTd/λ){p sin Qs － q sin 9c
　　　　　　　　　-(K+l)(sin Qs － sin ec)/2}}]
Ｚ'ｃｓ＝ｅｘp[j{φｃ-φｓ十(2Trd/入){p sin Qc － q sin 0s








Comparing eq.(6.10) with eq.(6.13), we　see　哺ａｔ　the　cross　correlation
terms are modified by the factor　p.　Therefore, we　shall　call　p　the
suppressed correlation factor hereafter.　The smaller value of ｐ makes the
c-interference the　more　like　i-interference　and　performs　the　better
characteristics.　Thus, p should be minimized by .a proper　choice　of　the
V -S.　Conventional averaging techniques adopt fixed values of ｖｎ゛Ｓ. For
example, in uniform weighting[53],[54],[72],[92], we have
し　　　ｖｎ＝士　　　(n=l,…，N)●　　　　　　　　　　　　　　　　　　　(6.17)
In Ref's.[53]ａｎｄ[54], Shan and Kailath claimed　that　if　they　use　the
sub-arrays which are at least as many as　signal　sources　for　the　above
uniform　spatial　averaging,　then　they can　recover the　rank　of　the
correlation matrix that is reduced by the coherency of those signals.　　It
is true that this is sufficient for direction finding of coherent　sources
with the aid of eigenstructure techniques[33]－[41], but not　adequate　for





consideration,　the averaged correlation matrix R゛XX can　be　expressed　as






　　　　ΨK･ｋ(Oχ) = (27rdハ){k - (K+l)/2} sin Oχ (x=s or c; k=l,..,K) (6.21)
Letting
　　　　　Xd ゛ p゛゛/苧こCd十/巧７Ｚｃ
　　　　　p' = p exp{j(φｓ－φｃ)}
　　　　　ｖ　＝1 － lp゛12 ＝1 － IpM.






The above eq.(6.25) has ａ form similar to eq.(3.91)　in　Chapter　3.
Therefore, we can obtain the optimum weight "opt for the sub-array in　the
same　manner　as the　　previous　　derivation.　　After　　operating some










sin{(Kird/λ)(sin 9s － sin oc)}
Ksin{ (ird/λ)(ｓin 9s － sin oc)}
Thus, the power responses to the desired signal　and　the　c-interference,




　　　＝C21H{2PnAｓｃ － Kpソiﾜﾌ(1 － Aｓc2)}12 (6.30)
Under the assumption that the input power of the　thermal　noise　is　much
smaller than those of external waves and that Qc lies in the sidelobes　of
the sub-arrayタ　wehave from ｅｑ．（6.30）
Gc （゛Pｓ/Pc）lp円Ｈ12 (6.31)









We see that eq.(6.33)　directly　relates　the　suppression　of　the　cross
correlation term to the nulling of the c-interference.
　　　　Inthe meanwhile,　eq.(6.16) shows that with vn's given by eq.(6.17).　ｐ
becomes an array factor for the uniformly excited N-element　linear　array
with the mainbeam directed to the desired signal.　The directional pattern
in general has sidelobes with finite levels and we cannot totally suppress
the cross correlation ｕｎ:Lessthe direction of c-interference happens to be
at ａ null ０ｆthis pattern.　Therefore, from eq.(6.33), it follows that the
uniform　spatial　averaging　　is　　insufficient　　for　　nulling　　of　　the
c-interference.　Frost also stated this fact in a different expression　in
Ref.[94]that for perfect rejection of the　c-interference,　ａ　number　of
sub-arrays are necessary so that the total amount of　phaseshifts　of　the
c-interference in the whole array may be evenly distributed over　integer
multiple cycles of the c-interference's carrier frequency to　ensure　that
the sub-arrays cancel each other when their outputs are summed｡
　　　　Intemporal domain, we could calculate the average over ａ sufficiently
－　１２０
long interval and expect the cross correlation to vanish　when　the　phase
relation was random.　工ｎspatial domain,　however,　the　aperture　is　not
large enough for this effect to arise.　Even if we could have such ａ large
aperture, we could not achieve the SCR higher than 13.2dB in the　case　of
the c-interference arriving at the peaks of the　first　sidelobes　of　the
sub-array, which is a well-known fact　in　the　field　of　linear antenna
array.　Therefore, we must find some smart　method.　In　fact,　eq.(6.16)
clearly shows that this problem is the pattern synthesis of the　array　by
controlling the magnitudes of the weights of　each　element　in　order to
place ａ nul:Lof p for the given combination of 03 and ｏｃ・
6°3　Adaptive Spatial Averaging Technique
6.3.1　Principle of Toeplitzization
　　　　Asfor the　weighted　spatial　averaging　techniques　other　than　the
uniform weighting, the Dolph-Chebyshev or　Hamming-window　type　weighting
[93]was suggested so that the sidelobes of the array factor of　eq.(6.16)
could be reduced to　some　extent,　but　they　have　ａ　certain　limit　as
mentioned in　the　above　section.　For　complete　suppression,　we　will
introduce an　adaptive　averaging　technique[95],[96].　As　we　discussed
previously, if the third term　in　eq.(6.13)　is　forced　to　vanish,　the
correlation matrix R゛Ｘｘbecomes Toeplitz which has equal　valued　elements
along each diagonal.　Therefore, we will　opt　to　control　the averaging
weightsﾀ　ｖｎ゛Ｓso as to equalize　the　elements　in　the　diagonal　0f　the
resultant matrix,　pi　The details of this technique are given below｡
　　　　Letus define ａ quantity to be minimized, e, which　is　ａ　measure　of
deviation of the correlation matrix from ａ Toeplitz form.　It is expressed
by the sura of the covariances over all the　elements　of R゛XX　where　the
- １２１ －


















r'(i) is ａ mean value of r'k十i,k゛Ｓ（k°1 K-i).　the elements in the　i-th
sub-diagonal 0f R゛χχ.　Since the correlation matrices are Hermitian,　only
the elements of the main- and sub-diagonals　(except　super-diagonals)　in
R゛ｘｘare taken into consideration in eq's.(6.34) and (6.35).　Eq.(6.34)















where Ｒｅ｛　}denotes the real part and　ｅｋ十i,k*n　is　ａ　deviation　of　the
（ｋ十i.k) element of ＲＸＸ°nfrom the mean value along its i-th sub-diagonal.
Therefore, this problem is considered linearly　constrained　minimization,






where eq.(6.42) is ａ vectorial representation of eq.(6.17) and ｌ denotes a
N-dimensional vector in which all the elements are unity.　Since ･^ee is　ａ
semi-positive-definite matrix, its inverse matriχ does not　always　exist.
Thuｓ, we make ^ee invertible by augmenting each　element　along　its　main
diagonal by ａ small positive quantity n.　Let R゛ee represent the　reformed
matriχ, then it is expressed as ｆ０１１０ｗＳ:
　　　　　R゛ｅｅ＝Ｒｅｅ十n u　　　　　　　　　　　　　　　　　　　　　　　　　　　(6.43)
Now, replacing ^ee in eq.(6.41) with R゛ee of eq.(6.43) and solving the
problem given by ｅq゛s.(6.41) and (6.42), we obtain the optimum value of ｖ，
i°ｅ°゛Ｖｏｐｔ a゛s follows:
　　　　　^opt ゛ R'ｅｅ‾11(ITR゛ｅｅ‾11)‾1　　　　　　　　　　　　　　　　　　　　　　　(6.44)
Averaging the correlation matrices of sub-arrays by　using　Ｖｏｐｔ゛ we　can
make the correlation matrix R゛XX very close to ａ Toeplitz form,　which　In
effect corresponds to　nullifying　of　the　suppressed　cross　correlation
factor, p.
　　　By using this resultant matrix R'xx in ｅq°(6°1), we can　obtain　^opt≫
the optimum weight for the K-element array.　Now, either one of sub-arrays
may be used as ａ conventional adaptive array to have this　weight　applied
to,　then both i- and c-interferences are suppressed.　Here, it　should　be
noticed that the application of this technique is universal since it is an
algorithm for modifying the correlation matrix to be used in the　adaptive
systems in general:　It can be used not only in the DCMP adaptive array but
also　in　other　systems　such as　the　Widrow[9]　or　　Howells-Applebaum
arrays[15].
6.3.2　Theoretical Analysis of Coherency Suppression
　　　　Inthis section, we analyze theoretically　the　decorrelation　by　the
adaptive　spatial　averaging　technique,　and　investigate　the　necessary
- １２３
degrees of freedom of the system, i.e.,　the　number　of　sensor　elements
required for suppressing the c-interferences[97].
　　　　Supposethe desired signal and Ｊ c-interferences are incident　on　the






where Ph's,　Qh's.　and (l)}j's(h°Ｏｓ‥・,J)are the input powers,　the angles　of
arrival, and the phases　at　the　phase　center　of　the　incoming　waves,
respectively.　Among themﾀ　let Ｐ０９　０ｏタ　ａｎｄφｏrepresent the parameters　of
the desired signal.　The thermal noise is neglected again.　Then,　in　the
same manner as the derivation of eq.(6.13),　we　can　obtain　the　（ｋ十i,k)














Zhh'(i･k) = exp[j{φh-φh゛十(277d/λ)卜ｋ十i) sin Qh －ｋ sin oh･



















The total number of the terms given by eq.(6.50) amounts to (K-l)(K+2)/2
by directly　calculating　{K十(K-1)十･・・　+2}.　but　all　of　them　are　not
independent of each other.　This fact can be　cleared　in　the　following･
Eq.(6.50) can be rewritten as follows in vector and matriχ forms:
where
Let


































T is a[(K-i)×(K-i)]matrix and its rank is proved to be K-i-1　by　direct
calculation.　Therefore,　arbitrary (K-i-1) terms of ａ１１　{ｒ゛ｋ十i.k-r'(i)}'s
(k=l,..,K-i) for ａ certain i-th diagonal in eq.(6.35) are　independent　of
each other, and　the　remaining term　can be　represented as　ａ linear
combination of those (K-i-1) independent terms.　工ｔ means that we can　set
the following equivalent equation in place of eq.(6.34):
　　ｅ＝:と:Kji11 ｒ'ｋ＋i,ｋ－ｒ'(i)12






which are defined for convenience of　the　following　ａｎａ:Lysis.　:In　this









　　　Ψn(h,h') = (2TTd/λ){ｎ－(N＋1)/2}(ｓin Qh － sin oh･)　　　　　　(6.60)
　　　(i°09‥・ﾀK-2; k=l,..,K-i-l; ｈ,ｈ゛=0，‥.，J，hｘh゛；n=l N)
Using eｑ゛s.(6.37) and (6.59) gives the following vectorial expression for
Phh' of eq.(6.48):
　　　ｐｈｈ゛＝ＥｈｈｉＴＶ＝ＶＴＥｈｈt　　　(h,h'=O,..・,Ｊ，ｈｘhl)　　　　　　　　(6.61)
































where工ｍ{　} denotes the imaginary part.　The columns of the matrix　E are
composed of Ｊ(J＋1)ｒeal direction vectors Ehh'r and Ehh'j. so we call it a
direction matrix in [NXJ(J＋1)]dimension.　From eq.(6.63), it follows that
the rank of A(i,k) which are J(Ｊ＋1)-ｄｉｍｅｎＳｉｏｎａ１square matrices is two　at
- １２７ －

















　　　　　Ｄ°[ai(O･1)・.. ai(O･K-1)‥.81(i・1)... ai (i･K-i-1)... ai(K-2･1)
　　　　　　　　82(1・1)・‥82(1･K-2)‥.82(i・1)・.. a2(i･K-i－1)・.. a2(K-2･1)]
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(6.73)
The above Ｄ is ａ matrix whose columns are composed of　a,(i,k)'s　(k=l,...
K-i-l;i=0,..,K-2) and a2(iik)'s (k°l,..,K-i-l;i°1....K-2)゜　Let ｎ゛ denote
the number of summation in eq.(6.72).　Then, n' is
　　　　　ｎ゛= (K-l)+2{(K-2)十(K-3)十・‥＋1}＝(K-1)２　　　　　　　　　　　(6.74)
and the D is a[J(J＋1)ｘｎ゛]matrix.　By　summing up　81(i･k)８１Ｔ(i･k) and
82(i･ｋ)８２Ｔ(i･k) for every i and k in eq.(6.72),　we　have　to　attain　the
matrix A' having full rank so that the matrix ^ee may have rank of　Ｊ(Ｊ＋1)
equal to the number of　the　real　direction　vectors.　This　thought　is
analogous to that of the direction finding with the spatial averaging[56].
Clearly, the rank of A' is equal to the rank of D.｀　Furthermore, from　our
experiences, we guess that the matrix D is of full rank,　whose　proof　is
not shown here because of its difficulty.　Therefore, assuming　here　that
the matrix Ｄ has been proved to be of full rank, we obtain
　　　　　rank(A') = rank(D) = min{n゛，J(Ｊ＋1)}　　　　　　　　　　　　　　(6.75)
Thusﾀ　if and only if the following inequality holds
　　　　　ｎ゛＝(K-1)2≧J(Ｊ＋1)，　　　　　　　　　　　　　　　　　　　　　　　(6●76)
the matrix A' has full rank of J(J＋1).　Solving the above inequality under
- １２８
the condition that K and J are positive integers,　we　obtain　the　simple
inequality as ｆ０１１０ＷＳ:
　　　　　　K≧J＋2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(6.77)
On the other hand, concerning the direction matrix E, it　turns　out　that
the following equation holds as the result of matrix manipulation:
　　　　　　rank(E) = min{N, J(J+1)}　　　　　　　　　　　　　　　　　　　　　(6.78)
Therefore, if and only if N≧J(J＋1)，　the　matrix　E　has　full　rank　of
J(J＋1).　Under the above conditionsﾀ　the　matrix　^ee　also　has　rank　of
Ｊ(Ｊ＋1).　The following analysis proceeds under these conditions.





and Yi's and Ui 's　are　the　nonzero　eigenvalues　and　the　corresponding
eigenvectors of the matrix '^ee*　Since ^ee is ａ symmetric matrix,　wehave
T ° ^ij (i,j=l,..・，N） (6.81)
where 5ij is Kronecker's symbol.　By analogy of the direction finding[56],
it is necessary that the matrix 'Ｒｅｅshould have the dimension of at　least
N゛＋1　to recognize the N' directions, namely,‘
　　　　　Ｎ･≧N゛＋1＝Ｊ(Ｊ＋1)＋1.●　　　　　　　　　　　　　　　　　　　　　　(6･●82)
Since ^ee is singular in this caseﾀ　we must employ R゛ｅｅin place of ^ee to
get the ^opt-　Using eq.(6.79) under the condition of eq.(6.82), we obtain












When we choose the value of n such that
　　　Yi〉〉n　(i=l N゛），　　　　　　　　　　　　　　(6.85)











Now, by construction,　the　real　direction　vectors ｛Ehh゛ｒ・Ｅｈｈ゛jlh･ｈ゛゜
0,..,J, h<h'}, which are the columns of the matrix E, lie in the　span　of
the first N'　eigenvectors {Uj^,.., UjjI} and are therefore orthogonal to　the








Hence the suppressed correlation factors phh' (=f
expressed as follows by using eq's.(6.61), (6.88) and (6.89):
　　　　　　Phh' = Ehh゛Ｔｖopt ゛ Ｅｈｈ’ｒＴＶｏｐt十jEhh゛jTyopｔ ° O　　　　　　　　（6.90）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(h,h'=O,...,J,hくh゛）
　　　　As stated above, the cross correlation terms　between　coherent waves
とan be nullified by adopting the adaptive spatial averaging technique.　It
should be noticed here that the conditions given by eq's.(6.77) and (6.82)
determine Ｋ and N, i.e., the size and number of the　sub-arrays　necessary
for suppressing　the　cross　corre:Lation　terms.　　　Table 6.1　shows　them
- １３０　－
numerically together ｗ籾h M, the size of the full array.
Table 6.1　Eχamples of degrees of freedom　required　by
　　　　　　　　　　theadaptive spatial averaging technique.
Ｊ　：　thenumber of the c-interferences
Ｋ　：　thesize of the sub-array
Ｎ　：　thenumber of the sub-arrays
Ｍ：　thesize of the full array
6.3.3　Numerical Results
　　　　Numerica:Lexamples will be shown for ａ linear array with　the　element




Therefore, the number of the sub-arrays becomes　five　(N=5).　Table　6.2
shows the parameters we use as the input model.　The　desired　signal　and
the c-interference are assumed to be in-phase at　the　phase　center.　工ｎ
later ｅχamples, only those parameters that are　changed　will　be　stated.
Fig.6.3　shows the directional pattern adapted　by　the　conventional　DCMP
- １３１ －
Table ６．２　Parameters of input models for the case of
　　　　　　　　　onecoherent interference.








angle of arrivaﾆL　:　Qi ° －50°
power　　　　　　　　　:　Pi ° 100












Fig.6.3　The directional pattern　by the　conventional　DCMP　adaptive
　　　　　　　　　array(M°8) where no spatial averaging is adopted.　I, S　and
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Fig.6.5　The directional patterns by the DCMP adaptive array l using the
　　　　　　　spatial averaging　of　the　correlation　matrices　(M=8, K=4,
　　　　　　　0C゛60°）9　where工i　Sand C in the figures shovヽ/the　angles　of
　　　　　　　arrival 0f the incoherent interference,　desired　signal　and
　　　　　　　coherent interference,　respectively:　（ａ）　adaptive　spatial
　　　　　　　averaging (ri=10 "), (b) uniform spatial averaging, （ｃ）－30dB
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Fig.6.6　The directional patterns by the DCMP adaptive array using tﾆhe
　　　　　　　spatial averaging　of　the　correlation　matrices　(M=8, K=4,
　　　　　　　9c=20°）９　whereｌ９　Ｓand Ｃ in the figures show the　angles　of
　　　　　　　arrival ０ｆ the incoherent interferenceﾀ　desired　signal　and
　　　　　　　coherent interference,　respectively :　（ａ）　adaptive Ｉspatial
　　　　　　　averaging (n=10-6), (b) uniform spatial averaging, (c) -30dB
　　　　　　　Dolph-Chebyshev spatial averaging. (see Table 6.2)
- １３５
array as the ”reference for comparison” defined above.　In this figure, ■ｗｅ
see that the response to the　c-interference　is　such　that　the　desired
signal is canceled as the result of power minimization.
　　　　Next,　weshow the effects of the　spatial　averaging　techniques　with
three different settings of vn's.　The plots in Fig.6.4 are　the　examples
of calculation of eq.(6.16).　They show the magnitude　of　the　suppressed
correlation factor ｐ as the function of e^, the angle of　arrival　0f　the
c-interference.　The curve(a)　represents　the　results　by　our　adaptive
spatial averaging using eq.(6.44) with n chosen to lbe 10‾6，ｔｈｅ　curve(b),
by the uniform spatial averaging using eq .(6.17), and the curve(c), by the
Dolph-Chebyshev spatial averaging with the sidelobe level 0f　-30dB.　The
curves(b) and (c) are identical to the directional patterns　of　5-element
uniformly excited linear array and Dolph-Chebyshev array with the sidelobe
level 0f -30dB, respectively.　The curve(a) by our　technique　shows　that
the excellent suppression of the cross correlation is attained for ａ　wide
range of the angle, whereas the curve(b) by the uniform weighting and　the
curve(c) by　the　-30dB　Dolph-Chebyshev　weighting　contain　some　finite
sidelobes.　Fig's.6.5　and　6.6　show　the　directional　patterns　of　the
adaptive array after these sub-array processing･ ，The　former　gives　the
results where ｏｃ°60°
9　and the latter ﾀ　the
results where ＯＣ°20°.　(a), (b),
and (c) in each figure correspond to the patterns by the adaptive　spatial
averaging, uniform spatial averaging, and -30dB Dolph-Chebyshev averaging,
respectively.　While all patterns in Fig's.6.5 and 6.６ show　ｅq‘ually　good
rejection against the i-interference, the responses to　the　direction　of
the c-interference are different.　工n Fig.6.5(a)-(c),　the　responses　are
-54.55dB, -19.78dB, and -41.21dB, respectively.　]:n Fig.6.6(a)-(c), on the
other hand, they are -49.91dBタ　-15.52dB, and -7.33dB,　respectively.　Our
technique, i.e., (a) yields the best suppression of the c-interference　in
- １３６ －
Table 6.３　The elements ･of the 【4×4】averaged correlation matrices
　　　　　　　　　　correspondingto Fig.6.5.















































Note：　Since the correlation matrices are Hermitian,　only the
　　　　　　　elementsin their main- and sub-diagonals are shown・
　　　　　　　”が'means abbreviation of the elements in the super-
　　　　　　　diagonals.
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Table 6.４　The elements of the［4×4］averaged correlation matrices
　　　　　　　　　correspondingto Fig.6.6.

































































Note：　Since the correlation matrices are Hermitian,　only the
　　　　　　elementsin their main- and sub-diagonals are shown･




















-90-60 -30　0　30 60 90
　　ANGLE（de9rｅｅ）
(b)
Fig.6.7　The directional patterns by　the　conventional　DCMP adaptive
　　　　　　　　　array:（ａ）　the　case　where　the　coherent　interference　of
　　　　　　　　　Fig.6.5is replaced by an incoherent　interference　with　the
　　　　　　　　　samepower, (b) the case where the coherent　interference　of
　　　　　　　　　Fig.6.6is replaced by an incoherent　interference　with　the
　　　　　　　　　samepower.　(see Table 6.2)
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both cases.　The comparatively good result of　the　-30dB　Dolph-Chebyshev
averaging is also obtained ･in the case of ec=60° in　Fig.6.5(c).　　It　is
because the direction of the c-interference happens t０　lie　near　ａ　null
point of the curve(c) in Fig.6.4. Whereas,　in　the case　of　ｏｃ°20° in
Fig.6.6(c), the suppression of the　c-interference　is　worse,　since　the
magnitude of ｐ becomes large as shown by Fig.6.4.　The resultant　averaged
correlation matrices are shown in Table's 6.3 and 6.h，　＾＞ihichcorrespond to
Fig゛s.6.5 and 6.6, respectively.　工ｔ is seen　that　our　adaptive　spatial
averaging has successfully achieved toeplitzization, whereas the　averaged
matrices of the other two techniques still have non-uniform diagonals.　To
further examine how similarly the system using our　technique　treats　the
c-interference and the i-interference, we show in Fig.6.7 the conventional
DCMP array patterns where the c-interferences of　Fig's.6.5　and　6.6 are
replaced by i-interferences.　There, (a) and (b) correspond to　the　cases
where ＯＣ°60°and where ＯＣ°20°9　respectively.　:In Fig.6.7(a)　and　(b).　'ａＳ
naturally expected, nulls are formed in the directions of the newly placed
i-interferences。i.e., at 60° in (a) and at 20° in (b)，･and hence only the
desired signal survives in any case.　Comparing Fig.6.5(a) with Fig.6.7(a)
and Fig.6.6(a) with Fig.6.7(b), respectively, we see that the patterns are
almost identica:L, showing　that ' our　adaptive　sub-array　processing　has
succeeded in conducting the system to treat the c-interference　as　if　it
were an i-interference｡
　　　We show another example where the two c-interferences　with　the　same
powers as the desired signa:L are incident on　the　10-element　full　array
(M=10) which is divided into the seven sets of　4-element　sub-array　(N=7
and K=4). These numbers are chosen in　compliance　with　eq's.(6.77)　and
(6.82).　Table 6.５ shows the input data used in　this　example.　　The two
c-interferences are in-phase with the desired signal at the phase center.
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There is no i-interference in this case.　Fig.6.8　shows　the　directional
patterns obtained by the processing similar to Fig.6.5 0ｒ　Fig.6.6.　　(a).
(b), and (c) in Fig.6.8 correspond, respectively, to　the　same　averaging
techniques　as　those　in　Fig.6.5 0ｒ　Fig.6.6.　The　responses　to　the
directions of the two c-interferences are (a) -49.92dB, (b) -16.06dB,　and
(c) -16.41dB, at －20°；(a) -52.60dB, (b) -18.29dB, and (c) -29.49dB, at
50°.　We　can　see the　　remarkable　　difference　　in　　suppression　　of
c-interferences between our technique and the others.　Table 6.6 shows the
resultant averaged correlation matrices corresponding to Fig.6.8.　We　see
that the correlation matrix by our technique has ａ Toeplitz form, but that
the others do not.　Moreover,　in　order to　designate　the　equality　of
treatment of the c-interferences and the　i-interferences　by　the　system





Table ６．５　Parameters of input models for the case of
　　　　　　　　　twocoherent interference.　　　　　　　　　　一








angle of arrival　:　ec2 ° 50°
power　　　　　　　　　:　Pc2＝1
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　　ANGLE (degree)
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－90 －60 -30　0　30 60 90
　ANGLE（de9「ｅｅ」
(Ｃ)
Fig.6.8　The (Jirectional patterns by the DCMP adaptive array using the
　　　　　　spatial averaging of　the correlation　matrices　（Ｍ=10，Ｋ=4）
　　　　　　where two coherent interferences with the same powers as　the
　　　　　　desired signal （Cl and C2 in the figures) are　incident:（ａ）
　　　　　　adaptive spatial　averaging （n=10‾6），（b）ｕnifoｒｍ spatial
　　　　　　averaging, (c) -30dB Dolph-Chebyshev spatial averaging･
　　　　　　(seeTable 6.5)
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Table 6.６　Theelements of the［4×4］averaged correlation matrices
　　　　　　　　　　correspondingt F g.6.8.




































































Note ｚ　Since the correlation matrices are Hermitian,　only the
　　　　　　　elementsin their main- and sub-diagonals are shown.
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　　ANGLE (degree)
Fig.6.9　The directional pattern by　the　conventional　DCMP　adaptive
　　　　　　　　arraywhere the two coherent　interferences　of　Fig.6.8　are
　　　　　　　　replacedby the two incoherent interferences　with　the　same
　　　　　　　　powers(Ii and l2 in the figure),　respectively。
　　　　　　　　(seeTable 6.5)
１４４　－














angle of arrival　：　0s ゛ Ｏ°
power　　　　　　　　　：　Ps = 1





Fig.6.10　The directional patterns by the DCMP　adaptive　array　using
　　　　　　　　　　theadaptive spatial　averaging　technique （M°5･n°10-6)･
　　　　　　　　　　whereS and C in the figure show the angles　of　arrival　0f
　　　　　　　　　　thedesired signal and coherent interference,　respectively:
　　　　　　　　　　(a)K=2, N=4, (b) K=3, N=3, (c) K=4, N=2.
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　　　Finally, we demonstrate numerically that both conditions on Ｋ　and　Ｎ，
i.ｅ・，ｅq゛s.(6.77) and (6.82), are indispensable for our　adaptive　spatial
averaging　technique.　　We　show　examples　where　one　c-interference　is
incident on the 5-element full array (M=5). The inputs are shown in Table
6.7.　The desired signal and the c-interference are assumed to be in-phase
at the phase center.　The three ways of sub-array division　are　examined:
(a) K=2 and N=4, (b) K=3 and N=3, (c) K=4 and N=2.　The cases (a) and (c)
satisfy only the condition on Ｎ and only the condition on K, respectively・
On the other hand, the case (b) satisfies both conditions.　Fig.6.10 shows
the adapted directional patterns of sub-array after the adaptive sub-array
processing.　It is seen　that　the　responses　in　the　direction　of　the
coherent interference　（60°）　are　(a) -14.39dB, (b) -54.11dB and (c)
-13.61dB. The case (b) in compliance　with　both　conditions‘shows　the
remarkable suppression of the c-interference, whereas the suppressions　of
the cases (a) and (c) are unsuccessful since　they　d6　not　satisfy　both
conditions .　　　　　　　　.　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　I
　　　After extensive calculation for ａ variety of parameters whose　results
are not shown here. we have come to conclude that　our　’ technique　has　an
excellent capability to suppress the c-interferences.
６．４　工mprovedConvergence Characteristics by Adaptive Spatial Averaging
　　　　Inthis section, we will show another merit of　our　adaptive　spatial
averaging technique.　:[t　is　the　improved　transient　behavior　for　the
i-interference as well as the c-interference[98].　Since　this　technique
gives the particular processing　to　the　input　correlation　matrix,　the
sampled matrix inversion (SMI) algorithm is　adequate　for　practice.　We









and use simple SMI.　As pointed out by Ref.[99], it is possible　that　the
SMI algorithm has ａ correlation matrix　which　is　close　to　singular　or
ill-conditioned for the situation where signals from some directions　less
than the number of array elements are present along with ａ small amount of
thermal noise.　:[ｎ such ａ　case, we　cannot　obtain　the　inverse　matrix
accurately, resulting　in　the　misadjusted　weight.　Therefore,　as　the
countermeasure, we inject the pseudo noise larger than　the　real　thermal
noise to the main diagonal of the correlation matrix.　This thought　stems
from the tamed system in Chapter ５．　Thus, the weight vector　for　one　of
the sub-arrays at the m-th iteration is written as follows：
W(m) = {R゛ｘｘ(ｍ)十aU}-lC(i[Cd十{R'ｘｘ(ｍ)十aU}-lCd]-lH* (6.93)
where Ｒ゛ｘｘ（ｍ）ｉＳｔｈｅcorrelation matrix after the sub-array processing　at
the m-th iteration and（ｘis the pseudo noise.　Concerning the value　of （Ｘ
to be injected in this case, we do not use any longer the value　that was
given as the optimum in Chapter　５　because　the　c-interferences　can　be
suppressed　by　the　alternative　method,　i.e.,　the　　adaptive　　spatial
averaging。
　　　　Here,we derive another formula of the optimum pseudo noise　for　this
case.　工ｔ is ａ well-known fact that the suppression of　the　interferences
become　imperfect with too :large value of（ｘ．　Thatis why we choose as　the
upper limit of（ｘthe value whose injection yields the output powers of the
interference and thermal noise of the　same　order.　For　convenience　of
analysis, we assume that we have obtained　the　exact　correlation　matrix
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Ｒ’ｘｘｆｏｒａ radio　environment　where　there　are　one i-interference　and
thermal noise.　Under　this condition,　the　Ｒ゛ＸＸ can　be　expressed　as
follows：
R’ｘｘ° PnU 十PiZiZi十 (6.94)
where Zj^ is given by eq.(3.90).　Using the matrix inversion formula[63]in
eq.(6.9A) and substituting the resultant R゛ｘｘ‾1into eq.(6.93), we　obtain
the optimum weight as ｆ０１１０ｗＳ:




i-interference and thermal noise are written as
　　　　　Ｐｉｏｕｔ＝PiAdi2川212こ(Pn十(x)}２　　　　　　　　　　　　　　　　　　(6.97)
　　　　　Ｐ％ｕｔ＝(2/K)PnlH12＋2G2KPnPi2Adi2(1 － Adi2)IH12　　　　　　(6,98)
Solving the equation P^out ° P%ut with respect to a under　the　condition
that the i-interference arrives at sidelobes of　the　sub-array　and　that
Pi〉〉Pn. we obtain　　　　　　　　　　｡･
　　　　　　（x＝（1/IAdil）ヽ厨聶万〉/KPnPi/2　＝（ｘｍａｘ　　　　　　　　　　　　　　(6.99)
We use the above （!ｍａχas ａ standard of the value of a。
　　　Next, we show the resu:Lts of computer simulation for ａ 8-element (M=8)
linear array with the element spacing of ａ　half wavelength.　The　whole
array　is　divided　into　4-element　（Ｋ＝４）　sub-arrays　for　the　　spatial
averaging.　Therefore, the number of　the　sub-arrays　is　５　（Ｎ＝５）．　For
comparison, we also discuss other two systems, i.e., the conventiona:Ｌ DCMP
system which uses the whole array without employing any spatial　averaging
techniques and the DCMP system to　which　we　apply　the　uniform　spatial
averaging.　We consider two external waves, i.e・９　the desired　signal　and
- １４８　－
one i-interference, and thermal noise exist as the input.　Table 6.8 shows
the parameters of the input models.　:[ｎ ＳＭ工algorithm, in order to　smooth
the behavior of the system, the inverse correlation matrix　necessary　for
obtaining the weight vector is calculated at every ten samplings, which we
will call one Iteration hereafter.　As the measure of performance, we　use











respectively.　In these figures, (a) and (b) correspond to the results　of
one 4-element　sub-array　after　the　adaptive　and　the　uniform　spatial
averaging processings, respectively.　0n the other hand, (c)　corresponds








angle of arrival　:　03 ＝O°
power　　　　　　　　　:　Ps ＝１







一一(b) SPATIALLY AVERAGED SMI
　　　　　　　　(UNIFO四tSINR^ .=22.68dB)











　　　　　　　　(a)adaptive spatial averaging （n＝10‾6）9（b）ｕnifoｒｍ spatia:L
　　　　　　　　averaging, (c) no spatial averaging.　(see Table ６.8）
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一一(b) SPATIALLY AVERAGED SMI
　　　　　　　(UNIFORM:SINR^^.=4 2. 68dB)












　　　　　　(a) adaptive spatial averaging (n=10-6), (b) uniform spatial
　　　　　　averagingﾔ（ｃ）ｎｏ spatial averaging, (see Table ６.8）
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to the result of the conventional 8-element adaptive　array.　　The　curves
reach their　own　optimum　SINR's　when　each　system　obtains　the exact
correlation matrix by ａ sufficiently long observation.　The optimum SINR's
are 22.68dB in Fig.6.11(a) and (b), 26.00dB in Fig.6.11(c), 42.68dB in
Fig.6.12(a) and (b), and 46.00dB in Fig.6.12(c). We see that the systems
using the spatial averaging techniques, as shown by (a) and　（b）　in　both
figures, reach the higher SINR rapidly.　The reason for this is　that　the
spatial averaging techniques give the more accurate correlation matrix　by
incorporating the effect　of　the　spatial　averaging　into　that　of　the
temporal averaging.　Comparing the （ａ）　with　（b），　the　adaptive　spatial
averaging yields slight fluctuation.　It is　due　to　the　random　thermal
noise.　Particularly, in the case of smal:ler thermal noise power as　shown
by Fig.6.12, this trend is remarkable.　工t designates　that　the　adaptive
spatial averaging technique is more liable to be affected　by　the　random
therma:Ｌ noise.　Therefore, in Fig.6.12, the high SINR is not attained even
　　　　　　　　　　　　　　　　　　　　　　　１　｡　　1at the 20-th iteration by our system (a) compared with its optimum SINR of
42.68dB.
　　　工ｎ order to improve the above performance,　we inject the pseudo noise.
The value of the pseudo noise must be larger than the real　thermal　noise
and be smaller than that of（xｍａｘ given by eq.(6.99),　so we choose　it　as
follows here:
　　　　　　（χ＝（χｍａχ/20　　　　　　　　　　　　　　　　　　　　　　　　　　　　(6.104)
which is selected after our experience.　The variations of　SINR　obtained
in the cases of Ｐｎ°10-2 and Pn°10‾4 are　shown　in　Fig's.6.13　and　6.14,
respectively.　（ａ），（ｂ）タ　and (c) in these figures correspond to　the　same
systems　as in Fig's.6.11 and 6.12.　The values　of　the　pseudo　noise　by
eq.(6.104) are 0.07 in Fig.6.13(a) and (b), 0.1 in Fig.6.13(c), 0.007　in
Fig.6.14(a) and (b), and 0.01 in Fig.6.1A(c). In Fig.6.13, it is seen
- １５１ －
（???）???????????
(a) SPATIALLY AVERAGED SMI
　　　　（ＡＤＡＰＴＩＶＥｓＳＩＮ％ｐｔ°22.68dB)













Fig.6.13　The variations of SINR by　SMI　algorithm　when　the　pseudo
　　　　　　noise is injected （Pn＝10-2）:(a) adaptive spatial averaging
　　　　　　(n=10-6), (b) uniform spatial averaging, (c) no spatial
　　　　　　averaging, (see Table ６.8）
　　　　　　　　　　 (a) SPATIALLY AVERAGED SMI
　　　　　　　　　　　　　　　　(ADAPTIVE tSINRj ^.=42.68dB)














Fig.6.14　The variations of SINR by　SMI　algorithm　when　the　pseudo
　　　　　noise is ｉｎｊｅｃtｅ（L（Pn=10‾4）:(a)adaptive spatial　averaging
　　　　　(n=10-6), (b) uniform spatial averaging, (c) no spatial
　　　　　averaging, (see Table ６.8）
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that a11 systems are improved by injecting the pseudo　noise.　Therefore,
especial:Ly the systems using the spatial averaging techniques　attain　the
SINR very close to its optimum one with few sampling data,　compared　with
Fig.6.11.　This　improvement　is　observed　remarkably in　comparison　of
Fig.6.14 with Fig.6.12 for the case of smaller thermal noise　of Ｐｎ゛10‾4・
Although a11 systems are improved also in Fig.6.14, theきsystem　using　the
adaptive spatial averaging has the most noteworthy improvement.　Thus,　it
is emphasized that we can obtain more effectively the exacter　correlation
matrix by　applying　the　adaptive　spatial　averaging　technique　to　the
imperfect matrix by temporal average alone and furthermore by　suppressing
the effect of the random thermal noise with the pseudo noise｡
　　　　Forsetting the pseudo noise　by　eq's.(6.99)　and　(6.10A),　we　need
information on the input power of　the　i-interference.　However,　it　is
almost impossible for the unknown radio environments.　Therefore,　we　try
to use the input　power　of　the　desired　signal　in　place　of　that　・of
i-interference for the standard　of　pseudo　noise.　Let cχｏ　denote　the
formula in place of Onax based on the above.　Then, it is written as
(z。＝/馬罵万 (6.105)
In the situations of Fig's.6.11-6.14, the pseudo noise given by eq.(6.104)
can be expressed as follows:
　　　　　　a= a。/2　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(6.106)
With the various values of input power of i-interference, we　carried　out
computer　simulation similar to Fig゛s.6.11-6.14 for　the　adaptive　spatial
averaging technique using ｅq.(6.106).　As the results, it has　been　shown
that the　setting of the pseudo noise　by　ｅq.(6.106)　yields　satisfactory
suppression　of　the　i-interference　regardless　of　its　　input　　power･
Moreover, by other examples, we confirmed that the value of　pseudo　noise
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given by eq.(6.106) is almost optimum｡
　　　Thus,　theadaptive spatial averaging technique brings about rapid　and
steady transient performance in the SMI algorithm for suppression　of　the
i-interference with the aid of the pseudo noise.　The effect of the　rapid
convergence is also confirmed for the suppression of the c-interference by
other examples which are not shown here.
6.5　Concluding Remarks
　　　　工ｎthis chapter, we proposed ａ technique by which we　can　cancel　the
coherent interferences as well as the incoherent ones.　The　technique　is
based on the spatial averaging of the correlation matrices obtained by the
sub-arrays that are extracted from the full array and partially overlapped
with each other.　The performance　of　conventional　averaging　techniques
with fixed weights depends on the incident angle of the　interference　and
suffers from degradation in certain situations.　０ｎ the　other　hand, ０ｕ「
new averaging technique is to adapt the averaging　weights　in　accordance
with the radio environment so that the averaged matrix may have ａ Toeplitz
form.　We named it adaptive spatial averaging technique.　The　theoretical
analysis was performed on this adaptive spatial averaging,　and the　number
of antenna elements necessary for suppressing the　coherent　interferences
has been obtained as the results.　Although this technique can be　applied
to any adaptive arrays, the demonstration was made　in　the　directionally
constrained minimization of power (DCMP) adaptive array.　The　results　of
numerical calculation show that the new adaptive　array　is　effective to
suppress the coherent interferences as well as incoherent ones.　It should
be emphasized that our adaptive array creates deep nulls in all directions
of the coherent interferences instead of depending on　their　cancellation
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with each other, whose merits are suggested by Luthra［611｡
　　　　Next,we app:lied the　adaptive　spatial　averaging　technique　to　the
sampled matrix inversion （SM工) adaptive array in practice, and we examined
the transient performance in suppressing the interference.　We carried out
computer　simulation　especially　for　the　case　where　　the　　incoherent
interference arrives.　The results show that our system rapidly　converges
to the high SINR with the aid of　the　pseudo　noise,　compared　with　the
system using the uniform spatial averaging and the conventional full array
system.　Besides, we analyzed the pseudo noise and gave its optimum value.
Thus, it has been cleared that the adaptive spatial averaging also　brings
about efficient transient performance for suppression　of　the　incoherent
interferences in the SMI algorithm.
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　　　　　　　　　　　　　　　　CHAPTER7
ALTERNATIVE PRINCIPLE OF POWER MINIMIZATION
　　UNDER A CORRELATION CONSTRA]:NT
７．１　:Introduction
　　　　Inthe ･preceding chapters, various applications of the adaptive　array
with the directional constraints has been discussed.　　　　　　　ト
　　　　Weintroduce an alternative guiding principle of power minimization in
this chapter.　The new principle sets　the　constraint　condition　’ｏｎ　the
cross correlation between the desired signals at the input and　output　of
the array by making use of information about the　characteristics　of　the
desired signal such as its angle of arrival, its frequency　spectrum,　and
so on. Obviously, it is　different　from　the　conventional　DCMP　method
constraining the voltage transfer function of the system　to　the　desired
direction.　］:ｔhas already been reported that this new principle　achieves
good constraining of the broadband desired signal［48］d77］.　　By　analogy,
it is expected that this new principle can work well under　the　broadband
constraint in angular domain.　This suggests that it　may　be　applied to
improve the performance of the conventional DCMP under the effect　of　the
beam pointing error。
　　　　工ｎSection 7.2, we first explain the principle of　power　minimization
under ａ correlation constraint.　Sections ７.3 and 7.4 are　concerned　with
the performance of the adaptive array　with　this　new　principle　to　the
broadband desired signal and to　the　pointing　error,　respectively.　　In
Section 7.5, we deal with the above　problems　simultaneously,　i.e.,　the
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performance to the broadband desired signal in the　presence　of　pointing
error.　Finally, Section 7.6 states conclusions.
７．２　TheConcept of Power-Minimizing Method under ａ Correlation Constraint
　　　　We　introduce　the　new　guiding　principle　called　the　correlation-
constrained minimization of power　(CCMP)　method.　The　CCMP　method　is
different　from　the　conventional　DCMP　method　only　in　terms　of　the
constraint condition.　The constraint condition in the　conventional　DCMP
method is for specifying　the　voltage　response　of　the　system　ｉｎ･　the
direction from which the desired signal arrives.　0n the other　hand,　the
new CCMP method sets the constraint condition　for　specifying　the　cross
correlation between the input desired signal at the　reference　point　and
the output desired　signal.　In　the　following, we　give　the　detailed
explanation.
　　　　Weuse the linear array as shown by Fig゛s.3.1　and　3.2.　First,　for
setting the constraint condition, we introduce the model　０ｆ　the　desired
signal which is incident from the specified direction of 9(1 with the　unit
power level.　Let do(ｔ)ｄｅｎｏtｅthis signal at　the　reference　point　(the
center　of the array).　The input vector　by　this　model　desired　signal,
which Sha:LI be denoted by D(t), is expressed as ｆ０１１０ｗＳ:
　　　　　　　Ｄ(ｔ)゜[d1(t)・d2(t)・‥.'･dKL(t)]Ｔ　　　　　　　　　　　　　　　(7.1)
where
　　　　dp(t) = do(t-T )　　　　　　　　　　　　　　　　　　　　　　　　　　(7.2)
　　　　Tp °（dk/ｃ）ｓi11 0d 十(q-l)T　　　　　　　　　　　　　　　　　　　（７°３）
　　　　p = k HトK（q－1）　　　　　　　(p=l,..,KL; k-1,..,K: q＝1，‥，L）（7.4）
　　　　Ｃ:　light velocity,て:　time delay between adjacent taps
Tp stands for the time de:Lay･of the modeled desired signal at the p-th tap
- １５７
point with reference to the　array center.　　The　array　output　of　this
modeled desired signal, yd(t),　is given by
　　　　　yd(t)＝DT(ｔ)Ｗ＝ＷＴＤ(ｔ)　　　　　　　　　　　　　　　　　　(7.5)
Thus, the constraint condition for the CCMP method is written as
　　　　　Ｅ[do(ｔ)●yd(ｔ)]＝Ｐｏ　　　　　　　　　　　　　　　　　　　　　　　　　(7●6)
where Pq is a scalar constant specifying the cross correlation between the
ｍｏｄｅ]岬desired　signals　at　the　input　and　the　output.　　Substituting
eq.(7.5) into eq.(7.6), we have
　　　　　ｒｄＴＷ＝Po　　　　　　　　　　　　　　　　　　　　　　　　　　(7●7)
where r^j represents the auto-correlation vector　0f　the　modeled　desired
signal which is defined by
　　‥.　rd = E[do(t)Ｄ(ｔ)]　　　　　　　　　　　　　　　　　　　　　　　　　　(7●8)
Eq.(7.7) is ａ linear equation with respect to Ｗ and it is adopted as　the
constraint condition of the CCMP method.　This principle is formulated as
follows:
　　　　　min (P。ut = wTrχχＷ)
　　　－　subject to ｒｄＴＷ＝PO　　　　　　　　　　　　　　　　　　　　　　　　　(7●9)
and the optimum weight vector is obtained by solving　the　following　cost




where Ａ　isan undetermined Lagrange multiplier.　The optimum weight vector
is thus written ａＳ：
^opt ° Rｘｘ‾11｀d(Ｉ｀dTRｘｘ‾1「d｣‾1ＰＯ (7.11)
Likewise, we can also obtain readily the optimization algorithms　of　this
CCMP method which have the forms with rn and Po in　place　of　Cd　and　H,
respectively,　in the DCMP algorithms.　As for the value of Po.　we　choose
hereafter
－　１５８　－
Po = 1 (7.12)
　　　　Nexｔ．　ｗｅanalyze the characteristics of the CCMP method.　We　express
the correlation matrix ･^xx as the sum of the desired signal component　･^ss
and the noise (including interferences) component '^nn*　Namely,
'^xx ° ^ss 十^nn (7.13)
If characteristics of the modeled desired signal are completely　equal to
those of the actual desired signal,　then '^ss can be expressed further as
　　　　　ＲＳＳ＝PSRDD　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(7.14)
where Rdd is ａ correlation matrix of　the　input　vector　by　the　modeled
desired signal and it is defined by
　　　　　RDD＝E[ＤＤＴ]　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(7.15)
Substituting eq's.(7.13)に(7.14), and (7.15) into ＰＯＵt°ＷrＲＸＸＷ［Ｗｅhave the
output power written as ｆ０１１０ｗＳ:
　　　　　Ｐｏｕt＝ＷrＲｎｎＷ十PsWTRddW　　　　　　　　　　　　　　　　　(7.16)




From eq.(7.17), minimization of the total　output　power　Pout　under　the
constraint condition of eq.(7.7) is interpreted as　twofold　performances,
i.e.. minimization of the output　noise　power　and　minimization　of　the
difference between the waveforms of the　output　desired　signal　and　the
modeled　desired signal at the reference　point.　That　is　how　the　CCMP
method suppresses the unwanted interferences and/or　thermal　noise　while
preserving the desired signal at the array output.
　　　Besides, as easily seen　from　eq.(7.17),　there　exists　ａ　trade-off
between minimization of the noise power and preservation　of　the　desired
signal, which depends on the input　power ratio of the desired　signal　and
－　１５９　－
the unwanted signal.　Therefore,　in　order　to　enhance　the　ability to
preserve the desired signa］L, we modify the actual input correlation matrix
^XX by adding intentionally the correlation matrix of the modeled　desired
signal Rdd and increase seemingly the　power　of　the　desired　signal‘in
calculating the optimum weight in the signal processor.　Thus,　the optimum
weight vector is calculated using the following pi in place of ＲＸＸ:
　　ノ　・ R゛χχ゜ Rχχ 十Cs^DD　　　　　　　　　　　　　II　　尚　　　　　　　　　　　　　　（7●18）
where dg　is　ａ　non-negative　scalar.　　In　this case,　the　　equation
corresponding to ｅq.（7.17）タ　which shall be denoted ’by　P゛ｏｕｔg　is written
as　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　パ‥　　　　　　　　　　　　　　　　　　　｀
P゛ｏｕt＝ＷrＲｎｎＷ十（Pｓ＋（xｓ）Ｅ［（yd － d。）2］＋Pｓ十（xｓ (7.19)
From eq.(7.1,9), it follows that preservation of the desired signal can　be
enhanced by Cs-　Accordingly, the optimum weight vector using eq.(7.18)･is
ｅχpressed as　　　　　　　　　　　　　　　　　　　　　　　　・。
　　　　　ト^opt ｡゜R. ｘ゛ｘ‾4d(゛dTR'ｘｘ‾4d)‾1PO　　　　　　　　　　　　ト　　　　　・(7.20)
This principle is named ”improved CCMP meｔｈｏｄ”[481，[77]y　°まnd　we　analyze
this improved method hereafter.　　　　　　　　　　　　　　　　　イ
　＜　In the following analysis, the performance ｏｆ･the DCMP･ method with the
multiple constraints is mentioned for comparison.　Ｔｈｅ･ multiple constraint
conditions　for　frequencies　or　angles　can　be　derived　in　the　　same
straightforward manner as the single constraint in Chapter 3.
7.3　Performance to Broadband Desired Signal
7.3.1　Formulation of Models　　　　　　　　　二
　　　　Asstated in Chapter 5, when the broadband desired signal is　incident
ｏｎ≒theconventional DCMP adaptive array, the　sideband　component　of　the
desired　signal is taken for the ･unwanted interference and becomes ａ target
- １６０　－
of suppression.　In Chapter 5, we proposed the　tamed　adaptive　array　by
which we attained the satisfactory　broadband　characteristics.　However,
this is ａ system for protecting the　sideband　component　of　the　desired
signal　from　fierce　suppression　by　adaptation　and　not ・for　actively
constraining the response to the sideband component to have the　specified
value.　Especially, the more number of antenna elements or taps　does　the
system consist of, the more urgently　it　needs　the　constraint　for　the
sideband.　Therefore, for the purpose of　constraining　it,　we　must　use
another method.　In this section, we show that the improved CCMP method is
adequate for this problem｡
　　　　Theevaluation of the constraining performance is supposed to　depend
on the modulation method, but as the general measure for it,　we　consider
the deviation of the transfer function to　the　desired　signal　from　the
ideal non-distorted one, as well as the output SINR.　Let 0 represent　the











゛゛herefo and Sfs are the center frequency and the bandwidth of the desired
signal, respectively,”Ａ” is the amplitude of the　specified　response　to
the desired signal (where A=l), y(f) is the actual　transfer　function to
the desired signal l　and yh（f）iS the non-distorted transfer function which
is the　closest to y(f)・　yh（f）iS obtﾆained by calculating the　average　of
the amplitude of y(f) and linear approximation of the phase of　y（f）　over
the specified bandwidth.　］:ｎthe following discussion, after Ref.［48], we
will judge the system good if （J≦0.05｡
　　　Next, we describe the input signals and the modeled desired signal for
the constraint.　We assume that the incoming　broadband　signals　and　the
- １６１ －
modeled desired signal have flat spectra over their respectively specified
bands where their spectra are symmetric as to　their　center　frequencies,
respectively,　as shown by Fig.5.10.　Let fd　and　6fd　denote　the　center
frequency and the bandwidth of the modeled desired　signal,　respectively・
Then, the normalized correlation function of this signal,　Rf(△t) (where△ｔ
is ａ time lag), is related to the power spectrum by the following equation







The Rf(At) after executing the integration of eq.(7.23) is written as
　　Rf(△t) = COs(2TTf(l△ｔ)・sinc(TT6fH△ｔ)






Considering that the power is divided into Ｌ taps　at　each　channel,　the
p-th entry of ｒd゛ｒdp゛ａｎｄ the (p,p') entry of RDD゛ｒp,p ゛゛ 　are　expressed




　　　　　　　　= (1/L) cos{2TTfd(Tp － Tp<)}≪sinc{TT6fd(Tp － Tp゛）｝　　　(7.27)
　　　　　　　　　　　　　　　　　　　　　　(p.p'=l,...KL)
In practice,　fd and 6fd are determined from the a priori knov゛ledge 011　the
frequency characteristics of the desired signal.
　　工ｎ such　ways　as　shown　above,･　the　constraint　condition　for　the
broadband desired signal is settled.
- １６２　－
7.3.2　Numerical Results
　　　The numerical examples are shown on　the　4-element,　4-tap　broadband
adaptive array with isotropic elements and the equal　spacing　of　ａ　half
wavelength corresponding to the center frequency of　the　desired　signal.
For comparison, we also discuss the performance of the　DCMP　method　with
the doｕb:le-frequency constraints which sets the constraint　conditions　on
the t｀ヽ’ｏclose frequencies f1°fd-0.2856f(i and f2=fd十〇.2856fd［48］.　Table
7.1　shows the parameters of the input and constraint used as the standard.
The interference in Table ７.１means　the　incoherent　interference, which
will be kept the same in the following tables.　　　　　　　　　　　　　　　づ
　　　Firstﾀ　weinvestigate the optimum value of（XS for　the　improved　CCMP
method.　Fig.7.1 shows the variations of the output SINR and distortion　（J
in terms of Oo for the five values of the interference power ranging　from
ｏ to 100.　(a), (b), and (c) in Fig.7.1 correspond to　the　results　where
Table 7.1　Parameters of input models and constraints
　　　　　　　　　　forthe broadband desired signal.
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Fig.7.1　Variations of the output SINR and distortion （J in terms of（XS
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Fig.7.2　Variations of theイoutput SINR and distortion （J in terms of Og
　　　　for the improved CCMP systﾆem where 6f=0.2 and 6fd＝0.4:
　　　　（ａ）Pn＝10-4，（b）Pn=＝10-2，（ｃ）Pn＝10-1.（ｓee Table 7.1)
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Pｎ°lO-'i,　Pn°10-2,　and Pn°10-1　respectively.　From these figures,　we　can
see that the larger［ＸＳ and the smaller　therma］L noise　yields　the　l lower
distortion of the output broadband desired signal,　which is　also　pointed
out by Ref.［49］.　工n addition, it should be noticed that　for　the　larger
ｖａ:Lue of as>　distortion 0 is little affected by　the　interference　power.
On the other hand, the output SINR's do not vary so seriously with Og　as
the distortion.　This suggests that we may determine the value of （XS based
upon the distortion.　We see that when we have otg larger than about 10-Pn,
distortion　（Ｊ　can be　reduced to　less　than　0.01　regardless　of　the
interference power.　If, however, the constrained bandwidth is　discrepant
from the real　bandwidth　of　the . desired　signal　（i.ｅ･ 9　6fs^6fd),　the
situation differs from the above.　Fig.7.2 shows the　resu:Lts　similar to
Fig.7.1 where 6fo=0.2 and 6fd°0.4.　1n this case,　both SINR and distortion
（J vary remarkably with Oo,　and ag larger than about　100　times　Ps　gives
high SINR and １０ｗdistortion.　Thus, we obtain the following　relation　as
the standard for the lower bound of the value of CZS:
　　　　　　ａＳ≧ｍａχ｛104Pn，102PS｝　　　　　　　　　　　　　　　　　　　　　　　(7.28)
By other examples,　we verified the choice of （ZS by the above　relation　is
successful.　Since the SINR of the system is not seriously degraded by too
large a^ as shown in　Fig's.7.1　and　7.2,　’a　little　larger　approximate
estimates of Pn and Ps are preferable foｒ　ａＳof　eq.(7.28).　　As　for　the
upper bound of ａＳｱ　we do　not　refer　to　it　particularly　for　the　same
reason.
　　　　Next,we assume the interference is incident from the　broadside　（O°）
and has the same bandwidth as the　desired　signal.　　For　simplicity, we
express the common bandwidth of the incoming waves as 6f.　Fiがs.7.3-7.5























Fig.7.3　Relations of the output SINR and the　distortion　ｏ　with the
　　　　　　　　　bandwidthof incoming v゛aves 6f｀゛here 6fd°6f: (a) the improved

























Fig.7.A　Relations of the output SINR and the　distortion （J　with the
　　　　　　　　　bandwidthof incoming waves　6f where 6fd=0.756f:(a) the


























Fig.7.5 Relations of the output SINR and the　distortion （J with the
　　　　bandwidth of incoming waves 6fつwhere 6fd=1.256f:(a) the






　　　　　　　　　wide-angleconstraint of the Improved CCMP.
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constraining.　In Fig's.7.3-7.5,　the results are represented where 6fd°6f,
6fd°0.756f,　and 6fd=1.256f,　respecti゛ely,　and cur゛es(a) and　（b）　in　each
figure correspond to the　improved　CCMP　method　with Og　being　100　in
compliance with eq.(7.28) and the DCMP method　with　the　double-frequency
constraints,　respectively.　These figures describe that the improved　CCMP
method gives better　constraining　performance　than　the　DCMP　with　the
double-frequency　constraints　on　the　whole.　Particularly,　when　　the
constrained bandwidth includes some error,　the　difference　between　both
methods becomes remarkable and the improved CCMP　method　still　has　good
constraining characteristics.　Thus, the improved CCMP is also shown to be
robust against the setting error of the constrained　bandwidth　and　hence
enlarges the margin for determining the constrained bandwidth.
7.4　Performance to Pointing Error
7.4.1　Formulation of Models
　　　　Inthis section, we deal with　the　countermeasure　against　the　beam
pointing error in the　conventional　DCMP　method　other　than　the　tamed
adaptive array in Chapter 5.　As stated in Chapter 5. if there exists　the
pointing error,　the　desired　signal　becomes　ａ　target　of　suppression,
resulting in deterioration of SINR.　工ｎ Section 7.3, we have realized　the
way of　constraining the broadband desired signal with　the　improved　CCMP
method.　By analogy, we can expect that it is possible　for　the　improved
CCMP method to be applied to the broadband constraint in　angular　domain.
Therefore,　this section is devoted to such an application of the　improved
CCMP method｡
　　　　First,　wemust define the modeled desired signal　for　the　constraint
condition.　To settle some wider margin for the directional constraint, we
- １６９ －
consider the modeled desired signal with its power spectrum spread over　ａ
certain angular region as shown in Fig.7.6.　This angular spectrum　has　ａ
flat power density　at　the　region　from　Uo-6u/2　to　ｕｏ＋6ｕ/2　and zero
elsewhereﾀ　where ｕ°sine is the reduced　angular　variable.　Each　angular
component contained in this flat spectrum is assumed to　be　uncorrelated
with the others.　工ｔ is entirely on the analogy of the frequency　spectrum
of Fig.5.10. Let us consider the normalized correlation function　between
the p-th and p'-th inputs of the modeled desired signal which are　at　the
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where dk is the position of the k-th antenna element with reference to the
array center (see Fig.3.2),てq is the time delay　at　the　q-th　tap　with
reference to the first tap in the channel, and Ｃ is　the　light　velocity･
The subscript p is related to subscripts ｋ and q by　ｅq.（7.4）　and　p゛ is
related to k' and q' by
　　　　　p- = k゛十K(q' - 1)　(p'=l,...KL; k'=l....K; q'=l,..,L)　　(7.33)
Thus, we have the following analytic form of Rｕ:
　　　　　Rｕ（Cpp’･Tpp')゜cos{(27ri;pp゛/入)uo+2TrfdTpp'}゜sinc(iT6u^pp>/入）　(7.34)
－　１７０
Considering that the power is divided into L　taps　at　each　channel, we
obtain the formulas of the p-th entry of rd.　ｒdp゛ａｎｄthe (p,p゛) entry　of
RDD゛ｒp，p‰　which are written as ｆ０１１０ｗＳ:
　　　　　　I｀dp゛（1/河）Rｕ（dk･ｌq）　　　　　　　　　　　　　　　　(7.35)
　　　　　　I｀p，p’゛（1/Ｌ）RU（Cpp’・TppO　　　　　　　　　　　　　　　　　　(7.36)
The values of ６Ｕand Uq are chosen beforehand from the apriori information
on the desired direction and upon prospect of the pointing error.
　　　As shown above, the constraint condition for　the　narrowband　desired
signal in the　presence　of　the　pointing　error　is　established,　which
resembles the broadband　constraint　condition　in　the　frequency　domain
discussed in Section 7.3.
7.A.2　Numerical Results
　　　　Thenumerical calculation is　carried　out　on　the　4-element,　2-tap
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Fig.7.7　Relations between the output SINR and （XS　for the
　　　　　　　　constraint of the improved　CCMP　where Ｐｎ°10-2:
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Fig.7.8　Relations between the output SINR and （XS　for the







narrowband adaptive array.　As the representative of　the　DCMP　with　the
multiple　constraints,　the　double-directional　constraints Ｉ　system　　is
discussed for comparison, which sets the constraint conditions at the two
close directions 01 8“d 02(ｓpecified later)[30].　Table　7.2 shows　the
parameters of the input and constraint under the effect　of　the　pointing
error.
　　　Fig's.7.7 and 7.8 show the relations between the output SINR　and (XS･
Fig.7.7 represents the results　where Pn=10-2　and・　Fig.7.8　those　where
Ｐｎ＝10‾4.　The curves (a), (b), (c), and･ (d) in Fig's.7.7 and 7.８
correspond　to the cases where oｓ°O°9　jｓ°2,゜にes=4°9　and　eｓ°6°9
　　　　　　　　　　　　　　●･･.●　S　　・　●　，‘L　II　　　・‘　　　・　j　；　　　　　　　　　　　　　∠　･Iト・‘ト　じ十卜ぐ‥‥‥‥‥‥　　‥　‥‥‥‥；　.respectively.　From these figures, we can see that high SINR　is　obtained
in the V゛ide region 0f the value ･of "s ranging fi‘omabout 1C)2PS　t0　105PS･
:[ｎthe f01:Lowing examplesﾀ(XS°100 for PS°1
is adopted･9　which　is　in　the
same order as the case of broadband constraint discussed in Section 7.3.
　　　Fig's.7.9 and 7.10 show the variations of the array　response　in　the
direction of the desired signal for　various　parameters　of　constraints.
Fig.7.9 represents the case where Pn=10~2　and　Fig.7.10 the case　where
Ｐｎ゛10‾4.　]:ｎboth figures,　no interference arrives, which　is　the　rather
adverse circumstances to the constraint　of　the desired　signal　in　the
presence of the pointing error.　The curves (a), (b), (c), and　(d)　in
Fig's.7.9　and　7.10　correspond　　to　　the　　results　　where　　6ｕ=O(土O°)，
6ｕ＝0.07(±2°), 6u=0.14(±4°), and 6u=O.21(±6°), respectively. The curve (a)
of 6u=0 in each figure is equivalent to the　conventional　DCMP　with　the
single constraint and is shown　sensitive　to　the　pointing　error.　　工ｎ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●contrast, the curves　(ｂ)－(ｄ)　ｏｆト!arger　6U?Ｓヶshow robustness　of　the
　　　　　　　　　　　　　　　●･
Jlj≒・●.丿　..rl●●　ゝ，●　　　　　　f，　..
improved CCMP system against the pointing error:　the deterioration of　the
array response is less than 0.7dB for Pn＝10-2　and　less　than　0.9dB　for









Fig.7.10　Variations of the array response in　the　direction　of　the
　　　　　　　desired signal for the wide-angle constraint of the improved
　　　　　　　CCMP　　where　　Ｐｎ゛10‾４　　and　　no　　interference　　　arrives:
　　　　　　　(a) 6u=0(±0°)，(b)6ｕ=0.07(±2°), (c) 6u=O.14(±4°)，
















Fig.7.9　Variations of the array　response　in　the　direction　of the
　　　　　　　desiredsignal for the wide-angle constraint of　the improved






















Fig.7. 11　Variations of the array response　in the　direction　of . the
　　　　　desired signal for.the DCMP　double-directional　constraints
　　　　　at (9i,02) where　Ｐｎ＝10-２　and　no　interference　arrives:
　　　　　(a) (6i,e2)=(-2°,2°），（b）（e1,02）＝（-4°,4°). (c) (61,82)=










Fig.7.12　Variations of the array response　in the　direction　of　the
　　　　　ｄｅＳﾆIred signal for the DCMP　double-directional　constraintﾆＳ
　　　　　at (91,02) where Ｐｎ＝10‾４　and　no　interference　arrives:
　　　　　(a) (ei,02)=(-2°，2°），（b）（01，02）＝（-4°,4°). (c) (91,62)=
　　　　　（-6°,6°). (see Table 7.2)
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angular　region　6ｕ.　　0n　the　other　hand,　for　the　double-directional
constraints, the same　relations　as Fig's.7.9　and　7.10　are　shown　in
Fig゛s.7.11 and 7.12, respectively.　　The　curves　(a),　(b).　and　(Ｃ)　in
Fig゛s.7.11 and　7.12　correspond　to　the　cases　where (01・02)゜(－2°・2°)・
(OP02)゜(‾4°μ゜)タ　ａｎｄ(OP02)゜(‾6°96°)タ　respectively.　Other　parameters
are the same as those of Fig's.7.9 and 7.10.　Since the double constraints
system　prescribes　the　responses　in　only two　directions,　the　array
responses are seen to be seriously degraded　in　the　middle　of　the two
constrained directions, which is remarkable in the case of smaller thermal
noise of Fig.7.12.　Therefore,　the　system　with　the　double-directional
constraints requires ａ larger number of constrained anglesﾀ　i.ｅ・ 9　degrees
of freedom, for the wider-angle constraint.　Thus, it is demonstrated that
the improved CCMP method is superior to the double constraints DCMP.
　　　　However, one problem arises　in　the　improved　CCMP　method　for　the
wide-angle constraint.　It is increment of the output thermal noise due to
the wider beamwidth, which results in a little degradation of　the　output
SINR.　For the countermeasure against this problem,　injection of ａ certain
amount of the pseudo　noise　is　considered　again.　　Fig.7.13　shows　the
example of support by the pseudo noise (xｎwhere Ｐｎ°10‾49　6ｕ°0.21(±6°)y　and
(zｓ°100.　The abscissa in Fig.7.13 means the pseudo noise (xng　and　it　is
related to the output SINR of the ordinate with parameters of the angle of
arrival of the desired signa]..　The curves　(ａ)，(b)，(ｃ)，　and　(d)　in
Fig.7.13 correspond to the cases where oｓ°O°タ　Oｓ°2(≒　Oｓ°4(≒　and　es=6°,
respectively.　:[ｔ is seen that the pseudo noise of about　0.1　gives　good
support in any curve.　Other examples confirmed us that the optimum pseudo
noise for the wide-angle constraint　by　the　improved　CCMP　method　with











Fig.7.13　Relations between the output SINR and the　pseudo　noise （xｎ
　　　　　　　　　forthe improved CCMP ｗheｒｅＰｎ°10‾4:(a) 63=0°9　（b）　s=2 .
　　　　　　　　　（ｃ）Oｓ＝4°，（d）Oｓ＝6°(seeTable ７.2）
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simultaneously and extends the improved CCMP method to the　constraint　of
the broadband desired signal in the presence of the pointing error｡
　　　Similar to the previous sections, we first define the modeled　desired
signal for the constraint condition of the present interest.・工ｎ order to
constrain the desired signal widely in the angular and frequency　domains,
we consider the modeled desired　signal　with　the　two-dimensional　power
spectrum spread over certain angle　and　frequency　regions　as　shown　in
Fig.7.14.　This power spectrum has ａ flat power density at the region from
Uo-6u/2 to ｕｏ＋6ｕ/2and from fd-<Sfd/2 to fd＋6fd/2，ａｎｄｚｅｒｏelsewhere.　A11
the　components　involved　by　this　flat　spectrum　are　assumed to　　be
uncorrelated with each other.　工t is interpreted as fusion of the previous
respective spectra.　Let Rfu represent the normalized correlation function
between the p-th and p'-th inputs of this type of modeled desired signal.





























Fig.7. 14　Two-dimensional power spectrum of the modeled desired signal
　　　　　　　　　forthe broadband constraint in　the　angular　and frequency










where　Si（ｘ）iS the sine integral which is given by
and
Si(x) = I: dv
sin ｖ
-　Ｖ
　　　Ai = 2^(fd + 6f(i/2){(Cpp'/c)(・o + <5u/2)十Tpp'}　　　　　　　(7.41)
　　　A2 ° 2TT(fd － 6fd/2){･(Cpp'/c)(uo + 6u/2) + Tpp'}　　　　　　　(7.42)
　　　A3 ° 271(fd＋6fd/2),{(Cpp'/ｃ)(110 － 6u/2卜十てｐｐ口＼　　　　　　(7.43)
　　　A4 ° 27r(fd - 6fd/2){(Cpp゛/ｃ)(110 － 6u/2)十てpp'}　　　　　　　(7.A4)
Using eq's.(7.39)-(7.44). we obtain the formulas of the p-th entry　of　ｒd
and the (p,p') entry of Rdd.　which are given by
　　　rdp ° (1/河)Rfｕ(dk･ｌq)　　＞　　　　　　　　　　　　(7.45)
　　　－I｀p,p'゜ (1/L)RfU(dk‾dk' ･ｌq-1:q )゛　　　　　　　　　　　　　　　　(7.46)
　　　　　(p.p'=l,・..｀ﾀＫＬ;　k,k'=l,..,K;　ｑ,ｑ゛゜１･，‥，Ｌ)
The ゛alues of <5fd.　fd.　6u,　andUo are determined　beforehand　from　the　ａ
priori knowledge on the characteristics of the　desired　signal　and　upon
prospect of the pointing error｡
　　　　Asshown above, the constraint condition　for　the　broadband　desired
signal in the presence of the pointing error is established　as　extension
of Sections 7.3 and 7.4.
7.5.2　Numerical Results
　　　Weshow the numerical examples carried out　on　the　4-element,　4-tap
broadband adaptive array　used　in　Section　7.3.　For　comparison,　the
performance of the DCMP system with　the　double-directional　and　double-
frequency constraints is also shown here.　It is assumed that the　desired
Table 7.3　Parameters of input models for the broadband constraint
　　　　　　　　　　inthe angular and frequency domains.















Table ７．４　Parameters of constraints adopted by the improved CCMP and
　　　　　　　　　　　the　DCMP　with　multiple　constraints　for the　broadband









(XS ゛ 100, an°0
（30°±6°）
（b）DCMP with multiple constraints （foｕｒconstraints)






signal and interference have the same form of frequency spectrum shown　by
Fig.5.10 and their bandwidths are equal (denoted by 6f).　Table 7.３　shows
the parameters of the inputs, and Table ７.4 shows the　parameters　of　the
constraint　for　the　improved　CCMP　and　the　DCMP　with　the　　multiple
constraints.　As the measure of the performance, the distortion O　defined
in Section 7.３ and output SINR are employed.
　　　　Fig.7.15 shows the relations between the output SINR and bandwidth　6f
and between the distortion （J and 6f for the　improved　CCMP　method.　The
ＣｕｒｖｅＳ（ａ）－（Ｃ）inFig.7.15 represent the results where ＯＳ°24°
9　0S°30≒　and
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　･●
OS°36°9　respectively.　It is seen that as long as the desired signal' with
its bandwidth 6f of less than ０.4 arrives　within　the　specified　angular
region, the constraint is successful with o≦0.039 1 and　SINR ≧14.2dB.
The same relations for the DCMP with the multiple constraints are shown in
Fig.7.16.　The parameters of constraints in Table 7.4 are　chosen　as　the




6f　≦0.4, which is slightly inferior to the improved CCMP system･
　　　　Moreover, the noteworthy difference between both methods　is　observed
for the case of smaller thermal noise.　Fig's.7.17　and　7.18　show　such
examples where Ｐｎ°10‾4.　The former represents the results by the improved
CCMP,　and　the　latter　the　results　by　the　DCMP　with　the　　multiple
constraints.　The curves （ａ）－（Ｃ）ineach figure have the same meanings　as
those of Fig.7.15 0ｒ 7.16.　1n this case, the　DCMP　system　yields　large
distortion over 0.05 for the bandwidth ６ｆ of more than 0.1.　Also, as　for
the output SINR of iｔﾀ　10ｗ SINR of　less　than　12.2dB are　seen for　6f




















Fig.7.15　Relations of the output SINR and the distortion　ｏ　with the
　　　　　　　　　bandwidth of incoming waves 6f for the　improved　CCMP　with
　　　　　　　　　the　broadband　constraint　in　the　angular　and　frequency
　　　　　　　　domains v゛here Ｐｎ°10-2:(a) 9s=24°. (b)、03=30°, (c) 9s°36°・

























Fig.7.16　Relations of the output SINR and the distortion　ｏ　with the
　　　　　　　　　　bandwidth of incoming waves 6f for　the　DCMP　with multiple
　　　　　　　　　constraints　where　　Pn=10-2:　　（ａ）　63=24°タ　　（b）　OS°30（≒























Fig.7.17　Relations of the output SINR and the distortion　Ｏ　with the
　　　　　　　　　　bandwidth of incoming waves 6f for the　improved　CCMP　with
　　　　　　　　　　the　broadband　constraint　in　the　angular　and　frequency
　　　　　　　　　　domainswhere Ｐｎ°10‾4:（ａ）Oｓ°24°9（b）Oｓ°30（≒(c) es=36°。





























the output SINR and the distortion　（Ｊ　with the
incoming waves ６ｆfor　the　DCMP　with multiple
constraints　ｗheｒｅ.Pn=10‾4:　（ａ）　es=24°，　（b）.0S=30°，
（ｃ）eｓ=36°(see Tables 7.3 and 7.4）
- １８４
the unconstﾆrained angles or frequencies other than　the　four　constrained
ones becomes ａ target of fierce　suppression.　0n　the　other　hand,　the
improved CCMP, which constrains the angles and frequencies　averaged over
the　region,　has　better　constraining　performance　with a≦0.032　and
SINR≧23.7dB for 6f ≦0.4｡
　　　　Althoughthe results are not shown here, we examined　the　performance
of both systems for the case where the constrained　bandwidth　6fd　has　ａ
certain amount of discrepancy from 6f, and we have　attained　the　simil･ar
conclusion.
7.6　Concluding Remarks
　　　　Inthis chapter, we have introduced an alternative　guiding　principle
of power minimization.　The new principle prescribes the cross correlation
between the desired signals at the input and the output of　the　array　by
the available a priori knowledge on the　characteristics　of　the　desired
signal　in terms of its angle of arrival ０ｒfrequency spectrum.　I This　new
principle is called　the　correlation-constrained　minimization　of　power
（CCMP）ｍｅthod.　　The　conventional　DCMP　method　constrains　the　voltage
transfer function of the system to the direction from　which　the　desired
signal arrives.　In contrast with this, the constraint　condition　of　the
CCMP　method　is　interpreted　as　the　one　obtained　by averaging　　the
conventiona:Ｌ DCMP constraint over the specified frequency　and/or　angular
region.　Furthermore, the　characteristics　of　the　CCMP　method can　be
improved by intentionally increasing the component of the　desired　signal
in the　input correlation matrix, which we call ”the improved CCMP method”.
We analyzed the improved CCMP method in this chapter｡
　　　　Althoughit has already been reported by Ref's.［48］ａｎｄ［77］that this
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improved CCMP method brings　about　good　constraining　of　the　broadband
desired signal, we gave reinvestigation　to　such　performance　at　first.
Next,　by analogy between the frequency domain and the angular domain, this
improved CCMP method has been applied to the problem of the error　in　the
beam pointing toward the desired signal.　Numerical examples have verified
that the improved CCMP method can give another remedy for the　degradation
of performance due to the beam pointing error which is ａ　serious　problem
in the conventional DCMP,　Finally, we extended the improved　CCMP　method
to the constraint of the broadband desired signal in the presence　of　the
pointing error, and we examined the performance by numerical calculation.
As the results, we have seen that the　broadband　desired　signal can　be
constrained successfully as long as it arrives within the　angu:Lar　region
prescribed by the improved CCMP ｍｅｔhod｡
　　　　Throughthe numerical calculation, the performance of the DCMP　method
with the multiple constraints was also shown for comparison.　After　all,
such comparison has confirmed us that the improved CCMP method is superior




ON THE TRANS工ENT PERFORMANCE IN VARIOUS ADAPT:[VE ALGOR工THMS
８．１　工ntroduction
　　　　Thecommon objective of various adaptive arrays　is　to　suppress　the
interferences while maintaining the desired signal.　Most adaptive　arrays
adopt the feedback approach based on the gradient method to attain such an
optimum performance.　工ｔ has been　discussed　by　many　authors　that　the
transient performance of the adaptive array in ａ realistic environment　is
affected by the divergence of eigenvalues of the input correlation　matrix
due to　particular　angular　distribution　and　power　variations　of　the
interferences.　However, we shall add a　different　viewpoint　on　another
aspect　that affects the transient performance｡
　　　　Incontrol problems, the selection of the initial values　is　often　ａ
matter of great importance since it　very　likely　affects　the　transient
behavior of the system.　Strangely, this problem has　not　attracted　much
interest in the field of adaptive antennas.　Concerning　the　least　mean
square (LMS) adaptive array, some papers set identical　weight　values　on
all the elements of the array[8]，[91，[63],[102], some set zeros on all but
one weight[31],[103], some set the uniform magnitude on the weights　whose
phases are such that they produce the mainbeam　pointing　to　the　desired
signal[20], and so ｏｎ｡
　　　　Thischapter considers the dﾆirectionally constrained　minimization　of
power (DCMP) adaptive array[27],[29],[30], the LMS adaptive array and　the
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maximum　signal-to-noise　ratio　(MSN)　adaptive　　array[15].　　We　will
demonstrate how dramatically the transient　behavior　of　the　systems　is
affected by the initial weight values, and we emphasize the importance　of
their choice[104]。
　　　]:ｎthe next section, we first describe the system and input models for
the analysis and computer simulation carried out throughout this chapter・
Sections ８.3 ｔ0 8.5 are devoted　to　analyze　and　examine　the　transient
performances of adaptive arrays under the principles　of　･DCMP,　LMS,　and
MSN, respectively.　We discuss the results in　Section　8.6,　and　finally
state conclusions in Section 8.7.
８．２　General Description
　　　　Theadaptive　processors　that　control　the　weights　are　ｉこlassified
according to the guiding principles.　Before we proceed to discuss them in
detail, the features that are common to all systems are described first。
　　　　工ｎthe present discussion,　we　assume　that　the　input　signals　are
narrowbanded and can be treated by　complex　expressions.　　The　K-element
adaptive array system with isotropic elements　is　adopted.‘As　for　the
input,　we　consider　that　two　plane　waves,　the　desired　signal　　and
i-interference, are incident on the array.　Another input,　thermal　noise
of equal power is assumed to exist at each　weight.　　For　simplicity, we
call the i-interference merely the interference hereafter。
　　　　工ｎorder to verify the theoretical analysis,　computer　simulation　is
carried out on ａ 4-element (K=4) linear array with equal spacing of ａ half
wavelength.　Table ８．１　showsthe parameters we use as the model　input　in
the computer simulation. In later examples, only　those　parameters　that
are changed will be stated, while other parameters　left　unmentioned are
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keptﾆthe same as shown in Table 8.1.　The　sampling　feedback　control　is
carried out where ａ sufficient number of　sampled　data　are　averaged　to
smooth the behavior of the system.
















8.3.1 Principle and Analysis
　　　The principle of the DCMP　adaptive　array　is　already　described　in
detail　in Chapter 3.　The optimum weight vector at the stationary state is
written as follows again:
　　　　　　^opt ° ＲＸＸ‾1Cd(Cd十Rｘｘ‾1Cd)‾1H゛　　　　　　　　　　　　　　　　　　　　　(8.1)
where the constraint vector Cd and　the constrained　response　Ｈ　are　also
given by ｅq゛s.(3.68) and (3.69), respectively.　In the present　situation,
the correlation matrix ^xx can be expressed in the same form as eq.(3.91),




identity matrix and Zi　is　the　direction　vector　of　the
interference given by eq.(3.90).
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　　By feedback, the optimum weight vector, *'opt is asymptotically reached




For analysis, we must reformulate the above adaptive algorithm to　ａ　form
of　vector　differential　equation.　First,　taking　the　expectation　of
eq.(8.3) with the aid of the complex　expression　of　eq.(3.48),　i.e.,
Ｗ(ｍ)＝PW(ｍ)十F, we have
　　　　E[Ｗ(ｍ＋1)]＝E[Ｗ(ｍ)]－U PRχχP E[Ｗ(ｍ)]－U PRχχＦ　　　　　　　　(8.6)









We return here from the discrete quantity to the continuous one and obtain
a differential equation by tending Ts　to zero　in　eq.(8.7).　　Rewriting
E[Ｗ(ｍ)]as W(t) for simplicity of the expression, we thus obtain







where q is the equivalent step size per unit time and is related ｔｏμ　and
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　～Ts by the following equation:
　　　　　　ｑ＝1」/Ts　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（8.9）
We call　it ａ feedback gain hereafter.　By using Cd and　Ｈ　of　eq's.(3.68)
and (3.69) and considering 6d=6s'　we can rewrite Ｆ as
　　　　　　Ｆ＝（2/K）Ｃd
= (/2/K)[exp{ jΨl(eo)l, ..., expりΨK(Oｓ)}]Ｔ
where
　　　　　Ψk（Oｓ）＝－（27Tdkハ) sin 9s　　(k=l,.., K)　　　　　　　　　　　（8.11）
As stated in Chapter 3ﾀ　this Ｆ is the uniform excitation with　progressive
phasing so as to point the mainbeam to the desired direction, 9g.












where the λｋ゛ｓand Gk's (k=l,・‥I　K) are the eigenvalues and　eigenvectors
of P'^xxP'　respectively.　Since PRxxP is Hermitian,　K eigenvectors Gk゛s are
orthogonal to each otheら　ａｎｄ入k゛sare expressed as ｆ０１１０ｗｓ［30］:
?
λ1゛0
λ2 = (K/2)Pi(l- Aｓi2）十Pn




where ^si represents the norma]Lized array factor,　ＺｉＴＦ§/H.　Forａ　linear,
equispaced array with the element spacing of a　half wavelength,　Asi　is
given by
^si ゛ (8.16)
sin{K7r(sin 0s － sin ei)/2}
Ksin{TT(sin Qs － sin ei)/2}
When the angular separation between 0s and 0i is larger than the bearawidth
of the array factoｒ ksi so that Ａｓi2くく1and also Pi is　much　larger　than
Pn.　the　λｋ゛ｓin ｅq゛s.(8.14) and (8.15) can be approximated by
　　　　λ2 = (K/2)Pil
λk＝Ｐｎ　　for k＝3，ご●●，K　　　　　　　　　　　　　　　　　　　　　（8●17）
In this case, the time constants in the third term of eq.(8.12) are much
larger than the other in the second term, as is easily seen by eq.(8.17).
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It is this third term that causes slow convergence of the weight vector to
the optimum state.　If, however, a proper selection of the initial　weight
vector is made,　so that it may be orthogonal to Gk゛Ｓ(ｋ°39・.ぶ)9　the third
term vanishes.　An example of such weight vectors is F given by eq.(8.5).
Since Ｇ１=Cd as given by Ref.[30],　Ｆ　can　be　shown　to　be (2/K)Gl　by
ｅq.(8.10).　Thus,　Ｆ is orthogonal to　Ｇｋ s゛,　where　k°21 ・・
9K.　　With　Ｗ(O)







　　　The simulation is based on　the　sampling　feedback　system　with　the
algorithm given　by　ｅq'ｓ.(8.3)－(8.5).　　Taking　into　consideration　that






　　　Weconsider the following three cases of　the　initial　weight　vector
settingこ
(ａ)Ｗ(O)＝Ｆ，theuniform excitation vector with the mainbeam　directed to
　　　thedesired signal as shown by eq.(8.10)・
(b)Ｗ(O)゜Ml.　thevector with zero weights　for　all　elements　except　the
　　　firstone. i.e..
M1 °［万ﾀＯ１ ０９‥・１０］Ｔ (8.20)




















　　　　Themagnitudes of above weight vectors are chosen so that the　desired
response may be obtained in the absence of　interference.　Fig.8.1　shows
the results by the simulation.　The learning curves of the output SINR for
the above three cases are shown.　By theory, all curves must finally reach
the same value of S]:NR, but the curves　(b)　and　(Ｃ)　are　converging so
slowly as if they were aiming at certain lower S工NR's than that　for　(ａ).
]:ｎthese situations, the system must suffer from １０ｗSINR for ａ long　time
before the adaptation is completed.　As　mentioned　previously,　this　is
caused by the third term of eq.(8.12) which contains large time constants.
In contrast, as is　seen　in　eq.(8.18).　the　trouble-making　third term
vanishes in the case (a) for W(O)=F, which results in fast convergence.
8.４　Least Mean Square (LMS) Adaptive Array
8｡4.1　Principle and Analysis
　　　The guideline of the LMS adaptive array dictates minimization　of　the
error between the actual array output signal　and　the　reference　signal･
The reference signal is ａ so-called replica of the　desired　signal.　The
optimum weight　vector　is　obtained　by　minimizing　the　f01:lowing　cost
function[81，[9]:
　　　　　e(W) = E[|dr － yl2]　　　　　　　　　　　　　　　　　　　　　　　　(8.22)
where dr denotes the reference signal.　e(W) of eq.(8.22) can be rewritten
as fo:Llows by using y°xTw*:
　　　　　E:(W) = W十^XX^ ~
Ｗ十^xd － Ｗrｒｘd 十゛E[ldｒl2]　　　　　　　　(8.23)
where rxd is the correlation vector between the input　and　the　reference
signal and defined by
　　　　　Ｉ｀χd＝E[χdj]　　　　　　　　　　　　　　　　　　　　　　　　　　　　(8●24)




where the differentiation by complex number is compliance with Ref.[65].
By equating eq.(8.25) to be zero, we have the optimum weight vector which
is written as
"opt ° Rｘｘ‾1ｒｘd (8.26)
　　　The steepest gradient algorithm for the LMS system can be expressed as
the following iterative relation:
　　　　Ｗ(ｍ＋1)＝Ｗ(ｍ)－Ｕ∇[e{W(m)}]　　　　　　　　　　　　　　　　　　　(8.27)
Substituting the gradient of eq.(8.25) into eq.(8.27), we obtain
　　　　　Ｗ(ｍ＋1)＝Ｗ(ｍ)十Ｕ[ｒχd － RχχＷ(ｍ)]　　　　　　　　　　　　　　　(8.28)
Similar to the DCMP algorithm,　^xx and rxd in eq.(8.28)　are　replaced　by
their instantaneous values Ｘ(ｍ)Ｘ十(ｍ)ａｎｄ　X(m)dr"(ni), respectively, in
practice.　Thus, the LMS gradient algorithm is expressed as ｆ０１１０ｗＳ[105]:
　　　　　Ｗ(ｍ＋1)＝Ｗ(ｍ)十Ｕ ｅ゛(ｍ)Ｘ(ｍ)　　　　　　　　　　　　　　　　　　　　(8.29)
　　　　　ｅ(ｍ)＝dｒ(ｍ)－y(ｍ)　　　　　　　　　　　　　　　　　　　　　　　　(8●30)
where ”ｅ”is the error, i.e.. difference between the reference signal　and
the　array　output.　･The　optimum　　weight　vector　of　eq.(8.26)　is
asymptotically reached by the above algorithm.　However, for　analysis　in
the following, we make use of the algorithm of eq.(8.28) rather than　that
of ｅq゛s.(8.29) and (8,30) since the former　corresponds　to　the　expected
expression of the latter.
　　　We　can reformulate the algorithm given by en,(8.28) to　the　following







where ｑ is the feedback gain and is connected　with　μ　and　the sampling
interva:L Ts by ｅq.(8.9)・

















where the Ok's　and　Qk's (k°19‥・9　K) represent　the　eigenvalues　and
eigenvectors　of　^xx>　respectively,　with　Ｋ　eigenvectors　Qk゛ｓ　being
orthogonal to each other.　The （Jk゛ｓａｒｅｄｅｒiｖedfrom Ｒχχ　of　ｅq.（8.2）　as
follows after Ref.［31］:
?
(J1 ° (K/4){Ｐｓ十Pi十/(Pｓ － Pi)２＋4PｓPiAｓi2}十Pn
(J2 ° (K/4){Pｓ十Pi－/(Pｓ － Pi)２＋4PｓPiAｓi2}十Pn









Eq's.(8.34) and (8.35) assure that (Ｊｌis not smaller than O2,　which　means
that the time constant in the second term of eq.(8.32) is not larger　than
that in the third　term.　The　time　constants　in　the　fourth　term　of
eq.(8.32) are much :Larger than the other two　in　the　second　and　third
terms.　工ｔ is this fourth term that causes slow convergence of the　weight
vector to the optimum state.　Ａ proper selection　of　the　initial　weight
vector such as W(O)=F solves this problem, similar to　the　previous　DCMP
system,　since Ｆ is shown to be ａ linear combination　of　Qi　and　Ｑ２９　and
orthogonal to Ｑｋ゛s(k=3,.., K)[３１]．　工ｎ　this　case, eq.(8.32)　can　be
expressed as follows：










reference signal is estab:Lished in the system, we have
　　　　　ｒχd＝PSCd＝（KPS/2）Ｆ　　　　　　　　　　　　　　　　　　　　　　　（8●38）
Since the third term in eq.(8.36) has ａ　larger　time　constant　than　the
second　one, the best performance is achieved when the coefficient　of　the
third term is equal to zero.　　By　putting　eq's.(8.37)　and　(8.38)　into
eq.(8.36) and equating the coefficient of the third term to　be　zero, we
obtain　the optimum values of ｖ as ｆ０１１０ｗＳ:
　　　　　Ｖ゛ KPs/(2O2)　　　　　　　　　　　　　　　　　　　　　　　　　　　（8●39）
Eq.(8.39) can be rewritten from eq's.(8.34) and (8.35) as follows:
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　　　For the computer simulation based on the sampling feedback system,　the
algorithm of eq's.(8.29) and (8.30) is employed.　As for the value of　the
step size, the choice of eq.(8.19) is adopted which is　the same　as　the
previous DCMP case｡
　　　For　simplicity,　we　assume　that　the　exact　reference　signal　　is
established in the system by some means.　Similar　to　the　DCMP　adaptive
arrayタ　we first consider the three cases of initial weight vector,　F,　Ml
and Ｍ２ as shown　previously　in　Section　8.3.　　Fig.8.2　shows　the　SINR
learning curves.　Although　eq.(8.32)　dictates　that　a11　curves　should
asymptotically reach the same value of SINR, the rates of　convergence　of
(b) and (c) are much slower than that in (a) as previously　shown　by　the
DCMP adaptive array.　The trouble-making fourth ‘term　of　eq.(8.32)　which
contains large time constants causes the slow convergence in （b）ａｎｄ（ｃ）・
On the other hand, the case (a) for Ｗ（O）=Ｆresults in the fast convergence
because of the extinction of the fourth term｡
　　　Nextﾀ　the cases are compared　where　the　magnitudes　of　the　initial
weights are inaccurately given　for　the　case　of　Ｗ（O）=Ｆ.　We　use　six
different values of v ranging from ｏｔ0 100.　The results of the　learning
curves of SINR are　shown in　Fig.8.3, where (a), (b), (c) and (d)
correspond　to　Pi°1009　Pi°109　Pi°1　and　Pi°0.19　　respectively.　　　The
difference of the behavior with respect to the　values　of　v　and　Pi　is
mainly caused by the magnitude of the coefficient of　the　third term　in








Fig.8.2　The learning curves of the output SINR






























Fig.8.3　The learning curves of　the　output　SINR　for　six different
　　　　　　　　settings of the initial value,　VF with v°0,　0.011　0.1,　19　10
　　　　　　　　and 100 in the LMS adaptive array for the　various levels　of
















































Fig.8.4　The learning curves of the　output　SINR　for　five different
　　　　　　　　settings of the initial value,　VMi with v°09　0.019　0.19　1 and

























best transient performance is obtained when V=l, for cases　(ａ)，(b)　and
(Ｃ)；　andwhen V=10, for case (d).　These results confirm the above theory・
The figure for case (d)ＳｈｏｗＳ　that　good　transient　performance　is　not
great:iy affected by v if v is smaller than the optimum value of 10.　This
means that v＝1　isthe safe choice when no information about the　magnitude
of the interference is available beforehand.　After all, it　is　concluded
that the best transient performance　is　achieved　when　W(O)=F　which　is
derived from eq's.(8.37) and (8.40).
　　　　Moredramatic performance is seen when the magnitudes of　the　initial
weights are inaccurately given for the case where W(O)=Mi ０ｒM2.　Fig.8.4
shows the results of the learning curves of SINR when Ml is multiplied　by
ａ factor v.　The figures, 8.4(a), (b), (c), and (d) correspond to　Pi=100,
Pi°109　Pi=l and Pi=O. 1 9　respectively .　Although a11 curves must reach　the
same value of SINR by theory, a　variety　of　transient　performances　are
observed.　The　case　of　v=10　especially　shows　　an　　extremely　　poor
performance, which may be attributed to both the　large　coefficients　and
the large　time　constants　of　the　fourth term　in　eq.(8.32).　　]:ｔ　is
interesting that when v is low, better results are achieved than when V=l.
This can be understood by recalling　that　the　zero　vector　(Ｖ＝O)　is　ａ
special case of orthogonal vectors to Qk゛s(k=3,.., K).
8.５ Maximum Signal-to-Noise Ratio (MSN) Adaptive Array
　　　TheMSN adaptive array operates to maximize the output signal-to-noise
ratio,　and it most frequently adopts an analogue implementation　which　is
also called the Howells-Applebaum　system[15],[64],[1061.　Fig.8.5　shows
the ａｎａ:Logueimplementation of the MSN algorithm.　The　feedback　100p　in






Fig.8.5　Analogue implementﾆation of the MSN algorithm.
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constant Tq,　and an amplifier with the high gain G.　In this figure.　Ｓｋ゛Ｓ
are the steering signals by which the mainbeara of the array is directed to
the desired signal.　1n this situation, they are expressed as
　　　　　　ｓk＝（（x//Σ）ｅｘp｛jΨk（Oｓ）｝（k＝1，・.,K)　　　　　　　　(8.42)
where ａ is an arbitrary scalar constant which determines the magnitude　of
the steering signals.　Similar to χ　and　Ｗ， we　represent　Sk’ｓ　as　the
vectorial form S which is　called　the　steering　vector.　　This　steering
vector Ｓ is connected with Ｆ in ｅq.（8.10）by
　　　　　　S= (Ka/2)F　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(8.43)
The differential vector equation describing the dynamic　behavior　of　the
















The optimum weight vector at the stationary state is given by
　　　　　^opt ゛ (Rχχ十Ｕ/(j)‾1S　　　　　　　　　　　　　　　　　　　　　　　(8●45)
　　Eq.(8.44) can be solved readily as fo1:lows in the same　manner　as　the






























Since the steering vector Ｓ in eq.(8.42) is generally　equivalent　to　the
correlation vector ｒχd in eq.(8.24), eq.(8.45) is equivalent to eq.(8.32).
Therefore, the previous analysis on the LMS adaptive array may be extended
to the MSN adaptive array if rxd is exchanged for S.　When　this　steering
vector S is used as initial weights, the fourth term of eq.(8.47) vanishes


















In practice, the frequency and angle of arrival 0f the desired signal are
knownタ　but its magnitude is not.　Therefore, we set
　　　　　　W(0)= (2/K)VS = ctVF　　　　　　　　　　　　　　　　　　　　　　　(8.50)
where
ｖ is ａ variable scalar.　Since
the third term　in　eq.(8.49)　has　ａ
larger　time constant than the second one, the best performance is achieved
when the coefficient of the third term is　equal　to　zero.　Substituting
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eq.(8.50) into eq.(8.A9) and equating the coefficient of the third terra to
be zero yield the optimum values of v as ｆ０１１０ｗＳ:
　　　　　Ｖ°K/(2O2)　　　　　　　　　　　　　　　　　　　　　　　　　　　　(8●51)




By the above equations, V must be estimated in the MSN algorithm.
　　　Next,　we carried out the computer　simulation　for　the　case　of　the
sampling feedback system.　Replacing r^ci with S and Rｘχ　with　ｘ(ｍ)Ｘ十(ｍ)，
respectively, in the LMS algorithm of eq.(8.28), then we　can　obtain　the
following discrete MSN algorithm corresponding to the continuous one with
the sufficiently high gain G:
　　　　　Ｗ(ｍ＋1)＝Ｗ(吋十Ｕ[S－Ｘ(ｍ)y゛(ｍ)]　　　　　　　　　　　　　　　(8.54)
where Ｕ is related to q(＝G/てＯ)by U=qTs(Ts:　sampling　interval).　　]:ｎ　the
simulation, the same choice of eq.(8.19) was adopted for the value of μ･
　　　The results obtained using the algorithm of eq.(8.54) are the same　as
Fig's.8.3 and 8.4 in the LMS algorithm,　where (Z°Psin the MSN.　Therefore,
it is concluded that the best transient performance of the　MSN　algorithm
is　achieved　when V=l=l/Ps, namely, W(0)={2/(KPs)}S=(a/Ps)F　which　is
derived from eq.(8.50).
8.6　Discussion
　　　　Severalcomputer simulations have been carried out for other values of
parametersタ　and we observed similar results so long as Qi lies outside　of
the mainbeam.
　　　　Theoretically,the necessary condition for the initial　weight　vector
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to force the noise-related terms in ｅq°s.(8.12), (8.32),　and　(8.47)　to
vanish is that it has ａ form of linear combination of eigenvectors Gl　and
G29　0ｒQi and　Q2.　　These　eigenvectors　are　also　expressed as　linear
combinations　of　the　direction　vectors　of　the　desired　　signal　　and
interference, and hence the hyper-space spanned by those Gl and Ｇ２９　０ｒ　Qi
and Q2 is called a signal subspace.　0n the other hand, the　complementary
space for the signal subspace is called ａ noise subspace and is spanned by
the remaining Ｇ３９・・9GKﾀor Q3 s・・.Qk.　Both　subspaces　are　orthogonal to
each other.　It is easily proved that the optimum weight　vector　lies　in
the signal subspace and also is almost orthogonal to the direction　vector
of interference.　Therefore, the results　obtained　in　previous　sections
describe geometrically that it is desirable to perform the adaptation only
within the signal subspace in order to converge rapidly the system to　the
optimum state｡
　　　]:tshould be noted here that the analysis in the preceding sections is
valid only when the degrees of freedom of the system, i.e., the number　of
weights,　are　enough　to　accommodate　more　　than　　two　　signal-related
eigenvalues of ^xx or PRxxP.　:[ｆ not,　the　trouble-making　terms　do　not
exist either in eq.(8.12), (8.32),　０ｒ　(8.47), eliminating　the　present
problem of convergence due to the noise-related time constants.　This fact
may account for the ignorance on the problem of the initial weights in the
field of adaptive arrays, since　･most　papers　deal　with　the　number　of
degrees of freedom that is necessary and sufficient　for　suppressing　the
incoming interferences,　In the real world, however, it　is　difficult　to
know the number of interferences beforehand.
8.7　Concluding Remarks
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　　　This chapter considered the　effect　of　the　initial　values　on　the
transient performance of adaptive arrays based on　the　steepest　gradient
method.　We studied on the three kinds of guiding ’lprinciples,　i.e.,　the
directionally constrained minimization of power　（DCMP），　the　least　mean
square (LMS), and　the　maximum　signal-to―noise　ratio　(MSN).　In　each
principle, the transient behavior was first investigated theoretically and





information as to the frequency and angle of arrival 0f the desired signal
is sufficient for setting the optimum initial weight｡
　　　The LMS array is frequently preferred since it does　not　require　the
information on the angle　of　arrival　0f　the　desired　signal.　To　our
surprise, however, a good estimate on both the direction and magnitude　of
the desired signal　is　found to　be　indispensable　to　achieve　ａ　good
transient performance. Without any a priori information, all―zero setting
is recommended.　　　　　　　　　　　　　　　　　●　　　　　　　　　　　　　　　　　　　　‘　　　　。
　　　The MSN, or Howells-Applebaum array, is supposed to work with the same
information as the DCMP array, i.e., the frequency and angle of arrival 0f
the desired signal, but it is shown that ａ good estimate on the　magnitude
of the desired signal　is　｡･also　necessary　in　order to　guarantee　good
transient performance｡
　　　In Ｓｕ°万万mary,the best choice of　the　initial　weight　is　the　uniform
excitation with such phaseshift as to point its mainbeam to　the　desired
signal.　1n addition, good prediction of the　magnitude　of　the　incoming




　　　　Inthis thesis, we have made theoretical and　computation　studies　on
adaptive arrays, particularly the　adaptive　array　with　the　directional
constraints, toward wider applications of them｡
　　　　Sincethe detailed results of the investigations of Chapters 4, 5,　6，
7 and 8 are discussed in the last sections　of　those　chapters,　we　will
present the compact resume ０ｎtheir most noteworthy aspects here｡
　　　　InChapter 3, we pay attention to the adaptive　array　which　operates
under the principle of the directionally constrained minimization of power
(DCMP).　This DCMP method was developed in the laboratory where the author
studies presently and has been the main topic in this thesis.　The guiding
principle is formulated as
嗚ll（Poｕｔ＝WTRｘｘＷ）
　　　　subject to ＣｄＴＷ＝II
the optimum weights giｖむnby
　　　　^opt ゛ Rｘｘ‾1Cd(CdTRｘｘ‾ICd)‾１Ｈ






　　　　InChapter 4ﾀ　an adaptive antenna array system under the principle　of
DCMP with phase-only control is proposed.　Ａ new penalty function
Q(Φ)゜Ｐｏ吐十叩Pｓ
k1111‾ｃｏｓ(φk‾φko)} eq.(4.12)
is introduced where ６＝Ｋis chosen as the optimum value.　Good results were
obtained by the computer simulation.　However,　the　suppression　of　the
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interference is not sufficient when the phase-shifters are quantized.
　　　　InChapter 5, we have proposed ａ robust adaptive　array　system　named
”Tamed Adaptive Antenna”.　”Pseudo noise” is　injected　into　the　control
100p of the DCMP adaptive array.　The correlation matrix　is　modified as
Rｘｘ十（ＸＵin place of '^XX'　and the optimum value of a is
％pｔ ° KPｓ/万 eq.(5.33)
It is confirmed that the tamed system preserves the desired signal in　the
adverse　circumstances　such　ａＳ;　（ａ）　coherent　interference, (b)　beam
pointing error, (c) broadband desired　signal,　and　（d）　mutual　coupling
between array elements or general random input errors.
　　　　工nChapter 6, the　technique　is　demonstrated　which　suppresses　the
interferences that are coherent with the desired signal.　The　full　array
is　divided　into　partially　overlapped　sub-arrays　and　　the　　Toeplitz
correlation matrix is obtained by the　adaptive　spatial　averaging.　　The
averaged matrix p ･ is given by
　　　　　　　　　　　　　NR゛χχ゜ΣVn Rχχ゜ｎ　　　　　　　　　　　　　　　　　　　　　　eq.(6.6)
　　　　　　　　　　　　ｎ＝1
where the cross correlation between the coherent waves is decorrelated　by
determining Vn adaptively to the radio environment.　For　suppression　of
the Ｊ coherent interferences, K and N, i.e., the necessary size and number
of the sub-arrays must be such that
　　　　　　K≧J＋2　　　　　　　　　　　　　　　　　　　　　　　　　eq.(6.77)E
･LJ(J＋1)＋1　　　　　　　　　　　　　　　　　　　　　　eq.(6.82)
The results of simulation confirmed the excellent suppression of　coherent
interferences.　Furthermore,　this　technique　results　　in　　the　　rapid
convergence to the optimum state　against　both　coherent　and　incoherent
interferences.
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　　　In Chapter 7，ａnew constraint　for the adaptive antenna based on　the
power minimization is　introduced.　The　cross　correlation　between　the
desired signals at the input and the array ｏｕtﾆputis constrained by
　　　　　　ｒdTW＝Ｐｏ　　　　　　　　　　　　　　　　　　　　　eq.(7.7)
This princip:Leis named the correlation-constrained minimization of　power
（CCMP）ｍｅthod.　Itprotects the desired signal successfully in　the　cases
of the broadband desired signal and the pointing error.　The　CCMP　method
is effective even when these difficult settings are too　severe for　the
tamed adaptive array to hand:Le｡
　　　InChapter 8, it is revealed that the excess degrees of freedom of the
adaptive array system have ａ reverse effect of very slow convergence.　The
DCMP system can avoid it by the proper choice of the initial weight　which
points the mainbeam to the desired signal with　uniform　excitation.　The
LMS (Least Mean Square) and MSN (Maximum Signal-to-Noise Ratio) adaptive
arrays, on the contrary, have ａ fatal defect that they also require‘the　a
priori information on the magnitude of the desired signal to　prevent　the
slow convergence｡
　　　Inconclusion,　we　have　studied　the　various　performances　of　the
adaptive arrays under newly introduced principles for several applications
and obtained valuable understanding on them.　Especially, we reconunend the
tamed DCMP adaptive array.　It is simple and robust against ａ　variety　of
adverse circumstances,　althoughit requires the　approximate　estimate　of
the input power of the desired signal, Pg.　When the　desired　signal　has
broader bandwidth and the pointing error is larger, the CCMP system　shall
be used.　Where the coherent interferences exist, the preprocessing by the
adaptive spatial averaging technique should be incorporated into the　main
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