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ABSTRACT
Calibration Procedure for DIC Strain Measurements during Vibration-based Fatigue
Testing
by
Benjamin D. Hill, Master of Science
Utah State University, 2022

Major Professor: Ryan B. Berke, Ph.D.
Department: Mechanical and Aerospace Engineering
Digital Image Correlation (DIC) is a non-contacting, camera-based technique that calculates full-field displacements and strains by comparing digital images taken before and
after an object is deformed. During a vibration-based fatigue test, DIC has an advantage
over strain gages in that it is non-contacting and does not accumulate damage during the
test. In this work, DIC was implemented to build strain-velocity calibration curves as an
alternative to strain gages. First, a curve fit was applied to DIC displacements and strains
along the free edge of a cantilevered plate using an approximate solution for the mode shape
of the plate. Second, classical plate theory was used to calculate strains from the applied
curve fits. Third, the peak strains from each curve fit were used to build the strain-velocity
calibration curves. Further, a Monte Carlo Method uncertainty analysis was performed to
estimate the uncertainty of the curve fitted DIC and strain gage measurements. The DIC
strains derived from the out-of-plane displacements provided the most precise measurements
relative to a strain gage at all excitation levels used to build the calibration curves.
(51 pages)
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PUBLIC ABSTRACT
Calibration Procedure for DIC Strain Measurements during Vibration-based Fatigue
Testing
Benjamin D. Hill
Vibration-based fatigue testing is fast and effective method for determining failure characteristics of a material. Often, a small electrical device called a strain gage is bonded to a
rectangular plate specimen to measure the deformation of the plate during a test. However,
these strain gages break before the plate does, so an alternative method would improve
the results obtained from the test. As an alternative to strain gages, Digital Image Correlation (DIC) is a non-contacting, camera-based technique that measures the deformation
of an object by comparing digital images taken before and after the object is deformed.
During a vibration-based fatigue test, DIC has an advantage over strain gages because it
is non-contacting and does not accumulate damage during the test. In this work, DIC was
implemented to relate the deformation of the plate to the speed at which it is vibrating,
which is a necessary step to perform a vibration-based fatigue test. This was accomplished
by, first, fitting curves to three different DIC deformation measurements using an analytical
equation for each deformation measurement. Second, derivatives were taken on the curve
fit equations to obtain strain, which is a measure of the deformation of the plate relative
to its original dimensions. Third, the maximum strain value was compared to the plate
velocity as the force applied to the vibrating plate increased. Of the three DIC deformation measurements explored, the deformation in the direction of motion provided the most
precise strain measurements relative to a strain gage at every level of force applied to the
plate.
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CHAPTER 1
INTRODUCTION

1.1

Vibration-based Fatigue Testing
Vibration-based fatigue testing is a fast and effective way to characterize the fatigue

limit of structural components undergoing high-cycle fatigue [1], such as those found in gas
turbine engines [2], aerospace structures [3], and nuclear power applications [4]. Vibrationbased methods provide a more realistic representation of stress states experienced by structural components undergoing high frequency vibration when compared to conventional axial
methods [5]. Fatigue characteristics are often determined by collecting uniaxial fatigue data.
However, conventional axial testing machines operate at low frequencies and can require anywhere from 46 hours [6] to 70 hours [7] to accumulate 107 cycles which represent a single
data point on an S-N curve. Vibration testing can utilize high-frequency resonant modes
(1200-1600 Hz) and has been used to collect data up to 40 times faster than servo-hydraulic
axial testing machines operating on the order of 40 Hz [7].
One vibration-based testing method developed by George et al. involves applying a
base excitation to a cantilevered square plate through an electrodynamic shaker [8] and
driving the specimen to failure at a high resonance frequency. Failure is controlled by
targeting the “two-stripe” mode, so named for its two nodal lines running the length of the
plate as shown in Figure 1.1. The two-stripe mode causes fully reversed, uniaxial bending
at the free edge of the plate. Failure is expected to occur near the center of the free edge, an
area referred to as the “fatigue zone” and denotes where instruments should be located to
monitor strain and assess failure conditions [9]. Furman et al. later performed optimization
analyses on rectangular plate dimensions for tests targeting the two-stripe mode [10]. These
analyses extended the use of the two-stripe mode to a range of rectangular specimens having
a length-to-width ratio of 1.37, where the two-stripe mode was identified and verified.
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Clamped region
with bolt holes

Z
X
Y

Min

0
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Fig. 1.1: Two-Stripe mode displacement contour for a rectangular cantilevered plate with
node lines shown in green and corresponding coordinate system
To characterize fatigue life, the applied strain must be monitored over the life of the
specimen [11]. The vibration-based method previously mentioned uses uniaxial strain gages
placed in the fatigue zone of the specimen to monitor strain [8]. Strain gages have a fatigue
limit of their own and often fail before the specimen, which renders it impossible to measure
strain after the strain gage fails. To overcome this limitation, a laser vibrometer was used to
calibrate the strain gage against the velocity at a point on the specimen. Laser vibrometers
are non-contacting and enabled the development of a linear relationship between strain and
velocity [12]. This procedure allowed for applied strain levels to be applied for the remainder
of the fatigue test after the strain gage failed [13]. However, although the linear relationship
between the strain gage and the laser vibrometer proved sufficient to maintain a feedback
signal for the shaker, a non-contact strain measurement technique would improve George
et al.’s procedure by allowing strain to be more directly monitored throughout the test.

1.2

Digital Image Correlation
Digital Image Correlation (DIC) is a camera-based technique that obtains full-field

displacement and strain measurements by comparing digital images taken before and after
a specimen is deformed [14]. DIC algorithms break each image into regions of pixels called

3
subsets and track each subset across subsequent images to calculate the displacement of
that subset. The distance between neighboring subsets is called the step size. The subset
size controls the overall quality of the displacement measurements while the step size controls how many data points are obtained. DIC is inherently a displacement measurement
technique; however, strains are simply derivatives of displacements so the strain can be
easily calculated and commercial DIC codes typically incorporate strain calculation algorithms [15]. However, derivatives often introduce a significant amount of noise, so when
calculating strain a third parameter is introduced, namely the strain window (or filter size),
which is the number of subsets each strain measurement is averaged over to reduce noise.
The relationship between these parameters is illustrated in Figure 1.2. In order to accurately track individual subsets a speckle pattern is applied to the surface of the object so
each subset has a distinctive paint pattern. A high quality speckle pattern is (1) high contrast [16, 17], (2) non-repetitive [18, 19], and (3) isotropic [20]. Varying the speckle pattern
and DIC parameters affect the resulting displacements and strains and one can tailor fit
the speckle pattern and parameters for a specific situation [21].

Subset
Size

+
+
+
Step
Size

+
+
+
+

Strain Window
Fig. 1.2: Relationship between the subset size, step size, and strain window used in many
DIC algorithms

In vibration-based fatigue testing, DIC has the advantage over strain gages because
it yields full-field measurements and is non-contacting so it can measure strain at strain
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levels above the limits of a strain gage [22] . Strain gages must be removed and replaced
after each test, whereas cameras are not damaged during the experiment. Additionally,
strain gages require considerable time and labor to apply [23]. Helfrick et al. applied
DIC to vibration testing by comparing deformation and mode shape to a Finite Element
Analysis (FEA) [24]. Reu et al. later compared DIC with Laser Doppler Vibrometry for
verifying modal information [25], however, neither Helfrick et al. nor Reu et al. compared
DIC to strain gages. Sebastian and Patterson applied DIC to develop a strain-displacement
calibration using DIC and strain gages during a four-point bend test resulting in a minimum
uncertainty of ±1.4% for DIC strain measurements on the order of 1000 micro-strain [26].
Finally, Castellini et al. used DIC to verify the modal characteristics of a base-excited
cantilevered beam [27].
DIC introduces several challenges relative to strain gages. First, it can be challenging to
maintain sufficient lighting [28] – increased vibration speeds require short exposure times [29]
while large out-of-plane displacement requires small apertures [30]. Second, images must be
captured in accordance with the sinusoidal vibration of the specimen. Often vibration tests
occur at frequencies greater than the maximum frame rate achievable by the cameras [31]. In
such cases, it is necessary to use a phase-locking technique that reconstructs a single period
of oscillation from images taken during successive periods of oscillation. For example, Berke
et al. utilized the Fulcrum module of the Vic-Snap image acquisition software produced by
Correlated Solutions Inc. to phase-lock images taken during vibration testing [32]. Third,
DIC requires significant post-processing of images to obtain strains, and currently full-field
DIC cannot be performed in real time during high-speed tests such as vibration-based fatigue
testing. Thus, strains during the test cannot be monitored in real time but are analyzed
after the tests are finished. Overcoming these three challenges is crucial to enable accurate
DIC strain measurements during vibration-based fatigue testing and reduce dependence on
bonded strain gages.
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1.3

DIC Uncertainty
There are multiple approaches one can use to quantify the uncertainty of camera-

based measurements such as DIC. Some groups have created sets of synthetic images to
explore the uncertainty the measurements after passing the synthetic images through the
DIC algorithm [33, 34]. Reu focused on quantifying the uncertainty in the calibration of
the stereo cameras to determine the global uncertainty of the system [35]. Wang et al. [36]
and Ke et al. [37] produced a two part paper where they developed and demonstrated error
propagation equations based on intrinsic and extrinsic properties of the stereo cameras as
well as image matching procedures. Finally, others have compared DIC results to known
displacements [38], material properties [39], or trusted simulations [40] in order to estimate
the uncertainty of DIC.
The approach taken in this work is to estimate the uncertainty of DIC displacements
and strains a posteriori by curve fitting averaged DIC data to an approximate solution for
the mode shape of the vibrating plate. The displacement curve fit equations are then derived
using plate theory to calculate strain. Further, a Monte Carlo Method analysis is performed
to propagate the uncertainty of the curve fit parameters to determine the uncertainty of the
individual strain measurements. The Monte Carlo Method simulates thousands of different
outcomes of a data reduction equation based on the uncertainty distribution of each input
variable [41, 42]. A statistical analysis is then performed to calculate the uncertainty of the
output quantity. Additionally, the curve fitted DIC data is compared against results from
an FEA simulation and from a strain gage. The strain gage serves as a baseline for the
precision of DIC as strain gages are broadly accepted and the uncertainty of strain gage
measurements are well understood [35].

1.4

Overview
In this work, a novel DIC calibration procedure has been developed as an alternative

to strain gages. A rectangular specimen was driven at its “two-stripe” mode frequency
at various levels of increasing force. Images were captured during the experiment using a
custom phase-locking technique to ensure the images were taken at the peak of oscillation.
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The resulting images were post-processed using VIC-3D (Correlated Solutions, Inc.) to
obtain full-field displacements and strains. VIC-3D calculates strains from the displacement
data points by interpolating strains over neighboring points [15]. This method can be noisy,
so VIC-3D averages the calculated strains over a specified area to reduce the noise; however,
even the averaged strains can have a significant amount of noise. In this work, the strain on
the plate was calculated from three sets of DIC data: (i) raw strains calculated by VIC-3D,
(ii) the in-plane U -displacements, and (iii) the out-of-plane W -displacements. The raw
DIC strains and the strains calculated manually from the U and W -displacements were
compared to strain gage measurements to evaluate the effectiveness of each method. The
outcome of this work enables precise DIC strain measurements relative to a strain gage
during vibration-based fatigue testing.

7

CHAPTER 2
OBJECTIVES
1. Determine an approximate analytical solution for the mode shape of a vibrating cantilevered plate that reproduces the two-stripe mode.
2. Calculate the peak strain along the free edge from the following DIC measurements
using the proposed approximate solution and classical plate theory:
(a) Out-of-plane displacement in the z -direction (W )
(b) In-plane displacement in the x -direction (U )
(c) Normal strain in the x -direction (xx )
3. Estimate the minimum uncertainty of the strain gage and peak DIC strain measurements using the Monte Carlo Method.
4. Build DIC strain-velocity calibration curves using the peak strains obtained in
Objective 2 and compare results with that of a strain gage.
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CHAPTER 3
METHODS
To develop the calibration procedure, a 95.504 mm (w ) x 130.81 mm (l ) x 3.175 mm (t)
(3.76 x 5.15 x 0.125 in.) plate specimen of 6061-T6 aluminum was placed in a cantilevered
position above a Data Physics V-617 electrodynamic shaker as shown in Figure 3.1. The
plate dimensions were chosen according to the parametric analysis performed by Furman
et al. [10]. An image of the specimen is provided in Figure 3.1 along with the coordinate
system, nominal plate dimensions, and the direction of motion. The origin of the coordinate
system was located at the border of the clamping block and the visible portion of the plate
as shown in Figure 3.1 with the x -direction running the width of the plate, the y-direction
running along the midline of the plate in the length direction, and the z -direction oriented
normal to the surface of the plate.

Z
X
Y
130.81 mm

95.504 mm
3.175 mm

Fig. 3.1: Aluminum specimen with speckle pattern attached to a clamping block. Also
shown are the nominal plate dimensions, coordinate system, and direction of motion.

Figure 3.2 shows a schematic (a) and photo (b) of the setup and illustrates the interactions between the instruments used in the experiments. The plate specimen (component
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1 in Figure 3.2) was connected to the shaker via a clamping block assembly (component 2)
attached to the head plate of the shaker (component 3) [10]. A Dytran 3056D5T accelerometer (component 4) was placed on the clamping block assembly to control the force applied
by the shaker. The Data Physics shaker used can apply 1000 lbs. of force at frequencies as
high as 2400 Hz. A high contrast speckle pattern was applied to the specimen using black
and white spray paint to prepare the specimen for DIC analysis. Care was taken to ensure
the pattern was non-repetitive and isotropic.
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(a)

(b)
Components
1 - Aluminum specimen 4 - Accelerometer
7 - Strobe Light
10 - Shaker Controller
2 - Clamping Block
5 - Laser Vibrometer 8 - Strain gage
11 - DAQ
3 - Shaker
6 - Cameras
9 - Signal Conditioner 12 - Computer

Fig. 3.2: (a) Schematic and (b) Photo of test setup

A Polytec OFV-353 laser vibrometer (component 5) was mounted directly above the
plate with the laser positioned near the center of the free edge about 10 mm from the edge,
so it would not interfere with the DIC correlation along the free edge [8]. The vibrometer
was used to monitor the displacement and velocity of the plate, which was then used to
calibrate strain measurements from the strain gage and DIC.
Two Prosilica GT6600 high-resolution digital cameras (component 6) are placed above
the specimen to enable 3D-DIC measurements. The cameras are positioned (at a stereo
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angle of approximately 38°. The Prosilica cameras are 28.8 Megapixel (6576 x 4384) and
have a maximum frame rate of 4 fps at full resolution. Each camera was attached to a
Tokina AT-X M100 PRO D lens with an adjustable aperture. As vibration-based fatigue
testing involves significant out-of-plane motion, therefore, a 3D (Stereo) DIC setup was
needed to measure the out-of-plane displacement and calculate strain. Additionally, to
ensure sufficient lighting a Monarch Instruments illumiNovaTM strobe light (component 7)
was placed directly above the specimen.
A uniaxial strain gage (component 8 in Figure 3.2a) was applied on the underside
of the specimen at the free edge to not interfere with the speckle pattern required for
DIC measurements. All experiments were performed using Micro-Measurements Precision
Sensors strain gages (CEA - 13 - 062UW - 350). The gage was placed in a quarter-bridge
configuration with a Vishay 2310B Signal Conditioner (component 9). Copper wires were
routed from the strain gage roughly following the nodal lines of the plate to the clamped
edge, then connected to the lead wires (via a bondable solder terminal) which connected to
the signal conditioner. Figure 3.3 shows the strain gage wiring and laser vibrometer location
on the specimen superimposed on top of a Finite Element Analysis (FEA) plot illustrating
the two-stripe mode.

11
Clamped Edge

Legend:
- Lead wires (underside)
- Bondable solder terminal (underside)
- Copper wires (underside)
- Laser Vibrometer (topside)
- Strain gage (underside)

Min

0
Free Edge

Max

Fig. 3.3: Strain gage wiring and laser vibrometer placement super imposed on a top view
of an FEA plot of the out-of-plane displacement (opacity reduced for contrast) illustrating
the two-stripe mode nodal lines (green).

The strain gage, laser vibrometer, and accelerometer were connected to Data Physics
Abacus 901 shaker controller (component 10). The shaker uses the accelerometer to control
the force applied to the specimen by the shaker. The shaker controller also collects and
records strain and velocity data from the strain gage and laser vibrometer. The cameras,
strobe light, and laser vibrometer were connected to a NI-DAQ USB 6251 (component 11)
to enable simultaneous triggering and phase locking of the strobe light and cameras.
There were two steps to prepare for the DIC process before performing the experiment.
First, the VIC-3D DIC software was calibrated using a Correlated Solutions 14x10 reference
plate with 4 mm spacing. In general, the calibration procedure is a minimization process
used to determine the best set of intrinsic and extrinsic parameters of the cameras [43]. For
VIC-3D, the calibration process results in a score that indicates the average error (in pixels)
of the position of the target points found in each image relative to the theoretical position
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determined by the manufacturers mathematical calibration model. The authors followed
the manufacturer’s instructions and obtained a calibration score of 0.039, which was well
below the recommended threshold of 0.1 [15]. Second, multiple reference images were taken
of the undeformed stationary specimen and saved for the image processing portion of the
procedure following the experiment.

3.1

Experimental Procedure
The experiment was performed in two steps: (1) Frequency sweeps to identify the

two-stripe resonant mode and (2) dwell tests at excitation levels ranging from 1-75 g’s.
First, the two-stripe resonance frequency for the specimen was identified by performing
a broad, low-amplitude frequency sweep followed by a narrow, high-amplitude sweep to
find the precise location of the two-stripe mode. A modal curve fit was applied to the
frequency response function to identify the resonant frequency and damping ratio using
rational fraction polynomials (RFP) [10]. The two-stripe resonant frequency for the plate
used was approximately 1984 Hz as shown in Figure 3.4.
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Fig. 3.4: Excitation-normalized frequency response functions identifying the two-stripe resonant frequency of the specimen during (a) broad frequency sweep and (b) narrow frequency
sweep.

Second, a series of dwell tests were performed using the shaker controller’s resonance
search and dwell feature to dwell at the resonant frequency. Tests were performed at excitation levels ranging from 1-75 g’s dwelling for 60 seconds at each level. As shown in
Figure 3.5, the velocity of the plate was constant in time for any given excitation level;
however, the excitation-normalized velocity decreased as the excitation level increased. After approximately 20 seconds the high-resolution cameras began capturing 30 image pairs
of the specimen. The cameras and strobe light were triggered simultaneously at the peak
of oscillation using a custom phase locking technique. The cameras were set to an exposure
time of 30 µs with an aperture of f/16 for all tests, and the strobe light had a pulse width
of 30 µs.
Following the experiments, images from each test were processed in VIC-3D to determine full-field displacements and strain. The subset size (SS), step size (ST), and strain
window (SW) used to calculate the displacements and strain were determined using a Vir-
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Fig. 3.5: Excitation-normalized velocity time response of the specimen with corresponding
image capture period at all excitation levels. The test performed at 25 g’s is highlighted in
blue with a thicker line width as results from this test are shown throughout this work.
tual Strain Gage (VSG) study as recommended by [43, 44]. The subset size (measured
in pixels) controls the overall quality of the individual displacement measurements. The
step size controls the spacing of overlapping subsets (measured in pixels) and the strain
window is the number of subsets used to compute a single strain measurement. The VSG
value is calculated using Equation 3.1 and represents the total number of pixels each strain
measurement is averaged over [44].

VSG = (SW − 1)ST + 1

(3.1)

During the VSG study, the parameters were varied to create a variety of VSG levels
and the resulting strains were compared based on the amount of noise and smoothing effects
present at a given VSG value. An appropriate set of parameters was determined to be a
subset size of 55 pixels, with a step size of 28 pixels, and a strain window of 37 subsets. This
provides a VSG value of 1009 pixels which accounts for approximately 25% of the width of
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the plate in the x -direction. For comparison, the displacement measurements are averaged
over the subset size which is only 1% of the width of the plate.

3.2

Finite Element Simulations
Following the frequency sweeps, the damping ratio found using the RFP method was

used during finite element simulations of the base-excited plate. Ansys 2021 R1 was used
to run a simultaneous modal analysis and harmonic response simulation to determine the
theoretical response of the plate at various excitation levels. The simulation mesh used 31
linear elements from edge to edge and 5 linear elements through the thickness. The material
properties of the plate were set using the default Ansys properties for 6061-T6 aluminum.
Additionally, the origin of the coordinate system was chosen to match the origin used in
the experiments.
The simulations produced the theoretical results shown in Figure 3.6. Part (a) of Figure
3.6 shows the out-of-plane displacement in the z -direction (W ) and the coordinate system
used throughout this work, (b) the in-plane displacement in the x -direction (U ), and (c) the
normal strain in the x -direction (xx ). The scale bar for the simulation performed at 25 g’s
are included in Figure 3.6. The magnitudes of the displacements and strain increased with
the excitation level, but the mode shape and contour plots remained the same. The results
were then used to compare DIC displacements and strain measurements. The two-stripe
resonant frequency produced from the simulation was 2056.7 Hz, which was approximately
3.5% higher than the experimental value. The difference in resonant frequency can be
attributed to slight differences in plate geometry and the fact that the simulation was of
the plate only and did not include any of the bolted connections present in the experimental
system. Additionally, the results from the FEA simulations are included to verify the mode
shape and compare raw displacements and strains. The FEA results are not used in the
primary results or to draw final conclusions.

16
-0.313

0

0.233 -0.025

0

0.025 0

1050

Z
X
Y

(a) W (mm)

(b) U (mm)

Fig. 3.6: Example FEA contour plots showing (a) out-of-plane displacement in the z direction (W ) for the two-stripe mode (b) in-plane displacement in the x -direction (U ),
and (c) normal strain in the x -direction (xx ).
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CHAPTER 4
RESULTS
The full-field displacements and strain at 25 g’s, as calculated by VIC-3D, are shown in
Figure 4.1. The contour plots in Figure 4.1 follow the same coordinate system and have the
same scale as the FEA simulation so the two plots can be easily compared. However, the
field of view of the cameras with sufficient lighting for the DIC correlation was approximately
2/3 of the length of the plate measured from the free edge, so the clamped edge is not shown
in Figure 4.1. The region of interest was roughly square as shown in Figure 4.1 with around
4000 pixels in the x -direction (horizontal) and 3850 pixels in the y-direction (vertical).
This provided enough data to verify the mode shape using DIC since there was very little
displacement and strain near the clamped end as seen in Figure 3.6. The rectangular region
of unused pixels highlighted in Figure 4.1a is where a piece of reflective tape was placed to
improve the vibrometer signal. Also, the black dots throughout the contour plots indicate
where the correlation algorithm failed to track the corresponding subsets from the reference
image to the deformed images. The horizontal white line along the bottom of Figure 4.1a
(free edge of the plate) indicates where data was exported from VIC-3D for further analysis.
Only data along the white line was needed to compare peak strain measurements to the
strain gage.
The exported DIC data from the horizontal line in Figure 4.1 is shown in Figure 4.2
for all 30 image pairs at 25 g’s. The W -displacements in Figure 4.2a and U -displacements
in Figure 4.2b have significantly less noise and variation across the 30 images than the raw
DIC strains in Figure 4.2c. In general, DIC data was noisier near the corners of the plate,
so 10% of the data was trimmed from either side of the plate as indicated by the shaded
regions in Figure 4.2. The remaining data was then averaged point-for-point across the 30
image pairs and compared to theoretical results from the FEA simulations and experimental
results from the strain gage and laser vibrometer.
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Fig. 4.1: DIC contour plots at 25 g’s showing (a) out-of-plane displacement in the z direction (W ) for the two-stripe mode (b) in-plane displacement in the x -direction (U), and
(c) normal strain in the x -direction (xx ). Also shown in (a) is the pixel resolution, line
used to export data, and the region of unused pixels where reflective tape was placed

Fig. 4.2: Raw exported data for all 30 images at 25 g’s showing (a) W -displacement (b)
U -displacement, and (c) xx .
Next, a curve fit was applied to each set of averaged data and the strain was calculated from the curve fits using plate theory. The curve fit equations for each method were
determined based on the solution of the mode shape for a cantilevered plate presented in
Leissa’s Vibration of Plates [45]. The solution presented by Leissa for the mode shape was
found using a product of beam functions and the Rayleigh-Ritz Method and is shown below
in Equation 4.1:
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where Amn are fitting coefficients, w is the plate width, l is the plate length, and αm , m , αn , n
are the eigenfunction parameters for a C-F and F-F beam, respectively [46]. This general
equation is applicable for many different mode shapes depending on how many summation
terms are included. To reproduce the two-stripe mode, the summation limits were set to
M =1 and N =7 using only the odd terms, and the Am2 term was neglected. Additionally,
the original equation used a coordinate system with an origin at a one of the corners along
the clamped edge of the plate, so to match the coordinate system used in this work each
x -coordinate in the equation was shifted by w /2. Finally, when analyzing the results along
the free edge the y-coordinate was set equal to l. This results in the solution shown in
Equation 4.2:
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The curve fit equation for the raw DIC strain data was determined from plate theory
as shown in Equation 4.3 [47]:
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Next, the curve fit equation for the U -displacement data was found by integrating
Equation 4.3 with respect to x, as shown in Equation 4.5:
Z
U (x, y) =

t ∂W
xx dx = − ·
+C
2 ∂x

(4.5)

This produces the following solution:
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The curve fit equations for each strain calculation method and their corresponding
equation numbers are summarized in Table 4.1. Also shown in Table 4.1 are the equations
used to calculate strain after the curve fits were applied to each dataset. After the appropriate derivatives were taken on each curve fit equation, the strain equation for each method
had the same form shown in Equation 4.4, but with different coefficient values.



...

...
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Table 4.1: Strain Calculation Methods
Curve Fit Equation

Curve Fit Equation

(at y = l)

Number

W (x, l)

Eq. 4.2

Strain Method
DIC-W”

Strain Equation

DIC-U’

U (x, l)

Eq. 4.6

DIC-Fit

xx (x, l)

Eq. 4.4

xxW (x, l) = − 2t · ∂
xxU (x, l) =

2 W (x,l)

∂x2

∂U (x,l)
∂x

No change

Figure 4.3 shows example full-field results obtained by using Equations 4.2, 4.6, and
4.4 to calculate (a) W -displacement (b) U -displacement, and (c) xx , respectively.

Fig. 4.3: Full-field results using the approximate solution and its derivatives showing (a)
W -displacement (b) U -displacement, and (c) xx .

Figure 4.4 shows the averaged DIC and FEA data as a function of position along the
free edge at 25 g’s. Figure 4.4a illustrates the W -displacement data with their corresponding
curve fits. The horizontal solid line in Figure 4.4a is the average displacement measured by
the laser vibrometer. The U -displacements are shown in Figure 4.4b with their curve fits.
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Finally, the raw strain data is shown in Figure 4.4c with their curve fits. The horizontal
dashed line in Figure 4.4c is the average strain gage measurement during that test.
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Fig. 4.4: DIC and FEA data with corresponding curve fits along the free edge at 25 g’s
showing (a) W -displacement (b) U -displacement, and (c) xx .

To investigate the overall quality of the curve fits, the relative error of the curve fitted
DIC and FEA data with respect to the original data points are shown in Figure 4.5. Near
the center of the free edge (x =0), the curve fits applied to the W -displacement and raw
DIC strain agree very well with the original data. The curve fitted values have the greatest
errors at locations where the displacement or strain are very small and approaching zero.
This occurs near the node lines (x≈ ±28) in Figure 4.5a, near x =0 in Figure 4.5b, and near
the corners of the plate in Figure 4.5c. At these locations, the curve fit equations must
equate to zero (or close to zero since some data was trimmed from the corners) forcing the
curve fitted value to differ significantly from the original measured values.
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Fig. 4.5: Relative error of curve fitted DIC and FEA data points at 25 g’s showing (a)
W -displacement (b) U -displacement, and (c) xx .

After applying curve fits to the various datasets, derivatives were taken on the U and
W -displacement curve fit equations to obtain strain and the results were overlaid onto
Figure 4.4c to produce Figure 4.6, which compares the raw DIC strain reported by VIC-3D,
the fitted DIC strain, and the manually calculated strain using U and W -displacements at
25 g’s.
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Fig. 4.6: Strain data calculated using U and W -displacements compared against raw DIC
and FEA strains at 25 g’s.
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CHAPTER 5
UNCERTAINTY
Having computed the DIC strains using the above methods, the uncertainty of the
strain measurements for each method was then calculated. Figure 5.1 summarizes the
process used to calculate the uncertainty of the strain gage and DIC measurements as well
as the uncertainty in the calibration curve.
5.1 Strain gage uncertainty
Input: Nominal input measurements
with individual uncertainties
5.3 Strain-Velocity Calibration Curve

Monte Carlo Simulation

Input: 1. Peak DIC strains with uncertainty values
2. Average strain gage data with uncertainty values
3. Average velocity measurements

Output: Strain gage uncertainty
5.2 DIC Uncertainty
Input: Raw DIC data (W,U,

Apply linear curve fit to each dataset
)
Output: Fit equations with uncertainty values

1. Calculate uncertainty of raw data
2. Apply curve fit to each dataset
3. Derive strain equations from curve fits
4. Monte Carlo Simulation to propagate
uncertainty to strain equations
Output: Curve fitted strain data with
uncertainty of peak value

`

Fig. 5.1: Uncertainty flowchart for sections 5.1 - 5.3.

5.1

Strain Gage Uncertainty
The uncertainty of the strain gage measurements was determined using the Monte

Carlo Method (MCM), which simulates thousands of different outcomes of a data reduction
equation based on the uncertainty of each input measurement [41,42]. A statistical analysis
is then performed to calculate the uncertainty of the output quantity. In this work, the
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MCM was used to estimate the uncertainty of the strain gage measurements calculated using
Equation 5.1, which calculates strain from a quarter bridge Wheatstone bridge circuit [48]:

xx =

o
4 VVex

Gf Gamp (1 + 2 VexVGoamp )

(5.1)

where Vo is the output voltage of the quarter bridge circuit, Vex is the excitation voltage
applied to the Wheatstone bridge, Gf is the gage factor of the strain gage, and Gamp is the
gain supplied by the amplifier. The nominal value and uncertainty for each parameter is
listed in Table 5.1.
Table 5.1: Uncertainty of parameters used to calculate strain for the strain gage
Parameter

Nominal Value

Uncertainty (95%)

Gf

2.102

0.5%

Gamp

363

1%

Vex

5000 mV

1%

Vo

Varies

2%

In Table 5.1, Gf , Gamp , and Vex were constants associated with the equipment used
and their respective uncertainties were obtained from specification sheets. In Equation 5.1,
Vo corresponds to an individual output voltage from the Wheatstone bridge, however, the
output voltage reported through the shaker software was the voltage amplitude. The shaker
controller specifies an amplitude uncertainty of 2%, and since this was significantly larger
than the other sources of error impacting the output voltage it was adopted as the total
uncertainty of the output voltage. All the parameter uncertainties used were assumed to
have a Gaussian distribution and be calculated to 95% confidence [42]. An MCM analysis
was performed at each excitation level using 10,000 iterations each. Figure 5.2a shows the
simulated percent error of each iteration relative to the nominal value, the error distribution,
and the 2σ uncertainty bands at 25 g’s. The 2σ uncertainty value of the error distribution
represented the total uncertainty of the strain gage at that excitation level. Figure 5.2b
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shows the relative uncertainty of the strain gage at each excitation level, which remained
relatively constant at approximately 2.5%.

Fig. 5.2: Strain gage uncertainty results showing (a) the MCM percent error distribution
at 25 g’s and (b) the relative uncertainty of the strain gage at each excitation level

5.2

DIC Uncertainty
The main source of uncertainty in the raw DIC measurements recognized in this work

is the random uncertainty of the mean due to averaging the raw data over 30 subsequent
images. The curve fits were applied to the averaged data using MATLAB’s fitnlm function, which calculates the equation coefficients using an iterative least squares estimation
approach and an initial value for each coefficient [49]. An initial guess of 0 was used for
all coefficients. Additionally, the random uncertainty of the mean of each data point was
provided as a weighting parameter so points with higher uncertainty had less influence on
the fitted model.
Next, the curve fit equations were derived to obtain expressions for strain according
to the plate theory equations from Table 4.1. Finally, the uncertainty of the curve fit
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coefficients and the plate dimensions were propagated to the derived strain equations using
the Monte Carlo Method. The derived strain equations for each curve fit method were
of the same form shown in Equation 4.4; however, as noted in Table 5.2, the curve fit
coefficients and corresponding uncertainties varied with each method at every excitation
level. The plate dimensions were measured using a Mitutoyo 500-196-30 AOS Absolute
Digimatic Caliper and the uncertainty of the caliper was determined using the specification
sheet which lists a resolution of 0.01 mm and an error of 0.02 mm. The uncertainty of the
plate dimensions listed in Table 5.2 were calculated using Equation 5.2 [41].

ucaliper =

p
u2res + u2error

(5.2)

Additionally, the eigenfunction parameters were treated as known constants without
an associated uncertainty. The x and y-coordinate values used in the MCM corresponded to
the peak strain value in the curve fit, which was consistently x = 0 and y = l, as expected.
Table 5.2: Uncertainty of parameters used to calculate DIC strain
Parameter

Measured Value

Uncertainty (95%)

w

95.76 mm

0.022 mm

l

130.81 mm

0.022 mm

t

3.11 mm

0.022 mm

Amn

Varies

Varies

αm , m , αn , n

Varies

NA

Like Section 5.1, an MCM analysis was performed for each DIC strain method at each
excitation level. Figure 5.3 shows (a) the iterative percent error results of the Monte Carlo
simulation for the DIC-W” method at 25 g’s and (b) the relative uncertainty of the peak
DIC strains from each method at every excitation level. The relative uncertainty of the
peak DIC strains was consistent across all methods and excitation levels at approximately
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1.46%.

Fig. 5.3: DIC uncertainty results showing (a) the MCM percent error of each iteration for
the DIC-W” method at 25 g’s and (b) the relative uncertainty of the peak DIC strain from
each method at all excitation levels.

5.3

Strain-Velocity Calibration Curve
The average strain gage measurement and peak strain measurement along the free edge

of the plate at each excitation level were calibrated against the average velocity of the plate
measured by the laser vibrometer as shown in Figure 5.4a. The strain gage and vibrometer
velocity measurements from each excitation level were averaged over the duration of the test
(see Figure 3.5). The strain gage failed after the image collection period at 25 g’s (shaded
region in Figure 3.5) such that there was enough data at 25 g’s to create a point on the
calibration curve. The shaded region in Figure 5.4 denotes tests performed after the strain
gage failed.
The linear curve fits were applied using a matrix solution method discussed in Smith
and Neal [42] and Bevington and Robinson [50]. This method applies a least squares curve
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Fig. 5.4: Peak DIC (a) strain-velocity calibration curves and (b) percent error relative to
the strain gage. NOTE: Some percent error data points at low excitation levels (< 5 g’s)
are not shown in (b) as they exceeded the scale shown.
fit to each dataset where each data point is weighted based on the uncertainty of the
dependent variable (strain for the calibration curves). Using this method, the calibration
curve fit equations take the general form of y = a1 + a2 x. The solid black line in Figure
5.4a is the linear fit applied to the strain gage data. The results of the linear regression
for each strain method are shown in Table 5.3. All reported uncertainty values represent a
95% confidence interval.
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Table 5.3: Linear fit parameters with corresponding uncertainties and the goodness of fit
metric for each strain method
Method

a1 (µ)

ua1 (µ)

a2

ua2

R2

Data points

Strain gage

1.09

1.85

0.431

1.26x10−5

0.9999

17

DIC-W”

2.58

0.53

0.429

2.18x10−6

0.9997

27

DIC-U’

43.84

1.31

0.454

2.96x10−6

0.9995

27

DIC-Fit

32.05

1.04

0.438

2.65x10−6

0.9999
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To further compare the different strain methods, the percent errors of the peak DIC
strains relative to the strain gage values are shown in Figure 5.4b. Again, the gray regions
in Figure 5.4b are tests performed after the strain gage failed, so the percent errors in these
regions are extrapolated from the linear fit equation for the strain gage.
The results shown in Figure 5.4b and Table 5.3 clearly indicate that the strains derived
from the out-of-plane displacement (DIC-W”) were more precise relative to the strain gage
than the fitted raw DIC strain (DIC-Fit) and the strains derived from the in-plane displacement in the x -direction (DIC-U’). The DIC-W” strains consistently measured strains
to within approximately 1% of the strain gage, whereas the DIC-U’ and DIC-Fit strains
overpredicted strains by about 7% and 2.5%, respectively, at higher excitation levels.
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CHAPTER 6
DISCUSSION
Precisely calculating the strain at the center of the free edge has many benefits for
vibration-based fatigue testing. Unfortunately, the strain cannot be monitored in real time
using DIC due to the significant post-processing required; however, the benefits of using
DIC outweigh the drawbacks. First, the strain can be directly monitored throughout the
duration of the test at loads above where a strain gage would normally fail. Second, it
reduces dependence on bonded strain gages which require significant cost and time to apply
to each test specimen. Third, DIC returns full-field data which can be used to verify and
monitor the mode shape of the plate throughout a fatigue test.
As mentioned at the end of Section 5.3, the DIC-Fit method, which uses raw DIC
strains, overpredicted the strain gage at every excitation level. Raw DIC strains are calculated using the DIC algorithm parameters discussed at the end of Section 3.1, namely
the subset size (SS), step size (ST), and strain window (SW). Naturally, if these parameters are changed then the resulting strains also change. Determining an appropriate set
of parameters during a VSG study is the process of finding a balance between noise and
filtering [44]. The parameters used in this work were SS=55, ST=28, and SW=37 which
correspond to a VSG value of 1009 pixels (see Equation 3.1). As part of the VSG study
performed, the additional sets of parameters listed in Table 6.1 were explored to investigate
smoothing effects when using VSG values smaller and larger than 1009 pixels.
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Table 6.1: Additional VSG parameters used to explore smoothing effects
Subset Size

Step Size

Strain Window

VSG

VSG

(pixels)

(pixels)

(subsets)

(pixels)

(% of width)

55

30

25

721

18

55

28

31

841

21

55

30

31

901

22.5

55

30

33

961

24

55

28

37

1009

25.2

55

30

37

1081

27

55

30

41

1201

30

55

30

45

1321

33

The calculated strain from each set of VSG parameters listed in Table 6.1 is shown in
Figure 6.1 to illustrate the sensitivity of the peak strain with regards to the VSG value.
The peak strain generally decreases as VSG increases because each strain data point is
obtained by averaging over a larger area. For example, the smallest VSG of 721 accounts for
approximately 18% of the width of the plate, 1009 accounts for 25.2%, and 1321 accounts for
33% of the width of the plate. As shown in Figure 6.1, one could tailor the VSG parameters
to achieve a desired maximum value, but that maximum value would need to be known a
priori using strain gage data. As the purpose of this work was to reduce dependence on
strain gages, this approach would not provide any benefit.
Furthermore, raw DIC strains are subject to all three parameters (subset size, step
size, and strain window) whereas the quality of the displacement measurements is mainly
affected by the subset size alone. This is another reason why manually calculating strain
from the DIC displacements is the preferred method in this work. The curve fits applied to
the DIC data and subsequent peak strains are also sensitive to the amount of data trimmed
from either corner of the plate as shown in Figure 4.2. The corners of the plate tend to
have more noise due to motion blur and depth of field limitations, so trimming some data is
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Fig. 6.1: Peak DIC strain calculated at various VSG values.
necessary; however, the strain methods discussed in this work reacted differently to varying
levels of trimmed data. Figure 6.2 shows the percent error of the peak DIC strain relative
to the strain gage using 70%, 80%, and 90% of the data measured from the middle. The
data points for 80% are indicated using open shapes with thin borders and are the same
data points shown in Figure 5.4b. The data for 70% and 90% are distinguished using open
shapes with a thicker border and filled shapes, respectively.
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Fig. 6.2: Percent error of each strain method when trimming different amounts of data from
the corners of the plate.

The DIC-W” strains were the least sensitive to the amount of trimmed data and showed
little variation when using 70% or 90% of the data instead of 80%. The DIC-U’ strains were
the most sensitive to the amount of trimmed data and showed a downward trend in percent
error as less data was trimmed from the edges. This stems from the overall shape of this U displacement data as seen in Figure 4.2b and Figure 4.4b, where the maximum displacement
is achieved at the corners of the plate. As more data was trimmed from the corners, the
shape of the data points changed, and the slope of the applied curve fit near the center of
the plate increased resulting in larger peak strains. Finally, the percent error of the DIC-Fit
method using raw strains did not change significantly at higher excitation levels, but there
was a slight upward trend in percent error as more data was retained. The quality of the
curve fit was decreased because the shape of the raw strain data was altered to include a
portion of the tails shown on either side of Figure 4.2c.
Precision in the measured strain is very important when viewed from the perspective
of obtaining points on an S-N curve following a fatigue test. During HCF testing, the plate
is assumed to follow the elastic portion of the strain-life equation as shown in Equation
6.1 [51]:
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f = o Nfb

(6.1)

where f is the applied strain, Nf is the number of cycles to failure, and o and b are the
fatigue coefficient and fatigue exponent, respectively. The values for o and b are empirical
and have been reported as o = 8.59x10−3 and b = −0.099 for 6061-T651 aluminum [52].
Equation 6.1 can be rearranged to create Equation 6.2, which calculates the number of
cycles to failure.

Nf =

f
o

1
b

(6.2)

Equations 6.1 and 6.2 are sensitive to the applied strain level. As shown in Table 6.2,
if there is a ±1% variation in the applied strain, the estimated number of cycles to failure
changes by approximately 10% in either direction. If the variation is increased to 2%, then
the percent difference in Nf nearly doubles.
Table 6.2: Number of cycles to failure with small variations in applied strain
Hypothetical
Variation

Percent
Nf

Applied Strain (µ)

Difference (Nf )

-2%

1470

5.55x107

22.6%

-1%

1485

5.00x107

10.7%

0%

1500

4.52x107

-

1%

1515

4.09x107

-9.6%

2%

1530

3.70x107

-18.1%

This demonstrates the importance of precise strain measurements when performing
high cycle fatigue tests. In this work, the strain gage has a 95% confidence interval of
approximately 2.5% and the DIC-W” method was able to consistently estimate strain to
within approximately 1% of the strain gage at fatigue level strains.
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Although this new method provides many advantages over a strain gage, there are
multiple ways to improve the precision of the calculated DIC strain. For example, in this
work a portion of the data was neglected near the corners of the plate due to motion blur and
depth of field issues. Using a lens with better depth of field could improve measurements
on the corners, which could potentially improve the applied curve fits and peak strains.
Additionally, the camera used in this work had a minimum exposure time of 30 µs which
was approximately 6% of the period of oscillation. Using a camera with a shorter minimum
exposure time and additional external lighting could decrease motion blur and improve the
DIC displacements and subsequent strains.
Despite the improvements that could be made with better equipment, calculating strain
manually from the DIC W -displacements allows more direct strain measurements to be
obtained throughout the fatigue test without sacrificing too much precision relative to a
strain gage. Additionally, this method is non-contacting, which enables vibration-based
fatigue testing at high temperatures above the limits of a strain gage.
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CHAPTER 7
CONCLUSION
In summary, a novel procedure was developed for building strain-velocity calibration
curves for vibration-based fatigue testing using DIC measurements as an alternative to
strain gages. This procedure involved using Stereo DIC to measure the out-of-the-plane
displacement of the plate. Next, a curve fit was applied to the displacement data along
the free edge using an analytical solution for the mode shape of a cantilevered plate. The
curve fit equation was then derived using plate theory to obtain strain, and finally, the peak
strain of the curve fit was calibrated against the plate velocity at many excitation levels
to build the strain-velocity calibration curve. The strains derived from the out-of-plane
displacements matched strain gage readings to within approximately 1% at fatigue level
strains. This method enables non-contacting strain measurements throughout the duration
of the fatigue test, including at strains well above which a strain gage would otherwise fail.
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