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Abstract
Let CP1k,m be the orbifold structure on CP1 obtained via uniformizing the neighborhoods of 0 and ∞
respectively by z → zk and w → wm. The diagonal action of the torus T = (S1)2 on CP1 induces natu-
rally an action on the orbifold CP1k,m. In this paper we prove that if k and m are co-prime then Givental’s
prediction of the equivariant total descendent Gromov–Witten potential of CP1k,m satisfies certain Hirota
Quadratic Equations (HQE for short). We also show that after an appropriate change of the variables, sim-
ilar to Getzler’s change in the equivariant Gromov–Witten theory of CP1, the putative Gromov–Witten
potential turns into tau-function of a new integrable hierarchy, which we call the equivariant bi-graded Toda
hierarchy. The Hamiltonian description of this hierarchy will be investigated in a future article.
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1. Introduction
Let CP1k,m be the orbifold structure on CP
1 obtained via uniformizing the neighborhoods of 0
and ∞ respectively by z → zk and w → wm. This uniformization induces naturally an orbifold
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the corresponding fibers. The resulting orbifold bundle is denoted by Ounif(1).
Let T = S1 × S1 and denote by ν0 and ν1 the characters of the representation dual to the
standard representation of T in C2. The T -equivariant cohomology of a point is naturally
identified with C[ν0, ν1]. Furthermore, the diagonal action of T on C2 induces a T -action on
CP1 = Proj(C2) and the later naturally induces a T -action on the orbifold CP1k,m. We also equip
the bundle Ounif(1) with a T -action in such a way that the corresponding characters on the fibers
of Ounif(1) at 0 and ∞ are respectively ν0 and ν1.
The equivariant orbifold cohomology H of CP1k,m is by definition the equivariant cohomology
of its inertia orbifold:
ICP1k,m = CP1k,m unionsq
k−1⊔
i=1
[pt/Zk] unionsq
m−1⊔
j=1
[pt/Zm],
where the orbifolds [pt/Zk] and [pt/Zm] are called twisted sectors and the torus T acts trivially
on them. We fix a basis in H :
1i/k, 1 i  k − 1, 10/k = (p − ν1)/(ν0 − ν1),
1j/m, 1 j m− 1, 10/m = (p − ν0)/(ν1 − ν0),
where p is the equivariant 1-st Chern class of Ounif(1), 1i/k and 1j/m are the units in the co-
homologies of the corresponding twisted sectors and the indices i/k and j/m are identified
respectively with elements in Zk and Zm. Finally, let ( , ) be the equivariant orbifold Poincaré
pairing in H :
(10/k,10/k)= 1/(ν0 − ν1), (1i/k,1(k−i)/k)= 1/k, 1 i  k − 1,
(10/m,10/m)= 1/(ν1 − ν0), (1j/m,1(m−j)/m)= 1/m, 1 j m− 1,
and all other pairs of cohomology classes are orthogonal.
By definition the total descendent Gromov–Witten potential of CP1k,m is
D
CP
1
k,m
(q)= exp
( ∑
g,n,d
2g−2 Q
d
n!
∫
[Mg,n(CP1k,m,d)]vir
n∏
a=1
(
ψa +
∞∑
l=0
ev∗a(ql)ψla
))
,
where Mg,n(CP1k,m, d) is the moduli space of degree d ∈ Z stable holomorphic maps f from
a genus-g Riemann surface, equipped with n marked orbifold points, eva : Mg,n(CP1k,m, d) →
ICP1k,m is the evaluation map at the a-th marked point, ψa is the equivariant 1-st Chern class
of the line bundle on Mg,n(CP1k,m, d) corresponding to the cotangent line at the a-th marked
point, q =∑∞l=0 qlzl ∈H [z], the integrals are performed against the virtual fundamental classes
[Mg,n(CP1k,m, d)]vir , and the sum is over all non-negative integers g,n, d for which the moduli
space Mg,n(CP1 , d) is non-empty.k,m
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is the vector space of functions on H [z] which belong to the formal neighborhood of −1z. Note
that 1 = 10/k + 10/m, therefore if we put
qn =
k−1∑
i=0
q
i/k
n 1i/k +
m−1∑
j=0
q
j/m
n 1j/m,
then B is the set of formal series in the variables qi/kn +δ1nδi/k0/k, qj/mn +δ1nδj/m0/m , whose coefficients
are formal Laurent series in . Here we used the Kronecker symbols: δba = 1 or 0 depending
whether a = b or a = b.
We introduce the following vertex operators acting on the Fock space B:
Γ ± = exp
(
±
∑
n∈Z
k∑
i=1
∏n
l=−∞(ν + (−i/k + l)z)∏0
l=−∞(ν + (−i/k + l)z)
λ−(n+1)k+i1(k−i)/k
)̂
(1.1)
where ν = (ν0 − ν1)/k, and the hat ̂ indicates the following quantization rule. The exponent f±
of Γ ± is written as a product of two exponents: the first (left) one contains the summands with
n < 0 and the second (right) one with n  0. Each summand corresponding to n < 0 is ex-
panded into a series of z−1. The quantization rule consists of representing the terms φα(−z)−n−1,
n  0 and φαzn, n  0 respectively by the operators of multiplication by the linear function
−−1∑β ηαβqβn and the differential operator ∂/∂qαn . Here ηαβ = (1α,1β) is the tensor of the
Poincaré pairing. Similarly, we introduce the vertex operator Γ ± obtained from Γ ± by switching
ν0 ↔ ν1, and k ↔m.
We say that a vector D in the Fock space B satisfies the Hirota quadratic equations (HQE)
below if for each pair of integers l and n
resλ=∞
(
λn−lΓ − ⊗ Γ + − (Q/λ)n−lΓ + ⊗ Γ −)
× (e(n+1)̂10/k+n̂10/m ⊗ el̂10/k+(l+1)̂10/m)(D ⊗ D) dλ
λ
= 0. (1.2)
The HQE (1.2) are interpreted as follows. Switch to new variables x and y via the substitutions:
q′ = x+ y, q′′ = x− y. The LHS of the HQE expands as a series in y with coefficients Laurent
series in λ−1, whose coefficients are quadratic polynomials in D, its partial derivatives and their
translations. The residue is defined as the coefficient in front of λ−1.
Motivated by Givental’s formula of the total descendent potential of a Kähler manifold with
semi-simple quantum cohomology, we introduce an element DFr of the Fock space of the fol-
lowing type:
DFr = eF(1)(τ )Ŝ−1τ
(
ΨτRτ e
Uτ /z
)̂ k+m∏
i=1
Dpt
(
qi
)
. (1.3)
Ingredients in this formula will be explained later. In Appendix A we prove that the asymptotical
operator ΨτRτ eUτ /z is a solution to a system of differential equations satisfying certain initial
condition. Furthermore, we conjecture that the system of differential equations is in fact the
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descendent potential of CP1k,m and DFr is also explained there.
Our main result can be stated this way.
Theorem 1.1. The function DFr satisfies (1.2).
Let y1, y2, . . . and y1, y2, . . . be two sequences of time variables related to qi/k0 , q
i/k
1 , . . . and
q
j/m
0 , q
j/m
1 , . . . via an upper-triangular linear change defined by the following relations:
∑
n0
(−w)−n−1 ∂
∂q
i/k
n
=
∑
n0
gi/k∏n
l=0(ν − (l + i/k)w)
∂
∂ynk+i
, (1.4)
∑
n0
(−w)−n−1 ∂
∂q
j/m
n
=
∑
n0
gj/m∏n
l=0(ν − (l + j/m)w)
∂
∂ynm+j
, (1.5)
where n 0, 1 i  k, 1 j m, ν = (ν1 − ν0)/m and
gα := (1α,1−α), α ∈ Zk unionsq Zm.
Theorem 1.2. Let Dn(q) = Qn2/2DFr(q + n1). Then the change of the variables (1.4)–(1.5)
transforms {Dn} into a sequence of tau-functions of the 2-Toda hierarchy.
1.1. Organization of the paper
Section 2 is independent of the rest of the text and it can be skipped on the first reading. We
prove that the change of the variables (1.4)–(1.5) transforms the HQE (1.2) into the HQE of the 2-
Toda hierarchy. In Section 3 we prove that the small equivariant quantum cohomology of CP 1k,m
coincides with the Jacobi algebra of a certain (multi-valued) function on the complex circle. We
also introduce Givental’s symplectic loop formalism, which is essential for the remaining part
of the article. The idea then is to express the vertex operators from (1.2) in terms of the so-
called Gelfand–Lerey forms. Following [16] we introduce a certain class of vertex operators in
Section 4.1. The desired identification then is provided by Lemma 4.2 and Lemma 4.3. At this
point the proof of Theorem 1.1 can be finished by using the conjugation argument of A. Givental
from [13]. This is done in Section 5.
At first one might think that the integrable hierarchy that governs the equivariant Gromov–
Witten theory of CP 1k,m is the 2-Toda hierarchy. However, the sequence of tau-functions in our
case consists of a single function and its translations. It turns out that the solutions of the 2-Toda
hierarchy whose sequence of tau-functions has this property are in fact solutions to a certain
reduction of the 2-Toda hierarchy. We describe this reduction in Appendix B in terms of Lax op-
erators. One can also derive a Hamiltonian formulation by using Getzler’s construction from [10].
2. Proof of Theorem 1.2
Let hl(x1, . . . , xn) and el(x1, . . . , xn) be the symmetric polynomials of degree l defined as
follows:
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i=1
(1 + txi)=
∑
l0
t lel(x1, . . . , xn),
n∏
i=1
1
1 + txi =
∑
l0
t lhl(x1, . . . , xn).
To avoid cumbersome notations we put
δkN+i := gi/k
(N + i/k)!
∂
∂ykN+i
, δmN+j := gj/m
(N + j/m)!
∂
∂ymN+j
,
where N  0, 1  i  k, 1  j  m, and for a positive real number α /∈ Z we put α! =
{α}({α} + 1) · · ·α where {α} is the fractional part of α. Note that the change of variables can
be written as follows
∂
∂q
i/k
n
=
n∑
N=0
νn−Nhn−N
(
1
i/k
,
1
i/k + 1 , . . . ,
1
i/k +N
)
δkN+i ,
∂
∂q
j/m
n
=
n∑
N=0
νn−Nhn−N
(
1
j/m
,
1
j/m+ 1 , . . . ,
1
j/m+N
)
δmN+j .
Following an argument of E. Getzler [10, Proposition A.1] we show that the above formulas can
be inverted. Namely,
Lemma 2.1. The following formulas hold
δkL+i =
L∑
n=0
νL−neL−n
(
1
i/k
,
1
i/k + 1 , . . . ,
1
i/k +L− 1
)
∂
∂q
i/k
n
,
δmL+j =
L∑
n=0
νL−neL−n
(
1
j/m
,
1
j/m+ 1 , . . . ,
1
j/m+L− 1
)
∂
∂q
j/m
n
.
Proof. We prove the first identity. The argument for the second one is similar. We need to show
that the following identity holds for any two integers LN :
L∑
n=N
νL−nνn−NeL−n
(
1
i/k
,
1
i/k + 1 , . . . ,
1
i/k +L− 1
)
× hn−N
(
1
i/k
,
1
i/k + 1 , . . . ,
1
i/k +N
)
= δLN .
If L = N then the identity is obviously true. Assume that L > N . Then the LHS can be inter-
preted as the coefficient in front of νL−N in the product:
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a=0
(
1 + ν/(i/k + a)) N∏
a=0
1
(1 + ν/(i/k + a)) .
However, with respect to ν, this is a polynomial of degree L−N − 1. 
The proof of Theorem 1.2 amounts to changing the variables in the vertex operators Γ ±
and Γ ±. Let us begin with Γ ± and more precisely with the summands in (1.1) corresponding to
n > 0 and i = k − j , 1 j  k − 1. The coefficient in front of λ−nk−j transforms as follows:
(
1j/k
(
ν + (j/k)z) · · · (ν + (j/k + n− 1)z))̂
= (n− 1 + j/k)!
n∑
l=0
(
zl1j/k
)̂
νn−len−l
(
1
j/k
,
1
j/k + 1 , . . . ,
1
j/k + n− 1
)
= (n− 1 + j/k)!δkn+j = 1
kn+ j ∂ykn+j .
We used that (zl1j/k)̂ = ∂/∂qj/kl and the first identity in Lemma 2.1. Similarly, one can verify
that the above answer is valid also for all pairs n, i such that either n > 0 and i = k, or n= 0 and
1 i  k − 1.
Let yNk+i = ∑L0 aN,Lqi/kL be a linear change. Then by the chain rule: ∂qi/kL =∑
N0 aN,L∂yNk+i , i.e.,
∑
L0
(−w)−L−1∂
q
i/k
L
=
∑
N0
(∑
L0
aN,L(−w)−L−1
)
∂yNk+i .
On the other hand, since our linear change is defined by (1.4), we get∑
L0
aN,L(−w)−L−1 = gi/k∏N
l=0(ν − (l + i/k)w)
.
Note that with respect to the Poincaré pairing we have 1(k−i)/k = gi/k1i/k. The term correspond-
ing to n= −N − 1 < 0 and i, 1 i  k, in the exponent of Γ + transforms as follows:
(
gi/k∏N
l=0(ν − (l + i/k)z)
1i/k
)̂
λNk+i =
∑
L0
aN,L
(
(−z)−L−11i/k)̂λNk+i .
On the other hand, according to our quantization rules, ((−z)−L−11i/k)̂ = −−1qi/kL . Thus the
term corresponding to n= −N − 1 and i is −−1yNk+iλNk+i .
Finally, the term corresponding to n = 0 and i = k is 1̂0/k. Thus, in the new coordinates, the
vertex operators Γ ± are given by
Γ ± = exp
(
∓
∞∑
λnyn/
)
exp
(
±
∞∑ λ−n
n
∂yn
)
e±̂10/k .n=1 n=1
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Γ ± = exp
(
∓
∞∑
n=1
λnyn/
)
exp
(
±
∞∑
n=1
λ−n
n
∂yn
)
e±̂10/m .
Substitute these formulas in the HQE in Theorem 1.1 and note that by definition: Dn =
Qn
2/2en(̂10/k+̂10/m)DFr. After a short simplification and up to rescaling yn and yn by −n we
get the HQE of the 2-Toda hierarchy (see Appendix B).
3. Gromov–Witten theory of CP1k,m
3.1. The system of quantum differential equations
For some basics on orbifold Gromov–Witten theory we refer the reader to [6] and [1,2]. We
recall the vector space H which by definition coincides with the vector space of the equivariant
cohomology algebra of the inertia orbifold ICP1k,m. For each τ ∈ H the orbifold quantum cup
product •τ is a commutative associative multiplication in H defined by the following genus-0
Gromov–Witten invariants:
(1α •τ 1β,1γ )=
∑
l,d0
Qd
l!
∫
[M0,l+3(CP1k,m;d)]vir
ev∗
(
1α ⊗ 1β ⊗ 1γ ⊗ τ⊗l
)
,
where ev is the evaluation map at the l + 3 marked points. For brevity the RHS of the above
equality will be denoted by the correlator 〈1α,1β,1γ 〉0,3(τ ). We use similar correlator notations
for the other Gromov–Witten invariants as well.
It is a basic fact in quantum cohomology theory that the following system of ordinary differ-
ential equations is compatible:
z∂ταΦ = 1α •τ Φ, α ∈ Zk unionsq Zm,
where τα are the coordinates of H with respect to the basis 1α, and 1α•τ is the operator of quan-
tum multiplication by 1α. This system is called the system of Quantum Differential Equations
(QDE) of the orbifold CP1k,m.
If the parameter z is close to ∞ then the following End(H)-valued series S = 1+S1z−1 +· · ·
provides a fundamental solution to the system of QDE:
(Sτφα,φβ)= (φα,φβ)+
∞∑
k=0
〈
ψkφα,φβ
〉
0,2(τ )z
−k−1. (3.1)
3.2. The small equivariant quantum cohomology of CP1k,m
In general, the full quantum cohomology is difficult to compute. We give a conjectural de-
scription in Appendix A. For our purposes, however it is enough to work with the quantum
cohomology corresponding to parameters τ ∈ H proportional to p. So from now on we assume
that τ = tp, where t ∈ C is a complex number. Let Yτ be the family of complex circles in C2
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multi-valued function:
f : C2 → C, f (x0, x1)= xm0 + xk1 + ν0 logx0 + ν1 logx1.
In this section we prove that the map:
1i/k → φi/k := xi1, 1 i  k − 1, 10/k → φ0/k := kxk1/(ν0 − ν1),
1j/m → φj/m := xj0 , 1 j m− 1, 10/m → φ0/m :=mxm0 /(ν1 − ν0)
identifies the quantum cohomology (at τ ) of CP1k,m and the Jacobi algebra J (fτ ) = C[Yτ ]/〈∂x0fτ 〉.
Remark 3.1. If k and m are co-prime numbers, then CP1k,m is isomorphic to the weighted projec-
tive line. In this case the isomorphism between the quantum cohomology and the Jacobi algebra
J (fτ ) can be proved by the methods of the article [7] (see Corollary 1.2 and its proof in Sec-
tion 5).
To begin with, let us compute the degree-0 part of the equivariant quantum orbifold coho-
mology. It follows from a straightforward analysis (cf. [17, Section 4.3]) of the moduli space
M0,3(CP1k,m,0) that
1i/k · 1j/m = 0, i/k = 0/k, j/m = 0/m;
1i1/k · 1i2/k = 1(i1+i2)/k, i1 + i2  k − 1;
1j1/m · 1j2/m = 1(j1+j2)/m, j1 + j2 m− 1.
Also,
1(k−1)/k · 11/k = 〈1(k−1)/k,11/k,1〉0,3,0P.D.(1)+ 〈1(k−1)/k,11/k,p〉0,3,0P.D.(p)
= p/k + ν0/k
since 〈1(k−1)/k,11/k,1〉0,3,0 = 1/k, 〈1(k−1)/k,11/k,p〉0,3,0 =
∫
BZk
p = ν0/k, and P.D.(1) = p,
P.D.(p) = 1. Similarly we have 1(m−1)/m · 11/m = p/m + ν1/m. So the equivariant orbifold
cohomology algebra can be identified with
C[ν0, ν1][x0, x1]/
(
kxk1 + ν1 =mxm0 + ν0, x0x1 = 0
)
,
where x0 and x1 correspond to 11/m and 11/k respectively.
To calculate the small equivariant orbifold quantum cohomology at the point τ = 0 we only
need to find the correct deformations of the two relations kxk1 + ν1 = mxm0 + ν0, x0x1 = 0. We
will use the fact that the small equivariant orbifold quantum cohomology algebra is graded as
a C-algebra, with degx1 = 1/k, degx0 = 1/m, degν0 = degν1 = 1, degq = 1/k + 1/m. By
degree reason it is easy to see that the relation x0x1 = 0 is deformed to x0x1 =Q.
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its non-equivariant counterpart treated in [17, Section 4.3]. More precisely this follows from the
fact that the cohomology classes kxk + ν1 and mxm0 + ν0 are equal, and the following fact:
x
•τ a
0 = xa0 for 1 a  k,
x
•τ b
1 = xb1 for 1 bm. (3.2)
Just like its non-equivariant version [17, Lemma 4.6], (3.2) is proved by a degree analysis and a
non-vanishing result for three-point GW invariants based on non-emptyness of moduli spaces.
Thus the small equivariant orbifold quantum cohomology of CP1k,m is isomorphic to
C[Q][ν0, ν1][x0, x1]/
(
kxk1 + ν1 =mxm0 + ν0, x0x1 =Q
)
.
If τ = tP then the computation of the quantum cohomology may be reduced to the case τ = 0
with the help of the divisor equation:
〈p,φ1, . . . , φn〉0,n+1,d = d〈φ1, . . . , φn〉0,n,d ,
which is valid whenever the moduli space M0,n(CP1k,m, d) is non-empty.
3.3. Oscillating integrals
For brevity we put N = k +m. Note that fτ is a Morse function. Let ξi ∈ C∗, i = 1,2, . . . ,N
be the critical points of fτ . For each i we choose a semi-infinite homology cycle Bi in
lim←−H1(Yτ , Yτ,−m′ ;Z)∼= Z
N,
where
Yτ,m′ =
{
y ∈ Yτ
∣∣ Re(fτ (y)/z)<m′}.
Pick a Riemannian metric on C∗ and let Bi be the union of the gradient trajectories of Re(fτ /z)
which flow into the critical point ξi .
Let J : CN →H be the linear map defined by
(Jei,1α) := (−2πz)−1/2
∫
Bi
efτ (x)/zφα(x)ω, (3.3)
where ei, i = 1,2, . . . ,N is the standard basis of CN, the index α ∈ Zk unionsq Zm, and ω = dx0 ∧
dx1/d(x0x1) is a volume form on Yτ , i.e., ω = dx0/x0 = −dx1/x1.
Lemma 3.2. The oscillating integral J satisfies the small quantum differential equation: z ∂
∂t
J=
p •τ J.
650 T.E. Milanov, H.-H. Tseng / Advances in Mathematics 226 (2011) 641–672The proof of this lemma is straightforward, because we already identified the quantum coho-
mology at τ = tp with the Jacobi algebra J (fτ ), so all we need to do is to differentiate and use
integration by parts. The details are left to the reader.
Using the method of stationary phase asymptotics (e.g. see [3]) we get that the map J admits
the following asymptotic:
J∼ Ψ (1 +R1z+R2z2 + · · ·)eU/z, as z → 0, (3.4)
where R1,R2, . . . and U = diag(u1, . . . , uN) (ui = fτ (ξi) are the critical values of fτ ) are lin-
ear operators in CN, and Ψ : CN → H is a linear isomorphism (independent of z). Under the
isomorphism Ψ, the product •τ and the Poincaré pairing assume diagonal form:
ei •τ ej =1/2i δi,j ej and (ei, ej )= δi,j ,
where δi,j is the Kronecker symbol and i is the Hessian of fτ at the critical point ξi with
respect to the volume form ωτ , i.e., choose a unimodular coordinate t in a neighborhood of ξi
so that ω = dt and then i = ∂2t fτ (ξi). We put R = 1 +R1z+R2z2 + · · · .
3.4. The symplectic loop space formalism
Let H := H((z−1)) be the space of formal Laurent series in z−1 with coefficients in H. We
equip H with the symplectic form:
Ω
(
f(z),g(z)
) := resz=0(f(−z),g(z))dz.
Let {1α}α∈ZkunionsqZm be a basis of H dual to {1α} with respect to the Poincaré pairing. Then the
functions pn,α =Ω( ,1αzn) and qαn =Ω(1α(−z)−n−1, ), where n 0 and α ∈ Zk unionsq Zm form a
Darboux coordinate system on H. We quantize functions on H via the Weyl’s quantization rules:
the coordinate functions pn,α and qαn are represented respectively by the differential operator
p̂n,α = ∂/∂qαn and the multiplication operator q̂αn = −1qαn , and we demand normal ordering,
i.e., always put the differentiation before the multiplication operators.
If A is an infinitesimal symplectic transformation of H then the map f → Af determines a
linear Hamiltonian vector field. It is straightforward to verify that the corresponding Hamilto-
nian coincides with the quadratic function hA := − 12Ω(Af, f). By definition Â := ĥA. If M is a
symplectic transformation of H such that A := logM exist then we define M̂ := eÂ.
We define
DFr = C(τ)Ŝ−1τ
(
ΨReU/z
)̂ k+m∏
i=1
Dpt
(
qi
)
, (3.5)
where the vector space H is identified with the standard vector space Ck+m via Ψ and qi are
the coordinates of q ∈ H [z] with respect to the standard basis, i.e., ∑qi (z)ei = Ψ−1q(z), and
Dpt is the total descendent potential of a point:
Dpt(t)= exp
(∑
n,g
2g−2 1
n!
∫
M
n∏
j=1
(
t(ψj )+ψj
))
,g,n
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that it makes the RHS independent of τ. For all further purposes C(τ) is irrelevant and it will be
ignored.
4. From descendants to ancestors
In this section, by conjugating the HQE from Theorem 1.1 by Sτ , we obtain HQEs for the
asymptotical function: AFrτ := (ΨReU/z)̂∏k+mi=1 Dpt(qi ). We use the following formula [12,
formula (17)]:
Ŝτ e
fˆSˆ−1τ = eW(f+,f+)/2e(Sτ f)
̂
, f =
∑
n∈Z
fnzn, (4.1)
where + means truncating the terms corresponding to the negative powers of z and the quadratic
form W(f+, f+)=∑k,l0(Wklfl , fk) is defined by
Wklw
−kz−l =
tSτ (w)Sτ (z)− 1
w−1 + z−1 . (4.2)
So if we denote by f(λ) (resp. f¯(λ)) the series in the exponent of the vertex operator Γ
(resp. Γ ) defined by (1.1), then we need to compute the symplectic transformations Sτ f(λ) =:∑
n I
(n)(τ, λ)(−z)n and Sτ f¯(λ) =:∑n I (n)(τ, λ)(−z)n and the phase factors W := Wτ(f+, f+)
and W =Wτ(f¯+, f¯+).
Notice that each I (n)(τ, λ) is a Laurent series in λ−1 whose coefficients depend polynomially
on t and Qet , so it makes sense to set t and Qet to 0. Moreover, modulo t and Qet , Sτ = 1, so we
get that Sτ f(λ) is a solution to the small quantum differential equation: z∂tΦ = p •τ Φ, satisfying
the initial condition Sτ f(λ)|t=Qet=0 = f(λ). Similarly, Sτ f¯(λ) is a solution to the small quantum
differential equation, satisfying the initial condition Sτ f¯(λ)|t=Qet=0 = f¯(λ). On the other hand
the small quantum differential equation admits a solution in terms of oscillating integrals (see
Lemma 3.2). Our first goal is to express Sτ f(λ) and Sτ f¯(λ) in terms of oscillating integrals.
4.1. Vertex operators and oscillating integrals
Assume that f (λ) is a primitive of a rational 1-form in λ, such that its residue r := resλ=∞ df
is not 0. Furthermore, let I (0)(λ, z) df =∑kK I (0)k (λ) dλz−k, where I (0)k (λ) are Laurent poly-
nomials in λ such that limk→∞ I (0)k (λ) = 0 in the λ−1-adic sense. We show that under these
conditions we may define
∑
n∈Z(−z d/df )nI (0)(λ, z).
Lemma 4.1. There exists a unique sequence I (n)(λ, z) of rational H -valued functions, such that:
dI (n)(λ, z)= df ∧ I (n+1)(λ, z).
Proof. For n > 0 we must have I (n)(λ, z) = (d/df )nI (0)(λ, z). For n < 0 we proceed by in-
duction. Let us assume that we have determined I (n) for all −(k − 1)  n  −1, that I (−k) is
determined up to a constant and that all these functions are Laurent polynomials in λ. We have
dI (−k−1)(λ, z)= I (−k)(λ, z) df (λ).
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rent polynomial does not have a rational primitive only if it has a term of the form cλ−1,
i.e., resλ=∞ I (−k)(λ, z) df (λ) = −c = 0. But in this case we replace I (−k) by its translation
I (−k) + c/r and then the residue of the RHS turns into:
resλ=∞ I (−k)(λ, z) df (λ)+ c
r
resλ=∞ df (λ)= −c + c
r
r = 0.
So we may choose the integration constant of I (−k) in such a way that the primitive I (−k−1)
will be a Laurent polynomial. Obviously I (−k−1) is uniquely determined up to a constant. The
induction step is completed. 
Put ∑
n
(−z d/df )nI (0)(λ, z) :=
∑
n
I (n)(λ, z)(−z)n.
Given f and I (0) satisfying the above conditions we define the oscillating integral
∫
ef (λ)/z ×
I (0)(λ, z) df (λ) in a formal sense, i.e., as an element of
ef (λ)/zΩ1
((
z−1
))
/d
(
ef (λ)/zΩ0
((
z−1
)))
,
where Ωp,p = 0,1 is the space of rational p-forms in λ.
Lemma 4.2. Let J (t, z) := ∫ eft (λ)/zI (0)(t, λ, z) dft (λ) be a 1-parameter family of oscillating
integrals, such that ft (λ)− f0(λ) ∈ λ−1C[λ−1]. If J (t, z) satisfies a linear differential equation
z ∂
∂t
J = PJ, where P = P(t) is a linear operator in H, then(
z
∂
∂t
+ ∂t (ft )− P
)(∑
n
(−z d/dft )nI (0)(t, λ, z)
)
= 0.
Proof. Case 1: assume that ft (λ)= g(λ) is independent of t. Then we have(
z
∂
∂t
− P
)(∑
n
(−z d/dg)nI (0)
)
=
(∑
n
(−z d/dg)n
)(
z
∂
∂t
− P
)
I (0).
The fact that the oscillating integral satisfies the linear differential equation implies that∫
eg(λ)/z(z∂t − P)I (0)(t, λ, z) dg(λ)= 0, i.e.,
eg(λ)/z(z∂t − P)I (0)(t, λ, z) dg(λ)= d
(
eg(λ)/zK(0)(t, λ, z)
)
,
for some K(0), i.e., (z∂t − P)I (0) = z−1K(0) + (dK(0)/dg). It follows that(∑
n
(−z d/dg)n
)(
z
∂
∂t
− P
)
I (0) =
(∑
n
(−z d/dg)n
)(
z−1K(0) + (dK(0)/dg)).
The later is 0 because
∑
(−z d/dg)nz−1 = −∑ (−z d/dg)n (d/dg).n n
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ef (λ)/zI (0)(λ, z) df = eg(λ)/zK(0)(λ, z) dg, where h(λ)= f (λ)− g(λ) ∈ λ−1C[λ−1] then
∑
n
(−z d/df )n = e−h(λ)/z
(∑
n
(−z d/dg)n
)
eh(λ)/z
df (λ)
dg(λ)
.
To prove this, let us write the operator on the RHS in the form
∑
n(−z d/dg + 1 −
df/dg)n df/dg, where we used that dh/dg = df/dg − 1. If we act with this operator on a
rational function I (λ), such that I (λ) df is a Laurent polynomial 1-form, we get a series of the
following type: ∑
n
(−z d/dg + 1 − df/dg)nI (λ)df/dg =:
∑
n
I (n)(λ)(−z)n,
where I (0)(λ) =∑n0(1 − df/dg)nI (λ)df/dg = I (λ). Notice also that we have: (−z d/dg +
1 − df/dg)∑n I (n)(λ)(−z)n = ∑n I (n)(λ)(−z)n. Comparing the coefficients in front of
(−z)n+1 we get: dI (n)(λ)= I (n+1)(λ) df (λ), i.e.,∑n I (n)(λ)(−z)n =∑n(−z d/df )nI (λ). 
4.2. Symplectic action on vertex operators
Let x = (x0(τ, λ), x1(τ, λ)) ∈ Yτ , where x0 =Qet/x1 and x1 = λ+ a0(τ )+ a1(τ )λ−1 + · · · ,
is a function, holomorphic in a neighborhood of λ= ∞, defined implicitly as a solution to
fτ (x)= λk + ν0 log Q
λ
+ ν1 logλ. (4.3)
Similarly, let y = (y0(τ, λ), y1(τ, λ)) ∈ Yτ , where y1 = Qet/y0 and y0 = λ + b0(τ ) +
b1(τ )λ−1 + · · · is defined by
fτ (y)= λm + ν0 logλ+ ν1 log Q
λ
. (4.4)
Let
fτ (x) :=
∑
n
I (n)(τ, x)(−z)n :=
∑
n
(
−z d
dfτ
)n
I (0)(τ, x), (4.5)
where I (0)(τ, x) ∈H, is a vector defined by
(
I (0)(τ, x),1α
)= φα(x) ω
dfτ
, α ∈ Zk unionsq Zm.
Notice that dfτ and I (0)(τ, x) dfτ (x) satisfy the conditions of Lemma 4.1, so all I (n)(τ, ) are
well-defined vector-valued rational functions in x ∈ Yτ .
Lemma 4.3. The following identities hold: Sτ f(λ)= −fτ (x(τ, λ)) and Sτ f¯(λ)= fτ (y(τ, λ)).
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∫
efτ (x)/zI (0)(τ, x) dfτ is a solution to the small quantum differential equation, we
may recall Lemma 4.2. We get
z∂t fτ
(
x(τ,λ)
)= (−(∂tfτ )+ P•τ )fτ (x(τ,λ))+ z∂xfτ (x)∂tx(τ, λ)= P •τ fτ (x(τ,λ)),
where we used the chain rule and for the last equality we also used that −z∂xfτ (x)= (∂xfτ )fτ (x).
It remains only to check that if we set t = Qet = 0 then fτ (x(τ, λ)) turns into f(λ) but this
is easy. The proof of the second formula is similar. The reason for the negative sign is that
dx0/x0 = −dx1/x1. 
Lemma 4.4.
W = C + λ
k
ν0 − ν1 + log
(
λk − ν)− x(τ,λ)∫ (I (0)(τ, x), I (0)(τ, x))dfτ , (4.6)
and
W = C + λ
m
ν1 − ν0 + log
(
λm − ν)− y(τ,λ)∫ (I (0)(τ, x), I (0)(τ, x))dfτ , (4.7)
where both integration paths start at some fixed reference point in Yτ . The integration constants
C and C depend on the choice of the reference point, but their difference does not: C − C =
log(−k/m).
Proof. We prove the first formula. The argument for the second one is similar.
Using that dI (k) = I (k+1) ∧ dfτ we get
dW = dWτ (f+, f+)= d
∑
k,l0
(
WklI
(l), I (k)
)
(−1)k+l
= −
∑
k,l0
(
(Wk,l−1 +Wk−1,l)I (l), I (k)
)
dfτ (−1)k+l
= −
∑
k,l0
((
Sl(−1)lI (l), Sk(−1)kI (k)
)− (I (0)(λ), I (0)(λ)))dfτ
= (−(I (0)(x(τ,λ), τ), I (0)(x(τ,λ), τ))+ (I (0)(λ), I (0)(λ)))dfτ ,
where the last equality follows from Lemma 4.3. Since dfτ = (1 − νλ−k) dλk and I (0)(λ) =∑k−1
i=0
λ−i
1−νλ−k 1(k−i)/k , we get∫ (
I (0)(λ), I (0)(λ)
)
dfτ = λ
k
ν0 − ν1 + log
(
λk − ν). (4.8)
It remains only to compute the difference between the integration constants. Using that (f01)+ =
10/k for x1 → ∞ we get
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The later is equal to the following GW invariant (see Appendix A.3):
〈10/k,10/k〉0,2(τ )=
{
tν0/(ν0 − ν1) if k =m,
tν0/(ν0 − ν1)+ k(Qet )k/(ν0 − ν1)2 if k =m.
Similarly,
W |λ=∞ =
{
tν1/(ν1 − ν0) if k =m,
tν1/(ν1 − ν0)+m(Qet )m/(ν1 − ν0)2 if k =m.
On the other hand, the primitive of (I (0)(τ, x), I (0)(τ, x)) dfτ is
Φ(τ, x)= x
k
1 − xm0
ν0 − ν1 + log
(
kxk1 −mxm0 + ν1 − ν0
)
, x = (x0, x1) ∈ Yτ .
Also, y0(τ, λ)= λ− tν1m λ−m+1 +O(λ−1) and x1(τ, λ)= λ− tν0k λ−k+1 +O(λ−1). Now plug in
the expansions of x1 and y0 in the following identity and compare the coefficients in front of λ0:
W −W = C −C +Φ(τ, y(τ, λ))−Φ(τ, x(τ, λ)).
The lemma follows. 
4.3. HQEs for the ancestor potential
An asymptotical function is, by definition, an expression
T = exp
( ∞∑
g=0
2g−2T (g)(t;Q)
)
,
where T (g) are formal series in the sequence of vector variables t0, t1, t2, . . . with coefficients in
the Novikov ring C[[Q]]. Furthermore, T is called tame if
∂
∂t
α1
k1
· · · ∂tαrkr
∣∣∣∣
t=0
T (g) = 0 whenever k1 + k2 + · · · + kr > 3g − 3 + r,
where tαk are the coordinates of tk with respect to {1α}.
We say that a tame asymptotical function T satisfies the HQE below if for each integer r
(resx=0 + resx=∞)aτ (x)
(
Γ −τ ⊗ Γ +τ
)
(T ⊗ T )e rν0−ν1 fτ (x) dfτ = 0, (4.9)
where Γ ±τ are the vertex operators êf
±
τ (see Eq. (4.5)) and
aτ (x)= −
x∫ (
I (0)(τ, ξ), I (0)(τ, ξ)
)
dfτ (ξ).
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via the substitutions: q′ = x+y, q′′ = x−y. Due to the tameness [11, Section 8, Proposition 6],
after canceling the terms independent of x, the 1-form on the LHS of (4.9) expands into a power
series in y and , such that each coefficient depends polynomially on finitely many I (n)(τ, x)
and finitely many partial derivatives of T . The residues in (4.9) are interpreted as the residues of
meromorphic 1-forms.
According to A. Givental [13, Section 8], the asymptotical function AFrτ is tame. The main
result of this section is the following theorem.
Theorem 4.5. DFr satisfies (1.2) iff AFrτ satisfies (4.9).
Proof. Let us commute the translation operator in (1.2) across the vertex operators Γ − ⊗ Γ +
and Γ + ⊗ Γ −. Each of them gains a commutation factor, because efˆegˆ = eΩ(f,g)egˆefˆ. Since
Ω
(
f(λ),10/k
)= λk/(ν0 − ν1), Ω(f(λ),10/m)= λm
ν1 − ν0 ,
and Ω(f(λ),10/m) = Ω(f(λ),10/k) = 0, the two commutation factors are respectively
e
(l−n−1) λk
ν0−ν1 and e(n−l−1)
λm
ν1−ν0 .
On the other hand, as we already proved in Section 4.2, conjugation by Ŝτ transforms the
vertex operators Γ ±(λ) (resp. Γ ±(λ)) into eW/2Γ ∓τ (x) (resp. eW/2Γ ±τ (y)). Combining the phase
factors (see Lemma 4.4), the commutation factors, and the coefficients in front of the vertex
operators in (1.2) we get
dλ
λ
e
(l−n−1) λk
ν0−ν1 λn−leW = e
C
k
Q
(n−l) ν0
ν0−ν1 aτ (x)e
(l−n) fτ (x)
ν0−ν1 dfτ (x)
for the first vertex operator term and
−dλ
λ
e
(n−l−1) λ
ν1−ν0 (Q/λ)n−leW = −e
C
m
Q
(n−l) ν0
ν0−ν1 aτ (y)e
(l−n) fτ (y)
ν0−ν1 dfτ (y)
for the second one. The equivalence between (1.2) and (4.9) follows.
There is a subtlety here which comes from the fact that the action of the translation op-
erator (namely the operator preceding T ⊗ T ) in (1.2) on (Γ − ⊗ Γ +)(D ⊗ D) and on
(Γ + ⊗Γ −)(D ⊗D) is not well defined. However, if we first apply the operator Ŝτ ⊗ Ŝτ to (1.2),
then we obtain HQEs for the ancestor potential Aτ . Since Aτ is a tame asymptotical function,
we may interpret the residues as actual residues of meromorphic forms. It is easy to see that then
we can move the translation operator across the vertex operators. So we simply reverse the order
of the conjugations: first by Ŝτ ⊗ Ŝτ and then by the translation operator. 
5. From ancestors to KdV
In this section we prove that the ancestor potential AFrτ satisfies (4.9). In view of Theorem 4.5
this would imply Theorem 1.1. Note that the vertex operators Γ ±τ have poles only at x = 0,∞,
or ξi, 1 i  k +m, where the later are the critical points of fτ . Thus it is enough to prove that
the residue of the 1-form in (4.9) at each critical point ξi is 0.
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function fτ induces a map between a neighborhood of x = ξi and a neighborhood of Λ = ui
which is a double covering branched at ui. We pick a reference point Λ0 in a neighborhood of ui
and denote by x±(Λ0) the two points which cover Λ0. Finally, let us denote by x±(Λ) the points
covering Λ. Note that x±(Λ) depend on a choice of a path C between Λ0 and Λ avoiding ui.
On the other hand, for any function g(x) meromorphic in a neighborhood of ξi we have
resx=ξi g(x) dx = resΛ=ui
∑
±
g
(
x±(Λ)
)∂x±
∂Λ
(Λ)dΛ.
Thus the vanishing of the residue at ξi of (4.9) is equivalent to:
resΛ=ui
{
dΛ
∑
±
a±(Λ)
(
Γ
χ±
τ ⊗ Γ −χ±τ
)
(Aτ ⊗ Aτ )
}
e
r
ν0−ν1 Λ = 0, (5.1)
where a± = aτ (x±(Λ)), χ± are the one point cycles [x±(Λ)] ∈ H 0(f−1τ (Λ);Z) and the vertex
operators can be described as follows:
f±χτ (Λ)= −
∫
χ
f±τ (x), Γ ±χτ =
(
ef
±χ
τ
)̂
, χ ∈H 0(f−1τ (Λ);Z).
We prove that the 1-form in the { }-brackets in (5.1) is analytic in Λ. In particular this would
imply that the residue (5.1) is 0. The proof follows closely the argument in [13].
Let α = χ+ − χ−, i.e., α is a vanishing cycle. Then we have
Lemma 5.1. The vertex operators Γ χ±τ and Γ −χ±τ factor as follows:
Γ
χ±
τ = e±KΓ (χ±+χ∓)/2τ Γ α/2τ , Γ −χ±τ = e±KΓ −(χ±+χ∓)/2τ Γ −α/2τ ,
where
K = −
ui∫
Λ
(
I
(0)
α/2(τ, ξ), I
(0)
(χ++χ−)/2(τ, ξ)
)
dξ.
Proof. This is Proposition 4 from [13, Section 7]. 
Lemma 5.2. For Λ near the critical value ui , the following formula holds:
Γ ±α/2τ
(
ΨReU/z
)̂ = e(Wi+wi)/2(ΨReU/z)̂Γ ±i , (5.2)
where
Wi = − lim
→0
ui+∫ {(
I
(0)
α/2(τ, ξ), I
(0)
α/2(τ, ξ)
)− 1
2(ξ − ui)
}
dξ,Λ
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wi = −
Λ∫
Λ−ui
dξ
2ξ
,
Γ ±i = exp
(∑
n∈Z
(−z∂Λ)n ei±√2Λ
)
.
Proof. This is Theorem 3 from [13]. 
The integration path in the definition of Wi is any path connecting Λ and ui +  and  → 0 in
such a way that ui +  → ui along a straight segment. The integration path in wi is the straight
segment connecting Λ− ui and Λ. The various integration paths are depicted on Fig. 1.
Finally, we need the following lemma.
Lemma 5.3. Let γ be a simple loop around ui (based at Λ0). Put γ = CγC−1 , where C is a
path from Λ0 to ui + . Then
lim
→0
∫
γ
(
I (0)χ− (τ, ξ), I
(0)
χ− (τ, ξ)
)
dξ = ±πi,
where the sign depends only on the orientation of the loop γ.
Proof. Note that the vector-valued function I (0)χ+−χ−(τ,Λ) can be expanded in a neighborhood
of Λ= ui as follows
I
(0)
α/2(τ,Λ)=
1√
2(Λ− ui)
(
ei +O
(
Λ− ui)), (5.3)
where the standard vector ei in Ck+m is identified via Ψ with a vector in H and the value
of
√
2(Λ− ui) is fixed as follows. Choose a path C0 from ui + 1 to Λ0, then the translation
of C ◦ C0 along vector −ui is a path from 1 to Λ − ui. If we choose C0 arbitrary then (5.3) is
correct up to a sign, so if necessary change C0 in order to achieve equality.
Put χ− = (χ− − χ+)/2 + (χ− + χ+)/2 and transform the integrand into(
I
(0)
, I
(0) )+ 2(I (0) , I (0) )+ (I (0) , I (0) ).(χ−−χ+)/2 (χ−−χ+)/2 (χ−−χ+)/2 (χ−+χ+)/2 (χ−+χ+)/2 (χ−+χ+)/2
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have singular terms of the type (something analytic in ξ )/√ξ − ui , however lim→0
∮
γ
of such
terms is 0. Finally, the first term has an expansion of the type
(
I
(0)
(χ−−χ+)/2, I
(0)
(χ−−χ+)/2
)= 1
2(ξ − ui) +O(ξ − ui)
and so it contributes only ±πi to the integral. 
Notice that loga± can be presented in the following form:
−
x±(Λ)∫ (
I (0), I (0)
)
dfτ = −
x±(Λ0)∫ (
I (0), I (0)
)
dfτ −
Λ∫
Λ0
(
I (0)χ± (τ, ξ), I
(0)
χ± (τ, ξ)
)
dξ.
Put C± = −
∫ x±(Λ0)(I (0), I (0)) dfτ , and notice that:
C+ −C− = −
∮
γ
(
I (0)χ− (τ, ξ), I
(0)
χ− (τ, ξ)
)
dξ, (5.4)
where γ is a simple loop around ui.
Using Lemma 5.1 and Lemma 5.2 we get that the expression in the { }-brackets in (5.1) is
equal to
(
Γ
(χ++χ−)/2
τ ⊗ Γ −(χ++χ−)/2τ
)(
Ψ̂ ReU/z ⊗ Ψ̂ ReU/z)
×
(∑
±
c±(τ,Λ)Γ ±(i) ⊗ Γ ∓(i)
dΛ
±√Λ
)( k+m∏
j=1
Dpt
(
qj
)⊗ k+m∏
j=1
Dpt
(
qj
))
,
where the index i in Γ ±(i) is just to emphasize that the vertex operator is acting on the i-th factor
in the product
∏k+m
j=1 Dpt(qj ) and the coefficients c± are given by the following formula:
log c± = −
Λ∫
Λ0
(
I (0)χ± (τ, ξ), I
(0)
χ± (τ, ξ)
)
dξ +Wi +wi ± 2K +
∫
γ±
dξ
2ξ
+C±, (5.5)
where the path γ+ is the composition of C ◦ C0 and the line segment from 1 to ui + 1 and
γ− = γ+ ◦ γ ′, where γ ′ is a simple loop around 0 starting and ending at 1 (see Fig. 1).
We prove that with respect to Λ the functions c+ and c− are analytic and coincide in a neigh-
borhood of ui . This would finish the proof of the theorem because, according to A. Givental [13],
the 1-form
∑
Γ ±(i) ⊗ Γ ∓(i)
dΛ
±√ΛT ⊗ T±
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to M. Kontsevich [15], Dpt is a tau-function of the KdV hierarchy, thus the theorem would follow.
Formula (5.5) transforms into
log c± = lim
→0
{
−
Λ∫
Λ0
(
I (0)χ± (τ, ξ), I
(0)
χ± (τ, ξ)
)
dξ −
ui+∫
Λ
(
I
(0)
α/2(τ, ξ), I
(0)
α/2(τ, ξ)
)
dξ
∓ 2
ui+∫
Λ
(
I
(0)
α/2(τ, ξ), I
(0)
(χ++χ−)/2(τ, ξ)
)
dξ
+
ui+∫
Λ
dξ
2(ξ − ui) −
Λ∫
Λ−ui
dξ
2ξ
+
∫
γ±
dξ
2ξ
+C±
}
.
In the first integral put χ± = (χ+ + χ−)/2 ± α/2. After a simple computation we get
log c± = −
Λ∫
Λ0
(
I
(0)
(χ++χ−)/2(τ, ξ), I
(0)
(χ++χ−)/2(τ, ξ)
)
dξ
+ lim
→0
{
−
ui+∫
Λ0
(
I
(0)
α/2(τ, ξ), I
(0)
α/2(τ, ξ)
)
dξ
+ (∓2)
ui+∫
Λ0
(
I
(0)
α/2(τ, ξ), I
(0)
(χ++χ−)/2(τ, ξ)
)
dξ +
∫
γ ′±
dξ
2ξ
}
+C±, (5.6)
where γ ′± is the composition of the paths: γ± – starting at 1 and ending at Λ, the straight segment
between Λ and Λ− ui , and the path from Λ− ui to  obtained by translating the path between
Λ and ui + .
We split the first integral in (5.6) into ∫ ui
Λ0
+ ∫ Λ
ui
. Then we combine the integral
∫ ui
Λ0
and the
first two integrals in the limit. Using that χ± = α/2 ± (χ+ + χ−)/2 we get
log c± = −
Λ∫
ui
(
I
(0)
(χ++χ−)/2(τ, ξ), I
(0)
(χ++χ−)/2(τ, ξ)
)
dξ
+ lim
→0
{
−
ui+∫
Λ0
(
I (0)χ± (τ, ξ), I
(0)
χ± (τ, ξ)
)
dξ +
∫
γ ′±
dξ
2ξ
}
+C±.
The integral on the first line is analytic near Λ = ui , because near Λ = ui , the mode I (0)χ± ex-
pands as a Laurent series in
√
(Λ− ui) with singular term at most 1/√(Λ− ui). However the
T.E. Milanov, H.-H. Tseng / Advances in Mathematics 226 (2011) 641–672 661analytical continuation around Λ= ui transforms I (0)χ± into I (0)χ∓ , hence I (0)χ± + I (0)χ± must be single-
valued and in particular, it could not have singular terms. The limit on the second line is clearly
independent of Λ. The analyticity of c± follows.
It remains to prove that c+ and c− are equal. We recall formula (5.4). Using the above formula
for log c± we get
log c+ − log c− = lim
→0
{
−
∮
γ
(
I (0)χ− (τ, ξ), I
(0)
χ− (τ, ξ)
)
dξ +
∮
γ−1− ◦γ+
dξ
2ξ
}
,
where γ = C−1 γC, for some path C from Λ0 to ui + . According to Lemma 5.3, the limit
of the first integral is ±πi. The second one is also ±πi (the sign depends on the orientations of
the corresponding loops), so the limit is an integer multiple of 2πi, i.e., c+ = c−.
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Appendix A. Equivariant quantum cohomology of CP1k,m and Givental’s quantization
operator
A.1. Quantum cohomology of CP1k,m
In this appendix we conjecture that the equivariant quantum cohomology of CP1k,m at any
point τ ∈H may be identified with the Jacobi algebra of a certain family of functions.
Let M be the family of functions on the complex circle C∗ of the type:
ft = xk +
k∑
i=1
tix
k−i +
m−1∑
j=1
tk+j
(
QetN
x
)j
+
(
QetN
x
)m
+ ν1 logx + ν0 log
(
QetN
x
)
.
Each tangent space of M is equipped with an algebra structure via the map:
TtM ∼= C
[
x, x−1
]
/〈∂xft 〉, ∂/∂ti → [∂ft/∂ti], 1 i N.
Let ω := dx/x be the standard volume form on C∗. We equip each tangent space TtM with a
residue metric:
([φ1], [φ2])t = −(resx=0 + resx=∞)φ1ωφ2ω .dft
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system on M such that the metric is constant. If x is close to ∞ then the equation
ft (x)= λk + ν1 logλ+ ν0 log(Q/λ) (A.1)
admits a unique solution of the type x = λ+a0(t)+a1(t)λ−1 +· · · , i.e., the equation determines
a coordinate change near x = ∞ and we have the following expansion
logx = logλ− 1
k
(
k∑
i=1
τ i/kλ−i
)
+O(λ−k−1),
where τ i/k are polynomials in t = (t1, t2, . . . , tN ). More precisely, by using
(i/k)τ i/k = − resx=∞ λiω, 1 i  k, (A.2)
we get
τ 1/k = t1,
τ i/k = ti + fi/k(t1, . . . , ti−1), 2 i  k − 1,
τ 0/k = tk + ν0tN ,
where fi/k are polynomials in t1, . . . , ti−1 of degrees  2. They can be computed explicitly by
taking the coefficient in front of x−i in the following Laurent polynomial:
1
i/k
i∑
n=2
(
i/k
n
)(
t1
x
+ · · · + ti−1
xi−1
)n
.
This formula is obtained from formula (A.2) by truncating the terms in the change (A.1) that do
not contribute to the residue in (A.2).
The rest of the flat coordinates can be constructed in a similar way. Let y =QetN /x be another
coordinate on the complex circle. Then each ft ∈M assumes the form:
ym +
m∑
j=1
tk+m−j ym−j +
k−1∑
i=1
tk−i
(
QetN
y
)i
+
(
QetN
y
)k
+ ν0 logy + ν1 log
(
QetN
y
)
.
If y is close to ∞ then the equation
ft (y)= λm + ν0 logλ+ ν1 log(Q/λ) (A.3)
determines a new coordinate near y = ∞ and we have the following expansion:
logy = logλ− 1
m
(
m∑
τ j/mλ−j
)
+O(λ−m−1),
j=1
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lowing:
τ 1/m = tk+m−1,
τ j/m = tk+m−j + fj/m(tk+m−1, . . . , tk+m−(j−1)), 2 j m− 1,
τ 0/m = tk + ν1tN ,
where fj/m are polynomials of degrees at least 2 and can be computed explicitly by taking the
coefficient in front of y−j of the following Laurent polynomial:
1
j/m
j∑
n=2
(
j/m
n
)(
tk+m−1
y
+ · · · + tk+m−(j−1)
yj−1
)n
.
Lemma A.1. In the coordinate system {τα}α∈ZkunionsqZm , the residue pairing coincides with the
Poincaré pairing. More precisely:
(
∂/∂τα, ∂/∂τχ
)= (1α,1χ ).
Proof. We prove the equality only when α = i/k,χ = i′/k,1 i, i′  k. The other cases may
be treated in a similar way. Let us compute the residue at x = ∞ in the residue pairing. We
change from x to the coordinate λ defined by Eq. (A.1). Differentiation by parts yields ∂ταft +
f ′t (∂τα x)= 0. Therefore
∂ταftω = −(∂τα logx)dft = k−1
(
λ−i +O(λ−k−1))(kλk + ν1 − ν0) dλ
λ
.
Now, the (−resx=∞)-term in the residue pairing of (∂/∂τα, ∂/∂τχ ) equals to
−resλ=∞ k−2
(
kλk−i + (ν1 − ν0)λ−i +O
(
λ−k−1
))(
λ−i′ +O(λ−k−1)) dλ
λ
.
The last residue equals 1/k if i + i′ = k and 0 otherwise. To compute the (−resx=0)-term in the
residue pairing, we switch to the coordinate y =QetN /x and then, in a neighborhood of y = ∞,
we change to the coordinate λ defined by Eq. (A.3). An extra caution is required here since the
1-form in the residue involves partial derivatives in τα and τχ and the coordinate change depends
on t. Put f˜t = ft (QetN /y). Then differentiation by parts yields
(∂ταft )ω =
(
− ∂f˜t
∂τα
dy
y
+ ∂tN
∂τα
df˜t
)
=
(
∂τα logy + ∂tN
∂τα
)
df˜t .
In the last formula if we change from y to λ then we get
(∂ταft )ω =
(
∂tN
α
+O(λ−m−1))(mλm + (ν0 − ν1)) dλ.∂τ λ
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−resλ=∞
(
∂tN
∂τα
∂tN
∂τα
+O(λ−m−1))(mλm + (ν0 − ν1)) dλ
λ
.
On the other hand tN = (τ 0/k − τ 0/m)/(ν0 − ν1). Therefore, the above residue is 0 unless α =
χ = 0/k, in which case it equals 1
ν0−ν1 . 
We trivialize the tangent bundle TM ∼=M ×H via the flat coordinates, i.e., ∂/∂τα → 1α. Let
us denote by •′τ the multiplication in the tangent space TτM ∼=H.
Conjecture A.2. The equivariant cup product •τ coincides with •′τ .
Note that when t1 = t2 = · · · = tN−1 = 0 we have that ft = fτ with τ = tNp, so according to
our computation in Section 3.2 the conjecture is true. If k and m are co-prime, then the equiv-
ariant orbifold quantum cohomology of CP1k,m is multiplicatively generated in degree 2, hence
the reconstruction result of H. Iritani [14, Theorem 4.9] may be applied. The second author is
currently developing techniques for computing Gromov–Witten invariants of Fano toric stacks,
which in particular should lead to a proof of Conjecture A.2.
Remark A.3. The Frobenius manifold M in this appendix is a slight generalization of the Frobe-
nius structure on the space of orbits of the extended affine Weyl group of type A, introduced by
B. Dubrovin in [8]. In particular our arguments are parallel to those in [8]. Apparently, a similar
Frobenius manifold was introduced by J. Ferguson and I. Strachan [9] in their study of logarith-
mic deformations of the dispersionless KP-hierarchy.
A.2. Oscillating integrals
Theorem A.4. The map J, defined by (3.3), satisfies the following differential equations:
z∂ταJ=
(
φα•′τ
)
J, α ∈ Zk unionsq Zm. (A.4)
The proof of this theorem is identical to that of Lemma 3.1 in [17].
Assuming Conjecture A.2, then Theorem A.4 implies that the stationary phase asymptotic
ΨReU/z of the oscillating integral J satisfies the system of quantum differential equations
of CP1k,m. Lemma A.5 below shows that the stationary phase asymptotic satisfies certain ini-
tial condition at t1 = · · · = tN = QetN = 0. In fact, such initial conditions uniquely determine
an asymptotical solution of the system of quantum differential equations (see [11, Proposition in
Section 1.3]). Therefore, to prove that the total descendent potential D
CP
1
k,m
coincides with DFr,
defined by (3.5), it suffices to:
(1) Prove Conjecture A.2.
(2) Prove that D
CP
1
k,m
is given by a formula of the type (3.5), where the asymptotical operator
ΨReU/z satisfies the system of quantum differential equations of CP1k,m.
(3) Prove that the asymptotical operator ΨReU/z satisfies the initial condition in Lemma A.5.
T.E. Milanov, H.-H. Tseng / Advances in Mathematics 226 (2011) 641–672 665As explained above, the proof of (1) will be achieved in more general settings. In fact the restric-
tion to τ = tp suffices. The localization technique of Givental (see [11]) can be applied in our
settings as well, so the proof of (2) is in some sense a routine work. The details will be given
elsewhere. The localization calculation yields a particular asymptotical solution ΨReU/z whose
classical limit Q= 0 is described by Lemma A.5, proving (3).
Assume that τ = tNp and that the critical points ξi of fτ are numbered in such a way that
ξi = ν1/k + · · · , 1 i  k and ξk+j =Qeτν−1/m + · · · , 1 j m,
where the two groups of expansions are obtained by solving f ′τ (x) = 0 respectively in a neigh-
borhood of x = ∞ and x = 0, the dots stand for higher order terms in Q, and the index i (resp. j )
corresponds to a choice of k-th root of ν (resp. m-th root of ν). Put
gαi := gανj/k−1/2, α = j/k ∈ Zk, 1 j  k, 1 i  k,
gαi := gανj/m−1/2, α = j/m ∈ Zm, 1 j m, k + 1 i  k +m,
Lemma A.5. The asymptotical solution admits a classical limit Q= 0 which is characterized as
follows: (ΨRei,1α) turns into one of the following:
gαi exp
( ∞∑
n=2
Bn(1 − j/k)
n(n− 1) (−ν)
−n+1zn−1
)
, if α = j/k, 1 j  k; (A.5)
gαi exp
( ∞∑
n=2
Bn(1 − j/m)
n(n− 1) (−ν)
−n+1zn−1
)
, if α = j/m, 1 j m. (A.6)
Here Bn(x) are the Bernoulli polynomials:
etx t
et − 1 =
∞∑
n=0
Bn(x)
tn
n! .
Proof. It is enough to verify the first asymptotic, because for the second one we can employ the
symmetry: switch ν0 with ν1 and k with m. We have to compute the asymptotic of (3.3) up to
higher order terms in Q. Therefore we can use xk + (ν1 − ν0) logx instead of fτ and also we
can assume that ei corresponds to the critical point ξi , 1  i  k. Let us make the substitution
t = xk. Then the integral (3.3), modulo higher order terms in Q, turns into
k−1(−2πz)−1/2
∫
B
e(t−ν log t)z−1φα
(
t1/k
)
t−1 dt, (A.7)
where the cycle B is constructed via Morse theory for Re(t − ν log t)/z (see the construction
of Bi in (3.3)).
More generally, we will compute explicitly the asymptotic as z → 0 of
I (ν, z, s)=
∫
e(t−ν log t)z−1 t s−1 dt, (A.8)
B
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get that (A.8) admits an asymptotic as z → 0 of the following type:
e(ν−ν logν)/zνs−1(−2πνz)1/2e
∑∞
n=2 An(s)(−z/ν)n−1 .
In order to verify that the sum in the exponent depends on z/ν note that the integral of (A.8)
satisfies the differential equation (z∂z + ν∂ν)I = ((−ν/z)+ s)I. Furthermore, one checks that I
satisfies the differential equation (z∂ν +∂s)I = 0 which imposes the following recursive relations
on the polynomials An:
A′2(s)= s − 1/2, A′n+1(s)= −An(s). (A.9)
On the other hand when s = 1 the asymptotic of (A.8) is easily expressed in terms of the asymp-
totic of the Gamma function:
(−z)−ν/z+1Γ
(
−ν
z
+ 1
)
∼ e(ν−ν logν)/z(−2πνz)1/2e
∑∞
n=1
B2n
2n(2n−1) (−z/ν)2n−1,
where Bn = Bn(0) are the Bernoulli numbers and the asymptotic of the Gamma function is well
known (e.g. see [4]). Thus the coefficients An satisfy the following initial condition An(1) =
Bn/(n(n − 1)) (note that for n  2 the odd Bernoulli numbers vanish), which together with
(A.9) uniquely determines An. Using that the Bernoulli polynomials satisfy the identity: B ′n(x)=
nBn−1(x), it is easy to verify that An(s)= Bn(1 − s)/(n(n− 1)). 
Remark A.6. Lemma A.5 implies Givental’s R-conjecture for CP1k,m.
A.3. The J-function
By definition the J -function of CP1k,m is
J
CP
1
k,m
(τ )= z1 + τ +
∞∑
k=0
〈
1αψk
〉
0,1(τ )1
αz−k−1.
Here we study the J
CP
1
k,m
and its partial derivatives for τ = tp ∈ H 2(CP1k,m). The main results
are Propositions A.8, A.9, and Corollary A.10.
Definition A.7. For each real number r we denote by {r} ∈ (0,1] the unique real number s.t.
r − {r} ∈ Z. Note the range of {r}.
Proposition A.8. The T -equivariant J -function of X = CP1k,m at τ = tp is given by the following
formula
zet
ν0
z
∑
d∈Z0
Qdmedmt
d!zd∏ dmk dm (ν + bz)1− dmk + ze
t
ν1
z
∑
d∈Z0
Qdkedkt∏ dk
m
dk (ν + bz)d!zd
1− dk
m
. (A.10)b={
k
} b={
m
}
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numbers which have the same fractional part as the corresponding upper (or lower) range of the
product.
Proposition A.9. The restrictions of the partial derivatives of JX to the small parameter space
are given as follows:
(kgi/k)
−1z∂i/kJX
= zetν0/z
∑
d∈Z0
Qdmedmt
d!zd
∏
b<{(dm−i)/k}(ν + bz)∏
b(dm−i)/k(ν + bz)
1(−dm+i)/k
+ zetν1/z
∑
d∈Z0
Qdk+ie(dk+i)t∏(dk+i)/m
b={(dk+i)/m}(ν + bz)d!zd
1−(dk+i)/m, 1 i  k; (A.11)
(mgj/m)
−1z∂j/mJX
= zetν0/z
∑
d∈Z0
Qdm+j e(dm+j)t
d!zd∏(dm+j)/k
b={(dm+j)/k}(ν + bz)
1−(dm+j)/k
+ zetν1/z
∑
d∈Z0
Qdke(dk)t
d!zd
∏
b<{(dk−j)/m}(ν + bz)∏
b(dk−j)/m(ν + bz)
1(−dk+j)/m, 1 j m, (A.12)
where the notations and the conventions are the same as above.
Note that the GW invariants needed in the proof of Lemma 4.4 can be extracted from this
proposition.
A direct calculation gives the following
Corollary A.10. The J -function JX satisfies the following differential equation:
k−1∏
i=0
(
z
m
∂
∂t
− ν0
m
− iz
)m−1∏
j=0
(
z
k
∂
∂t
− ν1
k
− jz
)
JX =QkmekmtJX. (A.13)
Proof of Propositions A.8–A.9. Let Sτ = S0 +S1z−1 +S2z−2 +· · · be the fundamental solution
of (small) quantum differential equations as defined in (3.1). Set τ = tp. Clearly the J -function
and its derivatives (restricted to H 2(CP1k,m)) occur as columns of Sτ .
Since CP1k,m is Fano, it follows from dimension consideration that matrix entries of each Sk ,
k  0 are polynomial in t and Qet . The quantum differential equation z d
dt
S = p •τ S may be
written as
d
Sk+1 = p •τ Sk, k  0. (A.14)dt
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unique solution:
S0 = 1, Sk|t=Qet=0 = 0 for k  1. (A.15)
Clearly the Gromov–Witten fundamental solution (3.1) satisfies (A.14)–(A.15). Thus to prove
the propositions it suffices to show that the expressions given on the right-hand sides of (A.10),
(A.11), and (A.12) satisfy (A.14)–(A.15). The initial condition (A.15) holds obviously. To check
(A.14) one uses the description of equivariant small quantum cohomology of CP1k,m calculated
in Section 3.2. The verification is straightforward and is left to the reader. 
Appendix B. The bi-graded equivariant reduction of the 2-Toda hierarchy
The 2-Toda lattice hierarchy was introduced by K. Ueno and K. Takasaki [18]. For the purpose
of Gromov–Witten theory it is more convenient to introduce a hierarchy, which we also call 2-
Toda, obtained from the 2-Toda lattice hierarchy by a certain infinitesimal lattice spacing limiting
procedure (see [5]). From now on when we say 2-Toda we always mean the second one, not the
original one.
B.1. Background on the 2-Toda hierarchy
The 2-Toda hierarchy consists of two sequences of flows on the manifold of pairs of Lax
operators:
L=Λ+
∑
i0
aiΛ
−i and L=QevΛ−1 +
∑
i0
aiΛ
i, (B.1)
where Q is a fixed constant, ai, aj , v are formal series in , whose coefficients are in-
finitely differentiable functions, v has no free term: v = v1(x) + v2(x)2 + · · · , and Λ is a
formal symbol which secretly should be thought as the shift operator e∂x , i.e., we demand
that Λ and u(x; ) satisfy the following commutation relation Λu(x; ) = u(x + ; )Λ :=
(
∑
k0
1
k!
k∂kxu(x; ))Λ.
The flows are defined by Lax type equations:
∂ynL=
[(
Ln
)
+,L
]
, ∂ynL=
[(
Ln
)
+,L
]
, n 1, (B.2)
∂ynL= −
[(
Ln
)
−,L
]
, ∂ynL= −
[(
Ln
)
−,L
]
, n 1, (B.3)
where if M is a formal series in Λ and Λ−1 then we denote by M+ (resp. M−) the series obtained
from M by truncating the terms with negative (resp. non-negative) powers of Λ.
Given a pair of Lax operators (B.1) we say that
P = 1 +w1(x; )Λ−1 +w2(x; )Λ−2 + · · ·
and
Q =w0 +w1(Λ/Q)+w2(Λ/Q)2 + · · ·
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Proposition 1.4] the pair of Lax operators L and L is a solution to the 2-Toda hierarchy if and
only if there is a pair of dressing operators P and Q, called wave operators, such that
∂ynP = −
(
Ln
)
−P, ∂ynQ =
(
Ln
)
+Q, (B.4)
∂ynP = −
(
Ln
)
−P, ∂ynQ =
(
Ln
)
+Q, n 1. (B.5)
Let us remark that the two sequences of time variables in [18], denoted there by xn and yn,
correspond in our notations respectively to yn/ and −yn/. The reason for the negative sign is
that our definition of the flows (B.3) differs from the one in [18] by a negative sign.
Given a non-zero function τ(x,y,y; ), where y = (y1, y2, . . .) and y = (y1, y2, . . .), we de-
fine two operators P = 1+w1Λ−1 +w2Λ−2 +· · · and Q =w0 +w1(Λ/Q)+w2(Λ/Q)2 +· · ·
by
1 +w1λ−1 +w2λ−2 + · · · = exp(−
∑∞
n=1 λ
−n
n
∂yn)τ (x,y,y; )
τ (x,y,y; ) (B.6)
and
w0 +w1λ−1 +w2λ−2 + · · · =
exp(
∑∞
n=1 λ
−n
n
∂yn)τ (x + ,y,y; )
τ (x,y,y; ) . (B.7)
The function τ(x,y,y; ) is called τ -function of the 2-Toda hierarchy if the corresponding oper-
ators P and Q form a pair of wave operators, i.e., they satisfy Eqs. (B.4)–(B.5).
Let us remark that our definitions of wave operators and τ -functions are slightly different from
the ones in [18]. Namely, we define the wave operator Q via the identity L = Q(QΛ−1)Q−1,
while in [18] the definition is L = Q′Λ−1(Q′)−1. On the other hand QΛ−1 = Qx/Λ−1Q−x/ ,
therefore Q′ = QQx/. Our excuse for departing from the standard definition is that we prefer
to work with wave operators that admit a quasi-classical limit  → 0. Note that if we put Q′ =
w′0 +w′1Λ+w′2Λ+ · · · and Q =w0 +w1(Λ/Q)+w2(Λ/Q)2 + · · · , then w′i =wiQx/. This
implies that if we define τ ′ the same way as τ except that in (B.7) we use w′i instead of wi then
τ ′ =Q 12 ((x/)2−(x/))τ.
Let us introduce the following vertex operators:
Γ ± = exp
(
±
∞∑
n=1
(yn/)λ
n
)
exp
(
∓
∞∑
n=1
λ−n
n
∂yn
)
and Γ ± defined by the same formulas as Γ ± but with yn instead of yn. Then according to [18,
Theorem 1.7 and Proposition 1.6] the Lax operators L = PΛP−1 and L = Q′Λ−1(Q′)−1 form
a solution of the 2-Toda hierarchy iff τ ′ satisfies the following HQEs:
resλ=∞
dλ(
λl−n
(
Γ +τ ′l
)⊗ (Γ −τ ′n+1)− λn−l(Γ −τ ′l+1)⊗ (Γ +τ ′n))= 0,λ
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formula for τ ′ in terms of τ we get that τ(x,y,y; ) is a τ -function iff the following HQEs hold:
resλ=∞
dλ
λ
(
λl−n
(
Γ +τl
)⊗ (Γ −τn+1)− (Qλ−1)l−n(Γ −τl+1)⊗ (Γ +τn))= 0. (B.8)
B.2. The equivariant bi-graded reduction
According to the change of variables (1.4) and (1.5) we have q0/k0 = (ν0 − ν1)yk and q0/m0 =
(ν1 − ν0)ym. Note that the shift of q0/k0 (resp. q0/m0 ) by n is equivalent to shifting yk (resp. ym)
by n
ν0−ν1 (resp.
n
ν1−ν0 ). Motivated by Theorem 1.2 we ask the following
Question B.1. What are the solutions L and L of the 2-Toda hierarchy such that the correspond-
ing τ -function has the form
τ(x,y,y; )= D
(
y1, . . . , yk + x
ν0 − ν1 , . . . , y1, . . . , ym +
x
ν1 − ν0 , . . . ; 
)
, (B.9)
i.e., (ν0 − ν1)∂xτ = (∂yk − ∂ym)τ?
This is equivalent to the following conditions on wave operators:
(ν0 − ν1)∂xP = (∂yk − ∂ym)P and (ν0 − ν1)∂xQ = (∂yk − ∂ym)Q. (B.10)
We define the logarithms of the Lax operators L and L by
logL := P logΛP−1 := ∂x − (∂xP)P−1
and
logL := Q log(QΛ−1)Q−1 := −∂x + logQ+ (∂xQ)Q−1.
On the other hand from Eqs. (B.10) we get
∂xP = 1
ν0 − ν1 (∂ykP − ∂ymP)=
1
ν0 − ν1
(−(Lk)−P + (Lm)−P)
and
∂xQ = 1
ν0 − ν1 (∂ykQ − ∂ymQ)=
1
ν0 − ν1
((
Lk
)
+Q −
(
Lm
)
+Q
)
.
Using our definition of logarithms of the Lax operators we write the above relations in the fol-
lowing form:
Lk + (ν1 − ν0) logL=
(
Lk
) + (Lm) + (ν1 − ν0)∂x+ −
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Lm + (ν0 − ν1) log
(
Q−1L
)= (Lk)+ + (Lm)− + (ν1 − ν0)∂x.
Now the description of the new hierarchy is the following. We define flows on the manifold of
Lax operators
L :=Λk +
k∑
i=1
uiΛ
k−i +
m−1∑
j=1
uk+jΛ−j +
(
QevΛ−1
)m + (ν1 − ν0)∂x.
Note that the equations Lk+(ν1 −ν0) logL= L and Lm+(ν0 −ν1) log(Q−1L)= L have unique
solutions of the types respectively L=Λ+ a0 + a1Λ−1 + a2λ−2 +· · · and L=QevΛ−1 + a0 +
a1Λ + a2Λ2 + · · · , where ai and aj are formal series in  whose coefficients are differential
polynomials in u1, u2, . . . , uN :=Qev. The flows of the hierarchy are given by
∂ynL =
[(
Ln
)
+,L
]
, ∂ynL = −
[(
Ln
)
−,L
]
, n 1. (B.11)
One can check easily that this is a commuting set of flows. Also, by tracing back our argument,
one can check that all solutions L are given by
L = (PΛkP−1)+ + (Q(QΛ−1)mQ−1)− + (ν1 − ν0)∂x,
where P and Q are defined by formulas (B.6) and (B.7), for some function τ of the type (B.9)
satisfying the bi-linear identities (B.8).
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