The dynamics of GDP (gross domestic product) and its spatial distribution are constantly at the forefront of economic and regional studies. This study intends to understand better Hungarian subnational economic processes by checking the predictive capacity of various extrapolative forecasting techniques with out-of-sample testing. The author focuses on a top-down projection method that allocates regional GDP based on an existing, external, national-level, long-term projection. GDP is analysed in its aggregate value and in a decomposition followed in the growth accounting literature. The main question of the out-of-sample tests is the level of usefulness of historical national-and regional-level data in predicting Hungarian regional-level GDP in the long run. The author proposes a specific weighting scheme that combines past regional-level growth rates and predicted national-level growth rates to arrive at different regional-level predictions. She concludes that during the relatively short test period, the average historical inter-regional distribution did not have a determining role in predicting future regional GDP values. The nationallevel growth processes largely explain regional-level GDP, and the use of certain combinations of past regional-level growth rates and predicted national-level growth rates are recommended to project regional GDP in the long run.
Data and methodology
This section takes a look on the sources and the results of the available nationallevel projections and the methodological background of their regional downscaling, as well as the accuracy tests.
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National-level projections and some simple regionalisation approaches
This paper aims to project the long-term dynamics of the GDP in Hungary at county level by downscaling an exogenous national-level projection, and subsequently check the predictive capacity of the projections. Two data sources are used in this exercise: national-level projections and county-level historical data. National-level projections are obtained from an external source, namely, 'The 2015 Ageing Report' published by the European Commission (EC [2015] ). The main reasons for choosing this projection is that the results and the documentation of the underlying methodology are readily available, and the results fall in the middle range of other relevant projections (such as Riahi et al. [2017] , OECD [2019] ). Regarding national-level GDP projections, a production function framework is used in which demographic projections and assumptions for the labour force have a profound impact on economic growth (see EC [2015] pp. 77-78.):
where Y is total output (GDP), L is the labour supply (number of workers), K is the stock of capital, TFP is the total factor productivity 1 , β is the labour share, and the share of labour costs in total value added is conventionally set at 0.65. In this framework, labour productivity (GDP per worker) is driven by total factor productivity and the capital stock per worker:
At the national level, the projection takes into account the catching-up potential of those countries where per capita GDP is lower than the EU average, including Hungary. The long-run TFP growth rate is assumed 1% per annum for all EU countries. This implies that in countries that are 'catching-up', the TFP growth rate gradually converges towards 1% throughout the projection horizon, while countries with a relatively better income position are assumed to reach this rate by 2035. (See EC [2015] p. 82.) 1 TFP represents the growth of total output that is not explained by the growth of labour and capital inputs (TFP accounts for the effects of, for example, technological development or institutional factors).
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The spatial downscaling of national-level projections will be elaborated with the help of historical time series available from the HCSO (Hungarian Central Statistical Office) and the TeIR (National Regional Development and Spatial Planning Information System). We compute GDP at constant, 2005 prices with the help of the GDP deflator published by MNB (hereinafter NBH [the National Bank of Hungary]). Comparable NUTS-3-level data are available from 2000 to 2018 (to 2017 for GDP and productivity). We opt to use the NUTS 3 level in our analysis since it is the lowest territorial level for which GDP estimations are released, and the NUTS-3level resolution better reflects the actual spatial structure of the economy than the NUTS 2 level (Lengyel-Kotosz [2018] ). (See Table 2 
.)
Several methodological options are available to elaborate the spatial downscaling of national aggregate data 2 . 1. The simplest approach assumes that the average past cross-sectional distribution of economic performance will follow throughout the projection horizon (e.g. Gaffin et al. [2004] ) or, alternatively, the allocation of the aggregate GDP between the regions is determined by some composite indicator: a Hungarian top-down example (without an ex-ante analysis) is presented by Koppány-Kovács-Dusek [2019] who disaggregate the estimated gross value added to the settlement level. 2. The convergence assumption applies convergence functions of specific (linear or non-linear) forms that establish a functional relationship between the initial development position of a sub-national territorial unit and its projected growth rate. 3. A factor model harnesses the link between regional and national economic growth. This approach assumes an approximate factor model structure for country-level variables, where the common component includes national GDP growth as the common factor and a region's exposure to national GDP growth (Rapach-Strauss [2012] , Kopoin-Moran-Paré [2013] ).
Our methodological choice combines past regional-level growth rates and projected national-level growth rates to arrive at the projected regional-level growth trajectories in an extrapolative manner. 
The decomposition of per capita GDP
In this study, GDP is predicted in two ways: we apply the trend approach (see later) on the aggregate GDP series and on factors of the decomposed GDP. These components are computed from the following decomposition of the per capita GDP (Szabó [2015] , Lengyel-Varga [2018] Lengyel [2000] analysed these components as elements by which regional competitiveness can be measured and emphasised that this approach expresses the interdependent relation between regional income, labour productivity, and employment. This approach highlights the importance of the human factors: two elements of this relationship are directly linked to demographic processes (population and the share of working age population), employment rate is linked to the social environment, whereas labour productivity is the factor that is most related to economic circumstances.
Trend approach: three (and many more) variants
The method of the regionalisation procedure in this study is adopted from Batista e Silva et al. [2016] , who regionalised national-level European economic and demographic projections according to two scenarios. First, their 'trend' scenario assumes that past regional and sectoral growth rates will continue in the future, however, they are not constant in time, but converge towards the national growth rate and follow it after 2035. Second, their 'convergence' scenario assumes that the regional economic growth rates are driven by a beta convergence relationship established between the initial level of per capita GDP and productivity, and their annual growth rates through the time horizon of their database (1995 to 2013). Based on their work, it is useful to apply a proportional ex-post rescaling which ensures that the sum of the projected regional GDP volumes equals the national-level projected GDP aggregate. Without this ex-post rescaling, the top-down nature of our projections would be given up. The following equation delivers the rescaled NUTS-3-level values:
, '
is the sum of regional GDP values in period t + n before rescaling, r = 20 is the number of regions, t = 2017 is the base year, and n, running from 1 to 43, is the number of years in the projection horizon (from 2018 to 2060).
In the present study, we adapt the trend assumption of Batista e Silva et al.
[2016] with a slight modification. The variants of trend extrapolations compute the projected regional-level growth rates as a combination of past regional-level growth rates and projected national-level growth rates, and they are elaborated according to the following equation:
is the average past growth rate in the base period
is the projected national level GDP growth rate in period t + n, , HU t n w  and , reg t n w  are the time-varying weights assigned to the projected national growth rate and the past regional average growth rate in period t + n, respectively, with , , 1 - Table 3 .) We start our extrapolations from the year 2018 on a yearly interval. For practical purposes, we transformed the national projections from a 5-year interval to a yearly interval with cubic spline interpolation (Rappai [2014] ).
HUNGARIAN STATISTICAL REVIEW, VOLUME 2, NUMBER 2, PP. 51-78. DOI: 10.35618/hsr2019.02.en051 Table 3 The weighting system for computing future regional growth rates -three basic cases According to Variant 1, the future regional-level growth rate is estimated with the projected national-level growth rate, which could be equivalent to the assumption that the average past cross-sectional distribution of regional GDP remains constant over the projection horizon. However, if we compute the results with this weighting scheme, it will freeze the cross-sectional distribution at the level measured in the initial year (in 2017). In order to reflect the average historical regional shares within national aggregates, values of the initial period should be recalculated accordingly. In this variant, no convergence or divergence occurs between the regions, therefore, it could be a 'benchmark' projection. Variant 2 uses only the average past regional growth rates to project future regional growth, hence, rising regional inequalities are expected throughout the projection horizon. (See Figure 2. ) Variant 3 combines the first two options and assumes that, at the first part of the projection horizon, past regional growth rates determine future regional growth prospects, though with decreasing weight. That is, they gradually converge towards the projected national growth rate. Later on, the national-level projected growth rate gains increasing importance in determining growth, because it might be more accurate to estimate regional-level economic processes with the national-level growth rate due to uncertainty of the distant future.
The advantage of the weighting system of Equation /7/ is that the weights are flexibly adjustable including, for example, equal, time-invariant weights (e.g. , , HU t n reg t n w w    = 0.5) or time-varying weights that set the convergence period (the period in which the projected regional and the national growth rates become equal, that is, , HU t n w   1) to an earlier or a later date. This approach reflects the assumption that, to a certain degree, national economic developments spill over into regional-level growth processes; however, the complementing part of the effects is retained to express regional specificities. This assumption is similar to an aforementioned factor model. Variants 1 and 2 represent the lower and the upper limit of the projections regarding the cross-sectional variation of regional-level GDP values, and all other variants fall between these 'extremes'.
The different methods may reflect our assumptions regarding the future evolution of regional inequalities, which means that they could represent different spatial scenarios. Noticeably, none of our 'scenarios' exhibit decreasing regional inequalities. Our opinion is that, at least in the first half of our projection horizon, regional inequalities will continue to grow, and even if this tendency will sometimes reverse, we might assume that regional inequalities will not fall behind the average historical level (measured from 2000 to 2017). Regarding the upper limit of our projections, we might assume that regional concentration will not continue beyond all limits, therefore the increase of regional variation will first slow down, then stop, and may even decrease.
Out-of-sample testing and accuracy measures
We check the predictive capacity of our projection methods with out-of-sample tests using historical data. It is generally accepted that forecasting methods are best assessed for accuracy using out-of-sample tests rather than in-sample tests (goodness of fit to past data), since in-sample errors are likely to understate forecasting errors, and methods selected by best in-sample fit may not best predict post-sample data (Tashman [2000] ). In this test, we split our historical time series into a 'learning' or 'training' period and a 'test' period. It is a general requirement to set the length of the test period according to the required longest-term projection (Tashman [2000] ).
Since we focus on long-run projections, we are unable to fulfil this criterion, which is a limitation of this study and must be considered when interpreting the results. Our historical database covers 18 years, therefore, we decided to split the time series to have a learning period 2000-2012, and a test period 2013-2017. This choice was affected by the nature of the GDP dynamics in this period, namely, the apparent impact of the global financial crisis. (See Figures 1 and 2. ) Nevertheless, we can expect that similar fluctuations are likely in the horizon of our predictions, and our data suggests that the crisis had a hysteretic effect on the Hungarian economic development (Váry [2018] ). Therefore, it seems reasonable to start the test period after the crisis, while retaining a sufficiently long learning period. 15,000,000 20,000,000
We used standard statistical loss functions to check the predictive capacity of the projection methods. We need to establish three sets of decisions in connection with measuring predictive capacity. The first is the definition of the prediction error.
There are two obvious alternatives (see Green-Tashman [2008a] ): on one hand, the prediction error can be measured as the difference between the actual and predicted values of a given variable. This formulation accommodates statistical convention and the practice of statistical software packages; furthermore, it is intuitive when assessing performance against a budget or plan, because a positive value indicates that a budget has been exceeded or a plan has been surpassed. On the other hand, prediction error defined as the forecasted value minus the actual value reflects the intuition that a positive error represents an over-forecast and a negative error an under-forecast, and it is more consistent with the concepts of bias. In this study, we prefer this latter solution.
The second decision concerns the selection of the appropriate accuracy measure, preferably more than one. When reporting error statistics, we compare results of the measures that use either absolute deviations or relative (percentage) errors. In the first class of accuracy measures, the mean absolute error, MSE (mean squared error), and RMSE (root mean squared error) are often used. With respect to the nature of our data, we encounter the problem of comparability between regions when using these measures, since they cannot account for the scale of the given territorial unit, i.e. the same prediction error counts more in a smaller county and less in a bigger county. For this reason, we prefer using relative accuracy measures, specifically, MAPE (mean absolute percentage error) and AMAPE (adjusted [or symmetric] mean absolute percentage error). While in absolute numbers, the largest prediction error is measured in Budapest, in relative terms, the percentage error is the smallest there among the counties. MAPE seems to be a reasonable choice, however, it has certain shortcomings (Makridakis [1993] ), notably that it is not a symmetric measure: equal errors above the actual value result in a greater absolute percentage error than those below the actual value. For this reason, we take the adjusted MAPE as decisive when studying prediction errors.
Third, in connection with the first two decisions, we have to choose the appropriate denominator for MAPE: would it be the actual or the predicted value? Green-Tashman [2008b] argue that using the actual value provides a more intuitive interpretation. This argument is in line with our aims; therefore, we follow this practice. In sum, we test the predictive capacity of our projections with the following statistical loss functions: 
where t is the year of the last historical data taken as known (the year 2012), m, running from 1 to 5 (between 2013 and 2017) is the number of years in the test period, and the variable with a hat denotes the predicted value of the given variable in period t + m. 3 Unfortunately, none of these measures informs us about whether the inaccuracy occurs in the form of over-or under-forecast.
Results
The results will be presented in two sub-sections. First, the long-term GDP trends are calculated according to three basic projection variants, and then the accuracy is tested on a historical data set. During this, several further possible variants are taken into account.
Predicting long-term GDP trends at the NUTS 3 level
In the process of our long-term projections, we take the data of the year 2018 as the starting point (n = 1). Based on the presented national-level projections and the regional-level economic indicators, the following regionalised results are achieved.
As expected, GDP values predicted according to Variant 3 fall between those of Variant 1 and 2 in most cases, and Variant 2 and 3 produce equal results at the beginning of the projection horizon. (See Tables 3 and 4 .) This is generally reflected by the time series of the cross-sectional coefficient of variance. For the economically most dynamic regions, Variant 2 assures the highest predicted GDP values, while for the most backward ones, Variant 1 is the most 'favourable' in most cases. Due to its outstanding relative economic weight, Budapest is the NUTS 3 region that is most accurately represented by the national average. HUNGARIAN STATISTICAL REVIEW, VOLUME 2, NUMBER 2, PP. 51-78. DOI: 10.35618/hsr2019.02.en051 
Results of the out-of-sample tests
In what follows, we shift our focus from the projected growth paths to the results of the out-of-sample tests, and experiment with the projection method under various weighting schemes. (See Table 3 .) We have a significantly limited scope for experimenting with the weighting schemes that describe long-term convergence, since our historical time series covers only 18 years, within which the test period covers 5 years (while our projection period spans 43 years). Table 5 presents an example for the weighting scheme used in the out-of-sample tests, these national and regional weights are subject to our experiments. Of course, our aim cannot be to reach mechanically the best errors on the historical sample data, because our test period may not be fully representative of the Hungarian regional processes, but it may help to understand the mechanisms behind our extrapolation methods. In choosing the best weighting scheme for long-term projections, theoretical considerations should also drive our decision. Two important parameters determine the weighting scheme: the initial level of HU w ( , 2013 HU w  ) and a parameter describing the speed of convergence (which determines the period of full convergence 4 ). Table 5 ). This implies that NUTS-3-level growth rates are assumed to converge towards the national-level growth rate until 2017 and ,2017 HU w equals 1. We note that RMSE and MAPE values (not included due to page limitation) indicate the same relations between the variants as AMAPE values in the case of the aggregate GDP series, although specific regional results may be different. Table 6 indicates that regarding the overall GDP-projection, the last variant came up as best, even when we projected GDP on the basis of its aggregate time series (column 6) and when it was projected on the basis of the multiplication of its components (column 5). The numbers in the last two columns show that differences between the two prediction methods (with or without decomposition) are insignificant, and for most variants, lower errors resulted when we elaborated the predictions without the decomposition. Of course, the decomposition adds more uncertainty in the computations because it is computed as the multiplication of four different projected time series, but in this case, it caused only a slight deterioration in the results. The last variant (named 'Convergence') seems to be the best choice with regard to GDP and labour productivity. In the out-of-sample tests of the two demographic indicators, the average past regional growth rates obtained the lowest errors (Variant 2), while in the case of employment, the best prediction method was the one with time-invariant weights and HU w  0.8. Surprisingly, Variant 1 that downscales national GDP to the regional level on the basis of the average historical shares of NUTS 3 regions within the national aggregate often produced the highest prediction errors. As expected, the most accurate projections are obtained in the case of population and the active population, followed by employment; while the highest errors occurred in the case of HUNGARIAN STATISTICAL REVIEW, VOLUME 2, NUMBER 2, PP. 51-78. DOI: 10.35618/hsr2019.02.en051 productivity projections. Differences in the accuracy of the projections can be observed also among the regions. (See Table A2 in the Appendix.) Note. The best errors are highlighted with italic bold.
Certainly, there are many more possible variants beyond those highlighted here. The results indicate that, in order to reach the minimum prediction error computed in the data of the period 2013-2017, the weight of the national-level projected growth rate should be set to 100%, which implies that past regional-level growth rates should not have any importance in predicting GDP trends. This method is not fully equivalent to Variant 1, because, as explained in Sub-section 1.3., Variant 1 'freezes' regional inequalities at their average past level (measured between 2000 to 2012), while HU w  1 'freezes' cross-sectional variance at its 2012 level. In the test period, this method emerged as most effective for GDP predictions. As Figure 4 indicates, the prediction errors rapidly improve between HU w  0 and HU w  0.5, but above this value, the pace of improvement gradually decelerates. The lesson from these results is that national level development has a highly important role in explaining regional-level GDP processes. We checked for this statement with principal component analysis on the NUTS-3-level GDP time series in the period 2000-2017. (See Figure A1 and Table A1 .) We could extract three principal components with eigenvalues higher than 1. Most Hungarian NUTS 3 regions have a relatively high component loading in the first component, and the average value of the loadings is 0.79. The most striking exceptions are Nógrád (-0.086), Baranya (0.554), Békés (0.601), and Zala counties (0.600). These results suggest that the weight of the national-level growth rates is best set at HU w  0.8 or at least HU w ≥ 0.5. In order to see the numerical consequences of the selection of parameters, we depict the cross-sectional variance of the regional GDP values under different prediction methods (weighting schemes) in Figure 5 and contrast them with actual values. Our next experimentation moves beyond time-invariant weights, leaves them as special cases, and introduces a 'convergence parameter' that controls the speed of the convergence of regional-level weights from their initial level ( , 2013 , 2013 1 ,
which is also varying between 0 and 1 with 5% intervals as presented above) towards reg w  0 (implying HU w  1). This means that it is not necessary to run the weight of the national growth rate from Table 5 , γ = 0.0500.) Its lowest value of 0.000 is equivalent to the time-invariant national weight scheme, and we set the upper limit so that HU w ≤ 1, because in the case of some , 2013 HU w values that fall close to 1, higher convergence parameters would result in a negative weight of past regional growth rates ( reg w < 0). We exclude this possibility in the computations, nevertheless, these cases would imply interregional convergence, however, the parameters' interpretation is not straightforward. In accordance with the results presented in Figure 4 suggesting that HU w should be close to 1, our test results prefer higher values of γ , i.e. faster convergence of past regional growth rates towards the national growth rate. (See Table 7 .)
Our ultimate results combine the 21 different values of , 2013 HU w and the nine different values of γ , which imply 189 different possible combinations of the weights. First, in the same manner as aforementioned, we provide the AMAPE values with respect to the GDP projections in two ways: both with and without the GDP decomposition described in Sub-section 1.2. Then, we individually scrutinize the results of the decomposed factors behind the GDP. The detailed numerical results are presented in Table 7 for the GDP prediction without the decomposition (and in Figure A7 ). Further results are indicated in Figures A2-A6 . Our first observation is the same as mentioned above, namely, that there is no significant difference in the AMAPE values and their patterns between the decomposed projection and the projection of the aggregate GDP. This means that the decomposition followed by the growth accounting literature is not necessary at this stage of the research. The sophistication of these projection methods is thus recommended, and, at later stages, the decomposition must gain more importance.
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In the case of productivity, the most accurate prediction can be delivered by timeinvariant weights where the weight of the national-level growth rate equals 1, that is, only national-level developments should count (AMAPE is 2.54, see Figure A3 ).
Concerning active population, the pattern is quite similar to the prediction of population, the lowest AMAPE (0.42) can be achieved with time-invariant weight ( γ = 0.0) and the weight of the national-level growth rate ( , HU t m w  ) equalling 0.1. This means that past regional average growth rates should count with a 0.9 weight in predicting the future evolution of the active population at the regional level. (See Figure A4. )
Regarding the employed population aged between 15 and 64 years, the most accurate projection (AMAPE = 1.30) was achieved with time-invariant weights ( γ  0.0) and the weight of the national-level growth rate equalling 0.7, implying reg w  0.3. (See Figure A5 .) For the overall GDP using the decomposition, γ  0.0 and HU w  1 came up as the most accurate weighting scheme (AMAPE = 2.26, see Figure A6 ). This means that although the test results are largely different for decomposed elements of the aggregate GDP, this fact does not have any impact on the prediction accuracy of the aggregate GDP after multiplying the decomposed predictions (see Equation /5/).
Finally, it would be useful to arrive at a recommendation for the selection of the parameters of the long-run regional-level GDP projection. In doing this, we use the test results of the five-year-long test period as well as intuition. Despite test results for the aggregate GDP projection, for the aforementioned considerations, we do not recommend discarding the use of past regional-level growth rates. We would prefer a combination of parameters with , 1 HU t w   0.5 and select the γ parameter so that the full convergence occurs at the end of the projection horizon, in 2060 ( γ  0.0111).
Conclusions
This paper studied certain simple, and therefore transparent, extrapolative projection methods regarding Hungarian NUTS-3-level GDP. Regional-level GDP values are linked to the national aggregate so that our projection method downscales an existing, external, national-level projection issued by the European Commission. We presented long-run projections until 2060 and tested their predictive capacity with out-of-sample tests on historical data. In searching for the best projection method, several decisions had to be made. Our results show that at this stage of the research, a simple projection of aggregate GDP time series gives comparable, if not better, results as the projection of decomposed GDP series. The out-of-sample tests elaborated on the period 2013-2017 show that the past interregional distribution of the GDP does not provide accurate input for predicting future regional GDP values, and, even in the first part of the projection horizon, national-level GDP processes should count more in predicting regional-level trends compared with average historical regional-level trends. We argue that a combination of past regional-level growth rates and projected national-level growth rates should be used in downscaling national-level GDP values to the NUTS 3 level to achieve sufficiently accurate results in using the extrapolative method. Figure A5 . AMAPE values in the out-of-sample test of employment Note. AMAPE averaged between the methods described in Table 6 .
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