For a number of widely used models, normalized source strength (NSS) can be derived from eigenvalues of the magnetic gradient tensor. The NSS is proportional to a constant q normalized by the nth power of the distance between observation and integration points where q is a shape factor depending upon geometry of the model and n is the structural index. The NSS is independent of magnetization direction, and its amplitude is only affected by the magnitude of magnetization. The NSS is also a homogenous function and satisfies Euler's homogeneity equation. Therefore, Euler deconvolution of the NSS can be used to estimate source location. In our algorithm, we use data points enclosed by a square window centered at maxima of the NSS for simultaneously estimating the source location and structural index. The window size is increased until it exceeds a predefined limit. Then the most reliable solution is chosen based on some statistical analysis (minimum uncertainty). One of the advantages of the presented method is that it allows automatic identification of the structural index as the constant background field is eliminated. Another advantage is reduction of interference effects from neighboring sources by differentiation of the NSS. We have compared our method with the analytic signal amplitude and when the magnetic source contains remanent magnetization with a different direction to the inducing field, the NSS provides more reliable information about source geometry. Application of the method has been demonstrated on an aeromagnetic data set from the Tuckers Igneous Complex, Queensland, Australia. The NSS has improved interpretation of magnetic anomalies for this igneous complex, for which available geologic information shows relatively strong remanent magnetization.
1

ABSTRACT
For a number of widely used models, normalized source strength (NSS) can be derived from eigenvalues of the magnetic gradient tensor. The NSS is proportional to a constant q normalized by the nth power of the distance between observation and integration points where q is a shape factor depending upon geometry of the model and n is the structural index. The NSS is independent of magnetization direction, and its amplitude is only affected by the magnitude of magnetization. The NSS is also a homogenous function and satisfies Euler's homogeneity equation. Therefore, Euler deconvolution of the NSS can be used to estimate source location. In our algorithm, we use data points enclosed by a square window centered at maxima of the NSS for simultaneously estimating the source location and structural index. The window size is increased until it exceeds a predefined limit. Then the most reliable solution is chosen based on some statistical analysis (minimum uncertainty). One of the advantages of the presented method is that it allows automatic identification of the structural index as the constant background field is eliminated. Another advantage is reduction of interference effects from neighboring sources by differentiation of the NSS. We have compared our method with the analytic signal amplitude and when the magnetic source contains remanent magnetization with a different direction to the inducing field, the NSS provides more reliable information about source geometry. Application of the method has been demonstrated on an aeromagnetic data set from the Tuckers Igneous Complex, Queensland, Australia. The NSS has improved interpretation of magnetic anomalies for this igneous complex, for which available geologic information shows relatively strong remanent magnetization.
INTRODUCTION
Aeromagnetic surveys are routinely carried out as a primary mineral exploration tool for numerous types of mineralization, such as iron-oxide copper-gold (IOCG) deposits, skarns, massive sulfides, banded-iron formations (BIF), and diamonds. Another important application of aeromagnetic surveys is in geologic mapping of prospective areas with buried igneous bodies that are frequently associated with mineralization. Aeromagnetic data are also used in a variety of applications, including study of tectonic settings, for hydrocarbon exploration, modeling groundwater and geothermal resources, for UXO detection, and environmental engineering. Nabighian et al. (2005) review magnetometers designed for ground, airborne, shipborne, space, and borehole measurements. In general, commercially available magnetometers can be subdivided into two types; scalar magnetometers which measure total magnetic intensity (TMI), and vector magnetometers which measure vector components of the field. Vector magnetometers are rarely used for airborne measurements. Because the background geomagnetic field is usually much larger than the anomalies of interest, small changes in sensor orientation produce large errors in vector components. Attainment of a subnanoTesla noise level for vector components in a geomagnetic field of 50,000 nT requires measurement of sensor orientation to an accuracy of better than 0.001°. For this reason, calculation of vector components from measured TMI is generally preferable to vector measurements (Schmidt and Clark, 2006) . Clark (1997, 1998) discussed the calculation of vector components from measured TMI. They compared theoretical derivations of source magnetic moment vectors, derived from integration of calculated vector components over the measurement plane, with laboratory measurements to demonstrate the validity of the approach.
Gradients of the magnetic field components are much more sensitive to short wavelength anomalies than magnetic field vector components and TMI. A major advantage of magnetic gradiometry over vector measurements lies in the fact that measured gradients are relatively insensitive to platform orientation and can be readily corrected to a fixed geographic reference frame, because the geomagnetic background gradient is generally smaller than gradients from nearby anomalous sources. Another advantage of magnetic gradiometry is that the effects of regional background fields and diurnal variations are reduced by differentiating the field. In general, gradiometry surveys provide more detailed information than magnetic field measurements when the field is undersampled. Schmidt et al. (2004) provide an excellent overview on advantages of magnetic gradient tensor measurements over TMI and vector surveys.
In the last two decades, processing and interpretation techniques of gravity and magnetic gradient tensor data have been widely improved (e.g., Pedersen and Rasmussen, 1990; Vasco and Taylor, 1991; Edwards et al., 1997; Boggs and Dransfield, 2004; Schmidt et al., 2004; Zhdanov et al., 2004; While et al., 2006 While et al., , 2009 Mikhailov et al., 2007; Clark, 2009 Clark, , 2010 Clark et al., 2009; Beiki, 2010; Beiki and Pedersen, 2010, 2011; Holstein et al., 2011) . In 1990, Pedersen and Rasmussen studied gradient tensors of gravity and magnetic fields and introduced scalar invariants to indicate their dimensionality (Pedersen and Rasmussen, 1990) . Two decades later, Beiki and Pedersen (2010) showed that, for 2D gravity structures, the strike direction can be found from eigenvectors corresponding to the minimum eigenvalues. use the pseudogravity gradient tensor derived from the measured magnetic field to determine dimensionality of the magnetic field, assuming that the direction of magnetization is known and the density-to-magnetization ratio is constant throughout the source.
Magnetic gradient tensor surveys are likely to become common in the near future, given encouraging recent developments of new magnetic tensor gradiometer systems (e.g., Schmidt et al., 2004; Humphrey et al., 2005; Stolz et al., 2006a Stolz et al., , 2006b Sunderland et al., 2009 ). This provides an incentive for development of improved methods to extract the extra information provided by gradient tensor measurements. However, although it should be stressed that direct measurement of the gradient tensor will provide superior results, useful gradient tensor data can be obtained by Fourier processing of TMI surveys, provided several caveats are addressed. These include: Effective removal of regional trends and careful windowing of survey areas, to minimize artifacts such as Gibbs phenomenon "ringing" and spectral leakage; a density of sampling (particularly across lines) that is sufficient to effectively eliminate aliasing of high frequencies in the measured fields; reliable interpolation algorithms to provide accurate (not just "pretty-looking") gridded TMI data for Fourier domain calculation of gradient tensor elements; and accurate reduction of TMI data to a common level before Fourier processing, using equivalent source methods or otherwise, which is a very challenging requirement in areas of rugged topography. Where the geomagnetic field has shallow inclination, calculation of gradient tensor components from TMI surveys is afflicted by directionally sensitive amplification of noise, similar to the problems encountered with reduction to the pole. In areas with very strong anomalies that perturb the local geomagnetic field significantly, the measured TMI must be corrected to a true potential field before further processing to calculate vector and tensor components (Lourenço and Morris, 1973; Schmidt and Clark, 2006) .
In this paper, we show that the normalized source strength (NSS) derived from the magnetic gradient tensor (MGT) is independent of magnetization direction for an important class of sources, and only weakly dependent on magnetization direction in general. We also show that it satisfies Euler's homogeneity equation and it can be used to locate magnetic sources. We describe the advantages of the normalized source strength over the 3D analytic signal amplitude which depends upon magnetization direction as well as dip angle of magnetic sources. The general objective of this paper is to develop a new interpretation technique for airborne magnetic gradient tensor data. However, the same concept can be used for interpretation of magnetic field data after deriving MGT from densely measured TMI. In this paper, we have demonstrated the application of the presented method on an aeromagnetic data set from the Tuckers Igneous Complex (TIC), Queensland, Australia.
METHOD
Normalized source strength
The magnetic gradient tensor comprises the first derivatives along the Cartesian x-, y-, and z-directions of the magnetic vector components. The magnetic field B from a magnetization distribution M, in volume V can be written as (Blakely, 1995) BðrÞ
where Φ is magnetic scalar potential, r and r 0 are the position vectors of the observation and integration points, respectively, and C m ¼ 10 −7 Henry∕m in SI units. The magnetic gradient tensor Γ then is Outside the source, Φ satisfies the Laplace equation ∇ 2 ΦðrÞ ¼ 0, and hence the trace of the tensor is equal to zero. Because Γ is symmetric, it contains only five independent components and it can be diagonalized as
where V ¼ ½v 1 v 2 v 3 and Λ ¼ and eigenvalues, respectively. The standard invariants of Pedersen and Rasmussen (1990) , who give expressions for these quantities in terms of tensor elements, can also be expressed in terms of the eigenvalues of the gradient tensor:
which satisfy the cubic characteristic equation
For a magnetic dipole source, the dipole moment m and displacement vector r 0 ¼ ðr − r 0 Þ define a plane with normal Figure 1) . From symmetry considerations, it follows that one of the eigenvectors of the tensor is constrained to be parallel ton. This eigenvector always corresponds to the eigenvalue λ 2 that has the smallest absolute value (H. Wilson, personal communication, 1985) . In Appendix A, we have briefly reviewed mathematical background of the scaled magnetic dipole moment developed by H. Wilson (personal communication, 1985) . As can be seen in Appendix A, at a given location, the normalized magnetic moment μ ¼ 3C m jmj∕jr − r 0 j 4 (equation A-3), which is independent of magnetization direction, but proportional to the magnitude of the magnetic moment, can be expressed in terms of the eigenvalues. From equation A-7, the normalized magnetic moment μ and the angle between displacement vector and magnetic moment vector ϕ are given by
and
where λ 2 is the intermediate eigenvalue, characterized by having the smallest absolute value. It should also be noted that the normalized magnetic moment can be defined, in terms of the invariants I 1 and I 2 and the intermediate eigenvalue λ 2 , as μ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi Clark, 2009 ). The magnetic moment of a compact source is the volume integral of the magnetization vector and has the units of Am 2 . The normalized dipole moment, which falls off as the inverse fourth power of distance, has the same units as the gradient tensor (nT∕m). In this paper, we have generalized the normalized magnetic moment for different model types such as horizontal cylinder, thin sheet, and contact. As will be shown in the next section, the physical dimensions of the magnetic source term vary with source geometry. Therefore, hereafter, the normalized magnetic moment is called "normalized source strength." We take equation 5 as a general proxy for NSS because for several commonly used models μ as given by equation 5 corresponds to a measure of source strength, divided by a power of source-sensor separation.
We studied the normalized source strength for 2D and 3D sources with two synthetic examples. The first example involves a magnetic dipole located at (x 0 ¼ 500 m, z 0 ¼ 100 m), represented by a sphere with a susceptibility of 0.01 SI in a vertical inducing field of 60,000 nT. The inclination and declination of the remanent magnetization vector are þ 45°and 0°, respectively (Figure 2 ). The Koenigsberger ratio is equal to unity, which produces a resultant vector with inclination and declination of þ22.5°and 0°. The NSS peaks exactly above the source. Because the normalized moment falls off as 1∕r 4 ¼ 1∕ðρ 2 þ h 2 Þ 2 , where ρ is the horizontal displacement and h is the depth of the dipole, it is easily shown that the depth of the source equals ½ ffiffi ffi 2 p − 1 −1∕2 ¼ 1.55 times the half-width at halfmaximum (HWHM) of the peak. The minimum of the angle ϕ occurs at x ¼ 260 m. Therefore, a vector passing through the observation point with ϕ ¼ 0, pointing at the source location is parallel to the resultant magnetization vector. As Pedersen and Rasmussen (1990) and Clark (2009) note, in the case that m and r 0 are perpendicular λ 2 ¼ 0, and consequently the invariant I 2 and the invariant ratio I are equal to zero, even though the source is not 2D. The second example ( Figure 3 ) involves an infinite thin sheet (thickness ¼ 10 m) with a dip angle of 45°, located at (x 0 ¼ 500 m, z 0 ¼ 100 m), magnetized by induction with susceptibility of 0.1 SI, in a vertical inducing field of 60,000 nT. For 2D structures, λ 2 ¼ 0 and λ 3 ¼ −λ 1 , so by equation 5 the normalized source strength is μ ¼ jλ 1 j ¼ jλ 3 j. In this case, the normalized source strength becomes equal to the analytic signal amplitude of the vertical component (or strike-perpendicular horizontal component). As can be seen in Figure 3 , the normalized source strength is symmetric with its Figure 1 . A schematic of the canonical coordinate system of a dipole located at r 0 , magnetized along the vectorm, wherer 0 ¼ ðr − r 0 Þ is displacement vector, ϕ is the angle between displacement vector and magnetization vector, andn is the normal to the plane containingr 0 andm. maximum located above the top of the thin sheet and the HWHM is equal to the depth to the top.
Homogeneity of the normalized source strength
The gravity and magnetic fields caused only by elementary 2D and 3D sources satisfy Euler's homogeneity equation. However, in practice, Euler deconvolution can be used to deconvolve the fields caused by sources of arbitrary shapes (Reid et al., 1990) , for which
where r and r 0 denote observation and source points, respectively, f is the measured gravity or magnetic field, n is the structural index, and B is a constant level representing the background field within a sliding window of adjustable size. Equation 7 can be solved in a window enclosing several data points to estimate the source location r 0 and the background field B. In recent years, different implementations of Euler deconvolution have appeared in the literature. In the standard Euler deconvolution algorithm (Reid et al., 1990) , the structural index n is specified by the user, based on a priori information. However, in practice, we are normally able to solve Euler's equation for source location and structural index, simultaneously (e.g., Schmidt et al., 2004; Beiki, 2010) . Any potential field and its spatial derivatives are harmonic outside of source regions. For several important models, these quantities are also homogeneous. This makes application of Euler deconvolution of potential fields or their derivatives straight forward. However, some functions like analytic signal amplitude can be homogeneous but not harmonic (Florio et al., 2006; Beiki, 2010) . For such functions, caution should be exercised in differentiating the field. Another example of this type of functions is f ¼ 1 r n for n greater than one. This implies that the normalized source strength (e.g., the normalized dipole moment given by equation A-3 is a nonharmonic homogeneous function of degree n). The normalized source strength of simple sources may be generalized as
where n is the structural index pertaining to gradient anomalies and q is the geometry factor listed in Table 1 for sphere, horizontal cylinder, thin sheet, and contact (with infinite depth extent) models. Note that the geometry factor has different physical units for different model types. In Table 1 , m is the magnitude of the magnetic moment, j is the magnitude of the effective magnetization in A∕m, i.e., the component normal to the strike of the 2D structure, t is the thickness of the thin sheet model in meters and s is the cross section area of the model in m 2 .
Euler deconvolution of the NSS can be used to estimate the magnetic source location. To calculate three orthogonal gradients of the NSS, we need first to calculate the gradients of the MGT components in x-, y-, and z-directions, and then we can calculate the derivatives of the invariants I 1 and I 2 in three Cartesian directions by differentiating the expressions given by Pedersen and Rasmussen (1990) for the canonical invariants in terms of the tensor elements where α ¼ x, y, and z, and B zz has been eliminated from the right side of equation 9 by using the tracelessness property. Derivatives of the eigenvalues λ 1 , λ 2 , and λ 3 can then be derived by differentiating equation 4, which gives
ð3λ 2 2 þ I 1 ≠ 0Þ;
i ¼ 1; 2; and 3.
This expression becomes indeterminate in the case of degenerate eigenvalues, for which λ 2 ¼ λ 3 ¼ −λ 1 ∕2 or λ 2 ¼ λ 1 ¼ −λ 3 ∕2. This applies, for example, everywhere for the point pole model (representing a long, narrow, axially magnetized pipe) and everywhere along the magnetization axis for a dipole source. When the eigenvalues are degenerate in a neighborhood of a measurement point for the gradient tensor,
, so if the derivatives exist they are given by ð3λ 2 2 þ I 1 ¼ 0Þ;
Once we have calculated the derivatives of the eigenvalues, differentiating equation 5 gives
In some circumstances, this approach to calculating derivatives of eigenvalues and μ encounters problems at points where the eigenvalues are degenerate, in the neighborhood of which interchanges of ordering may occur. Although it can be shown that the eigenvalues and the NSS are continuous everywhere, profiles of these quantities may exhibit kinks at these points, so their derivatives are undefined. In practice, however, we have never encountered problems of numerical stability at such points. Degeneracy of eigenvalues can occur in several ways. For the idealized case of a point pole source, two eigenvalues are degenerate everywhere. In this case, however, the derivatives of the eigenvalues and of μ are continuous and equations 11, 12, and 13 behave impeccably. For a dipole source, degeneracy of eigenvalues occurs along the axis of magnetization. For observations on a plane, this degeneracy occurs at the point where the axis of magnetization intersects the observation plane. Again, the derivatives of the eigenvalues are piecewise continuous and are given by equation 12 at this point and by equation 11 everywhere else. Equation 13 correctly calculates derivatives of μ everywhere. For isolated sources that conform to equation 8, μ is clearly differentiable everywhere and calculation of its derivatives using equations 11, 12, and 13 should not encounter problems (except at points where the gradients vanish and μ ¼ 0).
On the other hand, interference between neighboring sources can theoretically cause singularities in the derivatives at isolated observation points, where fortuitous cancellation of gradients occurs. A particular example of this will be shown below in the section on interfering anomalies. When the gradients vanish, the canonical invariants, the eigenvalues, and μ are all zero, so equations 11, 12, and 13 become indeterminate. This special situation is easily recognizable and can be excluded from the analysis. A more insidious situation can occur when trends in background gradients can produce degeneracy of eigenvalues at particular points, leading to kinks in their profiles. Calculated gradients exhibit discontinuities across these points, which should be excluded from further analysis. For a real data case, in the presence of noise on finitely sampled data, finite regions of indecision can be countered (H. Holstein, personal communication, 2012 ).
An alternative approach for calculating the derivatives of the normalized source strength can be the finite difference approach (Keating, 2009 ). Basically, the horizontal derivatives of the normalized source strength can be calculated in the space domain using the central difference between two data points. But for calculating the vertical derivative of the normalized source strength, we have to upward continue the measured MGT data to two different levels h and 2h. Then the vertical derivative of the normalized source strength, at level h, can be obtained as ∂μ ∂z
where μ obs is the calculated NSS at observation level. As Keating (2009) 
for the unknown parameters x 0 , y 0 , z 0 , and n. In equation 15, the constant background field B is eliminated by differentiation of the magnetic field components. In our algorithm, we form a square window centered at the maxima of the NSS and use the data points located within the window to estimate the source location as well as the structural index. This reduces the number of solutions, and consequently computational time is significantly decreased. Another advantage of locating windows around maxima of normalized source strength is that we include data points with higher signal to noise ratio (S/N). Once the uncertainty of the estimates is obtained for a window, we increase the size of the window until it exceeds a predefined limit. Then we choose the solution which corresponds to minimum uncertainty among the set of computed solutions. The uncertainties of the estimated coordinates of the source location and the structural index are found from the covariance matrix as Beiki (2010) describes.
Noise sensitivity
As we described earlier, the normalized source strength has the same units as the eigenvalues, and hence as the tensor elements. Thus, derivation of NSS from MGT does not amplify high-frequency contents of magnetic gradient components. However, derivatives of the NSS employed in Euler deconvolution enhance high frequencies. The sensitivity of the method to random noise was tested by estimating the source location and structural index of a synthetic model in the presence of Gaussian noise (Figure 4) . The model involves a prism with dimensions of 200 × 200 × 200 m and depth to the top of 25 m, the geomagnetic field is vertical, and inclination and declination of the magnetization vector are þ 45°and 0, respectively. Gaussian noise of zero mean and a standard deviation equal to 20% of the standard deviation of each MGT component is added to the corresponding component. To have a better illustration of the effect of remanent magnetization in the presence of random noise, we have shown the corresponding TMI anomaly in Figure 4a .
To reduce the effects of noise, an upward continuation of 5 m was applied to MGT data prior to Euler deconvolution. Figure 4b shows the normalized source strength calculated at 5 m above the observation level with superimposed solutions from Euler deconvolution (white circles). To find the best solution, we used a 30 × 30 m window centered at the maxima of the NSS and then we increased the window length to both sides until it exceeded 150 m. Finally, we chose the solution corresponding to the minimum uncertainty of the estimated source location. Histograms of the estimated depths to the source and structural indices of the final solutions are plotted in Figure 4c and 4d, respectively. The structural indices shown in Figure 4d are close to unity, which is the theoretical structural index of a contact model. This is due to the fact that the sides of a large prism located close to the surface can be approximated by a contact. As can be seen in Figure 4b , in this particular example, the northern and southern edges of the prism are better enhanced using the normalized source strength than the eastern and western edges because the effective component of the magnetization vector perpendicular to the strikes of the eastern and western edges is very small. This is the reason that the solutions are located above the northern and southern edges of the prism. The application of the method to several synthetic data examples containing different noise levels demonstrates that our method is robust to Gaussian noise. In our method, use of large windows is preferred as more data points are used in the least squares algorithm and generally Table 2 . Physical and geometrical properties of bodies used in the synthetic model shown in Figure 5 .
Body
Depth to the top/center (m) Width/radius (m) Depth extent (m) Magnetization (Inc, Dec) Q ratio Susceptibility (SI)
Polygon ( the accuracy of the estimates is improved significantly. However, employing very large windows is risky as we may include data points affected by horizontally neighboring sources or those with lower S/N. An advantage of locating the convolution window around the maxima of the NSS is that the data points with high S/N are used in the algorithm. To avoid choosing local maxima caused by high-frequency noise as the center of convolution window, we can pick maxima of the NSS after applying upward continuation. It is very difficult to define a specific threshold for the S/N at which the method fails but our experience with different synthetic examples shows that by increasing the noise level, estimated depth, and structural index are more affected by high-frequency noise than estimated horizontal coordinates of the source.
Interfering signals Beiki (2010) showed that Euler deconvolution of the directional analytic signal amplitudes can give better estimates than standard Euler deconvolution when anomalies from causative bodies are highly distorted by horizontally neighboring sources. Euler deconvolution of the NSS has the same advantage over the standard Euler method because it uses derivatives of the scaled moment which involve third-order derivatives of the magnetic potential, whereas derivatives of the magnetic field are second-order derivatives of the potential.
The interference effect of neighboring sources is illustrated by showing the results of a generic model involving several laterally adjacent 2D and 3D bodies that are located at different depths. Figure 5 shows a 3D view of the synthetic model and Table 2 lists the physical and geometrical properties of the bodies used in this model. We have also added random Gaussian noise, Nð0; σ 2 Þ with a standard deviation equal to 20% of the standard deviation of each MGT component to the corresponding component. Figure 6a and 6b shows the magnetic field and the calculated NSS of the synthetic model, respectively. After upward continuation of 20 m, a 30 × 30 m window is used as starting window size and then the size of the window is increased until it exceeds a predefined limit of 100 × 100 m. The estimated source locations and structural indices superimposed on the calculated normalized source strength at 20 m above the observation level are plotted in Figure 6c and 6d, respectively. It should be noted that the estimated structural indices are rarely pure integers, because the geometry of real bodies is generally complex in reality. The displayed results show a good estimation of causative body locations after upward continuation of the MGT data.
We also studied deviation of the estimated model parameters from true values caused by interference effects by generating a model which involves two parallel vertical thin sheets separated by distance s. The thin sheets are located at 100 m depth with susceptibility contrasts of 0.01 SI. The inducing field is vertical with intensity of 60,000 nT and the sampling interval is 10 m perpendicular to the strike of thin sheets. The effect of neighboring sources is studied as a function of separation-to-depth ratio (s∕z). Figure 7a shows the calculated NSS for s∕z ¼ 2. In Figure 7b Table 2 .
Normalized source strength J29 the estimated depth, horizontal location, and structural index normalized by their true values 100 × ðm est − m true ∕m true Þ are plotted versus different s∕z ratios where m est and m true denote estimated and true parameters, respectively. As expected, the model horizontal locations, depths, and structural indices are well-estimated when the separation-to-depth ratio is high. By decreasing this ratio, deviations of the estimated parameters from the true location are increased up to 60% for the case s∕z ¼ 1. When s∕z < 1, the field corresponding to the thin sheets can be approximated by a thick dike model such that the normalized source strength gives only one maximum located between the vertical thin sheets. Considering the solutions with deviations greater than 20% as unreliable estimates, we can conclude that, in this particular example, the method fails when s∕z < 2.
For the special case shown in Figure 7a , μ vanishes at a point midway between the sheets, due to fortuitous cancellation of the gradient tensor elements from the two sheets, and its derivative is discontinuous at this point. Note that this aberration does not occur for any other separation distance, nor does it occur if there is any unremoved background gradient present, or in the presence of noise. In practice, discontinuous derivatives are expected to be uncommon, and are easily recognized and excluded from further consideration.
In the examples shown here, we have studied cases of interference between horizontally separated sources. It should be noted that, like other standard approaches such as Euler deconvolution and local wavenumber, when vertical interference occurs (magnetic sources located above and below each other), our approach fails.
WORKFLOW
The algorithm is schematically demonstrated in Figure 8 . The input of the algorithm is the MGT data and the normalized source strength given by equation 5 is calculated from the eigenvalues of magnetic gradient tensor. Maxima of the NSS are defined for locating the convolution windows. The preliminary window size (W 0 ) and the maximum window size (W m ) are set by the user. The data points enclosed by the square window around the defined maxima of the NSS are used in the Euler deconvolution of the NSS to estimate the source location as well as the structural index. The window size is increased around the same center until the maximum window sized is reached. For each iteration, the uncertainties of solutions are calculated and normalized to the estimated depths. The solution corresponding to the minimum uncertainty is taken as the final solution.
REAL DATA EXAMPLE
Application of the method to real magnetic data is demonstrated on an aeromagnetic data set from the TIC, Queensland, Australia. The objective is to locate the geologic bodies using Euler deconvolution of the normalized source strength. The acquired results are presented after a brief description of the geology and data preparation.
Geologic setting
The Ravenswood Batholith, a series of Early Ordovician to Middle Devonian granitic to gabbroic intrusive rocks, is a major element of the Lolworth-Ravenswood Province of northeast Queensland (Hutton et al., 1994) . The Province has been relatively tectonically stable since the Ordovician, with the exception of localized shearing along mylonite zones. The Siluro-Devonian granitoids are undeformed and thought to be flat-lying (Clark and Lackie, 2003) , "sheet-like" intrusions with an approximate thickness of 5-6 km (Stockhill and Hutton, 1991) . The batholith was emplaced at shallow crustal levels and is presently exposed near the roof zone (Woods and Rienks, 1992) . Figure 9 . Simplified geology map of the TIC modified after Clarke et al. (1971) .
Normalized source strength J31
The TIC is a northeast-oriented, T-shaped magmatic complex, with a small satellite body to the southeast that was dated at 287.4 AE 3.6 Ma by Blevin and Morrison (1997) . Figure 9 shows a simplified geology map of the TIC modified after Clarke (1971) . Detailed mapping and petrology by Beams (1994) showed that the TIC formed via fractionation of a very hot, oxidized magma that produced a range of melt compositions, from diorite and gabbro, to quartz monzodiorite, adamellite, and granodiorite. Geochemical analyses by Blevin and Morrison (1997) showed that the intrusive phases of the TIC are comagmatic with each other, and with andesitic volcanics to the southwest and proximal mafic and felsic dikes. The intrusions caused contact metamorphism of surrounding granitoids to anhydrous pyroxene hornfels, which produced metasomatic fluids that formed a secondary amphibole-biotite hornfels aureole, outboard of the pyroxene hornfels, around the TIC. Secondary magnetite was produced in the hornfelses (Clark and Lackie, 2003) . However, the prominent magnetic low that skirts the TIC coincides with reversed thermoremanent magnetization in the tonalitic country rocks, which was acquired by thermal remagnetization of the baked country rocks during emplacement of the TIC in the Early Permian, when the geomagnetic field was reversed (Lackie et al., 1992) . Clark and Lackie (2003) suggest that the magnetic low is due to thermal resetting of primary pseudosingle domain magnetite in the largely unaltered country rocks outboard of the hornfels zone, not thermochemical remanence associated with secondary magnetite in the hornfels.
Aeromagnetic data
An aeromagnetic survey of the study area was conducted in 1998. The nominal height of the aircraft was 60 m above the ground, with a sampling interval of about 15 m along flight lines. The flight lines were flown along N45°E with a spacing of 400 m. Figure 10a shows the gridded total magnetic field anomaly with a cell size of 100 m. The MGT components are calculated as described by Schmidt and Clark (1998) , with inclination and declination of the inducing field of −49.7°and 7.8°, respectively.
As Schmidt and Clark (1998) described, igneous phases of the TIC are characterized by a relatively shallow inclination remanent magnetization that is a combination of a steep down primary remanence and recently acquired viscous magnetization directed north with moderate upward inclination. Based on sample measurements, they reported an average susceptibility of 0.054 SI and a remanent magnetization of, directed shallowly to the north (Inc ¼ −3°, Dec ¼ 357°), with Koenigsberger ratio Q ≪ 1. They also studied two areas, the North Margin and the Outlier (shown in Figure 10a as areas A and B, respectively), in more detail. Schmidt and Clark (1998) estimate the direction and magnitude of the total anomalous magnetic moment using integrals of first-order moments of the magnetic components. They estimate the inclination and declination of the total moment of the North Margin to be þ39°and 35.8°, respectively, whereas for the Outlier they calculate an inclination and declination of þ4.5°and 13.7°, respectively. Figure 10 . (a) Total magnetic field and (b) the calculated NSS of the TIC. Figure 10b illustrates the normalized source strength derived from the calculated MGT components. The NSS map provides useful information to improve interpretation of magnetic field data when geologic bodies contain remanent magnetization. Figure 10b shows that the NSS over area A enhances the edges of the magnetic source which contains positive and negative magnetic anomalies, representing strongly magnetic gabbro and hornfels and reversely magnetized thermal resetting zones, respectively. For area B, which involves a positive TMI anomaly in the center surrounded by a negative anomaly, the normalized source strength yields a positive 3D-like anomaly approximately located above the center.
The estimates of depths to source and structural indices of causative bodes are displayed in Figure 11a and 11b , respectively. A starting window of 300 × 300 m is formed around the maxima of the NSS, and then the window length is increased until it exceeds a window size of 700 × 700 m which is defined based on the wavelengths of the major anomalies. In our algorithm, we have used the following rejection criteria to discriminate more reliable solutions from spurious ones:
• solutions with depth estimates greater than 1000 m,
• solutions with estimated structural indices smaller than 0.5 or greater than 4.5,
• solutions for which the uncertainty of the depth estimates normalized by corresponding depth is greater than 50%, and
• solutions located outside the corresponding convolution window.
The rejection criteria used in the algorithm are data-dependent and are defined based on the available geologic information.
For anomaly A, the estimated depths of solutions are about 100 m. The western edge of anomaly A is well delineated by a set of solutions. The estimated structural indices for the western edge are about 1.5, which is close to the theoretical structural index of the contact model, whereas for the eastern edge they are around 2. For area B, solutions show higher uncertainty than from other areas, which can be either due to complexity or to undersampling of this particular anomaly. We note that only three lines cross over this anomaly. The final solutions for this anomaly have depths less than 100 m with structural indices of about 2.5. The solutions for anomaly C are clustered above the 3D-like features with estimated depths and structural indices relatively greater than those from other anomalies in the study area. Histograms of the uncertainties for source location normalized by corresponding estimated depth, so-called relative error, and structural index estimates are plotted in Figure 12a and 12b, respectively. The total uncertainty of the estimated source location and structural index are found from the covariance matrix (Beiki, 2010) .
DISCUSSION
In 1984, Nabighian generalized the 2D analytic signal (Nabighian, 1972 (Nabighian, , 1974 to 3D and showed that the Hilbert transform of any potential field satisfies the Cauchy-Riemann relations. Roest et al. (1992) defined the analytic signal Aðx; yÞ of a potential ϕðx; yÞ measured on a horizontal plane as Figure 11 . The estimated (a) depth and (b) structural indices superimposed on the NSS map. If the anomalous field is small compared to the inducing field, measured total field intensity can be considered to be a harmonic function (Blakely, 1995) . Then the analytic signal amplitude can be derived from the derivatives of TMI in three Cartesian directions. Salem and Ravat (2003) combined analytic signal amplitude derived from TMI and Euler deconvolution and showed that maxima of the analytic signal amplitude, depth to source and structural index can be estimated from vertical derivatives of the analytic signal amplitude. The analytic signal can also be obtained from magnetic field components B x , B y , and B z . Beiki (2010) shows that, for the gravity case, directional analytic signal amplitudes can be obtained by differentiating gravity vector components along x-, y-, and z-directions. He also showed that the directional analytic signal amplitudes are homogenous functions but not harmonic. They satisfy Euler's homogeneity equation and can be used to estimate the source location and structural index. The same mathematical properties are valid for MGT, for which directional analytic signals in three orthogonal directions can be calculated.
In two dimensions, the analytic signal amplitude is independent of magnetization direction. Li (2006) provides an overview on applications and limitations of the 3D analytic signal amplitude. Li shows that, in 3D, the analytic signal amplitude depends upon magnetization direction. Therefore, there are concerns with using the 3D analytic signal amplitudes for quantitative interpretation in the presence of remanent magnetization, whether these are derived from TMI, magnetic field components, or MGT.
In this paper, we have introduced a new function, the normalized source strength, which is completely independent of magnetization direction for an important class of 2D and 3D models and is very weakly dependent on magnetization direction in general. We have compared the NSS with the analytic signal amplitude for two simple generic models involving a sphere (radius of 50 m) located at 100 m depth with susceptibility of 0.01 SI when intensity of the vertical inducing field is 60,000 nT ( Figure 13 ) and differing magnetization direction. The resultant magnetization direction for the first case is Figure 12 . Histograms of the uncertainty of (a) the estimated depths normalized by the corresponding depth and (b) structural indices. Figure 13 . Total magnetic fields corresponding to a sphere (radius of 50 m) located at 100 m depth and intensity of inducing field of 60,000 nT with resultant vector of (a) inclination and declination of 0°and 90°, and (b) inclination and declination of 22.5°and 45°, (c) and (d) NSS and (e) and (f) analytic signal amplitudes corresponding to cases (a) and (b), respectively.
(Inc ¼ 0, Dec ¼ 90°), and for the second case is (Inc ¼ þ22.5°, Dec ¼ 45°). For brevity, we only show the analytic signal amplitude of the vertical field component, A z ðx; y; zÞ ¼ ½ðB xz Þ 2 þ ðB yz Þ 2 þ ðB zz Þ 2 1∕2 , calculated from the third row of the MGT. As can be seen, the 3D analytic signal amplitudes calculated for these models are affected by the magnetization direction, whereas the NSS gives a symmetric anomaly with its maximum located exactly above the source location. Figure 14 shows A z ðx; y; zÞ for the TIC. As can be seen in Figure 14 , the analytic signal amplitude calculated from measured TMI for most of the TIC anomalies such as anomalies A and B is different from the calculated NSS. This may be due to remanent magnetization of the geologic bodies. As we showed in Figure 13 , symmetry of the analytic signal amplitude is influenced by the presence of remanent magnetization. For the dipole sources of Figure 13 , the long axis of the analytic signal amplitude is parallel to the horizontal projection of the magnetization vector. The analytic signal amplitudes of 3D-like anomalies within area C are mostly elongated north-south whereas the same NSS anomalies are more circular (Figure 10b ). This is in agreement with our geologic information, which suggests that these anomalies are magnetized shallowly to the north. Interpretation of anomalies A and B is rather difficult because these anomalies are complex and the magnetic field is undersampled. Undersampling is a common problem in airborne surveys because the flight line spacings are usually several times greater than altitude of aircraft over magnetic sources. Magnetic gradiometry surveys should significantly improve interpretation of such undersampled complex geologic bodies.
CONCLUSIONS
We have shown that the normalized source strength can be calculated from eigenvalues of the MGT. For several important models (i.e., compact 3D dipole-like sources, pole type sources such as narrow pipes with almost axial magnetization, horizontal cylinders, thin dipping sheets, 2D contacts) this function is independent of magnetization direction, but proportional to the magnitude of the source strength, and its maximum occurs exactly above the causative magnetic source. For compact sources that can be well represented by a dipole, the angle between magnetization and displacement vectors can be defined from the eigenvalues. It is also shown that the NSS is a nonharmonic homogeneous function. Therefore, Euler deconvolution of the NSS can be used to estimate the source location and structural index, simultaneously. The advantage of this method is that by differentiating the field, the constant background level is eliminated and the effect of interfering sources is reduced. However, differentiation of the field risks the amplification of high-frequency noise. In our algorithm, we use data points located within a square window centered at maxima of the NSS in a least squares solver to estimate the source location and structural index. The window size is increased around the same center until the predefined threshold is reached. For each iteration, the uncertainties of solutions are calculated. Finally, the solution corresponding to the minimum uncertainty is chosen as the most reliable solution.
For the real data case shown in this paper, we derived magnetic gradient tensor components from the measured TMI using Fourier domain processing. Our investigation shows that, in this particular case, the calculated NSS is not considerably affected by high-frequency noise because the noise level of the measured TMI was sufficiently low. However, to include the data points with the highest S/ N in our algorithm, we used those points enclosed by square window located around the maxima of the NSS after applying upward continuation.
We have also shown that, in principle, we are able to estimate the magnetization direction from the vector passing through the observation point at which ϕ ¼ 0, directed toward the estimated source location using Euler deconvolution. We found this method impractical for real data that contains a broad range of frequencies where finding the minimum angle between the magnetization and displacement vector corresponding to a particular source is very difficult. However, we believe that this angle contains some useful information about magnetization direction and it deserves further discussion in the future.
We have compared the NSS with analytic signal amplitude and have shown that the advantage of the NSS over the analytic signal amplitude is that the normalized magnetic source strength can provide more reliable information about the source geometry when geologic bodies carry remanent magnetization. Application of our method was demonstrated on an aeromagnetic data set from the TIC in Australia, where the intrusive bodies and alteration zones carry remanent magnetization. Our results highlight the limitations in calculating crossline and vertical gradients -a problem which could be overcome by collecting magnetic tensor gradiometry data.
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APPENDIX A NORMALIZED MAGNETIC DIPOLE MOMENT
The magnetic field vector at observation point r produced by a point dipole of magnetic moment m is (Blakely, 1995) BðrÞ ¼ C m m r 3 ½3ðm ·rÞr −m; (A-1)
where, for convenience, we have placed the origin at the dipole location. The gradient tensor elements for a dipole are obtained by differentiating the Cartesian components of B with respect to x, y, and z. The dipole field falls off as 1∕r 3 , so the gradient tensor falls off as 1∕r 4 . Wilson's "Analysis of the magnetic gradient tensor, DREP Technical Memorandum 85-13, Defence Research Establishment Pacific, Canada" (H. Wilson, personal communication, 1985) , gave the following expression for the tensor elements 
