Recent experiments claimed that the enhancement of catalytic reaction rates occurs via the reduction of activation barriers driven by non-equilibrium ("hot") electrons in plasmonic metal nanoparticles. These experiments place plasmonic photo-catalysis as a promising path for enhancing the efficiency of various chemical reactions. Here, we argue that what appears to be photo-catalysis is in fact thermal catalysis, driven by the well-known plasmon-enhanced ability of illuminated metallic nanoparticles to serve as heat sources. Specifically, we point to some in some of the most important papers in the field, show that a simple theory of illumination-induced heating can explain the extracted experimental data to remarkable agreement, with minimal to no fit parameters. We suggest a simple set of control experiments to confirm our predictions and clarify the role of heating in plasmonic photo-catalysis.
I. INTRODUCTION
Many chemical reactions are catalyzed in the presence of metallic nanoparticles (NPs). The catalysis ensues via low activation energy pathways which become accessible only in the presence of the NPs [1, 2] . Typically, hightemperatures are used to further catalyze these reactions. However, besides being highly energy-consuming, and beside the associated shortened catalyst lifetimes [3] , thermal activation is non-selective, leading to accompanying undesired reactions to take place and to loss of yield and efficiency, see [4] and references therein.
Recently, it was suggested to catalyze chemical reactions via photo-excitation of the electrons of the NPs. Presumably, this can happen via first excitation of localized surface plasmons in the metallic NP. As the plasmons decay, their energy is transferred to electrons, creating so-called "hot" electrons -non-thermal electrons with excess high energy. It was claimed that these "hot" electrons couple to the reactants, and reduce further the activation energy of the favourable reaction pathways, as a function of their number density (hence, as a function of the incoming light intensity). Although to date there has been no theory that explains the proposed intensity dependence of the activation energy, and although this explanation is at odds with the conventional theory (see discussion in [5] ), this description became popular and formed the basis to the emerging field of plasmonicassisted photo-catalysis, see e.g., [6] [7] [8] [9] [10] [11] for some recent reviews.
However, the relative importance of thermal and nonthermal effects remained an issue under debate. Specifically, the main question that arises in this context is how does the photon energy absorbed in the metal NPs split between the generation of high energy non-thermal ("hot") electrons (i.e., those having energies far above the Fermi energy, and do not belong to the Fermi distribution), and the regular heating of the NPs, which involve electrons close to the Fermi energy. Remarkably, nearly all previous (experimental as well as theoretical) studies concluded that the thermal effects are negligible compared to non-thermal electron action, thus implying that the limitations associated with heating (discussed above) are circumvented. This conclusion led to a rapid growth of interest in plasmonic-assisted photocatalysis, mostly as a viable pathway towards cheap and efficient way to produce "green" fuels [6] [7] [8] [9] [10] [11] .
In this Article, we provide evidence that shows that, in contrast to the paradigm described above, non-thermal effects play a negligible role in plasmonic-assisted photocatalysis, and that in fact the effects observed in some of the famous previous experiments are due to mere heating of the NPs. This pure thermal interpretation is based, initially (see Section II) on our first-principles theory in which the electron distribution and temperatures were computed self-consistently for the first time, see [12] . This theory showed that the power going to generation of "hot" electrons is an incredibly small fraction of the total absorbed energy, which thus goes in its entirety to heating. Then, we propose a purely thermal theory based on the Fermi golden rule and the Arrhenius Law which provides an alternative interpretation to experimental data.
In Section III, we focus on a few of the seminal papers on the topic, those which also provided (nearly) complete records of their experimental approach and data. First, we identify experimental errors that led the authors of these papers to under-estimate the role of thermal effects. Second, we provide support to our claim by showing that the alternative theory described in Section II which only takes into account heating effects can not only explain experimental results in a simple and physically transparent way, but can also provide remarkable fits -with minimal to no fit parameters -to the main results. When possible, the values of these fit parameters are corroborated with a detailed calculation of the thermal response of the metal NP configurations used in the experiments. Finally, Section IV is devoted to a discussion of our results and of possible future steps.
II. HEATING VS NON-THERMAL EFFECTS:
GENERAL ARGUMENT
In a recent paper [12] , we developed a formalism to calculate the electron distribution in an illuminated NP, where the only physical assumption is that due to electron-electron interactions, the electron distribution relaxes towards a Fermi-distribution, a physicallyintuitive assumption that underlies almost all previous theoretical studies of this problem. The main difference with respect to previous theoretical studies of this problem is that we specifically ensured energy conservation in the electron-phonon-environment system. This approach allowed us to determine the electron distribution, and to define and calculate an electron and phonon temperature unambiguously.
The main results of Ref. [12] were that (i) the electron and phonon temperatures are nearly equal and are determined just by the illumination intensity, NP size and shape and the thermal conductance of the host, (ii) the efficiency of non-thermal ("hot")-electron generation is ∼ 10 −10 − 10 −7 (for the low intensities typical used in photocatalysis experiments), i.e., only about one billionth of the energy provided by the illumination goes to creating "hot" electrons, and the rest goes to heating. The latter results can be simply understood by noting that the electron relaxation time, which leads to thermalization, is about 10 6 times faster than in standard atomic gases/systems [5] . Accordingly, a ∼ 10 6 stronger illumination intensity is required to balance it and establish a substantial level of deviation from thermal equilibrium; these illumination levels are far above the damage threshold for metals, and the resulting temperatures are well above the melting temperatures. These claims are in agreement with the experimental findings of Ref. [13] , which showed experimentally that the number of high energy electrons that tunnel out from the metal to the surface is completely negligible in comparison to the number of high energy electrons directly generated in the dielectric (TiO 2 ) surface.
The conventional way in which the temperature affects the rate of chemical reactions can be seen via the Arrhenius Law of chemical reactions. This Law, derived empirically in 1889 shows that the reaction rate R is given by
where k B is the Boltzmann constant, E a is the reaction activation energy (to be more specific, the activation energy of the reaction's rate-limiting step), and T is the temperature of the reactor; R 0 is a constant that depends on the details of the reactants (via the so-called collision theory), and if the reaction occurs primarily on the catalyst surface, then it also depends on details such as particle shape, density and number, the symmetry of its exposed facets, particle-molecule energy transfer rates, chemical interface damping etc., as well as measurementdependent details such as sample degradation, illumination penetration length, temperature uniformity etc.. In [5] , we employ a Fermi golden rule type argument to show that under optical illumination, the reaction rate enhancement would be proportional to the number of "hot" electrons at the relevant energy, R 0 ∼ N e , which is in turn proportional to the illumination intensity, I inc , thus yielding R 0 ∼ I inc . We emphasize that this simple theory is at odds with the claims on the dependence of the activation energy on the reaction rate, the same claims that underlie the growing interest in plasmonic-assisted photocatalysis.
This simple theory already shows that the faster reactions reported experimentally are extremely unlikely to originate from the presence of high energy non-thermal electrons. Indeed, although the absolute number of these "hot" electrons was calculated to be very small even under illumination [12] , the increase in their number from dark to illumination is dramatic, up to 10-12 orders of magnitude, depending on the activation energy. This implies that the reaction rate should be faster by the same factor under illumination; clearly, this is much larger than the experimentally observed photo-catalysis.
An unavoidable conclusion is that the photo-catalytic rate enhancement is not due to high energy non-thermal ("hot") electrons, but comes only from heating. Such a dependence arises from the dependence of the actual reactor temperature T on the illumination intensity, which for sufficiently low intensity, can be written as
where T dark is the temperature of the reactor when no illumination is present. The photothermal conversion coefficient a depends on a number of system-specific parameters (NP size and shape, material, density and number, illumination wavelength, thermal properties of the host etc.) [14] [15] [16] [17] [18] [19] . As shown below, a can be calculated from first principles by summing properly the heat generated by all particles in the system. Eq. (2) implies that the dependence of reaction rate R on temperature is a temperature-shifted Arrhenius Law, i.e., a simple Arrhenius form, with a temperature that depends on the incident illumination intensity I inc . In this context, it should be emphasized that although theoretical arguments were laid out in papers I-IV, they were not used to fit the data, and cannot be used for other, similar systems. Thus, Eqs. (1)- (2) constitute the first ever attempt to match experimental data of plasmonicassisted photocatalysis experiment to any sort of theory. As we shall see, this attempt is extremely successful.
III. EXPERIMENTAL DATA EXPLAINED BY HEATING
To corroborate our claim regarding the dominance of thermal over non-thermal effects, we went back to some of the seminal papers in the field [20] [21] [22] [23] (denoted as papers I-IV hereafter) and extracted the experimentally measured data [49] . Below, we point to the central shortcoming of each experiment, which led their authors to an extreme over-estimate of the non-thermal electron contribution to photo-catalysis, and show how their data can be fully understood and extremely well-fitted with the simple theory presented in Section II. For doing that, we had to distinguish between T (I inc ) (the actual temperature of the reactor), T dark (the temperature of the reactor in the dark) and T M , which is the measured temperature. As we describe below, in papers I-IV, T M is different from T (I inc ), an observation which is crucial to distinguish thermal and non-thermal effects. Eq. (2) can be then written in a different form, The central results in I are extracted from Fig. 2e of I where the reaction rate under illumination (in which case the measured temperature climbs to 30 C) is compared to the reaction rate in the dark, with the system being heated up externally to the same temperature. The observed ∼ 5.2-fold increase in reaction rate under illumination was attributed to "hot"-electron-induced catalysis due to an opening of a "hot"-electron-initiated channel in the reaction energy surface, reducing the reaction energy barrier from ∼ 4.5 eV to ∼ 1.7 eV [5, 11] .
The entire analysis in I is based on controlling the reactor temperature. However, as was demonstrated in [24, 25] (and later acknowledged in IV), the temperatures can vary substantially inside the chemical reactor and they decay rapidly away from it; specifically, the temperature of the reactor can be very different (by 100s of degrees K) from the temperature measured by a thermocouple placed a few mm away. As shown below, indeed, the temperature measurements in I and II underestimated the reactor temperature, hence, led the authors to incorrect conclusions.
As an alternative explanation, we now show that the experimental data of I can be explained using a pure thermal effect, Eqs. (1)- (2) . To start, from the reaction rate as a function of temperature in the dark (black circles in Fig. 4c of I, inset of Fig. 1(A) ) we extract the reaction activation energy. Although the authors claim an energy scale of several electron volts, the experimentally measured value is E a ∼ 0.23eV. This is a surprisingly low value, which is not discussed in I. A possible explanation for such a low barrier is that the reaction is catalyzed by the oxide supporting the NPs via a heterolytic fragmentation path. Indeed, heterolytic cleavage reactions have been observed to have very low activation barriers [26, 27] .
Armed with this value for E a and the understanding that the real temperature of the catalytic surface is larger than the measured temperature under illumination, we ask a simple question: what temperature will give a rate which is 5.2 times larger than the reaction rate measured in the dark? this is simple to answer, since all we need is to compare reaction rates given by Eq. (1). The resulting temperature is T ≈ 362K , an increase of 65K compared to the ambient temperature T dark = 297K, rather than just 6K as assumed originally in I. From this, together with the known incident laser intensity I inc = 2.4W/cm 2 , we extract the photothermal conversion coefficient (Eq. (2)),ã = 27.2 K cm 2 /W [50] . It is now a simple matter to understand the dependence of the reaction rates under illumination as a function of temperature. In Fig. 1(A) we plot the data from I; reaction rate as a function of temperature for different illumination intensities. The solid lines are the lines according to Eqs. (1) and (2), with no fitting parameters (since all the information is already known). The temperature shifts as a function of intensities are plotted in the inset of Fig. 1(B) , and the solid line is Eq. (2) with a = 27.2 K cm 2 /W. In Fig. 1(B) we plot the same data (rate as a function of temperature for different intensities), with the temperatures for each intensity shifted according to Eq. (2). The resulting data falls onto an exponential curve (Eq. (1), solid line in Fig. 1(B) ) with R 2 = 0.995665. Thus, overall, the data from I shows excellent fit to a shifted Arrhenius Law with essentially no fitting parameters.
In [21, paper II], the authors report a similar experiment (H 2 dissociation with Au NPs), the only essential difference from I is that the host is replaced, from TiO 2 (in I) to SiO 2 . This results in a ∼ 150-fold enhancement of the reaction rate under illumination (compared to ∼ 5-fold enhancement in I under the same conditions). This result has a very simple, purely thermal explanation. The thermal conductance of SiO 2 is about ∼ 5−10 times smaller than that of TiO 2 . Accordingly, the temperature rise in the Au NPs on SiO 2 upon illumination is ∼ 5 − 10 larger [16, 17] , so that the reaction rate (which depends exponentially on the inverse temperature, Eq. (1)) becomes even more strongly enhanced, in fact, by a 25−100-fold increase, as observed experimentally. 75nm side-long Ag nano-cubes on α-Al 2 O 3 particles inside the reactor, and demonstrated that the reaction rate exhibits super-linear dependence on illumination intensity (Fig. 2a in III) . Further, they demonstrated that upon illumination the reaction rate increases as a function of the external heating, manifested by an intensitydependent reaction activation energy (Fig. 2c in III) . Both these effects were attributed to plasmon-induced photocatalysis, and the former was specifically regarded as a unique characteristic of "hot" electron action, which cannot be observed by simply heating up the sample. The authors introduce an elaborate theory (detailed in the SI of III) to explain these findings. They, however, dismissed the possibility of a thermal effect, based on a calculation they made in an earlier paper [28] , which we show below to be flawed. Nevertheless, as we show below, once the reactor temperature is calculated correctly, the thermal effects do reproduce the data of III quite remarkably.
In Fig. 2 we show the reaction rate as a function of illumination intensity for different (externally determined) temperatures. The points are the measured data from III, and the dashed lines correspond to Eqs. (1)- (2) . From the measured data, one can extract the activation energy E a = 1.17 eV and the photo-thermal conversion coefficientã = 40 K cm 2 /W. It is important to note that Eqs. (1)-(2) are over-determined over the supplied data. Put simply, E a andã can be determined by any two data sets (say blue circles and red squares) and the other curves are then reproduced essentially without any additional parameters (except the pre-exponential coefficient R 0 ). Remarkably, the main acclaimed novelty in paper III, namely, the super-linear dependence of the reaction rate on illumination intensity is trivially reproduced by the temperature-shifted Arrenhuis Law, Eqs. (1)- (2) .
The fitted value of the photo-thermal conversion coefficient,ã = 40 K cm 2 /W, can be also obtained by an independent calculation under some reasonable assumptions based a single particle temperature calculation [16] , the procedure described in [19] for calculating the temperature rise due to the collective contributions of multiple NPs, and the sample description provided in the original manuscript III itself. The details of this calculation are given in Appendix ??. Notably, the value we obtained is much higher than in an earlier publication [28] on which the authors of III rely. However, the value obtained in [28] (namely, a ∼ 1.7 × 10 −5 K cm 2 /W) was calculated for a single NP, and did not take into account inter-NP heating (which is substantial in this case, see Appendix ??), therefore underestimating the total heating by 6 orders of magnitude.
Further support for the thermal interpretation of III is provided in Fig. 3 , where we show the reaction rate as a function of (externally determined) temperatures for different illumination intensities. The points are the data from paper III, and the dashed lines are Eqs. (1)- (2) . Us-
▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ing the same activation energy from the previous fit, only one data set is required to determine the photothermal conversion coefficient a, which is found to beã ∼ 160 K cm 2 /W; again, very good agreement is observed between the experimental data and the pure thermal explanation. This value is different from the value required for fitting the data of Fig. 2 , which may be due to the fact that different samples were used (this information is not available in paper III). Indeed,ã is rather sensitive to sample geometry. For instance, a change in the inter-NP distance from ∼ 350nm to 220nm will result in a change ofã from 40 to 160K cm 2 /W (see Appendix ??).
▲ ▲ ▲ ▲ ▲ ▲ ▲ Here, temperatures were varied externally using a heater.
C. Analysis of paper IV
In a very recent paper [23, paper IV], the authors perform experiments which are similar to those presented in I and II, with several changes. First, the reaction considered is different (ammonia decomposition), meaning that the reaction activation energy would be different. More importantly, aiming at fixing the error in the temperature measurements of I-II, they used a thermal imaging camera to evaluate the temperature of the reactor. This is a crucial change, since by this they extract an (averaged) temperature value that allows them to approximately isolate the photo-thermal effects (page 12 in the supplementary material to IV). The authors then measure the reaction rate as a function of temperature for different illumination intensities (Fig. 4(A) ) and subtract the photothermal contribution. An Arrhenius fit to these data yields an intensity-dependent activation energy, which is the central result of paper IV. However, as shown in a recent Technical Comment [29] , the temperature measurements in IV suffer from systematic errors that invalidate its conclusions. Instead, we offer here again a pure thermal explanation based on Eqs. (1)- (2) which remarkably reproduces the experimental data of IV.
For the sake of clarity, we briefly follow the procedure (described also above and in [29] ). In Fig. 4(A) we plot the reaction rate as a function of inverse measured temperature for different illumination intensities, taken from the data of IV. We fit a shifted Arrhenius Law to the data for the reaction rate in the dark, and under laser illumination of (average) intensity 3.2W/cm 2 and wavelength 550nm. These two data sets (empty circles and filled squares in Fig. 4(A) , respectively) yield E a ∼ 1.3 eV andã = 180 K cm 2 /W. With these parameters we can fit the rest of the data, with no additional fit parameters. A remarkable agreement between the theory and the data is evident.
In similarity to the calculation performed for paper III (Appendix ??), the fitted value of the photo-thermal conversion coefficient of paper IV can also be obtained by an independent calculation based on the sample description provided in the original manuscript IV itself as well as the procedure described in [19] . However, since the source used in IV is pulsed, the expression for the temperature rise due to a single illuminated particle has to be based on the time-dependent solution, as described e.g., in [18] . Again, the procedure, described in Appendix ??, yields a value which is close to the one obtained from the fit.
Further support for the thermal interpretation of III is provided in Fig. 4(B) where the reaction rate is plotted as a function of measured temperature. The data points, taken from paper IV, represent the following experimental procedure. The red points are the reaction rate in the dark (the temperature of the reactor is set by an external heater). The blue points, on the other hand, were obtained by illuminating the reactor with various in-tensities, measuring the resulting temperatures T M (I inc ) (without any external heating), and plotting the reaction rate as a function of this temperature. The data shows an apparent increase of ∼ 2 orders of magnitude in the reaction rate, one of the central results of IV.
The solid lines in Fig. 4 (B) are theoretical curves of Eq. (1)- (2) . The red line is a simple Arrhenius plot (with a fitted E a = 1.18 eV). To generate the shifted Arrhenius plot (blue line), we first invert T M (I inc ) to obtain the intensities I inc (T M ). The reaction rate (2) is then plotted as a function of T M , withã = 180 K cm 2 /W and E a obtained from the previous fit, leaving only the prefactor R 0 as a fit parameter. The good fit to the experimental data, obtained with essentially no fit parameters (and using the same values of E a andã) demonstrates the consistency of our theory and confirms that the faster reaction under illumination is related to the fact that T T M . Finally, we can follow the same procedure used in Fig. 4(A) for the data presented in IV regarding the dependence of the reaction rate on the laser wavelength. All we need to assume is that a = a(λ) now depends on the wavelength, and hence ∆T = ∆T (λ). In Fig. 5 we plot the reaction rate as a function of inverse temperature for different illumination wavelengths. The points are data from IV and the solid lines are fits to a shifted Arrhenius Law, Eqs. (1)- (2) . Again, we find excellent fit between our theory and the experimental data. The inset shows the resulting temperature rise ∆T =ãI inc (corresponding, roughly, to the maximal value reached in Fig. 2A of IV) as a function of wavelength, where the colored points correspond to the different curves in the main figure. The solid line is a fit to a Lorentzian, with a maximum corresponding to the plasmon resonance (at 540 nm).
As an independent test, we computed the absorption cross-section of the Cu-Ru NPs using permittivity data from [30] ; the resulting cross-section was essentially identical to those shown in the Supplementary of IV (Fig.  S12A) . It is then a simple matter to fit the absorption cross-section to the data points. Notably, while the long wavelength side of the fit is satisfactory, the short wavelength side of the fitted curve exceeds the two extracted data points (data not shown). A similar discrepancy is seen in the deduced activation energy in IV (see their Fig. 2c) ; its origin might be partial conversion of absorbed electromagnetic energy into heat associated with interband transitions in Cu (at ∼ 2.1eV), a possibility also raised in IV.
IV. DISCUSSION
The evidence we provided here suggests that in the specific papers discussed, there was nothing special in using plasmonic NPs for photo-catalysis; it proved to be yet another application for the use of plasmonic NPs as efficient 2 ) only. The curves for the rest of the data sets are obtained without additional fit parameters. Image borrowed from [29] . (B) Reaction rate as a function of (measured) temperature, in the dark (blue) and under illumination (3.2, 4, 4.8, ..., 9.6 mW cm −2 ) with no external heating (red). Points are data from Ref. [23] , solid red line is an Arrhenius fit, and solid blue line is a shifted Arrhenius fit (Eqs. (1)- (2)) with no additional parameters (except prefactor, see text).
localized heat sources [14, 16, 17, [31] [32] [33] [34] . Specifically, our results demonstrate that the data of papers I-IV can essentially be explained with a simple Arrhenius theory, the only requirement is that the temperature of the reactor be evaluated accurately. In papers I-III, the origin of the discrepancy between the measured temperature and the actual reactor temperature is simple to understand; its origin is in the fact that a thermometer was placed away from the reactor pellet, thus discarding any temperature gradients which appear in the reactor and beyond it (as was recently discussed in [24, 25] ).
In paper IV the authors made substantial effort to overcome this, by using a thermal camera. However, even with this improvement, there may be several sources for temperature ambiguity. For instance, the use of a thermal camera for materials of low emissivity may result in a systematic temperature under-estimation [29] . An- other possible source of error are temperature gradients within the sample, or even temperature transients which are nearly impossible to reproduce in a control experiment based on external heating (thermocatalysis). Thus, any attempt to subtract the thermocatalysis control result necessarily leads to an incorrect interpretation of the control inaccuracy as "hot" electron action. Similar difficulties will arise if one attempts to compute the temperature of the reaction -any small error will be amplified and incorrectly interpreted as "hot" electron action. Since the temperature recorded by the camera is an average over space (and time), while the reaction rate is exponentially sensitive to temperature changes, this methodology effectively overlooks the fact that the reaction occurs preferably in the higher temperature regions (or times in which the temperature peaks), thus, necessarily underestimating the thermal contribution. Such errors can in fact be huge. For example, for the conditions of IV, where the temperature drops to 50% along the axis of the sample, there is an orders of magnitude difference between the reaction rate on the top and bottom of the pellet. This suggests that the inhomogeneities must be minimized. This can be achieved by using thinner pellets, or ultimately, by studying a single particle [35] [36] [37] [38] .
The bottom line of the above discussion is that such a thermocatalysis control experiment can only identify "hot" electron contributions which are far larger compared to the errors associated with the temperature uniformities and transients and measurement accuracy; this can be tested e.g., by varying the NP density or pellet size. Since, as explained above, we expect the "hot" electron contribution to be very small [5, 12] , this means that a thermocatalysis control has essentially no chance to yield more than a non-tight upper limit estimate to the non-equilibrium effect on the reaction.
An orthogonal approach for separating thermal from non-thermal effects is to perform the same measurements with illumination at gradually longer wavelengths. "Hot" electrons created under such low-energy illumination will not have enough energy to contribute to the reaction. Therefore, if the reaction is indeed based on a "hot" electron mechanism, a significant drop in the reaction rate will occur for sufficiently long wavelength. This is, in fact, the principle underlying the use of "hot" electrons for photo-detection -a photon is detected only if it has sufficient energy to cross the Schottky barrier and travel to the detector on the semiconductor side, see e.g., [10, [39] [40] [41] [42] [43] [44] ; a similar mechanism ensures "hot" electron action in upconversion experiments [45, 46] . In contrast, the thermal mechanism we propose predicts that under these conditions there will be no drop in the photocatalytic enhancement, since the system will heat up even under low-energy illumination. Notably, wavelength dependence of the reaction rate is frequently recorded in plasmonic-assisted photocatalysis studies. We are not aware of any report of a sharp decrease of reaction rate for long wavelengths; this further supports our purely thermal interpretation of experimental data. Yet, the failure to observe such a sharp drop might be caused by the use of white light sources rather than monochromatic sources. Thus, more careful wavelength dependence studies might be worthwhile performing.
Having said all the above, it is important to mention that some previous papers reported photocatalytic action that cannot be explained just using thermal effects, e.g., the reaction selectivity reported in [47] . The theoretical approach of [12] , together with the detailed thermal calculations of [16, 18, 19] (as demonstrated in the current manuscript), existing theory of electron tunnelling (see e.g., [48] ) and the vast knowledge accumulated on heterogeneous catalysis on the various chemical parameters that affect the reaction rate can now provide for the first time the necessary framework to analyze the relative efficiency of non-thermal and thermal effects in these previously published papers, as well as in future papers on the topic.
