ABSTRACT Many existing virtual network embedding (VNE) algorithms adopt the greedy embedding strategies, which embed the in-progress virtual network requests (VNRs) onto the substrate nodes and links with more residual resources. However, the previous VNRs may overconsume the critical substrate resources and lead to the resource fragmentation problem in the substrate networks, thus reducing the acceptance ratio of the latter VNRs. To address this problem, we propose a novel collaborative VNE algorithm based on resource importance measures, RIM-ViNE, in which the global node importance and link importance in the initial substrate network are measured using multiple topological attributes and are used to set the embedding cost of VNRs. Then, the VNE problem is defined as a linear programming model and is solved by minimizing the total embedding cost, which could bring about the coordinative embedding between different VNRs, and thus preventing the critical resources from being over occupied by the previous VNRs with small requirements and improving the resource fragmentation problem. Moreover, we propose a dynamic reconfiguration mechanism based on critical nodes protection (CNP-Re) to improve the resource fragmentation problem further. Extensive experiments are conducted under two network scenarios, and the results show that the proposed algorithms outperform the VNE algorithms that only consider the coordination between node mapping and link mapping or only measure the node importance in the residual substrate network, and the average VNR acceptance ratio, average revenue, and average resource utilization ratio are effectively improved.
I. INTRODUCTION
Virtual network embedding (VNE) is a key problem of network virtualization [1] . Its goal is to embed the virtual network requests (VNRs) with resource constraints of nodes and links from multiple tenants onto the substrate network, thus building independent virtual networks for the tenants while creating as much revenue as possible for the substrate network operators [2] . Due to the multiple resource constraints in VNRs, VNE was proved NP-hard [2] , [3] .
VNE can be carried offline or online. Considering that the VNRs reach the substrate network in an online manner in most real situations [2] , [4] , we mainly focus on online VNE.
Previous researches focused on using heuristic algorithms to solve the VNE problem [2] , [5] , and most of them adopted greedy strategies [5] - [11] to embed the virtual nodes requiring more resources onto the substrate nodes with more residual resources, which can meet the demands of the in-progress VNR to the greatest extent. Meanwhile, these methods embed the in-progress VNR based on the node importance in the substrate network and the virtual networks measured by considering multiple topology attributes, such as degree centrality [6] - [9] , betweenness centrality [8] , [11] , closeness centrality [8] - [11] , and random walk models [5] , [8] , [12] . However, the embedding of the previous VNRs may affect the acceptance of the latter ones. The existing researches only focused on maximizing the probability of the in-progress VNRs to be accepted. If the previous requests with small resource demands greedily occupy too much critical substrate resources, the network connectivity may become weak and lead to the resource fragmentation problem, then it will be difficult to embed the latter VNRs [2] .
In fact, the nodes and links in the substrate networks have different importance in terms of resource and topological properties. Existing topology-aware based heuristic VNE algorithms [5] - [12] exploit a lot about the importance difference between nodes to improve their performance, but neglect the importance difference between links. However, both the initial resources and topological locations determine the topological importance of nodes and links in the substrate networks, and the over consumption of the critical links may make them become the resource bottlenecks and increase the resource fragmentation in the substrate networks. The coordinated VNE algorithm proposed in [13] coordinates the node embedding and the link embedding of the same request, however it neglects the coordinative embedding between different VNRs, and its greedy embedding strategy may lead to the critical resources be over occupied by the previous VNRs with small resource demands. Therefore, it still does not solve the problem of resource fragmentation.
On the other hand, with the arrival and departure of VNRs, the problems of load imbalance and resource fragmentation may be more serious [14] . Existing researches balanced the loads using reconfiguration mechanisms that remap the VNRs by actively detecting network loads [15] - [17] or reactively remapping the rejected virtual requests [18] . However, they did not distinguish the different influences on network connectivity between the loads embedding on the substrate nodes and links with different importance, which may lead to new resource bottlenecks. For example, if the loads on less-critical edge nodes with higher loads are re-embedded to the central critical nodes with lower loads, the critical nodes is likely to become new bottlenecks and the resource fragmentation is increased.
In general, the existing VNE algorithms may lead to resource fragmentation and thus reducing the acceptance ratio of VNRs. We think that the main reasons are: 1) The greedy embedding strategies focus on accepting the in-progress VNRs as much as possible, whereas neglect the coordinative embedding between different VNRs. 2) These algorithms only consider the importance difference between nodes whereas neglect that between links, which may lead to the link bottlenecks. 3) Existing reconfiguration algorithms do not distinguish the different influence between the loads embedding on the substrate network on network connectivity. Therefore, to prevent resource fragmentation in the substrate networks and improve the performance of VNE, we think it is necessary to consider both of the node importance and link importance in the initial substrate networks and the coordinative embedding between different VNRs.
Based on the considerations above, we propose a new collaborative VNE algorithm based on resource importance measures to improve the request acceptance ratio and revenue. In which, the node importance and link importance in the initial substrate networks are measured through topologyaware methods and are used to set the embedding cost of the substrate resources. The more important the resource, the higher the embedding cost. Then the VNE problem is modeled as a Linear Programming (LP) problem and is solved by minimizing the total embedding cost.
Aiming at the problem that the existing reconfiguration algorithms without considering the difference of resource importance may cause new resource bottlenecks, we propose a reconfiguration mechanism based on critical nodes protection. In which, some nodes with higher importance are selected as the critical ones, then, when the resource fragmentation in the substrate network reaches a certain degree, the virtual nodes embedded on the critical substrate nodes whose loads exceed a threshold will be re-embedded to the less critical ones to reduce the resource fragmentation.
The major contributions of this paper include:
(1) We measure the node importance and link importance in the initial substrate network using multiple characteristics, which not only reflects the initial resources of nodes or links but also their topological connectivity in the initial network, thus supporting the collaborative embedding between VNRs.
(2) We propose a collaborative VNE algorithm based on resource importance measures, which sets embedding cost for the substrate resources according to their importance scores measured in (1), thus avoiding resource fragmentation and effectively improving the acceptance ratio as well as the resource utilization.
(3) We propose a reconfiguration mechanism based on critical nodes protection, which considers not only load conditions but also resource importance, thus avoiding the critical nodes becoming new resource bottlenecks because of reconfiguration, and improving the request acceptance ratio and the resource utilization further.
The rest of this paper is organized as follows. In Section 2, we discuss the related works. Section 3 introduces the network model of VNE and the metrics for performance evaluation. In Section 4, the node importance and link importance are measured by topology-aware methods and our proposed collaborative VNE algorithm based on resource importance measures is elaborated. Section 5 presents our dynamic reconfiguration mechanism based on critical nodes protection. In Section 6, we evaluate the proposed algorithms through extensive simulation experiments. Section 7 concludes the paper.
II. RELATED WORKS
Existing VNE algorithms can be classified as static and dynamic. Static VNEs statically allocate a fixed proportion of the substrate network resources to the VNRs, whereas dynamic VNEs try to reconfigure the mapped VNRs and optimize the utilization of the substrate network resources.
A. STATIC VNE ALGORITHMS
The existing static VNEs mainly based on topology-aware methods and Mixed Integer Programming (MIP) models.
The node importance in a network not only reflects the amount of node resource but also the node's topological VOLUME 6, 2018 connectivity in the network. The basic idea of topology-aware based VNEs is to distinguish the difference of node importance in the network by topology-aware and consider this difference to optimize the allocation of resources.
Inspired by PageRank [19] , Cheng et al. [12] optimized the node mapping using topology-aware based node importance measures. In which, the virtual nodes with high importance score are greedily embedded onto the substrate nodes with high importance score, then the k-shortest path algorithm or the multi-commodity flow (MCF) algorithm is used to embed the virtual links to the substrate paths.
Cao et al. [5] thought that measuring node importance by only considering single network topology attribute and the local resource of each node might lead to inefficient long-term resource utilization of the substrate networks. Therefore, they proposed a novel node-ranking method, which based on the PageRank algorithm [19] and considered the influence of the distance between nodes, i.e., the nodes closer to the important nodes may get higher importance score. In this way, they measured the node importance in the global network, and used the greedy strategy and the shortest path algorithm to embed the virtual nodes and links respectively.
Wang et al. [20] proposed a topology-aware VNE algorithm based on closeness centrality. They extended the closeness centrality to a more appropriate form for VNE and adopted a greedy node embedding strategy.
Feng et al. [6] proposed a topology-aware VNE algorithm based on the degree centralities of nodes. Considering that the node degree can only reflect the connectivity of the node itself, Zhang et al. [7] proposed a topology-aware VNE algorithm, VNE-DCC, based on the node degree and the clustering coefficient. However, both of them measure the resource importance by only considering the local topology attributes, which cannot reflect the importance of resources in the global network.
Liao et al. [8] measured the node importance by considering multiple topological attributes comprehensively, including degree centrality, closeness centrality, betweenness centrality and eigenvector centrality. Then, the virtual nodes are sorted according to their resource demands while the substrate nodes are sorted according to their importance scores, and the virtual nodes are embedded using the greedy strategy while the virtual links are embedded using the shortest path algorithm.
Based on considering multiple topological attributes, Gong et al. [9] ranked the nodes by further adopting the technique for order preference by similarity to an ideal solution (TOPSIS), which aims at balancing different node attributes to increase the utilization ratio of resources. However, they still adopted a greedy strategy to embed nodes, so the critical nodes may be used excessively by the previous VNRs and thus affecting the acceptance of the subsequent VNRs.
Ding et al. [11] considered the coordination between node embedding and link embedding, and proposed different ranking methods based on real-time topological attributes for the virtual nodes and the substrate nodes respectively. The betweenness centrality is used to sort the virtual nodes. Whereas the substrate nodes are sorted according to the closeness centrality and the location correlations between the former selected nodes and the nodes to be selected for the same virtual network. In this way, the selected substrate nodes that connected closely to each other have enough available resources, better connectivity and closer distance, then the nodes and links can be coordinated embedded and thus reducing the mapping cost.
The above topology-aware based VNE algorithms can distinguish the difference of node importance by considering multiple topological attributes and optimize the allocation of node resources. However, they adopt greedy embedding strategies to preempt the critical resources in the substrate network, which may lead to resource fragmentation and reduce the acceptance ratio of the latter VNRs. Moreover, they only consider the difference of node importance whereas neglect the difference of link importance. Therefore, it may be conductive to reduce link bottlenecks and optimize the link mapping if the link importance is also considered during the allocation of link resources.
In this paper, we measure the importance of nodes and links also by topology-aware methods. However, different from the existing topology-aware based VNEs, we not only consider the importance differences between the substrate nodes, but also that between the substrate links. Meanwhile, we do not adopt greedy node embedding strategy. Instead, by setting the embedding cost according to the importance of the nodes and links in the substrate networks, the nodes and links with higher importance scores can be prevented from being excessively used by the previous VNRs, thus avoiding the resource fragmentation and improving the acceptance ratio of the subsequent ones.
The VNE algorithms based on mathematical programming model the VNE problems as mathematical programming models, design reasonable objective functions and constraints, and then use optimization tools to solve the models.
Chowdhury et al. [13] proposed a mixed integer programming VNE algorithm based on multi-commodity flow, which better coordinated the node mapping and link mapping and increased the acceptance ratio of VNRs. They formulated the VNE problem as Mixed Integer Programming (MIP), and then relaxed the integer constraints to obtain a Linear Programming (LP) with polynomial-time.
Different from the strategy of Chowdhury et al. [13] , which solved the embedding results of all nodes with one linear programming, Gao et al. [21] proposed a new coordinated VNE algorithm based on linear programming combined with a greedy strategy. The virtual nodes are sorted according to their resource requirements, and then are embedded one by one according to the order. However, each embedding needs to consider the influence of the locations of the embedded virtual nodes, so the complexity of the algorithm is high.
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Yu et al. [22] extended the algorithm in [13] to the scenario of Virtual Infrastructure (VIE) mapping. Different from VNE, two types of nodes, i.e., switch nodes and host nodes, and two virtual nodes in one virtual network request can be embedded onto one substrate node.
The objectives of VNE algorithms based on mathematical programming models focus on minimizing the resource consumption in the substrate networks, but the difference of resource importance is not considered. Although some researches considered the coordination between node embedding and link embedding, the coordinative embedding between different VNRs are not considered. Therefore, the previous VNRs might greedily occupy the critical network resources and lead to resource fragmentation.
In this paper, we improve the coordinative node and link embedding proposed in [13] by introducing resource importance difference into the linear programming based VNE model. In our algorithm, the more important resources may have higher price, and the object of the linear programming is to minimize the total embedding cost. This embedding strategy may balance some VNRs with small resource demands onto the less-critical locations and prevent the resources with high importance from being preempted, thus providing multi-dimensional collaborative resource allocation, including those between nodes and links and those between different VNRs.
B. DYNAMIC VNE ALGORITHMS
With the arrival and departure of VNRs, the distribution of the load in the substrate networks may change dynamically, therefore the problems of load imbalance and resource fragmentation may be more serious [14] .
Fajjari et al. [18] proposed a reactive reconfiguration algorithm. When a VNR is rejected, the nodes leading to the rejection are found out, and the virtual nodes embedded onto them are sorted by their suitability for migration. Specifically, the virtual nodes with long survival time and attached with high congestion links are considered for migration preferably. Then the most suitable virtual nodes and its attached virtual links are migrated to other substrate nodes and the rejected VNRs will be re-embedded.
Zhu and Ammar [15] proposed an active virtual network reconfiguration algorithm, VNA-Periodic, which regularly checks the overloaded substrate nodes or links and marks them after allocating resources. When the loads of nodes or links exceed a given threshold, all the virtual networks embedded onto them will be re-embedded. However, the cost of re-embedding the entire virtual network may be much higher than only migrating some nodes and links.
It may generate ''seesaw'' problem when the re-embedding locations are selected unreasonably. That is, the new resource bottlenecks may be generated after the re-embedding. Aimed at this problem, Qu et al. [16] proposed a virtual network reconfiguration algorithm to minimize the number of re-embedded nodes. When it is detected that the resource utilization ratio of certain substrate nodes exceeds a given threshold, part of the virtual nodes embedded onto the overloaded substrate nodes are selected to be re-embedded to other substrate nodes with lower loads.
Peng et al. [17] proposed a topology-aware reconfiguration algorithm by minimizing the re-embedding cost. The virtual node to be migrated is re-embedded onto the nearest substrate node to its neighbor virtual nodes. Therefore, the link resource reconfiguration will be reduced. However, the frequent re-embedding in the active strategy may affect some of the embedded virtual networks.
It is clear that, the existing reconfiguration algorithms do not distinguish the difference of resource importance in the substrate networks. However, overloading on less critical resources has lower influence on network connectivity. Whereas if the loads from the less critical nodes are re-embedded onto the critical nodes, it may lead to the critical nodes becoming new resource bottlenecks and increasing the resource fragmentation.
In this paper, we propose a dynamic reconfiguration mechanism based on critical nodes protection. According to the resource importance, we choose the nodes with high importance scores as the critical nodes. Considering that these critical nodes may become resource bottlenecks in case of overloading, part of the virtual nodes on the critical substrate nodes whose loads are more than a certain threshold are selected to re-embed onto the noncritical nodes.
C. INNOVATIONS TO EXISTING METHODS
The existing topology-aware based VNE algorithms distinguished the difference of node importance in the substrate networks, but neglected the difference of link importance and adopted greedy embedding strategies. The VNE algorithms based on mathematical programming model considered the coordination between node embedding and link embedding of the same request, but did not consider the coordinative embedding between different VNRs. Therefore, the existing VNE algorithms may cause the problem of resource fragmentation. In this paper, we propose a collaborative VNE algorithm based on resource importance measures. In which, the node importance and link importance are measured by multiple topological attributes and then are introduced to the model of VNE algorithm based on linear programming. Meanwhile, in order to provide the coordinative embedding between different VNRs and thus increasing the acceptance ratio and revenue, the resource importance is used to set the embedding cost for the substrate resources in the VNE model. The proposed dynamic reconfiguration mechanism based on critical nodes protection also considers the difference of resource importance, which may prevent the critical nodes from becoming new resource bottlenecks and further improve the acceptance ratio and average revenue.
III. VNE PROBLEM DESCRIPTION
In this section, the network model, evaluation metrics and the resource fragmentation problem of VNE are formulated and elaborated. VOLUME 6, 2018
A. VNE NETWORK MODEL
The substrate network is modeled as a weighted undirected 
Where, N v denotes the virtual node set and L v denotes the virtual link set. The resource requirements of virtual nodes and links are denoted as C v N and C v L respectively [4] . Like most previous researches [5] - [12] , we consider the CPU capacity as node constraint and the bandwidth as link constraint.
The embedding of a VNR onto the substrate network is defined as the embedding from G v to a subset G s sub of G s , and the constraints of nodes and links in G v should be satisfied, which can be defined as:
Where N s sub ∈ N s , P s sub ∈ P s , and P s is the set of all loop-free paths in the substrate networks. C s Nsub denotes the allocated substrate node resources, C s Lsub denotes the allocated substrate link resources. The common VNE can be decomposed into two embedding steps [3] :
(1) Node embedding which is denoted as:
Node embedding places the virtual nodes to different substrate nodes that satisfy their node resource constraints:
Where, dem(n v ) is the resource requirement of virtual node n v , M (n v ) is the substrate node where n v embedded, R N (M (n v )) is the residual resource of the substrate node. Any different virtual nodes in the same request should not be embedded onto the same substrate node.
(2) Link embedding which is denoted as L v → P s sub Link embedding assigns the virtual links to the loop-free paths on the substrate network that satisfy the link resource requirements. For the embedding strategy that each virtual link can only be embedded onto one substrate path, the constraints should be as: For the embedding strategy that allows the splitting of virtual link [4] , multiple substrate paths can satisfy the requirement of one virtual link.
B. EVALUATION METRICS
The performance of VNE algorithm is usually evaluated by several metrics, including the acceptance ratio of VNRs, the average revenue of VNRs and the revenue to cost ratio [3] .
(1) The acceptance ratio of VNRs is defined as:
Where, V is the number of VNRs that arrives at time t, V S is the number of VNRs that have been successfully embedded at time t.
(2) The revenue of network G v at time t is defined as:
Where, C (n v ) is the resource requirement of virtual node n v , bw (l v ) is the resource requirement of virtual link l v . Therefore, the average revenue of VNRs is defined as:
Where, VN map (t) is the embedded requests at time t, T is the total runtime.
The cost for accepting a VNR at time t is the total substrate resources allocated to the VNR, which is defined as:
Where, f Therefore, the average revenue to cost ratio, which quantifies the efficiency of resource utilization in the substrate networks, is defined as follows:
In the substrate network, nodes or links that have abundant resources or great influences on network connectivity are considered as critical resources. Fig. 1 shows an example of VNE. The numbers next to the nodes indicate the CPU resources of the substrate nodes and the CPU requirements of the virtual nodes, the numbers on links indicate the bandwidth resource of the substrate links and the bandwidth requirements of the virtual links. The numbers in parentheses denote the residual resources. There are two VNRs, VNR1 and VNR2. Node C, D, E and link (C, D), (C, E) are critical resources in the substrate network.
The greedy embedding strategy prefers allocating critical resources in the substrate networks, so the virtual nodes a, b and c in VNR1 are embedded onto the substrate nodes C, E and D respectively. As seen in Fig. 1 , since VNR1 occupies the critical node C in the substrate network, the connectivity between the two sub-topologies in the substrate network, A-B and D-E-F, is significantly reduced, which leads the resource fragmentation in the substrate network. When VNR2 arrives, it will be rejected because the substrate network does not have enough resources and the virtual node d that has a large CPU resource require cannot be embedded at this moment.
The existing reconfiguration algorithms usually detect the resources for re-embedding from the entire substrate networks, whereas do not distinguish the difference of resource importance. However, the resources with high importance in the substrate network usually have greater influence on network connectivity, for instance, the node C in Fig. 1 . Overload on critical resources tends to result in lower network connectivity and high resource fragmentation, whereas overload on less critical resources has lower influence on network connectivity. If the loads are remapped from the less critical nodes to the critical nodes, the critical nodes may become new resource bottlenecks and the resource fragmentation is increased. Fig. 2 shows the load status of the substrate network before and after reconfiguration, where the two VNRs have been mapped: a-b-c and d-e. Assuming that the dynamic reconfiguration mechanism will re-embed part of the virtual nodes on the overload nodes when the load on the substrate nodes exceeds the threshold of 60%. In this case, node F is detected to be overloaded, and the virtual node b is re-embedded to the substrate node C. Although the load of all the nodes in the substrate network after the reconfiguration is below the threshold of 60%, the critical node C becomes the new bottlenecks and the resource fragmentation in the substrate network is increased.
In summary, the existing static VNE algorithms did not provide the coordination of resource allocation between different VNRs. The existing reconfiguration algorithms did not distinguish the difference of resource importance, which could cause new resource bottlenecks after reconfiguration. Both types of the algorithms may lead to resource fragmentation in the substrate networks and reduce the acceptance ratio of the subsequent VNRs.
IV. COLLABORATIVE VNE ALGORITHM BASED ON RESOURCE IMPORTANCE MEASURES A. MOTIVATIONS
The existing VNE algorithms based on topologyaware [5] - [12] mainly adopt greedy strategies. When a VNR arrives, the substrate nodes with more residual resources and higher connectivity are allocated to the virtual nodes. Different from greedy embedding strategies, if the demands of the subsequent VNRs can be considered in the process of embedding the in-progress VNR, then the resources with higher importance can be protected from being preempted by the previous requests, and it would be conducive to embed the subsequent VNRs with larger demands. Therefore, it would be more reasonable through the collaborative embedding between different VNRs. Fig. 1 , we can see that, both VNRs can be successfully embedded by the collaborative embedding strategy between different VNRs in Fig.3 , whereas only one request can be successfully embedded by the greedy embedding strategy in Fig.1 . The collaborative embedding strategy in Fig.3 sets embedding cost for resources based on the resource importance, and the embedding cost of the important resources is high. The embedding scheme with the lowest embedding cost will be selected for VNR from a variety of possible schemes.
In Fig. 3 , we assume that the substrate nodes and links with more resources are more critical and their embedding cost are higher. For example, the amount of CPU resource VOLUME 6, 2018 of node C is 80, if the resource requirement for the CPU resource of node C is 10 then the embedding cost is set to 10 × 80 = 800. Therefore, there are two schemes for embedding VNR1 as shown in Fig. 1 and Fig. 3 . According to the above calculation method, the total embedding cost of Fig. 1 is 50×80 +30×60 +20×45 +5×20 +5×20+5×10 = 6950. Similarly, the total embedding cost of the scheme in Fig. 3 is 50×60+30×35+20×45 +5×10 +5×10+ 5×10 = 5100. Hence, the embedding scheme with lower cost as shown in Fig. 3 will be chosen for VNR1. That is, the VNR with small resource requirement is embedded to the less critical resources. Then, when VNR2 with large resource demand arrives, there are enough available resources to meet its requirement. In addition, after VNR1 and VNR2 are embedded, the substrate network still maintains high connectivity and low resource fragmentation, which can facilitate the embedding of the subsequent VNRs.
The proposed collaborative VNE algorithm based on resource importance measures consists of two parts.
(1) Measuring the global node importance and link importance using multiple topological attributes, which can reflect the amount of the node or link resource as well as their connectivity in the initial substrate network.
(2) Embedding VNRs using a new proposed VNE strategy considering the collaborative embedding between different VNRs. In which, the difference of resource importance is introduced into the linear programming based VNE model, the more important resources may have higher price, thus the collaborative embedding between different VNRs is provided to protect the critical resources and improve the acceptance ratio and revenue.
B. NODE IMPORTANCE MEASURE
We think that the collaborative embedding between VNRs based on the importance measures of the substrate nodes and links is conducive to protect the critical resources from being excessively used and leading to resource fragmentation.
In existing topology-aware VNE algorithms, nodes are characterized from multi-dimensional measures, including degree centrality [6] - [9] , betweenness centrality [8] , [11] closeness centrality [8] - [11] , eigenvector centrality [5] , [8] , [12] , etc. Liao et al. [8] concluded through experiments that using multiple attributes, such as degree centrality and closeness centrality, could effectively improve the accuracy of the node importance measure and thus improving the acceptance ratio and revenue. Therefore, we also consider the attributes in [8] to measure the importance of the substrate nodes.
However, the existing greedy VNE algorithms measure the node importance based on the residual resources of the substrate network when a VNR arrives. It could lead to a new problem, that is, when the resource fragmentation becomes higher, the critical nodes may be separated to different sub-networks and the connectivity between these subnetworks become lower, so that the link embedding could become more difficult after the node embedding.
In fact, in the substrate networks, some critical resources may dominate the network connectivity whatever their residual loads are. Therefore, in this paper, we measure node importance based on the resources in the initial substrate network. Firstly, we calculate the degree centrality, resource capacity and closeness centrality in the initial substrate network and get the initial node ranking. Then we apply the Markov's Random Walk model proposed in [12] to measure the global node importance in the initial substrate network. The specific measure method is as follows:
1) The node centrality is defined as the number of direct links to its neighbors in the initial substrate network:
2) The resource capacity of node n is measured by the product of the node's CPU resource and the total bandwidth of its adjacent links in the initial network.
Where, cpu(n) is the initial CPU resource of node n, L (n) denotes the adjacent links.
3) The closeness centrality is a natural distance metric between all pairs of nodes, denoted as:
Where, N is the number of all substrate nodes, and sp(n, n i ) denotes the distance of the shortest path between n and n i . We firstly set the initial node importance NR (0) based on the above three topological attributes as follows:
Then, the Markov's Random Walk model is applied to obtain the node ranking NR (n) for each node in a recursive manner:
Where, X is the one-step transition matrix of the Markov chain defined in [12] , i = 0, 1, 2, · · · .
By normalization, we can get the global node importance score of node n as follows:
C. LINK IMPORTANCE MEASURE Similar to node importance measure, we first measure the initial link ranking by considering multiple topological attributes, and then we apply the Markov's Random Walk model to iterate the global link importance in the initial substrate network. Finally, by normalization, we can get the global importance scores of the substrate links. The attributes considered for the link importance measure include:
1) The resource capacity of link is measured as:
Where, bw(l) is the bandwidth of link l, and L (l) is the adjacent link set of link l.
2) The betweenness centrality of link is denoted as:
Where s l is the number of the shortest paths between any node pairs that pass link l, and S is the total number of the shortest paths in the initial substrate network. The initial link importance LR (0) based on the above topological attributes as follows:
Then, the Markov's Random Walk model is applied to measure the global link importance in the initial network.
Considering that Markov's Random Walk model is originally used to measure node importance, in order to make it suitable for measuring link importance, we define the transition probability between adjacent links as follows:
Where, p F gl denotes the forward probability from link g to link l, nbr(g) is the adjacent link set of g.
The transition probabilities between arbitrary links is defined as:
Where, p J gl denotes the transition probability from link g to link l, L is the link set except link l.
Then, the iterative calculation is as follows:
Where,
and the vector of link rankings at iteration i can be denoted as:
Where, M is the number of the substrate links, i = 0, 1, 2, · · · , p F g and p J g are bias factors. A is a one-step transition matrix of the Markov chain, which is defined as:
Then, we iterate the link ranks until convergence to obtain the rank LR (l) of link l. Finally, by normalization, the global link importance score of link l can be denoted as:
D. COLLABORATIVE EMBEDDING STRATEGY AND THE SOLVING METHODS
Based on the VNE algorithm proposed by Chowdhury et al. [13] , which coordinates the node embedding and link embedding, we further propose a multidimensional collaborative embedding strategy, which provide the collaborative resource allocation between different VNRs besides the coordination between node embedding and link embedding according to the our proposed node importance measure and link importance measure. The following elaborates the collaborative strategy and its solving methods from the node embedding stage and the link embedding stage. 
1) NODE EMBEDDING STAGE a: DETERMINING THE CANDIDATE NODE SET
The candidate substrate nodes is determined according to the requirement constraints of the virtual nodes. Fig. 4 shows an example for selecting the substrate node set satisfying the resource requirement for each virtual node in VNR1.
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The embedding cost of the substrate link (u, v) is defined as:
Where, ζ L (u, v) is its link importance score, R E (u, v) is its residual bandwidth, and bw is the bandwidth requirement from the virtual link. The embedding cost of the substrate node n is defined as:
Where, ζ N (n) is its node importance score, R E (n) is the residual CPU resource, and c is the CPU requirement from the virtual node. It can be seen that, the above embedding cost is not only related to the resource consumption but also the importance scores of the node or the link and their residual resources. The higher the importance score and the lower the residual resources, the higher the embedding cost.
c: LINEAR PROGRAMMING MODELING FOR NODE EMBEDDING i) CONSTRUCTING AUGMENTED SUBSTRATE GRAPH
According to the constraints of virtual nodes, the candidate substrate nodes is determined for each virtual node, called as the meta-node. Meanwhile, each virtual node is connected to its corresponding meta-nodes, and these links are called as meta-links. In this way, the substrate network is extended to an augmented substrate graph. Fig. 5 shows an augmented substrate network of VNR1. The augmented network is denoted as G s = N s , L s . For each virtual node n v ∈ N v , if the corresponding meta-node is µ(n v ) and the meta-nodes that satisfy the constraints of the virtual node is denoted as (n v ), then the node set in the augmented network is
Such as, the meta-node of virtual node a is (a) = {C, E}.
ii) VARIABLES b i
uv : A flow variable denoting the total bandwidth from u to v on the substrate link (u, v) for the i th virtual link.
x uv : A binary variable, it is set to 1 if
• Flow related constraints:
• Meta and binary constraints:
The objective function in (26) tries to minimize the embedding cost of VNRs. ζ N (n) and ζ L (u, v) are the importance scores of node n and link (u,v) . R E (u, v) denotes the available bandwidth of the substrate link (u,v), R N (n) denotes the available CPU capacity of the substrate node n. δ is a small positive constant to avoid dividing by zero in the calculation. c(z) is the CPU requirement of virtual node z, s i and t i are respectively the source node and destination node for the i th link of a VNR. In our embedding strategy, the node importance and link importance are introduced to the objective function in (26) to avoid the excessive use of critical resources by the previous VNRs with small resource requirements and thus providing the collaborative embedding among different VNRs.
Constraints (27) and (28) contain the node and link capacity bounds. b i uv and b i vu respectively denote the two-way bandwidth of the i th virtual link on the substrate link (u, v). The overall bandwidth on both directions of the substrate link (u, v) is no more than its available bandwidth.
Constraints (29), (30), (31) are the flow conservation conditions, which denote that the network flow to a node is zero except for the source node s i and the sink node t i .
Constraints (32) and (33) are related to the augmented portion of the substrate graph. Constraint (32) makes sure that only one substrate node is selected for each meta-node, whereas constraint set (33) ensures that no more than one meta-node is placed on a substrate node.
Constraints (34) and (35) denote the real and binary domain constraints on the variables b i uv and x uv , respectively. Based on the domain constraints, the Linear Program can be relaxed as that in [13] :
Then, we can use rounding techniques in [13] to obtain integer values for the variable x uv , which is an embedding scheme for the VNR.
The embedding probability can be set according to the result of linear programming as follows:
Where n v is the virtual node needs to be embeded, z ∈ (n v ), and n v will be embedded onto node z with embedding probability p z .
By this way, we can obtain polynomial-time solvable algorithms for node embedding.
2) LINK EMBEDDING STAGE
Once all the virtual nodes have been embedded onto the substrate nodes, the multi-commodity flow (MCF) algorithm can be applied to embed the virtual links onto the substrate paths [13] . Similar to the node embedding, we introduce link importance to the link embedding to provide collaborative embedding between different VNRs, which can avoid the resource fragmentation caused by the exclusive use of importance substrate links by the previous VNRs with small requirements and increase the collaborative embedding among different VNRs. The linear programming model of link embedding is introduced as follows.
a. Variable b i uv : A flow variable denoting the total bandwidth from u to v on the substrate link (u, v) for the i th virtual link.
b. Objective:
The objective function in (40) tries to minimize the embedding cost of the link embedding. Link importance evaluated by topology-aware method is introduced to the objective function. The cost of using a more important link is correspondingly higher.
Constraints (41) to (44) are similar to those in node embedding and are not repeated here.
The proposed collaborative VNE algorithm based on resource importance measures is described in Algorithm 1.
V. DYNAMIC RECONFIGURATION MECHANISM BASED ON CRITICAL NODES PROTECTION A. MOTIVATIONS
The existing reconfiguration algorithms did not distinguish the differences of resource importance, which could cause the critical resources become new resource bottlenecks due to reconfiguration and increase resource fragmentation. We think that the differences of resource importance should be considered during the dynamic reconfiguration, and the overloaded critical resources should be the main concern. It is conducive to re-embed the loads to less critical locations, thus avoiding the emerging of new resource bottlenecks and reducing the resource fragmentation.
Therefore, we propose a dynamic reconfiguration mechanism based on critical nodes protection. Firstly, according to the resource importance measures, the nodes with high importance scores are selected as the critical nodes. Then when it is detected that the substrate network has a high degree of resource fragmentation, part of the virtual nodes on the overloaded critical substrate nodes will be re-embedded to the less-critical ones. There are two steps in our dynamic reconfiguration strategy: (1) selecting the reconfiguration candidate node set when a VNR is rejected; (2) re-embed part of the virtual nodes on the candidate nodes.
B. SELECTING CANDIDATE NODE SET FOR RECONFIGRATION
In order to avoid the impact of frequent reconfiguration on the embedded VNRs, we adopt a reactive reconfiguration strategy, that is, the reconfiguration will be triggered in case that a VNR is rejected.
According to the node importance measures defined in 4.2, the nodes with high importance are selected as the critical nodes, and the ratio of which to the total substrate nodes is assumed to be α.
When reconfiguration is expected, the critical nodes whose loads exceed a threshold β are selected as the candidate node set for reconfiguration.
reject G v 8:
return NODE_EMBEDDING_FAILED 9:
end if 10:
for all z ∈ (n v ) do 11:
z , set the probability that n v will be embedded onto node z 12: end for 13:
for all z ∈ (n v ) do 15:
end for 17:
set M (n v ) ← z and ϕ(z) ← 1 with prob. p z 18: end for Solve MCF based on link importance measure to embed virtual links 19: if link is embedded successfully then 20: 
The virtual nodes embedded onto the candidate node set need to be re-embedded to reduce the loads of the critical nodes, and thus reduce the resource fragmentation in the substrate network. Two aspects need to be considered: 1) How to evaluate and select the virtual nodes that are suitable to be re-embedded? 2) How to select the object substrate nodes to host the loads of the virtual nodes to be re-embedded? Therefore, in order to reduce the cost of reconfiguration and increase the success rate, we define a migration index to evaluate whether a virtual node is suitable for migration, which measures the CPU and bandwidth requirements of the virtual node and the adjacent link.
Reconfiguring the virtual nodes with small resource requirements is easier, the probability of successful re-embedding is greater, and the impact on the virtual network is smaller. Therefore, the virtual nodes with bigger migration index is suitable for being re-embedded.
When selecting the target substrate nodes for remapping, the differences of resource importance need to be considered. The less-critical substrate nodes with lower embedding cost are more likely to be selected, which can avoid generating new resource bottlenecks.
The proposed reconfiguration mechanism is shown in Algorithm 2.
VI. EXPERIMENTS AND PERFORMANCE EVALUATION
In this section, we compare the proposed algorithms with several existing VNE algorithms in terms of VNR acceptance ratio, average revenue, R/C ratio and runtime.
A. SIMULATION ENVIRONMENTS
Same as some previous works [6] - [13] , we conduct our experiments using GT-ITM [23] to generate the topologies of substrate networks and VNRs.
We first generate a substrate network based on random model. In which, a set of nodes are distributed in a plane, and a link is added between each pair of nodes with certain probability.
Considering that the real networks are usually hierarchical, the random model cannot represent their characteristics, we also generate a hierarchical substrate network using the Transit-Stub [24] hierarchical model.
The random model based network is configured with 100 nodes, which is the scale of a medium-sized ISP, each pair of nodes is randomly connected with probability 0.5, and the node CPU and link bandwidth are in the range of U[50,100].
The network based on Transit-Stub model is configured with one transit domain that contains four nodes, each transit node connects four stub domains, and each stub domain contains eight edge nodes, so there are about 100 nodes in total. The simulation parameters are shown in Table 1 .
The arrival of VNRs is modeled as a Poisson process. Each experiment runs for 50000 time units. The simulation parameters of VNRs are shown in Table 2 .
In order to evaluate the performance of our algorithms, we select several VNE algorithms listed in Table 3 .
B. EVALUATION RESULTS FOR RANDOM MODEL BASED SUBSTRATE NETWORK 1) ACCEPTANCE RATIO Fig. 6 shows the acceptance ratio of VNRs of each algorithm. We can see that the acceptance ratios of all algorithms are very high at the beginning because the resources in the substrate network are abundant and most requests can be embedded successfully. As time goes on, some resources in the substrate network are embedded gradually, so the acceptance ratios begin to decline, and then gradually to be steady. The reason is that the arrival time of VNRs obeys Poisson distribution, the duration time of the requests follows an exponential distribution and the arrival and departure of VNRs maintain a state of dynamic equilibrium. Overall, RIM-ViNE gets the highest acceptance ratio compared with the other comparison algorithms, and accepts about 4%, 8%, 11%, 14% more of the VNRs compared with the algorithms NIM-ViNE, RTA-MAX, R-ViNE and RW-NDC respectively. NIM-ViNE, which only considers the node importance, achieves a relatively high acceptance ratio. The reason is that NIM-ViNE does not consider the link importance, so some critical links may be preempted and become link bottlenecks. Whereas RIM-ViNE considers both the difference of node importance and link importance in the substrate network and allocates resources accordingly. In this way, the embedding of different VNRs can be considered coordinately, thus reducing the resource fragmentation and improving the acceptance ratio. 2) AVERAGE REVENUE Fig. 7 shows the average revenue of different algorithms. The proposed RIM-ViNE algorithm also achieves higher average revenue than the comparison algorithms. It is because RIM-ViNE achieves higher request acceptance ratio, which accepts more requests to obtain higher revenue. Fig. 8 and Fig. 9 gives the average utilization ratio of nodes and links respectively. We can see that, RIM-ViNE improves the utilization of substrate nodes and links compared to the comparison algorithms, and NIM-ViNE achieves a relatively high utilization ratio. The reason is that NIM-ViNE only considers the node importance. However, RIM-ViNE distinguishes the importance difference not only between the substrate nodes but also between the substrate links, which also coordinates the embedding between different VNRs, thus avoiding the preemption of the critical resources and further improving the utilization of the substrate resources. Therefore, both the node importance and link importance influence the collaborative embedding between different requests.
3) AVERAGE UTILIZATION RATIO OF NODES AND LINKS

4) R/C RATIO
Although RIM-ViNE achieves higher acceptance ratio and average revenue than the comparison algorithms, the average R/C ratio is not good enough as shown in Fig. 10 . In order to avoid the excessive use of critical resources, RIM-ViNE sometimes may choose a longer path to embed virtual links, resulting in higher cost. However, the acceptance ratio and average revenue of RIM-ViNE are obviously improved, while its average R/C ratio is close to that of R-ViNE, which shows that RIM-ViNE does not sacrifice too much cost.
5) TIME COMPLEXITY
RIM-ViNE defines the VNE as a Linear Programming (LP) problem, so that the time complexity is polynomial. The average running time of different algorithms in Fig. 11 show that, R-ViNE and RIM-ViNE need higher running time compared with the comparison algorithms. It is because the solving space of LP problems is bigger than that of the greedy strategies, which increases the time complexity. Compared with R-ViNE, because RIM-ViNE distinguishes the importance difference between the nodes and that between the links, so the running time is higher, whereas RIM-ViNE significantly improves the acceptance ratio and average revenue. In summary, RIM-ViNE is the best in terms of the overall performance.
6) PERFORMANCE OF RECONFIGURATION MECHANISM
In our dynamic reconfiguration mechanism CNP-Re, the proportion coefficient α of critical resources and the load threshold β may affect its performance. In order to explore the influence of different parameter settings and find the most suitable configuration, we compare the acceptance ratio of different configurations under different parameter settings as shown in Table 4 . It can be seen from Table 4 that, when the proportion of critical substrate nodes is 0.3 and the load threshold is 0.5, the acceptance ratio of VNRs is the highest. However, the acceptance ratio declines when the threshold becomes higher or lower, it is because that the lower threshold makes the remapping more frequent and the higher threshold renders the reconfiguration mechanism unable to balance the overloaded nodes in time. Similarly, if the ratio of critical substrate nodes is too high, then too many less-critical nodes need to be reconfigured. Whereas too low ratio will lead that, some resource bottlenecks that have emerged cannot be addressed in time. Therefore, setting appropriate parameter values in our reconfiguration mechanism is conducive to improving the request acceptance ratio of VNRs. According to Table 4 , in the following experiments for reconfiguration, the parameters are set as α = 0.3, β = 0.5.
C. EVALUATION RESULTS FOR HIERARCHICAL SUBSTRATE NETWORK 1) ACCEPTANCE RATIO
Similar to the experiments in random model based substrate network, the acceptance ratio of each algorithm decreases from the high value at the beginning and then tends to be steady, but it is lower than that in the scenario of random model based substrate network. In the hierarchical network, the importance difference of nodes and links is bigger. The resources in the backbone network have greater influence on the network connectivity, so preferential use of the backbone resources may lead to resource fragmentation more likely, that is, the problem of resource fragmentation may be more prominent in the scenario of the hierarchical networks.
As can be seen from Fig. 12 , our RIM-ViNE and RIM-ViNE-Re accept more VNRs than the comparison algorithms, and RIM-ViNE-Re achieves the highest acceptance ratio. Although the overall acceptance ratio is lower than that of the random network in Fig.6 , RIM-ViNE accepts about 4%, 9%, 12% and 14% more requests than RTA-MAX, R-ViNE and RW-NDC in the hierarchical network, and RIM-ViNE-Re accepts approximately 8% more requests than RIM-ViNE. Hence, our proposed algorithms enhance the acceptance ratio more significantly in the hierarchical substrate networks.
2) AVERAGE REVENUE Fig. 13 shows the average revenue of different algorithms in the hierarchical network. As can be seen, RIM-ViNE and RIM-ViNE-Re have higher average revenue than the other algorithms. However, compared with the results of random network in Fig.7 , the average revenue in hierarchical network is lower.
3) AVERAGE UTILIZATION RATIO OF NODES AND LINKS
As can be seen from Fig. 14 and Fig. 15 , RIM-ViNE and RIM-ViNE-Re improve the utilization ratio of substrate nodes and links compared to the other algorithms, and the resource utilization ratio of RIM-ViNE-Re is the highest. This shows that dynamically re-allocating resources can effectively improve the resource utilization of the substrate networks.
4) R/C RATIO
Compared with the results in Fig. 10 , the R/C ratio of each algorithm in the hierarchical network is higher as shown VOLUME 6, 2018 FIGURE 14. Average utilization ratio of nodes in the hierarchical network. in Fig. 16 . It is because the critical resources of the hierarchical network are concentrated in the backbone network, so the greedy embedding strategies may preempt them. Although the R/C ratio is high, the resources in the non-backbone network may be fragmented and the overall network connectivity may be reduced. In this case, even though there are available resources in the edge network, they are difficult to be utilized, resulting in low acceptance ratio. Fig. 17 shows that, in the hierarchical network, the running time of RIM-ViNE and RIM-ViNE-Re are also higher than that of the comparison algorithms, which are basically the same as those shown in Fig.11 .
5) RUNTIME
In general, the influence of the critical nodes and links on VNE algorithms in the hierarchical networks is more significant. Both RIM-ViNE and RIM-ViNE-Re are superior to the comparison algorithms in terms of acceptance ratio, average revenue and resource utilization ratio. For the greedy strategy based VNE algorithms, the critical resources in the backbone network are preferentially used, so the network resources may be fragmented and the acceptance of the latter VNRs is reduced. However, our proposed algorithms try to avoid excessive use of the critical nodes and links, leaving some of critical resources available for the requests that absolutely need them, so the allocation of resources is more reasonable and the request acceptance ratio and avenue is increased.
6) DISCUSSION OF LOAD DISTRIBUTIONS
The objectives of existing VNE algorithms mainly focus on maximizing the acceptance ratio, average revenue and improving the R/C ratio, and evaluate those metrics. In order to explore the influence of different VNE algorithms on the load distribution in the substrate network further, we extend the simulation the load distribution in the substrate network. Fig.18 and Fig.19 show the results of different algorithms in the hierarchical substrate network.
The Node IDs and Link IDs in Fig.18 and F.g.19 are numbered according to the importance scores of nodes and links measured using our proposed methods. The nodes and links with smaller IDs are more important. It can be seen that, in terms of load balancing of nodes and links in the substrate network, the greedy VNE algorithms, such as RW-NDC and RTA-MAX, have poor performance. Meanwhile, their loads mainly distribute on the important resources, which may lead to resource fragmentation and thus reducing the acceptance ratio and revenue. Whereas, our collaborative VNE algorithm considering the coordinative embedding between different VNRs balances the loads better than the algorithms only considering the coordination between node mapping and link mapping of the same VNR. Meanwhile, our reconfiguration strategy based on critical nodes protection further improves resource utilization ratio and balances the network loads.
However, the load balance on nodes is better than that on links. The reason maybe that we adopt a two-stage embedding strategy, the virtual nodes are embedded first and then the virtual links are embedded. Therefore, some virtual nodes with small requirements may be embedded to the substrate nodes with lower importance to avoid the excessive use of the critical nodes, which makes some virtual links be embedded to longer paths. Although the importance links are protected by considering link importance, the transit domain needs to connect the stub domains in the hierarchical network, so it may increase the loads of the links in the backbone network when the utilization ratio of network resources increases.
VII. CONCLUSION
Virtual network embedding is a key challenge of network virtualization. In this paper, we propose a collaborative embedding algorithm. In which, the node importance and link importance are measured by using multiple topological attributes and are used to set the embedding cost of the substrate network resources, effectively avoiding excessive use of critical nodes and links from the previous VNRs with small resource requirements. We also propose a dynamic reconfiguration mechanism based on critical nodes protection to optimize the resource utilization further. In case that the load of the critical substrate nodes exceeds a certain threshold, part of the virtual nodes mapped on them will be re-mapped onto the non-critical nodes, balancing loads and avoiding new resource bottlenecks due to remapping. The simulation results under random model based network and hierarchical network show that our proposed algorithms improve the acceptance ratio and average revenue obviously.
In the future work, we will conduct experiments under more complex networks to further study the influence of network topologies on the performance of VNE algorithms. In addition, it can also be combined with energy saving, network survivability and security.
