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Abstract
Many of the most attractive properties of multifunctional materials can be traced
to the competition between charge, structure, and magnetism. The discovery that
these interactions can be tuned with various physical stimuli has accelerated interest
in their behavior under extreme conditions. In this dissertation I present a spectroscopic investigation of several model molecule-based magnets under external stimuli
of magnetic ﬁeld and temperature. The compounds of interest include MII [N(CN)2 ]2
(M=Mn, Co) and [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ]. These materials are attractive for their
subtle interplay between electronic, magnetic and structural degrees of freedom oﬀering both physical property tunability and models with which to carry out fundamental studies of coupling phenomena. The vibrational properties of Mn[N(CN)2 ]2 reveal
the magnetoelastic coupling through the quantum critical transition at 30.4 T that
drives the system from the canted antiferromagnetic to the fully polarized state. The
local lattice distortions, manifested in systematic phonon frequency shifts, suggest
a combined MnN6 octahedra distortion + counter-rotation mechanism that reduces
antiferromagnetic interactions and accommodates the developing ﬁeld-induced state.
Work on Co[N(CN)2 ]2 combines high ﬁeld Raman and infrared spectroscopies to explore the eﬀect of the chemical tuning on lattice dynamics and coupling processes in
a ferromagnet. In addition to a large anisotropy, our studies uncover electron-phonon
coupling as a ﬁeld-driven avoided crossings of the low-lying Co2+ electronic excitation
with the ligand phonons and a magnetoelastic eﬀect that signals a ﬂexible local CoN6
iv

environment under external ﬁeld. Finally, we employ vibrational spectroscopies to
probe spin-lattice interactions in the [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] metamagnet. In applied ﬁeld, correlation between the vibrational response, the displacement patterns,
and local lattice distortions reveals magnetoelastically-active [Cr(CN)6 ]3− octahedral
units and rigid [Ru2 (O2 CMe)4 ]+ paddle wheel dimers as the system is driven away
from the antiferromagnetic ground state. At the same time, variable temperature
studies show pronounced changes in modes connected with the [Cr(CN)6 ]3− octahedra, demonstrating the overall softness of this moiety and its readiness to adapt to a
new physical environment. These ﬁndings deepen our understanding of coupling in
multifunctional materials and demonstrate the tunability of competing interactions
under extreme conditions.
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B = 0 T curve. (c) Intensity (I), frequency (ω), and linewidth (full
width at half maximum, Γ) as a function of ﬁeld for the δ(C-Cr-C)
bend near 120 cm−1 . (d) Absorption proﬁle of the ν(C≡N) stretch at
2145 cm−1 along with the corresponding ﬁeld-induced changes in Δα
(inset). Data are oﬀset for clarity. All data were measured at liquid
helium temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.2

Integrated absolute absorption diﬀerence vs. applied ﬁeld compared
with the magnetization and the square of the magnetization. The
data are normalized to 35 T. ( ) - 4 K magnetization (M (B)), (
) - (M (B))2 ,  - 120 cm−1 ,  - 370 cm−1 ,  - 460 cm−1 and
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- 2145 cm−1 peaks. All magneto-infrared data were collected at 4.2
K. Inset: Close-up view of low ﬁeld magnetization demonstrating the
magnetic intersublattice coalescence transition at Bc 0.08 T. Magnetization measurements up to 60 T do not reveal any additional transitions.
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Low frequency Raman spectrum of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] at zero
ﬁeld.
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6.4

(a) The far infrared spectrum of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] at 300 K.
Inset (left): Close-up view of the low frequency δ(C-Cr-C) deformation
mode at 300 and 10 K. Inset (right): Close-up view of the ν(Cr-C)
and δ(Cr-C-N) modes emphasizing the pronounced frequency shifts
between room temperature and 10 K. (b) Image plot of peak intensities
as a function of frequency and temperature for the mode cluster near
400 cm−1 : blue - low intensity, red - high intensity. (c) Frequency
vs. temperature behavior for the δ(Cr-C-N) mode. Inset: Close-up
view of the systematic frequency variation through the 33 K transition
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.5

(a) Middle-infrared spectrum of the [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] molecular magnet at 300 and 10 K. Insets: Close-up view of the ν(CN) and
ν(CH) stretching modes, respectively. (b) Frequency vs. temperature
plot for the 1040 cm−1 peak, displaying an unusual softening. Inset:
Close-up view of the high and low temperature spectra near the same
peak. (f) Spectral evolution of the 1450 cm−1 cluster at 10, 30, 50,
100, 150, 200 and 300 K.
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[Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] crystal structure at 300 and 1.8 K. [235]
Dotted/gray lines show examples of intersublattice C· · ·O distances
that shorten with decreasing temperature. Hydrogens atoms are omitted for clarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
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Chapter 1
Introduction: Molecule-Based
Solids as Models for Novel
Magnetism and Functionality
Magnetic materials have fascinated mankind since their discovery by the ancient
Greeks and the early application in a “South pointing” compass by the Chinese. [1,2]
The technological importance and ubiquitous use of magnets in telecommunication,
magnetic recording, acoustic devices and medical imaging prompts contemporary
research with focus on enhancement of existing materials and search for novel compounds with important magnetic and unique cooperative physical properties.
Historically, the ﬁeld of magnetic materials has been conﬁned to metals, their
alloys and/or metal oxides. These so-called classical magnets are composed of atoms
or ions of the transition- or lanthanide metals, for instance Fe, Co, Fe3 O4 , CrO2 ,
Nd2 Fe14 B, and have their active spins residing on the corresponding d - or f - orbitals. [2] Close proximity of magnetic centers gives rise to strong magnetic interactions governed by direct exchange, superexchange, and dipole-dipole interactions.
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These materials are technologically important due to the very high magnetic ordering temperatures however, they are mechanically brittle, heavy, insoluble and require
energy-expensive fabrication methods. [2, 3]
Molecule-based magnets are an expanding class of materials that are fundamentally diﬀerent from conventional metal- and oxide-based magnets. These systems
are constructed from the discrete molecular units/components assembled together
by ionic, covalent, hydrogen bonding and/or van der Waals interactions. [3–5] The
extraordinary richness of molecular chemistry along with simpler solution-based synthetic methodologies provide unprecedented opportunities for manipulation and design of speciﬁc materials with desired magnetic properties. Moreover, the latter can
be extended to combine magnetic phenomena with low density, solubility, mechanical
ﬂexibility, porosity, biocompatibility, optical, and electrical properties thus enabling
the development of advanced multifunctional devices. [2–6]
Since the discovery of bulk magnetism in molecular solids, a vast number of compounds with intriguing crystal architectures and interesting properties have been
revealed. [2,4–6] These novel magnets span from purely organic compounds with unpaired electron spins localized on p-orbitals to hybrid organic/inorganic complexes
where electrons reside on p and/or d -levels and to d -orbital-based inorganic coordination compounds. The hybrid materials can be generally classiﬁed into two main
groups. In the ﬁrst, metal ions and the organic moieties carry unpaired electrons and
contribute to the observed magnetism. In the second, ligands are not intrinsically
magnetic and act as eﬀective superexchange pathways between spin-carrying metal
centers. Extensive research in magnetic phenomena of molecular species has led to realization of 0-dimensional (0D), 1D, 2D, 3D magnetically ordered systems (i.e. ferromagnets, ferrimagnets, antiferromagnets, weak ferromagnets) enabling the discovery
of (i) room temperature magnetism, [7–11] (ii) photoinduced magnetism, [12,13] (iii)
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materials with spin-crossover and charge-transfer induced spin transitions, [14–18]
(iv) compounds with large negative magnetization, [19, 20] (v) single-molecule and
single chain magnets, spin ladders (Fig. 1.1). [21–27] Many of these systems are
particulary attractive for fundamental studies of quantum magnetism. From being
a curiosity and challenge for chemists, the ﬁeld of molecule-based magnetism has
grown into an interdisciplinary area were collaboration between chemists, physicists
and material scientists is essential to design, characterize and apply novel compounds
displaying new types of cooperative physical phenomena.
A large class of solids consists of purely organic-based magnets fabricated from
stable organic radicals. The most studied examples are presented by nitronyl nitroxide, dithiadiazolyl/dithiazolyl, and verdazyl families of radicals (Fig. 1.2). [4, 5, 28]
The rich chemistry of organic substitute groups led to discovery of a wide spectrum
of magnetic systems exhibiting ferromagnetism, antiferromagnetism, weak ferromagnetism, geometric frustration, and the spin-Peierls transition. [4, 5, 28] In addition to
organic magnets, materials that combine both organic components and metal ions
received considerable attention after the discovery of [FeIII (C5 Me5 )2 ][TCNE] - the 0D
molecule-based ferromagnet with a 4.8 K ordering temperature. [29, 30] The subsequent search for cooperative magnetism in the TCNE (TCNE = tetracyanoethylene)
family of compounds resulted in the discovery of V(TCNE)x ·y(CH2 Cl2 ) (x  2, y 
1/2) - an organic-based room temperature magnet with TC  400 K (Fig. 1.1(a)).
[10,11] A series of M(TCNE)x (M = Mn, Fe, Co, Ni) materials as well numerous other
compounds employing TCNE radical anion (for instance, [MnTPP][TCNE]·solvent
family, H2 TPP = tetraphenylporphyrin) also display interesting magnetic properties. [5, 6] Finally, inorganic coordination compounds, especially the Prussian blues,
constitute an important class of magnetic solids. This large family of materials
with general formula Mx [M (CN)6 ]y ·nH2 O (Fig. 1.2) displays a variety of physical
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Figure 1.1: Representative examples of magnetic phenomena in molecule-based
materials. (a) Room temperature magnet V(TCNE)x attracted to Co5 Sm magnet. Reprinted (Fig. 2) with permission from Ref. [11] [K. I. Pokhodnya et
al., Adv. Mater. 12, 410 (2000)]. Copyright (2000) WILEY-VCH. (b) Quantum eﬀects in single-molecule magnet [Mn12 O12 (O2 CCH2 C(CH3 )3 )16 (CH3 OH)4 ].
Reprinted (Fig. B1a) by permission from Macmillan Publishers Ltd: [Nature Materials, http://www.nature.com/nmat], Ref. [25] [L. Bogani and W. Wernsdorfer,
Nature Mater. 7, 179 (2008)]. Copyright (2008). (c) A schematic of chargetransfer induced spin transition in [Fe(tmphen)2 ]3 [Os(CN)6 ]2 . [16, 17] Reprinted
(Fig. 1, 2) by permission from Macmillan Publishers Ltd: [Nature Chemistry,
http://www.nature.com/nchem], Ref. [17] [R. Sessoli, Nature Chem. 2, 346 (2010)].
Copyright (2010). (d) Light induced spin-crossover magnetism in Fe2 [Nb(CN)8 ](4pyridinealdoxime)8 ·2H2 O). Reprinted (Fig. 1c, 3a, 4b) by permission from Macmillan Publishers Ltd: [Nature Chemistry, http://www.nature.com/nchem], Ref. [18]
[S. Ohkoshi, et al., Nature Chem. 3, 564 (2011)]. Copyright (2011).
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Figure 1.2:
Examples of molecular building blocks and representatives of
molecule-based magnets.
NN = nitronyl nitroxide, DTDA = dithiadiazolyl, DTA = dithiazolyl, TCNE = tetracyanoethylene, BEDT-TTF = bis(ethylendithio)tetrathiafulvalene. [4, 5, 30–32] [MII MIII (ox)3 ]− structure: Reprinted
with permission from Ref. [31] [K. S. Min et al., Inorg. Chem 44, 8433 (2005)].
Copyright (2004) American Chemical Society.
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properties that can be tuned with metal substitution. [7, 33] Perhaps the most spectacular among these compounds are mix-valent VII/III [CrIII (CN)6 ]0.86 ·2.8H2 O and
KVII [CrIII (CN)6 ]·2H2 O ferrimagnets with magnetically ordered states above room
temperature (TC = 315 and 376 K, respectively). [8, 34] Besides rich properties like
room temperature magnetism, metamagnetism, photomagnetism, spin-crossover and
ferroelectric ferromagnetism, the Prussian blue family also displays a broad spectrum of optical, electrical, and gas storage properties. [7,33,35] Similarly to Prussian
blue analogs, the family of mixed metal oxalates [MII MIII (C2 O4 )3 ]− [XR4 ]+ (MII =
Mn, Fe, Co, Ni, Cu; MIII = Cr, Fe) attracted a lot of attention as they display
ferro- and ferrimagnetic ordering with TC between 6 and 48 K. [5, 36, 37] Importantly, substitution of electronically “inactive” organic cations [XR4 ]+ with other
functional groups oﬀers unique opportunities to couple several desired properties for
instance, magnetic and electrical phenomena. Such a combination of magnetic and
electronic properties was realized in [BEDT-TTF]3 [MnCr(C2 O4 )3 ] (BEDT-TTF =
bis(ethylendithio)tetrathiafulvalene) composed of sheets of ferromagnetic bimetalic
oxalato complex and layers of conducting BEDT-TTF cations. [38] This discovery of
ferromagnetic organic metal opened an intriguing class of molecule-based ferromagnetic conductors. [38, 39] Taken together, these examples of molecule-based magnets
varying from organic to hybrid, to inorganic materials demonstrate enormous opportunities in direct engineering of novel materials with predeﬁned chemical and physical
properties.
Despite a growing number of molecule-based magnets and their extensive investigation, the comprehensive understanding of their structure-property relationships is
still far from complete. The targeted fabrication of next generation magnetic devices
with tunable properties and coupled functionality requires fundamental investigation of the charge-lattice-spin interactions. In fact, the interplay between electronic,
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magnetic, lattice and/or orbital degrees of freedom is at the heart of many exotic
properties of multifunctional materials. As an example, in organic charge transfer
salts, iron chalcogenides, and transition metal oxides like manganites or cobaltites,
the existence of multiple competing interactions gives rise to rich phase diagrams
where close proximity or simultaneous occurrence of, for instance, magnetic, charge
ordered insulating, metallic, and superconducting states oﬀers unprecedented opportunities to tune properties and produce novel phenomena. [40–43] Figure 1.3
provides several examples of phase diagrams for representative materials displaying
strong coupling over various degrees of freedom. [41, 44, 45]
Many of these complex materials exhibit quantum critical points - one of the
subjects of this work, although our interest is in the magnetically driven phase transitions. An example of such a ﬁeld-driven transition is shown in Fig. 1.4(a) for
BaCuSi2 O6 quantum magnet where the applied ﬁeld acts to reduce the singlet-triplet
spin gap giving rise to novel magnetic order above the quantum critical ﬁeld Bc . [46]
Besides quantum critical transitions, the external ﬁeld also drives a cascade of phase
transformations in a variety of functional materials like, multiferroic oxides. [47–49]
Figure 1.4(b) displays an example of B − T phase diagram for Ni3 V2 O8 where competing correlations and near degenerate ground states are tuned with applied ﬁeld.
These examples demonstrate that magnetic ﬁeld is an important physical variable
that induces interesting states and gives rise to exotic phenomena commonly found
in extreme environments.
Molecule-based materials oﬀer unique opportunities to investigate the interplay
between charge, structure, and magnetism and for bottom-up understanding of their
multifunctional behavior. [4, 5, 39] Their richness and ﬂexibility of discrete building blocks are particularly attractive to couple functionality and tune properties
by external stimuli like, temperature, pressure and magnetic ﬁeld. Their low mag-
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Figure 1.3: Complex phase diagrams for materials with strong competing interactions and tunable ground states under chemical or physical pressure. (a)
Fe1.02 (Te1−x Sex ). Reprinted (Fig. 1) by permission from Macmillan Publishers Ltd:
[Nature Materials, http://www.nature.com/nmat], Ref. [44] [T. J. Liu et al, Nature
Mater. 9, 716 (2010)]. Copyright (2010). (b) Nd1−x Srx MnO3 . Reprinted (Fig. 8)
with permission from Ref. [45] [S. M. Dunaevskiĭ, Phys. Solid State, 46, 193 (2004)].
Copyright (2004) MAIK Nauka/Interperiodica with permission from Springer Science
and Business Media. (c) κ-(BEDT-TTF)2 Cu[N(CN)2 ]Brx Cl1−x . Reprinted (Fig. 6)
with permission from Ref. [41] [M. Dressel, J. Phys.: Condens. Matter 23, 293201
(2011)]. Copyright (2011) IOP Publishing Ltd. (d) Nax CoO2 ·yH2 O. Reprinted (Fig.
1) with permission from Ref. [50] [M. Ohkawa, Physica B 405, 3057 (2010)]. Copyright (2010) Elsevier.
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Figure 1.4: B − T phase diagrams for selected materials emphasizing their complex magnetic transitions in the low temperature regime. (a) BaCuSi2 O6 quantum
magnet. Reprinted (Fig. 1) by permission from Macmillan Publishers Ltd: [Nature
Materials, http://www.nature.com/nature], Ref. [46] [S. E. Sebastian et al, Nature
441, 617 (2006)]. Copyright (2006). (b) Ni3 V2 O8 multiferroic. Reprinted (Fig. 2b)
with permission from Ref. [47] [R. C. Rai et al., Phys. Rev. B 74, 235101 (2006)].
Copyright (2006) by the American Physical Society.
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netic energy scales are well-suited to investigating ﬁeld-driven phase transitions and
charge-lattice-spin interactions at moderate ﬁelds. [51–54] Taken together, these characteristics make molecular magnetic solids highly attractive for investigation of microscopic aspects of structure-property relationships in complex systems. Moreover,
molecule-based magnets can be used as model systems to test new theories and
provide fundamental insight into the behavior of other multifunctional materials,
like oxides where higher energy scales render similar physical processes inaccessible to conventional powered and pulsed magnets. As an example, the moderate
exchange energies of copper halide spin ladder (2,3-dmpyH)2 CuBr4 (2,3-dmpyH =
2,3-dimethylpyridinium) provide an elegant way to gain insight into the fundamental physics of copper oxide materials and thus deepen our understanding of their
quantum spin behavior and high temperature superconductivity. [27, 55]
The structure-property relationships in materials of interest are typically probed
by a variety of complementary techniques. A combination of bulk magnetic, electrical, and structural probes, such as magnetization, speciﬁc heat, resistivity, xray/neutron diﬀraction, and magnetostriction measurements are generally employed
to map out diﬀerent phases and establish correlations with chemical and physical
tuning. These probes however, provide only an average macroscopic response. As
an example, magnetostriction measurements bring insight into the behavior of the
lattice constants in diﬀerent magnetic regimes however, lack information on the microscopic signatures of magneto-structural correlations and their role in fundamental phase transitions and quantum critical phenomena. In contrast, investigation
of magnetoelastic interactions with more sensitive microscopic methods using for
instance, diverse spectroscopic techniques, provides information not only on local
structure deformations and atomic displacements but also reveals dynamic nature of
this interaction. The profound investigation of the local lattice interactions and mi-
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croscopic aspects of the charge-lattice-spin coupling will bring deeper understanding
of the foundational behavior of complex matter, and moreover will help to design
and manipulate the technologically important materials and their properties.
Spectroscopy is a versatile and powerful tool for the investigation of physical
phenomena of complex materials. It oﬀers studies over a broad energy range and
probes a variety of elementary and collective excitations. Optical methods play a
key role in investigation of electronic, magnetic, lattice and orbital degrees of freedom and provide crucial information on both, static and dynamic eﬀects. As an
example, crystal ﬁeld eﬀects, charge and orbital ordering, short-range correlations
and evolution of new phases, magnetic, ferroelectric and structural transitions are
widely studied by optical techniques. [16, 40, 41, 56–63] Furthermore, coupling phenomena for instance, electron-phonon, crystal ﬁeld-magnon and magnon-phonon interactions are of fundamental interest as they provide insight into intrinsic properties
of solids. [40,61,62,64,65] Finally, combining optical spectroscopy with temperature,
pressure, electric and magnetic ﬁelds opens new possibilities to control and manipulate delicate balance between competing states, tune system properties, and elucidate
microscopic aspects of structure-property relationships.
In this dissertation, I employ infrared and Raman spectroscopy for investigation
of several 3D molecule-based magnets as a function of temperature and magnetic
ﬁeld. Compounds of interest include MII (dca)2 (M = Mn, Co, dca = dicyanamide,
N(CN)2 − ) and [RuII/III 2 (O2 CMe)4 ]3 [CrIII (CN)6 ] magnets. The scientiﬁc questions
concentrate on lattice dynamics and charge-lattice-spin interactions in these materials. Our ﬁndings are summarized in Table 1.1.
Mn(dca)2 , Co(dca)2 , and [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] attracted our attention as
systems that display a series of ﬁeld and temperature driven transitions including
antiferromagnetic, ferromagnetic, and ferrimagnetic ordering transitions, a spin-ﬂop,
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Table 1.1: Scientiﬁc problems and important ﬁndings in this dissertation
Model
Compound

Mn(dca)2

Co(dca)2

(Ru2 )3 Cr

Scientiﬁc Problem

Our Findings

• Quantum critical transition
• Spin-lattice coupling:
a) Field-driven quantum phase
transition from AFM → PM state
b) Temperature-driven AFM → PM
transformation at TN = 15.85 K

• Quantum critical point at 30.4 T,
J  −1.0 K, completed B − T phase diagram
• Lattice dynamics analysis: calculated
frequencies and assignment of vibrational
modes
• Magnetoelastic interactions through the
quantum phase transition: MnN6 Oh distortions + octahedra counter-rotation → to
accommodate new developing magnetic state
• No phonon sensitivity to 15.85 K Néel
transition → inherently weak spin-phonon
coupling

• Chemical tuning
• Co2+ zero-ﬁeld splitting
• Charge-lattice-spin coupling:
a) High ﬁeld tuning of competing
interactions
b) Temperature-driven FM → PM
transition at TC = 9 K

• Large Co2+ anisotropy, D = 12 ± 4 cm−1
• Vibrational excitation proﬁle similar to
Mn analog with overall harder lattice
• Electron phonon coupling: ﬁeld-driven
avoided crossings of Co2+ excitation with
phonons
• Magnetoelastic interactions at high ﬁeld:
local structure deformations of Co2+ environment
• Intrinsically weak spin-phonon coupling
→ no vibrational sensitivity to 9 K Curie
temperature

• Spin-lattice interactions:
a) Magnetically-driven
AFM → Metamagnetic → SF/PM
transitions
b) AFM → PM phase transition at
TC = 33 K
• Low temperature lattice dynamics

• Intersublattice coalescence transition
displays a purely magnetic origin
• Flexible lattice in high magnetic ﬁelds away
from the AFM state: magnetoelasticallyactive [Cr(CN)6 ]3− octahedral blocks and
rigid [Ru2 (O2 CMe)4 ]+ paddle wheel dimers
• No signatures of spin-phonon interactions
thought the 33 K magnetic ordering transition
• Variable temperature investigation aﬃrms
overall ﬂexibility of Cr3+ environment →
adaptable [Cr(CN)6 ]3− under external stress
• Strengthened intersublattice hydrogenbonding-like interactions at low temperature
may foster lattice stabilization

FM-ferromagnetic, AFM-antiferromagnetic, PM-paramagnetic, SF-spin-ﬂop
(Ru2 )3 Cr = [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ]
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a quantum phase transition, and a metamagnetic transformation with a spin coalescence of the two interpenetrating lattices. These materials display a subtle interplay
between electronic, magnetic and structural degrees of freedom that can be tuned
by chemical or physical means and are therefore well suited to extended investigations of competing interactions. Spectroscopic investigation is employed to provide
a direct probe of the lattice dynamics in these chemically related compounds, to
explore extensive coupling phenomena, and to reveal the role of the local structural
eﬀects on magnetic properties and exchange coupling between spin carriers. The
molecule-based magnets of interest are used as model compounds to acquire a comprehensive view of the charge-lattice-spin interactions and get fundamental insight
into the microscopic aspects of these phenomena.
The remainder of the dissertation is organized as follows: the second Chapter
presents a literature survey of model molecule-based magnets, fundamentals of magnetoelastic coupling and its manifestation in complex materials. Chapter 3 discusses
the basics of infrared and Raman techniques, interaction of light with solids, and the
sample preparation and characterization. Chapter 4 presents our investigation and
results on Mn(dca)2 magnet with focus on quantum critical transition and magnetostructural correlations. Chapter 5 is devoted to charge-lattice-spin interactions in
Co(dca)2 ferromagnet. Chapter 6 details the magneto-vibrational and temperature
investigation of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] compound, with the goal of understanding the lattice dynamics, intersublattice interaction, and interplay between magnetic
and structural degrees of freedom. Finally, Chapter 7 summarizes my work.
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Chapter 2
Literature Survey
2.1

M(dca)2 and [Ru2(O2CMe)4]3[Cr(CN)6] MoleculeBased Magnets

2.1.1

Dicyanamide ligand and the family of M(dca)2 compounds

For an inorganic or hybrid inorganic/organic molecule-based magnet, the contribution to the observed magnetism generally comes from both the metal and organic/inorganic ligand. Metal ions play a role of the spin carriers while nonmagnetic
ligands provide eﬀective superexchange paths between metal magnetic centers.1 The
selection of an appropriate intermediary linkage that controls the superexchange between metal sites is the key step in the design of molecular magnetic solids. In a
simplest scenario, shorter ligands with greater conjugation provide stronger coupling
between metal centers. [66] Perhaps, one of the most widely used ligands in the ﬁeld
of molecular magnetism is the cyanide, CN− . The most famous polycyano complexes
1

Here, we only focus on diamagnetic ligands that do not carry unpaired spins.
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are Prussian blue analogs Mx [M (CN)6 ]y ·nH2 O where several members of this family were found to be magnetically ordered at temperatures as high as 376 K. [7–9]
In addition to cyanide, larger pseudohalide ligands such as dicyanamide (dca =
N(CN)2 − ) and tricyanomethanide (tcm = (C(CN)3 − ) have been attracting a lot of
attention. [66–68] These pπ electronic conjugated systems are promising candidates
in providing eﬀective exchange pathways between magnetic ions. While both ligands
can be used in engineering of molecular magnets, dca-based compounds were shown
to posses largely enhanced magnetic properties, as compared to materials build with
tcm ligand. The latter is partially due to the shorter M-NCN-M connections oﬀered
by dca (Fig. 2.1) relative to longer M-NCCCN-M superexchange pathways achieved
with tcm linkage.
A fascinating property of the dca ligand is its ability to coordinate to a metal
ion in a variety of ways. Figure 2.1 displays several diﬀerent coordination modes of
the dca. [67] Monodentate and bidentate coordination via nitrile N atom is the most
commonly found however, numerous other compounds with diﬀerent coordination
types are also observed. The tridentate coordination (5) via two nitrile nitrogens
and central amide nitrogen leads to the formation of the M(dca)2 type complexes
that are the focus of my work.
A series of 3d transition metal MII (dca)2 (M = V, Cr, Mn, Fe, Co, Ni, Cu)
compounds have been prepared and shown to be magnetically ordered with transition temperatures in the range of 1.7-47 K. [67–76] First M(dca)2 materials were
synthesized and investigated in mid 1960s by Köhler and co-workers [77] and have
been latter re-examined by several research teams worldwide due to their intriguing
magnetic and magnetostructural correlations. [69–76]
The isostructural family of α-M(dca)2 compounds can be described as distorted
rutile-like three-dimensional (3D) structures that crystallize in the orthorhombic
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Figure 2.1: Chemical drawings of the dca coordination modes. [67]
space group Pnnm.2 [69] The M2+ ion resides in the center of an axially elongated
octahedron with dca ligands coordinated via nitrile nitrogens in the equatorial plane
and via amide nitrogens in the axial direction. The long axes of the MN6 octahedra
lye in the ab plane and are successively tilted/rotated around the c axis. Interestingly, among the known members of the dca family, the MnN6 octahedron displays
the largest tetragonal distortion as compared to Fe, Co and Ni (Mn-Neq = 2.181 (2)
Å, MnNax = 2.302 (2) Å at room temperature). [68] The Cu analog displays a considerable Jahn-Teller distortion with 1.979 (3) and 2.473 (4) Å values for equatorial
and axial bonds, respectively. [70] The structure of these compounds may also be
viewed as 1D “chains” of metal-dicyanamide-metal rhombic-shaped units (parallel
to c axis) connected to the adjacent chains via M-Namide linkages to form a 3D ex2

V and Cr analogs are considered to be isostructural based on X-Ray powder diﬀraction data.
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Figure 2.2: The 3D rutile-like structure of α-M(dca)2 . [71]
tended network. (Fig. 2.2). There are considerable distortions in the 3D network;
their origin was suggested to arise from the π − π interactions across neighboring dca
ligands in ab plane. [71]
Magnetostructural correlations in the M(dca)2 series have received sustained attention due to their interesting magnetic properties that can be tuned with metal
substitution. [69–76] For instance, V, Cr, Mn, and Fe materials were found to posses
non-collinear antiferromagnetic ordering, whereas ferromagnetic behavior was observed for α-Co, Ni and Cu compounds. Small spin canting in the case of V, Cr, Mn,
Fe is attributed to single-ion or exchange anisotropy. [68, 75] To explain magnetic
interactions in this family of compounds, a superexchange model with four nearestneighbor exchange pathways was proposed. [70, 71] From a structural point of view,
there are three pathways Ja , Jb and Jc along a, b, and c axes, respectively, and one Jd
in the diagonal plane. (Fig. 2.3). [71] For each M center there are two equivalent Ja ,
Jb , Jc and eight Jd . Jc is a combination of both, direct and superexchange interactions. The strongest and shortest nearest-neighbor magnetic-exchange interaction Jd
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Figure 2.3: Schematic representation of four magnetic-exchange pathways in αM(dca)2 . As an example, in Mn(dca)2 Jd = 6.07 Å, Ja = 6.11 Å, Jb = 7.27 Å and
Jc = 7.56 Å. [70, 71]
proceeds through the Mn-N≡C-N-Mn linkage. [70, 73]. Although several experimental and theoretical studies addressed the origin of the observed magnetism in M(dca)2
family of compounds, the question of why V, Cr, Mn, Fe are canted antiferromagnets
whereas Co, Ni, Cu display ferromagnetic behavior still remains open. [67, 70–73, 76]
Subtle competition between antiferromagnetic (AFM) and ferromagnetic (FM) interactions is clearly present in these materials and thus, fundamental understanding of
the interplay between various degrees of freedom (i.e electronic, magnetic, elastic) is
needed to shine light on behavior of these molecule-based magnets. In this work we
bring more insight into this problem through the investigation of charge-lattice-spin
interactions in two representatives of this family of compounds, Mn(dca)2 antiferromagnet and Co(dca)2 ferromagnet. Some additional details on their magnetic
properties are discussed below.
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Mn(dca)2 antiferromagnet
Manganese dicyanamide develops a long range AFM order below the Néel temperature TN = 15.85 K. Two manganese sublattices (deﬁned by the corner (0,0,0) and
center (1/2,1/2,1/2) ions) have non-collinear spin arrangements with spin orientation
primarily along the a axis and small uncompensated moment along b. [73, 74] The
spin canting angle is estimated to be 0.05◦ and μf erro = 0.002 μB . [73, 75] The weak
AFM interactions are mediated by the dca ligands with J extracted from the heat
capacity measurements J/kB = −0.78 K (single-J Hamiltonian convention). [73]
Low magnetic ﬁeld investigations revealed a spin-ﬂop transition at Bsf = 0.48 T
(T = 0 K). Figure 2.4 displays the B − T magnetic ﬁeld diagram. [74] From the
experimental values of Bsf and J, the anisotropy of the system is estimated to be
D/kB = 4 · 10−3 K. The anisotropy in the magnetic ground state arises as a result
of the zero-ﬁeld splitting of the ground term. For the Mn2+ (S = 5/2) ion in the
octahedral environment the ground state is six-fold degenerate 6 A1g . The eﬀects of
the tetragonal distortion and second-order spin-orbit coupling act to split the spin
sextet into three Kramers doublets: |±1/2, |±3/2, and |±5/2. Since value of D
is small, at low temperatures all three doublets are thermally populated, thus corresponding to an eﬀective S  = 5/2 system. The latter is in agreement with the
value of the manganese moment μ = 4.61/5 μB found from low temperature neutron
powder diﬀraction studies. [73, 75]
The structural investigation of Mn(dca)2 shows systematic volume decrease of
the unit cell and no evidence of structural phase transition down to 4.6 K. [73] The
a and b axes display monotonic compression down to  10 K after which a axis
reverses direction and expands at even lower temperatures. On the contrary, c axis
was found to exhibit initial expansion with behavior reversal towards compression
below 10 K. The origin of this behavior may be related to the development of long
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Figure 2.4: Mn(dca)2 ﬁeld-temperature phase diagram displaying paramagnetic/antiferromagnetic and antiferromagnetic/spin-ﬂop boundaries. Adapted (Fig. 7) with
permission from Ref. [74] [J. L. Manson et al., Chem. Mater. 13, 1068 (2001)].
Copyright (2001) American Chemical Society.
range magnetic order below 15.85 K however, additional magneto-structural investigations are required to bring more insight into these correlations. The local structure
deformations are characterized by a less tetragonally distorted octahedra and their
decreased tilting in the ab plane. [73]
Co(dca)2 ferromagnet
Extensive investigation of α-Co(dca)2 ferromagnet shows the development of long
range magnetic order below the 9 K Curie temperature. Neutron diﬀraction studies
reveal collinear structure with spin direction along the c axis. At low temperatures, a
reduced magnetic moment of 2.67 (5) μB is observed, corresponding to an electronic
g-factor of 5.34 and eﬀective spin number S  = 1/2. These values are attributed to the
eﬀects of large anisotropy and Kramers doublet formation at low temperature. [69,78]
At high temperature, material displays an eﬀective spin of S  = 3/2 and g = 2.49.
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One unusual phenomenon in α-Co(dca)2 is its low value of coercive ﬁeld ( 800 Oe)
as compared to the Ni analog ( 7000 Oe). Typically the opposite behavior is
expected based on larger single-ion anisotropies characteristic of Co2+ compounds.
[68,69] As in the case of Mn(dca)2 , the strongest superexchange interaction proceeds
through the diagonal direction M-NCN-M. Magnetic speciﬁc heat data combined
with various theoretical models revealed J/kB values in the range of 2.8-5.2 K (singleJ Hamiltonian convention). [79]
Low temperature structural investigations down to 9 K magnetic ordering temperature, showed behavior that is overall similar to Mn(dca)2 in terms of local
deformations, volume and unit cell parameters (a and b axes contraction, c axis
expansion). [73, 80] Below TC , magneto-structural correlations were revealed. Magnetostriction eﬀect was evident through the subtle changes in the volume and lattice
parameters. [75] Most notable changes are observed in the thermal behavior of the
a axis with contraction by 0.0005(2) Å and ΔLa /La = −8 · 10−5 from 9 to 6.5 K.
Pressure studies of α-Co(dca)2 also showed intriguing magnetostructural correlations. [72] Lattice compression leads to a signiﬁcant suppression of the Curie temperature suggesting a transition from FM to AFM exchange, as a consequence of
magnetic orbital overlap changes achieved by the ﬂexible lattice. [72]
Finally, an interesting fact characteristic to Co(dca)2 is the existence of two distinct phases for this material, α(pink)- and β(blue)-phase. While α-phase is isostructural to other members of M(dca)2 family with Co ion residing in an octahedral arrangement, β-phase is considered to have a tetrahedral geometry around Co centers,
similar to the diamagnetic Zn(dca)2 analog. [69, 81] The β-phase shows canted AFM
behavior below TN1 = 8.9 K and has a second transition at TN2 = 2.7 K, attributed
to spin reorientation. [69]
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2.1.2

Paddle-wheel mixed valent [Ru2 (O2 CR)4 ]+ cation and
diruthenium 3D molecule-based magnets

The discovery of the metal-metal multiple bonding in [Re2 Cl8 ]2− by Cotton et al.
in 1964 led to a considerable interest in these type of compounds and since then
numerous compounds with triple, quadruple and even quintuple bonds were synthesized. [82–85] The electron rich metal-metal complexes are attracting a lot of
attention due to their intriguing chemistry and structural aspects and also due to
their potential applications for instance, in magnetic and optoelectronic devices. [83]
Dinuclear carboxylates metal-metal bonded compounds of the type M2 (O2 CR)4 or
M2 (O2 CR)4 L1 L2 have been extensively investigated for a large number of ligands and
metals (M = V2+ , Cr2+ , Cu2+ , Mo2+ , Tc3+ , Ru2.5+ , Rh2+ , W2+ , Re3+ , Os3+ ). [83,86]
Among these, the [Ru2 (O2 CR)4 ]+ species displays the most unusual and unique electronic properties that arise from the three unpaired electrons in its ground state.
The D4h diruthenium tetracarboxylate cation [Ru2 (O2 CR)4 ]+ has a σ 2 π 4 δ 2 π ∗2 δ ∗1
electronic conﬁguration where three unpaired electrons reside on nearly degenerate
π ∗ and δ ∗ molecular orbitals and result in a quadruplet S = 3/2 ground state (Fig.
2.5). [86] Both Ru atoms are known to be crystallographically and magnetically
equivalent with the unpaired electrons fully delocalized between both metal centers
and thus can be referred to as Ru2 5+ species. Large zero-ﬁeld splitting on the order
of  60 cm−1 arise from strong Ru spin-orbit coupling eﬀects and is a characteristic signature of diruthenium carboxylates. [87] Structurally, Ru2 complexes adopt a
so-called paddlewheel arrangement, originally found in copper(II) acetate with four
ligands bridging two metal atoms (Fig. 2.5). [83, 87, 88] The many advantages of the
diruthenium paddlewheel unit, such as its stability, lability and availability of axial
sites for coordination, combined with high Ru2 spin state, make it an extremely useful
building block in construction of large molecule assemblies and extended networks.
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Figure 2.5:
Paddle-wheel structure of diruthenium tetracarboxylate cation
+
[Ru2 (O2 CR)4 ] and its simpliﬁed energy level diagram. [83, 86]
The variety of synthesized complexes with alkyl, aryl, alkoxy groups display interesting magnetic, electronic, catalytic, biological and mesomorphic properties. [88]
Recently, in the search for novel molecule-based magnets, a new approach to
incorporation of diruthenum units into 3D network was taken by Miller and coworkers. [89] A family of compounds with a general formula [Ru2 (O2 CMe)4 ]3 [MIII (CN)6 ]
(Me = CH3 and M = Mn, Cr, Fe, Co), where paddle-wheel ruthenuim blocks are
linked together through the transition metal hexacyanides [MIII (CN)6 ]3− , were synthesized and characterized. [51, 89, 90] Cr, Fe, and Co compounds are isomorphous
body centered cubic structures and most interestingly, have two interpenetrating
lattices. The Mn analog is stable only below -20 ◦ C. Magnetic investigations reveal
AFM interactions in the Cr compound and signatures of long range FM ordering
in Fe complex. In addition to acetate derivatives, tert-butyl and formate groups
were also utilized and resulted in the formation of new two-dimensional (2D) and 3D
molecule-based magnets, respectively. [90–93] Taken together these materials present
an interesting class of compounds where structural and magnetic properties can
be chemically tuned by carboxylate or metal hexacyanide substitution. Moreover,
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promising physical tuning in analogy with Prussian blue molecule-based magnets is
also anticipated. [94, 95] In this work we will use spectroscopic tools to probe magnetostrucutral interactions and lattice dynamics of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] under
the extreme conditions of high magnetic ﬁeld and low temperature.
The exotic magnetic properties of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] derive from its unusual crystal structure. The compound has a body-centered cubic structure (space
group Im3m) with two identical interpenetrating lattices (Fig. 2.6). A single sublattice consists of alternating [Ru2 (O2 CMe)4 ]+ and [Cr(CN)6 ]3− units with CrIII ions
residing at the corners of the cubic unit cell (a = 13.376 Å) and linked by CN-bridges
to Ru2 II/III dimers at the twelve cubic edges (Fig. 2.6(a, b)). [51,89] The second sublattice resides in the open space of the ﬁrst sublattice (Fig. 2.6(c)). Each CrIII
center of [Cr(CN)6 ]3− and each mixed-valent Ru2 II/III unit of [Ru2 (O2 CMe)4 ]+ has a
spin S=3/2. Previous magnetic studies also demonstrated a large zero-ﬁeld splitting
D  69 cm−1 (D/kB  100 K) associated with [Ru2 (O2 CMe)4 ]+ . As a result of
the large D the [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] behaves as an eﬀective S =1/2 system at
low temperatures. [89] Below the 33 K ordering temperature the system can be described by the AFM intrasublattice coupling Jc  1.5 meV (J/kB = 17.4 K) between
neighboring Cr and net Ru2 moments, that results in the ferrimagnetic arrangement
of each sublattice, and a weak AFM intersublattice coupling Kc  5 · 10−3 meV
(Kc /kB = 0.06 K). [96,97] Due to the weak coupling between sublattices, application
of a small magnetic ﬁeld acts to align the sublattice moments above the metamagnetic transition Bc  0.08 T. [98] Figure 2.7 displays the temperature dependence
of the critical ﬁeld Bc marking the antiferromagnetic-paramagnetic phase boundary.
Theoretical calculations also predict a spin-ﬂop transition at Bsf ≈ 80 T for a singlelattice compound above which higher magnetic ﬁelds should bring the system to the
fully polarized state. [96] Pressure studies also reveal intriguing results of a reversible
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Figure 2.6: (a) Representative CrIII - Ru2 II/III - CrIII structural linkage along with
(b) single, non-interpenetrating sublattice and (c) two interpenetrating lattices (red
and green) of a body-centered cubic [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ]. [51, 89] Hydrogen
atoms are omitted for clarity.
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Figure 2.7: [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] Bc − T phase diagram. The  indicates the
tricritical point where the ﬁrst order transition intersect with second order transition.
The lines guide the eye. Adapted (Fig. 4) with permission from Ref. [98] [W. W.
Shum et al., J. Phys. Chem. C 112, 7936 (2008)]. Copyright (2008) American
Chemical Society.
lattice contraction with proposed cubic to tetragonal structural transition, collapse
of intersublattice coalescence transition, and an eﬀective Ru2 II/III high-spin → lowspin transformation. [99, 100] Taken together, these ﬁndings indicate importance of
the spin-lattice interactions in [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] magnet, and the essential
role of external stimuli in probing coupling phenomena and system tuning between
diﬀerent ground states.
Table 2.1 summarizes the most important energy scales of the materials investigated in this work.

2.2

Magnetoelastic Coupling

Magnetoelastic phenomenon is a subject of intensive theoretical and experimental
studies due to its fundamental importance and wide application in design of functional materials for magneto-optical storage, magnetostrictive actuators, transducers,
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Table 2.1: Important energy scales of the compounds of interest
Material

Type of
exchange

Ordering
temperature

Exchange
constant

Anisotropy,
D/kB

Critical ﬁeld

Mn(dca)2

AFM

15.85 K

J/kB = −0.78 K

4·10−3 K

Bsf = 0.48 T

Co(dca)2

FM

9K

J/kB  4 K

-

-

(Ru2 )3 Cr

AFM

33 K

J/kB  17.4 K
Kc /kB  0.06 K

100 K

Bc  0.08 T
Bsf  80 T

oscillators and sensors. [101–104] Magnetoelastic coupling is an intrinsically complex
process that arises due to the dependence of the interactions between magnetic centers on interatomic distances. As a consequence, the magnetic and elastic degrees of
freedom are coupled. For instance, a sample’s shape and dimensions can be aﬀected
by the its magnetic state, and/or magnetic properties can be sensitive to mechanical
stress. [102, 103]
One result of magnetoelastic coupling is the well known property of magnetostriction, deformation of the sample that reduces the total energy (which is the sum of
the magnetic and elastic energy) of the material. In a magnetic material, the main
energies that vary with the state of strain are: elastic, magnetostatic, anisotropy, and
isotropic exchange energy. The anisotropy energy may include anisotropic exchange,
dipole-dipole interaction, and anisotropy due to the crystal-ﬁeld eﬀects. [104, 105]
Strain dependence of three magnetic energies gives rise to magnetostriction δl/l:
δl/l = [l(B) − l(0T )]/l(0T ) = λf + λanisotrpic + λisotropic ,

(2.1)

where l is the length of a sample, and λf , λanisotropic , and λisotropic are the form eﬀect,
anisotropic and isotropic parts of the (forced) magnetostriction, respectively. The
form eﬀect is a result of the strain dependence of the magnetostatic energy and arises
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purely from the shape of the sample. [105]
The dependence of the anisotropy energy on strain gives rise to linear magnetostriction, originally discovered by Joule (1842) in iron sample exposed to magnetic
ﬁeld. [103] In general, the application of a magnetic ﬁeld to a ferromagnetic material below its ordering temperature results in the magnetostrictive eﬀect associated
with successive growth of energetically favorable domains and rotation of domain
vectors towards the ﬁeld direction. As a result of their strain dependence both, the
anisotropy and magnetostatic energies change and accompany this alignment process. On the contrary, no substantial changes in the isotropic exchange energy take
place. Thus, magnetostriction at low ﬁelds, below technical saturation, is usually
dominated by strain dependence of anisotropy and magnetostatic energies. [103–105]
The speciﬁc expression for λ that depends on the direction of measurement and
−
→
the orientation of magnetization M, can be derived for each speciﬁc crystal symmetry.
[102–104] For instance, in case of cubic crystals (ex. iron, nickel) the directional
dependence of the λ can be expressed as:
λ = λα,0 + λγ,2 (αx2 βx2 + αy2 βy2 + αz2 βz2 − 1/3) + 2λε,2 (αx2 αy2 βx2 βy2 + αy2 αz2 βy2 βz2 + αx2 αz2 βx2 βz2 ),
(2.2)
where λα,0 is the isotropic magnetostriction (considered to be small at low ﬁelds)
and λγ,2 , λε,2 describe the anisotropic magnetostriction. αi and βi are the direction
cosines of the magnetization and of the strain measurement direction with respect to
the crystalline axes. Higher order terms can be added to this equation if necessary.
Magnetostriction that arises from the strain dependence of the isotropic exchange
interactions is known as volume magnetostriction or exchange magnetostriction. This
eﬀect is associated with the ﬁeld-induced change in the spontaneous magnetization
−
→
(i.e change in M magnitude rather than its direction relative to the crystal axes).
The expression for the volume magnetostriction can be derived if the elastic and
28

magnetic energy densities are known. [103] For a case of a ferromagnetic cubic crystal,
the magnetic energy density is given as:
Emagn = −N zJij (r)Si · Sj 

= −N z (Jij )0 + r0



dJij
dr


0

1
1 δV
+ r02
3 V0
2



d2 Jij
dr2

 
0

(2.3)
1 δV
3 V0

2 
Si · Sj ,

(2.4)

where Jij is the exchange integral for a nearest neighbor atoms with distance r apart
(further neighbors are neglected here), z is the number of nearest neighbors, N is the
number of atoms per unit cell, and r0 is the distance in absence of magnetism. The
elastic energy density can be written in terms of elastic constants cij (cα ):
c11 + 2c12
Eel =
6



δV
V0

2
.

(2.5)

Minimizing the sum of Emagn + Eel with respect to δV /V0 (small magnetic contribution ((δV /V0 )2 term) to the elastic constants is neglected), the volume magnetostriction becomes:
r0 N z dJij
δV
= λα,0 = α
Si · Sj .
V0
c
dr

(2.6)

Forced volume magnetostriction is related to the changes in the spin-spin correlation function under strong external ﬁelds. Initial application of a magnetic ﬁeld to a
ferromagnet will result in the alignment of the magnetic moments without aﬀecting
Si · Sj  function, however, once the technical saturation is achieved, higher magnetic
ﬁeld will strengthen the parallel orientation of the magnetic moments and thus, lead
to an increase in the exchange magnetostriction. If the correlation between spins is
absent (i.e Si · Sj  = 0), then no exchange magnetostriction will be observed, as for
example in the paramagnetic state. [103]
In addition to forced (ﬁeld-induced) magnetostriction, there is also a sponta-
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neous magnetostriction associated with lattice deformation when a sample is cooled
through the long range ordering temperature (TC ) at zero ﬁeld. For exchange magnetostriction, the correlation function Si · Sj  starts to growth on the approach to
TC and eventually reaches a maximum at T = 0 K. The resulting change in the
exchange energy leads to lattice deformation. [106]
Equation (2.6) can also be applied to antiferromagnets, with Si · Sj  = −Si Sj
at T<TN (Néel temperature). What makes antiferromagnets diﬀerent however, is
that even at T = 0 K the exchange energy is ﬁeld dependent, as compared to
ferromagnets where at T = 0 K saturation is achieved. [103, 107] The latter makes
studies of antiferromagnetic materials at low temperatures and high magnetic ﬁelds
especially attractive.

Magnetoelastic coupling probed by optical spectroscopy
A magnetostriction measurement is a well-known and accepted technique to study
magnetostructural correlations in magnetic materials, however magnetostriction is a
bulk technique that relies on the average information about atomic displacements.
Investigation of magnetoelastic phenomena with focus on local structure, for instance
with optical spectroscopy, oﬀers unique opportunities to reveal on microscopic level
which atomic displacements are important in observed macroscopic properties.
Spectroscopy is a highly sensitive technique in investigation of coupling phenomena between multiple degrees of freedom. One of the most well known and studied
examples where the interaction between magnetic moments and lattice phonons results in the magnetoelastic transition, is the spin-Peierls system. [108, 109] Here,
the magnetoelastic coupling between the (quasi) one-dimensional antiferromagnetic
spin-1/2 Heisenberg chains and three dimensional phonon system leads to lattice
dimerization and opening of an energy gap in the magnetic excitation spectrum.
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The gain in the magnetic energy outweighs the energy loss associated with lattice
distortion. First observed in 1975 in the complex Cu spin-1/2 chain system TTFCuS4 C4 (CF3 )4 , this area of research received renewed attention with its discovery
in the simpler inorganic compound CuGeO3 . [109, 110] The spin-phonon interaction
through the phase transition in CuGeO3 was extensively studied with Raman and
infrared spectroscopies. [111–115] The magnetoelastic eﬀect is manifested through
the appearance of several new modes (folded from a boundary of the Brillouin zone
to its center due to lattice dimerization) below the transition temperature (TSP ) and
pronounced changes in phonon lineshapes and frequencies. As an example, Fig. 2.8
displays optical response of CuGeO3 below TSP = 14 K. New vibrational modes in
100-800 cm−1 region are evident in the low temperature dimerized phase. At the
same time, highly asymmetric shape of the 106 cm−1 peak is a signature of a Fano
type coupling to the magnonlike continuum of states. [112,115,116] The spectroscopic
studies of pressure and magnetic ﬁeld eﬀect on CuGeO3 aﬃrm strong magnetostructural correlations manifested in an increase of the spin-Peierls transition temperature
under compression, and splitting or intensity suppression of the zone boundary folded
phonons upon application of strong external ﬁelds. [117–120]
Spin-lattice coupling is a primary mechanism in relieving the geometrical frustration of pyrochlore antiferromagnets. The degeneracy of the ground state is removed
through a spin-driven Jan-Teller mechanism that results in a symmetry-lowering lattice distortion, reminiscent of the spin-Peierls transition. [121,122] The chromium oxide spinels ACr2 O4 (A=Mg, Zn, Cd, Hg) received sustained attention in this regard.
[123–129]. These materials enter the antiferromagnetic ordered state at temperatures
on the order of 10 K with accompanied cubic to tetragonal/orthorhombic structural
transition and corresponding strong splitting of the infrared active phonons. An
unusually large splitting of the T1u (2) phonon (ex. ZnCr2 O4 Δω = 11 cm−1 ), as
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Figure 2.8: (a) and (b) Reﬂectivity and conductivity spectra of single-crystal CuGeO3
above (15 K - circles/dashed line) and below (4 K - solid line) the spin-Peierls transition. Folded phonons of the dimerized lattice appear at around 800 and 310 cm−1 .
Reprinted (Fig. 4, 5) with permission from Ref. [115] [A. Damascelli et al., Phys.
Rev. B 61, 12063 (2000)]. Copyright (2000) by the American Physical Society. (c)
Variable temperature Raman spectra with four new distinct peaks in the low temperature phase. Peaks 1 and 3 are of magnetic origin, whereas 2 and 4 are phonons
activated by structural transition. The insets display a detailed temperature behavior of 32 and 106 cm−1 features at T = 9 (a), 11 (b), 13 (c), 15 (d), 17 K (e).
Reprinted (Fig. 1) with permission from Ref. [112] [P. H. M. van Loosdrecht et al.,
Phys. Rev. Lett. 76, 311 (1996)]. Copyright (1996) by the American Physical
Society.
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compared to moderate changes in other modes (Δω ≤ 0.2 cm−1 ), was attributed to
considerable spin-phonon coupling in this material (Fig. 2.9). Similar behavior was
found for Cd analog with Δω = 10 cm−1 and for several other Cr spinels. [126, 128]
The analysis of the T1u (2) temperature dependence revealed the onset of the magnetoelastic eﬀect long before the transition temperature TN . It manifests itself in the
phonon frequency deviation from the anharmonic behavior and pronounced softening
below  100 K (Fig. 2.9).
The idea that in magnetic materials the phonon frequency is sensitive to the
correlation of the nearest neighbor spins was emphasized in late 1960’s by Baltensberger and Helman. [130] For a displacement x from the equilibrium position, the
total potential energy of the crystal in the harmonic approximation can be written
as:


1
Ji,j (x)Si · Sj .
U = k0 x2 +
2
i,j

(2.7)

The second term provides a magnetic contribution to the potential energy and arises
due to the dependence of the exchange integral J on structural parameters and its
modulation by lattice vibrations. From (2.7) the second derivative with respect to x
gives an expression for the force constant, k:
 d2 Jij
d2 U
=
k
=
k
+
Si · Sj .
0
dx2
dx2
ij

(2.8)

The phonon frequency ω is now written as:
ω 2 = ω02 +

4J 
Si · Sj ,
m

(2.9)

where m is ion mass and J  = d2 Jij /dx2 . Equation 2.9 can be expanded to give:
ω ≈ ω0 + λ Si · Sj .
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(2.10)

Figure 2.9: (a) CdCr2 O4 reﬂectivity spectra above and below TN . (b) Close up view
of the ZnCr2 O4 T1u (2) mode demonstrating its splitting below the magnetic ordering
temperature. (c) and (d) Frequency versus temperature behavior of the T1u (2) mode
for the CdCr2 O4 and ZnCr2 O4 , respectively. Reprinted (Fig. 4) with permission from
Ref. [128] [Ch. Kant et al., Phys. Rev. B 80, 214417 (2009)]. Copyright (2009) by
the American Physical Society.
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Here, ω0 is the frequency in absence of spin-phonon coupling and λ = 2J  /(mω0 )
is the coupling constant. [125, 131–133] The expression (2.10) was employed in case
of ZnCr2 O4 and CdCr2 O4 to extract the spin-phonon coupling constants in high
temperature regime. The spin correlation functions were determined from the magnetic heat capacity and susceptibility data. The resulting coupling constants were
found to be large with λ  4 − 6.2 and 3.3 − 3.9 cm−1 for ZnCr2 O4 and CdCr2 O4 ,
respectively. [125, 128] An additional support for the strong spin-phonon coupling
mechanism in T1u (2) phonon behavior is provided by the analysis of its vibrational
pattern. The assignment suggests chromium displacement that strongly modulates
Cr-Cr distances and consequently the exchange interaction J between these magnetic
centers. Thus, chromium spinels are excellent illustrative examples of sensitivity of
microscopic techniques in probing short-range spin correlations above magnetic ordering transitions and associated magnetoelastic coupling eﬀects.
Besides spin-Peierls systems and spinel oxides, the interplay between spin and lattice degrees of freedom have been attracting considerable attention in other complex
compounds for decades. It has been shown to be an important aspect of behavior and properties in variety of technologically important materials, for instance in
binary metal oxides MO (M = Cu, Mn, Co, Ni), [132, 134, 135] perovskite manganites RMnO3 (R = rare earth), [136–139] layered ruthenates (Sr,Ca)n+1 Run O3n+1 (n
= number of Ru-O layers/unit cell), [140, 141] and multiferroics CuFeO2 , BiFeO3 ,
EuTiO3 , RMn2 O5 (R = Dy, Eu, Bi). [142–146] The large spin-lattice coupling in
these materials does not necessarily result in the static deformation of the crystal,
but may have a dynamic nature where modulations of magnetic moments couple to
lattice vibrations. The latter is true for example in chromium-based spinels, multiferroic manganites, and many other magnetic materials listed above. The optical
spectroscopy was demonstrated to be an extremely useful technique in uncovering
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local origin of magnetoelastic eﬀects and particulary important in revealing dynamic
interactions.
A remarkable signature of the magnetoelastic phenomena is in the variety of
forms that it can manifest itself, for instance, through magnetostriction and magnetostructural transitions (as in CoO, Mn3 O4 , ZnCr2 O4 ), [125, 128, 134, 147, 148] spinphonon interactions (as in MnF2 , GaFeO3 , DyMn2 O5 , ZnCr2 O4 ), [125, 131, 146, 149]
magnon-phonon coupling (as in La2 CuO4 , KCoF3 , CoCl2 ·2H2 O), [65, 150, 151] and
electromagnons (as in RMnO3 , RMn2 O5 (R = Tb, Gd, Y)) [152, 153]. Magnetoelastic coupling plays a crucial role in the exotic properties of many complex materials where it drives interesting phase transitions, stabilizes grounds states and
oﬀers unique opportunities for manipulation and control of competing interactions
by applied external parameters, such as magnetic ﬁeld, pressure, temperature and/or
strain.
Among available physical stimuli, studies in high magnetic ﬁelds provide one
the most direct ways of probing magnetostructural correlations in novel materials.
Simultaneous application of external ﬁeld and optical excitation such as in magnetooptical spectroscopy has been demonstrated to be an extremely useful and revealing technique for probing spin-lattice interactions in variety of complex compounds.
Numerous studies on oxides, coordination polymers and single-molecular magnets
uncovered interesting coupling eﬀects and important relationships between magnetic
conﬁgurations and atomic displacements that accompany and/or facilitate development of new states. [54, 141, 146, 154–157]
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Chapter 3
Methods
3.1

Introduction: Infrared and Raman Spectroscopy
Fundamentals

Spectroscopy is the study of the interaction between matter and electromagnetic
(EM) radiation. When an atom/molecule/solid is subject to EM radiation, several
types of interactions such as, absorption, emission, reﬂection and/or scattering can
take place. A transfer of energy from the EM ﬁeld to a sample can occur only if ΔE =
hν condition is satisﬁed. Here, ΔE is the energy diﬀerence between two quantized
states, h is Planck constant and ν is the frequency of the radiation. As an example,
in an absorption process, this transfer will result in energy increase of an absorbing

E1

E1
ǻE

hX

Absorption

ǻE

E0

E0

Emission
(induced or spontaneous)

hX

Figure 3.1: Schematic representation of an absorption and emission process.
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Table 3.1: Common spectroscopic techniques and their origin
Type of spectroscopy

Frequency range,
cm−1

Origin

NMR

10−2 -10−4

ESR

1-10−2

MW
IR, Raman
UV-Vis, UPS
X-Ray (XPS, XAFS)
γ-Ray (MB, PAC)

102 -1
104 -102
106 -104
108 -106
1010 -108

Transitions between nuclear spin levels
in magnetic ﬁeld
Transitions between electron spin
levels in magnetic ﬁeld
Transitions between rotational levels
Transitions between vibrational levels
Valence electrons transitions
Core electrons transitions
Nuclear processes

NMR (Nuclear magnetic resonance), ESR (Electron spin resonance), MW (Microwave), IR
(Infrared), UV-Vis (Ultraviolet-visible), UPS (Ultraviolet photoelectron spectroscopy), XPS
(X-ray photoelectron spectroscopy), XAFS (X-ray absorption ﬁne structure), MB (Mößbauer
spectroscopy), PAC (Perturbed angular correlation). Adapted from reference [158]

material from the ground state E0 to the speciﬁc excited state E1 . In emission, reverse
process takes place - return from an excited level to the gound/lower lying energy
state (Fig. 3.1). [158, 159] The magnitude of ΔE is characteristic of the origin of the
transition. Table 3.1 lists various spectroscopic techniques associated with diﬀerent
regions of the EM spectrum and the energies of typical physical processes.
NMR and ESR transitions are induced by the oscillating magnetic ﬁeld component of the EM radiation. For IR and Raman spectroscopies, that are employed in
this work, typically, only the electric ﬁeld component is important. [158–160] Transitions coupled to the magnetic part however, are not rare. Although vibrational
spectroscopy is traditionally designated for transitions that originate from the vibrations of nuclei, it is however, not limited only to studies of molecular/lattice
dynamics. Solid-state spectroscopy is particulary rich here. In addition to lattice
excitations, IR and Raman spectroscopy can be used to probe single-ion and cooperative excitations of electronic and magnetic origin, for instance, low-lying crystal ﬁeld
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transitions and magnons. [60–63] Moreover, excitations arising due to the coupling
between various degrees of freedom, such as electron-phonon, crystal ﬁeld-magnon,
magnon-phonon and/or electromagnon, constitute a rich ﬁeld for fundamental investigations. [61, 62, 64, 152] Light scattering and optical absorption are complementary
techniques and usually both are employed in studies of elementary and collective
excitations in complex materials.

3.1.1

Molecular spectroscopy

a) Harmonic oscillator
A simple model of harmonic oscillator is usually invoked to gain better understanding
of vibrations. [158, 159, 161] Taking the simplest case of vibrating diatomic molecule
and treating the system quantum mechanically, one can write the Schrödinger equation as:




2 d 2
−  2 + U (r) ψ = Eψ,
2μ dx

(3.1)

where μ is the reduced mass,  = h/2π, U (r) = 12 kx2 - potential energy with k
being a force constant, and x - the displacement from equilibrium (r-re ). Solving
this equation with condition that ψ is single-valued, ﬁnite and continuous gives the
corresponding eigenvalues:


1
E = hν n +
2
with
1
ν=
2π





, n = 0, 1, 2...

k
μ

(3.2)

1/2
,

(3.3)

where ν is the frequency of vibration and n is the vibrational quantum number.
[158, 159] In the case of the harmonic potential, the energy states are equidistant
and the separation between two successive energy levels is always equal hν. In
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Harmonic

Energy

Morse Potential
5
4
3
2
1
0

re

Internuclear separation (r)

Figure 3.2: Comparison of the harmonic oscillator and anharmonic (Morse) potential. [159]
real molecules this is not the case. The separation between adjacent levels becomes
smaller with increasing n. Thus, in practice a more realistic anharmonic (Morse-type)
potential is used to describe an actual molecule:
U (r) = De (1 − e−βx )2 .

(3.4)

Here, De is the dissociation energy and β measures the curvature at the bottom of
the potential well. [158] Figure 3.2 shows a comparison between the potential energy
of harmonic and anharmonic oscillator as a function of the internuclear distance, r.
As can be seen, the deviation from harmonic oscillator behavior becomes greater at
higher vibrational quantum numbers with Morse potential asymptotically approaching the dissociation limit U (r) = De . Solving the Schrodinger equation for the Morse
potential one ﬁnds the eigenvalues:
1
1
E = hνe (n + ) + hνe xe (n + ),
2
2
40

(3.5)

where νe is the corrected frequency and hνe xe deﬁnes the magnitude of the anharmonicity. [158, 159, 161]
The harmonic oscillator model provides a good approximation at small values of
n, where the diﬀerence between harmonic and anharmonic potential is small. However, at higher n, harmonic oscillator approximation is no longer valid. According
to quantum mechanics, the vibrational selection rules for the harmonic oscillator
only allow transition to adjacent vibrational levels, i.e. Δν = ±1 (fundamental
transitions). In the anharmonic approximation, transitions involving Δν = ±2, 3...
(overtones) are also allowed, although their intensity is much weaker and decreases
with increasing Δν. [159]
The harmonic oscillator model can be applied beyond the simple diatomic molecule.
It forms the basis for the understanding of complex vibrations in polyatomic molecules
and collective oscillations of atoms in solids. The latter is of interest in this work.
b) Infrared absorption and Raman scattering
Infrared absorption
In IR spectroscopy the absorption of light by a medium is quantiﬁed by the absorption
coeﬃcient α. If the beam of initial intensity I0 is propagating through the absorbing
material of thickness d, then the transmitted radiation I is generally expressed by
Beer’s law [158]:
I = I0 e−αd .

(3.6)

Commonly used by spectroscopists infrared transmittance (T ) and absorbance (A)
are deﬁned as:
T =

I
I0

and

A = −ln

I
= αd.
I0

(3.7)

It is important to note that in equations (3.7) the intensity of the radiation I must
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be corrected for other eﬀects such as, for example reﬂectance, so that the diﬀerence
between I and I0 arises purely from absorption. For instance, the expression for
transmittance with correction to reﬂectance is given as:
T =

(1 − R)2 e−αd
,
1 − R2 e−2αd

(3.8)

where R is the reﬂectance at the sample’s surface. [162]
For the infrared absorption to take place, the selection rules must be considered.
[159, 161] The fundamental selection rule for IR spectroscopy requires a change in
the dipole moment of the molecule during the vibration. Quantum mechanically the
intensity of the vibrational transition depends on the magnitude of the transition
moment integral M :


M=



∗

µ(r)ψvib
dr.
ψvib

(3.9)



refers to the excited/upper state and ψvib
to the ground/lower state. The
Here ψvib

dipole moment is a function of (r) and can be expanded as a Taylor series, µ(r)
about r = re :
µ(r) = µe +

dµ(r)
dr

(r − re ) +
re

1 d2 µ(r)
2 dr2

(r − re )2 + ...

(3.10)

re

Using (3.10) M becomes:

M = µe

∗


dr
ψvib ψvib

dµ(r)
+
dr





∗

(r − re )ψvib
dr + ...
ψvib

(3.11)

re

The ﬁrst term in equation (3.11) is zero because of the orthogonality of the vibrational
functions, and thus the second term (|dµ/dr|re = 0) makes the largest contribution
to the magnitude of M and therefore intensity of fundamental vibrational transitions.
Higher power terms are neglected. More speciﬁcally, the measured IR intensity is
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actually proportional to the square of the change in the dipole moment:
I ∝ |M |2 ∝

dµ
dr

2

.

(3.12)

re

Raman scattering
The origin of the Raman scattering is diﬀerent from that of IR absorption. In a
typical experiment a sample is irradiated by a monochromatic light from a laser
(visible or near-infrared) and the scatted light is collected at 90◦ or 180◦ angle to the
incident beam (called “90◦ or back-scattering geometries”).

Most of the radiation

is scattered elastically and has the same frequency as that of the original excitation
ν0 (Rayleigh scattering) however, small amount of the scattered light looses some
energy and remains with frequency that is shifted relative to the incident beam, i.e
νS = ν0 ± νx (Raman scattering). [158, 159] Here νx can correspond to frequencies of
rotational, vibrational or electronic transitions. In this section, we will only focus on
the most common, vibrational Raman eﬀect. Figure 3.3 shows a schematic energy
diagram of Rayleigh and Raman scattering as well as an example of the IR absorption

Virtual
states

2
1
0

Vibrational
states
IR

Stokes

Rayleigh
scattering

Anti-Stokes

Figure 3.3: An illustration of the IR absorption, Rayleigh scattering, Raman Stokes
and anti-Stokes lines with respect to the energy levels involved in each transition.
Line colors and thicknesses schematically show frequency and intensity of each transition.
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process emphasizing their diﬀerent nature. In case of Rayleigh process, an elastic
scattering from the so-called ’virtual state’ (non-resonant Raman) takes place with
no change in photon energy. The Raman scattering is an inelastic collision between
the molecule and the photon. Here, two types of scattering are possible: Stokes
and anti-Stokes. If a molecule is initially in the ground vibrational state, the Stokes
scattering (νS = ν0 − νvib ) is a result of a transition from a ’virtual state’ to an
excited vibrational state. In anti-Stokes process (νS = ν0 + νvib ), molecule is initially
in vibrational excited state and scattered photon is a result of a transition from a
’virtual state’ to the vibrational ground state. Under normal conditions (ex. room
temperature), the intensity of the Stokes lines is larger than that of the anti-Stokes
due to the higher population of the ground vibrational state (Boltzmann distribution
law). Therefore for the practical purposes it is customary to record only the Stokes
lines.
To describe the nature of the Raman eﬀect a classical theory can be invoked.
[158, 159] When a medium is subject to an electric ﬁeld of strength E, it undergoes
a distortion due to the opposite motion of electrons and nuclei governed by the
Coulomb interactions. As a result, the applied ﬁeld induces a dipole moment in a
molecule:
µind = αp E 1 = αp E0 cos 2πν0 t,

(3.13)

where the proportionality constant αp is called polarizability and E = E0 cos 2πν0 t
gives variation of electric ﬁeld strength with time (t). If a molecule vibrates and modulates this induced dipole moment then the linear dependence of the polarizability
1

Linear relationship between µind and E is valid if the applied electric ﬁeld is not too strong.
Also, in actual molecules αp will be a tensor.
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on vibrational coordinate can be expressed as:

αp = α0p +

dαp
Q0 cos 2πνvib t.
dQi 0 i

(3.14)

Here Q is the vibrational coordinate, Q0i is the vibrational amplitude, and α0p and
(dαp /dQi )0 are evaluated the equilibrium position. Substituting the equation (3.14)
into (3.13) one obtains:
µind = α0p E0 cos 2πν0 t +

1 dαp
Q0 E0 [cos 2π(ν0 + νvib )t + cos 2π(ν0 − νvib )t]. (3.15)
2 dQi 0 i

The ﬁrst term is responsible for the Rayleigh scattering at ν0 while the second and
third terms correspond to the inelastic Raman scattering, anti-Stokes (ν0 + νvib )
and Stokes (ν0 − νvib ), respectively. Thus, for the vibration to be Raman-active,
the change in polarizability is required (i.e. (dαp /dQi )0 = 0). As in the case of
IR spectroscopy, the measured Raman intensity is proportional to the square of
(dαp /dQi ) quantity.

3.1.2

Optical properties of solids

Optical spectroscopy of solids diﬀers from the spectroscopy of liquid or gas phase.
It is far more complex due to the periodic arrangement of atoms/ions/molecules
in a solid state. Table 3.2 compares the main characteristic features of vibrational
spectroscopy of gases, liquids and solids. [163, 164]
The existence of the long-range lattice periodicity in solids leads to the formation of coupled collective excitations (phonons). Phonons are quantized modes of
lattice vibrations where motion of the neighboring atoms is not independent of each
other. [165] In a 3D crystalline material with N number of atoms per unit cell,
lattice vibrations are described in terms of 3N branches for the phonon dispersion
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Table 3.2: Comparison of the vibrational spectroscopy characteristics in gas, liquid and solid state
Gas phase

Free non-interacting rotors, sharp bands

Liquid

Crystalline Solid

Long-range periodicity → coupled, colNo discrete rotational/vibrational levels,
lective vibrations (phonons), band shape
broad bands → molecular dynamics
highly dependent on crystal nature

Both, rotational and vibrational levels can Strong intermolecular interactions
be probed
(H-bonding, dipole-dipole, etc.)

Low-frequency lattice vibrations: translational and librational modes

Quantitative information on rotational con- Polarization studies - limited information on
Strong intermolecular interactions
stants, bond lengths, angles, etc.
symmetry of vibrations
Total of 3N − 6, 3N − 5 (linear molecule) vibrations

Polarization studies - details on vibrational
symmetry and structure

Selection rules - deﬁned by molecular symmetry, point group analysis

3N −3 optical phonons (3 acoustical modes)
Dispersion curves over the Brillouin zone
Selection rules - deﬁned by crystal symmetry, space group analysis
Surface, size and conﬁnement eﬀects, lattice defects and impurities aﬀect spectral response
Other fundamental excitations of electronic
and magnetic origin + coupled excitations
can be probed
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Ȧ
optical branch
acoustic branch

-ʌ/a

0

ʌ/a

k

Figure 3.4: Phonon dispersion curves for the simple linear diatomic chain (-A-B-AB- type), with optical and acoustic branches. [165]
curves. The latter contains three acoustic branches and 3N −3 optical branches (Fig.
3.4). Optical spectroscopy (IR and Raman) probes excitations at k = 0, while their
dispersion is usually explored by inelastic neutron scattering techniques. Acoustic
phonons correspond to uniform translation of the entire crystal and are analogous to
translational modes of a molecule (typically subtracted to ﬁnd vibrational degrees of
freedom). Optical phonons are “internal vibrations” of atoms that are of interest to
spectroscopists.
The total number of “active” modes in a crystal is governed by the symmetry
of the unit cell as well as the symmetry of the molecule/groups of atoms (local
environment). Generally, if the crystal symmetry is lower than the molecular symmetry, appearance of larger number of modes is expected due to mode splitting and
activation of silent vibrations. Correlations between molecular→site→space group
symmetry can be used to predict number of spectral bands and their nature in each
particular case. [166,167] Many analogies in the nature of the vibrational motion can
be drawn between molecular species and molecule-based solids. For instance, sim-
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(a)

(b)

Figure 3.5: A schematic representation of the vibrational displacement patterns for
cobalt dicyanamide. (a) Low frequency CoN6 octahedra counter-rotation mode near
50 cm−1 . (b) C≡N stretching vibrational mode near 2215 cm−1 .
ple molecular-type vibrations like, C-H, C≡N, C=O stretching bands can be readily
identiﬁed among phonons. However, other modes such as low frequency metal-ligand
bands and lattice modes are generally manifestations of a collective nature of lattice
dynamics and can hardly ﬁnd an equivalent in molecular spectroscopy. Figure 3.5
demonstrates an example of such a collective vibration that involves CoN6 octahedra
counter-rotation in Co(dca)2 compound in comparison to “solid-state analog” of the
C≡N stretch.
The study of phonons is an essential part of solid state science. They play a key
role in physical properties of solids for instance, in speciﬁc heat, thermal, and electrical conductivity. Furthermore, phonons and other elementary/collective excitations
provide fundamental information on elastic and optical properties of materials.
Optical constants
The optical constants are the parameters that govern the optical behavior of materials. They reﬂect properties of the bulk phase rather than of the individual molecules.
Experimentally, some observable, such as reﬂectance, transmittance or light scatter-
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ing are used to extract the frequency-dependent optical constants n(ω) and κ(ω),
dielectric function ε(ω), optical conductivity σ(ω). These functions are applicable to
a large spectral range from microwaves to γ-rays and often provide insight to intrinsic
properties of solids.
The important relationships for optical constants are introduced through Maxwell
equations (SI units) [168, 169]:

∂B
∂t

(3.16)

∂D
+j
∂t

(3.17)

∇ · D = ρext

(3.18)

∇ · B = 0,

(3.19)

∇×E=−
∇×H=

where E and H are the electric and magnetic ﬁelds, D and B are the displacement
ﬁeld and magnetic induction, ρext is charge density induced by external force, and j
is current density.
Working in isotropic media and within the linear approximation, the vectors E,
H, D, B, j and the polarization P are connected by the following relationships:

D = εε0 E

(3.20)

B = μμ0 H

(3.21)

j = σE

(3.22)

P = (ε − 1)ε0 E,

(3.23)

where ε is the dielectric function, σ is the optical conductivity, μ is the magnetic
permeability, ε0 and μ0 are vacuum permittivity and permeability, respectively. For
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the isotropic and homogeneous media, both ε and σ are scalar quantities rather than
tensors.
From Maxwell’s equations and relationships (3.20-3.23) we obtain a wave equation
for a non-conducting (σ = 0) and non-magnetic (μ = 1) medium [168–170]:
ε ∂ 2E
.
c2 ∂t2

(3.24)

E = E0 ei(k·r−ωt) ,

(3.25)

∇2 E =

Using the plane wave solution

where k is the complex propagation constant, ω is frequency, and substituting it into
equation (3.24) yields:
k2 =

ω2
ε(ω).
c2

=
Expressing k by the complex index of refraction N

k=

(3.26)
ε(ω) gives:

ω
N
.
c

(3.27)

 (ω) is deﬁned by the following expression:
Complex index of refraction N
 (ω) = n(ω) + iκ(ω)
N

(3.28)

and the complex dielectric function:

ε(ω) = ε1 (ω) + iε2 (ω)

(3.29)

with n and κ being the refractive index and the extinction coeﬃcient, respectively.
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 (ω) and ε(ω) are related as:
The real and imaginary parts of N
ε 1 = n2 − κ 2 ,

ε2 = 2nκ.

(3.30)

In a solid the EM wave will be attenuated. Substituting equation (3.27) into (3.25)
the expression for the damped wave (in one dimension) takes the form of [168–170]:


E(x, t) = E0 ei[(N ω/c)x−ωt)] = E0 e−(κω/c)x ei((nω/c)x−ωt) .

(3.31)

Here, the ﬁrst exponential factor in (3.31) describes the decay of the wave in a
medium. The intensity of a wave I is proportional to the square of the electric ﬁeld,
i.e EE ∗ . Comparing this to the expression for the Beer’s law (equation (3.6))
I = EE ∗ = Io e−αx

(3.32)

gives the relationship between the absorption coeﬃcient α and extinction coeﬃcient
κ:
α=

4πκ
2ωκ
.
=
c
λw

(3.33)

Similarly, α can be related to the imaginary part of the dielectric function as:

α=

ε2
.
cn

(3.34)

Finally, for a medium with ﬁnite conductivity the important expressions for dielectric
function and absorption coeﬃcient become:

ε(ω) = 1 +
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iσ(ω)
ωε0

(3.35)

Table 3.3:
 (ω)
N

Relationships between the various response function ε(ω), σ(ω), and

Dielectric constant ε(ω)

Conductivity σ(ω)

 (ω)
Refractive index N

ε = ε1 + iε2
2
ε1 = 1 − 4πσ
ω
4πσ1
ε2 = ω
n = ( 12 ((ε21 + ε22 )1/2 + ε1 ))1/2
κ = ( 12 ((ε21 + ε22 )1/2 − ε1 ))1/2

σ = σ1 + iσ2
2
σ1 = ω
4π
ω
σ2 = (1 − ε1 ) 4π
2 2
n
=
( 12 (((1 − 4πσ
+
ω )
4πσ1 2 1/2
4πσ2
1/2
( ω ) ) + (1 − ω )))
2 2
κ
=
( 12 (((1 − 4πσ
+
ω )
4πσ1 2 1/2
4πσ2
( ω ) ) − (1 − ω )))1/2

 = n + iκ
N
ε1 = n2 − κ2
ε2 = 2nκ
σ1 = nκω
2π
ω
σ2 = (1 − n2 + κ2 ) 4π

and
α=

σ1
.
nε0 c

(3.36)

The conductivity σ(ω) is also a complex function with real σ1 and imaginary σ2
components.
Table 3.3 gives a summary of the important relationships between the various
 (ω). [168–170]
response functions (ω), σ(ω), and N

3.2
3.2.1

Spectrometers
Bruker IFS 113v and Equinox 55 FTIR spectrometers

Two types of instruments, Bruker IFS 113v Fourier Transform Infrared (FTIR) spectrometer and Bruker IRscope II combined with Bruker Equinox 55 FTIR spectrometer were employed for the majority of the infrared investigation in this work. Each
spectrometer contains several important compartments that include: source, interferometer, sample, and detector. The essential component of any FTIR spectrometer
is the interferometer. Most of the spectrometers used today have interferometers
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Fixed Mirror, M1

Infrared
Source

Beamsplitter
Moving Mirror, M2

Infrared
Detector
Figure 3.6: Michelson interferometer, schematic view. [172]
designed on the basis of the two-beam interferometer originally invented by Albert
Michelson in 1980s. [171] There are many modiﬁcations of interferometers that are
currently available to address speciﬁc applications however, general theory and insight in their operation can be readily understood from basic principles of Michelson
interferometer.
a) Michelson interferometer
A schematic diagram of Michelson interferometer is shown in Fig. 3.6. The main
purpose of the interferometer is to introduce a path diﬀerence between two beams
of light and produce an interference pattern. [172] Here, the incident beam of radiation from the external source is split into two parts by a beamsplitter. Half of
the radiation is transmitted by the beamsplitter and falls to the movable mirror M2 .
The other half is reﬂected onto the ﬁxed mirror M1 . Both beams return again to
the beamsplitter where they recombine. Part of the recombined light returns to the
source, while the other part of the recombined beam proceeds through the sample

53

compartment to the detector. The intensity of the recombined beams I(x) (interferogram function) depends on the path diﬀerence between two mirrors, M1 and M2 (i.e
constructive/destructive interference will take place). The plot of I(x) as a function
of the moving mirror displacement x is known as an interferogram. [171,172] Depending on the mirror velocity there are two types of the interferometers: a continuous
scan interferometer (mirror moves at constant velocity) or step-scan interferometer
(mirror stays at equally spaced points for a short period of time and then moves
rapidly between these points). If M2 travels at a constant velocity, the relationship
between the interferogram function I(x) and the source intensity B(ω) is given by:


∞

B(ω)cos2πωdx,

I(x) = 1/2
0

where ω is the frequency in wavenumbers. I(x) is the cosine Fourier transform of
B(ω), and contains complete information about the spectrum. The Fourier transform
of the interferogram generates the single channel reference spectrum. The typical
transmittance/reﬂectance spectrum is taken as the ratio of the sample spectrum to
the reference.
b) Bruker IFS 113v spectrometer
The Bruker IFS 113v is operated under vacuum and incorporates Genzel-type interferometer, which is similar to a Michelson interferometer. [171] The Genzel interferometer is constructed such that the light is focused onto the beamsplitter. Two
beams, transmitted and reﬂected by the beamsplitter proceed to collimating mirrors
and then reach the same reﬂection mirror from opposite sides. Here, as the mirror
moves, the distance traveled by light in one arm increases while in the other one decreases. The diﬀerence in the optical path length obtained by Genzel interferometer
is 4x (x is the displacement of the moving mirror) and thus is twice of that obtained
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Figure 3.7:
Bruker IFS 113v Genzel type interferometer: 1-ﬁlter wheel, 2carousel with beamsplitters, 3-moving two-sided mirror, 4-reference interferometer,
5-spherical mirror. [171]
by Michelson interferometer. Another advantage of this type of the interferometer is
the small size of the beamsplitter. Several of them can be mounted simultaneously
on the rotating wheel and operated without breaking the vacuum. Small size also
reduces unwanted vibrations associated with large diameter beamsplitters. [171] As
shown on the Fig. 3.7, in the Bruker IFS 113v, there is also a secondary laser/white
light interferometer physically attached to the main Genzel interferometer. The purpose of this reference interferometer is to (i) provide an “optical marker” necessary
to initiate the start of spectrum data acquisition, (ii) determine the optical path
diﬀerence and speed of the main moving mirror with high accuracy. The design is
essential for accurate Fourier transformation.
c) Bruker Equinox 55 with microscope
Bruker Equinox 55 FTIR spectrometer in our lab is combined with Bruker IRscope II
that has an advantage of studying micro size samples and precise focusing on small areas or crystal edges. There are several objectives (4×, 15×, and 36×) that give more
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Table 3.4: Operating parameters of Bruker IFS 113v
Range (cm−1 )

Source

Beamsplitter

Optical Filter

Polarizer

Detector

8-25
15-50
30-120
50-240
100-600
450-4000

Hg arc
Hg arc
Hg arc
Hg arc
Hg arc
Globar

Mylar 100 μ
Mylar 50 μ
Mylar 23μ
Mylar 12μ
Mylar 3.5μ
KBr

Black PE
Black PE
Black PE
Black PE
Black PE
open

1
1
1
1
1
2

bolometer, DTGS-PE
bolometer, DTGS-PE
bolometer, DTGS-PE
bolometer, DTGS-PE
bolometer, DTGS-PE
photocell, DTGS

PE = polyethylene. Polarizer 1 = wire grid on oriented PE, Polarizer 2 = wire grid on AgBr

ﬂexibility in investigation of tiny sample spots. The spectrometer is operated under
N2 purge and incorporates the RockSolid interferometer. This interferometer is built
with retro-reﬂecting cube corner mirrors that have an advantage of “correcting” any
angular tilt of the ﬂat mirrors associated with Michelson-type interferometer. This
is an important addition since any tilt of the ﬂat mirror will introduce a mismatch
between two beams recombined at the beamsplitter and thus will reduce the overall
quality of the data. [173]
Both spectrometers, Bruler 113v and Equinox 55 can be operated in transmittance or reﬂectance mode and are well suited for polarization studies. Through the
appropriate combination of sources, beamsplitters and detectors spectrometers can
also be used to acquire the complete spectra in infrared and visible range.
d) Source, beamsplitter, detector, and accessories
There are variety of sources, detectors, beamsplitters available for infrared spectral
investigation. In general, measurements in the low frequency range (<600 cm−1 ) are
more complex and require combinations of several sources and beamsplitters. Tables
3.4 and 3.5 lists typical operating parameters used in our lab.
Silicon carbide (Globar) source is the most commonly used source in the infrared
range. The emissivity of this source however becomes very weak below 100 cm−1
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Table 3.5: Operating parameters of Bruker IRscope II
Range (cm−1 )

Source

Beamsplitter

Detector

600-7500
4000-12000
9000 -17000

Globar
Tungsten
Tungsten

KBr
Quartz
Quartz

MCT
InSb
Si diode

and use of high-pressure mercury lamp is required in low frequency range. [171]
A variety of Mylar beamsplitters of diﬀerent thicknesses are available for measurements of low frequency spectrum (8-400 cm−1 ). KBr (potassium bromide) beamsplitter2 is prevailingly used in the middle-infrared range. The spectra collected with
diﬀerent beamsplitters are merged together to give the whole spectrum in the frequency range of interest. [160]
Deuterated triglycine sulfate (DTGS) is the most commonly used room temperature infrared detector. [160, 171] Although it is inexpensive and very simple in
maintenance and operation, the major drawback of the DTGS detector is its slow
response and low sensitivity that results in poor signal-to-noise ratios. The improved
sensitivity is achieved by liquid-helim and liquid-nitrogen cooled detectors such as
Si (or boron-doped silicon) bolometer, MCT (mercury cadmium telluride) and/or
InSb (indium antimonide) detectors. For instance, MCT detector used in our lab is
4 times faster and 10 times less noisy than MIR DTGS detector.

3.2.2

Raman instruments

The four major components that a conventional Raman spectrometer consist of, are:
source of radiation (laser), sample illumination and collection optics (set of mirrors
and lenses), wavelength monochromator and a detector. [158] Figure 3.8(a) displays
2

Thin coating of Ge (germanium) sandwiched between KBr windows.
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(b)

(a)
Detector
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S
RF
L

laser
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Figure 3.8: (a) Schematic representation of the Raman set-up. RF-Rayleigh ﬁlter,
L-lens, S-entrance slit, 1-diﬀraction grating, 2-spherical mirror. (b) Schematic of the
double monochromator. [158, 161]
a schematic view of a typical Raman set-up. The emitted radiation from the laser
scatters from the sample, passes through the set of lenses/ﬁlters and proceeds to the
entrance slit. The directed beam falls into the spherical mirror that makes the light
beam parallel and further sends it to the diﬀraction grating. Finally, the focusing
mirror directs the diﬀracted beam towards the detector. The rotation of the grating
allows diﬀerent wavelengths to be directed to the detector and thus the spectrum
can be recorded. Grating and width of the slit play the key role in obtaining the
maximum spectral resolution. Grating resolution is given as:

Rs =

λw
= N · m,
Δλw

58

(3.37)

where N is the number of illuminated slits and m is the order of the diﬀraction. To
further increases the resolution and reduce the amount of stray light that may interfere with weak Raman scattering, a tandem of monochromators can be employed.
A schematic diagram of a double monochromator is shown in Fig. 3.8(b). A triple
monochromator allows even better ﬁltering/rejection of the stray light and thus can
be used to measure Raman bands located very close to the Rayleigh line. Rayleigh
ﬁlter (Fig. 3.8(a)) is an essential part of the Raman instrumentation that allows
selective elimination of the strong Rayleigh scattering and analysis of the weak Raman scattering. High detection sensitivity and signal-to-noise ratios are achieved
by the use of array detectors, usually photodiode arrays or CCD’s (charge-coupleddevices). [158, 161]

3.3
3.3.1

Low-Temperature and High-Field Measurements
Low-temperature set up

The low-temperature measurements were carried out with an open-ﬂow cryostat.
Cryogenic experiments with the Bruker IFS 113v are performed in combination with
an APD Heli-Tran LT-3-110 model system and for the Bruker Equinox 55 with Oxford Instruments MicrostatHe (Fig. 3.9). [174, 175] Figure 3.10 shows a schematic
diagram of the cryogenic system assembly and operation for the LT-3-110 model.
The elevated pressure in the helium dewar forces a ﬂow of liquid helium through
the transfer line to the cryostat and heat exchanger. The latter serves as a cooling
interface for the sample holder. After cooling the sample, the liquid helium evaporates and the gas is led away in two ways: through the helium exhaust port on
the side of the cryostat and back through the transfer line with exit at the shield
outlet port. This additional return/shield ﬂow helps to keep the transfer line cold.
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(b)

(a)

Figure 3.9: (a) and (b) Close-up views of the cryostats mounted for optical measurements in Bruker IFS 113v and Bruker Equinox 55, respectively.
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Figure 3.10: Schematic diagram of the low temperature set-up with LT-3-110 Heli-Tran open ﬂow cryostat.
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The base of the cryostat is also equipped with a heater to prevent ice buildup and
vacuum seal freezing. The overall cooling rate of the sample can be regulated by (i)
pressure of the supply dewar, (ii) ﬂowmeter (attached to the helium exhaust port
and shield gas outlet) and (iii) adjustment knob that controls the position of the
needle valve at the end of the transfer line. The sample of interest is mounted on the
heat exchanger/sample holder in vacuum and an optical access is achieved through
appropriate windows (Polyethylene, KBr, KRS-5). A thermal sensor and a heater
are mounted on the heat exchanger and are used to balance and control the temperature of the sample. To improve the thermal contact, crycon grease is placed between
the cold stage of the cryostat and the sample holder. The sample is mounted on the
sample holder with GE varnish and silver paste.

3.3.2

Experimental set-up at the NHMFL

The National High Magnetic Field Laboratory (NHMFL) oﬀers unique opportunities to perform cutting edge research at high magnetic ﬁelds. For more information,
please visit the website of NHMFL at http://www.nhmfl.gov. The information given
in this section is largely from NHMFL website, Refs. [176–179] and our own experiments. Figure 3.11 shows a schematic representation of the magneto-infrared set-up
for the 35 T resistive magnet. The emitted radiation from the IR spectrometer is
directed out of the instrument towards the light pipe by an oﬀ-axis parabolic mirror. A second mirror in the light pipe, located just above the probe, further diverts
the beam by 90◦ and sends it onto the sample located in the center of the magnet.
After the light passes the sample, it is collected by a bolometer inside the probe and
transformed into an electric signal. The signal is further ampliﬁed, electronically
ﬁltered, and sent back to the spectrometer to be processed by a computer. Cooling
of the sample is achieved by submerging the probe directly into the liquid helium
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Figure 3.11: Schematic diagram of the magneto-infrared set-up at the NHMFL. [176]
bath. Helium exchange gas is employed to achieve the base temperature.
The magneto-Raman measurements were performed in a backscattering geometry
using a Trivista557 triple spectrometer equipped with 1800g/mm grating. Figure
3.12 displays a schematic drawing of the magneto-Raman set-up with a 31 or 35 T
resistive magnet. An optical ﬁber coupled to a 532 nm laser delivers the excitation
light to the sample located at the bottom of the probe. The scattered light proceeds
to the collection ﬁber connected to the spectrometer equipped with a liquid nitrogen
cooled Spec10 CCD camera. [179] Temperature sensors and a heater are mounted
next to the sample holder for precise monitoring and temperature control of the
sample. Low temperature is achieved by either immersing the probe directly into
the liquid helium bath or blowing cold helium gas through the bottom of the probe.
The operating temperature range is 1.6 - 300 K.
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Figure 3.12: A schematic of the magneto-Raman set-up at the NHMFL. An illuminating and collecting system inside the probe is presented as a set of lenses, mirrors
and ﬁlters. [179]
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3.4

Materials of Interest: Measurements and Complementary Calculations

a) Synthetic procedures
The polycrystalline powders of M(dca)2 (dca = N(CN)2 − ) materials were provided
by Jamie Manson from Eastern Washington University and John Schlueter from
Argonne National Laboratory.

[Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] (Me = CH3 ) material

was provided by Joel Miller from the University of Utah. The compounds were
synthesized with solution based techniques as described previously in the literature. [51, 69, 180]
b) Spectroscopic measurements
Infrared transmittance measurements
Isotropic pellets of M(dca)2 and [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] were prepared by mixing
the original powder samples with transparent matrix materials. Pure KCl powder
was used as a matrix in the middle-infrared and Raman scattering experiments,
whereas paraﬃn was used in the far infrared regime. To achieve optimum signal
and sensitivity, diﬀerent loading levels were employed. Typical KCl pellets are made
in vacuum with a 9 ton press. Special care was taken in case of Co(dca)2 and
[Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] KCl pellets. Cobalt dicyanamide is predicted to exhibit a
pressure-driven transition at 0.9 GPa to a new monoclinc phase. [182] Formation
of a blue β-phase under pressure is also possible. Therefore, all the pellets were
made at pressure of 0.5-0.6 GPa (well below the pressure-driven transition) and
checked against unpressed sample spectra. In addition, visual inspection combined
with detailed spectroscopic characterization were used to conﬁrm the α-phase nature
of our samples and rule out β-phase impurity formation under pressure. Figure 3.13
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Figure 3.13: (a) Photographs of the pink α- and blue β-forms of Co(dca)2 in KCl.
(b, d) Comparison of selected infrared and Raman (λw =514 nm) modes for the two
phases. The spectra are oﬀset for clarity. (c) Characteristic color band excitations
of the α-phase compound near 295, 474 and 518 nm and the 293, 563 and 607 nm
absorptions for the β-phase material. [69,70,181] All spectra were measured at room
temperature.
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compares the α- and as-synthesized β- forms of Co(dca)2 in pressed KCl pellets.
Clearly, the two phases are quite diﬀerent and are easily distinguished according to
their vibrational and electronic properties. No β-compound signatures were detected
in our samples.
In case of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] sample, all studied samples displayed some
degree of decomposition evident from the appearance of the broad infrared absorption lines in  1550 and 2080-2090 cm−1 regions. [93] The latter does not seem to
impact the bulk magnetic properties – either in previous work or in our own measurements. Special care was required, however, for the spectroscopic studies. We
found, for instance, that in an alkali halide environment, pressure increases the decomposition rate and thus, as in cobalt dicyanamide, reduced pressure was used for
KCl pellet preparation. In addition, to reduce decomposition signatures and access
the intrinsic spectral response, magnetic ﬁeld- and temperature-dependent behavior
of the CN vibration at 2145 cm−1 were checked in an unconventional arrangement
(employing a paraﬃn matrix) and after appropriate background subtraction, found
to be consistent with the KCl pellet response. Only after such extensive tests were
results regarded as reliable. Our general conclusion is that the vibrational bands
characteristic of the decomposition-induced defect states are magnetically inactive.
Spectral resolution of 0.3-1 cm−1 was employed for infrared experiments. High
ﬁeld measurements were performed at the NHMFL swiping the ﬁeld up and down and
taking the data in turns, at high and low ﬁelds. No spectral hysteresis was observed.
The absorption coeﬃcient α(ω) was calculated from the measured transmittance as
α(ω) = − h1s d ln(T (ω)), where hs is sample loading and d is thickness.
Magneto-Raman experiments
Samples used in Raman measurements were in the form of pressed pellets of either pure or KCl mixed sample. The same precaution with pressure as in infrared
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measurements was employed. Measurements were performed at the NHMFL using
a powered magnet of 31 or 35 T. A 532 nm laser was focused on the sample spot
size of 20 μm with a power of 1.5 mW. Typical resolution was 0.5-1 cm−1 . Data
were collected with increasing ﬁeld, and checked against several reference points with
decreasing ﬁeld. Results were found to be the same.
All spectroscopic investigations in high magnetic ﬁelds were performed with assistance of Li-Chun Tung, Dmitry Smirnov, Yongjie Wang and Younghee Kim.
c) Magnetization measurements
Isothermal magnetization was measured at the NHMFL Pulsed Magnet Facility at
Los Alamos National Laboratory by John Singleton (LANL) and Jamie Manson
(EWU) using the set-up described by Goddard et al. along with a 65 T short-pulse
magnet. [53] Data were collected at temperatures ranging from 0.5-20 K.
d) Lattice dynamics calculations
Theoretical calculations of vibrational frequencies and displacement patterns were
done by Alexander Litvinchuk from the University of Houston. Density functional
calculations of the electronic ground state were performed within the generalizedgradient approximation using revised Perdew-Burke-Ernzerhof [183] functionals, as
implemented in the CASTEP code. [184] The norm-conserving pseudopotentials were
used. For self-consistent calculations of the electronic structure the integration over
the Brillouin zone was performed over the 1×2×1 Monkhorst-Pack grid in the reciprocal space. [185] The lattice vibrations of Mn(dca)2 were calculated with the
linear response method. [186] Mode movies allowed us to visualize the calculated
displacement patterns.
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e) Mn(dca)2 complementary calculations
Complementary calculations for Mn(dca)2 were carried out by Mike Whangbo at
North Carolina State University. In the study of the magnetic structure of Mn(dca)2 ,
spin-polarized density functional calculations were carried out using the projector
augmented wave method implemented in the Vienna ab initio simulation package
[187–189] with the generalized gradient approximation (GGA) [190] for the exchangecorrelation functional, the plane-wave cutoﬀ energy of 500 eV, a set of 12 k-points
for the irreducible Brillouin zone, and the threshold 10−6 eV for energy convergence.
Spin density was calculated based on the optimized structure with AFM and FM
spin-arrangements, respectively.
f ) Co(dca)2 : analysis of magnetic properties
Fits to the magnetization and magnon energy calculations were carried out by Jason
Haraldsen from the Los Alamos National Laboratory. Calculations were performed
using a mean-ﬁeld approximation and considering the ferromagnetic state and large
anisotropy of the cobalt system (Appendix B).
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Chapter 4
Quantum Critical Transition
Ampliﬁes Magnetoelastic Coupling
in Mn(dca)2
Chapter 4 is an adaptation of the research article by T. V. Brinzari et al. “Quantum
critical transition ampliﬁes magnetoelastic coupling in Mn[N(CN)2 ]2 ”, Ref. [191]. To
be submitted to an ACS journal. Authors’ contributions are described in Chapter 3.
In this work, we combined magnetization and magneto-infrared spectroscopy
along with spin density and lattice dynamics calculations to explore the properties of the molecule-based magnet Mn(dca)2 . We discovered a magnetic quantum
critical transition at 30.4 T that drives the system from the canted antiferromagnetic state to the fully polarized state and ampliﬁes magnetoelastic coupling as an
intrinsic part of the process. The local lattice distortions, revealed through systematic phonon frequency shifts and detailed analysis of displacement patterns, suggest
a combined MnN6 octahedra distortion + counter-rotation mechanism that reduces
antiferromagnetic interactions and accommodates the ﬁeld-induced state. These ﬁnd-
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ings deepen our understanding of magnetoelastic coupling near a magnetic quantum
critical point.

4.1

High Field Quantum Phase Transition in Mn(dca)2

Figure 4.1(a) displays the isothermal magnetization of Mn(dca)2 as a function of
magnetic ﬁeld up to 51 T. The base temperature data shows a linear increase with
ﬁeld above the 0.48 T spin ﬂop transition and a sharp, “elbow-like” transition to
saturation at Bc = 30.4±0.1 T where the fully polarized state is achieved. The
4 K data has a similar proﬁle and a 29.8±0.2 T saturation ﬁeld. This behavior is
a signature of a magnetic quantum critical transition. [53, 192] That it occurs at
experimentally realizable ﬁelds makes it especially attractive. The magnetization in
Mn(dca)2 has some similarities with the series of Cu-based metal-organic magnets
investigated by Goddard et al., [53] although the linear response in the canted phase
of Mn(dca)2 is diﬀerent than the concavity in the lower dimensional systems. We use
mean ﬁeld theory to relate the observed critical ﬁeld (Bc ) to the exchange interaction as gμB Bc = |z(2JS)|. Here, S = 5/2 for Mn2+ , z = 8 is the number of nearest
neighbors, g = 2.0, and μB is the Bohr magneton. We ﬁnd J/kB = −1.0 K, which
compares well with the estimate of J/kB = −0.78 K from heat capacity measurements1 . [73] Bringing the extracted critical ﬁelds together with previously published
work [74] allows us to construct the B −T phase diagram (Fig. 4.1(b)). Interestingly,
a single value of J cannot simultaneously account for both magnetic energy scales in
this system (TN = 15.85 K and Bc = 30.4 T). Possible origins include “beyond mean
ﬁeld” corrections [193] or a ﬁeld-dependent exchange interaction. [248] Spin density
calculations reveal an out-of-phase pattern in the low ﬁeld antiferromagnetic state
1

Deﬁnition of J used in Ref. [73] diﬀers by a factor of 2 from the one used in our work, so we
multiply - 0.39 K by 2 for a comparison. Note that some uncertainties in this J may be present
due to the challenges in subtracting the lattice contribution to the heat capacity data.
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Figure 4.1: (a) Isothermal magnetization of Mn(dca)2 . (b) Comprehensive B − T
phase diagram displaying antiferromagnetic (AFM), spin-ﬂop (SF), and paramagnetic (PM) phases. The dashed lines guide the eye. Arrows indicate schematic spin
conﬁgurations for the vertical ﬁeld. (c, d) Calculated spin density distribution for
antiferromagnetic and ferromagnetic states of Mn(dca)2 , respectively.
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and a uniform density in the high ﬁeld state (Fig. 4.1(c, d)), with the majority of
spin density on the Mn sites in each case.

4.2

Lattice Dynamics and Magneto-Structural Correlations Probed by Infrared Spectroscopy

Figure 4.2(a) displays the low temperature absorption spectrum of Mn(dca)2 .2 A
factor group analysis (space group (58) Pnnm) predicts 25 infrared active modes
Γ = 7B1u + 9B2u + 9B3u . Based on complementary ﬁrst principles lattice dynamics
calculations and a literature comparison, [194–196] we assign the peaks at 79 and
108 cm−1 to lattice modes with dominant Mn displacement, vibrations at 162/167
and 194 cm−1 to NMnN bending, features between 220 and 300 cm−1 to Mn-N
stretching modes + ligand bands, and peaks at around 500 cm−1 to NCN in- and
out-of plane bending. A complete assignment is presented in Table 4.1. As we shall
see, assignment of the ﬁeld-dependent vibrational modes and an understanding of
their displacement patterns is key to teasing out the local lattice distortions and
establishing structure-property relationships.
The magneto-infrared response of Mn(dca)2 reveals remarkable sensitivity to the
quantum critical transition. To emphasize spectral changes through Bc , we calculated the full ﬁeld absorption diﬀerence spectrum, Δα = α(B = 35 T) − α(0 T)
(Fig. 4.2(b)).3 This diﬀerence simultaneously highlights striking change and rigid
behavior. The exact course of each mode depends on the precise nature of its displacement pattern. Moreover, the ﬁeld-dependent features either soften or harden
systematically with ﬁeld, a trend that again correlates with the detailed mode mo2

The complete infrared spectrum at 4.6 and 300 K is provided in Appendix A.
Small changes in absolute absorption spectrum sometimes are hard to track, so we use absorption diﬀerence to emphasize changes with applied magnetic ﬁeld.
3
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Figure 4.2: (a) Mn(dca)2 absorption spectrum in the far-infrared. Inset: close-up
view of the two low frequency Mn displacement modes. (b) Absorption diﬀerence
spectrum at B = 35 T. Inset: close-up view of the absorption diﬀerence in the
(NCN) bending regime. (c) Close-up view of the absorption diﬀerence for the 79
and 108 cm−1 lattice modes at 5, 10, 15, 20, 25, 30 and 35 T. The inset highlights
the absolute absorption spectrum at 0 and 35 T for the 108 cm−1 peak. (d) Normalized integrated absolute absorption diﬀerence for several characteristic features
as a function of applied ﬁeld compared with magnetization and the square of the
magnetization. All data were measured at liquid helium temperature.
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Table 4.1: Assignment of experimentally observed and calculated infraredactive modes for Mn(dca)2 along with the size of the ﬁeld-induced changes in
|Δα|/α=|(α(35 T) - α(0 T))|/α(0 T) at 4.6 K. Error bars on |Δα|/α are ≤0.7%.
4.6 K
experimental
frequency (cm−1 )
79 (w)

Calculated
frequency
(cm−1 )
82

108 (w)

88

B2u

162, 167 (m)
194 (m)

183, 197
230

B2u , B3u
B1u

224 (m-w)

239

B3u

263 (m-w)

247

B2u

272 (m-w)
294 (m)

280
309, 313, 320,
333, 347

B1u
B2u , B1u , B3u ,
B3u , B2u

494 (sh)
497 (m)
522, 526 (m)

511
513
526, 527

B1u
B1u
B2u , B3u

680 (m)
961 (m)

642, 643
900, 904

B2u , B3u
B3u , B2u

996 (m-w)
1042 (w)
1065 (w)
1115 (w)
1321 (s)
2167 (m-s)
2203 (vs)
2248 (w)
2267 (vs)
2296 (s), 2324 (m)

1226

2066

2112, 2116

Symmetry

Assignment

|Δα|/α,
%

B3u

lattice mode: Mn displacement
along a axis
lattice mode: Mn displacement
along b axis
(Nax -Mn-Nax ) bends
(Neq -Mn-Neq ) out-of-plane, out-ofphase bend
∼ ν(Mn-Neq ) (Mn motion in ab
plane) + ∼ ν(Mn-Nax ) (N, C motion in ab plane)
∼ ν(Mn-Nax ) + ∼ ν(Mn-Neq ) (Mn
along a, Nax , C in ab plane)
ν(Mn-Neq ) balanced by C motion
ligand bands (mostly N motion inplane and out-of-plane: scissors,
rocking, wagging)
γas (NCN)
δas (NCN)
γs (NCN)

12 (soften)

B1u

B1u

B2u , B3u

δs (NCN)
νs (N-C), N motion also modulates
Mn-Nax bond
(NCN) bend, IR + Raman∗
(NCN) bend, IR + Raman∗

νas (N-C), in phase N motion along
c axis
νas (C≡N)
νs (N-C) + νas (N-C), IR + Raman
νs (C≡N)

29 (soften)
4 (soften)

3 (harden)

3 (soften)
7 (soften)
2 (harden)

5 (harden)
0.3, 0.8
(harden)
4 (harden)
–
14 (harden)
7 (harden)
4 (harden)
4 (soften)
–
1 (harden)
–
6 (harden)
–

ν = stretch, γ = out-of-plane bend, δ = in-plane bend.
vw: very weak, w: weak, m: medium, s: strong, vs: very strong, sh: shoulder.
Broad features above 3000 cm−1 are assigned as various combination bands of ν(N-C) + ν(C≡N).
∗ st
1 overtone is symmetry forbidden.
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tion. In fact, at heart, Δα changes are frequency shifts.4 As an example, Fig. 4.2(c)
displays a close-up view of the absorption diﬀerence spectrum for the two low frequency Mn displacement modes. The magnitude of Δα increases continuously due
to mode softening until it saturates near 30 T. That the majority of the vibrational
bands are sensitive to applied ﬁeld is indicative of the local structure deformations
on approach to the magnetic transition. In the discussion below, we focus on the
most pronounced spectral changes and what they reveal about the ﬁeld-induced local
lattice distortion.5
To quantify changes in the vibrational properties of Mn(dca)2 with magnetic ﬁeld,
we integrate the absolute value of the absorption diﬀerence as

ω2
ω1

|α(B)−α(0 T)| dω

for several representative modes and plot these values along with the magnetization
(Fig. 4.2(d)). The ﬁeld-induced spectral changes grow with increasing ﬁeld and saturate near 30 T where the transition from canted antiferomagnetic to fully polarized
state is complete.6 In general, magnetoelastic phenomena originate from the magnetic state dependence of the elastic properties, which can vary with magnetization
intensity and orientation. For instance, in magnetic alloys, the relationship between
volume magnetostriction and magnetization goes as

ΔV
V

∼ ((M (B))2 ). [197–199]

Lattice constants in complex oxides like BaCo2 V2 O8 also display similar dependence. [200] Our work is diﬀerent in that we employ local probe (rather than bulk)
techniques to reveal the microscopic aspects of the local lattice distortion. Comparison of the data in Fig. 4.2(d) shows that Mn(dca)2 is an example of a molecule-based
magnet where the ﬁeld-induced frequency shifts go as (M (B))2 , an indication of dominant exchange eﬀects. The strong correlation between the phonon behavior and the
4

Note that absorption diﬀerence takes into account changes in frequency, linewidth and intensity,
however, no systematic eﬀects in integrated intensity or linewidth are apparent in our experiment.
5
The majority of leading modes are located at low frequency, although similar behavior is also
observed in the higher frequency modes.
6
No apparent changes are observed at spin-ﬂop transition at around 0.5 T within our sensitivity.
When normalized, all modes show the same trend within our error bars.
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square of the magnetization through the magnetic quantum phase transition suggests
that lattice ﬂexibility plays an important role in establishing the fully polarized high
ﬁeld state. Similar measurements on the isostructural Cu(dca)2 analog, which is a
paramagnet at 4.2 K, show no changes within our sensitivity, indicating that the
lattice is essentially rigid with ﬁeld.7 [79] These complementary studies demonstrate
that magnetoelastic coupling in Mn(dca)2 is associated with the collective phase
transition.
Our spectroscopic measurements reveal that some local structure changes are
more important than others. In other words, although many infrared-active phonons
are sensitive to applied ﬁeld and display a similar dependence on B, the magnitude
of their change through the ﬁeld-driven transition is not the same. We use relative
absorption diﬀerence, |Δα|/α, to quantify the importance of each mode and the local
lattice distortion that it represents. The features at 108, 79, and 272 cm−1 display
the largest changes (29, 12, and 7% in a 35 T ﬁeld, respectively). The two leading
modes involve Mn displacements in a shearing-like pattern along b (108 cm−1 ) and a
(79 cm−1 ) axes, respectively. The next tier contribution (272 cm−1 Mn-Neq vibration
with a 7% change) also mainly involves Mn motion but along the c axis. All three
modes soften gradually with increasing ﬁeld. Figure 4.3 displays schematic views of
these displacement patterns along with an example of pure ligand mode motion at
497 cm−1 with 5% change in ﬁeld. Several infrared + Raman combination bands
(for instance, at 996 and 2267 cm−1 , Fig. 4.2(d)) are also very sensitive to the
30.4 T quantum critical transition and suggest the likelihood of a similar magnetoRaman response. While these modes are strongly coupled to the magnetic quantum
critical transition, other features (for instance, at 194, 526, 961 and 2300 cm−1 )
are essentially rigid. An example is shown in the inset of Fig. 4.2(b). Here, the out7

Measurements were done in the far infrared range.
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c
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Mn

N

C

Figure 4.3: Schematic view of representative displacement patterns as predicted
by lattice dynamics calculations. Panel (a) shows the calculated Mn displacement
patterns that we assign to the 79 and 108 cm−1 infrared peaks, panel (b) displays
υ(Mn-Neq ) assigned to the 272 cm−1 peak, and panel (c) shows the in-plane asymmetric δ as (NCN) bend that corresponds to the experimental peak at 497 cm−1 . Only
the representative arrows of the building units are shown.
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of-plane NCN bend displays a strikingly diﬀerent behavior compared to its in-plane
counterpart, indicating that the symmetry of out-of-plane motion undermines the
dominant distortion.
A natural framework for understanding the magnetoelastic eﬀect in Mn(dca)2
involves local lattice deformations that modify spin exchange interactions in order to
compensate for the increased magnetic energy in the fully polarized state. Analysis
of the absorption diﬀerence spectra reveals that phonons involving mainly Mn center
generally soften with ﬁeld and, the ligand bands on the contrary, tend to harden
on approach to the transition (Table 4.1). This behavior points to a more relaxed
MnN6 octahedra (i.e less strained bond lengths and equally distributed local angles)
and slightly compressed NCN linkages in the high ﬁeld state. Based upon the size
of |Δα|/α through the 30.4 T magnetic quantum phase transition, the distortion
primarily aﬀects the 108 cm−1 Mn shearing mode along b (with a 29% change).
A similar displacement pattern along a (as represented by the 79 cm−1 mode and
its 12% change) is a large secondary eﬀect. But why does ﬁeld-induced transition
impact the Mn displacement modes so strongly? Is it because there is a real space Mn
displacement along b and a or is it due to a more complicated distortion of the MnN6
cage? One way to distinguish between the displacement and octahedral deformation
pictures is to investigate the peak splitting patterns. Our magneto-infrared spectra
provide no evidence for high ﬁeld symmetry breaking (Fig. 4.2(c)), a ﬁnding that
rules out simple transition metal center displacement and also the possibility of
high ﬁeld ferroelectric state.8 [201] We therefore conclude that the primary local
lattice distortions through the 30.4 T magnetic quantum phase transition involve
deformations of the Mn environment, speciﬁcally distortions to the MnN6 octahedral
cage.
8

No evidence of symmetry breaking within our resolution indicates that if displacement of the
Mn from the equilibrium position is present than it should be rather small.
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The analysis of high magnetic ﬁeld data reveals that besides Mn displacement
modes, many ligand bands are sensitive to the 30.4 T quantum critical transition.
While these changes are not large in terms of |Δα|/α (Table 4.1), they can provide
important information on modeling various structural eﬀects found in Mn(dca)2 . One
mechanistic candidate advanced by our ﬁrst principles calculations and supported by
variable temperature structure work [73] is MnN6 counter-rotation about the c-axis.
A schematic view of the octahedral counter-rotation process is shown in Fig. 4.4.
It is a well-known distortion pathway for many materials. [201–205] Analysis of the
spectral changes in Mn(dca)2 suggests that this is a reasonable model that brings
changes in the various MnN6 and ligand bands together - with the caveat that the
MnN6 octahedra are ﬂexible during counter-rotation due to the three-dimensional
network as discussed above. Importantly, our lattice dynamics calculations reveal
that the lowest frequency Raman-active vibration has a displacement pattern that
mirrors the predicted MnN6 counter-rotation (Fig. 4.4), providing a natural distortion pathway for the system.9 Comparison of the relaxed structures of Mn(dca)2 in
the antiferromagnetic and ferromagnetic states suggests however, that the rotation
will be very small - smaller than 1◦ . The theoretically predicted Raman phonon frequencies, their symmetries and assignment along with the 300 K Raman spectrum
are provided in Appendix A.
The magnetic ground state in M(dca)2 systems is well-known to arise from a delicate balance between competing antiferromagnetic and ferromagnetic superexchange
interactions. [75] Superexchange strength depends upon the magnetic orbital overlap
in the metal-ligand-metal linkage, which in turn varies with structural parameters
such as bond angles and distances. [206] Angular eﬀects are generally recognized to
9

Unfortunately, a direct check on this process (and the behavior of the low frequency Raman
active mode) is impossible at this time due to the limited frequency range of the probe (with the
35 T resistive magnet) at the NHMFL.
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a
b

Figure 4.4: A schematic diagram for the theoretically predicted 82 cm−1 Ag Raman
mode with the octahedra counter-rotation displacement pattern. This displacement
provides a natural distortion pathway for the magnetoelastic eﬀect observed in high
magnetic ﬁeld.
be of greater importance than physical distance. To see how MnN6 counter-rotations
change Mn· · · Mn interactions through the 30 T quantum phase transition, we examined the orbital overlap along the main Mn-N≡C-N-Mn superexchange pathway
where magnetic orbitals on the metal center overlap with high-lying πy - and σ-type
ligand orbitals. [207] A symmetry analysis suggests that the t2g (dxz , dyz )–πy –t2g and
t2g (dxy )–σ–eg superexchange pathways can be reduced by MnN6 octahedral rotation.
Expressing the total spin exchange J as a sum of JFM and JAFM allows us to understand this relationship in greater detail. Here, JFM is the ferromagnetic contribution,
2

and JAFM is the antiferromagnetic term. Importantly, JAFM ∼ Utef f , where t is the hopping (overlap) integral, and Uef f is the eﬀective on-site Coulomb repulsion. [208,209]
As the ﬁeld-driven magnetic quantum critical transition forces the system to adopt a
fully polarized spin alignment, the energy can be reduced by lattice distortions that
eﬀectively decrease t. This reduces JAFM , and consequently, the overall J.
Within this picture, MnN6 counter-rotation occurs to lower the total energy of
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the paramagnetic state forced upon the system by the external magnetic ﬁeld. Using
the prior result [73] that the octahedral tilt is 25.2◦ at 4.6 K and B = 0 T, driving
the system into the high ﬁeld state yields for instance poorer t2g -πy overlap and a
slight increase in the tilting angle.10 Thus one might speculate that the MnN6 octahedra counter-rotate to reduce JAF M in the high ﬁeld state. However, the exchange
parameter J of Mn(dca)2 calculated for the antiferromagnetic and ferromagnetic
states are practically identical. Perhaps the simplest experimental veriﬁcation of the
MnN6 tilting process can be seen in the hardening behavior of the NCN bending
modes at high ﬁeld. An additional angular eﬀect that inﬂuences the magnetic properties of Mn(dca)2 is distortion of the MnN6 octahedra. Softening of the 272 cm−1
Mn-Neq stretching mode provides support for this process since an increase in the
Neq -Mn-Neq angle is consistent with relaxed c-directed Mn motion in the equatorial
plane. The resulting decrease in the supplementary angle blue shifts the 224 cm−1
ν(Mn-Neq ) ab-plane displacement mode (Table 4.1). These combined eﬀects of local
structure deformations are invoked to accommodate the developing paramagnetic
state imposed by external magnetic ﬁeld.
Motivated by the discovery of the magnetoelastic coupling through the 30.4 T
quantum critical transition, we sought to expose local lattice distortions through the
15.85 K paramagnetic → antiferromagnetic transition. [73,74] Our measurements reveal, however, only gradual frequency shifts over the temperature range of investigation with no anomalies at TN (Fig. 4.5). This indicates that the development of long
range antiferromagnetic order in Mn(dca)2 takes place with no signiﬁcant phonon
anomalies (and no substantial lattice involvement). More broadly, it demonstrates
that while spin-phonon/lattice mixing is inherently rather small in this material, the
presence of a collective magnetic transition that switches the system between two
10

Here, the tilt angle is deﬁned as the the angle between the equatorial plane of the MnN6
octahedron form the ac plane (Ref. [73]).
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Figure 4.5: An example of the peak position vs. temperature for the low frequency
Mn displacement mode in the full range of investigation. Upper inset: frequency
change through the 15.85 K Néel transition. The trend is monotonic through TN .
The shaded regions visually separate the antiferromagnetic (AFM) and paramagnetic
(PM) phases. Lower inset: absolute absorption of this lattice mode at low and high
temperature. (Note: the asymmetric proﬁle of this peak at low temperature is due
to the presence of a weak structure hidden underneath the low frequency side of the
main feature. It separates at higher temperature). The dotted line guides the eye.
diﬀerent magnetic states with simultaneous, compulsory adjustment of the superexchange interactions can strongly amplify the eﬀect. This ﬁnding is reinforced by our
high ﬁeld data on the isostructural paramagnet Cu(dca)2 and suggests that collective
transitions (like a quantum critical or spin ﬂop transition) can be used to control the
interplay between charge, structure, and magnetism. [210]
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Chapter 5
Electron-Phonon and
Magnetoelastic Interactions in
Ferromagnetic Co(dca)2
Chapter 5 is an adaptation of the research article by T. V. Brinzari et al. “Electronphonon and magnetoelastic interactions in ferromagnetic Co[N(CN)2 ]2 ”, Ref. [211].
To be submitted to an ACS journal. Authors’ contributions are described in Chapter 3.
Herein, we report the vibrational response of Co(dca)2 under two diﬀerent external stimuli, magnetic ﬁeld and temperature, and compare our ﬁndings to complementary dynamics calculations and magnetization measurements. Our work reveals a large anisotropy and rich charge-lattice-spin coupling including (i) an avoided
crossing between a ﬁeld-dependent Co2+ crystal ﬁeld excitation and low frequency
wagging phonons that we discuss in terms of electron-phonon interactions and (ii)
magnetoelastic eﬀects in which the local Co2+ environment distorts and the C≡N
environment relaxes in response to applied ﬁeld. These ﬁndings broaden our under-
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standing of coupling phenomena under extreme conditions and demonstrate rich new
aspects of multifunctionality in tunable molecular materials.

5.1

Large Magnetic Anisotropy in Co(dca)2

Figure 5.1 (a) displays the characteristic magnetic hysteresis loop of Co(dca)2 below
the 9 K ferromagnetic transition temperature. [69] Measurements in ﬁelds up to
60 T (Fig. 5.1(b, c, d)) reveal an initial rapid rise of the magnetization (in ﬁelds of a
few Tesla) followed by a steady increase and approach to saturation. This behavior
can be understood in terms of (i) conventional domain alignment processes followed
by (ii) a ﬁeld-induced quenching of the single-ion anisotropy and (iii) a subsequent
increase of the spontaneous magnetization. [104] We can extract the anisotropy by
ﬁtting the magnetization below 10 T with a Hamiltonian of the form:
H=−



1
Jij Si · Sj − D
S2iz − gμB B
Siz ,
2 i=j
i
i

(5.1)

where J  4 K is the exchange interaction, [79] D is the anisotropy energy, g is the
electron g-factor, Si is the local moment on site i, and B is the external magnetic
ﬁeld.1 We ﬁnd D = 12 ± 4 cm−1 , a direct consequence of the large Co2+ spin-orbit
coupling and crystal-ﬁeld eﬀects. For an octahedrally coordinated Co2+ center, the
ground state level is 4 T1g (L = 1 is only partially quenched). Tetragonal distortion
combined with spin-orbit coupling acts to split the 4 T1g term, producing a manifold
of six Kramers doublets (Fig. 5.2). The two lowest doublets are Γ6 (MS  = ±1/2)
and Γ7 (MS  = ±3/2). [78, 212] Previous work demonstrates that only the lowest
energy doublet (Γ6 ) is populated at base temperature. [79, 80] At 4 K, Co(dca)2 is
therefore an eﬀective S  = 1/2 system, [79] and a strong magnetic ﬁeld aligns the
1

More details on calculations are provided in Appendix B.
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Figure 5.1: (a) Magnetic hysteresis loop of Co(dca)2 in paraﬃn measured below
the 9 K ferromagnetic transition temperature. (b) Normalized magnetization for
polycrystalline Co(dca)2 along with a theoretical ﬁt up to 10 T. Also shown is the
magnetization of sample mixed with a paraﬃn matrix. Identical behavior is observed.
The paraﬃn pellet data is oﬀset for clarity. (c) Normalized magnetization of a powder
sample along with our model ﬁt up to 60 T displaying a quasi-linear slope after 10
T that rises above the S = 1/2 magnetization threshold. (d) Absolute magnetization
of polycrystalline Co(dca)2 in ﬁelds up to 60 T.
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Figure 5.2: Local geometry around the cobalt magnetic center at 1.6 K [79, 80]
along with a schematic energy level diagram for the electronic states of the Co2+
ion. The 4 T1g state of the 4 F free ion term in the octahedral environment is split
by a tetragonal distortion (D4h ) and spin orbit coupling (D 4 double group) into
six Kramers doublets. The degeneracy will be further removed by exchange and/or
external magnetic ﬁeld. The latter is the Zeeman eﬀect. Here, 2D is indicated by
the green (dashed) arrow, where D is the anisotropy (12±4 cm−1 ) extracted from
our magnetization measurements. The red (solid) arrow shows a plausible candidate
for the 114 cm−1 excitation in the Raman spectrum of Co(dca)2 .
spins by slowly overcoming the anisotropy. Magnetization continues to increase at
higher ﬁelds due to partial population of the higher energy MS  = −3/2 branch of
the Kramers doublet. To further investigate the magnetic properties of Co(dca)2 ,
we employed these parameters (J, D, S  ) along with g = 5.34 (Ref. [80]) to calculate
the magnon energy of Co(dca)2 . Using a mean-ﬁeld approximation, we ﬁnd a zone
center one-magnon energy of 12±4 cm−1 and predict its slope to be 2.5 cm−1 /T.
Since ωM ag = 16JS  (1 − cos(ka a/2)) + 2DS  + B, ωM ag = D when S  = 1/2, ka = 0
and B = 0. [213] Here k is the wavevector, a is a lattice constant, and all other
parameters are as deﬁned above.
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5.2

High Field Spectroscopic Probe of Competing
Interactions

Magneto-vibrational spectroscopies are sensitive, microscopic techniques, well-suited
to revealing charge-lattice-spin interactions and local lattice distortions. Common
signatures include the appearance (or disappearance) of new features, mode splitting,
frequency shifts, and changes in linewidth or integrated intensity. [56,62,125,155,214]
A factor group analysis for the Pnnm space group yields 30 Raman active vibrations
ΓR = 8Ag + 8B1g + 7B2g + 7B3g and 25 infrared active modes ΓIR = 7B1u + 9B2u +
9B3u . [167] Below, we discuss coupling over several degrees of freedom in Co(dca)2 as
measured by Raman and infrared vibrational spectroscopies. We assign the observed
features in Co(dca)2 using mode frequencies, symmetries, and displacement patterns
for the isostructural Mn(dca)2 analog (Chapter 4).

5.2.1

Magneto-Raman signatures of electron-phonon coupling

Figure 5.3(a) displays the magneto-Raman spectrum of Co(dca)2 in the low frequency
range2 . We assign the peaks near 147 and 158 cm−1 as phonons with Co-Nax C(2) and
Co-Neq(2) wagging motion, respectively (Table 5.1). Figure 5.3(b) summarizes the
frequency vs. ﬁeld trends of these phonons along with the behavior of a strongly ﬁelddependent feature that we assign (below) as a Co2+ crystal ﬁeld excitation. Taken
together, these data reveal a dramatic avoided crossing. The sequence of events can
be summarized as follows. At low ﬁelds, the phonons harden systematically, with
0.6 and 0.3 cm−1 frequency shifts at 14 T, respectively. Then a new feature appears
2

Here, we only focus our discussion on two strong features near 147 and 158 cm−1 which display
the most intriguing ﬁndings. The Raman shift frequency was calibrated using the reference spectrum
of the elemental sulfur.
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Figure 5.3: (a) Representative magneto-Raman spectra of Co(dca)2 in ﬁelds up to 34 T. The strongly ﬁeld dependent feature
that we assign as a Co2+ electronic excitation is marked with an asterisk, and the data are oﬀset for clarity. (b) Contour plot
of peak intensities as a function of frequency and magnetic ﬁeld: blue - low intensity, red - high intensity. Dark gray points
represent positions extracted by peak ﬁtting technique. Error bars are on the order of symbol size or as indicated. The inset
shows an expanded view of the low temperature Raman spectrum along with the development of the broad structure as it
approaches the next set of phonons. (c) Temperature dependence of the magneto-Raman spectrum at 18.6±0.1 T along
with peak ﬁts tracking the behavior of the Co2+ electronic excitation.
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Table 5.1: Assignment of selected vibrational peaks for Co(dca)2 along with their magnitude of
change in a 35 T magnetic ﬁeld at low temperature. (R - Raman-active, IR - Infrared-active)
Frequency,
(cm−1 )

Symmetry

Vibrational mode assignment

147R

B1g

Co-Nax C(2) wagging type
(modulates Nax -Co-Neq angle)
Co-Neq(2) wagging
(alternatively Neq -Co-Neq rocking)

R

158

B2g

289IR

B2u

317IR

B1u /B2u /B3u

995IR
1320IR
2294IR

B1u
B2u

∼ ν(Co-Nax ) + ∼ ν(Co-Neq ) with ligand
component
ligand bands, mostly N motion: scissors,
twisting, wagging, rocking
(NCN) bend, combination (IR + Raman)
νas (N-C), in phase N motion along c axis
νs (C≡N)
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|Δα|/α

Behavior with
increasing ﬁeld

avoided crossing,
softening at 35 T
(0.5 cm−1 )
6%

harden, non-linear

4%

soften, non-linear

2%
1%
6%

harden, ∼linear
soften, non-linear
soften, ∼linear

in the spectrum. Initially, this structure has very weak intensity but becomes more
pronounced as it shifts toward higher frequency and interacts with the phonons. A
closer look at intensity and/or integrated area trends clearly demonstrates that this
developing feature gains intensity by stealing it from the 147 and 158 cm−1 phonons.
In other words, growth occurs at the expense of the phonons while maintaining
approximately constant total oscillator strength. This behavior indicates that mixing
is required to activate or amplify the strongly ﬁeld-dependent structure. Near 18.5 T,
intensity is shared between the 147 cm−1 phonon and the new feature, and clear
peak repulsion is observed. [215] Once the ﬁeld-dependent structure moves out of
range, the 147 cm−1 phonon recovers its strength and red shifts from its zero-ﬁeld
position (Table 5.1). With increasing ﬁeld, we ﬁnd a heavily mixed phase with a
temporary intensity loss and subsequent recovery of the ﬁeld-dependent structure as
it approaches the 158 cm−1 phonon. Mixing and crossing with the second phonon is
similar to that of the ﬁrst, with the maximum interaction taking place near 25 T.
At higher ﬁeld, the intensity of the hybrid Co2+ crystal ﬁeld excitation diminishes,
becoming very diﬃcult to track above 30 T.3 It is likely that at even larger ﬁelds
this structure reappears and interacts with the next available phonon at 205 cm−1 .
A small feature is indeed seen in our high ﬁeld spectrum near 180 cm−1 (inset, Fig.
5.3(b)), but the weak intensity precludes further discussion.
It is of great interest to understand the nature of the structure that appears
near 14 T, gains strength as it passes through the phonons, and diminishes again at
higher ﬁeld. We begin by establishing a few facts. Based upon the observation that
no other phonons in our investigated frequency and ﬁeld range experience similar
behavior, we attribute intensity enhancement and avoided crossing to the energetic
3

It is possible that there is another hidden feature near 162 cm−1 that may also interact with
ﬁeld-dependent structure, however its weak intensity makes any further analysis and conclusion
highly uncertain.
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proximity of the ﬁeld-dependent structure to the 147 and 158 cm−1 phonons. Moreover, the ﬁeld-induced blue shift of this structure is exceptionally large as compared
to the behavior of known phonons in Co(dca)2 . From the frequency vs. ﬁeld data
(Fig. 5.3(b)), we extract a slope dω ∗ /dB of 1.8 cm−1 /T, where ω ∗ represents the
frequency of the ﬁeld-dependent structure. Extrapolating this trend to zero ﬁeld,
we estimate an unperturbed resonance frequency of 114±5 cm−1 . These magnetoRaman measurements do not, however, reveal a fundamental excitation in this range
implying that either (i) the initial peak intensity is extremely weak or (ii) the fundamental excitation is Raman inactive and is activated only through coupling with
nearby phonons.
The strikingly strong and quasi-linear dependence of ω ∗ on magnetic ﬁeld resembles the Zeeman eﬀect and suggests that the new structure originates from either
an electronic or magnetic excitation involving the Co2+ center. Energetic considerations combined with temperature studies, however, rule out scenarios involving a
ﬁeld-dependent magnon, multi-magnon, or coupled magnon-phonon excitation (see
Appendix B). We therefore assign this structure as a Co2+ electronic excitation from
the ground state Γ6 level to the one of the higher lying doublets of the 4 T1g term
that moves with ﬁeld as the Zeeman eﬀect comes into play.4 Such a candidate
excitation is shown in Fig. 5.2. Co2+ electronic excitations within the 4 T1g term
have been studied in the past, for example in CsCoCl3 and CoBr2 [60, 62] revealing,
for instance, similar crystal ﬁeld and phonon intensities, ﬁeld-induced splitting, and
energy shifts of about 2.4 cm−1 /T in CsCoCl3 . In Co(dca)2 , unpublished neutron
data [216] are also consistent with the presence of a low energy electronic excitation
4

One can estimate the energy shift in magnetic ﬁeld as δE = gμB MS  BBr (x) where Br (x) is the

Brillouin function [165] with x = gμkBBBS
T , and kB and T are Boltzmann constant and temperature,
respectively. For example, for the ground level Γ6 (MS  = ±1/2) δE = 42 cm−1 at B = 34 T
(g = 5.34). The rest of the contribution to the excitation energy shift comes from the splitting of
the higher energy levels.
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Table 5.2: Symmetry analysis for the Co2+ electronic excitations between sublevels
of the 4 T1g ground state of the octahedral environment
Direct product

D4  site symmetry

D2h crystal symmetry

Γ6 ⊗ Γ6
Γ6 ⊗ Γ7
Γ7 ⊗ Γ7

Γ1 (A1 ) ⊕ Γ2 (A2 ) ⊕ Γ5 (E1 )
Γ3 (B1 ) ⊕ Γ4 (B2 ) ⊕ Γ5 (E1 )
Γ1 (A1 ) ⊕ Γ2 (A2 ) ⊕ Γ5 (E1 )

Ag ⊕ B1g ⊕ B2g ⊕ B3g
Ag ⊕ B1g ⊕ B2g ⊕ B3g
Ag ⊕ B1g ⊕ B2g ⊕ B3g

Raman tensor D2h symmetry: Ag + B1g + B2g + B3g

between 80 and 120 cm−1 . Based on general symmetry considerations, [166] Γ6 →Γ6
and Γ6 →Γ7 type excitations are Raman active in all polarizations (Table 5.2 and
Appendix B), although in Co(dca)2 , the intensity is weak at zero ﬁeld. As ω ∗ approaches the phonon energies, however, interaction takes place, and the electronic
excitation gains intensity by mixing with the phonons.
We can estimate the electron-phonon interaction energy in Co(dca)2 by ﬁtting
the energy vs. ﬁeld behavior using a model of two coupled oscillators. [61, 215] The
general Hamiltonian that describes such a coupled system can be written as:
⎤

⎡
⎢ ω
H = ⎣ ph
λ

λ ⎥
⎦,
ω∗

(5.2)

where ωph and ω ∗ are the phonon and Co2+ electronic excitation frequencies, and λ
is the coupling constant. The perturbed energy levels are given as:
∗

ω1,2

ωph + ω
=
±
2



ωph − ω ∗
2

2
+ λ2 .

(5.3)

Taking into account the ﬁeld dependence of the electronic excitation, best ﬁt to
magneto-Raman data (Fig. 5.4) is achieved with the coupling constants of 2 and
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Figure 5.4: Peak position vs. ﬁeld behavior for the hybridized electronic and phonon
excitations in Co(dca)2 probed by magneto-Raman spectroscopy. Red curves are ﬁt
to the data using Eq. [5.3].
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3 cm−1 for the 147 and 158 cm−1 phonons, respectively.5 By comparison, electronphonon coupling manifests itself in CoBr2 and FeCl2 [62, 214] with mixed oscillator
strengths and/or linewidths and coupling constants on the order of 8 cm−1 . Finally,
the temperature dependence of the magneto-Raman response is in line with our
assignment of the 114 cm−1 feature as an electronic excitation. Measurements at
18.6 T reveal that this structure persists up to at least 35-40 K and displays no
sensitivity to the 9 K Curie temperature (Fig. 5.3(c) and Appendix B), ﬁndings
that exclude mechanistic scenarios involving magnons.6 The suppressed intensity of
the 114 cm−1 electronic excitation at high temperature likely results from thermal
broadening eﬀects and a decreased population of the ground state level as the zeroﬁeld splitting is slowly overcome (Fig. 5.2). [61, 62, 214, 217]

5.2.2

Infrared properties and magnetoelastic interactions

To investigate the interplay between structure and magnetism, we also measured the
magneto-infrared response of Co(dca)2 . As a reminder, the magneto-infrared eﬀects
that we discuss below involve vibrational modes of ungerade symmetry, distinct
from (but complementary to) gerade mode behavior probed in Raman scattering
experiments. Figure 5.5(a) displays the far infrared absorption spectrum at B = 0 T
along with the absorption diﬀerence spectrum at full ﬁeld Δα = α(35 T) − α(0 T).7
The latter emphasizes ﬁeld-induced changes in the vibrational response, a rendering
that makes it easy to see that modes near 289 and 317 cm−1 harden and soften,
respectively, with ﬁeld.8 Over the full frequency range of our investigation (303500 cm−1 ), we ﬁnd a total of ﬁve structures that develop systematically with applied
5

We assume individual/separate coupling to each of the phonons.
The second independent sample measured up to 40 K displays analogous behavior with clear
signatures of ﬁeld-dependent feature even at 40 K.
7
The complete infrared spectrum is provided in the Appendix B.
8
Our analysis indicates that the observed changes in the absorption diﬀerence originate mainly
from frequency shifts as compared to intensity or linewidth variations (Appendix B).
6
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Figure 5.5: (a) Far infrared absorption spectrum of Co(dca)2 along with the full ﬁeld
absorption diﬀerence, Δα = α(35 T) − α(0 T). (b, c, d) Close-up views of selected
modes at B = 0 and/or 35 T along with their absorption diﬀerences. For (b), B =
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35 T. All spectra were collected at liquid helium temperature.
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ﬁeld. Panels (b), (c), and (d) show close-up views of these trends, and Table 5.1
summarizes our symmetry and mode assignments along with the size of the ﬁeldinduced changes (as measured by |Δα|/α).
We quantify changes in the magneto-infrared response by integrating the absolute value of the absorption diﬀerence spectrum as

ω2
ω1

|α(B) − α(0 T)| dω and

plotting these values with the normalized magnetization (Fig. 5.6). Two distinct
trends are immediately apparent. The integrated absorption diﬀerences for phonons
at 289, 317 and 1320 cm−1 rise with the magnetization, whereas data related to the
995 and 2294 cm−1 peaks increase quasi-linearly with magnetic ﬁeld - a trend that
is strikingly diﬀerent from that of the other modes as well as the magnetization.
These diﬀerences indicate the importance of the mode motion and the nature of the
displacement pattern to the ﬁeld-induced local lattice distortion. One correlation
involves mostly dominant nitrogen motion for the Co-Nax/eq stretch at 289 cm−1 , the
ligand band at 317 cm−1 , and the asymmetric N-C stretch at 1320 cm−1 vs. dominant carbon motion for the NCN bending combination and C≡N stretch at 995 and
2294 cm−1 , respectively. An additional correlation involves proximity to the Co2+
magnetic center, which may be responsible for the displacement pattern-dependent
rapidly rising (fast) vs. quasi-linear (slow) response of these modes to applied ﬁeld.
This bifurcated behavior is quite diﬀerent from Mn(dca)2 , where all ﬁeld-dependent
vibrational modes display a similar response to the magnetic quantum critical transition at 30 T and map cleanly onto the square of the magnetization (Chapter 4),
a ﬁnding that illustrates how the manifestation and origin of the magnetoelastic
phenomena depend upon the distinct magnetic and electronic ground state.9
To expose the ﬁeld-induced local lattice distortion in Co(dca)2 , we evaluated
changes in phonon behavior as |Δα|/α = |α(35 T) − α(0 T)|/α(0 T) (Table 5.1).
9

Co(dca)2 is also diﬀerent from quantum magnets like Cu(pyz)(NO3 )2 and Cu(pyz)2 (HF2 )BF4
where both out-of-plane pyrazine distortion modes track the magnetization. [54, 156]
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The later allows us to focus on the most prominent changes and reveal the leading
local structure deformations. Our analysis uncovers two infrared-active modes at
289 (the Co-Nax/eq stretch) and 2294 cm−1 (the C≡N stretch) with ∼6% changes
between 0 and 35 T. In a simple scenario, that involves only these leading modes
and considers simple bond length-frequency correlation, the observed hardening of
289 cm−1 phonon is indicative of a slightly axially compressed CoN6 octahedron at
high magnetic ﬁelds, a situation that is similar to that in Co3 V2 O8 . [154] Simultaneous softening of the 2294 cm−1 mode indicates a more relaxed ligand environment
that likely accommodates the need for distortion around the magnetic center.10 This
general picture of a squashed CoN6 octahedron environment enabled by ﬂexible ligands is in line with our Raman spectra that show overall softer ligand vibrations in
high magnetic ﬁeld (Table 5.1).
These ﬁeld-induced local lattice deformations have a counterpart in magnetostriction, an interaction that is well known to occur in ferromagnetic materials. [104,106]
Domain alignment and the form eﬀect usually dominate the magnetostriction at low
ﬁelds (< few Tesla). They are further accompanied by ﬁeld-induced lattice distortions as magnetization reorients toward the ﬁeld direction which perturbs the crystal
ﬁeld due to the non-zero spin-orbit coupling. In addition, exchange or volume magnetostriction arises from the dependence of the exchange interaction on interatomic
distances. Magnetostriction is, of course, a bulk technique that quantiﬁes changes in
unit cell parameters, whereas our work focuses on the magnetoelastic processes that
reveal local lattice deformations.
Bringing these ﬁndings together exposes several common themes. For instance,
Nuttall et al. show that pressure drives a ferromagnetic → antiferromagnetic transition in Co(dca)2 - a consequence of the soft lattice and the sensitivity of exchange
10

The high lability of (C≡N) π-bonding can be responsible for the sensitivity of the C≡N stretching mode to applied ﬁeld.

99

interactions to small pressure-induced changes in magnetic orbital overlap. [72] At
the same time, neutron diﬀraction measurements by Lappas et al. reveal only subtle changes in unit cell parameters through the 9 K paramagnetic → ferromagnetic
transition, [75] in line with our variable temperature investigations of phonon behavior that show only gradual changes in the lattice through TC (Appendix B). These
ﬁndings clearly illustrate the advantages of magnetic ﬁeld and pressure as physical
tuning parameters for probing magneto-structural correlations in Co(dca)2 , insights
that can be useful in the design and control of other functional materials.
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Chapter 6
Flexible [Cr(CN)6]3− Octahedron
in [Ru2(O2CMe)4]3[Cr(CN)6]: a
Spectroscopic Probe
Chapter 6 is an adaptation of the research article by T. V. Brinzari et al. “Magnetoelastic coupling in [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] molecule-based magnet”, Ref. [218].
Accepted, Physical Review B. Copyright (2012) by the American Physical Society.
Authors’ contributions are described in Chapter 3.
In this work, we employed infrared and Raman vibrational spectroscopies to
explore the lattice dynamics of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] through the ﬁeld- and
temperature-driven magnetic transitions. The high ﬁeld work reveals a magnetoelastic component manifested by systematic changes in the C≡N stretching mode and
Cr3+ -containing phonons as the system is driven away from the antiferromagnetic
state. The magnetic intersublattice coalescence transition at Bc 0.08 T, on the contrary, is purely magnetic and takes place with no lattice involvement. Our variable
temperature spectroscopy aﬃrms [Cr(CN)6 ]3− building block ﬂexibility along with
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strengthened intermolecular interactions at low temperature. Based on a displacement pattern analysis, we discuss the local lattice distortions in terms of an adaptable
chromium environment and rigid ruthenium dimers. Taken together, these ﬁndings
reveal the key local lattice distortions that underpin the magnetoelastic properties of
this system at high magnetic ﬁelds. More generally, our ﬁndings may provide insight
into behavior of other Cr-containing materials, like Prussian blue analogs and oxides.

6.1

Lattice Dynamics Through the Metamagnetic
Transition and Towards the High Field State

The 4.2 K far infrared absorption spectrum of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] in zero ﬁeld
is shown in Fig. 6.1(a) along with the full ﬁeld absorption diﬀerence Δα = α(B =
35 T) − α(0 T). The latter clearly demonstrates the sensitivity of certain modes
to magnetic ﬁeld and the rigidity of others. Figure 6.1(b) illustrates the systematic
development of features near 370 and 460 cm−1 . Investigation of the higher frequency
response (up to 3200 cm−1 ) reveals only one additional feature near 2145 cm−1 that
is susceptible to external ﬁeld (Fig. 6.1(c)). All other infrared-active phonons remain
rigid. We interpret these ﬁndings in terms of ﬁeld-induced local lattice distortions.1
To transform our experimental ﬁndings into a higher-level understanding of local structural deformations, we turn to an assignment of the observed peaks. Group
theory predicts 4F1u infrared-active vibrations for a [Cr(CN)6 ]3− block of an ideal octahedral environment. Previous studies of [M(CN)6 ]n− -based compounds identiﬁed
these frequencies as 90-160, 340-350, 460 and 2120-2130 cm−1 . [219–223] Bringing
these literature data together with our independent measurements of model compounds like K3 [Cr(CN6 ], we assign the [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] bands near 120,
1

We attribute the observed phonon response to magnetic ﬁeld as due to local lattice distortions
rather than to dynamic spin-phonon coupling eﬀects.
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Figure 6.1: (a) Far infrared absorption spectrum of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] along
with the full ﬁeld absorption diﬀerence spectrum Δα = α(B = 35 T)−α(0 T). Inset:
Close-up view of Δα at B = 0 and 35 T for the 120 cm−1 phonon emphasizing its
diﬀerent shape as compared to the other features. The B = 0 T curve demonstrates
the sensitivity level of Δα calculated using scans before and after the ﬁeld sweep.
(b) Δα of the 370 and 460 cm−1 modes at representative ﬁelds highlighting their
vibrational contrast. Data are oﬀset for clarity from the B = 0 T curve. (c) Intensity
(I), frequency (ω), and linewidth (full width at half maximum, Γ) as a function of ﬁeld
for the δ(C-Cr-C) bend near 120 cm−1 . (d) Absorption proﬁle of the ν(C≡N) stretch
at 2145 cm−1 along with the corresponding ﬁeld-induced changes in Δα (inset). Data
are oﬀset for clarity. All data were measured at liquid helium temperature.
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370, 460, 2145 cm−1 to the δ(C-Cr-C) bend, ν(Cr-C) stretch, δ(Cr-C-N) bend, and
ν(C≡N) stretch, respectively.2 The strong peak at 400 cm−1 is assigned as a
ν(Ru-O) stretch. [224] Its second component is expected near 340 cm−1 (which overlaps with the ν(Cr-C) band) and probably corresponds to the weak feature near
345 cm−1 .3 [224] This assignment agrees with frequency and intensity variations
in independently measured metal-substituted [Ru2 (O2 CMe)4 ]3 [MIII (CN)6 ] (M = Fe,
Co) and also the [Ru2 (O2 CMe)4 ]Cl parent compound.4
Combining mode assignment and displacement pattern information with our
magneto-infrared spectra, it is apparent that applied ﬁeld dominantly aﬀects the octahedral [Cr(CN)6 ]3− centers (as evidenced by the sensitivity of the 120, 370, 460 and
2145 cm−1 peaks) and barely perturbs modes emanating from the [Ru2 (O2 CMe)4 ]+
paddle wheel complex. Interestingly though, the nature of the response is not the
same for each mode. Close-up views of the absorption diﬀerence spectra (Fig. 6.1(a,
b, c)) clearly illustrate the unique features. The 120 cm−1 mode is characterized
by a sharp peak centered between two minima whereas the 370, 460 and 2145
cm−1 features have derivative-like structures. The former lineshape is characteristic
of ﬁeld-induced width and intensity changes, whereas the derivative-like lineshape
points to ﬁeld-induced frequency shifts (with both red and blue shifts observed in
[Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ].
In general, peak position, linewidth, and intensity trends can serve as indicators
of phase transitions and their mechanisms. [56, 112, 125, 148, 227] Trends in these
2

Cr-C stretch and Cr-C-N bend are considered to be mixed with each other and present to some
degree in each vibration.
3
This peak displays very weak temperature dependence (<1 cm−1 ) and no ﬁeld dependence
within our error bars, a behavior that is quite similar to the 400 cm−1 feature, thus providing an
additional support for its assignment.
4
At this moment location of the ν(Ru-N) stretch is uncertain. Feature near 280 cm−1 likely
corresponds to one of the expected (RuO) deformation bands of weak intensity, while peaks near
620 and higher energy 690 cm−1 are assigned to ρ(COO) rocking and δ(COO) bend, respectively.
Very weak excitation near 945 cm−1 corresponds to ν(C-C) stretch. [224–226]
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quantities are particularly useful for revealing magnetoelastic interactions through
ﬁeld-driven transitions. [54, 148, 154, 156] As an example, Fig. 6.1(d) shows the
gradually increasing intensity and the simultaneously decreasing linewidth of the
120 cm−1 phonon. The peak position remains constant, and total oscillator strength
is approximately conserved. This behavior suggests a gradual ﬁeld-induced reduction
of the damping constant (Γ) for the δ(C-Cr-C) vibration. We ﬁnd |ΔΓ|/Γ(0 T) =
(Γ(35 T) − Γ(0 T))/Γ(0 T) ≈ 4 ± 0.5%.
To reveal the trends in the higher frequency phonons, we calculated the value
of the integrated absolute absorption diﬀerence

ω2
ω1

|α(B) − α(0 T)| dω (where ω1

and ω2 deﬁne the frequency range of interest) and plotted these data as a function
of magnetic ﬁeld.5 The low temperature magnetization (M (B)) and the square of
the magnetization (M (B))2 are included for comparison (Fig. 6.2). The magnetization data is characterized by a fast initial rise at low ﬁelds, a signature of the
previously-reported metamagnetic transition, [51, 98] followed by a continuous rise
at higher ﬁelds as the ﬁeld slowly overtakes the system anisotropy and exchange
interactions. On the other hand, there is no magneto-infrared contrast within our
sensitivity through the intersublattice coalescence transition. The lack of change in
the infrared pattern at Bc 0.08 T, the critical point where both sublattice moments
become aligned, indicates little spin-lattice interaction and a rigid lattice through
the magnetic coalescense. This ﬁnding may be useful for understanding magnetostructural correlations in other metamagnetic materials in that modeling eﬀorts can
focus on spin-only interactions. [52, 228, 229]
Above Bc , the ﬁeld slowly cants spins away from AFM alignment in competition
with the intrasublattice exchange interactions and ruthenium anisotropy. [96, 97] At
the same time, there is clear evidence of magnetoelastic interactions in the form of
5

Small frequency shifts sometimes are hard to track, so we use Δα as a more sensitive parameter.
We carried out this analysis for all the phonons, including the 120 cm−1 feature for comparison.
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Figure 6.2: Integrated absolute absorption diﬀerence vs. applied ﬁeld compared with
the magnetization and the square of the magnetization. The data are normalized to
35 T. ( ) - 4 K magnetization (M (B)), ( ) - (M (B))2 ,  - 120 cm−1 ,  - 370 cm−1 ,
 - 460 cm−1 and • - 2145 cm−1 peaks. All magneto-infrared data were collected at
4.2 K. Inset: Close-up view of low ﬁeld magnetization demonstrating the magnetic
intersublattice coalescence transition at Bc 0.08 T. Magnetization measurements up
to 60 T do not reveal any additional transitions.
ﬁeld-dependent phonons (Fig. 6.2), and as in the case of Mn[N(CN)2 ]2 (Chapter 4),
the magneto-infrared response seems to have a better match with (M (B))2 rather
than the magnetization itself. The latter signals the exchange nature of the observed
magnetoelastic eﬀect. [137] Using |Δα|/α = |α(35 T) − α(0 T)|/α to quantify the
size of the coupling for each type of displacement, we ﬁnd that the most prominent
change, on the order of 2-3% at 35 T, can be attributed to softening of the C≡N
stretching mode. Slightly smaller changes are detected for the ν(Cr-C) stretch and
the δ(Cr-C-N) bend with 1-2% and 1% changes, respectively. Both modes harden
in ﬁeld. The high magnetic energy scales in [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] allow us to
probe only the onset of the spin-lattice interactions. More pronounced magnetoelastic
eﬀects are anticipated at higher ﬁelds.
The ﬁnding of ﬂexible CrC6 octahedra and soft C≡N linkages can be correlated
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with the [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] structural arrangement (Fig. 2.6) where CN
ligands bridge the Cr and Ru2 magnetic centers thereby providing an eﬀective superexchange pathway. [51] Our results reveal that when the applied ﬁeld is large
enough to compete with the AFM superexchange interactions (with energy scale Jc ),
the process is accompanied by magnetoelastic interactions in which the Cr environment and in particular the bridging CN units change to accommodate the developing
magnetic state.6 Similar cooperative eﬀects occur in other materials. [54, 154, 230]
From the direction of the ﬁeld-induced blue shift of Cr-containing phonons and a
simple “frequency-bond distance” correlation, [231,232] the high ﬁeld local geometry
likely consists of a compressed CrC6 octahedron. There is no evidence for octahedral
distortion within our sensitivity, so we conclude that the compression is isotropic,
although this ﬁnding should be tested to even higher ﬁelds.7 In case of the CN
linkages, softening points to an overall more relaxed environment of this unit. The
relationship to the bond length however, is more complex and an inverse correlation
is indicated as discussed below.
To complement our high ﬁeld work on ungerade symmetry vibrations, we investigated the magneto-Raman response of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] with particular
interest in the symmetric Ru-Ru and Ru-O modes. Our low temperature Raman
spectrum reveals two strong lines near 320 and 360 cm−1 and a number of weaker,
broader structures whose low intensity precludes detailed investigation. Here, we focus our discussion on two intense features near 320 and 360 cm−1 (Fig. 6.3). Based
on previous literature data and the insensitivity of these lines to MIII (M = Cr,
Co, Fe) substitution, we assign them as Ru-Ru and Ru-O stretching bands, respectively. [224] Application of a 35 T ﬁeld reveals no changes in the behavior of these
6

Anisotropy associated with crystal ﬁeld eﬀects is absent for Cr sites (4 Ag ground state).
The weak structure on the left hand side of the 360 cm−1 peak in Δα is beyond our sensitivity.
Higher magnetic ﬁelds (>35 T) may reveal its behavior and any signatures of octahedral distortion.
7
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Figure 6.3: Low frequency Raman spectrum of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] at zero
ﬁeld.
modes within our sensitivity, a ﬁnding that is consistent with the magneto-infrared
result of a rigid [Ru2 (O2 CMe)4 ]+ cluster.
[Cr(CN)6 ]3− , and hexacyanometalates in general, are attractive and oft-used
molecular building blocks. [7,8,233,234] The chemical diversity of polycyanide molecular precursors combined with the tunability of their magnetic properties through
ﬂexible M-CN-M linkages led to materials with room temperature and photoinduced magnetism, metamagnetism, spin-crossover, and charge transfer induced transitions. [7–9,12,15,16,228] The magnetoelastic interactions revealed in heterometallic
[Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] bring additional understanding of magnetostructural correlations in the development of ﬂexible magnetism and tunable properties in materials
where the adaptable cyanide ligands provide important control paths for magnetic
coupling between metal centers.
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6.2

Vibrational Response Through the 33 K Magnetic Ordering Transition

We already demonstrated that external stimuli like magnetic ﬁeld in combination
with vibrational spectroscopy can be used to reveal local lattice distortions. To
gain additional insight into magnetoelastic coupling in [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ],
we examined the variable temperature infrared response. Figure 6.4(a) and 6.5(a)
display the full infrared spectrum. Modes that resonate at 116, 361, 449, and 2138
cm−1 harden signiﬁcantly with decreasing temperature (300-10 K), with 4, 6, 12,
7 cm−1 shifts, respectively. This is in contrast to trends in several other phonons,
for example the 398 cm−1 mode, with a frequency shift on the order of 1 cm−1
(Fig. 6.4(b)). Moreover, frequency vs. temperature behavior is monotonic with no
anomalies at or near the 33 K magnetic ordering transition (example: Fig. 6.4(c)).
The latter suggests inherently weak spin-lattice coupling in this material that can
be ampliﬁed and/or revealed by driving the system towards a collective transition
using external magnetic ﬁeld.
Temperature and magnetic ﬁeld are often considered to be complementary thermodynamic variables, [103] so similarities between the temperature and ﬁeld behaviors are anticipated. Perhaps the most important of these relates to the [Cr(CN)6 ]3−
octahedra, which retain their role as ﬂexible building blocks. This ﬁnding is consistent with the overall changes in Cr-C and C≡N bond lengths as compared with
Ru-O, Ru-N, and Ru-Ru distances. [235] Interestingly, while hardening of ν(Cr-C)
and δ(CrCN) bands is in line with a shorter Cr-C distance at 1.8 K, the blue shift
of ν(CN) is in contrast to an elongated C≡N bond. Systems in which a “frequencybond length” correlation breaks down are known, and we attribute the lack of a
simple relationship to superimposed bond length, charge, intermolecular force, and

109

Absorption (Arb. Units)

400

(a)

300 K
10 K

300
200
110

130

360

440 480

100
300 K

250

400
-1
Frequency (cm )

(b)

600

(c)

460

-1

Temperature (K)

300

200

Frequency (cm )

0

200
150
100

456

452

TC

50
360 400 440 480
-1

Frequency (cm )

448
0

0

20

40

100

200

Temperature (K)

300

Figure 6.4: (a) The far infrared spectrum of [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] at 300 K.
Inset (left): Close-up view of the low frequency δ(C-Cr-C) deformation mode at
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emphasizing the pronounced frequency shifts between room temperature and 10 K.
(b) Image plot of peak intensities as a function of frequency and temperature for
the mode cluster near 400 cm−1 : blue - low intensity, red - high intensity. (c)
Frequency vs. temperature behavior for the δ(Cr-C-N) mode. Inset: Close-up view
of the systematic frequency variation through the 33 K transition temperature.
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Figure 6.5: (a) Middle-infrared spectrum of the [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] molecular
magnet at 300 and 10 K. Insets: Close-up view of the ν(CN) and ν(CH) stretching
modes, respectively. (b) Frequency vs. temperature plot for the 1040 cm−1 peak,
displaying an unusual softening. Inset: Close-up view of the high and low temperature spectra near the same peak. (f) Spectral evolution of the 1450 cm−1 cluster
at 10, 30, 50, 100, 150, 200 and 300 K.
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collectivity eﬀects. [232, 236–238] In any case, the ﬁnding of thermally susceptible
[Cr(CN)6 ]3− units parallels the situation in magnetic ﬁeld. Note however, that the
overall vibrational behavior is not the same for all features (as seen from the frequency shift of ν(CrC) and δ(CrCN) modes, for example), indicating that even a
simple magnetocaloric eﬀect that corresponds to adiabatic change in temperature
due to change in ﬁeld [103] cannot account for these trends. In addition to the
frequency shift, the 120 cm−1 δ(C-Cr-C) bend also displays damping constant variations (inset, Fig. 6.4(a)) in line with our magnetic ﬁeld studies. The broader low
temperature linewidth in combination with diminished intensity is diﬀerent than the
conventional thermal response (considering simple Bolzmann population factor as an
example) and may be indicative of phonon interaction with other excitations and/or
states with decreasing temperature. Both temperature and magnetic ﬁeld seem to
suppress this interaction and decouple the phonon.
The [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] temperature dependence reveals several other intriguing trends. For instance, the features near 1045, 1400-1430, and 2930 cm−1 ,
soften down to 10 K (Fig. 6.5), behavior that is opposite to normal lattice contraction tendencies. [235] In addition, the broad cluster of absorptions centered at 1450
cm−1 displays interesting ﬁne structure due to simultaneous softening/hardening of
the low/high frequency components.8 Previous work on the [Ru2 (O2 CMe)4 ]3 Cl parent compound as well as copper acetate dimer Cu2 (O2 CMe)4 (H2 O)2 allows us to
assign modes near 1025 and 1045 cm−1 to ρ(CH3 ) rocking, the cluster near 1450
cm−1 to δ(CH3 ) deformations and ν(CO)sym/asym stretches, and features centered at
2990 cm−1 as ν(CH3 )sym/asym stretches. [224–226]
Given the nature of these modes and their displacement patterns, the pronounced
8

The frequency shift of >5 cm−1 is observed for some peaks on the low energy side of the
1450 cm−1 cluster and >10 cm−1 for the component on the high energy part. The exact position
of peaks are hard to track above 100 K due to their strong overlap.
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Figure 6.6: [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] crystal structure at 300 and 1.8 K. [235] Dotted/gray lines show examples of intersublattice C· · ·O distances that shorten with
decreasing temperature. Hydrogens atoms are omitted for clarity.
changes in the 1450 cm−1 cluster of absorptions can be correlated with distortion of
the carboxylate unit, speciﬁcally relaxation of the CO2 angle and strengthening of the
C-O bond. [235] Previous studies of carboxylato complexes suggest that an increased
O-C-O angle leads to a larger splitting of the ν(CO)sym/asym stretching bands, [239]
a result that is in line with the behavior of the 1450 cm−1 cluster of absorptions
in [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ]. The latter displays mode softening on its low energy
side (ν(CO)sym ) and hardening of the high frequency component (ν(CO)asym ). We
attribute the unusual softening of the selective CH3 -related modes to weak electrostatic intermolecular interactions (for instance of the C-H· · ·O type) that strengthen
with decreasing temperature. [59,240] Similar hydrogen-bonding-like interactions involving carboxylate oxygen are present in other diruthenium tetracarboxylates. [88]
A closer look at the structure indicates plausible interactions between methyl groups
of one sublattice and oxygen atoms of the other. Each methyl group has four short
contacts to the neighboring oxygen with C· · ·O distances of 3.311 Å at 300 K (Fig.
6.6). At 1.8 K, C· · ·O distances (3.264 Å) are shorter due to oxygen displacement to113

wards the methyl groups. The latter subsequently aﬀects Ru-O-C and C-O-C angles
and the corresponding bond lengths. [235] Stronger intermolecular hydrogen-bonding
may foster intersublattice interaction and overall structure stabilization.
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Chapter 7
Conclusions
Interest in the foundational aspects of multifunctionality is driving investigation of
fundamental coupling mechanisms and structure-property relationships in moleculebased materials. Physical stimuli like magnetic ﬁeld, pressure, and temperature oﬀer
incisive opportunities to tune competing interactions in complex compounds. In
this dissertation I present spectroscopic studies of three diﬀerent types of magnetic
systems, Mn(dca)2 , Co(dca)2 , and [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ], through the series of
ﬁeld- and low temperature-driven transformations. The fundamental scientiﬁc problems focus the charge-lattice-spin interactions and lattice dynamics with chemical
and physical tuning.
We report the discovery of a magnetic quantum phase transition, the development of the complete B − T phase diagram, and the magnetoelastic interaction in
Mn(dca)2 molecule-based magnet. From the critical point at Bc = 30.4 T we extract the exchange constant J/kB  −1.0 K, in good agreement with the estimate of
J/kB = −0.78 K from heat capacity measurements. [73] Importantly, we show that
the ﬁeld-driven antiferromagnetic → fully polarized state transition has an intrinsic
magnetostructural coupling associated with it. The magnetoelastic interactions are
manifested through the sensitivity of majority of the vibrational modes to applied
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ﬁeld, a ﬁnding that we analyze in terms of the local structure deformations on approach to new magnetic state. The strong correlation between the phonon behavior
and the magnetization through the magnetic quantum phase transition suggests that
lattice ﬂexibility plays an important role in establishing the fully polarized high ﬁeld
state. Based on our complementary lattice dynamics calculations and the analysis
of displacement patterns, we conclude that the primary local structural changes involve a combined MnN6 octahedra distortion and a counter-rotation mechanism that
relieve the additional magnetic energy imposed by applied ﬁeld. Our variable temperature studies on the other hand, demonstrate that the development of long range
antiferromagnetic order in Mn(dca)2 at 15.85 K takes place with no substantial lattice
involvement, indicating that spin-lattice mixing is inherently weak in this material.
Thus, in addition to revealing how the magnetic quantum critical transition ampliﬁes spin-lattice interactions in this molecule-based material, we show that applied
ﬁeld mediates the delicate interplay between these interactions to reversibly tune
and control the ground state. The local lattice distortions that take place through
the quantum phase transition in Mn(dca)2 have counterparts in ferroelectric perovskites, multiferroics, photo-magnetic metal cyanides, and hexahalometallates like,
A2 TeX6 where similar structural and coupling processes contribute to their functionality. [201–205, 241, 242]
To gain further understanding of variable coupling phenomena in molecule-based
magnets we probe magnetic ﬁeld- and temperature-induced changes in the vibrational
properties of Co(dca)2 and compare our ﬁndings with lattice dynamics calculations
and magnetization measurements. We ﬁnd large magnetic anisotropy D=12±4 cm−1 ,
a direct consequence of the substantial Co2+ spin-orbit coupling and crystal-ﬁeld effects. Furthermore, our spectroscopic studies reveal two classic signatures of chargelattice-spin interactions: (i) electron-phonon coupling in which electronic excitation
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interacts with the optical phonons and (i) magnetoelastic coupling in which magnetostriction eﬀects manifest themselves in the microscopic phonon response. The
interaction between electronic and lattice degrees of freedom is evident as a ﬁelddriven avoided crossings of the low-lying Co2+ crystal ﬁeld excitation with the low
frequency ligand phonons. We ﬁnd the energy of the electronic transition to be 114±5
cm−1 and the corresponding electron-phonon coupling constants to be 2-3 cm−1 . The
spin-lattice interaction reveals itself in a sensitivity of selective vibrational modes to
applied magnetic ﬁeld. The dominant eﬀects are seen in the ν(Co-N) and ν(CN)
stretching bands signaling a local lattice deformation in the Co2+ environment and
bridging linkages. Taken together, these ﬁndings demonstrate that the intrinsic coupling processes in Co(dca)2 are exceptionally tunable and take place over multiple
energy scales, ﬁndings that add to the rich character of MII (dca)2 molecule-based
magnets. More generally, this work broadens our understanding of coupling in multifunctional materials, where many exotic properties derive from charge-lattice-spin
interactions rather than a separation of the diﬀerent degrees of freedom.
To understand the structure-property relationship in a heterometallic system
with interpenetrating magnetic networks, we combined high ﬁeld vibrational spectroscopies with an analysis of mode displacement patterns and trends to reveal the magnetoelastic coupling in [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ]. We ﬁnd that high magnetic ﬁeld
competes with antiferromagnetic exchange interactions and distorts the [Cr(CN)6 ]3−
molecular unit. Systematic changes in ν(CN) and the Cr-containing phonons provide
evidence for overall [Cr(CN)6 ]3− ﬂexibility and, more speciﬁcally, a slightly compressed CrC6 octahedron and relaxed CN linkages, distortions that accommodate
the developing magnetic state. The sublattice coalescence transition at Bc 0.08 T,
by contrast, takes place without substantial spin-lattice interactions, indicating its
pure magnetic origin. Variable temperature spectroscopy reinforces the ﬁnding of
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an adaptable chromium environment that strengthens gradually at low temperature.
The understanding of magnetoelastic coupling in [Ru2 (O2 CMe)4 ]3 [Cr(CN)6 ] provides
insight into other chromium-containing materials where spin-lattice interactions contribute to ground state stabilization. [243–245] Moreover, distinctions between elastic
vs. rigid molecular units and adaptable vs. static crystal environments are useful
where building block choices ﬁgure into the design and control of materials for technological applications. [35, 233]
Taken together, these comprehensive ﬁndings extend our knowledge on competing
interactions in magnetic molecular solids and provide additional impetus to profound
investigation of their tunable behavior. Moreover, they oﬀer fundamental insight into
the behavior of higher-energy scale materials like transition metal oxides, where interactions over multiple energy scales impact a variety of physical properties. In
addition, these results are also relevant to understanding of more complicated processes in which magnetic ﬁeld acts as a tuning parameter like multiferroicity, [246,247]
multiple magnetization plateaus, [248, 249] and skyrmion lattice development. [250]
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[55] J. L. White, C. Lee, Ö. Günaydın-Şen, L. C. Tung, H. M. Christen, Y. J.
Wang, M. M. Turnbull, C. P. Landee, R. D. McDonald, S. A. Crooker,
J. Singleton, M. -H. Whangbo, and J. L. Musfeldt, Phys. Rev. B 81, 052407
(2010).
[56] X. S. Xu, J. de Groot, Q. -C. Sun, B. C. Sales, D. Mandrus, M. Angst,
A. P. Litvinchuk, and J. L. Musfeldt, Phys. Rev. B 82, 014304 (2010).
[57] J. F. Karpus, C. S. Snow, R. Gupta, H. Barath, S. L. Cooper, and G. Cao,
Phys. Rev. B 73, 134407 (2006).
[58] A. Speghini, M. Bettinelli, U. Caldiño, M. O. Ramı́rez, D. Jaque, L. E.
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Araújo, J. B. Oliveira, J. M. Machado Da Silva, M. A. Sá, T. M. Mendonça,
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Appendix A
Supplemental Material for
Mn(dca)2
A.1

Variable Temperature Lattice Dynamics

Figure A.1.1 displays the complete infrared spectrum of Mn(dca)2 at 300 and 4.6 K.
Our temperature studies demonstrate that several features, for instance, lattice
modes at 79 and 108 cm−1 , NMnN bend at 165 and NCN bend near 500 cm−1 ,
soften with decreasing temperature, a behavior in contrast to normal lattice contraction. At the same time, ν(CN) modes (excluding the 2324 cm−1 feature) and
ν(Mn-N) stretching vibrations (Table 4.1) harden at low temperatures, a trend that
is diﬀerent from the increased bond lengths determined by neutron diﬀraction at
4.6 K. [73] The later suggests that simple correlations between bond lengths and
resonance frequencies are not applicable in this material as expected in case of extended solids due to the collective nature and coupling of neighboring vibrational
modes. Other eﬀects such as, charge, intermolecular interactions and occurrence of
bent bonds seem also to be important in this and other similar cases. [232]
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Figure A.1.1: Infrared absorption spectrum at 300 and 4.6 K of Mn(dca)2 along
with close-up views of the low frequency lattice modes and C≡N stretches.
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A.2

Raman Response of Mn(dca)2

Table A.2.1 summarizes the predicted Raman-active modes of Mn(dca)2 from our
dynamics calculations. Frequencies, symmetries and assignments are given. Figure
A.2.1 displays the experimental Raman spectrum at 300 K.
Table A.2.1: Theoretically predicted Raman frequencies for Mn(dca)2
Calculated
frequency
(cm−1 )

Symmetry

Assignment

82

Ag

lattice mode: MnN6
counter-rotation in ab
plane along c

102, 103

B2g , B3g

lattice mode: MnN6
counter-rotation along
Nax -Mn-Nax , in  ac plane

182
190
200
209
221
228
229
230
310
335
346

B1g
B2g
B3g
Ag
B1g
B2g
B1g
B3g
Ag
Ag
B1g

485,
504,
509,
647,
893,
1220,
2044,
2111,
∗

487
506
524
648
910
1222
2046
2124

ligand bands (mostly N
motion in-plane and
out-of-plane: scissors,
rocking, wagging,
twisting) + νsym (Co-N)∗

B2g , B3g
B2g , B3g
Ag , B1g
Ag , B1g
B1g , Ag
B3g , B2g
B3g , B2g
Ag , B1g

δas (NCN)
γas (NCN)
γs (NCN)
δs (NCN)
νs (N-C)
νas (N-C)
νas (C≡N)
νsym (C≡N)

νsym (Co-N) stretches correspond to 209 and 229 cm−1 modes.
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Figure A.2.1: Experimental Raman spectrum of the Mn(dca)2 . Inset: Close-up view
of the low frequency part of the spectrum. The strong band at 53 cm−1 is tentatively
assigned to the MnN6 counter-rotational mode of Ag symmetry.
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Appendix B
Supplemental Material for
Co(dca)2
B.1

Magnetization and Magnon Calculations

Co(dca)2 has a ferromagnetic ground state and strong spin-orbit coupling. If we
model the spin-orbit coupling through an easy-axis anisotropy along the c-axis and
include both an external magnetic ﬁeld and a simple ferromagnetic superexchange
(J  4 K (0.35 meV or 2.8 cm−1 )), then the Heisenberg Hamiltonian can be written
as:
H=−



1
Jij Si · Sj − D
S2iz − gμB B
Siz ,
2 i=j
i
i

(B.1.1)

where Si is the local moment on site i, D is the anisotropy energy, and B is the
external magnetic ﬁeld. Due to the strong anisotropy, we treat the system classically
and ﬁnd the magnetization (M (B)) for a powder sample to be:


gμB S
V

gμB S
V

cos(θ) =
1/2

32 D 2 S 2 − 2 (gμB B )2 π 2 + 2 gμB B π (gμB B )2 π 2 + 32 D 2 S 2
M (B) =

8DS
147

(B.1.2)
.

Equation [B.1.2] was used to ﬁt the experimental magnetization below 10 T to obtain
D = 12 ± 4 cm−1 . Fits to higher ﬁeld probe the contribution of additional (higher
lying) states.
By ignoring quantum ﬂuctuations, we determine the magnon energies within a
mean-ﬁeld approximation and evaluate the Hamiltonian using a Holstein-Primakoﬀ
expansion. [213] For the ferromagnetic phase on a cubic lattice, the magnon dispersion ωm along the a direction is given by:

ωm = 16JS 1 − cos



ka a
2


+ 2DS + gμB B.

(B.1.3)

In the case of Raman spectroscopy (at ka = 0), the magnon energy is given by
ωm = 2DS + gμB B and Δωm /ΔB = gμB 2.5 cm−1 /T. Thus, the zero-ﬁeld value
for the magnon at ka = 0 is found to be 12±4 cm−1 .

B.2

Electronic vs. Magnetic Models of ω ∗ in the
Magneto-Raman Response of Co(dca)2

To reveal the nature of the strongly ﬁeld-dependent feature (ω ∗ ) in the magnetoRaman spectrum of Co(dca)2 , we considered both electronic and magnetic coupling
models. As described in the main text, the electronic model assigns ω ∗ to a Co2+
crystal ﬁeld excitation and invokes an electron-phonon coupling mechanism to reveal
it. The electronic origin of ω ∗ is consistent with energetic considerations and temperature dependence of the magneto-Raman response (Fig. B.2.1 and Fig. 5.3 (c)
main text). A second candidate mechanism involved assignment of ω ∗ as hybrid
magnon-phonon excitation. Although the experimental evidence argues against a
magnetic origin, we summarize this approach here for the interested reader.
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Figure B.2.1: An example of the 35 K Raman response at B = 0 and 18.6±0.1 T,
clearly showing the 147 cm−1 perturbed phonon at high ﬁeld. The latter is the result
of phonon interaction with the resonating ﬁeld dependent structure that persists well
above 9 K Curie temperature. This behavior clearly rules out any magnetic origin
of ω ∗ and supports our assignment of an electronic excitation.
To analyze the possibility of a magnetic origin of ω ∗ , we also tested a magnonphonon coupling mechanism. In this picture, the magnon-phonon energy ωmp can be
described as a perturbation from the normal phonon energy ωp by a coupled magnon.
This is described as:
ωmp = ωp + c ωm ,

(B.2.1)

where ωm is the magnon energy and c is the coupling constant. As discussed in the
previous section, we already have a prediction for ωm . The coupling constant and
the corresponding phonon energy can be found from the ﬁeld-dependence of ω ∗ . By
examining the change in position with magnetic ﬁeld, we ﬁnd that:
Δωm
Δωmp
=c
.
ΔB
ΔB

(B.2.2)

If this mechanism is operative in Co(dca)2 , measurements should reveal the magnon-
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Figure B.2.2: The experimental values of ω ∗ (circles) and simulated (square) ω(ka =
0) as a function of B. The striped circles at B = 0 T denote the zero-ﬁeld values for
the predicted magnon (red), hypothetical magnon-phonon (blue), and the 105 cm−1
phonon needed to make this model work (green).

phonon energy, its changes with ﬁeld, the signature of the unperturbed phonon, and
of course, the magnon itself.
Let’s compare the predictions of the magnetic model to our experimental ﬁndings.
The Raman spectra show that Δω ∗ /ΔB = gμB 1.8 cm−1 /T. Assuming ω ∗ = ωmp
and using Eq. [B.2.2], this corresponds to a coupling constant of 0.72. From the
extrapolated zero-ﬁeld value for the ω ∗ (114±5 cm−1 ) and magnon (12±4 cm−1 )
energies, the coupled phonon energy should be 105±6 cm−1 (Fig. B.2.2). There is,
however, no Raman-active peak at or near that energy. The closest available phonons
are located near 66 and 52 cm−1 , incompatible with the extracted 105±6 cm−1 (Fig.
3.13(d) (main text)). Although infrared spectra reveal a weak lattice mode near
102 cm−1 (Fig. B.4.1), ungerade symmetry of this vibration prevents mixing with
gerade symmetry magnons and subsequent mixing with Raman-active phonons. The
temperature dependence of ω ∗ (Fig. 3(c) in the main text and Fig. B.2.1), speciﬁcally
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the lack of sensitivity to the ordering temperature and the persistence well above the
Curie temperature, is also inconsistent with its assignment as a magnon-phonon
excitation. This is the strongest evidence against a magnon-phonon coupling picture
and is in agrement with heat capacity studies that indicate negligible short range
spin correlations above 15 K. [79]

B.3

Symmetry Analysis of Low-Lying Co2+ Electronic Excitations

To complement our discussion on Raman activity of the low-lying Co2+ electronic
excitations we demonstrate group theory analysis for the formal C2h site symmetry of
the Co2+ ion. Figure B.3.1 shows the corresponding energy level diagram and Table
B.3.1 demonstrates the symmetry of plausible (Γ3 + Γ4 ) → (Γ3 + Γ4 ) excitation.
According to this analysis the low-lying excitations within the 4 T1g term are Raman
allowed in all polarizations, the ﬁnding that is equivalent to the case of D4 symmetry
approximation (Table 5.2 (main text)).

Table B.3.1: Symmetry analysis for the low-lying Co2+ electronic excitations
Direct product

C2  site symmetry

D2h crystal symmetry

(Γ3 + Γ4 ) ⊗ (Γ3 + Γ4 )

2Γ1 (A ) ⊕ 2Γ2 (B  )

Ag ⊕ B1g ⊕ B2g ⊕ B3g

Raman tensor for D2h symmetry: Ag + B1g + B2g + B3g
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Figure B.3.1: Schematic energy level diagram for the Co2+ ion demonstrating the
combined eﬀect of symmetry lowering and spin-orbit coupling on the 4 T1g ground
state in the octahedral environment. Deviation from the D4h site symmetry arises
from nonequivalent local angles around Co2+ ion (as indicated by red and black).
The arrow indicates a plausible Raman-active low energy excitation.
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B.4

Co(dca)2 Infrared Response Through the 9 K
Magnetic Ordering Temperature

Figure B.4.1 displays the full infrared spectrum of Co(dca)2 . As expected from symmetry considerations, the overall response is similar to that of isostructural Mn(dca)2 .
The variable temperature response of Co(dca)2 allowed us to investigate vibrational property changes through the magnetic ordering transition. High and low
temperature spectra are presented in Fig. B.4.1, and Fig. B.4.2 shows an example of
peak position vs. temperature for the 317 cm−1 ligand band (Table 5.1 (main text)).
This particular phonon hardens gradually with decreasing temperature. No anomalies in this or any other spectral feature are observed through the 9 K ferromagnetic
transition indicating that long range ordering is established without any major local
lattice distortions. Interestingly, several features, for instance the Co displacement
modes at 102 and 133 cm−1 , the NCN bends at 502 and near 527 cm−1 , and a combination band at 995 cm−1 soften with decreasing temperature, a trend that is opposite
to normal lattice contraction and similar to the situation in Mn(dca)2 . This behavior
may be indicative of angular relaxation or alternatively, a more complex dependence
of the phonon frequency where besides bond lengths/angles other contributions such
as coupling to neighboring modes, charge eﬀects and/or intermolecular forces must
be taken into account.
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Figure B.4.1: Infrared spectrum of Co(dca)2 at 300 and 4.2 K.
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Figure B.4.2: Temperature dependence of the 317 cm−1 ligand phonon. Inset: Closeup view near the 9 K ferromagnetic transition. No phonon anomalies due to magnetic
ordering transition (gray vertical line) are observed within our sensitivity. Dashed
lines guide the eye.
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B.5

Analysis of the Field-Induced Spectral Changes:
Integrated Absorption Diﬀerences vs.

Fre-

quency Shifts
Figure B.5.1 compares the integrated absorption diﬀerence and frequency shift data
for the infrared-active 2294 cm−1 ν(CN) stretching mode of Co(dca)2 . The ﬁelddependent trends are identical within error bars indicating that (i) either quantity
can be used to track high ﬁeld changes and that (ii) the dominant contribution
to the absorption diﬀerence spectrum (Δα) comes from a ﬁeld-induced frequency
shift. ν(CN) displays the largest ﬁeld-dependent change, |Δα|/α  6 % and |Δω| 
1 cm−1 , making it a good choice for testing (and potentially distinguishing) the
two approaches. We ﬁnd, however, that normalized |Δα| and |Δω| carry equivalent
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information and that the former is superior when frequency shifts are small. Other

0T
0.8

35 T

0.6
2290

2300

0.4
0.2
0.0

T = 4.2 K
0

5

10

15

20

25

Magnetic field (T)

30

35

Figure B.5.1: Comparison of the integrated absorption diﬀerence and frequency shift
data for the ν(CN) stretching mode of Co(dca)2 . These quantities are normalized to
35 T and display similar behavior with ﬁeld. Inset: Close-up view of the absolute
absorption at B = 0 and 35 T.
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modes display similar behavior although the magnitude of their frequency shifts is
smaller (making the error bars much larger). We therefore use normalized absorption
diﬀerence in this work to quantify magneto-infrared eﬀects.
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