Abstract. We consider a topological dynamical system T : Y ! Y on a metric space Y which forms a bre bundle over another dynamical system. If T is brewise expanding and exact along bres and if ' is a H older continuous function we prove the existence of a system of conditional measures (called a family of Gibbs measures) where the Jacobian is determined by '. This theorem reduces to Ruelle's Perron-Frobenius theorem ( 5]) when the base of the bred system consists of a single point. The method of proof does not use any form of symbolic representation. We also study continuity properties of a family of Gibbs measures (over the base) and give applications to the equilibrium theory of higher dimensional complex dynamics.
Introduction
The investigation of the transfer, Ruelle or Perron-Frobenius operator plays an important role in statistical mechanics and the ergodic theory of dynamical systems. The existence of equilibrium states and Gibbs measures depends on the behavior of these operators de ned by (L ' g)(x) = X y: f(y)=x g(y) exp '(y)];
where, in most cases, ' : Z ! R is H older continuous and f : Z ! Z is some continuous self-mapping on a metric space Z. We just mention a few cases where these operators are used to show the existence of an equilibrium. A general result for subshifts of nite type can be found in 5] which also applies to hyperbolic di eomorphisms and Markov maps. This result has been used for a wide class of non-invertible situations (see 16] or 17]). The method has also been extended through ( nite or countable) generators to systems not being represented by subshifts of nite type: for the one-dimensional real case by Hofbauer and Keller ( 13] ) among others, and to the one-dimensional complex case by Denker and Urba nski ( 8] ) (among others). In all these cases it has been shown for a given ' that two equivalent probability measures and exist such that L = and is f-invariant.
Our approach here to bred systems is more general. A bred system is a pair of dynamical systems T : Y ! Y , S : X ! X (where T and S are continuous maps on topological spaces Y and X, respectively), together with a factor map : Y ! X satisfying T = S . In case X reduces to one point we are back in the standard situation.
In fact, we shall study a relativised version of the theory of transfer operators. Given a function ', our main goal and result is to associate a system of conditional probability measures on bres fY x = ?1 (x) : x 2 Xg of a bred system in some natural way. In the standard case of a non-bred system this has been done in 7] . Roughly speaking, such a conditional measure x on a bre Y x will be de ned by the property that for every y 1 ; y 2 2 Y x such that T n (y 1 ) = T n (y 2 ) the ratio x (U 1 )= x (U 2 ) has to be close to Q n i=1 exp '(T i (y 1 )) ? '(T i (y 2 )) , where U 1 3 y 1 ; U 2 3 y 2 are su ciently small neighborhoods with the property that T n U 1 = T n U 2 . Such a system of conditional measures will be called a family of Gibbs measures (for short Gibbs family) and has a precise de nition as given in section 2. This notion is a natural generalization of the concept of Gibbs measure for a noninvertible map ( in some papers, for example, in 7], such measures are called conformal). Further properties of this notion are contained in 9], in particular, on the uniqueness of Gibbs families and the construction of absolutely continuous invariant measures.
Problems of this type in the relativised context of bred systems have been considered in the literature. In the work of Ferrero and Schmitt ( 11] ) and later by Bogensch utz and Gundlach ( 3] , 4]), this problem has been considered when the base transformation S is an invertible measure preserving map of some probability space. Our approach is di erent: we assume that the base transformation is a continuous, not necessarily invertible epimorphic map. The lack of invertibility causes essential di culties and our result di ers from the classical form of Ruelle's theorem: We prove the complete analogue of that part of this theorem which deals with the existence and uniqueness of Gibbs measures. The other part of Ruelle's theorem (to obtain invariant measures) seems to have no natural generalisation in this setting. However, we are able to give su cient conditions for the existence of invariant measures. For an invertible map in the base it is possible to prove a complete analogue of Ruelle's result using methods from 11] and 3].
In order to construct Gibbs families for bred systems we apply Birkho 's theory in 1] and 2], essentially supplemented by 10]. Like in 11], 3] and 4], we apply this to bred systems. However, symbolic dynamics is not a necessary prerequisite to apply this theory. It is possible to work with suitable properties of a map (like expanding) in a direct way. To our knowledge this seems to be the rst attempt to deal with these problems using Birkho 's theorem and avoiding symbolic representations. Birkho used the notion of projective (Hilbert) metric, which also has turned out to be important in other contexts, e.g. to study invariant cones (e.g. 18]) in di erentiable dynamics and harmonic analysis, or the investigation of correlation integrals (e.g. 14]). It also may be seen as an important alternative to the 'method of two seminorms' used by Doeblin, Fortet, Ionescu-Tulcea and Marinescu.
The paper is organized as follows. In section 2 we give basic de nitions and state the main results (the existence theorem, the continuity theorem and the H older continuity theorem). These results are proven in sections 4{6. In section 3 we give applications to the existence of conformal and invariant measures (see 7] for the unconditional case). We also show that the assumptions of the main theorems are ful lled for certain strict polynomials on C 2 (called Cantor skews in 12]) and we show that equilibrium measures for H older continuous potentials : Y ! R have a disintegration with respect to which is equivalent to the Gibbs family for . Other, more elaborate examples will be given somewhere else.
Fibred systems and conditional measures
A bred system is a collection Y = (Y; T; X; S; ) where X and Y are Polish spaces, T : Y ! Y and S : X ! X are continuous maps and where : Y ! X is continuous, onto and satis es T = S . Thus T preserves the bres Y x = ?1 (x); the restriction of T n (n 1) to the bre Y x will be denoted by T n x , so T n x : Y x ! Y S n (x) . If we need to specify a metric on Y , it will be denoted by d(y; y 0 ). We say that T is a skew product if Y = X Z and if T((x; z)) = (S(x); T x (z)). Throughout the paper we make the assumption that T is bounded-to-one on bres.
This means there exists a constant M > 0 such that for all y 2 Y in other words the number of preimages for each bre map is bounded by M.
For a Polish space Z, let B Z and B Z denote the Borel -eld of Z and the space of bounded measurable functions f : Z ! R, respectively. Measurability is always understood with respect to B Z . As remarked in 9], in the present context there is no problem with measurability of images of Borel sets under a Borel map or with the cardinality of the preimage function associated with a Borel map.
We will rst give the de nition of a Gibbs family from a general viewpoint. A family f x : x 2 Xg of probability measures x on Y is called a (measurable) system of conditional probabilities or measures for Y if x (Y x ) = 1 for x 2 X, the integral R f(y) x (dy) is a B X -measurable function in x for every f 2 B Y and, for any g 2 B X , we have
De nition 2.1: A system f x : x 2 Xg of conditional probabilities for Y is called a family of Gibbs measures (or for short, a Gibbs family) for a measurable function ' : Y ! R, if there exists a positive measurable function A : X ! R with the following property: For all x 2 X the Jacobian of x with respect to the map T is given by
If we need to specify the function ', we shall speak of a Gibbs family for . In particular, if X reduces to a point, a Gibbs family consists of a single measure which is called conformal or Gibbs.
Remark 2.2:
It is easy to see that the Gibbs property with respect to ' is equivalent to each of the following statements:
(1) For every E 2 B Y on which T is invertible, for all f 2 B Y vanishing outside T(E), and for all x 2 X,
(2) We de ne the conditional transfer operator as a family of operators between the spaces of bounded measurable functions B x := B Y x on the bres Y x (x 2 X). For x 2 X we de ne these operators V (k)
where y 2 Y S k (x) . Note that they satisfy the cocycle relation
Now, an equivalent condition for (2.3) is this:
For every function g 2 B Y , for all x 2 X,
Additionally to our previous assumptions we suppose that Y is a compact metric space with metric d, that each bre contains at least two points, that both maps, S and T, are bounded-to-one maps (cf. (2.1)) and that T is brewise onto, i.e. 8x 2 X, T(Y x ) = Y S(x) .
We need to consider bred systems having some additional properties which are relativised versions of the concepts of an expanding map in Ruelle's sense 16] and of topological exactness. Here we require these properties brewise but uniformly over all bres. Note that the -contractivity (2.6) of inverse branches of T restricted to bres implies that the distance between corresponding preimages is again bounded by a from above. Hence there is a correspondence between preimages of all orders. This is summarized in (where B(y; ) is a ball in Y of radius centered at y).
In case X consists of one point this condition is equivalent to topological exactness.
We now state the main results. Their proofs are postponed until sections 4{6. The general assumptions made so far in this section are also assumed for the following theorems. Next, let Y = (X; S; Y; T; ) be a compact bred system, and let d X denote the metric on the compact space X. We assume now that S : X ! X is onto (it follows that S; T and are all continuous and onto). 
Applications
In this section we discuss applications of the main theorems 2. 
Since g was arbitrary, First note that a 6 2 M implies that p = S, restricted to J(p), is expanding, hence also Lipschitz continuous, expansive and non-contracting (after possibly changing to an equivalent metric). It has been shown in 12] that the bres ?1 (x) are given by the set J x of all points (x; y) 2 C 2 for which y is not normal for the family q p n (x) q p n?1 (x) ::: q x (n 0)
where q z (y) = q(z; y). Thus the Julia set J( b T) is the union of all J x where x 2 J(p).
Moreover, the map T is uniformly expanding ( 12, p.1290] 
Proof of the existence theorem
We begin recalling the projective (or Hilbert) metric and Birkho 's theorem as a preparation for the proof of theorem 2.6. Let K be any closed convex cone of a real topological vector space L satisfying the condition (4.1) K \ (?K) = f0g:
We are going to de ne a function
which, as it will be seen, is (separately) scaling invariant; hence may be considered as a function of rays in K. In nite values for are also permitted. Clearly, N 2 (f; g) = N 1 (g; f). We shall also write N i (f; g; K) whenever we need to consider the dependence on the cone K. 
The term on the left hand side of (4.2) will be called the projective norm of V , denoted by jV j. So, under these assumptions, V has the projective norm jV j = jV j K < 1.
) then we obviously have jV 2 V 1 j jV 2 jjV 1 j:
The proof of the main theorem 2.6 will be given in a series of lemmas and propositions using the projective metric. Let the bered system Y = (X; S; Y; T; ) be xed as in theorem 2.6. Let C Z denote the space of continuous functions on the topological space Z. We shall write C x instead of C Y x ; x 2 X. Furthermore, we shall consider C X to be embedded into C Y given by the mapping i : f ! f ; f 2 C X : For k 0 and x 2 X de ne operators
where ' is as in theorem 2. x are the conditional transfer operators de ned in (2.4).
These operators satisfy the following cocycle relations for all k; l 0:
De ne a conic bundle over X in the following way: For every x 2 X let K x C x be the cone de ned by In what follows (until lemma 4.12) our notation will ignore the dependence on . So we consider to be xed for the moment. We shall use the notation C + Y (or C +
x ; x 2 X) to denote the cones of nonnegative functions in C Y (respectively in C x ; x 2 X). Proof. It su ces to prove K x C + x , (4.4) and (4.6), since the other two equalities follow by symmetry: N 2 (f; g) = N 1 (g; f).
We rst show that K x C + x . Let f 2 K x and assume that f(y) < 0. Then for arbitrary y 0 6 = y with d(y 0 ; y) < a we have f(y 0 ) (y; y 0 )f(y) < 0 and f(y) (y; y 0 )f(y 0 ). Hence f(y) 2 (y; y 0 )f(y), and since > 1 we get a contradiction. So either there does not exist such a y 0 or f(y) 0. Since Y is topologically exact along bres and since each bre contains at least two points, there exists M 1 such that T M x (B(y; a)) contains two points, hence y 0 as above exists and f(y) 0.
Next we prove (4.4). 
Proof. This follows from inequality (i) in lemma 4.6 observing that 1. Proof. This is an immediate consequence of lemma 4.10 and corollary 4.9.
Recall that the above statement actually depends on the choice of > =(2(1 ? )) which determines K x . Whenever this dependence is of importance we shall use the notation K x and ( ; ). Also note that K x and ( ; ) are both increasing functions in .
For f 2 C Y and x 2 X we denote the restriction of f to Y x by f x . Let K denote the cone consisting of all functions f 2 C Y such that f x 2 K x , x 2 X. We shall omit the index if no confusion can occur. Also, let (K ) 0 denote the set of f 2 C Y such that f x 2 (K x ) 0 , x 2 X. x f x is strictly positive for positive f x , x 2 X, and n su ciently large, independent of x 2 X. Remark 4.16: Birkho 's theorem provides an estimate for the rate of convergence of V (n) x f (f 2 K ) which is of the form ?q n ; where 0 < q < 1 and where ?; q depend on .
The proof of theorem 2.6 follows from corollary 4.14. The family fV (n) x : n 0; x 2 Xg is used to de ne a sequence fP (n) g of globally de ned operators converging to an operator of conditional expectation. Recall that a conditional expectation operator adapted to an epimorphic continuous map p : Z ! Z 0 of compact spaces (which induces an inclusion C Z 0 C Z ) is a positive projection P : C Z ! C Z 0 commuting with all multiplicators M h : f ! h f; h 2 C Z 0. Since there is a standard embedding of C Z 0 into C Z induced by , C Z 0 is considered here as a subspace of C Z . The details of this construction are contained in the next section where we deal simultaneously with the continuity of these conditional expectation operators. It is easy to see from section 5 that the additional assumptions in theorem 2.7 are only used to obtain continuity.
Proof of the continuity theorem
In this section we prove theorem 2.7, which is the same as for theorem 2.6 up to corollary 4.14. Besides this, the proof below will give a detailed construction of the Gibbs family for theorem 2.6, when the additional assumptions on S, and i 1 are omitted. Proof. Since T m+1;m T m;n = T m+1;n and Y n;m Y m;m+1 = m+1;n we only need to prove that every T n+1;n is a local homeomorphism and every Y n;n+1 is open (n 0). This will be proved by induction. Since T 1;0 = i 1 i ?1 0 , T 1;0 is a local homeomorphism.
Since S is open and 0;1 ((x; y)) = (S(x); y), 0;1 is open.
The induction hypothesis is that T n;n?1 is a local homeomorphism and that Y n?1;n is an open map.
First note that (5.1) T n;n?1 Y n?1;n = Y n;n+1 T n+1;n (n 1):
Let G Y n?1 be open such that T n;n?1 : G ! T n;n?1 (G) is a homeomorphism. SetG = ( Y n?1;n ) ?1 (G). We show that T n+1;n :G ! T n+1;n (G) is a homeomorphism as well. First we prove that T n+1;n is one-to-one onG. Let T n+1;n ((x; y)) = T n+1;n ((x 0 ; y 0 )) for some (x; y); (x 0 ; y 0 ) 2G. By de nition of T n+1;n , it follows that x = x 0 . By (5.1) T n;n?1 ( Y n?1;n ((x; y))) = Y n;n+1 (T n+1;n ((x; y))) = Y n;n+1 (T n+1;n ((x 0 ; y 0 ))) = T n;n?1 ( Y n?1;n ((x 0 ; y 0 ))): Because Y n?1;n ((x; y)); Y n?1;n ((x 0 ; y 0 )) 2 G and since T n;n?1 is one-to-one on G, it follows that (S(x); y) = Y n?1;n ((x; y)) = Y n?1;n ((x 0 ; y 0 )) = (S(x 0 ); y 0 ), in particular y = y 0 . Because of continuity of T n+1;n we only need to prove that it is also an open map (to conclude that T n+1;n is a local homeomorphism). If G Y n is open, then by (5.1) T n+1;n (G) = ?1 n;n+1 (T n;n?1 ( Y n?1;n (G))) and is open by the induction hypothesis and the continuity of n;n+1 .
Similarly it follows from (5.1) that Y n;n+1 is open, since T n+1;n is continuous and Y n?1;n and T n;n?1 are open. This completes the proof.
Remark: Taking the inverse limitỸ of the spaces fY n : n 0g with respect to the maps f Y n;m+n : m; n 0g we get the pullback for the diagram,~ :X ! X Y : , whereX together with a mapS :X !X, is the "natural extension" of S : X ! X (this means that the invertible system (X;S) is the inverse limit for fX n X; n 0g with respect to S n;m+n : X m+n ! X n sending x to S m x). Also, the limitT :Ỹ !Ỹ for fT m+n;n : m; n 0g can be de ned in a natural way. Under the assumptions that S and are open and i 1 is a local homeomorphism,T is a local homeomorphism as well. For the proof of theorem 2.7 we need to construct a system of conditional probabilities, which is continuous under the assumptions on S, and i 1 . Such a system is completely de ned by the corresponding conditional expectation operator (see the discussion after remark 4.16). We shall construct a certain expectation mapping from C Y onto C X by means of a quite natural approximation process. It would be worthwhile for our purposes to de ne a global operator V : C Y ! C X with the property (V f)j S(x) = V (1) x f x , f 2 C Y ; x 2 X, but this is impossible if the map S is not invertible. Nevertheless, the family fV (n) x : n 0; x 2 Xg will be used to de ne and to study a sequence fP (n) g of globally de ned operators converging to an operator of conditional expectation. Let us rst formulate some simple facts. For every n 1 we have an equivalence relation R n on Y de ned by y 1 R n y 2 if i n (y 1 ) = i n (y 2 ) (equivalently, (y 1 ) = (y 2 ) and T n (y 1 ) = T n (y 2 )). Let R n (y) denote the equivalence class of R n containing y 2 Y . Each R n is a closed equivalence relation with nite (and bounded in cardinality) equivalence classes. Moreover, it follows from our assumptions that each R n is also open, because by proposition 5.1 i n = T n;0 i 0 is a local homeomorphism. Furthermore, each R n is a re nement of R n+1 (in the sense that every equivalence class R n is contained in some class of R n+1 ) and is also a re nement of the partition of Y into bres. There exists a quotient space of Y=R n of Y with respect to every R n which is a separable compact space, and Y is a nite covering of Y=R n . The space (in fact algebra) C (n) Y of such functions f 2 C Y which are constant on every class of R n , consists of functions each of them can be pulled back from some continuous function on this quotient space. Also, for every x 2 X the subspace C (n)
x C x can be considered having analogous properties with respect to the restriction of R n to Y x and the following equality holds: ff : f 2 C (n) Y g = ff : f 2 C Y ; 8x 2 X; f x 2 C (n) x g: We introduce operators G (n) x : C x ! C x (n 0; x 2 X) by
For every x 2 X; n 0, G (n) x may be considered as the restriction of an operator G (n) : C Y ! C Y to C x which is de ned by the same expression as G (n) x :
for f 2 C Y (by proposition 5.1 G (n) preserves continuity of functions because ' is continuous and Y is a nite covering of Y=R n ).
Obviously, by de nition we have for every x 2 X and f 2 C Y
Moreover, G (n) commutes with the multiplication operators f ! h f (h 2 C Y ) where h is constant on equivalence classes of R n . In particular, it commutes with multiplication by functions which are constant on each bre Y x , x 2 X.
Furthermore, a direct calculation shows that
; f 2 C Y ; n; m 0:
Next we introduce operators P (n) ; n 1, and P (n)
x ; n 1; x 2 X, de ned by
and
; y 2 Y x ; f 2 C x :
By (5.3), P (n) is a conditional expectation operator onto C (n) Y . In view of (5.2) we also have for every x 2 X and f 2 C Y (5.4) (P (n) f) x = P (n) x f x :
We also need the condition P (n+m) P (n) = P (n+m) (m; n 0)
which is an immediate consequence of (5. The conformality condition on ('; A) (de nition 2.1) for such a system of probability measures reformulated in terms of the operator family (P x ; x 2 X) is
The following proposition proves theorem 2.7 together with remark 5.4. Statements (ii){(iv) (without continuity on A) prove also theorem 2.6. Proposition 5.5: (i) The sequence fP (n) ; n 1g converges in the strong operator topology of B(C Y ) to a conditional expectation operator P with range C X .
(ii) For every x 2 X and f 2 C x the sequence fP (n) x : n 1g converges to an expectation operator P x and for every f 2 C Y we have P x f x = (Pf) x ; x 2 X: (iii) The family fP x : x 2 Xg satis es the identity (5.8) and the corresponding system of conditional probabilities f x : x 2 Xg satis es the equation (2.2) ; the function A satis es A(x) = U (1) x P S(x) V (1) x 1;
x 2 X:
and is continuous.
(iv) f x : x 2 Xg is the unique solution of (2.2) within the class of all (not necessarily continuous) systems of probabilities on bres Y x , x 2 X.
Proof. According to lemmas 4.12 and 5.2 fP (n) f : n 1g is (norm) convergent to an element of C Y where f is taken from a dense subset of C Y . This implies the strong convergence to an operator P because fP (n) : n 1g consists of conditional expectation operators and hence is bounded in norm. The range of P is contained in C X . But every P (n) acts identically on C X . It follows that P is a projection onto C X . P is a positive operator and commutes with multiplication by functions from C X (because each P (n) has this property). Hence, P is a conditional expectation operator for our bundle and (i) is proved.
The proof of (ii) is similar to that of (i) and uses remark 5.3. The relation between P and fP x : x 2 Xg is proved by taking the limit in (5.3).
To prove (iii) note that for f 2 C x we have
Taking the limit for n ! 1 we obtain
This is equivalent to (5.8) with
A(x) = U (1) x P S(x) V (1)
which also implies continuity of A (because of continuity of V (1) x 1(y) in (x; y) with S(x) = (y)), and (iii) is proved.
Finally we show (iv). Let f~ x : x 2 Xg be a system of probability measures on bres Y x , x 2 X satisfying (2.2) with respect to (Ã; '). ThenÃ satis es the relation (2. Proof. This follows by induction on n and using lemma 6.1, since the last inequality in the statement implies d(y n ; y 0 n ) < a. For any choice of n 0, y n ; y 0 0 2 Y , and x 0 n 2 X as in lemma 6.2 we denote by n (y n ; x 0 n ; y 0 0 ) the unique point y 0 n 2 Y given by this last lemma. f n g satis es the equation n+1 (y n+1 ; x 0 n+1 ; y 0 0 ) = 1 (y n+1 ; x 0 n+1 ; n (T(y n+1 ); S(x 0 n+1 ); y 0 0 )): Lemma 6.3: Let y 0 ; y 0 0 2 Y and x n ; x 0 n 2 X satisfy (y 0 ) = S n (x n ), (y 0 0 ) = S n (x 0 n ), d(y 0 ; y 0 0 ) < a and d X (S i (x n ); S i (x 0 n )) < a. Then the map n = y 0 ;y 0 0 ;x n ;x 0 n n de ned by n : T ?n (fy 0 g) \ ?1 (fx n g) ! T ?n (fy 0 0 g) \ ?1 (fx 0 n g) n (y n ) = n (y n ; x 0 n ; y 0 0 ); y n 2 T ?n (fy 0 g \ ?1 (fx n g)
is a bijection and y 0 0 ;y 0 ;x 0 n ;x n n is the inverse of n . n interchanges preimages of Y n and preimages of Y 0 n and de nes a one-to-one correspondence between them. Moreover, d( n (y n ); y n ) d( n?1 (T(y n )); T(y n )) d(y 0 ; y 0 0 ) < a:
The proof of lemma 6.3 follows by induction from the properties of f n g, noticing that n+1 (y n+1 ) = y 0 n+1 implies that n (T(y n+1 )) = T(y 0 n+1 ). To complete the proof note that N log C S ( d d X (x;x 0 ) ).
