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We report the first measurement of charmed-hadron (D0) production via the hadronic decay
channel (D0 → K−+pi+) in Au+Au collisions at √s
NN
= 200GeV with the STAR experiment. The
charm production cross-section per nucleon-nucleon collision at mid-rapidity scales with the number
of binary collisions, Nbin, from p+p to central Au+Au collisions. The D
0 meson yields in central
Au+Au collisions are strongly suppressed compared to those in p+p scaled by Nbin, for transverse
momenta pT > 3 GeV/c, demonstrating significant energy loss of charm quarks in the hot and dense
3medium. An enhancement at intermediate pT is also observed. Model calculations including strong
charm-medium interactions and coalescence hadronization describe our measurements.
PACS numbers: 25.75.-q
Experimental results from the Relativistic Heavy Ion
Collider (RHIC) and the Large Hadron Collider (LHC)
support the hypothesis that a strongly-coupled nuclear
medium with partonic degrees of freedom, namely the
Quark-Gluon Plasma (QGP), is created in heavy-ion
collisions at high energy [1]. This state of deconfined
matter is of interest to study the nature of the strong
force in the unique environment of nuclear matter un-
der extreme energy density. Charm and beauty quarks
are created predominantly via initial hard scatterings in
nucleon-nucleon collisions and the production rate is cal-
culable with perturbative QCD techniques [2, 3]. The
large masses are expected to be retained during the in-
teractions with the nuclear medium. Heavy quarks are
therefore predicted to be sensitive to transport and other
properties of the early stages of the system when the
QGP is expected to exist [4].
Energetic heavy quarks were predicted to lose less en-
ergy via gluon radiation than light quarks when they tra-
verse the QGP [5]. Initial RHIC and LHC measurements,
however, show similar suppression at high transverse mo-
mentum, pT, in central A+A collisions [6–8]. This has
led to the reconsideration of the effects of heavy-quark
collisional energy loss [9, 10] and requires follow-up mea-
surements.
Heavy-quark collective motion can provide experimen-
tal evidence for bulk medium thermalization [11]. Model
calculations show that interactions between heavy quarks
and the QGP are sensitive to the drag/diffusion coeffi-
cients of the medium. These can be related to the shear-
viscosity-to-entropy ratio and other transport proper-
ties [11]. Therefore, measurements of heavy-quark pro-
duction at low and intermediate pT are of particular rel-
evance to these issues, and also for the interpretation of
the charmonia production in heavy-ion collisions.
In elementary collisions, heavy quarks are expected to
hadronize mainly through hard fragmentation. In high-
energy heavy-ion collisions, the large charm-pair abun-
dance could increase the coalescence probability. The co-
alescence of charm with a light quark from the medium
with a large radial flow may introduce a pT -dependent
modification to the observed charmed hadron spectrum
compared to that from fragmentation [12, 13]. Further-
more, this may lead to a baryon-to-meson enhancement
for charmed hadrons similar to that observed for light-
flavor hadrons [14, 15].
In this letter, we report the first measurement of D0
(cu¯) production over a transverse momentum range, 0.0
< pT <∼ 6.0 GeV/c, in Au+Au collisions at a cen-
ter of mass energy
√
s
NN
of 200 GeV. The measure-
ment was performed via invariant-mass reconstruction of
the hadronic decay channel, D0 → K− + pi+ and its
charge conjugate. The data used for this analysis were
recorded with the Solenoidal Tracker at RHIC (STAR)
experiment [16] during the 2010 and 2011 runs. A total
of ∼8.2×108 minimum-bias-triggered (MB) events and
∼2.4×108 0−10% most central events are used. The
MB trigger condition is defined as a coincidence signal
between the east and west Vertex Position Detectors
(VPD) [17] located at 4.4 < |η| < 4.9. In this anal-
ysis, 0−80% of the total hadronic cross section is se-
lected and the ∼12% VPD triggering inefficiency, mostly
in the peripheral collisions, is corrected using a Monte
Carlo (MC) Glauber simulation [18]. The most cen-
tral events (0−10%, corresponding to an average impact-
parameter ∼3.2 fm) are selected with a combination cut
using the spectator signals in the Zero Degree Calorime-
ter (ZDC) [19] and the multiplicity in the Time-Of-Flight
detector (TOF) [20] at mid-rapidity. The main subsys-
tems used for the D0 analysis are the Time Projection
Chamber (TPC) [21] and the TOF. All measurements
are presented as an average of D0 and D0 yields at mid-
rapidity (|y| < 1).
In this analysis, the collision vertex position along the
beam axis, V TPCz , as reconstructed from tracks in the
TPC is selected to be within ±30 cm of the nominal
center of the STAR detector. In addition, to reject pile-
up, the distance between V TPCz and V
VPD
z obtained from
the VPD is required to be less than 3 cm. The analy-
sis techniques are identical to those for d+Au and p+p
data [22, 23]. A cut on the distance of closest approach
to the collision vertex of less than 2 cm is required for
tracks. Tracks are required to have at least 20 hits (out
of a possible total of 45) to ensure good momentum res-
olution, and more than 10 hits in the calculation of the
ionization energy loss, 〈dE/dx〉, to ensure good resolu-
tion for particle identification. To ensure tracks are re-
constructed within the TPC acceptance pT > 0.2 GeV/c
and |η| < 1 are required. Pions and kaons are separated
well by TOF up to pT = 1.6 GeV/c, elsewhere only TPC
information is used. At low pT the kaon and pion can-
didates are identified by combining dE/dx with timing
information with similar cuts on normalized dE/dx and
particle velocity β as in the p+p analyses [23]. However,
a tighter kaon identification is used to reduce combina-
torial background, specifically dE/dx is required to be
within ±2σ of the expected value from Bichsel function
calculations [24].
The invariant mass of kaon and pion pairs, MKpi,
is constructed from all same-event pair combinations.
To estimate the combinatorial background from random
combinations, the distribution was evaluated using kaon
4and pion tracks from different collision events with simi-
lar characteristics, the mixed-event (ME) technique [25].
The MKpi distribution for 0−80% MB collisions in the
range of 0 < pT < 8 GeV/c is shown as the solid circles
in Fig. 1 (a). The red curve shows that the ME distri-
bution reproduces the combinatorial background. The
ME technique introduces negligible (<1%) uncertainties
in the D0 signal yields. The open circles represent the
MKpi distribution after the ME background subtraction
(scaled by a factor of 200 for visualization). A significant
K*(892) peak is clearly seen and the D0 signal around
1.86 GeV/c2 is also visible at this scale. The solid cir-
cles in Fig. 1 (b) show the MKpi distribution after ME
background subtraction in the mass range between the
vertical dashed lines in Fig. 1 (a). A quadratic polyno-
mial is used, together with a Gaussian distribution to
capture the signal, to fit and subtract residual correlated
background. The result is shown as open circles. The
significance, Nsig , of this signal, calculated as the ratio
of the raw yield and the statistical uncertainty including
the propagated uncertainties from background subtrac-
tion, is 13.9. The mean value of the Gaussian is 1866 ± 1
MeV, which can be compared to the PDG value (1864.83
± 0.14 MeV) [26]. The width (14 ± 1 MeV) is driven by
the detector resolution and is consistent with previous
measurements [23] and simulations. The mass is con-
strained to the PDG value for all centrality and pT bins
in subsequent fits. Figures 1 (c)(d)(e) show theMKpi dis-
tributions for the 0−10% most central collisions at low
pT, 0−0.7 GeV/c, intermediate pT, 1.1−1.6 GeV/c and
high pT, 5.0−8.0 GeV/c, respectively. The significances
of the three signals are 3.4, 6.3, and 3.8, respectively.
The D0 raw yields are the average values from the fits
and from event counting in a ±3σ window around the
D0 mass. The systematic uncertainties include their dif-
ferences. The effects of double counting due to particle
misidentification have been corrected using the method
in Ref. [23].
The raw signal is corrected for the detector acceptance
and efficiencies, which are decomposed as the TPC track-
ing efficiency, the TOF matching efficiency and the parti-
cle identification efficiency. The run conditions were sim-
ilar in 2010 and 2011. A slight difference of the detector
performance is reflected in the single track efficiencies.
This is estimated by first calculating the single pion and
kaon track efficiencies via the STAR standard embedding
procedure. A number of pions or kaons equal to 5% of
the event’s multiplicity are simulated through the STAR
detector geometry in GEANT and embedded into the
real event, followed by the standard offline reconstruc-
tion. The single track efficiency is calculated by compar-
ing the reconstructed tracks with the MC input tracks.
The track efficiency includes the net effect from track
splitting and merging, TPC acceptance, decays and in-
teraction losses in the detector. The TOF matching and
particle identification efficiencies are evaluated based on
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FIG. 1: (Color online) Panel (a): Invariant mass distribu-
tion for all the combinations of kaon and pion candidates
(solid circles). The ME technique reproduces the combina-
torial background as shown by the curve. The distribution
after ME background subtraction is shown as open circles.
Panel (b): MKpi distribution after ME background subtrac-
tion (solid circles) and after further residual background sub-
traction (open circles). Panels (c)(d)(e) are MKpi distribu-
tions for the 0−10% most central collisions in three pT re-
gions.
the distributions in the data. The D0 efficiency is calcu-
lated via the single track efficiencies in each pT, η and φ
bin by folding with the decay kinematics.
The systematic uncertainties in the pT spectra include:
a) D0 raw yield extraction uncertainties, 1% at 2GeV/c
then increasing to 9%(10%) at the lowest (highest) pT
bin, b) efficiency uncertainties, 11% at low pT then slowly
decreasing to 9% at high pT c) overall charm fragmen-
tation ratio uncertainty, 5.7% and D0 decay branching
ratio uncertainty, 1.3%. When calculating the D0 nu-
clear modification factor (RAA) which will be described
later, uncertainties in (c) are cancelled and the efficiency
uncertainties in (b) are largely reduced because of the
same detector system. However, the following additional
uncertainties contribute to the D0 RAA: d) uncertainties
of the pT spectrum in p+p collisions including the func-
tional extrapolation to unmeasured pT 10% at 2GeV/c
then increasing to 35%(30%) at the lowest (highest) pT
bin, e) overall uncertainties of Nbin in different centrali-
ties, which are listed in Table I.
TheD0 pT spectra after corrections are shown in Fig. 2
as solid symbols for different centrality bins. The D0
and charm production cross sections are extracted from
the integration of the D0 pT spectra and the uncertain-
ties are obtained following the method used in Ref. [23].
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FIG. 2: (Color online) Centrality dependence of the D0 pT
differential invariant yield in Au+Au collisions (solid sym-
bols). The curves are number-of-binary-collision-scaled Levy
functions from fitting to the p+p result (open circles) [23].
The arrow denotes the upper limit with 90% confidence level
of the last data point for 10−40% collisions. The systematic
uncertainties are shown as square brackets.
The D0 per nucleon-nucleon-collision production cross
section, dσNN
DD¯
/dy, in the 0−10%most central collisions is
measured to be 84 ± 9 (stat.) ± 10 (sys.) µb. The charm
dσNNcc¯ /dy at mid-rapidity in the 0−10% most central col-
lisions is calculated, assuming the same c→ D0 fragmen-
tation ratio (0.565 ± 0.032) as in p+p collisions [23], to
be 148 ± 15 (stat.) ± 19 (sys.) µb.
The p+p data, shown as open circles, contain D0 data
for pT < 2.0 GeV/c and D
∗ data for pT > 2.0 GeV/c [23].
The dashed curves are Levy function [27] fits to the p+p
data, scaled by the number of binary collisions, Nbin [18].
Table I contains the values ofNbin and of Npart, the num-
ber of participants. TheD0 RAA is calculated as the ratio
between the D0 pT spectrum in Au+Au collisions in each
centrality bin to the Levy function fit to the p+p data
scaled by Nbin [23]. The difference between power-law
and Levy functions is taken into account in the bin-by-
bin systematic uncertainties; especially for the low pT
extrapolation where the data points are missing in the
p+p data. Figure 3 shows D0 RAA for the centrality
bins of 40−80% (a), 10−40% (b) and 0−10% (c). The
vertical lines and brackets indicate the size of the sta-
tistical and systematic uncertainties, respectively. The
vertical bars around unity from left to right represent
the overall scaling uncertainties for Nbin in Au+Au and
cross-section in p+p collisions, respectively. Strong sup-
pression is observed in the most central collisions for pT
> 2.5 GeV/c, while no evidence is found for suppression
in peripheral collisions. In 0−10% collisions, the suppres-
sion level is around 0.5 for pT > 3 GeV/c, which is consis-
tent with both the measurements of electrons from heavy
flavor hadron decays [6, 7] and the light hadrons [15].
This indicates that charm quarks lose energy as they
centrality 0−10% 10−40% 40−80% 0−80%
Nbin 941.2 ± 26.3 391.4 ± 30.2 56.6 ± 13.6 291.9 ± 20.5
Npart 325.5 ± 3.6 174.1 ± 9.9 41.8 ± 7.8 126.7 ± 7.7
TABLE I: The number of binary collisions and the number of
participants from Glauber model calculation [18].
pass through the medium in central Au+Au collisions
at RHIC. In Pb+Pb collisions at 2.76 TeV at the LHC, a
strong suppression of leptons and D-mesons [8] has also
been observed equal to that of the light hadrons.
Several recent model calculations are compared with
STAR data in Fig. 3 (c). The TAMU group [12] used the
Langevin approach to calculate heavy quark propagation
in the medium described by a (2+1)D ideal hydrody-
namic model. The charm-medium interaction strength
is calculated using a T-Matrix dynamic method. The
calculation considered collisional energy loss and charm-
quark hadronization including both fragmentation and
coalescence mechanisms. The SUBATECH group [13]
used the Hard-Thermal-Loop (HTL) analytic approach
to calculate charm-medium interactions with both frag-
mentation and coalescence processes. Their calculations
suggest that the radiative energy loss has a negligible im-
pact on the final charmed hadron RAA for pT < 6 GeV/c.
The Torino group [28] applied the HTL calculation of the
charm-medium interaction strength into the Langevin
simulation with the medium described via viscous hy-
drodynamics. However, this calculation does not include
the charm-quark coalescence hadronization process. The
calculations from the TAMU and SUBATECH groups
generally describe the significant features in the data,
while the Torino calculation misses the intermediate-pT
enhancement structure with a χ2 = 16.1 for five degrees
of freedom for pT < 3 GeV/c, considering the quadratic
sum of statistical and systematic uncertainties. This in-
dicates that, in the measured kinematic region, collisional
energy loss alone can account for the large suppression in
RAA, but a coalescence type mechanism is important in
modeling charm-quark hadronization at low and interme-
diate pT. Cold-nuclear-matter (CNM) effects in the open
charm sector could also be important, and could con-
tribute to the enhancement of RAA. Calculations from
the Duke group [29], including fragmentation and recom-
bination with or without shadowing effects provide a rea-
sonable description of the data. The treatment from the
LANL group [30] with CNM and hot QGP effects, in-
cluding energy loss and meson dissociation, is consistent
in the region of its applicability, pT > 2 GeV/c, with
our data. At LHC energies, all these models reproduce
the strong suppression of D-meson production in central
Pb+Pb collisions at pT > 2 GeV/c. However, no data
is available from LHC to justify these models at pT < 2
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FIG. 3: (Color online) Panels (a)(b): D0 RAA for peripheral
40−80% and semi-central 10−40% collisions; Panel (c): D0
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(filled band). The vertical lines and boxes around the data
points denote the statistical and systematic uncertainties.
The vertical bars around unity denote the overall normaliza-
tion uncertainties in the Au+Au and p+p data, respectively.
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GeV/c [8].
The integrated RAA is calculated as the ratio of the
integrated yield in Au+Au collisions divided by the in-
tegration of the p+p reference as above scaled by the
number of binary collisions in the given pT region. Fig-
ure 4 shows the integratedD0 RAA as a function ofNpart.
The red squares represent the integrated RAA over the
whole pT region, which agree with unity, indicating that
the charm production cross section scales with the num-
ber of binary collisions. This is consistent with charm
quarks originating predominantly from initial hard scat-
tering at RHIC. The integrated RAA above 3 GeV/c are
represented as black circles, and show a strong centrality
dependence. No suppression is seen in peripheral colli-
sions, but a clear suppression, at the level of ∼0.5, is
seen in central collisions. An enhancement is observed
from the RAA integrated over the intermediate pT region
0.7−2.2 GeV/c, shown as blue diamonds.
In summary, we report the first D0 production mea-
surement via D0 → K− + pi+ decay at mid-rapidity in√
s
NN
= 200GeV Au+Au collisions. The charm produc-
tion cross sections at mid-rapidity per nucleon-nucleon
collision from p+p to Au+Au show a number-of-binary-
collision scaling, which supports that charm quarks are
mainly produced in the initial hard scatterings. The cen-
trality dependence of the pT distributions as well as the
nuclear modification factor show no suppression in pe-
ripheral collisions, but a strong suppression, at the level
of RAA ∼ 0.5, in the most central collisions for pT >
3 GeV/c. This is indicative of significant energy loss of
charm quarks in the hot dense medium. An enhance-
ment in the intermediate-pT region is also observed for
the first time in heavy-ion collisions for charmed mesons.
TheD0 RAA is consistent with model calculations includ-
ing strong charm-medium interactions and hadronization
via coalescence at intermediate pT.
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