Abstract. We derive sharp and explicit upper bounds for possibly weighted Poincaré constants of finite element stars. The latter are star-shaped domains that consist of a finite number of nonoverlapping simplices or parallelepipeds which all share a common vertex. Bounds for Poincaré constants are needed in deriving error estimates for quasi-interpolation operators and a posteriori upper bounds.
Introduction
Poincaré inequalities are a fundamental tool in the analysis of partial differential equations. A prototype, which according to [4, p. 105 ] is due to Wirtinger in its simplest form, bounds the L p -norm of a function with mean value 0 in terms of the L p -norm of its gradient and a constant depending solely on the underlying domain Ω in R d . In other words, if v Ω = |Ω| C p (Ω) = sup
is finite. This quantity, which is scale-invariant, is often called Poincaré constant. Its size is of interest in deriving sharp bounds for the error of Clément-type interpolation, e.g. [12, 13] , and in deriving upper bounds (for dual norms of linear functionals arising) in a posteriori error analysis [11] . In this case the domains are the supports of the canonical finite element basis functions, also called stars. They consist of a finite number of non-overlapping elements (simplices or parallelepipeds) sharing a common vertex. Stars may not be convex but are always star-shaped with respect to the common vertex.
If one considers the class C of convex domains, sharp uniform bounds of the Poincaré constants are known. More precisely, setting C p = sup Ω∈C C p (Ω), the classical result Payne and Weinberger [10] (see also Bebendorf [3] if d > 2) and the more recent ones Acosta and Duran [1] , Chua and Wheeden [6] show that (1.2)
These relationships still hold if we consider also weighted L p -norms and the supremum is taken also over certain admissible weights.
General results of this type for a class containing the finite element stars are not known to us. In particular and as will be illustrated in a moment, Poincaré constants of stars and thus of star-shaped domains may be arbitrarily large. Consequently, corresponding bounds have to incorporate some quantity that is sensible to the possible lack of convexity.
This article derives several explicit upper bounds for Poincaré constants of not necessarily convex domains, focusing on finite element stars and associated weights. Section 2 develops for and expresses in terms of general domains our chosen tools: transformation, reduction to a subdomain, and decomposition into subdomains. They imply various bounds for Poincaré constants of stars, which balance sharpness and simplicity differently. In Section 3 we present two examples: Theorem 3.1, which is obtained by means of reduction, possibly combined with transformation, and Theorem 3.2, which is obtained by means of decomposition. On one hand, they favour simplicity by invoking easily computable geometric quantities, which are available thanks to the discrete structure of stars. On the other hand, they allow to discuss in Section 4 the principle advantages, disadvantages, and complementary aspects of the three tools.
To illustrate our results and the involved dependence of the Poincaré constant on non-convexity, we now partially anticipate the discussion of Section 4 in an informal manner.
The first example provides a family of finite element stars (Ω B ε ) ε of butterfly shape, for which the corresponding Poincaré constants are unbounded for p < d = 2. Given ε ∈ (0, 1], the star Ω B ε can be obtained from a standard union-jack partition of the square (−1, 1)
2 by contracting with a factor ε the edges on the x 2 -axes; see 
, that is p > 2, and maybe the borderline case p = 2. This is indeed the case and Theorem 3.1 captures the correct asymptotic behaviour, up to a possible power of logarithm in the borderline case p = 2 = d.
Like the Poincaré constants for p ≤ 2, the shape regularity (or chunkiness) parameter of the butterfly stars blows up as ε 0. One thus We conclude by observing that, for the above examples, Theorems 3.1 and 3.2 are complementary: indeed the minimum of their bounds is sharp in that it catches the correct asymptotic behaviour.
Tools for Bounding Weighted Poincaré Constants
In what follows Ω is a domain (an open bounded connected set) in 
, where v Ω = Ω vdµ/µ(Ω) is the average of v with respect to the measure µ. Notice that, for p = 2, these two quantities conincide, while in general they are related by
. In what follows, we call (2.1) a weighted Poincaré constant.
Sharp bounds for weighted Poincaré constants are known in the following two situations. If p = ∞, there holds W 1,p µ (Ω) = W 1,p (Ω) for all weight functions λ and, thus, the mean value theorem and regularization imply C p,λ (Ω) ≤ 1 for all convex domains and C p,λ (Ω) ≤ 2 for all star-shaped domains. Straight-forward examples show that these bounds are optimal. Moreover, the results in [6] show that the relationships (1.2) also hold for C p = sup Ω∈C sup λ∈W C p,λ (Ω). Here, the class W consists of all weight functions which are a positive power of a concave function.
Hence, we focus on Lebesgue exponents in the realm p ∈ [1, ∞) and possibly non-convex domains. Our results are based on several tools, which we present next in the following form: the Poincaré constant of Ω is bounded in terms of other Poincaré constants, ratios of involved diameters, and certain additional, tool-dependent quantities.
2.1. Transformation. We first consider the behaviour of Poincaré constants under transformations. Transformation to a reference domain is a classical tool in finite element analysis. Here we present a variant with weights that allows to exploit uniform bounds like in (1.2).
A transformation F : Ω → ω is called bilipschitz if it is bijective and, together with its inverse F −1 , Lipschitz continuous. The inverse of its minimal contraction factor is given by sup ω |DF −1 |, where |· | denotes the spectral norm of d × d matrices. Proposition 2.1 (Transformation). For every p ∈ [1, ∞) and every bilipschitz transformation F : Ω → ω, we have
Proof. For every function v ∈ L p µ (Ω) and every real number c, the transformation rule yields
We choose c as the best L p -approximation by constants of v • F −1 with respect to the density λ • F −1 |det DF −1 | and obtain
Transforming back to Ω and invoking the chain rule, which yields
proves the assertion.
As a corollary, we obtain the classical bound resulting from transformation.
Corollary 2.2. For every p ∈ [1, ∞) and every bilipschitz transformation F : Ω → ω, we have
As will be illustrated by the following example, the right-hand side does not involve the shape-regularity of Ω. 
This reproduces the uniform boundedness in (1.2) for a subclass of domains.
2.2. Reduction. Next we describe the behaviour of the Poincaré constant when passing to a subdomain. If the domain has a finite shape regularity (or chunkiness) parameter, then this tool can be applied with a ball as subdomain. However, it is worth considering also more general subdomains; see, e.g. Remark 2.7. More precisely, we consider domains Ω and ω ⊂ Ω that are starshaped with respect to the common point z and their boundaries are regular in the following sense: there are a compact subset Σ of the unit sphere S d−1 in R d and two continuous, strictly positive functions r, ρ : Σ → R such that
Moreover, the weight function λ satisfies:
A key quantity for the bounds by reduction is the following maximal ratio:
If ω is a ball and thus ρ constant, then κ equals, up to a factor 2, the chunkiness parameter; see e.g. [5] . The quantity κ will enter the bounds also through the function K p,d given by
Since the Lebesgue integral is translation invariant, we may assume that z = 0. Since the Lebesgue integral is set-additive, we have
.
For the first term on the right-hand side, we obtain
The mean value theorem implies
Since the function s → λ(sσ) is decreasing for all σ ∈ Σ, we have in the case p = 1
If p > 1, Hölder's inequality and the monotonicity of the function
Thus we have for all
Using once again the monotonicity of the function s → λ(sσ), we obtain for the second term on the right-hand side of (2.7)
(2.9)
Combining equation (2.6) and inequalities (2.7), (2.8), and (2.9) proves the assertion.
Lemma 2.4 implies:
Proposition 2.5 (Reduction). Let p ∈ [1, ∞) and assume that the domains Ω and ω satisfy (2.2) and that the weight function λ is decreasing according to (2.3) . Then the Poincaré constant of Ω is bounded in terms of the Poincaré constant of ω ⊂ Ω and κ as follows:
where the parameter κ and the function K p,d are given in (2.4) and (2.5), respectively.
Proposition 2.5 slightly generalizes older results of [12, 13] where the constant weight 1 and a constant function ρ is considered for the case p = 2.
for any x > 0. Consequently, if we consider a family of domain pairs
then the asymptotic behaviour of the bound in Proposition 2.5 yields
The uniform bound for p > d is consistent with the (unweighted) Bramble-Hilbert Lemma on star-shaped domains in Dechevski and Quak [7] . [9] for 'overlapping decompositions'. Here we consider non-overlapping ones and determine constants with the help of a trace inequality from [11] . More precisely, let {ω i } n i=1 be a non-overlapping decomposition of Ω, i.e. the sets ω i are pairwise disjoint domains and Ω is the interior of the union of the closures of the ω i . The decomposition {ω i } n i=1 is called admissible if there exist elements (closed simplices or parallelepipeds)
such that K i ⊂ ω i and for every pair i, j of different indices, there is a sequence i = k 0 , . . . , k = j of indices such that for every m, the elements K k m−1 and K km share a complete (d − 1)-dimensional face. In Example 4.4 below we will see that it useful to consider also admissible decompositions for which the K i and ω i do not coincide. Furthermore, we say that a function is a basis function of an element if it is (multi-)linear, takes the value 1 at one vertex and vanishes at all other vertices. A function is a basis function over the admissibile decomposition {ω i } n i=1 if it is a basis function on the elements {K i } n i=1 . In the following trace inequality µ stands also for the measure that is absolutely continuous with respect to the (d−1)-dimensional Hausdorff measure and has density λ. This double use of µ should not lead to confusion.
Lemma 2.8 (Trace inequality)
. Let p ∈ [1, ∞) and assume that K is a simplex or a parallelepiped, E is a face of K and the weight function λ either equals 1 or is a basis function of K. Then the trace inequality
Proof. See [11, Corollary 4.5 and Remark 4.6]; for simplicity, we do not take into account the improved constant of the simplex case.
If K 1 and K 2 are two elements sharing a complete (d−1)-dimensional face E and v 1 , v 2 ∈ R are constants, then Lemma 2.8 yields (2.10)
With the help of this estimate we can prove the following auxiliary result:
is an admissible decomposition of Ω and the weight function λ equals 1 or is a basis function over
and
Proof. Since the subdomains ω i are pairwise disjoint, we have for every
Since the p-th power of the L p -norm is convex, we further have for
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For every pair of different indices we obtain
and, employing the admissibility of the decomposition {ω i } n i=1 and (2.10),
Since Ω is the union of the pairwise disjoint sets ω i , we get for every index k
Combining all these results proves the assertion.
Minimizing the bound in Lemma 2.9 over all constants and admissibile coefficients yields:
is an admissible decomposition of Ω with cardinality n ≥ 2 and the weight function λ equals 1 or is a basis function over {ω i } n i=1 . Then the Poincaré constant of Ω is bounded in terms of the cardinality n and volume ratios as follows:
Proof. In Lemma 2.9 we choose every v i as a best L p -approximation of v on ω i and thus obtain
where the minimum has to be taken with respect to all sets of admissible coefficients. Since the right-hand side of this estimate is an affine function of the weights, it is minimized by choosing an appropriate index k and setting α k = 1 and α i = 0 for the other indices. Obviously we have
and for all i = k
This proves that
The proposition follows from this estimate taking into account that
Application to Finite Element Stars
In this section we derive upper bounds for Poincaré constants of finite element stars by means of the tools in Sect. 2. These bounds are explicit in easily computable quantities and allow us to provide a rigorous discussion of the examples in the introduction.
A finite element star (or star in short) around z ∈ R d is a domain Ω z in R d , together with a non-overlapping decomposition in a finite set of simplices or parallelepipeds (elements in short) such that all elements contain z as vertex and the intersection of any two elements is a complete lower dimensional face of both elements; see the lefthand sides of Figures 1.1, 1.2, 1.3, 1.4 for examples . In what follows, we identify a star with its domain. In order to avoid pathological cases we assume that Ω z satisfies an exterior cone condition. This is no restriction since stars usually arise from finite element discretizations of domains satisfying this assumption. If z ∈ ∂Ω z , then we call Ω z a boundary star, else an interior star. If the intersection of the boundary star Ω z with every ball centred at z is non-convex, then z is called a re-entrant corner. We denote by Γ z the 'boundary off z', that is the union of all faces in the boundary of Ω z which do not contain z.
The following function arises as weight from a discrete partition of unity in [11] . Let λ z denote the nodal shape function corresponding to the vertex z, i.e. the continuous piecewise (multi-)linear function which takes the value 1 at z and which vanishes on Γ z .
Our first main result exploits reduction, possibly combined with transformation. It estimates the Poincaré constant of a star Ω z in terms of C p verifying (1.2) and
For practical computations, we notice that R z is the maximal distance from z of any vertex of Ω z different from z. Moreover, we observe that ρ z = min E⊂Γz ν E µ(K E )/µ(E) where K E is the element adjacent to E and where
Theorem 3.1 (Reduction for stars). Let p ∈ [1, ∞) and assume that the weight function λ either equals 1 or is the nodal shape function λ z . Then the Poincaré constant of any star Ω z is bounded by
Here, the parameter κ z is as in (3.1), the function K p,d is defined in (2.5), the quantity k d is given by if z is a re-entrant corner and d > 3, and χ z ∈ {1, 2}.
Proof. We want to apply Proposition 2.5 with a subdomain ω determined by ρ z and then exploit (1.2). The second step may be obstructed by the shape of Ω z . We first discuss a straight-forward case and then modifications thereof. One of these entails the parameter χ z = 2. Case 1: λ = 1 and z is not a re-entrant corner. We apply Proposition 2.5 with Ω = Ω z and the constant function ρ = ρ z . If z is an interior point of Ω z , the set ω is the ball centred at z with radius ρ z , otherwise it is a strict sub-set of this ball. Still, since z is not a re-entrant corner, the domain ω is convex, and so (1.2) implies C p,λ (ω) ≤ C p . Using also the estimates 2
as well as κ = κ z and diam(ω)/ diam(Ω) ≤ 2/κ z , we obtain the claimed bound with χ z = 1 in this case.
Case 2: λ = 1 and z is a re-entrant corner. We first transform Ω z to a reference polyhedron Ω z with vertex z such that z is not a re-entrant corner of Ω z , then proceed with Ω z instead of Ω z as before and express the corresponding geometric quantities in terms of R z , ρ z and κ z . The transformation F is the composition of d − 1 transformations F i . The i-th transformation F i only affects the co-ordinates x i and x i+1 . It is piecewise affine on the four quadrants of the (x i , x i+1 )-plane and maps the slit plane {(x i , x i+1 )} \ {(x i , 0) : x i ≥ 0} to the upper half-plane {(x i , x i+1 ) : x i+1 ≥ 0}. In the (x i , x i+1 )-plane the restriction of F i to any of the quadrants has the derivative
up to rotation. Hence
We apply Lemma 2.4 to Ω = Ω z with the constant function ρ = ρ z where ρ z is defined as ρ z with Ω z replaced by Ω z . We have κ ≤ |DF | |DF
+ , the vertex z is not a re-entrant corner of Ω z . Therefore, the set ω is convex now and, using estimate (1.2), we obtain the claimed bound with χ z = 1 in this case if we can show that |DF | |DF −1 | ≤ k d with k d as in (3.2). To this end we observe that the 2 d different values of DF only differ by multiplicative rotations. Therefore we only have to consider the restriction of DF to R d + . There, we obtain
For d = 2 and d = 3 an elementary calculation now yields the desired estimate. For general d > 3 it follows from Gerschgorin's theorem applied to DF t DF and DF −t DF −1 . Case 3: λ = λ z . First note that the nodal shape function λ z of a star Ω z satisfies (2.3) since on each element it is the product of non-negative decreasing affine functions. In addition, if Ω z is convex, then it is in the class W; see [11, Lemma 5.3] . Therefore, arguing as in Case 1 yields the claimed bound with χ z = 1 provided Ω z is convex. Moreover, since F in Case 2 is the composition of piecewise affine transformations, the function λ z is transformed into the nodal shape function corresponding to z and Ω z and so we obtain the claimed bound with χ z = 1 provided Ω z is convex.
It remains to consider the cases when Ω z or Ω z are not convex, entailing that λ z or its transformation are not in the class W. Here we apply Proposition 2.5 with the constant function ρ = ρ z /2 or ρ = ρ z /2. Thanks to 1/2 ≤ λ z ≤ 1, we derive C p,λ (ω) ≤ 2C p and so we obtain the claimed bound with χ z = 2.
Our second main result relies on decomposition. It is complementary to the first one in that it estimates the Poincaré constant in terms of the number n z of elements and volume and diameter ratios of the star and is independent of the parameter κ z .
Theorem 3.2 (Decomposition)
. Let p ∈ [1, ∞) and assume that the weight function λ either equals 1 or is the nodal shape function λ z . Then the Poincaré constant of any star Ω z with n z ≥ 2 is bounded by
Proof. In Lemma 2.9 and Proposition 2.10 we choose the elements as the subdomains ω i , satisfying C p,λ (ω i ) ≤ C p thanks to the generalized version of (1.2). Since the star Ω z is assumed to satisfy an exterior cone condition, the assumptions of Lemma 2.9 are fulfilled. Proposition 2.10 therefore implies
and thus proves Theorem 3.2.
Examples Revisited
This section provides a full discussion of the examples in the introduction, along with an additional example.
Throughout the whole section there holds d = 2, the variable p is any Lebesgue exponent in the realm [1, ∞), C p verifies the generalized version of (1.2) and the weight function λ either equals 1 or the nodal shape function λ z .
We discuss the examples in the order of the introduction, inserting the additional example after the first two. 2 by contracting with a factor ε the edges on the x 2 -axes. On Ω B ε we consider the functions
Obviously we have diam(Ω B ε ) = 2
Since u ε has vanishing average, this implies
We have κ z = √ 2ε −1 and so Theorem 3.1, Remark 2.6 and (1.2) yield 
= 8 for all triangles. Hence, for all Lebesgue exponents p, Theorem 3.2 yields the uniform bound
for the Poincaré constants. Since κ z = ε −1 , Theorem 3.1 yields a uniform bound for the Poincaré constants only for Lebesgue exponents p ≥ 2. To obtain a uniform positive lower bound for the Poincaré constants, we consider the function u(x) = x 1 + x 2 . Due to symmetry it has a vanishing average on every star Ω
for all p and ε. Consequently, here Theorem 3.2 captures the correct asymptotic behaviour for all p, while Theorem 3.1 does this only for p ≥ 2.
The butterfly and thin stars are extreme cases. The next family provides an intermediate case with a fractal taste in that it does not completely empty the two connected components of Ω B 0 . It shows that, at least for p = 1, the Poincaré constants of a family of degenerating stars are proportional to the number of elements in the stars and that Theorem 3.2 correctly reflects this behaviour. for the Poincaré constants. Since κ z = ε −1 , Theorem 3.1 yields a uniform bound for the Poincaré constants only for Lebesgue exponents p ≥ 2. To obtain a uniform positive lower bound for the Poincaré constants, we again consider the function u(x) = x 1 + x 2 . Due to symmetry it has a vanishing average on every star Ω for all p and ε.
