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a b s t r a c t
For years, interest has been constantly growing in biological tissue modelling. Particularly,
the mechanical study of the brain has become a major topic in the field of biomechanics. A
global model of this organ, including a realistic mesh and suitable constitutive laws for the
different tissues, would find applications in various domains such as neurosurgery, haptic
device design or car manufacturing to evaluate the possible trauma due to an impact.
Several constitutive models have already been designed; regarding the strong strain-
rate dependence of the stress–strain curves available in the literature, we decided to
describe brain tissue as a viscoelastic medium through the use of the fractional derivation
operator. Thanks to this approach, we can derive a convolution-based model with the
Mittag–Leffler function as the regularized kernel.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Although the field of brain biomechanics has been investigated for more than 30 years, there is still no consensus within
the scientific community on the optimal model for brain tissues. All agree that brain tissues do not behave like elastic
solids, though such constitutive laws were used in some works [1–3]. There are two approaches: the poroelastic one and
the viscoelastic one.
The poroelastic theory comes from soilmechanics. Indeed, soils aremade of porousmaterials (partially) filledwithwater.
Since brain is composed of hydrated tissues, authors like Miga [4,5] followed this approach. According to him, there is
indubitably viscoelasticity in brain tissues but a pure viscoelastic description would be limited given the inherent coupling
between deformation and hydrodynamic behavior. Using a 20,000 nodes geometrically realistic mesh of the brain, Miga
et al. achieved a 75% to 85% predictive capability on the displacements of 20 beads inserted in a pig’s brain during an in vivo
compression test [4].
The literature is more abundant as far as viscoelastic models are concerned. Their strain-rate dependence makes them
more likely to model the wide range of behaviors encountered as functions of the loading rate. Unlike poroelastic models
which focus on neurosurgical applications only, viscoelasticmodels have been used in several domains. For examples, Sarron
et al. [6] have designed a 2D multi-domain model to study the G loss of consciousness (GLOC) of fighter pilots. Brands
et al. [7] focused on the design of a 3D nonlinear viscoelastic constitutive model for brain tissue during impact. They used
a differential decoupled 3D constitutive law. Darvish and Crandall [8] proposed a model that agrees with the nonlinear
viscoelastic behavior of the brain when subjected to deformation impulses with duration of only a few milliseconds.
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Contrarily to the previous authors, Velardi [9] claims that viscous effects can be disregarded in impact loading as they
have a limited influence on the short term response of the brain tissue. The model used by Velardi is hyperelastic and takes
the anisotropy of the white matter into account.
Miller [10,11] designed hyperviscoelastic models valid over a wide range of strain rates in tension and compression. His
constitutive equation was implemented in an FE model of human brain. The aim was to study the displacements due to the
brain shift at the opening of the skull [12].
2. Notations
D(α)t Real-order derivative of order α with respect to t
S Second Piola–Kirchhoff stress tensor
F Deformation gradient tensor
C = FTF Cauchy–Green tensor
g Boldface Latin letter: tensor quantity
3. Fractional calculus
The origin of the fractional derivative goes back to the end of the 17th century. It was first discussed by l’Hospital
and Leibniz in 1695. Although it is not a recent concept, it was not before 1920 that fractional operators were used in a
physical framework when Nutting [13] observed that stress relaxation of some materials might be modelled by fractional
powers of time. Gemant [14] was the first who suggested explicitly to use fractional derivatives in the constitutive equation.
Nevertheless, it is neither usual to deal with an expression such as
( d
dt
)α
f (t)where α is not an integer, nor to determine its
physical meaning, if any.
Amongst the suitable definitions that fit the concept of real-order derivative, the Riemann–Liouville and Grunwald–
Letnikov’s formulations are the most famous. They can be obtained very easily from repeating the definitions of the nth
integral and derivative of a function f (t) respectively. Thus, they write:
Riemann–Liouville
D(α)t f (t) = 1
Γ (−α)
∫ t
0
f (x)
(t − x)(1+α) dx. (1)
Grunwald–Letnikov
D(α)t f (t) = lim
h→0
[
h−α
t/h∑
m=0
(−1)m Γ (α + 1)
Γ (α −m+ 1)Γ (m+ 1) f (t −mh)
]
(2)
where Γ (x) is referred to as the Eulerian gamma function:
Γ (x) =
∫ ∞
0
e−t tx−1dt. (3)
According to Podlubny [15], both definitions are equivalent for the fractional index p, 0 < p < n, if the function f (t) is
(n − 1)-times continuously differentiable in the interval [0, T ] and if f (n)(t) is summable in [0, T ]. This property proves to
be useful as definition (1) is more convenient for analytical calculus and (2) for numerical evaluation.
Looking at both formulations, it is straightforward that the main difference between classical integer-order derivative
operator and fractional one is that the latter is non-local: all the previous values of the function f are required to compute
D(α)t f at time t . Fractional derivation operators seem thus a good tool to model hereditary materials. Furthermore, the
convolution kernel (t − x)−(1+α) in expression (1) clearly exhibits the behavior of a relaxation function.
Themajor drawbackwhen dealingwith Riemann’s (or Grunwald’s) operator in themodelling of physical processes is that
the derivative of a constant is not zero but rather a real-order power of the independent variable (see [15]). This implies that
the use of those operators in the frame of fractional differential equations will lead to impose fractional initial conditions to
the problem, which do not have an immediate physical interpretation, unlike integer-order ones. The alternative is then to
use another definition of the fractional derivative which returns zero when applied to a constant. The Caputo’s derivative
has been specifically designed for this. Its definition is given by expression (4)
D(α)t f (t) = 1
Γ (n− α)
∫ t
0
Dnx f (x)
(t − x)α+1−n dx, n = dαe (4)
with d.emeaning the smallest integer greater than.
Till the end of this paper, we will only use Caputo’s derivative.
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Let us now consider the general form of a linear fractional differential equation (FDE):
D(αn)t y(t)+
n−1∑
j=1
pj(t)D
(αn−j)
t y(t)+ pn(t)y(t) = f (t) (5)
with initial conditions y(k)(0) = yk0, k = 0, 1, 2, . . . , n− 1.
The first properties to ensure are the existence and uniqueness of the solution. This is the object of the following theorem:
If f (t) ∈ L1]0, T [, and pj(t), (j = 1, 2, . . . ., n) are continuous functions in the closed interval [0, T ], then the initial-
value problem (5) has a unique solution y(t) ∈ L1]0, T [.
For more information, please consult [15].
Fractional constitutivemodels have been studied on a theoretical point of view by Adolfsson, Enelund andOlsson [16,17].
Freed and Diethelm [18] applied fractional calculus to the modelling of calcaneal fat pad.
The non-local property of fractional derivatives is a difficulty to their direct application in classical incremental finite
element codes. Some attempt have been done by Schmidt [19] and Enelund [20]. Techniques to reduce the computational
times have been developed: the fixed memory principle (Podlubny [15]), the logarithmic memory principle (Ford and
Simpson [21], Diethelm and Freed [22]) and the short memory principle (Deng [23]).
4. Fractional hyperviscoelastic laws
Hyperviscoelastic models have already been used within the framework of brain tissue modelling in [10,11]. The general
form of such laws is written as
Φ =
∫ t
0
frel(t − τ)∂Whyper
∂τ
dτ (6)
where frel stands for a relaxation function andWhyper for a strain-energy density function. In the case of [10], expression (6)
takes the particular form:
Φ =
∫ t
0
{
N∑
i+j=1
[
Cij0
(
1−
n∑
k=1
gk
(
1− e(τ−t)/τk))] ∂
∂τ
[
(I1 − 3)i(I2 − 3)j
]}
dτ (7)
where Cij0 are hyperelastic coefficients, τk relaxation times and gk relaxation moduli. N is the order of polynomial in strain
invariants and n the number of relaxation terms needed to fit the experimental curves. Miller choseN = n = 2 and assumed
Cij0 = Cji0 and C110 = 0. We will adopt the same assumptions in our work.
The brain is generally considered as an incompressible material. The second Piola–Kirchhoff stress tensor is thus given
by:
S = 2∂Φ
∂C
− pC−1 (8)
= 2S′ − pC−1 (9)
where p is a unknown hydrostatic pressure to be determined by the boundary conditions and the equilibrium equations.
The first term S′ is thus
S′ =
∫ t
0
{
2∑
i+j=1
[
Cij0
(
1−
2∑
k=1
gk(1− e(τ−t)/τk)
)]
∂
∂τ
∂
∂C
[
(I1 − 3)i(I2 − 3)j
]}
dτ . (10)
A differential equation equivalent to (10) can be obtained and is written as
S¨′ + β S˙′ + 1
τ1τ2
S′ = G(t) (11)
provided that
β = 1
τ1
+ 1
τ2
(12)
G(t) = p˙(t)+ 1− g1 − g2
τ1τ2
Fp(t) (13)
p(t) =
2∑
i+j=1
Cij0
d
dt
∂
∂C
(
(I1 − 3)i(I2 − 3)j
)
(14)
where p˙(t) and Fp(t) are the time derivative and primitive of p(t) respectively.
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Fig. 1. Convolution kernel of the relaxation–oscillation problem for α ∈]0, 2[.
According to Podlubny [15] and Mainardi [24], the relaxative–oscillative behavior characteristic of second-order
differential equations can be reproduced using a single fractional-order derivative. The idea is thus to replace Eq. (11) with
a suitable FDE:
Sα + bS = H(t) (15)
where H(t) has the dimensionML−2T−2−α and is written as
H(t) = p˙(t)+ ζFp(t). (16)
The fractional constitutive law for brain tissue then writes:
S = 2S′ − pC−1
D(α)t S
′ + bS′ = H(t). (17)
The algorithm used to solve this equation is due to Diethelm, Ford and Freed [25].
Eq. (17) can be solved analytically, yielding to
S′(t) =
∫ t
0
(t − u)α−1Eα,α(−b(t − u)α)︸ ︷︷ ︸
(∗)
H(u)du (18)
where (∗) can be interpreted as a relaxation function and Eα,α is the Mittag–Leffler function. Expression (18) can then be
regarded as a PK2 stress tensor derived from a strain-energy density potential. The convolution kernel in Eq. (18) is plotted in
Fig. 1 for several values of α ∈]0, 2[. It is immediately noticeable that the strictly decreasing functions obtained for α ∈]0, 1]
present a weak singularity3 for u = 0. However, the integral of the function exists in the sense of Hadamard finite part. As
H(t) is a summable real-valued function and is bounded, integral (18) converges. For α ∈]1, 2], the functions start from 0
so that a null weight if affected to function g at current time t in the convolution product. Furthermore, they are oscillating
for a sufficiently high value of α. Thus, to obtain a good relaxation behavior, α must be taken in ]0, 1].
The fractional power (t − u)α−1 in Eq. (18) alters the behavior of the Mittag–Leffler functions which are plotted in Fig. 2
for several values of α in ]0, 2[.
Such functions are better relaxation functions candidates for α ∈]0, 1[: they are strictly decreasing and regular at the
origin.
The convolution-based model is thus described by the equations:
S(t) = S′(t)− pC−1(t) (19)
S′(t) =
∫ t
0
Eα,α(−b(t − u)α)H(u)du. (20)
We end up with two original models (17) and (20) counting 5 parameters each. The first one is described by a fractional
differential equation which can be solved analytically, resulting in expression (18). This convolution-based model presents
a singularity at the origin which might not be satisfying from a physical point of view. That is why we designed a model
with a regular kernel, described by Eq. (20), which cannot be related to a FDE anymore.
3 Excepted for α = 1, for which the classical exponential is retrieved.
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Fig. 2. Mittag–Leffler functions Eα,α(−t) for various α ∈]0, 2[.
Table 1
Parameter values for the differential and the convolution-based model.
Differential Convolution-based
α 0.98 α′ 0.7
b 8.581× 10−3 b′ 0.011
C100 3463.7 C ′100 1159.7
C200 35.908 C ′200 100
ζ 5.042× 10−2 ζ ′ 0.722× 10−2
Fig. 3. Lagrange stress versus natural strain for the unconfined compression experiment at strain rate 0.64 s−1 . The experimental data comes from [10].
5. Results
The parameter identification was achieved through a stochastic optimization (the simulated annealing algorithm). The
experimental data come fromMiller’s unconfined compression tests at fast andmedium loading velocities [10]. Let us recall
that since we follow Miller’s assumptions, there are only two hyperelastic coefficients. The following values were obtained
(see Table 1):
Figs. 3 and 4 show the curves obtained from the models and the experimental data. The differential model presents
a better curve fitting than the integral one. It almost perfectly fits the data for the medium loading velocity, while the
prediction for the high loading velocity is very good up to a natural deformation equal to −0.25. The convolution-based
model also gives a good result for the lower loading velocity but it is quite worse for the faster one. Only one Mittag–Leffler
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Fig. 4. Lagrange stress versus natural strain for the unconfined compression experiment at strain rate 0.0064 s−1 . The experimental data comes from [10].
function does not seem to be enough to characterize the relaxation of brain tissue. It could be possible to add another one
with a different characteristic time and/or α but it would increase the computational time.
So, although the convolution formulation presents the advantages to be directly linkable to classical hyperviscoelasticity
and to be based on a regular kernel, the differential model should be preferred as far as the curve fitting is concerned. It
gives rather good curve fitting on brain tissue samples’ simple compression tests with the strain rate varying on two orders
of magnitude.
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