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ACES  192 SUMMARY 
This  thesis  is  In  two  distinct  sections,  PART(I)  and  PART(li) 
. 
The  study  in  PART(I)  Is  independent  of  that  in  PART(II)  . 
PARTC  I) 
We  look  at  a  particular  data  set  In  PART(I)  where  seven 
observers  use  four  output  media  to  discriminate  positive  radiological 
Images  from  null  ones.  The  main  task  is  to  rank  the  output  media 
In  order  of  effectiveness.  Each  observer  makes  one  of  five  possible 
responses,  but,  for  the  most  part,  we  simplify  the  problem  by 
treating  It  as  one  of  binary  response. 
In  Chapter  i  we  use  a  technique  of  decision  theory.  The 
criterion  for  preferring  one  of  two  output  media  involves  comparison 
of  the  probabilities  of  deciding  a  null  Image  is  positive  and  vice 
versa. 
In  Chapter  2,  using  linear  models,  in  particular  logistic  linear 
models,  we  look  for  any  possible  interaction  between  observers  and 
output  media  and,  if  possible,  rank  the  latter. 
Chapter  3,  collects  the  results  of  the  previous  two  chapters.  An 
analogy 
between  the  criteria  used  in  Chapters  i  and  2  is  given 
geometrically. 
1%  A  I1  III% 
In  this  section  we  study  the  two  population  discrimination 
problem  for  the  particular  case  of  multivariate  normal  data  with  equal 
or  unequal  covarlance  matrices.  We  study  the  estimation  of  the 
log-odds,  e(x)  ,  and  the  use  of  approximate  interval  estimates  for 
e(x)  as  a  means  of  expressing  uncertainty  due  to  the  estimation 
Involved. 
An  Immediate  difficulty  when  the  covariance  matrices  are  unequal 
Is  that  it  is  not  possible  to  derive  the  exact  variance  of  the  estimated 
nn 
log-odds,  9(x)  . 
In  Chapter  2  an  approximate  variance  for  e(x)  is derived.  Chapter  2  contains  other  technical  results  that  we  use  in 
later  chapters. 
Chapter  3  Is  an  extensive  simulation  study.  This  involves  the 
study  of 
theempirical  distribution  of  e(g) 
(ii)  the  performance  of  approximate  interval  estimation 
n 
methods  for  9(x),  assuming  equal  covariances, 
unequal  covariances  and  when  a  test  of  equality  of 
covariances  is  carried  out  to  decide  which  method 
to  use. 
We  study  the  effects,  on  (i)  and  (ti)  of  varying  various 
parameters.  These  parameters  include  sample  sizes,  dimensionality 
and  various  forms  for  the  true  covariance  structure. 
We  apply  the  approximate  interval  estimation  methods  to  several 
data  sets  in  Chapter  4.  Informative  plots  are  given  as  a  pictorial  aid 
In  solving  the  discrimination  problem.  These  plots  are  useful  for  the 
study  of  misclassification  properties  and  outliers,  as  well  as  for  the 
classification  of  new  cases. 
The  results  of  both  Chapters  3  and  4  indicate  that  for  small 
sample  sizes  and/or  large  dimensionality  we  have  problems  in 
constructing  useful  interval  estimates  for  e(x)  .  In  Chapter  5  we 
study  alternative  methods  of  interval  estimation  for  e(x)  with 
emphasis  on  small  sample  situations.  The  methods  involve, 
(i)  Alternative  variance  estimates 
(ii)  Bootstrapping,  Efron  (1981,1982) 
(iii)  Profile-likelihood,  Kalbfleisch  (1979). 
Part(II)  ends  with  a  brief  look  at  the  effect  of  the  non-normality 
of  the  distribution  of  x  on  the  approximate  methods.  This  involves  a 
brief  simulation  study  investigating  the  effect  of  increasing  skewness 
and  kurtosis  of  the  distribution  of  x  on  the  results. -I- 
CHAPTER  1:  DECISION  RULES  FOR  NUCLEAR  IMAGING  FORMATS 
(1.1)  THE  EXPERIMENT 
(A)  Introduction 
Analogue  signals  direct  from  a  Gamma  camera  have  been  used 
to  output  images  onto  either  Polaroid  or  single  sided  X-ray  film  (to 
be  referred  to  as  POLAROID  and  ANALOGUE  X-ray  respectively)  . 
Digital  images  stored  by  the  computer  on  'floppy'  discs  could  be 
reproduced  on  either  polaroid  or  X-ray  film.  A  television  camera 
system,  'Vldicam,  Tudorcape  Ltd',  was  used  to  output  the  image  on 
the  visual  display  unit  of  the  Image  processor  onto  half-plate  black 
and  white  photographs.  (The  second  pair  of  hard  copy  outputs  are 
to  be  referred  to  as  Digital  X-ray  and  Vidicam  respectively)  . 
One  hundred  images  were  produced  on  each  of  the  four  selected 
output  media,  seven  observers  looked  at  the  four  sets  of  100 
Images.  In  50  of  these  100  Images  an  absorber  was  used  to 
produce  cold  spots  of  5  different  visibilities.  These  cold  spots  are 
'shades'  or  'spots'  produced  on  the  hard  copy  output. 
Each  observer  was  asked  to  place  each  image  into  one  of  five 
categories  of  confidence,  namely:  - 
B1  =  cold  spot  definitely  present 
B2  =  cold  spot  probably  present 
B3  =  cold  spot  possibly  present 
B4  =  cold  spot  probably  not  present 
B5  =  cold  spot  definitely  not  present. 
The  Bk's  could  be  considered  In  the  following  combinations,  to 
produce  a  definite  decision  rule. -2- 
Decide  cold  spot  present  if  we  say 
Rule  1  B1 
Rule  2  B1  or  B2 
Rule  3  B1  or  B2  or  B3 
Rule  4  B1  or  B2  or  B3  or  B4 
Rule  5  all  Bi 
TABLE  -[1  (1)  1 
The  main  objective  of  this  study  is  to  compare  the  four  different 
output  media. 
(B)  R.  0.  C.  Analysis 
The  results  for  the  experiment  in  Section  1.1(A)  were  obtained 
from  Eadle  et  al  (1980),  and  tabulated  as  shown  in  Appendix  (1.1)  . 
Analysis  of  the  results  was  done  by  Eadie  et  al  (1980)  using  a 
technique  called  R.  O.  C.  analysis  [Metz  (1978),  Lusted  (1971, 
1978)  ].  We  will  now  briefly  illustrate  this  technique,  described  in 
terms  of  the  experiment  done  by  Eadie  et  at  (1980). 
Firstly,  films  or  'pictures'  containing  a  cold  spot  are  classified 
as  POSITIVE  CASES.  Fifty  of  the  films  do  not  have  cold  spots  and 
are  classified  as  NEGATIVE  CASES.  Using  definitions  from  Metz 
(1978),  and  the  'set-up'  of  Table  [101)],  we  have 
P(true  positive)  P(T)  =  Prob(decide  cold  POSITIVE  CASE) 
spot  presentl 
P(false  positive  =  P(F)  -  Prob(decide 
cold  I 
NEGATIVE  CASE) 
spot  presentf 
Further.  referring  to  Table  [10)]  and  Table  11  (il)  ],  RULE  1  to  RULE 
5  Clearly  gives  us  five  pairs  of  P(T)  and  P(F) 
. 
The  plot  of  these -3- 
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I- 
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P  (false  positive) -4- 
five  points  lies  on  a  hypothetical  R.  0.  C.  curve,  for  example  see 
figure  (1(1)1.  In  figure  [10)),  point  A  could  be  a  clinical  situation 
where  a  cautious  decision  (low-risk  of  false  positive)  Is  made;  and 
point  B  could  be  a  situation  where  the  decision  maker  associates  a 
'small'  cost  (or  loss)  involved  In  making  a  false  positive  decision. 
This  is  essentially  the  main  feature  of  using  the  R.  0.  C.  curve. 
Further,  curve  (a)  Is  '  said'  to  be  better  than  curve  (b)  ,  in  figure 
11(I)) 
. 
because  for  a  given  P  (T)  the  latter  curve  has  a  larger 
P(F). 
If  we  replace  P(T) 
, 
In  figure  11(1)  1  by 
Prob(true  ) 
(positive)  =  Prob  (Decide  cold  spot  present  (POSITIVE) 
(correct  )  (and  correctly  locate  cold  spot  CASE  ) 
(location) 
we  have  the  LROC  curve  In  figure  (1(ii)  l  [see  for  example  Houston 
and  Macleod  (1979)] 
(1.2)  AN  ESTIMATED  LIKELIHOOD  RATIO  RULE 
For  a  given  observer  and  output  medium. 
let  mi  =  number  of  response  Bi  made  given  POSITIVE  cases 
ni  =  NEGATIVE 
OBSERVER 
POSITIVE  CASES  NEGATIVE  CASES 
TYPE  OF  RESPONSE  B1  ml  ni 
OUTPUT  B2  M2  n2 
MEDIUM  B3  m3  n3 
B4  m4  n4 
of  B5  j  M5  n5 
TABLE  [1(11)] 
55 
where  E  mi  =  50  =  Eni 
i=1  i=1  0, -5- 
and  B1,  B2, 
.... 
B5  are  defined  to  be  mutually  exclusive  and 
exhaustive  categories. 
We  proceed  to  establish  a  decision  rule.  and  in  doing  so 
investigate  the  'validity'  of  RULE  1  to  RULE  5  as  defined  in  Table 
0  (1)1.  This  'validity'  of  RULE  1  to  RULE  5  will  partially  support  the 
use  of  the  R.  0.  C.  points  (P(T) 
, 
P(F)). 
Define  ei  =  prob 
(Response  j 
POSITIVE  CASE) 
for  given  f 
observer/output 
=  prob(  of  I  NEGATIVE  CASE)  medium 
55 
where  Eel=1=  E4 
i=1  i=1 
we  have  probability  distributions  of  (ml, 
...  ,  m5)  and  (nj,  ...  ,  n5) 
as  Multinomials,  viz:  - 
P(m1,...,  m5) 
m  1m 
501 
9M1  922.,,  co 
12..  "m51 
P(ý1....,  n5) 
501  n1  n2  n5 
n11n21...  n51 
ý1  """"  "5 
Hence  we  have 
B1 
B2 
OUTPUT  83 
MEDIUM  84 
B5 
TABLE  [1(iii) 
POSITIVE  CASE 
e1 
92 
95 
NEGATIVE  CASE 
"l 
4'5 
Maximum  Likelihood  estimates  of  e1,4)1  are 
9i 
= 
In1 
and  ýi  = 
nl  (result  (13.4.18)  of  Bishop  et  al  (1975)  ) 
50  50 -6- 
and  it  is  these  that  appear  In  Appendix  (1 
. 
1) 
. 
The  data  in  Appendix 
(1 
. 
1)  was  obtained  from  Eadle  et  al  (1980). 
What  we  would  like  now  is  to  consider  the  situation:  -  suppose 
any  of  7  observers  makes  an  observation  (his  101th  observation)  and 
makes  response  B1.  Can  we  tell  from  this  response  (or  observation) 
that  the  cold  spot  is  present? 
Hence  we  have  two  decisions  between  which  to  choose;  decide 
cold  spot  present  or  absent.  Each  decision  depends  on  whether 
observation  B1  Is  made  from  the  sample  of  POSITIVE  CASES  or 
NEGATIVE  CASES. 
The  likelihood  ratio  rule  then  takes  the  form. 
Decide  cold  spot  present  if  A(Bi)  >C 
or  Decide  cold  spot  absent  if  X(Bi)  <C 
and  Decide  "present"  or  "absent"  if  X(Bi)  =C 
where0  <C  <m 
and  A(Bi)  = 
9- 
4)i 
A 
We  use  the  estimate 
X(Bi) 
= 
el 
4'i. 
Let  us  denote  the  Likelihood  Ratio  rule  as  LR(C).  What  we 
AA 
discovered  in  most  cases  was  that 
ei 
> 
ei+l 
j, 
i=1,2,3,4 
ýa  ý+1 
(See  Appendix  (1.2)) 
A 
so 
9i 
>C  would  mean  "Decide  cold  spot  present"  if  Response  is 
X- Oi 
Bi  or  Bi-1  or  Bi-2  ...  .  We  illustrate  by  an  example. 
n 
Suppose 
e3 
<C<2 
3  ;2 
IN  9-1  92 
then,  are  greater  than  C  and 
ý1  42 -7- 
AA 
83  84,  e5 
are  less  than  C. 
43 
and  by  an  estimated  likelihood  Ratio  Rule  we  say. 
decide  cold  spot  present  if  Response  is  B1  or  B2 
'  absent  N  B31  B4  or  B5. 
Of  course  depending  on  what  values  C  may  take,  we  can  use  4 
decision  rules.  These  rules  are  in  fact  estimated  Likelihood  Ratio 
Rules,  and  correspond  to  the  rules  listed  in  Table  (1  (i))  . 
We  can 
now  say  that  the  R.  0.  C.  points  (P(T) 
.  P(F))  has  a  'sensible' 
interpretation. 
The  current  emphasis  on  Likelihood  ratio  decision  rules  is  that 
these  rules  have  several  optimal  properties  which  we  briefly 
mention. 
Firstly  we  have  two  types  of  errors, 
a=  Prob{Decide  cold  spot  absent  I  ?  os,  4,,  y¬_  Cc  U  -) 
13  =  Prob{Decide  cold  spot  present  i  Nee  toe-  ease.? 
Theorem 
A  rule  LR(C)  minimises  a+  Cß  among  all  possible  decision  rules 
based  on  the  observation  Bi.  (See  Appendix  (1.3)) 
Corollary 
Let  a,  p  be  error  probabilities  for  LR(C) 
Let  a*,  p*  be  error  probabilities  for  another  decision  rule,  then 
(i)  if  a*  <a  then  p(  D*  [have  to  be  true  for  Theorem,  or  for 
(a  +  C13  )  a*  +  Cp*)  to  be  true] 
(ii)  if  j3*  <p  then  a<  a*  [same  reason  as  (i)  ]. 
We  note  that  this  corollary  is  essentially  the  Neyman  Pearson 
Lemma. 
(1.3)  Application  to  Eadie's  Data 
(A)  A  comparison  Criterion 
Keeping  closely  at  this  stage  to  the  R.  0.  C.  analysis  done  by 
FArtla  Cal  At  (1980)  we  recall  some  earlier  definitions. -8- 
P  (T)  =  Prob(decide  cold  spot  present  i  Positive  CASE) 
P(F)  =  Prob(declde  cold  spot  present  I  Negative  CASE) 
Hence  a=  Prob(Decide  cold  spot  absent  I  Positive  CASE)  =1-P  (T) 
and  0=  Prob(Decide  cold  spot  present  I  Negative  CASE)  =  P(F) 
Using  Likelihood  Ratio  rules  LR(C)  minimises  a+  Cp  or 
minimises  [1  -  P(T)  +C  P(F)] 
maximise  [P(T)  -C  P(F)  -  1] 
maximise  [P(T)  -C  P(F)  l 
The  value  of  C  reflects  the  importance  of  the  (a,  p)  errors 
(namely,  is  making  a-error  more  serious  than  making  p-error)  . 
Discussions  with  Eadie  et  al  (1980)  have  led  to  the  use  of  the  value 
c=1 
Therefore  Minimising  a+  Cp  is  equivalent  to  Maximising 
P  (T)  -C  P(F)  [with  C=1  by  choice].  It  now  leaves  to  express 
P(T)  and  P(F)  in  terms  of  the  ei's  and  4)1'S. 
Firstly 
P(T)  =  Prob( 
decide  cold  IPOSITIVE) 
(spot  presentl  CASE  ) 
Prob 
(decide  B1POSITIVE) 
_  61  +  92  RULE  2 
(  or  B2  I  CASE  ) 
Prob( 
decideo  1B  '  POCASBVE) 
-  61  +  e2  +  93  >  RULE  3 
B2  3 
Similarly 
Prob 
(decide  B11  NEGATIVE) 
__  401  +  (RULE  2) 
(or  B2  CASE  ) 
P(F)  _ 
Prob(decideo  1B  I 
CASE) 
01  +  ý2  +  ý3  (RULE  3) 
B2  3 
Suppose  we  now  compare  the  output  media  Vidicam  and  Polaroid 
(for  given  observer) 
Define  DIj  _  [P(T)  -  P(F)II  -  [P(T)  -  P(F)]j 
DI  -Dj 
where  I-  Vidicam  and  J=  Polaroid. -9- 
Since  we  are  trying  to  maximise  P(T)  -  P(F)  we  would  like  ßl 
and  Dj  to  be  both  positive.  But  It  Dl  j  is  positive,  Di  should  be 
more  positive  than  Dj,  which  means  that  using  Vidicam  minimises 
the  a.  p  errors  more  than  Polaroid.  In  this  sense  Vidicam  is  said  to 
be  the  'better'  of  the  two  [for  a  given  rule]. 
We  still  need  to  show  that  DI  Is  significantly  different  from  Dj 
I.  e.  (Di  ;E  Dj) 
. 
This  is  done  by  finding  the  approximate  interval 
AnA 
estimates:  Did  1.96  Vvariance(Di  j)  (see  Appendix  (1  .  4))  where 
the  symbol  'A'  denotes  estimates. 
t  8)  Some  results 
No  significant  results  were  obtained  for  Rule  1  and  Rule  2.  For 
Rule  3  we  have  only  two  conclusive  results,  observer  6  did  better  on 
Vidicam  as  against  Digital  and  Polaroid  (see  Table  [1001).  In 
Table  (1(Iv)  ]  only  the  interval  estimates  of  DjJ  that  exclude  zero  are 
listed. 
For  Rule  4,  most  of  the  upper  limits  of  the  Interval  are  close  to 
n 
zero.  Note  also  that  for  Rule  4  and  observer  7,  the  value  of  DI  is 
negative.  This  suggests  that  the  likelihood  ratio  rules,  as  defined  in 
Section  1.1  (C)  ,  may  not  be  valid  in  some  cases. 
Table  (1  (iv)  ]  also  suggests  (or  shows) 
(i)  Viäicam  best  output  medium 
(ii)  Observer  5  cannot  distinguish  between  any  two  media, 
no  significant  interval  estimates  for  RULE  4. 
(iii)  Different  observers  perform  differently  on  the 
same  or  different  output  media  for  given  rule. 
As  most  of  the  results  in  Table  [i  (1v)  ]  are  for  rule  4,  we  recall 
its  definition  from  Table  (10)].  An  observer  applying  rule  4  is  one 
who  is  anything  from  being  very  sure  to  possibly  guessing  when 
making  his  decisions.  Despite  this  'relaxed'  criterion,  less  than  half -10- 
of  the  total  observer  and  output  combinations  gave  significant  interval 
estimates,  Clearly  the  interval  estimates  of  Di  j  may  not  be 
'sensitive'  enough  to  pick  out  differences  between  output  media. 
Perhaps  we  should  try  a  totally  different  approach  to  the  original 
problem  of  deciding  which  output  medium  is  better,  and  in  doing  so. 
verify  some  of  our  current  results. 
In  view  of  (iii)  we  proceed  with  the  question  'is  there  interaction 
between  observer  and  output  media  for  given  rule?  ".  Interaction  Is 
taken  as  'standard'  terminology  in  linear  regression  techniques.  We 
consider  interaction  for  a  given  rule  in  the  belief  that  differentiating 
between  B2.  B3  and  B4  (Table  10)]  is  difficult,  perhaps  unwise. 
We  therefore  ignore  the  possibility  of  different  rules  (as  defined  in 
Table  1(i))  for  different  observer/output  combinations. -11- 
I  J 
n 
DI 
n 
DJ  DIJ 
AnA 
DIJt1.96  1  Var(D1  J)  RULE/ 
OBSERVER 
1 
1  4#  0.08  0.54  -0.46  -0.71,  -0.21  3,6 
3  4#  0.26  0.54  -0.28  -0.53,  -0.03  3,6 
1  2#  0.20  0.441 
i  -0.24  -0.47,  -0.01  4,1 
2#  3  0.44 
1 
0.121  0.32  0.13,0.51  4,1 
3  4#  0.12  0.38  1  -0.26  -0.44,  -0.08  4,1 
1  2#  0.06  0.36;  -0.30  -0.55,  -0.05  4,2 
1  3#  0.06  0.36  -0.30  -0.54,  -0.06  4,2 
1  2#  0.12  0.42  -0.30  -0.53,  -0.07  4,3 
1  4#  0.12  0.42  -0.30  -0.54,  -0.06  4,3 
2#  3  0.42  0.08  0.34  0.13,0.55  4,3 
3  4#  0.08  0.42  -0.34  -0.57,  -0.11  4,3 
1  4#  0.12  0.42  -0.30  -0.56,  -0.04  4,4 
1  4#  0.00  0.30  -0.30  -0.50,  -0.10  4,6 
2  4#  0.06  0.30  -0.24  -0.42,  -0.06  4,6 
3  4#  0.08  0.30  -0.22  -0.42,  -0.02  4,6 
1  2#  -0.04  0.26  -0.30  -0.54,  -0.06  4,7 
1  3#  -0.04  0.22  -0.26  -0.47,  -0.05  4,7 
TABLE  [1(iv)]:  Significant  interval  estimates  of  D- 
where  (i)  Dij  =  DI  -  DJ 
DI  =  (P(T)  -  P(F)JI 
(ii)  (I)  or  (J)  =  (1,2,3,4)  =  (Digital,  Analogue, 
Polaroid,  Vidicam) 
respectively. 
(iii)  See  Table  (3(i))  for  definition  of  RULE  and  Appendix 
(1.1)  for  definition  of  observer-labels. 
(iv)  Symbol  #  denotes  "choose  this  output  medium". -12- 
CHAPTER  2:  USING  LINEAR  MODELS 
(2.1)  A  LOG-LINEAR  MODEL 
In  defining  P(T)  and  P(F)  previously,  we  have  counts  of 
decisions  (decide  cold  spot  present  or  absent)  for  given  observer 
and  output  medium.  We  now  use  these  counts  to  formulate  linear 
models  with  the  purpose  of  detecting  (in  particular)  observer  and 
output  medium  interaction.  The  TRUE  and  FALSE  POSITIVES  will  be 
separately  considered  for  the  moment. 
Let  Xijk  =  observed  number  of  decision  I.  given  output  medium 
J.  and  observer  k  11=1  if  decide  cold  spot  present,  i=2  if  decide  cold 
spot  absent,  )=1 
,  2,3,4,  and  k=1,2,3, 
.., 
7). 
The  data  In  Appendix  (1  .  1)  D.  e.  Eadle's  data]  can  be 
retabulated  such  that  X11k  Bin(50,  Px) 
given  Xljk  +  X2jk  =  50  V 
j,  k 
and  EEE  Xijk  =  N=  7x4X  5O 
Ijk 
Given  Xljk,  X2jk(VJ,  k)  are  independent 
non-negative  integer  random  variables  and 
given  P[Xl  jk  =  xl  jk  I  Xl  jk  +  X2jk  =  x.  jk]  (2.1.1) 
Bin(x.  jk,  Px) 
(xl  jk  =  0.1.2.. 
,  x.  -  ) 
Then  we  have  from  Chatterji  (1963)  X1  jk  -  Po  (e1  jk) 
X2jk  -  Po(62jk)  with 
eljk  Px 
e2jk  1-Px 
where  P0(e)  denote  the  Poisson  distribution  with  mean  e  and 
Bin(n,  p)  denote  the  binomial  distribution  with  parameters  n,  p. 
(2.1.1)  can  be  restated  as. 
P(Xljklx.  jk)  -  Bin  X.  jk, 
eljk 
6ljk  4  92jk  (2.1.2) 
In  particular, -13- 
P(Xljk)  =  P(X.  Jk)  P(Xljklx.  jk)  (2.1.3) 
we  now  explain  how  our  binomial  data  can  be  analysed  as  if  all  of 
the  counts  were  independent  Poisson  random  variables.  The  'usual' 
hypothesis  of  independence  is  stated  as. 
eijk  =  mninjnk  (2.1.4) 
where  Tik  =  probability  of  observer  k  making  a  decision 
n)  =  probability  output  medium  j  used 
ni  =  probability  decision  I  made 
m=  constant 
and  Eni  =  Enj  =  knk  =1 
Let  4'jk  =  eljk/(e1jk  +  e2jk) 
By  (2.1.4),  41k  = 
ri1 
which  does  not 
Ill+ri2 
depend  on  observer  and  output  media.  The  hypothesis  in  (2.1.4) 
can  be  restated  in  the  following  form. 
iog  (eijk)  =µ+  ai  +  ßj  +  Yk  (2.1.5) 
where  µ,  al,  J),  Yk  are  the  logarithms  of  m,  ni,  ni,  nk 
respectively. 
The  'log-linear'  model  given  in  (2.1.5)  implies. 
*19  - 
exp(al  ) 
[exp(al)  +  exp((x2)] 
that  is,  model  (2.1.5)  Is  equivalent  to  the  probability  of  "decide 
cold  spot  present'  Is  independent  of  observer  or  output  medium. 
The  hypothesis  of  "interaction"  between,  say  making  decision  i. 
and  using  output  medium  j  can  be  stated  as. 
fog(Aijk)  =µ+  al  +  ßj  +  Yk  +  (ap)  ij  (2.  1.6) 
where  (ap)  ij  is  called  the  interaction  term.  Model  (2.1.6)  implies. 
Ojk  = 
exp[al  +  (aß)lj] 
exp[a1  +  (aß  )lj  ]+  expla2  +(  )2j 
I.  e.  the  probability  of  decision  I  depends  only  on  output  medium  1. -14- 
Thus  Interaction  in  the  Poisson  model  corresponds  to  the  main  effect 
In  the  actual  binomial  model. 
The  'main  effects'  terms  aj,  pj,  yk  and  the  'grand  mean'  µ  from 
model  (2.1.4)  can  be  expressed  in  terms  of  the  expected  counts 
9ijk.  For  example,  Bishop  et  at  (1975)  show  that 
PA  I1 
iEE  log  (91jk  ) 
j 
a1  =EE  log  (9ijk)  -µ 
jk 
EE  log  (Aijk) 
IK  -µ 
ik 
etc... 
The  values  of  the  'main  effects'  and  interaction  terms  is  clearly 
affected  by  the  design  of  the  experiment,  viz:  -  x.  jk  =  50. 
For  interpretation  purposes  we  will  consider  hierarchical  models 
as  defined  by  Bishop  et  at  (1975). 
An  alternative  way  of  looking  at  these  models  is  that 
since  Xijk  is  independently  distributed  as  Po(eijk),  then 
P(Xijkl  1  Xljk  =  N)  (for  all  i,  j,  k)  is  multinomial.  We  can 
ijk 
think  of  Xijk  as  observed  counts  in  a  Contingency  Table. 
2.2:  An  algorithm  for  estimating  the  parameters 
We  estimate  the  parameters  of  the  log-linear  model  by  making 
use  of  the  computer  Package  'GLIM'  (Baker  and  Neider  (1978)). 
GL{M  makes  use  of  an  iterative  Newton  Raphson  method  to  find  the 
maximum  Likelihood  estimate  of  the  parameters.  Neider  and 
Wedderburn  (  1972)  shows  that  the  likelihood  estimates  are  unique 
for  the  log-linear  model.  A  detailed  explanation  of  GLIM  is  given  in 
McCullagh  and  Neider  (  1983)  where  they  showed,  for  example,  that 
the  Newton-Raphson  method  used  is  equivalent  to  a  weighted  least 
squares  method. 
The  goodness  of  fit  for  the  models  is  based  on, -15- 
max  Lik  [9ijk;  Xijk] 
(full  model) 
max  Lik  [  9ijk;  Xijk  ] 
(current  model) 
where  Lik[.  ]  denotes  a  likelihood  function.  The  current  model  [or 
null  hypothesis]  could  be,  say  (2.1.5)  ,  and  the  full  model 
(Alternative  hypothesis)  is  the  log-linear  model  with  the  (af3y)  ilk 
term.  It  Is  a  well-known  result,  e.  g.  Bishop  et  al  (  1975)  ,  Chapter 
4,  that  2  log  x  [the  DEVIANCE]  is  asymptotically  chi-squared  with 
degrees  of  freedom,  where 
K=  (dimension  of  full  model) 
-  (dimension  of  current  model), 
The  approximation  is  good  if,  Xijk  is  large  and  the  hypothesis  for 
'current'  model  is  true.  The  models  tested  are  given  in  Table  20), 
together  with  their  interpretation. 
We  note  that  the  ratio  x  is  a  ratio  of  maximised  likelihoods  of 
two  Poisson  distributions  corresponding  to  two  hypotheses.  In 
Appendix  (2.2)  we  show  that  this  ratio  is  equivalent  to  the 
corresponding  ratio  of  maximised  likelihoods  for  the  binomial,  which 
Is  the  situation  we  are  looking  at. 
2.3  Model  fitting  to  Eadie's  (1980)  data 
(A)  Looking  for  a  structure 
We  now  fit  the  models  as  given  in  Table  2(l)  to  the  data 
(essentially  Appendix  1.1)  such  that  for  a  given  RULE.  OBSERVER 
and  OUTPUT  MEDIUM  we  have  two  responses  (I.  e.  decide  cold  spot 
present  or  otherwise)  . 
In  Table  120D]  are  the  DEVIANCE  and 
'degrees  of  freedom'  for  the  four  models. 
For  the  False  positives,  none  of  the  models  fit  the  data  for  RULE 
3  and  RULE  4.  We  accept  model  3  using  RULE  2. 
For  the  True  positives,  again  RULE  4  rejects  all  models.  RULE 
2  and  RULE  3  accepts  model  1,  while  RULE  1  accepts  model  3. -16- 
MODEL 
1.  ln(eijk)  =  µ+ai  +  f3j  +  Yk 
+  (RY)jk 
2.  ln(61jk)=µ+ai+/3j  +yk 
+  (AY  )jk  +  (aP  )i7 
3.  ln(61jk)  =µ+  ai  +  pj  +yk 
+  (PY)  jk  +  (aY)  ik 
4.  ln(  eijk)  =µ+  ai  +  ßj  +  yk 
+  (1Y)jk  +  (aY)ik  +  (aP)ij 
INTERPRETATION 
Decision*  is  completely 
independent  of  observer  and 
output  medium. 
Decision*  depends  only  on 
output  medium  j. 
Decision*  depends  only  on 
observer  k. 
Decision*  depends  on  both 
output  medium  and  observer, 
whose  effects  combine 
additively  on  the  logistic 
scale. 
TABLE  2(i):  Models  considered 
Note  1:  (*):  Decision  means  the  conditional  probability  of 
decide  cold  spot  present  given  output  medium 
and  observer,  see  (2.1.2) 
Note  2:  In  Model  (1),  the  term  ()3y)jk  is  included  because 
F-Xijk  is  fixed,  see  for  e.  g.  Everitt  (1977) 
i 
section  (5.4). -17- 
MODEL  RULE  1  RULE  2  RULE  3  RULE  4 
51.48  21.93  34.63  158.70 
1 
TRUE 
(27)  (27)  (27)  (27) 
POSITIVES  49.22  21.70  33.23  146.80 
2 
(24)  (24)  (24)  (24) 
8.97  8.28  13.13  42.91 
3 
(21)  (21)  (21)  (21) 
6.64  8.05  11.71  29.73 
4 
(18)  (18)  (18)  (18) 
72.85  221.10  373.4 
1  # 
(27)  (27)  (27) 
FALSE 
POSITIVES  66.92  207.10  339.3 
2  # 
(24)  (24)  (24) 
24.25  52.68  100.5 
3  # 
(21)  (21)  (21) 
18.09  35.56  58.81 
4  # 
(18)  (18)  (18) 
TABLE  [2(ii)j:  In  each  cell,  the  pair  of  numbers  are  the 
Deviance  and  degrees  of  freedom  (latter  in 
parentheses) 
(#)  Note:  Too  many  cell  counts  are  zero -18- 
RULE  4  suggests  'no  simple  structure'  in  the  models  used.  For 
RULE  3  this  is  again  true  for  the  false  positives,  in  contrast  to 
accepting  the  'simplest'  model  for  the  true  positives.  RULE  2  is 
somewhat  similar  to  RULE  3.  We  further  note  that  the  values  of  the 
DEVIANCE  tend  to  be  smaller  for  the  TRUE  POSITIVES.  These 
remarks  suggest  investigating  the  TRUE  POSITIVES  In  more  detail,  in 
particular  the  difference  in  Deviances  between  two  models.  We 
Illustrate,  for  RULE  2  and  RULE  3. 
MODEL  1 
X2-(CrY)/[6]  X2(010)/[3] 
MODEL  3  MODEL  2 
X2(aß)/[3]  X2(aY)/[6] 
MODEL  4 
FULL  MODEL 
In  this  diagram  we 
have  (parameter)/[integer] 
where  (parameter) 
chi-square  due  to 
parameter  not  common  to 
models  (m)  and  (m+l  ). 
[Integer)  -  degrees  of 
freedom  due  to  this 
uncommon  term. 
We  get; 
RULE  2(TRUE  POSITIVES) 
MODEL  1 
13.65[6]  0.23[3] 
MODEL  3  MODEL  2 
0.23[3] 
/13.65[6) 
MODEL  4 
RULE  3  (TRUE  POSITIVES) 
MODEL  1 
21.5[6)/  1.4(3) 
MODEL  3  MODEL  21\1.42[3) 
21.52[6) 
MODEL  4 
Of  particular  interest  the  chi-squared  value  for  (aß)ij 
is  very  small,  smaller  than  to  be  expected  even  if  all  the 
output  media  were  the  same.  We  can  think  of  E  Xijk  (sum  over 
k 
observers  for  given  Decision  and  output  medium)  as 
representing  effect  of  output  media  on  given  Decision. 
The  small  value  of  Xz(ap)  could  be  due  to  £.  Xljk  ~  kl 
k 
and  EX23-k  -- 
k 
k2;  kl,  k2  are  constants.  (2.3.1) 
Here  X2  (af3)  x0  means  accepting  model  1,  which  says  that -19- 
the  Decision  is  completely  independent  of  observer  and  output 
media.  Looking  back  at  the  contingency  table,  for  the  extreme 
case  where  XZ(ap)  =  0,  we  could  have  Xljk  z  cl  and 
X2jk  c2  for  all  j,  k  (and  cl,  c2  are  constants).  This 
could  explain  (2.3.1)  above.  If  this  is  true,  then 
Vom(  EX1  jk)  and  Var(  EX2  jk)  could  both  be  smaller  than 
k 
expected.  Likewise  Variance  of  each  Xijk  (for  given  i,  j) 
could  be  smaller  than  expected.  One  possible  explanation  is 
that  each  Xijk  is  not  just  a  simple  Binomial  but  instead  is 
a  mixture  of  5  binomials.  Therefore  instead  of 
Xijk  -  Bin(50,  µijk  ) 
we  might  have 
*5 
Xijk  "E  Y1 
1=1 
where  Yl  -  Bin(10,  si)  and  Yl  are  independent  variables  then 
5 
Var(Xijk)  =  50  µi  jk(1-µijk)  >  10  E  61(1-61)  =  Var(Xijk  ) 
1=1 
5 
if  µijk  =E  81/5.  This  is  because  the  function 
1=1 
f(e)  =  e(1-e)  is  concave  where  we  have  f  [n(  91+  ...  +en)  ] 
I[f(91) 
+...  +  f(6n)). 
This  mixture  of  binomials  could  arise  from  the  possibility  that  for 
the  true  Positives  an  observer  looking  at  any  output  medium  was  in 
fact  looking  for  cold  spots  of  five  different  visibilities  or 
INTENSITIES. 
It  seems  sensible  that  an  observers  decision  would  depend  on 
how  clearly  he  could  see  the  cold  spot  (that  is  the  level  of  visibility 
of  the  cold  spot).  This  could  directly  effect  P(T)  where  we  recall 
that, 
P  (T)  =  Prob(Decide  cold  spot  present  I  POSITIVE  CASES)  and 
hence  could  explain  the  very  small  chi-squared  value  of  aß  for -20- 
RULE  2  and  RULE  3. 
(B)  Additional  Information 
Detailed  Information  concerning  intensity  of  cold  spots  was 
fortunately  available,  which  we  obtained  from  Eadie  et  at  (1980). 
This  'more  detailed'  data  set  includes  the  intensity  of  the  cold  spot 
for  every  combination  of  response  Bi,  observer  and  output  medium. 
As  shown  in  Section  (1  . 
1.  A) 
,  there  are  five  levels  of  intensity 
depending  on  the  length  of  time  an  'absorber'  has  been  applied  (see 
Eadie  et  al  (1980)).  In  fact,  each  level  of  Intensity  correspond  to 
ten  responses  (i.  e,  ten  Bi)  . 
To  investigate  the  effect  of  intensity  we  first  construct  tables  of 
intensity  against  responses  (Bi)  for  every  observer  and  output 
medium  combination,  see  table  [2(111)].  [We  regard  Intensity  as 
zero  for  false  positives  simply  because  there  are  no  cold  spots].  All 
28  observer/output  medium  tables  seem  to  exhibit  similar  trends. 
Clearly  the  observers  more  frequently  'see'  the  cold  spots  as 
Intensity  Increases.  They  in  fact  become  very  sure  of  their  decisions 
for  P100.0  (strongest  intensity)  .  We  propose  to  exclude  P100.0 
from  future  analysis  since  its  inclusion  could  mask  the  variability  of 
observers  response  for  P0.0 
. 
P12.5, 
...  , 
P75.0.  (See  Table  2(111) 
for  definitions)  . 
Rather  than  include  intensity  as  a  fourth  variable  in  our 
log-linear  model,  we  instead  consider  the  logit  model 
LIjK  =  log  AIJK 
1-aIJK  (2.3.2) 
where  AIJK  =  probability  observer  K  decide  cold  spot  present  given 
Intensity  I  and  output  medium  J.  We  note,  for  e.  g.  Everitt  (1977), 
Chapter  5,  that  the  logit  model  is  equivalent  to  a  log-linear  model 
with  higher  order  terms,  therefore  the  ideas  of  section  (2.1)  and 
(2.2)  carry  over  Into  the  present  investigation.  Advantages  in  using 
binary  response  logic  models  are  discussed  in  Cox  (1970). -21- 
P0.0 
--- 
P12.5 
--- 
P25.0  P50.0  P75.0 
---  -  - 
P100.0 
--- 
0 
----- 
0 
-------- 
0 
------- 
8 
-  -  - 
8  10  B1 
2  0  0  1  1  0  B2 
8  1  3  1  0  0  B3 
24  4  6  0  1  0  B4 
16 
--- 
5 
-------- 
1 
-- 
0  0  C  B5 
0  0 
----- 
0 
-------- 
1 
-------- 
4 
--- 
10  B1 
0  0  0  5  4  0  B2 
2  1  0  2  1  0  B3 
30  2  2  2  1  0  B-t 
18 
---  - 
8  0  0  0  B5 
0 
------- 
0 
------- 
0 
-------- 
5 
-------- 
6 
--- 
10  B1 
0  0  0  3  3  0  B2 
9  0  4  2  0  0  B3 
25  L  4  0  1  0  B4 
16 
--- 
8 
------- 
2 
------ 
0  0  0  B5 
0  0 
-- 
0 
-------- 
5 
-------- 
6 
--- 
10  B1 
0  0  0  4  2  0  B2 
0  1  1  c  B- 
25  1  2  0  0  0  F.  4 
22 
--- 
9 
--  - 
7  0  0  0  B5 
0 
-  --- 
0 
-------- 
0 
-------- 
8 
-------- 
6 
--- 
10  B1 
0  0  0  0  3  0  B2 
1  0  0  0  0  0  B3 
4  0  0  2  0  0  E4 
45 
--- 
10 
------- 
10 
-------- 
0 
--- 
1  0  B5 
0  0  0 
----- 
6 
-------- 
7 
--- 
10  B1 
3  G  0  2  1  0  £- 
23 
.1 
3  0  0  0  B3 
18  5  5  2  2  0  B4 
6 
--- 
4 
------- 
2 
-------- 
0 
-  - 
0  0  B5 
0  0  1 
-  ----- 
7 
-------- 
6 
--- 
10  B1 
0  0  0  1  2  0  B2 
12  1  3  0  1  0  83 
30  6  0  2  0  0  B4 
8 
--- 
3 
------- 
6 
--------- 
0 
-------- 
1 
-------- 
0 
--- 
B5 
AS/OM1 
PH/OM1 
TH/OM1 
FA/OM1 
GS/OM1 
EL/OM1 
MW/'DM1 
TABLE  12(iii)  I  Observer  response  over  INTENSITY. 
Note  (1)  :  Observers  are  AS,  PH,  TH,  FA,  GS,  EL,  MW 
Note(n):  OMI  =  output  medium  one  (DIGITAL  X-RAY) 
Note(3)  P0,0  =  Zero  intensity  (false  positives) 
P12.5,  ,.,,  P100.0  are  increasing  levels 
cf  intensity  for,  true  positives 
Note(4):  B1,  ..,  B5  are  responses  (see  section  (1.1.  A)) -22- 
, 
PO.  0 
-- 
P12.5  P25,0  P50.0  P75.0 
-------- 
P100.0 
---  - 
0 
-------- 
0 
-------- 
0 
------- 
3  9  10  Bi 
1  0  2  4  0  0  B2 
3  2  3  1  0  0  B3 
19  5  4  2  0  0  B4 
27 
--- 
3 
-- 
1  0 
-- 
1 
-------- 
0 
--- 
B5 
0 
------ 
0 
------- 
0 
-----  - 
0  0  9  B1 
0  0  0  1  8  1  B2 
0  0  1  6  1  0  B3 
25  6  6  3  1  0  E4 
25 
---- 
4 
-- 
3  0  0  0  B5 
o 
------ 
0 
------- 
0 
-------- 
3 
-------- 
8 
--- 
10  BI 
0  0  0  5  1  0  B 
0  5  2  0  0  B3 
20  8  5  0  1  0  P4 
29  2  0  0  0  0  B5 
--- 
0 
------- 
0 
-------- 
0 
-------- 
0 
-------- 
i 
--- 
10  B1 
0  0  0  5  1  0  B2 
1  0  3  2  1  0  B3ý 
20  4  2  1  0  B4 
29 
--- 
7 
-  --- 
3  1  0  0  B5 
0 
--  - 
0 
-------- 
1 
-------- 
5 
-------- 
8 
--- 
10  Bi 
1  0  1  2  0  0  B2 
1  0  0  0  1  0  B3 
2  0  1  0  0  0  B4 
46 
-- 
10 
- 
7  3  1  0  B5 
- 
0 
-  ----- 
0 
-------- 
1 
-------- 
6 
-------- 
9 
--- 
10  Bi 
8  4  2  0  1  0  B2 
17  2  4  2  0  0  B3 
20  4  2  1  0  0  B4 
5 
- 
0  1 
- 
1 
-  -- 
0 
--  - 
0 
- 
B5 
-  - 
0 
------- 
0 
----  --- 
0 
--  --  - 
2 
-  --- 
7 
--- 
10  Bi 
0  0  1  2  I  0  B2 
3  0  1  3  0  0  B3 
21  2  4 
i  L 
0 
A. 
26 
--- 
8 
------- 
4 
-------- 
1 
-------- 
0 
------- 
0 
---- 
B5 
TABLE  t  ?(ii  i)  ]  continued 
AS/OM2 
PH/0M2 
TH/0M2 
FA/0M2 
GS/OM2 
EL/OM2 
MW/QM2 
Note(5):  0M2  =  output  medium  two  (ANALOGUE  X-RAY) -23- 
P0.0  P12.5  P25.0  P50.0  P75.0 
------- 
P100.0 
---  --- 
0 
-------- 
0 
------- 
0 
-------- 
4 
- 
8  10  Bi 
0  0  1  2  1  0  B2 
11  3  4  2  0  0  83 
32  7  4  1  1  0  E.  4 
0  1  0  0  0 
-- 
B5 
--- 
0 
-------- 
0 
------- 
0 
-------- 
0 
-------- 
0 
- 
10  BI 
0  0  0  1  7  0  B2 
2  0  1  6  3  0  B3 
27  9  1  0  0  B4 
21  1  2  0  0  0 
-- 
B5 
--- 
0 
-------- 
0 
------- 
0 
-------- 
4 
-------- 
4 
- 
10  t.,  l 
G  C  0  E.  2  0  E.  12 
15  3  0  0  0  r--, 
11  4  3  0  0  C0  B5 
--- 
0 
------- 
0 
-------- 
0 
-------- 
0 
-------- 
5 
--- 
10  El 
0  0  0  4  C1  F:  2 
1  0  1  3  0  0  BS 
2?  4  5  1  0  E4 
--- 
1 
------- 
0 
-------- 
0 
-------- 
7 
------- 
8 
---- 
10  Bi 
2  G  0  0  i  C  B 
0  0  0  0  0  0  B.  3 
9  1  0  1  0  0  B4 
38  9  10  2  1 
-- 
0 
--- 
B5 
--- 
0 
------- 
0 
-------- 
0 
-------- 
5 
----- 
9 
- 
10  81 
5  1  2  3  0  0  B2 
16  0  3  0  1  0  B  ý+ 
21  E  4  2  0  0  E4 
8  3  1  0  0  0  E5 
--- 
0 
------- 
0 
-------- 
0 
-------- 
5 
------- 
5 
---- 
10  El 
2  C  2  4  2  0  B4 
5  3  1  1  1  0 
29  5  6  0  2  Ct  B4 
14 
-- 
2 
-------- 
1 
-------- 
0 
-------- 
0 
------- 
0 
---- 
B5 
TABLE  [  2(iii)  3  continued 
AS  /  OM  3 
PHi  0M 
TH  i  QM.  D 
FA/0M3 
GS!  OM 
EL  /  OM:  3 
NW/OMS 
Note(6):  0M3  =  output  medium  three  (POLAROID) i 
-24- 
P0.0  P12.5  P25.0  P50.0  P75,0  P100.0 
--  --- 
0 
-------- 
0 
-------- 
0 
-------- 
7 
------- 
8 
- 
10  Bi 
0  0  2  1  1  0  B2 
6  2  5  0  1  0  B3 
22  5  3  2  0  0  B4 
22  3  0  0  0 
------- 
0 
--- 
85 
--- 
0 
--------- 
0 
------- 
0 
-------- 
1 
- 
3  9  B1 
0  1  0  4  5  1  fit 
4  1  3  3  2  0  B3 
32  7  6  2  0  0  P4 
14  1  1  0  0 
- 
0 
-- 
85 
--- 
0 
-------- 
0 
------- 
0 
-------- 
3 
---  ---- 
9 
- 
10  BI 
0  0  0  4  1  0  82 
4  1  4  1  3  0  B3 
if  3  4  2  0  0  P4 
29 
-- 
6  2 
- 
0 
- 
0 
- 
0 
- 
85 
- 
0 
-------- 
0 
------ 
0 
------  - 
1 
----  --- 
3 
-- 
10  B1 
0  0  0  5  6  0  P2 
0  0  3  4  0  0  B3 
17  0  Cý  0  F4 
33  7  4  0  1  0  B5 
--- 
0 
------- 
0 
-------- 
0 
-------- 
6 
------- 
6 
---- 
10  B1 
0  0  0  L..  3  0  82 
0  0  0  0  0  0  B3 
0  0  0  0  0  0  84 
50  10  10  2 
--  - 
1 
--  -- 
0 
-- 
B5 
--- 
0 
------- 
0 
-------- 
0 
---  -- 
5 
--  - 
i 
-- 
10  Bi 
1  I  3  1  0  E2 
°  0  E  0  1  0  83 
22  5  L  2  0  0  B4 
19  3  0  0 
-  ---- 
1 
--  --- 
0 
-- 
B5 
--- 
0 
------- 
0 
-------- 
0 
--  - 
7 
-- 
6 
-- 
10  B1 
2  0  2  0  1  0  P2 
8  1  2  1  1  0  P3 
29  5  '"  2  1  0  B4 
11 
--- 
4 
------- 
1 
-------- 
0 
-------- 
1 
------- 
0 
---- 
B5 
TABLE  [2  (iii)  ]  continued 
AS/0M4 
PH/0M4 
TH/0M4 
FA/0M4 
GS/0F14 
EL/0M4 
MW,  '  OM4 
Note  (')  %  011ý4  =  output  medium  four  (VIDICAM:  ) -25- 
MODEL  Rule  3  Rule  4 
Deviance  (Df)  Deviance  (Df) 
(#> 
LA.  LI  j=u+  (XI  +Pj+  YK 
2A.  LIjK  =u+  aI+  pJ  +  -K 
+  (ap  )IJ 
203.8  (126) 
175.6  (114) 
228.1  (126) 
173.0  (114) 
3A.  LIA=u+al  +pj+y 
+  (a')  ix 
4A.  LI  J=u+  aI  +  pJ  +  yK 
+  (ßy)j 
5A.  LIj=u+a,  +pj+y 
+  (aA)Ij  +  (aY)IK 
6A.  Lij  =  all  terms  except 
(aßy)  IJK 
138.2  (102)  188.2  (102) 
159.6  (108)  1  165.2  (108) 
109.2  (90)  1  130.2  (90) 
66.33  (72)  1  60.48  (72) 
TABLE  [2(iy)]:  LOGIT  MODELS 
(1)  I  denote  category  I  of  intensity 
J  of  91  J  of  output  medium 
K  It  of  K  of  observer 
(2)  Df  =  'degrees  of  freedom' 
(3)  (#)  For  an  interpretation  of  the  terms,  see 
Appendix  (2.1) -26- 
RULE  THREE 
10.0  20  0  9.0  3.0  1.0  26.0  12.0  OM1 
4.0  0.0  7.0  1.0  2.0  25.0  3º0  0112 
11.0  2.0  15.0  1.0  3.0  21.0  7.0  0113 
6,0  4.0  4.0  0.0  0.0  910  10.0  OM4 
1.0  1.0  0.0  0.0  010  1.0  1.0  OMI 
2.0  0,0  010  0.0  0.0  6.0  0.0  OM2 
310  0.0  3.0  0.0  0.0  1.0  3.0  OM3 
2.0  2.0  110  0.0  0.0  2.0  it  o  OM4 
3.0  0.0  4.0  110  0.0  3.0  4.0  0111 
5.0  110  5.0  S,  0  2.0  7.0  2,0  0M  2 
5.0  1.0  3.0  1.0  0.0  5º0  3.0  OM3 
7.0  3.0  4.0  310  0.0  740  4,0  014 
10.0  8º0  10.0  10,0  8º0  8.0  8.0  0111 
8.0  7.0  10.0  7.0  7.0  8.0  7.0  OM2 
9,0  7.0  10.0  7.0  7.0  8,0  10.0  OM3 
8.0  8.0  8.0  10.0  8.0  8.0  8.0  014 
9.  C.  9.0  910  10.0  910  8.0  9.0  0Mi 
9.0  910  9.0  910  9.0  10,0  8.0  0112 
910  10.0  10.0  9.0  9.0  10,0  8.0  OM3 
10.0  10.0  10.0  910  9.0  910  8.0  0114 
RULE  FOUR 
34.0  32.0  34.0  28.0  5.0  44.0  42.0  0111 
23.0  25.0  217.0  '21110  4.0  45.0  24.0  OM2 
43.0  29.0  39.0  28.0  12.0  42.0  36.0  OM3 
28,0  36.0  21.0  17.0  0.0  31.0  39.0  OM4 
5.0  310  2.0  1.0  010  6.0  ;  ý.  0  0111 
7.0  6.0  810  3.0  0.0  10.7  2.0  012 
10.0  9.0  6.0  4.0  1.0  7.0  8.0  0M3 
7.0  9.0  4.0  3.0  0.0  7.0  6.0  OM4 
910  2.0  8.0  3.0  0.0  8.0  4.0  0111 
9.0  7  .0  10.0  7.0  3.0  9.0  6.0  0112 
9.0  8.0  7.0  6.0  0.0  9.0  9.0  0113 
10.0  9.0  8.0  6.0  0.0  10.0  9.0  014 
10.0  10.0  10,0  1010  10.0  10.0  10.0  0111 
1010  10.0  10,0  9.0  7.0  9.0  9.0  OM2 
10.0  1010  1010  10.0  8º0  1010  10.0  0113 
10.0  10.0  1010  10.0  8.0  10.0  10.0  OM4 
10.0  10.0  10.0  10.0  9.0  10.0  9.0  0111 
9.0  10.0  1010  10.0  9.0  10.0  10.0  OM2 
1010  1010  1010  1040  9.0  10.0  10.0  0M3 
10.0  10.0  1010  9.0  9.0  9.0  9.0  0114 
TABLE  2(v)  Counts  of  decide  cold  spot  present. 
Note(  I)-.,  Columns  (from  the  left)  are  observers 
P0.0 
P12.5 
P25.0 
P50,0 
P75,0 
P0.0 
P12.5 
P25.0 
P50.0 
P75,0 
AS,  PH,  TH,  ,.  ..,  MW  respectively. 
Note(2):  OM1  =  DIGITAL  X-PAY,  OMA  =  ANALOGUE  X-RAY, 
OM3  =  POLAROID,  OM4  =  VIDICAM. 
Not¬(S):  P0.0  =  FALSE  POSITIVES, 
P12.5,  .  +,,  P,  75.0  are  increasing  levels 
of  intensities  for  true  positives, -27- 
The  logst  models  considered  are  given  In  Table  20y).  For  an 
Interpretation  of  the  terms  in  the  models,  see  Appendix  (2.1). 
In  Table  2(v)  Is  the  counts  of  'decide  cold  spot  present'  given 
RULE  3  and  RULE  4.  We  omit  rule  two  as  there  are  several  rows 
and  columns  of  zeros. 
(C)  Results 
For  RULE  3  model  (5A)  was  accepted  with  a  Deviance  of  109.2 
for  90  degrees  of  freedom.  For  RULE  4,  model  (6A)  was  accepted 
with  a  deviance  of  60.48  for  72  degrees  of  freedom.  We  could 
therefore  say  that  there  exists  'some'  structure  in  our  data.  However 
using  different  RULES  lead  to  different  models  hence  different 
Interpretations.  We  also  see  this  from  Table  [2(v)];  Intensity  four 
and  five  for  RULE  4  give  almost  always  correct  decisions  when 
compared  to  RULE  3.  It  could  be  sensible  to  remove  intensity  four 
and  five  for  RULE  4  when  detecting  differences  in  output  media.  We 
will  however  concentrate  mainly  on  model  (5A)  using  RULE  3. 
Accepting  model  (5A)  for  RULE  3  means  that  we  can  'compare' 
the  four  output  media  in  discriminating  a  given  positive  intensity  from 
zero  intensity.  through  the  (ap)IJ  terms;  and  this  'comparison'  is 
Illustrated  in  Appendix  (2.1). 
In  GLIM.  the  constraints  on  the  parameters  are  such  that  any 
term  involving  the  first  category  of  each  variable  is  given  the  value 
zero.  For  e.  g.:  (a'3)11.  (a')  1K  and  (cry)II  are  all  zero.  and  we 
shall  call  such  terms  DEFAULT  ZEROS. 
If  a  particular  parameter  estimate  and  its  standard  error  is 
large,  this  will  indicate  some  'unusual'  feature  of  the  data.  A 
possible  occurrence  of  large  parameter  estimates  is  when  a  whole 
row  of  the  contingency  table  U.  e.  data)  consists  of  only  zeros. -28- 
Without  loss  of  generality,  denote  the  five  categories  of  intensity 
as  11 
, 
I2, 
...  , 
15.  Similarly,  J1  ,  ...  , 
J4  and  K1. 
..., 
K7  for  the  four 
output  media  and  seven  observers  respectively.  We  use  this  notation 
In  table  [2(vD). 
The  first  row.  third  column  of  Table  [2(vi)  ]  is  read  as  follows. 
A 
(aß)  24  >  (a)3)22  >  (ap)  23  >  ZERO  (2.3.3) 
where  'A'  denote  estimates.  In  other  words,  given  that  we  compare 
Intensity  2  (i.  e.  weakest  Intensity  for  true  positives)  with  intensity  1 
(i.  e.  the  false  positives  which  is  a  DEFAULT  ZERO),  output  medium 
four  Me.  Vidicam)  Is  better  [see  Appendix  (2.1)  for  meaning  of 
better]  than  output  medium  one  (in  this  case  Digital  X-ray) 
. 
Similarly  Analogue  X-ray  and  Polaroid  are  better  than  Digital  X-ray. 
Further,  from  (2.3.3)  Vidicam  (relative  to  Digital)  is  better  than 
Analogue  (relative  to  Digital) 
. 
Finally,  the  symbol  'k'  used  as  a 
superscript  for  J4  (row  one,  column  three  of  Table  12(vi)  ))  means 
A 
(a)3)  24  Is  significantly  different  from  zero.  This  in  turn  means  that 
Vidicam  is  significantly  different  from  digital. 
In  (2.3.3)  all  comparisons  for  output  media  is  with  respect  to 
Digital  X-ray.  To  compare,  say  Vidicam  and  Polaroid.  we  do  so  by 
redefining  the  default  zero.  Essentially  this  means  that  we  rearrange 
Table  [2(v))  for  RULE  3  such  that  for  a  given  intensity  the  first  row 
will  correspond  to  output  medium  three.  The  results  are  given  in 
Table  [2  (vi)  l. 
Let  the  symbol  »  mean  significantly  different  e.  g.  'Vidicam  » 
Digital"  means  Vidicam  significantly  different  from  Digital.  The 
results  of  Table  [2(vi)  ]  gives; -29- 
12:  Vidicam  »  Digital 
13:  Vldicam  »  Digital 
Analogue  »  Digital 
Analogue  »  Polaroid 
Vidicam  »  Polaroid 
14:  No  significant  difference 
15:  No  significant  difference 
Clearly  the  effect  of  intensity  is  important. 
(2.3.4) 
In  model  (5A) 
,  rule  3.  we  also  have  the  (acy)IK  Interaction 
term.  We  note  that  (ay)  24  and  (ay)  25  and  their  respective 
standard  errors  are  very  large  when  compared  to  other  estimates  of 
(ay)  2K.  Looking  at  Table  [2(v)  ]  for  rule  3;  given  Intensity  2,  we 
have  two  columns  of  zeros  for  observers  4  and  5.  This  may  suggest 
omitting  observers  4  and  5  and  refitting  the  same  Logit  model. 
However,  we  should  consider;  is  obtaining  zero  success  important 
for  Intensity  two?  ".  We  recall  that  Intensity  two  corresponds  to  cold 
spots  that  should  be  the  most  difficult  to  detect.  What  we  require 
then  is  some  'cost'  criteria  associated  with  such  decisions  which 
unfortunately  we  do  not  have. 
Observer  6  showed  significant  interaction  with  intensity.  Looking 
down  column  six,  Table  [2(v)],  rule  3,  observer  six  seems  to  be 
"guessing".  For  the  False  positives  he  is  wrong  for  nearly  half  of 
his  decisions.  For  intensity  two,  he  seems  to  be  able  to  detect  the 
cold  spot  more  frequently  than  others.  For  Intensity  5  his 
performance  could  be  worse,  e.  g.  when  compared  to  observer  3. 
We  will  not  attempt  to  refit  our  logit  model  (5A)  with  observer  6 
removed  from  the  contingency  table.  This  is  because  we  are 
primarily  interested  in  differences  between  output  media. -30- 
Parameter  FIX  Order  over  second  DEFAULT  RULE 
Variable  ZEROS 
(aß)  IJ  12  J4  J2  J3  J1  3 
13  J4  >  J2  >  J3  >  J1  11  ä  False 
positive 
14  J4  J1  J2  J3 
Jl  =_  Digital 
15  Jg  J2  J3  J1  X-ray 
12  J4  >  J2  >  J3  >  Jl  3 
Ii  -  False 
13  J4  >  J2  >  J3  >  J1  positive 
14  J4  J1  >  J2  >  J3 
J2  =  Analogue 
15  Jg  >  J2  >  J3  >  J1 
12  J4  >  J2  >  J3  >  Jl  3 
Il  _  False 
I3  J4  >  J2  >  J3  >  J1 
positive 
14  J4  >  J1  >  JZ  >  J3 
J3  =  Polaroid 
15  J4  >  J2  >  J3  >  Jl 
Table  [2  (vi))  :  Comparing  (aj3  )I  J  terms. 
Note:  The  symbol  '*'  means  the  corresponding  ((xp)ij 
is  significantly  different  from  zero,  i.  e. 
{(äp)IJ  t2S.  E.  (a)3)IJ)  excludes  zero.  Details 
for  Rule  3  only  are  given  in  Table  2(vii). 
Note:  J1  =_  Digital  X-ray 
172  =  Analogue  X-ray 
J3  =  Polaroid 
11  =  False  positives 
I2,...,  15  are  increasing 
intensities  for  true 
Je}  =  Vidicam  positives. -31- 
Parameter 
(cß)3J 
Estimate  Standard 
Error  of 
estimate 
Default 
zeros 
J_  Analogue  1.379  0.4747 
J  =_  Polaroid  0.3413  0.4778  Digital 
J  Vidicam  1.902  0.4804 
J  Digital  -1.379  0.4747 
J  Polaroid  -1.037  0.4647  Analogue 
J=  Vidicam  0.5231  0.4643 
J  Digital  -0.3413  0.4778 
J  Analogue  1.037  0.4647  Polaroid 
J=  Vidicam  1.560  0.4703 
Table  (2(vii)]  GLIM's  parameter  estimates  and  their  standard 
errors  for  intensity  Three  (RULE  3).  The 
default  zero  for  intensity  is  False  positives. -32- 
CHAPTER  3: 
SUMMARY  AND  FURTHER  DISCUSSIONS 
In  section  (1 
. 
3.  A)  we  used  the  criterion. 
Dj=  [P(T)  -  P(F)]j  -  [P(T)  -  P(F)]J  (3.1.1) 
where,  for  example  I=  Vidicam,  J  =-  Polaroid.  In  section  (2.3.  C) 
, 
In  particular  Appendix  (2.1),  we  used  the  criterion, 
TIj=W  -Wj  (3.1.2) 
where  Wt  =log[  1Pp  T  )1'  -  log 
[1ýP(F)  J 
and  Wj  being  similarly  defined.  As  in  (3.1.1)  we  can  have 
I=  Vidicam  and  Js  Polaroid  say. 
Consider  the  point  z=  (1,0)  (P  (T) 
,P  (F))  in  the  plane 
defined  by  P  (T)  and  P(F) 
geometrically  look  for  the  line, 
P(T)  -  P(F)  =c 
Using  criterion  (3.1.1)  we 
corresponding  to  a  given  output  medium  that  is  closest  to  z.  Using 
criterion  (3.1.2) 
,  we  seek  the  curve  WI  (for  given  I)  that  Is  closest 
to  the  point  z  (see  figure  (A)  in  Appendix  2.1).  The  methods  of 
comparing  output  media  is  therefore  in  a  way,  geometrically, 
similar. 
The  criteria  (3.1.1)  and  (3.1.2)  depends  on  the  RULE  used 
(see  Table  [1  (I)  ]) 
. 
We  have  not  been  able  to  establish  the 
uniqueness  of  these  RULES.  Nevertheless,  in  Chapter  1,  we  did 
obtain  some  significant  comparisons  of  the  output  media  for  RULE  3 
and  RULE  4  (see  Table  1  (iv)) 
. 
RULE  4  in  Table  [1001  indicate, 
Vidicam  »  Digital  with  a  frequency  3/7 
Vidicam  >>  Polaroid  if  3/7 
Analogue  »  Digital  "  4/7 
Analogue  >>  Polaroid  2/7 
Polaroid  >>  Digital  "  2/7 -33- 
where  '»'  denote  'significantly  better  than';  and  a  frequency  3/7 
means  'three  out  of  seven  observers  gave  significant  interval 
estimates".  Let  SIE  denote  "significant  interval  estimate'  for  a 
particular  pair  of  output  media.  Further,  let  T=  "number  of 
observers  who  get  a  SIE"  in  Table  [1  (iv)).  Therefore 
T"  Bin(7,0.05) 
Thus  P(T  ýit  2)  =  0.044 
Since  P(SIE)  0.05,  clearly  the  frequencies  2/7.3/7,4/7  are 
significant  with  respect  to  observers. 
A 
We  should  really  do  a  multiple  comparison  of  the  Di  j  terms  in 
Table  (1(1v)  ].  However,  for  RULE  4.  since  most  of  the  negative  Di  j 
have  upper  limits  close  to  zero,  we  do  not  expect  significant  results 
using  any  multiple  comparison  techniques. 
Having  obtained  significant  results  for  RULE  4  In  Chapter  1.  we 
considered  only  RULE  3  In  Chapter  2,  since  the  RULE  used  Is  not 
unique.  We  used  logit  models  In  Chapter  2  and  the  relevant  results 
are  given  in  Table  [2(vi)1.  The  significant  comparisons  are  given  in 
(2.3.4). 
tf  we  can  ignore  the  criterion  of  significant  interval  estimates,  in 
the  relevant  methods  of  Chapters  1  and  2,  we  seem  to  have  the 
following, 
Vidicam  >  Analogue  >  Polaroid  >  Digital,  where  >  denote  "better 
than'. 
In  terms  of  the  construction  of  the  R.  0.  C.  curve  (section 
1.1.  B) 
,  using  different  rules  (Table  1(i))  meant  that  each  point 
(P(T) 
, 
P(F))  will  have  a  different  Interpretation  of  the  'variables' 
effecting  the  consequent  observers  response.  In  Chapter  2  this 
meant  different  logst  models  for  different  rules.  Clearly  we  should 
have  a  more  definite  Idea  of  'costs'  associated  with  making  decisions 
corresponding  to  different  rules. -34- 
The  analysis  of  Chapter  2  showed  that  the  response  "decide  cold 
spot  present"  Is  dependent  on  the  observer  himself,  the  output 
medium  used  and  the  Intensity.  It  is  still  reasonable  to  consider  a 
fourth  variable  that  MIGHT  effect  observer's  response,  viz:  the 
Individual  film  or  X-ray  film  Itself.  Perhaps  some  "inconsistency"  in 
processing  the  film  could  lead  to  some  'variabilty'  between  Individual 
films.  However,  the  prospect  of  fitting  a  logit  model  to  a  four-way 
array  of  binomial  probabilities  with  only  1's  and  zero's  as  the  cell 
entries  is  clearly  not  promising. -35- 
APPENDIX  (1.1)* 
ESTIMATED  PROBABILITY  (TRUE  POSITIVES) 
AS  PH  TH  FA  GS  EL  MW 
0.52  0.30  0.42  0.42  0.48  0.46  0.48  B1 
0.04  0.18  0.12  0.12  0.06  0.06  0.06  B2 
0.10  0.08  0.12  0.08  0.00  0.08  0.10  B3  DIGITAL 
0.22  0.14  0.14  0.06  0.04  0.28  0.16  B4  X-RAY 
0.12  0.30  0.20  0.32  0.42  0.12  0.20  B5 
0.44  0.18  0.42  0.34  0.48  0.52  0.38  B1 
0.12  0.20  0.12  0.12  0.06  0.14  0.08  B2 
0.12  0.16  0.14  0.12  0.02  0.16  0.08  83  ANAIAGUE 
0.22  0.32  0.28  0.20  0.02  0.14  0.20  B4  X-RAY 
0.10  0.14  0.04  0.22  0.42  0.04  0.26  B5 
0.44  0.20  0.44  0.30  0.50  0.48  0.40  81 
0.10  0.16  0.16  0.16  0.02  0.12  0.16  B2 
0.18  0.20  0.12  0.08  0.00  0.08  0.12  B3  POLAROID 
0.26  0.38  0.14  0.26  0.04  0.24  0.26  B4 
0.02  0.06  0.14  0.20  0.44  0.08  0.06  B5 
0.50  0.26  0.38  0.28  0.44  0.44  0.46  B1 
0.08  0.22  0.10  0.22  0.10  0.14  0.06  B2 
0.16  0.18  0.18  0.14  0.00  0.14  0.10  B3  VIDICAM 
0.20  0.30  0.18  0.12  0.00  0.20  0.26  B4 
0.06  0.04  0.16  0.24  0.46  0.08  0.12  B5 
ESTIMATED  PROBABILITY  (FALSE  POSITIVES) 
AS  PH  TH  FA  GS  EL  MW 
0.00  0.00  0.00  0.00  0.00  0.00  0.00  B1 
0.04  0.00  0.00  0.00  0.00  0.06  0.00  B2 
0.16  0.04  0.18  0.06  0.02  0.46  0.24  B3  DIGITAL 
0.48  0.60  0.50  0.50  0.08  0.36  0.60  B4  X-RAY 
0.32  0.36  0.32  0.44  0.90  0.12  0.16  B5 
0.00  0.00  0.00  0.00  0.00  0.00  0.00  B1 
0.02  0.00  0.00  0.00  0.02  0.16  0.00  B2 
0.06  0.00  0.14  0.02  0.02  0.34  0.06  B3  ANALOGUE 
0.38  0.50  0.40  0.40  0.04  0.40  0.42  B4  X-RAY 
0.54  0.50  0.46  0.58  0.92  0.10  0.52  B5 
0.00  0.00  0.00  0.00  0.02  0.00  0.00  B1 
0.00  0.00  0.00  0.00  0.04  0.10  0.04  B2 
0.22  0.04  0.30  0.02  0.00  0.32  0.10  B3  POLAROID 
0.64  0.54  0.48  0.54  0.18  0.42  0.58  B4 
0.14  0.42  0.22  0.44  0.76  0.16  0.28  B5 
0.00  0.00  0.00  0.00  0.00  0.00  0.00  Bi 
0.00  0.00  0.00  0.00  0.00  0.02  0.04  B2 
0.12  0.08  0.08  0.00  0.00  0.16  0.16  B3  VIDICAM 
0.44  0.64  0.34  0.34  0.00  0.44  0.58  B4 
0.44  0.28  0.58  0.66  1.00  0.38  0.22  B5 
(*)  Note:  For  convenience  denote  observers  as; 
(AS,  PH,  Ts,  ...,  Mw)  _  {1,2, 
...,  7) -36- 
Appendix  (1.2) 
To  Investigate  any  ordering  of  ej.  4ý1  (i=1,.. 
, 
5) 
AA 
We  construct  a  Table  of  ei4i  for  all  observer/output 
combinations,  These  ratios  are  given  in  Table  (A)  from  which  there 
is  some  indication  of 
ei/O; 
decreasing  from  B1  to  65,  Let  us  ignore 
the  ratios  in  brackets  (I.  e.  0/0)  in  Table  (A).  We  now  ask,  for 
example  VIDICAM  and  MW,  is  the  value  of  0.45  'significantly' 
different  from  0.55?  This  is  equivalent  to  asking  is 
(e4/414)  ý  (195/05)  -  or  does  an  interval  for 
log 
94/e5 
contain  zero? 
'04/  05 
We  use  an  asymptotic  result  (Bishop  et  al  1975,  Theorem  14.6.4) 
1elci 
log  xi  Normal  Eci  log  eis  E  c12  C 
Imi 
I 
where  Eci  log  ei  Is  log  contrast  probabilities  from  a  multinomial  table 
with, 
observed  counts  xi  (1=1, 
.., 
k) 
expected  counts  m; 
and  probabilities  ei 
and  where 
eCi=O, 
mi=Nei 
i=1 
We  will  estimate  mi  in  (*)  by  xi  itself. 
As  an  example,  we  have  the  interval  estimate  for 
log  e4 
-  log  4>4as 
1e5  4)5 
log  x4  -  log  x5 
-(1o9  Y4  -  log  Y5)  ±  1.96 
14 
X5 
+ 
Y4 
+ 
1/ 
2 
Y5 
where  xi  =  observed  counts  in  category  Bi  for  P(T) -37- 
AS  PH  TH  FA  GS  EL  MW 
CID  GD  OD  GD  GD  OD  CD 
1.00  ac  cc  co  00  1.00  OD 
DIGITAL  0.63  2.0  0.67  1.33  0.0  0.17  0.42 
X-RAY  0.46  0.23  0.28  0.12  0.5  0.78  0.27 
0.38  0.83  0.63  0.73  0.47  1.00  1.25 
GD  OD  CD  Go  OD  CD  CID 
6.00  ao  OD  OD  3.00  0.88  m 
ANALOGUE  2.00  co  1.00  6.00  1.00  0.47  1.33 
X-RAY  0.58  0.64  0.70  0.50  0.50  0.35  0.48 
0.19  0.28  0.09  0.38  0.46  0.40  0.50 
OD  OD  OD  w  25.00  OD  co 
C  OD  OD  OD  0.50  1.20  4.00 
POLAROID  0.82  5.00  0.40  4.00  (0/0)  0.25  1.20 
0.41  0.70  0.29  0.48  0.22  0.57  0.45 
0.14  0.14  0.64  0.45  0.58  0.50  0.21 
CD  OD  00  OD  Co  00  0) 
CO  co  OD  OD  CD  7.00  1.50 
VIDICAM  1.33  2.25  2.25  ao  (0/0)  0.88  0.63 
0.45  0.47  0.53  0.35  (0/0)  0.45  0.45 
0.14  0.14  0.28  0.36  0.46  0.21  0.55 
Table  (A) 
A 
Values  of  6i/4ýi,  i=l,...,  5 
Note  (1):  Entries  that  are  underlined  show  increasing 
order  of  9i/4)i. -38- 
OBSERVER  I  Interval  estimate  for 
log  {  9I/41  )/i  eI+l/ýI+1)  } 
DIGITAL 
X-RAY 
PH  4  -2.34,  -0.20 
TH  4  -1.95,0.35 
FA  4  -3.16,  -0.44 
GS  3  involves  log  (zero) 
EL  3  -2.77,  -0.23 
EL  4  -1.58,1.08 
MW  4  -2.76,  -0.33 
ANALOGUE 
X-RAY 
EL  4  -1.99,1.72 
MW  4  -1.05,0.96 
POLAROID  TH  4  -2.05,0.49 
GS  4  -2.58,0.66 
EL  3  -2.13,0.48 
VIDICAM  FA  4  -1.17,1.11 
MW  4  -1.39,0.99 
TABLE  (B) -39- 
where  yj  =  observed  counts  In  category  Bi  for  P(F) 
The  interval  estimates  for  log  [(ei/,  l)  /  (el+1  /4)i+1)  ]  corresponding 
to  an  increasing  order  of  ei/Oi  is  given  in  Table  (B)  . 
We  of  course 
want  zero  to  be  In  these  intervals.  This  is  the  case  for  Analogue 
X-ray,  Polaroid  and  Vidicam.  However,  for  DIGITAL  X-ray  four  of 
the  intervals  do  not  contain  zero,  suggesting  that  there  may  not  be  a 
simple  ordering  of  the  ei/4)1  for  this  output  medium. 
Appendix  (1.3) 
Let  X(x)  = 
P(X  =  xlel) 
_ 
Pl(x  =  x) 
P(X  =  xle2)  P2(X  =  x) 
where  P(.  )  denotes  a  probability  function. 
Define  a  Likelihood  ratio  (LR)  rule  as 
Make,  decision  (1)  if  X(x)  >C  for  given 
decision  (2)  if  X(x)  <C  constant 
(1)  or  (2)  if  X(x)  =CC 
Let  a=  Pl  (LR  decides  (2)  ) 
0=  P2  (LR  decides  (1)  ) 
Let  another  rule  (perhaps  not  an  LR)  have  corresponding 
errors  a*  and  p*. 
Theorem  :a+  co  19  a*  +  c13* 
Proof:  Divide  x-  space  into  4  disjoint  sets. 
LR  decides  (1) 
LR  decides  (2) 
A  B 
D  G 
other  rule  decides 
(1)  (2) 
where  for  example  the  subset  A  is  when  both  rules  make -40- 
decision  (1). 
Using  the  usual  set  notation  'E'  and  'U'  to  mean  'an 
element  of'  and  'union'  respectively. 
when  xEB  =>  X(x)  zC 
XED  =>  A(X)  C. 
By  de  f  init  ion, 
a=  pl(y  ) 
a*  =  Pl(y) 
P=  P2(AuB) 
13*  =  P2(AUD) 
and  since  A,  B,  D,  G  are  disjoint  we  have  for  example, 
P1  (DuG)  =  P(D)  +  P(G) 
Thus  a*  -a=  P1(B)  -  P1(D) 
ß-p=  P2(D)  -  P2(B) 
Thus  a+  Cß*  -  (a  +  Cß)  =  P1(B)  -  CP2(B) 
-  [P1(ß)  -  cP2(D)) 
=E  (P1(X  =  x)  -C  P2(X  =  X)  } 
X6B 
-E  (Pl(X  =  x)  -C  P2(X  =  x)  ) 
XED 
o  since  N(x)  C  when  xeB 
A(x)  d5  Cwhen  xED 
Appendix  (1.4) 
We  illustrate  the  derivation  of  the  interval  estimate  (for  given 
observer) 
AA 
Di  j±1.96  1  Var(Dij) 
where  DiJ  =  [P(T)  -  P(F)II  -  [P(T)  -  P(F)  ]J  (") 
=  DI  -  DJ 
where  I-  Vidicam  and  J-  Polaroid,  say. 
As  an  example  we  consider  RULE  2,  and  for  the  moment  obtain -ý1- 
the  estimated  variance  of. 
nnnnn 
D=  P(T)  -  P(F)  =  (el  +  e2)  -  (101  +  '02) 
Thus  Var  (D)  =  Var  ml  +  m2 
- 
nl 
- 
n2 
NNNN 
M  /1, 
since  1=￿  nl  (see  Table  1(ii)  and  Table 
NN 
1(iii)  ) 
and  where  N=  50. 
Now  we  assume  ml  independent  of  ni  " 
di 
Thus  Var(D)  = 
N2 
(Var(m1+m2)  +  Var(n1+n2)  ) 
=N{(  e1+e2)  (  1-e1-e2  )+(  41+ý2)  (  1-41-c)  ) 
1'  n 
The  estimate  Var(D)  is  then  obtained  by  estimating  ei 
and  40i  with 
Mi 
and 
nl 
respectively. 
NN 
J\ 
We  calculate  the  relevant  Var(D)  for  Polaroid  and  Vidicam  and 
/r 
substitute  into  (*)  to  get  DiJ.  We  next  make  another  assumption: 
An  observer's  rule  (Table  1(i))  Is  in 
media.  "  Thus,  Var  (Di  j)  =  Var(DI  -D  j) 
A 
=  Var(Di)  +  War 
and  Var(Di  j)  =  Var(Di)  +  Var 
dependent  of  the  output 
(Dj) 
P\ 
(D  j) -42- 
Appendix  (2.1) 
(A)  Interpretation  of  terms  in  Iogit-model 
Let  UIJK  be  the  logit  of  true  probability  of  deciding  cold  spot 
present,  for  Intensity  I.  output  medium  J  and  observer  K. 
Consider, 
UIJK  =µ+  al  f  pJ  f  YK  +  (ap)  IJ  +  (ay)  IK  +  (PV)  JK  (") 
From  (*)  we  see  that, 
UIJ1  -  Um  -  U111  +  U111 
-  UtJ2  -  U1J2  -  U112  +  U112 
-  UIJK  -  U1JK  -  UI1  K+  U11K 
(**) 
Therefore,  given  (apy)  IJK  =0  for  all  I,  J,  K,  the  quantity 
UIJK  -  U1JK  -  UI1K  +  U11K  (  *xx) 
Is  independent  of  K  (i 
.  e.  observer)  for  all  1,  J.  We  can  arbitrarily 
choose  the  value  of  K  such  that  the  quantity  given  in  (***)  is  fixed. 
In  particular.  GLUM  uses  the  definition, 
(cxß)IJ  =  (U  IJ  1-  Um)  -  (Um  -U  ill)  ý  """"ý 
We  note  that  Intensity  one  was  defined  to  be  the  FALSE 
POSITIVES  (see  section  (1.1.  B)).  So,  (****)  Is  a  measure  of 
difference  between  output  medium  J  and  output  medium  one,  when 
discriminating  intensity  i  from  intensity  one;  which  does  not  depend 
on  observer. 
We  note  that  model  (5A)  ,  in  table  [2(iv)  I  has  (!  3y)  JK  equal  to 
zero.  This  does  not  alter  the  meaning  of  the  (aß)  lJ  term  given  in 
(  XXXX) 
A  similar  discussion  Is  given  in  McCuilagh  and  Neider  (1983), -43- 
section  (3-5.2),  where  the  analogy  between  using  the  'usual' 
constraints  (e.  g.  Eai  =  0)  and  GLIM's  parameterisation  (e.  g. 
ai  =  0)  is  shown. 
GLIM  also  use  the  definition. 
13j  =  UiJ1  -  0111 
a  quantity  we  are  not  interested  In  as  it  is  not  a  contrast  involving 
two  Intensities. 
(B)  Geometry  in  the  (P(T)  ,  P(F))  plane 
Let  exp(U  1  Jl)  _ 
AL 
and  exp(U 
x 
i-y  1J1)  i-x 
Where  U;  j  is  defined  in  (*)  . 
Consider  the  plot  of, 
log 
1 
-1 
1--Y- 
-  log 
[TX--X, 
=c  (+) 
where  c  is  a  constant.  The  graph  (+)  is  equivalent  to, 
x 
y-  _d 
1+  (d-1)x 
where  d=  exp(c). 
(++) 
To  illustrate,  we  plot  the  graph  (++)  which  is  given  in  figure 
(A)  for  various  values  of  d.  Clearly,  as  d  increases  (i  .  e.  c 
Increases)  the  graph  'moves'  towards  the  left  and  upper  boundaries 
of  the  unit-square  (i.  e.  towards  the  lines  x=0  and  y=  1). 
But  y=  P(T)  and  x-  P(F) 
.  see  section  (1.1.  B)  for  definitions. 
From  figure  (A)  the  graph  associated  with  larger  values  of  P(T) 
(given  P(F))  have  larger  values  of  c.  In  particular,  let 
(P(T) 
, 
P(F)  )V  correspond  to  a  point  on  the  graph  with  c=  cV  for 
Vidicam  say,  and  {P(T) 
, 
P(F))A  Is  the  point  for  Analogue  X-ray 
where  c=cA,  say.  If  cV  minus  CA  is  positive  we  regard  Vidicam  as 
better  than  Analogue  X-ray  for  a  given  intensity  1. -44- 
(Y) 
0.8 
0.6 
0.4 
0.2 
0.0 
(x) 
FIGURE  (A) 
0.0  0.2  0.4  0.6  0.8 -45- 
Appendix  (2.2) 
We  rewrite  equation  (2.1.3)  , 
P(Xljk)  =  P(X,  jk)  P(X1Jklx.  jk)  (") 
where  Xijk  -  Po(eijk) 
Clearly,  X.  lk  -  Po(e.  jk)  where  the  'dot'  in  the  subscripts 
indicate  summation  over  the  subscript  I. 
Consider  the  model, 
1og(e1jk)  =U+  ai  +  ßj  +  Yk  +  (ßY)jk  +  (ap)ij 
=ai+7llk+  (a1)  il 
where  rlJk  =u+  Al  +  Yk  +  (py)  jk. 
Since  P(Xllklx,  jk)  -  Bin  (x.  jk"  4jk) 
Thus  P(Xl  jk  Ix.  jk)  = 
[xl? 
k]  X  kjk 
(l_4jk  )x2jk 
J.  J7 
Where  4jk  =  e1  jk/(el  jk  +  e2  jk  ) 
Here  n  denote  the  product  over  all  (j,  k).  As  illustrated 
jk 
in  section  (2.1)  the  term  rljk  cancels  out  in  Ojk. 
Further,  P(X.  jk)  is  the  product  (over  j,  k)  of 
X  jk 
exp  1.9.  jk]  e.  jk 
x.  jk! 
which  depends  only  on  6,  ßk  and 
9,  jk  =  eXp  [a1  +  (aJ)1j  +  7)jk] 
+  exp  [a2  +  (aß  )2j  +  ')jk 
When  we  estimate  (ai,  (ar3)  ij)  we  also  have  the  estimate  of 
P(XljkIx.  jk)  . 
We  can  use  these  estimates  of  (ai,  (a13)  ij)  to  estimate 
A 
P(X,  Jk)  since  r)jk  need  only  satisfy  e.  jk  =  50,  and  can  be  arbitrarily 
estimated.  In  other  words,  P(Xljkix.  jk)  can  be  estimated 
independently  of  P(X.  jk)  . 
Therefore,  the  ratio  of  two  Poisson 
likelihoods,  I.  e.  P(Xijk)  is  equivalent  to  the  ratio  of  two  binomials, 
i.  e.  P(XIikIx.  Jk) -46- 
Chapter  1:  TWO  POPULATION  DISCRIMINATION 
(1 
. 
1)  Introduction 
Let  Np(j4i,  ni)  denote  the  p-variate  normal  distribution  with  mean 
pci  and  covariance  matrix  ni.  Further,  let  ni  denote  population  I  and 
f(x  i  ni)  be  the  probability  density  function  of  x  given  IIi. 
In  the  two  population  discrimination  problem  we  consider  a 
particular  case. 
f(x  Ifl)  -  Np(jcl,  c)  for  1=1  2. 
The  classical  discriminant  analysis  largely  concentrates  on  the  odds 
ratio  f(l}  ix)  /f(r12  º)()  . 
We  have, 
f(IIllx) 
_ 
f(n1)  f(xlfI1) 
f(fl21x)  f(n2)  f(x1TI2) 
where  f(ni)  Is  the  prior  probability  of  sampling  an  observation  x  from 
nl.  It  is  assumed  that  the  f(ni)'s  are  known  or  could  be  estimated 
from  suitable  data. 
The  parameter  of  interest  is; 
9(0  =  loge 
f(x111.1  If 
(xln2) 
which  will  be  referred  to  as  the  'log-odds'. 
(1.2)  Estimation  of  e(x) 
We  seek  Inference  for  e(x)  . 
From  the  'training'  samples  of 
sizes  ni  and  n2  we  can  calculate  xi  and  Si  (l=1 
, 
2)  where  xi  is  the 
sample  mean  and  Sl  the  corrected  sum  of  squares  and 
cross-products  matrix,  for  [Ii. 
One  approach  in  estimating  e(x)  is  to  'plug-in' 
_xi 
and  Si 
(assuming  12174n2)  into  the  formula  for  e(x)  by  letting  s=zi  and 
ni 
=  kSi,  where  k=  appropriate  constant, 
The  plug-in  method  has  been  critisized  by  Aitchison,  Habbema 
and  Kay  (1977)  where  they  suggested  using  a  Bayesian  approach -47- 
based  on  predictive  distributions.  Aitchison,  Habbema  and  Kay 
(  1977)  argue  that  the  'plug-in'  method  yields  extreme  estimates  of 
the  odds,  possibly  the  consequence  of  not  taking  into  account  the 
n 
repeated  sampling  properties  of  9(x). 
Moran  and  Murphy  (  1979)  showed  that  the  study  in  Aitchison, 
Habbema  and  Kay  (  1977)  ignored  the  bias  involved  in  estimating  the 
odds  when  using  the  'plug-in'  method.  Having  made  adjustments  for 
bias,  Moran  and  Murphy  (  1979)  showed  that  the  'plug-in'  method  is 
then  more  comparable  to  the  methods  used  by  Aitchison,  Habbema 
and  Kay  (1977). 
Estimates  of  the  odds  ratio  using  the  three  methods  discussed  in 
this  section,  for  a  particular  discrimination  problem,  can  vary 
considerably.  Even  for  a  particular  method  we  do  not  expect  the 
corresponding  odds  to  be  estimated  well  under  all  situations. 
(1.3)  Assessing  Discriminant  Rules 
A  frequently  used  criterion  in  assessing  a  discriminant  rule  is 
the  unconditional  probability  of  misclassification,  see  for  example 
Lachenbruch  (1975).  The  use  of  unconditional  probabilities  is 
normally  associated  with  situations  where  a  decision  has  to  be  made 
one  way  or  the  other,  and  is  not  necessarily  informative  about  the 
uncertainty  involved  in  a  particular  decision. 
Critchley  and  Ford  (  1985)  consider  possible  cases  as  illustrated 
in  figures  (1  (i))  and  (  1(11)) 
. 
In  figure  (1  (i)) 
,  even  with  low 
misclassification  probabilities  the  point  A  will  involve  a  decision  made 
with  great  uncertainty.  In  contrast,  in  figure  (1  (11)  ),  a  decision  for 
point  B  will  be  made  with  great  certainty  despite  the  high 
misclassification  probabilities  Involved.  Clearly  it  is  Important  to 
consider  conditionally,  on  x,  the  uncertainty  with  which  any  decision 
is  made.  This  uncertainty  will  involve  e(x)  itself  and  the  extra 
uncertainty  associated  with  the  estimation  of  e(x)  . 
Critchley  and -48- 
t 
Ile 
Az 
Figure  (1(i)):  Some  decisions  made  with  great  uncertainty. 
i 
"I-, 
dop 
Bx 
Figure  (1(ii)):  Some  decisions  made  with  great  certainty. -49- 
Ford  (1985)  studied  the  latter  type  of  uncertainty. 
(1.4)  The  Equal  Covariance  Case 
Using  unbiased  estimates  of  e(x)  from  Moran  and  Murphy 
(1979),  the  problem  of  interval  estimation  for  e(x)  was  considered 
by  Critchiey  and  Ford  (  1985)  for  the  multivariate  normal  case  with 
n 
ill  =L12-  An  exact  variance  for  the  unbiased  estimate  e(x)  is  given  in 
Critchley  and  Ford  (1984). 
CritchlQy  and  Ford  (1985)  show  that  useful  Information  concerning 
the  p-dimensional  discrimination  problem  can  be  displayed 
geometrically  In  a  two-dimensional  plot.  This  Informative  plot 
displays,  in  particular, 
(i)  the  discriminant  scores 
n 
(  ii)  Var(e(x)  ),  representing  uncertainty  in  decisions 
for  x-points  associated  with  a  given  score. 
Critchley  and  Ford  (1985)  studied  two  approximate  interval 
estimates  for  e(x)  ,  both  of  which  are  based  on  large  sample 
properties. 
(1.5)  The  unequal  covariance  case 
The  aim  of  this  thesis  Is  to  extend  the  work  done  in  Critchley 
and  Ford  (  1985)  for  the  particular  case  of  unequal  covariance 
matrices. 
When  the  covariance  matrices  are  not  equal,  we  have  the 
problem  of  the  increase  In  the  number  of  parameters  Involved  in  the 
two  population  discrimination  problem.  As  a  result,  we  study  the 
use  of  approximate  interval  estimation  methods  for  e(x)  . 
Another  approach  to  this  problem  from  a  Bayesian  viewpoint,  is 
discussed  in  Rigby  (  1982).  The  results  in  this  thesis  are  based  on 
non-Bayesian  methods. -50- 
CHAPTER  2 
DERIVATION  OF  SOME  USEFUL  RESULTS 
(2.1)  Introduction  and  Notation 
Let  ni  denote  population  i.  and  let  f(xfiii)  be  the  probability 
density  function  of  x  in  population  I.  Thus. 
f(xlni)  -  Np  (jLi,  ni)  (i=1.2) 
where  Np(jc,  i)  denotes  the  p-variate  normal  distribution  with  mean 
1ý1  and  covariance  matrix  ni. 
We  seek  inference  for  the  log-odds  e,  viz:  - 
) 
9(x)  =  e(81,92,01,  n2  IX)  =  loge 
f(f(X 
XlI 
nl 
IIZ) 
In  this  chapter  we  gather  together  derivations  of  some  technical 
results  which  will  be  used  in  later  chapters.  We  will  use  the  letters 
E  and  NE  to  denote  nj  =  112  and  n1  *  n2  respectively.  Without  loss 
of  generality,  denote  the  covariance  matrix  for  III  as 
(i)  0  when  L21  =  c22  and 
(ii)  cl  when  t2l  *  t22 
Further  define, 
h1  (x)  =  (x  -  a)Tc2  1(X 
ai(X)  =  (x  -  4i)Trail(X  -  »i) 
(i=1,2) 
(i=1,2) 
A2  =  (iii  -  >ýn-lt  Ma  -  ý2  ) 
fix)  = 
Z[hi(X) 
+  112(x)] 
ST  =  (e,  O,  ...,  0)T 
(2.1.1) 
We  can  think  of  hi(x)  as  a  measure  of  'atypicality',  and 
"(x)  as  'average  atypicality'. 
Estimates  will  be  marked  with  a  "hat-sign"  e.  g.  the  estimate 
of  a? 
A2 
is  ai(x). 
Clearly, 
fi(x) 
[h2hi(x)] 
2 -51- 
and 
eNE(X)  = 
2(a2(x)  210ge  (Illl/In21) 
where  In  il  denotes  the  determinant  of  fi. 
As  was  mentioned  in  Chapter  I.  unbiased  estimates  of  9E  (x) 
and  eNE(x)  can  be  obtained  from  Moran  and  Murphy  (1979). 
unbiased  estimates  are, 
X_1 
ý1 
-1  eEý 
_)  nj  n2 
+  (n1  +  n2  -  p-3)  (a-  x2  )T  S-1 
[LC 
2 
(x1  +  x2  ), 
(2.1.2) 
where  xi  is  the  mean  of  the  ith  'training'  sample, 
S  is  the  pooled  corrected  sum  of  squares  and  cross 
products  matrix  (SSP), 
ni  is  the  sample  size  (i=1,2). 
Since  the  data  is  normally  distributed; 
xi  "  Np(Mj, 
n) 
and  S-  Wp(nl  +  n2  -2,  n)  (2.1.3) 
where  the  latter  distribution  is  the  p-variate  Wishart 
distribution. 
Also,  9EA  (x)  = 
2{a1(x) 
-  a2(X))  + 
2p  nn  12 
-21n[IS11/IS21] 
P  2Eý  nl  ]4,  ['2J11  (2.1.4) 
-1  22 
where  xi  -  Np(Ei, 
n 
ni)  (i=1,2) 
i 
Si  Wp(ni  -  1,  ill)  (i=1,2) 
The 
äi(X) 
=  (X  -  Xi)T(aisil)  (X  -  xi)  (i=1,2)  (2.1.5) 
ai-ni-p-2 
W(.  )  =  digamma  function.  (Abramowitz  and 
Stegun  (1972)) -52- 
Note  the  use  of  S  as  the  pooled  corrected  SSP  matrix  when 
nl  =  n2,  and  Si  as  the  corrected  SSP  matrix  for  IIi  when  nj  ;l  112. 
To  calculate  the  digamma  function  we  make  use  of  the  algorithm 
from  Bernardo  (1976). 
It  is  of  interest  to  calculate  the  variances  of  9E  (x)  and  eNE  (x) 
so  that  we  can  express  the  uncertainty  in  our  point  estimators.  In 
P\ 
Section  2.2  we  reproduce  the  variance  of  9E(x)  ,a  result  from 
Critchley  and  Ford  (  1984) 
. 
In  Section  2.3  we  derive  an  approximate 
.  variance  for  ONE  (-X) 
ON 
As  there  will  be  a  bias  in  using  eE(x)  when  we  actually  have 
ill  n2,  we  derived  an  approximation  for  this  bias  in  Section 
(2.5). 
In  Section  (2.4)  we  derive  an  approximation  to 
E((Iog  I  S(-11)  S(-1) 
and  use  this  result  to  obtain  another  approximate  variance  for 
n 
ONE(x)  . 
The  approximate  variances  obtained  in  this  chapter  will  be 
compared  empirically  in  a  later  chapter. 
(2.2)  Variance  of  eE(x) 
The  variance  of  eE(x)  (see  Critchley  and  Ford  (1984))  is 
(N  p)  (N-p-3)V(  8E(x))  =  (N-p+l)  (9(x) 
2 
(N-1) 
(n1 
-ý  ý2  }2 
+  n2  J+  n2)  - 
4n4 
+  (N-P-1)(4(x){(N-1) 
(n-1 
12 
f1  i- 
n2  )  + 
4(N-1)(N-p-1)(2p[n12 
+ 
n22,  -  (N+1) 
2 
(2.2.1) 
We  of  course  need  to  estimate  V  {e(x)).  The  simulation  results  of 
Critchley  and  Ford  (1985)  make  use  of  an  unbiased  estimator  of 
A 
V(eE)  viz'- 
V1(eE)  _ 
[(N_P)(N_P-3)V(eE) 
-  2e  -  2(N-1) 
1 
n-  nll  9E-f"' 
j  2  1J 
[(N-p)(N-p-3)  +  (N-p+1)] 
(2.2.2) -53- 
f-[ 
(N-1)(N-P-1)P1 
where  f"'  1=t  nln2 
(N-p) 
f= 
(N-1)(N-p-1)p  (2+2)  112 
+(1_ 
32  N-1 
P  ln2 
nl,  2 
N=  nl  +  n2  -2 
nA 
V#(9E)  is  the  "plug-in"  estimator  (using  the  minimum 
variance  unbiased  estimators  of 
02,  OE,  I  x*  1  12  =  4(x)  - 
4'n2) 
of  V(sE(x)). 
In  the  next  chapter,  we  carry  out  a  simulation  study  on  the 
A 
distribution  of  9E(x)  ,  and  interval  estimation  for  e(x)  . 
We  note  the 
AA 
possibility  of  V1(eE)  becoming  negative.  We  will  record  any  such 
instances,  if  they  occur,  and  replace  V1  OA  BE)  by  V2( 
E) 
obtained  by 
'plugging-in'  the  unbiased  estimates  of  n.  RI  and  L  L2. 
A 
(2.3)  Variance  of  ONE  (-X) 
A 
An  approximate  variance  for  eNE(x)  is. 
A 
AV(E  (x)) 
=E 
,  al  (X)}2 
+  {1  - 
(nl-2) 
}  a2  (X) 
i=1  t2(nj-p-4) 
nj  (ni  p-l)(ni  P-4  ) 
+  p(nl  2)  1 
2(ni  p-1)(ni  p-4)j 
Proof:  Define, 
diag  (A1,  A2,  A3,  A4)  =  Al  0  0  0 
0  A2  0  0 
0  0  A3  0 
0  0  0  A4 
(2.3.1) 
where  the  matrix  0  is  a  matrix  of  zeros  with  appropriate 
dimensions. 
Next,  define  vec(M)  as  the  p(p+1)/2  vector  whose  elements 
are  the  upper  triangular  elements  of  the  pxp  matrix  M. 
Let  f3T  =  Lai'  R2,  vec(f211),  vec(021)  ]  (2.3.2) 
From  (2.1.5)  clearly  E(xi)  =  ýi -54- 
From  Gupta  (1968),  E(aiSil)  =  nil  where  ai=nip-2  and 
Si  WP(  ni-1,  n1)  , 
Let  _  [x  L,  xT,  vec  (a1S11),  vec(a2S21)  ] 
Therefore  E(Q)  _ 
Let  eNE(x)  =  g(p),  i.  e.  a  function  of  13. 
A 
We  consider  an  approximation  of  g(ý3)  , 
g(ý)  =  g(p3)  +  [g'  (J3)  ]T  (p-3)  +  higher  order  terms 
A 
where  g(ý) 
s[9(ß)] 
sL  L3=ý 
A 
Thus  E[  g(p)  ]=  g(pi),  to  first  order  terms. 
Hence, 
11  TA  V[g()]  =1  [3l(p)]  cov  (L)  [  '()]  (2.3.3) 
where  'V',  'cov'  denote  variance  and  covariance  respectively, 
))  ,  n2,  coy  (ý)  =  diag  [n, 
nl  ,  n2  ,  cov(vec(  a1S11 
cov(vec(a2S21)  )1 
J 
since  x1,  x2,  S1,  S2  are  independent  sets  of  variables. 
We  shall  define  cov(vec(aiSil))  shortly. 
To  maintain  consistency  in  notation,  we  denote  the  right 
hand  side  of  (2.3.3)  by  AV  (g(L3))  .  Thus, 
A 
AV{g(ei)}  =  AV{  fi(x)}  _  [g'(ýi)]T  Cov(P-)[g'(P-)1  (2.3.4) 
Clearly  g'  (Q)  = 
where  gl  i= 
sxi 
911 
912 
921 
22  2 
evaluated  at  xi  =  (i=1,2  ) -55- 
S12i  = 
sg 
-1 
evaluated  at  xi  = 
8  [vec(aisi  )] 
aiSil  _  nil  (i=1,2) 
We  therefore  want 
A 
AV(eý,:  (x))  =  311 
V-11 
fl1,311  +  Y12 
f 
n2  112]  912 
+_  21  cov[vec(a1S11)  ] 
_2l 
+  g22  cov[vec(a2S21)  ]  222 
Z11  +  Z12  +  7,21  +  Z22  (2.3.5) 
We  now  establish  the  relevant  components  for  the  right 
hand  side  of  (2.3.5). 
ý  i)  ji  =  (_1)i+laisi  1 
(.  K--Xi  ) 
i+l  -1 
[evaluated  at  xi  = 
-1  -1 
aisi  =  ni  7 
(ii)  2g2i  =  (-1)1vec[2(x-;  µß)(x-tim-  )T  -  DST] 
+  (_1) 
i+i 
vec[2121  Dn`]. 
where  DbT  is  the  diagonal  matrix  whose  ith  diagonal  element 
is  equal  to  the  ith  diagonal  element  of  the  matrix  b  bT, 
b=x-  Iii.  The  diagonal  matrix  D.  is  similarly  defined. 
(i)  and  (ii)  above  are  standard  results,  see  for  example 
Graybill  [1983],  chapter  10. 
We  require  two  further  results. 
(v)  T-  Wp(N,  U)  =>  E(T-1)  =  N-p-1 
if  N--p--1>  O 
a  result  from  Gupta  (1968). 
(vi)  T"  Wp(N,  U)  and  let  Trl  =  (tl7),  U-1  =  (ulk) 
. 
From  Siskind  (1972)  we  have, 
E(tijtrs)  = 
(N-p-2  )u-furs  +  uirujs  +  gisyjr 
(N-p)  (N-p-1)  (N-p-  3) 
we  first  use  (v)  and  (vi),  and  recall  that 
ä- 
Wp(n-1, 
ä) 
Fir  aýnh  n_ 
___ -56- 
Let  as-1  =  (81) 
j  an-1  =  {sij)  o.  r,  c  11_ 
-.  9 
Thus  cov(sij,  srs)  =  E(sijsrs)  _  E(sij)  E(srs  ) 
28:  08rs  +  (t-2)  [8ir8jB  +  8188jr1 
(t-1)(t-'2)2(t-4) 
where  t=n  -p. 
(2.3.6) 
We  next  use  (2.3.6)  to  calculate  z21  and  z22.  Without  loss 
of  generality,  for  the  time  being,  drop  the  subscript  'i' 
from  j,  ni,  z2i,  ti,  ni,  ai  and  bi. 
Let  i2  -  (x-)  x-Jj,  )T  = 
[q] 
ý 
ýR 
where  [q)  contains  upper  triangle  elements  of 
0-  and  r  contains  the  corresponding  diagonal 
elements. 
B11  B11  B12 
Let  cov(n-1)  =  cov(as-1)  _ 
B11  all  B12 
TT 
B12  B12  B22 
such  that  B11  =  cov(sfa  ,  srs)  where 
s9 
E[q]  and 
se 
[q) 
88  13  ss 
B12  =  cov(sil,  srs  ) 
B22  -  of 
of  to 
to  of 
E[  41  ....  Er 
Er  ""  "'  Er 
Let  [g)  denote  the  elements  of  [q]  expressed  as  a  vector.  We 
an, 
[3]  T  B11  B12  [g] 
ZZ 
2r  BT 
I 
B22  2r 
T 
s[a5  1]  [cov(a  )] 
s- 
89 
faS-1]  i-]  rs 
_  [g]T  B11[1]  +  [g]T  B12  r+ 
r2-1 
4 -57- 
And  we  note  that 
Egg  T  B11  B11  B12  [) 
(gý  B11  B11  B12  4  Z2 
= 
TT 
B12  B12  B22  = 
Therefore 
Z2  4EEEEE 
(fl  -b  bT  )ij(fl-b  bT  )rs  cov(sl7  ,  srs  ) 
r  7 
=1EEEE  (ý'ij-bibj)(Wrs  orbs  ) 
4.  DENOM  ijrs 
[26ijsrs  +  (t-2)(8ir8Js  +  6is6Jr)) 
[2pa2(n-2)  +  2a2(t-1)  [bTc-lb]2  -  4a2(bTn-lb)(n-2)  l/(4  .  DENOM  ) 
(2.3.7) 
see  Appendix  2.1  for  details. 
where  t=  n-p 
a=  n-p-2 
DENOM  =  (t-1)(t-2)2(t-4) 
b=  x-ý 
We  will  use  the  subscript  k  to  denote  the  various  variables 
from  11k  (k--1,2). 
Let  Wk  )Tfl 
11 
--t21c1  Ilkl(X-I!  k  ) 
(ak  -  p3c]?  3j)jj  (nk  c  cT)rs  cOvnk(s  -J,  srs)  +4i,  E 
Substitute  Wk  into  (2.3.5)  and  we  have 
AV(e(x))  =  Wl  +  W2  (2.3.8) 
Finally,  by  substituting  the  appropriate  z2i  [from  (2.3.7)] 
A 
into  (2.3.8)  we  have  the  required  form  of  AV(E  (x))  that  is 
A 
given  in  (2.3.1).  The  estimate  of  AV(ANE(x))  when  we 
substitute  j  and  f1  by  xi  and  Si  (i=1,2)  will  be 
(ni-P-2  ) 
called 
A^ 
AVl(9M(.  c)  ) -58- 
A 
(2.4)  Another  approximate  variance  for  eNE(x)  using  an 
approximation  to  E((Ioq  IS-11)S.  -1) 
(A)  Introduction 
In  Section  (2.3)  we  have  obtained  an  asymptotic  approximation 
AA 
to  Var  (eNE  (x)) 
,  using  a  linear  approximation  to  eNE  (x) 
. 
We  now 
pursue  a  more  exact  approximation  based  on  the  idea: 
fi(x) 
=  constant  +2  [a2  (x)  - 
ai(x) 
-  log  I  S1  { 
+  logIS2I) 
From  (2.1.4)  and  (2.1.5)  we  have  xi  #  Si  (*denotes 
independence). 
Further,  the  two  samples  are  independent.  Therefore 
a_1(2i)  *  a2  2(1),  ai(x)  *  log  1S21 
and  a2  (x)  #  log  1  Sl  I, 
Clearly, 
1ogIS1I  *  1ogIS2I 
Var(  (x))  =1 
var(u1)  +  var(a2  ) 
4 
+var(  log  I  S11)  +  var(  log  I  S2  I) 
+2cov(äi,  1og  I  S1  I)+2cov(a2,1og  I  S21)  (2.4.1) 
(Here  ai 
ai(x)) 
. 
All  the  terms  on  the  right-hand  side  of  (2.4.1)  are  known 
A 
exactly  except  cov  (ai,  logISil).  From 
cov(X,  Y)  =  E(XY)  -  E(X)E(Y),  X,  Y  are  random  variables, 
A 
Var  [  ee  (x)  ]  would  be  known  exactly  if  and  only  if  we  knew 
E(aai2logISil)  exactly.  This  amounts  to  knowing  the  matrix; 
ll 
E((loglSil  )"Si)  exactly.  (2.4.2) 
Unfortunately  we  do  not  have  this  latter  result  and  therefore 
propose  to  find  an  approximation  to  (2.4.2). 
(B)  An  approximation  to  E((Ioq  I  Si-1  I)  Si-1) 
Here  we  drop  the  subscript  i  in  Si  for  convenience.  We  define 
the  distinct  elements  of  S-1  by  [sgh  Ig!  gh). i 
-59- 
Let  f1j(S-1)  r.  (log  IS-1I)sit 
Using  a  second  order  Taylor's  expansion  in  the  elements  of  S-1 
about 
1 
E(S-1)  r-1 
N 
p-1) 
we  have, 
-1 
s= 
r 
f1j(s_1)  &  flj(r_1)  +r  (sgh  ygh  16sJS1 
9h 
r1 
+ 
g--'ti  k`  1(s 
h  ýgh)(Skl  ýkl)  82f  i 
29[ 
18sg 
ss  JI  s-1=r-1 
1 
J 
so  that 
E[fij(s-1)]  =  fij(r-1)  +o 
2 
+E  Fý  1  Cov(sgh,  skl) 
S  f1 
2yk- Z 
ssg  &9k  S-1_r-1 
cov(sgh,  skl)  is  given  in  (2.3.6)  and  is  reproduced  here. 
cov(  sgh,  skl)  = 
2o'ghQk1  +  (N_p-1)(Qgkahl  +  Qg1Qhk  ) 
(N-P)(N-p-'1)2(N-P_'3  ) 
Where  N=  n-1 
We  now  find  the  second  derivative  of  fij(S-1) 
fib  _(  log  I  S-1  {  )Si] 
Thus  6f 
_  (2-bgh)  sgh  sly  +  s(gh)(i7)(10g  I  S-1  l) 
ösg 
where  sgh  =  kronecker  delta  =  (1  if  g=h 
(0  otherwise 
and  ö(gh)(ij)  =  (1  if  (g,  h)  =  (i,  j) 
(O  if  (g,  h)  ý  (i,  j) 
62f  i7 
_= 
(2-6gh)ý(kl)(ii 
ýgh 
ss9  s 
1 
+  (2-&gh)  slJ  (  2)(Z-sk1)(sgksm  +  sglskh  ) 
+ý(9h)(i7)  (2  -  5k1)  8k1 
where 
ssgh  is  obtained  from  Result  (1),  Appendix  (2.2) 
ss 
and 
'(1091S-11  is  obtained  from  Result  (3),  Appendix  (2.2) 
8  st 
and  the  second  derivative  is  to  be  evaluated  at  S-1  =  1-11 -60- 
or  equivalently  at  sib  =  (N-p-1)aij,  ''  i'i  . 
Thus  E(fij(s^1))  =  fij(r-1) 
1 
+29  (2-sgh)[Qgh(N-P_1))  ov(Sgh,  81J) 
+1E  (2  -  6k1)  [(N-p-1)Qkl  ]  cov(skl,  sij  ) 
2  kcl 
-4Eý  (2-sgh)(2-skl)  [  (N-P-1)a1  (Qgxalh  +  agIO)ch)  J 
g4h  k.  -,  -'l 
cov(sgh,  skl)  (2.4.3) 
The  second  and  third  terms  on  the  right-hand  side  of  (2.4.3) 
are  equal.  Their  common  value  is; 
1 
2E 
(N-p-1)Qgh  cov(sgh,  sli  ) 
all  g,  h 
=  (N-1)K  Q-J  (2.4.4) 
where  K=  ((N-p)(N-p-1)(N-p-3))-1 
The  last  term  in  the  approximation  to  E(fij(S-1))  is; 
-4  Qlý  E  (QgkQlh  +  C7gjOkh  ) 
all  g,  h  all  k,  1 
t  2Qghak1  +  (N_p-1)(Qgkah1  +  Qg  1-cr  ) 
2  Q-J  (P(N-p+1)  +  P2(N-P-1)  ?  (2.4.5) 
Collecting  (2.4.4)  and  (2.4.5),  putting  them  back  into 
(2.4.3),  we  have  the  desired  approximation; 
E  ((log  S-1  )S-1)  =  (log  r-1  )r-1 
+ 
2(N-1) 
r-1 
(N-p)(N-p-3) 
- 
p{2(  N-p-1)+p(  N-p+  1) 
r-1 
2(N-p)(N-p-3) 
c-1 
where  r  -I  =  N_p-1 
A 
(C)  Another  approximate  Variance  for  e(x  ) 
n 
We  want  an  approximation  to  Var(eNE(x))  as  given  in 
(2.4.6) 
(  2.4.1  ). -61- 
Let  Tit  _ 
nl(ni  1)  ä 
(x) 
[See  (2.1.5)  for 
ai  definitions] 
and  Xi  =  niai(x  ) 
Since 
Ti  (ni-p) 
F'  n`ý  , 
At)  [Anderson  (1958) 
(n1-1)  p  Theorem  (5.2.2)  ] 
and  from  Johnson  and  Kotz  (1970b),  page  190,  we  have, 
Var[äi(X)]  = 
2[«i  (X)]2 
+ 
4(ni-2)«i(X) 
(ni  Ir'4)  ni(ni  p4  ) 
+ 
2P(  ni  2) 
ni  (ni  P-4)  (2.4.7) 
From  Johnson  and  Kotz  (1970c),  page  198, 
var  (1og(I  Si  l/I  n1  I)  }=p  fir'  [  2(ni-7) 
] 
j=1  (2.4.8) 
where  y,  '  (.  )  -  triganuna  function  [Abramowitz  and  Stegun  (1972)]. 
For  our  purpose,  to  calculate  use  (for  m= 
integer)) 
'IT 
1  m-2  1 
(a)  W'(m-1)  =6-  kE1  k2 
[from  (6.4.3)  and  (23.2.24)  of  Abramowitz  and  Stegun  (1970)]. 
1_  n2  m-1  1 
2)  24  k=1  (2k-1)2 
[from  (6.4.5)  of  Abramowitz  and  Stegun  (1970)  ]  (2.4.9) 
We  require  the  covariance  term  in  (2.4.1).  Firstly, 
cov[ai(x),  log  ISi  I)  =  E[ai(x)"(log  IS1I  )) 
-  E(ä  (x))  E(logIS1t  ) 
Again  from  Johnson  and  Kotz  (1970b)  and  (1970c), 
E{äi(X))  =  ai(?  x)  +  P_ 
E(log(iSil/1n11))  =p  log  2+ 
where  '(.  )  E  digamma  function. 
P 
ýP(-  [ni-jl?  2  ý-1 
(2  4.10) 
(2.4.11) 
!.  of-  A-  Fý_  fL1  oa  JS1  )S11) p 
-62- 
we  want  E  (äi(x)(  log  I  Si  I)  ) 
=  EX  (-ai(x-Xi  )TB  (x-xj)  ) 
_  -ai{xTB1x  -  2xTBj  +  LiBilLi  +  trIBiInlfli,  1) 
From  (2.4.6)  we  get, 
Bi 
ti 
nil 
ai 
where  ti  =  log  (I  ri 
1 
1)  + 
2(N1  1) 
(N1-p)(Ni  P-3  ) 
P2(Ni-P-1)  +  P(Ni  P+1) 
2(Ni  P)(Ni-p-3)  (2.4.12) 
-1 
where  I'il  = 
_1 
and  Ni  =  ni  1 
(Ni  p-1) 
Clearly, 
A 
E{ai(X)(loglSil  ))  =  -ti[ai(X)  +1 
(2.4.13)  nj_ 
Combining  the  results  from  (2.4.7),  (2.4.8),  (2.4.10), 
(2.4.11)  and  (2.4.13),  we  now  have  the  sum  of  variance- 
covariance  terms  for  population  i.  Therefore, 
var(ä  (x))  +  var  [  log  I  Si  l)  +2  cov  [ 
ai(x) 
,  (1og  I  Si  I)  ) 
2[ai(X))2 
+ 
4(ni-2) 
-  2ti  -  2ui  ai(X) 
(nip-4)  ni(  ni  p-4  ) 
P 
+Z  i4'  [Z(ni-]  ) 
j=l 
+ 
2P(ni-2  ) 
2 
ni(ni  P"4  ) 
2pui 
_ 
2tip 
ni  nj 
p1 
where  ui  =p  log  2+E  V[-(ni-j)  )+  (log  I  fiI  ) 
j_1  2 
ti  is  given  in  (2.4.12) 
For  purposes  of  notation,  let, 
A 
Bv(eM(x)) 
(2.4.14) 
n 
be  the  approximate  variance  of  ONE(X)  when  we  substitute 
(2.4.14)  into  (2.4.1)  for  i=1  and  2. 
We  will  compare  empirically  the  'performance'  of -63- 
f\ 
AV(9e(x))  and  BV(9M(x))  in  Chapter  3. 
A 
(2.5)  :  Approximation  to  the  bias  of  eE(x)  when  t11  *  f2 
(A)  Introduction 
We  recall  that, 
loge  (Inl1/In2I  )  9w(x)  = 
2(a2(x) 
-  al(?!  ))  -1 
If  we  assumed  nl  =  n2,  when  in  fact  the  covariance 
matrices  are  unequal,  we  would  then  be  using  9E(x)  to 
estimate  e(x). 
From  (2.1.2), 
eEýX)  =  2Lh2i?  ()  ý'  h1iX)J 
where  h,  -2 
. 
(.  K)  _  (x  -x.  )T 
Sl  +  S2  -1 
(X  - 
ý) 
- 
nl  +  n2  -  p-3  1 
We  want, 
Ok% 
61NE0)  -  E(AE(X)  ) 
=1  [l09(In2l/lall  1+  a2  (X)  -  a1(X)  -  E(h2(X))  +  E(hi(X))] 
We  shall  call  this  BIAS1. 
To  compute  E  (hi(x)  )  we  need  E{  (S1  +  S2)-l)-  Unfortunately, 
for  01  n2  the  matrix  (S1  +  S2)  does  not  have  a  'simple' 
distribution.  It  is  therefore  difficult  to  find  E((S1  +  S2)-1) 
analytically.  Instead,  we  propose  to  do  a  Taylor  series 
expansion  of  (S1  +  S2)-1  to  second  order  in  the  elements  of 
(S1  +  S2)- 
(B)  Taylor's  expansion 
For  all  it5j,  let  fij(S)  =  sij  =  (i,  j  )th  element  of  S-1 
where  S  is  a  symmetric  pxp  matrix  [and  S=  Si  +  S2]. 
Let  r=  E(s) 
Clearly  r=  (n1-1)c21  +  (n2-1)n2 -64- 
then;  fij(S)  fie(r)  +E  (sgh  -  Ygh)  [ii6uiJ(S±IIs=r1  gggh  8sgh 
+1E  (11911  -  Ygh)(gkP  -  YkQ) 
82f  la 
29'`h  k  6sgh8sk2  S=T 
so  that, 
E(fij(S))  =  E(slJ) 
=  r17  +o+1rE  COV(sgh,  SkQ) 
82fi] 
2  geh  k:  69  ssghS9kg  ls=r'] 
Let  sib)  _  (i,  j  )th  element  of  Sk. 
Coy  (ugh,  ski) 
(1)  (2)  (1)  (2) 
=  cov(  sgh  +  Sghj  $k9  +  $kA  ) 
(2.5.1) 
cov(sgh  s  ski)  )+  cov(sgh  i  ski))  [since  S1  is  independent 
of  S2) 
2(a)  (a)  (a)  (a) 
E  (nd-1)  L  cgk  o-  fig  +  °g  2  a11k  )  (see  Appendix  (2.2), 
result  2)  (2.5.2) 
where  Qiý)  =  (i,  j  )th  element  of  tc 
also; 
bf1j 
_ 
sslj 
Ssgh  6sgh 
Sgi  2 
(2  -  6gh)(SI-9  S11i  +s 
where  Sgh  =  (1  if  g=h 
(0  otherwise. 
Thus 
62f  17  =6 
[6f1ij 
8sghösk2  saki  8sgh  -  1-l 
(see  Appendix  2.2 
result  1) 
(2-sgh)(2-skQ)  Sig  S'hk  9i+  Sig  shl  ski 
4+  shJ  sk  Sig  +  shj  Sit  skg 
+  s"h  s9k  stj  +  sib  sgi  skj 
+  sgj  sik  5h+  sgj  Sit  skh 
all  of  which  is  to  be  evaluated  at 
(2.5.3) 
2 
Sr  t(na-1)tß,  or  equivalently  at  : 
a=1 -65- 
We  note  that  cov(sgh,  skO  cannot  be  written  neatly  in  terms  of 
the  elements  of  r.  Without  loss  of  generality,  we  can  make  use  of 
the  Invariance  properties  of  e(x)  and  it  is  sufficient  to  consider  only 
the  special  case:  x  ->  x"  =  Ax  +  b,  with  suitable  A  and  b.  In 
particular, 
k2  -  >=O  (arbitrary) 
n2  ->  112  =  1p  i21  ->  r=  diag(dl, 
... 
dp  ) 
(with  dlz...  Iidp)  (2.5.4) 
We  now  work  in  this  transformed  parameter  space  and  drop 
the  superscripts  *.  For  (2.5.2)  we  have, 
via)  =  sib  and  vlý)  =  di  8i7 
Thus,  cov(sgh,  ski)  _  (fl1-l)(dgdh)(sg)cshk  +  6gRshk  ) 
+  (n2-1).  1.  (Sgk8hQ  +  6giShk) 
where  again  Sij  =  (1  if  i=j 
(0  otherwise. 
Aiso,  r=  (n1-1)diag(dl,...  ,  dp)  +  (n2-1)I 
=  diag(y11,...  ')pp)  say,  with  Iii  =  (n1-1)di  +  (n2-1) 
for  all  i 
Thus  I'-1  -  diag(yhl  wit  b  Il]  =  1_  for  all 
Yii 
Putting  together  (2.5.2)  and  (2.5.3)  into  (2.5.1)  in 
the  transformed  space,  and  span  hing  over  all  g,  h,  k  and  2 
we  have, 
E(sl3)  =  ylj 
+8EEkI( 
n+  1)(  h)  (sgkshl  +  6gg8hk)  (...  ) 
gh  Q 
where 
{...  }  =  Big  8hk6Ij 
+ 
8h98kj 
+ 
sill  sgk6Pj  + 
8gQ6kj 
Yi  i  YhhYj  7  Yhh-Yj  ]  Yii  YggY7  j  VggVj  ] 
+ 
shj  8ik8Ig 
+ 
si16kg 
+ 
6gj  8ik6  h+  sibs 
Yjj  YiiVgg  ViiVgg  Yjj  YiiYhh  Yiiyhh -66- 
i.  e.  E(813) 
81l 
+  [(nl-1)d2i  +  (n2-1)1)8iß.  8 
Yii  3 
Yii 
+1 
6_  P  (nl-1)dlc  +  (n2-1)] 
82  h=1 
Yhh 
Yii 
since  for  example: 
(6gk  Shp  Sig  8-hk  61j)  =0  unless  i=g=k=h=Q=j,  When  it  is 
equal  to  1. 
while, 
(Sgk  ShQ  Sig  8h9  Skj)  =0  unless  i=g=k=j  and  h=2  when  it 
is  equal  to  1 
and  also  since  in  the  expansion  there  are  8  terms  of  each  type. 
We  therefore  have 
E(s-1)  =  r-1  +E  (2.5.5  ) 
where  r=  diag  (y11,  ..  1  ypp  ),  and  yii  =  (n1-1)di+(n2-].  ) 
and  e=  diag(e11,..  Iepp)  where 
E_1 
[(n1-1)di2  +  (n2-1).  12] 
+' 
[(n1-1)didh  +  (n2-1).  12] 
11  - 
yii  [(n1-1)di  +  (n2-1).  l  ]  h=1  [  (nl-1)dh  +  (n2-1) 
.  1) 
Note  that  yii  is  of  order 
n 
and  Eii  is  of  order  1/(n2). 
Returning  to  the  question  of  bias,  we  have:  for  i=1,2  (and 
in  the  transformed  parameter  space): 
(xi(x)  J 
(_x-Ea  )Tdiag 
xTx 
whereas: 
11 
x-  for  population  1  (_  ý1)  d1,...,  dP 
for  population  2 
E(hi(x))  =  (n1+n2-p-3  )(x-ýtý  )T(  I'-1+E)(X-  ) 
+ 
[(n1+n2_p_3)trace((r_1+6)cov(j))  p--] 
ni 
Let  ri  =  E(hi(x))  -  ai(x  ) 
=  (X  -  ýi  )T  [  (nl+nz-F-3)(r-1+E)  -  nil  ]  (X-ýi  ) -67- 
+  ni  [trace  ((n1+n2-p-3)(r-1+E)  ni)  -  P) 
where  111  and  j  are  defined  in  (2.5.4). 
Finally, 
BIAS1  - 
1109( 
1  f2  I/I  nl  I)  +  2(r1  -  r2)  (2.5.6) 
We  will  check  the  performance  of  BIAS1  empirically  in 
Chapter  3. -68- 
CHAPTER  3 
SIMULATION  STUDY 
3.1  General  description 
(A):  The  need  for  simulation 
Knowledge  of  the  sampling  distribution  of 
e 
(the  estimated 
fog-odds)  would  be  a  useful  prerequisite  to  constructing  interval 
estimates  for  e.  This  distribution  is  not  currently  known.  However, 
we  can  still  carry  out  simulations  to  study  this  distribution  and  the 
performance  of  approximate  Interval  estimation  techniques.  The 
technique  of  simulation  constrains  us  to  look  at  specific  cases  of  the 
distributions  for  the  two  underlying  populations.  By  a  careful 
selection  of  the  particular  values  of  the  parameters  we  can  hopefully 
cover  a  wide  range  of  interesting  situations. 
The  different  parameters  to  be  considered  involve. 
(i)  sample  sizes  nj  and  n2 
(ii)  dimensionality,  p 
(iii)  equal  and  unequal  covariance  matrices 
(iv)  positions  of  the  population  means 
(v)  the  position  of  the  x  vector 
A 
(B)  :  Simulating  the  empirical  distribution  of  e 
We  have.  f;  x-  Np(et,  n)  0=1,2). 
By  using  x#  =  Ax  +b  for  suitable  A  and  b,  plus  the  fact  that  e 
A 
and  e  are  Invariant  under  such  linear  transformations,  Critchley  and 
Ford  (  1985)  converted  the  two  population  discrimination  problem, 
with  t21  =  02,  Into  the  following  canonical  form; 
ni;  xi*  -  NP  (µj*  ,I)  and  S-  Wp(N,  I)  (3.  i.  i) 
where 
#=  28, 
=  -2S.  S=  (e,  0,  ..  ,0 
)T 
02  =  (RI  -  M2  )T  n-  I(-  k2),  I=  identity  matrix 
N=  nj  +  n2  -2 -69- 
For  the  unequal  covariance  case  with, 
fl  :x-  Np((i,  ni)  1=71,2  (see  Appendix  3.1)  , 
the  canonical  form  is: 
Ill:  x#  "  Np(jý,  D)  and  112:  x*  -  Np(O,  n 
where  D=  diag(dl,  d2....  dp),  di  at  0  i=1  ,.,  p  (3.1.2) 
R=  arbitrary  constant  p-vector. 
(3.1.2)  will  be  used  in  this  study.  Figure  (30)]  is  a  flow-chart 
showing  the  essential  steps  involved  In  estimating,  for  example,  the 
A 
first  four  moments  of  the  empirical  distribution  of  e,  and  a  brief 
description  is  as  follows; 
(i)  generate  x1,5C2,  Sl,  S2  (see  Appendix  3.2)  ;  these 
n 
are  the  statistics  required  to  calculate  9. 
ON 
(ii)  calculate  9,  see  (2.1.2)  and  (2.1.4). 
(iii)  since  we  know  the  true  mean  and  covariance  matrix, 
we  know  the  true  log-odds,  ej,,  for  given  "patient" 
A 
vector  x.  Let  NREPL  be  the  number  of  9  to  be 
generated.  In  this  study,  NREPL  =  10,000.  Further, 
let 
NREPL 
e=L  ei  /NREPL  (ei  =  ith  replicate  of  e 
i=1  i=1,..,  10000} 
NREPL 
Define  M(K)  =E  (ei  e)k;  k=2,3,4  (3.1.3). 
i=1 
Direct  computation  of  M  (K)  using  sums  of  powers  of  ei  and  e 
may  yield  inaccurate  numerical  values.  In  this  study  we  calculate 
n 
M  (K)  from  the  expansion  of 
NREPL 
i=1 
(C)  Choice  of  parameters 
From  figure  130)),  the  choice  of  nj,  n2,  p,  D,  x  will 
A 
determine  the  distribution  of  e.  We  shell  use  the  term i 
_70- 
READ-IN 
(i)  patient  vector,  x 
(ii)  TRUE  IL1G-ODDS  =  eT 
(iii)  Known  parameters,  viz:  - 
nj,  n2,  p 
NREPL  (=10,000) 
f  I=1 
j  SUM1=0,  SUM2=0 
!  SUM3=0,  SUM4=0 
Generate  Data,  viz:  - 
xi  -  Np(y, 
ß1D) 
S1  -  Wp{n1-1,  D) 
Np(0, 
ZI) 
SZ  Wp{n1-1,  I) 
calculate  1 
e1  (,  ?  E2,,  s1,  S2  ºx) 
I  denote  replication 
SUKI  =  SUM1  +  91 
SUM2  =  SUM2  +  (9I  -9T) 
SUM3  =  SUM3  +  (6I  -@T) 
3 
4  1  SUM4  =  SUM4  +(91-OT) 
t  I=I+1  IS  I=NREPL 
YES 
STOP 
e=  SUM1/NREPL 
BIAS  =  8T-® 
M(2)  =  SUM2  -  NREPL*BIAS2 
M(3)  =  SUMS  +  3BIAS*SUM2-2NREPL*BIAS3 
A 
M(4)  =  SUM4  +  4BIAS*SUM3+6BIAS2*SUM2 
-  3NREPL*BIAS4 
FIGURE  (3(i))  :  Calculating  moments  of  s -71- 
"SIMULATION",  henceforth,  to  mean  the  particular  values  (fixed)  of 
nl,  n2,  p,  k,  D,  x  that  were  used  to  generate  the  ten  thousand  (= 
n 
NREPL)  ei  (1=1, 
.., 
10000) 
. 
Hence,  we  have  10,000  Independent 
REPLICATES  of  9  for  each  simulation. 
We  list  the  values  of  the  parameters  considered.  Each 
simulation  will  be  some  combination  of  these  values. 
(i)  ni  =  400,40,20  (i=1,2) 
ni  =  400;  'would'  represent  asymptotic  sample  sizes. 
ni  =  40;  is  a  moderate  sample  size. 
ni  =  20;  represents  small  sample  situations.  We 
considered  special  cases  of  n,  1=n2,  nl>n2,  nl<n2. 
(ii)  p=2;  for  the  simple  case 
p=5;  to  get  a  feel  of  complex  situations  in  higher 
dimensions. 
(iii)  D=  diag  (dl,...,  dp) 
Firstly  considered  n1=t22,  i.  e.  di=l  Vi. 
Also  looked  at  di=d  where  d=4  and  0.25. 
Special  cases  of  di+i<di  were  studied  (for  both  p=2  and 
g=5). 
(iv)  lT  =  (µ1,  µ2,...,  µp) 
The  study  is  mostly  for  µ1=  2  and  µj=  (j=2,  ...  ,  p)  . 
For  p=2,  looked  at  MT  =  (V2,  V2)  and  MT  =  (O  ,  2)  . 
For  p=5,  considered  a  special  case  where 
1_T  =  (Y"Y.  Y"Y"Y)  with  y=2/-15. 
(v)  Nearly  all  simulations  used  o=2.  This  means  greater 
overlap  of  the  two  populations  when  p=5.  As  a  special 
case  we  looked  at  e=6.07  for  p=2.  This  special  case 
is  equivalent  to  having  a  probability  of 
misclassification  of  0.001  if  we  assume  t21=t12  and 
equal  'prior'  probabilities. -72- 
(vi)  "patient""-vector  x; 
We  use  the  result  that  for  f(  xi  !  i1)  "Np  (jj  ,  ni), 
then  (x-ýi)T  ni-1(X-ai)  -  X2(P).  (i=1,2)  (3.1.4) 
There  is,  by  (3.1.4) 
,a  probability  of,  say,  0.90  of  being 
within  an  ellipsoid,  which  for  convenience  we  shall  refer  to  as  a 
"probability  ellipsoid'. 
Define  $(C2%,  C1%)  as  an  x-point  that  lies  on  the  Intersection 
of  the  C2%  and  C1%  probability  ellipsoids  of  population  two  and 
population  one  respectively.  We  now  select  the  following  x-points; 
(a)  xT  =  $(90%,  90%)  =  $9090 
(b)  xT  =  $(90%,  38%)  _  $9038 
(c)  xT  =  origin 
(d)  xT  =0 
(e)  xT  =a  point  on  the  xi-axis,  such  that 
xT  =  $(C%,  C%)  =  $CC 
(c)  and  (d)  are  'typical'  observations  for  the  relevant  population. 
(a)  is  regarded  as  atypical  to  both  populations.  (b)  is  more 
atypical  to  population  two.  (e)  in  practice  will  be  a  'patient'  that 
would  be  difficult  to  assign  to  either  population. 
If  $9090  does  not  exist,  we  shall  replace  it  by  the  next  nearest 
point,  say  $9085. 
Some  points,  say  $9038,  may  not  be  unique  in  the 
SIMULATIONS.  This  will  not  matter  if  the  di's  [D=diag(dl, 
...  ,  dp)  ] 
are  equal  since  the  x-points  corresponding  to  $9038  are  symmetric 
n 
about  the  line  of  centres.  Due  to  the  invariance  properties  of  e(x)  , 
n 
the  distribution  of  e(x)  is  the  same  for  all  such  x-points.  When  the 
dl's  are  unequal  for  p=2  as  long  as  AT  =  (µ,  0)  it  does  not  matter  if 
the  point  such  as  $9038  Is  not  unique.  However,  for  SIMULATIONS 
SC(1  , 
1) 
, 
SG(1,2)  and  SG(1,1)  the  points  chosen  for  $9038  and/or 
$9090  clearly  are  not  unique  and  for  convenience  were  chosen  to  be -73- 
5k;  (P=2;  lj=(2,0  );  &=2.03 
n1=400=n2  n1=40=n2  n1=20=n2  nl=20 
n2=40 
nl=40 
n2=20 
d1=4=d2  SA(1,1)  SA(1,2)  SA(1,3)  SA(1,4)  SA(1,5 
d1=1=.  l2  SA(2,1)  SA(2,2)  SA(2,3)  SA(2,4)  SA(2,5 
d1--4-d2  SA(  3  ,  1)  SA(  3,2)  SA(  3,3)  SA(  3,4)  SA(  3,5 
Simulation(s)  SA:  Effect  on  sample  sizes  for  equal  and  unequal 
covariance  matrices. 
SB;  Lp=2;  MT=(2,  o);  0=2.0;  n1-40;  n2=20) 
dl  4.00  1.00  0.25 
tR 
4.00  SB(1,1) 
4 
-  - 
1.00  SB(2,1) 
ýt 
SB(2,2)  - 
1 
0.25  SB(3,1)  SB(3,2)  SB(3,3) 
Simulation(s)  SB:  Effect  of  unequal  di 
Note:  SB(1,1)  -  SA(1,5);  SB(2,2)  =  =x,  (2,5), 
SB(3,3)  e  SA(3,5) 
SC;  [p=2,  n1=40,  n2=20,  d1=4,  d2=4,6=2.01 
L1T  (ý2.12)  i  (0,2) 
simulation  SC(1,1)  SC(1,2  ) 
Simulation(s)  SC:  Effect  of  jr 
Table  (3(i))  :  Labels  to  identify  simulations -74- 
SD(1.1)  _  [P=2;  n1=20=n2  ;  dl=l=d2  ; 
J--(,  &,  O);  e=6.07 
Simulation  SD:  Effect  of  o 
SE;  [P=5;  MT  =  (2,0,0,0,0);  W--2) 
n1=40=n2  nl=20=n2 
di=4 
...,  5  SE(1,1)  SE(1,2) 
di=1 
SE(2,1)  SE(2,2) 
di=0.25 
i=1,...,  5  SE(3,1)  SE(3,2) 
Simulation(s)  SE:  Effect  of  sample  sizes  and  particular 
nl,  n2  in  higher  dimension. 
SF(1,1)  P=5,  »tT  =  (2,0,0,0,0),  n=2,  n1=40=n2 
D=diag(kz,  kz2,  kz3,  kz4,  kz5) 
L 
where  k=12,  z=0.25 
SF(122)  =  same  as  SF(1,1)  except 
D=diag(2,4/3,1.0,0.75,0.50) 
Simulation(s)  SF:  Some  special  values  of  di,  i=1,...,  5 
SG(1,1)  p=5,  e=2,  n1=40=n2 
D=diag(2,4/3,1,3/4,1/2) 
LET=(y,  y,  y,  y,  Y);  Y=2/,  /5 
Simulation  SG:  Effect  of  jr 
Table  (3(i))  (contd.  ) -75- 
In  the  positive  quadrant  of  the  x-space  with  x  of  the  form 
(x1 
,  x2,0,0,0)  T  In  the  p=5  case. 
For  convenience  and  consistency,  we  Introduce  'labels`  to 
denote  particular  simulations,  as  given  in  Table  [30)).  As  an 
example,  the  (1,1)  element  of  simulation  SA  Is, 
SA(1,1)  nj  =  400  =  n2,  p=2 
D=  diag(4,4),  j=  (2,0),  n=2.0 
`for  given  x-vector'. 
(O)  Assumptions  on  nj  (1=1,2) 
A 
We  shall  look  at  the  empirical  distribution  of  e  given. 
(i)  always  assume  tl1  =  n2.  i.  e.  e=  eE 
n  f\ 
(ii)  always  assume  f1  it  n2,  i.  e.  e=  en 
(iii)  Based  on  the  outcome  of  the  test  (see  Appendix  (4.3)) 
HO  :  flj  =  f22  V.  Hl  :  fl1  0  n2  (3.1.5) 
A 
let  e=  9E  if  accept  H0  (null  hypothesis) 
AA 
or  9=  9NE  if  reject  Ho. 
We  can  think  of  procedure  t  i)  as  STAT1,  a  statistician  who  always 
uses  the  Linear  discriminant  function.  Likewise  (fi)  is  a 
statistician,  STAT2,  who  will  only  use  the  quadratic  discriminant 
function.  Procedure  (  III)  Is  STAT3  a  statistician  whose  decision  will 
depend  on  the  outcome  of  the  test  of  equality  of  covariance 
matrices. 
For  convenience  we  shall  henceforth  refer  to  the  test  in  (3.1.5) 
simply  as  TEST.  To  Investigate  the  performance  of  the  TEST, 
define 
Po  =  probability  reject  the  null  hypothesis  (I.  G.  Ho)  of  TEST. 
nn 
In  each  simulation  we  generate  10,000  replicates  of  nl  and  n2. 
We  therefore  have  an  estimate  of  Po,  where. 
Po  =  proportion  of  10,000  results  of  TEST  when  we  reject  the 
null  hypothesis. -76- 
START 
READ  IN  PARAI4E  TF-R 
VALUES 
'INITIALISATIONS' 
I=1 
Generate  data,  viz:  - 
Xi#,  X2*,  Sit,  S2# 
Calculate 
(i)  eE(?  c1#"  c2  "  S-1I  x) 
S=S1#  +  S2# 
(ii)  Vl(eE) 
accept 
ill='% 
nA 
B=  eE 
AA 
V=  V1(eE  ) 
reject 
AA 
9=A 
A 
V=  AV1(HNE  ) 
Summary  Summary  Summary 
Statistics  statistics  Statistics 
for  STAT1  for  STAT3  for  STAT2 
NO 
I=I+1  I=NREPL 
Calculate 
A 
(1)  9M  (?  c1  #1  ?;  2 
#. 
(sl#)  ,  (52*)!  h!  x) 
(ii)  AV1(e) 
TEST  FOR 
ý1-ý2 
YES 
PRINT  RESULTS 
STOP 
Figure  (3(ii))  (STATT,  STAT2,  STAT3  ) -77- 
Figure  (3(U))  gives  an  illustration,  and  summary  statistics  here 
Include  the  moments  of  e. 
(3.2)  Performance  criteria  and  other  Summary  Statistics 
(A)  Confidence  probability 
For  each  SIMULATION  (see  section  3.1.  C)  we  generate  10,000 
N 
replicates  of  e.  In  each  replication,  we  constructed  the  intervals, 
A^ 
(eE  t  1.96  1[V  1(eE)  l)  (3.2.1) 
^h  F'  (eNE  t  1.96  J[AV1  (eNE)  l)  (3.2.2) 
Define  the  'confidence'  probabilities:  where 
CP1  =  probability  of  capturing  the  true  log-odds.  eT, 
using  (3.2.1) 
CP2  =  probability  of  capturing  eT  using  (3.2.2) 
. 
Further,  given  the  result  of  TEST  (3.1.5)  . 
1  If  accept  Ho  and  (3.2.1)  capture  eT 
Let  yi  =1  If  accept  H1  and  (3.2.2)  capture  eT 
0  otherwise 
Let  CP3  =  probability  STAT3  captures  eT,  where, 
10000 
CP3  = 
1E1yi/10,000 
We  will  refer  to  CP1,  CP2,  CP3  as  the  confidence  probabilities 
of  STAT1,  STAT2,  STAT3  respectively  (see  also  Section  (3.1.  D)). 
(B)  Zero  probabilities 
Let  Z1  be  the  probability  (3.2.1)  captures  zero 
Let  Z2 
0  (3.2.2)     Is 
Given  the  result  of  TEST  (3.1.5) 
, 
Let  tj  =(1  if  accept  H.  and  (3.2.1)  capture  zero 
1  H1  and  (3.2.2)  It 
0  otherwise 
Let  Z3  =  probability  STAT3  captures  zero,  where. 
w 
ON  10000 
Z3  =E  ti/10,000 
i=1 -78- 
Z1 
, 
Z2,  Z3  will  be  referred  to  as  the  probability  of  capturing  zero  for 
STAT1,  STAT2.  STAT3  respectively. 
nA 
(C)  Accuracy  of  CP  and  Z 
1i 
Without  loss  of  generality,  consider  CP2.  Let  Y  be  the,  event 
"(3.2.2)  captures  e-1-  with  probability  CP 
. 
For  each  of  our 
SIMULATION, 
Y-  Binomial  (10,000,  CP) 
n 
Thus  Var  (CP)  =  CP(1-CP)  /10,000 
and  the  largest  value  of  this  variance  is  when  CP  =  0.5.  The 
I' 
largest  value  for  the  standard  deviation  of  CP  is  0.005.  Therefore 
n 
C'P,  at  the  very  worst,  will  be  accurate  to  +1-  1  on  the  second 
decimal  place. 
In  particular,  STAT2  is  said  to  perform  better  than  STAT1  in 
n 
terms  of  the  confidence  probability  if  CP2  is  "closer"  to  0.95  than 
Cpl. 
nn 
The  'worst  case'  accuracy  of  Z  Is  clearly  the  same  as  for  CP. 
A 
(D)  Moments  of  the  distribution  of  e 
In  a  given  simulation  we  calculate  e  (see  (3.1.3)).  Since  we 
know  the  true  log-odds  eT,  define  thekBias  as. 
E=  A"r  -6  (3.2.3) 
Further  define  el,  e2,  e3  as  the  bias  for  STAT1,  STAT2,  STAT3 
respectively,  where  e  is  appropriately  calculated  for  the  relevant 
statistician  in  (3.2.3)  . 
Using  the  notation  of  section  (3.1.  B)  define, 
n 
[M(2)  for  STAT2  ] 
VS  (OW) 
(NREPL-1)  (3.2.4) 
where  M(2)  is  equation  (3.1.3)  for  STAT2.  The  subscript  's'  in 
A  J\ 
Vs(eNE)  serves  to  indicate  that  it  Is  the  estimated  sampling  variance 
n 
of  eNE  for  a  given  SIMULATION.  By  calculating  the  corresponding 
n 
M(2)  for  STAT1,  we  have -79- 
n12 
n 
V(9E) 
r4  TRUE  VARIANCE  ) 
(2.2.1) 
i 
ESTIMATION 
A 
V8(eE)  (i)  V1(eE) 
(3.2.5]  (2.2.2] 
n1o% 
V(  9W  ) 
--{  TRUE  VARIANCE] 
'unknown' 
APPROXIMATION  APPROXIMATION 
A 
AV(9  )  BV(H) 
[2.3.1)  [Section  2.4] 
ESTIMATION  ESTIMATION 
Aný.  ^ 
Vs(em)  AV1(e) 
[3.2.4]  (Section  (2.3)] 
nn 
(ii)  V2(9E) 
[Section  (2.2)  ] 
Figure  [  3(iii)  ]  Summary  of  variance  formulae. 
Annn 
Note  :  (1)  eE  and  ee  are  9E(x)  and  ONE(2E)  respectively. 
(2)  Below  each  variance  is  the  relevant  reference. -  80- 
vA_  [M(2)  for  STAT1  ] 
VB  (ý) 
(NREPL-1)  (3.2.5) 
See  Figure  [30ii)  ]  for  a  summary  of  the  formulae  used  for  the 
A 
variance  of  e. 
Although  we  have  the  exact  Variance  of  eE  (x) 
,  we  will  use 
(3.2.5)  when  we  have  n1  #  12 
In  section  (3.1.  D) 
, 
depending  on  the  result  of  the  TEST. 
define 
rp' 
eE(x)  if  accept  Ho  of  TEST 
e3(X)  -n 
9(x)  if  accept  Hl  of  TEST 
Define, 
nA 
_ 
IM(2)  for  STAT3 
VS  e3ý 
NREPL-1  (3.2.6) 
where  M(2)  Is  equation  (3.1.3)  based  on  the  empirical  distribution 
n 
of  e3  (x) 
. 
As  measures  of  non-normality  we  define,  3=  skewness  and 
y  kurtosis  whose  estimates  are. 
A  ON  A 
/3  =  T(3)  /[T(2)]3/2 
AA  JN 
y=  T(4)  /[T(2)]2 
AA 
where  T  (K)  =M  (K)  /  (NREPL-1)  and  where  M(K)  is  equation 
(3.1.3)  for  the  appropriate  statistician  (STAT1,  STAT2  or  STAT3). 
n 
If  e  has  a  normal  distribution. 
13  ^  N(0,6/NREPL) 
and, 
IN  ':  N(3,24/NREPL) 
See  for  example  Snedecor  and  Cochran  (1967)  page  86  and  87. 
A 
Since  NREPL  equals  10,000  we  will  regard  the  values  of  p  outside 
the  interval  (0  ±  0.05)  as  showing  significant  asymmetry  in  the 
A 
distribution  of  e.  Similarly,  we  have  significant  kurtosis  if  y  is 
outside  the  Interval  (3  ±  0.10) 
. -81- 
Further  define, 
AnA 
Al  ,  p2.  p3  asp  for  STAT1,  STAT2,  STAT3  respectively. 
nnnn, 
Y1,  Y2.  Y3  as  y  for  ' 
nA 
(3.3)  Performance  of  AV(eNE)  and  V(eE) 
A 
(A)  Performance  of  AV(eNE) 
nA 
Since  NREPL  is  large,  we  would  expect  VS(eNE)  to  be  close  to 
AA 
the  true  variance  of  ONE,  V  (ONE)  (see  Appendix  (3.3)]. 
n 
We  will  compare  AV(eeNE)  [equation  (2.3.1)  ]  with  Vs(eNE),  and 
Investigate  the  effect  of  sample  sizes  and  dimensionality  (simulations 
SA  and  SE).  TABLE  (3(U))  shows  some  results. 
For  p=2,  both  variances  are  almost  identical,  but  differ  more  for 
small,  and  unequal,  sample  sizes.  Generally  both  variances 
Increase  as  the  ni  decrease.  A  combination  of  large  '  and  small  nj 
can  also  Increase  both  variances,  e.  g.  for  xT  =  $CC  in  SA(  1,3) 
and  SE(1,2)  . 
A^n 
The  difference  between  AV(eNE)  and  Vs(eNE)  Is  small.  The 
direction  of  this  difference  depends  critically  on  the  x-point  and/or 
value  of  (d  i,  d2)  chosen. 
The  results  so  far  suggest  that  for  large  sample  sizes  AV(eNE) 
may  be  well  estimated.  We  may  however  have  a  problem  in 
A 
estimating  AV(eNE)  for  small  sample  situations  and/or  when  p>2. 
n 
(B)  Comparing  V(eE)  and  V(eNE)  when  ttj=n2 
A  Since  eNE  involves  estimation  of  more  parameters  (unnecessarily 
A 
In  this  case)  ,  we  would  expect  that  V(eNE)  will  typically  be  larger 
AA 
than  V(eE)  . 
Again  using  Vs(ONE)  to  estimate  V(eNE) 
,  we  shall 
n& 
compare  Vs(ONE)  with  V(eE)  [see  figure  30ii)  for  summary  of 
n 
Notation  used  for  the  variance  of  e].  The  results  are  given  in 
Tables  (30i1)  a)  . 
(3(111)  b) 
..... 
(3011)  g)  . 
We  look  at  the  last 
column  for  the  simulations  SA(  2,1),  ]=I,  5  and  SE  (2,2)  ;  1=1,2.  In 
all  cases  both  variances  Increase  when  sample  sizes  decrease  and -82- 
ýnn 
VS(eNE)  Is  constantly  greater  than  WOE)  . 
However,  even  for 
n  1=20=n2  ,  p=2,  Vs  (eNE)  is  never  greater  than  1.5  times  that  of 
n 
V(9E) 
The  effect  of  increasing  p  to  5  Is  again  to  Increase  both 
nA 
variances,  but  the  Increase  Is  larger  for  VS(eNE) 
(3.4)  Comparing  STATT  and  STAT2 
in  the  SIMULATIONS  SAO,  1);  all  (I,  ])  and  SE(k,  1),  all  (k,  2). 
A 
the  estimated  probability  of  rejecting  Ho  of  TEST,  1.  e.  Po,  (see 
Section  (3.1.  D))  Is  either  "close"  to  0.95  or  0.05  and  by  definition 
STAT3  Is  essentially  "similar"  to  STAT2  or  STAT1.  Therefore  in  the 
simulations  SAO,  j)  ,  all  (i,  j)  and  SE(k,  1)  ;  all  (k.  1)  ,  we  shall  in 
this  section  only  report: 
AAA 
eT,  CP1,  E1  , 
Vs(eE)  or  V(eE) 
AA  AA 
and  Po.  CP2.  E2.  Vs(eNE) 
. 
A\ 
When  111  =n2.  Po  is  close  to  the  nominal  significance  level  of  0.05 
A 
but  when  nl4n2,  Po  frequently  exceeds  the  value  of  0.95.  For 
A 
example  in  SA(1,1)  we  have  Po  equal  to  one.  We  feel  that  these 
A 
values  of  Po  merit  the  exclusion  of  STAT3  in  this  section. 
When  ßi1=n2.  CP1  Is  similar  to  CP2  for  all  simulations  with 
values  of  0.95  to  1.00.  Both  Statisticians  have  unbiased  estimates 
of  eT  and  are  'correct'  in  their  analyses,  therefore  both  having  very 
similar  CP  values  close  to  the  target  value  of  0.95.  For  smaller 
An 
sample  sizes  and/or  p=5,  CP2  tends  to  be  larger  than  CP1,  possibly 
nn 
related  to  the  accuracy  with  which  V(eNE)  and  V(0E)  are  estimated 
and  the  validity  of  the  assumed  approximate  normal  distributions  for 
A 
e. 
nA 
When  n1*n2,  CP1  can  be  anything  from  zero  to  0.99,  while  CP2 
takes  values  of  0.93  to  1.00.  This  6s  due  to 
(i)  STAT2  is  making  correct  assumptions  and  STAT1  is  not. 
(ii)  STAT1  has  a  biased  estimate  of  eT -83- 
A 
V(eE)  tends  to  be  smaller  or  not  very  different  from 
P, 
VS(9NE)  .  This  suggests  that  the  interval  in  (3.2.1) 
is  generally  shorter  than  that  in  (3.2.2)  ;  and 
because  of  (ii)  STAT1  clearly  could  have  less 
chances  of  "capturing"  9T. 
For  instance,  looking  at  say  SIMULATION  SE(1,2)  where 
A 
nl=20=n2  and  p=5,  CP1  is  either  equal  or  close  to  zero  and  we  note 
n 
that  el  Is  large.  Clearly  the  bias  in  estimating  e-1-  is  an  Important 
feature. 
The  simulations  in  these  sections  generally  showed  CP2  tends  to 
I'll 
be  larger  than  the  target  value  of  0.95  with  CP2  frequently  taking 
values  of  0.97  and  0.98  for  small  sample  situations. 
(3.5)  Special  cases  of  unequal  covariance  matrices,  the 
mean  vector  '  and  n 
In  this  section  the  results  are  given  in  Tables  (30v)  a)  . 
(30v)b),... 
, 
(3(iv)e). 
(A)  Effect  of  dii.  i  >  di  in  D=diagtdl,  d2.... 
, 
dp) 
We  consider  the  SIMULATIONS  SB(2.1).  SB(3,1),  SB(3,2). 
A 
SF(  1.1)  and  SF(  1,2)  .  In  these  simulations  Po  may  well  be  below 
n 
0.95  and  not  close  to  0.05.  Only  for  such  values  of  Po  will  we  also 
report  CP3,  e3  and  Vs(e3) 
,  so  as  to  compare  STAT3  with  either  of 
the  other  two  Statisticians. 
STAT2's  performance  relative  to  STAT1  is  essentially  the  same 
A 
here  as  in  Section  (3.4)  and  in  particular  CP2  tends  to  be  above 
A 
the  value  0.95.  As  before  STATI  has  poorer  CP  values  mainly 
A 
because  of  his  biased  estimates  of  e--.  STAT1's  bias,  that  is  e1. 
does  depend  on  the  values  of  di  (1=1  ...  ,  p)  . 
For  example,  SF  (1  , 
1) 
n 
has  larger  el  values  than  SE(1  ,  1)  and  SE(3,1) 
,  while  SF(  1,2)  has 
A 
smaller  el  values  than  SE(1,1)  and  SE(3,1)  suggests  that  the  more 
different  the  values  of  a  particular  set  of  di  (1=1,... 
, 
5)  are,  the -84- 
more  biased  STAT1  will  be  in  estimating  Eq. 
STAT3's  performance  depends  critically  on  the  value  of  Po.  In 
n 
SB(2,1)  and  SB(3,2)  the  values  of  Po  are  0.80  and  0.84,  while  for 
n  n 
SF  (1 
, 
2) 
,  Po  equals  0.47.  Note  that  Vs  (e3)  Is  often  larger  than 
nAAA 
Vs(9E)  and  Vs(eNE).  It  Is  difficult  to  explain  why  this  is  happening 
but  it  is  clearly  due  to  the  "DUAL  IDENTITY"  of  STAT3  resulting  in  a 
A 
very  complicated  distribution  of  e3(x)  . 
Further  note  that  in  cases 
where  the  power  to  detect  nl  ßf22  is  not  close  to  one,  the 
non-equality  of  variances  (t.  e.  unequal  di's)  can  still  have  a 
substantial  effect  on  STAT3's  confidence  probability.  Hence  the 
recommendation  `test  n1  ßn2  first  and  act  accordingly"  may  be  a 
dangerous  activity  since  we  may  not  have  sufficient  power  to  detect 
differences  In  covariance  structure  which  can  substantially  affect 
STATI's  performance.  Admittedly  STAT3  appears  In  only  a  few  of 
our  SIMULATIONS  and  all  remarks  made  about  STAT3  should  be 
regarded  with  caution. 
(B)  Effect  of  i 
We  consider  the  simulations  SC(1,1) 
, 
SC(12)  and  SG(1,1) 
. 
For  SC(1,1)  and  SC(1,2),  Po  equals  0.99.  Changing  can 
considerably  increase  el,  e.  g.  for  the  origin  in  SB(3,1)  and  either 
of  SC(11)  and  80(1,2).  The  relationship  between  STAT1  and 
STAT2  Is  otherwise  similar  to  that  In  section  (3.4). 
A 
For  SG(1.1) 
. 
Po  equals  0.46  and  comparisons  between  all 
Statisticians  is  similar  to  SF  (1  , 
2) 
, 
in  particular  STATS's  performance 
depends  on  how  'badly'  STAT1  performs. 
We  note  that  x-points  such  as  $9090  and  $9038  are  not  unique 
In  these  SIMULATIONS  due  to  the  change  of  k  and  unequal  variances 
(i.  e.  di's)  . 
This  has  been  pointed  out  in  section  (3.1.  C)  and  we 
note  here  the  choice  of  such  x-points  In  the  positive  quadrant  of  the 
x-space  is  simply  for  convenience. -85- 
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(C)  Effect  of  a 
Our  study  so  far  considers  the  case  where  there  is  fairly 
substantial  'over-lap`  between  the  two  populations.  In  response  to  a 
query  in  a  seminar  we  looked  at  a  case,  i.  e.  SD(1 
, 
1) 
,  where  the 
two  populations  are  separated  such  that  the  99%  probability  ellipsoids 
(see  (3.1.4))  of  both  populations  just  touch. 
We  compare  SD(1,1)  with  SA(2,3) 
. 
We  note  that  here  n1=n2 
for  both  simulations,  and  having  larger  e's  and  associated  variances 
in  SD(  1.1)  does  not  dramatically  change  CP1  and  CP2.  Therefore 
we  can  say,  with  some  caution,  that  at  least  for  the  equal 
covariance  case  we  do  not  expect  the  amount  of  "ovorlapping" 
between  populations  to  effect  our  general  conclusions  In  any 
dramatic  way. 
A 
(3.6)  CP,  Po  and  values  of  di  0=71, 
..  p). 
h 
The  simulation  SF(  1,2) 
,  with  Po  approximately  equal  to  0.47 
suggests  that  the  TEST  (see  (3.1.5))  may  not  be  sensitive  enough  to 
pick  out  values  of  di(1=1,  ...  ,  p)  close  to  one.  We  consider  a 
A.  n 
special  set  of  SIMULATIONS,  comparing  CP  and  P0  values  over  a 
number  of  values  of  d1=d=d2.  The  details  are  given  in  figure 
(30v)) 
. 
Clearly  the  power  of  the  TEST  depends  on  the  values  of  d. 
A 
for  example  when  d=2.25,  P0  Is  only  0.48.  Obviously  the 
A 
performance  of  STAT3  with  respect  to  CP  values  depends  on  the 
power  of  the  TEST.  This  Is  shown  In  figure  (3(iv))  where  we  can 
see  that  the  CP3  values  are  "pulled"  downwards  by  the  poor 
A 
performance  of  STAT1.  The  CP3  values  for  simulations  In  earlier 
sections  suggest  STATS's  performance  may  be  worse  when  p=5. 
(3.7)  Skewness  and  Kurtosis 
A 
There  is  evidence  that  0  and  y  are  significantly  different  from 
their  normal  distribution  values  and  In  some  cases  are  large. 
A 
However,  with  respect  to  CP  values,  the  bias  and  variance  of  the -87- 
ON  A 
distribution  of  e  are  more  relevant  than  having  significant  p  and  y. 
AA 
We  illustrate  with  CPI  when  nl=n2  (Table  3(v)  a)  and  with  CP2  when 
AAA 
n1  2  (Table  (3(v)  b) 
. 
Clearly,  13  and  y  have  little  effect  on  CP 
when  9  is  unbiasedly  estimated. 
When  nl=n2,017-02,9T=zero,  Table  (3(v)  a)  shows  that 
p1 
and 
02  are  non-significant.  Of  course  in  these  cases  131,132  will  be 
exactly  zero  due  to  symmetry  arguments.  When  e-i-szero  the 
distribution  of  e  may  be  asymmetric. 
Generally  increasing  sample  sizes  for  a  given  x-point  in  Tables 
(3  (v)  a)  , 
(3  (v)  b)  and  (3  (v)  c)  decreases  (3,  y  as  expected  and 
Improves  CP.  Within  a  set  of  SIMULATIONS,  say  SA(  1,1)  ,  relating 
results  for  CP  with  p,  y  for  different  x-points  provides  no  general 
A 
conclusions.  The  difficulty  in  relating  CP  with  jo  and  y  is  because 
A 
A 
CP  also  depends  on  our  ability  to  estimate  Var(e)  and  because 
nn  ý,  Var(e)  will  be  correlated  with  e. 
n 
(3.8)  Bias  of  eE(x)  when  n1ßt22 
We  have  seen  in  earlier  sections  that  for  the  special  cases  of 
nl*n2.  STAT1  performed  poorly  with  respect  to  his  confidence 
nn 
probability.  The  interval  estimate  eE  (x)  t  1.96  lVar(eE  (x)  ) 
frequently  does  not  capture  eTbecause.: 
A 
(i)  eE(x)  is  biased,  possibly  badly  biased  when  921 
A 
(ii)  Var  (eE(x))  is  generally  small,  i.  e.  STATT  has  a 
narrower  interval. 
It  is  therefore  useful  to  know  the  bias  of  eE(x)  In  situations 
where  there  is  evidence  suggesting  unequal  covariance  matrices.  In 
Chapter  2,  an  approximate  bias  of  eE(x)  when  n1?  'n2  Is  given  in 
(2.5.6) 
. 
For  purposes  of  notation  we  will  denote  this  bias  as 
A 
BIAS  1.  We  will  compare  el  (see  (3.2.3))  with  BIAS  1,  and  note  that 
n 
the  former  should  be  close  to  the  true  bias.  The  values  of  el  are 
taken  from  the  simulations  SAO,  j),  i=1  and  3,  j=1 
, 
2,3  ;  and -88- 
SE(1.1) 
. 
SE(1.2) 
. 
TABLE  (3(vl)  )  gives  the  values  of 
E1 
and 
BIASI.  the  former  In  parenthesis. 
When  n1=400=n2  In  SA(1  , 
1)  and  SAM  1)  both  bias  are  almost 
Identical,  showing  BIASI  to  be  a  good  approximation  of  the  true 
Bias. 
For  SA(  1,  j)  ;  J=1,2,3  I.  e.  when  f21=4n2.  n2=I,  even  for  ni=20 
(1=1,2)  the  approximation  for  BIAS1  is  still  good.  However  for 
SA(3,  J)  ,  J=1,2,3  when  n1=n2/4,  reducing  sample  size  to  20  gives 
a  steadily  poorer  approximation. 
For  SE(1,1  )  and  SE(1 
, 
2),  Increasing  dimensionality  to  5  (p=5) 
does  not  make  the  approximation  very  different  from  the  p=2  case. 
In  Tables  (3(111)  a)  ,  ...  (3011)  g)  . 
(3(iv)  a)  ,  ...  (30v)  e)  , 
for  large 
AA 
values  of  el.  In  particular  those  greater  than  three,  VVs(9NE)  tends 
nA 
to  be  about  1.5  or  2  times  the  size  of  ,  DVS  (eE)  .  Clearly  the 
A 
empirical  distribution  of  eE(x)  is  more  "tightly"  packed  around  It's 
mean,  suggesting  that  the  bias  in  these  situations  Is  well 
approximated.  It  is  therefore  possible  that  the  approximation  to  the 
bias  may  not  depend  on  p  but  on  the  size  of  the  bias  itself. 
We  note  that  only  a  few  cases  are  considered  here. 
A 
(3.9)  Performance  of  BV  (eNE  (x)  ) 
In  Section  (2.4.  C)  we  have  another  approximation  to  the 
A  A 
variance  of  eNE(x)  ;  viz:  -  BV(eNE(x)).  Table  3(vii)  gives  some 
A  ^n 
comparison  of  AV(eNE(x)),  BV(eNE(x))  and  Vs(eNE(x))  . 
Since 
AA  A 
Vs(eNE(x))  Is  close  to  the  true  Variance.  V(eNE(x))  (see  Appendix 
(3.3)]  the  results  in  Table  3(vii) 
IF\ 
better  approximation  to  V(eNE(x)) 
. 
n 
suggest  that  BV(eNE(x))  is  a 
(3.10)  Summary  and  Further  Discussions 
n 
The  empirical  distribution  of  e(x)  was  generated  under  varying 
situations  and  we  estimated  the  first  four  moments.  The  bias  of 
A 
e(x)  played  a  central  role  in  determining  the  confidence  probabilities -89- 
A 
obtained.  In  particular,  when  f1*n2.  El  could  be  very  large  and 
STAT1  using  narrower  Intervals  (see  (3.2.1)  D  Is  less  likely  to  capture 
the  true  log-odds,  eT.  STAT2  on  the  other  hand  always  has  the 
advantage  of  unbiased  estimates  of  e,  but  because  of  larger 
variances  will  have  wider  intervals.  Also  he  tends  to  have 
confidence  probabilities  greater  than  the  nominal  value  of  0.95  for 
small  sample  sizes  and  large  p. 
Changing  the  parameters  k,  o  and  D=diag  (d  1  ....  ,  dp)  has  the 
A 
crucial  effect  of  changing  the  bias  of  eE(x)  and  consequently  the 
performance  of  STAT1  with  respect  to  confidence  probabilities.  This 
set  of  SIMULATIONS  showed  that  the  power  of  the  TEST  (see 
A. 
(3.1-5))  could  be  poor  with  Po  as  low  as  0.47  In  one  SIMULATION. 
STAT3  In  such  a  case  will  "behave"  like  STAT1  for  half  of  the  time, 
and  like  STAT2  for  the  other  half.  Since  el  can  be  large,  STAT3's 
estimate  of  eT  should  also  be  biased,  therefore  affecting  his 
confidence  probability. 
There  is  evidence  of  skewness  and  kurtosis  in  the  distribution  of 
A 
OW  particularly  for  smaller(ni,  n2)  and  large  p.  Although  we  may 
A 
suspect  that  non-normality  of  the  distribution  of  e(x)  has  an  effect 
on  the  validity  of  the  use  of. 
AA 
OW  ±1  . 
96  ,  /[Var(e(x)  )] 
the  confidence  probabilities  are  'close'  to  the  nominal  values  of  0.95 
for  the  larger  sample  sizes.  We  therefore  believe  that  the  intervals 
(3.2.1)  and  (3.2.2)  are  useful  approximations  when  'correct' 
assumptions  are  made  regarding  n1  ,  n2  and  when  sample  sizes  are 
reasonably  large  with  respect  to  p. 
A 
In  view  of  the  importance  of  the  bias  of  OE  W  when  fll  #f2.  we 
obtained  an  approximation  to  this  bias,  which  we  called  BIAS1  (see 
2.5.6)  . 
The  SIMULATION  results  show  BIAS1  to  be  a  reasonable 
approximation. -90- 
Particularly  for  small  (nl,  n2)  , 
STAT2  using  (3.2.2)  tends  to 
have  large  confidence  probabilities  (I.  G.  >  0.95)  possibly  partly  due 
A 
to  AV  (eNE  (x))  being  overestimated.  We  therefore  obtained  another 
n  I\ 
approximation  to  the  variance  of  eNE(x)  , 
I.  e.  BV(eNE(x))  in  Section 
A 
(2.4.  C) 
. 
BV(eNE(x))  showed  some  improvement  over  AV(9NE(x)). 
but  note  that  only  a  few  cases  were  considered.  We  did  not  use 
A. 
BV(eNE(x))  In  any  of  our  SIMULATIONS  (given  in  Table  3(I))  but 
A 
only  note  the  existence  of  an  alternative  to  AV(eNE  (x))  . 
A 
BV(ONE(x))  was  derived  after  completion  of  the  simulation  study. 
A 
Another  possible  reason  for  CP2  being  koo  1accje  could  be  the 
n 
non-normality  of  the  distribution  of  e. 
The  choice  of  x-point  clearly  4ffected  the  results.  There  does 
not  seem  to  be  a  clear-cut  relationship  between  the  x-point  and, 
n 
say,  CP.  Perhaps  the  absence  of  this  clear-cut  relationship  is  a 
fair  representation  of  the  difficulty  of  this  problem.  Possibly  no 
simple  method  can  be  expected  to  work  well  for  all  possible  x's 
unless  the  sample  sizes  are  large. 
Admittedly,  we  have  reported  only  a  fraction  of  the  'statistics" 
coAcuIMeA  In  the  SIMULATIONS.  Nevertheless,  we  have  looked  at  the 
A 
key  factors  involved  In  studying  the  distribution  of  e(x)  ,  and  the  use 
of  a  particular  type  of  interval  estimate  for  e--.  The  other 
information  obtained  seemed  to  be  of  secondary  importance  and  is 
not  reported  here. `ý1. 
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An 
eT  CP1  E1  VVs(9E) 
?  E-point 
Po  CP2  2  '/V8(9NE) 
0.61  0.25  -0.18  0.06 
1.00  0.95  0.00  0.16 
origin  -1.89  0.00  -1.08  0.09 
1.00  0.95  0.00  0.08 
$CC  -1.39  0.00  -1.12  0.06 
1.00  0.95  0.00  0.08 
$9085  -0.98  0.00  1.14  0.21 
1.00  0.95  0.00  0.22, 
$9038  0.42  0.20  0.29  0.11 
1.00  0.95  0.00  O.  tS 
3.39  0.78  0.18  0.25 
1.00  0.95  0.00  0.16 
H 
origin  -6.61  0.00  -3.41  0.21 
1.00  0.95  0.00  0.57 
$9090  1.39  0.00  -1.38  0.28 
1.00  0.96  0.00  0.24 
A 
x-point  <-  as  above  ,) 
sO 
origin  -2.00  0.95  0.00  0.14 
0.05  0.95  0.00  0.16 
$CC  0.00  0.95  0.00  0.07 
0.05  0.95  0.00  0.09 
w 
N 
w 
$9090  0.00  0.95  0.00  0.20 
0.05  0.95  0.00  0.24 
$9038  1.81  0.95  0.00  0.17 
0.05  0.95  0.00  0.18 
TABLE  (3(  iii  )a  ) -94- 
9T  CPI  E1  -/Vg(eE  ) 
x-point  /111  1*1\  ^A 
Pp  CP2  e2  i(V$(  B) 
0.61  0.98  -0.17  0.21 
1.00  0.95  0.00  0.54 
origin  -1.89  0.10  -1.05  0.32 
1.00  0.96  0.00  0.26 
N 
w 
$CC  -1.39  0.01  -1.08  0.19 
U)  1.00  0.96  0.00  0.24 
$9085  -0.98  0.51  1.19  0.69 
1.00  0.98  0.00  0.75 
i 
$9038  0.42  0.86  0.32  0.36 
1.00  0.95  0.00  0.62 
A  3.39  0.86  0.12  0.84 
1.00  0.95  0.00  0.54 
origin  -6.61  0.02  -3.40  0.68 
co  1.00  0.94  0.00  1.95 
$9090  1.39  0.59  -1.44  0.91 
1.00  0.98  0.00  0.82 
x-point  <-  as  above  -> 
A 
VV(  eE  ) 
lTs() 
origin  -2.00  0.94  0.00  0.46 
0.05  0.95  0.00  0.54 
$CC  0.00  0.96  0.00  0.23 
CN  0.05  0.96  0.00  0.29 
w 
Q  l 
$9090  0.00  0.96  0.00  0.66 
0.05  0.98  0.00  0.83 
$9038  1.81  0.95  0.00  0.54 
0.05  0.95  0.00  0.62 
TABLE  (3(  iii  )b  ) -95- 
A 
AT  CPI  el  ý/Vg(  9E  ) 
Lt-point 
Po  CP2  e2  "BONE) 
9  0.61  0.99  -0.14  0.31 
0.94  0.94  0.00  0.81 
origin  -1.89  0.28  -1.00  0.47 
0.94  0.98  0.00  0.38 
C) 
,. 
{  $CC  -1.39  0.10  -1.05  0.29 
0.94  0.98  0.00  0.35 
$9085  -0.98  0.81  1.26  1.05 
0.94  0.99  0.00  1.20 
$9038  0.42  0.91  0.36  0.54 
0.94  0.94  0.00  0.95 
ý.  t  3.39  0.87  0.04  1.25 
0.94  0.95  0.00  0.84 
co 
origin  -6.61  0.15  -3.39  1.02 
0.94  0.93  0.00  3.06 
v3 
$9090  1.39  0.84  -1.49  1.39 
0.94  1.00  0.00  1.29 
x-point  <-  as  above  ->  ,!  v(  9E  ) 
/Vg() 
origin  -2.00  0.94  0.00  0.68 
0.05  0.95  0.00  0.81 
,.,  $CC  0.00  0.98  0.00  0.34 
Cf)  0.05  0.98  0.00  0.43 
N 
Q 
U!  ) 
$9090  0.00  0.97  0.00  0.97 
0.05  1.00  0.00  1.28 
$9038  1.81  0.95  0.00  0.79 
0.05  0.95  0.00  0.98 
TABLE  (3(iii)c) -96- 
A  A 
9T  CPI  el  "S(ft) 
x-point  AA  po 
CP2  62  l/Va(  on 
9  0.61  0.89  -0.35  0.31 
0.99  0.95  0.00  0.57 
origin  -1.819  0.43  -0.79  0.56 
0.99  0.97  0.00  0.35 
w 
`ý  $CC  -1.39  0.16  -0.98  0.36 
0.99  0.97  0.00  0.30 
$9085  -0.98  0.51  1.81  1.17 
0.99  0.98  0.00  0.97 
$9038  0.42  0.89  0.32  0.60 
0.99  0.96  0.00  0.66 
3.39  0.69  0.65  0.73 
0.99  0.96  0.00  0.56 
origin  -6.61  0.01  -3.97  0.65 
0.99  0.93  0.00  3.01 
$9090  1.39  0.84  -0.96  0.82 
0.99  0.98  0.00  1.08 
A 
x-point  <-  as  above  ->  ,  /V()  ý 
NE  )  Va( 
origin  -2.00  0.94  0.00  0.61 
0.05  0.93  0.00  0.79 
$CC  0.00  0.96  0.00  0.29 
0.05  0.97  0.00  0.37 
N 
$9090  0.00  0.96  0.00  0.80 
0.05  0.98  0.00  1.08 
$9038  1.81  0.95  0.00  0.61 
i 
__ 
0.05  0.96  0.00  0.67 
TABLE  (3(iii)d) -97- 
A  A  AA 
8T  CPl  el  "ß(eE  ) 
x_-point 
A  A  A  AA 
Po  CP2  e2  IV 
0.61 
s(em) 
0.99  -0.02  0.21 
0.99  0.94  0.00  0.81 
origin  -1.89  0.05  -1.17  0.27 
0.99  0.97  0.00  0.31 
$cc  -1.39  0.00  -1.12  0.17 
0.99  0.97  0.00  0.31 
$9085  -0.98  0.79  0.84  0.62 
0.99  0.97  0.00  1.01 
$9038  0.42  0.86  0.36  0.33 
0.99  0.94  0.00  0.92 
A  3.39  0.89  -0.80  1.37 
0.99  0.93  0.00  0.80 
LO 
origin  -6.61  0.26  -2.53  1.04 
0.99  0.94  0.00  2.01 
$9090  1.39  0.57  -2.25  1.55 
0.99  0.97  0.00  1.09 
n 
x-point  <-  as  above  ->  ,  /N(  ) 
1Vs(NE  ) 
origin  -2.00  0.94  0.00  0.51 
0.05  0.96  0.00  0.56 
$CC  0.00  0.96  0.00  0.29 
0.05  0.97  0.00  0.37 
w 
N 
cn  $9090  0.00  0.96  0.00  0.80 
0.05  0.98  0.00  1.08 
$9038  1.81  0.94  0.00  0.69 
0.05  0.93  0.00  0.95 
TABLE  (3(iii)e) -98- 
n  nA 
9T  CPI  el  Vvs(eE  ) 
x-point  A  ON  AA 
Po  CP2  E2  -/Vs(em) 
-1.47  0.00  -2.21  0.22 
1.00  0.96  0.00  0.63 
origin  -3.97  0.00  -3.06  0.33 
1.00  0.97  0.00  0.39  w 
r-q 
W 
L!  1 
$CC  -3.47  0.00  -3.11  0.21 
1.00  0.97  0.00  0.38 
$9980  0.43  0.01  3.41  1.03 
1.00  0.96  0.00  2.17 
5.47  0.23  2.11  0.85 
1.00  0.96  0.00  0.63 
origin  -4.53  0.47  -1.32  0.71 
1.00  0.94  0.00  2.07 
r-A  w 
@7 
$CC  3.47  0.02  2.29  0.44 
1.00  0.97  0.00  0.48 
$9090  3.47  0.63  -2.33  1.56 
1.00  0.98  0.00  1.71 
A 
x-point  <-  as  above  A(Et)  ->  " 
1V$(N, 
origin  -2.00  0.94  0.00  0.48 
0.05  0.96  0.00  0.63 
N  $CC  0.00  0.97  0.00  0.24 
0.05  0.97  0.00  0.41 
$9090  0.00  0.96  0.00  0.98 
0.05  0.98  0.00  1.68 
TABLE  (3  (i  ii)  f) -99- 
n  AA 
9T  CPl  El  -/Vs(  6g  ) 
x_-point  A  n  A  A^ 
Po  CP2  ¬2  V  V8(9N  ) 
-1.47  0.00  -2.15  0.36 
0.99  0.98  0.00  1.05 
origin  -3.97  0.02  -2.95  0.52 
0.99  0.99  0.00  0.58  w 
r-1 
$CC  -3.47  0.00  -3.02  0.36 
0.99  0.99  0.00  0.58 
$9980  0.43  0.16  3.59  1.61 
0.99  0.98  0.00  3.69 
5.47  0.46  1.92  1.36 
0.99  0.98  0.00  1.03 
origin  -4.53  0.63  -1.29  1.11 
CN  0.99  0.93  0.00  3.45 
C17 
$CC  3.47  0.14  2.17  0.71 
0.99  0.99  0.00  0.77 
$9090  3.47  0.86  -2.53  2.40 
0.99  1.00  0.00  2.79 
n 
Lt-point  <-  as  above  ->  1'V(  9E) 
VVs  (%E  ) 
origin  -2.00  0.93  0.00  0.72 
0.05  0.98  0.00  1.02 
N 
$CC  0.00  0.98  0.00  0.37 
0.05  0.99  0.00  0.64 
$9090  0.00  0.97  0.00  1.48 
0.05  1.00  0.00  2.85 
TABLE  (3  (iii  )g  ) -100- 
An 
ºr  CP1  El  "VS(eE  ) 
X-point  1+o  cP2  E2  4g(  ) 
-  CP3  Eh3  1V8(93) 
1.31  0.35  0.66  0.22 
0.80  0.93  0.00  0.81 
-  0.86  0.04  0.82 
-1.19  0.39  -0.51  0.27 
origin  0.80  0.97  0.00  0.31 
-  0.88  -0.05  0.35 
r-t  -0.69  0.24  -0.45  0.17 
w 
cv  $CC  0.80  0.97  0.00  0.30 
-  0.83  -0.06  0.34 
-0.69  0.91  -0.45  0.68 
$9090  0.80  0.97  0.00  1.09 
-  0.96  -0.08  1.08 
1.11  0.70  0.53  0.38 
$9038  0.80  0.93  0.00  0.94 
-  0.91  0.02  0.93 
2.00  0.03  1.32  0.22 
A  0.99  0.93  0.00  0.82 
-0.50  0.93  0.15  0.27 
origin  0.99  0.97  0.00  0.31 
0.00  0.78  0.21  0.18 
C, 
7 
c+7  $OC  0.99  0.97  0.00  0.30 
0.00  0.87  -0.58  0.60 
$9090  0.99  0.98  0.00  1.08 
1.81  0.22  1.07  0.35 
$9038  0.99  0.93  0.00  0.92 
TABLE  (3(iv  )a  ) -101- 
An 
IST  CPI  E1  I/VS(AE  ) 
!!  -point 
P  C  P2 
Eft 
48(  9M  )  o 
- 
63 
6051  9 
2.69  0.70  0.66  0.61 
L.  4  0.84  0.93  0.00  0.83 
-  0.91  0.03  0.85 
-1.31  0.85  0.65  0.50 
origin  0.84  0.96  0.00  0.55 
-  0.94  0.06  0.60 
N 
0.69  0.35  0.66  0.30 
$CC  0.84  0.97  0.00  0.36 
-  0.89  0.05  0.43 
0.69  0.81  -1.06  0.89 
$9090  0.84  0.98  0.00  1.07 
-  0.95  -0.11  1.14 
2.50  0.87  0.28  0.73 
$9038  0.84  0.93  0.00  0.95 
-  0.93  -0.02  0.94 
-18.42  0.94  0.00  4.81 
origin  0.05  0.93  0.00  7.07 
0.00  0.97  0.00  1.02 
$CC  0.05  1.00  0.00  2.50 
A 
x1  =  1.9037  -6.87  0.94  0.00  2.24 
X2  =  0.9903  0.05  0.94  0.00  3.59 
The  points  $9090  and  $9038  do  not 
exist  for  SD(1,1) 
TABLE  (3  (iv  )b  ) -102- 
An 
9T  (P1  El  INS(  eE  ) 
LE-point  to  62  Et  ,  rf  $(  ) 
-  CP3  E 
18(X63  ) 
2.00  0.91  -0.38  0.85 
ýt  0.99  0.93  0.00  0.82 
-4.25  0.15  -1.90  0.59 
origin  0.99  0.94  0.00  1.07 
H 
0.00  0.93  0.34  0.43 
$9090  0.99  0.98  0.00  1.07 
1.81  0.67  0.57  0.55 
$9038  0.99  0.93  0.00  0.96 
2.00  0.51  -2.10  1.35 
0.99  0.93  0.00  0.80 
-8.00  0.08  -3.92  1.03 
origin  0.99  0.94  0.00  1.96 
N 
C)  0.00  0.96  -0.16  0.69 
$9090  0.99  0.98  0.00  1.10 
1.81  0.87  -0.82  1.06 
$9038  0.99  0.93  0.00  0.92 
TABLE  (3(iv)c) -103- 
A 
8r1,  9)].  ei  )Vg(9E) 
x  -point 
so  CP2  Eý1  yvg(  Aý,  E  ) 
_ 
-  CP3  e  Wig(  3) 
6.18  0.00  5.14  0.26 
1.00  0.97  0.00  0.62 
3.52  0.00  4.45  0.34 
origin  1.00  0.98  0.00  0.40 
r-A 
r4 
tA4  4.18  0.00  4.39  0.21 
$CC  1.00  0.97  0.00  0.38 
4.18  0.02  3.60  0.82 
$9090  1.00  0.98  0.00  1.70 
2.00  0.47  0.67  0.34 
0.47  0.96  0.00  0.64 
-  0.71  0.28  0.66 
-1.00  0.90  0.33  0.39 
origin  0.47  0.97  0.00  0.45 
-  0.92  0.16  0.47 
N 
0.00  0.84  0.23  0.21 
can  $CC  0.47  0.97  0.00  0.39 
-  0.89  0.10  0.36 
0.00  0.63  1.55  0.96 
$9090  0.47  0.98  0.00  1.72 
-  0.79  0.67  1.73 
TABLE  (3(iv  )d  ) -104- 
AA 
8T  CPI  el  Y*XB( 
x-point  Po  P2 
E^2  1V3(eNE  ) 
-  CP3  e3  108(g3  ) 
2.00  0.94  0.00  0.48 
ýt  0.46  0.96  0.00  0.62 
S 
-  0.95  -0.03  0.58 
r 
-2.23  0.87  -0.23  0.48 
origin  0.46  0.96  0.00  0.68 
0.92  -0.07  0.62 
OL 
-2.03  0.86  -0.26  0.43 
$CC  0.46  0.96  0.00  0.65- 
-  0.91  -0.10  0.59 
-1.73  0.85  1.28  1.12 
$9090  0.46  0.97  0.00  2.02 
-  0.90  0.59  1.86 
TABLE  (3(iv)e) -105- 
OT  (31 
?  E-point 
-  CP2 
132 
y2 
origin  -2.00  0.94  -0.95  4.55 
-  0.95  -1.44  7.33 
$CC  0.00  0.98  0.01  4.18 
-  0.98  0.07  4.21  at 
N 
$9090  0.00  0.97  0.00  4.15 
-  1.00  0.04  7.64 
$9038  1.81  0.95  0.98  5.56 
-  0.95  1.76  10.31 
origin  -2.00  0.94  -0.71  3.95 
-  0.95  -0.94  4.93 
$CC  0.00  0.96  0.01  3.68 
-  0.96  -0.02  3.38 
N 
N 
$9090  0.00  0.96  0.03  3.46 
-  0.98  -0.02  4.26 
$9038  1.81  0.95  0.56  3.77 
-  0.95  0.94  5.14 
origin  -2.00  0.93  -1.08  5.43 
-  0.98  -1.52  11.10 
N  $CC  0.00  0.98  0.02  4.89 
w 
N  -  0.99  -0.24  6.52 
w 
$9090  0.00  0.97  -0.01  4.17 
-  1.00  0.02  6.26 
origin  -2.00  0.94  -0.73  4.07 
-  0.96  -0.73  4.51 
$CC  0.00  0.97  0.06  3.53 
N  -  0.97  -0.01  3.02 
W  I 
$9090  0.00  0.96  -0.02  3.34 
-  0.98  -0.01  4.09 
TABLE  (3  (v)  a) -106- 
Lc-point  CP2  p2 
A 
y2  6T  Simulation 
0.94  1.53  7.83  0.61  SA(1,3) 
p-2 
origin  0.98  -0.50  4.54  -1.88 
nl  =  20  =  n2 
$CC  0.98  0.01  3.22  -1.39  di  =4 
(i  =  1,2) 
$9085  0.99  0.01  9.38  -0.98 
$9038  0.94  1.59  9.20  0.42 
0.95  0.93  4.85  0.61  SA(1,2  ) 
p-2 
origin  0.96  -0.22  3.42  -1.88 
nl  =  40  =  n2 
_ 
$CC  0.96  0.05  3.01  -1.39  tai  =4 
(i  1,2) 
$9085  0.98  0.20  4.07  -0.98 
$9038  0.95  0.94  5.26  0.42 
0.98  1.96  15.97  -1.47  SE(1,2  ) 
p5 
origin  0.99  -0.24  3.64  -3.97 
nj  =  20  =  n2 
$CC  0.99  0.02  3.27  -3.47  di  =4 
(i  1,.,  5) 
$9980  0.98  1.60  11.95  0.43 
0.96  0.81  5.20  -1.47  SE(1,1) 
p=5 
origin  0.97  -0.05  3.09  -3.97 
nl  -  40  =  n2 
$CC  0.97  0.01  3.07  -3.47  di  =4 
(i  =  1,.,  5) 
$9980  0.96  0.72  4.96  0.43 
TABLE  (3(v  )b)  Effect  of  skewness  and  Kurtosis  on  CP2 -107- 
-  n  n 
9T  CP1  ß1  yl 
x_-point  ^  A  ,' 
-  CP2  132  y2 
0.61  0.25  0.22  3.13 
-  0.95  0.27  3.24 
origin  -1.89  0.00  -0.28  3.21 
-  0.95  0.00  2.99 
H 
, -ý  $CC  -1.39  0.00  -0.27  3.11 
--  0.95  0.02  2.94 
$9085  -0.98  0.00  -0.21  3.13 
-  0.95  0.05  3.03 
$9038  0.42  0.20  -0.10  3.04 
-  0.95  0.22  3.07 
origin  -2.00  0.95  -0.20  3.01 
-  0.95  -0.24  3.10 
$CC  0.00  0.95  0.01'  3.00 
.  -,  -  0.95  -0.04  2.93 
$9090  0.00  0.95  0.00  3.07 
-  0.95  0.01  3.11 
$9038  1.81  0.95  0.16  3.07 
-  0.95  0.24  3.08 
FABLE  (3(v  )c  ) -108- 
Imulation  SA(111) 
M-Point 
SA(1,2)  SA(3) 
-0.19(-0.17)  -0.20(-0.14) 
origin  -1.08(-1.08)  -1.05(-1.05)  -1.01(-1.00) 
$CC  -1.12(-1.12)1  -1.09(-1.08)  -1.06(-1.05) 
$9085  1.14  (1.14)  1.16  (1.19)  1.17  (1.26) 
$9038  0.29  (0.30)  0.29  (0.32)  0.29  (0.36) 
SA(3,1)  SA(3,2)  SA(3,3) 
!  it  0.17  (0.18)  0.01  (0.12)  -0.15  (0.04) 
origin  -3.41(-3.41)  -3.41(-3.40)  -3.42(-3.39) 
$CC  0.31  (0.32)  0.23  (0.27)  0.14  (0.22) 
$9090  -1.40(-1.38)  -1.56(-1.44)  -1.74(-1.49) 
$9038  -0.31(--0.30)  -0.49(-0.37)  -0.67(-0.48) 
SE(1,1)  SE(1,2) 
At  -2.27(-2.21)  -2.26(-2.15) 
origin  -3.08(-3.06)  -3.00(-2.95) 
$CC  -3.13(-3.11)  -3.06(-3.02) 
$9980  3.13  (3.41)  3.00  (3.59) 
/ 
TABLE  (3(vi)):  Comparing  BIAS1  with  el,  the  latter  in 
Parenthesis. -109- 
A 
?!  -point  ,  ýAV(9  (x))  ,  IIV(6NE(x))  ýV$(6  (x)  ) 
.  Parameters 
0.524  0.538  0.536  n1=40=n2 
p=2 
origin  0.264  0.259  0.259 
521=4f22 
$CC  0.248  0.242  0.240  t22=12 
MT=(2.0  ) 
$9038  0.598  0.618  0.621 
$9085  0.735  0.762  0.748 
0.788  0.834  3  0.815  as  above 
except 
origin  0.402  0.385  0.384 
3  n1=20=n2 
$CC  0.378  0.355  0.351 
$9038  0.895  0.961  0.945 
I 
($9085  1.099  1.189  1.203 
Table  (3(vii)  ) 
AA^  i1 
Note:  AV(9  (x)),  BV(ee(x))  and  V9(eM(x))  are  defined 
in  (2.3.1),  section  (2.4.  C),  (3.2.4)  respectively. -110- 
CHAP1  EI  4 
Analysis  of  data  sets:  using  ap  rp  oximate  interval  estimate 
techniques 
4.1  Introduction 
The  central  theme  of  our  work  has  been  to  study  the  distribution 
A 
of  the  log-odds  ratio,  e(x)  ,  and  to  construct  interval  estimates  for 
A 
OW  . 
The  confidence  interval  [e(x)  1  1.96  ￿var(e(x)  l  was  used  to 
express  our  uncertainty  when  estimating  e(x)  .  We  now  try  out  our 
ideas  on  specific  data  sets. 
For  each  data  set  we  will  report  the  result  of  the  likelihood  ratio 
test  for  testing  the  equality  of  the  variance-covariance  matrices  (see 
Appendix  4.3).  We  will  use  (nj,  n2)  to  denote  the  sample  sizes 
from  the  training  sets.  The  test  set  will  have  size  n3.  The 
dimensionality  parameter  will  be  p0.  e  dimension  of  x)  . 
DATA  SET  1  IRIS  DATA  (nj  =  50,  n2  =  50,  p=  4) 
Fisher  (  1936)  used  this  data  set  to  study  the  linear  discriminant 
function.  Fifty  random  observations  on  each  of  three  species  of  a 
flower,  IRIS  SETOSA,  IRIS  VERSICOLOUR,  and  IRIS  VIRGINICA  were 
studied.  Based  on  four  measurements,  sepal  length,  sepal  width, 
petal  length  and  petal  width,  we  would  like  to  know  the  species  of  a 
particular  flower.  For  our  purposes,  we  will  concentrate  only  on  the 
two  species  that  have  a  slight  'overlap.  IRIS  VERSICOLOUR  and  IRIS 
VIRGINICA.  The  actual  data  set  was  obtained  from  Dixon,  (1977). 
page  712,  and  is  reproduced  here  in  Appendix  4.2. 
The  likelihood  ratio  test  is  significant.  the  test  statistic  is  35.04 
against  the  critical  value  of  18.31  (=  Xz  (10;  D.  95)). 
DATA  SET  2  HAEMOPHILIA  (nj  =  20.  n2  =  23.  n=7,  p=  2) 
Carriers  of  haemophilia  suffer  from  a  bleeding  disorder  due  to -111- 
deficiency  of  clotting  agents  In  the  blood.  Haemophilia  is  a 
life-long,  crippling  disorder,  and  carriers  are  Informed  of  the 
consequences  of  their  having  children.  As  the  treatment  of 
haemophillacs  places  a  great  strain  on  the  blood  transfusion 
services,  genetic  counselling  for  haemophiliacs  is  obviously 
Important.  Identification  of  haemophilia  carriers  is  based  on  two 
measurements;  (i)  factor  Vill-related  antigen  and  (ii)  factor  VIII 
activity.  The  measurements  were  obtained  from  20  carriers  and  23 
normal  women  (controls).  There  are  seven  unclassified  patients 
(n3=7). 
The  data  set  was  obtained  from  Prentice,  C.  R.  M.  et  al  (1975). 
and  is  reproduced  in  Appendix  (4.2.  c)  . 
The  likelihood  ratio  test  is  significant,  with  the  test  statistic  equal 
to  9.73  against  a  critical  value  of  7.82  (X2  (3;  0.95)) 
DATA  SET  3  CONNS  DATA  (nj  =  20,  n2  =  11,  n3  =  4,  p=  4) 
A  rare  disease  called  CONN'S  Syndrome  can  be  due  to 
(i)  a  benign  tumour  (adenoma)  in  the  adrenal  cortex,  or 
(ii)  a  more  diffuse  condition  (bilateral  hyperplasia)  of  the 
adrenal  glands. 
The  treatment  may  Involve  either,  the  removal  of  an  adenomatous 
adrenal  gland  or  drug  therapy.  It  is  therefore  necessary  to  know 
which  group  a  patient  belongs  to,  I.  e.  either  adenoma  or  bilateral 
hyperplasla.  Assessments  of  patient-type  in  other  studies 
(.  Aitchison,  Habbema,  Kay  (1977))  were  based  on  eight 
measurements  on  the  patients.  For  our  study  we  consider  only  four; 
AGE,  POTASSIUM.  CARBON  DIOXIDE  and  RENIN.  We  note  that  our 
variance  formulae  requires  ni  >  p+4.  The  logarithms  (base  e)  of 
the  data  were  used.  Thirty-one  patients  who  were  operated  on  gave 
confirmation  on  twenty  cases  of  adenoma  (nj  =  20)  and  eleven -112- 
cases  of  bilateral  hyperplasia  (n2  =  11)  . 
We  have  four  patients  in 
our  test  set  (n3  =  4) 
. 
The  data  set  was  obtained  from  Aitchison,  and  Dunsmore. 
(1975).  page  10,  and  is  reproduced  here  in  Appendix  (4.2  .  B) 
. 
The  likelihood  ratio  test  is  just  non-significant,  with  the  test 
statistic  equal  to  17.92  against  the  critical  value  of  18.31 
(=  Xz  (10;  0.95)).  Further  investigation  into  the  marginal 
distributions  of  the  data  showed  that  one  of  the  four  variables  had 
significant  differences  for  the  sample  variances.  We  regard  the 
likelihood  ratio  test  with  reservation.  bearing  in  mind  that  for 
nj  =  20.  n2  =  11  and  p=4.  the  large  sample  distribution  of  the 
test  statistic  cannot  be  justified  (Box  (1949)). 
4.2  Graphical  procedures  for  o=  n2  case 
(A)  Introduction 
Firstly,  we  note  that  most  of  the  variables  used  here  have  been 
defined  in  Chapter  2.  Using  the  canonical  form,  as  illustrated  in 
1),  Critchley  and  Ford  (1985)  showed  that  the  sampling 
distribution  of  eE(x)  can  be  defined  in  terms  of  n  and  x  Using 
symmetry  about  the  xl  * 
_axis  they  also  showed  that  the  distribution  of 
n 
9E(x)  is  invariant  under  rotations  about  that  axis.  The  distribution  of 
n 
OE  (-x)  can  then  be  parameterlsed  in  terms  of. 
(  o,  xl*  ,  x*Tx  )  or  equivalently  by  (e,  al(x),  a2(x))  . 
Critchley  and  Ford  (  1985)  showed  that  e(x)  =  exl",  where  xl  * 
T 
is  the  first  component  of  x"  . 
The  parameter  space  (.  x1  ",  x"  x"  ) 
T 
is  for  a  given  a  equivalent  to  (xi",  yi  ") 
,  where  yj"  =  (x"  x"  - 
x1'  2)  1/2.  They  in  fact  considered  only  the  half-plane  (xl*. 
y1  *I  yl  v`  a  0) 
. 
In  appendix  (4.1)  ,  using  the  equivalent  parameter 
space  (n.  al  (x)  .  a2  (x))  It  can  be  explicitly  shown  that, -113- 
Yl*  = 
[«x) 
- 
42 
- 
e2 
21 
1  ý2 
and  as  stated  above 
x1"  = 
When  analysing  our  data  set,  we  of  course  need  to  estimate  xg" 
and  yl"  . 
We  estimate  e,  e  and  4)  using  data  from  the  two  training 
r.  nh  1ý 
*A  sets.  Having  obtained  A.  e,  m  we  can  then  calculate  xl  .  yl 
corresponding  to  an  x  point  from  the  test  set.  it  is  of  interest  to 
plot  points  from  the  training  set  together  with  those  from  the 
test-set. 
The  'training'  points  can  be  used  to  check  on, 
(i)  misclassification  properties 
(ii)  distributional  assumptions;  e.  g.  equality  of 
covariance  matrices 
(iii)  the  "GREY  AREA",  see  figure  4(i)  . 
Henceforth  any  reference  to  two  training  samples  of  sizes  nj  and 
*  n2  Is  equivalent  to  having  n-j  plus  n2  values  of  j  and 
y- 
For  purposes  of  notation,  members  of  group  1  and  group  2, 
i.  e.  the  training  samples.  will  be  labelled  with  the  numbers  1  and  2 
respectively.  Any  observation  from  the  test-set  (unclassified  point) 
will  be  labelled  with  the  letters  A,  B,  C, 
...  ,  etc. 
(B)  Critchley/Ford  plot 
For  the  equal  covariance  case,  Critchiey  and  Ford  (1985)  have 
an  informative  plot,  viz:  - 
(Xi*"  yl*Iy1*  0) 
From  section  (4.2.  A)  above  we  see  that 
(i)  xl*  is  proportional  to  the  discriminant  score, 
i.  e.  9(x) 
(ii)  for  fixed  xl*,  V(eE)  is  increasing  in  y1*. 
We  obtain  further  information  from  the  (xl  *,  yj  *)  plot  by 
including  tolerance  regions  (Guttman  (  1970)  l  for  each  population. -11L- 
{ý;  -  ýýg6,  fVAr(ýý 
(ýI  .ý1 
ar 
(l) 
ýl 
Ocl  *-  ) 
0 
Figure  (4(i)):  The  Critchley/Ford  Plot 
We  use  the  following  notation  to  describe  the  various  regions  of 
the  diagrar  above. 
(i)  R,  and  R2_:  as  shown  shaded  with  '+'  signs.  Interval  estimate 
does  not  contain  zero  and  x-points  not  atypical. 
(ii)  P. 
''  and  Ri':  points  are  atypical  but  Interval  estimate 
does  not  contain  zero. 
(iii)  G%:  inside  GREY  AREA  but  outside  tolerance  regions. 
Points  here  are  atypical. 
(iv)  GZ:  interva  estimate  conta;  ns  zero,  points  not  atypical. -115- 
The  tolerance  regions  are  defined  as  follows. 
A 
ai2(x)  =  F(p,  nl+n2  -  p-i;  Q).  P.  (  nl+n2)(1n  ) 
(n1+n2  "  P_1) 
{i=1,2) 
where  ai2(x)  -  (x  -  xi) 
T  [(ng+n2)  (S1+S2)  -11  (x  and 
F  (p 
,n1  +n2  -  p-1,  q)  is  the  qx  100  percentile  of  the 
F(p,  nj+n2  -  p-1)  distribution.  In  our  plots  we  shall  consider  the 
95%  and  99%  tolerance  regions. 
Further,  the  confidence  interval  (e  t  1.96  Vvar(e)1  will  contain 
the  value  zero  It  and  only  if 
Vvar  e) 
I<1.96 
. 
n 
In  the  hypothetical  plot,  figure  40),  a  value  of  a(x)  is  significantly 
non-zero  if  it  lies  outside  the  "grey  area".  I.  e.  below  the  contours 
n 
where 
ýe,  ý  e  takes  the  values  t  1.96. 
Figure  40)  gives  a  brief  description  of  various  regions  in  the 
(xi",  Y1"  ly1*  lit  0)  half-plane.  We  will  count  the  number  of 
. 
x-points.  from  each  data  set,  that  fall  into  these  regions,  and 
tabulate  their  totals. 
(C)  Alternative  plot 
in  Section  (4.2.  B)  we  stated  that 
(i)  xl  *  is  proportional  to  e(x) 
(II)  Variance  of 
e  is  a  function  of  yj". 
Thu  s  an  alternative  to  the  (xi  *,  yi  ")  plot  Is  simply  to  plot  IV(e) 
against  e.  We  shall 
A 
call  this  plot  the  (e,  SD(e))  plot  where 
A 
SD(e)  = 
A 
IV(e) 
. 
The 
A 
subscript  'E'  or  'NE'  of  e(.  )  will  denote  the 
assumption  of  equality  or  inequality  of  population  covariance 
matrices. 
We  will  not  be  able  to  include  the  tolerance  regions  in  the 
f\  A 
(e,  SD(e)  l  plot.  We  will  however  keep  the  contours  e=t 
1.96  SD(e)  . -116- 
The  equivalent  of  figure  4(I)  for  the  (e,  SD(e))  plot  reduces 
the  half-plane  to  three  regions. 
Firstly  R1:  Interval  completely  positive 
next,  R2:  interval  completely  negative 
and  finally,  GREY  AREA,  interval  contains  zero. 
When  analysing  data  sets,  Tables  40),  4(11) 
,  ...  , 
4(v)  give 
the  count  of  x-points  that  fall  into  the  various  categories. 
(D)  Applications  to  examples 
Rl 
Type  l  46 
Type  2  0* 
R1'  R2 
0  1* 
0  44 
R2'  G1  G2 
003  nl  50 
3031  n2  =  50 
Table  4(i)  IRIS  DATA  [95%  tolerance  region] 
,  cell,  --counts  from  figure  4(ii). 
(*  =  number  misclassified  ) 
The  data  for  type  2  is  slightly  more  variable  than  that  for  type  1, 
thus  3  type  2  observations  lie  outside  the  95%  tolerance  region.  We 
would  be  uncertain  in  allocating  six  observations;  three  from  each 
type  (-  GZ) 
. 
There  is  one  type  1  observation  misclassified. 
Generally  most  of  the  x-  points  are  correctly  assigned. -117- 
Rl  RI  R2  R2'  G1  G2 
Type  1  12  01007 
Type  2  008003 
Table  4(ii)  CONNS  DATA  [95%  tolerance  region] 
'Cell'--counts  from  figure  4(iii  ) 
nl  =  20 
!2=  11 
We  have  far  more  observations  that  we  are  uncertain  about. 
l Only  one  type  7  is  misciassified. 
Generally  the  discrimination  power  is 
less  than  for  the  previous  data  set. 
R1  R2  Grey 
Area 
Type  1  46  13 
Type  2  0  47  3 
Table  4(iii)a:  IRIS  DATA 
Cell  counts  from  figure 
4  iv  a  4  iV 
We  note  that  the  (xl  *.  yj  *)  plots  were  used  to  show  the  various 
nn 
regions  of  uncertainty  in  allocating  x.  The  [e,  SD(e)]  plot  was  also 
Included  in  this  section  only  for  comparison  with  the  corresponding 
plots  in  the  01  P'  122  case. 
4.3:  METHODS  FOR  n,  *  nl  CASE 
(A)  Plot 
When  the  population  covariance  matrices  are  not  equal  we  do 
R1  R2  Grey 
Area 
Type  1  12  17 
Type  2  083 
Table  4(iii)b:  CONNS  DATA 
Cell  counts  from  figure 
not  have  a  simple  two  dimensional  plot;  In  particular  we  do  not -118- 
have  the  corresponding  (xl",  y1*)  plot.  However,  we  can  still 
AA 
proceed  with  the  (e(x).  SD  (e(x)))  plot. 
c  ei  Analysis  of  Data 
Since  the  haemophilia  data  is  a  two  dimensional  case,  we  firstly 
have  a  scatter  plot  of  the  raw  data,  in  figure  4(v) 
.  Also  included 
are  the  7  test-set  observations;  A,  B,  ...  ,  G.  From  the  scatter 
plot  we  could  suggest  that 
A-  is  a  carrier 
B-a  borderline  carrier 
C-  will  very  likely  fall  inside  Grey  Area 
D-a  possible  outlier  to  both  groups 
E 
borderline  controls 
F 
G-  borderline,  but  more  probable  a  control 
The  (e,  SD(e))  plot  (with  nj  *  n2)  gives  us: 
R1  R2  Grey 
Area 
Type  1  16  13 
Type  2  0  18  5 
TYPE  1=  carrier 
TYPE  2=  control 
nl  =  20 
n2  =  23 
Table  4(iv)  :  RAE!  4  PHILIA  DATA  (excluding  A,  B,  ...,  G) 
Cell  counts  from  figure  4(vi) 
One  carrier  is  misclassified.  Three  carriers  and  5  controls  in 
Grey  area.  The  presence  of  a  possible  outlier  (TYPE  1)  near  point 
E[figure  4(v))  may  account  for  'inflated'  variances  which  in  turn, 
may  have  resulted  in  some  of  these  8  observations  being  inside  the 
GREY  AREA. 
For  the  7  test  set  observations.  we  have  almost  complete -119- 
agreement  with  the  subjective  impression  from  the  scatter  plot 
except: 
E:  falls  just  Inside  Grey  Area 
F:  falls  just  outside  Grey  Area 
G:  a  control 
We  note  that  type  2  members  generally  have  small  log-odds.  It  is 
perhaps  wiser  then  not  to  make  definite  'conclusions'  for  E  and  F. 
We  come  back  to  the  CONN's  data  and  do  the  [e,  SD(9)1  plot  (given 
nI  n2). 
R1  R2  Grey 
Area 
Type  1  01  19 
Type  2  092 
Table  4(v)  :  CONNS  DATA 
Cell  counts  from  Figure  4(vii) 
nl  =  20 
n2  =  11 
the. 
The  most  striking  feature  of  figure  4(vi1)  Is  that  none  ofAtype  1 
patients  can  be  classified.  Also  note  that  patient  A  is  now  a 
A. 
borderline  case  [-5.42  <e<  -0.0011,  where  previously  when  we 
assume  1=  n2.  A  was  very  probably  a  group  2  member. 
4.4  Summary  remarks 
Analysis  of  the  CONN's  data  has  shown  that  different 
assumptions  made  on  the  parameters  of  the  distribution  of  x  can 
substantially  affect  the  subsequent  discriminant  analysis. 
Reasonably  large  sample  sizes  (training  set)  relative  to 
dimension  (=  p)  .  e.  g"  for  the  IRIS  and  HAEMOPHILIA  data,  should 
ensure  that  the  discrimination  problem  is  'safely'  analysed.  This R 
-120- 
brings  us  back  to  the  CONN's  data.  From  figure  4(vli),  It  is  'felt' 
that  there  is  no  substantial  overlap  between  the  two  groups  and  that 
it  should  be  possible  to  classify  some  of  the  group  1's  with  some 
certainty.  With  n1  =  20,  n2  =  11,  p=4,  we  would  expect 
A 
Var(e(x))  to  be  poorly  estimated.  This  is  particularly  true  when  we 
assume  nj  *  n2. 
Given  this  concern  aroused  by  this  example  (CONN's  data) 
,  we 
now  consider  alternative  procedures  of  interval  estimation,  which 
might  be  more  reliable  for  small  samples. -121 
Figure  (4(ii)):  IRIS  DATA 
2  Iris  Versicolour 
-I 
3-  Iris  Virginica -122- 
.  v. 
wý 
. 
Figure  (4(iii)):  CONN'S  DATA 
1E  Adenoma 
2_  Bilateral  hyperplasia 
-y  -J  -L  -1U1LJ/  x1  l -123- 
AA 
(6E(x' 
Figure  (4(iv)a):  IRIS  DATA 
-15  -10  -5  05  10  15 -124- 
Figure  (4(iv)b):  CONN'S  DATA 
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CHAPTER  5 
Alternative  approaches  for  small  sample  sizes 
5.1  introduction 
Figure  4(viD  ,  of  chapter  4,  showed  that  using  Interval  estimates 
nAA 
of  the  type  (e,  NE  t  1.96  VAV1(eNE))  did  little  to  solve  the 
discrimination  problem  for  the  CONN'S  data,  when  assuming  unequal 
covariance  matrices.  Assuming  that  more  definite  conclusions  can 
be  made  for  some  patients.  we  consider  possible  reasons  for  this 
disappointing  result. 
A 
(i  )  The  derivation  of  AV(  ft  E(?!  ))  assumed  a  linear 
n 
approximation  of  the  Taylor  series  for  8NE(x) 
A 
about  e=  ý3  (see  (2.3.3)). 
A 
(ii)  The  'plug-in'  estimate,  AV1(eNF),  see  section 
(2.3),  may  be  badly  biased. 
(iii)  ANE(x)  itself  is  not  approximately  normally 
distributed. 
We  would  expect  that  small  sample  sizes  (relative  to 
dimensionality)  would  make  (i) 
,  (li)  and  (iii)  serious  problems,  and 
this  is  strongly  suggested  when  we  compare  the  discrimination 
results  of  the  CONN's  data  and,  say,  the  HAEMOPHILIA  data  (again 
assuming  unequal  covariances)  . 
The  sample  sizes  in  the  CONN'S  DATA  are  even  smaller  than  the 
smallest  sample  sizes  considered  In  the  simulation  study  of  Chapter  3. 
In  the  simulation  study  we  identifed  significant  non-normality  of  the 
distribution  of  e(x)  In  the  small  sample  situation  and  hence  we  might 
expect  this  to  be  an  important  problem  with  the  CONN'S  DATA. 
Also,  with  respect  to  (I)  above  there  was  evidence  in  Chapter  3  that 
A 
the  approximation  used  in  AV(eNE(x))  was  poorer  in  the  small 
sample  case. -129- 
In  this  chapter  we  consider  other  methods  with  the  hope  that 
they  may  be  sensible  alternatives  (possibly  approximate  methods)  to 
the  techniques  used  in  Chapter  4.  We  will  look  at; 
(1)  Replacing  AV1  (eNE)  by  an  unbiased  estimator. 
A 
AV2(eNE) 
(2)  Bootstrap  techniques 
(3)  The  use  of  profile  likelihood  methods. 
To  illustrate  the  potential  of  these  three  methods,  we  will  apply 
them  to  the  CONN's  data. 
5.2  Unbiased  Estimation 
A 
(A)  Formula  for  unbiased  estimator  of  AV(ewE) 
We  consider  first  the  problem  of  getting  a  better  estimator  for 
AA 
AV(eNE)  .  An  unbiased  estimator  of  AV(eNE)  could  be  a  better 
estimator,  and  its  derivation  is  as  follows. 
For  each  population  tli, 
(xllli)  -  Np{µi,  nl)  (i=1,2) 
AA1 
Let  ii  =  xi,  ni  =  (n1-p-2) 
Si 
nt  --  -  IT 
where  Si  =E  (xr-x)(x=-x) 
r-l 
A 
then  n1  P  ni.  (x  -Xi  )TTF(p,  ni-p"  Ai); 
p  (ni-p-2) 
a  non-central  F  distribution  with  non-centrality  parameter 
ýi  =  ni  (X  -  tom'  )Tnil(X  -  ii  ) 
Let  ai2(x) 
and  ail(j)  =  (x 
Aki  )T  Eli 
l(x 
-  I),  which  we  will  write  as 
ail  and  ail  to  simplify  the  notation,  E(ai2)  _+  ail. 
i 
Eä2=(  aiz  )2 
ni-P'2 
+  aj2 
2p 
+ 
4(ni-2  ) 
l 
nip-4  ni  n(  fi  P-4  ) 
2p(ni-2)  +p -130- 
Further,  let  Ai  = 
nl  p4  (ail  )2 
nj.  -p-2 
Bi  =  ail 
We  want  an  unbiased  estimator  for; 
vi 
(air)2 
+1_ 
(°i  -  2) 
a. 
2(ni-P_4)  ni  (n1-p--1)(n--p-4)j 
+  P(ni  2) 
2(n,  i-P--i)(ni-P-4  ) 
A 
.  1)  and  where  AV{6NE)  =  V12+  V2 
n  [?  4(n_2)  Clearly,  E(A1)  =(  ail)  +  ail  iýý4  2+ 
n1-p--2  ni  ni(ni  lr4  ) 
+ 
2P(  n1-2)  +  P2(ni-P-4  ) 
ni2(ni--p  2)  niZ(ni-p-2  ) 
and  E(Bi)  =ail 
Ai  Finally,  the  unbiased  estimator  for  Vi  is  Vi  - 
2(  ni-p--4  ) 
Bi 
11 
- 
(n1-2) 
-1 
2P 
+ 
4(  ni-2  ) 
ni  (ni-p-1)(ni  p-4)  2(ni-P-2)  ni  ni(  ni-p.  -4  ) 
+  p(n1-2) 
- 
p(ni-2)  p2 
2(  ni  p  -1)(n1-P-4)  ni2(ni--F-2)(ni  p,  --4)  2ni2(ni  F-2  ) 
and  AV.  (e1}  =  V1  +  VZ  .........................  (5.1.2) 
(B)  Application 
AA 
The  (e,  ,  war(e))  plot  for  the  CONN's  data,  with  AV2(eNE)  is 
given  in  figure  (50)  I.  The  unbiased  estimator  gives  smaller 
estimated  variances  resulting  in  group  2  members  all  being  out  of 
A 
the  grey  area,  possibly  an  improvement  over  the  use  of  AV1(eNE). 
Unfortunately,  we  still  have  the  initial  problem  with  all  of  the  group  1 
patients  still  inside  the  GREY  AREA. 
We  have  indeed  made  some  improvements  in  estimating  the 
A 
variance  of  eNE,  using  the  unbiased  estimator.  However,  the 
Improvement  was  not  enough  to  eliminate  our  current  difficulty  with P 
-131- 
" 
N 
N" 
.  r. 
n 
O 
z 
z 
d a H 
a 
C 
n 
C 
U 
C 
CD  > 
z 
M 
x 
i 
Q 
N 
NSI-)N-) 
Aový p  ￿ý,  .  .e 
-132- 
the  CONN's  data.  Referring  back  to  section  5.1,  we  suspect  that 
A 
using  an  approximate  variance  AVteNE),  could  be  the  root  of  our 
problem. 
The  temptation  here  is  to  cook  for  a  better  approximation  to  the 
AA 
variance  of  ONE.  and  hence  a  better  estimator  of  V(eNE).  However, 
the  prospect  of  lengthy  and  tedious  algebra,  against  getting  a 
variance  formula  whose  performance  is  not  guaranteed.  strongly 
suggests  looking  at  other  ways  of  obtaining  approximate  interval 
estimates  for  eNE.  We  will  next  look  at  the  'Bootstrap'  technique. 
5.3  BOOTSTRAP 
(A)  Description  of  the  bootstrap 
Given  a  data  set,  say  (y) 
,  we  wish  to  study  the  distribution  of 
A 
e(y)  ,  which  is  the  estimator  of  e,  the  parameter  of  interest. 
problems  may  arise  making  theoretical  results  Impossible  to  get, 
(i)  the  distribution  of  y,  F(y),  is  unknown 
(ii)  even  if  F(y)  is  known,  the  theory  involved  in 
n 
obtaining  the  distribution  of  9(y)  is  difficult. 
TWO 
'Bootstrapping'  [Efron  (1982)  ]  is  an  approximate  method 
sometimes  used  to  overcome  these  problems.  It  relies  on  raw 
computing  power  as  a  substitute  for  theoretical  analysis. 
An  example  of  a  bootstrap  algorithm  is  as  follows. 
(i)  Firstly  we  have  the  data  set  Y1,  Y21""",  Yn 
(ii)  Assign  equal  probabilities  to  yi  for  all  i=1,...,  n 
A 
(i.  e.  F(y)  is  Multinomial). 
ý`  '`  (iii)  Construct  bootstrap  sample  y,  1 
Generate  U(0,1)  (i.  e.  random  Uniform  (0,1)  variate) 
If  0.0  mg  U<,  Y()*  =  Y1 -133- 
If 
n 
16  U<n. 
If  nl 
U<1, 
Y(  j*  =  Y2 
Y(  )*  =  Yn 
Generating  U  n-times  will  give  us  our  bootstrap-sample  of 
size  n.  Given  the  boot-strap  sample  we  can  calculate 
An 
(iv)  Repeat  (iii)  B  times  and  this  gives  el*  ,  e2*  ,  ...  ,  OB*  . 
B  A*  1  B  A*  t%  1 
Lete  "=t  ei  and  SD  = 
_L 
(ei-e')2 
ý2 
i=1  B1i=1 
Bý 
n*  A 
and  as  B  tends  to  infinity,  9  *tends  to  e(y),  and 
A 
SD*  tend  to  the  standard  deviation  where 
F(Y)  =  F(y). 
We  stress  the  point  that  the  bootstrap  technique  can  only  be 
regarded  as  an  approximate  method  for  our  particular  problem 
(CONN's  data),  since  the  data  set  is  small  (nj  =  20,  n2  =  11. 
p=  4)  .  We  have  to  generate  two  bootstrap  samples  of  size  20  and 
11  respectively.  As  well  as  calculating  SD*,  we  will  consider  other 
methods  for  constructing  approximate  interval  estimates. 
We  consider  various  'non-parametric'  interval  estimation  methods 
suggested  by  Efron  [1981,1982  (Chapter  10)],  Efron  and  Gong 
(1983.  pg  40-41).  Efron  comments  that  "confidence  intervals  are 
often  highly  asymmetric  about  the  best  point  estimate  e".  To 
account  for  this  asymmetry  he  suggests  using  the  percenti'ie  method, 
which  briefly  is 
A 
Let  CDF(t)  =  Prob(o  <  t) 
and  estimate  CDF(t)  by  CDF(t) 
#{  8b*  `  t)  #-  "number 
of  times) 
n^BA 
define  eLQW(a)  =  CDF-1  (a)  ,  eUp(a)  =  CDF-1(1-a)  , 
0.0  <a<0.5. -134- 
The  percentile  method  then  takes. 
rA 
[BLOW  (a) 
,  eU  p  (a)  ) 
as  an  approximate  1-2a  central  confidence  interval. 
Efron  has  reservations  about  the  use  of  the  percentile  method. 
He  considers  other  interval  estimates,  such  as  the  'bias-corrected 
percentile  method`.  Even  so,  in  Efron  and  Gong  (1983),  Efron 
states  that  the  appropriate  theory  justifying  the  use  of  these  methods 
Is  still  far  from  clear. 
(B)  Bootstrapping  with  the  CONN's  data 
In  Section  (5.3 
.  A)  we  did  not  make  any  specific  assumption 
about  F(y)  and  assigned  equal  probabilities  to  each  data  point. 
This  could  be  considered  a  non-parametric  bootstrapping 
method. 
However  for  our  problem,  the  formula  for  the  log-odds  e  Is 
meaningful  only  if  our  data  is  multivariate  normal,  viz:  - 
pj  "  Np(jj,  ni)  ,  i=1  , 
2.  Efron  calls  this  approach  of  assuming  a 
parametric  form  for  F(.  )  the  'parametric  bootstrap'.  We  are 
immediately  faced  with  the  difficult  question  of  how  to  estimate  the 
parametric  model  to  be  used  in  the  bootstrap.  Efron  (1982)  gives 
no  advice  on  this  matter.  To  some  extent  we  have  considered  the 
Influence  that  different  estimators  for  (ki,  fi)  can  have  on  the 
conclusions  obtained.  We  considered  alternative  estimators  for  ni, 
I.  e.  , 
Si 
and 
Si 
i=1  where  Si  is  the  corrected 
,  2. 
sum  of  squares  and  cross  {  n1-1ý  {  n1--P-2ý 
roduct  matrix 
we  note  that  both  of  these  will  result  in  9"0  being  a  biased  estimator 
for  e,  though  the  second  choice  has  been  made  to  reduce  this 
bias. 
We  note  that  in  this  problem  the  bootstrap  distribution  of  e  is 
obtained  from  estimating  the  distributions  for  rij,  112  separately  and -135- 
sampling  samples  of  size  nj  and  n2  for  each  population.  See 
Figure  (501)).  One-thousand  bootstrap  replications 
It  [e  1,  e"2,  ...  e*10001  were  obtained. 
We  studied  two  types  of  approximate  95%  confidence  interval  for 
e  [note:  e  referred  to  here  Is  ONE). 
A 
(i)  (e*(25),  9*(975))  ,  the  percentile  method.  The 
n 
9*(.  )  are  order  statistics  of  the  bootstrap 
replications. 
1.96  SD*,  with  e*  "  and  SD*  defined  in  section 
(5.3.1), 
We  note  that  the  latter  interval  estimate  is  meaningful  if  ei 
(1=1 
...  , 
1000)  Is  approximately  normally  distributed. 
(C)  Discussion  of  results  for  CONN's  data 
Firstly,  in  Figure  (5011)  )  we  have  a  histogram  of  ei" 
(1=1. 
...  ,  1000)  for  points  A  and  B  (from  test-set)  using 
I 
ni-1 
Si  as  an  estimator  of  nl  (i--1,2).  In  Table  [5(i)] 
A 
we  list  the  Interval  estimates  for  e  together  with  e(x)  itself. 
interval  ni 
est 
A:  (3A)  =  -2.71  B:  9M(x.  )=9.62 
si  9"±1.96  D*  -7.70,2.90  -17.55,62.0 
ni  1  9  (25)'  6*(975)  -6.80,3.30  3.0,73.0 
9i  ±1.96  §b*  -5.38,1.24 
I 
-13.15,34.25 
ni  P-2  (25)0  (975)  -4.60,1.30  0.50,37.50 
Table  [5(1)1:  "Parametric  bootstrapping"  for  point  A  and  B  of 
CONN's  data. 
The  histogram  for  point  A  Is  more  symmetric.  Point  B's 
histogram  is  considerably  more  skewed  and  has  larger  outliers  in  Its 
upper  tail.  More  of  the  91  for  point  A  have  negative  values. -136- 
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FIGURE  (5(ii))  (Note  :9 
*(x)  =  9(x  )ý -137- 
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Figure  (5(iii)):  CONN'S  DATA.  Top  most  stem-and-leaf  plot  for 
point  (A),  and  for  point  (B)  the  plot  below. 
For  both  points  Q1  =  Si/(ni-1). -138- 
From  table  [50)),  the  percentile  interval  for  point  A  captures 
3%  zero  and  the  magnitudes  of  91  are  small  (note  eNE(A)  =  -2.71). 
We  would  be  very  uncertain  of  classifying  point  A  to  population  two. 
For  point  B,  the  percentile  interval  does  not  capture  zero  and  is 
A 
skewed  towards  large  positive  values  (eNE(xg)  =  9.62).  The 
percentile  Interval  does  reasonably  well  in  capturing  the  shape  of  the 
distribution  of  ei"`.  We  would  therefore  be  fairly  confident  in  saying 
that  point  B  is  a  group  1  member.  The  results  of  the  percentile 
method  contradict  the  conclusions  we  would  make  (for  points  A  and 
nn 
B)  from  figure  [50)],  1 
.9.  the  (e,  lvar(e))  plot. 
All  the  Intervals  give  essentially  the  same  results  for  point  A. 
This  is  largely  due  to  the  symmetry  of  the  distribution  of  ei*.  For 
point  B,  the  interval  (e*'  t  1.96SD*)  captures  zero  and  contains 
large  negative  values.  This  Is  a  direct  result  of  the  asymmetry  of 
the  distribution  of  eis`  ,  clearly 
eis` 
Is  not  normally  distributed. 
We  also  note  that  the  choice  of  nj  did  not  change  the  general 
conclusions  for  both  types  of  interval  estimates.  We  do  however 
notice  that  using  Si!  [nl-p-21  gives  narrower  Interval  estimates. 
From  the  various  comments  of  Efron  (1982),  much  more  could 
be  exploited  from  the  bootstrap  method.  However,  since  the  whole 
subject  of  Bootstrapping  is  still  In  an  "exploratory"  state,  we  leave 
this  technique  for  the  moment,  optimistic  of  the  potential  It  holds  for 
small-sample  discrimination  problems. 
We  proceed  next  to  another  alternative  technique  based  on  the 
profile  likelihood. 
5.4  Profile-Likelihood  (n  *  f,  ) 
(A)  Introduction 
Using  the  notation  from  section  2.1.  the  density  function  of  x 
Is, 
1(x{n1)  -  Np(Ri"  iii)  (1=1  . 
2) -139- 
Let  the  elements  of  n  be  the  distinct  elements  of  jj,  nl,  y2,  t12. 
Define  the  likelihood  function  as  Like,  n)  . 
We  use  this  notation  for  the  likelihood  for  convenience.  Note 
that  for  given  n,  e  Is  a  redundant  parameter. 
Further,  let  k(e,  rn)  =  log  [Llk(e,  !)1. 
One  method  of  eliminating  n  from  the  likelihood  function  is  to 
maximise  over  it  for  each  e. 
let  S[e,  rn(9)]  =  max[i(e,  rn)] 
Il 
Using  the  Ideas  of  Kalbfleisch  (1979)  we  can  describe  Y(e,  j(e)) 
as 
the  'profile'  or  'silhouette'  of  the  log  likelihood  function  when  viewed 
over  the  e-axis.  Kalbfleisch  (1979)  describes  the  'profile'  of  the 
'maximum  relative  likelihood'.  In  Kalbfleisch  and  Sprott  (1970).  the 
'maximum  relative  likelihood'  is  one  of  four  likelihood  methods  for 
eliminating  large  numbers  of  nuisance  parameters.  These  authors 
suggest  using  the  following  interval  estimate  for  e, 
IEe  =  {e:  X(e, 
D(e))  - 
he. 
n(e))  >  h)  (5.4.1) 
where  e  is  the  maximum  likelihood  estimate  of  e.  From  large 
sample  results,  an  approximate  95%  interval  estimate  for  e  may  be 
obtained  by  letting  h  equal  -  0.5  XI(1  ;  c)  ,  where  e=0.95.  We 
note  that  lEe  must  be  regarded  cautiously  for  small  samples. 
(B)  Derivation  of  the  profile  likelihood 
For  each  e=C  say  we  must  find  the  maximising 
_n. 
We  have  a 
constrained  maximisation  problem,  viz:  - 
max  subject  to  e 
11 
Introduce  the  Lagrangian  function  L  and  the  Lagranglan  multiplier  X. 
For  typographic  convenience  we  shall  write  x(e.  n)  as(). 
We  therefore  want  the  stationary  points  of 
L(n.  X)  = 
Q(n)  +  x(e-C) 
The  solution  is  a  saddle-point  of  L  and  we, -140- 
(i)  Maximise  Lw.  r.  t.  rJ  .  Denote  this  maximum  by  r(X). 
(ii)  Substitute  ,  (X)  into  L. 
(iii  Minimise  L[.  n(,  \),  A)  w.  r.  t.  A. 
For  purposes  of  notation  n(A)  and  n(e)  are  1uýS2  X11 
their  interpretation  is  clear  within  the  context. 
For  a  discussion  of  steps  (i),  (ii)  and  (iii) 
above,  see  Whittle  (1971)  chapter  3. 
It  can  be  shown  that, 
ý(ý)  -nllog(n11 
-2  E(x13-al  )Ti211(  X1j  -  1.1) 
2j 
- 
n2log  I  n2  l- 
2E(czy  t  )Tn2l(x2j-  )+  constant, 
23 
where  j  is  observation  j  from  population  k,  (k=1,2) 
and, 
ZlogInli  - 
2(x-tý)Tnll(x-týý 
+ 
2x 
2 
109  1  n2  l+2(  x--µ2  )Tn21(x-  J2)  -  Cs 
Note  that  Q(r))  +  x(e-C)  is  'like'  a  log-likelihood  with  x  added  to 
sample  1  with  weight  A  and  with  x  added  to  sample  2  with  weight  -x. 
From  the  usual  likelihood  estimates  for  normally  distributed  data,  we 
get  the  following  unique  parameter  estimates. 
n1X1.  +..  \x 
(n1  +  x) 
^  n2x2  -  JRx 
M2 
(n2  -  X) 
fll  -  (nl+x) 
S1  + 
xnl 
(X  -  m)(X  Ki)T. 
(  M+n1) 
n2  =-  s2  - 
xn2 
(X  _  x2  )(X  --  )T 
(n2-ß) 
(n2_)) 
L(IA  (X),  A)  - 
-(  nl+n2  )p 
log  (211) 
2 
5.4.2) 
+(nl  +A  )p 
log(  nl+X) 
+(n2  -  X)p 
log(n2-X  ) 
22 _141- 
-(n1  +  x) 
log  lsli  -(n2  X) 
1091S21 
22 
-(nl  +  x) 
log  1+ 
xnl 
,1  -(n2  -  X) 
log  [1- 
Ant 
a2 
2  (X+n1)  2  (n2-1\) 
-2  nl+n2  )p  -AC  (5.4.3) 
where  ai  =  (x  -  xý  )TSl-1(x  -  xi  ) 
Minimization  of  L(^(X),  ý)  must  be  carried  out  numerically. 
We  used  the  Newton-Raphson  method  of  numerically  obtaining 
the  solution  of 
8L 
=  0.  We  have, 
8L 
_  6X 
) 
log 
1n1+Xii 
_  21og1S1I 
+ 
21og1S2I  -C  2 
2-  1\ 
-  21og 
[n1]4A  +  Xnla1 
-2 
n12a1 
n2-X-Xn2a2  X+nl+Xnla1 
+1  [__n22a2 
(5.4.4) 
n2-X-Xn2a2 
From  (5.4.3)  and  (5.4.4)  we  get  constraints  on  A. 
(i)  nl  +A>0 
(ii)  1+ 
Xnlal 
>O 
(n1+X  ) 
(iii)  n2-ý  > 
1vß  1- 
Xn2a2 
>o 
(  n2-X  ) 
(i),  (ii),  (iii)  and  (iv)  are  equivalent  to, 
-nj  << 
n2 
(n1ai  +  1)  (n2a2  +  1) 
(5.4.5) 
We  have  a  unique  solution  to  the  minimisation  since  we  can 
2 
show  that 
s 
T2 
>  00 
52L  (p+l)  1+1 
SX2  2 
[n, 
+X  n2-X 
_i 
(n1a1+1) 
_1  22 
(X+nl+,  \nlal  ) 
(n2a2'+1) 
(n2-7  -Xn2a2  ) -142- 
., 
nial(nlal+l  ) 
2 
(\+nl+,  \nlal  )2 
1  n2a2(n2a2+1) 
2  (n2_)_Xn2a2  )2 
1  p(X+n1+Xnla1)2+n4a2  +  p(n2-A-Xn2a2  )2+n4  2a2 
2 
(nl+X)(  X+nl+Xnlal)  (n2-X)(  n2-)-Xn2a2  ) 
62L 
Clearly 
s,  2  >  0,  i.  e.  the  function  is  convex,  for  x  given  in 
(5.4.5). 
The  question  arises  as  to  whether  we  have  in  fact  solved  the 
constrained  optimisation  problem  we  set  out  to  solve.  We  can 
always  check  whether  we  have  the  correct  solution  by  testing  that  the 
AA 
constraint  is  satisfied  at  the  values  of  g1  "  tLp  "  nj,  n2  ti.  e. 
(5.4.2))  .  In  later  examples,  we  have  empirically  found  that  the 
constraint  is  always  satisfied  at  our  solution.  In  Appendix  (5.2)  we 
AA  /111  n 
offer  a  heuristic  argument  that  the  fact  that  #I,  L2,  ttl,  112  in 
(5.4.2)  are  unique  will  Imply  that  we  have  the  correct  solution  to 
our  constrained  optimisation  problem. 
(C)  Application  to  the  CONN's  data 
1101\  f\  ^ 
For  the  CONN's  data  1(e,  n(e))  =  41.037  and  h=  -1.92.  The 
suggested  approximate  interval  estimate  for  e,  by  (5.4.1)  is, 
A 
lEe  =  {e:  ý(e,  n(e))  >  39.12) 
Figures  (500a)  and  (500b)  are  the  plots  of  the  profile  of  the 
log-likelihood  for  points  A  and  B  of  the  CONN's  data  test  set.  Each 
point  on  those  plots  is  the  numerical  solution  to  the  constrained 
maximisation  problem  for  a  given  "e=C".  In  these  examples  we  have 
checked  that  the  constraint  e=C  is  always  satisfied. 
The  graph  for  point  A  is  more  symmetric  than  for  point  B.  This 
nn 
may  suggest  using  either  of  IEe  or  {e  t  1.96  -/var(e))  for  point  A, 
and  perhaps  use  only  IE6  for  point  B. 
For  point  B.  lEe  excludes  zero.  For  point  A  the  values  of  e  in 
the  Interval  are  relatively  small,  and  lEe  captures  zero.  Comparing 0 
-143- 
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tEg  for  point  B  with  the  (e.  SO(e))  plot  (in  figure  50))  the  profile 
likelihood  method  does  seem  promising  with  respect  to  assigning 
group  one  members  with  some  certainty. 
(5.5.  )  Comparison  of  the  three  methods  using  CONN's  data 
We  compare  all  three  methods  discussed  so  far  by  looking  at 
Table  15(11)]  which  gives  the  interval  estimates  for  the  various 
methods;  for  points  A,  B,  C,  D  of  the  CONN's  DATA  test  set. 
We  first  compare  the  methods  over  all  four  points  A.  B,  C  and 
O.  The  comparison  is  made  in  terms  of  the  allocation  process. 
ti  ^ 
Intervals  using  AV2(eNE)  gave  the  same  result  as  those  using 
AV1(eNS)  .  For  a  detailed  comparison  of  these  two  formulae  refer  to 
(2.3.1)  and  (5.1.2).  (e*'  t  1.96  SD")  gave  the  same  result  for 
both  estimators  of  sti.  We  note  that  SD's  is  typically  larger  than 
n'  ,k  (AVi(e)  ;  1=1  , 
2).  Looking  at  figure  (5011)  ]  we  can  see  that  e  Is  not 
normally  distributed  having  long  tailed  distributions  which  may  make 
A 
SD*  large.  These  features  are  probably  due  to  the  small  sample 
/ý  A 
sizes  in  this  problem.  On  the  other  hand,  construction  of  (AVi  (e)  ; 
1=1,2)  Is  based  on  a  large  sample  approximation. 
A\ 
The  intervals  from  the  percentile  method  (both  l1)  and  the 
profile  likelihood  method  gave  the  same  results.  They  can  however 
nn 
differ  from  either  or  both  of  (9  t  1.961AV1(e)  :  1=1,2)  and 
(e*'  t  1.96SDx)  . 
We  now  look  at  specific  x-points  and  compare  all  the  methods. -145- 
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AA 
x_-point  0(x_)  AV2(9E)  interval  estimate 
for  e  using  profile 
likelihood 
K5  -3.716  1.643  (-7.40,  -2.2) 
A8  34.777  1005.523  (26.0,  ..?..  ) 
xg  7.862  71.239  (5.0,46.5) 
318  2.376  16.814  (0.4,21.40) 
TABLE  (5(iii))  CONN'S  (GROUP  1) 
Note  (i)  The  plots  of  the  profile  likelihood  are  given  in 
figures  [5(v)a]  to  [5(v)d] 
(ii)  The  question  mark  (..?..  )  for  ?  ES  indicates  that 
an  upper  limit  for  the  interval  estimate  was 
not  found. -147- 
The  percentile  and  profile  methods  give  positive  intervals  for 
point  B.  but  they  include  zero  for  the  other  methods. 
Points  A  and  C  have  wholly  negative  Intervals  with 
nnn 
(eNE  t  1.96  AVi(eNE)  , 
1=1,2)  while  tor  the  other  methods  the 
Intervals  capture  zero.  We  further  note  that  the  upper  boundary  of 
A  t\ 
the  intervals  using  Atli  (eNE)  ,  for  points  A  and  C  are  close  to  zero. 
Hence  despite  this  difference  in  overlap  with  zero  all  of  the  intervals 
are  similar. 
Only  for  point  D  do  all  methods  clearly  agree.  This  may  be  due 
to  the  distribution  of  e  being  approximately  normal  and  the 
(o9 
proflleT  IIkellhood  being  quadratic  at  this  value  of  x. 
All  methods  tend  to  give  similar  results  for  point  A.  but  this  is 
not  true  for  point  B.  This  difference  Is  probably  due  to  the 
A 
distribution  of  e  [figure  WIN  ]  and  the  profile  likelihood  [figure  5(iv)  a 
and  50v)  b]  for  point  A  being  more  symmetric  than  it  is  for  point  B. 
An  interesting  result  here  is  that,  the  profile  and  percentile 
methods  do  allocate  point  B.  with  some  certainty,  to  group  1.  This 
suggests  that  either  of  these  two  methods  would  classify  more  of  the 
group  1  points  with  some  level  of  certainty. 
We  now  use  the  profile  likelihood  method  on  some  other  group  1 
members.  The  preference  over  the  bootstrap  method  is  that  the 
profile  likelihood  method  is  computationally  less  time  consuming.  and 
all  we  require  are: 
81  =  (x  -  Xi)  TSI-1(x 
-  -xi)  and  Iog  l  Si  l  (1=1,2). 
The  following  four  points  are  chosen.  The  points  x5  and  x18 
A 
have  small  values  for  e(x),  but  with  opposite  signs.  xg  has  a 
A 
relatively  large  e(x)  .  xg  is  an  outlying  value.  Table  (501D]  gives 
AAA 
the  values  of  e,  AV2(e),  and  the  interval  estimate  for  e,  for  each  of 
these  four  points. -148- 
For  xg,  numerical  difficulties  were  encountered  in  finding  the 
upper  limit  of  the  interval  estimate.  We  see,  from  figure  (5(v)  b) 
, 
that  the  upper  bound  of  the  interval  will  be  very  large.  We  would 
expect  the  terms  al  =  (x  -  xl)  TSi-1(x 
-  xi)  to  be  large  also.  From 
(5.4.5)  large  ai-values  would  make  x  reach  its  boundary  values, 
A 
and  from  (5.4.3)  L(fl(X) 
,  A)  will  no  longer  be  quadratic.  In  this 
situation  the  Newton-Raphson  method  will  take  us  outside  the  range 
of  feasible  x.  We  did  not  persevere  with  this  numerical  problem 
considering  that  the  interval  estimate  for  e(x8)  is  clearly  very  wide 
and  it  is  also  wholly  positive. 
All  the  points  are  correctly  classified  except  x5.  Looking  back  at 
AA 
the  (e,  SD(e))  plot  In  figure  (50))  the  point  x5  is  clearly  inside  the 
cluster  of  group  2  members  and  would  possibly  be  misclassified  by 
any  method.  Correctly  classifying  x8,  xg  and  x18  suggests  that  we 
could  also  correctly  classify  most  of  the  other  group  1  members. 
(5.6)  Summary 
We  compared  three  approximate  interval  estimation  methods  for 
AA 
using  (AV1  (e)  ;  1=1,2),  the  bootstrap  and  profile  likelihood 
methods  on  the  CONN's  data. 
The  profile  and  'percentile'  bootstrap  methods  tend  to  classify 
the  points  in  the  same  way.  Both  have  wide  interval  estimates  for  e 
for  group  1  members,  and  the  corresponding  Intervals  for  group  2 
are  narrower.  Using  to  t  1.96  ,  'Var(e)  can  give  misleading  results 
A 
due  to  the  non-normality  of  the  distribution  of  e.  We  see  this,  for 
example,  point  B  in  Table  [5(Ii)  1  when  we  used 
(ONE  t  1.96IAVi  (eNE))  (1=1.2)  and  {e  "t1.96S0  1. 
Group  2  x-points  are  more  tightly  clustered  [e.  g.  figure  (50M 
so  all  aj2(x)  will  be  similar  and  not  too  large.  We  might  therefore 
expect  all  3  methods  to  perform  similarly  on  group  2  members. 
Point  D  in  Table  150D]  is  a  good  example.  Points  A  and  C -149- 
(Table  5(11))  have  similar  intervals  for  all  methods  (see  section 
5.5). 
To  estimate  e,  we  need  to  estimate  the  atypicality  terms, 
al2(x)  _  (X-,  jýi)  Tnl-1(x-jýi) 
. 
Clearly  group  1  members  have  large 
atypicality  with  respect  to  population  2.  Further  the  variance  of 
n 
ft  E(?!  )  increases  with  ai2(x),  and  large  ai2(x)  will  mean  large 
interval  estimates.  We  also  note  that  group  2  members  are  not  very 
atypical  with  respect  to  population  1.  Therefore,  we  can  expect 
group  1  members  to  have  a  wider  range  of  e(x)  ,  and  often  wider 
Interval  estimates  for  e  when  compared  to  group  2  members. 
All  the  Intervals  In  Table  [501))  give  a  large  range  for  the  odds. 
Consider  for  example  point  C,  using  the  profile  likelihood  method. 
We  have  on  one  extreme.  odds  of  804:  1  of  being  In  group  2 
(=  e-6.69)  and  on  the  other  extreme  an  odds  of  1.5:  1  of  being  in 
group  1  (=  e°  "  42) 
.  These  extreme  odds  are  much  further  apart  for 
point  B  in  group  1.  Clearly  for  sample  sizes  as  small  as  these  we 
should  be  very  uncertain  of  allocating  an  x-point  based  only  on  its 
n 
point  estimate  eNE(x)  .  However,  although  the  true  value  of  the 
odds  will  be  very  uncertain,  decisions  can  still  be  made,  e.  g.  for 
point  B  using  the  profile  likelihood  method  whose  interval  estimate  for 
e  is  wholly  positive. 
With  respect  to  allocating  group  i  members  with  some  certainty, 
the  results  suggest  constructing  interval  estimates  for  e  with  the 
profile  likelihood  or  percentile  method.  However,  we  emphasise  that 
the  conclusions  drawn,  from  the  application  of  these  small  sample 
techniques  to  a  single  problem,  should  be  treated  cautiously. 
Throughout  our  study.  so  far,  we  have  explicitly  assumed 
normality  of  the  distribution  of  x.  In  the  next  chapter  we  briefly  look 
at  the  consequences  of  non-normality  on  our  approach  to  the  two 
population  discrimination  problem. -150- 
For  completeness  the  relevent  formulae  for  the  equal  covariance 
case,  when  using  the  profile  likelihood  method  is  given  in  Appendix 
(5.1). -151- 
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CHAPTER  6 
ROBUSTNESS  TO  NON-NORMALITY  (p=2) 
6.1:  Introduction 
In  Chapters  2  and  3.  we  studied  the  distribution  of  the  estimated 
n 
log-odds,  e(x)  ,  where  the  data  In  the  training  sets  were 
normally  distributed.  In  Chapters  4  and  5  we  analysed  some  data 
sets,  assuming  that  the  data  were  normally  distributed.  We 
now  propose  to  look  at  the  effect  of  non-normality  in  the  distribution 
of  x  on, 
(i)  the  distribution  of  e 
(ii)  the  performance  of  approximate  interval  estimates 
for  e  which  are  based  on  the  assumption  of  normal 
distributions. 
We  will  carry  out  a  simulation  study  essentially  continuing  the 
study  in  Chapter  3.  In  particular,  we  will  look  at  the  simulations; 
in1=40=n2.  p=2 
SA  (1.2)  _  kT  =  (2.0).  2.0 
!  d1=4_d2 
SA(2,2)  =  as  for  SA(1.2) 
but  d1=1=  d2 
where  all  the  variables  are  as  defined  in  Section  (3.1.  C) 
. 
The 
2!  -points  are  defined  with  respect  to  the  normal  distribution.  They 
are  $9090,  $9038,  the  origin,  0T  and  $CC  (see  Section  (3.1.  C)  ). 
We  will  make  use  of  the  two-component  univariate  normal 
mixture  to  generate  non-normal  data.  The  mixture  distribution  Itself 
is  of  no  major  significance.  It  is  a  convenient  tool  for  constructing 
data  with  varying  degrees  of  skewness  and  kurtosis.  In  the 
simulation  study  we  will  generate  multivariate  random  vectors  whose 
components  are  distributed  as  appropriate  Independent  univariate 
normal  mixtures. -154- 
As  in  Chapter  3  we  will  use  e-r  to  denote  the  true  log-odds. 
The  Ith  population  is  denoted  by  ni  (1=1,2). 
Our  present  study  will  be  comparable  to  SA(1,2)  and  SA(22) 
as  simulated  In  Chapter  3  if  we  insist  that, 
for  ng  :  E(x)  =M  and  Var(x)  =  d(ag(dl.  d2) 
dl  >  0,  d2  >0  (6.1.1) 
for  n2:  E(x)  =0  and  Var(x)  =  12. 
6.2  Some  useful  univariate  results 
We  will  use  the  same  measures  of  univariate  skewness  ((3)  and 
kurtosis  (y)  as  defined  in  Chapter  3.  They  are, 
m3/(ni2Vm2)  and  y=  m4/(m2 
where  mk  =  E((x  -  E(x))  k). 
For  normal  distributions  ß=0  and  y=3. 
To  evaluate  p  and  y  for  the  univariate  normal  mixture  we  use 
results  from  Johnson  and  Kota  (1970a)  page  89. 
Let  µr  =  E(Xr) 
and  f(x)  =  1N  (Cl,  Q1)  +  A'N(C2,  Q2),  A+  AR  =  1. 
that  is,  X  is  distributed  as  a  mixture  of  two  normal 
distributions  IN(1i'  cri 
Then,  µ1  =A  t3  +  Aft2 
i=1,2)  with  mixing  weight  X. 
" 
µ2  =  r(  Z1  +  Q1)  +A(  E2  22  +  Q2) 
µ3  =  \(  1+3  &lai)  +  A'(  ,2+  3L2°2  ) 
4 
6Z22 
4'  4+ 
642v2  +  3U4)  (6  µ4  =  ý(  1+  6{1Q1  +  3vl)  +a(22.2.  l) 
It  is  well  known  that  the  two-component  univariate  normal  mixture 
is  symmetrical  if 
(i)  A=2  and  al  =  Q2 
or  (ii)  Cl  =  C2 
We  will  make  use  of  this  property  to  generate  symmetrically -155- 
distributed  data. 
6.3:  GENERATION  OF  DATA 
tA)  A  special  univariate  normal  mixture 
f(x)  =  )N(a,  b)  +  X'  N(-a,  bc)  (6.3.1) 
Let  X=1.  Using  (6.2.1)  E(x) 
Za  - 
2a 
=0 
ß(x2)  =  Var(x)  =2  (a2  +  b)  +  -12-(  a2  +  bc) 
=a2+2  (l+c) 
E(x3)  =  Z(a3 
+  3ab)  + 
2(-a3 
-  3abc) 
3ab 
2 
[1ý1 
E(x4)  = 
2( 
a4  +  6a2b  +  3b2)  +  -12-(  a4  +  6a2bc  +  3b2c2) 
a4  +  3a2b[1  +  c)  + 
32  2[1 
+  c2) 
E(X3)  E(X4  ) 
Since  E(x)  =  O, 
2--3 
and  V=  [E(x2)  ]2 
[E(X  )] 
In  the  simulations  we  generate  the  data  for  ir2  as  outlined  in 
figure  (6  (i)) 
. 
The  constants  are  chosen  to  satisfy  (6.1.1)  . 
For  nl,  we  generate  another  set  of  (nj  x  2)  x-variables.  Each 
x  is  multiplied  by  kj,  and  then  k2  is  added  to  the  product.  We  note 
that  13  and  y  are  invariant  to  linear  transformations  of  the  type 
XI  =  xkl  +k2.  We  can  therefore  choose  appropriate  values  of  kj 
and  k2  such  that  (6.1.1)  is  satisfied  for  Ill. 
For  each  population  we  calculate. 
nn 
x=1  ExrandS=  E(xr  -x)  (cr_x)T 
Ail  Z_1  r--i  - 
The  only  other  change  to  the  simulations  in  Chapter  3  for  SA(  1,2) 
and  SA(2,2)  Is  the  calculation  of  the  true  log-odds,  i.  e. 
f(xlnl) 
eT  log  1f(xln2) -156- 
Figure  (6(i))  :  Generation  of  data  for  TI2  (CASE  (1)  ) -157- 
Here,  f(xini)  =  f(xl  1ni)  f(x2in1)  . 
f=1.2.  since  xl  and  x2  are 
independently  generated,  and  f(xi  {rI1)  is  the  density  function  of  an 
appropriate  univarlate  normal  mixture. 
To  simplify  our  study  we  restrict  ourselves  to  cases  where  13  and 
y  are  the  same  in  each  dimension  and  in  each  population.  We  now 
consider  two  particular  forms  of  skewness  and  kurtosis  and  select 
values  of  a.  b.  c. 
(B)  Case  (1)  :  p=0  and  increasing  y 
POPULATION  TWO: 
Let  a=0.  thus  p=0. 
By  (6.1.1)  we  require  Var(x)  =  1,1.  e.  b(1+c)  =  2.  Clearly 
y=  E(x4)  =  3b2[1+c2)/2. 
Alternatively; 
Let  c=1.0.  again  0=0  and  we  require  a2  +b=1.  Hence, 
y=  E(x4)  =  a4  +  6a2b  +  3b2. 
POPULATION  ONE 
By  (6.1.1)  we  require  var(x)  =kilt  and  E(XT) 
(Al,  92  T) 
. 
Of  course  we  use  k1  =1  for  SA(2,2)  and  k1=2  for 
SA(1 
, 
2) 
. 
Note  k2  =  Al  in  the  first  dimension  and  k2  =  92  In  the 
second. 
(C)  Case  (2)  :  Increasing  skewness  and  fixed  kurtosis  (y=3) 
POPULATION  TWO 
We  require  E(x2)  =  1,  Le.  a2  +  b(1+c)  /2  =1 
13  =  E(x  )  -- 
3ab 
(1--C) 
2 
2 
y=  E(x4)  =  a4  +  3a2b  [l+c]  + 
2b 
(1  +  C2] 
These  three  equations  contain  three  variables;  a,  b  and  c.  By 
setting  y  equal  three  and  varying  t3  we  can  obtain  appropriate  values 
of  a,  b,  and  c.  It  can  be  shown  that  for  a  suitable  value  of  c 
using. -158- 
a2  =  [1  -2  (1  +  c>l 
-8(1  +  C)  t  [64  1+  C)2  +  32  (1  -  . 10C  +  c2 
i  '2 
fib  -  2(1  -  loc  +  C2) 
will  ensure  that  Var(x)  =1  and  y=3.  Of  course  b  must  have 
positive  values. 
POPULATION  ONE 
The  data  are  generated  in  the  same  manner  as  for  population 
two  with  the  appropriate  transformations  applied  as  before. 
6.4:  Simulation  Study 
(A)  Statistics  considered  in  simulations 
For  SA(1.2)  we  will  only  look  at. 
nAAA 
CP2,  ¬2,  VS(9NE) 
,  j32,  y2 
with  definitions  as  given  in  sections  (3.2.  A)  and  (3.2.  D). 
For  SA(2,2) 
,  in  addition  to  the  statistics  considered  in 
SA(1,2).  we  will  also  look  at, 
A  AnA  A  A 
Cpl,  E1,  VS(eE) 
,  01,  y1, 
where  again  sections  (3.2.  A)  and  (3.2.  D)  give  definitions. 
Define. 
(0--y)  =  (skewness,  kurtosis)  for  the  univariate  normal 
mixtures  that  we  generate. 
(pl  ,  y1)  (skewness,  kurtosis)  for  the  empirical  distribution 
of  e(x)  when  we  assume  nj  =  n2, 
(132,  y2)  -  (skewness,  kurtosis)  for  the  empirical  distribution 
n 
of  e(x)  when  we  assume  f1  9  t22. 
(B)  Choice  of  p  and  y 
We  carried  out  some  preliminary  simulations  first  of  all  to  identify 
Interesting  values  of  p  and  y  for  the  simulation  study.  Examples  of 
these  are  given  in  Figures  (6(1v))  and  (6(v))  illustrating  the  effect 
of  increasing  skewness  or  kurtosis  on  CP2.  Figures  similar  to 
figures  (6(11))  and  (6(111))  are  useful  for  Illustrating  visually  the -159- 
V.  V- 
Figure  (6(11)):  ß=  0  and  changing  y  (case  (1)) 
PLOT  1:  A=0.000  B  =  0.667  C=  2.000  y=3.33 
PLOT  2:  A=0.000  B  =  1.450  C=  0.379  y=3.61 
PLOT  3:  A=0.633  B  =  0.600  C=  1.000  y=2.68 -160- 
0.45 
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Figure  (6(iii)):  y=3  and  changing  ß  (case  (2)) 
PLOT  1:  A=0.512  B=0.952  C=0.550  ß=0.33 
PLOT  2:  A=0.589  B=0.936  C=0.395  ß=0.50 
3 
PLOT  3:  A=0.509  B=0.529  C=1.800  B  =-0.32 -161- 
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Figure  (6(iv)):  Effect  of  y  on  CP2  when 
B=0.0  and  the  x-point  =  origin 
(case  (1)) 
(cPa') 
CI1 
Sl, 
A 
Figure  (6(v)):  Effect  of  8  on  CP2  when 
y=3.0  and  the  x-point  =  $CC 
(case  (2)) -162 
a  b  c  y 
0.00  2/3  2.0  31/3 
0.00  1.45  0.379310  3.61 
0.632455  0.60  1.0  2.68 
Table  (6(i)):  y  for  case  (1) 
with  (=O,  =1/2,  kl=2 
a  b  c  p 
0.  '588983  0.936342  0.395  0.50 
0.512155  0.951866  0.550  0.33 
0.509135  0.529129  1.800  -0.32 
Table  (6(ii))  :ß  for  case(2) 
with  y--3,  A=1/2,  k1=2 -163- 
differences  between  the  marginal  densities  of  different  distributions. 
The  values  selected  for  13  and  y  (and  hence  a.  b  and  c)  are 
given  In  Tables  (60))  and  (601)).  The  corresponding  marginal 
densities  are  Illustrated  in  figures  (6(11)  3  and  MUD  ). 
(C)  Effect  of  changing  $3  or  in  SA(1 
, 
2) 
The  results  are  given  in  Tables  (6011)  a)  (6011)  b)  and 
n 
(6011)  c)  .  All  the  statistics  including  CP2  may  vary  with  respect  to  13 
and  y.  and  the  change  in  these  statistics  depends  on  the  x-point 
considered. 
A 
Generally  poor  values  of  CP2  can  be  associated  with  larger 
AA 
values  of  e2.  In  Table  (6(Ill)  c)  values  for  132  and  y2  are  of  the 
same  order  of  magnitude  (for  varying  p  and  y)  as  for  the  normal 
data.  However,  there  is  no  obvious  systematic  trend  for  CP2  with 
AA 
respect  to  132  and  y2.  For  instance.  for  the  point  x=  $CC.  given 
AA 
y=3.0,  the  values  of  p2  and  y2  are  very  close  to  their  normal 
A 
distribution  values,  yet  the  corresponding  CP2  are  the  worst. 
For  the  limited  situations  considered  here,  Introducing  skewness 
In  the  distribution  of  the  data  appears  to  have  a  potentially  greater 
A 
effect  on  CP2  than  the  introduction  of  kurtosis.  though  clearly  this 
requires  further  study. 
(D)  Effect  of  changing  or  in  SA(2.2) 
The  results  are  given  in  Tables  (6(Iv)  a)  ,  ...  ,  (6(iv)  e)  . 
Both 
when  we  assume  nj  =  122  and  nj  *  ; n2  the  results  are  similar  to 
A  A 
those  described  in  s  ection  (6.4.  C).  Usually  poor  CP1  and  CP2 
n 
values  are  associated  with  large  biases.  Relationships  between  CP1 
nn  /ý  AA 
and  (131,  y1)  or  CP2  and  (p2,  y2)  are  less  clear. 
A  A 
Generally  CP1  Is  smaller  than  CP2  though  often  they  are  very 
A  n  lý 
close.  Also  E1  is  always  close  to  e2.  The  larger  values  for  j32  and 
A  n 
y2  relative  to  ß1  and  yl  are  also  present  for  the  normally  distributed 
data. -164- 
(6.5)  Summary 
Non-normality  in  the  distribution  of  x  does  effect  the  confidence 
A 
probabilities  (CP1  and  CP21  and  the  distribution  of  eE(x)  and 
A 
eNE(x)  . 
The  estimates  of  e(x)  tend  to  be  biased  when  we  vary  is  or  y. 
Increased  bias  can  clearly  affect  the  estimated  confidence 
probabilities.  This  suggests  that  our  interval  estimates  can  be 
affected  at  least  for  some  x  values  when  the  distribution  of  the  data 
is  non-normal.  Possibly  the  levels  of  non-normality  which  we  have 
Introduced  would  be  difficult  to  detect. 
The  choice  of  x-point  Is  critical  with  respect  to. 
(i)  the  effect  of  p,  y  on  the  confidence  probabilities 
and 
n 
(ii)  the  distribution  of  9(x)  . 
Only  a  few  combinations  of  (j3,  y)  were  considered  and  we 
should  emphasise  the  need  for  caution  when  interpreting  the 
simulation  results.  However,  estimation  of  the  log-odds  is  based  on 
the  estimation  of  density  functions  and  if  we  make  incorrect 
assumptions  about  the  underlying  densities  we  must  expect  to  get 
biased  results. -165- 
x-point 
origin  $CC  $9038  $90851 
Normal  0.61  -1.89  -1.39  0.42  -0.98 
data 
SA(1,2)  0.95  0.96  0.96  0.95  0.98 
i 
ti  10  0.72  -1.96  -1.39  0.56  -O.  90 
Y=31/3 
(#)  0.91  0.94  0.95  0.91  0.97 
130  0.80  -2.04  -1.39  0.68  -0.82 
)=3.61 
(#)  0.89  0.90  0.94  0.88  0.96 
13=0  0.52  -1.74  -1.39  0.27  -1.10 
)=2.68 
(#)  0.97  0.95  0.97  0.97  0.981 
S 
p=0.33  0.42  -1.72  -1.10  0.38  -1.19 
V--3.0 
(#)  0.96  0.93  0.81  0.95  0.98 
0--=0.50  0.28  -1.57  -0.86  0.32  -1.44 
'=3.0 
01)  0.95  0.82  0.47  0.95  0.96 
--  ----4 
-0.32  0.87  -2.00  -1.67  0.46  -0.84 
y--3.0 
(#)  0.90  0.94  0.82  0.95  0.96; 
Table  (6(iii  )a)  :  Each  'cell'  contains 
(i)  8T  (top  number) 
n 
(ii)  CP2 
(#)  Note  1:  see  Table  (6(i))  for  corresponding  values  of 
(a,  b,  c) 
(0)  Note  2-.  see  Table  (6(ii))  for  corresponding  vales  of 
(a,  b,  c) -166- 
x-point 
origin  $CC  $9038  $9085 
(  Y) 
Normal  0.00  0.00  0.00  0.00  0.00 
data 
5A(1,2)  0.54  0.26  0.24  0.62  0.75 
30  0.09  -0.08  0.00  0.13  0.08 
y--31/3  0.57  0.27  0.25  0.63  0.78 
(3=0  0.16  -0.15  0.00  0.23  0.15 
y--3.61  0.59  0.28  0.26  0.64  0.80 
0=0  -0.08  0.14  0.00  -0.13  -0.12 
y--2.68  0.51  0.25  0.23  0.60  0.75 
J3=0.33  -0.21  0.16  0.28  -0.06  -0.22 
y=3.0  0.59  0.26  0.24  0.66  0.73 
J3-=O.  50  -0.36  0.31  0.51  -0.13  -0.48 
'=3.0  0.63  0.26  0.24  0.69  0.71 
ß=-0.32  0.27  -0.11  -0.27  0.07  0.14 
'=3.0  0.48  0.26  0.24  0.57  0.81 
Table  (6(iii  )b)  :  Each  cell  contains 
n 
(i)  c2  (top  number) 
(ii)  Vs(9NE) -167- 
x-point 
origin  $CC  39038  39085 
{l3.  Y1 
Normal  0.93  -0.22  0.05  0.94  0.20 
data 
SA(1,2)  4.85  3.42  3.01  5.26  4.07 
A=0  0.95  -0.17  0.02  0.88  0.20 
Y-31/3  5.07  3.27  3.09  4.70  4.84 
0.98  -0.17  0.01  0.88  0.18 
y=3,61  5.44  3.41  3.05  4.66  4.52 
0.91  -0.21  -0.01  0.88  0.12 
Y=2.68  5.04  3.36  3.08  4.59  4.14 
0=0.33  1.09  -0.09  0.03  0.99  0.21 
Y=3.0  5.78  3.23  3.06  5.00  4.29 
0=0.50  1.20  -0.05  0.07  1.07  0.29 
'yr3.0  6.24  3.17  3.10  5.38  4.27 
j3=-0.32  0.84  -0.31  -0.05  0.82  0.03 
y=3.0  4.89  3.60  3.05  4.51  4.51 
Table  (6(iii  )c)  :  Each  cell  contains 
n 
(i)  02  (top  number) 
A 
(ii)  'y2 -168- 
x-point 
origin  $CC  $9038  39090 
Normal  -2.00  0.00  1.81  0.00 
data  0.94  0.96  0.95  0.96 
SA(2,2)  0.95  0.96  0.95  0.98 
10  -2.11  0.00  1.93  0.00 
0.90  0.96  0.92  0.96 
Y--31/3  0.91  0.96  0.92  0.97 
I3=0  -2.19  0.00  2.02  0.00 
0.88  0.96  0.89  0.96 
y--3.61  0.88  0.95  0.90  0.97 
13--0  -1.90  0.00  1.69  0.00 
0.97  0.96  0.96  0.96 
Y--2.68  0.97  0.97  0.97  0.98 
0=0.33  -2.27  0.28  1.68  0.28 
0.88  0.75  0.95  0.94 
y=3.0  0.89  0.85  0.96  0.95 
0=0.50  -2.60  0.46  1.58  0.46 
0.68  0.46  0.94  0.89 
y=3.0  0.73  0.67  0.96  0.91 
13-=-0.32  -1.81  -0.28  1.97  -0.28 
0.94  0.75  0.93  0.94 
y--3.0  0.96  0.86  0.93  0.97 
Table  (6(  iv  )a)  Each  cell  contains 
(i)  ep  (top  number) 
A 
(  ii)  CPI  (middle) 
(  111  GP2  (bottOM  ) -169- 
x-point 
origin  $CC  $9038  $9090 
(ß.  Y) 
Normal  0.00  0.00  0.00  0.00 
data 
SA(2,2)  0.47  0.23  0.54  0.66 
13=0  -0.10  0.00  0.11  0.00  hj 
Y  --3: 
L/3  0.49  0.23  0.55  0.66 
0  -0.17  0.00  0.19  0.01 
y--3.61  0.50  0.23  0.57  0.67 
0=0  0.09  0.00  -0.12  0.00 
Y=2.68  0.44  0.23  0.53  0.65 
00.33  -0.27  0.28  -0.14  0.28 
X3.0  0.42  0.23  0.57  0.66 
X0.50  -0.61  0.44  -0.25  0.45 
y=3.0  0.40  0.23  0.59  0.66 
-0.32  0.20  -0.27  0.17  -0.27 
y=3.0  0.50  0.23  0.51  0.66 
Table  (6(  iv  )b)  Each  cell  contains 
(1  El  (top  number 
A 
(ii)  vs(AE) -170- 
x_-point 
origin  $CC  $9038  $9090 
,  Y) 
Normal  -0.71  0.00  0.57  0.00 
data 
SA(2,2)  3.95  3.68  3.77  3.46 
f3=0  -0.66  0.04  0.57  -0.01 
313  3.66  3.65  3.80  3.54 
A--0  -0.71  0.03  0.57  -0.06 
Y=3.61  3.83  3.64  3.96  3.53 
00  -0.65  0.03  0.57  -0.04 
y=2.6ß  3.77  3.41  3.98  3.37 
10.33  -0.64  0.22  0.59  -0.03 
Y=3.0  3.72  3.50  3.95  3.48 
130.50  -0.63  0.31  0.63  -0.03 
y=3.0  3.69  3.57  4.09  3.47 
13---0.32  -0.68  -0.15  0.56  -0.06 
y=3.0  3.84  3.48  3.89  3.42 
Table  (6(iv)c)  Each  cell  contains 
A 
(i)  pl  (top  number) 
A 
(  11)  'yl -171- 
Le-point 
origin  $CC  $9038  39090 
MY) 
Normal  0.00  0.00  0.00  0.00 
data 
5A(2,2)  0.54  0.29  0.62  0.83 
10  -0.09  0.00  0.10  0.00 
Y=31/3  0.57  0.30  0.63  0.85 
J9=0  -0.15  0.00  0.17  0.01 
y=3.61  0.59  0.30  0.65  0.87 
j3=0  0.08  0.00  -0.11  0.01 
Y=2.68  0.51  0.28  0.60  0.80 
0m.  33  -0.28  0.27  -0.16  0.28 
Y=3.0  0.48  0.29  0.67  0.89 
0----0.50  -0.62  0.43  -0.27  0.45 
*y=3.0  0.44  0.29  0.71  0.93 
137---0.32  0.21  -0.26  0.17  -0.25 
Y=3.0  0.60  0.29  0.57  0.76 
Table  (6(iv  )d)  Each  cell  contains 
(i)  E2  (top  number) 
An 
(ii)  Vß(e  ) -172- 
X-point 
origin  SCC  $9038  $9090 
(p.  Y) 
Normal  -0.94  0.00  0.94  10.00 
data 
SA(2,2)  4.93  3.38  5.14  4.26 
(3=0  -0.97  0.03  0.88  -0.04 
y=31/3  4.94  3.34  4.76  4.45 
13=0  -0.94  0.01  0.93  -0.14 
y=3.61  4.90  3.17  5.12  4.25 
13=0  -1.05  0.01  0.93  -0.08 
y=2.68  6.26  3.27  5.12  3.97 
8--0.33  -0.91  0.16  1.01  -0.09 
y=3.0  5.79  3.36  5.31  4.25 
X0.50  -0.82  0.26  1.10  -0.09 
'y--3.0  5.40  3.60  5.74  4.59 
i3=-0.32  -1.18  -0.14  0.86  -0.12 
y=3.0  6.74  3.29  4.87  3.98 
Table  (6(iv  )e)  Each  cell  contains 
A 
(i)  j32  (top  number) 
A 
(  11ý)  y2 -173- 
CHAPTER  7 
SHORTCOMINGS  AND  FURTHER  WORK 
(7.1)  Shortcomings 
Research  similar  to  some  of  our  work  in  Chapters  two  and  three 
has  been  done  in  Holland.  A  summary  of  this  work  is  given  in 
A 
Ambergen  and  Schaafsma  (1984).  The  exact  variance  of  e(x)  when 
n1  =  n2  is  available  in  Schaafsma  and  Van  Vark  (  1977)  for  the 
n 
univariate  case.  The  asymptotic  variance  of  e(x)  when  n1  =412  is 
given  in  Schaafsma  and  Van  Vark  (  1979)  for  the  multivariate  case. 
For  the  unequal  covariance  case,  Ambergen  and  Schaafsma  (  1984) 
A 
give  the  asymptotic  variance  of  e(x)  ,  with  details  of  the  mathematics 
In  Ambergen  and  Schaafsma  (1983).  One  stage  of  the  calculations 
in  Ambergen  and  Schaatsma  (1983)  uses  asymptotic  results,  Le. 
Fishers  Information  matrix,  to  derive  the  covariance  matrix  of  the 
distinct  elements  of  a  Wishart  Matrix.  This  is  in  contrast  to  our 
approach  using  the  exact  covariance  matrix.  We  emphasise  that  the 
work  in  this  thesis  was  carried  out  independently  of  this  Dutch  work 
and  the  above  papers  only  came  to  our  attention  recently. 
A 
When  studying  the  problem  of  Interval  estimation  of  e(x)  In  small 
sample  situations  the  techniques  of  bootstrap  and  profile  likelihood 
have  not  been  Wily  investigated.  For  the  bootstrap  method  other 
interval  estimates  could  be  derived  using  for  example  the 
"blas-corrected  percentile"  method.  For  the  profile-likelihood 
method  we  have  not  given  a  rigourous  proof  of  the  generality  of  the 
success  of  the  Lagrangian  method.  Only  one  data-set  was  analysed 
using  these  methods. 
Another  formula  for  the  approximate  variance  of  e(x)  when  n1  # 
n 
02,  i.  e.  BV(eNE(x))  given  in  Section  (2.4.  C) 
.  was  derived  only  at 
the  end  of  the  simulation  study  in  Chapter  3.  We  have  not  used 
BV(eNE(x))  in  these  simulations  or  anywhere  else. -174- 
When  nj  =  n2,  var(G(x))  has  the  form  ae(x)  2+  be(x)  + 
g(4)(x)  ,  a).  One  approximate  95%  Interval  estimate  is  the  set  of 
e(x)  that  satisfies; 
A 
te(x)  -  9(x)  }2(1.962  Lae(x)  2+  be(x)  +  g(4)(x)  ,  6)1 
This  interval  estimate  was  shown  (Critchiey  and  Ford  (1985))  to 
give  superior  confidence  probabilities  when  compared  to  using 
AA 
e(x)  t  1.96,  /Var(e(x))  . 
Similar  ideas  were  not  tried  out  for  the 
unequal  covariance  case. 
The  test  for  the  equality  of  covariance  matrices,  in  Chapter  3. 
was  shown  to  be  insensitive  to  small  deviations  from  equality  of  the 
covariance  matrices.  Clearly  a  more  powerful  test  of  sti  =  n2  is 
required.  Possibly  using  an  alternative  nj  =  dn2  would  give 
increased  power  against  some  alternatives. 
We  do  not  have  expressions  for  the  third  and  fourth  moments  of 
OW  .  if  available,  these  moments  could  be  used  to  provide  a  better 
A 
approximation  to  the  distribution  of  e(x)  using  a  suitable  four 
parameter  family. 
(7.2)  Further  work 
Our  study  could  extend  further  into  the  techniques  of  logistic 
discrimination  (Anderson  (1972)).  The  logistic  form  for  the 
posterior  probabilities  are, 
Prob(111Ix)  =  [exp(aTx)].  Prob  012  1x) 
Prob(1121x)  =  1/(1  +  exp(aTx))  (7.1) 
where  a  is  the  vector  of  unknown  parameters. 
A  particular  advantage  In  using  logistic  discrimination  is  that 
(7.1)  is  satisfied  by  several  distributions  for  the  underlying 
distribution  of  x  for  each  population  other  than  the  multivariate 
normal. 
it  may  be  possible  to  assess  the  information  loss  In  using 
logistic  discrimination  rather  than  the  'linear  discriminant'  approach -175- 
when  the  data  really  comes  from  multivariate  normal  distributions  with 
n 
tit  =  n2.  This  could  be  done  by  comparing  Var  (eE  (x))  with 
A 
Var(OL(x))  where  eL(x)  Is  the  estimated  log-odds  under  the  logistic 
assumption.  Clearly  only  asymptotic  formulae  would  be  available  for 
A 
Var(eL(x)) 
. -176- 
Appendix  2.1 
To  evaluate  E  (ti  -b  bT)ij  (n  -b  bT)rs  cOv(S13,  srB) 
ijrs 
We  look  at  the  four  components  separately.  Note  that 
(W  ij)  and  aft  1=  (8i7).  We  use  'tr'  to  denote  trace. 
(1)  EEEE  wij)  rs  r,  813srs  +  (t°2)(8ir8js  +  81883r)] 
i3re 
2  -E  E  Wij87i  rE  (ºir$8$r  +  (t-2)  EEEE  Wij87ssr6  ri 
ijr013rs 
+  (t-2)  EEEE  (x)ij63r0s5si 
ijrs 
=2  tr  [  n(ac  1)  ]  tr  [  ft  ari-1)  ]+  (t-2)  tr  [  -lam  1] 
+  (t-2)  tr  [  fafillfaf-1 
=  2p2a2  +  2(t-2)pa2 
=  2pa.  2jn-2] 
(2)  EEEE  bibjbrbs'  [28  )8rs  +  (t-2)(8ir8)s  +  8is57r)) 
Ijrs 
2EEb.  83-3b"  EE  br  8b 
ijI.  jraS 
+  (t-2)  (E  E  bibr  Sir  EE-  bjb$  8)  ) 
irj8 
+  (t-2)  (E  E  bibs  818  EE  bjbr  83rd 
isjr 
=  2(bT(af2-1)  b)2  +  2(t-2)  (bT(an-l)  b)2 
=  a2  (2t-2)  [bTf-lb]2 
ý3)  EEE  bibj  ors  [28'jars  +  (t-2)  {8irsjs  +  SisBjrl] 
ijrs 
=2EE  bibj  817  EE  U)rs8rs  +E  (t_2)bi8ir  rsss)b" 
ij  rs  ijrs  i 
+  (t-2  gE 
rs 
bi83-sWsr6rjb  "  ih  ý 
2  bT(j-1)b  .  ter  [  f(at2  1))  +  (t-2)  (bT(ai2-1)n(af2-i  )b  ) 
+  (t-2)  bT  (an-')s?  (an'1)b 
=  2a2  t  bTn-lb)  (n-2  ) 
(4)  t 
rs 
Wij  brbs  [28ij8rs  +  (t-2)  (Sir6js  +  SiSSjr)  ] 
ij 
as  in  (3). -177- 
appendix  2.2 
We  quote  some  technical  results  here. 
Let  S  be  akxk  symmetric  matrix  of  independent  real 
variables.  Denote  S'i  by  s17  and  0  0,...,  1 
T 
)s  t 
t...., 
o)byeg 
gth  position 
RESULT  (1) 
6s  --  (Se  S+  SeegS)  if  gbh 
sg 
--  (Se,  ggZS)  if  grh 
The  result  is  given  in  Corollary  (1©.  8.10)  of  Graybill. 
(1983),  page  358.  The  case  g=h  is  proven  in  the  same  book 
and  given  as  Theorem  (10.8.10).  Clearly, 
6  k1 
_2  2_ggh)(ýgShl  +s  sgl  ) 
Ssý 
where  Sid  _ 
(1  if  i=j 
t0  otherwise. 
RESULT  (2) 
[Mardia,  Kent,  Bibby  (1979),  Problem  3.4.17(c),  pg  92] 
Let  n=  (cif) 
Then,  if  M"  WP(n,  n) 
Var(mij)  =  n(aij  +  aiia,  ]  3) 
cov(mij,  mkl)  =  n(Qikvjl  +  ßilvjk) 
RESULT  (3  ) 
[Graybill  (1983),  Theorem  (10.8.8)  ] 
s(  log  I  S-1  I) 
Ssg 
=  (2-&gh  )sgh 
where  S1=(glJ) 
and  8gh  =  (1  if  g=h 
(0  otherwise. -178- 
Appendix  (3.1) 
We  have  for  population  fi.  A"  Np(j.  ni),  1=1,2.  We  apply  a 
linear  transformation  x  ->  Ax  +b=  x*  and  convert  the  distributions 
Into  canonical  form,  viz:  - 
nl:  xx  -  Np(j,,  D)  and  112:  x"  -  Np(O,  I) 
where  D=  diagonal  matrix 
I=  identity  matrix 
0=  (0,  ...  ,  0)  T  and  j=a  p-variate  vector. 
Proof:  Require  A  tt2  AT  ->  I.  A  nj  AT  ->  D 
Since  n2  Is  symmetric  and  non-singular,  we  can  write  it  in 
spectral  form; 
n2  =  Q2  A2  Q2T 
, 
Q2  =matrix  of  eigenvectors 
A2  =  matrix  of  eigenvaiues. 
_1/2  T 
Let  P=  A2  Q2,  then  P  112  PT  =f 
with  P  non-singular. 
Let  C=P  cz1  PT,  clearly  C  is  symmetric  and  has  it's  own 
spectral  decomposition,  say 
=  Qc  Jýc  QCT 
or  QcT  C  Qc  =  Ac 
T 
Finally  let  A=  QcP 
TT 
Thus  At22AT  QcPR2PTQc  =  Qc  IIQc  =I 
T 
and  At21AT  =  QCPn1PTQC  =  QcCQc  =  Inc  . 
The  means  in  the  xx  space  can  be  obtained  as  follows: 
ILl 
-Ate+b=0 
Hence  b=  -Ach 
andk:  =A(  -µ2) -179- 
Appendix  (3.2) 
Aim:  Generating  (i)  L  );  a  p-dimensional  normal 
distribution. 
(ii)  S"  Wp(n,  D)  ;a  p-variate  wishart  distribution  with  n 
degrees  of  freedom  and  scale  matrix  D 
where  D=  diag(dl,...,  dd) 
Method 
We  made  use  of  two  random  number  generators  from  the 
NAG  (1978)  computer  package,  which  are 
(a)  G05DDF(O,  1):  generates  a  univariate  N(O,  1) 
(b)  G05DHF(N,  I)  :  generates  a  univariate  chi-square 
with  N  degrees  of  freedom  (I=constant). 
Generating  the  mean  vector  y  is  equivalent  to  generating  the 
elements  of  the  vector  Independently,  since  the  covariance  matrix, 
D.  Is  diagonal. 
To  generate  the  Wishart  matrix  S,  we  made  use  of  Bartlett's 
decomposition  (description  by  Kendall  and  Stuart  (1966)  Vol.  3. 
p262).  We  need  to  generate  the  triangular  matrix  B,  where, 
T 
(ZIZI  )1t2  0 
T 
B= 
b21  (Z222  )1J2 
bpl  bp2 
o  ...  0 
o  ...  0 
ýZ  X1'2 
The  elements  of  B  are  mutually  independent  and 
bjk  N(O,  1),  k=1,  ...,  (F-1) 
, 
kz  X2(n-k+1)  . 
So  we  generate  matrix  B  by  independently  generating  its 
elements.  It  can  be  shown  that  A=  BBT  -  Wp(n,  I) 
I=  identity  matrix 
and  finally,  matrix  S  is  obtained  since 
,ý￿ 
/2-.,.,  "/2 
.,  wp(n,  D) -180- 
Appendix  (3.3) 
If  e  is  approximately  Normally  distributed,  then 
M(2)  li'  V  (eft)  x2  (NREPL-1) 
V  (%E)  N(N  PL-1,2(rrREPL-1)) 
since  NRKL  is  large. 
A 
Therefore  an  approximate  confidence  interval  for  V(  eM  ) 
would  be  obtained  from 
nn 
M(2)  4(2) 
(NREPL-1)  +  1.96V'i  RR  (NREPL-1)  -  1.96v/VAR 
where  VAR  =  2(NREPL-1) 
Since  NREPL  =  10,000,  the  approximate  95%  Confidence  Interval 
is 
AAA 
[0.97  V3(GM),  1.03  V8(e  )) 
In  practice  of  course  for  small  nj,  n2,  eNE  will  not  be  exactly 
normally  distributed.  However,  the  above  formula  should  still  provide 
a  useful  rule  of  thumb. -181- 
Appendix  (4.1) 
When  nj  =  n2  each  x-point  in  p  dimensional  space  is  defined  by 
io2.  ai(x)  ,  (Y,  2(x)). 
We  can  therefore  define  our  (x",  y*)  plane,  Illustrated  by  the 
following  diagram. 
(v,  ) 
Let  d=  distance  between  origin  and  x",  Using  the  cosine  rule  formula 
on  angle  A,  and  the  fact  that 
d2  =  (x1)2  +  (y  )2 
and  8=2(cx2-a3). 
we  can  show  that  x*  =  e/e 
1 
where  a3  =  ai(x*  ) 
*_  e2  92]1/2 
and  y=I-  -A-  0 
4where 
4)  =  2(a, 
+  a2)  [see  also  Critchley  and  Ford  (1984)). -182- 
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Appendix  (4.3)  :  Testing  Equality  of  Covariance  Matrices 
For  xij  "  Np(ji,  fl)  j=1,  ni,  we  consider  the  hypothesis, 
HO:  ni  =  C2  Vs 
where  tti,  1=1.2  are  the  two  population  covariance  Matrices  from 
where  we  sample  nj,  n2  observations  respectively. 
When  Ho  Is  true: 
12  ni 
Let  s=  (nl+n2-2)  iElSi 
where  Si  =E  (xr  -  x)(xr  -x  )T 
=  sum  of  squares  and  cross-product  matrices 
then  S  is  the  estimate  of  the  common  covariance  matrix. 
2 
Let  M=  (nl  +  n2  -  2)  1nISi  -E  (ni  1)  In 
Si 
i=1  ni-1 
C_1_2p2+3p-1 
211 
r,  2  (ni-1) 
t  (nl  1) 
6(p+1) 
[i=., 
Box  (1949)  showed  that 
My[  p(  p+l  )]  as  the  ni  become  large. 
2 
The  approximation  is  good  if  p  does  not  exceed  4  or  5.  and 
each  ni  Is  perhaps  20  or  more. -186- 
Appendix  5.1 
Profile-likelihood,  equal  covariance  case 
We  now  briefly  give  the  main  'equations'  that  we  get  when 
nl  =  n2.  The  derivation  uses  the  same  methods  of  section 
(5.4,  B). 
arIlml 
_+Ax 
n2-2 
--  Firstly,  f  k2 
nl  +A  n2  -)ý 
AU 
nl  +  n2 
where  U=E  (ij  -  xi)(!  1j  -  xi  )T  + 
xnl'  )T 
ii  w  (n1  +  A) 
__2 
i  n2-X  ) 
The  Lagrangian  form  is, 
n 
L(1'('),  X) 
_  -(nl+n2)  log 
U-2 
tr  [  (n1  +  n2)  IP  ] 
2  1nl+n2 
-  )tC  +  constant 
Note:  IUI  can  be  simplified  by  using, 
IA  +b  cT  +d  eTI 
=  IAI  [(1+CTA1b)  (1+eTA1d)-  (eTA1b)(cTAld)) 
L(A(X),  X)  - 
(nl+n2) 
p  log(nl+n2)  - 
(nl+n2) 
logiSi 
22 
(n1=1, 
g  1+ 
Ant 
a1  - 
An2 
a2  - 
\2nln2 
2  (n1+X)  (n2-))  (n1+X)(n2-)  ) 
(a1a2  -  a12l 
-(n3  +  n2)p/2  -  Ac  +  constant 
where, 
S=E(xij-xi)(xij  -xi 
ij 
ai=(x-xi  )TS-1(x-1)  (i=1,2) -187- 
a12  -  (x  -  xl  )TS-1(x  -  x2 
constant  =  -(nl+n2)  p  log(2n)/2 
To  show  that  L(n(;  k)  .  x)  Is  convex  it  is  sufficient  to  show  that, 
1+ 
_nl 
al  - 
ßn2 
a2  -2 
nln2  [  ala2-al22  ]  -_T(X) 
(nl+X)  (n2-X)  (n1+X)(n2-X)  say 
is  concave.  We  do  so  term  by  term.  Note  that  al,  a2  and 
[aja2-a1221  are  positive  constants. 
Thus 
82  --2n1 
clearly  negative  if  (n3.  +,  \)  > 
s  n1+x  (nl+X  )3  =>  concave  (*  ) 
82 
=  -2n2  again  concave  if  n2-X  >0  (**  ) 
S 
[n2_j 
(n2-.  "*  )3 
82  -A2  -2  h(A) 
Sý  (nl+X)(n2-A)  (nl+ý)  (n2-A  )3 
where  h(,  \)  =  (n2-nl)  \3  +  3njn2  x2  +  nj2n22. 
It  can  easily  be  shown  graphically  that  for  all  nj,  n2  where 
(-n  I<A(  n2)  ,h 
(Ü)  >  0. 
_2  =>  is  concave  (***  ) 
(n1+X)(n2-X) 
Further,  if  f(x)  and  g(x)  are  both  concave  functions,  then 
1(9(x))  is  concave. 
Using  this  result  together  with  (*  ),  (**)  and  (***)  it  is 
A 
now  clear  that  is  convex  and  we  will  have  a  unique 
minimum  with  respect  to  A. 
Finally.  In  a  numerical  algorithm  to  find  Xmax  of  the  profile 
likelihood  we  give  the  range  of  possible  x-values.  These  values  can 
be  obtained  from  the  constraint  T(x)  >0  (Since  T(x)  is  the 
argument  of  a  logarithm] 
T(X)  >0  is  equivalent  to  g  (A)  >0  where 
g(,  \)  (n  v  +X)  (n2-A)  +  (n2-ý)  An  lai-  (n  l  +x)  \n2a2 
-  x2n1n2(ala2  -a1221,  -nj  <x<  n2 
Glcariv  ec  aý  is  a  quadratic  in  A  with  a  maximum. 
Hl  I -188- 
We  therefore  need  to  solve  g(X)  =0  or  solve. 
-,  \2r0  +  ?  r1  +  r2  =0 
where  to  =1+  n1al  +  n2a2  +  nln2(ala2  -  a122) 
rl  =  n2-n1  +  nln281  -  n1n2a2 
r2  =n1  n2 
The  roots  of  this  quadratic  will  give  the  range  of  possible 
X-values. -189- 
Appendix  (5.2) 
The  success  of  the  Lagrangian  method  in  solving  the  constrained 
optimisation  problem  can  be  illustrated  with  a  geometric  argument. 
following  the  idea  of  Whittle  (1971).  Firstly.  define  the  (e,  y)  space 
where  y  represents  the  space  into  which  D  Is  mapped  by  the 
log-likelihood  function.  We  need  only  consider  the  nature  of  the 
profile  of  the  log-likelihood  function,  that  is  the  upper  boundary  of 
the  projection  of  the  log-likelihood  function  Into  the  (9.  y)  space, 
see  figure  (A). 
The  Lagrangian  function  is. 
L(T  1,  x)  = 
1e. 
3)  +  x(e-c)  . 
In  the  (e,  y)  plane  the  equation  of  a  line  with  slope  X  can  be 
written  as 
r=y+ýte-G) 
(x) 
In  section  (5.4.  B)  the  solution  to  the  Lagrangian  problem 
Involved  maximising  L(j),  ;)  with  respect  to  r).  In  the  (e,  y)  plane 
this  can  be  interpreted  as  finding  the  line  of  the  form  (x)  for  fixed  A 
which  has  maximum  intercept  with  the  line  e=C. 
If  the  upper  boundary  of  the  profile  log-likelihood  is  concave,  as 
shown  in  figure  (A),  then 
A 
L(n(x)  .  x)  =y+  x(e-C) 
will  be  a  'supporting'  tangent  for  any  given  A.  In  this  case  the 
minimisation  procedure  with  respect  to  x  is  equivalent  to  "roiling"  the 
tangents  for  different  A's  on  the  surface  of  the  profile  until  the 
constraint  9=  Cis  satisfied. 
Figure  (B)  shows  a  case  where  the  profile  log-likelihood  is  not 
concave.  The  consequence  Is  that  there  will  exist  aA  such  that  at 
nnnnn 
least  two  values  of  r)  (i.  e.  two  sets  of  .i,  i2,  -(jf  , 
fl2))  maximise 
L(  T).  X)  . 
Clearly  here  neither  of  these  values  will  satisfy  the 
constraint  e=C,  in  this  case  therefore  the  Lagrangian  approach  will -190- 
not  provide  the  correct  solution  to  the  constrained  optimisatlon 
problem. 
This  would  seem  to  suggest  that  multiple  solutions  to  the 
maximisation  of  L(l),  X)  with  respect  to  n  will  indicate  a  non-concave 
profile.  As  our  estimates  (I.  e.  (5.4.2))  are  unique  we  are  fairly 
confident  that  this  method  will  work  in  general.  Again  we  note  that 
we  can  always  check  empirically  whether  e=C  at  our  solution  and 
hence  whether  we  have  the  correct  solution. 
Obviously  this  argument  requires  some  "tidying  up"  before  it 
could  be  thought  of  as  a  formal  proof. -191- 
nppenaix  ký.  1) 
(y) 
likelihood 
FIGURE  (A):  Concavity  of  the  profile  log  likelihood,  and 
the  existence  of  "supporting  hyperplanes" 
(y 
FIGURE  (B)  (0) -192- 
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