Cuckoo hashing was introduced by Pagh and Rodler in 2001. Its main feature is that it provides constant worst-case search time. The aim of this article is to present a precise average case analysis of Cuckoo hashing. In particular, we determine the probability that Cuckoo hashing produces no conflicts and give an upper bound for the construction time, that is linear in the size of the table. The analysis rests on a generating function approach to the so called Cuckoo Graph, a random bipartite graph, and an application of a double saddle point method to obtain asymptotic expansions. Furthermore, we provide some results concerning the structure of these kinds of random graphs. Our results extend the analysis of Devroye and Morin [2003]. Additionally, we provide numerical results confirming the mathematical analysis.
INTRODUCTION
In computer science hash tables are dictionaries, where keys are mapped to the hash table with a so-called hash function. Basic operations on hash tables are insertion, lookup, and deletion of data records. Standard hash algorithms such as open addressing or hashing with chaining (see e.g. Knuth [1998] ; Gonnet and Baeza-Yates [1991] for details) are widely spread and well analyzed algorithms, but a big drawback is their bad worst case behavior. In this article we consider a relatively new hash algorithm, cuckoo hashing, that provides a constant worst-case search time. The algorithm was introduced in Pagh and Rodler [2004] and a further analysis was done by Devroye and Morin [2003] .
The critical point of every hash algorithm is the handling of colliding keys, that is, different keys that are mapped to the same location of the hash table by the hash function. The well known birthday paradox tells us that such collisions are likely to appear, even if we only consider sparse tables. Usually, collisions are resolved by We start with an empty table and try to insert the keys a to g one after the other. Each of the further pictures depicts the data structure after the insertion of a single key. Thin lines connect the two possible storage locations h 1 (x) and h 2 (x) of a key x. Thick lines with arrows indicate the movement of the corresponding key, caused by the last insertion. The final picture displays the data structure after the attempt to insert g, what is impossible, and causes and endless loop.
either allocating additional memory and linking this memory to the table (chaining) or by inspecting the other memory cells in a specified order (open addressing). Cuckoo hashing uses a different approach. It restricts the number of possible storage locations of every key x to two, h 1 (x) and h 2 (x), each in a separate table, V 1 and V 2 , respectively, and resolves collisions in rearranging keys. The data points are inserted sequentially, and each storage location can only hold a single data point. A new key x new is always inserted in the first table, V 1 , at location v 1 = h 1 (x new ). If v 1 is already occupied by another key, x old , that is, h 1 (x old ) = h 1 (x new ) = v 1 then we kick out x old and move it to its alternate position v 2 = h 2 (x old ) ∈ V 2 . If v 2 is occupied by another key, then we proceed with this kick-out procedure until we access an empty cell. The algorithm is named after the cuckoo, because this ejection is similar to the bird's nesting habits. The insertion procedure may of course end in an endless loop if the same keys are kicked out again and again. In the the latter case, we perform a rehash, that is, we rebuild the whole data structure using new hash functions and potentially also a larger table. Note that an endless loop can be detected by the number of inspected cells. Furthermore, it is suggested in Pagh and Rodler [2004] , to perform at most α log n consecutive unsuccessful steps, where n denotes the number of items, and α a suitable constant. Details will be discussed later on. Figure 1 depicts the evolution of a small Cuckoo hash table.
There are also some generalizations of Cuckoo hashing. One might use d instead of only two tables or storage places (d-ary Cuckoo Hashing) [Fotakis et al. 2005; Czyzowicz et al. 2006; Fountoulakis and Panagiotou 2009] or use cells with a storage capacity greater than one [Dietzfelbinger and Weidling 2007] . Implementation details are e.g. discussed in Ross [2006] and Tran and Kittitornkun [2007] .
The article is organized as follows. In Section 2 we introduce a bipartite graph (the Cuckoo graph) that is associated to the Cuckoo hash process and is fundamental for the analysis. The asymptotic results of the article are then collected and discussed in Section 3. In Section 4, we discuss a simplified version of Cuckoo hashing. Finally, the proofs are given in Sections 5-7. Some technical proofs are supplied in the Appendix.
THE CUCKOO GRAPH
We model Cuckoo hashing with the help of a labeled bipartite multigraph. The two labeled vertex sets V 1 , V 2 represent the two hash tables. In the context of Cuckoo hashing we will assume that V 1 and V 2 have equal size |V 1 | = |V 2 | = m. An asymmetric variant is discussed in Kutzelnigg [2010] . Furthermore, let h 1 , h 2 denote the two hash functions with ranges V 1 and V 2 , respectively. The insertion of a key x is encoded by an edge (h 1 (x), h 2 (x)) ∈ V 1 × V 2 . It is also convenient to use labeled edges where the labels represent the evolution of the hash table, that is the edge with label j corresponds to the j-th key that is inserted into the table. Note that repeated edges are possible.
This multigraph will be called the Cuckoo graph. Interestingly the structure of this graph determines whether the insertion algorithm can resolve all conflicts or not. It is is obviously necessary that every component of the Cuckoo graph has edges equal to or less than vertices. This means that all components are either trees or unicyclic (they contain exactly one cycle). On the other hand, it is easy to see that an endless loop in the insertion algorithms cannot occur in a tree or unicyclic component (see Devroye and Morin [2003] for further details). It is common to call a component of a graph complex if it is neither a tree nor unicyclic. Thus, a Cuckoo graph is proper if and only if it contains no complex component.
Because of this close relation between the hash algorithm and the corresponding graph, we can analyze Cuckoo hashing by considering bipartite multigraphs. In particular, if we are interested in the average case analysis of Cuckoo hashing, we can work with random bipartite multigraphs. For example, the probability that Cuckoo hashing works successfully with n keys and table size m equals the probability that a random bipartite multigraph with 2 × m vertices and n edges has no complex component. Furthermore, structural knowledge of tree and unicyclic components provides information about the running time. For instance, the insertion cost of a key x, such that the edge (h 1 (x), h 2 (x)) is contained in a tree component, is bounded by the diameter of this component.
RESULTS
Our analysis is based on the assumption, that the storage locations for the keys x form a sequence (h 1 (x), h 2 (x)) of independent uniform random pairs of integers drawn from {1, 2, . . . , m} × {1, 2, . . . , m}. Furthermore, if a rehash is necessary, we assume that all new hash values are independent of all previous attempts. One might argue that this model is out of touch with reality. However, recall that uniform hashing (using a similar independence assumption), and double hashing (using very simple hash functions) behave practically identically [Gonnet and Baeza-Yates 1991] . Unfortunately, these simple hash functions do not work well for Cuckoo hashing. But it is sufficient to use polynomial hash functions with pseudo-random behavior [Dietzfelbinger et al. 1992; Dietzfelbinger and Woelfel 2003] . See also, our experimental data. THEOREM 1. Suppose that ε ∈ (0, 1) is fixed. Then the probability p(n, m) that a Cuckoo hash of n = (1 − ε)m data points in two tables of size m succeeds, (that is, the 
Additionally, we consider the case where n equals m. Here, the probability is given by
There are several related results in the literature. For example, Lemma 2.1 of Kalugin [1991] already states that the number of graphs containing complex components tends to zero, but it does not provide an asymptotic approximation. Lemma 2 of Devroye and Morin [2003] claims the bound 1 − O(1/m), but does not provide a detailed expansion. Furthermore, a formula corresponding to (1) also holds for usual random multigraphs [Janson et al. 1993 ], see also Section 4. We provide experimental data in Table I to examine the practicality of the derived approximations. A pseudo random number generator is used to create hash values that satisfy the postulated conditions of randomness.
Our second result concerns the construction time, K m,n , of a hash table of size 2 × m and n keys. Our measure is, of course, the number of insertions n, plus the number of kick-out steps. Note that it is no loss of generality to assume that we can successfully fill the 
where the constant implied by O(1) depends on ε.
We obtain these two bounds using different estimators for the insertion cost in a tree component, namely the component size and the diameter. The latter estimator of course provides the better bound 4n+ O(1), but as long as ε is not close to 0, even the constant 4 is an exaggerated estimate, as can be seen in Table II . See the proof of this theorem for more details. Devroye and Morin [2003] and Pagh and Rodler [2004] 1 give the upper bound O(n) for the construction time, if ε greater zero is fixed. Furthermore, they assume that an insertion is usuccesfull if it takes more than α log n steps, for a suitable constant α. Thus, it might happen that a rehash is executed, although it is not required. However, α can be chosen such that this probability is O(1/m s ) for any s > 0, see Kirsch et al. [2008] . 
(2) The number of tree components T mn,k with k vertices satisfies a central limit theorem of the form
where N(0, 1) is a normal random variable,
Furthermore, mean and variance are asymptotically given by 
mean and variance satisfy 
, and its variance by
Note that the second statement of Theorem 3(1) is closely related to Kalugin [1991, Theorem 2] . Furthermore, note that the parameters of the Poisson distributions are related by
Instead of considering the symmetric case where the graph possesses an equal number of vertices of both types, we can also analyze asymmetric graphs (see Kutzelnigg [2010 Kutzelnigg [ , 2009 ) or a nonbipartite version (see Section 4) and obtain similar results.
A SIMPLIFIED VERSION OF CUCKOO HASHING

Introduction
In this section, we discuss a modified, and in some sense simplified, version of the Cuckoo hash algorithm. Instead of two tables of size m, we use just one table of size 2m and grant both hash functions access to the whole memory. This simplifies the analysis, because the bipartite Cuckoo graph is replaced by a usual random graph (a version without different types of vertices, but directed edges, and we do not need bivariate generating functions). Despite this change, the modified Cuckoo hash algorithm succeeds if and only if this new Cuckoo Graph does not contain a complex component (as in the original case).
This approach was already suggested by Pagh and Rodler [2004] and further by Fotakis et al. [2005] for generalized d-ary Cuckoo hashing, a variant that is based on using d tables (or hash functions), because it is easier to analyze; see also Kutzelnigg [2009 Kutzelnigg [ , 2010 . Our analysis shows, that there are also advantages of this version of the algorithm, which recommend it for practical applications.
Results
Almost the same results stated in Theorems 1, 2, and 3, also hold for this simplified algorithm.
THEOREM 4. Suppose that ε ∈ (0, 1) is fixed. Then the probability that a simplified Cuckoo hash of n = (1 − ε)m data points into a table of size 2m succeeds, (that is, the corresponding Cuckoo graph contains no complex component), is equal to
As mentioned earlier, the second statement can be found in Janson et al. [1993] . The only difference from the result of Theorem 1 is the modified asymptotic expansion. However, we yield that the behavior of the coefficients of 1/m is almost identical for ε close to zero. We further conclude that the success probability of simplified cuckoo hashing is slightly smaller compared to the standard algorithm. This is also justified by our simulation results given in Tables I and III . For all tested combinations of m and ε, the entry in the first table is less than or equal to the corresponding entry in the latter. However, note that there is no serious difference, because the failure probability is still very small for all practical relevant instances.
We obtain the same bound on the construction cost for the simplified algorithm as for the original one.
THEOREM 5. Under the assumptions of Theorem 4, the expected construction time of a simplified Cuckoo hash table is bounded above by
Although we give the same upper bound for both variations, we note that the actual behavior is different. The comparison of the results provided in Tables II and IV shows that the expected number of steps per insertion is smaller for the modified version of the algorithm; see Kutzelnigg [2009] for further details.
The different behavior of the two versions of the algorithm is also influenced by some differences in the structure of the underlying Cuckoo graphs, which we investigate next.
THEOREM 6. Suppose that ε ∈ (0, 1) is fixed and that n = (1 − ε)m . Then a random labeled multigraph with 2m vertices and n edges satisfies the following properties, as m goes to infinity.
(1) The number of unicyclic components C uc mn,k , with cycle length k has in the limit, a Poisson distribution Po(λ k ) with parameter 
(2) The number of tree components T mn,k with k vertices satisfies central limit theorem of the form
k! and
, mean and variance satisfy
(4) Furthermore, the expected value of the number of vertices V uc mn in unicyclic components is asymptotically given by
2ε 2 , and its variance by
The number of tree components of fixed size have the same Gaussian limiting distributions in both cases. As the tree components have the most significant influence on the complexity of the insertion, we expect a similar behavior of both variants.
However, there are some differences concerning the cyclic components. The parameters of the limiting Poisson distributions differ in one way from the results of usual cuckoo hashing: The term (1 − ε) 2 is replaced by (1 − ε). This explains that the expected number of cycles in a nonbipartite cuckoo graph is larger compared to the bipartite counterpart, which is also confirmed by our experiments. Nevertheless, this does not seem to have a large influence on the behavior of the hash algorithm, since the difference is bounded by log(2)/2, and hence the expected number of cycles is still very small. This result suggests that the expected number of vertices in cycles and cyclic components is also larger, which is indeed verified by part (4) of Theorem 6. For the vertices in cycles themselves, the increase is bounded by a small additive constant, namely 1/4. If we consider all vertices in cyclic components, they are surprisingly no longer bounded by a constant for small ε. But again, this is not a big influence as the ratio of the expectations tends to 1 as ε tends to 0.
The proofs of these results follow the lines of their counterparts given in the previous section. Some sketches can be found in Appendix D; details are given in Kutzelnigg [2009] .
COUNTING SPARSE BIPARTITE GRAPHS
In this section, we establish a framework for generating functions and give the proof of the first part of Theorem 1. The construction is similar to the multigraph process in Janson et al. [1993] , but we are dealing with bipartite graphs.
We start by counting all bipartite graphs without restrictions to the type of their components. Let G m 1 ,m 2 ,n denote the set of all vertex and edge labeled bipartite multigraphs (V 1 , V 2 , E) with |V 1 | = m 1 , |V 2 | = m 2 , and |E| = n. By definition it is clear that the number of all graphs of the family G m 1 ,m 2 ,n equals
In particular, we are interested in the case where m 1 = m 2 = m and n = (1 − ε)m , where ε ∈ (0, 1). This means that the graph is relatively sparse. However, for technical reasons it is necessary to take all possible bipartite graphs into account.
,n without complex components, that is, all components are either trees or unicyclic. Let
denote the corresponding generating function. Our next goal is to describe this generating function. For this purpose we will first consider bipartite trees. We call a tree bipartite if the vertices are partitioned into two classes V 1 (black vertices) and V 2 (white vertices) such that no vertex has a neighbor of the same class. They are called labeled if the vertices of type 1, that is, vertices in V 1 , are labeled by 1, 2, . . . , |V 1 | and the vertices of type 2 are labeled by 1, 2, . . . , |V 2 |.
Let T 1 denote the set of bipartite rooted trees, where the root is contained in V 1 , T 2 , the set of bipartite rooted trees, where the root is contained in V 2 , andT , the class of unrooted bipartite trees. Furthermore, let t 1,m 1 ,m 2 and t 2,m 1 ,m 2 denote the number of trees in T 1 and T 2 , respectively, with m 1 vertices of type 1 and m 2 of type 2. Similarly we definet m 1 ,m 2 . The corresponding generating functions are defined by
and byt
LEMMA 1. The generating functions t 1 (x, y), t 2 (x, y), andt (x, y) are given by
Furthermore we have
The explicit formula fort m 1 ,m 2 is originally due to Scoins [1962] . Note that t 1 (x, y) = t 2 (y, x) and that t 1 (x, x) equals the usual tree function t(x) = n≥1 n n−1 x n /n! that is given by t(x) = xe t(x) . Thus, t 1 (x, y) and t 2 (x, y) are surely analytic functions for |x| < e −1 and |y| < e −1 . This is due to the fact that the radius of convergence of t(x) equals 1/e.
The partial derivatives of the functionst(x, y) and t 1 (x, y) are given by
Furthermore, the generating function of usual unrooted labeled trees is given by t(x) − t(x) 2 /2. The relation (4) is a generalization of this result.
PROOF. The functional Equations (3) are obvious by their recursive description. Next, note that the partial derivatives oft(x, y) and t 1 (x, y) + t 2 (x, y) − t 1 (x, y)t 2 (x, y) are equal, thus (4) holds.
There is also a combinatorial interpretation of (4). Consider a rooted tree, possessing a black root labeled by 1, as an unrooted tree. Next, examine an unordered pair (t 1 , t 2 ) of trees from T 1 × T 2 , and join the roots by an edge. If the black vertex labeled by 1 is contained in t 1 , consider the root of t 2 as a new root, and we obtain a tree possessing a white root and at least one black vertex. Otherwise, consider the root of t 1 as a new root, and we obtain a tree with a black vertex not labeled by 1.
Lagrange inversion applied to t 1 (x, y) = x exp ye t 1 (x,y) yields With the help of these functions, we can futher describe the generating function g
• (x, y, v) .
PROOF. We have to count graphs where each component is either an unrooted tree (that is counted byt(x, y)) or a graph with exactly one cycle.
Of course, a cycle has to have an even number of vertices (say 2k), where k vertices are black and the other k vertices are white. A cyclic vertex of black color can be considered as the root of a rooted tree of type 1 and similarly, a white cyclic vertex can be considered as the root of a rooted tree of type 2. Note that we have to divide the product of the generating functions t 1 (x, y) k t 2 (x, y) k by 2k to account for cyclic order and change of orientation. Hence, the corresponding generating functions of a unicyclic graph with 2k cyclic points is given by
Consequently the generating function of a connected graph with exactly one cycle is given by
.
Since a cyclic component of size m 1 + m 2 has exactly the same number of edges and since there are (m 1 + m 2 )! possible labels, the corresponding generating function that takes the number of edges into account in given by c (xv, yv) . Similarly, a tree of size m 1 + m 2 has exactly n = m 1 + m 2 − 1 edges. Consequently the generating functiont(xv, yv)/v corresponds to a bipartite unrooted tree.
Finally the generating function g
which completes the proof of the lemma.
COROLLARY 1. The number of graphs #G
• m 1 ,m 2 ,n is given by
Hence, by Cauchy's Formula
This is in fact an integral that can be asymptotically evaluated with the help of a double saddle point method; see Lemma 3. 
Then we have
, where x 0 and y 0 are uniquely determined by
and the constants and H are given in the following way. Let κ ij and κ ij be the cummulants Lemma 3 is a generalization of a result of Good [1957] , where g(x, y) = 1. Its proof is given in Appendix B.
We fix ε > 0 and consider the sequence of integer pairs (m, n) = (m, (1 − ε)m ). For technical reasons we also define the ratio
which is always very close to ε. By Stirling's formula
we obtain the asymptotic expansion
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For our problem, it turns out that the saddle point is given by
This can be easily checked. By symmetry it is clear that x 0 = y 0 . Moreover, t 1 (x, x) = t(x) = xe t(x) equals the tree function. Hence we get
For instance, we further obtain
The other cummulants can be calculated in the same way, but have been computed with the help of a computer algebra system in a semiautomatic way.
We set f =t, g = 1/ √ 1 − t 1 t 2 , k = 2m − n, m 1 = m, and m 2 = m, in Lemma 3 and obtain the leading coefficient
and
Combining these results with (7) we obtain
Finally we can safely replace ε by ε = ε + O(m −1 ) without changing the expansion. All changes go into the error term O(m −2 ). Hence, if p(n, m) denotes the probability, that every component of the cuckoo graph is either a tree or unicyclic, after the insertion of n edges then we have
which completes the proof of the first part of Theorem 1. The proof of the second part can be found in Appendix C. Let h denote the coefficent of 1/m of p (n, m) , that is h(ε) = (2ε 2 −5ε +5)(1−ε) 3 /(12(2− ε) 2 ε 3 ) holds. We want to note that it is also possible to obtain a slightly more precise asymptotic expansion for
whereĥ(·) is again explicit. This can be done by refining the calculations related to Lemma 3. For example, we can apply these expansions in order to obtain asymptotic representations for the probability q(n + 1, m) that the insertion of the n + 1-st edge creates a bicyclic component, conditioned on the property, that the first n insertions did not create such a component.
LEMMA 4. The probability that the insertion of the n+1-st inserted key forces a rehash is given by
This is uniform for n ≤ (1 − η)m, assuming η > 0.
PROOF. By definition, we have
p(n + 1, m) = (1 − q(n + 1, m)) p(n, m). Hence we get q(n + 1, m) = p(n, m) − p(n + 1, m) p(n, m) = h(ε ) m − h ε − 1 m m +ĥ (ε ) m 2 −ĥ ε − 1 m m 2 + O 1 m 3 × 1 + O 1 m = − h (ε ) m 2 −ĥ (ε ) m 3 + O 1 m 3 = (1 − ε ) 2 (−ε 3 + 8ε 2 − 15ε + 10) 4(2 − ε ) 3 ε 4 1 m 2 + O 1 m 3 .
STRUCTURE OF THE CUCKOO GRAPH
In this section, we calculate limiting distributions of some parameters of random bipartite graphs that strongly influence the behavior of Cuckoo hashing. These are for instance, the size of the tree components and the number of cycles. Some parameters might also be of interest in other applications, see, for example, Blasiak and Durrett [2005] . In particular, we give the proof of Theorem 3. This proof is divided into several parts, each of which separately proves one of the claimed properties. Again, we use a generating function approach. We recall the representation of the generating function
which counts graphs without complex components (and was established in Lemma 2). Now, we introduce an additional variable to mark the parameter of interest, see for instance Flajolet and Odlyzko [1990] ; Flajolet and Sedgewick [2009] ; and Drmota and Soria [1995, 1997] for further details of this method. We fix ε > 0 and suppose that n = (1 − ε)m . We also note that it is sufficient to consider graphs of G 
respectively, where s is any fixed real number.
Since the moment generating function of a Poisson distribution Po(λ) is given by e λ(e s −1) , we immediately deduce the first part of Theorem 3.
PROOF. We start with the calculation of the total number of cycles. For this purpose we introduce a new variable w, that marks each cyclic component, that is the exponent of w counts the number of cycles. Equation (8) generalizes to
Of course, we have g y, v) . Hence, the moment generating function is given by
Again, the number of tree components equals 2m − n, thus the generating function simplifies to
We continue using Cauchy's formula and the double saddle point method as described in Lemma 3. Note that we can use the same saddle point x 0 = y 0 = (1 − ε )e ε −1 . The calculation is even easier because it is sufficient to calculate the leading term. We make use of the inequality 
which completes the proof of the first part of the lemma. The proof of the second part is very similar, we just replace g
• c by the generating function
Hereby, w is used to mark cycles of length 2k. Recall that the generating function of a component containing a cycle of length 2k is given by 1 2k
We proceed as usual and yield
Finally, the moment generating function of
Trees with Fixed Size
The proof of the second part of Theorem 3 is more complicated, since we also normalize depending on m. In what follows, we make use of the generating function of a bipartite tree component with 2k vertices. Because of Lemma 1, this function is given bỹ
The following lemmas provide more detailed information about this function for x = y.
LEMMA 6. We havẽ
PROOF. We apply Lagrange's inversion formula to obtain the coefficient of
2 , where t(x) denotes the usual tree function that satisfies t(x) = x exp(t(x)). Because of the previous relation, it is also clear that the number of unrooted bipartite trees possessing k vertices equals twice the number of unrooted, usual, trees of size k.
LEMMA 7. We have
PROOF. The proof of this lemma is a simple application of Abel's generalization of the binomial theorem,
see, for example, Riordan [1968] . We set x = k, y = k, and a = −1 and obtain the claimed result.
As in the formulation of Theorem 3, we use the following notation:
where k ≥ 1 is an integer and 0 < ε < 1.
We are now able to prove the following lemma. 
LEMMA 8. The mean value and variance of the number of tree components T mn,k with k vertices of a randomly chosen graph of G
and by
PROOF. We start by introducing the variable w to mark trees with size k and obtain the generating function
The l−th factorial moment is then given by
The numerator of this expression simplifies to
Now, we apply Lemma 3 to calculate an asymptotic expansion. By using Lemma 6, we obtain that the leading term of
Hence, we have completed the proof of (9). Moreover, we conclude that the variance is also of order O(m). In order to determine the precise asymptotic behavior we have to calculate the next term of the asymptotic expansion. (This can be done easily in a semiautomatic way by using Maple.) .
PROOF. The characteristic function E e irT mn,k is given by
where we can use the simplification ) the expansion
We used the abbreviations
t(x 0 e u , y 0 e v ) (u,v)=(0,0) .
In particular, we have
Now by proceeding as in the proof of Lemma 3 we eventually derive an asymptotic expansion for
which implies the lemma.
Vertices in Cycles
For the next part of the proof of Theorem 3 we have to count the number of vertices V c nm contained in cycles. The corresponding result is rather easy to obtain. We make use of the generating function
where the exponent of w counts the number of cyclic points. Hence by again using the double saddle point methods we get the characteristic function
Of course, we have to take care of the slightly modified conditions. In particular, we make use of the bound
which is satisfied on the lines of integration. Hence we conclude that the contribution outside the arcs (−α, α) is still negligible. It is also straightforward to calculate the limiting mean and variance. Finally we use the series expansion
to infer that the probability that exactly 2k vertices are contained in cycles equals
in the limit. 
Vertices in Cyclic Components
If we count the number of all vertices contained in cyclic components, the generating function modifies to
Here we took care of all vertices of trees that are attached to cycles. It is straightforward to calculate asymptotic mean and variance. This completes the proof of Theorem 3.
RUNNING TIME
The aim of this section is to show that the average construction time of a Cuckoo hash table is linear. The cost of a single insertion is thereby measured by the number of moves during this procedure, hence it equals one plus the number of kick-out operations. We cannot give an exact result, but we obtain a suitable upper bound as given in Theorem 2. Let p denote the failure probability of a simplified cuckoo hashing attempt. We already know that p ∼ c/m as m → ∞.
2 Clearly, the expected number of attempts to construct the data structure is hence given by 1/(1 − p). This implies that the expected number E N of rehashes to build the hash table is O(1/m). Furthermore, the additional complexity of a failed attempt is O(n), because we detect an endless loop in the insertion procedure after at most 2n steps (or even earlier after α log n steps). We conclude that E K i , the expected number of steps required during the i-th unsuccessful construction is O(m). Hence
holds, Devroye and Morin [2003] .
Therefore, it remains to show that the proposed bound in Theorem 2 holds for the situation where cuckoo hashing succeeds, i.e. the cuckoo graph contains only trees and cyclic components.
Consider the Cuckoo graph just before the insertion of the l-th edge (or key) and denote the vertex of the first type, x l and the other, y l . Recall that a new key is always inserted in the vertex of the first type. The number of steps needed to perform this insertion is fully determined by the component containing x l , and not affected by the component containing y l , unless x l belongs to a cyclic component. But this is a very rare event. We know from Theorem 3 that the expected number of vertices contained in cyclic components is finite.
LEMMA 10. Suppose that the assumptions of Theorem 1 are fulfilled. Then the expected number of all steps performed in cyclic components during a successful construction is bounded by a constant.
PROOF. Assume that exactly k vertices are contained in cycles. The insertion of each of the k corresponding keys takes at most 2k steps, because during an insertion, no vertex is visited more than twice. The total number of expected steps is therefore bounded by
which is finite because of the results from Theorem 3.
The cuckoo graph contains 2m−l +1 trees before the insertion of the l-th key. Given a subgraph S, we denote the number of vertices of the first and second type by m 1 (S) and m 2 (S), respectively. Furthermore, denote the maximum number of steps needed for the insertion in S by ν(S). Assume that x l is contained in a tree component T . Note that each of the vertices of the first type equals x l with the same probability. Hence, choosing x l corresponds to rooting the tree at a vertex of the first kind. Observe that there exists a unique node z of T that corresponds to an empty memory cell of the hash table. This node is somehow randomly (but not uniformly) selected among all the nodes of both types of T . The insertion itself corresponds to a walk in T , starting in x l and ending in z.
The generating functiont(x, y) of unrooted bipartite trees can be rewritten as
Consider a fixed bipartite tree T . Then, there exist m 1 (T ) bipartite trees T possessing a root of first kind that correspond to T , what we denote by T ∼ T . Each rooted tree T represents a unique choice of x l among the nodes of T of first type and leads to an insertion cost of ν(T ). Hence, we define the following function.
Similarly, assume that the insertion takes place in the unicyclic part U . There exist m 1 (U ) selections of x l among the nodes of U that lead to an insertion cost of ν(U ). Thus we make use of the function
Now, we put these things together. Recall that the Cuckoo graph contains k = 2m−l + 1 tree components T 1 , . . . , T k and a unicyclic part U . We define
By construction,
bounds the average insertion cost of the l-th key.
This is O(1), because of Lemma 10. Hence, we obtain the upper bound
for the average complexity of inserting the l-th key. Applying Lemma 3, we thus get
as m tends to infinity, uniformly for l ≤ n = (1 − ε)m . The analysis of this parameter is in fact similar to the previous calculations. A slight difference is the newly occurring function H T (x, y), but it behaves like an additional constant factor. Thus, we only need to know H T (x 0 , x 0 ), which we will consider next.
First we use the trivial upper bound ν(T ) ≤ m 1 (T ) + m 2 (T ) and obtain for positive x and y
Recall that t 1 (x, x) equals the usal tree function t(x). Hence
e −l/m and using the local expansions for t(x) andt(x) we obtain
which leads to 1 n
where n = (1 − ε)m and m goes to infinity. This completes the proof of the first bound of Theorem 2. Next, we try to obtain a better bound by using a more suitable estimate for ν(T ). Recall that the selection of the vertex x l in a tree component, transforms this component into a rooted bipartite tree. The insertion procedure starts at the root and the number of required steps is bounded by the height of this tree. Furthermore, note that in the asymptotic analysis we are only interested in the special case x = y = x 0 . Because of this, we can consider usual (nonbipartite) rooted trees instead.
We introduce the notations
m for the number of rooted trees with m vertices and height less or equal k; -and h m for the sum of the heights of all rooted trees with m vertices.
Moreover, we introduce the corresponding generating functions
From Flajolet and Odlyzko [1982] we know 
in a -domain around its singularity e −1 . Let T denote a bipartite tree possessing a root node of first kind. Clearly, the upper bound ν(T ) ≤ height(T ) holds. Recall that t 1 (x, y) is given by
As in (10), we make use of t 1 (x, x) = t(x) and we derive the inequality
Thus, we use the asymptotic approximation of h(x) as upper bound of H(x, x) and as in (11), we obtain the upper bound
uniformly in l as m tends to infinity. This is of course only valid near the singularity for 1 − l/m close to zero. Nevertheless, this result is suitable to prove the second bound stated in Theorem 2. This is due the fact that the integral
is obviously bounded for ε → 0, in contrast to the corresponding integral of (12). A numerical computation using both bounds leads to an estimated value of at most four steps per insertion.
CONCLUSION
The main contribution of this article was a precise analysis of standard Cuckoo hashing as introduced by Pagh and Rodler [2004] . Unlike usual hash algorithms, this data structure offers constant worst-case access time. This is achieved by rearranging keys to resolve conflicts. However, there is a nonzero probability that the creation of the hash table fails. We showed that the error probability is of order 1/m with an explicit constant depending on ε when the load factor is restricted below 0.5. Furthermore, we proved that the failure rate increases asymptotically to approximately 18.4% for half-full tables. All these results were obtained using the Cuckoo graph, a bipartite random graph that is closely related to the data structure.
As a further important result, we analyzed the average running time required to build up a Cuckoo hash table. In particular, we gave an upper bound that is linear in the size of the data structure, conditioned that the load is restricted below 50%. This result was derived via a detailed investigation of the structure of the Cuckoo graph. Among other things, we provide asymptotic results covering the number of cycles and trees of given size, including limiting distributions.
Finally, we briefly discussed a simplified version of Cuckoo hashing. In contrast to the standard algorithm, both hash functions address the whole memory. Nevertheless, we obtain almost the same results as for the standard algorithm using a nonbipartite random graph model.
APPENDIX B. PROOF OF LEMMA 3
In our proof, we will use the formula
The technical conditions on the coefficients of f (x, y) ensure that the function f (x 0 e is , y 0 e it ), (s, t) ∈ [−π/2, π/2] 2 , has its maximal modulus for s = t = 0. Furthermore, it can be seen that the saddle point (x 0 , y 0 ) is unique, because the cummulants of second order are strictly positive (compare with Good [1957] ).
We start by applying Cauchy's Formula and substitute x = x 0 e is and y
is , y 0 e it f x 0 e is , y 0 e it k e −m 1 is−m 2 it dt ds.
The contribution of the integral taken over the range
is very small compared to the remaining integral, where α = k −1/2+ξ and ξ denotes a real number satisfying 0 < ξ < 1/6. By continuity we surely have 
Hence this part of the integral is negligible (as proposed). Next, we substitute u = √ ks and v = √ kt and calculate the Taylor expansions of the functions log f and log g. More precisely, we obtain the expansions 
in the neighborhood of (x 0 , y 0 ). The linear terms vanish due to the choice of the saddle point. By using the expansions (in k) 
we can rewrite the remaining integral in the following way. 
Without loss of generality we can assume that κ 20 ≥ κ 02 . We substitute u = √ κ 02 / a and v = −κ 11 / √ κ 02 a + b/ √ κ 02 , where = κ 20 κ 02 − κ 2 11 . Hence
db da,
Furthermore the relation κ 20 ≥ κ 02 implies that √ κ 02 − κ 11 / √ κ 02 > 0. Consequently we get (for some
The last part of (13) can be estimated by
Finally we introduce the notation
Obviously, I( p, q) = 0 if either p or q is odd. Hence the main term of the integral in (13) rewrites to 02 .
It remains to complete the integrals I( p, q) to the range R 2 (see (15)) and to calculate them according to (14).
C. THE CRITICAL CASE
It is clear that the performance of Cuckoo hashing gets worse if ε → 0, that is, n/m → 1, since the component structure gets more and more complex. We call the case m = n critical. This critical situation is reflected by analytic properties of the corresponding generating functions. For example, if m = n, the saddle point x 0 = 1/e of the function g
• (x, y) coalesces with the singularity of the denominator. (Note that t 1 (1/e, 1/e) = 1.) Hence we expect a phase transition. Actually we will not work directly with this singular structure of the representation (5) (which is surely feasible, but the choice of the double contour integral is not clear) but apply Lagrange's inversion formula first, then a series expansion, and finally a saddle point method, to determine the asymptotic behavior of the appearing integrals. More precisely, we use the fact that t 1 (x, y) satisfies the equation t 1 = x exp ye t 1 .
LEMMA 11. We have the identity Differentiation and simplification completes the proof. and I 2 = I − I 1 . We continue calculating an approximation of I 1 but first, we give an upper bound on I 2 . Next, we consider the modulus of the function f (e ζ σ , e iτ −1 ) e −ζ σ e 1−iτ if (σ, τ ) ∈ 0, 2π/ √ 3 × [−π, π]. A plot can be found in Figure 2 . The function is unimodal and attains it maximum at (σ, τ ) = (0, 0). This can be verified using the mean value theorem, a bound on the derivative, and the evaluation of the function on points of a sufficient small grid. Further, a local expansion of this function around the origin is given by exp 2 − A direct application of Lemma 16 completes the proof of the first part of Theorem 4. As mentioned in the preceding the limit forp(n, n) can be found in Janson et al. [1993] . The proofs given in sections 6 and 7 can be easily adapted to proof the Theorems 5 and 6. We just replace the bivariate generating functions by their simplified counterparts and use a simple, instead of a double, saddle point method; see Kutzelnigg [2009] for details.
